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INTRODUZIONE 
 
 
 
 
 
Nel prossimo futuro la maggior parte degli oggetti che usiamo quotidianamente 
saranno dotati di unità di calcolo e di programmi software per eseguire o 
controllare una moltitudine di attività di natura molto diversa. Molti di questi 
oggetti saranno in grado di comunicare l’un l’altro e di interagire con l’ambiente 
circostante per realizzare gli obiettivi cui sono preposti. 
                
                          
                                        
                                                                                 Figura 1 
 
 
Unendo questo scenario alla massiccia diffusione di Internet e sperabilmente dei 
suoi successori a larga banda otteniamo una grande infrastruttura di rete, 
composta da oggetti interconnessi molto diversi tra loro in dimensione, efficienza, 
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affidabilità, potenza di calcolo, unità di ingresso e uscita. Lo sviluppo del settore 
ICT  (Information and Communications Technology) deve sviluppare  
nei prossimi anni la possibilità di disegnare e realizzare sistemi software che 
sfruttino queste potenzialità e che si comportino in un modo prefissato con un 
quantificabile grado di precisione e efficienza. La sfida enorme è definire e 
sfruttare sistemi che si configurano dinamicamente e che sono costituiti da milioni 
di entità mobili che interagiscono in modi diversi e nuovi con il loro ambiente per 
soddisfare e controllare le loro necessità computazionali.Questo ambito 
applicativo prende il nome di “Global Computing” o “Pervasive Computing”. 
Il Pervasive Computing o, più esattamente, l’Ubiquitus Computing è quel tipo di 
“elaborazione distribuita” che si ottiene collegando tra di loro molti piccoli 
dispositivi digitali dedicati. 
Già oggi, una persona qualunque ha che fare con decine di piccoli e grandi 
dispositivi digitali dotati di una CPU, di RAM e ROM, spesso di un sistema 
operativo e di software applicativo, molti dei quali sono dispositivi “embedded” e 
quindi sostanzialmente invisibili.  
Ciò che si può ottenere con una rete di dispositivi digitali di questo tipo è 
impressionante. 
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                                                                                             Figura 2 
 
 
 
 
In questa tesi infatti è stata sviluppata un applicazione basata sul sistema di 
interazione fra computer e oggetti che sfrutta i dispositivi che la maggior parte 
della gente può e sa usare con più facilità: il telefono cellulare ed i palmari. 
Da qui nasce l’idea di utilizzare questi due dispositivi per interagire con tutto ciò 
che si trova intorno a noi. L’obiettivo è quello di spostare tutta l’interazione su  un 
dispositivo di facile utilizzazione e di dimensioni ridotte in modo che sia sempre a 
portata di mano. 
Le tecnologie per il raggiungimento di  questo obiettivo ci sono. Elenchiamone 
qualcuna: 
 Bluetooth per la connessione con dispositivi entro un raggio limitato 
 UMTS per connessione ad internet 
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Inoltre i cellulari ed i palmari di ultima generazione sono dotati di fotocamera ad 
alta risoluzione, per cui è naturale che quest’ultima venga utilizzata per il 
riconoscimento  al fine di interagire e  di comunicare per ricevere informazioni. 
L’interazione con l’ambiente circostante può avvenire attraverso la cattura dei 
“tag” per mezzo delle fotocamere integrate nei dispositivi mobili ,questi 
cosiddetti tag ,altro non sono che delle etichette  poste sugli oggetti con i quali si 
vuole interagire,al loro interno esse contengono delle informazioni codificate. In 
questo modo un utente scaricherà delle applicazioni che gli consentono di 
interagire o ricevere informazioni riguardo l’oggetto. 
L’interazione e la ricezione dei dati avviene anche attraverso il connubio Web 
Services - XML . Le più grandi  compagnie del settore informatico e quelle 
dell’elettronica di consumo hanno dimostrato e continuano a dimostrare un 
notevole interesse verso i Web Services, questa tecnologia sarà destinata 
sicuramente ad avere  un grande successo, a prescindere da quali siano le  sue  
potenzialità. Come in precedenza abbiamo accennato, non si può parlare di Web 
Services senza parlare di XML. XML è un metalinguaggio usato per la 
definizione di strutture dati e documenti , anche se nato per scopi diversi (quando 
è nato non si parlava neanche di WS) oggi il suo nome è imprescindibilmente 
legato ai Web Services. E questo perchè consente la “portabilità” delle 
informazioni (proprio quello a cui mirano i Web Services, per l’appunto). Non a 
caso, le  tecnologie abilitanti dei WS sono basate sull’utilizzo massiccio di XML.  
Quindi attraverso queste tecnologie che si hanno a disposizione ed  usando un pò  
di fantasia si possono realizzare mille e più applicazioni che permettono 
l’interazione con tutti gli oggetti che ci circondano. Quindi l’obiettivo di questo 
lavoro è quello di creare un applicazione museale multimediale che sfrutti il 
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framework basato sui  tag e comunichi con un Web Service  per ricevere dati ed 
informazioni, inerenti a delle opere, trasportate all’interno di documenti XML. 
 
 
 
 
 
Architettura del sistema 
 
Introduzione 
 
 
 
 
Il progetto intende utilizzare il framework basato sul VisualTag per la creazione di 
un applicazione immersiva ,il framework si inserisce nel contesto FIRB-Vicom 
[1],che riguarda uno studio su tecnologie per comunicazioni immersive virtuali. Il 
framework è sviluppato nei blocchi di figura 3. Ciascuna applicazione si basa 
sulle funzioni Shared Context e Context Based Presentation Adaptation: la prima 
fornisce connettività e dati sul contesto in cui si trova l’utente, la seconda 
determina il modo in cui sono presentati i vari contenuti. Visualtag si inserirà nei 
blocchi Shared Context e Presentation Adaptation. Nel primo fornirà il 
riconoscimento visuale dell’oggetto con cui si interagisce, mentre nel secondo 
sarà responsabile di creare un’interfaccia utente adatta al contesto. In particolare il 
blocco Context Sensing coinciderà con il lettore di tag, mentre un’infrastruttura di 
rete (di cui parleremo in seguito) si occuperà di fornire la Context Data Fusion. 
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                                                                    Figura 3 : Framework Vicom 
 
 
Requisiti  
 
 
 
Introduzione 
 
 
Gran parte della popolazione possiede un cellulare o un palmare e con il passare 
del tempo questo trend continuerà ad aumentare. 
Partendo da questo presupposto si può pensare di sfruttare le sempre più numerose 
funzionalità offerte dai dispositivi mobili, che sono in continua crescita. Quindi è 
una buona approssimazione associare a ciascun individuo le funzionalità proprie 
di questi piccoli elaboratori. Inoltre l’infrastruttura di rete a cui i cellulari possono 
accedere è molto sviluppata e si continua sempre più a svilupparla, e per quanto 
riguarda il problema delle fonti di alimentazione,hanno sufficiente autonomia. 
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Requisiti funzionali del sistema 
 
La figura 4 mostra la più semplice delle interazioni fra un utente ed un oggetto. 
L’azione si può suddividere in due fasi: l’identificazione visiva dell’oggetto e 
l’interazione vera e propria. Vorremmo che nel contesto in cui l’oggetto è mediato 
da un dispositivo mobile, sia possibile ricalcare questa sequenza  di azioni: 
 
 
 
 
 
                                   Figura 4 :  Interazione utente-oggetto mediata da un dispositivo mobile 
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L’utente identifica l’oggetto con il quale vuole interagire, o del quale vuole 
ricevere informazioni,e successivamente, utilizza il dispositivo mobile come 
tramite per effettuare le suddette operazioni . 
Quindi il sistema deve fornire due funzionalità essenziali; cioè permettere il 
riconoscimento dell’oggetto con il quale si desidera interagire ,e permettere anche 
la  comunicazione con un servizio che fornisce informazioni inerenti all’oggetto 
riconosciuto. 
Gli oggetti con cui l’utente vorrà interagire possono essere di due tipi: oggetti che 
possiedono delle funzionalità accessibili tramite un sistema di comunicazione, ad 
esempio uno sportello bancario automatico, oppure oggetti che non posseggono 
alcuna funzionalità di tipo informatico, ad esempio un quadro in un museo. Nel 
primo caso l’obiettivo è creare un’adeguata interfaccia di accesso, nel secondo 
caso(ovvero il nostro caso) dobbiamo creare delle funzionalità che siano associate 
al contesto identificato dall’oggetto. Per esempio se l’oggetto in questione è un 
quadro, bisognerà  creare un’interfaccia che ci permetta di accedere al database 
del museo che lo ospita e mostrare all’utente informazioni sull’autore,dei video e 
delle immagini riguardanti l’oggetto stesso. Quindi c’è bisogno di un interfaccia 
utente che permetta all’utente di selezionare la tipologia delle informazioni che 
desidera ricevere,ed un contesto funzionale che costituisce l’insieme delle 
operazioni che vengono fornite dal servizio. 
A sua volta l’interfaccia utente che viene messa a disposizione dell’utente deve 
essere in grado di sfruttare a pieno le funzionalità e l’insieme di operazioni messe 
a disposizione dal contesto funzionale. Quindi l’interfaccia utente deve essere 
modulare(cioè che si possa usare quando si presenta l’occasione),e adattabile, 
poiché le interfacce devono essere realizzate usando tecniche che permettano di 
accedere a tutte le funzionalità messe a disposizione dal contesto in maniera 
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comoda e potente. Perciò ci devono essere alcuni requisiti imprescindibili per la 
realizzazione di un applicazione orientata all’interazione con gli oggetti. 
Requisiti software: 
 
Nel modello che abbiamo deciso di sfruttare, abbiamo scelto come piattaforma 
di interazione un telefono cellulare. Quindi tutto il software che implementerà il 
riconoscimento del contesto, il recupero delle interfacce utente e la gestione delle 
sorgenti funzionali dovrà essere in grado di funzionare su questo tipo di 
dispositivo tenendo conto delle innumerevoli differenze architetturali e 
realizzative dei dispositivi mobili in commercio. Infatti non tutti i telefoni in 
commercio supportano il SAX Parsing dei documenti XML,e questo è 
indispensabile affinché si abbia una comunicazione dispositivo mobile-Web 
Service. 
 
Requisiti dei dispositivi mobili: 
 
Essi dovranno essere dotati di apparecchiature adeguate alla cattura di immagini 
(ad esempio una fotocamera integrata) e della potenza di calcolo necessaria alla 
loro elaborazione, poiché dovranno essere in grado di attuare il riconoscimento 
visivo. 
Requisiti del descrittore di insieme funzionale 
 
 
 
Per descrittore di insieme funzionale si intende una struttura visiva che contiene 
tutte le informazioni associate al contesto funzionale. Tale struttura visiva dovrà 
essere facilmente leggibile ed identificabile, sia dall’utente che dagli apparati di 
cattura di immagini del dispositivo mobile. Dovrà inoltre possedere una capacità 
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di memorizzazione adeguata. 
 
 
                                                           Figura 5 : Schema a blocchi dell’architettura di sistema 
 
Quindi il sistema si realizza attraverso i blocchi mostrati in figura 5,dove il 
riconoscitore di insieme funzionale è un componente in grado di riconoscere il 
contesto  funzionale in cui si trova l’oggetto con cui l’utente vuole interagire. 
Questo componente ha il compito di raccogliere tutte le informazioni necessarie 
ad identificare tale insieme, a recuperare l’interfaccia utente e a contattare, tramite 
la rete di comunicazione, la sorgente di funzionalità. L’application broker ovvero 
un blocco che si basa sulle informazioni raccolte dal  riconoscitore di insieme 
funzionale, necessarie per recuperare l’interfaccia utente e per contattare la 
sorgente di funzionalità associata al contesto. Invece la sorgente delle funzionalità 
funge da adattatore fra l’interfaccia utente e le funzionalità associate all’oggetto. 
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La comunicazione con l’interfaccia utente può avvenire in maniera diretta o 
tramite l’Application Broker, comunque sempre tramite la rete di comunicazione. 
La comunicazione con l’oggetto, se è necessaria, avverrà tramite metodi da 
definire di volta in volta. 
 
 
Piattaforma software 
 
I blocchi visualizzati nella figura precedente devono essere eseguiti in un 
dispositivo mobile. Quindi nell’ottica di voler rendere disponibile questa 
piattaforma alla maggioranza degli utenti di dispositivi mobili conviene orientarsi 
verso standard ampiamente adottati:ad  esempio una delle piattaforme più comuni 
per cellulari è Java 2 Micro Edition. 
Ricordiamo che Java è un linguaggio di programmazione, object oriented 
sviluppato da Sun Microsystems con lo scopo di programmare elettrodomestici, 
ma la storia ha voluto che questo linguaggio si spostasse con il tempo 
prevalentemente sulle applicazioni di rete e applicazioni portabili da sistema a 
sistema. Java 2 Micro Edition, propone un'alternativa molto valida per la 
programmazione di dispositivi diversi da Personal Computers, tornando quasi 
volutamente all’applicazione attribuitagli in origine. Quando non programmiamo 
per un PC, i requisiti di sistema sono molto diversi e variano da dispositivo a 
dispositivo, per questo sono stati introdotti due profili standard che si traducono in 
due versioni di J2ME: CDC e CLDC[3]. 
CDC sta per Connected Device Configuration e comprende una fascia di 
dispositivi avanzati non sempre mobili. Alcuni esempi sono dispositivi di 
telefonia fissa e ricevitori per TV e tutti i dispositivi non mobili, cioè dispositivi 
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che sono connessi ad un alimentazione fissa per intenderci.CLDC è l'acronimo di 
Connected Limited Device Configuration, questa versione di J2ME è progettata 
per sviluppare applicazioni per i normali telefoni cellulari e PDA (Personal 
Digital Assistant, che possono essere programmati anche in configurazione CDC). 
Con questa configurazione si definisce il profilo delle applicazioni destinate ai 
dispositivi mobili ovvero MIDP (Mobile Information Device Profile, tradotto in 
italiano è qualcosa come Profilo per Dispositivi Informativi Mobili). 
Analogamente a J2SE (Java 2 Standard Edition) la Micro Edition lavora a strati 
basandosi su una macchina virtuale, chiamata specificatamente Virtual Machine. 
Quest'ultima gira in modo nativo sul dispositivo perché è un programma scritto a 
basso livello appositamente per quel dispositivo. La Virtual Machine, si occupa di 
interpretare e quindi eseguire un codice composto da simboli ognuno con la 
dimensione di 8 bit = 1 byte che può essere associato concretamente ad un 
carattere, da questo prende il nome di bytecode. 
 
                                      
                                                                      Figura 6 : Livelli di astrazione 
 
la figura 6 mostra i livelli di astrazione di questo sottosistema. 
Partendo dal livello più in basso, si ha il Dispositivo Hardware che rappresenta 
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l'oggetto fisico su cui la nostra applicazione dovrà girare, ad esempio il nostro 
telefono cellulare con funzionalità Java (CLDC). Direttamente sul dispositivo, c'è 
la macchina virtuale Java che si occuperà dell'interpretazione del bytecode. 
Andando più su, c'è l'interfaccia CLDC che si tratta di un' API (Application 
Programming  
Interface) e si trova più a basso livello in termini di applicazione/dispositivo; essa 
comprende un set di funzioni che consentono di interagire a basso livello con il 
dispositivo stesso (Un tipico esempio è la libreria o package java.lang.Math.*). Il 
profilo MID (MIDP) occupa un livello più alto di astrazione, si tratta sempre di 
un' API ma comprende funzioni di gestione della grafica, della GUI (Graphical 
User Interface) e altre funzioni ad alto livello.Nel gradino più alto infine, si trova 
l'applicazione che abbiamo scritto e che sfrutta tutti gli strati di astrazione per 
poter funzionare. 
J2ME è un linguaggio ad oggetti molto evoluto e completo,con delle librerie API 
ampie e ben documentate, infatti c’è un vantaggio per questo motivo,poiché si può 
disporre delle Mobile Media API che agevolano oltremodo la cattura delle 
immagini oppure delle API create per la comunicazione con i Web Services che 
permettono la chiamata remota ai metodi di un Web Service,ed il parse dei 
documenti XML e tante altre cose....citandone alcune di esse non si può fare a 
meno di nominare  le SAX e le Java API for XML-based RPC (JAX-RPC). 
Ed avendo intenzione sia di catturare immagini che di comunicare con un Web 
Service , con queste API abbiamo a disposizione uno strumento utile e potente. 
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Web Services 
 
Introduzione ai Web Services 
 
 
Come spesso accade, una tecnologia è figlia di una necessità. L'inizio del nuovo 
millennio è sicuramente caratterizzato dall'ingresso di Internet nella vita di 
ciascuno di noi. Le persone che non utilizzano questo nuovo strumento o che non 
dispongono di almeno un indirizzo di posta elettronica sono davvero poche. Non 
esiste azienda che non abbia un proprio indirizzo www. Al boom di questo 
fenomeno culturale si è associata una esplosione di tecnologie per la realizzazione 
di quelle che si chiamano applicazioni Web. Dall'utilizzo di semplici applicazioni 
attraverso una interfaccia CGI (Common Gateway Interface) e linguaggi come il 
C/C++ si è passati all'utilizzo di linguaggi interpretati come PHP e PERL per poi 
arrivare al concetto di application server come ambiente per la realizzazione di 
applicazioni enterprise scalabili e di elevate prestazioni. Ecco che tecnologie 
come Java e .Net si sono affermate come principali scelte nella realizzazione di 
applicazioni web di notevoli dimensioni. Conseguenza di questo fermento è stato 
comunque la realizzazione di moltissime applicazioni realizzate con tecnologie 
molto diverse tra loro in ambienti e sistemi operativi differenti.  
Inizialmente le necessità delle aziende era comunque quella di realizzare 
applicazioni denominate B2C (Business to Consumer) e che avevano come ultimo 
utilizzatore l'utente che, da casa o dall'ufficio, accede, attraverso una connessione 
telefonica o attraverso rete aziendale, a servizi di vario genere. Successivamente è 
nata invece la necessità, da parte delle diverse aziende, di comunicare tra loro, di 
effettuare quello che si chiama B2B (Business to Business). Il rivenditore deve 
quindi comunicare con il fornitore per ordinare i prodotti del proprio catalogo. Nel 
caso di più fornitori, il rivenditore potrebbe avere la necessità di conoscere quale 
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di questi siano per lui più convenienti. Ma come fare per semplificare la 
comunicazione tra i due sistemi informativi? Come si potrebbe procedere nel caso 
in cui le tecnologie e sistemi utilizzati siano molto differenti tra loro? La risposta è 
molto più semplice di quello che sembra ed è legata alla parola "standard". 
 
HTTP ed XML come standard di comunicazione 
 
In effetti una applicazione Web, qualunque sia la tecnologia utilizzata, ha come 
caratteristica fondamentale quella di pubblicare delle informazioni in formato 
testuale attraverso un protocollo request/reply che si chiama HTTP (HyperText 
Transport Protocol). Il browser compone una richiesta HTTP in grado di 
incapsulare alcune informazioni nella modalità previste dal protocollo e di inviarle 
ad un server il quale elabora le informazioni e ritorna un risultato incapsulato 
all'interno di una risposta HTTP. Come detto, solitamente il risultato è un 
documento HTML. Ma se l'interazione con una qualunque applicazione Web 
avviene attraverso il protocollo HTTP perché non pensare ad un meccanismo che 
utilizzi lo stesso protocollo per far comunicare Web Application diverse? 
L'utilizzo del protocollo HTTP è possibile con una applicazione Web realizzata in 
Java, con una realizzata in .Net, con PHP o PERL. Lo sarebbe addirittura con una 
applicazione che utilizza la CGI. Ovviamente la comunicazione non può avvenire 
attraverso documenti HTML i quali hanno la caratteristica di descrivere sia un 
insieme di informazioni che la modalità con cui le stesse vengono presentate 
graficamente. Al nostro amico rivenditore interessano solamente i dati puri e 
strutturati, relativi ai diversi prodotti. Sarà il proprio sistema che avrà 
eventualmente la responsabilità di gestire eventualmente la presentazione dei 
prodotti acquistati. Nasce quindi l'esigenza di un modo standard per il trasporto 
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dei dati. Da qui all'utilizzo di documenti XML il passo è breve. Attraverso un 
documento XML è quindi possibile descrivere un insieme di informazioni 
strutturate che possono essere trasmesse attraverso un protocollo di trasporto 
come può essere l'HTTP. Un documento XML ha infatti la fondamentale 
caratteristica di essere del "semplice testo" le cui informazioni possono essere 
estratte con gli strumenti ormai disponibili per tutti i linguaggi. L'operazione di 
estrazione delle informazioni contenute all'interno di un documento XML si 
chiama parsing e viene effettuata da alcuni componenti, di diverso tipo, che 
prendono il nome di parser a cui accenneremo successivamente. 
 
 
HTTP ed XML sono sufficienti ? 
 
Abbiamo quindi visto come l'utilizzo di HTTP ed XML come protocolli di 
trasporto e di rappresentazione dei dati ci permetta di risolvere i problemi legati 
alla interoperabilità tra sistemi che utilizzano ambienti e tecnologie molto diverse 
tra loro. Manca comunque ancora qualcosa di importante. Utilizzare l'HTTP e 
l'XML per la comunicazione è forse troppo generico. Nel nostro scenario è 
necessario che il rivenditore ed il produttore parlino la stessa lingua e quindi che 
le informazioni contenute all'interno del documento XML inviato dal produttore 
siano comprese nel modo corretto da parte del rivenditore. Attorno quindi alla 
realizzazione di documenti XML serve un meccanismo che permetta alle diverse 
parti di concordare il formato da utilizzare per la rappresentazione delle 
informazioni e quindi permetta di descrivere alcune regole cui lo stesso 
documento dovrà sottostare per essere considerato valido. A tale scopo sono state 
realizzate diverse tecnologie. Quella denominata DTD (Data Type Definition) è 
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stata probabilmente la prima tecnologia utilizzata a tale scopo. Attualmente si 
parla di XML Schema, di Relax NG ed altre come di metodi per descrivere un 
insieme di documenti XML che soddisfano un dato insieme di regole. Ecco che 
quando due sistemi devono comunicare tra loro devono accordarsi sulla lingua e 
quindi sulle regole che i documenti XML scambiati devono soddisfare. Un 
documento XML che non soddisfa a queste regole dovrà quindi essere scartato. 
 
 
 
 
 
I Parser XML 
 
 
 
 
Da quanto detto in precedenza si intuisce come tutta l'architettura descritta si basi 
sulla possibilità di poter eseguire operazioni di parsing in ognuno degli ambienti 
in comunicazione tra loro. A tale proposito, per ciascuna tecnologia, sono 
disponibili diverse tipologie di parsing che possiamo classificare in: 
1.    SAX (Simple Api for XML) 
2.    DOM (Document Object Model) 
3.    Pull Parser 
Un parser SAX legge ciascun carattere di un documento XML generando un 
evento in corrispondenza di determinate informazioni quali l'inizio e la fine di un 
documento, l'inizio e la fine di un elemento, l'individuazione di un attributo ed 
altre ancora. Gli eventi generati da un parser SAX dovranno quindi essere ricevuti 
da quello che si chiama Handler e che implementa, come vedremo nei capitoli 
successivi, opportune interfacce in base alla tipologia di informazioni a cui lo 
stesso è interessato. Questa trilogia di parser XML è solitamente molto veloce e 
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snella anche se la creazione dei diversi handler è spesso difficoltosa.  
Un parser DOM permette invece di parserizzare un documento XML creandone 
una rappresentazione in memoria secondo una struttura ad albero caratteristica 
appunto dello standard DOM. Questa tipologia di parser, che utilizza di solito al 
proprio interno un parser SAX, permette una più semplice elaborazione delle 
informazioni contenute al prezzo di una maggiore quantità di memoria richiesta. 
Nel caso di documenti di grandi dimensioni l'utilizzo di un parser di questo tipo 
potrebbe essere problematico. 
Una ultima tipologia di parser XML a cui accenniamo è quella denominata Poll. 
Si tratta di un parser con caratteristiche simili a quelle di un parser SAX con la 
fondamentale differenza che ora non si ha una generazione di evento successiva di 
una scansione del documento XML ma un posizionamento nel documento a 
seguito della esecuzione di un esplicito metodo. Conquesta tipologia di parser è 
quindi possibile gestire il posizionamento all'elemento o attributo successivo, 
gestirne il valore per poi proseguire. Questa tipologia di parser è solitamente più 
semplice da utilizzare rispetto ad un parser SAX ed ha la fondamentale 
caratteristica di essere spesso di minori dimensioni rendendosi adatto per sistemi a 
risorse limitate come quelli in grado di ospitare un ambiente J2ME. 
 
 
 
 
 
Le JSR-172 
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Da quanto visto è emersa la necessità di una ulteriore serie di standard che 
permettessero di regolare anche quelli che sono i meccanismi alla base dei Web 
Service ovvero quelli di: 
1.         individuazione 
2.         descrizione 
3.          invocazione 
di un servizio. Si tratta di una serie di standard gestiti da una organizzazione che 
prende il nome di WS-I (Web Services Interoperability Organization) sotto il 
controllo della W3C (World Wide Web Consortium) e della OASIS (Organization 
for the Advancement of Structured Information Standards), e che hanno come 
scopo principale quello di definire un insieme di regole.  
Una prima necessità è quella relativa alla disponibilità di un protocollo di 
trasporto e codifica delle informazioni attraverso l'utilizzo di XML su HTTP. A 
tale scopo sono state definite le specifiche SOAP (Simple Object Access Protocol) 
nella versione 1.1. Per poter invocare un particolare servizio è necessario 
conoscere la modalità di accesso, quelli che sono i parametri di ingresso e quelli 
di uscita. Per fare questo lo standard adottato è descritto dalle specifiche WSDL 
(Web Services Descriptor Language) anch'esse nella versione 1.1. Abbiamo già 
visto, nel precedente articolo, come un documento WSDL (Web Servce 
Description Language) permetta di descrivere l'interfaccia di un Web Service e 
vedremo successivamente come lo stesso potrà essere utilizzato per la generazione 
del codice da utilizzare per l'accesso al servizio stesso. 
Per poter utilizzare un particolare Web Service esistono due diverse modalità che 
possiamo distiguere in dinamica e statica. Si tratta di un concetto analogo a quello 
che esiste per CORBA (Common Object Request Broker Architecture) e che dà il 
significato al termine Common. Come per un servizio CORBA, infatti, esiste la 
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possibilità di invocarlo conoscendone già le caratteristiche oppure di accedervi 
dopo una fase di ricerca (discovery). Nel primo caso possiamo parlare di 
invocazione statica, nel secondo di invocazione dinamica. Un servizio che 
permette quindi di eseguire delle ricerche, secondo diversi criteri, di Web Service 
si appoggia sullo standard chiamato UDDI (Universal Descripion, Discovery and 
Integration) nella versione 2.0.  
Ovviamente il tutto utilizza in modo spinto quelle che sono le caratteristiche di un 
documento XML che quindi soddisferà le specifiche XML (eXtensible Markup 
Language) 1.0 ed un meccanismo di validazione definito dalle specifiche XML 
Schema.  
Come possiamo notare il raggiungimento della tanto sospirata interoperabilità tra 
sistemi eterogenei può essere raggiunta attraverso l'utilizzo di un numero di 
tecnologie diverse che difficilmente potranno essere riproposte come sono nel 
caso di sistemi con risorse limitate come quelli a cui si riferisce la piattaforma 
J2ME (Java 2 Micro Edition). Anche nel caso delle piattaforme J2SE e J2EE il 
WS-I ha definito una serie di linee guida che limitano le diverse interpretazioni 
delle numerose specifiche descritte in precedenza, e che prende il nome di WS-I 
Basic Profile nella versione 1.0.  
Sebbene il mondo Web Service sia abbastanza esteso, si è pensato di applicarlo 
anche ad un insieme di dispositivi con risorse limitate come quelli idonei 
all'utilizzo dell'ambiente J2ME, dando origine a quelle che sono le WSA (J2ME 
Web Services API) descritte dalla JSR-172 . Si tratta di specifiche, basate sul WS-
I Basic Profile 1.0, che hanno lo scopo di standardizzare quelle che sono le 
principali caratteristiche di un client per Web Service: 
                                                
1.          invocazione di funzioni remote 
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2.          parsing XML 
 
Notiamo subito come si tratti di funzionalità caratteristiche di un client; l'utilizzo 
di un dispositivo cellulare o PDA come server di un servizio Web non sarebbe, 
almeno con le potenzialità dei sistemi attuali e la limitata connettività, una scelta 
che trova attualmente molti riscontri. 
Le WSA sono quindi pensate per poter essere eseguite sia per Configuration CDC 
che CDLC sia nella versione 1.0 che nella versione 1.1. Come accaduto per altre 
API per l'ambiente J2ME, esse sono state ottenute attraverso una selezione di 
quelle che sono le API analoghe disponibili per J2SE. Per quello che riguarda 
l'invocazione remota si è pensato di prendere un sottoinsieme delle JAX-RPC 1.1 
(Java API for XML-Based Remote Procedure Call) alle quali sono state aggiunte 
alcune classi di RMI (Remote Method Invocation) dalle quali le prime 
dipendevano. Per quello che riguarda il parsing XML si è  
pensato di considerare un sottoinsieme di un parser molto leggero come può 
essere SAX2 (Simple API for XML Parsing). Di seguito descriveremo quindi le 
API per invocare dei servizi remoti da dispositivi J2ME e per eseguire il parsing 
di documenti XML. 
 
 
 
 
Cosa le JSR-172 non fanno 
 
Una delle principali cause di fallimento di progetti basati sulla tecnologia J2ME è 
sicuramente una trascurata analisi di quelle che sono le funzionalità che il 
dispositivo mette a disposizione. Spesso ci si aspetta che un dispositivo sia in 
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grado di eseguire operazioni che invece non sono alla sua portata. Un esempio 
banale è la semplice mancanza del  
supporto per un particolare Optional Package come potrebbe essere quello per 
l'invio dei messaggi SMS. Oltre che esaminare quelle che sono le operazioni che 
un dispositivo è in grado di eseguire è bene valutarne soprattutto le limitazioni. 
Queste verifiche vanno fatte anche all'interno di uno stesso Optional Package. Un 
esempio è quello dei formati video o audio supportati dalle MMAPI (Mobile 
Multimedia API) [2]. Non è detto che un dispositivo che le supporta sia in grado 
di riprodurre un file MP3.  
Anche nel caso delle JSR-172 è quindi bene sapere che cosa fanno ma soprattutto 
che cosa non sono in grado di fare. Abbiamo visto che esse permettono di dotare 
un dispositivo J2ME delle funzionalità caratteristiche di un client. Un client, 
prima di accedere ad un particolare servizio, potrebbe avere la necessità di fare 
una ricerca attraverso il protocollo UDDI. Ebbene, la ricerca di servizi attraverso 
la tecnologia UDDI non è una funzionalità prevista da un client che utilizzi le 
WSA. Un client potrebbe, inoltre, non solo accedere ad un servizio ma anche 
eseguire operazioni di deploy, undeploy o altre operazioni che definiamo di 
amministrazione. Anche queste operazioni per il momento non sono supportate 
dalle WSA descritte dalle JSR-172. 
Il ruolo delle WSA è quindi quello di permettere, ad un dispositivo J2ME, di poter 
accedere ed utilizzare un servizio esposto attraverso una interfaccia Web Service. 
Lo scenario principale è quindi quello che prevede un client J2ME che utilizza un 
particolare servizio a runtime locale per l'accesso a servizi Web in modo semplice 
e snello. Analogamente a quanto avviene nel caso J2SE, le WSA ci dovranno 
mettere a disposizione uno strumento per generare degli stub che, attraverso un 
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servizio locale a runtime, ci permetteranno di accedere ad un Web Service in 
modo trasparente. 
 
 
 
 
Come funzionano le JAX-RPC API delle WSA 
 
 
L'architettura di un applicazione J2ME che utilizza le WSA prevede la definizione 
delle seguenti componenti (Figura pagina successiva): 
 
            •  Applicazione J2ME che intende utilizzare un particolare Web Service 
 
            •  Uno stub compliant con le JSR-172 
 
•  Un servizio a runtime a cui lo stub accede attraverso una interfaccia che prende 
il nome di Service Provider Interface. 
 
 
Sebbene le architetture per applicazioni J2ME non seguano le normali regole di 
programmazione o per motivi di spazio, in questo caso si è scelto di utilizzare un 
livello di astrazione tra quella che è l'interfaccia di accesso ad un servizio locale e 
la sua implementazione. Il ruolo del Service Provider Interface è appunto quello 
di astrarre i servizi di gestione della connessione e codifica dei dati dalla effettiva 
implementazione la quale viene lasciata al particolare vendor.L'implementazione 
dei servizi descritti dalla Service Provider Interface è quella che prende il nome di 
runtime. 
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                                                                                              Figura 7 
 
 
Dalla figura si nota come una particolare applicazione non utilizzi direttamente i 
servizi della SPI ma vi acceda attraverso quello che si chiama Stub il quale viene 
generato in modo automatico a partire dal WSDL di un servizio attraverso 
l'utilizzo di un insieme di tool forniti dal particolare vendor. Le operazioni per 
poter utilizzare le WSA sono quindi le seguenti: 
Generare uno JAX-RPC Stub secondo quelle che sono le specifiche JSR-172 a 
partire dal file WSDL attraverso l'utilizzo del tool fornito dal particolare vendor 
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Creare una istanza dello stub all'interno dell'applicazione J2ME 
Invocare i servizi web attraverso i metodi forniti dallo stub e corrispondnti agli 
elementi wsdl:operation nel file WSDL che descrive il servizio stesso. 
La modalità di accesso alle funzionalità di runtime attraverso l'utilizzo di un stub è 
solo il modo più semplice per accedere ad una Web Service attraverso WSA le 
quali mettono a disposizione anche API di più basso livello. Come accennato, lo 
Stub viene generato a partire dal WSDL attraverso un tool che prende il nome di 
stub generator e che viene fornito con il particolare vendor. Si tratta di un tool che 
ha in input il file WSDL e genera in output un insieme di classi java che 
permettono l'accesso al servizio descritto attraverso l'utilizzo degli strumenti di 
runtime esposti attraverso la SPI. L'utilizzo di un tool di questo tipo è auspicabile 
in quanto può permettere di partire da una stessa definizione del servizio 
attraverso interfaccia WSDL, e di generare Stub diversi a seconda delle diverse 
implementazioni. Nel caso di implementazioni diverse non sarà quindi necessario 
programmare a basso livello ma semplicemente utilizzare il tool opportuno per la 
generazione del codice corrispondente. Quello esposto è lo stesso concetto alla 
base dell'accesso a servizi attraverso CORBA o RMI (Remote Method Invocation). 
Nel caso di CORBA, le interfacce si descrivono attraverso un linguaggio che 
prende il nome di IDL (Interface Description Language). Da una interfaccia 
descritta in IDL è quindi possibile generare in modo automatico i sorgenti Java, 
C++ o in altro linguaggio. Analogamente con RMI si definisce una interfaccia 
Java e si generano i relativi Stub e Skeleton attraverso il tool rmic (RMI 
Compiler). Lo sviluppatore non si deve quindi preoccupare della creazione degli 
Stub per l'accesso ad un servizio ma solamente della definizione dell'interfaccia ed, 
ovviamente, l'implementazione del servizio stesso se non già disponibile. 
A questo punto il più è fatto in quanto è sufficiente creare una istanza dello Stub, 
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fornire alcune informazioni di inizializzazione ed utilizzarlo per l'accesso ai 
diversi servizi. 
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                                                                                      Figura 8 
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                                                                                           Figura 9 
 
 
 
 
Tecnica di riconoscimento delle funzionalità 
 
 
Il dispositivo mobile al fine di interagire con l’oggetto prima di tutto deve 
visualmente riconoscerlo,questo riconoscimento visuale può avvenire attraverso 
l’unico occhio che il dispositivo ha a disposizione ovvero la camera integrata,ed 
anche attraverso una tecnica di riconoscimento dell’immagine. 
Quello che vogliamo fare è in pratica associare all’oggetto con il quale si vuole 
interagire o del quale si vogliono conoscere informazioni un insieme di 
funzionalità in maniera univoca. Questo significa assegnare ad un oggetto un certo 
quantitativo di informazioni che identificheranno l’oggetto stesso e l’insieme di 
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metodi che esso mette a disposizione dell’utente. Quindi vista la necessità di 
associare all’oggetto delle informazioni testuali, che riferiscono ad esempio URL 
dell’applicazione che permette all’utente di interfacciarsi con l’oggetto  ed ID che 
identifica l’oggetto,si può pensare di usare un segnale visivo in grado di 
memorizzare dati al suo interno. Le tecniche di riconoscimento del testo non sono 
ancora sufficientemente sviluppate e richiedono molta potenza di calcolo che il 
dispositivo mobile non ha a sua disposizione. Esistono però altre vie per la 
codifica visuale ovvero codici a barre e simili. E tra  queste si è preferito scegliere 
una simbologia bidimensionale poiché in essa possono essere contenute più 
informazioni, quindi la scelta più logica da fare è stata DATAMATRIX, poiché le 
altre simbologie o richiedevano componenti hardware aggiuntivi o perché non 
erano di dominio pubblico. 
DATAMATRIX è  particolarmente facile da decodificare e probabilmente è il più 
resistente a danni ed errori, grazie alla caratteristica di usare un algoritmo di 
piazzamento del contenuto che lo sparpaglia per tutta l’immagine e all’uso dei 
codici di correzione di Reed-Solomon. Anche se una parte del Datamatrix è 
completamente danneggiata, sarà possibile leggerne il contenuto. 
DATAMATRIX 
 
 
 
Realizzato dalla International Data Matrix e reso di dominio pubblico nel 1993, 
questo codice viene proposto soprattutto quando è necessaria una lettura 
omnidirezionale, ottenuta mediante sistemi a telecamera, o con lettori CCD 
brandeggiabili. Poiché le informazioni sono codificate come posizioni assolute 
all'interno del codice stesso, risente in modo molto limitato di eventuali difetti di 
stampa. Questa simbologia permette una ridondanza di informazioni per 
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consentirne la lettura anche in caso di danneggiamento del codice. Questo codice 
non è diffusissimo a tutt'oggi, viene utilizzato nella codifica di particolari molto 
piccoli ove sia richiesto un codice con pochissimo ingombro, e poiché viene nella 
maggioranza dei casi letto con sistemi a telecamera, trova applicazione ove il 
livello di contrasto del codice rispetto allo sfondo sia veramente basso (ad 
esempio i wafer di silicio). 
In sostanza l’idea è analoga a quella del codice a barre. Datamatrix dopo aver 
acquisito l’immagine del simbolo ed averla trattata con alcuni algoritmi ottiene 
una certa quantità di dati. La differenza rispetto ad un codice a barre è il fatto che 
le caratteristiche grafiche del simbolo sono strutturate su due dimensioni su  
struttura a matrice, composta da quadrati bianchi e neri. 
 
Caratteristiche: 
 Codice di moduli quadrati, su una griglia quadrata.  
. Due lati sono delimitati da due righe continue posizionate ad elle con  opposto 
a  queste dei        punti di riferimento e sincronizzazione(detti clock). 
 
Due versioni di codifica: 
original ECC 000-140 con dimensione da 9 x 9 fino a 49 x 49 moduli. 
newer ECC 200 (Reed-Solomon) con dimensione da 10 x 10 fino a 144 x 144  
moduli. 
Può contenere fino a 3114 numeri, 2335 caratteri di testo, o 1556 byte ASCII. 
Come si nota sono simboli molto capienti. Tuttavia un maggior quantitativo 
di informazioni necessita una maggiore dimensione del simbolo in termini di 
quadrati bianchi e neri, che sono detti moduli. Un modulo Nero è un 1 binario, un 
modulo bianco è uno 0 binario. Il simbolo presenta inoltre delle strutture ideate 
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per rendere più semplice il meccanismo di processing. Nella figura 10 sono 
mostrate in viola le handle e in verde le sync. Le prime servono per un corretto 
allineamento al simbolo durante la fase di riconoscimento, le seconde servono per 
individuare la griglia di posizionamento dei moduli. Se il simbolo è più grande di 
26x26 moduli (incluse handle e sync) conterrà delle handle e delle sync 
aggiuntive che lo suddivideranno in sottosimboli (figura nella pagina 
successiva).Tali strutture sono utili per una più fine determinazione della griglia di 
posizionamenti.      
                          
                                                                                Figura 10 
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                                                                                     Figura 11 
 
 
Codifiche simboli in datamatrix: 
 
ASCII:   permette di inserire normali valori ASCII da 0 a 127, coppie di numeri   
(00..99) secondo la formula Val = num+130 (quindi 2 numeri per codeword) e 
valori ASCII estesi da 128 a 255, usando un carattere di escare (Shift 235) che 
precede il valore. 
C40 :  caratteri alfanumerici maiuscoli. 5,33 bit per carattere circa. 
Text:  caratteri alfanumerici minuscoli. 5.33 bit per carattere. 
X12:    Il set ANSI X12 EDI. 5,33 bit per carattere. 
EDIFACT : valori ASCII da 32 a 94. 6 bit per carattere. 
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BASE256 :   Strema binario. lo strema deve essere passato attraverso un processo 
di “randomizing” , descritto da un algoritmo nelle specifiche  [11]. 
 
 
Dispositivi Mobili 
 
Anche se uno degli obiettivi è stato quello di allargare al massimo la compatibilità 
del sistema, purtroppo bisogna fare delle scelte tecnologiche per quanto riguarda i 
dispositivi mobili. Infatti non tutti i modelli supportano JSR-135 e JSR-172, 
quindi è necessario che i produttori di dispositivi mobili includano queste 
funzionalità nei loro prodotti. 
Le funzionalità che possiedono i vari prodotti sono facilmente verificabili dalle 
informazioni che si possono reperire dai siti dei produttori di ciascun modello. 
Comunque i  problemi non si risolvono cosi facilmente, anche perché oltre a 
questi requisiti software, necessitano anche dei requisiti hardware come ad 
esempio la fotocamera integrata, infatti non basta che quest’ultima sia presente,ma 
essa deve garantire una buona risoluzione per la cattura delle immagini. Per 
quanto riguarda quest ’ ultimo aspetto le caratteristiche disponibili nei vari siti ci 
aiutano ben poco,allora l’unica maniera per verificare correttamente le capacità 
del dispositivo è provarle direttamente. 
Oltre a questo nei vari algoritmi di decodifica viene usata l’aritmetica in virgola 
mobile , e questa è supportata  solo a partire dalla versione 1.1 del profilo CLDC 
ed è quindi necessario che i dispositivi siano compatibili con questa versione. 
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Realizzazione Applicazione Museale 
 
Introduzione  a Visual Tag  
 
Bisogna introdurre il framework [12] sul quale è stata  costruita l’applicazione 
prima di addentrarci nella progettazione e nella realizzazione di  quest’ultima . 
In Figura 12 sono rappresentati i blocchi funzionali del sistema. 
 
 
                                                 Figura 12 : diagramma a blocchi delle componenti di sistema 
 
 
Il riconoscimento del contesto è affidato al blocco detto Tag Reader, il recupero 
dell’interfaccia utente all’Application Broker; l’applicazione Opera che può essere 
 37
caricata quando viene riconosciuto il contesto museale è composta da un 
interfaccia utente e da un modulo in grado di gestire connessioni al fornitore di 
funzionalità (ovvero al Web Service). 
Infine il fornitore di funzionalità  (nel nostro caso è un Web Service), deve avere  
particolari requisiti , ovvero essere raggiungibile tramite una rete. 
Per spiegare meglio il funzionamento del sistema è utile usare un diagramma di 
sequenza che mostri un’interazione tipo fra i vari blocchi (Figura 13): 
 
 
 
                                                                                     Figura 13 
 
  
Applicazione sul terminale mobile Visual Tag Reader 
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Quindi  un’applicazione mobile per accedere al sistema  deve essere   in grado di 
leggere i simboli Datamatrix, riconoscere il contesto funzionale  e recuperare l’ 
applicazione che gli permettere di ricevere informazioni relative ad una 
determinata opera. Questa applicazione dovrà girare sul terminale mobile. 
In figura 14 abbiamo i package fondamentali: 
 
                                                                                        Figura 14  
 
 
Il Visual Tag Reader [12] serve all’utente per accedere al sistema. L’installazione 
di questa componente deve essere effettuata  dall’utente e non potrà avvenire in 
maniera automatica, questo per motivi di sicurezza imposti dall’ambiente 
J2ME[4]. Successivamente grazie al componente Visual Tag reader sarà possibile 
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installare l’ applicazione, che di volta in volta si renderà necessaria per l’accesso 
al database delle varie opere. Vediamo in dettaglio ciascuna componente di 
sistema: 
 
Tag Decoder : 
 
Il Tag Decoder è un decodificatore di simboli che sono codificati nel formato 
Datamatrix . Essenzialmente ad ogni simbolo è associata una stringa in formato 
ASCII dalla quale è possibile ricavare la seguente tupla di informazioni: 
 
 
 
 
 
 
1.      identificatore dell’applicazione:   
una stringa che identifica l’applicazione associata al contesto. 
2.      URL dell’applicazione : 
indirizzo per scaricare l’applicazione tramite il protocollo HTTP. 
3.      identificatore del contesto applicativo: 
sono informazioni dipendenti da ciascuna applicazione che servono per 
permettere la fruizione dell’oggetto attivo: un indirizzo di rete, un identificativo 
numerico, etc. Nel nostro caso questo corrisponde all’identificatore dell’opera.  
 
E’ quindi necessario che il simbolo sia in grado di contenere la necessaria quantità 
di caratteri ASCII. Questo in realtà può essere evitato supponendo che 
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l’applicazione Visual Tag Reader sia stata associata ad una particolare situazione. 
In questo caso si deve supporre l’esistenza di un server ben conosciuto che preso 
un breve identificatore di contesto applicativo, ad esempio un intero, fornisca la 
sopra citata tupla. Questa soluzione, anche se necessita di un’ulteriore 
connessione HTTP per l’interrogazione del server, è utile nel caso in cui il 
simbolo non sia in grado di contenere tutte le informazioni necessarie. 
 
 
 
 
 
 
                           
 
                                                        Figura 15 : Interazione tra dispositivo mobile e i server 
 
 
 
 41
 
 
Application Broker : 
 
tramite l’application broker, una volta che è nota la tupla di contesto, sarà 
possibile eseguire le seguenti operazioni: 
Si controlla se l’applicazione è già stata recuperata in una precedente occasione. 
 
Se è necessario, recupero dell’applicazione tramite il protocollo http da un    
repository. 
 
 Lancio dell’applicazione Opera. All’applicazione dovranno essere passati i 
parametri relativi al contesto applicativo. 
 
L’Application Broker può idealmente essere suddiviso in due componenti, una 
che si occupa del recupero dell’applicazione, Application Retriever, ed una che di 
occupa della sua esecuzione e del passaggio degli argomenti, Application 
Deployer (figura 16). Queste due operazioni però non possono essere eseguite in 
maniera diretta, infatti per motivi di sicurezza le MIDlet per J2ME non possono 
nè scrivere nello spazio dove sono memorizzate le applicazioni, nè lanciare 
un’altra MIDlet . È comunque possibile fare in modo che l’Application 
Management System si occupi dello scaricamento della nuova applicazione. Per 
quanto riguarda il passaggio dei parametri, che non possono essere passati 
direttamente alla nuova applicazione, per esempio come argomenti d’avvio, si può 
sfruttare il sottosistema RMS ovvero il Record Management System. 
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                                                                                      Figura 16 
 
Applicazione Custom 
 
 
La struttura di un’applicazione custom(nel nostro caso Opera) può essere decisa 
liberamente dal programmatore, in funzione del contesto applicativo in cui deve 
essere impiegata(Nel nostro caso in un museo). Tuttavia, dal momento che 
devono essere in grado di leggere il contesto applicativo dal database dei record 
locali, dovranno fare riferimento ad una struttura dati standard, condivisa con il 
Visual Tag Reader, che chiameremo Visualtag Register (vtagReg d’ora in poi, 
figura 18). Per spiegare meglio questa struttura partiamo da una breve panoramica 
sul sistema Record Management System del J2ME. I dispositivi in cui possono 
girare le midlet generalmente possiedono un qualche tipo di memoria di massa (in 
genere memorie Flash), nei telefoni viene usata per memorizzare foto, musica e le 
stesse applicazioni java. Quest’ultime tuttavia non possono vedere direttamente il 
filesystem in questione, ma solo uno spazio gestito dall’ambiente Java che si 
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chiama Record Management System. Questo è costituito non da file, bensì da dei 
Record Store e dei Record. Ciascun Record Store può contenere vari Record che 
sono dei veri e propri file, con la differenza che non hanno alcun attributo, se non 
un identificatore numerico. I Record Store invece possono avere un nome e sono 
associati ad una Midlet. Generalmente una Midlet può leggere e scrivere solo nei 
propri record store, a meno che non abbia definito un record store come condiviso. 
In quel caso le altre midlet possono leggere e scrivere quel record store. Questa 
struttura è utile per il passaggio di informazioni fra il Visual Tag Reader e la 
midlet opera. Il vtagReg sarà quindi costituito da una serie di Record Store, 
ciascuno che avrà la denominazione VTAG_REG_<Nome applicazione>. Ogni 
volta che il Visual Tag Reader legge il nome dell’applicazione da un simbolo, 
provvederà a creare un Record Store con il nome appropriato. In questo creerà 
uno o più record necessari a contenere le informazioni che descrivono il contesto. 
In questo modo l’applicazione Opera può richiamare per nome il record store ad 
essa associato e leggere le informazioni necessarie. 
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                                                         Figura 17 
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                                                                       Figura 18: Struttura vtag_Reg 
 
Package Applicazione Visual Tag e Opera 
 
L’applicazione Visualtag[12] e l’applicazione Opera sono state realizzate per 
essere utilizzate  sulla piattaforma J2ME, versione MIDP 2.0 con configurazione 
CLDC 1.1 e MMAPI (JSR 135)[2]. Avendo usato Java, linguaggio ad oggetti, si 
può ben schematizzare la struttura delle classi e dei package che costituiscono il 
programma (Figura successiva). Introduciamoli uno per uno: 
Visualtag : estende la classe base Midlet ed include le classi splashCanvas e 
CameraCanvas. Questa classe base ha un ruolo di collegamento fra le varie 
funzionalità degli altri elementi. Si occupa inoltre di lasciare nel RMS le 
informazioni di contesto perl’applicazione Opera, di scaricare questa applicazione 
ed eventualmente di contattare il server di contesto. È inoltre la classe che crea le 
istanze di tagDecoder, fornisce l’immagine raster e invoca i metodi per la 
decodifica. 
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                                                                                        Figura 19   
                                                                 
splashCanvas : è una ridefinizione della classe Canvas di J2ME. Questa si occupa 
di mostrare le varie schermate che accompagnano l’utente attraverso il processo di 
decodifica del tag e download dell’applicazione Opera. 
cameraCanvas : un altro canvas, specializzato nel mostrare un un’immagine 
ripresa dalla fotocamera. Contiene i comandi per scattare la foto. 
package tagReader : contiene tutte le classi necessarie alla decodifica del tag. 
L’uso di questo package è molto semplice: basta fornire una bitmap (la foto) al 
costruttore della classe symRec e chiamarne il metodo go() che ritorna una stringa 
estratta dal tag. 
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package RSClasses : un set di classi necessarie alla decodifica e codifica tramite 
l’algoritmo di Reed-Solomon[10]. 
package Henson Midp : contiene alcune classi che forniscono alcune operazioni 
sui numeri in virgola mobile che non sono direttamente supportate dalla 
piattaforma MIDP 2.0. 
Opera : si occupa di prelevare dall’RMS le informazioni di contesto e di fornire la 
descrizione all’utente ed estende anch’essa la classe MIDlet. 
DescForm  : estende la classe form nel quale viene visualizzata la descrizione 
testuale con menu per accedere ai contenuti multimediali che vengono visualizzati 
sul display attraverso ImmCanvas e VideoCanvas che estendono la classe Canvas. 
EntryForm1 : estende anch’ esso la classe form e vi è presente un campo testo, sul 
quale l’utente deve digitare il proprio indirizzo e-mail , e che poi viene passato 
come parametro al servizio. 
DescForm:  è una classe che rappresenta il POJOs - Plain old Java Objects , 
ovvero dove vengono depositati gli elementi estratti dal documento XML. 
Depositare gli elementi in DescForm è compito del Parser. 
 
Come è facile intuire l’elemento più complesso è tagReader[12] .Qui infatti sono 
stati implementati alcuni algoritmi di image processing che non erano disponibili 
per piattaforma J2ME. Per capire meglio il funzionamento dell’applicazione, 
vediamo un diagramma di sequenza di un tipico ciclo d’uso ( Figura nella pagina 
successiva ): 
Descriviamo passo passo quello che succede: 
• l’applicazione parte e vengono mostrate varie schermate introduttorie che ne 
spiegano il funzionamento; 
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• viene chiamato un metodo di cameraCanvas che mostra l’immagine inquadrata 
dalla fotocamera, in modo che sia possibile fotografare il simbolo in maniera 
corretta; 
• quando l’utente scatta, cameraCanvas ritorna una bitmap a Visualtag , questo la 
passa a tagReader e ne invoca il metodo symRec.go() che inizia la decodifica; 
• se la decodifica va a buon fine tagReader.go() ritorna una stringa a Visualtag; 
• Visualtag , tramite un metodo di splashCanvas, mostra un’avvertimento; 
• se l’utente da il suo assenso, viene scaricata l’applicazione Opera e vengono 
inseriti i dati nell’RMS;  
Visualtag termina; 
 
 
 
 
                                 Figura 20 :sequenze diagram di un tipico ciclo di funzionamento di visual tag 
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Il package tagReader 
 
Il package tagReader è responsabile dell’estrazione e della decodifica dei simboli 
Datamatrix. Le classi contenute nel package sono numerose: classi per la 
manipolazione  geometrica (line, segment, etc...), classi per il trattamento di 
bitmap (byteImageBW, shortImageBW), classi specifiche per l’image processing 
(symRec, symSample, decoder) ed altre. Di queste l’unica pubblica e visibile 
all’esterno è symRec. L’uso è molto semplice: si inizializza il costruttore con la 
bitmap che contiene la foto, più alcuni parametri e si chiama il metodo go(), che 
fa partire l’elaborazione. Il risultato ritornato da go() è una stringa che contiene 
l’informazione decodificata. Se la decodifica non è andata a buon fine verranno 
sollevate alcune eccezioni del tipo tagDecoderException contenenti un messaggio 
che indica il problema incontrato. Nella figura successiva vediamo le tre fasi 
principali dell’algoritmo di decodifica.  
 
                                       Figura 21 : Algoritmo di decodifica suddiviso in blocchi di alto livello 
 
Abbiamo una fase di allineamento ai contorni del simbolo, in si crea un poligono 
che coincida il più possibile con i bordi del simbolo in figura. Segue una fase di 
campionamento in cui vengono campionati i moduli che costituiscono il simbolo, 
da cui si ottiene una sequenza di byte che verrà poi decodificata nella fase di 
decodifica. In figura è mostrato come ciascuna fase è gestita da una delle tre 
“grandi classi” del pacchetto tagReader. Uno dei principali requisiti 
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nell’implementazione dell’algoritmo è stato quello di rendere possibile il suo 
funzionamento su un dispositivo mobile di ridotte capacità. Spesso nella 
descrizione  si noterà che è stata prestata molta attenzione a due fattori: 
l’occupazione di memoria e la complessità computazionale, cercando di 
minimizzare entrambe. Esaminiamo con calma ciascuna fase di decodifica e i 
problemi realizzativi descrizione a. cessivacessivaincontrati. 
 
 
Allineamento ai contorni 
 
                                                                          Figura 22 : allineamento ai contorni 
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Il primo passo per poter decodificare il simbolo è “agganciarlo” con precisione 
all’interno dell’immagine che si è ottenuta dalla fotocamera. Partiamo dal 
presupposto di aver a disposizione un’immagine true color, ovvero un’immagine 
in cui ad ogni pixel sono associati tre byte: uno per il rosso, uno per verde ed uno 
per il blu. Questa configurazione permette di rappresentare circa 16 milioni di 
colori (Figura 3.5 (a)). A partire da questa immagine sarà necessario eseguire un 
certo numero di operazioni. 
 
 
                                    Figura 23 : immagine truecolor(a),Immagine a scala di grigi(b),soglia adattiva(c) 
 
ad ogni pixel sono associati tre byte: uno per il rosso, uno per verde ed uno per il 
blu. Questa configurazione permette di rappresentare circa 16 milioni di colori 
(Figura 3.5 (a)). A partire da questa immagine sarà necessario eseguire un certo 
numero di operazioni. 
Conversione a scala di grigi : l’informazione di colore non ci è di nessuna utilità. 
Quindi si passa a una rappresentazione a scala di grigi (1 Byte per pixel, con 256 
livelli di grigio). Oltre che un passo necessario a proseguire le elaborazioni, 
questo permette di ridurre l’occupazione di memoria di 1/3 (Figura 3.5 (b)). 
Soglia adattiva : prima di poter procedere all’etichettatura delle componenti 
connesse dell’immagine è necessario applicare l’operatore soglia. Questo consiste 
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nello stabilire un valore da 0 a 255 e impostare come bianchi tutti i punti che 
stanno sopra questo valore e neri quelli che stanno sotto. Un problema che può 
sorgere durante qusto passo è che è possibile perdere dettagli, l’immagine può 
essere molto scura e tutto può diventare nero, oppure può anche accadere il 
contrario. È quindi opportuno usare una soglia adattiva che funziona nel seguente 
modo: si scandisce l’immagine e si cercano il massimo e il minimo valore di 
luminosità, se ne calcola il valor medio e si prende quest’ultimo come soglia. 
Questo permette di operare correttamente sia su immagini molto scure che su 
immagini molto chiare (Figura 3.5 (c)) 
Etichettamento componenti connesse : dopo aver applicato la soglia abbiamo 
un’immagine che è composta da aree nere o bianche. Essendo il simbolo nero e 
stampato su uno sfondo bianco, le aree nere faranno parte del simbolo. Tramite 
l’algoritmo Connected Components Labeling, nella variante riga-per-riga e 
usando la struttura Union Find per risolvere le dipendenze [5], si identificano tutti 
quei gruppi di punti dello stesso colore che sono direttamente a contatto. Ciascuno 
di questi insiemi si chiama componente connessa ed è identificato con un numero. 
Il risultato di questo algoritmo è simile ad un’immagine, nel senso che è un buffer 
di memoria, tuttavia per ogni punto sono necessari tanti bit quanto potrà esser 
grande il numero delle differenti componenti connesse. Nel nostro caso si è scelto 
di usare 16 bit (signed) per ogni punto, per un totale di 32768 aree. Chiaramente 
questo numero non è detto che sia sempre sufficiente. Il numero delle aree 
dipende dalle caratteristiche dell’immagine e dalla sua dimensione, quindi può 
diventare anche molto più grande. Tuttavia viste le ridotte capacità dei dispositivi 
sui quali girerà questo algoritmo si è scelto di limitarci a questo numero. 
Oltretutto nelle prove, con immagini 480x640, è risultato più che sufficiente, visto 
che le aree, al termine dell’elaborazione, erano mediamente nell’ordine del 
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migliaio. Giunti a questo punto si ha un buffer di memoria che rappresenta 
l’immagine, dove per ogni pixel, invece del colore, è indicata l’area di 
appartenenza. Questo buffer si chiama “mappa delle aree” (figura 3.6). A questo 
punto è necessario scegliere l’area che conterrà le cosidette “handles”, ovvero due 
righe nere, dello spessore di un modulo, perpendicolari fra loro. Sicuramente 
questi due oggetti sono nella stessa area, in quanto connesse, ma non è detto che 
questa area connessa rappresenti l’intero simbolo, anzi nella maggiorparte dei casi 
non è così poiché risulta suddiviso in varie sezioni. È comunque possibile 
identificare la regione che contiene le handle grazie ad alcune informazioni 
statistiche [7] : 
• supponendo che la foto sia stata scattata bene, l’area non tocca i bordi 
dell’immagine; 
• è contenuta nell’area bianca di maggiore estensione; 
• l’area che contiene le handle è nera; 
• è l’area con un perimetro più lungo delle altre. 
 
Si nota, sperimentalmente, che usando questi criteri nell’ordine indicato, si riesce 
sempre (nessun errore riscontrato) ad identificare la porzione di simbolo che 
contiene gli handle. Queste operazioni sono suddivise nelle seguenti fasi: 
 
Estrazione caratteristiche : vengono estratte varie caratteristiche necessarie alla 
scelta in base ai criteri statistici. Si crea una tabella che indichi la relazione di 
inclusione fra le varie aree. Questa proprietà è una relazione di parentela con un 
solo genitore, quindi si rappresenta con un array che indica il numero che 
identifica l’area superiore, oppure un valore che indica la condizione di “orfano”. 
Le aree senza genitore sono solo quelle che toccano i bordi dell’immagine. Non è 
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necessario alcun processing dell’immagine per ottenere queste informazioni, 
infatti sono deducibili manipolando alcune strutture residue dall’etichettamento a 
componenti connesse. Si calcola il perimetro di ciascuna area: per eseguire questa 
operazione è necessario seguire il contorno fra le aree di colore diverso, usando 
una versione riadattata dell’algoritmo Neighbor tracing di Moore [6]  (figura 
successiva). Infine si calcola l’area di ciascuna componente connessa. Questo si 
ottiene semplicemente creando un array della dimensione del numero delle aree, 
scandendo la mappa delle aree e incrementando di uno l’elemento corrispondente 
ad ogni valore incontrato. 
           
 
                                    Figura 24 : Mappa delle componenti connesse, e contorno di un area(in viola) 
 
Scelta del miglior candidato : si applicano nell’ordine i criteri sopra elencati. 
Dapprima si seleziona l’area bianca di maggiore estensione, che rappresenta il 
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foglio su cui è stampato il simbolo; successivamente fra tutte le aree nere in essa 
contenute si sceglie quella con il maggior perimetro. La parte del simbolo che 
contiene gli handle è stata riconosciuta. Quello che ora interessa è ricavare un 
poligono che incornici il simbolo in modo preciso. Si procede secondo i seguenti 
passi: 
Segmentazione dei contorni : il contorno dell’area d’interesse è stato ricavato nel 
penultimo passo, grazie all’algoritmo di Moore. Tuttavia è necessario identificare 
con precisione gli handle (i segmenti più lunghi del perimetro dell’area). Il 
contorno ricavato tramite l’algoritmo di Moore è solo una insieme di punti 
consecutivi e questo rende necessario applicare un’approssimazione al set di punti 
in modo da suddividerlo in segmenti rettilinei. Per ottenere questo risultato si 
sfrutta il seguente algoritmo: 
si parte da un  punto a caso sul bordo e si imposta come punto iniziale PI e come 
punto di partenza PP. I punti del bordo sono ordinati nel senso di percorrenza del 
bordo stesso. Se si parte da PI, esso sarà il primo dell’ insieme dei punti del 
contorno , mentre il punto che precedeva PI in senso di percorrenza , sarà l’ultimo. 
Si imposta il punto corrente PC alla posizione di PI. Per ora questo è l’unico 
elemento dell’insieme dei punti concorrenti IPC. 
Si assegna a PC il punto che viene immediatamente dopo e si aggiunge a IPC 
questo nuovo punto , se PC supera o raggiunge PP nell’ordine di percorrenza del 
bordo , si passa al penultimo passo e si considera E > S . 
Si calcola la retta che passa attraverso PI e PC e si calcola la somma delle distanze 
di ciascun punto di IPC da questa retta. Si ottiene così l’errore attuale E. 
Se E è inferiore ad una soglia S si torna al passo 3. Altrimenti si aggiunge all’ 
insieme dei segmenti IS il segmento che va da PI a PC. PI assume la posizione di 
PC ed in IPC rimane solo PC  
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se PC precede PP si torna al passo 3. Altrimenti si aggiunge un segmento che va 
da PC al secondo estremo del primo segmento in IS , si cancella il primo 
segmento di IS e si termina. 
 
Con questa procedura si ottiene la segmentazione dei contorni dell’area (Figura 
successiva). 
 
                                                         Figura 25 : Contorno segmentato di un area 
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Scelta dei segmenti più lunghi : uno dei risultati del passo precedente è anche la 
lunghezza dei segmenti. Basta scegliere i due segmenti più lunghi e si ottengono i 
due handle. 
Allineamento di precisione : l’algoritmo di segmentazione sopra descritto è 
funzionale 
ma poco preciso. Quello che si vuole sono due segmenti che seguono il bordo 
delle handle nel modo più fedele possibile. Per ottenere questo risultato si 
prendono come riferimento gli estremi di ciascun segmento, tramite questi si 
prendono i punti ottenuti con l’algoritmo di Moore fra i due estremi. A questo 
punto si calcola la retta di interpolazione fra tutti questi 
punti. Questa è la miglior approssimazione del bordo. Può capitare che sia 
presente un effetto “occhio di pesce”: una deformazione dell’immagine che la fa 
apparire come se fosse adagiata su una grossa sfera. Questa aberrazione ottica è 
dovuta alla piccola dimensione degli obiettivi delle fotocamere dei cellulari ed è 
presente sopratutto nel caso di foto molto ravvicinate. Nonostante il fenomeno sia 
in genere di lieve entità, può capitare che sia sufficiente a frammentare le handle e 
a non coprirle con un segmento solo. Visto che nella maggiorparte dei casi si 
riesce comunque ad identificare i segmenti che si trovano su ciascuna handle, è 
necessario un ulteriore passo per determinarne con precisione gli estremi. Si 
sceglie una certa distanza D e si cominciano a scorrere i bordi dell’area tramite 
l’algoritmo di Moore. Per ogni punto se ne calcola la distanza dalla retta di 
interpolazione del lato.Se questa è minore di D, se ne calcola la proiezione sulla 
retta di interpolazione. Dopo aver percorso tutto il contorno, le due proiezioni più 
distanti rappresenteranno gli estremi dell’handle (Figura successiva). Questo 
procedimento ha senso in quanto è noto che il simbolo è quadrato. 
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                                                     Figura 26: Approssimazione degli  estremi delle handle 
 
 
Allineamento al pattern alternato : adesso che i segmenti delle handle sono noti 
è necessario incorniciare il resto del simbolo, ovvero è necessario posizionare due 
segmenti che costeggino perfettamente il pattern alternato. In questo caso non si 
può ricorrere alle tecniche usate per gli handle, visto che abbiamo a che fare con 
delle “linee immaginarie” che non ci sono nella realtà. Si usa un approccio 
totalmente diverso: di questi segmenti sappiamo il punto di partenza, individuato 
con il passo precedente, basta calcolarne la direzione, i punti finali saranno dati 
dall’intersezione dei loro prolungamenti. Si procede nel seguente modo (figura 
successiva): 
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                                        Figura 27 : Algoritmo per incorniciare il pattern alternato 
1. si considera il punto finale P di una delle handle e si setta amax = 0; si 
cominciano a scorrere i punti del bordo di tutte le aree del simbolo, come al solito 
con l’algoritmo di Moore; 
2. per ogni punto si traccia una retta che passa per tale punto e P; 
3. si calcola l’angolo a fra la retta trovata e quella ottenuta dall’estensione del 
segmento che approssima le handle; 
4. se a > amax allora ad amax viene assegnato a; 
5. se ci sono ancora punti si torna al passo 2. 
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 Probabilmente ci si è accorti che manca qualcosa. Infatti non si sa quali siano le 
altre aree che compongono il simbolo. Prima di applicare il precedente algoritmo 
è necessario eseguire un po’ di operazioni: sappiamo che il simbolo è di forma 
quadrata e l’utente, scattando la foto, farà il possibile per inquadrarlo dritto. 
L’unica area nota è quella che contiene le handle del simbolo, quest’area ha la 
caratteristica di contenere i due lati del simbolo quadrato. Consideriamo i 
Bounding Box di tutte le aree, cioè dei rettangoli che le incorniciano perfettamente. 
Partendo dal bounding-box dell’area delle handle, si cercano tutti i bounding-box 
che lo toccano. Dal momento che la specifica datamatrix impone un’area bianca 
intorno al simbolo, si ha la garanzia che se il simbolo non è troppo inclinato non 
ci saranno “interferenze”. 
In questo modo si riescono ad ottenere tutte le aree che fanno parte del simbolo 
(figura successiva). 
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                                            Figura 28 : Bounding Box per determinare le aree che fanno parte del simbolo 
Con questo abbiamo ottenuto un poligono che incornicia molto fedelmente il 
simbolo (Figura nella pagina successiva). 
 
 
 
 
 
 
                                     Figura 29 : Il simbolo è agganciato perfettamente nonostante i numerosi disturbi 
Campionamento 
Ora che la posizione del simbolo nell’immagine è nota, bisogna determinare il 
numero e la dimensione dei moduli, i loro centri e successivamente campionare 
nei punti centrali di ciascun modulo. La classe che si occupa di queste operazioni 
è symSample. Vediamo le fasi principali di questa operazione (figura successiva): 
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                                                                                  Figura 30 : Passi del processo di campionamento 
 
Allineamento al pattern : per poter creare la griglia di campionamento si devono 
determinare i centri dei moduli alternati che rappresentano il pattern alternato del 
simbolo. Per trovarli verrà scandito un segmento di immagine che passa sul 
pattern alternato e se ne troveranno i centri. Le posizioni non sono comunque tutte 
buone, sviluppando il programma si è notato subito che questa operazione è molto 
delicata e occorre ottimizzare il posizionamento del segmento lungo il quale 
effettuare la scansione. Per ottenere questo si è sviluppato una metrica che misura 
la “qualità” di un particolare segmento di immagine: 
 
Badness=VarLunghezzaBianchi+VarLunghezzaNeri 
 
Spieghiamone il significato. Quando verrà scandito il pattern alternato si otterrà 
un vettore che conterrà i valori in scala di grigi dei punti sul segmento scelto. 
Come si ricorderà, l’immagine è stata filtrata tramite soglia, quindi i possibili 
valori saranno 0 e 255. In questo vettore si guarda quali sono i segmenti bianchi e 
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neri e per ciascuno se ne calcola la lunghezza. Poi si calcolano le varianze delle 
lunghezze per ciascuno dei due gruppi. La metrica per quel particolare segmento è 
la somma di queste due varianze. Il motivo di questa metrica è il seguente: si 
vuole che l’alternanza fra moduli bianchi e neri sia la più regolare possibile, 
calcolando le metriche su vari segmenti si cerca quello che ne minimizza il valore. 
Poi si applicherà il campionamento proprio su quello. La bontà di questa metrica è 
dimostrata da svariate prove, nella quasi totalità dei casi infatti il segmento che 
minimizza la metrica è anche quello che fornisce il timing corretto. A questo 
punto abbiamo a disposizione un poligono che incornicia perfettamente il simbolo. 
Inoltre sappiamo a priori (dal processo di allineamento ai contorni) quali sono i 
lati degli handle e quali quelli dei pattern alternati (d’ora in poi Sync). Se il 
simbolo fosse su una superficie perfettamente parallela al piano visivo, l’unica 
deformazione prospettica sarebbe un fattore di scala. Purtroppo non è quasi mai 
così. In genere il piano è inclinato e il simbolo, pur essendo quadrato, presenta dei 
punti di fuga (figura successiva). 
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                                                              Figura 31 : Prospettiva del simbolo 
 
Per risolvere i problemi, si prendono i lati del poligono opposti fra loro e si 
trovano i punti di incontro dei loro prolungamenti. Il risultato saranno i punti di 
fuga del simbolo. Quindi per ciascun lato del poligono corrispondente ad una 
Sync si eseguono le seguenti operazioni: 
 
1. Si definisce una “zona di scansione” dove cercare il miglior pattern allineato 
(Figura pagina successiva) . La dimensione di questa zona è determinata in base 
alle dimensione del lato del simbolo. Tale zona sarà delimitata dal lato del 
poligono che incornicia il simbolo, dalla retta che parte 
dal punto di fuga e dagli altri due lati del simbolo opposti fra loro. Il risultato è un 
poligono a quattro lati. Si suddivide uno dei lati più corti in un certo numero di 
parti e si traccia una retta attraverso il punto di fuga di quella sync e ciascun punto 
di divisione. Ciascuna retta interseca il lati più corti del poligono della zona di 
divisione in due punti. Questi saranno gli estremi di ciascun segmento che 
andremo a scandire. Così proveremo la metrica di bontà delle sync su ciascuno di 
questi segmenti. 
 
                                                 Figura 32 : Test sui vari segmenti di scansione 
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2. Per ogni segmento scandito si calcola la metrica di valutazione e si confronta 
con la minima ottenuta finora. 
3. Si sceglie la retta che ha fornito la metrica più bassa. 
 
Il risultato di questo processo è nella figura 33 . 
 
                                        Figura 33 : Risultato del processo di allineamento al pattern. 
                                                   
Estrazione timing : 
A questo punto non resta che estrarre il timing. Si scandiscono i segmenti che 
abbiamo scelto con il passo precedente, quello che otteniamo è il solito vettore di 
valori al quale si applicheranno i seguenti passi: 
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1. Si determina la lunghezza del segmento con Len=BoxDist(start, end) 
2. In modo da eliminare degli errori derivati dal filtraggio a soglia (un punto 
bianco in un segmento nero o viceversa), si applica un filtro a media su finestra di 
3 punti: 
                                   
 
che pur togliendo un po’ di precisione elimina eventuali disturbi. 
 
3. Si segmenta il vettore. Per fare questa operazione si sfruttano i passaggi 
attraverso il valore 128 (valor medio fra 0 che è il minimo e 255 che è il massimo). 
Notare che se per esempio c’è un punto solo di colore diverso (bianco, 255) 
all’interno di un segmento uniforme (nero, 0), il suo valore, per effetto del 
filtraggio, andrà a 85, che è sotto la soglia e quindi non genera errore. 
 
4. Si calcolano i centri si ciascun segmento 
 
5. Si riscalano i centri in base alla lunghezza del segmento e se ne calcola la 
posizione. 
Queste operazioni si effettuano per ciascuna sync. 
 
Creazione della griglia : 
Adesso si possono usare i centri di campionamento sulle sync per ricavare tutta la 
griglia di campionamento. Per ogni centro si traccia una retta che passa attraverso 
il punto di fuga dell’altra sync e il centro stesso. Si traccia un’altra retta attraverso 
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il punto di fuga della sync e un centro dell’altra sync. L’intersezione fra queste 
due rette da un centro della griglia di campionamento. Ripetendo questa 
operazione per ogni coppia di punti sulle due sync si crea la griglia (Figura sotto). 
 
 
                                      Figura 34 : Processo geometrico per ottenere  i punti della griglia 
Campionamento  
Infine si possono campionare tutti i punti della griglia. Il risultato andrà in una 
matrice che poi sarà passata al decoder. Usando la tecnica dei punti di fuga si 
ottiene il campionamento dei centri indipendentemente dalla deformazione 
prospettica del simbolo e dalla sua rotazione. Se l’immagine ha una risoluzione 
sufficiente e se il simbolo è stato agganciato correttamente, è sempre possibile 
ottenere un buon campionamento (Figura pagina successiva). 
Decodifica 
Il processo di decodifica è effettuato dalla classe Decoder. È prima necessario dire 
che si è scelto si supportare solo i simboli che seguono la specifica ECC200. 
Esistono infatti due specifiche per i simboli datamatrix: ECC 000-140 ed ECC200. 
Queste differiscono sotto diversi aspetti: l’algoritmo usato per posizionare i dati 
nella matrice, le dimensioni standard e la tecnica di correzione usata. Il motivo per 
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cui si è scelto il secondo è semplicemente dettato dalle stesse specifiche, infatti 
ECC 000-140 è considerato obsoleto e va evitato, rimangono alcune applicazioni 
che lo sfruttano perché sono state progettate prima di ECC200. Quindi tutte le 
tecniche che seguono si riferiscono alla specifica di ECC200. 
 
 
                                     Figura 35: Risultato del processo di campionamento 
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                                                       Figura 36 : Fasi del processo di decodifica 
 
 
Dal precedente processo di campionamento si sono ricavate: una matrice che 
rappresenta i valori dei moduli nel simbolo e le dimensioni del simbolo. Seppur le 
specifiche prevedono simboli rettangolari si è scelto di supportare solo quelli 
quadrati. 
Creazione della mapping matrix 
 Il simbolo datamatrix, se ha una dimensione superiore a 24x24 moduli (esclusi 
handle e sync), sarà composto da dei sottosimboli [7] . Questo significa che 
all’interno del simbolo ci saranno delle ulteriori suddivisioni tramite delle sync e 
degli handle. In figura della pagina precedente in alto c’è un esempio di simbolo 
composto da quattro sottosimboli. Le sync e le handle aggiuntive vanno rimosse, 
prima di passare alla fase di decodifica, in modo da creare la mapping matrix, cioè 
una matrice risultante dall’eliminazione delle strutture dei sottosimboli. 
Chiaramente se il simbolo ha una dimensione inferiore a 24x24 questa operazione 
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non è necessaria. Per eliminare le sync e le handle dei sottosimboli sfruttiamo il 
fatto che le dimensioni dei simboli sono fissate dallo standard e lo sono anche il 
numero di sottosimboli per una certa dimensione: se ho un simbolo 26x26 avrò 4 
sottosimboli e così via. Quindi, nota la dimensione del simbolo, si sa in che 
posizione sono i sottosimboli che si possono facilmente estrarre e mettere nella 
mapping matrix. 
Creazione del buffer di byte  
Ciascun modulo (quadrati bianchi e neri) che compone la mapping matrix 
corrisponde ad un bit di una stringa di byte. In fase di codifica, questi bit sono 
posizionati sul simbolo secondo un certo schema a “zig zag”, che parte 
dall’angolo in alto a sinistra fino all’angolo in basso a 
destra. Questo algoritmo è anch’esso nelle specifiche sotto forma di codice C[9]. 
Applicando, al contrario, questo algoritmo alla mapping matrix si ottiene un 
buffer di codeword. Le codeword sono delle parole di 8 bit in cui è suddiviso lo 
stream. 
Correzione errori  
Lo standard datamatrix ECC 200 prevede di inserire dei codici a correzione di 
errore che usino l’algoritmo di Reed-Solomon. Tramite questa tecnica si possono 
aggiungere bit di ridondanza ad un messaggio esistente, in modo che se ci sono 
errori nella decofica verranno rilevati e, entro un certo limite, corretti. Per 
specificare la codifica usata con Reed- Solomon (RS d’ora in poi), si usa la 
dicitura RS(n, k) che vuol dire che dato uno stream di k simboli, tutti composti da 
s bit, verranno aggiunti simboli di “parità” in modo da formare uno stream finale 
di n simboli. In questo modo sarà possibile correggere al più t errori, con t tale che 
2t = n−k. In parole povere, se si vogliono correggere t errori, sarà necessario 
aggiungere 2t simboli a quelli di base. Quindi una volta specificati il numero di bit 
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s che compone ciascun simbolo, n e k, si è stabilito univocamente come si è 
codificato uno stream. Nel nostro caso s è 8 bit, che sono il numero di bit per 
codeword. Per quanto riguarda n e k, questi dipenderanno dalla dimensione del 
simbolo e sono indicati nelle specifiche [8]. Tanto per fare un esempio, un 
simbolo 10x10, con mapping matrix 8x8, che quindi può contenere 64 bit, cioè 8 
codeword, conterrà 5 codeword di correzione. Si osserva che nei simboli più 
piccoli lo standard specifica una percentuale maggiore di simboli di correzione, 
mentre in quelli più grandi una minore. Le funzionalità di codifica e decodifica 
sono ottenute usando il package RSClasses, che è un wrapper alle librerie scritte 
da Benjamin Barras [10]. La funzionalità del package è gestita dalla classe RS, la 
quale presenta il costruttore: 
public RS(int n, int t) 
che permette di specificare il numero finale di codeword n e il numero massimo di 
errori t. Questo permette di intuire che il simbolo 10x10 dell’esempio sopracitato, 
non è supportato. Infatti t sarebbe dovuto essere 2,5. La limitazione di questa 
libreria sta proprio nel fatto di dover specificare t invece di k. Tuttavia le 
dimensioni non usabili sono solo due: 10x10 e 12x12, che sono le più piccole e 
che sarebbero state usate raramente, visto che il nostro obiettivo è quello di 
codificare lunghe stringhe di caratteri. Il vantaggio è che è una libreria in grado di 
girare su J2ME senza quasi nessuna modifica. Rs presenta altri due metodi: 
 
public byte[] decode(byte[] encoded) 
e 
public byte[] encode(byte[] buffer) 
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Il primo serve per decodificare un buffer di byte secondo i parametri inseriti nel 
costruttore. Il secondo per codificare. Questa classe wrapper è volutamente poco 
flessibile in modo da essere più semplice da usare nel contesto di Datamatrix. Con 
le librerie di Barras è anche possibile specificare il numero di bit per simbolo. 
 
 
Decodifica 
 Lo standard datamatrix permette numerose codifiche (Appendice A). Anche se 
nel caso di indirizzi internet sarebbe sufficiente usare la codifica Text, si è 
preferito usare ASCII per una maggiore praticità d’uso. Una volta ottenuta una 
stringa di byte codificata in ASCII, viene convertita in una String Java. Questo è il 
risultato del processo di decodifica ed è ciò che viene restituito dal metodo 
symRec.go(). 
Resto del package 
Uniche funzionalità pubbliche del package sono quelle descritte, ovvero il 
costruttore  
 
public symRec(byte []rawImmData, int width, int height) 
throws tagDecoderException 
 
 
e il metodo 
 
public String go() 
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Se per qualche motivo la decodifica fallisce viene lanciata un’eccezione del tipo 
tagDecoderException, che può contenere i seguenti messaggi: 
Error detecting syncs : non si è riusciti a trovare le sync con l’algoritmo descritto 
nella sezione “Allineamento al pattern alternato”. Molto probabilmente il simbolo 
non è inquadrato bene. 
No timing detected : non si riesce ad estrarre un timing adeguato dalle sync. 
Probabili cause possono essere scarsa risoluzione della foto o eccessivo disturbo. 
Can’t create sampling grid : non si riesce a creare la griglia di campionamento. 
Questo accade se a monte si sono verificati degli errori e non sono stati rilevati. 
Unsupported symbol size : dimensione del simbolo non supportata. È il caso dei 
simboli non supportati, vedi la sezione “decodifica”. 
Can’t correct, too many errors : si sono trovati degli errori, ma sono troppi ed è 
impossibile correggerli. 
Unsupported Encodation : si è usato una codifica diversa da quella ASCII. 
 
 
Wrong symbol size : la dimensione del simbolo non è fra quelle standard. Questo 
accade perché c’è un errore nel riconoscimento del timing o perché il simbolo è 
ECC 000-140. 
Unknown encoding error : errore sconosciuto generico. 
 
Il resto dell’applicazione consiste nella gestione dell’interfaccia grafica, nel 
download dell’applicazione Opera(attraverso la richiesta di download all’AMS) e 
nel salvataggio delle informazioni nell’RMS in modo che siano disponibili per 
l’applicazione scaricata . Il seguente state diagram ne mostra il funzionamento: 
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                          Figura 37 : State diagram che rappresenta il funzionamento dell’applicazione Visual Tag 
 
 
VisualTag è la classe principale della Midlet e coordina tutte le altre. All’inizio 
del suo ciclo di vita crea un’istanza di splashCanvas e la mostra su schermo. 
Successivamente, quando si rende necessario, mostrerà cameraCanvas e attenderà 
l’acquisizione di un fotogramma. In alcuni casi si è riscontrato che la cattura dei 
fotogrammi avveniva tramite immagini in formato PNG. In tale circostanza 
Visualtag si occupa anche della decodifica di questo formato e della sua 
conversione in un buffer di byte in formato RGB, da passare a symRec. Una volta 
che symRec ha terminato, con successo, il processo di decodifica si possono 
presentare due situazioni: 
• Il tag datamatrix conteneva tutte le risorse necessarie ad interagire con l’oggetto. 
Questo significa che conteneva una tupla completa nella forma: 
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AppName=xxx;Msg=yyy;URL=zzz 
 
dove tipicamente AppName è il nome dell’applicazione che da scaricare che nel 
nostro caso è Opera, Msg rappresenta l’id  da passare all’applicazione tramite 
RMS . In genere nel messaggio è contenuto l’indirizzo di rete del calcolatore che 
fornisce il servizio. Infine Url è l’indirizzo da cui scaricare l’applicazione tramite 
il protocollo HTTP. 
• È possibile che non si riesca a inserire nel tag tutte le informazioni di cui sopra, 
per esempio, i dispositivi che si sono utilizzati per i test erano in grado di scattare 
foto a soli 120x160 pixel. Questa risoluzione è sufficiente solo per tag molto 
piccoli, al massimo 20x20. In tag così piccoli entrano solo una decina di caratteri, 
insufficienti per tutte le informazioni necessarie. Per risolvere il problema si è 
introdotto un ulteriore soggetto nel processo di acquisizione delle informazioni 
necessarie ad interegire con gli oggetti, ovvero un server specifico per il contesto 
applicativo in cui ci troviamo. La configurazione di cui sopra è generica e può 
funzionare in qualsiasi ambiente. Se però supponiamo di restringere le 
funzionalità dell’applicazione in un certo ambiente, si possono associare degli 
identificatori numerici a ciascun oggetto e sfruttare il server per associare a 
ciascun oggetto le informazioni necessarie all’interazione. Questo presuppone che 
visualTag sappia a priori l’indirizzo del server da contattare. Per non dover 
ricompilare l’applicazione per ogni contesto in cui vogliamo farla funzionare, si 
possono inserire questi dati nel file .jad. Ciascuna Midlet possiede infatti un 
file .jad che è usato per pubblicarla su di un sito. In questo file ci sono numerose 
informazioni, fra le quali alcune definibili dall’utente nel formato a coppia chiave-
valore. Per inserirle basta semplicemente scrivere una riga nel file nella forma: 
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chiave=valore 
 
Tali valori possono essere letti dall’applicazione a tempo di esecuzione. Si 
stabilisce che nel caso in cui l’applicazione debba funzionare nella modalità con 
server, si inserisce la coppia  
 
{APP_DOMAIN=url server} 
 
nel file .jad. Il valore è l’URL di un servizio che fornisce come risposta una 
stringa di contesto completa. Abbiamo prodotto un implementazione di tale 
servizio nella forma di una  servlet a cui viene passato tramite il metodo GET  
l’identificatore numerico dell’oggetto. La risposta è la stringa di contesto. Se il 
valore di APP_DOMAIN è nullo o non è presente, la midlet funzionerà nella 
modalità completa. In questo modo è facile adattare la midlet ai propri bisogni ed 
alle capacità delle periferiche con cui viene usata. Dopo queste due fasi sono in 
ogni caso note le informazioni sulla nuova midlet da installare (l’applicazione 
Opera), che saranno mostrate all’utente in modo che possa decidere se proseguire 
o no . Successivamente verranno inserite nell’RMS le informazioni di contesto per 
la nuova applicazione. Per fare ciò si crea un Record Store con nome: 
 
APP_NAME_nome_applicazione 
 
contenente un solo record con il messaggio per l’applicazione che era nella stringa 
di contesto.. Questo record ha la particolarità di essere un record condiviso, in cui 
possono leggere e scrivere midlet differenti. Normalmente infatti i record di 
ciascuna midlet è isolato dai record delle altre. A questo punto parte il processo di 
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download dell’applicazione Opera. Il processo è gestito interamente dall’AMS al 
quale si passa l’URL dove scaricare la midlet (che consiste nell’URL del file JAD 
ad essa associato).  
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Applicazione Museale Multimediale Opera 
 
Introduzione 
 
Immaginiamo di essere in viaggio o per diletto o per lavoro, e che ci troviamo 
nella possibilità di potere visitare un museo nel quale sono custodite opere delle 
quali ben poco sappiamo. 
Come spesso ci è capitato di vedere, i musei sono affollati da file di turisti che si 
muovono in massa nell’ intento di poter seguire una guida che illustra le opere 
custodite nelle sale di quel museo. 
La nostra attenzione viene captata da un’ opera che ci colpisce più delle altre che 
stanno attorno ; ma il brusio dei visitatori , che per quanto sommesso sempre 
brusio è, non ci consente  di poter udire le parole della guida che illustra le varie 
opere esposte. 
Oggi noi possiamo fare a meno della guida ; infatti il lavoro che è stato svolto in 
questa tesi , da la possibilità di potere essere indipendente dalla guida e quindi ci 
da più libertà , in quanto si possono ignorare i limiti imposti dal tempo. 
Come?   
Basta avvicinarsi all’opera  che ci ha emozionati particolarmente , e mediante il 
cellulare , fotografare il “Tag”   di quell ’ opera ed in automatico sul nostro 
cellulare verrà scaricata un applicazione che ci fornirà una descrizione dell’ opera 
inerente alla storia remota,quella recente, autore ,  anno  di nascita di quell ’opera 
e tutte le notizie che la riguardano. 
Inoltre dal menu si può accedere ai contenuti multimediali quali video ed 
immagini . 
Quindi questa applicazione ci permette di allargare la nostra conoscenza e di 
poterci gustare le varie opere senza i limiti stringenti del tempo. 
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Applicazione Opera 
 
 
 
Vediamo adesso come è realizzata l’applicazione Opera. L’applicazione è 
costituita da due componenti ben distinte: 
 
•       La midlet GetDescMidlet , per rendere disponibile all’utente i metodi offerti 
dal Web Service. 
 
•     il Web Service Opera che fornisce sia  il metodo GetMail che il metodo 
GetDesc.  
Ovvero permette all’utente di interfacciarsi con il database del museo offrendogli 
informazioni inerenti all’opera desiderata. 
 
Prima di descrivere le componenti dell’applicazione , vediamone in figura 40 il 
ciclo di funzionamento d’insieme: 
Al fianco dell’opera è mostrato un tag che la identifica. L’utente scatta una foto 
che viene decodificata e se ne ricava una tupla: 
 
Visual Tag  memorizza Msg (ovvero l’id dell’ opera)   nell’RMS in maniera tale 
da renderlo disponibile per l’applicazione Opera e scarica l’applicazione Opera 
dalla repository delle applicazioni che in questo caso è un semplice Web Server; 
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Va in esecuzione la midlet Opera(GetDescMidlet ). L’utente attraverso il menu 
dell’applicazione può scegliere se ricevere un e-mail con attachment relativo 
all’opera selezionata, oppure se ricevere direttamente sul display del cellulare una 
descrizione testuale con dei contenuti multimediali quali video ed immagini. Tutto 
questo comunicando con il Web Service Opera.   
 
 
 
 
 
                                                                  Figura 38: Interazione fra i vari componenti 
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Midlet GetDescMidlet : 
                                        
                                                                                   Figura 39 
 
 
 
 
Vediamo, tramite uno state diagram, il ciclo di vita tipico della Midlet 
GetDescMidlet (Figura 42): 
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                                                    Figura 40 : State diagram GetDescMidlet 
                                                                
 
 
La midlet comincia leggendo il suo RecordStore, che in questo caso sarà 
APP_NAME_GetDescMidlet . Qui è memorizzato il messaggio ricavato dal tag 
che contiene 
l ’ identificatore dell’opera alla quale è associato il tag a cui si è scattata la 
foto,questo viene memorizzato all’interno di una variabile stringa “id” , per poi 
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essere  passato come parametro alla chiamata del servizio. Quindi si accede al 
menu principale (Figura 43): 
 
                                
                                                                   Figura 41 : Menu Principale 
 
 
 
Dal menu principale viene selezionata la scelta desiderata,  ovvero: 
            1.    Per ricevere una descrizione testuale con contenuti multimediali 
            2.    Per ricevere una e-mail con attachment  
 
Se si è selezionata la scelta 1, Verrà invocato il metodo getDesc passandogli come 
parametro solamente l’id dell’opera(Figura 44 ): 
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                                                                Figura 42 : chiamata del metodo getDesc 
                                                           
Come valore di ritorno il metodo invia una stringa “xmlStr” che a dire il vero 
rappresenta un documento XML. 
Questo documento successivamente viene passato ad una funzione parseDes che 
effettua il parsing del documento (Figura 45) ed estrae gli elementi dal documento 
XML e li deposita in POJO ovvero un plain old Java objects ,per poi essere a 
disposizione delle funzioni che ne richiedono l’uso .Dopo il tutto viene 
visualizzato sul display attraverso la funzione dysplayDescrizione (Figura 46): 
 
                         
                                            Figura 43 : Funzione che effettua il parsing del documento XML 
                                         
                     
                                              Figura 44 : Funzione che visualizza a display la descrizione 
 
DisplayDescrizione visualizza un form che contiene la descrizione testuale ed un 
menu attraverso il quale si accede ai contenuti multimediali (Figura 47): 
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                                                                                       Figura 45 
                                                                   
 
Come accennato precedentemente attraverso il menu si sceglie se visualizzare il 
video(il quale URL viene estratto dal documento XML) oppure le immagini 
(Figura 48 ). 
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                                                                 Figura 46: Menu contenuti multimediali 
 
Il video viene visualizzato attraverso le MMAPI . 
ll Player lo si ottiene tramite un Manager e un locator nel quale viene specificata 
in sintassi URI la locazione del video: 
 
Player player = Manager.createPlayer(url); 
 
L’ url video viene estratto dal documento XML. Se il dispositivo non supporta la 
riproduzione di quel particolare tipo di video viene lanciata una MediaException. 
Mentre se il file non è disponibile viene lanciata una IOException. 
E' necessario poi che il Player sia nello stato realized per ottenere le risorse di cui 
ha bisogno per la riproduzione: 
 
player.realize ( ); 
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Per visualizzare il video sul display del telefono utilizziamo il VideoControl: 
 
VideoControl videoControl = (VideoControl)(player.getControl("VideoControl")); 
 
A questo punto inizializziamo il VideoControl secondo la modalità con cui 
vogliamo che il flusso ripreso venga visualizzato.  
 
Se vogliamo utilizzare un Form: 
 
Nella figura in basso è mostrato il VideoCanvas(nella prima figura) ed  il form 
che visualizza il video(le altre tre figure): 
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Le immagini invece vengono visualizzate attraverso l’oggetto ImmCanvas. 
Se invece viene selezionata la seconda scelta ovvero si desidera ricevere un e-mail, 
viene visualizzato sul display un form che contiene un campo testo, in cui l’utente 
deve digitare il suo indirizzo e-mail(Figura 51). Verrà successivamente invocato il 
metodo getMail passandogli come parametro sia l’id dell’opera,sia l’indirizzo  e-
mail dell’utente(Figura 49). 
 
 
                                                            Figura 47: Chiamata al metodo getMail 
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                                                      Figura 48 : Form per passaggio del parametro e-mail 
 
Come valore di ritorno il metodo getMail restituirà un documento XML 
contenente l’esito dell’invio dell’e-mail che apparirà sul display del cellulare. 
 
Web Service Opera 
 
 
 
 
Costituito da 2 classi ovvero operaSEI.java e operaImpl.java. 
 
La classe interfaccia operaSEI.java  dichiara i metodi  che i j2me clients invocano: 
                        getDesc 
                         getMail 
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OperaSEI definisce il protocollo attraverso il quale clients e webService 
comunicano. Praticamente il client invoca i metodi getDesc e getMail passando i 
parametri che il servizio richiede,cioè l’ID dell’opera oppure l’indirizzo e-mail del 
richiedente. Successivamente il Web Service si collega ad un database ad hoc per 
ricercare le informazioni relative all’opera richiesta dall’utente,e le invia 
all’applicazione attraverso una stringa. 
La Stringa che viene passata come valore di ritorno, è  a dire il vero un documento 
XML . L’implementazione del Web Service è affidata al file OperaImpl.java . Il 
Web Service è basato sul JAX-RPC , notare come l’interfaccia estende la classe 
java.rmi.Remote , ed i metodi del servizio attraverso la classe 
java.rmi.RemoteException : 
 
 
                                      
 
 
 
 
Queste sono indicazioni che il Web Service è basato RMI (Remote Method 
Invocation). La classe di implementazione implementa l’interfaccia 
javax.xml.rpc.server.ServiceLifecycle insieme con l’interfaccia OperaSEI . 
Attraverso l’implementazione dei metodi ServiceLifecycle ,il Tomcat Web 
container può gestire il Web Service attraverso i metodi “init” e “destroy”. 
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Il metodo “getDesc” fornisce una descrizione con contenuti multimediali 
riguardanti l’opera scelta dall’utente. I contenuti multimediali sono files video e 
immagini. 
Siccome il j2me non supporta il protocollo MIME ovvero la ricezione di allegati 
si è pensato di inviare gli URL dei contenuti multimediali, in modo che la midlet 
attraverso le MMAPI riesca a visualizzarli. 
Come avevamo accennato in precedenza la descrizione e gli url dei contenuti 
multimediali vengono inviati alla midlet attraverso un documento XML. 
Praticamente viene creato un oggetto con struttura ad albero DOM(Document 
Object Model). DOM è un API(Application Programming Interface) per lavorare 
con i documenti XML,e le API sono usate per creare un albero che contiene la 
descrizione. Infatti il DOM definisce una modalità di rappresentazione dei 
documenti XML sotto forma di strutture dati accessibili da un linguaggio di 
programmazione,e le operazioni per la loro manipolazione. All'interno del metodo 
"init" viene creato un Document Factory che abilita le applicazioni ad ottenere un 
parser che produce un DOM object tree dal documento XML: 
 
                   
Successivamente l’elemento che rappresenta la descrizione viene  inviato in attach 
al documento. L’elemento possiede infatti sotto forma di attributo una stringa 
(opdesc) contenente la descrizione da inviare: 
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La stringa “opdesc” viene prelevata attraverso l’utilizzo di un database.Infatti il 
parametro del metodo passatogli dal client (opid),viene utilizzato per effettuare la 
ricerca della descrizione desiderata. Oltre all’elemento opdesc vengono aggiunti 
altri 2 elementi che rappresentano url video ed immagini che vengono ricavati 
sempre dal database. 
Infine il documento XML viene convertito in una stringa per essere trasportato al 
client attraverso il metodo ToString(): 
 
                    
Il metodo getMail invece invia  una e-mail con attachment attraverso le mail API 
e successivamente invia l’esito sempre attraverso il documento XML. 
JavaMail si basa molto sul JavaBeans Activation Framework (JAF) 
per  l’interazione con i messaggi. JAF serve a identificare e processare le 
informazioni MIME da una certa sorgente ed è composto da una serie di funzioni 
per determinare il tipo di un dato, per scoprire le operazioni possibili su di esso e 
per dare accesso a queste operazioni, permettendo di istanziare dei JavaBeans 
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appositi. Le classi principali sono Session e Message, utilizzati nel programma per 
l'invio del messaggio; la prima classe - di tipo final - implementa una ses-sione di 
posta ed ha lo scopo di raccogliere proprietà e configurazioni e di fornire le 
sessioni alle classi client. 
La classe Message invece  viene utilizzata sia per comporre che per leggere un 
messaggio. Possiede metodi per ricavare e settare i dati del messaggio: il mittente, 
il destinatario, il contenuto ecc. 
 
                        
 
                                                                          
 
 Per inviare l’allegato è necessario utilizzare un oggetto Multipart, che consente di 
memorizzare diverse parti di corpo (oggetti BodyPart) e che fornisce metodi per 
impostarle e ritornarle; anche in questo caso Multipart è una classe astratta che 
demanda alle sottoclassi l'effettiva realizzazione di parte dei suoi servizi; per la 
posta Internet è disponibile la classe MimeMultipart che si basa appunto sulle 
convenzioni MIME. 
La classe MimeMultipart definisce diversi sottotipi, conformi alle specifiche 
MIME, che possono essere "mixed", "alternative", "related" e così via; il tipo 
principale è invece "multipart". Questo approccio consente una più agevole 
corrispondenza nell'Activation Framework, disaccoppiando il processo di 
fornitura dei gestori delle diverse parti dalle API JavaMail.  
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Conclusioni 
 
Osservando la figura 40 , si nota subito il gran numero di interazioni fra le 
componenti dell’applicazione GetDescMidlet . Tuttavia grazie al framework 
Visualtag si è potuto nascondere all’utente tutta questa complessità, lasciandolo 
libero di preoccuparsi solo della cattura del tag o di digitare il proprio indirizzo e-
mail. Chiaramente era possibile fare la stessa cosa usando tecnologie esistenti e 
sapendo quali connessioni effettuare tramite il browser del cellulare, ma non era 
certo un’operazione alla portata di tutti. Quindi quello che si è ottenuto non è stato 
di fornire nuove funzionalità al dispositivo mobile, ma di rendere quelle già 
esistenti accessibili in una veste nuova e di alto livello. 
Inoltre Java è un ambiente molto adatto allo sviluppo di applicazioni immersive, 
poiché fornisce un framework ampio e semplice da usare, con il quale si può 
realizzare quasi tutto. 
La  tesi svolta , tramite un modello di interazione nuovo ed intuitivo, ha dato la 
possibilità di creare un ambiente immersivo, in cui all’utente, attraverso i 
dispositivi mobili è data la possibilità di allargare sempre di più la propria 
conoscenza e di potersi  sentire quindi, uomo di una società moderna e dinamica 
quale è quella in cui viviamo. 
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Appendice A 
 
Web Services  
 
Un web service è un qualsiasi servizio reso disponibile su Internet, che usi un 
sistema di messaggistica che rispetti gli standard XML e inoltre non sia legato a 
qualche particolare sistema operativo o linguaggio di programmazione. Ci sono 
diverse alternative, allo scambio di puri messaggi XML. Per esempio si possono 
invocare remotamente delle procedure ( XML-RPC ) oppure si possono utilizzare 
messaggi SOAP. Alternativamente  si può usare il protocollo HTTP GET/POST e 
scambiarsi documenti XML.    
Anche se non richiesto un web service dovrebbe avere altre due proprietà: 
 
essere “self-describing” cioè dovrebbe essere resa disponibile un’interfaccia 
pubblica al servizio. 
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un web service dovrebbe essere localizzabile,dovrebbe esserci un qualche 
semplice meccanismo attraverso il quale le parti interessate al servizio possano 
localizzare la sua interfaccia pubblica. 
 
I web services  non introducono niente di nuovo a livello implementativo [11], 
infatti con essi si passa da un modello cosiddetto human-centric Web (dove sono 
persone fisiche che avviano molte web requests) a uno scenario che possiamo 
chiamare application–centric Web nel quale subentra un nuovo attore, 
rappresentato da una applicazione. Questo esiste già, infatti programmi CGI e 
servelets Java sono stati realizzate principalmente per essere utilizzate da altre 
applicazioni, ma il problema è che questi sistemi esistenti (come per esempio 
search system, news retrieval system) rappresentano una soluzione ad hoc. Ed 
ecco dove entrano in gioco i web services, che si propongono di abbattere le 
barrire che impediscono l’integrazione delle applicazioni, attraverso una 
standardizzazione delle soluzioni. Per la prima volta, un telefono, un palmare, un 
Pc e un mainframe si possono scambiare informazioni utilizzando il medesimo 
protocollo e le stesse semantiche.  
E lo possono fare oggi, utilizzando le attuali reti e gli strumenti e i software di 
produzione già disponibili e ben conosciuti dagli sviluppatori. 
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Web service architecture 
 
 
 
Ci sono tre attori all’interno dell’architettura web service: 
 
1.SERVICE PROVIDER : il provider del web service. Il service provider 
implementa il servizio e lo rende disponibile su Internet.  
2.SERVICE REQUESTOR : è rappresentato da qualsiasi fruitore del web service. 
Il requestor utilizza un web service esistente creando una connesione di rete e 
spedendo un richiesta XML. 
3.SERVICE REGISTRY :  rappresenta una directory centralizzata di servizi. Il 
service registry fornisce un posto centrale dove gli svilippatori possono pubblicare 
nuovi servizi o trovare quelli esistenti. 
 
Un’altro punto di vista attraverso il quale si può analizzare l’architettura web 
service è esaminare lo stack di protocolli. 
 
SERVICE TRANSPORT: questo livello è responsabile di trasportare messaggi tra 
applicazioni. Al momento include HTTP, SMTP, FTP, BEEP(Blocks Extensible 
Exchange Protocol). 
 
XML MESSAGING: questo livello è responsabile di codificare i messaggi in 
formato XML. Attualmente questo livello include XML-RPC e SOAP. 
SERVICE DESCRIPTION: questo livello è responsabile di descrivere 
l’interfaccia pubblica di uno specifico web service. Al momento questo servizio è 
gestito attraverso WSDL(Web Service Description  Language).    
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SERVICE DISCOVERY: questo livello è responsabile di centralizzare servizi in 
un comune registro, e di fornire una facile funzionalità di pubblicazione/ricerca. 
Attualmente questo livello è gestito con UDDI ( Universal Description,Discovery, 
and Integration). 
 
Discovery UDDI 
  
Description WSDL 
  
XML messaging XML-RPC, SOAP, XML 
  
Transport HTTP, SMTP, FTP, BEEP 
 
 
 
 
 
XML 
 
 
 
 
Questo linguaggio è stato definito dal W3C (World Wide Web Consortium) 
poiché si sentiva la necessità di un formato uniforme e indipendente dalla 
piattaforma per descrivere dati che potessero essere anche strutturati. Il tutto 
doveva essere pensato in modo che un’applicazione potesse poi usare facilmente 
questo formato. Da queste specifiche è nato XML : eXtensible Markup Language. 
Le caratteristiche principali sono : 
 
i dati sono strutturati ad albero 
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un documento XML, essendo nient’altro che una sequenza di caratteri, può essere 
facilmente spedito su una rete 
 
La “X” di XML indica che un’altra delle caratteristiche fondamentali di XML è 
l’estensibilità: infatti, molti linguaggi di descrizione dei dati – ed in particolare 
WSDL e SOAP – sono basati su XML.  
Banalmente si può paragonare XML all’HTML (derivano entrambi dallo standard 
SGML che fornisce una notazione formale per la definizione dei linguaggi di 
markup) con la differenza che mentre in HTML i tag servono per esprimere come 
un dato deve essere visualizzato (font, dimensione, colore, ecc.) in XML i tag 
rappresentano il significato del dato, quindi non è affatto necessario che esistano 
dei parser che rendano il contenuto dei file XML uman-readable, come invece 
accade con HTML. 
Vediamo ora brevemente un esempio di documento XML: 
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La prima riga del documento lo identifica come un documento XML e ne 
specifica la versione (in questo caso la 1.0): 
  
 
 
 
Il corpo vero e proprio del documento segue questa prima riga, rappresentando gli 
elementi tramite tag, cioè sequenze di caratteri delimitate dai segni '<' e '>' proprio 
come avviene per l'HTML. 
A differenza dell'HTML in cui i tag sono predefiniti, XML ci lascia liberi di 
definire i tag che vogliamo. Per specificare un attributo per un elemento 
inseriamo il nome dell'attributo con il relativo valore all'interno del tag di apertura 
dell'elemento. L'organizzazione gerarchica degli elementi viene rappresentata in 
XML tramite il loro annidamento. 
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Alcuni elementi possono essere vuoti, cioè possono essere privi di contenuto 
testuale. A differenza di quanto avviene per l'HTML, che consente l'utilizzo di 
elementi senza tag di chiusura, XML prevede che vengano sempre specificati i 
tag di apertura e chiusura. È questo il caso del tag immagine. 
Tuttavia, XML prevede una sintassi abbreviata per gli elementi vuoti che evita 
di dover specificare il tag di chiusura. È infatti sufficiente terminare il tag di 
apertura con la sequenza di caratteri "/>", come nel seguente esempio: 
 
 
Tipi di dato 
 
XML Schema introduce il concetto di tipo di dato semplice per definire gli 
elementi che non possono contenere altri elementi e non prevedono attributi. Si 
possono usare tipi di dato semplici predefiniti oppure è possibile personalizzarli. 
Sono previsti numerosi tipi di dato predefiniti, alcuni dei quali sono riportati 
nella seguente tabella: 
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Ad esempio, la seguente dichiarazione: 
 
  
 
 
permette l'utilizzo dell'elemento quantita in un documento XML consentendo 
soltanto un contenuto di tipo intero. In altre parole, sarà considerato valido 
l'elemento <quantita>123</quantita> mentre non lo sarà l'elemento 
<quantita>uno</quantita>. 
XML Schema prevede anche la possibilità di definire tipi di dato semplici 
personalizzati come derivazione di quelli predefiniti. Se, ad esempio, abbiamo 
bisogno di limitare il valore che può essere assegnato all'elemento <quantita> 
possiamo definirlo nel seguente modo: 
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In altre parole, la dichiarazione indica che l'elemento <quantita> è di tipo 
semplice e prevede una restrizione sul tipo di dato intero predefinito accettando 
valori compresi tra 1 e 100. 
I tipi di dato complessi si riferiscono ad elementi che possono contenere altri 
elementi e possono avere attributi. Definire un elemento di tipo complesso 
corrisponde a definire la relativa struttura. 
Lo schema generale per la definizione di un elemento di tipo complesso è il 
seguente: 
 
 
 
 
 
Se l'elemento può contenere altri elementi possiamo definire la sequenza di 
elementi che possono stare al suo interno utilizzando uno dei costruttori di tipi 
complessi previsti: 
<xs:sequence> Consente di definire una sequenza ordinata di sottoelementi 
<xs:choice> Consente di definire un elenco di sottoelementi alternativi 
<xs:all> Consente di definire una sequenza non ordinata di sottoelementi 
Per ciascuno di questi costruttori e per ciascun elemento è possibile definire il 
numero di occorrenze previste utilizzando gli attributi minOccurs e maxOccurs. 
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Ad esempio, se l'elemento testo può essere presente una o infinite volte all'interno 
di un paragrafo possiamo esprimere questa condizione nel seguente modo: 
 
 
 
 
In questo caso il valore unbounded indica che non è stabilito un massimo numero 
di elementi testo che possono stare all'interno di un paragrafo. 
La definizione della struttura di un elemento è ricorsiva, cioè contiene la 
definizione di ciascun elemento che può stare all'interno della struttura stessa. 
Per gli elementi vuoti è prevista una definizione basata sul seguente schema: 
 
 
 
 
 
In altri termini, un elemento vuoto è considerato un elemento di tipo complesso il 
cui contenuto non si basa su nessun tipo predefinito. 
La definizione degli attributi è basata sull'uso del tag <xs:attribute>, come nel 
seguente esempio: 
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L’ attributo use consente di specificare alcune caratteristiche come la presenza 
obbligatoria (required) o un valore predefinito (default) in combinazione con 
l'attributo value. Ad esempio, la seguente definizione indica un attributo il cui 
valore di predefinito è test: 
 
 
 
Bisogna tener presente che se non si specifica esplicitamente l'obbligatorietà 
dell'attributo, esso è considerato opzionale. Il seguente codice presenta uno XML 
Schema relativo al linguaggio di descrizione di articoli tecnici mostrato nei vari 
esempi [13]. 
 
 
 
 
Web services e devices mobile 
 
 
L’evoluzione e la diffusione dei devices mobili hanno suscitato notevole interesse; 
ad esempio nelle principali aziende i cui dipendenti debbano accedere ad 
applicazioni back office dall’esterno dell’azienda stessa. 
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I WS offrono inoltre alla Pubblica Amministrazione l'opportunità di aprire le porte 
ai propri cittadini, offrendo in maniera conveniente ed economica servizi 
accessibili 24 ore su 24, nell'ottica del riuso di quanto già sviluppato. 
I web services, dal canto loro, per la loro indipendenza alla piattaforma che li 
utilizza, sono considerati un’ottima soluzione per portare applicazioni sui devices 
mobili. 
Appare quindi abbastanza naturale come queste due tecnologie si stiano sempre 
più avvicinando l’una all’altra, cosicché gli utenti finali possano fruire 
contemporaneamente dei benefici derivati dalla loro unione. 
A tale scopo tutti i più importanti software vendors hanno operato per realizzare 
piattaforme destinate a questo tipo di dispositivi. Oltre alla già nota J2ME della 
Sun infatti, sono tuttora disponibili anche piattaforme sviluppate da IBM e da 
Microsoft (che ha realizzato .Net Compact Framework, una versione ridotta della 
piattaforma .Net). Palm, dal canto suo, ha sviluppato partnership con BEA Systems 
e IBM per veicolare Web Services attraverso gli application server di tali 
produttori. 
Sfruttare i web services comporta, oltre agli enormi benefici in termini di 
standardizzazione e apertura, lo spostamento del calcolo su un’altra macchina e 
quindi non soffrire per le basse risorse a disposizione. 
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Appendice B 
 
Tecnologie Pervasive Esistenti 
 
 
Il Visualtag [12]si basa sull’idea di usare delle etichette stampate a cui scattare 
delle 
foto in formato digitale. Questo permette di aver subito a disposizione l’immagine 
in un formato facile da processare ed analizzare, in modo da poter estrarre 
l’informazione tramite metodologie informatiche. Inserendo questa capacità in un 
contesto di ubiquitous computing, si ha a disposizione un sistema rapido per 
rendere 
funzionanti numerose applicazioni e per sperimentare nuovi paradigmi. Non 
stupisce quindi che ci siano già numerosi studi su questo tipo di tecnologia. 
 
 
Le ricerche di NTT DoCoMo 
 
 
Una delle aziende che ha mostrato maggiore interesse per questo paradigma di 
interazione è stata sicuramente l’azienda Giapponese di telefonia mobile NTT 
DoCoMo che ha eseguito numerosi studi e testato alcune implementazioni, fra 
cui una funzionante che si inserisce nel sistema iMode [14]. Questi esperimenti 
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sono parte di una ricerca molto ampia “Platform Technology for Ubiquitous 
Services”[ 
[15], dalla quale questo progetto trae maggior ispirazione. Questa ricerca 
descrive molto bene le necessità architetturali di un sistema basato su Visualtag . 
Sono infatti necessarie le seguenti funzionalità: 
Funzione di riconoscimento : una funzione che permetta di distinguere fra loro 
gli oggetti con cui l’utente ha intenzione di interagire. 
Funzione di ricerca dei servizi : una volta che è stato determinato l’oggetto del 
mondo reale con cui l’utente ha intenzione di interagire, si devono identifi- 
care e rendere disponibili i servizi ad esso associati. 
Una delle particolarità di questo studio è l’approccio al problema dell’estrazione 
dei dati contenuti in un Visualtag . Come si può vedere dalla figura 1.1 
l’idea è quella che il dispositivo mobile non compia alcuna elaborazione di persè, 
ma invii l’immagine scattata ad sistema centrale di elaborazione che si occupi di 
eseguire la decodifica. Questo approccio semplifica la realizzazione del decodifi- 
catore, visto che sarà scritto per una macchina molto potente e non sarà necessario 
preoccuparsi delle limitazioni del dispositivo mobile, sia in termini di potenza di 
elaborazione, sia in relazione all’ambiente software con cui si realizzerà 
l’applicazione 
(infatti funzionerà con tutti i dispositivi mobili, indipendentemente da 
architettura, sistema operativo, etc.). 
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Tuttavia questo approccio è evidentemente poco scalabile. All’aumentare del 
numero degli utenti è necessario aggiungere sempre più server centrali che si 
occupino 
delle decodifiche; operazioni molto dispendiose (è facile immaginare uno 
scenario in cui è necessario aumentare a dismisura il numero di macchine dedicate 
a questo compito). In questo progetto si è preferito usare le capacità di 
elaborazione 
di ogni dispositivo mobile, capacità che sono sempre maggiori e nel nostro 
caso sufficienti a portare a termine questo lavoro. 
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