In this paper we analyze the stochastic properties of a class of communication networks whose dynamics are Markovian. We characterize the asymptotic behavior of such network in terms of the first and second moments of a stochastic process that describes the network dynamics, and provide tools for their calculation. Specifically, we provide computation techniques for the calculation of these statistics and show that these algorithms converge exponentially fast. Finally, we suggest how our results may be used for the design of network routers to realize networks with desired statistical properties.
adjusting the behavior of the the individual flows to achieve desired network behavior, we concentrate here on using this model to redesign the manner in which the bottleneck router drops packets when the network is congested; in particular, we analyze the properties of such networks when the bottleneck router drops packets according to some Markovian rules 1 . Our principal contribution in this paper is to characterize the stochastic behavior of these networks in terms of the first and second moments of a stochastic process that describes the network dynamics, and develop computational techniques for the calculation of these statistics. We concentrate on these statistics as they provide a characterization of the average long term fairness properties of network, and some measure of the instantaneous deviation (instantaneous unfairness) from this measure. Finally, we suggest how our results may be used to design new types of communication networks.
B. Brief description of AIMD congestion control algorithms
Most traffic in communication networks is carried using the TCP protocol.
2
The standard TCP protocol (introduced by Jacobson paper [9] ) is a special case of AIMD congestion control. Here we give a very brief description of the AIMD congestion control strategy; the interested reader is referred to [10] , [25] for detailed description of the protocol.
A communication network consists of a number of sources and sinks connected together via links and routers. In this paper we assume that these links can be modelled as a constant propagation delay together with a queue, that the queue is operating according to a drop-tail discipline, and that all of the sources are operating a Additive-Increase Multiplicative Decrease (AIMD) -like congestion control algorithm. AIMD congestion control operates a window based congestion control strategy. Each source maintains an internal variable cwnd i (the window size) which tracks the number of sent unacknowledged packets that can be in transit at any time, i.e. the number of packets in flight.
On safe receipt of data packets the destination sends acknowledgement (ACK) packets to inform the source. When the window size is exhausted, the source must wait for an ACK before sending a new packet. Congestion control is achieved by dynamically adapting the window size according to an additive-increase multiplicative-decrease law. Roughly speaking, the basic idea is for a source to probe the network for spare capacity by increasing the rate at which packets are inserted into the network, and to rapidly decrease the number of packets transmitted through the network when congestion is detected through the loss of data packets. In more detail, the source increments cwnd i (t) by a fixed amount α i upon receipt of each ACK. On detecting packet loss, the variable cwnd i (t) is reduced in multiplicative fashion to β i cwnd i (t). We shall see that the AIMD paradigm with drop-tail queuing gives rise to networks whose dynamics can be accurately modelled as a positive linear system.
C. AIMD model and problem description
Various types of models for AIMD networks have been developed by several authors, see for example [22] or [13] and the references therein for an overview of this work. We base our discussion on a recently developed random matrix model of AIMD dynamics that was first presented in [21] . This model uses a set of stochastic matrices to characterize the behaviour of a network of AIMD flows that compete for bandwidth via a single bottleneck router (as depicted in figure 1 ). While other similar random matrix models have been proposed in the literature [2] , [3] , the model proposed in [21] has several attractive features. In particular, the authors use sets of nonnegative column stochastic matrices to model the evolution of communication networks and results from FrobeniusPerron theory to characterize the stochastic properties of such networks. We begin our discussion by reviewing the essential features of this model.
Suppose that the network under consideration has n flows, all of them operating an Additive Increase Multiplicative Decrease (AIMD) congestion control algorithm, competing for bandwidth over a bottleneck link which has drop-tail queue. Then the current state of the network at times when a packet is dropped at the bottleneck router (referred to as the k'th congestion event) is given by the number of packets in flight that belong to each network source at this time. We describe the network state at the k-th congestion event by an n-dimensional vector W (k) = {w i (k)} n i=1 where w i (k) is the i-th component of W (k), which is equal to the throughput that belong to the i'th source when this source is informed of network congestion. It has been shown in [21] that the sequence {W (k)} ∞ k=0 satisfies:
where
, and
For every j ∈ {1, 2, . . . , n}, the constant α j > 0 in (I.2) is the Additive Increase parameter and γ j > 0 is the constant 1/RT T 2 j . Here RT T j is the round-trip time for a packet from the j-th flow just before congestion, and either β j (k) = 1, which holds if the j-th flow didn't lose any packet during the k-th congestion event, or β j (k) is equal to the Multiplicative Decrease parameter β 0 j ∈ (0, 1) if the j-th flow did lose some packet in the k-th congestion event.
Comment:
We exclude the possibility that β 1 (k) = β 2 (k) = · · · = β n (k) = 1, since there is no congestion event without losing at least one packet.
We denote by M the set of the possible values of the matrices A(k), so that
n − 1 and for all k. Then A(k) ∈ M for every k ≥ 0, and we remark that strict inequality m < 2 n − 1 may hold; namely that in the models which we consider, certain configurations of packets' loss cannot practically occur.
Let I(k) = {j : β j (k) = β 0 j } be the set of labels of flows which have experienced a loss of a packet during the k-th congestion event. Note that for each k the matrix A(k) has a strictly positive j-th column if and only if j ∈ I(k), and that for j ∈ I(k), the j-th column of A(k) is equal to e j , the j-th column of the identity n × n matrix I n . We denote by Σ the (n − 1)-dimensional simplex of all the n-dimensional stochastic vectors. Recall that a vector v = (v 1 , . . . , v n ) ∈ IR n is stochastic if each one of its coordinates v i is nonnegative and v 1 +· · ·+v n = 1. It turns out that the matrices M i (1 ≤ i ≤ m) which compose M, are nonnegative and column-stochastic [4] . Therefore M i (Σ) ⊂ Σ holds for every 1 ≤ i ≤ m. By normalizing W (0) to belong to Σ we may therefore assume, with no loss of generality, that W (k) ∈ Σ for every k ≥ 0.
For networks with routers employing a drop-tail queueing discipline, it is often assumed in the networking community that congestion events may in some circumstances be modelled as sequences of independent events [1] , [2] , [19] , [21] . In terms of the model described above, this means that for networks with a single bottleneck link and with a drop-tail queue the following holds: Assumption (i) {A(k)} k∈N is a sequence of independent and identically distributed (i.i.d) random variables A(k), and for every j ∈ {1, 2, . . . , n} the probability that the j-th flow detects a drop in each congestion event is positive.
As we have mentioned already, in designing rules which determine how will the network react to congestion, one can typically have two approaches. The first is the design of flow-based congestion control algorithms and the second is the design of queueing discipline. In the present paper we concentrate on the latter and propose two new queueing disciplines which we characterize by computing the stationary statistics for the vector W (k) for each of these cases. We first consider queuing discipline with the property that packets are dropped from the queue in such a manner that the following assumption is valid:
Assumption (ii) {A(k)} k∈N is a stationary Markov chain on the finite set of matrices M with transition matrix P ∈ IR m×m . Moreover we assume that for each j ∈ {1, 2, . . . , n} there exists a matrix M ∈ M with positive j-th column.
We note that as in the i.i.d. case, we must have the latter assumption in order to ensure that each flow will see a drop at some point. We also remark that stationarity is assumed to avoid technical difficulties and it is not essential. An additional assumption in Sections II and III (which is relaxed in IV) is that the transition matrix P has strictly positive entries. Theorems 2.9 and 3.6 give the asymptotic values of E(W (k)) and E[(W (k))(W (k)) T ] in the limit where k tends to infinity, which we denote V * and D * respectively. Although we do not have explicit formulas for V * and D * , Theorems 2.7 and 3.5 provide iterative algorithms for computing them in a geometric convergence rate. In section IV we extend the results of the previous two sections to the case where the matrix P is merely primitive and its entries are not necessarily strictly positive.
The second queueing discipline we propose here is the following: the probability that a certain set of flows will detect a drop during the k-th congestion event depends only on the vector W (k). Formally we assume that the router drops packet from the queue when it is full in such fashion that the following is true: Assumption (iii) {W (k)} k∈N is a stochastic process in the set of stochastic vectors Σ, which has the following property: For every i ∈ {1, 2, . . . , m} and w ∈ Σ, the conditional probability of A(k) given W (k) is expressed by
for some positive continuous functions p i : Σ → IR + which satisfy m i=1 p i (w) = 1 for all w ∈ Σ. Again, for each i ∈ {1, 2, . . . , n} we require the existence of a matrix M ∈ M with positive i-th column.
In view of the relation W (k + 1) = A(k)W (k), Assumption (iii) implies that the distribution of W (k + 1) is completely determined by the distribution of W (k). Section V is devoted to studying the behavior of W (k) under Assumption (iii). It turns out that the study of the model under Assumption (iii) can be reduced to its study under Assumption (ii). This enables to establish the analogous results concerning the asymptotic behavior of E(W (k)) and V ar(W (k)) for this case. In particular, the latter can be computed by iterative methods producing schemes which converge in a geometric rate.
II. THE ASYMPTOTIC EXPECTATION OF W (N )
In this section we compute the equilibrium expected value of the window size variable W (N ) under Assumption (ii), and supposing that the transition probabilities P ij are positive:
Denoting by ρ = (ρ 1 , ..., ρ m ) the unique equilibrium distribution corresponding to P , we associate with P ij the backward transition probabilities matrixP (see [18] , Chapter 1.9) given byP
We interpretP ij as the conditional probability that the system occupied the state M i at the previous instant of time given that it is presently at state M j , for the stationary Markov chain
be the linear mapping given by:
We have the following result: Proposition 2.1: For an arbitrary W (0) = s ∈ Σ and all i = 1, 2, . . . , m, the following limits exist:
Moreover, the vector V = (V 1 , ..., V m ) ∈ Σ m whose components are defined in (II.4) satisfies the fixed point equation
(II.5) Proof. The proof will be given after establishing Theorem 2.7
Let S be the subspace of IR n defined by:
It turns out that Φ has the following property: Proposition 2.2: The mapping Φ is linear from Σ m into itself, and from S m into itself. Proof. Both claims follow from the facts that if M is a column stochastic n × n matrix, then for every x ∈ IR n we have
and that each M i is a column stochastic matrix.
We know that any matrix in M can be written in the form
where 0 < β k ≤ 1 for every 1 ≤ k ≤ n and not all of them are equal to 1. We denote β = (β 1 , ..., β n )
, and δ is a stochastic vector with positive entries. If the first q entries of β are equal to 1, namely β 1 = β 2 = · · · = β q = 1 for some q < n, and the last n − q = r > 0 entries are all smaller than 1, then our matrix M has the following form:
The matrix I q in (II.6) is the q × q identity matrix, all the entries in the last r columns are positive, and the sum of the entries in each of these columns is equal to 1. The following result is the main technical tool that we employ in studying properties of Φ. We denote by · 1 the L 1 norm of vectors in IR n . We will prove it as Corollary 3.3 after having established Lemma 3.2. A direct proof can be found in [24] . Lemma 2.3: Let M ∈ M. Then for every x ∈ S we have
See the proof of Corollary 3.3.
Remark 2.4:
The property which is established in Lemma 2.3 is referred to in the literature as the paracontracting property; see [7] chapter 8 or [6] . We have thus showed that the matrices M i are paracontractive in S in L 1 norm. We will again use the notion of paracontractivity in Section V.
Lemma 2.5: Suppose that M ∈ M is such that the columns which contain zeros are indexed by i 1 , i 2 , . . . , i q , and let x ∈ S be such that M x = x. Then x belongs to the subspace spanned by the basic vectors e i1 , e i2 , . . . , e iq .
Proof. We suppose without loss of generality that the first q columns of M contain zeros and the last r = n − q columns are positive, i.e. that M has the form given by (II.6). We will establish that the last r coordinates of x are equal to 0. If r = 0 then there is nothing to prove. If r = n then M is a stochastic matrix with strictly positive entries, and therefore it is a contraction on S, implying that x = 0.
We now suppose that 0 < r < n, and let P be the r × r submatrix of M which is defined by the last r rows and last r columns. If we denote by x the r-dimensional vector composed of the last r coordinates of x, then P x = x . But the sum of each column of P is smaller than 1 and x is nonnegative, hence P x 1 < x 1 whenever x = 0, implying that x must vanish. This concludes the proof of the lemma. We assume that (II.1) holds, so that in view of (II.2), all the backward probabilitiesP ij are positive as well. Then there exists a constant θ < 1 such that
We define on (IR
Proof. We will establish that for every pair 
We will next check under which conditions equality
Thus in this situation all the inequalities in (II.9)-(II.12) are actually equalities.
We now denote W = U − V ∈ S m and we note that in view of (II.12), for some j,
(II.13)
Since we suppose that allP ij are positive, (II.13) implies
It then follows from (II.11) that
and the positivity of all the P ij , implies
for all i. It follows from (II.14), (II.15) and Lemma 2.3 that
for all i. We thus conclude from (II.10), (II.15) and (II.16) that there exist some j such that
However, this can happen if and only if for every r ∈ {1, 2, . . . , n}, there does not exist 1 ≤ i, j ≤ m such that the r-th coordinates (W i ) r and (W j ) r are of opposite signs. By employing the above argument, and also the conclusion (II.16) to the equality Φ(Φ(W )) = Φ(W ) rather than to Φ(W ) = W , we have that for all k ∈ {1, 2, . . . , m}
Assumption (ii) of our model is such that for every r ∈ {1, 2, ..., n} there exists a matrix M k ∈ M with positive r-th column. It follows from Lemmas (2.5) and (II.17) that the r-th coordinate of m i=1P ik W i must vanish. But we have that there are no two indices i 1 and i 2 such that the r-th coordinates of W i1 and W i2 have opposite signs. This fact implies that the r-th coordinate of the vector W i must vanish, and this is true for every 1 ≤ i ≤ m. Since r is arbitrary, we conclude that
The proof of the proposition is thus complete.
Theorem 2.7:
The spectral radius of the restriction of Φ to S m is smaller than 1. In particular there exists a unique solution V for equation (II.5), and the iteration scheme
with any starting point
(II.18) Proof. We will first establish that the spectral radius of the restriction of Φ to S m is smaller than 1. But we know that the iterations of Φ 2 in S m converge to zero for every starting point. It follows that every eigenvalue of the restriction of Φ to S m , say λ, satisfies |λ| ≤ 1. If, however, there exists an eigenvalue which is equal to e iθ for some real θ, then there exists a subspace Π of S m , which is invariant under Φ, and is either one-or two-dimensional. The restriction of Φ to Π is then a rotation, contradicting the fact that the iterations of Φ should tend to zero.
The uniqueness of solutions of (II.5) follows from the contractive property of Φ 2 . Then for every initial V 0 ∈ Σ we have lim k→∞ V (2k) = V . Hence
and (II.18) follows.
Proof of Proposition 2.1.
converge and the existence of the limits in (II.4) follows. In view of (II.19) these limits satisfy the fixed point equation (II.5).
We have the following result which is actually Theorem 3.1 from [21] :
Corollary 2.8: Let Assumption (i) hold, so that the probability that A(k) = M i is equal to ρ i for every k ≥ 0 and 1 ≤ i ≤ m. Then the asymptotic expected value of W (k) is the unique stochastic eigenvector of m i=1 ρ i M i which corresponds to the eigenvalue 1.
Proof. The sequence {A(k)} of i.i.d. random matrices can be seen as a Markov chain on the set M = {M i : ρ i > 0} with the m × m transition matrix P given by P ij = ρ j . Since P ij is positive for every i and j we have thatP ij = ρ i P ij /ρ j = ρ i > 0. We look for a solution of equation (2.1) for which all the components V i are the same, say equal toV . This yields the equationV
which implies the assertion of the corollary.
Theorem 2.9: Under Assumption (ii), and assuming that the transition matrix P has strictly positive entries, then the asymptotic behavior of the expectation of the random variable W (N ) is given by:
is the unique solution of (II.5), and ρ = (ρ 1 , . . . , ρ m ) is the Perron eigenvector of the transition probability matrix (P ij ).
Proof. The proof is immediate:
III. THE ASYMPTOTIC VARIANCE OF W (N )
The goal of this section is to compute the asymptotic value of the second order 
(III.1) Suppose for a moment that for W (0) = s ∈ Σ the following limits exist:
Comment : Note that each D i must be a symmetric nonnegative definite matrix, that it has nonnegative entries and it satisfies
where u is the n-dimensional vector which satisfies
In view of (III.2) let D be the set:
We have the following result:
Proposition 3.1: For arbitrary W (0) = s ∈ Σ and all i ∈ {1, 2, . . . , m} the following limits exist:
(III.5) Proof. The proof will be given after having established Theorem (3.5)
Thus B is the vector space of all n × n symmetric matrices C such that all the columns of B belong to S. A computation similar to the one preceding Proposition 3. Let · be the norm on IR n×n defined by :
The next result establishes a crucial connection between this norm and the mapping C → M CM T for C ∈ B and M ∈ M. It is close in spirit to Lemma 2.3.
Lemma 3.2: Let M ∈ M. Then the following relation
holds for every C ∈ B.
Proof. As in the proof of Lemma 2.5, we consider a matrix M which has the form (II.6) for some 0 ≤ q < n, and where the last r = n − q columns are positive. We then have
since M is column stochastic. We have thus established
for any column stochastic matrix M and any matrix C. We will next prove that equality holds in (III.9) only if M C = C. For 1 ≤ i ≤ q let Λ i = {c il | q < l ≤ n} = {c li | q < l ≤ n}, and denote Λ 0 = {c kl | q < k ≤ n, q < l ≤ n}. Using Property S for a pair i, j ∈ {1, 2, . . . , q}, and noting that for all k, l ∈ {q +1, q +2, . . . , n}, we have m ik m jj > 0, m ii m jl > 0 and m ik m jl > 0, and further we conclude that there are no two elements in set Λ ij = Λ i ∪ Λ j ∪ Λ 0 with opposite sign. Since for each pair of indices (k, l) and (k , l ) with max{k, l} > q and max{k , l } > q there is pair i, j ∈ {1, 2, . . . , q} such that both c kl and c k l are contained in Λ ij , we conclude that either c kl ≥ 0 whenever max{k, l} > q, (III.10) or c kl ≤ 0 whenever max{k, l} > q.
(III.11)
For any integer q < l ≤ n the sum of the entries in the lth column (or row) have the same sign as the constant sign of its elements, namely nonnegative (non-positive) if (III.10) ((III.11)) holds. Since this sum is zero, we conclude that all the entries c kl that are such that at least one of k > q and l > q holds must vanish. Thus C must have the form:
that M C = C, concluding the proof of the lemma. Now we are able to present the following short proof of Lemma 2.3.
(III.12) Proof. Note that for x ∈ S, C = xx T ∈ B we can conclude that
with equality if and only if M C = C. Moreover from the proof of the previous lemma we conclude that for all j such that the j-th column of M is positive, the j-th column of C must be zero, which also means that x j = 0.
We wish to employ the Banach fixed point theorem to the mapping Ψ on the set D, with the metric which is induced on D by the following norm
. Given this, we are now ready to establish that Ψ 2 is a contraction on the metric space D. Proposition 3.4: Let Ψ be the mapping given by (III.1) and we assume that the transition matrix P is positive. Then there exists a constant η < 1 such that
holds for all D, E ∈ D.
Proof. We will establish that for every nonzero B ∈ B m we have Ψ 2 (B) < B , which implies that there exists a 0 < η < 1 such that In view of (III. 
namely the equalities
hold for all i. It follows from (III.16), (III.22) and (III.23) that there exist some j such that
However, this can happen if and only if the following property holds:
A sign condition. For every r, s ∈ {1, 2, . . . , n}, there don't exist 1 ≤ i, j ≤ m such that the (rs)-th coordinates (B i ) rs and (B j ) rs have opposite signs.
Employing the above argument, and the conclusion (III.23), to the equality Ψ(Ψ(B)) = Ψ(B) it follows that for all k ∈ {1, 2, . . . , m}
Now let l ∈ {1, 2, . . . , n} be arbitrary. Then by Assumption (ii) of our model, there exists some matrix M k ∈ M with positive l-th column. From (III.24) we can conclude that the columns of m i=1 P ik B i are eigenvectors of the matrix M k , which correspond to the eigenvalue 1. Moreover, they are convex combination of vectors from S, hence they also belong to S. Using Lemma 2.5, we can therefore conclude that the l-th column of the matrix m i=1 P ik B i must vanish, and by employing the above sign condition, it follows that corresponding entries of the various l-th columns of the matrices M i don't have opposite signs. This implies that all the entries in the l-th columns of the matrices B 1 , . . . , B m must vanish. Since l is arbitrary, we conclude that
This contradiction concludes the proof of the lemma. 
with the starting point
Proof. The proof of this theorem follows the same lines and uses the same arguments as those employed in the proof of Theorem 2.7.
Proof of Proposition 3.1. Similarly to the proof of Proposition 2.1, let
Let ε > 0 and let k 0 ∈ N be such that D(k 0 ) −D < ε for someD ∈ D. Since the mapping Ψ is nonexpansive in the norm given by (III.13) on all (IR n×n ) m we have:
On the other hand sinceD is in D,
exists by the previous theorem. This means that there is k 1 such that for all r > k 1 ,
Now we conclude that for all r > k 0 + k 1 :
The last relation means that the sequence {D(r)} is a Couchy, and therefore lim r→∞ D(r) exists and (III.4) follows. Having this, (III.5) follows from the continuity of the linear mapping Ψ. Theorem 3.6: Under Assumption (ii) and the positivity of the transition matrix P , the asymptotic behavior of the variance
T is given by:
where D = (D 1 , . . . , D m ) ∈ D is the unique solution of (III.5), and ρ = (ρ 1 , . . . , ρ m ) is the Perron eigenvector of the transition matrix (P ij ). Proof. We have the following equalities:
Corollary 3.7:
Let Assumption (i) hold, so that the probability that A(k) = M i is equal to ρ i for every k ≥ 0 and 1 ≤ i ≤ m. Then the asymptotic behavior of V ar(W (k)) is given by
whereV is the unique stochastic eigenvector of the matrix
andD is the unique solution of the matrix equation
which satisfies Du =V . Moreover,D is the unique eigenvector corresponding to eigenvalue 1 and satisfying Du =V of the linear mapping
The sequence {A(k)} of i.i.d. random matrices can be seen as Markov chain on the set M = {M i : ρ i > 0} with the m × m transition matrix P given by P ij = ρ j . Since P is positive for every i and j, it follows thatP ij = ρ i P ij /ρ j = ρ i > 0. We look for a solution of equation (III.5) for which all the components D i are the same, say equal toD. This yields the equationD
which implies the first assertion of the corollary. For the second assertion we represent the linear mapping in (III.27) by an n 2 ×n 2 matrix with nonnegative entries, call it T , and apply Perron Frobenius Theorem to T . By Theorem 3.5 the spectral radius of the restriction of T to B is smaller than 1, but by (III.28) we have thatD is an eigenvector corresponding to the eigenvalue 1. Since the iterations of the mapping (III.27) converge toD, it follows that 1 is the unique eigenvector satsfyingDu =V . The second assertion follows. converge to their equilibrium values is depicted graphically in Figures 2 and 3 respectively. 
IV. A USEFUL EXTENSION
In this section we will extend the results of the previous sections in the following sense. We will consider a transition probability matrix P which does not necessarily have positive entries, but is rather primitive; namely P s > 0, for some integer 1s ≥ 1. We note here that if P is primitive thenP is primitive too since they have same zero-nonzero pattern.
Lemma 4.1: If P is a primitive matrix such that P s > 0 for some positive integer s, then Φ 2s is a contraction on Σ m . Proof. We first note that for all k, j, l ∈ {1, 2, . . . , m}, there is sequence (i) = (i 1 , i 2 , . . . , i 2s−1 ) of indices which contains l, such that P ki2s−1Pi2s−1i2s−2 · · ·P i2i1Pi1j > 0.
Indeed, since P s > 0 there must exist sequences (i ) = (i 1 , . . . , i s−1 ) and (i ) = (i 1 , . . . , i s−1 ) such that
implying the existence of a sequence (i) with the desired property.
As we noted in section II, proving that Φ 2s is a contraction on the metric space Σ m is equivalent to proving that it is a contraction on the vector space S m , and here we establish the latter. Thus for an arbitrary W ∈ S m the j component of Φ 2s (W ) has the form
where we denote by (i) 2s a sequence of indices which has length 2s, and the summation is over all possible sequences (i) 2s . The sum in the last equality can be rewritten as follows:
(IV.1) The inner sum in (IV.1) is over all the sequences of indices (i) which have the length 2s − 1. Having this in mind we write:
We will next establish that Φ 2s (W ) = W implies that W = 0, which will conclude the proof of the lemma. If W ∈ S m satisfies Φ 2s (W ) = W then all the previous inequalities (IV.2), (IV.3) and (IV.4) are actually equalities. This means that there exists some j ∈ {1, 2, . . . , m} for which all the above maxima are attained at this j. For a k ∈ {1, 2, . . . , m} and a sequence (i) of indices we denote Q kj ((i)) =P ki2s−1Pi2s−1i2s−2 · · ·P i1j .
It follows from P 2s = (P s ) 2 > 0 that for each k ∈ {1, 2, . . . , m} we have (i) Q kj ((i)) > 0. From this property together with
we can conclude that for every k ∈ {1, 2, . . . , m}
It follows from the equality
that for every sequence (i) such that Q kj ((i)) > 0 the following holds:
which in turn implies
Employing Lemma 2.3, we conclude that for all sequences (i) with Q kj ((i)) > 0:
Recall now that for arbitrary k and l there exists a sequence (i) which contains l such that Q kj ((i)) > 0. Using (IV.8) we conclude that
and the relations (IV.9) imply
Indeed, for each h ∈ {1, 2, . . . , m} there exists a matrix M l ∈ M with positive h column(by Assumption (ii)) . Thus, Lemma 2.5 implies that the h coordinate of each W k vanishes, and since h is arbitrary, (IV.10) follows. The proof of the lemma is complete.
The following result may be established by using the same arguments as those employed in proving the previous lemma, and we will not repeat it here.
Lemma 4.2: If P is a primitive matrix, such that P s > 0 for some positive integer s, then Ψ 2s is a contraction on D. Inspecting the proof of Theorem 2.7, we realize that we didn't use any special properties of the second power in deriving the proof while using the contractive property of Φ 5) , and the iteration scheme
Moreover, the asymptotic behavior of the expectation of the random variable W (N ) is given by:
Theorem 4.4: Let Assumption (ii) hold, and assume that the transition probability matrix P is primitive. Then the spectral radius of the restriction of the mapping Ψ to B m is smaller than 1. In particular there exists a unique solution D for equation (III.5), and the iteration scheme
Moreover, the asymptotic behavior of the variance
where D = (D 1 , . . . , D m ) ∈ D is the unique solution of (III.5), and ρ = (ρ 1 , . . . , ρ m ) is the Perron eigenvector of the transition matrix (P ij ).
V. R-MODEL
In the previous sections we considered the process
is a Markov process, and the distribution of W (k+1) is determined by the value of A(k) and the distribution of W (k). In this model, the emphasis is put on the process {A(k)} ∞ k=0 , and {W (k)} ∞ k=0 may be considered as a 'shadow' of it since the properties of {W (k)} ∞ k=0 are derived from the distribution of {A(k)} ∞ k=0 . However, one can construct a router such that the probability that a packet will be dropped at the k-th congestion event depends on the information provided by the vector W (k), whose j-th coordinate is equal to the throughput of the jth flow at the k-th congestion. We thus assume throughout this section that Assumption (iii) holds, and we will describe it again below.
When we consider the model under Assumption (iii), which we call the R-model, we assume that the value of W (k) at the k-th congestion event, say W (k) = w, determines the distribution of A(k). Namely, there exist continuous functions w → p i (w) ∈ IR + on Σ such that
In order to ensure that each flow have nonzero probability to detect a drop we assume that for each flow i there exist matrix in M with positive i-th column.
We begin this Section by proving that for any initial distribution of W (0) almost all products {A(k) · · · A(0)} k∈N are weakly ergodic. Recall that a sequence {Q k } k∈N of column-stochastic matrices is called weakly ergodic if
where we denote by R set of rank-1 column stochastic matrices. For any column stochastic matrix Q, we know that Q(S) ⊂ S (see the proof of Proposition 2.2). Thus the restriction of Q to S is a mapping to itself, and we denote this map byQ. It follows from the definition of weak ergodicity given above that the sequence {Q k } k∈N is weakly ergodic if and only if lim k→∞Q k = 0, (see [7] ).
Recall also that a linear operator on a vector space V is called paracontractive with respect to norm · if for all
The main tool in establishing almost sure weak ergodicity will be the following result which is given in [6] :
Theorem 5.1: Let · be a norm on IR m and let F ⊂ IR m×m be a finite set of linear operators which are paracontractive with respect to · . Then for any sequence {A k } k∈N ⊂ F N , the sequence of left products
Proposition 5.2: Let the random variable W (0) have arbitrary distribution on Σ. Under Assumption (iii), the sequence of products {A(k)A(k − 1) · · · A(0)} k∈N is weakly ergodic with probability 1, i.e. 
This means that
For every such i let T i be a matrix with positive i-th column. Then with probability 1 the matrix T i appears infinitely often in {A k } ∞ k=0 . We will next establish that this implies that weak ergodicity holds for left products
By Lemma (2.3), for all M ∈ M,M is paracontracting on S with respect to the L 1 norm. By Theorem 5.1 it follows that the sequence {Ã kÃk−1 · · ·Ã 0 } k∈N is convergent, and we claim that the limit is zero. To show this let s ∈ S. Then there exist a y ∈ S such that y = lim k→∞ÃkÃk−1 · · ·Ã 0 s. For any fixed i let {A n k } k∈N be a subsequence of {A k } k∈N with A n k = T i . Then
hence T i y = y. But by Lemma 2.5 i-th coordinate of y must be zero. Since i is arbitrary, it follows that y = 0. We have thus established that lim k→∞Ã (k)Ã(k − 1) · · ·Ã(0) = 0, which implies the assertion of the proposition.
Comment :
The previous proposition is also established in [24] , under Assumption (i), i.e. when all the functions p i are constant.
Note that in a sense, under Assumption (iii), the roles of {A(k)} We will henceforth restrict attention to stationary processes. The process
is Markovian in the compact state space {1, 2, .., m}×Σ, and we will next establish that it has a unique equilibrium distribution
Namely the probability that A(k) = M i and W (k) ∈ U is equal, in the limit where k → ∞, to ρ i λ i (U ). The equilibrium measure is defined on the set of limit points of {W (k)} ∞ k=0 , and for a prescribed W 0 = s we denote by F (s) the set of all limit points of sequences {W (k)} ∞ k=0 with W (0) = s. We use the following terminology and say that weak ergodicity holds for {M 1 , ..., M m } = M if every product
in which each that each M i appears infinitely often is weakly ergodic.
Proposition 5.3: Suppose that p i (w) > 0 for every 1 ≤ i ≤ m and w ∈ Σ, and assume that weak ergodicity holds for
Thus F is the smallest closed subset of Σ which is invariant under each M i ∈ M, so that it satisfies
and it is the support of the unique equilibrium invariant measure (λ 1 (dw), ..., λ m (dw)).
Proof: For a prescribed starting point W 0 = s we define the sequence of subsets F k (s) ⊂ Σ as follows:
Denote by h(·, ·) the Hausdorff metric in Σ. It then follows from the weak ergodicity of M that
This follows from the fact that each point in
for some matrices M ij ∈ M, 1 ≤ j ≤ k, and that
by weak ergodicity. It follows from (V.6) that the Hausdorff distance between
is arbitrarily small provided p is sufficiently large. In view of (V.5) it follows that F (s 1 ) = F (s 2 ) for every s 1 , s 2 ∈ Σ, establishing (V.3) and concluding the proof the Proposition.
The dynamics of {(A(k), W (k)} ∞ k=0 can be described as follows. For a vector W (k) = w at the instant of time k, choose a matrix A(k) from M according to the distribution
, and set W (k + 1) = A(k)w. We then follow the steps
We restrict attention only to the terms W (k) in the chain of variables (V.7), and if
turns out to be a stationary Markov process.
We now view the dynamics in a different manner, and this time we focus on the terms A(k) in the above chain (V.7). If in the outset we restrict attention to stationary processes, then the distribution of each variable W (k) is (λ 1 (dw), ..., λ m (dw)). Assuming this we restrict attention only to the variables A(k) in (V.7), which turns out to be a stationary Markov chain in M provided that we take the initial distribution A(0) ∼ ρ. We thus suppose that W (k) ∼ (λ 1 , ..., λ m ), and that A(k) = M i for some 1 ≤ i ≤ m. This determines the distribution of W (k + 1) = M i W (k), as well as the distribution of A(k + 1). More explicitly we define P ij = Ep j (M i W (k)) where E denotes the expectation operation with respect to the distribution λ(dw), namely
(V.8)
Although we defined P ij = Ep j (M i W (k)), actually P ij in (V.8) doesn't depend on k since all the variables W (k) have the same distribution λ. However, we have to verify that our construction does yield this distribution to all W (k). But indeed, since ρ × (λ 1 , ..., λ m ) is an equilibrium distribution for the Markov process
, it follows that if we have A(k) ∼ ρ, then the distribution of W (k + 1) is (λ 1 , ..., λ m ), and that of A(k + 1) is ρ. We summarize the above discussion as follows:
Theorem 5.4: The matrix P is a transition probability matrix of a stationary Markov chain {A(k)} ∞ k=0 in M with stationary distribution A(k) ∼ ρ. This Markov chain consist of the A(k) terms in the process {(A(k), W (k))} ∞ k=0 which describes the R-model of the process.
We are interested in the asymptotic behavior of W (N ) where N → ∞, which in view of W (k + 1) = A(k)W (k) reduces to the study of the asymptotic distribution of the products 
VI. CONCLUSIONS
In this paper we consider the dynamics of AIMDnetworks that evolve according to Markovian dynamics. We have shown that such networks have well defined stochastic equilibria and provided tools that can be used to characterise these equilibria. In particular, for routers that operate according to Assumption (ii), we have developed tools for computing lim k→∞ E(W (k)) and lim k→∞ V ar(W (k)). We then extended these results to the R-model given by Assumption (iii).
While developing these tools represent an important first step in studying such networks, much work remains to be done. The results derived in this paper provide tools to address the problem of designing routers that achieve, in the long run, certain goals. By controlling the distribution of the random variable A(0) in the i.i.d. case (i), or the transition matrix P in the Markov cases (ii) and (iii), one can guarantee that in the long run, the asymptotic expected value of W (k) is close to a certain prescribed vector V . A major objective of future work will be to investigate how this might in fact be achieved.
Another interesting designing problem that is of great practical interest, and which may be addressed in the setting provided by either Assumption (ii) or Assumption (iii), is the following. For a prescribed vector V , consider all the transition matrices P for which is the smallest possible in a certain sense. Minimizing the variance makes it more likely that the desired long-run behavior expressed by lim k→∞ E(W (k)) = V will be realized faithfully (although the cost of this choice may be a slow network convergence or some other undesirable network behaviour). This goal defines a constrained optimization problem which may be addressed either numerically or theoretically. We note that the minimization may be approached in various ways: either minimizing a certain functional, e.g. the trace of T , or looking for a T 0 such that T 0 ≤ T in the positive definite sense, where T 0 and T correspond to certain matrices P 0 and P such that (VI.1) and (VI.2) hold. Finally, we note that one of the principal tools for analysing AIMD networks is the network simulator NS-2. For networks of low dimension, this tool is effective for examining the behaviour of AIMD networks. However, for networks with large number of sources this tool becomes increasingly difficult to use due to excessive simulation times. In this context, efficient methods to compute important network properties are likely of great value to network designers. The tools presented in this paper represent a first step toward the development of such tools.
