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1 Introduction
Despite all advances in medical research, cancer is still one of the most lethal diseases.
About 44 % of all cancer patients in Germany do not survive the first five years follow-
ing the diagnosis (Kaatsch et al., 2013). The treatment of malignant diseases is mainly
based on surgical removal of the affected tissue, cytotoxic chemotherapy, radiotherapy,
or combinations thereof, the individual strategy of the treatment is dependent on the type
and stage of the illness. At present, cancer research is focused on the one hand on the
diagnosis in an early stage of the malignancy, this includes e.g. medical imaging. On the
other hand, the treatment is improved regarding high tumor control rates and the pre-
vention of late side effects. Much effort is currently put into the study of cancer biology
resulting in the development of new drugs. For instance, cancer genome studies are
carried out aimed at the identification of all mutations leading to the uncontrollable cell
growth (Stratton, 2009). Radiotherapy, although being applied for more than one hun-
dred years, is still a subject of research. Nowadays, about 50 % of all cancer patients
receive radiotherapy (Baskar et al., 2012), which is standardly performed with X-rays
(bremsstrahlung) or electrons, either with an external beam (teletherapy) or by means of
a radioactive source brought into the tumor region (brachytherapy). One example for a
recent improvement in photon therapy is Intensity-Modulated Radiotherapy (IMRT) which
has become routine in more and more clinics. Furthermore, a growing and promising
field of research is radiotherapy with proton beams and other light ion beams.
Proposed for the first time in 1946 (Wilson, 1946), therapeutic irradiation with protons or
other light ions is currently supplied by about 40 facilities in the world (Particle Therapy
Co-Operative Group, 2013) and many more are planned or under construction. Most of
the facilities in operation perform treatments with proton beams and a few particle therapy
centers provide carbon ion beams for therapeutic irradiation of tumor patients. The ions
are typically accelerated up to energy values that correspond to a particle range in water
of about 30 cm and directed to the tumor region. This kind of radiotherapy profits from the
advantageously distributed dose deposition inside matter: for ions the maximum of the
depth dose curve is close to the end of their range, at the so-called Bragg peak, which
is followed by a sharp decline of dose. The range of the beam particles is adjusted by
the variation of the incident energy. In this way, the tumor volume can be covered by the
superposition of several Bragg peaks. Since the beam particles are stopped completely
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in the tissue and with the position of the Bragg peak set to the tumor region, an exact
application of high dose to the tumor is possible while sparing the surrounding normal tis-
sue. In contrast to proton beams and other light ion beams, photons deposit the maximal
dose close to the skin, followed by an exponential decrease of dose with the depth. Thus,
particle therapy provides a clear advantage over conventional treatment with photons,
especially, with respect to the treatment of deep-seated tumors in close vicinity to organs
at risk, like the brain stem and optic nerves. Due to the favorable depth dose profile of
ions in matter, particle therapy is for some types of tumors the only option to treat the
patient in a successful way.
The advantageous dose distribution of light ions in tissue is also one of the major risks
of particle therapy. In contrast to conventional irradiation with photons, the precision of
dose delivery with particle beams is very sensitive to small density changes in the irradi-
ated volume and fatal deviations between the actual and the prescribed dose application
can result. If the tumor is not entirely irradiated and normal tissue receives a high dose
instead, the success of the treatment is endangered and severe side effects can occur.
Deviations from the treatment planning can be patient-specific, for example caused by
changes in the patient’s tissue. During the usually week-long treatment, variations in
the tissue density due to tumor shrinkage or mucus-filled cavities are not uncommon.
Furthermore, neither an incorrect positioning of the patient, nor systematic errors in the
treatment plan can be excluded. Therefore, a non-invasive, in-vivo monitoring of the dose
deposition is highly desired to ensure the best therapeutic outcome.
In-vivo dose monitoring of particle therapy is based on the detection of secondary radia-
tion which occurs when the particle beam interacts with the nuclei of the patient’s tissue.
Up to now, the only clinically proven method for dose monitoring of ion beam therapy is
Particle Therapy Positron Emission Tomography (PT-PET). This technique makes use of
the β+-radionuclides resulting from nuclear reactions along the path of the beam. With
PT-PET the annihilation photons following the annihilation of the positrons which origi-
nate from the β+-decay are detected. Another strategy for the monitoring of radiotherapy
with ions heavier than protons is based on the detection of secondary protons which ap-
pear as fragments from nuclear reactions between the projectiles and the nuclei of the
target. This technique is called Interaction Vertex Imaging (Henriquet et al., 2012). An-
other approach is Prompt Gamma Imaging (PGI). PGI is based on the detection of the
prompt γ-rays emitted after the excitations of the nuclei of the human tissue during ther-
apeutic irradiation. Different concepts concerning the detection of these prompt γ-rays
are followed at the moment. One approach relies on the Compton effect. The dedicated
hardware, which is under investigation, e.g. at National Center for Radiation Research
in Oncology, Dresden (OncoRay) in collaboration with the Helmholtz-Zentrum Dresden-
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Rossendorf (HZDR), is called Compton camera.
The project European NoVel Imaging Systems for ION therapy (ENVISION) funded by
the European Commission under FP7 Grant Agreement number 241851 dealt with all
challenges of the in-vivo dosimetry for particle therapy. Fifteen European research cen-
ters and one company were involved in this project.
Supported by ENVISION, this thesis contributes to the progress of particle therapy moni-
toring by means of simulations. In chapter 2 the fundamental principles of particle therapy
and the state of the art of in-vivo dosimetry for particle therapy using either PT-PET or
PGI are described in detail. In chapter 3 the secondary radiation which is the basis for
particle therapy monitoring with PT-PET and PGI, respectively, is considered. The pro-
duction of β+-emitting nuclei and the prompt γ-ray emissions during particle irradiation
are modelled by particle transport simulation codes. The second topic of this thesis is the
optimization of dedicated detection systems for PGI (chapter 4) and PT-PET (chapter 5).
Chapter 4 deals with the Compton camera, including recommendations for the setup of
the prototype and a discussion of suitable event filters. In chapter 5 an evaluation of a
detector based on Resistive Plate Chambers (RPCs) for the application to PT-PET can
be found. RPCs are compared to scintillator-based scanners which have already been
applied to this purpose. All simulation parameters are chosen to model reality as ac-
curately as possible and comparisons to available experimental data are given. For the
analysis in chapter 5 real patient data are used. Finally, in chapter 6 conclusions and an
outlook concerning the application of new detector systems to particle therapy monitoring
are given.
3

2 Physical and technological background
of particle therapy monitoring
2.1 Particle therapy
Radiotherapy, either applied with photons, electrons, or particles (protons and light ions),
relies on energy transfer of the projectiles to the tumor cells. Excitations and ionizations
of atoms and molecules of the tissue are induced and lead to biological modifications of
the cells. Cell death results if the DNA of the cells is damaged and repair mechanisms
fail. A measure of the mean energy loss along the path of particles in matter is the Linear
Energy Transfer (LET):
LET :=
dE
dx
(2.1)
with E being the energy and x the distance. The energy loss along the path of charged
ions can be calculated as a function of the type of the projectile and the target material
with the Bethe-Bloch formula (Bethe and Ashkin, 1953). By integrating the inverse of
(2.1), the range of the particles can be determined. The effect of ionizing radiation on
tissue is quantified by the absorbed dose which is a measure of the energy deposition
per mass with the unit Gray (Gy), equal to J kg-1. The higher the dose applied to the
tumor, the higher the tumor control rate. For a curative treatment about 60 to 70 Gy are
required.
The limiting factor for dose in radiotherapy is the dose deposition in normal tissue. There-
fore, the favorable depth dose distribution of protons and other light ions in matter, which
is due to their physical properties, makes particle therapy advantageous over conven-
tional treatment with photons. At the moment, it is unclear which ion species is best
suited for a therapeutic irradiation due to a lack of systematic studies, but an optimum is
assumed for ions with atomic numbers between one and six (Eickhoff and Linz, 2008).
Therapeutic ion beams of the same dose but different atomic numbers differ with respect
to the biological effect which is quantified as Relative Biological Effectiveness (RBE). The
RBE for one specific type of particles gives the ratio of the applied dose to the dose of
a therapeutic irradiation with photons which is needed to produce the same effect on the
tissue. While for protons the RBE is hardly higher than 1 at the Bragg peak (Paganetti et
al., 2002), carbon ions provide an enhanced RBE in the Bragg-peak region (Kraft, 2000).
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Thus, for carbon ion therapy, the dose is measured in Gray Equivalent (GyE). A dose
given in GyE produces the same biological effect as the dose in a therapeutic irradiation
with photons of one specific energy measured in Gy. The RBE of ions was already stud-
ied decades ago (Blakely et al., 1980). Carbon ions are better capable of treating hypoxic
areas and show less lateral straggling than protons (Schardt et al., 2010a). On the other
hand, compared to proton irradiation, the distal fall-off behind the Bragg-peak is not as
sharp due to fragments of the incident carbon ions which have a larger range than the
primary particles (Schardt et al., 2010a). Exploiting the influence of the cell cycle and
better recovery of normal cells compared to malignant cells, conventional radiotherapy is
usually performed in daily fractions of 1.5 to 3 Gy (Baskar et al., 2012). For proton therapy
usually a similar treatment regime of circa 2 Gy per fraction is used. For carbon ions the
repair capacity of normal cells is reduced compared to photons and protons (Hall and
Garcia, 2012) making hypofractionation reasonable. As a result, the patient throughput
could be enhanced. Aside from protons and other light ions, further particles are consid-
ered for therapeutic irradiation. Neutrons have been used because of their high RBE and
their favorable behavior concerning hypoxia, but neutrons show a high level of damage to
normal tissue (Hall and Giaccia, 2012). Also pion beams have already been applied (Von
Essen et al., 1987) and even antiprotons are under consideration for medical application
(Bassler et al., 2008; Bittner et al., 2014).
According to estimations, 13.5 % of all patients who receive radiotherapy are candidates
for particle therapy (Mayer et al., 2004). For certain types of tumors particle therapy is
already the treatment of choice. For example, therapeutic proton irradiation of eye can-
cer is widely applied since it allows eye preservation (Kacperek, 2012). For tumors at the
skull base particle therapy can provide sufficient sparing of critical organs while delivering
a dose which is high enough to stop tumor growth. High local control rates are obtained
for these tumors which often cannot be resected completely by surgery. In particular,
the tumor control rate of chordoma patients raised distinctly after establishing ion beam
therapy as a standard treatment for those patients (Schulz-Ertner, 2012). For pediatric tu-
mors the reduction of secondary malignancies and late toxicity is expected (Woo, 2012).
For other tumors the investigations of the advantages of particle therapy compared with
conventional treatment are still ongoing. Further studies include the combination of parti-
cle therapy with chemotherapy and the optimization of dose and fractionation, taking into
account local control rates, toxicity, and economic questions. For example, within a clin-
ical study with carbon ions at National Institute of Radiological Sciences (NIRS), Japan,
lung cancer patients received the total curative dose in one session (Takahashi et al.,
2014). In another recent study promising results for pancreatic cancer were achieved by
combining carbon ion treatment with high dose chemotherapy (Shinoto et al., 2013).
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The main restriction of particle therapy is the availability of particle accelerators which
provide a sufficient energy for the projectile particles. For conventional radiotherapy with
photons, electron linear accelerators are used in industrialized countries, which are stan-
dardly fabricated, of compact size, and operated in clinical routine in many hospitals.
For particle therapy a more powerful and comparatively expensive circular accelerator is
necessary. Protons for medical application are usually accelerated with an isochronous
cyclotron to more than 200 MeV. For carbon ion therapy an even larger and more expen-
sive synchrotron is required. Concerning the techniques of particle therapy monitoring
described in the following, the type of accelerator is of importance: cyclotrons deliver a
continuous beam while beam bunches are extracted from a synchrotron. Thus, using a
synchrotron, there are pauses between beam extraction cycles in the range of seconds.
Several approaches aimed at the reduction of energy and costs are currently under in-
vestigation, e.g. the acceleration of protons by means of a laser (Zeil et al., 2013).
The success of a therapeutic irradiation with protons or other light ions relies on the
precise application of sufficient dose to the tumor volume. In order to ensure the quality
of the treatment, a control of the agreement between the prescribed and the actual dose
deposition is required. This monitoring has to be non-invasive and as fast as possible.
If a deviation from the prescribed dose is observed, the reason for this deviation has to
be found and appropriate corrections have to be taken before the next treatment session
starts. This can include a new treatment plan, a new Computed Tomography (CT) scan,
and the intake of decongestant medicines. Optimally, a monitoring system is able to
detect deviations during an ongoing therapeutic irradiation and alarm the medical staff to
stop immediately in case of an unexpected dose deposition.
2.2 Particle Therapy Positron Emission Tomography (PT-PET)
Positron Emission Tomography (PET) is a standard method in nuclear medicine for the
diagnosis and staging of various illnesses. This method is based on a β+-radioactive sub-
stance injected into the patient prior to the PET scan. The uptake and distribution of this
radiopharmaceutical agent in the patient’s body depends on specific metabolic processes
and can indicate a disease. A β+-emitting nucleus, also referred to as positron-emitting
nucleus, decays by releasing a positron (e+) and a neutrino (ν) into a nucleus with the
same mass number (A) but an atomic number (Z) reduced by 1:
A
ZX → AZ−1Y + e+ + ν (2.2)
The resulting positron annihilates with an electron of the tissue. This annihilation process
is accompanied by usually two annihilation photons which travel in opposed directions
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and each of them has an energy of 511 keV. By detecting the annihilation photons es-
caping from the patient’s body, the distribution of the positions of annihilations can be
deduced and, thereby, the distribution of the injected substance is revealed.
The first application of PET to the range verification of particle therapy was performed at
Lawrence Berkeley National Laboratory in Berkeley, USA (Llacer et al., 1984) by means
of radioactive beams. This technique was later also applied at Heavy Ion Medical Accel-
erator in Chiba (HIMAC) in Japan (Iseki et al., 2004). The aim was to verify the range of
the beam particles prior to the treatment with a low-intense β+-radioactive beam. In con-
trast to this, PET was also proven feasible for stable therapeutic beams by making use
of the β+-radioactivity which is produced by nuclear fragmentation reactions between the
beam particles and the nuclei of the human tissue. Compared to PT-PET measurements
for β+-radioactive ion beams, the β+-activity resulting from fragmentation processes is
low. On the other hand, radioactive probing beams require effort concerning the iso-
tope separation and the shielding of the primary beam. Therefore, this technique is not
applied any more and is not considered in the following. At GSI Helmholtzzentrum fu¨r
Schwerionenforschung GmbH (GSI) in Darmstadt, PT-PET was performed to monitor the
treatment with 12C ions of more than 400 patients during the pilot study from 1997 to
2008 (Enghardt et al., 2004). Range deviations corresponding to 6 mm in water were de-
tected with a sensitivity higher than 90 % (Fiedler et al., 2010a). For proton radiotherapy
the clinical application of PT-PET was also evaluated (Parodi and Enghardt, 2000; Parodi
et al., 2002; Knopf et al., 2009; Parodi et al., 2007; Nishio et al., 2010). In addition to
this, the feasibility of PT-PET was demonstrated by experiments for 7Li (Priegnitz et al.,
2008), 3He (Fiedler et al., 2006; Fiedler, 2008), and 16O (Sommerer et al., 2009). Up to
now, PT-PET is the only method which has been successfully applied to the in-vivo dose
verification of particle therapy.
The monitoring of particle therapy by means of PT-PET is a complex procedure due to the
fact that the applied dose is not directly correlated to the distribution of the β+-emitting
nuclei. This is caused by the different underlying physical processes: dose is deposited
by interactions with the electrons of the tissue, whereas β+-activity is generated via pe-
ripheral nucleus-nucleus collisions. There are two solutions to obtain the distribution of
the dose from the measured activity distribution: one approach is the use of an analytical
convolution algorithm (Parodi and Bortfeld, 2006; Attanasi et al., 2011; Frey et al., 2014).
This approach is considered for the range verification of therapeutic proton beams, not
for other ion beams. The second and established method to predict the distribution of
the β+-activity is based on Monte Carlo simulations. By comparing the simulated to the
measured distributions of annihilation points, deviations from the prescribed dose can be
detected. This simulation takes into account the production of the relevant β+-emitters,
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their decay, the distribution and the transport of the positrons, and the propagation of the
annihilation photons, as well as their detection (Hasch, 1996; Po¨nisch et al., 2004). It
has to be performed for each each patient and each irradiation field individually, based
on the treatment plan, and dependent on the time structure of the irradiation. Finally, the
measured as well as the simulated data are reconstructed with the same algorithm and
both distributions are compared to each other (Enghardt et al., 2004). To obtain reliable
results, the washout of the β+-emitters in the patient has to be considered which has
large impact (e.g. Fiedler et al., 2008; Mizuno et al., 2003; Tomitani et al., 2003, Knopf
et al., 2009, Hirano et al., 2013,). If moving volumes, e.g. lesions in the lung or liver are
treated, patient motion during the PET acquisition has also to be taken into account. Suit-
able methods for motion-compensated PT-PET are developed (Parodi et al., 2009; Laube
et al., 2013; Stu¨tzer et al., 2013) .
A basic physical process to be considered for the modelling of the expected distribution of
annihilation points is the production of the β+-emitting nuclei along the beam path. This
step requires the total cross sections of the interactions between projectile and target
nuclei, the reaction cross sections, i.e. the probabilities for the specific reaction channels,
and the transport of the fragments. The most abundant β+-emitting nuclei generated
during therapeutic irradiation are 11C, 15O, 13N, and 10C with half lives of 20 min, 2 min,
10 min, and 19 s, respectively. While during a proton treatment β+-emitting nuclei only
result from target fragmentation, 11C and 10C also appear as projectile fragments dur-
ing therapeutic irradiation with 12C ions. The Monte Carlo simulations predicting the
β+-activity during the carbon ion pilot study at GSI (Hasch, 1996) made use of semi-
empirical total reaction and fragmentation reaction cross section models (Sihver et al.,
1993; Sihver and Mancusi, 2009). An alternative way to obtain the depth-dependent
yields of β+-emitting nuclei is to measure thick target yields. For example, the yields can
be deduced from PET measurements performed during and directly after the irradiation.
The number and type of the decaying β+-emitting nuclei can be derived with a fitting
procedure which is based on the half-lives of the nuclei (Parodi et al., 2002). A yield
database for lithium and carbon ion irradiation was established this way (Priegnitz et al.,
2012).
For the application of PT-PET it is crucial to consider the structure of the beam applica-
tion. Data acquisition of the annihilation photons during beam extraction is difficult due to
the high background produced by prompt γ-rays (Enghardt et al., 2004). For this reason,
clinical PT-PET has either been performed during the spill pauses of a synchrotron beam
or after the irradiation. The former technique is called in-beam PET, the latter in-room or
off-line PET, depending on the availability of a PET scanner inside the treatment bunker.
None of the concepts in-beam, in-room, and off-line PET is best with respect to all of
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the following aspects: costs, image quality, and disturbance of clinical routine (Shakirin
et al., 2011). The choice mainly depends on the environment in the treatment facility, in
particular on the type of accelerator.
Off-line PET measurements are started several minutes after the irradiation because of
transport and repositioning of the patient. This method suffers from low count rates, since
many β+-emitters have decayed before the start of the PET measurement. Another prob-
lem is the washout of the positron-emitters mainly caused by blood flow. In addition to
this, if the patient is treated with two fields, the activity from the fields interfere and can
make off-line PET infeasible, e.g. for two opposing fields. In this case it would be optimal
to perform PT-PET after the application of the first field. This is a challenge concerning the
disturbance of the clinical routine. However, it was demonstrated by a clinical study that
offline PET-CT measurements can provide quality assurance of proton therapy (Parodi
et al., 2007). Recently, clinical experiences with off-line PET-CT applied several minutes
after the treatment with carbon ions were described (Bauer et al., 2013).
If, in contrast to off-line PET, a PET camera is available in the treatment room and the
patient is moved there instantaneously after the irradiation without being repositioned, the
monitoring is called in-room PET. This concept requires a PET camera with a transport
system. However, higher count rates can be provided with in-room PET than with off-line
PET (Shakirin et al., 2011).
During the pilot study at GSI, therapy monitoring was successfully conducted with in-
beam PET. Since the PET-signal was corrupted during beam extraction, about 40 % of
the true coincidences could not be used for the reconstruction. An idea to overcome this
loss of data is to make use of the radio frequency of the beam delivery (Parodi et al.,
2005). A recent study considered in-beam PET for a continuous cyclotron beam using
a detector with a low dead time to reduce the background (Sportelli et al., 2014). How-
ever, this study only comprises irradiated homogeneous phantoms. Another challenge
of in-beam PET is that a standard full-ring scanner is not applicable to avoid interfer-
ence with the therapeutic beam. At GSI a double-head PET camera made of bismuth
germanate (BGO) was integrated into the treatment site (Enghardt et al., 2004). Each
head had a size of 42×21 cm2 (Enghardt et al., 2004). This geometry prevented opti-
mal image quality due to limited angle artifacts (Shakirin, 2009). Simulation studies of
further double-head scanners with different geometries of larger solid angle coverage
are promising (Shakirin, 2009). Tilted scanners or two scanners with a gap in-between
(”OpenPET”) are also studied for this purpose (Tashima et al., 2012).
Once the PET measurements are taken, the β+-activity needs to be reconstructed. To-
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mographic reconstruction is either performed with analytical or algebraic algorithms. Usu-
ally, the reconstruction of three-dimensional PET data is performed with an algebraic
method: the iterative Maximum-Likelihood Expectation-Maximization (MLEM) algorithm
or a derivative method. This procedure provides the comfortable incorporation of correc-
tions. For in-beam PET algebraic methods are used exclusively, since analytical methods
are not applicable due to the low count rates and the detector geometry (Lauckner, 1999).
In this work it is assumed that the measured data is stored in list-mode data format, i.e.,
for each registered pair of photons the channel between the positions of detection and
the corresponding time stamps are saved individually. A version of the original MLEM
(Shepp and Vardi, 1982) adapted to list-mode data is applied in this work. Let vector
b ∈ RN represent the channels of detection, with N being the number of events. The
space where the annihilations occur is discretized to a field of three-dimensional bins
(voxels). The vector containing the voxel values is in the following named f ∈ RM with M
being the number of voxels. The relation between image f and measured data b is given
by the linear equation (2.3).
Af = b (2.3)
In equation (2.3) A ∈ RN×M denominates the so-called system matrix. It contains the
probabilities aij for an annihilation in voxel j to be detected as event i (∀ i = 1, ..., N and
∀ j = 1, ...,M ).
MLEM relies on the redistribution of activity for each event in the channel linking the
two positions where the annihilation photons were registered. In the first step of the re-
construction algorithm, f is initialized with arbitrary, usually homogeneous, non-negative
values. Then, in each iteration n ∈ N of the MLEM reconstruction procedure, f is up-
dated, cf. equation (2.4), with convergence to the emission distribution that agrees best
with the measurement b.
MLEM: fn+1j :=
fnj
N∑
i=1
aij
N∑
i=1
aij
M∑
j′=1
fnj′aij′
(2.4)
This iterative method is derived from the maximization of an objective function which
represents the probability for the measured events to originate from the emission distri-
bution f (Shepp and Vardi, 1982). Thus, the objective function is based on the Poisson
distribution of the PET-signal, i.e. the radioactive decay in a certain voxel of the source.
Convergence and positivity of the image values have been proven (Shepp and Vardi,
1982). The term
N∑
i=1
aij is used to compensate for the different detection probabilities for
emissions occurring in different voxels. It is often replaced by the precalculated value of
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detection efficiency sj for each voxel j, j = 1, ...,M .
Due to the size of the system matrix, its calculation and storage are challenges of three-
dimensional PET reconstruction. The fastest solution is the use of the on-the-flight sys-
tem matrix (Lauckner, 1999; Shakirin, 2009): the matrix is not stored, but in each step
of the reconstruction the corresponding part of the system matrix is calculated for each
event ”on-the fly”, i.e., when it is needed.
In the ideal case, corrections for all physical processes affecting the measured events are
taken into account. For instance, a correction for random coincidences is required. Fur-
thermore, the different detection efficiencies of the crystals of a PET camera also have
to be considered. Corrections regarding the attenuation and scattering in the patient’s
tissue and close environment should be included. Information derived by CT scans are
used as basis for the correction of scattering and attenuation. The mentioned correc-
tions are applied in each iteration of the MLEM algorithm (Lauckner, 1999; Po¨nisch et al.,
2003).
Many variations of the MLEM algorithm exist. One approach is the Ordered-Subsets
Estimation-Maximization (OSEM) which only considers a subset of events in each step of
the procedure, instead of taking into account all events. OSEM has already been applied
successfully to PT-PET (Shakirin, 2009). A possibility to include additional information
into the reconstruction procedure is the use of a Maximum-A-Posteriori (MAP) algorithm.
The objective function is modified with the aim to reduce noise and, thereby, smooth the
image (Qi and Leahy, 2006).
During the MLEM algorithm contrast increases, but noise increases, too. In order to ob-
tain an optimal image with MLEM, the algorithm can be stopped after a certain number
of iterations. Another way to reduce noise is the filtering. For PT-PET the application of
a median filtering is highly recommended after each iteration step (Shakirin, 2009). For
each voxel its value is replaced by the median of this voxel and the 26 neighboring ones.
For the assessment of the quality of reconstructed images several figures of merit are in
use, e.g. the Signal-to-Noise Ratio (SNR) with different definitions in the literature and the
Root Mean Square Error (RMSE), cf. equation (2.5), with f being the calculated image
and f∗ the true one:
RMSE :=
√√√√ 1
M
M∑
j=1
(fj − f∗j )2. (2.5)
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A parameter to adjust for the reconstruction is the size of the voxels: the lower the voxel
size the better the resolution and the visibility of small lesions or deviations, but the higher
the noise due to sparsely populated voxels. Furthermore, the voxel size has impact on the
runtime of the reconstruction procedure. For three-dimensional PET usually voxel sizes
of one quarter of the crystal length of the applied scanner are used (Lauckner, 1999). For
in-beam PET the effect of the voxel size was already studied for the PET camera at GSI
consisting of crystals with a length of 6.75 mm with the conclusion that 2 mm voxel length
still guarantees high image quality (Shakirin et al., 2008).
Modern crystal-based PET scanners provide a sufficient time resolution to make the in-
corporation of time-of-flight (TOF) information in the reconstruction procedure advanta-
geous. TOF denominates the time difference between the registrations of the two anni-
hilation photons. Thus, an additional information about the annihilation place is provided,
since photons travel with the speed of light. With ∆t being the coincidence time resolution
(CTR), the point of annihilation can be determined with the accuracy ∆x:
∆x = c ·∆t/2. (2.6)
Consequently, for a commercially available PET scanner providing a CTR of 600 ps full
width at half maximum (FWHM), a spatial resolution of 9 cm FWHM is obtained. This is
obviously not sufficient to directly determine the position where the annihilation has taken
place. Nevertheless, the TOF information can be included into the MLEM algorithm (TOF-
MLEM) (Groiselle et al., 2004; Shakirin, 2009). Let p1,p2 ∈ R3 be the two positions of
detection, t1 and t2 the points in time of registration at p1 and p2, respectively, ∆TOF =
t2 − t1, and c the speed of light, then
Q :=
p1 + p2
2
+
p1 − p2
|p1 − p2| · c ·
∆TOF
2
(2.7)
is the most probable place of annihilation. In the MLEM algorithm without the use of
TOF, equation (2.4), the probability function representing the potential origin of the pair
of measured photons is a uniform distribution along the corresponding channel. By in-
cluding TOF, this distribution is altered to a Gaussian distribution centered at point Q with
the density function ϕQ,σ. The standard deviation σ is usually set according to the time
resolution of the scanner. Based on the MLEM algorithm defined in equation (2.4), the
detection probability aij is changed to tijaij in the TOF-MLEM technique where tij is the
function value of the density function ϕQ,σ at Cj , the center of the j-th bin:
TOF-MLEM: fn+1j =
fnj
N∑
i=1
aij
N∑
i=1
tijaij
M∑
j′=1
fnj′tij′aij′
with tij := ϕQ,σ(Cj). (2.8)
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For diagnostic PET many studies are published which evaluate the impact of the use
of TOF-MLEM with respect to MLEM. With TOF information the MLEM converges faster
and the images are of higher quality than without the use of TOF (e.g. Surti et al., 2006;
Moses, 2003; Lois et al., 2010). Using TOF, the reduction of noise results not only from
the favorable redistribution of activity, but also from the suppression of scattered and ran-
dom events (Moses, 2003). The total impact of TOF on the SNR is the higher, the better
the time resolution and the larger the object. As a consequence, TOF is especially ben-
eficial for adipose patients (e.g. Lois et al., 2010). Furthermore, TOF-MLEM is robust
to inconsistent data used for the correction of scattering, attenuation, normalization, and
respiratory artifacts (Conti, 2010). For the application to in-beam PET, TOF has another
crucial advantage: TOF-MLEM has the potential to overcome elongation artifacts caused
by the double-head geometry of the PET camera (Crespo et al., 2006; Shakirin, 2009)
due to the reduction of random and scatter coincidences. Further results indicate that
TOF can compensate for low count rates (Surti et al., 2006), an advantage particularly
useful in PT-PET.
For a CTR better than 200 ps FWHM, the Direct TOF algorithm is applicable (Crespo et
al., 2007). The Direct TOF procedure consists of only one step in which the recorded
events are back projected using the time information. With equation (2.7), the activity is
allocated to exactly one voxel, the one containing the position Q. Corrections, e.g. for the
geometrical configuration of the scanner, can be applied in the same way as included in
MLEM. Due to the available time resolution for commercially available PET scanners, this
method was not yet applied in clinical routine, but was studied by simulations (Crespo et
al., 2007; Shakirin, 2009). It has the advantage of a fast runtime, and could potentially
allow for a reconstruction within a few seconds.
Therefore, with respect to PT-PET, lutetium oxyorthosilicate (LSO) or cerium-doped lute-
tium yttrium orthosilicate (LYSO) are favorable over BGO due to their better CTRs, which
allow TOF-MLEM. For a commercially available LYSO-based scanner a CTR of 600 ps
FWHM is provided (Surti et al., 2007). Independently from PT-PET, advances concerning
the time resolution of crystals have been achieved. Even a CTR of 100 ps FWHM is pos-
sible for a single crystal (Schaart et al., 2010). Beside scintillators, multi-gap Resistive
Plate Chambers (RPCs) are currently studied regarding the application to in-beam PET.
A simulation study was performed (Diblen et al., 2012) and an experimental analysis with
a 4-gap RPC-prototype was conducted (Watts et al., 2013). Multi-gap RPCs consist of a
stack of resistive material (glass or ceramic) with gas-filled gaps in-between. If an incident
photon interacts in a resistive plate and a secondary electron escapes into the gas and
produces an electron avalanche, a signal is induced. RPCs have also been suggested
for the construction of full-body PET scanners for diagnostic purposes due to its cheap
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material and an already achieved CTR of 300 ps FWHM (Blanco et al., 2003; Georgiev et
al., 2013). An even better CTR is expected soon (Watts, 2013). However, RPCs provide
only a low detection efficiency compared to scintillators. For a 4-gap RPC a detection
efficiency for single photons of 0.66 % is reported (Watts et al., 2013). In order to address
this problem, RPC-based photon counters of many stacks are suggested (Blanco et al.,
2003; Watts et al., 2013).
2.3 Prompt Gamma Imaging (PGI) for in-vivo dosimetry
Aside from PT-PET, an approach to establish a dose verification of particle therapy is
based on PGI. During therapeutic irradiation with ions γ-rays are emitted almost instan-
taneously. These prompt γ-rays result from deexcitation processes following the interac-
tions of the beam with the nuclei of the target. Since the delay between excitation of the
nuclei and emission of the prompt γ-rays is in the range of femto seconds, washout of
the activity is not relevant. This is a clear advantage in comparison with PT-PET. Further-
more, the application of PGI to the in-vivo dose verification is independent from the type
of accelerator. A convolution technique similar to the one for PET (Parodi and Bortfeld,
2006) which calculates the dose from the measured γ-rays is anticipated for PGI. How-
ever, PGI in this context requires dedicated hardware and has not been clinically applied
yet.
In order to provide an appropriate detector system, the knowledge of the rate and energy
distribution of prompt γ-rays emitted during particle therapy is necessary. Measurements
of prompt γ-ray emissions during particle irradiation are ongoing. Therefore, Monte Carlo
simulations were performed to compensate for the lack of data. By means of GEANT4
simulations (Agostinelli et al., 2003) and real treatment plans, the energy spectrum of
prompt γ-rays was studied for a proton treatment (Mu¨ller et al., 2012). With the latest
GEANT4 version 10.0p01 the spectrum depicted in figure 2.1 was obtained for the irradi-
ation of a target consisting of polymethyl methacrylate (PMMA) with protons of 150 MeV.
These data were provided by Andreas Schumann (OncoRay / HZDR). The number of
protons applied in this simulation (108) corresponds to a total dose of about 0.1 Gy. Per
incident proton on average about 0.1 prompt γ-rays are emitted in an energy range up
to 15 MeV. First experimental studies in this context are aimed at the question how the
measured γ-rays can be correlated to the applied dose. A relation between the sharp
decline of the dose behind the range of the particles and the measured γ-ray emissions
was found (Min et al., 2006). Another experimental study reveals correlations between
the appearance of prominent lines in the energy spectrum and the end of the range of the
beam particles (Verburg et al., 2013), which were earlier found by simulations (Fiedler et
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al., 2010b). All studies come to the result, that the energy range for photons emitted dur-
ing therapeutic particle irradiation reaches from a few keV to several MeV and presents
prominent peaks, e.g. at 2.2 MeV, 4.4 MeV, and 6.1 MeV. The peak at 2.2 MeV results
from the neutron capture in hydrogen (Firestone, 2004), whereas the prompt γ-rays with
4.4 MeV and 6.1 MeV are emitted when excited 12C and 16O nuclei turn back to their
ground states, respectively (Kozlovsky et al., 2002).
Figure 2.1: Energy spectrum of prompt γ-rays emitted during the irradiation of a PMMA target
(10×10×20 cm3) with 108 protons of 150 MeV simulated with GEANT4 version
10.0p01 using the physics list QGSP BIC HP. These data were provided by Andreas
Schumann (OncoRay / HZDR).
Photons undergo scattering and absorption processes in material. For the energy range
expected for prompt γ-rays emitted during therapeutic particle irradiation the relevant pro-
cesses are photoelectric effect, incoherent scattering, and pair production of an electron-
positron pair. The probabilities for these processes to occur depend on the energy of the
photons and on the type of material, cf. table 2.1.
Table 2.1: Cross sections of photon processes dependent on the photon energy (E) and the
atomic number (Z) of the nuclides of the target (Bethge et al., 2008).
Process Function of Z Function of E
Photoelectric effect Z4 − Z5 E-3.5 − E-3
Incoherent scattering Z E-1
Pair production Z2 ln E
If the energy of the photon is higher than the binding energy of an electron in the atomic
shell, the photon can be absorbed and the electron is released (photoelectric effect). The
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photoelectric effect is the dominant process for low energies, depending on the material.
Figure 2.2: Mass attenuation coefficients for photoelectric effect, Compton scattering, pair pro-
duction, and total attenuation in CZT (Berger et al., 2014).
For photons with an energy of several MeV, the Compton scattering is dominant. For
example, for cadmium zinc telluride (CZT), the Compton scattering is the dominating pro-
cess between 0.3 MeV and 7 MeV, cf. figure 2.2. Incoherent scattering is in the following
referred to as Compton scattering: the incident photon is scattered at an electron, which
is assumed to be unbound. Using momentum and energy conservation rules the energy
of the recoil electron and the scattered photon can be calculated. The Compton scatter-
ing is described by equation (2.9). E0 is the incident energy of the photon, E1 the energy
after the scattering, ϕ the scattering angle, m0 the rest mass of an electron, and c the
speed of light:
cos(ϕ) = 1−m0c2
(
1
E1
− 1
E0
)
. (2.9)
According to equation (2.9) small scattering angles lead to relatively low energy transfer
to the electron. If the photon is scattered backwards, the electron receives the most pos-
sible amount of energy. The distribution of the scattering angles depends on the incident
energy and can be calculated by the Klein-Nishina formula. From the Klein-Nishina for-
mula it can be deduced that the higher the incident energy, the higher the probability that
the scattering angle is small.
The third relevant process is the pair production. A photon is converted into an electron-
positron pair. This can happen in the Coulomb field of a nucleus or with minor cross
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section in the field of an electron. The latter case is referred to as triplet production, since
a considerable amount of energy is transferred to the recoil electron. A precondition for
the pair production is that the energy of the incident photon is at least as high as the sum
of the masses of electron and positron, i.e. 1022 keV.
Different types of PGI detector systems are used, dependent on the application, in partic-
ular, dependent on the energy of the photons. To begin with, the so-called Single-Photon
Emission Computed Tomography (SPECT) is well established in nuclear medicine. A
radioactive tracer emitting γ-rays is injected to the patient for diagnostic purposes. The
detection of the γ-rays is performed with a detector called Gamma or Anger camera. This
device is equipped with collimators restricting the direction of the photons to one direc-
tion. Due to the high energies of prompt γ-rays produced during therapeutic irradiation
compared to nuclear medicine, the application of the conventional Anger camera to the
monitoring of particle therapy is not feasible.
A simple but promising approach of PGI for in-vivo dosimetry is based on the slit camera
(Smeets et al., 2012; Roellinghoff et al., 2014). The incident photons which pass the slit
of a collimator are registered with a scintillator. Another type of PGI-device relies on the
Compton effect (Compton camera). If the energy of the incident photon before and after
scattering is known, the scattering angle can be deduced, cf. equation (2.9). This camera
can consist of one layer for the incoherent scattering (scatter layer) and one detector layer
which is dedicated to the absorption of the scattered photon (absorber). With L1 and L2
being the energy depositions measured in the scatter and absorber layer, respectively,
equation (2.9) is transformed to
cos(ϕ) = 1−m0c2
(
1
L2
− 1
L1 + L2
)
. (2.10)
A Compton camera with more than one scatter layer is also investigated (e.g. Richard et
al., 2011). If in both scatter layers of this Compton camera system a Compton scatter-
ing occurs, an arbitrary inelastic interaction, but not necessarily a complete absorption,
is required in the absorber layer to provide sufficient information for the derivation of the
scattering angle. Evidently, the probability for these interactions in all three layers to occur
is lower than one Compton scattering plus an absorption in the corresponding layers if
comparable detectors are used.
Knowing the scattering angle, a cone with all possible paths of the incoming photons is
derived. By the superposition of the deduced cones for all events the emission distri-
bution is reconstructed. Up to now, no standard reconstruction procedure exists for the
Compton camera. Both analytical and algebraic methods, e.g. MLEM are used. One
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MLEM approach considers all processes that lead to a measurement as independent
from each other (Scho¨ne et al., 2010), i.e., each element of the system matrix results
from the multiplication of all transition probabilities. For each event, the corresponding
part of the system matrix is precalculated. The acceleration of the reconstruction algo-
rithm, in particular with respect to the calculation and storage of the system matrix, is a
major challenge for the Compton camera reconstruction. GPU acceleration is pursued in
this context (Dimmrock et al., 2010). Analytic techniques are also followed, dedicated to
a specific camera design (Gillam et al., 2008) or studied more generally (Maxim et al.,
2009). A comparison between analytical and iterative reconstruction was performed for
the same setup with the conclusion that both methods could be feasible (Lojacono et al.,
2013).
At OncoRay / HZDR a prototype of a Compton camera is under construction (Kormoll
et al., 2011; Kormoll, 2013; Hueso-Gonza´lez et al., 2014). This prototype is intended for
in-vivo dose verification of therapeutic irradiation at the proton facility in Dresden. This de-
vice consists of one or two pixelated CZT detectors as scatter planes of size (2×2×0.5
cm3) and an LSO detector (5.2×5.2 ×2 cm3) that is used as absorber. The spatial
resolution of the CZT detector is given by the distance of the readout strips (1.05 mm).
The LSO scintillator array consists of separate 4×4 mm2 crystals (Hueso-Gonza´lez et
al., 2014). The responding crystal is identified by the light readout scheme. An alter-
native to the LSO detector is the application of an BGO absorber to reduce the number
of random events which occur due to the intrinsic radioactivity of the 176Lu component
in the LSO crystals. Experimental results obtained with a point source and, secondly,
at a bremsstrahlung beamline with an energy range similar to the γ-ray spectrum during
therapeutic irradiation with particle beams are promising (Hueso-Gonza´lez et al., 2014).
The achievable spatial resolution of the Compton camera with a CZT scatter layer was
already studied and first simulations analyzing the efficiency of this Compton camera sys-
tem were performed (Kormoll, 2013). The application of two Compton camera arranged
in 90 degrees around the Region Of Interest (ROI) is assumed to be reasonable concern-
ing the reconstruction of the image.
Another research group investigates a Compton camera prototype in combination with a
beam tagging device (hodoscope) to facilitate reconstruction (Roellinghoff et al., 2011). In
other applications of the Compton camera, the incident energy of the photons is known.
This applies to the use in homeland security for the detection of radioactive sources.
Another example for a known energy is nuclear medicine. A Compton camera system
dedicated to SPECT was developed which relies on a gaseous detector enabling the de-
tection of the recoil electrons (Kabuki et al., 2010) in addition to the detection positions
in the layers. If the track of the recoil electron is known, the cone containing the feasible
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directions of the incident photon is reduced to an arc (Kabuki et al., 2010). The track-
ing of the trajectories of the recoil electron is not possible for every material and small
energies. Another prototype aimed at particle therapy monitoring consist of several thin
silicon layers to enable electron tracking (Thirolf et al., 2014). A further approach (Kim
et al., 2012) is not based on the detection of the scattered photons but exclusively on
the detection of the recoil electrons resulting from incoherent scatterings of the incident
photons. Compton cameras have been successfully used for a long time in astronomy.
Mounted on a satellite, Compton camera telescopes, e.g. COMPTEL (Scho¨nfelder et al.,
1993) performed measurements of extraterrestrial γ-radiation.
Since not every coincident energy deposition in the layers of the Compton camera results
from Compton scattering and absorption, respectively, the selection of events is required.
The aim is to reject a lot of events which are not valid while keeping most of the valid
events. If the energy of the incident photons is known, an energy window can be set
around this value. Thus, a lot of invalid events are not considered for reconstruction.
In the context of particle therapy, the wide range of energies makes this task difficult.
One approach to reduce noise is based on the ratio of the energy depositions in the
detector layers. For the Compton camera with the two scatter layers and the hodoscope
(Roellinghoff et al., 2011) upper thresholds are introduced for the energy deposition in the
scattering layers (Richard et al., 2011). By applying upper limits of 2 MeV, 92 % of the in-
valid events are rejected and only 5 % of the valid ones. Evidently, these filters depend on
the geometry and material of the camera, the shape and position of the source, intrinsic
energy thresholds of the detector layers, and, therefore, have to be optimized for another
setup. Another filter criteria is based on equation (2.10): since cosine maps real values
to [-1,1], the following inequality needs to be fulfilled, otherwise the event associated with
L1 and L2 cannot result from a valid Compton event (Kormoll, 2013):
|1−m0c2
(
1
L2
− 1
L1 + L2
)
| ≤ 1. (2.11)
In astronomy the use of pair production events has a long tradition (Scho¨nfelder, 2004).
Pair production cameras are based on the tracking of electron and positron resulting from
a pair production. From the paths of electron and positron the direction of the incident
photon can be deduced via back projection. For γ-rays of more than 30 MeV a pair
production telescope is the device of choice (Scho¨nfelder, 2004), e.g. the Fermi Gamma-
ray Space Telescope (Michelson et al., 2010). In addition to the use of Compton events,
pair production events are also taken into account by the planned space telescope MEGA
(Kanbach et al., 2005). Up to now, no pair production camera was applied to the dose
verification of particle therapy. It must be stated that the preconditions in astronomy,
i.e. high energies, long recording time, and low count rates are not comparable with the
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prompt γ-rays emitted during therapeutic irradiation. A simulation study with the focus on
achievable angular resolution was performed for the relevant photon energies in particle
therapy (Golnik et al., 2011) with the conclusion that the angular resolution of a pair
production camera in this energy range is intrinsically bad.
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3 Modeling of the production of positron
emitters and prompt γ-rays
For the monitoring of particle therapy with PT-PET, the knowledge of the depth-dependent
yields of β+-emitters produced during the irradiation is crucial. In this chapter the abil-
ities of the multi-purpose Monte Carlo simulation codes PHITS and GEANT4, and the
one-dimensional deterministic code HIBRAC are compared to each other regarding the
reproduction of measured depth-dependent yields of the most abundant positron emit-
ters. Aside from protons, 7Li, 3He, and 12C beams are considered.
PHITS is also evaluated with respect to the prompt γ-rays emitted during irradiation.
Since experimental studies in this field are ongoing, reliable simulations of the prompt γ-
rays are especially important. The knowledge of the energy spectrum and rate of prompt
γ-rays is necessary for the optimization of dedicated PGI-hardware and, moreover, for
the development of the convolution algorithm mapping dose to activity and vice versa.
The prompt γ-ray emissions simulated with PHITS are compared to experimental data
and GEANT4 simulations.
3.1 Particle transport simulation codes
Today, many codes are available for the simulation of the transport of particles through
matter. The most frequently applied ones are GEANT4 (Agostinelli et al., 2003), GATE
(Jan et al., 2011), FLUKA (Ballarini et al., 2004), SHIELDHIT (Hansen et al., 2012), and
PHITS (Sato et al., 2013). All these mentioned simulation tools are Monte Carlo codes.
In contrast to this, HIBRAC is a deterministic code and considers only the beam direction,
i.e. no lateral movements (Sihver et al., 1996; Sihver and Mancusi, 2009).
PHITS (Particle and Heavy-Ion Transport code System) is chosen in this thesis for the
modeling of β+-emitters since, first of all, PHITS has been applied in various fields of
research, e.g. shielding of accelerators (e.g. Sato et al 2005), space radiation dosimetry
(e.g. Sihver et al., 2010), and radiotherapy (e.g. Sato et al., 2009). Furthermore, PHITS
was applied successfully to the simulation of secondary neutron production during proton
irradiation (Schardt et al., 2010b). Simulations of the production of the two most abun-
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dant positron emitters 11C and 15O during proton irradiation of a water and a PMMA target
have recently been performed with PHITS (Seravalli et al., 2012). In contrast to accurate
simulation results obtained with other Monte Carlo codes, PHITS underestimated the pro-
duction yields (Seravalli et al., 2012). However, in that study only the default parameter
settings were used. Concerning the modeling of the production of β+-emitters resulting
from the irradiation of targets with ions different to protons, this is the first analysis with
PHITS. Apart from the modeling of the production of β+-emitters, PHITS is used in this
work for the simulation of the photon emissions during proton irradiation. Up to now, no
publication describes the use of PHITS for this application.
HIBRAC is a one-dimensional deterministic particle transport code (Sihver et al., 1996,
1998; Sihver and Mancusi, 2009) written in FORTRAN. It was intended and is optimized
for the treatment planning of ion beam therapy. Results or parts of the code have been ap-
plied for the treatment planning systems in some ion beam facilities, e.g. Institute of Mod-
ern Physics, Chinese Academy of Sciences (IMP) in Lanzhou / China, HIMAC in Japan,
and at GSI in Darmstadt (Sihver and Mancusi, 2009). The cross section models and the
reaction kinematics used in HIBRAC were adopted to the Monte Carlo simulation code
providing the distribution of annihilation points for the treatment monitoring at GSI (Hasch,
1996). Since HIBRAC is a compact code which is based on conceptional models, easy
to modify, and fast, it is chosen here for the modeling of the β+-emitter production.
GEANT4 is an open source code and used by a large community (Agostinelli et al.,
2003). Since GEANT4 and derivative codes have been widely applied for the simulation
of prompt γ-rays as well as for the modeling of the production of β+-emitting nuclei during
the therapeutic irradiation with protons and other light ions, GEANT4 is used in this thesis
for an additional comparison. GATE, based on GEANT4, provides a comfortable use and
advanced features for the simulation of standard PET cameras and simple readout of
secondary isotopes (OpenGATEcollaboration, 2014). With GATE more accurate results
are obtained than with PHITS for the production of 11C and 15O during proton irradiation
(Seravalli et al., 2012). For carbon and helium beams the yields of β+-emitting nuclei
were simulated with MCHIT (Pshenichnov et al., 2006; 2007), which is also a GEANT4
application. In that work it is concluded that GEANT4 models the β+-activity with a devi-
ation of 30 to 50 % for energies common to therapeutic irradiation with ion beams. The
same order of discrepancy was found by another study benchmarking the positron emit-
ter production rate during carbon ion irradiation against experimental data (Bo¨hlen et al.,
2010).
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3.1.1 Models in PHITS
PHITS includes several total reaction cross section models, nuclear reaction models,
stopping power models, and evaporation models. These models are of relevance for the
outcome of the simulation of β+-emitters produced during the irradiation of a target.
The total reaction cross section, i.e. the probability for an interaction between the beam
particle and the atoms of the target, determines the life time of the beam particle, and,
therefore, its mean free path. The nuclear reactions resulting in specific types of frag-
ments scale with the total reaction cross section. In PHITS, the total reaction cross sec-
tion models TRIPATHI (or NASA) (Tripathi et al., 1999) and SHEN (Shen et al., 1989)
are available, where the SHEN model is implemented with a slight error (Sihver et al.,
2012b). According to a benchmarking with experimental data related to radiation protec-
tion in space, the TRIPATHI model is among the best total reaction cross section models
(Sihver et al., 2012a).
PHITS 2.30 provides different nuclear reaction models: JAM (Nara et al., 1999), the
Quantum Molecular Dynamics model (QMD) (Niita et al., 1995), and three Bertini mod-
els. These Bertini models comprise the Free Bertini, the old Cugnon model (Cugnon,
1980), and the new Cugnon model (Cugnon et al., 1981). In order to simulate the sta-
tistical decay of excited nuclei, i.e. the emission of light fragments, evaporation models
are incorporated in PHITS. In PHITS version 2.30 the Statistical Decay Model (SDM), the
Dresner model (DRES) (Dresner, 1963), and, as default, the Generalized Evaporation
Model (GEM) (Furihata, 2000) are implemented.
For the simulation of ionization processes of particles in matter the models SPAR (Arm-
strong and Chandler, 1973) and ATIMA (Geissel and Scheidenberger, 1998; Scheiden-
berger and Geissel, 1998) are included. SPAR is set as default model. The stopping
power model is responsible for the modeling of the energy transfer and, thus, for the
range of the particles which is essential for the in-vivo dose verification. As addressed
before (Seravalli et al., 2012), the accurate simulation of the stopping power and con-
sequently of the simulated range is a matter of the ionization potential varying between
PHITS and other Monte Carlo codes.
Recently, PHITS was optimized regarding the modeling of the γ-decay (Japan Atomic
Energy Agency, 2014). The corresponding model in PHITS 2.64 is called ENSDF-Based
Isomeric Transition and isomEr production Model (EBITEM) where ENSDF is a public
database (National Nuclear Data Center, 2014).
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3.1.2 Abilities of HIBRAC
HIBRAC calculates depth dose, dose average LET, energy straggling, and momentum
loss of ions traveling through matter (Sihver et al., 1996; Sihver and Mancusi, 2009). It
is based on semi-empirical total cross section and fragmentation cross section formulas
for proton-nucleus and nucleus-nucleus reactions (Sihver and Mancusi, 2009). HIBRAC
calculates projectile fragments up to the mass number Aprojectile - 1, where the cross
sections of fragmentation reactions are deduced by scaling the corresponding proton-
nucleus fragmentation cross sections (Tsao et al., 1993; Sihver et al., 1993; Sihver and
Mancusi, 2009). These proton-nucleus reference cross sections are derived from a vali-
dated semi-empirical code for the production of target fragments during proton irradiation
and are considered in terms of reversed kinematics as projectile fragmentation cross sec-
tions of an ion beam hitting a hydrogen target. The reference data are scaled by using the
weak factorization property of projectile fragmentation (Olson et al., 1983). The scaling
parameter is of Bradt-Peters type (Sihver and Mancusi, 2009). As shown by experiments,
the weak factorization property is not feasible for the use of a hydrogen target as a basis
(La Tessa et al., 2007). Therefore, further corrections are applied in HIBRAC.
The contributions of two generations of projectile fragments are considered, whose re-
maining energy is calculated by means of empirical approximations (Tsao et al., 1995).
HIBRAC returns the fluence of projectile fragments summarized for each atomic number
Z = 1,..., Zprojectile. For carbon beams in the relevant energy range the total and likewise
the partial charge changing cross sections for particles with Z = Zprojectile - 3,..., Zprojectile -
1 agree quite well with experiments (Toshito et al., 2007). However, due to a lack of
experimental data regarding the production of fragments with an atomic number of one
or two, the potential inaccuracy of HIBRAC is remarked (Sihver et al., 1998). In the cur-
rent HIBRAC version target fragments are not calculated (Sihver and Mancusi, 2009).
3.2 The production of β+-emitting nuclei during particle
irradiation
The positron emitter production is studied for protons, 12C, 3He, and 7Li ions as pro-
jectiles. The beam energies and the target material are chosen according to available
experimental data. With PHITS, GEANT4, and HIBRAC the depth-dependent yields per
incident particle (IP) of 11C, 15O, 10C, and 13N, which are the most abundant β+-emitters
during therapeutic irradiation of human tissue, are simulated. Accurate simulations of
11C are most important for off-line PET or in-room PET since after the irradiation the vast
majority of β+-emitters with half-lives shorter than the half-life of 11C (T 1
2
= 20 min) have
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already decayed.
3.2.1 Experimental data
Depth-dependent yields of β+-emitting nuclei deduced from experimental data are used
for a comparison with the simulated yields. The corresponding measurements were con-
ducted at GSI with a PET camera during and directly after the irradiation with proton
beams (Parodi et al., 2002), 3He beams (Fiedler et al., 2006), 7Li beams (Priegnitz
et al., 2008), and 12C beams (Priegnitz, 2012). The number of the specific nuclides
were derived by means of a fitting procedure (Parodi et al., 2002; Priegnitz et al., 2012).
These experimental yields were used earlier for a comparison with GEANT4 simulations
(Pschenichnov et al, 2007; Priegnitz, 2012), SHIELDHIT simulations (Fiedler, 2008), and
POSGEN simulations (Priegnitz, 2012).
3.2.2 PHITS simulations
PHITS version 2.30 is applied. To guarantee that the beam is stopped the size of the tar-
get is set to 10×10×40 cm3 with the beam in z-direction. The obtained depth-dependent
yields are histogrammed in bins of 1 mm size. The number of incident particles is set to
107 for proton beams and to 106 for 12C, 3He, and 7Li beams. The type of the output file
and the parameters are specified in way that PHITS provides the number of the relevant
nuclides as a function of the depth where they stop. Both available total cross section
models SHEN and TRIPATHI, are tested. Concerning the nuclear reaction model, QMD,
JAM, and the three Bertini models are applied. Additionally, the available evaporation
models as well as the two stopping power models ATIMA and SPAR are tested.
3.2.3 HIBRAC simulations
To start HIBRAC, only the energy, the mass number, and the atomic number of the pro-
jectile and the specification of the target material are required. Since HIBRAC calculates
the transport of particles in direction of the beam and neglects lateral movements, nei-
ther target geometry, nor beam expansion need to be defined. Since the original HIBRAC
version (Sihver and Mancusi, 2009) cannot be used directly for the simulation of specific
positron emitters produced during particle irradiation several changes to the code are
necessary.
First of all, in contrast to the original HIBRAC version, each projectile fragment that is
of interest is saved individually. In the original version projectile fragments are grouped
according to their atomic numbers. Furthermore, instead of the fluence of the projectile
fragments, the positions, where the projectile fragments are stopped are calculated. That
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means, when a fragmentation process takes place, the range of this particle is calculated
and the yield for the corresponding bin is updated. Since HIBRAC uses different bin sizes
over the range of the particles, changes of the bin size between the bin of production and
the bin that is finally reached by this particle are taken into account.
Another modification of the HIBRAC code is the incorporation of the target fragmentation.
The modified code provides the relevant fragments depending on the projectile and the
composition of the material. The target fragmentation itself is calculated by exchanging
the involved projectile and target nuclei. It is assumed that the energy transfer between
projectile and target fragment is zero, and, consequently, the movement of the target
fragments is not considered. The following types of fragments are calculated:
• First generation of projectile fragments;
• First generation of target fragments;
• Second generation of projectile fragments, i.e. fragments of projectile fragments;
• Second generation of target fragments, i.e. target fragments originating from a hit
of a primary projectile fragment with the target.
In the original HIBRAC implementation quadrium ions (4H) appear unintentionally as pro-
jectile fragments and are followed by secondary target fragments induced by interactions
of the 4H ions with the target material. Due to the short half-life of quadrium (T 1
2
<10-21s),
the production of this isotope is discarded.
3.2.4 GEANT4 simulations
In this thesis the focus is put on the analysis of PHITS and HIBRAC. GEANT4, which
has been approved for this application, is used for an additional comparison. Therefore,
the simulations with GEANT4, version 9.3 are restricted to the recommended models and
parameter settings of the GATE-collaboration (OpenGATEcollaboration, 2014) for particle
therapy. For carbon ion beams the nuclear reaction QMD is recommended over the Intra-
Nuclear Cascade model (INC) which is consistent with a previous simulation study of
the production of β+-emitters (Bo¨hlen et al., 2010). For lithium and helium beams both
models are tested. For the GEANT4 simulations the same target dimensions, number of
beam particles, and the same bin size for the yields is used as for PHITS. For the recent
simulation study of the positron-emitter production during proton therapy (Seravalli et al.,
2012) the GEANT4 application GATE, version 6.1 (Jan et al., 2011) was applied. Here,
GEANT4 is used, since GATE turned out not to be suitable for 3He beams due to the
missing implementation of the necessary class IonInelastic for 3He in GATE 6.1.
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3.2.5 Results
In figure 3.1 the depth-dependent yields of 15O during the irradiation of a PMMA target
with 12C ions obtained with PHITS using the different nuclear reaction models, total cross
section models, stopping power models, and evaporation models are depicted. Visible
differences can be observed for the different nuclear reaction models. The total cross
section models SHEN and TRIPATHI on the other hand lead to the same production
rate. Between the range obtained with the stopping power models SPAR and ATIMA,
no difference is evident for this example and agrees with the experimentally found peak.
However, the calculation of the range depends on the applied ionization potential where
different values are used for PMMA in the Monte Carlo codes PHITS and GATE (Seravalli
et al., 2012). Remarkably, the choice of the evaporation model is important. Consider-
able deviations in the yields obtained with different evaporation models can be observed
with PHITS. The impact of these evaporation models is independent of the combination
of the nuclear reaction model with an evaporation model. Surprisingly, the PHITS sim-
ulation without the use of any evaporation model leads to the best agreement with the
experimental data for this example.
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Figure 3.1: Depth-dependent yields of 15O during the irradiation of a PMMA target with 12C ions of
266 AMeV simulated with PHITS using different nuclear reaction and total cross sec-
tion models (top), different stopping power models (center), and different evaporation
models (bottom) in comparison to experimental data (Priegnitz et al., 2012).
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Figure 3.2 depicts the cross sections for 12C(p, pn)11C and 16O(p, pn)15O reactions used
in HIBRAC in comparison with published experimental data (National Nuclear Data Cen-
ter, 2013). A good agreement between these experimental and the measured values is
found, except for the cross section of reaction 16O(p, pn)15O in the energy range 40 to
60 MeV which is overestimated by HIBRAC.
Figure 3.2: Comparison between the fragmentation reaction cross sections included in HIBRAC
and experimental cross sections (National Nuclear Data Center, 2013) for the reac-
tions 12C(p, pn)11C (top) and 16O(p, pn)15O (bottom).
Figure 3.3 shows the 11C yields produced during carbon irradiation of a PMMA target as
simulated with HIBRAC together with experimental data. The yields originating from the
first and second projectile and target fragmentations are plotted individually. The peak re-
sulting from projectile fragmentation is well reproduced. On the other hand, the plateau,
which originates from target fragments is underestimated. It should be mentioned that HI-
BRAC simulates a small rate of secondary projectile fragments of 11C for 12C projectiles.
This can be explained by the fact that 12N can result from a charge-changing reaction of
the incident projectile followed by a fragmentation reaction with 11C as projectile fragment.
The charge-changing reaction of 12C to 12N can be confirmed by published experimental
data concerning the nuclear reactions 12C(p, n)12N (National Nuclear Data Center, 2014).
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Figure 3.3: Depth-dependent yields of 11C during the irradiation of a PMMA target with 12C ions
of 266 AMeV simulated with HIBRAC and compared to experimental data (Priegnitz
et al., 2012).
The figures 3.4, 3.5, and 3.6 show depth-dependent yields of β+-emitters for proton,
3He, 7Li, and 12C beams, respectively, which are simulated with GEANT4, PHITS, and
HIBRAC, and compared to measured data. For PHITS the default parameter settings
are used. For the proton irradiation an accurate reproduction of the 11C and 15O yields
is obtained with GEANT4 and HIBRAC, cf. figure 3.4. The deviation at the end of the
range between the experimental data and the HIBRAC and GEANT4 results is probably
due to the spatial resolution of the PET scanner used for the experiments. In contrast to
GEANT4 and HIBRAC, PHITS generally underestimates the production rates of the con-
sidered β+-emitters. For the production of 11C yields during 3He and 7Li irradiation, the
HIBRAC and PHITS results are considerable less accurate than the yields obtained with
GEANT4, cf. figure 3.5. Regarding the 11C yields during the irradiation of the water target
with 12C ions, cf. figure 3.6, the projectile fragments are most accurately reproduced with
HIBRAC and the target fragments with GEANT4.
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Figure 3.4: Depth-dependent yields of 15O and 11C during the irradiation of a PMMA target with
protons of 175 MeV. The yields obtained with the simulation codes PHITS, HIBRAC,
and GEANT4 are compared to experimental data (Parodi et al., 2002).
Figure 3.5: Depth-dependent yields of 11C during the irradiation of a water target with 7Li ions
of 162 AMeV (left) and 3He ions of 130.3 AMeV (right). The yields obtained with the
simulation codes PHITS, HIBRAC, and GEANT4 are compared to experimental data
(Fiedler et al., 2006; Priegnitz et al., 2008).
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Figure 3.6: Depth-dependent yields of 11C (top, left), 15O (top, right), 10C (bottom, left), and 13N
(bottom, right) during the irradiation of a water target with 12C ions of 266 AMeV.
The yields obtained with the simulation codes PHITS, HIBRAC, and GEANT4 are
compared to experimental data (Priegnitz et al., 2012).
Figure 3.7 shows the deviations from the experimental data for the production of 11C for
the three different simulation codes. The deviations from the experimental data regard-
ing the total amount and each sampling point of the depth-dependent yields of 11C are
given. The PHITS simulations are obtained with the default settings. For the GEANT4
simulations the INC is used for proton beams and the QMD for the other three types of
ions. According to these results, GEANT4 shows considerably better agreement with the
experiments than PHITS. Moreover, the comparability of HIBRAC with GEANT4 simula-
tions for proton beams is confirmed.
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Figure 3.7: Evaluation of PHITS, HIBRAC, and GEANT4 simulations: deviation from the mea-
sured total yield (top) and mean pointwise deviation from the measured depth-
dependent yields (bottom) of 11C produced during the irradiation with 12C, 7Li, 3He,
and proton beams.
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For the applicability of a simulation code to PT-PET, its runtime is crucial. Thus, HIBRAC,
GEANT4 version 9.5, and PHITS version 2.30 are tested regarding their time consump-
tion on the same personal computer. Exemplarily, the calculation of the production of the
positron-emitters 13N, 11C, 10C, and 15O during the irradiation with protons of 175 MeV of
a PMMA target is chosen. None of the codes is executed in parallel mode. For PHITS
and GEANT4 107 incident particles are used, to achieve sufficient data, cf. figure 3.4.
Between HIBRAC and the two Monte Carlo tools, the runtime differs by a factor of 30 and
50, respectively, cf. table 3.1.
Table 3.1: Comparison of the runtime required to simulate the depth-dependent yields of 13N,
11C, 10C, and 15O during the irradiation of a PMMA target with protons of 175 MeV.
HIBRAC GEANT4 PHITS
0.13 h 3.65 h 6.42 h
3.3 Simulation of the prompt γ-ray emissions with PHITS
The abilities of PHITS version 2.64 using the EBITEM model are tested with respect to
the modeling of prompt γ-ray emissions. For this purpose, energy-spectra of γ-ray emis-
sions during proton irradiation are simulated with PHITS by adopting an experimental
setup. Within the corresponding experimental study at Kernfysisch Versneller Instituut
(KVI) in Groningen, the Netherlands, a proton pencil beam with 150 MeV was directed
on a PMMA target (10×10×15 cm3). During the irradiation the γ-rays emitted from the
target were detected with a germanium detector placed perpendicularly to the beam di-
rection. These experiments were conducted by other members of OncoRay and HZDR.
The PHITS simulations cover all photons escaping the target and, secondly, the energy
deposition in the detector. Beside the comparison to the preliminary experimental data
obtained at KVI, the results achieved with PHITS are also compared to GEANT4 simula-
tion results.
In the simulation study with PHITS all photons crossing the surface of the PMMA target
are stored. Figure 3.8 shows the obtained energy spectrum in comparison to GEANT4
simulation results, which are provided by Andreas Schumann (OncoRay / HZDR). In gen-
eral, a good agreement between the positions of the peaks in the two spectra up to an
energy of 7 MeV can be observed. Remarkably, the spectrum obtained with PHITS does
not show the peaks at 511 keV and 2.2 MeV which should be prominent. The peak at
511 keV is associated with the annihilation photons and the one at 2.2 MeV with the neu-
tron capture in hydrogen. In contrast to PHITS, GEANT4 does not calculate the Doppler-
broadening accurately. Due to the Doppler broadening, lines of a photon spectrum corre-
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sponding to nuclear reactions should actually appear broadened. For example, the peak
at 4.4 MeV is partially broadened but is narrowed erroneously to a line in the spectrum
obtained with GEANT4. The apparent discrepancies in the rate of prompt γ-rays with
energies higher than 7 MeV between PHITS and GEANT4 require a detailed study of the
underlying models which are responsible for the modeling of γ-rays in that energy region.
Figure 3.8: Prompt γ-ray emissions during proton irradiation of a PMMA target. The PHITS and
GEANT4 simulations are performed with 107 protons and all γ-rays escaping the
target are shown in bins of 4 keV. The GEANT4 simulation results are provided by
Andreas Schumann (OncoRay / HZDR).
Secondly, in order to provide a quantitative comparison between PHITS simulations and
experimental data, the energy deposition in the germanium detector is calculated with
PHITS. For this reason, the position and the geometry of the germanium detector is mod-
eled with PHITS according to the experimental setup. The hereby obtained simulated
energy depositions are depicted in the histogram in figure 3.9 in comparison to GEANT4
results and preliminary measured data. The experimental data as well as these GEANT4
simulations are also shared by Andreas Schumann (OncoRay / HZDR). With PHITS, the
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energy depositions in the germanium detector are overestimated by 50 %. The values
obtained with PHITS are even higher than with GEANT4, except for the energy range
from 3 to 6 MeV for which comparable yields have been simulated with GEANT4 and
PHITS. Fortunately, photons in this energy range are most relevant for the application of
a Compton camera.
Figure 3.9: Energy deposition in the germanium detector during proton irradiation of a PMMA
target as calculated with PHITS in comparison to GEANT4 results and preliminary
measurements performed at KVI. The GEANT4 simulation results as well as the
experimental data set are provided by Andreas Schumann (OncoRay / HZDR).
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of a Compton camera prototype
Particle therapy monitoring by means of a Compton camera is an approach that is pur-
sued intensively at OncoRay in collaboration with the HZDR. At the moment, a Comp-
ton camera prototype is being developed (Kormoll et al. 2011; Kormoll, 2013; Hueso-
Gonza´lez et al., 2014) with the intention to install it at the new proton facility in Dresden
for in-vivo dose verification of patient treatment. To achieve this goal, substantial opti-
mization work is ongoing, concerning the detector design, the readout electronics, and
the reconstruction algorithm.
Monte Carlo simulations essentially support this project. Simulations allow for a system-
atic investigation of the influence of parameters like the geometrical setup, the detector
material, and the energy of the incident photons on the detection efficiency of the camera.
Another major reason for the use of advanced simulation tools, as e.g. the Monte Carlo
code GEANT4, is the possibility to track each particle and all processes taking place
along its way through matter. This also includes particles of further generations. There-
fore, these simulations provide more insight into the interactions than can be obtained
by experiments. For example, the deviation originating from the use of the positions of
detection instead of the points of scattering and absorption is studied. Furthermore, the
number of possible processes which occur in a Compton camera is too high to estimate
the rates of the different sequences of interactions analytically, i.e. by means of known
cross sections, without applying simplifications (Kormoll, 2013). Thus, another aim of the
simulations in this context is the classification of the occurring coincident energy depo-
sitions into valid Compton events and invalid events which cannot be used for a recon-
struction. For instance, if a photon is scattered more than once in the scatter plane, the
scatter angle is not reconstructed correctly and this event is not a valid Compton event
in the sense of imaging. A further task is the evaluation and establishment of filtering
mechanisms improving the rate of valid Compton events, i.e. to reduce background due
to invalid events at the expense of valid events. Recommendations for suitable criteria for
the rejection of events are developed using simulation results. Furthermore, the impact
of the energy resolutions of the detector layers on the angular resolution can be analyzed
for the actual distribution of scattering angles can very easily by means of simulations.
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In addition to this, the possibility of extending the Compton camera to make use electron-
positron pairs following a pair production is evaluated. This is conducted with respect to
the number of detected pair production events and the achievable angular resolution of
the back projected photon direction.
The Monte Carlo simulations in this chapter are intended to model reality as accurate
as possible. This concerns the detector design, the photon source, the energy of the
γ-rays, and the modeling of detector response. To verify the simulations, simulated data
are compared to available experimental results.
Modeling of photon processes with GEANT4
The simulations are performed with the Monte Carlo code GEANT4 version 9.5. GEANT4
is a widely used toolkit for the simulation of particles traversing matter (Agostinelli et
al., 2003). Physical processes can be included in the simulation by declaring them in
so-called physics lists. The physics list QGSP BIC provided by GEANT4 was chosen.
Thereby, the possible interactions of a photon and secondary particles traversing vari-
ous materials can be modelled. In order to simulate the processes that are important
for this application as exactly as possible, the standard models included by QGSP BIC
for photoelectric effect, Compton scattering, pair production, as well as ionization and
bremsstrahlung induced by electrons are replaced with the corresponding Livermore low-
energy electromagnetic models, which model photon processes down to 250 eV (Incerti,
2014):
• G4LivermorePolarizedPhotoElectricModel,
• G4LivermorePolarizedComptonModel,
• G4LivermorePolarizedGammaConversionModel,
• G4LivermoreIonisationModel, and the
• G4LivermoreBremsstrahlungModel.
The G4LivermorePolarizedComptonModel takes into account the Doppler-broadening
for Compton scatterings. Validations of the photon interaction models implemented in
GEANT4 against reference libraries were performed proving a good agreement between
all considered cross section libraries and the implemented models of the three photon
processes that are relevant regarding this application, i.e. photoelectric effect, pair pro-
duction, and Compton scattering (Cirrone et al., 2010).
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4.1 Simulation of Compton events
4.1.1 Considered sources and setups
Since the detector response of the Compton camera is sensitive to the direction of the in-
cident photons, the dimension of the source and the distance between the source and the
camera are of importance. Two shapes of sources are used for the simulation study. The
first source is a point source and the second one a spherical source with 10 cm diameter,
which roughly approximates one irradiation field in cancer therapy. In the following, these
two sources are situated in a straight line in front of the Compton camera leaving 10 cm of
air between the source and the camera by default. With respect to the intended applica-
tion to in-vivo dosimetry, a distance of at least 10 cm between the Compton camera and
the origin of the prompt γ-rays is required. The simulated sources emitted prompt γ-rays
isotropically. Different energies of the γ-ray sources are chosen in the relevant energy
range between 0.5 and 10 MeV. Thereby, energy dependency of the detector response
is studied. To model γ-ray emissions with energies similar to those occurring during a
patient irradiation, the spectrum shown in figure 2.1 is also used as input. The spherical
source with the γ-ray emissions from this simulated spectrum is referred to as patient
source in the following.
In this thesis different configurations of a Compton camera prototype are considered with
the focus on the detector materials cadmium zinc telluride (CZT), lutetium oxyorthosilicate
(LSO), and BGO. Material and dimensions of the detector layers are in line with available
detectors at OncoRay / HZDR. Two types of setups are considered: scatter-absorber sys-
tems and scatter-scatter systems, following the terminology of the recent design study
of these prototypes (Kormoll, 2013). The former consists of two layers, one dedicated
to incoherent photon scattering and the measurement of the energy deposition of the re-
coil electron and the second detector plane is dedicated to the absorption of the scattered
photon. The latter is built from three layers, where two of them are destined for scattering.
Three scatter-absorber camera configuration are used for the simulations, cf. table 4.1.
For the first configuration two CZT-detectors are simulated, one as scatter and one as
absorber layer with 4 cm in-between (center to center). Each CZT detector has a size of
2×2×0.5 cm3. The other two designs also consist of a scatter layer made from CZT but
have LSO or BGO, respectively, as absorber with the dimension 5.2×5.2×2 cm3. The
absorber is placed 8 cm behind the scatter layer in one line (center to center). All designs
are aligned in z-direction, cf. figure 4.1.
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Figure 4.1: Setup of the considered CZT-LSO or the CZT-BGO Compton camera with the spher-
ical source.
Table 4.1: Properties of the scatter-absorber systems under study.
Detector Scatter layer Absorber layer Distance
CZT-CZT CZT: 20×20×5 mm3 CZT: 20×20× 5 mm3 40 mm
CZT-LSO CZT: 20×20×5 mm3 LSO: 52×52×20 mm3 80 mm
CZT-BGO CZT: 20×20×5 mm3 BGO: 52×52×20 mm3 80 mm
The scatter-scatter system considered is illustrated in figure 4.2. Two CZT-detectors
(2×2×0.5 cm3) are used as scatter layers and three BGO detectors (5.2×5.2×2 cm3)
form the absorber. The distances are 4 cm between the CZT detectors and 8.5 cm be-
tween the second CZT detector and the central BGO detector. This detector arrangement
is referred to as CZT-CZT-BGO and is based on an experimental setup.
4.1.2 Modeling of the detector response
In reality, every charged particle can induce a signal in a detector layer of the Compton
camera. From an arbitrary registered energy deposition it cannot be concluded which
kind of process has taken place. Consequently, in this simulation study an event is de-
fined as a coincident energy deposition in at least two detector layers, regardless of the
type and origin of the inducing particles. Events in a scatter-absorber system consist of
energy depositions in both detectors and are therefore called scatter-absorber events.
Concerning the scatter-scatter system, coincident energy depositions in all three layers
are referred to as scatter-scatter events. If only in two of the three layers of a scatter-
scatter detector system an interaction is registered, this event is considered also as a
scatter-absorber event, with the scattering assumed in the layer closest to the source.
The time resolution of the setup under consideration does not permit the measurement
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Figure 4.2: Setup of the CZT-CZT-BGO camera with two Compton scatterings and the absorption
of the incident photon.
of the time difference between the interactions of a photon in different layers. Therefore,
an event can result from any order of interactions, i.e., backscattered events are not ex-
cluded.
For the simulation of events, realistic lower energy thresholds are considered dependent
on the detector material. For CZT and BGO thresholds of 100 keV and for LSO 50 keV are
used as default values. Energy resolution is taken into account by blurring the exact en-
ergy depositions according to table 4.2: Gaussian distributions of the energy resolutions
are assumed with a standard deviation being a function of the exact deposited energy.
The energy resolutions for LSO and BGO are derived by measurements performed by
Christian Golnik, Fernando Hueso-Gonza´lez, Thomas Kormoll (OncoRay / TU Dresden),
and Katja Ro¨mer (HZDR).
Next, it has to be determined how to simulate the detection positions in each of the de-
tector layers. Possibly, several particles deposit energy at different locations until they are
stopped or escape from a detector layer. If for example a Compton scattering occurs, the
resulting recoil electron deposits energy by multiple scatterings. For the simulation, the
center of gravity, i.e. the mean of all energy-weighted locations of energy deposition, is
considered as the detection position. This assumption agrees with the measuring points
in reality.
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Evidently, the idealized character of simulations has to be taken into account. In partic-
ular, the following aspects need to be mentioned. First, each emitted photon is tracked
individually by the performed GEANT4 simulations. This is in contrast to experimental
measurements, since measurements can contain false coincidences, i.e., two particles
of independent origin interact simultaneously and are registered as one event. Further-
more, it can occur that an event does not trigger a measurement due to the dead time of
the detector. Additionally, the use of LSO is accompanied by another difficulty: this mate-
rial is intrinsically radioactive. This is not a negligible reason for false coincidences and,
therefore, background. Moreover, since this simulation study is not focused on the read-
out electronics, neither the trigger regime, nor electrical fields in the detector are taken
into account. Furthermore, inhomogeneities of the detector material are not considered.
Table 4.2: Energy resolution of the detectors under consideration as a function of the deposited
energy L. The energy resolution for CZT was used before (Kormoll et al., 2011)
and the energy resolutions of the LSO and the BGO detector are derived by mea-
surements; courtesy of Christian Golnik, Fernando Hueso-Gonza´lez, Thomas Kormoll
(OncoRay / TU Dresden), and Katja Ro¨mer (HZDR).
Detector Energy resolution / FWHM
CZT 6 keV + 0.15 keV
√
L / keV
LSO
(
11.912√
0.001L / keV
+ 1.365
)
L · 10−2
BGO 9.6 keV + 3.43 keV
√
L / keV
4.1.3 Classification of events and filter criteria
A scatter-absorber event is considered as valid Compton event if exactly one Compton
scattering takes place in the scatter layer followed by the complete absorption of the scat-
tered photon in the absorber layer, no secondary particle escapes from the detector layer
it is produced in, and no interaction of the incident photon in the air takes place. Scatter-
scatter events are considered as valid if the photon undergoes exactly one Compton
scattering inside the two scatter layers and an arbitrary inelastic interaction in the ab-
sorber in the correct order, without escape of secondary particles from the first two layers
or interactions in the air. For scatter-scatter events this definition of valid Compton events
equals the one in a previous publication (Richard et al., 2011). Concerning the simulation
study analyzing the feasibility of a Compton camera with CZT as scatter layer (Kormoll,
2013), this approach is an extension, because in that study the movement of secondary
particles has been neglected, i.e., it is assumed that they always stop inside the detector
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layer they originate from.
It is studied whether it is possible to select events according to certain characteristics
with the aim to reject a large number of invalid events while keeping the majority of the
valid Compton events. In the following, various approaches dedicated to a possible re-
duction of background are discussed. In case of a known photon source, all events with a
measured energy deposition outside a narrow interval containing the initial energy can be
discarded. For the wide energy spectrum of incident photons present during therapeutic
irradiation with particle beams, a selection of events is more difficult and advanced filter
criteria need to be established.
The following filter criteria are considered for a scatter-absorber system using the avail-
able data, i.e. the energy deposition in the scatter layer (L1), the energy deposition in the
absorber layer (L2), and the depth-of-interaction in the scatter layer:
Condition 1 L1 + L2 ≤ T : the first idea is to apply an upper energy threshold for the
total energy deposition L1 + L2. Since for photons with an energy larger
than 7 MeV the pair production is the dominant process in CZT (Berger et
al., 2014), 7 MeV could be used as upper threshold if a CZT detector is
considered as scatter layer.
Condition 2 |1 − m0c2
(
1
L2
− 1L1+L2
)
| ≤ 1 is a necessary condition for an event to be
valid, due to equation (2.10) and the cosine function mapping into the in-
terval [−1, 1]. All other events with energy depositions L1 and L2 cannot
originate from a valid Compton event and should not be considered for re-
construction (Kormoll, 2013). If the position of the source is known, the
range of feasible scattering angles can be used as an even more restrictive
condition regarding feasible values of |1−m0c2
(
1
L2
− 1L1+L2
)
|.
Condition 3 L1 6= 511 keV and L2 6= 511 keV: if the simulated energy deposition in one
detector layer equals 0.511 MeV, this event is almost surely invalid. The
reason is that this energy deposition results most likely from an annihilation
photon. Therefore, a simple method to reduce background is to reject all
events with an energy deposition of 0.511 MeV in one of the layers. Obvi-
ously, the energy resolution has to be taken into account to define an appro-
priate energy window.
Condition 4 According to the ratio between L1 and L2: in a recent publication dealing
with a scatter-scatter Compton camera (Richard et al., 2011) the distribu-
tion of energy depositions in the two scatter layers of a Compton camera
was studied for valid and invalid Compton events. Upper thresholds for the
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energy deposition in both scatter layers result from this analysis. Here, this
strategy is adopted for the scatter-absorber detector.
Condition 5 Threshold for the depth-of-interaction in the scatter layer: Secondary charged
particles, e.g. electrons following Compton scatterings, photoelectrons and
electrons and positrons following a pair production, deposit energy along
their way out. Therefore, the escape of charged particles and their interac-
tions in the absorber are more probable for detection positions in the last
part of the scatter layer. Using this criterion, events with a detection position
deeper than a certain threshold are discarded.
Condition 6 L1 + L2 = EPeak: this idea is based on the prominent lines in the assumed
spectrum of emitted photons during irradiation. If the sum of the energy
depositions equals the energy of a peak (EPeak), the probability that the
measured energy is the incident energy of the photon is high. This is just due
to the fact that a high percentage of γ-rays are emitted with energy EPeak.
If there is no escape of energy from the Compton camera, the probability is
high that such an event is a valid Compton event. Evidently, in practice the
question is whether there is an adequate number of photons emitted with
EPeak and registered with a total measured energy deposition in an energy
window around EPeak.
4.1.4 Results
Influence of energy resolution on uncertainty of the scattering angle
Since the scattering angle ϕ is deduced from the measured energy depositions L1 and
L2, cf. equation (2.10), the energy resolution influences the precision of the calculated
scattering angle and, therefore, the quality of the reconstructed image. One possibility
to analyze the influence of the energy resolution is the application of the standard error
propagation (Kormoll et al., 2011)
(dϕ)2 = T 21
(
dL1
L1
)2
+ T 22
(
dL2
L2
)2
(4.1)
where T1 and T2 are dependent on the scattering angle ϕ, L1, and L2. The uncertainty
of the exact scattering angle ϕ (dϕ) is given as a function of ϕ (Kormoll et al., 2011).
In contrast to this previous study (Kormoll et al., 2011), in this work, the influence of the
energy distribution on the angular uncertainty is studied for the specific setups CZT-LSO
and CZT-BGO and the actual distributions of scattering angles using the patient source.
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Thus, explicit values of the average deviation from the correct angle induced by the en-
ergy resolution are obtained for the existing hardware systems and a realistic distribution
of incident photons. In order to neglect further uncertainties, only valid Compton events
are considered for this analysis.
In figure 4.3 the influence of the energy resolution on the calculated scattering angle is
quantified for the CZT-LSO setup and the patient source. The deviation between exact
and blurred scattering angle is derived by calculating the scattering angle first with the
values of the simulated energy depositions, and secondly with the energy depositions
blurred according to the energy resolutions of CZT and LSO. The first (top left) image
depicts the mean deviations between exact and blurred scattering angle. The results for
CZT given as a function of the true scattering angle are comparable with the already
published results (Kormoll et al., 2011). However, the actual distribution of scattering
angles, which is depicted in the lower left image in figure 4.3, needs to be considered
in order to provide a quantification of this uncertainty. Therefore, the deviations from the
true scattering angle are also depicted (bottom right) after the normalization according to
the distribution of scattering angles, which is shown in the lower right image of figure 4.3.
Since scattering angles larger than 40 degrees are rare, the deviations arising from these
events do not have much influence on the mean deviation. The deviation resulting from
the energy blurring in the CZT is the same for both setups, the CZT-LSO and the CZT-
BGO, on average 0.08 degrees. It is obvious, that the energy resolution of the absorber
has more impact on the angular resolution than the energy blurring of the CZT detector.
For the CZT-LSO setup the mean deviation is 0.74 degrees for the LSO, and, if the CZT-
BGO setup is used, a deviation of 0.88 degrees resulting from the energy resolution of
the BGO detector has to be expected. Hence, the improvement of the energy resolution
of the absorber is more important than to achieve a better energy resolution of the scatter
layer.
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Figure 4.3: Uncertainty of the calculated scattering angle caused by the energy resolution of
each of the detector layers (CZT and LSO). The upper left image depicts the average
deviation for each scattering angle. The lower right image shows the normalized de-
viation from the exact scattering angle for the actual distribution of scattering angles,
which is shown in the lower left figure. The patient source is used. The influence of
the energy resolution of the CZT detector on the uncertainty of the calculated scat-
tering angle is depicted in black and for the LSO detector in red. Only valid Compton
events are considered.
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Modeling of the spatial uncertainty induced by the detection positions
The measured interaction points in the detection layers do not agree with the actual po-
sitions of the desired photon processes, i.e. Compton scattering and absorption, respec-
tively, but with the centers of gravity of all energy depositions in the corresponding layer.
The impact of this fact on the spatial uncertainty with respect to the reconstructed track
of the photon is quantified in the following for the scatter-absorber setup CZT-LSO. Af-
ter a Compton scattering has taken place, energy is deposited by the Compton electron
and possibly by bremsstrahlung induced by the decelerating Compton electron. For this
reason, the relevant deviation in the scatter layer corresponds to the distance between
the center of gravity and the position of the Compton scattering. Regarding the absorber,
the relevant processes are pair production, photoelectric effect, and Compton scattering,
where only the two former result in an absorption of the incident photon. The secondary
particles resulting from these processes and, potentially, from a precedent Compton scat-
tering, ionize the atoms of the detector. Therefore, in the case of the absorber, the rele-
vant deviation corresponds to the shortest distance between the center of gravity and the
straight line that is defined by the direction and entering position of the photon incident on
the absorber. Furthermore, the influence of Compton scattering in the absorber on this
deviation is studied. In the GEANT4 simulations performed to evaluate this uncertainty,
exclusively valid Compton events are taken into account in order to avoid further inaccu-
racies.
The results of this simulation are shown in figure 4.4. As expected, the deviation between
the center of gravity and the point of the incoherent scattering in the CZT increases with
the energy of the incident photon due to the length of the mean free path of the Compton
electron, and reaches circa 0.5 mm for a photon of 10 MeV incident energy. For a point
source the deviation is slightly smaller than for the spherical source because large scatter
angles in the CZT come along with high energy transfer to the recoil electron. The spatial
deviation arising from th use of the center of gravity of all interactions in the absorber is
about 1 mm, cf. figure 4.4. This deviation is depicted for all valid Compton events and for
those valid Compton events without an incoherent scattering in the absorber. For photons
with an energy below 5 MeV, Compton scatterings in the absorber have considerable in-
fluence on this spatial uncertainty.
From this study it can be concluded, that the error caused by the use of the center of
gravities should be taken into account, in addition to the intrinsic spatial resolutions of the
detector layers, when analyzing the angular resolution of the camera.
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Figure 4.4: Uncertainty arising from the use of the center of gravity in the scatter layer and ab-
sorber layer, respectively. The CZT-LSO detector system is used.
Detection probabilities
The simulated detection probabilities are shown in figure 4.5 for different setups and var-
ious energies of the incident photons. The detection probabilities for the CZT-LSO setup
are higher than for the CZT-CZT due to differences in the dimensions of the detectors and
the attenuation properties of the detector material. The detection probabilities increase
with the energy. This can be explained by the energy dependence of the cross sections
of the different photon interactions and the energy-dependent mean free paths of sec-
ondary particles, in particular electrons. When the spherical source is used instead of
the point source, about 50 % less events are obtained. The reason for this observation
is that the probability for a photon to induce an event in the detector is dependent on its
distance and alignment to the detector, especially regarding the range of possible scat-
tering angles. For the CZT-BGO system the same detection probabilities are obtained
as for the CZT-LSO camera. To estimate the number of events achievable in reality, the
patient source is applied in these simulations. Per γ-ray emission 3.3 ·10-6 events are
registered with the CZT-CZT setup and 1.2 ·10-5 in the CZT-LSO setup with the camera
systems placed in 10 cm distance in front of the source. Figure 4.6 shows the detection
probabilities for the scatter-absorber events and the scatter-scatter events registered with
the CZT-CZT-BGO system. The number of events corresponding to energy depositions in
both CZT detectors is lower for this setup than for the CZT-CZT camera, since all events
with energy depositions in both CZT layers and one of the three BGO detectors are not
considered as scatter-absorber events.
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Figure 4.5: Detection probabilities for two scatter-absorber Compton camera configurations and
two differently shaped sources per isotropically emitted photon.
Figure 4.6: Number of scatter-scatter events and the three types of scatter-absorber events reg-
istered with the CZT-CZT-BGO camera system, cf. figure 4.2, per isotropically emitted
photon. A point source is used.
Percentage of valid Compton events
Figure 4.7 shows the percentage of valid Compton events for the three scatter-absorber
setups and the CZT-CZT-BGO setup for different energies of the incident photons. As a
result it can be stated that the CZT-LSO and the CZT-BGO setup provide a higher per-
centage of valid events than the CZT-CZT camera. With the BGO absorber, a slightly
higher percentage of valid events than with LSO is obtained, cf. figure 4.7. Differences in
the cross sections of the photon processes (Berger et al., 2014) in BGO and LSO result
in a less rate of backscattering and escape from the absorber.
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Regarding the CZT-CZT-BGO setup, the percentage of valid scatter-scatter Compton
events is higher than the rates of scatter-absorber events for incident energies up to
3 MeV and lower for photons with an energy above 3 MeV. The former fact can be ex-
plained by the allowed escape of energy from the absorber and the latter from the rate
of secondary interaction products (i.e. photons, electrons, and positrons) escaping from
a scatter layer and interacting in the absorber which increase with the energy. In every
case the percentage of valid Compton events is maximal, if the incident photon has an
energy of about 1 MeV. For the patient source the obtained percentage of valid events is
10.9 % and 1.5 % for the CZT-LSO and the CZT-CZT setup, respectively.
Figure 4.7: Percentage of valid Compton events (in terms of all events) for the three scatter-
absorber Compton cameras under consideration (left) and the CZT-CZT-BGO setup,
cf. 4.2 (right). The point source is used.
The main reasons for the appearance of invalid scatter-absorber events are
1. Backscattering: the photon traverses the scatter layer without any interaction, inter-
acts in the absorber and the scattered photon itself or secondary particles deposit
finally energy in the scatter layer;
2. Pair production in the scatter layer: a pair production in the scatter layer takes
place, and secondary particles, i.e. electron, positron or annihilation photons, leave
the scatter layer and deposit energy in the absorber;
3. Multiple Compton scattering: after more than one Compton scatterings in the scat-
ter layer the scattered photon interacts in the absorber;
4. Escape from the scatter layer: after a Compton scattering the recoil electron or
bremsstrahlung induced by the recoil electron escape from the scatter layer;
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5. Escape from the absorber layer: a Compton scattering in the scatter layer takes
place, the scattered photon interacts in the absorber, but the primary photon or
secondary particles escape from the absorber.
For scatter-scatter systems the criteria listed above are applicable analogously with one
exception: a scatter-scatter event can be valid if there is energy escape from the ab-
sorber.
In figure 4.8 the rates of the main types of invalid events are depicted for the CZT-LSO
Compton camera. Evidently, these rates are strongly dependent on the energy of the
incident γ-rays.
Figure 4.8: Main types of invalid events (in terms of all events) for the CZT-LSO setup used with
the point source. The rate is given as a function of the energy of the incident photon.
Backscattering decreases distinctly between 0.5 and 1 MeV. This phenomenon can be
explained by the energy thresholds which lead to the neglect of a lot of valid events with
an energy deposition in the scatter layer lower than the energy threshold. In contrast to
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this, many of the photons with initial energies of 0.5 MeV or below that are scattered back-
wards from the absorber layer and are absorbed at last in the scatter layer where they
deposit sufficient energy to be registered. The rate of pair productions in the scatter layer
resulting in events increase with the energy because of the cross section for pair produc-
tion and the energy-dependent mean range of the electron and positron resulting from
a pair production. Escape of secondary particles following a Compton scattering in the
scatter plane causes a large number of invalid events. Most of these events result from
an interaction of these secondaries in the absorber material and no photon interaction
takes place in the absorber. Predominantly, these particles are the recoil electron and
bremsstrahlung photons induced by radiation stopping of the recoil electron. Figure 4.9
shows the energy distribution of the Compton electrons escaping the scatter layer. If a
Compton electron escapes from the CZT, on average about half of the initial energy of
the γ-ray is transported out of this detector. Furthermore, the angle between the direc-
tion of the escaping Compton electrons and the z-direction (orientation of the camera)
is depicted in figure 4.9: a large amount of Compton electrons move with a small angle
regarding the z-direction and, therefore, hit the absorber.
Figure 4.9: Recoil electrons resulting from a Compton scattering which escape from the CZT-
detector: energy distribution (top) and angle with respect to the orientation of the
camera (bottom). A point source with 109 isotropic photon emissions with various
energies is simulated. The bin sizes are 0.1 MeV and 1 degree, respectively.
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Escape from the absorber reaches a maximum at 2 MeV, cf. figure 4.8. The decrease for
photon energies above 2 MeV is due to the increasing number of invalid events resulting
from secondary particles which escape from the scatter layer and the increasing rate of
pair production events.
Table 4.3 lists the simulated rates of the different types of invalid events for the patient
source. Just as observed for the monoenergetic photons, most invalid events result from
pair production in the scatter layer, escape of secondary particles from the scatter layer or
escape from the absorber. Beside the already discussed types of invalid events, events
originating from photoelectrons escaping from the scatter layer and their absorption in
the absorber layer and interactions of the photon in the air are studied for the patient
source. The rate of events originating from a photoelectric effect in the scatter layer and
an escaping photoelectron is 0.5 %. The rate of events which would be valid Compton
events if the corresponding photons had not interacted with the atoms of the air is 0.02 %
and is, therefore, negligible.
Table 4.3: Number of events, percentage of valid Compton events, and percentages of the differ-
ent types of invalid events for the patient source used with the CZT-LSO setup.
Events / (1 / γ) 1.2 ·10-5
Valid events 10.9 %
Backscattering 7.7 %
Pair production in scatter layer 28.3 %
Escape from scatter layer 29.8 %
Multiple Compton scattering 3.7 %
Escape from absorber 21.7 %
Photoelectric effect in scatter layer 0.5 %
Interaction in air 0.02 %
Event selection
The high rate of invalid events leads to the question whether the mentioned filter crite-
ria (Condition 1 - 6 , cf. section 4.1.3) could enhance the percentage of valid Compton
events. The outcome of each strategy is discussed for the patient source and the CZT-
LSO Compton camera system. Results are summarized in table 4.4 giving on the one
hand the percentage of falsely discarded valid events, and on the other hand, the per-
centage of valid events with respect to all remaining events.
Using Condition 1 with 7 MeV as an upper threshold for the summed energy deposition
in scatter and absorber plane, the percentage of valid Compton events is increased from
10.9 to 11.8 % while only 1.5 % of the valid events are discarded, cf. table 4.4. Fig-
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Table 4.4: Impact of event selection strategies. The CZT-LSO configuration together with the
patient source is used. The depth-of-interaction in the scatter layer is referred to as
DOI in this table and the value of ε1 is set to 0.5 FWHM of the energy resolution of the
detector layers, respectively, and ε2 to 140 keV.
Condition Discarded valid events Valid events
no selection 0 % 10.9 %
Condition 1 : L1 + L2 ≤ 7 MeV 1.5 % 11.8 %
Condition 2 : |1−m0c2
(
1
L2
− 1L1+L2
)
| ≤ 1 0 % 12.5 %
Condition 3 : L1 ∩ L2 /∈ [511 keV ± ε1] 3.2 % 11.5 %
Condition 4 : L1 < L2 2.8 % 19.0 %
Condition 5 : DOI < 4 mm 21.1 % 14.2 %
Condition 6 : L1 + L2 ∈ [4.44 MeV ± ε2] 92.1 % 19.5%
Conditions 1 - 5 : 27.0 % 30.0 %
ure 4.7 suggests to only consider total energy depositions with an even lower upper
energy threshold. There are two problems with respect to this approach: photons with
a low energy are more likely already scattered inside the patient than photons with high
energy. Furthermore, the energy resolution of the detectors improves with the energy of
the photons due to the decreasing influence of Doppler broadening.
Condition 2 is useful and should always be applied since the percentage of valid Comp-
ton events is increased to 12.5 % without discarding any valid event. If the position of the
source is known, the interval of feasible scattering angles can be used as an even more
restrictive selection criterion. This range is evidently specific for each detector geometry,
the position of the source, and the lower energy thresholds of the detectors. For the CZT-
LSO setup no scattering in an angle larger than 52 ◦ occurs for the patient source. Using
this additional criterion the percentage of valid events can be increased to 18.2 %.
In order to study differences in the ratio of L1 to L2 between valid and invalid events, two-
dimensional histograms, cf. figure 4.10, are plotted. From these plots it can be concluded
that for the majority of valid events the inequality
L2 > L1 (4.2)
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Figure 4.10: Distribution of the energy deposition between the scatter layer (L1) and the absorber
(L2) for the CZT-LSO Compton camera using the patient source for all events (left)
and valid Compton events (right).
holds. Applying this selection criteria (Condition 4 ), the percentage of valid events is
increased substantially from 10.9 % to 19.0 % while only 2.8 % of the valid events are
rejected.
Figure 4.10 also motivates Condition 3 . In the left image of figure 4.10 the energy depo-
sition of 511 keV in the absorber layer is prominent, which corresponds to invalid events.
By neglecting events with energy depositions in one layer in the range [511 keV± ε], with
ε being 0.5 FWHM of the energy resolutions, respectively, for the patient source and the
CZT-LSO Compton camera 3.2 % of valid events are discarded and the percentage of
valid events rises slightly to 11.5 %.
Figure 4.11 shows the detection probabilities of events, valid Compton events and per-
centage of valid Compton events as a function of the depth-of-interaction inside the CZT
detector. Actually, the probability that an event is a valid Compton event decreases with
the depth-of interaction. If events are selected according to an upper limit for the detection
position, the number of valid events is reduced proportionally, whereas the percentage of
valid Compton events is augmented considerably. For instance, for a threshold of 4 mm
14.2 % of the events are valid (cf. table 4.4) instead of 10.9 %. Therefore, it is necessary
to study how accurate the depth-of-interaction can be determined in reality.
Exemplarily, Condition 5 is tested for EPeak = 4.44 MeV, i.e. the most prominent peak in
the simulated spectrum of prompt γ-rays. Out of 1.19 ·10-1 expected γ-ray emissions per
proton, there are 1.08 ·10-2 photon emissions in the energy range 4.44 MeV±0.14 MeV.
For irradiation with 1010 protons circa 660 events are registered with a total energy de-
position in the range 4.44 MeV±0.14 MeV. Considering these events, the percentage of
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Figure 4.11: Simulated detection probability (top), number (bottom, left), and percentage of valid
Compton events (bottom, right) as a function of the depth of the detection position
(center of gravity) in the scatter layer. The CZT-LSO setup and a point source with
different energies of the incident photon are used.
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valid events is 19.5 %, but more than 90 % of valid events are neglected. Since up to now
it is not determined how many events and which percentage of valid Compton events are
required for a sufficient image reconstruction, the success of this event selection strategy
cannot be evaluated definitely.
Finally, the combination of all promising selection criteria (1 - 5) is analysed. The sets of
events discarded by the different approaches hardly overlap. By applying all promising
conditions at the same time, a potentially acceptable rate of 30.0 % of valid Compton
events can be achieved (cf. table 4.4).
Variations of the CZT-LSO detector setup
In the following, it is analysed how changes to the setup influence the detection probabil-
ities and the percentage of valid events. Modifications of the geometry of the CZT-LSO
prototype and the position of a point source are tested with respect to:
1. the distance of the source to the camera;
2. the distance between scatter and absorber layer;
3. the thickness of the CZT-detector;
4. the lateral transition of the source;
5. the rotation of the absorber layer by 45 degrees around the center of the scatter
layer;
6. the lower energy thresholds of both detector layers;
7. the addition of a thin silicon detector in-between the scatter and absorption detector.
Depending on the patient and the location of the tumor the distance between Compton
camera and the region of interest can vary with a minimum assumed at 10 cm distance.
Obviously, this distance has influence on the detection probabilities. By enlarging the dis-
tance, the detection probabilities are reduced in the square, cf. figure 4.12. The fraction
of valid Compton events remains approximately constant for the spectrum and studied
distances between source and Compton camera of 10, 20, and 30 cm, cf. figure 4.12.
For photons with 1 MeV the percentage of valid events decreases with the distance, while
for 5 MeV photons the rate increases.
The larger the distance between scatter layer and absorber, the less is the probability
that the absorber is hit and, therefore, the number of events decreases considerably,
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Figure 4.12: Simulated detection probability and percentage of valid Compton events for different
distances between source and the camera. The point source and the CZT-LSO
setup are used.
cf. figure 4.13. The variation of the distance between scatter and absorber layer influ-
ences the quality of the events due to the change of feasible scatter angles. For larger
distances, only small scatter angles are feasible for a source centered in one line in front
of the camera. For low energies, e.g. 1 MeV (cf. figure 4.13), the percentage of valid
Compton events decreases when extending the distance due to the lower energy thresh-
old causing the discard of many events with a small energy deposition in the scatter plane
that is related to a Compton scattering with a small angle. The effect also causes the de-
crease of the percentage of valid events for 1 MeV photons when extending the distance
to the source, cf. figure 4.12, since the distribution of feasible scattering angles is in this
case also shifted towards smaller angles which are not very abundant for photons with
1 MeV due to the lower energy threshold. For energies from 5 MeV upwards the reduced
rate of backscattered photons for an increased distance between scatter and absorber
layer has a positive effect on the outcome. For the spectrum the rate is reduced slightly if
the distance is increased from 6 to 10 cm.
Figure 4.13: Number of events and percentage of valid Compton events for different distances
between scatter and absorber plane. The CZT-LSO camera and a point source was
used.
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The choice of the thickness of detectors is always a balancing between efficiency and
spatial resolution. Here, the influence of the depth is analyzed with respect to the qual-
ity of events. The thickness of the scatter layer was altered between 3 and 7 mm. With
increasing thickness the percentage of valid events rises slightly, cf. figure 4.14. For the
spectrum, the percentage of valid events is 2.2 % higher for 7 mm than for 3 mm. The
reason for this is that the lower rate of energy escape from the scatter layer has more im-
pact than the increasing rate of multiple Compton scatterings in the thicker CZT detector.
Figure 4.14: Number of events and percentage of valid Compton events for different thicknesses
of the CZT-detector of the CZT-LSO camera. A point source is used.
Variation of the lower energy thresholds for both detector layers are tested. Thresholds
between 10 and 200 keV are applied. The impact concerning the percentage of valid
events is evidently dependent on the position of the source and the geometry of the de-
tector. For the CZT-LSO setup and the point source placed in a central position in front
of it, the percentage of valid events increases the lower the energy threshold in the CZT
and the higher the energy threshold in the LSO. This observation is due to the neglec-
tion of valid events with a small energy deposit in the CZT and the rejection of many
invalid events originating from low energetic secondary particles in the LSO. Setting the
thresholds to 50 keV in the CZT and to 200 keV in the LSO instead of 100 keV and 50 keV,
respectively, the percentage of valid Compton events increases from 10.6 % to 15.3 %. In
reality, a lower energy threshold of 50 keV is rather not practical for the CZT detector, but
this brief study shows how a tuning of lower energy thresholds influences noise.
When the scattering angles are small, in addition to the problem of the neglection of valid
events due to the energy threshold in the scatter detector, another problem is the high
rate of energy escape from the absorber resulting from the relatively high energy of the
scattered photon. There are two possibilities to alter the distribution of Compton scatter-
ing angles. The first one is the change of the position of the source and the second one is
the rotation or translation of the absorber. As an example, the source is translated 10 cm
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to one side, cf. figure 4.15, and in another simulation, the absorber is rotated 45 degrees
around the center of the scatter plane, cf. figure 4.16.
Figure 4.15: CZT-LSO camera with a laterally shifted source.
Figure 4.16: Modified CZT-LSO camera: the LSO block is rotated around the center of the CZT
detector by 45 degrees.
The outcome depends on the initial energy, cf. figure 4.17. For energies of 5 MeV the
rotation or translation of the source is disadvantageous, the percentage of valid events
decreases from 6.3 % to 3.8 %. This is caused by a higher disturbance of pair production
events in the scatter plane with secondaries hitting the absorber. The opposite is true
for small energies and the realistic spectrum. For 1 MeV the percentage of valid events
is increased from 39.2 % to 54.2 % and 56.8 % for the rotation of the absorber and the
lateral translation of the source, respectively. The percentage of valid Compton events
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rises from 10.6 % to more than 20 % for the spectrum for both the rotation of the absorber
and the translation of the source.
Figure 4.17: Number of events and percentage of valid Compton events for the default setup, the
rotated absorber (figure 4.16), and the translated source (figure 4.15) as a function
of the energy of the incident photons.
With a thin silicon detector added between the CZT and the LSO, cf. figure 4.18, charged
particles escaping from the CZT can be tracked while photons usually do not interact in
the silicon detector. This camera is called CZT-Si-LSO in the following. Since charged
particles are associated with invalid events, in particular escaping Compton electrons
and electrons and positrons following a pair production, events with an energy deposition
in the silicon can be discarded. For the silicon a lower energy threshold of 10 keV is
assumed. For the spectrum, the percentage of valid events is increased from 10.6 % to
14.8 % for a point source.
Figure 4.18: CZT-Si-LSO camera: CZT-LSO detection system with a thin silicon layer between
the CZT and the LSO detector.
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Combinations of detectors to one or several Compton cameras
Due to the availability of many BGO detectors, the question is how CZT and BGO detec-
tors could be combined best, i.e., how larger dimensions influence the detection probabili-
ties and the percentage of valid events and whether a large number of cameras with small
dimensions is in favor of a small number of cameras with large dimensions. The scatter
layer is varied by applying four CZT detectors (2×2×0.5 cm3) instead of one. As ab-
sorber one, four, or sixteen BGO detectors (5.2×5.2×2 cm3) are used. More precisely,
the setups 1 CZT + 1 BGO (standard, Setup A), 1 CZT + 4 BGO (Setup B), 4 CZT + 4 BGO
(Setup C), and 4 CZT + 16 BGO (Setup D) are considered, cf. figure 4.19. Since from four
CZT detectors and four BGO detectors either Setup C or four times the Setup A can be
constructed, a conclusion to the above question can be derived. The same applies to
four CZT detectors and sixteen BGO detectors which can be used to build Setup D or
four times Setup B. In the table 4.5 the number of events and the rate and number of valid
events for the mentioned detector configurations are shown for the patient source. Since
from a practical point of view the load to each of the detector layers can be crucial, the
number of hits, i.e. single energy depositions in the scatter and absorber layer, respec-
tively, is listed in table 4.6.
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Figure 4.19: Variation of the CZT-BGO Compton camera. The CZT detectors are depicted in
blue, the BGO detectors in orange: 1 CZT + 1 BGO (top, left), 1 CZT + 4 BGO (top,
right), 4 CZT + 4 BGO (bottom, left), and 4 CZT + 16 BGO (bottom, right).
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Table 4.5: Detection probabilities, rate and number of valid events for different Compton camera
setups consisting of CZT and BGO detectors, cf. figure 4.19. The patient source is
used.
Setup Events / (1 / γ) Valid events / % Valid events / (1 / γ)
Setup A (1 CZT + 1 BGO) 1.19 ·10-5 13.3 % 1.58 ·10-6
Setup A×4 4.76 ·10-5 13.3 % 6.32 ·10-6
Setup C (4 CZT + 4 BGO) 1.18 ·10-4 20.8 % 2.46 ·10-5
Setup B (1 CZT + 4 BGO) 3.09 ·10-5 20.6 % 6.35 ·10-6
Setup B×4 1.24 ·10-4 20.6 % 2.54 ·10-5
Setup D (4 CZT + 16 BGO) 2.18 ·10-4 27.8 % 6.06 ·10-5
Table 4.6: Hits (number of energy depositions) registered in the scatter detector (CZT) and ab-
sorber layer (BGO) for different Compton camera setups, cf. figure 4.19. The patient
source is used.
Setup Hits in CZT / (1 / γ) Hits in BGO / (1 / γ)
Setup A (1 CZT + 1 BGO) 2.49 ·10-4 2.18 ·10-3
Setup A×4 9.96 ·10-4 8.72 ·10-3
Setup C (4 CZT + 4 BGO) 1.00 ·10-3 8.40 ·10-3
Setup B (1 CZT + 4 BGO) 2.53 ·10-4 8.93 ·10-3
Setup B×4 1.01 ·10-3 3.57 ·10-2
Setup D (4 CZT + 16 BGO) 1.01 ·10-3 3.19 ·10-2
Table 4.5 indicates that an enlarged absorber has more impact on the percentage of
valid events than an enlarged scatter layer, cf. Setup B and Setup C. In terms of the
efficiency and the number and percentage of valid events, it is beneficial to build from
a given number of these CZT and BGO detectors large-area cameras instead of many
small ones, cf. table 4.5. Setup C is in favor of four times Setup A and Setup D gives
a higher efficiency and higher percentage of valid events than four times Setup B. With
respect to the load on the absorber, large-area detectors are also slightly advantageous,
cf. table 4.6. For a definite answer to the questions for an optimal arrangement of the
detectors to few large or several small cameras, additionally the image quality of the
reconstructed images needs to be taken into account.
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4.2 Comparison with experimental data
Several experiments have been conducted to assess the Compton Camera prototypes
(Kormoll, 2013; Hueso-Gonza´lez et al., 2014). Here, a measurement with a sodium-
22 source and the experiment at the Tandetron accelerator at HZDR are chosen for a
comparison with simulation results regarding the obtained energy depositions in each
detector. These experiments were performed by the In-vivo dosimetry group (OncoRay),
in particular by Christian Golnik.
4.2.1 Experiment with a sodium-22 source
The isotope 22Na decays to an excited state of 22Ne which turns to the ground state of
22Ne by emitting a photon with 1275 keV. 90 % of the decays from 22Na to the excited
state of 22Ne are β+-decays, the remaining 10 % are electron captures. For this experi-
ment a point-like 22Na source with an activity of 2.96 ·105 Bq is placed 10 cm in front of
the Compton camera. The CZT-BGO setup with 8.5 cm in-between the detector layers
is used. Lower energy thresholds of 50 keV and 150 keV are applied for CZT and BGO,
respectively. In order to reduce the rate of random coincidences in the experimental data
only events with a total energy deposition between 1020 keV and 1530 keV are taken into
account. Furthermore, the criteria concerning the feasible scattering angles, cf. Condition
2 is used.
For the GEANT4 simulations the total number of 22Na decays is assumed to be 3.7 ·109
according to the duration of the measurement. The same selection criteria used for the
measured data as well as the lower energy thresholds are applied to filter the simulated
data. In contrast to the previous simulations, the width and height of the CZT detector
is reduced from 2 cm to 1.6 cm to take into account the sensitive area of this CZT detector.
In general, a good agreement between simulated and measured data is obtained, cf. fi-
gure 4.20, except for the following facts:
• The number of simulated and experimental events differs by a factor of 3. As a
consequence, the in-vivo dosimetry group (OncoRay) reexamined the efficiency of
the applied Compton camera prototype and determined a loss of two thirds of the
events for this experiment, which explained the observed difference.
• In contrast to the simulations, the experimental data contain random coincidences:
there is a considerable amount of energy depositions of circa 511 keV in both detec-
tor layers. If a photon with 1275 keV interacts in one of the detector layers and an
annihilation photons resulting from the β+-radiation of the 22Na source is absorbed
simultaneously in the other one, these random events occur.
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• In the histogram of the simulated energy depositions in the CZT a peak is clearly
visible that is not present for the measurements. This peak results from backscat-
tered photons, i.e. those photons which are first scattered backwards in the BGO
and are then absorbed in the CZT. Due to the applied anode trigger regime the
energy of the photons is not registered accurately enough to recognize this peak in
the experimental data.
Figure 4.20: Comparison of measured (red) and simulated (blue) energy depositions registered
in the CZT-BGO setup with 8.5 cm between the detector layers for a 22Na point
source placed in 10 cm distance to the camera. Top left: sum of energy depositions
in CZT and BGO without energy window. Top right: sum of energy depositions in
CZT and BGO. Bottom left: energy depositions in the CZT detector. Bottom right:
energy depositions in the BGO detector. The bin size of the histogram is 10 keV.
Except for the first image (top left), the summed energy is restricted to [1.020 MeV,
1.530 MeV].
4.2.2 Experiment with 4.44 MeV photons
Another measurement with the Compton camera prototype was performed at the Tande-
tron at HZDR. At the Tandetron, a proton beam is directed on a nitrogen-titanium target
resulting in 4.44 MeV photon emissions from the nuclear reaction 15N(p, αγ)12C. The
fluence of the 4.44 MeV photons was monitored by an additional germanium detector.
During the measuring time of 64589 s a presumed number of 5.319 ·108 γ-ray emissions
occur, which is used for the simulations. The CZT-BGO configuration with a distance of
7.5 cm between the detector layers is used. BGO was applied instead of LSO since the
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intrinsic radioactivity of LSO would have compromised the measurements due to the low
count rate at the Tandetron. For the CZT and BGO lower energy thresholds of 50 keV
and 200 keV, respectively, were assumed. As selection criteria for the simulated and the
experimental data, Condition 2 and an energy window of [2.734 MeV, 5.328 MeV] were
applied.
The comparison between measurements and simulation for the Tandetron experiment is
shown in figure 4.21, revealing the following:
• The measured detection probability is about three times lower than the simulated
one, as observed for the 22Na experiment.
• Concerning the total energy depositions, the 4.44 MeV peak and the two other
peaks corresponding to the single and double escape of annihilation photons follow-
ing a pair production are clearly visible in the simulated data but not in the measured
data.
• Considering the data without energy restriction (top left), the relatively high number
of energy depositions lower than 1.7 MeV is apparent. Their origin is certainly due
to the natural background irradiation of 40K, which led to 40 % of the single counts
during the experiment.
• Both for the simulated and the measured data, a lot of energy depositions of about
511 keV are visible for the CZT and the BGO, which are due to the absorption of
an annihilation photon resulting from a pair production in the other detector. For the
measured energy depositions in the CZT this peak is shifted to the left hand side.
For the simulated data the peak at 3.4 MeV in the CZT detector corresponding to a
pair production in this detector with escape of both resulting annihilation photons is
striking, but not remarkable in the experimental data.
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Figure 4.21: Comparison of measured (red) and simulated (blue) energy depositions registered
with the CZT-BGO setup with 7.5 cm between the detector layers for γ-ray emis-
sions with 4.44 MeV. Top left: sum of energy depositions in CZT and BGO without
energy window. Top right: sum of energy depositions in CZT and BGO. Bottom left:
energy depositions in CZT. Bottom right: energy depositions in BGO. The bin size
of the histogram is 50 keV. Except for the first image (top left) the summed energy
is restricted to [2.734 MeV, 5.328 MeV].
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4.3 Simulation of pair production events
Due to the expected energy range of prompt γ-rays, cf. figure 2.1, a considerable number
of pair productions occurs in the Compton camera instead of Compton scatterings. In this
section it is investigated whether positrons and electrons resulting from a pair production
can also be used for the successful reconstruction of the direction of the incident photon.
Thus, the total efficiency of this PGI device could be enhanced. Simulations with GEANT4
are performed to assess the efficiency of this detection system used as pair production
camera in comparison with the use as Compton camera. Since apart from the efficiency,
the angular resolution is a crucial property of PGI devices, this is also evaluated taking
into account the uncertainty concerning the kinetic energy of electron and positron and
the influence of the geometry of the setup.
4.3.1 Working Principle of Pair Production Cameras
The working principle of a pair production camera relies on the conversion of photons to
electron-positron pairs. These pair productions predominantly take place in the nuclear
field. Pair productions in the field of an electron (triplet production) occur with a consider-
able lower cross section compared to pair production in the field of a nucleus (Berger et
al., 2014) and are neglected in the following. If the position where the pair production oc-
curs, and the tracks and kinetic energies of the resulting electron and positron are known,
the direction of the photon can be back projected by means of energy and momentum
conservation rules (Zoglauer, 2005; Golnik et al., 2011), cf. equations (4.3) and (4.4).
Eγ = Ee+ + Ee− + EQ + 2m0c
2 (4.3)
pγ = pe− + pe+ + Q (4.4)
Eγ , Ee− , Ee+ , and pγ , pe− , pe+ are the energies and momenta of the incident photon,
electron, and positron, respectively. EQ and Q denominate the energy and the momen-
tum transferred to the nucleus, respectively.
In practice the recoil of the nucleus Q and the corresponding energy EQ are unknown,
only the energies deposited in the detectors and the tracks of electron and positron can
be registered. Consequently, the direction dBPγ is deduced by adding the directions
of electron and positron (de− and de+) weighted with the magnitudes of the momenta
(pe+ and pe−) which are calculated from the measured kinetic energies (Ee− and Ee+),
cf. equation (4.5):
dBPγ = pe−de− + pe+de+ (4.5)
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where pe+ =
1
c
√
2m0c2Ee+ + E
2
e+
(4.6)
and pe− =
1
c
√
2m0c2Ee− + E
2
e− . (4.7)
4.3.2 Methods
The following analysis is focused on events originating from a pair production in the scat-
ter layer and an absorption of the resulting electron and positron in the absorber, as
depicted in figure 4.22 for the CZT-LSO camera. These events are referred to as pair
production events.
Figure 4.22: A pair production event in the CZT-LSO camera.
A requirement for the utilization as pair production camera is the capability of the absorber
to register electron and positron simultaneously and to provide for each lepton the detec-
tion position and the deposited energy, i.e., a pixelated detector with a readout channel
for each pixel would be necessary. With the current Compton camera prototype the indi-
vidual tracking of electron and positron is not possible due to the design of the LSO block
detector (Hueso-Gonza´lez et al., 2014). Nevertheless, in this simulation study an event is
considered as pair production event if in two different crystals of the size 4×4×20 mm3
energy is deposited exceeding the lower threshold. This concept enables the automatic
discrimination between pair production events and Compton events.
In addition to the CZT-LSO camera, the CZT-Si-LSO camera with a 0.1 mm thick sili-
con detector placed in front of the absorber, cf. figure 4.18, is used. The silicon detector
serves for the detection of charged particles. Photons usually do not interact in the silicon
detector while electrons and positrons interact inelastically with a very high probability.
Therefore, the silicon layer is intended to filter random events. Since silicon detectors can
achieve a high energy resolution (Tindall et al., 2008), energy blurring induced by this
detector is neglected in the following.
The efficiency of the combined Compton - pair production camera is studied for point
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sources in 10 cm distance with energies up to 15 MeV. In addition to that, the patient
source, which represents a therapeutic scenario (cf. section 4.1.1), is used.
For the back projection of a pair production event, the detection position in the CZT de-
tector and the two ones in the LSO detector are calculated as follows: for the position in
the CZT where the pair production occurs the center of gravity is used. For the interac-
tions of electron and positron in the LSO detector the centers of gravity are calculated
separately for both leptons. Then the direction of the photon is derived by adding up
the two direction vectors of electron and positron weighted with the corresponding en-
ergy, cf. equation (4.5), where the energy deposited in the CZT layer is assumed to result
equally from interactions of electron and positron. This vector is projected onto a virtual
plane which is perpendicular to the camera orientation in 10 cm distance and contains
the actual position of the source. The Field-Of-View (FOV) of the prototype with respect
to pair production events is strongly limited by its geometry, cf. figure 4.23. To take into
account the influence of the source position on the imaging quality, in addition to the
central position, the source is shifted laterally by 1 and 2 cm and the corresponding back
projections are performed. Furthermore, an LSO absorber with an enlarged dimension
(104×104×20 mm3 instead of 52×52×20 mm3) was considered to alter the FOV.
Figure 4.23: The CZT-LSO camera with indicated Field-Of-View (FOV) for the utilization as pair
production camera.
For the evaluation of the angular resolution of this pair production camera the 68 %-
confinement angle is chosen as a figure of merit. The 68 %-confinement angle was used
before (Kanbach et al., 2005; Golnik et al., 2011). This angle denominates the angle
containing 68 % of all back projected photon directions. For the MEGA-prototype a 68 %-
confinement angle of 16 degrees for photons of 10 MeV was obtained (Zoglauer, 2005).
For the back projection according to equation (4.5), in principle, the correct kinetic ener-
gies of the electron and the positron are required. If the electron or the positron escapes
from the absorber, or if annihilation photons do not escape, the measured energy depo-
sitions do not equal the kinetic energies. Furthermore, inelastic interactions of electron
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and positron in the air and the energy resolutions of the detectors result in further un-
certainties. The impact of the unknown kinetic energies on the back projection result is
analyzed by varying the assumed kinetic energies of electron and positron for the back
projection. More precisely, first the simulated energy depositions are used as kinetic en-
ergies taking into account the energy resolution of the detectors. Secondly, the energy
resolution is ignored. Then, exclusively events with complete absorption of electron and
positron and escape of both annihilation photons are considered. Furthermore, the en-
ergy is assumed to be equally distributed between electron and positron. Finally, to avoid
the uncertainty induced by interactions in air and the spatial uncertainty of the detection
positions, the exact initial energies of electron and positron are extracted from GEANT4
and the momenta of electron and positron at the moment of the escape from the CZT are
directly used for the back projection, i.e. the only deviation is induced by the interactions
(multiple scatterings) in the CZT.
The recoil of the nucleus is not taken into account by GEANT4. With an additional calcu-
lation the recoil of the nucleus can be modeled and its influence on the angular resolution
of the pair production camera can be studied (Golnik et al., 2011).
4.3.3 Results
If a pair production takes place in the CZT detector, not all electron-positron pairs reach
the absorber. Table 4.7 lists the number of pair productions in the CZT and the resulting
processes, taking into account the energy thresholds of the detectors. First, the number
of energy depositions resulting from a pair production in the CZT (1) and the number of
escaping electron-positron pairs resulting from this pair production (2) are given. In the
case of the CZT-Si-LSO camera the number of electron-positron pairs which also inter-
act in the silicon layer is indicated. Furthermore, the number of these electron-positron
pairs with sufficient energy deposition in the LSO is listed (3). These events are con-
sidered here as pair production events. In the next step, those events of (3) where the
electron-positron pair is completely absorbed in the LSO (4) and those with escape of
both annihilation photons (5) and those without escape of secondary particles are ex-
tracted (6). Obviously, for almost every pair production occurring in the CZT detector the
kinetic energy of the electron and the positron is not given by the measured energy de-
positions.
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Table 4.7: Different processes following a pair production in the CZT layer. For these simulations
109 photons with an energy of 10 MeV are emitted isotropically from a point source in
10 cm distance.
CZT-LSO CZT-Si-LSO
(1) pair production in CZT 217159 217129
(2): (1) and e− and e+ escape from CZT 33465 33511
and interact in Si (CZT-Si-LSO camera) 4907
(3): (2) and e− and e+ interact in LSO 3330 2656
(4): (3) and e− and e+ are absorbed in LSO 2276 1670
(5): (4) and annihilation photons escape 702 512
(6): (5) and no escape of other secondaries 249 218
Graph 4.24 depicts the efficiencies of the use as pair production camera and Compton
camera as a function of the initial photon energy. For photons with energies higher than
8 MeV, the probability that a pair production event takes place is higher than the probabil-
ity of a valid Compton event.
Figure 4.24: Number of pair production events and valid Compton events. For these simulations
the CZT-LSO and the CZT-Si-LSO setup are used and 109 photons with an energy
between 1 MeV and 15 MeV are emitted isotropically from a point source in 10 cm
distance.
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The overall gain in efficiency is demonstrated by table 4.8 providing the number of pair
production events in comparison with valid Compton events for the patient source for
1010 incident protons. For both, the CZT-LSO and the CZT-Si-LSO camera, the num-
ber of valid Compton events is one magnitude higher than the number of pair production
events, i.e. the total efficiency of a combined Compton - pair production camera can be
expected to be only about 10 % higher compared to the Compton camera alone for a
realistic spectrum of photons.
Table 4.8: Number of valid Compton events and pair production events. The patient source,
cf. figure 2.1, for 1010 incident protons is used.
Setup Valid Compton events Pair production events
CZT-LSO 1.7 ·103 1.2 ·102
CZT-Si-LSO 1.6 ·103 0.9 ·102
Figure 4.25 shows images obtained by back projecting the pair production events that
are registered in the CZT-LSO setup. The source is placed in central position and shifted
laterally by 1 and 2 cm. The sources with the 1 cm and the 2 cm shift are not reproduced
accurately, the hot spots do not appear at the correct positions. This result indicates the
limited imaging capabilities of this pair production camera that are due to its geometry
and the large impact of the multiple scattering in the CZT which leads to a considerable
randomization of the tracks of electron and positron.
Figure 4.25: Results of the back projection of pair production events which are registered with
the CZT-LSO camera. The tracks of electron and positron are back projected onto a
virtual plane in 10 cm distance from the CZT. The point source is placed in a straight
line in front of the camera (left), shifted by 1 cm laterally (center), and shifted by 2 cm
laterally (right).
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Figure 4.26 shows the distribution of the deviation between the back projected and the ac-
tual direction of the photons for different assumptions. The corresponding 68 %-confine-
ment angles are provided in table 4.9. For this study the CZT-LSO and a point source
with 10 MeV in a distance of 10 cm is used emitting photon beams to the center of the
CZT detector. It can be observed that the uncertainty resulting from the unknown kinetic
energies has negligible impact on the outcome. Neither the exclusive use of events fulfill-
ing (6) in table 4.7, nor the use of the accurate energies and the momenta of the leptons
escaping from the CZT and, thereby, only including the influence of multiple scattering in
the CZT detector, do not lead to an improvement. Even if the energies of electron and
positron are assumed to be equal, the same accuracy is obtained. However, the insignif-
icant influence of the energies of electron and positron on the angular resolution agrees
with the fact that in astronomy usually approximations of equation (4.5) are used for the
back protection (Zoglauer, 2005).
Figure 4.26: Distribution of the deviation between the back projected direction of the photon and
the original one for pair production events. The CZT-LSO setup and a point source
with 10 MeV in central position is used. The photons are directed to the center of
the CZT detector. The values are corrected for the solid angle of the bins.
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Table 4.9: The 68%-confinement angles for back projected pair production events. The CZT-
LSO setup is used, ”extended size of LSO” means its width and height is extended
(to 104×104×20 mm3). The point source is placed in 10 cm distance in front of the
camera, in central position and shifted laterally by 1 cm and 2 cm, respectively. The
photons of 10 MeV are directed to the center of the CZT detector.
Angle / deg
Pair production events 11.134
Pair production events, ignored energy resolution 11.130
Pair production events fulfilling (6) in table 4.7 11.008
Pair production events, equally distributed energy between e+ and e− 10.978
Pair production events, exact energies of e+ and e− and momenta of
e+ and e− escaping the CZT detector 11.124
Pair production events, extended size of the LSO detector 17.101
Pair production events, shifted source (1 cm laterally) 11.338
Pair production events, shifted source (2 cm laterally) 12.723
Table 4.9 and figure 4.26 show that the position of the source, as well as changes to the
geometry have considerably more influence on the angular resolution than the uncertain
energy distribution between the leptons. This can be explained by the limitations of pos-
sible directions of electron and positron caused by the camera design.
The obtained angular resolution seems not to be sufficient for the application of this cam-
era to the in-vivo monitoring of particle therapy. Assuming the spatial resolution to be a
Gaussian distribution, the 68 %-confinement angle of 11 degrees is equivalent to a spatial
resolution of about 2.3 cm FWHM for a source in 10 cm distance from the CZT detector.
This value is certainly not enough to detect range deviations of a few millimeters. It should
be considered that since 10 MeV is already a very optimistic energy value for prompt γ-
rays and since the recoil of the nucleus is omitted here, the realistic angular resolution is
therefore even worse.
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To perform in-beam PET a detection system with specific properties is required. Con-
cerning the geometrical configuration, a standard full-ring PET scanner is not applicable,
cf. section 2.2. Double-head configurations are feasible as for instance installed at the
GSI carbon ion facility (Enghardt et al., 2004). However, the limited solid angle coverage
is followed by a low detection probability and artifacts compromising the image quality. For
this reason, a PET camera with a sufficiently high time resolution which can improve the
image quality substantially through the incorporation of TOF information into the MLEM
procedure (Crespo et al., 2007; Shakirin, 2009) is desired. Especially, TOF-MLEM is ad-
vantageous in the presence of limited angle artifacts and a low number of coincidences,
cf. section 2.2. The second relevant property is the dimension of the PET camera. Evi-
dently, the heads of the scanner should be large enough to cover the ROI, but to avoid
interferences with other equipment in the treatment bunker the PET camera should be
of compact size. Furthermore, the applicability to clinical routine implies the safety of
patients and clinical staff, i.e. the detector must neither be inflammable, poisonous, nor
radioactive. Finally, the PET camera should consist of material which provides a detec-
tion probability sufficient for the inherently low activity in this application.
With RPCs a high time resolution is achievable. Further advantages of RPCs are the low
production costs compared to scintillators and the possibility to build large-area detec-
tors. RPCs are already suggested for whole-body diagnostic PET (Blanko et al., 2003;
Crespo et al., 2012; Georgiev et al., 2013). The time resolution achievable by RPCs
makes TOF-MLEM image reconstruction feasible, and, the potentially reachable CTR of
200 ps FWHM would even enable the image reconstruction with the Direct TOF proce-
dure. Therefore, the evaluation of the abilities of an RPC-based PET camera dedicated
to in-beam PET is reasonable. RPCs suffer from a low efficiency but, on the other hand,
TOF-MLEM is known to compensate at a certain rate artifacts and low detection proba-
bilities, cf. section 2.2. In this chapter an RPC-based PET camera dedicated to in-beam
monitoring of particle therapy is studied with respect to efficiency, image quality, and its
capability to detect range deviations. Distributions of annihilation points derived from real
treatment plans are the basis for the simulations of detector response. The impact of the
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incorporation of TOF information on the MLEM algorithm in terms of convergence and
image quality is demonstrated for the considered RPC-based PET camera. Furthermore,
the Direct TOF algorithm is applied in order to assess in which extent it is an alternative
to the iterative algorithm TOF-MLEM for RPC-based detectors. Since scintillator-based
PET cameras have been applied successfully to in-beam PET, a PET camera consisting
of LYSO blocks, with a design based on a commercially available PET scanner, is used
for a comparison with the investigated RPC-based PET camera.
5.1 Methods
5.1.1 Considered detectors
The detector configurations applied in this thesis are in line with the considerations of
the Workpackage 2 of the ENVISION project. Parameters as geometry, materials, spa-
tial resolutions, CTRs, as well as parts of the simulation code applied in this work were
shared by the WP2-collaborators, this concerns the definitions of the detectors and the
readout of the single events in the GATE simulations, and the criteria to filter the co-
incidences. Collaborators were David Watts (formerly TERA foundation), Irene Torres-
Espellardo (formerly Institut de Fisika Corpuscular (IFIC)), and Faruk Diblen (formerly
University of Ghent). Further details and results obtained in the framework of the Work-
package 2, e.g. regarding the RPC-based prototype and the evaluation of the sensitivity
and the scatter fraction of RPC-based and crystal-based PET systems, can be found in
recent publications (Diblen et al., 2012; Watts et al., 2013).
RPC-based PET camera
An RPC is a gas detector, consisting of thin resistive plates, e.g. glass or ceramic, which
are altered by gaps filled with gas. Incoming photons interact in the plates and if a Comp-
ton scattering takes place, the Compton electron leaves the plate with a certain percent-
age. Due to a strong electric field, an electron avalanche is produced in the gas gap
in direction towards the anode where a signal is induced. Using several resistive plates
(multi-gap RPC) an even higher time resolution than with a single gap can be achieved
(Cerron Zeballos et al., 1996). For clinical application, either for diagnostic PET or for
PT-PET, RPCs are restricted to harmless gases, i.e. argon, CO2, or Freon.
The in-beam PET camera based on RPCs that is investigated in the following is an opti-
mized version of the experimental detector-module studied at TERA (Watts et al., 2013)
and was recommended by David Watts. Each of the two parts of the detector consists of
7 heads, cf. figure 5.1, where each of these heads is built up from 60 modules of multi-
gap RPCs. The detector modules are build up from 5 layers of glass which are 0.15 mm
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thick and have a total dimension of 12 cm×60 cm×1.95 mm. The 0.3 mm thick gaps
in-between the glass plates are filled with Freon (C2F4H2). The modules are separated
by 2.05 mm empty space. Consequently, in total, the height of one head consisting of 60
modules is 24 cm. The heads are arranged in two parts of a ring with 76.67 cm diameter
so that each part covers an angle of 126 degrees. The spatial resolution is assumed
to be a Gaussian distribution with 2 mm FWHM in x- and 4 mm FWHM in y-direction. A
CTR of 300 ps FWHM was reported for photons (Blanco et al., 2003). Expecting fur-
ther improvements, for the simulations in this thesis CTRs of 100 and 200 ps FWHM are
applied.
Figure 5.1: RPC-based partial-ring PET camera under consideration. Both parts of the detector
consist of 7 heads, where each of these heads is built up from 60 modules of multi-
gap RPCs with 5 resistive plates.
Crystal-based PET camera: reference detector
PET cameras made of scintillators are proven feasible for PT-PET (e.g. Enghardt et al.,
2004). To compare the results obtained with the RPC-based PET camera to a crystal-
based one, a camera relying on the currently available Philips GeminiTF is considered.
The GeminiTF is built up from LYSO-crystals (4×4×22 mm3) and reach a CTR of 585 ps
FWHM (Surti et al., 2007). The crystals are mounted on 28 modules with 23×44 crystals
per module. Since the original axial length of 18 cm can be shorter than irradiation fields,
it is extended to 40 cm in this study, i.e. the modules are extended from 23×44 to 23×98
crystals. Thus, the axial length is still considerably smaller than the axial dimension of the
investigated RPC-based camera. The diameter of the crystal-based scanner is 90 cm. To
obtain a partial-ring scanner with similar solid angle coverage as the RPC-based PET
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camera under investigation, 8 of the 28 paddles of crystal blocks are removed for the
simulations. Beside the currently achievable CTR of 600 ps FWHM, CTRs of 400 and
200 ps FWHM were tested to take into account future developments.
5.1.2 Patient data to be used as a basis in the simulations
To evaluate the two types of detector systems with respect to in-beam PET application
it is mandatory to study real patient data. For this reason, simulated data based on real
treatment plans from the pilot study at the carbon ion facility at GSI were used as a basis
for the simulation.
Within the pilot study at GSI, patients with head and neck tumors were treated with car-
bon ion beams (12C) (Ja¨kel et al., 2005). In order to evaluate the PT-PET measurements
conducted at GSI, Monte carlo simulations of the β+-activity were performed according
to the treatment plan (Enghardt et al., 2004). This simulation was performed with an
inhouse code (Hasch, 1996; Po¨nisch et al., 2004). It calculates first the production of
β+-emitting nuclei arising from the irradiation. In the next step, the decay of these nuclei,
the propagation and annihilation of the positrons, and, finally, the detection of the annihi-
lation photons were modeled with that code. Then, the reconstructed images obtained on
the one hand from the PT-PET measurements and on the other hand by means of these
predictions were compared to each other. In this chapter, the distributions of annihilation
points (annihilation maps) modelled with the simulation code described above are used,
since these distributions represent realistic sources. The annihilation maps are provided
by Dr. Fine Fiedler (HZDR).
Randomly, data of two patients with tumors at the skull base are chosen. The first one
(Patient 1) was diagnosed with a chordoma and treated with 0.829 Gy in a unique field
in each fraction. Another patient (Patient 2) suffered from a clival chondrosarcoma and
received 0.662 Gy per fraction in one of two fields. At GSI, PT-PET measurements were
performed during the beam extraction pauses due to the time structure of the synchrotron.
Therefore, for this study exclusively the positron emitters 15O, 14O, 13N, 11C, and 10C are
taken into account due to their half-lives, where the total number of annihilation points is
additionally reduced according to the length of the extraction pauses. As a consequence,
the realistic numbers of annihilations used as a basis for the GATE simulation of the de-
tector response are 3.7 ·105 and 2.7 ·106 for the two patients, respectively.
Figures 5.2 and 5.3 show the dose distributions according to the treatment plan and the
distributions of the simulated annihilation points for Patient 1 and Patient 2. All images
are superimposed on the corresponding CT scans. The annihilation maps have dimen-
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sions of 287×287×267 mm3 and 310×310×306 mm3, respectively. They are centered
around the corresponding isocenters and the voxels have the size 1×1×1 mm3. In these
images all annihilation points in a 1 cm thick slice around the isocenter are depicted.
Figure 5.2: Therapeutic irradiation with carbon ions (Patient 1). Upper row: planned dose in
sagittal (left), frontal (center), and transversal view (right). The yellow lines indi-
cate the isocenter. Lower row: simulated distribution of annihilation points in a 1 cm
thick slice around the isocenter in sagittal (left), frontal (center), and transversal view
(right).
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Figure 5.3: Therapeutic irradiation with carbon ions (Patient 2). Upper row: planned dose in
sagittal (left), frontal (center), and transversal view (right). The yellow lines indi-
cate the isocenter. Lower row: simulated distribution of annihilation points in a 1 cm
thick slice around the isocenter in sagittal (left), frontal (center), and transversal view
(right).
5.1.3 Simulation of the detector response with GATE
The simulation of the detector response is performed with the GEANT4 derivative GATE,
version 6.1 (Jan et al., 2011). GATE is applied due to its user-friendly features regarding
the modelling of a PET scanner, the readout of the energy depositions in the detector sys-
tem, and the incorporation of human tissue. The schematic drawing in figure 5.4 shows
the arrangement of the patient’s head in the partial-ring PET camera configuration as
modelled in the GATE simulations. By means of GATE the single events, i.e. the energy
depositions in the detector, in combination with the corresponding detection positions and
the corresponding time stamps, are provided. In detail, for the RPC-based PET camera
all electrons are counted which reach the gap filled with gas. Since in reality not every
electron induces a signal and, thereby, corresponds to an event, the rate of single events
is overestimated but corrected later on, cf. subsection 5.1.4.
The simulated annihilation maps are included as sources into the GATE simulation. With
GATE annihilation photons can be modeled as so-called back-to-back photons. These
two photons are emitted simultaneously to opposed directions. Thus, the deviation from
the 180 degree angle that results from the movements of the positrons is not taken into
account. Since only the irradiation of one field for each patient is considered for the
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Figure 5.4: Transversal view of the patient laying inside the partial-ring PET cameras as
modelled by means of GATE.
GATE simulations, the irradiation time is set to 3 minutes. Using the so-called voxelized
source in GATE, the activity needs to be provided to ensure that the correct number of
annihilation photons is emitted in the defined irradiation time. In the annihilation maps, in
each voxel of dimension 1×1×1 mm3 the total number of annihilations from this voxel is
given. Therefore, by means of the rangetranslator-file (OpenGATEcollaboration, 2014),
each voxel value is scaled from the total number of annihilations to the corresponding
activity / Bq.
The patient’s tissue is modelled using the original CT scans of the patients. With GATE
it is possible to convert the Hounsfield units (HU) given by the CT scan to the density
and material of human tissue. First, the CT scan has to be provided in the AnalyzeTM-
format to make it readable by GATE (OpenGATEcollaboration, 2014). From the HUs,
the corresponding material is deduced by means of a calibration file (Schneider et al.,
2000), which need to be provided by the user. Furthermore, the calibration file specific
for the applied CT scanner indicating the relations between HUs and mass density is
required (OpenGATEcollaboration, 2014). The aim of the incorporation of the patient’s
tissue is the determination of the efficiency of the considered PET camera configurations
for realistic scenarios. By using the human tissue in the simulation, the attenuation of the
annihilation photons in the material is taken into account, and, thus, realistic numbers of
coincidences are obtained. In principle, if tissue or a phantom is modeled, corrections
regarding attenuation and scattering are needed for the image reconstruction. Since the
aim of this study is not the optimization of these corrections, the simulated events which
are used as input for the image reconstruction are obtained without using a phantom but
in air. Thus, the number of coincidences used for reconstruction is set according to the
efficiency derived for each camera with the human tissue included.
For the crystal-based scanner the number of coincidences obtained this way underesti-
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mates the actual efficiency proven by experiments (Surti et al., 2007) due to the readout
mode of the single events. GATE provides block-wise and crystal-wise readout for PET
cameras, but, unfortunately, the readout scheme of the GeminiTF is more complex. Us-
ing the crystal-wise readout mode, the efficiency is underestimated for this camera by a
factor of 1.646 according to recent results obtained by Irene Torres-Espellardo (formerly
IFIC). Therefore, the number of coincidences obtained for the crystal-based PET camera
by means of GATE simulations is corrected according to this factor.
The GATE simulations result in a list of single events. GATE users can chose between
two output formats: text-files and root-files. Due to a considerable smaller size, the root-
file output is chosen. For this study the GATE simulations return the exact time stamps of
the single events, the filtering of the coincidences and the incorporation of time blurring
is performed in a post-processing step, cf. subsection 5.1.4.
5.1.4 Filtering of the coincidences from single events
A pair of single events is considered as coincidence, if the following criteria regarding
the detection positions, the time stamps, and the values of energy depositions are ful-
filled. The first coincidence condition claims that one photon is registered in one head
of the partial-ring scanner and the second photon in the other one. This is aimed at
the neglection of scattered photons and random coincidences. This condition is fulfilled
by true coincidences, since the annihilation maps are placed at the center of the cam-
era. Secondly, another necessary condition for a pair of single events is the compliance
with the time window. For the crystal-based PET camera an interval of 3.8 ns is used
as coincidence window and 1 ns for the RPC-based camera. Furthermore, single events
are filtered according to an energy window. For the crystal-based scanner the energy
window is [440 keV, 665 keV] as applied for the GeminiTF (Surti et al., 2007). This limita-
tion concerning the energy deposition also helps to reduce the rate of scattered events.
For the RPC-based PET camera a cut of 0.1 keV is applied, since with that cut the ex-
perimentally achieved sensitivity is reproduced (according to results obtained by Irene
Torres-Espellardo, formerly IFIC). Finally, the time stamps of the coincident events are
modified according to the time resolution. For the crystal-based PET camera CTRs of
200, 400, and 600 ps FWHM are applied and for the RPC-based PET camera 100 and
200 ps FWHM.
5.1.5 Reconstruction methods
For the reconstruction three different methods are applied: MLEM (equation (2.4)), the
TOF-MLEM method (equation (2.8)), and the Direct TOF procedure (following equa-
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tion (2.7)). The Direct TOF method is predominantly relevant for the RPC due to the
assumed excellent CTRs. It is tested whether with the Direct TOF algorithm the same
image quality as with the TOF-MLEM can be achieved for RPCs. The implementation
of these reconstruction algorithms from a previous thesis (Shakirin, 2009) is applied but
modified with respect to the calculation of the system matrix for the RPC-based detector
and the input of coincidences given in a root-file.
The system matrix in this implementation used for the MLEM and the TOF-MLEM is de-
rived on-the-flight: the necessary components of the system matrix are calculated when
they are needed. Ten channels link the detection positions and the thereby affected vox-
els are considered for the system matrix. During the iterations the activity is distributed
along these lines. The ten channels are also used for the Direct TOF method to find the
voxel in which most probably the annihilation has taken place. Since the original version
of the code was exclusively dedicated to crystal-based detectors, the determination of
the channels is based on the random distribution of the end points of the channels on the
two crystals in which the event was registered (Shakirin, 2009). The uncertainty of the
depth-of-interaction in the crystals was not taken into account. In the extended version of
the code the reconstruction for the RPC-based PET camera is included by making use
of the simulated detection positions: the end points of the ten channels are distributed
around them using a Gaussian blurring according to the spatial resolution of the RPCs in
x- and y-direction.
Prior to the start of the reconstruction, the detection probability for each voxel, i.e. the
probability for an emission from this voxel to be detected by the camera, is derived by
simulations. This precalculation is performed for each camera configuration. The detec-
tion probability for voxel j, j = 1, ...,M is used instead of
N∑
i=1
aij in the equations (2.4)
and (2.8) and is also applied for the Direct TOF procedure to correct for the geometrical
design of the camera.
After every iteration a median filtering is applied to smooth the image. This filter replaces
the value of one voxel by the median value of this voxel and the 26 neighboring ones.
This filtering is highly recommended to reduce noise (Shakirin, 2009).
One important parameter concerning the reconstruction algorithm is the voxel size. In this
study, one voxel has the dimension 2×2×2 mm3. This dimension is chosen in accor-
dance with a previous study of the impact of the voxel size on the image quality (Shakirin
et al., 2008). Furthermore, due to the low number of coincidences inherent to the studied
patient scenarios and the efficiency of the RPC-based camera, it can be expected that a
smaller voxel size than 2 mm would lead to considerably worse image quality.
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In addition to that, the optimal number of iterations for the MLEM and the TOF-MLEM
procedure needs to be determined. For this, the RMSE is calculated up to the tenth itera-
tion of the MLEM and the TOF-MLEM for both PET cameras and both patients, to assess
the improvement in each iteration step. Due to the obtained results, cf. section 5.2, the
iteration is stopped after ten repetitions.
5.1.6 Detection of range deviations with YaPET
A crucial point in the evaluation of the considered PET cameras is to test their abilities
with respect to the detection of range deviations. For this reason, further annihilation
maps including range shifts are generated (Dr. Fine Fiedler / HZDR) and used as bases
for additional GATE simulations of detector response. These range deviations correspond
to variations of the energy of the beam. In the shape of a frustum of a pyramid, which is
2 cm wide and aligned in beam direction, energy is reduced and increased, respectively,
by 6 energy steps (ES). One energy steps equals 1 mm range deviation in water. This
method had been used before (Fiedler et al., 2010; Helmbrecht et al., 2012).
The reconstructed images are investigated by visual inspection and with YaPET (Yet an-
other PET Evaluation Tool) which is a semi-automatic software aimed at the detection
of range deviations (Helmbrecht et al., 2012; Helmbrecht et al., 2014). With YaPET two
images can be analyzed at the same time and compared to each other by considering
one-dimensional activity profiles along the beam direction and a distribution of range de-
viations can be provided. To achieve this, YaPET calculates the distal fall-offs from the
one-dimensional activity profiles, since the fall-offs can be correlated to the range (Helm-
brecht et al., 2012).
Before using YaPET, the images obtained for the original and the modified annihilation
maps needed to be transformed to the data format applied at GSI for PT-PET, which cor-
responds to the dimensions of the CT scan. By interpolating the image values, images
with voxel sizes of 1.12×1.12×3 mm3 and 1.21×1.21×3 mm3 for Patient 1 and Pa-
tient 2, respectively, were generated. The rotation of the voxel grid to the beam direction
is done automatically by YaPET using the corresponding files containing the treatment
plan. For this study the images are reconstructed with the TOF-MLEM algorithm using
CTRs of 600 ps FWHM for the crystal-based PET camera and 100 ps FWHM for the RPC-
based PET camera, where the CTR for the crystal-based camera is realistic and the CTR
for the RPC-based camera was not yet achieved.
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5.2 Results
5.2.1 Efficiency of the detectors
Table 5.1 lists the efficiency of the crystal-based and the RPC-based partial-ring PET
camera under consideration using the annihilation maps of Patient 1 and Patient 2 as ob-
tained by means of the performed GATE simulations. The observed efficiency of the RPC-
based PET camera is more than three times lower than the efficiency of the crystal-based
PET camera using the crystal-wise readout. By multiplying the number of coincidences
obtained with the crystal-based PET camera with the factor 1.646 in order to obtain real-
istic values, the efficiency differs by a factor of about 5.5 with respect to the RPC-based
PET camera. The corrected number of coincidences is applied for the reconstruction of
the images.
Table 5.1: Number of coincidences obtained by GATE simulations for the RPC-based PET cam-
era and the crystal-based PET camera using the annihilation maps from Patient 1 and
Patient 2. For the crystal-based PET camera the numbers of coincidences used for
the reconstruction are given in brackets, it is corrected regarding the disagreement
between simulated and experimentally obtained efficiency.
Patient RPC-based Crystal-based
Patient 1 1014 3321 (5466)
Patient 2 6840 25252 (41565)
5.2.2 Quality of reconstructed images
Reconstructed images obtained for the RPC- and the crystal-based PET cameras with
10 iterations of the TOF-MLEM algorithms are depicted in figure 5.5 for Patient 1 and in
figure 5.6 for Patient 2. As expected due to the higher efficiency, a better agreement with
the reference images is provided for the crystal-based PET camera than for the RPC-
based PET camera, in particular with respect to the position and the extend of the hot
region. Concerning the RPC-based camera, only in the case of Patient 1 and a CTR of
100 ps a quite accurate activity distribution is reconstructed, the hot spot at the isocenter
is clearly visible. For the crystal-based scanner smooth distributions are obtained with
all considered CTRs. For Patient 1, even no substantial differences between the images
generated with the crystal-based PET camera for the applied CTRs of 200, 400, and
600 ps FWHM can be recognized. For Patient 2 the activity distributions gets broader
with worse time resolution.
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Figure 5.5: Comparison between the reconstructed images for Patient 1 (frontal view) obtained
for the RPC-based PET camera and the crystal-based PET camera with 10 iterations
of the TOF-MLEM algorithm. First row: reference image (distribution of annihilation
points) (left), reconstructed images for the RPC-based camera with a CTR of 100 ps
FWHM (center), and 200 ps FWHM (right). Second row: reconstructed images for the
crystal-based camera with a CTR of 200 ps FWHM (left), 400 ps FWHM (center), and
600 ps FWHM (right). For these images a 20 mm thick slice containing the isocenter
is taken into account.
Figure 5.6: Comparison between the reconstructed images for Patient 2 (transversal view) ob-
tained for the RPC-based PET camera and the crystal-based PET camera with 10
iterations of the TOF-MLEM algorithm. First row: reference image (distribution of an-
nihilation points) (left), reconstructed images for the RPC-based camera with a CTR
of 100 ps FWHM (center), and 200 ps FWHM (right). Second row: reconstructed im-
ages for the crystal-based camera with a CTR of 200 ps FWHM (left), 400 ps FWHM
(center), and 600 ps FWHM (right). For these images a 20 mm thick slice containing
the isocenter is taken into account.
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5.2.3 Influence of the incorporation of TOF on the MLEM algorithm
Figures 5.7 and 5.8 depict reconstructed images which are the result of the standard
MLEM and the TOF-MLEM procedure. The positive impact of TOF is especially obvi-
ous for the reconstruction of the data obtained with the RPC-based camera. Elongation
artifacts, i.e. stretching of the activity towards the heads of the PET camera, appear in
images obtained with the MLEM, but not if the TOF-MLEM reconstruction is applied for
the RPC-based camera. These artifacts are highlighted by arrows in figures 5.7 and 5.8.
For the crystal-based PET camera the impact of TOF information on the reconstruction
results is not visible at all for Patient 1. For Patient 2 for both types of cameras the distri-
bution is more compact if the reconstruction is performed with the TOF-MLEM instead of
the MLEM.
Figure 5.7: Comparison of images reconstructed with MLEM or TOF-MLEM for Patient 1: First
row: reference image (distribution of annihilation points) (left), MLEM reconstruction
for the crystal-based camera (center), TOF-MLEM reconstruction with 600 ps FWHM
(right). Second row: MLEM reconstruction for the RPC-based camera (center) with
artifacts indicated by orange arrows, TOF-MLEM reconstruction with 100 ps FWHM
(right). For these images a 20 mm thick slice containing the isocenter is taken into
account.
Furthermore, the influence of the incorporation of TOF into the MLEM algorithm is as-
sessed with respect to the convergence of the reconstruction procedure. Figure 5.9
shows the RMSE indicating the convergence of the MLEM and TOF-MLEM for both types
of detectors. The impact of TOF, i.e. additional information of the place of annihilation, on
the convergence is obvious. Most effect is evident for both cameras and both patients for
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Figure 5.8: Comparison of images reconstructed with MLEM or TOF-MLEM for Patient 2: First
row: reference image (distribution of annihilation points) (left), MLEM reconstruc-
tion for the crystal-based camera (center), TOF-MLEM reconstruction with 600 ps
FWHM (right). Second row: MLEM reconstruction for the RPC-based camera (cen-
ter) with an artifact indicated by an orange arrow, TOF-MLEM reconstruction with
100 ps FWHM (right). For these images a 20 mm thick slice containing the isocenter
is taken into account.
the first iteration. While for the crystal-based scanner the same level of accuracy in terms
of RMSE is reached for MLEM and TOF-MLEM after the third iteration, this is not the case
for the RPC-based PET camera up to the tenth iteration. In total, the effect of the TOF
information on the convergence is higher for the RPC-based PET camera. This can be
explained by the lower efficiency and, secondly, by the higher scatter fraction observed
for the RPC-based PET camera in comparison with the crystal-based PET camera (Di-
blen et al., 2012)
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Figure 5.9: RMSE for the reconstructed images as a function of the iteration for Patient 1 (top)
and Patient 2 (bottom). The original annihilation maps are used as reference. The
TOF-MLEM and the MLEM are applied. A CTR of 200 ps FWHM is considered.
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5.2.4 Direct TOF versus TOF-MLEM
In order to assess the Direct TOF method for the RPC-based PET camera, images ob-
tained with the TOF-MLEM on the one hand and the Direct TOF algorithm on the other
hand are presented in the figures 5.10 and 5.11. Furthermore, figure 5.12 depicts the
RMSE for all three reconstruction methods as a function of the applied CTR. For the
MLEM and the TOF-MLEM the tenth iteration is used. While the activity distribution in
the images obtained with the Direct TOF procedure is broadened and appear more frag-
mented compared to the images obtained with the TOF-MLEM method, the image quality
in general seems not to be significantly worse. This is confirmed with the values of the
RMSE in figure 5.12. The Direct TOF method provides artifact free reconstruction as
the TOF-MLEM. In addition to that, in case of Patient 1 and the RPC-based PET camera
with an assumed CTR of 200 ps FWHM the hot spot is even reproduced well if the Direct
TOF method is applied in contrast to the image resulting from the TOF-MLEM algorithm,
cf. figure 5.11.
Figure 5.10: Comparison between images obtained with TOF-MLEM (center) and Direct TOF
(right) for Patient 2. Upper row: reference image (left), reconstructed images ob-
tained with the crystal-based PET camera with a simulated CTR of 200 ps using the
TOF-MLEM (center), and the Direct TOF (right). Central row: reconstructed images
obtained with the RPC-based PET camera with a simulated CTR of 100 ps using the
TOF-MLEM (center) and the Direct TOF (right). Lower row: reconstructed images
obtained with the RPC-based PET camera with a simulated CTR of 200 ps using
the TOF-MLEM (center) and the Direct TOF (right). For these images a 20 mm thick
slice containing the isocenter is taken into account.
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Figure 5.11: Comparison between images obtained with TOF-MLEM (center) and Direct TOF
(right) for Patient 1. Upper row: reference image (left), reconstructed images ob-
tained with the crystal-based PET camera with a simulated CTR of 200 ps using the
TOF-MLEM (center), and the Direct TOF (right). Central row: reconstructed images
obtained with the RPC-based PET camera with a simulated CTR of 100 ps using the
TOF-MLEM (center) and the Direct TOF (right). Lower row: reconstructed images
obtained with the RPC-based PET camera with a simulated CTR of 200 ps using
the TOF-MLEM (center) and the Direct TOF (right). For these images a 20 mm thick
slice containing the isocenter is taken into account.
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Figure 5.12: RMSE of the reconstructed images obtained with different reconstruction methods
for the crystal-based PET camera and the RPC-based PET camera for Patient 1
(left) and Patient 2 (right). The original annihilation map is used as reference. The
MLEM and the TOF-MLEM algorithms are stopped after the tenth iteration.
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5.2.5 Detectability of range deviations
In figures 5.13 and 5.14 the reconstructed images obtained for the modified annihilation
maps which include range shifts are shown using the RPC-based and the crystal-based
PET camera. As references, the distributions of annihilation points and the reconstructed
images for the original annihilations maps are used, which are depicted as well. For
Patient 1 the direction of the range variations are clearly visible in the images obtained
for the crystal-based PET camera following the hot spots. Likewise, for Patient 2, the
distribution of annihilation points is reproduced accurately enough to detect the range
shift, especially by focusing on the appearance of the hot region in comparison to the
corresponding annihilation maps. In contrast to this, for the RPC-based PET camera the
visualization of range shifts is not clearly successful in any of the four cases. For Patient 2
at least the changes behind the distal fall-offs agree with the original distributions. How-
ever, the positions of the hot spots are not true and prohibit a definite statement.
Secondly, an analysis by means of YaPET is performed using these reconstructed im-
ages as input, cf. figure 5.15. The histograms obtained with YaPET quantifying the range
deviations are analysed for the shape of the distribution and the sum of found range devi-
ations in negative direction in comparison to the positive direction. If there were no range
shifts, the distribution provided by means of YaPET would be symmetric and centered at
0. Since the energy shifts do not affect the complete volume of interest but the 2 cm wide
frustum of a pyramid in the isocenter, a single peak cannot be expected in this YaPET
analysis which takes into account the complete volume of interest. To demonstrate the
abilities of YaPET, the comparison of range deviations is also performed with the annihila-
tion maps directly. For the RPC-based camera YaPET gives a hint for the shift in negative
direction for Patient 1, and for the positive direction at least the maximum of the curve is
on the positive side of the x-axis. For Patient 2 the actual range shifts are not identified
with YaPET at all. In contrast to this, for the crystal-based camera YaPET returns clear
results, i.e. the histograms present distributions of range deviations skewed to the correct
direction.
Table 5.2 summarizes the results concerning the detectability of range deviations for the
two types of PET cameras under study and the two patient cases. In total, concerning the
RPC-based PET camera, the obtained image quality makes the decisive recognition of
range deviations either by visual inspection or by using YaPET difficult. On the contrary,
for the crystal-based camera, the range deviations are visible from the reconstructed im-
ages and confirmed with YaPET.
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Figure 5.13: Range deviations for Patient 1 (frontal view). Annihilation maps (top) and recon-
structed images for the RPC-based PET camera (center) and the crystal-based
PET camera (bottom) with range deviations of -6 ES (left), ±0 ES (center), and
+6 ES (right). For these images a 20 mm thick slice containing the isocenter is
taken into account.
Table 5.2: Detectability of range deviations for the two patients and the range shifts of
6 ES in the positive and the negative direction. The reconstructed images ob-
tained for the RPC-based PET camera and the crystal-based PET camera,
cf. figures 5.13, 5.14 are analysed by visual inspection and with the semi-
automatic tool YaPET, cf. figure 5.15. For the RPC-based PET camera a CTR
of 100 ps and for the crystal-based camera a CTR of 600 ps is assumed.
RPC-based crystal-based
Patient Shift Visual YaPET Visual YaPET
1 +6 ES no ? yes yes
-6 ES no yes yes yes
2 +6 ES ? no yes yes
-6 ES ? no yes yes
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Figure 5.14: Range deviations for Patient 2 (frontal view). Annihilation maps (top) and recon-
structed images for the RPC-based PET camera (center) and the crystal-based
PET camera (bottom) with range deviations of -6 ES (left), ±0 ES (center), and
+6 ES (right). For these images a 20 mm thick slice containing the isocenter is
taken into account.
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Figure 5.15: YaPET results: histogrammed range deviations for Patient 1 (left) and Patient 2
(right) using the annihilation maps (top) and the reconstructed images obtained
with the crystal-based PET camera (center) and with the RPC-based camera (bot-
tom), respectively. For the RPC-based camera a CTR of 100 ps and for the crystal
based PET camera a CTR of 600 ps is used. The blue curves indicate the observed
range deviations for an actual range shift of -6 ES, whereas the red curves depict
the range deviations found in presence of an actual range shift of +6 ES.
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In this work, PHITS and a substantially extended HIBRAC version were evaluated with
respect to their capabilities to model the production of the most abundant β+-emitters
during particle therapy in comparison to experimental data. In general, PHITS underesti-
mated the production rate of the β+-emitters and, therefore, previous results obtained for
proton beams (Seravalli et al., 2012) were confirmed. However, the selection of the mod-
els implemented in PHITS can be important for simulations in this context. Especially, the
choice of the evaporation model had much impact on the final results. For energies higher
than those applied in particle therapy the impact of the evaporation models on secondary
particles was already demonstrated (Mancusi et al., 2011). From the performed simula-
tions in this work it can be concluded that a validation of the evaporation models available
in PHITS could be useful. Future simulations should also include the latest intra-nuclear
cascade model INCL4.6 (Cugnon et al., 2011), which was recently implemented in PHITS
(Sato et al., 2013). The yields obtained with HIBRAC for proton and carbon beams were
more accurate than calculated with PHITS and even comparable to GEANT4 results. For
carbon ions accurate results were expected since the cross section models and reaction
kinematics applied in HIBRAC were used in the Monte Carlo software providing the distri-
bution of annihilation points for the PT-PET monitoring of the carbon ion treatments at GSI
(Hasch, 1996). However, HIBRAC would benefit from more detailed benchmarking stud-
ies and the adjustment of the implemented cross section models for nuclear reactions, in
particular regarding the target fragmentation for helium, lithium, and carbon beams. Es-
pecially, the probably imprecise modeling of secondary protons and helium ions, which
was remarked before (Sihver et al., 1998), could be a reason for the observed inaccu-
racies. Experiments aimed at the detection of secondary ions are ongoing, e.g. in the
field of proton radiography (Henriquet et al., 2012). After a further validation of the cross
section models based on measured data is performed, HIBRAC could be a candidate for
the simulation of β+-emitters in clinical routine PT-PET. Furthermore, it could be tested
if the parallelization of the code is possible for a reduction of time consumption which is
already low in comparison to GEANT4 and PHITS.
From the simulation study with PHITS regarding the modeling of the prompt γ-rays emit-
ted during proton irradiation, it can be concluded that in the relevant energy range from
3 to 6 MeV PHITS can compete with GEANT4 regarding the quantitative reproduction of
101
6 Conclusions and outlook
experimental data. In addition to that, the spectrum obtained with PHITS showed accu-
rate Doppler-broadened peaks. In total, PHITS can be considered as an alternative for
the modeling of prompt γ-ray emissions awaiting upcoming experiments.
With the intention to optimize the Compton camera prototype, the interactions induced by
photons in various camera setups were analyzed by means of GEANT4 simulations. The
focus was put onto the evaluation of detection probabilities, the percentage of valid Comp-
ton events, the comparison with experimental data, and the suitability of the application
of the Compton camera prototype as pair production camera. Between the experimental
and simulated energy deposition in the detector layers a good agreement was obtained.
Deviations between simulated and measured energy spectra were understood. Thus, an
indication for the reliability of the entire simulation study was provided. Furthermore, this
comparison led to the reconsideration of the efficiency of the Compton camera prototype.
Background mainly results from the escape of secondary particles from one of the de-
tectors. This includes the recoil electrons following a Compton scattering and secondary
particles resulting from a pair production. Suitable event selection criteria were provided
which improve the percentage of valid Compton events substantially. These selection
criteria were based on the filtering of data according to the amount and position of the
energy deposition in the detectors. Concerning the detector design and the positioning
of the source, several recommendations were derived from the simulations: First of all,
to adjust the number of events in order to comply with the electronical capabilities, it is
best to change the distance between source and Compton camera. Secondly, although
it is unknown which percentage and number of valid Compton events are required for the
reconstruction, from these simulations the application of a Compton camera configuration
consisting of two CZT detectors with the mentioned dimensions cannot be recommended,
since using the CZT-LSO and the CZT-BGO camera a better efficiency and a higher per-
centage of valid events were achieved. However, the study of the CZT-CZT configuration
is relevant for a Compton camera with two CZT detectors used as scatter layers. Us-
ing differently shaped sources with varied positions the imaging abilities of the Compton
camera prototype for in-vivo dosimetry were confirmed since during a patient treatment
there is a broad spatial distribution of γ-ray emissions and, therefore, of scattering angles.
A clear advise can be given for experiments with a point source emitting photons with a
relatively low energy, e.g. 22Na: to modify the range of feasible scattering angles and,
thereby, to obtain a better percentage of valid Compton events, the source should not be
in central position in front of the camera, but shifted laterally, or, alternatively, the absorber
can be rotated by about 45 degrees with respect to the scatter layer. The adjustment of
the lower energy thresholds could be of advantage in terms of the percentage of valid
events. In practice, the reduction of the lower energy thresholds is often not possible,
in contrast to the rejection of events below a certain threshold, which appeared to be
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useful for the absorber. Another possibility to reduce noise is by detecting charged parti-
cles associated with invalid events by means of a thin silicon layer placed in-between the
scatter and the absorber detector. Additionally, since a high percentage of invalid events
originates from energy escape from the absorber layer, a detector behind the absorber
registering the escaping particles could also be of advantage. Regarding efficiency as
well as rate and number of valid events, large-area Compton cameras are in favor of sev-
eral small detection systems, given the same overall surface of the cameras. However,
the definite evaluation of the applicability of Compton cameras to in-vivo dosimetry re-
quires further experiments including image reconstruction. Finally, the utilization of pair
production events for image reconstruction with an existing Compton camera prototype
(CZT-LSO) was studied. If in addition to Compton events, electrons and positrons fol-
lowing a pair production are detected, the total efficiency increases by only 10 % for a
realistic photon spectrum. Furthermore, even for photons with an energy of 10 MeV an
angular resolution was observed which is certainly not enough to detect range deviations
of a few millimeters. For these reasons, a further investigation of a similar pair production
camera for in-vivo dose verification is not reasonable. Beyond this work is the analysis of
further background resulting from particles different to prompt γ-rays. For example, the
neutrons produced by interactions of the beam particles need to be studied.
By means of GATE simulations an RPC-based partial-ring PET camera was evaluated
with respect to the application to in-beam PET. Realistic distributions of annihilation points
derived from carbon ion treatment plans were used to study detector efficiency, the quality
of reconstructed images, and the detectability of range deviations. A crystal-based PET
camera based on a commercially available PET scanner was used as reference. With
the RPC-based PET camera a low efficiency was observed which does not allow the ac-
curate reproduction of the distributions of annihilation points. Furthermore, the reliability
of the detection of range deviations with the RPC-based PET camera is questionable.
In contrast to the reference crystal-based PET camera, neither the visual inspection of
the reconstructed images, nor the results obtained with the semi-automatic tool YaPET
provided sufficient information for the RPC-based PET camera. The application of the
TOF-MLEM reconstruction was especially advantageous for the considered RPC-based
PET camera in terms of convergence and limited angle artifacts. However, the assumed
excellent time resolution of the RPC-based PET camera could not fully compensate the
low efficiency. For the crystal-based PET camera considerably better images were ob-
tained with MLEM and TOF-MLEM, e.g. limited angle artifacts were not observed at all.
With the Direct TOF algorithm about the same level of image quality was achieved as
obtained with the TOF-MLEM assuming a CTR of 200 ps FWHM. Eventually, the Direct
TOF procedure could be evaluated for the currently investigated RPC-based full-body
cameras aimed at diagnostic PET. For the RPC-based PET camera a profound increase
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6 Conclusions and outlook
in efficiency would be required for the application to PT-PET. The stacks could be radially
increased in width in a way that the gaps in-between the heads, cf. figure 5.1, disappear.
Obviously, this would not result in an efficiency as high as achieved for the crystal-based
camera. Furthermore, due to the higher scatter fraction inherent to the RPC-based PET
camera (Diblen et al., 2012), the same efficiency as obtained with the crystal-based PET
camera would not obligatorily result in the same image quality. Since during therapeu-
tic proton irradiation a β+-activity occurs which is about three times higher than during
carbon ion treatment (Parodi et al., 2002; Enghardt et al., 2004; Priegnitz et al., 2008),
further studies should include annihilation maps based on treatment plans for proton ther-
apy.
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Zusammenfassung
Immer mehr Krebspatienten werden mit Protonen- oder Kohlenstoffstrahlen behandelt.
Mit dieser Teilchenstrahlung kann Dosis pra¨zise im Tumor appliziert werden. Allerdings
ist die Tiefen-Dosis-Verteilung, die diese Pra¨zision ermo¨glicht, empfindlich gegenu¨ber
Abweichungen vom Bestrahlungsplan, wie z.B. Dichtea¨nderungen im durchstrahlten Ge-
webe. Um die Qualita¨t der Behandlung zu gewa¨hrleisten, ist deshalb eine nicht-invasive
In-vivo Dosisverifikation wu¨nschenswert. Diese U¨berwachung der Partikeltherapie ba-
siert auf der Detektion von Sekunda¨rstrahlung, die entsteht, wenn die eingestrahlten
Teilchen mit den Atomkernen des Gewebes wechselwirken.
Bisher ist die einzige klinisch angewandte Methode zur In-vivo Dosisverifikation bei Parti-
keltherapie die Positronen-Emissions-Tomographie, die auf der wa¨hrend der Bestrahlung
entstehenden β+-Aktivita¨t beruht (PT-PET). Da aus einer PT-PET Messung nicht direkt
auf die verabreichte Dosis geschlossen werden kann, wird eine simulierte Verteilung der
β+-emittierenden Kerne als Grundlage fu¨r eine Analyse der gemessenen PT-PET Daten
genutzt. Dazu ist die zuverla¨ssige Modellierung der Produktionsraten und der tiefen-
abha¨ngigen Verteilung der β+-Emitter erforderlich. Wird PT-PET bereits wa¨hrend der
Bestrahlung durchgefu¨hrt statt im Anschluss, wird von In-beam PET gesprochen. Hierfu¨r
stellt das Design der PET-Kamera eine Herausforderung dar, da ein standardma¨ßiger
Vollring-Scanner nicht anwendbar ist. Mo¨glich ist beispielsweise eine Doppelkopf-Kamera,
jedoch ko¨nnen niedrige Za¨hlraten und geringe Raumwinkelabdeckung die Bildqualita¨t
gefa¨hrden. Aus diesem Grund ist ein Detektorsystem mit hoher Zeitauflo¨sung erwu¨nscht,
welche die Einbeziehung der Flugzeit (TOF) in den iterativen Rekonstruktionsalgorithmus
erlaubt, und dadurch die Bildqualita¨t erheblich verbessern kann.
Ein zweiter Ansatz zielt auf die Detektion der prompten γ-Strahlen und wird als Prompt
Gamma Imaging (PGI) bezeichnet. Hinsichtlich der Rate und Energieverteilung der γ-
Strahlung, die wa¨hrend Partikelbestrahlung auftritt, ist die experimentelle Datenlage unzu-
reichend, weswegen Simulationen unerla¨sslich sind. Compton-Kameras, die auf der De-
tektion inkoha¨rent gestreuter Photonen basieren, sollen fu¨r PGI zum Einsatz kommen. In
diesem Zusammenhang dienen Monte-Carlo-Simulationen der Optimierung des Aufbaus
und der Bewertung von Kriterien zur Selektion der gemessenen Ereignisse.
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Zusammenfassung
Voraussetzungen fu¨r In-beam PET und PGI sind demnach geeignete Detektorsysteme
und detailliertes Wissen u¨ber die zugrunde liegenden Strahlungsfelder. Inhalt dieser Ar-
beit ist die Modellierung der β+-Emitter und Photonen, die wa¨hrend der Bestrahlung
entstehen, sowie die Bewertung der Anwendbarkeit bzw. Optimierung von Detektorsys-
temen fu¨r beide Techniken unter Verwendung verschiedener Simulationsprogramme.
Fu¨r die Modellierung der Produktion der ha¨ufigsten β+-Emitter wa¨hrend Partikelbestrahl-
ung wurden das Monte-Carlo-Simulationsprogramm PHITS und der deterministische,
eindimensionale Simulationscode HIBRAC getestet. Fu¨r Bestrahlungen mit Protonen,
Lithium-, Helium- und Kohlenstoffionen wurden die tiefenabha¨ngigen Yields der relevan-
ten β+-Emitter simuliert und mit Experimentdaten verglichen. Zusa¨tzlich erfolgte ein Ver-
gleich mit Simulationsergebnissen aus dem Monte-Carlo-Programm GEANT4. PHITS
unterscha¨tzte im Allgemeinen die Produktionsrate der betrachteten Nuklide und zeigte
weit weniger U¨bereinstimmung mit den Experimenten als die GEANT4 Simulationen, die
akzeptable Werte lieferten. Um mit HIBRAC die tiefenabha¨ngigen Yields der einzelnen
β+-emittierenden Nuklide zu simulieren, waren grundlegende Erweiterungen des Codes
no¨tig. Fu¨r Protonen und Kohlenstoffionen wurden die Yields der betrachteten β+-Emitter
mit HIBRAC a¨hnlich genau wie mit GEANT4 modelliert. Da HIBRAC schnell, kompakt
und einfach modifizierbar ist, kommt es als Basis fu¨r die Simulation der β+-Emitter im
klinischen Einsatz in Frage. Des Weiteren wurde mit PHITS die Reproduzierbarkeit eines
Photonenspektrums, das wa¨hrend einer Protonenbestrahlung gemessen wurde, unter-
sucht. Ausgehend von den erzielten Ergebnissen kann PHITS als Alternative zu GEANT4
im Hinblick auf die Simulation prompter γ-Emissionen angesehen werden.
Ein weiteres Ziel der vorliegenden Arbeit war die Optimierung von Compton-Kamera-
Prototypen fu¨r PGI. Der Fokus der Simulationen mit GEANT4 lag auf der Effizienz der
Kameras und den Raten an validen Compton-Ereignissen. Basierend auf diesen Simu-
lationen erscheint eine Compton-Kamera aus einem CZT-Detektor und einem LSO- oder
BGO-Detektor anwendbar. Mehrere Empfehlungen, die die Anordnung und den Aufbau
der Kamera betreffen, wurden gegeben. Außerdem wurden verschiedene Kriterien zur
Selektion der Ereignisse untersucht mit denen der Anteil an validen Compton-Ereignissen
erheblich gesteigert werden konnte. Die Simulationen wurden mittels eines Vergleichs
zwischen gemessenen und simulierten Energiedepositionen in den Detektoren verifiziert.
Der Vergleich ergab eine gute U¨bereinstimmung und diente außerdem der Kontrolle der
Effizienz des Prototyps. In einer weiteren Simulationsstudie wurde die Erweiterung der
Compton-Kamera bezu¨glich der Anwendung als Paarbildungskamera analysiert, d.h. fu¨r
die Detektion der Elektron-Positron-Paare, die bei einer Paarbildung entstehen. Aufgrund
geringer Effizienz und unzureichender Ortsauflo¨sung erscheint die erfolgreiche Anwen-
dung des betrachteten Compton-Kamera-Prototyps als Paarbildungskamera zur In-vivo-
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Kontrolle von Partikeltherapie fraglich.
Des Weiteren wurde die Anwendbarkeit von Resistive-Plate-Chambers (RPCs) fu¨r In-
beam PET diskutiert, da diese Detektoren eine gute Zeitaufo¨sung ermo¨glichen. Eine aus
Szintillatoren bestehende PET-Kamera, die auf einem klinisch angewendeten Scanner
basiert, wurde als Referenz verwendet. Fu¨r diese Analyse wurde die gesamte Kette,
beginnend mit Simulationen der Detektorantwort, u¨ber die Bildrekonstruktion unter Ver-
wendung verschiedener Algorithmen, bis zur Bewertung der Bildqualita¨t, betrachtet. Die
Grundlage fu¨r diese Simulationen bildeten realistische Aktivita¨tsverteilungen, die auf Pla¨-
nen fu¨r Bestrahlungen mit Kohlenstoffionen basierten. Aufgrund der niedrigen Effizienz
der RPC-basierten PET-Kamera ergaben sich rekonstruierte Bilder eingeschra¨nkter Qua-
lita¨t, die weder visuell noch mithilfe des semi-automatischen Werkzeugs YaPET verla¨ss-
liche Aussagen zur Detektierbarkeit von Reichweitea¨nderungen lieferten. Die gute Zeit-
auflo¨sung konnte die niedrige Effizienz also nicht vollsta¨ndig kompensieren, die Ein-
beziehung der Flugzeit in den iterativen Rekonstruktionsalgorithmus erwies sich jedoch
besonders fu¨r die betrachtete RPC-basierte PET-Kamera von erheblichen Vorteil bezu¨g-
lich Konvergenz und dem Auftreten von Bildartefakten. Direct TOF, eine echtzeitfa¨hige
Ru¨ckprojektionstechnik, lieferte fu¨r die RPC-basierte PET Kamera eine vergleichbare
Bildqualita¨t bezogen auf die iterativen Verfahren. Insgesamt erscheint eine weitere Un-
tersuchung von RPC-basierten PET-Kameras a¨hnlicher Effizienz fu¨r In-beam PET wenig
aussichtsreich.
In dieser Arbeit wurden Simulationsstudien fu¨r die Weiterentwicklung der In-vivo Dosime-
trie fu¨r Partikeltherapie durchgefu¨hrt. Fu¨r die Modellierung der β+-Emitter und prompten
γ-Strahlen wurden verschiedene Simulationsprogramme verwendet. HIBRAC ko¨nnte
eine Basis fu¨r die fu¨r klinisches PT-PET no¨tigen Simulationen sein, jedoch wa¨re eine
genauere U¨berpru¨fung der zugrunde liegenden Querschnittsmodelle erforderlich. Eine
systematische Analyse erbrachte mehrere die Optimierung des Compton-Kamera-Pro-
totyps betreffende Empfehlungen. Fu¨r eine abschließende Beurteilung der Anwend-
barkeit der Compton Kamera fu¨r PGI sind jedoch weitere experimentelle Untersuchung-
en unerla¨sslich. Fu¨r PT-PET stellt die Effizienz des Detektorsystems den entscheiden-
den Faktor dar. Basierend auf den Ergebnissen fu¨r die betrachtete RPC-basierte PET-
Kamera, sollte der Fokus hier weiterhin auf Szintillator-basierten PET-Kameras liegen.
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Summary
An increasing number of cancer patients is treated with proton beams or other light ion
beams which allow to deliver dose precisely to the tumor. However, the depth dose dis-
tribution of these particles, which enables this precision, is sensitive to deviations from
the treatment plan, as e.g. anatomical changes. Thus, to assure the quality of the treat-
ment, a non-invasive in-vivo dose verification is highly desired. This monitoring of particle
therapy relies on the detection of secondary radiation which is produced by interactions
between the beam particles and the nuclei of the patient’s tissue.
Up to now, the only clinically applied method for in-vivo dosimetry is Positron Emission To-
mography which makes use of the β+-activity produced during the irradiation (PT-PET).
Since from a PT-PET measurement the applied dose cannot be directly deduced, the
simulated distribution of β+-emitting nuclei is used as a basis for the analysis of the mea-
sured PT-PET data. Therefore, the reliable modeling of the production rates and the
spatial distribution of the β+-emitters is required. PT-PET applied during instead of after
the treatment is referred to as in-beam PET. A challenge concerning in-beam PET is the
design of the PET camera, because a standard full-ring scanner is not feasible. For in-
stance, a double-head PET camera is applicable, but low count rates and the limited solid
angle coverage can compromise the image quality. For this reason, a detector system
which provides a time resolution allowing the incorporation of time-of-flight information
(TOF) into the iterative reconstruction algorithm is desired to improve the quality of the
reconstructed images.
Secondly, Prompt Gamma Imaging (PGI), a technique based on the detection of prompt
γ-rays, is currently pursued. Concerning the emissions of prompt γ-rays during particle
irradiation, experimental data is not sufficiently available, making simulations necessary.
Compton cameras are based on the detection of incoherently scattered photons and are
investigated with respect to PGI. Monte Carlo simulations serve for the optimization of
the camera design and the evaluation of criteria for the selection of measured events.
Thus, for in-beam PET and PGI dedicated detection systems and, moreover, profound
knowledge about the corresponding radiation fields are required. Using various simula-
tion codes, this thesis contributes to the modelling of the β+-emitters and photons pro-
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duced during particle irradiation, as well as to the evaluation and optimization of hardware
for both techniques.
Concerning the modeling of the production of the relevant β+-emitters, the abilities of the
Monte Carlo simulation code PHITS and of the deterministic, one-dimensional code HI-
BRAC were assessed. The Monte Carlo tool GEANT4 was applied for an additional com-
parison. For irradiations with protons, helium, lithium, and carbon, the depth-dependent
yields of the simulated β+-emitters were compared to experimental data. In general,
PHITS underestimated the yields of the considered β+-emitters in contrast to GEANT4
which provided acceptable values. HIBRAC was substantially extended to enable the
modeling of the depth-dependent yields of specific nuclides. For proton beams and car-
bon ion beams HIBRAC can compete with GEANT4 for this application. Since HIBRAC
is fast, compact, and easy to modify, it could be a basis for the simulations of the β+-
emitters in clinical application. PHITS was also applied to the modeling of prompt γ-rays
during proton irradiation following an experimental setup. From this study, it can be con-
cluded that PHITS could be an alternative to GEANT4 in this context.
Another aim was the optimization of Compton camera prototypes. GEANT4 simulations
were carried out with the focus on detection probabilities and the rate of valid events.
Based on the results, the feasibility of a Compton camera setup consisting of a CZT
detector and an LSO or BGO detector was confirmed. Several recommendations con-
cerning the design and arrangement of the Compton camera prototype were derived.
Furthermore, several promising event selection strategies were evaluated. The GEANT4
simulations were validated by comparing simulated to measured energy depositions in
the detector layers. This comparison also led to the reconsideration of the efficiency
of the prototype. A further study evaluated if electron-positron pairs resulting from pair
productions could be detected with the existing prototype in addition to Compton events.
Regarding the efficiency and the achievable angular resolution, the successful applica-
tion of the considered prototype as pair production camera to the monitoring of particle
therapy is questionable.
Finally, the application of a PET camera consisting of Resistive Plate Chambers (RPCs)
providing a good time resolution to in-beam PET was discussed. A scintillator-based
PET camera based on a commercially available scanner was used as reference. This
evaluation included simulations of the detector response, the image reconstructions us-
ing various procedures, and the analysis of image quality. Realistic activity distributions
based on real treatment plans for carbon ion therapy were used. The low efficiency of
the RPC-based PET camera led to images of poor quality. Neither visually nor with the
semi-automatic tool YaPET a reliable detectability of range deviations was possible. The
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incorporation of TOF into the iterative reconstruction algorithm was especially advanta-
geous for the considered RPC-based PET camera in terms of convergence and artifacts.
The application of the real-time capable back projection method Direct TOF for the RPC-
based PET camera resulted in an image quality comparable to the one achieved with
the iterative algorihms. In total, this study does not indicate the further investigation of
RPC-based PET cameras with similar efficiency for in-beam PET application.
To sum up, simulation studies were performed aimed at the progress of in-vivo dosime-
try. Regarding the modeling of the β+-emitter production and prompt γ-ray emissions,
different simulation codes were evaluated. HIBRAC could be a basis for clinical PT-PET
simulations, however, a detailed validation of the underlying cross section models is re-
quired. Several recommendations for the optimization of a Compton Camera prototype
resulted from systematic variations of the setup. Nevertheless, the definite evaluation
of the feasibility of a Compton camera for PGI can only be performed by further experi-
ments. For PT-PET, the efficiency of the detector system is the crucial factor. Due to the
obtained results for the considered RPC-based PET camera, the focus should be kept to
scintillator-based PET cameras for this purpose.
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