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ABSTRACT
Deep reinforcement learning has the potential to train robots to perform complex tasks in the real
world without requiring accurate models of the robot or its environment. A practical approach is to
train agents in simulation, and then transfer them to the real world. One popular method for achieving
transferability is to use domain randomisation, which involves randomly perturbing various aspects
of a simulated environment in order to make trained agents robust to the reality gap. However, less
work has gone into understanding such agents—which are deployed in the real world—beyond task
performance. In this work we examine such agents, through qualitative and quantitative comparisons
between agents trained with and without visual domain randomisation. We train agents for Fetch
and Jaco robots on a visuomotor control task and evaluate how well they generalise using different
testing conditions. Finally, we investigate the internals of the trained agents by using a suite of
interpretability techniques. Our results show that the primary outcome of domain randomisation is
more robust, entangled representations, accompanied with larger weights with greater spatial structure;
moreover, the types of changes are heavily influenced by the task setup and presence of additional
proprioceptive inputs. Additionally, we demonstrate that our domain randomised agents require higher
sample complexity, can overfit and more heavily rely on recurrent processing. Furthermore, even with
an improved saliency method introduced in this work, we show that qualitative studies may not always
correspond with quantitative measures, necessitating the combination of inspection tools in order to
provide sufficient insights into the behaviour of trained agents.
1. Introduction
Deep reinforcement learning (DRL) is currently one of
the most prominent subfields in AI, with applications to many
domains (Arulkumaran et al., 2017; François-Lavet et al.,
2018). One of the most enticing possibilities that DRL affords
is the ability to train robots to perform complex tasks in the
real world, all from raw sensory inputs. For instance, while
robotics has traditionally relied on hand-crafted pipelines,
each performing well-defined estimation tasks – such as
ground-plane estimation, object detection, segmentation and
classification, (Kragic and Vincze, 2009; Martinez-Gomez
et al., 2014) – it is now possible to learn visual perception
and control in an “end-to-end” fashion (Levine et al., 2016;
Gu et al., 2017; Zhu et al., 2017; Levine et al., 2018), without
explicit specification and training of networks for specific
sub-tasks.
A major advantage of using reinforcement learning (RL)
versus the more traditional approach to robotic system design
based on optimal control is that the latter requires a tran-
sition model for the task in order to solve for the optimal
sequence of actions. While optimal control, when applicable,
is more efficient, modelling certain classes of objects (e.g.,
deformable objects) can require expensive simulation steps,
and often physical parameters (e.g., frictional coefficients) of
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Figure 1: Examples of visual domain randomisation in our
Fetch (top) and Jaco (bottom) robotics experiments.
real objects that are not known in detail. Instead, approaches
that use RL can learn a direct mapping from observations
to the optimal sequence of actions, purely through interact-
ing with the environment. Through the powerful function
approximation capabilities of neural networks (NNs), deep
learning (DL) has allowed RL algorithms to scale to domains
with significantly more complex input and action spaces than
previously considered tractable.
The downside is that while DRL algorithms can learn
complex control policies from raw sensory data, they typically
have poor sample complexity. In practice, this means training
DRL algorithms in simulators before deploying them on real
robots, which then introduces a reality gap (Jakobi et al.,
T Dai et al.: Preprint submitted to Elsevier Page 1 of 23
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1995) between the simulated and real worlds—including not
just differences in physics, but also visual appearance. There
are several solutions to this problem, including fine-tuning a
DRL agent on the real world (Rusu et al., 2017), performing
system identification to reduce the domain gap (Chebotar
et al., 2018), and explicitly performing domain adaptation
(Tzeng et al., 2015; Bousmalis et al., 2018).
One solution to increase the robustness of agents to po-
tential differences between simulators and the real world is
to use domain randomisation (DR; pictured in Figure 1), in
which various properties of the simulation are varied, alter-
ing anything from the positions or dynamical properties of
objects to their visual appearance. This extension of data
augmentation to RL environments has been used to success-
fully train agents for a range of different robots, including
robotic arms (Tobin et al., 2017; James et al., 2017), quad-
copters (Sadeghi and Levine, 2017), and even humanoid
robotic hands (Andrychowicz et al., 2018). While early uses
of DR (Tobin et al., 2017; James et al., 2017) did not in-
clude transition dynamics as a random property, we note that
“dynamics randomisation” (Peng et al., 2018) can now also
be considered part of the standard DR pipeline. Common
practice is to design DR to incorporate as many variations as
possible, such that the real world would, ideally, be a “subset”
of the set of DR environments.
When the primary aim of this line of research is to enable
the training of agents that performwell in the real world, there
is an obvious need to characterise how these agents behave
before they can be deployed “in the wild”. In particular, one
can study how well these agents generalise—a criterion that
has received considerable interest in the DRL community
recently (Zhang et al., 2018a,b; Justesen et al., 2018; Witty
et al., 2018; Packer et al., 2018; Cobbe et al., 2018; Zhao
et al., 2019). To do so, we can construct unit tests that not
only reflect the conditions under which the agent has been
trained, but also extrapolate beyond; for instance, James et al.
(2017) studied the test-time performance of agents trained
with DR in the presence of distractors or changed illumination.
While adding robustness to these extrapolation tests can be
done by simply training under the new conditions, we are
interested in developing general procedures that would still be
useful when this option is not available. As we show later (in
Subsection 3.3), depending on the training conditions, we can
even observe a failure of agents trained with DR to generalise
to the much simpler default visuals of the simulator.
While unit tests provide a quantitative measure by which
we can probe the performance of trained agents under various
conditions, they treat the trained agents as black boxes. How-
ever, with full access to the internals of the trained models
and even control over the training process, we can dive even
further into the models. Using common interpretability tools
such as saliency maps (Morch et al., 1995; Simonyan et al.,
2013; Zeiler and Fergus, 2014; Selvaraju et al., 2017; Sun-
dararajan et al., 2017) and dimensionality reduction methods
(Pearson, 1901; Maaten and Hinton, 2008; McInnes et al.,
2018) for visualising NN activations (Rauber et al., 2017),
we can obtain information on why agents act the way they
do. The results of these methods work in tandem with unit
tests, as matching performance to the qualitative results al-
lows us to have greater confidence in interpreting the latter;
in fact, this process allowed us to debug and improve upon
an existing saliency map method, as detailed in Subsection
4.1. Through a combination of existing and novel methods,
we present here a more extensive look into DRL agents that
have been trained to perform control tasks using both visual
and proprioceptive inputs. In particular, under our set of ex-
perimental conditions, we show that our agents trained with
visual DR:
• require more representational learning capacity (Sub-
section 4.5),
• are more robust to visual changes in the scene, exhibit-
ing generalisation to unseen local/global perturbations
(Subsection 3.4),
• use a smaller set of more reliable visual cues when not
provided proprioceptive inputs (Subsection 4.1),
• more heavily rely on recurrent processing (Subsection
4.6),
• have filters that have higher norms or greater spatial
structure (Subsection 4.3), which respond to more com-
plex spatial patterns (Subsection 4.2),
• learn more robust (Subsection 4.4) and entangled
(Frosst et al., 2019) representations (Subsection 4.7),
• and can “overfit” to DR visuals (Subsection 3.3).
2. Methods
2.1. Reinforcement Learning
In RL, the aim is to learn optimal behaviour in sequential
decision problems (Sutton and Barto, 2018), such as finding
the best trajectory for a manipulation task. It can formally
be described by a Markov decision process (MDP), whereby
at every timestep 푡 the agent receives the state of the envi-
ronment 퐬푡, performs an action 퐚푡 sampled from its policy
휋(퐚푡|퐬푡) (potentially parameterised by weights 휃), and then re-ceives the next state 퐬푡+1 along with a scalar reward 푟푡+1. Thegoal of RL is to find the optimal policy, 휋∗, which maximises
the expected return:
피[푅푡=0] = 피
[푇−1∑
푡=0
훾 푡푟푡+1
]
,
where in practice a discount value 훾 ∈ [0, 1) is used to weight
earlier rewards more heavily and reduce the variance of the
return over an episode of interaction with the environment,
ending at timestep 푇 .
Policy search methods, which are prevalent in robotics
(Deisenroth et al., 2013), are one way of finding the optimal
policy. In particular, policy gradient methods that are com-
monly used with NNs perform gradient ascent on 피휋[푅] to
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optimise a parameterised policy 휋(⋅; 휃) (Williams and Peng,
1991). Other RL methods rely on value functions, which
represent the future expected return from following a policy
from a given state: 푉휋(퐬푡) = 피휋[푅푡]. The combination oflearned policy and value functions are known as actor-critic
methods, and utilise the critic (value function) in order to
reduce the variance of the training signal to the actor (policy)
(Barto et al., 1983). Instead of directly maximising the return
푅푡, the policy can then be trained to maximise the advan-tage 퐴푡 = 푅푡 − 푉푡 (the difference between the empirical andpredicted return).
We note that in practice many problems are better de-
scribed as partially-observed MDPs, where the observation
received by the agent does not contain full information about
the state of the environment. In visuomotor object manipula-
tion this can occur as the end effector blocks the line of sight
between the camera and the object, causing self-occlusion.
A common solution to this is to utilise recurrent connections
within the NN, allowing information about observations to
propagate from the beginning of the episode to the current
timestep (Wierstra et al., 2007).
2.1.1. Proximal Policy Optimisation
For our experiments we train our agents using proximal
policy optimisation (PPO) (Schulman et al., 2017), a widely
used and performant RL algorithm.1 Rather than training
the policy to maximise the advantage directly, PPO instead
maximises the surrogate objective:
푐푙푖푝 = 피푡 [min(휌푡(휃)퐴푡, clip(휌푡(휃), 1 − 휖, 1 + 휖)퐴푡)] ,
with
휌푡(휃) =
휋(퐚푡|퐬푡; 휃)
휋표푙푑(퐚푡|퐬푡; 휃표푙푑) ,
where 휌푡(휃) is the ratio between the current policy and theold policy, 휖 is the clip ratio which restricts the change in
the policy distribution, and 퐴푡 is the advantage, which wechoose to be the Generalised Advantage Estimate (GAE):
퐴푡 = 훿푡 + (훾휆)훿푡+1 +…+ (훾휆)푇−푡+1훿푇−1,
that mixes Monte Carlo returns 푅푡 and temporal differenceerrors 훿푡 = 푟푡 + 훾푉휋(퐬푡+1) − 푉휋(퐬푡) with hyperparameter 휆(Schulman et al., 2015).
In practice, both the actor and the critic can be combined
into a single NN with two output heads, parameterised by 휃
(Mnih et al., 2016). The full PPO objective involves maximis-
ing 푐푙푖푝, minimising the squared error between the learnedvalue function and the empirical return:
푣푎푙푢푒 = 피푡 [(푉휋(퐬푡; 휃) − 푅푡)2] ,
and maximising the (Shannon) entropy of the policy, which
for discrete action sets of size ||, is defined as:
푒푛푡푟표푝푦 = 피푡
[
−
||∑
푛=1
휋(푎푛|퐬푡; 휃) log (휋(푎푛|퐬푡; 휃))] .
1In particular, PPO has been used with DR to train a policy that was
applied to a Shadow Dexterous Hand in the real world (Andrychowicz et al.,
2018).
Entropy regularisation prevents the policy from prematurely
collapsing to a deterministic solution and aids exploration
(Williams and Peng, 1991).
Using a parallelised implementation of PPO, we are able
to train our agents to strong performance on all training setups
within a reasonable amount of time. Training details are
described in Subsection 3.2.
2.2. Neural Network Interpretability
The recent success of machine learning (ML) methods
has led to a renewed interest in trying to interpret trained mod-
els, whereby an explanation of a model’s “reasoning” may be
used as a way to understand other properties, such as safety,
fairness, reliability, or simply to provide an explanation of
the model’s behaviour (Doshi-Velez and Kim, 2017). In this
work, we are primarily concerned with scientific understand-
ing, but our considerations are grounded in other properties
necessary for eventual real-world deployment, such as robust-
ness.
The challenge that we face is that, unlike other ML algo-
rithms that are considered interpretable by design (such as
decision trees or nearest neighbours (Freitas, 2014)), stan-
dard NNs are generally considered black boxes. However,
given decades of research into methods for interpreting NNs
(Morch et al., 1995; Craven and Shavlik, 1996), we now have
a range of techniques at our disposal (Guidotti et al., 2018).
Beyond simply looking at test performance (a measure of in-
terpretability in its own right (Doshi-Velez and Kim, 2017)),
we will focus on a variety of techniques that will let us exam-
ine trained NNs both in the context of, and independently of,
task performance. In particular, we discuss saliency maps
(Subsection 4.1), activation maximisation (Subsection 2.2.2),
weight visualisations (Subsection 2.2.3), statistical and struc-
tural weight characterisations (Subsection 2.2.4), unit abla-
tions (Subsection 2.2.5), layer re-initialisation (Subsection
2.2.6) and activation analysis (Subsection 2.2.8). By utilising
a range of techniques we hope to cover various points along
the trade-off between fidelity and interpretability (Ribeiro
et al., 2016).
2.2.1. Saliency Maps
Saliency maps are one of the most common techniques
used for understanding the decisions made by NNs, and in
particular, convolutional NNs (CNNs). The most common
methods are gradient-based, and utilise the derivative of the
network output with respect to the inputs, indicating, for
images, how changing the pixel intensities at each location
will affect the output (Simonyan et al., 2013). We inves-
tigated the use of two popular, more advanced variants of
this technique—gradient-weighted class activation mapping
(Grad-CAM) (Selvaraju et al., 2017) and integrated gradients
(IG) (Sundararajan et al., 2017)—as well as an occlusion-
based method, which masks parts of the image and performs
a sensitivity analysis with respect to the change in the net-
work’s outputs (Zeiler and Fergus, 2014). As shown in Figure
2, the latter technique gave the most “interpretable” saliency
maps across all trained agents, so we utilise it alone when
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(a) Fetch (GC) (b) Fetch (IG) (c) Fetch (occlusion)
(d) Jaco (GC) (e) Jaco (IG) (f) Jaco (occlusion)
Figure 2: Comparison of saliency map methods on Fetch (a-c)
and Jaco (d-f) tasks. While Grad-CAM (GC; a, d) and IG (b,
e) create somewhat interpretable saliency maps, the occlusion
method (c, f) subjectively works best overall.
analysing our trained agents in latter sections.2 In light of the
unreliability of saliency methods (Kindermans et al., 2017),
we include a discussion and comparison of thesemethods to il-
luminate the importance of checking the outputs of qualitative
methods. As a final remark we note that clustering methods
have been used to automatically find groups of strategies via
collections of saliency maps (Lapuschkin et al., 2019), but,
given the relative visual simplicity of our tasks, highlighting
individual examples is sufficiently informative.
CAM The class average map (CAM) (Zhou et al., 2016)
was developed as a saliency method for CNNs with global
average pooling (Lin et al., 2013) trained for the purpose of
object recognition. The value of the saliency map 푆푐푚,푛 forclass 푐 at spatial location 푚, 푛 is calculated by summing over
the activations 퐀푘 of the final convolutional layer (with 푘
channels) and the corresponding class weights 푤푐푘:
푆푐푚,푛 =
∑
푘
푤푐푘퐴
푘
푚,푛
Grad-CAM Given a network 퐹 and input 퐱, Grad-CAM
extends CAM from fully-convolutional NNs to generic CNNs
by instead constructing class weights 휔푐푘 by using the partialderivative for the output of a class 푐, 휕퐹 (퐱)푐 , with respect to
the 푘 feature maps 퐀푘 of any convolutional layer. The Grad-
CAM saliency map for a class, 퐒푐 , is the positive component
of the linear combination of class weights 휔푐푘 and featuremaps 퐀푘:
퐒푐 = max
(∑
푘
휔푐푘퐀
푘, 0
)
,
with 휔푐푘 = 1푚푛
∑
푚
∑
푛
휕퐹 (퐱)푐
휕퐴푘푚,푛
,
where 휔푐푘 is formed by averaging over spatial locations 푚, 푛.
2This observation is also in line with prior work on interpreting DRL
agents (Greydanus et al., 2018).
(a) Action 1 (b) Action 2 (c) Action 3
Figure 3: Grad-CAM saliency maps for all actions (up/down,
left/right, forward/backward) for a trained Fetch agent.
In place of a given class 푐, we use Grad-CAM to create a
saliency map per (output) action (Figure 3). As in this case,
it is not always clear how to interpret Grad-CAM saliency
maps for our trained agents. There are many reasons such
techniques might “fail”, such as the mixing of both posi-
tive and negative contributions towards the network outputs
(Springenberg et al., 2015; Bach et al., 2015).
Integrated Gradients Sundarajan et al. (2017) proposed
that attribution methods (saliency maps in our case) should
be:
Sensitive If an input and the baseline differ in one feature
and have different outputs, the differing feature should
have a non-zero attribution
Invariant to implementation Attributions should be iden-
tical for two functionally equivalent models
Prior gradient-based methods break the first property.
Their method, IG, achieves both by constructing the saliency
value 푆푛 for each input dimension 푛 from the path integralof the gradients along the linear interpolation between input
퐱 and a baseline input 퐱푏푎푠푒:
푆푚 =
(
푥푛 − 푥푏푎푠푒푛
)
∫
1
훼=0
휕퐹
(
퐱푏푎푠푒 + 훼
(
퐱 − 퐱푏푎푠푒
))
휕푥푛
푑훼.
Although Sundarajan et al. (2017) suggested that a black
image can be used as the baseline, we found that using the
(dataset) average input, provided superior results. Contempo-
raneous work has examined the use of more advanced base-
lines for gradient-based saliency map methods (Sturmfels
et al., 2020).
Occlusion As an alternative to gradient-based methods,
Zeiler et al. (2014) proposed running a (grey, square) mask
over the input and tracking how the network’s outputs change
in response. Greydanus et al. (2018) applied this method
to understanding actor-critic-based DRL agents, using the
resulting saliency maps to examine strong and overfitting poli-
cies; they however noted that a grey square may be perceived
as part of a grey object, and instead used a localised Gaussian
blur to add “spatial uncertainty”. The saliency value for each
input location is the Euclidean distance between the original
output3 and the output given the input 퐱표푐푐푚,푛 which has been
3In practice taken to be the logits for a categorical policy. We considered
that the Kullback-Leibler divergence between policy distributions might be
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(a) IG (black 퐱푏푎푠푒) (b) Occ. (Gaussian) (c) Avg. 퐱푏푎푠푒
(d) IG (avg. 퐱푏푎푠푒) (e) Occ. (avg. 퐱푏푎푠푒) (f) Avg. 퐱푏푎푠푒 mask
Figure 4: Saliency map methods (a, b) improved (d, e) by
the use of an average image (c, f). IG with the default black
baseline (a) and occlusion (occ.) with the default Gaussian blur
(b) show additional artifacts. By creating an average image
(c) from a large set of trajectories, we can form an improved
baseline for IG (d) or occlusion (e); the usage of the average
image as the occlusion (with a blue outline added for emphasis)
is pictured in (f).
occluded at location (푚, 푛):
푆푚,푛 = ‖퐹 (퐱) − 퐹 (퐱표푐푐푚,푛)‖2,
where ‖⋅‖푝 denotes the 퓁푝-norm.However, we found that certain trained agents sometimes
confused the blurred location with the target location—a
failing of the attribution method against noise/distractors
(Kindermans et al., 2016), and not necessarily the model
itself. Motivated by the methods that compute interpreta-
tions against reference inputs (Bach et al., 2015; Ribeiro
et al., 2016; Shrikumar et al., 2017; Sundararajan et al., 2017;
Lundberg and Lee, 2017), we replaced the Gaussian blur
with a mask4 derived from a baseline input, which roughly
represents what the model would expect to see on average.
Intuitively, this acts as a counterfactual, revealing what would
happen if the specific part of the input was not there. For
this we averaged over frames collected from our standard
evaluation protocol (see Subsection 3.1 for details), creating
an average input to be used as an improved baseline for IG, as
well as the source of the mask for the occlusion-based method
(Figure 4). Unless specified otherwise, we use our average
input baseline for all IG and occlusion-based saliency maps.
2.2.2. Activation Maximisation
Gradients can also be used to try and visualise what max-
imises the activation of a given neuron/channel. This can
be formulated as an optimisation problem, using projected5
gradient ascent in the input space (Erhan et al., 2009). Al-
though this would ideally show what a neuron/channel is
more meaningful, but found that it produces qualitatively similar saliency
maps.
4Replacing a circular region of 5px radius around the (푚, 푛) location.
5After every gradient step the input is clamped back to within [0, 1].
selective for, unconstrained optimisation may end up in solu-
tions far from the training manifold (Mahendran and Vedaldi,
2015), and so a variety of regularisation techniques have been
suggested for making qualitatively better visualisations. We
experimented with some of the “weak regularisers” (Olah
et al., 2017), and found that a combination of frequency pe-
nalisation (Gaussian blur) (Nguyen et al., 2015) and trans-
formation robustness (random scaling and translation/jitter)
(Mordvintsev et al., 2015) worked best, although they were
not sufficient to completely rid the resulting visualisations of
the high frequency patterns caused by strided convolutions
(Odena et al., 2016). We performed the optimisation proce-
dure for activation maximisation for 20 iterations, applying
the regularisation transformations and taking gradient steps
in the 퓁2-norm (Madry et al., 2018) with a step size of 0.1.Pseudocode for our method, applied to a trained network 푓 ,
is detailed in Algorithm 1.
Algorithm 1 Activation maximisation procedure with trans-
formation robustness, frequency penalisation and 퓁2-normgradient updates.
푓 ′ ← network 푓 truncated at intermediate layer
푖 ← optimisation iterations
푛← neuron/channel index
훼 ← step size
푥 ∼ 푈 (0, 1) with dimensionality 3 × height × width
loop 푖 steps
푥← 푅푎푛푑표푚푆푐푎푙푒(푥)
푥← 푅푎푛푑표푚퐽푖푡푡푒푟(푥)
푥← 퐺푎푢푠푠푖푎푛퐵푙푢푟(푥)← mean(푓 ′(푥)푛)
푥← 푥 + 훼 ∇푥‖∇푥‖2
푥← min(max(푥, 0), 1)
end loop
return 푥
2.2.3. Weight Visualisations
It is possible to visualise both convolutional filters and
fully-connected weight matrices as images. Part of the initial
excitement around DL was the observation that CNNs trained
on object recognition would learn frequency-, orientation-
and colour-selective filters (Krizhevsky et al., 2012), and
more broadly might reflect the hierarchical feature extraction
within the visual cortex (Yamins and DiCarlo, 2016). How-
ever, as demonstrated by Such et al. (2018), DRL agents can
perform well with spatially unstructured filters, although they
did find a positive correlation between spatial structure and
performance for RL agents trained with gradients6. We also
found this to be the case, and hence developed quantitative
measures to compare filters, which we discuss below. Sim-
ilarly, even more sophisticated visualisations of weight ma-
trices for fully-connected layers (Hinton and Shallice, 1991)
6Intriguingly, agents trained using evolutionary algorithms did not de-
velop spatially structured filters, even when achieving competitive perfor-
mance.
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are difficult to reason about, and so we turned to statistical
measures for these as well.
2.2.4. Statistical and Structural Weight
Characterisations
Magnitude A traditional measure for the “importance” of
individual neurons in a weight matrix is their magnitude, as
exemplified by utilisingweight decay as a regulariser (Hanson
and Pratt, 1989). Similarly, convolutional filters, considered
as one unit, can be characterised by their 퓁1-norms. Giventhat NN weights are typically randomly initialised with small
but non-zero values (LeCun et al., 1998; Glorot and Ben-
gio, 2010; He et al., 2015), the presence of many zeros or
large values indicate significant changes during training. We
can compare these both across trained agents, and across
the training process (although change in magnitude may not
correspond with a change in task performance (Zhang et al.,
2019)).
Distribution The set of weights in a layer can be consid-
ered as a distribution of values, and analysed as such. Early
connectionist work studied the distributions of weights of
trained networks, finding generally non-normal distributions
using goodness-of-fit tests and higher order moments (skew
and kurtosis) (Hanson and Burr, 1990; Bellido and Fiesler,
1993).
Spectral Analysis Convolutional filters are typically ini-
tialised pseudo-randomly, so that there exists little or no spa-
tial correlation within a single unit. We hence propose using
the 2D discrete power spectral density (PSD) as a way of
assessing the spatial organisation of convolutional filters, and
the power spectral entropy (PSE) as a measure of their com-
plexity. Given the mean-centred7 2D spatial-domain filter,
퐖푚,푛, its corresponding spectral representation, 퐖̂푢,푣, canbe calculated via the 2D discrete Fourier transform of the
original filter pattern (푗 = √−1):
퐖̂푢,푣 =
푀−1∑
푚=0
푁−1∑
푛=0
푊푚,푛 exp
[
− 푗2휋
푀푁
(푢푚 + 푣푛)
]
,
and its PSD, 퐒푢,푣, from the normalised squared amplitude ofthe spectrum:
퐒푢,푣 =
1
푈푉
|||퐖̂푢,푣|||2 ,
where (푚, 푛) are spatial indices, (푢, 푣) are frequency indices,
(푀,푁) is the spatial extent of the filter, and (푈, 푉 ) is the
frequency extent of the filter.
When renormalised such that the sum of the PSD is 1,
the PSD may be thought of as a probability mass function
over a dictionary of components from a spatial Fourier trans-
form. We can treat each location (푢, 푣) in Fourier space as
a symbol, and its corresponding value at 퐒푢,푣 as the prob-ability of that symbol appearing. The PSE is then simply
the Shannon entropy of this distribution, which we use as a
7Offsetting the mean exposes the relative spatial structure.
(a) PSE = 2.63 (b) PSE = 3.19 (c) PSE = 3.86
Figure 5: Convolutional filters from models trained with DR,
with varying power spectral entropies, ranked from the lowest
(a) to highest (c). The PSE value refers to the centre filter.
measure of spatial (dis)organisation. In our analysis (Sub-
section 4.3), we include statistics calculated over randomly
initialised networks as a baseline. As the initial weights for
units are typically drawn independently from a normal or
uniform distribution, this leads to a fairly flat PSD with PSE
close to log(푀푁)—an upper-bound on PSE.
One weakness of spectral analysis is that these measures
will fail to pick up strongly localised spatial features, as such
filters would also result in a roughly uniform PSD. In practice,
global structure is still useful to quantify, and matches well
with human intuition (Figure 5).
Entropy as an information-theoretic measure has been
used in DL in many functions, from predicting neural network
ensemble performance (Hansen and Salamon, 1990) to usage
as a regulariser (Khabou et al., 1999) or pruning criteria (Luo
and Wu, 2017) when applied to activations. Spectral entropy
has been used as an input feature for NNs (Zheng et al., 1996;
Krkic et al., 1996; Misra et al., 2004; Srinivasan et al., 2005),
but, to the best of our knowledge, not for quantifying aspects
of the network itself.
2.2.5. Unit Ablations
Another way to characterise the importance of a single
neuron/convolutional filter is to remove it and observe how
this affects the performance of the NN: a large drop indi-
cates that a particular unit is by itself very important to the
task at hand. More generally, rather than only looking at
performance, one might look for a large change in the out-
put. It is also possible to extend this to pairs or higher-order
groups of neurons, checking for redundancy among units
(Sietsma and Dow, 1988), but this process can then become
combinatorially expensive.
This process is highly related to that of pruning—a
methodology for model compression. Pruning involves re-
moving connections or even entire units while minimising per-
formance loss (Sietsma and Dow, 1988; Reed, 1993). Some
statistical and structural weight characterisations used for
pruning include the 퓁1-norm (for individual neurons (Hanet al., 2015) and for convolutional filters (Li et al., 2017)) and
discrete cosine transform coefficients (for convolutional filters
(Liu et al., 2018)). More broadly, one might consider redun-
dancy in activation space (Sietsma and Dow, 1988, 1991), or
(indirectly) change in task performance, using criteria such as
the (second) derivative of the objective function with respect
to the parameters (LeCun et al., 1990; Hassibi and Stork,
1993). As such, we combine unit ablation studies—which
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give empirical results—with these quantitative metrics.
2.2.6. Layer Re-initialisation
One can extend the concept of ablations to entire lay-
ers, and use this to study the re-initialisation robustness of
trained networks (Zhang et al., 2019). Typical neural network
architectures, as used in our work, are compositions of mul-
tiple parameterised layers, with parameters {휃1, 휃2,… , 휃퐿},where퐿 is the depth of the network. Using 휃푡푙 to denote the setof parameters of layer 푙 ∈ [1, 퐿] at training epoch 푡 ∈ [1, 푇 ]
over a maximum of 푇 epochs, we can study the evolution of
each layer’s parameters over time—for example through the
change in the 퓁∞- or 퓁2-norm of the set of parameters.Zhang et al. (2019) proposed re-initialisation robustness
as a measure of how important a layer’s parameters are with
respect to task performance over the span of the optimisation
procedure. After training, for a given layer 푙, re-initialisation
robustness is measured by replacing the parameters 휃푇푙 withparameters checkpointed from a previous timepoint 푡, that is,
setting 휃푇푙 ← 휃푡푙 , and then re-measuring task performance.They observed that for common CNN architectures trained
for object classification, while the parameters of the latter
layers of the networks tended to change a lot by the 퓁∞- and
퓁2-norms, the same layers were robust to re-initialisation atcheckpoints early during the optimisation procedure, and even
to the initialisation at 푡 = 0. In the latter case, the parameters
are independent of the training data, which means that the
effective number of parameters is lower than the total number
of parameters. Given that the effective number of parameters
is a better measure for model complexity than total number,
this potentially allows us to differentiate between models
with the same architecture. Unlike Zhang et al. (2019), we
use re-initialisation robustness to study the effect of task
complexity (training with and without DR, and with and
without proprioceptive inputs), but with networks of similar
capacity.
2.2.7. Recurrent Ablation
When using recurrent units in the network architecture,
we can test if non-trivial recurrent dynamics are being used
by forcing the hidden state to be constant. If the performance
of the agent degrades, then it is somehow using the recurrent
dynamics to perform the task—although it is difficult to say
what the exact “strategy” might be. However, if the perfor-
mance drop is zero or minimal, then the recurrency is not
being utilised. The constant values of the hidden states should
be set to the empirical average of the values during normal
operation, as naively setting all values to zero could cause a
considerable shift in the distribution of expected inputs—as
the hypothesis is that the network may have learned a constant
offset, rather than completely ignoring the hidden state.
2.2.8. Entanglement
Finally, we consider analysing the internal activations of
trained networks. One of the primary methods for examin-
ing activations is to take the high-dimensional vectors and
project them to a lower-dimensional space (commonly ℝ2
for visualisation purposes) using dimensionality reduction
methods that try and preserve the structure of the original
data (Rauber et al., 2017). Common choices for visualising
activations include both principal components analysis (PCA;
a linear projection) (Pearson, 1901; Elman, 1989; Aubry and
Russell, 2015) and t-distributed stochastic neighbor embed-
ding (t-SNE; a nonlinear projection) (Maaten and Hinton,
2008; Hamel and Eck, 2010; Mohamed et al., 2012; Donahue
et al., 2014; Mnih et al., 2015).
While it is possible to qualitatively examine the projec-
tions of the activations for a single network, or compare them
across trained networks, one can also use the projections
quantitatively, by for instance looking at class overlap in
the projected space (Rauber et al., 2017). In our RL setting
there is no native concept of a “class”, but we can instead
use activations taken under different generalisation test sce-
narios (Subsection 3.4) to see (beyond the generalisation
performance) how the internal representations of the trained
networks vary under the different scenarios. Specifically, we
measure entanglement (“how close pairs of representations
from the same class are, relative to pairs of representations
from different classes” (Frosst et al., 2019)) using the soft
nearest neighbour loss, 푆푁푁 , (Salakhutdinov and Hinton,2007), defined over a batch of size 퐵 with samples 퐱 and
classes 푦 (where in our case 퐱 is a projected activation and 푦
is a test scenario) with temperature 푇 (and using 훿푖,푗 as theKronecker-delta):
푆푁푁 = 1퐵
퐵∑
푛=1
(
log
[ 퐵∑
푏=1
(1 − 훿푏,푛) ⋅ 푒
−
‖퐱푛−퐱푏‖22
푇
]
− log
[ 퐵∑
푎=1
(1 − 훿푎,푛) ⋅ 훿푦푎,푦푛 ⋅ 푒
−
‖퐱푛−퐱푎‖22
푇
])
In particular, if representations between different test sce-
narios are highly entangled, this indicates that the network
is largely invariant to the factors of variation between the
different scenarios. Considering DR as a form of data aug-
mentation, this is what we might expect of networks trained
with DR.
3. Experiments
3.1. Environments
In order to test the effects of DR, we base our experiments
on reaching tasks with visuomotor control. The tasks involve
moving the end effector of a robot arm to reach a randomly
positioned target during each episode, with visual (one RGB
camera view) and sometimes proprioceptive (joint positions,
angles and velocities) input provided to the agent. Unlike
many DRL experiments where the position of the joints and
the target are explicitly provided, in our setup the agent must
infer the position of the target, and sometimes itself, purely
through vision. Importantly, we use two robotic arms—the
Fetch Mobile Manipulator and the KINOVA JACO Assis-
tive robotic arm (pictured in Figure 6; henceforth referred
to as Fetch and Jaco, respectively)—which have different
control schemes and different visual appearances. This leads
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(a) Fetch enviroment (b) Fetch camera view
(c) Jaco environment (d) Jaco camera view
Figure 6: Fetch (a) and Jaco (c) environments, with associated
camera views (b, d) that are provided as input to the agents.
to changes in the relative importance of the visual and pro-
prioceptive inputs, which we explore in several of our experi-
ments.
The Fetch has a 7 degrees-of-freedom (DoF) arm, not
including the two-finger gripper. The original model and
reaching task setup were modified from the FetchReach task
in OpenAI Gym (Brockman et al., 2016; Plappert et al., 2018)
in order to provide an additional camera feed for the agent
(while also removing the coordinates of the target from the
input). The target can appear anywhere on the 2D table
surface. The agent has 3 sets of actions, corresponding to
position control of the end effector ([-5, 5] cm in the x, y and
z directions; gripper control is disabled).
The Jaco has been configured to be 6 DoF, with the 3
fingers disabled. The target can appear anywhere within a
3D area to one side of the robot’s base. The agent has 6
sets of actions, corresponding to velocity control of the arm
joints ([-0.6, +0.6] rad/s). Due to the difference in control
schemes, 2D versus 3D target locations, and homogeneous
appearance of the Jaco, reaching tasks with the Jaco are more
challenging—particularly when proprioceptive input is not
provided to the agent. A summary of the different settings
for the Fetch and Jaco environments is provided in Table 1.
During training, target positions are sampled uniformly
from within the set range, with episodes terminating once
the target is reached (within 10 cm of the target centre), or
otherwise timing out in 100 timesteps. The reward is sparse,
with the only nonzero reward being +1 when the target is
reached. During testing, a fixed set of target positions, cover-
ing a uniform grid over all possible target positions, are used;
80 positions in a 2D grid are used for Fetch, and 250 positions
in a 3D grid are used for Jaco. By using a deterministic policy
Table 1
Summary of Fetch and Jaco experimental setups.
Setting Fetch Jaco
Active (Total) DoF 7 6 (9)
Target Range 21 × 31cm2 40 × 40 × 40cm3
Num. Test Targets 80 250
Vision Input 3 × 64 × 64 3 × 64 × 64
Proprioceptive Inputs 30 18
Control Type Position Velocity
Num. Actions 3 6
Action Discretisation 5 5
Control Frequency 6.67Hz 6.67Hz
and averaging performance over the entire set of test target
positions, we obtain an empirical estimate of the probability
of task success. Test episodes are set to time out within 20
timesteps in order to minimise false positives from the policy
accidentally reaching the target.
We only randomise initial positions (for all agents) and
visuals (for some agents), but not dynamics, as this is still a
sufficiently rich task setup to explore. Henceforth we refer
to agents trained with visual randomisations as being under
the DR condition, whereas agents trained without are the
standard (baseline) condition. Apart from the target, we
randomise the visuals of all other objects in the environment:
the robots, the table, the floor and the skybox. At the start
of every episode and at each timestep, we randomly alter the
RGB colours, textures and colour gradients of all surfaces
(Figure 1 for example visual observations).
Importantly, there are several aspects that are not altered,
as we also want to test extrapolation to out-of-distribution sce-
narios (Subsection 3.4). For example, one of the tests that we
apply to probe generalisation is to change a previously static
property—surface reflectivity, which is completely disabled
during training—and see how this affects the trained agents.
All environments were constructed inMuJoCo (Todorov et al.,
2012), a fast and accurate physics simulator that is commonly
used for DRL experiments.
3.2. Networks and Training
We utilise the same basic actor-critic network architecture
for each experiment, based on the recurrent architecture used
by Rusu et al. (2017) for their Jaco experiments. The architec-
ture has 2 convolutional layers, a fully-connected layer, a long
short-term memory (LSTM) layer (Hochreiter and Schmid-
huber, 1997; Gers et al., 2000), and a final fully-connected
layer for the policy and value outputs; rectified linear units
(Nair and Hinton, 2010) were used at the output of the convo-
lutional layers and first fully-connected layer. Proprioceptive
inputs, when provided, were concatenated with the outputs
of the convolutional layers before being input into the first
fully-connected-layer. The policy, 휋(⋅; 휃), is a product of in-
dependent categorical distributions, with one distribution per
action dimension. Weights were initialised using orthogonal
weight initialisation (Saxe et al., 2014; Ilyas et al., 2018) and
biases were set to zero. The specifics of the architecture are
detailed in Figure 7.
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Figure 7: Actor-critic network architecture.
(a) Proprioceptive inputs (b) No proprioceptive inputs
Figure 8: Test performance of Jaco agents trained with DR and (a) with or (b) without proprioceptive inputs; the agents are
tested against both standard and randomised visuals. Without proprioceptive inputs, the agents fail to fully deal with the domain
gap between the randomised and standard visuals. Statistics (median and 95% confidence interval) are calculated over all models
(seeds) and test target locations.
During training, a stochastic policy 퐚 ∼ 휋(퐚|퐬; 휃) is used
and trained with PPOwith clip ratio 휖 = 0.1, GAE trace decay
휆 = 0.95 and discount 훾 = 0.99. Each epoch of training
consists of 32 worker processes collecting 128 timesteps
worth of data each, then 4 PPO updates with a minibatch
size of 1024. We train for up to 5 × 103 epochs, using the
Adam optimiser (Kingma and Ba, 2014) with learning rate
= 2.5 × 10−4, 훽s = {0.9, 0.999}, and 휖 = 1 × 10−5. 푣푎푙푢푒is weighted by 0.5 and 푒푛푡푟표푝푦 is weighted by 0.01. If themax 퓁2-norm of the gradients exceeds 0.5 they are rescaledto have a max 퓁2-norm of 0.5 (Pascanu et al., 2013). Duringtesting, the deterministic policy 퐚 = argmax퐚 휋(퐚|퐬; 휃) isused. Our training was implemented using PyTorch (Paszke
et al., 2017). Training each model (each seed) for the full
number of timesteps takes 1 day on a GTX 1080Ti.
3.3. Domain Shift
Once agents are successfully trained on each of the dif-
ferent conditions (Fetch/Jaco, DR/no DR, proprioceptive/no
proprioceptive inputs), we can perform further tests to see
how they generalise. However, while the agents achieve prac-
tically perfect test performance on the conditions that they
were trained under, the Jaco agents trained with DR but with-
out proprioceptive inputs fare worse when tested under the
simulator’s standard visuals (Figure 8), demonstrating a drop
in performance under domain shift. It is both assumed and
observed that domain shift occurs when transferring models
trained with DR to the more complex and noisy visuals of the
real world, but it is somewhat unexpected to see this happen
when shifting to simpler visuals, which are expected to be
a subset of DR visuals—this indicates that the agent may in
some sense be overfitting to the DR visuals. Because of this,
it is not completely straightforward to compare performance
between different agents, but the change in performance of
a single agent over differing test conditions is still highly
meaningful.
We also trained agents with visual DR where the visuals
were only randomised at the beginning of each episode, and
kept fixed during. These agents exhibited the same gap in
performance between the standard and randomised visuals,
indicating that this is not an issue of temporal consistency in
the DR setup.
3.4. Test Scenarios
In order to test how the agents generalise to different held-
out conditions, we constructed a suite of tests for the trained
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(a) Standard (b) Colour (Y) (c) Colour (B) (d) Shape (e) Illumination
(f) Noise (g) Reflection (h) Translation (i) Invisibility
Figure 9: Camera observations for Fetch under different test conditions.
agents (Figure 9 for observations for Fetch under the different
conditions8, and Table 2 for the results):
Standard. This is the standard evaluation procedure with
the default simulator visuals, where the deterministic
policy is applied to all test target positions and the
performance is averaged (1.0 means that all targets
were reached within 20 timesteps).
Colour (Y). This introduces a yellow sphere distractor ob-
ject that is the same size and shape as the target. This
specifically tests the sensitivity of the policy to localis-
ing the target given another object of a different colour
in the scene, given our training regime (no distractors).
Under an additive colour scheme (RGB), the yellow
sphere contains both red and green components.
Colour (B). This introduces a blue sphere distractor object
that is the same size and shape as the target. This
tests the sensitivity of the policy to localising the target
given another object of a different colour— but in this
case without any red component.
Shape. This introduces a red cube distractor object that is
the same width and colour as the target, but a different
shape.
Illumination. This changes the diffuse colour of the main
light from 1.2 to 0.1 for Jaco, or from 0.8 to 0.0 for
Fetch.
Noise. This adds Gaussian noise ∼ 푁(0, 0.25) to the visual
observations.
Reflection. This sets the table (for Fetch) or ground (for Jaco)
to be reflective. This introduces reflections of the robot
(and the target for Jaco) in the input.
8Simulation environment parameters of the Mujoco can be referenced
from http://www.mujoco.org/book/XMLreference.html.
Translation. This offsets the RGB camera by 20cm in the x
direction for Jaco or 20cm in the y direction for Fetch.
Invisibility. This makes the robot transparent; this is not
a realistic alteration, but is instead used to test the
importance of the visual inputs for self-localisation.
3.4.1. Local Visual Changes
Noting that the baseline performance of the Jaco model
trained with DR but without proprioception is lower under
standard visuals, across both robots, DR confers robustness
to both the colour and shape distractors (Table 2). However,
there is not as consistent a pattern between agents trained
without DR.
With Fetch, both colour distractors have little effect on
the agents, but the shape distractor diminishes the perfor-
mance of the non-DR agent trained without proprioception
somewhat, and the non-DR agent trained with proprioception
significantly. Given this, it seems that the latter agent relies
mainly on colour detection in order to locate the ball. As
a result of self-localising based on visual input alone, the
former agent develops more sophisticated vision, allowing
the model to somewhat distinguish shapes.
With Jaco, both non-DR agents suffer noticeable drops
in performance in the presence of distractors with a red com-
ponent, whilst both DR agents experience only a very small
decrease in performance across all local distractors. While
the non-DR agents also have reduced success with the blue
sphere distractor, it is less pronounced, indicating that non-
DR Jaco agents are primarily detecting large red components
as the target object.
In order to test that the location of the distractor does
not also influence the models’ responses, we varied this and
recorded the corresponding success rates. The low standard
deviations shown in Table 3 indicate that the location only
has a minimal impact on the results.
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Table 2
Test performance of all models with local visual changes (distractors), global visual
changes, and invisibility (visual self-localisation test). Checkmarks and crosses indicate en-
abling/disabling DR and proprioceptive inputs (Prop.), respectively. Statistics are calculated
over all models (seeds) and test target locations.
Robot DR Prop. Standard Colour (Y) Colour (B) Shape Illumination Noise Reflection Translation Invisibility
Fetch 7 7 1.000±0.000 0.993±0.007 1.000±0.000 0.775±0.085 0.467±0.067 0.980±0.006 0.447±0.039 0.008±0.004 0.000±0.000
Fetch 7 3 1.000±0.000 0.875±0.088 0.995±0.004 0.243±0.064 0.325±0.115 0.988±0.004 0.570±0.078 0.000±0.000 0.000±0.000
Fetch 3 7 0.983±0.004 0.970±0.011 0.970±0.009 0.913±0.042 0.893±0.013 0.985±0.007 0.972±0.011 0.093±0.040 0.000±0.000
Fetch 3 3 0.997±0.002 0.995±0.003 0.997±0.002 0.963±0.020 0.983±0.006 0.970±0.008 0.985±0.005 0.153±0.055 0.023±0.015
Jaco 7 7 0.995±0.003 0.281±0.067 0.720±0.090 0.274±0.077 0.874±0.034 0.635±0.028 0.734±0.032 0.394±0.055 0.000±0.000
Jaco 7 3 0.995±0.001 0.451±0.040 0.914±0.051 0.258±0.044 0.587±0.043 0.478±0.059 0.618±0.061 0.399±0.040 0.001±0.001
Jaco 3 7 0.650±0.056 0.640±0.046 0.650±0.056 0.636±0.040 0.473±0.049 0.575±0.040 0.429±0.060 0.141±0.034 0.007±0.002
Jaco 3 3 0.991±0.004 0.987±0.005 0.991±0.003 0.970±0.017 0.442±0.018 0.896±0.007 0.946±0.006 0.356±0.029 0.916±0.022
Table 3
Test performance of a single model with distractors locations
varying over 9 different on the ground plane (Jaco) and table
(Fetch). Checkmarks and crosses indicate enabling/disabling
DR and proprioceptive inputs (Prop.), respectively. Statistics
are calculated for the best model (seed), over all test target
locations and all distractor locations.
Robot DR Prop. Colour (Y) Shape
Fetch 7 7 0.79±0.06 0.44±0.08
Fetch 7 3 0.75±0.08 0.35±0.06
Fetch 3 7 0.84±0.06 0.50±0.11
Fetch 3 3 0.86±0.05 0.49±0.10
Jaco 7 7 0.31±0.05 0.18±0.04
Jaco 7 3 0.45±0.07 0.20±0.04
Jaco 3 7 0.69±0.02 0.41±0.05
Jaco 3 3 0.91±0.02 0.46±0.09
3.4.2. Global Visual Changes
Referring to Table 2, DR generally confers more robust-
ness, although this time the DR agents do exhibit noticeable
drops in performance across many of these tests.
Reducing the illumination does drop the performance of
all agents, although the Fetch agents trained with DR are the
most robust. Intriguingly, the Jaco agents trained without
proprioception are more robust with respect to this change,
as compared to the agents trained with. Their need to self-
localise visually necessitates a more complex visual system,
whereas simpler visual processing may be thrown off by the
reduction in contrast or even simply the change in the pixel
values of the target. Given that the DR agents trained with
proprioception tend to be the most robust across most of the
test conditions, this motivates an additional consideration for
training—when performing sensor fusion within a model, the
combination of information should be more resilient to the
loss or faulty functioning of any individual sensory input.
Additive Gaussian noise has very little effect on the Fetch
agents, but reduces the performance of the Jaco agents—by
over 30% for agents trained without DR, but only by about
10% for agents trained with DR.
Making the table surface reflective throws off the Fetch
agents trained without DR, with an approximately 50% drop
in performance, but with DR the agents are resilient to this
change. The Jaco agents trained without DR also incur a
significant, yet smaller drop in performance. A likely expla-
nation for this difference is that the size of the robots relative
to the image differs, and the reflection of the Jaco arm simply
changes the input less. When given proprioceptive inputs,
both the Fetch and the Jaco agent trained with DR display
similar levels of resilience.
Translating the camera causes a dramatic drop in per-
formance in all agents. DR confers a minimal amount of
resilience to this for the Fetch agents, with the best perfor-
mance at 15%. The performance of most Jaco agents drops
approximately 60%, apart from the agent trained with DR
but without proprioception, for which the drop is 50%. In the
absence of DR, the Fetch agents fail completely, whilst the
Jaco agents achieve a success rate of 39%, suggesting that all
Jaco agents manage to learn a degree of translation invariance
for their policies. One hypothesis for this is that the require-
ment to reach a target in 3D confers a more generalisable
representation of space.
3.4.3. Visual Self-localisation
For nearly all agents, rendering the robot invisible drops
performance to zero. There are four non-zero performance
scores, but three of these are low enough to be attributable
to chance. This test indicates that perhaps either directly
or indirectly the position of the robot is inferred visually,
although we cannot rule out that the drop in performance is
due to the domain shift that results from rendering the arm
invisible. The standout is the Jaco agent with proprioceptive
inputs and DR training, which only incurs a small drop in
performance—this agent is able to self-localise solely based
on proprioceptive input.
3.4.4. Tests Summary
There is no single clear result from our evaluation of dif-
ferent setups with different types of tests, beyond the general
importance of sensor fusion and DR to improve the ability for
agents to generalise. The type of DR used during training—
randomising colours and textures—allows generalisation to
localised changes—distractor objects—but fails to reliably
improve generalisation across the more global changes, such
as illumination or translation (Figure 10). This should not
come as a surprise given that our DR never changed the po-
sition of the robot, nor the illumination of the target. The
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(a) Idealised theory
(b) Our experiments for testing out-of-domain generalisation
Figure 10: Domain randomisation methodology. (a) In theory,
the range of simulation parameters should be varied in such
a way as to successfully encompass visual/physical properties
that would be encountered in the real world. (b) In practice, we
limited the scope of variation to test generalisation to out-of-
domain inputs within simulation, and observed different levels
of success depending on the type of change. The local and
global visual changes are designed to test generalisation in a
way that is reflective of the real world.
takeaway is that “generalisation” is more nuanced, and per-
forming systematic tests can help probe what strategies net-
works might be using to operate. Finding failure cases for
“weaker” agents can still be a useful exercise for evaluating
more robust agents, as it enables adversarial evaluation (Ue-
sato et al., 2018), and can inform us about the design of DR.
4. Model Analysis
The unit tests that we constructed can be used to evaluate
the performance of an arbitrary black box policy under dif-
fering conditions, but we also have the ability to inspect the
internals of our trained agents. Although we cannot obtain
a complete explanation for the learned policies, we can still
glean further information from both the learned parameters
and the sets of activations in the networks.
4.1. Saliency Maps
One of the first tests usually conducted is to examine
saliency maps to infer which aspects of the input influence the
output of the agent. We use the occlusion-based technique
with average baseline, and focus on distractors: we show
saliency maps for both the standard test setup, and with either
the different colour (Y) or different shape distractors.
The saliency maps for the Fetch agents (Figure 11) differs
between all models. Apart from the model trained with DR
and with proprioception (Figure 11j-l), all agents seem to
use the gripper to self-localise. Despite having access to
clean proprioceptive inputs, the Fetch agent trained without
DR still pays attention to its own body in the image—so it
is not necessarily the case that agents will even utilise the
inputs that we may expect. The Fetch agents trained without
DR show saliency on the distractors (Figure 11a-f), while
the agents trained with DR do not (with the exception of
the model trained with DR and proprioception on the shape
distractor, as seen in Figure 11).
The saliency maps for the Jaco agents (Figure 12) are
more homogeneous, with a large amount of attention on the
target, and little elsewhere. The saliency for the agent trained
without DR and without proprioception clearly shows some
attention around the base of the arm (Figure 12a-c) that would
indicate visual self-localisation. On an initial inspection, it
may appear that there is no saliency around the arm for the
agent trained with DR and without proprioception, although
we know that in order to succeed it must be relying on visual
self-localisation. Indeed, there is saliency present around the
arm (Figure 12g-i), but it is difficult to perceive. This example
indicates the subjective nature of interpreting saliency maps,
and hence why they should not be the sole tool for analysis.
This recommendation is also borne out by the mismatch
between the saliency maps and performance. For the Fetch
agents trained with DR, the agent with proprioception shows
saliency over the shape distractor (Figure 11l) in contrast to
without proprioception (Figure 11i); conversely, the perfor-
mance drop is greater in the latter than the former. Similarly
for the Jaco agents trainedwithout DR, the agent without prop-
rioception shows a large amount of saliency over the shape
distractor (Figure 12c), while the agent with proprioception
demonstrates only a minimal amount of saliency (Figure 12f);
however, they both have the same drop in performance (>
70%).
4.2. Activation Maximisation
In line with Such et al. (2018), activation maximisation
applied to the first convolutional layer results in edge detec-
tors, with larger-scale spatial structure in the latter layers
(Figure 13 and Figure 14). There are several trends that apply
to both the Fetch and Jaco agents. Firstly, the agents trained
without DR develop simpler, more colourful filters in both
layers. In contrast, the agents trained with DR develop more
edge-like detectors, with higher contrast, in their first con-
volutional layers. In their second convolutional layers, the
feature detectors resemble the red target itself, surrounded by
a complementary blue-green. This style of detector is consis-
tent across both the Fetch and Jaco agents, which suggests
that it was not developed in response to the green floor in the
Jaco environment.
Across the layer 1 images, an outlier is the Jaco agent
trained with DR and proprioception—it appears to have sev-
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(a) Standard (no DR,
no proprioception)
(b) Colour (no DR, no
proprioception)
(c) Shape (no DR, no
proprioception)
(d) Standard (no DR,
proprioception)
(e) Colour (no DR,
proprioception)
(f) Shape (no DR,
proprioception)
(g) Standard (DR, no
proprioception)
(h) Colour (DR, no
proprioception)
(i) Shape (DR, no
proprioception)
(j) Standard (DR,
proprioception)
(k) Colour (DR, prop-
rioception)
(l) Shape (DR, prop-
rioception)
Figure 11: Occlusion-based saliency maps with Fetch models trained with (g-l) or without (a-f) DR and with (d-f, j-l) or without
proprioception (a-c, g-i) in three different distractor conditions. The best Fetch model was used for each training condition.
(a) Standard (no DR,
no proprioception)
(b) Colour (no DR, no
proprioception)
(c) Shape (no DR, no
proprioception)
(d) Standard (no DR,
proprioception)
(e) Colour (no DR,
proprioception)
(f) Shape (no DR,
proprioception)
(g) Standard (DR, no
proprioception)
(h) Colour (DR, no
proprioception)
(i) Shape (DR, no
proprioception)
(j) Standard (DR,
proprioception)
(k) Colour (DR, prop-
rioception)
(l) Shape (DR, prop-
rioception)
Figure 12: Occlusion-based saliency maps with Jaco models trained with (g-l) or without (a-f) DR and with (d-f, j-l) or without
proprioception (a-c, g-i) in three different distractor conditions. The best Jaco model was used for each training condition.
eral “dead” filters in the first layer (Figure 14d), and filters
in the second layer which do not respond to any particular
pattern (Figure 14h). However, even though the pattern from
the second filter in the first layer is almost black, it results in
a drop in performance from 81% to 72% when ablated (Sub-
section ), showing that it is not possible to properly judge the
importance of a filter using activation maximisation.
Finally, there is a more global, but largely uninterpretable
structure when maximising the value function or policy out-
puts (choosing the unit that corresponds to the largest positive
movement per action output). For Fetch agents without DR,
the visualisations are dominated by red (the target colour),
but with DR there is a wider spectrum of colours. This trend
is the same for the Jaco agents, although without DR and
without proprioceptive inputs the colours that maximise the
value output are purple and green (a constant hue shift on the
usual red and blue). The agents trained with DR but without
proprioception have the most plain activation maximisation
images for the policy, perhaps suggesting a more factorised
control scheme. For the Fetch agent, only the first and third
actuators are activated by strong visual inputs (given zeroes
as the proprioceptive inputs and hidden state), which corre-
spond to the most important joints for accomplishing this
reaching task (the rotating base and the elbow).
As a reminder we note that activation maximisation may
not (and is practically unlikely to) converge to images within
the training data manifold (Mahendran and Vedaldi, 2015)—
a disadvantage addressed by the complementary technique of
finding image patches within the training data that maximally
activate individual neurons (Girshick et al., 2014).
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(a) Convolution 1 (no DR, no proprioception) (b) Convolution 1 (no DR, proprioception)
(c) Convolution 1 (DR, no proprioception) (d) Convolution 1 (DR, proprioception)
(e) Convolution 2 (no DR, no proprioception) (f) Convolution 2 (no DR, proprioception)
(g) Convolution 2 (DR, no proprioception) (h) Convolution 2 (DR, proprioception)
(i) Value + Policy (no DR, no proprioception) (j) Value + Policy (no DR, proprioception)
(k) Value + Policy (DR, no proprioception) (l) Value + Policy (DR, proprioception)
Figure 13: Activation maximisation for trained Fetch agents: first convolutional layer (a-d); second convolutional layer (e-h);
value and policy outputs (i-l). The best Fetch model was used for each training condition. Proprioceptive inputs and hidden state
for value and policy visualisations are set to zero. Agents trained without DR have many red filters (the colour of the target) in
the second layer (e, f), while agents trained with DR have more structured oriented red-blue filters (g, h). In comparison, the Jaco
task induces more structured filters even without DR (see Figure 14).
4.3. Statistical and Structural Weight
Characterisations
We calculated statistical and structural weight character-
istics over all trained models (Fetch and Jaco, with/without
proprioception, with/without DR, 5 seeds), which allows
us to average over 40 conditions to examine the effects of
DR. We analysed the norms (Subsection 2.2.4) and moments
(Subsection 2.2.4) of all of the weights of the trained agents,
and could not find consistent trends across all layers. The
most meaningful characterisations were the 퓁1-norm and thepower spectral entropy, PSE, (Subsection 2.2.4), applied to
the convolutional filters.
Figure 15 shows aKDE of the퓁1-norms and PSEs of all ofthe 2D filters within the first and second convolutional layers.
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(a) Convolution 1 (no DR, no proprioception) (b) Convolution 1 (no DR, proprioception)
(c) Convolution 1 (DR, no proprioception) (d) Convolution 1 (DR, proprioception)
(e) Convolution 2 (no DR, no proprioception) (f) Convolution 2 (no DR, proprioception)
(g) Convolution 2 (DR, no proprioception) (h) Convolution 2 (DR, proprioception)
(i) Value + Policy (no DR, no proprioception) (j) Value + Policy (no DR, proprioception)
(k) Value + Policy (DR, no proprioception) (l) Value + Policy (DR, proprioception)
Figure 14: Activation maximisation for trained Jaco agents: first convolutional layer (a-d); second convolutional layer (e-h); value
and policy outputs (i-l). The best Jaco model was used for each training condition. Proprioceptive inputs and hidden state for
value and policy visualisations are set to zero. All agents have colour-gradient filters in the second layer (e-h), indicating more
visual complexity than needed for the Fetch task (Figure 13).
For the 퓁1-norm, in layer 2 the distribution is skewed towardshigher values when the model is trained with DR. For the
PSE, in both layers, but particularly layer 1, the distribution
is skewed towards lower values when the model is trained
with DR. Using the nonparametric Kolmogorov-Smirnov (K-
S) two-sided test between the two distributions (DR versus
non-DR), the 푝-value of the 퓁1-norms is 0.014 (K-S statistic0.072) for layer 1 and ∼ 0 (K-S statistic 0.285) for layer 2,
and the 푝-value of the PSEs is 5.71 × 10−27 (K-S statistic
0.251) for layer 1 and 3.32 × 10−9 (K-S statistic 0.044) for
layer 2. Given the same weight initialisation distributions
across all models, this difference indicates that DR causes a
significant change in the final distribution of weights, with
both larger weights and greater spatial structure.
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(a) 퓁1-norm (layer 1) (b) 퓁1-norm (layer 2) (c) PSE (layer 1) (d) PSE (layer 2)
Figure 15: Effect of DR on statistical and structural characterisiations of convolutional filters, using all filters from all models,
along with models with randomly initialised weights. This effect is layer-dependent, with a large change in 퓁1-norm for layer 2, but
not layer 1, and a relatively larger change in PSE for layer 1 as compared to layer 2.
4.4. Unit Ablations
Given access to the trained models, unit ablations allow
us to perform a quantitative, white box analysis. To ablate
units, we manually zero the activations of one of the output
channels in either the first or second convolutional layers,
iterating the process over every channel. We then re-evaluate
the modified agents for each of the 8 training settings, using
the agent with the best performance over all 5 seeds for each
one (noting that the performance of the best Jaco agent trained
with DR and without proprioception is significantly higher
than the average, as reported in Table 2). These agents are
tested on a single 푥−푦 plane of the fixed test targets—the full
80 for Fetch, and 125 for Jaco—and both the standard visual
and additive Gaussian noise test scenarios (see Subsection
3.4), as the latter is often used to mimic sensor noise in
robotic learning tasks (Jakobi et al., 1995). The results of the
ablations are presented in Figure 16.
We canmake several observations from the plots in Figure
16. Firstly, the Fetch agents are barely affected by unit abla-
tions, whereas they have varying effects on the Jaco agents.
The higher variability for Jaco agents could be due to the
increased complexity of the Jaco task (both in terms of ex-
tracting relevant information from the sensory inputs, and
the difficulty of the actuation).
Secondly, there is a greater spread of values in layer 1
ablations (Figure 16a,b) versus layer 2 (Figure 16c,d). In
particular, there appear to be a few highly important units in
layer 1, resulting in highly skewed distributions. We believe
this supports what we observe in the activation maximisation
plots (Figure 13 and Figure 14), where there is a greater
diversity in the layer 1 filters.
While we can observe a greater variability in the noisy
environment (Figure 16b,d), variability seems to be most
correlated with low performance. Intriguingly, when per-
formance is suboptimal, ablations can even improve perfor-
mance beyond the baseline results. We note that performance
is only suboptimal when the agent has not been trained under
the corresponding condition—either the Fetch agent trained
with DR and without proprioception is tested on the standard
environment (Figure 16a,c), or when any of the agents are
tested in the noisy environment (Figure 16b,d). This suggests
a degree of overfitting to the training conditions.
One of our original hypotheses was that DR might force
the learned representations to become more redundant—as
quantified by reduced variability under unit ablation—but the
results do not support this. Instead, the baseline performance
of the agents trained with DR is simply higher than that of
the agents trained without DR in the noisy environment.
4.5. Layer Re-initialisation
Moving on from unit ablations, we now show the re-
initialisation robustness, as well as the change in 퓁∞- and 퓁2-norms of the parameters of my trained Fetch and Jaco agents
in Figures 17 and 18, respectively. We use re-initialisation
robustness to study the effect of task complexity (training
with and without DR, and with and without proprioceptive
inputs), but with networks of similar capacity. Our results
are mostly in line with Zhang et al. (2019)—despite contin-
ual changes in the weights during training (as measured by
weight norms), the latter layers of the network are robust to re-
initialisation after a few epochs of training, and in the case of
the Fetch agents, the policy layer is robust to re-initialisation
to the original set of weights. The agents trained with DR are
less robust to re-initialisation during early-to-intermediate
stages of training, implying that meaningful changes in the
learned representations occur for longer periods within the
entirety of training. In particular, the Jaco agent trained with
DR and without proprioception continues to improve for a
significantly longer duration than all other models.
For nearly all agents, the recurrent layer is quite robust
to re-initialisation to the original set of weights (despite no-
ticeable changes in the weights as measured by both the 퓁∞-
퓁2-norms)—while this does not necessarily indicate that theagents do not utilise information over time, it does imply that
training the recurrent connections is largely unnecessary for
these tasks—a hypothesis we test further in Subsection 4.6.
While the fully-connected layer benefits from training during
the initial epoch across all models, it takes particularly long
to train in the case of the Jaco agent trained with DR and
proprioception (Figure 18j), indicating the difficulty of the
task.
4.6. Recurrent Ablation
To test how useful the LSTM is, we set the hidden and
cell states to constant values and re-evaluated all models.
Rather than naively zeroing the hidden states, which may not
be representative of the values during rollouts, we instead use
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(a) Standard environment (layer 1) (b) Noisy environment (layer 1)
(c) Standard environment (layer 2) (d) Noisy environment (layer 2)
Figure 16: Unit-wise ablation tests in two different visual test environments. Each point corresponds to one unit in layer 1 (a, b)
or layer 2 (c, d), with the vertical bars representing baseline performance in the test environment. The training settings correspond
to the Fetch (F) and Jaco (J) robots, whether additional proprioceptive inputs are available (Prop), and if DR was used. The best
model was used for each training condition. Note that the Jaco agent trained with DR but without proprioception already has a
lower base performance on the standard visuals than the other models (see Table 2).
the empirical average values, as calculated over the normal
execution of the models in testing. Table 4 shows the results
of this ablation—there is a slight effect for agents trained
without DR, but a significant effect for agents trained with DR.
This indicates that recurrent processing may not be necessary
for solving either robotic task without DR, but it is useful
when DR is active.
4.7. Entanglement
Firstly, we consider the quantitative analysis of activa-
tions from different trained agents under the different training
conditions. Table 5 contains the entanglement scores (Frosst
et al., 2019) of the different trained agents, calculated across
the first 4 layers (not including the policy/value outputs);
as with the original work, we use a 2D t-SNE (Maaten and
Hinton, 2008) embedding for the activations. There are two
noticeable trends. Firstly, the entanglement scores increase
deeper into the network; this supports the notion that the
Table 4
Test performance of all models with standard operation ver-
sus constant (empirical average) hidden states. Checkmarks
and crosses indicate enabling/disabling DR and proprioceptive
inputs (Prop.), respectively. Statistics are calculated over all
models (seeds) and test target locations.
Robot DR Prop. Standard Constant Hidden
Fetch 7 7 1.000±0.000 0.988±0.016
Fetch 7 3 1.000±0.000 0.990±0.012
Fetch 3 7 0.983±0.004 0.658±0.106
Fetch 3 3 0.997±0.002 0.838±0.051
Jaco 7 7 0.995±0.003 0.919±0.032
Jaco 7 3 0.995±0.001 0.943±0.022
Jaco 3 7 0.650±0.056 0.422±0.083
Jaco 3 3 0.991±0.004 0.746±0.060
different testing conditions can result in very different visual
observations, but the difference between them diminishes as
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(a) Robustness (no DR, no proprioception)
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(c) 퓁2-norm (no DR, no proprioception)
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(d) Robustness (no DR, proprioception)
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(e) 퓁∞-norm (no DR, proprioception)
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(f) 퓁2-norm (no DR, proprioception)
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(g) Robustness (DR, no proprioception)
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(h) 퓁∞-norm (DR, no proprioception)
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(i) 퓁2-norm (DR, no proprioception)
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(j) Robustness (DR, proprioception)
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(k) 퓁∞-norm (DR, proprioception)
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(l) 퓁2-norm (DR, proprioception)
Figure 17: Re-initialisation robustness (1 for complete failure, and 0 for complete success), and change in 퓁∞- and 퓁2-norm of
parameters of Fetch agents trained with (g-l) and without (a-f) DR, and with (d-f, j-l) and without (a-c, g-i) proprioceptive inputs.
Plots truncated to show detail during initial epochs. The best Fetch model was chosen for each training condition.
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(a) Robustness (no DR, no proprioception)
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(b) 퓁∞-norm (no DR, no proprioception)
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(c) 퓁2-norm (no DR, no proprioception)
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(d) Robustness (no DR, proprioception)
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(e) 퓁∞-norm (no DR, proprioception)
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(f) 퓁2-norm (no DR, proprioception)
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(g) Robustness (DR, no proprioception)
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(h) 퓁∞-norm (DR, no proprioception)
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(j) Robustness (DR, proprioception)
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(k) 퓁∞-norm (DR, proprioception)
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Figure 18: Re-initialisation robustness (1 indicates complete failure, and 0 indicates complete success), and change in 퓁∞-
and 퓁2-norm of parameters of Jaco agents trained with (g-l) and without (a-f) DR, and with (d-f, j-l) and without (a-c, g-i)
proprioceptive inputs. Plots were truncated to show detail during initial epochs. The best Jaco model was chosen for each training
condition. Note that the final failure rate of the best Jaco agent trained with DR and without proprioception on the standard
environment is around 20%. The re-initialisation robustness plot for this condition (g) indicates that all layers are necessary and
that training continues to improve performance in the epochs depicted and beyond.
they are further processed by the networks. Secondly, the
agents trained with DR have noticeably higher entanglement
scores for each layer as compared to their equivalents trained
without DR. This quantitatively supports the idea that DR
makes agents largely invariant to nuisance visual factors (as
opposed to the agents finding different strategies to cope with
different visual conditions).
We can also qualitatively support these findings by visual-
ising the same activations in 2D (Figure 19). We use three
common embedding techniques in order to show different
aspects of the data. Firstly, we use PCA (Pearson, 1901),
which linearly embeds the data into dimensions which ex-
plain the most variance in the original data; as a result, lin-
early separable clusters have very different global character-
istics. Secondly, we use t-SNE (Maaten and Hinton, 2008),
which attempts to retain local structure in the data by calcu-
lating pairwise similarities between datapoints and creating
a constrained graph layout in which distances in the orig-
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Table 5
Entanglement scores of different agents, for the first and second
convolutional (conv.), fully-connected (FC) and LSTM layer,
calculated over different testing conditions as classes (with
푇 = 0). Checkmarks and crosses indicate enabling/disabling
DR and proprioceptive inputs (Prop.), respectively.
Robot DR Prop. 1st Conv. 2nd Conv. FC LSTM
Fetch 7 7 0.11 0.30 0.56 0.68
Fetch 7 3 0.12 0.30 0.45 0.45
Fetch 3 7 0.23 0.38 0.62 0.92
Fetch 3 3 0.24 0.41 0.58 1.15
Jaco 7 7 0.14 0.29 0.52 0.68
Jaco 7 3 0.11 0.08 0.43 0.66
Jaco 3 7 0.41 0.37 0.55 0.73
Jaco 3 3 0.65 0.56 1.21 1.37
inal high-dimensional and the low-dimensional projection
are preserved as much as possible. Thirdly, we use uniform
manifold approximation and projection (UMAP) (McInnes
et al., 2018), which operates similarly to t-SNE at a high level,
but better preserves global structure. Although it is possible
to tune t-SNE (Wattenberg et al., 2016), by default, UMAP
better shows relevant global structure.
5. Discussion
A primary goal of these experiments was to uncover the
effects of DR, through a comparison between agents trained
either with or without DR. In line with prior work, DR im-
proves performance across a wider distribution of testing
conditions. In particular, our implementation of DR, which
varied colours and textures, allowed generalisation to scenar-
ios with “local” perturbations, but was more variable when
more global changes were made to the setup; overall, agents
trained with DR were nearly always more robust than agents
trained without (Subsection 3.4). Adding DR to a task makes
it more challenging to solve, in terms of sample complexity,
although under the current experimental setup the models
do not appear to require additional architectural depth, as all
agents9 are robust to re-initialisation of the final (policy) layer
(Subsection 4.5). The application of entanglement (Frosst
et al., 2019), with respect to visual perturbations, shows that
throughout the network the representations that are learned
appear to be more invariant to these changes in the visuals,
as the embeddings of representations from the different con-
ditions have higher overlap (Subsection 4.7).
At the lower levels of the networks, DR results in sig-
nificant changes in the 퓁1-norms of the convolutional filters(Subsection 4.3), with more sophisticated feature detectors
(Subsection 4.2). Supporting this, visualising the saliency
maps of the agents shows that DR agents have more focused
attention on task-specific features, such as the arm or ball
(Subsection 4.1). Counter to initial expectations, we did not
find that DR reduced the variability of performance under
convolutional filter ablations—the agents merely have better
baseline performance (Subsection 4.4). Deeper within the
9Except for the Jaco agent trained with DR and without proprioception,
which has lower final performance under standard visuals.
networks, we found that DR caused the agents to utilise the
recurrent dynamics of the LSTM, whilst the agents trained
without DR were hardly impacted by keeping their recurrent
state constant (Subsection 4.6).
While we observe these general trends, it is notable that
some of the results are not a priori as obvious. For example,
even when provided with proprioceptive inputs, the Fetch
agent trained without DR still uses its visual inputs for self-
localisation (Subsection 4.1), although the addition of DR
removes this observed effect. We believe that the relative
simplicity of the Fetch reaching task—including both sens-
ing and actuation—leads to less pronounced effects with DR
(Subsection 3.4). The most unexpected finding was that the
performance of the Jaco agent trained with DR and without
proprioception dropped when shifting from DR visuals to
the standard simulator visuals, demonstrating that DR can
overfit (Subsection 3.3). With proprioception the gap dis-
appears, which supports the idea that the form of input can
have a significant effect on generalisation in agents (Hill et al.,
2019)—meriting further investigation.
This work has focused on understanding the effects of
DR, but also has a dual purpose, which is to inform research
in an opposite sense: in situations where DR is expensive or
even infeasible, what approaches can we take to improve gen-
eralisation in sim2real transfer? If certain characteristics are
positively correlated with DR training, explicitly enforcing
them—without requiring the DR pipeline—may also lead to
improved generalisation. For instance, Cobbe et al. (2018)
showed that standard regularisation techniques improve gen-
eralisation to a limited extent. Similarly, Pinto et al. (2017)
showed that adversarial training could improve the robustness
of DRL policies. In line with this, enforcing greater spatial
structure in the convolutional filters (Subsection 2.2.4), which
is higher in agents trained with DR (Subsection 4.3), could
be used as a novel regularisation objective.
A broader goal of these experiments was to assess the suit-
ability of interpretability methods within the context of DRL.
Beyond noticing limitations as discussed in previous works
(Mahendran and Vedaldi, 2015; Kindermans et al., 2016),
there is a larger positive outcome from using a wide suite of
interpretability techniques. Firstly, when used together they
can cross-check the validity of each other’s results. For exam-
ple, supposedly “dead” units in the Jaco model with DR and
proprioceptive inputs do in fact worsen performance when
ablated (Subsection 4.2). Additionally, although the LSTM
layer within DR agents are robust to re-initialisation at early
stages of training (Subsection 4.5), the recurrent ablations
show that the agents depend heavily on recurrent process-
ing (Subsection 4.6). Secondly, the complementary answers
these techniques provide leads to a better understanding of the
model as a whole. For instance, unit ablations (Subsection
4.4) can be related to diversity in activation maximisation
(Subsection 4.2), and entanglement (Subsection 4.7) can ex-
plain the generalisation of agents trained with DR (Subsection
3.4). Given these benefits, we therefore recommend a holis-
tic approach of interpretability techniques to be able to draw
correct and informative conclusions.
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(a) Conv. 1 (PCA; no DR) (b) Conv. 2 (PCA; no DR) (c) FC (PCA; no DR) (d) LSTM (PCA; no DR)
(e) Conv. 1 (PCA; DR) (f) Conv. 2 (PCA; DR) (g) FC (PCA; DR) (h) LSTM (PCA; DR)
(i) Conv. 1 (t-SNE; no DR) (j) Conv. 2 (t-SNE; no DR) (k) FC (t-SNE; no DR) (l) LSTM (t-SNE; no DR)
(m) Conv. 1 (t-SNE; DR) (n) Conv. 2 (t-SNE; DR) (o) FC (t-SNE; DR) (p) LSTM (t-SNE; DR)
(q) Conv. 1 (UMAP; no DR) (r) Conv. 2 (UMAP; no DR) (s) FC (UMAP; no DR) (t) LSTM (UMAP; no DR)
(u) Conv. 1 (UMAP; DR) (v) Conv. 2 (UMAP; DR) (w) FC (UMAP; DR) (x) LSTM (UMAP; DR)
Figure 19: Embeddings for trained Jaco agents with proprioceptive inputs with and without DR. Test conditions that are entangled
with the normal observations (orange) typically include changing the colour (dark blue) or shape (green) of the target, shifting the
camera (light blue), and, for DR, adding reflections (yellow). Global changes—adding Gaussian noise (red) or changing the global
lighting (purple)—are the least entangled with the normal observations.
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