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Abstract
In this paper, we propose a systematic low density generator matrix (LDGM) code ensemble,
which is defined by the Bernoulli process. We prove that, under maximum likelihood (ML) decoding,
the proposed ensemble can achieve the capacity of binary-input output symmetric (BIOS) memoryless
channels in terms of bit error rate (BER). The proof technique reveals a new mechanism, different from
lowering down frame error rate (FER), that the BER can be lowered down by assigning light codeword
vectors to light information vectors. The finite length performance is analyzed by deriving an upper
bound and a lower bound, both of which are shown to be tight in the high signal-to-noise ratio (SNR)
region. To improve the waterfall performance, we construct the systematic convolutional LDGM (SC-
LDGM) codes by a random splitting process. The SC-LDGM codes are easily configurable in the sense
that any rational code rate can be realized without complex optimization. As a universal construction,
the main advantage of the SC-LDGM codes is their near-capacity performance in the waterfall region
and predictable performance in the error-floor region that can be lowered down to any target as required
by increasing the density of the uncoupled LDGM codes. Numerical results are also provided to verify
our analysis.
Index Terms
capacity-achieving codes, coding theorem, low density generator matrix (LDGM) codes, spatial
coupling, systematic codes.
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1I. INTRODUCTION
The channel coding theorem in [1] states that, as long as the transmission rate is below the
channel capacity, there exists a coding scheme with infinite coding length for arbitrarily reliable
transmission. Shannon proved the channel coding theorem by analyzing the performance of the
random code ensemble, which has no constraint on linearity. In [2], it was proved that the totally
random linear code ensemble can achieve the capacity of binary symmetric channels (BSCs). The
same theorem was proved in [3] by deriving the error exponent. In both cases, the random binary
linear code ensemble is enlarged to the random coset code ensemble by adding a random binary
sequence to each codeword. Such an enlargement is a general technique to prove coding theorems
for code ensembles without total randomness [4]. The above theorems imply the existence of
capacity-achieving (linear) code but do not give practical constructions of good codes, since a
typical sample from the random (linear) code ensemble has no efficient decoding algorithm even
over binary erasure channels (BECs). For this reason, more attention has been paid to sparse
linear codes, which can be decoded by the iterative belief propagation (BP) algorithm.
The well-known low density parity-check (LDPC) codes, which were proposed in [5] and
rediscovered in [6] [7], are a class of sparse linear codes with sparse parity-check matrices. With
the help of density evolution (DE) analysis [8], which is developed to analyze the performance
of LDPC code ensembles under iterative decoding, many capacity-approaching LDPC code
ensembles have been designed [9]. Another class of sparse linear codes is the low density
generator matrix (LDGM) codes, which have sparse generator matrices. Compared with the
LDPC codes, the main issue of the LDGM codes is their non-negligible error floors, which,
however, can be lowered down by concatenating outer codes. For example, Raptor codes [10],
as concatenated codes with outer linear block codes and inner LT codes [11], are proved to be
capacity-achieving LDGM codes for BECs. In [12], an LDGM code ensemble with generator
matrix defined by the Bernoulli process was introduced and proved to be capacity-achieving over
BSCs. In the existing proofs, generator matrices are typically of non-systematic form. Hence, the
code rate of the ensemble is slightly lower than the design rate. To the best of our knowledge,
no direct proof is available in the literature for systematic code ensembles. The difficulty lies in
the fact that the systematic generator matrices have the unity matrix as a non-random part.
Recently, the spatial coupling of LDPC codes [13] has revealed itself as a powerful technique
to construct codes that achieve capacity universally over binary-input output-symmetric (BIOS)
2memoryless channels. The spatially coupled codes exhibit a threshold saturation phenomenon [14],
which has attracted a lot of interest in the past few years. The threshold saturation has been
proved for BECs [14] and generalized to BIOS memoryless channels [15] [16]. The spatial
coupling technique can also be applied to the LDGM codes. In [13], spatially coupled LDGM
codes were also proved to achieve the capacity of BIOS channels.
As extension works of [17] [18], we introduce systematic LDGM code ensembles in a different
way. For conventional LDGM/LDPC codes, the sparsity of the generator/parity-check matrices
is characterized by the degree distribution. In contrast, the proposed systematic LDGM code
ensembles are defined according to a Bernoulli process with a small success probability. Different
from the conventional capacity-achieving codes in terms of frame error rate (FER), the proposed
LDGM codes are proved to be capacity-achieving over BIOS memoryless channels in terms
of bit error rate (BER). The proof technique developed in this paper shows that the BER can
be lowered down by assigning light codeword vectors to light information vectors. An upper
bound and a lower bound on BER are derived to analyze the finite length performance of the
proposed LDGM codes and are shown by numerical results to be tight in the high signal-to-noise
ratio (SNR) region. To reason the mismatching between the iterative BP decoding performance
and the derived bounds, we carry out density evolution analysis over BECs for simplicity. The
DE results motivate us to employ spatial coupling techniques, by which the generator matrices
become sparser and the edges in the decoding graph become “roughly independent” [14], and
propose the systematic convolutional LDGM (SC-LDGM) codes. The main advantage of the SC-
LDGM codes is their easily predicable performance, leading to a universal but simple approach
to constructing good codes of any rates. Numerical results show that, under iterative BP decoding
algorithm, the SC-LDGM codes perform about 0.7 dB away from the Shannon limits for various
code rates.
This paper is organized as follows. In Section II, we introduce the systematic LDGM code
ensemble and prove the coding theorem. In Section III, we derive an upper bound and a lower
bound on BER to analyze the finite length performance. We also present density evolution
analysis over BECs to analyze the performance of iterative BP decoding in the near-capacity
region. In Section IV, we construct the SC-LDGM codes by a random splitting process to lower
down the density of the generator matrices. Numerical results show that the SC-LDGM codes
have better performance in the waterfall region and match well with the analytical bounds in
the error floor region. Finally, some concluding remarks are given in Section V.
3II. CODING THEOREM OF SYSTEMATIC LDGM BLOCK CODES
A. Systematic LDGM Block Codes
Let F2
∆
= {0, 1} be the binary field. A binary linear code C [n, k] with length n and dimension
k is defined as a k-dimensional subspace of Fn2 , which can be characterized by a generator
matrix or a parity-check matrix. A code ensemble is a collection of codes, each of which is
assigned with a probability. A convenient way to define a linear code ensemble is to generate
randomly according to certain distributions either the generator matrix or the parity-check matrix.
Particularly, the following two code ensembles are of theoretical importance.
• The totally random linear code ensemble Ch[n, k] can be characterized by a parity-check
matrix H of size (n − k) × n, where each element of H is drawn independently from a
uniformly distributed binary random variable. The typical minimum distance of this code
ensemble has been analyzed in [5] as a benchmark for the LDPC code ensemble.
• The totally random linear code ensemble Cg[n, k] can be characterized by a generator matrix
G of size k × n, where each element of G is drawn independently from a uniformly
distributed binary random variable. In [3], the channel coding theorem has been proved by
analyzing the performance of this code ensemble.
In a strict sense, the above two totally random linear code ensembles are different. The
code ensemble Cg[n, k] has some samples with code rates less than k/n, and the code ensemble
Ch[n, k] has some samples with code rates greater than k/n. Typically, a sample from Ch[n, k] (or
Cg[n, k]), which has generator matrices of high density and parity-check matrices of high density,
has no efficient decoding algorithms even over BECs. A more practical code ensemble is the
well-known LDPC code ensemble, which is first introduced in [5]. A sample from the LDPC
code ensemble has a parity-check matrix of low density and (hence) can be iteratively decoded.
In [8] [19] [20], regular and irregular LDPC code ensembles were defined by Tanner graphs
with certain degree distributions.
In this paper, we consider the systematic code ensemble Cs[n, k] defined by the generator
matrix G = [I P], where I is the identity matrix of order k and P is a random matrix of size
k × (n − k). Clearly, no matter what distribution of P is, the code rate is exactly R = k/n.
For theoretical analysis, we focus on the systematic biased random code ensembles, which is
defined as follows.
4Definition 1: A linear block code ensemble is called a systematic biased random code ensemble
if the generator matrix has the form G = [I P] of size k × n, where
P =


P0,0 P0,1 · · · P0,n−k−1
P1,0 P1,1 · · · P1,n−k−1
...
...
...
...
Pk−1,0 Pk−1,1 · · · Pk−1,n−k−1

 (1)
and Pi,j (0 6 i 6 k−1, 0 6 j 6 n−k−1) is generated independently according to the Bernoulli
distribution with success probability Pr{Pi,j = 1} = ρ 6 1/2.
For decoding purposes, we are interested in the case that ρ ≪ 1/2. With ρ ≪ 1/2, this
code ensemble has typical samples with generator matrices of low density and hence is termed
as systematic LDGM code ensemble. This ensemble can also be characterized by a random
parity-check matrix H = [PT I], which is typically of low density with ρ≪ 1/2. Therefore, a
systematic LDGM code ensemble can also be viewed as a special class of LDPC code ensemble.
The speciality lies in the fact that the degree polynomials associated with the LDGM code
ensemble have different meanings. For example, the degree polynomial with respect to check
nodes, when viewed as an LDPC code ensemble, is given by
M(x) =
k+1∑
i=1
Mix
i = x(1− ρ+ ρx)k, (2)
where Mi represents the probability that a check node has degree i. In contrast, if M(x) is
interpreted as the degree polynomial of a conventional LDPC code ensemble, the coefficient Mi
represents the fraction of check nodes of degree i. To see the difference, let us consider a sample
code C [n, k]. If it is sampled from the conventional LDPC code ensemble, it will have exact
(n−k)Mi check nodes of degree i. In contrast, if it is sampled from the systematic LDGM code
ensemble, it may even have no check node of degree i. The conventional LDPC code ensemble
usually has a constant maximum degree and no variable node of degree one, while the proposed
ensemble has nodes of degree one and an increasing maximum degree with the coding length.
As a result, the proposed ensemble has some samples with high check node (variable node)
degrees, but the probability assigned to such samples is negligible with large n and small ρ.
5B. Coding Theorem
Suppose that u = (u0, · · · , uk−1) of length k is the data to be transmitted1. The coded vector
x = uG = (u,uP) of length n, where u and uP are referred to as the information vector and
the parity-check vector, respectively, is transmitted over a noisy channel, resulting in a received
sequence y of length n. Then the decoder employs a decoding algorithm and outputs uˆ according
to y as an estimation of u.
In this paper, we focus on BIOS memoryless channels. A BIOS channel is characterized by
an input set X = F2 = {0, 1}, an output set Y (discrete or continuous), and a conditional prob-
ability mass (or density) function {PY |X(y|x), x ∈ F2, y ∈ Y}2, which satisfies the symmetric
condition that PY |X(y|1) = PY |X(π(y)|0) for some mapping π : Y → Y with π(π(y)) = y
for all y ∈ Y . The channel (used without feedback) is said to be memoryless if PY |X(y|x) =∏n−1
t=0 PY |X(yt|xt). Let PX(1) = p and PX(0) = 1 − p be an input distribution of a BIOS
memoryless channel. The mutual information between the input and the output is given by
I(p) = (1− p)I0(p) + pI1(p), (3)
where
I0(p) =
∑
y∈Y
PY |X(y|0) log
PY |X(y|0)
PY (y)
, (4)
I1(p) =
∑
y∈Y
PY |X(y|1) log
PY |X(y|1)
PY (y)
, (5)
and PY (y) = (1−p)PY |X(y|0)+pPY |X(y|1). For a BIOS memoryless channel, we have I0(p) =
I1(p) = max06p61 I(p) at p =
1
2
, which is the channel capacity.
Assume that the input vector to the encoder is uniformly distributed over Fk2. Let E = {Uˆ 6=
U} be the event that the decoder output is not equal to the encoder input. Let Ei = {Uˆi 6= Ui}
be the event that the i-th decoder output bit is not equal to the i-th encoder input bit. Obviously,
we have E =
⋃k−1
i=0 Ei. Then, we can define frame error rate as FER = Pr{E} and bit error
rate as BER = 1
k
∑
16i6k Pr{Ei} = 1kE[WH(Uˆ + U)], where E[·] denotes the expectation of
the random variable and WH(·) denotes the Hamming weight function. In the remainder of
1For a vector s = (s0, · · · , sℓ−1), we use s
j
i to denote the subsequence (si, · · · , sj) of s. We also use s
ℓ to emphasize the
length of s.
2In the case without causing much ambiguity, we omit the subscript of the probability mass (or density) function in the
remainder of this paper.
6this paper, the maximum likelihood (ML) decoding algorithm is considered for FER and the
maximum a posteriori (MAP) decoding is considered for BER, unless otherwise specified.
Definition 2: A sequence of codes (code ensembles) C [n, k] are said to be capacity-achieving
in terms of FER, if, for any ǫ > 0, limn→∞ k/n > C − ǫ and limn→∞ FER = 0, where C is the
channel capacity.
Definition 3: A sequence of codes (code ensembles) C [n, k] are said to be capacity-achieving
in terms of BER, if, for any ǫ > 0, limn→∞ k/n > C − ǫ and limn→∞BER = 0, where C is the
channel capacity.
It is easy to see that capacity-achieving codes in terms of FER are also capacity-achieving in
terms of BER. However, the converse is not true. This subtle difference can be shown by the
counterexample below.
Counterexample: Consider a sequence of codes C [n, k] with generator matrices G of size
k × n over a BSC parameterized by the cross error probability Pe. Suppose that C [n, k] is
capacity-achieving in terms of FER. It can be proved that C [n, k] is also capacity-achieving in
terms of BER. However, for the sequence of codes C [n+ 1, k + 1] defined by
G˜ =

 1 0
0 G

 , (6)
we have
BER
G˜
=
Pe + kBERG
k + 1
→ 0 (7)
as k →∞, but
FER
G˜
> Pe. (8)

It is well known that, as first proved by Elias [2], the totally random linear code ensemble
Cg[n, k] can achieve the capacity of BSCs (in terms of FER). In [3, Theorem 6.2.1], Gallager
proved the same theorem by the use of the general coding theorem for discrete memoryless
channels (DMCs), which can be easily adapted to other BIOS channels. The proof is for the
coset codes by adding a random vector on the codewords and employs the pairwise independency
between codewords. Then the coding theorem for systematic random linear block codes is
deduced as a corollary. These existing coding theorems imply that the systematic code ensemble
7Cs[n, k] with ρ = 1/2 is capacity-achieving in terms of FER (also in terms of BER). In this
paper, we prove the coding theorem for the systematic code ensemble Cs[n, k] with any given
positive ρ 6 1/2.
Theorem 1: For any given positive ρ 6 1/2, the systematic code ensemble Cs[n, k] is capacity-
achieving in terms of BER over BIOS memoryless channels.
The significance of the coding theorem proved in this paper includes the following aspects.
• We give a direct proof for the coding theorem for the systematic code ensemble. To the
best of our knowledge, no direct proof is available in the literature for the systematic code
ensemble. The diffculty lies in the fact that the systematic generator matrices have the unity
matrix as a non-random part. It is of interest to develop a direct proof, which may reveal
more mechanism of good codes.
• Different from the coding theorem in [2] [3] for the code ensemble Cg[n, k], which typically
has no efficient decoding algorithm, we focus on the systematic code ensemble Cs[n, k] with
ρ 6 1/2. The simulation results show that, with ρ ≪ 1/2, the LDGM code ensemble can
be efficiently decoded by the iterative BP algorithm.
• Generally, the FER of the LDGM code ensemble is relative high because of the light
codewords introduced by the sparse generator matrix. While the proof technique developed
in this paper shows that systematic LDGM code ensemble is capacity-achieving in terms of
BER, suggesting that the BER can be lowered down by assigning light codeword vectors
to light information vectors.
C. The Proof of Achievability
Because of the linearity of the code, we assume that the all zero codeword 0 ∈ Fn2 is
transmitted over a BIOS memoryless channel, resulting in a received sequence y ∈ Yn. The
maximum likelihood decoder selects u such that P (y|x) is maximized, where x is the codeword
corresponding to u.
To prove Theorem 1, we need the following two lemmas.
Lemma 1: Over the systematic code ensemble Cs[n, k] defined by ρ 6 1/2, the parity-check
vector corresponding to an information vector with weight w is a Bernoulli sequence with success
probability
ρw , Pr{Xj = 1|WH(U) = w} = 1− (1− 2ρ)
w
2
. (9)
8Furthermore, for any given positive integer T 6 k,
PG(x
n−1
k |u) , Pr{Xn−1k = xn−1k |U = u} 6 P (0n−k|u) 6 (1− ρT )n−k, (10)
for all u ∈ Fk2 with WH(u) > T and xn−1k ∈ Fn−k2 .
Proof: By definition, the parity-check vector corresponding to an information vector u with
weight w > 1 is uP. Since the elements of P are independent, identically distributed binary
random variables, the success probability can be calculated recursively by ρ1 = ρ and ρw+1 =
ρ(1− ρw) + ρw(1− ρ). By induction, we can prove that ρw = [1− (1− 2ρ)w]/2. Noticing that
ρ 6 ρw 6 ρw+1 6 1/2, we have P (x
n−1
k |u) 6 P (0n−k|u) 6 (1 − ρT )n−k for all u ∈ Fk2 with
WH(u) > T and x
n−1
k ∈ Fn−k2 . 
Lemma 2: For a BIOS channel, the error exponent defined in [3, Theorem 5.6.2] can be
reduced as
Er(R) = max
06γ61
[E0(γ)− γR], (11)
where
E0(γ) = − log
∑
y∈Y
P (y|0)1/(1+γ)
(
1
2
P (y|0)1/(1+γ) + 1
2
P (y|1)1/(1+γ)
)γ
. (12)
Therefore, Er(R) > 0 for R < I(1/2), where I(1/2) is the BIOS channel capacity.
Proof: By symmetry, we see that the value of E0(γ) given in (12) remains unchanged if we
interchange the labels of 0 and 1. That is,
E0(γ) = − log
∑
y∈Y
P (y|1)1/(1+γ)
(
1
2
P (y|0)1/(1+γ) + 1
2
P (y|1)1/(1+γ)
)γ
. (13)
Combining (12) and (13), we have
E0(γ) = − log
∑
y∈Y
(
1
2
P (y|0)1/(1+γ) + 1
2
P (y|1)1/(1+γ)
)(
1
2
P (y|0)1/(1+γ) + 1
2
P (y|1)1/(1+γ)
)γ
= − log
∑
y∈Y
[
1
2
P (y|0)1/(1+γ) + 1
2
P (y|1)1/(1+γ)
]1+γ
. (14)
For BIOS memoryless channels, the random coding error exponent defined as (5.6.16) in [3,
Theorem 5.6.2] is maximized when PX(0) = PX(1) = 1/2 and hence is reduced exactly the
same as Er(R) given by (11). 
9Proof of Theorem 1: From the law of total expectation, it follows that
BER =
∑
y∈Yn
P (y|0) · BER|y.
As an upper bound of the BER under the MAP decoding, we consider the BER under the ML
decoding for the proof. Given the received vector y, the decoding output Uˆ is a random vector
over the code ensemble due to the randomness of the parity checks. Let T 6 k be a positive
integer. The event of decoding error can be split into two sub-events depending on whether or
not WH(Uˆ) > T . Hence, the conditional BER can be upper bounded by
BER|y = E[WH(Uˆ)|y]
k
=
∑
u
Pr{u is the most likely|y}WH(u)
k
6
T
k
+
( ∑
u:WH(u)>T
Pr{P (y|uG) > P (y|0)}
)γ
, for any 0 6 γ 6 1. (15)
From the Markov inequality, for any given s > 0, the probability of a vector u with WH(u) > T
being more likely than 0 can be upper bounded by
Pr{P (y|uG) > P (y|0)} 6 E[P
s(y|uG)]
P s(y|0)
=
∑
xn−1
k
∈Fn−k
2
PG(x
n−1
k |u)
P s(yk−10 |u)P s(yn−1k |xn−1k )
P s(y|0)
6
∑
x
n−1
k
∈Fn−k
2
(1− ρT )n−kP
s(yk−10 |u)P s(yn−1k |xn−1k )
P s(y|0)
=
[
1 + (1− 2ρ)T
2
]n−k
P s(yk−10 |u)
P s(yk−10 |0k)
∑
xn−1
k
∈Fn−k
2
P s(yn−1k |xn−1k )
P s(yn−1k |0n−k)
, (16)
10
where the second inequality follows from Lemma 1. Thus, we have
∑
u:WH(u)>T
Pr{P (y|uG) > P (y|0)}
6
∑
u:WH(u)>T
[
1 + (1− 2ρ)T
2
]n−k
P s(yk−10 |u)
P s(yk−10 |0k)
∑
xn−1
k
∈Fn−k
2
P s(yn−1k |xn−1k )
P s(yn−1k |0n−k)
6
[
1 + (1− 2ρ)T
2
]n−k ∑
u∈Fk
2
P s(yk−10 |u)
P s(yk−10 |0k)
∑
x
n−1
k
∈Fn−k
2
P s(yn−1k |xn−1k )
P s(yn−1k |0n−k)
=
[
1 + (1− 2ρ)T
2
]n−k ∑
x∈Fn
2
P s(yn−10 |x)
P s(yn−10 |0)
. (17)
Substituting this bound into (15), we have
BER =
∑
y∈Yn
P (y|0) · BER|y
6
∑
y∈Yn
P (y|0) ·

Tk +

[1 + (1− 2ρ)T
2
]n−k ∑
x∈Fn
2
P s(yn−10 |x)
P s(yn−10 |0)


γ

(∗)
=
T
k
+
[
1 + (1− 2ρ)T ](n−k)γ · 2kγ n−1∏
i=0
[∑
yi∈Y
P (yi|0)
(∑
xi∈F2
1
2
· P
s(yi|xi)
P s(yi|0)
)γ]
=
T
k
+
[
1 + (1− 2ρ)T ](n−k)γ · 2kγ n−1∏
i=0
[∑
yi∈Y
P (yi|0)1−γs
(∑
xi∈F2
1
2
P s(yi|xi)
)γ]
=
T
k
+ 2n{γ[(1−R) log(1+(1−2ρ)T )+R]+log[
∑
y∈Y P (y|0)
1−γs(
∑
x∈F2
1
2
P s(y|x))
γ
]}
(∗∗)
=
T
nR
+ 2−n[E0(γ)−γR˜(T )], (18)
where the equality (∗) follows from the memoryless channel assumption and the equality (∗∗)
follows by setting s = 1
1+γ
and denoting
R˜(T ) , (1− R) log(1 + (1− 2ρ)T ) +R. (19)
From (18), we see that the derived bound of BER is valid for any given positive integer T 6 k
and any 0 6 γ 6 1. Then we can optimize the bound as
BER 6 min
T
{
T
nR
+ 2−nEr(R˜(T ))
}
. (20)
11
Note that R˜(T ) converges to R as T →∞. Thus, for any given positive ρ 6 1/2 and 0 < R <
I(1/2), there exists some T0 > 0 such that R˜(T0) < I(1/2). From Lemma 2, it follows that
Er(R˜(T0)) > 0. Hence, we see that both terms of the bound in (20) converge to 0 for sufficiently
large n.

III. FINITE LENGTH PERFORMANCE OF SYSTEMATIC LDGM BLOCK CODES
In Section II, we have proved the coding theorem by analyzing the BER performance of the
LDGM code ensemble with infinite coding length. In practice, we are interested in the finite
length performance of the LDGM code ensemble. An upper bound and a lower bound on BER
for a systematic linear code have been proposed in [21] for analyzing the performance of the
systematic block Markov superposition transmission of repetition codes (BMST-R) over AWGN
channels. In contrast to the BMST-R codes, which can also be viewed as a class of LDGM
codes, the code ensemble defined in this paper (Definition 1) has an easily computable weight
distribution as shown below. We will also generalize these bounds to the BIOS channels.
A. Weight Distribution
The input-redundancy weight enumerating function (IRWEF) of a systematic block code is
defined as [22]
A(X, Y ) =
∑
i,j
AijX
iY j, (21)
where X, Y are two dummy variables and Aij denotes the number of codewords having in-
put (information bits) weight i and redundancy (parity-check bits) weight j. For the systematic
LDGM code ensemble, we have
A(X, Y ) = 1 +
k∑
i=1
(
k
i
)
X i (1− ρi + ρiY )n−k , (22)
where ρi = [1 − (1 − 2ρ)i]/2 as given in Lemma 1. This implies that the coefficients of the
ensemble IRWEF can be given by
Aij =
(
k
i
)(
n− k
j
)
ρji (1− ρi)n−k−j, (23)
for 1 6 i 6 k and 0 6 j 6 n− k.
12
B. Performance Bounds
Suppose that the all zero codeword 0 ∈ Fn2 is transmitted over a BIOS memoryless channel,
resulting in a received sequence y ∈ Yn. Given a non-zero codeword c ∈ Fn2 , the pairwise error
probability is defined conventionally as the probability that c is not less likely than 0, which
depends only on the Hamming weight WH(c). Hence, we can denote Pr{P (y|c) > P (y|0)} as
PEP(d), a function of d = WH(c).
Theorem 2: For a BIOS memoryless channel, the BER of the systematic LDGM code ensemble
C [n, k] under MAP decoding is upper bounded by
BERMAP 6 min
06r∗6k
{
2r∗∑
i=1
i
k
(
n−k∑
j=0
AijPEP(i+ j)
)
+
k∑
i=r∗+1
min{i+ r∗, k}
k
(
k
i
)
PEP(1)i(1− PEP(1))k−i
}
, (24)
and lower bounded by
BERMAP >
n−k∑
w=0
PW (w + 1)PEP(w + 1), (25)
where PW (w + 1) is the probability that a row of the generator matrix has Hamming weight
w + 1, given by
PW (w + 1) =
(
n− k
w
)
ρw (1− ρ)n−k−w . (26)
Proof: The proof is similar to those of Theorem 1 and Theorem 2 in [21], and omitted here.

Then, we have the following corollaries from Theorem 2.
Corollary 1: For a BIOS memoryless channel, the BER of the systematic LDGM code
ensemble C [n, k] under MAP decoding is upper bounded by
BERMAP 6 min
06r∗6k
{
2r∗∑
i=1
i
k
(
n−k∑
j=0
Aijz
i+j
)
+
k∑
i=r∗+1
min{i+ r∗, k}
k
(
k
i
)
PEP(1)i(1− PEP(1))k−i
}
, (27)
where z =
∑
y∈Y
√
PY |X(y|1)PY |X(y|0) is the Bhattacharyya parameter of the channel [23].
Proof: This can be proved by noting that PEP(d) 6 zd [23]. 
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Corollary 2: For an additive white Gaussian noise (AWGN) channel with binary phase-shift
keying (BPSK) signalling, the BER of the systematic LDGM code ensemble C [n, k] under MAP
decoding is upper bounded by
BERMAP 6 min
06r∗6k
{
2r∗∑
i=1
i
k
(
n−k∑
j=0
AijQ
(√
i+ j
σ
))
+
k∑
i=r∗+1
min{i+ r∗, k}
k
(
k
i
)
Q
(
1
σ
)i(
1−Q
(
1
σ
))k−i}
, (28)
BERMAP >
n−k∑
w=0
PW (w + 1)Q
(√
w + 1
σ
)
, (29)
where σ2 is the variance of the noise and Q(x) is the probability that a normalized Gaussian
random variable takes a value not less than x.
Proof: This follows from the fact that PEP(d) = Q(
√
d/σ) for AWGN-BPSK channels. 
Example 1: Consider the systematic LDGM code ensemble Cs[n, k] with ρ = 0.01 and rate
R = 1/2. The upper bounds and lower bounds for different coding lengths n = 512, 1024, 2048
are shown in Fig. 1. The performance of uncoded transmission is also plotted. We can observe
that
• The upper bound and the lower bound match well in the high SNR region, implying that
both the upper bound and the lower bound are tight in the high SNR region.
• The upper bound matches the performance curve of uncoded transmission in the low SNR
region. This can be easily understood since a systematic code with direct transmission of
information bits will perform no worse than the uncoded transmission in terms of SNR-BER
curves.
• The performance predicted by the upper (lower) bound improves with increasing coding
length, implying that the MAP performance of the systematic LDGM codes improves with
increasing coding length. Despite that the MAP decoding is typically infeasible, these
bounds can be employed as a criterion to evaluate the optimality of a practical decoding
algorithm.
C. Decoding Algorithm
With small ρ and large n, a sample from the systematic code ensemble Cs[n, k] typically
has a generator matrix of low density and a parity-check matrix of low density, suggesting
14
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Fig. 1. The upper bounds and lower bounds in Example 1. We consider the systematic LDGM code ensemble Cs[n, k] with
ρ = 0.01 and rate R = 1/2. The coding lengths are n = 512, 1024, 2048. The performance of uncoded transmission is also
plotted.
that the LDGM codes can be decoded by an iterative BP algorithm over the associated normal
graphs [24]. In the normal graph, edges represent variables and nodes represent constraints.
Associated with each edge is a message that is defined in this paper as the probability mass
function of the corresponding variable. All edges connected to a node must satisfy the specific
constraint of the node. A full-edge connects to two nodes, while a half-edge connects to only
one node. As shown in Fig. 2 , the normal graph of an LDGM code consists of the following
two type of nodes.
• Node + : It represents the constraint that the sum of all connecting variables must be zero
over F2. The message updating rule at the node + is similar to that at the check node in an
LDPC code. The only difference is that the messages of the half-edge need to be calculated
from the channel observations.
• Node = : It represents the constraint that all connecting variables must take the same value.
The message updating rule at the node = is the same as that at the variable node in an
LDPC code.
In each iteration, the = is first updated and the + is subsequently updated. The decoding
algorithm for an LDGM code is described in Algorithm 1.
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Fig. 2. The normal graph of a systematic LDGM code C [n, k].
Algorithm 1 Iterative Decoding of the LDGM
• Initialization: Set a maximum iteration number Imax > 0. All messages over the half-edges
are initialized by computing the a posteriori probabilities with only the channel constraint.
All messages over the full-edges are initialized as uniformly distributed variables.
• Iteration: For i = 1, 2, · · · , Imax,
– Update all the nodes of type = .
– Update all the nodes of type + .
• Decision: Make decision on u by combining the soft extrinsic messages from + to =
and the channel observations associated with u, resulting in uˆ.
Example 2: We consider the systematic LDGM code ensemble Cs[2048, 1024] with ρ = 0.010
and ρ = 0.012 transmitting over BPSK-AWGN channels. The maximum iteration for decoding
is set as Imax = 50. The BER performance with the corresponding upper bound and lower bound
are shown in Fig. 3, from which we can observe that
• In the high SNR region, the simulated BER performance curves match very well with the
respective theoretical (lower) bounds, indicating that the iterative decoding algorithm is near
optimal (with respect to the MAP decoding algorithm).
• For a fixed coding length, the error floor can be lowered down by increasing ρ. However,
under the sub-optimal iterative decoding, the performance in the low SNR region with a
large ρ is typically worse than that with a small ρ.
• In the low SNR region, the simulated BER performance curves are not predicted well by the
derived bounds and are even worse than the upper bound for large ρ, which indicates that
the iterative BP decoding is far from optimal for high-density codes. This also motivates
16
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Fig. 3. The simulated BER performance in Example 2. We consider the systematic LDGM code ensemble Cs[2048, 1024] with
ρ = 0.010 and ρ = 0.012. The corresponding upper bounds and lower bounds are also plotted.
us to carry out density evolution analysis and to employ spatial coupling techniques for
lowering down the density of the generator matrices.
D. Density Evolution Analysis over BECs
To predict more accurately the performance of iterative BP decoding in the near-capacity
region, we turn to density evolution (DE) analysis for the systematic LDGM ensemble. For
simplicity, we take as an example the BEC with erasure probability α. Let ε(ℓ) and η(ℓ) be the
output erasure probabilities from nodes of type = and + at the ℓ-th iteration, respectively. The
procedure of DE analysis is initialized by η(0) = 1, since nothing is known at the nodes of +
at the beginning of decoding. Then the erasure probabilities are updated as follows.
• At a node of type = , the output extrinsic message is an erasure if and only if all other
input messages (including the channel input) are erasures. The input from the channel is an
erasure with probability α, while the input from a check node is an erasure with probability
1− ρ(1− η(ℓ)), where ρ(1− η(ℓ)) is the probability that a message is correct and the check
node is connected. Hence, the probability that a message delivered by a node of type =
is an erasure can be calculated as
ε(ℓ) = α(1− ρ(1 − η(ℓ)))n−k−1. (30)
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• At a node of type + , the output extrinsic message is a correct symbol if and only if all
other input messages (including the channel input) are correct. The input from the channel
is correct with probability 1 − α, while the input from a variable node is correct with
probability 1 − ρε(ℓ), where ρε(ℓ) is the probability that a message is an erasure and the
variable node is connected. Hence, the probability that a message delivered by a node of
type + is an erasure can be calculated as
η(ℓ+1) = 1− (1− α)(1− ρε(ℓ))k−1. (31)
Obviously, we see that η(0) = 1 > η(1), and we can easily prove by induction that {η(ℓ)} is a
positive decreasing sequence. Hence, we can define η∗ = limℓ→∞ η
(ℓ), and the estimated erasure
probability β can be given as
β = α(1− ρ(1− η∗))n−k. (32)
Example 3: Consider the systematic LDGM code ensemble Cs[1024, 512] with ρ = 0.012. The
DE result and simulated decoding erasure rate are shown in Fig. 4, where the corresponding upper
bounds and lower bounds are also plotted. We observe that the DE analysis predicts the decoding
performance more accurately than the bounds. However, in the near-capacity region (around
α = 0.5), a significant gap still exists between the simulation result and the DE result. This can
be explained as below.
Without loss of generality, we focus on the decoding of the first bit u0. Let W be the number
of ones in the first row of matrix P, where the distribution of W is given by
Pr{W = w} =
(
n− k
w
)
ρw(1− ρ)n−k−w. (33)
From the view of the receiver, u0 only affects W +1 out of n components of the received vector
y. Equivalently, we say that u0 is transmittedW+1 times, among which once (as an information
bit) is over the considered BIOS channel and W times (as parity-check bits) are also over the
considered BIOS channel but with binary interferences from other information bits. To be more
clear, consider a code with the generator matrix
G =


1 0 0 1 0 1
0 1 0 0 1 1
0 0 1 1 0 1

 ,
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Fig. 4. The DE result and simulated erasure rate in Example 3. We consider the systematic LDGM code ensemble Cs[1024, 512]
with ρ = 0.012. The corresponding upper bounds and lower bounds are also plotted.
transmitting over BSCs. The message u0 is transmitted three times. One is over BSC and the
other two are also over the BSCs but with binary interferences. The resulting received symbols
are, respectively, y0 = u0+ e0, y3 = u0+u2+ e3 and y5 = u0+u1+u2+ e5, where ei’s are i.i.d.
Bernoulli noises and u1, u2 can be viewed as interferences. When decoding u0, the messages
associated with other information bits can be viewed as side information for the interference
channels, which are iteratively updated in the BP algorithm3. For DE analysis, these channel
side information are assumed to be statistically independent and become more reliable with the
iterations. However, when decoding finite-length codes, they are typically correlated especially
when ρ is relatively large.
IV. SYSTEMATIC SPATIALLY COUPLED LDGM CODES
As shown in Section III, the systematic LDGM block code under iterative decoding does
not perform well (say, the performance is even worse than the MAP upper bound) in the low
SNR region. This is mainly caused by the relatively high density of the generator matrix. To
reduce the density but remain the row weights, which dominate the error floors, we turn to
3If all the side information (all other information bits) were perfectly known at the decoder, the performance of u0 should
achieve the lower bound, which is indeed derived by assuming that u0 is transmitted W + 1 times over the BIOS channel.
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the LDPC convolutional codes, also known as spatially coupled LDPC (SC-LDPC) codes [25].
An important feature of SC-LDPC codes is the threshold saturation [14] that the decoding
performance of SC-LDPC codes under BP decoding approaches the MAP decoding performances
of uncoupled LDPC block codes. The threshold saturation of SC-LDPC codes implies that the
waterfall performance of the systematic LDGM codes, which can also be viewed as LDPC codes,
can be improved by spatial coupling. In this section, we present the systematic convolutional
LDGM codes (SC-LDGM4) and show that they have the following attractive properties.
• They are easily configurable in the sense that any rational code rate can be achieved without
complex optimization.
• They share the same closed-form lower bounds with the corresponding systematic LDGM
codes, which can be used to predict the error floors.
• They are iteratively decodable with performance approaching the theoretical limits in the
waterfall region and matching with the analytical bounds in the error floor region.
A. Encoding Algorithm
Let u = (u(0), · · · ,u(L−1)) be the data to be transmitted, where u(t) = (u(t)0 , · · · , u(t)k−1) ∈ Fk2
for 0 6 t 6 L−1. The encoding algorithm of the SC-LDGM code with memory m is described
in Algorithm 2 (see Fig. 6 for reference), where Pℓ = {Pℓ,i,j} for 0 6 ℓ 6 m is a matrix
of size k × (n − k) generated by a random splitting process. In the random splitting process,
each element of P, which is generated according to Definition 1, is sent to Pℓ with probability
1/(m+ 1) (see Fig. 5 for reference). More precisely, the Pℓ can be generated as the following
steps.
• Generate P = {Pi,j} of size k × (n− k) according to Definition 1.
• For each 0 6 i 6 k and 0 6 j 6 n − k, draw a random number s independently and
uniformly from {0, 1, . . . , m}. Set Pℓ,i,j = Pi,j · δs,ℓ, for 0 6 ℓ 6 m, where δs,ℓ is the
Kronecker delta function.
The total code rate of the SC-LDGM code is R = kL
nL+m(n−k)
, which is slightly less than that
of the systematic LDGM block code. However, the rate loss can be negligible for large L.
4This acronym can also be interpreted here as “spatially coupled LDGM" without causing any inconvenience.
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Fig. 6. Encoding structure of a SC-LDGM code with memory m.
B. Algebraic Description
The generator matrix of size kL× [nL+m(n− k)] of the SC-LDGM code can be written as
G =


I P0 · · · Pm
I P0 · · · Pm
. . .
. . .
. . .
. . .
I P0 · · · Pm

 . (34)
By the random splitting process, we have P =
∑m
ℓ=0Pℓ. Therefore, the row weight distribution
of the SC-LDGM code ensemble is the same as that of the corresponding systematic LDGM
Algorithm 2 Encoding of the SC-LDGM
• Initialization: For t < 0, set u(t) = 0 ∈ Fk2 .
• Iteration: For 0 6 t 6 L− 1,
– For 0 6 ℓ 6 m, compute w(t,ℓ) = u(t)Pℓ ∈ F(n−k)2 .
– Compute p(t) =
∑m
ℓ=0w
(t,ℓ).
– Take c(t) = (u(t),p(t)) as the sub-frame for transmission at time t.
• Termination: For L 6 t 6 L+m− 1, set u(t) = 0 ∈ Fk2 and compute c(t) following Step
Iteration. Note that the information bits (known as zero bits) should not be transmitted.
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code ensemble, indicating that the SC-LDGM code ensemble shares the same closed-form lower
bound with the corresponding systematic LDGM code ensemble.
The SC-LDGM code has a parity-check matrix of banded diagonal form, as is the same case
for the SC-LDPC code. So the SC-LDGM code can also be constructed by randomly splitting
the parity-check matrix of the LDGM block code. More precisely, The parity-check matrix of
size [(L+m)(n− k)]× [nL+m(n− k)] of the SC-LDGM code can be written as
H =


P
T
0 I
... PT0 I
P
T
m
...
. . .
. . .
P
T
m
. . . PT0
. . .
. . .
... I
P
T
m I


. (35)
C. Decoding Algorithm
Fig. 7 shows the high-level normal graph of a SC-LDGM code, where an edge represents a
sequence of random variables and its associated messages are collectively written in a sequence.
Notice that such a simplified representation is just for the convenience of describing the message
passing. For message processing, any edge that represents multiple random variables must be
treated as multiple separated edges. The high-level normal graph of a SC-LDGM code can be
divided into layers, where each layer typically consists of a node of type = , a node of type +
and m+1 nodes of type Pℓ . The node of type = and the node of type + are the same as those
discussed in Subsection III-C. The node of type Pℓ can be viewed as a soft-in soft-out decoder
of an LDGM block code, which performs Algorithm 1 to compute the soft outputs (extrinsic
messages). The edge connecting Pℓ and = represents the information bits of the LDGM block
code, while the edge connecting Pℓ and + represents the parity-check bits.
Assume that c(t) is modulated using BPSK and transmitted over an AWGN channel, resulting
in a received vector y(t). We consider an iterative sliding window decoding algorithm with a
fixed decoding delay d > 0. The iterative sliding-window algorithm with decoding delay d works
over a subgraph consisting of d+1 consecutive layers. The schedule is described in Algorithm 3.
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Fig. 7. The normal graph of a SC-LDGM code with L = 4 and m = 2. The decoding window of d = 2 is also plotted.
Algorithm 3 Iterative Sliding Window Decoding of the SC-LDGM
• Global initialization: Set a maximum global iteration Jmax. For 0 6 t 6 d−1, considering
only the channel constraint, compute the a posteriori probabilities associated with c(t) from
the received vector y(t). All messages over the other edges within and connecting to the
decoding window are initialized as uniformly distributed variables.
• Sliding window decoding: For t = 0, 1, · · · , L− 1,
1) Local initialization: If t+ d 6 L+m− 1, compute the a posteriori probabilities from
the received vector y(t+d) and all messages over other edges within and connecting to
the (t+ d)-th layer are initialized as uniformly distributed variables.
2) Iteration: For j = 1, 2, · · · , Jmax,
a) Forward recursion: For i = 0, 1, · · · , d, the (t + i)-th layer performs a message
passing algorithm scheduled as
+ → P0 → · · · → Pm → = → P0 → · · · → Pm
b) Backward recursion: For i = d, d−1, · · · , 0, the (t+i)-th layer performs a message
passing algorithm scheduled as
= → P0 → · · · → Pm → + → P0 → · · · → Pm
c) Decision: Make decision on u(t), resulting in uˆ(t). If the entropy-based stopping
criterion [26] are satisfied, output uˆ(t) and exit the iteration.
3) Cancelation: Remove the effect of uˆ(t) on y(t+1), · · · ,y(t+m).
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Fig. 8. The decoding erasure rate performance of the SC-LDGM codes in Example 3 (Cont’d). We consider SC-LDGM codes
with memories m = 0, 1, 3 corresponding to a systematic LDGM code Cs[1024, 512] with ρ = 0.012. The data block length
is set as L = 150. The DE result, upper bound and the lower bound are also plotted.
D. Numerical Results
We first consider the erasure channel, in which the performance can be estimated by DE
analysis.
Example 3 (Cont’d): In order to compare with the systematic LDGM code, we consider
SC-LDGM codes with tail-bitting, which has the same node degree distribution as the LDGM
block code. Hence, these codes share the same DE result and the lower bound, which are shown
in Fig. 8. We can observe that the decoding performance improves slightly with the increase
of memory m and the performance of SC-LDGM codes approach the DE result, which is as
expected and confirms our analysis.
Actually, with spatial coupling, the side information with respect to those interference channels
are collected from, on average, (k− 1)ρ out of (m+1)k− 1 rather than k− 1 information bits.
Hence we expect that the performance of SC-LDGM codes can be predicted more accurately
by DE analysis when m is relatively large.
In the remainder of this section, we focus on the BPSK-AWGN channels. The iterative sliding
window decoding algorithm is performed with a maximum iteration number of Jmax = 18 and
a decoding window d = 2m. The threshold for the entropy stopping criterion is set as ǫ = 10−5.
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Fig. 9. The BER performance of the SC-LDGM codes in Example 4. We consider SC-LDGM codes with memoriesm = 0, 1, 3, 6
corresponding to a systematic LDGM code Cs[2048, 1024] with ρ = 0.012. The data block length is set as L = 150. The upper
bound of the LDGM block code (m = 0) and the lower bound of all codes are also plotted.
Example 4: Consider SC-LDGM codes with memories m = 0, 1, 3, 6 corresponding to a
systematic LDGM code Cs[2048, 1024] with ρ = 0.012. The data block length is set as L =
150. The BER performance is shown in Fig. 9, where the upper bound of the LDGM block
code (m = 0) and the lower bound of all codes are also plotted. We can observe that
• The simulated BER performance curve matches the lower bound well in the high SNR
region, implying that the iterative sliding window decoding algorithm is near optimal (with
respect to the MAP decoding algorithm) in the high SNR region.
• The waterfall performance of the SC-LDGM code is better than that of the corresponding
LDGM block code (m = 0). The waterfall performance improves with increasing encoding
memory m.
Example 5: Consider the SC-LDGM codes corresponding to the systematic LDGM codes
Cs[2048, 1024]. The parameters ρ and m are specified in the legends. All codes are terminated
properly such that the total rates are R = 0.49. The BER performance is shown in Fig. 10,
where the corresponding lower bounds are also plotted. We can observe that the error floor can
be lowered by increasing ρ. However, for a fixed memory m, under the sub-optimal iterative
decoding, the waterfall performance with a large ρ is typically worse than that with a small ρ.
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Fig. 10. The BER performance of the SC-LDGM codes in Example 5. We consider the SC-LDGM codes corresponding to
the systematic LDGM codes Cs[2048, 1024]. The parameters ρ and m are specified in the legends. All codes are terminated
properly such that the total rates are R = 0.49. The corresponding lower bounds are also plotted.
Therefore, the memory m of the SC-LDGM code with a large ρ should be set large, implying
that the decoding window d (hence the decoding latency) will be large.
Example 6: Consider the SC-LDGM codes with memorym = 6. The information subsequence
length is k = 1024 and the data block length is L = 300. The parameters ρ and the total code rate
are specified in the legends. The BER performance is shown in Fig. 11, where the corresponding
lower bounds and shannon limits under BPSK constraint are also plotted. We can observe that, as
the SNR increases, the performance curves of the SC-LDGM codes drop down to the respective
lower bounds for all considered code rates. We see that the SC-LDGM code performs about
0.7 dB away from the respective Shannon limits at the BER of 10−4 for all SC-LDGM codes
given in Fig. 11.
V. DISCUSSION AND CONCLUSION
In this paper, we have proposed an LDGM code ensemble, which is defined by the Bernoulli
process. For asymptotic performance analysis, we have proved that the proposed ensemble
is capacity-achieving over BIOS memoryless channels. The proof technique is different from
existing ones whereby the performance criterion is BER instead of FER. For finite length
performance analysis, an upper bound and a lower bound are presented, both of which are tight
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Fig. 11. The BER performance of the SC-LDGM codes in Example 6. We consider the SC-LDGM codes with memory m = 6.
The information subsequence length is k = 1024 and the data block length is L = 300. The parameters ρ and the total code
rate are specified in the legends. The corresponding lower bounds and shannon limits under BPSK constraint are also plotted.
in the high SNR region and helpful to predict the error floor and to evaluate the near-optimality
of the iterative decoding algorithm.
Practically, we focus on the performance in the error floor and waterfall regions. To lower down
the error floor, we can simply increase the coding length or the probability ρ in the generator
matrix, as shown in Example 1 and Example 2. As mentioned in [7], the LDGM codes can be
treated as the “error reduction” codes, which can be used as the inner code for the concatenated
coding system. We show by DE analysis over BECs that the iterative decoding performance can
be improved by a sparser generator matrix. Hence we employ the spatial coupling technique to
improve the waterfall performance, which has been proved to be effective for LDPC codes, and
proposed the SC-LDGM codes. The main advantage of the presented SC-LDGM codes is their
flexible construction and predicable performance. Numerical results showed that, under iterative
BP decoding algorithm, the SC-LDGM codes perform about 0.7 dB away from the Shannon
limits for various code rates.
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