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Introduction
Certaines applications aérodynamiques sont le siège de phénomènes sévères qui rendent
diciles les simulations numériques. En particulier, les écoulements visqueux à grande
vitesse requièrent à la fois robustesse et précision : d'une part une grande robustesse face
aux phénomènes non linéaires de grande intensité, essentiellement non visqueux, tels que
les ondes de choc de tête et les détentes intenses proches de l'apparition du vide ; et
d'autre part, une grande précision est nécessaire pour le calcul d'écoulements visqueux,
en particulier pour les couches limites et les décollements, très sensibles à la dissipation
numérique.
Le problème principal auquel on est régulièrement confronté lors de la simulation de ce
type d'écoulement est que pratiquement aucun schéma n'est capable de combiner simul-
tanément ces deux propriétés. Il existe de nombreux exemples de schémas très robustes
mais dont le calcul des zones d'interactions visqueuses est complètement dégradé par la
dissipation numérique des schémas. Au contraire, des schémas relativement précis comme
les schémas à dissipation articielle, et plus tard le célèbre schéma de Roe, sont capables
de retrouver les bonnes caractéristiques des couches limites mais sont d'utilisation rapide-
ment limitée avec l'apparition de phénomènes non-linéaires intenses. La démarche adoptée
est de contribuer au développement de schémas qui intégreraient toutes les propriétés dé-
sirées, plutôt que développer des solutions spéciques au cas considéré, ou locales à la
zone mise en défaut.
Nous nous attacherons donc à l'étude des schémas numériques pour les équations
d'Euler, en formulation volumes nis, mais en gardant à l'esprit que ceux-ci ne devront pas
dégrader le calcul de zones cisaillées lors du passage à des applications Navier-Stokes. Dans
le contexte du calcul d'écoulements hypersoniques, nous nous tournons tout naturellement
vers la classe des schémas décentrés, ou upwind qui a vu le jour au début des années
80. Contrairement à leurs prédécesseurs, ces schémas font naturellement intervenir les
propriétés physiques et mathématiques des écoulements dans leur formulation.
Ce travail de recherche se décompose en trois parties principales. La première consiste
à reprendre les principes fondamentaux qui ont donnés naissance à diérentes familles de
schémas. Parmi elles, les solveurs de Riemann approchés et les schémas à décomposition
de ux sont historiquement les deux premières classes de schémas décentrés qui ont vu le
jour, basées sur des principes totalement diérents. Les méthodes intégrales proposées par
Harten et al
[19]
ainsi que les diérentes techniques d'hybridation proposées par Liou
[32]
et Coquel
[4]
seront elles-aussi abordées. Pour tout schéma, nous tenterons d'apporter un
regard critique mais constructif an d'en tirer le meilleur parti, et ainsi proposer des
variantes qui rassembleraient le maximum de bonnes propriétés.
2 Introduction
Dans la seconde partie, l'objet de notre réexion se portera sur une propriété mathé-
matique qui permet d'assurer la robustesse d'un schéma : la positivité. Nous y apporterons
notre contribution en analysant la positivité des schémas à décomposition de ux et en
démontrant, dans le cadre de ces schémas, l'incompatibilité de cette propriété avec la
résolution exacte des discontinuités de contact.
La troisième partie sera dédiée à l'étude des phénomènes pathologiques encore mysté-
rieux qui apparaissent lors du calcul de choc intenses : le carbuncle. Après une description
de cette anomalie, une étude approfondie du comportement des schémas sera eectuée.
Enn, une analyse précise du caractère instable du phénomène sera fournie et comparée
avec les résultats théoriques surprenants de Robinet.
[52]
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Chapitre 1
Modélisation
Dans ce mémoire, nous nous attachons à l'étude des écoulements visqueux et de uide
parfait. Les équations établies sont des équations de conservation. Leur forme générale
est d'abord présentée, puis les diérentes formes seront détaillées selon la modélisation
choisie.
Nous nous intéressons au calcul d'écoulements compressibles. Les modélisations sont
soit celles du uide parfait, soit celles du uide visqueux newtonien. Nous maintenons
les hypothèses de gaz idéal et de régime laminaire. Il n'y a donc pas de modélisation
statistique de la turbulence.
1.1 Équations de conservation
Les milieux continus sont régis par des équations de conservation. Il s'agit de calculer
le bilan d'un certain nombre de quantités. La formulation se fait alors tout naturellement
sous forme intégrale : soit U , le vecteur des variables conservatives, on écrit alors que les
variations temporelles de ces quantités dans un volume élémentaire xe 
 sont dues soit
à leur mouvement, soit aux actions externes, volumiques ou surfaciques (sur la frontière
@
 de 
).
D
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 (1.1a)
où V
n
est la vitesse locale du uide (
~
V  ~n) projetée sur la normale extérieure ~n locale
de la frontière du volume élémentaire 
. La première égalité de l'équation (1.1a) est le
développement de la dérivée particulaire. La seconde égalité est l'équation de conserva-
tion proprement dite. Dans le membre de droite, on trouve les termes surfaciques 
n
et
volumiques F
vol
. Les termes surfaciques sont alors associées avec le ux des variables
conservatives pour donner le ux total de l'équation de conservation. Les termes volu-
miques restent dans le membre de droite en tant que terme source.
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Ces équations de conservation décrivent ainsi le comportement des quantités conser-
vatives au cours du temps. On peut écrire aussi cette équation sous forme locale,
@U
@t
+ div(V
n
U   
n
) = F
vol
(1.1c)
Mais cette expression aux dérivées partielles n'est pas valable au niveau des discontinuités.
Il est alors nécessaire d'associer à la forme (1.1c), les équations de Rankine-Hugoniot dé-
duites de l'équation intégrale (1.1b). En choisissant un volume de contrôle 
 qui enveloppe
la discontinuité, on obtient les relations de saut entre les états 0 et 1
h
V
n
U   
n
i
1
0
= s
h
U
i
1
0
(1.1d)
où ~n est la normale locale de la discontinuité, et où s est la vitesse de la discontinuité,
dans le sens de la normale.
Dans le cas de la mécanique des uides, les variables conservatives sont la masse,
la quantité de mouvement et l'énergie. Ces variables sont évidemment volumiques. Le
vecteur d'état U s'écrit donc
U =
0
@


~
V
E
1
A
(1.2)
où E est l'énergie totale volumique.
Nous précisons que les notations
~
 et  nous permettent de diérencier un vecteur de
l'espace physique (~n ou
~
V ), d'un vecteur de l'espace des phases (U ,  ou F ) dont la
dimension est le nombre de variables conservatives : c'est-à-dire le nombre de directions
spatiales plus deux.
1.2 Équations de Navier-Stokes
Tant que l'hypothèse des milieux continus est valable, et tant que le déséquilibre ther-
modynamique reste faible, les équations de Navier-Stokes sont susantes pour modéliser
le comportement des uides. Dans cette modélisation, les termes surfaciques sont liés aux
eorts de pression, et aux eets visqueux. Ils s'expriment sous la forme

n
=
0
B
B
@
0
 p~n+
~
~

v
 ~n

 p
~
V +
~
~

v

~
V  
~
Q
T

 ~n
1
C
C
A
(1.3a)
où le tenseur des eorts visqueux
~
~

v
est modélisé par la loi de Newton
~
~

v
=  div
~
V
~
~
I+ 

  !
  
grad
~
V +
  !
  
grad
~
V
T

(1.3b)
et où le ux de chaleur
~
Q
T
est modélisé par la loi de Fourier
~
Q
T
=  
c
  !
gradT (1.3c)
1.3. Équations de uide parfait 7
 et  sont des coecients de viscosité. 
c
est le coecient de conduction thermique.
On exprime les coecients de viscosité en fonction de  à l'aide de l'hypothèse de Stokes
3+ 2 = 0 (1.4)
On se donne une loi de variation du coecient de viscosité dynamique . Dans le cas des
gaz, on utilise la loi semi-empirique de Sutherland
(T ) = 
0
r
T
T
0
1 + S
th
=T
0
1 + S
th
=T
(1.5)
avec S
th
= 110; 4K et 
0
= 1; 711  10
 5
P l pour T
0
= 273K.
Quant au coecient de conduction thermique, on le déduit de la relation avec le
nombre de Prandtl (voir section suivante).
Il manque néanmoins une relation de fermeture qui doit relier la pression aux variables
thermodynamiques. Cette relation de fermeture est l'équation d'état du uide. Ici,
p = rT (1.6a)
La pression s'exprime, en fonction des variables conservatives,
p = (   1)

E  
1
2

~
V
2

(1.6b)
Les forces volumiques F
vol
ne sont ici pas considérées. Il peut s'agir de la force de
pesanteur, ou de forces électro-magnétiques
~
F . On a alors
F
vol
=
0
@
0

~
F

~
F 
~
V
1
A
(1.7)
1.3 Équations de uide parfait
Dans l'approximation des écoulements de uide parfait, les eets de la viscosité et de la
conduction thermique sont négligeables. On obtient alors les termes surfaciques suivants

n
=
0
@
0
 p~n
 p V
n
1
A
(1.8)
Les équations de conservation s'expriment alors simplement sous la forme
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U =
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n
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0
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n
~
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n
H
1
A
(1.9b)
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On considère ici les forces volumiques nulles. On nomme F
n
le ux de l'équation de
conservation, projeté sur la normale ~n. On rappelle les dénitions de l'énergie massique
totale E et de l'enthalpie d'arrêt H
E =
p
   1
+
1
2

~
V
2
(1.9c)
H = E + p (1.9d)
Dans la suite de ce mémoire, on abandonne la notation  pour les vecteurs de l'espace
des phases. Le vecteur d'état sera noté U , et le ux F .
Contrairement aux équations de Navier-Stokes où les discontinuités ne sont pas ad-
mises, elles peuvent apparaître dans un écoulement de uide parfait. Le saut des quantités
conservatives est alors régi par les équations de Rankine-Hugoniot associées à la formula-
tion conservative (1.9a). Ces équations s'écrivent
F
n
(U
1
)  F
n
(U
0
) = s
n
(U
1
  U
0
) (1.10)
où U
0
et U
1
sont les état de part et d'autre de la discontinuité ; et s
n
est la vitesse de la
discontinuité.
Les phénomènes discontinus qui sont décrits par ces équations de saut sont, selon qu'il
y ait un ux de masse à travers cette discontinuité, soit des surfaces de contact (interface
matérielle
1
ou surface cisaillée
2
), soit des chocs. Notons que dans le cas des chocs, ces
équations ne permettent pas, à elles seules, de déterminer si la discontinuité est compatible
avec le second principe de la thermodynamique. En eet, le choc de détente associé au
choc classique
3
est lui aussi solution des équations de Rankine-Hugoniot. Ce point est
important à préciser car il peut conduire certains schémas qui satisfont les équations de
Rankine-Hugoniot à conserver des chocs de détentes, transformations non entropiques.
1.4 Nombres sans dimension
L'intérêt de faire apparaître des nombres sans dimension est de pouvoir comparer
diérents écoulements tout en s'aranchissant des eets d'échelle, ou d'unités. On fait
ainsi apparaître des classes d'écoulements caractérisées par ces nombres sans dimension.
De plus, ces nombres sont bien plus représentatifs du régime et du comportement de
l'écoulement que les véritables grandeurs physiques. En eet, ces nombres nous permettent
de comparer les ordres de grandeur des diférents termes : la vitesse par rapport à la vitesse
du son, la comparaison des termes de convection, des termes visqueux, ou des termes de
conduction thermique.
On choisit des quantités de références, qui peuvent être les quantités de l'écoulement
à l'inni amont, par exemple. Dans le cas général, il nécessite
 une longueur de référence L ;
1. C'est-à-dire des dicontinuités de masse volumique.
2. Ces surfaces sont le lieu de discontinuités des vitesses tangentielles.
3. Il s'agit de la transformation inverse, qui se déduit du choc classique (compression) en inversant le
signe des vitesses.
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 une masse volumique de référence 
0
;
 une vitesse de référence V
0
;
 une température statique de référence T
0
.
Les équations de conservation sont rendues sans dimension à l'aide de ces quantités
de référence. Ces changements de variables font apparaître les nombres sans dimension
suivants :
 le nombre de Reynolds
R
e
=

0
V
0
L

0
(1.11)
où 
0
= (T
0
). Ce nombre quantie l'ordre de grandeur entre les termes convectifs
(ou d'inertie) et les termes visqueux.
 le nombre de Mach
M
0
=
V
0
a
0
(1.12)
où a
0
est la vitesse du son calculée à l'aide de la température T
0
. Ce nombre de
Mach intervient aussi dans les conditions aux limites, et dans l'équation d'état sans
dimension.
 le nombre de Prandtl
P
r
=
C
p

c
(1.13)
où C
p
est le coecient de chaleur massique. Ce nombre quantie l'ordre de grandeur
entre les les termes visqueux et ceux de conduction thermique.
Lorsque le nombre de Reynolds tends vers l'inni, les termes visqueux et de conduction
thermique deviennent négligeables devant les autres termes. On obtient alors les équations
d'Euler. On remarque alors que l'inuence du nombre de Prandtl a disparu en même
temps. Puisque l'échelle de simulation n'intervenait que dans le nombre de Reynolds, on
en déduit que les écoulements d'Euler en sont indépendants. Ils peuvent être seulement
dénis par un nombre de Mach.
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Chapitre 2
Discrétisation
Après avoir donné les équations qui servent à modéliser notre problème, nous détaillons
dans ce chapitre la méthode de discrétisation qui est appliquée à ces équations. C'est tout
naturellement la méthode Volumes Finis qui s'impose pour la discrétisation d'équations
de conservation. Un rappel des propriétés mathématiques associées à la discrétisation des
équations sera donné.
2.1 Discrétisation Volumes Finis
La méthode Volumes Finis repose sur la discrétisation des équations intégrales plutôt
que les formes locales. La forme intégrale inclut les équations de saut de Rankine-Hugoniot
associées ; c'est donc cette formulation qui est la plus adaptée pour le calcul d'écoulements
où risque d'apparaître des discontinuités.
On écrit les équations de conservation (1.9a) sur un volume 

j
, doté d'un certain
nombre de facettes que l'on note chacune S
j;k
, facette commune au volume 

j
et au
volume 

k
. On utilise la même notation S
j;k
pour représenter l'aire de cette surface.
On note ~n
j;k
=  ~n
k;j
la normale à cette facette, orientée vers l'extérieur du volume 

j
.
L'équation de conservation peut alors s'écrire, de façon exacte,
@
@t
(

j
U
j
) +
X
S
j;k
2@

j
S
j;k
F
~n
j;k
= 0 (2.1)
De la même façon que pour S
j;k
, 

j
représente la mesure du volume 

j
. Et on dénit
U
j
comme la valeur moyenne du vecteur d'état U sur le volume 

j
. Un exemple de
découpage d'un domaine de calcul plan est donné dans la gure 2.1, avec toutes les
notations associées.
L'évaluation du ux est attachée à sa facette. Ces propriétés permettent d'assurer
la conservativité de la méthode de discrétisation. Ainsi, la somme des ux d'un volume
résultant de l'union de plusieurs cellules adjacentes est la somme des ux sur chacune
des cellules puisque les contributions internes s'annulent. Cette propriété fondamentale
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U
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k
Fig. 2.1  Schéma de discrétisation d'un domaine plan
de conservativité permet de respecter les équations de Rankine-Hugoniot dans le cas de
la présence de discontinuités.
La méthodeVolumes Finis est basée sur l'équation discrétisée (2.1). Il reste à compléter
la méthode en précisant
 la méthode d'intégration temporelle, c'est-à-dire la discrétisation du terme de dérivée
temporelle @(

j
U
j
)=@t. Il peut s'agir d'une simple intégration explicite par une
méthode d'Euler, ou une méthode de Runge-Kutta. La discrétisation peut aussi
être couplée avec la discrétisation spatiale.
 la méthode de calcul du terme F
~n
j;k
, que l'on nomme ux numérique. Ce ux nu-
mérique dépend en général des états moyens U
j
et U
k
, voire des états voisins pour
des méthodes d'ordre élevées.
Toute la physique du calcul est traduite par le ux physique, et donc le ux numé-
rique qui en est sa version discrétisée. Le calcul du ux numérique est donc le c÷ur de
nos préoccupations. Nous détaillons des notions théoriques générales sur l'intégration des
équations aux dérivées partielles, et plus ciblées sur la formulation Volumes Finis dans la
section 2.4.
2.2 Méthode explicite du premier ordre
La méthode la plus simple d'intégration est la méthode explicite. Dans cette méthode,
l'évaluation du ux numérique se fait tout simplement à l'aide du champ de variable déjà
connu. Si, de plus, la méthode de discrétisation du terme temporel est du premier ordre,
l'équation de conservation discrétisée s'écrit tout simplement


j
U
n+1
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  U
n
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+
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2@

j
S
j;k
F
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j;k
(U
n
) = 0 (2.2)
La contrepartie de la simplicité de cette formulation se manifeste par une stabilité limi-
tée. Cette limite de stabilité est traduite par une condition sur le pas de temps, en fonction
du champ U
n
. Cette condition de stabilité est fonction d'un temps caractéristique lié à la
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forme du système d'équations aux dérivées partielles. Lorsque celui-ci est hyperbolique,
ce temps caractéristique est celui de la propagation de l'onde la plus rapide à travers la
cellule concernée. C'est ce type de condition, nommée condition CFL, qui nous intéressera
dans cette étude. En eet, les équations d'Euler forment un système hyperbolique. Les
équations de Navier-Stokes forment un système théoriquement parabolique ; néanmoins,
il se comporte comme un système hyperbolique dans les zones où les termes visqueux sont
négligeables. Les zones d'interaction visqueuses limitent souvent l'utilisation de méthodes
explicites, car trop contraignantes sur le pas de temps maximal autorisé.
Lorsque le schéma qui sert à discrétiser le ux numérique est du premier ordre, le ux
est alors une fonction des deux états de part et d'autre de l'interface considérée. On a
alors
F
n
~n
j;k
= (F
1=2
)
~n
j;k
(U
n
j
;U
n
k
) (2.3)
On impose à cette fonction ux des propriétés d'isotropie, et de consistance :
(F
1=2
)
~n
(U
1
;U
2
) =  (F
1=2
)
 ~n
(U
2
;U
1
) (2.4a)
(F
1=2
)
~n
(U ;U) = F
~n
(U) (2.4b)
2.3 Cas particulier du monodimensionnel
Nous nous attachons à détailler le cas particulier d'un écoulement dimensionnel car la
plupart des schémas et de leurs propriétés sont établis pour ce type d'écoulement. L'exten-
sion est ensuite faite aux méthodes multidimensionnelles. De plus, l'étude des propriétés
mathématiques est plus simple, sans pour autant perdre de leur généralité. Nous nous li-
mitons ici aux équations d'Euler, car aucun cas d'écoulement visqueux monodimensionnel
ne sera abordé.
Les équations de conservation d'un uide parfait s'écrivent, en monodimensionnel,
@U
@t
+
@F(U)
@x
= 0 (2.5a)
où le vecteur de variables conservatives et le ux s'expriment
U =
0
@

u
E
1
A
et F(U) =
0
@
u
u
2
+ p
uH
1
A
(2.5b)
avec, les mêmes dénitions de l'énergie totale E et de l'enthalpie d'arrêt H. On dénit,
en monodimensionnel, le nombre de Mach comme une valeur algébrique M = u=a, qui
peut donc être négative.
L'équivalent discret de l'équation de conservation discrétisée (2.2) est, en monodimen-
sionnel,
U
n+1
i
= U
n
i
 
t
x

F
n
i+1=2
  F
n
i 1=2

(2.6)
où
 x est la mesure du volume 

i
. De manière générale, cette distance dépend de la
cellule considérée.
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 F
n
i+1=2
est le ux numérique, évalué de manière explicite en fonction des valeurs
moyennes du vecteur d'état, au temps 
n
, des cellules 

i
et 

i+1
, voire les cellules
voisines pour des formulations d'ordre élevée.
L'analyse de stabilité des équations scalaires permet d'exhiber une condition sur le pas
de temps maximal admissible, condition dite CFL (Courant, Friedrich, Levy). L'extension
de cette condition aux équations de conservation vectorielles passe par le calcul de valeurs
propres du système, et de son rayon spectral.
Dénition 1 Soit un état U , la vitesse maximale 
max
(U) des ondes caractéristiques
associées à cet état est

max
(U) = juj+
r
p

(2.7)
Remarques
 Les ondes associées à cet état sont les valeurs propres de la jacobienne @F=@U du
système linéarisé, soit u  a, u et u+ a pour les équations d'Euler ;
 le rayon spectral de cette jacobienne est la vitesse maximale, en valeur absolue, de
ces vitesses. C'est ce rayon spectral 
max
(U) qui est naturellement impliqué dans les
conditions de stabilité linéaires.
Dénition 2 Pour une cellule donnée 

i
, on dénit le nombre de CFL local 
loc
i
associé
au pas de temps d'intégration t

loc
i
= 
max
(U
i
)
t
x
(2.8)
Remarques
 La dénition a été proposée dans le cadre à une dimension. Des extensions de cette
dénition aux cas multidimensionnels sont évidemment possibles mais réclament la
dénition de longueurs caractéristiques de la cellule. Nous choisirons la longueur
suivante
l = 2


i
P
j
S
i;j
(2.9)
La vitesse 
max
(U
i
) serait alors j
~
V j+ a.
 Cette dénition est étroitement liée avec la classique condition CFL qui permet d'as-
surer la stabilité linéaire de l'intégration des systèmes hyperboliques selon l'équa-
tion (2.6). Cette condition de stabilité s'écrit
t  
x
max
i2Z

max
(U
i
)
(2.10a)
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Cela signie que le pas de temps doit être assez petit an que les plus rapides des
ondes ne puissent traverser plus d'une cellule durant un pas d'intégration. Puisque la
plus rapide des ondes du système linéaire est le rayon spectral de la jacobienne
1
, le
nombre de CFL  est généralement compris entre 0 et 1. En utilisant la dénition 2,
la condition (2.10a) peut s'écrire tout simplement
max
i2Z

loc
i
  (2.10b)
L'équation de conservation (2.6) peut alors s'exprimer directement à l'aide du nombre de
CFL local 
loc
i
, avec 
max
= 
max
(U
i
),
U
n+1
i
= U
n
i
 

loc
i

max
i

F
n
i+1=2
  F
n
i 1=2

(2.11)
2.4 Convergence, Théorème de Lax-Wendro
CONSISTANCE
Solution numérique
Solution discrète
Équation discrétisée
Solution exacte
E.D.P.
CONVERGENCE STABILITÉ
Fig. 2.2  Solutions exacte, numérique et discrète, propriétés de la discrétisation.
Un certain nombre de notions sont nécessaires lors de la résolution d'équations aux dé-
rivéees partielles par leurs équivalents discrétisés. Les trois principales sont la convergence,
la stabilité et la consistance. Ces trois propriétés permettent de relier la solution exacte
des équations continues, à la solution exacte des équations discrétisées et à la solution
numérique obtenue. Ces diérents liens sont résumés sur le schéma de la gure 2.2.
 la stabilité est la propriété qui assure que la diérence entre la solution numérique
obtenue et la solution exacte des équations discrétisées est bornée ;
1. Pour un système non-linéaire, les vitesses d'ondes ne sont pas directement les vitesses caractéris-
tiques. Les ondes de choc peuvent se propager plus rapidement que ces ondes. Mais leurs vitesses sont
néanmoins bornées par l'une ou l'autre des vitesses caractéristiques, en amont ou en aval.
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 la consistance est la propriété qui assure que la solution exacte des équations dis-
crétisées tende vers la solution exacte des équations continues lorsque les pas de
discrétisation (spatial et temporel) tendent vers zéro ;
 la convergence permet, elle, d'assurer que la solution numérique tende vers une ou
la solution exacte des équations continues. C'est évidemment la propriété la plus
convoitée, mais que l'on n'atteint pas directement.
Ces propriétés sont évidemment liées les unes aux autres. Le théorème d'équivalence
de Lax conrme ces dépendances.
Théorème 1 Dans un problème bien posé, et avec un schéma de discrétisation consis-
tant, la stabilité est une condition nécessaire et susante pour la convergence.
Dans le cas des équations de conservation, ce théorème n'est pas susant et doit être
couplé avec le théorème suivant, de Lax et Wendro
[26]
qui tient compte du caractère
éventuellement discontinu des solutions.
Théorème 2 Si la solution numérique, calculée à l'aide d'une méthode de discrétisation
conservative et consistante, converge vers une solution U(x; t), alors cette solution U(x; t)
est solution faible des équations de conservation continues.
Remarques
 Ce théorème, à lui-seul, ne garantit pas la convergence. Cette convergence peut être
obtenue par le théorème de Lax ;
 les solutions faibles des équations admettent des discontinuités qui satisfont les équa-
tions de Rankine-Hugoniot associées aux équations de conservation ;
 le théorème ne garantit évidemment pas l'unicité de la solution, ni même si elle
satisfait la condition d'entropie dénie pour les schémas.
[19]
2.5 Représentation d'ordre élevé
Des méthodes de reconstruction de variables pour atteindre des ordres de précision
plus élevés seront ponctuellement utilisées. Nous détaillons ici certains aspects de la re-
construction utilisée dans la méthode MUSCL de van Leer.
[63]
Nous nous restreignons ici à un domaine monodimensionnel. Pour une cellule 

j
, on
nomme U
j
la valeur moyenne de U(x) sur cette cellule. Une représentation précise au
premier ordre consiste à prendre U(x) constant sur cette cellule et égal à U
j
.
Soit d
j
, la mesure de 

j
et x
j
la position du barycentre de 

j
, une représentation
d'ordre élevé, au moins égale à deux, consiste à prendre :
U(x) = U
j
+ (x  x
j
)Æ
x
U
j
+
3
2

(x  x
j
)
2
 
d
2
j
12

Æ
xx
U
j
(2.12)
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où Æ
x
U
j
et Æ
xx
U
j
sont des évaluations discrètes des dérivées premières et secondes de U
sur la cellule 

j
.
  est appelé paramètre de précision. C'est dans le cadre de la représentation Volumes
Finis que, pour la valeur particulière de 1=3, la représentation parabolique (2.12)
devient précise au troisième ordre (alors que ce serait 1/2 pour une représentation
de type Éléments Finis). En eet, on s'attache à le précision des grandeurs intégrales
(moyenne sur le volume de cellule) et non aux valeurs ponctuelles ;
 on note que, dans le cas général, la valeur de cette représentation au milieu de la
cellule U(x
j
) est diérente de la valeur moyenne U
j
;
 l'évaluation des gradients Æ
x
U
j
et Æ
xx
U
j
se fait nécessairement à l'aide des cellules
voisines.
Lorsque le maillage est uniforme, les gradients Æ
x
U
j
et Æ
xx
U
j
sont évalués au second
ordre de façon centrée :
Æ
x
U
j
=
U
j+1
  U
j 1
2x
Æ
xx
U
j
=
U
j+1
  2U
j
+ U
j 1
x
2
(2.13)
On obtient alors l'expression suivante des états aux frontières de la cellule :
U
L
j+1=2
= U
j
+
1  
4

j 1=2
+
1 + 
4

j+1=2
(2.14a)
U
R
j 1=2
= U
j
 
1 + 
4

j 1=2
 
1  
4

j+1=2
(2.14b)
où 
j+1=2
= U
j+1
  U
j
.
Dans le cas de maillage non uniforme (Figure 2.3), la formulation (2.14) ne tient pas
compte des déformations. On peut évaluer plus précisément les gradients :
Æ
x
U
j
=
d
2
j 1=2
U
j+1
+ (d
2
j+1=2
  d
2
j 1=2
)U
j
  d
2
j+1=2
U
j 1
d
j 1=2
d
j+1=2
(d
j 1=2
+ d
j+1=2
)
(2.15a)
Æ
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U
j
=
d
j 1=2
U
j+1
  (d
j 1=2
+ d
j+1=2
)U
j
  d
j+1=2
U
j 1
d
j 1=2
d
j+1=2

d
j 1=2
+ d
j+1=2
2

(2.15b)
où d
j+1=2
= x
j+1
  x
j
. Notons que d
j 1=2
+ d
j+1=2
= 2d
j
.
Les expressions des états aux interfaces deviennent :
U
L
j+1=2
= U
j
+
d
j+1=2
  d
j
4

j 1=2
+
d
j 1=2
+ d
j
4

j+1=2
U
R
j 1=2
= U
j
 
d
j+1=2
+ d
j
4

j 1=2
 
d
j 1=2
  d
j
4

j+1=2
(2.16)
Notons que dans la méthode MUSCL, ces évaluations sont corrigées par des opérateurs
non-linéaires appelés limiteurs.
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j+1j
d j-1/2 d j+1/2
j-1
Fig. 2.3  Maillage non uniforme
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Chapitre 3
Propriétés, Dicultés et Tests
Malgré les progrès croissants dans le domaine des méthodes numériques, il reste tou-
jours un certain nombre de dicultés qui apparaissent lors de la simulation d'écoulements
compressibles instationnaires de uide parfait, ou de uide visqueux. Nous excluons dans
cette partie toutes les considérations d'ecacité (mémoire, temps de calcul), si les résultats
restent identiques.
Dans la première section, nous détaillons une série de dicultés qui apparaissent plus
ou moins couramment lors des simulations numériques. Dans la section suivante, nous
détaillerons les propriétés désirées pour un schéma. Ces propriétés sont en général des
réponses aux dicultés qui auront été préalablement listées. Selon les cas d'applications,
ces propriétés peuvent s'avérer nécessaires. Malheureusement, aucun schéma n'a pu, à ce
jour, toutes les réunir et on se trouve confronté à des choix de méthodes qui dépendent
des cas d'applications sévères ou complexes.
Enn, nous donnerons une série de cas tests qui auront été utilisés tout au long de
cette étude.
3.1 Dicultés rencontrées
Nous détaillons ici brièvement les dicultés qui sont encore rencontrées lors de l'uti-
lisation de schémas décentrés dans les méthodes conservatives.
3.1.1 Calcul de quantités non physiques
Un des problèmes majeurs qui apparaît dans les simulations numériques est le calcul
de quantités non physiques dans l'écoulement (quantités thermodynamiques négatives).
Sans traitement particulier, l'apparition de ces valeurs non physiques empêche l'en-
chaînement du calcul. Outre les problèmes de stabilité qui peuvent, lors des oscillations,
conduire à des valeurs négatives des quantités thermodynamiques, on observe en général
que ces problèmes sont intrinsèquement liés au schéma de calcul. En eet, la réduction du
nombre de CFL ne permet pas d'empêcher l'apparition de ces quantités non physiques.
Cela demande seulement un nombre plus important d'itérations de calcul pour arriver au
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même temps physique.
Ces phénomènes apparaissent plus facilement dans des cas d'écoulements à grande
vitesse. On associe la propriété de positivité aux schémas qui assurent le calcul de quantités
physiques. Cette notion sera largement développée dans la partie III.
3.1.2 Diusion excessive de forts gradients
Une diérence importante dans le comportement des schémas est leur capacité à cap-
turer des zones avec des gradients importants. Ce phénomène est encore plus marqué pour
le calcul des discontinuités (chocs ou discontinuités de contact).
La diusion qui tend à épaissir les discontinuités ou estomper les gradients peut être
indépendamment la conséquence de deux phénomènes :
 la dissipation intrinsèque au schéma, nécessaire pour assurer une certaine stabilité,
mais parfois excessive. Elle provient parfois simplement du fait que le schéma ne
permet pas de satisfaire les équations de Rankine-Hugoniot.
 la discrétisation en Volumes Finis où la valeur discrète d'une cellule représente la
valeur moyenne de la quantité sur cette cellule n'est pas adaptée à la représentation
de discontinuité non coïncidente avec les interfaces. C'est le cas des discontinuités
en mouvement, comme le représente la gure 3.1, ou des discontinuités non alignés
avec le maillage dans les congurations multidimensionnelles. La gure représente
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Fig. 3.1  Représentation discrète d'une discontinuité en mouvement.
successivement la moyenne sur chaque cellule d'une quantité présentant une dis-
continuité, elle-même en mouvement. Sauf s'il existe un traitement spécique, la
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représentation de la seconde étape n'est en général pas interprêtée comme une dis-
continuité ; il s'introduit alors une diusion naturelle due à la discrétisation, et plus
précisément aux lacunes de la représentation.
3.1.3 Pathologies de type carbuncle
Ces phénomènes sont liés aux calculs de chocs. On voit apparaître des solutions in-
attendues, considérées comme non physique. Ces pathologies seront largement étudiées
dans la partie IV.
3.1.4 Anomalies localisées
Outre ces les diérents problèmes qui ont été précisés ci-dessus, un certain nombre
d'anomalies demeurent mais localisées, ou dans quelques congurations seulement. Il
existe les oscillations attachées aux chocs pour les schémas qui ne sont pas adaptés à
leur calcul, des calculs non physiques de la température dans les zones proches de l'ap-
parition du vide, dus aux erreurs faites lors du calcul du rapport de la masse volumique
et de la pression qui tendent toutes deux vers des très faibles valeurs. Nous détaillons
ci-dessous quelques unes d'entre elles.
Discontinuités au niveau du point sonique
Dans les détentes intenses, et en particulier au passage du point sonique, on voit appa-
raître une petite discontinuité non physique pour la plupart des schémas. Ces problèmes
surviennent dans la simulation du cas de Sod supersonique, ou dans les cas où l'écoulement
est vivement accéléré par le contournement d'une arête (voir chapitre 6 de la partie II).
Ces problèmes ont été analysés dans les travaux.
[56,65]
Par analogie avec le bon com-
portement du schéma EFM, une correction a été proposée par Moschetta.
[41,42]
Ce problème sera aussi abordé dans l'étude de schémas de type HLL, chapitre 4 de la
partie II.
Oscillations de pression sur une interface
La pression n'est pas une quantité directement calculée par les équations en formula-
tion conservative. Elle se déduit du calcul de l'énergie et de la quantité de mouvement.
Ainsi, on observe des variations de pressions à travers des discontinuités de contact, ou
surfaces cisaillées alors qu'elle est censée être continue. Les variations de l'énergie totale et
de la quantité de mouvement ne se compense pas exactement, et introduisent des erreurs.
Ces problèmes ont été étudiés par Karni,
[23]
Toro
[61]
et Abgrall,
[1]
qui s'intéressent à la
formulation en variables primitives.
Pic de température sur interaction de chocs
On observe, dans les cas d'interaction choc-choc ou choc-paroi, un pic de température
qui demeure sur le lieu de l'interaction. Ce phénomène a été étudié par Meniko
[38]
qui
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montre que ce pic est dû à l'épaisseur des chocs lors de leur interaction.
3.2 Propriétés convoitées
3.2.1 Stabilité
La stabilité des schémas numérique pour les systèmes d'équations non-linéaires est
relativement peu étudiée. On se contente en général de conditions de stabilité linéaire du
système linéarisé.
Mais la variété des ux numériques que l'on peut proposer pour la résolution des
systèmes linéaires rend la condition classique CFL de 1 non triviale. La courte analyse
suivante en est une illustration.
De la même façon, l'extension au calcul multidimensionnel n'est en général pas vrai-
ment prise en compte dans les conditions de stabilité. On applique en général des coef-
cients de sécurité en diminuant le nombre de CFL d'un calcul multidimensionnel par
rapport à un calcul monodimensionnel.
Ligne de glissement stationnaire
Ce test, initialement conçu pour évaluer la diusivité d'un schéma, dévoile aussi un
mécanisme une instabilité. On observe sur la gure 3.2 des oscillations importantes du
nombre de Mach pour le schéma EFM tandis que le schéma EIM en est exempt. Nous
allons tenter de prévoir l'apparition de cette instabilité qui semble fortement d'origine
numérique.
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Fig. 3.2  Test de diusivité : Schémas EFM et EIM, CFL=1.
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L'analyse suivante se fait sur un milieu uniforme, choisi ici au repos. On observe
d'ailleurs que les perturbations se développent dans la zone uniforme et non au niveau
de la discontinuité initiale elle-même. La diusion de la discontinuité initiale, lorsqu'elle
n'est pas exactement conservée, sert en fait de perturbation.
Comme toute analyse classique de petites perturbations, les équations vont être linéa-
risées, et on cherche à calculer le coecient d'amplication des perturbations. D'après
les observations des simulations numériques, on suppose qu'il n'y a pas de couplage avec
la masse volumique et la pression (seules des oscillations sur le nombre de Mach sont
observées). On ne considère alors que des perturbations du nombre de Mach autour de sa
valeur moyenne qui est nulle, ici. On note la perturbation du nombre de Mach M
n
j
, où n
et j sont respectivement les indices temporel et spatial, sur un écoulement uniforme au
repos (; u = 0; p). Ainsi, seule l'équation de conservation de quantité de mouvement est
impliquée.
On eectue une analyse linéaire en recherchant l'amplication temporelle d'une pertur-
bation harmonique. On écrit donc la perturbation sous la formeM
n
j
= "
n
e
ij
où  2 [0; ]
est équivalent à un nombre d'onde.  = 0 représente une perturbation constante tandis
que  =  représente une perturbation oscillant sur un mode pair-impair.
Schéma EFM
On applique les hypothèses de linéarisation au schéma EFM, en utilisant les notations
de la section 2.3 de la partie II où il a été déni. On obtient
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u
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=
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où F
m
et F
q
représentent respectivment le ux de masse et le ux de quantité de mouve-
ment du schéma.
On obtient, dans le cas du schéma EFM, pour l'équation de conservation de quantité
de mouvement :
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Avec c
2
=
2

a
2
et le nombre de CFL  = a, on obtient l'expression équivalente suivante
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(3.2b)
soit, le coecient d'amplication
A =
"
n+1
"
n
= 1  2
r
2

(1  cos ) (3.3)
La condition jAj
max
 1 (obtenue pour  = ) conduit à la condition suivante sur le
nombre de CFL :
 
1
2
r

2
' 0:74 (3.4)
En pratique, les oscillations apparaissent pour un nombre de CFL de 0; 85. Conformément
à cette analyse théorique, ce sont bien les hautes fréquences qui sont ampliées (oscillations
pair-impaires).
Schéma EIM
On applique aussi l'analyse au schéma EIM. Conformément à la formulation de ce
schéma, on applique les hypothèses de linéarisation à l'état moyen noté
e
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Le développement du ux de quantité de mouvement du schéma, et la linéarisation des
expressions permettent d'écrire
ep ' (   1)
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Soit, pour le bilan de quantité de mouvement :
A = 1  
 + 1
2
r
2

(1  cos) (3.7)
La condition jAj
max
 1 impose au nombre de CFL :
 
p
2
 + 1
' 1:23 (3.8)
Se limitant à des nombres de CFL plus petit que 1, on vérie que l'on n'observe pas
d'oscillations pour le schéma EIM.
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Remarques et Conclusion
Cette étude montre que la stabilité des schémas n'est pas si simple et ne peut être
résumée à la simple satisfaction d'une condition intuitive sur les vitesses des ondes carac-
téristiques. En eet, ce type de raisonnement propose une condition de stabilité avec un
nombre CFL de un, alors que les conditions peuvent être plus sévères.
Cette étude a été menée pour une perturbation ÆU
n
i
plus générale, sur le même écou-
lement moyen. On vérie, dans cette approche tensorielle, que
 les plus grands coecients d'amplication apparaissent pour  =  ;
 pour  = , l'équation de quantité de mouvement est eectivement découplée des
deux autres ;
 on retrouve les deux conditions de stabilité énoncées ci-dessus.
3.2.2 Robustesse
La notion de robustesse employée pour les schémas numériques a parfois été employée
de façon assez vague. Cette notion a parfois été confondue avec la précision ou la stabilité,
en parlant de schémas robustes lorsqu'il ne produisait pas d'oscillations post-choc. La
notion de robustesse a pu parfois être appliquée à la capacité des schémas à éviter des
solutions pathologiques comme le phénomène du carbuncle.
Nous éviterons ces utilisations abusives pour réserver la notion de robustesse à la
capacité des schémas à calculer un écoulement sans produire d'état non physique, et ainsi
assurer la poursuite du calcul. Cette propriété a été plus tard nommée positivité et fera
l'objet de la partie III.
3.2.3 Précision
Cette propriété enveloppe un certain nombre de notions que nous détaillons ici. La
conception mathématique de la précision est la quantication de l'ordre de précision de
la méthode numérique : un schéma est précis à l'ordre n si l'erreur de troncature est en
O(x
n
). Cette approche ne sera pas abordée dans cette étude car nous nous attacherons
principalement à l'étude des schémas du premier ordre.
La notion de précision peut aussi être appliquée à la capacité des schémas à capturer
ou conserver des phénomènes tels que les chocs ou les discontinuités de contact. Pour cela,
nous proposons les deux propriétés suivantes avant de clarier ces propriétés.
Dénition 3 Un schéma, du ux numérique F
1=2
, conserve les discontinuités de contact
stationnaires si et seulement si
8U
L
;U
R
tel que

u
L
= u
R
= 0
p
L
= p
R
= p
?
; F
1=2
(U
L
;U
R
) =
0
@
0
p
?
0
1
A
(3.9)
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Cette dénition est triviale mais est à diérencier de la dénition suivante.
Dénition 4 Un schéma, du ux numérique F
1=2
, conserve les discontinuités de contact
si et seulement si
8U
L
;U
R
tel que

u
L
= u
R
= u
?
p
L
= p
R
= p
?
; F
1=2
(U
L
;U
R
) =

F
L
si u
?
> 0
F
R
sinon
(3.10)
Remarques
 Contrairement à la dénition 3, cette dénition n'assure pas que la discontinuité de
contact ne va pas être diusée durant sa propagation. Cet eet de diusion n'est pas
lié au schéma, mais à la discrétisation, comme cela a été expliqué dans les sections
précédentes ;
 dans ces dénitions, u est la vitesse de l'interface en monodimensionnel. L'extension
multidimensionnelle de ces dénitions se fait en considérant u comme la vitesse
normale à l'interface ;
 ce ux numérique, nécessaire pour la résolution des discontinuités de contact insta-
tionnaires coïncide avec le ux exact du schéma de Godunov ;
 cette propriété peut paraître superue par rapport à la dénition précédente. Néan-
moins, Liou
[33,34]
montre que cela améliore nettement le calcul de discontinuités
en mouvement lent, empêchant ainsi la génération d'oscillations. C'est d'ailleurs la
principale amélioration du schéma AUSM en AUSM+.
3.3 Cas Tests
Nous détaillons ici l'ensemble des cas étudiés et qui permettent de tester les proprié-
tés des schémas. Une première série de cas monodimensionnels susent à une rapide et
première validation des schémas. En eet, la plupart des cas tests exhibent une solution
analytique. Une série de cas bidimensionnels sert à tester les schémas sur des phénomènes
plus complexes.
3.3.1 Tests monodimensionnels
La richesse des cas monodimensionnels nous permet de tester aussi bien la préci-
sion que la robustesse des schémas numériques. De plus, la plupart des solutions sont
calculables analytiquement par la théorie des caractéristiques (équations d'Euler monodi-
mensionnelles avec l'hypothèse gaz idéal).
Nous détaillons ci-dessous une série de cas qui permet de d'eectuer une première
validation du comportement des schémas. Ces tests mettent en évidence les propriétés de
robustesse ou de précision des schémas mais révèlent aussi des anomalies.
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Problèmes de Sod
Les problèmes de Sod sont des cas classiques de tubes à choc. Il s'agit donc de l'évo-
lution de deux gaz au repos après l'élimination de la membrane les séparant. La disconti-
nuité initiale de pression crée une onde de choc et un faisceau de détente qui se propagent
dans les gaz de part et d'autre de l'interface entre les deux gaz (discontinuité de masse
volumique).
Deux cas sont proposés (tableau 3.1) : l'un conduit à un écoulement totalement sub-
sonique tandis que l'autre devient supersonique dans la détente.
Gauche Droite
 u p  u p
Cas subsonique 1.0 0.0 10
5
0.125 0.0 10
4
Cas supersonique 1.0 0.0 10
5
0.01 0.0 10
3
Tab. 3.1  Conditions initiales pour les problèmes de Sod
Le principal défaut rencontré dans le calcul de ces cas est celui du passage non continu
du point sonique dans la détente. C'est le cas pour pratiquement la totalité des schémas
à l'exception des schémas EFM et EFMO.
Positivité : Détentes intenses
Ces cas sont constitués de deux détentes intenses qui peuvent produire le vide. Nous
présentons deux cas symétriques (tableau 3.2) où l'apparition du vide est conditionnée
par :
M
R
=  M
L

2
   1
(3.11)
Gauche Droite
 u T  u T
Cas proche du vide 1.0 -1000. 300: 1.0 1000. 300:
Cas d'apparition du vide 1.0 -2000. 300: 1.0 2000. 300:
Tab. 3.2  Conditions initiales pour les cas de détentes intenses
Ce cas est adapté pour le test de la positivité des schémas. Einfeldt
[10]
a montré que
des schémas basés sur la résolution du problème de Riemann linéarisé (Roe) ne pouvaient
calculer ces cas.
Collision d'écoulements
Ce cas (tableau 3.3) peut être considéré comme l'inverse du cas précédent. Il s'agit de
la collision d'écoulements qui produit deux chocs intenses. Ce cas est sévère car il demande
une grande robustesse des schémas pour la capture des chocs sans oscillations. En eet,
outre la divergence du calcul, on peut observer des oscillations en aval des chocs. De plus,
des anomalies apparaissent parfois sur la ligne de symétrie (pics de température).
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Gauche Droite
 u T  u T
Cas de collision 1.0 1000. 300: 1.0 -1000. 300:
Tab. 3.3  Conditions initiales pour les cas de collisions
Ondes simples
Ces cas permettent de tester certaines propriétés particulières des schémas telles que
la résolution exacte de discontinuités stationnaires. Ils sont aussi utilisés pour des évalua-
tions de diusivité (cas de ligne de glissement) ou pour tester des anomalies reconnues
(oscillations post-choc ou choc de détente).
Gauche Droite
 M p  M p
Interface stationnaire 10.0 0.0 10
4
0.1 0.0 10
4
Interface en mouvement 0.125 0:3=a
L
10
4
10.0 0:3=a
R
10
4
Choc stationnaire M
0
= 3 1. 3. 300. 3.8571 0.47519 3100.
Choc stationnaire M
0
= 20 1. 20. 200. 5.926 0.3804 93300.
Choc de détente 1. -3. 300. 3.8571 -0.47519 3100.
Tab. 3.4  Conditions initiales pour les cas d'ondes simples
Le cas du choc de détente n'est pas solution des équations d'Euler car, bien qu'il
vérie les équations de Rankine Hugoniot, il est en désaccord avec le second principe. Les
conditions initiales ne doivent donc pas rester comme stationnaires mais évoluer selon une
conguration classique de choc, ligne de glissement et détente.
3.3.2 Tests bidimensionnels
La validation des schémas sur des cas bidimensionnels est nécessaire. En eet, la
simplicité des cas monodimensionnels ne permet pas de tester toutes les caractéristiques
des schémas. L'introduction de ces cas permet de tester :
 des cas d'écoulements stationnaires où les problèmes de convergence sont abordés ;
 la sensibilité du calcul au maillage puisque la géométrie apparaît de façon primor-
diale dans les conditions aux limites ;
 l'apparition de nouvelles instabilités ou anomalies dans le calcul.
Corps émoussés
Les corps émoussés dans un écoulement à nombres de Mach élevés provoquent une
onde de choc détachée qui, outre sa sévérité, est susceptible de développer une anomalie
rapportée pour la première fois par Peery et Imlay,
[45]
nommée carbuncle. Cette anomalie
se développe au voisinage de l'axe de symétrie.
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Maillage 40 80 Roe EFM
Fig. 3.3  Mise en évidence du carbuncle(Lignes isothermes)
Le cas est constitué d'un cylindre dans un écoulement à Mach 10. Seul l'avant-corps est
maillé (Figure 3.3). Cette anomalie étant très dépendante du maillage, ce cas est calculé
sur un maillage 40 80 ou 80 160 (radiales  orthoradiales).
La gure 3.3 montre le calcul sur le maillage 80 160 du schéma de Roe qui produit
un carbuncle contrairement au schéma EFM de Pullin.
[50]
Ces phénomènes seront particu-
lièrement étudiés dans la partie IV.
Diraction de choc sur une marche descendante
Ce cas de calcul instationnaire met en jeu la diraction d'une onde de choc se propa-
geant au nombre de Mach M
s
(calculé par rapport à la vitesse du son amont) par une
marche descendante.
Le schéma de la gure 3.4a permet de décrire les diérentes caractéristiques de l'écou-
lement. La description est basée sur l'étude de Hillier.
[20]
On note d'ailleurs que la solution
possède la propriété d'auto-similitude par rapport au temps.
Lorsque l'onde de choc incidente (A) arrive sur la marche descendante, la zone aval,
accélérée par le choc voit apparaître un faisceau de détente (C). Si les conditions post-
choc sont supersoniques, le faisceau de détente est centré sur l'apex. Le faisceau de détente
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frappe le choc incident (A) et forme un choc diracté (B). Les milieux en aval de ces deux
chocs sont séparés par une discontinuité de contact (G) qui s'enroule autour de la surface
de glissement (D). Celle-ci est issue du décollement du uide accéléré par la détente
(C). Un choc de recompression (E) ralentit l'écoulement accéléré par la détente (D) à la
vitesse post-choc du choc diracté (B). Les deux discontinuités de contact s'enroulent en
un tourbillon (F). Pour certaines conditions du choc incident, une nécessaire décélération
de l'écoulement tourbillonnaire est réalisée par un troisième choc (H).
Un calcul haute résolution sur un maillage 600  600 a été eectué (gure 3.4b, c et
d) avec le schéma EFM et une montée en ordre classique par la méthode MUSCL (limiteur
van Leer sur les variables primitives, paramètre de précision  = 1=3 et paramètre de
compression b = 1). La gure 3.4b montre les trajectoires des particules pour une re-
présentation pseudo-stationnaire de l'écoulement. La propriété d'auto-similitude de cet
écoulement permet d'exhiber une unique solution représentative de tous les instants. Le
champ de vitesses est calculé dans ce repère et permet de visualiser la topologie de l'écou-
lement
1
.
On observe sur ce calcul une légère oscillation des isochores liée aux conditions initiales :
il s'agit d'une onde résiduelle associée à la formation du choc lorsque les conditions aux
limites sont imposées.
Double reexion de Mach (DMR)
Il s'agit de la réexion d'une onde de choc sur un dièdre. La solution est auto-similaire
par rapport au temps. La réexion peut se faire selon plusieurs régimes. Un de ceux-ci
est le régime de la simple réexion de Mach (SMR) : le choc incident, le choc rééchi et le
pied du choc se rejoignent en un point triple d'où est issue une ligne de glissement. Selon
les conditions post-choc, le régime peut passer en Double Réexion de Mach (DMR) : le
milieu aval au choc incident (CI) au-dessus de la ligne de glissement (G1) est comprimé par
un second choc (C2), lié à un second point triple (T2). Une seconde ligne de glissement
(G2) est issue du second point triple. Et la compression par le second choc provoque
l'enroulement de la première ligne de glissement (G1) (gure 3.5a).
Le régime correspondant à la vitesse de propagation du choc (M
s
= 5:5) et à l'angle du
dièdre (30
o
) est celui d'une Double Réexion de Mach (DMR), constitué de deux points
triples.
Réexion-Diraction
Le cas présenté ici est constitué de la réexion puis de la diraction d'un choc sur un
triangle isocèle rectangle. Le nombre de Mach de choc calculé par rapport aux quantités
amont est M
s
= 2:85. La diraction du choc est accompagnée d'une détente intense,
testant ainsi la positivité du schéma, ainsi que l'existence de solutions non entropiques
telles que les chocs de détente.
1. En chaque point, les vecteurs vitesse ont été corrigés pour rendre le calcul pseudo-stationnaire.
Le repère de visualisation choisi est en zoom arrière progressif. Cela induit une vitesse d'entraînement
diérente en chacun des points.
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B
D
F
G
H
C
A
E
a) Schéma b) Topologie de l'écoulement
c) Masse volumique d) Pression
Fig. 3.4  Diraction d'un choc, schéma et calcul haute résolution M
s
= 5:09
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T1
C2
T2
CI
CR
G1
G2
PC
CR’
a) maillage b) topologie de l'écoulement
c) isochores d) isobares
Fig. 3.5  DMR, maillage, topologie et calcul haute résolution M
s
= 5:5 et  = 30
o
a) Température b) Pression
Fig. 3.6  Cas Réexion-Diraction, calcul haute résolution
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3.3.3 Tests d'écoulements visqueux
Plaque plane dans un écoulement supersonique
Un premier cas de calcul est celui de la couche limite laminaire d'un écoulement
supersonique sur plaque plane sans incidence. Les conditions de calcul sont les suivantes :
M
1
= 2 (3.12a)
Re = 1; 65  10
6
(3.12b)
T
1
= 221; 6K (3.12c)
La plaque est isotherme et sa température de paroi est T
w
= T
1
(la paroi est dite
froide). Le domaine de calcul est de 1 0; 5 unités de longueur pour 50 50 cellules. La
hauteur de première cellule à la paroi est de 4  10
5
.
Les calculs seront comparés à un code de couches limites compressibles, 3C3D.
Cône dans écoulement hypersonique
Il s'agit d'un écoulement hypersonique froid (sans eet de hautes températures) sur
un cône sans incidence. L'écoulement est déni par les caractéristiques suivantes :
 il s'agit d'un cône de demi-angle au sommet 10
o
, sans incidence ;
 le nombre de Mach inni amont est M
1
= 7:95 ;
 la température statique amont est T
1
= 56:857K
 le nombre de Reynolds unitaire est Re = 4:2  10
5
;
 la paroi est adiabatique.
Les calculs seront eectués avec l'hypothèse de cônicité de l'écoulement, c'est-à-dire
l'invariance selon des rayons d'origine l'apex du cône. Équivalents à une résolution mo-
nodimensionnelle, ces calculs seront comparés à une solution calculée par le schéma EFM,
600 points de calcul, et étendu au second ordre par une méthode MUSCL.
La diculté de ce cas est le calcul des bons prols de températures et en particulier
de la température de frottement (au voisinage de la paroi) ainsi que la régularité du prol
de pression à la frontière de la couche limite.
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Introduction
Dans cette partie, nous nous intéressons aux principes fondateurs des schémas décen-
trés. Ces schémas sont nés dans les années 80 avec les schémas de Roe,
[55]
van Leer
[64]
et
Steger et Warming.
[58]
Plutôt que d'ajouter un terme d'origine complètement articielle
pour stabiliser la méthode d'intégration des équations, il a été choisi avec cette famille de
schémas d'introduire de la physique dans le calcul du ux numérique.
Nous nous attacherons successivement à discuter des approches décomposition de ux,
ou solveurs de Riemann approché. Les méthodes cinétiques seront elles aussi abordées.
Le but est de maîtriser ces diérentes approches an d'en dégager les avantages et les
inconvénients. Il sera ensuite possible de les corriger, les améliorer an de contribuer
au développement des méthodes de calcul dans les congurations supersoniques. Sur ces
bases, des schémas plus récents seront étudiés, sur la base des méthodes intégrales,
[10,19,60]
ou des techniques d'hybridation.
[5, 32]
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Chapitre 1
Schémas à décomposition de ux
Dans ce chapitre, nous détaillons brièvement le principe fondateur des schémas à
décomposition de ux. Puis nous donnerons les quelques fondements théoriques qui ont
servi à construire un certain nombre des schémas appartenant à cette famille, et qui sont
aujourd'hui parmi les plus connus.
1.1 Principe de construction
Les schémas à décomposition de ux ou ux vector splitting (FVS) forment une famille
fondée sur la même propriété du ux numérique : celui-ci s'écrit comme la somme de deux
contributions indépendantes des cellules de part et d'autre de l'interface considérée. Cela
se traduit par la formulation
F
1=2
(U
i
;U
i+1
) = F
+
(U
i
) + F
 
(U
i+1
) (1.1)
où F
+
et F
 
sont des fonctions d'un unique état. Ces fonctions ne sont pas indépendantes
et peuvent facilement se déduire l'une de l'autre à l'aide des relations de consistance et
de symétrie. Ces deux relations, dans le cadre des schémas à décomposition de ux,
deviennent
F
+
(U) + F
 
(U) = F(U) (1.2a)
F
 
(U) =  F
+
(U) (1.2b)
où on rappelle que X désigne le vecteur symétrique (x
1
; x
2
; x
3
)
T
du vecteur X =
(x
1
; x
2
; x
3
)
T
.
Le ux F
+
représente en fait la proportion du ux total F qui passe à travers cette
interface. En eet, les composantes du ux partiel F
+
sont en général inférieures, en
norme, à celles du ux total. L'hypothèse simplicatrice majeure est que la formulation
de ce ux partiel est complètement indépendante de l'état des cellules voisines. Cette
simplication rend cette famille de schémas attrayante, car simple à coder, à dénir, voire
à analyser, comme nous le ferons dans la partie III sur la positivité.
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1.2 Schéma de Steger et Warming
Même si la formulation nale dans le schéma de Steger et Warming
[58]
est complète-
ment diérente, le principe de ce schéma se rapproche de celui du schéma de Roe. En
eet, il peut être vu comme une tentative de découplage local des diérentes équations
de conservation, pour ensuite eectuer un classique décentrement des équations scalaires.
Par contre, la mise en ÷uvre est totalement diérente et conduit à des schémas aux com-
portements et propriétés totalement diérents. Dans ses grandes lignes, la méthodologie
est la suivante :
1. on remarque que le ux physique F satisfait la propriété d'homogénéité suivante
F(U) =

@F
@U

 U (1.3)
et on note A(U), la jacobienne du ux physique ;
2. on calcule la jacobienne partielle A
+
(U), comme la reconstruction de la jacobienne
complète après diagonalisation, et après avoir remplacé les valeurs propres originales
 par des valeurs propres transformées 
+
;
3. on calcule le ux partiel F
+
en ne gardant dans la jacobienne A(U) que les termes
qui traduisent une propagation d'ondes dans le sens adéquat. Par analogie avec la
propriété d'homogénéité du ux complet,
F
+
(U) = A
+
(U)  U (1.4)
Il peut y avoir plusieurs choix pour le calcul des valeurs propres 
+
. Le choix classique
retenu est


=
 jj
2
(1.5)
La dernière étape de la méthodologie qui a été détaillée ci-dessus peut être soumise
à critique : la propriété d'homogénéité utilisée est seulement vériée par le ux total F ,
et non par les ux partiels F

. En eet, la jacobienne du ux F
+
n'est pas A
+
. Il a
cependant été vérié,
[22]
dans le cas des équations d'Euler, que les valeurs propres des
jacobiennes des ux partiels conservent bien les signes positifs et négatifs qui ont voulu
être imposés lors de la construction.
1.3 Schéma de van Leer
Le schéma de van Leer
[64]
a été conçu de manière moins fondamentale. Mais ses proprié-
tés sont tout aussi intéressantes que celles du schéma de Steger et Warming. Il construit
tout simplement chaque composante du ux partiel F
+
à l'aide de fonctions polynômiales
du nombre de Mach M . Un certain de nombre de contraintes sont imposées, comme la
continuité, la dérivabilité en tout point, la symétrie. Les fonctions de degré minimal sont
choisies an d'assurer l'unicité de la forme.
Des variantes seront proposées plus tard. Hänel
[18]
propose une modication de terme
d'énergie an d'assurer l'isoénergéticité à convergence en temps.
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1.4 Schéma EFM
Le schéma EFM est aussi un schéma à décomposition de ux mais dont les bases théo-
riques se situent au niveau de la discrétisation de l'équation de Boltzmann. Les fondements
de ce schéma seront donc détaillés dans le chapitre 2 sur les schémas cinétiques.
Six ans plus tard, Deshpande
[6]
propose exactement le même schéma sous le nom de
schéma KFVS.
1.5 Schémas UD-FVS
Nous dénissons ici une famille de schémas, dite UD-FVS, dont la formulation est
particulièrement simple.
Dénition 5 Un schémas UD-FVS est un schéma FVS dont les fonctions F

s'exprime
F

(U) = 

F
F(U) + 

U
aU (1.6)
où 

F
et 

U
sont des fonctions sans dimension de l'état U .
Remarques
 des variantes des schémas de van Leer ou EFM peuvent être facilement construites
en modiant le terme d'énergie ;
 on peut dénir plus généralement un schéma UD, un schéma sont les fonctions 

F
et 

U
dépendraient à la fois des états gauches et droits. Les schémas de la famille
HLL rentrent dans cette catégorie ;
 les schémas à dissipation articielle du second ordre sont des cas partilièrement
simples de cette famille de schémas.
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Chapitre 2
Schémas Cinétiques
Les premiers schémas cinétiques, basés sur la résolution de l'équation de Boltzmann,
ont été développés dés les années 80. En 1980, Pullin
[50]
propose le schéma EFM pour la
résolution des équations d'Euler. Très diusif, on lui préférera des schémas basés sur la
résolution du problème de Riemann. Néanmoins, sa grande robustesse lui a valu un regain
d'intérêt, en particulier pour les applications hypersoniques. D'autres schémas ont ensuite
été développés : des variantes du schéma EFM proposées par Perthame,
[46]
le schéma EIM
de Macrossan
[37]
puis le schéma BGK de Xu.
[49,72]
Le schéma EFM s'est aussi révélé un
excellent candidat pour l'approche hybride HUS de Coquel.
[5]
Nous rappelons tout d'abord les bases et expressions des diérents schémas. Puis nous
donnons quelques résultats sur un certain nombre de cas-tests classiques. Le détail de ces
cas-tests est donné dans la section 3.3.
2.1 Équation de Boltzmann et équations d'Euler
Nous rappelons tout d'abord la formulation de l'équation de Boltzmann.
@(nf)
@t
+ c
k
@(nf)
@x
k
= Q(f; f) (2.1)
où
 f est la distribution de probabilité des vitesses moléculaires dans l'espace des phases ;
 c
k
sont les composantes de la vitesse moléculaire ~c ;

~
V est la vitesse macroscopique, de composantes v
k
;
 Q(f; f), intégrale de collision, représente la variation de f due aux collisions inter-
moléculaires
1
.
Dans le cas limite qui nous intéresse, c'est-à-dire l'équilibre thermodynamique, la distri-
bution f devient une distribution gaussienne g
0
, appelée aussi distribution maxwellienne,
1. L'expression de ce terme ne nous intéresse pas ici car il disparaît dans les approximations eectuées
pour le schéma EFM.
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dont l'expression est :
g
0
=

3

3=2
exp

 
2
X
(c
k
  v
k
)
2

(2.2)
avec 
2
=
1
2rT
Le système des équations d'Euler
@U
@t
+
@F
k
(U)
@x
k
= 0 (2.3)
peut alors s'écrire sous la forme suivante (voir annexe B)

 ;
@(ng
0
)
@t
+ c
k
@(ng
0
)
@x
k

= 0 (2.4)
avec
 =
0
B
B
B
B
@
m
mc
1
mc
2
mc
3
1
2
mc
2
+ "
int
1
C
C
C
C
A
et h ; (ng
0
)i =
Z
R
3
  (ng
0
) dc
k
(2.5)
où l'énergie microscopique interne "
int
=
   3
2
kT avec  le nombre de degrés de libertés
internes (soit  =
2
 1
).
Notons que le vecteur d'état U et les ux F
k
s'expriment
2

U = h ; (ng
0
)i
F
k
= h ; c
k
(ng
0
)i
(2.6)
Le système des équations d'Euler, non linéaire, s'exprime comme les moments de
l'équation de Boltzmann sans second membre, équation intégro-diérentielle linéaire hy-
perbolique.
2.2 Discrétisation de l'équation de Boltzmann
L'équation de Boltzmann sans second membre, c'est-à-dire à l'équilibre thermodyna-
mique, est :
@(nf)
@t
+ c
k
@(nf)
@x
k
= 0 (2.7)
La formulation Volumes Finis explicite de l'équation (2.7) est, avec  = t=x :
(nf)
n+1
j
  (nf)
n
j
+ c
k

(nf)
n
j+1=2
  (nf)
n
j 1=2

= 0 (2.8)
2. Rappelons que 
k
désigne ici la direction x, y ou z.
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La solution de l'équation (2.7), équation de convection classique, est :
(nf)
n+1
(x
k
; c
k
) = (ng
0
)
n
(x
k
  c
k
t; c
k
) (2.9)
Au niveau discret, on peut alors construire une fonction (nf)
j+1=2
au niveau de l'in-
terface à l'aide des fonctions de part et d'autre de l'interface selon le signe de la vitesse
moléculaire. On obtient donc, au premier ordre, l'expression de la fonction de distribution
des vitesses à l'interface :
(nf)
n+1
j+1=2
=

(ng
0
)
n
j
si c
k
> 0
(ng
0
)
n
j+1
si c
k
< 0
(2.10)
La gure 2.1 montre l'allure de la fonction de distribution à l'interface, résultant de
la contribution des fonctions de distribution à gauche et à droite. Cette fonction n'est en
général pas une gaussienne, ce qui permet deux traitements distincts expliqués ci-dessous.
à l’interface
Distribution des Vitesses moléculaires pour chaque cellule
cellule pour le calcul
Contribution de chaque
L R
LR
Fig. 2.1  Calcul de la fonction de distribution à l'interface
L'intégration de la fonction résultante permet d'évaluer soit un état, soit un ux : on
obtient alors deux types de schémas cinétiques, le schéma EFM de Pullin
[50]
ou le schéma
EIM de Macrossan.
[37]
 le schéma EFM résulte du calcul des ux (F
k
)
1=2
=


 ; c
k
(nf)
1=2

. On obtient direc-
tement le schéma pour les équations d'Euler en calculant les moments de l'équation
discrétisée (2.8) ;
 le schéma EIM résulte du calcul de l'état U
1=2
=


 ; (nf)
1=2

. Le ux numérique est
alors déni par (F
k
)
1=2
= F
k
(U
1=2
).
Ces schémas reposent sur le découplage entre les phases d'advection et de collision.
En eet, la phase d'advection permet la construction de la fonction de distribution à
l'interface. Tandis que la phase de collision est eectuée lors du bilan des ux calculés à
partir de ces fonctions d'interfaces.
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2.3 Schéma EFM
On peut écrire les équations des moments qui permettent d'aboutir à un schéma
décentré basé sur la décomposition de ux appelé EFM (Equilibrium Flux Method) et
développé par Pullin.
[50]
La version monodimensionnelle et au premier ordre, en espace, est la suivante :
U
n+1
j
= U
n
j
 
t
x

F
n
j+1=2
  F
n
j 1=2

(2.11)
avec
(
F
j+1=2
= F
+
(U
j
) + F
 
(U
j+1
)
F

(U
j
) =


 ; c

(g
0
)
j

(2.12)
Le calcul intégral des ux permet d'aboutir aux expressions suivantes :
F

=
0
B
B
@
f
m
= c(D

+ sW

)
f
v
= u f
m
+ pW

f
e
= f
m

u
2
2
+
 + 1
   1
c
2
4

+
p uW

2
1
C
C
A
(2.13)
où
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
:
c
2
= 2rT =
2

a
2
s = u=c =
r

2
M
D

= 
1
2
p

exp( s
2
)
W

=
1 erf(s)
2
(2.14)
On remarquera que le ux EFM, tel qu'il est déni, inuence les cellules dans les deux
sens. En eet, le ux F
 
, par exemple, ne s'annule pas même lorsque la vitesse macrosco-
pique est supersonique. Ce résultat apparemment surprenant s'explique par le fait qu'il
existe une probabilité non nulle pour que des molécules remontent l'écoulement bien que
la vitesse macroscopique soit supersonique. En eet, les vitesses moléculaires ayant une
distribution qui s'étend de  1 à +1, il existe une contribution des cellules aval, même
dans un écoulement supersonique.
Le schéma EFM possède les propriétés suivantes :
 il est entropique,
 il a été montré positif sous condition CFL par Villedieu,
[67,68]
condition un peu plus
sévère que la condition  = 1et dépendante du nombre de dimensions ;
 l'expression des ux a la particularité d'être inniment diérentiable par rapport à
U
L
et U
R
.
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On peut aussi écrire le ux EFM F

n
selon une normale ~n, dans le cas multidimensionnel :
(F
n
)

EFM
=
0
@
V
n
V
n
~
V + p~n
(E + p)V
n
1
A
W

+
0
@


~
V
E + p=2
1
A
cD

(2.15)
où V
n
=
~
V  ~n, W

et D

sont calculés à partir de s = V
n
=c.
2.4 Schéma EIM
Macrossan
[37]
propose un schéma à viscosité minimale en supposant l'équilibre ther-
modynamique au niveau de l'interface. Il nomme ce schéma EIM (Equilibrium Interface
Method). Le calcul est eectué avec une distribution g
0
à l'équilibre
3
qui représente le
même état macroscopique que la construction déjà détaillée sur la gure 2.1.
Le calcul des moments de la fonction de distribution à l'interface permet d'obtenir un
état moyen U
1=2
déni par la somme des contributions d'états gauche et droit.
U
j+1=2
= U
+
j
+ U
 
j+1
(2.16)
Ces états U

sont, eux, dénis par :
U

=
0
B
B
@
W

c
 
D

+ sW




EW

+
1
2
cuD


1
C
C
A
(2.17)
avec les mêmes dénitions (2.14) que pour le schéma EFM.
L'état U
1=2
est aussi celui représenté par la distribution à l'équilibre g
0
équivalente.
Le ux numérique dépendant de cette distribution g
0
peut donc directement se calculer
selon F
1=2
= F(U
1=2
). Le schéma EIM ne peut plus être considéré de la famille des schémas
FVS puisqu'on ne peut pas mettre en évidence des contributions distinctes des deux états
dans l'expression du ux numérique. On remarque néanmoins que les schémas EIM et EFM
ont la même expression pour le ux de masse, et qu'ils sont inniment diérentiables.
2.5 Hybridation avec Osher : EFMO
Le schéma EFM, très robuste, est par contre très diusif au niveau des lignes de glis-
sement. En eet, contrairement aux schémas qui satisfont exactement les relations de
Rankine-Hugoniot stationnaires, le ux F
1=2
du schéma EFM ne se réduit pas à F(U
L
) ou
F(U
R
) dans le cas des lignes de glissement stationnaires. Il subsiste un terme de décen-
trement ou de diusion de la forme :
D
1=2
=
1
2
p

0
B
@
(c)
L
  (c)
R
0

cE +
pc
2

L
 

cE +
pc
2

R
1
C
A
(2.18)
3. équilibre après collisions, contrairement au schéma EFM
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Il est possible, selon l'approche de Coquel et Liou,
[5]
d'hybrider EFM (comme tout
schéma FVS) avec le schéma d'Osher. Cette méthode, appelée HUS (Hybrid Upwind Split-
ting), consiste à intégrer sur le parcours déni par Osher
[43]
la jacobienne classique sur
le parcours linéaire (associé aux lignes de glissement) et les jacobiennes du schéma EFM
sur les parcours non linéaires. Cette hybridation conduit, pour EFM, au schéma EFMO
[39,40]
dont l'expression du ux numérique se résume à :
F
EFMO
= F
+
(U
L
) + F
 
(U
R
) +

 F
 
(U
2
) + F
 
(U
1
) si u
?
> 0
+F
+
(U
2
)  F
+
(U
1
) sinon
(2.19)
où u
?
est la vitesse projetée sur la normale à l'interface considérée, commune aux états
intermédiaires d'Osher U
1
et U
2
, calculés à partir des états U
L
et U
R
.
Comme pour le schéma d'Osher, il existe deux variantes selon l'ordre des valeurs
propres utilisé pour le calcul des états intermédiaires. L'ordre sera dit naturel (ON) pour
le choix de l'ordre croissant, et inverse (OI) pour l'ordre décroissant.
Les détails de cette méthode d'hybridation sont donnés dans le chapitre 5.3.
2.6 Schéma BGK
Prendergast et Xu
[49,73]
proposent de travailler sur l'équation BGK (Bhatnagar Gross
Krook) où le terme de collision est modélisé par un terme de relaxation.
@(nf)
@t
+ c
k
@(nf)
@x
k
=
g   f

(2.20)
où g est la fonction de distribution à l'équilibre.
Cette équation permet, via un développement de Chapman-Enskog, de retrouver les
équations de Navier-Stokes où  est directement relié à la viscosité  par  = p . Néan-
moins, l'équation BGK ne permet pas de représenter complètement les équations de
Navier-Stokes puisque qu'elle conduit obligatoirement à un nombre de Prandtl P
r
= 1.
Ici, cette équation est utilisée pour modéliser le calcul par schémas à dissipation arti-
cielle. La solution de l'équation (2.20) est :
f(x
k
; t; c
k
) =
1

Z
t
0
0
g(x
0
k
; t; c
k
)e
 (t t
0
)=
dt
0
+ e
 t=
f(x
k
  c
k
t; 0; c
k
) (2.21)
où x
0
k
= x
k
  c
k
(t  t
0
)
Plaçons-nous à l'interface entre deux cellules. Au premier ordre, spatial et temporel,
on peut trouver une expression simpliée de la fonction de distribution f . Tout d'abord,
notons f
0
la fonction de distribution à l'instant initial :
f
0
=

g
L
si x > 0
g
R
si x < 0
(2.22)
Pour x =  c
1
t, la dénition de f
0
devient :
f
0
=

g
L
si c
1
< 0
g
R
si c
1
> 0
(2.23)
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On dénit aussi la fonction de distribution g
0
comme la distribution des vitesses à
l'équilibre qui représente le même état que f
0
. On calcule donc les caractéristiques de la
gaussienne g
0
en calculant les moments de la fonction en déséquilibre f
0
. Ces moments
correspondent à l'état déni par Macrossan
[37]
dans le schéma EIM.
U
1=2
= h ; (nf
0
)i = h ; (ng
0
)i (2.24)
Puisque que g
0
représente un état à l'équilibre, le ux numérique calculé à partir de
cette distribution des vitesses est le ux calculé à partir de l'état U
1=2
correspondant. C'est
donc le ux du schéma EIM. Le calcul du ux à partir de la fonction de distribution f
0
conduit, quant à lui, au schéma EFM.
La solution de l'équation BGK s'écrit donc, au premier ordre :
f = (1  e
 t=
)g
0
+ e
 t=
f
0
(2.25)
Le ux numérique du schéma BGK s'écrit alors :
F
1=2
= h ; (~c  ~n)(nf)i (2.26a)
= (1  e
 t=
)F
EIM
+ e
 t=
F
EFM
(2.26b)
= F
EIM
+ e
 t=
(F
EFM
  F
EIM
) (2.26c)
Le schéma BGK peut s'interpréter comme une pondération des schémas EFM et EIM ou
comme une extension du schéma EIM (dit selon Macrossan à viscosité minimale) à l'aide
d'un terme dissipatif. Notons que ce terme dissipatif est dépendant du temps.
La constante  dépend a priori de l'état macroscopique local du gaz. Elle peut être
évaluée directement à partir de la viscosité naturelle  pour des applications en écou-
lement visqueux. Pour des application de uide parfait, on peut la xer via un nombre
de Reynolds
[49]
relatif à la dissipation articielle, voire calculé à l'aide des techniques de
senseur de pression. Les auteurs proposent :
 = C
1
p
T

+ C
2
p
T
j
p
T
L
=
L
 
p
T
R
=
R
j
p
T
L
=
L
+
p
T
R
=
R
jp
L
  p
R
j
p
L
+ p
R
(2.27)
avec C
1
= 0:01 et C
2
= 1:0.
D'autre part, Xu et Jameson
[73]
proposent de découpler l'intégration temporelle et
spatiale : le terme complet e
 t=
est ajusté comme un paramètre de dissipation articielle.
Lorsque  tend vers zéro, le schéma BGK s'apparente au schéma EIM. Lorsque 
tend vers l'inni, le schéma BGK est similaire au schéma EFM, basé sur l'équation de
Boltzmann privée du terme de collision.
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Chapitre 3
Solveurs de Riemann
Comme cela a été montré dans les paragraphes précédents, la résolution du problème
de Riemann est un moyen de construire des schémas en incluant dans le ux numérique,
des justications physiques du décentrement. Tout schéma de type Godunov utilise direc-
tement la solution du problème de Riemann. Si la résolution de ce problème est exacte, on
obtient le véritable schéma de Godunov.
[13]
Si la résolution est approchée, on obtient des
schémas de type Godunov, ou solveurs de Riemann approchés, ou encore schémas Flux
Dierence Splitting (FDS).
Cette partie présente diérentes façons de résoudre le problème de Riemann, de la
résolution exacte à des calculs plus ou moins approchés. Dans le cadre de l'utilisation de
cette solution pour les schémas numériques, ces simplications ne sont pas pénalisantes
tant que le schéma résultant respecte les quelques propriétés que doit satisfaire un ux
numérique (consistance et stabilité par exemple).
En plus de la propriété fondamentale de consistance, on cherchera à respecter, lors
de la résolution approchée du problème de Riemann, certaines propriétés an de ne pas
dégrader les bonnes propriétés du schéma de Godunov original : sa positivité, par exemple.
3.1 Le problème de Riemann monodimensionnel
Soit le problème de Riemann monodimensionnel, constitué du système d'équations
aux dérivées partielles et des conditions initiales suivants,
8
>
<
>
:
@U
@t
+
@F(U)
@x
= 0
U(x; t = 0) =

U
L
si x < 0
U
R
si x > 0
(3.1)
On note U
R
la solution de ce problème de Riemann. Cette solution possède une propriété
d'auto-similitude, car elle ne dépend que du rapport x=t. On note donc la solution de tout
problème de Riemann, de manière exhaustive, par U
R
= U
R
(x=t;U
L
;U
R
).
En ce qui concerne les équations d'Euler, selon les conditions initiales, il existe quatre
types de solutions (Figures 3.1) principalement caractérisées par les régimes d'ondes ap-
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paraissant :
 deux chocs ;
 choc et faisceau de détente ;
 deux faisceaux de détente ;
 apparition du vide.
t
x
t
x
t
x
Vide
x
t
Fig. 3.1  Schémas des diérents cas de solution du problème de Riemann
Ces ondes font apparaître diérentes zones de l'écoulement séparées, sauf cas parti-
culier, par une ligne de glissement. Leur calcul nécessite une méthode itérative pour les
deux premiers cas. Pour le troisième, le calcul des états intermédiaires est direct. Quant
au quatrième, c'est un cas particulier du régime de détentes dans lequel apparaît le vide.
En ce lieu où la masse volumique et la pression s'annulent simultanément (mais pas la
vitesse), on place un frontière ctive qui délimitent, pour chacune des détentes, une zone
de vide uniforme.
An de s'aranchir de la complexité de la résolution exacte du problème, dans un souci
d'ecacité, on préfère se contenter de solutions approchées du problème de Riemann :
 Osher
[43]
propose d'utiliser les invariants de Riemann quelles que soient les conditions
initiales. Les chocs sont alors remplacés par des compressions isentropiques
1
. Cette
1. Notons qu'Osher se place dans le cadre mathématique plus général des ondes simples et que cette
interprétation correspond au choix de l'ordre naturel des valeurs propres uniquement
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solution coïncide avec celle provenant de la résolution exacte du cas de régime deux
détentes ;
 Collela et Glaz,
[3]
au contraire, utilisent les relations de saut de Rankine-Hugoniot.
Les détentes sont alors remplacées par des chocs de détentes, mais le calcul des
états intermédiaires reste itératif. De la même façon, cette solution coïncide avec la
solution exacte dans le cas du régime deux chocs.
3.2 Le schéma de Godunov
Le schéma de Godunov
[13]
est une véritable révolution dans le domaine de la réso-
lution discrète des équations de conservation par une méthode de volumes nis. Nous
ne cherchons pas à détailler sa formulation qui, aujourd'hui, a été largement étudiée et
commentée. Cette méthode est fondée sur les trois classiques étapes d'approximation,
d'évolution, et de projection qui font de ce schéma, la méthode de calcul la plus exacte
que l'on puisse imaginer pour un schéma du premier ordre.
En eet, cette méthode est la solution exacte de l'évolution du gaz pour des conditions
initiales données, puisqu'elle comprend une phase de résolution totale et exacte de chacun
des problèmes de Riemann locaux aux interfaces. Son seul défaut réside dans les opérateurs
d'approximation et de projection, basés sur des moyennes, et qui font que la structure
interne de la solution dans une cellule est perdue à chacun des pas de temps
2
.
Harten et al
[19]
reprennent en détail les schémas de type Godunov pour la résolution
des équations hyperboliques. Les années 80 ont vu eurir une série de schémas basés
sur la résolution approchée du problème de Riemann, an de pallier au coût souvent
considéré comme prohibitif de la résolution exacte des problèmes locaux. Nous reprenons
les diérentes dénitions an de donner la forme des schémas, dit solveurs de Riemann
approchés, ou ux dierence splitting (FDS).
Dénition 6 On nomme solution approchée du problème de Riemann la fonction
U
R
(x=t;U
L
;U
R
) qui satisfait la loi intégrale de conservation (3.2) sur le domaine
[ ;] [0;  ] dans le plan (x; t).
Z

 
U
R
(x=;U
L
;U
R
) dx = (U
L
+ U
R
)  (F
R
  F
L
) (3.2)
où  et  sont choisis tels que les variations de la solution soient incluses dans le domaine
considéré.
Remarques
 Harten et al se placent dans un cadre un peu plus stricte car ils imposent une
condition supplémentaire de consistance de la solution approchée par rapport à
l'inégalité d'entropie ;
2. Ce défaut est comparable au phénomène de diusion des lignes de glissement face à la discrétisation,
détaillé dans la section 3.1.2 de la partie I
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 cette dénition implique la propriété intuitive de consistance de la solution appro-
chée :
8x ; U
R
(x=t;U ;U) = U (3.3)
Dénition 7 Soit U
R
(x=t;U
L
;U
R
), une solution approchée du problème de Riemann sa-
tisfaisant la dénition 6, on dénit le schéma de type Godunov associé à cette solution
par le ux numérique
F
1=2
= F(U
R
(0;U
L
;U
R
)) (3.4)
Remarques
 Puisque la solution approchée du problème de Riemann est consistante, ce schéma
est lui aussi automatiquement consistant ;
 ces schémas, résultant de l'application la méthode de Godunov à une solution ap-
prochée du problème de Riemann, sont nommés solveurs de Riemann approchés ou
schémas FDS, selon la dénomination anglo-saxonne, pourtant peu parlante.
3.3 Le problème de Riemann linéarisé
Il s'agit de résoudre le problème suivant qui provient de la linéarisation du pro-
blème (3.1) en général non linéaire :
8
>
<
>
:
@U
@t
+
e
A
@U
@x
= 0
U(x; t = 0) =

U
L
si x < 0
U
R
si x > 0
(3.5)
où
e
A =
e
A(U
L
;U
R
) est la matrice du système linéarisé. Pour plus de généralité, on impose
seulement que
 le problème reste hyperbolique. Donc
e
A est diagonalisable et à valeurs propres
réelles.

e
A(U
L
;U
R
) coïncide, par consistance, avec la jacobienne du système non-linéaire,
lorsque U
L
et U
R
tendent vers un même état U
0
. En particulier,
e
A(U
0
;U
0
) =

@F
@U

U
0
(3.6)
Dans ce cas, la solution est composée de quatre zones uniformes séparées par trois
caractéristiques liées aux valeurs propres
e

i
de
e
A. Ces valeurs propres sont, dans le cas
particulier où
e
A est toujours sous la forme d'une jacobienne, eu  ea, eu et eu+ ea, quantités
associées à l'état
e
U(U
L
;U
R
).
Soit
e
R, matrice des vecteurs propres à droite de
e
A, eux-mêmes notés (R
i
)
i=1;2;3
, et
(
i
) les amplitudes qui vérient U
R
 U
L
=
P
3
i=1

i
R
i
. Ces amplitudes peuvent se calculer
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rapidement par inversion du système : (
i
) = R
 1
(U
R
  U
L
). On obtient alors les états
intermédiaires U
?
L
et U
?
R
à l'aide de :
U
?
L
= U
L
+ 
1
R
1
(3.7a)
U
?
R
= U
R
  
3
R
3
(3.7b)
En particulier, les états intermédiaires sont reliés par :
U
?
R
  U
?
L
= 
2
R
2
(3.8)
Les états U
?
L
et U
?
R
ne sont donc pas, dans le cas général où 
2
6= 0, séparés par une ligne
de glissement. L'onde concernée qui relie les états U
?
L
et U
?
R
est pourtant l'équivalent,
après linéarisation, de la discontinuité de contact, onde dite linéaire à l'origine dans le
problème exact,non-linéaire.
La solution du problème de Riemann linéarisé peut alors s'écrire
U
R
(x=t;U
L
;U
R
) = U
L
+
X
i;
e

i
x=t

i
R
i
(3.9a)
= U
R
 
X
i;
e

i
x=t

i
R
i
(3.9b)
Dans le cadre des schémas numériques de type Godunov, il est naturel d'appliquer la
véritable fonction ux à la solution du problème de Riemann calculée en x=t = 0. Cet
état s'écrit, par exemple,
U
R
(0;U
L
;U
R
) =
1
2
(U
L
+ U
R
) +
X
i
sgn(
e

i
)
i
R
i
(3.10)
Selon l'application classique du schéma de Godunov à la résolution approchée du
problème de Riemann, le ux numérique est
F
1=2
(U
L
;U
R
) = F(U
R
(0;U
L
;U
R
)) (3.11)
La méthodologie a été détaillée dans le cas général, pour une matrice
e
A(U
L
;U
R
)
quelconque qui ne doit vérier que la propriété de consistance. Un cas particulier est
le choix d'une matrice de la forme de la jacobienne du système, évaluée en un état moyen
e
U =
e
U(U
L
;U
R
) :
e
A(U
L
;U
R
) =

@F
@U


e
U(U
L
;U
R
)

(3.12)
Le valeurs propres
e
 sont alors tout simplement eu et eu  ea. Et les vecteurs propres
s'expriment
R
1
=
0
@
1
eu  ea
e
H   eaeu
1
A
R
2
=
0
@
1
eu
1
2
eu
2
1
A
R
3
=
0
@
1
eu+ ea
e
H + eaeu
1
A
(3.13)
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Contrairement au schéma original de Roe où la matrice du système linéarisé a la forme
de la jacobienne du système non-linéaire, cette méthode ne nécessite aucune hypothèse
particulière sur la matrice du système
e
A, et donc laisse la liberté de choix de l'état moyen
e
U dans le cas détaillé ci-dessus.
Par contre, la moyenne de Roe, utilisée dans le schéma original, possède de propriétés
intéressantes et peut être un bon choix. C'est la moyenne arithmétique des composantes
(
p
;
p
u;
p
H)
T
. La formulation des amplitudes 
i
se simplient en

1
=
p  eeau
2ea
2

2
=  
p
ea
2

3
=
p + eeau
2ea
2
(3.14)
3.4 Le schéma de Roe
Le schéma de Roe
[55]
va plus loin dans la linéarisation des équations. La relation de
conservation a été remplacée par sa version linéariséeé3.5. Le ux associé à cette équation
de conservation est alors
e
F(U) =
e
A  U . L'intégration se fait ensuite par une technique
classique de décentrement qui, dans le cas d'une relation de conservation linéaire, coïncide
avec la méthode exacte de Godunov. Le ux numérique exact de ce problème linéarisé est
alors
e
F
?
(U
L
;U
R
) =
e
F(U
R
(0; t)) (3.15a)
=
e
A(U
L
;U
R
)  U
R
(0; t) (3.15b)
=
e
A  U
L
+
X
i;
e

i
0

i
e
AR
i
(3.15c)
=
e
A  U
L
+
X
i;
e

i
0

i
e

i
R
i
(3.15d)
Néanmoins, ce ux exact n'est valable que pour l'équation de conservation linéarisée.
L'utilisation de cette solution doit s'accompagner de relations de compatibilité
[27]
qui
permettent de s'assurer que l'on résout le bon problème de Riemann. En particulier, on
impose
e
F(U
R
) 
e
F(U
L
) = F(U
R
) F(U
L
) (3.16)
Cette relation conduit à la classique relation
F(U
R
)  F(U
L
) =
e
A  (U
R
  U
L
) (3.17)
dont la moyenne de Roe produit un état qui satisfait cette relation.
De façon similaire, le ux numérique qui doit être utilisé est corrigé selon
F
?
(U
L
;U
R
) =
e
F
?
(U
L
;U
R
) + F(U
L
) 
e
F(U
L
) (3.18)
On obtient alors la célèbre formulation du schéma de Roe :
F
?
(U
L
;U
R
) = F
L
 
X
i;
e

i
0

i
e

i
R
i
(3.19a)
=
1
2
(F
L
+ F
R
) 
1
2
X
i

i
j
e

i
jR
i
(3.19b)
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3.5 Les invariants de Riemann
Dans le cas particulier où les caractéristiques ne focalisent pas, aucun choc n'apparaît.
L'écoulement peut alors être décrit par les invariants de Riemann. Issus de la théorie des
systèmes hyperboliques, ces invariants se propagent le long de caractéristiques de vitesse,
les valeurs propres du système.
U
L
U
?
R
U
?
L
U
R

2
= u

3
= u+ "a
1
= u  "a
Fig. 3.2  Schéma de résolution du problème de Riemann
Dans la gure 3.2, deux états U
L
et U
R
sont reliés par une onde (symbolisée par sa
valeur propre) dans l'espace des phases. Le choix des ondes reliant les états intermédiaires
dénit un chemin qui permet de calculer ces états intermédiaires. Le paramètre " vaut
1 selon l'ordre choisi des valeurs propres. La valeur " = 1 est préconisée puisqu'elle
correspond à l'ordre dit naturel (ON) et permet aux états intermédiaires U
?
L
et U
?
R
de
coïncider avec la solution physique et exacte du problème de Riemann dans le cas du
régime deux détentes.
Dans la gure ci-dessus, lorsqu'une onde relie deux états, ce sont les invariants associés
aux deux autres ondes qui sont utilisés pour le calcul. Les invariants sont :
e

1
= u  "a :
8
<
:
p=

u+ "
2a
   1
(3.20a)
e

2
= u :

u
p
(3.20b)
e

3
= u+ "a :
8
<
:
p=

u  "
2a
   1
(3.20c)
Le schéma de Godunov appliqué à cette méthode de résolution du problème de Rie-
mann est équivalent au schéma d'Osher où l'ordre naturel est utilisé, puisque les états
intermédiaires sont calculés avec les mêmes hypothèses, et donc les mêmes invariants. Il est
aussi équivalent au cas des détentes dans le schéma de Godunov exact. D'une part, cette
approche nous paraît plus intéressante car elle permet de tenir plus facilement compte
d'éventuelles apparitions du vide. D'autre part, elle justie le choix de l'ordre des valeurs
propres dans le schéma d'Osher, choix qui paraît par contre complètement articiel et
arbitraire dans le schéma original.
La résolution approchée du problème de Riemann peut se faire en utilisant une version
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linéarisée des invariants exacts (3.20). Ceux-ci peuvent s'écrire :
e

1
= u  "a :
8
>
<
>
:
Æw
2
= Æ 
1
ea
2
Æp
Æw
3
= Æu+
"
eea
Æp
(3.21a)
e

2
= u :

u
p
(3.21b)
e

3
= u+ "a :
8
>
<
>
:
Æw
2
= Æ 
1
ea
2
Æp
Æw
1
= Æu 
"
eea
Æp
(3.21c)
Par contre, la linéarisation des invariants nécessite le choix d'un état en lequel elle
s'eectue. Il est noté ici par
e
. Les états intermédiaires se calculent explicitement à l'aide
des relations (3.21) :
u
?
= u
?
L
= u
?
R
=
u
L
+ u
R
2
+
"
eea
p
L
  p
R
2
(3.22a)
p
?
= p
?
L
= p
?
R
=
p
L
+ p
R
2
+ "eea
u
L
  u
R
2
(3.22b)

?
L
= 
L
+
p
?
  p
L
ea
2
(3.22c)

?
R
= 
R
+
p
?
  p
R
ea
2
(3.22d)
Ces calculs étant soumis à des hypothèses, il est nécessaire de vérier qu'ils ne conduisent
pas à des solutions non physiques : des états où l'énergie interne ou la masse volumique
seraient négatives. Cette question est abordée dans la section suivante.
Par contre, toutes ces méthodes ont une même propriété : la solution reste constante
lorsque les états gauche et droit sont identiques. Cette propriété naturelle s'écrit
8x=t ; U
R
(x=t;U ;U) = U (3.23)
et permet d'assurer à elle seule la consistance du ux numérique d'un schéma de Godunov
qui utiliserait l'une de ces solutions. La solution est elle calculé en zones d'états constants
séparées par les ondes caractéristiques.
3.6 Positivité des états intermédiaires
La résolution approchée du problème de Riemann peut conduire à des cas où les états
intermédiaires ne sont plus dénis, selon les conditions initiales du calcul. Il s'agit dans
la plupart des cas de problème d'apparition du vide, ou le solveur approché produit des
pressions ou masses volumiques négatives.
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3.6.1 Le problème de Riemann complet
Les états de la solution exacte du problème de Riemann complet sont toujours physi-
quement admissibles. Par contre, une attention particulière doit être portée au régime de
détentes qui peut voir apparaître le vide. Dans ce cas, on doit inclure dans la solution une
zone de vide dont le vecteur de variables conservatives est U = (0; 0; 0)
T 3
. Notons que le
ux associé à cet état est lui aussi F(U) = (0; 0; 0)
T
.
Le calcul des pressions et masses volumiques pour les états intermédiaires dans le
régime de détentes conduit à la condition suivante de non-apparition du vide :
a
L
+ a
R
+
   1
2
(u
L
  u
R
) > 0 (3.24)
3.6.2 Le problème de Riemann linéarisé
Einfeldt
[10]
s'est déjà attaché à étudier la positivité du schéma de Roe en établissant
des conditions de positivité des états intermédiaires. La non-positivité du schéma de Roe
est due à l'éventualité de la non-existence des états intermédiaires dans la résolution du
problème de Riemann linéarisé.
Peu de solutions sont envisageables dans la méthodologie du schéma de Roe car il
s'agit de la résolution exacte du problème linéarisé. Le problème est, à la base, mal posé
et on ne peut corriger la solution du problème de Riemann en substituant le vide aux
endroits ou la pression devient négative. Par contre, il existe une large gamme de choix
possibles pour la matrice
e
A. Ainsi, Dubroca
[7]
propose une forme particulière de la matrice
du système linéarisé
e
A qui assure la positivité de la solution calculée.
Considérons dans un premier temps la résolution approchée du problème de Riemann
avec les invariants de Riemann exacts, non linéarisés, avec l'ordre naturel des valeurs
propres. Cette solution coïncide avec la solution exacte dans le cas des deux détentes.
Dans le cas de compressions où les transformations ne sont plus isentropiques dans le
problème exact, la résolution devient alors approchée mais les états intermédiaires res-
tent physiquement admissibles. Par contre, dans le cas de détentes intenses, il convient
de traiter les risques d'apparition de solutions n'incluant pas la notion de vide dans la
résolution, comme cela est fait dans la résolution exacte du problème de Riemann.
En utilisant l'ordre inverse (OI) des valeurs propres, les détentes sont singulièrement
remplacées par des compressions isentropiques, et les compressions par des détentes. C'est
donc dans un régime de compression que l'on risque de voir apparaître des pressions
négatives.
Dans le cas du calcul avec les invariants linéarisés, on peut déterminer de la même
façon des conditions de positivité à partir des expressions (3.21). Contrairement au cas
du calcul avec les invariants exacts ou celui du calcul de la solution exacte du problème
de Riemann, il faut satisfaire à la fois des conditions sur la pression et sur les masses
3. Dans le cas d'apparition du vide, la température statique tend elle aussi vers zéro ; les vitesses ne
sont pas forcément nulles.
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volumiques car elles ne s'annulent pas simultanément :
p
L
+ p
R
2
+ "eea
u
L
  u
R
2
> 0 (3.25a)
ea
2

L
+ "eea
u
L
  u
R
2
>
p
L
  p
R
2
(3.25b)
ea
2

R
+ "eea
u
L
  u
R
2
>
p
R
  p
L
2
(3.25c)
Ces conditions de positivité dépendent donc de l'état
e
 en lequel les invariants ont été
linéarisés.
La résolution du problème de Riemann de façon approchée conduit à des incohérences
telles que des solutions composées d'états non physiques, à pression ou masse volumique
négatives. Ces défauts peuvent dégrader les propriétés du schéma de Godunov associé, et
en particulier sa robustesse. Des propositions ont été faites ici, en contrôlant la solution
du problème de Riemann, pour mieux prendre en compte ses problèmes.
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Chapitre 4
Méthodes intégrales
Une famille de schémas basés sur la résolution du problème de Riemann approché a vu
le jour avec le schéma HLL d'Harten et al .
[19]
Il s'agit d'un schéma de Godunov appliqué à
la résolution approchée du problème de Riemann. L'originalité est que le calcul des états
intermédiaires est fondé sur l'exploitation de relations intégrales de conservation à travers
les diérentes ondes considérées.
Dans un premier temps, la méthode de base proposée par Harten et al est présentée.
Ensuite, les améliorations proposées par Einfeldt
[9, 10]
concernant le choix des vitesses de
propagation des ondes seront détaillées. Enn, nous étudierons une méthode plus complète
à trois ondes, proposée par Toro.
[60]
4.1 Formulation intégrale du problème de Riemann
Considérons le problème de Riemann complet de la gure 4.1. S
L
et S
R
sont les vitesses
maximales de propagation des ondes naissant à l'interface, respectivement vers la gauche
et vers la droite. Le cas considéré ici est un cas dit subsonique
1
où S
L
< 0 < S
R
. Dans le
cas contraire, le ux d'interface, complètement décentré, s'exprime soit F(U
L
), soit F(U
R
)
selon le signe de S
L
ou S
R
.
On nomme
e
U
L
,
e
U
R
et U
?
respectivement la moyenne des états sur [EF ], [ED] et [FD].
On en déduit la relation :
(S
R
  S
L
)U
?
= S
R
e
U
R
  S
L
e
U
L
(4.1)
On note F
?
, le ux moyen sur l'interface [EB]. Dans la méthode de Godunov, il
s'agit du ux utilisé pour le schéma numérique associé. L'intégration de la relation de
conservation
@U
@t
+
@F
@x
= 0 (4.2)
sur les domaines [ACDF ], [BCDE] et [ABEF ] conduit respectivement aux relations
1. Le cas subsonique, dénomination couramment utilisé dans la littérature, dénote le cas où le ux
numérique n'est pas complètement décentré.
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Fig. 4.1  Problème de Riemann complet, avec volume de contrôle
suivantes
2
:
F
R
  F
L
= S
R
U
R
  S
L
U
L
  (S
R
  S
L
)U
?
(4.3a)
F
R
  F
?
= S
R
(U
R
 
e
U
R
) (4.3b)
F
L
  F
?
= S
L
(U
L
 
e
U
L
) (4.3c)
Les deux dernières équations (4.3b) et (4.3c) sont des relations de saut équivalentes à
celles de Rankine-Hugoniot.
Le problème, tel qu'il est posé ici, ne peut être résolu sans information complémentaire
puisqu'une équation manque pour déterminer les inconnues
e
U
L
,
e
U
R
, U
?
et F
?
. Néanmoins,
le ux d'interface F
?
, nécessaire à l'application du schéma, peut s'exprimer en fonction
des états moyens
e
U
L
et
e
U
R
(à l'aide des équations 4.3b et 4.3c) :
F
?
=
1
2
(F
L
+ F
R
) 
1
2
h
S
R
(U
R
 
e
U
R
) + S
L
(U
L
 
e
U
L
)
i
(4.4)
L'information manquante porte sur la structure de la solution du problème de Riemann
considéré, et se traduirait par une relation entre les états
e
U
L
et
e
U
R
. En eet, jusqu'ici,
aucune hypothèse restrictive n'a été utilisée. Un choix judicieux des états
e
U
L
et
e
U
R
per-
mettrait de retrouver le ux du schéma de Godunov associé à la résolution exacte du
problème de Riemann.
Précisons que si F
L
et F
R
sont les ux physiques associés respectivement aux états
U
L
et U
R
, S
L
, S
R
,
e
U
L
et
e
U
R
sont a priori des fonctions à la fois de U
L
et U
R
.
2. la première peut être déduite de la diérence des deux dernières.
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4.2 Le schéma HLL
Harten, Lax et van Leer
[19]
proposent un schéma de type Godunov appliqué à la
résolution du problème de Riemann approché. Le calcul du ux moyen à l'interface se fait
à l'aide des relations intégrales précédemment établies.
La solution approchée du problème de Riemann considérée par Harten et al se réduit
alors au schéma de la gure 4.2, où seules les ondes non linéaires sont impliquées dans le
calcul. Ces ondes séparent une zone d'état constant U
?
.
SL
t
x
A C
D
E
F
B
SR
Fig. 4.2  Problème de Riemann à 2 ondes, avec volume de contrôle
Par rapport au problème complet à trois ondes, seule l'hypothèse supplémentaire sui-
vante est nécessaire : les états moyens
e
U
L
et
e
U
R
précédemment dénis sont supposés égaux.
On a donc :
e
U
L
=
e
U
R
= U
?
(4.5)
Cette hypothèse intervient essentiellement dans un but simplicateur. Elle ne tient pas
du tout compte de la structure réelle de la solution. Elle est cependant moins restrictive
que celle énoncée par Harten
[19]
qui suppose un état intermédiaire constant comme cela
est détaillé ci-dessous. Mais, dans les deux cas, le calcul de U
?
est direct via (4.3a) :
U
?
=
S
R
U
R
  S
L
U
L
  (F
R
  F
L
)
S
R
  S
L
(4.6)
Par contre, quelle que soit l'hypothèse choisie, elle n'implique pas que l'état sur l'axe
U(x = 0; t) soit égal à l'état moyen U
?
. Et en particulier,
F
?
6= F(U
?
) (4.7)
Les diérences entre l'hypothèse la moins restrictive proposée ici, et celle proposée par
Harten, sont illustrées sur la gure 4.3 : à gauche, les états sont non constants entre F
et D mais leurs valeurs moyennes sur [FE] et [ED] sont égales ; à droite, les états sont
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xE DF
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E xDF
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Fig. 4.3  Hypothèses sur le problème de Riemann considéré
constants et égaux à leurs valeurs moyennes dans chacune des zones. Dans les deux cas,
U(x = 0), symbolisé sur la gure par le cercle, est diérent de U
?
, même si cela paraît
incohérent avec les hypothèses énoncées par Harten. Le ux moyen F
?
est le ux évalué en
U(x = 0). L'expression du ux d'interface F
?
est la même quelle que soit l'interprétation
choisie.
On en déduit rapidement l'expression du ux F
?
à partir de l'équation (4.4), simpliée
à l'aide de l'hypothèse (4.5), et après avoir remplacé U
?
par l'expression (4.6).
Dénition 8 On nomme HLL, la famille de schémas dont le ux numérique est de la
forme
F
?
(U
L
;U
R
) =
S
R
F
L
  S
L
F
R
+ S
L
S
R
(U
R
  U
L
)
S
R
  S
L
(4.8)
où les vitesses d'ondes S
L
et S
R
sont toutes deux fonctions de U
L
et U
R
, respectivement
négative et positive.
Remarques
 Quelles que soient les vitesses d'ondes S
L
et S
R
, cette formulation du ux possède
la propriété de consistance.
 Les formules détaillées ci-dessus s'appliquent dans un cas dit subsonique où la solu-
tion du problème de Riemann interagit à la fois avec les cellules de gauche et droite.
Lorsque S
L
et S
R
sont de même signe, l'interface n'appartient plus au domaine d'in-
teraction des deux états. Ce cas est dit complètement décentré et le ux devient
tout simplement F
L
ou F
R
.
 Pour un choix donné des vitesses S
L
et S
R
, une modication simple permet de
généraliser la formule (4.8) aux cas complètement décentrés :
S
0
L
= min(0; S
L
) (4.9a)
S
0
R
= max(0; S
R
) (4.9b)
et permet, en même temps, de respecter le signe de ces vitesses.
Les seules inconnues sont à ce stade les vitesses de propagation des ondes S
L
et S
R
.
Le choix de ces vitesses est discuté dans le paragraphe suivant.
4.3. Calcul des vitesses d'ondes 65
4.3 Calcul des vitesses d'ondes
Dans les formulations proposées, S
L
et S
R
sont les vitesses maximales des ondes de
propagation issues des interactions des états gauche et droit à l'interface. Pour un problème
de Riemann classique dont la solution est composée de trois ondes, ces ondes extrêmes
sont soit un choc, soit une détente. L'onde intermédiaire est une discontinuité de contact.
4.3.1 Front d'onde isentropique
Si l'onde gauche ou droite est une détente, la vitesse de propagation du front de l'onde
dans le milieu à état constant est celle du son. On a donc, selon le sens de propagation
du faisceau de détente, S
L
= u
L
  a
L
ou S
R
= u
R
+ a
R
. Dans le cas d'un choc, le calcul
de cette vitesse est plus complexe. On sait néanmoins qu'elle est plus rapide que celle du
son.
Einfeldt
[10]
montre qu'un schéma de type HLL est positif s'il vérie les conditions sui-
vantes :
S
L
 0 et S
R
 0 (4.10a)
S
L
 u
L
  a
L
et S
R
 u
R
+ a
R
(4.10b)
où  =
r
   1
2
.
La condition (4.10a) n'est pas restrictive puisqu'il s'agit de se placer dans le cas non
complètement décentré.
Donc, les choix suivants de vitesses de propagation :
S
L
= min(0; u
L
  a
L
) et S
R
= max(0; u
R
+ a
R
) (4.11)
conduisent à un schéma positif. Ils correspondent à la propagation des phénomènes isen-
tropiques comme les détentes. Par contre, ils sous-estiment les vitesses de propagation des
chocs.
4.3.2 Onde de choc et moyenne de Roe
D'un autre côté, Einfeldt
[9]
montre que le schéma HLL peut se mettre sous la forme
d'un schéma à dissipation articielle matricielle. Il en déduit une condition de stabilité :
8k;
S
R
(
k
  S
L
)  S
L
(
k
  S
R
)
S
R
  S
L
 0 (4.12)
où (
k
) sont les valeurs propres d'une matrice A de type Roe, satisfaisant la relation
F = A U .
Les conditions (4.12) sont satisfaites si :
8k; S
L
 
k
 S
R
(4.13)
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Le schéma est alors dissipatif d'ordre 2, au sens de Kreiss,
[9]
condition susante de stabi-
lité.
On nomme HLLR le schéma HLL où les choix suivants ont été faits pour les vitesses
d'ondes :
S
L
= min(0; eu  ea) et S
R
= max(0; eu+ ea) (4.14)
où eu et ea sont la vitesse et la vitesse du son de l'état moyen de Roe, associé aux états U
L
et U
R
.
4.3.3 Le schéma HLLE
Le choix préconisé par Einfeldt
[10]
est une combinaison des deux évaluations précé-
dentes :
S
L
= min(0; eu  ea; u
L
  a
L
) (4.15a)
S
R
= max(0; eu+ ea; u
R
+ a
R
) (4.15b)
Ces choix conduisent au schéma HLLE, possédant à la fois les propriétés de stabilité et
de positivité précédemment citées.
Ces choix permettent en outre de calculer exactement les chocs stationnaires tout en
reconnaissant les chocs de détente, non physiques.
Etat moyen de Roe
Etat droit
Amont Aval
Etat gauche
Etat moyen de Roe
Etat droit
Amont Aval
Etat gauche
Fig. 4.4  Choc stationnaire, de compression (entropique) à gauche, de détente à droite
Sur la gure 4.4, sont schématisés deux cas de choc stationnaire où les èches repré-
sentent le sens de propagation des ondes de part et d'autre du choc. Sous le choc, sont
représentées les ondes associées à l'état moyen de Roe.
Le schéma de gauche caractérise un choc stationnaire de compression qui satisfait
le second principe de la thermodynamique. L'état moyen de Roe satisfait les propriétés
suivantes :
eu  ea < u
L
  a
L
(4.16a)
u
R
+ a
R
< eu+ ea (4.16b)
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Les vitesses d'ondes S
L
et S
R
telles qu'elles sont calculées par Einfeldt (équations 4.15)
sont dans ce cas uniquement régies par l'état moyen de Roe. Celui-ci étant sonique pour
le cas d'onde de choc stationnaire, ici, S
L
= 0 et le ux numérique est égal à F
L
. Le choc
est donc exactement conservé.
Le schéma de droite caractérise un choc stationnaire de détente. Les états amont et aval
vérient les équations de Rankine-Hugoniot mais pas le second principe puisque l'entropie
décroît à la traversée du choc. Dans ce cas, les relations (4.16) sont inversées :
u
L
  a
L
< eu  ea (4.17a)
eu+ ea < u
R
+ a
R
(4.17b)
Les vitesses d'ondes S
L
et S
R
deviennent alors :
S
L
= u
L
  a
L
(4.18a)
S
R
= u
R
+ a
R
(4.18b)
Le ux numérique n'est plus complètement décentré, et le choc de détente n'est pas
conservé. L'utilisation de la moyenne de Roe (schéma HLLR) aurait conduit à la conser-
vation exacte de la discontinuité, choc de détente non entropique. Ainsi, le choix (4.15)
d'Einfeldt agit ici comme une correction d'entropie. Ceci peut se vérier sur la gure 4.5
où l'on compare les schémas de HLLR et HLLE sur le cas du choc de détente comme condi-
tion initiale. Les schémas, contrairement à HLLR, ou le schéma de Roe sans correction, ne
doivent pas conserver cette discontinuité mais produire une conguration choc, disconti-
nuité de contact, et détente.
Ce cas est plutôt académique, mais la gure 4.6 montre que l'eet reste important
dans la détente du cas de Sod supersonique.
4.3.4 Remarques sur le cas de détentes
Il a été vu qu'un schéma fondé sur les relations intégrales, sous la forme (4.4), peut
être équivalent au schéma de Godunov appliqué à la résolution exacte du problème de
Riemann. Les deux conditions suivantes sont nécessaires : S
L
et S
R
représentent les vitesses
des fronts de propagation d'ondes ;
e
U
L
et
e
U
R
sont liés par une relation qui caractérise la
structure du problème de Riemann.
Dans un cas où la solution du problème de Riemann est composée de deux détentes
symétriques, les vitesses d'ondes S
L
et S
R
, associées aux fronts d'ondes, sont facilement
calculées, comme cela a été proposé précédemment. Mais l'hypothèse
e
U
L
=
e
U
R
, intrinsèque
au schéma HLL (et ses variantes) est fausse, par rapport à la solution exacte du problème
de Riemann : en eet, les composantes moyennes de quantité de mouvement de la solution
exacte sont non nulles, et de signes opposés, contrairement aux états moyens
e
U
L
et
e
U
R
.
Les états moyens exacts sont tout simplement diérents des états intermédiaires des zones
uniformes auxquelles il est généralement fait référence car ceux-ci tiennent compte aussi
de la détente dans la moyenne.
Dans la suite de ce paragraphe, nous nous intéressons à la possibilité de se ramener à
la résolution exacte du problème de Riemann, malgré cette hypothèse, et les modications
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Fig. 4.5  Choc de détente initial, pression et température
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Fig. 4.6  Test de Sod supersonique, température et erreur relative
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à apporter sur les vitesses de front d'ondes, an qu'elles compensent les erreur faites sur
la moyennes des états.
Pour cela, le ux du schéma HLL (équation 4.8) doit être comparé au ux de l'état
sur l'axe dans la solution exacte du problème de Riemann. Dans les deux cas, les ux de
masse et d'énergie sont nuls. L'égalité des ux de quantité de mouvement conduit à la
relation suivante :
p
R

1  M
R

S
R
a
R
 M
R

= p
R

1 
   1
2
M
R

2
 1
(4.19)
où le second membre n'est autre que la pression dans les zones uniformes
3
. Notons que le
choix de l'indice 
R
importe peu. On a p
L
= p
R
, 
L
= 
R
, M
L
=  M
R
et S
L
=  S
R
.
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Condition de positivité
Calcul exact des détentes
Choix isentropique classique
Fig. 4.7  Représentation des diérents choix pour S
R
Le choix qui satisfait la relation (4.19) est tracé sur la gure 4.7 en trait tireté. Le choix
dit isentropique S = u + a, qui est utilisé dans le schéma HLLE est tracé en trait plein.
On note tout de suite que ce dernier surestime la fonction qui permet la résolution exacte
du problème de Riemann, dans ce cas particulier. Cette surestimation est probablement à
l'origine des problèmes rencontrés lors du calcul de solutions proches du vide. En eet, on
observe sur la gure 4.8 que le pic de température, non physique, est bien plus accentué
avec le schéma HLLE qu'avec le schéma de Godunov. Ces résultats nous encouragent à
diminuer l'estimation des vitesses S
L
et S
R
. Ces considérations sont détaillées dans la
section suivante.
3. Celle-ci reste positive sous une certaine condition.
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Fig. 4.8  Cas de détentes intenses, pression et température.
4.4 Évaluations cinétiques
Dans cette partie, d'autres évaluations des vitesses d'ondes S
L
et S
R
sont proposées.
Elles sont fondées sur une analogie des schémas cinétiques, en particulier le schéma EFM
de Pullin.
4.4.1 Évaluations cinétiques : le schéma HLLKE
Le schéma EFM s'écrit F
1=2
= F
+
L
+ F
 
R
où les fonctions F

s'expriment :
F

(U) = W

F(U) + cD

U +
0
@
0
0
1=2 pcD

1
A
(4.20)
Les fonctions W

et D

sont détaillées ci-dessous (équations 4.24).
La formulation intégrale associée à la résolution du problème de Riemann conduit au
ux précédemment détaillé (équation 4.4). Le schéma EFM peut donc s'écrire sous la forme
d'un schéma HLL où S
L
, S
R
,
e
U
L
et
e
U
R
sont choisis pour satisfaire :
 S
L
(U
L
 
e
U
L
) = erf(s
L
)F
L
+ 2c
L
D
+
L
U
L
+
0
@
0
0
1=2 p
L
c
L
D
+
L
1
A
(4.21a)
 S
R
(U
R
 
e
U
R
) =  erf(s
R
)F
R
+ 2c
R
D
 
R
U
R
+
0
@
0
0
1=2 p
R
c
R
D
 
R
1
A
(4.21b)
Dans la suite de cette étude, nous utilisons l'hypothèse simplicatrice qui conduit à
la famille de schémas HLL. Le ux numérique de l'équation (4.8) ne dépend plus que du
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choix des vitesses S
L
et S
R
. Ces vitesses seront a posteriori corrigées par l'état moyen de
Roe qui garantit des propriétés de stabilité. Rappelons qu'en dehors de ces corrections,
les vitesses d'ondes sont en général calculées selon
S
L
= min(0; u
L
  a
L
) (4.22a)
S
R
= max(0; u
R
+ a
R
) (4.22b)
Nous proposons de remplacer ces évaluations par les fonctions de décentrement, issues
de la théorie cinétique, et qui sont appliquées aux schémas EFM et EIM. Nous notons f

k
la fonction du nombre de Mach :
f

k
(M) =
r
2


sW

+D


(4.23)
où
s =
r

2
M (4.24a)
W

=
1 erf(s)
2
(4.24b)
D

= 
1
2
p

exp( s
2
) (4.24c)
Les fonctions f
+
k
et f
 
k
sont monotones, croissantes, d'asymptote y = M et respecti-
vement positive et négative.
La variante dite cinétique du schéma HLLE d'Einfeldt est donc :
S
L
= min

eu  ea; a
L
 f
 
k
(M
L
  1)

(4.25a)
S
R
= max

eu+ ea; a
R
 f
+
k
(M
R
+ 1)

(4.25b)
Elle conduit à un schéma stable et positif que l'on nomme HLLKE, variante directe du
schéma HLLE d'Einfeldt. Ce schéma possède une propriété similaire à celle du schéma EFM :
le ux numérique n'est jamais complètement décentré. Son expression tend malgré tout
vers un schéma décentré lorsque le nombre de Mach est grand.
4.4.2 Le schéma HLLK
Il a été vu dans la section 4.3.4 que le choix de S
R
=a avec M + 1 comme asymptote
conduit à une surestimation de cette vitesse par rapport au choix qui conduit au schéma de
Godunov (dans la limite du cas considéré). C'est pourquoi nous proposons le choix suivant
(équation 4.26), inspiré des fonctions cinétiques, mais d'asymptote M 

 =
q
 1
2

:
S
L
= min

eu  ea; a
L
 f
 
k
(M
L
  )

(4.26a)
S
R
= max

eu+ ea; a
R
 f
+
k
(M
R
+ )

(4.26b)
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Ce choix permet de respecter la condition de positivité et se trouve être une évaluation
plus précise pour le cas des détentes symétriques : comme on peut le voir sur la gure 4.7
où l'asymptote M +  a été tracée en pointillé.
Ces évaluations destinées aux congurations de détentes sont évidemment corrigées
(équation 4.26) par celles de l'état moyen de Roe qui s'approchent des vitesses de propa-
gation des chocs. Ce schéma est alors nommé HLLK.
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Fig. 4.9  Comparaison des schémas HLLE, HLLKE, HLLK sur le cas symétrique de deux
détentes intenses.
Le schéma HLLE d'Einfeldt, sa variante HLLKE et le schéma HLLK sont testés sur le cas
de détentes intenses (gure 4.9) :
 les schémas HLLE et HLLKE donnent des résultats pratiquement identiques. La cor-
rection liée à l'utilisation des fonctions dites cinétiques n'a pas d'eet sur ce cas ;
 un gain important est par contre observé avec le schéma HLLK. La dissipation a
été réduite au minimum tout en préservant la positivité du schéma
4
. Le résultat se
rapproche sensiblement du résultat obtenu avec le schéma de Godunov.
4.4.3 Comparaison avec le schéma EFM
En négligeant le dernier terme de l'équation (4.20) qui n'intervient qu'au niveau de
l'équation d'énergie, le schéma EFM peut s'écrire :
F
1=2
= 
+
F
F
L
+ 
 
F
F
R
+ 
+
U
a
L
U
L
+ 
 
U
a
R
U
R
(4.27)
Les coecients 
U
et 
F
sont :
 pour le schéma EFM (simplié au niveau de l'équation de l'énergie) :

+
F
=W
+
L
et 
 
F
= W
 
R
(4.28a)
4. On montre dans la section suivante que l'amplitude de ces vitesses d'ondes sont directement liées à
la dissipation intrinsèque au schéma.
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+
U
=
r
2

D
+
L
et 
 
U
=
r
2

D
 
R
(4.28b)
 pour les schémas de type HLL :

+
F
=
S
R
S
R
  S
L
et 
 
F
=  
S
L
S
R
  S
L
(4.29a)
a
L

+
U
=  a
R

 
U
=  
S
L
S
R
S
R
  S
L
(4.29b)
Nous traçons, pour les schémas HLLE, EFM, HLLKE et HLLK, les fonctions 
F
et  
U
en fonction du nombre de Mach (Figure 4.10). Ces comparaisons sont eectuées avec les
états U
L
et U
R
égaux.
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Fig. 4.10  Coecients de décentrement 
F
(à gauche) et de dissipation articielle 
U
(à
droite).
Le coecient 
F
sert au décentrement du ux. Le coecient 
U
s'apparente, lui, à un
coecient de dissipation articielle. Les schémas EFM, HLLKE et HLLK montrent des allures
identiques pour ces coecients. On note que, à nombre de Mach donné, le décentrement
(Figure 4.10 gauche) est plus important avec le schéma HLLK ; suivent ensuite les schémas
EFM et HLLKE. Le coecient de dissipation articielle (Figure 4.10 droite) est, lui, plus
important pour le schéma HLLKE, puis EFM. C'est le schéma HLLK qui est le moins dissipatif
de ce point de vue.
4.5 Reconstitution de la discontinuité de contact
An de tenir compte des trois ondes principales dans le problème de Riemann com-
plet schématisé sur la gure 4.1, on dénit deux états moyens U
?
L
et U
?
R
séparés par la
discontinuité de contact. Ces états sont respectivement la moyenne de la solution U(x)
du problème de Riemann sur les segments [FG] et [GD].
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Le ux F
?
sur l'axe t est exprimé en fonction des états
e
U
L
et
e
U
R
(équation 4.4). En
utilisant l'approximation qui consiste à considérer U(x) constant et donc égal à sa valeur
moyenne dans chacune des zones, on peut écrire :
 S
L
e
U
L
=  S
 
M
U
?
R
+ (S
 
M
  S
L
) U
?
L
(4.30a)
S
R
e
U
R
= (S
R
  S
+
M
) U
?
R
+ S
+
M
U
?
L
(4.30b)
avec S

M
=
1
2
(S
M
 jS
M
j), et ainsi exprimer le ux de Godunov du problème de Riemann
considéré :
F
?
=
1
2
(F
L
+ F
R
) 
1
2
[S
R
(U
R
  U
?
R
) + jS
M
j(U
?
R
  U
?
L
) + S
L
(U
?
L
  U
L
)] (4.31)
L'intégration des relations de conservation autour de chacune des ondes fournit des
relations de saut entre chacun des états :
F
?
L
 F
L
= S
L
(U
?
L
  U
L
) (4.32a)
F
?
R
  F
R
= S
R
(U
?
R
  U
R
) (4.32b)
F
?
R
  F
?
L
= S
M
(U
?
R
  U
?
L
) (4.32c)
On a utilisé à nouveau l'hypothèse de zones à états constants. On a donc F
?
L=R
=
F(U
L=R
) où 
L=R
désigne soit 
L
, soit 
R
. Mais de la même façon que pour le schéma HLL,
on calcule le ux F
?
à l'aide des relations de conservation et non comme le ux F(U
?
)
d'un état U
?
qui serait U
L
, U
?
L
, U
?
R
ou U
R
.
Ces trois relations (4.32) permettent de calculer les états intermédiaires mais assurent
aussi le décentrement complet de la formulation (4.31) lorsque S
L
devient positif ou S
R
négatif.
Notons Q
L=R
= S
L=R
U
L=R
 F
L=R
, les relations (4.32a) et (4.32b) deviennent :
F
?
L=R
  S
L=R
U
?
L=R
= Q
L=R
(4.33)
An de satisfaire directement (4.32c), et connaissant la nature physique de l'onde de
vitesse S
M
, on impose :
u
?
L
= u
?
R
= S
M
(4.34a)
p
?
L
= p
?
R
= p
?
(4.34b)
Les masses volumiques 
?
L
et 
?
R
restent encore indéterminées et seront calculées à l'aide
des relations de Rankine-Hugoniot (4.33), qui s'écrivent, à l'aide de la relation (4.34a),
(S
M
  S
L=R
)U
?
L=R
+
0
@
0
p
?
L=R
S
M
p
?
L=R
1
A
= Q
L=R
(4.35)
Ces deux relations de saut fournissent six équations dont les inconnues seraient, dans
l'absolu, 
?
L
, 
?
R
, S
M
, p
?
= p
?
L
= p
?
R
, S
L
et S
R
. Dans l'esprit de la méthodologie HLL, S
L
et
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S
R
sont d'abord imposées par une estimation pour la suite de la résolution. Comme tous les
auteurs ayant travaillé sur ces schémas, on choisit de privilégier certaines équations
5
parmi
les six citées ci-dessus. Les deux équations occultées sont en général les deux relations de
saut pour l'énergie.
On obtient alors, avec (q
i
)
L=R
les composantes de Q
L=R
,

?
L=R
=
(q
1
)
L=R
S
M
  S
L=R
(4.36a)
p
?
L=R
= (q
2
)
L=R
  S
M
(q
1
)
L=R
(4.36b)
grâce aux équations sur la masse et la quantité de mouvement. Le choix non-approprié
de S
M
ne permet plus d'assurer l'égalité des pressions de part et d'autre de la ligne
de glissement. C'est le choix de Toro
[60]
qui doit alors choisir entre ne plus satisfaire
l'égalité des pressions, ou une autre des équations de saut. Batten
[2]
propose le seul choix
qui permet d'assurer l'égalité des pressions en utilisant les équations de quantités de
mouvement (4.36b). Ce choix est
S
M
=
(q
2
)
R
  (q
2
)
L
(q
1
)
R
  (q
1
)
L
(4.37)
Connaissant S
M
, on en déduit les autres quantités des états U
?
L=R
à l'aide des équations
ci-dessus.
Connaissant U
?
L=R
, les ux F
?
L=R
sont ensuite calculés à l'aide des relations (4.33),
relations de conservation que l'on cherche à satisfaire, et non directement comme le ux
F(U
?
L=R
). L'un ou l'autre de ces ux est utilisé comme ux de Godunov F
?
. Ce schéma
est nommé HLLC.
Les mêmes variantes sur le calcul des vitesses S
L
et S
R
, qui ont conduit au schéma
HLLK, peuvent lui être appliquées. On obtient alors le schéma HLLCK qui possède les mêmes
propriétés que le schéma HLLK, avec celle de conservation des discontinuités de contact en
plus.
5. Les équations privilégiées par la plupart des auteurs précédents ne sont pas clairement achées.
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Chapitre 5
Techniques d'hybridation
Il est reconnu que les catégories de schémas FVS et FDS se partagent deux propriétés
pratiquement opposées. En eet, les schémas FVS possèdent en général une grande ro-
bustesse en ce qui concerne les captures des phénomènes non-linéaires intenses (ondes de
choc et détentes) mais ils sourent, par nature, de lacunes importantes pour la résolution
des ondes linéaires (lignes de glissement).
Par contre, les schémas FDS tiennent en général compte des phénomènes linéaires dans
l'élaboration du ux numérique (principalement au niveau de la résolution du problème
de Riemann) et bénécient ainsi d'une précision accrue. Par contre, ils se révèlent peu
robustes et nécessitent pour la plupart des corrections ad hoc.
Les techniques d'hybridation tentent de mêler les avantages de ces deux méthodes en
se basant sur leur complémentarité.
Dans un premier temps, Liou et Steen
[32]
proposent, en 1993, le schéma AUSM selon
deux idées principales : l'approche hybride
1
de Hänel
[18]
pour le schéma de van Leer,
[66]
et l'approche polynômiale HOPE proposée par les mêmes auteurs.
[31]
AUSM (Advection
Upstream Splitting Method) est donc un schéma hybride basé sur une technique analogue
au schéma de van Leer/Hänel. En 1994, Wada et Liou
[70,71]
généralisent la formulation
du schéma et proposent une nouvelle version AUSMDV qui nécessite par contre une cor-
rection entropique. Ensuite, Liou
[33,34]
propose une autre formulation AUSM+, tentative
d'unication des diérentes variantes, qui semble corriger quelques défauts des précédents
schémas.
Selon l'idée intéressante de décentrer le calcul de manière vectorielle uniquement, et
à l'aide de deux types d'ondes, nous détaillons une famille de schémas proche de AUSM,
nommée ici WAVES (Wave and Advection Vector Splitting).
Un peu plus tard, sur une base théorique bien plus complète, Coquel et Liou
[5]
tentent
de tirer le meilleur parti des méthodes FVS et FDS en les appliquant respectivement aux cal-
culs des ondes non-linéaires et linéaires. Ils développent pour cela la méthode HUS(Hybrid
Upwind Splitting), qui permet d'hybrider naturellement tout schéma FVS avec le schéma
d'Osher.
La formulation de schémas de la famille AUSM sera étudiée. Une variante sur le choix
1. cette approche est complètement diérente de l'approche HUS de Coquel.
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de la décomposition est proposée. Puis la technique d'hybridation HUS de Coquel sera
examinée et généralisée. Cette étude générale est menée an de cerner les qualités et
défauts des diérentes variantes.
5.1 La famille de schémas AUSM
Liou et Steen,
[32]
sur la base du schéma de van Leer/Hänel, proposent un schéma qui
rivaliserait avec le schéma de Roe mais en étant plus simple et plus ecace. Ils utilisent
l'approche hybride de Hänel
[18]
qui permet la disparition de la dissipation numérique à
travers les lignes de glissement stationnaires. Une autre caractéristique de ce schéma est
le traitement distinct de deux termes du ux : un terme convectif F
(c)
(U) et un terme de
pression P (U) que Liou et Steen dénissent par :
F(U) =
0
@
u
u
2
uH
1
A
| {z }
F
(c)
(U)
+
0
@
0
p
0
1
A
| {z }
P (U)
(5.1)
Selon les auteurs,
[32]
le terme convectif peut être considéré comme une quantité vecto-
rielle transportée par convection selon une vitesse adaptée u
?
à l'interface. D'autre part,
le terme de ux de pression est gouverné par les vitesses de propagation des ondes acous-
tiques (u c)
?
.
Il ne semble pas exister d'autre justication du choix de cette discrétisation. Par contre,
il est possible de choisir une autre décomposition pour les termes convectif et de pression
(voir paragraphe 5.2.1).
5.1.1 Le schéma AUSM
Le ux numérique F
1=2
à une interface donnée est alors déni, selon les principes
énoncés précédemment, par :
F
1=2
=M
1=2
0
@
a
au
aH
1
A
L=R
+
0
@
0
p
1=2
0
1
A
(5.2)
où 
L=R
désigne respectivement l'état gauche (droit) si M
1=2
est positif (négatif). C'est ce
traitement en particulier qui fait de AUSM un schéma hybride FDS/FVS.
M
1=2
et p
1=2
sont calculés sur le principe FVS, comme une contribution distincte des
états gauche et droit.
M
1=2
=M
+
L
+M
 
R
et p
1=2
= p
+
L
+ p
 
R
(5.3)
Il est choisi, pour le calcul des diérentes contributions M

et p

, l'utilisation de
fonctions polynômiales. Les auteurs imposent à ces fonctions les propriétés décrites dans
le tableau (5.1), selon des critères physiques ou mathématiques.
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M
+
et M
 
p
+
et p
 
Consistance M
+
+M
 
=M p
+
+ p
 
= p
M
+
 0 et M
 
 0 0  p

 p
M

fonctions croissantes de M
p
+
fonction croissante de M
p
 
fonction décroissante de M
Symétrie M
+
( M) =  M
 
(M) p
+
(M) = p
 
( M)
Décentrement
M
+
=M si M > 1
M
 
=M si M < 1
p
+
= p si M > 1
p
 
= p si M < 1
Diérentiabilité
@M

@M
continues
@p

@M
continues
Tab. 5.1  Propriétés requises aux fonctions de décentrement
On obtient le même type de décomposition que pour le schéma de van Leer,
[66]
avec
des polynômes d'ordre minimal :
M

=
8
>
<
>
:
1
2
(M  jM j) si jM j > 1

1
4
(M  1)
2
sinon
(5.4)
p

=
8
<
:
p
2
(1 sgn(M)) si jM j > 1
p
4
(M  1)
2
(2M) sinon
(5.5)
Le schéma AUSM tel qu'il est déni ici possède un certain de nombre de propriétés
remarquables :
 il calcule de façon exacte les lignes de glissement stationnaires ;
 sa forme lui permet d'assurer l'isoénergéticité à convergence vers l'état station-
naire
[22]
;
 la simplicité de sa formulation en fait un schéma économique du point de vue du
temps de calcul.
5.1.2 Le schéma AUSM+
An d'unier plusieurs variantes du schéma AUSM, Liou
[33]
propose le schéma AUSM+ qui
utilise la dénition supplémentaire d'une vitesse du son à l'interface a
1=2
an de calculer
les nombres de Mach de part et d'autre de l'interface. Le calcul du nombre de Mach moyen
à l'interface M
1=2
et les méthodes de décentrement sont ensuite identiques :
f
M
L
=
u
L
a
1=2
et
f
M
R
=
u
R
a
1=2
(5.6)
M
1=2
=

f
M
L

+
+

f
M
R

 
(5.7)
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F
1=2
=M
1=2
a
1=2
0
@

u
H
1
A
L=R
+
0
@
0
p
1=2
0
1
A
(5.8)
Les contributions du terme de pression sont aussi évaluées à l'aide de
f
M
L
et
f
M
R
plutôt
que M
L
et M
R
(vrais nombres de Mach).
Liou
[33]
propose plusieurs dénitions de a
1=2
dont la suivante qui permet au schéma
de vérier exactement les équations de Rankine-Hugoniot pour les discontinuités station-
naires. Elle est dénie à partir de la vitesse du son critique a
?
, dénie à partie de l'enthalpie
d'arrêt :
a
1=2
= min(~a
L
; ~a
R
) où ~a =
(a
?
)
2
max (a
?
; juj)
avec (a
?
)
2
= 2
   1
 + 1
H (5.9)
En eet, il est nécessaire d'avoir F
1=2
= F
L
= F
R
pour que le schéma vérie les
équations de Rankine-Hugoniot stationnaires
2
. Nous nous intéressons au cas du choc
stationnaire puisqu'il est déjà montré
[33,35]
que le schéma AUSM conserve exactement les
lignes de glissement stationnaires. Sans perte de généralité, nous choisissons l'amont à
gauche. La dénition de la vitesse du son critique permet d'avoir, d'après les équations
de Rankine-Hugoniot :
(a
?
L
)
2
= (a
?
R
)
2
= u
L
u
R
(5.10)
Puisque u
L
> u
R
, on a :
~a
L
= u
R
et ~a
R
=
p
u
L
u
R
(5.11)
On en déduit a
1=2
= u
R
et les valeurs suivantes de
~
M
L
et
~
M
R
:
~
M
L
=
u
L
u
R
> 1 et
~
M
R
=
u
R
u
R
= 1 (5.12)
Le ux F
1=2
est donc complètement décentré à gauche. On a bien F
1=2
= F
L
= F
R
.
Néanmoins, ces dénitions permettent aussi de conserver exactement les chocs de détentes,
solutions non entropiques.
D'autres choix ont été proposés par Liou, qui ne permettent plus de capturer exacte-
ment les chocs (de compression et de détente) stationnaires :
a
1=2
=
1
2
(a
L
+ a
R
) (5.13a)
a
1=2
=
p
a
L
a
R
(5.13b)
a
1=2
= min(a
L
; a
R
) (5.13c)
La résolution exacte des chocs stationnaires n'est pas si intéressante car elle n'arrive
que dans des cas très particuliers. Puisqu'il n'est pas observé d'améliorations particulières
dans le cas général avec l'utilisation de la vitesse du son critique, nous n'utiliserons que
les dernières dénitions ci-dessus.
2. Dans le cas stationnaire, les équations de Rankine-Hugoniot s'écrivent justement F
L
= F
R
.
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5.1.3 Variantes
Outre la diérence que l'on peut observer entre les schémas AUSM et AUSM+, il existe
un certain nombre de variantes qui découlent des choix possibles lors de la construction
du ux numérique.
5.1.3.1 AUSM-M et AUSM-U
Le schéma décrit dans le paragraphe 5.1.1 est basé sur une décomposition du nombre
de Mach. Nous le nommons donc AUSM-M. Dans les publications originales,
[32]
une décom-
position de la vitesse est proposée :
F
1=2
= u
1=2
0
@

u
H
1
A
L=R
+
0
@
0
p
1=2
0
1
A
(5.14)
où u
1=2
= a
L
M
+
L
+ a
R
M
 
R
.
Ce schéma, que nous nommons AUSM-U, a la particularité de ne pas conserver exacte-
ment les lignes de glissement stationnaires, contrairement à AUSM-M.
Par la suite, sauf indication contraire, c'est le schéma AUSM-M qui sera utilisé sous le
nom générique AUSM.
Ordre des polynômes Les propriétés (5.1) peuvent être satisfaites par des polynômes
M

et p

d'ordre supérieur. Liou
[33,34]
recommande, à travers les critères
d
2
p

dM
2
(1) = 0
et
d
2
M

dM
2
(0) = 0, certaines expressions avec des polynômes d'ordre plus élevés. Mais on
n'observe pas d'amélioration signicative du comportement du schéma AUSM. Nous nous
contenterons donc des dénitions originales.
5.2 La famille de schémas WAVES
Nous commençons tout d'abord par montrer qu'il existe une autre façon de décompo-
ser le ux. Cette décomposition semble plus proche du principe de décomposition convec-
tion/acoustique. C'est pourquoi nous nommons cette famille de schémas WAVES (Wave
and Advection Vector Splitting).
5.2.1 Alternative à la décomposition convection/pression
Liou et Steen semblent choisir la décomposition du ux en termes convectif et de
pression via la mise en facteur de la vitesse u :
F = u
0
@

u
H
1
A
+
0
@
0
p
0
1
A
(5.15)
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Cette décomposition n'est pas forcément la meilleure. En particulier, la justication
du terme de pression sur l'équation de quantité de mouvement seule n'est pas très claire.
D'ailleurs, le calcul des valeurs propres des jacobiennes de chacun des termes réfute le
choix de cette décomposition. En eet, les valeurs propres du terme dit convectif sont
(u; u; u)
T
; celles du terme de pression (0; 0; ( 1)u)
T
. Le terme de pression ne semblent
donc pas du tout régi par des ondes de type acoustique, puisque les valeurs propres ne
font même plus intervenir la vitesse du son.
D'autres choix sont possibles. En particulier, on peut décomposer le ux de façon
plus justiée. La décomposition suivante semble plus naturellement représenter un terme
convectif et un terme acoustique.
F =
0
@
u
u
2
uE
1
A
+
0
@
0
p
up
1
A
= u  U + P (U) (5.16)
En eet, la jacobienne du terme convectif possède une valeur propre triple u tandis que
le second terme, acoustique, est de valeurs propres

 
q
 1

a; 0;
q
 1

a

. Ces valeurs
propres font donc apparaître un découplage entre la convection et l'acoustique, qui justie
cette décomposition.
Par contre, contrairement à ce qui a été avancé par Zha et al ,
[75]
et même si la décom-
position précédente peut aussi s'écrire
F = RR
 1
U = R
0
@
u 0 0
0 u 0
0 0 u
1
A
R
 1
| {z }
I
 U +R
0
@
 a 0 0
0 0 0
0 0 a
1
A
R
 1
| {z }
II
 U (5.17)
elle ne permet pas de calculer les valeurs propres, ni même de conclure sur la diagonali-
sation des matrices I et II puisque ces tenseurs ne sont pas les jacobiennes des termes
décomposés u  U et P (U). La jacobienne du terme convectif n'est d'ailleurs pas diagona-
lisable.
Cette décomposition du vecteur ux dénit une famille de schémas, WAVES, dont fait
partie le schéma FVS de Zha et Bilgen
[75]
ainsi que le schéma WPS de Halt et Agarwal,
[17]
plus proche de AUSM par sa forme hybride.
5.2.2 Schéma FVS de Zha et Bilgen
Zha et Bilgen
[75]
proposent un schéma FVS basé sur la décomposition (5.16). Le ux
numérique s'écrit donc :
F
ZB
= F
+
L
+ F
 
R
(5.18)
où
F

(U) = u

 U + P

(5.19)
avec
u

=
u juj
2
et P

=
1
2
p
0
@
0
1M
u a
1
A
(5.20)
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La forme proposée par Zha et Bilgen est intéressante car elle concilie deux propriétés
a priori prometteuses :
 les fonctions u

et p

telles qu'elles ont été choisies, permettent le calcul exact des
lignes de glissement stationnaires, gage de précision pour les calculs visqueux ;
 le schéma garde sa forme FVS qui est en général, d'après les exemples connus, une
signe de robustesse.
Néanmoins, à ce jour, ce schéma n'a pu passer les tests avec succès. Le schéma a un
comportement instable, quel que soit le nombre de CFL utilisé, bien queles auteurs
[75]
aient présenté des résultats.
5.2.3 Schéma WPS
Le schéma WPS de Halt et Agarwal
[17]
utilise aussi la décomposition convection et
acoustique, mais le décentrement est assuré, comme pour le schéma AUSM, par le calcul
d'un nombre de Mach moyen M
1=2
. Le ux numérique à l'interface s'exprime :
F
1=2
=M
1=2
a
L=R
U
L=R
+
0
@
0
p
1=2
(up)
1=2
1
A
(5.21)
où 
L=R
désigne respectivement l'état gauche (droit) si M
1=2
est positif (négatif) ; et les
dénitions suivantes :
M
1=2
=M
+
L
+M
 
R
et M

= 
1
4
(M  1)
2
(5.22a)
p
1=2
= p
+
L
+ p
 
R
et p

=
p
4
(M  1)
2
(2M) (5.22b)
(up)
1=2
= (up)
+
L
+ (up)
 
R
et (up)

=
up
4
(M  1)
2
(2M) (5.22c)
dans les zones subsoniques. On applique le décentrement complet dans les zones superso-
niques.
On remarque que contrairement au schéma de Zha et Bilgen, la fonction (up)

change
de signe en fonction du nombre de Mach. Cette même fonction s'annule pour M = 0 et
permet donc la conservation des lignes de glissement stationnaires.
5.2.4 Schéma WAVES-P
Nous généralisons quelque peu le schéma WPS en particulier en ce qui concerne la
fonction de décentrement du terme de pression de l'équation de l'énergie. Plusieurs choix
sont possibles :
(up)

= pa
M  1
2
(5.23a)
(up)

= paM
1M
2
(5.23b)
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(up)

= pa
(M  1)
2
4
(5.23c)
(up)

= paM
(M  1)
2
(2M)
4
(5.23d)
Le choix (5.23a) a été fait par Zha et Bilgen. Halt et Agarwal privilégient les choix (5.23b)
et (5.23d). Ces derniers permettent la capture exacte des lignes de glissement stationnaires
mais ne sont pas de signe constant en fonction du nombre de Mach.
Au contraire, les choix (5.23a) et (5.23c) restent de signe constant. Nous privilégions le
choix (5.23c) pour le schéma WAVES-P (P pour polynôme). Néanmoins, ce choix ne permet
ni la capture exacte des lignes de glissement stationnaires, ni d'assurer l'isoénergéticité
des solutions stationnaires.
5.3 La technique HUS
Dès 1992, Coquel et Liou,
[4]
proposent une technique d'hybridation qui a pour but de
combiner les avantages respectifs des schémas FVS et FDS. Contrairement à la technique
qui a donné naissance au schéma AUSM, technique fondée sur l'introduction articielle
d'une dépendance partagée des états gauche et droit dans une méthode FVS à la base, la
technique de Coquel consiste à décomposer, dans un schéma, les diérentes contributions
associées à chacune des ondes. Ces diérentes contributions sont ensuite recombinées judi-
cieusement an de proter des propriétés adéquates et recherchées des diérents schémas.
Pour un schéma donné, il s'agit de dénir, dans un premier temps, un chemin d'inté-
gration adapté entre U
L
et U
R
, dans l'espace des phases. Ce chemin est symbolisé sur la
gure suivante
U
?
R
 
L
 
?
U
?
L
U
R
U
L
 
R
où  
L
et  
R
sont les chemins d'intégration associés aux ondes non-linéaires (NL), tandis
que  
?
correspond à l'onde linéairement dégénérée (LD).
On cherche ensuite à écrire le schéma sous la forme
F
?
(U
L
;U
R
) =
1
2
(F
L
+ F
R
) 
1
2
Z
 
L
[ 
?
[ 
R
jAjdU (5.24)
Tout schéma ne peut pas s'écrire de façon évidente sous cette forme. C'est par contre
la forme naturelle que prend le schéma d'Osher, où le chemin d'intégration est celui de la
classique décomposition à l'aide des invariants de Riemann, et où jAj provient directement
de la jacobienne de ux physique




@F
@U




.
Les schémas FVS, quant à eux, peuvent toujours s'écrire sous cette forme, quelque soit
le chemin d'intégration, et avec la matrice
jAj =
@F
+
@U
 
@F
 
@U
(5.25)
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L'hybridation proposée par Coquel devient alors naturelle : on peut combiner la ro-
bustesse des schémas FVS pour le calcul des ondes non-linéaires et la précision du schéma
d'Osher en ce qui concerne le calcul des discontinuités de contact. Ce ux s'écrit alors :
F
?
(U
L
;U
R
) =
1
2
(F
L
+ F
R
) 
1
2
Z
 
L
[ 
R
jA
FVS
jdU  
1
2
Z
 
?
jA
Osher
jdU (5.26)
Une étude plus détaillé et une formulation mathématique plus stricte est disponible
dans la référence suivante.
[5]
Après simplication, le schéma s'exprime :
F
HUS
= F
+
(U
L
) + F
 
(U
R
) +

 F
 
(U
?
R
) + F
 
(U
?
L
) si u
?
> 0
+F
+
(U
?
R
)  F
+
(U
?
L
) sinon
(5.27)
où u
?
est la vitesse commune des états U
?
L
et U
?
R
, vitesse de la discontinuité de contact
séparant ces états dans le problème de Riemann approché.
5.4 Hybridation avec Osher : EFMO
L'approche de Coquel et Liou
[5]
peut être appliquer au schéma EFM qui se montre un
excellent candidat pour le calculs des phénomènes sévères. L'hybridation se fait de façon
classique avec le schéma d'Osher. Le schéma résultant est nommé EFMO
[39,40]
et l'expression
de son ux numérique se résume à :
F
EFMO
= F
+
(U
L
) + F
 
(U
R
) +

 F
 
(U
?
R
) + F
 
(U
?
L
) si u
?
> 0
+F
+
(U
?
R
)  F
+
(U
?
L
) sinon
(5.28)
où u
?
est la vitesse projetée sur la normale à l'interface considérée, commune aux états
intermédiaires d'Osher U
?
L
et U
?
R
, calculés à partir des états U
L
et U
R
.
Comme pour le schéma d'Osher, il existe deux variantes selon l'ordre des valeurs
propres utilisé pour le calcul des états intermédiaires. L'ordre sera dit naturel (ON) pour
le choix de l'ordre croissant, et inverse (OI) pour l'ordre décroissant.
Notons qu'en ce qui concerne le calcul des états intermédiaires d'Osher, même si le
choix de l'ordre des valeurs propres pour le chemin d'intégration semble libre, seul l'ordre
naturel conduit aux états physiques qui correspondent aux zones intermédiaires dans la
résolution exacte du problème de Riemann associé à une évolution homentropique (cas de
deux détentes). Le schéma d'Osher original utilise, lui, l'ordre inverse.
Comme le propose Moschetta,
[40]
il est possible de faire localement basculer l'ordre des
valeurs propres pour assurer la positivité des états intermédiaires car ceux-ci ne peuvent
être simultanément non positifs.
5.5 Généralisation de l'hybridation
Nous proposons ici une méthode généralisée d'hybridation entre deux schémas. De
façon similaire à la méthode HUS classique, on suppose que l'on peut décomposer deux
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schémas sur une chemin d'intégration commun : un schéma noté NL qui sera censé agir
sur les ondes non-linéaires, et un schéma noté LD qui doit calculer les ondes linéairement
dégénérées. On écrit alors les ux F
?
NL
(U
L
;U
R
) et F
?
LD
(U
L
;U
R
) de ces deux schémas :
F
?
NL
=
1
2
(F
L
+ F
R
)  
1
2
Z
 
L
[ 
R
jA
NL
jdU  
1
2
Z
 
?
jA
NL
jdU (5.29a)
F
?
LD
=
1
2
(F
L
+ F
R
)  
1
2
Z
 
L
[ 
R
jA
LD
jdU  
1
2
Z
 
?
jA
LD
jdU (5.29b)
On cherche à exprimer le ux hybride à l'aide des termes encadrés. On utilise pour
cela les ux suivants qui s'expriment :
F
?
NL
(U
L
;U
R
) =
1
2
(F
L
+ F
R
) 
1
2
Z
 
L
[ 
R
jA
NL
jdU  
1
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Le ux hybride s'écrit alors
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Ce calcul nécessite, par contre, une propriété particulière de la solution du problème de
Riemann qui a été considéré pour dénir le chemin d'intégration. An que les intégrales des
équations (5.30b) et (5.30c) correspondent aux termes encadrés des équations (5.29a) et
(5.29b), le chemin d'intégration  
?
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) = ?. Cette condition est
respectée par le chemin d'intégration déni par les invariants de Riemann.
Dénition 9 Soit
 une méthode de résolution du problème de Riemann dénie par les états intermé-
diaires U
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), fonctions de états gauche et droit, tels que
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 deux schémas notés NL et LD, de ux numérique F
?
NL
et F
?
LD
,
On dénit, à l'aide de la méthode d'hybridation généralisée, le ux hybride F
?
HUS
, NL
corrigé par LD, dont l'expression est :
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Remarques :
 La condition (5.32) assure que le schéma hybride, appliqué au calcul de lignes de
glissement, dégénère au schéma LD,
 Dans le cas particulier où les schémas NL et LD sont tous deux capables de résoudre
exactement les lignes de glissement, les deux derniers termes de l'expression (5.33)
se compense exactement. Le ux hybride coïncide alors avec le ux du schéma NL,
quels que soient les états U
L
et U
R
auxquels il est appliqué.
Des résultats de la méthode d'hybridation appliquée à divers schémas sont présentés
dans le chapitre 6 de résultats.
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Chapitre 6
Résultats généraux
Dans ce chapitre, nous présentons un certain nombre de résultats dans des cas mo-
nodimensionnels et bidimensionnels. Cette série de résultats ne se veut pas exhaustive.
On cherche simplement à résumer les diérents comportements des schémas. Les résultats
seront présentés à titre d'illustrations.
Une série de résultats sur des études particulières comme l'hybridation généralisée de
schémas sera aussi donné dans ce chapitre.
6.1 Tests monodimensionnels
6.1.1 Problème de Sod subsonique
Ce cas est un test simple qui permet d'avoir une première vue générale du comporte-
ment d'un schéma sur les trois types d'onde principalement rencontrée dans la mécanique
des uides compressibles : les détentes, les chocs, et les discontinuités de contact. La so-
lution théorique est partout subsonique. On observe les points suivant :
 La plupart des schémas, FVS, FDS, ou hybrides, ont des comportements similaires. La
propriété de résolution des discontinuités de contact n'a pas d'eet (ou pratiquement
négligeable) sur ce cas où la discontinuité est justement en mouvement. À titre
d'illustration, on compare le schéma de Roe et le schéma EFM sur la gure 6.1 : la
seule diérence notable se situe au niveau du pied de la détente, côté interne ;
 le schéma EIM (gure 6.2) montre déjà sur ce cas des faiblesses puisqu'on observe
des oscillations au niveau du pied de la détente et qu'il diverge plus loin lors de
l'interaction entre la ligne de glissement et la réexion du choc ;
 le schéma HLLE se montre le moins précis, le plus diusif sur ce cas ;
 le schéma AUSM-M ore des résultats très convenables et comparables à ceux fournis
par le schéma de Roe. Il est néanmoins nécessaire de diminuer le nombre de CFL
pour les premiers pas de calcul. Les raisons seront détaillées dans la partie III sur
la positivité ;
 le schéma AUSM+ calculé avec la formulation (5.9) dite pour les relations de Rankine-
Hugoniot (R-H) présente une anomalie importante pour le problème subsonique
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(Figure 6.3), et diverge dans le cas supersonique.
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Fig. 6.1  Problème de Sod subsonique : schémas de Roe et EFM.
6.1.2 Problème de Sod supersonique
Ce cas est dérivé du premier, avec un rapport de pression initial plus important qui
rend les phénomènes plus intenses. La détente est plus importante et rend l'écoulement
supersonique.
 on observe, pour tout les schémas, sauf le schéma EFM, et sa version hybride, EFMO,
produisent une légère discontinuité au niveau du point sonique. Les schémas EFM
et EFMO traversent de façon continue le point sonique dans la détente, contraire-
ment au schéma de Roe et le schéma EIM. Cela inrme l'hypothèse selon laquelle
cette anomalie serait due à la non-diérentiabilité des ux. En eet, Van Leer pose
des conditions de diérentiabilité du ux numérique aux points soniques pensant
résoudre cette anomalie déjà présente pour le schéma de Steger et Warming, celui
de Roe et celui d'Osher. Cette tentative s'est révélée être un échec de ce point vue
puisque ce défaut reste présent. Néanmoins, le schéma EFM dont le ux numérique
est inniment diérentiable par rapport à ses états semble appuyer l'hypothèse de
la nécessité de diérentiabilité du ux numérique. On aurait pu penser que le décen-
trement non complet du ux numérique dans les zones supersoniques jouait un rôle
dans les résultats du schéma EFM, mais le schéma EIM qui possède ces mêmes proprié-
tés
1
contredit ces hypothèses puisqu'il présente le même défaut (gure 6.4) ; Mais
cela pourraît être dû à la façon dont ce décentrement est eectué. Cette question
est détaillé par Moschetta
[42]
et une correction est proposée ;
1. innie diérentiabilité des ux et décentrement non complet dans les zones supersoniques.
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Fig. 6.2  Problème de Sod subsonique : schémas de Roe et EIM.
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Fig. 6.3  Problème de Sod subsonique : Schémas AUSM-M et AUSM+ (R-H)
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 tout comme pour le problème de Sod subsonique, il est nécessaire de diminuer le
nombre de CFL aux premières itérations pour éviter au schéma AUSM, de diverger.
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Fig. 6.4  Problème de Sod supersonique : Schémas EFM et EIM
6.1.3 Ligne de glissement
Dans le cas d'une ligne de glissement stationnaire, les résultats sont évidemment com-
plètement diérents selon que le schéma possède la propriété de conservation de ces dis-
continuités (AUSM, AUSM+, schéma de Roe sans correction, HLLC, EFMO) ou non (EFM, schéma
de van Leer, schéma de Steger et Warming, HLLE).
Si la ligne de glissement est en mouvement, les diérences sont beaucoup moins frap-
pantes, car la diusion est en grande partie due à la représentation de la discrétisation. La
gure 6.5 montre en eet que les épaisseurs numériques de la discontinuité sont semblables
pour les schémas de Roe et EFM, réputé très diusif. Par contre, on observe que le schéma
de Roe conserve la pression alors que, pour le schéma EFM, une onde acoustique qui s'est
propagée dans les deux milieux. Cette onde est vraisemblablement due à l'épaississement
initial violent avec le schéma EFM.
Ces diérences s'amenuisent avec la vitesse de la ligne de glissement et disparaissent
dans un écoulement supersonique.
6.1.4 Apparition du vide
Deux cas sont traités : l'un où les détentes intenses créent une zone à très basse pres-
sion ; l'autre où ces détentes font apparaître le vide. Einfeldt
[10]
a montré qu'un schéma
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Fig. 6.5  Ligne de glissement instationnaire, schéma de Roe et EFM.
basé sur la résolution du problème de Riemann linéarisé ne peut calculer ces cas.
 Alors que le schéma de Roe diverge, les schémas EFM, EIM et EFMO orent des résultats
équivalents pour le cas proche de l'apparition du vide, sauf sur la ligne de symétrie,
où l'on observe des pics de température importants (gure 6.6). Ce problème ap-
paraît dans une plus ou grande mesure avec tous les schémas. Il est certainement
dû à la décroissance découplée de la masse volumique et de la pression, créant des
erreurs importantes sur leur rapport si l'un décroît plus vite que l'autre ;
 dans ce cas de calcul sévère, on observe l'arrêt du calcul avec les schémas d'Osher
(ON) et EFMO (ON) qui est dû à la non-existence des états intermédiaires dans le
schéma. Seul l'inversion locale de l'ordre des valeurs propres, comme le propose
Moschetta
[40]
permet de résoudre le problème.
6.1.5 Collision de chocs
Les conditions de ce cas sont détaillées dans la section 3.3 de la partie I. Il met en
jeu l'interaction, à l'instant initial de deux chocs sévères, qui remontent l'écoulement
supersonique.
 Le schéma EFM calcule sans problème ce cas tandis que le schéma EIM diverge. En ce
qui concerne EFMO (gure 6.7), l'hybridation avec le schéma d'Osher crée un pic de
température sur la ligne de symétrie pour l'ordre naturel. Ce pic est rencontré avec
tous les schémas qui possèdent la propriété de conservation des discontinuités de
contact. En eet, un pic de température est créé à l'instant initial, puis est conservé
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Fig. 6.6  Cas d'apparition du vide : Schémas EFM et EIM.
par tous ces schémas puisqu'il est traité comme une zone de masse volumique stra-
tiée. Meniko
[38]
montre que ce pic est dû à l'interaction des épaisseurs de choc,
non physiques ;
 de façon similaire au cas de détentes intenses, l'utilisation de l'ordre inverse (OI)
est proscrite dans les schémas d'Osher et EFMO, puisque les états intermédiaires
n'existent pas aux premiers pas de temps. Seul un basculement local de l'ordre
comme le propose Moschetta
[40]
permet le calcul.
6.2 Tests bidimensionnels
On retrouve souvent dans les tests bidimensionnels les mêmes dicultés rencontrées
dans les tests monodimensionnels. Il s'ajoute des dépendances en maillage, des eets de
diusion liés au non-alignement des phénomènes avec le maillage, des problèmes intrinsè-
quement bidimensionnels comme les instabilités de choc.
6.2.1 Double réexion de Mach
Un calcul haute résolution (maillage 600600) a été eectué avec le schéma EFM, avec
une montée en ordre de type MUSCL (limiteur van Albada). De la même façon que pour
le cas de la diraction, le champ de vitesse pseudo-stationnaire est calculé pour tracer les
trajectoires des particules (Figure 3.5b).
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Fig. 6.7  Collision d'écoulements : Schémas EFM et EFMO
Le calcul de ce cas soure parfois d'une anomalie appelée kinked Mach stem
[51]
qui
perturbe le pied du choc et crée un point triple supplémentaire. Ce phénomène fera partie
de l'étude de la partie IV sur les pathologies de chocs. De plus, la capture des surfaces de
glissement nécessite une précision importante, largement hors de portée des schémas du
premier ordre.
Les calculs sont eectués sur un maillage 200 100 (Figure 6.8). La gure 6.8 montre
que le schéma de Roe et celui d'Osher (quel que soit l'ordre des valeurs propres) sont
frappés par cette anomalie contrairement au schéma EFM. On note la diusion extrême
de la ligne de glissement attachée au premier point triple. La diusion masque aussi
complètement le second point triple, et le choc secondaire.
6.2.2 Onde de choc, reexion-diraction
Sur la gure 6.9 sont représentés le maillage (un point sur deux) et les calculs au
premier ordre avec les schémas de Roe, de van Leer, d'Osher et le schéma EFM de Pullin.
On remarque :
 le choc de détente attaché sur la pointe, excepté pour le schéma EFM. Ce phénomène
est similaire à celui du glitch sonique
[42]
;
 les eets importants du maillage pour le choc rééchi qui diuse de façon impor-
tante ;
 la discontinuité de masse volumique sur une verticale au pied de la rampe, due à la
variation brutale des lignes de maillages ;
 la diérence d'orientation des lignes isochores à la paroi pour le schéma d'Osher,
ainsi que pour les autres schémas résolvant les lignes de glissement. Ce phénomène
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Maillage 100 50 EFM
Roe (sans correction) Osher (OI)
Fig. 6.8  Maillage du cas DMR et quelques résultats (, en 200 100)
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Maillage 100 100 EFM
van Leer Osher (ON)
Fig. 6.9  Maillage du cas réexion-diraction et quelques résultats (, en 200 200)
est vraisemblablement dû à l'anomalie décrite pour le cas de la DMR, le kinked
Mach stem, qui apparaîtrait au moment de la reexion du choc ;
 les phénomènes de décollement, les chocs secondaire associés, sont totalement oc-
cultés par la diusion numérique des méthodes du premier ordre ; et ceci quel que
soit le schéma et sa capacité à conserver les discontinuités de contact ou non.
6.2.3 Cylindre en hypersonique
Les calculs ont été eectués sur un maillage 80  160. Les contours de température,
grandeur sensible pour ce cas, ont été tracés pour plusieurs schémas sur la gure 6.10.
Le schéma EFM ore des contours réguliers contrairement au schéma EFMO. Celui-ci, avec
l'ordre naturel des valeurs propres (ON), présente des irrégularités sur la ligne de symé-
trie. De plus, des oscillations de la température sont visibles à la paroi. Tandis que le
même schéma avec l'ordre inverse (OI) conduit à un carbuncle. On constate ici l'échec de
l'hybridation HUS de EFM et Osher en ce qui concerne ce défaut. En eet, les anomalies
propres au schéma d'Osher apparaissent sur la ligne de symétrie. On note néanmoins que
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le résultat avec l'ordre naturel est beaucoup moins marqué.
Maillage 40 80 EFM EFMO (ON) EFMO (OI)
Fig. 6.10  Cylindre à Mach 10, isothermes
6.2.4 Test de Quirk
Le détail de ce test est donné dans la partie IV. On voit apparaître lors de la propa-
gation d'une onde choc instationnaire une instabilité qui conduit à l'éclatement du choc
droit.
Tous les schémas dits diusifs, c'est-à-dire ne résolvant pas les ligne de glissement,
sont exempts de cette pathologie. Tous les schémas qui ont cette propriété, les schémas
FDS en particulier, sont victimes de cette anomalie. Seul le schéma AUSM intègre de façon
déconcertante ces deux propriétés.
Hybridation généralisée
Plusieurs d'hybridation selon la technique de Coquel généralisée (détaillée dans la
section 5.5) ont été testées avec les schémas de Roe, d'Osher
2
, AUSM et EFM. Les schémas
2. le schéma d'Osher est calculé avec le choix de l'ordre naturel des valeurs propres
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de Roe et d'Osher échouent dans le calcul de ce cas. Il n'a donc pas semblé pertinent
de tester l'hybridation entre ces deux schémas. De plus, le schéma EFM ne résolvant pas
exactement les lignes de glissement, l'hybridation de ce schéma a été restreinte sur les
ondes non-linéaires.
Les résultats des simulations du test de Quirk par les diérents schémas envisagés
sont regroupés dans la gure 6.11 où deux coupes successives montrent l'état du choc
aux positions x = 30 et x = 36. Une synthèse de ces résultats est présentée dans le
tableau (6.1). La diagonale sanctionne les résultats des schémas seuls sans hybridation.
Les cases grisées représentent des hybridations non pertinentes précédemment citées mais
les résultats y gurent par souci d'exhaustivité.
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Tab. 6.1  Résultats des tentatives d'hybridation pour le calcul du test de Quirk
On observe que :
 contre toute attente, toute hybridation du schéma EFM (en tant que schéma pour les
ondes non-linéaires) avec un schéma résolvant exactement les lignes de glissement
fait apparaître l'anomalie du test de Quirk, y compris avec le schéma AUSM qui, seul,
en est exempt ;
 par contre, l'utilisation du schéma AUSM pour les ondes non-linéaires produit des
schémas qui passent avec succès ce test ;
 enn, toute hybridation où le schéma utilisé pour les ondes non-linéaires n'est pas
AUSM conduisent à l'apparition de l'anomalie.
On en déduit :
 l'échec de l'hybridation avec le schéma EFM en ce qui concerne le test de Quirk et
donc probablement le carbuncle et le kinked Mach stem des DMR. Il est décevant que
l'hybridation qui permet de compenser le seul défaut du schéma EFM(diusivité au
niveau des discontinuités de contact) fait aussi apparaître les anomalies ici testées.
En eet, le schéma EFM n'a pratiquement pas d'égal pour le calcul des phénomènes
liés aux ondes non-linéaires tels que les chocs et détentes intenses : il procure robus-
tesse, positivité et régularités des prols ;
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Fig. 6.11  Test de Quirk, schémas HUS, schéma ondes NL / schéma ondes LD
 la robustesse du schéma AUSM face à l'anomalie du test de Quirk semble liée au
calcul des ondes non-linéaires. Cette robustesse est empiriquement reconnue par
plusieurs auteurs mais reste surprenante car elle est encore inexpliquée. Ce résultat
est d'autant plus surprenant que l'on met généralement en cause la propriété de
calcul exact des lignes de glissement. En eet, toute hybridation du schéma AUSM en
tant que schéma pour les ondes non-linéaires produit un schéma stable pour ce test.
Au contraire, toute hybridation du schéma AUSM en tant que schéma pour les ondes
linéairement dégénérées produit un schéma décevant (y compris avec le schéma EFM).
Ces résultats peuvent être nuancés par la complexité de l'hybridation : le choix du
schéma AUSM, ou tout autre schéma résolvant les lignes de glissement, en tant que
schéma pour les ondes non-linéaires, fait dégénérer l'hybridation puisque le schéma
hybride est complètement équivalent au schéma choisi pour les ondes non-linéaires.
6.3 Calculs visqueux
En plus de l'aspect robustesse nécessaire dans le calcul de cas d'écoulements hyperso-
niques de uide parfait, l'aspect précision devient primordial pour la simulation d'eets
visqueux an de prévoir les bons coecients de frottement, les positions de décollements,
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etc.
6.3.1 Plaque plane dans un écoulement supersonique
Ce premier cas de calcul d'un écoulement visqueux est celui de la couche limite super-
sonique laminaire sur plaque plane sans incidence. Les conditions de calcul sont détaillées
dans la section 3.3 de la partie I
Dans un premier temps, la plupart des schémas en étude sont testés au premier ordre.
Le niveau de convergence atteint est de six ordres de grandeur. Il apparaît (Figures 6.12)
très nettement deux catégories de schémas :
 les schémas qui résolvent exactement les lignes de glissement stationnaires et qui
orent donc très peu de dissipation transversale. Ce sont les schémas de Roe, Osher,
AUSM ;
 les schémas qui, au contraire, ne voient pas ce type de discontinuités. La dissipation
numérique importante et de surcroît liée à la répartition de points, épaissit énormé-
ment la couche limite. Ce sont pour la plupart les schémas FVS (EFM, van Leer). Le
schéma EIM est touché de façon moins importante mais non négligeable. On note un
surprenant prol de vitesse avec un point d'inexion.
On remarque une diérence entre le calcul par le code de couche limite 3C3D et
les résultats obtenus par résolution des équations de Navier-Stokes avecl'ensemble des
schémas dits précis dans le paragraphe précédent. En eet, une erreur apparaît sur le
prol de température (gure 6.12) à la frontière de la couche limite. La gure 6.13 montre
que les eets du ranement sont peu visibles et le décalage avec les résultats du code de
couche limite demeurent.
Le schéma de Roe, particulièrement apprécié pour sa simplicité et sa précision, néces-
site en général une correction dite correction d'entropie. Pour éviter certains défauts, cette
correction est employée abusivement et peut conduire à des dégradations importantes de
la précision du schéma.
En eet, une correction paramétrique simple du type Harten a été utilisée sur toutes
les valeurs propres et on observe sur la gure 6.14 que les valeurs du paramètre nécessaire
à la robustesse du schéma détruisent la précision acquise à l'origine. Il devient nécessaire
d'utiliser des corrections plus élaborées
[28]
à partir de senseurs de pression par exemple.
Mais on se rapproche alors des schémas à dissipation articielle où une série de paramètres
est à ajuster selon le cas de calcul.
Une étude plus poussée de la précision des schémas est en cours. Néanmoins, ces calculs
montrent que la résolution exacte des lignes de glissement est une propriété nécessaire pour
le calcul des couches limites (Notons que ces conclusions sont établies pour des calculs au
premier ordre).
6.3.2 Cône dans écoulement hypersonique
On rappelle les caractéristiques de l'écoulement :
 il s'agit d'un cône de demi-angle au sommet 10
o
, sans incidence ;
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Fig. 6.12  Comparaison de schémas, Prols de vitesse longitudinale et de température
en x = 0:8
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Fig. 6.13  Eet du ranement, Schéma de Roe
 le nombre de Mach inni amont est M
1
= 7:95 ;
 la température statique amont est T
1
= 56:857K
 le nombre de Reynolds unitaire est Re = 4:2  10
5
;
 la paroi est adiabatique.
Les diérents calculs sont eectués avec 50 points dans la direction normale à la couche
limite. Le calcul de référence a été produit à l'aide du schéma EFM, étendu au second ordre,
et sur 600 cellules. La gure 6.15 montre une comparaison des diérents schémas :
 le schéma de Roe, dont la dissipation numérique disparaît dans la zone cisaillée de
la couche limite, calcule correctement tous les phénomènes déjà au premier ordre ;
 les schémas EFM et HLLE, l'un FVS et l'autre FDS mais n'incluant pas la capture
des lignes de glissement, épaississent beaucoup trop la couche limite. L'angle du
choc faible est donc surestimé, ainsi que, fatalement, le niveau de pression dans la
couche limite. Les écarts de la température à la paroi ne sont par contre pas très
importants ;
 le schéma HLLE se révèle ici bien plus dissipatif que le schéma EFM, car tous les
phénomènes détaillés ci-dessus sont intensiés avec cette méthode intégrale.
La seconde gure présente l'eet des corrections d'entropie, appliquées spéciquement
à chacune des valeurs propres :
1. les valeurs propres acoustiques u a ;
2. une des valeurs propres u, associée à l'onde entropique ;
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Fig. 6.14  Eet de la correction d'entropie étendue
3. l'autre valeur propre u, associée à l'onde de vorticité.
La correction appliquée est de 10% du rayon spectral. On observe
 que la seule correction bénéciant d'une justication mathématique, la correction
sur les ondes acoustiques, n'a aucun eet sur les couches limites ;
 toutes les autres corrections ont un eet important sur le calcul de la couche limite.
En particulier, l'utilisation couplée de la correction sur les ondes entropique et de
vorticité ont l'eet connu d'épaississement des couches limites ;
 par contre, l'utilisation d'une correction sur une seule des valeurs propres u à un
eet désastreux sur le prol de température et la température à la paroi.
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Fig. 6.15  Comparaison de diérents schémas.
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Fig. 6.16  Eet de la correction d'entropie spécique sur le schéma de Roe.
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Nous nous sommes attaché à reprendre dans cette partie les fondements et les principes
de construction des diérents schémas que l'on peut aujourd'hui trouver pour la résolution
des équations d'Euler compressibles dans des cas d'écoulements présentant des ondes de
choc.
Notre intérêt s'est focalisé sur les méthodes cinétiques, la résolution du problème de
Riemann, ainsi que les récentes méthodes hybrides. Un regard critique a été porté an de
justier, pointer les défauts, ou corriger un certain nombre de ces méthodes.
 en ce qui concerne les schémas dits solveurs de Riemann, an de gérer au mieux
le calcul des états intermédiaires, et en particulier leur existence physique, nous
privilégions des méthodes de résolution approchée du problème de Riemann et de
leur appliquer ensuite la méthode de Godunov, plutôt que d'utiliser des schémas
avec des formulations clefs en main comme celle du schéma d'Osher ou du schéma
de Roe. En eet, on se voit rapidement confronté à des problèmes de positivité
avec ces schémas. De plus, les variantes et le contrôle du calcul sont beaucoup plus
diciles à mettre en place ;
 nous insistons sur l'intérêt des méthodes cinétiques, et en particulier du schéma
EFM, entropique, positif, et dénué de toutes les anomalies qui ont pu être citées au
cours de ce mémoire, y compris les discontinuités au voisinnage des lignes soniques
dans les détentes. Côté précision, il ne se révèle pas plus dissipatif (tout comme
tous les schémas FVS) sur le calcul de toute discontinuité de contact non alignée
avec le maillage, ou en mouvement, qu'un quelconque schéma capable de conserver
ces discontinuités. Les moindres diérences au premier ordre sont de toute façon
complètement gommées au second ordre. Son principal défaut est la diusion des
discontinuités de contact alignées avec le maillage, et donc un épaississement in-
acceptable des couches limites. Nous remarquons cependant que ces défauts sont
moins marqués que pour le schéma HLLE, par exemple ;
 une étude poussée des méthodes intégrales appliquée à la résolution du problème de
Riemann a été proposée. Un premier point a été de reprendre les formulations déjà
proposée par Harten et al
[19]
et Toro
[60]
et de clarier les hypothèses utilisées. Les
propriétés de ces schémas ont été mises en évidence. Sur cette base, une variante
HLLK, a été proposée et justiée pour combiner la positivité, la suppression du glitch
sonique, et une précision accrue dans les détentes intenses. Puisque cette variante est
basée sur l'évaluation des vitesses S
L
et S
R
, la variante HLLCK du schéma HLLC est
elle aussi envisageable an d'ajouter la conservation des discontinuités de contact à
cette liste de propriétés ;
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 les méthodes hybrides dans la lignée de la méthode HUS de Coquel
[4]
ont été étudiées.
Le schéma EFMO, proposé par Moschetta
[40]
s'est révélé être un bon candidat. Il a
été montré que l'ordre naturel des valeurs propres est préférable dans le calcul. Un
basculement local est parfois nécessaire an d'éviter le calcul d'états intermédiaires
non-physiques. La méthode HUS a d'autre part été appliquée à la résolution du
problème de Riemann linéarisée, moins coûteuse que la résolution classique par les
invariants complets. Mais il n'y a pas de changements signicatifs des résultats.
Enn, la méthode d'hybridation a été généralisée pour tout schéma. Ici, encore,
aucune amélioration n'a été notée. Le schéma EFMO se révèle toujours le meilleur
exemple. Ces méthodes restent par contre encore coûteuses.
 Les schémas de la famille AUSM, ainsi que les méthodes d'hybridations associées ont
été détaillées. La formulation de ce schéma ne nous paraît pas satisfaisante pour
plusieurs points :
 le choix de la décomposition entre le terme dit convectif et le terme de pression
n'est pas justié ;
 la résolution exacte des lignes de glissement a été obtenue par un artice sur
le calcul du nombre de Mach moyen, et non par une véritable prise en compte
de l'onde associée dans la structure de la solution ;
 malgré sa notoriété, il soure d'oscillations post-choc et d'une étonnante fai-
blesse dans le calcul de problèmes de base comme celui de Sod.
Néanmoins, à part dans le cas précédemment cité, il montre une bonne robustesse. Il
est par contre le seul schéma à notre connaissance à éviter la plupart des pathologies
de type carbuncle (voir partie IV) et à intégrer la résolution exacte des discontinuités
de contact.
Au vu de cette étude, aucun des schémas étudiés ne possède toutes les propriétés
souhaitables. Notre préférence va, pour des calculs d'écoulements de uide parfait où une
grande robustesse est souhaitée, au schéma EFM. Si la conguration nécessite le calcul des
couches limites, le schéma HLLC ou sa variante HLLCK nous paraît être un bon compromis.
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Chapitre 1
Schémas et Positivité
Dans les calculs d'écoulements à grande vitesse, la robustesse des schémas devient
une propriété importante, car des phénomènes sévères tels que des chocs et des détentes
intenses peuvent apparaître, et conduire au calcul d'états non physiques. En eet, dans
les écoulements à grand nombre de Mach, l'énergie totale est en grande partie composée
d'énergie cinétique, mais est directement calculée par l'équation de transport de l'éner-
gie. L'énergie cinétique, elle, se déduit de la quantité de mouvemement et de la masse
volumique, à l'aide des équations de conservation associées. Ces deux énergies sont donc
calculées de façon indépendante, et rien n'assure a priori la positivité de leur diérence,
qui est en fait l'énergie interne. Ainsi, l'intégration en temps peut conduire à des états
non physiques qui empêchent la poursuite du calcul.
Dans cette étude, une attention tout particulière a été accordée à la forme CFL de la
condition qui garantit la positivité du schéma. Toute autre forme de condition sur le pas
de temps est exclue dans cette étude. Cette dénition conduira d'ailleurs à montrer que
le schéma AUSM n'est pas positif.
Après un bref rappel des travaux déjà eectués sur la question, on dénira de façon
exacte l'ensemble des états admissibles, et la propriété de positivité d'un schéma conser-
vatif. Ensuite, le cas plus particulier des schémas FVS sera considéré. Deux conditions
nécessaires et susantes sur les formulations du ux numérique sont déterminées et per-
mettent de démontrer la positivité ou non d'un schéma FVS. La méthode de calcul associée
sera détaillée.
Dans le chapitre suivant, la méthode sera appliquée au schéma de van Leer,
[64]
une
variante de ce schéma proposée par Hänel,
[18]
et au schéma de Steger et Warming.
[58]
Bien
que ces schémas soient connus pour leur robustesse, leur propriété de positivité n'a, à
notre connaissance, pas été prouvé à ce jour. Les conditions CFL associées à chacun de
ces schémas seront détaillées. En dernière application du théorème, l'incompatibilité entre
les conditions de positivité des schémas FVS et la conservation exacte des discontinuités de
contact sera prouvée. Ces conditions étant nécessaires pour la positivité d'un schéma FVS,
cette incompatibilité anéantit tout espoir de construction d'un schéma de cette famille
précis et robuste, en ces sens. Cette étude est le fruit d'une coopération avec Villedieu, et
a donné lieu à la publication d'un article
[16]
situé en annexe.
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1.1 Bibliographie
An de donner une interprétation théorique de la robustesse des schémas dans le
calcul de congurations sévères, il est utile d'introduire la notion de positivité : un schéma
est dit positif si, à partir de conditions initiales physiques
1
quelconques, s'il calcule à
l'instant suivant des états eux aussi physiques, c'est-à-dire à masse volumique et pression
(ou énergie interne) positives.
Perthame
[46]
est le premier à proposer un schéma qui satisfait cette propriété. En eet,
il démontre que son schéma cinétique laisse l'ensemble des états admissibles invariant, sous
une condition de type CFL.
Un peu plus tard, Einfeldt et al
[10]
s'intéressent au schéma de Godunov. En utilisant
la propriété de convexité de l'ensemble des états admissibles, et le fait que le schéma de
Godunov consiste à calculer la moyenne des états résultant de l'interaction des problèmes
de Riemann aux interfaces, il indique que si la résolution du problème de Riemann est
assurée de produire des états physiques, alors le schéma de Godunov associé est positif.
Dans le même article, il montre que le schéma de Roe
[55]
n'est pas positif, et propose une
variante de la famille de schéma HLL d'Harten et al ,
[19]
le schéma HLLE, qu'il démontre
positif.
D'un autre côté, Villedieu
[68]
montre que, comme le schéma cinétique de Perthame,
le schéma cinétique EFM de Pullin
[50]
est positif, lui aussi, sous une condition CFL qu'il
exhibe. Et récemment, Dubroca
[7]
a proposé une variante positive du schéma de Roe en
paramétrant la matrice du système linéarisé. Il généralise l'expression d'une matrice de
Roe tout en conservant les propriétés de celle-ci. Il en déduit une famille de schémas de
Roe, dont certains sont compatibles avec les conditions de positivité.
Cette étude doit être distinguée de celle de Larrouturou
[25]
qui ne s'intéresse qu'à la
positivité de la masse volumique. Cette approche n'est pas susante. Et en particulier,
on n'acceptera pas la démonstration de la positivité du schéma AUSM par Liou,
[35]
car il
ne s'intéresse qu'à la positivité de la masse volumique.
Récemment, Linde et Roe
[29]
ont étendu le travail fondateur de Perthame et al
[47,48]
et ont montré qu'à partir d'un schéma au premier ordre, monodimensionnel, positif, on
peut toujours construire un schéma multidimensionnel, étendu au second ordre par une
méthode de type MUSCL, qui reste positif, sous une condition CFL dérivée de la condition
initiale, en incluant des termes de métriques. Dans le même article, des conditions de
positivité sur le ux numérique sont proposées, mais la condition nale associée n'est plus
sous forme CFL.
D'un autre côté, Estivalezes et Villedieu
[12]
ont proposé une autre méthode d'extension
au second ordre par une variante de la méthode anti-diusive, ou NON-MUSCL, qui maintient
la positivité d'un schéma. Ces travaux nous permettent de ne considérer, dans cette étude,
que la positivité des schémas monodimensionnels, et au premier ordre.
1. La dénition de conditions initiales physiques sera détaillée dans les sections suivantes.
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1.2 États admissibles et schéma positif
Avant de dénir la positivité d'un schéma, nous nous attachons à dénir l'état admis-
sible et son ensemble. Pour des raisons physiques évidentes, un état (; u; E)
T
ne peut
prendre n'importe quelle valeur dans R
3
. Ses composantes doivent satisfaire les conditions
suivantes :
 > 0 et e > 0 (1.1)
où e est l'énergie interne volumique.
La condition de positivité sur la masse est en général simple. La condition de positivité
sur l'énergie interne s'écrit de façon un peu plus complexe à cause du choix des variables
conservatives : en eet, l'énergie interne se calcule comme la diérence entre l'énergie
totale et l'énergie cinétique, elle-même calculée à partir de la quantité de mouvement et
de la masse volumique. Ainsi, un état (u
1
; u
2
; u
3
)
T
reste à énergie interne positive si les
variations de ses composantes respectent
u
3
 
1
2
u
2
2
u
1
>0 (1.2)
À partir de la dénition précédente d'un état physiquement admissible, on note 

U
,
l'espace de ces états. La dénition initiale est celle des états à masse et énergie interne
strictement positives. On dénit néanmoins l'adhérence de l'ensemble 

U
, que l'on note


U
.
Dénition 10 L'espace des états physiquement admissibles 

U
, et son adhérence 

U
,
sont dénis par


U
=
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U = (u
1
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2
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3
)
T
j u
1
> 0 et 2u
1
u
3
  u
2
2
> 0
	
(1.3a)
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=
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1
 0 ; u
3
 0 et 2u
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3
  u
2
2
 0
	
(1.3b)
Remarques
 On peut montrer rapidement (les démonstrations sont données en annexe A, lemme 2)
que 

U
et 

U
sont des cônes convexes. Cette propriété se traduit par
8 U
1
;U
2
2 
 ; 8 
1
; 
2
> 0 ; 
1
U
1
+ 
2
U
2
2 
 (1.4)
où 
 représente soit 

U
, soit 

U
. L'ensemble est représenté sur la gure g.cone ;
 bien que le vide puisse être considéré comme un état physiquement admissible, il
n'appartient pas à 

U
. Ainsi, selon la dénition 10, 

U
est un ensemble ouvert. On
note 

U
l'adhérence de 

U
, ensemble fermé par dénition. L'état du vide (0; 0; 0)
T
appartient au fermé 

U
. Mais il contient aussi sur sa frontière un ensemble d'états
que l'on ne considère pas admissibles : ces états sont à masse nulle ou à énergie
interne nulle alors que d'autres composantes de l'état ne le sont pas ;
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 l'énergie interne se calcule, à partir des composantes du vecteur d'état,
e = u
3
 
1
2
u
2
2
u
1
(1.5)
Néanmoins, on préfère utiliser l'expression décrite dans la dénition ci-dessus, par
simplicité. Les conditions sur ces deux expressions sont équivalentes tant que la
condition de positivité sur la masse est elle aussi satisfaite.
u

E
Fig. 1.1  Schéma de l'ensemble 

U
des état admissibles dans l'espace des phases
À partir de la dénition 10 des états admissibles, on dénit la positivité d'un schéma.
Dénition 11 Un schéma explicite de la forme
U
n+1
i
= U
n
i
 
t
x
 
F
i+1=2
  F
i 1=2

(1.6)
est dit positif si et seulement si il existe une constante , telle que
 8i 2 Z ; U
n
i
2 

U
(1.7a)
 t  
x
max
i2Z
(U
n
i
)
(1.7b)
implique
8i 2 Z ; U
n+1
i
2 

U
(1.8)
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Remarques
 En d'autres termes, un schéma est positif s'il laisse l'ensemble des états admissibles


U
invariant sous condition CFL.
 Si un schéma est positif pour un nombre de CFL , alors il est aussi positif quel que
soit le nombre de CFL 
0
 . C'est en fait une conséquence directe de la propriété
de convexité de l'ensemble 

U
:
U  

0

F =

0


U  


F

+
  
0

U (1.9)
 Cette dénition s'applique pour tout schéma conservatif, du premier ordre ou d'ordre
plus élevé, mono ou multidimensionnel.
 Nous insistons sur le fait que la notion de positivité doit obligatoirement être associée
à une condition de type CFL. En eet, sans ce type de condition, n'importe quel
schéma serait positif : pour t = 0, l'équation de bilan (1.6) montre que 8i 2
Z ; U
n+1
i
= U
n
i
2 

U
quel que soit le schéma et sa fonction ux. Ainsi, puisque 

U
est un ouvert de R
3
, pour n'importe quelle fonction ux F
1=2
continue, quelles que
soient les conditions initiales U
n
i
2 

U
, on pourra toujours trouver t assez petit
an que U
n+1
i
reste physiquement admissible.
Au contraire, vouloir montrer qu'il existe une constante t qui assurerait la po-
sitivité du schéma est une condition trop forte, que ne satisfait aucun schéma en
pratique.
Dans la dénition ci-dessus, prouver la positivité consiste en fait à montrer qu'il
existe un pas de temps qui ne doit pas être trop petit, comparé au pas de temps
que fournit une condition de stabilité typique (équation 2.10a de la partie I), ou au
temps caractéristique de propagation des ondes dans l'écoulement.
 Un schéma est dit non positif si
8  > 0 ; 9 (U
n
i
)
i2Z
2 

U
; U
n+1
i
=2 

U
(1.10)
C'est à dire, on ne peut pas trouver un nombre de CFL, même extrêmement petit, qui
permettrait d'assurer le calcul d'états physiquement admissibles quelles que soient
les conditions initiales. Avec un schéma non positif, on se voit contraint d'utiliser
des pas de temps plus faibles que le temps caractéristique. L'intégration à l'aide de
ces pas de temps n'assurent même pas de pouvoir atteindre un temps ni. D'ailleurs,
en pratique, on n'empêche pas un schéma de produire des solutions non physiques
en diminuant le pas de temps : le nombre d'itérations augmente mais la somme des
pas de temps calculés n'augmente pas.
1.3 Exemple de schéma non positif : le schéma AUSM
Le schéma AUSM pourrait être qualié de robuste car, en dépit de quelques anomalies,
il semble capable de calculer des cas sévères sans diverger. Néanmoins, il présente une
surprenante faiblesse dans le calcul des cas de Sod (dénis dans la partie I, section 3.3),
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où il est nécessaire de diminuer de façon importante le nombre de CFL an d'éviter la
production d'états physiquement non admissibles.
Nous allons, ici, à partir d'un contre-exemple basé sur le problème de Sod, montrer
que le schéma AUSM n'est pas positif. Considérons les conditions initiales suivantes
F
1=2
U
L
U
R
U
R
F
R
constituées des états gauche et droit suivants (
L
; u
L
= 0; p
L
) et (
R
; u
R
= 0; p
R
), tels que
p
L
 p
R
et a
L
> a
R
. On écrit l'équation de bilan pour la cellule centrale :
U
n+1
R
= U
R
 

u
R
+ a
R
 
F
R
  F
1=2

(1.11)
Les conditions initiales sont telles que le nombre de Mach M
1=2
moyen déni dans le
schéma AUSM est nul. Le ux F
1=2
s'exprime alors
F
1=2
=
0
@
0
p
L
+p
R
2
0
1
A
(1.12)
Le bilan de l'équation (1.11) s'exprime, pour chacune des composantes,

n+1
R
= 
n
R
= 
R
(1.13a)
(u)
n+1
R
= (u)
n
R
  

p
R
 
p
L
+ p
R
2

= 
p
L
  p
R
2
(1.13b)
(E)
n+1
R
= (E)
n
R
=
p
R
   1
(1.13c)
On en déduit la pression statique au pas de temps suivant
p
n+1
R
= (   1)

E  
1
2
(u)
2


n
R
= p
R
 
   1
2


a
L

2
(p
L
  p
R
)
2
4
R
(1.14)
On note déjà que la pression statique de cet état diminue alors qu'il est censé subir
une compression, selon la solution théorique (résolution du problème de Riemann). La
condition de positivité de cet état s'exprime

2
<
8
   1

R

L
p
L
p
R
(p
L
  p
R
)
2
(1.15a)
Cette condition conduit à des nombres de CFL très bas pour des rapports de pressions
initiaux importants (p
L
 p
R
). Elle devient
 <
r
8
   1
r

R

L
r
p
R
p
L
(1.15b)
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Elle montre que, à conditions initiales données, il existe un nombre de CFL  qui permet
de conserver la positivité de la pression. Mais il n'existe pas de nombre de CFL qui per-
mette d'assurer le calcul d'états physiquement admissibles quelles que soient les conditions
initiales. Le schéma AUSM n'est donc pas positif.
Dans le cas des deux problèmes de Sod, cette condition conduit à un nombre de CFL
maximal de 0; 657 pour le cas subsonique et de 0; 053 pour le cas supersonique. On observe
cette forte dépendance des conditions initiales sur la condition de positivité.
Cette anomalie des schémas de type AUSM est due à l'annulation complète du terme
convectif lorsque les vitesses initiales sont nulles. En eet, le seul ux non nul est celui
de l'équation de quantité de mouvement. Au pas de temps suivant, il y a donc apparition
d'énergie cinétique alors que l'énergie totale reste constante : cela conduit irrémédiable-
ment à une diminution de la pression, non physique pour la cellule à basse pression.
Ce défaut est partagé par la variante AUSM+ qui ne dière que sur la dénition du
nombre de Mach M
1=2
. Le schéma WPS soure des mêmes restrictions puisque Halt et
Agarwal ont choisi l'annulation du terme de décentrement de la pression dans l'équation
de l'énergie pour ces conditions initiales. Il devient donc identique au schéma AUSM dans
le cadre de cette analyse.
Ce n'est pas le cas du schéma WAVES-P pour lequel le même calcul conduit à des
conditions de positivité à la première itération moins sévères. En eet, le choix préconisé
pour le ux d'énergie ne permet pas la résolution exacte des lignes de glissement mais sa
contribution permet de réduire les restrictions détaillées dans le cas ci-dessus.
1.4 Schémas positifs
Dans cette section, nous résumons les diérents travaux qui portent sur la notion
de positivité des schémas. Nous nous intéressons en particulier à la positivité des deux
grandes familles de schémas existantes : les schémas FVS et les schémas de type Godunov,
c'est-à-dire fondés sur la résolution d'un problème de Riemann local à chaque interface.
1.4.1 Les schémas FVS
Les premières notions théoriques de la positivité ont été apportées par Perthame.
[46]
Il propose un schéma cinétique dont la fonction de distribution est à support borné. Ce
schéma fait partie de la famille des schémas à décomposition de ux. Parmi les nombreuses
bonnes propriétés qu'il démontre, Perthame montre que son schéma laisse l'ensemble des
états admissibles invariant lors de l'intégration temporelle. Cette propriété est associée à
une condition CFL.
Plus tard, Villedieu
[68]
démontre que le schéma cinétique de Pullin,
[50]
le schéma EFM
qui, lui, utilise une fonction de distribution gaussienne, possède les mêmes propriétés
de positivité. La condition n'est pas optimale puisqu'elle est basée sur la minimisation
indépendante d'une somme de termes.
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À notre connaissance, la positivité des autres schémas FVS n'a pas été prouvé à ce
jour. Par contre, Perthame
[46]
remarque que le schéma cinétique qu'il propose coïncide
avec le schéma de van Leer lorsque  = 3. La positivité du schéma de van Leer a donc été
montrée pour ce cas très particulier.
1.4.2 Les schémas de type Godunov
Einfeldt et al
[10]
montrent que le schéma de Godunov original
[13]
est positif. L'argument
est simple : ce schéma, comme cela a été décrit dans la section 3.2, consiste principalement
en deux étapes. Une étape est l'évolution, pendant laquelle on calcule à chaque interface
la solution exacte du problème de Riemann locale. L'étape suivante est la projection, qui
consiste à moyenner, dans la cellule, la solution exacte précédemment calculée. L'état de
la cellule au temps suivant est donc une moyenne d'états qui proviennent :
 soit de la solution exacte des problèmes de Riemann locaux, évidemment composée
d'états physiquement admissibles,
 soit d'une zone non atteinte par les interactions, composée d'un état admissible, elle
aussi.
La convexité de l'ensemble des états physiquement admissibles
2
permet donc naturel-
lement de déduire que cette méthode est positive. Einfeldt n'aborde pas la question de la
condition CFL. Mais nous tenons à préciser ici que cette méthodologie n'est valable que
sous réserve de non-interaction des problèmes de Riemann locaux. Puisque toute vitesse
d'onde, même celle des chocs, est majorée par la plus grande vitesse d'onde acoustique
dans l'écoulement, on peut préciser que le schéma de Godunov est positif sous une condi-
tion CFL de 1=2.
L'argumentation est tout aussi valable pour la famille plus générale des schémas de type
Godunov. La seule condition est que la résolution du problème de Riemann, approchée,
ne génère que des états physiquement admissibles.
2. Ces dénitions seront détaillées dans les sections suivantes.
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Chapitre 2
Positivité des schémas FVS
Après avoir déni correctement la notion de positivité d'un schéma, nous détaillons ici
une étude plus particulièrement axée sur la positivité des schémas FVS. La clef de cette
étude réside dans la décomposition du ux en deux parties distinctes, dont les dépendances
sont partagées entre les états gauche et droit de l'interface considérée.
Dans un premier temps, il sera énoncé un théorème qui fournit des conditions néces-
saires et susantes de positivité sur les expressions des ux F

d'un schéma FVS. Ensuite,
une méthode générale d'application du théorème est détaillée. Elle permet de déterminer
la condition CFL maximale (nécessaire et susante) qui doit être respectée pour assu-
rer la positivité. Cette méthode sera appliquée à une famille particulière de schémas à
décomposition de ux. On en déduira des conditions de positivité dont les expressions
sont particulièrement simples. Puis, la méthode sera appliquée au ux physique an de
déterminer sous quelles conditions un schéma complètement décentré est positif.
2.1 Théorème de positivité
Comme cela a été décrit dans le chapitre 1 de la partie II, les schémas à décomposition
de ux sont construits avec des contributions distinctes des deux cellules de part et d'autre
d'une interface. Le ux numérique s'exprime donc
F
1=2
= F
+
(U
L
) + F
 
(U
R
) (2.1)
avec les propriétés suivantes
F
+
(U) + F
 
(U) = F(U) (2.2a)
F
 
(U) =  F
+
(U) (2.2b)
où F est le ux physique, et où X est la notation du vecteur symétrique (x
1
; x
2
; x
3
)
T
de
X = (x
1
; x
2
; x
3
)
T
. Grâce à ces propriétés, la dénition d'un schéma FVS ne nécessite que
la dénition du ux F
+
.
Le but de cette section est d'obtenir des conditions nécessaires et susantes sur les
fonctions ux F

qui assurent la positivité d'un schéma. On dénit la notation suivante,
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qui sera utilisée tout au long de cette partie :
F
?
(U) = F
+
(U)  F
 
(U) (2.3)
La démonstration du théorème 3 suivant nécessite une hypothèse supplémentaire sur
les fonctions ux. En exprimant U en fonction des variables , u et a, on peut écrire F

est aussi une fonction des ces trois variables. L'hypothèse s'écrit alors
8u; a 2 R  R
+
; lim
!0
F

(; u; a) = 0 (2.4)
Cette propriété n'est pas vraiment restrictive. En eet, tous les ux numériques connus
sont fonctions homogènes de . On note que le vecteur d'état U partage évidemment la
même propriété.
Théorème 3 Un schéma FVS satisfaisant les propriétés (2.2a), (2.2b) et (2.4) est positif
si et seulement si les fonctions F

qui le caractérisent satisfont les conditions :
 8U 2 

U
; F
+
(U) 2 

U
(2.5a)
 9 > 0 ; 8U 2 

U
; U  

(U)
F
?
(U) 2 

U
(2.5b)
Dans ce cas, la condition de positivité la moins restrictive s'exprime
8i 2 Z ; 
loc
i
< 
opt
(2.6)
où 
opt
est la plus grande constante  satisfaisant (2.5b).
Remarques
 Si la fonction (F
+
) satisfait la condition (2.5a), alors les fonctions ( F
 
) et (F
?
)
appartiennent aussi à l'ensemble 

U
.
 Comme cela a déjà été précisé pour la dénition 11 d'un schéma positif, un tel
schéma FVS est positif quel que soit le nombre de CFL   
opt
, grâce à la propriété
de convexité de 

U
.
 Les deux conditions ci-dessus ne sont pas seulement des conditions susantes,
mais aussi des conditions nécessaires qui peuvent donc permettre de montrer qu'un
schéma FVS donné n'est pas positif.
Démonstration
Dans cette démonstration, on omet, par souci de simplicité, les exposants 
n
. Le vecteur
U
n+1
est, lui, noté U.
L'équation de conservation explicite, en monodimensionnel, peut être exprimée comme
la somme de contributions de trois cellules : dans le cas des schémas FVS, cette équation
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peut s'écrire
U
i
= U
i
 
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i
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i

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+
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i
) + F
 
(U
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)  F
+
(U
i 1
)  F
 
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(2.7a)
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= W
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(U
i
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i
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
i
W
R
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) (2.7c)
où on utilise les notations
W
0
(U) = U  

loc

F
?
(U) (2.8a)
W
L
(U) = F
+
(U) (2.8b)
W
R
(U) =  F
 
(U) = F
+
 
U

(2.8c)
 Les conditions (2.5a) et (2.5b) sont susantes
On suppose ces deux conditions satisfaites. Tout d'abord, en utilisant la condi-
tion (2.5a) et le fait que l'opérateur de symétrie laisse l'ensemble 

U
invariant, on a
F
+
2 

U
) F
+
2 

U
. Ainsi, W
L
et W
R
sont des états physiquement admissibles.
Ensuite, W
0
peut être écrit sous la forme
W
0
(U
i
) = U
i
 
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
i
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En utilisant une hypothèse classique de condition CFL, 8i 2 Z ; 
loc
i
< , on a
(1  
loc
i
=)U
i
2 

U
. Or, la condition (2.5b) du théorème 3 implique que le second
terme de l'équation (2.9b) appartienne au fermé 

U
. Donc, d'après le lemme 3 de
l'annexe, W
0
2 

U
. En utilisant les lemmes 2 et 3 des annexes,
W
L
;W
R
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U
; W
0
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U
) U
i
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U
(2.10)
8i 2 Z ; U
i
est un état physiquement admissible. Le schéma est donc positif.
 La condition (2.5a) est nécessaire
Si cette condition n'est pas satisfaite, alors
9 U
c
2 

U
; F
+
(U
c
) =2 

U
(2.11)
On se place dans le cas particulier des conditions initiales suivantes
U
c
U
c
U
p
U
p
U
p
::: i  2 i  1 i i+ 1 i+ 2 :::
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U
i
s'exprime alors
U
i
= U
p
 
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i

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F
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(U
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)
| {z }
W
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loc
i

max
F
+
(U
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)
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où 
max
= max(
c
; 
p
).
Soit 
U
= R
3
  

U
. Puisque F
+
(U
c
) =2 

U
et que 
U
est un ensemble ouvert, il
existe une boule de centre W
c
, de rayon non nulle, incluse dans 
U
.
Puisque W
c
ne dépend que de u
p
et a
p
à travers 
max
, mais ne dépend pas de 
p
,
on peut faire décroître 
p
tout en gardant l'état W
c
constant. Alors, en utilisant
l'hypothèse (2.4), il est possible de trouver 
p
susamment petit et tel que l'état au
pas de temps suivant U
i
soit encore dans la boule, et donc hors de 

U
.
Ainsi, et quel que soit le nombre de CFL  qui satisfait la condition (2.5a), on peut
toujours trouver des conditions initiales telles que le non-positivité du ux F
+
ne
puisse être compensée, et donc telles que U
i
=2 

U
.
 La condition (2.5b) est nécessaire
Si cette condition n'est pas satisfaite, alors
8 > 0 ; 9 U
c
2 

U
; U
c
 

loc

F
?
(U
c
) =2 

U
(2.13)
On peut alors écrire l'état au pas de temps suivant sous la forme U
i
= W
c
+W
p
avec W
p
2 

U
et W
c
=2 

U
. De la même façon que dans le second point de cette
démonstration, quel que soit le nombre de CFL , on peut toujours trouver un
état U
c
qui satisfait la proposition (2.13), puis ajuster les masses volumiques des
cellules voisines à des valeurs susamment petites pour que la non-positivité de
l'état W
c
= U
c
  
loc
=F
?
(U
c
) ne puisse être compensée.
Fin de la démonstration.
Ainsi, et grâce à la propriété particulière des schémas FVS qui sont construits avec des
contributions séparées des diérentes cellules, la positivité des schémas FVS peut s'étudier
de façon plus simple, à l'aide de conditions nécessaires et susantes sur les fonctions ux,
fonctions d'un unique état.
2.2 Méthode générale
Nous détaillons dans cette section une méthode générale qui permet de déterminer la
positivité ou non d'un schéma FVS. Elle se décompose en deux étapes, associées aux deux
conditions du théorème 2.1 :
 Dans un premier temps, il faut faire apparaître l'éventuelle positivité du ux F
+
, qui
est une condition nécessaire pour la positivité du schéma. La positivité de ce vecteur
F
+
= (f
1
; f
2
; f
3
)
T
se démontre de la même façon que pour un état en évaluant les
quantités f
1
et 2f
1
f
3
  f
2
2
.
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 Ensuite, le but est d'obtenir, en imposant la positivité de la quantité U t=xF
?
(U),
des conditions sur le pas de temps et ainsi le nombre de CFL maximal 
opt
qui ne
devra pas être dépassé dans les calculs.
La méthode qui est détaillée plus bas est applicable à tous les schémas FVS. Pour des
raisons d'homogénéité, le ux numérique de ces schémas peut se mettre sous la forme
F

= a
0
B
@
K

M
a

K

M
M +
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K

P

a
2
K

H
1
C
A
(2.14)
où K

M
,K

H
et K

P
sont des fonctions sans dimension, spéciques au schéma FVS considéré.
On note K
?
M
, K
?
H
et K
?
P
les fonctions dénies par K
?
= K
+
  K
 
de même indice.
Dans la plupart des cas, et nous utiliserons cette hypothèse ici, ces fonctions dépendent
uniquement du nombre de Mach localM = u=a. Dans les autres cas, ou pour des schémas
dont les expressions seraient plus complexes, les conditions détaillées ci-dessous restent
valables, mais seront plus complexes puisque fonction de plusieurs variables.
On dénit les notations suivantes qui seront utilisées dans ce chapitre et dans le suivant.
Ce sont les nombres sans dimension, associés à l'énergie totale et à l'enthalpie d'arrêt,
uniquement fonctions du nombre de Mach local :
C
E
=
E
a
2
=
1
(   1)
+
1
2
M
2
(2.15a)
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La méthode se décompose donc selon :
1. Positivité du ux F
+
La positivité du ux F
+
, c'est-à-dire (8U 2 

U
; F
+
(U) 2 

U
), nécessite les deux
conditions suivantes
K
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2K
+
M
K
+
H
 

K
+
M
M +
1

K
+
P

2
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(2.16)
qui doivent être vériées quel que soit le nombre de Mach M positif ou négatif. Ces
deux conditions peuvent
 soit conduire à la positivité inconditionnelle du ux numérique ;
 soit faire apparaître des conditions de positivité qui doivent être satisfaites dans
le domaine de dénition de la fonction F
+
;
 soit conduire à des cas de non-positivité, indépendemment du pas de temps ou
du nombre de CFL considéré.
2. Positivité de W
0
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Tout d'abord, on montre qu'il est susant de traiter les cas où le nombre de Mach
M est positif. Soit U , un état dont le nombre de Mach est négatif. L'état symétrique
U est donc à nombre de Mach positif. Or, on a
W
0
(U) = U  



F
+
(U)  F
 
(U)

= U  


 
 F
 
(U) + F
+
(U)

(2.17)
= W
0
(U)
DoncW
0
(U) est un vecteur physiquement admissible sous les mêmes conditions que
pour W
0
(U)
Dans la suite, on se restreint aux nombres de Mach positifs. Avec les notations
dénies par l'équation (2.14), W
0
s'écrit (avec M  0)
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La positivité de la masse pour W
0
s'écrit alors
1 

loc
M + 1
K
?
M
> 0 (2.19)
Sous réserve que cette condition soit satisfaite
1
, on peut alors eectuer le change-
ment de variable
(M) =
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1 
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La variable  est alors une fonction positive de 
loc
et du nombre de Mach localM .
W
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s'écrit alors
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Après développement, la condition de positivité de l'énergie interne de l'état W
0
s'exprime

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
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(   1)
< 0 (2.22)
1. Si la positivité de la masse n'est pas satisfaite, il est inutile de s'intéresser à la positivité de l'énergie.
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Il s'agit d'un polynôme de la forme
a(M)(
loc
;M)
2
+ 2b(M)(
loc
;M) + c(M) < 0 (2.23)
où a(M), b(M), c(M) sont des fonctions scalaires du nombre de Mach local M .
D'après les expressions de ces coecients, on a a(M) > 0 et c(M) < 0. , fonction
de 
loc
, est donc une variable indépendante des coecients du polynôme. Donc, 
doit être compris entre les deux racines de ce polynôme an que la condition (2.22)
soit satisfaite. Ces racines existent toujours et sont l'une négative, l'autre positive.
Puisque  est une fonction positive, la condition (2.22) s'exprime nalement
(
loc
;M) < 
max
(M) =
 b(M) +
p
b(M)
2
  a(M)c(M)
a(M)
(2.24)
Le changement de variable est facilement inversible. On obtient alors la condition
sur le nombre de CFL

loc
< 
loc
max
(M) =
(M + 1)
max
(M)
1 +K
?
M

max
(M)
(2.25)
Le nombre de CFL optimal est nalement

opt
= inf
M0


loc
max
(M)

(2.26)
Le schéma est alors positif si cette valeur optimale, qui est la plus grande valeur
assurant la positivité quelles que soient les conditions initiales, est strictement po-
sitive.
2.3 Applications aux schémas UD-FVS
Cette famille de schémas a été dénie dans la section 1.5 de la partie II. Ce sont des
des schémas FVS dont les fonctions F

s'expriment
F

(U) = 

F
F(U) + 

U
aU (2.27)
où 

F
et 

U
sont des fonctions sans dimension de l'état U . Par extension des notations
des sections précédentes, on note

?
F
= 
+
F
  
 
F
(2.28a)

?
U
= 
+
U
  
 
U
(2.28b)
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Théorème 4 Les schémas de la famille UD-FVS décrits par l'expression (2.27) sont po-
sitifs si et seulement si
8U 2 

U
; 
+
U
+

M  
r
   1
2


+
F
> 0 (2.29)
Le plus grand nombre de CFL admissible est alors

opt
= inf
M>0
2
4
M + 1

M +
q
 1
2


?
F
+ 
?
U
3
5
(2.30)
Remarques
 Ces conditions, nécessaires et susantes dans le cadre des schémas UD-FVS, ne sont
que susantes pour la famille plus générale où les fonctions 

F
et 

U
sont fonctions
à la fois des états U
L
et U
R
. Elles permettent donc encore de démontrer la positivité
du schéma.
 Une application directe de ce théorème est le cas d'un schéma complètement décen-
tré, avec 
+
F
= 1 et 
+
U
= 0. Ce cas est néanmoins détaillé dans la section suivante,
et conduit évidemment aux mêmes résultats.
 Une autre application est le cas des schémas à dissipation articielle du second ordre,
avec 
+
F
= 1=2 et 
+
U
=  
 
U
, le coecient de dissipation. On en déduit rapidement
la non-positivité de cette famille de schémas.
Démonstration
Selon les notations (2.14) des ux F

dans la section 2.2, un schéma UD-FVS s'écrit
avec :
K

M
= M

F
+ 

U
(2.31a)
K

P
= 

F
(2.31b)
K

H
= MC
H


F
+ C
E


U
(2.31c)
= K

M
C
E
+
1



F
1. Positivité du ux F
+
La positivité de la masse s'écrit
8M 2 R ; K

M
=M

F
+ 

U
 0 (2.32)
Si cette condition est satisfaite, la positivité de l'énergie interne s'écrit
2K
+
M
K
+
H
 

MK
+
M
+
1

K
+
P

2
(2.33)
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= 2(K
+
M
)
2

C
E
 
1
2
M
2

+
1

2MK
+
M
K
+
P
 
1

2MK
+
M
K
+
P
 
(K
+
P
)
2

2
=
1

2

2
   1
(K
+
M
)
2
  (K
+
P
)
2

 0
K
+
M
et K
+
P
sont des fonctions positives de M . La condition (2.33) s'écrit donc
r
2
   1
K
+
M
 K
+
P
(2.34a)
ou, à partir de la dénition des schémas UD-FVS,
8M 2 R ; 
+
U
+

M  
r
   1
2


+
F
 0 (2.34b)
Remarquons que cette condition permet de satisfaire de fait la condition (2.32) de
positivité de la masse.
2. Positivité de W
0
Selon les notations (2.31) et les dénitions (2.14) des coecients K
?
M
, K
?
P
et K
?
H
,
on remarque que l'on obtient la propriété particulière K
?
H
 K
?
M
C
E
 
1

MK
?
P
= 0.
L'écriture de la condition (2.22) de positivité de l'énergie interne conduit directement
au résultat suivant
(
loc
;M) < 
max
(M) =
1

+
F
r
2
   1
(2.35)
On en déduit une formulation simple du nombre de CFL local maximal admissible
assurant la positivité de W
0
8M  0 ; 
loc
max
(M) =
M + 1

M +
q
 1
2


?
F
+ 
?
U
(2.36)
Cette condition satisfait automatiquement la positivité de la masse qui s'exprime

loc
max
=
M + 1
M
?
F
+ 
?
U
(2.37)
2.4 Le cas complètement décentré
Dans les régions supersoniques, la plupart des schémas FVS sont complètement décen-
trés. Cela se traduit par le fait que le ux numérique F (U
L
;U
R
) est égal au ux physique
F(U
L
) ou F(U
R
) de l'un ou l'autre des états, selon le signe de la vitesse.
Les développements qui suivent, et les conditions qui en découlent, ne sont pas seule-
ment valables pour les schémas FVS, mais aussi localement pour tout schéma qui devient
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complètement décentré sous certaines conditions. En eet, bien que cette propriété de
décentrement semble naturelle dans une zone supersonique, elle n'est pas partagée par les
solveurs de Riemann,
[30]
à juste titre.
En ce qui concerne les schémas FVS, le décentrement complet se traduit de façon
très simple, et dans des cas bien déterminés : le ux F
+
(U) devient nul ou égal au ux
physique F(U) lorsque le nombre de Mach est plus grand que un, en valeur absolue. Le
lemme suivant permet de traiter le cas le plus complexe où F
+
(U) = F(U).
Lemme 1
F(U) 2 

U
si et seulement si M 
r
   1
2
(2.38a)
U  


F(U) 2 

U
si et seulement si  < 
max
=
jM j+ 1
jM j+
q
 1
2
(2.38b)
Remarques
 Le cas F
+
= F(U) est traité par ce lemme. L'autre cas, pour lequel F
+
= (0; 0; 0)
T
,
satisfait toujours la première condition du théorème 3, puisque l'état du vide U =
(0; 0; 0)
T
appartient à 

U
.
 Puisque la plupart des schémas, en particulier ceux de Steger et Warming, et de
van Leer, sont complètement décentrés uniquement dans les zones supersoniques, la
condition (2.38a) n'est pas restrictive.
 La condition (2.38b) est une condition nécessaire et susante, locale, sur le nombre
de CFL. Une condition susante, globale, est le minimum, sur l'ensemble des
nombres de Mach admissibles, de la condition locale :

opt
= inf
M1

max
= 1 (2.39)
Ainsi, tout schéma est positif dans les régions où le ux numérique est complètement
décentré, sous une condition CFL de un. Ce résultat s'applique non seulement aux
schémas FVS, mais également à tous les schémas dont le ux numérique devient
complètement décentré.
Démonstration
1. Positivité du vecteur F(U)
Nous nous intéressons à la positivité du vecteur F
+
(U) dans les cas où le ux
numérique est complètement décentré. Ce ux F
+
(U) est alors soit nul, soit égal à
F(U). Dans le cas où le ux est nul, F
+
(U) satisfait automatiquement à la condition
de positivité. Nous nous intéressons donc aux conditions pour que le ux physique
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soit un état admissible. Ce vecteur s'exprime sous la forme
F(U) = a
0
B
@
M
a
h
M
2
+
1

i
a
2
MC
H
1
C
A
(2.40)
où C
H
est déni par l'expression (2.15b). La positivité de la masse est directe puisque
M  1. La positivité de l'énergie associée à ce vecteur conduit à la condition sui-
vante, via l'évaluation de l'expression (2f
1
f
3
  f
2
2
),

2
a
4

2M
2
(   1)
 
1

2

 0 (2.41)
Le ux physique F(U) est alors un état admissible, seulement si le nombre de Mach
vérie
M M
min
=
r
   1
2
(2.42)
Puisque M
min
< 1 quel que soit  > 1, cette condition est toujours satisfaite dans
les cas pratiques de décentrement complet, c'est-à-dire M  1.
2. Positivité du vecteur W
0
En ce qui concerne la seconde condition du théorème 3, on s'intéresse qu'aux états
à vitesse positive. On a donc F
?
(U) = F(U). Comme cela a été détaillé dans la
section 2.2, le développement des termes de masse et d'énergie du vecteurW
0
conduit
à des conditions sur le pas de temps que l'on exprime sous forme CFL. Le vecteur
W
0
s'exprime suivant
W
0
= U  

loc

F(U) = 

1 

loc
M + 1
M

0
B
B
B
B
@
1
a
h
M  
1


i
a
2

C
E
 
M



1
C
C
C
C
A
(2.43)
où  =

loc
1 +M   
loc
M
et C
E
est déni par l'expression (2.15a).
Comme cela a été détaillé dans les sections précédentes, la positivité de la masse
assure que  est une fonction positive du nombre de CFL local 
loc
et du nombre
de Mach M . En développant l'expression (2u
1
u
3
  u
2
2
), la positivité de l'énergie
interne conduit à la condition suivante : 
2
<
2
 1
. Après inversion du changement
de variable, les conditions de positivité s'expriment
masse : 
loc
<
jM j+ 1
jM j
(2.44a)
énergie interne : 
loc
< 
max
=
jM j + 1
jM j+
q
 1
2
(2.44b)
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Tout schéma complètement décentré est alors positif sous la condition (2.44b), qui
est la plus restrictive des deux. On a nalement la condition CFL globale de posi-
tivité

opt
= inf
jM j>1

max
(M) = 1 (2.45)
Fin de la démonstration.
Maintenant que le cas complètement décentré a été traité, l'analyse de la positivité
détaillée dans les sections précédentes peut être appliquée à tous les schémas FVS dont le
ux numérique ne dière que dans les régions subsoniques
2
.
2. Sauf les schémas comme EFM qui ne sont jamais complètement décentrés.
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Chapitre 3
Application du théorème
Des schémas FVS sont déjà connus pour leur propriété de positivité (cf. section 1.4).
D'autres schémas pourtant classiques, comme les schémas de van Leer
[64]
ou de Steger
and Warming,
[58]
sont réputés pour leur robustesse et ne produisent pas d'états non ad-
missibles. Toutefois, à notre connaissance, leur propriété de positivité n'a pas encore été
prouvée. Dans ce chapitre, on s'attache à prouver la positivité de deux variantes du schéma
de van Leer, et du schéma de Steger et Warming.
On aura utilisé jusqu'ici le fait que les conditions énoncées sont susantes. Ces condi-
tions seront montrées incompatibles avec la résolution exacte des lignes de glissement.
Étant nécessaires pour les schémas FVS, on en déduira qu'un schéma de cette famille ne
peut être à la fois précis et robuste.
3.1 Les schémas de van Leer
Le schéma de van Leer (VL) a été proposé en 1982 par son auteur,
[64]
et l'une de ses
variantes, noté VLH a été proposée par Hänel.
[18]
Tous deux satisfont les propriétés (2.2a),
(2.2b) et (2.4). Leurs ux numériques deviennent complètement décentrés dans les régions
supersoniques. Ils ne dièrent que dans les régions subsoniques, mais le ux numérique
peut néanmoins être exprimé selon ces notations communes
F

= af

M
0
B
B
@
1
a

M +
f

P


a
2
f

H
1
C
C
A
(3.1)
où f

M
, f

P
and f

H
sont dénis comme
f

M
= 
(M  1)
2
4
(3.2a)
f

P
= (2M) (3.2b)
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f

H
=
8
>
>
>
<
>
>
>
:
2

2
  1

1
   1
2
M

2
(VL)
C
H
=
1
   1
+
M
2
2
(VLH)
(3.2c)
Ces deux variantes ne dièrent que dans la formulation du ux d'énergie. La modica-
tion apportée par Hänel (VLH) permet, à convergence en temps, de garantir la constance
de l'enthalpie d'arrêt dans l'écoulement, à la précision machine près.
[22]
Théorème 5 Le schéma de van Leer, et sa variante, sont positifs 8 > 1. Le plus grand
nombre de CFL admissible est

opt
= min

inf
M2[0;1]

V L
max
(M) ; 1

(3.3)
où 
V L
max
(M) est déni par l'expression (3.10).
Pour le schéma de van Leer original, 
opt
= 1. Pour la variante de Hänel, 
opt
=
min

1;
2


.
Remarques
 Ce sont des conditions nécessaires et susantes. En ce sens, le nombre de CFL
donné ci-dessus est optimal.
 
V L
max
est une fonction complexe du nombre de Mach local et qui dépend de la version
du schéma de van Leer considérée. Les expressions sont détaillées dans la démons-
tration.
 Les fonctions 
V L
max
sont, dans les zones subsoniques, dénies par les expressions (3.10)
et les notations associées. Dans les zones supersoniques, le schéma est complètement
décentré et ce sont les conditions du lemme 1 qui s'appliquent. La condition (3.3)
tient compte de ces cas.
 Pour des gaz classiques, pour lesquels 1 <  < 2, on a tout simplement 
opt
= 1.
Le schéma original de van Leer et sa variante proposée par Hänel sont positifs sous
une classique condition CFL de 1.
Démonstration
1. Positivité du vecteur ux F
+
An de satisfaire la condition (2.5a) du théorème, il est nécessaire de calculer les
termes équivalents à la masse et à l'énergie interne du vecteur F
+
en tant qu'état.
La positivité de ces termes permet de montrer que F
+
appartient à 

U
, l'adhérence
de l'espace des états admissibles.
Les ux F
+
des deux variantes du schéma (VL and VLH) ont un terme de masse
positif, puisqu'ils ont la même expression af
+
M
, inconditionnellement positive. Par
contre, l'expression de l'énergie interne doit être développée selon les diérentes
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expressions de f
+
H
associées à chacun des schémas. On omet le terme (af
+
M
)
2
en
facteur puisqu'il est sans eet sur le signe de l'expression. La condition de positivité
de l'énergie pour le ux F
+
est
2f
+
H
 

M +
f
+
P


2
 0 (3.4)
 Pour le schéma de van Leer original (VL), l'expression (3.4) conduit à la condi-
tion suivante
4

2
(
2
  1)

1 +
   1
2
M

2
 0 (3.5a)
qui est toujours satisfaite 8M puisque  > 1.
 Pour la variante de Hänel (VLH), l'expression (3.4) conduit à une fonction
parabolique du M
1

2

(2   1)M
2
  4(   1)M +
2
2
   1
  4

 0 (3.5b)
qui est toujours positive puisque son minimum est égal à
2
2
(   1)(2   1)
,
quantité elle-même positive pour  > 1.
Ces deux formulations du schéma de van Leer ont donc un ux numérique F
+
qui
appartient à 

U
, l'adhérence de l'espace des états admissibles, sans aucune condition
particulière
1
. Il reste à déterminer sous quel type de condition CFL l'autre terme
W
0
est aussi un état admissible.
2. Positivité du vecteur W
0
L'analyse de la positivité du vecteur W
0
conduit à une condition nécessaire et su-
sante sur le pas de temps, que l'on exprime sous forme d'une condition CFL. Selon
les expressions des deux variantes du schéma dénies en (3.1), le ux F
?
s'exprime
F
?
(U) = F
+
(U)  F
 
(U) = a
0
B
@
K
?
M
a
h
MK
?
M
+
1

K
?
P
i
a
2
K
?
H
1
C
A
(3.6a)
avec
K
?
M
= f
+
M
  f
 
M
=
M
2
+ 1
2
(3.6b)
K
?
P
= f
+
M
f
+
P
  f
 
M
f
 
P
=
1
2
M
 
3 M
2

(3.6c)
K
?
H
= f
+
M
f
+
H
  f
 
M
f
 
H
(3.6d)
1. sinon un rapport  ayant un sens physique, c'est-à-dire 1 <  < 3.
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Le vecteur W
0
peut alors s'écrire
W
0
= U  

loc

F
?
(U) (3.7a)
= 

1 

loc
K
?
M
1 +M

0
B
B
B
@
1
a

M  
K
?
P



a
2
h
C
E
  (K
?
H
 K
?
M
C
E
)
i
1
C
C
C
A
(3.7b)
où  =

loc
1 +M   
loc
K
?
M
et C
E
a été déni par l'expression (2.15a).
La positivité de la masse nécessite
1 

loc
K
?
M
1 +M
> 0 (3.8)
Ainsi,  est une fonction positive. D'après la méthode décrite dans la section 2.2,
la positivité de l'énergie interne conduit à une condition de la forme (2.23) où les
coecients du polynôme sont
a(M) =

K
?
P


2
(3.9a)
b(M) = K
?
H
 K
?
M
C
E
 M
K
?
P

(3.9b)
c(M) =  
2
(   1)
(3.9c)
Seul le coecient b(M) dière selon la version du schéma de van Leer utilisée.
Cette diérence provient de la dénition des fonctions K

H
. Le développement des
expressions aboutit à
b(M) =
8
>
>
<
>
>
:
(M
2
  1)
2
2( + 1)
(VL)
(M
2
  1)
2
2
2
(VLH)
(3.9d)
On calcule alors 
max
(M) à l'aide de l'expression (2.24). On obtient ensuite le nombre
de CFL local maximal 
loc
max
par inversion directe de la fonction (
loc
;M). L'énergie
interne de l'état W
0
est donc positive sous la condition suivante

loc
< 
V L
max
=
(1 +M)
max
(M)
1 +
M
2
+ 1
2

max
(M)
(3.10)
La fonction 
max
(M) est malgré tout une expression complexe du nombre de Mach
M . Les expressions ne sont pas détaillées mais peuvent être facilement retrouvées à
partir des sections précédentes. De plus, cette condition a été tracée pour les deux
schémas dans la section 3.3.
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3. Calcul de la condition CFL 
opt
Pour utiliser la condition CFL de manière habituelle, c'est-à-dire avec un nombre
de CFL constant pour tout l'écoulement, il est nécessaire de calculer le minimum
de la condition CFL locale déterminée ci-dessus :

opt
= inf
M2[0;+1]

V L
max
(M) (3.11a)
Puisque ces deux schémas sont complètement décentrés dans les régions superso-
niques, on applique le lemme 1 qui donne
inf
M2[1;+1]

max
(M) = 1 (3.11b)
Les fonctions 
V L
max
ont été étudiées sur [0; 1]. Cette étude montre que ces fonctions
sont d'abord croissantes puis décroissantes. Ainsi, le minimum de ces fonctions sur
l'intervalle [0; 1] est l'une des bornes : soit 
V L
max
(M = 0), soit 
V L
max
(M = 1). Puisque

V L
max
rejoint la courbe décroissante de la condition donnée par les schémas complète-
ment décentrés, la valeur en M = 1 est plus grande que la limite de cette condition
pour M !1, qui est 1. Donc,

opt
= min
 
1; 
V L
max
(0)

(3.11c)
La valeur 
V L
max
(0) peut, elle, être facilement calculée. On obtient alors

V L
max
(0) =
 + 1

(3.11d)

V LH
max
(0) =
2

(3.11e)
Puisque
+1

> 1 pour  > 1, On obtient les deux conditions CFL globales énoncées
dans le théorème.
Fin de la démonstration.
3.2 Le schéma de Steger et Warming
Le schéma de Steger et Warming,
[58]
noté SW, satisfait lui aussi les propriétés (2.2a),
(2.2b) et (2.4). Ses fonctions ux F

deviennent complètement décentrées dans les régions
supersoniques. Toutefois, dans les régions subsoniques, l'expression du ux est un peu
plus complexe puisqu'elle dière selon le signe de la vitesse. Lorsque celle-ci est positive,
le vecteur F
+
(U) s'exprime
F
+
(U) =
a
2
0
B
B
B
@
(2   1)M + 1
a
h
(2   1)M
2
+ (M + 1)
2
i
a
2

(   1)M
3
+
(M + 1)
3
2
+
3  
2(   1)
(M + 1)

1
C
C
C
A
(3.12a)
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Lorsque la vitesse est négative, le vecteur F
+
(U) s'exprime
F
+
(U) =
a
2
(M + 1)
0
B
@
1
a

M + 1

a
2

C
H
+M

1
C
A
(3.12b)
Les expressions F
 
(U) se déduisent facilement des expressions ci-dessus à l'aide de la
propriété de consistance : F
+
(U) + F
 
(U) = F(U).
Théorème 6 Le schéma de Steger et Warming est positif 8 tel que 1 <  < 3. Le plus
grand nombre de CFL admissible est

opt
= min

inf
M2[0;1]

SW
max
(M) ; 1

= 1 (3.13)
où 
SW
max
(M) est déni par l'expression (3.19).
Remarques
 L'expression de la fonction 
SW
max
est détaillée dans la démonstration. Elle n'est va-
lable que dans les zones subsoniques. Dans les zones supersoniques, on applique le
lemme 1. La condition (3.13) tient compte de ces cas.
 La condition (3.13) est nécessaire et susante. La condition CFL globale de un est,
en ce sens, optimale puisque maximale tout en préservant la positivité.
Démonstration
1. Positivité du vecteur F
+
Pour les deux expressions (3.12a) et (3.12b) du ux, le terme de masse est incondi-
tionnellement positif. En ce qui concerne le terme relatif à l'énergie interne de l'état
associé, les deux expressions sont développées et donnent
(M + 1)
(3   1)M + 3  
   1
si M  0 (3.14a)
3  
   1
si M  0 (3.14b)
qui sont positives tant que 1 <  < 3.
Donc, dans les régions subsoniques, 8 U 2 

U
; F
+
(U) 2 

U
. La condition (2.5a) du
théorème 3 est satisfaite.
2. Positivité du vecteur W
0
Tout comme pour les schémas de van Leer, la positivité de W
0
conduit à une condi-
tion sur le pas de temps, que l'on cherche à mettre sous la forme CFL. D'après la
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formulation du schéma de Steger et Warming détaillée ci-dessus, on a
F
?
(U) = F
+
(U)  F
 
(U) =
a

0
B
B
B
B
@
(   1)M + 1
aM
h
(   1)M + 2
i
a
2

   1
2
M
3
+
3
2
M
2
+
1
   1

1
C
C
C
C
A
(3.15)
Le vecteur W
0
s'écrit alors
W
0
= U  

loc

F
?
(U) (3.16a)
= 

1 

loc

1 + (   1)M
1 +M

0
B
B
B
@
1
aM(1  )
a
2

C
E
  
1 M + M
2


1
C
C
C
A
(3.16b)
à l'aide du changement de variable  =

loc
(1 +M)  
loc
h
1 + (   1)M
i
La positivité de la masse conduit à la condition

loc
<
(1 +M)
1 + (   1)M
(3.17)
Sous cette condition, la fonction  est positive. Le terme d'énergie interne peut alors
être développé et conduit à une condition dont l'expression peut se mettre sous la
forme (2.23) avec les coecients
a(M) = M
2
(3.18a)
b(M) =
1 M

(3.18b)
c(M) =  
2
(   1)
(3.18c)
On en déduit la condition sur  qui, après inversion du changement de variable,
donne la condition de positivité suivante

loc
< 
SW
max
=
(M + 1)
max
(M)
1 +

1 + (   1)M


max
(M)
(3.19)
Le nombre de CFL local maximal 
SW
max
est tracé et comparé aux autres conditions
dans la section 3.3.
3. Calcul du 
opt
La méthode est ici la même que pour les schémas de van Leer. L'étude de la fonction

SW
max
a été eectuée. On déduit de ses variations que son minimum est soit en zéro,
soit l'asymptote à l'inni. Le nombre de CFL global maximal est alors

opt
= min
 
1; 
SW
max
(0)

(3.20)
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La valeur 
SW
max
(0) se calcule facilement et est égale à un. On en déduit les conditions
énoncées dans le théorème.
Fin de la démonstration.
3.3 Résumé des conditions de positivité
Les résultats établis ci-dessus ont été résumés dans les tableaux (3.1) et (3.2). Ces
tableaux détaillent séparément les conditions de positivité pour la masse et les conditions
pour l'énergie interne. Les conditions qui sont données sont des conditions locales, sous
forme CFL, nécessaires et susantes. Elles découlent de la condition de positivité du
vecteurW
0
. Les conditions de positivité du ux F
+
sont elles aussi données, car nécessaires
à elles seules.
VL et VLH SW
F
+
Supersonique inconditionnellement positif
Subsonique inconditionnellement positif
W
0
Supersonique 
loc
<
jM j+ 1
jM j
Subsonique 
loc
<
2(jM j+ 1)
1 +M
2

loc
<
(jM j + 1)
1 + (   1)jM j
Tab. 3.1  Conditions de positivité pour la masse.
VL VLH SW
F
+
Supersonique jM j 
r
   1
2
Subsonique   1 1    3
W
0
Supersonique 
loc
<
jM j+ 1
jM j+
q
 1
2
Subsonique 
loc
< 
V L
max

loc
< 
V LH
max

loc
< 
SW
max
Tab. 3.2  Conditions de positivité pour l'énergie interne.
An de satisfaire la dénition 11 de la positivité, on doit montrer l'existence d'un
nombre de CFL global 
opt
, strictement positif, qui assure que le schéma reste positif
quelles que soient les conditions initiales. On calcule facilement ce nombre de CFL à
l'aide de la condition locale : 
opt
= inf
M
(
max
). Les schémas de van Leer, et de Steger et
Warming sont positifs car cette constante n'est pas nulle.
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On peut facilement vérier que la condition de positivité pour l'énergie interne (tableau
3.2) est plus sévère que celle pour la masse volumique (tableau 3.1). C'est donc la condition
sur l'énergie qui détermine la positivité du schéma. De plus, cette diérence montre que
des valeurs nulles ne peuvent être atteintes simultanément par la masse volumique et par
l'énergie interne (et donc la pression).
Comme cela a été déjà expliqué, les expressions des fonctions 
V L
max
, 
V LH
max
et 
SW
max
sont
trop complexes pour être détaillées dans ce tableau. Elles restent néanmoins simples à
retrouver à l'aide des expressions (3.10) et (3.19) des démonstrations, et des notations
associées.
Comme cela a été expliqué ci-dessus, le minimum de chacune de ces fonctions conduit
à la plus grande condition CFL globale 
opt
, qui assure la positivité du schéma dans
toutes les congurations. Ces constantes 
opt
sont regroupées dans le tableau (3.3). Elles
conduisent en fait à un nombre de CFL maximal de un, pour tout gaz classique, de rapport
de chaleurs spéciques tel que 1 <  < 2.
VL VLH SW
1 min

1;
2


1
Tab. 3.3  Condition CFL globale 
opt
, maximale.
Puisque les conditions de positivité qui ont été calculées sont nécessaires et susantes,
il est intéressant de tracer cette condition CFL, locale, an de comparer les diérents
schémas. Pour des valeurs classiques de  dans l'intervalle [1; 2], les plus grands nombres
de CFL (et donc pas de temps) admissibles sont obtenus, dans l'ordre décroissant, par le
schéma de van Leer, la variante de Hänel, et le schéma de Steger et Warming.
Les fonctions 
max
sont tracées dans la gure 3.1 pour un rapport de chaleurs spé-
ciques  = 1:4. On observe, au point sonique, que les trois conditions coïncident avec
la condition d'un schéma complètement décentré. De plus, grâce aux propriétés de dié-
rentiabilité des fonctions ux des schémas de van Leer (VL et VLH), ces conditions se
raccordent tangentiellement. Même si c'est le schéma de Steger et Warming qui impose la
condition la plus sévère dans la zone subsonique, la condition CFL de positivité tend vers
un, pour des nombres de Mach élevés, quel que soit le schéma. La condition CFL globale
est donc la même quel que soit le schéma.
Par contre, selon ces courbes, des nombres de CFL plus important pourraient être
utilisés avec les schémas de van Leer (VL et VLH), si le nombre de Mach dans l'écou-
lement est supposé ne pas dépasser une limite donnée. Par exemple, selon la gure 3.1,
un nombre de CFL de 1:45 (pour  = 1:4) peut être utilisé dans un écoulement qui reste
entièrement subsonique. La positivité n'est pas assurée dans ce cas avec le schéma de
Steger et Warming. Il faut par contre insister sur le fait que ces conditions n'assurent que
la positivité. L'utilisation de tels nombres de CFL pourrait dégrader la stabilité du calcul,
et du même coup, le faire sortir du régime de Mach attendu.
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Fig. 3.1  Nombre de CFL local maximal 
loc
, assurant la positivité de l'énergie interne,
( = 1:4)
3.4 Positivité et Précision
La plupart des schémas FVS montrent une grande robustesse dans la plupart des appli-
cations. Certains ont déjà été montrés positifs.
[46,68]
D'autres l'ont été dans les précédentes
sections. Mais aucun d'entre eux n'est capable de conserver exactement les discontinuités
de contact stationnaires. En eet, il subsiste toujours une certaine quantité de dissipation
articielle qui diuse les discontinuités de masse volumique.
Van Leer
[66]
a montré que le fait d'empêcher la diusion des discontinuités de contact
pouvait conduire à un schéma localement marginalement stable, voire à un comportement
instable pour des écoulements à basse vitesse. Néanmoins, il conclut par le fait que ce point
nécessite des approfondissements.
Dans cette étude, la question de la stabilité n'est pas abordée. Mais la puissance du
théorème 3, et en particulier le fait que les deux conditions sont nécessaires, conrme
l'état de l'art actuel des schémas FVS : il est impossible d'avoir à la fois un schéma précis
et positif. Ou, selon le théorème,
Théorème 7 Un schéma à décomposition de ux ne peut satisfaire à la fois les deux
propriétés suivantes :
 conservation exacte des discontinuités de masse volumique,
 positivité.
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Remarques
 Ce théorème justie le fait qu'à ce jour, aucun schéma FVS satisfaisant simultané-
ment ces deux propriétés n'a été proposé.
 Les schémas FVS sont intéressants car ils sont en général faciles à intégrer, faciles
à rendre implicite, et ont un coût de calcul relativement réduit. Mais ce théorème
implique l'utilisation de technique plus complexe et plus coûteuse (technique hybride
par exemple) an que le schéma puisse satisfaire les deux propriétés recherchées.
Démonstration
Soit un schéma FVS déni par ses fonctions ux F

, et tel qu'il conserve exactement
les discontinuités de contact. Alors, le ux numérique entre deux états U
L
=


L
; 0;
p
 1

T
et U
R
=


R
; 0;
p
 1

T
de part et d'autre d'une discontinuité de contact stationnaire, doit
vérier
F
+
(U
L
) + F
 
(U
R
) =
0
@
0
p
0
1
A
(3.21)
Puisque 
L
et 
R
sont des variables indépendantes, le ux F
+
(U
L
) doit nécessairement
n'être qu'une fonction de la pression commune p. Donc, plus généralement, un ux nu-
mérique qui satisfait de telles hypothèses est tel que
8U =

; 0;
p
   1

T
; F
+
(U) =
0
@
f
1
(p)
f
2
(p)
f
3
(p)
1
A
(3.22a)
De plus, en considérant la propriété de symétrie (équation 2.2b), en utilisant le fait que
l'état particulier U vérie ici U = U , on a F
 
(U) =  F
+
(U). Alors,
F
 
(U) =
0
@
 f
1
(p)
+f
2
(p)
 f
3
(p)
1
A
(3.22b)
En remplaçant les expressions (3.22a) et (3.22b) dans l'équation (3.21), on obtient la
relation f
2
(p) = p=2. De plus, la positivité du schéma impose que le ux F
+
soit un état
admissible, et donc que f
1
(p) soit positif ou nul.
 Si f
1
(p) = 0, la condition (2.5a) du théorème n'est pas satisfaite puisque f
2
(p) n'est
pas nul. Le ux F
+
n'est pas toujours un état admissible.
 Si f
1
(p) > 0, alors le terme de masse de l'expression W
0
= U  

loc

F
?
(U) peut
s'écrire
 

loc
a
2f
1
(p) =  
p


2
loc
f
1
(p)
p
p

(3.23)
Donc, quelle que soit la fonction f
1
(p) et pour tout 
loc
> 0, on peut trouver un état
U , de pression et masse volumique p et , tel que l'expression (3.23) soit négative.
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Ainsi, un schéma FVS qui aurait été construit pour conserver exactement les lignes de
glissement ne peut être positif. Ces deux propriétés sont incompatibles dans le cadre des
schémas à décomposition de ux.
Fin de la démonstration.
3.5 Conclusion
Une méthode générale a été proposée pour démontrer la positivité des schémas FVS.
Cette méthode conduit à deux conditions nécessaires et susantes de positivité sur les
fonctions ux F

qui dénissent le schéma.
Le théorème a été complété par une méthode détaillée de calcul qui conduit direc-
tement à la condition CFL optimale. Cette méthode a été appliquée à des schémas FVS
classiques : le schéma de van Leer, une de ses variantes, ainsi que le schéma de Steger
et Warming. Bien que ces schémas soient connus pour leur robustesse, leur propriété de
positivité n'avait pas été prouvée à ce jour. La condition CFL associée est une condition
classique  < 1, pour des applications classiques où 1 <  < 2, et donc valable dans des
applications avec eets de température.
Par ailleurs, l'application de ce théorème a une famille de schémas simple, les schémas
UD-FVS, conduit à des conditions de positivité particulièrement simple sur les termes
dénissant cette famille de schémas. Les schémas à dissipation articielle font partie de
cette famille et ne satisfont pas cette condition. Ils sont donc démontrés non-positifs.
Dans la dernière partie, ces conditions nécessaires de positivité ont été démontrées
incompatibles avec la propriété de résolution exacte des discontinuités de contact. Un
schéma FVS positif ne pourra donc être précis en ce sens. En d'autres mots, un schéma
qui posséderait ces deux propriétés ne peut être complètement FVS. Cela limite considé-
rablement les capacités de cette famille de schémas.
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Introduction
Les années 80 ont vu eurir la famille des schémas décentrés (upwind), capables de
capturer de manière stable les ondes de choc. Néanmoins, des solutions inattendues pol-
luent les calculs d'écoulements supersoniques autout d'un corps émoussé. Ces phénomènes
inexpliqués sont rapportés pour la première fois par Peery et Imlay
[45]
à propos de calculs
avec le schéma de Roe. Mais ces anomalies ne sont pas l'apanage du schéma de Roe : la
plupart des schémas fondés sur la résolution du problème de Riemann en sourent.
Dans le premier chapitre, nous nous attachons à décrire ces anomalies, les diérents
comportements des schémas, ainsi que d'autres pathologies qui semblent avoir le même
mécanisme. Dans le chapitre suivant, une analyse de stabilité est eectuée, dans la lignée
de Quirk,
[51]
an de trouver des explications ou des critères d'apparition de ces phéno-
mènes.
Dans le chapitre suivant, une toute autre approche est envisagée. L'analyse théorique
des équations d'Euler et de Rankine-Hugoniot continues a récemment mis en évidence
un mode instable.
[53,54]
À partir du test simple proposé par Quirk, nous tenterons de
caractériser l'instabilité du choc an de la comparer aux résultats théoriques.
Les travaux de cette partie ont fait l'objet de deux publications.
[15,52]
En particulier,
la partie théorique (analyse des équations continues) du dernier chapitre est largement
plus détaillée dans l'article,
[52]
résultat de la collaboration avec Robinet.
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Chapitre 1
Le Phénomène du Carbuncle
Une des anomalies maintenant connue, et récurrente dans les calculs d'écoulements
avec chocs, est le phénomène du carbuncle. Ce phénomène considéré comme pathologique
consiste en une bifurcation vers une solution non attendue. Dans certaines situations, le
phénomène est si sévère que la topologie de l'écoulement se trouve complètement modiée,
et bien éloignée de toute prévision.
Après une description plus détaillée du phénomène, nous citerons aussi le cas de calcul
de chocs instationnaires sur rampes qui peuvent produire des solutions inattendues. Puis,
nous nous attacherons à un cas de calcul simplié, proposé par Quirk,
[51]
qui produit aussi
une bifurcation de la solution, et dont le mécanisme semble représentatif des phénomènes
cités ci-dessus.
1.1 Bibliographie
Le phénomène du carbuncle est observé comme une anomalie qui a longtemps dé-
gradé les calculs d'écoulements supersoniques et hypersoniques. Les premiers auteurs qui
ont fait part de cette diculté sont Peery et Imlay.
[45]
Ils exhibent des calculs de chocs
détachés sur des corps émoussés, avec le schéma de Roe,
[55]
où la forme du choc est com-
plètement altérée, par rapport à la solution régulière attendue. Une description détaillée
du phénomène sera donnée dans les sections suivantes.
Il est rapidement remarqué, et rappelé par Pandol
[44]
que la technique de shock tting
permet de s'aranchir du problème sur le calcul de chocs de tête seulement.
Il faut attendre les travaux de Quirk
[51]
pour dépasser le stade de la simple observation
du phénomène, et présenter une étude plus poussée sur les conditions d'apparition de ce
qui est décrit comme une pathologie numérique. Quirk remarque que le phénomène du
carbuncle est d'autant plus susceptible d'apparaître que le nombre de Mach amont est
grand. De plus, seuls les schémas basés sur la résolution du problème de Riemann, et qui
sont capables de résoudre exactement les lignes de glissement produisent cette patholo-
gie. Un certain nombre d'observations corroborent le résultat suivant : le phénomène du
carbuncle est dû, dans certains schémas, à la disparition de la dissipation numérique au
voisinage du choc normal, mais dans la direction transversale. En eet, on remarque que
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ce problème apparaît lorsque le choc est aligné avec le maillage ; ou plutôt lorsque les
lignes de maillages qui traversent le choc sont alignées avec les lignes de courant en aval
(généralement perpendiculaires au choc). Il est d'ailleurs reconnu que l'ajout, pourtant
sans justication mathématique, d'une correction d'entropie sur les ondes linéaires dans
le schéma de Roe, permet d'atténuer voire empêcher le développement de cette solution.
Quirk généralise le phénomène d'apparition et d'amplication des perturbations du
choc sous la dénomination odd-even decoupling, et rapporte d'autres cas de calcul où la
solution est diérente de celle classiquement attendue. Dans la continuité de son étude, il
propose un cas simplié, que l'on nomme test de Quirk, qui permet de tester de façon
beaucoup plus systématique, l'aptitude des schémas à développer des instabilités de choc.
Il s'agit de la simple propagation d'un choc droit dans un tube. Ce cas nous permet de
s'aranchir de la grande dépendance en maillage du phénomène initialement observé sur
les corps émoussés. Dans le même article, Quirk propose les prémices d'une analyse de
stabilité qui sera détaillée dans le chapitre suivant.
Encouragé par les exceptionnels résultats de sa famille de schémas, AUSM, Liou
[36]
pro-
pose une conjecture sur la formulation du ux numérique, qui permettrait de rendre un
schéma insensible au phénomène du carbuncle, et de ses instabilités associées, tout en évi-
tant de dégrader les bonnes propriétés de capture des lignes de glissement. Xu
[74]
reprend
cette conjecture en détail et tente de donner une explication physique au phénomène. Ce
critère sera discuté dans la section 2.2.6 consacrée à l'analyse du schéma AUSM.
Cette conjecture est néanmoins mise en défaut par les résultats qui seront présentés
plus loin, mais aussi par les résultats de Pandol
[44]
qui exhibe des calculs de chocs sur
corps émoussés avec la famille des schémas AUSM. Ces calculs présentent des irrégularités
non négligeables, alors qu'il a toujours été cru que ces schémas en était exempts.
Nous citons aussi Sanders et al
[57]
qui s'intéressent au problème du carbuncle de façon
un peu plus détaillée que Quirk. Ils mettent en évidence l'amplication de perturbations
dans un cas similaire à celui proposé par Quirk. Une fois de plus, ils insistent sur une
dissipation articielle insusante dans la direction transversale au choc.
1.2 Le phénomène du Carbuncle
Le carbuncle est historiquement la dénomination utilisée pour cette anomalie du calcul
des chocs détachés sur corps émoussés. On lui a aussi parfois attribué les irrégularités qui
apparaissent lors d'interaction entre un choc et une condition aux limites de symétrie.
Ce phénomène est très dépendant de la méthode de calcul utilisée. En particulier, il est
notoire que la famille des schémas FVS ne produit pas cette anomalie. Dans cette section,
nous proposons une description détaillée du phénomène, une observation du comportement
de ce phénomène vis-à-vis de la convergence, en temps et en maillage. Puis, une section
sera dédiée aux résultats des diérents schémas sur un cas test.
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1.2.1 Description du phénomène
Le carbuncle est une solution inattendue qui apparaît lors du calcul d'écoulements
supersoniques sur corps émoussés. La solution choc fort se déstabilise et on voit appa-
raître un écoulement dont la topologie est plus complexe. Les calculs présentés sont bidi-
mensionnels plans, mais on observe également des irrégularités du choc dans des calculs
axisymétriques.
Des calculs sur maillages ranés (320640) sont présentés sur la gure 1.1. Ils ont
été eectués à l'aide du schéma de Roe, au premier ordre, sans correction d'entropie. Le
domaine de calcul est constitué d'un quart de cylindre, et on impose la symétrie de la
solution à l'aide de points ctifs. Le nombre de Mach inni amont est de 10. Un schéma
est proposé dans la même gure pour décrire la topologie de l'écoulement. Elle se compose
d'une zone d'eau morte, ou de recirculation. L'écoulement inni amont est dévié de part
et d'autre de cette zone par un choc faible. L'aval de ce choc, situé au dessus de la
zone de recirculation, est donc supersonique. La déviation de la limite entre l'écoulement
principal et la zone de recirculation crée une compression de l'écoulement supersonique.
Cette compression focalise en un choc, qui interagit avec le choc faible initial. Cette
interaction donne naissance à un choc fort, courbe, et une ligne de glissement.
Cette description est celle d'un écoulement stationnaire. Les calculs présentés ne le sont
pas car le calcul se stabilise sur une solution présentant des variations périodiques. Mais
la solution reste topologiquement la même car les variations sont minimes. Par contre, on
peut observer, dans certains cas, des phénomènes de battement du choc, ou des échappées
asymétriques de tourbillons depuis la zone de recirculation, lorsque la symétrie du calcul
n'est pas imposée.
On remarque que la solution qui a été décrite semble tout à fait admissible. Elle
n'est pas en contradiction avec le second principe. Cette solution, même si elle n'est pas
attendue, pourrait être un nouvel exemple de la non unicité de la solution des équations
d'Euler, comme on le rencontre souvent dans des cas de décollements, d'ailleurs.
La grande dépendance en maillage de ce phénomène a longtemps été un argument
pour considérer cette solution comme une pathologie numérique, non physique. Mais, on
peut aussi objectivement contre-argumenter par le fait suivant : la complexité de la solu-
tion qui fait intervenir des interactions choc-choc et choc-décollement rend l'inuence du
maillage bien plus importante que pour le cas d'un calcul de choc détaché. La dissipation
numérique, intrinsèque à la discrétisation et à la formulation du schéma, a en eet une
inuence importante sur l'établissement de cette solution.
Dans la section suivante, nous nous attachons à la convergence de la solution.
1.2.2 Convergence de la solution
La convergence en temps est assez dicile à apprécier. Il arrive, pour certains schémas,
que la solution converge vers une solution stationnaire à la précision machine. Mais le plus
souvent, on observe l'établissement d'une solution périodique en temps.
Par contre, les calculs de la gure 1.2 montrent que le phénomène a plutôt tendance à
s'accentuer avec le ranement. Le schéma est consistant, le calcul est stable, le théorème
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Fig. 1.1  Topologie de la solution du carbuncle, température (à gauche), pression (à
droite).
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a) 40 80 b) 80 160 c) 160 320 d) 320 640
Fig. 1.2  Convergence en maillage, M
1
= 10, isothermes.
de Lax-Wendro
[26]
tend plutôt à montrer que la solution vers laquelle on converge, en
temps et en espace, est solution faible des équations d'Euler. Bien sûr, ces propriétés sont
mathématiques, et la réelle convergence en maillage ne peut être obtenue.
La non-unicité des équations d'Euler est connue. On peut alors penser que la solution
qui s'établit est dépendante des conditions initiales. Néanmoins, on observe expérimentale-
ment que la solution choc détaché (obtenue par convergence avec un schéma susamment
dissipatif) se déstabilise, pour bifurquer vers la solution choc faible, plus complexe, qui a
été détaillée dans la section précédente.
1.2.3 Résultats
Dans cette partie, nous testons une variété de schémas sur le même cas-test. Il s'agit
d'un cylindre dans un écoulement à Mach 10. Le maillage est présenté dans la gure 1.3a
où seulement une cellule sur huit est présentée dans chaque direction.
D'après les résultats présentés dans la gure 1.3, seuls les schémas HLLE, EFM et AUSM-M
fournissent une solution que l'on qualie de physique, c'est-à-dire avec un choc détaché.
Ces trois schémas caractérisent chacun une famille diérente de schémas :
 Le schéma cinétique EFM est un schéma FVS qui, comme le schéma de van Leer et
celui de Steger et Warming, est connu pour sa robustesse et sa capacité à calculer les
chocs. Mais il diuse énormément les lignes de glissement. Il est reconnu par tous les
auteurs que cette caractéristique (dissipation excessive) permet d'éviter l'apparition
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a) 10 20 b) Roe c) AUSM-M d) EFM
e) EFMO (OI) f) EFMO (ON) g) HLLE h) HLLC
Fig. 1.3  Calculs 80 160 de l'écoulement sur un cylindre, M
1
= 10, isothermes.
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du carbuncle.
 Le schéma HLLE est, lui, considéré comme un schéma FDS, puisqu'il est un solveur
de Riemann approché. Néanmoins, les discontinuités de contact n'ont pas été consi-
dérées dans la structure de la solution du problème de Riemann ; ce schéma est tout
aussi dissipatif dans le calcul des lignes de glissement. Le même argument peut être
utilisé pour les variantes du schéma de Roe où il a été ajouté une correction d'en-
tropie sur les ondes linéaires. Ce point sera discuté dans cette partie. Mais de façon
générale, ces schémas (famille HLL, ou schéma de Roe dégradé) fournissent eux aussi
une solution exempte de cette protubérance inattendue.
 Le schéma AUSM-M a, lui, un comportement remarquable car il est le seul, ainsi que sa
variante AUSM+, à calculer un choc détaché tout à fait régulier, tout en conservant ses
importantes propriétés de précision dans le calcul des lignes de glissement. Puisque
nous passons le comportement de tous ces schémas en revue, il est nécessaire de
préciser ici que Pandol
[44]
a montré que le schéma AUSM pouvait lui aussi sourir
de cette pathologie. Ce point illustre que ce phénomène reste très dépendant du
maillage utilisé. Il n'en reste pas moins que les schémas de cette famille montre une
surprenante résistance à l'apparition de cette anomalie.
Tous les autres schémas présentés ici sourent de façon plus ou moins sévère de la
déformation du choc. On retrouve parmi ces schémas, tous les solveurs de Riemann ap-
prochés qui conservent exactement les lignes de glissement : le schéma de Roe, le schéma
d'Osher, le schéma HLLC proposé par Toro
[60]
puis Batten et al .
[2]
Même s'il n'est pas
présenté ici, Quirk
[51]
signale que le schéma de Godunov sourait de la même anomalie.
Nous insistons sur quelques points :
 Le comportement du schéma d'Osher n'a que récemment été rapporté.
[14]
Ce résultat
est gênant car le schéma d'Osher a été démontré entropique, alors que le phénomène
du carbuncle est généralement considéré comme non physique.
 Le schéma EFMO,
[40]
issu de l'hybridation HUS de Coquel
[5]
entre le schéma cinétique
EFM et le schéma d'Osher, soure de la même anomalie avec la même sévérité.
 L'ordre des valeurs dans le calcul du schéma d'Osher a ici son importance : les deux
variantes sourent du phénomène du carbuncle, mais la perturbation est bien plus
importante avec l'ordre inverse (OI) des valeurs propres. Ce résultat est partagé par
le schéma EFMO.
 le rétablissement de la résolution des lignes de glissement dans un schéma, que ce
soit par la méthode HUS, ou par l'amélioration de la famille HLL par Toro, rend le
schéma beaucoup plus sensible à ce phénomène. Ce résultat conrme une fois de
plus le lien empirique qui est fait entre cette propriété de dissipation évanescente au
niveau des discontinuités de contact, et l'apparition du carbuncle.
On note que le schéma EIM n'a pas été présenté : sa trop faible robustesse n'a pas permis
le calcul sans atteindre des pressions négatives. Quant au schéma d'Osher, la sévérité des
conditions initiales a nécessité d'initier le calcul avec un schéma adapté, ou en basculant
provisoirement l'ordre des valeurs propres, pour éviter le calcul d'états intermédiaires non
physiques. Cet artice est sans inuence sur le résultat à convergence.
Dans le cas particulier du schéma de Roe, l'utilisation de correction d'entropie éten-
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due, préconisé par Lin,
[28]
permet de retrouver la convergence sur une solution classique
de choc détaché. Cette correction étendue consiste à appliquer la correction classique de
Harten,
[22]
ou d'autres plus élaborées, aux valeurs propres multiples  = u. Cette correc-
tion n'a aucune justication mathématique et n'est qu'un moyen détourné d'ajouter de
la dissipation articielle dans le calcul. La correction authentique ne s'applique qu'aux
valeurs propres des ondes acoustiques  = ua. Dans ce cas, la correction n'a aucun eet
car le schéma de Roe développe toujours le phénomène du carbuncle.
1.3 Autre instabilité de choc
D'autres phénomènes pathologiques semblent relever du même mécanisme que celui
du phénomène du carbuncle. Ces problèmes apparaissent lors de la propagation de chocs
instationnaires.
Un autre cas de comportement pathologique de choc se produit dans le calcul de double
réexion de Mach (DMR). Ce type d'écoulement est détaillé dans la section 3.3 relative
à la description des cas de calculs (partie I). Le cas choisi ici est celui d'une rampe de 30
o
avec un choc incident dont le nombre de Mach est M
s
= 5:5.
La solution attendue est celle où le pied du choc transmis est normal à la paroi,
comme on peut le voir sur les gures 1.4c et 1.5a. Néanmoins, avec un certain nombre
de schémas, le pied de choc se retrouve projeté en avant. Il s'établit une conguration
avec choc oblique, et un point triple supplémentaire apparaît, nommé kinked Mach stem.
Quirk
[51]
est le premier à présenter cette anomalie comme similaire à celle du carbuncle
sur les corps émoussés. Il argumente par le fait que ces deux anomalies apparaissent alors
que la dissipation dans le sens transversal au choc semble insusante, et ne peut amortir
les inévitables perturbations dans le calcul. On remarque que dans ce cas, le choc n'est
pas aligné avec les lignes de maillages, mais que sa direction de propagation l'est.
Au niveau résultats de la gure 1.4, les conclusions sont sensiblement les mêmes que
pour le calcul d'écoulement sur le cylindre. Le schéma EFM calcule le pied de choc attendu.
Les schémas de Roe et d'Osher produisent le kinked Mach stem. Les résultats ne sont pas
présentés mais le schéma EFMO présente les mêmes caractéristiques. On note aussi que
la pathologie est moins prononcée en utilisant l'ordre naturel (ON) des valeurs propres
plutôt que l'ordre inverse avec ces deux schémas.
Le schéma AUSM-M semble ici produire également la solution attendue (gure 1.5a).
Néanmoins, l'orientation des isochores à la paroi s'apparente plus à celles du schéma de
Roe qu'à celles du schéma EFM. Un calcul sur maillage rané, présenté sur la gure 1.5b,
montre que le schéma AUSM-M peut aussi sourir, dans certains cas, de cette anomalie.
Contrairement à ce qui semble admis dans la communauté scientique, le schéma AUSM
n'est pas aussi robuste que les schémas FVS face à ces pathologies. Ce résultat va dans
le sens des calculs exhibés par Pandol
[44]
dans le cas de corps émoussés. Ces résultats
montrent que, une fois de plus, le ranement a tendance à faire apparaître la solution
dite non-physique.
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a) maillage 40 20 b) schéma de Roe c) schéma EFM
d) schéma d'Osher (OI) e) schéma d'Osher (ON)
Fig. 1.4  Calculs 200 100 du cas de DMR, isochores.
a) maillage 200 100 b) maillage 400 400
Fig. 1.5  Calcul sur maillage classique et rané, schéma AUSM-M, isochores.
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1.4 Odd-even Decoupling
Quirk
[51]
rapporte dans ses travaux d'autres cas qui semblent relever de la même
pathologie. Ces problèmes arrivent dans des calculs haute-résolution : des perturbations
paire-impaire s'amplient et se propagent de façon transversale aux chocs plans, alignés
avec les lignes de maillage.
An de tester de façon plus systématique l'apparition de ces phénomènes, Quirk pro-
pose un cas simplié de simulation. Il s'agit de la propagation d'un choc plan dans un
tube. Le forçage de la perturbation est assuré par une variation périodique de la ligne de
maillage centrale, comme cela est détaillé dans la section suivante. La simplicité du cas,
c'est-à-dire l'écoulement à calculer, mais aussi du maillage utilisé, permet de s'aranchir
d'un certain nombre de dépendances gênantes dans les cas précédemment détaillés, et
facilite l'analyse mathématique de l'évolution des perturbations.
1.4.1 Description du cas et résultats
Le cas original proposé par Quirk
[51]
est celui de la propagation d'un choc à M
s
= 6
où le nombre de Mach M
s
est déni comme u
s
=a
r
(avec u
s
, la vitesse de la discontinuité
et a
r
, la vitesse du son en amont du choc) dans un tube de longueur 401. Le maillage
est basé sur un maillage uniforme de 80020 cellules. Mais la ligne centrale du maillage
est perturbée de façon innitésimale, mais néanmoins largement supérieure à la précision
machine (voir le schéma de la gure 1.6 où la perturbation a été exagérée), selon
y
i;j
mid
= y
j
mid
+ ( 1)
i
 10
 6
(1.1)
Fig. 1.6  Schéma du maillage pour le test de Quirk
Les conditions initiales sont celles du uide amont au choc, au repos. Les conditions
aux limites sont des conditions de symétrie pour les parois haute et basse, une condition
d'extrapolation en sortie
1
, et on impose en entrée les conditions aval adéquates pour la
propagation d'un choc à la bonne vitesse.
1. Cette condition est sans eet dans ce calcul puisque le calcul est arrêté avant la sortie du choc.
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Fig. 1.7  Éclatement du choc dans le test de Quirk, schéma de Roe.
La gure 1.7 montre l'évolution temporelle de l'éclatement du choc droit dans le test
de Quirk. Alors qu'on s'attend à ce que le choc se propage dans le tube sans se déformer,
c'est-à-dire que la solution reste monodimensionnelle, on observe l'apparition d'oscillations
sur un mode pair-impair, au niveau de la ligne perturbée, transversalement au choc. Au
fur et à mesure de la propagation du choc, ces perturbations s'amplient et se propagent
le long du choc. Elles nissent par perturber sa forme, jusqu'à conduire à son éclatement,
d'ailleurs fort prononcé avec le schéma de Roe.
Sur la gure 1.8, on peut observer les diérents comportements des schémas sur ce
problème. La solution a été tracée à diérents instants sur la même gure. Ces diérents
instants correspondent à une position attendue (si le choc reste droit) du choc en x = 12,
18 et 24 unités de longueur. Ces calculs montrent un état très avancé de l'instabilité : le
choc éclate et subit en général une accélération.
Le schéma de Roe, le schéma d'Osher et le schéma EIM de Macrossan,
[37]
ainsi que le
schéma hybride EFMO développent l'instabilité du choc. Les remarques sur la sévérité du
phénomène selon le schéma employé sont les mêmes que pour les cas précédents. Seuls
les schémas EFM et AUSM-M laissent un prol de choc complètement droit. Par contre,
une observation plus précise des perturbations au niveau du choc révèle des oscillations
de l'ordre du forçage. Pour le schéma EFM, ces oscillations restent connées près de la
ligne centrale. Par contre, on observe, pour le schéma AUSM, que les perturbations se sont
propagées dans toute la largeur du tube, sans toutefois s'amplier.
Bien que cette étude se limite aux schémas du premier ordre, il est nécessaire de
montrer le comportement de ces schémas face à ces phénomènes, lorsqu'ils bénécient
d'une extension à ordre élevé. Cette extension au second ordre est réalisée par la tech-
nique MUSCL classique de van Leer.
[63]
La reconstruction des variables est opérée sur les
variables primitives et en utilisant le limiteur minmod, sans paramètre de compression.
Les comparaisons entre le premier et le second ordre, sur la gure 1.9, montrent que ces
anomalies apparaissent encore. La montée en ordre ne permet pas de remédier à ces dé-
fauts (gures 1.9a-b). Néanmoins, la montée en ordre ne déclenche pas l'instabilité non
plus (gures 1.9c-d). Ces résultats justient le choix de ne considérer que les schémas du
premier ordre dans cette étude.
1.5 Calcul de choc droit stationnaire
Le test de Quirk est un cas simplié qui permet d'étudier l'apparition de ces anomalies
sans dépendance en maillage, et où la solution recherchée est triviale, puisque monodi-
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a) Schéma de Roe (sans correction d'entropie)
15 20 25
0.0
0.5
1.0
b) Schéma d'Osher (OI)
15 20 25
0.0
0.5
1.0
c) Schéma d'Osher (ON)
15 20 25
0.0
0.5
1.0
d) Schéma AUSM-M
15 20 25
0.0
0.5
1.0
e) Schéma EIM
15 20 25
0.0
0.5
1.0
f) Schéma EFM
15 20 25
0.0
0.5
1.0
g) Schéma EFMO(OI)
15 20 25
0.0
0.5
1.0
h) Schéma EFMO(ON)
15 20 25
0.0
0.5
1.0
Fig. 1.8  Résultats du test de Quirk, lignes iso-Mach.
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premier ordre ordre élevé (MUSCL)
a)
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d)
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AUSM-M
Fig. 1.9  Résultats avec la montée en ordre, isochores.
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Fig. 1.10  Instabilité d'une onde choc stationnaire, maillage perturbé, schéma de Roe,
lignes iso-Mach, t = 1; 2; 4s.
mensionnelle. Néanmoins, le choc est instationnaire. Nous proposons ici un autre cas de
calcul : les conditions initiales sont celles d'un choc droit, sur un dommaine carré 11, dont
le maillage est uniformément composé de 100100 cellules, avec ou sans la perturbation
de maillage déjà dénie dans le test de Quirk.
Le but de ce test est de tenter de converger sur une solution stationnaire. C'est le cas
pour le schéma EFM qui converge rapidement (à la précision machine) sur une solution
stationnaire, après un leger épaississement du choc. On observe seulement une petite
perturbation de la vitesse transversale, connée au centre su maillage, lieu de l'interaction
entre le choc et la perturbation de maillage.
Par contre, avec le schéma de Roe, on observe, sur la gure 1.10, que la perturbation
de maillage empêche toute convergence : le choc droit se déstabilise rapidement au niveau
de la ligne perturbée puis nit rapidement par éclater (t = 4s). Ces trois visualisations
représentent à peu près un millier d'itérations de la méthode explicite.
Le plus surprenant est le résultat suivant : même en eectuant ce calcul sur un maillage
totalement uniforme, on observe la déstabilisation du choc puis son éclatement. Les seules
diérences avec la solution précédente sont un léger retard de la déstabilisation par rapport
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Fig. 1.11  Instabilité d'une onde choc stationnaire, maillage uniforme, schéma de Roe,
lignes iso-Mach, t = 1; 2; 4s.
au cas précédent, et sa localisation aléatoire.
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Chapitre 2
Analyse du test de Quirk
Dans ce chapitre, nous proposons une analyse de stabilité des schémas numériques
pour tenter d'expliquer l'apparition de ces anomalies lors du calcul de chocs. Dans la
première section, nous détaillons le cadre de l'analyse de stabilité linéaire. Dans la section
suivante, faisant suite à l'analyse proposée par Quirk,
[51]
nous appliquons cette analyse à
un certain nombre de schémas an de caractériser leur propriété de stabilité sur un écou-
lement bidimensionnel. Une étude supplémentaire sera détaillée an de caractériser par
des simulations numériques les propriétés d'amortissement des schémas. Enn, l'analyse
sera appliquée aux schémas à dissipation articielle. Elle permettra de montrer que tout
schéma conçu pour conserver les discontinuités de contact est obligatoirement marginale-
ment stable dans le cas considéré. Pour conclure avec cette étude, il sera montré que les
eets visqueux sont en général insusants pour éviter ces pathologies de calcul.
Cette étude a, en grande partie, fait l'objet d'une publication
[15]
reproduite en annexe.
2.1 Cadre théorique de l'analyse
Nous détaillons ici le développement général d'une analyse de stabilité linéaire par la
méthode de von Neumann.
[21]
Cette méthode est appliquée ici à une équation de conserva-
tion vectorielle monodimensionnelle. Néanmoins, toutes les composantes du vecteur d'état
en bidimensionnel sont conservées. L'équation de conservation considérée est
U
n+1
i
= U
n
i
  

F
1=2
(U
n
i
;U
n
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1=2
(U
n
i 1
;U
n
i
)

(2.1)
où  =
t
x
, F
1=2
est le ux numérique, fonction des deux états de part et d'autre de
l'interface. On se restreint donc ici à la classe de schémas dont le ux numérique ne
dépend pas d'autres états. Cette analyse ne peut s'appliquer aux schémas bénéciant d'une
extension au second ordre, ou aux schémas incluant une dissipation articielle d'ordre 4.
Le domaine bidimensionnel est décrit par sa distribution d'états U
n
i
où n et i repré-
sentent les indices temporel et spatial. On s'intéresse à la stabilité numérique d'un uide
localement constant. On décompose alors l'état U
n
i
en U
0
+ ÆU
n
i
, où U
0
est l'état constant
autour duquel s'eectue la linéarisation, et ÆU
n
i
la perturbation. On eectue alors le dé-
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veloppement en petites perturbations du ux numérique,
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Notons que, dans le cas d'un schéma FVS, les jacobiennes des ux s'expriment par
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Pour la suite des développements, conformément à la méthode de von Neumann, on
recherche la stabilité temporelle du problème en écrivant la perturbation sous une forme
harmonique ÆU
n
i
= 
n
e
Ii
avec I
2
=  1 et  2 [0; ]. 
n
est l'amplitude de la perturbation.
On cherche alors à calculer la matrice d'amplication temporelle A qui vérie 
n+1
=
A  
n
. En supposant que les perturbations sont d'amplitudes non nulles, cette matrice
d'amplication s'exprime
A = I  
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Ces expressions de la linéarisation impliquent que le ux numérique soit diérentiable
en l'état U
0
choisi.
La condition de stabilité impose que le rayon spectral de A soit inférieur à un. Soient

A
et 
F
les valeurs propres de A et F, avec 
A
= 1  
F
, la condition de stabilité
jj
A
jj < 1 (2.6a)
se traduit par :
(1  Re(
F
))
2
+ (Im(
F
))
2
< 1 (2.6b)
(jj
F
jj
2
  2Re(
F
)) < 0 (2.6c)
Si l'une des valeurs propres 
F
est nulle, alors la condition stricte de stabilité ne
peut être vériée et on aboutit à un cas de stabilité marginale (
A
= 1). Cette stabilité
marginale est alors indépendante du nombre de CFL. Dans le cas contraire, il existe une
condition de stabilité sur , et donc sur le nombre de CFL, qui s'exprime par :
 <
2Re(
F
)
j
F
j
2
(2.6d)
où 
F
est alors la plus grande valeur propre de F (il s'agit de la condition la plus restric-
tive).
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15 20 25
0.0
0.5
1.0
Roe/EFM
15 20 25
0.0
0.5
1.0
EFM/Roe
Fig. 2.1  Résultats des couplages entre les schémas de Roe et EFM
2.2 Analyse du test de Quirk
Quirk,
[51]
parallèlement à la description du cas de calcul qu'il présente, propose une
analyse de stabilité du schéma de Roe et du schéma HLLE dans une conguration simpli-
ée. Conformément à l'observation selon laquelle il s'agit de perturbations transversales
à l'écoulement, il suppose que seul le ux transversal est incriminé, et que les perturba-
tions sont sur un mode pair-impair. De plus, dans son étude, seules des perturbations
de la pression et de la masse volumique sont considérées. Son étude conclut qu'avec le
schéma de Roe, la perturbation de pression est amortie, mais la perturbation de masse
volumique reste constante. Tandis qu'avec le schéma HLLE, ces perturbations sont toutes
deux amorties. Les autres perturbations sont imposées nulles, par hypothèse.
Dans les sections suivantes, cette analyse a été généralisée à plusieurs schémas. De plus,
aucune des perturbations n'a été négligée. On conserve l'hypothèse, largement conrmée
par le calcul, selon laquelle les perturbations se développent en dents de scie (mode pair-
impair). Par ailleurs, les calculs suivants (gure 2.1) conrment que le choix du ux trans-
versal est une cause de l'apparition de l'éclatement du choc. Le test de Quirk a été calculé
en utilisant des schémas diérents pour les ux longitudinaux et les ux transversaux.
 un premier calcul, noté Roe/EFM, utilise le schéma de Roe en longitudinal (calcul
du choc) et le schéma de EFM dans la direction transversale ;
 le second calcul a été eectué en inversant ces schémas.
On rappelle que, utilisé simultanément dans les deux directions, le schéma de Roe présente
l'anomalie étudiée tandis que le schéma EFM en est exempt. En eectuant le couplage
Roe/EFM et EFM/Roe, on vérie que c'est lorsque le schéma de Roe est utilisé dans la
direction transversale que l'éclatement du choc se produit.
On a vérié que c'est le choix du ux numérique transversal qui est en cause. Cela
justie donc la restriction à l'équation de bilan suivante
U
n+1
j
= U
n
j
  
 
G
j+1=2
 G
j 1=2

(2.7)
où les ux longitudinaux sont supposés se compenser.
Dans la suite de ce chapitre, on eectue l'analyse de stabilité d'un écoulement constant,
bidimensionnel, avec des perturbations en dents de scie, dans la direction transversale
uniquement. Contrairement à Quirk, l'étude est menée en tenant compte de toutes les
variables conservatives. On a d'ailleurs vérié numériquement que, contrairement aux
hypothèses de Quirk, les perturbations de vitesse longitudinale n'étaient généralement
pas amorties.
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2.2.1 Schéma de Roe
La linéarisation du ux numérique selon la méthode de la section 2.1 n'est pas directe-
ment applicable au schéma de Roe car sa formulation fait intervenir des fonctions valeur
absolue qui ne sont pas dérivables. On préfère appliquer des propriétés de symétrie ou
d'antisymétrie des perturbations pour simplier les expressions.
On note ÆU
n
j
= U
n
j
  U
0
le vecteur perturbation,
e

j+1=2
les valeurs moyennes de Roe,

j+1=2
= ()
j+1
  ()
j
la diérence des états à une interface donnée. Le ux numérique
du schéma de Roe s'écrit alors
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(2.8)
où on rappelle que
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e
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Tout comme Quirk, on se restreint à une perturbation oscillant sur un mode pair-
impair
1
sur chaque transversale. Cela revient à choisir le paramètre  égal à . On a alors
les propriétés suivantes
ÆU
n
j
=  ÆU
n
j+1
(2.10a)
e

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e
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(2.10b)
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j 1=2
(2.10c)
Le développement de ces expressions au premier ordre montre que les variations de
l'état moyen de Roe sont négligeables, à l'ordre considéré. On remplace alors cet état par
l'état U
0
. Ces propriétés permettent de simplier l'équation de bilan (2.7). Le développe-
ment des expressions permet d'obtenir, au premier ordre, avec 
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(2.11)
1. c'est-à-dire avec une longueur d'onde minimale de deux largeurs de cellules.
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Soit, en développant ces relations et en les exprimant avec les variables primitives,
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La matrice d'amplication calculée à partir de cette analyse met en évidence la stabilité
marginale des perturbations de masse volumique et de vitesse longitudinale (conformé-
ment aux observations) tandis que les autres perturbations sont amorties (car 
y
< 1).
Cela ne permet pas de conclure à une éventuelle instabilité. Cependant, on peut penser
qu'une source ininterrompue de perturbations est susceptible de produire une accumula-
tion d'erreurs que le schéma ne peut amortir. On remarque et on vérie numériquement
que la stabilité marginale, est indépendante du nombre de CFL.
2.2.2 Schéma de Roe avec correction d'entropie
Une analyse identique en tenant compte d'une correction d'entropie sur les valeurs
propres jeuj conduit aux coecients d'amplications

1 
2Æ
c
a
0

y

(2.13)
pour Æ et Æu. Cette correction d'entropie n'est pas justiée sur cette valeur propre. En
eet, elle ne doit s'appliquer qu'aux valeurs propres u  a pour éviter les solutions non
entropiques. Le fait d'appliquer cette correction à la valeur propre u n'est qu'un moyen
d'imposer une certaine quantité de dissipation articielle.
Les perturbations auparavant à stabilité marginale redeviennent alors stables. On note
cependant qu'un certain seuil est nécessaire pour que, en pratique, les perturbations soient
correctement amorties (gure 2.2). La correction d'entropie est imposée proportionnelle
au rayon spectral de la matrice de Roe selon Æ
c
= "
c
(jevj + ea). Le paramètre "
c
reste à
ajuster.
15 20 25
0.0
0.5
1.0
"
c
= 0:0
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c
= 0:1
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c
= 0:2
Fig. 2.2  Schéma de Roe avec correction d'entropie généralisée
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2.2.3 Correction d'entropie spécique
Comme cela été dit dans la section précédente, l'application, dans le schéma de Roe,
de correction aux valeurs propres u n'a pas de justication mathématique. Elle n'est
qu'un moyen, plus ou moins élaboré, d'ajouter de la dissipation articielle, qui permet
donc d'éviter ces anomalies. Nous appliquons ici la même correction d'entropie (type
Harten), mais de manière sélective sur chacune des valeurs propres. On nomme ce type
de correction, correction d'entropie spécique.
a) aucune correction d'entropie
15 20 25X
0
0.5
1
b) correction sur les ondes acoustiques 
1;2
= u a
15 20 25X
0
0.5
1
c) correction sur l'onde d'entropie 
3
= u
15 20 25X
0
0.5
1
d) correction sur l'onde de vorticité 
4
= u
15 20 25X
0
0.5
1
Fig. 2.3  Correction d'entropie spécique sur les valeurs propres.
Les résultats sont résumés sur la gure 2.3, où la correction a été appliquée soit aux
valeurs propres liées aux ondes acoustiques, soit à la valeur propre de l'onde entropique
u, soit à la valeur propre de l'onde de vorticité u. Ces deux dernières valeurs propres sont
associées à des vecteurs propres diérents (voir équation 2.9c) : l'onde entropique met en
jeu la notion d'interface matérielle avec des sauts de masse volumique. Cette onde est
déjà présente dans le cadre monodimensionnel. L'onde de vorticité est intrinsèquement
bidimensionnelle et représente les phénomènes de cisaillement.
[24]
Les résultats se résument
par les points suivants :
 les gures 2.3a-b montrent que la seule correction d'entropie justiée n'a absolument
aucun eet sur l'apparition de l'instabilité ;
 des deux corrections sur les valeurs propres u, c'est celle associée à l'onde de vorticité
qui permet de fortement réduire la sévérité de l'anomalie (gure 2.3d) ;
 l'utilisation d'une valeur plus importante pour la correction d'entropie conrme les
résultats : l'anomalie est largement atténuée lorsque la correction est appliquée à
l'onde de vorticité, et disparaît pour une valeur susante de la correction alors
qu'elle demeure lorsqu'elle est appliquée à l'onde d'entropie.
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On peut calculer la matrice d'amplication des perturbations, dans la base des va-
riables primitives (; u; v; p)
T
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où "
3
et "
4
sont les paramètres des corrections d'entropie appliquées aux ondes d'entropie,
et de vorticité, respectivement, selon Æ
1;2;3;4
= "
1;2;3;4
a
0
à la place de la correction globale
Æ
c
de la section précédente.
L'utilisation d'une correction d'entropie spécique permet de conserver la caracté-
ristique de stabilité marginale du schéma de Roe. La matrice d'amplication n'a plus
qu'une seule valeur propre unitaire. Par contre, la diérence des résultats montre que le
mécanisme d'apparition de l'instabilité est plus complexe, plus spécique que ne le laisse
entendre l'analyse de stabilité linéaire de la section précédente, puisque c'est l'amortis-
sement des perturbations de vitesse longitudinale (en fait transversale par rapport à la
direction du ux) qui importe ici.
L'eet de ces corrections spéciques sera étudié sur des cas d'écoulements visqueux
dans la section 6.3 de la partie II.
L'analyse de stabilité eectuée dans ce chapitre ne prévoit aucun comportement parti-
culier de l'une ou l'autre des deux corrections d'entropie. Mais ces calculs seront corroborés
par les développements théoriques et l'étude qui seront détaillés dans le chapitre suivant.
2.2.4 Schéma EIM
Le ux numérique du schéma EIM
[37]
étant partout diérentiable, on peut eectuer
l'analyse de stabilité comme cela a été détaillé dans la section 2.1. On obtient selon ces
notations :
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avec  = 1 + 
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.
La matrice F ayant trois vecteurs colinéaires, elle possède deux valeurs propres nulles.
De manière évidente, une troisième valeur propre est
q
2

( + 1). La trace de la matrice
permet de calculer la dernière valeur propre qui est aussi
q
2

( + 1). L'ensemble des
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valeurs propres de la matrice F est donc :

0 ; 0 ;
r
2

( + 1) ;
r
2

( + 1)

(2.16)
La matrice d'amplication G = I  F possède donc deux valeurs propres unitaires,
conduisant à la stabilité marginale du schéma EIM. On vérie numériquement (gure 1.8)
que le schéma EIM présente la même anomalie que le schéma de Roe.
2.2.5 Schéma EFM
De même que pour le schéma EIM, l'expression des ux est inniment diérentiable.
Cela permet directement, selon la section 2.1, de calculer via F la matrice d'amplication
A du schéma.
On vérie facilement que la matrice F que nous ne détaillons pas ici, ne possède aucune
valeur propre nulle. La matrice d'amplication A ne présente donc aucune valeur propre
unitaire. Selon la même section, il existe une condition de type CFL sous laquelle le
schéma est stable. On a pu vérier numériquement que cette condition est satisfaite pour
les conditions de calcul considérées.
Le schéma EFM démontre en eet une grande capacité d'amortissement puisque l'on
observe seulement la perturbation forcée au niveau de la ligne médiane dans les prols du
choc. Ces capacités seront mises en valeur dans les sections suivantes.
2.2.6 Schéma AUSM
Comme pour le schéma de Roe, le ux numérique du schéma AUSM n'est pas dié-
rentiable à l'état moyen considéré. On fait appel à quelques propriétés des fonctions de
décentrement. En eet, pour une perturbation paire-impaire, on a, avec ÆM la perturba-
tion transversale uniquement du Mach :
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La partie convective du bilan de ux est donc nulle dans cette analyse linéaire. Seule
le terme de pression intervient dans l'équation de quantité de mouvement transversale :
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Pour le schéma AUSM, p
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, on a donc :
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On en déduit la matrice d'amplication suivante :
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Le schéma AUSM ore la particularité d'avoir l'évolution des diérentes perturbations
découplées. Trois d'entre elles sont à stabilité marginale tandis que la vitesse transversale
reste stable sous condition CFL. Néanmoins, le schéma AUSM ne développe pas d'anomalie
contrairement aux schémas de Roe et EIM précédemment détaillés. Le critère de stabilité
marginale ne semble donc pas susant pour statuer sur l'apparition des perturbations
dans le test de Quirk. On observe cependant un régime d'oscillations entretenues et de
faibles amplitudes dans toute la largeur du tube, contrairement au schéma EFM.
2.2.7 Capacité d'amortissement des schémas
Le but des études dans les sections précédentes était de déterminer l'évolution d'une
perturbation initiale. On remarque que le résultat est que les schémas présentant l'ano-
malie sont marginalement stables. La stabilité marginale ne permet pas de déterminer le
comportement des perturbations. De plus, dans le test de Quirk, nous avons aaire à un
système constamment excité. An d'illustrer les résultats obtenus, mais aussi de trancher
sur le comportement apparemment identique des schémas AUSM et EFM, nous proposons
ici un test supplémentaire. Il consiste à déterminer le comportement des schémas face à
une condition initiale sévèrement perturbée.
Un premier calcul est eectué avec le schéma de Roe jusqu'à ce que le choc atteigne
l'abscisse réduite x = 9, soit une propagation du choc d'environ 180 cellules. La solution
à cet instant est alors utilisée comme condition initiale pour les calculs suivants : trois
calculs sont eectués, avec le schéma de Roe, le schéma EFM, et le schéma AUSM.
Sur la gure 2.4, on observe l'évolution du choc des diérents calculs. Le premier calcul
montre l'évolution classique du schéma de Roe (sans correction d'entropie). Le second est
repris par le schéma AUSM tandis que le troisième calcul est repris par le schéma EFM.
Des coupes transversales à la propagation du choc (x = cste) sont eectuées dans des
plans de calcul consécutifs, à un instant donné, et autour de l'abscisse du choc. On observe
l'évolution des quantités moyennes à travers l'épaisseur (numérique) du choc, mais surtout
la propagation des perturbations dans le sens transversal. Sur la gure 2.5, ce sont des
coupes de la condition initiale qui sont présentées. Sur les gures 2.6 et 2.7, des coupes
transversales de choc sont réalisées au moment où le choc arrive à la position x = 15, dans
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a) Calcul complet avec le schéma de Roe
8 9 10 11 12 13 14 15 16 17
0.0
0.5
1.0
b) Schéma de Roe suivi du schéma AUSM (x > 9)
8 9 10 11 12 13 14 15 16 17
0.0
0.5
1.0
b) Schéma de Roe suivi du schéma EFM (x > 9)
8 9 10 11 12 13 14 15 16 17
0.0
0.5
1.0
Fig. 2.4  Calculs avec condition initiale perturbée, isochores
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Fig. 2.5  Solution perturbée pour la reprise, x = 9 (schéma de Roe).
2.2. Analyse du test de Quirk 171
Test de Quirk, coupes transversales
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Fig. 2.6  Reprise d'un calcul avec solution perturbée, x = 15 (AUSM).
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Fig. 2.7  Reprise d'un calcul avec solution perturbée, x = 15 (EFM).
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un cas avec le schéma AUSM-M, dans l'autre avec le schéma EFM. Notons que les échelles
pour la masse volumique sont identiques pour les deux premières gures (schéma de Roe
et schéma AUSM). On peut faire les observation suivantes :
 le calcul complet avec le schéma de Roe conduit, résultat connu, à l'éclatement du
choc ;
 le schéma AUSM-M semble s'accommoder des perturbations initialement générées par
le schéma de Roe : les perturbations ne sont pas ampliées et restent à un niveau
inacceptable de 20% ;
 le schéma EFM montre une fois de plus ses propriétés de stabilité : l'amplitude des
perturbations décroît de 20% à 0:4% en x = 15. Les échelles de masse volumique
de la gure 2.7 ont été agrandies an de pouvoir observer le lissage important qui a
été eectué sur ces perturbations en dents de scie.
Bien que les schémas AUSM et EFM ne présentent en général pas d'anomalie dans un
calcul classique, on peut noter la diérence fondamentale de comportement entre les deux
schémas. Ces résultats conrment que la stabilité marginale du schéma AUSM peuvent
conduire à des dicultés dans le cas de simulations numériques de cas sévères, comme
cela a été illustré par le calcul de DMR sur maillage rané.
2.3 Schémas à dissipation articielle
Dans cette section, une généralisation de la méthode est proposée pour les schémas à
dissipation articielle. On se propose de démontrer le théorème suivant :
Théorème 8 Un schéma à dissipation matricielle du second ordre, de la forme
G
1=2
(U
L
;U
R
) =
1
2
(G
L
+ G
R
) 
1
2
A
D
 (U
R
  U
L
) (2.22)
dont la matrice de dissipation est conçue pour permettre la conservation exacte des dis-
continuités de contact stationnaires, est marginalement stable.
Remarques
 ce théorème est en complet accord avec les résultats de l'étude du schéma de Roe
dans les sections précédentes ;
 la démonstration aurait d'ailleurs pu s'appliquer au schéma de Roe, avec ou sans
correction d'entropie, puisqu'il peut être interpréter comme un schéma à dissipation
articielle matricielle.
Démonstration
Considérons la formulation générale d'un schéma à dissipation articielle matricielle
du second ordre
G
1=2
(U
L
;U
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) (2.23)
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où la matrice de dissipation A
D
= A
D
(U
L
;U
R
) est, dans le cas général, fonction des états
gauche et droit. Les schémas à dissipation scalaire en sont un cas particulier. Le schéma
de Roe fait aussi partie de cette famille, en choisissant A
D
(U
L
;U
R
) égal à la matrice de
Roe.
Les jacobiennes du ux numérique, dans l'hypothèse où elles sont diérentiables, sont
évaluées en l'état U
0
:
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On en déduit la matrice d'amplication A = I  F pour les perturbations en dents
de scie :
F = 2A
D
+

@A
D
@U
R
 
@A
D
@U
L

(U
R
  U
L
) (2.25)
Les vecteurs d'états U
L
et U
R
sont proches de l'état moyen U
0
, à la perturbation du
premier ordre près. Le terme associé dans l'expression précédente doit donc être négligé,
car il conduirait dans l'équation de bilan des perturbations à des termes d'ordre deux. On
obtient alors tout simplement
F = 2A
D
(2.26)
La stabilité stricte d'un schéma à dissipation articielle est donc conditionnée par le
déterminant de la matrice de dissipation A
D
qui doit être non nulle. Or la résolution
exacte des lignes de glissement (stationnaires en particulier) nécessite
A
D
(U
L
;U
R
)  (U
R
  U
L
) = 0 (2.27)
Puisque (U
R
  U
L
) est un vecteur propre, non nul, de la matrice A
D
, associé à la
valeur propre 0. On en déduit qu'un schéma à dissipation articielle résolvant exactement
les lignes de glissement est marginalement stable.
Fin de la démonstration.
De plus, on montre facilement que tout schéma décentré et basé sur trois points, après
linéarisation, peut se mettre sous la forme d'un schéma à dissipation articielle. En eet,
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Du point de vue de l'analyse linéaire, les résultats démontrés pour un schéma à dissi-
pation articielle sont valables pour tout schéma. Ainsi, la stabilité stricte et la résolution
exacte des lignes de glissement sont incompatibles dans le cadre de cette analyse.
2.4 Eets de la viscosité naturelle
D'après la section précédente, les schémas capables de résoudre exactement les discon-
tinuités de contact sont obligatoirement marginalement stables. Ils sont donc susceptibles
de sourir des diérentes anomalies liées au calcul des chocs, comme le montrent les ré-
sultats des sections précédentes. Puisque cette propriété sur les lignes de glissement est
très intéressante pour le calcul des couches limites, on préfère en général la conserver.
On ne peut alors qu'espérer que la viscosité naturelle soit susante, dans ces calculs
d'écoulements visqueux, pour amortir les perturbations naissant à l'aval des chocs.
Malheureusement, les résultats suivants détruisent tout espoir en ce sens. Sur la -
gure 2.8, une série de calculs du problème de Quirk ont été menés, avec le schéma de
Roe, et en incluant les termes visqueux. Le nombre de Reynolds R
e
est ici calculé avec la
largeur de la conduite, et la vitesse du son amont en tant qu'échelle de vitesse. Dans ces
diérents calculs, tous les paramètres sont identiques excepté le nombre de Reynolds qui
varie de 100 à 10
6
. Dans la plupart des cas, la viscosité naturelle se trouve insusante pour
empêcher l'amplication des perturbations et maintenir la solution monodimensionnelle
attendue. Il faut atteindre un nombre de Reynolds de 100 pour arriver à ce résultat. Cette
valeur à atteindre est bien trop petite pour la plupart des applications en aérodynamique.
Ne pouvant donc compter sur la viscosité naturelle, on peut s'attendre à quelques
dicultés pour le calcul d'écoulements hypersoniques visqueux : l'utilisation de schémas
trop dissipatifs risquent de dégrader le calcul des couches limites, mais les calculs avec
des schémas résolvant les lignes de glissement, et donc marginalement stables, risquent
de voir apparaître le phénomène du carbuncle ou ses dérivées, même dans un contexte
Navier-Stokes.
2.5 Synthèse des résultats
Le mécanisme d'apparition de l'éclatement du choc dans le test de Quirk semble lié
à celui du carbuncle voire du kinked Mach stem puisque ces instabilités apparaissent de
façon privilégiée sur les lignes de symétrie de l'écoulement. Dans la direction transversale
à ces lignes de symétrie, l'écoulement apparaît comme au repos selon la décomposition
classique des ux dans chaque direction. Les schémas résolvant de façon exacte les lignes
de glissement stationnaires semblent propices à développer ces anomalies, puisque la dissi-
pation articielle s'annule à ce niveau. Bien que ce lien n'ait pas été démontré, on observe
que les schémas de Roe, Osher, EFMO, EIM développent des perturbations du prol du choc
dans le test de Quirk, dans des proportions plus ou moins importantes. Seul le schéma
AUSM semble combiner à la fois ces deux propriétés :
 robustesse vis-à-vis de l'anomalie du test de Quirk ;
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Fig. 2.8  Eet de la viscosité naturelle sur l'instabilité de choc, schéma de Roe, isochores.
 résolution exacte des lignes de glissement stationnaires.
Nous reprenons l'analyse de Quirk
[51]
sur le schéma de Roe pour caractériser l'évolu-
tion d'une perturbation transversale dans l'écoulement. L'analyse de stabilité s'eectue
donc sur l'équation bidimensionnelle où le bilan de ux longitudinal est respecté. Cette
analyse conduit à la stabilité marginale des schémas de Roe, EIM et AUSM. Ces résultats ne
permettent pas de faire directement le lien entre la stabilité marginale d'un schéma et le
développement de l'anomalie. En eet, AUSM contredit cette hypothèse puisque le choc se
propage sans dégénérer alors que l'analyse caractérise ce schéma comme marginalement
stable. Néanmoins, les dernières études montrent que les capacités d'amortissement du
schéma AUSM ne sont pas susantes.
Une limite de cette étude théorique a été atteinte par l'étude de l'eet des corrections
d'entropie dans le schéma de Roe. En eet, bien que la généralisation de cette correc-
tion à toutes les valeurs propres sut à rendre stable le schéma, un certain seuil est
expérimentalement nécessaire.
D'un autre côté, le schéma AUSM semble montrer que la stricte stabilité n'est pas
nécessaire. L'existence de ce seuil paraît contradictoire. Nous tendons à penser que les
raisons de ces diérences de comportement ont une origine diérente : le schéma AUSM
ne contient pas le mécanisme d'apparition du carbuncle, contrairement à tous les autres
schémas. Ce point semble indépendant des propriétés de stabilité du ux numérique choisi.
Par contre, lorsque le schéma inclut ce mécanisme, la stabilité stricte semble nécessaire.
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Ces conclusions sont corroborées par Pandol
[44]
qui exhibe la stabilité marginale d'un
certain nombre de schémas avec le même type d'analyse, mais en se restreignant à une
analyse monodimensionnelle. Les tests sont eectués sur le cas du cylindre dans un écou-
lement hypersonique. Il y exhibe des calculs où le schéma AUSM produit des irrégularités
au niveau du choc, lui aussi.
Dans la suite de notre étude, un parallèle avec les schémas à dissipation articielle
matricielle a été eectué. Il a permis de montrer que dans le cadre de l'analyse linéaire, la
stabilité stricte et la résolution exacte des lignes de glissement stationnaires sont incom-
patibles. De plus, il a été montré qu'on ne pourra pas compter sur la dissipation naturelle
pour empêcher l'apparition de ces instabilités. Les conséquences sur la résolution d'écou-
lements supersoniques visqueux sont importantes, puisqu'un choix devra être fait entre la
robustesse et la précision.
Cette analyse de stabilité des équations discrétisées est malgré tout incomplète. Elle
ne permet pas de véritablement caractériser le phénomène, beaucoup plus complexe. Le
choc a ici été considéré comme l'élément eectuant le forçage de la perturbation. On peut
légitimement penser qu'il a son rôle dans l'amplication des perturbations. Une analyse
plus complexe incluant le choc et sa déformation serait donc souhaitable.
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Chapitre 3
Le carbuncle, une instabilité
intrinsèque?
Dans ce chapitre, un nouvel éclairage est donné à ces instabilités de choc. Deux ap-
proches complètement découplées sont données :
 l'une théorique, elle consiste en une analyse de stabilité linéaire des équations d'Euler
et des équations de Rankine-Hugoniot dans le cas d'une onde de choc rectiligne ;
 l'autre est une étude des instabilités dans les simulations numériques du problème
de Quirk.
Des concordances frappantes entre les diérentes caractéristiques de ces modes in-
stables seront exposées. Ces résultats nous permettent de renverser le point de vue tradi-
tionnel sur l'origine présumée du phénomène du carbuncle, jusqu'alors considéré comme
une pathologie d'origine numérique uniquement.
Ces travaux, réalisés avec la collaboration de Robinet ont été publiés dans leur en-
semble dans la référence.
[52]
La partie théorique et le cadre associé peuvent être trouvés
dans la référence.
[54]
3.1 Analyse de stabilité du choc
Nous résumons dans cette section les diérents résultats obtenus par Robinet,
[54]
sur
l'analyse de stabilité d'un choc droit monodimensionnel.
L'étude est basée sur la technique classique des petites perturbations. L'écoulement
moyen choisi est celui d'un choc rectiligne, monodimensionnel, et stationnaire dans un
canal. En fait, le cas d'étude est un peu plus général car on peut toujours, en se plaçant
dans le repère lié au choc, se ramener à un choc stationnaire. L'étude se décompose en
plusieurs étapes :
1. linéarisation des équations d'Euler dans les deux domaines (amont et aval) selon la
technique des petites perturbations ;
2. décomposition de la perturbation en ondes propres au système linéarisé ;
3. application des conditions aux limites an de déterminer les conditions sur l'ampli-
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Fig. 3.1  Géométrie de l'écoulement considéré.
tude des diérentes ondes. Cette dernière étape est particulière car une des condi-
tions aux limites est pilotée par les équations de Rankine-Hugoniot. L'étape se
décompose alors elle-même en
(a) linéarisation des équations de Rankine-Hugoniot ;
(b) intégration de la perturbation issue des équations d'Euler linéarisées ;
(c) détermination des diérentes amplitudes relatives des ondes.
Dans le cas d'un gaz parfait, les diérentes études faites par Dýakov,
[8]
ainsi que
Swan et Fowles,
[59]
montrent qu'une onde de choc est inconditionnellement non instable
1
.
Leur démarche est la même que celle précédemment décomposée. Néanmoins, ces études
négligent un cas particulier où la décomposition de la perturbation n'est plus évidente
car la base de vecteurs propres associée à la linéarisation des équations d'Euler dégénère.
L'originalité de l'étude proposée par Robinet
[52,54]
est de traiter complètement ce cas
particulier, jusqu'ici négligé par les précédents auteurs, à l'aide d'une méthode de Jordan.
3.1.1 Équations d'Euler linéarisées
De façon classique dans la technique des petites perturbations, on décompose les va-
leurs instantanées de l'écoulement en une partie représentant l'écoulement moyen, et un
second terme, sa perturbation. Soit q, la valeur instantanée d'une quantité de l'écoule-
ment ; on note q
0
et q
0
, respectivement la valeur de l'écoulement moyen et la perturbation.
q(x; y; t) = q
0
(x) + q
0
(x; y; t) (3.1)
On écrit la perturbation sous la forme de mode de Fourier
q
0
(x; y; t) = Re

Æq exp

i(
~
k  ~x  !t)

(3.2)
où
~
k est le nombre d'onde, ! la pulsation de l'onde, et Æq, l'amplitude de la perturbation.
En fait, le vecteur d'onde comprend une composante longitudinale k
x
que l'on choisit
complexe, et une composante transversale k
y
réelle uniquement. Quant à la pulsation !,
1. En eet, il n'existe que des modes stables ou marginalement stables.
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sa partie réelle !
r
est la pulsation physique de l'onde, et sa partie imaginaire !
i
est en
fait le coecient d'amplication temporelle.
La linéarisation des équations d'Euler conduit à un système algébrique homogène de
valeur propre k
x
. Une solution non triviale existe si le déterminant de ce système est nul.
On obtient alors quatre valeurs admissibles du nombre d'onde k
x
qui correspondent aux
quatre ondes admissibles par les équations d'Euler. Ces nombres d'ondes sont
k
1;2
x
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(3.3a)
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(3.3b)
Les deux premières ondes sont des ondes de type acoustique, qui se propagent à la
vitesse du son dans l'écoulement. Les ondes 3 et 4, de même nombre d'onde, sont des ondes
naturellement convectées par l'écoulement. La troisième est une onde dite entropique,
puisqu'elle transporte des perturbations d'entropie, ou de masse volumique, à pression
et vitesse constantes. La quatrième onde est de type rotationelle, ou de vorticité. Son
origine est bidimensionnelle, car elle n'apparaît pas dans une théorie monodimensionnelle.
Résultats
L'analyse dont le principe a été résumé ici conduit aux résultats suivants :
 quelle que soit la valeur de la pulsation !
r
de l'onde, aucune perturbation tempo-
rellement instable ne peut exister dans la zone amont, supersonique ;
 dans la zone aval, une des ondes acoustiques ne peut être solution des équations
d'Euler et compatible avec les conditions aux limites à l'inni
2
aval.
3.1.2 Équations de Rankine-Hugoniot
À ce stade de l'analyse, il reste à montrer que l'expression des grandeurs uctuantes
dans le milieu aval, issue des équations d'Euler linéarisées, est compatible avec les relations
de Rankine-Hugoniot linéarisées. La substitution des expressions des diérentes pertur-
bations dans les relations de saut de Rankine-Hugoniot conduit de nouveau à un système
algébrique homogène dont les inconnues sont cette fois-ci les amplitudes des perturba-
tions. On obtient, en calculant le déterminant du système, une condition d'existence des
modes, condition que l'on peut nommer relation de compatibilité avec les relations de
Rankine-Hugoniot. Cette relation de compatibilité a une racine évidente qui correspond
à
!
r
= 0 et !
i
= jk
y
jU
1
(3.4)
avec k
y
quelconque dans C . Il s'agit du seul mode instable admissible par ces relations
de compatibilité. Néanmoins, ces valeurs remettent en question la décomposition de la
2. On impose que les perturbations soient nulles à l'inni amont et à l'inni aval an de ne considérer
que les perturbations générées par le choc seul.
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perturbation initialement choisie. Ce cas devra être traité à part. Nous résumons ce trai-
tement dans la section suivante. D'autres modes stables, ou marginalement stables, sont
présents mais n'ont aucune incidence dans cette étude.
3.1.3 Étude du mode instable
Robinet
[52,54]
a étudié le cas particulier où l'on ne peut exhiber une base de vecteurs
propres indépendants pour décomposer la perturbation. Puisque le système des équations
d'Euler ne peut plus être diagonalisé, on cherche à le mettre sous forme triangulaire par
une méthode de Jordan. Cette démarche fait apparaître une nouvelle forme des pertur-
bations à laquelle on fait subir le même traitement : compatibilité avec les conditions aux
limites classiques et avec les équations de Rankine-Hugoniot. En calculant le détermi-
nant du système issu de la substitution de la nouvelle forme de la perturbation dans les
équations de Rankine-Hugoniot, on obtient alors une autre condition d'existence de mode
instable. Cette condition se traduit par une équation biquadratique en M
0
, le nombre
Mach du milieu amont, dont l'unique solution est
M
c
0
=
r
5 + 
3  
(3.5)
Ce paramètre avait été choisi à l'origine dans le calcul, car plus représentatif de l'écou-
lement. En utilisant les équations de Rankine-Hugoniot, on calcule le nombre de Mach
aval M
1
associé, indépendant de ,
M
c
1
=
1
p
3
(3.6)
La relation de dispersion dénissant les modes issus des équations d'Euler relie les
nombres d'ondes k
x
et k
y
(équation 3.7b). De plus, l'étude de ce mode a été eectuée dans
le cadre particulier de la non-existence d'une base de vecteurs propres. On rappelle alors
les relations de dispersion de ce mode :
! = ik
y
U
1
(3.7a)
k
x
= ik
y
(3.7b)
On note le caractère singulier de la solution qui n'admet de mode instable que pour
un unique nombre de Mach.
La résolution du système permet de retrouver la forme complète des perturbations, à
une seule constante multiplicative A près. Conformément à la théorie de stabilité linéaire,
cette constante est arbitraire. On en déduit la forme des perturbations des variables
primitives
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e
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e
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Les amplitudes de ces uctuations sont tracées sur la gure 3.2. On observe le compor-
tement particulier des fonctions propres des vitesses longitudinales et transversales qui
contiennent un terme non classique en xe
 x
.
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Fig. 3.2  Fonctions propres du mode instable ! = ik
y
U
1
.
3.1.4 Synthèse de l'étude des équations continues
Cette analyse de stabilité
[52,54]
d'une onde de choc dans un écoulement, non visqueux,
constant de part et d'autre du choc, a mis en évidence un mode instable non présenté par
les précédentes analyses.
[8, 11,59]
Ce mode, inconditionnellement instable, n'existe que pour une unique valeur du nombre
de Mach de l'écoulement. Dans tous les autres cas, l'écoulement est au contraire incondi-
tionnellement non instable.
Ce mode a été découvert en proposant une forme particulière de la perturbation, non
classique. Cette forme découle naturellement de la méthode de Jordan qui a été utilisé
pour trouver une base de vecteurs propres dans le cas particulier ! = ik
y
U
1
. Et le calcul
complet a été eectué dans ce cas particulier uniquement.
On peut se demander si l'utilisation d'une forme similaire des perturbations dans le cas
général, c'est-à-dire dans le plan d'onde complet (!; k
y
), ne permettrait pas de retrouver
un ensemble continu de conditions générant un mode instable.
3.2 Approche numérique : le problème de Quirk
L'objectif de cette section est d'analyser de manière plus ne le phénomène numé-
rique du carbuncle sur le cas plus académique, proposé par Quirk.
[51]
Une caractérisation
détaillée des perturbations de la solution moyenne attendue sera donnée, puis comparée
aux caractéristiques du mode instable des équations continues, détaillées dans la partie
théorique précédente.
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Dans un premier temps, nous allons vérier que les perturbations sont eectivement
caractérisées par une croissance exponentielle de leurs amplitudes, comme le prévoit la
théorie de stabilité linéaire. Ensuite, nous chercherons à déterminer d'une part les inévi-
tables dépendances numériques, et d'autre part les caractères intrinsèques du développe-
ment de l'instabilité numérique an de les comparer avec les caractéristiques théoriques.
En d'autres termes, il s'agit ici d'une confrontation entre la théorie des équations conti-
nues, et des simulations numériques, exploitées comme des expériences. Nous tenterons
de déterminer s'il existe un lien entre ces deux phénomènes.
Contrairement aux simulations numériques classiques où l'on observe l'éclatement du
choc, les simulations présentées dans cette section ne seront exploitées que lorsque les per-
turbations sont faibles par rapport aux grandeurs moyennes de l'écoulement. Les formes
observées dans l'éclatement du choc sont le résultat d'un comportement non-linéaire que
nous ne cherchons pas à expliquer ici. Tout au long de cette étude, il sera question du
niveau de perturbation dans l'écoulement. Il est très dicile de retrancher à une valeur
instantanée sa valeur moyenne à cause de l'épaisseur numérique du choc qui introduit des
erreurs de grande amplitude, même si l'instabilité n'apparaît pas. An de s'aranchir de
ces erreurs de mesure, nous choisissons une variable qui se conserve à travers le choc : la
vitesse transversale. De plus, puisque la vitesse transversale de l'écoulement moyen, non
perturbé, est nulle, la valeur instantanée est directement la perturbation elle-même. Le
niveau de perturbation dans l'écoulement à un instant donné est donc choisi comme la
valeur maximale de la vitesse transversale instantanée.
Par contre, contrairement au calcul théorique où le choc a été choisi stationnaire, il
se propage dans le test de Quirk. On dénit le nombre de Mach M
s
du choc qui est
sa vitesse W
s
adimensionnée par la vitesse du son dans le milieu amont a
0
. Par simple
changement de repère, on a donc équivalence complète entre le nombre de Mach amont
M
0
et le nombre de Mach de choc M
s
.
3.2.1 Amplication temporelle
Cette section a pour objectif de décrire qualitativement l'évolution temporelle de la
uctuation numérique an de montrer que son évolution possède un caractère intrin-
sèque d'instabilité linéaire avec une croissance exponentielle. Le but est de montrer les
similitudes entre l'évolution temporelle théorique et celle observée dans les simulations
numériques, malgré les dépendances numériques.
Deux calculs ont été réalisés en utilisant le même nombre de Mach M
s
du choc, la
même condition CFL (donc le même pas de temps), mais avec deux niveaux diérents de
perturbation de maillage (10
 6
et 10
 4
). La gure 3.3 montre l'évolution temporelle du
maximum de la uctuation de vitesse transversale pour ces deux calculs. On constate que
la perturbation passe par trois régimes diérents :
1. le premier, qualié de régime forcé, correspond à des amplitudes de la perturbation
de l'ordre du forçage (la perturbation de maillage) ;
2. le second régime, survient rapidement après le premier et correspond à une croissance
exponentielle de la perturbation (linéaire dans un plan semi-logarithmique) entre les
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niveaux 10
 5
et 10
 2
;
3. enn le troisième régime correspond au régime non linéaire dans lequel les perturba-
tions saturent avec des amplitudes de l'ordre de grandeur de celles de l'écoulement
moyen.
On vérie donc que le développement de la perturbation passe par une phase linéaire
d'instabilité (comprise entre 10
 4
et 10
 1
). Seul ce régime linéaire nous intéresse an de
faire la comparaison avec l'étude théorique des équations continues.
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Fig. 3.3  Amplication temporelle (N
y
= 20, CFL = 0:7).
L'existence d'un régime linéaire d'instabilité dans le test de Quirk est en soi un résultat
nouveau. De plus, on constate que la pente de l'évolution temporelle est indépendante de
l'amplitude de la perturbation de maillage, résultat conforme avec la théorie de stabilité
linéaire.
Dans la théorie, toutes les longueurs d'onde sont ampliées. Les longueurs d'ondes
les plus ampliées sont les plus petites. À cause de la discrétisation qui agit comme un
ltre, on peut intuitivement comprendre que, dans les simulations numériques, la lon-
gueur d'onde la plus instable résultera d'un compromis entre la théorie et les eets de
la discrétisation. On remarque néanmoins que le caractère en dents de scie des pertur-
bations observées est conforme avec la théorie. Puisqu'il ne sera pas possible de prédire
le type d'onde qui sera amplié, on n'espère pas déterminer le coecient d'amplication
de manière absolue. On montre d'ailleurs sur la gure 3.4 que ce coecient dépend de la
condition CFL utilisée. La dépendance n'est pas très forte, mais loin d'être négligeable.
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Quel que soit le nombre de CFL, on observe toujours l'apparition d'un régime d'ampli-
cation exponentielle des perturbations.
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Fig. 3.4  Amplication temporelle, dépendance en nombre de CFL (schéma de Roe,
M
s
= 6).
La dépendance de ce coecient d'amplication avec k
y
est l'autre point important
à vérier. La théorie prédit que le facteur d'amplication est proportionnel au nombre
d'onde (!
i
 k
y
), ou inversement proportionnel à la longueur d'onde de la perturbation.
Dans les simulations numériques, la plus petite longueur d'onde imaginable est la largeur
de deux cellules, même si l'eet de la discrétisation est important à ce niveau. On ne
peut supposer que le nombre d'onde k
y
est proportionnel au nombre de cellules, mais on
espère que le facteur d'amplication et le nombre de cellules varient dans le même sens.
Cette tendance est eectivement conrmée par les résultats de la gure 3.5 qui montrent
l'évolution temporelle du maximum de la uctuation de la vitesse transversale pour trois
maillages diérents (N
y
= 10; 20; 40). Le calcul de la condition CFL a été découplé dans
les directions longitudinales et transversales an de s'aranchir de la dépendance de la
déformation du maillage, et de travailler à même nombre de CFL longitudinal.
Le calcul, dans chacun des trois cas, du coecient d'évolution temporelle numérique
donne les résultats présentés dans le tableau 3.1. La proportionnalité entre le facteur
d'amplication !
i
et le nombre de cellules dans la direction transversale n'est eectivement
pas retrouvée. À cause du lien non trivial entre le nombre d'onde k
y
et le nombre de cellules
N
y
, on ne peut ni conrmer, ni inrmer la relation entre k
y
et !
i
.
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Fig. 3.5  Amplication temporelle, dépendance du nombre de cellules (schéma de Roe,
M
s
= 6, CFL=0.7).
N
y
10 20 40
!
i
6.34 10.8 16.6
Tab. 3.1  Coecients d'amplication temporelle numériques.
3.2.2 Comportement spatio-temporel
Dans la précédente section, il a été montré que l'instabilité numérique présentée dans
le test de Quirk a un caractère intrinsèque aux équations d'Euler. Le but de cette section
est de prouver que cette instabilité numérique est bien celle décrite dans la section 3.1.
Dans un contexte de stabilité linéaire, l'évolution spatio-temporelle de l'instabilité
est gouvernée par l'équation de dispersion, elle représente le lien entre l'amplication
temporelle ! et le comportement spatial donné par k
x
et k
y
. On rappelle les relations
théoriques
! = ik
y
U
1
et k
x
= ik
y
(3.9)
An de tester ces relations, le comportement spatial des grandeurs uctuantes numériques
est comparé avec les prédictions théoriques. La méthode utilisée consiste à mesurer le
coecient d'amplication temporelle des grandeurs perturbées issues du calcul numérique.
On peut alors en déduire les nombres d'onde k
x
et k
y
et comparer l'évolution spatiale
des grandeurs uctuantes issues du calcul numérique et l'évolution théorique prédite par
le coecient d'amplication via l'équation de dispersion (3.9). En appliquant ce procédé
général à un calcul donné, caractérisé par le nombre de Mach du chocM
s
= 6 et un nombre
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de CFL = 0:7, les fonctions propres sont comparées aux résultats théoriques au temps t =
1s. Seule l'évolution de la uctuation de la vitesse transversale est présentée : l'extraction
des grandeurs uctuantes des autres quantités issues du champ instantané génère trop
d'erreurs. De plus, ces comparaisons sont réalisées relativement loin de la maille centrale
perturbée pour que son eet ne vienne pas perturber la précision de l'évaluation.
Fig. 3.6  Comparaison des vitesses transversales, (t=1 s).
La gure 3.3 montre l'évolution temporelle du maximum de la valeur de la vitesse
transversale dans le calcul. La comparaison est réalisée dans la zone linéaire : la pertur-
bation ne doit pas avoir une amplitude trop faible pour ne pas être parasitée par le
régime forcé qui est engendré par une perturbation de maillage de 3:10
 7
, et elle doit
avoir une amplitude susamment petite pour pouvoir négliger les eets non linéaires
(voir gure 3.3). Entre ces deux zones, on peut observer une croissance exponentielle de
la perturbation qui correspond à la zone linéaire. L'évolution de la pente de la uctuation
de la vitesse transversale dans cette zone permet l'évaluation du coecient d'amplica-
tion spatiale numérique : !
i
= 10:8. En utilisant ce coecient d'amplication !
i
on peut
déduire l'évolution spatiale de la uctuation de la vitesse transversale comme :
v
0
= Re
 
Axe
ik
x
x

Relation de dispersion
)
v
0
= Re

Axe
 
!
i
U
1
x

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où A est une amplitude complexe arbitraire. La gure 3.6 donne la comparaison entre les
simulations et les valeurs théoriques. Diérentes évolutions ont été tracées pour diérentes
valeurs de y. Comme elles ont été extraites du même calcul, le coecient d'amplication !
i
est le même. Les quatre évolutions spatiales sont alors calculées pour être proportionnelles
entre elles, puisque la perturbation théorique est dénie à une constante complexe près.
L'amplitude A de la fonction propre a été donc ajustée en un point sur le calcul numérique.
Le résultat présenté sur la gure 3.6 montre un excellent accord pour chaque y entre la
théorie et le calcul numérique. Les principales caractéristiques de la uctuation transverse
sont retrouvées. La uctuation de vitesse transversale est continue au travers du choc, elle
passe par un maximum avant de décroître loin du choc. Le comportement en xe
 k
y
x
dû
à la forme du mode de Jordan est retrouvé, ce qui n'était pas évident a priori. Le lieu du
maximum est correctement retrouvé. Théoriquement le lieu de ce maximum x
m
, est égale
à U
1
=!
i
.
3.2.3 Seuil d'instabilité
Le test classique de Quirk original est réalisé pour un nombre de Mach de choc égal
à 6. Dans cette section, nous présentons une série de calculs en faisant varier le nombre
de Mach du choc M
s
. Pour chacun de ces calculs, on mesure le niveau de perturbation
lorsque le choc instationnaire arrive en n du domaine de calcul.
On présente ces résultats sur la gure 3.7 où deux séries de calculs ont été eectuées,
pour deux niveaux de perturbation de maillage, et en faisant varier le nombre de Mach
du choc. Il apparaît deux régimes séparés par un nombre de Mach critique M
c
s
.
 Lorsque le nombre de Mach M
s
du choc est inférieure à ce nombre de Mach seuil
(approximativement à 2.35), l'amplitude des perturbations reste autour de l'am-
plitude de la perturbation de maillage (10
 6
ou 10
 4
) jusqu'à la n du calcul. Ce
niveau de perturbation peut être observé même pour des schémas très dissipatifs
pour lesquels aucune instabilité n'apparaît : c'est juste une conséquence de la per-
turbation du maillage qui peut être vue comme un forçage. Dans ce cas, l'instabilité
de type carbuncle n'apparaît pas même pour des temps de simulation plus longs.
 Lorsque le nombre de Mach M
s
est supérieur au seuil, les perturbations s'amplient
au cours de la simulation. La pente observée n'est qu'une conséquence du temps de
simulation ni. Des temps plus longs permettraient d'avoir un seuil plus net ; car
les perturbations sont instables et leur amplitude diverge jusqu'à la saturation. Les
niveaux intermédiaires observés ne sont que transitoires.
La gure 3.7 montre de plus que ce seuil est indépendant du niveau de la perturbation
de maillage. La gure 3.8 montre, elle, que la valeur de ce seuil ne semble pas non plus
dépendre du schéma utilisé. Même si les schémas de Roe, d'Osher et le schéma HLLC ne
produisent pas la même solution, leurs comportements sont identiques dans la phase li-
néaire de l'instabilité. Ces résultats montrent le caractère intrinsèque de cette instabilité,
puisque des indépendances sont montrées. Sur cette même gure, on observe que le schéma
EFM, connu pour ne pas faire apparaître le phénomène, produit invariablement le même
niveau de perturbation, de l'ordre du forçage. On vérie que le schéma AUSM a le même
comportement que le schéma EFM : aucune amplication de perturbation n'est observée,
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Fig. 3.7  Seuil d'instabilité pour deux valeurs de perturbation de maillage (schéma de
Roe, CFL = 0:45).
quel que soit le nombre de Mach du choc. Ce résultat est en soi original, car seule l'obser-
vation qualitative suivante avait été faite par Quirk
[51]
: le phénomène du carbuncle
3
est
d'autant plus sévère que le nombre de Mach est grand.
Avant de parler des dépendances numériques, on peut faire le lien entre le nombre
de Mach critique M
c
s
qui ressort de ces simulations, M
c
s
= 2:35 dans la gure 3.7, et
M
c
s
= 2:25 dans la gure 3.8, et le nombre de Mach critique prévu par la théorie, M
c
0
= 2.
On observe un léger écart, mais il reste un point inexpliqué : ce nombre de Mach critique
est un seuil dans les applications numériques ; alors qu'il est une valeur singulière dans les
prédictions théoriques. Selon ces prévisions, le mode instable n'existe pas pour d'autres
valeurs du nombre de Mach, y compris pour les valeurs supérieures au nombre de Mach
critique.
On peut déjà remarquer sur les gures précédentes que le nombre de CFL a eet sur
la valeur de ce seuil. Ce n'est pas étonnant car ce paramètre est connu pour avoir un rôle
dans la quantité de dissipation numérique introduite par la discrétisation. La dissipation
numérique a, de façon intuitive, un rôle non négligeable sur le comportement stable ou
instable de perturbations dans l'écoulement. Ces résultats sont résumés sur la gure 3.9.
On observe que le seuil dépend eectivement du nombre de CFL choisi. Le seuil diminue
lorsque le nombre de CFL augmente. Ce résultat est cohérent avec l'argument sur le
lien entre la dissipation numérique et le nombre de CFL. Cela nous permet de réduire le
seuil numérique observé à M
c
s
= 2:2. Ce seuil reste toujours au-dessus de la prédiction
3. que semble représenter l'éclatement du choc dans le test de Quirk.
3.2. Approche numérique : le problème de Quirk 189
1.9 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8
Ms
-7
-6
-5
-4
-3
-2
-1
0
lo
g 1
0 
V
Roe       
Osher (NO)
HLLC      
EFM       
Fig. 3.8  Indépendance relative des schémas numériques vis-à-vis du seuil, (CFL=0.7).
théoriqueM
c
0
. La valeur du nombre de CFL est évidemment limitée par des considérations
de stabilité purement numérique
4
.
Les simulations numériques ont souvent montré que ces phénomènes considérés comme
pathologiques sont moins sévères avec l'utilisation de méthodes de montée en ordre (-
gure 1.9). La gure 3.10 montre au contraire que, pour un même nombre de CFL, l'insta-
bilité se déclenche pour un seuil plus faible et plus proche de la valeur critique théorique
M
c
0
, au second ordre. Ceci peut être attribué à la moindre dissipation numérique associée
aux méthodes d'ordre élevée.
3.2.4 Dépendance en 
Une série de calculs ont été eectués en faisant varier le rapport des chaleurs spéciques
. Une partie de ces résultats sont présentés sur la gure 3.11. On observe que le seuil
numérique est eectivement dépendant de . Puisqu'il y a équivalence entre le nombre de
Mach du choc dans le test de Quirk et le nombre de Mach amont d'un choc stationnaire,
et que l'on cherche à relier le seuil numérique et le nombre de Mach critique qui fait
apparaître le mode instable, on compare les seuils M
c
s
obtenus avec le nombre de Mach
amont critique M
c
0
.
M
c
0
=
r
5 + 
3  
(3.10)
4. Rappelons que la méthode d'intégration en temps est du premier ordre, explicite.
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Fig. 3.9  Dépendance du seuil numérique vis-à-vis le nombre de CFL (schéma de Roe).
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Fig. 3.10  Inuence de l'ordre du schéma sur le seuil numérique (CFL 0.2).
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Fig. 3.11  Dépendance du seuil numérique vis-à-vis de  (Schéma de Roe, CFL=0.7).
Cette comparaison (gure 3.12, gauche) fait apparaître un très bon accord pour des
valeurs classiques de , comprises entre 1 et 2. Pour des valeurs plus grandes du rapport
des chaleurs spéciques , et en particulier lorsqu'il tend vers 3, le seuil numérique est
plus sensible au nombre de CFL utilisé, et l'accord devient moins bon. Le seuil numérique
passe même sous la prédiction théorique.
Par contre, lorsque  tend vers 3, le nombre de Mach critique amont M
c
0
tend vers
l'inni. Selon le principe d'indépendance dans le domaine hypersonique, le milieu aval
devient d'autant plus insensible aux conditions amont que le nombre de Mach amont
est grand. Puisque l'instabilité se développe dans le milieu aval, il paraît plus judicieux
de comparer les nombres de Mach critiques en terme de nombre de Mach aval, dans le
voisinage de  = 3. En utilisant les équations de Rankine-Hugoniot, les seuils et les valeurs
critiques sont recalculés en M
c
1
et comparés (gure 3.12, droite). On observe un accord
remarquable sur l'intervalle complet de . On note que les seuils en tant que valeurs
minimales sont devenus des maxima. La dispersion des points au voisinage de  = 3 a
disparu.
3.3 Conclusion
L'analyse méthodologique de ce travail a été basée sur trois étapes successives : l'iden-
tication d'un mode étrange dans les équations d'Euler continues, la preuve que le
phénomène numérique du carbuncle est piloté par un mécanisme d'instabilité et la dé-
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Fig. 3.12  Seuil d'instabilité en fonction de  (schéma de Roe).
monstration que ces deux instabilités coïncident.
Le développement de cette instabilité a été montré comme étant piloté par un mé-
canisme d'instabilité linéaire. En eet, l'évolution temporelle de la perturbation suit une
croissance exponentielle. Le coecient d'amplication a été montré indépendant de l'am-
plitude de la perturbation initiale (perturbation de maillage dans ce cas).
Nous avons montré que les deux mécanismes d'instabilité (numérique et théorique)
coïncident : les structures spatio-temporelles des perturbations de la vitesse transversale
théorique et numérique sont très proches. En raison des dépendances numériques inévi-
tables, il est dicile d'obtenir un accord quantitatif parfait. Cependant, pour un calcul
numérique donné, il a été montré que la relation de dispersion, lien spécique à ce mode
instable entre le comportement spatial et l'amplication temporelle, a été montrée satis-
faite.
De plus, l'étude numérique poussée a permis d'exhiber un seuil d'apparition de l'insta-
bilité, relativement indépendant du schéma numérique choisi (tant que celui-ci n'est pas
trop dissipatif), et indépendant du niveau de la perturbation initiale. Ce résultat est en
soi original, mais la valeur du seuil est relativement proche du Mach critique théorique. Il
a été montré que ces nombres de Mach critiques, théorique et numérique, sont en accord
frappant pour diérents rapports de chaleurs spéciques . Le seul point inexpliqué est
que l'analyse des équations continues prévoit une valeur singulière et non pas un seuil.
Au vu de ces nombreuses concordances de résultats, on peut conclure que l'instabilité
numérique coïncide avec le mode numérique. Ces solutions inattendues ont toujours été
considérées comme des pathologies purement numériques. Cette étude montre que l'origine
de ce phénomène, même s'il n'était pas physique, est déjà présent dans les équations
d'Euler non discrétisées. Cela pourrait remettre en cause le point de vue adopté, ainsi que
les solutions qui y sont apportées.
Aucune manisfestation de ce mode n'a visiblement été observée expérimentalement à
ce jour. Néanmoins, la non-unicité des solutions des équations d'Euler ne nous permet pas
de rejeter ce type de solution. La bifurcation de solutions de chocs forts vers des solutions
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de chocs faibles, plus complexes peut exister, et dépend alors fortement des l'évolution
temporelle suivie (phénomène d'hystérésis). La stabilité des solutions communément ad-
mise est encore un domaine à explorer.
194 3. Le carbuncle, une instabilité intrinsèque?
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Conclusions et Perspectives
Ce travail de recherche a porté sur la formulation des schémas numériques pour les
équations d'Euler compressibles et instationnaires dans le cadre de la discrétisation vo-
lumes nis. L'étude de ces schémas est un préalable à la simulation d'écoulements visqueux
par les équations de Navier-Stokes car ces schémas restent le coeur de la discrétisation, et
donc garants du bon comportement dans la résolution des diérents phénomènes. Deux
propriétés sont fondamentales pour un calcul optimal d'écoulements hypersoniques vis-
queux : la robustesse face à des phénomènes violents comme les chocs et les détentes,
et la précision dans les zones d'interaction visqueuse. Dans ces zones, la dissipation in-
trinsèque au schéma doit être négligeable devant la dissipation visqueuse naturelle. Cette
dernière propriété se traduit en général par la nécessité de conservation des discontinuités
de contact par les schémas dans les applications d'écoulements de uide parfait.
Sur ces bases, notre étude a été décomposée en trois étapes : l'étude des schémas
existants, leurs fondements, qualités et défauts ; l'analyse de la propriété convoitée de
positivité ; et l'étude de phénomènes encore mystérieux, considérés comme pathologiques,
qui produisent des solutions inattendues.
1. Étude des schémas
Diérentes familles de schémas ont été étudiées an d'en déterminer les avantages, et
les inconvénients tout en comprenant les origines de ces caractéristiques dans les principes
fondateurs de chacun d'entre eux.
 La famille des schémas FVS montre de façon générale une grande robustesse. Cette
robustesse a en particulier été prouvée pour le schéma de Steger et Warming, et
deux variantes du schéma de van Leer. Cette robustesse permet aux schémas FVS
d'éviter la plupart des anomalies, mais on notera que seul le schéma EFM, dans
cette étude, montre un comportement irréprochable. Le point particulier où il se
distingue est le passage sans irrégularité de la ligne sonique dans les détentes. Par
contre, aucun de ces schémas n'est capable de conserver exactement les lignes de
glissement, et ce défaut se fait largement sentir dans le cas de calcul de couches
limites où les résultats sont inacceptables. Cette lacune sera d'ailleurs justiée dans
la partie relative à l'étude de la positivité.
 Les schémas basés sur la résolution approchée du problème de Riemann sont, par
contre, capables de conserver exactement les discontinuités de contact, et se révèlent
alors particulièrement adaptés au calcul de phénomènes visqueux. En eet, ceux-ci
intègrent généralement dans la structure de la solution approchée, les trois ondes que
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l'on retrouve dans la solution exacte, et en particulier, la discontinuité de contact.
Le ux numérique est alors en général adapté pour que la dissipation numérique
disparaisse dans les cas souhaités. Au cours de l'étude de cette catégorie de schémas,
d'autres méthodes de résolution du problème de Riemann ont été proposées. En
appliquant la méthode de Godunov à ces solutions approchées, on obtient d'autres
solveurs de Riemann qui présentent qualitativement les mêmes propriétés que les
schémas de la littérature.
Par contre, ces schémas se révèlent en général faiblement robustes dans les phéno-
mènes intenses et en particulier, les écoulements fortement accélérés. C'est le cas
des schémas de Roe et d'Osher. C'est pourquoi nous privilégions le découplage de
la résolution du problème de Riemann et l'application de la méthode de Godunov
ensuite, an de pouvoir contrôler plus facilement la physique de la solution tout
comme cela est fait lors de la résolution exacte du problème de Riemann dans le
schéma de Godunov pour le cas d'apparition du vide. La mise au point de solutions
approchées mais positives du problème de Riemann (et respectant la condition de
consistance) permet ainsi de construire de schémas FDS positifs, comme le schéma
de Godunov.
[10]
On note l'approche un peu diérente de Dubroca
[7]
qui propose une
version positive du schéma de Roe, mais qui n'a pas été testée dans cette étude.
 La résolution du problème de Riemann à l'aide de méthodes intégrales a largement
été étudiée elle aussi. Cette résolution est approchée et les diérentes hypothèses
ont été clariées, pour les schémas à deux ondes, et les schémas à trois ondes. Les
diérentes possibilités de choix pour les vitesses d'ondes et les propriétés qui en
découlent ont été étudiées. Des variantes ont été proposées et justiées. Le schéma
HLLK résultant s'est révélé aussi robuste, car positif, que son homologue HLLE. Sa
précision a par contre été accrue dans les détentes et l'utilisation des fonctions
originaires des schémas cinétiques a permis de corriger le problème du glitch sonique.
Les mêmes modications peuvent être apportées au schéma HLLC qui intègre en plus,
la résolution exacte des discontinuités de contact.
 L'approche hybride de Coquel
[5]
est une méthode très intéressante pour combiner
les diérentes propriétés de diérents schémas. Un bon exemple est le schéma EFMO,
fruit de l'hybridation entre le schéma EFM et le schéma d'Osher.
Tout d'abord, le calcul d'états intermédiaires à l'aide d'invariants linéarisés a été
proposé. Cela a permis de rendre ce schéma moins coûteux. Néanmoins, les résultats
sont qualitativement identiques au calcul des états intermédiaires classiques. En
particulier, ces schémas hybrides sourent tous du phénomène du carbuncle. On
remarque par contre que l'anomalie est moins prononcée en utilisant l'ordre naturel
des valeurs propres pour le calcul des états intermédiaires.
Par ailleurs, une méthode d'hybridation généralisée, dérivée de la méthode de Co-
quel, a été proposé dans le but d'hybrider une plus large gamme de schémas, sans
fondamentalement changer les résultats.
 L'approche, dite hybride, qui a donné naissance aux schémas de la famille AUSM a fait
l'objet de notre intérêt. En eet, ces schémas exhibent globalement de bonnes pro-
priétés. En particulier, ils sont généralement robustes, ils sont capables de conserver
les discontinuités de contact et sont généralement insensibles aux pathologies de choc
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détaillées plus bas. Néanmoins, on observe des oscillations post-choc sur des chocs
intenses ; le schéma AUSM a été démontré non-positif ; des phénomènes de carbuncle
ou de kinked Mach stem ont été ponctuellement observés sur certains maillages.
Les idées qui ont données naissance à ce schéma sont intéressantes mais demandent
peut être encore du travail. La propriété de conservation des discontinuités de
contact nous paraît être un artice de calcul, mais qui se révèle être particulièrement
ecace. Enn, notre préférence va à une famille dérivée, les schémas WAVES, où la
décomposition des termes convectifs et acoustique nous paraissent plus justiés.
2. Analyse de la positivité
La propriété de positivité est fondamentale pour la robustesse de schémas puisqu'elle
assure que le calcul ne sera pas interrompu par l'apparition d'états non physiques, à
masse volumique ou énergie interne négatives. Après une clarication de la dénition
d'un schéma positif, les points originaux suivants ont été montrés :
 le schéma AUSM a été montré incompatible avec cette dénition de la positivité. Des
contre-exemples où la condition CFL est dépendante des conditions initiales ont en
eet été présentés ;
 un théorème exhibant deux conditions nécessaires et susantes de positivité d'un
schéma FVS a été démontré. Il est basé sur la décomposition du ux numérique en
deux termes indépendants. Si les termes ne sont plus indépendants, les conditions
ne sont plus que susantes ;
 l'application de ce théorème a permis de montrer la positivité du schéma de Steger et
Warming, et de deux variantes du schéma de van Leer. Des conditions de positivité
générales et très simples ont été extraites pour les schémas UD-FVS. La non-positivité
de schémas à dissipation articielle en découle automatiquement ;
 enn, les conditions de positivité du théorème ont été montrées incompatibles avec la
résolution exacte des discontinuités de contact stationnaires. Le caractère nécessaire
de ces conditions de positivité dans le cadre des schémas FVS détruit irrémédia-
blement tout espoir de construire un schéma FVS positif et capable de conserver
exactement ces discontinuités.
3. Étude des pathologies de choc
Enn, une partie a entièrement été consacrée à l'étude du phénomène du carbuncle,
ou plus généralement des instabilités générées localement au niveau des chocs. Ces phé-
nomènes considérés comme pathologiques ont la fâcheuse tendance à s'intensier avec le
ranement. Et même le schéma AUSM a montré quelques faiblesses à cet égard. Deux
approches ont été menées face à ces anomalies :
 une étude du comportement des schémas. Une étude de stabilité linéaire des sché-
mas a été eectuée. Celle-ci, plus générale, complète celle de Quirk.
[51]
Mais les
hypothèses fondamentales restent les mêmes : seules des perturbations dans le sens
transversal au choc sont considérées, et la linéarisation s'eectue sur un écoule-
ment moyen bidimensionnel constant, qui ne tient pas compte du choc. Le même
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type d'analyse a été fait par Pandol
[44]
sur une équation complètement monodi-
mensionnelle, mais sur une plus grande variété de schémas. Les conclusions de notre
étude sont que les schémas intégrant la conservation soit des perturbations de masse
volumique, soit des perturbations des vitesses de cisaillement, sont marginalement
stables et sont susceptibles de produire le phénomène du carbuncle. Même si le
schéma AUSM échappe apparemment à cette conclusion, ses capacités d'amortisse-
ment se sont révélées insusantes.
 la seconde approche a consisté à étudier plus particulièrement les caractéristiques du
mode instable lui-même. Cette étude est en complète interaction avec les résultats
théoriques de Robinet
[52]
qui exhibent un curieux mode instable et singulier dans les
équations exactes d'Euler et de Rankine-Hugoniot. Après avoir vérié que le phé-
nomène numérique était eectivement caractérisé par une croissance exponentielle
de l'amplitude des perturbations, conformément à la théorie de stabilité linéaire, la
caractérisation des fonctions propres des perturbations a été validée avec la forme
théorique. De plus, la relation de dispersion liant les évolutions spatiales et tempo-
relles a été retrouvée elle aussi. Enn, le déclenchement de l'instabilité dans le calcul
numérique s'est vu piloté par un seuil, en nombre de Mach, qui correspond de façon
frappante, à la valeur critique théorique où naît l'instabilité. Cependant, ce mode
instable n'existe théoriquement que pour cette unique valeur du nombre de Mach
de l'écoulement alors qu'un seuil est observé dans les simulations numériques.
Suite à cette étude, conformément à la théorie qui montre que ce mode est com-
plètement lié au mode de vorticité dans les équations d'Euler, il a été montré que
c'est eectivement la correction d'entropie sur cette onde, et uniquement celle-ci,
qui permet d'empêcher l'apparition du phénomène dans le schéma de Roe. Ce point
n'est pas prévu par le critère de stabilité marginale précédent.
Le retournement de situation en ce qui concerne l'origine du carbuncle pose beaucoup
de questions. Cette solution ne serait donc pas une pathologie d'origine purement nu-
mérique, mais une solution des équations d'Euler et de Rankine-Hugoniot. L'apparition
du phénomène ne serait plus une mise en défaut des schémas mais un gage de précision.
Néanmoins, dans pratiquement toutes les études expérimentales, ce type de solution n'a
pas été observé. Seules quelques congurations comme celle trouvée dans van Dyke
[62]
où le choc fort est perturbé par une pointe attachée au corps émoussées laisse quelques
doutes. La non-unicité des solutions des équations d'Euler en particulier pour des to-
pologies d'écoulement présentant des discontinuités, et les phénomènes d'hystérésis que
l'on rencontre encore expérimentalement sont encore des arguments qui montrent que la
stabilité des congurations de chocs forts ou de chocs faibles sont encore à étudier.
Même si l'étude théorique a été menée dans le cadre des équations de uide parfait,
il n'est pas pour autant satisfaisant de penser que ces problèmes seront réglés par l'ajout
des termes de viscosité naturelle. En eet, les calculs ont montré que ces instabilités de
choc apparaissaient toujours dans les cas d'applications classiques à grand nombre de
Reynolds.
Au cours de cette étude, une grande variété de schémas ont été étudiés an de dé-
terminer leurs propriétés de robustesse et de précision. Deux schémas nous paraissent
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actuellement les plus intéressants : le schéma EFM de Pullin pour les simulations d'écou-
lements de uide parfait, car il possède de remarquables propriétés de robustesse et ne
se trouve pas plus dissipatif qu'un quelconque schéma FDS, tant que les discontinuités
de contact sont en mouvement, ou non alignées avec le maillage ; le schéma HLLCK, va-
riante cinétique du schéma HLLC, pour le calcul d'écoulements avec zones d'interactions
visqueuses.
Il reste par contre la question d'éviter ou non le phénomène du carbuncle, qui semble
actuellement être incompatible, de façon plus ou moins marquée, avec la propriété de
conservation des discontinuités de contact.
Perspectives
Après ce travail, diérentes orientations sont envisageables.
 Le phénomène du carbuncle n'a pas livré tous ses secrets. La diérence entre le
seuil numérique et la valeur critique singulière de la théorie reste à expliquer. Pour
cela, une analyse de stabilité des équations discrètes en incluant le choc semble
nécessaire. Il serait d'ailleurs intéressant de savoir si la discrétisation n'a pas un
eet d'amplication d'un phénomène déjà présent, mais marginal, dans les équations
continues.
 Concernant l'étude des schémas proprement dite, des eorts peuvent encore être
portés sur la famille de schémas WAVES, dont la décomposition nous paraît plus
satisfaisante que celle des schémas AUSM. De plus, ces schémas peuvent ce mettre
sous la forme UD ou UD-FVS, et ainsi proter des conditions de positivité qui ont été
extraites.
 Cette étude a été eectué au premier ordre, sachant que les propriétés de schémas
à cet ordre sont un pré-requis au bon comportement pour les méthodes plus com-
plexes. Bien que quelques calculs au second ordre aient été eectués, une étude plus
complète des diérentes reconstructions s'avère souhaitable. En particulier, le calcul
de discontinuités de contact non alignées avec le maillage a été montré inacceptable
au premier ordre.
 La simulation de cas complexes tels que l'interaction de chocs en avant de corps
émoussés, que l'on retrouve dans des congurations d'entrées d'air supersoniques, est
particulièrement intéressante. Ces cas mettent en oeuvre le calcul de chocs détachés,
d'interaction de chocs, de couches limites et de décollements. Ils nécessitent alors
l'ensemble des propriétés qui ont été considérées dans ce mémoire.
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Annexe A
États admissibles
Lemme 2 L'ensemble des états admissibles 

U
et son adhérence 

U
sont des cônes
convexes, c'est-à-dire
8 U
1
;U
2
2 

U
; 8 
1
; 
2
> 0 ; 
1
U
1
+ 
2
U
2
2 

U
(A.1a)
8 U
1
;U
2
2 

U
; 8 
1
; 
2
> 0 ; 
1
U
1
+ 
2
U
2
2 

U
(A.1b)
Démonstration On commence, pour la généralité de la démonstration, par dénir une
relation d'ordre que l'on note , et qui correspond à > lorsque la démonstration est
relative à l'ensemble 

U
, et  pour l'ensemble 

U
. Avec cette notation, 

U
et 

U
sont
tous deux dénis par

U = (u
1
; u
2
; u
3
)
T
j u
1
 0 ; u
3
 0 et 2u
1
u
3
  u
2
2
 0
	
(A.2)
Soit 
 l'ensemble 

U
ou 

U
. La démonstration se fait en deux étapes :
 8 U 2 
 ; 8  2 R
+
, on obtient directement
u
1
 0 (A.3a)
u
3
 0 (A.3b)
2(u
1
u
3
)  (u
2
)
2
= 
2
(2u
1
u
3
  u
2
2
)  0 (A.3c)
Donc, U 2 
 et 
 est un cône.
 8 U ;V 2 
, leurs composantes satisfont
u
1
 0 ; u
3
 0 ; 2u
1
u
3
  u
2
2
 0 (A.4a)
v
1
 0 ; v
3
 0 ; 2v
1
v
3
  v
2
2
 0 (A.4b)
On a donc, de façon évidente,
u
1
+ v
1
 0 ; u
3
+ v
3
 0 (A.5)
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Il reste à démontrer la positivité de l'énergie interne du vecteur U +V. Si la compo-
sante u
1
(respectivment v
1
) est nulle (seulement dans le cas où U ou V appartiennent
à 

U
), alors la composante u
2
(respectivement v
2
) est nulle aussi, et
2(u
1
+ v
1
)(u
3
+ v
3
)  (u
2
+ v
2
)
2
= (2v
1
v
3
  v
2
2
) + 2v
1
u
3
 0 (A.6)
Sinon, on a (u
1
and v
1
6= 0), et on peut alors développer
(u
1
+ v
1
)(u
3
+ v
3
)  (u
2
+ v
2
)
2
(A.7a)
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)
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) (A.7b)
=
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1
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1
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1
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1
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2
1
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2
  2u
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1
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1

(u
1
v
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1
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)
2
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v
1
 0
Donc, U + V 2 
 et 
 est convexe.
Fin de la démonstration.
Lemme 3
8 U
1
2 

U
; 8 U
2
2 

U
; 8 
1
; 
2
> 0 ; 
1
U
1
+ 
2
U
2
2 

U
(A.8)
Démonstration Cette démonstration est semblable à celle du lemme 2 précédent : la
positivité stricte du vecteur U
1
permet de conserver des inégalités strictes pour l'évaluation
des termes de la somme U
1
+ U
2
.
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Annexe B
Théorie Cinétique des Gaz
L'établissement des équations de la mécanique des milieux continus repose sur l'étude
de la théorie cinétique des gaz. En eet, les propriétés macroscopiques d'un uide sont
intimement liées à l'état microscopique du gaz. Une tâche primordiale de la théorie ciné-
tique des gaz est de dénir ces quantités macroscopiques à partir des caractéristiques du
modèle moléculaire.
Cette étude passe par l'établissement de l'équation de Boltzmann qui régit l'évolution
statistique du gaz. En eet, le calcul direct du mouvement de chacune des molécules est
hors de portée (d'autant plus qu'il nécessite la connaissance de l'état initial de chacune
d'entre elles).
Au repos, sans mouvement macroscopique du gaz, le mouvement des molécules est
complètement aléatoire et accompagné de collisions de molécules entre elles et avec les
surfaces présentes. Cette liberté de mouvement est la principale diérence avec les milieux
ordonnés des liquides et des solides.
Néanmoins, l'étude statistique des propriétés du gaz nécessite l'évaluation d'une in-
tégrale de collision, terme source pour le bilan des variations des vitesses moléculaires à
travers les collisions.
Le calcul de cette intégrale de collision passe par la connaissance du modèle molécu-
laire et en particulier du champ de force d'interaction (Figure B.1). Il existe diérents
modèles d'interactions (dont celui de la sphère rigide élastique ou le modèle d'attraction
de Sutherland).
Nous détaillerons la théorie cinétique des gaz à travers l'étude des propriétés à l'équi-
libre thermodynamique, puis la théorie des gaz en déséquilibre, translationnel en particu-
lier. Enn, nous aborderons la résolution approchée de l'équation de Boltzmann à travers
les développements de Chapman-Enskog pour l'équation de Boltzmann et l'équation de
Krook où l'intégrale de collision a été modélisée (modèle BGK).
B.1 Théorie cinétique à l'équilibre
Les molécules qui composent un gaz ne vont pas à la même vitesse ; de plus, leur vitesse
moléculaire varie en fonction du temps à cause des collisions qu'elles subissent entre elles
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Fig. B.1  Diérents modèles d'interaction moléculaire
ou avec les limites du domaine.
Renonçant à décrire le mouvement de chacune des particules, nous abordons la des-
cription de l'état du gaz d'un point de vue statistique via la fonction de distribution des
vitesses des molécules du gaz.
An de dénir la fonction de distribution à l'équilibre, nous établirons l'expression de
l'intégrale de collision qui quantie les variations des classes de vitesses moléculaires C
i
.
Dans ce chapitre, on considère un gaz au repos. Mais les résultats seront aisément
généralisables à un gaz en mouvement macroscopique.
B.1.1 Fonction de distribution des vitesses
D'un point de vue statistique, à un endroit et un instant donnés, il existe une certaine
probabilité que les molécules aient une vitesse moléculaire comprise entre C
i
et C
i
+ dC
i
.
Leur densité est :
n
P
(C
i
) = nf dC
i
(B.1)
f est la fonction de distribution des vitesses,
f = f(C
i
; x
i
; t) (B.2)
et vérie la propriété :
Z
+1
 1
f(C
i
)dV
C
= 1 (B.3)
Pour calculer une valeur moyenne macroscopique d'une grandeur Q = Q(C
i
) propre
aux molécules, on calcule le moment de cette quantité :
Q =
Z
+1
 1
Qf dV
C
(B.4)
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On peut dénir les quantités macroscopiques telles que la masse volumique , la vitesse
de déplacement macroscopique c
i
, et la pression p par les relations suivantes :
 = nm (B.5a)
c
i
=
Z
+1
 1
c
i
f dV
C
(B.5b)
p = nm
C
2
3
(B.5c)
B.1.2 Intégrale de collision
On établit que l'intégrale de collision, sous l'hypothèse d'un modèle de collision élas-
tique entre des sphères rigides, est :

@
@t
[nf(C
i
)]

coll
=
Z
+1
 1
Z
2
0
Z
=2
0
n
2
d
2
[f(C
0
i
) f(Z
0
i
)  f(C
i
) f(Z
i
)]g sin cos d d"dV
Z
(B.6)
où C
i
, Z
i
, C
0
i
et Z
0
i
sont les vitesses moléculaires associées à deux molécules avant et
après collision (Figure B.2) ; d est la distance d'interaction entre deux molécules
1
; g est
la norme de la vitesse relative d'approche jC
i
 Z
i
j et  et " sont deux angles caractérisant
la collision.
Z’i
Ci
Zi C’i
Fig. B.2  Collision entre deux molécules
Cette intégrale de collision intègre une quantité sur l'espace des phases Z
i
, à C
i
xées.
Les valeurs C
0
i
et Z
0
i
, vitesses après collision dépendent de C
i
et Z
i
via des relations déduites
du modèle d'interaction moléculaire. Cette intégrale quantie les variations de population
d'une classe de molécules de vitesse moléculaire C
i
. Ses variations sont dues à :
 des collisions entre des molécules de classes C
i
et Z
i
(Figure B.2) qui ont tendance
à vider la classe C
i
puisque la molécule a une vitesse C
0
i
après la collision ;
1. égal au diamètre d'une molécule dans le cas du modèle de collisions élastiques entre sphères rigides.
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 les collisions inverses entre les particules de classes C
0
i
et Z
0
i
qui remplissent la classe
C
i
.
B.1.3 Fonction de distribution à l'équilibre
L'équilibre thermodynamique d'un gaz passe par son équilibre translationnel. En par-
ticulier, l'équilibre thermodynamique respecte l'équilibre local des classes de vitesses mo-
léculaires
2
. On doit donc avoir :

@
@t
[nf(C
i
)]

coll
= 0 (B.7)
Il existe une condition susante sur la fonction de distribution qui vérie l'équation
(B.7). On peut montrer que cette condition est nécessaire. f doit donc vérier :
f(C
0
i
) f(Z
0
i
) = f(C
i
) f(Z
i
) (B.8)
ou encore,
ln f(C
0
i
) + ln f(Z
0
i
) = ln f(C
i
) + ln f(Z
i
) (B.9)
D'après les lois de la mécanique des solides, il existe quatre invariants dans une col-
lision : l'énergie mC
2
=2 et les trois composantes de la quantité de mouvement mC
i
. La
fonction de distribution des vitesses à l'équilibre g
0
est telle que son logarithme est une
combinaison linéaire de ces quatre invariants. Soit g
0
de la forme :
g
0
(C
i
) = A exp
h
 B
m
2
X
(C
i
  
i
)
2
i
(B.10)
On obtient à l'aide de relation (B.3) et de considérations de symétrie la forme complète
de la fonction de distribution des vitesses à l'équilibre :
g
0
(C
i
) =

m
2kT

3=2
exp
h
 
m
2kT
C
2
i
(B.11)
On intègre dans l'espace des phases la dénition (B.11) sur la sphère de rayon C, norme
de la vitesse moléculaire. On obtient la fonction de distribution de la vitesse moléculaire
normée (C) :
(C) = 4

m
2kT

3=2
C
2
exp
h
 
m
2kT
C
2
i
(B.12)
Cette fonction, densité de probabilité, permet de calculer :
 la vitesse la plus probable C
mp
=
1

=
r
2kT
m
=
p
2rT ;
 la vitesse moyenne C =
2
p

1

;
 la vitesse quadratique moyenne
p
C
2
=
r
3
2
1

.
2. Ceci reste vrai quel que soit le modèle d'interaction moléculaire.
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B.2 Théorie cinétique hors équilibre
L'équilibre translationnel et rotationnel
3
d'un gaz se fait en très peu de collisions.
Néanmoins, et même dans un état stationnaire, il peut exister des zones où le gaz est en
déséquilibre : typiquement, les chocs et les couches limites. C'est ce déséquilibre qui est à
l'origine des eets visqueux dans un gaz.
La représentation gaussienne de la fonction de distribution ne sut plus à caractériser
l'état local du gaz. Ce sont les chapitres suivants qui permettront de déterminer la forme
de la fonction de distribution d'un gaz en déséquilibre.
B.2.1 Equations de conservation de la dynamique des gaz
En considérant un volume de dimensions arbitraires, xe et fermé par une surface
imaginaire traversée par le gaz, on peut formuler des équations de conservation pour la
masse, la quantité de mouvement et l'énergie. Il s'agit d'équations de bilan auxquelles on
ajoute un terme source résultant de l'action des forces extérieures. Ces équations sont :
@
@t
+
@
@x
j
(c
j
) = 0 (B.13a)
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(B.13b)
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(B.13c)
avec les notations suivantes :
 c
i
= c
i
+ C
i
, composantes de la vitesse moléculaire où c
i
représente la vitesse ma-
croscopique local du gaz (par dénition) ;
 F
i
, composantes du vecteur des forces massiques externes.
Un changement de repère galiléen permet de se ramener localement à un gaz au repos.
On utilise donc les relations établies dans ce cas pour la dénition de la pression et de la
température :
3
2
kT =
1
2
mC
2
et p =
1
3
C
2
(B.14)
On obtient alors la relation des gaz parfaits :
p = rT (B.15)
où r = k=m = R=M , constante des gaz parfaits.
On dénit ensuite le tenseur des contraintes 
ij
et le vecteur ux de chaleur q
i
par les
relations :

ij
=  
 
C
i
C
j
  p Æ
ij

q
i
=
1
2
C
i
C
2
(B.16)
3. Dans le cas d'un gaz diatomique.
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On obtient alors les équations de conservation de la dynamique des gaz :
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(B.17)
où les expressions de l'énergie et l'enthalpie massiques sont de façon générale :
 e = e
tr
+ e
int
=
3
2
rT + e
int
;
 h = e+
p

=
5
2
rT + e
int
.
Dans le cas de gaz diatomique, l'énergie interne e
int
comprend au moins l'énergie de
rotation rT . De plus, pour le cas d'un gaz pourvu d'une énergie interne, on doit écrire,
avec 
int
l'énergie interne moléculaire, le ux de chaleur sous la forme :
q
i
=
1
2
C
i
C
2
+ nC
i

int
(B.18)
Le système (B.17) des équations de conservation de la dynamique des gaz est ouvert
puisque le tenseur des contraintes 
ij
et le vecteur ux de chaleur q
i
sont indéterminés.
C'est la théorie cinétique qui doit permettre de relier les inconnues du problème , c
i
et
T à 
ij
et q
i
via des équations de fermeture.
Ces relations de fermeture découlent en général d'hypothèses vériées par l'expérience.
Mais il est possible, sans hypothèses, de les déduire de la théorie cinétique dans le cas où
le modèle de collision est connu.
B.2.2 Equation de Boltzmann et entropie
De la même façon que pour l'établissement des équations de conservation macrosco-
piques, on eectue un bilan de la probabilité de présence de particules de vitesse c
i
dans
un volume d
. Les variations sont dues à la convection de particules à travers d
, leur
accélération, et au terme source représenté par l'intégrale de collision déjà détaillée.
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(B.19)
Des calculs détaillés dans
[69]
permettent d'exprimer la variation d'entropie du système
sous la forme suivante :
dS
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(B.20)
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Cette intégrale est toujours positive, ou nulle seulement dans le cas où f(c
0
i
)f(
0
i
) =
f(c
i
)f(
i
). On en déduit le théorème-H de Boltzmann : l'entropie d'un système croît
continûment jusqu'à l'équilibre où elle atteint un maximum et la fonction de
distribution est gaussienne.
À l'équilibre, l'expression de S devient :
S = kN
"
ln

1
n
2mkT
h
2

3=2
+
5
2
#
(B.21)
L'équation (B.20) implique une évolution irréversible de l'écoulement vers l'équilibre.
Cela représente apparement le paradoxe qu'un phénomène microscopique réversible peut
conduire à une représentation macroscopique irréversible. Cette propriété résulte plus
généralement de la physique statistique que de la dynamique des particules. En eet,
l'équation de Boltzmann et son théorème-H décrivent une évolution attendue du gaz.
L'irréversibilité peut être considérée comme la conséquence de la haute improbabilité
d'occurence de l'évolution inverse
4
.
B.2.3 Equations de conservation à l'équilibre
On rappelle la forme de la fonction de distribution à l'équilibre :
g
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=
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avec 
2
=
1
2rT
À l'équilibre thermodynamique, c'est-à-dire pour f = g
0
, on obtient que le tenseur des
contraintes 
ij
et le vecteur ux de chaleur q
i
sont nuls.
si f = g
0
; alors


ij
= 0
q
i
= 0
(B.23)
En appliquant ces résultats aux équations de conservation (B.17), on obtient les équa-
tions d'un écoulement en équilibre. On peut écrire ces équations sous la forme :
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@t
+
@
@x
j
(c
j
) = 0
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Dc
i
Dt
=
@p
@x
i
+ F
i
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Dh+
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2
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j
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(B.24)
4. Cette évolution requiert la connaissance exacte de la position et la vitesse de chacune des particules.
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Ces équations sont similaires aux équations d'Euler à l'exception du terme des forces
extérieures dans l'équation de l'énergie. Ces équations ne s'appliquent qu'aux situations
où les gradients sont faibles
5
. Elles ne s'appliquent donc pas aux chocs et aux couches
limites. On remarque d'ailleurs que ces phénomènes sont d'épaisseur nulle dans ce type
d'écoulement.
B.3 Modèle de collision BGK
L'étude des écoulements en déséquilibre translationnel nécessite la résolution de l'équa-
tion de Boltzmann. Les solutions exactes sont rares. Cette étude nécessite donc une mo-
délisation du terme de collision. Cette modélisation conduit à l'équation de Krook. Le
développement de Chapman-Enskog de cette équation conduit à une forme de la fonction
de distribution des vitesses d'un gaz en déséquilibre.
B.3.1 Modèle de Bhatnagar-Gross-Krook
Les dicultés de résolution de l'équation de Boltzmann sont en grande partie dues à la
non-linéarité de l'intégrale de collision. Bhatnagar, Gross et Krook (1954) ont proposé de
modéliser ce terme par une approximation qui, malgré sa simplicité, garde les principales
caractéristiques de la véritable intégrale de collision. L'intégrale de collision est remplacée
par :

@
@t
[nf(C
i
)]

coll
= n(g
0
  f) (B.25)
où  est une fréquence de collision proportionnelle à  et g
0
= g
0
(c
i
; T ) est la fonction de
distribution à l'équilibre.
Cette approximation est connue sous le nom de modèle de Bhatnagar-Gross-Krook ou
BGK, mais aussi sous le nom de modèle de relaxation ou modèle statistique. Le nom de
modèle de relaxation vient de la ressemblance entre la formulation (B.25) en tant que
dérivée du temps et l'équation de relaxation classique,
df
dt
=  
f   g
0

(B.26)
où  , temps de relaxation, s'apparente à 1=, temps de relaxation local du modèle BGK.
L'intégrale de collision est la somme de deux termes :
 l'un met en jeu le terme f(c
i
)f(
i
) pour la quantité de molécules quittant la classe
de vitesse moléculaire c
i
, terme modélisé par  nf ;
 l'autre met en jeu le terme f(c
0
i
)f(
0
i
) pour les collisions inverses qui remplissent la
classe c
i
, terme modélisé par ng
0
.
Le premier terme semble correct puisque ce terme de collision est directement propor-
tionnel à nf et à une fréquence de collision. On se restreint ici à une fréquence de collision
5. Situations pouvant être interprêtées comme concernant des perturbations négligeables de l'équilibre.
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 dépendant uniquement de l'état local du gaz.
 = (n; T ) (B.27)
B.3.2 Equation de Krook
L'équation de Boltzmann dans laquelle l'intégrale de collision a été remplacée par le
modèle BGK est nommée équation de Krook :
@
@t
(nf) + c
j
@
@x
j
(nf) +
@
@c
j
(F
j
nf) = n(g
0
  f) (B.28)
Les variables c
i
et T qui apparaissent dans g
0
résultent du calcul des moments de la
fonction de distribution f . L'équation de Krook est donc une équation intégro-diérentielle
non linéaire. Bien que considérablement simpliée, elle reste très dicile à résoudre dans
la plupart des cas.
B.3.3 Développement de Chapman-Enskog
La solution de l'équation de Boltzmann et de l'équation de Krook est la fonction de
distribution f = g
0
. La solution de Chapman-Enskog qui conduit aux équations de Navier-
Stokes pour la dynamique macroscopique des gaz résulte d'un développement en petites
perturbations de la fonction de distribution g
0
.
On écrit tout d'abord l'équation de Krook sous une forme adimensionnelle avec pour
quantités de référence c
r
, L, 
r
et n
r
:


@
@
^
t
(n^
^
f) + c^
j
@
@x^
j
(n^
^
f) +
^
F
j
@
@c^
j
(n^
^
f)+

= n^^(g^
0
 
^
f) (B.29)
où
^
t =
t
L=c
r
^
F
i
=
F
i
c
2
r
=L
^
f =
f
c
 3
r
(B.30)
et
 =
c
r
L
r
(B.31)
On suppose que l'adimensionnement permet d'obtenir des termes de l'ordre de l'unité
6
à l'exception de .  mesure le degré de perturbation de l'équilibre local. En reliant la
fréquence de collision de référence 
r
à un libre parcours moyen de référence 
r
à travers

r

r
=
r
8kT
m
(B.32)
on obtient que  peut s'écrire :
 =
c
r
q
8kT
m


r
L

| {z }
Kn
(B.33)
6. On choisit, pour c
r
,
p
2kT=m à faible vitesse et c à nombre de Mach élevé.
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Pour la plupart des applications et en particulier pour que l'hypothèse des milieux
continus soit valable, le nombre de Knudsen Kn est très petit devant 1. On déduit de
(B.29) :
  1 et lim
!0
f = g
0
(B.34)
Le développement de chapman-Enskog est le développement en série de Taylor de la
fonction de distribution f autour de l'équilibre g
0
pour de petites perturbations (on se
limite au premier ou second ordre). On écrit :
f = g
0
 (1 + 
1
+ 
2
+ : : :) ou
^
f = g^
0
 (1 + "
1
+ "
2

2
+ : : :) (B.35)
Le terme  du membre de gauche de l'équation de Krook adimensionnée (B.29) crée
une relation de récurrence alors les termes 
n
et 
n+1
. Si on ne garde que les termes du
premier ordre en , on obtient l'équation suivante :


@
@
^
t
(n^g^
0
) + c^
j
@
@x^
j
(n^g^
0
) +
^
F
j
@
@c^
j
(n^g^
0
)+

=  n^^g^
0

1
(B.36)
On exprime les diérents termes sous la forme de dérivées partielles par rapport à
^
c
i
,
^
T , x^
i
, n^ et
^
t en utilisant :
@
@c^
i
(n^g^
0
) =  n^g^
0
^
C
i
^
T
(B.37a)
@
@n^
(n^g^
0
) = g^
0
(B.37b)
@
@
^
c
i
(n^g^
0
) = n^g^
0
^
C
i
^
T
(B.37c)
Les dérivées partielles par rapport au temps sont éliminées à l'aide des équations de
conservation (B.17) adimensionnées
7
. Avec la fonction de distribution
^
f , le tenseur des
contraintes et le vecteur ux de chaleur deviennent :
^
ij
=  n^
Z
1
1
^
C
i
^
C
j

1
g^
0
dV
c^
(B.38a)
q^
i
= n^
Z
1
1
1
2
^
C
i
^
C
2

1
g^
0
dV
c^
(B.38b)
Ces termes sont de l'ordre de  alors qu'eux-mêmes multipliés par  dans le premier
membre de l'équation (B.36). Du second ordre, ils n'ont donc aucune contribution au calcul
de la solution f . L'équation (B.36) permet alors d'exprimer 
1
= "
1
. Cette expression
est, sous forme dimensionnelle :

1
=  
1


C
j

mC
2
2kT
 
5
2

@
@x
j
(lnT ) +
m
kT

C
j
C
k
 
1
3
C
2
Æ
jk

@c
j
@x
k

(B.39)
7. c
i
, T , p, 
ij
, et q
i
sont respectiment adimesionnées par c
r
, mc
2
r
=k, mn
r
c
2
r
, mn
r
c
2
r
et mn
r
c
3
r
.
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Avec la notation
]
C
i
C
j
= C
i
C
j
 
1
3
C
2
Æ
ij
, on obtient la fonction de distribution en
déséquilibre translationnel :
f = g
0

1 
1


C
j

mC
2
2kT
 
5
2

@
@x
j
(lnT ) +
m
kT
]
C
i
C
j
@c
j
@x
k

(B.40)
Malgré la simplicité du modèle BGK, on obtient une forme similaire à celle donnée
par le developpement de Chapman-Enskog de l'équation de Boltzmann.
On obtient, par substitution de f dans les expressions (B.38), la modélisation du
tenseur des contraintes et du vecteur ux de chaleur :

ij
=
nkT


@c
i
@x
j
+
@c
j
@x
i
 
2
3
@c
k
@x
k
Æ
ij

(B.41a)
q
i
=  
5
2
k
m
nkT

@T
@x
i
(B.41b)
Soit, par équivalence avec la formulation des équations de conservation de milieux
continus, on obtient le coecient de viscosité dynamique  et de conductivité thermique

c
:
 =
nkT

et 
c
=
5
2
k
m
nkT

(B.42)
On remarque que ces expressions aboutissent à un nombre de Prandtl P
r
= C
p
=
c
de un.
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Annexe C
Publications
