In manufacturing and service operations management, "machine maintenance" (also known as "process control" or "quality control") characterizes a large class of problems.
A common feature in many of these problems is the difficulty in observing the true state of the system such as machines, customers, and patients. Formal research on such problems in the operations research and operations management field can be traced back to the partially observable quality-control model introduced by Girshick and Rubin (1952) . Since then, a variety of models have been introduced and studied in the literature.
In this paper, we will reside in an environment with machines, but it is clear that the main model is applicable to a much broader service context.
A representative partially observable machine-maintenance model is the following: A machine produces outputs in multiple time periods. The state of the machine can take a finite number of values, where 0 represents the "like-new" condition and the larger the number the worse the condition. The state is not revealed automatically. At the beginning of each period, the decision maker can choose an action from "production," "inspection,"
and "replacement." If "production" is taken, the machine produces one unit of output; if "inspection" is carried out, the state is discovered after the machine produces a unit of output; and if "replacement" is made, the machine is replaced (or repaired), the state is restored to 0, and a unit of output is then produced. The cost of action increases in the above order and as the state deteriorates. The state of the machine changes at the end of the period probabilistically. The objective is to minimize the expected total discounted cost over an infinite horizon. In an important type of models, the worst state is observable, called the "obvious failure" state, which will trigger an emergent (or corrective) replacement. This model variation has many real-world applications, especially in manufacturing and healthcare management.
The above model without obvious failures is examined in a classic paper by Ross (1971) .
He tackles the problem using the Bayesian approach: the distribution of the underlying state is a sufficient statistic of the history of all available information, named the "belief state" or "system state" in the literature, which can be used to construct an augmented Markov decision process. A main finding of Ross (1971) is that in the two-state case, the optimal policy may consist of four intervals of the belief state (the probability of the machine gone "bad"): as the belief state increases from 0 to 1, the optimal action changes from production to inspection, to production again, and finally to replacement. This is counterintuitive as compared to the more natural "control-limit" policy, which defines three intervals without the second production interval. The finding of four action intervals is persistent in many variations of the basic model and represents the main structural result in the literature.
In this paper, we derive an exact, analytical solution to the above representative model using a new methodology. We focus on the version with two unobservable states and one obvious-failure state. In other words, we study a three-state model with obvious failures.
The difficulty of the model lies between the two-state and three-state models without obvious failures. In contrast to the mainstream methodology of Bayesian statistics, we adopt the partially observable Markov decision process (POMDP) framework recently introduced by Zhang (2010). The framework is dual to the Bayesian framework, without the need for updating the belief of the state. It entails backward construction of efficient frontiers of costs-to-go under feasible future policies (each future policy generates a vector of costs-to-go, corresponding to different starting states).
Our study fills a gap in the extant literature, as analytical solutions are extremely rare in this area. Almost all existing papers fit into the Bayesian framework, and many find the optimal regions approximately through successive approximation (value iteration), discretization of the belief space, and/or heuristics based on the known structure. Only a few have derived a precise analytical solution for models simpler than ours (e.g., with two states and two actions). Compared with existing results, our solution is not only exact but can also be computed easily. The key computation task involves finding the unique maximizer of a well-behaved single-variable function (or solving the equivalent firstorder equation). No value iterations are needed. Our result also carries a network representation which elucidates an elegant structure of the optimal policy. It reveals that the counterintuitive four-region policy is due to the mixing of the transient and steadystate portions of the optimal policy and the "core" of the policy is cyclic and monotone.
Our solution can be implemented in practice easily. Instead of resorting to beliefs or distributions of the underlying state, the optimal policy describes directly the number of periods to produce before an inspection or a replacement and which route to follow after an inspection. Our method also identifies various scenarios of the optimal policy through necessary and sufficient conditions on model primitives. It enables comparative statics analysis to derive useful managerial insights.
Finally, we point out that the structures of the optimal solutions are similar for the twostate model without obvious failures and the three-state model with obvious failures. The former can be treated as a special case of the latter in our framework, and the latter is more involved due to the existence of a third dimension. Some of our key results can be extended to the case with more states. 
