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Zusammenfassung
Die vorliegende Arbeit befasst sich mit der experimentellen Erzeugung und Untersuchung von
warmer dichter Materie, d. h. dem Übergangsbereich zwischen Festkörpern und dichten Plasmen.
Dieser stellt für theoretische Modelle eine große Herausforderung dar und ist gleichzeitig experi-
mentell schwer zugänglich. Die Physik warmer dichter Materie ist von entscheidender Bedeutung
für die Trägheitsfusion und die Beschreibung des Inneren von großen Planeten. Um verschiedene
theoretische Modellierungen dieses Gebietes zu testen, sind experimentelle Daten zwingend er-
forderlich.
Im Rahmen dieser Arbeit wurde das Verhalten von Kohlenstoff bei einem Druck um 100 GPa
(=106 bar) und einer Temperatur um 8000 K untersucht. Theoretische Modelle vermuten in
diesem Bereich einen fest-flüssig Phasenübergang. Dieser konnte durch die in dieser Arbeit
beschriebenen Experimente erstmals im Labor charakterisiert werden.
Der zu vermessende Materiezustand wurde durch lasergetriebene Schockkompression von
Graphit der Ausgangsdichte 1.84 g/cm3 erzeugt. Dazu wurde das Lasersystem nhelix am
GSI Helmholtzzentrum für Schwerionenforschung verwendet. Über Messung von Schock- und
Teilchengeschwindigkeit konnten Dichte und Druck innerhalb der Schockwelle bestimmt werden.
Die Kohlenstoffproben wurden auf 3.9±0.2 g/cm3, d.h. etwa das Zweifache der ursprünglichen
Dichte, komprimiert und Drücke von 80 GPa bis 170 GPa erzeugt. Dies ist in sehr guter Über-
einstimmung mit ein- bzw. zweidimensionalen Hydrodynamik-Simulationen, die mit den Paketen
HELIOS bzw. MULTI2D durchgeführt wurden.
Für die Untersuchung der mikroskopischen Struktur der verdichteten Kohlenstoffproben wurde
intensive gepulste Röntgenstrahlung eingesetzt, die mit dem Lasersystem PHELIX durch das Be-
strahlen von Titanfolien erzeugt wurde. Der verwendete Titan-Helium-α Übergang, der in eine
emittierte Photonenenergie von 4.75 keV resultiert, konnte mit hoher Effizienz angeregt werden.
Ein Anteil der Laserenergie von ∼0.5 % wurde in Röntgenstrahlung dieses Übergangs konvertiert.
Die spektral aufgelöste Messung der gestreuten Strahlung ermöglicht die Bestimmung der Korrela-
tionen der Kohlenstoffatome über den Strukturfaktor. Bei den speziell ausgesuchten Streuwinkeln
105° und 126° ändert sich der Strukturfaktor und damit auch der Streuwirkungsquerschnitt inner-
halb des Phasenübergangs um einen Faktor zwei. Diese Änderung konnte im Rahmen dieser Arbeit
experimentell nachgewiesen werden.
Absolute Werte für den Strukturfaktor wurden durch die Bestimmung der Verhältnisse der In-
tensitäten von elastisch und inelastisch gestreuter Röntgenstrahlung ermittelt. Für eine Dichte von
3.9±0.2 g/cm3 und einen Druck von 145±17 GPa wurde in der Schockwelle die Existenz einer
flüssigen Phase experimentell nachgewiesen. Bei einem niedrigeren Druck von 86±11 GPa und
ebenfalls einer Dichte von 3.9±0.2 g/cm3 wurde ein Zustand sehr nahe der Schmelzlinie erzeugt,
der gerade noch flüssig ist. Dies ist in sehr guter Übereinstimmung mit ab-initio-Simulationen, mit
denen Strukturfaktoren für diese Parameter berechnet wurden.
Somit wurde im Rahmen dieser Arbeit ein experimenteller Weg aufgezeigt, Phasenübergänge in
warmer dichter Materie zu charakterisieren und erstmals die Erzeugung von flüssigem Kohlenstoff




The topic of this thesis is the experimental generation and characterization of warm dense matter,
i. e. the intermediate regime between solid state materials and dense plasmas. These states are
challenging for both theoretical models and experimental measurements in the laboratory. The
physics of warm dense matter is of essential importance for inertial confinement fusion and the
understanding of giant planets. For testing different theoretical models of this field, experimental
data is urgently needed.
In the framework of this thesis, the properties of carbon at a pressure around 100 GPa and a
temperature of roughly 8000 K were investigated. Theoretical models predict a solid-liquid phase
transition in this regime. This transition could be characterized for the first time in the laboratory
by the experiments presented in this thesis.
The desired matter states were produced by laser-driven shock compression of graphite sam-
ples with an initial density of 1.84 g/cm3. For this purpose, the laser system nhelix at the GSI
Helmholtzzentrum für Schwerionenforschung was applied. Density and pressure inside the shock
wave were determined by measurements of shock velocity and particle velocity. The carbon sam-
ples were compressed to a density of 3.9±0.2 g/cm3, i.e. about two times the initial density, and
pressures from 80 GPa to 170 GPa were achieved. This is in very good agreement with one- and
two-dimensional hydrodynamic simulations using the code packages HELIOS and MULTI2D, re-
spectively.
For the investigation of the microscopic structure inside the compressed carbon samples, inten-
sive pulsed X-ray radiation was produced by irradiation of titanium foils with the PHELIX laser
system. The applied titanium helium-α transition, which emits photons of the energy 4.75 keV,
could be triggered very efficiently. In fact, a conversion efficiency from laser energy to X-rays of
∼5×10−3 was achieved. The spectrally resolved measurement of the scattered radiation allows for
determining the correlations of the carbon atoms via the structure factor. For the specially chosen
scattering angles of 105° and 126°, a strong change of the structure factor is expected to happen
for the solid-liquid phase transition resulting in a strong change of the scattering cross section.
This change could be verified experimentally in the framework of this thesis.
Absolute values of the structure factor were obtained by determining the intensity ratios of elasti-
cally and inelastically scattered X-ray radiation. The existence of a liquid phase was experimentally
observed for a density of 3.9±0.2 g/cm3 and a pressure of 145±17 GPa inside the shock wave. For
a lower pressure of 86±11 GPa and a similar density of 3.9±0.2 g/cm3, a state of matter was pro-
duced which is very close to the melting line and just barely liquid. This is in very good agreement
with ab-initio simulations which were used to calculate structure factors for the investigated pa-
rameters.
Thus, in the framework of this thesis an experimental method for the characterization of phase
transitions in warm dense matter was demonstrated and the formation of liquid carbon under
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Understanding the properties of so-called "warm dense matter" (WDM) is a young and highly
evolving field of physics [Lee et al., 2002, 2003]. Typical attributes of matter in the WDM regime
are temperatures from several thousand to several hundred thousand kelvins and densities around
solid density resulting in pressures from several thousand to several million atmospheres.
In particular, the physics of warm dense matter is highly relevant for geophysics as the earth’s
core mainly consists of iron in WDM states [Koenig et al., 2010]. In astrophysics, a detailed un-
derstanding of WDM is needed to develop models of giant planets which, to a large extend, are
composed of low-Z element mixtures in warm dense matter states [Militzer et al., 2008; Nettel-
mann et al., 2008]. Additional natural occurrences of WDM are brown and white dwarfs [Dufour
et al., 2007] as well as the outer crust of neutron stars [Daligault and Gupta, 2009]. Another
field of science, which strongly relies on understanding the physics of warm dense matter, is the
controlled realization of inertial confinement fusion in the laboratory [Lindl et al., 2004; Atzeni
and Meyer-ter-Vehn, 2004]. Concerning the at present ongoing inertial confinement fusion exper-
iments at the National Ignition Facility (NIF) [Glenzer et al., 2010], the target hohlraum walls are
in a WDM state as well as, in a transient state, the ablator material surrounding the fusion capsule
and, also as a transient state, the deuterium-tritium fuel itself.
More generally speaking, warm dense matter is generated for a short time in every process in-
volving very rapid heating of a solid state density sample. This is for example fulfilled in every
interaction of a high energy laser with a solid state material. In particular, the relation which
connects the basic thermodynamic parameters like for example density, temperature and pressure,
the so-called "equation of state", is of high interest for materials in warm dense matter states.
Additionally, knowledge of material properties like phase transitions, opacities, energy absorption
rates, response functions and relaxation rates is needed for a complete physical understanding of
the warm dense matter regime.
The controlled realization of warm dense matter states in the laboratory and their diagnostics
is a very challenging and demanding task. Shock experiments have been a common tool to explore
the properties of matter at high pressures for many years. The benefit of this method is that ma-
terial under shock-compression is heated instantaneously which can lead to exotic states of matter
including warm dense matter. Shock waves with pressures of more than 100 GPa (=106 bar) can
be realized with gas guns [Gust, 1980], high explosives [Nellis et al., 2001], high intensity particle
beams [Fortov et al., 1996], pulsed power devices [Knudson et al., 2008], and pulsed high energy
laser systems [Batani et al., 2004]. Using the Rankine-Hugoniot equations, the thermodynamic
parameters density, pressure and specific internal energy can directly be obtained by measuring
the shock and particle velocities [Zeldovic and Raizer, 1966]. Furthermore, discontinuities in the
velocity measurements indicate phase transitions inside the shocked material. However, the real
microscopic structure of the shocked material is not accessible just by velocity measurements. A
very promising diagnostic method, which emerged in the last decade, is the scattering of intense
X-ray radiation produced by laser plasmas [Glenzer and Redmer, 2009]. This method has proven
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to be capable to resolve the electronic and atomic or ionic structure of short-lived warm dense mat-
ter samples [Garcia Saiz et al., 2008]. Additionally, thermodynamic parameters like temperature,
density and ionization degree of dense plasmas can be obtained [Gregori et al., 2004].
The better understanding of carbon in warm dense matter states is highly relevant to particu-
lar applications. Large samples of warm dense carbon are for example produced in graphite beam
dumps of the newest generation of particle accelerators like the LHC [Zazula, 1997]. In inertial
confinement fusion research carbon may be used as ablator material and an improved knowledge
of the equation of state would simplify the simulations of the processes that should lead to ignition
of the fusion capsule [Kritcher et al., 2011]. Furthermore, the equation of state of warm dense
carbon is very interesting for the description of the ice giants in our solar system (Neptune and
Uranus [Hubbard et al., 1991; Stanley and Bloxham, 2004]), comparable extra-solar planetary sys-
tems (for example pure carbon planets [Kuncher and Seager, 2005]) and brown and white dwarfs
[Dufour et al., 2007]. Hereby, the carbon solid-liquid phase transition may play a major role. In
the pressure regime of these astrophysical objects, this transition is poorly understood so far and
further investigation is needed [Correa et al., 2008].
Besides its high physical relevance, elementary carbon is a very useful material for laboratory
warm dense matter studies. Compared to cryogenic hydrogen or helium and lithium, stable and
pure solid density carbon samples are easy to manufacture and handle. Additionally, there are
no health or equipment contamination risks as there are for example in experiments investigating
highly toxic beryllium. Another advantage is that the initial density of carbon can be varied by
using different types of amorphous, polycrystalline and monocrystalline carbon in an experiment.
Therefore, very different final warm dense matter states can be produced by the same experiment.
As a relatively low-Z element, carbon is also accessible theoretically reasonably well. Due to its low
number of electrons, a number of theoretical and numerical techniques, including ab-initio simula-
tions, allow for the description of its properties within the computational resources available today
[Correa et al., 2006].
Following this motivation, the topic of this thesis is the experimental investigation of the solid-
liquid phase transition in shock-compressed graphite with X-ray scattering. Different theories
suggest that driving pressures from ∼80 [Grover, 1979] to ∼300 GPa [Nellis et al., 2001] are
needed to reach the melting threshold of shocked graphite starting in an initial state with ideal
crystal density. There are some velocity measurements on shocked graphite which claim to have
seen a discontinuity in this regime [Alder and Christian, 1961], some have not [Pavlovskii and
Drakin, 1966; Gust, 1980]. Some show very slight indications of a phase transition [van Thiel,
1977; Marsh, 1980], but these are within the experimental uncertainty and hence an exact state-
ment cannot be given. In the end, the currently agreed conclusion is that velocity measurements
are not sufficient to detect the solid-liquid transition of shock-compressed graphite. In the last
decade, experiments using diamond as initial state have detected a phase transition to a metallic
liquid state. In these experiments, reflectivity and pyrometry measurements of the shock front
have been performed which took advantage of the optical transparency of diamond [Bradley et al.,
2004; Eggert et al., 2009]. However, these methods are not applicable for optically opaque ma-
terials like graphite and, in fact, the solid-liquid phase transition of shock-compressed graphite
has not been measured reliably so far. As stated above, an alternative is the use of intense laser-
generated X-rays which are able to access the processes inside a warm dense matter sample. This
method was first applied for the carbon solid-liquid phase transition at lower pressure (few GPa)
in a proof-of-principle experiment where the heating was realized isochorically by intense laser-
accelerated proton beams [Roth et al., 2009; Pelka et al., 2010; Pelka, 2010]. Concerning the
application of this technique for the diagnostics of strong shock waves, there are few facilities in
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the world where sufficient basic conditions for these experiments are given because a 100 GPa
shock drive and a pulsed high energy laser system for the X-ray generation are needed in combina-
tion. The experiments in the framework of this thesis were performed at the GSI Helmholtzzentrum
für Schwerionenforschung in Darmstadt which currently offers two high energy laser systems, nhelix
[Schaumann et al., 2005] and the larger PHELIX system [Bagnoud et al., 2010], with sufficient pa-
rameters to realize such experiments.
This work is strongly connected to the future plasma physics experiments at the Facility for An-
tiproton and Ion Research (FAIR) which is at present under construction next to GSI [Gutbrod
et al., 2006]. Due to its numerous benefits, X-ray scattering is planned to be a central diagnostics
for all three upcoming plasma physics experiments, Heavy Ion Heating and Expansion (HIHEX),
Laboratory of Planetary Sciences (LAPLAS) and Warm Dense Matter (WDM), which aim for a precise
characterization of warm dense matter [Tahir et al., 2011]. In the framework of the experiments
presented in this thesis, successful X-ray scattering experiments on the characterization of warm
dense matter have been performed for the first time at GSI. This gives a start for the future devel-
opment of X-ray scattering as a standard diagnostics for FAIR.
1.2 Experimental work and simulations
The experimental work presented in this thesis is divided in two separate campaigns which were
conducted at the GSI Helmholtzzentrum für Schwerionenforschung in March/April 2011 and
February/March 2012. In addition to the shock-drive and X-ray generation capabilities, the ex-
perimental area Z6 at GSI offers diagnostics which allow for velocity measurements of laser-driven
shocks [Kraus et al., 2012]. These instruments open the possibility to determine the thermody-
namic state of the shocked graphite samples independently from the X-ray scattering measure-
ments. This is in contrast to most other X-ray scattering campaigns which have been performed
by the warm dense matter research community so far. These experiments generally relied exclu-
sively on hydrodynamic simulations to define the thermodynamic state of the investigated samples.
Hydrodynamic simulations, however, were also very important for the design and the analysis
of the experiments presented in this thesis. Hereby the one-dimensional HELIOS simulation pack-
age [MacFarlane et al., 2006] and the two-dimensional MULTI2D code [Ramis et al., 2009] in
combination with the PROPACEOS and SESAME equation of state tables were applied to define
the laser-parameters of the shock drive. In addition, a fruitful collaboration with the Centre for
Fusion, Space and Astrophysics at the University of Warwick, United Kingdom allowed for the ac-
cess to ab-initio simulations based on density functional theory and molecular dynamics (DFT-MD).
These calculations were very useful for the analysis of the obtained X-ray scattering spectra.
1.3 Thesis structure
The outline of this thesis is as follows: After this introduction, chapter two describes the basic
properties and challenges connected with warm dense matter, focusing on warm dense carbon.
Chapter three introduces the fundamental physics of laser plasma interactions before describing
the two special applications of this field which are relevant to the experiments presented in this
thesis: laser-driven shock waves and the generation of intense X-ray radiation. Chapter four deals
with X-ray scattering as a diagnostic tool for warm dense matter states, especially in the context of
the solid-liquid phase transition in shock-compressed graphite. The experimental setup of the two
campaigns conducted in the framework of this thesis is presented in chapter five. This includes a
description of the instruments applied for generation and characterization of the produced states.
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Chapter six describes the numerical calculations which were necessary for the design and analy-
sis of the experiments. The hydrodynamic code packages HELIOS and MULTI2D are introduced
which were applied for the simulation of the laser-driven shock propagation. Furthermore, the
ab-initio calculations which supported the analysis of the microscopic carbon structure inside the
shock waves are briefly described. Chapter seven then shows the experimental results which were
obtained during the experimental campaigns at GSI. This includes the analysis of the velocity mea-
surements to determine the thermodynamic state of the shocked carbon, the characterization of the
X-ray source radiation and the interpretation of the X-ray scattering spectra to deduce the micro-
scopic sample structure. All results are compared to numerical calculations in this chapter: velocity
measurements to hydrodynamic simulations, source radiation spectra to collisional-radiative codes
and X-ray scattering spectra to ab-initio simulations. Chapter eight finally shows perspectives which
follow from the results obtained by the experiments in the framework of this thesis and suggestions
for next steps are presented.
1.4 Units
As this thesis mainly describes experimental work, the applied system of units is the SI system for
a better direct calculation of real quantities. Occasionally, some numbers are given in units which
are more common in everyday work than pure SI units. For example, mass densities are given in
grams per cubic centimeter and most temperatures have the unit electronvolt (eV or more correct
eV/kB, where kB is the Boltzmann constant, 1 eV temperature corresponds to 11605 kelvins).
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2 Warm Dense Matter
Warm dense matter (WDM) is the intermediate regime of matter between condensed materials
and hot, weakly coupled plasmas [Lee et al., 2002, 2003]. Therefore, WDM cannot be described
by simple temperature assumptions like T ≈ 0 (classical solid state physics) or T  TF and
kBT  Epot (classical plasma physics), where TF is the Fermi temperature, kB the Boltzmann
constant and Epot the potential energy of the atomic interaction. This definition is rather qualitative
and, in fact, so far there is no general agreement on the exact limits given for thermodynamic
parameters of WDM. Nevertheless, these can be roughly summarized as follows: The density is
close to solid state density, the temperature is between several thousand and several hundred
thousand kelvins and the pressure can be found between 1 GPa and 1 TPa. Therefore, the warm
dense matter regime partially overlaps with the very recently defined field of ’high energy density
physics’ [Drake, 2006], which investigates materials with pressures of at least 100 GPa (=1 Mbar)
and is currently seen as one of the biggest challenges of contemporary sciences [US National
Research Council, 2003].
2.1 Localization and definition
An important scale for the localization and definition of WDM is the product of electron number











Hereby, me is the electron mass, kB the Boltzmann constant and T the temperature. For neΛ
3
e ¦ 1,
the probability clouds of the electron wave functions overlap [Kremp et al., 2005]. Thus, the elec-
trons are indistinguishable and degeneracy effects cannot be neglected. However, the model of a
fully degenerate electron gas can only be applied for neΛ
3
e > 10. In contrast, a classical approach
is only useful for neΛ
3
e  1. For warm dense matter one typically obtains neΛ3e ≈ 1. Therefore, a
theoretical description for this state of matter is more complicated than for both the ideal degen-
erate and ideal classical case.
Another important scale is the electron-electron coupling parameter Γee which compares the mean









For the ideal plasma case (neΛ
3
e → 0), the kinetic energy is simply given by the temperature
whereas for a highly degenerate system (neΛ
3
e  1), the electrons do not fulfill Boltzmann but











Figure 2.1: Warm dense matter (WDM) domain in the temperature-density diagram of hydrogen as
defined in [Lee et al., 2002, 2003]. The High Energy Density Physics (HEDP) regime with
pressures larger than 100 GPa [Drake, 2006] and the lines neΛ3e = 1 as well as Γee = 1
[Wünsch, 2011] are also shown.
which is independent from temperature, is the appropriate scale in this case. The mean interaction
potential energy is approximately given by the Coulomb potential at the mean particle distance













In the warm dense matter regime one typically obtains Γee ≈ 1, which implies moderately cou-
pled electrons. For the ideal degenerate case, the electron coupling parameter is only density-
dependent. In a temperature-density diagram, the line defined by Γee = 1 strongly changes its
characteristics in the WDM domain (see figure 2.1).
The measurement of warm dense matter properties is a strong challenge. Because of the resulting
thermodynamic parameters, WDM is a very short-lived (ns) state under laboratory conditions and
large, homogeneous samples are difficult to produce. Additionally, warm dense matter is generally
opaque for visible light. Therefore, measurements of the processes inside a sample volume can
exclusively be realized using X-rays or particle beams whereas the, in the field of plasma physics,
popular and well-proven optical emission spectroscopy gives only information from the sample
surface.
For a sufficient theoretical description of WDM, methods are necessary which unambiguously give
the right results. A very promising tool are so-called first-principle or ab-initio (Latin: "from the
beginning") simulations which only need the most basic physical laws as input [Kresse and Hafner,
1993; Kresse and Furthmüller, 1996]. A drawback is that these simulations need too much compu-
tational effort to obtain quick results. Therefore, it is useful to introduce more approximate models
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carbon ρ=4 g/cm3 T=10000 K
histograms of the first 30 neighbours
Figure 2.2: Pair correlation function of warm dense carbon with density 4 g/cm3 and 10000 K tem-
perature. The single atom histograms of the first 30 nearest neighbors are also shown.
The calculation of the distribution function was performed by J. Vorberger using density
functional theory in combination with molecular dynamics (DFT-MD).
and test those against ab-initio simulations and experiments. An example for such an intermediate
model is the hypernetted chain (HNC) approach [Wünsch et al., 2009].
2.2 Radial distribution function
A quantity, which illustrates many properties of warm dense matter is the atomic or ionic radial
distribution function which additionally forms a bridge between theory and experiments because
it is accessible for both. The radial distribution function is a special case of the pair correlation
function g(~r1,~rn), which gives the probability to find an atom at position ~rn if a reference atom is
placed at ~r1. Using ~r = ~rn − ~r1, the pair correlation function is defined by
















where N is the number of atoms in a volume V , δ(...) is the Dirac delta function and the angle
brackets 〈X 〉 mark the ensemble average of a quantity X . For an isotropic material, the pair cor-
relation function is spherically symmetric and only depends on the atomic distance r = |~r|. In
this case, g(~r) = g(r) is also called the radial distribution function. Considering an ideal gas
which is completely uncorrelated in terms of particle positions, the pair correlation function is
simply given by g(r)=1. For interacting materials, like warm dense matter, the radial distribution
function can be calculated from the interaction potential via Monte Carlo methods or using the
Ornstein-Zernike equations in combination with hypernetted chain theory [Wünsch, 2011]. How-
ever, the basic problem concerning warm dense matter is, that the interaction potential is just not
yet known for this complicated state of matter. At present, there are two ways to overcome this






















Figure 2.3: Carbon phase diagram [Bundy, 1989; Zazula, 1997]. The upper right quarter in this dia-
gram is poorly understood so far and further investigation is needed. The area marked
in red roughly shows the region in temperature and density space which is accessed by
the experiments presented in this thesis.
drawback: experiments (which are very difficult) and the already mentioned ab-initio simulations
(which need large computational effort). The latter are typically build-up as follows: A small
sample cell is filled with atoms at given temperature and density. The interaction of the electrons
is then determined via a full quantum calculation using the density functional theory (DFT). The
behavior of atoms (or ions) is treated by the simple classical laws of motion due to the forces given
by the electronic interaction (molecular dynamics - MD). The DFT-MD method for the calculation
of the radial distribution function is explained in more detail in chapter six.
An example for such a calculation for carbon in a warm dense matter state is shown in fig-
ure 2.2. At small distances g(r) equals zero due to the finite volume of the reference carbon
atom. The following peaks at intermediate r indicate the distances where a second atom is prefer-
ably found in respect to the reference atom. Exemplarily, the single atom histograms of the first
nearest neighbors are also shown. Going to larger distances, there are no more correlations, thus
limr→∞ g(r) = 1. This is very similar to the radial distribution function of a liquid, however, the
atomic or ionic potential is very different compared to atoms in liquids at room temperature. In
fact, for the shown example it is not yet clear whether carbon is a metallic liquid with quasi-free
electrons in this regime or not [Gericke, 2012]. In general, carbon is an interesting material for
warm dense matter studies which is emphasized in the following section.
2.3 Warm dense carbon
Carbon is a practical element for the first steps in warm dense matter research: As carbon is a low-
Z element, calculating real results from theoretical models, including ab-initio simulations, is only
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(a) graphite (b) cubic diamond (c) lonsdaleite
Figure 2.4: Crystal phases of carbon: cubic diamond and lonsdaleite (hexagonal diamond) can be
produced by shock compression of graphite.
difficult but not impossible with the computational power available today. Additionally, all forms
carbon are, under normal conditions, relatively easy to handle in the laboratory. Furthermore, the
carbon phase diagram in the warm dense matter regime is very interesting: The graphite-diamond,
graphite-liquid and diamond-liquid coexistence lines all pass a large region of warm dense matter
states (see figure 2.3). The graphite-diamond and graphite-liquid transitions are relatively well
characterized at moderate pressures and moderate temperatures. Few ten GPa and few thousand
kelvins can be reached by experiments with samples set under static pressure by piezoelectrical
materials or diamond anvil cells which are then heated externally. Higher pressures, exceeding
100 GPa in combination with temperatures ≥5000 K, can only be realized by using very intense
particle beams or alternatively, by shock compression experiments. These pressures are relevant
for investigating the diamond-liquid transition. Starting with diamond samples, pressures of at
least ∼600 GPa have to be realized to form liquid carbon in a shock wave. In the last decade,
sophisticated experiments at the OMEGA laser facility in Rochester [Bradley et al., 2004; Eggert
et al., 2009] and the Z-machine at the Sandia National Laboratory in Albuquerque [Knudson et al.,
2008] were able to measure a phase transition to a metallic liquid state by shock compression of
pure diamond samples to this pressure regime. However, the diagnostic methods applied in these
experiments rely on samples which are optically transparent in the initial state. Therefore, only
perfectly mono-crystalline diamond samples were compressed in these experiments. However, the
investigation of the diamond solid-liquid phase transition at pressures of 100 GPa to 300 GPa by
shock compression needs graphite as initial state. Therefore, the optical diagnostics cannot access
the shock front inside the samples and X-rays are needed.
Concerning shock compression of graphite, there are many experiments using explosives which
observed the graphite-diamond transition starting at ∼20 GPa [Gust, 1980; Nellis et al., 2001].
The final state of this transition can either be cubic diamond or hexagonal diamond. The latter is
also called "lonsdaleite" [Bundy and Kasper, 1967], which is named after the crystallography sci-
entist Kathleen Lonsdale (1903-1971), who discovered the planar-hexagonal structure of benzene
(see figure 2.4). The formation of either lonsdaleit or diamond by shock compression of graphite
can be influenced by varying the crystal plane orientation and by adding different additives [Kur-
dyumov et al., 2012]. These transitions are expected to happen on a very fast timescale, going
from roughly a few nanoseconds at the transition onset at 20 GPa [Erskine and Nellis, 1991] to
below 1 ps at higher pressures [Mundy et al., 2008].
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Going to stronger shock compression experiments with graphite, there are no reliable data of
the subsequent transition to the liquid and corresponding theories, even ab-initio simulations, are
not in agreement [Grumbach and Martin, 1996; Wang et al., 2005; Correa et al., 2006, 2008].
Pressures from ∼80 [Grover, 1979] to ∼300 GPa [Nellis et al., 2001] have been proposed for the
melting threshold of shock-compressed graphite which was initially in a state with ideal crystal
density of 2.26 g/cm3. Starting with porous polycrystalline samples of lower density, this threshold
is expected to be at lower pressures [Batani et al., 2004] because shock compression of porous
samples results in higher temperatures for a given pressure (compare section 3.5.2). Up to now,
there has been only one experiment which seemed to have observed a transition to the liquid with
a large volume change at ∼60 GPa [Alder and Christian, 1961]. These findings, however, could
never be reproduced and therefore, these results are nowadays believed to be incorrect [Gust,
1980]. In fact, modern calculations show that the volume change of this transition is relatively
small [Wang et al., 2005]. Therefore, it is very difficult to resolve the melting process just by using
the classical measurement of shock and particle velocity. Essentially, the solid-liquid phase transi-
tion of shock-compressed graphite has not been measured reliably so far.
As mentioned before, X-rays, which are able to access the processes inside the sample, are a
promising alternative. In comparison to simple radiography, X-ray scattering cannot only mea-
sure the propagation of the shock but also the microscopic structure inside the sample [Glenzer
and Redmer, 2009]. Thus, strong changes in the structure due to phase transitions induced by
shock can be measured directly [Garcia Saiz et al., 2008; Kugland et al., 2009]. This is also the
method of choice in the experiments presented in this thesis and is explained in detail in chap-
ter four. Prior to that, the physics of laser-driven shocks and the laser-based generation of bright
X-ray pulses is introduced in the following chapter.
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3 Laser plasma interaction
The experiments and simulations in the framework of this thesis deal with laser-driven shocks to
generate a warm dense matter state of carbon. Additionally, laser-generated X-rays were used for
the characterization of this state. Both experimental techniques have their origin in the physics of
laser-plasma interactions and hydrodynamics. A very brief overview on the relevant phenomena
for the applied laser intensities in the region between 1013 W/cm2 and 1015 W/cm2 is given in this
chapter.
3.1 Basic properties of a laser-driven plasma
Exceeding intensities of 109 W/cm2, light is able to create plasma on the surface of a solid state
sample. Plasma is a state of matter where the atoms are at least partially ionized. Thus, a plasma
consists of free electrons and ions with relating number densities ne,free and ni = ne,free/Zi where
Zi is the mean charge state of the ions. Considering a laser interacting with a solid state surface,
the electromagnetic wave couples on existing free electrons which are subsequently accelerated
and generate additional free electrons by collisions with neutral atoms or ions. The emerging
plasma sheath on the target surface expands with a characteristic velocity which resembles, in







Here, kB is the Boltzmann constant, Te the electron temperature, Ti the ion temperature and Mi the
mass of the ions. Under the assumption of an isothermal expansion, an exponentially decreasing
density profile is formed on the target surface. The laser light, which heats the plasma, is only able








which is directly defined by the laser frequency ωL (or, more practical, the laser wavelength λL),
the electron mass me, the dielectric constant ε0 and the elementary charge e. At the critical electron






This means that the electrons can dynamically follow the oscillations of the laser field, shield it and
as a consequence stop the propagation of the light wave. For a laser wavelength λL=1064 nm, the
critical free electron density is ∼1×1021 cm−3, which is, depending on the material, roughly of the
order of one percent of a typical solid state density.
The laser-plasma interaction can be divided into three different parts: The absorption region,
the transport region and the compression region (see figure 3.1). These zones, especially empha-












Figure 3.1: Schematic picture of the different regimes that evolve when a high energy laser hits a
solid density sample material.
3.2 Absorption
As stated above, laser light is only absorbed in the plasma regime where the free electron density
is below the critical density ncrit. This absorption region is also called the plasma corona. If laser
light is able to penetrate the absorption region to the critical density, the light will be reflected back
into the corona. Dealing with relatively low intensities (i.e. ILλ
2
L <10
15 W/cm2 µm2 where IL is
the incident laser intensity), the laser absorption is dominated by inverse bremsstrahlung which
is the absorption of a photon by an electron within a collision with another electron or ion. The












where c is the speed of light and lnΛ is the logarithm of the ratio of maximal and minimal impact
parameter of an electron-ion collision, the so-called "Coulomb logarithm". The attenuation of the
laser intensity IL after propagating a distance x is then









where IL,0 is the initial laser intensity. Going to incident intensities satisfying ILλ
2
L ¦1015 W/cm2 µm2,
laser absorption due to parametric instabilities like resonance absorption becomes more and more
important. Typically, these instabilities result in two temperature electron distribution functions
due to the generation of hot, suprathermal electrons.
3.3 Transport mechanisms
A fraction of the energy that is deposited in the corona by the laser is transported from the crit-
ical density to the transport and compression region. The involved processes are collisions (heat
conduction) and radiation transport. Both mechanisms are presented briefly in this section.
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3.3.1 Heat conduction
In every medium with a temperature gradient, a heat flux ~jtherm is generated which tends to reduce
this gradient. The change in energy density per unit time due to thermal conductivity is then given
by:
qtherm = − ~∇~jtherm = ~∇
 
κ~∇T , (3.6)
where κ is called the heat conductivity coefficient. For a plasma, it is a good assumption that only
the electrons contribute to this heat transport. However, the electron mean free path is mainly
defined by the electron-ion collision frequency. In the widely-used Spitzer-Harm model for an
ionized gas, a small perturbation of the local electron velocity distribution due to a temperature










Notably, the Spitzer-Harm heat conductivity coefficient strongly scales with temperature but does
not depend on density. However, the regime of application is limited. For small values of Zi a
correction factor taking into account the electron-electron collisions has to be included. Finally,
for very strong temperature gradients, as for example at the critical density of a laser-plasma
interaction, the perturbative approach completely fails and the heat flux is strongly overestimated
in this case. Therefore, an even more simple, but also very common model of the electron heat
transfer is introduced: The so-called flux-limited transport model. Here, the maximum possible
free-streaming heat flux, moving with the thermal velocity of the electrons vTh, is considered
[Drake, 2006]:
jfree = ne,freekBTevTh. (3.8)
However, jfree usually overestimates the heat flux j within a real physical environment. Therefore
a correction factor, called the flux-limiter, f , is introduced [Kruer, 2003]:





A typical value for the flux limit factor is f≈0.1 [Drake, 2006] or even lower (for example if
parametric instabilities are involved [Kruer, 2003]). Codes which model laser plasma interactions
often calculate the heat flux for both flux-limited transport and the Spitzer-Harm model for every
single grid cell. The model which gives the smaller value for the heat flux will then be used in the
particular calculation step.
3.3.2 Radiation transport
As the energy density of a radiation field is proportional to T 4, radiation transport gives a relevant
contribution to the energy flux in plasmas and gets dominant for high temperatures and low den-
sities. For the case of very dense plasma where blackbody radiation can be assumed, the radiation
flux σT 4 (where σ is the Stefan-Boltzmann constant) can easily be compared to the energy flux
given by the flux-limited heat transport model. The temperature where the energy transfer is equal
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Thus, for a dense plasma with an electron density of ne=10
23cm−3, the electron temperature Te
must exceed ∼230 eV that the radiation transport will be the dominant energy exchange mecha-
nism. However, independent from plasma conditions radiation is always dominating the energy
transport to regions which are not yet reached by electron heat conduction. This is because electron
heat conduction travels in the order of the material’s sound speed. Radiation instead propagates
with the speed of light. This is a significant issue concerning laser-driven shock waves. Soft and
hard X-rays, which are produced in high numbers close to the critical density, can cause consid-
erable preheating of the cold target material in front of the shock wave. Hence, the initial state
can be changed in such a way that the characterization of the shock wave becomes impossible.
Therefore, radiation transport has to be included in a simulation treatment of laser-driven shock
waves.
For the calculation of the radiation transport the general expression for the spectral energy density
of a radiation field has to be considered:
uω(~r, t) = ħhω
∫
dΩ fω(~r, t), (3.11)
where fω(~r, t) is the time-dependent spectral photon distribution function. The spectral radiation
energy flux in the direction of a unit vector ~n is then given by
~Sω(~r, t, ~n) = ħhωc
∫
dΩ fω(~r, t)~n (3.12)
The spectral radiation energy density and the spectral radiation energy flux have to fulfill a conti-
nuity equation, the so-called radiation transport equation
∂ uω
∂ t
+ ~∇~Sω = cκω(uω,Planck − uω), (3.13)
where the terms on the right hand side of this equation define the radiation sinks and sources.
uω,Planck is the energy density of a perfect blackbody radiator and κω is the frequency-dependent
opacity of the material. Modeling plasma properties, the partial time derivative can usually be
neglected as a change of the radiative energy density will propagate with the speed of light which
is much larger than plasma flow velocities. Therefore, the radiation transport equation reduces to
~∇~Sω = cκω(uω,Planck − uω). (3.14)
3.4 Ablation pressure
The expanding corona of the laser plasma generates a large pressure on the target surface. This
is called the ablation pressure and an analytic description can be obtained by considering the heat
transport from the corona through the critical density to the transport layer. Hereby, the simple
model of the flux-limited heat transport can be applied (see section 3.3.1): Assuming that about
half of the laser irradiance IL is absorbed in the thin corona [Drake, 2006], the remaining 50 %
are available for heat transport at the critical density ncrit:
1
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From this equation an approximation of the electron temperature in the transport domain can be










The ablation pressure Pabl is equal to the momentum flux ρ ~v
2 through the critical density. As
mentioned before, the ablation velocity is approximately the sound velocity of an ion-acoustic
wave. The velocity relevant for the momentum flux is, however, roughly
p
2 times the sound
velocity [Drake, 2006]. This gives:




Using equation (3.16) and assuming fully ionized carbon (Z =6) and Ti = Te/3, which is a typical
value for laser coronae [Drake, 2006], the ablation pressure is then given by








This formula (sometimes with small simulation based corrections of the scaling prefactor) is widely
used in inertial confinement fusion research [Atzeni and Meyer-ter-Vehn, 2004]. Some more ad-
vanced concepts and scaling formulas of the ablation pressure can be found in [Batani et al.,
2003].
3.5 Shock waves
The ablation pressure induced by the expanding corona usually drives a shock wave into the cold
sample material. The shock wave is supersonic regarding the undisturbed material and carries en-
ergy forward. Thereby, the medium undergoes compression, heating and acceleration. To describe
this process, the Euler fluid equations are considered in conservative form which means that mass,
momentum and energy equations all have the form of a continuity equation [Drake, 2006]:
∂ ρ
∂ t
+ ~∇(ρ ~v ) = 0 (3.19)
∂ (ρ ~v )
∂ t












ρ ~v 2 + P

= q (3.21)
Here, ~v is the fluid velocity, ρ its density and ε the fluid’s specific internal energy. The pressure
P is a tensor in the most general case of a non-isotropic medium. ~fext is the external force density
and q is an additional source or sink term of energy, which can be, for example, heat conduction,
radiation transport or absorbed laser energy. For the typical one-dimensional shock wave solution
of the Euler fluid equations, it is assumed that external forces, heat conduction and radiation
transfer can be neglected, which means ~fext=0 and q=0. Thus, the conservation laws for mass,
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Figure 3.2: One dimensional shock wave scenario in the laboratory frame.
Figure 3.3: One dimensional shock wave scenario in the shock wave frame.
Now, a scenario as in figure 3.2 is considered. A one-dimensional shock wave passes an undisturbed
material at rest (v1=0) with density ρ1 and pressure P1. Thereby, the shock front travels with the
shock velocity vs which is larger than the sound velocity of the undisturbed medium. Otherwise,
the discontinuity at the shock front would not be a stable solution of the Euler equations. The
compressed and accelerated material behind the shock front with density ρ2 and pressure P2
is moving with the so-called particle velocity v2 which is obviously smaller than vs. For a very
simple derivation of the relations which connect the thermodynamic parameters of undisturbed
and shocked medium, the velocities can be transferred into a coordinate system where the shock
front is at rest (the so-called shock wave frame). The transformation of the velocities is then simply
given by:
u1,2,s = v1,2,s − vs, (3.25)
where u1,2,s are the related velocities in the shock wave frame. In this picture (see figure 3.3) the
undisturbed material moves with velocity u1 towards the stationary shock and after passing the
shock front, the material instantaneously moves with velocity u2. This is a stationary system which
means that the partial time derivatives in the equations (3.22) to (3.24) are zero at every point in
the shock wave frame. Thus, mass, momentum and energy flows are similar on both sides of the
shock front in this reference system. This is a completely intuitive picture as there are no sources
or sinks of mass, momentum and energy. Therefore, the flow of mass, momentum and energy
from one side into the discontinuity at the shock front has to be same on the other side of the
shock in this stationary picture. This directly gives the relations which connect the thermodynamic
parameters of both sides, the so-called Rankine-Hugoniot relations:
ρ1u1 = ρ2u2 (3.26)
ρ1u
2
1 + P1 = ρ2u
2




















Using two equations from these relations, it is possible to eliminate the velocities u1 and u2. Thus,
the resulting equation can be simplified to
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This equation defines all thermodynamic states (ρ2,P2,ε2) which can be achieved by shock com-
pression of an initial state (ρ1,P1,ε1). Applying the equation of state, another variable can be
eliminated and the resulting curve in phase space is called the Hugoniot curve. Additionally,
equation (3.29) states that, due to shock compression, half of the total compression energy
P∆V ∝ P∆( 1
ρ
) is stored as internal energy whereas the other half is needed for the accelera-
tion of the material to the velocity v2.
Shock waves are a very useful tool to study the equation of state of materials at high pressures.
If all initial conditions are known, the Rankine-Hugoniot relations form a system of three equa-
tions which contains five unknown variables. Thus, measuring the two velocities exactly gives
the density, pressure and specific internal energy of the shocked material. On the one hand, the
measurement of the shock velocity does not pose much experimental difficulties as the shock tran-
sit time through a sample can easily be determined by fast modern cameras or interferometry
instruments. The particle velocity v2, on the other hand, is very hard to access directly. If the
shock pressure is not to high (®300 GPa [Benuzzi-Mounaix et al., 2002]), the particle velocity is
connected to the free surface velocity vFS of the shock breakout by the so-called "doubling rule"
[Zeldovic and Raizer, 1966; Eliezer, 2002]. This states that the release isentrope of the shock
breakout is in good approximation a mirror image of the Hugoniot curve which results in
vFS ≈ 2v2. (3.30)
This simplification is not applicable for very high pressure shock waves which impose a large
change in volume and entropy. Measurements of the thermodynamic properties of these states via
the Rankine-Hugoniot relations are only possible by determining the particle velocity directly. This
can be achieved in experiments using impactors, so-called flyer plates, to drive the shock [Knudson
et al., 2008].
It is to mention that all treatments of shock waves discussed so far are assuming a perfectly planar
one-dimensional shock drive. Considering a laser-driven shock, this means that the laser focus has
to be homogeneous and by far larger than the sample thickness (at least a factor of two [Eliezer and
Mima, 2009]) to guarantee a one-dimensional drive. Otherwise 2D-effects will become important.
3.5.1 Shock waves in solids
The special feature of solids (and also liquids) regarding shock compression is, in comparison to
gas states, a strong repulsive force between the atoms in the shocked state. This is why pressures of
the order of 100 GPa or even larger are needed to compress solid state samples by at least a factor
of two. Therefore, much of the compression energy induced by the shock drive is directly converted
to potential energy to overcome the repulsive forces. Only for very strong shock waves (P ¦1 TPa),
this so-called cold compression energy is small compared to the thermal energy induced by the si-
multaneous heating and entropy increase in the shock. In the pressure regime around ∼100 GPa,
which is relevant for the experiments described in this thesis, the cold compression and thermal
energy are comparable in magnitude [Zeldovic and Raizer, 1966]. Thus, determining the tem-
perature of the shocked state from the change in specific internal energy is very complicated and
requires sophisticated microscopic structure models of the high pressure state.
3.5.2 Porous materials
Regarding equation of state studies, porous materials open the possibility to explore different
Hugoniot curves of the same sample material. This is because the different initial density of the










Figure 3.4: Different Hugoniot curves for the natural density (left) and the porous sample (right)
compared with the cold compression curve. The specific internal energy changes which
go into potential and thermal energy are also shown [Zeldovic and Raizer, 1966].
porous material results in different achievable final states under shock compression. The pressure
needed for the compression of the porous material with density ρpor back to its natural density ρnat
is typically orders of magnitude smaller than the pressures of ∼100 GPa which are relevant for the
experiments presented in this thesis. Thus, a porous material undergoing shock compression will
first be compressed to the natural density and than follow a Hugoniot curve which is steeper in a
pressure-volume diagram than the Hugoniot curve directly starting at the natural density. This is
due to the heating during the first compression phase. Additionally, the ratio of thermal internal
energy to potential internal energy is much larger for a compressed porous sample than for the
same material with continuous natural density. In particular, this means it is easier to reach high
temperature states by shock compression using porous materials. This fact can easily be deduced
from a pressure-volume diagram as shown in figure 3.4: The specific internal energy change,







,P2). The potential energy which is needed to overcome the repulsive forces is given by the gray
area under the cold compression curve. For a porous material, the sample is first compressed back
to its natural density of the pure materialρnat. Hereby, the entropy is already increasing and further
compression will hence follow a steeper Hugoniot curve. Achieving the same compression, the
induced thermal energy is therefore much larger using a porous material. Following this scheme,
graphite with a porosity of 10 Vol. % was applied in the experiments presented in this thesis to
reach melting of the carbon samples with the available drive laser intensity.
3.5.3 Phase transitions within a shock wave
Shock compressed materials can undergo phase transitions. Starting with a solid at room temper-
ature, these transitions lead to different solid, liquid or dense plasma phases in the final state. Due
to the absorption (or release) of latent heat, the Hugoniot curve gets more complicated. Consider-
ing a scenario as shown in figure 3.5a: A compression pressure PA is applied to a sample material.
The consequence is that first an intermediate state with Pressure PM and density ρM will be formed
before the shocked material will release into the final state. This is because the relaxation (or nu-
cleation) time of a first order phase transition is typically much larger than the time required for








Figure 3.5: Sketch of different scenarios which can evolve due to a phase transition induced by a
shock wave: a) Hugoniot in the pressure-volume diagram. b) If the driving pressure is
large enough, a static shock with a phase transition zone of length ∆x will establish.
c) At lower pressures which are just enough to reach the phase transition, a two wave
structure will evolve [Zeldovic and Raizer, 1966].
establishing thermodynamic equilibrium after the shock transit. The intermediate state M can be











is proportional to the square root of the slope of the lines, which connect initial and final state
in the diagram, a stationary scenario as in figure 3.5b will evolve. If the compression pressure is
smaller, for example PB, the shock wave can split into two waves. This is because the intermediate











which is faster than the shock due to the phase transition relaxation as the slope of N-B is substan-










+ v2,N < vs,N (3.33)
is slower than vs,N . In this case a scenario as pictured in figure 3.5c will evolve.
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3.6 X-ray generation
In addition to the driving of shock waves, laser plasmas were also used for the generation of X-
rays within the experiments presented in this thesis. Basically, there are three different elementary
mechanisms of X-ray emission in a laser plasma: bremsstrahlung (free-free transition), radiative
recombination (free-bound transition) and radiative de-excitation (bound-bound transition). The
latter creates line emission which can be used for X-ray scattering applications [Riley et al., 2002;
Urry et al., 2006; Kritcher et al., 2007]. The spectral emissivity for a bound-bound transition from





where n2 is the population density of the high energy state, A21 the spontaneous radiative rate,
ω21 the frequency of the emitted radiation and g(ω) the line profile function. To optimize the
X-ray yield from one line transition, n2 has to be maximized. This can be achieved by tuning
the temperature (thermal line emission) or by applying non-equilibrium effects (non-thermal line
emission). The latter method needs high laser intensities (¦1016 W/cm2) to be efficient. Collective
processes, such as resonance absorption or other parametric instabilities, start dominating the laser
absorption mechanism in that intensity regime because the plasma becomes collisionless due to the
higher electron temperatures. Resonance absorption and parametric instabilities result in electrons
with very high kinetic energy (hot electrons) in the regime from several tens of keV to even several
MeV. These high energy electrons penetrate deep into the cold target material surrounding the
laser-plasma interaction and can efficiently produce K-alpha line radiation, depending on the target
material, up to several tens of keV.
3.6.1 Helium-alpha emission
Looking for photon energies of 1 keV to 5 keV, thermal line emission is up to two orders of mag-
nitude more efficient [Glenzer and Redmer, 2009]. This is especially true for ions where only
the two K-shell electrons are left. These ions are called helium-like. As the K-shell electrons are
relatively tightly bound compared to those in the L-shell, helium-like ions are very stable over
a large temperature interval for a given density. The high density inside the transport region of
the laser-plasma interaction results in high collision rates. These conditions favor the excitation
of ground state K-shell electrons of helium-like ions to the L-shell (1s2→1s2p). The following
de-excitation (1s2p→1s2) is called the helium-α line transition of the corresponding ion (see fig-
ure 3.6). Considering laser-plasmas, this transition has typical spectral characteristics. The decay
of the excited state can happen by a singlet (1P→1S) or triplet transition (3P→1S). The latter is
semi-forbidden, i.e. it is only allowed for heavy atoms with strong spin-orbit coupling resulting
in overlapping wave functions of 3P and 1P, and is called intercombination line. In addition to
these two spectral features helium-α spectra from dense plasmas typically show so-called satellite
lines. These emerge when additional spectator electrons are present in the ion. Such a transition
for lithium-like ions is for example 1s2p2→1s22p with a spectator electron in the L-shell (compare
figure 3.7). The transition energy of a satellite line is reduced compared to the main transition
as the additional electrons reduce the potential seen by the transition electron. Lithium-like ions
are however very rare in dense laser plasmas which favor the existence of helium-like ions. Never-
theless these satellite lines are also efficiently produced by the dielectronic recombination process.
Here the excessive kinetic energy of the captured electron excites another bound electron. The
following de-excitation emits a photon which is reduced in energy due to the spectator electron
(see figure 3.8).











Figure 3.6: Diagram of the helium-α transition: One K-shell electron of a helium-like ion is excited
by the impact of a free electron. The latter is deflected whereas the bound electron is
transferred to the L-shell for a short time. This excited state then decays by spontaneous













Figure 3.7: Satellite line: A spectator electron is added to the excitation and de-excitation process













Figure 3.8: Dielectronic satellite: In the dielectronic recombination process a free electron is cap-
tured into an outer shell and the remaining kinetic energy additionally excites one K-
shell electron. The following decay again results in a photon that is slightly reduced in
energy compared to the pure helium-α transition.
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Considering laser pulses in the nanosecond regime, the duration of a laser-driven helium-α ra-
diation flash is typically in the order of the laser pulse duration. The onset of the X-ray flash is
slightly delayed relative to the laser as it takes some time to produce helium-like ions in the trans-
port region. Additionally, it needs a while for the laser plasma to cool down after the laser drive is
finished. This results in X-ray pulses which are slightly shifted in time compared to the drive laser
but have in good approximation the same duration. This behavior was verified experimentally by
various groups using for example X-ray streak cameras [Riley et al., 2002].
The X-ray source which was applied in the experiments presented in this thesis was chosen to
be thermal line emission from helium-like titanium (in particular the titanium helium-α line at
4.75 keV). This radiation can be driven very efficiently by lasers and has been used successfully in
various X-ray scattering experiments for the characterization of warm dense matter [Riley et al.,
2000; Glenzer et al., 2003; Gregori et al., 2004]. The special spectral characteristics of the tita-
nium helium-α transition are presented in more detail in section 7.2 whereas the next chapter is
about scattering of the produced X-rays from warm dense matter samples.
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4 X-ray scattering
Scattering of electromagnetic radiation is a powerful and therefore very popular technique to char-
acterize various states of matter. This method offers a measurement of physical parameters nearly
without perturbing the samples, if these are relatively transparent for the probe radiation. Working
close to transparency also reduces inaccuracies caused by multiple scattering events. Therefore,
the microscopic structure of solid density cold matter samples is typically investigated with high
energy X-rays, which are mostly produced by synchrotron radiation facilities in modern days. In
terms of classical plasma physics, scattering of visible light is a standard technique to measure
temperature, free electron density and degree of ionization of a thin plasma. This technique is,
for example, well-established in magnetic confinement fusion research. Dealing with warm dense
matter samples, there are many difficulties that have to be overcome: WDM samples are usually
very short-lived (∼10−9 s), small (∼10−4 m) and opaque for visible light. Thus, short X-ray pulses
with very high photon numbers are needed for the characterization of warm dense matter by
scattering of electromagnetic radiation. The only X-ray sources that at present fulfill all these re-
quirements are laser-produced plasmas [Riley et al., 2002; Urry et al., 2006; Kritcher et al., 2007]
and, very lately, X-ray free electron lasers like the Linac Coherent Light Source (LCLS) facility in
Stanford [Arthur et al., 2002; Vinko et al., 2012] or the European XFEL which is currently under
construction at DESY in Hamburg [DESY XFEL Project Group, 2006].
There are various types of scattering of electromagnetic radiation which are mostly named his-
torically after the corresponding way-leading scientists. Elastic scattering of radiation from tightly
bound electrons of an atom is usually called Rayleigh scattering. Inelastic scattering from bound
electrons, which are transferred to an excited state during the scattering process, is called Raman
scattering. Inelastic scattering from free or, compared to the energy transfer within the scattering
process, weakly bound electrons, where the energy of the incident photons is much smaller than
the rest mass of the electrons, is called Thomson scattering. Going to higher photon energies,
where relativistic effects become more and more important, the common term is Compton scatter-
ing. Dealing with partially ionized plasmas of warm dense matter research, Rayleigh, Raman and
Thomson scattering are often used in combination to characterize sample properties. However,
these three scattering types converge to the single term "X-ray Thomson scattering (XRTS)" in var-
ious publications of the WDM research community [Glenzer and Redmer, 2009]. This is basically
done because of practical convenience but also because it is possible to describe all these scattering
types with the theory of Thomson scattering of electromagnetic radiation and the dynamic struc-
ture factor [Sheffield, 1975; Gregori et al., 2003, 2004].
An effective analysis of experimentally obtained scattering spectra relies on a proper theoreti-
cal treatment of the dynamic structure factor. This is still ongoing research because, as described
in chapter two, warm dense matter is a complicated state of matter, often containing partially
ionized atoms and partially degenerated electrons. Especially the interpretation of the shape of
spectrally resolved scattering signals usually involves a large theoretical effort [Wünsch, 2011].
Due to the strong increase of available computational power during the last decade, the use of ab-
inito methods becomes more and more popular and practical for the calculations of the dynamic
structure factor of warm dense matter states [Garcia Saiz et al., 2008].
















Figure 4.1: Diagram of the photoabsorption cross section of graphite in dependence of the probe
radiation photon energy [Hubbell et al., 1980]. The colored area highlights the region
around the photon energy 4.75 keV which was applied in the experimental work of
this thesis. Multiple scattering can be neglected because of the small scattering cross
sections. The dominating absorption process at a photon energy of 4.75 keV is the
atomic photo effect. In this process all the photon energy is transferred to the resulting
photo electron.
scattering and Thomson scattering was applied to characterize the microscopic structure of shock-
compressed graphite. The photon energy of the probe radiation was 4.75 keV which has an 1/e
absorption length of 204.3µm in graphite (see figure 4.1 and [Henke et al., 1993]). Therefore,
samples of comparable and smaller thicknesses were used and multiple scattering events can be
neglected because the dominant absorption process is the atomic photo effect.
The theory which is necessary to interpret the collected scattering spectra is presented in this
chapter. First a simple treatment for Thomson scattering from a single free electron is discussed
which is then generalized to X-ray scattering from matter (especially warm dense matter). Fi-
nally, the applied method to characterize phase transitions in WDM by using the measurement of
different scattering features and the comparison of their relative intensity is described.
4.1 X-ray Thomson scattering from a single free electron
Thomson scattering, in general, is the scattering of electromagnetic radiation from electrons where
the energy transferred to the electron in the scattering process is much smaller than the rest mass
of the electron mec
2. There is a sufficient purely classical treatment of the interaction which may
be thought of as follows [Hutchinson, 2005]: An incident electromagnetic wave impinges on the
electron. As a result of the electric and magnetic fields of the wave, the particle is accelerated. The
electron undergoing acceleration emits electromagnetic dipole radiation. This emitted radiation is
the scattered wave. To describe this elementary process the electric field of the incident radiation
is considered to be a plane monochromatic wave:
~Ei(~r, t) = ~Ei,0e
i(~ki~r−ωi t). (4.1)







Figure 4.2: Definition of the scattering geometry: kˆi , kˆs and Eˆ0,i are the corresponding unit vectors
to ~ki , ~ks and ~E0,i , respectively. θ is the scattering angle and φ the polarization angle
between ~E0,i and the scattering plane defined by ~ki and ~ks.
Here, ~Ei,0 is the amplitude, ~ki the wave vector and ωi the frequency of the incident wave ~Ei(~r, t).
With ~ks denoting the wave vector and ωs the frequency of the scattered field, respectively, the
momentum transfer within the scattering process is ħh(~ks − ~ki) ≡ ħh~k. Hereby, ~k is called the
scattering vector and its absolute value is, applying the restrictions for Thomson scattering (i.e.
|~ks| ≈ |~ki|), in good approximation:
k ≡ |~k|= 2ωi
c
sin(θ/2), (4.2)
where θ is the scattering angle, as defined in figure 4.2. The corresponding energy transfer within
the scattering process is ħh(ωi − ωs) ≡ ħhω. For the following calculations it is convenient to
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With these definitions, the scattered electric field ~Es(~r, t) caused by an accelerated electron at a
distance R, moving with velocity ~v and presuming non-relativistic motion (| ~v |  c), can be written
as [Jackson, 1999]:






kˆs × ~˙v (~r, t)

. (4.3)
Here, e is the elementary charge and ε0 the dielectric constant. The acceleration of the electron is
connected to the electric field of the incident photon by the equation of motion:
~˙v (~r, t) = − e
me
~Ei(~r, t). (4.4)
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This expression can be inserted into equation (4.3) and the time averaged scattered radiation























2 kˆs × kˆs × ~E0,i2 . (4.5)
After applying the definition of the unit vectors in the chosen coordinate system, the scattered











2 ~E0,i2  1− cos2φ sin2 θ . (4.6)
For unpolarized light, using cos2φ = 1
2













(1+ cos2 θ )Ii =
r20 Ii
2
(1+ cos2 θ ), (4.7)
where r0 = e2/(4piε0mec2)= 2.818×10−15 m is the classical electron radius. Obviously, r20 is a
very small quantity and therefore, large photon numbers and sensitive detectors are needed to
realize successful scattering experiments.
4.2 X-ray scattering from matter
In a realistic scenario of a scattering experiment, a finite volume of matter has to be considered.
This means there is a time-dependent electron distribution function, which is, especially in the
warm dense matter regime, strongly connected to the atoms (or ions). This results in effects
of the electronic structure within the atoms (ions) and the sample volume in general. Basically,
these effects can be the consequence of collective or non-collective behavior of the electrons: Pho-
ton energy, scattering angle and sample parameters like temperature and density decide whether






is used to define whether the motion of single electrons can be resolved within the scattering
process. Here, λs is the screening length of the interaction potential of the electrons. In plasma
physics λs is closely connected to the electron Debye length λD,e and for many applications it is
sufficient to use λs = λD,e. For α > 1, the motion of single electrons is invisible for the scattering
process and collective effects become important whereas α < 1 defines the non-collective scatter-
ing regime [Glenzer and Redmer, 2009].
To describe the scattering process from matter, a scenario, as pictured in figure 4.3, is consid-
ered. The contribution of the scattered electric field from one electron to the total signal at the
detector is given by the motion of an accelerated electron at the retarded time t ′ [Sheffield, 1975]:
t ′ = t − |~R− ~r j(t)|
c










Figure 4.3: Realistic scattering scenario: The scattered signal recorded by the detector at a time t
is the consequence of the acceleration of an electron at the retarded time t ′ within a
finite scattering sample volume. For calculation purposes it is assumed that the detector
is far away from the scattering volume, giving |~R| ≈ |~R′|.
Here, the approximation |~R|  |~r j| has been applied (compare figure 4.3). Considering a scattering
experiment, there is usually a spectrally resolved detector which measures radiation at a frequency
ωs and has an acceptance interval [−dωs/2, dωs/2]. A frequency-dependent expression of the




d t ~Es(R, t)e
−iωs t . (4.10)
The tilde underlines that E˜s(R,ωs) and ~Es(R, t) have different units. Applying the principle of the































d t ′e−[iωt′+~k~r j(t′)]. (4.11)
Hereby, equation (4.3) and the substitutions ω = ωi −ωs, ~k = ~ks − ~ki as well as |~k| = ω/c have
been used. To calculate the total scattered field E˜Ts , the time-dependent distribution function of
the electrons fe(~r, ~v , t ′) has to be considered:










~v − ~v j(t ′)

, (4.12)
where δ(x) is the Dirac delta-function. With this expression the total scattered field of all electrons





























d t ′e−i[ωt′+~k~r(t′)] fe(~r, ~v , t ′). (4.13)
In the non-relativistic case the electric field is independent from the velocity ~v . Therefore the ~v -
integration of the distribution function simply yields the electron density ne(~r, t ′). For the further











4.2 X-ray scattering from matter 27
Here, n˜e(~k′,ω′) is the Fourier transformation of the electron density in space and time. Again, the
tilde underlines the different units of n˜e(~k′,ω′) and ne(~r, t ′). Substituting the electron density in
equation (4.13) and using
∫
d yei(x−x0)y = 2piδ(x − x0) and the three-dimensional analogon of











Using Parceval’s theorem [Sheffield, 1975] the time averaged scattered power d P¯s to a solid angle























For an ensemble of N atoms (or ions) with nuclear charge Z , unpolarized light and using equation
















is the dynamic structure factor of the electrons which contains all the information of the micro-
scopic system. The angle brackets 〈X 〉 mark the ensemble average of the quantity X .
Dealing with free electrons only and assuming the non-collective scattering regime (α  1),
the static structure factor S(~k) =
∫
dωS(~k,ω) can easily be calculated. For a single free elec-
tron, the density in Fourier space is n˜e(~k,ω) = 2piδ(ω − ~k ~v ). Using δ2(ω) = limT→∞ T2piδ(ω)
[Hutchinson, 2005], the static structure factor is then simply one. In this case equation (4.17) rep-
resents exactly equation (4.7) for the single free electron. Considering a fully ionized plasma with
an electron velocity distribution function fv , the dynamic structure factor is directly proportional





). Because the velocity distribution is normalized, the static
structure factor S(~k) is simply the number of free electrons per atom, Z , for this case.
The definition of the structure factor in equation (4.18) is very practical to derive the connection
between the scattered radiation power and electronic structure from the forced dipole radiation
model. Concerning warm dense matter, however, atomic or ionic structure as well as free and
bound electrons have to be considered which result in different scattering features. To connect
these processes with the scattered radiation, another definition, which can be found in related lit-
erature and is totally equivalent to equation (4.18), is more often used in X-ray Thomson scattering
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Here, n˜e(~k, t) is the Fourier transform of the electron density ne(~r, t) in space. Assuming the
general case of a partially ionized plasma consisting of N atoms (ions), Zb bound electrons per










where ~Rl(t) is the position of the l-th ion, ~Rl(t) + ~r jl(t) the position of the j-th bound electron
in the l-th ion and ~rm(t) the position of the m-th free electron. With this definition the dynamic
structure factor can be decomposed to the sum of three terms, corresponding to elastic scattering
from bound electrons (Rayleigh scattering), inelastic scattering from free electrons (Thomson scat-
tering) and inelastic scattering from bound electrons (Thomson and Raman scattering, depending
on the binding energy of the electrons compared to ħhω) [Chihara, 2000]:
S(~k,ω) = | f (~k) + q(~k)|2Sii(~k,ω)︸ ︷︷ ︸
elastic scattering
+ Z f S
0
ee(~k,ω)︸ ︷︷ ︸




inelastic scattering from bound electrons
.
(4.21)















































































Evidently, these quantities have special physical meanings which are listed in the following tabular:
f (~k) atomic form factor
q(~k) screening of the ions because of free electrons
Sii(~k,ω) ionic structure factor
S0ee(~k,ω) free electron structure factor
Ss(~k,ω) self-motion of the ions
S˜be(~k,ω) inelastic structure factor of bound electrons
For an isotropic system, all these functions, and therefore also the total dynamic structure factor,
are only dependent on the absolute value of the scattering vector |~k| ≡ k. Thus, the term S(k,ω)
will be used for convenience in the following.
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f(k) from [Waasmeier and Kirfel, 1995]




Figure 4.4: The atomic form factor of carbon from [Waasmaier and Kirfel, 1995] and [Pauling and
Sherman, 1931]. The contributions of the different electron levels are also shown. These
are important for the bound-free scattering (see section 4.2.3).
4.2.1 Elastic scattering
In the elastic scattering scenario, the recoil of the electron is directly transferred to the atom
(or ion). Because those are much heavier than electrons, there is nearly no energy transfer in the
scattering process for X-ray energies applied in typical warm dense matter experiments. That is the
origin of the term "elastic scattering", as resolving the motion of the atoms (ions) in an experiment
of X-ray scattering from a warm dense matter sample is usually not possible. Therefore, a sufficient
approximation for the dynamic structure factor for elastic scattering is:
| f (k) + q(k)|2Sii(k,ω) = | f (k) + q(k)|2Sii(k)δ(ω), (4.22)
where Sii(k) is the static ion-ion structure factor. The consequence of the delta function is that
the energy spectrum of the probe radiation is not shifted and broadened by the scattering process.
Thus, the spectral shape of the probe radiation is totally conserved. The static ion-ion structure






d3r g(~r)e−i~k~r . (4.23)
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g(~r)− 1 e−i~k~r (4.24)
For simplification, the delta function can be neglected for X-ray scattering applications, since only
finite k-values are relevant in this case.
The atomic form factors f (k) are usually obtained by numerical fits of experimental data [Waas-
maier and Kirfel, 1995]. Another approach is the use of screened hydrogenic wave functions
which also give the contributions of the different electron levels in an atom [Pauling and Sherman,
1931]. In this model, the atomic form factors of the K- and L-shell electrons are given by analytical






































Here, Zn,l = Z − zn,l is the effective nuclear charge seen by the electron in the quantum state n, l.
In addition to the quantum numbers, the screening constants zn,l are also dependent on the total
number of bound electrons in the atom (ion). For example ionized carbon has smaller screening
constants than atomic carbon. Tables containing atomic and ionic screening constants for various
elements can be found in [Pauling and Sherman, 1931]. For atomic carbon, the effective nuclear
charges are: Z1,0=5.81, Z2,0=3.96 and Z2,1=3.09. The total form factor of the atom (ion) is given





For low-Z elements, the analytical hydrogen-like model resembles the experimental data fits of the
atomic form factor reasonably well (see figure 4.4).
Free electrons, which screen the Coulomb potential of the ions and follow the ion motion can
give an additional contribution to the elastic scattering [Chihara, 1987]. The calculation of q(k)
for a warm dense matter state is rather complicated as the electron-ion potential has to be known
[Gericke et al., 2010]. However, for the scattering angles implemented in the experiments in the
framework of this thesis, q(k) is expected to be close to zero [Wünsch, 2011] and thus, can be
neglected.
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Figure 4.5: Bound-free dynamic structure factor S˜be(k,ω) profiles of carbon for a photon energy
of 4750 eV and 126° scattering angle. The cut-off at small energy shifts is due to the
binding energies of the L-shell electrons. The contribution of the tightly bound K-shell
electrons can be neglected.
4.2.2 Inelastic scattering from free electrons
Inelastic scattering from free electrons is a popular tool for the measurement of basic plasma
parameters. In the collective scattering regime the electron density can be obtained [Glenzer
et al., 2007] and, as shown before, non-collective scattering spectra directly represent the electron
velocity distribution which gives the electron temperature. The corresponding structure factor
S0ee(k,ω) can be formally derived from the fluctuation-dissipation theorem [Kubo, 1957; Glenzer
and Redmer, 2009; Gregori et al., 2003, 2007]. However, the presence of free electrons in the
shock-compressed carbon state, which was reached in the experiments presented in this thesis,
is relatively unlikely (see chapter seven). Additionally, if there were free electrons, the inelastic
scattering features would not change enough to detect a sufficient difference compared to inelastic
scattering from bound electrons (see next section) because of the relatively low temperatures.
Therefore, the discussion of the inelastic free electron scattering feature is not necessary for the
data analysis in the context of this thesis.
4.2.3 Inelastic scattering from bound electrons
Considering bound electrons, there are two processes of inelastic scattering: Raman scattering
where the electron is transferred to an excited bound state or, if the energy transfer to the energy
is larger than the ionization potential, bound-free scattering, where the electron is transferred to
the continuum. The contribution of Raman scattering to the recorded spectra in X-ray scattering
experiments for the characterization of warm dense matter is typically negligible [Gregori et al.,
2003, 2004]. Therefore, Raman scattering will be ignored in the following. Bound-free scattering,
however, usually gives a strong contribution in X-ray scattering experiments using elements with
populated L-shell and a non-collective scattering geometry.
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For weakly bound electrons, which means |Eb/EC |2  1, where Eb is the binding energy of the
electron and EC = ħh2k2/(2me) the Compton energy, the "impulse approximation" [Eisenberger and
Platzman, 1970] is a common treatment of bound-free scattering [Gregori et al., 2004]. In this
approximation it is assumed that the electron-photon interaction occurs on a very short time scale,
so the nuclear potential seen by the electron does not change during the scattering process. There-
fore the electrons can be treated as free and the Doppler broadening of the scattered radiation is
defined by the initial velocity distribution of the electrons within the atom or ion. Using hydrogenic
wave functions for the distribution of bound electrons, the profiles of the impulse approximation







































As mentioned above, this is only correct to the order of |Eb/EC |2. Since the Compton energy of
the experiments presented in this thesis is 50 to 60 eV and the binding energy of carbon L-shell
electrons is ∼11 eV, it is useful two include higher order corrections. The impulse approximation
assumes plane waves for the final state of the electrons. An improvement can be obtained by using
Coulomb wave functions for the final states, as done by [Schumacher et al., 1975]. This results in
an asymmetric correction of the bound-free profile which has been verified experimentally [Holm
and Ribberfors, 1989]. The contribution of one bound electron to the dynamic bound-free structure
factor is then given by
Jn,l(k,ω) =


































have been used. The shell functions Φnl can be found in [Schumacher et al., 1975] and have the
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Figure 4.6: Diagram of the expected ion-ion structure factor for liquid carbon with a density of
4 g/cm3, compared to the relevant crystal phases of carbon. The positions of the
strongest Bragg maxima of graphite, cubic and hexagonal diamond are represented
by vertical lines. The gray shaded area shows the region of k values covered by the
scattering spectrometers in the experiment. The approximate structure factor of liquid
carbon was calculated via the HNC approach (thanks to Kathrin Wünsch).
Calculating the total profiles, it has to be considered that bound-free transitions are only allowed if
the energy transferred to the electron exceeds its binding energy. Thus, the total structure factor of










has a cut-off atω= Eb/ħh and is zero for |ω|< Eb/ħh (see figure 4.5). The factor in front of the sum
of the spectral bound-free profiles accounts for the possibility of elastic scattering [James, 1962].
4.3 Measurement and characterization of phase transitions
The spectral intensity of scattered radiation can be very sensitive to phase transitions, as the static
ion-ion structure factor Sii(k) directly reflects the atomic or ionic correlations of the sample mate-
rial. Therefore, especially the elastic scattering can vary strongly for a solid-liquid phase transition,
which was investigated in the framework of this thesis. The amount of variation is mainly depen-
dent on the implemented experimental scattering geometry. For a cold crystal, like graphite, scat-
tering is dominated by the elastic scattering if the conditions of Bragg reflection at a crystal plane
are fulfilled by the experimental setup. If the scattering angle is chosen the way that no Bragg
condition can be implemented, the scattering signal will be dominated by inelastic scattering from
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weakly bound electrons. If the contributions of free electrons can be neglected, the static electron
structure factor for this case is given by [James, 1962]:
S(k) = | f (k)|2Sii(k) +
Zwb∑
n=1
(1− f 2n (k)). (4.40)
Hereby, Zwb is the number of electrons which are weakly bound compared to the energy transferred
within the scattering process (Eb < ħhω). Sometimes the contribution of the bound electrons is
simplified by assuming that every bound electron gives approximately the same contribution to
the atomic (or ionic) form factor [Gregori et al., 2004; Pelka et al., 2010]:
Zwb∑
n=1








This approximation, however, is not true for the k-values applied in the experiments presented in
this thesis (compare for example figure 4.4). Due to the fact that not all electrons contribute to
the bound-free term, this approximation gives roughly a deviation of 10 % for the applied photon
energy and scattering angles.
During the solid-liquid phase transition, the structure factor Sii(k) changes dramatically from a
function with narrow spikes at the position of the Bragg peaks to a more continuous function
in the liquid (see figure 4.6). Because the contribution of the weakly bound electrons can be
estimated to be nearly equal for solid and liquid, X-ray scattering is able to monitor the phase
transition if the chosen scattering angle results in a large difference of Sii(k) for the two phases.
Besides monitoring, X-ray scattering is also able to characterize phase transitions: If the ratio of
elastic scattering to inelastic scattering xel/x inel can be resolved in a scattering experiment, an










This can be realized, for example, by implementing large scattering angles which result in sufficient
frequency shifts of the inelastic scattering that elastic and inelastic scattering can be distinguished
on the detector. Additionally, the energy spread of the probe radiation has to be as low as possible
to separate the two features. This directly leads to the experimental part of thesis where this
method has been realized for the solid-liquid phase transition of shock-compressed graphite.
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5 Experimental methods
In the framework of this thesis two experimental campaigns at the target area Z6 of the GSI
Helmholtzzentrum für Schwerionenforschung were planned, prepared and performed. Both experi-
ments on the characterization of laser-driven shocks and the use of X-ray scattering as diagnostic
tool for warm dense matter have never been realized before at GSI. Therefore, the first campaign
was planned to be a test run for optimizing the achievable pressures in the laser-driven shocks and
the generation of X-rays. Additionally, first X-ray scattering spectra were already obtained within
this first run. Due to the analysis of these results, the experimental setup of the second campaign
was modified for a more detailed structure analysis of the generated state of matter. The setup
of both experimental campaigns, the applied laser systems, targets, instruments and detectors are
briefly presented in this chapter.
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Figure 5.1: Principal experimental scheme for both experimental campaigns. The modifications of
the second campaign are marked by color.
The general experimental scheme for both experimental campaigns was as follows (see figure 5.1):
The nhelix laser system was used to launch shock waves into graphite samples of 100µm to 200µm
thickness. The standard laser parameters of the nhelix system during the first campaign were
∼65 J in 9 ns (FWHM) with a focal spot of ∼250µm in diameter, resulting in driving intensities of
∼1.5×1013 W/cm2. During the second campaign, the typical laser parameters of the nhelix system
were only slightly different: ∼60 J in 11 ns (FWHM) with a focal spot of ∼200µm in diameter,
resulting in driving intensities of ∼1.7×1013 W/cm2. In both experimental campaigns, the long
pulse option of the high energy laser system PHELIX (pulse energy 150 J, pulse length 1 ns, wave-
length 527 nm) was focused onto a 10µm thick titanium foil to a spot size of ∼100µm for the
generation of the probe radiation X-rays. The resulting intensities of ∼1015W/cm2 were optimal
to efficiently drive titanium helium-α radiation at 4.75 keV which was used as X-ray source in the














Figure 5.2: Schematic of the experimental setup in and around the target chamber at Z6 for the
characterization of the shock waves by velocity measurements during the first experi-
mental campaign.
For the target design, it was crucial to ensure the shielding of the scattering spectrometer from a
direct line-of-sight to the X-ray source. Additionally, the scattering angles had to be well defined by
the pinhole. This was realized with special micro-machining and galvanic techniques in the target
laboratory of TU Darmstadt (see section 5.3.1).
The main X-ray diagnostics in the experiments were X-ray spectrometers consisting of flat or curved
HOPG crystals as dispersive element and image plates as detectors (see sections 5.3.3 and 5.3.4).
These spectrometers were monitoring the X-ray source radiation spectrum, the radiation which
was transmitted through the graphite samples and the scattered radiation at scattering angles of
38°, 105° (both second campaign only) and 126° (first and second campaign). For the characteri-
zation of the thermodynamic state in the laser driven shock wave, the shock transit time through
the graphite samples and the expansion velocity of the target rear side had to be determined.
The shock transit time was measured by a visible streak camera which monitored the optical self-
emission of the heated material at the moment of shock release (see section 5.2.3). The expansion
velocity of the shock release at the target rear side was simultaneously imaged by a multi-frame
shadowgraphy instrument (see section 5.2.2). Finally, a photo camera was mounted which gener-
ated time-integrated optical images of the interactions in all experiments.
Altogether, three different experimental setup schemes were realized during the experimental






















Figure 5.3: Schematic of the experimental setup in and around the target chamber at Z6 for the
X-ray scattering measurements during the first experimental campaign.
campaigns. The design of the first setup of the first experimental campaign (see figure 5.2)
was relatively simple because it was only for the characterization of the thermodynamic state
in the laser-driven shock via the velocity measurements with visible streak camera and multi-
frame shadowgraphy. As a relative time reference (a so-called fiducial), the light of a 500 ps laser
pulse, which was diffusely reflected from to the target mount, was simultaneously collected by the
visible streak camera. However, for the second setup of the first experimental campaign, the visible
streak camera and its timing fiducial beam line had to be removed. Instead, three HOPG spectrom-
eters and alignment cameras for the adjustment of the PHELIX laser focal spot were installed (see
figure 5.3). With the setup designs of the first campaign, it was not possible to alternate between
characterizing the laser-driven shock by velocity measurements and the X-ray scattering experi-
ment. Therefore, no changes of the nhelix laser system parameters were possible after completing
the velocity measurements in this campaign. This situation was different in the second campaign.
Here, an experimental setup design could be realized which allowed that all diagnostics for both
velocity and X-ray scattering measurements could be in place at the same time (see figure 5.4).
Furthermore, two additional curved HOPG spectrometers where mounted, covering the scattering
angles 38° and 105°. A 10 cm target chamber extension flange was necessary to achieve the optimal
imaging properties of the available HOPG crystals for the 105° and 126° scattering spectrometers.




























Figure 5.4: Schematic of the experimental setup in and around the target chamber during the sec-
ond experimental campaign. Both the diagnostics for velocity and X-ray scattering mea-
surements are in place at the same time. Therefore, it was possible to alternate between
characterizing the laser-driven shock by velocity measurements and the X-ray scattering
experiments.
The typical sequence of steps for both experimental campaigns was as follows: First the shock
drive was optimized by tuning the focus of the drive laser. If the surface of the shock breakout was
smooth and the shock transit time in favored regions, the focusing lens was not touched any longer.
Then, the shock transit was characterized using different graphite sample thicknesses, the visible
streak camera and the shadowgraphy. Now, the alignment of the HOPG spectrometers could be
checked by focusing the PHELIX laser onto a free-standing titanium foil. If the titanium-helium-α
line transition is not monitored by all spectrometers, they can be realigned. The next step are so
called "Null shots" where a backlighter cone is irradiated by PHELIX without a carbon sample being
in place. These tests are very important to ensure only scattered radiation reaches the scattering
spectrometers. Therefore, exclusively the source and the transmission spectrometers should detect
titanium helium-α radiation in this case. The scattering spectrometers should not see anything.
"Null shots" can also be used to reduce the background on the scattering spectrometers. Finally,
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Figure 5.5: Schematic of the nhelix laser system [Schumacher, 2007].
the graphite samples can be mounted and scattering from cold samples as well as from shocked
samples can be performed alternating in arbitrary order. The setup of the second experimental
campaign additionally allowed for another characterization of the laser-driven shock by velocity
measurements in between.
5.1.1 The nhelix laser system
In all experiments the Nd:YAG/glass laser system nhelix (nanosecond high energy laser for ion
beam experiments) [Schaumann et al., 2005] was used for the shock drive, shadowgraphy diag-
nostics and streak camera timing fiducial. The nhelix system contains two oscillators, Powerlite
Precision 8000 (which will be called Powerlite in the following) and Geola Mini B100 GSI (which
will be called Geola in the following), for the generation of the primary laser pulses. Additionally,
there is a chain of flash-lamp-driven Nd:glass rod amplifiers and various pulse cleaning elements
(spatial filters, soft polarizing aperture, see figure 5.5).
The Powerlite oscillator, a Q-switched Nd:YAG oscillator (1064 nm wavelength), delivers a laser
pulse with a Gaussian time profile, containing ∼200 mJ in 15 ns (FWHM). Directly behind the os-
cillator, an external Pockels cell is available to generate shorter pulse lengths with, compared to
the primary pulse, steeper rising and falling edges of the time profile. The shortest available pulse
length that can be obtained with this Pockels cell is 6 ns. In the experiments presented in this thesis
pulse lengths of 9-11 ns (FWHW) were used. The temporal pulse profile is measured with a photo
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Figure 5.6: Schematic of the PHELIX laser system [Bagnoud et al., 2010].
diode directly behind the Pockels cell. The pulse energy can be varied by tuning the voltage of the
capacitors which drive the flash lamps of the amplifiers. The maximum pulse energy that can be
achieved with nhelix is, in the current setup, ∼100 J in 10 ns. Due to a growing damage inside the
last amplifier rod (64 mm), the corresponding amplifier is at present only weakly pumped and the
other amplifiers are not driven at the limit, too. Therefore, the maximum pulse energy achieved
during the experimental campaigns presented in this thesis did not exceed ∼70 J. The repetition
rate of the full energy system is 60 minutes.
The Geola oscillator is also a Q-switched Nd:YAG oscillator with a fundamental wavelength of
1064 nm. The primary pulses of 5 ns in length are shortened with a SBS (stimulated Brillouin
scatter) cell to a pulse length of 500 ps and the energy of one pulse is typically around 120 mJ. The
Geola pulse can be injected into two different beam lines (compare figure 5.5). The yellow beam
path, which was originally designed for optical Thomson scattering experiments [Müssig, 2008], is
currently not in operation. For the experiments presented in this thesis, only the relatively simple
beam line marked in blue is important. It is used to transfer the Geola pulse through two BBO
crystals for frequency tripling towards the optical ring which generates the pulse train needed for
the shadowgraphy of the target rear side expansion. This specific diagnostics is presented in detail
in section 5.2.2. Additionally, a frequency-doubled fraction of the original Geola pulse is used as a
timing fiducial for the visible streak camera which was applied for the measurement of the shock
transit time through the carbon samples. This diagnostics is explained in detail in section 5.2.3.
5.1.2 The PHELIX laser system
A schematic of the basic build-up of the PHELIX laser system at GSI is illustrated in figure 5.6.
There are two separate front ends which generate laser pulses with pulse durations of either 0.7 ns
to 20 ns (nanosecond front end) or 500 fs to 10 ps (femtosecond front end). The fundamental
wavelength of both front ends is 1053 nm. After passing through several Nd:glass amplifier sec-
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tions and various pulse forming elements, the laser pulses can be delivered to three different target
areas: Z6 (which was used by the experiments presented in this thesis), X-ray lab and the target
chamber in the PHELIX laser hall.
For the experiments in the framework of this thesis, only the nanosecond front end of PHELIX
was applied. This is based on a continuous wave fiber laser. After passing through a pulse genera-
tor and a fiber amplifier, an intensity modulator forms pulses with nearly arbitrary temporal profile
and a pulse duration of 0.7 ns to 20 ns. A regenerative amplifier stage then raises the pulse energy
to ∼20 mJ. The repetition rate of the nanosecond frontend is 0.5 Hz. The following pre-amplifier
section increases the pulse energy to ∼10 J which can then be sent to the double-pass main am-
plifier. There, five flash-lamp-driven Nd:glass disc amplifiers can boost the pulse energy up to 1 kJ
in 10 ns. In fact, the pulse energy limit is not set by the amplifiers but by the damage threshold of
the Faraday rotator after the main amplifier section. The maximum infrared energy that could be
used for the experiments in the framework of this thesis was 300 J in 1 ns. In the transport beam
line towards Z6, a DKDP crystal is used for frequency doubling the infrared to green (λ=527 nm).
This crystal has a conversion efficiency of roughly 50 %. Therefore, the maximum energy for the
X-ray generation in the experiments was ∼150 J in 1 ns. Finally, the laser pulse is focused by a
lense with 4 m focal length to a focal spot of ∼100µm in diameter. The repetition rate of the full
energy system is 90 minutes.
5.2 Realization and characterization of laser-driven shock waves
As described in the previous section, the laser system nhelix was used for the shock drive of the
carbon samples. For the characterization of the thermodynamic state in the shock wave, two
velocities had to be measured. In the experiments, these were the shock velocity and the expansion
velocity of the shock breakout at the target rear side, the so-called free surface velocity (compare
chapter 3.5). The characteristics of the applied carbon targets and the instruments for the velocity
measurements are presented in this section.
5.2.1 Carbon targets
The applied carbon targets were samples of isostatically pressed synthetic polycrystalline graphite
(quality standard R6650, manufactured by SGL Carbon). The density of all graphite targets was
1.84 g/cm3, which is 81.4 % of the ideal graphite crystal density of 2.26 g/cm3. Therefore, the tar-
gets were porous materials in the sense of chapter 3.5.2 which simplifies reaching higher temper-
atures in the shocked matter. For possible comparisons with past and future experiments, further
properties of the applied graphite samples, which are relevant for shock compression, are listed in
the following tabular [SGL Carbon, 2012].
property value test standard
average grain size 7µm -
bulk density 1.84 g/cm3 DIN IEC 604113/203
open porosity 10 Vol. % DIN 66133
medium pore size 0.8µm DIN 66133
compressive strength 0.15 GPa DIN 51910
ash value <100 ppm DIN 51903
The sample dimensions were 5x3 mm2 and the thickness was varied from 50µm to 200µm. The
accuracy of the thickness, which was determined by weighing the samples, is 5µm. As pressed
polycrystalline graphite is naturally a material with a very rough surface (root mean square (RMS)

















Figure 5.7: Schematic of the multi-frame Nomarskii interferometer which is available at GSI [Börner
et al., 2012].
roughness of the order ∼10µm), the samples had to be specially machined to guarantee a smooth
shock drive. There exists, indeed, the so-called shock stability [Drake, 2006] which typically re-
duces the inhomogeneities of a shock front over propagation time. Nevertheless, the influence of
already present laser focus inhomogeneities should not be intensified by a large surface roughness.
Therefore, the surface facing the drive beam was elaborately polished by the target laboratory of
the GSI Helmholtzzentrum für Schwerionenforschung. Finally, a satisfactory RMS surface rough-
ness of ∼100 nm could be achieved. This was measured by an atomic force microscope (AFM) of
the material science division at GSI. Furthermore, the target rear side was polished as well, but not
with such an effort. To guarantee a smooth target thickness for the velocity measurements, which
directly looked at the target rear side, an RMS surface roughness of ∼1µm was machined on this
side.
5.2.2 Shadowgraphy
The multi-frame shadowgraphy instrument, which was applied as diagnostics of the expansion
velocities of the shock breakout, is originally an imaging interferometer to measure the time-
dependent free electron density evolution of laser-driven plasmas [Börner et al., 2012; Frank,
2012]. However, by detuning the interference fringes, this diagnostics well serves as a multi-frame
shadowgraphy. In addition to the shock characterization, the shadowgraphy could also be used for
expansion studies of the targets for X-ray production.
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The heart of this instrument is an optical ring device which generates a laser pulse train where
the exiting single pulses have a fixed time delay of 2 ns. The working principle of this device is
as follows (see figure 5.7): A thin-film polarizer (TFP), which forms the entrance into the optical
ring, transmits only the p-polarized part of the frequency-tripled Geola oscillator pulse into the
ring. The s-polarized part is reflected and this reflex is the first pulse of the pulse train. Inside the
ring, which is defined by four mirrors, the polarization angle is rotated by a λ/2 plate. A fraction
of the laser light is then extracted by the thin-film polarizer out of the ring. This is the second pulse
of the pulse train. An afocal imaging system, consisting of two lenses inside the ring (L1 and L2),
images the rear side of the thin-film polarizer on itself. Therefore, the beam profile is conserved.
After every round-trip, another fraction of laser light is extracted. The 2 ns time-delay of the single
pulses is given by the optical path length which is defined by the fixed mirrors and thus cannot be
changed. The separate pulses leave the optical ring with slightly different pointing angles due to a
small tilt of the thin-film polarizer. In the following, the surface of the thin-film polarizer is imaged
to the laser-plasma interaction zone inside the target chamber by two lenses (L3 and L4). In this
way, the different pointings again overlap in the region of interest. After passing the laser-plasma
interaction zone, the different pointing angles are still present. This characteristic is used to image
the time shifted pulses onto separate cameras, one for each pulse. This is done by small mirrors
and another lens (L5). Further details on the construction and design of the whole multi-frame
interferometry instrument can be found in the Master Thesis of Michael Börner [Börner, 2010].
5.2.3 Streak camera
As the material inside the shock wave is heated up to several thousand degrees, the shock release
on the target rear side is combined with the Planckian emission of visible light. This radiation can
be detected by sensitive and fast optical cameras if sufficient shielding from the bright light, which
is generated at the laser-plasma interaction zone, is ensured. In the experiments presented in this
thesis, an optical streak camera, type HAMAMATSU C2830 temporal disperser with M2548 slow
speed streak sweep unit [Hamamatsu Photonics K.K., 1990], was applied to determine the mo-
ment of shock release which gives the shock transit time through the carbon sample. The working
principle of this camera is briefly described in this section.
Streak cameras generate time-resolved one-dimensional images by transforming the temporal
characteristics of collected light into a spatial profile in one dimension on the detector. The re-
maining detector dimension gives the spatial information. Considering the HAMAMATSU C2830,
this principle is realized as follows: The collected light is directed onto a photocathode through a
small entrance slit which defines the available spatial dimension of the final pictures. At the photo-
cathode, electrons are produced via the photoelectric effect. These electrons are then accelerated
by the high voltage of an accelerating electrode. A time-dependent electric field component, which
is generated by two capacitor plates transversal to the direction of the electron propagation, de-
flects the electrons. Due to this time-dependent deflection, the electrons are then sweeped across a
micro channel plate (MCP) which multiplies the impacting electrons. The amplified electron image
finally impinges upon a phosphor screen which emits light where electrons have hit the surface.
This phosphor screen is monitored by a triggered CCD camera (16 bit) which produces the final
image of the streak camera.
The HAMAMATSU C2830 with sweep unit M2548 can apply streak times from 1 ms down to 10 ns.
The labeling "slow speed streak sweep unit" has to be seen in the context that the fastest optical
streak cameras can reach time resolutions as low as∼200 fs [Hamamatsu Photonics K.K., 2010]. As
the shock transit times through the carbon samples were expected to be between 10 ns and 20 ns,
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the streak time setting of 50 ns was chosen. Because the CCD camera does not image the full area
of the phosphor screen, this setting corresponds to a time window of 31.9 ns which can be seen
in one image (1024x1024 pixels). The time calibration was performed using a 500 ps reference
pulse at 532 nm which could be extracted from the frequency-tripling setup of the shadowgraphy
instrument. A faint stray light reflection of this pulse on the target mount was imaged by the streak
camera for different time delay settings. This gave a calibration value of (31.2±0.5) ps/pixel. This
is not the real time resolution of the streak camera as the entrance slit is not infinitely small. In the
experiments presented in this thesis, the slit width corresponds to ∼15 pixels on the final image.
Therefore the temporal resolution of this setting was roughly 500 ps. The reference pulse from
the Geola oscillator was still in place within the shock characterization experiments. As the streak
camera has an intrinsic trigger jitter, the timing relative to the drive laser and the other diagnostics
can directly be reproduced by the presence of the reference pulse.
5.3 X-ray generation and scattering
The X-rays for probing the carbon samples were generated by focusing the PHELIX laser system
onto a titanium foil of 10µm thickness. The pulse energy of 150 J in 1 ns was concentrated in a
focal spot with ∼100µm diameter and resulted in driving intensities of ∼1015 W/cm2. These laser
intensities efficiently produce helium-like titanium ions (Ti20+) in the highly collisional transport
region of the laser-plasma interaction. These conditions result in a high transition rate of the
helium-alpha line emission which produces photons of the energy 4.75 keV (see chapter 7.2). For
application in X-ray scattering experiments, this bright X-ray source has to be well characterized,
especially the radiation spectrum. Additionally, the scattering geometry has to be well defined
which means that a large angle-spread should be avoided. Furthermore, it has to be ensured
that the spectrometers which record the scattered photons from the carbon sample are perfectly
shielded from the direct light of the backlighter laser-plasma interaction. The target design and
alignment methods which were able to fulfill these requirements for the experiments presented in
this thesis as well as the X-ray spectrometers for the characterization of the source and scattered
radiation are described in this section.
5.3.1 X-ray backlighter target design and fabrication
The target design is maybe the most crucial element in laser-based X-ray scattering experiments
for the characterization of warm dense matter samples. Typically, the WDM samples are very small
(several hundred microns). Therefore the laser-driven X-ray source has to be placed very close
to the object of interest that a high number of photons can be used for probing. Thereby, all re-
quirements for shielding, angle-spread and open lines-of sight for the spectrometers and alignment
cameras have to be considered.
The design which was chosen in the experiments presented in this thesis is shown in figure 5.8. The
drive beam of the PHELIX laser system is guided through a cone which is drilled into an aluminum
housing. A two-stepped cone structure made of gold is mounted on the opening of the aluminum
cone. The titanium target foil is glued on the step inside the gold cone structure. This results in a
distance of the titanium foil to the pinhole between 250µm and 270µm. The wall thickness of the
gold structure is 15µm to 20µm which ensures a sufficient shielding of the 4.75 keV X-rays. The
pinhole with a diameter of 120µm guides the generated X-rays onto the carbon sample and defines
the scattering geometry. The distance of the pinhole to the carbon sample is 250µm which leaves
enough space for a line-of-sight from the probed target region to the two scattering spectrometers
in backscattering geometry. An additional shine-shield on the aluminum housing prevents radia-
tion of the large plasma plume to be seen by these two spectrometers.
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Figure 5.8: Cut through the backlighter cone: The aluminum cone and the two-stepped gold cone
with embedded titanium foil and pinhole are drawn together with the incident back-
lighter laser (thanks to Gabriel Schaumann).
This concept was realized by the detector and target laboratory of TU Darmstadt. Especially the
fabrication of the two-stepped gold cone structure with the embedded titanium foil is rather com-
plex and time-consuming. As a first step, blanks made of brass are formed by a computer-guided
turning lathe. These blanks are then coated with gold in an electroplating bath. In the following,
a precise computer-guided laser-cutting assembly removes most of the gold at the edges of the
pinhole and the cone entry. These edges are then cleaned from the last gold remnants by shortly
dunking them into a bath of nitrohydrochloric acid (aqua regia). In the next step, the brass blank
is dissolved in a bath of nitric acid which leaves the finished gold cone structure. Finally, the ti-
tanium foil which was prepared by the computer-guided laser-cutting assembly is placed under a
microscope onto the step in the gold cone and is fixed with instant adhesive. It is to mention that
every production step requires precise measurements using microscopes to ensure the required
specifications.
5.3.2 Alignment methods
Since there are two target components (the backlighter and the carbon samples) and two laser
systems (backlighter drive and shock drive) involved in the experiments, sophisticated alignment
methods are necessary. The backlighter and carbon targets were positioned relative to each other
using special mechanical six-axes micro-manipulators which are mounted on a magnetic base plate.
The positions were defined using a pre-alignment setup which was placed next to the target cham-
ber and consisted of two spatially calibrated cameras. The aligned target components could then
simply be transferred to the magnetic mount inside the target chamber. The motorized six-axes
target manipulator then moves the target to the absolute position inside the chamber.
Figure 5.9 shows a regular image of an aligned combination of backlighter target and carbon
sample on the left side. On the right, the time-integrated laser-plasma interaction is imaged. In-
formation that can be obtained from these two pictures is for example that the additional shine
shield mounted at the aluminum housing of the backlighter cone is really necessary to shield the
spectrometers from the plume of the plasma corona. Furthermore it is clearly visible that the im-
pact of the nhelix shock drive is at the right height compared to the end of the gold cone which
contains the titanium foil.
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Figure 5.9: Picture of the aligned targets inside the target chamber and the time integrated image
of the interaction with the two lasers. The PHELIX laser is focused into the backlighter
cone from the left and nhelix is hitting the carbon foil from the right.
5.3.3 HOPG crystals
The measurement of the relatively faint scattering signals necessarily requires high efficiency X-ray
spectrometers with high spectral resolution. This is usually obtained with X-ray diffraction from





Here, θB, the so-called Bragg angle, is the angle enclosed by the incoming radiation and the crys-
tal plane, m is the diffraction order, Eph the photon energy of the incoming radiation and d the
spacing of the crystal planes. In theory, a perfect graphite crystal (d=3.35 Å) has the highest avail-
able integrated diffraction reflectivity for X-rays (∼6×10−3 rad for 4.75 keV [Renninger, 1954]).
Unfortunately, nature does not provide ideal single graphite crystals which are large enough for
spectroscopic applications. Nevertheless, synthetic highly orientated pyrolythic graphite (HOPG),
which consists of highly orientated graphite micro-crystallites, nearly reaches the integrated reflec-
tivity value of a flawless crystal [Pak et al., 2004]. Typical values for the standard deviation of the
crystallites (mosaics) from a perfectly parallel orientation are 0.1° to 1°. Due to the mosaic spread,
the spectral resolution of a HOPG crystal does not approach that of ideal crystals. However, this
drawback can partially be overcome using a special geometry: If the experimental setup allows
the distances from X-ray source and X-ray detector to the HOPG crystal to be exactly equal, the
spectral resolution of the spectrometer will strongly improve. This is due to the so called mosaic
focusing effect [del Rio et al., 1998].
HOPG is typically coated on glass substrates which in principal can have an arbitrary shape.
Therefore, concavely curved HOPG surfaces are often applied in X-ray scattering experiments
to achieve an additional focusing or even imaging effect. The applied geometry for the scatter-
ing spectrometers, which were applied in the experiments presented in this thesis, was the so
called von Hamos geometry [v. Hámos, 1933]. Here, cylindrically curved crystals will focus X-rays
from the source to the detector if, as it is with mosaic focusing, the source has the same distance to
the crystal as the detector. The focal line of the von Hamos geometry is along the axis of curvature





Figure 5.10: Sketch of the von Hamos geometry with a curved crystal for the two different photon
energies E1 and E2. In this image, E2 is larger than E1.
of the cylindrical crystal (see figure 5.10). The distance source-crystal and crystal-detector F and









where R is the radius of curvature of the crystal. The different parameters of the HOPG crystals
which were mounted in the experiments are listed in the following table:
spectrometer R geometry F
source flat crystal mosaic focusing 247 mm
transmission 110 mm mosaic focusing 239 mm
scatter 38° 100 mm mosaic focusing & von Hamos 257 mm
scatter 105° 110 mm mosaic focusing & von Hamos 282 mm
scatter 126° 110 mm mosaic focusing & von Hamos 282 mm
5.3.4 Image plates
The detector which was used to collect the diffracted X-ray spectra from the HOPG crystals were
computed radiography image plates (IPs) [Rowlands, 2002; Otten, 2007]. These were originally
developed for imaging purposes in medical applications but meanwhile, IPs have also become
a very common X-Ray detector in the field of laser-plasma physics [Paterson et al., 2008]. The
working principle of image plates is the so-called photostimulated luminescence: Incident X-ray
photons excite photostimulable phosphors, which are embedded in a plastic layer, to a meta-stable
state. Image plates of the type AGFA MM 3.0 were applied for the experiments presented in this
thesis. These use the very sensitive photostimulable phosphor BaSrFBrI:Eu. After exposing the
image plates to X-rays, the decay of excited meta-stable states can be stimulated by irradiation of
red laser light. Hereby, blue light is emitted which can be collected by a scanning unit. From these
light signals, the X-ray signal on the image plate can then be reproduced. The software of the
scanner type Fuji Film FLA-7000, which was applied in the experiments presented in this thesis,
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first produces a raw 16 bit gray value image. This image is then converted to the more practical












pix pixel size in µm = 50
S sensitivity = 10000
L latitude setting = 5
QL gray scale level of the pixel = values between 1 and 65536
G number of total gray scale levels = 65536
The intensity of the photostimulated luminescence directly scales with the X-ray dose to which the
image plate was exposed. This scaling is linear over many orders of magnitude [Paterson et al.,
2008] and the photon energies, which can efficiently be detected, range from few ten eV [Ben-Kish
et al., 2000; Kraus, 2009] to several hundred keV [Meadowcroft et al., 2008]. By handling the im-
age plates in an experiment, one should bear in mind that also red photons from ambient light can
stimulate the decay of the meta-stable states. Therefore, it is important to keep image plates in
the dark from exposure to readout. Another issue is that the excited states decay over time with a
half life of the order of one hour [Meadowcroft et al., 2008; Philipp, 2011]. Thus, it is useful to
assign the same time interval from exposure to readout for image plates which signals have to be
compared quantitatively in intensity.
In the experiments presented in this thesis, the image plates were protected by a closed housing
and filters from visible and XUV light inside the target chamber. The detectors of the transmission
and source spectrometers were covered with thin aluminum foils. By stacking these foils, the signal
level of the source and transmission spectrometers could be adjusted to useful values. During the
first experimental campaign, the detector of the scattering spectrometer was shielded by a 125µm
thick beryllium foil. Beryllium is a very useful material for completely blocking visible and XUV
light and efficiently transmitting X-rays at the same time. However beryllium foils are very brittle
and easily disintegrate. The resulting dust is very toxic. Therefore, beryllium foils have to be spe-
cially secured in an experiment which complicated the access to the target chamber in this case. As
two more scattering spectrometers were in place in the second campaign, the beryllium filters were
replaced by black plastic foils in the second experimental campaign because of practical reasons.
This resulted in a slight increase of the background levels of the scattering spectrometers. How-
ever, the signal-to-noise ratio was still acceptable in the second campaign and the experimental
work was much less complicated.
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6 Simulations
For the experiment design and the analysis of the data obtained by the two experimental campaigns
presented in this thesis, simulations were necessary. This holds true for the hydrodynamics of the
laser-driven shock wave as well as for the microscopic structure of the achieved warm dense matter
state of carbon. The applied simulation methods and the obtained results are presented in this
chapter.
6.1 Hydrodynamics of the shock waves
As described in chapter three, the interaction of an intense laser with a solid state sample can be
modeled using hydrodynamics in combination with radiation transport. Thus, a code package for
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Hereby, the important quantities are the sources and sinks of energy density in equation (6.3):
laser energy absorbed by inverse bremsstrahlung qi b, heat conduction − ~∇~jtherm and total radiation
transport − ~∇~S. The latter has to be calculated by integration of the radiation transport equation
over all frequencies (compare chapter three):
~∇~S = c
∫
dωκω(uω,Planck − uω). (6.4)
However, equations (6.1) to (6.4) do not yet form a completely closed system. In addition, a
working radiative hydrodynamic code necessarily requires the equation of state as well as the
opacities of all applied materials:
ε= ε(ρ, P) (6.5)
κω = κω(ε,ρ, P). (6.6)
Thus, equations (6.1) to (6.6) finally form the system of equations that has to be solved. Thereby,
the equation of state and the opacities are the most crucial input because those are not sufficiently
known for hot dense plasma states or warm dense matter. Typically, approximate semi-empirical
tables, like the very common SESAME database [Lyon and Johnson, 1992], are used to estimate
the equation of state and opacities in radiative hydrodynamic codes.
For modeling a physical system in a code, the closed system of equations has to be discretized
on a numerical grid. Thereby, two different coordinate approaches are typically applied: On the
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Figure 6.1: 1D simulation of a laser-driven shock in graphite by HELIOS using the SESAME equation
of state.
one hand Eulerian coordinates which leave the numerical grid fixed in space and on the other
hand Lagrangian coordinates where the grid cells move and deform in space over time but always
enclose the same amount of mass. Therefore, Lagrangian coordinates are often called mass coor-
dinates.
The radiative hydrodynamic codes which were applied in the framework of this thesis were the
one-dimensional HELIOS code version 4.4 and the two-dimensional MULTI2D code version 5.1.
Both packages, their properties and the results related to laser-driven shocks in graphite are pre-
sented in the following subsections.
6.1.1 Simulations with HELIOS
The radiation hydrodynamics code HELIOS is a component of the software package PRSIM Software
tools from PRISM-CS [MacFarlane et al., 2006]. It solves the radiative hydrodynamic equations (ei-
ther using a two-fluid approach or one fluid only) on a one-dimensional Lagrangian grid where
planar, cylindrical or spherical symmetry can be chosen. An artificial fluid viscosity guarantees
the stability of shock solutions. The implemented standard heat transfer mechanism is the Spitzer
model. Alternatively, it is possible to define a constant heat conductivity or to choose a hybrid
option where a mixture of the Spitzer model and a constant heat conductivity is implemented.
Furthermore, two radiation transport models can be applied: Either a multi frequency group flux
limited diffusion approach or a multi frequency and multi angle group transport model (planar
geometry only) can be selected. The HELIOS code can apply the included PROPACEOS equation
of state and opacity package as well as SESAME equation of state tables. Because of easy handling
and reasonable results, using HELIOS simulations is very common for the analysis of X-ray scat-
tering data from laser-driven shocks [Garcia Saiz et al., 2008; Kritcher et al., 2008; Kugland et al.,
2009; Kritcher et al., 2009; Neumayer et al., 2010]:
Figure 6.1 shows HELIOS simulation results of a laser-driven 150µm thick graphite sample which
was discretized into 500 Lagrangian zones. The SESAME table No. 7832 was the applied equation
of state and the opacities were calculated from the included PROPACEOS 4.0 tables for carbon.
The driving laser intensity of 1.25×1013 W/cm2 was chosen to reproduce the experimentally ob-
52 6 Simulations
served shock transit time of 12.5 ns (see chapter seven) in the simulation. Additionally, the laser
time profile was modeled to correspond to the experimental conditions: 4 ns linear rise to the
maximum intensity, then 7 ns constant drive at the maximum value and finally again 4 ns linear
decrease of the laser intensity to zero. The results which can be seen in figure 6.1 are as follows:
Due to the rise time of the laser intensity, the shock speed is increasing during the first 4 ns. After
that, the shock front moves with constant velocity through the sample until the moment of shock
release at the target rear side at 12.5 ns. The Lagrangian mass coordinates illustrate the amount
of homogeneity of the thermodynamic parameters within the shock wave. HELIOS calculates a
density of ∼3.87 g/cm3 and a temperature of ∼0.95 eV inside the shocked material for these input
parameters.
Using the PROPACEOS tables not only for opacities but also for the equation of state already
leads to quite different results: First of all, now a driving laser intensity of 1.0×1013 W/cm2 is nec-
essary to achieve the experimentally observed shock transit time of 12.5 ns. Using PROPACEOS,
the calculated density of the shocked material is then ∼3.55 g/cm3 and the temperature ∼0.78 eV.
Obviously, these deviations underline the poor understanding of carbon in this temperature and
pressure regime. For both simulations the preheating of the sample due to radiation transport is
well below 0.01 eV (100 K).
6.1.2 Simulations with MULTI2D
Due to the fact that the focal spot of the shock drive was with ∼200µm diameter in the same
order of magnitude as the thickness of the applied graphite samples, a perfectly one-dimensional
shock drive was not realized within the experiments presented in this thesis. Therefore, a two-
dimensional simulation of the shock drive was unavoidable to identify and analyze resulting
effects. For this purpose, the simulation package MULTI2D [Ramis et al., 2009] was chosen, as
this code was already well applied in the laser and plasma physics group of TU Darmstadt [Löb,
2008]. In contrast to HELIOS, the MULTI2D code is available open source, mainly written in C++.
Thus, personal modifications are easily possible. The simulation input files have to be coded in the
script language r94 [Ramis, 2010]. This allows for a high level of flexibility as the implementation
of sophisticated loops, calculations and data access is also possible directly within the input script.
The MULTI2D code was originally developed for handling problems connected to ion-beam-driven
inertial confinement fusion [Ramis et al., 1988]. It solves the hydrodynamic and radiation trans-
port equations on a two-dimensional triangular grid using cylindrical symmetry. Thereby, it is
possible to choose either Eulerian or Lagrangian coordinates. For radiation transport, a multi-
group model is applied which allows for dividing the transport contributions in different solid
angle and photon energy groups. For opacity input, tables or simple analytical models can be
used. Heat conduction by electrons is modeled by the Spitzer approach or the basic flux-limited
transport model. The equation of state input is realized via tables of SESAME-like structure. The
implemented inverse-bremsstrahlung-based energy deposition by laser is only a simple modifica-
tion of the original model of the energy deposition by heavy ion beams. For example, laser light
is completely absorbed at the critical density, whereas in reality, some fraction would be reflected.
Another deficit of the MULTI2D code is that an ionization model is, so far, completely missing. This
is because the main materials of interest for this code have typically been fully ionized hydrogen
isotopes. Therefore, the ionization state of the simulated materials has to be defined as initial
condition.
For the simulation of the laser-driven shock wave in graphite, Eulerian coordinates with four
different spatial regions were applied. Usually, Lagrangian coordinates are preferred in hydro








Figure 6.2: Definition of the different simulation regions in the applied Eulerian grid. The drive laser
is incident from the right.
simulations because those typically need less grid cells than Eulerian coordinates and therefore
less computer time. However, Lagrangian coordinates were not practical in this case as the very
fast expansion of the plasma corona resulted in strong zone squeezing or even in overlapping grid
boundaries. These two occasions both force the Lagrange calculation to crash. More sophisticated
Lagrange codes solve such problems using individual dynamic resizing and reconnection of the
Lagrangian grid cells. The implementation of a dynamic rezoning algorithm would in principle
also be possible within MULTI2D, but is definitely out of the scope of this thesis. Fortunately,
simulations applying Eulerian coordinates resulted in very stable and reasonably fast simulations
using a spatial grid with a special zone structure. The applied basic radial and axial grid structure
dimensions for these simulations are shown figure 6.2: The laser is incident from the right. In the
initial state, regions one and four are filled with a thin carbon gas to ensure numerical stability
due to the laser impact and the shock breakout. Furthermore, the right end of region four is larger
in radial dimension to cover the most important regimes of the expanding plasma corona. The re-
gions two and three contain the carbon sample. Important quantities for the numerical resolution
and stability are the numbers of radial zones NZ ,r , the number of axial zones NZ ,x and the so-called
axial and radial zone factors αZ ,x and αZ ,r . The latter give the size ratio of neighboring zones in









where m,n are the zone indices in axial and radial directions, respectively. The grid geometry
parameters of the shock drive simulations are listed in the following table:
region no. ∆x [µm] material ρ [g/cm3] NZ ,x αZ ,x NZ ,r αZ ,r
1 900 carbon 5×10−4 180 1.00 150 1.00
2 75 carbon 1.84 60 1.01 150 1.00
3 75 carbon 1.84 60 0.98 150 1.00
4 1000 carbon 1×10−8 50 1.04 150 1.00
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Figure 6.3: MULTI2D simulation: drive laser impact +7 ns.
Figure 6.4: MULTI2D simulation: drive laser impact +12.5 ns.
The laser time profile was modeled identically to the HELIOS simulations: 4 ns linear rise to the
maximum intensity, then 7 ns constant drive at the maximum value and finally again 4 ns linear de-
crease of the laser intensity to zero. The laser radial focus profile is represented by a super-Gaussian
curve with a width of 220µm (FWHM). This focal spot profile reproduced the experimentally ob-
served radial dimensions of the shock release very well. A drive laser-intensity of 1.5×1013 W/cm2
then results in a shock transit time of 12.5 ns, as observed in the experiment. The applied equation
of state is the SESAME table No. 7832. The opacities are implemented by an analytical model
[Murakami et al., 1990].
MULTI2D simulation results of the laser-driven shock for different time steps showing the quanti-
ties density, temperature and pressure are presented in figures 6.3 to 6.5. In all pictures the laser
is incident from the right. At 7 ns after the shock drive, the laser intensity is at its maximum. At
12.5 ns after the drive laser impact, the shock wave reaches the rear side of the carbon sample. At
17 ns after the drive laser impact, the gradients at the rear side due to the shock release, especially
concerning density and pressure, are clearly visible.
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Figure 6.5: MULTI2D simulation: drive laser impact +17 ns.
The channel which was probed by the X-rays in the experiments is shown by gray dashed lines
in figures 6.3 to 6.5. While the shock waves propagates within the carbon sample, the thermody-
namic parameters are relatively homogeneous inside the regions which are mainly accessed by the
X-rays. The hot plasma corona is also covered by the X-rays, but fortunately, it does not give much
contribution to the scattering signal. This is discussed in detail in section 7.3. The preheat due to
radiation transport is, like in the HELIOS simulations, well below 0.01 eV.
6.1.3 Comparison
Figure 6.6 presents a comparison of HELIOS and MULTI2D simulations of the laser-driven shock
for the parameters density, temperature and pressure. Each simulation is shown for the time-step
12.5 ns after the drive laser impact and therefore represents a completely shocked sample. The
main difference between the one- and two-dimensional calculations is definitely the size of the
transport domain. In the HELIOS simulations, the transport domain is much larger than in the
MULTI2D calculations. This can be explained by the fact that the plasma has one more dimen-
sion for expansion in the 2D-simulation. This is especially visible in the density and pressure
diagrams. However, a similar but smaller difference in the transport domain between HELIOS and
one-dimensional MULTI1D simulations has already been described and discussed by [Löb, 2008].
The difference in the applied opacity models (HELIOS: PROPACEOS tables, MULTI2D: analytical
function) was most probably responsible for these deviations.
Concerning the thermodynamic parameters inside the shock wave, there are also significant differ-
ences between the different simulations. Even the two HELIOS-1D simulations have considerable
deviations from each other due to the different equations of state, SESAME and PROPACEOS. Mean
thermodynamic values of the shock wave calculated by the different simulations are given in the
following table.
simulation density [g/cm3] temperature [eV] pressure [GPa]
HELIOS - SESAME 3.87 0.95 175
HELIOS - PROPACEOS 3.55 0.78 154
MULTI2D - SESAME 3.76 0.70 147
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Figure 6.6: Comparison of the thermodynamic parameters density, temperature and pressure in
the shock wave for the different simulations.
The deviations of the HELIOS-SESAME simulations from the MULTI2D calculation, which also
applied the SESAME tables, is reasonable. As the shock wave undergoes rarefaction in radial
direction, the parameters pressure, density and temperature are reduced compared to the one-
dimensional case.
In conclusion, it can be stated that hydro simulations are a very valuable tool to estimate the
thermodynamic parameters inside the laser-driven shock. However, they do not contain any infor-
mation about the microscopic structure. This has to be estimated by different tools, for example in
the way that is presented in the following section.
6.2 Ab-initio simulations
The final aim of the experiments presented in this thesis was the characterization of the microscopic
structure change inside shock-compressed graphite. Therefore, it is important to have theoretical
concepts to which the obtained data can be compared for a proper analysis. So far, the most precise
tool to calculate the microscopic structure of matter states like shock-compressed graphite in the
100 GPa regime are so-called ab-inito simulations. These were already mentioned in chapter two
and will be explained in more detail in this section.
6.2.1 DFT-MD
The most common method for these ab-initio simulations is the application of density functional
theory (DFT) in combination with Monte-Carlo simulations of the molecular dynamics (MD).
Hereby, the Born-Oppenheimer approximation is used which allows for decoupling the electrons
from the ion motion. The latter is treated by classical MD and the electronic forces which effect
the ions are determined by a full quantum DFT calculation of the electrons.
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The basis of the density functional theory is the so-called Hohenberg-Kohn theorem which states
that, for a given system of N electrons with a given potential V (~r), there is only one possible
electron density distribution in the ground state [Hohenberg and Kohn, 1964]. Thus, all infor-
mation about the N -particle quantum system is included in the ground state electron density. To
obtain solutions, the interacting electronic system is technically transformed into a virtual system
of non-interacting electrons by hiding the interactions in a specially chosen potential, the so-called
Kohn-Sham potential [Kohn and Sham, 1965]
VKS(~r) = Vex t(~r) + VHartree(~r) + Vxc(~r). (6.9)
Here, Vex t(~r) is an external potential acting on the electrons, for example the Coulomb potential of








|~r − ~r ′| . (6.10)














is functionally dependent on the density and
contains all the complexities of the many-electron system. With this description, the interacting






ψi(~r) = εiψi(~r), i = 1 . . .N . (6.12)
Here,ψi(~r) are single particle wave functions in the virtual Kohn-Sham potential with correspond-
















|~r − ~r ′| . (6.14)
This energy is a functional of the electron density. By using variational methods for this functional,
this expression has to be minimized to obtain the ground state electron density distribution. The
big advantage of this concept is that highly coupled multi-particle wave functions of the inter-





, for example the local density approximation [Kohn and Sham, 1965], gives the
possibility to perform calculations of much larger electronic systems than it is possible using many-
particle wave functions. This is why DFT is very successful in calculating the structure of large
molecules and chemical reactions. In 1998, Walter Kohn was awarded the Nobel prize in chem-
istry for this achievement [Kohn, 1999]. However, DFT can be used in the same way for the
simulation of several hundred or thousand atoms under warm dense matter conditions.
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cub. diamond 3.9 g/cm3 8000 K
liquid 3.9g/cm3 10000K
hex. diamond 3.9 g/cm3 7000 K
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Figure 6.7: Results of the DFT-MD simulations. On the left: Exemplary pair correlation functions.
On the right: pressure-temperature diagram.
6.2.2 Microscopic structure of shock-compressed graphite
The DFT-MD-method was applied for the calculation of the microscopic structure of shock-
compressed graphite for conditions which could be achieved in the experiments. All presented
DFT-MD simulations were performed by Jan Vorberger from the Centre for Fusion Space and
Astrophysics of the University of Warwick using the Vienna Ab-Initio Simulation Package (VASP)
[Kresse and Hafner, 1993, 1994; Kresse and Furthmüller, 1996]. A cubic sample volume with
periodic boundary condition is filled with ∼200 carbon atoms ordered according to the different
investigated structures. For the whole simulation volume the temperature of interest is defined and
is kept fixed during the simulation time. Further details concerning the special simulation setup
for carbon in the WDM regime can be found in the supplemental material of [Pelka et al., 2010].
Simulated pair correlation functions for microscopic states which might be present inside the laser-
driven shock are shown on the left side of figure 6.7. First, there is diamond which is compressed
to 3.9 g/cm3 and heated to 8000 K. The so-called layered diamond is a graphite structure which
is compressed nearly exclusively on the c-axis to 3.9 g/cm3 and heated to 7000 K. This structure
represents hexagonal diamond (or lonsdaleit) in this pressure regime [Mundy et al., 2008]. The
resulting pair correlation function is only slightly different from compressed usual cubic diamond
on a first glance. The correlations of the liquid state at 3.9 g/cm3 and 10000 K, however, show
considerable deviations. The resulting radial distribution function is significantly smoother than
those of the solid phases. The left diagram of figure 6.7 shows the performed simulation runs
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hexagonal diamond 3.9 g/cm3 7000 K
cubic diamond 3.9 g/cm3 8000 K
liquid 3.9 g/cm3 10000 K
Figure 6.8: Structure factors which are obtained by Fourier transformation of the DFT-MD pair cor-
relation function for cubic diamond, layered hexagonal diamond and liquid carbon.
in a pressure-temperature space. Obviously, there is some hysteresis: layered (hexagonal) dia-
mond is stable up to ∼7000 K before it transforms to the liquid phase, diamond is stable up to
∼8000 K. Liquid carbon can be cooled down to ∼6000 K before it transforms to cubic diamond.
Comparing the density, temperature and pressure values to the hydrodynamic simulations indicates
that all three phases are possible matter states which might be present inside the laser-driven shock.
The quantity which can be accessed by the X-ray scattering experiments is the static structure
factor Sii(k). From the simulations, it can be calculated by Fourier transformation of the radial
distribution function g(r). The results of the three exemplary cases are shown in figure 6.8. For
the two solid phases, there are a lot of remaining Bragg maxima resulting in spiked peaks. The
height of these maxima is difficult to determine as the structure factor Sii in dependence of the
absolute value of the scattering vector ~k is in principal only defined for an isotropic medium which
is the contrary of a crystal. The graphs representing the crystal phases in figure 6.8 are generated
by averaging over all possible orientations of a single crystal. For the polycrystalline samples which
were applied in the experiments presented in this thesis, the maxima are expected to have much
smaller values than for single crystals, depending on the size of the mirco-crystallites [Pecharsky
and Zavalij, 2003]. Therefore it may be not possible to distinguish between the Bragg maxima of
a polycrystalline solid and the structure features of the liquid phase which are smoothed remnants
of these peaks. Hence, the measurement of the phase transition should cover the region where no
Bragg condition is implemented and the structure factor increases strongly for the liquid phase.
The diagram in figure 6.8 clearly underlines that the region of k-values around 4 Å−1 was very
well chosen in the experiments to be able to distinguish between the liquid and solid state in this
pressure regime.
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7 Experimental results and discussion
In this chapter, the results of the two experimental campaigns at the GSI Helmholtzzentrum für
Schwerionenforschung, performed in March/April 2011 and February/March 2012, are presented.
The applied analysis methods are explained, the obtained data are discussed and compared to
corresponding theoretical descriptions, especially the hydrodynamic and ab-initio simulations pre-
sented in the previous chapter.
7.1 Thermodynamic state in the shock wave
As described in chapter three, the thermodynamic quantities density, pressure and specific internal
energy within a shock wave can be determined by measuring the shock velocity vs and the particle
velocity v2. Applying the doubling rule, v2 can be substituted by
1
2
vFS, where vFS is the velocity
of the free surface expansion due to the shock release. Using the Rankine-Hugoniot equations
and assuming that the pressure of the shocked material is much larger than in the initial state




























Thus, knowing the initial density and measuring the two velocities, these quantities can easily be
deduced. Unfortunately, the temperature is not directly accessible by the Rankine-Hugoniot equa-
tions as the increase of specific internal energy has to be splitted into thermal and potential energy
due to compression (see chapter three). This ratio is strongly dependent on the microscopic struc-
ture and the atomic interaction potential. Therefore, a theoretically modeled equation of state
is necessary to obtain the temperature from velocity measurements using the Rankine-Hugoniot
equations.
Concerning the shock velocity, figure 7.1 shows two images which were recorded by the visible
streak camera. The image on the left side shows a reference image in focus mode of the carbon
target and the surrounding aluminum shielding where the entrance slit is completely open. The
aluminum shielding prevents a direct line of sight onto the hot plume of the plasma corona which
emits very bright light. The size of the entrance slit in streak mode is indicated by two horizontal
lines. The image on the right side of figure 7.1 shows a sweeped image of the shock release from
the target on the left. With the timing given by the Geola fiducial pulse on the right of the shock
breakout, the shock transition time through the carbon sample can be determined. Due to the
viewing angle of 45° to the target surface (see figures 5.2 and 5.4), the expansion of the shock
breakout can be seen by the streak camera as well. However, the spatial resolution is not as good
as the shadowgraphy diagnostics can offer for measuring the free surface velocity.
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Figure 7.1: Measurement of the shock velocity with a visible streak camera. On the left: reference
picture of the carbon target. On the right: streaked image of the area which is defined







500 µm 500 µm 500 µm
focus image
Figure 7.2: Measurement of the shock breakout speed with multi-frame shadowgraphy. These pic-
tures show the expansion of the rear side of the same target at different times. The
dashed line indicates the initial target surface.
500 µm500 µm500 µm
focus image
drive + 17 ns drive + 19 ns drive + 21 ns
Figure 7.3: Example of a shock release on the target rear side of low quality caused by a laser focus
with a double peak structure. The dashed line indicates the initial target surface.
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In figure 7.2, an example of a shock release at the target rear side can be seen. The temporal
resolution of the images is given by the Geola oscillator pulse length of 500 ps (see section 5.1.1).
The spatial resolution of the pictures is ∼5µm, depending on the particular time frame. Following
the different positions of the shock breakout relative to the initial target surface, the free surface
velocity can be determined. Additionally, information about size and quality of the drive laser focal
spot at full energy can be inferred from analyzing the shape of the release front. Figure 7.3 shows
an example of a low quality focal spot with a double peak structure. This effect could then be
corrected by re-adjusting the final focusing optics.
For a proper data analysis, the experimental conditions during the two campaigns have to be
considered. In the experiments, the drive laser intensity varied from shot to shot (standard de-
viation ∼6 %). Therefore it is important to know an approximate scaling of the velocities to the
laser power. This can be obtained by using the derived scaling law for the ablation pressure (see
equation (3.18)). Assuming a linear relation between shock velocity vs and particle velocity v2
for small variations (which is indeed a very good approximation [Zeldovic and Raizer, 1966]), a
scaling relative to the drive laser intensity can be obtained:
vs ∝ v2 ∝
p
P2 ∝ I1/3L . (7.4)
Comparing the two experimental campaigns, the properties of the drive laser were slightly different
in pulse energy, pulse duration, focal spot size and focal spot profile. Therefore, it cannot be
assumed that the conditions inside the shock wave were exactly the same in these two experiments.
Thus, the following results concerning the velocity measurements are divided into two sections,
one for each experimental campaign.
7.1.1 Experimental campaign March/April 2011
For the first experiment, the measured propagation of shock wave and shock release is shown in
figure 7.4. Varying the thickness of the graphite samples, different stages of the shock propagation
can be accessed. The shock transit times presented in figure 7.4 were obtained by the optical emis-
sion of the shock release which was monitored by a visible streak camera (see chapter five). The
transition times clearly show a two-dimensional behavior of the shock wave: the shock propaga-
tion slows down for larger graphite thicknesses. This effect seems to be even larger than expected
by the MULTI2D simulation. Therefore, a power function is fitted to the data and the shock velocity
at a certain propagation time is then given by the local derivative of this curve. It is to mention
that all values of the shock transit times in this diagram have already been scaled according to the
fluctuating laser intensity to a standard laser energy of 62 J using equation (7.4). The standard
deviation of laser energy has been 3.52 J for a mean value of 62.2 J. Therefore, the influence on
shock and particle velocities is not too large due to the relatively insensitive I1/3L scaling. However,
the accuracy of the fit curve is significantly improved by this method.
The propagation of the shock release at the target rear side is shown in the right diagram of
figure 7.4. For a clear view, the timescale in this image is not connected to the drive laser impact
but to the shadowgraphy frame. The time +2 ns corresponds to the first shadowgraphy frame,
+4 ns to the second, and so on. The larger errorbars in the second frame are due to less magnifi-
cation of the imaging system in this frame. The position values shown in this diagram are already
corrected for the fluctuating laser intensity in the same way as the shock transit times. Applying a
linear fit to the data obtained by the multi-frame shadowgraphy, the expansion velocities vFS are
given by the slope of the fit curves. In principal, the shock transit times can also be deduced from
the shadowgraphy data by extrapolating the linear fit to the start point of the shock release. This
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Figure 7.4: On the left: Shock breakout times for different target thicknesses measured by the
visible streak camera compared to the propagation simulated by MULTI2D and a power
function fit curve (d = 25.48(ttrans/ns)0.7402µm). On the right: Propagation of the
shock release from the target rear side measured by the multi-frame shadowgraphy.
Both diagrams show only data of the first experimental campaign.








































Figure 7.5: On the left: measured shock velocity and velocity of the free surface expansion for
different target thicknesses in the first experimental campaign. On the right: Resulting
pressures applying the Rankine-Hugoniot equations and the doubling rule.
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Figure 7.6: On the left: Shock breakout times for different target thicknesses measured by the
visible streak camera compared to the propagation simulated by MULTI2D. On the right:
Propagation of the shock release from the target rear side measured by the multi-frame
shadowgraphy. Both diagrams show only data of the second experimental campaign.
method, however leads to results which are by far not as accurate as the measurements obtained
by the visible streak camera.
A diagram of the resulting shock and free surface velocities for this experimental campaign is
shown on the left side of figure 7.5. The decrease of these velocities for larger target thicknesses is
clearly visible which again underlines the presence of a not perfectly planar shock drive. Using the
Rankine-Hugoniot equations in combination with the doubling rule, the thermodynamic parame-
ters can be obtained from the two velocities for completely shocked samples of varying thickness.
This is possible despite the slightly two-dimensional behavior of the shock wave because the one-
dimensional Rankine-Hugoniot equations have still to be true close to the shock front. The diagram
on the right side of figure 7.5 shows the pressures calculated by this method. After a propagation
distance of 90µm, the pressure within the shock wave is (134±19) GPa whereas (86±11) GPa are
achieved at 190µm. The latter was the chosen target thickness for the X-ray scattering experi-
ments in this campaign and therefore of special interest. The densities which are measured via this
method are relatively constant at (3.9±0.3) g/cm3 for the different target thicknesses. This is not
surprising as the Hugoniot curve in a pressure-density diagram is very steep in this regime (see
figure 7.8).
7.1.2 Experimental campaign February/March 2012
A different focus profile and slightly larger pulse durations of the drive laser during the second
experimental campaign requires the laser-driven shock to be characterized again in detail. The
shock transit times for different target thicknesses are shown on the left side of figure 7.6. Some
of the errorbars in this diagram are larger compared to the data obtained in the first campaign due
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Figure 7.7: On the left: measured shock velocity and velocity of the free surface expansion for dif-
ferent target thicknesses in the second experimental campaign. On the right: Resulting
pressures applying the Rankine-Hugoniot equations and the doubling rule compared
with the simulation results of MULTI2D.
to a low signal level on the visible streak camera. Nevertheless, the shock characteristics can be
deduced and in this experiment the propagation seems to be more planar than in the previous ex-
periment. For example, the shock motion now is very well modeled by the MULTI2D simulations.
Most probably, there has been an intensity spike in the focus profile during the first experimental
campaign which could be avoided in the second campaign.
Like in the previous experiment, the free surface propagation is measured via multi-frame shad-
owgraphy. The resulting positions of the shock release are shown on the right side of figure 7.6
and again suggest a linear motion within the errorbars. All values drawn in the two diagrams of
figure 7.6 are scaled for the varying laser intensity. The fluctuations in this campaign lead to a
standard deviation of 3.77 J for a mean value of 63.9 J
The deduced shock and free surface velocities are shown in the left diagram of figure 7.7. Again,
there is a decrease for larger target thicknesses due to two-dimensional effects. However, these
are not as distinct as monitored in the first experimental campaign. Another difference is that the
measured velocities are slightly larger in comparison to the previous experiment. This is due to
the smaller focal spot which resulted in higher drive laser intensities despite the marginally in-
creased pulse duration. Thus, the pressures inside the shocked material which are shown in the
right diagram of figure 7.7 are also larger compared to the measurements of the first campaign.
As the shock transit times very well follow the MULTI2D calculations, it is reasonable to compare
the pressures to the simulation results as well. Again, there is suitable agreement with the sim-
ulations, as depicted in the diagram. The densities obtained by the velocity measurements are
(4.0±0.3) g/cm3 and thus comparable to the first campaign.
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Figure 7.8: Comparison of the obtained Hugoniot data with measurements on porous graphite
with similar initial density published in [van Thiel, 1977] and [Pavlovskii and Drakin,
1966].
7.1.3 Hugoniot data
The velocities which were obtained by the visible streak camera and the multi-frame shadowgra-
phy can be drawn in a diagram of particle and shock velocity. Hereby, the doubling rule has to
be applied to calculate v2. This is done in figure 7.8 where also very precise measurements using
porous graphite of similar initial density by [van Thiel, 1977] are shown. This high quality data
was obtained by the Lawrence Livermore National Laboratory using flyer plates which were driven
by explosives and gas guns. In the velocity diagram there is an obvious change in slope at a particle
velocity of v2 ≈2.5 km/s. This value corresponds to a pressure of ∼20 GPa and clearly shows the
onset of the transition to diamond [Gust, 1980].
Going to larger velocity values, there might by a slight additional change in slope at v2 ≈4.2 km/s.
This feature is very small, though, and could just be a random deviation. However, measurements
on porous graphite with slightly lower and larger density which are also published in [van Thiel,
1977] show a similar behavior exactly at the same value of v2. Additionally, this small feature
can also be found in other high precision measurements performed by the Los Alamos National
7.1 Thermodynamic state in the shock wave 67
Laboratory which used the same type of porous graphite [Marsh, 1980]. The combination of all
these experiments might be a hint (definitely not a proof) that the transition to the liquid for this
type of graphite starts at v2 ≈4.2 km/s.
The measured velocities of the experiments presented in this thesis well continue the literature
data at the upper end in the velocity and the pressure-density diagrams. The latter shows why
velocity measurements have to be very precise to gain accurate information about thermodynamic
parameters within a shock wave: a small data deviation of velocities can still result in large vari-
ations in the pressure-density diagram. However, the Hugoniot data which were obtained by the
experiments of this thesis are very valuable because they fall into a region which is nearly uncov-
ered by experiments so far. In fact, nearly all published Hugoniot measurements of porous graphite
with initial density close to 1.84 g/cm3 finish at ∼100 GPa. This seemed to be the limit of the ap-
plied two-staged gas guns in those times [Gust, 1980]. There is only one data point from high
explosives by [Pavlovskii and Drakin, 1966] (ρ1=1.82 g/cm
3, v2 = 6.82 km/s, vs=12.48 km/s,
ρ2=4.0 g/cm
3, P2=155 GPa) which directly falls into the the region accessed by the experiments
in the framework of this thesis. These values fit very well to the presented measurements but are,
however, given without any error estimation. Nevertheless, this data point, which could directly
access v2, supports the assumption that the doubling rule is still valid in this pressure regime. In
addition, the Hugoniot data which were obtained in the framework of this thesis are shown in
numbers together with an error estimation in the following table.
ρ1 [g/cm
3] v2 [km/s] vs [km/s] ρ2 [g/cm
3] P2 [GPa]
1.84 5.0±0.4 9.3±0.5 4.0±0.3 86±11
1.84 5.5±0.4 9.7±0.5 4.3±0.3 99±12
1.84 5.8±0.4 10.5±0.5 4.1±0.3 111±15
1.84 5.6±0.4 10.9±0.5 3.7±0.3 112±15
1.84 6.1±0.5 11.0±0.6 4.1±0.3 123±17
1.84 6.3±0.5 11.6±0.6 4.0±0.3 134±19
1.84 6.4±0.5 12.7±0.6 3.7±0.3 149±22
1.84 6.6±0.5 12.5±0.6 3.9±0.3 152±22
1.84 7.0±0.5 13.5±0.7 3.8±0.3 173±25
For a clearer view, the corresponding errors are not shown in figure 7.8. Extrapolating the liter-
ature data suggests, that the densities should sit in a window between 3.7 g/cm3 and 4.1 g/cm3
for the regime which was accessed by the experiments presented in this thesis. This is in very
good agreement with the hydrodynamic simulations using the SESAME equation of state. The
PROPACEOS tables result in too low densities. These Hugoniot measurements in combination
with the DFT-MD simulations show that conditions were reached inside the laser-driven shocks
where three different carbon phases are in principal existent: cubic diamond, hexagonal diamond
and liquid carbon. Which state is really present had to be determined by X-ray scattering.
7.2 X-ray generation
In this section, the generated X-ray radiation is discussed. This includes first of all a study using the
time-resolved shadowgraphy to ensure that the applied targets work properly in the experiments.
After that, the spectral composition of the applied line transition is investigated. Comparing the
radiation spectrum to the collisional-radiative codes PrismSpect [MacFarlane et al., 2003] and FLY-
CHK [Chung et al., 2005] allows for estimations of the source size and the plasma parameters
where the Ti-He-α radiation was generated. Additionally, the conversion efficiency of laser pulse
energy to the applied X-ray line transition is discussed. This leads to an estimation in what ex-







of the rear side
Figure 7.9: Shadowgraphy images for the investigation of the backlighter foil disintegration. Major











Figure 7.10: Shadowgraphy images of the backlighter cone pinhole disintegration. The pinhole is
not blocked for the X-rays during the major laser-matter interaction time.
tend the carbon samples can already be heated by the probe-radiation. Finally, the angular X-ray
distribution which is generated by the pinhole of the backlighter cone is calculated.
7.2.1 Shadowgraphy images
In addition to the shock breakout characterization, the multi-frame shadowgraphy instrument was
also a very useful diagnostics for the backlighter drive. Using the shadowgraphy it could for ex-
ample be ensured that the drive laser is not able to burn a hole into the titanium foil during the
laser-matter interaction time. This was a major problem in a previous experiment where thin plas-
tic foils were applied as backlighter targets. As a result, the X-ray producing plasma could expand
to the scattering target and the source radiation was directly visible for the scattering spectrom-
eters due to the disintegration of the backlighter during the laser interaction time. This scenario
could be excluded in the experiments presented in this thesis by analyzing the shadowgraphy im-
ages (see fig 7.9).
Another application of the shadowgraphy is examining a possible disintegration of the gold cone,
especially the pinhole. This is not an unrealistic scenario as a big fraction of the laser energy is con-
verted to low energy X-rays at the titanium foil. This radiation is partially transmitted through the






Figure 7.11: Shadowgraphy images of the shock release in front of the backlighter cone pinhole.
This ensures that the shock-driving laser is adjusted correctly relative to the backlighter
setup.
backlighter foil and the small cone with the pinhole then acts as hohlraum cavity which increases
the energy density of the radiation field. If the gold walls at the pinhole are heated enough that the
pinhole will close during the laser-interaction time a substantial part of the X-rays for probing the
carbon sample would be blocked. However, the shadowgraphy monitored visible effects connected
to the disintegration of the pinhole like in figure 7.10 not until 3 ns after the impact of the PHELIX
pulse.
Finally, the shadowgraphy could also be used to reassure that the laser responsible for the shock
drive was aligned correctly in respect to the opening in the backlighter conus. For example, fig-
ure 7.11 shows the center of a shock release directly in front of the backlighter cone. Thus, it can
be deduced that is really the shocked part of the carbon sample which is probed by the X-rays.
7.2.2 Spectral features of the source radiation and resulting plasma parameters
An example of a titanium helium-α spectrum which was measured by the source spectrometer dur-
ing the experiments is shown in figure 7.12. The triple peak structure of the observed line can be
explained as follows: the main transition (1s2p→1s2 1P→1S) at 4.74963 keV is the strongest line
followed by the so-called intercombination line (1s2p→1s2 3P→1S) at 4.72693 keV. The third peak
at roughly 4.710 keV is a composition of satellite lines caused by lithium-like ions (1s2p2→1s22p
with all possible spin couplings of exited and ground state). These line features can be used to es-
timate the plasma parameters temperature and density of the source plasma. The intensity of the
intercombination line in comparison to the main transition is strongly density-dependent [Kunze,
1981]. Furthermore, the presence of the satellite peaks strongly varies with temperature. Codes
which solve the collisional radiative rate equations are able to generate synthetic spectra which
can be fitted to the experimentally obtained data.
Another parameter which has do be included to compare the monitored spectra to PrismSpect
and FLYCHK, is the line width. In the experiment this is mainly given by the instrumental broad-
ening of the detector and the finite source size. To compare the spectral intensity measured in
the experiment Iexp(E) with the calculated spectra ICR-code(E), the latter has to be convoluted with
the spectral broadening due to the reflection at the HOPG crystal, gHOPG(E), and detection at the
image plate, gIP(E):
Iexp(E) = ICR-code(E) ∗ gHOPG(E) ∗ gIP(E). (7.5)
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Figure 7.12: On the left: scanner image of an exposed source spectrometer image plate. On the
right: energy-calibrated horizontal lineout of the image plate, averaged over 200 pixel
lines.
Here, f (E) ∗ g(E) represents the convolution of the spectral functions f (E) and g(E) which is
defined by
f (E) ∗ g(E) =
∫ +∞
−∞
f (E)g(E − E′)dE′. (7.6)
The influence of the source size is contained in the spectral broadening of the HOPG reflection.
The FWHM of the profile gHOPG(E) is given by
∆E = cspecdsource, (7.7)
where dsource is the X-ray source size and cspec is a constant which depends on the spectrometer ge-
ometry and the rocking curve of the applied HOPG crystal [Schollmeier, 2004]. In the experiments
presented in this thesis the value of this constant is cspec=75 eV/mm and the profile gHOPG(E) is
assumed to be Gaussian.






E2 + Γ 2/4
. (7.8)
The FWHM Γ of this profile is energy dependent and can be determined by the derivative of a
sharp edge imaged by the IP using the desired photon energy. For the applied AGFA MM 3.0 image
plates in combination with the FUJI FLA-7000 scanner, the value is measured to be Γ=4.6 eV for a
photon energy of 4.75 keV.
Using these profiles, the simulated spectra can be compared to the experiments using three free
parameters: electron temperature, ion density and X-ray source size. Figure 7.13 shows an ex-
ample of an optimization calculation using the CR-code PrismSpect where these three parameters
were varied. It is clearly visible that the observed spectrum can be very well modeled by this code.
Additionally, the color plot on the right side of figure 7.13 shows that this result represents a stable
minimum in temperature-density space for the determined source size of 71µm. This value fits
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Figure 7.13: On the left: fit of the source spectrum using the CR-code PrismSpect. The resulting
parameters are Te=1880 eV, ni=4.0×1020 cm−3 and dsource=71µm. On the right: color
plot of the fit quality in the density-temperature space where the source size is kept
fixed at the optimum value. The PrismSpect fit gives a very stable minimum and very
good agreement with the measured spectrum.
Figure 7.14: On the left: fit of the source spectrum using the CR-code FLYCHK. The resulting param-
eters are Te=1770 eV, ni=2.0×1021 cm−3 and dsource=78µm. On the right: color plot of
the fit quality in the density-temperature space where the source size is kept fixed at
the optimum value. Obviously, the stability and quality of the FLYCHK fit is not as
good as the PrismSpect calculations.
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very well to the typical focal spot images of the PHELIX laser at Z6 [Schumacher, 2012]. The ob-
tained plasma parameters Te=1880 eV and ni=4.0×1020 cm−3 are also reasonable for conditions
of efficient titanium helium-α production.
As seen in figure 7.14, the source spectrum reproduction with FLYCHK is not as good as with
PrismSpect. This is mainly due to the fact that the modeled satellite lines do not perfectly match
the measured spectrum. Additionally, the resulting ion density of ni=2.0×1021 cm−3 which cor-
responds to an electron density of ne=4.0×1022 cm−3 seems a bit overestimated. This value is
already close to solid density but the generation of thermal high energy X-rays is most efficient
closely behind the critical density. Furthermore, the minimum in temperature-density space for
the FLYCHK fits is not as stable and as it can be obtained by the PrismSpect calculations.
It is to mention that the exemplarily analyzed source spectrum is taken from the data which were
obtained in the second experimental campaign. In fact, the source characteristics of the first cam-
paign are only slightly different. PrismSpect fits a little lower temperatures (T ≈1750 eV), similar
ion densities (ni ≈3.7×1020 cm−3) and a larger source size (∼120µm). FLYCHK gives the same
trend: T ≈1650 eV, ni ≈2.0×1021 cm−3 and a source size of ∼125µm. These results are reason-
able as a larger focal spot results in less intensity to heat the backlighter plasma. Thus, this is
an indication that the focal spot for the X-ray generation during the first campaign was of slightly
lower quality compared to the second campaign.
This small study shows very well the power of the spectral analysis for the characterization and
optimization of thermal X-ray backlighter radiation. Especially PrismSpect obtains very realistic
results for the Ti-He-α line transition.
7.2.3 Conversion efficiency of laser energy to X-rays
As the presented experiments were the first which used the PHELIX laser for an X-ray scattering ex-
periment, the conversion efficiency ηL from laser energy EL to X-rays is a very interesting quantity.





where Ex is the total energy of all X-ray photons produced by the applied line transition, in this
case the titanium helium-α transition. This value can be accessed by an absolutely calibrated
spectrometer with efficiency ηspec. For the applied flat HOPG crystal mounted in mosaic focusing





where w is the signal length on the detector in non-dispersive direction, τ f the accumulated trans-
mission of all filters inside the spectrometer, Rint the integrated HOPG-reflectivity for the given
photon energy and d the distance from the X-ray source to the HOPG crystal [Kugland et al.,
2009]. For the source spectrometer, the values for the experiments in the framework of this thesis
were as follows: w=28 mm, τ f =2.6 %, Rint=3 mrad and d=247 mm. This results in a spectrom-
eter efficiency of ηspec ≈3.6×10−7. Hereby, the most uncertain quantity is Rint which was not
measured explicitly for this crystal. The typical integrated reflectivities for HOPG crystals at the
photon energy 4.75 keV vary from 1 to 4 mrad. The deviations are caused by the mosaicity which
is often differing for every single crystal. However, this estimation is just aimed to find the rough
order of magnitude for the conversion efficiency. Therefore, a variation of ∼50 % is still acceptable
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and a typical error statement for this kind of measurements [Glenzer and Redmer, 2009].
The total energy detected by the image plates Espec is given by multiplying the integrated PSL
value II P with the IP response ηI P (which is typically specified in PSL/photon) and the photon
energy Eph. Thus, the final expression for the total X-ray energy which was emitted in the whole







EphηI P II P . (7.11)
There is an existing calibration for the applied image plate type MM 3.0 with top coating for
5.8 keV giving ηI P=1.3 mPSL/photon [Philipp, 2011]. In this energy regime, the IP response is
approximately linear [Meadowcroft et al., 2008]. Therefore, for a photon energy of 4.75 keV, an IP
response of ∼1.1 mPSL/photon can be assumed. Applying equation (7.11) gives a mean laser to
X-ray conversion efficiency of ηL ≈4.8×10−3 with a standard deviation of 2×10−3 for the experi-
ments presented in this thesis [Roth, 2012]. This is a relatively high value in comparison to other
527 nm laser systems where such experiments have been performed and conversion efficiencies
from 1×10−3 to 3×10−3 have been measured [Glenzer and Redmer, 2009].
7.2.4 Estimated heating of the carbon sample by probe radiation X-rays
Knowing the values of X-ray conversion efficiency ηL, it is possible to estimate the energy that is
deposited by the probe radiation within the carbon sample. Fortunately, only the 4.75 keV radia-
tion is able to transmit through the titanium backlighter foil efficiently. More energetic Lyman-α
photons are not produced in high numbers and important lines of lower energy only exist in the
region around 1 keV. This photon energy is not high enough to transmit effectively through the









where ∆Ωsample is the solid angle of radiation which can reach the sample. The absorption length
l0 for the photon energy 4.75 keV inside graphite of density 1.84 g/cm
3 is 245µm. τTi accounts for
transmission losses of the titanium foil for its own helium-α radiation. The temperature increase
of the cold sample is then given by dividing the absorbed energy by the heat capacity for constant





The values in the following table are calculated by two assumptions: one exploiting the error
margins for maximum possible heating and one using the mean values for a most realistic scenario.
The values for x1=10µm, msample=1.3×10−9 kg and cV=8000 J/(kg K) are fixed.
EL [J] ηL τTi ∆T [K]
maximum heating 200 1×10−2 0.9 1333
realistic heating 150 5×10−3 0.7 389
As the expected temperatures inside the shock wave are 8000 K to 10000 K (compare chapter
six), the more realistic scenario would add some but not very significant heating. Considering
the maximum approximation, however, the temperature increase would not be negligible. It is
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Figure 7.15: Results of the raytracing routine for calculating the angular distribution of the X-rays.
On the left: a virtual screen at the position of the graphite sample illustrates the inten-
sity distribution which is generated by the pinhole. On the right: resulting distributions
of scattering angles which are recorded by the HOPG spectrometers in comparison the
Bragg-reflections from polycrystalline graphite.
relatively unlikely but these assumptions could give an explanation if effects of higher temperature
are observed by the scattering experiment. Additionally, it is to mention that here only the first
10µm have been considered and the heating inside the graphite sample decreases exponentially
following the absorption curve. However, these first layers are also the most relevant for the
scattering signal (see section. 7.3).
7.2.5 Angular distribution of the X-rays
Another very important quantity for the analysis of the scattering spectra is the distribution of the
scattering angles which is seen by the X-rays spectrometers for the applied backlighter target con-
struction. Hereby, the X-ray source with its size and intensity profile as well as the gold pinhole
with its diameter and distance to the X-ray source have to be considered. This was realized by
implementing a three-dimensional raytracing routine where the source radiation is monitored by a
virtual screen at the graphite position behind the gold pinhole. Then the rays reaching the screen
are send towards a virtual HOPG crystal and the resulting scattering angles from the screen are
collected to form a distribution function.
The results of this raytracing scheme can be seen in figure 7.15. The virtual screen at the graphite
position is shown on the left. The angle distributions for the three scattering spectrometers which
were mounted in the second campaign together with the powder diffraction spectrum of graphite
are shown on the right. The Bragg maxima and their relative intensity were calculated by the
commercial powder diffraction application CrystalDiffract [CrystalMaker Software, 2012].
The angular distributions emphasize that the chosen scattering angles are a compromise of tech-
nical feasibility and an absolutely ideal setup. For example, the 38° spectrometer was aimed to
observe the decrease of the Bragg maxima at 45° but the target chamber dimensions did not allow
for the setup of the spectrometer exactly at this angle. Furthermore, the 126° spectrometer should
ideally not cover a Bragg maximum. Yet, its angle distribution slightly matches a Bragg condition
at 115.5°. Therefore, significant elastic scattering can be expected for cold samples. A larger scat-
tering angle was not feasible due to the target design (the spectrometer has to be shielded from
the X-ray source) and additionally, the target chamber dimensions were not allowing for the im-




Figure 7.16: Sketch of one exemplary path of a scattered X-ray photon.
plementation of a larger scattering angle for this spectrometer as well. A smaller pinhole was not
practicable as a sufficient reduction of its diameter to totally prevent a contribution of the Bragg
maximum would have resulted in about a factor of ten less X-rays at the sample. This would drasti-
cally reduce the quality of the scattering spectra. However, the experience of previous experiments
[Pelka, 2010] gave confidence that slightly covering a small Bragg maximum would not be enough
to produce more elastic scattering from cold graphite than signals of shocked liquid graphite would
show. This assumption has proven to be true within the experiments presented in this thesis (see
section 7.5).
7.3 Absorption characteristics and influence of the shock-driving laser plasma
For the design of experiments and the analysis of obtained scattering spectra, it is important to
know the contributions of the different target regions to the scattering signal. Figure 7.16 shows a
sketch for the pathway of a backscattered photon. For the contribution of a penetration depth x2,
it is important to consider the way into the sample as well as the way out of it. The total absorbed
















Here, l0 is the absorption length and θ the scattering angle. This formula can be used to calculate





where d is the thickness of the graphite sample. This expression is very practical to estimate the
contribution of the shock-driving plasma to the scattering. Analyzing the hydro simulations which
are presented in chapter six shows that in good approximation the first 10µm of the cold graphite
targets are transferred to the hot corona and transport domain by the drive laser. The remaining
matter is either still cold or shocked. During the fist campaign, the graphite sample thickness was
chosen to be 190µm for the scattering experiments. During the second campaign, the thickness
was varied from 120µm to 180µm, with a focus on 150µm. The resulting contributions of the
drive laser plasma are shown in the following table.
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Figure 7.17: On the left: A comparison of the transmission spectrometer and the source spectrom-
eter shows nearly no difference in spectral composition. On the right: recorded spec-
trum of the 38° spectrometer which was mounted in the second campaign. The strong
presence of the satellite lines indicates that colder parts of the X-ray source plasma are
visible for this spectrometer.
d[µm] s(d − 10µm, d) for θ=105° s(d − 10µm, d) for θ=126° Transmission
120 2.23 % 4.23 % 61.2 %
130 1.80 % 3.65 % 58.7 %
140 1.45 % 3.17 % 56.3 %
150 1.18 % 2.76 % 54.1 %
160 0.96 % 2.41 % 51.9 %
170 0.78 % 2.11 % 49.9 %
180 0.63 % 1.86 % 47.9 %
190 0.52 % 1.64 % 45.9 %
These values show that the contribution of the drive laser plasma is rather small for all applied
target thicknesses, although around half of the X-ray radiation can transmit through the sample.
7.4 Transmission measurements and 38° spectrometer
The transmission spectrometer was mainly set up to answer the question whether the X-ray spec-
trum which is transmitted through the titanium foil and the pinhole has the same spectral charac-
teristics as the spectrum which is recorded by directly looking at the laser-plasma interaction. A
comparison between the spectra which are recorded by the source and the transmission spectrom-
eters are shown on the left side of figure 7.17. Obviously, there is no notable difference between
the two spectra. The small deviations in the intercombination line and the Li-satellite features can
be explained by the slightly different line broadening.
The spectrometer looking at 38° scattering angle was originally planned to observe the decrease
of the strongest graphite Bragg reflection. Unfortunately, this could not be achieved in the exper-
iment due to a line of sight to outer parts of the plasma corona produced by the backlighter laser.
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Figure 7.18: On the left: PSL image of the exposed image plates for the 126° scattering spectrom-
eter. The white lines enclose the area which is used for determining the scattering
spectra. The corresponding horizontal lineout for this exemplary detector image is
shown on the right.
These plasma parts were still hot enough to generate some titanium helium-α radiation. A typical
spectrum of the 38° spectrometer is shown on the right side of figure 7.17. Due to the relatively
low temperature, the spectrum is significantly different compared to the source radiation from the
hot spot. The main transition is dominated by satellite lines of lithium- and beryllium-like titanium
ions. The presented exemplary 38° spectrum was monitored with a carbon foil in place. Obviously,
it is not possible to decompose the different contributions to the total signal: scattering and the
transmitted radiation from the outer plasma corona.
Additionally, there was another effect which could be observed in connection to the transmis-
sion and the 38° spectrometer: Both instruments showed relatively large signal fluctuations which
are not in direct correlation with the source spectrometer looking from the other side. This is
most probably due to small alignment deviations of the backlighter laser. A spatial variation of
50µm already results in a strong change in the amount of radiation which can be seen by the
two spectrometers. As the signals of the backscattering spectrometers scale very well with the
source radiation (see following section), it seems unlikely that a pinhole closure due to soft X-ray
heating might be responsible for the strong variations. A detailed signal fluctuation analysis of the
transmission and the 38° spectrometer can be found in [Roth, 2012].
7.5 Scattering spectra
In this section, the obtained X-ray scattering spectra are presented, analyzed and discussed. For
these measurements, the circumstances were again slightly different for the two experimental cam-
paigns. Therefore, the scattering results are discussed in two subsections, one for each campaign.
7.5.1 Experimental campaign March/April 2011
During the first experimental campaign, only the 126° backscattering spectrometer was installed.
The relative timing of shock drive and backlighter lasers was varied in the way that scattering data
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scaled to inelastic scattering
Shot/Scold = 1.50
Shot/Scold = 2.00
best fit: Shot/Scold = 1.69
shock release
Figure 7.19: On the left: Scattering spectra for cold and shocked graphite samples [Kraus et al.,
2012]. All scattering spectra are relatively scaled to the integrated intensity of the
recorded source spectrum. A typical source spectrum which is arbitrarily scaled is also
shown. On the right: temporal evolution of the integrated scattered intensity scaled
to the source radiation and the inelastic scattering.
from a shock wave 2.3 ns before breakout, from a nearly completely shocked sample and from
2.5 ns after the shock release could be collected.
Figure 7.18 exemplarily shows an exposed image plate of the 126° scattering spectrometer. The
beryllium filter was working very well: the background level is relatively low and constant. The
region within the white lines is used to obtain the final scattering spectrum. On the right side, the
averaged lineout of this area is shown. As the background is very flat, a small constant value can
be subtracted for background correction. The helium-α, intercombination and satellite peaks can
then be used for energy calibration to deduce the final spectrum from this image.
On the left side of figure 7.19, some of the recorded scattering spectra are shown together with
a typical source radiation spectrum. The elastic scattering feature which conserves the spectral
structure of the source radiation and the energy-reduced inelastic bound-free feature can clearly
be identified by comparison with the source spectrum. Elastic scattering can also be seen for cold
carbon because a Bragg condition at 115° is marginally covered by the angle distribution imple-
mented in the experiment (see section 7.2.5). Additionally, it is to mention that only about half
of the inelastic feature could be collected by the detector. In fact, the cut-off at 4650 eV is due
to a piece of shielding in the way of the radiation path. Unfortunately, this had implications on
the analysis which will be discussed later. However, what can be seen directly from the spectra
of figure 7.19 is that the elastic feature increases strongly for shocked samples. All spectra in this
diagram are relatively scaled to the integrated intensity of the corresponding source spectrum. The
total shock transit time through the 190µm thick graphite samples is 16 ns. As the duration of the
X-ray pulse is only 1 ns, it is possible to follow the shock motion through the sample by using differ-
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Figure 7.20: 126° scattering spectra from which the structure factor is deduced by determining the
ratio of elastic and inelastic scattering. Hereby, only the measured signal which is not
influenced by the cut-off is applied. On the left: scattering from cold graphite. On the
right: scattering from a completely shocked sample.
ent time delays. Because the photons enter the sample from the opposite side of the shock drive,
the signal rises stronger at later times in this backscattering geometry. Due to the exponential
attenuation, the probed regions closer to the X-ray source contribute most to the recorded signal.
As a consequence, the contribution of the shock-driving plasma to the scattering can be estimated
to be only ∼2 % and, thus, can be neglected (compare section 7.3).
The time diagram of the integrated scattered intensity is shown on the right side of figure 7.19.
Hereby, two different scalings have been applied: The data are shown relative to the integrated
source radiation as well as scaled to the inelastic feature. Both scalings show a similar temporal
behavior within the errorbars. This goes well with the expectation that it is only the elastic feature
which increases due to the structure change. Up to the shock release, the data well follow a curve
given by the exponential attenuation of the probe radiation according to section 7.3. Hereby, a
fixed ratio of integrated scattered intensity between shocked and cold matter was assumed. The
best fit is obtained for a ratio of Shot/Scold=1.69. After the shock release, the scattered intensity
is reduced for both scalings. To illustrate the error margins of the fit, additional curves which
correspond to the ratios 1.5 and 2.0 between shock and cold matter, respectively, are drawn into
the diagram.
The increase of the elastic scattering fits well to the expected phase transition to the liquid. How-
ever, a strong Bragg reflection of cold hexagonal diamond is also present at a scattering angle of
∼124° for the applied photon energy (see figure 4.6). Obviously, this angle is well covered by the
angle distribution of the spectrometer. As already mentioned, hexagonal diamond is a possible
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Figure 7.21: PSL images of the exposed image plates for the 105° scattering spectrometer (left) and
the 126° scattering spectrometer (right). The areas which are used for the spectrum
generation and the background subtraction are marked.
phase which could be formed in the shock wave. Around 105°, there is no strong Bragg reflection
of hexagonal diamond which could influence the scattering signal at this angle. This is why such a
spectrometer was mounted within the experiments of the second campaign.
Determining an absolute value of Sii(k) in terms of chapter 4.3 is difficult but possible using
the scattering data of this campaign. Due to the already mentioned significant cut-off in the low
energy part, the inelastic scattering feature is not completely accessible in the measurements. In
fact, about half of the total feature is missing because the detector was locally blocked. However,
it is still possible to fit the bound-free profiles to the spectra and determine the ratio of elastic
scattering to inelastic scattering. Figure 7.20 shows measured spectra for a cold sample and a
completely shocked sample together with synthetic compositions of elastic and inelastic scattering
which is calculated using the source spectrum and the Compton profiles given by the Coulomb
wave assumption (compare section 4.2.3). The resulting structure values are Sii=0.39±0.09 for
the cold case and Sii=0.64±0.11 for the completely shocked sample. The validity of the synthetic
inelastic feature in the region which is not covered by data points is confirmed by the results of the
second campaign. These are presented in the following subsection where also the fit method for
determining Sii(k) is explained in more detail using more appropriate experimental spectra.
7.5.2 Experimental campaign February/March 2012
In the second campaign, the spectrometer looking at the scattering angle of 105° was mounted in
addition to the 126° spectrometer. Figure 7.21 shows exemplarily exposed image plates of both
spectrometers. Since plastic foils instead of beryllium filters had to be used for practical purposes
in this campaign, the background was not as low and constant as in the previous campaign. This is
especially visible in the image obtained by the 126° spectrometer. However, the signal is still well
above noise level and the background did not fluctuate arbitrarily but showed the same character-
istics in every shot. Therefore, two background regions of the same size as the signal area were
defined. These were placed with the same distance above and under the signal area. The average
7.5 Scattering spectra 81


































Figure 7.22: Scattering spectra at 126° and 105° for cold and shocked graphite. All spectra are
relatively scaled to the integrated intensity of the corresponding source radiation
spectrum.












































Figure 7.23: On the left: X-ray scattering spectrum (126°) of high quality fitted by the synthetic
composition of elastic and inelastic feature. On the right: Comparison of the isolated
inelastic feature with the bound-free profiles given by the Coulomb wave assumption
and the impulse approximation.
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profile of the two background areas can then be subtracted from the scattering signal. This method
was very successful in isolating the real signal from the background.
Figure 7.22 shows exemplary scattering spectra of both spectrometers obtained from cold and
shocked samples. The background was eliminated in the described way and the spectral features
of the titanium helium-α line transition were again applied for the energy calibration. All spectra
in these two diagrams are relatively scaled to the integrated intensity of the corresponding source
radiation spectrum. It is clearly visible that, again, the elastic feature increases strongly for shocked
samples at 126°. The inelastic feature, which is completely visible in this campaign, remains nearly
unchanged. The situation at 105° is different. Here, the scattered intensity for both elastic and
inelastic feature is nearly identical for cold and shocked samples. This behavior strongly suggests
the presence of liquid carbon in the shock wave, as discussed in the previous section. If it was
hexagonal diamond instead, the elastic scattering at 105° should be decreased significantly as no
Bragg reflection is covered by the spectrometer in this case.
The clear presence of the inelastic feature within the measured spectra can be applied to determine
absolute values for the structure factor Sii(k). Using the bound-free profiles from section 4.2.3 in
combination with the source spectrum, the scattering data can be compared to synthetic spectra.
This is done for a high quality spectrum on the left side of figure 7.23. The data (gray dots) is
fitted by a synthetic spectrum (blue) which is composed of the elastic (green) and inelastic feature
(red). The inelastic profile is the scaled convolution of the source spectrum and the bound-free
profile. The latter is given by the Coulomb wave assumption in this diagram. By integrating the red
and green curve separately, the ratio xel/x inel of elastic to inelastic scattering in equation (4.42)
can be determined. Since all other quantities on the right side of this equation are known, Sii(k)
can be calculated. In this case, the result is Sii=0.82. The parameters which are necessary to use
equation (4.42) are given in the following table.
Z Zwb k(105°) k(126°) f (105°) f (126°)
6 4 3.82 Å−1 4.29 Å−1 2.47 2.22
The right side of figure 7.23 shows the data where the elastic scattering feature has been sub-
tracted. The remaining inelastic data is fitted by the two bound-free profiles which are presented
in section 4.2.3: the Coulomb wave assumption, which includes asymmetric corrections of the
bound state, and the impulse approximation, which assumes free electrons with a cut-off at the
binding energy. Obviously, the difference of both resulting profiles is relatively small. Thus, con-
sidering the existing noise within the measurements, it is not possible to decide which profile fits
better to the data. As already mentioned, the spectrum presented in figure 7.23 is already one of
the best in terms of signal-to-noise ratio which could be obtained in the experiments. The profile,
which is used for the further analysis and the calculation of the structure values, is the Coulomb
wave assumption. The physics included in this model should be closer to the real processes of the
bound-free scattering.
Figure 7.24 shows the spectrum analysis of scattering data from cold graphite and a nearly com-
pletely shocked sample for the 126° spectrometer. The spectrum from the cold sample is plotted
on the left side, the data from the shocked target on the right. As the scaling of the total signal
is similar in both diagrams, the difference in the ratio of elastic to inelastic scattering between
both cases is clearly visible. The resulting structure values are Sii=0.63±0.05 for the cold case
and Sii=1.10±0.08 for the shocked sample. The examples of figure 7.24 are the two spectra with
the most significant difference between cold and shocked targets. The mean structure value for
cold graphite at the 125° scattering spectrometer is Sii=0.75±0.04 and was determined from six
individual experiment shots. The error estimation is given by the statistical error of the mean
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Figure 7.24: 126° scattering spectra from which the structure factor is deduced by determining the
ratio of elastic and inelastic scattering. On the left: scattering from cold graphite. On
the right: scattering from a completely shocked sample. The ratio of elastic to inelastic
feature is strongly increased for the shocked case.










































Figure 7.25: 105° scattering spectra from which the structure factor is deduced by determining the
ratio of elastic and inelastic scattering. On the left: scattering from cold graphite. On
the right: scattering from a completely shocked sample. The resulting structure factors
are very similar for both cases.
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Figure 7.26: Values for the structure factor deduced from the 105° (on the left) and the 125° (on
the right) scattering spectrometers.
value which is determined from the six separate scattering spectra. This structure value of cold
graphite is significantly larger than in the first experimental campaign. One reason for this effect
is that the focal spot of the PHELIX laser was larger in the first campaign. Thus, the contribution
of the discrete Bragg condition is smaller compared to the remaining angular distribution of the
X-rays. Another reason is that different alignment schemes for the backlighter laser ware used in
the two campaigns. The alignment setup in the first campaign most probably led to slightly larger
scattering angles (∼+2°) due to the shifted position of the X-ray source. This also reduces the
contribution of the Bragg reflection to the scattering spectra from cold graphite.
The analysis of the 105° scattering spectra does not reach a comparable precision as it is ob-
tained for the 126° spectra. Since the momentum transfer within the scattering process decreases
for smaller scattering angles, the energy shift of the inelastic feature is reduced compared to 126°.
Thus, it is more difficult to decompose elastic and inelastic feature. Additionally, the elastic feature
is significantly increased at 105° compared to the scattering angle of 126° for a similar structure
value. This is due to the | f (k)|2 scaling of the elastic scattering (compare section 4.2.1). Therefore,
the ratio xel/x inel is much larger at 105° than it is at 126° for the same structure value. Thus, small
variations of x inel due to noise already have a large impact on the fit result. However, the analy-
sis is possible and scattering at 105° results in a mean structure value of Sii=1.01±0.18 for cold
graphite. This value is larger than for 126° because three significant Bragg angles are covered by
the angle distribution of this spectrometer (compare section 7.2.5). As the structure factor, which
is obtained by the 105° scattering spectrometer for cold and shocked samples, is very similar, it is
not possible to distinguish between the two cases. This is underlined in figure 7.25 where the 105°
scattering spectra which correspond to the 126° data sets of figure 7.24 are shown. For 105°, the
resulting structure factors are nearly unchanged comparing cold and nearly completely shocked
samples.
Figure 7.26 shows the temporal evolution of Sii(k) for the propagating shock wave to the shock
release and beyond. At 105° the resulting structure factor does not change significantly within
the errorbars but stays more or less constant. The measured value directly at the shock release is
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experiment 145±17 GPa 3.9±0.2 g/cm3
experiment 86±11 GPa 3.9±0.2 g/cm3
liquid 3.9 g/cm3 10000 K 173 GPa
liquid 3.9 g/cm3 6000 K 136 GPa
hex. diamond 3.9 g/cm3 7000 K 113 GPa
cub. diamond 3.9 g/cm3 8000 K 123 GPa
Figure 7.27: Comparison of the obtained structure values with the ab-inito simulations.
Sii=0.86±0.25 for this angle. The situation for 126° is different. Here, the structure values well
follow an exponential increase up to the shock release. This curve is defined by the exponential
attenuation of the X-rays inside the carbon samples. Furthermore, a fixed ratio of Sii between
shocked and cold matter is assumed. The best fit is calculated for Sii,shocked/Sii,cold=1.39±0.2
which results in Sii=1.05±0.15 for shocked matter at 126°. After the shock release, the values of
Sii scatter around 1.0 for both scattering angles.
7.6 Conclusions
The velocity measurements illustrate that conditions were achieved inside the shock wave where
the existence of three different graphite phases is possible according to the DFT-MD simulations.
However, the X-ray scattering data clearly prove the presence of liquid carbon inside the laser-
driven shock wave, especially in the experiments of the second campaign. Figure 7.27 underlines
this result. Here, an extract of the DFT-MD simulations is compared to the structure values which
are obtained for completely shocked samples. As stated in section 6.2.2, it is clearly visible that the
chosen scattering angles are very well suited to monitor the carbon solid-liquid phase transition
in this pressure regime. The resulting k-values of 3.82 Å−1 (105°) and 4.29 Å−1 (126°) fall into a
region where the structure factor of the solid phases is not dominated by strong remaining Bragg
maxima. Obviously, the experimental results are in better agreement with the liquid phase than
with both diamond phases.
Figure 7.27 also shows that the Bragg peak of hexagonal diamond which was expected to be
around k ≈4.3 Å−1 does not affect the 126° scattering spectrometer. Due to shock compression
to a density which is larger than the density of cold hexagonal diamond (∼3.3 g/cm3), the Bragg
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maximum is shifted to k ≈4.8 Å−1. Thus, the 126° scattering spectrometer is technically sufficient
to distinguish between solid and liquid phases in this pressure regime. As a consequence, it can
be stated that liquid carbon was also present in the experiments of the first campaign. Here, the
pressures were significantly lower compared to the second campaign. According to the ab-initio
simulations, these conditions would favor the diamond phases over the liquid sate. This suggests
that the relaxation of the shocked material after the transition shock front already starts from a
disordered liquid-like state. According to the hysteresis of the phase transition, the liquid phase
is then still stable over the diamond phases to relative low temperatures and pressures. This is
underlined by the measured structure factor of Sii=0.64±0.11 for the completely shocked sample
in the first experimental campaign. This value fits very well to the DFT-MD calculations for the
liquid phase at 3.9 g/cm3 and 6000 K. Here the liquid is only just stable over the diamond phase
(compare section 6.2). Another explanation for the still existing liquid at this pressure and tem-
perature could be the discussed preheating due to the X-rays from the backlighter source. This is
however relatively unlikely as described in section 7.2.4.
The behavior of the structure factor after the shock release is also reasonable. The measured
value of Sii(k) scatters closely around one which can be explained by the fast density decrease
of the released material. The temperature, however, remains nearly unchanged at this time scale
(compare the hydro simulations of chapter six). Thus, a liquid (or gas) without significant corre-
lations can be expected to be present in the shock release. Such a state corresponds to a more or
less constant value of Sii(k)=1.
Finally, it can be concluded that the presented measurements observed for the first time reliably




Using laser-driven shocks and X-ray scattering techniques, the experiments presented in this thesis
show a successful way to characterize phase transitions in warm dense matter. However this
can only be seen as a start since warm dense matter studies are in general still in a very initial
state. This chapter gives a brief outlook on further improvements of the presented experiments on
the melting of graphite under shock compression. Additionally, different future instruments with
high potential for the investigation of phase transitions in warm dense matter will be discussed.
These are 4th generation light sources, like the LCLS in Stanford or the future European XFEL in
Hamburg, and intense particle beams which can be generated by laser-based acceleration schemes
and future high intensity conventional accelerators like the FAIR facility in Darmstadt.
8.1 Further improvements of the presented experiments
The experiments in the framework of this thesis show the presence of a liquid state in a region
of the carbon phase diagram where the state of matter was not probed experimentally before.
However the real transition from diamond to the liquid state has still not been measured as liquid
carbon seems to be present for all driving intensities of the presented experiments. Thus, the aim of
future experiments should be to find the drive-laser intensity where the diamond-liquid transition
happens on the graphite Hugoniot curve. The high pressure diamond state is also very interesting
as it is not yet clear whether a cubic or hexagonal structure is dominating the crystal lattice in this
case.
A very powerful instrument is definitely the application of graphite types with different poros-
ity. In this way, the initial density can be varied which also results in a larger variety of possible
final states. This would ideally give the possibility to draw an experimentally obtained melting line
into the carbon phase diagram in the regime of 100 GPa for the first time. Additionally, the lattice
structure of the diamond state shortly before melting could be different for varying initial graphite
states. For example, compressing highly oriented pyrolytic graphite (HOPG) parallel to the c-axis
should have a higher probability of forming hexagonal diamond than compressing randomly ori-
ented pressed graphite [Kanel et al., 2010]. The Hugoniot of these materials in the region above
100 GPa could be determined with more accuracy using a VISAR (velocity interferometer system
fo any reflector). Having such a device, especially the particle velocity could be determined with
much more precision compared to the multi-frame shadowgraphy method. A VISAR for the char-
acterization of laser-driven shocks was constructed very recently at GSI [Ionita et al., 2012] and
can be applied in future experiments.
Another obvious improvement would be a more planar shock drive into the graphite samples.
This requires a larger focal spot and thus a significantly larger drive laser energy to keep the
intensity similar. Unfortunately, the nhelix laser system is not capable to deliver these en-
ergies. But as a matter of fact, an experiment at a more powerful laser facility is already
around the corner. Following the success of the experimental campaigns at GSI, a proposal
for a more advanced experiment at the VULCAN laser facility of the Rutherford Appleton Lab-
oratory has been approved and is already scheduled for January/February 2013. Figure 8.1
shows the planned experimental setup at the target area west of VULCAN. The combination of


















a) 10 µm vanadium foil
b) 500 µm pinhole
c) 100 µm carbon sample
Figure 8.1: Sketch of the planned experimental setup at target area west of the VULCAN laser at
the Rutherford Appleton Laboratory, UK.
plates will be applied to smooth the intensity profile of this large spot. Another modification
is that a high energy short pulse will be used to produce the X-rays for backlighting. A laser
intensity of ∼1017 W/cm2 can produce K-α radiation very efficiently [Kritcher et al., 2009; Neu-
mayer et al., 2010]. A K-α backlighter has numerous benefits compared to thermal helium-α
sources: The duration of the produced X-ray flash is in the order of the laser pulse length (20 ps
in this case). Therefore, the time resolution will be strongly improved using a short pulse laser.






















backward scatter angle distribution
forward scatter angle distribution
graphite powder diffraction 4.95 keV
Figure 8.2: Angle distributions for the planned
experiment at VULCAN.
Additionally, the line width of a K-α transi-
tion is much smaller than the corresponding
helium-α transition because the satellite lines
are not as distinct and only exist on the high
energy side of the main transition. Thus, it
will be easier to distinguish elastic and inelas-
tic features in the obtained scattering spectra.
Furthermore, K-α radiation is mainly produced
in the cold material where the backlighter
laser hits the target foil and not in the plasma
corona. This will give a much better chance to
observe forward scattering which is not over-
laid by source radiation from the corona as it
was in the campaigns presented in this the-
sis. The reduced line width would then also
allow for the observation of possible plasmon
features [Glenzer et al., 2007; Neumayer et al.,
2010]. Finally, the chosen line transition is op-
timal for this kind of experiment as it is easily
possible to implement forward and backward
scattering angles where no strong graphite Bragg condition is fulfilled (see figure 8.2). Thus,
this experiment will allow for the measurement of the carbon melting line around 100 GPa using
different types of graphite as initial state.
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8.2 Isochoric heating with intense laser-generated particle beams
An alternative way to produce well-defined warm dense matter states is the isochoric heating with
intense particle beams. The still young technique of laser-accelerated proton beams proved to be
able to heat solid-density samples up to temperatures of ∼20 eV before expansion occurs [Dyer
et al., 2008]. By focusing the generated proton beams using special target geometries, even higher
temperatures may be possible [Patel et al., 2003; Bartal et al., 2011]. With this method, differ-
ent states of matter can be accessed compared to the shock-compression technique. Additionally,
there is some overlap of the two methods. For example, isochoric heating of diamond, which has
a density of 3.52 g/cm3 would lead to similar states around the melting region as those which can
be accessed by shock-compression of porous graphite.
The combination of laser-accelerated proton beams and X-ray scattering in the same experi-
ment provides some difficulties. Since efficient laser-driven particle acceleration requires rela-
tivistic intensities of at least 1018 W/cm2, the parallel production of high energy X-rays and even
gamma-rays cannot be avoided. This results in very high background and noise levels on the
X-ray detectors, often totally covering the relatively faint scattering signals [Pelka, 2010]. Fortu-
nately, significant progress concerning shielding techniques could be achieved in the past years
which allows for an improved analysis of scattering spectra from samples which were heated by
laser-accelerated protons.
8.3 4th generation light sources
Looking further into the future, the most promising tools to study ultra-fast atomic dynamics are
X-ray free electron lasers, often called 4th generation light sources. At the moment, there is only
one facility of this kind existing worldwide: the Linac Coherent Light Source (LCLS) in Stanford.
However, there are many more to come in the future, for example the European XFEL in Hamburg,
the SACLA(XFEL) facility in Japan or the MARIE facility in Los Alamos. These machines will
definitely be a big pillar to study microscopic states of warm dense matter in the future. LCLS,
for example, currently offers 1011-1012 directed and coherent photons with a pulse duration of
70-300 fs. The photon energy can be varied from 4 keV to 25 keV and is highly monochromatic
(∆E/E ≈0.2 %) compared to laser-driven line transitions. Thus, XFELs are the perfect backlighter
for X-ray scattering experiments on warm dense matter. However, these machines sill require
instruments to produce WDM states. At LCLS, there is the Matter at Extreme Conditions (MEC)
facility which offers a long pulse and a short pulse laser in addition to the X-ray beam. The
long pulse option (50 J in 2-200 ns) is comparable to the nhelix system at GSI and is aimed to
drive shock waves into samples to produce WDM states. Therefore, the experiments presented
in this thesis could be repeated with much higher accuracy at the MEC facility which started the
commisioning phase in 2012. For the far future, it is even planned to set up monochromators at
LCLS which would allow for a band width which is small enough to even resolve the collective
atom/ion dynamics in warm dense matter. Such a measurement is urgently needed to test existing
warm dense matter models.
8.4 Perspectives for WDM experiments at FAIR
Another upcoming facility which will give the possibility for a unique investigation of WDM is
the Facility for Antiproton an Ion Research (FAIR) which is under construction next to GSI in
Darmstadt. High intensity ion beams will allow for specific energy depositions of several hundred
thousand Joules per gram which leads to pressures up to several 100 GPa. With a focal spot size
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of ∼1 mm this technique can produce relatively large and long-living WDM in the laboratory. In
contrast to XFEL facilities, which are more aimed to study fast non-equilibrium dynamics, ion-
beam-generated WDM can be used for the investigation of homogeneous samples in equilibrium.
A high energy laser is planned to be built at the plasma physics experimental cave at FAIR.
This machine is mainly aimed to produce backlighter X-ray radiation for scattering and radio-
graphy purposes. In fact, X-ray scattering will be a central diagnostics for all three upcoming
plasma physics experiments at FAIR. As the experiments presented in this thesis were the first
X-ray scattering experiments ever performed at GSI, this work should be continued facing the up-
coming FAIR facility. The available PHELIX laser system offers capabilities to further develop and
test backlighter principles which can be applied for FAIR. Furthermore, the recently implemented
two-beam option allows for pump-probe experiments directly at PHELIX without using the nhelix
laser system. Here, the further investigation of carbon in warm dense matter states is imaginable
following the previous experiments. Finally, cryogenic targets, which are currently developed at TU
Darmstadt [Menzel, 2010; Bedacht et al., 2012], would open the possibility to investigate warm
dense hydrogen which would directly address fundamental astrophysical problems.
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