We study an NP-hard (and MaxSNP-hard) problem in trees-Multicommodity Demand Flow-dealing with demand flows between pairs of nodes and trying to maximize the value of the routed flows. This problem has been intensively studied for trees as well as for general graphs mainly from the viewpoint of polynomialtime approximation algorithms. By way of contrast, we provide an exact dynamic programming algorithm for this problem that works well whenever some natural problem parameter is small, a reasonable assumption in several applications. More specifically, we prove fixed-parameter tractability with respect to the maximum number of the input flows at any tree node.
Introduction
As a rule, most hard problems on graphs turn easy when restricted to trees. There are, however, notable exceptions of important graph problems that remain hard even in trees. A well-known example is the Bandwidth Minimization problem restricted to trees of maximum degree three where it still remains NP-complete [10] . In this paper, we deal with another well-studied graph problem that remains NP-complete when restricted to trees. The problem is Multicommodity Demand Flow in Trees (MDFT), where the tree edges have limited capacities, each demand (i.e., flow) between two nodes has a certain value and each successfully routed demand brings a certain profit; the goal is to maximize the profit by routing as many and as good flows as possible. We refer to Sect. 2 for more details and formal definitions. It follows from the work of Garg, Vazirani, and Yannakakis [8] that this problem is NP-complete and MaxSNP-hard. Moreover, constant-factor polynomial-time approximation algorithms are known [4, 8] . By way of contrast, we investigate the exact solvability of this problem by fixed-parameter algorithms.
Exact algorithms for NP-hard problems have become a flourishing field of research [6, 9, 12, 13] . In particular, fixed-parameter algorithms are now often seen as valuable alternatives to approximation algorithms. The basic idea is to try to derive exact algorithms with a combinatorial explosion (i.e., exponential running time factor) that can be confined to some (hopefully small) problem parameters. Formally, a parameterized problem is fixed-parameter tractable if it has a solving algorithm that runs in O(f (k) · n c ) time, where f is an arbitrary computable function only depending on k, k is the input parameter, n is the problem size, and c is a constant [6, 12] (see [5, 7, 11] for recent surveys). Meanwhile, many successful examples of fixed-parameter algorithms for hard problems exist. Here, we contribute one further example of this sort, complementing previous work on approximation and fixed-parameter algorithms. More precisely, we show that MDFT is fixed-parameter tractable with respect to the parameter "maximum number of the input flows running through or to any node of the input tree network." Interestingly, as further discussed in the concluding section, there is no hope for fixed-parameter tractability for MDFT when replacing in the parameter the term "node" by "edge". Our new fixed-parameter algorithm for MDFT is conceptually simple enough to allow easy implementation and, also because of that, may appear as profitable alternative to existing approximation algorithms.
Problem Definition and Previous Results
The Multicommodity Demand Flow in Trees (MDFT) problem is defined as follows.
Input: A tree network T = (V, E), where each edge e is associated with an integer c(e) > 0 as its capacity, and a collection F of flows which is encoded as a list of pairs of nodes of T ,
Each flow f ∈ F has associated an integer demand value d(f ) > 0 and a real valued profit p(f ) > 0. Task: Find a routable subset F ⊆ F which maximizes p(F ) := f ∈F p(f ).
A subset F ⊆ F is routable (in T ) if the flows in F can be simultaneously routed without violating any edge capacity of the tree.
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The tree T is termed the supply tree. Throughout this paper let n := |V | and m := |F |. The nodes u, v are called the two endpoints of the flow f = (u, v). Note that, for a tree, the path between two distinct nodes is uniquely determined and can be found in linear time. Thus, we can assume that each flow f = (u, v) ∈ F is given as a path between u and v. We use F v to denote the set of demand flows passing through node v. A demand flow passes through node v if it has v as one of its endpoints or v lies on the flow's path.
It follows from the results of Garg, Vazirani, and Yannakakis that MDFT is NP-complete and MaxSNP-hard even in the case of unit demands and unit profits [8] . For this special case of unit demands and unit profits, they gave a factor-2 polynomial-time approximation algorithm. Recently, Chekuri, Mydlarz, and Shepherd [4] showed that in the special case of MDFT with unit demands but arbitrary profits the natural linear programming relaxation yields a factor-4 approximation. They further showed that, under the assumption that the maximum flow demand is at most the minimum edge capacity, in the general case with arbitrary demands and arbitrary profits the natural linear programming relaxation of MDFT has an integrality gap of at most 48, improving previous work of Chakrabarti et al. [3] which dealt with path instead of tree networks. We refer to Chekuri et al. [4] and Garg et al. [8] with respect to further relevance of studying MDFT. Both papers, however, concentrate on the polynomial-time approximability of MDFT and its still NP-complete special cases. Concerning exact algorithms, we are only aware of the recent work of Anand et al. [1] where (a special case of) MDFT is referred to as "call admission control problem." For the special case of MDFT restricted to instances with unit demands and unit profits, they presented a fixed-parameter algorithm with running time
, where |I| denotes the size of the input instance and d denotes the number of flows to be rejected in order to "enable" all remaining flows. Hence, their version of MDFT is fixed-parameter tractable with respect to parameter d defined in this way.
By way of contrast, for the general MDFT problem, we subsequently show that it is fixed-parameter tractable with respect to the new parameter k := "maximum number of the input flows passing through any node of the tree network," i.e., k := max v∈V |F v |. The running time is O(2 k · mn). The corresponding fixed-parameter algorithm is superior to approximative solutions whenever k is of limited size, a realistic assumption for several applications. Table D e for edge e = (u, v) with
The fixed-parameter algorithm is based on dynamic programming. We begin with some agreements that simplify the presentation and analysis of the algorithm. Then, we describe the algorithm in detail and after that we prove its correctness and analyze its time complexity. Finally, we briefly discuss a very special case of MDFT on paths which can be easily solved in linear time.
Agreements and Basic Tools
We assume that we deal with arbitrarily rooted trees. Thus, an edge e = (u, v) reflects that u is the parent node of v. In particular, using the rooted tree structure, we will solve MDFT in a bottom-up fashion by dynamic programming from the leaves to the root. In this context, we use T [v] to denote the subtree of the input tree rooted at node v.
The core idea of the dynamic programming is based on the following definition of tables which are used throughout the algorithm. For each edge e = (u, v) with Fig. 1 . Table D e has 2 kv rows which correspond to all possible k v -vectors a over {0, 1}, i.e., binary vectors having k v components. Each of these vectors represents a route schedule for the flows in 
Dynamic Programming Algorithm
The algorithm works bottom-up from the leaves to the root. Having computed all tables D e for the edges e connected to the root node, MDFT will be solved easily as pointed out later on. The algorithm starts with "leaf edges" which are initialized as follows. For an edge e = (u, v) connecting a leaf v with its parent node u, the table entries for the at most 2 k rows a can be easily computed as
Then, the main algorithm consists of distinguishing between three cases. Moreover, we use F e and F e to denote the sets of flows passing through e and e and we have F e = F u ∩ F v and F e = F v ∩ F w . First, if F e ∩ F e = ∅, then the given instance can be divided into two smaller instances, one consisting of subtree T [v] and the flows inside it and the other consisting of the original tree without the nodes below v and the flows therein. The optimal solution for the original instance then is the sum of the optimal solutions of the two smaller instances. An optimal solution of the first smaller instance is already computed and it is obtained from a maximum entry of table D e . In order to compute an optimal solution of the second smaller instance, we can treat v as a leaf and proceed as for leaf edges as described above.
Second, if F e ∩ F e = ∅, then there are some flows passing through both e and e . Recall that entry D e (a) for a k v -vector a shall store the maximum profit with respect to the route schedule encoded by a that can be achieved by the flows with at least one of their endpoints in T [v]. We partition F v into two sets, F v ∩ F w and F v \ F w . The value of D e (a) is thus the sum of the maximum of the entries of D e which have the same route schedule for the flows in F v ∩ F w as encoded in a, and the profit achieved by the flows in F v \ F w obeying the route schedule encoded by a. Let
To easier obtain the maximum of the entries of D e which have the same route schedule for the 3 Clearly, B v and B w refer to the same sets of demand flows. Note, however, that they may differ due to different "naming" of the same flow in the two tables D e and D e . flows in F v ∩ F w , we condense table D e with respect to B w . The condensation of D e with respect to B w is to keep only the components of the k w -vector a of D e which correspond to the demand flows in F v ∩ F w . More precisely, for a route schedule a condensed with respect to B w , we obtain D e (a ) := max{D e (a ) | a = π (B w ) (a )}.
Herein, π (B w ) (a ) returns the projection of a onto the j components of a that correspond to B w . Then, using A := {i | f v i ∈ F e } to refer to the set of the flows in F v passing through edge e, the entries of D e are computed as follows.
Obeying the route schedule encoded by the k v -vector a, the terms D e (π B v (a)) and i∈(r(a)\B v ) p(f } to denote the sets of flows passing through nodes u, v, w 1 , and w 2 . As in Case 1,
With the same argument as in Case 1, if one of F e ∩ F e and F e ∩ F e is empty, we can divide the given instance into two smaller instances and solve them separately. Thus, we assume that they are not empty. Similar to Case 1, we "partition"
For a k vvector a, one might simply set D e (a) equal to the sum of the maximum of the entries of D e which have the same route schedule as encoded in a for the flows in F v ∩ F w 1 , the maximum of the entries of D e which have the same route schedule as encoded in a for the flows in F v ∩ F w 2 , and the profit achieved by the flows in (F v \ F w 1 ) \ F w 2 obeying the route schedule encoded by a.
, that is, due to the tree structure, F w 1 ∩ F w 2 = ∅, then the edges e and e have some common flows. Then, for each flow between T [w 1 ] and T [w 2 ] scheduled to be routed in both subtrees, we have to once subtract its profit from the sum to avoid double counting. Let
Note that |B 
Then, using A := {i | f v i ∈ F e }, the entries of D e are computed as follows.
Herein,
In order to avoid double counting of common flows of edges e and e , γ has been subtracted in the above determination of D e .
Case 3. Consider an edge e = (u, v) connecting two non-leaf nodes u and v where v has l > 2 children w 1 , w 2 , . . . , w l .
We add l − 2 new nodes v 1 , v 2 , . . . , v l−2 to T and we transform T into a binary tree. Each of these new nodes has exactly two children. Node v 1 is the parent node of w 1 and w 2 , v 2 is the parent node of v 1 and w 3 , and so on. Thus, v becomes the parent node of v l−2 and w l . The edge between w i and its new parent node is assigned the same capacity as the edge between w i and v in the original tree. The edges (v, v l−2 ), (v l−2 , v l−1 ), . . . , (v 2 , v 1 ) between the new nodes obtain unbounded capacity. The flows have the same endpoints as in the original instance. It is easy to see that the solutions for the new and the old tree are the same, and thus Case 1 and Case 2 suffice for handling the new binary tree. This concludes the description of the dynamic programming algorithm.
Main Result
The above described dynamic programming algorithm leads to the following.
Theorem 1 MDFT can be solved in O(2 k · mn) time, where k denotes the maximum number of demand flows passing through any node of the given supply tree, i.e., k := max v∈V |F v |.
PROOF. The correctness of the algorithm basically follows directly from its description. To this end, however, note that when the D-tables of all edges of the supply tree are computed, we may easily determine the final optimum by comparing the tables of the without loss of generality at most two edges leading to the root. Moreover, by means of a top-down traversal from the root to the leaves we can easily determine the actual subset of routable flows that led to the overall maximum profit. We omit the straightforward details here.
Concerning the algorithm's running time, observe that table D e for edge e = (u, v) has at most O(2 k ) entries. For a node v with more than two children, as described in Sect. 3.2, we add some new nodes to construct a binary tree. The resulting tree at most doubles in size. Moreover, since Chekuri et al. [4] mention that MDFT restricted to paths and unit flow demands can be solved in polynomial time by linear programming or combinatorially by a minimum cost circulation problem [2] . We describe a very simple linear time algorithm that solves this problem when further restricted to unit profits.
The algorithm starts at the left end of the supply path. While not reaching the right end of the path, it does the following.
(1) Check whether the capacity of the current edge e = (u, v) suffices, where u is the left endpoint of e and v is the right endpoint. The solution is simply given by the set of non-removed demand flows.
Proposition 2 MDFT restricted to paths as supply tree, unit flow demands, and unit profits can be solved in O(m + n) time.
PROOF. The above algorithm is obviously correct. After simple preprocessing, we know the length of each demand flow. Then, we can proceed from left to right in O(n) main steps. All steps together need to remove at most O(m) demand flows, yielding O(m + n) running time. 2
Conclusion
Employing dynamic programming, we obtained a fixed-parameter tractability result for Multicommodity Demand Flow in Trees. Our result complements previous work mainly dealing with the polynomial-time approximability of this and related problems. We claim that our exact algorithm is conceptually simple enough to be valuable in practice. Clearly, the immediate challenge is to significantly improve the exponential time bound of our algorithm.
Note that the parameter in our fixed-parameter tractability result relates to the maximum number of flows passing through any node of the input tree. The natural question arises what happens when we replace "node" by "edge". Somewhat surprisingly, a simple adaption of an NP-completeness proof of Garg et al. [8, Theorem 4.2] shows that MDFT is NP-complete even when there are at most six demand flows passing through an edge. Hence there is no hope for fixed-parameter tractability with respect to the parameter "maximum number of demand flows passing through any edge of the tree network". Finally, as pointed out by an anonymous referee, it seems worth studying the complexity of MDFT when parameterized by the number of the demand flows through any node in a solution instead of the number of demand flows through any node in the input (as we did here). We leave it as an open question to investigate the parameterized complexity for this modified parameterization.
