i = 0O,.. .,Ny,t= 0O,..., 9T-19 where E(ui,t+ IZt) = E(ui,t+1F,t+1I Zt) = 0 for all i, j, and t. For any set of asset returns there is some (conditional) mean variance efficient portfolio such that equation (1) describes expected returns using this portfolio as the single factor (Roll 1977) . The content of any beta pricing model is therefore the discipline imposed in modeling the factors. The goal of this study is to use standard factors, used in previous studies of unconditional mean returns, and to assess their usefulness in explaining asset return predictability over different investment horizons. Given the factors, we first examine models which assume that the betas are fixed parameters over time (bi1t = bi1 for all t). Stambaugh (1983) and Connor and Korajczyk (1989) derive versions of the APT with conditioning information, in which the risk premiums are time-varying and the betas are fixed parameters. We also test the constant beta hypothesis, and in Section VI we allow for time variation in the betas.
The first set of risk factors are prespecified economic factors similar to Chen et al. (1986) and Ferson and Harvey (1991) , who studied monthly data after World War II. We extend the sample back to 1927 to study longer-horizon rates of return. Mimicking portfolios are constructed from individual common stocks for the factors which are not asset returns. A mimicking portfolio is defined as a portfolio that may be used in the factor model regression (2) to determine the betas and whose expected excess return is the risk premium in equation (1) (see Huberman, Kandel, and Stambaugh 1987) . Mimicking portfolios are used because if the risk factors are not traded assets, the model implies no specific relation between the expected values of the factors and the expected risk premiums. The construction of the mimicking portfolios is described in the appendix.
The second approach to selecting the factors is motivated by previous studies of the APT. The APT assumes that the factors capture the important comovements in asset returns. We use the asymptotic principal components methods of Connor and Korajczyk (1986 to estimate the common factors and select the first five principal components ordered by their eigenvalues.3 This is representative of previous studies which examined APT pricing for unconditional expected returns and allows comparisons with the five economic variables. Equation (1) should describe expected returns using any set of variables for which the error terms in (2) are uncorrelated with marginal utility. While there is no claim that a unique set of variables captures the relevant economic risks, the performance of the two approaches remains an interesting empirical question.
III. Methodology

A. Regression Tests
Our first set of tests uses time-series regressions of returns on the factor-mimicking portfolios and a vector of predetermined instru-3. We extract principal components from the T x T cross-sectional moment matrix (rr')/N, where there are N assets and T time-series observations, and r is a T x N matrix of returns in excess of a Treasury bill. This allows the factor premia to be time-varying but assumes that the factor loadings of the individual securities are fixed parameters. This does not imply that portfolios formed with time-varying weights must have fixed betas. We use returns in excess of the Treasury bill. If the bill return is a function only of systematic risk factors, then asymptotic principal components deliver factors which approximate mimicking portfolio returns in excess of a zero beta rate (see Korajczyk and Viallet 1989 We use excess returns rit = Rit -Rft, where Rft is the return of a 1-month Treasury bill. For multiple-month returns, we use the return to a strategy of rolling over the 1-month bill each month as Rft. The subscript i indicates the regression for a given asset. The symbol Zp,t-I denotes the value of predetermined variable p at period t -1, and Fjt denotes the excess return of the mimicking portfolio for factor j at period t. We assume that the conditional betas ij are fixed parameters over time, where i = bijt -bjt, and bfjt is the conditional beta of the Treasury bill. The model implies that rit -1K 1 ,iiFit should have a conditional mean equal to zero given the information Zt-In particular, xiO should be zero, and the predetermined variables should not enter the regression. The joint hypothesis may be examined by testing the restrictions that the aio and the acip's are equal to zero in (3). 4 If the predetermined variables were not in the regression (3), the (xi, should be zero if the model explains the assets' unconditional expected returns. Such tests are conducted in previous studies, which found that ci, = 0 can be rejected in models with a small number of factors.5 However, our main interest in this article is the ability of the models to capture the predictable variation in returns over time. We therefore focus on the restrictions that the cXip = 0, p = 1, . . , L. In essence, these tests examine whether the violations of the model vary through time and are correlated with the lagged variables.
If we reject the hypothesis that the lagged variables may be excluded from the regression (3), we reject a joint hypothesis which includes constant betas. If the betas for a given set of factors actually depend on Zt-1, this could cause a rejection of the exclusion restrictions. Thus, a rejection of the model (3) may be interpreted as indicating either time-varying betas or the need for additional factors. In general, there is an isomorphic relation between a fixed-beta model with a larger number of factors and a time-varying beta model with a smaller number. Additional factors may often be constructed to "control" the time variation in beta. See Cochrane (1992) for further discussion of this point. 4 . Since the mimicking portfolios Fjt are estimated using a finite sample of assets, the small sample estimation error implies an errors-in-variables problem for the regressions. However, the simulation evidence in Connor and Korajczyk (1988a) 
B. Decomposing Return Predictability
The regression tests ask the model to explain 100% of the variance of the returns that is predictable from regressions on the lagged variables Zt-1. This is an extreme test, since no model is perfect. It is interesting to measure the fraction of the predictability that is captured by the model. We therefore estimate a ratio, VR1, which is the predictable variation in a return that is explained by the product of its betas and the expected premia, divided by an "unrestricted" estimate of the predictable variation. We estimate a system of moment conditions: The ratio VR1 is the predictable variance in the return that is attributed to the model, relative to the total predictable variance in the return, given Z-1. Ferson and Harvey (1991) estimate variance ratios similar to VR1, using a multiple-step regression procedure. They are forced to use simulations to estimate standard errors for the variance ratios. In our formulation the GMM provides consistent estimates of the model parameters, including the variance ratios, their asymptotic standard errors, and a goodness-of-fit test.6 The approach can be further extended to examine other functional forms for the conditional betas and other asset-pricing hypotheses. Ferson and Harvey (1993) and Section VI below provide examples.
The advantages of the system (4) come with some costs. Since the number of moment conditions in the system is large, we are unable to pool the equations across the assets. The empirical model therefore does not impose the restriction that the conditional risk premiums are common across assets (-yi = -y). More powerful tests could in principle be constructed by using the cross-sectional restrictions. We address this issue by checking the sensitivity of our inferences using crosssectional methods, which do estimate a common risk premium. Although asset-by-asset estimation of the model means that we cannot impose all of the restrictions implied by the model, asset-pricing models do impose restrictions for individual assets. In addition, an assetby-asset examination allows us to see which of the asset returns present more of a challenge to the model.
IV. The Data
A. Common Stock Returns
For the purposes of extracting asymptotic principal components and forming mimicking portfolios, we use monthly stock return data for all individual firms listed on the New York Stock Exchange (NYSE) and 6. The number of orthogonality conditions in the system (4) is (L + 1)(2K + 1) + 3, and the number of parameters is (L + 1)(K + 1) + K + 3 for a one-asset system. The model is estimated separately for each asset to keep the size of the system tractable. The model is overidentified, with degrees of freedom equal to the difference between the number of orthogonality conditions and the number of parameters, which is K x L. The overidentifying conditions are used to construct a x2 test of the model specification, as in Hansen (1982) . Given the simulation evidence of Ferson and Foerster (1994) , we use an iterated GMM procedure for improved finite sample properties, and we adjust the standard errors for finite sample bias using the correction factor suggested by Ferson and Foerster (1994) We test the models using portfolios grouped according to market capitalization and industry affiliation. Ten value-weighted portfolios are formed by CRSP according to size deciles of the combined NYSE + AMEX sample, based on the market value of equity outstanding at the beginning of each year. We also form 12 portfolios according to the 2-digit Standard Industrial Classification code, using the same groupings as Breeden, Gibbons, and Litzenberger (1989) and Ferson and Harvey (1991) . These portfolios are value-weighted each month.
It is common in the empirical literature on multiple-horizon returns to use continuously compounded returns. This is convenient because a long-horizon return is then the sum of the short-horizon returns.7 However, in our context continuously compounded returns are not appropriate for a number of reasons. The discrete time first-order condition which motivates (1) states that expected returns are related to the conditional covariances of returns with the marginal utility for wealth. Wealth depends directly on the simple, arithmetic rate of return to an optimal portfolio. Moreover, continuously compounded portfolio returns are not the portfolio-weighted averages of the securities' continuously compounded returns. Continuous compounding implies that the mimicking portfolios and the estimators in cross-sectional models lose their interpretation as portfolio returns. Therefore, in this article we use simple, arithmetic returns.8
Using a model like equation (1) to "explain" the predictability of 7. For example, when returns are continuously compounded, there are at least two alternatives to estimating a regression of long-horizon (sum of) returns on a predetermined variable, z. One is to regress the single-period return on a sum of the lagged zs (Hodrick 1992) . Another is to regress the single-period return on the single period z, posit an autoregressive model, and infer the long-horizon coefficient (Kandel and Stambaugh 1990). These approaches can provide the same information because the longhorizon return is the sum of the short-horizon returns.
8. While it is clear that continuously compounded returns are not appropriate in our setting, it may not be clear how important is the distinction for our results. We therefore conduct an experiment, in which we regress R, -ln(l + R,) on Z-1, where R, represents the simple, arithmetic return, and the Zt-I are our predetermined instruments. The regressions show significant predictability in the difference between the simple and continuously compounded returns. Therefore, evidence on the predictability of one type of return (simple) cannot be used to make direct inferences about the predictability of the other type (continuously compounded). Indeed, finding predictability in the difference should not be surprising in view of the fact that the expected difference is, to a first approximation, proportional to the conditional variance of the return. There is much evidence in the literature for time variation in conditional variances (for a review, see Bollerslev, Chou, and Kroner 1992). asset returns with data for different investment horizons raises other interesting issues. The risk premiums and betas are not in general invariant to the return measurement interval (Levhari and Levy 1977; Handa et al. 1989; Longstaff 1989 ). Therefore, our analyses for different investment horizons should not be interpreted as the same model applied to various horizons but as alternative specifications of the asset pricing model. When we study monthly (quarterly, annual, 2-year) returns, the model assumes that the representative investor makes consumption and investment decisions at monthly (quarterly, annual, 2-year) frequencies.
B. The Predetermined Information Variables
We study predictability based on a collection of variables suggested by previous studies. They are: (1) the level of the 1-month Treasury-bill rate (TB), (2) the dividend yield of the CRSP value-weighted NYSE stock index (VWYLD), (3) a detrended stock index price level (PLEV), (4) a measure of the slope of the term structure (TERM), (5) a quality-related yield spread in the corporate bond market (QUAL), and (6) a dummy variable for the month of January (used in monthly and quarterly data).9
The 1-month bill rate used to predict the future returns is from the CRSP RISKFREE files.'0 The lagged dividend yield is the stock index level at the end of the previous month, divided into the previous year's dividend payments for the index. The lagged price level PLEV is formed by dividing the average level of the CRSP equally weighted stock index with dividends over the past 12 months by the level at the end of the previous month. TERM is the difference between the lagged yields-to-maturity of bonds in the composite bond index with more than 15 years to maturity, less the yield of bonds with 5-15 years to maturity. QUAL is the lagged yield to maturity of Baa-rated bonds, less the yield of Aaa-rated bonds. Fama (1990) for the corporate term spread; Fama (1990) for the quality-related yield spread; and Keim (1983) for the January dummy variable.
10. We express the excess returns relative to 1-month bills from Ibbotson Associates. These are the monthly returns for the shortest maturity bill with at least 1 month to maturity. We use different bill series to minimize the risk of spurious correlation between the excess returns and the lagged instruments which could arise from common measurement errors in the prices of Treasury bills.
11. We are grateful to Roger Ibbotson for making these data available.
as a stock market factor. Second is a real interest rate factor, measured as the nominal 1-month Treasury-bill rate less the rate of change in the consumer price index. Third is an unexpected inflation factor, measured as the difference between the ex post monthly percentage change in the consumer price index and a simple, time-series model for the expected rate of inflation.12 Fourth is a corporate default risk factor, measured as the difference between the monthly returns of low-grade corporate bonds and high-grade corporate bonds. The high-grade corporate bond return is the Ibbotson and Sinquefield series from CRSP, and the low-grade bond return is from Blume, Keim, and Patel (1991).13 Fifth is a term structure risk factor, measured as the difference between the return of a long-term U.S. government bond and a 1-month Treasury bill. We form mimicking portfolios for the inflation and real interest rate factors using monthly individual common stock returns, as described in the appendix. For longer horizons we compound the monthly rates of return and express them net of the return to rolling over a 1-month Treasury bill.
V. Empirical Results
A. The Predictability of Stock Returns
All of our results are based on nonoverlapping returns data. The alternative strategy of using overlapping data can improve estimation efficiency by increasing the number of observations (Hansen and Hodrick 1980) . However, the efficiency gains are likely to be small when the regressors are highly autocorrelated, as is the case in our data (Boudoukh and Richardson 1994). Overlapping data also cause problems. They induce autocorrelation into the error terms, which can bias regression R2s. In the presence of overlapping data, the consistent estimators of the covariance matrix require the estimation of a number of autocovariances, which causes the standard errors to be understated in finite samples (Richardson and Smith 1991; Goetzmann and Jorion 1993; Nelson and Kim 1993). Compared with the simple regression settings that have been studied in the previous literature, our GMM setting is more complex and is nonlinear. The finite sample problems caused by overlapping data are likely to be more severe in such settings. We therefore use nonoverlapping data for all of the return horizons. Table 1 13. We are grateful to Don Keim for making these data available to us. The regressions for different portfolios are correlated, and inferences using a number of portfolios which do not account for this correlation can be flawed. Table 1 reports joint tests for the size and industry portfolio groups, using heteroscedasticity-consistent Wald statistics which account for the correlation across the equations. These tests strongly reject the hypothesis that there is no predictability.
The predictability in the returns that is summarized by these regressions is the raw material for our study. We want to know to what extent the predictability is captured by the beta pricing models. It is therefore important to establish to what extent predictability actually exists in these data. The question of predictability raises a number of issues and has been the focus of recent controversy. Skeptics have raised a number of questions about the evidence of predictability. We can group the issues into those involving (1) small-sample problems in the statistics used to evaluate the predictability regressions, and (2) "data mining."
The first set of issues refers to the fact that the asymptotic distribution theory for the predictive regressions may be a poor approximation in the sample sizes encountered in practice. There may be finite-sample biases in both the regression coefficients and their standard errors, as well as in the regression R2s. Kirby (1993) presents a finite sample correction for the regression R2s. Table 1 uses his adjustment in the column labeled R2. In our data, the adjustment is typically smaller than the adjustment embodied in the usual adjusted R2s.
Recent simulation evidence of Goetzmann and Jorion (1993) and Nelson and Kim (1993) addresses the finite sample issues, for regressions of returns on the large stocks of the Standard and Poor's composite index against a single lagged predictor, the dividend yield. Nelson and Kim (1993) find that the regression R2s for long horizons using 1872-1987 data are significant at the 5%-10% level, but the evidence of predictability is weaker than it appears using the asymptotic distribution. Goetzmann and Jorion (1993) find similar results using 1927-90 data.
In private communication, Allaudeen Hameed reports simulation results which address the issue of finite sample bias in our data set. He generates 1,000 samples of independent first-order autoregressive variables representing the returns and the vector of the predictor variables that we use, with autocorrelations matching our sample statistics. He replicates the regressions in table 1 for the same sample sizes as ours, generating empirical 5% confidence levels for the R2s of the regressions. He finds that there is a bias in the R2s when there is no relation between the returns and the predictor variables. However, his estimates of the 5% critical values are still much lower than the R2s we report for monthly and quarterly data, and also for the annual data in the second subperiod, which supports the significance of these regressions. In annual and 2-year data for the full sample period, his 5% critical values for the R2s are comparable to those found in the actual data. 14 The second criticism of the predictability regressions is data mining. Data mining refers to the fact that many researchers in finance use the same data, and a chance correlation of future returns with a predictor variable is likely to be discovered as an "interesting" phenomenon.
(See Foster and Smith [1992], Lo and MacKinlay [1990], and Black
[1993] for analyses of data-mining biases in financial studies.) We choose our predictor variables precisely because they have been discovered by previous authors. For our purposes, predictability that is the result of a data-mining bias should be hard to "explain" using the beta pricing models. That is because the risk factors are selected following studies which largely predated the predictability studies in the literature. The factor selection should therefore be independent of any data-mining bias in the predetermined instruments. Since our main 14. We are grateful to Professor Hameed for providing us with the results of his analysis. One caveat is that Hameed's simulations do not take account of heteroscedasticity. Kirby (1993) presents results which suggest that heteroscedasticity can affect the distributional properties of regression R2s. result is that the models do a fairly good job of capturing predictability based on the predetermined instruments, any bias due to previous authors mining the data for instruments should be a conservative bias. Table 2 Ferson (1990) uses quarterly data. The bad news for the beta pricing models in table 2 is that even with five principal components as the factors, the constant-beta models are rejected for monthly data.
B. Regression Tests
In quarterly data over the full sample period (245 observations), the tests reject the models for from four to seven of the twelve industry portfolios and from seven to 10 of the ten size portfolios, at the 5% level. The Wald test and the F-test imply consistent inferences for most of the cases. The Bonferroni p-values are less than 0.001. In the second subperiod (109 quarterly observations), the overall rejection frequencies are similar and the Bonferroni p-values are less than 0.001, but the F-tests and the Wald tests begin to disagree more frequently. The simulations imply that the Wald test rejects too often using the asymptotic p-value, while the F-test is reasonably well specified.
Moving to annual data (61 years), the F-test rejects the models for only from two to four of the 12 industries and one of the size portfolios using a 5% significance level. The Wald test using the empirical pvalues rejects for only five of the industries. With 2-year data the F-test produces only one asymptotic p-value less than 10% and four empirical p-values that are that small. The Wald test begins to show evidence of severe bias in these small samples.
It is difficult to compare the regression tests across investment horizons for a number of reasons. One problem, emphasized by Richardson (1993), is that the tests for different horizons are likely to be correlated. A second issue arises in view of the Jefferies-Lindley paradox, which observes that a test with a fixed size has power approaching unity as the number of observations grows. Stated another way, the tests may have lower power given the smaller number of observations for the longer return horizons. A Bayesian view of the tests may be less susceptible to this problem. Schwartz (1978) 
where T is the sample size, L is the number of lagged instruments excluding the constant, K is the number of factors, and F is the Fstatistic. To save space, we do not report the odds ratios in table 2 (they are available on request), but we summarize the results. The odds ratios favor including the lagged Zs only in monthly and quarterly samples, and mainly for the smaller size-based portfolios. In annual data, 2-year data, and in all of the other cases, the odds ratios favor the models which exclude the lagged instruments. We also conduct exclusion tests using mimicking portfolios for the economic variables as the five factors. The results are remarkably similar in all respects to those in table 2, and we do not report them here. The performance of the models, at least as indicated by these tests, is not sensitive to the choice of the factors.
The results of the regression tests suggest the following conclusions about the constant-beta pricing models with five factors. Tests reject the models for monthly and quarterly data, but the evidence for the longer-horizon returns is more favorable to the models. On the one hand, the tests may be of low power for the longer-horizon models. The odds ratio results favor the restricted models, which indicates that the failure to reject is not solely an issue of power. On the other hand, the tests examine the strict hypothesis that the models capture 100% of the predictability in the returns. This motivates our measures of the fraction of the predictability which can be explained by a model. Tables 3 and 4 present the results of the GMM system (4). Table 3 summarizes results using the principal components as the factors. In Table 4 , the economic factors are used. In order to complement the information provided by the estimates of VR1, we modify the regression system (4) to estimate the variance ratio 
C. An Analysis of Predictable Variance
M~~~~~~~>
that is not captured by the model, relative to the total predictable variance.'5 The A panels of tables 3 and 4 report the variance ratios for one-factor models, and the B panels summarize results for the five-factor models. To conserve space, the five-factor models are shown only for the full sample period. The results for the second subperiod are similar. Given recently renewed interest in the empirical performance of the CAPM, the one-factor results are interesting. The one-factor models use the first principal component as the factor in table 3, and the SP500 excess return is the factor in table 4. Although the standard errors indicate that the precision with which the variance ratios are estimated is often low, several patterns emerge. First, using a single principal component in table 3, the ratios VR1 are in most cases larger than the ratios VR2. This indicates that the models capture more of the predictable variance of the returns than they leave in the residuals. The standard errors confirm this impression. For example, in the full sample period, 84 of the 176 estimates of VR1 are more than 2 standard errors from zero. Only 44 of the VR2s are more than 2 standard errors from zero. These differences are more pronounced in the second subperiod, where 106 of the VRls are larger than 2 standard errors and only 36 of the VR2s are more than 2 standard errors in magnitude.
A second impression from the one-factor models in tables 3 and 4 is that the explanatory power of the models is broadly similar for all of the return horizons. This is an important finding, since beta pricing models may be used in practical applications that involve long investment horizons. Our results provide some of the first direct empirical evidence on the performance of the models for long-horizon conditional expected returns.
There are some interesting differences in the performances of the one-factor, principal-component model, and the single-factor model using the SP500. The "size effect," as represented by the returns to portfolios of small firms, has long presented a challenge to the CAPM. The variance ratios reveal a size effect in the SP500 model for the conditional returns. In monthly and quarterly data, the ratios VR1 are often less than the VR2s for the smaller size portfolios, and most of the statistically significant VR2s for size portfolios occur in the smaller 15. While we could simply define VR2 = 1 -VR1 and avoid the separate estimation, the separate estimates provide additional information because the two variance ratios are correlated. The ratios are correlated for the same reason that the fitted values from regressing Y on Z and from regressing X on Z are correlated, even if Y and X are uncorrelated (see Ferson and Harvey [1991] for more discussion). When the sum of the variance ratios, VR1 + VR2, is less than 1.0, the correlation is positive; if it is greater than 1.0, the correlation is negative. It would be possible, in principle, to append additional moment conditions to the system to estimate VR1 and VR2 simultaneously. Given the small sample sizes implied by our focus on long-horizon returns, we do not pursue this or other potential refinements of the approach in this article. size deciles. In contrast, the one-principal-component model performs well for the size portfolios at all return horizons. However, the explanatory power of the one-principal-component model for the industry portfolios at the longer return horizons is not as good as the SP500 model. The preferred method of factor selection in a one-factor model is therefore ambiguous, as the performance depends on the assets under study.
We use the GMM goodness-of-fit statistic to examine the fit of the models with the constant beta assumption. The single-factor models can be rejected. However, rejections are found only for the monthly and quarterly data and only for the longer sample period. In these cases, the tests produce right-tail p-values smaller than 0.05 for 11 (nine) of the industries and eight (five) size portfolios using monthly (quarterly) data. The tests do not reject the single-factor models with constant betas for the second subperiod or for annual or 2-year returns.
The B panels of tables 3 and 4 summarize five-factor models.16 Similar to the single-factor case, we find that the models with the constantbeta specification can be rejected over the full sample period. The individual-asset p-values are less than 0.05 in about two-thirds of the cases. However, there are relatively few instances where the model is rejected in the second subperiod. Compared with the single-factor models, the estimates of the variance ratios appear more precise, and the ability of the model to explain the predictable variance is improved. This is especially so for the industry portfolios. The multiple-factor results using the economic variables are similar to the results using the principal components. Taken together with table 2, these results show that the multiple-beta models perform similarly with either choice of risk factors. This is an interesting result, given that previous research provides little information about which method of factor selection is better for longer-horizon returns. Our results suggest that the performance of the two methods is similar for capturing time variation in the expected returns of equity portfolios.
VI. Robustness of the Results
A. Alternative Econometric Methods
Ferson and Harvey (1991) estimate variance ratios using a multistep generalization of the approach of Fama and MacBeth (1973) . The portfolio betas are first obtained from rolling time-series regressions of returns on the factors, and mimicking portfolios are formed as the 16. In annual data, four-factor models are used because the system is too large to estimate with five factors. The first four principal components are used, and the real interest rate factor is dropped from the economic-factor models. coefficients in cross-sectional regressions of the returns on the lagged betas. The model-fitted part of the return is the product of the betas and the mimicking portfolio excess returns. The difference between the return and its model-fitted component is the model residual. Variance ratios are calculated by regressing the returns and their two components separately over time on the lagged instruments and taking ratios of the sample variances of the fitted values. This approach has the advantage of allowing (ad hoc) time variation in betas, and it imposes the same risk premium for each asset return in the cross-section. However, the statistical properties of the approach are not well understood.
Using the methods of Ferson and Harvey (1991) on our data confirms our finding that five-factor models capture much of the predictable variation in the monthly and quarterly asset returns (details of these results are available on request). Other main features of the results confirm our evidence based on the GMM system (4). For example, the performance of the principal-component models for the industry portfolios is worse than it is for the size portfolios.
We also use a multistep, time-series regression approach to estimate variance ratios in models with constant betas. This provides a further check on the sensitivity of the results to the econometric technique, while using the constant beta assumption as in the GMM system. In the first step we decompose each asset return into model-fitted and model-residual parts by regressing each return on the factors. The fitted values of the regression are the model-fitted component of the return, and the residual from the time series regression is the modelresidual component. Each component is regressed on the lagged instruments in a second step. The variance ratios are calculated in a third step, from the sample variances of the regressions on the lagged instruments. These experiments produce a similar impression of the model's performance as when using the GMM with fixed betas.
In a third experiment we construct alternative mimicking portfolios for two of the economic variables using the time-series methods of Breeden, Gibbons, and Litzenberger (1989). We repeat the monthly, multistep, time-series regression approach and find that the overall results are similar.
Although data limitations do not allow us to pool information across assets for estimating the GMM variance ratios, we conduct some informal cross-asset analysis of the ratios. We first compute time-series correlations between the model-fitted expected returns, which are the betas multiplied by the expected factor premia, and the "unrestricted" expected returns of the assets, which are the fitted values of the regressions in table 1. These correlations should be high if the model does a good job of tracking the predictable component of the return over time. They range from less than 0.4 to larger than 0.99, with a mean of .806 in the one-factor models and .819 in the five-factor models. We should expect that the correlations are higher in cases where the variance ratio VR1 is relatively high, if the variance ratios provide good crosssectional measures of the model's ability to fit conditional returns. The cross-sectional correlations between the time-series correlations and the ratios VR1/(VR1 + VR2) in monthly (quarterly, annual, 2-year) data are 0.83 (0.85, 0.65, 0.80), so the variance ratios and the correlations present a similar picture. This increases our confidence that the variance ratios are informative measures of the model performance.
B. The Effects of Changing Betas
If the betas relative to a given set of factors vary over time and are correlated with Zt-1, then the model residuals may be correlated with Zwhen constant betas are assumed. Our GMM tests reject the models with the constant-beta specification for monthly and quarterly data over the full sample period. We therefore allow for time variation in the betas. We modify the system (4), approximating the conditional betas by linear functions of the lagged Zs and substitute this linear function into the moment condition (4c). The new system has equal numbers of parameters and orthogonality conditions, so it is exactly identified. The overall impression is that the performance of the model is not improved by allowing the betas to vary over time. However, the standard errors are large, which makes it difficult to draw precise inferences from these models.
We also compute direct measures of the contribution of time-varying betas, using the cross-sectional methods of Ferson and Harvey (1991) . We decompose the variance of the model fitted part of the expected return for each asset as var{E(P'y1Z)} = E(Z)' var{E(,y1Z)}E ( (Tables of these results are available on request.) In the monthly returns for our second subperiod, the decomposition attributes less than 1% of the predicted variation to movements in the betas. A small beta effect is similar to the findings of Ferson and Harvey (1991) , who examined monthly data for 1964-86. A small beta effect is also consistent with the results of our GMM tests of the constant-beta models, which do not often reject the models in the second subperiod. The interaction effects between time-varying betas and risk premiums are less than one-third of the variance for every asset but usually are very close to zero. The interaction effects arise because the betas and the risk premiums move together through time.
Over the full sample period, the direct contribution of the timevarying betas is small, but 40% or more of the expected return variation is attributed to interaction effects. The covariation between timevarying betas and expected risk premiums seems to be an important component of monthly time-varying expected returns over the early parts of the sample. This is consistent with the results of our GMM tests, which reject the models with constant betas for the full sample in monthly data.
The large interaction effects over the longer sample period are interesting, as they reflect an important distinction between conditional and unconditional models. If there are no interaction effects, then a conditional beta pricing model implies an unconditional model using the expected betas and the unconditional expected risk premiums for the same factors. Covariances between conditional betas and risk premiums, which cause interaction effects, imply additional terms in the cross-sectional relation between unconditional mean returns and average betas (unless the covariances are perfectly correlated with the unconditional betas). Jagannathan and Wang (1994) note that covariation between monthly betas and expected risk premiums can be empirically important for explaining the cross-section of unconditional expected returns using a version of the Capital Asset Pricing Model.17
VII. Conclusions
We present an approach for estimating how much of the predictability in security returns is explained by an asset-pricing model and use the approach to evaluate conditional models for multiple return horizons. We compare the performance of economic factors, similar to Chen et al. (1986) , and principal components, similar to Connor and Korajczyk (1986 . Ours is the first study of these models using long holding period returns, focusing on conditional returns and risk. We find that a large fraction of the predictability in returns can be explained by the models, for all of the investment horizons. Our statistical tests reject a constant-beta assumption for the shorter-horizon returns over long sample periods but cannot reject a constant-beta model for long-horizon returns. When we allow for time variation in the betas, 17. We repeat the varying-beta analysis using quarterly rates of return. Sixty past quarters are used to obtain the betas for each cross-sectional regression. Once again,the decomposition implies that time variation in the expected risk premiums is much more important than variation in the betas. On average, the risk premiums account for more than 90% of the predictability, and the direct beta effects account for less than 10%. Although there are interaction effects for some of the industries, the magnitudes of the quarterly interaction effects are generally small. we confirm that independent movements in betas are less important than risk premiums for time-varying expected portfolio returns. Singleand multiple-beta models are compared, and the multiple-beta models perform better. Models using five economic variables, and models using five principal components as the risk factors, have similar overall ability to explain the predictability in portfolio returns.
Appendix Mimicking Portfolios and Simulations to Evaluate the Regression Tests Mimicking Portfolios
When an economic risk factor is measured in the form of an excess return, such as the SP500, the term structure, and default risk variables, we use the excess return directly as a mimicking portfolio. Shanken (1992) argues that such an approach delivers the most efficient estimate of the risk premiums. When the economic factor is not an excess return, such as the real interest rate and inflation risk variables, we construct mimicking portfolios as follows. We run time-series regressions of individual common stock returns on the economic variables and the lagged instruments. The slope coefficients on the economic variables are the estimates, B, of the K x n matrix of conditional betas, assuming that the betas are constant parameters. The regression residuals are estimates of the conditional nonfactor-related, or idiosyncratic, returns. We use the residuals to form estimates of the n x n conditional idiosyncratic variance matrix, V. We assume for this purpose that the matrix is diagonal, as suggested by Lehmann and Modest (1988) . The regressions use all available data for each firm. As firms enter and leave the sample, the dimensions of B and V change. For each of the months in the sample we form the factormimicking portfolios by finding a weight vector wj that satisfies min wjVwj subject to wjB(J = _ and wj I = 1,
where B] excludes the jth row from B, 0 is a K -1 vector of zeros, 1 is an n vector of ones, and wj is an n vector. The jth mimicking portfolio is formed from the individual stocks, using the portfolio weight wj. The conditional beta of the jth mimicking portfolio on the jth economic factor may change as B and V change over time. We adjust the mimicking portfolios to have constant factor betas by combining them with the Treasury bill so that the combined portfolio has a beta equal to the time-series average of the betas that are produced by the constrained optimizations.
Simulations to Evaluate the Regression Tests
We construct simulated asset returns and factor-mimicking portfolios which satisfy the null hypothesis that the lagged instruments have coefficients equal to zero in the regression (3). We use a bootstrapping procedure similar to Efron (1982) . Let X = [r, F] denote the T x (N + K) data matrix of the excess returns on the N assets and K factor-mimicking portfolios. For each trial T (T = 1, . . . , 1,000) of a simulation we construct XT by sampling the rows of X, randomly with replacement. For each trial, we sample a number of rows equal to the sample size of the regression that we wish to evaluate. This procedure preserves the cross-sectional relation between the test assets and the factors. For each regression in the simulations, we use the actual sample of the instruments, Z, as the regressors. This guarantees that in the simulations, the error terms of the regression (3) with the instruments excluded will have conditional mean zero given Z. This also implies that the artificial data will not display conditional heteroscedasticity as a function of Z. We do not think that this is a major factor in our data, since ordinary least squares and White's (1980) heteroscedasticity-consistent standard errors for the coefficients of the actual regressions are similar in magnitude. Reusing the instruments retains their time-series properties but ignores the random aspect of the instruments across simulation trials. For each trial of the simulation, we estimate regression (3) using the artificial data, and we calculate the F-test and x2 statistics.
