Abstract. A class of high-resolution algorithms is developed for advection of a scalar quantity in a given incompressible flow field in one, two, or three space dimensions. Multidimensional transport is modeled using a wave-propagation approach in which the flux at each cell interface is built up on the basis of information propagating in the direction of this interface from neighboring cells. A high-resolution second-order method using slope limiters is quite easy to implement. For constant flow, a minor modification gives a third-order accurate method. These methods are stable for Courant numbers up to 1. Fortran implementations are available by anonymous ftp.
1. Introduction. We consider the advection of a scalar concentration or density function q (, t) in a specified velocity field ff(Y', t) in one, two, or three space dimensions. The evolution of q is governed by the conservation law The goal of this paper is to present a very simple framework for developing a hierarchy of methods for the numerical solution of this equation in several space dimensions, starting with the most basic upwind method for (1.3) and adding in a sequence of simple correction terms to achieve better accuracy and stability properties. Differencing based on the advective form (1.3) is often more successful than conservative differencing for this problem (see 4) , although this can often cause nonconservative behavior and a change in the total mass that is unacceptable in some problems. The algorithms developed here are in a sense hybrid algorithms in which the first-order upwind method is in advective form but all of the corrections, while based on advective differences, are written in a flux-differencing form. The result is an algorithm that does not suffer the usual difficulties associated with conservative differencing and yet is fully conservative provided that a natural discrete form of the incompressibility constraint (1.2) is satisfied (given by (4.2) ).
In particular, a high-resolution method is developed that is second-order accurate when fi and q are smooth and that also computes sharply resolved solutions when q is discontinuous or has steep gradients. Although not strictly sign preserving or total variation diminishing, k max I1( t)lloo < 1, h ,t where k is the time step, h is the grid spacing. (For simplicity, the mesh spacing is assumed to be uniform and equal in all directions. This is not necessary and the algorithms generalize in the obvious way to nonuniform grid spacings.)
Additional correction terms are also discussed that give a third-order accurate method in the special case where is constant in space and time. These terms can give some improvement in the more general case as well, although there are still some unresolved issues regarding appropriate limiters.
Countless advection algorithms have been developed in recent years by researchers working in various application areas. Some of these contributions are briefly described in 5 and are compared to the present approach. The advection algorithms developed here are adapted from the multidimensional methods for nonlinear systems of conservation laws developed in previous work by the author [29] (see also [26, 27] ) and are based on a wave-propagation viewpoint that gives a natural geometrical interpretation to the various high-order correction terms introduced. It also leads to a method that is very simple to implement in spite of multidimensional upwinding of a nature that could be quite difficult to implement otherwise. This paper is organized as follows. In 2 the one-dimensional algorithm is presented which is essentially a standard flux-limiter method but interpreted in the wave-propagation form that will be valuable later. In 3 the constant coefficient problem in two dimensions is discussed, and the algorithm is then extended to arbitrary incompressible flow in 4 . A brief survey of other methods is given in 5 . A truncation error analysis is given in 6 that demonstrates second-order accuracy and motivates the third-order correction terms presented in 7. Stability is discussed in 8 and stability regions are shown for various methods. A variety of numerical results are presented in 9 that confirm the theoretical predictions of accuracy and illustrate the power of the method. Boundary conditions are discussed in 10 and extension to three space dimensions is presented in 11.
2. One space dimension. We start by reviewing the form of a high-resolution method for the advection equation in one space dimension. The ideas presented here will be extended directly to two dimensions in the next section. See [28] for more details on one-dimensional algorithms of this form.
In one dimension the incompressibility constraint (1.2) requires U x 0 and so u const and we simply have the constant coefficient advection equation
Since u is constant, this can be written equivalently in conservation form as (2.1) qt + (Uq)x 0 or qt + f (q)x 0, where f(q) uq is the flux function giving the rate of flux of q per unit time. We use a finite volume method in which q' represents an approximation to the cell average of ftn+l where F(qn; i) is some approximation to the average tlux at, f(q(xi-1/2, t)) dt based on the data qn at time tn. For brevity the superscript n will often be left off and it is understood that all data is at time t, unless otherwise stated. (qi qi-1).
The upwind method has excessive numerical dissipation and typically exhibits strong smearing of solutions and low accuracy and resolution. The Lax-Wendroff method can work well on very smooth data but has difficulties if q has steep gradients or discontinuities since it is very dispersive and tends to generate oscillations, also destroying the accuracy. Much better results can be obtained by using a hybrid method that uses the second-order tlux in smooth regions but involves some sort of limiting based on the gradient of the solution so that near discontinuities it reduces to the monotone upwind method. Note that the Lax-Wendroff flux (2.4) [59] and the MC limiter was also introduced by van Leer in a later paper in this series [60] . This latter limiter produces the centered approximation
unless this is larger than 2(qi qi-1) or 2(ql ql-1), in which case it is appropriately limited.
(And again q 0 if 0 < 0.) The MC limiter seems to be quite a good choice in general.
The superbee limiter [41] tends to be "overcompressive", meaning that it tends to steepen up smooth profiles into discontinuities. For this reason it is useful for problems where q should have a sharp discontinuity that we wish to maintain, but may be inappropriate for problems with smooth q. Some examples will be seen in 9.
The theory of flux-limiters is discussed more fully in Sweby [57] (see also [28] ). More recent discussions of limiters that include some potentially valuable extensions include [21] and [47] . Some different approaches to multidimensional limiting are mentioned in 5. The slope-limiter viewpoint makes it relatively easy to interpret the effect of the limiter in terms of the requirement that the algorithm maintain monotonicity and not increase the total variation of q in any time step. This approach was used by van Leer in his development of the MUSCL scheme for conservation laws, e.g., [60] .
2.3. Wave-propagation form. These algorithms can be viewed in yet another way that will also prove useful. In the case where is piecewise constant (the upwind method), we can view the discontinuity in at the cell interface Xi_l/2 as giving rise to a wave that propagates into cell Ci (resp., Ci-1) if u > 0 (resp., u < 0) and modifies the value of q in this cell by the jump (qi qi-1) as it passes through. After time k it has propagated a distance uk and so the This agrees with the upwind method defined before.
To introduce slopes, we can think of replacing the piecewise constant wave shown in Figure 2 .1 (a) by a piecewise linear function as shown in Figure 2 .1 (b). For concreteness we assume u > 0 and so the wave originating from the interface xi-1/2 affects the cell average qi which is updated by the shaded area in Figure 2 .1 (b) divided by the cell length h. If the slope in cell Ci-1 is O" i_ then the area of the shaded trapezoid is
The value qi is also affected by the wave originating in cell Ci that moves to the right. If the slope cr is nonzero then this wave changes the cell average qi by 1/h times
The total update to qi comes from combining these two terms and gives
This is the same formula as obtained by using the flux (2.6). This can also be viewed as a two-step procedure in which we first modify qi by propagating the piecewise constant wave of Figure 2 .1 (a) (called the increment wave) and then propagate a correction wave of the form shown in Figure 2 .1 (c) that has slope tri_ but mean value zero.
This decomposition will be useful in two dimensions where these two waves are best viewed as separate entities which may even propagate in different directions. 3. Two-dimensional constant flow. We now extend the above method to two space dimensions in the case where u and v are constant. We assume a uniform grid with equal spacing h in both directions. Let Cij be the (i, j) grid cell [xi-1/9., xi+1/9] x [yj-1/2, yj+l/2] and let q.n. represent an approximation to the cell average, qij q (x, y, tn dx dy. ij For concreteness in describing the algorithm we will assume that u and v are positive throughout this section. The general algorithm is presented in 4.
A conservative finite volume method in flux-differencing form now takes the form (3.1)
where Fi_l/2,j represents the flux at the left edge of cell Cij and Gi,j-1/2 is the flux at the bottom. The simplest upwind method (the "donor-cell" method) would use Fi-1/2,j uqi-l,j, (3.2) Gi,j-1/2 vqi,j-1.
Note that as a wave-propagation method this has the interpretation shown in Figure 3 .1(a). Waves carrying the jumps (qij qi-l,j) and (qij qi,j-1) propagate independently into the cell in the x-and y-directions at speeds given by the velocities u and v in the directions normal to each interface.
Clearly a superior method should be obtained by propagating each of these waves at the proper speed (u, v) oblique to the grid, as shown in Figure 3 .1(b). This can be most easily implemented as a two-step procedure in which the wave is first propagated normal to the interface, giving a provisional value for the flux at the interface as above, and then the triangular piece of the wave that moves into an adjacent cell is used to Fi_l/2,j :--Fi_l/2,j -4-uqi-l,j, lk Gi,j+l/2 :-" Gi,j+l/2 --ul)(qij qi-l,j).
Similarly, the wave from the interface between Ci,j-1 and Cij leads to the updates An analogous modification is made following (3.4):
perhaps with a limiter. In the absence of limiters, the method just described is second-order accurate on smooth data. This is verified by a more careful error analysis in 6 and by numerical results in 9.
These second-order corrections are exactly the same as the corresponding terms in the standard Lax-Wendroff method [19, 56] for the constant coefficient problem (except for the limiter). Note, however, that the cross-derivative terms are modeled in a different way. The approximations used here are one-sided approximations based on the direction (u, v) while the standard method uses centered approximations. The standard Lax-Wen&off method is obtained if the modification -1/2 uv(qij qi-l,j) from (3.3) is split evenly between the four nl fluxes Gi_l,j_l/2, Gi-l,j+l/2, Gi,j_l/2, and Gi,j+l/2 (modifyingeachby " uv(qij--qi-l,j)) rather than being applied only in the upwind direction to Gi,j+ 1/2. The other terms are modeled identically in the two versions, but this upwind modification of the cross-derivative terms is enough to increase the stability bound so that time steps k satisfying (3.6) are allowed, just as with the first-order version. By contrast, the standard Lax-Wendroff method has a time-step restriction even more stringent than (3.5) . The stability region is shown in Figure 8 Although second-order accuracy has already been achieved, one might suspect that even better results would be obtained by also including transverse propagation of the correction waves, just as better first-order results are obtained by including tangential propagation of the increment waves. This turns out to be true and is also quite easy to implement. The correction wave affects two cells (recall Figure 2 .1(c)) and so the transverse motion of this wave will affect two fluxes in the transverse direction. Figure 3 .2 shows the correction wave from the interface between Ci-l,j and Cij moving distance (ku, kv). It modifies the tlux F/-1/2, according to (3.7) but now also modifies Gi-l,j+l/2 and Gi,j+l/2 by (assuming again u, v > 0 for concreteness)
Note that the modification to each G is just +kv! h times the modification to the F made in (3.7), making it quite trivial to compute and reflecting the fact that this wave is moving upward at speed kv and hence moving through the fraction kv/h of the neighboring cell.
Similarly, following (3.8) we can perform
These modifications do not affect the formal order of accuracy of the method but can reduce the error, particularly on problems with steep gradients or discontinuities in q where it can help to minimize the mild oscillations that may arise in two dimensions even when limiters are used. (An example is given in 9.) If limiters are used, then limited values of the jumps in q are used in (3.9) and (3.10), just as in (3.7) and (3.8).
The above formulas assume that u, v > 0. The general case can be handled with only minor changes to the formulas and some logic to determine which fluxes are affected based on the direction of propagation. The general algorithm is presented as Algorithm 4.1 in 4 after introducing the modifications needed to deal with variables u and v. 4. Two-dimensional nonconstant flow. We now consider a more general specified velocity field (u(x, y, t), v(x, y, t)) which is assumed to be incompressible:
Ux (x, y, t) + Vy(X, y, t) 0 for all x, y, t.
The method presented above can be generalized quite easily by simply replacing u and v in most of the formulas by the values of u and v at the midpoint of the interface giving rise to the wave being propagated. We thus need values of u and v at the points (Xi4-1/2, yj, tn+l/2) and (xi, yj+/-x/2, tn+x/2). These are also evaluated at the midpoint in time tn+l/2 tn -t-k/2 to preserve second-order accuracy in the case where the flow is time dependent. For the method described below to be conservative, we require that these discrete values satisfy
This involves the u and v velocities at the points shown in Figure 4 .1 and dividing by h shows that (4.2) is a natural discrete version of (4.1) over cell Cij.
If the velocity field is calculated by an incompressible Navier-Stokes solver that operates on a staggered grid of the form shown in Figure 4 .1 (such as the MAC method 15] [7] do not use a staggered grid but rather produce cell-centered values (u inj, 13inj) that satisfy
In this case we can define 1n+1/2
Uin,+l/2
Uij Ui,j-1 "-U; 1) and obtain interface values that satisfy (4.2). Finally, if we are given u(x, y, t) and v(x, y, t) as functions that are divergence-free in the sense of (4.1), then evaluating these functions at the cell interfaces gives discrete velocities that may not satisfy the discrete condition (4.2). However, we couldapply a projection to this velocity field to make it divergence-free in the discrete sense with only an O (h2) modification to the values (see, e.g., [2] ). Mathematically the two are equivalent if (4.1) is satisfied, but numerical algorithms may behave quite differently depending on which form is modeled. (See, e.g., [10, 13, 44] for some discussions of this issue.) While it is generally desirable to maintain conservation and so (4.3) might seem preferable, advective-form algorithms often give better accuracy.
One difficulty with the conservative form is easy to appreciate if we consider a problem in which q is constant, say q 1, but u and v are varying. Of course q should remain constant but since the flux ftmctions q u and q v are not constant, this will only be true numerically if the tlux differences in (3.1) across each cell happen to cancel out. While they should cancel out in theory because of (4.1), when the fluxes are computed with a high-resolution method involving limiter functions, this may not be the case and constant flow might not be preserved. This intolerable behavior indicates severe difficulties with such methods.
The method presented in the previous section, when properly generalized to nonconstant flows, appears to combine the advantages of both types of algorithm. The method is still written in the flux-differencing form ( .Ui+l/2,j Ui_l/2,j + ui,j+l/2 Vi,j_l/2)qij.
Using the constraint (4.2), the last term drops out and we see that this gives the same update as the flux-differencing formula (4.5).
The flux updates required to introduce transverse propagation and second-order accuracy are identical to the formulas already presented, with the constants u and v replaced by u and v evaluated at the midpoint of the interface from which the wave propagates. Algorithm 4.1 gives the complete set of formulas, including the logic needed to generalize from u, v > 0 to the general case where the sign of u and v at each interface is used to determine the direction of propagation of the waves. These formulas follow almost directly from the formulas (4.6), (3.3), and (3.7). For clarity and ease of comparison of different methods, it is indicated in this algorithm where to break out of the loop in order to implement each of four different methods. Continuing on simply adds additional correction terms. The four methods are listed below. Method 1. The upwind method (4.6). Method 2. The upwind method with transverse propagation using (3.3). Method 3. The second-order method with correction waves propagating normal to the interfaces using (3.7). Method 4. The improved second-order method with transverse propagation of the correction waves using (3.9). A Fortran implementation of these algorithms is also available by anonymous ftp (see 12) . This gives complete implementation details and also includes test data for the numerical examples presemed in 9.
5. Other approaches and related methods. The advection problem has been extensively studied, both because of its own importance and as a model problem for other fluid dynamical equations. The recem survey by Rood [44] , which is mainly for one-dimensional algorithms, mentions that over 100 algorithms were found and contains an extensive bibliography. Leonard [21] and Zalesak [63] also give comparisons of many methods applied to one-dimensional advection problems. It is clearly impossible to give a complete survey here, but it may be useful to briefly describe a few other approaches and how they relate to the methods derived here. (See also [6, 22, 50, 61] .)
Methods with at least second-order accuracy were initially obtained by using either the approach of Lax and Wendroff, by using cemered approximations to derivatives (e.g., 19 , 34]) or by applying dimensional splitting to one-dimensional algorithms (e.g., [20, 10] ). Crowley 10] developed fourth-order accurate algorithms and also studied the difference between conservative and advective forms of the equations and noted the superiority of the advective form.
The use of centered approximations for the second-and cross-derivative terms leads to oscillations, of course, and the earliest attempts to eliminate these oscillations relied on the addition of"artificial viscosity". This was suggested already by Lax and Wendroff 18]. Dukowicz and Ramshaw 12] developed the tensor viscosity method as an approach to handling the cross-derivative terms in a more physical manner to reduce these oscillations. Smolarkiewicz [52] developed MPDATA (multidimensional positive-definite advective transport algorithm) based on iteratively applying the donor-cell upwind method to modified equations determined by the truncation error of the previous iteration. Smolarkiewicz and Clark [53] showed how to include the cross-derivative terms in the multidimensional version of this approach and later work [49, 54] has directly incorporated limiters as well. Harten 16] took a similar approach to developing TVD schemes, applying a monotone method to a modified conservation law to achieve second-order accuracy. [9] . These methods were developed for more general nonlinear conservation laws in one space dimension and were typically extended to more dimensions by dimensional splitting.
Colella's multidimensional method for conservation laws [8] A three-dimensional extension is given by Saltzman [46] (see also [58] ). The advection version of this algorithm has also been employed by Bell, Colella, and Glaz 1] in their secondorder projection method for the incompressible Navier-Stokes equations (see also [2, 4] ) and by Pilliod and Puckett [37] for advection algorithms in the context of volume-of-fluid interface tr.acking. Bell, Dawson, and Shubin [3] developed an algorithm for porous media flow based on Colella's approach and also employ multidimensional limiters as discussed below.
The development of the wave-propagation framework used here was based on work by Roe (e.g., [40, 39, 41] ), who introduced the idea of defining fluxes by shifting "fluctuations". This has more recently been used to develop multidimensional fluctuation-splitting methods for hyperbolic systems and associated upwind advection algorithms (e.g., [42] ). Radvogin [38] has introduced a multidimensional algorithm for both advection and hyperbolic systems that also uses similar ideas.
The shift-and-average form of the algorithm from 3 can be interpreted as reconstructing a function from given grid data, moving this function forward in time by the advection equation, and then averaging to obtain new grid values. Alternatively, one could define new grid values by starting at a grid point and tracing backwards in time via the advection algorithm to find the departure point of the particle now at this grid point and then interpolating between grid values at the previous time level to obtain the value of q at the departure point.
In the case where (3.6) is satisfied and bilinear interpolation is used between the four grid points surrounding the departure point exactly parallels Method 2 (the CTU method). A more general advantage of this approach is that time steps much larger than those allowed by (3.6) can often be used. Numerous advection algorithms have been developed along these lines, such as semi-Lagrangian methods (see the recent review [55] ), the modified method of characteristics (e.g., 11]), and the characteristic Galerkin method (e.g., [31, 32, 35, 36] ). These methods are also quite successful for advection-diffusion problems where the advective terms dominate. Note that qij is now viewed as the value of q at a grid point rather than a cell average, and conservation may be harder to maintain. Scroggs and Semazzi [48] [21, 22] .) They also develop multidimensional limiters that take into account the total contribution to each cell value from fluxes at all sides of the cell. This is a more sophisticated limiter than that used in the present algorithm (which limits each flux based only on information about the solution in that coordinate direction).
Multidimensional limiting has the advantage that it is possible to eliminate oscillations and undershoots entirely; this is particularly important in applications where the method must be positivity preserving, for example. Other forms of multidimensional limiting have also been developed, starting with the fundamental work of Zalesak [62] who extended the FCT method to a multidimensional version that does not rely on dimensional splitting. The version of MPDATA developed by Smolarkiewicz and Grabowski [49] (based on the FCT limiter) also has this property. Saltzman [45] has proposed a similar multidimensional limiter based on van Leer's MUSCL scheme. Roe and Sidilkover [43] also discuss multidimensional upwinding from the standpoint of maintaining positivity.
The second-order algorithms developed in this paper use one-dimensional flux-limiters applied to the second-order correction term. This is done for simplicity and leads to algorithms that are quite easy to implement and efficient to run. They may exhibit slight oscillations and lack of positivity, but these effects (with Method 4) are typically very slight and for many applications the relative ease and sharp resolution may be more important. If desired, the methodology developed here could presumably be combined with some of the multidimensional limiting techniques mentioned above. This could be particularly valuable for the thirdorder method developed in 7, for which good one-dimensional limiters have not yet been developed.
In spite of the plethora of advection algorithms already in the literature, the method proposed here seems to have some unique features. It uses a multidimensional approach, rather than splitting, in a manner that is quite simple to implement. Dimensional splitting is still widely used in practice because of its simplicity, but in many applications it would be desirable to use a multidimensional approach. The simple form of flux limiting was chosen to keep the implementation quite simple and should be sufficient in many applications. The method is conservative and yet has the advantages of advection-form algorithms. The geometric interpretation of wave propagation lends itself to generalizing these ideas to more interesting situations, e.g., algorithms on curvilinear or even unstructured grids, or to more complicated equations with advective behavior. The basic ideas generalize quite naturally to nonlinear systems of conservation laws and were actually developed there first [26, 29] , whereas many specialized advection algorithms do not generalize well.
The next three sections contain truncation error analysis, generalization to third-order accuracy, and stability analysis. The casual reader may wish to advance to 9 at this point. 6 . Truncation error analysis. The truncation error of the method presented in Algorithm 4.1 is easy to compute in principle but complicated by the algorithmic form. For concreteness we will assume that u and v are positive in the neighborhood of the point (i, j) under consideration, i.e., at all nearby interfaces. The analysis is similar if u or v is negative, but the formulas then involve different grid points because of the upwind nature of the algorithm. Even with this assumption, which fixes the stencil, it is still not easy to write out the difference scheme in the classical form. Algorithm 4.1 looks deceptively simple but the method in finite difference form is quite complicated. Rather than writing this out in full and then expanding each grid value in Taylor series to compute the local truncation error, we will consider each step of the algorithm and compute its contribution to the local error. This not only helps to organize the computation but also leads to a clear understanding of the effect of each step on the error. We will consider the full method (Method 4) in the absence of limiters, although our analysis will show that second-order accuracy is also achieved by using Method 3. We begin by assuming that u and v are time independent, although they may vary spatially. We will then see that second-order accuracy is maintained in the time-dependent case by evaluating the velocities at the half time step.
We will compute in detail only the contributions to the error that come from differencing the F fluxes and from the portion of Aij that corresponds to wave propagation in the xdirection. The contributions from differencing the G fluxes and the upwind method in the y-direction will then follow easily by symmetry. We will determine how qij is updated in one time step in computing qij-n+l and compare this with the correct update given by (6.1) The basic first-order flux in the x-direction (see (4.6)) modifies qij by k ---Ui-1/2,j(qij qi-l,j).
Expanding this in a Taylor series about (xi, yj) shows that this is equal to (6.4)
where all functions are evaluated at (Xi, yj) and we assume k h is fixed so that h O(k).
The modification (3.4) corresponding to transverse propagation of the increment waves updates qij by (after computing -(Fi+l/2,j Fi-1/2,j)) are chosen so that the third-order corrections are properly upwinded. Note that these correction terms involve only pure x-and y-derivatives. All of the cross-derivative terms have already been correctly modeled by the transverse propagation of the lower-order terms.
In developing the second-order accurate method we found that it was advantageous to also propagate the correction waves in the transverse direction even though this is not strictly necessary for second-order accuracy. Also here it turns out to be advantageous to propagate these third-order corrections in the transverse direction by using the additional updates (again assuming u, v > O) (7.5) Gi This modification to the algorithm can be used even when 5 is not constant. In this case the method is no longer third-order accurate, but numerical tests presented below indicate that including these terms can improve the error constant substantially.
These methods give quite good accuracy on problems where q is smooth. With steep gradients or discontinuities one would expect that some form of limiter will be needed for the third-order correction terms analogous to what is used for the second-order correction terms. Preliminary attempts to introduce such limiters have not been completely successful and more work is needed in this direction. One possibility is to use multidimensional limiters as in [23, 45, 621. It is interesting to note, however, that surprisingly good results are obtained by using Method 6 with no limiter on any of the correction terms (see Example 9.4). Presumably this is due to the fact that the dominant term in the third-order method is a dissipative term rather than a dispersive term.
Method 6 may be particularly useful for solving advection-diffusion equations where there is some physical diffusion to insure that the solution is smooth.
8. Stability. In this section the stability region of each method is displayed for the case of constant coefficients, periodic boundary conditions, and no limiters, so that von Neumann analysis can be performed (see, e.g., Strikwerda [56] for a general discussion of this approach). The method is stable for a given set of Courant numbers (tz, v) if gmax(/Z, v) < 1. Note that with all of the methods g(0, 0; tz, v) 1, so that gmax(/Z, v) > 1 everywhere and so the stability region is the set of points in the (/z, v) plane where gmax(/Z, v) 1. We will assume u, v > 0, and determine the portion of the stability region in the first quadrant. The rest of the region follows by reflection across the axes.
For the first-order methods it is possible to explicitly calculate the stability region. With For Method 2 the introduction of transverse derivatives gives an additional term, and g(,r/; /z,v)= 1-/z(1-e-i) v (1-e -i) + lzv (1-e -i) (1-e -in (1 -/z (1 e-i)) (1 v (1 e-eft)). Now g is the product of two factors, each of which is bounded by 1 provided/z < I and v < 1, so the stability bound is max(/x, v) < 1. For the second-and third-order methods, formulas for g are easy to derive but it is not so easy to determine the stability regions analytically. Instead The area between the origin and the first contour line is the stability region. These results show that Methods 3, 4, and 6 are stable for all Courant numbers up to 1, i.e., for max(/,, v) < 1. Method 5 appears to be stable in roughly the same region as Method 1, though the instability is milder over the remainder of the unit square. In fact the amplification factor increases and then decreases back to the value 1 at the comer (1,1), which is an isolated stable point due to the fact that the algorithm happens to be exact in this special case. This was also noted by Leonard, MacVean, and Lock [23] , who propose Method 5 as a third-order accurate method for advection with constant flow. 1Note added in proof. Richard Liska [33] has recently proved the stability of Methods 3 and 4 for max(/z, v) < using the computer algebra system REDUCE and the package QEPCAD built on the symbolic manipulation library SACLIB. 9. Numerical results. Numerous tests have been performed to investigate the behavior of the methods developed in the previous sections. Some of these results are presented here. All of the flow fields used in these computations have the property that simply evaluating the velocity at the cell interfaces gives discrete values satisfying the discrete diveregence-free condition (4.2).
Example 9.1. We first compare the errors and observed order of accuracy for a variety of methods and limiters on test problems with smooth initial data. Figure 9 .1 shows the errors obtained on a problem with constant coefficients (9.1) u(x, y,t) 1, v(x, y,t) 2 and the initial data (9.2) q(x, y, O) sin(2zrx)sin(2zry).
In this case periodic boundary conditions are used and we compute up to time I at which point the initial data should be recovered. The time step k 0.4h (Courant number 0.8) is used in all the computations. (Note that Method 1, the donor-cell upwind method, is unstable with this time step.) The figure shows a log-log plot of error vs. h for a sequence of grids with h 0.05, 0.025, 0.0125. Methods 5 and 6 refer to the methods introduced in 7. These methods should be third-order accurate on constant coefficient problems.
The table in Figure 9 .1 shows the observed order of accuracy of each method in both the 1-norm and the max-norm, as computed by comparing the errors on the finest two grids, order log2(E(h)/E(h/2)), where E(h) is the norm of the error with grid spacing h, relative to the true solution. We see the expected rate of convergence in all cases. Moreover we see that the correction terms (3.9) and (3.10) corresponding to transverse propagation of the slopes improve the accuracy (going from Method 3 to Method 4) even though the order of accuracy is unchanged. The same effect is seen in going from Method 5 to Method 6, which introduces transverse propagation of the third-order correction terms. 
As initial data we take a smooth hump of the form Figure 9 .2 shows a log-log plot of the errors for this case and a table of the computed order of accuracy from these results. In this case we see that including transverse propagation gives only a slight improvement (going from Method 3 to Method 4 and from Method 5 to Method 6). Moreover, Methods 5 and 6 are now only second-order accurate rather than third-order accurate, as expected, although the error constant is smaller than with Methods 3 and 4.
In the above computations no limiter was used. Figure 9 .3 shows a plot of the errors in the rotating flow case with various limiters. On this particular initial data the use of a limiter generally improves the accuracy, although the order of accuracy is diminished slightly with minmod and substantially with the superbee limiter. The van Leer limiter gives results on this problem that are slightly worse than MC, but on other examples appears to do better. Example 9.3. Solid body rotation is frequently used as a test case for advection algorithms. Zalesak [62] uses this with a density function that has the shape ofa slotted disk. Smolarkiewicz [49] , [51] and others have used a rotating cone. To allow comparison of the method proposed here with other results in the literature we use the initial data shown in Figure 9 .4, which includes both a slotted disk and a cone as well as a smooth hump of the form (9.4) Figure 9 .6 shows results after six full revolutions (3768 time steps).
Several other limiters have been tested on this problem. Superbee gives the sharpest results since it is overcompressive, although this has the disadvantage that smooth gradients also tend to be sharpened, as is clearly seen in the evolution of the smooth hump in this test problem. It is also interesting to note that the maximum value of q increases above Figure 9 .7 shows results when Method 6 is used with no limiter and k 0.01. Since the velocity field is not constant, the method is not third-order accurate in this case. In spite of the fact that no limiter is used, the oscillations produced are quite mild and occur mainly near the discontinuity in the slotted disk. The hump and cone are captured very well. To demonstrate that the transverse propagation of correction waves (3.9) is valuable even though they are not required to achieve second-order accuracy, Figure 9 .11 (b) shows results for the same computations but without these terms, i.e., with Method 3. Mild oscillations are clearly visible.
10. Boundary conditions. Boundary conditions can be incorporated quite easily into the methods described above. The computational grid is extended by one or two rows of cells along each edge and values of q are assigned to each of these cells at the beginning of each time step in a way that depends on the nature of the boundary conditions (as described below). The method is then applied over the interior of the expanded grid so that fluxes at interfaces corresponding to the original boundary are determined. comparing it with qoj q-l,j (if Uj+I/2,0 >" 0) and so a second row of exterior cells is needed near an inflow boundary.
In some of the test problems presented in the previous section, periodic boundary conditions were used. These are easily implemented simply by copying data from the opposite boundary. For example, if the original grid is M M then we set qonj qj qn 1,j qM-l,j at the beginning of each time step and similarly at the other boundaries.
In practice we often have inflow or outflow boundary conditions, or possibly no-flow boundary conditions at points where the normal velocity is zero, such as at an impermeable wall. These can all be handled by again introducing extra rows of cells with appropriately chosen values of q.
A no-flow boundary condition at x 0 would correspond to Uj+l/:Z,o 0. The correct flux at such a point is Fj+l/Z,0 0. Of course one could simply set Fj+l/2,0 0 at such boundaries rather than introducing the exterior cells at all, but the introduction of exterior cells allows a variety of boundary conditions (or a mixture of different conditions at different points) within a unified framework, simplifying implementation. The waves originating at the interface between cells Coj and Clj (i.e., at the physical boundary) propagate with zero speed and have no effect on any fluxes. The wave originating at the interface between cells Coj and Co,j+x also has no effect on the fluxes in the physical domain provided that uo,j+l/2 < O.
This can easily be arranged since this is outside the physical domain. The wave originating between cells Cxj and CI,j+I could also affect Fj+l/2,0 if Ul,j+I/2 < 0. If SO, this velocity should be set to zero. This amounts to simply disabling transverse propagation of waves that would cross the physical boundary. Note that this modification does not affect conservation. With these conditions satisfied, the values of q specified in the exterior cells are completely arbitrary and the resulting flux Fj+l/2,0 will be zero independent of the choice of q. Outflow boundaries are characterized by the normal velocity being in the outward direction, e.g., uj+l/2,o < 0. At such boundaries the increment wave goes outward and so in this step the value of q0nj is again immaterial. The correction wave, however, does have an effect on q?l and the choice of q)j affects the slope used in the correction wave. At an outflow Note that in this case qlj qoj q2j qlj with the result that the limiter does not limit the slope. In practice this choice of extrapolation seems to work well and gives little error at an outflow boundary.
At an inflow boundary the normal velocity points inward, e.g., Uj+l/2,o > 0. At such a boundary the value q (0, y, t) must be specified as part of the problem in order to determine a unique solution. For the finite volume method we must specify qj q (-h/2, yj, tn) and also q-l,j q(-3h/2, yj, tn) for use in the limiter. One approach is to extrapolate from the known boundary data (and perhaps values in the interior grid), using, e.g., zer-rder: qj q nl,j q (0, yj, in) or first-order: qj 2q (0, yj, tn) qlnj, qn x,j 4q(0, yj, tn) 3qlnj
In practice first-order extrapolation works quite well.
One advantage of the wave propagation approach used here is that simple boundary conditions of the type proposed above are very robust and give no stability problems. This is not always true with standard finite difference methods, particularly centered methods, where one must be quite careful to avoid instabilities arising from the numerical boundary conditions. The upwind nature of the wave propagation approach seems to avoid these difficulties. Moreover we see that the error is very small for large t, after the hump has left the domain and the true solution is again identically zero. Although the computed solution does not quite reach this pristine state, the residual error is much too small to show up on the scale of Figure 10 .2(c). The final max-norm error at time 3.125 on each of the three grids is on the order of 10-5, 10-13, and 10-21, resp. 11. Three dimensions. The ideas and algorithms presented above carry over almost directly to three space dimensions. We now let qijk be the cell average of q over grid cell Cijk. Since k is now a grid index, we use At for the time step and also use Ax (= Ay Az) for the grid spacing so there is no confusion with the tlux in the z-direction, which is normally denoted by h. The numerical method takes the form
We assume that the given velocity field ff (u, v, For the case in which (Y, t) const, it is again possible to achieve third-order accuracy with an additional minor modification. A truncation error analysis again shows that the transverse propagation already gives all the cross-derivative terms needed for third-order accuracy. The Note that in implementing this method (and also the two-dimensional version) it is not necessary to write out separate versions of this loop in the y-and z-directions. It is possible to write a single subroutine that is called three times with different assignments of u, v, w and F, G, H for each direction sweep. This simplifies implementation and debugging considerably. More details can be seen in the program Advect3d.f, which is available by anonymous ftp (see 12).
Example 11.1. The first numerical test is similar to Example 9.1. We use constant flow u v w 1 with periodic boundary conditions and smooth initial data (11.1) q(x, y, z) sin(2zrx) sin(2zry) sin(2zrz).
The time step is At 0.8Ax and we compute up to time 1, when the initial data should be recovered. Figure 11 .1 shows log-log plots of the error as the grid is refined. Three different M M M grids are used with M 8, 16, 32. Again the order of accuracy reported is based on the ratio of errors from the two finest grids. Example 11.2. The deformation flow of Examples 9.5 and 9.6 is extended to three dimensions by superimposing deformation in the x-y plane with deformation in the x-z plane.
The velocities are (11.2) u(x, y, z) 2 sin2(rrx) sin(2zry) sin(2rz)g(t), v(x, y, z) sin(27rx) sin2(zry) sin(2:rz)g(t), w(x, y, z) sin(2yrx) sin(27ry) sin2(rcz)g(t).
The time dependence g(t) is given by (9.6). Again the flow reverses at time T/2 so that the initial data should be recovered at time T. In this test discontinuous initial data is used of the form 1, ifx <1/2, q(x,y,z)= 0, x> 1/2.
The interface at x 1/2 deforms in a truly three-dimensional manner and should return to its initial location at time T 1.5. In this test a 40 40 40 grid was used with At 0.5 Ax, giving a Courant number of 1. Method 4 with the superbee limiter was used. Figure 11 .2(a) shows a contour plot of q on a typical cross section z 0.425 (k 17) at time T/2, the time of maximum deformation. The interface appears disconnected only because we are slicing through fingers that form from the initial flat interface. Figure 11 .2(b) shows the same cross section at time T, when the initial interface should have been recovered. Of course the smearing introduced during the deformation will not be eliminated as the flow reverses, so the resolution seen here seems quite good. Only mild overshoots and undershoots are observed. The final values of q lie between -.008 and 1.008 everywhere and the integral of q is conserved.
12. Conclusions. A hierarchy of methods for advection in incompressible flowfields have been developed, based on multidimensional wave propagation. On the basis of numerous tests, the following recommendations can be made. As a general purpose algorithm, Method 4 with the van Leer or MC limiter is robust and effective. For problems with discontinuous solutions, the superbee limiter may be preferable. Method 6 works very well on smooth data but a better approach to applying limiters is needed for discontinuous data. Fortran implementations of all of these algorithms are available by anonymous ftp from amath.washington.edu in the directory pub/rjl/programs/advection. These programs also include all of the flowfields and data needed to reproduce the results shown in this paper.
Note added in proof. The software package CLAWPACK (Conservation LAWs PACKage) recently developed by the author extends this type of method to general nonlinear systems of conservation laws [24] , [30] . In particular, this package can be applied to the advection equation and reduces to the method described here. This is easier to apply and modify than the original advection software mentioned above. Some further description of advection equations and examples can also be found in the User Notes [25] , including conservative extensions to flowfields that are not incompressible and to curvilinear grids.
