INTRODUCTION
Harville and Callanan (1990) noted that likelihood-based methods of variance component estimation have gained favor among quantitative geneticists. In particular, the procedure known as "restricted maximum likelihood", or REML for short (Thompson, 1962; Patterson and Thompson, 1971) , is now widely regarded in animal breeding as the method of choice. The approach is based on maximizing with respect to the variances only the part of the likelihood function (normality is assumed) that does not depend on fixed effects. In so doing, Patterson and Thompson (1971) (Dawid, 1980) (Harville, 1974 Gianola et al (1990a Gianola et al ( , 1990b , integration of (4) The range of the a's depends on the model in question. The a! parameter is always larger than 0. In an &dquo;animal&dquo; model with 2 variance components, the ratio between the environmental and the additive genetic variances can vary between 0 and infinity. On the other hand, in a &dquo;sire&dquo; model, the corresponding ratio varies between 3 and infinity.
POSTERIOR DENSITY OF THE RATIOS OF VARIANCE COMPONENTS
With the above parameterization, a! can be integrated out analytically using inverted-gamma integrals (Box and Tiao, 1973) where:
The mixed model &dquo;residual&dquo; sum of squares B(.) depends on the variance ratios through the solution vector b. Following Macedo and Gianola (1987) (Zellner, 1971) (Box and Tiao, 1973; and where the a's are the components of the mode of the posterior distribution of the variance ratios, with density as in (8). The marginal densities of the variance components can be approximated using densities (16) and (22) (Harville, 1974) so inferences about variance components are carried out jointly.
In the present paper fixed effects and other variance components also regarded as nuisances are integrated out so that inferences about individual variances of interest can be completed after taking into account, exactly or approximately, the error due to not knowing all nuisance parameters. Hence, practitioners that accept R.EML in terms of the argument advanced by Patterson and Thompson (1971) , ie, taking into account degrees of freedom &dquo;lost&dquo;, should also feel comfortable with our approach because additional degrees of freedom (stemming from the nuisance variance components) are also taken into account.
When fixed effects are viewed as nuisance parameters, it is fortunate that the likelihood can be separated into a component that depends on the fixed effects plus an &dquo;error contrast&dquo; part (Patterson and Thompson, 1971 where it would be most useful.
As stated by Searle (1988) , the sampling distributions of analysis of variance and likelihood based estimates of variance components are unknown and will probably never be because of analytical intractability. It would be intriguing to study the extent to which the inverted x2 distributions with densitites as in (16) 
