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ABSTRACT 
Let A(z) be an n X n complex matrix whose elements depend analytically on 
z E C”. It is well known that any individual eigenvalue of A(z) may be nondifferen- 
tiable when it coalesces with others. In this paper, we investigate the analyticity 
property of functions on the eigenvalues A(z) = (A,(z), . . . , A,( 2)) of A(z). We first 
introduce the notion of functions that are symmetric with respect to partitions. It is 
then shown that if a function f : C” + @ is analytic at A(a), where a E C”, and is 
symmetric with respect to a certain partition induced by A(a), then the composite 
function g(z) =f(A,(z), . . . , A,(z)) is analytic at a. When z is real, A(z) is 
symmetric or Hermitian, and the aforementioned assumptions hold, so that g(z) is 
analytic at a, we also derive formulae for its first and second order partial derivatives. 
We apply the results to several problems involving eigenvalues. 
1. INTRODUCTION 
A function f : C” + C is said to be analytic (or holomorphic) at a E C” 
if there exists a neighborhood U of a such that all (complex) partial 
derivatives exist and are continuous in U. Suppose that A(z) is an n X n 
complex matrix whose elements are analytic at all z E C”. Then the charac- 
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teristic equation det[ AZ - A(z)] = 0 for A(z) is in the form of 
A” + 2 ci( z)/Y’ = 0, (1.1) 
i=l 
where ci( z> are analytic in C”. The 12 eigenvalues A,( .z), . . . , A,( Z) of A( Z) 
are the roots of (1.1). Conversely, given any polynomial (1.1) with coefficients 
ci(z), i = 1,. . . , n, which are analytic functions in @“, the companion matrix 
1 0 -4 z) 1 *. 
A(z)= .‘. * 
-4 z) 
1 -4 z) I 
is analytic in @” and has the roots of (1.1) as its eigenvalues. Hence the 
results obtained in this paper on the eigenvalues of A(z) can be applied on 
the roots of (1.1) as well. It is well known that, since ci(*> are continuous, 
there exist n continuous complex valued functions A,(z), . . . , A,( Z> which 
are the roots of (1.1) and hence the eigenvalues of A(z). Moreover, the 
analyticity of ci(*> gives the following result. 
FACT 1.1. The family of continuous eigenvalues A,( z ), . . . , h,(z) of A( .Z )
(or, equivalently, the roots of (1.1)) is unique up to permutations. 
Notice that Fact 1.1 does not hold if A(z) is analytic only for real 
z E R”’ in the real sense, or if A( .z) is only continuous in @“. A counterex- 
ample for the first case is A( z> = diag{z, 0) for z E R, in which one may 
choose either {z, 0} or {max(z, O), min(z, 0)) as the family of continuous 
eigenvalues of A(z). A counterexample for the second case is A(Z) = 
diag{lzl - 1, O} for z E C, in which (1~1 - 1, 01 and {max(lzl - I, O), 
min() zl - 1, 0)} are two distinct families of continuous eigenvalues of A( z). 
The following result is also well known. 
FACT 1.2 [8, p. 1171. Let h,(z), . .., h,(z) be the continuous eigenvalues 
of A(z) (or, equivalently, the continuous roots of (1.1)). Suppose, for some 
a E C”, A,(a) is distinctfrom aZE $(a) f or all j # i. Then Ai is analytic at 
a. 
However, if hi(a) coincides with some A&a), where j + i, then Ai( z) 
may fail to be analytic at a. For example, if 
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then h,(z), h,(z) = +_ A, which are not analytic at z = 0. Accordingly, if 
some of h,(a), . . . , h,(a) coincide, then the function g(z) defined by 
(1.2) 
for some analytic f : @” * @ may fail to be analytic at a as well. 
In this paper we investigate the analyticity property of the composite 
function g defined in (1.2) f or some analytic function f. In Section 2, we 
show that if f is symmetric with respect to (w.r.t.> the partition PAca, (its 
definition is to be given later), then g is analytic at a. It will be shown that 
this is a generalization of Fact 1.2. In Section 3, we consider the case that z 
is real and A(z) is real symmetric or Hermitian for all Z. When the 
aforementioned assumptions hold, so that g(z) is analytic at a, we derive 
formulae for the first and second order partial derivatives of g(z) at a. In 
Section 4, the results of Sections 2 and 3 are applied to several problems 
involving eigenvalues. Finally, all proofs are given in Section 5. 
In the sequel, given any finite set S, we denote by ISI the cardinality of S, 
i.e., the number of elements in S. 
2. ANALYTICITY RESULT 
Let P = (So,..., s4} be a partition of N := (1, . . . , n>, i.e., P is a collec- 
tion of nonempty, pairwise disjoint subsets of N whose unions is N. The set 
of all permutations induced by P is denoted by IIp, i.e., 7r E IIp if and only 
if rr is a permutation on N and, for j = 1,. . . , q, it holds that rr(i) E sj for 
all i E sj. For example, the permutations induced by the partition ((1, 2}, 
(3, 4}} are (1, 2, 3, 4) (2, 1, 3, 4) (1, 2, 4, 3) and (2, 1, 4, 3). We also define a 
partial ordering < on the set of all partitions on N by P’ + P if and only if, 
for all s’ E P’, there exists s E P such that s’ c s (i.e., P’ is formed by a 
possible further partitioning of the elements of P). For example, ((1, 2}, (3}, 
(4)) < ((1, 2}, (3, 4)}. Clearly, the maximal and minimal element w.r.t. this 
partial ordering are P,,,,, = (N} and P,,,i, = ((l}, . . . , (n}}, respectively. For 
any nonempty set X and permutation rr on N, define the mapping h, : X” 
+ X” by h,(x,, . . . , xn) = (x,,(~), . . . , xacnj). A function f: @” + @ is said 
to be symmetric w.r.t. a partition P if f = f 0 h, on c” for all rr E IIp, 
where f 0 h, denotes the composition of f and h,. In other words, f is 
symmetric w.r.t. P = (si,. . ., sJ if and only if the value of f is invariant 
under permutations of its arguments within the groups si, . . . , sy. For 
example, the function f(zl, z2, z3, z4) = .zl + z, + .z: + .zj is symmetric 
w.r.t. the partitions ((1, 2), (3, 4)) and ((1, 21, (3}, (4)} but not w.r.t. the 
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partition {{l, 31, {2, 4)). W e say that a function f(z) is symmetric if it is 
symmetric w.r.t. P,,,,. Notice that every function f : C” + C is symmetric 
w.r.t. Pmin. Given any function f: C” + C and partition P of N, it is clear 
that the function (l/jIII,I>C, E “,f 0 h, is symmetric w.r.t. P, and is equal to 
f if and only if f is symmetric w.r.t. P. The following result is also immediate. 
PROPOSITION 2.1. Let P and P’ be partitions of N. Then the following 
statements are equivalent: 
(i) P’ < P. 
(ii) KIr, C lip. 
(iii) Any function f : C” + @ that is symmetric w.r.t. P is also symmetric 
w.?-.t. P’. 
Now let A(z) be an n X n complex matrix whose elements depend 
analytically on z E C=“. Let {h,(z), . . . , h,(z)} be any family of (not necessar- 
ily continuous) eigenvalues of A( z>, and let A(z) = (h,(z), . . . , A,( 2)). For 
any aECm, we define the partition Phca, by PhCn, = {sl,. . . , s,}, where 
sj = {i : hi(a) = pj} (j = 1,. . . , q) and /_~r,. . . , pq are the distinct values of 
h,(a), . . . , h,(a). Equivalently, Pica, is the partition that groups the indices i 
for which hi(a) are of a same value. Using the continuity property of the 
eigenvalues and Proposition 2.1, the following result can be easily checked. 
PROPOSITION 2.2. Suppose that A&z), i = 1,. . . , n, are continuous at 
some a E Cm. Then there exists a neighborhood U of a such that for every 
a’ E U, 
(ii) if f: C” -+ C is symmetric with respect to PNa,, then f is symmetric 
w.r.t. PhCaC,. 
We are now ready to state the main result of this section. 
THEOREM 2.1. Let A:C’” + Cnxn be analytic with continuous eigen- 
values A,( z >, . . . , A,( z ). Suppose that f : C” + C is analytic and is symmet- 
ric w.r.t. PACs, for some a E Cm. Then the composite function g( z> dejined in 
(1.2) is analytic at a. 
We have a few remarks concerning Theorem 2.1. 
REMARK 2.1. Suppose that A{(a) is distinct from all A&a) for all j Z i. 
Then 
f(A,,..., A,,) := Ai 
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is symmetric w.r.t. Phca,, and hence Ai(z) = _f(A,(z), . . . , A,(z)) is analytic at 
z = a by Theorem 2.1. This reduces to Fact 1.2. Hence Theorem 2.1 can be 
viewed as a generalization of Fact 1.2. 
REMARK 2.2. As analyticity of functions is a local property, one easily 
sees that the result of Theorem 2.1 still holds if the domain of A is any open 
set UC@“’ and the domain of f is any open set V c rC” that satisfies 
(A,(z), . . . , h,,(z)) E V for all z E U. 
REMARK 2.3. Given a partition P, a family of eigenvalues 
{A,(z), . . . , A,(z)} of A(z) is said to be continuous w.r.t. P at a E C” if 
there exists a neighborhood of U of a such that for any z E U, there exists a 
permutation rrz E HP with the property that A~,cl,(z), . . . , Arzc,,(z) are 
continuous in U. Notice that continuity at a*implies continuity w.r.t. any 
partition at a. 
f@(z), . . . , 
By wl;iting A,zti,(s) as hi(z), one sees easily that 
A,(Z)) = f(A,(z), . . . . A,(z)) in U if f: C” + c is symmetric 
w.r.t. P. Hence the result of Theorem 2.1 still holds if the continuity 
assumption on the eigenvalues A,(z), . . . , A,(z) is replaced by the assump- 
tion that they are continuous w.r.t. the partition Pica, at a. Furthermore, let 
IA,(z), . . . , A,(z)} and {/I,(z), . . . , &(z>) be two families of eigenvalues of 
A(z) that are continuous w.r.t. the partition P at a. Assume hi(a) = &(a) for 
all i = I..., n. Then it can be easily checked that the two composite 
functions g,(x) := f(A,(z), . . . , A,(z)) and g,(z) := f(/r,<z), . . . , i,,(z)> co- 
incide in a neighborhood of a if f is symmetric w.r.t. P. Moreover, if 
P = PACa, and f is analytic at A(a), then g,(z) [and g,(z)] is analytic at a by 
Theorem 2.1. 
3. PARTIAL DERIVATIVES 
In this section, we consider the case when z is real and A(z) is real 
symmetric for all z. We shall use x instead of z to denote real arguments of 
A to avoid confusion. The result presented in this section can be readily 
extended to the case when A(x) is Hermitian. 
Let A(x) be an n X n real symmetric matrix whose elements depend 
analytically on x E [Wm. Also let 
A,(z) > ... > A,( X) (3.1) 
be the eigenvalues of A(x). Define A( X) = (A,(x), . . . , An(x)>. Since A(x) is 
continuous, (3.1) implies that its eigenvalues are also continuous. It is well 
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known that any individual eigenvalue of A(x) may be nondifferentiable when 
it coalesces with others. For example, let m = 1 and A(x) = diag(x, -x). 
Then h,(x) = 1x1 and A.,(X) = -1~1; both are nondifferentiable at x = 0. If 
the linear ordering (3.1) of the eigenvalues is not required, then we can order 
the eigenvalues as A,( X) = x and A,(x) = --x so that both eigenvalues 
become analytic in x. However, it is also well known that, when m > 2, it 
may not be possible to retain the differentiability of eigenvalues by any 
ordering [s]. 
Furthermore, it may not be possible to extend A(x), i = 1,. . . , n, to 
become continuous eigenvalues Ai( z) of A(z) for complex z. Nevertheless, 
if we denote by i,(z), . . . , i,C z) the continuous eigenvalues of A(z), ordered 
in such a way that hi(a) = Ai( i = 1,. . . , n, for some a E [w”, ihen in a 
sufficiently small real neighborhood U of a, since _Ai(x) and hi(x) are 
continuous, we must have, for all x E U, hi(x) = Ajr(-r) for some j, E 
0,. . . , n} that satisfies hi(a) = Aj (a). I n view of Remark 2.3, one concludes 
that f(A,(x),...,A,(x)) =f(i,(r),...,&,(r)) for x E U iff:[W” + [w”‘” 
is symmetric w.r.t. PACa,. This observation will be useful in obtaining the 
subsequent results of our paper. 
Suppose that f : [w” + [w is analytic and is symmetric w.r.t. PhcG, for some 
a E [w”. Then, in view of Theorem 2.1, the composite function 
g(4 =fNxN 
is analytic at a. The partial derivatives of g(x) at a E [w” can be easily 
obtained when all eigenvalues are distinct, i.e., hi(u) # A3(u) for all i # j. In 
this case, it is well known that all the eigenvalues hi(x) and their correspond- 
ing eigenvectors are analytic at a. Therefore, we may apply the chain rule on 
f( A(x)) and obtain, for i = 1, . . . , m, 
ad4 mw) JAk(U> -= 
axi c ~ ksN a’k axj ’ 
and for i, j = 1,. . . , m, 
(3.2) 
w4 
dx, dXj 
c a2f(A(u)) aAk(u) aAl(u> Jf(A(a)) a2Ak(u) -= 
k,lEN 
aA, dh, axj ,+’ .I keN dh ~ k axi arj . 
(3.3) 
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Expressions for the partial derivatives of h,(a) can be derived using the 
eigenvalues and the eigenvectors. Let u,(a), . . . , u,(a) denote a set of or- 
thonormal eigenvectors of A(a) corresponding to the eigenvalues 
h,(u), . . . , A,(u), respectively. Then 
(3.4 
where, for i, j, k, 1 E N, 
Notice that a;‘(u) = a:;(u) = $‘(a). See Appendix for a derivation of (3.4) 
and (3.5). 
When some of eigenvalues coalesce at X, then these eigenvalues may fail 
to be differentiable at X. In such case, the right hand sides of (3.4) and (3.5) 
are either undefined or dependent of the choice of the orthonormal eigenvec- 
tors. Therefore, the formulae for the partial derivatives of g(x) using the 
chain rule break down. 
Below we derive the first and second order partial derivatives of g(r) for 
the general case. Given a partition P = {s,, . . . , s4) and any i E N, we 
denote by $J(P, i> the index of the element in P that i belongs to, i.e., 
i E s+(~,~) for all i E N. For example, let P = {sl, s2} with si = (1,2} and 
s2 = {3}. Then 4(P, 1) = +(P, 2) = 1 and +(P, 3) = 2. We first establish an 
auxiliary result that will be used subsequently. 
PROPOSITION 3.1. Suppose that f( y > : R” + [w is analytic and is sym- 
metric w.r.t. some partition P = {sl, . . . , s4}. For r = 1, . . . , q, if Is,.1 > 1, 
then there exists an analytic function & : R” + R such that, for any 
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k, 1 E s, and y E R”, 
Jf(Y) af( Y) 
‘!tk 
- ~ = (Yk - YJ 
JYl 
(3.6) 
r 
where the symbol T denotes that yk is removed from the argument list. 
Notice that the function $,. given in (3.6) is symmetric w.r.t. the partition 
W,2L (3, . . . , n}}. In the sequel, when a function f satisfies the assumptions 
of Proposition 3.1, we will write 
to denote the analytic function Gr. Now we are ready to give the main result 
of this section. 
THEOREM 3.1. Let f: R” --+ R be analytic and be symmetric w.r.t. 
some partition P = {sl,. . . , sq}. For any a E R”, if PACa, < P, then the 
composite function g(x) = f< A(x)> is analytic at a. Furthermore, suppose 
that phca, < P for some a E R”. Then the jrst and second order partial 
derivatives of g(x) at a are, for i = 1, . . . , m, 
%(a) c Jf( h(a)) -= 
dXj kEN dhk 
h:(a), 
and, for i, j = 1,. . . , m, 
(3.7) 
+ c df(h(a)) 
k=N dAk 
hfj(a) + r~,j(a) (3.8) 
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respectively, where 
d ‘A( u) 
J&r) = G)ax,%G9 + c 
c$“( u) 
’ I zEN\Sm(P,k) h(a) - *l(a) ’ 
mw) cf( h(a)) 1 
dh 
k 
- & 
1 Ak(u) - hl(u) ’ 
We have a few remarks concerning Theorem 3.1. 
REMAHK 3.1. It is clear that when some eigenvalues of A(u) coalesce, 
the choice of the orthonormal eigenvectors u,(u), . . . , u,(u) will be highly 
nonunique: more than just multiplying each by a scalar of unit length. 
Although the definition of, for instance, h!(u) does depend on the particular 
choice of the orthonormal eigenvectors, Theorem 3.1 implies that the right 
hand sides of (3.7) and (3.8) do not. Therefore, the partial derivatives (3.7) 
and (3.8) can be evaluated using any choice of the orthonormal eigenvectors. 
This property can also be directly verified. See the second example in Section 
4.4. 
REMARK 3.2. When all eigenvalues of A(u) are distinct, i.e., PhcO, = 
{{U,. . . , (n}}, it is easy to see that 
aAk(u> 
h:(a) = -jy 
E 
and thus (3.7) reduces to (3.2). Furthermore, it is tedious but straightforward 
to check that, in this case, 
77ij@) = c 
@(h(a)) 
kEN dhk 
so (3.8) reduces to (3.3) as well. 
c (YEkjy u) 
Zq,~,,k,\(kl *k(‘) - *da) 
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4. APPLICATIONS 
4.1. Eigenvalues with Constant Multiplicity 
The following result is a direct consequence of Theorem 2.1. 
PROPOSITION 4.1. Let A : Cln -+ CnX” be analytic. Suppose that /J.(Z) is 
a continuous eigenvalue of A(z) with constant multiplicity in a neighborhood 
U of some a E cnz. Then /_L( z) is analytic at a. 
The above result when A : R’” + RnX” 1s analytic and A( X) is symmetric 
for all x E R”’ is obtained in [lo]. Notice that if the multiplicity of /J(Z) in 
the statement of Proposition 4.1 is one, then the result reduces to Fact 1.2. 
4.2. An Inverse Eigenvalue Problem 
Let A(r) be an n X n real symmetric matrix whose elements depend 
analytically on x E R”. The inverse eigenvalue problem under consideration 
is as follows. Given a positive integer 4 < n and q real numbers hT > a** 2 
h:, find x E R” such that hi(x) = AT, i = 1,. . . , q. 
The inverse eigenvalue problem arises in various areas of applications, 
such as the inverse Sturm-Liouville problems in boundary value problems, 
the communality problem in factor analysis, and problems in nuclear spec- 
troscopy and molecular spectroscopy (see [7] and references therein). We 
shall call AT, i = l,..., q, the desired eigenvalues and assume that the 
inverse eigenvalue problem has a solution at x* with hy(x* ) > A, + i( X* ). 
Define 
g(x) = i [iii(x) + A$ 
i=l 
(4.1) 
Then it is readily seen that x* solves the minimization problem min, g(x). 
Below, using Theorem 2.1, we establish an analyticity property of g(x). 
PROPOSITION 4.2.’ The function g(x) defined by (4.1) is analytic at x*. 
In view of Proposition 4.2, it may be possible to efficiently minimize the 
function g(x) defined in (4.1) or equivalently to solve the inverse eigenvalue 
problem, by the techniques of smooth optimization. This has been reported 
in [ll]. 
‘This result has also been observed by A. Shapiro and M. Overton. 
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4.3. Minimizing the Largest Eigenvalue of a Symmetric Matrix 
Given real symmetric matrices Ai, i = 0,. . . , m, we consider the convex 
optimization problem 
(4.2) 
where A(x) is defined by 
A(x) =A, + gxjAj 
i=l 
and A, denotes the largest eigenvalue. This problem and its generalizations 
arise often in control theory and other areas. This includes the characteriza- 
tion of stability, characterization of stabilization [3], computing the H, norm 
(see, e.g., [3]), computing bounds for the structured singular value 161, and 
controller design by convex optimization [2]. 
Let X,(x> > 1.. > h,(x) denote the eigenvalues of A(Z). Suppose that 
(4.2) is achieved at a minimizer x*. Let 4 be the multiplicity of hi(x*) [i.e., 
A,(x*) = $(x*) > h,+,(x*)], and define 
Sl(‘) = t ,$ ‘\i(‘)> 
1 1 
The following characterization of (4.2) [5] is also a direct consequence of 
Theorem 2.1. 
PROPOSITION 4.3. The functions g,(x) and g,(x) are analytic at x*. 
Furthermore, 
In [4], using the analyticity property of g,(x) and g,(x), a quadratically 
convergent local algorithm has been derived for solving (4.2). 
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4.4. Examples on Partial Derivatives 
In this section, we show by two examples how to compute partial 
derivatives. Let A(x) be an n X n complex matrix whose elements depend 
analytically on x E R”. Denote the eigenvalues of A(r) by A(x) = 
(A,(x),..., A,(x)) with A,(x) > ... 2 A,(x). Let P = I{1,21, 13, . . . , n)}, 
and f,< y): R” -+ R be defined by fr< y) = yi + y2. It is clear that f,< y) is 
symmetric w.r.t. the partition P, since its value is invariant under permuta- 
tions of the arguments within the groups (1, 2) and (3,. . . , n}. In view of 
Theorem 3.1, for any a E I%“, if Phca, < P, i.e., A,(a) > A,(a), then the 
composite function g,(x) = f,(A( x)) = A,( X) + A,(x) is analytic at a. As- 
sume &Z, -C P for some a E R”. Let u,(a),...,u,(a) denote any set of 
orthonormal eigenvectors of A(a) corresponding to A,(a), . . . , A,(a). Then, 
using (3.7), it is readily seen that the first order partial derivatives of g(x) at 
a are, for i = 1,. . . , n, 
(4.3) 
Next, it is easy to see that the first and third terms on the right side of (3.8) 
are zero. Therefore, the second order partial derivatives are, for i, j = 
1 ,...,n, 
dA( a> 
+2E 
i 
4(a) ~ dx, ui(a> uT(a> 
dA( a> 
1 I( F%(a) J I 
h(a) - A,(a) 
I 
. (4.4) 
z=3 
Notice that (4.3) and (4.4) are valid no matter whether A,(a) is equal to A,(a) 
or not. 
Now we show the second example. Let P be defined same as above, and 
let fi( y) : R” * R be defined by fi( y) = ( yr - Y~)~. Again, f2(y) is sym- 
metric w.r.t. the partition P. In view of Theorem 3.1, for any a E R”, if 
Phcll, -C P, then the composite function g,(x) =f,(A(x)) = [A,(x) - A,(x)]~ 
is analytic at a. Assume PNO, + P and A,(a) = A,(a). Let u,(a), . . . , u,(a) be 
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defined same as above. Then, it is straightforward to check that the first and 
second order partial derivatives of g(r) at a are, for i = 1,. . . , m, 
dg(a) o - = 
dXi 
and, for i,j = l,..., m, 
Finally, it is noted that the formula above is equivalent to 
eA4 
~ = 2[trace( B!R,) + det Bi + det Bj - det( B, + B,)] 
dx, dXj 
(4.5) 
where 
It can be easily checked that trace( Bi B .), det B,, det Bj, and de6 Bi + B.) on 
the right hand side of (4.5) are al r’. Independent of the choice o I the 
orthonormal eigenvectors u,(u) and u,(u). 
5. PROOFS 
In the following we denote by &(Cm> the ring of all analytic complex 
valued functions defined in Cm, and by ti(C”>[ A] the ring of all polynomials 
in indeterminate h with coefficients in &Cm). It is clear that the characteris- 
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tic polynomial det] AZ - A( z )I . 1s a manic polynomial of degree n in &(@“I)[ A]. 
One may write 
det[ AZ - A(z)] = lfil p:“l, (5-l) 
where mi are positive integers and pi are distinct manic, irreducible polyno- 
mials in ti(C I”)[ A]. Here p E _~‘(a=~‘)[ A] is called irreducible if it is not a 
product of elements in &(Cln)[ A] with 1 ower degree. For any manic polyno- 
mial 
p = Ak + ; ci(z)Ak-” (5.2) 
i=l 
in @(C”‘)[ A], we denote by D(z) the discriminant of p, which is analytic in 
C”’ (for a definition of the discriminant, see, e.g., [9, p. 2111). If 
A,(z), . . . , Ak( z) (not necessarily continuous in z) are the zeros of p, then 
(5.3) 
5.1. Proof of Fact 1.1 
Let the characteristic polynomial of A(z) be written in the form of (5.1), 
where pi are distinct manic, irreducible polynomials in &((a= “I)[ A]. Let 
[A,,( ZJ>];: i be any f amil o continuous functions which are the zeros of pi. y f 
Then, in view of (5.1) and counting multiplicities, one choice of a family of 
continuous functions which are the eigenvalues of A(z) would be F = 
lJ := i( lJ “l{Aij( z>y: i}. Here the notation lJ” S denotes the family formed 
by the union of m identical copies of S. We complete the proof by showing 
that any continuous p( .z) which is an eigenvalue of A(z) must be a member 
of ._E Let p := nfcl pi, and reorder the zeros {Ajj(z): i = 1,. . . , k; j = 
1 . . > ni} of p by {A,<.z>}~[,, where /= n, + ... +nk. As discussed in the 
b&inning of this section, the discriminant D(z) of p is analytic in @” and is 
equal to n<< j[ Aj( z) - hi(z)]‘. Moreover, since p,, . . . , pk are manic, dis- 
tinct, and irreducible, we have D(z) f 0, the zero set 2 := {z E Cm : D( Z> 
= 0) of D(z) is nowhere dense in C”, and Cm \ Z is path connected [l, pp. 
378-3791. In view of (5.3) A(z) h as exactly Y distinct eigenvalues 
A,(z), . . . , A\-/(z). for each .z E CV’ \ Z. Now let p(z) be any continuous 
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function which is an eigenvalue of A(z). Then /_L( z) E 1 A,( z ), . . . , A/( z )} for 
each z E C”’ \ Z. As C” \ Z is path connected, by continuity of pu( z) and 
A,(z), . . . , h,(z)), there exists j E (1,. . . , f} such that p(z) = A&z> for all 
z E C”’ \ Z. By continuity again and the fact that Z is nowhere dense in Cl”, 
one must have p( z> = Aj( z) for all z E C ‘I. Hence /L(Z) must be an 
element of the family K 
5.2. Proof of Theorem 2.1 
Suppose f is symmetric w.r.t. the partition PAca,. As A,(z), . . . , A,,(z) are 
continuous, there is an open neighborhood U(a) of a = (a,, . . . , a,,,) in the 
form of U(a) = {z E @” : Izi - a,1 < pi, i = 1,. . . , ml for some p,, . . . , p,?, 
> 0 such that for all a’ E U(a) and 1 < i <j < n, Ai # Aj(a’) whenever 
hi(a) # 5(a). Hence Phcat, + PAcal and, by Proposition 2.2, f is symmetric 
w.r.t. PhcOr, for all a’ E U(a). The proof is done by showing that ag/azi 
(i = 1,. . .) m) exist and they are continuous at all a’ E U(a). One may 
assume without loss of generality that m = 1 and also a’ = 0, and hence one 
needs only to prove the main result for the special case of m = 1 and a = 0. 
For any manic irreducible polynomial p in LY’(@)[ A] in the form of (5.2), 
let {Ai( -)}f= i be the family o continuous functions which are the zeros of p. f 
Since p is irreducible, its discriminant D(z) is not identically zero in @ [l, p. 
3781. If D(0) # 0, then, by virtue of (5.3), A,(O), . . . , Ak(0) are distinct, and, 
by Fact 1.2, A,(z) ,..., Ak(z) are analytic at z = 0. If D(0) = 0, then one 
may reorder A,(z), . . . , Ak( x) such that in a neighborhood U of 0 one has the 
Puiseaux series for A;( =;): 
Ai( z) = e B,( d#)j, i = l,...,k, 
j=O 
where w = exp(2m/k > and B3 are complex scalars [12, pp. 31-32; 81. 
In this case, all hi(O) (i = 1, . . . , k) have a common value B,. Moreover, by 
writing 
p = (A - B, + B$ + i q(z)(A - B, + B,)k-i 
i=l 
= (A - B$ + 5 di(z)(A - B$’ 
i=l 
174 N.-K. TSING, M. K. H. FAN, AND E. I. VERRIEST 
and 
k k 
one observes that the elementary symmetric functions 
U,(Z) ‘= 2 [ *j( z, - Ai(o)] T 
i=l 
Uj( z) := Ii I? [*,,(4 - *ip)]: i,< <j] r= 1 
on {Ai - Ai(ONi=,,...,k are exactly the coefficients di(z) (which are in 
dO[hl), up t o a scalar multiple of f 1. In conclusion, either hi(z) (i = 
1 >a.., k) are analytic and have distinct values at E = 0, or Ai (i = 1, . . . , k) 
have a common value and the elementary symmetric functions 
01(-5), . . . , ck(z) on {Ai - Aj(0)}i=,,.,.,k are analytic at all z E @. 
Now write the characteristic polynomial det[ AZ - A(z)] in the form of 
(5.0, where p,, . .*) pk are distinct, monk, irreducible polynomials in 
M(C>[ A]. For each i = 1,. . . , k, write the m, identical copies of p, appeared 
in the product (5.1) as pi”, . . . , p!“J, and write the (continuous) zeros of pjj’ 
as A$jj<.z> , . . . , A$<z>, whe re ki is the degree of pi. By Fact 1.1, the family 
formed by the continuous eigenvalues A,(z), . . . , A,(z) of A(z) must be 
9-:= {A$+(~>)~_ 1-I ,.._, k:j=l,..., m,:/=l,..., k; Hence each A,(z) (r = 1,. . . , n) is 
represented by a unique and distinct element A$<z) in K For each 
i = 1,. . . , k and j = 1,. . . , mi for which the discriminant D(z) of p,‘j’ 
satisfies D(0) = 0, let si j be the collection of all indices r such that r E si i 
iff A,( z> is represented by a zero A$!>( .z) of p,‘j’. Let P be the collection of 
all such s~,~‘s and also the singleton sets {i} where i is not contained in all 
such s~,~‘s and i E N. Then P is a partition of N. Write P = (sl, . . . , s,}. By 
the result in the preceding paragraph, for each r = 1, . . . , t, the hi(O) have a 
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common value for all i E s, and the elementary symmetric functions 
cr&), . . *> a,& (2;) on { hj( z> - hi(O)}, E ,~ are analytic at z = 0. Notice that 
the above is true even if s, is a singleton set. As P is formed by further 
partitioning of the elements of PhcO,, we have P < PAcoj and, by Proposition 
2.2, f is symmetric w.r.t. P. For T = 1, . . . , t, define partitions P, := 
{s : either s = s, or s = (i} c (N \ s,)}. It is not difficult to see that IIp = 
n:=, IIp, and InpI = llF=,lII,rl, w h ere the product of sets is defined as the 
set of products (in this case, compositions) of elements in each of the sets. 
Since f is analytic at (A,(O), . . . , A,,(O)), f is equal to an absolutely 
uniformly convergent series 
in an open neighborhood U = {(A,, . . . , A,) E @” : ]Ai - A.,(O)] < gi} for 
some .si, . . . , E, > 0 {see, e.g., [12, pp. 7-101). Here in (5.4) the summing 
index 4 runs through all n-tuples of nonnegative integers g = (q,, . . . , qn), 
and C, is the complex coefficient of the monomial term n:= i[ Ai - Ai(0)]41. 
Since f is symmetric w.r.t. P, we have 
f( A, > . . . > A,,) = & c foh,(A,>...,A,) 
P TErI, 
In the above, the third equality follows from the fact that rr E IIp if and only 
if Y’ E IIp, and the fourth equality is by the facts that P = (s,, . . . , s,} is a 
partition of N and that II, = nt=iII, and III,1 = 17~=,lIIprl. For each q 
and r, consider the term f,,r := IX, tnp, Hi E ,JA, - Aj(0)]4-(g), which is a 
symmetric polynomial in Ai - hi(O) (i E s,>. By a result on symmetric 
polynomials [9, p. 2041, f,,r is a polynomial in v~,~ (i = 1, . . . , Is,I>, the 
elementary symmetric functions on {Ai - Ai(O& E ST. By ordering (in any 
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order) a; i (r = 1,. . . , t; i = 1,. . . , Is,l> as or, . . . , a;, and from the conver- 
gence of’the series in (54, one concludes that f = (l/lII,I>E,C,II”,,rf,,, 
can be written as a function f- in or, . . . , a,, and is equal to an absolutely 
uniformly convergent series C, D4 l-f:= rai41 in an open neighborhood c = 
Kff 1, . . . , a,,) E UZ” : ] cr, - a,(O)] < Si} for some S,, . . . , 8, > 0. Hence f- is 
analytic at (ur, . . . , a,> = (a,(O), . . . , a,,(O)). As a,(z) (i = 1, . . . , n> are ana- 
lytic at z = 0 and composition of analytic functions is analytic, g(z) = 
f<a,(z>, . . . , a,( z>> is analytic at z = 0. The proof is complete. 
5.3. Proof of Proposition 3.1 
Without loss of generality, we assume P = {NJ. Since f is analytic by 
assumption, we can write 
iT 
Yk, Y1>...,T ,..., Y,, 
for some analytic function t : R” + R which is symmetric w.r.t. the partition 
{IQ, {2,. . . > n}}. Notice that the function t is independent of k. Thus, for any 
k z I, the function 
df(Y) af( Y> 
r 
~ - ___ =t 
‘yk dY/ 
Yk, Yl,..., - ,..., Y,, 
( 
r 
- t Yl> y1,. . . zg-, . . .) y, 1 (5.5) 
is analytic in y and vanishes when yk = yl. Using a result in [12, Theorem 
9J, p. 291, the function in (5.5) can be written as the right hand side of (3.6) 
for some analytic function ICI,, which is also independent of k and 1. 
5.4. Proof of Theorem 3.1 
The first claim follows directly from Theorem 2.1. Now we give a proof 
for (3.8). The equation (3.7) can be proved similarly. Let U(x) = [u,(x) *a* 
u,(x)]. Define 
A(x, (Y) =A(x) + aY(x)diag(l,...,n)U?‘(r). 
Define hi(x, LY), UJX, a>, hf&x, a), q.(x, (~1, g(x, a>, and the right hand 
side of (3.8), which is denoted by y(x, a$, accordingly. For instance, hi(r, a> 
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denotes the ith eigenvalue of A( X, a> [eigenvalues of A( x, (Y> are also 
arranged in the decreasing order]. Then we have the following claims: 
(a) Using Theorem 2.1, it is clear that g( X, a> is analytic at (n, 0) and 
@&) @g(% 0) p= 
dXi ax, dXi dXi . 
Therefore, d2g(n, (Y>/JX, dxj, as a function of a, is analytic, thus continu- 
ous, in a neighborhood of cy = 0. 
(b) The eigenvalues of A(a, (Y) are A,(a) + (Y i, i = 1, . . . , n. Therefore, 
when 1 aI is sufficiently small and cy + 0, they are distinct and, in view of 
Remark 3.2, 
d”g(a, a) 
dXi dXi 
= r(n, a). 
(c) The eigenvectors of A(a, a) are u,(a, a) = u,(u), i = 1,. . . , n, which 
do not depend on II. Also, h,(a, a!) are continuous in (Y. So, in view of its 
definition, y(a, CY) is continuous in a neighborhood of (Y = 0. 
Combining (a)-(c), we conclude that 
a”da) ~‘g(~>o> -= 
dXi dXj dXi dXj 
= y(a, 0) = RHS of (3.8), 
and the proof is complete. 
5.5. Proof of Proposition 4.1 
Suppose p(z) satisfies the hypothesis of the proposition. Let 
A,(x), . . . I h,(z) denote the continuous eigenvalues of A(z). Without loss of 
generality we may assume ~(2) = A,(z) = ..f = A,(z) # Aj(z) for all j > k 
and all x E U. Define f(h,, . . . , A,) := (l/k)(h, + *** +A,). Then f is 
analytic and is symmetric w.r.t. PAca,. Hence, by Theorem 2.1, p(z) = 
f(qd,..., h,(z)) is analytic at a. 
5.6. Proof of Proposition 4.2 
Define the complex analytic function 
f(A,,..., A,,) = 5 (hi - AT)“. 
i=l 
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As A,(x*> = AT for i = 1,. . . , q, f is symmetric w.r.t. the partition PACT*,, 
where A(r*) = (Ai(x*), A,(x*)). Now let i,(z), . . . , i,(.z) be the con- 
tinuous eigenvalues of A(z) for .z E C”‘, where A,(x*) = h,(r*) for all i. 
Th_en, following the argument in the beginning of this subsection, one has 
j-CA,(x), . . . , A,(x)) =f(A,(r), . . . , A,(x)) = g(x) inha neighbozhood of x*. 
By Theorem 2.1, the composite function i(z) := f( A,(z), . . . , A,(z)) is ana- 
lytic at x *. Therefore g = g^ 1 Rfrz is real analytic at x *. 
APPENDIX 
Assume that all eigenvalues of A(a) are distinct. We derive here the 
expressions for the first and second order partial derivatives of A,(a). Let ei 
denote the ith coordinate vector. First, we express A(a + te,), Ak(a + te,), 
and u,(a + te,) in the form of Taylor series of t at t = 0 as follows: 
A(u + te,) = A(u) + TV + o(t), 
E 
%(a> 
Ak(a + tei) = Ak(u) + TV + o(t), 
I 
d%(U) 
uk(u + te,) = uk(u) + t- 
dXi 
+ o(t), 
(A -2) 
(A -3) 
where o(t) denotes sum of second and higher order terms. The unit norm 
assumption on u,(u) and u,(u + te,) implies 
d%(U) 
uC(u)y = 0. 
I 
Let h,(u) denote the diagonal matrix containing 
A,(a), . . . , A,(u) except Ak(u). Also let Uk(u> be such that 
U,(U)] is orthogonal and 
A(U)Uk(U) = Uk(a)*k(a)* 
Thus, in view of (A.4), we may write 
(A 4 
all eigenvalues 
the matrix [u,(u) 
(A-5) 
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for some p E [wnP’. Second, we substitute the expressions (A.l)-(A.3) and 
(A.5) into the equation 
A(u + tei)uk(u + te,) = A,(a f tei)uk(u + te,) 
and compare the coefficients corresponding to the t term. We then have 
dA( a) 
,xUkW + A(U)Uk(U)P =
dAk( a) 
1 
-jyUkW + Ak(U)Uk(U)P. (A.61 
z 
Multiplying (A.6) on the left by t&r(u) yields 
dA( a> 
u,“(u)- 
dx, Uk(U) + Ak(U)D = A,(a)B. 
1 
(A .7) 
We then solve /3 in (A.7) and substitute it in (A.5). Thus 
dUk(U) dA( a> ~ = Uk(u)[Ak(u)Z - Ak(u)]-lU;(u)~r*&z). (A.8) 
dXi 
1 
Third, we differentiate the equation A,(X) = u~(x)A(x)uk(x) w.r.t. xi at a 
and apply (A.4). We then obtain (3.4). Next, we differentiate (3.4) w.r.t. xj 
and apply (A.8). We then have 
d2AkW 
dx, dXj 
dA( a> 
+ 2u;(a)--- ax, uk(“>[Ak(u)z - Rk(“)l-l 
1 
dA( a) 
x uk“( u) ~ 
dx, uk("), 
J 
which can be easily checked to be equivalent to (3.5). 
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