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1. TNTR~D~CTION 
In recent years there has been increasing interest for the theory of 
random nonlinear operator equations. This was partly motivated from the 
needs of problems in various applied fields, like control theory, mechanics, 
statistics, biological sciences, and others. Several of those applications are 
presented in the books of Bharucha-Reid [2], Padgett and Tsokos [14], 
and Skorohod [18]. 
From the beginning two directions of research emerged. One emphasized 
the existence of random fixed points for single valued and set valued 
random mappings (see, for example, the works of Engl [7], Itoh [9], 
and Papageorgiou [ 151). The other examined the problem of existence 
of random solutions for nonlinear operator equations with random 
parameters. 
The present paper follows the second direction and has as its starting 
points the works of Itoh [S] and Kravvaritis [ 111. Here we consider 
random operator equations with no coercivity assumptions on the 
operators involved, extending in this way corresponding “coercive” results 
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of the above-mentioned papers. The approach that we follow is a combina- 
tion of the existing deterministic theory, with techniques from the theory of 
measurable mutifunctions and in particular the existence of measurable 
selectors through Aumann’s theorem (see Aumann [l] and for an 
interesting generalization see Saint-Beuve [ 171). 
Briefly the structure of the paper is as follows. In the next section we 
establish our notation and recall some basic definitions from the general 
theories of nonlinear functional analysis and of measurable multifunctions. 
In Section 3 we have gathered all the existence results for nonlinear 
random operator equations in which the classical coercivity hypothesis is 
not present. Finally, in Section 4 we concentrate on a particular type of 
nonlinear random operator equations, namely random Hammerstein equa- 
tions, and we present two results; one for general abstract Hammerstein 
equations and another for a concrete random integral equation of this type. 
2. PRELIMINARIES 
Let (52, C, p) be a o-finite measure space and X a separable Banach 
space. Let F:Q+2X\{@} b e a multifunction (set valued function) with 
closed values. Then F( . ) is said to be measurable if it satisfies one of the 
following equivalent conditions: 
(i) forall UzXopen, F-(U)={~ESZ:F(F(~)~U#IZ(}EC, 
(ii) for all XE X, w -+ d(x, F(u)) = inf{ /Ix-Z/~:ZE F(U)} is measurable. 
Both conditions imply that: 
(iii) Gr F= {o, x) E Q x X:x E F(o)} E 2 x B(X), B(X) = Bore1 o-field 
of X (graph measurability). 
When Z is ,u-complete and F( .) is closed valued, then (i), (ii) and (iii) 
are equivalent (for details we refer to Wagner [20]). 
Let X be a reflexive Banach space, X* its topological dual, and by ( ., .) 
we will denote the duality brackets for the pair (X, X*). Let T be an 
operator from X into X*. Then T is said to be (a) “demicontinuous,” if for 
any sequence {x } n nal~X s.t. x,-+‘x it follows that TX,-+” TX., (b) 
“weakly continuous, ” if x, --+ w x implies that TX, -+ w TX, (c) “monotone,” 
if (Tx - Ty, x-y) B 0 for all x, y E X, and (d) “maximal monotone,” if it is 
monotone and there is no proper extension of T that is also a monotone 
operator. We will say that the operator T is “pseudomonotone” if 
the following conditions are satisfied: (1) T is continuous from finite- 
dimensional subspaces of X to X* endowed with the weak topology, 
and (2) for any sequence {x,,},~ I s X for which x, --+w x, TX, -+w x* and 
limsup, - m (TX,, x,, -x) < 0 we have TX = x* and lim( TX,, x,) = (x*, x). 
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If T satisfies only condition (2), then it is said to be “generalized 
pseudomonotone.” For an operator T from 52 x X into X* we will write 
T(o)x for the value of T at (w, x) E B x X. An operator T: 52 x X + X* is 
said to be random, if for every .x E X, w + T(w)x is measurable from Sz into 
X*. A random operator T is said to be monotone (demicontinuous, etc.), 
if for every o E Q, T(o)( . ) is monotone (demicontinuous, etc.). 
Finally, by B(Q, X) we will denote the set of all measurable mapping 
x: i-2 -+x s.t. sup{ Ilx(o)ll: o~Q}<co. For r>O we set B,(O)= {xEX: 
/(XII <r} and as,(O)= {xEX: llxll =r}. 
3. NONCOERCIVE RANDOM EQUATIONS 
Throughout this section (Q, C, p) is a complete o-finite measure space 
and X is a separable, reflexive Banach space. 
We start with a result that is a significant generalization of Proposi- 
tion 3.1 of Itoh [S] which was stated for X finite dimensional and for 
coercive monotone operators. 
THEOREM 3.1. If T: Q x X -+ X* is a random operator which is weakly 
continuous and bounded, y: Q -+ X* is measurable, and there exists r > 0 SS. 
(T(w)x-y(w), x) >0 for all XE as,(O) and all OEL? then there exists 
x E B(Q, X) s.t. T(w)x(o) = y(w) for all o E Q, 
Proof: By considering f((w)x = T(w)x -y(w), if necessary, we may 
assume that y(o) = 0. Let { Y,}~~, be a sequence of linearly independent 
vectors in X s.t. span{ y,jna I =X. Such a sequence exists because of the 
separability of X. Let X, = span{ y,}i= 1 and let j, be the injection of the 
finite-dimensional subspace X, into X. Also let j,* be the adjoint of j,, 
projecting X* onto X,*. Define the operator T,: Q x X, -+ X,* by T,, (0)x = 
j,* T(w)jnx. Clearly T,, ( . )( . ) is a continuous random operator. Then 
consider the finite-dimensional operator equation T,,(o)x = 0. Let R,(o) = 
{xEX,,: /(XII dr, T,(o)x=O}. From Lemma 18.2 of Vainberg [19], we 
know that for all o E 52, R, (0) # 0, n > 1. Also note that 
Apply Aumann’s theorem to get x,: Q + X, measurable s.t. for all 
o E Q, x, (w) E R, (0). Then for all n 3 1 and all o E 52 we have 
x,(w) E B,(O) and T,(o)x,(o)=O. 
Set. R(o)=w-Ti;;;{x,(~)}.~,. Note that for all n > 1 and o E 0, 
x,(w) E B,(O) and the latter is w-compact (since X is reflexive) and by the 
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Eberlein-Smulian theorem sequentially w-compact. Therefore R(o) # @ 
for all w E 52. Also recall that the weak topology on B, (0) is metrizable and 
let d( .,.) be such a metric. Then from Kuratowski [12] we know that 
R(o)= {XEXl&,,, d(x, x,(o)) = 0) from which we deduce that R(.) is 
measurable from r;2 into B,(O) with the weak topology. Once again 
Aumann’s selection theorem produces x: Sz + X weakly measurable (and 
because of the separability of X also measurable) s.t. x(o) E R(o) for all 
o E 52. Fix w E Sz. There exists a subsequence of {x~(o)~,,~, (denoted for 
notational simplicity by the same index) s.t. x, (0) -+ w x(w). Then for every 
zEX we have 
(T(~)Xn(W), 2)= (T(~LL(W), z,) + (T(~b,,(~), Z?> 
where z = C,&= r 1, y,, z, = C:=, A, y,, and z” = z - z,. Clearly Z” -+b 0, as 
n + 00. Remembering that T,, (w)x, (w) = 0, we get that 
(T(ob,(oh z) = (T(~)xn(~)~~rzzn) + (T(o)x,(o), z”) 
= (.ZT(~b,(~)~ zn) + (T(ob,,(o), z”) 
= (Tn(~b,(~)> zn)+ (T(~)x,(wL z”) 
d IIT(~b,(~ill IM. 
But by hypothesis T(o)( .) is bounded. So there exists M(u) > 0 s.t. 
II T(~b,(~)ll g M( w ) f or all n 3 1. Furthermore, as we already mentioned, 
I/znJI + 0 as II + co. Therefore we deduce that 
II T(~b,(~)ll . lIznIl -+ 0 
=a (T(o)x,(o), z) + 0 as n-cc 
and since z E X was arbitrary we finally have that 
T(o)x,(o)~ 0 as n+co. 
On the other hand, since x,(o) jw x(o) and by hypothesis T(o)( .) is 
w-continuous, we get that 
T(o)x,z(o) “, T(ob(w) as n-+cc 
=a T(o)x(o)=O for all 0 E52 
j x( .) is the desired random solution. QED. 
We have another such result for the same random operator equation. 
Compared with Theorem 3.1, here we assume accretiveness of the operator 
but we relax the w-continuity hypothesis to demicontinuity. Also the 
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underlying Banach space is assumed to be uniformly convex. Our theorem 
is the random version of the deterministic result of Kartsatos [lo, 
Theorem 31. 
THEOREM 3.2. If the space X is uniformly convex, U is an open and 
bounded subset of X, T: Q x 0 --f X is a random, demicontinuous acretive 
operator for which we have that for all o E Q there exist x,,(o) E U and 
E(O) > 0 s.t. 
for ull xeaU and y:Q + X is a measurable map then there exists 
x E B(SZ, X) s.t. T(o)x(o) = y(w) for all o E f2. 
Proof. We may assume that y(o) =O. Set L(o) = {x~ 8: T(o)x=O}. 
From Theorem 3 of Kartsatos [lo], we know that L(o) # 0, w E a. Let 
ix,*ln21 be dense in X*. Then 
L(W)= n (x~O:(T(o)x,x,*)=O}. 
n21 
Because of our hypotheses, for every n >, 1, w + (T(o)x, x,*) is 
measurable and x + (T(w)x, x,*) is continuous. Hence from Lemma III-14 
of Castaing and Valadier [4], we deduce that (0, x) -+ (T(o)x, x,*) is 
jointly measurable. So we have that 
Apply Aumann’s selection theorem to get x: Sz -+ D measurable s.t. 
x(m)~L(w) for all o~9. Then T(o)x(o) =O, ~ESZ, i.e., x( .) is the 
desired random solution. Q.E.D. 
If we strengthen te monotonicity hypothesis, we can relax further the 
boundary condition. 
THEOREM 3.3. If U is an open subset X and T: Sz x c + X is a random, 
demicontinuous, strongly accretive operator for which we have that for all 
w E Q there exists x0(o) E U s.t. 
II T(~bo(~)ll G II T(o)xll 
for all x E aU then there exists x E B(Q X) s.t. T(w)x(o) = 0 for all o E Q. 
Proof: The proof follows that of Theorem 3.2, this time using 
Theorem 6 of Kartsatos [lo]. Q.E.D. 
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Remark. Both Theorems 3.2 and 3.3 extend Corollary 3.5 and 
Theorem 5.3 of Itoh [8]. 
Recall that an operator Q: X-+ X* is said to be “smooth” if it is 
bounded, coercive, maximal monotone and D(Q) = X. An immediate 
example of such an operator is the duality map in a strictly convex, 
reflexive Banach space. If T: X-+ X* is generalized pseudomonotone and 
for each smooth operator Q, R( T+ Q) = X*, then T is said to be “regular.” 
THEOREM 3.4. If T: 52 x X -+ X* is a random, demicontinuous, regular 
operator with T- ‘(w)( . ) bounded, uniformly in w, and for all o E 52 there 
exists k > 0 s.t. 
(T(w)x, x) a -k Il.4 
then for any y E B(Q, X*) there exists x E B(Q, X) s.t. T(o)x(o) = y(o) for 
all 0 E 0. 
ProoJ: As before we assume that y(w) = 0. Invoking Asplund’s 
renorming theorem, we may assume that both X and X* are strictly convex 
and so the single valued duality map J: X+X* is a smooth operator. 
Because of the regularity assumption on T(o)( .), for every n 3 1 the 
equation T(o)(x) + (l/n)Jx 7 0 admits a solution. Let L,(w) = 
(xEX: T(o)x+ (l/n)Jx=O) #;Qr for all own. 
For { xkjk a, dense in X we have 
L,(o)= (I {x~.Y:(T(w)x,x~)+~(Jx.~~)=Oj. 
k>l 
Because of the demicontinuity of T(o)( +), we know that for every k 3 1, 
x + (T(o)x, xk) + (l/n)(Jx, xk) is continuous, while clearly w -+ (T(o)x, xk) 
+ (l/n)(Jx, xk) is measurable. Hence (0, x) -+ (T(o)x, xk) + (l/n)(Jx, xk) is 
jointly measurable and so Gr L, = flk 2, { (0, x) E Q x X: (T(o)x, xk) + 
(l/n)(Jx, x,)} E Z x B(X). Apply Aumann’s selection theorem to get 
x, : 52 + X measurable s.t. x, (0) E L, (0) for all o E 52. Thus for all o E 0, 
T(co)x,,(w)+~Jx,,(cr,)=O 
n 
=z- -kllx,(w)ll~<(T(w)x,(o),x,(o))= - +,((uMo)) 
a1 Ilx,(~)ll 6k n> 1. n 
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But (l/n)I/x,(o)ll = IIT(o)x,(o)~l. Therefore for all na 1 and PER we 
have 
II ~(~b,(~)ll Gk. 
Since by hypothesis T-‘(o)( .) is bounded, we deduce that there exists 
M(k) > 0 s.t. for all n >, 1 and all o E Sz 
lIx,(~)ll GM(k). 
Let R(w) = ~-lim(x,(0)},~, As in the proof of Theorem 3.1 we can get 
that R(o) # /zr and that it is measurable. Thus we can find x: 0 +X 
measurable s.t. x(m)~R(w). Fix ~ESZ. By passing to a subsequence if 
necessary, we may assume that x,(o) -+w x(w) and T(o)x,(w) +‘O. Then 
(T(~)x,(~),x,(~)-x(~))~O. S’ mce T(o)( .) is generalized pseudo- 
monotone we have that T(w)x(o) = 0 for all w E 52. Therefore x( .) is the 
desired random solution. Q.E.D. 
Remark. Our result generalizes Theorem 5.3 of Itoh [S] and provides 
a noncoericive version of Theorem 1 of Kravvaritis [ 111. 
We conclude this section with a stochastic generalization of Theorem 2 
of Brezis and Browder [3]. 
THEOREM 3.5. If T: s2 xX+X* is a bounded, maximal monotone 
random operator, M: 52 x X -+ X* is a maximal monotone random operator, 
and iffor each 1~ R, 2 >O we have that the set A,= (xEX: (M(w)x, x)< 
1 llxll } is relatively w-compact then given any YE B(SZ, X*), there exist 
x E B(R, X) s.t. T(w)x(o) + M(o)x(o) = y(o), for all o E Q. 
Proof: Let L(o) = {x E X: T(o)x + M(o)x = O}. From Brezis and 
Browder [3] we know that for all o E 0, L(o) # 0. Let {z~},, >, be dense 
in X and consider the functions dn: (0, x) + (T(o)x, z,) + (M(u)x, z,), 
n > 1. Recalling that maximal monotone operators are demicontinuous, we 
see that for each n > 1, cp,( ., .) is Carathtodory (i.e., measurable in w, 
continuous in x), hence jointly measurable. Therefore 
Through Aumann’s selection theorem we can find x: Sz + X measurable 
s.t. x(m)~L(w) for all ~ESZ. Clearly x( .) is the random solution. Q.E.D. 
242 KRAVVARITISANDPAPAGEORGIOU 
4. RANDOM HAMMERSTEIN EQUATIONS 
A special class of operator equations, which has important applications 
in the theory of integral equations, is the class of linear and nonlinear 
Hammerstein equations. Elliptic boundary value problems whose linear 
part possesses a Green’s function can be transformed into a Hammerstein 
integral equation. 
A major breakthrough in the study of such equations was made with the 
introduction of monotonicity methods. The major work within the context 
of Hilbert spaces is the paper of Dolph and Minty [S], which was later 
extended to general Banach spaces by Brezis and Browder [3] and 
Petryshyn and Fitzpatrick [16]. In this section we consider random 
Hammerstein equations. 
Recall that a Banach space X has property (ni) if there exist a directed 
family of finite-dimensional subspaces {X,} ordered by inclusion and a 
corresponding family of projections Pi from X onto Xi, s.t. U ia i X, is dense 
in X and l[PJ = 1 for all i. We mention that Hilbert spaces and Lp(p) 
spaces with cr-finite measure p and p > 1 have property (7tl) (see Vainberg 
[19, p. 2871). 
We start with an existence result for random abstract nonlinear 
Hammerstein equations. 
THEOREM 4.1. lf X is a separable, reflexive Banach space with a 
Schauder basis having property (rt, ) and 
(1) A: Q x X* +X is a linear, monotone random operator s.t. 
~~A(w)x*~~~aJ~X*~/forallx*~X*,allo~Q,andsomea>0, 
(2) T:axx-+x* is a bounded, pseudomonotone random operator 
and for each OEQ, there exists c(o)>0 s.t. (T(o)x,x)>((T(o)O,x)- 
c(o) IJxI( for all x E X and all w E Q, 
(3) IINo) ZIw)xll d 4~) llxll f or some Z(o) E (0, 1) and all x E X, 
JJxII >r, and all,wEQ, 
then there exists x E B(SZ, X) s.t. x(o) + A(w) T(o)x(o) = Ofor all w E 52. 
Proof: Because of the reflexivity of X it suffices to solve the equation 
A*(o)x* + A(u) T(o)A*(o)x* = 0. 
So consider the operator (w, x*) + N(w)x* = A*(o)x* + A(o) T(w) 
A*(w)x*. 
From Proposition 5.2 of Petryshyn and Fitzpatrick [16], we know that 
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for every o E 52, N(o)( . ) is pseudomonotone. Clearly N(w)( . ) is also 
bounded for all o E Q. Furthermore note that 
(Nob* - N(o)O, x*) 
= (N(w)x*, x*) - (N(w)O, x*) 
= (A*(o)x*, x*) + (.4(o)T(w)A*(w)x*, x*) 
- (A(o) T(o)A*(o)O, x*) 
= (A*(o)x*, x*) + (T(o)A*(o)x*, A*(o)x*) 
- (T(o)O, A*(o)x*). 
Because of the monotonicity hypothesis on A(w)( .) we have that 
(A*(w)x*, x*) = (x*, A(w)x*) b 0. Th en using hypotheses (1) we get that 
(N(wb* -N(o)% x*1 2 --c IIA*(o)ll lIx*l/ 
Also we have 
11 N(o)x*ll = IIA*(w)x* + A(w) T(o)A*(o)x*ll 
2 IIA*(ob*ll- IM~)v~)A*(~)x*Il 
> (1 -l(w) IIA*(o)-u*ll 
2 (1 -Z(w))cl llx*ll + cc 
as IIx*ll + co, because Z(o) E (0, 1) and c( > 0. 
Thus we can apply Proposition 5.1 of Petryshyn and Fitzpatrick [ 163 
and deduce that N(w)( .) is surjective. 
Next let {Xn}nal be the increasing family of finite-dimensional sub- 
spaces of X, postulated from property (n, ) (it is countable because of the 
separability of X). Let j”: X,* +X* be the injection operator and 
j,*:X-+ X, its adjoint, the corresponding projection operator with llj,*II = 1 
(because of property (xl)). Then consider the multifunction 
L,(o) = {x* E X,*: j~A*(w)j,x* + j,*A(w) T(o)A*(o)j,x* = 0) # 0. 
Since T is finitely continuous, we deduce that 
(co, x*) + j,*A*(o) j,,x* +j,*A(o) T(w)A*(o) j,,x* 
is a Carathiodory map from Q x X,* into X,. Therefore it is jointly 
measurable and so Gr L, E C x B(X,*). Apply Aumann’s selection theorem 
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to get x,*: Sz +X,* measurable s.t. x,*(w)E L,(o) for all o ~a. Thus for 
n31 we have 
j;A*(w)jnx;(u) +j,*A(o) T(o)A*(o)j,x,*(o) = 0 
* Il.Lz~*(~)jnx3~)ll = llj,*~(o)~(o)A*(o)j,x,*(o)ll 
6 lIj,*ll IINW) ~(~M*(~)~rJ,*(~)ll 
6 f(w) ll~*(~)~,.a~)ll 
for ljA*(w)j,x,*(o)ll > r. Hence llj,*[I 9 I(o) < 1, a contradiction. Thus 
ll~*(~)~,m~)ll G f.2 n>l 
*4lx,*(~)ll dr 
* IIx3w)II G r/a 
for all n 2 1 and all w~a. Therefore R(o) = W-lim{x,(~)}.~, is a 
nonempty, closed valued measurable multifunction. Let x*: 52 + X* be 
measurable s.t. x*(o) E L(o) for all x E R. 
Now fix o E ~2. Then there exists a subsequence of {x~(o)}~~ 1
(depending on o and for simplicity denoted by the same index) s.t. 
x,(QJ) -Pw x*(o). Our claim is that N(w)x,*(w) 40. To see this let 
x*EU.Sl X,* be arbitrary. Then x* E Xn*, for some n, and also x* E A’,* for 
all n>n,. So 
(N(o)xX(oj, x*) = 0, 
for all n 2 n,, hence lim, _ oD (N(w)xz(o), x*) = 0. Because of the 
boundedness of N(o)( -) and the density of U, >, X,* in X* we deduce that 
N(w)x,*(w) “, 0. 
Finally, lim, _ o. (ZV(w)x,*(o), x,*(o) -x*(w)) = 0 and since N(o)( .) is 
pseudomonotone, we get that N(o)x*(w) =O. So x*( .) is the random 
solution. Q.E.D. 
Next we consider a random nonlinear Hammerstein integral equation of 
the form 
4% x) + s NW 4Y)f(W u(w, vxY) & = 40, x), (*I A 
where A is a domain of finite measure in R”. Without any loss of generality 
the forcing term may be taken to be zero. Let 1 <p, q < 00 s.t. l/p + l/q = 1. 
By L(R”) we will denote the continuous linear operators from R” into itself. 
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THEOREM 4.2. If f: Q x R” x A + R” is a function s.t. 
(I) ,for all x E A, (co, y) +,f(o, x, y) is measurable and jA /If (co, 0, y)II y 
dy<M,, 
(2) for all o E Q, (x, y) + f (co, x, y) is continuous and for all y E A, 
(f(wx’, Y)-f(wx, y),x’-x)30, 
(3) there exist a(~,.) E LY, and b(w) > 0 s.t. Ilf(w, x, y)ll d LX(W, y) + 
b(w) IIx/lP ‘2 
(4) for all u(.)EL:, llullp>M2 we have (f(w,u(y), y),u(y))>O and 
if K: R x A x A + L(R”) is s.t. 
(5) (w, x, y ) -+ K(o, x, y ) is measurable, 
(6) u(.) + w( .) = jA K(o,., y)~(y) dy is bounded from Lz into L: 
uniformly in 0, 
(7) for all v: A -+ R” in LX wxe have 
(K(o, -x, Y)u(Y), u(x)) &d-x > 0, 
then there exists u:Q x A -+ R” jointly measurable s.t. for all ~~52, 
u(w, . ) E Lf: and satisfies (* ) for all w E Q and almost all x E A. 
Proof Consider the Nemitsky operator N(o)u( .) = f(o, u( .).). For 
fixed o E Q, because of hypothesis (3) we know (see Martin [ 13, Proposi- 
tion 2.5, p. 1611) that N(w)( . ) is a continuous bounded operator from Li 
into Lz. Also because of hypothesis (2) it is easy to see that N(w)( .) is a 
monotone operator. 
Fix u E Lf: and consider the map w + N(o)(u). We have 
{oEn:N(o)(u)E~,(o)}= {OEQ: lIN(o)(u)ll q<Ef 
= 0 E Q: 
i j 
Il.f’(o, u(y), y)ll4 dv -=c EY . A 
i 
Set d4=jA Ilf( w, u(y), y)ll” dy. Note that because f( ., ., .) is a 
Caratheodory integrand, it is jointly measurable. Hence (0, y) + 
I/ f(o, u(y), y)lly is measurable and so OJ + d(o) is measurable. Therefore 
we have that (w E 52: v(w) < F?} EC and this proves that o -+ N(o)u is 
measurable. Also note that for all u E Lz for which J(u(1 r)> M2 we have 
(Nw)u, u) = jA W(~)U(Y), U(Y)) 4 
= c (f(w U(Y), y), u(y)) dy30. A 
409 141 l-17 
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In addition IIN(w)O(l; = JA Ilf(w, 0, y)ll” dy < M,. 
Next consider the linear integral operator B(o)( .) defined by 
B(w)@) =J, a% x3 YMY) &. 
By hypothesis (6) we know that B(o)( .) is bounded uniformly in o E L? 
So if we fix u E Lz we observe that 
{weQ: IIm4a/--j 
={w~Qj-~ ll$, KC c&x, y)u(y)dJJ(l”dx<&p EC 
I 
*o -+ B(o)u is measurable from Sz into L:. 
Also note that because of hypothesis (7), for all o~9, B(o)( .) is 
monotone. Then rewrite (*) as the abstract random operator equation 
u-t B(o)N(w) u = 0. (*I’ 
Recall that Lz is uniformly convex, so its norm is uniformly Frechet 
differentiable and so the duality map J( .) satisfies J(x) = llxll grad /1x1/ and 
is monotone and demicontinuous. So if in the definition of property (n) 
(see Itoh [S, p. 143]), we take A = J, we conclude that Lz has property 
(71). Thus we can apply Theorem 7.1 of Itoh [S] and deduce that (*)’ 
admits a random solution zi E B(R, L:). Then invoking Theorem III-17 of 
Dunford and Schwartz [6], we deduce that there exists U: Sz x A + R” 
jointly measurable s.t. u(w, .) = a(~)( .) for all o E 52. Then clearly u( ., .) is 
the desired random solution of (*). Q.E.D. 
Remarks. (1) Hypothesis (2) is satisfied if, for example, lIK((o, x, y)ji 
6Mforall (o,x,y)~SZxAxA. 
(2) If in addition to the hypotheses of the theorem we assume that 
lim’,,, JA IlK(l(w, x’, y) - K(w, x, y)II p dy = 0, then the random solution 
u( ., .) can be chosen to have continuous paths, i.e., ~(0, .) E C,(A) for all 
UEQ. 
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