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Results are derived on rational solutions to AAr = B, where B is integral and 
A need not be square. Restrictions possible on the denominators of the elements 
of A are shown to be related to corresponding restrictions on the denominators 
of rational matrices representing integral positive definite quadratic forms of 
determinant 1. Results due to Kneser are applied to find possible denominator 
restrictions when A has a small number of columns. These results are then applied 
to rational completions of (0, 1) matrices satisfying a partial incidence equation 
of a symmetric block design. Using results derived previously, it is shown that in 
fact (0, 1) normal completions are possible if no more than seven lines are to be 
added, extending a similar result by Marshall Hall for completions of no more 
than four lines. 
1. INTRODUCTION 
A basic-and difficult-problem in combinatorial theory is the completion 
problem; given an initial set of blocks in a block design, when can additional 
blocks be added to form a complete design? 
One way to approach the problem in the case of symmetric designs is to 
form a partial incidence matrix and work with rational normal completions 
to a square matrix satisfying the particular incidence equations involved. 
These completions are available under fairly general circumstances by a 
theorem of Hall and Ryser. Then by applying rational orthogonal transfor- 
mations preserving the incidence relationships, it is hoped that the added 
elements can be forced into a more restricted form, eventually even the zeros 
and ones of a full incidence matrix of a symmetric design. 
In [I], certain results were derived for rational completions of integral 
(n - r) by n matrices X satisfying XX= = ml,-, , with restricted denominator 
conditions imposed on the completing matrix. Particular attention was paid 
to the Hadamard case, equivalent to consideration of the corresponding 
Hadamard symmetric block designs. 
Here, those results are generalized to the problem of finding rational 
representation matrices Y satisfying Y Y T = B, where B is integral, Y is in 
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general rectangular and similar denominator restrictions are imposed. The 
case where Y represents the rational completion of a partial incidence matrix 
of a general symmetric block design is treated separately. Results paralleling 
those found earlier for Hadamard completions are derived. 
1. EXISTENCE CONDITIONS FOR RATIONAL COMPLETIONS 
The basic theorem for rational completions is the following theorem from 
the Hall-Ryser paper [2]: 
THEOREM 1.1 (Hall, Ryser). Suppose that AAT = D1 @ Dz . Here the 
matrix A is of order n and nonsingular. The matrix D, is of order r and D, is of 
order s, where r + s = n. Let X be an arbitrary r by n matrix such that 
XXT = D, . Then there exists an n by n matrix Z having X as itsfirst r rows 
such that ZZT = D, @ D, . This result holds for all fields of characteristic 
not 2. 
For the purposes of this paper, the field in question will be the rationals 
and A will satisfy one of the two equations AAT = mIor AAT = (k - h)I + XJ 
(.I is the matrix of all ones). 
Existence conditions for rational solutions to AAT = mI are described 
by Hall in [3]: 
THEOREM 1.2. There exists an integral square matrix A of order n such 
that AAT = ml if and only if: 
(i) For n odd, m is a perfect square; 
(ii) For n = 2 (mod 4), m is the sum of two squares; 
(iii) For n = 0 (mod 4), m is any positive integer. 
This condition is in fact necessary and suficient for the existence of a 
rational solution to the above equation. 
Existence conditions for rational solutions to the incidence equation of a 
symmetric block design are given in [4]: 
THEOREM 1.3 (Bruck, Ryser, Chowla). Suppose v, k, X satisfy k(k - 1) = 
h(v - 1). Necessary and suficient conditions for the existence of a rational v 
by v matrix A satisfying AAT = (k - X) I, + W, are: 
(i) For v even, (k - A) is a perfect square; 
582a/27/2-6 
200 ERIC VERHEIDEN 
(ii) For v odd, z2 = (k - h) x2 + (- l)(v-1)/2 /?v2 has a solution in 
integers x, y, z not all zero. 
Conditions for rational completions of appropriate X now follow: 
THEOREM 1.4. Suppose m, n satisfy Theorem 1.2 and X is an (n - r) by 
n matrix satisfying XXT = ml,-, , Then there exists an n by n rational matrix 
A, with X as itsfirst (n - r) rows and satisfying AAT = rnIn . 
Proof. Follows directly from Theorem 1.1. 
For the case of rational normal completions of incidence matrices, we 
again quote the Hall-Ryser paper [2]: 
THEOREM 1.5 (Hall, Ryser). Suppose that thematrix B = (k - h) Z, + W, 
is rationally congruent to the identity (as established in Theorem 1.3). Let X be 
a (v - r) by v (0, 1) matrix satisfying XXT = (k - h) I,-, and XJ, = kJ,-,,, . 
Then there is a rational matrix A having X as itsfirst (v - r) rows and satisfying 
AAT = ATA = B, AJ, = J,A = kJ, . 
2. GENERAL RESULTS 
In this section, we will be concerned with the matrix equation YYT = B, 
where Y is rational of size n by r and B is integral of size n by n. In our 
applications, YT will consist of the r rows added to an integral (n - r) by n 
matrix X to form a normal matrix A satisfying AAT = (k - h)Z + hJ or 
AAT = ml, for suitable values of the parameters. Since A is normal and AAT 
and X are both integral, so is B. 
We will apply rational transformations to Y of the form W = YU, 
where U is rational and has determinant one. If U is further stipulated to be 
orthogonal, then we note that WWT = YUUTYT = YYT = B, so the matrix 
equation is preserved. If we now replace Y by Win A, forming the matrix 2, 
then ArA = ArA. If originally AAT = mZ, normality of d is now assured; 
if AAT = (k - A)1 + hJ, an additional restriction on U is required. 
We would like to be able to choose U so that not only does A satisfy the 
same normal matrix equation as A, but so that A is entirely integral as well. 
If this can be done, then in the case of incidence matrices, it is possible to 
show that the new matrix is in fact (0, 1) as required. In the case of Hadamard 
matrices, it is possible for the added integral elements to be other than + 1 or 
- 1, in fact it is possible for there to be an integral completion, but no (1, - 1) 
completion at all. 
In any event, we will see that, aside from small values of r, it is not always 
possible to make W integral. We will show that it is possible to choose 
an orthogonal transformation to force all denominators of W to be powers 
of two, the size of which is dependent on r (but note Theorem 5.1, which 
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indicates that it is not always possible to force the denominators to be powers 
of two when the additional restriction necessary for a normal incidence 
matrix completion is imposed). 
The maximum size of the exponent of two required for a fixed r arises 
from the denominators of rational lattices representing integral positive 
definite quadratic forms of determinant one and order r. In particular, 
we may take a zero exponent if r < 7 (i.e., W is integral) and one if r < 16 
(i.e., W is half-integral). 
THEOREM 2.1. Let Y be a rational n by r matrix where Y Y T is integral. 
Then there is a rational orthogonal matrix U of order r so that 2” YU is integral 
for su$liciently large e, i.e., all denominators of the elements of YU are a power 
of two. If then W = YU, also WWT = YYT. 
Proof. Choose s0 = 2”s (s odd), the smallest integer so that .sO Y is integral. 
Proof by induction on s. 
Let p be an odd prime factor of s and let Y, = s,Y. Then Y, YIT = 0 
(modp2). Choose u1 , v2 ,..., vk: , row vectors from Y, which form a basis of 
the row space of Y, over Z, . The dual of (vl ,..., uk) is of rank r - k, but 
v1 ,. .., vlc are self-dual over Z, . Hence, there are r - 2k further vectors 
vkfl ,..., v,-~ which together with v1 ,..., vk form a basis of (ul ,..., z#. 
Finally, there are k further vectors v,-~+~ ,..., v, which complete a basis of Z,‘. 
Since v1 ,..., v, are independent over Z, , rational representatives will be 
independent over Q. Form the matrix V by taking the rows of V as the 
vectors v1 ,..., v, . The independence of the rows of V over Z, insures that p 
does not divide det V. We have the following equations: 
(i) vi. vj EE O(mod$) for 1 < i <j < k; 
(ii) vi*vj=O(modp)forl <i<k,k<j,<r-k. 
Let P = Zk @pZ,-,, @p2Zk and consider B = PV. It follows immediately 
that pT divides det B, but pr+l does not. Furthermore, (i) and (ii) imply that 
BB* = 0 (modp2), as is easily verified. 
Let y be a row of Y, . Since v1 ,..., vk is a basis of the row space of Y, over 
Z, , we may write y = zi”_, aivi + py, , where the ai are integers and y1 is 
another integral row vector. Since each vi , i = I,..., k, is a row vector from 
Y, and Y,YIT = 0 (mod p”), we have y . vj = Et, ai(vi . vj) + p( y1 vj) E 0 
(modp2), j = I,..., k. But vi . vj = 0 (mod p”), i,,j = l,..., k. Hence 
y1 . vi = 0 (modp), j = I ,..., k or y1 E (vl ,..., vr)‘. From this we obtain 
BYIT = 0 (mod p2). 
Let q # p be a prime dividing det B. There are integers dI ,..., d,. , with 
g.c.d.(d, ,..., dr> = 1 so that q divides J$-, dibi , where the bi are the rows of 
B. It is well known that given these conditions, there is an integral matrix D 
of determinant I with (4 ,..., dr) as its first row. Let BI = DB. Then B,YIT = 
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DBYIT = 0 (modp2) and BIBI T = DB BTDT = 0 (mod@). The first row 
of Bl has all entries divisible by q. Divide out the factor q from the first row 
and consider the resulting matrix B, . The determinant has been divided by a 
corresponding factor, however B2YlT = 0 (modp? and B2BzT = 0 (mod$) 
as before. Continue inductively until the determinant is a power of p. 
Renaming the new matrix C, we see that in fact det C = &p’, by what was 
established earlier. 
Consider the integral matrix E = P-~CC=. E is positive definite and has 
determinant I. Such a form can be represented by a lattice K, satisfying the 
condition that I = .I1 ,..., Jt = K is a chain of lattices on p with Ji+I 
adjacent to Ji , I denoting the identity lattice [5]. This means that there is a 
rational matrix F so that FFT = E and all denominators of the entries of F 
are powers of two. Then FTE-IEE-‘F = I,. and if C, = p-lFTE-‘C, C, is 
orthogonal and P~~C, is integral for b sufficiently large. Now we know that 
2bC, YIT is integral and in fact 2bCIYIT = 0 (mod p), given the properties 
we have established for C. 
So consider Y, = YC, = 2-%-1Y,C,T. Then 2a+bs,Y2 is integral where 
s1 = s/p < s. Inductively, we may apply further orthogonal transformations 
Cz ,..., C, until s = 1. Taking U = C, T ... CUT, we see that U is orthogonal 
and 2eYU is integral for e sufficiently large. 
THEOREM 2.2. Let Y be a rational n by r matrix where YYT is integral. 
Then there is a rational matrix Z with det Z = 1, ZZT integral and Z YT 
integral. 
Proof. By Theorem 2.1. we may choose a rational orthogonal U so that 
2eUTYT is integral for e sufficiently large. In fact, choose a minimal e satis- 
fying this condition and let Y, = 2” YU. Evidently, YIYIT = 0 (mod 4”). 
We now choose a basis of the integral lattice generated by the rows of YI as 
follows: 
B = (6, = v1 ,..., bk, = Q, , b,,,, = 2r,c,+, ,..., bks = 2vg, ,..., 
where the ui are all nonzero (mod 2) and independent over Z, . Since 
YIYIT = 0 (mod 49, the same holds for the inner product of any two b, and 
it follows from this that vi l’j +z 0 (mod 4), i,.j = l,..., k, . The dual of 
{Vl >‘.‘> Vke> over Z, is of rank r - k, and contains v1 ,..., up . We may choose 
additional vectors JJ~,+~ ,..., yr+ to complete the dual of {v”, ,..., vR,) over Z, . 
By adding suitable even multiples of vectors annihilating each of the vi , 
i = I,..., k, , except for a specified Vj , it can be seen that we may in fact 
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stipulate that representative yi be chosen so that vi * yj = 0 (mod 29, 
i=l ,..., k, ,j = k, + l,..., r-k, .Thenifwesetq = 29~) i = k, + I,..., 
r - k, , it follows that bi * zi = 0 (mod 4”), i = l,..., k, , j = k, + I,..., 
r - k, . 
Continue now in a similar fashion to obtain yr--k,+l ,..., y7--ke--1 completing 
the dual of a1 ,..., uk *--I ’ which already contains v1 ,..., vk, and y,.,, ,..., yres . 
Representatives should be chosen in such a fashion so that in fact vi . yi ~‘0 
(mod 29, for i = l,..., k,-, , j = r - k, + l,..., r - k,-, . Then if we 
again set zi = 2e+1yi , i = r - k, + I,..., r - k,-, , we have bi . zj = 0 
(mod 4”) for i = l,..., k,-, , j = r - k, + l,..., r - k,-, immediately. In the 
remaining cases, for i = k,-, + l,..., k, , we need only write bi . zj = 
2%~ . 2”+lyj = 0 (mod 49. 
Eventually we determine ykefl ,..., y, and the corresponding z~,+~ ,..., z, . 
Form a matrix Z, , with rows b, ,..., bk. , z~,+~ ,..., z, . The inner products 
zi * zj , i, j = k, + l,..., r are all zero mod 4” as each zi has been multiplied 
by a factor of at least 2”. This plus what was previously shown gives that 
ZIZIT = 0 (mod 4”). 
We note that the way b, ,..., bk,, were chosen shows that they form a basis 
of the row space of Y, , mod 2”. Each zi annihilates each bi , i = l,..., k, 
mod 4”. Since each zj has been multiplied by a factor of at least 2” and the 
same holds true for the remaining bl, +1 ,..., b, , where m is the rank of Y, 
over the rationals, it follows that in efact bi . Zj = 0 (mod 49, i = I,..., m, 
j = k, + l,..., r. Thus Z,YIT = 0 (mod 4”). 
Consider finally det Z, . Since v, ,..., vie,, Y~,+~ ,..., y+. are independent over 
Z, , we need count only the powers of two factored into the rows of Z, to 
determine the largest power of two dividing det Z, . We have that v1 ,..., vlc, 
have been multiplied by 2O = 1, Y+~,+~ ,..., yr have been multiplied by 22e. 
The total contribution is (49Q. Likewise, Q+~ ,..., vlc, and yr--ka+l ,..., yrmk, 
contribute 2l and 22e-1 respectively, for a total of (4e)kz-kl. Continuing on- 
ward, it can be seen that the total contribution of v1 ,..., v,~~ and yr-L,+l ,..., yr 
is (49”e. The remaining vectors Y~,+~ ,..., yrmk, are all multiplied by a factor of 
2”. Hence, the largest power of two dividing det Z, is (4e)ke(2e)r-2Le = 2”‘. 
Now we proceed as in the proof of Theorem 2.1, multiplying Z, by 
unimodular matrices on the left and dividing by odd prime factors until we 
obtain a matrix Z, with det Z, = *2”’ and the other properties preserved; 
Z,Z,* = 0 (mod 49, Z2YlT = 0 (mod 49. If we set Z, = 2-“2, , det Z, = 
-& 1, Z,Z,= is integral and Z, YIT is integral with Z, YIT = 0 (mod 29. Finally, 
set Z = fZ,UT, sign chosen so that det Z = 1 (recall that U is orthgohnal). 
Then ZZT = Z3UTUZsT = Z3ZsT, which is integral, ZYT = +Z,UT(2-+UYlT) 
= f2-“Z,YIT, which is also integral. 
It follows easily from this that a representative rational W may be chosen, 
satisfying WWT = YYT and with the denominators of W no larger than those 
of a lattice representing the form ZZT, as derived above. 
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THEOREM 2.3. Suppose there is a rational n by r matrix Y satisfying 
YYT = B, where B is integral. Then there is such a Y with denominators 
dividing s, where s is the least common denominator of the entries of a rational 
matrix L representing the form ZZT, as determined in Theorem 2.2, up to 
integral equivalence. 
Proof By Theorem 2.2, we may choose a rational Z so that det Z = 1, 
ZZT = E is integral and ZYT is integral. Suppose L represents the form 
MTEM = F, where M is unimodular. Then LLT = F and LTF-lL = Z, . 
Since F and F-l are symmetric, integral and unimodular, we may write 
LTF-IFF-‘L = (F-lL)T F(F-‘L) = Z, . Substituting for F, we find that 
(MF-lL)T E(MF-‘L) = I, and finally, substituting for E, we have 
(ZTMF-lL)=(ZTMF-‘L) = I,. Evidently we have that ZTMF-lL is ortho- 
gonal. Since F-l, MT and ZYT are all integral, so is F-lMTZYT. Thus 
WT = LTF-lMTZYT has denominators dividing s, the 1.c.m. of the denomi- 
nators of L. But WWT = YUUTYT = YYT, where U = ZTMF-lL is 
orthogonal. 
Since the form ZZT of Theorem 2.2 is always integral, positive definite and 
of determinant 1, it follows that properties of representations W above 
follow from the corresponding properties of these particular forms. 
Using Kneser’s results of [6], we may for example state the following as 
corollaries: 
COROLLARY 2.4. Suppose there is a rational n by r matrix Y satisfying 
YYT = B, where B is integral and r < 7. Then there is an integral n by r 
matrix W so that WWT = B. 
Proof Theorem 2.3, noting that any integral positive definite form of 
determinant 1 and order less than or equal to 7 is integrally equivalent to the 
identity, thus allowing us to take s = 1. 
COROLLARY 2.5. Suppose there is a rational n by r matrix Y satisfying 
YYT = B, where B is integral and r < 16. Then there is a half-integral n 
by r matrix W (i.e., 2 W is integral) so that WWT = B. 
Proof Kneser lists the indecomposable forms of order 16 or less as 
Zl , K, , K,, , Ml4 , M15, KIB and L,,,, . It suffices by Theorem 2.3 to find a 
half-integral lattice representing each of these forms, as any other integral 
positive definite form of determinant 1 is equivalent to a direct sum of copies 
of these. 
Kneser in fact gives half-integral representations for KS , K,, , K,, and 
L 16.8 explicitly and it is not difficult to find such representations for Ml4 
and Ml5 as well. 
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As a curious byproduct of this decomposition, it also follows that in the 
cases r = 9, 10, 11, 13, we may in fact stipulate that 1, 2, 3 or 1 of the 
columns of W may be taken as integral, respectively. This because a form of 
one of these orders must have Z, , I, , Z3 or Z1 as a direct summand, respec- 
tively. 
Getting back to the orthogonal completion problem described in 
Theorem 1.4, we see that if X is integral and satisfies XXT = ml,-, and if 
is an n by n rational matrix satisfying AAT = ml,, , then Y satisfies the 
hypotheses of Theorems 2.1, 2.2 and 2.3, which then apply, as do Corollaries 
2.4 and 2.5. As any rational W satisfying WWT = YYT will also serve as a 
completion for X, we can then stipulate that the completing matrix has the 
indicated properties; denominators a power of two in any case, integral if 
r < 7 and half-integral if r < 16. 
It seems quite likely, however, that stronger results may be possible in 
such special cases. We consider for instance completions of 
X=[l 1 1 1 1 1 1 1 1 2 2 2 21. 
A half-integral completion is the following: 
r2 2 2 2 2 2 2 2 2 4 4 4 4 
0 0 0 0 0 0 0 0 0 5 5 -5 -5 
0 0 0 0 0 0 0 0 0 5 -5 5 -5 
0 0 0 0 0 0 0 0 0 5 -5 -5 5 
8 -2 -2 -2 -2 -2 -2 -2 -2 1 1 1 1 
A=; -2-Z  8 -2 8 -2 -2 -2 -2 -2 -2 1 1 1 1 
-2 -2 -2 8 -2 -2 -2 -2 -2 1 1 1 1 
-2 -2 -2 -2 -2 8 -2 -2 -2 1 1 1 1 
-2 -2 -2 -2 -2 8 -2 -2 -2 1 1 1 1 
-2 -2 -2 -2 -2 -2 8 -2 -2 1 1 1 1 
-2 -2 -2 -2 -2 -2 -2 8 -2 1 1 1 1 
m-2 -2 -2 -2 -2 -2 -2 -2 8 1 1 1 1. 
It can be verified that no orthogonal transformation with all denominators 
a power of two can be applied to the lower 12 rows from the left and produce 




81111111 1 1 2 2 2 2 
-2 -2 -1 -1 -1 -1 -1 030111 
2 2 -1 -1 -1 -1 -1 1 2 2 -1 -1 -1 
0 0 -1 -1 -1 --I 4-2 0 1 0 0 0 
0 0 -1 -1 -1 4-l-2 0 I 0 0 0 
0 0 -1 -1 4 -1 --I -2 0 1 0 0 0 
0 O-l 4 -1 -1 -1 -2 0 1 0 0 0 
0 0 4 -1 -1 -1 -1 -2 0 0 0 0 0 
-2 3 -1 -1 -1 -1 -1 0 -2 0 1 1 1 
3 -2 -1 -1 -1 -1 -1 o-2 0 1 1 1 
-1 -1 0 0 0 0 0 l-l 2-2-2 3 
-1 -1 0 0 0 0 0 1-l 2-2 3-2 
-1 -1 0 0 0 0 0 1 -1 2 3 -2 -2. 
The transformation involved is in fact of denominator 10. 
3. SYMMETRIC BLOCK DESIGNS 
The problem of interest here is the rational and, if possible, (0, 1) comple- 
tion of a partial incidence matrix of a symmetric block design. 
This is similar to the general representation problem described in Section 2, 
but there are additional restrictions. Suppose X is a (u - r) by v (0, 1) matrix 
satisfying XXT = (k - A) I,-, + AZ,-, , where V, k, h satisfy the conditions 
of Theorem 1.3. Then by Theorem 1.5, we may determine a rational matrix 
A = [;T] 
satisfying AAT = ATA = B = (k - A) Z, + h.Z, . The theorems of Section 2 
apply to Y and we may determine a rational orthogonal U so that W = YU 
satisfies the various properties indicated. To preserve the normality of A, 
we must further stipulate that UTJ, = J, . If A is to be the incidence matrix 
of a design, we want additionally that Y be (0, 1). In this regard, a theorem of 
Ryser [ll] applies, which states that a normal integral matrix satisfying 
AAT = B, as above, is either the incidence matrix of a design or the negative 
of one. Hence it suffices to force the entries of W to be integral by a trans- 
formation which preserves the normality of A. Here, we will be able to utilize 
previous work on Hadamard matrix completions to show that X may be 
completed to an incidence matrix whenever r < 7, extending a result by 
Hall for r < 4. 
THEOREM 3.1. Suppose that X is a (u - r) by v (0, 1) matrix satisfying 
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XXT = (k - A) I+,. + Xr,+, , where v, k, A satisfy Theorem 1.3. Then there 
exists a rational normal matrix A, with X as its$rst (v - r) rows andfurther 
satisfying 2”A is integral for e suficiently large, except possibly when the 
following conditions hold: 
Let x1 ,..., x, denote the column sums of X. For some odd prime p, we must 
have: 
(i) p2 divides r; 
(ii) xi = k (modp), i = I ,..., v. 
Proof. By Theorem 1.5, we may choose a rational Y of size v by r so that 
A = [“r] (3.1) 
satisfies AAT = ATA = B = (k - X) I, + W,, . Append a column of ones, 
forming the matrix 
A, = [;T], 10 = [; X], YgT = [; F]. (3.2) 
As shown in [2], we must have AJ, = JJ = kA and so all inner products 
between columns of A,, must be integral. The same is clearly true for columns 
of X0 , as the entries are all integers, so subtracting, Y,YoT = AoTA, - XOTXO , 
we see that the same must be true for columns of Y,,T as well. Y, satisfies the 
hypotheses of Theorem 2.1 and we may determine a rational orthogonal U 
so that all denominators of UTYoT are a power of two. Let the first column 
of Y1r = UT YoT be y1 . We note that y1 . y, = r, as U is orthogonal. If we can 
apply a series of orthogonal transformations to y, , say UIT,..., UtT, so that 
UtT ... UITUTyl = j, a column of r ones, and so that no odd factors are 
introduced into the denominators of Y, when the same transformations are 
applied to this matrix, then if U, = UU, *.. U, , we see that U, is orthogonal 
and UOTJr = J, , as is necessary and sufficient if the completion 
A2 = [ y2T _XU,Tyr 1 (3.3) 
is to be normal, A2AzT = AzTA2 = B. 
Choose a minimal f so that y, = 2fyl is integral. Then y2 . yZ = 4fr E 0 
(mod 4), if f > 0. It follows that y2 has 4m odd entries, some m. After 
permutations and negations (all orthogonal transformations), we put y2 in 
the form 
yzT = [l 1 1 1 ...I (mod4). (3.4) 
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We can now apply the transformation i? = H @ I,-, , where 
.l 1 1 1 
f&1 --I --I 
2 I I 1 l-l I -1 1 -1 -1 I  
Then we have 
(3.5) 
(Oy,)’ E [0 0 0 0 ..-I (mod 2). (3.6) 
In this way, we have reduced the weight (number of odd entries) of yZ by 
applying an orthogonal tranformation of denominator 2. Continue until all 
entries of y, are even. Then a smaller f will suffice to make 2’~‘~ integral. 
Inductively, we may continue untiI f = 0, or y, is itself integral. Suppose y, 
has an even nonzero entry. Then since y1 is integral and y1 * y, = r, y1 has 
at least three zero entries. After permutation, write 
ylr = [2u 0 0 0 .--I. 
Apply the tranformation u described above to obtain 
(3.7) 
ylT = [u 24 24 u . ..I. (3.8) 
where the entries are still integral and there are fewer zero entries than before. 
Inductively, we may assume that all entries are odd or zero. Suppose we have 
two odd entries of differing magnitudes. After possible negation, take them 
both positive and write 
ylT = [v w  0 0 . ..I. 
Again, apply i7 to obtain 
(3.9) 
Yl 
T- - [v* v* w* w* ..a], (3.10) 
where u* = &(v + w), w  * = +(u - w) and both quantities are integral and 
nonzero. Again, we have fewer zero entries than before. 
Inductively, continue until all entries are either zero or of a single odd 
magnitude, call it x. After negation, we may in fact take 
YIT = [x x x “.X 0 ... 01. (3.11) 
If x = 1, there are no zeros and in fact we have y1 = j and we have achieved 
our desired objective. If x > 1, then x2 divides r (as y, . y, = r) and if p is 
an odd prime dividing x, p2 divides r. Apply our composite orthogonal 
tranformation UOT to the full matrix YoT, so that the first column of UoTYoT 
is our newly obtained y1 of (3.11) and the rest of the elements have deno- 
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minators a power of two. Inner products of columns have not changed and 
in fact we have y1 - J$ = k - xi, where $ is the i-th column of U,*Y* 
and xi is the i-th row sum of X. For large enough g, 2gyf is an integral vector, 
as is x-lyl . Hence (x-1~~) . (2~yf) = x-l2g(k - xi) is integral which, since x 
is odd and (k - xi) is integral, means that x divides (k - xi) or xi E k 
(mod p) for any odd prime p dividing x. 
If no such odd prime p exists, x > 1 is impossible and this completes the 
proof. 
Counterexamples when conditions (i) and (ii) hold do in fact exist, 
E. T. Parker has shown in [8] that for an arbitrary primep and suitable t > 1, 
a construction of p - 1 mutually orthogonal latin squares of order pt is 
possible, so that the associated partial incidence matrix (for a projective 
plane of order pt) has no rational normal completion in which p does not 
divide the denominators of some elements. This is true even though t may be 
chosen so that a rational normal completion does exist by Theorem 1.5. 
The partial incidence matrix involved has pZt + pt + 1 rows and all column 
sums are 1, pt + 1 or p + 1. Hence p2 divides r = p2(t2 - t) and all column 
sums are congruent to k = pt + 1 = 1 (modp). So both (i) and (ii) are 
satisfied, as would be expected. 
While it is not always possible to find a rational normal completion of an 
incidence matrix with denominators a power of two, it is possible to find such 
a full solution to the incidence equation with denominators a power of two, 
whenever a rational solution exists. 
COROLLARY 3.2. Suppose v, k, h satisfy Theorem 1.3. Then there is a 
rational normal matrix A such that AA* = A*A = B = (k - h) 1, + hJ, and 
2eA is integralfor suficiently large e. 
Proof: Take X as a single row of k ones and v - k zeros in Theorem 3.1. 
By Theorem 1.5, there is a rational normal completion. As 0 < k < v, some 
column sums of X are 1, others zero and thus are incongruent modulo any 
prime p. Condition (ii) of Theorem 3.1 being violated, we are therefore 
assured of a rational normal completion in which all denominators are a 
power of two. 
Finally, we indicate a connection to completions without essential 
denominator, as described in Jones [9], Goldhaber [lo], and Parker [8]. 
THEOREM 3.3. Suppose v, k, h, r, X are as in Theorem 3.1 and there is a 
rational normal completing matrix A, with X as its jirst (v - r) rows, 
AA* = A*A = B = (k - X) I, + hJ, and the further stipulation that no 
denominator of an entry of A has as a divisor an odd prime p satisfying con- 
ditions (i) and (ii) of Theorem 3.1. Then there is a rational normal completing 
matrix A so that 2CA is integral for e stcfficiently large. 
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Proof. Write A as in (3.1) and determine an orthogonal matrix U0 by 
the process described in Theorem 3.1 so that UoTYT has all denominators 
a power of two and 
UoTj = [x x *** x 0 *.- 01, (3.12) 
where j is a column of r ones, x is integral, positive and odd. Let p be an odd 
prime dividing x. We note that the construction of U, , as outlined in 
Theorems 2.1 and 3.1, involves a series of rational orthogonal tranformations 
in which the denominators have as prime factors only those primes dividing 
2s, where s is the 1.c.d. of the entries of Y. Hence, if t is the 1.c.d. of the entries 
of U, , our assumption and Theorem 3.1 imply that p does not divide t. 
Set U, = tUo , so that U, is integral and det U, = t’. Evidently, U,‘j = 0 
(mod p), where j + 0 (mod p). But this is impossible unless p divides det U, , 
a contradiction. Hence x = 1 and we are done. 
We will now deal with the problem of finding design completions for 
r < 7. Hall proves the following theorem in [7]: 
THEOREM 3.4 (Hall). Suppose v, k, h, r, X are as in Theorem 3.1 and 
r < 4. Then X can be extended to a (0, 1) matrix A, with X as itsJirst (v - r) 
rows and satisfying AAT = ATA = (k - A) I, + WV . 
The proof involved is a detailed examination of the cases. However, 
with a tranformation of the partial incidence matrix X, it is possible to use 
previous work done on Hadamard matrices in [l] and [3] to obtain the same 
result for r < 7. 
We restate the results of Section 3 of [l] as follows: 
THEOREM 3.5. Suppose Y is a rational n by r matrix with r < 7, rank Y = r 
and YYT = C satisfying the following properties: 
(i) C is integral and Cii = r, all i; 
(ii) C = rJ (mod 2); 
(iii) cij + csB + cjk = -r (mod 4), all i, j, k. 
Then there is a f 1 matrix y of size n by r so that YYT = C. 
The proof is a combination of reduction to cases of smaller r and exhaustive 
examination (by computer) of the remainder and is outlined in detail in [l] 
and [3]. 
THEOREM 3.6. Suppose v, k, X, r, X are as in Theorem 3.1 and r < 7. Then 
X can be extended to a (0, 1) matrix A with X as its first (v - r) rows and 
satisfying AAT = ATA = (k - A) I,, + XJ, = B. 
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Proof. By Theorem 1.5, there is a rational normal completion of X, i.e., 
a matrix A of size v by r~ with X as its first (v - r) rows and satisfying %? = 
ATA = B, ;rJ, = J,A = kJ, . 
Write A, = 2ii - J,, . Then AdoT = 4AAT - 4kJ, + vJ, = vJ,, + 
4(k - h)(Z, - JV) = A,=A, , AoJv = 2;1JQ - vJ, = (2k - v) J, = J,A, . Write 
Aa = [;T]’ (3.13) 
where X,, is (v - r) by v and has all entries &l and Y, is v by r and rational. 
Since X0 is +l, X,rX, = (v - r) J, (mod 2). Hence Y,,Y,,= = A,,=AO - 
X0=X0 E vJ, - (v - r) J, E rJ, (mod 2). All main diagonal entries of 
A,=A,,are v, those of X,TX,are(v - r). Hence the main diagonal entriesof Y, YT, 
are v - (v - r) = r. Let xi, x5, X~ be three columns from X,, . Let w  = 
xi + xi + xk . All entries of w  are integral and odd. Hence w  * w  = u - r 
(mod 8). Thus 
xi . xj + xi * xk + xj . xk = &(w * w - xi ’ xi - s-t-j ’ xj - xk * x,) 
E s((v - r) - 3(v - r)) = -(v - r) (mod 4). 
Consequently, if XOTXO = (x,J, we have xii + xik + xjk E -(v - r) 
(mod 4). The corresponding entries Uij , aik , aik: from A,=A, are all congruent 
to v (mod 4). Hence, for yij , yik , yjk from Y,,YoT, we have 
yij + J’ik + yj, = 3v - (-(V - r)) zi 40 - r G -r (mod 4) (3.14) 
for all i, j, k. 
Now we append a column of ones to A,, as follows 
AI = [$]V YIT = [; Yo=]. (3.15) 
Consider C = YIYIT. All entries have been shown to satisfy (i), (ii), (iii) of 
Theorem 3.5, except for those entries associated with inner products with the 
appended column, denoted with the index 0. Y, has rank r since A,, is non- 
singular and so Y, has rank r. 
Clearly, co,, = r as desired. For any i, cgi = (2k - v) - (v - r) = r 
(mod 2) as J,A, = (2k - v) J, and XI is f 1. We know that for any i, j, 
xoi + x,,~ + xii = -(v - r) by the reasoning outlined above. Further, if 
i>j>O,~~~+a,~+a~~=(2k-v)+(2k-v)+(v-4(k-~))~-v 
(mod 4). Hence, if i > j > 0, coi + cgj + cij ES -v - (-(v - r)) = -r 
(mod 4). Hence all hypotheses of Theorem 3.5 are satisfied. 
Choose yaccording to Theorem 3.5, stipulating (after negation of columns) 
s8242712-7 
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-- 
that the first row of Pis all ones. Then still YYr = C. Call y0 the matrix y 
with the first row deleted and form 
A, = [$]. (3.16) 
Then Aor’&, = AoTA,, = uJ, + 4(k - A)(Iv - Ju> and J,,&,= = (2k - u) J,t . -- -- 
Set 2 = $(a,, + J,). Then AAT = $(A,A,T + &,Ju + J,Aor f vJ,) = 
(k - A) I, + XJ, and ?iJ, = &(.&,Ju + uJ,) = kJ, . Further, d is (0, 1). So 
d is in fact the incidence matrix of a design containing the original X. 
Hall gave in [7] an example of three lines of an (11, 5,2) design with no 
completion, indicating that r < 7 is best possible. 
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