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Abstract 
Software development effort estimation (SDEE) has been the focus of research in recent years. No single software 
development estimation technique is best for all situations and linear regression (LR) has frequently been used for both 
small and industrial software projects. Fuzzy logic (FL) has been applied as an alternative technique to SDEE using a 
Mamdani Model. In order to compare the estimation accuracy of the Mamdani and Takagi-Sugeno fuzzy systems with 
that of an LR model, a sample of small projects was used to generate two FL models and an LR equation. Then the FL 
models and the LR equation were validated by estimating the effort of projects elaborated by other developers. This latter 
group of projects was subdivided into projects with Effort<100 and Effort 100 (as it has been demonstrated that the 
estimation accuracy depends on the effort, which is an amount of time in human-hours). The results showed that the 
Takagi-Sugeno fuzzy system was more accurate than the Mamdani system and the LR model for SDEE of projects with 
Effort 100. It can be concluded that a Takagi-Sugeno fuzzy system can be useful for estimating the effort of projects 
with Effort100 when they have been individually developed on a disciplined process. 
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1. Introduction 
Software Engineering (SE) is the application of a systematic, disciplined, quantifiable approach to the 
development, operation, and maintenance of software, and it provides the fundamentals, principles and skills 
needed to develop and maintain high quality software products [1]. Some of the areas of SE are: Requirement, 
design, construction, testing, and management. 
Software Engineering Management includes planning and measurement of SE; in this context, the topic 
software development effort estimation (SDEE) is presented.  
The Chaos report conducted by the Standish Group [2], which is the report on the failure of projects in the 
field of information technologies measures the success of projects only if completed in time, within budget, 
and if they met the requirements. Several papers in software development effort estimation have cited the 
Chaos report [3][4][5][6][7]. Recently this report found that more than half of software projects (around 63%) 
conducted between 2002 and 2010 were delivered with delay, were over budget and many were not even 
finished; just 37 percent were classiﬁed as successful. The main cause of these problems is a failure of the 
software development effort estimation [8][9]. 
The software effort estimation activity could start using a personal level approach, starting with the 
development of small-size projects. The disciplined software development at the personal level based on 
small-scale projects, represented by the personal software process (PSP), offers benefit for developers in 
academic or industrial training courses [11]. 
1.1. Software effort estimation (SEE) 
The SEE has been defined, at least since 1969 as the amount of time in human hours needed to design, 
code, and test a software project [12].  
The estimation processes of the development effort consist of specific activities: 
1. Obtaining data from previous projects. 
2. Generation of estimation models. 
3. Checking and validating the models, based on accuracy. 
One activity of software project planning is the estimation of the development effort, which has been 
considered to be one of the three great challenges of computer science [13] and effort estimation techniques 
have been proposed and researched over the last years [14]. Researchers aimed at (1) determining which 
technique had the greatest effort prediction accuracy, or (2) proposing new or combined techniques that could 
provide better estimates. 
 SDEE techniques can be classified into two general categories [15]: 
1) Expert judgment: This technique implies a lack of analytical argumentation and aims at deriving 
estimates based on the experience of experts on similar projects; this technique is based on a tacit (intuitive) 
quantification step.  
2) Model-based technique: It is based on a deliberate (mechanical) quantification step, and it can be divided 
into the following two subcategories: 
a) Models based on statistics: Its general form is a statistical regression model. 
b) Models based on computational intelligence: These techniques include fuzzy logic, artificial 
neural networks, genetic programming, and genetic algorithms. 
A primary conclusion of a previous research is that no single technique is best for all situations and that a 
careful comparison of the results from several approaches is most likely to produce realistic estimates [16]. 
The present work uses estimations obtained with an algorithmic model and it attempts to represent the 
relationship between effort and one or more characteristics of a project, based on statistics (linear regression) 
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and a Fuzzy Logic (FL) system, which is a model based on a computational technique. Linear regression (LR) 
has been the dominating technique for software estimation in recent years [14]. 
1.2. Software measurement  
In spite of the availability of a wide range of software product size measures, source lines of code (SLOC) 
remains the most used of the many models [17]. There are two measures of source code size: physical source 
lines of code, and logical source lines of code. The measure used in this paper is the physical source lines of 
code, but with comments, blank lines, and delimiters not counted. The count of physical lines of course code, 
gives the size in terms of the physical length of the code as it appears when printed [18].  The implementation 
of the FL and LR models for this paper was based upon the following type of code [19]: New and changed 
code (N&C): integrated by added plus modified code. The added code is the SLOC added during current 
program, while the modified code is the SLOC reused from the base program, but modified (when modifying 
a previously developed program, the base program is the total SLOC of the previous program). 
1.3. Evaluation criteria  
The magnitude of relative error (MRE) does not always select the best prediction model, which is why a 
preferred accuracy criterion is the magnitude of error relative to the estimate (MER), because the latter, unlike 
MRE, measures the inaccuracy relative to the estimate [20]. Results of the mean MER in [20] had better 
results than the mean MRE (MMRE); this fact is the reason for using the mean MER (MMER) in this study. 
 




Effort Estimated - Effort Actual
=iMER
                                                                                                                  (1) 









                                                                                                                                                  (2) 
Pred(l) is used as a complementary criterion for counting the percentage of estimates that fall within less 
than l of the actual values. The common value used for l is 25% and a prediction model is considered as 
acceptable when its accuracy level is 75% [21]. It is calculated as follows:  
Pred (l) = k/N                                                                                                                                   (3) 
where N is the total number of projects, and k is the number of projects with a MER less than or equal to l. In 
this study, as in [21], we used 0.25 as a value for l.  
In general, the accuracy of an estimation technique is proportional to the Pred(l) and inversely proportional 
to the MMER. As a reference, for effort prediction models, an MMRE0.25 is considered as acceptable [22]. 
An acceptable value for MMER has not yet been found.  
1.4. Related work 
Fuzzy logic has been used for SDEE with the Mamdani fuzzy inference system 
[10][23][24][25][26][27][28]; however, we did not find a report in which a Takagi-Sugeno fuzzy system had 
been used for predicting the software development effort of small projects. 
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2.     Software estimation techniques. 
2.1.      Linear regression (LR) 
Roughly half of all estimation studies try to build, improve or compare against regression model-based 
estimation methods [14]. In this work, it is an equation whose independent variable is represented by project 
size, while the dependent variable is the Effort, which is an amount of time in human-hours. 
2.2.      Fuzzy Logic 
Fuzzy logic was introduced by Zadeh in 1965. FL is the definition given to a mathematical system 
developed to model the human brain’s curious way of processing and selecting words [29]. The main 
motivation behind the creation of FL was the existence of imprecision in the measurement process.  
A fuzzy model is a modeling construct featuring two main properties [30]: (1) It operates at a level of 
linguistic terms (fuzzy sets that are sets whose elements have degrees of membership), and (2) it represents 
and processes uncertainty. 
Fuzzy logic offers a particularly convenient way to generate a keen mapping between input and output 
spaces thanks to the natural expression of fuzzy rules [31]. 
In SDEE, two considerations justify the decision of implementing a fuzzy model: first, it is impossible to 
develop a precise mathematical model of the domain [32]; second, metrics only produce estimations of the 
real complexity.  
The fuzzy inference systems that were used in this comparative study are those proposed by Mamdani and 
by Takagi-Sugeno. The Mamdani system expects the output membership functions (MF) to be fuzzy sets, 
whereas the Takagi-Sugeno-type system can be used to model any inference system in which the output is 
either linear or constant. In this paper we used the constant output.  
2.2.1 Mamdani and Takagi-Sugeno Fuzzy Inference Systems 
a) Mamdani system 
The rules in standard fuzzy systems (Mamdani) have the form:  
IF  is  and …and  is  THEN y is  
 where  denotes the i-th rule, i= …, , where  is the number of rules,  is n-th input to the fuzzy 
system,  and are fuzzy sets described by MF ȝAi,j(xi ):ĺ[0,1] and ȝBi(y):ĺ[0,1]. The propositions in the 
IF part of the rule are combined by applying minimum operators. Sometimes the product is calculated, but it 
mostly depends on the situation. The number of prepositions in the consequence part of the rule depends on 
the number of outputs of the fuzzy system. 
b) Takagi-Sugeno system 
     The rules in functional fuzzy systems (Takagi-Sugeno) have the form: 
      IF  is  and …and  is  THEN y is (x) 
 where (x) is a crisp function of the input variables, rather than a fuzzy proposition [33]. For a particular 
application the effectiveness of the fuzzy system in most cases depends on the order of the function. 
In this paper both types were used in the fuzzy model and were compared together. 
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3.     Generation of models. 
3.1. Data sample description 
The dataset used in the present work was obtained from [34], whose projects were developed by 30 
programmers using practices of the Personal Software Process (PSP). Thirty programmers developed 210 
projects and 90 of them were excluded because they followed a different process. In this study, only projects 
with ten or more lines of code were considered. According to this criterion, three of the 120 projects were 
excluded. Twelve projects were identified as outliers (they presented errors in time recording). Hence, in this 
study the total number of projects for generating both the LR equation and the FL models was 105. The 
correlation value between effort and N&C was equal to 0.72. In Figure 1 a correlation plot between N&C and 
Effort is shown. 
 
Fig. 1.  A scatter plot of N&C and actual effort. 
3.2. Linear regression  
Using the data described in the previous section, the LR equation considering the New & Changed (N&C) 
lines of code was obtained: 
Effort = 53.2915 + (0.687458ൈN&C)    
The above equation describes the relationship between the dependent variable (Effort) and the independent 
variable (N&C). 
An acceptable value for the coefficient of determination is r2 0.5 [19]. In this case, the r2 of this equation 
was 0.52. The ANOVA for this equation had a statistically significant relationship between the variables at 
the 95% confidence level. 
3.3. Fuzzy models 
The Mamdani model was compared against the Takagi-Sugeno model using the same data. As in the 
Mamdani inference method, we performed the same calculations of MMER and Pred(l), but now with the 
method of Takagi-Sugeno inference. In [34] a model with a Mamdani fuzzy inference system was developed. 
The relationship between input and output variables are described in a rule base, composed of IF… THEN 
form rules. Usually fuzzy systems are synthesized using two types of rules that differ in the consequent 
(THEN part) proposition form: Mamdani or standard [35] and Takagi-Sugeno or functional [36]. 
3.3.1.  Mandani model 
The fuzzy rules were formulated based on the correlation (r) between N&C code and effort gathered. Then 
three rules were derived:  
1. If (New & Changed is Small) then Effort is Low 
310   Noel Garcia-Diaz et al. /  Procedia Technology  7 ( 2013 )  305 – 314 
2. If (New & Changed is Medium) then Effort is Average 
3. If (New & Changed is Big) then Effort is High 
Implementing a fuzzy system requires that the different categories of the different inputs be represented by 
fuzzy sets, which in turn are represented by MF [37]. The type of MF for the Mamdani and the Takagi-
Sugeno models were triangular, because previous research [38] showed that better results were obtained using 
a triangular MF rather than using Gaussian and Trapezoidal MF in estimating software effort of small 
projects.  A triangular MF is a three-point (parameters) function, defined by minimum (a), maximum (c) and 
modal (b) values, that is, MF (a,b,c) where a  b  c. 
The values of the parameters of the MF for the Mandani fuzzy inference system are defined in Table 1. 
These parameters were adjusted iteratively until the smallest value of MMER by model was found.  
Table 1. Parameters of membership functions of the Mandani model 
Type of variable Variable Membership Function Parameters 
a b c 
Input N&C Small 
Medium 
Big 
1      18 72 
35 65 136 
65 113 200 
Output Effort Low 
Average 
High 
20 60 100 
51 104 149 
65 113 200 
3.3.2. Takagi-Sugeno model 
When the number of rules and their form in a Mamdani type fuzzy system are fixed, the parameters that 
have to be tuned are input and output MF, their universes of discourse and the shape of MF. In the case of 
Takagi-Sugeno fuzzy systems, the parameters are the MF of the inputs and the coefficients of the function in 
the consequent of the rule [33]. The fuzzy rules formulated are the following:  
1. If (N&C is Small) then y= C1 
2. If (N&C is Medium) then y= C2 
3. If (N&C is Big) then Effort is y= C3 
where: 
y: variable (Effort) of the consequence whose value is inferred.  
N&C: variable of the premise that appear also in the part of consequence. 
Cx: function that implies the value of y when the number of variables satisfies the premise. 
The data obtained for the output variable of the Takagi-Sugeno model correspond to a constant output, 
which was adjusted iteratively as the input variable until the smallest value MMER was found. The model’s 
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Table 2. Parameters of membership functions of the Takagi-Sugeno model 
Type of variable Variable Membership Function Parameters 
a b c 
Input N&C Small 
Medium 
Big
1 1 36 
10 22 150 
40 180 200 
Output Effort Low 
Average 
High
 40  
 93  
 168  
4.      Analysis 
4.1 Models Verification  
The LR equation and the fuzzy logic models were applied to a original data set of 105 projects in order to 
estimate the development effort, and their accuracy by project (MER) as well as by model were calculated 
yielding the following results: MMER: LR = 0.25, fuzzy logic-Mamdani (FL-Mamdani) = 0.25 and fuzzy 
logic-Takagi-Sugeno (FL-TS) = 0.21. 
4.2 Models Validation 
The total number of projects for validating both the LR and the FL-TS models was 20, which were 
developed by seven programmers. Once the two models for predicting effort were applied to these data, the 
MER by project as well as the MMER per model were calculated yielding the following results: LR = 0.25, 
FL-Mamdani = 0.23 and FL-TS = 0.24. 
In [39] it is suggested that the data set be partitioned into two or more subsamples and that the MMER be 
reported by subsample when MER is dependent on project effort. In the scatter plots of Figures 2a and 2b, the 
relationships between MER and Effort when LR and FL-TS models have been applied are shown. Based upon 
a visual inspections, the dataset is then separated in projects with Effort<100 (cluster A, with 11 projects) and 
Effort100 (cluster B, with 9 projects). In Table 3 the MMER and Pred(25) results are shown by cluster. 
  
a) MER LR  
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b) MER FL-TS 
Fig. 2.  Relationship between MER and effort by technique.  
It can be observed in Table 3 that the FL-TS technique had the lowest MMER values for cluster B, 
corresponding to projects with effort greater or equal than 100 (projects with Effort  100). In addition, 
cluster B shows that its Pred (25) is better than the Mamdani and LR models. 
Table 3. MMER and Pred (25) by cluster. 
Cluster MMER Pred(25)
 LR FL LR FL
Mamdani TS Mamdani TS
A 0.24 0.23 0.35 0.45 0.55 0.36
B 0.26 0.24 0.19 0.67 0.67 0.78
 
According to the evaluation criteria described in Section 1.3, for all comparisons of the B category, the 
Takagi-Sugeno fuzzy model was better than the Mamdani fuzzy model and the LR model. It can be concluded 
that the TS model is better than the Mamdani as well as LR models for software projects with Effort 100.   
5.     Conclusion and Future Work.  
This paper presented a research aimed at comparing the Takagi-Sugeno and Mamdami fuzzy models. To 
estimate the effort, the fuzzy rules used New and Changed SLOC as input variable and Effort as output 
variable. Using a sample integrated by 125 projects from 37 developers (105 projects from 30 developers for 
the verification stage and 20 projects from 7 developers for the validation stage), the FL and LR models were 
generated and validated. 
In the larger projects sample, the Takagi-Sugeno model presented the best (lowest) MMER value showing 
better results than the Mamdani model and the LR model. The same happened to the results obtained using 
Pred(l), where the TS model was the only model that exceeded 75%, leading it to be accepted as a good 
prediction model. These comparisons show that a FL-TS model can be an alternative for the software 
development effort estimation at the personal level when using projects with Effort100. 
Future research will involve a comparative study of this work against the Takagi-Sugeno model using a 
linear output rather than a constant and using data from industrial projects. 
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