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Resum
Aquest projecte presenta un estudi cientı´fic dels me`todes de generacio´ de
dades sinte`tiques dins de l’a`rea de la privadesa de dades. Aquests me`todes
permeten controlar la transfere`ncia de dades sensibles a terceres parts i la
utilitat estadı´stica de les dades que es generen sinte`ticament. S’han introduı¨t
tots els conceptes ba`sics necessaris per a situar al lector i s’ha analitzat un
dels me`todes existents me´s amplament utilitzat (IPSO). Seguidament, s’ha
proposat un nou me`tode per a la generacio´ de dades sinte`tiques (FCRM)
que es basa en Fuzzy c-Regression i permet controlar l’equilibri entre pe`rdua




La gran majoria de les organitzacions, tant privades com pu´bliques, obtenen i pos-
teriorment emmagatzemen dades sobre individus i d’altres entitats en les seves
bases de dades. En alguns casos, aquestes dades contenen informacio´ sensible i per
tant cal preservar la seva privadesa tant per motius e`tics com legals, especialment
si es vol donar acce´s a les dades a terceres parts per a possibles estudis estadı´stics.
Principalment, sense menysprear els motius morals o e`tics, la legalitat ac-
tual e´s especialment estricta a Espanya, encara que tambe´ arreu del mo´n pero`
amb diferents nivells de compliment. Dins de la legislacio´ Espanyola trobem la
Llei Orga`nica 15/1999 del 13 de Desembre de Protecci´o de Dades de Cara`cter
Personal (LOPD), que te´ per objectiu garantir i protegir, en el que respecta al trac-
tament de dades personals, les llibertats pu´bliques i els drets fonamentals de les per-
sones fı´siques i especialment el seu honor, intimitat i privacitat personal i familiar.
Tambe´ existeixen Declaracions Universals, com l’Article 12 de la Declaraci´o Uni-
versal dels Drets Humans, adoptat per l’Assemblea General de les Nacions Unides
i que estableix que el dret a la privadesa e´s un dret universal de la humanitat.
A causa d’aquestes obligacions legals, les organitzacions utilitzen diferents
me`todes per prevenir la revelacio´ de la informacio´, especialment sensible a atacs
de privadesa. Un dels diferents controls que avui dia s’apliquen e´s la restriccio´
d’acce´s a les dades personals d’individus concrets, nome´s fent pu´blics alguns es-
tadı´stics considerats suficients com so´n la covaria`ncia o la mitjana. Tambe´ trobem
te`cniques de control d’acce´s a les bases de dades i me`todes que emmascaren les
dades originals abans d’alliberar-les a terceres parts.
Entre tots els me`todes d’emmascarament de dades, els pertorbatius s’han gua-
nyat un raco´ especialment important dins de la literatura actual. La pertorbacio´
de dades implica modificar les dades originals especialment sensibles mitjanc¸ant
soroll, que pot e´sser simplement aleatori. Tant si les dades so´n catego`riques,
en el cas d’atributs com estudiant(Si/No) o lloc de naixement, o si aquestes so´n
nume`riques, per exemple edat o salari, la pertorbacio´ de dades e´s aplicable. En
aquest projecte final de carrera (PFC) tractare´ amb dades nume`riques i contı´nues,
com en la majoria d’aplicacions de pertorbacio´ de dades.
Un cop afegit soroll a les dades originals, el proce´s e´s irreversible, e´s a dir,
no podem obtenir les dades originals nome´s coneixent les pertorbades. Ens faria
falta cone`ixer el soroll i com aquest pot haver estat generat de forma aleato`ria,
el problema es trasllada a cone`ixer aquest terme aleatori. En canvi, si disposem
d’una part de les dades originals, podem realitzar atacs que permeten enllac¸ar
(Record Linkage) cada dada protegida amb la seva corresponent dada original. En-
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tre aquests atacs trobem: Probabilistic Record Linkage, Distance Based Record
Linkage, Rank Swapping Record Linkage, Microaggregation Reidentification i In-
terval Disclosure [11, 21].
S’ha realitzat molta recerca en l’a`rea de la pertorbacio´ de dades, algunes de
les contribucions me´s importants pertanyen a Fienberg [13], Fuller [14] o Ru-
bin [23]. L’a`rea d’estudi que es vol tractar en aquest PFC e´s la pertorbacio´ de
dades a trave´s de la generacio´ de dades sinte`tiques. En aquest a`mbit, i tractant-se
de dades nume`riques, un dels principals estudis que emprarem en aquest PFC, e´s
el publicat per J. Burridge [3]. En el seu estudi, J. Burridge proposa un me`tode
de pertorbacio´ de dades anomenat Information Preserving Statistical Obfuscation,
que permet la proteccio´ de dades, generant-ne de sinte`tiques, mantenint el vector de
mitjanes i la matriu de covaria`ncies igual per a les dades originals i les sinte`tiques.
Aquest me`tode es diu que genera dades sinte`tiques perque` en certa manera, les
dades pertorbades no so´n generades a trave´s d’una funcio´ directa de les originals.
El vector de mitjanes i la matriu de covaria`ncies estan considerats com a estadı´stics
suficients que s’han de mantenir per a que les dades pertorbades continuı¨n essent
u´tils des del punt de vista estadı´stic.
Una de les principals idees subjacents al me`tode de J.Burridge e´s la predic-
cio´ de les dades pertorbades a trave´s de rectes de regressio´ me´s alguns termes
que s’encarreguen de corregir l’error de prediccio´, mantenint d’aquesta forma, els
estadı´stics considerats suficients. Aquesta idea tambe´ e´s present en l’estudi de
Richard J. Hathway i James C. Bezdek anomenat Switching Regression Models and
Fuzzy Clustering [18]. Aquest me`tode tambe´ permet generar dades sinte`tiques,
pero` en aquest cas, es prete´n pertorbar les dades sensibles classificant-les en cl´usters.
Un cop classificades es procedeix a predir els valor sinte`tics mitjanc¸ant la recta de
regressio´ que millor aproxima les dades per a cada clu´ster. Aquest me`tode ofereix
la possibilitat de parametritzar el nivell de pertorbacio´ i per tant controlar la quali-
tat dels models de prediccio´.
En tots aquests me`todes es prete´n mantenir un equilibri entre la utilitat de les
dades i el risc de revelacio´. Quan no s’alliberen les dades originals a terceres
parts sino´ dades aleato`ries, clarament no existeix cap tipus de risc de revelacio´ i
la privadesa de les dades es mante´ assegurada al cent per cent, en canvi, les dades
no tenen cap utilitat perque` difereixen completament de les dades reals. D’altra
banda, els me`todes pertorbatius permeten a les organitzacions facilitar les dades
pertorbades a governs, investigadors i el pu´blic en general per motius estadı´stics,
mantenint el risc de revelacio´ i la pe`rdua d’informacio´ sota un equilibri acceptable.
Per tant, un dels principals objectius dels me`todes pertorbatius e´s proveir acce´s a
les dades maximitzant la seva utilitat i minimitzant el risc de revelacio´. Caldra` lla-
vors, avaluar els me`todes pertorbatius segons l’equilibri que cadascun aconsegueix
entre aquest dos factors, o el que e´s el mateix, segons un score.
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Per mesurar la utilitat de les dades, una possibilitat e´s mesurar la pe`rdua d’in-
formacio´ que es produeix entre els estadı´stics de les dades pertorbades i els de les
originals. Un dels principals estudis que prete´n proporcionar una mesura d’aquesta
pe`rdua d’informacio´ e´s el realitzat per J. M. Mateo Sanz, J. Domingo Ferrer i F.
Sebe´, anomenat Probabilistic Information Loss Measures in Confidentiality Pro-
tection of Continuous Microdata [15] .
1.2 Aportacions
L’ana`lisi i la investigacio´ realitzada en aquest projecte final de carrera contribueix
en dos aspectes diferents.
Primerament, aquest estudi contribueix a les disciplines de Statistical Dis-
closure Control (SDC) i Privacy Preserving Data Mining (PPDM) amb la intro-
duccio´ d’una te`cnica de mineria de dades, Fuzzy c-Regression Models (FCRM),
per a l’anonimitzacio´ de dades estadı´stiques que contenen informacio´ confiden-
cial sobre individus, tals com poden ser persones o entitats. Aquest estudi tambe´
dona a cone`ixer els conceptes ba`sics subjacents als me`todes de generacio´ de dades
sinte`tiques estudiats (IPSO-A, IPSO-B i IPSO-C) i proposats (FCRM).
La segona contribucio´ d’aquest estudi s’ha centrat en l’a`rea dels me`todes de
proteccio´ de dades. Mitjanc¸ant la creacio´ d’una nova te`cnica per a la generacio´
de dades sinte`tiques, com e´s el cas de FCRM, es preserva la utilitat estadı´stica de
les dades aixı´ com la privacitat de forma parametritzada segons els requisits de les
terceres parts interessades en les dades. La creacio´ d’una nova te`cnica de proteccio´
de dades tambe´ comporta la seva avaluacio´ en termes de pe`rdua d’informacio´ i risc
de revelacio´.
1.3 Estructura del document
Aquest document conte´ sis capı´tols/seccions i esta` organitzat en tes parts: la primera
part agrupa la introduccio´ i els preliminars (capı´tols 1 i 2), la segona part conte´ les
aportacions d’aquest estudi (capı´tols 3, 4 i 5) i finalment les conclusions i el possi-
ble treball futur (capı´tol 6).
2 Preliminars
En aquesta seccio´ es prete´n introduir els conceptes ba`sics que sorgeixen quan es
treballa en la proteccio´ de dades estadı´stiques aixı´ com un sumari de les te`cniques
que existeixen per protegir dades confidencials. Aquestes te`cniques agrupen o per-
torben les dades amb l’objectiu de reduir el risc d’identificar individus. El repte que
es planteja en el problema de la confidencialitat e´s protegir les dades individuals
sense degradar-ne excessivament la validesa analı´tica.
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No es pot recomanar un me`tode, ja que el millor me`tode depe`n del tipus de
dades, del tipus de taula que sera` publicada, de les ana`lisis estadı´stiques a realitzar
i del nivell de proteccio´ desitjat per a les dades.
A la seccio´ 2.1 es distingeixen i es defineixen els tipus de dades, macrodades
i microdades, en els que es poden classificar les dades recollides a individus con-
crets. A la seccio´ 2.2 es proporciona una descripcio´ i classificacio´ dels me`todes
de proteccio´ de microdades. En la segu¨ent seccio´ 2.3 es descriuen les dades uti-
litzades per a l’avaluacio´ dels me`todes de generacio´ de dades sinte`tiques analitzats
i proposat. En la seccio´ 2.4 es defineixen i especifiquen els me`todes que s’uti-
litzaran per a mesurar la pe`rdua d’informacio´ i del risc de revelacio´ de les dades
generades sinte´ticament. Finalment s’introdueixen conceptes necessaris com so´n
els me`todes de regressio´, seccio´ 2.5, la inversa generalitzada, seccio´ 2.6, i el
me`tode de classificacio´ difusa Fuzzy c-means, seccio´ 2.7.
2.1 Classificacio´ de les Dades
Els conjunts de dades que tractarem estan formats per variables i els valors d’aques-
tes corresponents a cada individus. Les variables poden ser qualitatives o quantita-
tives. Les variables qualitatives es poden classificar en:
• Qualitatives Nominals (o Catego`riques), com per exemple la variable sexe.
• Qualitatives Ordinals, com per exemple una classificacio´ segons les expres-
sions ”baix, mitja, alt”.
Les variables quantitatives poden ser mesurades en una escala me`trica (o nume`rica),
com per exemple les variables edat o ingressos.
Per agrupar diferents variables en estadı´stics i ser tractats pels diversos me`todes
de control de la revelacio´ existeix una tipologia proposada per Dalenius al 1988 [4].
Els estadı´stics es classifiquen segons:
• El seu format: en macrodades i microdades.
• La seva forma: en frequ¨e`ncies i magnituds.
• el mitja` emprat per publicar: en impremta i base de dades o altres mitjans.
En aquest estudi ens basarem en la primera classificacio´ que s’ha fet dels es-
tadı´stics que volem publicar, e´s a dir segons el seu format:
• Les microdades es defineixen segons Willenborg i De Waal [31] com un
conjunt de registres sobre dades d’individus, els quals poden ser persones,
empreses, companyies, etc. . . ´Es a dir, les microdades consisteixen en la in-
formacio´ al nivell dels subjectes que responen. Tota la informacio´ d’aquests
subjectes ha de ser tractada com a confidencial i ha de ser protegida con-
tra la revelacio´. Per a cada subjecte j tenim un vector individual de dades
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Edat Sexe Estat civil Nombre de fills Ingressos mensuals (en euros) . . .
19 femenı´ solter 0 1200 . . .
26 masculı´ casat 2 1350 . . .
63 femenı´ vidu 5 900 . . .
. . . . . . . . . . . . . . . . . .
Taula 1: Exemple de microdades amb variables qualitatives i quantitatives.
Vj , tambe´ anomenat registre de dades, el qual pot tenir variables qualitatives
i/o quantitatives. De les variables que formen part d’un conjunt de micro-
dades en podem distingir tres tipus ba`sics segons el seu grau de compromı´s
respecte la privacitat dels individus:
– Identificadors directes: So´n variables el coneixement de les quals
provoca la identificacio´ de manera unı´voca de l’individu al qual per-
tanyen aquests identificadors. Exemples d’aquest tipus de variables,
quan es treballa amb persones, poden ser el nom complet o el nu´mero
de DNI.
– Identificadors indirectes: So´n variables que poden servir per identi-
ficar l’individu al qual pertanyen, pero` no de manera unı´voca. El que si
pot succeir e´s que hi hagi una combinacio´ inusual d’identificadors in-
directes que puguin provocar la identificacio´ de l’individu en qu¨estio´.
Identificadors indirectes poden ser l’edat, el sexe o l’estat civil, quan es
treballa amb persones. Un exemple d’aquest tipus de variables pot ser
professio´, que no e´s un identificador directe, pero` si els individus con-
sultats formen part d’una comunitat concreta i molt reduı¨da, pot iden-
tificar unı´vocament a un individu, per exemple el metge d’un poble.
– Variables confidencials: Aquestes variables pertanyen al domini pri-
vat dels individus i s’ha d’evitar que es puguin relacionar amb l’indi-
vidu al qual pertanyen. El criteri per decidir si una variable e´s sensible
o no pot variar segons els paı¨sos: el que en un paı´s e´s una variable sen-
sible en altres no ho e´s i a l’inreve´s. Exemples de variables sensibles
poden ser el passat criminal o les malalties que pateixen o han patit les
persones.
En la taula 1 es mostren exemples de microdades amb variables qualitatives
catego`riques, com Sexe o Estat civil, i variables quantitatives, com Edat,
Nombre de fills o Ingressos mensuals.
• Les macrodades so´n tabulacions de dades individuals. Cada cel·la es de-
fineix ajuntant algunes variables, les quals poden ser qualitatives o quanti-
tatives. Si les variables so´n quantitatives, s’utilitza un interval de mesura.
Depenent del que representin les cel·les trobem dos tipus de taules:
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dreta` esquerra` TOTAL
Homes 43 9 52
Dones 44 4 48
TOTAL 87 13 100
Taula 2: Exemple de macrodades, taula de continge`ncia.
Produccio´ Ind. X Ind. Y Ind. Z Total
Paı´s 1 450 700 1050 2200
Paı´s 2 120 330 300 750
Paı´s 3 230 270 550 1050
Total 800 1300 1900 4000
Taula 3: Exemple de macrodades, taula de magnituds o agregats.
– Si per a cada cel·la es compta o s’estima el nombre d’elements que hi
pertanyen, aleshores l’estadı´stic s’anomena taula de conting`encia. En
la taula 2 es mostra un exemple de taula de continge`ncia expressant
la relacio´ entre les variables Sexe (home o dona) i despotisme (dreta` o
esquerra`).
– Si s’agrega una variable quantitativa com ingressos o producci´o de tots
els elements que pertanyen a una cel·la, aleshores anomenarem la taula
resultant taula de magnituds o agregats. Un exemple de taula de mag-
nituds es mostra a la taula 3.
L’u´s d’ordinadors i paquets estadı´stics permet als usuaris fer avaluacions es-
tadı´stiques i crear taules fetes a mida en lloc de rebre les ana`lisis des d’un institut
d’estadı´stica. Aquesta tende`ncia seguira` i, per tant, les oficines d’estadı´stica expe-
rimentaran una demanda creixent, per part dels usuaris, de la difusio´ de fitxers de
microdades en lloc de les ana`lisis predefinides per les mateixes oficines. A causa de
la seva mida, normalment les microdades es publiquen a trave´s de bases de dades
o altres fitxers. Per a les dues classes de macrodades (taules de continge`ncia i de
magnituds) hi ha dos camins de publicacio´: la publicacio´ estadı´stica impresa i les
bases de dades o altres informa`tics.
En aquest estudi es tractaran nome´s microdades amb variables quantitatives,
pero` els me`todes que s’estudiaran poden ser adaptats tambe´ a microdades amb
variables catego`riques.
2.2 Me`todes de Proteccio´ de Microdades
Tal i com hem vist a la seccio´ 2.1, una base de dades amb microdades X es pot
veure com una matriu amb n files (registres/individus) i k columnes (variables/a-
tributs). Cada fila conte´, llavors, els valors dels atributs de cada individu.
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Figura 1: Proce´s de proteccio´ de microdades
Considerant la classificacio´ proposada en la seccio´ 2.1 per a les variables, una
base de dades X queda definida com X = id||Xnc||Xc, on id so´n les variables
considerades identificadors directes, Xnc so´n els atributs no confidencials consi-
derats identificadors indirectes i Xc so´n les variables confidencials. Normalment,
abans d’alliberar X a terceres parts amb atributs confidencials, s’aplica primer un
me`tode de proteccio´ ρ, passant a e´sser microdades protegides X′. De fet, e´s usual
assumir el segu¨ent escenari tı´pic:
1. Els atributs considerats identificadors directes en X han estat eliminats o be´
encriptats, per tant X passa a estar definida com X = Xnc||Xc.
2. Els atributs confidencials Xc no so´n modificats, per tant tenim que X′c = Xc.
3. El me`tode de proteccio´ ρ e´s aplicat als atributs no confidencials conside-
rats identificadors indirectes, per a preservar la privacitat dels individus dels
quals s’esta` alliberant dades confidencials. Per tant, tenim que X′nc = ρ(Xnc).
Aquest escenari permet a terceres parts tenir informacio´ precisa de la informa-
cio´ confidencial sense revelar a qui pertany aquesta informacio´ confidencial. La
figura 1 mostra el proce´s de proteccio´ i alliberacio´ de microdades segons l’esce-
nari tı´pic considerat.
En aquest escenari, tal i com es mostra en la figura 2, un intru´s podria intentar
re-identificar individus obtenint identificadors indirectes no confidencials (Xnc)
aixı´ com identificadors (Id) d’una altre font de dades. Llavors, aplicant te`cniques
de vinculacio´ de registres (Record Linkage) entre els atributs protegits (X′nc) i els
mateixos atributs obtinguts a partir d’una altra font de dades (Xnc), l’intru´s podria
ser capac¸ de re-identificar un cert percentatge dels registres protegits juntament
amb els corresponents atributs confidencials (Xc). Aixo` e´s el que els me`todes de
proteccio´ intenten evitar. Aquest escenari de re-identificacio´ sera` considerat quan
analitzem el risc de revelacio´ dels diferents me`todes de proteccio´ de dades i e´s si-
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Figura 2: Escenari tı´pic de Risc de Revelacio´.
milar als considerats en [26, 30].
Els me`todes de proteccio´ poden ser classificats segons els seus efectes sobre
les dades originals en tres categories diferents:
• Pertorbatius. El conjunt de dades es veu pertorbat afegint-li algun tipus
de soroll, per exemple afegint soroll a les variables seguint una N(0, a) per
a una a determinada. D’aquesta forma, en el conjunt de dades originals,
les combinacions de valors que sense ambigu¨itat identifiquen un individu (o
registre) desapareixen i llavors, noves combinacions apareixen en el conjunt
de dades protegides. Aquesta ofuscacio´ fa difı´cil per a un atacant obtenir els
valors del conjunt de dades originals. Un me`tode pertorbatiu ha d’assegurar
que la informacio´ estadı´stica del conjunt de dades originals es preserva en el
conjunt de dades protegides. Exemple de me`todes que estan classificats com
pertorbatius so´n Rank Swapping [16] i la Microaggregaci´o [10].
• No Pertorbatius. Els me`todes classificats com a no pertorbatius no distor-
sionen el conjunt de dades originals sino´ que modifiquen els valors originals
per altres menys especı´fics, per exemple reemplac¸ant un nombre real per
un interval. Tambe´ poden fer supressions parcials. Per tant, el proce´s de
re-identificacio´ e´s me´s difı´cil. En general, els me`todes no pertorbatius re-
dueixen el nivell de detall de les dades, el que comporta una major pe`rdua
d’informacio´ pero` en canvi un risc de revelacio´ menor.
• Generadors de Dades Sinte`tiques. En aquest cas, es generen noves dades
artificials que s’utilitzen per substituir les dades originals. Formalment, els
generadors de dades sinte`tiques creen un model a partir de les dades ori-
ginals que s’utilitza per a generar dades protegides de forma aleato`ria pero`
sotmeses al model creat. En aquest estudi analitzarem dos me`todes de pro-
teccio´ de dades considerats dins d’aquesta categoria, Information Preserving
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Statistical Obfuscation (IPSO) [3] i un me`tode que hem definit basat en la
Fuzzy c-Regression [18].
Els me`todes de proteccio´ de dades tambe´ poden ser classificats segons el tipus
de dades que so´n capac¸os de suportar:
• Nume`rics. Un atribut es considera nume`ric si es poden realitzar operacions
aritme`tics amb ell, per exemple edat o ingressos. Cal dir que per a ser con-
siderat nume`ric, un atribut no necessa`riament ha de tenir un rang infinit, com
e´s el cas de nu´merodefills. Quan es dissenyen me`todes per a la proteccio´
de dades nume`riques, es compta amb l’avantatge de que es poden realitzar
operacions aritme`tiques i amb el desavantatge de que cada combinacio´ de
valors nume`rics en les dades originals e´s u´nica, la qual cosa significa risc de
revelacio´ si no es realitza cap accio´. Aquest estudi es centra en l’estudi de
me`todes per a dades nume`riques.
• Catego`rics. Un atribut es considera catego`ric quan pren valors sobre un
conjunt finit i quan les operacions aritme`tiques no tenen sentit. Dins dels
atributs catego`rics es poden distingir entre ordinals i nominals. Quan es
treballa amb l’escala ordinal, l’ordre entre valors e´s rellevant, per exemple
nivelld′estudis, mentre que per a escales nominals l’ordre entre valors no
ho e´s, per exemple colord′ulls. En l’escala ordinal, operacions com mı´nim
o ma`xim tenen sentit, mentre que en l’escala nominal nome´s tenen sentit les
comparacions entre parelles. Quan es dissenyen me`todes per a la proteccio´
de dades catego`riques, la impossibilitat de realitzar operacions aritme`tiques
e´s un inconvenient, pero` en canvi, el fet de que les dades siguin finites e´s una
propietat interessant que cal tenir en compte.
2.3 Dades Census
En aquesta seccio´, es descriu en detall el conjunt de dades utilitzades en els expe-
riments, seccio´ 5. El conjunt de dades considerat e´s un dels dos conjunts de dades
emprats en el projecte Europeu CASC (Computational Aspects of Statistical Con-
fidentiality) [2] com a conjunts de dades de refere`ncia per a la prova i comparacio´
de me`todes per a la proteccio´ de microdades nume`riques. Aquest conjunt de dades
de refere`ncia ha estat utilitzat en treballs com [5, 6, 8, 9, 7, 19, 34, 11, 26, 33].
Estem parlant del conjunt de dades anomenat Census, el qual conte´ un total de
1080 registres i 13 atributs nume`rics per cada registre. Aquest conjunt de dades es
va recopilar mitjanc¸ant The Data Extraction System of the U.S. Census Bureau [28].
El conjunt de dades utilitzat per a crear Census ha sigut extret del grup de
fitxers March Questionnaire Supplement - Person Data Files corresponents a la
font de dades Current Population Survey of the year 1995. No tots els registres
d’aquesta enquesta han estat considerats. Els registres sense valors o be´ valors nuls
per a com a mı´nim algun dels 13 atributs han estat descartats per tal d’obtenir els
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Atribut Nom Descripcio´
a1 AFNLWGT Pes final (es consideren 2 decimals)
a2 AGI Ingre´s brut ajustat
a3 EMCONTRB Contribucio´ a l’asseguranc¸a de salut de l’empleat
a4 ERNVAL Guanys nets per negocis o produccio´ agra`ria en 1995
a5 FEDTAX Impost federal sobre la renda
a6 FICA Deduccio´ de no`mina per a la S.S. en concepte de pensio´
a7 INTVAL Quantitat d’ingressos per concepte d’interessos
a8 PEARNVAL Total de guanys de la persona
a9 POTHVAL Total d’ingressos d’altres persones
a10 PTOTVAL Total d’ingressos de la persona
a11 STATETAX Impostos estatals
a12 TAXINC Impost estatal per els ingressos
a13 WSALVAL Quantitat: salari i sou total
Taula 4: Atributs del conjunt de dades Census. En la primera columna trobem
l’identificador de cada atribut, en la segona columna trobem el nom que rep cada
atribut en el conjunt de dades originals de on es van extreure aquests atributs i
l’u´ltima columna mostra una petita descripcio´ del significat de cada atribut.
1080 registres finals. El motiu per haver escollit 1080 com a nombre de registres e´s
que 1080 e´s el primer enter menor que 1200 i mu´ltiple de 2,5,8 i 9, ja que aquests
valors normalment so´n escollits com a valors de k en me`todes de proteccio´ de
dades com la Micro-agregacio´.
La taula 4 mostra la descripcio´ dels 13 atributs escollits.
2.4 Pe`rdua d’Informacio´ i Risc de revelacio´
Aquesta seccio´ prete´n descriure les mesures emprades per a analitzar la pe`rdua
d’informacio´ i el risc de revelacio´ del me`tode proposat en aquest PFC per a la
generacio´ de dades sinte`tiques. Aquestes mesures ens so´n d’utilitat en els experi-
ments (seccio´ 5). Mitjanc¸ant les mesures presentades a continuacio´, podem anal-
itzar el comportament del me`tode proposat segons els valors dels seus para`metres
aixı´ com comparar-ho de forma analı´tica amb altres me`todes, com e´s el cas de l’IP-
SO, agregant la pe`rdua d’informacio´ i el risc de revelacio´ en una mesura anome-
nada SCORE. La pe`rdua d’informacio´ sera` mesurada mitjanc¸ant la seva pe`rdua
d’informacio´ probabilı´stica, Probabilistic Information Loss (PIL), me`tode aplica-
ble de forma gene`rica a qualsevol te`cnica de control de la revelacio´ estadı´stica. En
canvi, el risc de revelacio´ (DR) e´s me´s difı´cil d’analitzar de forma general, per
tant es basa en experiments de re-identificacio´ mitjanc¸ant algoritmes que inten-
ten enllac¸ar els registres protegits amb els seus corresponents registres originals
(Record− Linkage).
El principal objectiu de qualsevol me`tode de proteccio´ de dades e´s minimitzar
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tant la pe`rdua d’informacio´ (IL) com el risc de revelacio´ (DR) de les dades prote-
gides. Tanmateix, quan un d’aquests para`metres disminueix, l’altre augmenta. Tro-
bar la combinacio´ o`ptima d’aquests dos para`metres e´s una tasca realment difı´cil. A
me´s, en algunes situacions, l’organitzacio´ interessada en les dades protegides pot
desitjar un determinat nivell d’alguns dels dos para`metres. Per aquestes dues raons,
e´s necessari calcular ambdues mesures d’una forma acurada abans d’alliberar les
dades protegides, assegurant suficient proteccio´ aixı´ com utilitat estadı´stica.
2.4.1 Pe`rdua d’informacio´ (IL)
Estrictament parlant, l’avaluacio´ de la pe`rdua d’informacio´ ha d’estar bassada en
l’u´s que es fara` de les dades protegides. Com me´s gran sigui la difere`ncia entre els
resultats que es podrien obtenir amb les dades originals i les protegides, me´s gran
sera` la pe`rdua d’informacio´. No obstant, molt sovint la proteccio´ de microdades
no es pot realitzar tenint en compte el seu u´s posterior per les segu¨ents raons:
• La gran diversitat d’usos que es poden donar a les dades protegides, fins i tot
resulta difı´cil identificar tots els possibles usos en el moment d’alliberar les
dades protegides.
• Encara que tots els usos es poguessin identificar, oferir diferent versions de
les dades, de forma que la versio´ nu´mero i tingue´s una pe`rdua d’informacio´
optimitzada per a l’u´s i, resultaria en un risc de revelacio´ inesperat.
Partint llavors, de que les dades s’haurien de poder protegir sense tenir en
compte cap u´s especı´fic, e´s desitjable disposar de mesures gene`riques per a la
pe`rdua d’informacio´. Aquestes mesures gene`riques, haurien de ser capaces de cap-
turar la quantitat de pe`rdua d’informacio´ per a un rang suficientment gran de dades.
Per tant, direm que hi ha una pe`rdua d’informacio´ petita si les dades protegides so´n
analı´ticament va`lides aixı´ com interessants segons les definicions que va proposar
Winkler l’any 1999 [32]:
• Un conjunt de dades protegides e´s analı´ticament va`lid si preserva, de forma
aproximada, els segu¨ents estadı´stics respecte les dades originals (algunes
condicions so´n nome´s aplicables a atributs continus):
1. Les mitjanes i les covaria`ncies en un conjunt petit de subdominis (sub-
conjunts de registres i/o atributs).
2. Valors marginals per algunes tabulacions de les dades.
3. Com a mı´nim una distribucio´ caracterı´stica.
• Un conjunt de microdades e´s analı´ticament interessant si 6 atributs d’impor-
tants subdominis so´n proveı¨ts i es podem validar analı´ticament.
El me`tode que s’utilitzara` en aquest estudi per avaluar la pe`rdua d’informacio´
sera` el conegut com Probabilistic Information Loss (PIL)[15]. Aquest me`tode cal-
cula la difere`ncia mitja entre alguns estadı´stics calculats tant en les dades originals
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com en les protegides. Per simplicitat i per no abordar temes fora dels objectius
d’aquest estudi, nome´s s’ofereix una descripcio´ molt reduı¨da dels estadı´stics consi-
derats en aquest me`tode. Per aprofundir en les seves definicions formals consultar




• Correlacio´ de Pearson (PIL(r))
• Quantils (PIL(Q))
Finalment la pe`rdua d’informacio´ probabilı´stica mitja es calcula com:
PIL = 100 ∗ PIL(Q)+PIL(m01)+PIL(m2)+PIL(m11)+PIL(r)5
2.4.2 Risc de revelacio´ (DR)
Segons les intencions de l’atacant, es consideren dos tipus de mesures del risc
de revelacio´. Primerament, es suposa que l’intru´s posseeix les dades protegides
aixı´ com tambe´ alguns atributs originals obtinguts a partir de fonts de dades de
terceres parts, aquest escenari es descrit a la figura 2. Aquı´, l’intru´s esta` interessat
en enllac¸ar les dades protegides amb les corresponents originals. Aquest risc pot
e´sser mesurat mitjanc¸ant record linkage:
• Distance Based Record Linkage (DBRL): Aquesta mesura es calcula con-
siderant nome´s el nu´mero d’atributs que es suposen coneguts per l’atacant,
per exemple els tres, cinc o vuit primers atributs. El valor final d’aques-
ta mesura e´s el nu´mero promig de registres que l’atacant ha pogut enllac¸ar
amb els originals utilitzant alguna mesura de distancia entre registres. A
continuacio´ es procedeix amb una descripcio´ me´s detallada d’aquesta mesura:
Distance Based Record Linkage consisteix en calcular distancies entre totes
les parelles de registres originals/protegits. La parella que resti amb mı´nima
dista`ncia e´s considerada com una Linked Pair (LP) o el que e´s el mateix,
parella enllac¸ada. Per una altre banda la resta de parelles de registre no
enllac¸ats es consideren Not Linked Pairs (NP). Dins de l’a`mbit de privadesa
de dades, el primer cop que es va utilitzar aquesta mesura va ser a [22],
aplicada en aquell cas a un altre me`tode de proteccio´ de dades com e´s la
Micro-agregacio´. Si definim d(a, b) com la distancia entre un registre del
conjunt de dades originals X i un registre del conjunt de dades protegides
X ′, llavors e´s pot implementar el Distance Based Record Linkage com s’ex-
pressa en l’Algorisme 1. Cal remarcar que aquest algorisme es podra` aplicar
sempre i quan la distancia entre els atributs pugui ser definida. Normalment
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aquesta distancia es defineix en termes de distancia dattri per a cada atribut








La distancia dattri permet millorar el nu´mero de parelles enllac¸ades donant
me´s importa`ncia a certs atributs com tambe´ permet definir dista`ncies entre
atributs qualitatius o quantitatius.
Algorithm 1: Distance Based Record Linkage
Data: X: conjunt de dades originals, X’: conjunt de dades protegides
Result: LP: linked pairs
begin
foreach a ∈ X do
b′ = argminb∈X′d(a, b) LP = LP ∪ (a, b′) foreach a ∈ X do
NP = NP ∪ (a, b)
end
• Probabilistic Record Linkage (PRL): Aquesta mesura del risc de revelacio´
e´s ide`ntica en esse`ncia a l’anterior pero` considerant en comptes de dista`ncies,
les probabilitats condicionals d’enllac¸ar els registres. Aquest me`tode es va
descriure per primera vegada en [12]. A continuacio´ es defineix formalment
aquest me`tode: Per a cada parella de registres (a, b), on a representa un
registre del conjunt de dades originals X i b representa un registre del con-
junt de dades protegides X′, es defineix un vector de coincide`ncia γ(a, b) =
(γ1(a, b) . . . γn(a, b)), on γi(a, b) pren el valor 1 si attri(a) = attri(b) i 0
si attri(a) = attri(b). Cal remarcar que els valors attri estan normalitzats.
El segu¨ent pas consisteix en calcular un ı´ndex del vector de coincide`ncies.
Finalment, s’utilitza aquest ı´ndex per classificar (utilitzant un llindar) les
parelles de registres originals/protegits segons LP o NP depenent de si han
estat enllac¸ades o no. La versio´ del Probabilistic Record Linkage emprada
en aquest estudi utilitza probabilitats condicionals per calcular els ı´ndexs. A
me´s, aquestes probabilitats so´n estimades mitjanc¸ant l’algorisme Expecta-
tion Maximization (EM). Els llindars considerats es calculen a partir de: (1)
P (LP |U), la probabilitat d’enllac¸ar una parella que en realitat e´s una parella
no enllac¸ada (fals positiu o enllac¸at fals) i (2) P (NP |M), la probabilitat de
no enllac¸ar una parella de registres que en realitat e´s una parella enllac¸ada
(fals negatiu o no enllac¸at fals). Encara que PRL e´s computacionalment me´s
complex que DBRL, aquest me`tode probabilı´stic resulta interessant ja que
l’usuari tant sols ha d’especificar dues probabilitats: un lı´mit superior de la
probabilitat d’un fals positiu i un lı´mit superior de la probabilitat d’un fals
negatiu. El que representa un avantatge del PRL en front del DBRL.
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• Interval Disclosure (ID): Aquest me`tode modela un escenari en el qual un
intru´s intenta obtenir una aproximacio´ dels valors originals. En aquest cas
l’atacant no estaria interessat en obtenir els valors originals exactes o be´ no
ha pogut obtenir-los. El risc que mesura ID es calcula com 100 vegades el
percentatge promig de que un valor original caigui dins d’un interval definit
al voltant del corresponent valor protegit. Aquest interval es defineix nor-
malment entre un 1% i un 10% dels valors.
Finalment, el risc de revelacio´ (DR) es calcula com un promig ponderat dels
resultats obtinguts per els me`todes anteriors:
DR = 0.5 · DBRL+PRL2 + 0.5 · ID
2.4.3 Agregant IL i DR (SCORE)
La pe`rdua d’informacio´ (IL) i el risc de revelacio´ (DR) poden ser combinats per tal
d’obtenir un u´nic valor final per a un me`tode de proteccio´ especı´fic. Aquest valor
final, anomenat SCORE, representa l’equilibri entre IL i DR. El millor me`tode de
proteccio´ sera` aquell que faci o`ptim aquest equilibri. Es considera que un me`tode
de proteccio´ comenc¸a a ser interessant si aconsegueix obtenir valors del SCORE
iguals o inferiors a 30. En aquest estudi agregarem la pe`rdua d’informacio´ i el risc
de revelacio´ com una mitja aritme`tica de la forma segu¨ent:
SCORE = 0.5 · IL + 0.5 ·DR
2.5 Me`todes de Regressio´
En aquesta seccio´ es dona una descripcio´ general dels me`todes de regressio´ i me´s
en concret es descriu el funcionament ba`sic dels models de regressio´ anomenats
Switching Regression Models.
Considerem un conjunt de dades S = (x1, y1), · · · , (xn, yn) on cada obser-
vacio´ independent xk ∈ s te la seva corresponent observacio´ depenent yk ∈ t.
En el cas me´s senzill, podem assumir que tant sols existeix una u´nica relacio´ fun-
cional entre x i y per a tot el conjunt de dades S. En la majoria dels casos e´s
necessari tenir en compte l’error come´s per tal de trobar una solucio´ o`ptima. Nor-
malment, trobar la solucio´ o`ptima passa per haver de realitzar la cerca de la ”mil-
lor”funcio´ f que representa la relacio´ entre observacions:
y = f(x;β) + ,
on β ∈ Ω ⊂ k e´s un vector de para`metres per determinar, i  e´s un vector aleatori
amb el seu corresponent vector de mitjanes μ = 0 ∈ t i la seva corresponent
matriu de covaria`ncies Σ. Trobar una estimacio´ o`ptima per β depe`n en les assump-
cions fetes sobre la distribucio´ de , i el conjunt de valors factibles que pot prendre
β. Aquest e´s un tipus de model multivariant ben conegut i a`mpliament utilitzat.
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El tipus de model que considerarem en aquest estudi i que esta` estretament
relacionat amb el me`tode proposat, Fuzzy c-Regression, es coneix com a ”switching
regression model” [29]. En comptes d’assumir que un u´nic model representa totes
les n parelles d’observacions (xk, yy) en S, ara s’assumeix que les dades segueixen
un total de c models:
y = fi(x;βi) + i , per a tota i tal que 1 ≤ i ≤ c,
on cada βi ∈ Ωi ⊂ k, i on cada i e´s un vector aleatori amb vector de mitjanes
μi = 0 ∈ t i matriu de covaria`ncies Σi. Igual que en el cas del model u´nic
me´s simple, en aquest cas tambe´ es desitgen bones estimacions per als para`metres
β1, · · · , βc. Tanmateix, tenim la dificultat afegida que S no esta` etiquetat, e´s a dir,
donat un conjunt d’observacions (Xk, yk) no sabem quin model s’ha d’aplicar.
En aquest estudi es proposa el me`tode Fuzzy c-Regression (seccio´ 4.1), basat en
classificacio´ difusa, que produeix bones estimacions de β1, · · · , βc al mateix temps
que assigna un vector d’etiquetes difuses a cada observacio´ en S.
2.6 Inversa Generalitzada
La necessitat de calcular la inversa generalitzada sorgeix en certs problemes d’es-
tadı´stica, matema`tiques o enginyeria en general. Aquests problemes poden ser des
de l’estimacio´ de funcions lineals de classificacio´ o de regressio´ fins a estimacions
de circuits ele`ctrics o ca`lcul d’estructures. La metodologia que aquest estudi ha
seguit alhora de calcular la inversa generalitzada es basa en la descomposicio´ or-
togonal basada en el ca`lcul d’una submatriu no singular donada una certa matriu
singular.
En el cas d’una matriu rectangular o una matriu de rang no complet, el con-
cepte matriu inversa es pot generalitzar. Sota certes condicions, e´s possible definir
una matriu que es comporti com la inversa d’una matriu donada A ∈ Mm×n , ano-
menada inversa generalitzada de A. Per a me´s informacio´ consultar [25]. Aquesta
inversa generalitzada A− o 1-inversa s’anomena tambe´ inversa generalitzada de`bil
ja que tant sols ha de complir la segu¨ent condicio´ per tal de ser considerada com
inversa generalitzada d’una matriu A.
Definicio´. Donada una matriu A ∈ Mm×n, la matriu A− ∈ Mm×n e´s una
1-inversa o inversa generalitzada de`bil de A si i nome´s si AA−A = A.
No existeix una u´nica matriu 1-inversa pero` com a mı´nim n’existeix una. Exis-
teixen diferents formes de calcular aquesta matriu inversa generalitzada pero` en
aquest estudi s’utilitza el segu¨ent algorisme:
• Entrada: Una matriu A de dimensions m× n. Una matriu inicial W = In
(matriu identitat de dimensio´ n) i un vector inicial U = On (vector nul de
dimensio´ n).
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• Sortida: El vector U que indica quines files i columnes de A formen la
submatriu B11 i la matriu W que conte´ la inversa B−111 .
• Pas 1: Inicialitzacio´. Inicialitzar W = In, U = On i i = 1.
• Pas 2: Producte escalar. Calcular el producte escalar tj = aTi wj per a
j = 1, · · · , n. ´Es a dir, el producte escalar de la fila nu´mero i de A amb cada
columna de W .
• Pas 3: Seleccionar una columna per pivotar. Trobar el primer tp diferent
de zero corresponent a un element nul en la posicio´ p de U , el qual indica la
columna p de W que es fara` servir com a pivot. Reemplac¸ar la component p
de U per i. Si no existeix tal columna, anar al Pas 6, en cas contrari continuar
al Pas 4.
• Pas 4. Modificar la columna pivot. Dividir la columna p de W per tp.
• Pas 5. Pivotatge. Per a j = 1 fins a n, j = p i tj = 0 fer wkj = wkj− tjwkp
per a k = 1, · · · , n.
• Pas 6. Si i = m continuar amb el Pas 7, en altre cas, incrementar i en una
unitat i tornar al Pas 2.
• Pas 7. Sortida. La matriu W conte´ la inversa d’una submatriu de rang
ma`xim de A. Aquesta submatriu esta` composta per la interseccio´ de les files,
els ı´ndexs de les quals es troben al vector U, i les columnes indicades per la
posicio´ d’aquests ı´ndexs en la matriu U . La inversa d’aquesta submatriu esta`
composada per les columnes de W corresponents als elements no nuls de U
i les mateixes files. El rang de A e´s igual al nombre de elements no nuls de
U .
En aquest estudi, l’aplicacio´ de la inversa generalitzada sorgeix quan es pro-
dueix singularitat en l’equacio´ 2, dins del ca`lcul de Fuzzy c-Regression (seccio´
4.1)
2.7 Fuzzy c-Means
L’algorisme fuzzy c-means [1] e´s un dels me`todes me´s utilitzats per a realitzar
classificacio´ difusa (fuzzy clustering). Es basa en el concepte fuzzy c-partition, in-
troduı¨t per Ruspini l’any 1969 [24]. Donat un conjunt d’elements, Fuzzy c-means
fa una particio´ difusa d’aquests. Des de un punt de vista conceptual, les cate-
gories subjacents de les dades es consideren difuses, e´s a dir, la pertinenc¸a de cada
element a cada categoria e´s un valor continu dins de l’interval [0,1]. Per tant, do-
nat un conjunt d’elements X = {x1, x2, . . . , xN} avaluats en termes d’atributs
A = {A1, A2, . . . , AM}, Fuzzy c-means fa una particio´ difusa dels objectes X. A
me´s, es consideren c categories (C = {C1, . . . , Cc}) i per tant el problema consis-
teix en determinar c funcions de pertinenc¸a μ1, μ2, . . . , μc, on μi e´s la funcio´ de
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pertinenc¸a corresponent a Ci. Per a ser considerada com a funcio´ de pertinenc¸a,
μi ha de ser tal que per a cada objecte x la pertinenc¸a a les diferents categories C
suma 1. Finalment, es requereix que com a mı´nim hi hagi un element amb una
pertinenc¸a diferent de 0 per a cada categoria. Es poden formalitzar les anteriors
restriccions sobre les funcions de pertinenc¸a com:
c∑
i=1




μi(x) < N per a tota Ci ∈ C
Un cop hem definides les restriccions per a les pertinences, el problema es pot
formular de la forma segu¨ent:







μ ∈ Mf =
{
(μk(x)) | μk(x) ∈ [0, 1] ,
c∑
k=1
μk(x) = 1, ∀x ∈ X
}
On c e´s un valor constant que representa el nombre de categories difuses per-
meses. L’altre valor constant m, el qual ha de ser major que 1, representa el grau
de borrositat de les categories. Com me´s gran e´s el valor de m, me´s difuses so´n les
categories. Quan m →∞, totes les categories cobreixen tots els punts. Per contra,
com me´s petit e´s el valor de m, menys difuses so´n les categories. Quan m = 1 el
problema e´s equivalent al de l’algorisme c-means.
L’algorisme fuzzy c-means construeix una solucio´ factible pel problema anteri-
or de la forma segu¨ent:
1. Definir una particio´ inicial μ i calcular els centroides P . Aquesta inicialitzacio´
por e´sser aleato`ria.
2. El segu¨ent pas consisteix en, per a cada element xi actualitzar la pertinenc¸a
de xi a cada categoria Ck de la forma segu¨ent:













• Si hi ha alguna categoria Ck per a la qual ‖xi − pk‖2 = 0 significa que
xi te´ el mateix valor que algun centroide pk. Per tant, en aquest cas,
la pertinenc¸a de xi s’ha de compartir de forma aleato`ria amb tots els
centroides que tinguin igual valor que xi.
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3. L’objectiu del pas segu¨ent e´s actualitzar el valor dels centroides. En con-












4. Parar d’iterar quan superem el llindar de converge`ncia establert, en altre cas
anar al pas nu´mero 2. El llindar de converge`ncia es pot definir com la com-
paracio´ de les funcions de pertinenc¸a de dues iteracions consecutives. Con-
siderant un llindar λ i tambe´ μ′ i μ com les funcions de pertinenc¸a de dues








S’han proposat diversos me`todes per a la generacio´ de dades sinte`tiques. Un d’ells
e´s la famı´lia de me`todes anomenada Information Preserving Statistical Obfusca-
tion (IPSO) [3]. L’objectiu de IPSO e´s enfosquir la identitat de les dades pero`
tambe´ preservar alguns estadı´stics. Aquesta famı´lia esta` formada per tres me`todes
IPSO-A, IPSO-B i IPSO-C, on IPSO-C e´s el me`tode amb menor pe`rdua d’infor-
macio´ i l’IPSO-A e´s el me´s simple de tots tres, e´s a dir, produeix me´s pe`rdua
d’informacio´. Els me`todes IPSO es basen en dividir les dades originals en con-
junts d’atributs X i Y. Els atributs dins del conjunt X es consideren independents i
els atributs dins del conjunt Y so´n considerats dependents. Llavors, e´s construeix
un model de les dades, com pot ser un model de regressio´ mu´ltiple multivariant,
capac¸ de representar la informacio´ continguda en Y i es genera un conjunt d’a-
tributs protegits Y ′, seguint la distribucio´ condicional Y |(T, x). Com que el model
es construeix a partir de les dades dependents Y, la proteccio´ que s’aconsegueix
depe`n de les dades. Per tant, el grau de proteccio´ e´s una funcio´ directa de les
dades i no es pot parametritzar per a obtenir un determinat equilibri entre la pe`rdua
d’informacio´ i el risc de revelacio´. A continuacio´ detallem les difere`ncies entre
IPSO-A, IPSO-B i IPSO-C:
• IPSO-A. Aquest me`tode realitza una regressio´ mu´ltiple de Y sobre X i els
valors generats segons la regressio´ mu´ltiple Y ′A so´n utilitzats per a substituir
els valors originals de Y. Per tant, les dades protegides estan formades per
els atributs de X i Y ′A en comptes del conjunt d’atributs originals X i Y.
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Suposem que els atributs a Y segueixen una distribucio´ normal multivariant
amb matriu de covaria`ncies
∑
= σjk i vector de mitjanes xiB, on B e´s la
matriu dels coeficients de regressio´. El desavantatge de l’IPSO-A e´s que,
si una regressio´ mu´ltiple e´s aplicada a (y′a, x) obtindrem estimacions per a
BˆA i ΣˆA que, en general, so´n diferents de les estimacions B i Σ que podem
obtenir si apliquem el model a les dades originals (y, x).
• IPSO-B. El segu¨ent me`tode IPSO, IPSO-B, millora y′A de forma que el vec-
tor de mitjanes estimat BˆB obtingut a partir de (y′B , x) e´s igual a Bˆ. Per tant,
el nou valor y′B es pot utilitzar com a valor pertorbat per a e´sser alliberat jun-
tament amb les dades pu´bliques, preservant l’estadı´stic considerat suficient
Bˆ i per tant la pe`rdua d’informacio´ disminueix.
• IPSO-C. L’u´ltim dels tres me`todes IPSO, IPSO-C, novament millora y′A i
y′B per tal de mantenir BˆC = Bˆ i tambe´ ΣˆC = Σˆ. Aixo` s’aconsegueix
aplicant un model de regressio´ mu´ltiple multivariant a (y′c, x).
Els me`todes IPSO so´n similars a la classe de me`todes anomenats General Ad-
ditive Data Perturbation (GADP) i que van ser descrits per primera vegada per
Muralidhar and Sarathy [17]. Tots dos me`todes intenten mantenir certes carac-
terı´stiques estadı´stiques de les dades originals com les mitjanes, varia`ncies o les
covaria`ncies. La principal difere`ncia entre GADP i IPSO e´s que aquest darrer
mante´ els estadı´stics esmentats anteriorment fins i tot per al cas de conjunts de
mostres de mida petita o mitjana.
4 FCRM
4.1 Fuzzy c-Regression
Els models Fuzzy c-Regression so´n una famı´lia de funcions objectiu que es poden
utilitzar per a aplicar models de regressio´ switching tant a dades nume`riques com
contı´nues. Donat c (el nu´mero d’agrupacions o cl´usters, 1 < c < n), l’algorisme
Fuzzy c-Regression e´s capac¸ d’estimar els para`metres de c diferents models de
regressio´, al mateix temps que realitza una c-particio´ difusa de les dades. En aquest
cas considerem un conjunt de dades de mida n, S = {(x1, y1), . . . , (xn, yn)},
on cada vector de caracterı´stiques (xi, yi) te´ una observacio´ depenent yi ∈ Rt
corresponent a una certa observacio´ independent xi ∈ Rs. La principal difere`ncia
entre els models de regressio´ Fuzzy c-Regression i els problemes me´s simples de
regressio´, e´s que aquests u´ltims consideren una u´nica relacio´ funcional entre x i
y per a totes les observacions, mentre que Fuzzy c-Regression considera que les
dades segueixen c models diferents.
y = fi(x;βi) + , 1 ≤ i ≤ c (1)
on cada βi ∈ Ωi ⊂ Rki , i cada i e´s un vector aleatori amb el corresponent vector
de mitjanes μi = 0 ∈ Rt i matriu de covaria`ncies Σi. Cal dir que S no esta`
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etiquetat, e´s a dir, donat un vector de caracterı´stiques (xi, yi), no se sap quin model
lineal e´s el que cal aplicar-li. Hathaway i Bezdek van publicar en [18] una solucio´
factible per aquest problema. La seva solucio´ es basa en te`cniques de classificacio´
difusa i e´s capac¸ de produir bones estimacions de {β1, . . . , βc} al mateix temps que
etiqueta de forma difusa les dades en S. El problema d’etiquetar S es resol llavors,
mitjanc¸ant classificacio´ difusa assignant vectors d’etiquetes amb restriccions que
representen la pertinenc¸a de cada objecte (xi, yi) a cada classe c.
L’algorisme per a obtenir els Fuzzy c-Regression Models (FCRM) consta de
passos similars als de Fuzzy c-Means:
1. Pas 1. Donat un conjunt de dades S = {(x1, y1), . . . , (xn, yn)}. Establir
m > 1 (un valor adequat, segons les nostres proves, e´s m = 1.5), especificar
els models de regressio´ segons l’equacio´ 1, i escollir una mesura de l’error
E = {Eik} de forma que Eik(βi) ≥ 0 per a i i k que satisfaci la propietat
de minimitzacio´ [18]. Establir un llindar on finalitzar les iteracions  > 0
(nosaltres hem escollit  dins del rang [0.0001, 0.00001] perque` normalment
proporciona bones estimacions) i una particio´ inicial U(0) ∈ Mf . En aquest
estudi, s’ha utilitzat l’algorisme fuzzy c-means per obtenir aquesta particio´
inicial. Llavors establir un llindar rmax, nu´mero ma`xim d’iteracions, de
forma que r = 1, . . . , rmax en cas que FCRM no convergeixi (en aquest
estudi s’ha utilitzat rmax = 30).
2. Pas 2. Actualitzar els valors del para`metres dels c models de regressio´ βi =
β
(r)
i aixı´ com la mesura de l’error Eik(βi) per a fi(xk;βi) que minimitza
globalment (sobre Ω1 × Ω2 × · · · ×Ωc) la funcio´ restringida:
ψ(β1, . . . , βc) ≡ Em(U (r), β1, . . . , βc)
Un exemple de mesura de l’error Eik(βi) e´s la norma:
Eik(βi) = ‖fi(xk;βi)− yk‖2
En aquest cas, aquest segon pas es pot especificar establint Ωi = Rs, fi(xk;βi) =
((xk)Tβi) i 1 ≤ i ≤ c, per tant, la funcio´ objectiu Em(U (r), β1, . . . , βc)
passa a ser una extensio´ multi-model difusa del criteri habitualment utilitzat
quan s’apliquen models de regressio´, estimador per mı´nims quadrats:
Eik(βi) = (yk − (xk)Tβi)2.
Cal afegir que els nous valors per als para`metres del model de regressio´ β(r)i ,
1 ≤ i ≤ c es poden calcular mitjanc¸ant la segu¨ent formula, sempre i quan les
columnes de X siguin linealment independents i U(r)ik > 0 per a 1 ≤ k ≤ n,









on X denota la matriu de Rn×s que te´ xk com a la seva columna k. Y
representa el vector de Rn que te´ yk com a la seva component k i Di e´s la
matriu diagonal de Rn×n que te´ (U(r)ik )m com al seu element diagonal k.
3. Pas 3. L’objectiu d’aquest pas e´s actualitzar U(r) → U (r+1) ∈ Mf , inter-
pretant Uik com el pes o l’importa`ncia en quant el valor del model fi(xk;βi)
e´s igual a yk (pertinenc¸a difusa a cadascun dels c diferents models). Aquesta













, si Eik > 0 per a 1 ≤ i ≤ c
En el cas que trobem algun Eik = 0, el seu valor es pot reemplac¸ar per algun
nu´mero positiu molt petit (en aquest estudi hem utilitzat Eik = 10−100), per
tant aquest tercer pas es pot realitzar de totes formes.
4. Pas 4. Aquest darrer pas e´s l’encarregat de comprovar si l’algorisme ha de
finalitzar la seva execucio´. Si la difere`ncia entre Ur i U r+1, corresponents a
dos iteracions consecutives, e´s major que el llindar de final de l’execucio´ o r
e´s me´s petit o igual que rmax (nu´mero ma`xim d’iteracions) llavors r := r+1
i anar al pas 2. En altre cas finalitzar l’execucio´ de l’algorisme.
4.2 Utilitzant Fuzzy c-Regression per a generar dades sinte`tiques
Un cop introduı¨ts tots els conceptes necessaris i relatius a aquest estudi, el pas
segu¨ent e´s combinar la classificacio´ difusa amb els models de regressio´ switching
per tal de generar dades sinte`tiques a partir d’unes dades originals. En la seccio´
anterior hem assenyalat les fo´rmules necessa`ries per a implementar els algorismes
Fuzzy c-Means i Fuzzy c-Regression model, ara presentem els passos ba`sics que
s’han de seguir per tal de generar les dades sinte`tiques conservant al mateix temps
la privacitat de les dades originals:
• El primer pas consisteix en diferenciar del conjunt de dades originals quins
so´n els atributs independents X i quins els dependents Y .
• En el segu¨ent pas s’ha d’aplicar la Fuzzy c-Regression (FCRM) (seccio´ 4.1),
inicialitzant la particio´ difusa U(0) ∈ Mf mitjanc¸ant Fuzzy c-Means (seccio´
2.7).
• Un cop finalitza el FCRM, el proper pas e´s generar les dades sinte`tiques.
Per a cada vector de caracterı´stiques (xs, ys) ∈ S, 1 ≤ s ≤ n, hem de
seleccionar el clu´ster i amb ma`xima pertinenc¸a. ´Es a dir, hem de seleccionar
el arg maxci=1Uis. Un cop hem arribat a aquest punt sabem quin model de
regressio´ βi, corresponent al centroide pi, utilitzarem per generar les dades
sinte`tiques. ´Es a dir, podem utilitzar el model de regressio´ βi corresponent
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de cada centroide pi per tal de predir el valor sinte`tic y
′
s que reemplac¸ara` el
valor original ys.
Figura 3: Estats finals dels models d’acord amb l’equacio´ 1 amb c = 2 per a les
dades de l’exemple.
4.3 Exemple
Arribats a aquest punt, es vol mostrar com s’utilitza FCRM amb un exemple petit.
Considerarem dos atributs, el primer d’ells fara` el paper d’atribut independent i el
segon de depenent. D’aquesta forma podrem mostrar gra`ficament (nome´s ens calen
dues dimensions) cadascun dels vectors de caracterı´stiques etiquetats (els diferents
colors faran el paper d’etiquetes) amb la classe o cl´uster a la qual te´ una pertinenc¸a
major. Tambe´ es mostren les rectes de regressio´ corresponents a cada centroide
(vegeu les Figures 3 i 4). Com e´s habitual, l’eix de les X e´s l’horitzontal i l’eix de
les Y e´s el vertical.
Hem considerat per aquest exemple valors de c entre 2 i 10 tot i que nome´s
hem representat gra`ficament els casos de c que satisfan 2 ≤ c ≤ 7. El conjunt
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Figura 4: Estats finals dels models d’acord amb l’equacio´ 1 amb c = 5 per a les
dades de l’exemple.
de dades/objectes S = {(x1, y1), . . . , (xn, yn)} esta` format per cinc conjunts in-
dependents de vectors de caracterı´stiques. Per a cada valor de c s’ha calculat la
pe`rdua d’informacio´ PIL i el risc de revelacio´ DR obtinguts, aixı´ com el promig de
totes dues mesures, score [35, 11] (calculat com score = 0.5 ∗ PIL + 0.5 ∗DR).
En la taula 5 i en la figura 5 es mostra la relacio´ entre c (nu´mero de centroides) i
PIL/DR: a mesura que c augmenta, la pe`rdua d’informacio´ disminueix i de for-
ma contraria el risc de revelacio´ augmenta. Per exemple, el menor risc de revelacio´
/ ma`xima pe`rdua d’informacio´ s’aconsegueix amb c = 2 on PILmax = 40.41%
i DRmin = 5.88%. En el cas de c = 5 obtenim PIL = 20.11%,DR = 9.27%.
Finalment, la mı´nima pe`rdua d’informacio´/ma`xim risc de revelacio´ s’aconsegueix
amb c = 10 obtenint valors de PILmin = 12.79% i DRmax = 22.48%. Aquest
exemple mostra com utilitzant FCRM podem utilitzar c per tal d’obtenir l’equilibri
desitjat entre la utilitat de les dades sinte`tiques i la privadesa de les dades originals.
Aquest e´s un clar avantatge entre el me`tode proposat en aquest estudi, FCRM, i la
famı´lia de me`todes IPSO, la qual genera dades sinte`tiques amb una pe`rdua d’infor-
macio´ i un risc de revelacio´ fixes.
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C F.O. PIL DR SCORE
2 1.09E-04 40.41 5.88 23.15
3 1.62E-04 30.3 6.09 18.2
4 4.63E-03 23.97 8.03 16
5 1.46E-04 20.11 9.27 14.69
6 1.67E-04 18.89 9.98 14.43
7 1.07E-04 15.96 15.12 15.54
8 3.66E-03 15.24 16.17 15.7
9 1.12E-03 14.22 21.92 18.07
10 1.09E-01 12.79 22.48 17.64
Taula 5: Resultats obtinguts per al conjunt de dades d’exemple. C representa el
nu´mero de classes o clu´sters, F.O. funcio´ objectiu, PIL significa Probabilistic In-
formation Loss, DR Disclosure Risk i score e´s el promig entre PIL i DR.




Tal i com es menciona a la seccio´ 2.3, en els experiments s’ha utilitzat el con-
junt de dades Census. S’han tingut en compte dos conjunts de proves dife-
rents. El primer conjunt de proves S1 esta` format per 9 variables dependents
v1, v3, v4, v6, v7, v9, v11, v12, v13 i 4 variables independents, v2, v5, v8, v10. Per
poder incloure la variable v5 s’ha necessitat la inversa generalitzada ate`s que aque-
sta variable causa singularitat de [XTDiX] en l’equacio´ 2. El segon conjunt de
proves S2 esta` format per 4 variables dependents v4, v7, v12, v13 i 9 variables in-
dependents, v1, v2, v3, v5, v6, v8, v9, v10, v11.
Per a cada conjunt de proves hem generat les dades sinte`tiques segons diferents
valors de c i a continuacio´ s’ha calculat el valor de la funcio´ objectiu (F.O.), Prob-
abilistic Information Loss (PIL), Disclosure Risk (DR) i l’standard score. De la
mateixa forma que en l’exemple (seccio´ 4.3), per a valor petits de c la pe`rdua
d’informacio´ e´s ma`xima mentre que el risc de revelacio´ e´s mı´nim. De forma con-
traria, per a valors grans de c, la pe`rdua d’informacio´ e´s mı´nima mentre que el
risc e´s ma`xim. Aixo` ens aporta informacio´ sobre la relacio´ directa que existeix
entre el nombre de centroides i la pe`rdua d’informacio´ aixı´ com sobre la relacio´
inversa entre el nombre de centroides i el risc de revelacio´. Aquesta propietat es
compleix en tots dos conjunts de proves. Per exemple, en S1 per a c = 2 ob-
tenim PILmax = 44.677%,DRmin = 9.583% mentre que per a c = 15 obte-
nim PILmin = 7.164%,DRmax = 26.97%. Tambe´ en S2, per a c = 2 obte-
nim PILmax = 94.053%,DRmin = 6.21% mentre que per a c = 81 obtenim
PILmin = 11.895%,DRmax = 24.662%.
En aquest experiment amb les dades Census es vol estudiar en detall l’evolu-
cio´ de la pe`rdua d’informacio´ i el risc de revelacio´, per aquest motiu hem incre-
mentat c fins a que els valors de PIL han esdevinguts menors que els de DR.
D’aquesta forma podem mostrar la relacio´ existent entre aquestes dues mesures.
Una bona eleccio´ normalment correspon al valor de c mı´nim, per exemple en S1
SCOREmin = 16.912% corresponent a c = 13. Cal dir que per a escenaris par-
ticulars (per exemple, amb dades molt sensibles) altres valors de c amb menys risc
de revelacio´ (menor DR) poden ser me´s adequats. Aquesta e´s la rao´ per la qual e´s
especialment significatiu el disposar d’un para`metre per a controlar el me`tode de
generacio´ de dades sinte`tiques.
Per tal de comparar FCRM i IPSO, hem mesurat per a tots dos conjunts de
proves la pe`rdua d’informacio´, el risc de revelacio´ aixı´ com tambe´ l’score en cas
de fer servir IPSO-A, IPSO-B o IPSO-C per a generar les dades sinte`tiques. En el
conjunt de proves S1 s’obte´, en el cas de IPSO-A i IPSO-B, una pe`rdua d’informa-
cio´ ma`xima de 49.16% juntament amb un risc de revelacio´ de 10.04% mentre que
amb FCRM s’obte´ amb c = 2 una pe`rdua d’informacio´ ma`xima de 44.67% junta-
ment amb un risc de revelacio´ de 9.58%. En canvi, s’hi utilitzem IPSO-C obtenim
el millor score de 7.95% amb valors de PIL = 9.52% i DR = 6.39%.
En relacio´ a l’escenari S2, IPSO-A i IPSO-B obtenen un valor de pe`rdua d’infor-
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C F.O. PIL DR SCORE
2 0.184 44.677 9.583 27.13
3 0.005 32.614 12.294 22.454
4 0.078 26.668 14.791 20.73
5 0.195 21.797 16.9516 19.374
6 0.104 18.357 17.137 17.747
7 0.191 16.249 18.791 17.52
8 0.031 13.495 20.492 16.994
9 0.683 12.941 22.999 17.97
10 0.362 11.424 24.256 17.84
11 0.295 10.249 24.255 17.252
12 0.993 9.104 23.969 16.536
13 0.405 8.449 25.374 16.912
14 0.208 8.551 25.408 16.98
15 0.753 7.164 26.970 17.067
IPSO-A - 49.163 10.044 29.603
IPSO-B - 49.164 10.04 29.602
IPSO-C - 9.522 6.392 7.957
Taula 6: Resultats obtinguts per al conjunt de proves S1: conjunt de dades Census
amb 9 variables dependents.
macio´ de 44.44% i un risc de revelacio´ del 14.493%, en canvi, utilitzant FCRM
per a generar les dades sinte`tiques obtenim amb c = 26 un valor similar de risc
de revelacio´ pero` gairebe´ la meitat de pe`rdua d’informacio´. Un altre cop, en el cas
de l’IPSO-C, s’obte´ el millor score ate`s que FCRM per a valors similars de risc de
revelacio´ produeix gairebe´ el doble de pe`rdua d’informacio´.
Finalment, fora dels dos conjunts de proves S1 i S2, s’ha estudiat el compor-
tament del nombre de variables/atributs considerades independents, a partir d’ara
anomenarem a aquest conjunt de proves S3. En aquest sentit s’ha procedit a, donat
un valor de c fixat, anar agafant una a una totes les variables del fitxer Census (13
variables) i considerar-la com a u´nica variable depenent. Per a cadascun dels 13
casos possibles de variables dependents e´s procedeix a considerar com a variables
independents els segu¨ents n atributs. D’aquesta forma podem comprovar experi-
mentalment quin e´s el comportament, respecte a la pe`rdua d’informacio´ i al risc de
revelacio´, dels models de regressio´ a mesura que n augmenta. En altres paraules,
l’experiment servira` per corroborar que a mesura que el model disposa de me´s vari-
ables independents aquest generara` dades sinte`tiques me´s semblants a les originals
pero` que al mateix temps tindran me´s risc de revelacio´.
En l’experiment s’han considerat valors de c tals que 1 ≤ c ≤ 10 i per a cada
valor de c s’han considerat grups de n atributs independents, per a 1 ≤ n ≤ 19.
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C F.O. PIL DR SCORE
2 0,999945 94,053 6,210 50,132
4 0,999999966 81,792 6,428 44,110
5 0,999999715 61,834 7,782 34,808
6 0,999999995 72,550 7,424 39,987
8 0,999995425 59,113 10,152 34,633
9 0,9999968 38,990 11,042 25,016
10 9,917E-06 49,157 9,261 29,209
14 0,999895297 42,246 11,710 26,978
18 0,999992791 43,083 15,407 29,245
20 0,999993721 31,422 11,454 21,438
22 0,999995385 35,233 13,895 24,564
24 0,999910478 29,362 16,184 22,773
26 0,999999944 24,750 15,186 19,968
28 0,999999785 23,098 17,857 20,478
30 0,999713871 25,222 17,376 21,299
34 0,967993197 21,397 16,296 18,847
45 4,70034E-25 17,606 19,612 18,609
56 0,999999909 13,541 22,085 17,813
77 0,999832048 12,751 25,257 19,004
81 0,999997699 11,895 24,662 18,279
IPSO-A - 44,44 14,493 29,467
IPSO-B - 44,441 14,493 29,467
IPSO-C - 17,037 11,022 14,029
Taula 7: Resultats obtinguts per al conjunt de proves S2: conjunt de dades Census
amb 4 variables dependents.
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C N PIL DR SCORE
2 1 63,96063083 4,273251671 34,11694125
2 2 60,63304442 5,141774576 32,8874095
2 3 56,2637375 5,278536899 30,7711372
2 4 54,39703789 5,860955186 30,12899654
2 5 52,56616912 6,726047306 29,64610821
2 6 49,92355693 6,670284562 28,29692074
2 7 46,4322841 7,271157573 26,85172084
2 8 46,18347629 7,421209861 26,80234308
2 9 45,13569801 7,931527846 26,53361293
2 10 39,94796621 9,594126784 24,7710465
2 11 36,94578884 10,74188761 23,84383822
2 12 35,48314376 10,60215459 23,04264918
2 13 34,02018227 11,11389769 22,56703998
2 14 33,10528376 11,54676863 22,32602619
2 15 31,90011836 11,54262144 21,7213699
2 16 30,28635472 11,65917584 20,97276528
2 17 29,72438823 12,4056938 21,06504101
2 18 29,21648118 12,24106227 20,72877173
2 19 28,97730173 12,66517107 20,8212364
· · · · · · · · · · · · · · ·
4 1 49,03334158 8,844761165 28,93905137
4 2 45,23332296 9,482227075 27,35777502
4 3 39,30468361 10,3359029 24,82029325
4 4 36,24124824 11,57408418 23,90766621
4 5 32,95952474 12,42167251 22,69059862
4 6 31,70845549 13,38087219 22,54466384
4 7 30,31749243 14,28737466 22,30243354
4 8 28,96340469 14,4206434 21,69202405
4 9 28,23074474 13,79608811 21,01341642
4 10 23,76855495 16,00384986 19,88620241
4 11 22,38342589 18,20894721 20,29618655
4 12 20,78628072 18,59577233 19,69102652
4 13 20,28540616 18,89287801 19,58914209
4 14 19,88971323 18,93580575 19,41275949
4 15 19,52214067 18,97848615 19,25031341
4 16 18,45040876 19,44524073 18,94782474
4 17 18,29724024 19,80165785 19,04944904
4 18 18,15666619 20,42717176 19,29191897
4 19 17,4605634 20,3484739 18,90451865
· · · · · · · · · · · · · · ·
Taula 8: Resultats obtinguts per a l’experiment S3 en el cas de c = 2 i c = 4. C rep-
resenta el nombre de classes o clu´sters, N nu´mero de variables independents, PIL
significa Probabilistic Information Loss, DR Disclosure Risk i score e´s el promig
entre PIL i DR.
28
Figura 6: Relacio´ entre PIL i DR respecte el nombre de clu´sters per al conjunt de
proves S1.
En la taula 8 es mostren els resultats obtinguts per a valors de c = 2 i c = 4. Per
raons d’espai i per tal de no proveir una taula de resultats excessivament gran i per
tant impossible d’interpretar no es mostren la resta de resultats per a valors de c
diferents de 2 i 4. En la figura 7 es proporciona una perspectiva 3D dels resultats
obtinguts, en aquest cas si s’han considerat tots els resultats obtinguts. L’eix Per-
cent representa el percentatge obtingut tant en risc de revelacio´ (color verd), pe`rdua
d’informacio´ (color vermell) com per al valor de score (color lila). En aquesta figu-
ra es pot observar tant el comportament de c com de n. Per a una c fixada obtenim
que a mesura que augmentem n la pe`rdua d’informacio´ disminueix, ate`s que el
model de regressio´ conte´ me´s para`metres (variables independents) per ajustar-se al
model real de les dades. Pel que fa al risc de revelacio´, aquest augmenta a mesura
que augmenta n, tambe´ en el cas d’una c fixada.
6 Conclusions i possibles millores
En aquest estudi hem realitat un recorregut a trave´s dels conceptes ba`sics de Sta-
tistical Disclosure Control. Hem introduı¨t els conceptes necessaris per a treballar
amb microdades i algunes de les mesures me´s comuns de la pe`rdua d’informacio´
i del risc de revelacio´. De la mateixa forma s’han detallat els conceptes ba`sics
relacionats amb FCRM. Hem proposat aquest me`tode per a la generacio´ de dades
sinte`tiques i s’ha avaluat en termes de privadesa i utilitat de les dades. Alguns
d’aquest conceptes so´n els models de regressio´ switching i el me`tode de classifi-
cacio´ difusa Fuzzy c-means.
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Figura 7: Pe`rdua d’informacio´ (vermell), risc de revelacio´ (verd) i score (lila) per
a diversos valors de centroides (C) i nombre de variables independents (N)
Pel que respecta a la viabilitat de FCRM per a la generacio´ de dades sinte`tiques,
hem analitzat la pe`rdua d’informacio´ i el risc de revelacio´ segons diferents valors
del nombre de centroides, principal para`metre de FCRM. Aquesta proposta ha es-
tat comparada amb una de les principals famı´lies de me`todes per a la generacio´ de
dades sinte`tiques, IPSO. Hem mostrat que els resultats de FCRM so´n, en general,
millors que IPSO-A i IPSO-B pero` en canvi so´n, tambe´ en general, pitjors que
IPSO-C. Tambe´ hem destacat l’avantatge del para`metre c (nombre de centroides) a
l’utilitzar FCRM. Mentre que FCRM permet obtenir un equilibri determinat entre
PIL/DR, a trave´s dels diferents valors de c, IPSO sempre presenta el mateix nivell
de privacitat i utilitat de les dades generades sinte`ticament.
Es consideren dues possibles millores del treball. En primer lloc es considera
la possibilitat de que FCRM obtingui millors resultats que IPSO-C substituint el
model lineal per un model basat en xarxa neuronal com el model basat en Radial
Basis Function (RBF) networks. En segon lloc es considerara` si es possible incor-
porar en els models informacio´ sobre restriccions entre les variables de la base de
dades, seguint la lı´nia de [2a].
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En aquest ape`ndix es descriu a molt alt nivell el codi generat per tal d’implementar
la famı´lia de me`todes IPSO-A, IPSO-B i IPSO-C, aixı´ com tambe´ la implementacio´
de FCRM. S’ha fet servir tant el llenguatge de programacio´ R com Java. ´Es im-
portant aclarir que l’objectiu principal de la implementacio´ d’aquests me`todes e´s
experimental, e´s a dir, poder obtenir resultats quantitatius del comportament dels
me`todes segons els seus para`metres.
Finalment s’adjunta el document format paper referent a aquest estudi. Aquest
document formava part dels objectius secundaris d’aquest projecte final de carrera.
A.1 IPSO
Per implementar la famı´lia de me`todes IPSO, s’ha optat per utilitzar l’entorn de
programacio´ estadı´stica R juntament amb la llibreria sdcMicro que conte´ me`todes
per al control del risc de revelacio´ estadı´stica (Statistical Disclosure Control) per a
la generacio´ de fitxers de dades d’u´s pu´blic o cientı´fic.
R e´s un entorn estadı´stic sota la llice`ncia Open-Source (GPL) que va sorgir
despre´s de S i S-Plus (http://www.insightful.com). Mentre que el llenguatge S es
va desenvolupar al final dels anys 80 als laboratoris de AT&T, el projecte R va
comenc¸ar al 1995 sota la direccio´ de Robert Gentleman i Ross Ihaka, tots dos
investigadors del departament d’estadı´stica de la universitat de Auckland. Actual-
ment R es mante´ gracies a la col·laboracio´ de cientı´fics d’arreu del mo´n. La pa`gina
web del projecte R e´s http://www.r-project.org. En aquesta pa`gina es pot obtenir
el software necessari per a utilitzar R aixı´ com les llibreries necessa`ries, com e´s el
cas de la llibreria sdcMicro.
A continuacio´ es proporciona el codi creat en aquest estudi per, a partir d’un
fitxer de microdades (fitxer original), obtenir dades sinte`tiques (fitxer protegit)
segons els me`todes de generacio´ de dades sinte`tiques IPSO-A, IPSO-B o IPSO-
C.
1 # ##################################################
# IMPLEMENTACIO IPSO−A , IPSO−B , IPSO−C
3 # ( b a s a t en Mura l idhar 2005)
# ##################################################
5 l i b r a r y ( sdcMicro )
7 # Per a e x e c u t a r IPSO
# 1 . L l e g i r e l f i t x e r de microdades ( s e p a r a d e s per comes )
9 data <− read . t a b l e ( f i l e ="rutaCompleta\nomFitxer" , s ep ="," )
# 2 . E s t a b l i m a t r i b u t s 1 i 2 com a d e p e n d e n t s
11 Lxxx <− c ( 1 , 2 )
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# 3 . E s t a b l i m a t r i b u t s 3 i 4 com a i n d e p e n d e n t s
13 Lss s <− c ( 3 , 4 )
15 #IPSO−A
IPSOA <− IPSOabc ( data , Lxxx , Lsss , 1 )
17 IPSOB <− IPSOabc ( data , Lxxx , Lsss , 2 )
IPSOC <− IPSOabc ( data , Lxxx , Lsss , 3 )
19
21
IPSOabc <− f u n c t i o n ( data , Lxxx , Lsss , IPSO ) {
23 # IPSO = 1: IPSO−a
# IPSO = 2: IPSO−b
25 # IPSO = 3: IPSO−c
# D e f e c t e : IPSO−c
27
nomTaula <− "data"
29 da taIPSOa <− data
dataIPSOb <− data
31 da taIPSOc <− data
n u m R e g i s t r e s <− nrow ( data )
33
35
# nomTaula : nom de l e s v a r i a b l e s
37 # Lxxx , L s s s : l l i s t a de v a r i a b l e s de xxx i s s s
v a r s x <− p a s t e ( nomTaula ,"$" ,"V" , Lxxx , sep ="" )
39 v a r s s <− p a s t e ( nomTaula ,"$" ,"V" , Lsss , s ep ="" )
41 sumaVx <− p a s t e ( va r sx , c o l l a p s e ="+" )
sumaVs <− p a s t e ( v a r s s , c o l l a p s e ="+" )
43
# #############################################################
45 # IPSO−A: Model b a s a t en l a r e g r e s s i o
# #############################################################
47 f o r ( i i n Lxxx ) {
formula <− p a s t e ( nomTaula ,"$V" , i ," ˜ " , sumaVs , sep="" )
49 r x r e s y <− p r e d i c t ( lm ( as . formula ( formula ) ) )




55 # IPSO−B: Afegim s o r o l l
# quan l a r e g r e s s i o f a s e r v i r xxx i s s s : p r e s e r v a B
57 # quan l a r e g r e s s i o nomes f a s e r v i r s s s : NO p r e s e r v a B
# ##############################################################
59 f o r ( i i n Lxxx ) {
y <− rnorm ( n u m R e g i s t r e s )
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61 y <− ( y−mean ( y ) ) / s q r t ( var ( y ) )
formula <− p a s t e ("y ˜ " , sumaVs , " + " , sumaVx , sep="" )
63 r x r e s y <− dataIPSOa [ i ] + r e s i d u a l s ( lm ( as . formula ( formula ) ) )




69 # IPSO−C: P r e s e r v a B i Covar ian c¸a
# ##############################################################
71 f o r ( i i n Lsss ) {
i f ( i == Lsss [ [ 1 ] ] ) { matSSS <− data [ i ] }
73 e l s e { matSSS <− cbind ( matSSS , data [ i ] ) }
}
75
f o r ( i i n Lxxx ) {
77 y <− rnorm ( n u m R e g i s t r e s )
y <− ( y−mean ( y ) ) / s q r t ( var ( y ) )
79
formula <− p a s t e ("y ˜ " , sumaVx , "+" , sumaVs , sep="" )
81
yIPSOaResidu <− r e s i d u a l s ( lm ( as . formula ( formula ) ) )
83
i f ( i == Lxxx [ [ 1 ] ] ) {
85 matYYYr <− yIPSOaResidu
matXXX <− data [ i ]
87 }
e l s e { matYYYr <− cbind ( matYYYr , yIPSOaResidu )
89 matXXX <− cbind (matXXX , data [ i ] ) }
}
91
matYYYr <− as . matrix ( matYYYr )
93 matXXX <− as . matrix (matXXX )
matSSS <− as . matrix ( matSSS )
95
## Sigma {BB} ˆ{−0.5} ∗ b i :
97 ## a i x o ha de t e n i r c o v a r i a n c a i d e n t i t a t
## e c s son e l s r e s i d u s
99 p a r t 2 <− matYYYr %∗% t ( cho l ( s o l v e ( cov ( matYYYr ) ) ) )
cov ( p a r t 2 )
101
## Sigma { ee } ˆ{ 0 . 5} ∗ p a r t 2
103 eee <− cov (matXXX ) − cov (matXXX , matSSS ) %∗% s o l v e ( cov ( matSSS ) )
%∗% cov ( matSSS , matXXX )
105
p a r t 1 <− p a r t 2 %∗% chol ( eee )
107 yyyNou <− p a r t 1
109 ## Copiem e l s r e s u l t a t s a l a m a t r i u amb t o t e s l e s dades
34
f o r ( i i n 1 : l e n g t h ( Lxxx ) ) {
111 f o r ( j i n 1 : nrow ( da taIPSOa ) ) {
dataIPSOc [ j , Lxxx [ [ i ] ] ] <− dataIPSOa [ j , Lxxx [ [ i ] ] ] + yyyNou [ j , i ]
113 }}
115
i f ( IPSO ==1) { re turn ( da taIPSOa )}
117 i f ( IPSO ==2) { re turn ( da taIPSOb )}
i f ( IPSO ==3) { re turn ( da taIPSOc )}
119




Figura 9: Captura de pantalla de la interfı´cie gra`fica d’usuari que implementa
FCR GUI.java
La implementacio´ del me`tode proposat en aquest estudi, utilitzar Fuzzy c-
Regression models (FCRM) per a la generacio´ de dades sinte`tiques, ha estat en
Java. En la figura 10 es mostra el diagrama de classes simplificat (sense me`todes ni
atributs) que implementa FCRM, no obstant, aquest diagrama de classes no inclou
el codi necessari per a mesurar la pe`rdua d’informacio´ (Probabilistic Information
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Loss) ni per a mesurar el risc de revelacio´ (Distance Based Record Linkage, Prob-
abilistic Record Linkage i Interval Disclosure), ja que es considera fora de l’a`mbit
de generacio´ de dades sinte`tiques i aquestes mesures han estat implementades amb
anterioritat a aquest estudi. Tot i aixo`, al CD-ROM que s’entrega juntament amb
aquesta memo`ria, esta` disponible el programari sencer, incloent tambe´ les mesures
no considerades aquı´. Cal remarcar que el software ha estat desenvolupat amb
l’objectiu de poder realitzar els diferents experiments i obtenir dades rellevants per
aquest estudi, en aquest sentit no s’ha seguit estrictament cap tipus de metodologia
de desenvolupament de software encara que les classes creades so´n prou abstractes
com per a poder oferir funcionalitat addicional si fos necessari. A continuacio´ es
mostra una petita descripcio´ del propo`sit de cada classe:
• FCR GUI
Aquesta classe implementa una petita interfı´cie gra`fica d’usuari (figura 9)
u´til per a representar gra`ficament els resultats de FCRM per al cas bidimen-
sional (un atribut independent i un atribut dependent). En aquesta classe ens
permet introduir, mitjanc¸ant simples clics de ratolı´, dins de l’espai reservat
per a la representacio´ gra`fica dels resultats (zona 9 en la figura), diferents
punts que seran emmagatzemats dins de la classe Database un cop pitgem el
boto´ SavePts(zona 2 en la figura). Si volem buidar la base de dades de punts
introduı¨ts manualment tant tan sols hem de pitjar el boto´ ClearPts (zona 1 en
la figura). Una altre opcio´, en el cas de que disposem d’un fitxer de text en
clar amb els punts a tractar (un punt (xi, yi) per fila i separant cadascuna de
les coordenades per espai o comes), e´s especificar el fitxer mitjanc¸ant el boto´
Search (zona 3 en la figura). El menu´ desplegable Centroides (zona 4 en la
figura) permet especificar el valor de c amb un valor ma`xim de 10. Si volem
que la primera coordenada de cada punt es consideri com a independent cal-
dra` especificar 1 en el quadre de text (zona 5 en la figura). De la mateixa
forma, si volem que la segona coordenada de cada punt es consideri com
a dependent caldra` especificar 2 en el quadre de text (zona 6 en la figura).
Finalment els botons FCR Stop i FCR Run serveixen per poder realitzar una
parada dins de l’execucio´ de l’algorisme.
Durant cada iteracio´ del me`tode, a la part superior esquerra (zona 10 en
la figura) de la interfı´cie gra`fica d’usuari, es mostra informacio´ u´til com
el nu´mero d’iteracio´, el valor de la funcio´ objectiu, la pe`rdua d’informa-
cio´ (PIL), el risc de revelacio´ (DR) i l’score. Els resultats es mostren de
forma gra`fica (zona 9 en la figura) de la segu¨ent forma: els punts originals
es pinten com quadrats, cada quadrat tindra` el color del clu´ster al que te´ me´s
pertinenc¸a i les rectes de regressio´ tambe´ es pinten amb el color del clu´ster
al qual pertanyen.
• Database
Tal i com s’ha explicat anteriorment, aquesta classe s’encarrega, entre al-
tres coses, d’emmagatzemar els punts introduı¨ts a ma` o be´ llegits de fitxer.
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Nome´s s’utilitza aquesta classe quan s’esta` executant la interfı´cie gra`fica
d’usuari ate`s que nome´s es permet la introduccio´ de punts bidimensionals.
• FCR
Aquesta classe conforma el nucli de la implementacio´ d’aquest me`tode i per
tant s’encarrega principalment de llegir les dades des de fitxer i emmagatzemar-
les internament, classes File i Data. A continuacio´ realitza tots els passos
necessaris per a la generacio´ de les dades sinte`tiques, seccio´ 4.2. Per tant,
utilitza tant les classes Step1, Step2 i Step3 com la classe YRegressionModel.
Les tres primeres implementen els tres passos ba`sics de que consta la Fuzzy
c-Regression i la darrera classe emmagatzema els models de regressio´ que es
faran servir per a generar les dades sinte`tiques.
• Arguments
Aquesta classe simplement emmagatzema els arguments que rep FCR, en
forma de cadena de cara`cters, en diferents variables per a un acce´s me´s di-
recte.
• File
Aquesta classe s’encarrega de llegir un fitxer de microdades (fitxer en clar).
Conte´ els me`todes necessaris per carregar les dades llegides a la classe Data.
• Data
La classe Data emmagatzema les microdades llegides i proporciona me`todes
per accedir i editar aquestes dades.
• Step1
Com el nom d’aquesta classe indica, la funcionalitat que implementa esta`
relacionada amb el primer pas de l’algorisme.
• Step2
Ana`logament a l’anterior classe, Step2 s’encarrega de realitzar els ca`lculs
associats al segon pas de l’algorisme.
• Step3
De la mateixa forma que les dues classes anteriors a aquesta, Step3 realitza
els ca`lculs associats al tercer pas de l’algorisme.
• YRegressionModel Aquesta classe e´s l’encarregada d’emmagatzemar i pro-
porcionar acce´s a tots els para`metres relacionats amb els c diferents models
de regressio´.
• FcMeans
Aquesta classe s’utilitza per a inicialitzar els clu´sters abans de comenc¸ar a
iterar els passos que conformen Fuzzy c-Regression. Aquesta classe tambe´
servira` com a contenidor de les matrius de pertinences i dels c centroides.
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• Centroide
La classe Centroide conte´ tota la informacio´ relacionada amb cada clu´ster,
me´s concretament, sobre el centre de cada clu´ster. Tambe´ conte´ els coefi-
cients de les rectes de regressio´ relacionades amb cada clu´ster.
• ObjecteFcMeans
Aquesta classe emmagatzema els atributs que formen cada objecte, e´s a dir,
els valors dels atributs de cada lı´nia de microdades (objecte). Tambe´ conte´
les pertinences anterior i actuals de l’objecte a cadascun dels clu´sters. Aixo`
e´s u´til per a calcular el valor de la funcio´ objectiu i verificar si hem arribat al
llindar de converge`ncia que aturaria les iteracions de Fuzzy c-Regression.
• Pertinenca
Simplement emmagatzema el valor d’una pertinenc¸a en concret i a quin cen-

























































Figura 10: Diagrama de classes simplificat del software que implementa FCRM
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A.3 Publicacions en format paper relacionades amb aquest estudi
Per a complementar el treball realitzat en aquest projecte final de carrera he redactat
el paper que s’inclou a continuacio´. El tı´tol del mateix e´s ”Generation of Synthetic
Data by Means of Fuzzy c-Regression” [1a]. Aquest paper ha estat acceptat per
a la seva presentacio´ en el FUZZ-IEEE2009, 2009 IEEE International Conference
on Fuzzy Systems, ICC Jeju, Jeju Island, Korea, del 20 al 24 d’Agost del 2009




[1a] Cano, I., Torra, V., (2009) Generation of Synthetic Data by Means of Fuzzy
c-Regression. 2009 IEEE International Conference on Fuzzy Systems, FUZZ-
IEEE2009. En premsa.
[2a] Cano, I., Navarro-Arribas, G., Torra, V., (2009) A new framework to auto-
mate constrained microaggregation. The 4th International Workshop on Securi-
ty, IWSEC2009. Acceptat com a short paper.
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