Abstract. We obtain a description of the holomorphic Besov space that is valid for the indices 1 ≤ p, q < ∞, 0 < s < 1. Applications to inner-outer factorisation, and to inner functions in particular, are provided.
Introduction
The holomorphic Besov space AB The main aim of this paper is to extend this description to 0 < s < 1, 1 ≤ p, q < ∞, thus answering a question in [7] . This result is contained in the following statement. 
Here z = re iθ and
so that µ is the harmonic measure at the point z. The usefulness of this norm will be demonstrated by a number of examples. Section 2 contains the proof of Theorem 1.1. In section 3 we consider applications to the inner-outer factorisation of functions in the holomorphic Besov space, and obtain, in particular, that under the restrictions in Theorem 1.1, any function in AB s pq may be written as a quotient of bounded functions in the same space. This was previously obtained in [10] for the case p = q = 2, s = 
For a proof of this, see [7] . Also, since AB 
is the outer function with modulus |f | = φ on the boundary. Curiously enough, we will deduce properties of this factorisation from Theorem 1.1, but we will also need it in the proof.
Proof of Theorem 1.1. We observe first that 
We now prove the converse inequality. Recall that φ = |f |. For convenience we put u = log φ and
We write f = O φ · I, and consider first the outer factor. Differentiating, we get
Since T e it (e it −z) 2 dt = 0, we can estimate the first factor in terms of oscillation:
From the mean-value theorem it is clear that when
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Combining this with the identity
To estimate the inner factor we use the Schwarz-Pick theorem:
and get in total
Now it is clear from (1) and Lemma 2.1 with t = 1 that
We comment on possible extensions of this proof. First, it is clear that our proof also works for the holomorphic Lipschitz space since norms corresponding to (1) and Lemma 2.1 are available in this situation. This will give us a fairly simple proof of Theorem 2 in [6] . In fact, Theorem 1.1 here can be considered a Besov space version of the mentioned theorem (see also [9] for a different simple proof). Second, a statement corresponding to the case q = ∞ can also be obtained; see [7, 5.1] for the necessary assertions.
Inner-outer factorisation
Throughout this section we let the indices p, q, s be restricted by the conditions in Theorem 1.1. To start with, we point out that our current theorem gives very simple proofs of some essentially known properties concerning multiplication by inner functions. First, we have the so-called F-property (see e.g. [11] ). 
Second, we can determine when f · I belongs to AB s pq . In this respect, the idea is that the size of f must be sufficiently small close to the spectrum of the inner function. The condition is given below, and should be compared to a similar result in [4, 3.3] . 
Proof. This follows from Theorem 1.1 and the identity
We are also interested in estimating the effect of truncating the modulus. This is done easily using Theorem 1.1, since it expresses the norm in terms of absolute values. Actually, this application serves as the motivation for obtaining the description in Theorem 1.1. Proof. Again, we use Theorem 1.1 and the identity
That the first term decreases when truncated, that is to say,
may be seen when we integrate φ − min(φ, 1) = exp(log φ − log min(φ, 1)) − 1 ≥ exp( log min(φ, 1) dµ z ) · (exp(log φ − log min(φ, 1)) − 1) w.r.t. dµ z and apply Jensen's inequality on the right-hand side. It is, furthermore, clear that the second term decreases when O φ is replaced by O min(φ,1) , so we may
In a similar way, the inequality
and integration w.r.t. dµ z followed by Jensen's inequality. This proves the statement for O max(φ,1) .
The functions in AB s pq are not necessarily bounded when s ≤ 1 p , but using our truncation result, we obtain that a weaker property holds: We only need to check that Remark. Some of the results in this section can be proved slightly more easily in the case p ≥ 2, s < 1 2 ; see [7] . To finish this section, it seems natural to point out that a somewhat different discussion of inner-outer factorisation in connection with Besov spaces is contained in the articles [12], [13].
Inner functions in AB s pq
In the present section we consider inner functions in AB s pq . Our results will be based on the combined use of Theorem 1.1 and Lemma 2.1 and the proofs are all simple. By B s pq -norm we will from now on only mean semi-norm, i.e., we ignore the L p -term, but we keep the notation. It is easy to verify the elementary inequality
As it turns out, this norm inequality can be reversed for inner functions. This will be useful in that we can choose p freely when calculating the norm of inner functions. Proof. Since
, where we have used Theorem 1.1 and Lemma 2.1 with t = 2. For general r we choose k such that r ≤ 2 k . By repeated application of the case r = 2 we have 
In this way we obtain an extension of a result in [1] dealing with the case 1 ≤ p ≤ 2:
License or copyright restrictions may apply to redistribution; see https://www. 
In general, Theorem 4.1 should be compared also to other results in [1] . We now consider Blaschke products in AB s pq . Recall that to a sequence {w n } in the unit disk satisfying the Blaschke condition (1 − |w n |) < ∞ we have an associated Blaschke product given by
In the Dirichlet space AB 1 2 22 , the norm of a Blaschke product with n factors equals n 
In particular, this norm is essentially independent of the location of the zeros. From the last corollary, we see that only finite Blaschke products are contained in AB s pp when s ≥ 1 p . For s < 1 p this is no longer the case, and so it is natural to look for conditions for such inclusions. A sufficient condition is given in [8] , and it is also proved in [8] that it is necessary for a finite product of interpolating Blaschke products. Our contribution here consists in showing that this condition is also necessary under weaker assumptions. To state this, we need the dyadic partition of the unit disk given by the boxes
The theorem is as follows. If the number of zeros in a box Q jk is bounded, then the condition is also necessary.
Proof. The sufficiency is proved in [8] . To get necessity, we remark that according to the identity is necessary. By restricting the integration in (4) to those boxes Q jk containing a zero, we arrive at (3), under the assumption that there is an upper bound on the number of zeros in a box.
