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The Dual of Pasch’s Axiom 
HANS CUYPERS 
We consider partial linear spaces that satisfy the dual of Pasch’s axiom. We give a uniform 
proof of some old and new characterizations of partial linear spaces and graphs related to 
projective spaces and the hyperbolic lines of symplectic spaces. Furthermore, we use these 
results to classify a class of groups that are generated by a conjugacy class of subgroups of 
order 3. 
1. INTRODUCIT~N 
Let 17 = (9,Z) be a partial linear space with point set 9’ and line set .Y. Then we 
say that l7satisfies Pasch’s axiom iff the following holds in 17: 
If 1 and m are two distinct lines in 17 that intersect in a point x, then any two 
lines not through x meeting both I and m intersect non-trivially. 
We say that fl satisfies the dual of Pasch’s axiom (also called the diagonal axiom, cf. 
[2,8]) iff the following holds in 17: 
If x and y are two distinct points of n that are on a line I, then any two 
points not on I that are collinear with both x and y are collinear. 
Notice that a partial linear space satisfies Pasch’s axiom iff its dual satisfies the dual 
of Pasch’s axiom. 
In this paper we give several characterization theorems for partial linear spaces that 
satisfy the dual of Pasch’s axiom and have the property that for every point x there is 
no line not through x that contains precisely one point collinear with x. 
The organization of the paper is as follows. In Section 2 we give some preliminary 
lemmas on partial linear spaces that satisfy the dual of Pasch’s axiom. In particular, we 
construct two other partial linear spaces related to a fixed partial linear space satisfying 
the dual of Pasch’s axiom and derive some properties of these spaces. Section 3 
contains some generalizations of results due to Brouwer and Wilbrink; in fact, we give 
some combinatorial conditions which imply the dual of Pasch’s axiom. These results 
are then applied in the following sections. There we exploit the existence of the 3 
partial linear spaces as mentioned above. 
In Section 4 several characterizations of projective incidence structures are given, 
including theorems of Bichara and Tallini [l], Sprague [16] and Ray-Chaudhuri and 
Sprague [15]. The methods developed in the earlier sections make it possible to give 
uniform proofs for these results. 
In Section 5 another class of partial linear spaces satisfying the dual of Pasch’s axiom 
is considered. There we characterize partial linear spaces that have lines (resp. planes) 
of generalized Fischer spaces containing only dual affine planes as points (resp. lines). 
In fact, the classification of all such generalized Fischer spaces with only dual affine 
planes as given in [7,12,13] shows that the partial linear spaces that we are considering 
are closely connected to the projective incidence structures of lines and planes in a 
projective space. It follows from [7,12,13] that these generalized Fischer spaces can be 
embedded in some projective space such that their points and lines form subsets of the 
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point set (resp. the line set) of the projective space. The dual afhne planes correspond 
to some of the projective planes. Using methods similar to those of Section 4 we 
obtain several characterizations of the spaces of lines and dual affine planes of these 
generalized Fischer spaces. 
As a corollary to these results we prove some results on groups generated by a 
conjugacy class of subgroups of order 3, where two non-commuting elements of this 
class generate a group isomorphic to Alt,, Alt, or SL(2.3). Under some extra 
conditions we construct (using Section 5) a Fischer space on which the group under 
consideration acts. The elements of order 3 can then be identified with products of two 
non-commuting 3-transpositions in the automorphism group of the Fischer space. 
Finally, Hall’s results [12] on 3-transposition groups make it possible to identify the 
groups. This is done in Section 6. 
2. PRELIMINARIES 
Let 17 = (9,Z) be a partial linear space. We often identify a line of n with the set 
of points on that line. If x and y are points of 17 that are collinear, then this is denoted 
by x I y. For any subset X of 9 we denote by X’ the set {y E C? 1 y IX for all x E X}. 
We will often write x’ for {x}‘. For the rest of this section we assume, unless 
explicitely stated, that IIsatisfies the dual of Pasch’s axiom. 
LEMMA 2.1. Let 1 be a line of 17 and x, y E 9 two points not on 1. If x and y are both 
collinear with two fixed and distinct points on 1 then xi fl I= y 1 fl 1. 
PROOF. Let 1 be a line of 17 and x, y be points as indicated. Suppose, furthermore, 
that r and s are two distinct points in x1 II y 1 fl 1, and let t be a point on 1 collinear with 
x but different from r and s. By the dual of Pasch’s axiom x and y are collinear. So both 
y and t are collinear with x, r and s. Furthermore, either y is not on the line through x 
and s or it is not on the line through x and r. Hence, by the dual of Pasch’s axiom, t 
and y are collinear. So xl n 1 c y ’ n 1 and by symmetry of the argument we have 
y~nl~x’nlandthusx*nl=y~nl. u 
Now, for the rest of this section, we also assume that n is connected, not linear and 
that for every line 1 E 2 there is no point x, with x $1, that is collinear with precisely 
one point on 1. Notice that these assumptions imply that for any two collinear points x 
and y there is a point z not on the line through x and y that is collinear with both x and 
Y* 
Let x and y be two points of II that are collinear. Then by (x, y ) we denote the line 
through x and y and we define 
]x, ~1 = ((~1 nyl)Vx, Y >) u (21 n (x9 Y )), 
where z is some point in (x’ tl y ‘)\(x, y ). By the above lemma this definition is 
independent of the choice of z and, furthermore, we have {x, y} E [x, y]. 
LEMMA 2.2. Let x and y be two collinear points of II and suppose that z E [x, y]\ 
(x,y). Then [x,y]=xlnylnzl. 
PROOF. Let x and y be two collinear points of fl and suppose that z is a point of 
[x, ~1% Y >. Th en, by definition, we have x’ rl yl tl z’ E [x, y]. Let u be a point of 
[x,y]. IfuE(x,y), thenuEzln(x,y)cxlnylnzl. Ifu$(x,y) thenuExIny’ 
and by the dual of Pasch’s axiom we also have u J-z. Hence, in any case, 
u E xl tl yl n z *. This proves the lemma. cl 
The dual of Pasch’s axiom 17 
The collinearity graph of IZ is the graph with vertex set 9’, two distinct vertices being 
adjacent iff they are collinear. 
LEMMA 2.3. Let x and y be two collinear points of il. Then (x, y ) and [x, y] are the 
only two maximal cliques of the collinearity graph of Il that contain both x and y. 
PROOF. Let x and y be two distinct collinear points. Then. clearly, (x. y ) is a clique 
of the collinearity graph of II. The set [x, y] is also a clique. Let u and v be two points 
in [x, _v]: if u or 21 is a point of (x, y), then by the definition of [x, y] they are collinear: 
if both u and 21 are not in (x, y), then u E [x, y] =x1 ny’ n u-~, according to 2.2. 
Hence [x, y] is a clique. Now let M be a clique of the collinearity graph of I7 that 
contains {x, y}. If M is not contained in (x, y), then there is a point z E M\(x, y), and 
by the above lemma we have M EX~ fly’ flz’ = [x, y]. So every clique is either 
contained in (x, y) or in [x, y], and to prove the lemma it suffices to show that 
(x+ y) $ [x, y]. Suppose that (x, y) E [x, y]. Then, by Lemma 2.1. we have [x, _v] = 
x1 nyl =x1 =y~ = zl for all z E (x, y). Now let u be a point of [x, y]\(x. y). Then. 
clearly, (u, y) E [x, y] and, by the same arguments as above, [x, y] = u -. But that 
implies that II is linear, a contradiction of the assumptions. II 
COROLLARY 2.4. Let x and y be two distinct collinear points of ll and suppose that r 
and s are two distinct points of [x, y]. Then [x, y] = [r, s]. 
PROOF. This is immediate from the above. n 
We are now in a position to define two new partial linear spaces with point set .9. 
Let 
and let ii := (9, g), where incidence is symmetrized inclusion. Then, by 2.3 and 2.4. 
it is clear that Z? is a partial linear space satisfying the dual of Pasch’s axiom and has 
the property that for every line there is no point not on that line that is collinear with 
precisely one point of the line. Suppose that x and y are two collinear points in ii and z 
is a point collinear with x but not on [x, y]. Then y n (x, z) contains a point u 
different from x. So u E [x, y] and is collinear with Z. Furthermore, II and I? have the 
same collinearity graphs. 
A second partial geometry is obtained in the following way. Let 
~:={(x,y)n[x,y]lx,yE.‘P,s#y andxiy} 
and set I? := (9, p), where incidence is symmetrized inclusion. Then it is again 
straightforward to check that I? is a partial linear space. In fact, II is a gamma space, 
i.e. a partial linear space having the property that every point is collinear with 0. 1 or 
all points of a line not through that point. Furthermore, 1? has the same collinearity 
graph as Z7 and fi. So the maximal singular (also called linear) subspaces of fi are the 
spaces induced by 2 on the elements of Cy and 2. Therefore the maximal singular 
spaces of Z? can be partitioned in two distinct subsets such that two members of 
different sets intersect trivially or in a line of fi. 
Now suppose that r = (X, Y) is a gamma space with the following properties. There 
exist two families of maximal singular subspaces 2, and 2, such that: 
(1) every singular subspace of r is contained in some element of _E, U Z; 
(2) every line y E Y is contained in a unique element of 2, and a unique element of C,; 
(3) lines are not maximal singular subspaces; 
(4) if u, E Z,, a, E Z:,, then u, n uZ = 0 or a line. 
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Then it is clear that & = (X, 2,) and l;i = (X, &) are two partial linear spaces 
satisfying the dual of Pasch’s axiom and having the property that for any point x and 
line 1 not through X, [xl n II # 1. Here incidence is symmetrized inclusion. Further- 
more,wehaver,=r,,~Z=~and~,=r=~Z. 
This gives a l-l correspondence between the spaces U, ii and I?. This correspon- 
dence will be used in the following sections. 
Let LY be a fixed integer. A partial linear space is called a-regular iff for every point 
xandlinel,x$!, we have Ixinl(=Oor (Y. 
LEMMA 2.5. Let a 2 2 and suppose that IZ = (9, 3) is an a-regular connected 
partial linear space, not necessarily satisfying the dual of Pasch’s axiom. 
(i) Zf there is a line 1 E 3 with 111 < ~0, then for each line m E 3 we have [ml = 111. 
(ii) If there is a point x E $9 such that I {I E 27 ( 1 is incident with x}l < ~0 then for all 
points y we have I(1 E 3 1 1 IS incident with y } I = I { I E 2’ 1 1 is incident with x} I. 
PROOF. Suppose that 1 is a line of n with Ill < 00. By connectedness of II it suffices 
to prove that III = [ml for all lines m E .T that intersect 1 in a point, x say. So assume 
that m is such a line: then the number of pairs (y, z) E 9’ x 9’ with y E l\(x) and 
z em\(x) such that y I z equals both (Ill - l)((~- 1) and (Iml - l)(a - 1). Hence 
II) = [ml. The second assertion follows directly from the observation that the dual of n 
is also a-regular. 0 
LEMMA 2.6. Let a be a fixed integer greater than 1. lf IL = (9, 3) is an a-regular 
connected partial linear space that satisfies the dual of Pasch’s axiom, then ii is also 
a-regular. Furthermore, if 1 is a line of II with 111 < M then 
VI - 1 l{7ELqxE7}l=(y 
for every point x E C?. 
PROOF. Let 1 be a line of n and x a point not on i. Suppose that xl rl i # 0 and y is 
a point in xl II 1. Then x’ tl f equals 1 n 1, where 1 is the line of II through x and y. 
Since n is a-regular we have II fl iI = cx Hence ii is a-regular. 
The second statement follows from the observation that every line i of n through a 
point x intersects every line 1 of IZ through x in (Y - 1 points different from x. 0 
Suppose that 17 = (9,Y) is a finite connected partial linear space that satisfies the 
dual of Pasch’s axiom and is a-regular for some integer (Y 3 2. Denote by r the 
collinearity of II. Then let x be a vertex of rand consider the graph r,. (For any graph 
A and vertex x of A we denote by A, the subgraph of A induced on the neighbours of 
x.) By 2.3 and 2.5 we have that r, is isomorphic to the graph %(m, , mz; m3). Here m,, 
m2 and m3 are integers, where %(m,, m,; m3) denotes the graph the vertices of which 
are the triples (x, y, z) with 1 <x c m,, 1 s y s m2, 1 c z c m3, two distinct triples 
adjacent iff the first or second entry coincides. 
In most cases the converse is also true: 
PROPOSITION 2.7. Suppose that Tis a connected graph such that for each vertex x of P 
there are integers m,(x), m2(x) and m3(x) such that K = %(ml(x), m*(x); m3(x)). Zf 
there is a vertex x with ml(x) > m2(x) 2 2, then r is the collinearity graph of some partial 
Linear space that. is (m3 + 1)-regular and satisfies the dual of Pasch’s axiom, where 
m3 = m3(x). 
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PROOF. Since r is connected there exist integers ml, m2 and nz3 such that 
mi = m;(x), i = 1, 2, 3, for all vertices x of E But then, as ml # m2, we can partition 
the maximal cliques of Pinto two families, according to their size. If we fix one of these 
families as lines then the proposition follows directly from the remarks preceding 
Lemma 2.5. 0 
REMARK 2.8. (i) The restriction m,(x) > m2(x) made in the statement of the above 
proposition is not superfluous, as is shown by the following example. Let r be the 
graph the vertices of which are the pairs of complementary n subsets of the set 
(1,. . . 1 2n}, n 2 4, two vertices {X, Y} and {X’, Y’} being adjacent iff (X rl X’] = 1 
or n - 1. Then for every vertex n of r the graph r, is isomorphic to %(n, n, 1). But ris 
not the collinearity graph of some partial linear space that satisfies the dual of Pasch’s 
axiom and is 2-regular. 
(ii) There is an infinite version of Propositon 2.7, but for the sake of simplicity we 
have only stated the finite version. 
3. ON A RESULT OF BROUWER AND WILBRINK 
In [3] Brouwer and Wilbrink considered semi-partial geometries with parameters 
(s, t, (Y, p), where p = a2 or a((~ + 1). Under some weak restrictions on the para- 
meters s, t and a, they were able to show that the semi-partial geometry under 
consideration satisfies the dual of Pasch’s axiom, and that two intersecting lines of the 
geometry generate a subspace that is a partial geometry. (See [3] for definitions and 
notation.) However, their proofs remain valid in the more general cases described in 
the following propositions. 
Let 17 = (9,Z) be a connected partial linear space and suppose that (Y is a fixed 
integer larger than 1 such that II is a-regular. Here we do not assume that n satisfies 
the dual of Pasch’s axiom. By Lemma 2.5 we know that all lines of n have the same 
number of points, 1 + s say, and that every point of II is on the same number of lines, 
1 + t say. (The case that s or t equals 03 is not excluded.) Suppose that fl is not linear. 
Then we have the following: 
PROPOSITION 3.1. Suppose that a = 2. Then the following holds: 
(i) if for all non-collinear points x and y we have IxL II yil c 4 then ITsatisfies Pasch’s 
axiom and the dual of Pasch’s axiom ; 
(ii) if for all non-collinear points x and y we have Ix’ f~ yll = 0 or 6 and t > s # = then 
Tlsattkfies the dual of Pasch’s axiom. 
PROPOSITION 3.2. Suppose that LY 2 3 and s # ~0. Then the following holds: 
(i) If for all points x and y we have Ix’ n y LI c a2 and s > rx, t 2 a, then II satisfies 
Pasch’s axiom and the dual of Pasch’s axiom. Furthermore, every two intersecting lines 
are contained in a subspace of IT that is a partial geometry with parameters (s, a - 1, (Y). 
(ii) Ifcu#3andforallpointsxandywehave~x’nyL~=Oor~(~+l), t>cu(cu+l) 
and s 2 f(a), where f (4) = 12, f (5) = 16, f (6) = f (7) = 17, f (8) = 18, f (9) = 19, 
f(lO)=21, f(ll)=23 and f(a)=2a for CY 2 12, then XI satisfies the dual of Pasch’s 
axiom. Furthermore, every two intersecting lines are contained in a subspace of IT that is 
a partial geometry with parameters (s, a, a). 
The partial geometries occurring in Proposition 3.2 satisfy the dual of Pasch’s axiom, 
so their duals satisfy Pasch’s axiom. In case (i) of 3.2 this dual space is a projective 
space of order LY - 1 and, since s > (Y, of projective dimension at least 3. Hence 
1 + s = (# - l)/(q - 1) for some integer d > 3 and prime power q = a - 1. In case (ii) 
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of 3.2 the partial geometries are known by the results of Declerck and Thas 191. In this 
case the points (resp. lines) of the partial geometry can be identified with the lines 
(resp. lines on a fixed point) of a projective space 9%(n, (Y) that are disjoint from a 
fixed subspace 9V(n - 2, (Y), for some n 2 3 and (Y 2 3. Hence 1 + s = (Ye-’ in this 
case. Combining these results we obtain: 
PROPOSITION 3.3. Suppose that a f3 and s < 0~. If IT satisfies the following 
conditions, where f is as in 3.2: 
(i) s >f(cu) for (uf2; 
(ii) t > max(s + 1, cu(a + 1)); 
(iii) for all non-collinear points x and y we have Ix’ n yll = 0, a2 or LY(CY + 1); 
(iv) ifxisapointandlalineofZ7,x$l,suchthatx~~l+0, thenIx’ny’l=lx’n 
~‘1 for all points y and z in 1Lr’ ; 
(v) there are non-collinear points u and Z.J with 1 u i fl u L 1 = a* and non-collinear points 
x and y with Ix’ rlyll = (~(a + 1); 
then a = 2 and ITsatisfies the dual of Pasch’s axiom. 
Since the proofs of [3] remain valid for the cases described in 3.1 and 3.2, we only 
make a remark on the proof of 3.3. Also, in this case, large parts of [3] can be applied. 
In particular, the conditions imply that the construction of the subspaces as given in [3] 
goes through. So, if cy 2 4 then by conditions (i)-( v we have that flcontains subspaces ) 
as described in 3.2(i) and (ii) that satisfy the dual of Pasch’s axiom. But then 
1 + s = (qd - l)/(q - 1) and 1 + s = md’ for some integers d 3 3 and d’ 2 2 and prime 
powers LY and q = a - 1, which leads to a contradiction. Hence a = 2 and II satisfies 
the dual of Pasch’s axiom. 
In the following sections we shall meet partial linear spaces satisfying the conditions 
given in 3.1, 3.2 and 3.3. 
4. PROJKTIVE INCIDENCE STRUCTURES 
In this section we use the results of the preceding sections to give several 
characterizations of projective incidence structures, including theorems of Bichara and 
Tallini [l], Sprague [16] and Ray-Chaudhuri and Sprague [15]. Let C?‘%(n, q) be an 
n-dimensional generalized projective space of order q (we include the cases q = 1, 
q = m and n = ml). Suppose that d is an integer with 0 G d s n - 2; then by 9Vd(n, q) 
we denote the partial linear space with, as points, the d-dimensional subspaces and, as 
lines, the (d + 1)-dimensional subspaces of ~‘S(n, q), a point x being incident with a 
line 1 iff x G 1. (If q = 1 we take the subsets of size d + 1 resp. d + 2 as points and lines.) 
It is straightforward to check that for d at least 1 the space g%d(n, q) satisfies both the 
axiom of Pasch and its dual. Furthermore, this space is (q + 1)-regular. So we denote 
by 9Vd(n, q) and the corresponding partial linear spaces, where lines are 
the (d - 1)-dimensional subspaces resp. the pencils of d-dimensional subspaces 
containing some (d - 1)-dimensional subspace. Here 1 G d 6 n - 2. 
We give several characterizations of these spaces. 
THEOREM 4.1. Let II = (9, Z’) be a non-linear connected partial linear space and a 
some fixed integer that is at least 2. Then II satisfies the following conditions: 
(1) the dual of Pasch’s axiom ; 
(2) Z7is a-regular; 
(3) there is a line 1 E 2 such that a -=c 111 =C a?; 
iff IIis isomorphic to 954,(n, a - 1) for some cardinal n 3 3. 
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PROOF. The ‘if’ part of the theorem is straightforward, and is therefore left to the 
reader. Suppose that I7 = (9, _‘Z’) is a partial linear space satisfying (l), (2) and (3) for 
some fixed (Y 2 2. Let 1 be a line of I7: then by (3) and Lemma 2.5 we have LY < III < cy’ 
and by 2.6 we have that 111- 1 = 0 mod(a - 1). Hence 111~ (Y’ - (Y + 1. In ii every 
point is on at most (a* - a)/((~ - 1) = o lines. Hence the dual of n is a-regular, and 
has the property that every line contains at most LY points. Thus the dual space of /? is 
linear and, furthermore, it satisfies Pasch’s axiom, which implies that it is a projective 
space of order LY - 1. Now it is straightforward to check that the points of I7 are the 
lines of this projective space, and the lines of n are the planes of that space. This 
proves the theorem. El 
Using 4.1 and 2.7 we obtain: 
THEOREM 4.2. Let r be a connected graph and suppose that for every vertex x of r 
there are integers m,(x), m*(x) and m3(x) such that C = %(m,(x), mz(x); m3(x)). If 
there is a vertex x with 26 m*(x), m3(x) and 1 <m,(x) <rn3(x) + 2, then I- is the 
collineariq graph of C?%,(n, q) for some integer n 2 3 and prime power q = m,(x). for 
all vertices x of r. 
PROOF. Suppose that Z- is a graph as in the hypothesis of the theorem. Since r is 
connected, there are integers ml, m2 and m, such that for each vertex x of r the graph 
c is isomorphic to %(m,, m2; m3). If m, # m2 then the theorem follows from 
Proposition 2.7 and Theorem 4.1. So suppose that m, = m, = m. As in the proof of the 
above theorem, we find that m = m3 + 1. Now fix a maximal clique M of r. Then every 
edge in M is contained in a unique other maximal clique of r, N say, and N intersects 
M in m3 + 1 points. These cliques define a linear space on M; in fact, a projective 
plane. 
Let y be a vertex of r that is not in M. Then there is a maximal clique M’ on y that 
intersects M in mj + 1 points, i.e. a line of the projective plane induced on M. Suppose 
that y is a vertex at distance 1 from M. Then let y’ be a neighbour of y in M and 
consider the two maximal cliques on the edge {y, y’}. One of these two cliques does 
the job. Hence we only have to show that there are no points y at distance 2 from M. 
Thus, let y be a point at distance 2 from M and suppose that z is a vertex adjacent to _v 
and at distance 1 from M. Let N be a maximal clique on z that intersects M in a line of 
the projective plane induced on M. By the above there is a maximal clique M” on y 
that intersects N in m3 + 1 vertices. But since N also carries the structure of a 
projective plane, M” intersects M in a vertex-a contradiction. 
The above shows us that the vertices of r together with the sets M fl M’, where 
IM n M’I 2 2 and M, M’ are maximal cliques of r is a polar space of rank 3, and it 
follows from Tits [18] and Veldkamp [19] ( see also [4]) that I’is the collinearity graph 
of :Y%,(3, q), where q = m, is a prime power. This proves the theorem. 0 
To state the following result we need some definitions. Suppose that n = (9, 2) is a 
gamma space and (T is a singular subspace of n. The rank of u is the maximal length of 
a chain of subspaces of 17, say uo, . , a,, such that u. c u, c . . . c a, = u, where c 
means strict inclusion. Now we can state the following result which is due to Bichara 
and Tallini [l]. 
THEOREM 4.3. (Bichara and Tallini). Let IZ = (9, 9) be a connected gamma space 
having two families of maximal singular subspaces Z, and & such that: 
(1) every singular subspace of II is contained in an element of ,X1 U 2,; 
(2) for every fine 1 E 2 there are unique u, E 2, and u7 E ,I?, such that 1 c u, and I c a,; 
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(3) for all o, E 2, and a, E .X2 we have o, n o1 is empty or a line; 
(4) there is an integer r such that rank cr, < r for all u, E 2,; 
(5) ZZ t’ fi P h sa is es asc ‘s axiom. 
Then there is an integer d such that ZZ is isomorphic to 9 ?$$n, q) for some cardinals n 
and q. 
In the original version of this theorem, (5) is stated differently (see [l]); but we shall 
see in the next lemma that both statements are equivalent. 
LEMMA 4.4. Let ZZ = (9, 5?) be a connected non-linear partial linear space that 
satisfies the dual of Pasch’s axiom and that has the property that for every line 1 E 9 and 
point x E 9, x $ I, we have lx’ n 11 f 1. Then the following are equivalent: 
(i) ZZsatisjies Pasch’s axiom; 
(ii) ii t’ fi P h’ sa s es ax saxiom; 
(iii) fi satisfies Pasch’s axiom. 
PROOF. Let n be a partial linear space, as in the hypothesis of the lemma, and 
suppose that J7 satisfies Pasch’s axiom. Let x be a point of fi and let f, and iz be two 
distinct lines of 17 through x. Suppose, furthermore, that fi, and fi,! are two distinct 
lines of fi intersecting i, and i, in points different from X. Let y, = 7, f~ fil, 
y2 = i, II m2, y, = i, n &, and y4 = i, n fix. We may assume that y; = y, iff i = j, for 
i,jE(l,..., 4). Let t, be the line of n through x and y, and L2 the line of n through x 
and yz. Then y, is on I1 and y4 on 12. Let m, be the line of n through yi and yz and m2 
the line of Z7 through y, and y4. Then, by Pasch’s axiom, ml and m2 intersect in a 
point, say z. But then= z E [yr, y3] = fii and z E [y2, y4] = Ci2. Hence Pasch’s axiom 
holds in n. Since n = n, this proves the equivalence of (i) and (ii). Now suppose that 
x is a point of fi and f, and l2 are two lines of fi that intersect in x. Let ti, and fiz be 
two distinct lines of fi that intersect i1 and 1; in ponts different from x. Then these 
lines are all contained in a unique maximal singular subspace of ii, say 5, which is a 
line of n. Now tir and fi2 intersect iff the two lines fir and fiz of fi that contain fii 
resp. r& intersect. This shows that fi satisfies Pasch’s axiom iff fi satisfies Pasch’s 
axiom. Hence (ii) is equivalent to (iii), which proves the lemma. cl 
PROOF OF THEOREM 4.3. Let n = (9”, .9) be as in the statement of the theorem. 
Then by the results of Section 2 and Lemma 4.4 we have that Uz = (9, .&) is a partial 
linear space satisfying Pasch’s axiom and the dual of Pasch’s axiom. So the dual of n,, 
the space fi,* = (&, 9), is also a partial linear space satisfying Pasch’s axiom and the 
dual of Pasch’s axiom. Furthermore, n: has the property that for every line there is no 
point not on that line that is collinear with precisely one point of the line. Hence we 
can consider Ez. But in @ every element of 9 is a maximal singular subspace of rank 
less than r, or r = 2, and fll is a projective space. Thus we can use induction and may 
conclude that z is isomorphic to 9V&_r(n, q) for some integer d and cardinals n and 
q. But then it is straightforward to check that IT is isomorphic to c). 0 
As a corollary to Theorem 4.3, we obtain the following result which is due to 
Sprague (see [16]): 
THEOREM 4.5 (Sprague). Let Z7 = (9, 9?) be a partial linear space that is connected 
and non-linear. Zf ZZ satirfies the foZlowing conditions: 
(1) Parch’s axiom; 
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(2) the dual of Pasch’s axiom; 
(3) for every line 1 E Y and point x, x 4 1, x is collinear with 0 or more than one point of 
1; 
(4) there is an integer r such that 111~ r for all 1 E 3’; 
then there are integers q and d and a cardinal number n such that II is isomorphic to 
P%(n. 4). 
PRC )OF. Apply Theorem 4.3 to fi. 0 
The following theorem, which is a slight extension of a result of Ray-Chaudhuri and 
Sprague [15], is a consequence of Theorem 4.5 and the results presented in Section 3. 
THEOREM 4.6. Let II = (9, 9) be a connected partial linear space that is not linear 
and satisfies the following conditions for some fixed integer LY b 2: 
(1) II is a-regular; 
(2) for any two non-collinear points x and y of I7 we have IxL f~ ylI G LY’; 
(3) there is a line 1 E 2 with 1 + (Y < 111~ 03; 
(4) there is a point incident with more than a lines. 
Then IT is isomorphic to 9%&n, q) f or some integers d and q and cardinal number n. 
PROOF. By the results of 3.2(i), II satisfies both Pasch’s axiom and the dual of 
Pasch’s axiom. Hence we can apply Theorem 4.5. cl 
In the rest of this section we use the above theorem to classify a class of distance 
biregular graphs. First we present some definitions. 
Let r be a finite undirected graph with no loops nor multiple edges. For every 
integer i > 0 and vertex u of r, we denote by c(v) the set of vertices of rat distance i 
from ZJ. A vertex u of r is called distance-regularized if for each vertex u E T;(V) the 
numbers 
ai := I&(v) (7 G(U)l, hi(v) := Ic + l(v) n G(u)l, C;(U) := Ir; - l(v) f-l C(U)1 
are independent of the choice of u in c(v), 0 6 i <w. A connected graph is called 
distance-regularized iff all vertices of the graph are distance-regularized. 
Let r be a finite distance-regularized graph with diameter d and let u be a vertex of 
r. Then the array 
[ 
* c,(u) ... Cd(V) 
0 al(u) . *. ad(u) 
b,(v) b,(v) -. . * 1 
is called the intersection array of Y. The graph Tis called distance-regular iff all vertices 
of r have the same intersection array. The graph is called distance-biregular iff it is 
bipartite, and vertices of the same parts of the bipartition have the same intersection 
array. See [lo] for more information on distance-regularized graphs. 
Let r be the incidence graph of ?F%~(n, q), where n, d and q are integers, i.e. the 
bipartite graph with the points and lines of 9?!&(n, q) as vertices, a point being 
adjacent to a line iff they are incident. It is well known that Tis distance-biregular and 
that if 1s d s n - 3, then for every vertex u of r we have 
1 = C,(V) = c2(21) < CJ(21) = Cd(V). 
Let us give two more examples of graphs that have this property. Suppose that X is a 
Petersen graph or a Hoffman-Singleton graph (see [14]). Then let X’ be a copy of X 
such that X+-+X’ is an isomorphism between X and X’, and consider the graph with 
vertex set the union of the vertex sets of X and X’. Furthermore, adjacency is defined 
by the following: two vertices x and y are adjacent iff x E X, y E X’ and x’ is adjacent 
to y, or x EX’ and y E X and x is adjacent to y’. In both cases. we obtain a 
distance-regular graph with intersection array 
in the case in which X is a Petersen graph, and 
in the case in which X is a Hoffman-Singleton graph. These graphs are called a 
doubled Petersen (resp. Hoffman-Singleton) graph. In fact, any Moore graph of 
diameter 2 gives rise to a bipartite distance-regular graph of diameter 5. (See [14] for a 
definition of Moore graphs.) 
THEOREM 4.7. Let P be a finite distance-biregular graph with diameter d 2 5. Then r 
has a vertex v with 
c,(v) = c*(v) = 1-c c.l(v) = Q(V) 
iff P is isomorphic to one of the following graphs: 
(i) the incidence graph of 9Y&(n, q) f orsomeintegersn, dandq withn-3sdal; 
(ii) a doubled Petersen graph ; 
(iii) a doubled Hoffman-Singleton graph; 
or T is distance-regular with intersection array 
* 1 1 56 56 57 
0 0 0 0 0 0. 
57 56 56 1 1 * 1 
PROOF. Suppose that r is one of the graphs described in (i), (ii) and (iii) of the 
conclusion of the theorem. Then if follows from the remarks preceding the theorem 
that there is a vertex v of r with 1= c,(v) = Q(V) < c3(v) = c~(v). So suppose that r is 
a distance-biregular graph with diameter d > 5 and let v be a vertex of r such that 
1 = c,(v) = q,(v) <q(v) = q(v). Let 9 and 9 be the two sets in which the vertex set 
of r can be partitioned such that two vertices of 9 (resp. 3) are never adjacent but 
have the same intersection array. Since cl(v) = c*(v) = 1 and Q(V) = q(v) > 1 for some 
vertex v, there is an integer (Y > 2 such that c,(w) = c2( w) = 1 and Q(W) = c4(w) = cx 
for all vertices w of r (see [lo]). Furthermore, we may assume that for x E $9’ and 1 E 3’ 
we have cy < b,(x) c b,(l). 
First consider the case that (Y + 1~ b,(l) for all I E 9. Since c2(v) = 1 for all vertices 
of r it is clear that r is the incidence graph of a partial linear space (8,Z). But then 
(9, _Y) satisfies the conditions of Theorem 4.6. Hence Tis isomorphic to the incidence 
graph of ??$(n, q) for some integers n, d and q. Since the diameter of ris at least 5, 
wehaven-3adsl. 
Now assume that (Y + 1 = b,,(l) for all I E 3. Then r has constant valency cx + 1, and 
by [lo] it is distance-regular with diameter 35. Let cg = ~~(21) for some vertex v of r; 
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then c-; = LY or LY + 1 and cs 1 LY + 1. Hence c 5 = LY + 1, and r has intersection array 
[ 
* 1 1 o (Y a+1 
0 0 0 0 0 0 
cu+1cucu11 * 1 . 
But then r is a doubled Moore graph of diameter 2, and by [14] we have a = 2, 6 or 
56, leading to a doubled Petersen graph, a doubled Hoffman-Singleton graph or the 
above intersection array with a = 56. This proves the theorem. Cl 
The existence of a graph with intersection array as above where LY = 56 is neither 
proved nor disproved. 
5. LINES AND DUAL AFFINE PLANES IN GENERALIZED FISCHER SPACES 
A generalized Fischer space is a partial linear space in which every two lines that 
intersect non-trivially generate a subspace that is isomorphic to an affine plane or the 
dual of an affine plane (see part 2 of [6]). In this section we are concerned with 
generalized Fischer spaces that contain only dual affine planes. They are also called 
copolar spaces. (See [ll-131: here we assume that every line contains at least 3 points.) 
In fact, a generalized Fischer space containing only dual affine planes is a copolar space 
satisfying Pasch’s axiom. Generalized Fischer spaces containing only dual affine planes 
are classified by Hall in the case that all lines contain 3 points and in the case that there 
are only finitely many points. See [l&13] for Hall’s results. Recently, we obtained in 
[7] a compIete classification of all such spaces provided that they contain only lines with 
more than 3 points. It turns out that if lines contain at least 4 points then these 
generalized Fischer spaces are isomorphic to the geometry of hyperbolic lines in some 
symplectic space (see [7]). If lines contain only 3 points then this is no longer true. But, 
also in this case, the spaces can be embedded in some non-trivial symplectic geometry 
(see [12]). Therefore combining Hall’s results and ours we have a complete 
classification of all generalized Fischer spaces containing only dual affine places. 
Let fl= (??+, 2) be a generalized Fischer space that contains only dual affine planes. 
Let 9 be the set of dual affine planes. Then, clearly, n satisfies the axiom of Pasch and 
(9, 9), where incidence is symmetrized inclusion, satisfies the dual of Pasch’s axiom. 
In fact, (9, 9) = II*, where II* is the dual space of II. Furthermore, if n has finite 
order q then (2, .9) has the following properties: 
(1) (9, 9) is q-regular; 
(2) every line d E 9 contains q* points of 9; 
(3) (I ’ n m’( E (0, q*, q(q + 1)) for any two non-collinear points 1 and m of A!‘; 
(4) if q = 2 then (2, 9) satisfies condition (4) of 3.3. 
From these properties (l)-(3) are easy to check. That (4) also holds follows easily from 
Lemma 2.8(2) of [12]. 
We use the above properties to characterize (2, 9) and some related spaces and 
graphs. 
THEOREM 5.1. Let IT = (9, 5’) be a partial linear space that satisfies the following 
conditions for some fixed integer cy * 2: 
(1) the dual of Pasch’s axiom; 
(2) IZ is a-regular; 
(3) there is a line 1 E 2 such that cr* - (Y + 1~ III < & + LY - 1. 
Then Y is the set of lines and 9 the set of dual afine planes of a generalized Fischer 
space of order LY that contains only dual afine planes, a point p E 9 being incident with a 
line 1 E 2 iff p 5 1. 
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PROOF. Suppose that n = (9.9) is a partial linear space that satisfies the above 
conditions. By arguments similar to those used in the proof of 4.1, we find that If/ = ~1’ 
for all lines I E 9, and that the dual of fi is a generalized Fischer space containing only 
dual affine planes. (This dual has order (Y, is a-regular and satisfies Pasch’s axiom!) But 
then the points and lines of n are the lines (resp. dual affine planes) of that generalized 
Fischer space and incidence is symmetrized inclusion. 0 
Using the results of Section 3 we obtain the following. 
THEOREM 5.2. Let II be a partial linear space that is a-regular for some fixed a 2 2, 
a # 3. If ITsatisfies the conditions of 3.3 for some s and t with a’ - a -C s < a2 + a - 2, 
then IT is one of the spaces of Theorem 5.1 with IX = 2. 
PROOF. By 3.3 we are in the above situation with (Y = 2. 0 
From Lemma 2.7 and Theorem 5.1 we can deduce the following result. 
THEOREM 5.3. Let r be a connected graph such that for every vertex x of T there are 
integers m,(x), m*(x) and mj(x) such that r, = %(mI(x), m2(x); m3(x)). Zf r contains a 
vertex x with 2 G m,(x) < m2(x) and ml(x) = m3(x) + 2, then the vertices of r are the 
lines of a connected generalized Fischer space of order m3 + 1 = m3(x) + 1 that contains 
only dual afine planes, two distinct vertices being adjacent iff they intersect. 
PROOF. This follows from 2.7 and Theorem 5.1. 0 
In terms of gamma spaces we find the following: 
THEOREM 5.4. Let IT = (9, 9) be a connected gamma space having two families of 
maximal singular subspaces 2, and _& such that: 
(1) every singular subspace is contained in some member of 2, U _Zz; 
(2) for every line 1 E 9 there are unique o, E Z1 and o2 E & such that 1 c o, and 1 c o,; 
(3) for all u, E 2, and o2 E Z2 we have o, f~ o2 is empty or a line; 
(4)leto,~~,andx,y~~\o,andletlbealineofa,.Ifx’~landy~~lareboth 
empty but XI n y 1 n CT, is not empty, then xl fl yl n 0, is a line, 
Then 9 is the set of lines of a connected generalized Fischer space containing only dual 
afine planes, and a line of II is the set of lines through a point and in a fixed plane of 
that generalized Fischer space (i.e. the pencils). 
PROOF. Let o, E 2, and 1 a line in o,, then for any point x E a,\1 there is a unique 
line 1’ through x that does not intersect 1 (by condition (4)). Hence o1 is an affine 
plane. But then it is clear that 1?, := (9’,Z2) is the dual of a generalized Fischer space 
containing only dual affine planes and 17 is as stated. 0 
REMARK 5.5. Theorem 2 of [12] is the special case m&x) = 1 of Theorem 5.3. 
REMARK 5.6. The theory developed in Sections 2 and 3 can be applied to many 
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more geometries than those mentioned in Sections 4 and 5 of this paper. For more 
applications, the reader is referred to [5]. 
6. GROUPS GENERATED BY A CONJUGACY CLASS OF SUBGROUPS OF ORDER 3 
In [17], Stellmacher classified all finite groups having no non-trivial solvable normal 
subgroup and generated by a conjugacy class of subgroups of order 3 such that two 
non-commuting elements of that class generate a group isomorphic to Alt,, A/t, or 
SL(2, 3). In this last section we use the preceding results to classify all groups, finite 
and infinite, generated by such a conjugacy class satisfying an additional condition on 
certain subgroups generated by 3 elements of that conjugacy class. In fact, we prove 
the following. 
THEOREM 6.1. Let G be a centre-free group generated by a conjugacy class D of 
subgroups of order 3 with the following properties: 
(1) ifx, y E D, [x, y] f 1, then (x, y ) -Al&, Ah, or SL(2, 3); 
(2) ifx,y,zED, (x,y)=( x, z) =A&, then 1(x, y. z)I # 192; 
(3) there are x, y E D with (x, y) -Aft,. 
Then G is the commutator subgroup [H, H] of a group H that is isomorphic to one of 
the following groups : 
(i) TSym(Q, Sz’) f t or wo disjoint sets 52, Sz’, with IQ13 5; 
(ii) T~PK f) f or some If,-vector space V with symplectic form f and dim( V/radf) 3 6; 
(iii) TO(V, Q) for some Fz-vector space V with quadratic form Q and dim(V/rad Q) 2 
6. 
(See [12] for notation.) 
If one drops condition (2) then the groups HJ, Suz, G,(4) and Co, appear in the 
conclusion (see Stellmacher [ 171). 
The proof of the theorem is completely different from Stellmacher’s proof. We 
construct a geometry with point set D that satisfies the dual of Pasch’s axiom, and next 
use the results of the preceding section and apply the results of Hall [12]. Since the 
methods of proof used by Hall are of a geometric nature, we have a geometric proof of 
Theorem 6.1. 
Let G be a group and D G G a set of subgroups of order 3 such that every pair of 
non-commuting elements of D generates a subgroup isomorphic to Alt4, A& or 
SL(2, 3). Then let II(D) be the pair (9(D), Z(D)), where Y(D) = {dg 1 g E (D), d E 
D} and Y(D) = {(d,, d2) I&,4 E g’(D) such that (d, , dz) = Al&}. Since A/t, has 
four mutually conjugate subgroups of order 3 and is generated by any two of them, 
IT(D) is a partial linear space of order 3 with point set B(D) and line set Z(D), a 
point x E 9(D) being incident with a line 1 E Z(D) iff x is a subgroup of 1. 
Furthermore, G = (0) acts by conjugation on II(D). This action is faithful if 
Z(G) = 1. 
Let XG S’(D). Then by (X), we denote the subgroup of G = (D) generated by X 
and by (X), we denote the subspace of II(D) generated by X. Notice that ( (X)c;)n is 
not always the same as (X),. 
First we study some geometries of groups generated by 3 elements of order 3, which 
will be useful in the proof of the above theorem. To this end we recall from 
Stellmacher [17] the following symbols for the various symmetric relations between two 
elements x and y of G, such that (x)~ and (y)(; are in D: 
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Relation Symbol (19 y),; 
x ‘yx=yxy~ ’ e-=L s-w, 3) 
t 
x-'yx=ym'x-ly - su2, 3) 
(xx-‘y)“= 1 ._____-. A It, 
(x’x)’ = (xy)S = 1 - Ah 
x-‘y-‘xy = 1 . . .& x z, 
LEMMA 6.2. The following presentations of groups G on generating set {x, y, z} of 
elements of order 3 define the groups and geometries next to them, where D = {(x),, 
(Y)~, (z)~}. Here Se%(2,4) is the afine plane ouer ff4, %‘(4,4) is a 4 x 4 lattice and 
pg(4, 2, 2) and pg(4, 3, 2) are the unique partial geometries with those parameters that 
satisfy the dual of Pasch’s axiom (see [2]) on 10 resp. 16 points: 
Relations Group 
line 
b. Y, z)cs = G(G)(x)G 
of order 26.3 
Y(4,4) 
(~9 Y, 2)~ = ~(G)(x)G 
of order 2’.3 
P&4,3,2) 
(~2 Y, 2)~ = 4(G)(x), 
of order 24.3 
PG(2,4) 
Geometry 
(The last table should be read as follows. For all four distinct choices of pairs u, 21 of 
conjugates of x in (x, z)\((x) U (z)) with ( U, v) = (x, z), the group collapses.) 
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PROOF. This can be deduced from (17, Lemma 1.1.11; but we also checked it by 
coset enumeration, carried out on a computer using CAYLEY. n 
We notice that there are two non-isomorphic partial geometries with parameters 
(4,3,2); however, only one of them satisfies the dual of Pasch’s axiom. 
From now on, we assume that G and D are as stated in the hypothesis of the 
theorem. 
LEMMA 6.3. II(D) is connected. 
PROOF. Suppose the contrary. Let C, and Cz be two connected components of 
n(D). Then we may assume that [C,, C,] # 1, for D is a conjugacy class in G = (0). 
Let x be an element of C, and y of Cz such that [x, y] # 1. Clearly, (x, y),,. #Ah, or 
Aft,, so (x, y)(; -SL(2, 3). Now, by Lemma 6.2(l), we see that [x, zz] # 1 for all 
z2 E C, and [y, z,] f 1 for all z, E C, . Hence (x, zz ),; = (y. z, ) (; for all z? E C, and 
z, E C,. By the hypothesis of the theorem and transitivity of G on D, there is a z E C‘, 
with (x, z)(; ==Alts. But then (7) of Lemma 6.2 gives a contradiction. 0 
LEMMA 6.4. Let 1, and l2 be two lines of n(D) that intersect non-trizlially. Then 
(I,, l,), is a subspace of II(D) isomorphic to pg(4, 2, 2) or pg(4, 3, 2). Furthermore, 
(1, , 1, ), is geodesically closed. 
PROOF. By (2) of the hypothesis of the theorem, the subgroup of G generated by I, 
and l2 cannot be as in (4) of 6.2. Thus the lines I, and l2 are contained in a subspace 
isomorphic to pg(4,3,2), pg(4, 2, 2) or _&9(2,4). In particular, if p is a point of n(D) 
and 1 a line, p $1, then p is collinear with 0, 2 or 4 points of 1. Furthermore, notice that 
a subspace of n(D) isomorphic to pg(4, 2, 2), pg(4, 3, 2) or &%(2,4) is generated by 
any set of three non-collinear points contained in it. It follows from (2) of Lemma 6.2 
that a subspace of Z7(D) that is isomorphic to pg(4, 2, 2) is geodesically closed. So, by 
(3) of the hypothesis of the theorem, there is at least one geodesically closed subspace 
of n(D) generated by two intersecting lines that is not isomorphic to &?(2,4). By 
connectedness of II(D) the statement of the lemma follows immediately from the 
claim: 
Suppose that 1, and l2 are different lines that intersect in the point p, such that 
(l,, 12jn # &%2,4) and (I,, 12jn . g 1s eo d esically closed. Let l3 be another line through 
p not in (I,, l,),. Then (1,) lx)= is a geodesically closed subspace of n(D) not 
isomorphic to sH(~, 4). 
Now we prove this claim. Suppose that 1,, 1, and 1, are as stated. Let q be a point on 1, 
different from p and suppose that (I,, 13), is isomorphic to &9(2,4). Then q is 
collinear with a point, say p *, on l2 that is different from p. Furthermore, q is collinear 
with all points of 1,. So there is a point p, E I, such that p , is not collinear with pr! but is 
collinear with q. Now p,, q, p2 is a geodesic from p, to pz contradicting the supposition 
that (I,, &>, is geodesically closed. Hence (I,, lj)= # &%(2, 4). If (1,, I,),T -= 
pg(4, 2, 2) then it follows from (2) of Lemma 6.2 that (I,, 1 _? = is geodesically closed. )
So it remains to consider the case in which (I,, 13)., -pg(4, 3, 2). Suppose that 
(I,, 13)n is not geodesically closed. So there is a point r not in (I,, 13);r that is collinear 
with two points in (l,, l3)ir that are not on a line. We may assume that one of these 
points is p. Let s be the other one. Then (p, r, s), is isomorphic to pg(4, 3, 2) and it is 
not geodesically closed, since there are two points t, , t2 of I,\{ p} that are collinear with 
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s. Now s is collinear with at least two points of every line through r, or t, and since 
(I,, 12)z is geodesically closed, s is collinear with a common neighbour of t, and rz in 
( 11, f,), not on I, or 12. say tj. Since t, $ 12, and tJ is not collinear with p, it is not 
collinear with any point in (p, q, r), that is collinear with p, for otherwise we would 
have a geodesic from p to t3 not contained in (1,. Z2)n. But 1, is collinear with at least 
two points on every line through s. So, by the structure of (p, r, s), which is 
isomorphic to pg(4, 3, 2) or pg(4, 2, 2), the point f3 is collinear with all six points in 
(p, r, s), that are not collinear with p. But this set is invariant under conjugation by 
some element of the group p. So all six points are collinear with the images of t3 under 
conjugation with an element of p. One of the images of t3 under that conjugation, say 
t4, is not collinear with t,. But then tl, s, t, is a geodesic from t, to t4, contradicting the 
fact that (I,, 12)n is geodesically closed. This proves the claim. 0 
PROPOSITION 6.5. The space II(D) is 2-regular and satisfies the dual of Pasch‘s 
axiom. 
PROOF. That II(D) is 2-regular follows immediately from the above lemma. Let 1 
be a line of II(D) and suppose that x and y are two points not on 1 such that 
[XI II I rl yll> 2. If y E (x, r), then again by the above lemma x and y are collinear. So 
suppose that y $ (x, f)n. Let z,, z, be the points of 1 collinear with x and y. Then y is 
collinear with a point of (x, z~)~\{z~}. But since (x, r), is geodesically closed this 
point is also adjacent to z2. Hence this point is X. Thus we have proved that n(D) 
satisfies the dual of Pasch’s axiom. 0 
By the results of the preceding section, II(D) is isomorphic to a space the points of 
which are the lines of a Fischer space containing only dual affine planes and the lines of 
which are the dual affine planes of that space. This Fischer space is the dual of II(D). 
It follows from [12] that we can associate to every point p of this Fischer space a 
non-trivial involution tp in its automorphism group that switches the two points on 
every line through p that are different from p and fixes all other points. This set of 
involutions forms a class of 3-transpositions in the automorphism group of the Fischer 
space. Now suppose that 1 is a line of this Fischer space corresponding to d E D. Let t, 
and t2 be two 3-transpositions corresponding to two distinct points of 1. Then 
g = tIt2d;l (or tlt2d,) fixes all points of I and all dual affine planes on 1 (here dI E d that 
generates d). But then g fixes all points of the Fischer space that are collinear with a 
point of 1 and hence it fixes all points of the Fischer space. So g = 1. This implies that 
we can identify D with the set { ( tlt2) 1 tl, t2 E T and the order of tltz is 3) in Aut II(D), 
where T is the set of 3-transpositions corresponding to the points of the dual of n(D). 
Now the theorem follows from the results of Hall (see [12]). 
REMARK 6.6. As already noticed in the beginning of this section, one can expect the 
groups HJ, G,(4), Suz and Co1 if one drops condition (2) of the theorem. In that case 
the geometry II(D) is not 2-regular, but it does satisfy the dual of Pasch’s axiom. In 
fact, in these cases two intersecting lines generate a subspace of n(D) isomorphic to 
pg(4, 2, 2) that is geodesically closed, or a subspace isomorphic to Z’(4,4). 
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