Dirac-like Hamiltonians, linear in momentum k, describe the low-energy physics of a large set of novel materials, including graphene, topological insulators, and Weyl Fermions. We show here that the inclusion of a minimal k 2 Wilson's mass correction improves the models and allows for systematic derivations of appropriate boundary conditions for the envelope functions on finite systems. Considering only Wilson's masses allowed by symmetry, we show that the k 2 corrections are equivalent to Berry-Mondragon's discontinuous boundary conditions. This allows for simple numerical implementations of regularized Dirac models on a lattice, while properly accounting for the desired boundary condition. We apply our results on graphene nanoribbons (zigzag and armchair), and on a PbSe monolayer (topological crystalline insulator). For graphene, we find generalized Brey-Fertig boundary conditions, which correctly describes the small gap seen on ab initio data for the metallic armchair nanoribbon. On PbSe, we show how our approach can be used to find spin-orbital coupled boundary conditions. Overall, our discussions are set on a generic model that can be easily generalized for any Dirac-like Hamiltonian.
I. INTRODUCTION
The Dirac-like Hamiltonians play an ubiquitous role in novel materials, ranging from graphene [1-3] to topological insulators (TI) [4] [5] [6] [7] [8] [9] , its crystalline [10] [11] [12] [13] and higher-order [14] [15] [16] [17] TI counterparts, and Weyl semimetals [18, 19] . The Dirac cone structure of their low-energy band dispersion lead to great interest for possible optoelectronic and spintronic devices [20] [21] [22] [23] . Since the Dirac cone itself is well described by linear in momentum k Hamiltonians, bulk models could be limited to this leading order contribution. However, the k 2 Wilson's terms [24] [25] [26] [27] are required to regularize the models for the calculation of topological invariants [8, 9] . Moreover, numerical (finite differences) implementations of klinear models face the fermion doubling problem [28] [29] [30] [31] . For finite systems (e.g., nanoribbons), the Dirac models allow for a variety of possible non-trivial boundary conditions, depending on the broken symmetry that imposes the confinement [32, 33] , as initially discussed by Berry & Mondragon [34] . However, if the k 2 corrections are included in the model, one expects that the only allowed boundary condition is that of a vanishing envelope function at the edges. Therefore, we ask: How the different k-linear boundary conditions can be translated to models that account for the k 2 corrections?
In this paper we investigate this question to show that the proper choice of the k 2 Wilson's correction induces the desired boundary conditions on Dirac-like (k-linear) Hamiltonians. In the first part of the paper we establish our results on a generic model that applies for all Dirac-like materials. We formulate this discussion using group theory arguments, thus emphasizing its generality, while providing a recipe on how to apply our ideas to different materials. Later, we apply our method to the well known graphene zigzag and armchair nanoribbons. Indeed, graphene is an ideal material to test our findings due to (i) the formation of edge state bands connecting the K and K valleys on the zigzag case; and (ii) the contrast between gapped and gapless dispersions of armchair nanoribbons with different widths. We show that our systematic approach allow us to derive and generalize the Brey & Fertig boundary conditions [35] from symmetry constraints, which is more general than the usual analysis of the atomistic terminations, thus extending the derivation of boundary conditions to naturally include spinful systems (e.g. PbSe and SnTe TCIs).
In a previous paper [36] , our group has shown that the k 2 Wilson's mass term [24] allows for a simple elimination of the numerical fermion doubling problem on finite differences implementations [28] [29] [30] [31] . A similar proposal is established in Ref. [30] , however their choice of Wilson's term undesirably breaks time-reversal symmetry. In Ref. [36] , it was suggested, and shown as a conjecture, that the proper choice of the k 2 term avoids this undesired broken symmetry. Here, we prove this conjecture and extend it to show how it can be used to either (i) derive non-trivial boundary conditions for Dirac-like materials on k-linear models; or (ii) properly regularize the Dirac-models on a lattice by choosing the appropriate k 2 Wilson's term that accounts for the desired type of boundary condition.
The band structures from the effective Hamiltonians are compared with ab initio results obtained from density functional theory (DFT). The effective Hamiltonians are obtained with support from Qsymm python's package [37] , and the tight-binding models are implemented with Kwant python's package [38] . All codes, input and data files are available as Supplemental Material [39] . For the DFT simulations, we use the generalized gradient approximation (GGA) for the exchange and correlation functional [40] . Fully relativistic j-dependent pseudopotential, within the projector augmented wave method [41] , was used in the non-colinear spin-DFT formalism self-consistently. We use the Vienna AB initio Simulation Package (VASP) [42, 43] , with plane wave basis set with a cut-off energy of 400-500 eV. The Brillouin zone is sampled using a number of k-points such that the total energy converges within the meV scale. The optimized force criteria for convergence was less than 0.01 eV/Å.
II. GENERIC MODEL
Effective models can be obtained from symmetry constraints imposed by method of invariants [44] , which is equivalent to a k · p envelope function approach, yielding a matrix expansion of the Hamiltonian H ≡ H(k) in powers of the momentum k. For Dirac-like materials, one might truncate the expansion on the leading order (k-linear terms), for which the confinement is set by nontrivial boundary conditions [32] [33] [34] [35] [36] (see § II B). However, the k 2 corrections play a significant role in numerical simulations, allowing for a simple elimination of the fermion doubling problem [28, 29, 36] . Moreover, a conjecture introduced in Ref. 36 states that the matrix form of the k 2 term is related to the hard-wall boundary conditions [34] . In this section we prove this conjecture on a generic, yet complete formulation in terms of a minimal model.
To guide our discussions, let us consider an onedimensional system given by the generic Hamiltonian
which is defined along x, and k = −i∂ x . The k-linear term gives the Dirac-like dispersion at low energies with Fermi velocity v F . The k 2 correction introduces the Wilson's mass m [24, 36] . The last term is a softwall confining potential given by a symmetric profile
, where Θ(x) is the Heaviside step function, and V 0 is the intensity. This profile defines the physical system within the inner region |x| < L, while on the outer region (|x| ≥ L) it opens a gap 2|V 0 |. Later, we will consider the hard-wall limit |V 0 | → ∞, which excludes the outer region from the physical domain. The U k , U w , U c are hermitian matrices defined by the symmetry constraints imposed on H, which will be discussed throughout the next sections. Namely, U k defines the kinetic energy term, U w the type Wilson's mass, and U c sets the form of confinement.
A. Symmetry constraints: Uw ≡ Uc Let us consider that our generic system, hence H, is invariant under a symmetry group G, which is composed by two types of symmetry operations: S + and S − . The S + operators leave x invariant, while S − takes x → −x. Therefore, it follows the transformations S ± xS
The last one is a consequence of the symmetric form of V (x) introduced above. Imposing that H is invariant over the full group G, (i.e., S ± HS −1 ± = H), one obtains the symmetry constraints for the matrices of H,
which define the symmetry allowed matrices U k , U w and U c . Here [·, ·] and {·, ·} are the commutator and anticommutator operations, and D ψ (S ± ) are the matrix representations of S ± in the Hilbert space. Since U w and U c satisfy the same symmetry constraints in Eq. (2), it follows that U w ≡ U c up to an arbitrary proportionality constant that can be absorbed into the coefficients m or V 0 . This equivalence between U w and U c was assumed truthful, but not rigorously proven, in Ref. [36] .
B. Hard-wall boundary conditions
The appropriate hard-wall boundary condition depends on the order of the differential equation. For our generic effective model H in Eq. (1), the Schrödinger equation HF (x) = EF (x) has order 2 if m = 0, or order 1 if m = 0. Here, F (x) is an envelope spinor [44] . In all cases, the energy E = F | H |F must be bounded and well defined. Consider H from Eq. (1), with a simplified single boundary profile V (x) = V 0 Θ(x). On the outer region x > 0 the gap |2V 0 | yields evanescent solutions at low energies, i.e. F (x > 0) ∼ F 0 e −x/λ , where F 0 is the spinor at x = 0. If the k-linear term dominates the low energy band structure, the penetration length λ ≈ v F /|V 0 |. In the hard-wall limit |V 0 | → ∞ and λ → 0, thus near the interface x ≈ 0 we can write
. Considering only the x ≈ 0 range on the integrals in E = F | H |F , it can be shown that the contributions from the k-linear and potential V (x) terms are finite, while m F | U w k 2 |F ≈ −mF † 0 U w F 0 δ(0) is ill defined due to the δ(0). Therefore, either m = 0 or F 0 = 0. In the first case, one gets a k-linear model with discontinuous F (x), while the second case yields a k 2 model with a continuous F (x) that vanishes at the hard-wall interface.
The discontinuous behavior of F (x) in k-linear Hamiltonians (m = 0) was first introduced in the neutrino billiards by Berry & Mondragon (BM) [34] , and further discussed in Refs. [45, 46] . Later it was applied to graphene [32, 33] and topological insulators [31, 36, 47] . Here, we cast the BM hard-wall boundary condition for H in Eq. (1) in a form that explicitly shows U k and U c as
Here ±L labels the hard-wall interfaces interfaces at x = ±L. Since F (±L) = 0, it is required that det(U k ± iU c ) = 0 [32] [33] [34] 48] . Additionally, as shown in Appendix A, U k and U c can be combined to form a hermitian matrix M = iU −1 k U c that must satisfy det(M ) = ±1. Therefore, one can choose to work with either the klinear formulation with nontrivial boundary conditions, or the k 2 model with trivial hard-walls. Respectively, these read
with F (±L) = 0. (6) Interestingly, these two approaches are equivalent, due to analytical properties of the boundary conditions discussed above, and the equivalence U w ≡ U c shown in the previous section. Thus, for the k-linear model of Eq. (5), the characteristics of the confinement appear on the BM boundary condition, while on the k 2 model of Eq. (6), it enters through Wilson's k 2 term. For the later case, the Wilson mass can be chosen within
which assures that the k-linear term dominates the lowenergy spectrum within the δ ε energy range and eliminates the fermion doubling problem on a lattice [36] . In the analytical limit, the pure Dirac-like model is restored as m → 0 [49].
III. GRAPHENE NANORIBBONS
Graphene nanoribbons [ Fig. 1 ] are ideal cases to present our findings on a concrete system, since its band structure and boundary conditions are well known [3, 35] . In Ref. In this section we systematically revise the BF boundary conditions. We find that it is equivalent to the BM boundary condition, given by a proper choice of U c , which is imposed by symmetry [32, 33] . However, for the metallic armchair case, we find that U c diverges, which is a consequence of the zero gap inconsistency mentioned above. Therefore, we propose a generalization of the BF boundary condition that fixes this inconsistency in both k-linear and k 2 approaches. Initially, let us consider the usual k-linear Dirac model of a full monolayer graphene. Later in Section III C, we introduce the k 2 model for the nanoribbons. The k · p expansion for graphene considers basis functions given by its solutions at K and K valleys, i.e., ϕ A (r), ϕ B (r), ϕ A (r) and ϕ B (r), where A and B label the sublattices. These are illustrated in Fig. 1(a) . Within the envelope function approximation [51] [52] [53] , the expansion reads
where f µ (r) and f µ (r) are the envelope functions, µ = {A, B} label the sublattices, q = k − K and q = k − K are the deviations from the K and K valleys in k-space. Bloch theorem requires ψ(r + R) = e ik·R ψ(r), where R = n 1 a 1 + n 2 a 2 (with n 1 , n 2 integers) is a Bravais translation of the monolayer. Since the Bloch phase in ϕ µ ( ) (r + R) = e iK ( ) ·R ϕ µ ( ) (r) cancels out the opposite phase in the q-exponentials, Bloch theorem is satisfied for a periodic f µ ( ) (r + R) = f µ ( ) (r). Up to leading order in k, the usual effective Dirac-like Hamiltonian is
The 4×4 H G (k) Hamiltonian acts on the envelope spinor
Notice that we write H G (k) in terms of the deviations q and q , such that the Dirac cones occur at k ∼ K and K . This notation will be useful to keep track of the nanoribbon confinement projections onto the k x (armchair) or k y (zigzag) axis in the next sections. There, the projections will retain the overall form of the ψ(r) expansion above, but they will change the definitions of q and q .
A. Revised Brey & Fertig boundary conditions
An elegant approach to the boundary conditions for graphene nanoribbons was introduced in Ref. [35] by Brey & Fertig (BF) . There, they propose that the envelope function must vanish at the sites that were removed to form the nanoribbons. Consequently, it depends on the atomic terminations, rendering different boundary conditions for the zigzag and armchair cases. We have recently used this approach to obtain boundary conditions for topological crystalline insulators [54] .
Next, we revise and generalize these boundary conditions for zigzag and armchair nanoribbons, and on the next section we show their equivalence to the U k and U c matrices on the BM approach. Complementary, the boundary conditions for confinement in arbitrary directions (beyond the zigzag and armchair) and different atomistic terminations were studied in Ref. [33] . Their results can be used to define general U k and U c matrices.
Zigzag nanoribbons
To model the zigzag nanoribbons we start from the bulk basis functions ϕ µ,µ (r), but with a modified ψ(r) expansion. Namely, replace q
( ) are the K and K projections into the zigzag k y axis, as shown in Fig. 1(b) . These k-projections also apply to q ( ) in H G (k) from Eq. (9). For simplicity, here we consider only this pristine form of H G (k). However, for narrow ribbons, symmetry-allowed corrections due to the finite size of the nanoribbons are relevant for an improved fit with ab initio data (see Appendix B).
The zigzag nanoribbon lattice is illustrated in Fig. 1 Since the p z orbitals are highly located at each carbon atom, the absence of B atoms at the left edge x = −W/2 yields ϕ B ( ) (R − ) ≈ 0, where R ± = (±W/2, y). Imposing
Moreover, the phase factors [see Fig. 1(a) ] and orbitals cancel out, i.e.
. Similar considerations follow for the B sublattice on the right edge, r = R + . Due to translational invariance along y, we can simplify f µ (r) → e ikyy f µ (x). Therefore, the boundary conditions for the zigzag nanoribbon envelope functions are
On the original discussion by BF [35] , they consider only a single valley (K or K ) on the ψ(r) expansion. Indeed, near the K valley f µ (r) ≈ 0 (with µ = A, B). Neglecting these contributions in Eq. (11), one immediately recovers their well known result f A (−W/2) = f B (+W/2) = 0. Similarly, for the K valley, one gets f A (−W/2) = f B (+W/2) = 0. Therefore, Eq. (11) is a generalization of the original BF boundary condition for the zigzag nanoribbon.
Armchair nanoribbons
For the armchair nanoribbons, confinement along y projects both K and K valleys intoΓ on the k x armchair axis, Fig. 1(b) . Therefore, the ψ(r) expansion in Eq. (8) is defined by q = q → k. As in the zigzag case above, these projections also apply to H G (k) in Eq. (9) .
The armchair lattice is shown in Fig. 1(d) . Confinement along y defines the length L 0 = (N A − 1)a/2, where N A is the number of atoms along the ribbon. The line of atoms removed to form the ribbon defines the effective length L = L 0 + a. Differently from the previous case, here both edge terminations contain atoms from the A and B sublattices. Consequently, all orbitals ϕ µ (x, ±L/2) = 0. In this case the system has translational invariance along y, thus f µ (r) → e ikxx f µ (y). Imposing ψ(x, ±L/2) = 0 for all x in Eq. (8), we get
where e ±iθ = ϕ µ (x, ±L/2)/ϕ µ (x, ±L/2) is the phase difference between the K and K solutions at the edges. On the BF approach [35] , they consider the bulk Bloch phase difference, yielding θ → θ BF = ∆K · L = (N A + 1)2π/3. However, since confinement breaks the Bloch periodicity along y, deviations from θ BF should be expected for narrow ribbons. Therefore, hereafter we consider Eq. (12) with an arbitrary θ as a generalization of the original BF boundary condition.
B. Equivalence between Brey & Fertig and Berry & Mondragon
The Brey-Fertig boundary condition discussed above, can be equally understood via the Berry-Mondragon formalism summarized in Eq. (4). To verify this equivalence, let us compare the BF and BM boundary conditions for the zigzag and armchair nanoribbons. Within the BM approach, the matrix U k multiplies the momentum k along the confinement direction, while U c must satisfy the symmetry constraints presented previously. For the zigzag nanoribbons, these are
where σ ν (with ν = 0, x, y, z) are Pauli matrices acting on the sublattice A/B subspace, and σ 0 is the 2 × 2 identity matrix. The parameter η is restricted to η = {0, 1} (see Appendix A), which identifies the particular boundary condition, as it is discussed below. In turn, for the armchair confinement,
Armchair nanoribbons. Substituting U A k and U A c (θ) from Eq. (14) into Eq. (4), one obtains Eq. (12) after straightforward manipulations. This establishes the equivalence between the BF and BM approaches. Interestingly, these are two drastically distinct approaches for the boundary condition. On the BF approach, one uses the atomistic terminations of the lattice to motivate the boundary condition. On the other hand, the BM approach is based solely on the symmetries of the lattice. (13) into Eq. (4), we reproduce our novel boundary conditions shown Eq. (11), plus an additional pair of equations f B (R − ) = f B (R − ), and f A (R + ) = f A (R + ), which are trivially satisfied since, ϕ A ( ) (R + ) ≈ 0 and ϕ B ( ) (R − ) ≈ 0. Second, for η = 1 the same procedure give us the original BF boundary condition for the zigzag confinement. Therefore, the two possible values of η = {0, 1} label our generalized boundary condition, and the original BF result. A comparison between the band structures of these two cases will be shown in the next section.
C. The k 2 model for graphene nanoribbons
To construct the k 2 model for the nanoribbons, we consider the symmetries of the armchair and zigzag lattices, Figs. 1(c) and 1(d). They are both invariant under the D 2h group. Additionally, we consider that the system is time-reversal symmetric and chiral. The matrix representations of these symmetry operations are built from the ψ(r) expansion in Eq. (8) . These, and the corresponding most general symmetry-allowed Hamiltonian are shown in Appendix B. Next, we first discuss a minimal k 2 model, which matches the usual k-linear model, but allows for simpler numerical implementations. Later, we use the full k 2 model to fit and compare the results with the DFT data.
Minimal k 2 models
A minimal model for the nanoribbons must contain only the bulk-like k-linear terms and the necessary k 2 corrections, which reads
for zigzag and armchair nanoribbons, respectively. The Dirac-like term h(k) is given in Eq. (9), and k ± = (k x , k y ±K) centers the Dirac cones into the K and K projections, Fig. 1(b) . The k 2 terms are defined by the
and masses m Z(A) . Since the k 2 -terms allow for a trivial boundary condition, i.e., ψ = 0 at the edges, it can be numerically implemented via simple finite differences schemes [36] . Hereafter, all results were obtained discretizing the coordinates with ∼ 100 points, and the Wilson's masses are chosen on the mid-range of Eq. (7).
For zigzag nanoribbons, Fig. 2 compares the generalized (η = 0) and original (η = 1) BF conditions. Indeed, the ideal results are given by η = 0 in Fig. 2(a) . Here, the absence of fermion doublers is due to their hybridization nearX [ Fig. 2(b) ], which drives the doublers towards high energies as m Z increases. On the other hand, for η = 1 the Hamiltonian H Z splits into uncoupled K andK blocks, each showing an independent doubler [ Fig. 2(c) ]. Since there is no hybridization, the doublers will always occur at k even staggered-lattice implementations are able to fully eliminate the doublers in this case [28, 29] . Notice that in the analytical k-linear limit δ x → 0 and the doublers are eliminated as k doubler y → ±∞, thus justifying the use of the original BF boundary conditions in analytical calculations. For k y ≈K, the envelope functions F (r) for η = {0, 1} match well, as shown in Fig. 2(d) -(e). For η = 0 a smallK −K hybridization occurs, which is absent for η = 1 due to the block form of H Z . In contrast, the F (r) of the doublers show nonphysical oscillations with a period given by the numerical step size δ x [dotted lines in Fig. 2(e) ].
For the armchair nanoribbons, the boundary condition is set by θ. The original BF θ → θ BF = (N A + 1)2π/3 gives a qualitatively correct picture for the armchair gap ∝ 1/L. However, it predicts that the bands for N A = 3p and 3p+1 (for integer p) are degenerated, while for N A = 3p + 2 it is identically gapless [50] . However, as discussed above, the confinement breaks Bloch periodicity and a deviation from θ BF is expected. Therefore, in Fig. 3 we consider θ = θ BF + ∆θ. Within the k-linear model, the armchair gaps are
Indeed, the DFT data for the gaps obey these expres- sions, i.e. E N A ∝ 1/L, as shown in log-log scale in Fig. 3(a) . The linear coefficient of these lines give us constraints between v F and ∆θ, which we use to establish the correction ∆θ to the BF boundary condition shown in Fig. 3(b) . Considering v F = 0.8 × 10 3 nm/ps (see fits in the next section), we solve the k-linear and k 2 models with the corresponding ∆θ ≈ 20
• , and both match well the DFT gaps in Fig. 3(c) . Here, we have used a constant v F for all N A for simplicity. However, v F may change as a function of N A due to finite size effects. Consequently, ∆θ must also be N A -dependent, while obeying the constraints from Figs. 3(a) and 3(b) .
The comparisons above show that our k 2 models [Eqs. (15) and (16)] generalize the usual graphene Dirac model and the BF boundary conditions. On the zigzag case, the η = 0 model couples theK andK valleys, such that the edge state branch is restricted to its correct interval in Fig. 2(a) , while in the usual BF case they are uncoupled, yielding edge state branches that extend towards k y → ±∞. Indeed, both models would match identically if the valley projections are driven far apart in Eq. (15) . For the armchair case, the BF model is recovered for ∆θ → 0, yielding the zero-gap for the N A = 3p + 2 metallic case, and degenerate 3p and 3p + 1 gaps.
Full k 2 model: fitting the DFT data
While the minimal k 2 model above provides a sufficient approach to regularize the Dirac models on a lattice, it is also insightful to investigate the full k 2 model in comparison with DFT results. The derivation of the most general symmetry allowed Hamiltonian for graphene up to k 2 is shown in Appendix B. In a general compact notation, it reads
The matrices U ij = τ i ⊗ σ j are set in terms of the Pauli matrices τ ν (with ν = 0, x, y, z) acting on the K/K valley subspace, and σ ν acting on the sublattices A/B. The first line in Eq. (20) contains the Dirac-like terms. For armchair k ± = k, while for zigzag it sets the valley projections as discussed in the previous section. The second line shows the most general form of the k 2 terms. For armchair ribbons, the BM boundary conditions constrain m A1 = m A cot θ and m A2 = m A csc θ. Similarly, for zigzag m Z1 = m Z η and m Z2 = m Z (1 − η). The third line shows the extra terms that allow for a fine tuning of the band structure. The ∆ term couples the projected cones from K and K valleys, the velocity µ couples the dispersions at finite k, and m xy is a trigonal correction for the masses. To illustrate the results from the full k 2 model, we have considered a medium-sized armchair nanoribbon with N A = 48 (type 3p), as shown in Fig. 4 . The parameters used to obtain the figures, and equivalent results for N A = 49 (3p + 1), N A = 50 (3p + 2), and for the zigzag case are shown in Appendix B.
In Fig. 4(a) -(c) we compare the DFT band structure with the k-linear BF model, tight-binding (implemented with the Kwant code [38] ), and our full k 2 model, respectively. As expected, at low energies all models agree reasonably well with the DFT data. However, for |E| 0.5 eV discrepancies are visible in all cases. The DFT data shows two sets of quantized cone dispersions with different parabolicities. This is not captured by the k-linear model. The tight binding model captures these features, but the band edges are shifted. The k 2 model provides a better fit up to |E| ∼ 0.75 eV.
The densities of the first and second conduction subbands are shown in Figs. 4(c)-(d) . The DFT data show peaks at atomic positions. For the models, the envelope functions are extracted from Eq. (8),
where the phase factors arise from the ϕ µ ( ) (r) phases in Fig. 1(a) . These are highly oscillating envelopes, thus in Figs. 4(c)-(d) we plot them only at the atomic positions, showing an excellent agreement with the DFT data. These also agree with the tight binding densities [55] for the low-energy subbands. 
IV. SPINFUL CASE: TOPOLOGICAL CRYSTALLINE INSULATORS
Graphene has a very weak spin-orbit coupling [1] [2] [3] . Therefore, to illustrate our results on a spinful system, let us instead consider a monolayer of PbSe, which is a topological crystalline insulator (TCI) [11, 56, 57] . The effective model for this material was derived in Ref. [54] up to k 2 . Hereafter we follow the notation from this reference. For simplicity, we restrict the discussion to the PbSe nanoribbons of types A, B and C, Fig. 5 , while generalizations for ribbons D and E (defined in Ref. [54] and not shown here) are straightforward.
The lattices from ribbons A and B are invariant under the point group D 2h , while for ribbon C the symmetry is reduced to C 2v . Therefore, the sole difference between ribbons A and B is their atomic terminations [see Fig. 5 ], which shall reflect on their boundary conditions. For ribbon C, one edge is equivalent to that of ribbon A, and the other is of the B type. Consequently, due to the reduced symmetry, ribbon C admits extra terms in the Hamiltonian.
The model of PbSe monolayers [54] around the X point of the Brillouin zone is defined on the basis functions {ϕ xz,↑ (r), ϕ xz,↓ (r), ϕ x,↑ (r), ϕ x,↓ (r)}, where the xz and x indices refer to the symmetries of the orbitals, and ↑, ↓ label the spin states along z. Thus, similarly to Eq. (8), the wave-function ψ(r) expansion is given by these basis functions multiplied by the kphase e i(k−X)·r and the envelope spinor
Here we already assume a plane-wave along x, since the confinement in along y in Figs. 5(a)-(c) .
Considering an isotropic limit for simplicity, the minimal k 2 effective model for ribbons A, B and C, confined along y and extended along x, is
The matrices U ij = τ i ⊗ σ j are set by Pauli matrices acting on the orbital (τ ν ) and spin (σ ν ) subspaces, ∆ is the gap at k = 0, α defines the Fermi velocity, and m is Wilson's mass. The coupling ∆ C is only allowed for ribbon C. Since the confinement is along y the kinetic matrix U k = U xx , yielding det[U k ± iU c (ρ, θ)] = 0, as expected. The boundary conditions are defined by the continuum parameters ρ and θ. For ribbons A and B, θ ≡ 0. The effects of the boundary condition parameter ρ and θ on the band structure is shown in Fig. 5(d)-(f) . Here we consider ∆ and α/∆ as the energy and distance units. For m > 0 the system is trivial, thus there are no states within the gap |E/∆| < 1 in Fig. 5(d system becomes topologically non-trivial with a mirror Chern number n M = −2 [54] , yielding two Dirac cones (degenerate for θ = 0). In this case, the states seen within the gap in Fig. 5 (e) refer to the crossing point of the Dirac dispersion seen in Figs. 5(e1) and 5(e2). The system is chiral for ρ = 0, while for finite ρ the broken chirality is a consequence of the distinct atomic terminations of ribbons A and B [54] . For ribbon C we can consider ρ = 0 for simplicity and allow θ to vary. This is shown in Fig. 5(f) . In this case, both θ = 0 or ∆ C = 0 break the degeneracies between the Dirac crossings, as seen in Fig. 5(f1) . These results are equivalent to those from Ref. [54] , where a BF-type boundary condition was proposed.
Complementarily, within the k-linear model (m = 0), the BM approach for the boundary conditions [U k ± iU c (ρ, θ)] · F (x, ±L/2) = 0 yields,
Interestingly, this boundary condition implies a spinorbital admixture, as it couples opposite spins ±σ and orbitals x/xz [58] . In Ref. [47] , this type of constrain leads to a spin texture across the ribbon.
V. CONCLUSIONS
We have shown how the k 2 Wilson corrections not only regularize the Dirac-like models on a lattice, but are directly related to the boundary conditions of finite systems. Considering the symmetries of the finite size system (e.g., nanoribbons), the choice of Wilson's corrections are not arbitrary. Indeed, we show that the symmetry allowed k 2 terms are equivalent to the non-trivial boundary conditions from Berry & Mondragon [34] , thus providing a recipe to regularize the Dirac model by including the k 2 term compatible with the desired boundary condition. This hidden connection between Wilson's k 2 term and the boundary conditions were taken as a conjecture in Ref. [36] to propose a simple method to eliminate the fermion doubling problem. Here, our systematic derivation now proves this conjecture.
Applying this methodology for graphene, we have found a generalization of the Brey & Fertig boundary conditions [35] . For the zigzag nanoribbons, the K-K coupling induced by the boundary condition restricts the edge state bands to lie within these valleys. More interestingly, for the armchair case, it introduces ∆θ as a deviation from the bulk Bloch phases. Particularly, for the "metallic" armchair case a finite ∆θ eliminates the nonphysical gapless band structure [50] . Additionally, for the spinful systems (e.g., PbSe TCI) our approach allow for simple derivation of the spinful boundary conditions.
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