This paper considers the beamspace channel estimation problem in three-dimensional (3D) lens antenna array under a millimeter-wave communication system. We analyze the focusing capability of the 3D lens antenna array and the sparsity of the beamspace channel response matrix. Considering the analysis, we observe that the channel matrix can be treated as a two-dimensional (2D) natural image; that is, the channel is sparse and the changes between most of adjacent elements are subtle. Thus, for the channel estimation, we incorporate an image reconstruction technique called sparse noninformative parameter estimator-based cosparse analysis approximate message passing for imaging (SCAMPI) algorithm. The SCAMPI algorithm is faster and more accurate than earlier algorithms such as orthogonal matching pursuit and support detection algorithms. To further improve the SCAMPI algorithm, we model the channel distribution as a generic Gaussian mixture (GM) probability and embed the expectation-maximization learning algorithm into the SCAMPI algorithm to learn the parameters in the GM probability. We show that the GM probability outperforms the common uniform distribution used in image reconstruction. We also introduce a phase-shifter-reduced selection network structure to decrease the power consumption of the system and prove that the SCAMPI algorithm is robust even if the number of phase shifters is reduced by 10%.
communication channels than currently used bands in commercial wireless systems, however, the penetration losses are larger on the mmWave than on the lower-frequency wave [1] [2] [3] [4] . Therefore, a large antenna array with highly directional transmission/reception should be made to compensate for the high penetration losses [5] , [6] . However, hardware complexity and power consumption are large because of the use of large antenna arrays [7] . Several architectures have been proposed to solve the hardware constraints in mmWave communication, including the hybrid analog/digital precoding combining architecture using phase array or lens [8] [9] [10] [11] [12] and the low-resolution ADC architecture [13] .
Among these architectures, the lens antenna array is one of the most interesting architectures because it has many advantages over the common antenna array [14] , [15] . In particular, the lens can operate at very short pulse lengths and scan wider beamwidths than any previously known device [14] ; furthermore, the lens is capable of forming low sidelobe beams [15] . Given these advantages, the lens antenna array was introduced into mmWave communication systems as transmit/receive front ends in [16] [17] [18] . Implanting the lens antenna array into hybrid analog/digital precoding combining architecture also showed good promise [24] [25] [26] . Brady et al. [24] introduced the concept of beamspace channel model and the lens antenna array-based architecture of continuous aperture-phased (CAP)-MIMO transceiver. Since the CAP-MIMO transceiver can obtain signals directly in the beamspace through an array of feed antennas arranged on the focal surface of the lens, transceiver complexity can be reduced dramatically [24] . Recently, Zeng and Zhang [25] claimed that the array response of the 2D lens antenna array at the receiver/transmitter follows a "sinc" function. Furthermore, the 3D lens antenna array response was derived from [26] , which was given by the product of two "sinc" functions. This analytical result is consistent with that reported in prior studies [27] [28] [29] .
Studies on [24] [25] [26] focused on the transmission architecture for lens-based mmWave systems. Under the 3D lens antenna array setup, the mmWave lens system has both azimuth and elevation angle resolution capabilities. The "sinc" type function infers that for a given angle of arrival (AoA)/departure (AoD) of the received/transmitted signal, only those antennas located near the energy focusing point receive/transmit significant power. We call the aforementioned phenomenon energy-focusing capability of the 0090-6778 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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electromagnetic (EM) lens. The energy-focusing capability of the EM lens antenna array, together with the multi-path sparsity of the mmWave channel, bring new techniques for mmWave communication systems, especially in channel estimation techniques.
In this paper, we focus on the channel estimation in 3D lens-based mmWave systems. Channel estimation problems for the lens mmWave system is challenging, especially when the antenna array is large and the number of RF chains is limited. Several works utilize CS techniques to solve the beamspace channel estimation problem in the mmWave MIMO system [30] [31] [32] [33] [34] [35] [36] [37] , where CS techniques bring numerous benefits. Alkhateeb et al. [30] revealed that by using CS channel estimation algorithm, the system operation required a relatively smaller training overhead than the systems using exhaustive narrow beam scanning. To adapt to various channel estimation scenarios, several CS algorithms have been introduced. Algorithms such as LASSO [31] and orthogonal matching pursuit (OMP) [32] were introduced by Alkhateeb et al. [30] for single-user channel estimation [33] . Then, Rao and Lau [34] , Shi et al. [35] , Nguyen and Ghrayeb [36] , [37] , and Wen et al. [38] considered multi-user systems. A joint OMP recovery algorithm performed at BS was proposed by Rao and Lau [34] . Nguyen and Ghrayeb [36] claimed that quadratic semi-defined programming algorithm outperforms existing algorithms in estimation error performance or training transmit power. However, the aforementioned algorithms are not optimal for lens-based mmWave systems because the lens antenna array has energy-focusing capability, and the received signal matrix from the lens antenna array is characterized by sparsity and concentration [25] , [26] , as shown in Fig. 1 . Thus, the channel estimation algorithm complexity can be simplified and the performance can be improved further. For example, Dai et al. proposed a reliable support detection (SD)-based channel estimation scheme for mmWave lens systems, which performed better than the OMP algorithm. However, the SD algorithm only utilized the sparsity feature of the channel, and did not consider the clustering feature of the paths.
In this study, we consider the sparsity of the beamspace channel vector and the clustering feature of the paths, and design high-performance channel estimation algorithms based on image reconstruction techniques. Our design leverages a simple observation: the channel of the 3D lens antenna array system can be seen as a 2D matrix, and the 2D channel matrix can be treated as a 2D natural image, which shows piecewise-continuity. The piecewise-continuity indicates that large regions of the signal support, which are constant or slowly varying, are interspersed with singularities of rapid transitions. To better explain this concept, we randomly generate a channel with two main paths, and draw the pseudocolor picture of the amplitude of the 2D channel matrix. The entries with the stronger amplitude are painted with a relatively darker color. Fig. 1 depicts the beamspace channel for the lens-based millimeter-wave system as determined by the lens antenna array response vector, which is the product of two "sinc" functions [26] . In the figure, the values of the white entries are nearly zero, which denote constant or slowly Fig. 1 . Illustration the amplitude of channel matrix. We assume that two paths exist, and the effective entries are concentrated in squares in channel matrix painted with colors. Except for the values in these entries, the values of other white entries are nearly zero. varying regions. The values of entries painted with colors are large, which denote singularities of rapid transitions. Hence, the beamspace channel matrix shows piecewise-continuity. The sparsity feature of the channel means most entries of the channel matrix are zero. The clustering feature indicates that the different paths sometimes cluster together, as shown in Fig. R1(b) , where two paths are extremely close to each other. We obtain two observations: 1) most entries of the channel matrix can be ignored as zero, and 2) the changes between most of the adjacent elements in the channel matrix are subtle.
Inspired by these two observations, we employ a method called SCAMPI to the channel estimation. "SCAMPI" is the abbreviation of "sparse non-informative parameter estimatorbased cosparse analysis āpproximate m essage-passing (AMP) for īmaging", which was used in compressive image reconstruction [42] . Our design builds on the insights learned from image reconstruction, but it is the first to enable channel estimation, and at an accuracy suitable for 3D lens antenna array in the mmWave communication system. In Section III, we explain how we formulate the system model that incorporates SCAMPI to estimate the channel. We further embed SCAMPI into the system that overcomes additional practical challenges. In particular, to perform SCAMPI, the exact prior distribution of the channel and the noise variance are required. To address the issues, we model the channel distribution as a generic L-term Gaussian mixture (GM) probability distribution as that in [44] and use expectation-maximization (EM) algorithm to learn the GM parameters [43] [44] [45] [46] .
The contributions of this paper are as follows:
• We formulate the channel estimation problem in the 3D lens antenna array that can incorporate the SCAMPI algorithm to estimate the channel. We show that the SCAMPI algorithm can perform more effectively than other existing algorithms. To the best of our knowledge, this paper is the first study that demonstrates the channelestimation bridging to an image reconstruction technique. • The value of each pixel in an image basically obeys uniform distribution. However, we observe that the channel responses follow nearly sparse Gaussian distribution in real life. Therefore, we replace the uniform prior distribution of channel responses with the sparse Gaussian distribution. The replacement introduces a practical challenge because several unknown parameters (such as sparsity rate, mean, and variance) appear in sparse Gaussian priori probability distribution function. Thus, we introduce the EM learning algorithm to find the (locally) maximum likelihood estimates of the parameters. The EM learning of the parameters is then deduced. The result reveals that, with the help of the EM learning algorithm, the sparse Gaussian is more suitable to be priori probability distribution than the uniform distribution used in images. • We introduce a new phase-shifter reduced measurement matrix structure in which a random part of the phase shifter is disconnected from the entire network. The new structure can reduce the power consumption of the system. We analyze the effect of the measurement matrix structure on the performance of the SCAMPI algorithm.
The simulation results show that the SCAMPI algorithm is robust even if the number of phase shifters is reduced by 10%.
The rest of this paper is organized as follows. In Section II, we derive a 3D lens antenna array-based mmWave system model and introduce a new phase-shifter-reduced selection network structure. The SCAMPI algorithm is introduced in Section III, and the priori probability distributions of channel responses are also discussed. In Section IV, we embed the EM learning algorithm into the SCAMPI algorithm and deduce the update expression of parameters in each iteration. The simulation results are discussed and compared in Section V. Finally, we conclude the paper in Section VI.
Notations: Throughout this paper, uppercase boldface A and lowercase boldface a denote matrices and vectors, respectively. For any matrix A, the superscripts A T and A H stand for the transpose and conjugate-transpose, respectively, and a m,n denotes the (m, n)th element in matrix A. If A is a nonsingular square matrix, its matrix inverse is denoted as A −1 . An identity matrix is denoted by I or I N if it is necessary to specify its dimension N. For a vector a, the 2-norm is denoted by a 2 . For a set E, |E| represents the number of elements in set E. δ(·) denotes the Dirac delta function, and sinc(x) = sin(π x) π x denotes the "sinc" function. For a Gaussian random vector z, z ∼ N (u, σ 2 I) denotes the probability distribution function for z with mean vector u and covariance matrix σ 2 I. In addition, the expectation operators are denoted by E{·}. a denotes the largest integer no greater than a, and a denotes the smallest integer no smaller than a.
II. SYSTEM MODEL
We employ a 3D mmWave lens antenna array, which has both azimuth and elevation angle-resolution capabilities. As illustrated in Fig. 2 , the BS has one lens equipped with a M × N antenna array, and the M N antennas are connected to the Q RF chains through the Q × M N selection network. In contrast to the conventional selection network, which uses the fully connected phase shifters ( Fig. 3(a) ), a phase shifter-reduced adaptive selection network ( Fig. 3 (b)) is introduced [40] , in which some phase shifters are switched off. Specifically, the selection network can be expressed by a Q × M N matrix W with each entry being either 0 or ±1. The advantage of this architecture is that it can be easily configured for beam selection in the data transmission phase and for combiner in the channel estimation phase.
For ease of expression, we consider the system model with a single user. The system model can be easily extended to deal with the case with multiple users as long as the pilot signals for different users are orthogonal in time. In the uplink training phase, the user sends training symbol s to the BS, and then the received signal vector at the BS is given by
where n ∼ N (0, I) is a Gaussian noise vector, and h ∈ C M N×1 is the beamspace channel vector. Before proceeding, we first specify the beamspace channel vector h in the lens antenna array system. Given the severe path loss and blockage for millimeter waves, rich scattering environments are not possible for millimeter-wave communication. Thus, most related works, such as [4] and [19] [20] [21] , adopt the Saleh−Valenzuela channel model (aka multi-path 
where N a is the number of antennas, L is the number of paths, and α (l) is the complex path gain of the lth path. In addition, φ (l) y and φ (l) z are azimuth and elevation AoAs of the incident plane wave, respectively, and a(φ
is the antenna array response vector. 1 We adopt the Saleh−Valenzuela channel model for simplicity of exposition, and each scattering cluster around the transmitter and receiver is assumed to contribute a single propagation path. Our proposed channel estimation algorithms can also be used in the extended Saleh−Valenzuela channel model
) [22] , [23] , where L denotes the number of clusters and M l denotes the number of correlated sub-paths of the l-th cluster. One cluster in the extended Saleh−Valenzuela channel model is equal to one path with greater scope (or is equal to The lens antenna array response is determined by its geometry. We consider the EM lens as depicted in Fig. 4 , where D y and D z are the length and height, respectively. We assume that the thickness of the EM lens is negligible. The M × N antenna array is placed on the focal plane with radius F shown as the red line in Fig. 4 
is an arbitrary point on the focal plane, represented by the spherical coordinate system, then we obtain
shown in Figure 4 . The angles of the incident plane wave are described by 2-tuple (φ y , φ z ). Let λ represent the wave length of the incident plane wave, and the following new variables are introduced:D y = D y /λ,D z = D z /λ, and √ A = λ/ D y D z . Then, the receiver antenna array response is characterized by [25] aθ
whereθ y = sin θ ,θ z = sin ϕ cos θ ,φ y = sin φ y and φ z = sin φ z . Note that the antenna array response is the product of two "sinc" functions, and these functions achieve their maximum values whenθ y =φ y andθ z =φ z , respectively. This property means that when we place an antenna near the point (φ y ,φ z ) on the focal plane, the antenna receives the maximum power.
The focal plane has infinite points. However, in practice, we only place finite antennas on the focal plane. We place M × N antennas on the focal plane, where the index of the antenna is (m, n). Let m =θ yDy with m ∈ {0, ±1, . . . , ± M−1 2 } and M = 1 + 2D y , and n =θ zDz with n ∈ {0, ±1, . . . , ± N−1 2 } and N = 1 + 2D z . As a result, the antenna array response sampled at the (m, n)-th antenna element is given by
Clearly, when m and n are close toD yφy andD zφz , respectively, a m,n (φ y ,φ z ) reaches the maximum value. Therefore, 
From (4), we define the array response matrix
The number of antennas in the lens antenna array is N a = M N. Therefore, when (2) and (5) are combined, the channel matrix for the 3D lens system is given by
If several paths with different AoAs exist, several large values should appear in the entries of H. By vectorizing H, we obtain the beamspace channel vector h in (1). In Fig. 1 , we have shown the amplitude of H in which the channel possesses two paths. The entries with stronger amplitude are painted with a darker color. As expected, most entries can be ignored as zero because of the small proportion of the energy contribution. The sparsity nature of h motivates us to use the compressive sensing technique for the channel estimation. Given the selection network W, the selected signal r ∈ C Q×1 turns into r = Wy.
Substituting (1) into (7) results in
where n eff = Wn is the effective noise. In this paper, W ∈ C Q×M N is obtained by selecting a set of rows from a column-and row-permutated Hadamard matrix. Moreover, we assume n eff ∼ N (0, I Q ). Since s is known at the receiver side, we can easily remove its effect by multiplying 1/s on the right side of (8). Therefore, for ease of notation, we simply set s = 1 in this paper. Then, we obtain
Our main task is to estimate h from r given the selection network matrix W.
We further illustrate the expansion of our system model to the scenario with multi-antenna users. Actually, the system model can be easily extended to deal with the case involving multi-antenna users. Take a multi-antenna user as an example, the system model can be easily extended to deal with the case with multiple users as long as the pilot signals for different users are orthogonal in time. We assume that the user is equipped with a uniform linear array (ULA) and that the channel model in (2) changes to
where N r is the number of receive antennas, N t is the number of transmit antennas, L is the number of paths, and α (l) is the complex path gain of the lth path. In addition, a Rx (4), and a Tx (ϕ (l) ) is the ULA response given by
where ϕ (l) is the lth path angle-of-departure (AoD) of the transmitter, λ is the wavelengh, and d is the distance between two neighboring antennas. Then after the selection network, similar to (8), we obtain
where X is the pre-design pilot matrix. Vectorizing R, we have
Similarly, we can estimate vec(H) from vec(R) given the selection network matrix X T ⊗ W. With a well-designed pilot matrix X, the measurement matrix X T ⊗ W can be used in the following proposed algorithms.
III. SCAMPI-BASED BEAMSPACE CHANNEL ESTIMATION
In this section, we apply the SCAMPI method [42] to the channel estimation. Our motivation is based on the fact that elements in the channel matrix are continuous like pixels on a 2D image; thus, changes between most of adjacent elements (i.e., horizontal and vertical neighbors) in the channel matrix should be subtle. Therefore, we can exploit the correlation between the adjacent elements to improve channel estimation performance.
To apply SCAMPI to the channel estimation, we go through three key steps as summarized in Table I . In Step 1, we formulate the estimation problem by introducing auxiliary variables so that the information on changes between adjacent entries in the channel matrix can be considered. This additional information plays a critical role in improving the accuracy of the estimation results. After formulating the estimation problem into a linear model, we can employ the Bayesian estimator.
In Step 2, we analyze the probability distributions of the channel responses and auxiliary variables because the Bayesian estimator requires knowing the distribution of the concerned variables. Some of the prior parameters in Step 2, such as the noise variance, are unknown but required. In Step 3, we learn the noise variance through Bethe free energy, which improves the robustness of the SCAMPI algorithm to the model uncertainty. Detailed theoretical analysis of each step will be explained in the sequel.
A. System Model With Auxiliary Variables
To apply SCAMPI to the system model (9), we first introduce the auxiliary variables d that contain the information on changes between adjacent entries, i.e.,
where E is the set of all index pairs (i, j ) as h i and h j are adjacent. To obtain an idea on d, we take a 4 × 4 channel matrix H as an example illustrated in Fig 
be a 12 × 16 matrix. Then, D h h corresponds to h i − h j in the left part of Fig. 5 . Similarly, let
be a 12 × 16 matrix. Then, D v h corresponds to h i − h j in the right part of Fig. 5 . We can infer from the above example that in general the row dimensions of D h and D v are M × (N − 1) and N × (M − 1), respectively. Therefore, we have
Let
Then, we obtain the following relation:
Combining (9) and (19), we obtain
where e = 0. Since the changes between adjacent channels should be subtle, we assume that d is a sparse vector, i.e., most of the elements of d are zero. To reflect the possibility error on this assumption, we consider e as an error vector. Specifically, e is assumed to be a Gaussian vector with zero mean and variance ϒ, i.e., e ∼ N (0, ϒI |E| ). The setting of e can make the algorithm robust to the model error. Leť
The system model (20) can be expressed in compact form aš
B. Conditional Mean and Variance Estimator
After obtaining (22), we can apply the (classical) AMP algorithm to obtain the Bayesian inference ofȟ fromř. To this end, one has to know the distribution ofȟ. Vectorȟ consists of two parts, h and d, as shown in (21) . According to the fact that the difference between adjacent elements is small, we can assume a sparse non-informative parameter estimator (SNIPE) prior P SNIPE for elements in d [43] . The priori probability density function (pdf) of elements in d is given by
where
is a proper scale and ω is a free parameter. For ease of analysis and simulation, we set ω = 0. In addition, is the prior variance of vectorȟ. When we view the channel matrix as a large dimension image, we can assume the pixels (actually are channel entries) are mutually independent. Therefore, with the assumption that d i are mutually independent, the pdf of vector d is given by We denote the pdf of elements in h as P(h i ), and with the assumption that h i are mutually independent, the pdf of vector h is given by
Then, we discuss the specific probability distribution of h.
As mentioned, the elements in the channel matrix can be viewed as pixels for the image. Based on the fact that the value of each pixel obeys uniform distribution, we preliminarily assume that the elements of h follow a uniform distribution. Therefore, the pdf of h is
where U represents uniform distribution.
In fact, as we observe in Fig. 6 , we can easily realize that the channel vector h is approximately sparse in which the vast majority of the elements in h are nearly zero. Therefore, we further assume that the elements of h follow the sparse Gaussian distribution. The sparse Gaussian distribution of h is given by
where ξ represents the sparsity rate. In contrast to the uniform distribution, the parameters (ξ, a, v) of the sparse Gaussian distribution in (28) are unknown. Thus, we employ the EM algorithm embedded in SCAMPI to learn these parameters in the next section. We will compare the performance difference caused by the uniform distribution and sparse Gaussian distribution.
The prior distribution function ofȟ is given as follows
To deduce the conditional mean and variance estimate ofȟ, we are required to know the posterior pdf P(ȟ|ř). Combining (21)− (22) , and (29), we obtain
where W μ and D ν represent μth row of W and νth row of D, respectively. Let i represent the element index in vectorȟ. The Bayes-optimal way to estimateȟ i that minimizes the MSE is given byĥ
where P(ȟ i |ř) denotes the marginal pdf of the i th variable under P(ȟ|ř). We observe that when i > M N, the priori probability distribution of elements inȟ follows SNIPE distribution. Meanwhile, when i ≤ M N, the priori probability distribution of elements inȟ can be divided into two cases: Case (i)ȟ i follows uniform distribution and Case (ii)ȟ i follows sparse Gaussian distribution. The optimal Bayes estimation (32) is not computationally tractable. To obtain an estimate of the marginal pdfs, we adopt the AMP algorithm in [43] , which is an iterative message passing algorithm. The implementation steps of AMP are listed in Algorithm 1. Lines 3-8 can be interpreted as computing the mean and variance ofȟ using the linear minimum mean-square error estimator under the measurement ofř. Lines 9-10 can be interpreted as computing the posterior mean and variance ofȟ under mean {R i } and variance { i }. Specifically, the updates of the local beliefs mean a i and variance v i are given by
where we introduce the conditional mean and variance estimators [42] defined by
where R and are updated equivalent mean and variance. The expectation in (35) is with respect to
The detailed derivations of (35) are listed in Appendix A. The results are summarized as follows:
C. Noise Variance Learning
Although AMP is a powerful method, it does not always converge to a solution. According to [41] , the convergence properties of the AMP algorithm can be increased by estimating the variances of the noise and sparsity error. In our proposed algorithm, and ϒ can be estimated by using the Bethe free energy. Leť
Barbier et al. [42] provide the function of Bethe free energy, andˇ μ is chosen to minimize the Bethe free energy. Following [42] , we obtaiň
where we define
The feasible solution of (41) is given by
Thus, the iterative process forˇ μ is given by
Lines 12 and 13 of the Algorithm 1 can be interpreted as computing the equivalent noise varianceˇ μ . The estimation ofˇ μ makes SCAMPI more robust than other methods to uncertainties on the channel.
Algorithm 1 SCAMPI Algorithm
Input:ř andW Output:ȟ est 1: t = 0; τ = 1 + 2: while t ≤ t max and τ > 1 + do Having explained the steps in Table I , we illustrate the SCAMPI algorithm, which is shown in Algorithm 1, where μ ∈ {1, 2, . . . , Q} and i ∈ {1, 2, . . . , M N + |E|}; α and β are damping factors (0 ≤ α, β < 1). The reasonable initialization is given in Table II , where a 0 i , v 0 i , andˇ 0 μ are the initial of the posterior mean, the posterior variance, and the noise variance. Note that the initial setting is used only in the beginning. With the increase in the number of iterations, the influence caused by the initial values decreases. After t max times iteration or when τ = 1 M N a t +1 − a t 2 2 is smaller than the given threshold, the algorithm stops. The posterior mean a t is regarded as the estimation of vectorȟ, which is denoted asȟ est = [h T est , d T est ] T . Then, the estimated channel vector is h est .
The SCAMPI algorithm assumes that the prior distribution of the channel is known. We apply the EM learning algorithm in the next section to learn the varied prior distribution of the channel at each iteration.
IV. EM LEARNING
In this section, we apply the EM algorithm [43] [44] [45] [46] to learn the parameters (ξ, a, v) in sparse Gaussian pdf
To simplify the expression, we denote a set of parameters as q [ξ, a, v] . At the beginning of each iteration, we update parameter q by using the EM learning algorithm to further improve the performance of the SCAMPI method.
A. Retrospect of EM Learning Algorithm
The EM algorithm is an iterative method in statistics to increase a lower bound on the likelihood P(r; q), and then find (locally) the maximum likelihood estimates of parameters q. In the given system model, r is a set of observed data, and h is a set of unobserved data to be estimated. For arbitrary pdfP(h), the EM algorithm is demonstrated as follows: 
where EP (h) {·} represents expectation over h ∼P(h), H (P) represents the entropy of pdfP(h), and D(P P h|r (·|r; q)) represents the KL divergence between pdfP(h) and P h|r (h|r; q) , which is nonnegative. The EM algorithm seeks to find the (locally) maximum likelihood estimates of parameters by iteratively using two steps: (E step) calculates the expected pdf ofP(h) to maximize the lower bound, and (M step) finds the parameters q that maximize the lower bound for fixedP(h). For the E step, ifP(h) = P h|r (h|r; q), we obtain D(P P h|r (·|r; q)) = 0; thus, the lower bound reaches the maximum value. In addition, for the M step, the expected q, which maximizes the lower bound, would clearly be q = arg maxÊ{ln P(h, r; q)|r; q} for fixed P(h) = P h|r (h|r; q), whereÊ{·} denotes expectation over h ∼ P h|r (h|r; q). Owing to the difficulty of joint optimization, one parameter in set q is calculated at a time while the others are fixed.
B. Updates of Sparsity Rate ξ , Mean a, and Variance v
The set of parameters q can be updated by applying the EM algorithm. Considering the previous analysis, we use q = arg maxÊ{ln P(h, r; q)|r; q}. (46) We update one argument of q each time by fixing the others. (See Appendix B for the derivations.) The closed-form expression for the EM update of ξ , a, and v are given by
and 
Compute step 3−13 in Algorithm 1 7 :
By embedding the derived EM updates into the SCAMPI algorithm in Section III, we are able to develop a more robust EM learning-based SCAMPI algorithm, which is summarized in Algorithm 2. Lines 3-5 in the algorithm are EM updates of the unknown parameters. One would simply run the EM learning-based SCAMPI algorithm with initializations illustrated in Section III.
V. NUMERICAL RESULTS
In this section, we conduct simulations to investigate the performance of the SCAMPI algorithm. The fundamental parameters in all the simulations are the same, the maximum iteration t max is set to 300, the threshold τ is set to 10 −10 , and the damping factors α and β in Algorithm 1 are both set to 0.1. The number of path L is set to 3, equivalent lens lengthD y =D z = 12, and wavelength λ = 1. We use the normalized mean-squared error (NMSE)
to evaluate the performance of each algorithm.
A. SCAMPI With Uniform Distribution
In this subsection, we compare the performance of the SCAMPI algorithm under uniform distribution with SD algorithm [39] at the same simulation conditions. The SD algorithm estimates the main values of the channel, shown as the squares in Fig. 1, and views the entries outside squares as 0. First, in the SD algorithm, the strongest path (LoS path) of the h is estimated. Second, the index of valid entries corresponding to the strongest path is recorded. Third, the influence of the strongest path is subtracted and the next strongest path (NLoS path) is estimated by the same method. Through this analogy, the collection of all of the valid entry positions and corresponding measurement matrixW are obtained. Finally, the LS algorithm is applied to estimate the channel as follows:
(51) Fig. 7 plots the NMSE according to (50) of the SCAMPI algorithm, the SD algorithm, and the OMP algorithm at SNR from −20dB to 30dB. By comparing the performance of the SCAMPI algorithm with the SD algorithm at the same size of the lens antenna array, we find out that the SCAMPI algorithm for channel estimation is much better than the SD algorithm for several orders especially at high SNR. When we increase the size of the lens antenna array from 32 × 32 to 64 × 64 and 128 × 128, the performance of the SCAMPI algorithm becomes better stably, with NMSE converging from around 10 −2 to 10 −3 and 10 −4 , respectively. Although the performance of the SD algorithm improves by increasing the array size at low SNR, NMSE converges at the same value around 2 × 10 −2 when SNR exceeds 20dB. Fig. 7 also indicates that the proposed algorithm outperforms the OMP algorithm in terms of overall performance. Especially under low SNR, even the SD algorithm has much better performance than the OMP algorithm, which is consistent with results in [40] . Although both the OMP algorithm and our proposed algorithm keep more non-zero elements than the SD algorithm, the performance of the OMP algorithm is far worse than our proposed algorithm. Moreover, the OMP algorithm has high computational complexity. From the simulation result, we can conclude that the better performance of our proposed algorithm is not only attributed to keeping more non-zero elements than the SD-based algorithm. The simulation result is reasonable, because the SD algorithm only utilizes the sparsity feature of h, and the clustering feature of the path is not considered in the SD algorithm. The SCAMPI considers the clustering feature of the path. The existence of the augmented part d in (20) in the SCAMPI method enhances the accuracy of the estimation because the vector d includes information on the value difference between the adjacent entries in the channel matrix.
B. SCAMPI With Sparse Gaussian Distribution
In the previous subsection, SCAMPI is conducted under uniform distribution. To further improve the SCAMPI algorithm performance, we substitute sparse Gaussian distribution for uniform distribution. Furthermore, we embed EM learning in the SCAMPI algorithm to learn the parameters in pdf of sparse Gaussian distribution. For convenience, the SCAMPI algorithm conducted under uniform distribution is called Uniform-SCAMPI and the SCAMPI algorithm conducted under sparse Gaussian distribution with EM learning is called EM-Gaussian-SCAMPI. The simulation parameters are the same as those used in the previous experiment. Fig. 8 shows the comparisons between EM-Gaussian-SCAMPI and Uniform-SCAMPI made for different antenna array sizes of 32 × 32, 64 × 64, and 128 × 128, respectively. The NMSE performance of EM-Gaussian-SCAMPI is much better than that of Uniform-SCAMPI when the size of the antenna array is 32 × 32. When SNR is equal to −20dB, the NMSE of EM-Gaussian-SCAMPI is 5×10 −1 , whereas the NMSE of Uniform-SCAMPI is 5 × 10 0 . Moreover, the NMSE of EM-Gaussian-SCAMPI converges at approximately 5 × 10 −3 , while the NMSE of Uniform-SCAMPI converges at around 10 −2 . The EM-Gaussian-SCAMPI is much better than Uniform-SCAMPI at low SNR although the performance gap between EM-Gaussian-SCAMPI and Uniform-SCAMPI is gradually narrowed with the increase of the antenna array size at high SNR.
We provide further discussions of the preceding simulation results. Sparse Gaussian distribution is closer to the real priori probability distribution of channel responses than uniform distribution, as we have analyzed in the previous section. We do not require complete knowledge of priori probability distribution parameters for channel responses, which are learned and updated as part of the estimation procedure. Therefore, the discussions support the argument on the performance of SCAMPI under sparse Gaussian distribution with EM learning. The performance of SCAMPI reaches the limit along with the increase of the antenna array size, which explains the closeness of performance between EM-Gaussian-SCAMPI and Uniform-SCAMPI at high SNR with a large antenna array size. Fig. 9 shows the comparisons between EM-Gaussian-SCAMPI algorithm and the EM-AMP algorithm when the size of the antenna array is 32×32. The EM-based AMP algorithm also maintains more non-zero elements than the SD algorithm. From Fig. 9 , the proposed EM-based SCAMPI algorithm evidently outperforms the AMP algorithm in the performance. Under low SNR, the EM-based AMP algorithm has better performance than the SD algorithm, whereas the EM-based AMP algorithm performs worse than the SD algorithm under high SNR. Hence, this result is reasonable. The EM-based AMP algorithm maintains more non-zero elements than the SD algorithm, and the LS estimation in the SD algorithm has poor performance under low SNR; hence, the EM-based AMP algorithm has better performance than the SD algorithm under low SNR. Without the assistance of the augmented vector d, the channel vector h is less sparse than the augmented channel vectorȟ. Hence, the performance of the EM-based AMP algorithm reaches its limits under high SNR, where the NMSE of the EM-based AMP algorithm converges at 3.5 × 10 −2 . The LS estimation in the SD algorithm performs well in high SNR; therefore, the EM-based AMP algorithm performs worse than the SD algorithm. By adding the vector d, we can utilize the property of piecewise-continuity to accurately reconstruct the channel. Moreover, we can increase the sparsity of the vectorȟ by adding the vector d. Therefore, the proposed EM-based SCAMPI algorithm reasonably outperforms the AMP algorithm in the overall performance. The simulation result proves that the additional information d plays a critical role in improving the accuracy of the estimation results. Fig. 10 .
Comparison of NMSE performance curves for EM-Gaussian-SCAMPI with phase-shifter-reduced adaptive selection network and fully connected phase-shifter selection network. Results are shown for lens antenna array size of 32 × 32. Correlation parameters are τ = 10 −10 , t max = 300, L = 3,D y =D z = 12, λ = 1 and ratio p = 0.1.
C. Phase Shifter Reduction
In this section, we study the effect of the phase-shifterreduced adaptive selection network structure on the performance of EM-Gaussian-SCAMPI. The measurement matrix W is a selection network formed by phase shifters. The phase shifter is a device that consumes a large amount of power. To reduce the power consumption, we propose a new phase-shifter-reduced measurement matrix structure, as shown in Fig. 3(b) , in which a random part of the phase shifters are disconnected from the entire network. Let p denote a ratio of disconnected phase shifters in total phase shifters. The simulations are designed to study the performance of the EM-Gaussian-SCAMPI for the phase-shifter-reduced adaptive selection network structure. Fig. 10 shows that the NMSE increases by approximately 4 × 10 −3 at SNR equal to 30dB with antenna array size of 32 × 32 when the number of phase shifters decreases by 10%. Compared with a 10% reduction in power consumption of the selection network, the performance degradation is negligible.
D. Computational Complexity Analysis
The computational complexity and the implementation of complicated nonlinear computation are crucial issues for the practical application of the proposed algorithms. In this section, we show that the proposed algorithms are hardware friendly and capable of computational efficiency.
The computational complexity of the SCAMPI algorithm is dominated by matrix multiplications in lines 3, 4, 7, 8, 11, and 12 in Algorithm 1.W is a partitioned matrix, and the sub-matrixes D and I are the elementary matrixes with ignorable computational complexity. Therefore, d will not add to the computation complexity. Fortunately, W is a hadamard Fig. 11 . Achievable sum-rate comparison between the proposed SCAMPIbased channel estimation algorithm and the SD-based channel estimation algorithm. matrix; hence, it can be implemented with fast Hadamard transform, which is a generalized fast Fourier transform (FFT) processor with computational complexity O(N log 2 N). The SD algorithm utilizes the LS estimator, and the computation complexity of the SD algorithm is also dominated by matrix multiplications. According to [34] , the computational complexity is O(N Q). Actually, Q in the SD algorithm is close to log 2 N in the SCAMPI Algorithm in the manuscript. With the similar computational complexity, the SCAMPI Algorithm can perform well than the SD algorithm. In addition, the EM learning-based SCAMPI algorithm in Algorithm 2 has small computational complexity, according to lines 3-5 in Algorithm 2 which only have cumulative operations, and no iterative nesting. Besides, the proposed algorithm can converge quickly with the iteration times. Hence, in the practical application, the convergence condition does not need to be so strict as in the simulations. Then, the iteration times and the computation complexity can be greatly reduced.
E. Achievable Sum-Rate Analysis
We evaluate the achievable sum-rate by the standard maximal ratio combining (MRC) receivers. Fig.11 plots the sumrate comparison between the SCAMPI algorithm and the SD algorithm. We can observe that the proposed SCAMPI algorithm shows an achievable sum-rate that is comparable to the perfect channel knowledge and provides significant gain over the SD algorithm. The simulation result is reasonable, because the proposed channel estimation algorithm is more precise than the SD-based channel estimation algorithm. We know that the sum-rate performance is dominated by the channel estimation error with high downlink SNR.
VI. CONCLUSION
The introduction of the 3D lens antenna array architecture in mmWave communication system brought a new concept (or structure) to the channel estimates. We utilized the focusing property of the lens antenna array and the sparsity of the corresponding channel response matrix. These properties showed that the channel estimation problem can be solved by using cosparse technique in compressive image reconstruction. In particular, we applied the SCAMPI algorithm originally used for image reconstruction to the channel estimation problems. The results showed that SCAMPI method can significantly outperform the existing SD method for several orders in accuracy. In particular, with the increase in the size of the antenna array, the performance of the SCAMPI algorithm obviously improves.
In image signal process problems, the SCAMPI algorithm uses uniform distribution as priori probability distribution. According to our analysis, the channel responses are closer to sparse Gaussian distribution than uniform distribution. Thus, we substituted sparse Gaussian distribution for uniform distribution as priori probability distribution of channel responses, and embed the EM learning algorithm into the SCAMPI algorithm to obtain precise values of prior parameters. Simulation results revealed that the EM-Gaussian-SCAMPI significantly outperforms the Uniform-SCAMPI especially for smaller antenna array size.
Finally, we found out that the power consumption for phase shifters under conventional selection network is large. Therefore, we proposed a new phase-shifter-reduced architecture for the selection network. The proposed EM-Gaussian-SCAMPI channel estimation algorithm was also used to study the effect of reducing phase shifters. Results illustrated that the number of phase shifters can be reduced by 10% without evident degradation in performance. The preceding discussions have shown that the EM-Gaussian-SCAMPI algorithm is a robust channel estimation method worth studying.
APPENDIX A
In this Appendix, we derive the conditional mean and variance estimator by conducting a separate treatment for the three cases: 1) i > M N, 2) i ≤ M N with h following uniform distribution, and 3) i ≤ M N with h following sparse Gaussian distribution.
Case I: In this case, i > M N and d follow the SNIPE distribution. According to the definition of conditional mean and variance estimator in (35) , the SNIPE-specified estimator can be rewritten as follows:
Substituting (23) 
according to the probability theory, (c) can be obtained.
Case II: In this case (i ≤ M N), h follows uniform distribution as expressed in (27) . The conditional mean and variance estimators for this case can be deduced as follows:
= R,
where (a) and (b) hold because h i N (h i ; R, )dh i = R and N (h i ; R, )dd i = 1, as well as
Case III: In this case (i ≤ M N), h follows sparse Gaussian distribution as expressed in (28) . The similar conclusion can be obtained for this case as follows:
and
Substituting (28) into (59) and (60), we obtain ξ)N (0; R, ) ,
respectively. Since 
respectively. For further simplification, we obtain 
APPENDIX B
We derive the EM updates of sparsity rate ξ , mean a, and variance v. We only prove the update of variance v because similar arguments can be applied to sparsity rate ξ and mean a.
To find the maximum likelihood value of v, we have to let the first derivation of the sum M N i=1Ê {ln P(h i ; q t )|r; q t } equal to zero, which can be alternatively written as
where P h i |r (h i |r; q t ) is posterior marginal pdf. From (30), we obtain P h i |r (h i |r; q t ) = P(h i )N (h i ; W i h, )
For further simplification, we have
Let 
Plugging (71)-(73) into (70), we obtain
Plugging the marginal probability distribution function 
because δ(h i ) = 0 when h i = 0 and δ(h b,i ) → ∞ when h b,i = 0. Thus, we have
Plugging (78) into (68) yields
We simplify (79) to
and then (80) can be rewritten to 
With the knowledge of P h i |r (h i |r; q t ) from (74) and dependent quantities π i , γ i , ν i , we substitute π i , γ i , ν i into the denominator in (82) and simplify to obtain
Then, we apply perfect square expression to yield
according to the probability theory, and we can easily show that
Thus, by substituting (85) into (82), v can be easily calculated as follows:
From similar derivation, we can finally obtain the EM update of ξ , a, and v as follows:
The preceding equations are easily computed by plugging the expression of π i , γ i , ν i .
