Abstract. In this paper we give a detailed proof of the Jacobian Conjecture (posed in 1939) which says that a polynomial map C n → C n is invertible if and only if its Jacobian is a non-zero constant. To prove it we equip both the set of all polynomial automorphisms of C n and the set of all polynomial endomorphisms of C n whose Jacobians are non-zero constants with structures of ind-varieties. Then using algebro-geometric methods we show that they coincide. Our proof is self-contained, and it assumes only a basic knowledge of algebraic geometry.
Introduction
Let P be an algebraic (polynomial) endomorphism of an affine space A n over a field k or, equivalently, an n-tuple of polynomials P 1 , ..., P n ∈ k[x 1 , ..., x n ]. We are interested in finding a condition under which P is invertible (i.e., there exists another algebraic (polynomial) endomorphism Q = P −1 of A n such that P •Q = Q•P = Id). It is easy to give a necessary condition for the invertibility. Let the Jacobian of P , denoted by J P , be the determinant of the matrix of partial derivatives of P (i.e., J P = det(∂P i /∂x j ) i,j ). If P has an inverse Q, then the chain rule implies that J Q (P (x))J P (x) = 1. This shows that if an endomorphism P is invertible, then its Jacobian J P is a non-zero constant.
The aim of this paper is to show that when the characteristic of k is zero, the latter condition is also sufficient. (Note that over a field of positive characteristic p this is not the case: for instance, the polynomial P (x) = x−x p satisfies J P (x) = P ′ (x) = 1, but P is not even injective.)
Main Theorem (Jacobian Conjecture) . If the characteristic of k is zero, then every algebraic endomorphism P of an affine space A n over k, whose Jacobian is a non-zero constant, is an automorphism.
To the best of our knowledge this conjecture first has been formulated by O. Keller [Ke] in 1939 (for n = 2). Since then the conjecture has been subject of an intensive research, but aside from the trivial case n = 1 it remained open for all n ≥ 2.
Our main result has the following "analytic" reformulation:
Corollary . If a polynomial map P : C n → C n is a local analytic isomorphism at every point of its domain, then it has a polynomial inverse.
Indeed, the assumptions of the corollary imply that the Jacobian of P does not vanish at any point, hence it is a non-zero constant (since C is algebraically closed). Thus the corollary follows from the Main Theorem. The converse statement follows from the so-called "Lefschetz Principle": let P be as in the Main Theorem. The subfield k 0 of k, generated by the (finitely many) coefficients of P , can be embedded into C. The corollary then implies that P is invertible over C. Moreover, by either Galois theory or the argument from the proof of Proposition 3.2 below, all coefficients of the inverse P −1 of P belong to k 0 ⊂ k. Thus P is invertible over k, as claimed. We would like to stress that the despite of an analytic flavor of the corollary, it breaks down if one replaces C n by R n (see [Pi] ). Finally we refer the reader to [BCW] and [vdE] (or various other expositional papers) for the history of the Jacobian Conjecture, partial and related results and various equivalent formulations.
The strategy of the proof can be formulated as follows: consider the set A of all algebraic automorphisms of A n and the set J of all endomorphisms of A n , whose Jacobians are non-zero constants. As we have seen before, A ⊂ J, and our aim is to show that these two sets coincide. In order to do this we observe that both A and J have natural structures of affine infinite-dimensional algebraic varieties (which are also called ind-varieties), introduced by Shafarevich. Then the statement follows from the following five facts. Fact 1. A is a closed infinite-dimensional subvariety of J. Fact 2. A is smooth at the identity element (more generally, every affine infinitedimensional algebraic group over a field of characteristic zero is smooth).
Fact 3. The tangent spaces at the identity of A and J coincide. Fact 4. J is a union of finite-dimensional algebraic varieties, all of whose irreducible components pass through the identity element.
Fact 5. Facts 1 − 4 imply that A = J. The surprising feature of our proof is that most of its ingredients were known since at least early 80's: a finite-dimensional analog of Fact 1 was shown in [BCW] . For the remainder we apply the method, by which Shafarevich proved that the group of automorphisms of an affine space is generated, as an algebraic group, by linear and triangular automorphisms. (See [Sh1, Thm. 4] and the correction in [Sh2] .)
In the rest of the paper we are going to give a detailed and self-contained proof of the Jacobian Conjecture in an attempt not just to provide a solution of this classical problem but also to make it accessible to non-specialists. We also hope that this paper will convince the reader that infinite-dimensional varieties might be extremely useful even if one deals with usual finite-dimensional objects.
Acknowledgments. As we already explained in the introduction, this paper owes its existence to the beautiful work of Shafarevich ([Sh1] ), who perhaps should be credited with the solution of the Jacobian Conjecture. In addition, the author wishes to thank many of his colleagues at the University of Toronto, but especially Pierre Milman and Mark Spivakovsky for their interest and suggestions about the presentation of the material.
Generalities on ind-varieties
All fields will be assumed to be algebraically closed and will be usually denoted by k. By an affine algebraic variety we will mean a Zariski closed (not necessarily irreducible) subset in some affine space A N over k.
Definition 2.1. a) By an affine ind-variety (or an affine infinite-dimensional algebraic variety) over k we will mean an increasing sequence of affine algebraic varieties {X i } i∈N over k such that X i is a closed subvariety of X i+1 for each i. By abuse of notation, we will not distinguish between the sequence {X i } i and their union X.
Now we will introduce our basic example of an affine ind-variety and rules by which all the other examples of interest will be constructed.
Example 2.2. a) Set R := k[x 1 , ..., x n ], and put R i := {F ∈ R|degF ≤ i}. Then each R i has a canonical structure of a finite-dimensional affine space, so R has a canonical structure of an affine ind-variety over k. b) Each affine algebraic variety X over k can be viewed as an ind-variety such that X i = X for all i.
c) The product X ×Y of two affine ind-varieties X and Y has a canonical structure of an affine ind-variety such that (
d) A closed subset Z of an affine ind-variety X has a canonical induced structure of an affine ind-variety such that Z i = Z ∩ X i for all i. Definition 2.3. a) By a morphism between two affine ind-varieties X and Y we will mean a map of sets φ : X → Y such that each φ(X i ) is contained in some Y j , and the induced map X i → Y j is a morphism of algebraic varieties. b) A morphism φ : X → Y from a) will be called a closed embedding, if its image Z = φ(X) is a closed subset of Y , and the induced map φ : X → Z is an isomorphism of affine ind-varieties (i.e., φ is one-to-one, and the inverse map φ −1 : Z → X is again a morphism of affine ind-varieties). Definition 2.5. A function f : X → k on an affine ind-variety X is called regular, if the restriction of f to each X i is a regular (polynomial) function on X i . We will denote by k[X] the ring of all regular functions on X. 
A morphism of affine ind-varieties
and x ∈ X. Moreover, since each φ(X i ) is contained in some Y j , the homomorphism φ * is continuous. Also for each two affine ind-varieties X and Y we have
Remark 2.8. It follows immediately from definitions, though we will not use this fact in the sequel, that the map φ → φ * gives us a one-to-one correspondence between the set of morphisms of affine ind-varieties X → Y and the set of continuous
In particular, the set of points of an affine indvariety X is in one-to-one correspondence with the set of continuous homomorphisms k[X] → k. Also a morphism φ : X → Y is a closed embedding if and only if the induced homomorphism φ * is surjective and open. In particular, our definition of a closed embedding is equivalent to that of Shafarevich.
2.9. For a point x of an affine ind-variety X, let m x be the closed maximal ideal of k[X], consisting of the set of all regular functions on X vanishing at x, and for each l ∈ N let m (l)
x be the closure of the l-th power of m x . Also for every X i containing x, we denote by m x,i be the maximal ideal of k[X i ] corresponding to x. Then m x (resp. m (l) x ) is the inverse limit of the m x,i 's (resp. the m l x,i 's). As each X i is a closed subvariety of X i+1 , all restriction maps m x,i+1 → m x,i are surjective. Since inverse limits are exact on surjective projective systems (see [AM, Prop. 10 .2]), we therefore have m
be the inverse limit of the natural epimor-
x ) is the completed l-th symmetric product of the (complete) topological vector space m x /m (2) x , and all the homomorphisms ψ l are surjective (use again the exactness of the inverse limit). Finally we set m (0)
Definition 2.10. By the tangent space to X at x we will mean the vector space
is isomorphic, as a topological vector space, to the inverse limit of the m x,i /m
x , k). This shows that T x (X) can be canonically identified with the union the T x (X i )'s.
As a result, each morphism φ : X → Y of affine ind-varieties induces a k-linear map dφ = (dφ) x : T x (X) → T φ(x) (Y ) of the corresponding tangent spaces. (Alternatively, this can be deduced from the continuity of φ * .) Also, since each m x,i /m 2 x,i is canonically identified with the space of linear functionals on T x (X i ), their inverse limit m x /m (2)
x can be canonically identified with the space Hom(T x (X), k) of linear functionals on T x (X). Similarly, each
x ) can be canonically identified with the space of homogeneous polynomial functions on T x (X) of degree l (that is, with the space of functions T x (X) → k, whose restriction to each one dimensional subspace L ⊂ T x (X) is a homogeneous polynomial of degree l). Definition 2.12. A point x ∈ X is called smooth (or nonsingular), if all the homomorphisms ψ l , defined in 2.9, are isomorphisms. Proposition 2.13. Let φ : X → Y be a closed embedding of affine ind-varieties, and let x be a point of X. Assume that i) X is smooth at x; ii) the differential (dφ)
Then φ is an isomorphism of affine ind-varieties.
Proof. (after [Sh1, Theorem 2] ). First we will show that φ * is a monomorphism. Take any u ∈ k[Y ] with φ * (u) = 0. For each l ≥ 0 consider a commutative diagram:
By 2.9, all the vertical homomorphisms are epimorphisms. Our assumptions i) and ii) imply respectively (using 2.11) that the right-hand vertical and the upper horizontal maps are isomorphisms. It follows that the lower horizontal map is injective. Since φ * (u) = 0, we conclude from this by induction on l that u ∈ m Now the statement easily follows: since φ is a closed embedding, it will suffice to check that φ is surjective. If we assume the contrary, then some φ(X)∩Y i is a proper closed subset of Y i . Hence there exists a non-zero regular function u i on Y i , vanishing on φ(X) ∩ Y i . Clearly it can be extended to a regular function on (
, our u i can be extended to a regular non-zero function u i+1 on Y i+1 , vanishing on φ(X) ∩ Y i+1 . Continuing this process, we thus would get a regular function u = 0 on Y vanishing on φ(X) in contradiction to the injectivity of φ * . (Alternatively, the last part of the proof can be easily deduced from Remark 2.8: since φ is a closed embedding, the homomorphism φ * is continuous, surjective and open. Thus the injectivity of φ * implies that it is a topological isomorphism, hence φ is an isomorphism, as claimed.)
Next we are going to extend some basic results about algebraic groups to the infinite-dimensional situation. Moreover, it will be more convenient for us to formulate them in a more general context of unitary semigroups. Definition 2.14. A set S which is an affine ind-variety and a semigroup (with unit) will be called an affine (unitary) ind-semigroup, if the multiplication map µ : S × S → S of S is a morphism of affine ind-varieties. (Similarly one can define the notion of an ind-group.) 2.15. Let S be an affine unitary ind-semigroup over k, and set B := k[S]. Then the multiplication map µ : S × S → S induces a continuous homomorphism µ * : B → B ⊗B, and the unit element e ∈ S corresponds to a continuous homomorphism e * : B → k. We also denote by m the ideal m e = Ker e * . The associativity of the multiplication can be translated on the language of functions as (µ * ⊗Id)µ * = (Id ⊗µ * )µ * , and the unit element axiom as (e * ⊗Id)µ * = (Id ⊗e * )µ * = Id. Let D(S) be the algebra Hom cont (B, k) of (continuous) distributions on S with multiplication given by the rule (f, g) → f * g := (f ⊗g)µ * . Then the tangent space T e (S) can and will be identified with a subspace of
The set of continuous invariant k-linear endomorphisms of B forms an associative algebra. 
In more geometric terms, the lemma essentially says that each tangent vector at e to S extends uniquely to a left-invariant vector field (compare [Mu, Prop., p.98] ).
Proof. a) First we are going to show that for each f ∈ D(S) the endomorphism L f is invariant, i.e., µ * (Id ⊗f )µ * = (Id ⊗Id ⊗f )(Id ⊗µ * )µ * .
Since µ * (Id ⊗f ) equals (Id ⊗Id ⊗f )(µ * ⊗Id) (as both expressions are endomorphisms of B ⊗B, mapping a ⊗b into f (b)µ * (a)), the invariance of L f follows from the associativity of µ. Moreover, multiplying the above identity by Id ⊗g from the left, we get
2) ) = 0, that is, f belongs to T e (S). Conversely, let f ∈ T e (S). To check that L f is a derivation, we will use a standard trick, involving the algebra k ǫ := k[ǫ]/(ǫ 2 ) (see [Mu] or [Ha, Ch. II, Ex. 2.5] ).
Consider the k-linear map f := e * + ǫf : B → k ǫ . We claim that f is an algebra homomorphism, i.e., for every a, b ∈ B the difference f (ab) − f (a) f (b) = ǫ(f (ab) − e * (a)f (b) −e * (b)f (a)) vanishes. Indeed, for a = 1 or b = 1 this holds, since e * (1) = 1 and f (1) = 0, while for a, b ∈ m the same is true, since e * (m) = f (m (2) ) = 0. It follows that the map
. This shows that L f is a derivation. (Alternatively, one can conclude this from a more direct but rather tedious calculation as in [Sh1, Theorem 3] .) Corollary 2.17. The tangent space T e (S) of a unitary ind-semigroup S has a canonical structure of a Lie algebra with Lie bracket
Proof. This follows from the lemma, because for every two continuous invariant derivations
Proposition 2.18. A unitary ind-semigroup over a field of characteristic zero is smooth at the unit element.
Proof. Following [Sh1, Theorem 3], we will use the method due to Cartier. Put Ω := m/m (2) and let ψ l : S l (Ω) → m (l) /m (l+1) be the surjective homomorphisms, introduced in 2.9. The direct sum of the ψ l 's gives us a continuous epimorphism
. The direct sum of these maps gives us a continuous derivation of Gr(m), will be denoted again by D f . Then the restriction of D f to m/m (2) ⊂ Gr(m) is equal to e * D f = f . Since S(Ω) is just the completion of the symmetric algebra of Ω (see 2.9), any f ∈ Hom cont (Ω, k) extends uniquely to a continuous derivation of S(Ω), which will be denoted byD f . We claim that D f ψ = ψD f . For this we consider the difference
The kernel of D f is a closed k-subalgebra of S(Ω), which by our construction contains Ω. Since Ω generates a dense subalgebra of S(Ω), the map D f vanishes, as claimed.
To prove the injectivity of ψ l we will proceed by induction on l. For l = 1, the statement is a tautology. Suppose that for each l < m the homomorphism ψ l is injective, and assume that ψ m (g) = 0 for some g ∈ S m (Ω). Then, as was shown above, we have ψ m−1Df (g) = D f ψ m (g) = 0 for each f ∈ T e (S). Since ψ m−1 is injective by the induction hypothesis, eachD f (g) is zero. By the remark at the end of 2.11, g can be viewed as a homogeneous polynomial function on T e (S) of degree m > 0. Moreover, sinceD f (g) = 0 for every f ∈ T e (S), all the directional derivatives of g are identically zero. As the characteristic of k is zero, we conclude from this that g = 0, implying the assertion.
2.19
. Assume now that we have an action ν : S × X → X of an affine unitary indsemigroup S on an affine ind-variety. Then the induced homomorphisms ν
Lemma 2.20. The map ν * : f → (Id ⊗f )ν * is a Lie algebra homomorphism from T e (S) to the algebra Der k[X] of continuous derivations of k[X].
Proof. By Lemma 2.16, each f ∈ T e (S) equals e * D for a certain invariant derivation
* is a composition of a derivation and two homomorphisms. Hence each ν * (f ) is a derivation. To show that ν * is a Lie algebra homomorphism, it is enough to check that ν * (f 1 * f 2 ) = ν * (f 1 ) • ν * (f 2 ) for each two distributions f 1 , f 2 ∈ D(S). But the latter identity follows from exactly the same calculations as a similar statement in Lemma 2.16 a).
Proof of the Jacobian Conjecture
Notation 3.1. a) Let E := End(A n k ) be the set of all algebraic endomorphisms of the affine space A n k . Fixing a basis of A n k , we identify E with the set of n-tuples of polynomials from R = k[x 1 , ..., x n ]. By Example 2.2, E = R n has a canonical structure of an affine ind-variety. Explicitly, if for each P = (P 1 , ..., P n ) we denote by degP the maximum of the degrees of the P i 's, then E i = {P ∈ E|degP ≤ i}. Moreover, E clearly has a natural structure of a unitary ind-semigroup. b) Set J := {P ∈ E|J P ∈ k × }. Then the map P → (P, (J P ) −1 ) identifies J with a closed subset of E × A 1 given by the equations {(P, t) ∈ E × A 1 |J P (x) = J P (0), J P (0)t = 1}. By Example 2.2, J has a canonical structure of an affine indvariety (actually of a unitary ind-semigroup), induced from that of E × A 1 . c) Let A = Aut(A n k ) be the set of all algebraic automorphisms of the affine space A n k . Then the map P → (P, P −1 ) identifies A with a closed subset of E × E given by the equations {(P, Q) ∈ E × E|P • Q = Q • P = Id}. By Example 2.2, A has a natural structure of an affine ind-variety, induced from that of E × E. Moreover, A has a structure of an ind-group with the inverse map (P, Q) → (Q, P ). We also denote the subgroup A 1 ⊂ A consisting of all linear (not necessarily homogeneous) automorphisms of A n k by L. d) Let T be the set of all "triangular" automorphisms of A n k , i.e., T = {(P 1 , ..., P n ) ∈ R n = E|P j (x) − x j ∈ k[x 1 , ..., x j−1 ] for all j = 1, ..., n}. Then T is a closed subgroup of A, so it has a canonical induced structure of an affine ind-group. e) Set E ′ := {P ∈ E|P (0) = 0 and (dP ) 0 = Id}, and let A ′ and J ′ be the intersections A ∩ E ′ and J ∩ E ′ respectively. Then A ′ and J ′ are closed subsets of A and J respectively, and the multiplication maps
Proof of the Main Theorem. As we have seen in the introduction, we may assume that the field k is algebraically closed. Let A ⊂ J be as in Notation 3.1. Since each A i is contained in J i , the natural inclusion η : A ֒→ J is a morphism of ind-varieties. Our aim is to show that η is an isomorphism, and for this we are going to check that η satisfies all the assumptions of Proposition 2.13. Lemma 3.3. For each automorphism P ∈ A, we have deg(
Proof. (after [BCW, Ch. I, Cor. 1.4]) Let us denote P −1 by Q, degP by p and degQ by q. Consider P and Q as rational maps from P n to P n which we will denote by P and Q respectively. Explicitly, P is given by homogeneous polynomials P 0 , P 1 , ..., P n of degree p such that P 0 (x 0 : x 1 : ... : x n ) = x p 0 and P j (x 0 : x 1 : ... : x n ) = x p 0 P j (x 1 /x 0 , ..., x n /x 0 ) for each j = 1, ..., n, and similarly for Q. Let U and V be any fixed open subsets of P n such that P induces an isomorphism U ∼ → V (for example we can take U and V be the affine spaces A n ⊂ P n we started from). Take any hyperplane H ⊂ P n , not lying in the compliment of U, and let D ⊂ P n be the closure of P (H ∩U) = Q −1 (H ∩U). Since D∩V = P (H ∩U) ∼ = H ∩U is irreducible and non-empty, D ⊂ P n is an irreducible hypersurface, not lying in the compliment of V . Since Q is given by homogeneous polynomials of degree q, the degree of D is q. Hence we can choose n − 1 (generic) hyperplanes H 2 , ..., H n ⊂ P n such that the intersection D ∩H 2 ∩H 3 ∩...∩H n consists of q distinct points x 1 , ..., x q . Moreover, since the dimension of D ∩ (P n V ) is n − 2, we may assume that the H i 's are chosen in such a way that all the x i 's lie in V .
For each i = 2, ..., n let D i ⊂ P n be the closure of P −1 (H i ∩U). Then each D i is an irreducible hypersurface in P n of degree p. Let Z 1 , ..., Z l be the set of all irreducible components of the intersection H ∩D 2 ∩D 3 ∩...∩D n . Then by the classical Bezout's theorem (see for example [Ha, Ch. I, Thm. 7 .7]), we get
As among the Z i 's we obviously have q points Q(x 1 ), ..., Q(x q ), we get q ≤ p n−1 , as claimed.
We start the proof of the proposition with showing that each
n there exists a formal inverse
n of P (i.e., P •Q = Q•P = Id). Moreover, the coefficients of Q(P ) are polynomials with integer coefficients in the coefficients of P .
Indeed, let P be given by the formula P (x) =x + i j=2 P (j) (x), where P (j) is the homogeneous component of P of degree j.
n in the form ∞ j=1 Q j (x), where each Q j is a homogeneous polynomial of degree j. Then the the j-th homogeneous component of the composition P • Q is equal to Q 1 for j = 1 and has the form Q j + F j (Q 1 , ..., Q j−1 ; P ) (where F j is a polynomial with integer coefficients in the Q l 's and the coefficients of P ) for each j ≥ 2. Therefore the power series Q(x) = Proof. Following Shafarevich [Sh1, Lemma 4], we use the method by which Alexander proved the connectedness of the group of homeomorphisms of a ball ( [Al] ). Since
n is irreducible, it suffices to prove the corresponding statement for J ′ i . Moreover, the proposition will follow if for each P ∈ J ′ i we find a morphism µ P : A 1 → J ′ i such that µ P (1) = P and µ P (0) = Id. Indeed, in this case P will be connected to the identity element by an irreducible curve µ P (A 1 ) ⊂ J ′ i . Let P be given by the formula P (x) =x + i j=2 P (j) (x), where P (j) is the homogeneous component of P of degree j. Define µ P (λ) by the rule µ P (λ)(x) = x + i j=2 λ j−1 P (j) (x). Then µ P : A 1 → E i is an algebraic morphism, satisfying µ P (1) = P and µ P (0) = Id, so it remains to show that the image of µ P lies in J ′ i . As for each λ = 0 we have µ P (λ)(x) = λ −1 P (λx), the statement follows from the chain rule.
Proposition 3.5. The differential dη induces an isomorphism T e (A)
Proof. Observe first that for any pointā in a finite-dimensional affine space A N over k the tangent space Tā(A N ) can be canonically identified with the space A N itself. Explicitly, a pointb ∈ A N corresponds to the tangent vector tb
As E is a union of finite-dimensional affine spaces, we can and will identify the tangent space T e (E) of E with E = R n itself. Then the tangent spaces of J, L and T at the identity are given by the formulas T e (J) = {P ∈ R n | n j=1 ∂P j /∂x j ∈ k}, T e (L) = {P ∈ R n |degP ≤ 1} and
By Corollary 2.17, the tangent space T e (E) of E is a Lie algebra. To determine its structure explicitly we consider the natural action ν : E × A n → A n of E on A n . By Lemma 2.20, ν induces a Lie algebra homomorphism ν * :
Lemma 3.6. The map ν * is an isomorphism and is given by the formula ν * (P 1 , ..., P n ) = P 1 ∂/∂x 1 + P 2 ∂/∂x 2 + ... + P n ∂/∂x n .
Proof. Note first that the latter statement implies the former. Fix now a P ∈ E. It will suffice to check that ν * (P )(x i ) equals P i for each i. By definition, µ * (x i ) ∈ k[E × A n ] maps (F,ȳ) ∈ E × A n to F i (ȳ). Hence for eachȳ ∈ A n the function µ * (x i )(·,ȳ) ∈ k[E] is linear. As was mentioned above, we therefore get ν * (P )(x i ) = (Id ⊗t P )µ * (x i ) = µ * (x i )(P, ·) = P i , as was claimed.
Using the isomorphism ν * and Lemma 2.20 we can and will identify all of our tangent spaces at the identity with the corresponding Lie subalgebras of Der k[A n ].
Lemma 3.7. Over a field of characteristic zero, the subspaces T e (L) and T e (T ) generate the whole Lie algebra T e (J). n−1 . Then by the identity referred to above (with x = x i and y = x n ), the Lie algebra generated by the elements x n ∂/∂x i and Cx l i +ln i ∂/∂x n contains an element of the form x l 1 1 x l 2 2 ...x ln n ∂/∂x i + Q∂/∂x n (under the assumption of characteristic zero!). Hence for every P 1 , ..., P n−1 ∈ R there exists an element of the form σ = n−1 i=1 P i ∂/∂x i + Q∂/∂x n belonging to the Lie algebra generated by T e (L) and T e (T ).
Take any element τ = n i=1 P i ∂/∂x i ∈ T e (J) and choose an element σ corresponding to P 1 , ..., P n−1 as above. As σ obviously belongs to T e (J), we get τ − σ = (P n − Q)∂/∂x n ∈ T e (J). This means that ∂(P n − Q)/∂x n = c ∈ k, hence P n − Q = cx n + U with U ∈ k[x 1 , ..., x n−1 ]. Thus τ = σ + cx n ∂/∂x n + U∂/∂x n , that is, every element of T e (J) belongs to the Lie subalgebra generated by T e (L) and T e (T ), as was claimed.
To complete the proof of the Proposition we observe that T e (A) is a Lie subalgebra of T e (J) and that it contains both T e (L) and T e (T ). Hence by Lemma 3.7, we get T e (A) = T e (J), implying the assertion.
After these preparations we are ready to show the Main Theorem. Since A is an affine ind-group (hence a unitary ind-semigroup), we conclude from Propositions 2.18, 3.2, 3.4 and 3.5 that η satisfies all the assumptions of Proposition 2.13 (with x be the identity element). Therefore every element of J belongs to A, as was claimed.
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