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ABSTRACT
When a star passes close to a supermassive black hole (BH), the BH’s tidal forces rip it
apart into a thin stream, leading to a tidal disruption event (TDE). In this work, we study the
post-disruption phase of TDEs in general relativistic hydrodynamics (GRHD) using our GPU-
accelerated code H-AMR. We carry out the first grid-based simulation of a deep-penetration
TDE (β = 7) with realistic system parameters: a black-hole-to-star mass ratio of 106, a
parabolic stellar trajectory, and a nonzero BH spin. We also carry out the first such simulation
for a tilted TDE whose stellar orbit is inclined relative to the BH midplane. We show that
for our aligned TDE, an accretion disk forms due to the dissipation of orbital energy, which
is initially dominated by violent self-intersections, and later by stream-disk interactions near
the pericenter, with ∼ 20% of the infalling material reaching the BH. The self-intersections
completely disrupt the stream, resulting in five distinct self-intersection events separated by
approximately 12 hours and a flaring in the accretion rate. For our tilted TDE, we find only
partial self-intersections due to polar precession. Although they eject gas out of the orbital
plane, an accretion disk still forms with a similar accreted fraction of the material to the
aligned case. These results have important implications for disk formation in realistic tidal
disruptions. For instance, the periodicity in accretion rate induced by the complete stream
disruption may explain the flaring events from Swift J1644+57.
Key words: accretion, accretion discs – BH physics – MHD – galaxies: jets – methods:
numerical
1 INTRODUCTION
In recent decades, several very bright flares in galactic nuclei have
been observed and interpreted as tidal disruption events (TDEs),
which occur when a star is scattered onto a nearly parabolic or-
bit around a supermassive black hole (BH) with a pericenter in-
side the tidal radius of the BH (Hills 1975; Frank & Rees 1976;
Rees 1988). While these flares are typically discovered from quasi-
thermal emission in the soft X-ray (Bade et al. 1996; Komossa &
Bade 1999; Saxton et al. 2012), UV (Gezari et al. 2006, 2008), or
optical (van Velzen et al. 2011; Gezari et al. 2012; Arcavi et al.
? E-mail: zack.andalman@yale.edu
2014; Holoien et al. 2014) bands, they have been observed to
emit radiation across the electromagnetic spectrum, from radio syn-
chrotron (Zauderer et al. 2011; Alexander et al. 2017) to nonther-
mal hard X-rays and soft gamma rays (Bloom et al. 2011; Cenko
et al. 2012; Brown et al. 2015).
Our current theoretical understanding of the tidal disruption
process – the star’s first, terminal pericenter passage – is largely
converged (Lacy et al. 1982; Carter & Luminet 1983; Guillochon
& Ramirez-Ruiz 2013; Mainetti et al. 2017), at least for polytropic
stars in Newtonian gravity. More recent simulations have explored
how the immediate outcome of disruption depends on stellar spin
(Golightly et al. 2019a; Kagaya et al. 2019), realistic models of the
star’s internal structure (Golightly et al. 2019b; Ryu et al. 2020a),
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and general relativistic gravity (Gafton et al. 2015; Tejeda et al.
2017; Gafton & Rosswog 2019; Ryu et al. 2020b). However, we
do not yet have a first-principles understanding of how, or if, the
stellar debris streams are able to form a nearly axisymmetric, or
quasi-circular, accretion disk. Because the stellar debris has typical
eccentricities 0.99 . e . 0.999 (Stone et al. 2013), an enormous
excess of orbital energy must be dissipated for circularization to
occur.
Early work conjectured that most of this energy dissipation
arises from relativistic apsidal precession (Rees 1988): as the most
tightly bound debris passes through pericenter, its apsidal angle
measured in radians precesses by an order-unity amount, causing
a large-angle collision with less tightly bound matter that has yet to
return to pericenter. This self-intersection point is fixed in space,
and the shocks that thermalize bulk kinetic energy at that loca-
tion offer a plausible mechanism for circularizing returning stel-
lar debris (Hayasaki et al. 2013; Bonnerot et al. 2016a). How-
ever, self-intersection shocks may be less efficient at circulariz-
ing the debris for inclined orbits around spinning Kerr BHs. In
this regime, nodal precession, due to Lense-Thirring frame drag-
ging may delay the onset of self-intersection by many orbits (Can-
nizzo et al. 1990; Kochanek 1994; Guillochon & Ramirez-Ruiz
2015; Hayasaki et al. 2016). Additionally, energy dissipation due
to self-intersection shocks may be greatly limited for less relativis-
tic orbital pericenters, with small-angle collisions occurring at self-
intersection radii near the apocenter of the most tightly bound de-
bris (Dai et al. 2015; Shiokawa et al. 2015). An alternative dissi-
pation site is at the stream pericenter itself, where the recompres-
sion of the returning debris generates “pancake” shocks (Kochanek
1994). Newtonian hydrodynamic simulations by Ramirez-Ruiz &
Rosswog (2009) have shown that this pericenter shock could fea-
sibly circularize the tidal debris; however, these simulations were
performed for a BH-to-star mass ratio of Q = 103, and analytic es-
timates suggest that pericenter recompression shocks may become
energetically negligible for realistic mass ratios (Q & 106) (Guil-
lochon et al. 2014). It is also possible that in many TDEs, efficient
dissipation is lacking altogether, and the formation of an accretion
disk is an inefficient, process unfolding over many fallback times
(Piran et al. 2015).
TDE debris circularization and disk formation is a complex
physical problem involving a large dynamic range, general rela-
tivistic orbital dynamics, the need for accurate treatment of hydro-
dynamic shocks, and possibly even magnetohydrodynamic (MHD)
effects (Svirski et al. 2017). The many pieces of multiscale and
nonlinear physics involved in TDE disk formation mean that, for
numerical reasons, almost all past simulations of this process em-
ployed major simplifying assumptions that cast doubt on the gener-
ality of their conclusions. Ayal et al. (2000) initiated the numerical
study of TDE circularization using a post-Newtonian (PN) potential
to simulate the lowest-order level of apsidal precession in a finite-
mass, smoothed particle hydrodynamics (SPH) framework, albeit
with low (N ∼ 103) particle number. More recently, global circu-
larization simulations achieved much higher resolution by reducing
the dynamic range of the problem in one of two ways. The first is
to consider an unrealistically low mass ratio, typically Q ∼ 103.
In simulations of this type, general relativity is sometimes ignored
completely (Guillochon et al. 2014), but when it is included, it
has a minimal effect on the circularization process because the
tidal radius around an intermediate-mass BH is not very relativistic
(Ramirez-Ruiz & Rosswog 2009; Shiokawa et al. 2015). The sec-
ond option is to consider a realistic mass ratio (Q ∼ 106) but an un-
realistic pre-disruption stellar orbit. Tidally disrupted stars typically
approach supermassive BHs on nearly parabolic orbits (Magorrian
& Tremaine 1999), with initial eccentricities 1 − e0 ∼ 10−5. For
computational convenience, one may choose an unrealistic stellar
eccentricity, e0 . 0.95, to reduce the debris stream apocenters.
This approach was adopted by Hayasaki et al. (2013), who mim-
icked apsidal precession effects with a pseudo-Newtonian potential
and found rapid circularization due to dissipation at stream self-
intersections. These results were later confirmed and extended to
different gas equations of state (Bonnerot et al. 2016a; Hayasaki
et al. 2016), as well as higher (but still sub-parabolic) eccentric-
ities (Bonnerot et al. 2016a; Sa˛dowski et al. 2016). The low-e0
limit of tidal disruption has also been used with PN potentials to
include Lense-Thirring frame dragging, which was seen to sub-
stantially delay circularization provided debris streams remain thin
(Hayasaki et al. 2016). More recently, Bonnerot & Lu (2019) have
performed a TDE disk formation simulation with realistic astro-
physical parameters using a different approximation: neglecting the
returning debris streams entirely, and injecting mass, momentum,
and energy (in the form of SPH particles) from the test-particle
self-intersection point. The validity of this approach depends on
the accuracy of the local injection scheme, and its independence
from global gas evolution around the BH. We discuss this approach
further and compare and contrast it to our results in Section 4.5.2.
In this paper, we use novel numerical techniques to capture
the disk formation process in general relativistic hydrodynamics
without sacrificing astrophysical realism in our choice of system
parameters (e.g., Q, e0). Crucially, we use two-level adaptive mesh
refinement (AMR) to resolve the relevant physics within our grid-
based code. In §2, we outline our numerical scheme. In §3, we de-
scribe the general outcomes of our simulation, including the spatial
properties of the nascent accretion flow with a detailed compari-
son to the ZEro-BeRnoulli Accretion (ZEBRA) model of Cough-
lin & Begelman (2014). In §4, we more carefully analyze the spe-
cific physical mechanisms controlling the circularization process.
We conclude in §5.
2 NUMERICAL METHOD AND SETUP
We simulate the initial tidal disruption using the SPH code phantom
(Price et al. 2018) and we simulate the post-disruption evolution
using our new GRMHD code H-AMR (Liska et al. 2019b), an ap-
proach analogous to those of Rosswog et al. (2009) and Sa˛dowski
et al. (2016). With this method, we can account for the large range
of spatial and temporal scales involved in the disruption process and
debris stream formation while accurately capturing the essential
shocks and general relativistic effects in the post-disruption evo-
lution.
2.1 Initial disruption in phantom
The stellar disruption is initially followed with the smoothed-
particle hydrodynamics code phantom (Price et al. 2018). The setup
is identical to that described in Coughlin & Nixon (2015): a star of
mass 1M is modeled as a γ = 5/3 polytrope, with the adiabatic
index equal to the polytropic index, by placing ∼ 107 particles on a
close-packed sphere. The sphere is stretched to achieve roughly the
correct polytropic density profile. The star is subsequently relaxed
in isolation (i.e. without the external gravitational potential of the
BH) for ten sound crossing times to smooth out numerical pertur-
bations in the density profile. Self-gravity is included through the
MNRAS 000, 1–20 (2020)
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implementation of a tree algorithm alongside an opening angle cri-
terion to calculate short-range forces (Gafton & Rosswog 2011).
We also include the effects of shock heating in modifying the inter-
nal energy of the gas.
The relaxed polytrope is placed at a distance of 5 rt from the
supermassive BH of mass 106M such that the center of mass is
on a parabolic orbit. To maintain hydrostatic balance initially, ev-
ery other particle comprising the star is given the velocity of the
center of mass. In its current version, phantom is a Newtonian
code, and therefore has no direct means of implementing general
relativistic effects. Instead, we mimic some of these effects with
a pseudo-Newtonian “Einstein” potential (Nelson & Papaloizou
2000; Nealon et al. 2015) given by
ΦE = −GMBHr
(
1 +
3Rg
r
)
, (1)
where Rg = GMBH/c2 is the gravitational radius and MBH is the
mass of the BH. This potential accurately reproduces the general
relativistic apsidal precession angle at large radii relative to the
gravitational radius, with deviations from the true precession angle
becoming more pronounced as the radius r becomes comparable
to Rg. However, for the large mass ratio considered here, the tidal
approximation is upheld to a high degree of accuracy, meaning that
the dominant effect of general relativity on the initial stellar en-
counter will be to rotate the entire star through the same precession
angle. Therefore, our usage of this potential, as opposed to a gen-
eral relativistic treatment, is sufficient for the purpose of creating a
realistic distribution of post-disruption debris.
The initial, parabolic orbit of the star is established using the
above potential (Equation 1) to calculate the angular momentum
necessary to achieve a pericenter distance of rp = 7Rg. phantom
uses an artificial viscosity prescription to mediate any strong shocks
that may be present during the large compression suffered by the
star and employs the standard switch proposed by Cullen & Dehnen
(2010) (i.e., the artificial viscosity parameter is small when the star
is far from pericenter and approaches values near unity as the star
is compressed at pericenter). A nonlinear term is also included to
account for extremely strong shocks and prevent interparticle pen-
etration (Price & Federrath 2010). The large number of particles
(∼ 107) was used to avoid the possibility of spurious numerical
heating at pericenter caused by under-resolving the compression,
predicted to be of the order Hmin/R∗ ∼ β−3 ∼ 0.003 (Carter &
Luminet 1983, though the compression could be smaller if shock
heating halts the otherwise-adiabatic collapse; Bicknell & Gingold
1983). Here β = rt/rp is the penetration factor, rt is the tidal radius
and rp is the pericenter radius.
Figure 1 shows the density distribution of the disrupted stellar
debris at 1.16 days after the disruption. At this time, we end the
evolution of the TDE in phantom and use the resulting distribution
of debris as the initial conditions for our post-disruption simulation
in H-AMR. Figure 2 depicts the Bernoulli parameter distribution of
the tidally-disrupted debris at this same time. The star approaches
the BH on a parabolic orbit. When the BH tidally disrupts the star,
the bound stellar debris falls back to the BH while the unbound de-
bris continues on an outward trajectory. The star’s mass is split al-
most evenly between bound and unbound matter (Lacy et al. 1982;
Evans & Kochanek 1989). We use the relativistic Bernoulli param-
eter to distinguish between bound and unbound material,
b = −ut(ρ + ugγ)
ρ
− 1, (2)
Figure 1. Color maps of the log of rest mass density and log κ (proportional
to entropy, see Equation 5), in the equatorial plane at the initial conditions
(1.16 days) of the post-disruption phase of the simulation in H-AMR. The
black contour on the right panel outlines the area excluded by the entropy
condition (κ < 10) which we use throughout our analysis to identify the
material in the debris stream (as opposed to the accretion disk). The BH is
located at the origin. The dotted lines indicate the x- and y-axes.
Figure 2. A histogram of the Bernoulli parameter distribution at the initial
conditions (1.16 days) of H-AMR’s post-disruption phase of the simula-
tion. Each bin is weighted by solar masses per unit Bernoulli parameter.
Unbound material and total unbound mass are shown in red; bound mate-
rial and total bound mass are shown in blue. The mass-weighted average
Bernoulli parameter is also shown. On average, the material in the initial
conditions of the post-disruption phase is marginally bound (b = 0). The
vertical lines represent the range of the Bernoulli parameter estimated from
the frozen-in approximation (Equation 3), and contain 98.06% of the debris
mass. The floor material is ignored in the calculations.
where b is the Bernoulli parameter, u is the 4-velocity, and ρ and
ug are the mass and internal energy densities, respectively, in the
fluid frame. At late times the pressure gradient within the disrupted
debris becomes small, the Bernoulli parameter is approximately
a conserved Lagrangian quantity, and – even in a time-dependent
system such as the one analyzed here – b > 0 corresponds to un-
bound material while b < 0 corresponds to bound material. Figure 2
shows that in the initial conditions, the majority of the material is
marginally bound.
In Figure 2, we calculate the theoretical Bernoulli parameter
spread using the frozen-in approximation outlined by Stone et al.
(2013). This approximation assumes that (i) the tidal forces out-
MNRAS 000, 1–20 (2020)
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side of the tidal radius are negligible, so the star enters the tidal
radius as an unperturbed sphere, and (ii) once the star crosses the
tidal sphere, its fluid elements move ballistically, with a spread in
orbital properties given by the potential gradient across the star. In
reality, internal forces (e.g. self-gravity and hydrodynamics) are not
totally negligible inside the tidal sphere, but previous simulations
of deeply penetrating disruptions show that the frozen-in approxi-
mation reproduces the actual energy spread of the debris to within
≈ 20% for γ = 5/3 polytropes (Steinberg et al. 2019). According
to this impulsive disruption approximation, the spread of specific
orbital energy (in Newtonian gravity) ∆b is given by
∆b = k
GMBHR∗
r2t
(3)
where k is a constant of order unity related to stellar structure and
rotation prior to disruption. If we let k = 1, we find that ∆b = 2.12×
10−4. Only 1.94% of the mass in the initial conditions is outside the
range predicted by the frozen-in approximation, verifying that the
initial orbital energy distribution for the post-disruption phase is
largely consistent with standard estimates.
A small fraction of the material has Bernoulli parameter well
outside the range predicted by the frozen-in approximation. How-
ever, even though the most tightly bound debris (with specific en-
ergy |ε| > ∆b) constitutes a small fraction of the total mass, it is the
first matter to fall back, and therefore dominates the early stages of
the circularization process studied here. Due to runtime limitations,
these early stages are the primary focus of this paper. While these
tails could be a byproduct of intense shock heating as the star is
highly compressed near pericenter, we caution that they may also
arise from numerical inaccuracies associated with the same highly
compressed (and therefore difficult to resolve) configuration of gas.
Such broad-energy tails have been seen in high-β TDEs simu-
lated with a range of codes and a variety of numerical algorithms.
While a return time of 1.16 days for the most tightly bound debris
might appear extreme, it is qualitatively consistent with these past
simulations. For example, Guillochon & Ramirez-Ruiz (2013) find
that the most tightly bound debris in Newtonian, grid-based, β = 4
simulations of n = 3 polytrope disruptions can return to pericenter
after ≈ 3 days, and that the time of first pericenter return decreases
with increasing β. Steinberg et al. (2019) performed moving-mesh
simulations of stellar disruptions and found that the extent of the
high energy tail is also a function of β. For Newtonian disruptions
of n = 3/2 polytropes, going from β = 5 to β = 7 moves the
time of first mass return from ≈ 3 days to ≈ 1 day (private com-
munication). Gafton & Rosswog (2019) also used Newtonian (and
relativistic) SPH simulations, with a code distinct from phantom, to
disrupt a γ = 5/3 polytrope over a range of β, and found that for
large β the return time of the most bound debris was significantly
earlier than the frozen-in prediction with initial return times being
on the order of days.
These high-energy, low-mass debris tails have not been stud-
ied in detail, but their ubiquity across SPH, conventional grid-
based, and moving mesh codes leads us to believe that they are
likely physical. If, however, the high-energy tail of debris were pri-
marily the result of numerical artifacts, then it would bias the earli-
est stages of mass return to (i) artificially early times and (ii) artifi-
cially low fallback rates (relative to the time of first mass return).
However, our results depend solely on the relative values of
mass fluxes rather than the absolute values, with the exception of
the internal energy and density floors (Section 2.2). Therefore, even
if the mass of the high-energy tail of debris in our initial conditions
Table 1. Simulation parameters for models TDET0 and TDET30, including
black hole mass MBH, stellar mass M∗, pericenter radius Rp, penetration
factor β, and inclination angle of the stellar orbit i.
Model MBH (M) M∗ (M) Rp (Rg) β i
TDET0 106 1 7 7 0
TDET30 106 1 7 7 30
Table 2. For each quantity, the number of cgs units per simulation unit is
tabulated. Note that 0 Rg/c corresponds to 1.16 days after the disruption, so
the relationship between simulation time and days since disruption is affine
linear.
Quantity cgs unit H-AMR unit cgs unit / H-AMR unit
Mass g Rgc2/G 2 × 1039
Distance cm Rg 1.477 × 1011
Time s Rg/c 4.926
Density g/cm3 c2/R2gG 6.207 × 105
is an overestimate, our results can be straightforwardly rescaled to
astrophysically realistic time and mass flux scales (i.e. our simula-
tion would have started at a later time with similar values of relative
mass flux). The qualitative features of the circularization process
are therefore robust and should apply generically to systems with
realistic physical parameters and β ' 7.
2.2 H-AMR Simulation Parameters
As described in Section 1, our simulation parameters adhere to as-
trophysically realistic values (Q = 106, e0 ≈ 1). In phantom we
insert a star on a parabolic trajectory with a pericenter distance of
7Rg and a penetration factor of β = rt/rp = 7. This high penetra-
tion encounter guarantees that self-gravity is negligible in the post
disruption evolution of the stream (though the influence of self-
gravity on the stream structure may be revived at much later times
than those simulated here owing to the in-plane focusing of the
debris; Coughlin et al. 2016; Steinberg et al. 2019). H-AMR uses
units such that G = c = Rg = 1. The conversion factors from the
simulation units to cgs units are in listed in Table 2.
We present two models, TDET0 and TDET30, corresponding
to spin-orbit misalignment angles of zero and 30 degrees, respec-
tively (Table 1; see the 3D renderings in the Supporting Informa-
tion). At 1.16 days after the disruption, we end the initial disruption
simulation in phantom and begin the post-disruption simulation in
H-AMR: thus, the time of 1.16 days post-disruption corresponds
to t = 0Rg/c in H-AMR. In both models, we use a dimensionless
BH spin of a = 0.9375 for the post-disruption evolution. In model
TDET30, we rotate the data about the y-axis by 30 degrees. We take
this approach, rather than tilting the metric, to avoid the computa-
tional strain associated with keeping track of a non-axisymmetric
metric. Because the morphology and the fallback rate of our stream
are not strongly dependent on spin (Tejeda et al. 2017), we can
make such changes to the BH spin and tilt angle in H-AMR with-
out repeating the simulation in phantom.
We run model TDET0 until 6.87 days after the disruption (t =
105Rg/c in H-AMR). We run model TDET30 until 5.01 days after
the disruption (t = 6.7×104Rg/c in H-AMR). We evolve the models
in the Kerr geometry using Kerr-Schild coordinates to avoid the
coordinate singularity in the Boyer-Lindquist coordinates.
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In this work, H-AMR uses 2-level 3D adaptive mesh refine-
ment (AMR) with a refinement criterion based on density. This
ensures that the recompression shock at the pericenter is captured
throughout the entire duration of the simulation. The total effective
resolution is 2880 × 860 × 1200, allowing us to resolve the entire
stream with ∼ 13 cells per scale height (hstream/r ∼ 0.05) at 500
Rg and ∼ 54 cells at pericenter, assuming 2 levels of refinement.
Between 4 × 104Rg/c (1.12 days) and 8 × 104Rg/c (3.40 days), we
increase the cutoff density for first-order refinement, causing the
outer stream to become unrefined, to verify that simulation proper-
ties are not affected by the refinement level. This adjustment had a
negligible impact on the inner stream and the accretion disk, whose
density was well above the first-order refinement cutoff.
In the post-disruption phase, we do not allow the values of
internal energy density and mass density to drop below 2.27×10−12
(3.75×106 ergs/cm3 and 4.167×10−15 g/cm3 respectively). Because
of this, it is possible that at late times the expanding debris is a bit
more pressure confined than it would otherwise be (see Sec. 3.1).
We assume a polytropic index of γ = 5/3 corresponding to a gas-
pressure dominated regime like the one present in the star before it
undergoes shocks.
3 RESULTS
3.1 Aligned Disk Formation and Evolution
Due to relativistic effects near the BH, the stellar debris precesses
through a large apsidal angle, setting the outgoing and incoming
streams on a collision course. At early times, the streams intersect
at a point close to the analytical post-Newtonian self-intersection
radius RSI ≈ 142Rg for a pericenter radius of 7Rg (Appendix D), as
seen in the left 3 columns of Figure 3. At late times, the pericenter
and self-intersection radii move farther away from the black hole.
Over the course of the simulation, such self-intersections
sometimes turn violent, as seen in the right-most column in Fig-
ure 3. During such self-intersection events, the incoming and outgo-
ing streams undergo significant shock heating, which nearly com-
pletely destroys the stream interior to the self-intersection point and
ejects material into a wide range of orbits. Figure 3 depicts the time
evolution of two such disruption cycles. Between the disruption cy-
cles, the stream remains intact until it disintegrates at the pericenter
passage, as seen in Figure 4. In the duration of our simulation, we
observe five such violent self-intersection events. They occur ap-
proximately 12 hours apart (at 1.47 days, 2.01 days, 2.52 days, 2.92
days, and 3.68 days), and each lasts for roughly 2,000Rg/c (2.74
hours). The periodicity of the self-intersections is on the scale of
the free-fall time from the self-intersection point,
tff =
pi
2
R3/2SI√
2GMBH
≈ 3.64 hr. (4)
These violent, periodic self-intersections may produce natural,
quasi-periodic variability in the inner disk accretion rate, pos-
sibly explaining the flaring events observed in TDEs such as
SWJ1644+57 (Burrows et al. 2011; Zauderer et al. 2011),
AT2018fyk (Wevers et al. 2019), and AT2019ehz (van Velzen et al.
2020). We discuss this hypothesis further in Section 4.1.
These violent, discrete self-intersections create the initial ac-
cretion disk. However, once the accretion disk forms, no additional
violent self-intersections occur. At late times, the stream enters the
accretion disk with a relative velocity on the order of the local Ke-
plerian velocity and the stream is sheared apart by the accretion
flow. The stream disintegration seeds turbulence in the disk lead-
ing to additional accretion. In TDEs, accretion can also occur as a
result of angular momentum transport from the magnetorotational
instability (MRI) in the disk. However, previous work found that
MRI through the disk’s Maxwell stress was sub-dominant to the
Reynolds stress in driving initial accretion (Sa˛dowski et al. 2016),
so the absence of magnetic fields in our simulation should not dras-
tically underestimate the accretion.
From early times onward, we see a sharp entropy increase af-
ter pericenter crossing. This is consistent with earlier analytical and
numerical work (Kochanek 1994). A similar model was presented
in Bonnerot et al. (2016a), though they did not pinpoint the peri-
center as the most likely location for stream disintegration. This
is not unexpected since at the pericenter the heating of the stream
due to velocity shear is greatest, so relativistic effects have a sig-
nificant contribution to energy dissipation (Bonnerot et al. 2016a).
We quantify efficiency of debris circularization in greater detail in
Sections 4.2 and 4.3.
Instead of forming a standard, geometrically thin disk, the
material surrounding the black hole is inflated into a geometri-
cally thick structure that is both gas-pressure and centrifugally sup-
ported. We perform a more in-depth analysis of the force balance
in the disk and the disk structure in relation to analytical models in
Sections 4.4 and 4.5.
We use an entropy cutoff to distinguish between the matter in
the stream and the matter in the disk. Throughout the remainder of
this work, we use the quantity,
κ = pρ−γ =
(γ − 1)ug
ργ
(5)
to track entropy, which is related to κ by
S = lnκ
γ − 1 . (6)
The tidal compression of returning debris streams is approxi-
mately a reversible process, so entropy is nearly constant until the
first shock. For the purposes of analysis, we define the stream as
material with κ < 10, a definition we refer to as the entropy condi-
tion. Figure 1 depicts an entropy profile of the stream at the initial
conditions of the post-disruption phase in the equatorial slice. The
black contour outlines the area covered by the entropy condition.
Figure 5 shows the radial profiles of density, pressure, and ϕ-
velocity within the disk. We compute the gas pressure p using the
adiabatic equation of state,
p = ug(γ − 1). (7)
We compute the physical ϕ-velocity directly from the simulation as
vϕ =
uφ
ur
√
gφφ, (8)
where g is the metric tensor. For a given quantity Q, we compute
the mass-weighted averages over two coordinates using
Qavg =
∫ QρutdAµν∫
ρutdAµν
, (9)
where
dAµν =
√−gdµdν. (10)
where radial profiles have dAµν ∝ dθdφ and polar profiles have
dAµν ∝ drdφ. In calculations involving radial averages, we restrict
the region of integration radially to avoid capturing high-density
MNRAS 000, 1–20 (2020)
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Figure 3. Equatorial slices through density in our simulation TDET0 during the first (top row) and third (bottom row) major TDE self-intersection events,
which occur at ∼ 2,600Rg/c (1.3 days) and ∼ 20,000Rg/c (2.3 days), respectively. After the stream passes the pericenter, it undergoes apsidal precession and
self-intersects with the incoming stream (3 leftmost columns). As a result, the inner parts of the stream can become nearly completely disrupted (rightmost
column), contributing to efficient circularization. Although powerful, we count 5 of such violent events in our simulation, i.e., these events are relatively rare.
At late times in our simulation, the circularization happens primarily through the interaction with the newly formed disc (Figure 4). See the 3D renderings in
the Supporting Information.
material from the half of the star which escapes the black hole. The
region of integration for each calculation is described in more detail
in the figure captions.
Between the inner and outer boundaries of the disk (10–200
Rg), Figure 5 shows that the radial profiles (i.e., averaged over an-
gles) of density and pressure closely follow power law relation-
ships, hinting at a possible analytic description (see Section 4.5.1).
The angle-averaged ϕ-velocity is fitted by vϕ ' 0.76r−0.5, which
implies a sub-Keplerian disk. This sub-Keplerian velocity distribu-
tion may be due to thermal pressure support against gravity (see
Section 4.4).
The internal energy density and mass density are floored at
2.27 × 10−12 (see Section 2.2). These floors are responsible for the
flat density and pressure regions at large radii in Figure 5. While
these floors would have a negligible effect on a TDE at peak fall-
back rate, they become significant for the early times and low fall-
back rates considered in our simulation. The floors may affect our
results by providing external pressure support to the outer disk, ar-
tificially lowering its radial and vertical extent. We discuss this in
Section 4.5.1.
Figure 6 shows the polar profiles of density, pressure, and
squared specific angular momentum within the disk. We calculate
the pressure as above (Equation 7) and the specific angular momen-
tum as l = uφ. The polar profiles of all three quantities are fit to a
power α of sin2 θ near the equatorial plane. We analyze these rela-
tionships further and compare them to model predictions in Section
4.5.1.
The height of the disk is proportional to the distance from the
center of the BH, where the constant of proportionality is known as
the scale height. In Figure 7, we compute the scale height with two
different metrics:
hsqrt
r
=
√∫
(θ − pi/2)2ρutdV∫
ρutdV
, (11)
and
habs
r
=
∫ |θ − pi/2|ρutdV∫
ρutdV
, (12)
where
dV =
√−gdrdθdφ (13)
with g the determinant of the metric.
Both methods show that h/r increases over time, implying that
the disc “puffs up” from the midplane. Although it is possible that
the vertical expansion of the disk is artificially slowed by the pres-
sure and density floors, this effect should not significantly impact
this general trend. This increase in the angular extent of the ma-
terial is due to excess thermal energy generated in the disk by the
dissipation of orbital energy. Such heating is also reflected in the
decreasing eccentricity of the disk over time (Figure 18), which
implies that the disk becomes hotter for a fixed angular momen-
tum. The scale height reaches a plateau around the time that the
self-intersections stop (3.68 days), suggesting that the violent self-
intersections play a crucial role in the early heating of the disk. We
discuss the mechanisms of energy dissipation further in Section 4.2.
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Figure 4. Equatorial slices through logarithms of density (left panel) and κ (right panel) at 5.7 days. The stream shocks and disrupts at and immediately after
pericenter passage in its late time evolved stage. This is different than the stream’s early time evolution (Figure 3), possibly because an inner accretion disk has
formed with density comparable to the incoming stream. The black line depicts an equatorial geodesic (Appendix A). Note that the self-intersection radius of
the geodesic is much greater than the analytical self-intersection radius of 142 Rg because the geodesic has a larger pericenter radius of ∼ 12Rg.
3.2 Tilted Disk Formation and Evolution
The majority of TDE disk formation simulations use either New-
tonian gravity or a general relativistic treatment (exact or approx-
imate) of a non-spinning Schwarzschild BH. However, tidally dis-
rupted stars approach the BH from a quasi-isotropic distribution of
inclinations, highlighting the importance of more general disk for-
mation simulations that account not just for BH spin, but also for
spin-orbit misalignment. Various effects unique to tilted accretion
disks, such as global precession, Bardeen-Petterson alignment, and
disk tearing (Nixon & King 2012; Liska et al. 2019a; Hawley &
Krolkik 2019) may all manifest themselves in TDE accretion disks.
Although previous studies have considered tilted TDEs analytically
(Stone & Loeb 2012; Zanazzi & Lai 2019), only two numerical ef-
forts have, to date, simulated the formation of an accretion flow fol-
lowing the disruption of a star on a misaligned orbit: the early work
of Hayasaki et al. (2016), and the more recent simulations of Liptai
et al. (2019). In both cases, the authors find that for adiabatic gas
equations of state, it is challenging for nodal precession to cause
significant delays in self-intersection. Both of these simulations,
however, employed unrealistically eccentric stellar trajectories for
computational convenience; the work presented in this section is
the first numerical simulation of tilted TDEs with realistic astro-
physical parameters.
The 3D rendering of the tilted TDE shows that, unlike in the
aligned TDE, the returning stream is never completely interrupted
by self-intersections (see the 3D renderings in the Supporting Infor-
mation). The misalignment between the orbital plane of the stream
and the rotational plane of the BH leads to strong nodal preces-
sion upon pericenter passage. The outgoing stream exits the BH
in a separate plane from the incoming stream, so when the two
streams collide, they are themselves misaligned. Figure 8 that this
misalignment launches material from both streams out of their orig-
inal planes. As seen in Figure 9, this allows the accretion disk to
become significantly thicker than in the aligned scenario.
Figure 10 shows that the radial profiles of the tilted disk fol-
low similar power-law relationships to the those of the aligned disk,
with the density and pressure falling off slightly faster in the aligned
disk. As a result, the tilted disk is more sub-Keplerian than the
aligned disk due to the larger thermal pressure gradient forces.
4 DISCUSSION
4.1 Flaring
As we describe in Section 3.1, the debris stream in our aligned
TDE simulation collides with itself in five violent self-intersection
events that occur approximately 12 hours apart and last for roughly
2000Rg/c, or 2.74 hours. We apply these results to TDE Swift
J1644+57, which exhibits quasi-periodic flaring during the first
few days of its initial evolution. Other authors have proposed
that this flaring is due to a precessing jet (Stone & Loeb 2012;
Tchekhovskoy et al. 2013). However, our simulations show that
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Figure 5. Time averages of radial profiles of mass density, pressure, and
ϕ-velocity, their power law fits, and an inset plot of time-averaged rest mass
density in the equatorial plane. Power law fits are calculated using a least-
squares method and are shown in dashed lines (see Table C1 for more de-
tails). Time averages are over the simulation’s full duration. Mass density,
pressure, and ϕ-velocity are averaged over spherical shells using Equation
9. Pressure and ϕ-velocity are weighted by mass. The stream is ignored
using the entropy condition. Mass, density, and pressure are multiplied by
5 × 105 so that all three variables are roughly the same order of magnitude
for ease of comparison. The vertical lines show the pericenter radius at 7
Rg and the analytical self-intersection radius at 142 Rg (Appendix D). The
analytical self-intersection radius is also shown on the inset plot. All three
quantities follow power law fits within the radii of the disk. The sub-unity
coefficient on the ϕ-velocity indicates that the disk is sub-Keplerian. At radii
less than the pericenter radius or greater than 400 Rg, there is minimal disk
material, so the data at these radii does not reflect the large-scale proper-
ties of the disk. The origin of the flat density and pressure regions at large
distances (r & 1000Rg) is due to the choice of the floors. The origin of the
dips in all quantities at small distances is due to the absence of stream-disk
interactions at distance smaller than the pericenter distance.
even without precession, the flaring due to violent self intersec-
tions can explain both the number of flares and their timescale.
Swift J1644+57 is a 105 − 106 M BH, so 1 day corresponds to a
timescale of 5000-50000 Rg/c, similar to the timescale of the self-
intersections in our simulation.
It is unlikely that this flaring is a direct consequence of self-
intersection events because the material at the self-intersection
point is too optically thick to produce X-rays without adiabatic
cooling (Jiang et al. 2016). Instead, we propose that the periodicity
of the self-intersections leads to a periodicity in the accretion that
feeds the jets, an effect that we see in our aligned TDE simulation.
As we discuss in Section 4.3, we can normalize the variable
mass accretion rate at the event horizon by the mostly smooth mass
fallback rate for both the aligned, Figure 14, and tilted, Figure 20,
simulations. We see quasi-periodic behavior only in the aligned
case where violent, periodic self-intersections occur. This behavior
does not perfectly correlate with the major self-intersection events
in the simulation, which may be due to the similar timescale of the
self-intersections (∼ 12 hours apart lasting ∼ 3 each) and the fall-
back time from the self-intersection point (∼ 4 hours). However,
the large fluctuations in accretion rate stop after the last major self-
intersection event at 3.7 days.
Sa˛dowski et al. (2016) found a marginally bound torus after
self intersection with some unbound material at high polar angles.
They also found periodic behavior due to the interactions of the
Figure 6. Mass density, pressure, and angular momentum squared in our
aligned TDET0 model plotted with respect to θ, their fits to a power law
of sin2 θ, and an inset plot of rest mass density in the xz-plane at 5.7 days.
Curve fits are are estimated by eye and shown in dashed lines. α represents
the exponent of a power law of sin2 θ. Angular momentum is normalized in
radius with a factor of r−1/2. Density, pressure, and angular momentum are
averaged over ϕ and 10 < r < 100 using Equation 9. Pressure and angular
momentum are weighted by mass. The stream is ignored using the entropy
condition. Density, pressure, and angular momentum squared are multiplied
by 0.158, 316, and 10−8 respectively so that all three quantities are roughly
the same order for comparison purposes.
Figure 7. The scale height of the disk plotted with respect to time in our
aligned TDET0 model. Scale height is calculated by averaging the mass-
weighted angle from the equatorial plane over |θ − pi/2| < 0.3 and ϕ using
two methods described by Equations 11 and 12. The stream is ignored using
the entropy condition. Shock heating causes the gas in the disk to expand
over time, increasing the scale-height.
outgoing stream with the incoming stream. However, this interac-
tion was not as violent as in our simulation, which may be due to
the differences in the orbital properties of the initial star.
4.2 Energy Dissipation
We analyze the energy dissipation of the system at both early and
late times by tracking entropy and the ratio of the thermal to total
MNRAS 000, 1–20 (2020)
Disk Formation in Tidal Disruptions 9
Figure 8. A 3D contour of density (ρ = 10−8) visualized at 3.7 days in
our tilted TDET30 model. We show the views above and below the BH
orbital plane in the left and right panels, respectively. The outgoing and
incoming streams are misaligned at the self-intersection point due to the
polar precession at the pericenter passage. As a result, material is ejected
out of the orbital plane of the star. The orbital plane of the BH is shown for
reference. To see this effect in the full context of disk formation, see the 3D
renderings in the Supporting Information.
Figure 9. Mass density, pressure, and angular momentum squared in our
tilted TDET30 model plotted with respect to θ′, their analytical scalings,
and an inset plot of rest mass density in the ϕ = 6pi/10 plane at 4.0 days.
Here, θ′ and z′ are the coordinates in the rotated frame. We perform this
transformation using our tilting algorithm (Appendix E). Analytical scal-
ings are estimated by eye. Angular momentum is normalized in radius with
a factor of r−1/2. Analytical scalings are shown in dashed lines. Alpha rep-
resents a power law of sin2 θ. Density, pressure, and angular momentum are
averaged over ϕ and 10 < r < 100. Pressure and angular momentum are
weighted by mass. The stream is ignored using the entropy condition. Den-
sity and pressure are multiplied by constants (107.3 and 1010.7 respectively)
so that all three quantities are roughly the same order for comparison pur-
poses. Note that the tilt angle varies over space and time (Figure 21), so the
averages may not accurately reflect the polar profiles of these quantities.
energy flux along a streamline. The thermal and mass energy fluxes
are respectively given by
Φthermal = −√−g(ug + p)ηut = −√−gugγηut (14)
and
Φmass = −√−gρηut (15)
Figure 10. Time averages in our tilted TDET30 model of radial profiles for
mass density, pressure, and ϕ-velocity, their analytical scalings, and an inset
plot of rest mass density in the tilted stellar orbital plane at 4.0 days. Here,
x′ and y′ are the coordinates in the tilted frame. We perform this transfor-
mation using our tilting algorithm. Analytical scalings are calculated using
a least-squares method and are shown in dashed lines (see Table C2 for
more details). Time averages are over the simulation’s full duration. Mass
density, pressure, and ϕ-velocity are averaged over spherical shells. Pres-
sure and ϕ-velocity are weighted by mass. The stream is ignored using the
entropy condition. Mass density and pressure are multiplied by 5 × 105 so
that all three variables are roughly the same order for comparison purposes.
The vertical lines show the pericenter radius at 7 Rg. At radii less than the
pericenter radius or greater than 400 Rg, there is minimal disk material, so
the data at these radii does not reflect the large-scale properties of the disk.
where η =
√
vivi =
√
gijvivj is the magnitude of the 3-velocity (we
are adopting the convention where Latin indices range from 1 – 3).
We plot the ratio of fluxes in Figures 11 and 12, which we define as
ψ =
Φthermal
Φthermal + Φmass
. (16)
When thermal (mass) energy flux dominates, ψ approaches unity
(zero). Shocks convert orbital energy into thermal energy, so ψ in-
creases across the self-intersection shocks.
We compare the entropy of the stream post-pericenter to the
average entropy of the disk, with the latter defined as
κdisk =
∫
κρutdV∫
ρutdV
. (17)
Here κ is defined by Equation 5 and the region of integration is
defined using a stricter version of the entropy condition (κ > 100)
to ensure that none of the high-density, low-entropy stream material
contributes to the average.
Figures 11 and 12 show the early- and late-time dissipation
profiles along a streamline, respectively. Although the heating and
entropy generation occur on similar levels in both of the figures,
the dissipation mechanisms are distinct. At early times, there is
comparable heating at both pericenter and self-intersection radii.
However, significant entropy generation only occurs at the self-
intersection, meaning that the pericenter heating is nearly adiabatic.
The self-intersection heating, on the other hand, is irreversible and
shock-induced. At late times, the bulk of the heating and the en-
tropy generation occurs at the pericenter. After the pericenter pas-
sage, entropy increases to more than three quarters the entropy of
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Figure 11. Whereas at early time the stream heats up at both the pericenter and self-intersection radii, the majority of the entropy generation occurs at the
latter, suggesting that the pericenter heating is nearly adiabatic, in our aligned TDET0 simulation. We can see this by plotting the relative amount of heating ψ
(see eq. 16) and a proxy for entropy, κ ∝ eentropy. We plot them versus the distance sstrm, as measured in units of gravitational radii along a velocity streamline,
at an early time, 1.34 days. The streamline originates in the incoming stream, as shown in the inset. The pericenter and self-intersections are shown by the
vertical dotted lines. The thin grey line tracks the streamline’s distance from the BH. The average entropy of the disk is shown by the blue horizontal dotted
line. The thin and thick red lines show an approximation for the flux ratio for a thin (h/r = 0.082) and thick (h/r = 1) disk respectively (Equation 18). The
streamline is integrated from the velocity field using a second-order Runge-Kutta method. Note that S ∝ ln κ, so the plot depicts entropy on a linear scale.
the disk, with the remainder of the entropy generation occurring
between the pericenter and self-intersection radii.
As Figure 7 shows, over time the accretion disk puffs up. The
presence of a thicker and more massive disk at late times cre-
ates a feedback loop that quickly diminishes the contribution of
self-intersections to energy dissipation. First, the outgoing stream
transports its momentum into the disk, leading to less powerful
self-intersections. Second, the weaker self-intersections leave the
incoming stream mostly intact, allowing greater dissipation near
pericenter.
In Figure 13, we compare the rotational mass flux of the accre-
tion disk with the mass fallback rate. The mass fallback rate is an
approximation for the mass flow rate in the outgoing stream at early
times when the incoming and outgoing stream mass flow rates are
similar. Before the first self-intersection event (1.5 days), the accre-
tion disk is small and has a negligible effect on the outgoing stream.
With each self-intersection, the disk grows more substantive until
the system reaches an equilibrium point where the disk nearly com-
pletely intercepts the outgoing stream and self-intersections can no
longer occur. This occurs around 3.7 days in our simulation.
When the outgoing stream intersects the incoming stream, the
incoming stream compresses and heats up. In Figures 11 and 12,
this occurs at 400 and 500 Rg along the streamline, respectively.
There is significantly more heating at early times than at late times,
indicating that the self-intersections have a more prominent effect
on the incoming stream in the early evolution of the TDE.
For context, we compare the value of ψ in the stream post-
pericenter to an approximation for ψ in a thick (h/r = 1) and thin
disk, where the thin disk approximation assumes a scale height
equal to the scale height of the disk (0.0695 and 0.132 at 1.4 and
5.7 days respectively). We compute the approximation as
ψ ≈ ugγ
ρ
≈ c2s ≈
(
h
r
)2
v2k ≈
(
h
r
)2 1
r
, (18)
where cs is the sound speed in the disk. Note that Equation 18 is
only a good approximation for small values of ψ. Contrary to the
approximation, ψ does not drop off with radius, especially at late
times, due to the heating that occurs as the stream disintegrates into
the disk.
The inclusion of a more realistic equation of state near the
pericenter where the stream is expected to be radiation dominated
may yield an even higher rate of shock dissipation (Guillochon
et al. 2014). Additionally, the inclusion of magnetic fields is ex-
pected to yield extra dissipation through the action of MRI (Balbus
& Hawley 1991) when the inner and outer stream develop a strong
shear in velocity near pericenter.
4.3 Circularization
In the standard TDE picture, the accretion disk circularizes effi-
ciently as bound material self-intersects at the disruption site (Rees
1988; Phinney 1989). This circularization results from the dissipa-
tion of orbital energy that occurs during shocks. However, not all
TDE discs necessarily circularize completely, and Cao et al. (2018)
find that the optical emission lines of TDE ASASSN-14li are best
modelled by an accretion disk with eccentricity e = 0.97.
In our simulation, the accretion disk tends towards circular-
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Figure 12. At late times, the bulk of the heating and entropy generation occurs at the pericenter radius, suggesting that the pericenter is the most significant
source of energy dissipation at late times in our aligned TDE simulation. To see this, we plot the relative amount of heating ψ (eq. 16) and κ ∝ eentropy along
a velocity streamline, at 5.66 days. Here, sstrm is the distance along the streamline measured in units of gravitational radii. The streamline originates in the
incoming stream, as shown in the inset. The pericenter and self-intersections are shown by the vertical dotted lines. The thin grey line tracks the streamline’s
distance from the BH. The average entropy of the disk is shown by the blue horizontal dotted line. The thin and thick red lines show an approximation for the
flux ratio for a thin (h/r = 0.132) and thick (h/r = 1) disk respectively (Equation 18). The streamline is integrated from the velocity field using a second-order
Runge-Kutta method. Note that S ∝ ln κ, so entropy is depicted on a linear scale.
ization but never officially circularizes by the criterion used by
Bonnerot et al. (2017): an average eccentricity lower than 1/3. In-
stead, our disk reaches an average eccentricity of around 0.88 at
late times, the eccentricity being given by
e =
√
1 +
2εl2
G2M2BH
, (19)
where ε = −(ut + 1) is the total orbital energy and l = uφ is the
specific angular momentum.
Furthermore, eccentricity is unevenly distributed throughout
the disk, with the inner disk having a smaller eccentricity than the
outer disk (Figure 18). We propose that the disk cannot circular-
ize completely despite the efficient energy dissipation mechanisms
at play because the stream constantly supplies new high eccentric-
ity material. At very late times, once mass fallback declines to the
point where energy and angular momentum input is negligible (in
analogy to the late-time behavior of the disk mass in e.g. Cannizzo
et al. 1990), more complete circularization may occur, but this is
far beyond the timeframe we simulate here.
Some TDE accretion models predict a period of super-
Eddington accretion, the magnitude and duration of which depend
on the fallback rate (Coughlin & Begelman 2014; Wu et al. 2018).
This prediction is supported by observations; for instance, TDE
Swift J1644+57 exhibits a super-Eddington luminosity (Burrows
et al. 2011; Zauderer et al. 2011). We calculate the theoretical Ed-
dington accretion rate for our simulation below. Assuming that the
accreting material is mostly ionized hydrogen gas, the Eddington
luminosity is
LEdd =
4piGMBHcmp
σT
, (20)
where mp is the mass of the proton and σT is the Thomson cross
section. From the Eddington luminosity, the Eddington accretion
rate is
M˙Edd =
LEdd
c2
, (21)
where  is the gravitational potential energy that is radiated as a
fraction of the rest-mass energy. Combining the above two expres-
sions yields
M˙Edd =
4piGMBHmp
σT c
. (22)
If we assume that  = 0.1, then we find M˙Edd ' 0.022Myr−1.
Figure 14 shows that the mass accretion rate at the BH reaches up
to twice the Eddington limit, and the mass fallback rate reaches
up to 8 times the Eddington limit. This confirms that the TDE in
our simulation exhibits a period of super-Eddington accretion. We
noted in Section 2.1 that the fallback rates in our simulation are
about an order of magnitude lower than the peak fallback rate due to
the short duration of our simulation. Therefore, the peak accretion
is even more super-Eddington than suggested by Figure 14.
In Figure 14, we also quantify the circularization efficiency
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Figure 13.Mass fallback rate and the azimuthal mass flux in the disk for our
aligned TDE simulation. For the rotational mass flux, stream material is ig-
nored using the entropy condition. The rotational mass flux is estimated by
azimuthal mass flux through the surface given by ϕ = 1.14pi, 10 < r < 500,
and pi/2−h/r < θ < pi/2 +h/r. The ratio of the latter to the former is shown
in the top panel. Mass fallback rate is approximated by the mass flux in the
stream (distinguished by the entropy condition) through the tidal sphere.
Mass fallback rate is an approximation for the mass flux in the outgoing
stream at early times when the incoming and outgoing stream mass flow
rates are similar. However, this is no longer true at late times when the az-
imuthal mass flux in the disk increases to the point that the disk nearly com-
pletely intercepts the outgoing stream, and self-intersections can no longer
occur.
using the ratio of the mass fallback rate to the mass accretion rate
at the event horizon, where the mass flux is computed as
M˙ = −
∫
ρurdAθφ. (23)
If the disk did not circularize at all, then no orbital energy would
dissipate. The mass accretion rate at the BH, and also the circu-
larization efficiency, would be zero. If the disk circularized com-
pletely and did not produce any outflows, then all of the orbital
energy would dissipate. The mass accretion rate at the event hori-
zon would equal the mass fallback rate, and the circularization ef-
ficiency would equal unity.
The circularization efficiency exhibits some periodicity due to
the periodic self-intersection of the stream (Section 4.1). However,
after the initial spike at two days into the disruption, it settles in to
a range of 10 to 20%. The fact that a significant amount of mat-
ter from the debris stream consistently enters the BH implies that
circularization is reasonably efficient.
Due to the short duration of our simulation, we compute out-
flow rates as the mass flux of unbound disk material through the
tidal sphere. In a longer simulation, we could compute a more pre-
cise outflow rate by computing the mass flux at larger radii and at
later times. Because of this limitation, the outflow rate is less re-
liable than the horizon accretion rate and fallback rates in Figure
14.
Figure 15 shows that bound and unbound material accretes
onto the BH at increasingly higher rates as the simulation evolves.
The circularization of returning debris near pericenter can re-
sult from either internal shocks due to the compression of the re-
Figure 14.Mass fallback rate, mass accretion rate at the event horizon, mass
outflow rate, and the circularization efficiency plotted versus time in our
aligned TDET0 simulation. The circularization efficiency settles to around
10 to 20% at t & 4 days. Positive mass fluxes are directed towards the
BH. The circularization efficiency is calculated as a ratio of the mass flux
at the event horizon to the mass fallback rate. Mass fallback rate is com-
puted within the stream (distinguished by the entropy condition) through
the tidal sphere. Mass outflow rate is measured as the unbound mass flux
through the tidal radius. The stream is distinguished using the entropy con-
dition. Bound matter is ignored using the Bernoulli parameter. All three
mass fluxes increase roughly linearly with time.
Figure 15. Radial profiles of the mass flux in the disk in unites of the
Eddington accretion rate. We distinguish between the bound and unbound
material at three different times, spread evenly across the duration of the
simulation. Positive mass fluxes are directed towards the BH. Bound and
unbound material is distinguished using the Bernoulli parameter. The mass
flux of bound material is shown in solid lines, and the mass flux of unbound
material is shown in dotted lines. The stream is ignored using the entropy
condition. The horizontal dotted lines show M˙ = 0. Bound and unbound
material accretes onto the BH at increasingly larger rates as the simulation
progresses.
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Figure 16. A time-averaged velocity streamline plot of the inner parts of
the disk in the equatorial plane; color shows the time-averaged eccentricity
(see the color bar). Velocity and eccentricity are time-averaged over the
simulation’s entire duration and averaged over |θ − pi/2| < 0.5 weighted by
rest mass density. The stream is ignored using the entropy condition. The
streamlines are integrated using a second-order Runge-Kutta method.
turning debris stream or shocks and shear instabilities between the
stream and the evolving disk. The latter of these mechanisms can be
seen to dominate by comparing entropy evolution near pericenter at
early times (Fig. 11) and late times (Fig. 12). The much weaker en-
tropy jump at pericenter at early times suggests that internal com-
pression shocks do not play a significant role in energy dissipation,
as is expected from analytic arguments (Guillochon et al. 2014).
Instead, stream-disk interactions dominate the circularization pro-
cess. The stream provides a consistent flow of high eccentricity
material that prevents the disk from completely circularizing, but
the disk itself has a moderate eccentricity. Figure 16 shows a time-
averaged stream plot of the inner part of the disk; color indicates
eccentricity. The only high-eccentricity material close to the BH
is surrounding the stream and the area where it disintegrates into
the disk. Following along a given streamline, especially within the
stream itself, the eccentricity is constantly changing. This suggests
an abundance of energy transfer within the system. The high rate of
energy transfer is what allows the disk to circularize so efficiently.
Figure 17 depicts the radial eccentricity profiles of the inner
disk at various times. At late times, the eccentricity profile set-
tles into a quasi-steady state in which a cloud of high-eccentricity
material surrounds the path of the stream. This demonstrates that
the stream is constantly transferring its energy into the disk, even
at points other than the pericenter and self-intersection points.
This constant transfer of energy from the stream to the disk ac-
counts for the energy dissipation not caused by compression or
self-intersection shocks.
Figure 18 shows that the eccentricity is not evenly distributed
across the different radii in the disk. The inner parts of the disk are
more circularized than the outer parts, suggesting that the disk’s ef-
ficient circularization is caused primarily by the shock at pericenter.
Because eccentricity affects mean velocity, the uneven eccentricity
distribution may contribute to the drop in ϕ-velocity near the edge
of the disk in Figure 5. In Figure 18, there is a dip in the eccentric-
ity at the self-intersection radius at 1.6 days. This may be a result
Figure 17. Snapshots of mass-weighted eccentricity in the equatorial plane
at various times averaged over θ = pi/2± 0.5. We show representative times
to showcase the early evolution of the disk, and include one late time for
comparison. They correspond to dump files 100 (2460 Rg/c), 200 (4910
Rg/c), 300 (7370 Rg/c), 1000 (24825 Rg/c), 2000 (49526 Rg/c), and 3500
(86820 Rg/c). The stream is ignored using the entropy condition. However,
there still is an abundance of high-eccentricity material around the stream,
suggesting that the stream constantly transfers its orbital energy into the
disk.
Figure 18. The innermost parts of the disk are more circularized than the
outermost parts, as seen through the radial profile of eccentricity at various
times (see legend). The times are the same as in Figure 17. Eccentricity is
mass-weighted and averaged over spherical shells. The stream is ignored us-
ing the entropy condition. Unbound material is ignored using the Bernoulli
parameter. Only radii from 10Rg/c to 500Rg/c are shown. Eccentricity is
unevenly distributed throughout the disk.
of the second major self-intersection event, which occurs at 1.47
days. This is visible in Figure 17, where we can see that the effect
of the stream on the disk eccentricity is much weaker than at any
other time slice shown.
4.4 Force Balance
The only non-gravitational forces in our simulation are thermal
pressure-gradient forces. Because pressure drops off as the distance
from the BH increases (Figure 5), these forces are directed away
from the BH in the equatorial plane, reducing the centripetal force
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Figure 19. A time-averaged radial profile of the pressure gradient force
density normalized by the Keplerian force density. Within the disk, we see
that pressure gradient forces are a significant fraction of the Keplerian force,
accounting for the sub-Keplerian ϕ-velocity distribution that we find in Fig-
ure 5. Pressure is averaged over spherical shells and mass-weighted. Time
averages are over the simulation’s full duration. The stream is ignored using
the entropy condition.
on the accretion disk. To analyze the force balance in the disk, we
compute the ratio of the pressure-gradient force density, ∇p, to the
centripetal force density required to maintain Keplerian orbits (Fig-
ure 19), where the Keplerian centripetal force density is
fkep = ρ
v2K
r
= ρ
GMBH
r2
. (24)
As the ratio of force densities increases, the matter in the disk forms
stable orbits at increasingly sub-Keplerian velocities. The gradient
force is a substantial fraction of the Keplerian centripetal force at
all radii in the disk. Therefore, the matter in the disk maintains sub-
Keplerian velocities. In the inner parts of the disk, the pressure-
gradient force ranges from 25 - 40% of the Keplerian centripetal
force, which fully accounts for the sub-Keplerian velocities dis-
cussed in Section 3.1.
While the sub-Keplerian velocity distribution is primarily a re-
sult of thermal pressure gradient forces, it is important to note the
effect of the disk’s non-zero eccentricity on the ϕ-velocity distribu-
tion. In order to control for this effect, we set up artificial velocity
fields with constant eccentricities of 0 and 0.88, the average ec-
centricity of the disk at late times (Appendix B). For each velocity
field, we compute the radial profile of ϕ-velocity with Equation 9,
where the density weight is determined by the power law relation-
ship in Table C1. On average, we find that the eccentric disk has
a ϕ-velocity that is 93.8% the ϕ-velocity of the e = 0 disk. There-
fore, the thermal pressure gradient forces are the primary factor in
the sub-Keplerian velocity distribution of the disk.
4.5 Comparison to Disk Models
4.5.1 Comparison to ZEBRA Model
We compare the properties of the post-intersection accretion flow in
our simulation with those predicted by the ZEro-BeRnoulli Accre-
tion model proposed by Coughlin & Begelman (2014). This model
applies to accretion flows where the average Bernoulli parameter is
zero as in our simulation (Figure 2). Coughlin & Begelman (2014)
analytically derive the following self-similar solutions that apply
within the inner and outer boundaries of the disk:
ρ(r, θ) = ρ0
(
r
r0
)−q
(sin2 θ)α, (25)
p(r, θ) = β
GMBHρ0
r
(
r
r0
)−q
(sin2 θ)α, (26)
l2(r, θ) = aGMBHr sin2 θ. (27)
These solutions describe the accretion flow density, pressure, and
squared specific angular momentum, respectively, with the addi-
tional definitions
α =
1 − q(γ − 1)
γ − 1 , (28)
β =
γ − 1
1 + γ − q(γ − 1) , (29)
a = 2
1 − q(γ − 1)
1 + γ − q(γ − 1) , (30)
where r0 is some characteristic radius in the disk and ρ0 is the den-
sity at that radius in the midplane. Of particular importance to our
analysis are the following relationships:
(i) ρ ∝ r−q,
(ii) p ∝ r−q−1,
(iii) 1/2 < q < 3,
(iv) l ∝ sin2 θ,
(v) ρ ∝ (sin2 θ)α,
(vi) p ∝ (sin2 θ)α,
(vii) Equation (28).
In the model of Coughlin & Begelman (2014), the power-law index
q can be constrained by the mass inflow rate and prescribed disc
physics (e.g., that angular momentum is efficiently transported in
the disc), but in general we expect it to be on the order of ∼ 1 − 2
(see Figure 8 of Coughlin & Begelman 2014 and Figure 4 of Wu
et al. 2018).
We may quantitatively compare the ZEBRA model predic-
tions to the radial and polar profiles of our simulated disk, as we
show in Figures 5 and 6): (i) and (ii) imply that density and pressure
have a power-law dependence on radius, and (v) and (vi) imply that
density and pressure depend on θ as a power law of sin2 θ. These
predicted dependencies provide a reasonable fit for our data within
the boundaries of the disk (Tables C1 and C2). Our fitted power-law
exponents for the radial profiles density and pressure differ by 1.22,
which nearly matches the difference of 1.0 predicted by (i) and (ii).
However, the alpha parameter does not match its predicted
value from the ZEBRA model. The power law exponent for density
indicates that q ∼ 1. Therefore, α ∼ 0.5 by equation (28). Instead,
we find values for α of unity and 12 from pressure and density re-
spectively. In addition, l2 is proportional to (sin2 θ)2.2 rather than
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sin2 θ. These discrepancies indicate that the disk must be thinner
than predicted by the ZEBRA model.
The ZEBRA model predicts that the specific angular momen-
tum of the disk must be at least 76% of the Keplerian value with
our assumption of a polytropic index of 5/3 (Coughlin & Begel-
man 2014). Coincidentally, we find that the ϕ-velocities in the disk
are 76% of the Keplerian values for circular orbits. As we discuss
in Appendix B, the non-zero eccentricity of our disk automatically
decreases the ϕ-velocities in the disk relative to the Keplerian ve-
locity. Adjusting for this effect, the ϕ-velocities in the disk are 81%
of the Keplerian values.
As we mention in Section 3.1, the internal energy density and
mass density floors at 2.27 × 10−12 may artificially decrease the ra-
dial and vertical extent of the disk by providing external pressure
support. Therefore, our results at radii within the disk boundaries
(. 500Rg) are more reliable than at larger distances. Without the
floors, it is possible that the power law curves for density and pres-
sure in Figures 5 and 10 would continue past 500Rg. This additional
pressure confinement may also be responsible for the flattening of
the disc as compared to the ZEBRA model. Because the floors are
non-rotating, the external pressure could decrease the angular mo-
mentum of material at the edges of the disk, possibly leading to
artificially efficient circularization.
4.5.2 Bonnerot & Lu Model
Recently, Bonnerot & Lu (2019) performed a TDE simulation with
a realistic stellar trajectory and mass ratio. They found that self-
intersections launch outflows. These outflows undergo extensive
“secondary shocks” that ultimately result in the formation of an
accretion disk. This contrasts with our results, in which the pericen-
ter shock and continuous stream-disk interactions play an essential
role in the formation and circularization of the accretion disk. We
find that even when violent self-intersections do not occur, as in
model TDET30, a quasi-circular accretion disk still forms.
Bonnerot & Lu (2019) overcame the numerical challenges of
simulating a TDE with a realistic stellar trajectory and mass ratio
by using a non-spinning BH and incorporating the local simulation
of Lu & Bonnerot (2019) into their initial conditions to describe the
outflows produced by self-intersection shocks. However, that local
simulation includes assumptions that maximize the impact of the
self-intersection shocks. First, they assume that the incoming and
outgoing streams are identical. However, significant pericenter dis-
sipation, Lense-Thirring frame dragging, or hydrodynamic instabil-
ities at the boundary of the stream and the disk, such as discussed
by Bonnerot et al. (2016b), could cause the outgoing stream to dif-
fer substantially from the incoming stream in density and mass.
Second, they assume that the incoming and outgoing streams col-
lide head-on rather than at some nonzero angle. Many of the novel
effects observed by Bonnerot & Lu (2019) are tied to the strong
outflows sourced at the self-intersection point: for instance, the for-
mation of a retrograde accretion disk (retrograde with respect to
the star’s initial orbital angular momentum) is due to the preferen-
tial loss of prograde debris in the self-intersection outflows.
In our simulations, stream-disk interactions near pericenter
rapidly become the primary locus of energy dissipation and effi-
ciently suppress the return of coherent outgoing streams to the self-
intersection site. This behavior is difficult to reconcile with local
mass injection schemes near the self-intersection radius, although
we caution that we have only simulated one particular BH mass,
and have focused on the less common case of high-β disruptions.
Figure 20. The circularization efficiency for our tilted TDET30 run is
similar to that of the aligned run. We can see this by plotting the time-
dependence of the circularization efficiency, mass fallback flux, mass accre-
tion rate at the event horizon, and mass outflow rate. Positive mass fluxes
are directed towards the BH. The circularization efficiency is calculated as
the ratio of the mass flux at the event horizon to the mass fallback rate. Mass
fallback rate is measured as the mass flux in the stream at the tidal radius.
Mass outflow rate is measured as the unbound mass flux through the tidal
radius. The stream is distinguished using the entropy condition. Unbound
matter is distinguished using the Bernoulli parameter.
The importance of stream-disk dissipation merits further study in
future work.
4.6 Analysis of the Tilted TDE Simulation, Model TDET30
Figure 20 shows that the circularization efficiency of the tilted TDE
is only slightly less than the aligned TDE, hovering from 10% to
15%. Similarly to the aligned scenario, all three mass fluxes in-
crease roughly linearly in time.
In Figure 21, we compute the tilt and precession angle of the
disk using the method of Fragile et al. (2007). We start with the
definition
T (r) = arccos
[JBH · Jdisk(r)
|JBH||Jdisk|
]
(31)
where
JBH = (−aM sinT0 xˆ, 0, aM cos β0zˆ) (32)
is the angular momentum vector of the BH and
Jdisk(r) =
[
(Jdisk)1 xˆ, (Jdisk)2yˆ, (Jdisk)3zˆ
]
(33)
is the angular momentum vector of the disk in an asymptotically
flat space. This is given by
(Jdisk)ρ =
µνσρLµνS ρ
2
√−S αS α
(34)
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Figure 21. The tilt and precession angles of the tilted disk over time in our titled TDE simulation TDET30. Panels a) and b) depict the tilt and precession
angles calculated from the net angular momentum of the disk for material r < 500Rg. Panels c) and d) depict the tilt and precession angles calculated from
the net angular momentum of the disk material at the radius indicated on the y-axis. Both tilt and precession angles are continuous within the range of radii
in the disk, indicating that there is no disk-tearing. The increase in tilt angle over time suggests that material is ejected into orbits at larger tilt angles due to
the misalignment between the incoming and outgoing streams, as seen in Figure 8. We do not observe significant precession of the disk in the duration of the
simulation.
where
Lµν =
∫ (
xµT ν0 − xνT µ0
)
d3x (35)
and S ρ =
∫
Tσ0d3x. The equations for Lµν and S σ are integrated
over concentric radial shells of the most-refined grid layer, e.g.,
S ρ =
∫
Tσ0∆rdAθφ. (36)
The unit vector yˆ points along the axis about which the initial con-
ditions are initially tilted and zˆ points along the angular momentum
axis of the BH. The precession angle is computed similarly using
the definition
γ(r) = arccos
[JBH × Jdisk(r)
|JBH × Jdisk| · yˆ
]
(37)
Previous GRMHD simulations of accretion disks have exhib-
ited a phenomenon known as disk tearing, where the accretion
disk occupies separate planes over different ranges in radii (Liska
et al. 2019a). The disk in our simulation undergoes no such tearing.
Namely, Figure 21 shows that the tilt and precession angles of the
disk are continuous over the range of radii in the disk. We hypothe-
size that the increase in tilt angle over time is due to material ejected
onto orbits at larger inclination angles due to the misalignment be-
tween the incoming and outgoing streams, as seen in Figure 8.
The disk remains in approximately the same plane throughout
the duration of the simulation despite the effects of Lense-Thirring
precession. We propose that the material that the stream feeds into
the disk prevents the disk from precessing. The stream feeds the
disk with material in the orbital plane of the star. The mass of this
material increases approximately linearly with time, so the mass
of the disk is always dominated by fresh material from the stream
(Figure 20).
Even after the disk fully forms, it may be unable to precess
due to radial expansion on timescales shorter than the precession
time of the gas, as seen for radially extended geometrically thick
accretion disks (Liska et al. 2018). However, at much later times, as
the mass accretion rate drops below Eddington, the disk may cool
and tear apart into multiple planes, naturally leading to precession
(Liska et al. 2019a). Since this simulation was not run for multiple
viscous times of the accretion disk, the presence of precession in
tilted TDEs remains an open question.
5 CONCLUSIONS
In this work, we simulate for the first time in GRHD a tidal disrup-
tion of a Sun-like star by a supermassive BH for a realistically large
mass ratio (Q = 106) and for a realistic stellar orbit (e0 ≈ 1). We
also present the first simulation of a tilted TDE in GRHD (see the
3D renderings in the Supporting Information). Our use of realistic
parameters poses a number of challenges. A high mass ratio leads
to a thin stellar debris stream that is difficult to resolve. We accom-
modate this difficulty using 2 levels of AMR. A parabolic stellar
trajectory necessitates a large range of temporal and spatial scales.
As the initial eccentricity of the star increases, the fallback time of
the stellar debris and the apocenter of the debris stream orbit grow.
The unprecedented efficiency of H-AMR due to GPU-acceleration
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and AMR allows us to cover the necessary range of scales to simu-
late the initial stages of the disruption.
We find that the TDE naturally and efficiently forms a quasi-
circular accretion disk, although the high-eccentricity material con-
stantly supplied by the stream prevents the disk from circularizing
completely. The disk quickly reaches its maximum state of circu-
larization after about one day. The circularization efficiency is con-
sistently around 10 to 20% (Figure 14).
During the post-disruption phase of our aligned TDE sim-
ulation, the debris stream undergoes a series of violent self-
intersection events in which the incoming and outgoing streams
collide. We propose that these self-intersections are the phenom-
ena responsible for the early-time flaring of TDE Swift J1644+57
and other TDEs. The self-intersections account for both the number
of flares and their timescale.
While self-intersections play a crucial role in orbital energy
dissipation of the system at early times (i.e., during the first 3 days
of the simulation), stream-disk interactions near pericenter are the
primary energy dissipation source at late times. The formation of
the disk begins a feedback loop that quickly reduces the impact of
the self-intersections. Dissipative stream-disk interactions raise the
entropy of the debris stream three quarters of the way to the final
entropy of the accretion disk (Figure 12). The remaining entropy
generation occurs as the stream disintegrates into the accretion disk.
Thermal energy flux dominates over mass energy flux in the debris
stream post-pericenter compared to before the pericenter passage.
We find that the newborn disk exhibits super-Eddington ac-
cretion. The radial and polar dependencies of density and pressure
within the disk closely reflect the self-similar solutions proposed
by Coughlin & Begelman (2014) in the ZEBRA model. Non-zero
eccentricity has a small effect on the deviation from Keplerian ve-
locities in the disk, and the more prominent effects are from thermal
pressure gradient forces (Figure 19). The thermal energy generated
by accretion heats up the inner part of the disk. The temperature dis-
tribution through the disk creates a thermal pressure gradient force
that supports the disk against gravity, leading to a sub-Keplerian
velocity distribution.
For a TDE with a 30 degree BH-spin–stellar-orbit misalign-
ment angle, we find that polar precession causes the incoming and
outgoing streams to intersect off-center (Figure 8). This ejects gas
from the outgoing stream onto orbits with larger tilt angles and re-
sults in less violent self-intersections. However, an accretion disk
still forms with a similar accreted fraction of the material to the
aligned case.
The largest drawback of our simulation is its short duration,
of about one week, which allows only the small fraction of the stel-
lar debris with specific energy well outside the frozen-in approxi-
mation to accrete onto the BH (Section 2.1). However, these early
stages of TDE disk formation are crucial because they capture the
initial disk formation and the emergence of the orbital energy dis-
sipation mechanism. Clearly, the late-time evolution of TDE disks
requires further study, particularly as the fallback rate approaches
its peak and deviates from linear growth.
In future simulations, we plan to study how TDE accretion
disk formation is affected by the magnetic field of the disrupted
star. This will allow us to model the magnetorotational instability
(MRI) of the disk. We also plan to incorporate a variable polytropic
index based on the equation of state used by Shiokawa et al. (2015)
to more accurately model the thermodynamics of the disk.
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APPENDIX A: COMPUTING GEODESICS
In this appendix, we describe our method for computing geodesics
in Kerr spacetime. In Figure 4, we depict a geodesic in the equato-
rial plane. In the Kerr geometry, equatorial geodesics remain in the
equatorial plane, so θ = pi/2 and uθ = 0. Therefore, to compute uµ,
we must solve for 3 unknowns: ut, ur, and uφ. We use the following
equations.
E = −gtµuµ (A1)
L = gφµuµ (A2)
gµνuµuν = κ (A3)
where E and L are the conserved quantities of energy and angular
momentum and κ = −1 for time-like geodesics.
For the geodesic in Figure 4, E and L are taken from their sim-
ulation values at the Cartesian point (−500,−200, 0). At each point
along the geodesic, we calculate ur and uφ and integrate the re-
sulting differential equations. We linearlly interpolate the covariant
metric to the points along the geodesic.
APPENDIX B: SETTING UP ARTIFICIAL VELOCITY
FIELDS
In this appendix, we describe our method of creating artificial ve-
locity fields to control for the effect of the non-zero eccentricity of
the disk in our analysis of its sub-Keplerian velocity distribution
(Section 4.4). We set up artificial velocity fields of constant eccen-
tricity e and aligned pericenters under a Newtonian regime.
For a given point in the midplane, we calculate the semi-major
axis of the orbit a and the eccentric anomaly E with the distance
from the BH r and the true anomaly ν = θ − pi/2.
a =
r(1 + e cos ν)
1 − e2 (B1)
E = arctan
√
1 − e2 sin ν
e + cos ν
(B2)
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Figure B1. The ratio of ϕ-velocity to circular Keplerian velocity for or-
bits of various eccentricities. We compute ϕ-velocity by setting up artificial
velocity fields in the equatorial plane with a constant eccentricity. Then,
we average ϕ-velocity over radius using a mass weight determined by the
power law of best fit for the mass density radial profile in the aligned TDE
simulation.
Table C1. Curve fitting results for the radial profiles of mass density, pres-
sure, and ϕ-velocity from 20-250 Rg shown in Figure 5, including the power
law parameters (axb) and their relative standard deviation errors. The expo-
nent for ϕ-velocity is fixed at -0.5.
Variable a σa/µa b σb/µb
ρ 4.13E-7 4.71% -1.10 1.26%
pressure 2.54E-7 7.37% -2.32 1.00%
ϕ-velocity 0.759 1.64%
Then, we compute the Cartesian state vectors.
x = r
(
cos ν
sin ν
)
(B3)
x˙ =
√
a
r
( − sin E√
1 − e2 cos E
)
(B4)
Finally, we compute r˙ and ϕ˙.
(
r˙
ϕ˙
)
=
( x1 x˙1+x2 x˙2
r
x1 x˙2−x˙1 x2
r2
)
(B5)
APPENDIX C: CURVE FITTING DATA
In this appendix, we provide the curve fitting data for Figures 5 and
10 in Tables C1 and C2 respectively.
APPENDIX D: ANALYTICAL SELF-INTERSECTION
RADIUS
In this appendix, we describe our method for computing the analyt-
ical self-intersection radius. The analytical self-intersection radius
is given by Wevers et al. (2017). Consider the orbit of a massless
test particle in the equatorial plane around the BH. Averaged over
Table C2.Curve fitting results for the tilted TDE radial profiles of mass den-
sity, pressure, and ϕ-velocity from 20-250 Rg shown in Figure 10, including
the power law parameters (axb) and their relative standard deviation errors.
The exponent for ϕ-velocity is fixed at -0.5.
Variable a σa/µa b σb/µb
ρ 5.19E-7 1.73% -1.34 0.397%
pressure 2.91E-7 6.75% -2.62 0.840%
ϕ-velocity 0.593 2.17%
Figure E1. Contourplots of the log of rest mass density in the equatorial
plane at 5.7 days. The left panel shows the unaltered data and the right
panel shows the data after two applications of the tilting algorithm at angles
of pi/6 and −pi/6.
one orbit, general relativistic apsidal precession causes the argu-
ment of pericenter to advance by approximately an amount
δω = AS − 2AJ (D1)
where AS and AJ are the contributions to the apsidal precession
of BH mass and spin-induced frame dragging respectively and the
precession due to the BH’s quadrupole moment is ignored. To the
lowest post-Newtonian order, AS and AJ are given by Merritt et al.
(2010) as
AS =
6pi
c2
GMBH
Rp(1 + e)
(D2)
AJ =
4pia
c3
(
GMBH
Rp(1 + e)
)3/2
(D3)
From δω, we find the self-intersection radius with Equation
D4.
RSI =
Rp(1 + e)
1 + e cos(pi + δω/2)
(D4)
For a pericenter radius of 7 Rg, we get a self-intersection radius
of 142Rg.
APPENDIX E: TILTING ALGORITHM
In this appendix, we describe our tilting algorithm. For our analysis
of the tilted TDE, we untilt the data so that the orbital plane of
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the star lies in the equatorial plane. For each point on our original
spherical grid, we convert to Cartesian coordinates and multiply
by the rotation matrix Ry(pi/6). Then, we use a third-order spline
method to interpolate our data to each point on the rotated grid.
In Figure E1, we test our tilting algorithm by tilting and un-
tilting one time slice. While the edges of the stream loose some of
their definition, the overall structure of the system remains intact.
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