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High-resolution fluorescence microscopy has become an essential tool in both biological 
and biomedical sciences, to directly visualize biological processes at the cellular and 
subcellular levels through specific fluorescence labeling. Among the fluorescence 
microscopy techniques, mega-electron-volt (MeV) ion-induced fluorescence microscopy 
has unique advantages because MeV ions can penetrate through biological cells with little 
deflection in their trajectories. The state-of-the-art bioimaging facility in the Centre for 
Ion Beam Applications, National University of Singapore can achieve sub-30 nm spatial 
resolutions for structural imaging of biological cells, which is well below the diffraction 
limits imposed by optical microscopy. Our aim is to achieve similar spatial resolutions 
for Ion Beam Induced Fluorescence Imaging.  
To achieve this goal, an efficient light collection and detection system, an appropriate 
fluorescent probe, as well as an optimized sample preparation protocol were developed. 
By employing a customized parabolic mirror, a new light collection and detection system 
was constructed with a light collection efficiency of about three times higher compared 
with our previous method of direct light collection using a small photomultiplier 
positioned behind the sample. We have also demonstrated that fluorescence from 
upconversion nanocrystals NaYF4:Yb/Tm can be induced by MeV protons and helium 
ions. Importantly, we found that the MeV ion beam has the ability to image these 
lanthanide-doped nanocrystals at sub-30 nm spatial resolution without significant iono-
bleaching. In addition, we have also investigated fluorescence emission mechanisms for 
the nanocrystals, and optimized the dopant concentrations to achieve maximum iono-
fluorescence yield.  
The new parabolic-mirror light collection system, coupled with the use of the optimized 
nanoparticles NaYF4:Yb/Tm (60/2 mol%) as the fluorescent probes, allows us to perform 
xii 
 
simultaneous structural and fluorescence imaging of a whole cell using scanning 
transmission ion microscopy (STIM) and Ion Beam Induced Fluorescence Imaging at 
~40 nm resolutions. As far as we are aware, no other technique is capable of this dual 
role at such high spatial resolutions. Overall, the development of high-resolution Ion 
Beam Induced Fluorescence Microscopy, coupled with STIM, may provide an important 
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Chapter 1 Introduction 
The term luminescence, a form of cold body radiation, is the emission of light by a 
substance from electronically excited states created by either a physical or chemical 
process. Examples include photoluminescence, a result of absorption of photons from a 
laser or X-ray source; cathodoluminescence, a result of exciting by energetic electrons; 
ionoluminescecnce, a result of excitation by energetic charged ions like protons and alpha 
particles); mechanoluminescence, a result of a mechanical action; chemical, 
luminescence, a result of chemical reaction; or bioluminescence, a result of biochemical 
reaction. Regardless of the excitation methods used, luminescence can be generally 
classified into two categories, fluorescence and phosphorescence, which depend on the 
electronic configuration of the excited state and the emission pathways. These will be 
discussed in detail in chapter 3. Although in most research literature fluorescence is 
usually referred to as a form of photoluminescence, in this thesis we expand the concept 
of fluorescence to include ionoluminescence, and introduce the techniques of proton 
induced fluorescence (PIF) and alpha-particle induced fluorescence (AIF). Fluorescence 
phenomena in electron microscopy and helium ion microscopy (which uses low energy 
helium ions) are still referred to in this thesis as cathodoluminescence (CL) and 
ionoluminescence (IL) respectively.  
1.1 Background and Motivation 
Most of the knowledge regarding biological processes at the cellular and subcellular 
levels has come from direct visualization. Among the various microscopy techniques 
used, fluorescence microscopy is one of the most widespread and has become an essential 
tool in biology and the biomedical sciences.  When applied to biological imaging of cells, 
it has a prime advantage since specific cellular components may be observed through 
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molecule-specific labeling. The incorporation of fluorescence in microscopy represents 
an important transition in the development of microscopy, from asking the question, 
‘what are the structures within a cell’, to asking, ‘where are specific molecules located 
within the cell’? Fluorescence microscopy in fact does more than answer the question of 
molecular localization. It also enables us to quantify the amounts of specific molecules 
within a cell, and to measure molecular dynamics within cells and organelles.  
Unfortunately, the resolution of conventional optical fluorescence microscopy is limited 
by the diffraction of light. This diffraction limit, about 200–300 nm laterally and 500–700 
nm in the axially, is larger than most subcellular structures, leaving them too small to be 
observed. Recently, a number of super-resolution optical fluorescence microscopy 
techniques [1, 2] have been developed to overcome the diffraction barrier. Other 
approaches, which are alternatives to the super-resolution techniques, involve using 
particle (e.g. keV electrons or ions) beams to generate the fluorescence/luminescence, 
with the advantage that charged particles have much shorter de Broglie wavelengths [3-
5]. Among these techniques employing charged particles, helium ion microscopy (HIM) 
which is similar with the widely employed scanning electron microscopy (SEM) but 
relies on keV helium ion beams instead of keV electrons, has the highest resolutions 
(sub-nanometer) for surface structural imaging of biological samples by detecting 
backscattered secondary electrons [6]. For fluorescent/luminescent materials, 
fluorescence/luminescence emission can also occur when irradiated by helium ions 
(ionoluminescence). There are no physical constraints why a fluorescence image with 
sub-nanometer resolution cannot be formed by detecting the ionoluminescence in HIM.  
However, the use of the HIM-based ionoluminescence technique has been limited 
because of rapid ionobleaching, a phenomenon of emission reduction under ion exposure. 
This effect is even worse at the end-of-range (Bragg peak) due to the rapid increase in 
damage: The luminescence centers therefore suffer increased damage, making the 
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detectable fluorescence signal very weak [7]. Additionally, the penetration depth of keV 
helium ions is limited when used for imaging thick biological samples, e.g. whole cells, 
and when coupled with the problem of reduced spatial resolution with depth in the 
sample, obtaining fluorescent signals at high resolutions from the whole cell is not 
feasible. 
In comparison, the use of mega-electron-volt (MeV) focused helium ions induced 
fluorescence has the potential to offer significant advantage over HIM-based 
ionoluminescence technique. Since MeV focused ions can pass through a whole cell with 
very little deviation in their trajectories [8], spatial resolution is maintained. This has 
been demonstrated in the structural imaging of a whole cell using scanning transmission 
ion microscopy (STIM) at sub-100 nm resolutions [9]. The motivation and approach in 
this thesis is therefore to develop a new fluorescence microscopy technique for high-
resolution bioimaging based on using MeV ions.  
1.2 Review of fluorescence microscopy techniques 
1.2.1 Diffraction-limited fluorescence microscopy 
In microscopy, resolution is one of the most important parameters. However, the 
resolutions of conventional optical fluorescence microscopes can be limited either by 
aberration or by diffraction, causing blurring of the image.  
The diffraction limit of light 
In an optical microscope, the light intensity distribution of the image of a point object is 
called the point spread function (PSF). The resolution of the microscope is determined by 
the full width at half-maximum (FWHM) of the PSF. The FWHM of the PSF in lateral 
directions which are perpendicular to the optical axis was introduced by Ernst Abbe in 






 (Rayleigh criterion)  (1-1) 
where R can be regarded as the resolution, λ is the excitation wavelength, and NA is the 
numerical aperture of the objective lens that collects light. The axial size of the PSF is 
about 2–3 times as large as the lateral size. The limit for NA is about 1.4 when the 
objectives are immersed in oil with a refractive index of 1.52. Thus, the resolutions of a 
conventional fluorescence microscope using visible light are about 200 nm laterally and 
300-500 nm axially [11], regardless of all optical aberrations in the whole optical set-up. 
Confocal and multiphoton microscopy 
Confocal laser scanning microscopy (1980s) [12] and multiphoton microscopy (1990s) 
[13] were successively pioneered with the purpose of improving the spatial resolutions as 
a result of reducing the aberration caused by out-of-focus of light. In confocal 
microscopy, a pinhole is placed before the detector to eliminate out-of-focus light that 
emanate from outside the focal volume in the specimen. However, in thick specimens, 
scattering of the fluorescent photons is inevitable, resulting in significant loss of photons 
at the confocal pinhole. Multiphoton microscopy relies on simultaneous absorption of 
two or more low-energy photons and subsequently emitting one higher-energy photon. 
The excitation and fluorescence emission can be confined to the focal volume of the 
microscope using the nonlinear dependence of fluorescence emission on the spatial 
distribution of the excitation. Multiphoton microscopy limits the excitation volume and 
requires no pinhole aperture (Figure 1.1), thus minimizing signal loss. However, the 
pulsed lasers needed for multiphoton excitation are much more expensive than the 
continuous wave lasers used in confocal microscopy, limiting the popularity of 
multiphoton microscopy compared to confocal microscopy. Additionally, since excitation 
wavelengths used for multiphoton microscopy are usually higher, the resolution of 
multiphoton microscopy is in principle worse than that of confocal microscopy. Although 
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both can improve spatial resolutions by reducing aberrations, they are still limited by 
diffraction barriers.    
 
Figure 1.1 Schematics showing the working principles of a confocal microscope and a multiphoton 
microscope. Confocal microscopy achieves confocality by using a pinhole aperture to reject out-of-focus 
light. Multiphoton microscopy limits the excitation volume. 
 
1.2.2 Sub-diffraction fluorescence microscopy 
To break Abbe’s diffraction limit, two routes have been developed for sub-diffraction 
fluorescence imaging. These include the development of super-resolution techniques that 
combine optical instruments with the use of specific fluorescent materials, and the use of 
charged particles (e.g. electrons, protons and helium ions) as excitation sources which 
rely on their much shorter de Broglie wavelengths. Many other high-resolution imaging 
techniques, for instance, near field scanning optical microscopy, X-ray microscopy, 
scanning tunneling microscopy, atomic force microscopy and magnetic force 
microscopy, are not used for fluorescence investigations, thus are beyond the scope of 




1.2.2.1 Super-resolution microscopy 
The fluorescence-based super-resolution techniques are involved in the far-field. Early 
examples include the pioneering 4Pi [14], I5M [15] and structured illumination 
microscopy (SIM) [16] techniques, which successfully brought the spatial resolutions 
down to about 100 nm. Later on, mainly two types of super-resolution techniques were 
developed. The first type relies on optical patterning of the excitation and/or nonlinear 
response of the fluorescent material that directly reduces the PSF size, including 
stimulated emission depletion (STED) microscopy [1, 2, 17], reversible saturable 
optically linear fluorescence transitions (RESOLFTs) [17], and saturated structured-
illumination microscopy (SSIM) [18]. The second type are methods based on single-
molecule imaging and super-localization [2], including photoactivation localization 
microscopy (PALM) [19], stochastic optical reconstruction microscopy (STORM) [20], 
and fluorescence photoactivation localization microscopy (FPALM) [21]. 
In SIM, a patterned illumination field, whose spatial frequencies mix with the sample 
features, is used to shift the high-frequency features to lower frequencies detectable by 
the microscope (Figure 1.2a). SIM can only improve the lateral resolution to ~100 nm 
and the axial resolution to ~300 nm [16], because the illumination pattern itself is 
diffraction-limited.  
In contrast, SSIM introduces sub diffraction-limit spatial features into the excitation 
pattern. Once the fluorescence emission of fluorophores approaches a saturation level, the 
excitation pattern is clipped and becomes flat, but the fluorescence emission is still of 
zero values in the valleys (Figure 1.2a). In this way, SSIM breaks the diffraction limit of 
light and has achieved a 50-nm resolution [18]. 
STED uses one normal laser for exciting the fluorescence, coupled with a second laser 
(STED laser) that has a doughnut-shape pattern with zero intensity at the center. The 
fluorescence emission excited by the normal laser is suppressed through stimulated 
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emission for those fluorophores located off the center of the excitation, thus reducing the 
effective PSF size (Figure 1.2b). By scanning the effective PSF, images of super-
resolution are obtainable. In a commercial STED, the resolution is around 80 nm. But it 
has been reported that a STED resolution of ~20 nm is achievable experimentally [17, 
22]. More recently, resolutions down to several nm when imaging the nitrogen-vacancy 
centers of diamond have be reported [23]. 
 
Figure 1.2 Super-resolution achieved by spatially patterned excitation. (a) Principles of SIM and SSIM. Top 
panel: the generation of a sinusoidal illumination pattern through a diffractive grating in the excitation path. 
Bottom panel: resolving fine structures with SIM and SSIM. In SIM, fine structures with spatial frequencies 
much higher than the illumination pattern are indiscernible. SSIM introduces high frequency component into 
the illumination pattern, allowing features far below the diffraction limit to be resolved. (b) Principles of 
STED. Top left panel: the process of stimulated emission. A ground state (S0) fluorophore can absorb a 
photon from the excitation light and jump to the excited state (S1). Spontaneous fluorescence emission brings 
the fluorophore back to the ground state. Stimulated emission happens when the excited state fluorophore 
encounters another photon with wavelength comparable to the energy difference between the ground and 
excited state. Top right panel: schematic drawing of a STED microscope. Bottom panel: a donut-shaped 
STED laser is applied with the zero point overlapped with the maximum of the excitation laser focus. With 
saturated depletion, fluorescence from regions near the zero point is suppressed, leading to a decreased size 
of the effective PSF. Reproduced from [2]. 
 
A fluorescence image shows information of the fluorescent probes which have different 
spatial coordinates. It is therefore conceivable that super-resolution fluorescence imaging 
is achievable by precisely determining the position of each fluorescent probe in a sample 
(Figure 1.3). This concept was first conceived by Eric Betzig and colleagues in 1995 
[24], and technically implemented by Betzig’s group [19]  as photoactivation localization 
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microscopy (PALM) and Zhuang’s group [20] as stochastic optical reconstruction 
microscopy (STORM) in 2006 independently. Experimentally, a lateral resolution of 
about 20 nm has been demonstrated using this super-localization method [25]. 
 
Figure 1.3 Super-resolution achieved by single-molecule imaging and superlocalization. Schematics showing 
the basic principle of PALM or STROM. Reproduced from [2]. 
 
Summary for super-resolution techniques: 
In summary, all of these super-resolution fluorescence imaging techniques have 
successfully broken the diffraction barrier that principally exists in conventional, 
confocal and muitiphoton microscopy, and demonstrated sub-100 nm spatial resolutions 
when imaging biological samples. In most cases, these super-resolution methods require 
no complex sectioning or freezing (as electron or X-ray methods do), so the actual 
structures in living systems and structures that undergo time-dependent changes can be 
observed. Efforts are still being made to improve the performances of super-resolution 
imaging by developing new fluorescent probes and methods. For instance, Stefan Hell 
reported resolutions down to 6 nm when imaging the nitrogen-vacancy centres of 
diamond using STED [23], making the gap between X-ray/electron microscopy and 
optical microscopy narrow rapidly. 
However, some unique limitations inevitably exist for each super-resolution technique. 
For example, STED/RESOLFT requires fluorophores that can be cycled between 
fluorescent and dark states many times without photobleaching. The methods based on 
single-molecule imaging and superlocalization (STORM, PALM and FPALM) need 
photoactivatable or photoswitchable fluorophores, as well as single-molecule imaging 
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sensitivity. On the other hand, most of these lab-based super-resolution techniques are 
technically complex, and are still under development. 
In view of above limitations, the electron microscopy is still the most widely used 
technique for high-resolution bioimaging at present. The next sub section will review 
some ultrahigh resolution fluorescence techniques achieved by cathodoluminescence in 
electron microscopy, ionoluminescence in helium ion microscopy (HIM), as well as MeV 
proton induced florescence. 
1.2.2.2 Ultrahigh-resolution through charged-particle-induced fluorescence  
As has been established, the diffraction limit in a conventional optical microscope 
partially results from the long wavelengths of light (400-700 nm) used. In contrast, 
charged particles, for instance, electrons, protons and helium ions, have much shorter de 
Broglie wavelength expressed as: 
  (1-2) 
where λ is the de Broglie wavelength of a charge-particle, h is Planck constant, c is the 
speed of light in vacuum, m0 and ν are the rest mass and velocity of the charged-particle 
respectively. In an approximate estimation, 10 keV electrons (typically used in scanning 
electron microscopy) have a wavelength of ~0.012 nm, 40 keV helium ions (typically 
used in helium ion microscopy) have a wavelength of ~0.00007 nm, and 2 MeV protons 
have a wavelength of ~0.00002 nm. It is therefore theoretically possible, due to the 
virtual absence of diffraction effects, to focus such charged particles down to sub nm 
resolutions. 
Interaction of energetic charged-particles with matter will result in a variety of processes, 
and fluorescence/luminescence emission is among those many processes. Images can be 
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A. Cathodoluminescence microscopy 
Cathodoluminescence (CL) is the phenomenon of photon emission when keV electrons 
interact with luminescent materials. For high-resolution imaging purpose, CL is usually 
detected by photo-detectors such as photomultiplier tube (PMT) or avalanche photo diode 
(APD) which can be incorporated into electron microscopes, including the scanning 
electron microscope (SEM), transmission electron microscope (TEM) and scanning 
transmission electron microscope (STEM). In the technique of CL microscopy, 
luminescent materials are directly excited with a focused electron beam and the resulting 
CL is detected with high resolution which relies on the nanoscale imaging ability of the 
electron microscopes. CL microscopy can be either SEM-based (SEM-CL) [26] or 
TEM/STEM-based (TEM/STEM-CL) [27], as shown in Figure 1.4. 
 
Figure 1.4 Examples of CL detection configurations. Parabolic mirror integrated to an (a) SEM-CL and (b) 
TEM/STEM-CL system. Images reproduced from [26] and [27], respectively. 
Without any labeling/staining using fluorescence materials, an attempt of utilizing CL to 
obtain images of biological specimens was proposed by Boyde and Reid [28] in 1983. In 
their method, 7 µm thick histological sections were fixed on to glass microscopy slides. 
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The specimen reduces the energy of the electrons before they reach the glass substrate 
and thus generates CL from the biological material. Although the CL intensity was 
sensitive to variations of thickness or density within the section, internal structures and 
different cell organelles within the tissue were imaged with a resolution higher than the 
normally achieved in light microscopy. The main contribution of CL to bioimaging is 
however the visualization and localization within the cell of biomolecules with the help 
of fluorescence labeling, and this has been recognized for some time using organic 
materials as labels [29-31]. However, efforts to obtain high-resolution CL image have 
been hindered by rapid signal degradation resulting from the destruction of organic 
fluorophores under electron beam irradiation [32, 33].  
Recently, it was found that metallic nanoparticles and quantum dots exhibits good CL 
stability, and they have been investigated as potential CL labeling agents [34]. The 
possibility of using nanophosphors as CL labels is also quite promising because besides 
being strongly luminescent, they are remarkably stable under electron beam irradiation 
[35, 36]. More recently, high resolution CL microscopy based on SEM for imaging 
biological cells was performed using Eu/Zn-doped Y2O3 nanophosphors, whose size is as 
small as ~30 nm [37].  
The current state-of-the-art achievement in the development of CL microscopy technique 
is CL imaging of live cells. This has been demonstrated by Yasunori Nawa et al in 
several published papers recently [38-40]. As shown in Figure 1.5, biological cells were 
directly cultured on to a 50 nm thick silicon nitride (SiN) film that separates the TEM 
vacuum from the liquid environments, and were then irradiated with a focused electron 
beam through the film. The CL images were reconstructed by raster scanning the electron 
beam and measuring the induced fluorescence at each point in the raster. The electron 
beam could be focused to a diameter less than 50 nm after penetrating the SiN film and 
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the TEM-CL was demonstrated to be able to identify 100-150 nm carbon-based 
fluorescent nanodiamonds [39]. 
 
Figure 1.5 TEM/STEM-CL imaging of fluorescent nanodiamonds (FNDs)-probed living Hela cells. (a) 
Schematics showing the principle of live-cell imaging with direct electron beam excitation. (b) Images of 
FNDs internalized in living HeLa cells, showing the ability of resolving 155 mm FNDs. Reproduced from 
ref. [39]. 
 
In summary, SEM based CL has been able to identify nanoparticles with a diameter of 
tens of nanometers at the surface and sub-surface of a biological cell. But high resolution 
SEM-CL imaging in a whole cell is difficult to realize because large angle 
electron/electron scattering inside the cell makes the effective spot size of the electron 
beam spread rapidly as the electrons penetrate the cell. TEM/STEM based CL has the 
ability to image live cells in a liquid environment, but the scattering of electrons when 
penetrating the cell and the additional scattering within the liquid reduce the resolution to 
be about 100-150 nm. TEM-CL may be able to image ultrathin slices of dried cells with a 
resolution of tens of nanometers, but the complicated sectioning procedure is thus needed 
to avoid damaging the structure of the cells. 
B. Ionoluminescence microscopy based on HIM 
Ionoluminescence (IL) is similar to cathodoluminescence but uses energetic ions instead 
of electrons to generate fluorescence/luminescence. Here IL is specifically referred to 
luminescence generation in helium ion microscope (HIM-IL) that relies on low energy 
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(30-50 keV) helium ions for imaging. HIM has exhibited a sub-nanometer resolution for 
surface structural imaging of biological samples, such as pericellular matrix, colon cancer 
cells, and articular cartilage networks [6], representing the best resolution for  surface 
imaging of biological samples so far. It is a great interest to demonstrate that HIM-IL be 
used for fluorescence/luminescence investigations of biological specimens with similar 
high resolutions. 
Very few HIM-IL studies on biological samples have been carried out. The most notable 
work in this area was the immunofluorescence study of Alexa Fluor® 647 and/or Alexa 
Fluor® 488 tagged mouse tooth tissues by using HIM-IL[41]. However, it was discovered 
that only one image was achievable before bleaching the sample. Other materials 
including organic fluorophores, nanodiamond, quantums dots and rare-earth-ions doped 
nanoparticles were also shown to bleach rapidly when exposed to the low energy helium 
ions used in HIM, although rare-earth-ions doped nanoparticles may be promising as bio-
tags due to their high brightness. Because of a relatively high stopping power of the 
helium ions, especially at the end-of-range, luminescent centers and structures of the 
fluorescent materials are expected to be damaged due to increased energy deposition. 
Additionally, because of the limited penetration depth of these slow helium ions, the 
luminescence particles that are deeply buried inside a thick biological specimen will not 
be excited. Therefore, HIM-IL is limited to the surface fluorescence/luminescence of 
specimens.  
C. MeV protons induced fluorescence microscopy 
As discussed above, both SEM-CL and HIM-IL have limitations when used for 
fluorescence/luminescence imaging. In contrast, fast ions like MeV protons or alpha 
particles have the ability to penetrate through many microns of thick organic material 
such as whole biological cells without distinct spreading of the beam spot, thus 
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maintaining spatial resolution [42]. The state-of-the-art bioimaging facility in the Centre 
for Ion Beam Applications (CIBA), National University of Singapore, has demonstrated 
lateral resolutions of 20 nm by focusing MeV protons and alpha particles onto a nickel 
grid [43]. The high-resolution ability is maintained for structural imaging of whole 
biological cells using scanning transmission ion microscopy (STIM) [8, 9]. 
 
Figure 1.6 PIF imaging of A549 lung carcinoma cell labeled with Alexa 488. (A) Schematic diagram 
showing the experimental setup. The cell is grown on 100 nm thick SiN membrane. PMT is placed after the 
sample with a small piece of Si situated in front to block the transmitted beam. PIN diode S1223 is 
interchangeable to PMT for STIM detection. (B) A series of images of the same A549 lung carcinoma cell 
labeled with Alexa 488: (a) Optical fluorescence image; (b) Higher magnification image of (a); (c) PIF 
image; (d) Higher magnification image of (c); (e) Alpha particle STIM image; (f) Higher magnification 
image of (e). PIF images taken using 2 MeV protons, and STIM images taken using 1.6 MeV helium ions. 
  
As well as detecting transmitted ions, ion-induced fluorescence has the potential for 
generating fluorescence images of specimens. Though the STIM technique has been used 
successfully for structural imaging of cells, only a limited number of fluorescence 
investigations in biological specimens by using MeV ions have been demonstrated. An 
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early example was by Rossi et al who looked at ion beam induced luminescence from 
various stains used in histological studies [44]. Later Watt et al performed proton induced 
fluorescence imaging studies of N2A blastoma cells stained with Sytox® green nucleic 
acid stain with a resolution about 200 nm [45]. More recently, work done by our group in 
CIBA of proton induced fluorescence (PIF) studies on single cells tagged with organic 
dyes revealed a spatial resolution of about 150 nm (Figure 1.6) [46]. The resolution of 
PIF in these preliminary trials is much worse compared to both STIM and FSTIM. 
Improvements into the resolution attainable using proton induced fluorescence imaging to 
that achievable using STIM represents a worthwhile goal, and several obstacles have to 
be overcome for this to be realized. These can be summarized as follows: 
1. The light collection method used (shown in Figure 1.6a) has a poor efficiency: The 
PMT employed (R7400P) has an active detection area of only 8 mm in diameter, 
thereby limiting the solid angle for light collection. 
2. Cell autofluorescence is also generated by protons, frequently masking the signal 
from weak fluorescent fluorophores. 
3. The brightness of common fluorophores used in biological applications is relatively 
low. In order to boost the signal for realistic PIF imaging, we need to use a higher 
beam current, and to obtain this the resolution of the beam had to be sacrificed. 
In view of these problems, we can propose the possible solutions as follows: 
1. Developing a more efficient light collection system. 
2. It is expected that alpha particles will efficiently bleach the cell autofluorescence 
which arises from organic chromophores inside the cell. The use of alpha induced 
fluorescence may therefore prove beneficial to improve signal to noise. 
3. We need to explore the stability and brightness of iono-stable fluorescent probes, 
both for MeV protons and alpha particles.  
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1.3 Limitations and objectives 
In summary, in order to overcome the diffraction barriers principally existing in 
conventional, confocal and muitiphoton microscopes, two types of microscopy have been 
developed for sub-diffraction fluorescence imaging of cellular and subcellular 
components in biological systems. The first one is the development of optical super-
resolution techniques, including mainly STED/RESOLFT, (S)SIM, STORM, PALM and 
FPALM. All of these super-resolution methods can achieve sub 100 nm spatial 
resolutions when imaging biological specimens. However, extreme requirements on the 
fluorescent probes limit their use in only a few numbers of biological studies, although 
new types of fluorescent probes are currently being explored. The other type of sub-
diffraction fluorescence imaging techniques includes using charged particles as the 
excitation source, to generate fluorescence from labeled biological samples. Among this 
kind of techniques, CL is commercially available and has many examples of applications, 
but only limited in surface imaging (SEM-CL) or fluorescence imaging in ultrathin slices 
(TEM-CL). HIM represents the highest resolution (sub-nanometer) for surface structural 
imaging of biological samples. However, HIM-IL is still under development and few 
biological studies can be found.  This perhaps is a consequence of the relatively small 
penetration depth of slow helium ions used in HIM and the enhanced bleaching effect of 
helium ions.  
In contrast, MeV ions-induced fluorescence imaging has unique advantages because 
MeV ions can penetrate through biological cells with little deflection in their trajectories. 
The state-of-the-art bioimaging facility in the Centre for Ion Beam applications, National 
University of Singapore, can achieve sub-30 nm spatial resolutions for structural imaging 
of biological cells, although similar spatial resolutions for ion-induced fluorescence 
imaging have not yet been achieved. One reason is the lack of a high efficiency light 
collection system. Another reason is that there is a lack of appropriate fluorescent probes 
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with sufficient brightness and good iono-stability under exposure by energetic charged 
particles. For example, most of the fluorescent probes including organic fluorophores, 
nanodiamonds, and QDs, appear to bleach rapidly when irradiated with keV electrons or 
keV helium ions, although lanthanide-ions-doped nanocrystals might have potential for 
charged particle imaging, as they have some degree of resistance to bleaching. 
In this thesis, the primary objective is to develop the ion beam induced fluorescence 
technique for high-resolution imaging of biological specimens. In view of the above 
issues, the specific aims are therefore: 
1. To develop the protons/helium ions induced fluorescence system for an improvement 
of fluorescence collection efficiency by employing a customized parabolic mirror.  
2. To explore appropriate fluorescent probes which have sufficient brightness and 
exhibit good iono-stability under the exposure by MeV ions. 
3. To perform high-resolution ion-induced fluorescence imaging of whole biological 
cells, coupled with the STIM technique for simultaneous structural imaging. 
4. To study the uptake of fluorescent nanoparticles by the cells. 
1.4 Outline of the thesis 
This thesis is consisted of six main chapters as well as a conclusion chapter. Chapter 1 
states the motivations, followed by a review of the fluorescence microscopy techniques 
employed for bioimaging, pointing out the limitations of previous studies and objectives 
of this thesis. Chapter 2 is the methodology, describing the facility and methods used for 
the studies in this thesis, and previous related studies are reviewed in this chapter. 
Chapter 3 describes the fundamental science underlying fluorescence. It first summarizes 
the concepts related to optical fluorescence followed by a discussion on the theoretical 
aspects of ion beam induced fluorescence. Chapter 4 describes the design and test of the 
parabolic mirror and includes detailed considerations and implementation of constructing 
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a new light collection and detection system. Chapter 5 discusses the exploration of 
lanthanide-doped nanocrystals as fluorescent probes optimized for MeV ion beams. The 
fundamentals of the optical properties of lanthanide elements are first summarized, 
followed by a discussion of the mechanisms of fluorescence emission under MeV ion 
beams, optimization of the doping concentration of lanthanide ions, and the performance 
of lanthanide-doped nanocrystals under MeV ions beams. Following that, in the last part 
of chapter 5, ionobleaching is modeled based on experimental data. Chapter 6 discusses 
the ion beam induced fluorescence studies in biological systems. This chapter starts with 
a discussion of proton-induced fluorescence (PIF) in organic dyes-labeled biological cells 
and components. After that, high-resolution imaging of Hela cells with the uptake of the 
newly developed lanthanide-doped nanocrystals is discussed in detail. A new method for 
counting the number of nanoparticles inside the cells based on a statistic model is also 
discussed. Finally, chapter 7 concludes the thesis and discusses some future directions of 








Chapter 2 Ion beam imaging techniques and instrumentation for 
biological applications 
2.1 Ion beam bioimaging techniques 
At the basic level, when a fast ion interacts with matter, multiple energy-deposition 
processes occur. These processes can be grouped according to the type of energy 
conservation taking place [47]: 
 Elastic Processes, in which the mechanical energy (kinetic plus potential) is 
conserved; they are often referred to as nuclear losses, and typical effects are 
backscattering of ions, displacement of lattice atoms, surface sputtering, and 
formation of defects; 
 Inelastic Processes, in which the mechanical energy is not conserved, also 
referred to as electronic losses, resulting in the emission of secondary electrons, 
x-rays, optical photons etc. 
Based on these fundamental processes, a variety of fast (ie above MeV) ion beam 
imaging techniques for biological applications have been developed [48], and the most 
exploited ones are shown in Figure 2.1. These techniques can be broadly classified into 
two groups: those that require high beam currents in order to achieve the statistics 
necessary for analysis, and those that require low beam current for high-resolution 
imaging purpose. The former mainly includes particle induced X-ray emission (PIXE) 
and Rutherford backscattering spectrometry (RBS), and the latter includes proton induced 
secondary electrons (PISE), proton induced fluorescence (PIF), alpha-particle induced 
fluorescence (AIF), scanning transmission ion microscopy (STIM), and forward scattered 




Figure 2.1 Interaction of MeV ion beams with biological specimen and their associated techniques. PIXE: 
particle induced X-ray emission. PIGE: particle induced gamma-ray emission. PISE: proton induced 
secondary electrons. RBS: Rutherford backscattering spectrometry. IBIL: ion beam induced luminescence, 
including proton induced fluorescence (PIF) and alpha-particle induced fluorescence (AIF) etc. STIM: 
scanning transmission ion microscopy. FSTIM: Forward scattered transmission ion microscopy. 
  
PIXE 
The technique PIXE was first developed in 1970 by Johansson et al [49]. PIXE is 
typically performed with MeV protons at currents of ~100 pA for elemental analysis on 
samples. The technique involves the detection of characteristic X-rays using a Si(Li) 
detector which is kept at liquid nitrogen temperatures. The characteristic X-ray emission 
results from the recombination of outer shell atomic electrons with inner shell levels 
vacated by the impact of MeV protons. PIXE has been used routinely in geology, 
biomedicine, environmental science, archaeology, art history and many others to help 
answer questions of provenance, dating and authenticity. In biological applications, PIXE 






As the ion beam penetrates into the sample, secondary electrons induced by the ion beam 
are released from the surface of the sample. PISE is similar to SEM but uses protons as 
the primary particles. By using a detector such as a channel electron multiplier (CEM), 
the secondary electrons can be collected to form an image of the surface topography.  
STIM 
STIM is a microscopic technique based on detecting energy loss of the direct transmitted 
ions. A particle detector is placed on the beam axis directly behind the sample. STIM 
detects all the directly transmitted ions, which suffer many thousands of electron 
collisions and some small angle deflections from nuclear collisions. The energy loss of an 
ion transmitted through a thin sample depends on the sample composition and thickness, 
reflecting the areal density of the sample. The areal density can be expressed by the 
following equation: 
  (2-1) 
where E0 is the initial ion energy, Er is the remaining energy of the ion after passing 
through the sample, and (z) is the mass density of the sample at a depth of z. 
Through scanning transmission ion microscopy, the transmitted ion energies and number 
of ions at each pixel within the scanned area can be measured by the particle detector 
positioned directly behind the sample, from which the areal density map can be 
constructed. 
FSTIM 
In addition to the direct transmitted ions, forward scattered transmission ions can also be 
detected. This process is named as Forward Scattered Transmission Ion Microscopy 
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deflected from the beam axis by small angle nuclear collisions, and are normally detected 
by a particle detector placed off the central beam axis. FSTIM images are generated by 
measuring the number of ions at each image pixel within the scanned area. Variations in 
the number of ions are mainly determined by the small angle nuclear scattering process, 
which can be described by the Rutherford formula [51]:   
                                                           (2-2)  
Where, σ is the cross-section of the nuclear scattering through a given angle; Z1 and Z2 
are the atomic numbers of the incident ion and the target element, respectively; E0 is the 
initial energy of the incident ion; θ is the scattering angle. For the same beam and 
experimental setup, the cross-section is proportional to the square of target atomic 
number Z2. Therefore, FSTIM can display elemental distribution information, especially 
enhancing the contrast of heavy elements within the sample.  
RBS 
The incident MeV ions also have a probability undergoing big angle (>90°) elastic 
scattering (back scattering) from atomic nuclei.  The back scattering cross-section for 
nuclear elastic collisions can be also described by Eq. (2-2). By measuring the energy of 
the backscattered ions, the depth position of the target atom can be identified, although at 
the expense of much lower scattering cross-sections. RBS is a technique well known in 
materials research, and is particularly efficient at element identification and depth 
profiling of heavy elements in low mass matrices such as organic materials. 
PIF/AIF 
As a result of collisions between ions and atomic electrons of the target, many low energy 
secondary electrons are produced when the ion beam passes through the sample. These 










resulting in a release of optical photons. This process is commonly called ion beam 
induced luminescence (IBIL). In the special case of protons or alpha particles as the 
sources for excitation of fluorescent particles, the name of PIF and AIF are used 
respectively.  
A comparison of these ion beam imaging techniques is tabulated in Table 2-1. The 
imaging techniques used in this thesis mainly include STIM, FSTIM, PIF and AIF, all of 
which allow beam currents lower than 0.1 pA to be used for high-resolution imaging 
purpose. The ability to utilize low current beams has an advantage in terms of obtaining 
high resolution imaging. 
Table 2-1 Comparison of different ion beam imaging techniques for biological applications.  
Ion beam imaging 
technique 
Signal Beam current Application 
PIXE X-ray ~100 pA – a few nA Elemental analysis 
RBS Backscattered ions ~100 pA – a few nA 
Element identification 





0.1 pA or less Surface topography 
STIM Direct transmitted ions 0.1 pA or less 
Resolving both surface 
and interior structures 
of a thin (several 
microns) sample 
FSTIM Forward scattered ions 0.1 pA or less 
Enhancement of heavy 





0.1 pA or less 
Enhancement of 
fluorescent materials 
within the sample 
 
2.2 Description of the single-cell imaging facility in CIBA 
In the Center for Ion Beam Applications (CIBA), the energetic ions used for research are 
produced by a 3.5 million volts (MV) high-brightness High Voltage Engineering Europa 
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SingletronTM ion accelerator [52]. Ions are created by ionizing a gas with a radio 
frequency source. Various types of ions can be created from gases using this process, for 
example, ionizing hydrogen and helium gases and accelerating ,  and  ions. 
The desired beam of ions is specifically selected by the 90 degree Analyzing Magnet 
which also produces reduced energy spread in the ion beam. The Switching Magnet 
functions as a deflector to guide the beam to specific beam lines, which includes the 
original Proton Beam Writer, the 2nd generation Proton Beam Writing facility, the Single-
cell imaging facility, the Nuclear Microscope and the High-resolution RBS facility, as 
shown in Figure 2.2.  
 
Figure 2.2 A whole view of the ion beam facilities in CIBA. Top and left: schematic diagram showing the 
ion accelerator, analyzing magnet, switching magnet and five beam lines. Bottom right: a photo taken 
showing the actual image of these facilities. 
 
In this thesis, since the ion beam induced fluorescence studies are based on using the 





facility. The single-cell imaging facility [53] can be divided into two parts: hardware and 
software. The former includes beam collimation, scanning, focusing and targeting, and 
signal detection. Main components of the hardware are shown in Figure 2.3. Signal 
detection involves mainly data collection and data processing. 
 
Figure 2.3 Main components and layout of the single-cell imaging facility, showing the electrostatic 
scanning module, the four Oxford Microbeams OM52 quadrupole lenses, and the target chamber with a side-
mounted XYZ manipulator and a top-mounted microscope. 
 
2.2.1 Beam collimating, scanning and blanking 
Beam collimating 
The object aperture — In CIBA, the object aperture consists of two independent vertical 
and horizontal slits, forming a rectangularly shaped object aperture to provide an entrance 
collimator for the probe-forming system. In practice, the object slits openings can be as 
small as 5 ×1 µm, but this can be varied according to the current required or the 
demagnification factors of the system. One inevitable problem is the excessive heating of 
the slits, since thermal expansion of only several microns can cut off the beam. This is a 
particularly frustrating problem when small slits openings are employed for low-current 
techniques, which is the case for high-resolution imaging. To avoid the overheating 
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problem, the slits can be adjusted to the correct value when the temperature of the slits 
has stabilized; the beam current can be monitored by counting each individual ion 
passing through the slits. Another unavoidable problem is the deterioration of the object 
slits from the ion implantation of the beam itself, which damages the collimator material 
and can lead to localized charging or surface roughness. The only cure for this problem is 
manual adjustment of the collimators to a new slit position, or replacement of the 
collimators. 
The collimator aperture — For the single-cell imaging beam line, the collimator slits are 
located about 7 meters downstream of the object slits. The collimator slits are used for 
reducing beam divergence and therefore acts to reduce the effects of aberrations. The size 
of the collimator aperture is a delicate balance between maintaining a beam with 
brightness sufficient to carry out the imaging in a realistic time, and the required beam 
spot size.  
Beam scanning 
Scanning a beam over a targeted sample is essential for forming an image. At the single-
cell beam line, the beam scanning is realized by electrostatic deflection. For each of the 
two orthogonal scanning directions (X scan and Y scan), two parallel copper plates, 
insulated so as to support high voltages, can generate an electrical field which will 
control the beam scanning in one direction. Then a raster beam scanning can be simply 
realized in two orthogonal directions.  
The high voltages applied on the plates are input from voltage amplifiers. For a scan size 
(>15 µm), the Trek high voltage amplifiers model 609E6 with an amplification of 1000 is 
used. For a smaller scan size below 15 µm, high precision industrial amplifiers (AE 
Techron 7224 DC-Enabled AC Amplifier) with an amplification of 160 are used. The use 
of the lower voltage Techron amplifiers allows better linearity and lower noise for 
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smaller scans. The deflection ranges of a beam not only depend on the deflection voltages 
applied, but also depend on the configurations of the probe-forming system used, as well 
as the type of  ion and its energy [54]. Examples of the calculation of voltages required 
for scanning for some typically used ions and energies are shown in Table 2-2. It should 
be noted that the maximum scan size is limited to be about 240 µm in our system, 
because of beam clipping in the small diameter tube carrying the beam through the 
quadrupole lenses [54].  
Table 2-2 Scanning voltage calculation for typical beam energy and scan size. The calculation is based on the 
fact that demagnification in x and y directions are 574 and 93 [54] respectively in the single-cell imaging 
beam line. 
Beam (H+ or He+) Scan size (um) 
Voltage required for the scanning 
X (V) Y(V) 
2 MeV  
10 × 10 204 34 
50 × 50 1006 165 
100 × 100 2042 335 
150 × 150 3048 500 
200 × 200 4084 670 
1.6 MeV  
10 × 10 162 27 
50 × 50 811 133 
100 × 100 1622 266 
150 × 150 2433 399 
200 × 200 3244 532 
 
Beam blanking 
When performing the imaging experiments, it is always convenient and necessary to be 
able to switch the beam ‘off’ and ‘on’ at will, to avoid further damage to sensitive 
samples and detectors. In our system we utilize an electrostatic blanking system: A strong 
electrostatic field is created between two plates positioned close to the switching magnet 
(Figure 2.2), deflecting the ion beam from the beam axis and therefore preventing its 
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further propagation along the beam line. The power supply for the electric field is a fast 
switching amplifier that can be turned on and off remotely by a computer, allowing fast 
beam blanking [55]. 
2.2.2 Beam focusing: quadrupole lens and probe-forming system 
Quadrupole lens 
When a charged particle moves in the presence of a magnetic field that has a component 
perpendicular to the moving direction of the particle, the resulting Lorenz force will act 
on it and alter its trajectory. The design of a magnetic quadrupole lens [56] is based on 
this concept. As shown in the schematic diagram of Figure 2.4a, the magnetic field is 
created by four N-S-N-S poles arranged symmetrically about the central axis. Because of 
the symmetry, the field located on the central axis is zero, and the strength of the field 
increases proportionally to the distance from the center. The magnetic field distribution is 
sketched using curved arrows shown in Figure 2.4a. When a beam of positive ions moves 
perpendicularly into the plane of the paper and goes through the space formed by the four 
poles, it will experience a Lorenz force directing it towards the central axis at positions A 
and B, and away from the central axis at positions C and D. As a result, a single 
quadrupole field tends to converge a beam of ions in one direction while in the 
orthogonal direction the beam will diverge. As shown in Figure 2.4b, a square shaped 
beam entering a quadrupole field will therefore focus in the horizontal direction, but 
diverge in the vertical direction, thereby creating a line focus. Therefore, it is necessary to 




Figure 2.4 Principle of a quadrupole lens. (a) A schematic diagram of a quadrupole lens, showing the four N-
S-N-S magnetic poles and the magnetic field distribution indicated by curved arrows inside the lens. The 
green arrows show the Lorenz force experienced by a beam of positive ions when moving into the plane of 
the paper at various points of A, B, C and D. (b) A single quadrupole lens making a square shaped beam 
become line-focused in the vertical direction. Reproduced from [54]. 
  
Probe-forming system 
In the single-cell imaging beam line, we adopted a spaced triplet configuration of the 
quadrupole lenses (Oxford Microbeams OM52) for the probe-forming system, 
considering the beam optics [54]. Figure 2.5a shows a schematic diagram of this 
configuration, where S = 0.08 m is the spaced distance between the coupled quadrupole 
lenses Q1 and Q2, and WD = 0.03 m is the working distance measured from the third 
quadrupole lens (Q3) to the image plane where a sample is located. Figure 2.5b shows the 
envelope of a beam of 2 MeV protons using the spaced triplet configuration simulated 
using the software package of PBO LabTM 2.0 [57]. The key features of the probe-




Figure 2.5 (a) Spaced triplet configuration of the quadrupole lenses used in the single-cell imaging beam line. 
S is the spaced distance between the coupled quadrupole lenses Q1 and Q2; WD is the working distance. (b) 
The beam envelop of the configuration shown in a using 2 MeV protons. Reproduced from [54]. 
  
Table 2-3 Some key features of the probe-forming system in the single-cell imaging beam line. 
Quadrupole lens configuration Single spaced (S = 0.08m) triplet 
Object-lens distance  7.4859 m 
 Working distance  0.03 m  
1st order demagnifications X: 574  Y: 93 
Theoretical beam spot (using 2 MeV protons) 17.98 × 22.92 nm2 [54] 
Best experimental beam spot (using 1.6 MeV alpha 
particles) 
19.5 × 25.0 nm2 [43] 
 
2.2.3 Target chamber 
The target chamber can be described in three parts, that is, high-precision positioning of a 
sample, optical visualization and location of the sample, and signal detectors. Figure 2.6 
shows the internal view of the target chamber. The chamber houses a piezoelectric XYZ 
nanopositioning stage (PI N-310K059) controlled by three E-861 NEXACT® controllers 
for open-loop operation, and the stage is capable of 25 mm travel in each of the XYZ 
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directions with a step size ranged from 5 nm to 5 µm. A target holder is connected to the 
translation axis (Y axis) of the stage to hold the sample, together with a quartz target and 
a nickel calibration grid for beam focusing purpose (will be described later). Detectors, 
including a Hamamatsu photomultiplier tube (PMT R7401P), a pin diode detector 
(Hamamatsu S1223), and a silicon surface barrier detector, are mounted behind the target 
holder on a linear translator manually driven by a XYZ manipulator (model MTS 
MA1006) positioned outside the chamber. A 5× objective lens is also mounted on the 
linear translator, coupled with a fixed 45 degree mirror to allow the visualization and 
location of the sample using the microscope (Nikon D-DIH Digital Imaging Head M 
including filters block and fluorescence illuminator) situated on the top outside the 
chamber (Figure 2.3).  
 
Figure 2.6 Internal view of the target chamber, showing the XYZ nanopositioning stage, the detector array 
with objective lens mounted also, and the fixed 45 degree mirror which transfers the target image into the 
top-mounted optical microscope. 
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2.2.4 Beam focusing procedure 
For a beam of MeV ions (e.g. 2 MeV protons or 1.6 MeV alpha particles) used for the 
experiments in this thesis), a reproducible and efficient focusing procedure is required:  
This is discussed below: 
(1) Tuning the beam: A stable and bright ion beam is of the paramount importance for 
producing a good beam focus. Thus, procedures for stabilizing the beam and increasing 
the beam current by varying selected accelerator parameters are essential in the first step 
of beam focusing. Beam current monitoring is needed in this step both before the beam 
enters the object aperture and at the end station (the chamber). As a first step in the 
focusing procedure, we need to get a relatively high beam current in the chamber ie, the 
object slits and the collimator slits are opened to around 250 × 250 µm2. 
(2) Aligning object and collimator slits: It is important to align the beam with the 
central axis of the quadrupole lenses triplet to avoid steering of the beam. The first step is 
to make sure the beam enters the centre of the object aperture. This can be carried out by 
first narrowing down the horizontal object slits to for example 50 µm, then moving the 
horizontal slits until the beam current is maximized in the target chamber. The same 
method is then applied on adjusting the vertical object slits. After this procedure, the 
opening of the object slits is 50 × 50 µm2 and for our system the beam current detected in 
the chamber is normally about 100 pA. Next, we can adjust the quadrupole currents and 
focus the beam down to a point, by monitoring the beam induced luminescence on a 
quartz target using a camera (Nikon-Ri1). During the focusing procedure, the beam may 
steer from its central position if the beam trajectory is not located at the central axis of the 
lens system. If the lens system has already been well aligned, this effect can be usually 
remedied by re-adjusting the positions of the collimator slits until the steering does not 
appear any more.  
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(3) Roughly focusing using a glass cover slip: By simply adjusting the quadrupole 
currents and monitoring the size of the luminescent spot on a glass cover slip using the 
camera, we can focus the beam spot down to about one micron. When the beam spot is 
focused on to the glass cover slip, and is viewed by the target chamber optical system, 
then the beam focus is co-incident with the optical focus. The optical focus, ie the z-
position of the objective lens positioned behind the target, can therefore define the focal 
plane of the beam spot. Further, by adjusting the X and Y position of the objective lens, 
we can position the focused luminescent spot to coincide with cross hairs at the centre of 
the camera screen. The XYZ position of the objective lens therefore defines the beam 
spot location in three dimensions. 
(4) Critically focusing using a nickel calibration grid: We next move the calibration 
grid to the focal plane of the objective and locate the area we want to scan at the centre of 
the screen (i.e. along the beam axis), by moving the nano-positioning stage. Focusing on 
the grid can be divided into two steps. First, we move the pin diode detector to an off-axis 
position (1~2 cm away from the beam axis), and empirically set the object slits to be 10 × 
2 µm2 or 5 × 1 µm2 , which corresponds to a geometric image of around 20 nm, noting 
that the demagnification in X direction is five times that of Y direction. At the off-axis 
position, the pin diode detects energy loss of the ions scattered from the grid bars with a 
count rate of around 10000~20000 ions/second, forming an off-axis STIM image of the 
grid bars. The procedure then is to adjust the quadrupole currents to obtain an off axis 
STIM image of the grid bar with the edge as sharp as possible. In this case, because the 
collimator aperture is relatively wide (250 × 250 µm2), the spot size will be heavily 
aberrated, and it is difficult to improve the sharpness of the image any further by 
adjusting the quadrupole lens currents.  
In the second step, we need to remove system aberrations so as to achieve the resolutions 
we require, yet still allow enough beam current for useful imaging. To do this, we close 
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the collimator aperture until a count rate of 10000~20000 ions/second is detected: In our 
system, we can normally reduce the collimator apertures to around 40 × 20 µm2, and this 
is sufficient to minimise many system aberrations and produce a spot size of down to 20 
nanometers. When the pin diode detector is moved from the off-axis to the on-axis 
position, ions which are transmitted through the holes in the grid are also detected, and 
this produces two distinct peaks in the energy spectrum of transmitted ions. The peak 
located at the higher energy region is from the ions that have passed between the grid 
bars and suffered no energy loss, and the other one peaked at the lower energy region is 
caused by the ions that have penetrated the grid bar and lost energy. By sorting the data 
from the two energy windows, a grid bar image (Figure 2.7a) and an image depicting the 
areas between the grid bars (grid windows, Figure 2.7b) can be formed. In this case, the 
image statistics are much higher, and therefore the image will appear much sharper. As a 
final step, the lens currents can be fine tuned to achieve the sharpest possible edge image. 
By analyzing the resultant images, a small spot size of ~20× 25 nm2 for a beam of 1.7 
MeV alpha particles can be achieved (see Figure 2.7c, d and e). The image in Figure 2.7c 
was magnified from a corner of the grid depicted in Figure 2.7b. The two profiles in 
Figure 2.7d and e were extracted along horizontal (X) and vertical (Y) directions of the 
edges of the grid corner in Figure 2.7c, and fitted using a modified Gaussian function 




Figure 2.7 Focusing a beam of 1.7 MeV alpha particles on a nickel calibration grid. (a) Image of grid bars; 
(b) Image of grid windows; (c) Image of a grid corner depicted from the yellow box in b; (d) Line scan 
profile extracted from the horizontal box depicted in c, and the fitted full width at half maximum (FWHM) 
showing a horizontal resolution of about 20 nm; (e) Line scan profile extracted from the vertical box depicted 
in c, and the fitted FWHM showing a vertical resolution of about 25 nm. 
  
Assuming we have achieved the best spot size possible, the next step is to use this 
focused beam for cell imaging and analysis. As mentioned above, as long as the beam is 
finely focused on the grid, the focal plane of the quadrupole lens system and the optical 
microscope (objective) is the same, as sketched in Figure 2.8a. If we want to image a cell 
on the sample, we can keep the position of the objective fixed and simply move the 
sample to the focal plane and locate the cell on the beam axis (i.e. the centre of the 
screen), as shown in Figure 2.8b. As long as the sample is exactly located in the focal 




Figure 2.8 Schematic diagrams showing the method for targeting the focused beam on a cell. (a) Defining a 
focal plane using a microscope objective by optically imaging the grid, then focusing the beam on the grid. In 
this way, the objective and the quadruple focusing system share the same focal plane.  (b) Moving the cell 
sample to the focal plane, and locating the target cell using the objective, the beam will be finely focused on 
the cell. 
  
2.2.5 Software description 
IonDAQ 
IonDAQ is a computer based data acquisition system developed and employed for the 
single-cell imaging facility. Figure 2.9 shows a schematic of IonDAQ and its CORE. The 
heart of it is a Xilinx Virtex-II 3 Million gate Field Programmable Gate Array (FPGA) 
controlling core (CORE), working together with ADCs and a host programme (HOST) 
that allows the user to interact with CORE. The FPGA CORE resides on a compact 
National Instruments PCI computer card (NI PCI-7833R) that hosts 8 DAC (digital to 
analog convertors), 8 AI (simple onboard ADCs) and 96 DIO (digital input/output) [59].  
Figure 2.9b shows the functionality of different CORE components. The IonDAQ CORE 
contains all necessary inputs (FPI, AI, PHA, Charge) and outputs (X-scan, Y-scan, beam 
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blanking). The scan and blanking outputs are through the DACs, and the communication 
with the ADCs is via the DIO lines. Each of the loops shown in the IonDAQ CORE can 
run independently. 
 
Figure 2.9 IonDAQ data acquisition system schematic diagram. (a) Schematic showing IonDAQ system. (b) 
Schematic diagram of the functionality of the CORE component of IonDAQ. Reproduced from [59]. 
 
Table 2-4 summarizes the key features supported by IonDAQ. Up to four NIM ADC 
modules can be used to perform pulse height analysis (PHA) and acquire imaging signals 
from various ion beam analysis detectors simultaneously. The IonDAQ allows users to 
add sorts to these four ADCs and acquire data in listmode. The IonDAQ interface box 
also contains two fast pulse imaging (FPI) inputs, which utilize DIO lines on the FPGA 
card and allow users to spatially map through a TTL pulse output from detectors. The FPI 
imaging mode is useful for processing pulsed signals from such as photomultiplier tubes 
(PMTs) and channel electron multipliers (CEMs). Besides, the IonDAQ interface box 




Table 2-4 Key features supported by IonDAQ. Reproduced from [59].  
Main IonDAQ features 
Scanning 
Pixel resolution 2562,5122,10242,20482 
Scan polarity Bipolar or unipolar 
Scan voltage User defined [0– ± 10 V] with variable aspect ratio and direction (Software) 
Beam blanking User defined [0–10 V] 
Pixel dwell time 1 µs (PHA, FPI), 5 µs (AI) 
Scan modes Point, Line, Raster, Interlaced, Triangle, User defined, File (EPL), Beam Monitor 
ADCs 
NIM ADC modules Support for FastComTec, Ortec, Canberra 
DAQ TQSA or Listmode operation with sorts 
Mapping and imaging 
NIM ADCs (PHA) 
imaging Digital interface (4 channels) 
Analogue imaging 
(AI) Voltage signals [0–10 V] (16 bit), Point, Line and Frame averaging (2 channels) 
Fast pulse imaging 
(FPI) TTL signals (2 channels) 
Deadtime Mapping and correction 
Mapping features Median and mean maps. Real time user defined colour bar analysis. Digital magnification of selected regions 
Data collection and processing 
DAQ presets Frames, Time, Total Counts, ADC Counts, Counter, Charge 
Data transfer FPGA core and CPU via DMA 
Data rates In excess of 100 kHz with NIM ADCs, higher rates for FPI 
Batch mode DAQ Multiple samples by specifying position and a preset (requires motorized stage) 
 
2.3 High-resolution biological imaging using the single-cell imaging facility 
As described above, the single-cell imaging facility can enable us to perform high-
resolution STIM, FSTIM and fluorescence imaging, as well as RBS depth profiling.  
Although a large proportion of early applications of STIM imaging have been in the 
study of biological samples, the resolution is too poor to perform detailed analysis of 
subcellular features within a whole single cell. As a pioneered study, the ability of the 
single-cell imaging facility for high-resolution (~40 nm) structural imaging of a whole 
cell has been demonstrated [8]. This study also emphasized that the resolution is 
maintained throughout the cell when MeV ions are used. In performing STIM imaging, 
pixel normalization was utilized in order to reduce statistical noise: For example, at each 
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pixel exactly 15 ions are detected and their energies recorded, and then the median 
energy of these 15 ions is used to construct the final STIM image of a cell. 
FSTIM applications have not been realized by other groups yet. In work carried out 
recently in our group, we have investigated the use of FSTIM imaging as well as RBS 
depth profiling to locate 100 nm gold nanoparticles (AuNPs) within a whole HeLa cell  in 
three dimensions [9]. In addition, the high contrast of these AuNPs against the 
background allows the quantification of the AuNPs in the whole cell, making FSTIM a 
technique potentially useful in many biological and biomedical applications. More 
recently, we have studied the variation of the uptake of 50 nm AuNPs by human 
ectocervical cell [60] by using FSTIM. This study reveals that the concentration of total 
AuNPs per cell varies drastically, though localization and aggregation is common for 
AuNP uptake in all cells. 
An early example of ion beam induced fluorescence imaging in biological specimens was 
by Rossi et al who looked at various stains used in histological studies [44]. Later, proton 
induced fluorescence imaging was performed to study N2A blastoma cells stained with 
Sytox® green nucleic acid stain with a resolution about 200 nm [45]. A further test of PIF 
imaging of human fetal lung fibroblast cells stained with DAPI using the single-cell 
imaging facility was performed recently [48]. More recently, PIF studies on single cells 
tagged with Alexa Fluor 488 revealed a spatial resolution of about 150 nm by using the 
single-cell imaging facility [46].  
Since the resolution of PIF in these preliminary trials was much worse compared to 
structural imaging using both STIM and FSTIM, we decided that improving the 
resolution of PIF to the levels of structural imaging is a very worthwhile goal.  This 
development is the topic outlined in this thesis. 
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2.4 Chapter Summary 
This chapter can be regarded as describing the methodology and instrumentation 
underlying ion beam techniques. In this chapter, the various ion beam imaging techniques 
for biological applications are first discussed. After that, the single-cell imaging facility, 
which this thesis is based on, is described in detail for both the hardware and the software. 
In the last part, some previous work done using the single-cell imaging facility, including 
high-resolution imaging of whole cells using STIM, FSTIM and PIF techniques, are 




















Chapter 3 Fundamentals of fluorescence in biological systems 
3.1 Basic concepts in optical fluorescence 
3.1.1 Jablonski diagram 
A Jablonski diagram is usually employed in illustrating the transitions between the 
electronic states of an atom, molecule or nanostructure. Figure 3.1 shows a typical 
Jablonski diagram. The ground, first and second electronic states are depicted by S0, S1 
and S2 (excited singlet state), and T1 (excited triplet state), respectively. In addition, the 
fluorophores can exist in a number of vibrational energy levels (denoted by 0, 1, 2, etc) at 
each of these excited singlet states. Vertical lines are used to depict transitions between 
states and illustrate the instantaneous nature of light absorption. After absorbing energy 
from light, electrons residing in the ground states can jump into some excited state. When 
an electron is excited to a singlet state, the electron is paired to the ground-state electron 
with opposite spin. The electron in the higher singlet state (S2) will rapidly relax into a 
lower singlet state (S1) with the same spin orientation via a nonradiative relaxation 
process named internal conversion. Returning to the ground state (S0) is spin-allowed and 
occurs rapidly (10-9~10-7 s-1) by emission of a photon, called fluorescence. The frequency, 
υ, and wavelength, λ, of the fluorescence light can be determined by the Planck’s 
radiation law, namely, 
 1 0
hcE E h     (3-1)  
where c is the speed of light in vacuum and h is Planck’s constant.  
Alternatively, if the ground-state electrons are excited into triplet states, in which the spin 
of the electron has the same orientation as that of the ground-state electron, transition to 
the ground state is forbidden and the emission rates are therefore low (10-3~10-2 s-1). 
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Emission of light from triplet states is called phosphorescence. If the spin-orbital 
interactions in the singlet states are substantial and a change in spin orientation is thus 
favorable, a singlet state will nonradiatively pass to a triplet state, known as intersystem 
crossing. Both internal conversion and intersystem crossing processes are nonradiative, 
but internal conversion does not change the spin orientation of an electron.  
 
Figure 3.1 A typical Jablonski diagram with absorbance, internal conversion, fluorescence, intersystem 
crossing, and phosphorescence. 
 
In crystals, internal conversion is often referred to as nonradiative multiphonon 
relaxation. For lanthanide ions doped nanocrystals, which will be discussed in detail in 
chapter 5, the multiphonon relaxation rate can be commonly written as [61, 62]  
 ( ) (0)(1 ) m
E
nr nrW T W n
       (3-2) 
where Wnr(0) is the spontaneous transition rate at 0 K with all the phonon modes are 
initially frozen in the ground state, ΔE is the energy gap between the populated state and 
its nearest lower-lying state, ħωm is the maximum phonon energy of the lattice vibrations, 




exp( / ) 1m
n
kT     (3-3) 
At low temperatures where ħωm kT, the nonradiative relaxation rate is dominated by 
Wnr(0), which can be expressed as: 
 (0) exp( )nr
m
EW C 
    (3-4) 
where C and α are characteristic parameters of a given host lattice. 
3.1.2 Characteristics of fluorescence emission 
Excited-state lifetime 
For a fluorophore or a fluorescent nanoparticle that is in a particular excited state, the 
lifetime, τ0, is defined by the average time the particle spends in the excited state prior to 
returning to the ground state. In reality, the probability for a particle that is in the excited 
state at time 0 still being there at time t, is given by  
 0
0
( ) exp( )tp t p    (3-5) 
where p0 is a normalization constant.  
It is often convenient to think in terms of decay rate of the excited state, k, as follows 
 
0
1k   (3-6) 
For some excited states, the nonradiative decay (knr) competes with the radiative rate (kr), 
then 
  r nrk k k    (3-7) 






The quantum efficiency is normally defined as the number of emitted photons per 
absorbed photon. It is useful and convenient to express the quantum efficiency in terms 
of the lifetime: 
  r
r nr
kNumber of photons emittedQ
Number of photons absorbed k k
    (3-8) 
The quantum efficiency can be close to unity if the nonradiative decay rate is much 
smaller than the radiative decay rate. 
Stokes’ shift and anti-Stokes’ shift 
The phenomenon of longer wavelength emission resulting from shorter wavelength 
absorption was first observed by Sir G. G. Stokes in 1852, and called the Stokes’ shift 
(Figure 3.2a). Inversely, if the material absorbs two or multiple higher energy photons 
and emits a lower energy photon, fluorescence will occur at shorter wavelengths, 
resulting in the anti-Stokes’ shift (Figure 3.2b). The anti-Stokes’ shift phenomenon 
usually occurs in lanthanide ion doped materials when those lanthanide ions absorb and 
up-convert infrared photons supplied by an infrared laser (see chapter 5) [63]. 
 




3.1.3 Photobleaching and fluorescence quenching 
Photobleaching and quenching are two unwanted effects that cause a decrease in 
fluorescence intensity. They can be distinguished by the mechanisms which lead to the 
fluorescence reduction. Photobleaching is caused by the irreversible destruction of the 
fluorescent materials due to either long-term irradiance exposure or high-intensity of the 
excitation light. For example, in a dye or a fluorophore molecule, photobleaching is 
caused by cleaving of covalent bonds which results in a permanent destruction of 
fluoresce. In ion beam induced fluorescence, we use a similar concept, namely 
ionobleaching, to characterize the reduction of fluorescence intensity upon the long-term 
or high dose irradiation by ion beams. The ionobleaching will be discussed in detail in 
chapter 5. 
Fluorescence quenching is not caused by the structural changes of fluorescent particles, 
but due to the nonradiative energy dissipation of the excited fluorescent particles. There 
are mainly two types of quenching mechanisms. The first is self-quenching which is due 
to interactions between fluorescent particles (denoted by F and F*). Secondly, quenching 
resulting from nonradiative energy transfer of excited fluorescent particles to other 
particles (denoted by Q and Q*). Intersystem crossing to the triplet state can make a 
fluorophore self-quenched as shown in Figure 3.3a. In some cases, for example in 
lanthanide-doped crystals, if the concentration of lanthanide ions that are responsible for 
the fluorescence emission is too high, concentration quenching due to the cross-relaxation 
[64] may occur (Figure 3.3b). The cross-relaxation is caused by the coupling of electrons 
in different excited states, thus concentration quenching is a type of self-quenching. 
Figure 3.3c and d shows static quenching and dynamic quenching [65] due to the 
presence of quenchers. The former involves the formation of a complex ([FQ]) between 
the quencher and the fluorescent particle. In the case of dynamic quenching, energy is 




Figure 3.3 Schematics showing different types of fluorescence quenching. (a) Quenching by intersystem 
crossing; (b) Concentration quenching; (c) Static quenching; and (d) Dynamic quenching. F and F* represent 
a fluorescent particle is in the ground-state and excited-state, respectively; Q and Q* represent a quencher 
that is in the ground-state and excited-state, respectively; [FQ]* represents the formation of a complex 
between the quencher and the fluorescent particle. 
  
3.1.4 Energy transfer, downconversion and upconversion 
Energy transfer 
Energy transfer not only occurs between fluorescent centers and quenchers as previously 
discussed, but also takes effect in a system where absorption and emission do not take 
place within the same fluorescent center. A fluorescent centre that is directly excited by 
an incoming photon is called a sensitizer (S); the centre to which energy is transferred 
and subsequently emits a photon is called an activator (A). Energy transfer is of 
importance because it can change the emission density of the activators, although it does 
not alter the emission wavelengths of a centere. Energy transfer can be radiative (Figure 
3.4a), nonradiative (Figure 3.4b), and multiphonon-assisted (Figure 3.4c). If S and A are 
identical particles, nonradiative transfer may result in self-quenching by cross-relaxation 
(Figure 3.4d). If the energy transfer is radiative (Figure 3.4a), real photons are emitted by 
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the sensitizers and are then absorbed by any activators located within the free path length 
of the photon. In contrast, nonradiative energy transfer relies on the mutual interaction 
(mainly Coulomb interactions) between a sensitizer and an activator, and it occurs 
without any charge or photon transport.  
 
Figure 3.4 Basic energy transfer processes between a sensitizer (S) and an activator (A): (a) resonant 
radiative energy transfer; (b) resonant nonradiative energy transfer; (c) phonon-assisted nonradiative energy 
transfer; (d) cross-relaxation energy transfer between two identical particles. The full arrow represents 
fluorescence emission; the dashed arrows represent nonradiative decay and de-excitation of the sensitizer 
(arrow down), and excitation due to energy transfer to the activator (arrow up); the dashed curve arrows 
represent the energy transfer from the sensitizer to the activator. Reproduced from ref. [63]. 
 
The probability for such transfer between a sensitizer and an activator at a large distance 
R is found to be [63] 
 
2





p R g g d
R
       (3-9) 
where τS is the lifetime of the sensitizer, and σA is the integrated absorption cross-section 
of the activitor. The integral represents the spectral overlap between S and A. 
In the simple case of resonant nonradiative transfer, the sensitizer and the activator with 
one excited state separated from its ground state by nearly equal energy (Figure 3.4a), the 
energy will transfer from S to A before S emits any photon. Förster assumed that the 
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interaction between S and A is the strongest if electric dipole-dipole transitions are 
allowed for both [66]. The nonradiative  transfer probability is given by [63] 
 
2* *( ) ESA SAp R S A H SA
    (3-10) 
where HSA is the electric dipole-dipole interaction Hamiltonian which is proportional to 
R-3, ρE is the states density. The wave functions describe the initial state and the final state 
of the system, where the former has the sensitizer in its excited state (S*) and the activator 
in its ground state (A) and the latter has the sensitizer in its ground state (S) and the 
activator in its excited state (A*). Eq. (3-10) can be further written as 
 601( ) ( )SA
S
Rp R
R  (3-11) 
where τS is the actual lifetime of the relevant excited state of the sensitizer, and R0 is the 
critical distance when the energy transfer and spontaneous emission of the sensitizer have 
equal probability.  
Except for electric dipole-dipole interactions, energy transfer may also happen due to 
higher multipolar interactions, especially in systems with forbidden transitions such as 
lanthanide ions, for which the energy transfer probability can be more generally 
expressed as [67] 
 01( ) ( )nSA
S
Rp R
R  (3-12) 
where n is a positive integer taking the following values: 
n = 6 for dipole-dipole interactions, 
n = 8 for dipole-quadrupole interactions, 
n = 10 for quadrupole-quadrupole interactions. 
Energy transfer plays a vital role in both downconversion and upconversion mechanisms, 




Generally in optics, downconversion is the process where one absorbed photon with a 
higher energy is ‘cut’ through energy transfer to obtain two or more emitted photons with 
a lower energy, sometimes also referring to as quantum cutting [68]. Downconversion 
involves higher-energy photon absorption by the sensitizer, energy transfer from the 
sensitizer to the activator, and lower-energy photon emission by the activator. The 
sensitizer itself may fluoresce if the energy-transfer probability is low, resulting in an 
emission band from the sensitizer with a small Stokes' shift, while the other emission 
band from the activator is of a much bigger Stokes' shift. 
Downconversion can occur through various pathways, shown in Figure 3.5. The 
mechanisms, illustrated with two types of ions, I and II, were actually reported in 
studying the quantum cutting with lanthanide ions, but can be generally regarded as the 
basic mechanisms for downconversion in a sensitization and activation system. For a 
single lanthanide ion (I), cutting of one high energy photon to obtain two lower energy 
photons is theoretically possible (Figure 3.5a, red lines), accompanied by the normal 
cascade emission (Figure 3.5a, black lines). Downconversion can also occur when a 
second type of lanthanide ion (II) is introduced. Figure 3.5b shows the possibility of 
downconversion by a two-step energy transfer: In step ①, part of the excitation energy is 
transferred from ion I to ion II via cross-relaxation, and ion II subsequently de-activates 
by emitting one lower energy photon. In step ② , ion I nonradiatively transfers the 
remaining energy to a second ion of type II which also emits a lower energy photon. 
Figure 3.5c shows one energy transfer step from ion I to ion II via cross-relaxation, which 
excites ion II. In this case, both ion I and ion II can emit a lower energy photon. In Figure 
3.5d, after absorbing a higher energy photon, ion I will first emit a lower energy photon 
and relax to an intermediate state. Following that, ion I transfers its remaining energy to 
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ion II nonradiatively, making ion II be excited and emit a lower energy photon 
subsequently.    
 
Figure 3.5 Schematic representation of several different downconversion mechanisms. (a) Downconversion 
in a single ion; (b) Downconversion via cross-relaxation between ion I and ion II (indicated by ①) and 
nonradiative energy transfer to a second ion of type II (indicated by ②); (c) Downconversion through cross-
relaxation; (d) Downconversion through nonradiative energy transfer. The full arrow represents absorption 
(arrow up) and downconversion emission (arrow down); the dashed arrows represent energy transfer. 
Reproduced from ref. [68]. 
  
Upconversion 
In contrast to downconversion, upconversion is an anti-Stokes' shift process that converts 
two or more quanta of lower energy excitation (e.g. photons) into one higher energy 
photon emission [63]. Taking optical excitation for example, upon absorbing a lower 
energy pumping photon, a ground-state electron is able to step up to an intermediate 
long-lived energy state. Following that, by successive absorption of the second or more 
pumping photons, the electron is further raised up. In the final step, the electron falls back 
to its original energy level (or the ground state) accompanied by the emission of a photon 
with higher energy than the incident pumping photon. 
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Generally, the upconversion processes can be divided into two categories: one is based on 
transitions between physically existing states; the other one is with the participation of 
virtual states. The former includes mainly excited state absorption (ESA), energy transfer 
upconversion (ETU), photon avalanche (PA) and cooperative sensitization [63, 69-71]. 
The later was found to be in the form of second harmonic generation (SHG), multiphoton 
absorption (MPA) and cooperative luminescence [63, 72-74]. All these processes involve 
the sequential absorption of two or more lower energy photons and generation of one 
higher energy photon, as schematically shown in Figure 3.6. But obviously, upconversion 
processes based on transitions between physically existing states are potentially more 
efficient, in stark contrast to processes that require the participation of virtual states. 
In the case of ESA (Figure 3.6a), an electron residing in the ground state first steps up to 
a metastable excited state after absorbing a pumping photon. On the excited state, the 
electron is further raised to an upper excited state by successive absorption of the second 
pumping photons. After that, the electron transits to the ground state from that higher-
lying state, resulting in the upconversion emission of a higher energy photon.   
ETU (Figure 3.6b) takes place between two neighboring fluorescent centers (sensitizer at 
the left side and activator at the right side). In some cases, the sensitizer and the activator 
can be identical. In an ETU process, the sensitizer can be populated by absorbing the 
pumping photons. At the same time, the activator can also absorb the pumping photons if 
satisfying the energy-matching principle, promoting the activator to a metastable state. 
According to Eq. (3-12), the excited sensitizer can transfer its energy to the neighboring 
activator with a probability determined by the distance between them. The energy 
transfer process promotes the activator to an upper emitting state while the sensitizer 
relaxes back to its ground state nonradiatively, resulting in the emission of a higher 





Figure 3.6 Principle upconversion processes: (a) excited state absorption (ESA); (b) energy transfer 
upconversion (ETU); (c) photon avalanche (PA); (d) cooperative sensitization; (e) cooperative luminescence; 
(f) second harmonic generation (SHG); and (g) multiphoton absorption (MPA). The red arrow represents the 
absorption of a lower energy pumping photon; the purple arrow represents the upconversion emission of a 
higher energy photon; the dashed arrows represent the energy transfer processes; the dashed lines in e and f 
represent the virtual states. 
  
PA requires the pumping intensity above certain threshold value, and a typical 
mechanism for PA-induced upconversion is shown in Figure 3.6c. In this sketched 
diagram, PA starts with a weak population of the intermediate state, in which case energy 
of the pumping photons does not exactly match the energy difference between the 
intermediate state and the ground state. This process is followed by a resonant ESA 
process to populate an upper metastable state. After the population of the upper 
metastable state is established, cross-relaxation occurs between the excited fluorescent 
center and a neighboring ground-state center, so that both of them occupy the 
53 
 
intermediate level. Re-population of the intermediate state facilitates the ESA process, 
and further initiates the cross-relaxation, exponentially increasing the population of the 
upper metastable state, thereby producing strong upconversion emission as an avalanche 
process. 
The cooperative sensitization process (Figure 3.6d) is similar to the ETU process in that 
both of them utilize the energy transfer from a sensitizer to an activator. The essential 
difference is that in the cooperative sensitization process, the activator does not have an 
intermediate level, but the energy difference between its excited state and ground state is 
approximately twice as much as that of the sensitizer. Therefore two neighboring 
sensitizers that each absorbs a lower pumping photon can contribute their energy to 
promote the activator to its excited state, resulting in the upconversion emission of a 
higher energy photon. 
The cooperative luminescence process (Figure 3.6e) is quite similar to the cooperative 
sensitization process. But in the cooperative luminescence process, the activator is absent. 
After absorbing a pumping photon, the two sensitizers nonradiatively relax to the ground 
state and transfer their energy to a virtual energy level, forming the emission of a higher 
photon. 
Another two upconversion processes, SHG (Figure 3.6f) and MPA (Figure 3.6g), involve 
the successive absorption of two (SHG) or more (MPA) photons without the help of any 
intermediate levels, and generate photons with higher energy than the absorption. The 
difference is that MPA relies on a real energy structure of the material. 
As a simple summary, all of the concepts discussed above are based on optical excitation, 
i.e. the quanta are photons. In the studies of this thesis, however, the excitation source is 
an ion beam, and most of the concepts, like the emission characterization and energy 
transfer etc, are still applicable. But the initial excitation mechanisms may be different. In 
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the next section, mechanisms of ion beam induced fluorescence will be discussed in 
detail.  
3.2 Mechanisms of ion beam induced fluorescence 
3.2.1 Ion-matter interaction 
The interaction of a beam of energetic ions with matter will lead to variety of energy-loss 
processes, including atomic excitation, atomic ionization, X-ray/γ-ray emission, Auger 
emission, autoionization etc. We limit our interest to those that are related to or affect the 
production of ion-induced fluorescence in this thesis. As a good approximation, ion 
energy loss inside a solid can be separated into two independent mechanisms, i.e. energy 
loss due to elastic collisions with target nuclei (nuclear energy loss) and energy loss due 
to inelastic collisions with target electrons (electronic energy loss). These can be defined 
by nuclear stopping power and electronic stopping power, respectively, where stopping 
power dE dx is defined as the rate of loss of energy E  per unit path length x  of an ion 
in solid [75].  Nuclear stopping may lead to atomic displacement in the solid and ion 
implantation, which can cause the destruction of luminescent centers or the formation of 
nonradiative defects and consequently result in the reduction of fluorescence emission. 
This mechanism will be discussed in chapter 5 with specific examples. For electronic 
stopping, we focus our interest on atomic excitation and ionization. The atomic excitation 
process will directly result in fluorescence emission (excluding X-rays). The ionization 
process will generate secondary electrons (or δ-rays), some of which can lead to further 
atomic excitation and ionization. 
Stopping cross-section 
The stopping cross-section of an ion when penetrating the target material can be defined 
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where N  is the number density of atomic scattering centers. 
It can be further broken up into nuclear stopping cross-section ( nS ) and electronic 
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For high level of accuracy, Ziegler, Biersack and Littmark (ZBL) developed a nuclear 
stopping cross-section using the universal screening function based on numerical 
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where 1 1( , )M Z and 2 2( , )M Z are mass and charge of incident ion and target atom 
respectively, 0E  is the initial energy of the ion, and  is the reduced energy written as 
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The mechanisms through which an ion loses energy depend mostly on the speed of the 
impinging projectile [76]. At high velocities ( 2 31 0 1v v Z , where 60 2.2 10 /v m s   is the 
Bohr velocity and 1Z  is the charge of incident ion), the nuclear stopping cross-section 
may be safely neglected because nS  decreases with the increase of 0E , thus electronic 
energy loss dominates. The energy range considered in this thesis, for instance, 1.6 MeV 




v m s   ) and 2 MeV protons ( 72 1.7 10 /MeV Hv m s   ) 
falls in the high velocity range. For this condition, electronic energy loss can be described 










Z e n m vdE
dx m v I
      
 (3-17) 
where em is the rest mass of an electron,  2en NZ , and I  is the average excitation 
energy of an atomic electron. 
Approximately, the electronic stopping cross-section is the sum of the ionization and 
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where   and maxE  are the energy loss and its maximum, i  is the single differential 
cross-section (SDCS) for the ionization of the ith shell electron, and n  is the cross-
section for the excitation of the nth state with nW  the excitation energy. 
Ionization cross-section 
The ejected secondary electrons (δ-rays), as a result of ionization of atomic electrons by 
ion impact, play a vital role in the process of ion-induced fluorescence. Therefore it is of 
importance and necessary to calculate the ionization cross-section in order to determine 
the energy distribution of these ejected δ-rays.  
A number of semi-empirical models have been devised to theoretically determine the 
SDCS of ionization, including the Miller model [77], Rudd model [78], Kim model 
[79]and Hansen-Kocbach-Stolterfoht (HKS) model [42, 76]. Among these models, the 
HKS model has a quite simple formalism with the binding energy as the only fitting 
parameter. This model has been successfully employed for the calculation of the single 
differential cross-section of ionization [42, 80, 81]. In view of this, we utilize the HKS δ-
rays generation model for the use of calculation of ionization cross-section. 
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In the HKS model, SDCS for the emission of a δ-ray with energy between   and +d 
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where 
cm103.5 70
a  Bohr radius 
1Z  charge of impinging ion 
eV 13.6R  Rydberg energy 
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 , which has the unit of cm
2/eV, represents the probability of 
ionization of an ith shell electron with the energy between   and +d   per unit energy 
(in eV). The maximum kinetic energy of a δ-ray is max iE B , where max 4E T is the 
maximum energy transferred from the impinging ion to an electron with binding energy 
of iB . 
Excitation cross-section 
Consider a process in which an impinging ion of velocity 1v , charge 1Z e , and momentum 
k  collides with a stationary target atom with mass 2M  and the number of atomic 
electrons 2Z  in an initial state (most often the ground state). After the collision, the target 
atom undergoes a transition to state n (with energy En) due to direct atomic excitation by 
the impinging ion, and momentum of the ion becomes k . The momentum change of 
the ion is ( )  K k k . The differential cross section based on the first Born 
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where 2( ) / 2 eQ K m  is with the dimension of energy, ( )n K  is the inelastic-scattering 
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where 'u s are the eigenfunctions in the coordinates jr of the atomic electrons. 
In Eq. (3-20), Q  and 2( )n K  should satisfy the following relationship [82]: 
 2 2( / ) ( ) ( )n n n
n n
E Q f K Z   K   (3-22) 
 where 2( ) ( / ) ( )n n nf K E Q  K  is the generalized oscillator strength. 
Based on the first Born approximation, a more practical semi-empirical method 
established from electron-impact excitation data may be used [80, 81, 83]. The cross-
section for the excitation to the nth state is given by  
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where nW  is the excitation energy, T the reduced kinetic energy, and A, ω, γ and υ are 
fitting parameters determined by experimental data. 
We now consider the manner in which the energy dissipated as ionization and excitation 
in a fluorescent particle/material is transformed into fluorescence emission. There are 
essential differences in the fluorescence process between organic materials and inorganic 
materials.  
3.2.2 Ion beam induced fluorescence in organic materials 
π-Electron systems in organic molecules 
The structure of organic molecules is largely determined by the electronic structure of the 
carbon atom. The electronic configuration of the ground state of the carbon atom is 
2 2 21 2 2s s p . In the process of forming compounds, one of the 2s electrons can be 
considered to be excited into a 2p state, preparing for binding with other atoms (Figure 
3.7). Once the carbon atom is in its excited state with four unpaired electrons on one 2s 
and three 2p orbitals, these four atomic orbitals can be mixed together to form four new 
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hybrid orbitals in three alternative configurations as shown in Figure 3.7. This process is 
called orbital hybridization. 
 
Figure 3.7 Orbital hybridization in a carbon atom. In the first process, one 2s electron promotes to occupy 
the empty 2p orbital. In the second process, the 2s orbital can mix with three, two and one 2p orbitals, 
respectively, in the configurations of sp3 hybridization, sp2 hybridization, and sp hybridization. In forming 
compounds, electrons on sp3, sp2 and sp orbitals are σ-electrons, and on the unchanged 2 zp orbitals are π-
electrons. 
  
In the first configuration, known as sp3 hybridization, the 2s orbital mixes with the three 
2p obitals to produce four equivalent hybrid orbitals, and each of the four valence 
electrons of the carbon occupies a single sp3 orbital. In forming compounds, electrons 
that fill in the four sp3 orbitals are known as σ-electrons. Those compounds with only σ-
electrons are not fluorescent. In the second configuration, sp2 hybridization, one of the 
three 2p orbitals (say 2 zp ) keeps unchanged, and the other two 2p orbitals mix with the 
2s orbital to form three sp2 hybrid orbitals. Electrons occupying sp2 hybrid orbitals are σ-
electrons, and electrons on the unchanged 2 zp  orbital are called π-electrons. In 
compounds with both σ-electrons and π-electrons, it is the excited states of those π-
electrons systems that are responsible for the fluorescence emission. In the third 
configuration, sp hybridization, two of the three 2p orbitals (say 2 zp  and 2 zp ) are not 
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changed in forming two π-bonds, and the remaining 2 xp orbital mixes with the 2s orbital 
to produce two sp hybrid orbitals in forming two σ-bonds. 
The electronic energy levels of an organic molecule containing a π-electrons system can 
be schematically represented using the Jablonski diagram as shown in Figure 3.1. In this 
case, all the singlet and triplet states shown are all π-states. At higher energies, usually 
above all the π-states, there is also a series of σ-electron excited states. 
Excitation, ionization and fluorescence emission 
When a beam of MeV ions (protons or alpha particles in this thesis) penetrate an organic 
material, along the ion track the following primary processes in an organic molecule 
occur due to ion-molecule interaction [84]: 
 excitation into π-electron excited singlet states; 
 ionization of π-electrons; 
 excitation of other electron (σ-electrons and carbon 1s electrons) excited states; 
and 
 ionization of electrons other than π-electron; 
As for the triplet states, π-electrons are probably not directly excited since the transition 
between the ground singlet state and an excited triplet state is spin-forbidden. Electron-
hole recombination, following the ionization of π-electrons, results in the molecule being 
in the excited singlet or triplet π-states. With electrons occupying singlet π-states, the 
following fluorescence emission and energy transfer processes will happen: 
 Fluorescence emission of photons due to down radiative transitions, and escape 
of the emission from the system.  
 Radiative migration in which an emitted photon is absorbed by a neighboring 
similar molecule (Figure 3.4a). 
 Nonradiative migration prior to fluorescence emission (Figure 3.4b and c). 
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 Intersystem crossing to the corresponding triplet π-state, eventually resulting in 
phosphorescence. 
The excitation of σ-electronic and other non-π-electronic states will be dissipated 
thermally and does not result in fluorescence. Ionization of non-π-electrons leads to 
temporary and permanent molecular damage [84]. In the case of temporary damage, 
electron-hole recombination into non-π-electronic excited states will lead to thermal 
dissipation of the energy. In the other case, the ionization of non-π-electrons may give 
rise to chemical bond-breaking [85], formation of nonradiative impurity centers [84], and 
so on, in which the processes are irreversible. 
3.2.3 Ion beam induced fluorescence in inorganic crystals 
As discussed above, the fluorescence of an organic molecule is an inherent molecular 
property. In contrast, the fluorescence of an inorganic crystal is a crystalline property. In 
fact, the majority of efficient inorganic fluorescent crystals are impurity-activated, that is, 
their fluorescence arises from the presence of small concentrations of specific 
impurities/dopants. Typical systems include crystal lattice of fluorides activated by 
lanthanide ions [63, 69, 86]. Except for dopants activation, self-activation [87, 88] in 
which case the excess ions occupy interstitial positions in the crystal lattice and function 
as fluorescence centers, and defects activation [89, 90] in which  fluorescent centers are 
associated with defects in the crystal lattice and atoms/ions situated near these defects, 
function as activators. Therefore, the general pattern for fluorescence in an inorganic 
solid is a crystal lattice containing emission centers, which may be either interstitial or 
substitutional impurities, excess atoms/ions, or atoms/ions associated with defects. 
Energy band model 
In a perfect inorganic crystal, the electron energy structure can be described by the band 
theory. In band theory, the outer shell electrons of atoms/ions that forms the crystal 
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belong to the whole crystal rather than individual atoms/ions. The overlap of the outer 
shell electronic wave functions results in the splitting of the discrete atomic energy levels 
into energy bands (valence band, conduction band etc.) separated by a forbidden region 
known as the band gap denoted by Eg (Figure 3.8). Upon absorbing radiation with an 
energy that is greater than the band gap, electron-hole pairs are created. Electron-hole 
pair generation can sometimes lead to the formation of an electron-hole bound state 
known as an exciton, which has slightly less energy than a pair of unbound electron and 
hole. Excitons occupy the energy levels in the exciton band shown in Figure 3.8 and 
migrate through the crystal lattice. By analogy to single molecules, promotion of an 
electron into the exciton band constitutes excitation, while similar promotion into the 
conduction band constitutes ionization.  
 
Figure 3.8 Energy bands in an impurity-activated crystal showing excitation, ionization, emission, trapping 
and quenching processes when impacted by MeV ions or ion-induced δ-rays. (a) Promotion of electrons from 
the valence band to the conduction band; (b) ionization of electrons of valence band; (c) nonradiative decay 
of ionized electrons to conduction band; (d) fluorescence emission due to electron-hole recombination; (e) 
electrons/excitons captured by traps; (f) return of trapped electrons/excitons to the conduction band; (g) 
nonradiative transition from traps to the valence band; (h) electrons/excitons captured by luminescence 
centers; (i) ionization of luminescence centers; (j) excitation of luminescence centers; (k) fluorescence 
emission due to transitions in the luminescence center; (m) electrons/excitons captured by quenchers; (n) 
nonradiative decay in the quencher. 
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In practice, lattice defects and impurities may produce local electronic energy levels in 
the normally forbidden region between the conduction and valence bands. Figure 3.8 
shows energy bands in an impurity crystal. There are three main types of impurity centers, 
i.e., luminescence centers, quenchers, and traps. The luminescence and quenching centers 
arise from impurities, interstitial ions and/or defects, and introduce local discrete energy 
levels. The subsequent de-activation results in photon emission in the luminescence 
centers (process k in Figure 3.8) and nonradiative decay in the quenching centers (process 
n in Figure 3.8). The traps arise from other lattice disturbances and provide additional 
metastable levels, capturing electrons/ excitons from the conduction band. Those 
captured electrons/ excitons may subsequently return to the conduction band by acquiring 
thermal energy from the lattice vibrations (process f in Figure 3.8), or fall to the valence 
band via a nonradiative transition (process g in Figure 3.8). 
Mechanisms of fluorescence in the band model 
When a MeV ion or ion-induced δ-ray impinges on an impurity-activated inorganic 
crystal as shown in Figure 3.8, the processes that occur are as follows: 
 The production of electron-hole pairs, i.e. electrons in the conduction band and 
holes in the valence band. This includes the direct promotion of electrons from 
the valence band to the conduction band (process a in Figure 3.8), and ionization 
of electrons in the valence band to the highest ionization state (process b in 
Figure 3.8) and subsequent nonradiative decay to the conduction band (process c 
in Figure 3.8). 
 The electron-hole pairs may undergo one of the following processes: 
(1) Recombination to emit a photon (process d in Figure 3.8), giving 
characteristic emission of the lattice. 
(2) Re-bind to produce an exciton; 
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(3) Captured by traps (process e in Figure 3.8), luminescence centers (process h 
in Figure 3.8) or quenchers (process m in Figure 3.8); 
(4) Continued diffusion in the conduction and valence bands respectively, until 
they recombine or are caputered. 
 The excitons nonradiatively migrate through the lattice until they are captured 
traps, luminescence centers or quenchers. 
 Electrons/excitons in the traps may return to the conduction band (process f in 
Figure 3.8), or nonradiatively transit to the valence band (process g in Figure 
3.8). 
 Except for capturing electrons/excitons from the lattice, the luminescence centers 
themselves can also be ionized (process i in Figure 3.8) or excited (process j in 
Figure 3.8) by the MeV ions or δ-rays, leaving holes in the ground and excited 
states. Radiative transitions in the luminescence centers give rise to specific 
emission of photons (process k in Figure 3.8). 
In view of above processes, fluorescence/luminescence emission induced by MeV ions in 
an inorganic crystal is contributed by two main parts, i.e. the characteristic emission 
arising from the crystal lattice and specific emission arising from impurities/dopants, 
interstitial ions and/or defects. As a whole, both of these two types of emission depend 
largely on the density of electron-hole pairs and/or excitons, and are constrained by the 
concentrations of traps and quenchers or by other bleaching and quenching mechanisms 
discussed in section 3.1.3. The generation of electron-hole pairs/excitons is not only 
closely related to the intrinsic property of the material, but also largely determined by the 




3.2.4 Models for ion beam induced fluorescence 
Our primary interest in studying ion beam induced fluorescence is to investigate the 
fluorescence yield and its efficiency of fluorescent nanoparticles under a focused ion 
beam, thus applying these nanoparticles for usage in bioimaging. Fundamentally, 
therefore, it is important to know the total fluorescence yield from one nanoparticle. For 
one nanoparticles with Nc radiative recombination centers, the total 
fluorescence/luminescence yield per incident ion may be given by [91, 92]: 
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where R(λ) is the efficiency of the light collection and detection system at wavelength λ, 
Fesc represents the fraction of emitted photons that escape the surface of the nanoparticle, 
FA(λ,x) is the self-absorption factor of the sample which is proportional to xe  where   





     is the electronic stopping power, and  n
dE
dx
     is the 
nuclear stopping power weighted by a small fraction of fn which can be safely ignored for 
light ions like protons and alpha particles. The methods for obtaining parameters in Eq. 
(3-24), and the influence of ion beam damage and temperature change due to ion 
bombardment on these parameters can be found in ref. [92]. 
Alternatively, one can integrate the specific luminescence, which is defined as the 
number of photons, dL, produced when an ion penetrates a thickness dx of the sample, to 
get the total fluorescence/luminescence yield. Theoretical models for calculating the 
specific luminescence induced by an ion beam were developed for studying scintillations. 
It was pioneered by Birks et al when studying the effect of energetic alpha particles on 
anthracene [84, 93], followed by the work done by Meyer and Murray [94], Kobetich and 
Katz[95], Luntz [96] [97], Muga, Grifith and Diksic [98], Salamon  and Ahlen [99], and 
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Michaelian and Menchaca-Rocha [100]. A good summary of these models can be found 
in refs. [92] and [100]. These models can be used to describe ion beam induced 
fluorescence in nanoparticles as well.  
In the above sections, we discussed the basic mechanisms and theory of ion beam 
induced fluorescence in both organic and inorganic materials. The fluorescent materials 
that we are interested in are nanoparticles that can serve as probes for bioimaging. 
Therefore, in the next section, potential candidates of fluorescent probes for bioimaging 
will be briefly discussed.  
3.3 Fluorescent probes for bioimaging: a brief review 
Fluorescent probes refer to fluorophores or fluorescent nanomaterials that can act as 
markers to label or stain biological specimens for analysis with fluorescence microscopy. 
The first attempt to achieve fluorescence labeling of cells was by von Prowazek who 
studied the binding of dyes to cells in order to make them fluorescent in 1914 [101]. 
Another important development was made in 1942 by Coons who covalently labeled 
antibodies with fluorescein isocyanate and used them for tissue imaging with an optical 
fluorescence microscope [102]. This was the beginning of immunofluorescence, which is 
still widely used today. Since these early works, a wide range of fluorescent labeling 
agents and cell staining agents have been developed and applied in biological and 
biomedical studies. These fluorescent probes mainly include fluorophores (organic dyes 
and fluorescent proteins), other organic nanometerials (e.g. nanodiamond, carbon 
nanotubes), and some inorganic fluorescent/luminescent nanomaterials (e.g. quantum 
dots, lanthanide-doped nanocrystals). 
Organic dyes 
Organic dyes are small-molecule fluorophores that can emit fluorescent photons when 
absorbing quanta of excitation. Among them, fluorescein (Figure 3.9a) and rhodamine 
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(Figure 3.9b) derivatives are especially important, as they are some of the most used 
platforms currently employed in fluorescent labeling used for bioimaging [101]. 
BODIPY dyes (Figure 3.9c) and cyanine dyes (Figure 3.9d) are also often used for this 
purpose. Fluorescent dyes that selectively localize and stain a cellular target organelle, 
such as mitochondria, lysosomes, endo-plasmic reticulum, or Golgi apparatus, are now 
commercially available. Perhaps the most widely used are dyes for nuclear staining, such 
as 4,6-diamidino-2-phenylindole(DAPI) (Figure 3.9e) and Hoechst (Figure 3.9f), which 
emit strong fluorescence when bound to DNA.  
 
Figure 3.9 Chemical structures of representive organic fluorescent molecules: (a) fluorescein, (b) rhodamine 
B, (c) BODIPY, (d) cyanine, (e) DAPI, (f) Hoechst, and (g) photochromic rhodamine derivative. 
 
Another class of fluorescent dyes that has recently attracted attention is those suitable for 
super-resolution imaging. Fluorescent molecules that undergo reversible photoswitching 
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or irreversible photoactivation are required for some of these super-resolution techniques. 
For instance, Stefan Hell et al reported a photochromic rhodamine derivative (Figure 
3.9g) whose fluorescence is turned on after UV irradiation and turned off again by 
thermal relaxation [103]. Organic molecules were also reported as being used for CL 
imaging in electron microscopes [32, 33] and IL biological imaging in HIM [41]. 
However, though the organic dyes or molecules are relatively inexpensive and easy to 
handle, low stability upon the exposure by either a light source or charged particles 
remains the most distinct disadvantage. For example, in STED, the power of an excitation 
laser is usually as high as 107 W/cm2, which causes almost immediate photobleaching of 
the dyes used. The stability of the dyes employed in CL or HIM-IL is even worse, as the 
charged particles may damage the structures of those dyes. 
Fluorescent proteins 
Fluorescent proteins represent another class of fluorophores, which are much bigger in 
size compared to organic molecules. The first fluorescent protein discovered was the 
green fluorescent protein (GFP) [104]. The GFP was first used for tracking the sensory 
neurons of the nematode C. elegans and gene expression in bacteria in optical microscopy 
[105]. Since then, variety of other useful fluorescent proteins has also been identified. 
Figure 3.10 shows several typical fluorescent proteins (FPs) with blue, cyan, green and 




Figure 3.10 Schematic diagrams showing structures of representive fluorescent proteins: blue fluorescent 
protein (BFP), cyan fluorescent protein (CFP), green fluorescent protein (GFP), and yellow fluorescent 
protein (YFP). 
 
Except for being utilized in optical microscopy, FPs were also investigated for CL 
recently [31, 106, 107]. However, two notable disadvantages limit the use of FPs as 
fluorescent probes for bioimaging. Since the size of these FPs are comparable to the 
target proteins, they might interfere with the function of those target proteins. On the 
other hand, FPs also suffer the beaching problem when irradiated either by short 
wavelength light or electrons. 
Other types of organic nanomaterials, for instance nanodiamonds, were reported to be 
more photostable than organic dyes and FPs. However, when used for CL or HIM-IL, the 
fluorescence emission intensity has been reported as decaying rapidly under both keV 
electrons and keV helium ions.   
Quantum dots 
Quantum dots (QDs) are nanoscale-sized (2-50nm) semiconductors that consist of group 
II–VI elements. A typical QD material is zinc sulfide–coated cadmium selenide (ZnS–
CdSe). When excited, QDs emit fluorescence at a wavelength determined by the particle 
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size: Smaller QDs emit higher energy (smaller wavelength) of photons, and therefore the 
emission light shifts from blue to red as the size of the QDs increases.  
The properties of QDs that make them interesting for biological applications include high 
quantum yield, narrow emission spectra available from UV to near-infrared, and high 
resistance to photobleaching. For example, super-resolution imaging of epidermal growth 
factor receptor (EGFR) labeled with blinking QDs at the plasma membrane of resting 
basal breast cancer cell was reported [108]. Although the use of QDs in biological 
applications is increasing, problems of cell toxicity [109] and the aggregation [110] make 
them difficult to use. Although QDs exhibit high resistance to photobleaching, they do 
not show similar stability under the irradiation of electrons [111] or helium ions  as 
reported [7]. 
Lanthanide-doped nanocrystals 
More recently, lanthanide-doped nanocrystals have attracted great attention for 
bioimaging applications, because of the notable prospects including low toxicity [112, 
113], non-photobleaching, and tunable emission wavelength, especially the upconversion 
properties of these nanocrystals where one high-energy photon is emitted resulting from 
the absorption of two or more low-energy photons [86, 114]. In addition, the excitation of 
these nanocrystals in the near-infrared region eliminates background autofluorescence.  
Remarkably, the lanthanide-doped nanocrystals exhibit superior properties in brightness 
and stability compared with organic fluorophores and QDs when used for CL and HIM-
IL imaging [7, 37], which makes them ideal as fluorescent probes for charged-particles-
induced fluorescence in bioimaging once functionalized for biocompatibility [113]. 
3.4 Autofluorescence in biological systems 
In general, autofluorescence is an intrinsic property of cells and tissues with natural 
fluorescence emission arising from endogenous fluorophores, distinguished from 
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fluorescent signals of exogenous markers [115]. Another type of fixative-induced 
fluorescence is also sometimes classified into the band of autofluorescence, but this kind 
of autofluorescence is usually technically avoidable [116-120] thus beyond our 
discussion here. 
The majority of cell autofluorescence originates from aromatic amino acids, lipopigments,  
collagen, elastin, and the endogenous fluorophores including NADPH and flavin 
coenzymes [115]. In addition, proteins containing the amino acids tryptophan, tyrosine 
and phenylalanine also show some degree of autofluorescence [121]. The endogenous 
fluorophores and other relevant biomolecules that may potentially contribute to the 
autofluorescence are collected and summarized in Table 3-1. The emission spectra of the 
principal endogenous fluorophores are shown in Figure 3.11. As we can see, 
autofluorescence emission occupies most of the visible spectrum. 








NADPH 340 450 [115] 
NADH 366 470 [122] 
Flavins 488 540-560 [123] 
Collagen and elastin 442, 476 470-520, >515 [124] 
DNA 260 327 [125] 
Tryptophan 280 350 [115] 
Tyrosine 275 300 [115] 
Phenylalanine 260 280 [115] 





Figure 3.11 Emission spectra of the principal endogenous fluorophores that are responsible for cellular 
autofluorescence. Reproduced from ref. [115]. 
 
Autofluorescence may be sometimes helpful in seeing the structures of interest [115]. 
However, most of the time autofluorescence interferes with the detection of specific 
fluorescent signals, causing cellular structures other than those specific labeling more 
visibly, especially when the signals of interest are very dim. Therefore, autofluorescence 
can be problematic in fluorescence microscopy.  
It is not always possible to avoid the intrinsic autofluorescence in biological systems. 
Attempts to filter it out during image acquisition are difficult due to the broad emission 
spectrum of autofluorescence which usually overlaps with the fluorescence signals of the 
markers (fluorophores, quantum dots, nanodiamonds etc). Chemically removing it by 
pre-photobleaching treatment can also reduce the real signals. One way of avoiding 
autofluorescence is to utilize fluorescence imaging in the red-NIR range, which requires 
the fluorescent probes have considerable red-NIR emission. Lanthanide-doped 
nanocrystals, which will be discussed in detail in chapter 5, are well suited to NIR 
fluorescence imaging. In addition, MeV ions, especially alpha particles, are known to 
rapidly bleach autofluorescence. Therefore, if the fluorescent probes used are 
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considerably iono-stable, MeV ions should generate a good quality fluorescence image 
which is not affected by autofluorescence. This will be discussed in chapter 6. 
3.5 Chapter summary 
In this chapter, mechanisms for fluorescence emission were discussed. Concepts related 
to optically excited fluorescence, as well as mechanisms and theories for ion beam 
induced fluorescence, were outlined. Various organic and inorganic fluorescent probes 
were reviewed including lanthanide-doped nanocrystals which are of particular interest 



















Chapter 4 Development of the fluorescence bioimaging system in 
CIBA 
As mentioned in chapter 1, one of the objectives in this thesis is to develop and construct 
an efficient light collection system for improving the performance of ion beam induced 
fluorescence imaging at high-resolutions. The major aim in this chapter is therefore to 
discuss the development of the fluorescence bioimaging system in CIBA. To realize this 
goal, a customized curved-surface light collector, the parabolic mirror, will be discussed 
including justifications for designing such a mirror, design considerations and details, and 
a description of the final assembly. Secondly, on-line commissioning of the mirror, 
including integration of the mirror into the single cell bioimaging target chamber and 
performance testing using ion beam induced fluorescence, will be discussed in detail. 
Finally, photon detection and possible future work will be proposed. 
4.1 Motivations 
4.1.1 Current fluorescence imaging system and problems 
The upper limit of the scan size of the single cell imaging beam line is below 200 µm if 
the probe-forming and beam-scanning system described in chapter 2 is utilised. 
Diameters of the detectors or lenses (~cm) employed for collecting the ion beam induced 
fluorescence signal are much larger than the fluorescence emission area (< 200 µm). 
Therefore, it can be assumed that the ion induced fluorescence is coming from a point 
source. The fluorescence emission geometries and methods used in our current system for 
collecting and detecting fluorescent photons are shown in Figure 4.1.  
In the first configuration (Figure 4.1a), a photomultiplier tube (Hamamatsu PMT 
R7400P) is directly placed behind the sample (cell) along the beam axis to collect the 
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transmitted photons. The effective area of this PMT is 8 × 8 mm2, and the PMT can be 
positioned as close as ~2 mm behind the sample in order to maximize the photon 
collection efficiency. A small thick piece of silicon with an area of ~1 × 1 mm2 is 
attached to the centre of the PMT in order to stop the transmitted beam from hitting the 
front face of the PMT. The silicon stop does not generate photons, and without it any ions 
impinging on the front surface of the PMT would generate increased photon background. 
However the introduction of this beam stop, whilst minimizing photon background, also 
reduces the light collection from the cell. Other drawbacks of this configuration includes 
the inability to perform ion induced fluorescence imaging simultaneously with STIM, and 
the difficulty in performing monochromatic imaging with optical filters, due to the lack 
of space in front of the PMT. 
 
Figure 4.1 Configurations for collecting and detecting the ion beam induced fluorescence. (a) The PMT is 
placed directly behind the cell sample for photon collection and detection. (b) A reflective objective lens is 
used to collect the fluorescence photons inside the vacuum chamber, and a PMT is used to detect these 
collected photons outside the chamber. 
  
In the second configuration (Figure 4.1b), a reflective objective lens is used to collect the 
fluorescence photons inside the vacuum chamber and the PMT module H7421-40 is 
employed to detect the reflected photons outside the chamber. In our experiments, we 
tried two reflective objectives from Newport, and the specifications are presented in 
Table 4-1. These lenses are made from two curved mirrors, the primary mirror collecting 
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the fluorescence light and reflecting the light to the rear of the secondary mirror which 
also acts as a natural beam stopper. The advantage of using a reflective objective is that 
they are commercially available, their construction is vacuum-compatible and they have a 
relatively long working distance. In addition, reflective objectives can also be operated 
free of chromatic aberration over an extremely broad spectral range from UV to infrared. 
However, the numerical aperture, which is related to the photon collection efficiency, is 
small, especially for low magnification objectives so that most photons generated in the 
sample escape detection. Additionally, the configuration of a reflective objective requires 
precise alignment, and any slight misalignment may lead to the loss of out-of-focus 
fluorescence light. 
Both of these two methods can only collect part of the transmitted fluorescent photons, 
and so the majority of the ion beam induced fluorescence signal is therefore not captured 
for imaging purposes. The idea of using a large array of photo-detectors to cover a greater 
solid angle around the sample was not considered feasible in our case, due to limited 
space around the target, and also cost considerations. We therefore decided to utilize a 
curved light collector around the sample to collect emitted photons from all directions, 
and subsequently focusing the collected light into a photo-detector. 
Table 4-1 Specifications of the Newport reflective objective lenses employed.  
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4.1.2 Justifications for customizing a parabolic mirror 
The question is then what type of light collector could be used to collect the light emitted 
from a point source, so as to maximize collection and therefore detection efficiency. 
Possible candidates are curved mirrors with elliptical or hyperbolical shaped reflective 
surfaces, both of which have two focal points. However, the length between the two focal 
points is fixed once their curvatures are decided, making the system difficult to adjust. In 
contrast, a parabolic surface has one fixed focal point and one infinite focal point, that is, 
the parabolic surface can reflect the light emitted from a point source into parallel rays 
travelling along the parabolic axis. Subsequently, the parallel rays can then be easily 
focused to a point by a lens or condenser (Figure 4.2). A parabolic mirror therefore can 
allow flexibility in that the photons can be transmitted easily to other optical components. 
The parabola is the only curved mirror surface that can transfer point light into parallel 
light rays. The mathematical proof is provided in Appendix A. 
 
Figure 4.2 Graphical representation of a parabolic curve that reflects the light rays from its focal point to on-
axis parallel rays. 
 
However, we were unable to find a commercially available parabolic mirror that satisfied 
the critical physical constraints of the target environment for the following reasons: (a) 
The working space around the sample in the chamber is quite limited, for example, the 
distance between the sample holder and the front wall of the chamber is about 45 mm, 
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requiring the mirror to have a relatively small volume;  (b) The mirror needs to be 
inserted in the vacuum chamber to envelope the sample, thereby restricting the use of a 
long parabolic mirror. In this case, the dimensions of the sample holder are ~ 48 × 53 × 6 
mm, so that a suitable parabolic mirror must be truncated correspondingly; (c), An 
opening in the front side of the mirror is required to allow the ion beam to pass through 
and reach the sample, and another opening in the back-side is required allowing the beam 
to pass through to the detector assembly; (d) An adapter is required to connect the mirror 
optically to photon detection instrumentation; (e) The mirror must be made of materials 
that are non-magnetic, so as not to interfere with the beam trajectory. 
In view of above specifications, none of the commercially available parabolic mirrors 
were deemed suitable. Therefore, it was felt necessary to customize a parabolic mirror.           
4.2 Design of the parabolic mirror 
4.2.1 General considerations 
As mentioned above, many physical constrains limit the dimensions and configurations 
of the parabolic mirror, and therefore we must take into consideration all the surrounding 
instrumentation in the vacuum chamber. The main constrain comes from the target holder 
which has a rectangular shape of 48 mm width and ~ 6.5 mm thickness, taking into 
consideration the thickness of the attached sample (0.381 mm thick of silicon wafer) and 
the resolution standard chip (~ 0.5 mm thick of nickel grid plate) (Figure 4.3a). In order 
for the sample to be positioned inside the mirror assembly, a rectangular cut in the mirror 
is necessary (figure 3c). Because the focal point of the mirror should be located at the 
sample position, and since the sample is attached to the rear side of the target holder, the 
rectangular cut in the mirror is asymmetric about the parabolic axis. To avoid potential 
target/mirror collisions, the target holder has been modified to one with smaller 
dimensions as shown in Figure 4.3b. The dimensions of the rectangular slot are 
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summarized in Figure 4.3c, showing 1.0 mm tolerance at the rear side and 2.5 mm 
tolerance at the front side for alignment and movement of the mirror along the beam axis. 
Other important parameters include the depth of the rectangular cut and focal lengths of 
the mirror. The travel range of the PI nano-positioning stage which is used to move the 
sample is 20 mm, and since the target holder occupies an extra 10 mm, the depth of the 
rectangular cut from the focal point is set to be 30 mm (Figure 4.3c). The optimization of 
focal lengths based on all fixed parameters as shown in Figure 4.3c will be discussed in 
section 4.2.2. 
 
Figure 4.3 A general consideration for the design of a parabolic mirror. (a) The former target holder with a 
thickness of 6.5 mm including the sample and grid. (b) A modified target holder with a reduced thickness of 
4.5 mm including the sample and grid. (c) The configuration and key dimensions of the proposed parabolic 
mirror. 
  
In order to allow the mirror to couple to any commercial one inch optical components, for 
example SM1 tube from Thorlabs, the aperture of the parabolic mirror is designed with a 
diameter of one inch (25.4 mm). In addition, a cylindrical-surface is incorporated into the 
mirror for convenient adaption. Also, a separated custom adapter will be designed for the 
connection of the mirror with other one inch optical components (section 4.2.4). Other 
features of the mirror include openings on both the front and the rear mirrors for the 
passage of the ion beam. These two opening are aligned with the focal point of the 
mirror. The design of the diameters of the openings will be discussed in section 4.2.3.  
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4.2.2 Optimization of focal lengths 
The customized truncated parabolic mirror has been designed in two parts, with both 
parts manufactured separately. In order to get maximum collection efficiency, the focal 
lengths of the mirror surfaces of both pieces need to be optimized.  
 
Figure 4.4 (a) The graphical sketch of a half parabola for the calculation of the focal length, where x0=0.5 
inch is the aperture of the proposed mirror and x1 is the moving allowance. (b) Schematic showing different 
focal lengths of the front and rear mirrors that share the same focal point for optimum light collection. 
  
The projection of the parabolic surface in x-y plane can be strictly defined by the 
parabolic equation y = x2/(4f ). As shown in Figure 4.4a, configurations of each piece of 
the mirror are limited by the aperture denoted by x0 (half an inch) and the movement 
allowance denoted by x1 (1.0mm for rear mirror and 7.0 mm for front mirror). To achieve 
maximum collection efficiency, the collection angle, θ, must have the maximum value. 
According to the graphical configuration in Figure 4.4a, the angle θ can be expressed as a 
function of the focal length f as follows: 
   (4-1) 0 11 2
0 1
( ) arctan arctan
4 4
x xf ff
f x x f
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82 
 
Optimization of the focal lengths can be carried out by finding the value of f when θ(f ) is 
the maximum. θ(f ) will have the extreme value(s) only if it satisfies the following 
equation: 
  (4-2) 
Therefore, we can get the optimized focal lengths of the two pieces of the mirror, 
respectively, as follows: 
Front mirror: x1 = 7.0 mm, . 
Rear mirror: x1 = 1.0 mm, . 
4.2.3 Openings for passage of the ion beam and collection efficiency 
As mentioned in section 4.2.1, to allow a clear path for the passage of the ion beam, two 
openings on each piece of the parabolic mirror have to be included. An added 
consideration is that the scattered transmitted ions can also exit the rear mirror for the 
purpose of performing on-axis STIM imaging, off-axis STIM imaging and fluorescence 
imaging simultaneously (Figure 4.5a). The opening on the rear mirror therefore should be 
larger to allow those off-axis scattered transmitted ions to exit and be detected by an 
annular detector for off-axis STIM imaging. On the other hand, however, introducing a 
hole on the parabolic surface will lead to additional leakage of light, degrading the 
collection efficiency. Therefore, the diameters of the openings should be examined 












Figure 4.5 (a) A schematic drawing showing the configuration for performing fluorescence, on-axis STIM 
and off-axis STIM imaging simultaneously. (b) A graphical drawing corresponding to the geometry in a for 
finding the relationship between the ion-exposed size (x) on the annular detector and the diameter of the rear 
hole (B). 
  
The new detection scheme is sketched in Figure 4.5a. The incident ions pass through the 
mirror surface via the front hole and are scanned over the sample positioned at the focal 
plane of the mirror. The ion beam induced fluorescence is collected by the mirror for 
fluorescence imaging. At the same time, those transmitted ions would pass through the 
sample, and exit the mirror via the rear hole 12.7 mm away from the sample. The size of 
the rear hole should be tailored to allow sufficient scattered transmitted ions to reach an 
annular surface barrier detector for off-axis STIM imaging. For off axis imaging, the 
annular detector used is cylindrical with a 4 mm diameter central hole, a 2 mm effective 
width of detection ring, and placed 50 mm away from the rear mirror hole along the beam 
axis. An on-axis STIM detector (pin diode or surface barrier detector) is placed behind 
the annular detector to detect direct transmitted ions for STIM imaging. 
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To find out the relationship between the effective size (x) of the annular detector and the 
diameter of the rear mirror aperture (B), a graphical drawing corresponding to the setup 
in Figure 4.5a is shown in Figure 4.5b. The beam scan size (A) on the sample is assumed 
to be 0.1mm, and all other parameters are summarized in Figure 4.5b. Using the principle 
of similar triangles, we can derive 
  (4-3) 
If x = 0 in Eq. (4-3), we can get the minimum diameter of the hole: Bmin = 0.9 mm. In 
order to support off-axis STIM imaging, the value of x should be a positive value, 
meaning B must be larger than 0.9 mm. 
The minimum (θ1) and maximum (θ2) detection angles of the scattered transmitted ions 
by the annular detector can be expressed as 
  (4-4) 
  (4-5) 
The probability per unit solid angle of scattering into a given solid angle dΩ at θ is given 
by Rutherford differential angular scattering cross-section: 
  (4-6) 
Where, 
μ=M1/M2 (Z1, Z2 and M1, M2 are atomic numbers and atomic mass of an incident ion and 
a target atom respectively); 
θ is the detection angle; 
e2=1.44 eV nm following the CGS units;             
E0 is energy of the incident ion 
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Thus, total cross-section by the annular detector is 
   (4-7) 
The calculated results according to formulae above are shown in Table 4-2.  
Table 4-2 Collection efficiency and detection cross-section of forward scattered ions versus diameter of the 
rear hole.  
Hole diameter, 
B (mm) 
0.9 1.5 2.0 2.5 
x (mm) 0 1.51 2.74 3.97 
θ 1.60° 3.16° 4.28° 5.39° 
σ (cm2)* 0 4.69 × 10-20 9.69 × 10-20 11.23 × 10-20 
Collection 
efficiency (%)** 
55.1 54.6 53.4 51.6 
*Calculation assuming the incident ions are 2 MeV (E0) protons (Z1=1, M1=1) and the target atoms are Au 
(Z2=97, M2=197). 
**Simulation using Zemax simulation package [126] assuming surface of all components including the 
sample holder and the silicon chip are reflective; 100 000 light rays are traced in each simulation. 
When the diameter of the rear hole is 2.0 mm, the detection cross-section of forward 
scattered ions is almost two times of that when the hole is 1.5 mm, and the drop of the 
collection efficiency (0.9%) is negligible (Table 4-2). From Figure 4.5b, we can know 
xmax = 2.0 mm which is the maximum ion-exposed size of the annular detector. When the 
hole is 2.0mm, the ion-exposed size (x) is 2.74 mm, approaching xmax with an extra of 
0.74 mm for flexibility. Another consideration is that if the exit hole is too small, forward 
scattered ions would directly hit and implant into the inner surface of the mirror. This will 
lead to damage for long-term use by reducing the reflectance of the mirror surface. In 
other words, a relatively large hole-diameter could lower the risk of mirror damage. 
Taking these points into consideration, an exit hole-diameter of 2.0 mm was chosen for 










2 sin 1 sin





     
      
86 
 
4.2.4 Final design and the product 
For standard docking with other one-inch optical components, a cylindrical adapter has 
been designed with one end for connection to the mirror and the other end comprising 
one-inch internal screw threads for connection with a SM1 tube. In addition, a mounting 
pad with six M2 metric tap holes is also included on both sides of the adapter to allow the 
mirror to couple with a controlling stage, as shown in Figure 4.6a (See Appendix B for 
the detailed technical drawing).  
 
Figure 4.6 Final design and the product of the parabolic mirror. (a) Technical drawings of the front mirror, 
rear mirror and the adapter. (b) Final product showing the separated parts as well as a fully assembled photo 
of the mirror. 
 
Taking all aspects mentioned above into consideration, we have designed the parabolic 
mirror as shown in Figure 4.6a. Photos of the final product are shown in Figure 4.6b. The 
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material of the mirror is chosen as aluminum alloy 6061 for three reasons as follows: It is 
non-magnetic, thus does not affect the beam focusing; Aluminium is much lighter 
compared to for example, stainless steel and copper, and this reduces the weight burden 
on the controlling stages; and also the 6061 alloy has more strength and durability 
compared with other types of aluminum. The three components of the mirror were milled 
using a 5-axis machining tool, followed by high precision polishing of the inner surfaces. 
The work was carried out by a local workshop in Singapore (FFB Solutions Pte Ltd). 
4.2.5 High-reflection mirror coating 
The surface of the aluminum alloy is readily oxidized when exposed to air and as a result 
the reflectivity of the untreated mirror will be decreased. Therefore, it is necessary to coat 
the inner surface of the mirror with a material that protects the high reflectivity finish. A 
coating of silver, which has an average reflectance of 95%, was chosen as the mirror 
coating. The protective silver coating is effective for reflecting light with a wavelength 
range of 400-20,000 nm, and a typical reflectance curve for wavelengths from 400 nm to 
1000 nm (which represents the fluorescence waveband involved in our work) is provided 
in Figure 4.7.  
 

































Protected Silver Mirror Coating
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4.3 Integration of the mirror onto the single cell bioimaging beam line  
In section 4.2, we discussed the main design considerations of the parabolic mirror used 
for maximizing the photon collection efficiency. This section will describe the integration 
of the mirror into the single cell bioimaging target chamber. 
4.3.1 Mirror-positioning with a XYZ translation stage 
As mentioned in Chapter 2, the sample is mounted on a target holder supported by the 
three-axis piezoelectric nano-positioning PI stage (N-310K059). When the sample is 
positioned on the beam axis using the PI stage, the parabolic mirror is required to move 
into position for maximum photon detection, and also retract freely for sample removal. 
This is shown schematically in Figure 4.8. In order to avoid contact between the mirror 
and the sample, and in particular the Z-distance between the mirror and sample should be 
kept unchanged when we move the PI stage. One way of doing this is to use another 
high-precision XYZ positioning stage to support the mirror and mount this ‘mirror-stage’ 
onto the PI sample stage. In this way, when we move the PI stage, the mirror-stage is 
stationary in the coordinate frame of the sample.  
 
Figure 4.8 Schematic drawing showing the configuration of the light collection method by covering the 




The mirror-stage was initially selected according to the following specific requirements:  
(1) Vacuum-compatible up to 10-6 mbar, which is the normal operating vacuum level 
for ion beam imaging experiments. 
(2)  Sufficient load-bearing capability to support the parabolic mirror together with 
the other optical components, including a 1-inch SM1 tube (aluminum), a convex 
glass lens (1-inch in diameter), an optical filter (optional), a pin-hole sheet 
(optional), and a small PMT (Hamamatsu R7400P, optional), estimated to be 
~150 g.   
(3) Compact (small volume) to satisfy the limited working space in the chamber.  
(4) Light-weight for mounting on the PI stage whose safe operating load is 550 g.  
(5) Non-magnetic so as not to disrupt the beam focusing.  
(6) Travel range for all three stages is at least 20 mm, which is the distance between 
one inner edge to the other inner edge of the sample holder. 
(7) Reasonable step resolution for precise alignment of the parabolic mirror. 
(8) Possibility of closed loop operation.  
The piezoelectric MS 30 linear translation stage from Mechonics AG satisfies all the 
requirements above, and has been chosen for our applications. Figure 4.9 shows the 
technical drawing, as well as a photo of the three-axis self-assembly XYZ stage made up 
of three MS 30 stages. Some key specifications are listed in Table 4-3. 
As is presented in Table 4-3, the body materials of the MS 30 stage are non-magnetic. 
The MS 30 stages are equipped with three linear measuring systems (PS 30) for position-
recording and can be operated in a closed loop via the controller (CU 30 CL). The closed 
loop control system takes real-time feedback from the moving system to accurately 
determine its current position. For such a closed loop operation, the step resolution for all 
three stages is 50 nm. In addition, the stage has an automatic protection system: Once the 
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stage encounters resistance when moving (for example a collision with other objects), the 
stage will be disabled thereby preventing the damage to the stage. 
 
Figure 4.9 Technical drawing (left) and a real photo (right) of the assembly of three piezoelectric MS 30 
stages. 
 
   Table 4-3 Key specifications of the XYZ Mechonics stage.  
Model MS.030.3061 
Materials 
Housing and slider: Aluminum 31325 
Hardened shaft and sleeve: stainless steel 13505 
Ball race: bronze Cu-Sn6/Cu-Sn8 
Driving pin and clamping device: carbide metal K-20F 
Measuring system PS.030.3066 
Controller CU 30 CL 
Travel range 30 mm for XYZ 
Step resolution 50 nm for closed loop operation 
Vacuum 10-6 mbar 
Max. load 
Mx, My, Mz: 0.5 Nm 
Fx (blocking force): 4.5 (5) N 
Fy, Fz: 30 N 
Dimensions 
Height: 67.2 mm 
Base: 53.2 mm × 54.8 mm when all stages are fully centered 




The operation of the Mechonics XYZ stage is initialized by finding the reference mark of 
each MS 30 stage using the controlling software. Once the system finds the reference 
mark of the stage automatically, it records the position of the reference mark and defines 
that position as zero. The zero position is usually the centre of the stage, with a tolerance 
of ±10 µm from the centre for each start. After each new start of the positioning system, 
the reference mark of each axis must be re-initialized. 
4.3.2 Configuration of the parabolic-mirror light collection system 
To mount the mirror-stage system onto the main PI stage, we must take into account the 
limited load capability of the PI stage. The maximum push/pull force capacitance of 
the PI stage is specified as 10 N. Since the setup operates as XYZ, where the final 
payload is attached to the z-axis, then this defines also the maximum payload capacitance 
of the PI stage, which is only 550 g. 
Apart from the weight of the Mechonics stages (~ 250 g) and the mirror system (~ 150 g), 
the additional weight of the Mechonics stage-mirror connector, the holder for the 
Mechonics stage and the target holder of the sample should therefore have a combined 
weight of less than 150 g. These holder/connector components were carefully designed 
with the purpose of reducing their dimensions and their weight as much as possible. 
Aluminum was chosen as the material for fabricating those holder/connector components, 
and the weight of all these components including screws was measured at ~ 120 g. 
Figure 4.10 shows the configuration of the parabolic-mirror light collection system, 
where the Mechonics stage is mounted on the PI stage, supporting the parabolic mirror 
using the z-axis stage. The Mechonics stage has limit positioning in the x-direction to 
avoid contact between the mirror and the target. Also, the position of the stage-holder is 
designed to ensure that the parabolic mirror can reach both the top and the bottom inner 




Figure 4.10 (a) A schematic drawing showing the configuration of the parabolic-mirror light collection 
system. (b) A photo of the new light collection system corresponding to a. 
 
4.4 Mirror test using ion beam induced fluorescence 
4.4.1 Alignment of the mirror 
After the integration of the mirror-stage system on to the PI stage, the principle axis of 
the parabolic mirror is perpendicular to the beam axis. The alignment process involves 
mainly superposing the focal point of the mirror with the focal point of the beam, which 
is targeted on to a sample (e.g. a biological cell). As discussed above in section 4.1, the 
focal point of the mirror assembly lies on the central axis of the inlet and exit holes.. The 
practical procedure therefore for the alignment of the mirror focal point with the beam 
focus is view the mirror exit hole using a microscope and computer screen display: The 
exit hole can then be adjusted to the centre of the computer screen using the mirror-stage 
system. If the ion beam has already been focused on the target object which has also been 




To avoid possible collisions of the mirror with the target holder, the initialization 
procedures are strictly obeyed as follows:   
(1) Check if x-axis stage is at its –x limit position (~ –15 000 µm). If not, move x-
axis stage to its –x limit position. 
(2) Initialize the y-axis (along the beam axis) stage. Then move the y-axis stage to 
the position of 4000 µm, at which the mirror can be safely moved in to cover on 
the target holder along y-axis (Figure 4.11a). The position of 4000 µm is roughly 
the focal point value of y-axis examined in an off-line test. 
(3) Initialize the x-axis stage and z-axis stage. 
 
Figure 4.11 Schematic diagrams showing the procedure of aligning the parabolic mirror. (a) A sketched 
drawing showing the mirror covers on the sample. (b) Moving x-axis stage and observing the side edge of the 
mirror. (c) Moving z- and x-axis stages, and observing the top edge of the mirror. (d) Moving x-axis stage to 
make the mirror-hole centralized on the screen. 
  
Suppose the ion beam is focused on the target object (eg a target cell) which is 
centralized on the display screen by using a 5× objective lens (Chapter 2). After the 
initialization of the stages, procedures of aligning the mirror are sketched in Figure 4.11. 
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We first move the x-axis stage towards +x direction until we see a pattern like the one 
shown in Figure 4.11b, which represents the side edge of the mirror. If we then move the 
z-axis stage and adjust the position of the x-axis stage at the same time until the line 
becomes upright as shown in Figure 4.11c, the pattern in c shows the top edge of the 
mirror. The mirror hole will be observed once we move the x-axis stage further in the +x 
direction (~ 5000 µm). Finally, the mirror hole is centralized by fine adjustment of both 
x- and z-axis stages, as shown in Figure 4.11d.  
The actual mirror alignment procedures in an experiment are shown in Figure 4.12. The 
images in Figure 4.12a and b correspond to the patterns in Figure 4.11b and c, 
respectively. The image in Figure 4.12c corresponds to the pattern in Figure 4.11d, 
showing the focus on a silicon nitride (Si3N4 or SiN) window and a blurred profile of the 
mirror-hole which is out of focus. The image of the mirror-hole is shown in Figure 4.12d.  
 
Figure 4.12 Images showing the actual procedures of aligning the mirror. (a) Side edge of the mirror comes 
into the view. (b) Top edge of the mirror comes into the view. (c) The mirror is aligned and the objective lens 





Unlike the alignment of the x- and z-axis of the mirror, the alignment of the mirror y-axis 
is conducted by detecting the ion beam induced fluorescence photons during the 
experiment: The y-axis stage is moved in ±200 µm steps from the 4000 µm position until 
a maximum fluorescence count is observed.  
4.4.2 Collection efficiency, depth of focus and field of view  
The characterization of the parabolic mirror involves mainly the examination of its 
collection efficiency, depth of focus and field of view [127]. This can be done by on-line 
testing using ion beam induced fluorescence. The test sample we used comprises 
lanthanide-doped nanorods (NaYF4: 2 mol% Tm, 60 mol% Yb) with individual sizes of 
approximately 1500 × 150 nm. These as-synthesizes nanorods were first dispersed on a 
silicon chip containing 100-nm thick SiN windows by dripping a small drop of nanorod 
solution, and then dried in air for subsequent mounting in the vacuum chamber. We 
controlled the concentration of the nanorods solution so that single nanorods were 
observed to be separated on the SiN windows. A beam of 1.6 MeV alpha particles was 
focused on and electrostatically scanned over the sample. The fluorescence photons 
induced by these alpha particles were collected and detected using the setups sketched in 
Figure 4.13a and b, respectively. In the new parabolic-mirror collection system (Figure 
4.13a), a plano-convex lens with one-inch focal length is used to focus the outgoing 
fluorescence light collected by the mirror to the PMT (Hamamatsu R7400P). In the 




Figure 4.13 Schematics showing methods for the collection and detection of alpha-particles induced 
fluorescence (AIF). (a) The custom-made parabolic mirror coupled with a plano-convex lens for light 
collection. (b) The PMT is placed directly behind the sample for the collection of transmitted fluorescence 
light. The pin diode detector in both (a) and (b) is used for STIM imaging. 
  
Collection efficiency   
The collection efficiency of the parabolic mirror was first simulated using Zemax 
simulation package prior to it being fabricated. In the simulation, an isotropic point light 
source is assumed at the focal point of the mirror, and a total of 10 000 rays are traced. 
Figure 4.14 shows the configuration of tracing the light rays and the distribution of those 
collected light rays. We can see clearly that the rear mirror plays a major role for light 
collection, while the front mirror serves as a minor mirror.  
 
Figure 4.14 Zemax simulation of the light collection by the custom-made parabolic mirror. (a) Schematic 
showing the front and rear mirrors collect light rays from a point source. (b) A simulated image showing the 
distribution of the collected light rays on the detection plane which is perpendicular to the mirror axis. The 
upper part corresponds to the rays collected by the rear mirror, the bottom part corresponds to the rays 




To carry out an accurate simulation of the collection efficiency, the reflectivity of all 
surfaces that interact with the light rays was also taken into consideration, and this 
includes the sample and target holder. Figure 4.15a shows the simulation assuming both 
the sample and the target holder are completely reflective, while Figure 4.15b assumes 
both of them are not reflective. The actual collection efficiency therefore will lie between 
these two extreme values, i.e. between 24% and 53%. As a comparison, the collection 
efficiency of the previous configuration (not using the mirror) as shown in Figure 4.13b 
was also simulated. In this setup, the PMT, with an active detection diameter of 8 mm, is 
placed 2 mm away directly behind the point source and collects the transmitted light. The 
simulated collected efficiency is 17% in this case. It should be pointed out that a 1 × 1 
mm2 silicon beam stopper is attached to the centre of the PMT in a practical experiment, 
blocking some of the light rays. Therefore, the actual collection efficiency in this case is 
even lower than 17%. As a brief summary, the new parabolic-mirror system has the light 
collection efficiency 1.4 – 3.1 times higher than that of the direct-PMT method.  
 
Figure 4.15 Zemax simulation of the collection efficiency of the new parabolic-mirror system and previous 
direct-PMT system. (a) The new mirror system with both the silicon chip and the sample holder being 
reflective shows a simulated collection efficiency of 53%. (b) The new mirror system with both the silicon 
chip and the sample holder being non-reflective shows a simulated collection efficiency of 24%. (c) The 
existing system with the PMT directly placed behind the point source shows a simulated collection efficiency 
of 17%. 
  
Experimentally, it is difficult to compare the collection efficiency of the new system and 
the existing system, because we cannot measure the photon count simultaneously under 
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the same experimental conditions. We can however compare the light collection 
efficiencies by detecting the ion beam induced fluorescence counts from the same sample 
and assuming the same ion fluence. The comparison between the existing collection 
system and the new parabolic-mirror collection system was performed by obtaining the 
fluorescence images of the same lanthanide-doped nanorods. In both cases, the 1.6 MeV 
alpha particles were focused and used for alpha-particles induced fluorescence (AIF) 
imaging with an ion fluence of ~13000/s.  The PMT used is the same in both cases 
(Hamamatsu R7400P). The AIF images of the same scan area (13.2 × 13.2 µm2) were 
recorded in 512 × 512 pixels arrays with a dwell time of 5000 µs per pixel, as shown in 
Figure 4.16. The fluorescence counts from the three nanorods in both images were 
extracted and tabulated in Table 4-4. The result shows an approximate 2.3 times 
improvement of the collection efficiency has been achieved by employing the new 
parabolic-mirror collection system in this case, which agrees with the simulation results 
(1.4 – 3.1 times’ improvement). We recognize that the result may differ slightly in 
different measurements because of beam fluctuations.  Using the parabolic mirror 
collection, we can monitor the ion fluence accurately using a STIM detector placed 
downstream on the beam axis. However, in the setup where the PMT is directly behind 
the target this is not possible. In the later case therefore we determined the ion fluence 
during a period of high beam stability, and measured the ion current before and after the 




Figure 4.16 The AIF images of lanthanide-doped nanorods collected using (a) the custom-made parabolic 
mirror coupled with a plano-convex lens and PMT, and (b) a PMT directly placed behind the sample. 
 
 Table 4-4 Comparison of ion beam induced fluorescence counts obtained using different collection systems.  
Collection system Fluorescence counts    Ratio (A/B) 
 
Simulated ratio (A/B) 
   
 
 
             2.3 
 
 
                     
                      1.4 – 3.1 
A: PMT + parabolic 
mirror 
37,979 
B: PMT 16,754 
 
Depth of focus (DOF) 
The depth of focus (DOF), or depth of field, defines the tolerance of any displacement 
from the focal plane of the parabolic mirror along the beam axis (y-axis). The mirror was 
first translated so that the focal point of the parabolic mirror coincided with the ion beam 
focused on to the sample. The ion beam (1.6 MeV alpha particles) was scanned in an area 
of 50 × 50 µm2 on the sample, and the mirror-stage (Mechonics) was scanned in Y 
direction (X and Z positions fixed) to find the DOF effect of the mirror by observing the 
fluorescence counts using the PMT. A plot of the fluorescence counts as a function of the 




Figure 4.17 The fluorescence counts at different Y positions for measuring the depth of field of the mirror 
along the beam axis. 
 
The full width at half maximum (FWHM) of the fitted Gaussian curve gives the DOF of 
mirror which is 80 µm. Although the DOF is relatively sensitive in the Y direction, it is 
still nevertheless easy to align the mirror along the beam axis. The peak position is 4470 
µm which is the focal position in the Y direction of the mirror in this case. As mentioned 
in section 4.3, this position however could slightly differ for each initialization of the 
stage. 
Field of view (FOV) 
The depth of focus has been defined as a displacement along the beam axis (ie the mirror 
y axis). The field of view (FOV) of the mirror is therefore measured in the x-z plane. 
Once the focal position in Y direction was determined and the mirror-stage moved to the 
optimal Y position (~4470 µm), the ion beam was raster scanned in the X and Z 
directions to find the FOV of the mirror by observing the fluorescence counts using the 
PMT. Figure 4.18 shows the intensity plots of the X-Z scan as a function of fluorescence 
counts. The FWHM of these plots gives the field of view of the mirror in X and Z 
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directions which can be measured to be 96 µm and 110 µm, respectively. The size of a 
dried biological cell (mainly animal cells) under investigation is ~10-100 µm, and a 
typical size of a Hela cell that is the most commonly used in our cell imaging work is ~60 
µm. Therefore, the FOV of the mirror satisfies the size requirement of the cell imaging 
work. 
 
Figure 4.18 The field of view in X and Z directions of (a) the front mirror which is minor in light collection, 
(b) the rear mirror which is major in light collection, and (c) the complete mirror assembly made up of the 
front mirror and the rear mirror. The color scale indicates the number of photons collected. 
  
As a brief summary, the key optical features of the custom-made parabolic mirror are 
shown in Table 4-5.  
  Table 4-5 Summaries of the key optical features of the custom-made parabolic mirror.  
Improvement of the 
light collection efficiency 
1.4 – 3.1 times (simulation) 
 
2.3 times (experiment) 
DOF 80 µm in Y direction (along the beam axis) 
FOV 
96 µm in X direction 
 
110 µm in Z direction 
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4.5 Light detection and challenges 
4.5.1 Single-photon detectors 
In addition to improving the light collection system using a parabolic mirror assembly, 
sensitive single-photon detectors can also be used to achieve high-resolution fluorescence 
imaging. Recent developments of single-photon counting devices mainly include the use 
of photomultiplier tubes (PMTs) and avalanche photodiodes (APDs), or silicon 
photomultipliers (SiPMs) which are built from an APD-array on common Si substrates 
[128, 129]. The PMT uses the photoelectric effect to convert optical photons into 
electrons which are subsequently amplified by a cascade of dynodes once applying a high 
reverse bias voltage (~kV). The APD is a solid-state device that generates electron-hole 
pairs upon exposure to light, featuring an internal current gain effect due to the avalanche 
effect. Compared to the PMT, the main advantage of the APD is that they have much 
higher quantum efficiency (QE) and a broad spectral response range that enables 
sensitive detection of red and near infrared (NIR) fluorescent labels. As can be seen in 
Figure 4.19, the APD has a typical QE higher than 70% in both visible and NIR range, 
while the PMT has limited sensitivity in red and NIR range and the QE in blue range is 
lower than 20%. Although the PMT is inferior in terms of sensitivity, it is superior to the 
APD in terms of higher linear gain (~106 typically) compared to the APD (~ several tens 
to hundreds gain). The PMT has better signal to noise performance at low signal level 




Figure 4.19 Quantum efficiency of the APD and PMT detectors. The bars on the wavelength-axis indicate 
the typical excitation wavelengths at 405 nm, 488 nm, 532 nm, 632 nm, and 785 nm. The range of emission 
wavelengths of commercial dyes and the emission peaks of the quantum dots are shown at the top of the 
figure. APD: S0223, Radiation Monitoring Devices Inc., Watertown MA. PMT: Hamamatsu R9220. 
Reproduced from ref. [130]. 
  
The single-photon detectors utilized for high-resolution ion beam induced fluorescence 
imaging in CIBA are three types: the small PMT R7400P from Hamamatsu used in the 
vacuum chamber, the compact photon counting module PMT H7421-40 (with cooling 
fan) from Hamamatsu for the use outside the vacuum chamber, and the APD module 
SPCM-AQRH-15 from Perkin-Elmer used outside the vacuum chamber. Figure 4.20 
shows a comparison of the QE between the PMT R7400P and the APD module SPCM-
AQRH-15. The QE data of the PMT R7400P is not given in the datasheet, and the QE at 
several specific wavelengths is calculated according to the photocathode sensitivity data, 
as shown in Figure 4.20a. We can clearly see that the spectral response range of the PMT 
R7400P is limited at UV and blue-green regions, and in the spectral range beyond 500 
nm the PMT loses its sensitivity. In contrast, the APD module has a much broader 
spectral response range covering both visible and NIR regions with high QE. The main 
drawback of the APD module is their reduced efficiency in the UV-blue part of the 




Figure 4.20 A comparison of the quantum efficiency between (a) the PMT (Hamamatsu R7400P) and (b) the 
APD module (SPCM-AQRH-15) utilized for fluorescence imaging. The table in (a) shows the QE at several 
specific wavelengths calculated using the photocathode sensitivity data of the left-side figure. 
  
The main specifications as well as the practical dark counts of these three detectors are 
summarized in Table 4-6. Compared to R7400P, the PMT module PMT H7421-40 
extends the detection sensitivity to the red region (300-720 nm response range) with a 
maximum QE of ~40% at the detection peak 580 nm. Therefore, the module H7421-40 is 
effective for detecting the red fluorescence emission. In addition, the high voltage bias 
supply needed by R7400P is not needed for the module H7421-40. However, the module 
H7421-40 has relative higher dark count (background noise) of ~200/s experimentally, 
which is definitely not beneficial for high-resolution ion beam induced fluorescence 
imaging where the signal fluorescence counts is usually ~500-1000/s. It is also 
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observable that the experimental dark counts of the PMT R7400P is lower than that of the 
APD module SPCM-AQRH-15, though the datasheet-shown values of the former is 
higher than the latter. The reason could be because of the background noise, since the 
PMT R7400P was used inside the vacuum chamber while the APD module was outside 
the chamber. 
Table 4-6 Summaries of the main parameters of the three types of single-photon detectors utilized for 
fluorescence imaging.  







Detection range 300 – 650 nm 300 – 720 nm 400 – 1060 nm 
Peak 420 nm 580 nm 700 nm 





80/s  100 – 300/s 50/s 
Experimental ~40 – 60/s ~ 200/s 120 – 160/s 
Bias supply Typical -800V Typical +5V Typical +5V 
Time response 0.78 ns – 20 ns 






The PMT R7400P is vacuum compatible, while the APD module SPCM-AQRH-15 can 
be only used in atmosphere. The PMT module H7421-40 (with a mini fan built in for 
cooling) is also designed for the use in the atmosphere. Recent developments in APDs 
and SiPMs technology have resulted in several new types of single-photon detectors that 
are also suitable for fluorescence detection [129, 131]. These detectors potentially offer 
the gain and sensitivity of a PMT without any of the disadvantages which include the 
need for a high voltage bias supply, susceptibility to stray magnetic fields and ease with 
which they can be damaged by high intensity light. In order to use these new types of 
detectors, or to perform spectroscopy, it is important to have the ability to extract the 
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light from the vacuum chamber either through free space optics, or with the aid of an 
optical fiber. This will be discussed in the next section. 
4.5.2 Detection scheme and challenges 
In our system, ion beam induced fluorescence light from the target is collected by a 
custom-made parabolic mirror, and a convex lens is used together with the mirror for 
focusing the collected fluorescence light into a detector. For the detection of the focused 
fluorescence light, the scheme shown in Figure 4.13a, where the PMT R7400P is used in 
the vacuum chamber, has the following drawbacks: (1) Only those vacuum compatible 
photon detectors, usually PMTs, can be used, which have the limitation that in general 
they are not suitable for red or NIR imaging. (2) Monochromatic imaging and spectral 
analysis is important in fluorescence studies. However, when the detector is inside the 
chamber, it is inconvenient to perform monochromatic imaging by changing optical 
filters or spectral anaysis by switching the detector with a spectrometer. Considering 
these limitations, we have designed another detection scheme by channeling the focused 
fluorescence light out of the vacuum chamber with the aid of an optical fiber, as shown in 
Figure 4.21. The environment outside the vacuum chamber is much more conducive to 
monochromatic imaging and spectral analysis. 
In such a detection scheme, shown in Figure 4.21, it is more convenient to switch 
between photon detectors and spectrometers, as well as introducing additionally 
necessary optical elements such as filters. However, several challenges exist in such a 
configuration for high-resolution fluorescence imaging. First we need to make sure that 
there is no loss of photons in guiding the light from inside to outside the chamber. A 
preliminary trial using an internal optical fiber connection with a larger core diameter 
outside the chamber resulted in a one-third loss of light transmission. This issue has been 
solved by drilling a hole through a flange in the chamber wall to allow a single fiber to 
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pass through without the need for a connection.. Secondly, the length of the fiber from 
the focal point of the lens to outside the vacuum chamber is at least ~ 50 cm. Light loss 
during propagation in the fiber with such a length is not negligible.. Thirdly, any optical 
mismatch at the interface of the convex-lens focal point and the input of the optical fiber 
may lead to the loss of fluorescence light. Further, it is difficult to align the fiber to the 
focal point of the lens exactly unless a fiber with a larger core diameter is used. However, 
a larger core diameter of the fiber will induce much more noise. Work regarding 
overconing these problems is still ongoing.  
 
Figure 4.21 Fluorescence light collection and detection scheme by leading the light out of the vacuum 
chamber using an optical fibre. The focused beam with a spot size of sub-30 nm features can be achieved 
using a spaced triplet of compact magnetic quadrupole lenses. A Si surface barrier detector is equipped for 
measuring the energy loss distribution of the ions.  
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4.6 Future aspects 
In an optical confocal microscope, as discussed in chapter 1, the light generated above 
and below the focal plane can be rejected using a confocal aperture thus resulting in an 
improvement in axial resolution, or the ability to image different focal planes. In 
principle, the same method can be applied to ion beam induced fluorescence imaging 
since the excitation volume in which light is generated along the ion beam path is 
considerable (~ 2-5 µm thick for cells dried on SiN windows)[132]. Confocal PIF/AIF is 
an additional consideration when designing the new parabolic-mirror light collection 
system. Figure 4.22 shows a schematic configuration of the confocal PIF/AIF. Analogous 
to an optical confocal microscope, the out-of-focus fluorescence light can be effectively 
blocked by a confocal aperture, while only the in-focus fluorescence light can propagate 
freely going through the aperture. By moving the sample along the beam axis slice by 
slice, several or more fluorescence images of those ‘optical sections’ can be obtained for 
further 3D reconstruction. 
 
Figure 4.22 Schematic drawing showing the configuration of confocal PIF/AIF. ‘Optical sectioning’ can be 
achieved by moving the sample along the beam axis slice by slice. 
 
The ability of performing confocal PIF/AIF by the new parabolic-mirror system was 
examined by a Zemax simulation. The simulation is set up by varying the position of an 
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isotropic point light source at the parabolic focal point along the beam axis. A pinhole 
(diameter of 5 µm) is positioned at the focal point of a plano-convex lens (two-inch focal 
length) and a photo-detector is positioned 5mm behind the pinhole to detect the amount 
of light passing through the pinhole. A series of simulations is conducted by sweeping the 
displacement of the point source along the beam axis at a step size of 10 nm. In each 
simulation, totally 100000 light rays are traced. The simulation data is compiled into a 
plot of light intensity detected against the displacement along the beam axis, as shown in 
Figure 4.23. 
According to simulation result, an ‘optical section’ with a thickness of ~ 400 nm can go 
through the pinhole and be detected by the detector. Therefore, if the sample (dried cells) 
is 2-5 µm thick, 5-25 ‘optical sections’ can be obtained for the reconstruction of a 3D 
fluorescence image.  
However, two challenges impede the realization of the confocal PIF/AIF. First, as we can 
see in Figure 4.23, only a maximum of 3000 light rays out of 100000 traced rays are 
detected behind the pinhole, meaning the detection efficiency is less than 3%. Supposing 
2000 fluorescence counts are generated by the ion beam, and around 600 counts are 
collected by the parabolic mirror, the number of fluorescence counts that reach the 
detector after passing through the pinhole is therefore as small as 18. The majority of the 
mirror-collected out-of-focus light is blocked by the pinhole. The final detectable 
fluorescence counts are comparable with the noise, resulting in a poor signal to noise 
ratio and bad performance for high-resolution fluorescence imaging. Secondly, according 
to the experimental result shown in Figure 4.17, the depth of focus of the final parabolic-
mirror product is 80 µm, which is far more than the simulated value of ~ 400 nm. That 
means the manufacturing accuracy is not good enough. Solutions of both these two 
problems involve re-designing a mirror collector with an ultra sharp depth of focus 




Figure 4.23 Zemax simulation showing the plot of intensity detected behind the pinhole against displacement 
in beam-axis from the focal point of the parabolic mirror. 
 
4.7 Chapter summary 
As a summary of this chapter, a new custom-made parabolic-mirror light collection and 
detection system has been successfully built in the single-cell imaging beam line, 
allowing simultaneous ion beam induced fluorescence imaging and STIM imaging to be 
carried out. By optimizing the focal lengths and the diameter of the entrance and exit 
mirror apertures, an improvement of the collection efficiency of ~2.3 times higher than 
the old collection system has been achieved. The precise alignment of the parabolic 
mirror is manipulated by a XYZ translation stage and observed by he same microscope 
that is used to view the target. The FOVs of the mirror in the plane perpendicular to the 
beam axis is 90 µm and 110 µm respectively, satisfying the requirement for a scan size of 
~ 60 × 60 µm2 typically used for a whole cell imaging. The DOF along the beam axis is ~ 
80 µm, which is good for the alignment of the mirror but not good for confocal imaging 
purpose. In addition, detection and imaging outside the vacuum chamber is feasible, but 





Chapter 5 Lanthanide-doped nanocrystals optimized for MeV ion 
beams 
Two approaches for achieving high resolution ion beam induced fluorescence imaging 
are (1) improving the light collection/detection system (discussed in chapter 4) or (2) 
utilizing a fluorescence probe that does not bleach and has high emission intensity. In this 
chapter we introduce a new kind of fluorescence probe, lanthanide-doped nanocrystal, 
that has excellent emission performance and high iono-stability. The lanthanide-doped 
nanocrystals were prepared by Professor Xiaogang Liu and Yuhai Zhang from 
Department of Chemistry, National University of Singapore in this chapter. 
5.1 Introduction 
Organic fluorophores including fluorescent proteins have been traditionally used to label 
and image cellular and subcellular components, but they typically suffer from low 
photostability and strong background autofluorescence. In addition, their broad emission 
bands often result in significant spectral overlap, which can be a problem for multicolor 
imaging. Quantum dots that feature high photostability, high quantum yield, size-
dependent tunable emission and narrow emission bandwidth are attractive as alternative 
fluorescent labels for biological imaging [133-135]. However, the potential cytotoxicity 
of quantum dots has been a matter of much debate [109]. In fact, the issue of most 
concern for both organic fluorophores and quantum dots for bioimaging in particle-beam 
microscopy is their low stability and fluorescence yield [7, 32, 33, 41, 111].   
Recently, rapid development of lanthanide-doped nanocrystals and utilizing the 
upconversion (UC) property of these nanocrsystals has resulted in a new probe for 
bioimaging applications [114, 136-145]. Lanthanide-doped UC nanocrystals, especially 
fluorides, offer low phonon energies of the host lattice (~ 350 cm-1), sharp emission 
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bandwidths, high photo-chemical stability and large anti-Stokes' shifts [146, 147]. An 
infrared laser, either in continuous- or pulsed-wave mode, is generally needed to 
implement photon upconversion [148-152]. It has been well established that hexagonal-
phase (-phase) NaYF4 co-doped with Yb/Tm or Yb/Er ions is one of the most efficient 
UC host materials under 980 nm excitation which can be resonantly absorbed by the 
sensitizer Yb3+ ions [69]. For labeling biological cells, β-NaYF4: Yb/Tm or Yb/Er UC 
nanocrystals exhibit low toxicity, sufficient resistance to photobleaching, much improved 
signal-to-noise ratio due to the absence of autofluorescence under infrared 
irradiation[138]. On the other hand, the ability of simultaneously controlling the phase 
and size of UC nanocrystals [136] offers a degree of flexibility for cellular uptake 
applications.  
In order to probe deep inside a biological cell, which is paramount in understanding cell 
behavior, UC nanocrystals-based fluorescence microscopy has been investigated recently 
[153-157]. However, the resolution of conventional or even confocal microscope setups 
is diffraction-limited by the wavelengths of infrared light being used. For example, L. 
Caillat et. al. utilized four-photon UC process under 980nm laser pumping and achieved 
a best lateral resolution of only 190 nm[156]. This leaves many biological structures too 
small to be studied in detail. Particle-beam fluorescence microscopy including CL and 
HIM-IL, as discussed in Chapter 1, can break the diffraction barrier. Lanthanide-doped 
nanocrystals have exhibited superior properties in brightness and stability compared to 
other existing fluorescent materials when used for CL and HIM-IL imaging [7, 37]. On 
the other hand, PIF and AIF techniques based on using MeV protons and alpha-particles 
respectively are more powerful for imaging thicker biological specimens (up to several 
microns) in high resolution. However, there has been very little work performed on the 
study of fluorescence emission excited by MeV ions of these lanthanide-doped 
nanocrystals . This chapter will look at the properties of lanthanide-doped nanocrystals 
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under MeV ion beam excitation, so that they can be optimized for PIF/AIF bioimaging 
which will be discussed in detail in Chapter 6. 
5.2 Optical properties of lanthanide ions: fundamentals 
5.2.1 Energy levels of free lanthanide ions 
Lanthanides (Ln) are a series of chemical elements in the periodic table from lanthanum 
to lutetium (atomic numbers Z =57–71), belonging to the rare earths (RE) which are 
commonly used for the lanthanides coupled with the elements scandium and yttrium. 
Lanthanides have very similar electronic configurations for trivalent ions which have 
unfilled electron shell structure [Xe] 4f n (n = 1–14), as shown in Table 5-1. The partially 
occupied 4f n electrons for these Ln3+ ions are not in the outer shell but efficiently 
shielded by the filled 5s and 5p electron shells, the ligand and/or crystal-field 
environment therefore has little influence on the electronic cloud of Ln3+ even in solid 
materials. Most of the optical properties of lanthanide ions can be largely attributed to the 
electron transitions between 4f levels. 
For multi-electron free Ln3+ ions, the energy levels of each electronic configuration will 
be split into a series of energy levels, owing to the Coulomb interaction and the spin–
orbit interaction between f-electrons. These states can be described under the Russell–
Saunders coupling scheme by the term 2S+1LJ that is composed of (2S+1)(2L+1) states, 
where S and L denote the total electron spin and orbital angular momenta, respectively. 
The values of L=0, 1, 2, 3, 4, 5, … are used to be designated by the letters S, P, D, F, G, 
H, I, …, respectively. The values J of the vector J S L    are the total angular momenta 
commonly determined by SL coupling for Ln3+ ions [158]. Under the SL coupling 
scheme, J can be obtained from L and S as follows: J = L-S, L-S+1, …, L+S-1, L+S. For 
instance, for 4f 13 configuration of Yb3+ (or 4f 1 configuration of Ce3+), S=1/2 and L=3 
results J=5/2, 7/2. Therefore, Yb3+ has two spectroscopic terms of 2F5/2 and 2F7/2.  
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The determination of the spectroscopic terms of other La3+ ions is a bit complicated, but 
the ground state simply follows Hund’s rule [159]: (1) The largest spin and orbital 
multiplicity. (2) J=Jmin, if n<(2l+1); J=Jmax, if n>(2l+1). Where, n is the number of 4f 
electrons, l=3 for Ln3+ ions. Taking Tm3+ (configuration of 4f 12) for example, the largest 
total orbital angular momenta is L=5 (noting the projections of L

 for the twelve 4f 
electrons are +3, +2, +1, 0, -1, -2, -3, +3, +2, +1, 0 and -1), and the largest total spin 
angular momenta is S=1/2+1/2=1. At the same time, J=Jmax=L+S=6 because n (=12)>7. 
Therefore, the ground state of Tm3+ is 3H6. The spectroscopic terms of Ln3+ ions are 
collected and shown in Table 5-1. 
 Table 5-1 Normal configurations and spectroscopic multiplets for lanthanide trivalent ions. 
Ln3+ ions Configuration    Ground state Spectroscopic terms (2S+1Ln)* 
Ce3+, Yb3+ 4f 15s25p6, 4f 
135s25p6 
2F5/2, 2F7/2 2F1 
Pr3+, Tm3+ 4f 25s25p6, 4f 
125s25p6 
3H4, 3H6 1S1, 1D1, 1G1, 1I1, 3P1, 3F1, 3H1 
Nd3+, Er3+ 4f 35s25p6, 4f 
115s25p6 
4I9/2, 4I15/2 2P1, 2D2, 2F2, 2G2, 2H2, 2I1, 2K1, 2L1, 4S1, 4D1, 4F1, 
4G1, 4I1 
Pm3+, Ho3+ 4f 45s25p6, 4f 
105s25p6 
5I4, 5I8 1S2, 1D4, 1F1, 1G4, 1H2, 1I3, 1K1, 1L2, 1N1, 3P3, 3D2, 
3F4, 3G3, 3H4, 3I2, 3K2, 3L1, 3M1, 5S1, 5D1, 5F1, 5G1, 5I1 
Sm3+, Dy3+ 4f 55s25p6, 4f 
95s25p6 
6H5/2, 6H15/2 2P4, 2D5, 2F7, 2G6, 2H7, 2I5, 2K5, 2L3, 2M2, 2N1, 2O1, 
4S1, 4P2, 4D3, 4F4, 4G4, 4H3, 4I3, 4K2, 4L1, 4M1, 6P1, 
6F1, 6H1 
Eu3+, Tb3+ 4f 65s25p6, 4f 
85s25p6 
7F0, 7F6 1S4, 1P1, 1D6, 1F4, 1G8, 1H4, 1I7, 1K3, 1L4, 1M2, 1N2, 
1Q1, 3P6, 3D5, 3F9, 3G7, 3H9, 3I6, 3K6, 3L3, 3M3, 3N1, 
3O1, 5S1, 5P1, 5D3, 5F2, 5G3, 5H2, 5I2, 5K1, 5L1, 7F1 
Gd3+ f 75s25p6 8S7/2 2S2, 2P5, 2D7, 2F10, 2G10, 2H9, 2I9, 2K7, 2L5, 2M4, 2N2, 
2O1, 2Q1, 4S2, 4P2, 4D6, 4F5, 4G7, 4H5, 4I5, 4K3, 4L3, 
4M1, 4N1, 6P1, 6D1, 6F1, 6G1, 6H1, 6I1, 8S1 
* The 2S+1Ln means that the terms of L appear n times and the J values corresponding to the different 





5.2.2 Lanthanide ions in a crystal-field 
Energy-level diagrams 
The above developments of energy-level structures are valid for free Ln3+ ions. When an 
Ln3+ ion is incorporated in a crystal, the crystal field will partly split the spectroscopic 
levels. The pattern of splitting is determined by the strength of the crystal field and the 
site symmetry of the Ln3+ ion [158]. The multi-electron systems for Ln3+ ions are 
complicated systems in quantum mechanics, thus it is impossible to solve the energy-
level structures strictly and analytically. However, due to the shielding of the filled 5s25p6 
sub-shells, the crystal field has little effect on the 4f electrons [160]. 
 




Figure 5.1 shows the energy levels of different Ln3+ ions inserted in a low-symmetry 
crystal LaF3, based on both the crystal-field theory and experimental data [161]. The 
energy differences for a given level in different host materials are generally less than 100 
cm-1 [162]. Therefore, in the discussion of the energy-level position in different hosts, 
their position in LaF3 crystal can be seen as a good reference. This diagram has been 
frequently referred to in the literature and can give us a general idea of the energy-level 
positions for all Ln3+ ions. 
Radiative transitions: Judd-Ofelt theory and selection rules 
Transitions for Ln3+ ions in crystals are primarily electric dipole (ED) and magnetic 
dipole (MD) [163]. Other transitions including electric quadrupole (EQ) have oscillator 
strengths several orders of magnitude smaller than ED and MD [164]. Therefore, the 
transition probability (or rate) for Ln3+ ions in a crystal is principally decided by ED and 
MD transitions. In Judd-Ofelt theory, the spontaneous transition probability (Aji) from an 
excite state j to a lower level i of a Ln3+ ion in the crystal is given by [163, 165] 
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 (5-1) 
where e, h, λ, n, and J(J’) are the electron charge, Planck constant, emission wavelength, 
refractive index of the crystal and the total angular momenta, respectively; SED and SMD 
are the contributions from electric dipole and magnetic dipole transitions, respectively. 
The decay rate ( jR ) and radiative lifetime ( j ) of an excite state j is therefore 
 j ji
i







    (5-3) 
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In principle, a transition between the initial state ( i ) and the final state ( j ) is allowed 
if the matrix element ˆi fO  is nonzero, where Oˆ  stands for the operators of ED, 
MD, and EQ. The common selection rules of radiative transitions in lanthanide-doped 
crystals are summarized in Table 5-2. 
 Table 5-2 SLJ  selection rules for electronic transitions of Ln3+ ions in crystal. Reproduced from ref. [158]. 
Type of transitions SLJ selection rules 
Approximate order of 
magnitude of oscillator 
strength 
ED 4f N–4f N-15d 
(change in parity) 
ΔS=0, ΔL=0, ±1, ΔJ=0, ±1, 
but Ji = 0 → Jf = 0 and Li = 0 → Lf = 0 is 
forbidden 
              ~ 0.01–1 
MD 4f N–4f N 
(no change in parity) 
ΔS=0, ΔL=0, ΔJ=0, ±1, 
but Li = 0 → Lf = 0 is forbidden ~ 10-6 of ED 
EQ 4f N–4f N 
(no change in parity) 
ΔS=0, ΔL=0, ±1, ±2, 
but Li = 0 → Lf = 0 and Li = 1 → Lf = 0 are 
forbidden 
~ 10-10 of ED 
   
Nonradiative transitions 
After the population of the emitting state is established, the excited state may give its 
energy to the host lattice and return to the ground state nonradiatively instead of radiative 
transitions. Nonradiative processes always compete with radiative processes and cause 
the reduction in fluorescence emission. Mechanisms of nonradiative transitions in a 
crystal are described as multiphonon relaxation, as formulized in Eqs. (3-2)–(3-4) in 
chapter 3. As can be seen, the multiphonon relaxation rate is closely related to the hosts 





5.2.3 Dopant/host selection criteria for laser-induced upconversion 
Sensitizers 
Ln3+ ions have been demonstrated to be well suited for UC applications [63]. In the case 
of infrared-laser excitation, the activator is usually co-doped with a sensitizer with 
sufficient absorption cross-section in the NIR region for efficient energy transfer 
upconversion (ETU). The absorption band of Yb3+ located around 980 nm due to the 2F7/2 
- 2F5/2 transition (Figure 5.1) has a larger absorption cross-section than that of other 
lanthanide ions. In addition, 2F7/2 – 2F5/2 transition of Yb3+ is resonant with many f–f 
transitions of Ln3+ ions including Er3+, Tm3+, and Ho3+. These two optical properties 
make Yb3+ particularly suitable serving as a UC sensitizer. 
Activators 
To facilitate energy-transfer steps involved in the UC process, the energy differences 
between each excited level and its lower-lying intermediate level should be closely 
matched. Typically, Er3+, Tm3+, and Ho3+ have such equally spaced energy levels and are 
thus frequently used activators for efficient UC (Figure 5.2). For example, in a Tm3+ ion, 
energy differences of 3H5 – 3H6, 3F2 – 3F4, and 1G4 – 3H4 are 8200 cm-1, 9400 cm-1, and 
8600 cm-1, respectively, which are comparable with Yb3+ energy difference (2F5/2 – 2F7/2) 
of  ~ 10000cm-1. Thus, once an Yb3+ ion is populated by the 980-nm excitation, the 
excited Yb3+ ion can transfer its energy to neighboring Tm3+ ions by several ladder-like 
UC processes accompanied by emitting some phonons to the lattice (phonon-assisted 




Figure 5.2 Proposed energy-transfer mechanisms showing the upconversion (UC) processes in (a) Yb/Er, (b) 
Yb/Tm, and (c) Yb/Ho co-doped crystals under 980-nm excitation. The dashed-dotted, dashed, dotted, and 
full arrows represent photon excitation, energy transfer, multiphonon relaxation, and emission processes, 
respectively. Note that not all emissions are shown. Reproduced from ref. [166]. 
 
Host materials 
The host materials generally require low phonon energies for minimizing the 
nonradiative energy loss and close lattice matches to dopant ions for maximizing the 
radiative emission. Fluorides are usually used as the host materials for UC because of 
their low phonon energies (~350 cm-1) [167] and high chemical stability. It is also known 
that the crystal structure of the host materials can significantly affect the optical 
properties of nanocrystals [136]. For instance, hexagonal-phase (β-phase) NaYF4:Yb/Er 
materials exhibit ~10 times enhancement of UC efficiency compared to their cubic phase 
counterparts [168]. Therefore, in our studies, β-phase NaYF4 nanocrystals are chosen as 
the host materials for Ln3+ ions.  
For 980-nm laser-induced upconversion, a sensitizer is an ion (usually it is Yb3+) with 
sufficient absorption cross-section of infrared excitation to facilitate the UC processes in 
an activator. The activator does not directly absorb the 980-nm excitation (e.g. Tm3+ and 
Ho3+) or has a small absorption cross-section at the 980-nm excitation (e.g. Er3+). As the 
activator (Er3+, Tm3+ or Ho3+), energy differences of each excited level and its lower-
lying intermediate level are closely matched and comparable with the absorption band of 
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the sensitizer (Yb3+).  The host material (β-phase NaYF4) with low phonon energy is 
used, minimizing the potentially nonradiative energy loss. Additionally, for 980-nm laser 
excitation, the concentration of sensitizers is normally kept high (Yb3+% ~ 20 mol%), 
while the concentration of activators is relatively low (<2% mol%) to minimize 
concentration-quenching (chapter 3) energy loss. In our studies with MeV ion beams, 
Yb3+ and Tm3+ are chosen as the sensitizer and activator respectively for doping into the 
lattice sites of a β-phase NaYF4 nanocrystal. 
5.3 MeV ion beam induced upconversion: mechanisms 
5.3.1 Preparation and characterization of NaYF4: Yb/Tm nanorods 
In order to perform spectroscopic studies under MeV ion beams, the NaYF4:Yb/Tm 
nanorods were synthesized by a hydrothermal reaction [157]. The as-prepared 
nanocrystals were washed with HCl to remove oleic acid molecules that were used as 
surface capping ligands during the synthesis. Detailed experimental procedures were 
provided in Appendix C.  
Figure 5.3 shows the SEM image and size distribution histograms of the as-synthesized 
NaYF4:Yb/Tm(60/2 mol%) nanorods. The SEM image was taken at an acceleration 
voltage of 5 kV. The histograms were formed by observing the frequency of each specific 
size of the nanorods. As we can see, these nanorods feature hexagonal-prism morphology 
with the average diameter of ~ 220 nm and length of ~ 1.4 µm. It should be noted that the 




Figure 5.3 (a) A typical scanning electron microscopic image of NaYF4:Yb/Tm(60/2 mol%) nanorods 
featuring a hexagonal-prism morphology. Scale bar is 1 µm. (b) Length distribution histogram of the as-
synthesized NaYF4:Yb/Tm(60/2 mol%) nanorods, showing an average length of 1.4 µm. (c) Diameter 
distribution histogram of the as-synthesized NaYF4:Yb/Tm(60/2 mol%) nanorods, showing an average 
diameter of 220 nm. Note that the diameter and length of the crystals can be varied by adjusting 
Yb3+/Tm3+doping concentration. 
 
To examine the structure of these as-synthesized nanorods, powder X-ray diffraction 
(XRD) data were recorded on a Siemens D5005 X-ray diffractometer with Cu Kα 
radiation (λ = 1.5406 Å). The XRD pattern in Figure 5.4 clearly shows a β-phase 
structure of these NaYF4:Yb/Tm nanorods.  
 
Figure 5.4 XRD characterization of the as-synthesized NaYF4:Yb/Tm(60/2 mol%) nanorods showing that all 
peaks can be well indexed in accordance with hexagonal-phase NaYF4 (β-NaYF4) crystal structure (Joint 
Committee on Powder Diffraction Standards file No. 16-0334). The insert shows a schematic model of the 
hexagonal-phase NaYF4. Some lattice sites of Y3+ will be substituted by the doping ions Yb3+ and Tm3+. 
122 
 
5.3.2 Ion beam excitation mechanisms 
5.3.2.1 Ion beam power density  
The power per cm2 (P) of a 1.6 MeV helium ion beam focused down to a spot size of 30 
× 30 nm2 can be calculated as 
 2 20 2
1.6 20000 /P 5.7 10 /
(30 )
E R MeV s W cm
A nm
     (5-4) 
where E0 (1.6 MeV) is the energy of an incident helium ion, A (30 × 30 nm2) is the beam 
spot size, and R (20000/s) is a typical count rate of exposed ions. 
It should be noted that the power level (102 W cm-2) of the ion beam under investigation is 
comparable to the power range (1-103 W cm-2), typically employed to induce an 
upconversion process in NaYF4:Yb/Tm nanocrystals using a 980-nm diode laser. 
Regardless of the power, merits of the ion beam as the excitation source include two 
aspects. First, it can drive both downconversion and upconversion luminescence to occur 
simultaneously due to the broad energy distribution of ionized electrons. Second, under 
the ion beam excitation, the absorption cross-section of Yb3+ is much bigger compared to 
that of the 980-nm diode laser excitation. These will be addressed in the following parts.  
5.3.2.2 Energy spectrum of secondary electrons 
Interaction of a beam of MeV alpha particles (helium ions) with matter leads to a variety 
of energy-loss processes including atomic ionization, atomic excitation, elastic scattering 
etc, among which atomic ionization is the most dominant energy deposition channel 
[169]. Only atomic ionization therefore will be considered in this study. The ionization 
due to the interaction of MeV helium ions with the NaYF4:Yb/Tm crystals results in the 
ejection of ionized electrons (secondary electrons, or so called δ-rays) and the production 
of ‘electron holes’ inside the crystals. The production cross-section of these δ-rays can be 
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dealt with the Hansen-Kocbach-Stolterfoht (HKS) model as formulized in Eq. (3-19) in 
chapter 3.  
The total single differential cross-section (SDCS) for the emission of a secondary 





    (5-5) 
where ni is the weight function of an ith shell electron determined by the chemical 




  is the SDCS for ionizing an i
th shell electron 
calculated using Eq. (3-19). 
Supposing the energy of the alpha particles is 1.6 MeV and the doping concentration in a 
NaYF4 nanocrystal is Yb/Tm = 60/2 mol%, we can numerically calculate the energy 
spectrum of the secondary electrons (cross-section versus electron energy) as shown in 
Figure 5.5.  
 
Figure 5.5 Calculated energy distribution of the ionized secondary electrons by bombarding 1.6 MeV α-
particles on the NaYF4:Yb/Tm (60/2 mol%) nanocrystals, showing different cross-sections of the resulting 
electrons at specific energies. Note that most of the ionized electrons have energies mainly located in the 
visible and infrared spectral region. The energy of 1 (980 nm), 2 (800 nm), 3 (480 nm) and 4 (450 nm) 
correspond to the energy differences between energy levels 2F5/2–2F7/2 of Yb3+, 3H4–3H6, 1G4–3H6, and1D2–3F4 
of Tm3+, respectively.  
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Our simulation result suggests that these secondary electrons have energies within 0 ~ 1 
keV, with energies larger than 1.265 eV (equivalent to 980 nm) holding a large portion 
(estimated to be 97.5%) of the total cross-sections. The secondary electrons within this 
energy portion (>1.265 eV) can potentially be utilized by the Yb/Tm co-doped 
nanocrystal. For those secondary electrons with energies matching the energy differences 
between each excited level and its lower-lying intermediate level (or ground level) of 
Yb3+ and Tm3+, they can lose their energies to excite Yb3+/Tm3+ by recombining with 
‘electron holes’ in the nanocrystal. While, for those secondary electrons whose energies 
are high but do not match the absorption bands of Yb3+/Tm3+, they may still be used to 
excite Yb3+/Tm3+ through partially losing their energies by many times.  
5.3.2.3 Absorption cross-section by Yb3+ 
Given a series of NaY0.98-xTm0.02YbxF4 nanocrystals with fixed Tm3+ concentration and 
variable Yb3+ concentration,  the average absorption cross-section of those ejected δ-rays 
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Where, t is the thickness of the nanocrystal along the beam propagation path;  is the 
mass density of NaY0.98-xTm0.02YbxF4 nanocrystal; NA is Avogadro’s constant;  is the 
total single differential cross-section (SDCS) for the emission of a δ-ray with energy 
between  and  +d in the crystal, which can be calculated using Eq. (5-5); m is the 
maximum energy of the δ-rays; 0 is the minimum energy absorbable by Yb3+ ions, i.e. 
the energy difference between 2F5/2 and 2F7/2 levels of Yb3+; is a small energy interval 
chosen for the numerical calculation.   
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Using the parameters(0.001 eV), t (150 nm), and(4.21 g/cm3), we can calculate the 
average absorption cross-section of Yb3+ numerically in a series of NaYF4:Tm (2 mol%), 
Yb (10-98 mol%) nanocrystals using Eq. (5-6), as shown in Figure 5.6. This result 
suggests that the Yb3+ absorption cross-section is of the order of magnitude ~10-16 cm2 in 
the scheme of MeV alpha particles induced secondary electrons. In addition, Figure 5.6 
also shows that the absorption cross-section increases almost linearly with the increase of 
Yb3+ doping concentration, which is consistent with the case of 980-nm excitation [170].  
 
Figure 5.6 Absorption cross section of Yb3+ under 1.6 MeV alpha particles, calculated using eq. (5-6) Figure 
shows the average cross-section of Yb3+ is in the order of magnitude about 10-16 cm2, and the absorption 
cross-section is increased almost linearly with the increasing of Yb3+ doping concentration. 
 
A comparison of 1.6 MeV alpha particles and 980-nm laser as the excitation sources for 






















          3.210-16* 
The dominated excitation is not 
directly by the alpha particles, but 
by the secondary electrons induced 
by the alpha particles. Both Yb3+ 
and Tm3+ can be populated by the 
secondary electrons prior to the 
energy transfer processes between 
them. 
980-nm diode laser ~102             9.110-21** 
The 980-nm NIR photons are used 
to populate Yb3+ first, and then 
Tm3+ is populated by energy 
transfer UC from Yb3+. The Tm3+ 
ion itself is not able to absorb 980-
nm photons. 
*Calculated using eq. (5-6). **This value was found in refs. [171] and [172]. 
5.3.3 Singly-doped nanocrystal: upconversion by cross-relaxation 
According to the ion beam excitation mechanisms mentioned in section 5.3.2, Tm-singly-
doped NaYF4 nanocrystals are potentially able to be excited by the secondary electrons 
induced by the ion beam, starkly differing from the case in 980-nm excitation. In order to 
verify this hypothesis, attempts were made to collect the alpha-particles induced 
fluorescence (AIF) spectrum from NaYF4 nanorods sinly-doped with 0.2 mol% Tm. The 
spectrum was taken by the pre-calibrated high-sensitive spectrometer (Ocean Optics, 
QE65000) using the detection configuration drawn in Figure 4.21 (chapter 4), where an 
optical fiber is used to guide the AIF light out of the vacuum chamber to the 
spectromenter. The emission spectrum of NaYF4:0.2 mol% Tm nanorods excited by 1.6 
MeV alpha particles is shown in Figure 5.7a (in black color). To compare the heights of 
different emission peaks, we have normalized all the spectra to the height of each 
emission peak at 650 nm. As we can see, four emission peaks at 450 nm, 480 nm, 650 nm 
and 800 nm which correspond to 1D2→3F4, 1G4→3H6, 1G4→3F4 and 3H4→3H6 optical 
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transitions of Tm3+ are clearly observed. This result indicates that the Tm-singly-doped 
NaYF4 nanocrystals are indeed able to be well excited by the alpha particles.  
 
Figure 5.7 Upconversion through cross-relaxation process in Tm-singly-doped NaYF4 nanorods. (a) 
Emission spectra of a series of NaYF4: xTm (x=0.2, 2, 10, and 20 mol%) excited by 1.6 MeV alpha particles, 
showing about 9.6 times enhancement of the 450 nm emission peak when the doping concentration of Tm3+ 
is increased from 0.2 mol% to 20 mol%. (b) Proposed mechanisms for excitation and emission, showing 
cross-relaxation facilitates the 450 nm blue emission corresponding to the transition 1D2→3F4 of Tm3+. The 
1–n represent energies of the secondary electrons induced by alpha particles. The full upward, full 
downward and dotted arrows represent the ion beam excitation, fluorescence emission and cross-relaxation 
processes, respectively. 
  
To further investigate the mechanisms for AIF emission in Tm-singly-doped NaYF4 
nanocrystals, a series of NaYF4:xTm (x=0.2, 2, 10 and 20 mol%) nanorods were prepared 
for a contrastive spectroscopic study. The spectra of these as-prepared nanorods were 
collected and are shown in Figure 5.7a. We can see that the AIF emission arising from 
1D2 level is becoming dominant as the concentration of Tm3+ is increased from 0.2 mol% 
to 20 mol%, especially for the peak at 450 nm resulting from 1D2→3F4 transition whose 
intensity is enhanced about 9.6 times. The way 1D2 gets populated can be attributed to the 
cross-relaxation resulting from the spin-spin interaction of adjacent Tm3+ ions. At the 
same time, we also observe from Figure 5.7a that the emission that originates from the 
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3H4 level decreases as the Tm3+ doping concentration increases. Two possible cross-
relaxation routes in this case may exist [173, 174], that is, CR1: [1G4→3F4:3H4→1D2] and 
CR2: [3F2→3H6:3H4→1D2], which make 1D2 populated and 3H4 de-populated, as shown in 
Figure 5.7b. 
To verify the proposed cross-relaxation UC mechanisms and to interpret the significant 
enhancement of the 450-nm emission which originates from the 1D2 level, we summarize 
all possible radiative processes according to the emission spectra as well as the other 
processes we concern including excitation by secondary electrons and non-radiative 
decays (Figure 5.8a), and write the following steady-state equations: 
 3H4: 
'
2 0 2 2 2 1 2 2( ) 0p N N R N C C N      (5-7) 
 3F2,3: ' ' ' ' '2 0 2 2 2 2 2 0p N R N N C N     (5-8) 
 1G4: 3 0 3 3 1 3 0p N R N C N    (5-9) 
 1D2: 4 0 1 2 2 4 4( ) 0p N C C N R N     (5-10) 
Where, N0, N2, N2', N3 and N4 are the population densities of the 3H6, 3H4, 3F2,3, 1G4 and 
1D2 states of the Tm3+ ions; R2, R2', R3 and R4 are the radiative rates of the 3H4, 3F2,3, 1G4 
and 1D2 states of the Tm3+ ions, which can be calculated using eq. (5-2); C1 and C2 are the 
cross-relaxation rates of the CR1 and CR2 processes, respectively; β is the non-radiative 
decay rate of the 3F2,3 state, which is determined by eq. (3-2) in chapter 3; p2, p2', p3 and 
p4 are the excitation probability of the 3H4, 3F2,3, 1G4 and 1D2 states from the ground state 





j j jp f tN   (5-11) 
Where, j is the energy of the jth level; fj has positive dimensionless quantity scaling the 
average absorption cross-section j of the jth state of the Tm3+ ions, so that eq. (5-6) can 
129 
 
also be used for calculating j; t is the thickness of the NaYF4:Tm nanocrystal along the 




is the number density of secondary electrons with energy j. 


















   (5-12)  
where 
j  and  can be expressed using eq. (5-5), representing the total SDCS for the 
emission of a secondary electron with energy j and , respectively. 
 
Figure 5.8 (a) Summaries of the excitation, radiative and non-radiative processes existing in a NaYF4:Tm 
nanocrystal when impacted by 1.6 MeV alpha particles. (b) Plot showing the change of the peak height of 
450 nm, 480 nm, and 800 nm emission originated from 1D2, 1G4 and 3H4 with the doping concentration of 
Tm3+. 
  







C   (5-13) 
Noting that we have omitted R2', considering that R2'« β because of the narrow gap 
between 3F2,3 and 3H4 levels [170]. Because C2 is increased with the increase of Tm3+ 
doping concentration, eq. (5-13) indicates that the population density of the 3F2,3 state is 
expected to decrease with an increase in Tm3+ doping concentration. However, the 
spectra in Figure 5.7a show that the emission due to 3F2,3→3H6 tansition is increased with 
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the increase of Tm3+ doping concentration. This is because p2' is also related to the 






pN N  (5-14) 










      
 (5-15) 
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 (5-16) 





   (5-17) 
Eqs. (5-15)–(5-17) are experimentally examined as shown in Figure 5.8b. According to 
Eq. (5-17), N3 (corresponding to the 1G4 state) is inversely related to C1, which causes a 
slow decrease of the 480 nm emission as the doping concentration of Tm3+ increases. 
Because N2 (corresponding to the 3H4 state) is affected by both C1 and C2, the 800 nm 
emission decreases relatively quickly as the increase of Tm3+ doping concentration 
according to Eq. (5-15). The N4 (corresponding to the 1D2 state) is also affected by both 
C1 and C2, the 450 nm emission increases quickly as the increase of Tm3+ doping 
concentration according to Eq. (5-15). These mechanisms are consistent with the 
experimental finding in Figure 5.8b. 
Similar phenomena have also been reported when using 980-nm laser as the excitation 
source in Yb/Tm co-doped nanocrystals [149, 174]. For a commonly used low power 
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intensity (102 W cm-2), the threshold of the Tm3+ doping concentration is approximately 
0.2 mol% beyond which a self-quenching effect leads to a rapid decrease of both 450 nm 
and 480 nm emission [174]. However, such nanocrystals have small numbers of 
activators and therefore produce weak UC emission. In order to enahce the blue emission 
using a higher Tm3+ doping concentration, high excitation irradiance (106 W cm-2) of 
lasers are needed [149]. However, the back-energy-transfer [175] from Tm3+ to Yb3+ ions 
remains a problem in the co-doped case when increasing the concentration of Tm3+ ions.  
In contrast, when 1.6 MeV alpha particles are used as the excitation source, Tm-singly-
doped NaYF4 nanocrystals can be excited without the sensitization of Yb3+ ions, which is 
free of back-energy-transfer. In addition, the self-quenching effect associated with 980-
nm laser excitation is not observed in the case of MeV alpha particles as the excitation 
source, even if the doping concentration of Tm3+ is as high as 20 mol%. 
5.3.4 Co-doped nanocrystal: upconversion by energy transfer 
Tm-singly-doped NaYF4 nanocrystals can be excited by MeV ions directly and do not 
have the issue associated with the back-energy-transfer process. However, co-doping 
with Yb3+ may still have the benefit of increasing the fluorescence emission, even for ion 
beam excitation. Therefore, we investigate the emission performance of Yb/Tm co-doped 
NaYF4 nanocrystals under MeV ion beams. 
In an attempt to understand the mechanisms of fluorescence emission of Yb/Tm co-doped 
NaYF4 nanocrystals under the excitation of 1.6 MeV alpha particles, a spectroscopic 
study was carried out by observing the role of Yb3+ ions. The AIF emission spectra from 
as-prepared Yb-singly-doped, Tm-singly-doped and Yb/Tm-co-doped NaYF4 nanorods 
were collected respectively, as shown in Figure 5.9. Note that the spectra in Figure 5.9a 
and b were normalized using the 800 nm peak. When singly-doped with Yb3+ (60 mol%) 
as the activator, the nanorods gave rise to emission at 975 nm under alpha particle 
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excitation, corresponding to 2F5/2→2F7/2 transition of Yb3+ (Figure 5.9a). In contrast, 
NaYF4:Tm (2 mol%) nanorods exhibited an intense emission at 800 nm and two weak 
emissions at 450 and 480 nm, corresponding to 3H4→3H6, 1D2→3F4, and 1G4→3H6 optical 
transitions of Tm3+, respectively. These results clearly verify that both Yb3+ and Tm3+ 
ions can directly harvest the energy from the secondary electrons excited by the alpha 
particles. Intriguingly, in the case of NaYF4 nanorods co-doped with Yb/Tm (60/2 
mol%), the blue emissions at 450 and 480 nm of Tm3+ showed a considerable 
enhancement, suggesting that the addition of Yb3+ in the NaYF4:Tm nanorods promotes 
the AIF emission of Tm3+ at short wavelengths. Since the only factor that causes the 
difference in Tm3+ emission of the spectra shown in Figure 5.9b and c is the introduction 
of Yb3+ in the latter case, these results clearly confirm the existence of energy transfer 
from Yb3+ to Tm3+. 
 
Figure 5.9 Comparative emission spectra of the NaYF4-based nanorods with (a) Yb-singly-doped, (b) Tm-




In Tm/Yb co-doped nanorods, the enhancement of the blue emission from Tm3+ stems 
not only from the cross-relaxation UC between adjacent Tm3+ ions, but also from the 
energy transfer UC activated byYb3+ ions. On the basis of the energy-matching principle, 
we propose an energy transfer mechanism that governs the UC in the NaYF4:Yb/Tm 
nanocrystal system as shown in Figure 5.10a. As a comparison, the mechanism of UC by 
980-nm excitation is shown in Figure 5.10b. 
Since the ion beam induced secondary electrons inside a nanocrystal have a broad energy 
distribution, all of the energy states of Yb3+ and Tm3+ can be potentially excited to their 
corresponding higher energy levels. This route populates 1D2, 1G4, 3H4 of Tm3+ and 2F5/2 
of Yb3+ levels, and subsequent radiative relaxation to lower energy levels result in the 
down conversion emission (Figure 5.10a). This is the same mechanism as in the Tm-
singly-doped case. However, in the case of 980-nm laser as the excitation source, 
populating energy levels of Tm3+ is forbidden, as shown in Figure 5.10b. 
 
Figure 5.10 Proposed mechanisms for the excitation and energy transfer UC emission by different excitation 
sources. (a) Energy diagram showing the energy transfer processes in NaYF4:Yb/Tm nanocrystal when 
excited by MeV alpha particles. Energies of the alpha particles induced secondary electrons not only excite a 
large number of Yb3+ but also allow a substantial amount of Tm3+ to be populated prior to the energy transfer 
from Yb3+ to Tm3+, thereby facilitating the photon UC process. (b) Energy diagram showing a typical energy 
transfer UC process in NaYF4:Yb/Tm nanocrystal when excited by a 980-nm diode laser. The energy transfer 
UC features a ladder-like process in which energy levels are populated and accumulated from the lowest to 
the highest.  
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Except for direct population of Tm3+ by those secondary electrons, the population of  1D2, 
1G4, 3H4 levels of Tm3+ is also mostly attributed to the energy transfer UC activated by 
Yb3+ ions which are pre-populated by the secondary electrons. As shown in Figure 5.10a, 
the first energy transfer process from Yb3+ to Tm3+ promotes the electrons in the 3H6 state 
to the 3H5 state of Tm3+. Subsequently, the Tm3+ ion relaxes non-radiatively to the lower 
3F4 state and further populates the 3F2,3 states through a second energy transfer process. 
The subsequent non-radiative relaxation from 3F2,3 further populates the 3H4 state from 
which the UC emission peaked at 800 nm is generated. The third energy transfer process 
promotes the electrons in the 3H4 state to the 1G4 state from which the UC emission 
peaked at 480 nm and 650 nm is generated. The fourth energy transfer process promotes 
the electrons in the 1G4 state to the 1D2 state, resulting in a significant enhancement of the 
emission peaked at 450 nm. 
It should be noted that the four UC processes are independent from each other for alpha 
particle excitation, because the Tm3+ ions are pre-populated by the secondary electrons 
prior to these UC processes. For example, the second UC process freely occurs even if 
the first UC process does not happen. In contrast, a UC process in the 980-nm laser 
excitation case is strictly dependent on its former UC processes, that is to say, the second 
UC process will never happen until the first one happens. Therefore, the energy transfer 
rate is low when 980-nm lasers are used as the excitation source.  
5.4 Optimization of lanthanides doping concentration 
To shed more light on the UC mechanisms by energy transfer between Yb3+ and Tm3+ 
and optimize the doping concentration for efficient fluorescence output in Yb/Tm co-
doped nanocrystals, experiments were carried out by preparing a series of NaYF4:Tm/Yb 
nanocrystals with varied concentrations of Y3+, Tm3+ and Yb3+ ions, and collecting their 
ion-beam-induced fluorescence (AIF and PIF) spectra. We first fixed the percentage of 
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Yb3+ ions and gradually increased the content of Tm3+, replacing the sites of Y3+ ions, to 
find out the optimal Tm3+ concentration for a maximum emission output (400-900 nm). 
We then kept the optimized Tm3+ concentration constant and varied the ratio of Yb3+ ions 
to find out the optimal Yb3+ concentration for a maximum UC emission output. 
5.4.1 Concentration optimization for alpha particles  
Optimization of Tm3+ doping concentration 
Figure 5.11a shows the emission spectra of NaYF4:Yb/Tm(20/x mol%) (x=0.2, 0.5, 2, 10 
and 20, respectively) nanorods when excited by 1.6 MeV alpha particles. The spectra 
were normalized using the 980 nm peak of Yb3+. As observed, the relative heights of the 
emission peaks originating from the 3H4, 1D2 and 1G4 states increase with increasing Tm3+ 
doping concentration from 0.2 mol% to 2 mol%. However, for a Tm3+concentration 
higher than 2 mol%, there is a significant drop of the emission peaks arising from both 
3H4 and 1G4 states. In addition, the threshold concentration of Tm3+ for the optimal 
emission from the 1D2 state is 10 mol%, beyond which there is also significant decrease 
in emission.   
It is reasonable to assume that if the Tm3+ concentration is too low, there will not be 
enough Tm3+ ions to be populated by either direct excitation or energy transfer 
upconversion from Yb3+ ions. From this point of view, the emission intensity increases 
with the increasing of Tm3+ concentration. At the same time, a cross-relaxation 
mechanism exists between neighboring Tm3+ ions which can lead to a self-quenching 
effect [174]. As the concentration of Tm3+ ions increases, the interatomic distance 
between adjacent Tm3+ ions is decreased and this results in an increase of the cross-
relaxation probability. Beyond the turning point of 2 mol% of Tm3+ concentration, the de-
population of 1G4 and 3H4 states  via the cross-relaxation process of [1G4 → 3F4:3H4 → 
1D2] has a higher probability, resulting in a significant drop of the emission peaks arising 
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from both 3H4 and 1G4 states (Figure 5.11a). This cross-relaxation process also populates 
the 1D2 state at the same time, which consequently raises the threshold concentration of 
Tm3+ for optimal emission from this state up to 10 mol%. On the other hand, for a given 
overall excitation energy of the 1.6 MeV alpha particles, the absorption received by 
individual Tm3+ ions decreases with the increasing of Tm3+ concentration, while the 
probability of cross-relaxation between Tm3+ ions (which is a nonradiative energy 
dissipation process) increases. Consequently, at a high Tm3+ doping concentration of 20 
mol%, the emission peaks originating from 1D2 also drop.  
 
Figure 5.11 (a) Emission spectra of a set of NaYF4:Yb/Tm (20/x mol%) nanorods when excited by 1.6 MeV 
alpha particles. (b) Integrated intensities of Tm3+ emission in the Vis-NIR range (400-900 nm) plotted against 
its doping concentration, showing that 2 mol% is the optimal doping concentration for maximal emission 
output of Tm3+. Note that the concentration of Yb3+ is kept constant at 20 mol%. 
  
Figure 5.11b shows the integrated intensity from 400 nm to 900 nm versus the doping 
concentration of Tm3+ ions based on the spectra shown in Figure 5.11a. The result 
137 
 
indicates that 2 mol% is the approximate optimal doping concentration of Tm3+ ions for 
the excitation by 1.6 MeV alpha particles.  
Optimization of Yb3+ doping concentration 
We then fixed the Tm3+ doping concentration at 2 mol% and varied the concentration of 
Yb3+ ions to optimize doping concentration of Yb3+. We measured the emission spectra of 
a series of NaYF4:Yb/Tm(x/2 mol%) (x=10, 20, 30, 40 50, 60, 70 and 98) nanorods when 
excited by 1.6 MeV alpha particles, as shown in Figure 5.12.  
We can see that the emission peaks that originate from 3H4, 1G4 and 1D2 increase with the 
increasing of Yb3+ concentration from 10 mol% to 40 mol%,  which confirms that the 
energy transfer mechanisms proposed in Figure 5.10a is valid. However, at a high doping 
concentration of Yb3+ beyond a certain threshold, the emission peaks of Tm3+ ions drop, 
as we can see in Figure 5.12. Interestingly, the emission peak at 800 nm originating from 
Tm3+ 3H4 state reaches its threshold at the Yb3+ doping concentration of 40 mol%, while 
the emission peaks that originate from Tm3+ 1G4 and 1D2 states reach their threshold at a 
higher Yb3+ doping concentration of 60 mol%. These trends may suggest that at a high 
concentration of the activators, the 3H4 level eventually reaches its full capacity for 800 
nm emission, and in order to release any additional energy transferred from Yb3+ ions, the 
3H4 level will give its energy by either transferring back to neighboring Yb3+ ions or 
upconverting to the 1G4 and 1D2 levels Tm3+. The latter process helps to increase the 
population of the 1G4 and 1D2 states, and therefore the threshold of Yb3+ concentration is 




Figure 5.12 Emission spectra of a set of NaYF4:Yb/Tm (x/2 mol%) nanorods with various Yb3+ doping 
concentrations (10-98 mol%) under the excitation of 1.6 MeV alpha particles. Note the spectra were 
normalized using the 980 nm emission peak. 
  
Based on the spectra shown in Figure 5.12, we integrated the overall emission intensity 
for Tm3+ and Yb3+ ions, respectively. The intensity ratios of ITm/IYb, plotted against Yb3+ 
doping content, is used to show the relative intensity change in Tm3+ and Yb3+ emissions, 
as shown in Figure 5.13a. The measured intensity ratio of ITm/IYb increased from 3.3 to 
10.2 with the increase in Yb3+ concentration from 10 to 50 mol% and then decreased to 
3.3 at a Yb3+ concentration of 98 mol%. Such inverse parabolic profile provides a strong 
evidence for the energy transfer between Yb3+ and Tm3+. Particularly, the rising stage of 
ITm/IYb indicates the occurrence of efficient energy transfer from Yb3+ to Tm3+, thus 
resulting in the pronounced enhancement of UC emission at short wavelengths. The 
descending trend of ITm/IYb can be ascribed to the back-energy-transfer from Tm3+ to Yb3+ 
at high Yb3+ concentrations, analogous to the scenario in photon UC process in which a 
980-nm laser is employed as the excitation source. The evidence of the back-energy-




Figure 5.13 (a) The plot of the emission ratio of Tm3+ and Yb3+ (ITm/IYb) as a function of Yb3+ doping 
concentration, supporting the energy transfer between the two lanthanide ions. (b) Optimization of Yb3+ 
doping concentration for maximal emission output in the visible range. The ratio of IVis/Itotal represents the 
percentage of integrated visible emission in the total emission covering the range from 350 to 1100 nm. 
 
The criteria for determining the optimal doping concentrations also include the spectral 
response range of the detector we use. In chapter 4, we discussed that at low signal levels, 
PMTs are better than APDs. The detection range of a PMT typically coinsides with the 
visible part of the spectrum. Therefore, the aim of optimizing the doping concentration is 
to achieve a maximum in the visible emission output. We integrated the total emission 
intensity (Itotal) and the visible emission intensity (Ivis) respectively. The intensity ratios of 
Ivis/Itotal plotted against Yb3+ doping concentration is shown in Figure 5.13b. As we can 
see, the visible emission density reaches the maximum at the Yb3+ doping concentration 
of ~ 60 mol%. Beyond 60 mol% of Yb3+, the visible emission density drops slowly as the 




Figure 5.14 Observation of a back-energy-transfer process from Tm3+ to Yb3+ in NaYF4:Yb/Tm crystals 
under 980-nm laser excitation. (a) UC emission spectra of NaYF4:Yb/Tm (x/2 mol%) nanorods when excited 
with a 980-nm diode laser at a power density of ~ 100 W cm-2. The highlighted emission bands originate 
from the optical transition 3H43H6 of Tm3+. (b) Energy diagram showing the back-energy-transfer process 
from Tm3+ to Yb3+. Although the energy mismatch (ΔE = 2650 cm-1) involved in this transfer is very large, 
the back-energy-transfer efficiency can be enhanced by increasing Yb3+ concentration to provide a shortened 
distance between Tm3+ and Yb3+. (c) UC emission decay curves of the emission bands at 800 nm (Tm3+: 
3H43H6) recorded from NaYF4:Yb/Tm (x/2 mol%)(x = 10, 20, 30, 40, 50, 60, 70, and 98) crystals under 
980-nm laser excitation. (d) Lifetimes of Tm3+ at its 3H4 level plotted against Yb3+ doping concentration, 
showing a prominent decrease in lifetime with increasing Yb3+ doping concentration. 
 
In summary, the NaYF4:Yb/Tm nanorods showed maximal visible fluorescence emission 
under 1.6 MeV alpha particles when the doping concentration of Tm3+ and Yb3+ ions are 
optimized to 2 mol% and 60 mol%, respectively. Though a higher Tm3+ doping 
concentration is supposed to facilitate both the cross-relaxation UC and the energy 
transfer UC, the self-quenching effect restricts any further increase of the Tm3+ 
concentration. The fluorescence emission will be also reduced by energy-back-transfer 
processes if the Yb3+ concentration is higher than 60%. 
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5.4.2 Concentration optimization for protons 
Similar procedures were used to optimize the doping concentration of Yb3+ and Tm3+ for 
2 MeV protons.  
Optimization of Tm3+ concentration 
Figure 5.15 shows the spectra of a series of NaYF4:Yb/Tm(20/x mol%) (x=0.2, 0.5, 2, 10 
and 20, respectively) nanorods taken using 2 MeV protons. The concentration of Yb3+ 
ions was kept at 20 mol%, and all spectra were normalized using the 980 nm peak. The 
spectra indicate that the optimal Tm3+ doping concentration for maximal emission output 
from Tm3+ ions (400-900 nm) is also approximately 2 mol% under the excitation by 2 
MeV protons, which highly agrees with the case of 1.6 MeV alpha particles excitation. 
 
Figure 5.15 Emission spectra of a set of NaYF4:Yb/Tm (20/x mol%) nanorods when excited by 2 MeV 
protons. Note the spectra were normalized using the 980 nm emission peak. 
  
Optimization of Yb3+ doping concentration 
We then fixed the Tm3+ doping concentration at 2 mol% and varied the proportion of 
Yb3+ ions to optimize doping concentration of Yb3+. We measured the emission spectra of 
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a series of NaYF4:Yb/Tm(x/2 mol%) (x=10, 20, 30, 40 50, 60, 70 and 98) nanorods when 
excited by 2 MeV protons, as shown in Figure 5.16. 
 
Figure 5.16 Emission spectra of a set of NaYF4:Yb/Tm (x/2 mol%) nanorods with various Yb3+ doping 
concentrations (10-98 mol%) under the excitation of 2 MeV protons. Note the spectra were normalized using 
the 980 nm emission peak. 
  
As we can see, the emission intensity from all the considered states of Tm3+ increases 
with an increase in Yb3+ doping concentration from 10 mol% to 98 mol%, in contrast to 
the case of 1.6 MeV alpha particles excitation. When excited by 1.6 MeV alpha particles, 
a threshold value of 60 mol% in Yb3+ concentration exists, which we have attributed to 
the limited energy-acceptance capability of the 3H4 state of Tm3+ and the back-energy-
transfer effect. In contrast, the results in Figure 5.16 suggest that this restriction for the 
doping concentration of Yb3+ do not exist when 2 MeV protons are used for the 
excitation.  
A possible interpretation for this effect is the difference in cross-sections for volume-
plasmon generation within the NaYF4:Yb/Tm nanorods in the cases of 1.6 MeV alpha 
particles excitation and 2 MeV protons excitation. It is known that plasmons participate 
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in the delocalization of energy away from the primary path of the charged particle [42, 
176]. Cross-sections for the generation of plasmons are approximately inversely related 
to the square of the velocity of the charged particle [177]. The square of the velocity of a 
2 MeV proton is roughly 4 times higher than that of a 1.6 MeV alpha particle. Therefore, 
the plasmon generation is more likely to happen in the case of 1.6 MeV alpha particles 
excitation. The plasmons could shield the fluorescent centers (Yb3+ and/or Tm3+) from 
accepting the energy deposition of the charged particles. As the activators, Yb3+ ions 
would be able to gain more deposited-energy from 2 MeV protons and transfer the energy 
to Tm3+ ions, compared to 1.6 MeV alpha particles. This could make the energy transfer 
processes dominate over the back-energy-transfer processes in the case of 2 MeV protons 
excitation. For verification, the lifetime of each emission state of Tm3+ should be studied 
using both protons and alpha particles. However, the ion beam lifetime measurement 
system in CIBA is still under consideration and not available at present.  
Although the result suggests that high doping concentration (98 mol%) of Yb3+ is good 
for the emission output, there is another issue in that the morphology and sizes of these 
nanorods become uncontrollable at a high doping concentration of Yb3+, as can be seen in 
Figure 5.17. From the SEM images of the NaYF4:Yb/Tm rods with different Yb3+ doping 
content, clear variations in sizes and morphology are observed when the concentration of 
Yb3+ is higher than 60 mol%. Therefore, for a size-controll consideration, Yb/Tm=60/2 




Figure 5.17 SEM images of a set of NaYF4:Yb/Tm (x/2 mol%) nano-/micro-rods with Yb3+ doping 
concentrations of (a) 30 mol%, (b) 60 mol%, (c) 70 mol%, and (d) 98 mol%. Scale bars are all 2 µm. 
  
5.5 Ionobleaching 
Ionobleaching is a measure of reduction in light emission under ion exposure, a 
phenomenon similar to photobleaching. For high-resolution PIF/AIF imaging purpose, a 
typical ion beam scan time is 30 minutes with the ion fluence of ~1013−1014 /cm2. 
Therefore, we need to ensure that ionobleaching does not pose a major obstacle during 
the long-term ion beam scanning for PIF/AIF imaging based on using the lanthanide-
doped nanocrystals. We investigate the ionobleaching of lanthanide-doped nanocrystals 
under both MeV alpha particles and protons. 
5.5.1 Ionobleaching under MeV alpha particles 
We first performed quantitive ionobleaching study of the doping-concentration-optimized 
NaYF4:Yb/Tm(60/2 mol%) nanorods using 1.6 MeV alpha particles. We accumulatively 
scanned the ion beam on the same area containing nanorods, and recorded an image 
every 11 minutes. Six AIF images of the same two nanorods were taken after receiving 
an accumulated He+ fluence of 1.46 × 1014, 2.93 × 1014, 4.39 × 1014, 5.86 × 1014, 7.32 × 
1014 and 8.79 × 1014 ions/cm2, respectively, as shown in the insert in Figure 5.18. The 
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total fluorescence counts were extracted from the two nanorods in each of the six images 
according to the strategy as follows: 
 Total fluorescence counts from each of the six images were first obtained. 
 In each image, the background counts from the substrate and detection noise 
were summed to calculate the average background counts per pixel. 
 Therefore, the total background counts in each image were estimated. 
 Finally, total fluorescence counts from the two nanorods can be calculated by 
subtracting the background counts in each image. 
The extracted fluorescence counts for two NaYF4:Yb/Tm(60/2 mol%) nanorods in each 
image were plotted against the He+ fluence, as shown in Figure 5.18. We can see that 
these nanorods can emit about 80% of their initial fluorescence emission after being 
irradiated in the ion beam half an hour and receiving an accumulated fluence of 4.5×1014 
ions/cm2. It should be pointed out that, within the first 11 minutes (1.5×1014 ions/cm2), a 
good quality image can be already achieved with less than 10% ionobleaching, indicating 
that NaYF4:Yb/Tm nanocrystals are ionobleaching-resisted, thus are very suitable for 
AIF imaging. 
 
Figure 5.18 AIF intensity profile as a function of the accumulated dosage of helium ions showing the 
considerable ionobleaching resistance of the nanorods. The inserted images, taken every 11 mins, indicate 
that the emission brightness of the nanorods remains essentially unaltered over time. Scale bars are 1 µm.  
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To compare with conventionally used fluorescent probes, we then performed the 
ionobleaching studies of the organic nanospheres (20 nm Fluo nanosphere, Thermo 
Fisher Scientific Inc), nanodiamonds (~100 nm in diameter), quantum dots (CdSe@ZnS, 
~2-5 nm in diameter) and NaYF4:Yb/Tm (60/2 mol%) nanoparticles (~95 nm in 
diameter) using 1.6 MeV alpha particles.  
The AIF spectra of these four kinds of fluorescent probes are shown in Figure 5.19. 
These spectra were taken by scanning the ion beam on clusters of those fluorescent 
probes and using 10s integration time for the spectrometer (QE65000) to measure enough 
signal. As we can see, the organic fluorescent nanospheres exhibit a broad emission band 
peaked at 550 nm. The emission band of the nanodiamonds (peak ~610 nm) is even 
broader. But the emission band of the quantum dots (peak ~600 nm) is relatively narrow 
compared to the organic nanospheres and nanodiamonds. In contrast, the lanthanide-
doped nanocrystals exhibit multi-color emissions ranged from blue to NIR with sharp 
emission peaks and even narrower emission bands. 
 
Figure 5.19 Emission spectra of (a) Fluorescent nanospheres, (b) Nanodiamonds, (c) CdSe@ZnS quantum 
dots, and (d) NaYF4:Yb/Tm(60/2%) nanocrystals under the excitation 1.6 MeV alpha particles. Images in 
each of the top right corners were taken by the camera (Nikon DS-Ri1) when scanning the beam over a big 
cluster of the nanoparticles.  
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Similarly, to quantify the ionobleaching property of these fluorescent probes, a set of 
fluorescence images (for clusters) were taken by using 1.6 MeV alpha particles and 
fluorescence counts were then extracted from the images. Taking the beam fluctuation 
into consideration, the fluorescence counts were normalized using the off-axis STIM 
counts which were simultaneously obtained by using the setup shown in Figure 4.13a 
(chapter 4). The results of their ionobleaching decay curves are shown in Figure 5.20. As 
we can see, the fluorescence emission bleaching of the organic nanospheres is the fastest. 
The nanodiamonds and quantum dots are more iono-stable than the organic nanospheres, 
but they still decay fast if the ion fluence is high. In contrast, the fluorescence emission of 
the lanthanide-doped nanoparticles decays much more slowly when further increasing the 
He+ fluence. Prospectively, these results show that the lanthanide-doped nanocrystals are 
much more iono-stable than organic nanoparticles, nanodiamonds and quantum dots 
under irradiation by MeV alpha particles. 
 
Figure 5.20 Plot of fluorescence counts against the accumulated H+ dose, showing the ionobeaching curves 
of organic fluorescent nanospheres, nanodiamonds, CdSe@ZnS quantum dots and NaYF4:Yb/Tm(60/2%) 
nanoparticles under the excitation of 1.6 MeV alpha particles. Note that the fluorescence counts were 
normalized using off-axis STIM counts. 
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5.5.2 Ionobleaching under MeV protons 
In a similar way, comparative ionobleaching studies of the four kinds of fluorescent 
probes were also carried out by using 2 MeV protons. Figure 5.21 shows the plot of 
fluorescence emissions against the accumulated proton (H+) fluence. The ionobleaching 
under 2 MeV proton irradiation has similar characteristics as was observed for 1.6 MeV 
alpha particle irradiation. Therefore, we can conclude that the lanthanide-doped 
nanocrystals are also iono-stable under 2 MeV protons, in contrast to the organic 
nanoprobes and quantum dots. In addition, the iono-stability of the nanodiamonds is 
comparable with the lanthanide-doped nanoparticles under 2 MeV protons, which is 
slightly different as was observed for 1.6 MeV alpha particles irradiation (Figure 5.20). 
 
Figure 5.21 Plot of fluorescence counts against the accumulated H+ dose, showing the ionobeaching curves 
of organic fluorescent nanospheres, nanodiamonds, CdSe@ZnS quantum dots and NaYF4:Yb/Tm(60/2%) 
nanoparticles under the excitation of 2 MeV protons. Note that the fluorescence counts were normalized 
using off-axis STIM counts. 
  
The ionobleaching comparisons of these four kinds of fluorescent probes under 
irradiation by 2 MeV protons and 1.6 MeV alpha particles are shown in Figure 5.22. 
These results generally indicate that alpha particles will bleach the fluorescence emission 
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of all the four nano-probes faster than protons. But notably, the ionobleaching rates 
between alpha particles and protons of the lanthanide-doped nanoparticles do not differ 
too much, especially for a relatively high flunece of ion irradiation, as we can see in 
Figure 5.22d.   
 
Figure 5.22 Plots of fluorescence counts against the accumulated ion dose, showing the ionobeaching 
comparisons of (a) organic fluorescent nanospheres, (b) nanodiamonds, (c) CdSe@ZnS quantum dots, and 
(d) NaYF4:Yb/Tm(60/2%) nanoparticles under 2 MeV protons and 1.6 MeV alpha particles. 
 
5.5.3 Modeling of ionobleaching 
Ionobleaching has been generally attributed to the destruction of radiative centers and the 
creation of nonradiative defects in the material [7, 178]. Particularly, in Yb/Tm co-doped 
NaYF4 crystals, radiation damage of the radiative centers of Yb/Tm will definitely result 
in emission reduction associated with 4f-4f transitions. On the other hand, the UC through 
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either cross-relaxation or energy transfer in NaYF4:Yb/Tm crystals relies closely on the 
lattice structure of the host materials (in this case NaYF4) for efficient energy migration, 
and therefore defects creation by the ions especially near the Yb/Tm ions would result in 
nonradiative recombination which reduces the UC efficiency. 
The radiation damage converts the radiative centers into nonradiative ones as [178, 179] 
 r rdN N d    (5-18) 
where Nr is the number of the radiative centers,  is the damage cross-section of the 
radiative centers, and Φ is the ion fluence. This equation will yield the following 
relationship: 
 0 exp( )r rN N     (5-19) 
where Nr0 is the initial number of the radiative centers. 
The creation of nonradiative defects may be mainly because of the ion beam heating 
which results in the creation of point defects (Frenkel defects and/or Schottky defects) 
[180-183]. The higher is the temperature, more often atoms are jumping from one 
equilibrium position to another, leaving vacancies and interstitials in a crystal. These 
point defects could be regarded as nonradiative centers. The number of the nonradiative 
centres, Nnr, increases exponentially with the absolute temperature, T, and can be 
estimated using the Boltzmann distribution as  
 exp( )Vnr s
B
EN N k T   (5-20) 
where Ns is the number of regular lattice sites, kB is the Boltzmann constant, EV is the 
energy needed to form a vacant lattice site in a perfect crystal, and  is a constant which 
transfers the number of point defects to the nonradiative items. 
In a steady-state achieved, the absolute temperature is given by 
 00
aET T     (5-21) 
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where T0 is the room temperature, E0 is the energy of an incident ion,  is the dwell time 
of the ions at a focused area of a2, and  is the sample thermal conductivity. Note that the 
relationship in Eq. (5-21) is re-derived from ref. [181]. 
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(5-22) 
To validate the model as shown in Eq. (5-22), we apply it to fit the experimental data of 
ionobleaching under 1.6 MeV alpha-particle irradiation. In order to observe the 
ionobleaching effect more clearly, we used a relatively high He+ dose of ~1015 cm-2. We 
took a set of spectra from the NaYF4:Yb/Tm (60/2 mol%) nanorods with accumulating 
the He+ dose, and then integrated from 400-1100 nm of each spectrum. The integrated 
intensity plotted against the accumulated He+ fluence is shown in Figure 5.23, where the 
curve profile was fitted by the following model using Eq. (5-22): 
 1exp( ) expI A B C  
          (5-23) 















Figure 5.23 Integrated intensity versus the accumulated He+ dosage, showing fitting of the ionobleaching 
model to the experimental data obtained using 1.6 MeV alpha particles. 
 
As we can see in Figure 5.23, the fitted cross-section of irradiation damage () to the 
radiative centers (Yb/Tm) is ~3.03×10-16 cm2, while the value of  which can be regarded 
as the creation cross-section of nonradiative defects is ~1.56×10-13 cm2. This result means 
that the creation of nonradiative defects due to ion beam heating is the dominant 
ionobleaching mechanism. The reason could be because the 4f-4f transitions of the 
radiative centers (Yb/Tm) are reasonably protected by their 5s and 5p outer shells.  
5.6 High-resolution imaging of nanorods by MeV ion beams 
High-resolution imaging of lanthanide-doped nanocrystals can be achieved by focusing 
the beam down to a spot of sub-30 nm [8, 9]. Considering that the spectral response range 
of the photodetector used falls within the visible, we have adopted Yb3+/Tm3+ (60/2 
mol%) as the optimal combination for maximal visible emission.  
We demonstrate high-resolution fluorescence imaging of nanorods by using a focused 1.6 
MeV helium ion beam. The Images of the NaYF4:Yb/Tm (60/2 mol%) nanorods were 
recorded in a 512 × 512 pixel array at a count rate of around 15000 helium ions per 
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second by detecting the alpha-particles induced fluorescence (AIF) (Figure 5.24a and b). 
To ascertain the spatial resolution of the AIF images, a representative line-scanning 
profile of an individual nanorod was collected and presented in Figure 5.24c. By fitting 
the profile using a modified Gaussian model [58], the imaging resolution of the alpha-
particles induced fluorescence technique was determined to be 28 nm laterally as defined 
by full width at half maximum (FWHM). By comparison, conventional optical 
microscopies equipped with a 980-nm diode laser showed a resolution limit of ~253 nm 
(Figure 5.24 d-f). 
 
Figure 5.24 AIF imaging of NaYF4:Yb/Tm (60/2 mol%) nanorods. (a) AIF image of the as-synthesized 
nanorods through 1.6 MeV alpha particles excitation. (b) High-magnification AIF image of a single nanorod 
as marked in a. (c) The corresponding line-scanning profile extracted from the intensity counting at the 
region marked in b along the arrow, indicating an imaging resolution of about 28 nm. (d) Photoluminescence 
image of the same sample taken by using 980-nm laser excitation. (e) High-magnification photoluminescence 
image of the same nanorod as shown in b. (f) The corresponding line-scanning profile from the image shown 
in e, showing a diffraction-limited resolution of 253 nm associated with conventional upconversion 
microscopes. 
  
As an additional case in point, we measured the gap distance between two extremely 
adjacent nanorods using both AIF and conventional microscopy (Figure 5.25). From the 
AIF image in Figure 5.25d, the gap was determined to be 92 nm, successfully breaking 
154 
 
the diffraction limit of light, while in the corresponding optical image in Figure 5.25b this 
gap is not distinguishable. 
 
Figure 5.25 (a) Upconversion photoluminescence imaging of NaYF4:Yb/Tm (60/2 mol%) nanorods when 
irradiated with a 980 nm laser. (b) An enlarged imaging area marked with a dotted square in a. The blurring 
of boundaries between the nanorods and the background is due to the optical diffraction limit, estimated to be 
300 nm in this study. (c) AIF imaging of NaYF4:Yb/Tm (60/2 mol%) nanorods under 1.6 MeV alpha 
particles irradiation. (d) An enlarged imaging area (marked with a dotted square in c shows that it is possible 
to measure a sub-100 nm gap between two adjacent nanorods using the AIF technique. 
  
5.7 Chapter summary  
In this chapter, we have demonstrated that the upconversion nanocrystals NaYF4:Yb/Tm 
can be driven by MeV ion beams through absorbing the energy deposited mainly in the 
form of secondary electrons generated by the energetic ions. We find that the mechanism 
for the fluorescence emission in the Tm-singly-doped nanocrystals is upconcersion by 
cross-relaxation, while in the Yb/Tm-co-doped nanocrystals the upconcersion is realized 
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by energy transfer from the sensitizer Yb3+ ions to the activator Tm3+ ions. Intriguingly, 
because the Tm3+ ions themselves can be also excited by the MeV ion beam, the pre-
population of the excited states of Tm3+ stemming from direct absorption can 
significantly facilitate the up-converting processes in the Yb/Tm-co-doped nanocrystals, 
making the upconversion more efficient compared with infrared pumping. Additionally, 
the MeV ion beam has the ability to image the lanthanide-doped nanorods at sub-30 nm 
spatial resolution without distinct iono-bleaching, providing a promising prospect for 














































Chapter 6 High-resolution fluorescence bioimaging with MeV ion 
beams 
Chapter 4 discussed the progress made in ion beam induced fluorescence bioimaging. 
Chapter 5 investigated the potential of lanthanide-doped nanocrystals optimized for MeV 
ion beams as fluorescent probes for bioimaging. This Chapter will therefore discuss MeV 
ion beam induced fluorescence studies in biological systems by using the new light 
collection-detection system together with the lanthanide-doped nanocrystals as bio-
probes. 
6.1 Introduction 
The MeV ion beam focusing performance achieved in the single-cell bioimaging facility 
not only allows us to succeed in high-resolution STIM imaging and elemental analysis of 
nanoparticle distribution in whole biological cells [8, 9], but also potentially allows us to 
perform high-resolution ion beam induced fluorescence imaging in a whole cell. MeV 
alpha particles are usually used for STIM imaging because of their higher stopping power 
when passing through samples than protons. Thus, STIM imaging using alpha particles 
will enhance the contrast of the image. However, MeV protons have been previously 
used for performing ion beam induced luminescence (IBIL), specifically called protons 
induced fluorescence (PIF) imaging of organic fluorophore-probed biological cells or 
tissues [44-46, 184].  This is because protons appear to induce less bleaching in 
conventional fluorophores compared with alpha particles. 
Fluorophores are sometimes used alone for staining or labeling of biological structures. 
But more generally the fluorophores are activated for efficient fluorescence emission 
only when covalently bonded to a macromolecule, which serves as a marker or reporter 
for bioactive reagents (antibodies, peptides, nucleic acids, etc). However, the covalent 
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chemical bonds in organic materials can be broken by the energetic ions with a large 
breaking cross-section [85]. Consequently, such damaged fluorophores would be 
deactivated. It also seems that this bond-breaking is positively correlated to the stopping 
power of the primary ions [185]. Therefore, the MeV alpha particles or other heavy ions 
with high stopping power are in general not considered as suitable candidates for 
fluorescence bioimaging, because those organic fluorophores can be bleached more 
easily by alpha particles. 
When performing STIM and fluorescence imaging of a fluorophore-probed single cell, in 
general two sets of experiments are required:  One for STIM imaging using alpha 
particles and another for PIF imaging using protons. However, this can be time 
consuming, and also may result in mistaken correlation of elements or cellular 
components of interest.  
In contrast, lanthanide-doped nanoparticles exhibit a crystal structure with the emission 
coming from atomic electronic transitions. Therefore, bond-breaking is not any longer a 
constraint for lanthanide-doped nanoparticles, but instead the iono-bleaching mechanism 
is mainly considered as the creation of nonradiative defects in the crystal lattice, as 
discussed in chapter 5. So when lanthanide-doped nanoparticles are employed as bio-
probes, we can perform simultaneous alpha-particle induced fluorescence (AIF) imaging 
and alpha-particles STIM imaging.  
In addition, for AIF imaging of biological cells, any cellular autofluorescence should be 
iono-bleached since most of the auto-fluorescing cellular structures are comprised of 
organic components as discussed in chapter 3. Therefore, the signal contrast of the AIF 
image of a lanthanide-doped nanoparticle-probed cell in principle should be much higher 
than that of the PIF image of an organic fluorophore-probed cell.  
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6.2 PIF studies of fluorophore-probed cells 
6.2.1 PIF imaging of HeLa mitochondria labeled by Alexa Fluor 514 
In this study, mitochondrial protein cytochrome C oxidases (CoxIV) of human cervical 
carcinoma cells (HeLa) were labeled with Alexa Fluor 514 (AF514). The AF514 is an 
organic dye typically generating green emission peaked at 542 nm [186].  The AF514 
dyes were pre-tagged to the Texas Red antibody which later on binds directly to the 
rhodamine structure of Mitotracker Red, enhancing green fluorescence emission.  
HeLa cells were dried and fixed on to 100-nm SiN windows and imaged using an optical 
microscope equipped with a fluorescence-lamp illuminator (Nikon Intensilight C-HGFI). 
Figure 6.1a shows the optical fluorescence image of a selected HeLa cell after using the 
standard Nikon filter set B-2A which has a long pass filter capable of transimitting 
emission with wavelengths beyond 515 nm. As we can see, the green emission comes 
mainly from outside the nucleus with some evidence of low levels of optical 
autofluorescence. The bright green spots are expected to contain mitochondrial proteins 
labeled by AF514. A higher magnification image of the area marked in Figure 6.1a is 
shown in Figure 6.1d. 
The cell sample was then was transferred to the vacuum chamber to carry out PIF 
imaging using a 2 MeV proton beam (~30,000 protons/s). The three extremities of the 
same cell were scanned using the proton beam for 15 mins each, followed by a scan over 
the whole cell. Each of the cell extremities showed similar fluorescent patterns. Figure 
6.1b shows the PIF image of the whole HeLa cell as in Figure 6.1a, and a higher 
magnification PIF image of the area marked in Figure 6.1b is shown in Figure 6.1e. The 
PIF images were obtained using a green (530-570 nm) band pass filter and a comparison 
between 6.1e and 6.1d clearly demonstrate that PIF can give much higher resolutions 
than optical fluorescence techniques. 
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The same proton-scanned cell was then imaged again using the optical fluorescence 
microscope, and the whole cell image is shown in Figure 6.1c. As we can see, the optical 
fluorescence image in Figure 6.1c differs from the previous optical fluorescence image in 
Figure 6.1a, but surprisingly has similarities to the PIF image in Figure 6.1b. A higher 
magnification image of the area marked in Figure 6.1c is shown in Figure 6.1f. 
 
Figure 6.1 Fluorescence imaging of mitochondrial proteins labeled by Alexa Fluor 514 in the HeLa cell. (a) 
Optical fluorescence image taken before the PIF imaging. (b) PIF image of the same cell taken using 2 MeV 
protons. (c) Optical fluorescence image taken after the PIF imaging. (d) Optical fluorescence image with a 
higher magnification corresponding to the area marked in a. (e) PIF image with a higher magnification 
corresponding to the area marked in b. (f) Optical fluorescence image with a higher magnification 
corresponding to the area marked in c. 
  
This implies that the three cell extremities which were prescanned using protons have 
suffered significant bleaching (as shown in the optical fluorescence images 6.1c. and f).  
The cell nucleus, which was scanned only once during the whole cell imaging, still shows 
higher levels of autofluoresence in the nucleus, indicating that nuclear autofluorescence 
may be more resistant to bleaching when using protons.  
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The generation of cell autofluroescence in PIF is complex, and depends on the cell types 
used and the sample preparation techniques.  
6.2.2 PIF study of Malaria-infected human red blood cell 
In this study, Malaria parasites infecting human red blood cells (RBCs) were stained for 
their DNA using Hoechst dyes [187]. Hoechst dyes are cell-permeable and can bind to 
DNA in live or fixed cells, which means that cells survive a treatment with these 
compounds. Both parasite-infected and uninfected RBCs were prepared on different SiN 
substrates and processed for PIF and STIM imaging using 2 MeV protons.  
Figure 6.2a and b show the STIM image (count rate: ~12000 protons/s) and the PIF 
image (count rate: ~28000 protons/s) of the same uninfected RBCs, respectively. Red 
represents the high density part of the RBC in the STIM image. As we can see in Figure 
6.2a, the uninfected cells exhibit an elegant biconcave disk shape with a flattened center. 
As expected, there is no evidence of any fluorescence due to the presence of parasites, 
although we can observe low levels of autofluorescence, mainly from the dense region of 
the RBCs (Figure 6.2b). 
Figure 6.2c and d show the proton-STIM and the PIF images of the same Malaria-
infected RBC, respectively. The STIM image in Figure 6.2c shows the density map of the 
RBC along with some particles in the upper part of the image, and these particles can be 
clearly correlated in the corresponding PIF image (Figure 6.2d). These are likely to be 
fluorescent particles that have crystallized from the solution in which the red blood cells 
were initially contained. Notably, a ring-like structure appears in the PIF image in Figure 




Figure 6.2 Proton (2 MeV) imaging of human red blood cells (RBCs). (a) STIM image of the uninfected 
RBCs. (b) PIF image of the same RBCs as in a. (c) STIM image of a Hoechst-stained Malaria-infected RBC. 
(d) PIF image of the same RBC as in c. 
  
6.2.3 Autofluorescence in PIF imaging 
Autofluorescence always exists in biological systems. Autofluorescence in PIF imaging 
depends on the cell types and the sample preparation, and creates an unwanted 
background signal that degrades the contrast of the PIF image. It may also be the case 
that the intrinsic autofluorescence is more resistant to ionobleaching than the fluorescent 
probes being used to target structures, as was shown in section 6.2.1. 
However, since much of the autofluorescence in cells and tissues occupies the whole 
visible spectrum [115] and the emission bands of most fluorophores also falls into the 
visible range, complete elimination of the effects of autofluorescence is not possible by 
filtering. One way of reducing the effects of autofluorescence is by using alpha particles 
to bleach the autofluorescence whilst at the same time employing fluorescent probes with 
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high resistance to alpha particle ionobleaching, such as lanthanide-doped nanocrystals. In 
addition, the considerable near infrared (NIR) emission of lanthanide-doped nanocrystals 
when using alpha particles makes them outstanding candidates for low autofluorescence 
imaging. 
The lanthanide-doped nanocrystals also have relatively high quantum yield when using 
alpha particles (Table 6-1), and this enables good quality images by enhancing contrast. 
The fluorescence quantum yields of clusters of lanthanide-doped nanocrystals, quantum 
dots and organic fluoro-nanospheres were examined using1.6 MeV alpha particles. Since 
the sizes of the nanoparticles varied from sample to sample, and the fluorescence yield is 
correlated with particle size, we used off-axis STIM to normalize fluorescence counts 
from each sample. Off-axis STIM data allows us to measure the number of the scattering 
centers to get a relative AIF quantum yield. 
Table 6-1 The relative AIF quantum yields of lanthanide-doped nanocrystals, quantum dots and organic Fluo 
nanospheres. 
Nanoparticles Relative AIF quantum yield * 
Ln-doped nanocrystals 0.673 
Quantum dots 0.277 
Organic Nanospheres 0.183 
 *Note the AIF counts from nanoparticle clusters are normalized using off-axis STIM alpha particle counts. 
6.3 Lanthanide-doped nanoparticles for PIF/AIF single-cell imaging 
6.3.1 Preparation of 100 nm lanthanide-doped nanoparticles 
In chapter 5, we described the optimization of the doping concentration of lanthanide ions 
for optimal AIF emission or PIF emission. To optimize cellular uptake, 
NaYF4:Yb/Tm(60/2 mol%) nanoparticles (NPs) with the mean diameter of about 100 nm 
were synthesized by a co-precipitation method [189]. Detailed experimental procedures 
were provided in Appendix C. 
164 
 
Figure 6.3a shows the TEM image of the as-prepared NaYF4 :Yb/Tm(60/2 mol%) NPs. 
Figure 6.3b shows the histogram for determining the size distribution of these NPs. These 
results show that the NaYF4:Yb/Tm(60/2 mol%) NPs have a mean diameter of 95 nm 
with ±12 nm variations. 
 
Figure 6.3 Size distribution of as-synthesized NaYF4:Yb/Tm (60/2 mol%) NPs. (a) Transmission electron 
microscopy image of the NPs. (b) Histogram showing the size distribution of these NPs. 
  
6.3.2 Optimization of cell preparation protocols 
Cell preparation protocols are important in order to maximize the uptake of nanoparticles 
(NPs) into the cell. A comparison between the cell preparation protocol tried initially, and 
the optimized protocol are tabulated in Table 6-2. As we can see, under the optimized 
protocol, the cellular uptake has a better performance with the fluorescence image of the 
cell having smaller NP-clusters and being relatively cleaner in the nuclear region. In 
addition, the NPs inside the cell are sufficiently dispersed using the optimized protocol. 
The final protocol for preparation HeLa cells with the uptake of 100 nm 
NaYF4:Yb/Tm(60/2 mol%) NPs is as follows: 
Human cervical carcinoma cells (HeLa) were seeded onto 100-nm-thick silicon nitride 
membranes at a density of 9000 cells/cm2 in Dulbecco’s Modified Eagle’s medium 
containing fetal bovine serum (10%), penicillin (100 units/ml) and streptomycin (100 
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g/ml). After 24 hours and a brief wash with phosphate buffered saline (PBS), the cells 
were incubated in medium containing the as-synthesized NaYF4:Yb/Tm (60/2%) NPs (10 
g/ml) for another 24 hours. Following another wash with Hepes buffered saline (HBS), 
the particle-treated cells were then transferred to a solution of 2% glutaraldehyde and 
stored overnight prior to intermediate dehydration using an increasing ethanol gradient. 
Complete dehydration was then achieved by critical point drying.  
 Table 6-2 Comparisons between different cell preparation protocols. 
Initial protocol Optimized protocol  
Seed HeLa cells on SiN chip and incubate for 24h 
Dilute autoclaved Ln-doped NPs in Hepes buffer 
(pH 7.55) 
Dilute autoclaved RE NPs in MilliQ H20  
Wash cells with phosphate buffer saline (PBS)
Incubate cells in cell culture medium containing Ln-
doped NPs (50 g/ml) for 24h 
Incubate cells in cell culture medium containing 
Ln-doped NPs (10 g/ml) for 24h 
Wash cells with PBS Wash cells with HEPES saline buffer 
Incubate cells in 2.5% glutaraldehyde in PBS Incubate cells in 2.0% glutaraldehyde in HEPES 
Wash cells with PBS Wash cells with HEPES saline buffer 
Dehydrate cells in ethanol gradient 
Critical point dry cells 
Imaging Results  




Dirty nuclear surface; 
Small amount of NPs entering the cell. 
 
Smaller clusters; 
Relative cleaner nuclear surface; 
Much more NPs entering the cell. 
 
6.3.3 Experimental setup 
The in-vacuum PMT R7400P was used for high-resolution AIF/PIF imaging because it 
has a better performance for low-level fluorescence signal detection (chapter 4). Figure 
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6.4 shows the experimental setup. The fluorescence light is collected by the custom-made 
parabolic mirror coupled with a plano-convex lens for light focusing. The collected 
fluorescence light is detected by the PMT placed at the focal point of the plano-convex 
lens, using a typical bias voltage of –800V. The output of the PMT is connected to the 
photon counting unit C9744, which contains an amplifier and discriminator to convert the 
single photoelectric pulses from the photomultiplier tube into a 5V digital signal. Finally 
the fluorescence signal is acquired by IonDAQ system counter for AIF/PIF imaging.  
At the same time, the transmitted ions that exit the parabolic mirror are detected by a 
particle detector (this can be the Hamamatsu pin diode, or the ORTEC® silicon surface 
barrier detector since it has a better energy resolution). The particle detector is placed 
behind the sample either on the beam axis for STIM imaging or off the beam axis for off-
axis STIM imaging. The output of the particle detector is pre-amplified using a close 
proximity amplifier to reduce noise pick-up, and then the pre-amplified signal is 
converted digitally by the IonDAQ ADC system for STIM imaging. 
 
Figure 6.4 Schematics showing the experimental setup for simultaneous AIF/PIF and STIM imaging of 
biological cells.  
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6.3.4 PIF imaging of HeLa cells 
The SiN windows on which the HeLa cells are attached were mounted into the vacuum 
chamber. The HeLa were prepared using 100 nm NaYF4:Yb/Tm (60/2 mol%) NPs, and 
the cell preparation protocol is the same as that described in section 6.3.2. A beam of 2 
MeV H+ 2  was focused to ~30 nm and scanned over a HeLa cell. The simultaneously-
obtained PIF and STIM images of the HeLa cell, as well as the optical fluorescence 
images of the same HeLa cell, are shown in Figure 6.5. In Figure 6.5c and f, the optical 
fluorescence images were taken by a conventional optical microscope equipped with 980-
nm diode laser. Figure 6.5 d-f are the higher magnification images corresponding to the 
images in Figure 6.5 a-c, respectively. 
 
Figure 6.5 STIM, PIF and optical fluorescence imaging of a HeLa cell probed by 100 nm NaYF4:Yb/Tm 
(60/2 mol%) NPs. (a) STIM image of the whole HeLa cell. (b) PIF image STIM image of the whole HeLa 
cell. (c) Optical fluorescence image STIM image of the whole HeLa cell. (d) STIM image with a higher 
magnification corresponding to the area marked in a. (e) PIF image with a higher magnification 
corresponding to the area marked in b. (f) Optical fluorescence image with a higher magnification 
corresponding to the area marked in c. The STIM and AIF images were taken by 2 MeV protons. The optical 
fluorescence images were taken by an optical microscope equipped with a 980 nm diode laser.  
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The high-resolution proton STIM images (Figure 6.5a and d) allow us to identify some 
cellular structures, e.g. the nucleolus, easily in the whole HeLa cell. However, because 
the stopping power of H+ 2  is relatively low, the contrast of the STIM image is relative 
poor. The PIF images (Figure 6.5b and e) exhibit better contrast and by using the 
fluorescence emission from NPs, the distribution of NPs within the whole HeLa cell can 
be clearly observed. As we can see, single NPs as well as the structure of NP clusters are 
distinguished, in stark contrast with the poor resolution of the optical fluorescence images 
(Figure 6.5c and f). Since the PIF image and the STIM image were obtained 
simultaneously using a fluence of ~15000 ions/s, the resolution of the PIF image is the 
same as the STIM image, whose resolution is similar to the beam spot size. 
The optical fluorescence images (Figure 6.5c and f) appear free of cell autofluorescence, 
which is reasonable because the 980-nm laser is not able to excite the cellular 
components that give the autofluorescence. However, it is interesting that the PIF induced 
autofluorescence is also at relatively low levels in the PIF images (Figure 6.5b and e), 
especially in the nuclear region (compare this with the strong autofluorescence emission 
from the nucleus of the same type of cells in the PIF image in Figure 6.1). The HeLa cell 
in Figure 6.1 contains organic fluorophores, while the one in Figure 6.5 contains 
lanthanide-doped NPs. Perhaps this could be explained by assuming that the AF514 dye 
has permeated into the nucleus of the HeLa cell in Figure 6.1, while the lanthanide-doped 
NPs (~100 nm) are too large for them to pass through the nuclear membrane. A second 
explanation is that the lanthanide-doped NPs have a much greater fluorescence emission 
than AF514 dye, and this increased yield masks the autofluorescence signal. The origin 




6.3.5 AIF imaging of HeLa cells 
6.3.5.1 High-resolution correlative AIF and STIM imaging  
The same set of lanthanide-doped NP-HeLa cells were also used for AIF imaging. A 
beam of 1.6 MeV alpha particles were focused to sub-30 nm and scanned over a typical 
representative HeLa cell. The simultaneously-obtained AIF and STIM images of the 
HeLa cell, as well as the optical images of the same HeLa cell, are shown in Figure 6.6. 
Figure 6.6a is the STIM image of the whole HeLa cell, one area of which (as depicted by 
the red box) was selected for AIF imaging, and the corresponding AIF image is shown in 
Figure 6.5b. The image in Figure 6.6d was taken by a conventional optical microscope 
equipped with a 100× objective lens. The area depicted by the red box in Figure 6.6d was 
selected for optical fluorescence imaging, and the image shown in Figure 6.6e is the 
result of using a 980 nm diode laser as the excitation source.  
The STIM image emphasizes the structural information inside the Hela cell by depicting 
the energy loss of the 1.6 MeV alpha particles as they pass through the cell (Figure 6.6a). 
Compared to the STIM image taken by 2 MeV protons (Figure 6.5), the STIM image 
taken by MeV alpha particles has a much better contrast which clearly reveals the cellular 
features. As explained previously, this is due to the relatively larger stopping power of 
alpha particles. The AIF image depicts the NPs within the cell by capturing the 
fluorescent photons emitted as the beam is rastered over the cell (Figure 6.6b). The AIF 
image is depicted in false color, with blue representing the lowest levels of fluorescence 
and white the highest. Compared to the PIF image in Figure 6.5, the AIF image has a 
relatively cleaner background. Both the STIM image and the AIF image were 




Figure 6.6 STIM, AIF and optical imaging of a HeLa cell probed by 100 nm NaYF4:Yb/Tm (60/2 mol%) 
NPs. (a) STIM image showing structures inside the cell. (b) AIF image of a part selected from the red box in 
a. (c) AIF image with higher magnification extracting from the area marked in b. (d) Optical image taken 
using a 100× objective lens. (e) Optical fluorescence image excited by 980 nm diode laser, selected from the 
red box in d. (f) Optical fluorescence image with higher magnification extracting from the area marked in e. 
Scale bars in images a, b, d and e are all 10 µm. 
  
To shed light on the high-resolution capability of the AIF technique, we compare the AIF 
image with conventional optical fluorescence image of the same cellular area (Figure 
6.6e). As observed, both individual NPs and clusters are resolved in the AIF image, 
whereas in the optical fluorescence image the resolution is much worse. If we magnify 
the same small area of both the AIF and optical fluorescence image as marked in Figure 
6.6b and e, we can see a pronounced difference in images shown in Figure 6.6c and f. 
There is good correlation between the AIF and the optical fluorescence images. 
Moreover, the separations of single NPs and the gap between the two bright clusters 
marked with arrows are clearly differentiated in the AIF image shown in Figure 6.6c, in 
stark contrast with the optical fluorescence image shown in Figure 6.6f. These results 
demonstrate that that the optimized lanthanide-doped NPs NaYF4:Yb/Tm are bright 
171 
 
enough to be singly resolved when imaged inside a whole cell using AIF operating at ~40 
nm resolution. 
The correlative STIM and AIF imaging of the same HeLa cell is shown in Figure 6.7, and 
represents the first ever combined image of this type. The upper panel image in Figure 
6.7 is the AIF image, and the bottom panel shows a 3D presentation of the cellular 
structure with the height representing the cell density. Figure 6.7b shows an overlap of 
the AIF image and the STIM image. The coupling of AIF imaging with simultaneous 
STIM imaging allowed us to precisely locate the NPs within the whole cell. 
 
Figure 6.7 (a) Simultaneous AIF and STIM imaging with a HeLa cell. Upper panel: AIF image of a part of 
the cell. Bottom panel: STIM image showing a 3D presentation of cellular structures. (b) A merged STIM 
and AIF image showing the localization of NPs within the cell. 
  
6.3.5.2 Comparison between AIF and off-axis alpha STIM imaging  
The off-axis alpha STIM image of the HeLa cell was also obtained simultaneously with 
the AIF image, as shown in Figure 6.8d. The images in Figure 6.8 a-c are the optical 
fluorescence image, the on-axis STIM image and the AIF image, respectively. All these 




Figure 6.8 Comparison of AIF and off-axis STIM imaging for resolving the NaYF4:Yb/Tm NPs in the HeLa 
cell. (a) Optical fluorescence image excited by the 980-nm diode laser. (b) STIM image showing cellular 
structures. (c) AIF image showing the enhancement from the fluorescence emission of NPs. (d) Off-axis 
STIM image showing the enhancement of heavy elements. 
  
Compared to the on-axis STIM image (Figure 6.8b), both the AIF image (Figure 6.8c) 
and the off-axis STIM image (Figure 6.8d) have an enhanced contrast of the NPs. 
However, three aspects of the AIF image are obviously superior to the corresponding off-
axis STIM image in this case as follows: 
First, a better contrast of the AIF image compared with the off-axis STIM image is 
observed. As we can see, in the off-axis STIM image, significant off-axis counts from the 
cellular components, especially from the dense nucleus region, increases background and 
therefore reduces contrast. However, in the AIF image a better contrast is observed. In 
this case the background autofluorescence is outweighed by the bright emission of the 
NPs.  
Secondly, dense cellular components such as the structure marked by the arrow in the 
STIM image (Figure 6.8b) are also enhanced in the off-axis STIM image (Figure 6.8d). 
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This structure could be misclassified as a real NP. However, the structure marked with 
the arrow in the off-axis STIM image is actually not observed in the AIF image (Figure 
6.8c). The optical fluorescence image in Figure 6.8a verifies that this marked feature is 
indeed not a NP.  
Thirdly, the proportion of heavy elements (Yb/Tm) ions is small in a NaYF4:Yb/Tm NP, 
and these Yb/Tm ions are not closely bonded with each other unlike the case of gold NPs 
[9]. In the off-axis STIM image therefore, the nuclear scattering caused by the single NPs 
and NP clusters is reduced because the heavy element content is small.. The fluorescence 
emission however is the property of the whole lattice (by energy transfer and migration) 
and not just caused by single Yb/Tm ions. Therefore, the single NPs and clusters in the 
AIF image exhibit much higher contrast. 
However, although the off-axis STIM imaging in this case is not as good as the AIF 
imaging, it is still a powerful technique for resolving heavy particles in cells, for example 
the increased contrast exhibited in imaging gold NPs in a whole cell [9]. 
6.4 Statistical counting of NPs within a HeLa cell 
It is of significant importance, but difficult to accurately count, the number of NPs within 
a cell. The method we have previously used for counting the number of 100 nm gold NPs 
in a whole HeLa cell relied on imaging using  off-axis STIM, and manually counting the 
particles [9]. Although the manual counting  method is applicable for estimating small 
numbers of NaYF4:Yb/Tm NPs in a HeLa cell using either  AIF or off-axis STIM 
imaging, there exists two main problems that could affect the counting accuracy when NP 
numbers are large and there is excessive clustering of the NPs. First, one method for 
counting large number numbers of gold NPs is by determining the average number of off-
axis STIM counts from a single gold NP by averaging the summed off-axis STIM counts 
from several singly resolved NPs. The total number of NPs can then be obtained by 
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measuring the total number of off-axis STIM counts from regions containing both single 
NPs and NP clusters within the cell, and dividing by the average count from a single NP. 
However, the statistical accuracy can be compromised if there are only a few single NPs 
for determining the average counts from a single NP. Secondly, the off-axis STIM counts 
do not necessarily originate from the NPs, and it has been shown that background counts 
near the nucleus tend to be higher than the outer regions of the cell. Further, in many 
cases, the off-axis STIM background counts can vary substantially even in the same 
localized region of the cytoplasm.  
We therefore propose a semiautomatic method for NP counting based on using the 
programming technique of image segmentation and Poisson statistics. It involves 
minimum assumptions or prior knowledge of the NPs, and should prove more accurate. It 
also eliminates the relatively tedious method of manual counting for large NP numbers. 
6.4.1 Image segmentation 
The first step of image segmentation aims to identify NPs and their clusters in the AIF 
image and distinguish them from the background. The chain of image segmentation is 
shown in Figure 6.9.  
 
Figure 6.9 The algorithm chain of AIF image segmentation.  
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First, in the case where the AIF image has low counting statistics,  random Poisson noise 
will contaminate the image and NP clusters may appear to be discontinuous (there can be 
zero-value pixels existing inside the clusters). The step to overcome this is to use a low 
pass filter. The filter size should be chosen appropriately enough such that it just achieves 
the goal of reducing the noise and making NP clusters appear more uniform. The second 
step is to convert the AIF image to a binary image so as to distinguish the higher intensity 
pixels from the black background. A local thresholding algorithm is used to accomplish 
this. The efficiency of this algorithm depends on the input parameters of the threshold 
value and the filter size. Lastly, because the thresholding step will not only identify the 
NP clusters, it will identify the random noise as well. The method to solve this is to 
identify all the connected white regions in the binary image, and calculate the area 
(number of pixels). Since the noise is random in nature, it is rare for the noise to form a 
large connected area of white pixels. Thus, by imposing a threshold area such that all 
connected areas below this threshold are rejected, we will be able to obtain a binary 
image containing only the NP clusters, which is the result we desired.  
 
Figure 6.10 Semiautomatic identification of individual NPs and NP clusters in the AIF image of the HeLa 
cell. (a) The original AIF image. (b) The same AIF image after image segmentation. The red dots represent 
the single NPs and NP clusters identified. 
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The original AIF image of the HeLa cell (in grey color scale) and the processed AIF 
image with individual NPs and NP clusters indentified are shown in Figure 6.10a and b, 
respectively. 
6.4.2 NP counting method 
Poisson statistics 
For each pixel of the image, let the AIF counts registered by the PMT detector be denoted 
by N and the number of NPs at that particular pixel be denoted by Np. Assuming first of 
all, the photon counts registered at each pixel follows the Poisson distribution, thus the 
probability mass function (pmf) for the counts registered at the detector is given by 
  (6-1)   
where λ is the average number of photon counts emitted per NP, thus λNp is the mean 
number of photon counts contributed by the corresponding pixel. 
On the other hand, since the counts registered (N) is dependent on the number of NPs 
present in the corresponding pixel (Np), a pmf for the number of NPs is needed to fully 
capture the statistical property of the counts detected. In our method, the Poisson 
distribution is also assumed for the pmf of the number of NPs. The combined joint pmf 
for N and Np is given by a double Poisson model as follows: 
 











    (6-2) 
where β is the average number of NPs per pixel.  
It can be checked that Eq. (6-2) is a proper pmf such that it obeys the normalization 
condition: 
   (6-3) 
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However, in the experiment, the photon counts are the only variables that are actually 
observed. Thus the pmf for N is given by 
  (6-4) 
Hence, Eq. (6-4) describes the statistics of the counts registered by the detector.  
Since λ gives the average number of photons emitted per NP and β gives the average 
number of NPs in each pixel that were recognized as part of a NPs cluster (segmentation 
process from previous section), then λβ will be equal to the average number of photons 
detected per pixel in those NP clusters. If we have the total number of photon counts, C, 
from all the pixels that are supposed to contain the NPs, then C/λβ will be equal to the 
number of pixels containing NPs. Lastly, if each NP occupies A pixels (A depends on the 
size of the NP and the scan area), then C/(Aλβ) is equal to the total number of NPs 
present in the AIF image.  
Local noise deduction 
We have assumed all the photon counts that are registered by the PMT detector come 
solely from the NPs. This is hardly true because cell autofluorescence and low levels of 
fluorescence from the SiN substrate always contribute to the photon counts detected. In 
addition, the detection noise from the PMT could also contribute to the final counts. The 
autofluorescence, substrate fluorescence and the detection noise together are regarded as 
the noise.  
To obtain the true AIF counts from the NPs, the noise counts must first be estimated and 
subtracted from the raw data measured at each pixel. This is done via local noise 
estimation algorithms: For each cluster or single NP identified in Figure 6.10b, a small 
region which contains no NPs is also identified, and an average counts per pixel of that 
   
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region is thereby obtained. This is then regarded as the estimated local noise counts in 
each pixel in that region.  
6.4.3 NP counting procedure and results 
The procedure for NP counting can now be discussed as follows: 
(1) Image segmentation to identify individual NPs and/or NP clusters in the AIF 
image. 
(2) Carry out a local noise estimation algorithm to estimate the noise per pixel for 
each of the single NPs and NP clusters identified above. The subtraction of this 
noise value from the raw pixel counts at each NP or NP cluster will give the net 
AIF counts from the NPs.  
(3) The pmf of all the pixel counts identified to be the single NPs and NP clusters are 
plotted and assuming a double Poisson model. A maximum likelihood fit can be 
used to determine the parameters λ and β.  
(4) With the total net AIF count C and NP area A determined, the total number of 
NPs can be determined by C/(Aλβ). 
The double Poisson pmf of the net counts of the AIF image (the same one as in Figure 
6.10) are shown in Figure 6.11. The blue color bar chart is the experimental pmf of the 
net AIF counts, which are discrete values. Those non-integral values of the counts are due 
to the subtraction of average noise pixel-counts. The red curve is the pmf of the double 
Poisson distribution fitting with β = 96 and λ = 0.013. The total net counts for the AIF 
image in Figure 6.10b is summed to be 10704. Since the original AIF image was 
recorded in a 1024×1024 pixels array with a scan area of 25×25 µm2 and the mean 
diameter of the NaYF4:Yb/Tm NPs is 95 nm, the pixels occupied by one NP is given by 
A = [95 nm/(25 µm/1024)]2 ≈ 15. Thus, the total number of NaYF4:Yb/Tm NPs are given 




Figure 6.11 The experimental and fitted double pmf to determine the parameters of β and λ. The blue bar 
chart is the experimental data, and the red curve is a double Poisson distribution fitting using Eq. (6-4). 
  
It should be pointed out that this method is also applicable for counting NPs in an off-axis 
image. Following the same procedure, the NaYF4:Yb/Tm NPs in the off-axis STIM 
image in Figure 6.8d was also counted. The value of β is 12 and the value of λ is 0.932 in 
this case. The total number of off-axis STIM counts is given by 106543, thus the total 
number of NPs is given by 106543/(15 × 12 × 0.932) = 635.  
The relative error of counting the total number of NPs using the AIF image and the 
corresponding off-axis STIM image is estimated at ~10%. The error is expected to arise 
from counting using the off-axis STIM image, because the poor contrast of the off-axis 
STIM image (Figure 6.8d) makes it difficult to identify those single NPs and NP clusters 
accurately. Dense cellular structures may sometimes be mistaken as NPs. Therefore, the 
statistical NP counting method is considered more applicable to the AIF imaging in this 
case. 
To validate the NP counting method used here, we also counted the number of gold NPs 
in the off-axis STIM image in ref. [9]. The number of gold NPs counted manually in ref. 
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[9] was estimated at 1341, and the number counted using our semiautomatic approach is 
1113. These two values agree with each other if considering the counting errors. 
6.5 Future aspects 
We have been able to precisely locate the lanthanide-doped NPs in a whole HeLa cell and 
count the total number of NPs within the cell, utilizing the high-resolution imaging 
capability of the AIF technique. To promote our study in investigating biological and 
biomedical research problems, the lanthanide-doped NPs could be functionalized to 
target or label cellular or subcellular components [138-140, 145]. The general strategy for 
the functionalization is to coat bifunctional polymeric molecules through ligand exchange 
prior to chemical attachment of biomolecules [69]. After surface functionalization, 
specific antibodies or other biomolecules can be covalently linked to the lanthanide-
doped NPs to form the antibody-NP conjugates.  
Surface functionalization and biomolecular modification of the lanthanide-doped NPs 
will enable important biomedical applications at the subcellular level, for example, the 
quantitative measurement of intracellular bio-distribution of drugs delivered by 
lanthanide-doped NPs [113, 190]. Figure 6.12 depicts representative strategies for 
cellular delivery of drug molecules currently being investigated by researchers [113, 
190]. Our future attention will include the field of quantitative drug delivery by surface-
modified lanthanide-doped NPs.  By using simultaneous high-resolution AIF and STIM 
imaging technique, we should be able to precisely locate the drugs and even quantify the 
dosage of drug molecules delivered into a single cell if we have prior knowledge of the 




Figure 6.12 Schematic showing surface functionalization and anti-tumor drug doxorubicin (DOX) bonding 
of the lanthanide doped NPs, as well as the possible drug loading pathway by receptor-mediated endocytosis 
of the targeted drug-NPs. Reproduced from ref. [113]. 
  
6.6 Chapter summary 
This chapter discusses ion beam induced fluorescence imaging of biological cells probed 
by either organic fluorophores or lanthanide-doped NaYF4:Yb/Tm NPs. PIF imaging has 
a good performance when NaYF4:Yb/Tm NPs are used as bio-labels. On the one hand, 
NaYF4:Yb/Tm NPs show higher brightness and ionobleaching resistance compared to 
those organic fluorophores when exposed to MeV protons. On the other hand, PIF 
imaging of fluorophore-probed cells will usually produce a lot autofluorescence, resulting 
in a poor contrast of the PIF image. Although PIF is good for imaging lanthanide-doped 
NPs-probed cells, when simultaneous fluorescence and structural imaging of a cell is 
required, MeV alpha particles are superior to MeV protons in their capability of 
performing STIM imaging with higher contrast using MeV alpha particles. Also, AIF 
image has a relatively cleaner background compared to a PIF image of the same cell type. 
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In addition, correlative AIF imaging and STIM imaging allow us to precisely locate the 
NaYF4:Yb/Tm NPs in a whole Hela cell operating with a spatial resolution of ~40 nm. 
Compared to the off-axis STIM imaging using alpha particles, AIF imaging is more 
powerful in enhancing those NaYF4:Yb/Tm NPs within a cell. A NP counting method 
base on image segmentation and Poisson statistics is also introduced for counting the 























Chapter 7 Conclusion and future work 
This chapter gives a final summary of the development and biological applications of 
high-resolution ion beam induced fluorescence microscopy using MeV protons and 
helium ions. In this thesis, the primary aim of sub-100 nm biological imaging using the 
ion beam induced fluorescence technique has been successfully achieved. The main work 
involved in developing the high-resolution ion beam induced fluorescence imaging 
technique for biological applications is comprised of the following three distinct aspects: 
1. Development of an efficient light collection and detection system optimized for 
ion beam induced fluorescence microscopy. 
2. Exploration of lanthanide-doped nanocrystals as bio-probes optimized for MeV 
ion beams. 
3. Optimization of the sample (biological cells) preparation protocol. 
A new custom-made parabolic-mirror light collection and detection system has been 
successfully constructed and incorporated into the CIBA single-cell imaging beam line. 
The design, installation and test of the new mirror system are discussed in detail in 
chapter 4. The performance of the new mirror system is summarized as follows: 
 An improvement of the collection efficiency of ~2.3 times higher than the old 
collection system has been achieved. 
 The field of views (FOVs) of the mirror in the plane perpendicular to the beam 
axis is 90 µm and 110 µm respectively, satisfying the requirement for a scan size 
of ~ 60 × 60 µm2 typically used for a whole cell imaging.  
 The depth of focus (DOF) along the beam axis is ~ 80 µm. 
 An average reflectance of 95% in the wavelength range from visible to infrared 
was achieved by applying a protective silver coating of the mirror surface. 
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 The new mirror system allows simultaneous ion beam induced fluorescence 
imaging and STIM imaging to be carried out. 
In chapter 5, we have demonstrated that fluorescence from upconversion nanocrystals 
NaYF4:Yb/Tm can be induced by MeV ion beams through absorbing the energy 
deposited mainly in the form of secondary electrons induced by the energetic ions. For 
the purpose of obtaining the maximum emission output, these nanocrystals have been 
optimized in the doping concentration of lanthanide ions for MeV ion beams. The main 
findings include the following: 
 Fluorescence emission mechanisms: in the Tm-singly-doped nanocrystals the 
upconversion is achieved by cross-relaxation between adjacent Tm3+ ions, while 
in the Yb/Tm-co-doped nanocrystals the upconversion is realized by energy 
transfer from the sensitizer Yb3+ ions to the activator Tm3+ ions.  
 In Tm-singly-doped nanocrystals, the upconversion processes promote blue 
emission, which is good for detection by PMT R7400P. In Yb/Tm-co-doped 
nanocrystals, the upconversion processes facilitate both blue emission and NIR 
emission, with the former detectable by the PMT and the latter detectable by an 
APD. 
 The doping concentration of Yb3+ and Tm3+ has been optimized at 2 mol% and 
60 mol% respectively for both 1.6 MeV alpha particles and 2 MeV protons. 
 The MeV ion beam has the ability to image lanthanide-doped nanorods at sub-30 
nm spatial resolution without significant ionobleaching: For example, the 
emission from the lanthanide-doped nanorods remains at about 80% of the 
original fluorescence emission after receiving an accumulated helium ion (1.6 
MeV) dose of 4.5×1014 ions/cm2. This dose is within a typical image 
accumulation time of ~30 mins. 
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 Studies into the mechanisms of ionobleaching shows that the decay in 
fluorescence emission of the lanthanide-doped nanocrystals is mainly due by the 
creation of nonradiative defects caused by ion beam impact.  
The new parabolic-mirror light collection system, when used with the optimized 
lanthanide-doped NPs as fluorescent probes, allows us to perform high-resolution ion 
beam induced fluorescence imaging in biological systems, and this has been 
demonstrated in chapter 6. The concluding remarks for high-resolution fluorescence 
bioimaging using MeV ion beams are summarized as follows: 
 Proton Induced Fluorescence (PIF) imaging of conventional fluorophore-probed 
cells can suffer from high levels of autofluorescence which in extreme cases 
tends to mask the fluorescence from the probe. This can result, in poor contrast in 
the PIF image. Due to autofluorescence, it is important therefore that cell 
preparation protocols are optimized for minimizing autofluorescence and also for 
maximizing the uptake of NaYF4:Yb/Tm NPs.  
 Although PIF is good for imaging lanthanide-doped NPs-probed cells, when 
simultaneous fluorescence and structural imaging of a cell is required, MeV 
alpha particles can be superior to MeV protons because of their capability of 
performing STIM imaging with higher contrast. Also, AIF image has a relatively 
cleaner background compared to a PIF image of the same cell type, due to faster 
bleaching of autofluorescence.  
 Correlative AIF imaging and STIM imaging allow us to precisely locate the 
NaYF4:Yb/Tm NPs in a whole Hela cell operating at a spatial resolution of ~40 
nm.  
 Compared to the off-axis STIM imaging using alpha particles, AIF imaging is 
more powerful in enhancing the NaYF4:Yb/Tm NPs within a cell.  
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 A NP-counting method based on image segmentation and Poisson statistics is 
introduced for counting the NaYF4:Yb/Tm NPs in the AIF image.  
Overall, the development of high-resolution ion beam induced fluorescence microscopy 
is a powerful addition to the group of diffraction-unlimited fluorescence microscopy 
techniques in biological applications. Ion beam induced fluorescence using MeV ions is 
capable of imaging relatively thick (up to several microns) biological specimens at high 
resolutions, and requires no complex sectioning or freezing. Coupled with the use of 
STIM, ion beam induced fluorescence microscopy offers us the ability to perform 
simultaneous fluorescence and structural imaging at single whole cell level, allowing 
correlatively locating of NPs with high precision. I do believe that high-resolution ion 
beam induced fluorescence imaging will in the future contribute significantly in the 
investigation of a wide range of scientific problems in biological and biomedical systems.  
Considering that research in this area is still in its infancy in terms of development, the 
following aspects are suggested as development areas for future research: 
1. Detection of the induced fluorescent photons outside the confines of the vacuum 
chamber. This would enable feasible monochromatic imaging and spectral 
analysis, and add to the potential of the iono-fluorescence technique.  
2. Confocal PIF/AIF and 3D STIM. This would offer us the ability of 3D 
fluorescence and structural imaging, respectively. Confocal PIF/AIF may be 
achievable by re-designing a mirror collector with an ultra sharp depth of focus. 
3D STIM imaging is also possible by employing a rotary motor driven stage, so 
that we can tilt the sample and collect image projections from various angles.  
3. Construction of a fluorescence life time measurement system. To address this, a 
high-speed beam blanking and photon detection system needs to be developed. 
This would also add to the scientific potential of the iono-fluorescence technique. 
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4. Surface functionalization and biomolecular modification of the lanthanide-doped 
NPs. This will enable the targeting of biomolecules into the cell, for example for 
targeted drug delivery. 
5. Nanodiamonds as alternative fluorescent probes for PIF/AIF imaging. It was 
found that the iono-stability of nanodiamonds is comparable with lanthanide-
doped NPs under both protons and alpha particles (chapter 5).  Nanodiamonds as 
fluorescent probes may prove more efficient since these NPs are more easily 
covalently linked with biomolecules. 
The widespread applications of ion beam induced fluorescence imaging using MeV 
protons and helium ions requires further work, and its commercialization may take a 
substantial amount of time. I hope however that the work described in this thesis will 
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Appendix A. Proof of parabola as the mirror-surface 
Consider a curved mirror surface that is constructed as shown in Appendix Figure A.1. In 
the x–y plane, the y axis is the symmetry-axis of the two-dimensional curve y(x). The 
three-dimensional curved mirror surface is then obtained by rotating the curve about the 
y-axis. Due to the symmetry of the three-dimensional surface, it is sufficient to examine 
the light rays propagating in the x–y plane. 
 
Appendix Figure A.1 Graphical representation of a general curve that reflects the light 
rays from its focal point to on-axis parallel rays. 
Consider that two light rays emitted from the focal point F(0, f ) of the curve strike the 
mirror surface. The first ray heads down the y axis, strikes the mirror at O and then is 
reflected back up the y axis. The second ray is first entering the mirror with an angle of 
incidence θ with respect to the normal to the curve y(x) at the point P(x, y). It then 
propagates in a direction parallel to the y axis. According to the law of reflection, the 
angle of reflection is equal to the angle of incidence, θ. In such geometry, the angle OFP 
is equal to 2θ. And the focal length f can be written as 
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  (A-1) 
The slope coefficient at the point P is 
  (A-2) 
Thus, f can be expressed as 
  (A-3) 
Taking the derivative of both sides of Eq. (A-3) and setting df/dx = 0, we can derive 
  (A-4) 
The most general solution to this differential equation is given by 
  (A-5) 
where A and B are arbitrary constants. 
Eq. (A-5) is a typical equation for the parabola. Thus, the parabola is the unique curve 
such that all emitted light rays are transferred to parallel rays along the axis of the 
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Appendix C. Preparation of NaYF4:Yb/Tm nanocrystals 
Materials 
Yttrium(III) nitrate (99.9%), ytterbium(III) nitrate (99.9%), thulium(III) nitrate (99.9%), 
erbium(III) nitrate (99.9%), yttrium(III) acetate hydrate (99.9%), ytterbium(III) acetate 
hydrate (99.9%), thulium acetate hydrate (99.9%), sodium hydroxide (NaOH, >98%), 
ammonium fluoride (NH4F, >98%), oleic acid (90%) were all purchased from Sigma-
Aldrich and used as received.  
Synthesis of NaYF4:Yb/Tm nanorods 
The NaYF4 nanorods (~ 2 m in length) were synthesized by a hydrothermal reaction　 1. 
In a typical experiment, NaOH (0.3 g; 7.5 mmol) was first dissolved in 1.5 mL of DI 
water, followed by addition of 5 mL of oleic acid and 5 mL of ethanol while stirring. 
Thereafter, an aqueous solution of NH4F (2 M; 1 mL) was added to yield a turbid 
mixture. Subsequently, an aqueous solution (2 mL) containing Y(NO3)3 (0.352 mmol), 
Yb(NO3)3 (0.04 mmol) and Tm(NO3)3 (0.008 mmol) was  added into the mixture and kept 
stirring for 20 min.  The resulting mixture was then transferred to a 20-mL Teflon-lined 
autoclave and heated at 220 oC for 12 h. After cooling down to room temperature, the 
reaction product was isolated by centrifugation and washed with ethanol.  A series of 
NaYF4 nanorods with varied Yb3+ doping concentrations (10-98 mol%) were synthesized 
following a similar procedure as above, except for the molar amounts of loaded 
lanthanide ions.  
Synthesis of NaYF4:Yb/Tm (60/2 mol%) nanoparticles 
The NaYF4 nanoparticles (~ 95 nm in diameter) were synthesized by a co-precipitation 
method2. In a typical experiment, 3 mL of oleic acid and 7 mL of ODE were mixed with 
an aqueous solution (2 mL) of YCl3 (0.152 mmol),YbCl3 (0.24 mmol), and TmCl3 (0.008 
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mmol) in a 50 mL round-bottom flask under vigorous stirring. The resulting mixture was 
then heated at 150 oC for 1 h to yield a transparent solution of lanthanide-oleate complex. 
After cooling down to room temperature, the mixture was added into a methanol solution 
(6 mL) containing NH4F (1.6 mmol) and NaOH (1 mmol), followed by the removal of 
methanol at 100 oC under stirring. The resultant mixture was then heated to 300 oC and 
kept for 2 h under a nitrogen atmosphere. The nanoparticles were precipitated by addition 
of ethanol and collected by centrifugation.  
Preparation of ligand-free NaYF4:Yb/Tm nanocrystals 
The ligand-free nanocrystals were prepared through an acid-washing procedure3. 
Typically, 10 mg as-prepared NaYF4:Yb/Tm nanocrystals were dispersed in a mixture 
containing 1 mL ethanol and 1 mL aqueous solution of HCl (2 M). The dispersion was 
ultrasonicated for 15 min to thoroughly remove those hydrophobic oleic acid molecules 
tethered on the surface of nanocrystals. The ligand-free nanocrystals were washed with 
ethanol, collected by centrifugation, and re-dispersed in water. For single nanorod 
imaging purpose, the aqueous dispersion of NaYF4:Yb/Tm nanorods was diluted 1000 
times. One drop of the diluted dispersion was gently cast on the surface of a Si3N4 




Appendix D. Absorption cross-section of Yb3+ 
Given a series of NaY0.98-xTm0.02YbxF4 nanocrystals with fixed Tm3+ concentration and 
variable Yb3+ concentration, we make three assumptions in order to simplify the 
calculation for the absorption cross-section of those ejected δ-rays by Yb3+:  
(1) Considering only the ionization while neglecting the other energy deposition 
processes;  
(2) Neglecting the absorption of Tm3+ ions while assuming only Yb3+ ions have the 
absorption since Tm3+ concentration is low;  
(3) Eliminating the effect of phonon (heat) production during the absorption processes. 
Let  denote the average absorption cross-section of Yb3+ and t the thickness of the 
nanocrystal along the beam propagation path. Then the absorption probability of Yb3+ 
ions from the ionized electrons (probably by absorption of the energy released after 
electron-hole recombination) with energy  is expressed as et N  , where eN  is the 












      (D-1) 
where  is the total single differential cross-section (SDCS) for the emission of a 
secondary electron with energy between  and  +d in the crystal, which can be 
calculated using Eq. (5-5); m is the maximum energy of the δ-rays;is a small energy 
interval chosen for the numerical calculation; eN

is the number density of δ-rays.   
The effective number of electrons contributed by Na+, Y3+, Tm3+, Yb3+, and F- is 9, 26, 
34, 33 and 9 respectively, considering the fact that binding energy of an atomic electron 
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to be ionized cannot exceed the energy of an incident helium ion (1.6 MeV) [191]. Thus, 
the number density of ionized electrons can be derived as follows: 
 [9 26 (0.98 ) 34 0.02 33 9 4]
(71.2 7 )
eN x x N
x N
         
    (D-2) 
where N is the number density of NaY0.98-xTm0.02YbxF4 crystals with a mass density of 




  (D-3) 
 193.5 84M x   (D-4) 
Equation for total absorption energy can be written as 
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where0 is the minimum energy absorbable by Yb3+ ions, i.e. the energy difference 
between 2F5/2 and 2F7/2 levels of Yb3+.   
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