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Abstract
We consider second order uniformly elliptic operators of divergence form in Rd+1 whose coefficients
are independent of one variable. For such a class of operators we establish a factorization into
a product of first order operators related with Poisson operators and Dirichlet-Neumann maps.
Consequently, we obtain a solution formula for the inhomogeneous elliptic boundary value problem
in the half space, which is useful to show the existence of solutions in a wider class of inhomogeneous
data. We also establish L2 solvability of boundary value problems for a new class of the elliptic
operators.
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1 Introduction
We consider the second order elliptic operator of divergence form in Rd+1 = {(x, t) ∈ Rd × R},
A = −∇ · A∇, A = A(x) = (ai,j(x))1≤i,j≤d+1 . (1.1)
Here d ∈ N, ∇ = (∇x, ∂t)⊤ with ∇x = (∂1, · · · , ∂d)⊤, and each ai,j is always assumed to be t-
independent in this paper. The differential operator with t-independent coefficients like (1.1) has
been studied for a long time. One of the typical assumptions of A is that ai,j are complex-valued
measurable functions satisfying the ellipticity condition
Re〈A(x)η, η〉 ≥ ν1|η|2, |〈A(x)η, ζ〉| ≤ ν2|η||ζ| (1.2)
for all η, ζ ∈ Cd+1 and for some constants ν1, ν2 with 0 < ν1 ≤ ν2 <∞. Here 〈·, ·〉 denote the inner
product of Cd+1, i.e., 〈η, ζ〉 = ∑d+1j=1 ηj ζ¯j for η, ζ ∈ Cd+1. The condition (1.2) is always assumed
throughout this paper. For later use we set
A′ = (ai,j)1≤i,j≤d, b = ad+1,d+1, r1 = (a1,d+1, · · · , ad,d+1)⊤, r2 = (ad+1,1, · · · , ad+1,d)⊤.
We call r1 and r2 the off-block vectors of A. Let us denote by DH(T ) the domain of a linear
operator T in a Banach space H. Under the condition (1.2) the standard theory of sesquilinear
forms gives a realization of A in L2(Rd+1), denoted again by A, such as
DL2(A) =
{
u ∈ H1(Rd+1) | there is F ∈ L2(Rd+1) such that
〈A∇u,∇v〉L2(Rd+1) = 〈F, v〉L2(Rd+1) for all v ∈ H1(Rd+1)
}
, (1.3)
Au = F for u ∈ DL2(A).
Here H1(Rd+1) is the usual Sobolev space and 〈f, g〉L2(Rd+1) =
∫
Rd+1
f(x, t)g(x, t) dxdt. The real-
ization of A′ = −∇x · A′∇x in L2(Rd) is given in the similar manner, for A′ satisfies the uniform
ellipticity condition thanks to (1.2). In this paper we are concerned with a factorization of the el-
liptic operators under weak assumptions for the matrix A, whose motivation lies in the application
to the boundary value problems. The simplest example of A is the (d+ 1)-dimensional Laplacian
−∆ = −∆x − ∂2t = −
∑d
j=1 ∂
2
j − ∂2t . In this case it is straightforward to obtain the factorization
−∆ = −(∂t − (−∆x)
1
2 )(∂t + (−∆x)
1
2 ). (1.4)
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The factorization (1.4) is not only formal but also topological. Indeed, we see DL2((−∆x)1/2) =
H1(Rd), DL2((∂t±(−∆x)1/2)) = H1(Rd+1), and DL2((∂t−(−∆x)1/2)(∂t+(−∆x)1/2)) = H2(Rd+1).
Another key feature of (1.4) is that it is a factorization of the operator in the t variable and the
x variables. Hence, by the t-independent assumption for the coefficients, the factorization into
the first order differential operators as in (1.4) is easily extended to the case when A is a typical
block matrix, i.e., r1 = r2 = 0 and b = 1, at least in the formal level. Indeed, it suffices to
replace (−∆x)1/2 by A′1/2, the square root of A′ in L2(Rd). However, in contrast to the Laplacian
case, the topological factorization is far from trivial in this case, for one has to verify the relation
DL2(A′1/2) = H1(Rd). This characterization is nothing but the Kato square root problem for
divergence form elliptic operators, which was finally settled in [5]. The first goal of the present
paper is to give sufficient conditions on A, which may be a full entry matrix, so that the exact
topological factorization of A like (1.4) is verified. To this end we first introduce some terminologies.
Definition 1.1. (i) For a given h ∈ S ′(Rd) we denote by Mh : S(Rd)→ S ′(Rd) the multiplication
Mhu = hu.
(ii) We denote by EA : H˙1/2(Rd) → H˙1(Rd+1+ ) the A-extension operator, i.e., u = EAg is the
solution to the Dirichlet problem{
Au = 0 in Rd+1+ ,
u = g on ∂Rd+1+ = R
d × {t = 0}. (1.5)
Here H˙s(Ω) denote the homogeneous Sobolev space on the domain Ω of order s. The one parameter
family of linear operators {EA(t)}t≥0, defined by EA(t)g = (EAg)(·, t) for g ∈ H˙1/2(Rd), is called
the Poisson semigroup associated with A.
(iii) We denote by ΛA : H˙1/2(Rd)→ H˙−1/2(Rd) =
(
H˙1/2(Rd)
)∗
the Dirichlet-Neumann map asso-
ciated with A, which is defined through the sesquilinear form
〈ΛAg, ϕ〉
H˙−
1
2 ,H˙
1
2
= 〈A∇EAg,∇EAϕ〉L2(Rd+1+ ), g, ϕ ∈ H˙
1
2 (Rd). (1.6)
Here 〈·, ·〉H˙−1/2 ,H˙1/2 denotes the duality coupling of H˙−1/2(Rd) and H˙1/2(Rd).
Remark 1.2. The notion of semigroup for {EA(t)}t≥0 will be justified in Section 2.3. When A is
Hermite, the Dirichlet-Neumann map ΛA is extended as a self-adjoint operator in L2(Rd), denoted
again by ΛA. As is well known, even in the general case the ellipticity condition (1.2) ensures that
ΛA is extended as an injective m-sectorial operator in L2(Rd) satisfying DL2(ΛA) ⊂ H1/2(Rd).
The adjoint matrix of A will be denoted by A∗, and A∗ is the adjoint of A in L2(Rd+1), which
is a realization of −∇ ·A∗∇ in L2(Rd+1). AlsoM(Rd) denotes the space of finite Radon measures,
and Lp,∞(Rd) denotes the Lorentz space Lp,q(Rd) with the exponent q =∞. Then our first result
is stated as follows.
Theorem 1.3 (Factorization for specific cases). Suppose that either
(i) A is Hermite or both
(iia) for j = 1, 2, ∇x · rj ∈ Ld,∞(Rd)+L∞(Rd) if d ≥ 2 (or ∇x · rj ∈ M(R)+L∞(R) if d = 1) with
small Ld,∞(Rd) parts (or small M(R) parts resp.) and
(iib) Im (r1 + r2) = 0 and Im b = 0.
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Then H1(Rd) is continuously embedded in DL2(ΛA) ∩DL2(ΛA∗), and the operators −PA, −PA∗
defined by
DL2(PA) = H
1(Rd), −PAf = −M1/bΛAf −Mr2/b · ∇xf , (1.7)
DL2(PA∗) = H
1(Rd), −PA∗f = −M1/b¯ΛA∗f −Mr¯1/b¯ · ∇xf , (1.8)
generate strongly continuous and analytic semigroups in L2(Rd). Moreover, the realization of A′
in L2(Rd) and the realization A in L2(Rd+1) are respectively factorized as
A′ =MbQAPA, QA =M1/b(Mb¯PA∗)∗, (1.9)
A = −Mb(∂t −QA)(∂t +PA). (1.10)
Here (Mb¯PA∗)
∗ is the adjoint of Mb¯PA∗ in L
2(Rd).
Remark 1.4. In Theorem 1.3 the operators ∂t +PA and ∂t −QA are respectively defined as sum
operators in L2(Rd+1), that is,
DL2(∂t +PA) = {u ∈ L2(Rd+1) | ∂tu, PAu ∈ L2(Rd+1)} = H1(Rd+1),
DL2(∂t −QA) = {u ∈ L2(Rd+1) | ∂tu, QAu ∈ L2(Rd+1)}.
Similarly, Mb(∂t −QA)(∂t +PA) is defined as a product operator in L2(Rd+1):
DL2(Mb(∂t −QA)(∂t +PA)) = {u ∈ H1(Rd+1) | (∂t +PA)u ∈ DL2(∂t −QA)}.
Remark 1.5. When A is Hermite the relation DL2(ΛA) = H1(Rd) also holds; see Theorem 4.2.
Remark 1.6. The regularity condition (iia) is natural in view of the scaling of the operators. In
general one cannot remove this regularity condition on the divergence of the off-block vectors; see
Section 4.2 for details. It should be noted that (iia) is satisfied if ∇x ·rj belongs to Ld(Rd)+L∞(Rd),
since C∞0 (R
d) is dense in Ld(Rd). The condition (iib) in Theorem 1.3 is regarded as a kind of
symmetry condition on A. Indeed, it is clear that if A is Hermite or real valued then these
conditions are satisfied.
Remark 1.7. If the coefficients of A are Lipschitz continuous, then the conclusion of Theorem
1.3 holds even when the condition (iib) is absent; see [25]. In this case we also have DL2(ΛA) =
DL2(QA) = H1(Rd) with equivalent norms.
Remark 1.8. When A possesses enough regularity it is classical in the theory of pseudo-differential
operators that one looks for the factorization of A of the form −Mb(∂t−A1)(∂t+A2) for some first
order operators A1 and A2 but with modulo lower order operators; e.g. [32]. On the other hand,
(1.10) is just exact, i.e., any modifications by lower order operators are not required.
Remark 1.9. The operator −PA is nothing but the generator −PA of the Poisson semigroup
associated with A. That is, −PAf = −PAf := limt↓0 t−1
(
EA(t)f − f
)
in L2(Rd), which is well-
defined if {EA(t)}t≥0 can be extended as a strongly continuous semigroup in L2(Rd). We will call
PA and PA the Poisson operators.
When the coefficients of A are merely bounded and measurable we cannot expect the rep-
resentation (1.10). In fact, it is revealed by [22] that (1.5) is not always solvable for boundary
data in L2(Rd) in general, which implies that the construction of the Poisson semigroup in L2(Rd)
itself is impossible without additional assumptions. On the other hand, as is well-known, the
ellipticity (1.2) is enough to realize the Poisson semigroup {EA(t)}t≥0 in H1/2(Rd) due to the
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Lax-Milgram theorem. The key feature here is that this semigroup is strongly continuous and
analytic (see Proposition 2.4), and hence its generator −PA is always well-defined in the func-
tional setting of H1/2(Rd). Although the analyticity of {EA(t)}t≥0 in H1/2(Rd) is not difficult to
prove, it is an important observation since DH1/2(PA) is shown to possess a strong regularity such
as DH1/2(PA) →֒ DL2(ΛA) ∩ H1(Rd). The space DH1/2(PA) is useful and plays an essential role
in rigorous derivation of several identities related to the factorization (1.10) without additional
conditions on A other than the ellipticity (1.2). These identities are described in Theorem 1.10
below, which can be regarded as a counterpart of Theorem 1.3 for general case. We denote by
H˙1(R;L2(Rd)) the function space {u ∈ L2loc(R;L2(Rd)) | ∂tu ∈ L2(Rd+1)}.
Theorem 1.10 (Identity in weak form for general coefficients case). (i) Assume that
u ∈ L2(R;DH1/2(PA)) ∩ H˙1(R;L2(Rd)), v ∈ L2(R;DH1/2(PA∗)) ∩ H˙1(R;L2(Rd)).
Then u, v ∈ H1(Rd+1) and we have
〈A∇u,∇v〉L2(Rd+1) = 〈 (∂t + PA)u, Mb¯(∂t + PA∗)v 〉L2(Rd+1). (1.11)
(i’) Assume that u ∈ L2(R;DH1/2(PA))∩ H˙1(R;H1/2(Rd)) and v ∈ H1(Rd+1). Then u ∈ H1(Rd+1)
and (1.11) is replaced by
〈A∇u,∇v〉L2(Rd+1) = 〈 (∂t + PA)u, (Mb¯∂t +Mr¯1 · ∇x)v 〉L2(Rd+1)
+
∫
R
〈 (∂t + PA)u(t), ΛA∗v(t) 〉
H˙
1
2 ,H˙−
1
2
dt. (1.12)
(ii) Assume that
u ∈ L2(R+;DH1/2(PA)) ∩ H˙1(R+;L2(Rd)), v ∈ L2(R+;DH1/2(PA∗)) ∩ H˙1(R+;L2(Rd)).
Then u, v ∈ H1(Rd+1+ ) and we have
〈A∇u,∇v〉L2(Rd+1+ ) = 〈γu, ΛA∗γv〉H˙ 12 ,H˙− 12 + 〈 (∂t + PA)u, Mb¯(∂t + PA∗)v 〉L2(Rd+1+ ). (1.13)
Here γ : H1(Rd+1+ )→ H1/2(∂Rd+1+ ) = H1/2(Rd) is the trace operator.
(ii’) Assume that u ∈ L2(R+;DH1/2(PA)) ∩ H˙1(R+;H1/2(Rd)) and v ∈ H1(Rd+1+ ). Then u ∈
H1(Rd+1+ ) and (1.13) is replaced by
〈A∇u,∇v〉L2(Rd+1+ ) = 〈γu, ΛA∗γv〉H˙ 12 ,H˙− 12 +
∫ ∞
0
〈 (∂t + PA)u(t), ΛA∗v(t) 〉
H˙
1
2 ,H˙−
1
2
dt
+ 〈 (∂t + PA)u(t), (Mb¯∂t +Mr¯1 · ∇x)v(t) 〉L2(Rd+1+ ). (1.14)
Remark 1.11. The identities (1.11)-(1.14) are closely related to the Rellich type identity [31].
However, it is important to specify the class of u and v for which (1.11)-(1.14) are verified. Indeed,
it is not clear whether or not (1.11) holds even for functions in C∞0 (R
d+1) if we impose only (1.2),
since the inclusion C∞0 (R
d) ⊂ DH1/2(PA) ∩DH1/2(PA∗) is not known when A is not Hermite and
nonsmooth. The identities (1.12) and (1.14) are sometimes more useful than (1.11) and (1.13),
for in general the detailed informations on DH1/2(PA∗) are lacking, while only H1 regularity is
required for v in (1.12) and (1.14). When {e−tPA}t≥0 and {e−tPA∗ }t≥0 are extended as strongly
continuous semigroups in L2(Rd) and DL2(PA) = DL2(PA∗) = H1(Rd) holds, the assumptions
DH1/2(PA),DH1/2(PA∗) in (1.11) or (1.13) can be simply replaced by H1(Rd).
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As an application of our result, we will consider L2 solvability of the Dirichlet problem{
Au = F in Rd+1+ ,
u = g on ∂Rd+1+ ,
(D)
and the Neumann problem {
Av = F in Rd+1+ ,
−〈ed+1, A∇v〉 = g on ∂Rd+1+ .
(N)
There is a lot of literature on the solvability of these problems under weak assumptions for the
matrix A and the data F , g. In the case F ∈ H˙−1(Rd+1+ ) and g ∈ H1/2(Rd), the Lax-Milgram
theorem is directly applied to find the unique solution in H˙1(Rd+1+ ). However, in other cases the
abstract theory from functional analysis is not always applicable and the problem becomes subtle.
The factorization formula (1.10) has an important application to the boundary value problems, for
it leads to the formal representations of solutions to (D);
u(t) = e−tPAg +
∫ t
0
e−(t−s)PA
∫ ∞
s
e−(τ−s)QAM1/bF (τ) dτ ds, (1.15)
and to (N);
v(t) = e−tPAΛ−1A
(
g +Mb
∫ ∞
0
e−sQAM1/bF (s) ds
)
+
∫ t
0
e−(t−s)PA
∫ ∞
s
e−(τ−s)QAM1/bF (τ) dτ ds.
(1.16)
Here the semigroup {e−tQA}t≥0 is given by
e−tQA =M1/b(e−tPA∗ )∗Mb, (1.17)
which is well-defined if the Poisson semigroup {EA∗(t)}t≥0 = {e−tPA∗ }t≥0 in H1/2(Rd) (which is
always well-defined) is extended as a semigroup in L2(Rd). These formula reduce the inhomogeneous
problems (D) and (N) to the analysis of the semigroups {e−tPA}t≥0 and {e−tQA}t≥0. We will call
u and v the mild solutions, if (2.4) and (2.5) are well-defined; see Definition 2.2. In order to clarify
the relation between weak solutions and mild solutions it is important to study the domain of the
Poisson operators, which will be discussed in Section 5.1.
Now let us state some results on L2 solvability of (D) and (N) in the simplest form. We set
R+ = [0,∞), and for a Banach space X we write f ∈ C(R+;X) if and only if f ∈ C([0, T );X) for
all T > 0. For the homogeneous problems (i.e., F = 0 in (D) or (N)), Theorem 1.3 implies the
following result:
Corollary 1.12. Under the assumptions in Theorem 1.3, there exists a unique weak solution u to
(D) with F = 0 and g ∈ L2(Rd) such that u ∈ C(R+;L2(Rd)) ∩ H˙1(Rd × (δ,∞)) for any δ > 0.
If in addition g belongs to the range of ΛA, then there exists a unique weak solution v to (N) with
F = 0 such that v ∈ C(R+;H1/2(Rd)) ∩ H˙1(Rd+1+ ).
Remark 1.13. As we mentioned before, if A is Hermite then DL2(ΛA) = H1(Rd) holds. In
this case the weak solution to (N) obtained in Corollary 1.12 possesses further regularity such as
C(R+;H
1(Rd)).
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Remark 1.14. It is well-known that solvability of the homogeneous boundary value problems in
R
d+1
+ can be extended to that in the domain above a Lipschitz graph. The L
2 solvability of the
Laplace equation (i.e., A = I) in Lipschitz domains was shown in [7, 15, 33]. This result was
extended by [16, 20, 1] to the case when A is real symmetric, and by [4] to the case when A is
Hermite. In view of L2 solvability of the homogeneous boundary value problems, Corollary 1.12
gives a new contribution under the conditions (iia) - (iib) in Theorem 1.3.
When A is not Hermite and nonsmooth, the boundary value problems are not always solvable
for L2 boundary data. If A is a typical block matrix, r1 = r2 = 0 and b = 1, then the homogenous
Dirichlet problem is easily solved by using the semigroup theory, while the homogeneous Neumann
problem in this case is equivalent with the Kato square root problem. Recently the authors in [3]
showed L2 solvability of the homogeneous Dirichlet and Neumann problems when A is a small L∞
perturbation of a block matrix; see also [4, 1, 2, 6] for related stability result. In fact, Theorem
1.12 under the conditions (iia) - (iib) can be regarded as another stability result for the block
matrix case. Note that the principal scaling of ∇x · rj in (iia), i.e., ‖∇x · rj‖Ld,∞(Rd) for d ≥ 2 or
‖∇x ·rj‖M(Rd) for d = 1, is same as that of ‖ai,j‖L∞(Rd). Thus, in view of the scaling, the condition
(iia) in Theorem 1.12 is comparable to L∞ perturbations discussed in [3, 4, 1]. On the other hand,
for general real nonsymmetric A, Lp solvability of the homogeneous Dirichlet problems in the half
plane R2+ was obtained in [22] for sufficiently large p depending on A. They also constructed an
example of the matrix A such that the homogeneous Dirichlet problem in R2+ is not solvable for
the boundary data in L2(R). In their example, A is real but nonsymmetric, and ∇x · rj (j = 1, 2)
is a Dirac measure whose mass is not small. This example shows the optimality of our condition
(iia) for the case of real nonsymmetric matrices when d = 1. For further results on solvability of
the homogeneous problems, see [19] and references therein.
The next result concerns L2 solvability of the inhomogeneous problems. For simplicity of the
presentation, we will assume the boundary data are zero.
Theorem 1.15. Suppose that either
(i) A is Hermite or both
(iia’) ∇x · r1 = 0 and ∇x · r2 ∈ Ld,∞(Rd) +L∞(Rd) if d ≥ 2 (or ∇x · r2 ∈ M(R) +L∞(R) if d = 1)
with small Ld,∞(Rd) parts (or small M(R) parts resp.) and
(iib’) r1, r2, and b are real-valued.
Then for given F ∈ L1(R+;L2(Rd)) there exists a weak solution u to (D) with g = 0 satisfying
u ∈ C(R+;L2(Rd)) and ∇u ∈ Lploc(R+;L2(Rd)) for any p ∈ [1,∞).
If in addition h = Mb
∫∞
0 e
−sQAM1/bF (s) ds belongs to the range of ΛA, then there exists a weak
solution v to (N) with g = 0 satisfying
v ∈ C(R+;L2(Rd)) and ∇v ∈ Lploc(R+;L2(Rd)) for any p ∈ [1, 2).
Remark 1.16. Under the assumptions of Theorem 1.15 the semigroups {e−tPA}t≥0 and {e−tPA∗ }t≥0
acting on H1/2(Rd) are extended as strongly continuous semigroups acting on L2(Rd) thanks to
the results of Theorem 1.3.
Remark 1.17. There is a lot of literature for the inhomogeneous boundary value problems in
bounded Lipschitz domains; see, e.g., [8, 17, 11, 26, 27, 28, 29] and references therein. As well as
the case for the homogeneous problem, Theorem 1.15 for Hermite matrices yields L2 solvability of
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the inhomogeneous problems for matrices of the same type in domains above Lipschitz graphs. For
the Laplace equation, Lp solvability of the inhomogenous problems in bounded Lipschitz domains
was proved in [8, 17, 11]. Our result also shows the gradient of the Dirichlet Green operator (i.e., the
solution map for (D) with the zero boundary data: F 7→ ∇u) maps L1(R+;L2(Rd)) continuously
to Lploc(R+, L
2(Rd)). Results of this type go back to [8] where the author showed that the gradient
of the Dirichlet Green operator for A = −∆ in the bounded Lipschitz domain is a continuous map
from L1(Ω) to Ln/(n−1),∞(Ω). Recently, it was generalized in [26] for the Neumann Green operator
by using potential technique; see also [27, 28] for further results.
As is well-known in the spectral theory, it is a subtle problem to determine sufficient conditions
for F to solve the problems (D) or (N). Indeed, due to the lack of the Poincare´ inequality, the origin
belongs to the continuous spectrum of A (with the zero boundary condition) in L2(Rd+1+ ). Hence
the inhomogeneous problem is not always solvable for F ∈ L2(Rd+1+ ), even if A is real symmetric and
smooth. Therefore some additional conditions related to the spatial decay have to be imposed on F
to find the solution. Furthermore, the solution may fail to decay at spatial infinity even if it exists.
To show Theorem 1.15 we will make use of the representation formulas (2.4) and (2.5). Then it is
clear that the temporal decay of e−tQA is crucial for solving our problems. In fact, the conditions
in Theorem 1.15 guarantee the boundedness of the semigroup {e−tQA}t≥0 in L2(Rd), and hence,
the integrals in (2.4) and (2.5) converge absolutely if F ∈ L1(R+;L2(Rd)). By a simple observation
of the scaling, it is easy to see that the space L1(R+;L
2(Rd)) includes some functions decaying
more slowly at (time) infinity than those in H˙−1(Rd+1+ ). In this sense, our result generalizes the
class of the inhomogeneous terms for the solvability in terms of the decay at infinity. In should be
emphasized here that the factorization in Theorem 1.3 plays an essential role behind the proof of
Theorem 1.15, for the representation formulas such as (2.4) and (2.5) are nothing but a result of
(1.10). In Section 5.3, we will state a detailed version of Theorem 1.15.
We finally note that our approach provides a unified view for the Dirichlet and Neumann
problems to both homogeneous and inhomogeneous equations. In [25] the results of the present
paper is applied to the study of the Helmholtz decomposition of vector fields in domains with
noncompact boundary.
The rest of this paper is organized as follows. Section 2 collects some preliminarily facts on the
Poisson semigroup. In particular, in Section 2.1 we give the notions of weak solutions, and in Section
2.3 the analyticity of the Poisson semigroup in H1/2(Rd) is proved. The relation DH1/2(PA) →֒
H1(Rd) ∩ DL2(ΛA) will be shown in Section 2.5. Using this embedding property, we prove the
Rellich type identity and Theorem 1.10 in Section 3.1. Then the relation between the domain of
the Poisson operator and H1(Rd) is investigated in Section 3.2. The factorization of A in L2(Rd)
is established in an abstract setting in Section 3.3. Based on this result, we analyze in Section 4
two specific classes of A as described in Theorem 1.3. In Section 5 we apply Theorem 1.3 to the
boundary value problem. In particular, the relation between mild solutions and weak solutions is
discussed in Section 5.1, and Theorem 1.15 and its extension are proved in Section 5.3. Finally,
we state the counterpart of Theorem 1.3 for A+ λ, λ ∈ C with Re λ > 0 in the appendix without
proof.
2 Preliminaries
In this preliminary section we first define the notion of weak solutions and mild solutions, and next
collect fundamental results on Poisson semigroups and Dirichlet-Neumann maps. We note that
most of the results stated in this section are valid only under the ellipticity condition (1.2), without
any other assumptions on the matrix A.
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2.1 Definitions of weak solution and mild solution
We first define the notion of weak solutions treated in this paper. Set Rd+1δ,+ = {(x, t) ∈ Rd+1 | t > δ}.
Definition 2.1. Let F ∈ L1loc(Rd+1+ ) and g ∈ L1loc(Rd).
(i) We say that u ∈ L1loc(Rd+1+ ) is a weak solution to (D) if u belongs to ∩δ>0W 1,1loc (Rd+1δ,+ ) and
satisfies
〈A∇u,∇ϕ〉L2(Rd+1+ ) = 〈F,ϕ〉L2(Rd+1+ ) for all ϕ ∈ C
∞
0 (R
d+1
+ ) (2.1)
and u(t)→ g as t→ +0 in the sense of distributions.
(ii) We say that u ∈ L1loc(Rd+1+ ) is a weak solution to (N) if u belongs to W 1,1loc (Rd+1+ ) and satisfies
〈A∇u,∇ϕ〉L2(Rd+1+ ) = 〈F,ϕ〉L2(Rd+1+ ) + 〈g, γϕ〉L2(∂Rd+1+ ) for all ϕ ∈ C
∞
0 (R
d+1
+ ). (2.2)
Here 〈g, γϕ〉L2(∂Rd+1+ ) =
∫
Rd
g(x)ϕ(x, 0) dx.
As stated in the introduction, it is natural to introduce the notion of mild solutions for elliptic
boundary value problems in terms of the Poisson semigroups.
Definition 2.2 (Mild solution). Assume that the Poisson semigroups {e−tPA}t≥0 and {e−tPA∗ }t≥0
acting on H1/2(Rd) are extended as strongly continuous semigroups acting on L2(Rd). We set the
one-parameter family {e−tQA}t≥0 by
e−tQA =M1/b(e−tPA∗ )∗Mb, (2.3)
which is again a strongly continuous semigroup acting on L2(Rd). Let F ∈ L1loc(R+;L2(Rd)) and
g ∈ L2(Rd). If the function u ∈ L1loc(Rd+1+ ) has the well-defined representation
u(t) = e−tPAg +
∫ t
0
e−(t−s)PA
∫ ∞
s
e−(τ−s)QAM1/bF (τ) dτ ds, (2.4)
then we call u a mild solution to (D). Similarly, if the function v ∈ L1loc(Rd+1+ ) has the well-defined
representation
v(t) = e−tPAΛ−1A
(
g +Mb
∫ ∞
0
e−sQAM1/bF (s) ds
)
+
∫ t
0
e−(t−s)PA
∫ ∞
s
e−(τ−s)QAM1/bF (τ) dτ ds,
(2.5)
then we call v a mild solution to (N).
Remark 2.3. It is easy to see that the generator of the semigroup {e−tQA}t≥0 defined by (2.3) is
−M1/b(Mb¯PA∗)∗, where −PA∗ is the generator of {e−tPA∗ }t≥0 in L2(Rd).
2.2 Construction of A-extension operator and Dirichlet-Neumann map
In this section we give a realization of the A-extension operator and the Dirichlet-Neumann map in
Definition 1.1. The argument is rather standard. For f ∈ H˙1/2(Rd) let E−∆f ∈ H˙1(Rd+1+ ) be the
classical harmonic extension of f to Rd+1+ , i.e., E−∆f is the solution to (1.5) for A = −∆. Then
EAf is constructed in the form
EAf = E−∆f +A−1D ∇ · (A− I)∇E−∆f, (2.6)
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where A−1D ∇ · (A − I)∇E−∆f is the solution to (D) with F = ∇ · (A − I)∇E−∆f and g = 0. To
be precise, for w ∈ H˙10 (Rd+1+ ) we define the distribution ADw ∈ H˙−1(Rd+1+ ) by 〈ADw, v〉H˙−1,H˙10 =〈A∇w,∇v〉L2(Rd+1+ ). We note that AD is realized as an m-sectorial operator AD : DL2(AD) ⊂
H10 (R
d+1
+ ) → L2(Rd+1+ ) defined by 〈ADw, v〉L2(Rd+1+ ) = 〈A∇w,∇v〉L2(Rd+1+ ) for w ∈ DL2(AD) and
v ∈ H10 (Rd+1+ ); [18, Chapter VI-2]. Then the function w = A−1D ∇ · (A − I)∇E−∆u ∈ H˙10 (Rd+1+ )
is the solution to 〈ADw, v〉H˙−1 ,H˙10 = −〈(A − I)∇E−∆f,∇v〉L2(Rd+1+ ) for all v ∈ H˙
1
0 (R
d+1
+ ). The
unique existence of such w ∈ H˙10 (Rd+1+ ) is ensured by the Lax-Milgram theorem due to (1.2), and it
follows that ‖∇w‖L2(Rd+1+ ) ≤ C‖∇E−∆f‖L2(Rd+1+ ). By the definition we have ‖∇E−∆f‖L2(Rd+1+ ) =
‖f‖H˙1/2(Rd) <∞. In particular, EA is extended as a bounded operator from H˙1/2(Rd) to H˙1(Rd+1+ ).
Moreover, from the construction of EA we have 〈A∇EAf,∇v〉L2(Rd+1+ ) = 0 for any v ∈ H˙
1
0 (R
d+1
+ ).
Next we construct the Dirichlet-Neumann map ΛA associated with the elliptic operator A. As
in Definition 1.1 we define the operator ΛA : H1/2(Rd)→ H˙−1/2(Rd) by
〈ΛAf, g〉
H˙−
1
2 ,H˙
1
2
= 〈A∇EAf,∇EAg〉L2(Rd+1+ ). (2.7)
Then the ellipticity (1.2) implies Re 〈ΛAf, g〉H˙−1/2,H˙1/2 ≥ ν1‖∇EAf‖2L2(Rd+1+ ) ≥ ν1‖f‖
2
H˙1/2(Rd)
,
while |〈ΛAf, g〉H˙−1/2,H˙1/2 | ≤ ν2‖∇EAf‖L2(Rd+1+ )‖∇EAg‖L2(Rd+1+ ) ≤ C‖f‖H˙1/2(Rd)‖g‖H˙1/2(Rd) from
the definition and the estimate of EA in Section 2.2. Thus the theory of the sesquilinear forms
[18, Chapter VI-2] shows that there exists an m-sectorial operator, denoted again by ΛA, such that
DL2(ΛA) ⊂ H1/2(Rd) and 〈ΛAf, g〉L2(Rd) = 〈ΛAf, g〉H˙−1/2,H˙1/2 for f ∈ DL2(ΛA) and g ∈ H1/2(Rd).
It is clear that ΛA is injective. Note that
〈A∇EAf,∇EAg〉L2(Rd+1+ ) = 〈A∇EAf,∇v〉L2(Rd+1+ ) (2.8)
for any v ∈ H˙1(Rd+1+ ) whose trace on ∂Rd+1+ = Rd is g. Thus we have 〈A∇EAf,∇EAg〉L2(Rd+1+ ) =
〈∇EA∗f,A∗∇EA∗g〉L2(Rd+1+ ). This identity implies that the adjoint operator Λ
∗
A of ΛA in L
2(Rd)
is given by ΛA∗ , where A∗ = ∇ · A∗∇ and A∗ is the adjoint matrix of A. In particular, Λ∗∗A = ΛA
holds.
2.3 Construction of Poisson operator in H1/2(Rd)
In this section we consider the Poisson semigroup {EA(t)}t≥0, where EA(0) = I is the identity map
and
EA(t)f =
(
EAf
)
(·, t), t > 0, f ∈ H 12 (Rd). (2.9)
In (2.9) it is important to take f from H1/2(Rd) rather than L2(Rd), since EAf does not make sense
for f ∈ L2(Rd) in general when A is nonsymmetric and nonsmooth, as stated in the introduction.
The construction of EA in Section 2.2 shows EAf ∈ H˙1(Rd+1+ ), so we have ∂tEAf ∈ L2(R+;L2(Rd)).
Hence, EAf ∈ C(R+;L2(Rd)) when u ∈ H1/2(Rd). In particular, if f ∈ H1/2(Rd) then (2.9) is
well defined for all t > 0. The main observation of this section is the analyticity of {EA(t)}t≥0 in
H1/2(Rd).
Proposition 2.4. The one-parameter family {EA(t)}t≥0 defined by (2.9) is a strong continuous
and analytic semigroup in H1/2(Rd). Moreover, we have
lim
t→∞ t
− 1−k
2 ‖EA(t)f‖
H˙
k
2 (Rd)
= 0, k = 0, 1, 2.
Here H˙0(Rd) is interpreted as L2(Rd).
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Remark 2.5. From the proof below we will see that ‖EA(t)f‖H˙1/2 ≤ C‖f‖H˙1/2 holds for t > 0,
i.e., {EA(t)}t≥0 is bounded in the homogeneous space H˙1/2(Rd).
Proof of Proposition 2.4. (i) Boundedness: Let s > 0 and set v(·, t) = (EAf)(·, t + s) for t ≥ 0.
Then the variational characterization of ‖ · ‖H˙1/2(Rd) implies
‖EA(s)f‖2
H˙
1
2 (Rd)
≤ ‖∇v‖2L2(0,∞;L2(Rd)) =
∫ ∞
s
‖∇EAf(τ)‖2L2(Rd) dτ (2.10)
≤
∫ ∞
0
‖∇EAf(τ)‖2L2(Rd) dτ ≤ C‖f‖2H˙ 12 (Rd). (2.11)
On the other hand, we have
‖EA(s)f − f‖L2(Rd) ≤
∫ s
0
‖∂tEAf(t)‖L2(Rd) dt ≤ Cs
1
2‖f‖
H˙
1
2 (Rd)
. (2.12)
(ii) Semigroup property: Let s > 0. Since EA(s)f ∈ H1/2(Rd) we can define EAEA(s)f . Set
w(t) = EA(t + s)f − EA(t)EA(s)f . Then, by recalling that f and EA(s)f belong to H1/2(Rd) it
is easy to see that w ∈ H˙1(Rd+1+ ), limt↓0 w(t) = 0 in L2(Rd), and 〈A∇w,∇ϕ〉L2(Rd+1+ ) = 0 for all
ϕ ∈ H˙10 (Rd+1+ ). In particular, we may take ϕ = w, which leads to w = 0 by the coercive condition.
Hence EA(t+ s)f = EA(t)EA(s)f holds for all t, s > 0 if f ∈ H1/2(Rd).
(iii) Time derivative estimate: Our aim is to show ∂tEAf ∈ H1(Rd+1δ,+ ) for all δ > 0 and
‖∂tEA(t)f‖
H
1
2 (Rd)
≤ Ct−1(1 + t 12 )‖f‖
H˙
1
2 (Rd)
, t > 0. (2.13)
But (2.13) immediately follows once we obtain ∂tEAf ∈ H1(Rd+1δ,+ ) for all δ > 0. Indeed, from this
regularity we see 〈A∇∂tEAf,∇ϕ〉L2(Rd+1+ ) = 0 holds for all ϕ ∈ C
∞
0 (R
d+1
+ ) and thus we can take
ϕ = φt0(t)∂tEAf by the density argument, where φr(t), r > 0, is a smooth nonnegative cut-off
function such that φr(t) = 0 if 0 ≤ t ≤ r/2 and φr(t) = 1 if t ≥ r. We can take φr so that
|φ′r| ≤ Cr−1φ1/2r . Set φcr = 1−φr. Then the term |〈A∇∂tEAf, φt0∇∂tEAf〉| is bounded from above
by Ct−10 ‖φ1/2t0 ∇∂tEAf‖L2(Rd+1+ )‖∂tEAf‖L2(Rd+1+ ), which leads to
‖∂tEA(t0)f‖
H˙
1
2 (Rd)
≤ ‖∇∂tEAf‖L2(Rd+1t0,+) ≤ Ct
−1
0 ‖f‖H˙ 12 (Rd). (2.14)
The L2 norm of ∂tEAf(t0) is estimated from the equality
〈∂tEA(t0)f, ϕ〉L2(Rd) = −〈∂2tEAf, φc2t0ϕ〉L2(Rd+1t0,+) − 〈∂tEAf, ∂tφ
c
2t0ϕ〉L2(Rd+1t0,+)
for ϕ ∈ L2(Rd). By the duality we obtain
‖∂tEA(t0)f‖L2(Rd) ≤ Ct
1
2
0 ‖∂2tEAf‖L2(Rd+1t0,+) + Ct
− 1
2
0 ‖∂tEAf‖L2(Rd+1+ ) ≤ Ct
− 1
2
0 ‖f‖H˙ 12 (Rd). (2.15)
In the same manner we also have
‖∇xEA(t0)f‖L2(Rd) ≤ Ct
1
2
0 ‖∂t∇xEAf‖L2(Rd+1t0,+) +Ct
− 1
2
0 ‖∇xEAf‖L2(Rd+1+ ) ≤ Ct
− 1
2
0 ‖f‖H˙ 12 (Rd).
(2.16)
Now the fact ∂tEAf ∈ H1(Rd+1δ,+ ) for all δ > 0 is shown by the standard argument, that is,
the estimate of the difference h−1
(
EA(t + h)f − EA(t)f
)
and the limiting procedure as h → 0.
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The assumption that A is t-independent is essential here. We omit the details. By the bootstrap
argument we also have ∂kt EAf ∈ H1(Rd+1δ,+ ) for all δ > 0 and k ∈ N.
(iv) Strong continuity: It suffices to show that limt↓0EA(t)f = f in H˙1/2(Rd), for the convergence in
L2(Rd) follows from (2.12). Let us recall that EAf is constructed in the form EAf = E−∆f+w with
w = A−1D ∇ ·
(
(A − I)∇E−∆f
) ∈ H˙10 (Rd+1+ ). Since it is straightforward to see limt↓0E−∆(t)f = f
in H1/2(Rd), it suffices to prove ‖w(t0)‖H˙1/2(Rd) → 0 as t0 → +0. But from the inequality
‖w(t0)‖
H˙
1
2 (Rd)
≤ ‖∇φc2t0w‖L2(Rd+1t0,+) ≤ ‖φ
c
2t0∇w‖L2(Rd+1t0,+) + ‖w∂tφ2t0‖L2(Rd+1t0,+)
≤ C‖∇w‖L2(0,2t0;L2(Rd)), (2.17)
we get the desired convergence.
The properties (i) - (iv) are sufficient conditions so that {EA(t)}t≥0 has an analytic extension
in the sector S = {λ ∈ C | λ 6= 0, |arg λ| < θ − π/2} for some θ ∈ (π/2, π) (see [23, Proposition
2.1.9]), and thus, {EA(t)}t≥0 is an analytic semigroup in H1/2(Rd).
Finally we observe that (2.10) yields lim
t→∞ ‖EA(t)f‖H˙1/2(Rd) = 0. Since (2.11) implies ‖EA(t +
t0)f‖L2(Rd) ≤ ‖EA(t0)f‖L2(Rd)+Ct1/2‖EA(t0)f‖H˙1/2(Rd), the above convergence in H˙1/2(Rd) leads
to lim
t→∞ t
−1/2‖EA(t)f‖L2(Rd) = 0. Similarly, (2.16) implies the bound ‖∇xEA(2t0)f‖L2(Rd) ≤
Ct
−1/2
0 ‖EA(t0)f‖H˙1/2(Rd), which proves limt0→∞ t
1/2
0 ‖∇xEA(t0)f‖L2(Rd) = 0. The proof is complete.
Remark 2.6. The generator of {EA(t)}t≥0 in H1/2(Rd) is denoted by −PA, and PA is called
the Poisson operator associated with A. Since {e−tPA}t≥0 is strongly continuous in H1/2(Rd),
DH1/2(PA) is dense in H1/2(Rd). Moreover, the above proof implies ‖e−tPAf‖H1/2(Rd) ≤ C(1 +
t1/2)‖f‖H1/2(Rd). Thus, the spectrum of PA in H1/2(Rd), denoted by σ(PA), is included in the
closure of the sector {λ ∈ C | λ 6= 0, |arg λ| < θ} for some θ ∈ (0, π/2). In the sequel we will
freely use the maximal regularity for sectorial operators (with sectorial angles less than π/2) in the
Hilbert space setting; cf. [13, Chapter 9.3.3].
Remark 2.7. By taking v = φt0φ
c
MEAf , M ≫ t0 > 0, in 〈A∇EAf,∇v〉L2(Rd+1+ ) = 0 and then by
lettingM →∞, it is not difficult to see ‖∇EAf‖L2(t0,∞;L2(Rd)) ≤ Ct−10 ‖EAf‖L2(t0/2,t0;L2(Rd)). Since
the variational characterization of the norm ‖ · ‖H˙1/2(Rd) yields the estimate ‖EA(t0)f‖H˙1/2(Rd) ≤
‖∇EAf‖L2(t0,∞;L2(Rd)) we have
‖e−t0PAf‖
H˙
1
2 (Rd)
≤ Ct−10 ‖e−·PAf‖L2( t0
2
,t0;L2(Rd))
. (2.18)
Here the constant C depends only on ν1 and ν2. This estimate will be used later.
The following proposition will be used in Section 4.2.
Proposition 2.8. Assume that β ∈ [0, 1) and f ∈ H1/2(Rd), and let t > 0. Then there exists
Cβ > 0 depending only on d, β, ν1, and ν2 such that∫ t
0
‖e−sPAf‖
H˙
1+β
2 (Rd)
‖e−sPAf‖
H˙
1−β
2 (Rd)
ds+
∫ t
0
s−β‖e−sPAf‖2
H˙
1−β
2 (Rd)
ds
≤ Cβ
(
t1−β‖e−tPAf‖2β
L2(Rd)
‖e−tPAf‖2(1−β)
H˙
1
2 (Rd)
+
∫ t
0
‖e−sPAf‖2
H˙
1
2 (Rd)
ds
)
. (2.19)
Proof. From (2.11) and (2.16) the interpolation inequality implies that
‖e−sPAf‖
H˙
1+β
2 (Rd)
≤ Cs−β2 ‖e− s2PAf‖
H˙
1
2 (Rd)
.
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Then the Young inequality and the integration by parts lead to
2
∫ t
0
s−
β
2 ‖e− s2PAf‖
H˙
1
2 (Rd)
‖e−sPAf‖
H˙
1−β
2 (Rd)
ds
≤
∫ t
0
s−β‖e−sPAf‖2
H˙
1−β
2 (Rd)
ds+
∫ t
0
‖e− s2PAf‖2
H˙
1
2 (Rd)
ds (2.20)
=
1
1− β
∫ t
0
(s1−β)
′‖e−sPAf‖2
H˙
1−β
2 (Rd)
ds+
∫ t
2
0
‖e−sPAf‖2
H˙
1
2 (Rd)
ds
=
t1−β
1− β ‖e
−tPAf‖2
H˙
1−β
2 (Rd)
− 2
1− β
∫ t
0
s1−βRe〈(−∆x)
1−β
2 e−sPAf,
d
ds
e−sPAf〉L2(Rd) ds
+
∫ t
2
0
‖e−sPAf‖2
H˙
1
2 (Rd)
ds
≤ t
1−β
1− β ‖e
−tPAf‖2β
L2(R)
‖e−tPAf‖2(1−β)
H˙
1
2 (R)
+
C
1− β
∫ t
0
s
1
2
−β‖e−sPAf‖H˙1−β(Rd)‖e−
s
2
PAf‖
H˙
1
2 (Rd)
ds+
∫ t
0
‖e−sPAf‖2
H˙
1
2 (R)
ds. (2.21)
Here we have used (2.15). By the interpolation
‖e−tPAf‖H˙1−β(Rd) ≤ ‖e−tPAf‖
2β
1+β
H˙
1−β
2 (Rd)
‖e−tPAf‖
1−β
1+β
H˙1(Rd)
and (2.16) we see that
C
1− β
∫ t
0
s
1
2
−β‖e−sPAf‖H˙1−β(Rd)‖e−
s
2
PAf‖
H˙
1
2 (Rd)
ds
≤
∫ t
0
s−
β
2 ‖e−sPAf‖
H˙
1
2 (Rd)
‖e−sPAf‖
H˙
1−β
2 (Rd)
ds+ Cβ
∫ t
0
s
1
2‖e−sPAf‖H˙1(Rd)‖e−
s
2
PAf‖
H˙
1
2 (Rd)
ds
≤
∫ t
0
s−
β
2 ‖e−sPAf‖
H˙
1
2 (Rd)
‖e−sPAf‖
H˙
1−β
2 (Rd)
ds+ Cβ
∫ t
0
‖e− s2PAf‖2
H˙
1
2 (Rd)
ds. (2.22)
Here Cβ depends only on d, ν1, ν2, and β. Now it is easy to derive (2.19) from (2.20) - (2.22). The
proof is complete.
2.4 Poisson semigroup in L2(Rd)
In general, the Poisson semigroup {e−tPA}t≥0 acting on H1/2(Rd) is not extended as a strongly
continuous semigroup in L2(Rd). However, a simple Caccioppoli type inequality shows that once
we have the bound of {e−tPA}t≥0 in L2(Rd), then the analyticity in L2(Rd) automatically follows.
Proposition 2.9. Assume that the Poisson semigroup {e−tPA}t≥0 in H1/2(Rd) is extended as a
strongly continuous semigroup in L2(Rd). Then it is an analytic semigroup acting on L2(Rd), and
it follows that ‖e−tPA‖L2→L2 ≤ C(1 + t)1/2 and
t‖ d
dt
e−tPA‖L2→L2 + tβ‖e−tPA‖L2→H˙β ≤ C ′ sup
t
4
<τ<t
‖e−τPA‖L2→L2 t > 0, β ∈ [0, 1]. (2.23)
Moreover, we have lim
t→∞ t
β−1/2‖e−tPAf‖H˙β(Rd) = 0, β ∈ [0, 1], for any f ∈ L2(Rd). The constant
C ′ in (2.23) depends only on ν1 and ν2.
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Remark 2.10. If {e−tPA}t≥0 is a bounded semigroup in L2(Rd) then (2.23) implies the estimate
t‖d/dt e−tPA‖L2→L2 + tβ‖e−tPA‖L2→H˙β ≤ C for t > 0 and β ∈ [0, 1].
Remark 2.11. By the density argument, {e−tPA}t≥0 in H1/2(Rd) is extended as a strongly con-
tinuous semigroup in L2(Rd) if we have the estimate ‖e−tPAf‖L2(Rd) ≤ C‖f‖L2(Rd) for t ∈ (0, 1]
and f ∈ H1/2(Rd).
Proof of Proposition 2.9. By the assumption of the proposition, for f ∈ L2(Rd) we have e−tPAf =
lim
n→∞ e
−tPAfn in L2(Rd), where {fn}n∈N ⊂ H1/2(Rd) and fn → f in L2(Rd) as n → ∞. Hence, to
prove the analyticity it suffices to show the estimate
‖ d
dt
e−tPAf‖L2(Rd) ≤ Ct−1‖f‖L2(Rd), t ∈ (0, 1], f ∈ H
1
2 (Rd). (2.24)
Since {e−tPA}t≥0 is assumed to be strongly continuous in L2(Rd), we have from (2.18)
‖e−t0PAf‖
H˙
1
2 (Rd)
≤ Ct−
1
2
0 sup
t0
2
<τ<t0
‖e−τPA‖L2→L2‖f‖L2(Rd). (2.25)
Combining (2.15) with (2.25), we get
‖ d
dt
e−2t0PAf‖L2(Rd) ≤ Ct
− 1
2
0 ‖e−t0PAf‖H˙ 12 (Rd) ≤ Ct
−1
0 sup
t0
2
<τ<t0
‖e−τPA‖L2→L2‖f‖L2(Rd).
This is nothing but (2.24), as desired. The estimate for ‖e−tPA‖L2→L2 follows from (2.12) and (2.25).
Indeed, we have ‖e−(t+τ)PAf‖L2(Rd) ≤ ‖e−τPAf‖L2(Rd) + Ct1/2‖e−τPAf‖H˙1/2(Rd) for t, τ > 0. This
proves ‖e−tPA‖L2→L2 ≤ C(1 + t1/2) by taking τ = 1. The estimate (2.23) with β = 1 follows
from (2.16) and (2.25). The case β ∈ (0, 1) is a consequence of the interpolation inequality. The
convergence as t→∞ is already shown in Proposition 2.4. The proof is complete.
If the Poisson semigroup in H1/2(Rd) is extended as a semigroup in L2(Rd) it is important to
determine the domain of DL2(PA), although it is a difficult problem in general. In the proceeding
section we will study the relation between DL2(PA) and H1(Rd). We note that, once the char-
acterization DL2(PA) = H1(Rd) is verified, the Poisson semigroup is analytic in Hs(Rd) for each
s ∈ (0, 1] by the interpolation.
2.5 General relation between Dirichlet-Neumann map and Poisson operator
In this section we consider the relation between ΛA and PA, which is formally described as PA =
M1/bΛA +Mr2/b · ∇x if one does not take into account the relation among the domains of each
operator. For f ∈ H1/2(Rd) set Λ˜Af := −Mb∂tEAf −Mr2 ·∇xEAf ∈ L2(Rd+1+ ). Then the identity
〈A∇EAf,∇ϕ〉 = 0 for ϕ ∈ C∞0 (Rd+1+ ) yields
〈∂tΛ˜Af, ϕ〉L2(Rd+1+ ) = −
∑
1≤i≤d,1≤j≤d+1
〈ai,j∂jEAf, ∂iϕ〉L2(Rd+1+ ), ϕ ∈ C
∞
0 (R
d+1
+ ), (2.26)
where we have used that ∂kt EAf ∈ H1(Rd+1δ,+ ) for all δ > 0 and k ∈ N when f ∈ H1/2(Rd).
Note that the right-hand side of (2.26) makes sense for all ϕ ∈ L2(R+; H˙1(Rd)). Hence ∂tΛ˜Af is
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extended as a distribution belonging to L2(R+; H˙
−1(Rd)). In particular, the function Λ˜Af belongs
to C([0,∞);H−1(Rd)), and we have from (2.26) with ϕ ∈ C∞0 (Rd+1+ ),
〈Λ˜Af |t=0, ϕ|t=0〉H˙−1(Rd),H˙1(Rd) = −
∫ ∞
0
〈∂tΛ˜Af, ϕ〉H˙−1(Rd),H˙1(Rd) dt−
∫ ∞
0
〈Λ˜Af, ∂tϕ〉L2 dt
=
∑
1≤i≤d,1≤j≤d+1
〈ai,j∂jEAf, ∂iϕ〉L2(Rd+1+ ) − 〈Λ˜Af, ∂tϕ〉L2(Rd+1+ )
= 〈ΛAf, ϕ|t=0〉
H˙−
1
2 (Rd),H˙
1
2 (Rd)
. (2.27)
Here we have used (2.8) in the last line. Since EA(t)f = e−tPAf , the equality (2.27) implies
Proposition 2.12. Let f ∈ H1/2(Rd). Then we have
lim
t↓0
(
MbPAe−tPAf −Mr2 · ∇xe−tPAf
)
= ΛAf in H−1(Rd). (2.28)
When f belongs to DH1/2(PA) we have the desired representation as follows.
Proposition 2.13. It follows that DH1/2(PA) →֒ DL2(ΛA) ∩H1(Rd) and
PAf =M1/bΛAf +Mr2/b · ∇xf, f ∈ DH 12 (PA). (2.29)
Proof. When f ∈ DH1/2(PA) we have d/dt e−tPAf = −e−tPAPAf = −(EAPAf)(·, t), which
belongs to L2(R+; H˙
1(Rd)). Hence, e−tPAf belongs to C(R+;H1(Rd)), and in particular, f ∈
H1(Rd). It is easy to see ‖f‖H1(Rd) ≤ C‖f‖D
H1/2
(PA). Moreover, the left-hand side of (2.28)
converges to MbPAf −Mr2 · ∇xf in L2(Rd). This implies f ∈ DL2(ΛA) and (2.29) holds. The
proof is complete.
3 Identity of Rellich type and factorization of elliptic operator
This section is devoted to derive the Rellich type identity with the aid of the class DH1/2(PA),
which is used in studying the relation among the domains of Poisson operators, Dirichlet-Neumann
maps, and H1(Rd).
3.1 Identity in weak form for general case
In this section we give a proof of Theorem 1.10. The following proposition plays central roles.
Proposition 3.1. Let f ∈ DH1/2(PA) and g ∈ H1(Rd). Then it follows that
〈A′f, g〉H˙−1,H˙1 = 〈PAf,ΛA∗g〉H˙ 12 ,H˙− 12 + 〈PAf,Mr¯1 · ∇xg〉L2(Rd). (3.1)
Here 〈A′f, g〉H˙−1,H˙1 = 〈A′∇xf,∇xg〉L2(Rd) with A′(x) =
(
ai,j(x)
)
1≤i,j≤d.
Remark 3.2. When A is Hermite and f = g the equality (3.1) is formally written as
〈A′∇xf,∇xf〉L2(Rd) = ‖M√bPAf‖2L2(Rd),
which is a variant of the classical Rellich identity [31].
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Proof of Proposition 3.1. Set w(t) = A′∇xe−tPAf −Mr1PAe−tPAf for f ∈ DH1/2(PA). Now let us
recall the equality (2.26), which implies
−
∫ ∞
0
〈w(t),∇xϕ(t)〉L2(Rd) dt =
∫ ∞
0
〈Mb d
dt
e−tPAPAf +Mr2 · ∇xe−tPAPAf, ϕ(t)〉L2(Rd) dt
for all ϕ ∈ C∞0 (Rd+1+ ). Since each of w(t), ddte−tPAPAf , and Mr2 · ∇xe−tPAPAf belongs to
C([δ,∞);L2(Rd)) for δ > 0, we have from Proposition 2.13,
−〈w(t),∇xg〉L2(Rd) = 〈Mb
d
dt
e−tPAPAf +Mr2 · ∇xe−tPAPAf, g〉L2(Rd) = −〈ΛAe−tPAPAf, g〉L2(Rd)
(3.2)
for all g ∈ C∞0 (Rd) and t > 0. It is clear that (3.2) holds for all g ∈ H1(Rd). As stated in
the proof of Proposition 2.13, e−tPAf → f in H1(Rd) as t → 0 if f ∈ DH1/2(PA). Moreover,
we see 〈ΛAe−tPAPAf, g〉L2(Rd) = 〈ΛAe−tPAPAf, g〉H˙−1/2,H˙1/2 → 〈ΛAPAf, g〉H˙−1/2,H˙1/2 as t→ 0 for
f ∈ DH1/2(PA) and g ∈ H1/2(Rd). Hence, letting t→ 0 in (3.2), we get
−〈A′∇xf −Mr1PAf,∇xg〉L2(Rd) = −〈ΛAPAf, g〉H˙− 12 ,H˙ 12 = −〈PAf,ΛA∗g〉H˙ 12 ,H˙− 12 (3.3)
if f ∈ DH1/2(PA) and g ∈ H1(Rd). This proves (3.1). The proof is complete.
Proof of Theorem 1.10. Let us prove (1.11). Assume that u ∈ L2(R;DH1/2(PA)) ∩ H˙1(R;L2(Rd))
and v ∈ L2(R;DH1/2(PA∗)) ∩ H˙1(R;L2(Rd)). Then the definition of A and Proposition 3.1 imply
〈A∇u,∇v〉L2(Rd+1) = 〈A′∇xu,∇xv〉L2(Rd+1) + 〈∂tu,Mb¯∂tv〉L2(Rd+1)
+ 〈Mr2 · ∇xu, ∂tv〉L2(Rd+1) + 〈∂tu,Mr¯1 · ∇xv〉L2(Rd+1)
= 〈PAu, Mb¯PA∗v〉L2(Rd+1) + 〈∂tu,Mb¯∂tv〉L2(Rd+1)
+ 〈Mr2 · ∇xu, ∂tv〉L2(Rd+1) + 〈∂tu,Mr¯1 · ∇xv〉L2(Rd+1) (3.4)
= 〈 (∂t + PA)u, Mb¯(∂t + PA∗)v 〉L2(Rd+1)
− 〈∂tu,ΛA∗v〉L2(Rd+1) − 〈M1/bΛAu,Mb¯∂tv〉L2(Rd+1).
Thus we get (1.11) since 〈M1/bΛAu,Mb¯∂tv〉L2(Rd+1) = −〈∂tu,ΛA∗v〉L2(Rd+1) holds.
Next we consider (1.12). Assume that u ∈ L2(R;DH1/2(PA)) ∩ H˙1(R;H1/2(Rd)) and v ∈
H1(Rd+1). In this case, instead of (3.4), we have from (3.1),
〈A∇u,∇v〉L2(Rd+1) =
∫
R
〈PAu(t), ΛA∗v(t)〉
H˙
1
2 ,H˙−
1
2
dt+ 〈PAu,Mr¯1 · ∇xv〉L2(Rd+1)
+ 〈∂tu,Mb¯∂tv〉L2(Rd+1) + 〈Mr2 · ∇xu, ∂tv〉L2(Rd+1) + 〈∂tu,Mr¯1 · ∇xv〉L2(Rd+1)
=
∫
R
〈(∂t + PA)u(t), ΛA∗v(t)〉
H˙
1
2 ,H˙−
1
2
dt+ 〈(∂t + PA)u, (Mb¯∂t +Mr¯1 · ∇x)v〉L2(Rd+1)
−
∫
R
〈∂tu(t), ΛA∗v(t)〉
H˙
1
2 ,H˙−
1
2
dt−
∫
R
〈M1/bΛAu(t), Mb¯∂tv(t)〉L2(Rd) dt.
But the density argument implies∫
R
〈∂tu(t), ΛA∗v(t)〉
H˙
1
2 ,H˙−
1
2
dt = −
∫
R
〈M1/bΛAu(t), Mb¯∂tv(t)〉L2(Rd) dt,
16
which gives (1.12). It remains to show (1.13) and (1.14). We will give a proof only for (1.14) since
(1.13) is proved in the same manner. As in the proof of (1.12), we have
〈A∇u,∇v〉L2(Rd+1+ ) =
∫ ∞
0
〈(∂t + PA)u(t), ΛA∗v(t)〉
H˙
1
2 ,H˙−
1
2
dt
+ 〈(∂t + PA)u, (Mb¯∂t +Mr¯1 · ∇x)v〉L2(Rd+1+ )
−
∫ ∞
0
〈∂tu(t), ΛA∗v(t)〉
H˙
1
2 ,H˙−
1
2
dt−
∫ ∞
0
〈ΛAu(t), ∂tv(t)〉L2(Rd) dt.
Let vǫ = jǫ ∗ v be the mollification of v with respect to the x variables, which converges to v in
H1(Rd+1+ ). Then we see from the integration by parts,∫ ∞
0
〈∂tu(t), ΛA∗v(t)〉
H˙
1
2 ,H˙−
1
2
dt = lim
ǫ→0
∫ ∞
0
〈∂tu(t), ΛA∗vǫ(t)〉
H˙
1
2 ,H˙−
1
2
dt
= lim
ǫ→0
〈γu,ΛA∗γvǫ〉
H˙
1
2 ,H˙−
1
2
− lim
ǫ→0
∫ ∞
0
〈ΛAu(t), ∂tvǫ(t)〉L2(Rd) dt
= 〈γu,ΛA∗γv〉
H˙
1
2 ,H˙−
1
2
−
∫ ∞
0
〈ΛAu(t), ∂tv(t)〉L2(Rd) dt.
Here γ : H1(Rd+1+ )→ H1/2(∂Rd+1+ ) is the trace operator. Hence (1.14) holds. The proof is complete.
3.2 Criterion on the embedding between H1(Rd) and DL2(PA)
In this section we show various relations among DL2(PA), DL2(ΛA), and H1(Rd).
Proposition 3.3. The following two statements are equivalent.
(i) DH1/2(PA) ⊂ DL2(ΛA∗) and ‖ΛA∗f‖L2(Rd) ≤ C‖f‖H1(Rd) holds for f ∈ DH1/2(PA).
(ii) {e−tPA}t≥0 is extended as a strongly continuous semigroup in L2(Rd) and DL2(PA) is contin-
uously embedded in H1(Rd).
Moreover, if the condition (ii) (and hence, (i)) holds then DL2(PA) is continuously embedded in
DL2(ΛA), H1(Rd) is continuously embedded in DL2(ΛA∗), and it follows that
PAf =M1/bΛAf +Mr2/b · ∇xf, (3.5)
〈A′f, g〉H˙−1,H˙1 = 〈PAf,ΛA∗g +Mr¯1 · ∇xg〉L2(Rd) (3.6)
for f ∈ DL2(PA) and g ∈ H1(Rd).
Proof. Assume that the statement (ii) holds. Then, from Proposition 2.13 we have ‖ΛAf‖L2(Rd) ≤
C(‖PAf‖L2(Rd) + ‖f‖L2(Rd)) for f ∈ DH1/2(PA). Thus, since DH1/2(PA) is dense in DL2(PA) and
ΛA is closed in L2(Rd), the space DL2(PA) is continuously embedded in H1(Rd) ∩DL2(ΛA). Next
we take f = (1 + PA)−1h with h ∈ H1/2(Rd) in (3.1). Then we have from (ΛA∗)∗ = ΛA,
〈h,ΛA∗g〉
H˙
1
2 ,H˙−
1
2
= 〈ΛA(1 + PA)−1h, g〉L2(Rd) + 〈A′∇x(1 + PA)−1h,∇xg〉L2(Rd)
− 〈PA(1 + PA)−1h,Mr¯1 · ∇xg〉L2(Rd) (3.7)
for any h ∈ H1/2(Rd) and g ∈ H1(Rd). Since the right-hand side of (3.7) can be extended to
h ∈ L2(Rd), we conclude that H1(Rd) is continuously embedded in DL2(ΛA∗). The identities (3.5)
and (3.6) follow from Proposition 3.1 and the above embeddings by using the fact that DH1/2(PA)
is dense in DL2(PA).
17
Next we assume that the statement (i) holds. We first show that for any f ∈ L2(R+;DH1/2(PA))
the function ΨPA [f ](t) =
∫ t
0 e
−(t−s)PAf(s) ds satisfies
‖PAΨPA [f ]‖L2(0,T ;L2(Rd)) ≤ C‖f‖L2(0,T ;L2(Rd)), T ∈ (0, 1]. (3.8)
Fix T ∈ (0, 1]. We may assume that f(t) = 0 for t > T . Let φcM , M > 2, be the cut-off function in
the proof of Proposition 2.4. Then by extending ΨPA [f ](t) by zero for t < 0 it is easy to see that
φcMΨPA [f ] ∈ L2(R;DH1/2(PA)) ∩H1(R;H1/2(Rd)) →֒ H1(Rd+1). Thus from (1.12) we have
〈 A∇(φcMΨPA [f ]), ∇(φcMΨPA [f ]) 〉L2(Rd+1)
=
∫ ∞
0
〈(∂t + PA)φcMΨPA [f ](t), (Mb¯∂t +Mr¯1 · ∇x)φcMΨPA [f ](t)〉L2(Rd) dt
+
∫ ∞
0
〈(∂t + PA)φcMΨPA [f ](t),ΛA∗φcMΨPA [f ](t)〉H˙ 12 ,H˙−12 dt.
Since (∂t + PA)ΨPA [f ] = f the elliptic condition on A yields
‖∇(φcMΨPA [f ])‖2L2(Rd+1) ≤ C
∫ T
0
‖f(t)‖2L2(Rd) dt+ CM−2
∫ M
M
2
‖ΨPA [f ](t)‖2L2(Rd) dt
+ CRe
∫ T
0
〈f,ΛA∗ΨPA [f ](t)〉H˙ 12 ,H˙−12 dt
+ CRe
∫ ∞
0
(φcM )
′φcM 〈ΨPA [f ](t),ΛA∗ΨPA [f ](t)〉H˙ 12 ,H˙− 12 dt
≤ C
∫ T
0
‖f(t)‖2L2(Rd) dt+ CM−2
∫ M
M
2
‖ΨPA [f ](t)‖2L2(Rd) dt
+ CRe
∫ T
0
〈f,ΛA∗ΨPA [f ](t)〉H˙ 12 ,H˙−12 dt.
Here we have used the fact (φcM )
′ ≤ 0. Since ΨPA [f ](t) = e−(t−T )PAΨPA [f ](T ) for t > T , by using
Proposition 2.4 we take M →∞ in the above inequality and arrive at
‖∇ΨPA [f ]‖2L2(Rd+1+ ) ≤ C
∫ T
0
‖f(t)‖2L2(Rd) dt+ CRe
∫ T
0
〈f(t),ΛA∗ΨPA [f ](t)〉H˙ 12 ,H˙− 12 dt. (3.9)
Now the assumption of (i) leads to
Re〈f(t),ΛA∗ΨPA [f ](t)〉H˙ 12 ,H˙− 12 ≤ C‖f(t)‖L2(Rd)
(‖∇ΨPA [f ](t)‖L2(Rd) + ‖ΨPA [f ](t)‖L2(Rd)).
Then, applying the estimate ‖ΨPA [f ](t)‖L2(Rd) ≤ Ct1/2‖∂tΨPA [f ]‖L2(0,t;L2(Rd)), the left-hand side
of (3.9) is bounded from above by C‖f‖2
L2(0,T ;L2(Rd))
. Thus we get (3.8) from PAΨPA [f ] =
−∂tΨPA [f ] + f , as desired. Set u(t) = e−tPAg with g ∈ DH1/2(PA). Then the identity u(t) =
g − PAΨPA [g](t) and (3.8) imply ‖u‖L2(0,T ;L2(Rd)) ≤ CT 1/2‖g‖L2(Rd) for any T ∈ (0, 1]. Thus, for
any t ∈ (0, 1] there is t0 ∈ [t/2, t] such that ‖u(t0)‖L2(Rd) ≤ C‖g‖L2(Rd) with C independent of f .
Then we have from (2.12) and (2.18),
‖u(t)‖L2(Rd) ≤ ‖u(t0)‖L2(Rd) + Ct
1
2 ‖u(t0)‖
H˙
1
2 (Rd)
≤ C‖g‖L2(Rd) +Ct
1
2 t−10 ‖u‖L2( t0
2
,t0;L2(Rd))
≤ C‖g‖L2(Rd) +Ct
1
2 t
− 1
2
0 ‖g‖L2(Rd) ≤ C‖g‖L2(Rd).
(3.10)
18
Here we have also used t0 ∈ [t/2, t]. By Remark 2.11 the estimate (3.10) implies that {e−PA}t≥0 is
extended as a strongly continuous semigroup in L2(Rd). Finally, taking g = f in (3.1) and using
(i), we have ‖∇xf‖L2(Rd) ≤ C(‖PAf‖L2(Rd) + ‖f‖L2(Rd)) for any f ∈ DH1/2(PA). Since DH1/2(PA)
is dense in DL2(PA), this embedding inequality is valid for all f ∈ DL2(PA). Hence (ii) follows.
The proof of Proposition 3.3 is now complete.
Corollary 3.4. Assume that {e−tPA∗ }t≥0 is extended as a strongly continuous semigroup in L2(Rd).
Assume further that H1(Rd) is continuously embedded in DL2(PA∗) and lim inf
t→0
‖∇xe−tPA∗ f‖L2(Rd) <
∞ holds for any f ∈ H1(Rd). Then the condition (i) in Proposition 3.3 holds and
PA∗f =M1/b¯ΛA∗f +Mr¯1/b¯ · ∇xf, f ∈ H1(Rd). (3.11)
Proof. Under the assumptions of the corollary we have PA∗e−tPA∗f → PA∗f in L2(Rd) for all
f ∈ H1(Rd) →֒ DL2(PA∗) and we can also take a sequence {tn}, tn → 0, such that ∇xe−tnPA∗f
converges to ∇xf weakly in L2(Rd). Then (2.29) (with A replaced by A∗) implies that
〈ΛAg, f〉L2(Rd) = limn→∞〈ΛAg, e
−tnPA∗f〉L2(Rd) = limn→∞〈g,
(
Mb¯PA∗ −Mr¯1 · ∇x
)
e−tnPA∗f〉L2(Rd)
= 〈g,Mb¯PA∗f −Mr¯1 · ∇xf〉L2(Rd).
for all g ∈ DL2(ΛA). Hence we have f ∈ DL2(ΛA∗) and (3.11). Since DH1/2(PA) →֒ H1(Rd) the
condition (i) in Proposition 3.3 is also valid. The proof is complete.
Corollary 3.5. Assume that {e−tPA}t≥0 and {e−tPA∗ }t≥0 are extended as strongly continuous
semigroups in L2(Rd) and that DL2(PA) and DL2(PA∗) are continuously embedded in H1(Rd).
Then we have
C ′‖f‖H1(Rd) ≤ ‖PAf‖L2(Rd) + ‖f‖L2(Rd) ≤ C‖f‖H1(Rd), f ∈ DL2(PA). (3.12)
Moreover, 〈A′∇xf,∇xg〉L2(Rd) = 〈PAf,Mb¯PA∗g〉L2(Rd) holds for all f ∈ DL2(PA) and g ∈ DL2(PA∗).
Proof. By Proposition 3.3 the space H1(Rd) is continuously embedded in DL2(ΛA), and (3.5) holds
for f ∈ DL2(PA). Hence we have ‖PAf‖L2(Rd) ≤ C(‖ΛAf‖L2(Rd) + ‖∇xf‖L2(Rd)) ≤ C‖f‖H1(Rd) for
all f ∈ DL2(PA). The last assertion on the identity is obtained by applying Proposition 3.3 to PA
and PA∗ . The proof is complete.
Although Corollary 3.5 gives the comparability of ‖f‖H1(Rd) with the graph norm of DL2(PA) in
the case of f ∈ DL2(PA), this does not mean H1(Rd) = DL2(PA) because we do not know whether
DL2(PA) is dense in H1(Rd) or not in general. In order to obtain the exact characterization of
DL2(PA) we need an additional estimate as follows.
Proposition 3.6. (i) Assume that {e−tPA}t≥0 is extended as strongly continuous semigroups in
L2(Rd) and that
lim inf
t→0
‖ d
dt
e−tPAf‖L2(Rd) <∞ for all f ∈ H1(Rd). (3.13)
Then H1(Rd) ⊂ DL2(PA).
(ii) Suppose that the assumptions of Corollary 3.5 holds. Assume further that
lim inf
t→0
‖ d
dt
e−tPAf‖L2(Rd) <∞ for all f ∈ C∞0 (Rd). (3.14)
Then DL2(PA) = H1(Rd) with equivalent norms.
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Proof. (i) We note that e−tPAf → f in L2(Rd) as t→ 0 for any f ∈ H1(Rd). Then for f ∈ H1(Rd)
and g ∈ DL2((PA)∗) we have
|〈f, (PA)∗g〉L2(Rd)| = lim
t→0
|〈e−tPAf, (PA)∗g〉L2(Rd)| = lim inf
t→0
|〈PAe−tPAf, g〉L2(Rd)| ≤ Cf‖g‖L2(Rd),
where Cf = lim inft→0 ‖d/dt e−tPAg‖L2(Rd) < ∞ by the assumption. Hence the sesquilinear
functional Sf : DL2((PA)∗) ∋ g 7→ Sf (g) = 〈f, (PA)∗g〉L2(Rd) ∈ C is extended as a bounded
sesquilinear functional acting on L2(Rd). Then the representation theorem implies the existence of
h ∈ L2(Rd) such that Sf (g) = 〈h, g〉L2(Rd) for all g ∈ L2(Rd). In particular, 〈f, (PA)∗h〉L2(Rd) =
〈h, g〉L2(Rd) holds for all g ∈ DL2((PA)∗), which gives f ∈ DL2((PA)∗∗). Since PA is a densely
defined closed operator and L2(Rd) is reflexive, we have (PA)∗∗ = PA, i.e., f ∈ DL2(PA). The
proof of (i) is complete.
(ii) It suffices to show H1(Rd) ⊂ DL2(PA). The argument of (i) implies that if (3.14) holds then
each f ∈ C∞0 (Rd) belongs to DL2(PA). For any f ∈ H1(Rd) let us take {fn} ⊂ C∞0 (Rd) such that
fn → f in H1(Rd). Then for each t ∈ (0, 1) there is n(t) ∈ N such that ‖fn(t) − f‖L2(Rd) ≤ t. Thus
we have for t ∈ (0, 1),
‖ d
dt
e−tPAf‖L2(Rd) ≤ ‖
d
dt
e−tPAfn(t)‖L2(Rd) + ‖
d
dt
e−tPA(fn(t) − f)‖L2(Rd)
≤ C‖PAfn(t)‖L2(Rd) + Ct−1‖fn(t) − f‖L2(Rd)
≤ C‖fn(t)‖H1(Rd) + C ≤ C(1 + sup
n
‖fn‖H1(Rd)) <∞.
Here we have used Corollary 3.5. Hence (3.13) holds, i.e., we have H1(Rd) ⊂ DL2(PA) by the
assertion (i). The proof is complete.
3.3 Characterization of DL2(PA) and factorization of A in L2(Rd)
Next lemma shows that the factorization of A as in Theorem 1.3 is obtained as a consequence of
the H1(Rd) characterization of DL2(PA) and DL2(PA∗).
Lemma 3.7. Assume that the semigroups {e−tPA}t≥0 and {e−tPA∗ }t≥0 in H1/2(Rd) are extended
as strongly continuous semigroups in L2(Rd) and that DL2(PA) = DL2(PA∗) = H1(Rd) holds with
equivalent norms. Then H1(Rd) is continuously embedded in DL2(ΛA) ∩DL2(ΛA∗) and
PAf =M1/bΛAf +Mr2/b · ∇xf, f ∈ H1(Rd), (3.15)
PA∗g =M1/b¯ΛA∗g +Mr¯1/b¯ · ∇xg, g ∈ H1(Rd). (3.16)
Moreover, the realization of A′ in L2(Rd) and the realization of A in L2(Rd+1) are respectively
factorized as
A′ =MbQAPA, QA =M1/b(Mb¯PA∗)∗, (3.17)
A = −Mb(∂t −QA)(∂t + PA). (3.18)
Here (Mb¯PA∗)∗ is the adjoint of Mb¯PA∗ in L2(Rd).
Proof. Proposition 3.3 shows that H1(Rd) →֒ DL2(ΛA) ∩DL2(ΛA∗) and (3.15)-(3.16) hold. More-
over, we have 〈A′∇xf,∇xg〉L2(Rd) = 〈PAf,Mb¯PA∗g〉L2(Rd) for all f, g ∈ H1(Rd). If f ∈ DL2(A′) ⊂
H1(Rd) then this identity implies PAf ∈ DL2
(
(Mb¯PA∗)∗
)
and thus A′ ⊂ MbQAPA holds. The
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converse relation is proved similarly, and (3.17) is proved. Next we consider (3.18). Theorem 1.10
and Remark 1.11 verify the identity
〈A∇u,∇v〉L2(Rd+1) = 〈(∂t + PA)u,Mb¯(∂t + PA∗)v〉L2(Rd+1), u, v ∈ H1(Rd+1). (3.19)
Set
S = ∂t + PA, DL2(S) = {u ∈ L2(Rd+1) | ∂tu,PAu ∈ L2(Rd+1)} = H1(Rd+1),
T = ∂t −QA, DL2(T ) = {u ∈ L2(Rd+1) | ∂tu, (Mb¯PA∗)∗u ∈ L2(Rd+1)}.
Assume that u ∈ DL2(A), which is continuously embedded in H1(Rd+1) = DL2(S). We observe the
inequality ‖∂t∇u‖L2(Rd+1) ≤ C(‖Au‖L2(Rd+1) + ‖u‖L2(Rd+1)), which then implies from (3.19) that
|〈Su,Mb¯PA∗v〉L2(Rd+1)| ≤ |〈MbS∂tu, v〉L2(Rd+1)|+ |〈Au, v〉L2(Rd+1)|
≤ C(‖∂tu‖H1(Rd+1) + ‖Au‖L2(Rd+1))‖v‖L2(Rd+1)
≤ C(‖Au‖L2(Rd+1) + ‖u‖L2(Rd+1))‖v‖L2(Rd+1).
Hence Su ∈ DL2((Mb¯PA∗)∗) = DL2(QA). Thus we have Su ∈ DL2(T ) = DL2(MbT ), that is,
u ∈ DL2(MbTS). Conversely, assume that u ∈ DL2(MbTS) ⊂ H1(Rd+1). Then Su ∈ DL2(T ) and
we have from (3.19),
〈A∇u,∇v〉L2(Rd+1) = 〈Su,Mb¯(∂t + PA∗)v〉L2(Rd+1)
= −〈Mb∂tSu, v〉L2(Rd+1) + 〈(Mb¯PA∗)∗Su, v〉L2(Rd+1) = 〈−MbTSu, v〉L2(Rd+1).
This shows u ∈ DL2(A) and Au = −MbTSu. The proof is complete.
4 Analysis of Poisson operator for specific cases
For general elliptic operators the verification of DL2(PA) = H1(Rd) is a difficult problem in general.
As far as the authors know, at least the following cases are settled so far; (I) A is a constant
matrix, (II) A is an Hermitian, i.e., A = A∗, (III) A is block-type, i.e., r1 = r2 = 0, (IV)
A is a small perturbation of B in (L∞(Rd))(d+1)×(d+1) , where B satisfies one of (I)-(III) above.
Roughly speaking, the relation DL2(PA) = H1(Rd) follows from L2 solvability of both Dirichlet
and Neumann problem. The case (I) is verified by the direct application of the Fourier transform.
As stated in the introduction, the case (II) is classical and L2 solvability is proved by [7, 15, 16,
33, 9, 20, 4]. The case (III) is related with the Kato square root problem, which was finally solved
by [5]. The stability with respect to small L∞ perturbations, the case (IV), is solved by [10] when
B is a constant matrix, by [14, 1] when B is a constant or real symmetric matrix, by [3] when B
is a constant, real symmetric, or block matrix, and by [4] when B is a constant, Hermite, or block
matrix. In this section we study the domain of the generator for the Poisson semigroup when A
is Hermite (Section 4.1) and when the off-block vectors r1, r2 have additional regularity (Section
4.2).
4.1 Analysis for Hermitian case
In this section we consider the case A is Hermite. This is a classical case, and the derivation of
various estimates for Poisson semigroups here is based on the Rellich type identity [31] as already
observed in [30, 15, 16]. Strictly speaking, in [30, 15, 16] the problem is studied when the domain
is bounded and A is real symmetric, and one has to be careful about the noncompactness of the
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domain Rd+1+ in the present problem. In the proof of Theorem 4.2 below, to verify DL2(PA) =
DL2(ΛA) = H1(Rd) based on the Rellich identity we firstly approximate the nonsmooth A by
smooth ones {Aǫ}ǫ>0 and then take the limit. In this approach the results for the smooth Aǫ have
to be obtained in advance. If the domain is bounded then the case of smooth A is handled by
using the localization and perturbation argument from the constant matrix case. This method is
quite robust (also for Lp framework), but when the domain is unbounded it does not always work
successfully. Thus, although Theorem 4.2 itself is not essentially new, we will give an alternative
proof using the result in our companion work [24], where DL2(PA) = DL2(ΛA) = H1(Rd) is verified
when A is Lipschitz continuous.
Lemma 4.1. Assume that A is Hermite, i.e., A∗ = A. Let f, g ∈ DH1/2(PA) and set ΨPA [F ](t) =∫ t
0 e
−(t−s)PAF (s) ds for F ∈ C∞0 (Rd+1+ ). Then
〈A′∇xf,∇xf〉L2(Rd) = ‖M√bPAf‖2L2(Rd), (4.1)
C−14 ‖∇xf‖L2(Rd) ≤ ‖ΛAf‖L2(Rd) ≤ C4‖∇xf‖L2(Rd), (4.2)
sup
t>0
‖e−tPAg‖L2(Rd) + sup
t>0
t‖PAe−tPAg‖L2(Rd) ≤ C5‖g‖L2(Rd), (4.3)
‖∂tΨPA [F ]‖L2(Rd+1+ ) + ‖PAΨPA [F ]‖L2(Rd+1+ ) ≤ C5‖F‖L2(Rd+1+ ). (4.4)
Here the constants C4, C5 depend only on ν1 and ν2.
Proof. The equality (4.1) directly follows from (3.1). The inequality ‖ΛAf‖L2(Rd) ≤ C4‖∇xf‖L2(Rd)
follows from (2.29) and (4.1), while ‖ΛAf‖L2(Rd) ≥ C−14 ‖∇xf‖L2(Rd) follows by combining (2.29),
(4.1), and 〈A′∇xf,∇xf〉L2(Rd) − ‖M1/√bMr2 · ∇xf‖2L2(Rd) ≥ c‖∇xf‖2L2(Rd) for some c > 0 by the
ellipticity condition (1.2). The details are omitted here. We can now conclude that {e−tPA}t≥0 is
extended as a strongly continuous analytic semigroup acting on L2(Rd) by Propositions 2.9, 2.13,
and 3.3 since ΛA = ΛA when A is Hermite. As for (4.4), we note that ∂tΨA[F ], PAΨA[F ] ∈
L2(R+;H
1/2(Rd)) from the maximal regularity in the Hilbert space and ∇ΨA[F ] also belongs to
L2(Rd+1+ ) since F is compactly supported. Hence, by using lim
t→0
ΨA[F ](t) = 0 in H1/2(Rd) we see
from Theorem 1.10 that
〈A∇ΨA[F ],∇ΨA[F ]〉L2(Rd+1+ ) = 〈Mb(∂t + PA)ΨA[F ], (∂t + PA)ΨA[F ]〉L2(Rd+1+ )
= ‖M√bF‖2L2(Rd+1+ ).
This proves (4.4), which is now extended to any F ∈ L2(Rd+1+ ). To prove (4.3) set w(t) = e−tPAg =
g − PA
∫ t
0 e
−(t−s)PAg ds. Fix any T > 0. Then, as a consequence of (4.4), we have
‖w‖L2(0,T ;L2(Rd)) ≤ ‖g‖L2(0,T ;L2(Rd)) + ‖PAΨA[χT g]‖L2(0,T ;L2(Rd)) ≤ CT 1/2‖g‖L2(Rd), (4.5)
where χT = χT (t) is the characteristic function on the interval [0, T ] and C > 0 is independent of
T and g. Thus there is T0 ∈ [T/2, T ] such that ‖w(T0)‖L2(Rd) ≤ C‖g‖L2(Rd) with C independent of
T and g. Set w1(t) = tPAw(t). Then w1 satisfies ∂tw1 + PAw1 = PAw with the zero initial data.
Hence we have the representation w1(t) =
∫ t
0 e
−(t−s)PAPAw(s) ds = PA
∫ t
0 e
−(t−s)PAw(s) ds. Thus
(4.4) yields
‖w1‖L2(0,T ;L2(Rd)) ≤ C‖w‖L2(0,T ;L2(Rd)) ≤ CT
1
2 ‖g‖L2(Rd), T > 0. (4.6)
By the identity w(T ) = e−(t−T0)PAw(T0) = w(T0)−
∫ T
T0
PAw(t) dt we have from (4.5) and (4.6),
‖w(T )‖L2(Rd) ≤ ‖w(T0)‖L2(Rd) +
∫ T
T0
t−1‖w1(t)‖L2(Rd) dt
≤ C‖g‖L2(Rd) + T
− 1
2
0 ‖w1‖L2(0,T ;L2(Rd)) ≤ C‖g‖L2(Rd).
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Here we have used T0 ∈ [T/2, T ]. Since T > 0 is arbitrary we have shown that {e−tPA}t≥0 is a
bounded semigroup in L2(Rd). The uniform bound estimate for {tPAe−tPA}t>0 then follows from
Proposition 2.9, and (4.3) is now proved. The proof is complete.
Theorem 4.2. Assume that A is Hermite. Then the Poisson semigroup {e−tPA}t≥0 in H1/2(Rd)
is extended as a bounded strongly continuous analytic semigroup in L2(Rd), and DL2(PA) =
DL2(ΛA) = H1(Rd) with equivalent norms. Moreover, the estimates (4.1) - (4.4) hold for all
f ∈ H1(Rd), g ∈ L2(Rd), and F ∈ L2(Rd+1+ ).
Proof. In the proof of Lemma 4.1, as a result of the estimate (4.2) and Proposition 3.3, we have
already seen that {e−tPA}t≥0 is extended as a strongly continuous analytic semigroup in L2(Rd),
which is bounded due to (4.3). Moreover, Proposition 3.3 also gives the continuous embeddings
DL2(PA) →֒ H1(Rd) →֒ DL2(ΛA), and (4.2) is valid at least for u ∈ DL2(PA). In view of Proposition
3.6, to show DL2(PA) = H1(Rd) it suffices to show sup0<t<1 ‖d/dt e−tPAf‖L2(Rd) < ∞ for any
f ∈ H1(Rd). For this purpose we first consider the mollified matrix Aǫ = (a(ǫ)i,j )1≤i,j,≤d+1, where
a
(ǫ)
i,j = jǫ∗ai,j with a standard mollifier jǫ, ǫ > 0. It is easy to see that Aǫ is Hermite and also satisfies
(1.2) with the same constants ν1, ν2. Hence by [24, Theorem 1.2] we have the characterization
DL2(PAǫ) = H1(Rd), and (4.1) implies the estimate
ν1
ν2
‖∇xf‖2L2(Rd) ≤ ‖PAǫf‖2L2(Rd) ≤
ν2
ν1
‖∇xf‖2L2(Rd), f ∈ H1(Rd). (4.7)
Then the function uǫ(t) = e
−tPAǫ f with f ∈ H1(Rd) satisfies
‖∇uǫ(t)‖L2(Rd) ≤ C‖PAǫuǫ(t)‖L2(Rd) = C‖e−tPAǫPAǫf‖L2(Rd) ≤ C‖PAǫf‖L2(Rd) ≤ C‖∇xf‖L2(Rd),
(4.8)
as well as supt>0 ‖uǫ(t)‖L2(Rd) ≤ C‖f‖L2(Rd). Here the constant C in these estimates depends
only on ν1 and ν2. Hence we can take a sequence {ǫn}, ǫn → 0, such that uǫn converges to
some u ∈ H˙1(Rd+1+ ) weakly in H˙1(Rd+1+ ) and strongly in L2loc(Rd+1+ ), and u also satisfies the
estimate supt>0 ‖∇u(t)‖L2(Rd) < ∞. Since a(ǫ)i,j converges to ai,j strongly in L2loc(Rd+1+ ), we have
0 = 〈Aǫn∇uǫn ,∇ϕ〉L2(Rd+1+ ) → 〈A∇u,∇ϕ〉L2(Rd+1+ ) for any ϕ ∈ C
∞
0 (R
d+1
+ ), and it is not difficult to
see limt→0 u(t) → f strongly in L2(Rd) from the above uniform bound. Hence the uniqueness of
the weak solutions in H˙1(Rd+1+ ) to (D) implies u(t) = e
−tPAf , i.e., supt>0 ‖∇e−tPAf‖L2(Rd) < ∞
holds. thus DL2(PA) = H1(Rd) holds with equivalent norms by Proposition 3.6. Finally we show
DL2(ΛA) = H1(Rd), which requires more technicality. Let us recall that we have already known
that H1(Rd) ⊂ DL2(ΛA) and ‖∇xf‖L2(Rd) ≃ ‖ΛAf‖L2(Rd) holds for any f ∈ H1(Rd). Now let us
consider the approximation Aǫ as above, and for any f ∈ L2(Rd) set gǫ = (λ+ ΛAǫ)−1f . Since Aǫ
is Lipschitz we see gǫ ∈ DL2(ΛAǫ) = H1(Rd) by [24, Theorem 1.3]. Moreover, using the fact that
the ellipticity constants of Aǫ is the same as those of A, we have ‖gǫ‖H1(Rd) ≤ C(1+λ−1)‖f‖L2(Rd),
where C > 0 is independent of ǫ. Hence by taking suitable subsequence if necessary, we may assume
that gǫ converges to some g ∈ H1(Rd) weakly in L2(Rd) and ‖g‖H1(Rd) ≤ C(1+λ−1)‖f‖L2(Rd) holds.
Thus for ϕ ∈ H1(Rd) we have
〈gǫ, (λ+ ΛA)ϕ〉L2(Rd) → 〈g, (λ + ΛA)ϕ〉L2(Rd) = 〈(λ+ ΛA)g, ϕ〉L2(Rd) ǫ→ 0. (4.9)
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On the other hand, we have
〈gǫ, (λ+ ΛA)ϕ〉L2(Rd) = λ〈gǫ, ϕ〉L2(Rd) +
∫ ∞
0
〈∇e−tPAǫ gǫ, A∇e−tPAϕ〉L2(Rd) dt
= λ〈gǫ, ϕ〉L2(Rd) +
∫ ∞
0
〈Aǫ∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(Rd) dt
+
∫ ∞
0
〈(A−Aǫ)∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(Rd) dt
= λ〈gǫ, ϕ〉L2(Rd) + 〈ΛAǫgǫ, ϕ〉L2(Rd)
+
∫ ∞
0
〈(A−Aǫ)∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(Rd) dt
= 〈f, ϕ〉L2(Rd) +
∫ ∞
0
〈(A−Aǫ)∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(Rd) dt.
Now we observe that Aǫ → A strongly in Lp(BR) for any R > 0 and p ∈ [1,∞). Here BR = {x ∈
R
d | |x| < R}. Fix R > 0. Then for each η > 0 we have lim
ǫ→0
|{x ∈ BR | |A − Aǫ| ≥ η}| = 0. Thus
we see from ‖∇e−·PAǫgǫ‖L2(Rd+1+ ) ≤ C‖gǫ‖H˙1/2(Rd) ≤ Cλ‖f‖L2(Rd),
lim sup
ǫ→0
|
∫ ∞
0
〈(A−Aǫ)∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(Rd) dt|
≤ lim sup
ǫ→0
∫ ∞
0
|〈(A−Aǫ)∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(BR∩{|A−Aǫ|<η})|dt
+ lim sup
ǫ→0
∫ ∞
0
|〈(A−Aǫ)∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(BR∩{|A−Aǫ|≥η})|dt
+ lim sup
ǫ→0
∫ ∞
0
|〈(A−Aǫ)∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(Rd\BR))|dt
≤ Cλη‖f‖L2(Rd)‖ϕ‖H˙ 12 (Rd) + Cλ‖f‖L2(Rd) lim supǫ→0
( ∫ ∞
0
‖∇e−tPAϕ‖2L2(BR∩{|A−Aǫ|≥η}) dt
)1
2
+ Cλ‖f‖L2(Rd)
( ∫ ∞
0
‖∇e−tPAϕ‖2L2(Rd\BR) dt
) 1
2
= Cλη‖f‖L2(Rd)‖ϕ‖H˙ 12 (Rd) + Cλ‖f‖L2(Rd)
( ∫ ∞
0
‖∇e−tPAϕ‖2L2(Rd\BR) dt
) 1
2 .
Since η > 0 and R > 0 are arbitrary, we conclude that
lim sup
ǫ→0
∣∣ ∫ ∞
0
〈(A−Aǫ)∇e−tPAǫ gǫ,∇e−tPAϕ〉L2(Rd) dt
∣∣ = 0.
Collecting these above, we finally obtain
〈gǫ, (λ+ ΛA)ϕ〉L2(Rd) → 〈f, ϕ〉L2(Rd) ǫ→ 0. (4.10)
Hence, (4.7) and (4.10) imply
〈(λ+ ΛA)g, ϕ〉L2(Rd) = 〈g, (λ + ΛA)ϕ〉L2(Rd) = 〈f, ϕ〉L2(Rd), ϕ ∈ H1(Rd), (4.11)
which gives (λ + ΛA)g = f . Since f ∈ L2(Rd) is arbitrary and g ∈ H1(Rd), we have DL2(ΛA) ⊂
H1(Rd), as desired. The proof is complete.
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4.2 Analysis for regular off-block case
In this section we consider the case when the off-block vectors r1, r2 possess additional properties.
As stated in Theorem 1.3, the key assumption will be made for the divergence of r1, r2.
Proposition 4.3. Assume that {e−tPA}t≥0 acting on H1/2(Rd) is extended as a strongly continuous
semigroups acting on L2(Rd) and that
(i) there are λ ≥ 0 and C1 > 0 such that∫ ∞
0
‖e−tPA−λtf‖2
H˙
1
2 (Rd)
dt ≤ C1‖f‖2L2(Rd), f ∈ H
1
2 (Rd), (4.12)
(ii) there are α ∈ [0, 1), C2 > 0, and C3 > 0 such that
|〈M∇x·r1f, f〉L2(Rd)| ≤ C2‖f‖H˙ 1+α2 (Rd)‖f‖H 1−α2 (Rd) + C3‖f‖
2
L2(Rd), f ∈ H1(Rd). (4.13)
Then DL2(PA) ⊂ H1(Rd) and
‖∇xf‖L2(Rd) ≤ C(‖PAf‖L2(Rd) + ‖f‖L2(Rd)), f ∈ DL2(PA), (4.14)
where the constant C depends only on d, ν1, ν2, α, C1, C2, and C3.
Remark 4.4. As is seen in the proof below, the constant C in (4.14) does not depend on the value
sup
t>0
‖e−tPA−t‖L2→L2 .
Remark 4.5. Let d ≥ 2 and let h = h1 + h2 ∈ Ld,∞(Rd) + L∞(Rd). Then we have
|〈Mhf, f〉L2(Rd)| ≤ C‖h1‖Ld,∞(Rd)‖f‖2
H˙
1
2 (Rd)
+ ‖h2‖L∞(Rd)‖f‖2L2(Rd), f ∈ H
1
2 (Rd). (4.15)
Hence, if ∇x · r1 and ∇x · r2 belong to Ld,∞(Rd) + L∞(Rd) and d ≥ 2 then the condition (ii) in
Proposition 4.3 is satisfied. Similarly, when d = 1 the condition (ii) in Proposition 4.3 holds if
∇x · r1 and ∇x · r2 belong to M(R) + L∞(R).
To prove Proposition 4.3 let us recall the operator A′ : D(A′) ⊂ L2(Rd) → L2(Rd), which is
defined through the sesquilinear form 〈A′f, g〉L2(Rd) = 〈A′∇xf,∇xg〉L2(Rd) for f ∈ DL2(A′) and
g ∈ H1(Rd). Since A(x) satisfies the ellipticity condition (1.2), so does A′(x). Hence A′ is realized
as an m-sectorial operator in L2(Rd). Furthermore, due to the result [5] on the Kato square root
problem we have DL2(
√
A′) = H1(Rd) and ‖
√
A′f‖L2(Rd) ≃ ‖∇xf‖L2(Rd). Reminding this fact, we
start from the next lemma based on the Littlewood-Paley theory. Let ψ ∈ C∞0 (Rd) be a real-valued
function with zero average such that∫ ∞
0
‖ψs ∗ f‖2L2(Rd)
ds
s
= ‖f‖2L2(Rd), f ∈ L2(Rd).
Here ψs(x) = s
−dψ(x/s). We may take ψ = ∆ψ˜ so that ‖s−1∇xψ˜s ∗ f‖L2(Rd) ≤ C‖f‖L2(Rd) holds.
Lemma 4.6. Suppose that the assumptions in Proposition 4.3 hold. Set
Uλ′(t) = t
1
2 (−∆x)−
1
4 (e−tPA)∗e−λ
′t(
√
A′)∗ for t > 0, λ′ ≥ 0.
Then there is λ0 ≥ λ such that∫ ∞
0
‖Uλ0(t)g‖2L2(Rd)
dt
t
≤ C‖g‖2L2(Rd), g ∈ L2(Rd). (4.16)
Here the constant C depends only on d, ν1, ν2, α, C2, and C3.
25
Proof. For simplicity we assume λ = 0 in the condition of Proposition 4.3 and take λ0 = 1. We
also assume, instead of (4.13), that
|〈M∇x·r1f, f〉L2(Rd)| ≤ C2‖f‖H˙ 1+α2 (Rd)‖f‖H˙ 1−α2 (Rd) + C3‖f‖
2
L2(Rd), f ∈ H
1
2 (Rd), (4.17)
which makes the computation slightly simpler. The general case is treated just in the same manner.
We write U(t) for U1(t). By taking into account the Schur lemma (cf. see [12, pp.643-644]) it suffices
to show
‖U(t)g‖L2(Rd) ≤ C‖g‖L2(Rd), t > 0, g ∈ H1(Rd), (4.18)
‖U(t)Qsg‖L2(Rd) ≤ C
(
min{ t
s
,
s
t
}) 1−α2 ‖g‖L2(Rd), t, s > 0, g ∈ L2(Rd), (4.19)
with the constant C depends only on d, ν1, ν2, α, C2, and C3. Here we have set Qsg = ψs ∗ g.
Let us prove the desired estimates by the duality. Take any f ∈ L2(Rd) and g ∈ H1(Rd) with
‖f‖L2(Rd) = ‖g‖L2(Rd) = 1. Then we have
|〈f, U(t)g〉L2(Rd)| = t
1
2 |〈
√
A′e−tPA−t(−∆x)−
1
4 f, g〉L2(Rd)|
≤ Ct 12‖∇xe−tPA−t(−∆x)−
1
4 f‖L2(Rd),
for ‖
√
A′u‖L2(Rd) ≃ ‖∇xu‖L2(Rd). Then from (2.16) we have
‖∇xe−tPA−t(−∆x)−
1
4 f‖L2(Rd) ≤ Ct−
1
2 ‖(−∆x)−
1
4 f‖
H˙
1
2 (Rd)
≤ Ct− 12 .
This proves (4.18). To show (4.19) we recall the characterization
‖
√
A′f‖L2(Rd) ≃ ‖(
√
A′)∗f‖L2(Rd) ≃ ‖∇xf‖L2(Rd)
and the fact that the realization of A′ in L2(Rd) has the bounded imaginary powers leads to the
characterization
‖A′ 14 f‖L2(Rd) ≃ ‖(A′
1
4 )∗f‖L2(Rd) ≃ ‖f‖H˙ 12 (Rd)
by the complex interpolation. By (2.11) we obtain
|〈f, U(t)Qsg〉L2(Rd)| = t
1
2 |〈A′ 14 e−tPA−t(−∆x)−
1
4 f, (A′ 14 )∗Qsg〉L2(Rd)|
≤ Ct 12‖e−tPA−t(−∆x)−
1
4 f‖
H˙
1
2 (Rd)
‖Qsg‖
H˙
1
2 (Rd)
≤ Ct 12 s− 12 .
Therefore it remains to consider the case t ≥ s. Proposition 3.1 yields
|〈f, U(t)Qsg〉L2(Rd)| = t
1
2 |〈e−tPA−t(−∆x)−
1
4 f, (A′)∗(A′− 12 )∗Qsg〉L2(Rd)|
= t
1
2 |〈A′∇xe−tPA−t(−∆x)−
1
4 f,∇x(A′−
1
2 )∗Qsg〉L2(Rd)|
≤ t 12 |〈PAe−tPA−t(−∆x)−
1
4 f,ΛA∗(A′−
1
2 )∗Qsg〉
H˙
1
2 ,H˙−
1
2
|
+ t
1
2 |〈PAe−tPA−t(−∆x)−
1
4 f,Mr¯1 · ∇x(A′−
1
2 )∗Qsg〉L2(Rd)|
= I1 + I2.
The term I1 is estimated as
I1 ≤ Ct
1
2‖ d
dt
e−tPA−t(−∆x)−
1
4 f‖
H˙
1
2 (Rd)
‖(A′− 12 )∗Qsg‖
H˙
1
2 (Rd)
≤ Ct− 12 s 12 .
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Here we have used (2.14) and ‖(A′−1/2)∗Qsg‖H˙1/2(Rd) ≤ C‖Qsg‖H˙−1/2(Rd) ≤ Cs1/2. As for the term
I2, we perform the integration by parts and get
I2 ≤ t
1
2‖r1‖L∞(Rd)‖∇xe−
t
2
PAPAe−
t
2
PA−t(−∆x)−
1
4 f‖L2(Rd)‖(A′−
1
2 )∗Qsg‖L2(Rd)
+ t
1
2 |〈 d
dt
e−tPA−t(−∆x)−
1
4 f,M∇x ·¯r1(A′−
1
2 )∗Qsg〉L2(Rd)|
= I2,1 + I2,2.
By using (2.14) and (2.16) the term I2,1 is bounded from above by Ct
−1s. To estimate the last
term I2,2 we recall the standard identity for a given inner product 〈, 〉:
〈u, hv〉 = 1
4
{〈u+ v, h(u + v)〉 − 〈u− v, h(u− v)〉 + i〈u+ iv, h(u + iv)〉 − i〈u− iv, h(u − iv)〉}.
(4.20)
Then, applying (4.17), we have for any m > 0,
I2,2 ≤ Ct
1
2 e−
t
2
(‖m d
dt
e−tPA−
t
2 (−∆x)−
1
4 f‖
H˙
1+α
2 (Rd)
+ ‖m−1(A′− 12 )∗Qsg‖
H˙
1+α
2 (Rd)
)
· (‖m d
dt
e−tPA−
t
2 (−∆x)−
1
4 f‖
H˙
1−α
2 (Rd)
+ ‖m−1(A′− 12 )∗Qsg‖
H˙
1−α
2 (Rd)
)
+ Ct
1
2 e−
t
2
(‖m d
dt
e−tPA−
t
2 (−∆x)−
1
4 f‖L2(Rd) + ‖m−1(A′−
1
2 )∗Qsg‖L2(Rd)
)2
.
The interpolation inequality with (2.14) and (2.16) shows that
‖ d
dt
e−tPA−
t
2 (−∆x)−
1
4 f‖H˙β(Rd) ≤ Ct−
1
2
−β‖f‖L2(Rd), ‖(A′−
1
2 )∗Qsg‖H˙β(Rd) ≤ Cs1−β‖g‖L2(Rd),
for β ∈ [0, 1]. Thus we have
I2,2 ≤ Ct
1
2 e−
t
2
(
m2t−2 + t−1+
α
2 s
1−α
2 + t−1−
α
2 s
1+α
2 +m−2s2
)
.
Hence, setting m4 = t2s, we get I2,,2 ≤ Ct−(1−α)/2s(1−α)/2 for t ≥ s > 0, which proves (4.19). The
proof is complete.
We are now in position to prove Proposition 4.3.
Proof of Proposition 4.3. As in the proof of Lemma 4.6, we assume that λ = 0 and λ0 = 1, and write
U(t) for Uλ0(t). It suffices to show ‖
√
A′(I + PA)−1f‖L2(Rd) ≤ C‖f‖L2(Rd) for all f ∈ H1/2(Rd)
by the density argument and by the fact ‖
√
A′f‖L2(Rd) ≃ ‖∇xf‖L2(Rd). We apply the duality
argument. For any g ∈ H1(Rd) we have
J := 〈
√
A′
∫ ∞
0
e−2tPA−2tf dt, g〉L2(Rd)
=
∫ ∞
0
〈(−∆x)
1
4 e−tPA−tf, (−∆x)−
1
4 (e−tPA)∗e−t(
√
A′)∗g〉L2(Rd) dt.
Thus the Ho¨lder inequality implies
|J | ≤ ( ∫ ∞
0
‖e−tPA−tf‖2
H˙
1
2 (Rd)
dt
) 1
2
( ∫ ∞
0
‖U(t)g‖2L2(Rd)
dt
t
) 1
2 ≤ C‖f‖L2(Rd)‖g‖L2(Rd).
Here we have used the condition (i) of Proposition 4.3 and Lemma 4.6. The proof is complete.
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Proposition 4.7. Let α ∈ [0, 1). Assume that r2 and b are real-valued. Then there is δ0 > 0
depending only on ν1, ν2, and α such that if
|〈M∇x·r2f, f〉L2(Rd)| ≤ δ0‖f‖H˙ 1+α2 (Rd)‖f‖H 1−α2 (Rd) + C4‖f‖
2
L2(Rd), f ∈ H1(Rd), (4.21)
for some C4 > 0 then {e−tPA}t≥0 in H1/2(Rd) is extended as a strongly continuous semigroup in
L2(Rd) and it follows that
‖M√be−tPAf‖2L2(Rd) + ν1
∫ t
0
‖e−sPAf‖2
H˙
1
2 (Rd)
ds ≤ 2e
2C4+δ0
ν1
t‖M√bf‖2L2(Rd), t > 0. (4.22)
Proof. As in the proof of Lemma 4.6, we assume
|〈M∇x·r2f, f〉L2(Rd)| ≤ δ0‖f‖H˙ 1+α2 (Rd)‖f‖H˙ 1−α2 (Rd) + C4‖f‖
2
L2(Rd), f ∈ H1(Rd), (4.23)
instead of (4.21) for simplicity of computations. Let f ∈ H1/2(Rd). Then by Proposition 2.4 and
Proposition 2.13 the function e−tPAf belongs to DH1/2(PA) ⊂ DL2(ΛA)∩H1(Rd) for all t > 0, and
the following calculation is valid.
d
dt
‖M√be−tPAf‖2L2(Rd) = −2Re〈ΛAe−tPAf, e−tPAf〉L2(Rd) − 2Re〈Mr2 · ∇xe−tPAf, e−tPAf〉L2(Rd)
= −2Re〈ΛAe−tPAf, e−tPAf〉L2(Rd) + 〈M∇x·r2e−tPAf, e−tPAf〉L2(Rd).
(4.24)
Applying (4.23), we then have
〈M∇x·r2e−tPAf, e−tPAf〉L2(Rd) ≤ δ‖e−tPAf‖H˙ 1+α2 (Rd)‖e
−tPAf‖
H˙
1−α
2 (Rd)
+ C4‖e−tPAf‖2L2(Rd).
Fix T > 0. Integrating (4.24) from t = 0 to t = T , we get
‖M√be−TPAf‖2L2(Rd) + 2
∫ T
0
Re〈ΛAe−tPAf, e−tPAf〉L2(Rd) dt
≤ ‖M√bf‖2L2(Rd) + Cδ
∫ T
0
t−
α
2 ‖e− t2PAf‖
H˙
1
2 (Rd)
‖e−tPAf‖
H˙
1−α
2 (Rd)
dt+ C4
∫ T
0
‖e−tPAf‖2L2(R) dt.
(4.25)
Then we use Proposition 2.8 to conclude that
‖M√be−TPAf‖2L2(Rd) + 2ν1
∫ T
0
‖e−tPAf‖2
H˙
1
2 (Rd)
dt
≤ ‖M√bf‖2L2(Rd) +
CδT 1−α
1− α ‖e
−TPAf‖2αL2(Rd)‖e−TPAf‖
2(1−α)
H˙
1
2 (Rd)
+ Cαδ
∫ T
0
‖e−tPAf‖2
H˙
1
2 (Rd)
dt
+ C4
∫ T
0
‖e−tPAf‖2L2(Rd) dt. (4.26)
Now we note that there is T0 ∈ [T/2, T ] such that
T0‖e−T0PAf‖2
H˙
1
2 (Rd)
≤ 4
∫ T
0
‖e−tPAf‖2
H˙
1
2 (Rd)
dt, T‖e−TPAf‖2
H˙
1
2 (Rd)
≤ CT0‖e−T0PAf‖2
H˙
1
2 (Rd)
.
Thus, taking δ small enough if necessary, we arrive at
‖M√be−TPAf‖2L2(Rd) + ν1
∫ T
0
‖e−tPAf‖2
H˙
1
2 (Rd)
dt ≤ 2‖M√bf‖2L2(Rd) +
2C4
ν1
∫ T
0
‖M√be−tPAf‖2L2(Rd) dt.
(4.27)
Since T > 0 is arbitrary the Gronwall inequality leads to (4.22). The proof is complete.
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Theorem 4.8. Let α ∈ [0, 1) and let δ0 be the number in Proposition 4.7. Then there is δ ∈ (0, δ0]
depending only on d, α, ν1, and ν2 such that the following statement holds: Suppose that
(1) |〈M∇x·r1f, f〉L2(Rd)|+ |〈M∇x·r2f, f〉L2(Rd)| ≤ δ‖f‖H˙ 1+α2 (Rd)‖f‖H 1−α2 (Rd) + C5‖f‖
2
L2(Rd)
,
(2) Im (r1 + r2) = 0 and Im b = 0.
Then the semigroups {e−tPA}t≥0 and {e−tPA∗ }t≥0 in H1/2(Rd) are extended as strongly continuous
semigroups in L2(Rd), and DL2(PA) = DL2(PA∗) = H1(Rd) holds with equivalent norms.
Proof. To simplify the computation we assume, instead of (1), that
|〈M∇x·r1f, f〉L2(Rd)|+ |〈M∇x·r2f, f〉L2(Rd)| ≤ δ‖f‖H˙ 1+α2 (Rd)‖f‖H˙ 1−α2 (Rd) + C5‖f‖
2
L2(Rd), (4.28)
where δ ∈ (0, δ0] will be chosen later. We denote by A1 the matrix defined as
A1 =

 A′ Re r1
Re r2
⊤ b

 , A′ = (ai,j)1≤i,j≤d. (4.29)
It is easy to see that A1 satisfies (1.2) with the same numbers ν1, ν2. Let t0 be a positive number
satisfying t0 ≤ min{1, ν1/(2C5 + δ0)}. Then (4.22) and (2.23) yield the estimate
tβ
(‖e−tPA1 f‖H˙β(Rd) + ‖e−tPA∗1 f‖H˙β(Rd)) ≤ C‖f‖L2(Rd), 0 < t ≤ t02 (4.30)
for β ∈ [0, 1], where C depends only on d, α, ν1, and ν2.
For the moment we consider the case when each ai,j belongs to Lip(R
d). Then DL2(PA) =
DL2(PA∗) = H1(Rd) holds with equivalent norms; see [24, Theorem 1.2]. Let f ∈ H1(Rd). Then
u(t) = e−tPAf satisfies
A1u = i
(∇x ·MImr1∂tu+ ∂tMImr2 · ∇xu) (4.31)
in the weak sense and u|t=0 = f , where A1u = −∇ · A1∇u. Since the right-hand side of (4.31)
satisfies the condition in Theorem 5.1 we have the integral representation of u such as
u(t) = e−tPA1 f + i
2∑
k=1
Fk(t).
Here, for 0 < t ≤ t0/2 and k = 1, 2, each Fk is defined by
Fk(t) =
∫ t
0
e−(t−s)PA1Gk(s) ds,
G1(s) =
∫ ∞
t0
e−(τ−s)QA1M1/b
(∇x ·MImr1∂τu+ ∂τMImr2 · ∇xu) dτ,
G2(s) = −
∫ t0
s
e−(τ−s)QA1M1/b ·M∇x·Imr2∂τudτ.
Note that we have used the condition (2). Recalling that each Fk satisfies ∂tFk +PA1Fk = Gk, we
have from the energy calculation and (4.28),
d
dt
‖M√bFk(t)‖2L2(Rd)
= −2Re〈ΛA1Fk(t), Fk(t)〉L2(Rd) +Re〈M∇x·r2Fk(t), Fk(t)〉L2(Rd) + 2Re〈MbGk(t), Fk(t)〉L2(Rd)
≤ −2ν1Re〈ΛA1Fk(t), Fk(t)〉L2(Rd) + δ‖Fk(t)‖H˙ 1+α2 (Rd)‖Fk(t)‖H˙ 1−α2 (Rd)
+C5ν
−1
1 ‖M√bFk(t)‖2L2(Rd) + 2Re〈MbGk(t), Fk(t)〉L2(Rd).
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Thus, for 0 < T ≤ min{t0/2, C5ν−11 } the Gronwall inequality yields
‖M√bFk(T )‖2L2(Rd) + 2ν1
∫ T
0
‖Fk(t)‖2
H˙
1
2 (Rd)
dt
≤ C
(
δ
∫ T
0
‖Fk(t)‖
H˙
1+α
2 (Rd)
‖Fk(t)‖
H˙
1−α
2 (Rd)
dt+
∫ T
0
|〈MbGk(t), Fk(t)〉L2(Rd)|dt
)
, (4.32)
where C is a numerical constant. Since t is less than or equal to t0/2, the term F1 and G1 are of
lower order and easy to estimate. Indeed, by the definition e−tQA1 =M1/b(e
−tPA∗1 )∗Mb the duality
argument using the results of Proposition 2.4 and (4.30) imply
‖G1(t)‖L2(Rd) ≤ Ct
− 1
2
0 ‖u(
t0
2
)‖
H˙
1
2 (Rd)
, 0 < t ≤ t0
2
, (4.33)
where C depends only on d, ν1, and ν2. The details are omitted. Then (4.33) combined with (4.30)
yields
‖F1(t)‖H˙β (Rd) ≤ C
∫ t
0
(t− s)−β‖G1(s)‖L2(Rd) ds ≤ Ct1−βt
− 1
2
0 ‖u(t)‖H˙ 12 (Rd), 0 < t ≤
t0
2
(4.34)
for β ∈ [0, 1). Here the constant C depends only on d, β, ν1, and ν2. From (4.33) and (4.34) we see
‖F1(t)‖
H˙
1+α
2 (Rd)
‖F1(t)‖
H˙
1−α
2 (Rd)
+ |〈MbG1(t), F1(t)〉L2(Rd)|+ ‖F1(t)‖2L2(Rd) ≤
Ct
t0
‖u(t)‖2
H˙
1
2 (Rd)
(4.35)
for 0 < t ≤ t0/2, with C depending only on d, α, ν1, and ν2. On the other hand, the identity (4.20)
and the assumption (4.28) lead to
|〈MbG2(t), F2(t)〉L2(Rd)| ≤
∫ t0
t
|〈M∇x·Imr2∂su, e−(s−t)PA∗1F2(t)〉L2(Rd)|ds
≤
∫ t0
t
{
δ
(‖m∂su(s)‖
H˙
1+α
2 (Rd)
+ ‖m−1e−(s−t)PA∗1F2(t)‖
H˙
1+α
2 (Rd)
)
· (‖m∂su(s)‖
H˙
1−α
2 (Rd)
+ ‖m−1e−(s−t)PA∗1F2(t)‖
H˙
1−α
2 (Rd)
)
+ C5
(‖m∂su(s)‖L2(Rd) + ‖m−1e−(s−t)PA∗1F2(t)‖L2(Rd))2
}
ds
(4.36)
for any m > 0. From Proposition 2.4 we have
‖∂su(s)‖
H˙
1+α
2 (Rd)
= ‖e− s4PAPAe−
3
4
sPAf‖
H˙
1+α
2 (Rd)
≤ s−α2 ‖PAe−
3
4
sPAf‖
H˙
1
2 (Rd)
≤ Cs−1−α2 ‖u(s
2
)‖
H˙
1
2 (Rd)
≤ Cs−1−α2 ‖u( t
2
)‖
H˙
1
2 (Rd)
,
‖∂su(s)‖
H˙
1−α
2 (Rd)
≤ ‖∂su(s)‖αL2(Rd)‖∂su(s)‖1−α
H˙
1
2 (Rd)
≤ Cs−1+α2 ‖u(s
2
)‖
H˙
1
2 (Rd)
≤ Cs−1+α2 ‖u( t
2
)‖
H˙
1
2 (Rd)
,
while the interpolation inequality based on (4.30) and ‖e−tPA∗1 f‖H˙1/2(Rd) ≤ C‖f‖H˙1/2(Rd) (by Propo-
sition 2.4) yields
(s − t) 1+3α4 ‖e−(s−t)PA∗1F2(t)‖
H˙
1+α
2 (Rd)
+ (s− t) 1−α4 ‖e−(s−t)PA∗1F2(t)‖
H˙
1−α
2 (Rd)
≤ C‖F2(t)‖
H˙
1−α
4 (Rd)
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for 0 < t < s ≤ t0/2. Then, taking m = t1/8s3/8 in (4.36), we get
|〈MbG2(t), F2(t)〉L2(Rd)|
≤
∫ t0
t
δ
(
m2s−2‖u( t
2
)‖2
H˙
1
2 (Rd)
+ s−1+
α
2 (s − t)− 1+3α4 ‖u( t
2
)‖
H˙
1
2 (Rd)
‖F2(t)‖
H˙
1−α
4 (Rd)
+ s−1−
α
2 (s− t)− 1−α4 ‖u( t
2
)‖
H˙
1
2 (Rd)
‖F2(t)‖
H˙
1−α
4 (Rd)
+m−2(s− t)− 1+α2 ‖F2(t)‖
H˙
1−α
4 (Rd)
)
ds
+ C5
∫ t0
t
(
m2‖∂su(s)‖2L2(Rd) +m−2‖e
−(s−t)PA∗1F2(t)‖2L2(Rd)
)
ds
≤ C
(
δ
(‖u( t
2
)‖2
H˙
1
2 (Rd)
+ t−
1+α
2 ‖F2(t)‖2
H˙
1−α
4 (Rd)
)
+ C5
(
t0‖u(t)‖2
H˙
1
2 (Rd)
+ t−
1
4 t
1
4
0 ‖F2(t)‖2L2(Rd)
))
.
(4.37)
The triangle inequality and (4.34) imply
‖F2(t)‖H˙β (Rd) ≤ ‖u(t)‖H˙β (Rd) + ‖e−tPA1 f‖H˙β(Rd) + ‖F1(t)‖H˙β (Rd)
≤ ‖u(t)‖H˙β (Rd) + ‖e−tPA1 f‖H˙β(Rd) + Ct1−βt
− 1
2
0 ‖u(t)‖H˙ 12 (Rd) (4.38)
for 0 < t ≤ t0/2 and β ∈ [0, 1]. Hence, if in addition t0 is small so that (C5 + 1)t0 ≤ δ, we get
|〈MbG2(t), F2(t)〉L2(Rd)| ≤ C
(
δ
(‖u( t
2
)‖2
H˙
1
2 (Rd)
+ t−
1+α
2 ‖u(t)‖2
H˙
1−α
4 (Rd)
+ t−
1+α
2 ‖F2(t)‖2
H˙
1−α
4 (Rd)
)
+ C5t
− 1
4 t
1
4
0
(‖u(t)‖2L2(Rd) + ‖f‖2L2(Rd))
)
. (4.39)
Then we have from (4.22) with A replaced by A1, (4.32), (4.35), and (4.39),
‖M√bu(T )‖2L2(Rd) + 2ν1
∫ T
0
‖u(t)‖2
H˙
1
2 (Rd)
dt
≤ C
(
‖f‖2L2(Rd) + (δ + T t−10 )
∫ T
0
‖u(t)‖2
H˙
1
2 (Rd)
dt+ δ
∫ T
0
‖F2(t)‖
H˙
1+α
2 (Rd)
‖F2(t)‖
H˙
1−α
2 (Rd)
dt
+ δ
∫ T
0
t−
1+α
2
(‖u(t)‖2
H˙
1−α
4 (Rd)
+ ‖e−tPA1 f‖2
H˙
1−α
4 (Rd)
)
dt
)
+ CC5t
1
4
0
∫ T
0
t−
1
4
(‖u(t)‖2L2(Rd) + ‖f‖2L2(Rd)) dt. (4.40)
Here C depends only on d. α, ν1, and ν2. Thus, by taking T0 small enough depending on δ and
C5, and by using (2.19) and (4.22) for {e−tPA1 }t≥0 together with (4.30), we have for 0 < T ≤ T0,
R.H.S. of (4.40) ≤ C
(
‖f‖2L2(Rd) + δ
∫ T
0
(‖u(t)‖2
H˙
1
2 (Rd)
+ ‖F2(t)‖
H˙
1+α
2 (Rd)
‖F2(t)‖
H˙
1−α
2 (Rd)
)
dt
+ δ
∫ T
0
t−
1+α
2 ‖u(t)‖2
H˙
1−α
4 (Rd)
dt+ C5t
1
4
0
∫ T
0
t−
1
4‖u(t)‖2L2(Rd) dt
)
. (4.41)
Now we use
‖F2(t)‖
H˙
1+α
2 (Rd)
‖F2(t)‖
H˙
1−α
2 (Rd)
≤ t
α
2
‖F2(t)‖
H˙
1+α
2 (Rd)
+
t−α
2
‖F2(t)‖
H˙
1−α
2 (Rd)
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and (4.38). Then, again from (2.19), (4.22), and (4.30) for {e−tPA1 }t≥0, and from (4.34) for F1, we
observe that
R.H.S. of (4.41)
≤ C
(
‖f‖2L2(Rd) + δ
∫ T
0
(‖u(t)‖2
H˙
1
2 (Rd)
+ t−α‖u(t)‖2
H˙
1−α
2 (Rd)
+ t−
1+α
2 ‖u(t)‖2
H˙
1−α
4 (Rd)
)
dt
+ C5t
1
4
0
∫ T
0
t−
1
4 ‖u(t)‖2L2(Rd) dt
)
≤ C
(
‖f‖2L2(Rd) + δ
∫ T
0
(‖u(t)‖2
H˙
1
2 (Rd)
+ t−
1+α
2 ‖u(t)‖2
H˙
1−α
4 (Rd)
)
dt+ C5t
1
4
0
∫ T
0
t−
1
4‖u(t)‖2L2(Rd) dt
)
.
(4.42)
Here we have used ‖u(t)‖H˙(1+α)/2(Rd) ≤ Ct−α/2‖u(t/2)‖H˙1/2(Rd) and the interpolation inequality for
the term t−α‖u(t)‖2
H˙(1−α)/2(Rd)
. By applying Proposition 2.8 for
∫ T
0 t
−(1+α)/2‖u(t)‖2
H˙(1−α)/4(Rd)
dt
we get
R.H.S. of (4.42) ≤ C
(
‖f‖2L2(Rd) + δT
1−α
2 ‖u(T )‖1+α
L2(Rd)
‖u(T )‖1−α
H˙
1
2 (Rd)
+ δ
∫ T
0
‖u(t)‖2
H˙
1
2 (Rd)
dt+ C5t
1
4
0
∫ T
0
t−
1
4‖u(t)‖2L2(Rd) dt
)
, (4.43)
where C depends only on d, α, ν1, and ν2. We take δ so small that Cδ ≤ ν1. Then the Gronwall
inequality and the Young inequality give
‖M√bu(T )‖2L2(Rd) + ν1
∫ T
0
‖u(t)‖2
H˙
1
2 (Rd)
dt ≤ C(‖f‖2L2(Rd) + δ‖u(T )‖2L2(Rd) + δT 12‖u(T )‖2H˙ 12 (Rd).
(4.44)
By taking δ further small (but depending only in d, α, ν1, and ν2) if necessary, the argument as in
the derivation of (4.27) leads to the desired estimate:
‖M√bu(T )‖2L2(Rd) + ν1
∫ T
0
‖u(t)‖2
H˙
1
2 (Rd)
dt ≤ C‖f‖2L2(Rd), 0 < T ≤ T0 (4.45)
for sufficiently small T0 > 0. Here C depends only on d, α, ν1, and ν2, while T0 depends only on d,
α, δ, C5, ν1, and ν2. Clearly the same estimate is valid also for v(t) = e
−tPA∗ f . Hence Proposition
4.3 implies
‖∇xf‖L2(Rd) ≤ C
(
min
{‖PAf‖L2(Rd), ‖PA∗f‖L2(Rd)}+ ‖f‖L2(Rd)), f ∈ H1(Rd), (4.46)
where C depends only on d, α, δ, C5, ν1, and ν2.
Now let us eliminate the assumption ai,j ∈ Lip(Rd). First we consider the mollified matrix
A(ǫ) = (a
(ǫ)
i,j )1≤i,j≤d+1, a
(ǫ)
i,j = jǫ ∗ ai,j, where jǫ is a standard mollifier. Note that the conditions (1)
(or (4.28)) and (2) are invariant under this mollification. We have already known that H1(Rd) =
DL2(PA(ǫ)) by [24, Theorem 1.2]. Moreover, (4.46) and the proof of Corollary 3.5 implies that
‖f‖H1(Rd) ≃ ‖f‖DL2 (PA(ǫ) ) with constants independent of the parameter ǫ > 0. Let f ∈ H
1(Rd)
and set uǫ(t) = e
−tP
A(ǫ) f . Then we have the uniform bounds such that
‖∇uǫ‖L2(Rd+1+ ) ≤ C‖f‖H˙ 12 (Rd), sup0<t<T0
‖∇uǫ(t)‖L2(Rd) ≤ C‖f‖H1(Rd),
sup
0<t<T0
‖uǫ(t)‖2L2(Rd) +
∫ T0
0
‖uǫ(t)‖2
H˙
1
2 (Rd)
dt ≤ C‖f‖2L2(Rd).
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By the standard limiting procedure and the uniqueness of weak solutions we conclude that w(t) =
e−tPAf satisfies
‖∇w‖
L2(Rd+1+ )
≤ C‖f‖
H˙
1
2 (Rd)
, (4.47)
sup
0<t<T0
‖∇w(t)‖L2(Rd) ≤ C‖f‖H1(Rd), (4.48)
sup
0<t<T0
‖w(t)‖2L2(Rd) +
∫ T0
0
‖w(t)‖2
H˙
1
2 (Rd)
dt ≤ C‖f‖2L2(Rd). (4.49)
The estimate (4.49) implies that {e−tPA}t≥0 is extended as a strongly continuous semigroup acting
on L2(Rd), and by Proposition 4.3 the space DL2(PA) is continuously embedded in H1(Rd). The
same is true for {e−tPA∗ }t≥0. Hence, by (4.48) and Proposition 3.6 (ii) we have H1(Rd) = DL2(PA)
with equivalent norms. Similarly, H1(Rd) = DL2(PA∗) holds with equivalent norms. The proof is
complete.
4.3 Proof of Theorem 1.3
We are now in position to prove Theorem 1.3. From Theorems 4.2 and 4.8 we have H1(Rd) →֒
DL2(ΛA) ∩ DL2(ΛA∗), PA = PA, and PA∗ = PA∗ under the assumptions of Theorem 1.3. The
factorizations (1.9) and (1.10) follow from Lemma 3.7. The proof is complete.
5 Application to boundary value problem
In this section we consider the Dirichlet and Neumann problems for elliptic operators in Rd+1+ .
5.1 Relation between mild solution and weak solution
The aim of this section is to clarify the relation between the weak solution and the mild solution
for the boundary value problems.
Theorem 5.1. Assume that the semigroups {e−tPA}t≥0 and {e−tPA∗ }t≥0 acting on H1/2(Rd) are
extended as strongly continuous semigroups acting on L2(Rd). Assume further that DL2(PA) =
DL2(PA∗) = H1(Rd) with equivalent norms. Let F ∈ H˙−1(Rd+1+ ), g ∈ H1/2(Rd), and u, v ∈
C([0,∞);L2(Rd)) ∩ H˙1(Rd+1+ ). Then the following statements hold.
(i) If u is a weak solution to (D) then u is a mild solution to (D).
(ii) If in addition ∂tF ∈ H˙−1(Rd+1+ ) and h = g +Mb
∫∞
0 e
−sQAM1/bF (s) ds belong to the range of
ΛA and if v is a weak solution to (N) then v is a mild solution to (N).
Remark 5.2. In Section 2.1, we define the mild solution for F ∈ L1loc(R+;L2(Rd)). However, if
the semigroup {e−tPA∗ }t≥0 is analytic in L2(Rd) and D(PA∗) = H1(Rd) holds, the Duhamel terms
in the integral equations still make sense even for F ∈ H˙−1(Rd+1+ ) by the duality argument. We
note that the Duhamel terms make sense also for F in some Sobolev spaces of negative order in
the same way.
Proof of Theorem 5.1. Firstly we observe that
mA[F ](t) =
∫ ∞
t
e−(τ−t)QAM1/bF (τ) dτ ∈ L2loc(R+;L2(Rd)) for F ∈ H˙−1(Rd+1+ ). (5.1)
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Indeed, we have for ϕ ∈ C∞0 (Rd+1+ ) and F ∈ L2(Rd+1+ ) ∩ H˙−1(Rd+1+ ),
〈mA[F ], ϕ〉L2(Rd+1+ ) =
∫ ∞
0
∫ ∞
t
〈F (τ), e−(τ−t)PA∗M1/b¯ϕ(t)〉L2(Rd) dτ dt
=
∫ ∞
0
〈F (τ),
∫ τ
0
e−(τ−t)PA∗M1/b¯ϕ(t) dt〉L2(Rd) dτ = 〈F,m∗A[ϕ]〉L2(Rd+1+ ). (5.2)
Here m∗A[ϕ](τ) =
∫ τ
0 e
−(τ−t)PA∗M1/b¯ϕ(t) dt. The right-hand side of (5.2) can be replaced by
〈F,m∗A[ϕ]〉H˙−1,H˙1 , and thus, we have |〈mA[F ], ϕ〉L2(Rd+1+ )| ≤ ‖F‖H˙−1(Rd+1+ )‖∇m
∗
A[ϕ]‖L2(Rd+1+ ). From
DL2(PA∗) = H1(Rd) and the maximal regularity, ‖∇m∗A[ϕ]‖L2(0,T ;L2(Rd)) ≤ C‖ϕ‖L2(0,T ;L2(Rd))
holds for all T > 0. On the other hand, since ϕ(t) = 0 if t ≥ T0/2 for some T0 > 1, when
t ≥ T0 we can write m∗A[ϕ](t) = e−(t−T0)PA∗h for some h ∈ DL2(PA∗) satisfying ‖h‖H1(Rd) ≤
CT
1/2
0 ‖ϕ‖L2(0,T0;L2(Rd)). Thus we have from (2.11),
‖∇m∗A[ϕ]‖L2(T0,∞;L2(Rd)) ≤ C‖h‖H˙1/2(Rd) ≤ CT
1/2
0 ‖ϕ‖L2(0,T0;L2(Rd)).
Collecting these, we conclude that mA[F ] ∈ L2loc(R+;L2(Rd)). Note that, if ∂tF ∈ H˙−1(Rd+1+ ) in
addition, then ∂tmA[F ] ∈ L2loc(R+;L2(Rd)) by the same calculation as above.
Now let us prove the assertion (i). Note that u0(t) = e
−tPAg, g ∈ H1/2(Rd), is a weak solu-
tion to (D) with F = 0 belonging to C(R+;L
2(Rd)) ∩ H˙1(Rd+1+ ) due to Proposition 2.9. Thus,
considering u(t) − u0(t) if necessary, we may assume that u is a weak solution to (D) with
g = 0 belonging to C(R+;L
2(Rd)) ∩ H˙1(Rd+1+ ). From F ∈ H˙−1(Rd+1+ ) the uniqueness of weak
solutions in C(R+;L
2(Rd)) ∩ H˙1(Rd+1+ ) implies that u ∈ H˙10 (Rd+1+ ) and 〈A∇u,∇ϕ〉L2(Rd+1+ ) =
〈F,ϕ〉H˙−1,H˙1 for all ϕ ∈ H˙10 (Rd+1+ ). For a given ψ ∈ C∞0 (Rd+1+ ) and 0 < ǫ ≪ 1 set ϕ(t) =∫ t
0 e
−(t−s)PA∗ e−ǫPA∗mA∗ [ψ](s) ds, wheremA∗ [ψ](s) =
∫∞
s e
−(τ−s)QA∗M1/b¯ψ(τ) dτ ∈ L2loc(R+;L2(Rd))
due to (5.1). Then we have ∂tϕ,PA∗ϕ ∈ L2loc(R+;H1/2(Rd)) by the maximal regularity, for
e−ǫPA∗mA∗ [ψ] belongs to the space L2loc(R+;H
1/2(Rd)). Moreover, since mA∗ [ψ](s) = 0 for s ≥
T0/2≫ 1 the function ϕ is written in the form ϕ(t) = e−(t−T0+ǫ)PA∗w with some w ∈ DH1/2(PA∗) if
t ≥ T0. Hence, recalling (2.10), we conclude that ϕ ∈ H˙10 (Rd+1+ ) and ∂tϕ,PA∗ϕ ∈ L2(R+;H1/2(Rd)).
Then, Theorem 1.10 yields
〈A∇u,∇ϕ〉L2(Rd+1+ ) = 〈∇u,A
∗∇ϕ〉L2(Rd+1+ )
=
∫ ∞
0
〈ΛAu, (∂t + PA∗)ϕ〉
H˙−
1
2 ,H˙
1
2
dt+ 〈(Mb∂t +Mr2 · ∇x)u, (∂t + PA∗)ϕ〉L2(Rd+1+ ).
Since u(t) ∈ H1(Rd) →֒ DL2(ΛA) for a.e. t > 0 and MbPAu = ΛAu+Mr2 · ∇xu by Corollary 3.4,
we have 〈A∇u,∇ϕ〉L2(Rd+1+ ) = 〈(∂t + PA)u,Mb¯(∂t + PA∗)ϕ〉L2(Rd+1+ ), that is,∫ ∞
0
〈(∂t + PA)u,Mb¯(∂t + PA∗)ϕ〉L2(Rd) dt = 〈F,ϕ〉H˙−1 ,H˙1 . (5.3)
By the definition of ϕ and the integration by parts, the left-hand side of (5.3) is calculated as
L.H.S. of (5.3) =
∫ ∞
0
〈(∂t + PA)u,Mb¯e−ǫPA∗mA∗ [ψ]〉L2(Rd) dt
→
∫ ∞
0
〈∂tu+ PAu,Mb¯mA∗ [ψ]〉L2(Rd) dt =
∫ ∞
0
〈u, ψ〉L2(Rd) dt = 〈u, ψ〉L2(Rd+1+ ).
(5.4)
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On the other hand, by using (5.2) the right-hand side of (5.3) satisfies
R.H.S. of (5.2)→ 〈F,m∗A
[
Mb¯mA∗ [ψ]
]〉H˙−1,H˙1 = 〈mA[F ],Mb¯mA∗ [ψ]〉L2(Rd+1+ )
= 〈m∗A∗
[
MbmA[F ]
]
, ψ〉L2(Rd+1+ ). (5.5)
Hence (5.3)-(5.5) yield u(t) = m∗A∗
[
MbmA[F ]
]
(t) =
∫ t
0 e
−(t−s)PAmA[F ](s) ds, which proves (i).
Next we show (ii). Let w ∈ H˙10 (Rd+1+ ) be the weak solution to (D) with g = 0 (which uniquely
exists by the assumption F ∈ H˙−1(Rd+1+ )). Then w is a mild solution because of (i), and since
∂tmA[F ] ∈ L2loc(R+;L2(Rd)) for ∂tF ∈ H˙−1(Rd+1+ ), we have ∂tw(t) = −PAw(t) +mA[F ](t) for all
t > 0. Applying Corollary 3.4, we see
−Mb∂tw(t) −Mr1 · ∇xw(t) = ΛAw(t) −MbmA[F ](t), t > 0.
Hence, for all ϕ ∈ H1(Rd+1+ ) it follows that
〈A∇w,∇ϕ〉L2(Rd+1+ ) = limt→0
∫ ∞
t
〈A∇w,∇ϕ〉L2(Rd) ds
= lim
t→0
〈−Mb∂tw(t)−Mr1 · ∇xw(t), ϕ(t)〉L2(Rd) + 〈F,ϕ〉H˙−1,H˙1
= lim
t→0
〈ΛAw(t) −MbmA[F ](t), ϕ(t)〉L2(Rd) + 〈F,ϕ〉H˙−1 ,H˙1 .
Then from the estimate
|〈ΛAw(t), ϕ(t)〉L2(Rd)| ≤ C‖w(t)‖H˙ 12 (Rd)‖ϕ(t)‖H˙ 12 (Rd) ≤ Ct
1
2‖mA[F ]‖L∞(0,t;L2(Rd))‖ϕ‖H1(Rd+1+ )
for t ∈ (0, 1), we have
〈A∇w,∇ϕ〉L2(Rd+1+ ) = −〈MbmA[F ], ϕ〉L2(∂Rd+1+ ) + 〈F,ϕ〉H˙−1,H˙1 . (5.6)
Next we set v0(t) = e
−tPAΛ−1A h, where h = g +MbmA[F ](0). Then the definition of ΛA implies
〈A∇v,∇ϕ〉L2(Rd+1+ ) = 〈ΛAΛ
−1
A h, ϕ〉H˙− 12 ,H˙ 12 = 〈h, ϕ〉L2(∂Rd+1+ ), ϕ ∈ H
1(Rd+1+ ). (5.7)
The equalities (5.6) and (5.7) show that the function v˜ defined by v˜ = v0 + w ∈ H˙1(Rd+1+ ), which
is a mild solution to (N) by the construction, is a weak solution to (N). Then z = v − v˜ belongs
to H˙10 (R
d+1
+ ) and 〈A∇z,∇φ〉L2(Rd+1+ ) = 0 for all φ ∈ C
∞
0 (R
d+1
+ ). Hence the uniqueness of weak
solutions to (D) in H˙10 (R
d+1
+ ) verifies the representation z(t) = e
−tPAz(0), i.e., z ∈ H˙1(Rd+1+ ).
Then we can take φ = z in the above equality, which gives z = 0, i.e., v = v˜. The proof is complete.
5.2 Proof of Corollary 1.12
In order to show Corollary 1.12, we use the following elementary estimate:
Lemma 5.3. Let u ∈ H˙10 (Rd+1+ ) be the weak solution to (D) with F ∈ C∞0 (Rd+1+ ) and g = 0. Then
‖∇u(t)‖L2(Rd) ≤ C(1 + t)3/2 holds, where C depends only on F .
Proof. By Theorem 5.1 and a simple change of variables, we have the representation formula:
u(t) =
∫ t
0
e−sPA
∫ ∞
0
e−τQAM1/bF (τ + t− s) dτ ds.
35
Then since Proposition 2.9 yields the estimate
‖e−tPA‖L2→L2 + ‖e−tQA‖L2→L2 ≤ (1 + t)1/2,
we have
‖∂tu(t)‖L2(Rd)
≤ ‖e−tPA
∫ ∞
0
e−τQAF (τ) dτ‖L2(Rd) + ‖
∫ t
0
e−sPA
∫ ∞
0
e−τQA∂tF (τ + t− s) dτ ds‖L2(Rd)
≤ (1 + t) 12
∫ ∞
0
(1 + τ)
1
2 ‖F (τ)‖L2(Rd) dτ +
∫ t
0
(1 + s)
1
2
∫ ∞
0
(1 + τ)
1
2‖∂tF (τ + t− s)‖L2(Rd) dτ ds
≤ C(1 + t) 32 ,
where we have used the fact that F is smooth and has a compact support in the last inequality.
Since H1(Rd) = DL2(PA) holds with the equivalent norm, the estimate for ‖∇xu(t)‖L2(Rd) can be
proved in the same way. Thus the proof is complete.
Proof of Corollary 1.12. Since the existence part is a direct consequence of Theorem 1.3, we will
prove the uniqueness of the solution in the class C(R+;L
2(Rd)) ∩ H1(Rd × (δ,∞)) for any δ > 0.
Let us consider the Dirichlet problem (D). Let u, u˜ be two solutions to (D) with the same boundary
data and F = 0, and let w := u− u˜. It suffices to show 〈w,F 〉L2(Rd+1+ ) = 0 for all F ∈ C
∞
0 (R
d+1
+ ).
To this end, we first note that w satisfies
〈A∇w,∇(φϕ)〉
L2(Rd+1+ )
= 0 for all ϕ ∈ H˙10 (Rd+1+ ), φ ∈ C∞0 (R+). (5.8)
For small r ∈ (0, 1/2), we take φ such that φ(t) = 1 if t ∈ (2r, 1/r), φ(t) = 0 if t /∈ (r, 2/r),
|∂tφ(t)| ≤ C/r if t ∈ (r, 2r), and |∂tφ(t)| ≤ Cr if t ∈ (1/r, 2/r). By a direct calculation we have
〈A∇w,∇(φϕ)〉L2(Rd+1+ )
= 〈A∇(φw),∇ϕ〉
L2(Rd+1+ )
− 〈w∂tφ a1,d+1,∇ϕ〉L2(Rd+1+ ) + 〈a2,d+1 · ∇w,ϕ∂tφ〉L2(Rd+1+ )
= I + II + III. (5.9)
Here a1,d+1 = (r1, b)
⊤ and a2,d+1 = (r2, b)⊤. By the Lax-Milgram theorem, for all F ∈ C∞0 (Rd+1+ ),
there exists a unique solution ϕ in the class H˙10 (R
d+1
+ ) to the adjoint problem
〈A∇ψ,∇ϕ〉L2(Rd+1+ ) = 〈ψ,F 〉L2(Rd+1+ ) for ψ ∈ H˙
1
0 (R
d+1
+ ).
Now in (5.8) taking ϕ as the solution of this problem, we have I = 〈φw,F 〉L2(Rd+1+ ). On the other
hand, the third term in (5.9) can be splitted as follows
III =
∫ 2r
r
dt+
∫ 2/r
1/r
dt = IIIa + IIIb,
and then since the estimate ‖∇EAf‖L2(r,∞;L2(Rd)) ≤ Cr−1‖EAf‖L2(r/2,r;L2(Rd)) in Remark 2.7 still
holds for general weak solutions in H˙1(Rd+1+ ), we see
36
IIIa ≤ ‖∇w(t)‖L2(r,2r;L2(Rd)) sup
r<t<2r
‖ϕ(t)‖L2(Rd)‖∂tφ‖L2(r,2r)
≤ Cr−1 sup
r/2<t<r
‖w(t)‖L2(Rd) sup
r<t<2r
‖
∫ t
0
∂tϕ(s) ds‖L2(Rd)
≤ Cr−1 sup
r/2<t<r
‖w(t)‖L2(Rd)
∫ 2r
0
(1 + s)3/2 ds
≤ C sup
r/2<t<r
‖w(t)‖L2(Rd)
for 0 < r < 1/2, where we have used Lemma 5.3 in the second to the last line. Since w(t) converges
to 0 in L2(Rd) as t→ 0, IIIa converges to 0 as r → 0. Similary, we have
IIIb ≤ ‖∇w(t)‖L2(1/r,2/r;L2(Rd)) sup
1/r<t<2/r
‖ϕ(t)‖L2(Rd)(
∫ 2/r
1/r
|∂tφ(t)|2 dt)1/2
≤ Cr1/2‖∇w(t)‖L2(1/r,2/r;L2(Rd))
∫ 2/r
0
‖∂tϕ(s)‖L2(Rd) ds
≤ C‖∇w(t)‖L2(1/r,2/r;L2(Rd))‖∂tϕ‖L2(R+;L2(Rd)),
which converges to 0 as r → 0 by the assumption w ∈ H˙1(Rd × (δ,∞)) for any δ > 0. In the same
manner, we also see the term II converges to 0 as r → 0. Thus taking the limit in (5.9) as r → 0,
we obtain 〈w,F 〉L2(Rd+1+ ) = 0 for F ∈ C
∞
0 (R
d+1
+ ). This proves the uniqueness of the solution to (D).
The uniqueness of the solution to (N) in H˙1(Rd+1+ ) is straightforward since we can take ϕ = v in
(2.2). The proof is complete.
5.3 Solvability of the inhomogeneous problem
The purpose of this section is prove the solvability of the inhomogeneous boundary value problems
under weak conditions for the inhomogeneous term.
Theorem 5.4. Assume that the semigroups {e−tPA}t≥0 and {e−tPA∗ }t≥0 acting on H1/2(Rd) are
extended as strongly continuous semigroups acting on L2(Rd), and that {e−tPA∗ }t≥0 is bounded in
L2(Rd). Assume further that DL2(PA) = DL2(PA∗) = H1(Rd) with equivalent norms. Then for
given F ∈ L1(R+;L2(Rd)) and g = 0 there exists a weak and mild solution u to (D) such that
u ∈ C(R+;L2(Rd)) and ∇u ∈ Lploc(R+;L2(Rd)) for any p ∈ [1,∞).
If in addition h = Mb
∫∞
0 e
−sQAM1/bF (s) ds belongs to the range of ΛA, then there exists a weak
and mild solution v to (N) such that
v ∈ C(R+;L2(Rd)) and ∇v ∈ Lploc(R+;L2(Rd)) for any p ∈ [1, 2).
Remark 5.5. Theorem 1.15 is a consequence of this result. Indeed Proposition 4.7 shows that
under the assumptions in Theorem 1.15, the semigroups {e−tPA}t≥0 and {e−tPA∗ }t≥0 on H1/2(Rd)
can be extended as strongly continuous semigroups on L2(Rd), and {e−tPA∗ }t≥0 becomes bounded
in L2(Rd).
When the inhomogeneous term belongs to some homogeneous Sobolev space of negative order,
we have an interpolating result between the Lax-Milgram theorem and Theorem 5.4.
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Theorem 5.6. Suppose that the assumptions in Theorem 5.4 hold. Let 1 < p <∞ and 1− 1/p <
r < 1. Then for F ∈ Lp(R+; H˙−r(Rd)) there exists a weak solution u to (D) satifying
u ∈ C(R+;L2(Rd)) and ∇u ∈ Lqloc(R+;L2(Rd)),
1
q
= r − 1 + 1
p
. (5.10)
If in addition h = Mb
∫∞
0 e
−sQAM1/bF (s) ds belongs to the range of ΛA, then there exists a weak
solution v to (N) satisfying
v ∈ C(R+;L2(Rd)) and ∇v ∈ Lq˜loc(R+;L2(Rd)), 1 < q˜ < min{q, 2}
for the same q as above.
Remark 5.7. It is not clear whether the weak solution in the class (5.10) is unique. It would be
also an interesting question to find other conditions on A for the boundedness of the semigroup
{e−tPA∗ }t≥0 in L2(Rd).
Since Theorems 5.4 and 5.6 are proved in the same manner, we will only give a proof of the
latter one.
Proof of Theorem 5.6. Consider the Dirichlet problem (D). Let ψN = N
−dψ(·/N) be a function
such that ψ ∈ C∞0 (Rd) and let φN = φ(t/N) be a smooth function in R+ such that φ(t) = 1 for
0 ≤ t < 1 and φ(t) = 0 for t ≥ 2. Then the function FN defined by FN (x, t) = φN (t)(FN (t)∗ψN )(x)
(N = 1, 2, · · · ) satisfies that
FN ∈ H˙−1(Rd+1+ ) and FN → F in Lp(R+; H˙r(Rd)) as N →∞.
Therefore, for each FN (N = 1, 2, · · · ), the Lax-Milgram theorem gives the unique weak solution
uN in H˙
1
0 (R
d+1
+ ) such that
〈A∇uN ,∇ϕ〉L2(Rd+1+ ) = 〈FN , ϕ〉L2(Rd+1+ ) for all ϕ ∈ C
∞
0 (R
d+1
+ ) (5.11)
and uN (t) → 0 as t → 0 in the sense of distributions. By Theorem 5.1 the weak solution is also
the mild solution. Then the representation formula (2.4) and the maximal regularity for PA yields
‖∂tuN‖Lq(0,T ;L2(Rd)) + ‖PAuN‖Lq(0,T ;L2(Rd))
≤ CT ‖
∫ ∞
·
e−(τ−·)QAM1/bFN (τ) dτ‖Lq(0,T ;L2(Rd)). (5.12)
Then the duality argument and boundedness of the semigroup e−tPA∗ in L2(Rd) together with
Remark 2.10 yield
RHS of (5.12) ≤ CT ‖
∫ ∞
0
(τ − ·)−r‖FN (τ)‖H˙−r(Rd) dτ‖Lq(R+) ≤ CT ‖FN‖Lp(R+;H˙r(Rd)).
where we have used the Hardy-Littlewood-Sobolev inequality in the last line. From the assumption
DL2(PA) = H1(Rd) with the equivalent norm, we also see ∇uN converges to ∇u strongly in
Lqloc(R+;L
2(Rd)) as N →∞, where u is the mild solution to (D) with the inhomogeneous term F .
Thus taking N →∞ in (5.12), we see that u is the weak solution to (D). The continuity in L2(Rd)
follows from the interpolation between the estimates of u and ∂tu in L
q
loc(R+;L
2(Rd)).
For the Neumann problem (N), by the assumption and DL2(ΛA) →֒ H1/2(Rd), we have Λ−1A h
belongs to H1/2(Rd). Hence from the analyticity of the semigroup and the interpolation, we have
∇e−tPAΛ−1A h ∈ Lsloc(R+;L2(Rd)) for any 1 < s < 2. The remaining part can be shown in the same
way as in the Dirichlet problem. Thus the proof is complete.
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A Counterpart of Theorem 1.3 for A+ λ
Let λ ∈ C and we denote by Aλ the realization of A+ λ in L2(Rd+1).
Definition A.1. (i) Let Reλ > 0. We denote by EAλ : H
1/2(Rd) → H1(Rd+1+ ) the Aλ-extension
operator, i.e., u = EAλg is the solution to the Dirichlet problem{
Aλu = 0 in Rd+1+ ,
u = g on ∂Rd+1+ = R
d × {t = 0}. (A.1)
The one parameter family of linear operators {EAλ(t)}t≥0, defined by EAλ(t)g = (EAλg)(·, t) for
g ∈ H1/2(Rd), is called the Poisson semigroup associated with Aλ.
(ii) Let Reλ > 0. We denote by ΛAλ : H
1/2(Rd) → H−1/2(Rd) the Dirichlet-Neumann map
associated with Aλ, which is defined through the sesquilinear form
〈ΛAλg, ϕ〉H− 12 ,H 12 = 〈A∇EAλg,∇EAλϕ〉L2(Rd+1+ ) + λ〈EAλg,EAλϕ〉L2(Rd+1+ ), g, ϕ ∈ H˙
1
2 (Rd).
(A.2)
Here 〈·, ·〉H−1/2 ,H1/2 denotes the duality coupling of H−1/2(Rd) and H1/2(Rd).
Note that 〈ΛAλg, ϕ〉H−1/2 ,H1/2 = 〈g,ΛA∗λϕ〉H1/2,H−1/2 holds. The counterpart of Theorem 1.3
with Reλ > 0 is stated as follows.
Theorem A.2. Let Reλ > 0. Suppose that the assumptions of Theorem 1.3 hold. Then H1(Rd)
is continuously embedded in DL2(ΛAλ) ∩DL2(ΛA∗λ), and the operators −PAλ , −PA∗λ defined by
DL2(PAλ) = H
1(Rd), −PAλf = −M1/bΛAλf −Mr2/b · ∇xf , (A.3)
DL2(PA∗λ) = H
1(Rd), −PA∗λf = −M1/b¯ΛA∗λf −Mr¯1/b¯ · ∇xf , (A.4)
generate strongly continuous and analytic semigroups in L2(Rd). Moreover, the realization of A′+λ
in L2(Rd) and the realization Aλ in L2(Rd+1) are respectively factorized as
A′ + λ =MbQAλPAλ , QAλ =M1/b(Mb¯PA∗λ)∗, (A.5)
Aλ = −Mb(∂t −QAλ)(∂t +PAλ). (A.6)
Here (Mb¯PA∗λ)
∗ is the adjoint of Mb¯PA∗λ in L
2(Rd).
Remark A.3. Theorem A.2 is proved in the same manner as in the proof of Theorem 1.3. We also
note that the conclusion of Theorem A.2 holds if A is Lipschitz continuous, which can be proved
by arguing as in [24].
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