The pooling problem is a well-studied global optimization problem with applications in oil refining and petrochemical industry. Despite the strong NP-hardness of the problem, which is proved formally in this paper, most instances from the literature have recently been solved efficiently by use of strong formulations. The main contribution from this paper is a new formulation that proves to be stronger than other formulations based on proportion variables. Moreover, we propose a promising branching strategy for the new formulation and provide computational experiments confirming the strength of the new formulation and the effectiveness of the branching strategy.
Introduction
The pooling problem can be considered as an extension of the minimum cost flow problem on networks with three layers of nodes. Raw materials of unequal quality are supplied at the sources, and are first mixed in intermediate nodes (pools) . At the terminals, end products are formed by blending the output from the pools, possibly also with direct supply from the sources. The resulting qualities of the end products thus depend on what sources they originate from, and in what proportions. Restrictions, which may vary between the terminals, apply to these qualities. This problem is typically modeled as a bilinear, non-convex optimization problem. When the intermediate nodes or pools are not needed, this problem is called the blending problem, which can be formulated as a linear program (LP). A typical pooling problem network is depicted in Fig. 1 .
There are two main categories of formulations for the pooling problem: The P-formulation (Haverly 1978) consists of flow and quality variables, whereas the Q-formulation (Ben-Tal et al. 1994 ) uses flow proportions instead of quality variables. The Q-formulation has later been shown to perform better when fed into generic branch-and-cut algorithms. Adding new nonlinear constraints to the Q-formulation by means of the reformulation linearization technique (RLT), which was first derived by Quesada and Grossmann (1995) and later refined by Sherali et al. (1998) and Sherali and Adams (1999) , gives a stronger formulation called the PQ-formulation (Sahinidis and Tawarmalani 2005).
Many solution techniques for the pooling problem have been proposed in the literature. Generally, these techniques can be classified into local and global optimization techniques. Haverly (1978) studied the method of fixing all quality variables to anticipated values, and then optimize the flow by solving the resulting LP. Next, the flow is fixed to an optimal solution to this LP, and the procedure is repeated until a fix point is reached. It was demonstrated that, even for very small instances, the final solution depends on the initial guess. Audet et al. (2004) also used this method to compute good feasible solutions quickly.
One of the most frequently used local optimization techniques for the pooling problem is successive linear programming (SLP), which can be regarded as an extension of the method above. It performs in the same manner, except that the bilinear terms are approximated using the Taylor's first order expansion in both variables rather than a function in only one of the variables (Baker and Lasdon 1985; Griffith and Stewart 1961; Haverly 1979; Palacios-Gomez et al. 1982; Sarker and Gunn 1997; Zhang et al. 1985) . A more advanced local method based on the generalized Benders decomposition was proposed by Floudas and Aggarwal (1990a).
The first approach for the pooling problem that guarantees convergence to a global solution was the Global Optimization Algorithm (GOP) (Floudas and Visweswaran 1990b; Visweswaran and Floudas 1990), which was based on duality theory and Lagrangian Fig. 1 A typical pooling problem network 
