We give a finite presentation of the universal covering algebra of a Lie torus of type B , ≥ 3. §0. Introduction For a complex finite dimensional simple Lie algebra G and a field K, one can define a Lie algebra G(K) := G Z ⊗ Z K over K where G Z is the Chevalley Zform of G with respect to a given Chevalley basis of G [Ch]. In the case that the rank of G is greater than 1 and ch(K) = 2, 3, Stienberg [St] proves that G(K) is centrally closed and gives a presentation of G(K) by generators and relations. Kassel [K] generalizes this concept by considering a unital commutative algebra A over a commutative ring R in place of the field K and defines the Lie algebra G(A) := G Z ⊗ Z A over R. He proves that the universal covering algebra of G(A) isG(A) := G(A) ⊕ C where C is linearly isomorphic to Ω 1 A /dA, the module of Kähler differentials of A modulo exact forms. He also gives a presentation of G(A) by generators and relations. When R = C and A is the algebra of Laurent polynomials in n−variables, the algebraG(A) is called, by Moody, Rao and Yokonuma [MRY], an n−toroidal Lie algebra. They give an abstract infinite presentation of a 2−toroidal Lie algebra in terms of generators and relations involving the extended Cartan matrix of G. They use their presentation to construct a great number of representations ofG(C[t cores are 2−toroidal Lie algebras. They call their class elliptic Lie algebras as they are used in the study of elliptic singularities. They give a Serre-type presentation of a simply laced elliptic Lie algebra in term of the elliptic Dynkin diagram (R, G) attached to its elliptic root system R (an extended affine root system of nullity 2) with marking G which is a rank 1 subspace of the radical of the semi-positive symmetric bilinear form defining R. Yamane [Ya] extends the presentation given by Saito and Yoshii to elliptic Lie algebras in general. More precisely, he gives a Serre-type theorem for the elliptic Lie algebras associated to the (reduced marked) elliptic root systems with rank greater than 2. A toroidal Lie algebra is centrally isogenous to the centerless core of an extended affine Lie algebra [AABGP, Chapter III] which is in turn a Lie torus [Yo2] . Now the question is whether one could find a (finite) presentation of the universal covering algebra of a Lie torus for a given nullity and type. In this work we give an affirmative answer to this question for Lie tori of type B ( ≥ 3). The nature of our presentation highly depends on generalized Tits construction from which the Lie algebras graded by root systems of type B ( ≥ 3), F 4 and G 2 arise [BZ, Section 3].
cores are 2−toroidal Lie algebras. They call their class elliptic Lie algebras as they are used in the study of elliptic singularities. They give a Serre-type presentation of a simply laced elliptic Lie algebra in term of the elliptic Dynkin diagram (R, G) attached to its elliptic root system R (an extended affine root system of nullity 2) with marking G which is a rank 1 subspace of the radical of the semi-positive symmetric bilinear form defining R. Yamane [Ya] extends the presentation given by Saito and Yoshii to elliptic Lie algebras in general. More precisely, he gives a Serre-type theorem for the elliptic Lie algebras associated to the (reduced marked) elliptic root systems with rank greater than 2. A toroidal Lie algebra is centrally isogenous to the centerless core of an extended affine Lie algebra [AABGP, Chapter III] which is in turn a Lie torus [Yo2] . Now the question is whether one could find a (finite) presentation of the universal covering algebra of a Lie torus for a given nullity and type. In this work we give an affirmative answer to this question for Lie tori of type B ( ≥ 3). The nature of our presentation highly depends on generalized Tits construction from which the Lie algebras graded by root systems of type B ( ≥ 3), F 4 and G 2 arise [BZ, Section 3] .
§1. Preparation
Throughout this work all vector spaces are considered over the field of complex numbers C and all tensor products are taken over C. We denote the dual space of a vector space V by V . If a finite dimensional vector space V is equipped with a non-degenerate symmetric bilinear form, then for α ∈ V , we take t α to be the unique element in V representing α through the form. Also for an algebra A, Z(A) denotes the center of A. All modules over a unital algebra are considered to be unital. For elements x 1 , . . . , x n in a Lie algebra (G, [·, ·] ), we set [x n , . . . , x 1 ] to be [x n , . . . , [x 3 , [x 2 , x 1 ]] . . .]. Also for a finite dimensional Lie algebra G, define κ(·, ·) to be the Killing form on G. We denote by M m,n , the set of all linear transformations from an n−dimensional vector space to an m−dimensional vector space or equivalently the set of all m × n matrices over C. For X ∈ M m,n , let X t be the transposition of X. For ∈ N and 1 ≤ r, s ≤ , by e r,s , we mean an element of M , having 1 in (r, s) position and 0 elsewhere. We refer to a finite root system as a subset ∆ of a vector space so that 0 ∈ ∆ and ∆ \ {0} is a finite root system in the sense of [Bo] . For a finite root system ∆, we set ∆ × := ∆ \ {0}.
Let ∈ Z ≥2 and V be a (2 + 1)−dimensional vector space over the field C, also let I be the identity matrix of rank . Take u to be the non-degenerate The algebra G, consisting of all endomorphisms X of V which are skewsymmetric with respect to u i.e. u (X(v) , w) = −u (v, X(w) ) for v, w ∈ V, is a finite dimensional simple Lie algebra of type B [J, Theorem IV.6.7] . Set H i := e i,i −e +i, +i for 1 ≤ i ≤ . Then H = ⊕ i=1 CH i is a Cartan subalgebra of G [J, §IV.6] . For 1 ≤ i ≤ , define ε i ∈ H such that ε i (H j ) = δ i,j for 1 ≤ j ≤ . Up to isomorphism G is the unique finite dimensional irreducible G−module of highest weight ε 1 + ε 2 (see [H] for the definition of a highest weight) and V is the unique finite dimensional irreducible G−module of highest weight ε 1 . We refer to V as the short highest weight module of G.
One can see that V and G are H−modules admitting weight space decompositions as follows: G ε i = C(e 2 +1, +i − e i,2 +1 ), G −ε i = C(e 2 +1,i − e +i,2 +1 ), G ε i +ε j = C(e i, +j − e j, +i ), G −ε i −ε j = C(e +i,j − e +j,i ), G ε i −ε j = C(e i,j − e +j, +i ); 1 ≤ i = j ≤ .
So Φ := {0} ∪ {±ε i , ±(ε i ± ε j ) | 1 ≤ i = j ≤ } is the root system of G and {0} ∪ Φ sh = {0} ∪ {±ε i } i=1 is the set of weights of V. Now set α := ε and α i := ε i − ε i+1 for 1 ≤ i ≤ − 1. One can easily check that {α i } i=1 is a base of Φ. Now let 1 ≤ i, j ≤ , then κ (H i , H j 
set h α := 2t α /κ(t α , t α ). Then we have (1.5)
Now set (1.6) e ε i := e 2 +1, +i − e i,2 +1 , f ε i := 2(e +i,2 +1 − e 2 +1,i ), 1 ≤ i ≤ , e ε i +ε j := e i, +j − e j, +i , f ε i +ε j := e +j,i − e +i,j , e ε i −ε j := e i,j − e +j, +i , f ε i −ε j := e j,i − e +i, +j , 1 ≤ i < j ≤ ,
By an easy computation we have the following lemma:
is an sl 2 -triple. Now let 1 ≤ i ≤ . It is easy to check that (1.7)
This together with (1.3) implies that (1.8)
Proof. Using induction on i, we are done.
Lemma 1.3.
Set f := [f , . . . , f 1 ] and let 2 ≤ i ≤ . Then we have
Proof. Using induction on − i, we are done. 
Next, let ∆ be an irreducible finite root system and G be an abelian group. Denote by X ∆ , a reduced finite root system of type ∆ if ∆ is reduced and of type B, C or D otherwise. Suppose g is a finite dimensional simple Lie algebra over C with a Cartan subalgebra h so that g has a root space decomposition g = ⊕ µ∈X ∆ g µ with h = g 0 .
Definition 1.2.
Let g and h be as above. A ∆−graded Lie algebra L with grading pair (g, h) is a Lie algebra satisfying the following conditions: 
then there exist semilattices (see [AABGP, Chapter II] for the terminology) S, L ⊆ Z ν such that S = S µ for µ ∈ ∆ sh and L = S µ for µ ∈ ∆ lg where for all
We recall that a central extension of a Lie algebra L is a pair (L, π) consisting of a Lie algebraL and an epimorphism π :L −→ L whose kernel lies in
Any perfect Lie algebra L has a unique (up to isomorphism) universal central extension which is perfect called the universal covering algebra of L (see [G] ). Two perfect Lie algebras are said to be centrally isogenous if they have the same universal covering algebra. Now let G be a finite dimensional simple Lie algebra of type B , ≥ 3, V be the short highest weight module of G and u be defined as in (1.1).
Theorem 1.1 (Recognition Theorem for type B ).
( [BZ, Proposition 3.9 and Theorem 3.53] ). Assume A is a unital commutative associative algebra and B is an A−module having a symmetric A−bilinear form f :
is a centerless B −graded Lie algebra whose Lie bracket is an extension of the Lie bracket on D B,B satisfying 
The following theorem states how to construct the universal covering algebra of a B −graded Lie algebra:
Theorem 1.2 ([ABG, Theorem 4.13]).
By the same notation as in Theorem 1.1 consider the centerless B −graded Lie algebra
Set a := A ⊕ B, direct sum two vector spaces A and B, and let s be the subspace of a ⊗ a spanned by the elements
where α, β, γ ∈ a, a ∈ A and b ∈ B. Consider the quotient space
⊕ {a, a} and define a multiplication onΩ by
is the universal covering algebra of Ω.
Lemma 1.4.
By the same notation as in Theorem 1.2, for a, a ∈ A and x, x ∈ G, we have the following:
Proof. (i) Let α ∈ a, by (1.11), {α, 1} = {1, α} = 0. Using this together with (1.13), we are done.
(ii) Since d a,a (α) = 0 for all α ∈ a, (1.13) implies that {A, A} ⊆ Z(Ω). Now using the Jacobi identity, we are done.
Next let ν be a positive integer and take A [ν] to be the algebra of Laurent polynomials in the commuting variables t 1 , . . . , t ν .
ν . Let L be a centerless ν−torus over C of type B , ≥ 3. Then by [Yo2, Theorem 7.3] and [AG, Theorem 5 .29] we may assume that the corresponding pair of L is (S, 2Z ν ) where
where u is defined as in (1.1) and g is the symmetric
[ν] , m − 1 copies of A [ν] , defined as follows: over A [ν] . One can use Theorem 1.2 to conclude that the universal covering algebra of
and {a, a} is defined as in (1.12). So Theorem 1.1 implies that
.
It follows from (1.13) together with Lemma 1.4 that A is generated by
Moreover using (1.13), Lemma 1.4 and (1.9), for 1 ≤ i, r ≤ , 1 ≤ j ≤ ν and 1 ≤ s, t ≤ m − 1, the following relations are satisfied in A :
to which we refer as quasi-diagonal relations, also
that we call cancelling relations and
which we call basic short part relations.
§2. Presentation
Throughout this section ν, and m are positive integers so that ≥ 3. G and V are as in §1 and u is the form on V defined by (1.1). We find a finite presentation of the universal covering algebra of a Lie torus of type B . More precisely, we consider a set {τ r | 0 ≤ r ≤ m−1} of some representatives of cosets of 2Z ν in Z ν with τ 0 = 0 and find a finite presentation of the universal covering algebra of the Lie torus of type B whose corresponding pair is (S, 2Z ν ) with
. We postpone the case that S = 2Z ν (corresponding to m = 1) to Remark 3. So we suppose that m ≥ 2 and fix τ r = (n
We represent a finite presentation of the universal covering algebra
defined by (1.15). We first construct a finitely presented Lie algebra L consisting of several generators and a bunch of relations. We decompose L into irreducible G−modules isomorphic to G, irreducible G−modules isomorphic to V and trivial G−modules. Next we prove that L is a B −graded Lie algebra that is a central extension of A. Then we have enough tools to prove that L ∼ = A. We collect the relations which have similar natures in the same collection. To begin, we consider the Cartan matrix C = (c i,j ) i,j of type B and take L s to be the Lie algebra generated by 3 + 2 ν + m − 1 elements
subject to the following type of relations:
Serre's relations:
Short highest weight module relations:
Without loose of generality we may assume e α and f α (α ∈ Φ + ) are defined as in (1.6). Now for 1 ≤ j ≤ ν, define
and set 
Now let L g be the Lie algebra L s modulo the ideal generating the following relations:
Cancelling relations:
Basic short part relations:
where a
and a
and define
Finally define L to be the Lie algebra L g modulo the ideal generating the following relations:
Theorem 2.1 (Main Theorem).
L is the universal covering algebra of
To prove this theorem, we need to know the structure of L. To begin, we recall that A is generated by the elements stated in (1.17). It follows using (1.13) that this generating set satisfies the relations (R1)-(R9). So there exists a Lie algebra epimorphism from L to A as follows:
Proof.
Using this together with the Jacobi identity, we are done.
We know that G is a subalgebra of L. Another point about the structure of L is that, under the adjoint action of G on L, L decomposes into a direct sum of
• modules isomorphic to the adjoint module G.
• modules isomorphic to V.
• one-dimensional G−modules.
We show this point in some steps. So we arrange the rest of this section as follows. The first three subsections are respectively devoted to introducing some irreducible G−submodules of L isomorphic to G, irreducible G−submodules of L isomorphic to V and trivial G−submodules. We study the properties of the introduced G−submodules in each subsection. Subsection 4 deals with the relations between the introduced G−submodules. In Subsection 5, we get familiar with some central elements of L. Finally in the last subsection we get the mentioned decomposition and use it to prove our main theorem. §2.1. G−submodules isomorphic to G Definition 2.1.
2)) and set a σ := (a 1 , . . . , a |σ| ). Also set 
Proposition 2.1.
Proof. Contemplating (2.5), one can see that ψ(e σ ) = e θ ⊗t σ = 0. Therefore e σ = 0. Thus by [H, Theorem 21.4] , it is enough to show
Fix 1 ≤ i ≤ . We first mention that the equalities in (2.8) hold for σ = 0 as e θ is a maximal vector in G−module G.
Next we use induction on |σ| to prove [e i , e σ ] = 0 and [ 
This together with Lemma 2.1 implies that
Using this together with (R4)(iii) and the induction hypothesis, we have
This completes the proof.
Also G σ admits a weight space decomposition
Next let 1 ≤ i ≤ and set
(2.12) Then (2.10) implies that (2.13)
where
One knows that e σ
, so using (2.4) together with (2.13)(ii) and (R8), for 1 ≤ i ≤ and 1 ≤ j ≤ ν, we have (2.15)
Now (2.15)(iii) together with (R6) implies that
To figure out some more relations holding in L, we need to introduce some new notation as follows:
In particular for 1 ≤ i ≤ , we have
Also considering (2.14), it follows using (2.15)(iii) and (R5)(ii) that
in particular, contemplating (2.3), we have (2.20)
Next let h ∈ H and α ∈ Φ such that α(h) = 0. We know that there exists h ∈ H such that α(h ) = 0. One can see that h
Using these together with (2.19) and (2.17),
we have the following:
One knows from (2.20)(iii) and (2.22)(i) that
To reduce the amount of computation, we introduce some new notations. Consider (2.14) and define
One can correspond to σ ∈ Z ν with norm-tuple (a 1 , . . . , a n ) and 1 ≤ i ≤ , 
Proposition 2.2.
Let α ∈ Φ and σ ∈ Z ν with norm-tuple (a 1 , . . . , a n ).
Proof. It follows using Lemma 2.1 together with (2.18)(v) and (2.24)(iii) that (2.27)
Using (2.10) together with (2.27)(ii) and (2.24)(i),(ii), we have and
and
Also for 2 ≤ i ≤ , (2.10) together with (2.27)(i) and (2.24)(i),(ii) gives that
Similarly for 3 ≤ i ≤ , (2.10) together with (2.27)(iii) and (2.24)(ii),(i) implies
Up to now, we have proved that (2.28) 
Using this and (2.28), we get
which together with (2.17) and Lemma 2.1 completes the proof.
Corollary 2.1.
[
norm-tuple (a 1 , . . . , a n ). Then by Proposition 2.2 there is {c
Consider (2.14) and define η 
Remark 2. Let 1 ≤ i ≤ and σ ∈ Z ν with norm-tuple (a 1 , . . . , a n ).
Using (2.29) and (2.28), we have
It follows using the first equality stated in (i) together with (2.13)(ii), the Jacobi identity, (2.17) and Lemma 2.1 that 
Let (a 1 , . . . , a n ) be the norm-tuple of σ. Then by (R3)(ii) and (R2), we have
Also by (R4)(ii) and (R2), we have
Thus it remains to prove [f 2 , v 
This together with (2.18)(i), (2.15)(iv) and the induction hypothesis implies that 
Now we are interested in finding expressions for the weight spaces of V r σ relative to the weight spaces of V r . Fix 2 ≤ i ≤ and let (a 1 , . . . , a n ) be the norm-tuple of σ. Using (2.34) together with (2.23), Lemma 2.1, (2.24)(ii), (2.3) and (2.22)(iii), we have
Also using (2.34) and the second equality of the above expression together with Lemma 2.1, (2.20)(v), (R4)(ii) and (2.3), we have
Summarizing our information, we have
More generally, we have the following proposition:
Proof. Using (2.36) together with Lemma 2.1 and (2.19), we are done.
§2.3. One-dimensional G−submodules
Up to now, we have introduced some irreducible G−submodules of L whose highest weight is either a short root or a long root. Now we would like to introduce a trivial G−submodule of L. We recall that f = [f , . . . , f 1 ] ∈ G −ε 1 and define (2.37)
We claim that this subspace is a trivial G−submodule. To prove, we need some lemmas.
Lemma 2.2. Let 1 ≤ r ≤ m−1 and σ ∈ Z ν with norm-tuple (a 1 , . . . , a n ).
Then we have
Proof. (i) Using the first part of (2.23) together with (2.24)(ii), (2.20)(iv) and Lemma 2.1, we have
(ii) Using the second part of (2. 
(i) Let (a j 1 , . . . , a j n ) be the norm-tuple of τ. We first use induction on |τ | to prove
Let |τ | = 0, then the norm-tuple of τ is (a j 1 , a j 2 ) = (k
We drew the attention of the reader to the point that by (R7) and (R6), we have
This together with Lemma 2.2(i), (2.22)(ii) and Lemma 2.1 implies that
So we have the first step of the induction. 
This completes the induction. Now considering Lemma 2.1, we are done as by
(ii) Using Lemma 2.2(ii), (2.22)(vi) and (2.38)(b) in place of Lemma 2.2(i), (2.22)(iv) and (2.38)(a) respectively in the proof of part (i), one concludes that
Now we are done, using (R7).
Proposition 2.5. D is a trivial G−submodule of L.
Proof. Fix σ, τ ∈ Z ν and 1 ≤ r, s ≤ m−1. Since G is generated by
Therefore for γ ∈ Z ν and 1 ≤ t ≤ m − 1, the Jacobi identity together with (2.35)(i), (2.34), (2.35)(v),(ii) and (2.31) implies that
This together with the Jacobi identity implies that
Using the Jacobi identity together with (2.31) and (2.35)(i),(iii), we have
Now we are done, using Lemma 2.3.
§2.4. The relations between introduced G−submodules of L
As we promised we want to decompose L into a direct sum of irreducible G−modules isomorphic to G, irreducible G−modules isomorphic to V and one dimensional G−modules. For this, we need to know the relations between D and the irreducible G−modules introduced in (2.7) and (2.30). We start with the following proposition:
Proof. Let (a 1 , . . . , a n ) be the norm-tuple of σ. We first assume that α ∈ Φ \ {±ε 1 , 0}, then there exists h ∈ H such that ε 1 (h) = 0 and α(h) = 0. Then Proposition 2.2 implies that (G σ 
with (2.10) and (2.35)(iv) implies that
) ε 2 which together with (2.10), (2.35)(iv) and Proposition 2.3 implies that
Using (2.11) together with the above equalities, the Jacobi identity, Remark 2(i), (2.35)(i), (2.22)(iii) and Propositions 2.3 and 2.4, we have
This completes the proof. We have the following proposition:
Proof. We first prove that for α ∈ {0, and (a 1 , . . . , a n ) be the norm-tuple of σ. Set 
which together with Propositions 2.7 and 2.1 completes the proof as by (2.34), and let (a 1 , . . . , a n ) be the norm-tuple of σ. If i = 1, then by the Jacobi identity, (2.15)(iii), (2.21), Lemma 2.1 and (2.22)(ii), we have
Now let i = 1. Then (2.34) together with (2.21), (2.36), (2.3), (2.22)(iii), Lemma 2.1 and (2.22)(vii) implies that
(ii) By part (i), it is enough to show [h,
Let (a 1 , . . . , a n ) be the norm-tuple of τ, then by Proposition 2.4, there exists a subset
Lemma 2.5. Consider (2.37), we have the following:
Note that by (2.11) and Proposition 2.2, G σ+τ r is generated by {e i , f i | 1 ≤ i ≤ } ∪ h. Now using the Jacobi identity, (2.34), Propositions
. Using the Jacobi identity together with (2.34) and Proposition 2.9(i), we get
This completes the proof. §2.5. Some central elements
In this subsection, we are interested to know about the center of L. Set (2.43)
We claim that Z is contained in the center of L. To prove, we need some lemmas:
Lemma 2.6. Consider (2.12) and (2.15). For
Proof. Let (a 1 , . . . , a n ) be the norm-tuple of σ. (i) Using Remark 2(i), (2.24)(iii),(i), Lemma 2.1, (2.18)(vii) and (2.21), we have
Also Remark 2(i) together with Lemma 2.1, (2.18)(iii) and (2.24)(iii),(i) implies that
Now the second equality in (2.13)(ii), the Jacobi identity and (2.13)(iii) together with the above equalities, Lemma 2.1, (2.24)(iii),(i),(ii), (2.18)(vi) and Remark 2(i) imply
For the second statement use the same argument as above by replacing the first equality stated in (2.13)(ii) by the second one and Remark 2(ii) by Remark 2(i).
(ii) Using Remark 2(i), (2.24)(iii),(i),(ii), Lemma 2.1 and (2.18)(viii), we have
Also Remark 2(i) together with Lemma 2.1, (2.18)(iv) and (2.24)(iii),(i), (ii) implies that
Now the second equality in (2.13)(ii), the Jacobi identity and (2.13)(iii) together with the above equalities, (2.24)(iii),(i), (2.18)(iii) and Remark 2(i) imply
For the last statement, use Remark 2(ii) and the first equality in (2.13)(ii) in place of Remark 2(ii) and the second equality in (2.13)(ii) respectively and repeat the same argument as above.
Lemma 2.7.
For τ, σ ∈ Z ν and 1 ≤ i ≤ , we have
Proof. We use induction on |σ|. The second equality is similarly proved.
Lemma 2.8.
Proof. (i) Using (2.13)(ii), the Jacobi identity and Lemma 2.7, we get
The second statement is similarly proved.
Lemma 2.9.
Proof. Using Remark 2(i), the Jacobi identity, (2.13)(ii), Remark 2(ii) and possibly Lemma 2.1 and (2.16), we have
This completes the proof. Proposition 2.10.
Proof. We first prove that [h
Since L is generated by (2.1), it is enough to show that this generating set is contained in the centralizer of [h
Also since the proofs of these equalities are similar, we just prove the first equality. By the Jacobi identity, (2.13)(iv),(iii) and (2.15)(i), we have
Now we are done, using Lemmas 2.8 and 2.6 together with the fact that α r (h i ) = 0 for r = i, i − 1, i + 1.
Next we want to prove that [h ± r,a , h ± i,j , h i,σ ] = 0 for all 1 ≤ a ≤ ν and 1 ≤ r ≤ . By Lemma 2.1, Remark 2(iii), (2.13)(ii) and the first part of the proof, we have
Using Lemma 2.9, the Jacobi identity, Lemmas 2.8(ii) and 2.7, Remark 2(ii), Lemma 2.1, (2.18)(ix) and (2.16) (if necessary), we have
Now let (a 1 , . . . , a n ) be the norm-tuple of σ. It follows using induction on n together with (R9) that
This together with Remark 2(ii), the Jacobi identity, (2.13)(i),(ii), Lemma 2.1, (2.15)(iii) and (2.18)(ix) implies that (2.47)
As before it is enough to show that the generating set (2.1) is contained in the centralizer of
Use the same argument as above by replacing (2.47) and (2.46) by Lemmas 2.6 and 2.1 respectively to conclude
So it remains to show [h
Using the Jacobi identity together with (2.46), we have
This completes the proof. §2.6. The proof of the main theorem Using the information in the previous subsections, we can decompose L into irreducible G−modules. In fact we have the following theorem:
Considering (2.37) and (2.43), we have
Proof. Since L is generated by (2.1), it is enough to show that the right hand side of the equality in the statement is an ideal of L consisting of the generators. Using (2.15)(iii), we have h
Therefore we need to show that the right hand side of the equality is preserved under (left) multiplication by the generators.
Let σ ∈ Z ν , 1 ≤ i ≤ and 1 ≤ j ≤ ν. Using (2.11) together with (2.46) and Corollary 2.1, we have
Using this together with Lemma 2.5 and Propositions 2.1, 2.3, 2.5, 2.10, 2.6, 2.7, 2.8 and 2.9, we are done.
Proposition 2.11. L is a B −graded Lie algebra.
Proof. We know that the finite dimensional simple Lie algebra G is a subalgebra of L. Also Theorem 2.2 shows that L admits a weight space decomposition L = α∈Φ L α relative to H as follows:
and σ, τ ∈ Z ν . Using (2.48) together with (2.11) and (2.34), we have
Finally by (2.48), we have
Therefore the Jacobi identity together with (2.13)(ii) implies that
Lemma 2.10.
The center of L is contained in Z + D.
Then for a ∈ G, Propositions 2.5 and 2.10 together with Propositions 2.1 and 2.3 imply that
Therefore 
We shall keep the same notation for the images of
together with (2.5), we have an epimorphism
follows using Propositions 2.2, 2.4, (2.3) and (
Therefore by (1.10), we have
then since ϕ σ : G −→ G σ is a G−module isomorphism, (1.10) and Lemma 2.10 imply that
Then we have
Now let α ∈ Φ sh and consider β ∈ Φ lg such that α − β ∈ Φ × , then for all σ ∈ Z ν , by (2.51), Lemma 2.10, (2.55) and (1.10), we have
This together with (2.51) and (2.55) implies that
Next let 1 ≤ r ≤ m − 1, α ∈ Φ sh and σ ∈ Z ν . Since dim V α = dim(V r σ ) α = 1, (2.51) and (2.54) imply that there exists a one-dimensional subspace B 
and for α ∈ Φ lg and β ∈ Φ sh such that α + β ∈ Φ sh , (2.49), (2.57) and (1.10) imply that
Therefore the one-dimensionality of the summands in (2.58) gives that (2.59)
(ii) A 2σ · B 2τ +τ r = B 2(σ+τ )+τ r ; σ, τ ∈ Z ν , 1 ≤ r ≤ m − 1.
Using [BGKN, Lemma 1.8] together with (2.58) and (2.59)(i), we conclude that A is graded isomorphic to A [ν] . So A is a unital commutative associative algebra generated by a generating set {x Using (1.10) together with (2.10), the Jacobi identity, (2.16), (2.15)(iv), (2.2) and (R3)(i), we have
Therefore n j m j = 1 and so we may identify A with A [ν] via t
j . Thus it follows using (2.15)(iv) and (1.10) that k ± j = h θ ⊗t ±1 j . Now let 1 ≤ i ≤ and 1 ≤ j ≤ ν. Using (2.56), we have ϕ j . Therefore by (2.15)(iii) and (2.10), we have h
j . Thus by (2.2), we have Now we are ready to prove our main theorem which states that L is the universal covering algebra of T (Cliff(u)/C, Cliff(g)/A [ν] ).
Proof of Theorem 2.1.
Let π 1 : L −→ L/Z(L) and π 2 : A −→ A/Z(A) be the natural canonical maps. Considering (2.5), (2.60) and using Lemma 2.10, we have π 2 ψ = π 1 . Therefore ψ : L −→ A is an epimorphism whose kernel is a subset of Z(L). So L is a central extension of A. But A is the universal covering algebra of T (Cliff(u)/C, Cliff(g)/A [ν] ) and L is perfect (Proposition 2.11), therefore by [MP, Proposition 1.9 .3], L ∼ = A.
Remark 3. In what we did, we constructed a finite presentation of the universal covering algebra of a Lie torus of type B whose corresponding pair is (S, 2Z ν ) with S = 2Z ν . The same proofs as in the text shows that the finitely presented Lie algebra generated by {e i , f i , h i , h ± i,j | 1 ≤ i ≤ , 1 ≤ j ≤ ν} subject to the relations (R1), (R3), (R4), (R6)(i), (R8) and (R9) is the universal covering algebra of a Lie torus of type B whose corresponding pair is (2Z ν , 2Z ν ).
