Abstract-We study an interrelation between the coverings generated by linear ( )-codes and complexity of their maximum-likelihood (ML) decoding. First, discrete ellipsoids in the Hamming spaces are introduced. These ellipsoids represent the sets of most probable error patterns that need to be tested in soft-decision ML decoding. We show that long linear ( )-codes surrounded by ellipsoids of exponential size 2 can cover the whole space . Then it is proven that ML decoding of most long ( )-codes needs only about 2 most probable error patterns to be tested on any quantized memoryless channel. Finally, ML decoding complexity is bounded from above by 2 . This substantially reduces general trellis complexity 2 .
true for those GEL codes which are excluded in Theorem 2 since they contain a trivial G-code as outer code. Theorem 3 can be proved in exactly the same way as Theorem 2. (33) Theorem 3 shows that for each GCC code of order L, there exists a GEL code of order L + 1, which is equivalent to the GCC code.
However, in the special case where B (1) = GF (q) n , the codeB (L+1) will be the trivial H-code (from iii) in (33) and (23)). Then the pair
B (L+1)
;Ã (L+1) vanishes and therefore, in this case, the order L GCC code is equivalent to a GEL code of order L. Moreover, from Theorem 2 follows that a GCC code of order L can also be equivalent to a GEL code of order L 0 1. This is true for those GCC codes which are excluded in Theorem 3 since they contain a trivial H-code as outer code.
Example 4:
The first-order GEL code of Example 3 and the secondorder GCC code of Example 2 fulfill the conditions of Theorem 3 and therefore these codes are equivalent. This can easily be verified because 
Here all operations are performed over real numbers. Then we say that the set of points Ev(a; r) = fx 2 E n 2 j dv(x; a) rg (2) is a v-shaped ellipsoid of radius r centered at a 2 E n 2 : Given v and a,
we list all points x 2 E n 2 with respect to their distances dv(x; a) from the center a d v x (1) ; a 111 d v x (2 ) ; a :
To obtain unique representation (3), any two entries x 0 and x 00 with the same distance dv(x 0 ; a) = dv(x 00 ; a) are ordered lexicographically as binary n-digital numbers. We also define the ellipsoidal list X v (a; M) = fx
(1) = a; 1 11;x (M ) g of M points closest to a. Now we show how ellipsoidal lists emerge in decoding problems. Codes and Channels: Consider a memoryless channel with inputs x 2 E n 2 and outputs y taken from some (possibly infinite) space Y n .
The channel is defined by conditional probability (or its density)
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In particular, (y) retrieves the most probable ("hard-decision") input a 2 E n 2 if we consider the whole space E n 2 as an n-dimensional code C. For any position j, we then define the reliability v j as the log-likelihood ratio of the more probable symbol aj to the less probable 1 
Now we see that the posterior probability P (xjy) is directly related to the ellipsoidal distance between x and y ln P (xjy) = ln P (ajy) 0 j:x 6 =a v j = ln P (ajy) 0 d v (x; y):
In particular, the ellipsoidal list X v (a; M) is the set of M most probable (closest) input vectors centered at the "hard-decision" input a. In this way, an output y completely defines the center a and the shape v.
Of particular interest for us will be the shapes v 2 [z; z] n , where we take any z >0 and 1. In this case all n axial coefficients v j differ at most times and we say that such ellipsoids have a limited spread . 2 ) and probability density g(t) = e 0t =2 = p 2. The two symbols 0 and 1 are transmitted as +1 and 01. These two take arbitrary real values t at the receiver end with probability densities g(t0 1) and g(t+1), respectively. The corresponding reliability 2jtj= 2 can take any value on (0; +1). Ellipsoidal Coverings: Given an output y and the corresponding shape v, we study the coverings generated by the lists X v (c; M) as centers c run through the code C. We are interested whether full cov-
Xv(c; M) (5) takes place for sufficiently small M . To cover E n 2 by 2 k sets X v (c; M), we take M 2 n0k . We verify below in Lemma 1 that ML decoding (y) can seek the most probable codeword only in the subset X v (a; M) instead of the whole space E n simultaneously. This study can be divided into two parts and depends only on the spread . The results are summarized below.
II. SUMMARY OF RESULTS
Given n, we consider the shapes v 2 [z; z] n whose spread is limited as n ; <1=3:
From a geometric standpoint, we consider all but the most flattened ellipsoids. From the coding standpoint, our spread max v j =min v j between reliabilities v j should grow slower than n 1=3 . Quantized channels is a conventional example.
Our main result is that most linear (n; k)-codes give ellipsoidal covering (5) [2] . These error patterns have Hamming weights of less than or equivalent to the Gilbert-Varshamov (GV) distance dGV. In general, soft-decision ML decoding needs to test the error patterns, whose Hamming weights substantially exceed dGV and can even achieve n 0 k (see Section III-B). However, we keep testing only about 2 n0k most probable error patterns regardless of their Hamming weights.
Our next conclusion is related to complexity of ML decoding. To date, this complexity is bounded from above by 2 minfn0k;kg using trellis design [1] (see also [9] ). Now we reduce ML decoding complexity to the order of 2 (n0k)k=n . In particular, for code rate R = 0:5, decoding complexity grows as the square root of trellis complexity. The new bound also surpasses the lower bounds on trellis complexity from [8] and [12] , provided that no long codes exceed the asymptotic Gilbert-Varshamov bound. In this design, we use decoding algorithm from [4] that was applied before to near-ML decoding on symmetric channels. Here we consider all memoryless channels with a limited spread .
The main difficulty of our study arises from the fact that the covering property (5) should hold simultaneously for all possible ellipsoids. It has been proven [11] for any l < n 0 d ? . This is due to the fact that the last symbols c l+1 ; 1 11;cn satisfy the same parity check(s) for all centers c and cannot take all 2 n0l possible values. Incomplete covering (7) is readily extended to all (n; k)-codes once we consider the permutations of our
The correspondence is organized as follows. In Section III we introduce discrete ellipsoids in more detail. Here we also discuss powerful covering techniques used in [3] . Our proof includes four steps and covers Sections IV and V. Section IV concerns combinatorial properties of ellipsoids while Section V deals with ellipsoidal coverings. SectionVI addresses applications related to ML decoding. In Section VII we consider superflattened ellipsoids related to general memoryless channels. Concluding remarks are given in Section VIII.
III. BACKGROUND

A. Ellipsoids as Boolean Threshold Functions
Discrete ellipsoids E v (0;r) have been long studied as Boolean functions. Namely, all ellipsoids Ev(0; r)= x2E n threshold r (see [10] and [11] ). Note that different vectors v can give the same discrete ellipsoids. The first important question is how many different ellipsoids Ev(0; r) exist in E n 2 . This problem first emerged in a purely geometrical setting as that of counting the number of distinct hyperplanes that produce different cuttings of the unit n-dimensional cube in R n . It was proved [7] that this number is upper-bounded by 2 n .
For 140 years the problem had been addressed in many publications until Zuev proved [11] that the number of different threshold functions is lower-bounded by 2 n (1010= ln n) . So this number has exponential order 2 n indeed. Since there exist only 2 n centers a in E n 2 , the overall number of different ellipsoids E v (a; r) has the same order 2 n . Another important issue has been recently addressed by Pinsker [6] who has found (ln jE v (a; r)j)=n as a function of v and r for n ! 1.
B. Example
Let v 2 (0; 1) n . Note that the ellipsoidal distance satisfies the translation property d v (x + y; a + y) = d v (x; a) (8) for any a; x; y 2 E n 2 . Therefore, E v (a; r) = E v (0;r)+a, and the size Mv(r) = jEv(a; r)j of any ellipsoid does not depend on a. However, this size significantly depends on the shape v, as shown in the following example. Then n0k 1 v j < v l for any l > n 0 k. From this we conclude that our list Xv(a; m) is the (n 0 k)-face X(m) = f(x 1 ; 111; x n0k ; a n0k+1 ; 1 11;a n )g (9) in which subvectors (x1; 111; x n0k ) run through E n0k 2 , while the last k symbols are fixed as a n0k+1 ; 1 11;a n . The vector x 3 = (b 1 ; 111; b n0k ; a n0k+1 ; 11 1;a n ) is the farthest one from the center a, both in terms of the Hamming and ellipsoidal distances.
These distances d(x 3 ; a) = n 0 k and d v (x 3 ; a) = n0k 1 v j = 1 are the Hamming and ellipsoidal radii of X(m). So the (n 0 k)-face considered above has large Hamming radius d = n 0 k and small ellipsoidal radius r = 1 relative to the sphere of the same size. On the other hand, the sphere S(a; r) of the same radius r = 1 has size n + 1 only.
C. ML Decoding and Coverings
Given a and v, consider a decoding algorithm 9M that seeks the closest codewords only within the set X v (a; M). In other words, we restrict our search to the M closest inputs. In turn, this is equivalent to the covering property (5).
Below we represent any ellipsoidal list X v (a; M) as the shift Xv(0; M) + a. To make the notation shorter, we denote Xv(0; M) and E v (0;r) as X v (M) and E v (r), respectively. Our covering property (5) can be rewritten as if xj = 1 (12) in position j and the total weight
Now we turn to the covering techniques that will be used in our study of ellipsoids.
D. Covering Techniques in the Hamming Spaces
In the sequel, and are two positive numbers that depend on the code rate R only. By contrast, " = n , where 1=2 < < 1. Also, let C(n; k) be the set of binary linear codes of rate k=n R + "=n. takes place for the fraction P > 1 0 2 0" of codes C(n; k) of rate k=n R + "=n, as n ! 1.
Given the shape v, we then consider any ellipsoidal list Xv(m) and obtain full covering Another result of Blinovskii shows that the fraction of "bad" (noncovering) codes can be further reduced by considering the "-neighborhood D("; ) of the set . This is the set fx 2 E 
takes place for the fraction P > 1 0 2 0" =n of codes C(n; k) of rate k=n R + "=n, as n ! 1.
However, the existence of the full covering (15) does not guarantee that the covering centers c are the closest codewords in the ellipsoidal metric. This is due to the discrepancy between the ellipsoidal metric needed in ML decoding and the Hamming metric used in designing "-neighborhoods. Therefore, we cannot directly use "-neighborhoods for ML decoding.
IV. COMBINATORIAL PROPERTIES OF ELLIPSOIDS
A. Outline of the Proof
The proof is done in four steps. First, we study combinatorial properties of ellipsoids. In particular, Lemma 4 shows that ellipsoidal boundary cannot exceed exponentially its internal part. Also, Lemma 5 proves that ellipsoidal size grows without experiencing any substantial jumps.
The second step proceeds with ellipsoidal coverings. We consider all ordered shapes v with nondecreasing coefficients v 1 111 v n .
We prove in Lemmas 6 and 7 that any ellipsoidal list of size M = n p n is an integer, and v is an ordered shape, v 1 111 v n . We also use rescaling and multiply all v j by some number > 0. Obviously, rescaling does not change our lists (3), and Xv(m) = Xv(m) for any . We take = 1=v n0k and consider only "rescaled" shapes v with v n0k = 1.
B. Preliminary Lemmas
Lemma 2: Any vector x 2 Xv(m) has weight wv(x) n 0 k. 
Then for r = 1, the ellipsoid E v (r) is the (n0k)-face. In turn, E v (r+ 1 + 1=n) includes all the vectors with at most one symbol 1 in the last k coordinates. Therefore, M (r + 1 + 1=n) = (k + 1)M(r). Given a list X v (m), we consider then its closure, that is, the smallest ellipsoid Xv(m) of size m or more. Let rm be its radius. Our next step is to prove that the ellipsoidal boundary fx2E n 2 jw v (x)=r m g cannot exponentially outnumber the internal part fx2E n 2 jwv(x)<rmg. By repeating the arguments of Lemma 3 s times, we arrive at the following lemma. Here we used the approximation e < 1+ + 2 for small = 1= p n. for most linear codes C(n; k) of rate R+"=n, excluding the fraction of codes at most p exp = 2 0" where " = n ; 1=2 < < 1, and n ! 1.
Lemma 5:
Proof: For any ordered v, we first take m = 2 n(10R) and consider the superlists E v(rm) enclosed in the lists Xv(M). According to Theorem 1, at most the fraction 2 0" of (n; k)-codes does not satisfy the covering property 
Xv(L).
Note that the proof of Theorem 5 uses inequality v n that holds on ordered shapes v after rescaling v n0k = 1. Therefore, we can replace our original constraint v n =v 1 used in Theorem 5 by a weaker constraint v n =v n0k . More generally, we can assume that k + 1 highest reliabilities (say, v n0k ; 111 ; vn above) differ at most times.
Then we arrive at the following corollary, which will be used in the boundary case of Section VI-B. 
VI. APPLICATIONS TO ML DECODING
A. General Algorithm and Its Complexity
Given a memoryless channel, we wish to provide ML decoding 9(y) of the received output y into the most probable codeword c. As above, we suppose that all possible reliabilities fall into a range [z; z] with a spread limited by (6) . Then Theorem 5 shows that most linear codes have codeword(s) located within any subset X v (a; M) provided that we use an appropriate size M exp = 2 n(10R) (here we replace notation L used in Theorem 5 by our conventional notation M). Therefore ,the following corollary holds for any < 1=3.
Corollary 2: Given any memoryless channel with a limited spread n of reliabilities, full ML decoding of most linear codes C(n; k) of rate R can be executed by testing M exp = 2 n(10R) most probable inputs as n ! 1.
Now we wish to reduce the search within the set X v (a; M) by skipping most inputs that do not belong to the chosen code C. In so doing, we use the algorithm 9 M [4] that finds all codewords located within the list Xv(a; M) with complexity of order M R = 2 nR(10R) . For simplicity, we consider below a (2k;k)-code such that both halves L = f1; 111 ; kg and R = fk + 1; 1 11; 2kg form information subsets (both halves of a generator matrix are nonsingular). Let N(x) denote the number of any vector x 2 E n 2 in the ordered set (3). Note that this ordering is taken with respect to ellipsoidal weights w(x).
Similarly, we can take the left half L and order all 2 k subvectors xL of length k with respect to their weights w(x L ) = k 1 v j (x j ). We can also order right-side subvectors x R with respect to their weights w(xR). Given x 2 E n 2 , let N(xL) and N(xR) denote the two corresponding numbers for subvectors x L and x R . we construct the set X v (a; L) with complexity of order Ln log L. This is done by using the tree-like diagrams [4] that are similar to conventional trellises. First, on any step j = 1; 1 11; dlog 2 Le, we recursively build the full list X j =f(x 1 ; 111; x j )g of 2 j possible paths of length j:
We also calculate the current weight w(x1; 11 1;xj) of each path.
Then on any step j dlog 2 Le, we leave only L shortest paths in our list X j . Given X j , we proceed with position j + 1 by appending a symbol xj+1 = 0; 1 to any path (x1; 11 1;xj). Then we sort 2L obtained paths and leave the list Xj+1 of L shortest paths. Note that any path (z 1 ; 1 11;z j ) = 2 X j could be excluded prior to step j + 1. This is due to the fact that all L paths (x 1 ; 111 ; x j ; a j+1 ) with the lightest suffix aj+1 are shorter than both concatenations (z1 ; 111 ; zj; xj+1).
Summarizing, the procedure uses n steps to find the set X v (a; L) (or k steps to find the lists X v (a L ; p M ) and X v (a R ; p M )). Each step uses sorting procedure and has complexity O(L log L): Therefore the following estimate holds.
Lemma 9 [4] : Any list Xv(a; L) can be constructed with complexity O(Ln log L).
Now we see that complexity of this tree-like design has exponential order of p M on both halves. So for our codes of rate 1=2, the overall complexity has the order of 2 nR(10R) indeed. It is shown in [4] that similar procedure holds for most linear codes of any rate R. In doing so, we use the following facts.
• Most (n; k)-codes provide for unambiguous encoding on any 
B. Boundary Case
In Section I we defined the most probable input a = (a 1 ; 1 11;a n ) assuming that the inequalities p(a j jy j ) > p(b j jy j ) hold for all positions j. In this case, the shape v has positive coefficients vj . Now suppose that the equalities p(a j jy j ) = p(b j jy j ) hold for the s least reliable positions j = 1; 11 1;s. Then all 2 s points of the s-face X(2 s ) = f(x1; 111 ; xs; as+1; 111 ; an)g have the same posterior probabilities P (xjy). In other words, y is a boundary point that has 2 s equidistant inputs. However, this boundary case does not change the above results. First, for semicontinuous channels the whole boundary has probability 0. Second, Corollary 1 also shows that we can use ellipsoidal lists as long as v n =v n0k for ordered shapes. Therefore, the case v1 = 111 = v n0k01 = 0 does not change our consideration if the remaining coefficients have a limited spread. Finally, adding one more zero coefficient v n0k = 0 leaves us with only k significant symbols. In this case, we can simply encode these symbols if they form an information subset. However, the following section shows that our covering properties are destroyed indeed, if k significant symbols are redundant.
VII. COUNTEREXAMPLE
Now we wish to consider ellipsoidal coverings when restriction (6) is removed and ellipsoids take an arbitrary shape v 2 (0; +1)
n . An Discussion: This counterexample can also be rephrased as a cryptographic problem, where a third party (an intruder) knows our code C and makes decoding impossible by creating a list X v (2 On the second step, the intruder takes a subvector a I that does not satisfy one or more parity checks. Then aI 6 = cI for any c 2 C. In addition, the intruder assigns high reliabilities v i to all positions i 2 I. By contrast, very low (or even zero) reliabilities are assigned to the complementary subset J of l = n 0 s positions. Therefore, subvector aJ is insignificant, while subvector a I looks very reliable. In this case, the whole decoding list X v (a; 2 l ) has wrong subvector a I on the reliable subset I and is free of codewords c 2 C.
One possible way to advance our decoding is to use first the new punctured code C I of length s and dimension s 0 . In doing so, we can design our ellipsoids on a shorter length s < n. However, the intruder can pick up similar error patterns specifically designed to destroy the new code C I . Then we need to proceed with a new puncturing, and so on. More rigorous arguments show that such a design leads to direct products of different ellipsoids constructed on nonintersecting subintervals (say, I and J above). In this case, we first fix the most reliable subsets (say, I above) as opposed to the lightest error patterns corrected in original ellipsoids. An open problem is to construct relatively small (nonellipsoidal) lists that include all error-prone patterns tailored for specific code structure.
VIII. CONCLUDING REMARKS
In this correspondence we considered memoryless channels with a limited range [z; z] of reliabilities. Examples include discrete channels or quantized AWGN channels. We proved that most linear (n; k)-codes fully cover the whole space E n 2 if surrounded by arbitrary ellipsoids of size M exp = 2 n0k . To execute complete ML decoding, we then used the algorithm 9M that tests M most probable error patterns. Following [4] , we note that for an arbitrary code used on symmetric channels, the decoding error probability P 9 of the algorithm 9M can slightly exceed the probability P of ML decoding.
However, our current results show that for most linear codes algorithm 9M gives explicit ML decoding. Second, this explicit decoding is now achieved not only on symmetric channels but also on many other memoryless channels.
Bounding the input lists by only 2 n(10R) most probable inputs substantially reduces complexity of ML decoding. In particular, the algorithm 9 M surpasses trellis decoding and reduces the upper bound [1] on decoding complexity from 2 n min (R;10R) to 2 nR(10R) .
Finally, we considered general setting when the spread can increase arbitrarily as n grows. Then, in contrast to BSCh or quantized channels, all (n; k)-codes fully cover the input space E n 2 only when surrounded by bigger ellipsoids whose size exponentially exceeds
