Abstract. We prove for an arbitrary one-dimensional random walk with independent increments that the probability of crossing a level at a given time n is O(n −1/2 ). Moment or symmetry assumptions are not necessary. In removing symmetry the (sharp) inequality P (|X + Y | ≤ 1) < 2P (|X − Y | ≤ 1) for independent identically distributed X, Y is used. In part II we shall discuss the connection of this result to 'polygonal recurrence' of higherdimensional walks and some conjectures on directionally random walks in the sense of Mauldin, Monticino and v.Weizsäcker [4].
Introduction
For a one-dimensional random walk with independent steps it is a classical question to estimate the probabilities of hitting a given level, to visit a given site or to decide between recurrence and transience. In this context it is worthwhile to ask for the probability that, for a given level c, this level is crossed (from above or below) at a given time n. Denoting by S n = n i=1 X i the position at time n, with the increments X i being i.i.d., we say that the random walk crosses the level l at n, if sgn(S n − l) =sgn(S n−1 − l).
It is well-known that for a mean-zero random walk in Z 1 with a finite second moment the probability of hitting zero (or of visiting a bounded neighbourhood of zero, in the R 1 case) is exactly of the order n −1/2 , and is O(n −1/2 ) in the general situation (except for the trivial non-walk with X i = 0 a.s.) ( [5] , p.72). In the general situation level crossings in the sense defined above can be much more likely. For instance, in the case of a transient symmetric random walk, the sum ∞ i=1 P (S i = 0) is finite, whereas by the fact that any nontrivial symmetric random walk performs infinitely many changes of sign, the Borel-Cantelli lemma shows that
) is always infinite. So one might conjecture that for symmetric random walks the probability of changing the sign at time n could be much larger than n −1/2 . But this turns out to be wrong: Without any moment assumptions it can be shown that level crossings are subject to the same O(n −1/2 )-bound as hitting probabilities (section 4, Theorem 2).
The proof of this fact is surprisingly short in the symmetric case (section 2), where also a lower bound of the order n −1 can be derived. Both estimates make use of a few combinatorial arguments which essentially had been introduced already by Erdös and Hunt in [2] to derive bounds in the symmetric case of the same order as those given here (they additionally assume continuity of the random variables). The elegant formulation of the combinatorial argument leading to the lower 1 n bound quoted here is due to Y. Peres. In the general non-symmetric situation we make use of a new estimate coupling an arbitrary increment distribution with its symmetrization (section 3, Theorem 1).
Sign changes for symmetric random walks
Let (X i ) i=1,2,... be an i.i.d. sequence of arbitrary random variables with a symmetric distribution, i.e. L(X i ) = L(−X i ). Consider the one-dimensional random walk S n = n i=1 X i . Then we have Proposition 1. For a symmetric random walk (S n ) the probability of changing sign at time n is O(n −1/2 ) :
and we have the lower estimate
This is sharp in the sense that there is a symmetric distribution with
Proof: 1.We rewrite S n as S n = ε i Y i , where the Y i = |X i | are i.i.d. nonnegative, the ε i are ±1 with equal probability and independent of each other and of the Y i . Then we have
since −ε i ε n has, for i = 1, 2, ..., n − 1, the same distribution as ε i , and all these values are independent. We continue the chain of inequalities
(except for the trivial case X n ≡ 0), since the expression in the last but one line is simply the square root of the variance of a binomial distribution. Now
2 ), see [5] , P6 on p.72. This proves the upper bound. 2. We have the following estimate
Here we used the abbreviation S
n has the same distribution as S n , and we have S
. If we assume for the moment that not all Y i are zero, then obviously there is some index j 0 , 1 ≤ j 0 ≤ n with sgn(S
and we have S
So we may conclude that
This proves the lower bound. 3. The lower bound is sharp:
) where A n is the event that the largest and the second largest of n independent samples of p coincide. For example it is not difficult to verify that this holds if
n the maximal sample dominates the sum of all others. Hence
where we have used that
Remark. If in addition to symmetry the distribution function of the X n is continuous, the proof shows that the probability of sign change is at most 2n −1/2 , in particular the expectation of the number N n of sign changes up to time n satisfies E(N n ) ≤ 2 n k=1 k −1/2 . P. Erdös and G.A. Hunt ([2]) gave another upper estimate for the probability of a sign change and for E(N n ) which implies that in this last estimate the constant 2 can be changed to (8π) −1/2 + ε for large n. They also gave a.s. results for the asymptotic behaviour of N n .
The symmetrization inequality
We prove the following Theorem 1. Let X, Y be independent real random variables with the same distribution. Then for any c > 0 we have
This inequality is optimal in the sense that for any γ < 2 there exists an example of a probability distribution such that
. It is rather easy to prove the result for γ = 3 and this would be sufficient for our purposes, but we prefer to demonstrate the optimal inequality. This section is influenced by Jochen Voß, Tobias Wahl (both Kaiserslautern) and later by Y. Peres. The first suggested to study first counting measures on finite sets, the second gave a discrete analogue of the proof of Lemma 1 below. Y. Peres pointed out the similarity to the 123 theorem and its generalizations of [1] and asked whether strict inequality holds. The present form of Lemma 1 actually is very close in spirit to the 'claim' on p. 325 in [1] . Our Proposition 2 gives a general procedure how to derive two-variable inequalities from onevariable estimates like the lemma. In a proof of the 123 theorem one would apply it to the function f (x, y) = 31 {|x−y|≤1} − 1 {|x−y|≤2} .
Note that in higher dimensions these questions become more complicated and a simple general characterization of those functions f which satisfy the second alternative in the proposition seems out of reach. Finally it should be pointed out that the existence of a symmetrization constant in higher dimensions (replacing the 2 of theorem 1) follows eg. from [3] , estimate (29) applied to µ = L(X), ν = L(−X), and ψ(x) = 1 { x ≤1} .
The optimality of the constant 2 can be seen by the following example: Let X, Y be equidistributed on {−2n + 1, −2n + 3, · · · , −1, 2, 4, · · · , 2n} and c = 1.5. Then P (|X − Y | ≤ 1.5) = P (X = Y ) = 
). Actually let γ(µ) denote the infimum of all constants by which one replace the 2 in (1) if X and Y have the law µ. A closer inspection of the proof of Lemma 1 below shows that such a periodic pattern as in this example necessarily appears asymptotically in the distributions µ n whenever γ(µ n ) approaches 2. Lemma 1. Let P be a probability measure on R. Define a function p by p(
Proof: Assume that (2) is false, i.e. P (A) = 1 for A = {x : p(−x) ≥ 2p(x)}. Let α = sup x∈A p(x). By symmetry we may assume α = sup x∈A,x>0 p(x). Let ε > 0. We show that for every x > 0 with p(x) > α − ε there is some x ′ with x + 1 < x ′ < x + 2 and P (x + 1,
we conclude P ([−x − 1, −x)) ≥ α − 2ε and hence there is some y ∈ A with y < −x and p(y) ≥ α − 2ε. Then p(−y) ≥ 2α − 4ε. On the other hand x < −y ≤ x + 1 and p(x) ≤ α, i.e. P [x + 1, −y + 1] ≥ α − 4ε. In particular there is some x ′ ∈ A with x + 1 ≤ x ′ < −y + 1 ≤ x + 2 and
Proceeding recursively we can construct a sequence x = x 0 , x 1 , x 2 , . . . such that x n + 1 ≤ x n+1 ≤ x n + 2 and
The intervals (x n + 1, x n+1 + 1] are disjoint and hence
Choosing first n large enough and then ε small enough we arrive at a contradiction.
Proposition 2. Let (Ω, B) be a measurable space and let f : Ω 2 −→ R be a B⊗B measurable bounded symmetric function. Let P be the set of all probability measures on B. Then the following dichotomy holds: Either
for some P ∈ P or Ω×Ω f (x, y) P (dx)P (dy) > 0 for all P ∈ P.
Proof: We consider the cone M = R + P of positive finite measures on B and the bounded symmetric bilinear form Q : M × M −→ R given by
Suppose the first alternative is not valid. Then for all µ ∈ M (3) µ{x : f (x, y) µ(dy) > 0} > 0.
1. We prove Q(µ, µ) > 0 for all measures µ of the form µ = n i=1 δ x i . In this case the bilinear form is given by a symmetric real matrix A = (a i,j ) n i,j=1 with a i,j = f (x i , x j ). We have to prove that if Ap has a positive entry at some index i with p i > 0 for each (probability) vector p ≥ 0, p j = 1, then necessarily q ′ Aq is positive for each probability vector q. In fact, consider the minimum of q ′ Aq over the simplex q ≥ 0, q j = 1. We may assume without any loss of the generality that this minimum is attained at some q * > 0, since otherwise we may simply pass to the quadratic submatrix (a i,j ) q * i >0,q * j >0 of A formed by all indices where q * is non-zero. Now the projection of the gradient ∇ q (q ′ Aq) = 2Aq to the linear subspace given by the condition q j = (1, 1, ..., 1) · q = 1 must be zero at q * , which means that Aq * is a multiple of (1, 1, ..., 1) ′ . By assumption Aq * has a positive entry, so all entries are positive. This proves that q * ′ Aq * > 0. 2. We prove Q(µ, µ) ≥ 0 for every µ ∈ M. Without loss of generality we may assume that µ is a probability measure. Let n ∈ N and X 1 , . . . , X n be iid. with law µ. Then
Since this holds for all n we must have Q(µ, µ) ≥ 0.
3. Finally we prove the strict inequality Q(µ, µ) > 0. Assume in the opposite that Q(µ, µ) = 0 for some probability measure µ. By assumption we know that the set B + = {x : f (x, y)µ(dy) > 0} has positive µ-measure. This together with Q(µ, µ) = 0 would imply that B − = {x : f (x, y)µ(dy) < 0} has positive µ-measure, too. Let ν := µ(·|B − ). We would have Q(µ, ν) < 0. Obviously µ t := (1 − t)µ + tν = µ + t(ν − µ) is a probability measure for 0 ≤ t ≤ 1. Consider the real non-negative quadratic function λ(t) := Q(µ t , µ t ) = 2tQ(µ, ν) + t 2 (Q(ν, ν) − 2Q(ν, µ)). Since λ(0) = 0 we conclude that 0 ≤ λ ′ (0) = 2Q(µ, ν), arriving at a contradiction.
Proof: (of Theorem 1). It is sufficient to consider the case c = 1. Then the result follows from Proposition 2 applied to the function f (x, y) = 21 {|x−y|≤1} − 1 {|x+y|≤1} since Lemma 1 shows that the first alternative in the proposition is not satisfied.
The general level crossing estimate
We are now in a position to prove the announced level crossing estimate for arbitrary random walks.
Theorem 2. For any one-dimensional random walk (S n ) the probability of a crossing of level l at time n is O(n Proof: 1. For the trivial random walk X 1 = 0 a.s. the assertion is trivial, too. First we prove the result for non-trivial random walks with X 1 ≥ 0 a.s. (or X 1 ≥ 0 a.s.). In this case it is almost trivial: We have P (sgn(S n − l) =sgn(S n−1 − l)) ≤ P (S n ≤ l), and this last expression tends to zero even exponentially fast by standard large deviation theory. So we may assume for the following that (5) P (X 1 > 0) · P (X 1 < 0) > 0.
2. We show that it is sufficient to prove the result for l = 0, i.e. for sign changes. In fact, suppose we know that the probability of a sign change is O(n − 1 2 ). It is enough to consider the case l > 0 . If there was a sequence n i
