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Abstract
The relative eﬃciencies of the Riks/Wempner, Crisﬁeld, and normal ﬂow solution algorithms for tracking
nonlinear equilibrium paths of structural systems are compared. It is argued that the normal ﬂow
algorithm maybe both more computationallyeﬃcient and more robust compared to the other two
algorithms when tracing the path through severe nonlinearities such as those associated with structural
collapse. This is demonstrated qualitativelybycomparing the relative behaviors of each algorithm in
the vicinityof a severe nonlinearity . Quantitative results are presented for the collapse a blade stiﬀened
panel.
Introduction
For manystructural sy stems, it is necessaryto compute the nonlinear relationship between the applied
loads and the resulting structural deformations. Bytracking this nonlinear equilibrium path, it is
possible to identifycritical buckling and collapse phenomena and, in general, gain insight into the load
carrying capability of the structure. In structural mechanics, the nonlinear equilibrium equations are
often solved using the Newton Raphson method in conjunction with an incremental/iterative solution
method (Haisler and Stricklin, 1972). In order trace the equilibrium paths through limit points in the
response, the “arc length” methods of Riks/Wempner (Wempner, 1971 and Riks, 1979) or Crisﬁeld
(Crisﬁeld, 1981) are commonlyemploy ed. A closelyrelated method, which is based on a “normal ﬂow”
algorithm (Watson et al., 1987 and Watson et al., 1997), is less popular despite the fact that it may
have advantages in terms of computational eﬃciencyand robustness. It is the purpose of this paper
to call greater attention to the normal ﬂow algorithm and its potential advantages for the solution of
structural mechanics problems. The normal ﬂow algorithm is well known in numerical analysis, and
was discussed in the literature as earlyas 1981 byGeorg (1981) and others. Fried (1984) made similar
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observations in the mechanics literature. The ﬁrst robust numerical implementation, coupled with a
sophisticated prediction and step size control scheme, was in the HOMPACK software package (Watson
et al., 1987), and most recentlyin HOMPACK90 (Watson et al., 1997).
In the following, a brief description of the Riks/Wempner, Crisﬁeld, and normal ﬂow solution meth-
ods is provided. The qualitative behavior of each algorithm is discussed in the context of both a “well
behaved” equilibrium path and a more complicated equilibrium path exhibiting severe nonlinearities.
The latter path was devised to demonstrate potential pitfalls of the Riks/Wempner and Crisﬁeld algo-
rithms and to highlight the qualitative advantages of the normal ﬂow algorithm in negotiating severe
nonlinearities. Finally, numerical results are presented for the collapse of a blade stiﬀened panel. The
relative eﬃciencies of each method are compared and the advantages of the normal ﬂow algorithm
in this case are illustrated. The implementation of the normal ﬂow algorithm used here is that of
HOMPACK90.
Solution Methods
The discrete set of nonlinear equilibrium equations representing the response of a structural system may
be written in the following general form:
f (λ,d)=0 ( 1 )
where f ∈ Rm is a nonlinear function of a scalar loading parameter, λ, and the displacement vector,
d ∈ Rm. In an incremental/iterative solution method, these equations are solved in a series of steps or
increments, usuallystarting from the unloaded state ( λ =0 ) .T h enth step begins from a known solution
on the equilibrium path, z∗
n =( λ∗
n,d∗
n)T, and consists of a prediction phase and a correction phase. In
the prediction phase, an estimate for the next point on the equilibrium path, z0
n+1 =( λ0
n+1,d0
n+1)T,
is generated. Beginning at this point, Newton Raphson iterations are employed during the correction
phase to ﬁnd a new point on the equilibrium curve. The Riks/Wempner, Crisﬁeld, and normal ﬂow
algorithms discussed here all utilize an approximation to the arc length of the equilibrium path, ∆l,t o
ﬁx the size of each step. The ith iteration executed byeach algorithm at step ( n +1) can be described
using the same general set of equations:
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is the m×(m+1) Jacobian matrix of the system (1). Equation (3) is an auxiliary “constraint” equation
that is diﬀerent for each algorithm. Upon convergence of the Newton Raphson iterations,a new solution,
z∗
n+1, is obtained and the prediction/correction process is continued for subsequent steps.3
It should be noted that the system of equations (2) and (3) are not usually solved simultaneously, as
equation (3) destroys the symmetric and banded qualities that equations (2) usually possess. Instead,
a procedure similar to that ﬁrst proposed byBatoz and Dhatt (1979) is often employ ed (Ramm, 1980).
If the modiﬁed Newton Raphson algorithm is used,
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are updated onlyat the
beginning of each step.
Riks/Wempner Algorithm
In the Riks/Wempner algorithm, the auxiliaryequation (3) takes the following form:
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where ¯ z∗
n is the tangent to the converged solution z∗
n at step n. This equation deﬁnes a hyper-plane
that is normal to ¯ z∗
n and which is at a “distance” ∆l from the previouslyobtained solution at step n.
During the Newton Raphson iterations, the successive iterates are forced to return to the equilibrium
path along this hyper-plane. This situation is illustrated in Figure 1 for a one dimensional problem.
Starting at a converged point on the equilibrium path, point A, an initial step is taken in the direction
of the tangent vector to point B. Successive iterates (illustrated bycircular markers in the ﬁgure) are
then conﬁned to the plane through point B and normal to the tangent vector. The Riks/Wempner
algorithm will converge to a new point on the equilibrium path at point C.
Crisﬁeld Algorithm
In the Crisﬁeld algorithm, the auxiliaryequation deﬁnes a hy persphere of radius ∆ l centered on the
converged solution at step n:
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Successive iterates are conﬁned to the surface of this hypersphere as they converge to the equilibrium
solution. This situation is again illustrated in Figure 1 for the solution of a one-dimensional problem.
¿From point B, the Crisﬁeld iterates (illustrated with open square markers in the ﬁgure) are conﬁned
to the circular path centered on point A. The Crisﬁeld algorithm will converge to a new point on the
equilibrium path at point D.
In practice, λ is sometimes omitted from equation (7), and the constraint is instead imposed in
m-dimensional space (Crisﬁeld, 1981):
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This conﬁnes the iterates to lie on a cylinder in (λ,d) space parallel to the λ axis. In the ﬁgure, these
iterates (illustrated with ﬁlled square markers) will follow a line parallel to the λ axis and will converge
at point E.
Normal Flow Algorithm
In the normal ﬂow algorithm, successive Newton Raphson iterates converge to the equilibrium solution
along a path which is normal (in an asymptotic sense) to the so-called Davidenko ﬂow. The Davidenko
ﬂow can be described byconsidering a small perturbation, δ, to the nonlinear system equations:4
f (λ,d)=δ. (9)
As the perturbation parameter varies, small changes will occur in the solution curve for equation (9).
The familyof curves generated byvary ing δ is known as the Davidenko ﬂow (Allgower and Georg,
1990). The dashed lines in Figure 2 are a representation of the Davidenko ﬂow for a one-dimensional
problem.
The Newton Raphson iterate ∆z for the normal ﬂow algorithm is the unique minimum norm solution
of the m×(m+1) equations (2). (Note that equation (2) has inﬁnitelymanysolutions, but a minimum
norm solution is unique.) This solution maybe obtained in two steps. First, a particular solution v to
the equations can be found byselecting an auxiliaryequation (3) and solving the resulting sy stem of
equations (2) and (3). As long as this system of equations has rank m + 1, the auxiliaryequation may
be chosen arbitrarily. Once a particular solution is obtained, the minimum norm solution ∆z is
∆z = v −
vTu
uTu
u (10)
where u is anyvector in the kernel of [ Df]. A convenient choice for u in this case is the tangent vector
¯ z∗
n, which has usuallyalreadybeen calculated. An illustration of the normal ﬂow algorithm for the
solution of a one-dimensional problem is presented in Figure 2. Starting at a converged point on the
equilibrium path, point A, an initial step is taken in the direction of the tangent vector to point B.
Geometrically, the successive iterates (indicated using ﬁlled circular markers in the ﬁgure) return to
the equilibrium solution along a path normal to the Davidenko ﬂow. The normal ﬂow algorithm will
converge to a new point on the equilibrium path at point F.
Qualitative Comparison of Solution Methods
All three of the solution algorithms described in this note are capable of traversing limit points in the
response and are generallyreliable and eﬃcient as long as the nonlinearities in the load-displacement
path are mild. For more severe nonlinearities, however, the Riks/Wempner and Crisﬁeld solution
algorithms often fail to converge unless the step size ∆l is reduced bya signiﬁcant amount. From the
standpoint of computational eﬃciencyit is desirable to trace the equilibrium curve using as few steps as
possible in order to minimize the number of times that the system equations are formed and factored.
It is here that the advantages of the normal ﬂow algorithm become apparent. Because the iterates
return to the equilibrium curve using a shorter and more direct path, the normal ﬂow algorithm is able
to maintain larger step sizes in the vicinityof severe nonlinearities. The advantages of the normal ﬂow
algorithm can be understood in a qualitative manner byreferring to Figure 3.
In Figure 3, the behavior of the Riks/Wempner, Crisﬁeld, and normal ﬂow algorithms in the vicinity
of a severe nonlinearityis illustrated for a one dimensional problem. Starting from a converged solution
at point A, a large initial step in the tangential direction results in an estimate for the new solution at
point B. If the Riks/Wempner algorithm is used, successive iterates will proceed along the plane normal
to the tangent vector (illustrated with open circular markers in the ﬁgure). In this example, this plane
will not intersect the solution curve anywhere near point A unless the step size is considerablyreduced.
If the step size is not reduced, the algorithm will either not converge or will converge at a point far from
point A (perhaps on another equilibrium path). If the Crisﬁeld algorithm (equation 7) is used, iterates
will proceed along the circular path as indicated in the ﬁgure (open square markers). Unless the step
size is reduced, the iterates will likelyreturn to an earlier point on the equilibrium curve, point D. Such5
a failure can be diﬃcult to detect. If the Crisﬁeld algorithm is used with equation (8), the iterates will
proceed along the line indicated using the ﬁlled square markers and mayconverge near point E.
If the normal ﬂow algorithm is used, iterates will return to the equilibrium curve via a path nor-
mal to the Davidenko ﬂow and will arrive on the solution curve near point F. The normal path will
eﬃcientlyreturn the iterates to the solution curve for step sizes much larger than can be tolerated by
the Riks/Wempner or Crisﬁeld algorithms. In addition, the normal path is much more direct compared
the paths deﬁned by the hyperplane of the Riks/Wempner method or the hypersphere deﬁned by the
Crisﬁeld method. This more direct path will usuallyresult in fewer required iterations for convergence
at each step.
Numerical Results
In order to quantitativelycompare the relative performances of the solution algorithms, a sample prob-
lem was solved using each method. This sample problem consisted of computing the response of a
compressivelyloaded graphite-epoxyblade stiﬀened panel loaded into the postbuckling regime. A
“stiﬀener-unit” representation of the panel was utilized wherein the complete panel was modeled using
a single repeating element of the structure comprised of a single stiﬀener and the adjacent skin (Fig-
ure 4). The stiﬀener unit was 48.1 in long, 6.28 in wide, and had a stiﬀener height of 1.10 in.T h e
skin layup was (±45/03)s, the stiﬀener layup was (90/0)s, and the plythickness was 0.006 in.T h e
skin laminate was assumed to have an imperfection in the shape of seven half-waves in the longitudinal
direction with a maximum imperfection amplitude of 0.0001 in.
Uniform end shortening was imposed at the ends of the structure and symmetry boundary condi-
tions were imposed at the longitudinal edges. At the ends, the skin was simplysupported out of plane
but the stiﬀener was not allowed to rotate in its own plane. The panel was analyzed using a ﬁnite strip
analysis of the semi-analytical, multi-term type (Dawe, 1995 and Ragon, 1998). The ﬁnite strips were
modeled as balanced and symmetric laminated composite materials which were assumed to behave or-
thotropicallyin bending. Material properties were as follows: E1=20.0x106 lb/in2, E2=1.30x106 lb/in2,
G12=1.03x106 lb/in2,a n dν=0.30.
All three of the solution algorithms were implemented using the full Newton Raphson method. The
prediction phase of the Riks/Wempner and Crisﬁeld algorithms (including the determination of the arc
length step size at each increment) were implemented as described in Crisﬁeld, 1981 under the heading
“A Modiﬁed Riks Method”. This prediction scheme is described brieﬂydescribed here.
The ﬁrst step is the selection of an appropriate value for the arc length, ∆l. The arc length is
adjusted from one step to the next using the following simple formula:
∆ln+1 =∆ ln
¯ m
m
, (11)
where m is the number of iterations that were required at the previous step and ¯ m is the (user speciﬁed)
desired number of iterations at each step. This procedure allows larger steps to be taken when the
solution is converging easily, and forces the solver to take smaller steps when convergence is more
diﬃcult. For the present work, ¯ m was selected between 3 and 5 so as to achieve the most favorable
results. Once a value for the arc length has been computed at step n+1, the following equation is used
to predict ∆λ0
n+1:
∆λ0
n+1 = ±∆l

(∆d0
n+1)T∆d0
n+1

, (12)6
where ∆d0
n+1 is taken to be the tangential solution from the previouslyconverged point.
The prediction strategyused for the normal ﬂow algorithm was that implemented in subroutine
STEPNX in HOMPACK90. This strategyutilizes a Hermite cubic interpolating poly nomial through
previouslyconverged points and a sophisticated step size estimation algorithm. This step size control
algorithm, with proper choice of the error control parameters, will automaticallyadapt to external
scaling of the problem.
Performance diﬀerences between the three methods can be attributed to diﬀerences in (1) the pre-
diction formula, (2) the step size control algorithm, and (3) the iteration trajectoryin returning to the
equilibrium path (hyperplane vs. hypersphere vs. normal curve). These three items will interact with
each other and with the speciﬁc problem in complicated ways. Such interactions have been studied in
detail (Watson et al., 1987 and Watson et al., 1997), and it is the intent here to compare intelligently
implemented versions of the three algorithms rather than to sort out the exact causes of the diﬀerences.
(For instance, a version of the Riks/Wempner algorithm that uses the tangent direction to the Davi-
denko curve through point B in Figure 3, rather than the tangent direction at point A,i sm u c hm o r e
robust).
The load/end-shortening behavior of the structure as obtained using the normal ﬂow algorithm
is illustrated in Figure 5, where Nx is plotted against a scalar loading parameter, λ.A v a l u e o f
λ=1.0 corresponds to a uniform axial strain εx=-2.34x10−4 and a uniform transverse strain in the
skin of εy=+1.40x10−4. The scaling for λ was chosen so that local buckling of the skin occurred at
approximately λ=1.0. The response is linear up until Nx ≈ 1130 lb, where the skin buckles into seven
half-waves along the length of the stiﬀener-unit. Beyond this point, the panel continues to carry load up
to a maximum of Nx ≈ 1620 lb, where the stiﬀener-unit as a whole deforms into a single half-wave and
collapses (the seven half-wave buckled pattern of the skin is superimposed on the single half-wave of
the structure). The normal ﬂow algorithm was able to continue tracking the equilibrium path through
the collapse point with no diﬃculty; the algorithm was eventually terminated at the user’s request at
the point shown (the algorithm did not terminate because of convergence diﬃculties).
The Riks/Wempner and Crisﬁeld algorithms computed the same load/end-shortening curve as did
the normal ﬂow algorithm, but theyboth encountered diﬃculties in tracing the complete curve. In
Figure 6, a zoomed in portion of the load/end-shortening curve in the vicinityof the collapse point is
illustrated and the solutions obtained using the Riks/Wempner algorithmand the normal ﬂow algorithm
(¯ m = 4) are compared. The normal ﬂow algorithm was able to traverse this portion of the curve using
a relativelysmall number of steps and continue on with the remainder of the curve. In contrast, the
Riks/Wempner algorithm was able to make forward progress onlybytaking signiﬁcantlysmaller steps.
Furthermore, the Riks/Wempner algorithm was unable to continue tracing the curve past a certain
point; at this point the algorithm began chattering back and forth over alreadycomputed portions of
the curve, perhaps due to the step size control rules. A Crisﬁeld solution obtained using equation (8)
(¯ m = 4)and the normal ﬂow solution on the same portion of the curve are compared in Figure 7. The
Crisﬁeld algorithm is able to compute more of the curve then the Riks/Wempner algorithm, but it also
failed to make forward progress after reaching a certain point on the curve. As with the Riks/Wempner
algorithm, it is forced to take signiﬁcantlysmaller (and more numerous) steps as compared to the normal
ﬂow algorithm in order to obtain converged solutions. Equation (7) was also used to obtain solutions
the problem, but this algorithm performed no better than the equation (8) algorithm.
Using the normal ﬂow algorithm, onlyone or two iterations were required to obtain a converged
solution at each step, whereas the Riks/Wempner and Crisﬁeld algorithms typically required from three
to ﬁve iterations at each step. Depending on the value of ¯ m, the Riks/Wempner and Crisﬁeld algorithms
each required from 250 to 400 matrix formations/factorizationsin tracing the load/end-shortening curve7
up to the points where the algorithms failed; the normal ﬂow algorithm reached the same portion of
the curve with only78 formations/factorizations.
The increased computational eﬃciencythat can be achieved using normal ﬂow algorithm can be
particularlyadvantageous in an optimization environment, where the computational eﬃciencyof a
single analysis is of utmost importance. If the equilibrium path must be traced with a higher degree of
ﬁdelity(compared to that shown in Figures 6 and 7), the normal ﬂow algorithm can be forced to take
smaller steps along the path. This will, of course, result in a degradation of computational eﬃciency.
Conclusions
The normal ﬂow solution algorithm (as implemented in HOMPACK90 (Watson et al., 1987 and Watson
et al., 1997)) was found to be both more eﬃcient and more robust than the Riks/Wempner and Crisﬁeld
solution algorithms (implemented according to (Crisﬁeld, 1981)) for computing complicated nonlinear
responses of structural systems. Advantages in eﬃciency derive from the fact that the normal ﬂow
algorithm is able to traverse sharp nonlinearities the load-displacement path using relativelylarger
step sizes and because successive iterates tend to converge more quicklyto the equilibrium curve.
The normal ﬂow algorithm is evidentlymore robust than the competing algorithms because of the
more direct path that successive iterates follow in returning to the equilibrium curve. Eﬃciencyand
robustness advantages also accrue from superior prediction and step size algorithms, but these do not
discount the inherent value of the normal ﬂow iteration.
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Figure 1: Riks/Wempner and Crisﬁeld Algorithms10
Figure 2: Normal Flow Algorithm11
Figure 3: Normal Flow Algorithm12
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Figure 4: Skin-Stiﬀener Unit13
Loading Parameter (λ )
N
x
(
l
b
/
i
n
)
0 0.5 1 1.5 2
-1600
-1400
-1200
-1000
-800
-600
-400
-200
0
Figure 5: Nx vs. Loading Parameter (normal ﬂow algorithm)14
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Figure 6: Comparison of Riks/Wempner and Normal Flow Algorithms15
Load Parameter (λ )
N
x
(
l
b
/
i
n
)
1.7 1.71 1.72 1.73
-1624
-1623
-1622
-1621
-1620
-1619
-1618
-1617
-1616
-1615
-1614
Crisfield
normal flow
Figure 7: Comparison of Crisﬁeld and Normal Flow Algorithms