Abstract. We analyze the stability and accuracy (up to third order) of a new family of implicitexplicit Runge-Kutta (IMEX RK) methods. This analysis expedites development of methods with various balances in the number of explicit stages and implicit solves. We emphasize deriving methods with large stability regions for horizontally explicit vertically implicit (HEVI) partitionings of nonhydrostatic atmosphere models. The IMKG2 and IMKG3 families of IMEX RK methods are formulated within this framework. The HOMME-NH model with a HEVI partitioning is used for testing the accuracy and stability of various IMKG2-3 methods. The efficiency of several IMKG2-3 methods is demonstrated in HOMME-NH and compared to other IMEX RK methods in the literature.
1. Introduction. Method-of-lines discretizations of time-dependent partial differential equations (PDEs) frequently result in stiff initial value problems (IVPs). The dynamics of the resulting stiff IVPs may include processes evolving on separate time-scales. Such IVPs can often be partitioned into a stiff term representing fast processes and a non-stiff term representing slow processes. Many alternatives to traditional implicit methods exist for discretizing such partitioned IVPs, including implicit-explicit (IMEX), exponential, and multirate methods. These alternatives can circumvent step-size restrictions intrinsic to traditional explicit methods, often at a lower computational cost than traditional implicit methods. In this paper, we analyze a family of IMEX Runge-Kutta (RK) methods for stability and accuracy (up to third order). Our focus is on deriving methods that are efficient for nonhydrostatic atmosphere models with a horizontally explicit vertically implicit (HEVI) partitioning. As such, we develop a HEVI partitioning of the HOMME-NH nonhydrostatic atmosphere model and compare the performance of IMEX RK methods, both derived herein and from the literature, for its integration in time.
After covering some preliminaries in Section 2, we present the family of IMEX RK methods we analyze in Equation (3.1) in Section 3. The analysis includes methods with an arbitrarily large number of internal stages. The number of implicit solves can be varied by setting diagonal entries in the implicit method's Butcher tableau to zero. This enables deriving methods with efficient balances of explicit and implicit stages. In Theorem 3.1, we derive simplified criteria for methods of the form (3.1) to have second or third order accuracy. The remaining free coefficients are chosen to optimize the explicit stability region on the imaginary axis, ensure that the implicit method is I-, A-, or L-stable (sufficient conditions for which are given in Theorems 3.2 and 3.3), and improve the H-stability region (defined in Section 2). The IMKG2 and IMKG3 methods (Definition 3.4) are subsequently introduced. Although we emphasize deriving methods for atmosphere models with a HEVI partitioning, the analysis is general and can be used for other applications. Double Butcher tableaux and various properties of the IMKG2-3 methods we derive are given in the appendix.
In Sections 4-5, we derive a HEVI IMEX partitioning for the HOMME-NH nonhydrostatic atmosphere model that is then used to evaluate the performance of various methods. The governing equations of HOMME-NH (Equation (4.1)) support vertically propagating acoustic waves (Section 4.2) requiring stable numerical treatment. The stiff terms generating these waves are isolated to the equations for vertical momentum and geopotential. This results (Section 4.3) in a HEVI IMEX partitioning where the implicitly treated terms require the solution of relatively simple nonlinear equations that are independent of horizontal derivatives. The nonlinear solvers can then be implemented without horizontal parallel communication. The performance of various IMKG2-3 methods integrating HOMME-NH with this HEVI partitioning is investigated in Section 5. The most efficient of these methods can run with relatively large maximum stable step-sizes for a variety of vertical-to-horizontal aspect ratios. These efficient IMKG2-3 methods have a faster time-to-solution than other IMEX RK methods we test from the literature.
Our focus on IMEX methods is motivated by their frequent use in models of geophysical fluid flow [5, 8, 10, 11, 12, 26, 29, 36, 45] . Order conditions for various partitioned and IMEX methods were derived in [14] . Explicit formulas for the order conditions of the IMEX RK methods we analyze are given in [18] . Understanding stability properties of IMEX methods is important for deriving efficient methods and has been extensively studied (see e.g. [2, 7, 15] and more recently [17, 28, 46] ). We exploit the technique, dating back at least to the early 1970s [40] , of increasing the maximum stable step-size by increasing the number of explicit stages. The analysis pioneered in [5, 26, 45] is then used to improve the stability properties of our methods for integration of nonhydrostatic atmosphere models with a HEVI partitioning [29] .
The HOMME-NH nonhydrostatic atmosphere model used to evaluate the IMKG2-3 methods is based on the spectral element hydrostatic HOMME dynamic core [4, 6, 34] . HOMME-NH is expected to run at a variety of high (3km) and low (25-100km) horizontal resolutions. It therefore requires time-integration methods that are efficient across a wide range of vertical-to-horizontal aspect ratios. Semi-implicit and IMEX time-integration strategies have been employed in nonhydrostatic atmosphere models for many years (see e.g. [29, 31] ). As mentioned above, the strategy we employ is the HEVI partitioning [1, 5, 8, 26, 29, 45] that treats stiff vertically propagating acoustic waves implicitly and everything else explicitly.
2. Implicit-explicit Runge-Kutta methods.
2.1. Formulation. Consider an additively partitioned ODE
where d ∈ N andẋ is the derivative of x with respect to t. Given r ∈ N and real-valued arrays b,b, c,ĉ ∈ R r and A,Â ∈ R r×r whereÂ is lower triangular and A is strictly lower triangular, we consider r-stage IMEX RK methods for approximating IVPs of (2.1) with initial condition x(t 0 ) = x 0 defined by (2.2)
where ∆t > 0 is the step-size, n m,k := n(g m,k , t m + c k ∆t), s m,k := s(g m,k , t m +ĉ k ∆t), t m := t 0 + m∆t, and
We represent (2.2) with a double Butcher tableau:
The explicit RK method c A b
T is called the explicit method of (2.2) and the implicit
RK methodĉÂ b
T is called the implicit method of (2.2). IfÂ has ν ≤ r nonzero diagonal entries, then we say that (2.2) has ν implicit stages. If b j = A r,j andb j =Â r,j for j = 1, . . . , r, then we say that (2.2) is FSAL (first same as last). If every nonzero diagonal entry ofÂ is equal, then we say that (2.2) is SD (single diagonal entry).
Stability of explicit RK methods on the imaginary axis.
The stability theory of RK methods for hyperbolic PDEs is a well-established subject [19, 42] . Important to our work is the following theorem bounding the intersection of the stability region of an explicit RK method with the imaginary axis.
For an r-stage explicit RK method with r ≥ 2 and stability region S, the maximal interval
For a proof refer to [19, Here k x , k z ∈ R represent wave numbers of horizontally and vertically propagating waves and are referred to as horizontal and vertical wave numbers. Let K x and K z denote the set of all horizontal and vertical wave numbers of a given problem.
Approximating an IVP of (2.4) with the method (2.2), initial value u(t 0 ) = u 0 , and step-size ∆t > 0 results in the following difference equation
where the stability matrix R H is defined by
where I w is the w × w identity matrix (w ∈ N), 1 w := (1, . . . , 1) T ∈ R w , and ⊗ represents the Kronecker product. The HEVI or H-stability region is defined as
Stable time-steps ∆t are those for which F ∆t ⊆ S H . We will use H-stability regions to improve the stability of methods we derive in Section 3.3. By considering k x = 0 and k z = 0 it follows that ensuring F ∆t ⊆ S H for ∆t as large as possible requires that the explicit and implicit method of (2.2) are each stable on the imaginary axis for ∆t as large as possible. 
T . Any entry in the above Butcher tableau not corresponding to one of α,α, β,β, orδ is set to zero. The methods (3.1) are three-register methods because each stage depends on at most three stages (registers correspond to the number of vectors that must be stored in memory within a time-step). These methods become two-register methods when β j =β j = 0 for j = 1, . . . , q − 1. We focus on second and third order accuracy since fourth and higher order accuracy requires that the method coefficients satisfy at least 52 additional equations [18, pp. 314-315] . This restricts the number of free coefficients available for improving stability and efficiency properties unless q is sufficiently large (q > 6).
The following theorem gives simplified criteria for methods of the form (3.1) to be second or third order accurate. 
1. A method (3.1) with q ≥ 2 is second order accurate if and only if the method coefficients satisfy
A method (3.1) with q ≥ 2 is third order accurate if and only if α q = 3/4 =α q , β q−1 = 1/4 =β q−1 , and the remaining method coefficients satisfy:
Proof. To prove the first conclusion assume that q ≥ 2. A (q + 1)-stage IMEX RK method (2.2) is second order accurate if and only if [18, pp. 314-315] :
Substituting the double Butcher tableau (3.1) into (3.4) shows that Equation (3.4) is equivalent to Equation (3.2). This proves the first conclusion.
To prove the second conclusion assume that q ≥ 2 and define diagonal matrices 
Substituting the double Butcher tableau (3.1) into (3.5) shows that the method (3.1) is third order accurate if and only if the following system of equations is satisfied for every
and l ∈ {q − 2, q − 1, q}:
We say that every version of Eq k, k ∈ {1, 2, 3, 4}, is satisfied if it is satisfied for every
Substituting Eq 2 into Eq 4 implies that
Eq 1-2 together with (3.6) then imply that
On the other hand, if (3.6) & (3.7) are satisfied then so are all versions of Eq 1, Eq 2, and Eq 4. Thus, (3.6) & (3.7) are satisfied if and only if all versions of Eq 1, Eq 2, and Eq 4 are satisfied. Substituting (3.6)-(3.7) into Eq 3 results in
It then follows that every version of Eq 1-4 being satisfied is equivalent to (3.6)-(3.8).
Therefore, every version of Eq 1-4 being satisfied is equivalent to (3.3) and (3.7). This completes the proof of the second conclusion.
. . , q} where l = q − 1 for second order accuracy or l = q −2 for third order accuracy. The remaining coefficients can be chosen to improve stability properties or reduce the number of implicit stages.
Stability basics.
The stability polynomial for the explicit method of (3.1) is (3.9)
with the convention that −1 j=0 α q−j = 1 and β 0 = 0. The formulas in (3.9) defining the coefficients of P (z) can then be coupled with the order conditions from Theorem 3.1 to derive accurate IMEX RK methods where the explicit method has a KGO or KGNO stability polynomial.
LetR(z) =P (z)/Q(z) be the stability function of the implicit method of (3.1), whereQ(z) = q−1 j=1 (1 − zd j ),P (z) := 1 + q j=1σ j z j , and
The following theorems give sufficient conditions for I-, A-, and L-stability of the implicit method of (3.1). Note that I-stability is a prerequisite for IMEX RK methods to have H-stability regions with desirable properties. Theorem 3.2. Let k ∈ {1, . . . , q} be such thatσ j = 0 for j = k, . . . , q. Then R(z) → 0 as |z| → ∞ if and only if the implicit method has at least k nontrivial implicit stages.
Proof. Sinceα j = 0 for j = k, . . . , q it follows that deg(P (z)) = k − 1. We havê R(z) → 0 as |z| → ∞ if and only if deg(Q(z)) > deg(P (z)) which is the case if and only if the implicit method has at least k nontrivial implicit stages.
We refer to a method that satisfiesR(∞) = 0 (i.e.R(z) → 0 as |z| → ∞) as a VI method (vanishes at infinity method). We use this term to distinguish methods that are I-stable, not L-stable, but still satisfyR(∞) = 0. Theorem 3.3. Suppose thatQ(iy) = 0 for all y ∈ R. Assumeσ 4 , . . . ,σ q = 0 and let γ 1 , γ 2 , and γ 3 be given by
If γ 1 , γ 2 , γ 3 ≤ 0, then the implicit method of (3.1) is I-stable. If in additiond j ≥ 0 for j = 1, . . . , q − 1, then the implicit method of (3.1) is A-stable.
Proof. An RK method withQ(iy) = 0 for all y ∈ R is I-stable if and only if
where h(y) is an even polynomial in y with positive coefficients. Therefore
I-stability of the implicit method of (3.1) follows if γ 1 , γ 2 , γ 3 ≤ 0. The conclusion on A-stability follows from the maximum principal and the fact thatR(z) is holomorphic on {z ∈ C : Re(z) < 0} if and only ifd 1 , . . . ,d q−1 ≥ 0.
Equations (3.10)-(3.12) are used to ensure the hypotheses of Theorem 3.3 are satisfied.
3.4. Definition, derivation, and H-stability of IMKG2-3 methods. We first define the IMKG2-3 methods: Definition 3.4. An IMKG2 method (3.1) has β j =β j = 0 for j = 1, . . . , q − 1, is second order accurate, has an explicit method with a KGO or KGNO stability polynomial, and an implicit method that is I-stable. An IMKG3 method (3.1) is third order accurate, has an explicit method with a KGNO stability polynomial, and an implicit method that is I-stable.
Note that (3.9) and the definition of KGO and KGNO polynomials implies that IMKG2-3 methods must have α j ,α j = 0 for j = 1, . . . , q. To demonstrate the construction of an IMKG2-3, we provide the following example: Example 3.5. We construct an IMKG3 method with q = 4. The KGNO polynomial with q = 4 is P (z) = 1 + z + z 2 /2 + z 3 /6 + z 4 /24. Equation (3.9) implies that α 1 = 1/(24α 2 α 3 α 4 ). Third order accuracy (Theorem 3.1) and enforcement ofβ 1 = β 1 andβ 2 = β 2 require that α 4 =α 4 = 3/4, β 3 =β 3 = 1/4, and
Assume thatd 2 ,d 3 , β 1 , and α 2 have been specified. We then set
to ensure third order accuracy. Enforcing deg(P (z)) = 2 requires that
The values ofd 2 ,d 3 , β 1 , and α 2 can be chosen so that the implicit method is I-or A-stable and improve the H-stability region. The choiced 3 =d 2 = 1, α 2 = 2/3, and β 1 = 1/3 results in the IMKG343a method. Theorems 3.2 and 3.3 imply IMKG343a is I-stable and a VI method.
In the appendix we give the double Butcher tableaux for several IMKG2 methods with q = 3, 4, 5 (Table 3 ) and several IMKG3 methods with q = 4, 5 (Table 4) . To demonstrate howd 2 ,d 3 , β 1 , and α 2 in Example 3.5 might be chosen to improve the H-stability region, we focus on spatially-discrete, hyperbolic-type PDEs on a bounded domain. For a given spatial resolution, define M l := max K l for l = x, z (K x and K z defined as in Section 2.3). Note that M l < ∞ and that there exists m x , m z > 0, independent of resolution, such that 0 < m l ≤ min K l for l = x, z. We define the vertical-to-horizontal aspect ratio χ := M z /M x . In our target application HOMME-NH (Section 4), we anticipate using about a 1km vertical and ≥3km horizontal resolutions, which results in χ > 2.
Consider an r-stage IMKG2-3 method with H-stability region S H . Let r 0 := r − 1 if the method has a KGO stability polynomial and r 0 := (r − 1) 2 − 1 if the method has a KGNO stability polynomial. For γ, n 0 > 0 define
These regions are illustrated in Figure 1 for E 1/3,7/2 and T 7/2 . Ideally, a method will have T r0 ⊆ S H , as is the case for IMKG232b (see Figure 3) . In this case, F ∆t ⊆ T r0 ⊆ S H (F ∆t defined as in Section 2.3) for ∆t > 0 such that ∆tM x ∈ (0, r 0 ). Thus, T r0 ⊆ S H implies that stable time-steps are completely determined by the explicit method (via r 0 ) and the horizontal wave numbers (via M x ).
Not all IMKG2-3 methods satisfy T r0 ⊆ S H (see Figure 2) . It is also unclear what conditions on the method coefficients ensure that this containment holds. However, methods where T r0 S H , such as IMKG252b, can still be efficient for the values of M l and m l we expect in our target application HOMME-NH (see Table 1 and Figures  6-7) . This motivates describing a sub-optimal case where T r0 ⊆ S H . Assume that γ ∈ (0, m z /M x ), n 0 ≈ r 0 , and E γ,n0 ⊆ S H . If ∆t > 0 is such that ∆tM x ∈ (0, n 0 ), then F ∆t ⊆ E γ,n0 ⊆ S H . Thus, in this sub-optimal case, stable time-steps are still determined by n 0 ≈ r 0 and M x if γ ∈ (0, m z /M x ). . With this analysis in place, we have a methodology for choosing free method coefficients to improve the H-stability region of IMKG2-3 methods. We first search for coefficients such that T r0 ⊆ S H . If this fails, we then enforce E γ,n0 ⊆ S H for γ ≥ 0 and r 0 − n 0 ≥ 0 as small as possible. Note that m z depends on the depth and scale height of the model atmosphere. The value of M x depends on the horizontal resolution and is affected by our use of hyper-diffusion to stabilize high frequency modes arising from the spectral element discretization. This makes it difficult to determine exactly how small γ must be chosen so that E γ,n0 ⊆ S H for n 0 ≈ r 0 .
Despite this drawback our analysis is still be predictive in many cases. Consider Figures 3-4 . If χ >> 1, then these figures and our analysis predict that the maximum stable time-step of IMKG232a should be about 50% of that of IMKG232b and that the maximum stable time-step of IMKG242a should be about 60% that of IMKG242b. If α ≈ 1, then we would predict IMKG232a-b and IMKG242a-b to have nearly equal maximum stable time-steps. These predictions agree with the empirical results in Table 1 except in the small planet ×1 run for the IMKG242b method, which terminated from a solver failure rather than an instability for time-steps larger than 225 seconds.
4. The HOMME-NH nonhydrostatic dynamic core. In this section we introduce the HOMME-NH nonhydrostatic atmosphere model and its horizontally explicit vertically implicit (HEVI) partitioning. HOMME-NH is a more realistic test bed for the performance of the IMKG2-3 methods for HEVI partitionings than lowdimensional test equations such as (2.4).
Formulation of HOMME-NH.
A comprehensive derivation of HOMME-NH is given in [32] . It is essentially a variant of the Laprise formulation [25] , where the shallow atmosphere and traditional approximations, defined as in [39] , are made. The governing equations of HOMME-NH are given by Fig. 2 . H-stability region of IMKG252a (z vs x where the unshaded white and striped regions represent the H-stability region). The double Butcher tableau of IMKG252b is given in Table 3 . The striped region denotes the region above the line z = γx and the H-stability region contains E 3.5,γ where γ ≈ .45. The blue and yellow shaded region denotes the modulus of the largest eigenvalue of the stability matrix R H when this modulus exceeds 1. Fig. 3 . H-stability regions (z vs x where the unshaded white region represents the H-stability region) of the IMKG232a (left) and IMKG232b (right) methods (double Butcher tableaux given in Table 3 ). The blue and yellow shaded region denotes the modulus of the largest eigenvalue of the stability matrix R H when this modulus exceeds 1.
The horizontal spatial variables lie on a spherical domain, while the vertical coordinate η is the mass-based hybrid terrain-following coordinate introduced in [21] , with η = 1 representing the model surface and η = η top the model top. The vector v = (u, v, w) T Fig. 4 . H-stability regions (z vs x where the unshaded white region represents the H-stability region) of the IMKG242a (left) and IMKG242b (right) methods (double Butcher tableaux given in Table 3 ). The blue and yellow shaded region denotes the modulus of the largest eigenvalue of the stability matrix R H when this modulus exceeds 1.
is the fluid velocity with u := (u, v)
T , θ v is the virtual potential temperature, g is the gravitational constant, φ = gz is the geopotential, ρ is the fluid density, p is the pressure, 2Ω × u is the Coriolis term with rotation rate Ω, and the symbol ∇ η represents the horizontal gradient with respect to η. The variable π represents the hydrostatic pressure defined so that
with the boundary condition π = π top imposed at η = η top for some constant π top . Note that if µ ≡ 1 is enforced, then (4.1) becomes a nonstiff hydrostatic model without vertically propagating acoustic waves. We then say the model is in hydrostatic mode; otherwise it is in nonhydrostatic mode. In hydrostatic mode (4.1) can be efficiently integrated by an explicit RK method with a KGO or KGNO stability polynomial and the CFL condition is controlled by the stability of the KGO and KGNO polynomials on the imaginary axis. This CFL condition places an upper bound on the maximum stable step-size for IMEX RK methods integrating (4.1) in nonhydrostatic mode. [1, 8, 29, 45] . Our HEVI strategy partitions (4.1) into a stiff term representing vertical acoustic wave propagation and a nonstiff term representing advection and horizontal acoustic wave propagation. Devising such a partitioning of (4.1) requires understanding the structure of vertically propagating waves. In this section, we analyze this structure in our Laprise-like formulation.
Analysis of vertical acoustic wave propagation. HEVI partitioning is commonly employed in nonhydrostatic models
Due to the mass-based vertical coordinate, oscillations in density will cause oscillations in φ [25, Appendix A]. In particular, density oscillations from vertical acoustic waves manifest in the physical position of the model η-layers and are decoupled from vertical motions relative to this moving coordinate system. Therefore, the vertical advection terms (e.g.η 
where c is the sound speed in η coordinates. With this in mind, we choose our HEVI partitioning such that g(1 − µ) and gw are the only implicitly treated terms of (4.1).
HEVI partitioning and simplification of IMEX RK stage equations.
We express (4.1) as a general evolution equation
We define the HEVI additive partitioning of (4.1) with f (ξ) = n(ξ) + s(ξ) as follows: From the definition of n and s, the internal stages for u, v, Θ, and ∂π/∂η are explicit:
On the other hand, determining g 
Hence we can find g 
We solve Equation (4.8) with Newton's method (described in Section 5.2).
Implementation and experiments .
5.1. Spatial discretization and implementation details. HOMME-NH is implemented in the High Order Method Modeling Environment (HOMME) [4, 6] . Horizontal derivatives (those involving ∇ η ) are discretized with fourth order spectral elements [34] on the cubed sphere grid [33, Sec. 4] . Compatibility (see [34] ) of the spectral element method implies discrete conservation of mass, energy, and potential vorticity by the ∇ η operator in continuous time. Vertical derivatives (those involving ∂/∂η) are discretized with the second order SB81 Simmons and Burridge [30] method with a Lorenz vertical staggering [27] . Compatibility of the spectral element and SB81 methods and careful treatment of the thermodynamic variables yields mass and energy conservation of the spatial discretization in continuous time (see [32] for details).
Spectral element discretizations can generate unstable oscillations [38] . These oscillations are dampened for long simulations using hyper-viscosity with respect to a hydrostatic background state in an operator split manner. Starting with ξ m , defined as the approximation to ξ(t) (Section 4.3) at time t m , an approximation to ξ(t) at time t m+1 is first formed by advancing a single time-step of the full space-time discretization of (4.1). Hyper-viscosity is then applied to the result, denotedξ m+1 , to obtain ξ m+1 :
where ν is determined by the grid scale of the horizontal spatial resolution and ξ π m+1 is a hydrostatic background state (see [32] for a more detailed description). This operator splitting limits temporal accuracy to first order (unless the spatial and temporal resolutions are reduced simultaneously). Therefore, hyper-viscosity is not applied in our formal convergence study (Section 5.4.1).
IMEX RK methods are implemented with an interface to the ARKode package [8, 9] of the SUNDIALS library [16] . That interface, based off one for the nonhydrostatic Tempest dynamical core [13] , was developed in [44] for rapid testing and implementation of IMEX RK methods, along with evaluation methodologies for accuracy, conservation, and efficiency. We compare our IMKG2-3 methods with several IMEX RK methods from the literature (henceforth called the non-IMKG methods) as well as the five stage, third order accurate KGU35 explicit RK method [13, Eq. 56] . The non-IMKG methods we consider are ARS232, ARS343, and ARS443 [2, Sec. 2.5,2.7,2.8]; ARK324 and ARK346 [22, p. 47-48] ; and ARK2 [11, Eq. 3.9].
Solver implementation.
We now describe the computation of the implicit stages g m,j from Section 4.3 via Newton's method. From the initial guess g (0) m,j = E m,j , the ARKode package generates iterates g
is the solution of
Recall from Section 4.3 that the only non-zero elements of ∂ q s(g (k) m,j ) are those such that both the row and column pertain to g w m,j or g φ m,j . To take advantage of this structure, the ARKode package calls a custom HOMME-NH routine to solve for δ (k+1) m,j from E m,j , ∆t,Â j,j , and g 
m,i = 1, N is the total number of components in q m , and [·] l indicates selecting the l th element. Note that , r , and a are all tunable tolerances. The value of chosen here is the default ARKode value = 0.1. We chose r = 10 −6 by varying the value until the change in solution was negligible. For the absolute tolerances, we chose 
DCMIP Test Cases and small planets.
We use two test cases from the 2012 Dynamical Core Model Intercomparison Project (DCMIP2012) [37] : the nonhydrostatic gravity wave test case (DCMIP2012.3.1) and the dry baroclinic instability test case (DCMIP2012.4.1). These test cases make use of planets whose radiuses can vary while atmospheric depth and gravity are held constant. For example, small planet ×100 is a planet whose radius is 1/100 that of the Earth's while its atmospheric depth and gravity are the same as the Earth's. The amount by which the planet is scaled is referred to as the planet size. The DCMIP2012.3.1 test case is run with small planet ×125 and the DCMIP2012.4.1 test case is run with planet sizes 1, 10, and 100.
Small planets enable simulation of various vertical-to-horizontal aspect ratios without computationally expensive experiments at high horizontal resolution. Determining the maximum usable step-size of many methods at various aspect ratios can then be done in a reasonable amount of time. A small planet ×n simulation is comparable in terms of stability to a normal size planet simulation where the verticalto-horizontal aspect ratio is scaled by n. For explicit methods running HOMME-NH in hydrostatic mode (KGU35(H) in Table 1 ), the maximum usable step-size scales as the planet size. This is not necessarily true for IMEX RK methods (see Table 1 ).
Test Results.
5.4.1. Accuracy. We present the results of a formal convergence study of the best performing (in terms of the results of Section 5.4.2) IMKG2-3 methods. These methods are used for integration of the DCMIP2012.3.1 nonhydrostatic gravity wave test case with small planet ×125 and ne = 27 cubed sphere resolution with 20 vertical levels. We generate an approximate reference solution over a 5 hour window using the explicit KGU35 method with the (very small) step-size of ∆t = 3.9 · 10 −4 . As discussed in Section 5.1, we run without hyperviscosity to avoid a reduction to first order temporal accuracy. Without artificial damping of the high frequency modes, large and unphysical oscillations generated by the spectral element discretization can destabilize longer simulations. Thus, we restrict the simulations to 5 hours when running without hyperviscosity. The results in Figure 5 show that the IMKG2-3 methods we test attain their formal convergence order until the error reaches that of machine round-off accumulation. 
5.4.2.
Stability and efficiency at the maximum usable step-size. We present results for the maximum usable step-size (MUS) of various IMKG2-3 and non-IMKG methods (Tables 1-2) . We also present results on the total time to solution or run-time when these methods are run at their MUS (Figures 6-7) . All runs use the DCMIP2012.4.1 test case on the ne = 30 cubed sphere grid with 30 vertical levels and planet sizes 1, 10, and 100. The DCMIP2012.4.1 test case is employed since this test case generates the types of nontrivial flow expected in production runs.
Although running methods at or near their MUS risks producing an inaccurate solution, this is common practice for global atmosphere models as noted in [20] . The results we present are still useful since they can give estimates of the computational cost per time-step, the minimal time to solution, and the computational scaling of various IMEX RK methods relative to each other. See [44] for evaluation of the accuracy of IMKG methods run with large time-steps in HOMME-NH and [3] for analysis of its computational scaling.
The MUS is determined empirically: for simulation of planet size n, we attempt runs with a time-step of 25k/n starting from k = 1, then k = 2, and so forth. If k 0 is the minimal k such that a run with time-step 25k/n fails to complete due to solution blow-up or a solver failure, then we call 25(k 0 − 1)/n the MUS. Run-time experiments (Figures 6-7) were conducted on a local computing cluster using 5 or 150 dual socket nodes. Each socket contains 18, 2.1 GHz, Intel Broadwell E5-2695 v4 computing cores. A cubed sphere with the ne = 30 horizontal resolution has 5400 horizontal elements, with one vertical column per element, so that 5 and 150 node runs correspond to ratios of 30 horizontal elements per computing core (elements/core) and 1 element/core, respectively. These runs represent extremes of computational scaling from the 30 element/core regime where parallel communication is cheap to the 1 element/core regime where parallel communication is expensive.
We consider methods to be efficient if they have a large MUS relative to the number of explicit function evaluations and implicit solves they require and at a variety of vertical-to-horizontal aspect ratios. From run-time data, we observed that the cost of an implicit solve relative to an explicit function evaluation varied between about 55-60% for the 30 element/core runs down to about 35-40% for the 1 element/core runs. In Table 2 we scale the MUS of various methods (Table 1) by their number of explicit function evaluations and implicit stages assuming that an implicit solve costs 50% of an explicit function evaluation. While this metric assumes that the cost of an implicit solve does not vary between methods, machines, or implementations, it still gives a coarse measure of run-time performance (see Figures 6-7) .
We now discuss run-time performance for IMKG2-3 methods and the non-IMKG methods (Figures 6-7) . The run-time of a method depends on the planet-size as well as the number of elements/core used in the simulation. For several methods (e.g. IMGK253b and ARK346), the run-times are much longer for small planet ×100 compared to small planet ×1, reflecting the results of Table 1 . This means that for a fixed resolution and fixed number of elements/core, the relative performance of two methods can change as the planet-size is decreased (e.g. the IMKG252b and IMKG253b methods with either 1 or 30 elements/core). Similarly, the relative performance of methods can change as the number of elements/core decreases (e.g. ARK2 and ARS232 for small planet ×100 or IMKG232b and IMKG343a for small planet ×10).
At 30 elements/core, the only non-IMKG methods whose run-time performance is competitive with any IMKG2-3 methods are ARK324 for small planet ×1 and the ARK2 method for small planet ×100. The IMKG242b and IMKG252a methods outperform every non-IMKG method for every planet size and the remaining tested IMKG2-3 methods are outperformed only in some cases by the ARK324 method for small planet ×1 and the ARK2 method for small planet ×1.
At 1 element/core, IMKG252b has better run-time performance than any of the non-IMKG methods at every planet-size. IMKG242b outperforms every non-IMKG method except ARS343 for small planet ×1. ARK324 and ARS343 perform well for small planet ×1 while ARK2 and ARS232 perform well for small planet ×100; however, many of the IMKG2-3 methods (IMKG242b, IMKG252b, IMKG243a, IMKG253b, IMKG254a-b, IMKG353a, IMKG354a) complete 15 day runs in less than 46 seconds for every tested planet size. This run-time performance is not matched for any of the tested non-IMKG methods. Several IMKG2-3 methods perform well for every tested planet size, whereas this is not true of the non-IMKG methods. This reflects the derivation of the tested IMKG2-3 methods that relied on analysis of their H-stability regions (Section 3.3).
Several methods are capable of running in nonhydrostatic mode at or near the hydrostatic step-size; their predicted step-size when run in hydrostatic mode. For example, the MUS of the IMKG254a method in nonhydrostatic mode is equal to or just less than the MUS of the KGU35 explicit RK method in hydrostasic mode for planet sizes ×1, ×10, and ×100. Since KGU35 and IMKG254a are five stage methods, KGU35 has a KGNO stability polynomial, and the explicit method of IMKG254a has a KGO stability polynomial, it follows that the MUS of IMKG254a is at or near the hydrostatic step-size for planet sizes ×1, ×10, and ×100. When adjusting for the fact that IMKG232b and IMKG243a have three and four explicit stages respectively, it follows that the MUS of these two methods is also at or near their expected hydrostatic step-size for planet sizes ×1, ×10, and ×100. None of the non-IMKG methods tested are capable of running at or near a hydrostatic step-size for all tested planet sizes.
6. Conclusion and Acknowledgements. In this paper we have analyzed a new family of second and third order accurate IMEX Runge-Kutta methods for nonhydrostatic atmosphere models. H-stability is used to derive methods capable of running with large stable step-sizes, including several methods capable of running with a hydrostatic step-size, to integrate a nonhydrostatic atmosphere model with a HEVI partitioning. The analysis presented in this paper can be readily modified to derive second and third order accurate IMEX RK methods for applications with different stability requirements.
We acknowledge David Gardner, Professor Dan Reynolds, and Carol Woodward from the SUNDIALS-ARKode development team for their help in developing and implementing the ARKode-HOMME-NH interface and their advice regarding IMEX methods and solvers. We also thank Professor Paul Ullrich for his expertise and advice on structuring the paper that led to an improved manuscript.
7. Appendix. Each IMKG2-3 method is named IMKGpf jl where p is the order of accuracy, f is the number of explicit stages, j is the number of implicit stages, and l is an identifying letter. We express IMKG2-3 methods using five vectors (Section 3): α, β,α,β, andδ (we omit β for IMKG2 methods since it is always zero for them). Method coefficients for IMKG2 and IMKG3 methods are given in Tables 3  and 4 respectively. Various properties of these methods are displayed in Table 5 . Table 4 Method coefficients IMKG3 methods. Table 5 Properties of IMKG2-3 methods used in Section 5 with double Butcher tableaux defined in Tables  3 and 4 
