frequency pattern (RFPs): radially modulated circular contours (Wilson and 147 Wilkinson, 1997; Wilkinson et al., 1998; Ivanov and Mullen, 2012) . 148
This stimulus allowed for an investigation of shape processing and reflected 149 naturalistic stimuli to a greater extent than traditional Gabors 150 Vernon et al., 2016) . Reference RF pattern stimuli had a 2.0° average radius, 0° 151 orientation and 50% contrast (see Figure. orientation, high contrast versus low contrast, 'spiky' versus 'smooth' shape. This 162 was followed by a central black fixation cross for 800ms, during which participants 163 made indicated the perceived direction of change between the reference and target 164 stimulus ('A' or 'L' keyboard press). Participants were informed via a toned 'beep' if 165 their response was correct or incorrect. Each participant completed 50 trials 166 (alongside 10 discarded practice trials at the start of each run) to provide an 167 estimated 75% correct detection threshold for each feature. Each feature-specific 168 staircase was repeated three times with a participant's final detection thresholds 169 reflecting the average of these three repetitions. Each run lasted approximately two 170 minutes. 171
fMRI Attentional Modulation 173
The fMRI experimental design followed a similar procedure to the psychophysics 174 paradigm. However, here we wished to examine the effects of participants directing 175 attention toward changes in individual visual features. To ensure participants 176 maintained a constant attentional load, they constantly monitored the stimulus for the 177 a near-threshold-level change in an attended feature (ignoring changes in uncued 178 features). In this respect, our fMRI experiment differed from the psychophysics-each 179 visual feature was not modulated on every trial, and changes in multiple visual 180 features could co-occur. The fMRI experiment was also designed such that we 181 presented the same average stimulus (i.e. the probability of a change in each feature 182 was constant across blocks), so that any effects we identify should be driven by 183 differing attentional focus as oppose to stimulus-driven effects. The timing of each 184 trial within our fMRI experiment, however, was identical to the psychophysical testing 185 paradigm. 186 187 Prior to each attentional focus block a 1.5s visual cue directing participants 188 attentional focus was presented (white text; 'ORIENTATION', 'CONTRAST', 189 'SHAPE' or 'PASSIVE') against a mean luminance background. During passive 190 blocks, participants were instructed to view the stimulus without directed attention 191 and were not required to respond. As before, each trial began with a 200ms 192 presentation of the reference RFP with a white central fixation letter matching the 193 cued feature of attention ('O', 'C', 'S' or 'P'), followed by a 200ms presentation of the 194 fixation cue. This was followed by a 200ms presentation of the target RFP stimulus, 195 which could vary in no, singular or multiple visual features with respect to the 196 reference stimulus. The degree of change between the reference and target RFP 197 was double the participant's previously-recorded feature-specific 75% averaged 198 correct detection threshold. Each feature varied in only one direction (anticlockwise 199 orientation, high contrast and spikier shape). For each feature, the target stimulus 200 differed from the reference on approximately 20% of trials, hence a constant level of 201 visual modulation was present across blocks on average. A central fixation letter was 202 then presented for 800ms, during which participants made a 2AFC (same/different) 203 response. Each trial was 1.5s duration, with a block consisting of 10 trials (15s). 204
Each block was followed by a black central fixation cross (7.5s) allowing BOLD 205 signal to return to baseline. Blocks were presented in a pseudo-randomised order, 206
with the randomised four-block cycle presented four times within each run. 207 208 1.2.3 Functional Neuroimaging 209
fMRI data acquisition 210
Visual stimuli were presented using a PROpixx DLP LED projector (Vpixx 211 Technologies Inc., Saint-Bruno-de-Montarvile, QC, Canada) with a long throw lens 212 which projected the image through a waveguide behind the scanner bore and onto 213 an acrylic screen. Presented images had 1920x1080 pixels resolution and 120Hz 214 refresh rate. Participants viewed the stimulus at 57cm viewing distance within the 215 scanner. 216
217
A Shuttle XPC SZ87RG high-end graphics system with Intel Core i7-4790K 218 processor at 4GHz and a NVIDIA GeForce GTX970 graphics card with 4GB DDR5 219 memory matched to the system used in the Psychophysical testing were used to 220 control the fMRI experiment. All stimuli and experimental procedures were controlled 221 by MATLAB 8.5.0 (2016a) in conjunction within Psychtoolbox 3.0.12 routines 222 (Brainard, 1997; Pelli, 1997 WI) to improve signal-to-noise in the occipital lobe. Two high-resolution, T1-weighed 232 full-brain anatomical structural scans were acquired for each participant (TR 7.8ms, 233 TE 3.0ms, T1 450ms, voxel size 1 x 1 x 1.3mm 3 ). 234 235 pRF scan sessions consisted of 6.5-minute stimulus presentation runs collected 236 using a standard EPI sequence (TR 3000ms, TE 30ms, voxel size 2.0 x 2.0 x 237 2.5mm 3 , flip angle 20°, matrix size 96 x 96 x 39mm 3 ). pRF parameters were obtained 238 using procedures very similar to those described by Dumoulin correction was performed to compensate for motion artefacts occurring during the 263 scan session. Any scans with > 3mm movement were removed from further analysis 264 (no attentional modulation runs were removed on the basis of excessive movement). 265
The Vista rxAlign tool was then used to co-register the 16-channel coil T1-weighted 266 structural scan to the 8-channel coil T1-weighted full-brain anatomical scan. We 267 applied a manual alignment by using landmark points to bring the two volumes into 268 approximate register, followed by a robust EM-based registration algorithm to fine-269 tune the alignment (Nestares and Heeger, 2000) . The final alignment was visually 270 inspected to ensure the automatic registration procedure optimised the fit. This 271 alignment was then used as a reference to align the functional data to the full-brain 272 anatomical scan. These functional data were then interpolated to the anatomical 273 segmentation. 274 275
Population receptive field mapping 276
To probe attentional modulation across the visual system, we focused our analysis interest in our analysis of connectivity. 296 pRF parameters (eccentricity, polar angle and size) were estimated for each voxel 298
using the standard pRF model within mrVista (Dumoulin and Wandell, 2008) . 299 Feature-specific attentional modulation univariate beta weights (orientation, contrast 342 and shape) were averaged (per participant) and compared with the passive beta-343 weight through Wilcoxon signed-rank tests for each ROI. Independently for event 344
and attentional modulation analyses, feature-specific univariate betas were also 345 analysed through one-way repeated measures ANOVAs to assess stimulus-driven 346 and attentional modulation differences in BOLD signal modulation across orientation, 347 contrast and shape conditions. 348
Multivariate Analyses 350
In each ROI we selected the 100 voxels that explained the largest amount of 351 variance across conditions. These multivariate beta weights were z-scored across 352 voxels and used as input to a support vector machine (SVM) ('LIBSVM' toolbox 353 optimised for Matlab with a radial basis function) (Chang and Lin, 2011) to decode 354 either bottom-up stimulus change or featural attentional focus in two separate 355 analyses using leave-one-out cross validation for each participant. We first assessed 356 multi-class decoding accuracy, supplying orientation, contrast and shape data 357 simultaneously using the 'one-against-one' approach to produce a single 358 classification accuracy score for each participant (Knerr et al., 1990) . For the 359 attentional modulation data, pairwise classification was also performed assessing 360 classification accuracy for each combination of attentional conditions (orientation 361 versus contrast, orientation versus shape, contrast versus shape) to identify the 362 driving forces behind successful multi-class decoding. Classification accuracies were 363 then assessed against chance performance through one-sample Wilcoxon signed-364 rank tests for each ROI. 365
366
To investigate the spatial localisation of feature-specific attentional modulation 367 across voxels, additional pairwise SVM classification was performed between each 368 attentional focus condition and the passive viewing data. The weighted mean of 369 support vectors from these classifications was calculated to provide a feature-370 specific attention 'preference' for each voxel within an ROI. These voxel 'preference' 371 weights were back-projected onto an interpolated polar grid (6° eccentricity, 360° 372 polar angle, across 500 samples) to reflect voxel activation as a function of each 373 voxels preferred visual angle and eccentricity, extracted from pRF analysis. Voxel 374 preference for each visual feature was thresholded at +/-1.7 z-score (p <.05) and 375 displayed to indicate the spatial distribution of attentional modulation. We averaged 376 data over eccentricities between 1.5° and 3.5° of visual angle and plot the resulting 377 average activation as a function of polar angle to provide an intuitive summary of 378 spatial attentional focus. For reference, a standard RF pattern (0° orientation, 0.2 379 radial amplitude modulation) was overlaid. This back-projection analysis was 380 performed for V1, V2, V3 and hV4 ROIs, as other ROIs lack a high-resolution 381 representation of the full visual field. 382 383
Timeseries analyses 384
To quantify functional connectivity between ROIs, participant-specific multivariate 385 timeseries data were extracted (grouping TRs by attentional focus condition) and values reported) (V1: Z(11) = 2.27, p = 0.034, V3A/B: Z(11) = 2.35, p = 0.034, LO-1: 428 Z(11) = 3.06, p = 0.009, LO-2: Z(11) = 2.98, p = 0.009, A1: Z(11) = -2.12, p = 0.041). 429
The only exception was hV4 where averaged bottom-up stimulus-driven activity was 430 not significantly different from zero (Z(11) = 1.88, p = 0.060). Overall, we find that our viewing, Wilcoxon-signed rank tests revealed these trends were not significant 454 (adjusted p > 0.05) (see Figure.2A ). A1 demonstrated a trend towards greater 455 positive modulation during passive viewing versus averaged directed attention, but 456 again this was not significant (adjusted p > 0.05). 457
458
Although on average we found no evidence of attentionally-driven BOLD modulation, 459 it is possible that such changes were present for individual attentional condition 460 types. We therefore conducted one-way repeated measures ANOVAs, Benjamini-461
Hochberg corrected for the number of ROIs, which revealed no significant 462 differences in attentional modulation across the three featural attentional focus 463 conditions (orientation, contrast and shape) within across almost all visual ROIs 464 examined (p > 0.05) (see Figure.2C ). There was a single exception to this null 465 finding: Within LO-2, Bonferroni-corrected post-hoc tests revealed significantly 466 greater attentional modulation for attention to orientation compared to either shape 467 (F(2,22) = 6.61, p = 0.034, post-hoc p = 0.011) or contrast (p = 0.026). Again, no 468 significant differences in attentional modulation were evident within A1 (F(2,22) = 469 3.29, p = 0.112). 470
Broadly, our univariate analysis showed that neither the bottom-up stimulus 472 manipulations nor the top-down attentional demands had strong differential effects 473 on the BOLD signal in early visual cortex. Area LO-2 was an exception, 474 demonstrating a weak but significant differential response for attention to orientation 475 compared to the other task conditions. 476 477 478
Multivariate Analysis: pattern classification 479
The stimulus modulations that subjects detected were extremely subtle. 480
Nevertheless, as shown in Figure. 2B, we detected BOLD activity with an amplitude 481 3.06, p = 0.014, LO-2: Z(11) = 2.94, p = 0.014) (see Figure.3B ). Mean classification 498 accuracy ranged from 35.49 to 54.96% across ROIs. As expected, classification was 499 not significantly different from chance within the auditory control ROI A1 (Z(11)= 500 1.42, p = 0.382). 501
502
To further analyse these significant, attentionally-driven classification patterns, we 503 In V1, we found above-chance classification of attention to orientation versus shape 510 (Z(11)= 3.06, p = 0.028) and contrast versus shape (Z = 2.94, p = 0.028). Within both 511 V3A/B and LO-1, classification accuracies were significantly above chance for 512 orientation versus contrast (V3A/B: Z(11) = 2.63, p = 0.042, LO-1: Z(11) = 2.98, p = 513 0.028) and orientation versus shape conditions (V3A/B: Z(11) = 2.94, p = 0.028, LO-514 1: Z(11) = 2.83, p = 0.034). Within LO-1, the classification of contrast versus shape 515 data was also significantly above chance (Z(11) = 2.67, p = 0.042). Within hV4, 516 successful classification of orientation versus shape and contrast versus shape 517 above change level was identified (Z(11) = 2.75, p = 0.037 and Z(11) = 2.99, p = 518 0.028 respectively). Within LO-2, classification of both orientation versus contrast 519 and orientation versus shape above chance level was identified (Z(11) = 2.59, p = 520 00.043 and Z(11) = 2.93, p = 0.028 respectively) (see Figure. . We asked whether coarse-532 scale biases, or fine-grain patterns of voxel selectivity might be responsible for the 533 top-down, attentionally-driven multivariate classification results that we found here. 534
Subjects, might, for example, always attend preferentially to a particular part of visual 535 space in order to solve different types of shape or orientation discrimination tasks. 536
537
To answer this question, we identified the voxels that were most informative for each 538 type of classification decision and back-projected these into visual space. This 539 allowed us to average spatial patterns of voxel preferences across observers. If all 540 subjects used a common strategy (for example, attending to the vertical meridian) for a particular task, these averages would reveal a consistent non-zero response in this 542 location. If, on the other hand, no changes in the large-scale pattern of responses 543 was generated by attention, these maps would average to zero. Figure.4 shows 544 mean values were computed across participants and thresholded (+/-1.7 z-score, p 545 < 0.05) to produce feature-specific attentional modulation maps. No significant 546 patterns of attentional modulation are evident for any featural attentional focus 547 across ROIs, and the 2° annulus of averaged attentional modulation revealed no 548 clear peak of spatial attentional focus as a function of polar angle (see Figure 4) . 549
550
We conclude that while the stimulus modulations that we use to drive attentional 551 tasks may be too subtle to drive different voxel-level BOLD responses, the different 552 attentional states that subjects employ to detect these changes do select different 553 neuronal populations within early visual areas. Our back-projection analysis indicates 554 that these different populations are not consistent at a large-spatial scale across 555 subjects. Our results are consistent with the hypothesis that subjects are selecting 556 neurons from interdigitated populations that are optimal for particular tasks. between ROIs during passive viewing than any attentional task condition (F(3,42) = 578 11.03, p <0.001, Bonferroni-corrected post-hoc tests, orientation versus passive; p = 579 .003, contrast versus passive; p = 0.006, shape versus passive; p = 0.002). On 580 average, there were no differences in the total level of connectivity between 581 attentional conditions although, as shown below, individual pairs of areas do show 582 significantly different levels of functional correlation in different attentional tasks. 583
584
To identify the specific ROI-ROI connectivity patterns driving these differences in 585 correlation 'fingerprint' across attentional tasks, we calculated the Euclidian distance 586 (RMSE) between pairwise comparisons of attentional task condition (averaged 587 across a subsample of participants for each condition), for both observed and noise 588 (scrambled attention-condition label) datasets, bootstrapped across 10,000 589
iterations. 590
Comparing patterns of connectivity associated with IPS0 (IPS0-V1, IPS0-V3A/B, 592 IPS0-hV4, IPS0-LO-1, IPS0-LO-2) revealed a difference between orientation and 593 shape attentional focus conditions significantly larger than expected by chance (p 594 <.001). We also discovered significant differences in IPS0 connectivity between 595 shape versus passive attentional focus conditions (p <0.001). hV4 connectivity 596 across conditions revealed a similar pattern of results, with significant differences in 597 connectivity between orientation and shape attention conditions (p = 0.003) and 598 shape versus passive conditions (p = 0.006). There was an additional significant 599 difference between activation patterns across hV4 connectivity between the contrast 600 and passive conditions (p = 0.017). Analysis across LO-1-correlated ROIs revealed a 601 significant difference in patterns of connectivity between orientation and passive 602 conditions (p = 0.004) and we identified a significant difference between contrast and 603 shape attentional focus conditions across LO-2-correlated ROIs (p = 0.022). visual cortex. Once a visual task is provided, the brain switches to a more specific 736 connectivity pattern and this pattern is task dependent. We identify different patterns 737 of connectivity when subjects change attentional state for orientation, contrast and 738 shape. viewing. We believe this reflects the nature of our experimental design. In this 751 experiment, participants directed attention towards highly controlled low-level 752 stimulus attributes in a challenging task, in comparison to attention directed towards 753 relatively higher level, complex features (faces and scenes) that are relatively 754 independent of low-level cues. Here, we also have an explicit passive viewing 755 condition for comparison. Therefore, it is likely we see differing effects of attention on 756 functional connectivity within the visual cortex as a reflection on the type of stimulus 757 attended and the task employed. 758
We examined these different connectivity patterns across ROIs as a function of task 760 and identify different patterns of connectivity between certain ROIs for different visual 761 tasks. Intriguingly, V1 is not one of those areas; correlations between V1 and other 762 areas do not appear to change significantly depending on visual task (although they 763 are reduced overall compared to the passive condition). However, we identify a 764 difference in correlation between attentional tasks in IPS0, supporting a wealth of 765 through a network, as oppose to more traditional region-specific approach. 777
778
We believe our findings here are not a reflection of gross differences physiological 779 between our four attentional conditions. For example, it is unlikely factors such as 780 extraneous eye movements or changes in heart rate were responsible for differences 781 we see in fine-grain voxel-level activation maps or patterns of functional connectivity. 782
Our experiment recruited experienced observers, who are well-trained in maintaining 783 a constant central fixation within 10-20 minutes of arc (Kowler, 1990) . Additionally, 784 our visual stimuli were present for 200ms, shorter than the time needed to make a 785 visual saccade (Carpenter, 1988) . Finally, if such gross-scale differences were 786 apparent between attentional conditions, we would expect to see these differences 787 evident at a univariate level. Instead, we identify relatively few significant univariate 788 differences between our featural attention conditions and with passive viewing data, 789 hence, our results likely reflect differences in attentional focus, rather than any 790 consistent differences in gross-scale measures of arousal. 791
792
To conclude, we have used a relatively novel approach for investigating top-down 793 attentional modulation signals in visual cortex. We show clear evidence of attentional 794 modulation from the earliest stage of the visual cortical hierarchy and suggest that 795 directed attention produces local voxel-level changes in activation as oppose to 796 reflecting global topographical organisation of visual regions. Connectivity analyses 797 demonstrate that attention causes a strong decorrelation of ROI responses relative 798 to the passive state, which appears to be mediated by top-down signals processed 799 within specific visual regions. This paradigm is a useful tool to probe the influence of 800 a common confound within visual neuroscience, examining activation in response to 801 shifting attentional focus rather than stimulus driven changes. 
