Abstract. This paper is based on multi-sensor fusion technology of unmanned vehicle position to research and design a kind of scheme could choose to use adaptive visual data, GPS, INS, solved the problem of poor application effect of multiple scenarios on unmanned vehicles. This paper will integrate ORB_SLAM2 monocular vision and INS, compared with the traditional method to IMU and visual data separated filtering, we designed a general nonlinear optimization framework could bring visual feature points and the noise of the IMU data into it to optimize the camera position. Not only could scale and sensor bias be accurately estimated, could also improve the robustness and position precision of the unmanned vehicle. When the GPS signal is better, the algorithm combines the GPS data with the kalman filtering algorithm, which could be used to estimate the position of the GPS data more accurately, and can also assist the construction of visual map. In addition, it also shows good performance in data delay handling. By test in Euroc datasets and real vehicle, effect is good, in large scale outdoor scenarios also has higher position accuracy and robustness, the error is less than 0.1 meters, and has a strong practical value.
Introduction
High accuracy positioning problem is always a difficult problem in the field of unmanned driving. But relying on a kind of sensor is difficult to achieve high positioning accuracy, unable to meet the needs of multiple scenarios.
Simultaneous localization and mapping (SLAM) [1, 2] refers to the process in which the robot carries the corresponding sensor to model the surrounding environment during the exploration of the unknown region, and meanwhile the estimation of its own motion [3, 4] . Monocular vision SLAM attracts many researchers for its rich information acquisition and low cost. However, it has scale uncertainty. Therefore, the scale needs to be calculated by other methods.
The traditional GPS and inertial navigation system (INS) solutions have their own advantages and disadvantages in navigation. GPS has the advantages of high positioning accuracy and no accumulated error. At present, more real-time kinematic (RTK) technology is available, which can be obtained centimeter positioning accuracy in real time, but it is limited by the use of the environment [5] .
In summary, this paper designs an unmanned vehicle positioning scheme based on multi-sensor fusion. We designed a general nonlinear optimization framework which integrates the monocular vision ORB_SLAM2 and INS. When the GPS signal is better, on the basis of Visual/INS (VINS), the kalman filtering algorithm is used to fuse the GPS data, which can not only accurately estimate scale and pose, but also assist in the mapping. In addition, it can automatically adapt to the real-time environment change adjustment fusion scheme for unmanned vehicles, which has a good robustness.
Monocular Vision ORB_SLAM2 Algorithm
Monocular vision ORB-SLAM2 [6, 7] is a relatively perfect mainstream SLAM algorithm based on the feature point method. Its good ideological inherited parallel tracking and mapping (PTAM) [8] , the advantages of the original double thread on the architecture of the expanded and improved. Using a three-thread architecture is a great way to achieve tracking and mapping, as well as a lightweight, pure positioning pattern. The three-thread architecture includes the tracking thread of the real-time tracking feature point, the local mapping thread, and the loop closing thread with global pose graph. From the principle analysis, for the visual odometry, which involves tracking and local mapping thread, the former is mainly responsible for the new image extraction ORB features, and compared with the latest key frames, and to calculate the position of the feature points and a rough estimate the camera pose, including pure positioning model involves and the threads only. The latter is a bundle adjustment (BA) optimization problem and is mainly responsible for more detailed solutions to the pose of the camera. For back-end optimization, using G2O library optimization in each layer estimation, including single-frame pose estimation, local map pose sequence, local map point and joint pose estimation. For the loop closing thread, it is mainly responsible for loop detection of global maps and key frames, elimination of cumulative errors, classification of descriptors using a dictionary, comparison using classification categories, and improvement in efficiency and accuracy [9, 10] .
Positioning Technology Based on Multi-sensor Fusion.
Multi-sensor fusion is very important, but to integrate multiple sensors and its robust application in the unmanned vehicles is a challenging task. The positioning scheme based on multi-sensor fusion designed in this paper will be adapted to different scenarios according to the real-time scene-adaptive selection fusion method. First of all, the information obtained by the GPS analyzed, and the fusion mode is adaptively switched according to the state of the receiver satellites and status. When the number of satellite is more than 4 and the status bit equals 4, the GPS data can be used, otherwise the data is not used, and the principle is shown in 
Visual Inertial Navigation Fusion Algorithm
When the GPS signal is abnormal, a generic nonlinear optimization framework is designed to integrate ORB_SLAM2 and INS in this paper. When the camera is moving fast, it can cause the image to be blurred. The IMU can provide a good posture in the short term, but its navigation error accumulates over time. Vision will restrain this divergence to a certain extent, and the deficiency of sensors can be compensated by data fusion to output precise poses and scale estimates.
VINS Initialization.
Initialization of VINS is indispensable in the entire algorithm. By initialization, the parameters of IMU, including drift, gravity acceleration can be obtained, and the scale information is also provided for visual positioning. The initializing idea proposed in this paper initializes VINS [11, 12] , including gyroscope bias estimation, monocular visual scale estimation, accelerometer bias estimation, velocity estimation, etc. In the design of the algorithm, the above amount needs to be carefully calculated. This paper only theoretically deduces the scale estimation.
For the scale estimation, the scale s is introduced in this paper, and the pre-integration measurement of IMU can be calculated based on the estimated zero deviation of the gyroscope [13, 14] . Through ORB_SLAM2 camera position in the process of point estimation and the map will appear on all kinds of coordinate system transformation, including the world coordinate system (W), IMU coordinate system (I), the camera coordinate system (C), the conversion relations can be expressed as:
(1) where the WC p is the estimated camera pose, WC R is the rotation of the world coordinate system to the camera coordinate system, and CI t is the translation amount of the camera coordinate system to the IMU coordinate system. Construct linear equations to solve scale: 
g represents the gravitational acceleration and
represents the adjacent three frames of key frames. The linear equations can be solved by SVD.
Visual Inertial Navigation Fusion Based on Nonlinear Optimization. Based on the ORB_SLAM2 algorithm, a general nonlinear optimization framework is designed to integrate ORB_SLAM2 and INS. The specific fusion details can be found in the various threads of ORB_SLAM2. In the tracking thread, the IMU can provide the camera with a relatively credible initial estimate, according to which the point map can be used to project the points of the local map into the current frame and find the matching feature points in the image. In the local mapping thread, the IMU can provide constraints between adjacent key frames [15, 16] . Through a series of constraints, a nonlinear optimization objective function can be constructed to solve the problem. The given constraints include the observation constraint between each frame pose, and the IMU pre-integration measurement constraint between adjacent frames. To construct the objective function, it is necessary to define the residual corresponding to each measurement value, and to solve the pose of the camera by minimizing the sum of squared residuals. The objective function can be expressed as: 
Multi-sensor Fusion
The GPS/INS scheme can obtain a more accurate pose when the GPS signal is better. The positioning accuracy and stability of the GPS/INS scheme are theoretically higher than that of the vision and VINS scheme. However, the vision can provide abundant information and contribute to mapping. Therefore, this paper sets the information matrix to measure GPS/INS fusion results, VINS fusion results, and determines which orientation output is more dependent on the real-time updating of the information matrix to assist monocular visual positioning and mapping. In addition, for the unavoidable data delay problem in the fusion algorithm, this paper proposes to solve this problem cleverly by maintaining two filters and a fixed-length filter state buffer.
GPS/INS Fusion.
The GPS/INS fusion scheme designed in this paper does not adopt the traditional loose coupling scheme based on speed and position combination, but adopts the more advanced coupling scheme based on pseudo-range and pseudo-range rate. The original information such as the pseudo-range and pseudo-range rate output by each channel of the GPS receiver is used [5] . The difference between pseudo-range and pseudo-range rate information corresponding to the INS is taken as the system's observation measurement, and then by kalman filter, according to the result of estimation results of INS navigation correction, principle as shown in Figure 3 . 
X F X GW 
(5) where, F is the system state transfer matrix, X is the system state variable, G is the system noise driven matrix, W is the system noise matrix. Subscripts g, i refer to GPS and IMU. The simultaneous equation (4) (5) 
Data Delay Handling. The transmission delay problem of multiple data with different frequencies has always been a problem, especially for unmanned vehicles that require high real-time performance and data accuracy, data delay is not allowed. This paper solves the problem very well. The main idea is to maintain two filters (A and B) and a fixed length buffer of filter states, filter measurements and IMU data in chronological order. A computes real-time position, velocity, pose, and corresponding covariance by performing time updates and integrating IMU data immediately upon receipt of new IMU data. B is used to process delay measurements. When the new measured value at time t1 is received, the state changes of A, B, and buffer are shown in Figure  4 . 
Experimental Verification and Analysis.
Through the establishment of real platform, this paper designs a real vehicle verification based on multi-sensor fusion based unmanned vehicle positioning technology. The computing platform uses the Intel i5-5200u and 8G memory laptop. Experiment parameter setting: extract the key points of 1500, 8-layer pyramid, 10 local map key frames and 16s initialization time. The hardware sensor models used in the experiment are as follows.
(1) Camera: AVT Mako G-125c (2) Inertial navigation system: Inertial+. 
Euroc Dataset Test
Trajectory and Precision Verification. The scale of the estimated scale is compared with the groudtruth, and the root mean square error (RMSE) of the scale ratio and trajectory is shown in Table. 1. As can be seen from the value of RMSE, the error is less than 2cm on V1, less than 6cm on V2, and less than 8cm on MH, which verifies the accuracy of scale estimation. Initialization Verification. In this paper, we take the V1_01_easy dataset of Euroc as an example to estimate the implementation of VINS algorithm, and the result is shown in Figure 6 . The befopt is a pre-optimization scale estimate, and aftopt is a scale estimate optimized by our algorithm. It can be seen that the scale fluctuation after optimization is smaller and it is close to the reference [12, 18] , which proves the effectiveness of the proposed scheme. Map Construction. To visually perceive the effectiveness of this algorithm, partial scene map in the Euroc dataset was constructed, as shown in Figure 7 , blue is the key frame position, red and black are the landmarks in the map, the green line is the number of common landmarks between two key frames. 
Real Vehicle Data Test
Verification of Pose Estimation. Manually simulate GPS out of lock in the interval of 100-115 seconds to verify the performance of the multi-sensor fusion scheme in this paper. ous is the scheme of this paper. As shown in Figure 8 , and Figure 9 . In the case of GPS out of lock, the curve of the proposed scheme is smaller in position and velocity error. The longitudinal error in the position is less than 1.8m, the lateral error is less than 0.7m, and the velocity error is less than 0.2m/s. The high robustness and high accuracy of the proposed scheme in the outdoor scene are verified by the error tolerance. Map construction and Precision Verification. The real vehicle data is used to verify the scheme of this paper. As show in Figure 10 , (a) compares the trajectory obtained by the scheme of this paper with GPS, difference indicates the deviation of the two trajectories and can see that the two trajectories basically coincide. (b) is the error of the comparison between the scheme and GPS in this paper. The error is less than 0.1m, which verifies the high positioning accuracy of the proposed scheme. From (c) we know that this scheme can also construct better maps by using multi-sensor fusion in outdoor large-scale environments, the ellipse mark represents a loop detected here. Under the same circumstances, ORB_SLAM2 is lost at about 293s (total time 325s), as show in (d), the trajectory is not closed at all, it proves that the proposed scheme has good robustness and helpful for mapping. 
Summary
This paper designs an unmanned vehicle positioning technology based on multi-sensor fusion, and verified on datasets and vehicle test, the results show that the proposed scheme can adaptively select the optimal scale estimation and positioning scheme in different scenarios with high robustness and high positioning accuracy. However, this paper still has some weaknesses need to improve. For example, first, this scheme is without considering the constraints of the vehicle itself, so next step may consider adding vehicle model to improve positioning accuracy. Second, the experiment in this paper using camera vision limited and is easily lost when camera turns too fast, so next step may consider using a wide-angle fish-eye camera, which can solve the problem of tracking loss to a certain extent.
