In this paper, we present a study of assessing regional water resources in a highly regulated river basin, the Dee river basin in the UK. The aims of this study include: 1) to address the issue of hydrological simulations for regulated river catchments; 2) to develop a new method revealing the trends of water resources for different scenarios (e.g. dry and wet) and 3) to facilitate water resources assessment under both climate change impacts and regulations. We use the SWAT model to model the hydrological process of the river basin with carefully designed configurations to isolate the impact from the water use regulations and practice. The spatially-distributed model simulations are then analysed with the quantile regression method to reveal the spatial and temporal patterns of regional water resources. The results show that this approach excels in presenting distributed, spatially focused trend information for extremely dry and wet scenarios, which can well address the needs of practitioners and decisionmakers in dealing with long-term planning and climate change impact. The representation of the management practice in the modelling process helps identify the impact from both climate change and necessary regulatory practices, and as such lays a foundation for further study on how various management practices can mitigate the impact from other sources such as those from climate change. The novelty of the study lies in three aspects: 1) it devises a new way of isolating and representing management practice in the hydrological modelling process for regulated river basins; 2) it integrates the QR technique to study spatial-temporal trends of catchment water yield in a distributed fashion, for wet and dry scenarios instead of the mean; 3) the combination of the methods are able to reveal the impacts from various sources as well as their interactions with catchment water resources.
Introduction
Climate change impact on water-related issues such as floods and droughts has been an active research area thanks to the fact that those physical phenomena and their variations are easily and directly perceived (Solomon 2007) . There have been plenty of studies on climate change impact at the river basin level, many of which share a key feature,that is the use of hydrological models driven by long-term historical forcing fields (such as precipitation) or climate projections for future scenarios, e.g. Abbaspour et al. (2009) and Ficklin et al. (2013) . More recently, researchers are paying more attention to the uncertainties and biases in such projection driven hydrological simulations (Cannon et al. 2015; Miao et al. 2016) .
Human activities have intensely affected water cycle across the world, especially at the watershed scale (Yang et al. 2014) . Water management considerably changes natural streamflow regimes via modifying retention time and water exchanges among various components of the water cycle (Haddeland et al. 2007) . Hydrological consequences of management activities should be explicitly examined for effective water resource planning and management (Siebert et al. 2010) , particularly for catchments striving to maintain sustainable water supply for multiple stockholders. The accurate simulation of the water cycle in highlyregulated watersheds faces challenges in reliably identifying the effects of management practices (e.g., reservoir operations) on the hydrological cycle (Wada et al. 2017) .
Construction of reservoirs and dams has significant impacts on the amount and variability of downstream streamflow (Vicente-Serrano et al. 2017) . For instance, reservoir operations reduced (9-25) % of summer runoff to the Pacific Ocean in western U.S. and Mexico (Haddeland et al. 2007 ). However, it is still not explicitly examined how water management practices can potentially change the hydrological responses for the high flow condition (flooding) and low flow (drought).
Many models are developed to simulate hydrological effects and watershed-scale processes of various management scenarios. Watershed models are powerful tools for examining the complex nature of those processes that influence surface and groundwater hydrology in watersheds (Singh et al. 2005) . A watershed model can be utilised for better understanding the impact of different management practices on these hydrological processes. Recently, semiand fully-distributed hydrological models have gained more applications owing to the increased availability of spatial data. Choosing suitable models to simulate the hydrological processes of a specific watershed has continuously been a challenging task.
Trend analysis has also been a helpful practice to revealing patterns of changes in hydrological processes. Such analysis usually is carried out over either historical observations such as precipitation and temperature, to assess whether there are significant trends and to identify the possible causes of those changes; or in conjunction with the use of projection-driven hydrological simulations to manifest future trend (Arnell 2004; Schneider et al. 2013; Piao et al. 2007) .
In this respect, non-parametric statistical methods are preferred by many over parametric one (Sonali and Kumar, 2013) as they are less susceptible to outliers and need no assumption of predefined distribution or homogeneity. The non-parametric Mann-Kendall (MK) test (Mann 1945; Kendall 1975) has been frequently used to quantify the significance of trends in precipitation time series (Modarres and Sarhadi 2009; Tabari et al. 2011 ). The original Mann-Kendall test does not reveal the magnitude of the trend, which has been complemented by the Theil-Sen slope technique (Sayemuzzaman and Jha 2014) . This approach gives a more robust estimation of the slope than the least square methods as it is insensitive to extreme values and outliers (Breidt 2005) .
When it comes to water resources management at the catchment level, the above-mentioned approaches, e.g. hydrological simulations alongside a trend analysis of the simulated, aggregated values, become increasingly insufficient and difficult to meet the demand for more finegranulated information to assess climate change impacts. This is manifested as follows.
Firstly, many catchments already have management and regulations in place. Modelling the hydrology of those catchments is apparently a challenging process, let alone representing the impact from climate change. Many previously reported studies of climate change impact on general flow trends are largely conducted on those 'natural' catchments such as Schneider et al. (2013) ; the literature of those applied to highly-regulated river basins are scarce. There are some attempts, such as Dutta et al. (2015) , Yoon et al. (2016) ; which mainly focused however on the modelling procedure per se, whereas, yet to address separating anthropogenic impacts from climate change.
Secondly, the general trend analysis of aggregated values is not as useful for catchment level water resources management that usually needs specific information about extreme scenarios, e.g., floods and droughts. To a certain extent, this problem can be addressed by stratifying the data into different categories. However, this may also reduce the sample size hence the information of variability.
In this paper, we present a new method that integrates hydrological modelling of a highlymanaged river basin with the quantile regression (QR) technique for analysing distributed trends of flow and water yields over the basin for both dry (potential droughts) and wet (potential flooding) conditions. A semi-distributed hydrological model, the Soil Water Assessment Tool (SWAT) (Arnold et al. 1998) cares to simulate the distribution of water yields and its spatio-temporal variation. The approach taken by this study to represent river flow regulation, water use and abstraction in the modelling process makes it distinctive from others. In addition, it addresses the trend of more extreme values (e.g. dry and flooding conditions) by making use of the linear quantile regression method (QR) (Koenker and Bassett 1978; Koenker 2005) .
The QR method was initially developed for regression analysis in econometrics as an alternative and arguably better tool to the ordinary least square method (OLS). It has since been used in many other disciplines (Tareghian and Rasmussen 2013) . The method has received considerable attention in many statistical literatures, but less so in areas related to water resources analysis (Tareghian and Rasmussen 2013) . Several studies are reported in generic environmental sciences including analysis of streamflow distributions (Luce and Holden 2009) ; studying rainfall trend (Mazvimavi 2010) ; hydrological uncertainty (Weerts et al. 2010) ; and hydro-metrological analysis (Villarini et al. 2011) . In climatology, the QR method has been used to downscale precipitation data such as Tareghian and Rasmussen (2013) .
The QR technique is a powerful extension to the ordinary linear regression in a sense that the quantiles of given response variables are conditioned on the independent variables. As summarised by Koenker (2005) , it offers several advantages and benefits which are discussed in detail in the Methodology section.
The rest of this paper is structured as follows: the next section introduces the study area as well as the data obtained for this study, followed by the section of methodology that discusses the details of the model set up, scenario building and the approach of applying the QR analysis. The results are then discussed and the conclusions and recommendations are given in the end.
Study Area
The Dee river originates from the mountainous area of Snowdonia National Park in North Wales in the United Kingdom. The mainstream of the river is 113 km long with a catchment area of 2,215 km 2 as shown in Fig. 1 . It flows eastward to the Wales-England border at the City of Chester before discharging into the Irish Sea at the Liverpool Bay. The annual precipitation over the river basin shows a clear west-east declining trend with 1,700 mm in the western part quickly reducing to 685 mm in the east where flat, lowland dominates as revealed in Fig. 2 . The temporal distribution of the annual precipitation demonstrates a strong seasonal pattern with wet winters (178-578) mm in December, January and February and normally dry summers (165-278 mm) in June, July and August.
The study area has a moderate climate which is similar to the rest of the UK but can also be slightly unpredictable at times. The mean annual temperature at low altitudes varies from about 9.5°C to 11°C, with the higher values occurring around or near to the coasts. The mean annual temperature decreases by approximately 0.5°C for each 100 m increase in height (BADC 2015) .
The middle and downstream of the basin are subjected to groundwater management regulations through the licensed pumping wells for public water supply (PWS) and agricultural water uses (DEFRA 2014) . The average depth of the groundwater table is around 2 m at the downstream of the Dee River basin; and it can reach 100 m in the mountainous region of the upstream of the river basin (McKenzie 2015) . In winter, frequent and abundant precipitation leads to significant fluctuations in the groundwater level. However, summers often see the groundwater level fluctuate within a narrow range due to low rainfall.
Records show that the storms and subsequent flooding in the winter of 2013/2014 had a significant impact on some communities, businesses, infrastructure and the environment. There could be more extremes in the weather with a changing climate leading to more frequent Additionally, the droughts in 1995 and 1996 are the most notable drought events of the Dee River basin (Mayall 2000) .
According to the Natural Resources Wales (2015), the Dee River basin is an exemplary case for its advanced river basin management that is mainly achieved by:
1. regulating the upstream river flow by controlling the release of water from the four main reservoirs: Celyn, Brinig, Bala and Alwen; 2. sustaining substantial surface water withdraws by adjusting reservoir release in summer in the middle and downstream for industrial and public water supply; and 3. reducing flood risks in the middle and downstream during wet seasons.
Overall, the management of the river basin is aimed at maintaining industrial and domestic water supply for the regions of Wirral, Cheshire, Shropshire and North-East Wales, as well as effectively reducing the flood risks in the downstream urban area (Natural Resources Wales and Environmental Agency 2014).
The surface water abstractions from the river for PWS are governed by the River Dee General Directions which set out rules for abstraction during drought conditions and are approved by the statutory Dee Consultative Committee (DEFRA 2014) . If the storage in the regulating reservoirs falls to the drought action trigger level, a meeting of the Committee will be sought to discuss the introduction of drought alleviation measures as enshrined in the Dee General Directions. The river flows are regulated by the River Dee regulation scheme which comprises a system of flow balancing along the river. The four major lakes/reservoirs in the upstream: the Bala Lake, the Celyn reservoir, the Brenig Reservoir and the Alwen Reservoir are operated primarily as water supply reservoirs by Welsh Water (DEFRA 2014) .
The River Dee Regulation Scheme utilises the storage in the Celyn reservoir, the Brenig reservoir, and the Bala Lake to ensure that up to 733 Ml/day can be abstracted in the lower reaches for PWS. In terms of a hierarchy of the use of the water from the reservoirs, the release order of water is (DEFRA 2014): Bala Lake first followed by the Celyn Reservoir and finally the Brenig Reservoir.
Data
Three types of data are collected in this study, namely (1) the static dataset, such as the DEM, soil type data and land use that are assumed to be static over the study period; (2) the historical observations of precipitation and the river flow data, as well as the temperature data; (3) the operational data of flow regulation and water abstraction data that represent management practice. Most data used are available in the public domain except those requested from the water management authority that are subjected to an academic license. The data collected are summarised in Table 1. The only information about the surface and groundwater abstractions is the maximum daily license withdraws in m 3 /day.
Data screening and correction have been conducted on the precipitation from rain gauges and the streamflow data from river gauge stations before carrying on data analysis. The screening involves checking raw data, recognising outliers and filling missing data. The precipitation and streamflow data have been subjected to rigorous quality control by the British Atmospheric Data Centre (BADC), the Met Office and Centre for Ecology and Hydrology respectively.
Methodology
The main challenges in assessing water resources in highly regulated catchments are due to the fact that the observed data are not a direct reflection of the basin's hydrological processes. It is necessary to 'restore' the data to represent the 'natural' state of the river basin by carefully isolating the river flow regulations and water abstractions from the true rainfall-runoff process. Therefore, our main methodology comprises of the following steps: 1) designing two scenarios of river basin delineation to isolate the flow regulations and restore the 'natural' flow by modelling the water abstraction practice; 2) using a semi-distributed hydrological model SWAT to model the two scenarios and obtain the flow and water yield simulations under the conditions with and without management interventions; and 3) applying the quantile regression method to reveal the trends and their distributions with regard to the two prescribed quantiles representing both wet and dry conditions. 
Flow Regulation and Water Abstraction Interaction
The observed river flow data are in fact the result of the natural flow process regulated by the management rules which in turn are based upon the estimate of probable water use in the main water withdraw area. For the Dee catchment, releases from the four upstream reservoirs contribute substantially to the river flow; for instance, the catchment area above Chester Weir is 1,816 km 2 with an average natural runoff of 36.8 m 3 /s (639 mm/year) and 16% of the area and 33% of this runoff are controlled by the regulating reservoirs (DEFRA 2014). There are circa 30 PWS licences with significant abstractions in the area. In 2009, the PWS abstracted a total of 197,042 Ml which accounted for approximately 93% of all the water abstracted in the Dee Catchment Abstraction Management Strategy (CAM) area, only around 1% of which was taken from groundwater sources (DEFRA 2014) . The locations of these PWS licenses are shown in Fig. 3 . Although the capacity metric of the water abstraction points along with their locations are known, the real-time water abstraction amounts are unavailable. According to the management practice, reservoir releases are determined by the planned water abstraction on the day; therefore we are able to use the following procedure to inversely represent the day water abstraction at each PWS site.
To conserve water supplies and ensure efficiency of operation, the PWS companies provide a weekly abstraction forecast to Natural Resources Wales to estimate the required releases from the reservoirs (DEFRA 2014 ). An inversion of this procedure is used to estimate the daily Fig. 3 Significant water abstraction points in the Dee catchment water withdrawal amount at the water abstraction points. The i th day water withdrawal at an abstraction point k, denoted as W i, k can be estimated as:
where CNR i is the coefficient of the normalised reservoir release on the ith day, and MDLA k refers to the Maximum Daily Licensed Abstraction at point k. The normalised reservoir release from the three reservoirs NR i, j , j = 1, 2, 3 is calculated by nomarlising the i th day release over the span between the minimum and maximum releases over the entire period of simulation, i.e. 1970-2004:
The coefficient is then calculated by summing up the three normalised releases:
It is possible that a CNR i may exceed 1 in which case the value is capped to 1. The main reason for aggregating reservoir releases is due to a hierarchy of releasing water from the reservoirs. Following the procedure above, a 'restored' daily flow time series is produced and ready for the subsequent modelling purposes. Understandably, although this method helps to represent the interaction between flow regulation and water abstraction, it also brings in uncertainties. It can be further improved by probabilistically modelling the water abstraction conditional on other variables such as temperature.
Hydrological Modelling Using SWAT
The SWAT is a public domain hydrological model which has been tested in many applications in different parts of the world. It is a continuous, basin-scale and parameter-distributed model, designed to simulate the rainfall-runoff process under various spatial and temporal scales. Being a quasi-distributed model, SWAT makes use of hydrological response units (HRUs) to describe the spatial distribution of soil characteristics, land use, topography within a catchment. The calculations in SWAT are performed for each HRU and then scaled up to the sub-basin outlets according to the area of the HRU as a fraction of the sub-basin. This results in the HRUs lacking spatial relations that are typically seen in a fully-distributed model but yield a computationally efficient calculation scheme allowing for rapid watershed simulation over long time periods (Bailey et al. 2016) .
The division of the watershed enables the model to reflect differences in evapotranspiration for different soil and crops. Runoff is calculated separately for each HRU and routed to obtain the total runoff for the watershed (Neitsch et al. 2011) . Figure 4 shows a schematic representation of the conceptual water balance of the SWAT model. It is of particular interest to note that in the land phase, SWAT simulates the hydrological cycle based on the water balance equation (Neitsch et al. 2011 ) as follows:
where:
final soil water content (mm), SW o initial soil water content on day i (mm), t time in (days), R day the amount of precipitation on day i (mm), Q surf the amount of surface runoff on day i (mm), E a the amount of evapotranspiration on day i (mm), W seep the amount of water entering the vadose zone from soil profile on day i (mm), Q gw the amount of return flow on day i (mm).
The surface runoff Q surf is predicted for daily rainfall using SCS curve number equation (USDA-SCS 1972) as:
where s is a retention parameter which is related to the curve number CN in the following equation:
To measure the impact of management practice, the entire river basin is modelled with two different configurations: Scenario I and II which differ by their objectives as well as by the areas they represent. Considering data availability, the entire catchment of Dee is separated into three parts (Fig. 5) . The two upper-stream sub-catchments cover the three water supply reservoirs whose releases are measured at the two inlets to sub-catchment C which constitutes the main study area. Correspondingly, there are three SWAT models set up for sub-catchments A, B and C, namely models A, B and C. The first scenario focuses on the so-called 'real-life' situation, i.e. to model the catchment as it is. In this setting, the observed flow at the outlets of both sub-catchments A and B (also the two inlets to sub-catchment C) are used to build Model C alongside other historical datasets. The daily water abstractions at the PWS sites are estimated using the method presented previously. Neither sub-catchment in the upper stream is modelled. In other words, scenario I takes reservoir releases as the known boundary conditions to study the impact of water management practice in the main part of the catchment under current regulation.
The second scenario takes a different stand, aiming to reveal the 'natural state' of the catchment by modelling not only the sub-catchment C but also both sub-catchments in the upper streams. In this scenario, all reservoirs in the upper streams are modelled as natural lakes with no flow control imposed. The same model C built in Scenario I is used but instead of being driven by the historical observed flow data at the two inlets, it now takes inputs from the simulated flows from model A and B at the inlets. The same representation of water abstraction in sub-catchment C is adopted. In other words, Scenario II is not a 'pure' natural flow simulation as it considers the water abstraction; however, it does offer an insight into the impact of flow regulation.
The three models are calibrated and validated using the Sequential Uncertainty Fitting algorithm, SUFI2 (Abbaspour et al. 2004 (Abbaspour et al. , 2007 . The goodness of fit is quantified using the Nash-Sutcliffe Efficiency Index NSE, Determination Coefficient R 2 and Percent of Bias PBIAS as defined by eqs. (8)- (10). 
where Q o,t is the observed flow and Q s,t is the simulated flow at time t. It was found in our study that the natural process plays a secondary role; in comparison, the surface water abstractions have a considerable impact on the river flow regime. Historical flow records at the 6 selected river gauge stations are used to measure the performance of model C. For models A and B, the observed flows at the two inlets are used, as revealed in Fig. 6 . Table 2 summaries the calibration and validation of the three models.
Trend Analysis Using Quantile Regression
Linear regression has been frequently used to study trends of hydrological variables such as precipitation and river flows, e.g. see Song et al. (2014) . One of the major drawbacks of this method is that the trend it manifests is expressed as the mean of variables conditioned on time. Whilst this can still be very useful in general, it is difficult to gain further insights as to how events associated with more extreme values vary with time.
In contrast, the quantile regression (QR) method sets to model the quantiles of given response variables that are conditioned on the independent variables. As summarised by Koenker (2005) , the QR method offers the following benefits:
1. the error terms are not necessary to be normally distributed; 2. it does not assume homoscedastic variables (variables could be heteroscedastic); 3. it is not sensitive to outliers; 4. it can be used to predict a desired quantile of the conditional distribution rather than mean; and 5. it is preferred when the interest is the analysis of distribution rather than average and when the core attention is the tail of distributions.
A quick recap of both methods is presented here. For linear regression-based trend analysis, the river flow time series Q(t) is treated as a random variable that is parametrically modelled as the response to time t with a linear relationship:
where ϵ is the random additive term assumed to be drawn from a normal distribution N(0, σ) with a fixed standard deviation σ for all Q(t); β 0 and β 1 are the intercept and the gradient that can be readily estimated by using the least square method and finally:
whereQ t ð Þ is the estimated response at time t which in fact is the mean response. b 0 and b 1 are estimated intercept and gradient. The estimated gradient is then picked up as the trend indicating how the flow varies with time. The main advantage of using linear regression is due to its simplicity and more importantly because the trend revealed as such can be easily understood (though often misinterpreted) by the general public. The drawbacks of this method are also clear that:
1. the assumptions about the random term ϵ are not always valid; 2. the use of the mean may not be helpful from the water resources management viewpoint as the latter are more concerned with 'abnormal' such as very wet and dry conditions.
The QR method extends the view by conditioning the quantiles instead of the mean response on the same independent variable. Furthermore, the QR method does not require the assumption of normality nor does it have to be parametric. Like linear regression, the quantile τ of the flow is (linearly) conditional on time, i.e.
And the coefficients β 0 (τ), β 1 (τ) can be estimated using linear programming, such that
The time dependency (trend) of the given quantile value is revealed by the two linear coefficients. Figure 7 shows an example of different quantile trend lines of a water yield time series from a sub-catchment where a clear spread can be seen. It should be noted that although the above description aims to show how QR extends the idea of the linear regression, the QR method does not have to be linear nor parametric. In this study, we choose to use its parametric, linear form to help measure the trends. For quantile regression, bootstrap methods are developed to test the significance of the fit. The analysis in this study is conducted using the R package quantreg (Koenker et al. 2016 ) which has integrated both the fitting methods as well as the significance test method. Another advantage of using the QR method is the link between the quantiles and the random events they represent. Undoubtedly, such a relationship is dependent on the underlying probability distribution. For the matter of simplicity, the widely used plotting method can be used to schematically estimate such a link. One of the plotting position formulae is given by Gringorten (1963) :
where r is the rank of the data and n is the sample size. By using this formula, the higher quantile 0.95 (lower quantile 0.05) of the river flow records can be roughly linked to an event of wet condition (dry condition) with a frequency approximately of 1 in 64 years. Such estimate may suffer from small sample size, but nonetheless is able to indicate those 'mildly' extreme events. In this study, the simulated river flows and water yields at sub-catchments are analysed using the QR method. Understandably, errors in simulations may cause misrepresentation of the trends. To fully address those concerns, it deserves another in-depth study which goes beyond this paper. However, as demonstrated in the subsequent sections, the difference between the trends of simulated flow and those of the observed one are acceptable. 
Results and Discussion

Model Simulations
The comparison between the calibrated stream flow and observations at six locations revealed a good model performance in term of statistical performance indexes R 2 , NSE and PBIAS as illustrated in Table 3 and Fig. 8 . The calibrated model is then used to simulate the entire period from 1970 to 2003 (with a 2-year warming up period).
Trend Analysis
Two approaches are frequently utilised for the trend analysis, among others. The first one is to combine meteorological data into a hydrological model and design several scenarios for the analysis flow regimes. This approach is broadly used for predicting future flow regimes for climate change studies, such as global runoff (Piao et al. 2007) . The other approach is to use statistical tests to investigate past trends and qualitatively predict future trends (Kubilius and Melichov 2008) .
However, most previous studies of hydrological models have mainly focussed on analysing the mean trend of the hydrological variables (e.g. runoff, blue water, green water, etc.) without considering the impact of management practice on the hydrological variables. Typically, nonparametric methods such as the Mann Kendall test, is used alongside the hydrological models. For instance, Zang and Liu (2013) used the SWAT model to create a hydrological model for the Heihe River basin, China. They used the Mann Kendall trend test to investigate the mean trends of the blue and green water resources for the historical and future periods. Others such as Zhao et al. (2016) also utilised SWAT model and the Mann-Kendall method for examining the spatiotemporal variations of blue and green water resources under different agricultural irrigation expansion and land use change in the Weihe River Basin in China.
There are plenty of studies of trend analysis over observed time series such as river flows, for example, Luce and Holden (2009) . The same procedure can certainly be applied in our study, however, it is the use of the semi-distributed hydrological model makes it possible to study the distribution of water resources over space. In this study, instead of investigating the trends of the observed flow, we employ the quantile regression method to study the trends of model-simulated quantities including: (1) River discharges at the outlets of sub-basins.
(2) Water yield of the sub-catchments which is defined as the water quantity that departs the sub-basin and contributes the river flow during the time step (Arnold et al. 2013 ).
One must ensure that the trends produced from the simulated data be close enough to those of the corresponding observed data, just like what is done for model performance checking before the simulated data are used. The comparisons between the two types of trends (of observed and simulated river flows) are conducted at the Pont-y-Capel gauge station which has long enough records. As seen in Fig. 9 , both trends are shown to be close with their largely overlapped uncertainty bands. Two quantiles, 0.05, and 0.95 are used to fit the trends of water yield from each sub-basin. The same quantiles are also implemented to analyse the river flow at the outlets of sub-basins for both scenarios. This process is followed by a comparison of the trends of the river flow in the central reach to quantify the impact of reservoir regulations. Fig. 13 Spatial distribution of the river flow trends at 0.05 quantile for the highly managed watershed scenario strong negative trends in the downstream areas as compared with the natural scenario. Since the same water-withdraw amounts are applied in both scenarios, the mitigation is shown to have effectively reduced the pressure on water supply. Such an impact is also reflected in the upper stream where the management practices have reduced the positive trend as well (Fig. 15) .
Conclusion
In the present paper, we demonstrate a quantile regression-based method to study long-term trends of river flow and catchment water yields under the influence of water resources management practice. In comparison with the commonly used linear regression method, the following can be concluded: 1) This new approach excels in presenting distributed, spatially focused trend information for extremely dry and wet scenarios, which can well address the needs of practitioners and decision makers in dealing with long-term planning and climate change; 2) It can provide far more detailed trend information including abnormal situations such as dry and wet conditions, which is particularly beneficial to water managers who are concerned with extreme values rather than the average one; 3) The method shows an effective way of representing the management practice in the modelling process, which helps reveal the impact induced, and as such lays a foundation for further study on how various management practice can mitigate the impact from other sources such as climate change on catchment water resources management; and 4) The involvement of quantile regression brings an extra benefit to bridge the trend analysis with frequency, which implies great potential of its use in studying climate change impact on engineering design without being constrained by assumptions of data stationarity. Certainly, more studies are needed to improve the method with respect to the problems found in this study, which include but are not limited to:
1. A better link between quantiles and event frequency (return period) in the context of trend analysis; and 2. The method needs to be refined further to be more reliable on lower quantiles as the lower end of the data suffer from larger errors and zero values may as well interfere with the process.
