We derive a new phase field theory for immiscible mixtures of nematic liquid crystals and viscous fluids using the variational principle coupled with the generalized Onsager principle. A novel phase transition mechanism is implemented to couple the nematic liquid crystal phase with the viscous fluid phase to arrive at the dissipative hydrodynamic model for incompressible fluid mixtures. Through a delicate explicit-implicit numerical discretization, we develop a decoupled, linear scheme for a simplified version of the phase field model, as well as a coupled, nonlinear scheme for the full model. Both schemes are shown as unconditionally energy stable with consistent, discrete dissipative energy laws. Several numerical examples are presented to show the effectiveness of the new model and the new numerical schemes developed for it.
Introduction
Liquid crystal droplets immersed in another fluid matrix or another liquid droplet immersed in liquid crystal matrices have many very interesting technological applications, like polymer stabilized liquid crystal dispersions for display devices, as a hosting and sensing platform for developing immunoassays, and as detecting devices for avidin-biotin binding etc. [1] [2] [3] . For the immiscible binary fluid mixture, the traditionally theoretical treatment is to develop models for each distinct fluid phase and the interfacial conditions between the phases. This is known as the sharp interface approach. Advantage of this approach is that one has a well-defined single phase model for each fluid phase involved in the mixture, and the interfacial condition can be derived based on momentum, mass, and energy conservation across the interface. When it comes to solve the models numerically, one has developed front tracking, level set and volume-of-fluid methods to deal with the computational challenge in these models. For 3-dimensional problems involving complex topological changes at the interface, these approaches could be very difficult to implement efficiently. Alternatively, one can consider the fluid mixture as one fluid with multiple components [4] , in which the interface between distinct fluid phases is treated using a completely mixed transition fluid layer with a finite thickness. This modeling approach yields what is known as the diffuse interface model or phase field model. The phase field model is an effective tool to incorporate the motion of free interfaces between multiple material components to hydrodynamics of the bulk components, whose origin can be traced back to Rayleigh [5] and Van der Waals [6] . With the new development in advanced algorithms and computational technologies recently, it has emerged as an efficient modeling and computational tool to resolve complex topology of the interface between different material components, for instances, vesicle membranes [7] [8] [9] [10] [11] , crystal growth [12, 13] , crack propagation [14, 15] , and multiphasic fluids flows [16] [17] [18] , etc.
The phase-field approach shows its effectiveness when the underlying model is derived from a variational principle following the generalized Onsager principle [19, 20] . These models satisfy energy dissipation laws, making it possible for performing rigorous mathematical analyses as well as for designing property preserving numerical schemes that ensure the energy stability and accuracy in numerical simulations of the models [21] [22] [23] [24] 18, [25] [26] [27] 19, 20] . For more details about the development of numerical schemes for phase field models, readers are referred to some recent review articles on this topics [28, 16] and the references therein.
In this paper, we use phase field approaches to model and simulate the immiscible mixture of nematic liquid crystals (LCs) and viscous fluids. We recall that such phase-field models have been derived and used to make predictions previously [29, 25, [30] [31] [32] [33] [34] [35] [36] , where the elastic energy of liquid crystal is coupled with the phase field variable (as a labeling function) through a nonlinear "weight" function in the free energy. The coupling allows the elastic energy associated with the liquid crystal only contributes in the LC phase, but not in the viscous fluid phase. While the resulted governing equations and their corresponding numerical schemes follow the continuous and discrete dissipative energy laws, respectively, such couplings can yield singular terms in the governing system of equations, thereby creating potential difficulties in numerical simulations. Specifically, (i) the singularity may appear due to the fact that the nonlinear weight function may vanish in the viscous fluid phase; (ii) the liquid crystal director field may not vanish completely in the viscous fluid phase due to the numerical truncation, making the viscous fluid phase a weakly liquid crystal fluid; (iii) the model ends up with the Laplace operator of variable coefficients that are close to zero in some region of the domain, which in turn leads to the consequence that one has to use fine spatial mesh and time step as well as delicate iterative methods to control the propagation of the error.
Inspired by the work in [37] , we develop a novel strategy based on the "phase transition" mechanism to reformulate this mixture fluid model. Namely, we introduce a phase transition mechanism in the bulk energy of the liquid crystal phase to relax the otherwise rigid constraint on the director field in the liquid crystal theory, such as the classical Ericksen-Leslie theory, such that the liquid crystal elastic energy reduces to the Oseen-Frank elastic energy in the defect free liquid crystal region, admits possible defects, and essentially vanishes in the viscous fluid phase. Such a phase transition mechanism on the low order bulk energy not only work as a penalizing term to release the unit vector constraint on the director field, but also avoid introducing any singularities in the Laplace operator. In addition, to solve the model derived from variational principles, we can combine several approaches that have been proven efficient for the phase transport equation and for the Navier-Stokes equation altogether, which include the stabilizing method (cf. [7, 36, [38] [39] [40] ) for phase transport equations, and the projection-method (cf. [41, 42, 38, 39] ) for the Navier-Stokes equation.
In this paper, we develop a linear, decoupled scheme for a simplified model of liquid crystal-viscous fluid mixture where the velocity gradient is weak. We show that this scheme satisfies a discrete energy dissipation law and is unconditionally energy stable. For the full hydrodynamic phase field model, we devise a coupled, nonlinear time discretization scheme and prove that it is unconditionally energy stable as well. We then apply the coupled scheme, modified slightly using extrapolation to decouple some of the nonlinear terms, to benchmark the full hydrodynamic model as well as the numerical scheme on three numerical examples. The three examples include a study on the viscous drop shape while it is embedded in a liquid crystal matrix, a dripping liquid crystal drop from a faucet, and a liquid crystal filament breakup due to capillary instability. The numerical studies demonstrate that this new model can capture the phenomena predicted by the previous models in [38, 39, 35] , give better results at the interface and in the viscous fluid region, and predict results consistent with the experimental findings in [43] qualitatively.
The rest of the paper is organized as follows. In Section 2, we derive the new phase-field model for the mixture of nematic liquid crystals and viscous fluids using the variational principle coupled with the generalized Onsager principle [19, 20] , and show the model obeys an energy dissipation law. In Section 3, we develop a linear, decoupled, energy stable numerical scheme for a simplified model and a coupled energy stable scheme for the full model. In Section 4, we present the mesh refinement test and three numerical examples to illustrate the accuracy and efficiency of the proposed models and schemes. The concluding remarks are given in Section 5.
Phase field model for mixtures of nematic liquid crystals and viscous fluids
We consider a phase field model for immiscible mixtures of nematic liquid crystals (LC) immersed in a viscous fluid matrix. Consider a smooth domain Ω ⊂ R d , d = 2, 3. We use a phase field variable φ : Ω → R to denote the volume fraction of the LC fluid (fluid I) in the mixture, ∀x ∈ Ω ,
There exists a layer {x|0 < φ < 1}, connecting the LC phase (φ = 1) with the viscous fluid phase (φ = 0). We define technically the interface between the two phases at surface {x : φ(x, t) = 0.5}. The interfacial free energy, defined in the entire domain, is defined as follows:
where
2 is a Ginzburg-Landau double well potential, λ measures the strength of the interfacial energy density, which is proportional to the surface tension [25] . The first term represents the conformational entropy, promoting material mixing, while the double well bulk energy density represents the hydrophobic interaction, promoting phase separation. It is the competition between the opposing effects that allows the coexistence of two distinct phases mediated through a transitional layer whose thickness is controlled by the model parameter ε.
For the nematic LC phase, we adopt the Oseen-Frank distortional elastic energy density with the one constant approximation
where K is the Frank elastic constant and unit vector d (|d| = 1) is the director field representing the orientation of the LC molecules. Note that, for the binary mixture, the elastic energy of LCs only exists in the LC phase. In order to associate the elastic energy only to the LC phase, we introduce a phase transition mechanism to switch the potential on only in the LC phase following the idea introduced in [37] . We then augment the Oseen-Frank elastic energy by a bulk term as follows:
where Ψ (φ) is a monotonically decreasing function with Ψ (1) = 1 > 0 and Ψ (0) < 0, which controls the phase transition between the LC phase and the viscous phase, and η is a model parameter controlling the size of the defect core (|d| = 0). In the pure LC phase where φ = 1, bulk energy K 4η 2 |d| 2 (|d| 2 − 1) warrants |d| = 1 so that the effective elastic energy is given by the Oseen-Frank distortional energy. Whereas, in the viscous phase where φ = 0, the minimization of the bulk energy prefers |d| = 0, which effectively annihilates the entire elastic energy contribution.
By adding this penalty term G(d, φ), we literally relax the constraint on (|d| = 1) to allow it to be zero and turn |d| into an order parameter for the degree of orientation of d. When |d| = 0, we claim the LC phase is isotropic and nematic otherwise. The phase transition mechanism enables us to effectively control the director d to be zero in the viscous phase so as to the LC elastic energy can only make a nontrivial contribution to the LC phase.
Comparing to an alternative way, i.e., the nonlinear coupling approach to limiting the elastic energy to the LC phase alone by weighting the Oseen-Frank elastic energy using the phase variable φ or φ 2 in some previous papers [47-49, 25,29,50,38,35] , this phase transition approach avoids the singular Laplacian to arrive at a more regular governing system of equations for the mixture system. It thereby eliminates the potential instability associated with the singular Laplacian. In the transition layer where 0 < φ < 1, the addition of this new bulk energy term introduces a demixing mechanism to promote phase separation between the LC phase and the viscous fluid phase.
At the interface between the LC and the viscous fluid phase, LC molecules may prefer some orientation known as the easy (anchoring) direction. There are two types of commonly used anchoring conditions: the planar (or parallel) anchoring, where all directions in the tangent plane of the interface are easy directions, and the homeotropic (or normal) anchoring, where the easy direction is the normal to the interface [25, 29, 50, 38, 35] . The anchoring condition can be modeled using a surface free energy functional known as the anchoring energy. We propose an anchoring energy that can accommodate both the parallel and homeotropic anchoring as follows [29] .
where A 1 , A 2 are positive model parameters that control the strength of planar and homeotropic anchoring, respectively. The total energy of the binary mixture system is given by the sum of the kinetic energy E k , the mixing energy E m , the LC elastic energy E trans b , and the anchoring energy E a : 6) where
2 ρ|u| 2 dx, ρ is volume-averaged the density of the mixture system, u is the volume-averaged velocity field.
In this paper, we consider the case where the two fluid components have matching density and viscosity, i.e., ρ 1 = ρ 2 = 1 and ν 1 = ν 2 = ν for simplicity. Following the generalized Onsager's principle [19, 20, 51, 52] , we derive the following governing system of equations and present them in dimensionless forms:
where p is the hydrostatic pressure, M 1 is inversely proportional to the relaxation time of the LCs, M 2 the mobility for transporting the phase variable
is the vorticity tensor, a is a geometry parameter of the liquid crystal molecule and ν is the solvent viscosity. Here,
and
is the molecular field in the liquid crystal theory and µ 2 is the generalized chemical potential.
Remark 2.1. We use index notations for several cases to better explain the operators. In (2.7)-(2.10), (∇u .7) is due to the frame invariant time derivative of vector d, which induces an extra elastic stress [19] in the system. Alternatively, one can choose the Allen-Cahn dynamics for the phase transport equation, namely,
(2.13)
In the Allen-Cahn equation, M 2 is inversely proportional to the relaxation time of phase dynamics. In spite of the fact that the volume is not conserved in the Allen-Cahn equation, one can preserve the volume by using a Lagrange multiplier or modify the free energy by adding a volume penalty term (cf. [53, 18] ). In this paper, we adopt the Cahn-Hilliard model and remark that all the analytical and numerical work to follow can be generalized to the Allen-Cahn model in a straightforward fashion.
Throughout the paper, we use the following boundary conditions:
with n the unit outward normal of the domain boundary ∂Ω . These conditions warrant the boundary effect does not contribute to the energy dissipation. In fact, since periodic boundary conditions also have no contributions to the bulk energy dissipation, all results presented in this paper are valid for periodic boundary conditions as well.
Since the equations are derived via the generalized Onsager principle, the total energy of the system (2.7)-(2.10) is dissipative. The energy dissipation rate is obtained as follows
It is easy to check
Thus we obtain the energy dissipation law as follows
We note that the energy dissipation law in fact acts as a guideline for us to develop stable and efficient numerical schemes in the following. However, the process obtaining the PDE energy law involves the inner product with µ 1 or µ 2 that actually includes the second order derivatives of d or φ, respectively. And it is not convenient to use them as test functions in numerical approximations, making it difficult to prove the discrete energy dissipation law. To circumvent the problem, we reformulate the system (2.7)-(2.10) in an alternative form which is convenient for numerical approximations.
18)
)
With this new formulation, the energy dissipation law is rewritten as follows: 
Numerical approximations: energy stable schemes
One of the desirable properties that one would like to preserve for the discretized dissipative system is to maintain its own energy dissipation law that is consistent with the energy law obeyed by the continuous partial differential equation system. Practically, this is an indication for a good approximation to the continuous system. This type of numerical schemes is known as the energy stable scheme. In the following, we will design a semi-discrete energy stable scheme that addresses the following issues:
• the coupling of the velocity and the pressure through the incompressible condition;
• the stiffness in the phase field equation and the director equation associated with the interfacial width ε and the parameter η, where ε, η are much smaller than the size of the computational domain; • the nonlinear couplings among the momentum transport equation, the phase transport equation and the director equation.
There are two popular approaches to handle the non-convex Ginzburg-Landau potential F(φ) in (2.2). One is the convex splitting method (cf. [54, 55] ), another is the stabilization method (cf. [40, 39, 56] ). Here we adopt the latter one, which avoid solving a nonlinear equation.
In doing so, we have to put some constraints on the choice of the potential function F(φ), i.e., it must satisfy the following conditions:
One immediately notices that condition (ii) is not satisfied by both double-well potentials F(φ) and G(d, φ). However, since it is well-known that the Allen-Cahn equation satisfies the maximum principle (for Cahn-Hilliard equation, a similar result was established in [57] ), we can always truncate F(φ) to a quadratic growth outside an interval [−M, M] without affecting the solution if the maximum norm of the initial condition φ 0 is bounded by M. For instance, M = 1 and
Hence, it has been a common practice (cf. [58] [59] [60] ) to consider the Allen-Cahn and the Cahn-Hilliard equation with a truncated double-well potentialF(φ) instead of the originally defined one. For G(d, φ), we note that we can choose Ψ (φ) freely as long as it is a monotonically increasing function for φ satisfying Ψ (1) = 1 > 0 and Ψ (0) < 0. For instance, we can use
It is obvious that a complicated Ψ (φ) may lead to a sophisticated Ψ ′ (φ) in the governing PDE system as well as the numerical scheme. In this paper, we choose Ψ (φ) = 2φ − 1 for simplicity. As the result, the nonlinear potential G(d, φ) can be split into the addition of a fourth order polynomial and a second order polynomial as follows:
Notice that the form of G 1 (d) is similar to the F(φ). Thus, we can modify this function outside a ball in {|d| < 1} ∈ R 3 of radius 1 as follows:
Then, there exists a positive constant L G such that
where (HG
, i, j = 1, 2, 3 is the Hessian matrix ofG 1 (x). For simplicity, we drop˜onF andG 1 in the following.
Remark 3.1. Concerning the modification of the bulk potentials F and G, one could simply stipulate the bulk potentials are given by the modified ones in the first place. These potentials are phenomenological in the model to enforce certain constraints on the range of the phase variable and the length of the director vector. Overly emphasizing their functional forms away from physically relevant ranges is meaningless physically since the state along that part of the modified potential or the original potential is always in a far from equilibrium transient state whose validity is beyond the capability of the model. For scalar functions u, v and vector functions u = (u 1 , u 2 , u 3 ) and v = (v 1 , v 2 , v 3 ), we define the L 2 inner product as follows:
Now, we are ready to present our energy stable schemes.
3.1. Linear, decoupled, semi-discrete scheme for a simplified model
We consider a case where the anchoring effect as well as the velocity gradient are weak. Then, we set A 1 = A 2 = 0 and neglect W and D in the director transport equation to obtain a simplified model as follows:
9)
10)
For this model, we design an effective numerical scheme to solve it. The linear, decoupled, first order numerical scheme reads as follows.
Given the initial conditions d 0 , φ 0 , u 0 and p 0 = 0 and having computed (d n , φ n , u n , p n ) for n ≥ 0, we compute (d n+1 , φ n+1 ,ũ n+1 , u n+1 , p n+1 ) in the following sequence.
Step 1: Solve for d n+1 ,
subject to
Step 2: Solve for φ n+1 , 19) subject to
Step 3: Solve forũ n+1 ,
Step 4: Update u n+1 and p n+1 ,
To better understand this new scheme, we list several features as follows.
• A pressure-correction scheme [41] is used to decouple the computation of the pressure from that of the velocity.
• For nonlinear terms f (φ) and g 1 (d), we recall that both have small parameters (ε, η ≪ 1) in the denominator, thus the explicit treatment of the terms usually leads to a severe restriction on time step δt. To circumvent the situation, we introduce 'stabilizing' terms, whose coefficients C n and S n are to be determined, to improve the stability. It allows us to treat the nonlinear term explicitly without suffering from any time step constraint [61, 60, 53] . Note that the stabilizing term introduces an extra error of order O(δt) in a small region near the interface, but this error is of the same order as the splitting error introduced by treating f (φ), g 1 (d) explicitly. So, the overall truncation error is essentially of the same order with or without the stabilizing term. An alternative way to discretize these two nonlinear functions is the so-called convex splitting approach [54, 62, 55] , but that involves the nonlinear scheme which needs efficient iterative methods to solve with the same truncated errors as the stabilized approach adopted in this paper.
• Inspired by the works in [63, 64] , which deal with phase-field models of three-phase viscous fluids, we introduce new, explicit, convective velocities u n ⋆ and u n ⋆⋆ in the phase equation and director field equation, respectively. u n ⋆ and u n ⋆⋆ can be computed directly from (3.17) and (3.21) as follows:
It is easy to show det (I + c∇d∇d) = 1 + c|∇d| 2 and det (I + c∇φ∇φ) = 1 + c|∇φ| 2 , thus the above two matrices are indeed invertible. Notice that we substitute (3.26) into (3.14) and (3.27) into (3.18), respectively. After d n+1 , φ n+1 are obtained, we calculate u n ⋆ , u n ⋆⋆ respectively.
• The scheme given in (3.14)-(3.25) is a totally decoupled, linear scheme. Indeed, (3.14), (3.18) and (3.22) are respectively (decoupled) linear elliptic equations for d n+1 , φ n+1 andũ n+1 , and (3.24) can be reformulated as a Poisson equation for p n+1 − p n . Therefore, at each time step, one only needs to solve a sequence of decoupled elliptic equations, which can be solved very efficiently using fast solvers.
We summarize the energy stability result in the following theorem.
Theorem 3.1. The scheme given in (3.14)-(3.25) admits a unique solution. Furthermore, if the following conditions hold,
28)
there exists the following semi-discrete energy dissipation law
Proof. From the definition of u n ⋆ in (3.17) and u n ⋆⋆ in (3.21), we derive (3.22) as follows
Taking the inner-product of (3.30) with 2δtũ n+1 , we obtain,
To deal with the pressure term, we take the inner product of (3.24) with 2δt 2 ∇ p n to arrive at
Taking the inner product of (3.24) with u n+1 , we obtain
It follows from (3.24) directly that
Combining (3.31)-(3.34), we obtain
Taking the inner product of (3.14) with
By taking the inner product of (3.18) with µ n+1 2 , we obtain 1
By taking the inner product of (3.19) with
Combining (3.36)-(3.38) and multiplying the result by δt, we arrive
Taking the inner product of (3.17) with u n ⋆ , we obtain
Taking the inner product of (3.21) with u n ⋆⋆ , we obtain
By combining (3.35) and (3.39)-(3.41), we obtain
For the first two terms on the right hand side in (3.42), from a Taylor expansion, we have 43) and
The last two terms on the right hand side of (3.42) can be handled as follows.
By combining (3.42)-(3.45), we obtain
It is obvious that the last two terms are bounded as follows:
(3.47)
Taking into account (3.28), we notice that these terms are absorbed into the stabilizing terms. Then, we obtain the desired result. The uniqueness of the solution of the linear, discrete system follows from the energy decay law.
Nonlinear, coupled, semi-discrete scheme for the full model
In this section, we present a nonlinear, coupled scheme to solve the full model (2.18)-(2.22) as follows.
Given the initial condition d 0 , u 0 and p 0 = 0 and having computed (d n , u n , p n , φ n ), we calculate (d n+1 ,ũ n+1 , u n+1 , p n+1 , φ n+1 ) by the following two steps,
Step 1: Solve for (d n+1 , φ n+1 ,ũ n+1 ):
where 52) and with boundary conditions
Step 2: Update u n+1 , p n+1 :
Remark 3.2. The scheme given in (3.48)-(3.54) is nonlinear as we have terms like d n+1 coupled with φ n+1 in (3.48) and (3.50) due to anchoring effects, and |d n+1 | 2 in (3.50). We note that it is a challenging issue to develop a linear decoupled (easy-to-implement) scheme to solve the full model (2.18)-(2.22) while maintaining the discrete energy dissipation laws, due to nonlinear anchoring energy and the coupling terms among W, D and d. The scheme (3.48)-(3.54) is the best one we can obtain at this point.
Nevertheless, we have a discrete energy dissipation law for this scheme as follows.
Theorem 3.2. Given (3.28), the scheme defined by (3.48)-(3.54) satisfies the following semi-discrete energy dissipation law:
where the semi-discrete energy E n is defined
Proof. The proof is similar to that of Theorem 3.1, thus we only give a sketch of proof, highlighting the difference, mainly the terms induced from the frame-invariant derivative and anchoring energy and leaving the detailed proof to interested readers. First of all, taking the inner-product of (3.51) with δtũ n+1 , we obtain,
To deal with the pressure term, we take the inner product of (3.54) with 2δt 2 ∇ p n to arrive at
Taking the inner product of (3.54) with u n+1 , we obtain
It follows from (3.54) that
Combining (3.57)-(3.60), we obtain
Taking the inner product of (3.48) with
Taking the inner product of (3.49) with δtµ n+1 2 , we obtain
Taking the inner product of (3.50) with (φ n+1 − φ n ), we get
It is readily verified that
Notice that Eqs. (3.61), (3.62), (3.64), (3.65) are similar to the ones in Theorem 3.1. Then, we end up with the same problem as in Theorem 3.1.
Therefore, via (3.28), these terms are absorbed into the stabilizing terms; then, we obtain the desired result.
Numerical simulations
In this section, we present some numerical examples to illustrate the usefulness of the proposed model (2.10) and the efficiency of the numerical scheme (3.48)-(3.54) in resolving interfacial dynamics in liquid crystal and viscous fluid mixtures. We also compute the simplified model (3.14)- (3.25) , but the results show no essential differences with the full model for the model parameters used in this paper, where the flow field is relatively weak. We note a detailed parameter study is essential for investigating the physical properties of this LC model. However, in this paper, we focus on demonstrating the effectiveness of the new schemes and defer the detailed parameter study to the future. 
Spatial discretization and GPU implementation
For the spatial operators in the scheme, we discretize them use second-order central finite difference methods over a uniform spatial grid, where the velocity fields are discretized at the center of the cell surface, and the pressure p, the phase variable and the director (φ and d) are discretized at the cell center, shown in Fig. 4.1 . The boundary conditions are handled by the ghost cell method.
The fully discretized equations in the scheme are implemented on GPUs (graphic processing units) in 3 dimensional space for high-performance computing. To better utilize the performance of GPUs, we store all variables in the global memory and all parameters and mesh information (which do not change during the simulation) in the constant memory such that it significantly reduces the latency of data access.
One advantage of using GPUs is its virtual allocations of processors (we can claim as many thread labors as we desire even if it is beyond the existing number of multiprocessors on the physical device). Therefore, in our implementations, we allocate as many processors as the degrees of freedom allow.
Numerical examples
The 3D computational domain is set as follows:
where L x , L y , L z are the domain lengths along the x, y, z direction, respectively. We note that in the following numerical discussion, we use the scheme given by (3.48)-(3.51), as the full model is more relevant in term of predicting physical phenomena. Example 1. Mesh refinement test. We first test the convergence rate of the new scheme in a 2D domain temporally. In order to eliminate the effect of spatial disturbances, we use 512 × 512 spatial grids. We modify the system of equations by adding forcing terms so that it admits the exact solution as follows:
In Fig. 4.2 , we show the L 1 , L 2 and L ∞ error at t = 1 using the time step size δt = 2 × 10 −3 , 10 −3 , 5 × 10 −4 , and 2.5 × 10 −4 , for φ, d and u, respectively. The results show clearly that the convergence rate of the numerical scheme is at least first-order temporally.
Example 2. Director field orientation of a viscous drop in a nematic LC matrix. We simulate the steady state of a 2D viscous drop immersed in an ambient liquid crystal matrix and plot the result in Fig. 4.3 , where φ = 1 (ambient fluid) indicates the nematic liquid crystal region, and φ = 0 (viscous drop) represents the viscous fluid. The domain size is L x = L y = 2, the initial shape of the drop is a circular one with a uniform director field in the LC matrix,
(4.1) (A) The error plot for phase variable φ.
(B) The error plot for d 1 .
(C) The error plot for d 2 .
(D) The error plot for velocity component u.
(E) The error plot for velocity component v. We compare the drop shapes by varying the elastic constant K with the same parallel anchoring constant A 1 = 1, A 2 = 0. Notice that the viscous drop forms a football shape eventually due to the larger distortional elastic effect of the ambient LC matrix. With a larger elastic parameter, the LC matrix has more elastic energy stored along the drop interface, which forces the drop interface to align along the director's direction. As the result, the drop deforms to the football shape in its final state. This simulation gives a qualitatively similar pattern reported in [31] . 
We consider the case where the density difference of the liquid crystal drop and ambient fluid is small so that we can use the Boussinesq approximation [18] in the momentum equation as follows:
with ρ 1 = 0.5, ρ 2 = 1.5, ρ 0 = 1 and g = 500. We set the anchoring constants A 1 = A 2 = 0 for this simulation, i.e., there is no anchoring. Fig. 4 .4 depicts dynamics of a falling LC drop. The elastic bulk energy leads to the formation of a persistent, long thread connecting the liquid crystal fluid at the faucet and the liquid crystal drop that forms at the leading edge of the falling drop. Instead of breaking up, the thin thread forms several smaller satellite drops as depicted in Fig. 4 .4(G). Such simulations demonstrate the so called "bead-on-a-string" morphology associated with the falling liquid drop, which is qualitatively consistent with the experimental result in [43] and simulations in [39] . We set the anchoring condition at the interface to be parallel to the tangential direction along the axis of the liquid filament with A 1 = 0.1 and A 2 = 0. Fig. 4 .5 portraits the dynamical process of a thinning liquid crystal filament due to capillary instability. This figure shows the formation of beads induced by capillary instability. The initial filament is perturbed by a sinusoidal perturbation on the interface. The imposed perturbation grows, creating thin "necks" that continue to thin the filament (B-C). At t = 5 ((D) in the figure), three beads with different sizes are formed, which are connected by thin threads. The threads continue to thin and then many smaller beads appear on the filaments in (E). Eventually, the filament breaks up into satellite drops (F). This simulation yields qualitatively same patterns as reported in [35, 39] .
Concluding remarks
We have developed a novel phase field model for immiscible fluid mixtures of liquid crystals and viscous fluids, in which a simple yet efficient phase transition mechanism is employed to couple the liquid crystal phase with the viscous fluid phase. The model is derived using the variational principle coupled with the generalized Onsager principle so that it warrants energy dissipation. We then develop some energy stable schemes to solve the model. First, we devise a linear, decoupled scheme to solve a slightly simplified model which possesses the following properties: (i) it leads to completely decoupled elliptic equations to solve at each time step; (ii) it is unconditionally stable and obey a discrete energy law; and (iii) all elliptic equations are linear. Thus the scheme is very easy-to-implement. Then, we develop a fully couple energy stable scheme for the full model. We show that both schemes yield the same energy dissipation law at the discrete level consistent with the continuous one.
Although we consider only time discretized schemes in this study, the results can be carried over to any consistent finite-dimensional Galerkin approximations (finite elements or spectral) since the proofs are all based on a variational formulation with all test functions in the same space as the space of the trial functions. In this paper, we implement the numerical scheme for the full model using a finite difference method in space on GPUs for high performance computing. Three 2D and 3D numerical examples are given to illustrate the usefulness of the new model and the efficiency of the numerical schemes in resolving complex interfacial dynamics of the liquid crystal and viscous fluid mixture.
