This paper investigates the relationship between exports, imports, and economic growth in Canada. In order to achieve this purpose, annual data for the periods between 1990 and 2015 was tested by using Johansen co-integration analysis of Vector Auto Regression Model and the Granger-Causality tests. According to the result of the analysis, it was determined that there is no relationship between exports, imports and economic growth in Canada. On the other hand, we found that there is a strong evidence of bidirectional causality from imports to economic growth and from exports to economic growth. These results provide evidence that exports and imports, thus, are seen as the source of economic growth in Canada.
which represent 6.11% of the total imports of Canada, followed by Crude Petroleum, which account for 4.77%. The aim of this paper, therefore, is to econometrically investigate the direct linkages between trade and economic growth of Canada, through employing yearly data for the period 1985-2015. In particular, this work tries to empirically find an answer for the question of whether exports lead economic growth or imports lead economic growth or economic growth leads exports and imports to achieve this objective the paper is structured as follows. In section 2, we present the review literature concerning the nexus between trade and economic growth. Secondly, we discuss the Methodology Model Specification and data used in this study in Section 3. Thirdly, Section 4 presents the empirical results as well as the analysis of the findings. Finally, Section 5 is dedicated to our conclusion.
II. Literature Survey
Many research works exist that examines the causal interaction of export, import and economic growth.
Iscan, Talan (1998) analyzed the effect of trade openness on total factor productivity growth for Mexican manufacturing industries for the period 1970 to 1990. The results of the GMM estimations showed that trade have positively affected on productivity growth.
Francisco and Ramos (2001) investigated the Granger-causality between exports, imports
and economic growth in Portugal over the period . The empirical results of the study didn't confirm a unidirectional causality between the variables considered. There is a feedback effect between exports-output growth and import-output growth. They presented that trade openness has promoted investment in Bangladesh. Although study suggested that growth causes trade but this study found little evidenced that trade affecting economic growth in Bangladesh. Cointegration analysis, VAR and Granger causality tests were employed in the empirical analysis. The results show that there is a causal relationship from exports to economic growth and from exports to imports.
III. Data and Methodology
Our investigation starts by studying the integration properties of the data, conducting a systems cointegrating analysis, and checking Granger causality tests. The data are annual Canada observations uttered and expressed by natural logarithms for the sample period running from 1990 to 2015. Data were sources from World Development Indicators (WDI), which includes logarithm of real GDP measure of economic growth, logarithm of exports of goods and services (Current US$) and logarithm of imports of goods and services (Current US$).
Early empirical formulations tried to capture the causal link between exports and GDP growth by incorporating exports into the aggregate production function (Balassa, 1978; Sheehey, 1992; Güngör Turan, 2014; Rummana Zaheer, 2014 ; Afaf Abdull J. Saaed, 2015) . The augmented production function including both exports and imports is expressed as:
The function can also be represented in a log-linear econometric format thus:
Where:
The constant term.
The time trend.
-: The random error term assumed to be normally, identically and independently distributed.
The empirical methodology used in this study is in two stages and is to determine the degree of integration of each variable. In the econometric literature several statistical tests are used to determine the degree of integration of a variable. The test that will be used as part of this study is testing Augmented Dickey-Fuller (ADF).
Once the order of integration of the known series is determinate, the next step is to review the possible presence of cointegration relationships that can long exist between the variables. This analysis will be following the cointegration test procedure of Johansen (1988) more effective than the two-step strategy of Engle and Granger (1987) when the sample is small and the high number of variables (before the cointegration test, we look for the number of delays from the optimum choice criterion of use SC). If there are cointegrating relationships we will use the VECM model, if no one applies the VAR model. Finally, we apply Granger causality test.
The general form of ADF test is estimated by the following regression:
The VAR-based cointegration test using the methodology developed in Johansen (1991 Johansen ( , 1995 ) is described below:
Consider a VAR of order p
If the economic variables are not cointegrated, we can proceed to use the Vector Autoregression (VAR) representation. This VAR can be rewritten as follows:
In the absence of cointegration, the unrestricted VAR in first difference is estimated, which takes the following form:
IV. Empirical Analysis
Test of Correlation
In order to determine how strong the relationship is between two variables, a formula must be followed to produce what is referred to as the coefficient value. The coefficient value can range between -1.00 and 1.00. If the coefficient value is in the negative range, then that means the relationship between the variables is negatively correlated, or as one value increases, the other decreases. If the value is in the positive range, then that means the relationship between the variables is positively correlated, or both values increase or decrease together. Let's look at the formula for conducting the Pearson correlation coefficient value.
Where: The results of the test of correlation show the relationship between the variables is positively correlated. According to the correlation matrix of the variables, it is found that the dependent variable (PIB) and the independent variable (exports) are positively correlated with a correlation coefficient equal to (0..934647179834278). Thus, if exports increase by 1%, gross domestic product (GDP) increases by 0.934647179834278%. Otherwise, the dependent variable (GDP) and the independent variable (imports) are positively correlated with a correlation coefficient equal to (0.9699481014528807). Thus, if imports increase by 1%, the gross domestic product (GDP) increases by 0.9699481014528807%.
Test for unit root
In order to evaluate the degree of integration of each variable, we use Augmented Dickey-
The results show that all the variables are not stationary in level, for the first difference we note that the variable log (PIB) is not stationary, if we pass to the second difference we remark that all variables becomes stationary. This forces us to go directly from verifying if there is a co-integration of the variables. 
Lag order selection criteria
Most VAR models are estimated using symmetric lags, he same lag length is used for all variables in all equations of the model. This lag length is frequently selected using an explicit statistical criterion such as the AIC or SIC. Also according to these test we find that exports have a negative effect on GDP however imports have a positive effect on GDP. But we need to check the significance of these variables by VAR method. To check if exports and imports have effect on economic growth, C (1) must be significant, and the coefficient of C (1) should be negative for the VAR model to be significant.
In our case C (1) is significant because the value of her probability is (0.0004), which is less than 5%, but the coefficient of C (1) is not negative. So, we can say that exports and imports have not any effect on economic in Canada.
Checking the quality of the model
To check the quality of our model and to ensure the robustness of our estimate, there is a set of tests and indicators that designates and affirms that our work is acceptable or not. Among these tests are: R-squared, Probability of Fisher-Statistic, Durbin-Watson test, Serial
Correlation test and Heteroskedasticity test. Diagnostic tests indicate that the overall specification adopted is satisfactory. The tests performed to detect the presence of Breusch-Pagan-Godfrey in the estimated equation did not reveal any problem of heteroskedasticity at the 5% threshold. The R-squared is greater than 60%, which agrees that our estimate is acceptable. Otherwise the probability of Fisher is less than 5%, which indicates that our model is well treated. Finally Durbin Watson is including between 1.6 and 2.4, which indicates that our model is acceptable. The results of the Granger causality test are presented in Table 9 show that imports led to economic growth, and exports led to economic growth.
Causality Tests

V. Conclusion
The aim of this study was to explain the nexus between exports, imports and economic growth of Canada during the period 1990-2015. The cointegration, VAR model and Granger's causality tests are applied to investigate the relationship between these three variables. The unit root properties of the data were examined using the Augmented Dickey Fuller test (ADF) after that the cointegration and causality tests were conducted. The result shows that there is no relationship between the three variables in Canada. On the other hand, we found that there is a strong evidence of bidirectional causality from imports to economic growth and from exports to economic growth. These results provide evidence that exports and imports, thus, are seen as the source of economic growth in Canada.
