One of the defining traits of quantum mechanics is the uncertainty principle which was originally expressed in terms of the standard deviation of two observables. Alternatively, it can be formulated using entropic measures, and can also be generalized by including a memory particle that is entangled with the particle to be measured. Here we consider a realistic scenario where the memory particle is an open system interacting with an external environment. Through the relation of conditional entropy to mutual information, we provide a link between memory effects and the rate of change of conditional entropy controlling the lower bound of the entropic uncertainty relation. Our treatment reveals that the memory effects stemming from the non-Markovian nature of quantum dynamical maps directly control the lower bound of the entropic uncertainty relation in a general way, independently of the specific type of interaction between the memory particle and its environment. 
One of the defining traits of quantum mechanics is the uncertainty principle which was originally expressed in terms of the standard deviation of two observables. Alternatively, it can be formulated using entropic measures, and can also be generalized by including a memory particle that is entangled with the particle to be measured. Here we consider a realistic scenario where the memory particle is an open system interacting with an external environment. Through the relation of conditional entropy to mutual information, we provide a link between memory effects and the rate of change of conditional entropy controlling the lower bound of the entropic uncertainty relation. Our treatment reveals that the memory effects stemming from the non-Markovian nature of quantum dynamical maps directly control the lower bound of the entropic uncertainty relation in a general way, independently of the specific type of interaction between the memory particle and its environment. Uncertainty principle is undoubtedly a pillar of quantum theory, embodying one of its characteristic traits: inevitable uncertainty limiting our ability to predict the measurement results of two incompatible observables simultaneously. Based on the early ideas of Heisenberg [1] related to the uncertainty of position x and momentum p x , Kennard [2] formulated the first uncertainty relation in quantum physics in terms of the product of standard deviations, i.e., ∆x∆p x ≥ /2. Later on, this relation was generalized by Robertson [3] to hold for two arbitrary observables Y and Z as ∆Y ∆Z ≥ Nevertheless, there are several drawbacks in quantifying uncertainty via standard deviation [4, 5] . Moreover, the uncertainty bound given above is state dependent, and it can become trivial when a state |ψ has zero expectation value for the commutator [Y, Z], which might happen even in case Y and Z do not have |ψ as a simultaneous eigenstate.
An alternative method is to quantify the uncertainty about the probability distribution for measurement outcomes based on the use of entropic measures, instead of standard deviations [6] . Such an approach is especially meaningful when we are interested in the uncertainty related to the lack of knowledge of possible measurement outcomes. In addition, uncertainty relations formulated by means of entropy do not suffer from the drawbacks of the ones expressed in terms of standard deviation. One of the most well known entropic uncertainty relations was proved by Maasen and Uffink [7] ,
where the Shannon entropy H(X) = − x p(x) log 2 p(x) quantifies the amount of uncertainty about the observable X ∈ (Q, R) before the result of its measurement is revealed. Here, the probability of the outcome x is denoted by p(x) when a density operator ρ is measured in X-basis. Complementarity of the observables Q and R is given by 1/c = * Electronic address: goktug.karpat@utu.fi
where |ψ i and |φ j are the eigenstates of the Hermitian observables Q and R, respectively.
We now consider a scenario in which Bob has access to an additional particle serving as a quantum memory (particle B), which is entangled with the particle held by Alice (particle A). Alice performs measurements on her particle as described by Q and R. In this setting, Berta et al. showed [8] that a more general uncertainty relation holds
where
is the conditional entropy. While S(ρ) = tr[ρ log 2 ρ] denotes the von Neumann entropy, S(X|B) with X ∈ (Q, R) represents the conditional entropies of the post-measurement states ρ XB = j (|ψ j ψ j | ⊗ I)ρ AB (|ψ j ψ j | ⊗ I) after the subsystem A is measured in X basis, {|ψ j } are the eigenstates of the observable X, and I is the identity matrix. The memory-assisted uncertainty relation in Eq. (2) gave rise to applications related to witnessing entanglement and cryptographic security [8] . It has also been verified with two experiments [9, 10] .
Realistic quantum systems are bound to interact with their surroundings, which results in the the loss of characteristic features of quantum theory, for instance, entanglement in composite systems. The effects of this interaction can be described within the framework of open quantum systems [11] . From the perspective of memory effects, it is conventional to categorize the dynamics of open systems into two groups. While Markovian evolution leads to the absence of memory effects, where the system monotonically loses information to the environment, non-Markovian features might enable the system to recover some part of the lost information back from the environment, generating memory effects. The characterization of non-Markovianity via different methods [12] [13] [14] [15] [16] [17] [18] [19] and the advantages of memory effects [20] [21] [22] [23] [24] [25] have been and still are a very active field of research. All the same, we should underline that our work is not merely another attempt to contribute to discussions about which measure is better than others. Rather, here we point out to a fundamental operational meaning of memory effects in quantum theory.
In this work, we consider a realistic physical setting where the memory particle B is an open system, rather than being an isolated one, interacting with an external environment E and thus undergoing non-unitary dynamics described by a tparametrised family of quantum channels Φ t . Assuming both the state of the composite system AB and the environment E are initially pure, and exploiting the relation of the conditional entropy S(A|B) to the quantum mutual information I(ρ AB ), we provide a link between memory effects emerging as a consequence of the backflow of information from the environment E to the memory particle B, and the rate of change of the conditional entropy S(A|B). We reveal that memory effects directly control the lower bound of uncertainty associated with the observables Q and R. Our approach establishes a general connection between the memory effects and the lower bound of the memory-assisted entropic uncertainty relation, in a way that is independent of the specific type of non-Markovian noise model on the memory particle B. Finally, we demonstrate the implications of our findings by studying Bob's total amount of uncertainty, about the measurement results of two observables Q and R, along with its lower bound for dephasing and relaxation models.
We commence our discussion by recalling that it is convenient to think about uncertainty relations with the help of an uncertainty game [8] , which takes place between Alice and Bob. Prior to the beginning of the game, Alice and Bob agree on two observables, Q and R. Then, Bob prepares a particle in a quantum state that he desires and sends it to Alice. Finally, Alice measures the particle she received in one of the two agreed bases and tells her choice to Bob, whose task is then to minimize the uncertainty about the outcomes of the measurement. In fact, when Bob has access to only classical information, that is, in the absence a quantum memory, Eq.
(1) restricts Bob's uncertainty about the results of the measurement in Q and R bases on Alice's system.
On the other hand, provided we allow Bob to entangle the particle A that he sends to Alice with an additional memory particle B in his possession before the game starts, then the memory-assisted entropic uncertainty relation in Eq. (2) bounds his uncertainty about the outcomes of measurements in Q and R bases on Alice's system. Particularly, the left-hand side of Eq. (2) quantifies Bob's total amount of ignorance, as measured in terms of von Neumann entropy, about Alice's measurement outcomes of the two observables Q and R, given that Bob has access to the memory particle B. Also, there appears an additional term on the right-hand side, namely S(A|B), modifying the lower bound of the total amount of uncertainty associated to the observables Q and R. It is crucial to emphasize that, unlike its classical counterpart, quantum conditional entropy can take negative values for certain entangled states, which by itself paves the way to interesting operational applications in quantum information theory [26] . In the most extreme case, where the composite system of particle A and B are in a maximally entangled state, Bob can indeed correctly predict the measurement outcomes of two incompatible observables with vanishing uncertainty.
Having described the uncertainty relation that we will consider in this work, we are now in a position to discuss the consequences of the emergence of memory effects for the lower bound of the uncertainty. Such memory effects result from the non-Markovian reduced dynamics of the memory particle B, caused by its interaction with an external reservoir. However, we remember that non-Markovianity is a multi-faceted phenomenon in the quantum domain and consequently there exists no unique way of capturing all different features of memory effects [12-19, 27, 28] . For our purposes, we will characterize them through the non-monotonical behavior of the mutual information under local completely positive trace preserving (CPTP) maps [16] , since this approach enjoys an interpretation to the appearance of memory in terms of flow of information between the system and its environment [29] .
Quantum mutual information quantifies the total amount of classical and quantum correlations in a bipartite state as
are density matrices of the reduced systems. Probing the dynamics of mutual information between an open system and an isolated one, Luo, Fu, and Song (LFS) proposed a simple criterion to identify the memory effects associated with non-Markovian dynamical maps [16] . We first note that memoryless Markovian maps satisfy the property of divisibility, i.e., Φ t = Φ t,s Φ s with Φ t,s being CPTP and s ≤ t. If we assume that the map Φ t is acting only on the subsystem B and the subsystem A evolves trivially, the absence of memory effects immediately implies
at all times 0 ≤ s ≤ t for all bipartite states ρ AB , owing to the monotonicity of the quantum mutual information under local CPTP maps. Therefore, based on the violation of the above inequality, it is possible to detect the presence of memory related to the map Φ t . That is to say that any revival of quantum mutual information I(ρ AB ) throughout the dynamics of the open system is a clear signature of the existence of memory effects due to the system-environment interaction.
In the following, we will consider a realistic physical setting where the memory particle B, which is in Bob's possession to improve the uncertainty bound given in Eq. (2), is an open system interacting with an external environment E, as pictorially sketched in Fig 1a. We can express the mutual information I(ρ AB ) shared by the particle A to be measured and the memory particle B as
Taking the derivative of both sides of the above equation with respect to time t, our main argument simply follows:
due to the fact that S(ρ A ) is invariant in time because the reduced density matrix of the particle A does not change throughout the time evolution. Eq. (6) provides a direct connection between the rate of change of the mutual information I(ρ AB ), whose summation over a certain time interval measures the amount of memory effects, and the rate of change of the conditional entropy S(A|B), summation of which over the same interval basically controls the uncertainty bound in Eq. (2) since the complementarity 1/c is not state dependent. In other words, this relation clearly reveals how the lower bound of the memory-assisted entropic uncertainty relation is reduced via the effects of the memory. In particular, when the memory effects manifest during the dynamics, as signalled by a temporary increase of mutual information I(ρ AB ), we will observe an automatic temporary decrease in the conditional entropy S(A|B), which in turn corresponds to a reduction in the lower bound in Eq. (2). If we assume that both the bipartite system AB, and the environment E can be initially described by pure states, then the LFS criterion to identify memory effects can be given an information theoretic interpretation in terms of the information exchange between the open system and its environment. It can be shown that there exists a link between the rate of change of the mutual information I(ρ AB ) shared by the particle A and the memory particle B, and the rate of change of the mutual information I(ρ AE ) between the particle A and the environment E [29] . This relation is given by
which follows from the fact that I(ρ AB ) + I(ρ AE ) always remains invariant throughout the time evolution of the open system. Specifically, if I(ρ AE ) (which is initially zero) monotonically increases, this will imply a monotonic decrease in I(ρ AB ). However, in case I(ρ AB ) rises temporarily, then we will see a reduction in I(ρ AE ) by the same amount. We also note that the ternary mutual information I(ρ ABE ) vanishes thanks to the pureness of the tripartite system ABE. In other words, the memory particle B and the environment E individually exchange the information that they have in common with the particle A back and forth during the dynamics as depicted in Fig. 1b . In particular, when the information that A shares with E flows back into the part which A and B have in common, memory effects emerge. Conceptually, this means that the particle A in fact serves as a medium for the correlations hence allowing memory effects to propagate from the environment E to the memory particle B. This in turn makes it possible to modify the lower bound of the memory-assisted entropic uncertainty relation. We will now elaborate the implications of our result for two types of non-Markovian noise models on the memory particle B, which is assumed to be a two-level system. We start to examine our problem for a colored dephasing noise first introduced by Daffer et al. in Ref. [30] . Suppose that the dynamics is described by a master equation of the formρ = KLρ where K is a time-dependent operator acting on the memory particle
is a kernel function determining the type of memory in the environment, ρ is the density operator of the particle B, and L is a Lindblad superoperator. Such a master equation might arise if one considers a two-level system that interacts with an environment having the properties of random telegraph signal noise. To study a master equation of this form, we can consider a time-dependent Hamiltonian H(t) = 3 k=1 Γ k (t)σ k , where σ k are the Pauli operators and Γ k (t) are independent random variables with the statistics of a random telegraph signal. Particularly, the random variables can be expressed as Γ k (t) = a k n k (t), where n k (t) has a Poisson distribution with a mean equal to t/2τ k and a k is a coin-flip random variable having the values ±a k . If a 3 = a = 1 and a 1 = a 2 = 0, the evolution of the memory particle B is described by a dephasing channel with colored noise, having Kraus operators
I is satisfied at all times t. We also have Λ(ν) = e −ν [cos(µν) + sin(µν)/µ], and µ = (4τ ) 2 − 1 with ν = t/2τ being the dimensionless time. We note that the parameter τ controls the degree of nonMarkovianity producing the memory effects.
In order to study the lower bound of the memory-assisted entropic uncertainty relation given in Eq. (2), we choose the observables to be measured on the system A as Q = σ 1 and R = σ 3 . Also, we set U ≡ S(σ 1 |B) + S(σ 3 |B) and U B ≡ log 2 [1/c] + S(A|B) from this point on for brevity, where U and U B stand for uncertainty and uncertainty bound, respectively. Since σ 1 and σ 3 are fully complementary observables log 2 [1/c] attains its maximal value, i.e., log 2 [1/c] = 1. Moreover, the pure initial states we will consider in this work for the bipartite system AB are of the form
where the normalization condition holds as a + b + c = 1.
In Fig. 2 , we show the results of our analysis of U (red solid line), U B (blue dashed line), and I(ρ AB ) (green dotted line) for the random colored dephasing noise on the memory particle B. In Fig. 2a and Fig. 2b controlling the degree of non-Markovianity is set to τ = 5 for the former figure, it is set to τ = 20 for the latter. As a direct consequence of our main result in Eq. (6), we observe that greater amount of non-Markovian memory effects (a greater amount of increase in I(ρ AB )) implies a greater reduction in U B, which is in fact followed by a greater reduction in U even though the bound is not tight. This example already demonstrates how we can control the lower bound of the memoryassisted uncertainty relation by simply adjusting the degree of memory effects emerging due to coupling of the memory particle B to the environment E. Moving to the remaining two figures, Fig. 2c and Fig. 2d , we let the initial state of AB to be a maximally entangled state, that is, we set a = 0.5, b = 0 and c = 0.5. In this case, we see that the uncertainty bound is indeed saturated. We also note that here the ignorance only comes from the term S(σ 1 |B) because S(σ 3 |B) vanishes for this initial state. Whereas τ = 5 in Fig. 2c , we have τ = 20 again in Fig. 2d . It is clear that we can reach a similar conclusion about the memory effects lowering the bound by comparing these last two figures. We should also emphasize that when the lower bound in Eq. (2) is tight (UB=U), as in this example, memory effects not only control the lower bound but also the actual total entropic uncertainty associated to the incompatible observables measured on Alice's system. The second example we discuss deals with a zero temperature relaxation model where the environment is described by a collection of bosonic oscillators. The Hamiltonian is given by
, where σ ± represent the raising and lowering operators of the memory B with the transition frequency ω 0 , and B = k g k a k . The annihilation and creation operators of the environment are denoted by a k and a † k , respectively, having frequencies ω k . Supposing that the environment has an effective spectral density of the form J(ω) evolution of the memory particle B can be described by
satisfying the condition
for all values of t, and p(t) = e −λt [cos (dt/2) + (λ/d) sin (dt/2)] 2 . Here d = 2γ 0 λ − λ 2 and λ/γ 0 is the relevant parameter controlling the degree of non-Markovianity for the dynamics. Fig. 3 displays the findings of our investigation of U (red solid line), U B (blue dashed line), and I(ρ AB ) (green dotted line) for the zero temperature relaxation noise on the memory particle B. In Fig. 3a and Fig. 3b , the initial state of the bipartite system AB is taken as a = 0.5, b = 0 and c = 0.5, which is the maximally entangled state. We set λ/γ 0 = 0.1 in the first graph and λ/γ 0 = 0.03 in the second graph. We observe that, unlike in case of the dephasing model, both terms in U are non-zero here, and the maximally entangled state does not saturate the bound. On the other hand, we show the result of a similar analysis for the initial state a = 0.5, b = 0.4 and c = 0.1 in Fig. 3c and Fig. 3d . In this case, we see that the uncertainty bound becomes almost tight although it is not fully saturated. Our general conclusion, based on the argument in Eq. (6), about the memory effects reducing the lower bound of the memory-assisted entropic uncertainty relation can also be easily observed to hold here.
In conclusion, considering a realistic setting where Bob's memory particle B is an open system interacting with an external environment E, we have established a connection between the memory effects emerging during the dynamics and the lower bound of the uncertainty of two observables measured on Alice's system. We have demonstrated that memory effects, which have their roots in the non-Markovian features of the dynamical map, can be straightforwardly used to dimin-ish the lower bound of the uncertainty relation. Furthermore, this reduction might in turn reduce Bob's total amount of ignorance about the outcomes of the measurements in Q and R bases on Alice's part, as demonstrated in two examples, namely, for dephasing and relaxation models.
While specific results have been obtained in the literature on the effect of noise to the memory-assisted entropic uncertainty relation, even for some non-Markovian models [31] , we stress that our treatment provides a connection between the lower bound of uncertainty and the memory effects by means of an information theoretic definition of non-Markovianity. Thus, it is completely general and holds independently of any specific model for open quantum systems.
