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Abstract
Control of Coulomb-induced emittance growth in charged particle beams is of
critical importance for applications including electron and ion microscopy, injec-
tors for particle accelerators and in ultrafast electron diffraction, where Coulomb
effects constrain the temporal and spatial imaging resolution. The development
of techniques to prevent space-charge and disorder-induced emittance growth has
been limited by the masking effect of thermal diffusion in conventional beams. In
this thesis it is shown that ion bunches from a cold-atom electron and ion source
can be used to observe the effects of intrabeam Coulomb interactions with un-
precedented detail. Experiments are performed using nanosecond-duration cold
ion bunches, which provide data for analogous ultrafast electron systems where
the dynamics occur on timescales too short for detailed observation.
Cold ion bunches were produced by photoionising a laser-cooled gas. The
intensity profile of the photoionising lasers was controlled using a spatial light
modulator, which allowed for shaping of the spatial charge density distribution
of the ion bunches. Nonlinear space-charge expansion dynamics were observed
in the propagation of the ion bunches. Certain aspects of the observed dynam-
ics were inconsistent with initial modelling attempts. In particular, high-density
rings were formed in the transverse density distribution, which were not pre-
dicted in particle tracking simulations for the calculated initial ion distributions.
Through detailed modelling, it was determined that the rings form in the in-
teraction of the expanding ion beam with a diffuse ‘fluorescence halo’ of ions.
The fluorescence halos were formed by reabsorption of fluoresced light from the
sequential photoexcitation and ionisation process. Modelling of the photoexci-
tation process and particle-tracking simulations reproduced the experimentally
observed beam dynamics, confirming the hypothesis of halo formation. The non-
linear transformation of the beam density profile leading to the formation of the
fluorescence halo rings is indicative of loss of beam coherence. The fluorescence
halo rings were suppressed by controlling the duration of laser overlap during
photoionisation, where a shorter overlap reduces the time available for absorp-
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tion of fluorescence. Fluorescence halo rings are an issue specific to atomic-gas
based sources, but serve as an example of a nonlinear space-charge effect that
is observable only because of the non-diffusive cold propagation of the ions. Ef-
forts towards reconstruction of the beam dynamics leading to the ring formation
were used to show that the cold ion bunches can be used as a platform to ob-
serve space-charge dominated beam dynamics in analogue of high-brightness and
ultrafast electron beams.
The cold ion beams were then used as a platform to investigate methods to
overcome space-charge-induced beam-quality limitations. Modelling and exper-
imental efforts were contributed to proof-of-principle experiments that demon-
strated linearisation of the space-charge effects through beam-shaping. The ion
bunches were shaped to uniform transverse distributions to linearise the internal
electric field, suppressing the nonlinear space-charge effect. Improvements to the
focusing properties of the shaped ion beams were measured, as compared to un-
shaped bunches, directly demonstrating improvement of beam quality through
beam shaping for the first time in any charged particle beam.
Beyond the linearisable space-charge effects are statistical disorder-induced
heating (DIH) effects, which set lower-bound achievability limits on particle beam
temperature. Models of the DIH process were used to predict the degree to which
DIH can be suppressed in cold ion bunches by introducing interparticle spatial
correlations in the cold atoms prior to ionisation. Two different methods of
introducing correlations were modelled: first, by exploiting the Rydberg blockade
effect in the photoexcitation process to excite and ionise atoms with hard-sphere
type spatial correlations limited by close-packing effects; and second, by loading
the atoms into optical lattices, which have crystalline structural correlations,
limited by partial-filling effects. The models predicted that the heating can be
significantly suppressed in the cold ion bunches for experimentally achievable
degrees of spatial correlation using either of the two correlation methods.
Excitation of Rydberg atoms was implemented in the cold-atom ion source,
towards achieving the improvement of beam quality predicted by the DIH mod-
elling. Spectroscopy based on electromagnetically-induced transparency was
used to tune photoionising lasers to resonance with Rydberg states. A method
was presented for suppressing the formation of fluorescence halos during Rydberg
excitation, by using intermediate-state-decoupled stimulated Raman adiabatic
passage to excite Rydberg atoms while bypassing population of the fluorescent
intermediate state in sequential (ladder) photoexcitation. Measurements of the
blockaded photoexcitation dynamics of the Rydberg ion bunches established the
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presence of spatial correlations, to a degree consistent with a sevenfold increase
in beam brightness compared to a disordered distribution, according to the DIH
models.
The models, simulations, methods and measurements presented in this thesis
guide the development of charged particle beams towards attaining the necessary
coherence, focusability, and brightness to perform single-shot ultrafast electron
diffraction of biological molecules. In a surprising twist, slow atoms may underpin
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electron and ion source, and its limitations due to intrabeam Coulomb interac-
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with later significant modifications and upgrades by CTP, BMS and RWS.
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beam laser shaping, and conducted simulations based upon original code pro-
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cusability in cold ions, as established in Sec. 2.1. The work described in Sec. 2.2
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sis, I contributed to the design of the experiments, calculations of beam shape
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ion source. Section 4.1 describes the excitation of Rydberg atoms in the ion
source, in which I performed calculations of laser frequencies and modelling of
the electromagnetically-induced transparency effect, which was implemented in
a spectroscopy system that I, RJT and BMS constructed. Section 4.2 details
investigations of the Rydberg blockade effect in the cold ion bunches, in which
I performed calculations of the blockade dynamics and degrees of correlation,
and performed experiments with RJT and BMS. Section 4.3 describes a method
for preventing formation of the fluorescence halos described earlier (Sec. 2.1)
based upon stimulated Raman adiabatic passage, in which I present my original
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myself and RJT. BMS performed the calculations of the transfer efficiencies and
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Charged particle beams underpin progress in many areas of the physical sciences,
with applications ranging from high-resolution imaging of biological molecules,
to the production and investigation of exotic particles in high-energy collider
experiments. Each application is limited by the achievable quality of its charged
particle beam, which is in turn fundamentally limited by the charged nature of
its particles. This introductory chapter outlines the development of cold-atom
based sources of charged particles in which low beam temperature leads to high
beam quality, approaching the fundamental limit due to interparticle Coulomb
interactions.
1.1 Charged particle beam applications
Beams of electrons and ions have applications for a wide range of beam energies
and beam durations. At the low energy scale are focused ion beams and elec-
tron microscopes, operating in the 100 keV range with continuous beam current.
Focused ion beams are used to manipulate and image matter at the nanometre
scale, and are a key system in the semiconductor industry, which requires con-
tinually decreasing focal sizes for the miniaturisation of circuit components [7].
State of the art electron cryomicroscopy is used in the structural determination
of single biological molecules and proteins for drug design in the pharmaceuti-
cals industry [8, 9]. To achieve atomic resolution, electron and ion microscopes
typically image static samples using continuous exposure to the beam, with long
exposure times, limiting their applicability to the imaging of dynamic processes.
The ‘holy grail’ of imaging is ultrafast single-shot coherent diffraction of dy-
namic structural changes of single molecules. Progress towards this goal has been
1
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made using x-ray free-electron lasers [10], which use high-energy bunched elec-
tron beams to produce quasi-coherent x-ray light pulses. The scientific paradigm
of research into ultrafast atomic-resolution imaging using electron beams, on the
other hand, is the development of stroboscopic single-electron diffraction [11–13].
Developments towards ultrafast imaging have been made using short-duration
electron bunches [14, 15], but at present these electron sources have insufficient
phase-space density for single-molecule and single-shot imaging. The coherence
of bunched electron beams is ultimately limited by the self-field interactions of
electrons within the beam, where inter-electron scattering and repulsion can turn
a coherent wavefield, akin to a laser beam, into an incoherent wavefield, as from
a lightbulb [16].
1.2 Beam emittance considerations
The common desirable quality of charged particle beams in each of their appli-
cations is that the beams are highly focusable. Focusability determines probe
size for electron and ion microscopes, and is equivalent to (and a result of) beam
coherence for electron diffraction, synchrotrons and x-ray free-electron lasers.
The focusability of a charged particle beam is determined by its beam emit-
tance. Emittance is the area of a beam’s transverse axial position and velocity
phase-space profile. In analogy with light optics, charged particle optics can be
described as performing linear transformations on beam phase-space [17,18]. Fo-
cusing of an expanding beam by a lens, for example, corresponds to a reflection
in a transverse beam velocity axis as illustrated in Fig. 1.1. A beam with un-
correlated spread in its particles’ positions and transverse velocities has limited
focusability. Arbitrarily small focal spot sizes can be achieved only for beams
with a linear relationship between their particles’ axial position and velocity, and
thus zero phase-space area.
The phase-space area occupied by a beam can be quantified by its emittance,





⟨x2µ⟩⟨v2µ⟩ − ⟨xµvµ⟩2 (1.1)
in each spatial axis µ, where c is the speed of light and the delimiters ⟨ ⟩ denote
averages over the beam particles for quantities involving the µ-axis components
of the particle positions, xµ, and velocities vµ.
For an axis µ orthogonal to the direction of beam propagation with a beam-




















Figure 1.1: Beam phase-space, emittance and focusability. Left: A beam with a linear
transverse position and velocity phase space profile and zero emittance, that can be
focused to an arbitrarily small spot size, given an aberration-free linear lens. Right:
A beam with nonlinear phase-space profile, which cannot be focused by the linear-
transformation to its profile imparted by the lens.







1 − r2xµ,vµ , (1.2)
which uses the RMS beam size σxµ =
√
⟨x2µ⟩ − ⟨xµ⟩2, transverse velocity spread
σvµ =
√
⟨v2µ⟩ − ⟨vµ⟩2 and the Pearson product-moment correlation coefficient
measuring the linearity of the phase space profile
rxµ,vµ =
∑N (xµ − ⟨xµ⟩) (vµ − ⟨vµ⟩)√∑N (xµ − ⟨xµ⟩)2√∑N (vµ − ⟨vµ⟩)2 , (1.3)
where the sums are taken over the xµ and vµ quantities of all N particles in the





for the chosen coordinates.
Transverse emittance has units of m·rad, where division of the transverse
beam velocity spread by the normalisation factor c gives the angular spread
for a beam travelling at c using a small-angle approximation. The transverse
emittance thereby determines the minimum achievable focal spot size for a beam.
At a beam waist, rxµ,vµ = 0, as there is no correlation between transverse position
and velocity, as shown in Fig. 1.1, so that the emittance becomes the product of
the normalised angular divergence (i.e. focusing angle) and beam size.
In the absence of nonlinear electric fields, for example lens aberrations that
would distort the distribution in phase-space, beam emittance is a conserved
quantity determined by the emission area and uncorrelated velocity spread (i.e.
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temperature) of the particle source. By defining a reduced velocity spread
σ̃vµ = σvµ
√
1 − r2xµ,vµ (1.5)













The axial temperature is equal to the emission temperature at the source, prior
to expansion, and represents the uncorrelated component of the velocity spread.
Minimisation of source emittance to achieve narrow focal spot sizes therefore
requires small emission area or low emission temperature.
Low emittance and high focusability is achieved in electron microscopes using
field-emission sources, which emit electrons from a very small emission area at
the tip of a sharpened tungsten needle [19]. Focused ion beams achieve small spot
sizes using field-emission liquid metal ion sources, which emit ions from a metallic
needle ‘wick’ drawing liquid metal, typically gallium, to its tip [7]. Field-emission
sources provide beams with the high focusability required for static imaging, or
for ultrafast stroboscopic imaging [20], but have limited current and are unable
to produce bunched beams required for single-shot imaging, due to the small
emission area.
Ultrafast single-shot diffraction studies using electron beams, synchrotron
light sources and free-electron lasers require high-current, short-duration elec-
tron bunches. These applications typically use photocathode sources that emit
electrons at high temperature over large areas, therefore having high emittance
and poor source-limited coherence [21, 22]. Applications requiring bunches of
ions, for example mass spectrometers and particle collider experiments, use
high-temperature plasma-based ion sources [23,24]. Plasma sources produce ion
bunches by ionisation of a solid or gas by electron impact, laser or field ionisation,
resulting in high temperature and limited focusability.
The common figure of merit for beams requiring high current and low emit-
tance is the transverse beam brightness, the beam flux density per unit solid
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where x and y denote axes orthogonal to the beam propagation axis, z. The
brightness of bunched beams is limited by the properties of conventional electron
and ion sources, in that to achieve high current and short duration requires both
high temperature and large emission area, and thus high emittance. Furthermore,
at high charge densities Coulomb interactions can cause heating of a beam after
its creation, and thus emittance growth.
1.3 Intrabeam Coulomb effects
At high charge densities, required for time-resolved imaging and beam focusing,
the interactions between the charged particles affect beam behaviour in ways that
do not occur in light-beams. For a system of N charged particles with positions
xi, masses mi and charges qi, where the index i ∈ {1, 2, ..., N} denotes quantities











where ε0 is the permittivity of free space. Repulsive interactions in a charged
particle beam lead to beam expansion, increasing the focal spot size and beam
duration, and while doing so can cause emittance growth, limiting the ability for
charged-particle optics to refocus the beam [26].
The degree to which Coulomb interactions impact beam behaviour can be





the distance over which thermal motion is unperturbed by Coulomb interactions,







which is the characteristic frequency at which particle trajectories are deflected
due to Coulomb interactions within a plasma of particle number density n. With
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substitution of Eq. 1.6 and 1.11 into Eq. 1.10, λD can be written in terms of axial






A beam of transverse RMS size σxµ is said to be thermally dominated when λD >
σxµ , as thermal motion of the particles is unperturbed by Coulomb interactions
over the length scale of the beam size. At low beam temperatures, high beam
densities or small transverse beam sizes the Coulomb interactions occur in two
distinct classes: space-charge effects and statistical-Coulomb effects.
1.3.1 Space-charge effects
When λD < σxµ beam behaviour is space-charge dominated, as the motion of
individual particles is strongly perturbed by the spatial charge density of the
beam. The evolution of a space-charge dominated beam is dependent on its
shape, where density non-uniformities lead to nonlinearities in the space-charge
fields and thus to emittance growth. Approximating the beam with a smooth,
continuous charge density ρ allows calculation of the electric field E via Gauss’s
law
∇ · E = ρ
ε0
. (1.13)
An example of a density distribution with nonlinear internal fields is a three-
dimensional (3D) Gaussian, which could result from thermal diffusion of particles
from their source or, for photocathodes, the Gaussian intensity distribution of the
laser that induces electron emission. The electric field within a three-dimensional
(3D) Gaussian distribution containing charge Q with equal RMS sizes in each
axis, σxi = σxj = σxk ≡ σx, at a position x = xîi + xj ĵ + xkk̂, where î, ĵ and k̂



















The nonlinear relationship between the electric field strength and particle posi-
tion (illustrated in Fig. 1.2) for a Gaussian distribution leads to nonlinear distor-
tion of the phase-space profile, and emittance growth.
In contrast to a Gaussian distribution, a uniformly-filled spherical distribution
has a linear internal electric field. For a sphere containing charge Q with RMS
size σx in each dimension (i.e. within a spherical boundary of radius
√
5 σx), the
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Figure 1.2: Electric field strength within 3D Gaussian and spherical charge distribu-
tions of equal charge and equal RMS bunch size σx in each dimension. The red-to-white
colour map for the Gaussian curve indicates the relative charge density for the radial
position in the horizontal plot axis.







5σx. Spherical distributions also have a unique property that the com-
ponent of the electric field along an axis î, Ei = Qxi/(4πε05
3/2σ3x) î, is dependent
only on the axial position xi and not on the positions in the other orthogonal
axes, xj and xk. Together, the axial independence and field linearity lead to
emittance conservation and self-similar expansion. These properties generalise
to ellipsoidal distributions, which have unequal RMS sizes in each dimension.
Hard-edged, uniformly-filled, three-dimensional ellipsoidal distributions are the
theoretically ideal distributions for a bunched beam [27], but their creation is
challenging because conventional photocathode or field-emission sources are two-
dimensional emitters.
Luiten et al. [28] proposed a method for the creation of ellipsoidal bunches in
photocathode sources, through shaping of the laser intensity profile and therefore








where r is the transverse radial coordinate, and R is the radial extent of the
pancake in the transverse plane. The pancake distribution is a two-dimensional
projection of a three-dimensional ellipsoid. When a pancake-distributed bunch
is created and accelerated in a short time, so that its length along the propa-
gation direction is small compared to its transverse radius, simulations showed
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expansion into a three-dimensional ellipsoid with linear space-charge forces and
minimal emittance growth. Another related technique for creating ellipsoidal
bunches is the temporal shaping of the laser pulse intensity to create a ‘cigar’
bunch, with a parabolic temporal profile






where τ is the full temporal length of the laser pulse, and with a transverse laser
beam size much less than the longitudinal beam length cτ so that the electron
bunch also is longer than it is wide. Cigars, like pancakes, are a projection
of the 3D ellipsoidal distribution, but onto a one-dimensional line in the beam
propagation direction, and also expand under space-charge forces to form full
ellipsoids.
Pancake and cigar bunches have since been created in photocathode electron
sources [29–33], but the predicted improvements in brightness associated with the
technique have so far not been measured. Conventional sources produce electron
bunches which are too hot for nonlinear space-charge effects to be observed in
isolation from thermal effects. Space-charge effects are predicted to become the
limiting factor for improvements to source brightness, and so it is necessary
to conduct proof-of-principle experiments to establish and refine bunch-shaping
techniques.
1.3.2 Statistical Coulomb effects
At extremely low beam temperatures, when the Debye length λD is less than the







particle trajectories are perturbed more by the fields of their nearest-neighbour
particles than by the space-charge fields. Beam behaviour in this case is domi-
nated by statistical effects depending on the degree of interparticle spatial corre-
lations.
In electron microscopes and focused ion beams, particles are emitted from a
small region at a field-emitting tip, producing a beam with narrow transverse
size but random longitudinal particle separation due to the uncorrelated emission
times. The irregularity of the separations leads to unpredictable interparticle
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scattering, broadening the beam energy spread and spot size at the beam focus,
and limitation of the usable beam current [34].
At the high beam densities required for ultrafast, single-shot diffraction and
for injection into particle accelerators, disorder-induced heating (DIH) at the
beam source limits the achievable beam brightness [35]. Particles emitted into a
vacuum with uncorrelated positions repel each other to minimise their interparti-
cle potential energy, gaining thermal kinetic energy and increasing the beam emit-
tance. In a conventional particle source, such as a photocathode electron source,
DIH is negligible compared to space charge effects due to the non-uniformity of
the charge distribution, and to thermal effects due to the initially high source
temperatures. But, because of DIH, efforts to reduce photocathode emittance
by decreasing the source temperature and space-charge nonlinearity will be fun-
damentally limited by source disorder. Maxson et al. [36] wrote:
‘...we expect disorder induced heating to become a major limit-
ing factor in the next generation of photoemission sources delivering
dense bunches and employing ultra-cold photoemitters... The full de-
gree to which the effects of DIH can be mitigated remains an open
question.’
To overcome the limitations imposed by DIH, it would be necessary to create a
beam without disorder in the initial spatial distribution of its particles, which is
presently beyond the capability of photocathode electron sources. Demonstrat-
ing the suppression of DIH and space-charge-induced emittance growth would
therefore be a major milestone in the development of charged-particle beam
sources. Progress towards such a demonstration, using a cold-atom ion source,
is the major outcome of this thesis.
1.4 Cold-atom electron and ion sources
The cold-atom electron and ion source (CAEIS) was first proposed in 2005 as a
method of producing high coherence ultrafast electron bunches [37] and focus-
able ions [38], using low emission temperature to achieve low emittance. These
sources are based upon the photoionisation of a laser-cooled gas to produce an
ultracold plasma (UCP), from which an electron or ion beam is extracted us-
ing an accelerating electric field. Control over the laser and atom interaction
gives control over the beam temperature and emittance, providing the potential





















Figure 1.3: Production of cold electron and ion bunches by photoionisation of a
laser-cooled gas. Neutral atoms (centre) are laser-cooled with counter-propagating
resonance-detuned beams. Two-colour photoionisation produces ultracold plasma
(UCP) at the spatial overlap of the two lasers. Charged electrodes accelerate the
electron or ion bunches. Adapted from Ref. [39]
for control of the source distribution and correlations to suppress the emittance
growth associated with intrabeam Coulomb interactions.
1.4.1 Ultracold plasma
Ultracold plasmas are created by photoionising low-temperature gases [40]. Laser
cooling and trapping techniques [41] produce cold atomic gases below 1 mK,
which are ionised by laser fields coupling the atoms to near the energy threshold
for ionisation. The small excess energy imparted by the ionising laser results
in a plasma with electron and ion temperatures on the order of 10 K and 1 mK
respectively. UCPs can be used as a source of electron or ion beams with low
emittance.
UCPs access the strongly-coupled regime of plasma physics, which occurs
elsewhere only in astrophysical environments [42]. Strong coupling occurs when
inter-particle Coulomb potential energies exceed the thermal energy, leading to
particle localisation and collective behavioural effects within the plasma. Achiev-
ing strong coupling in UCP is prevented by plasma heating effects, in particular
DIH, which was described for UCPs before it was predicted to affect charged
particle beams [43]. DIH limits the beam quality of UCP-based electron and
ion beams which, due to their low initial temperatures, fall into the regime of
statistical-Coulomb-effect-dominated beam behaviour. Efforts to induce correla-
tions into the initial spatial distributions of the plasma have been predicted to
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reduce the DIH effect [44], but the reduction has not been observed experimen-
tally.
See Ref. [45] for a recent review of ultracold neutral plasma research.
1.4.2 Ultracold electron beams
Electrons extracted from UCP have bunch durations determined by the duration
of the ionising laser, allowing for ultrafast emission suitable for ultrafast diffrac-
tion imaging [37]. A typical setup for an ultracold electron beam source is shown
in Fig 1.3, which uses a two-step process to ionise the cold atoms. Ionisation
occurs at the overlap of the photo-exciting and photo-ionising lasers, providing
control of the initial source distribution. If the laser energies are tuned to excite
the atom near to the ionisation threshold then only small, controllable amounts
of excess thermal energy are imparted to the photoelectron and the ion, resulting
in a beam with small energy spread and thus low temperature and emittance.
Experiments have characterised the high coherence [46] and short duration
[47, 48] of UCP-based electron beams, and have demonstrated ultrafast and
single-shot diffraction from crystalline samples [49, 50]. Diffraction imaging of
non-crystalline, single-molecule samples requires increased electron beam density,
which would lead to emittance growth and loss of coherence through intrabeam
Coulomb effects. Techniques have been developed to produce arbitrarily-shaped
three-dimensional bunches in cold-atom electron sources, to reduce space-charge
induced emittance growth [39]. At present however, space-charge effects have not
been observed in cold electron beams due to the low charge density of the elec-
tron bunches at the source. Further work is therefore needed to demonstrate the
suppression of nonlinear space-charge effects using cold atom electron sources.
See Ref. [51] for a recent review of cold electron beam research.
1.4.3 Ultracold ion beams
Ion beams extracted from cold-atom trap sources have small focal spot sizes
appropriate for ion microscopy [37, 38]. The wide range of atoms that can be
laser cooled allows for choice of ions of different masses and properties, unlike
conventional focused-ion beam sources which are typically limited to gallium
from liquid metal sources [7] and, more recently, helium from gas field ionisation
sources [52]. Lithium ions from cold-atom sources, for example, have been used
for microscopy where the low ion mass provides imaging with reduced sample
12 Chapter 1. Introduction
damage [53]. Cold-atom-based caesium ion beams, on the other hand, have a
higher ion mass, and can be used for nanoscale machining and manipulation [54].
Focused ion beam imaging, deposition and machining applications do not
typically require time resolution, and so utilise continuous beams rather than
pulsed bunches to limit beam charge density, in order to avoid space-charge
expansion effects. Cold ion sources operating in continuous mode experience en-
ergy broadening from the statistical Coulomb effects associated with the random
longitudinal particle separations [55]. Short-duration pulsed ion beams have
industrial applications at high beam energies [56] and to the measurement of
chemical processes [57]. Bunched ion beams extracted from a cold atom source
would be space-charge dominated, and have been predicted to exhibit strong
space-charge interactions [58]. This thesis establishes the cold-atom ion source
as a platform for the investigation of space-charge and disorder-induced heat-
ing effects in analogue to ultrafast electron beams used for imaging of dynamic
processes.
See Ref. [59] for a recent review of cold ion beam research.
1.5 Thesis outline
Coulomb interactions limit the brightness of charged particle beams. Control-
ling the effects of nonlinear beam expansion (space charge) and disordered inter-
particle scattering is of critical importance for applications ranging from ultrafast
electron diffraction to injectors for particle accelerators. In this thesis it is shown
that ultra-cold ion bunches extracted from laser-cooled atoms can be used to ob-
serve the effects of intrabeam Coulomb interactions with unprecedented detail.
This detail allows for the investigation of the fundamental limitations to charged-
particle beam quality from Coulomb effects, and the development and testing of
techniques to overcome the limitations. Arbitrarily shaped bunches are created
to reverse the space-charge problem, and excitation of Rydberg-blockaded or
optical-lattice correlated atoms prior to ionisation reduces the disorder-induced
heating effect. The University of Melbourne cold-atom electron source is used to
produce the ion bunches for this study. Details of the construction and design
of the source can be found in the PhD theses of its developers [60–63]; the ap-
paratus and its operation is discussed in this thesis when relevant to the work
presented.
Chapter 2 presents a study of the space-charge effect in cold ion bunches,
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including detailed observations of the beam dynamics and suppression of space-
charge induced emittance growth through beam shaping. It is shown that the
higher mass of ions compared to electrons produced with the same source con-
figuration leads to a mass/time/energy scaling that makes the study of cold,
low-energy, moderate-duration, high-mass ion bunches applicable as a direct be-
havioural analogue to high-energy, high-temperature, ultrafast electron bunches.
The low temperature of the ions is shown to allow for detailed observation of
space-charge effects, free from the masking effects of thermal diffusion present
in conventional sources. The detailed experimental observations reveal complex
interactions that nonlinearly transform the beam shape, which are found to de-
pend on the atom-laser interaction, closely matching simulations and modelling of
the photoionisation and beam-propagation processes. Beam-shaping techniques
are then used to make experimental measurement of reduction of space-charge
induced emittance growth for shaped bunches compared to unshaped bunches,
which are the first such measurements with any particle beam source.
Chapter 3 investigates the disorder-induced heating effect in ultracold ion
bunches. As established in chapter 2, ion bunches are used as a behavioural
analogue of ultrafast electron bunches. A comprehensive N -body ‘molecular-
dynamics’ simulation is developed to study disorder-induced heating, with theo-
retical calculations of the thermal equilibration of an initially disordered system
of ions. Two different methods for the suppression of disorder-induced heating
are then investigated, based on spatially-correlated ions created by ionisation of:
i. a blockaded Rydberg gas, where the inter-atomic interactions of highly-
excited states establish a minimum separation between the ions; and
ii. atoms in an optical lattice, which would be completely ordered except for
lattice vacancies which introduce disorder.
The suppression of disorder-induced heating is quantified in each case, depend-
ing on the degree of correlation, which is discussed in terms of experimental
achievability and measurability.
Chapter 4 demonstrates the production of Rydberg-blockaded ion bunches,
towards suppression of disorder-induced heating. A laser system and Rydberg
spectroscopy system are developed, and used to coherently excite ions to tar-
geted Rydberg states. Inference of the degree of interparticle correlation is then
made by measurement of the excitation blockade effect. Methods of coherent
population transfer to Rydberg states are implemented in the cold-atom source,
showing high excitation transfer efficiency.
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In summary, this work determines limits to beam quality for new cold atom
electron and ion sources in terms of the particle spatial distributions on macro-
scopic (beam shape) and microscopic (spatial correlation) scales. Techniques are
developed and demonstrated towards suppression of the deleterious aspects of
intrabeam Coulomb effects, which otherwise present fundamental limitations to
the future development of charged particle beam sources.
Chapter 2
Cold ion beam platform for
measuring space-charge effects
The studies presented in this chapter were published as Ref. [1] (Appendix A.1)
and Ref. [5] (Appendix A.5).
Coulomb interactions can lead to instabilities and emittance growth in charged
particle beams, limiting the ultimate utility of electron and ion microscopes [7,
64] and high energy particle accelerators [65]. In ultrafast electron diffraction
(UED) [15, 66, 67], space-charge effects constrain the capacity to obtain diffrac-
tion information [68, 69]. For example, in bunches containing just 18 electrons,
Coulomb repulsion was shown to increase the bunch duration by 50% and energy
spread sevenfold [70]. For strongly coupled systems, Coulomb interactions medi-
ate interesting collective effects including the formation of Wigner crystals [71],
self-organisation [72] and shockwave phenomena [73–75]. Although the underly-
ing physics of the two-particle Coulomb interaction is simple, the behaviour of
beams with complicated spatial and temporal structure can be difficult to pre-
dict. Particle trajectory calculations are straightforward for a few particles or
even a few million, but become intractable for high-density high-current systems.
The development of useful models of self-field effects has been limited by a lack
of detailed comparative experimental data where the space-charge and thermal
effects are clearly distinguishable.
In this chapter the cold-atom ion source is established as a platform for the
study of space-charge effects. The measurements with ions are directly analogous
to high energy and ultrafast electron beams. Detailed space-charge dynamics are
observed in the evolution of freely expanding bunches with complex initial dis-
tributions. The unique capability of cold-atom sources to produce arbitrarily
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shaped and three-dimensional bunch charge distributions is then used to make
measurements of the improved brightness for uniform ellipsoidal bunches as com-
pared to Gaussian bunches.
2.1 Detailed observation of space-charge dynam-
ics
Cold charged particle sources based on near-threshold photoionisation of laser-
cooled atoms [37–40] produce electrons and ions with temperatures as low as a
few kelvin and millikelvin respectively, allowing detailed investigation of self-field
and strong coupling effects. The ability to arbitrarily shape the initial charged
particle distribution [39] enables flexible investigation of the spatial dependence
of interparticle dynamics.
Pioneering work with cold electron bunches found evidence of space charge
effects [58, 76] without clear observation of the nonlinear bunch transformation
associated with emittance growth. The role of Coulomb interactions in cold ion
beams has been studied in detail for continuous-mode low charge density oper-
ation [55, 77, 78], but not in pulsed mode where space-charge effects would be
present. This section presents an investigation of space-charge effects in arbitrar-
ily shaped nanosecond duration cold ion bunches produced by near-threshold
photoionisation of laser-cooled atoms, to gain insight into the effects that would
be present in ultrafast cold electron bunches.
The effects of space-charge interactions are enhanced in ion bunches com-
pared to electron bunches. Due to their high mass, they have comparatively low
velocities and hence retain a high charge density following the ionisation. The
ion temperature is also three to four orders of magnitude lower, allowing dis-
tinct measurement of space-charge effects without significant loss of detail due
to thermal diffusion.
During an ionising laser pulse of time ti in the static electric field of the
accelerator, the ion bunch will grow longitudinally as the ions are produced.
The elongation of the ion bunch is, however, less than that of an electron bunch
created over the same duration due to the larger ion mass. The laser-pulse
duration te that would produce an electron bunch of equivalent length to an ion































Figure 2.1: (a) Cold rubidium atoms are prepared in a magneto-optical trap. Ions are
produced by two-colour near-threshold photoionisation. The cold ions are accelerated
by a static electric field before drifting 21.5 cm or 70 cm in a zero field region to an
imaging detector to record their transverse spatial profile. (b) Ion bunch transverse
spatial distribution; density shown in false colour. (c) Rubidium energy levels with
optical couplings labelled by the Rabi rates Ω, decay rates Γ and schematic transverse
laser intensity profiles, for relevant states in the two-colour ionisation process.
where me,i are the electron and ion mass. The visibility of the space-charge effect
is enhanced in ions compared to that in the equivalent-time electron bunches
because the ion temperature remains low, with the excess ionisation energy
predominantly transferred to the photoelectrons. Thus, rubidium ion bunches
(mi = 1.41 × 10−25 kg) created with ionisation pulse durations of a few nanosec-
onds demonstrate space-charge effects equivalent to those in electron bunches
created on picosecond timescales, but without thermal diffusion that has pre-
vented observation of those effects [47,48].
In addition to the mass-scaling of equivalent bunch durations, beam evolution
is also determined by the beam temperature, energy and density. For a beam
propagating over a set distance with particle kinetic energy Ek, the degree of
Coulomb expansion is proportional to
√
m/n′Ek (excluding relativistic time di-
lation effects), where n′ is the initial particle density. The thermal Debye length
λD (Eq. 1.10), which measures the relative contribution of space-charge effects
compared to thermal effects in beam evolution, is proportional to the tempera-
ture and initial density as
√
T/n′. Therefore, the low energy, low temperature,
low density, long duration and high mass pulsed ion beams from a CAEIS pro-
vide observational data for space-charge effects analogous to high energy, high
temperature, high density, ultrafast and low mass electron sources.
2.1.1 Experimental methods and observations
Ion bunches were formed by photoionisation of an ensemble of laser-cooled ru-
bidium atoms in a magneto-optical trap (MOT) (Fig. 2.1). The MOT was
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5mm
Figure 2.2: Ion beam transverse density profiles projected through the axis of propa-
gation, measured 70 cm (10.8µs) from the source, each with initial transverse distribu-
tions of 100µm diameter but different bunch charge. The bunch charge was increased
with increased laser powers of 6 nW, 38 nW, 140 nW, 410 nW, 1.4µW and 2.7µW (left
to right), causing space charge expansion and nonlinear transformation of the bunch
profile. At higher charges, a dense ring formed at the edge of the expanding bunches.
loaded from an effusive oven source and a Zeeman slower [79], collecting neu-
tral rubidium-85 atoms at a temperature of 70µK in a region approximately
5 mm in diameter, with a peak number density of 1.2 × 1010 cm−3. The atoms
were ionised by two-step, near-threshold photoionisation. The two-colour ioni-
sation process allows ions to be created in an arbitrary spatial charge density
distribution [39]. A λ = 780 nm laser beam was used to drive the first step exci-
tation transition. This beam consisted of two laser frequencies, with 900µW of
power tuned to the 52S1/2(F = 3) → 52P3/2(F = 4) transition and 100µW acting
as a repumper on the 52S1/2(F = 2) → 52P3/2(F = 3) transition. The excitation
laser beam intensity profile was shaped with a spatial light modulator (SLM) to
control the spatial distribution of the intermediate excited-state atoms in two
dimensions. Atoms in the 5P state were further excited to an energy level equiv-
alent to a Rydberg state with principal quantum number n = 30 that undergoes
field-ionisation due to the accelerator electric field. The Rydberg-coupling laser
pulse had a wavelength of λ = 480 nm, a power of 2 − 6 mJ and a duration of
of 5 ns, focused to a ribbon of 100µm×8 mm full width at half maximum propa-
gated perpendicularly to the excitation laser beam, thereby defining the profile
of the ions along the direction of ion propagation. Control of the bunch charge
was varied by changing the excitation laser beam power.
The atoms were excited and ionised in a static electric field of 20−80 kV m−1
between a pair of parallel plate electrodes. During and shortly after ionisation,
heating processes such as disorder-induced heating increase the ion temperature
to a few millikelvin [80]. The ion bunches were accelerated over a distance
of 2.5 cm, subsequently traversing an aperture in the grounded electrode that
expands the beam due to the lensing effect of the divergent electric field [81].
The expanding ion bunches then drifted in a field-free region for 21.5 cm (Fig.
2.3) or 70 cm (Fig. 2.2) to a phosphor-coupled microchannel plate, which was
imaged with a CCD camera to measure spatial charge density.
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Figure 2.2 shows experimentally measured projected ion bunch densities at
the MCP detector at a distance of 70 cm. The ion bunches were created with
a 100µm diameter excitation beam profile and accelerated to 2 keV. At low ex-
citation laser power (low bunch charge; left) the bunch is small at the detector,
indicating weak space-charge effects, with a measured distribution after propaga-
tion that matching the intensity profile of the excitation laser. With increasing
charge (right), rather than the simple expansion and loss of detail that might
be expected, Coulomb interactions accelerate the growth and induce nonlinear
transformation of the bunch structure.
High-density rings were observed surrounding the high-charge bunches. The
rings are visually similar to those formed by the interplay between self-fields
and external focusing elements in electron storage rings [82], but in this case are
found for all high-density initial distributions regardless of beam size and internal
profile. The rings are also suggestive of phase-space wave-breaking phenomena
which have been predicted for particle beams [83–85], and similar to shock-shell
formation predicted, but not yet experimentally observed, for Coulomb explosion
of strongly coupled plasmas formed from cold ions [74] and in laser-irradiated
nanoclusters [86–89].
A complex ion distribution was studied in detail as an example of the subtle
space-charge dynamics which can be observed. Figure 2.3 shows experimentally
measured projected ion bunch densities, for nine small closely-spaced ion bunches,
imaged 24 cm from the source at a bunch energy of 500 eV. Collective behaviour
was observed in the interactions between the ion bunches, resulting from the non-
linear space-charge fields. At low excitation laser power (low bunch charge; left
column) the measured distribution after propagation closely matches the inten-
sity profile of the excitation laser and original bunch shape. Increased laser power
and bunch charge induced nonlinear transformation of the beam charge density
due to Coulomb interactions within and between the bunches. In particular,
the expanding beams were observed to form high density layers at the bound-
aries of their collision formation, an effect not previously observed in studies of
merging electron beams from thermal sources [90]. The detail with which the
space-charge effects were observed enabled systematic testing and development
of a comprehensive model of the system including self-field effects, illustrating
the advantages of observation with minimal thermal diffusion effects.




Figure 2.3: Ion beam projected density profiles imaged 24 cm (7.9µs) from the source
region, for nine closely spaced bunches each of 100µm diameter. Upper: Experimen-
tally measured profiles for increasing bunch charge, showing increased expansion and
the emergence of high-density regions due to intrabeam space-charge effects. Left to
right: shaped excitation laser beam with total power of < 1µW, 70µW, 210µW,
340µW, 640µW and 980µW. Lower: Simulated bunch structure for ion bunches with
spatial profiles calculated as described in Sec. 2.1.2 with laser profile and powers as
used in the experimental images. Total bunch charges of 0C, 2 fC, 8 fC, 10 fC, 13 fC,
19 fC. The greyscale density profiles are normalised individually to maximise contrast.
2.1.2 Models and simulations to reconstruct beam dy-
namics
The evolution of the ion bunches was simulated using General Particle Tracer
(GPT) [91], a commercial modelling program that uses numerical solutions to
the equations of motion to propagate point particles through the known electro-
static fields in the accelerator structures and the dynamically evolving self-field of
the beam. The initial charge distributions were determined from the measured
laser spatial profiles by calculation of the atomic excitation. Initial attempts
to replicate the observed beam behaviour in simulation were unsuccessful. For
calculations of the ion distribution based on a two-level atom model [39] with
shaped λ = 780 nm excitation laser intensities, the simulations did not display
formation of the high-density rings (Fig. 2.2) or collision boundaries (Fig. 2.3).
A hint at the required alteration to the model came from the dependence
of the ion density on the excitation laser power. The two-level atom model
predicts saturation of the ion density for increasing excitation laser power, which
was not observed experimentally. The number of ions produced was inferred
from the degree of space-charge induced bunch expansion (Fig. 2.3). Saturation
of ion production was not observed even at several hundred times saturation
intensity for the 780 nm transition. A four-level model of the excitation and
ionisation process was developed, including field ionisation included as a loss
rate proportional to the population of the field-ionising state. The model is
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an extension from the two-level model, accounting for laser-induced transitions
from the ground to excited state during the 5 ns ionising laser pulse, such that
the ionisation fraction is not limited by the saturated excited-state fraction prior
to the ionisation-inducing laser pulse.
The atomic state was described with a four-state density matrix for the elec-
tronic ground and intermediate excited states, the resonant self-ionising state,
and the final ionised state. The states were coupled by laser fields with position
and time dependent intensities, and by spontaneous decay (see Fig. 2.1c). Field
ionisation was represented by rate Γ34 which was taken to be the electron orbital
frequency for the field-ionising state with principle quantum number n from the
Bohr model of the atom [92].









using the commutator [A,B] = AB − BA, where the subscripted indices are
associated with the atomic levels given in Fig. 2.1, and where ℏ is the reduced
Planck constant. The optical Bloch equations (OBEs) for the four-level system
were derived following standard approaches [93, 94], where the Hamiltonian for





0 Ω12 0 0
Ω12 0 Ω23 0
0 Ω23 0 0
0 0 0 0
 . (2.3)
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0 −ρ32 0 0






0 0 −ρ13 0
0 0 −ρ23 0
−ρ31 −ρ32 −2ρ33 −ρ34
0 0 −ρ43 2ρ33
 ,
(2.4)
where Γ21 = 38.117 × 106 s−1 is the excited to ground state decay rate [95]. The
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where Iij is the laser intensity coupling the i and j states, c is the speed of
light, ε0 is the permittivity of free space and ℏ is the reduced Planck constant.
The transition dipole matrix elements were d12 = 2.99ea0 for the 5S1/2 →5P3/2
excitation transition [95] and d23 = 0.04ea0 for the 5P3/2 →36D5/2 Rydberg
transition targeted by the ionisation laser [96] where e is the proton charge and
a0 is the Bohr radius. The laser intensity profile for the excitation beam was
measured with a CCD camera at an equivalent position to the atoms, and the
intensity profile for the ionisation beam was measured using a beam profiler. The
diagonal elements of the density matrix represent the atomic state populations.
The off-diagonal elements represent the coherences between the atomic states.
The OBEs were solved for ρ44, which gives the time dependent spatial charge-
density distribution function of the ion bunches.
The four-level model accounted for the non-saturating ion bunch number for
increasing laser power, but the calculated bunch distributions still did not dis-
play formation of the experimentally-observed high-density rings of Fig. 2.2, for
the known laser intensity distributions. Models of Coulomb explosion dynamics
for ultracold plasmas [74] and laser-irradiated nanoclusters [86] have predicted
density features similar in appearance to the rings observed in Fig. 2.2. In those
models, the density features form due to the expansion of charge at the centre
of a spatial density distribution into a less-dense ‘tail’ in the transverse radial
distribution. The particle tracking simulations were repeated with the addition
of a uniform low-density background of ions to the calculated ion density dis-
tribution. The repeated simulations showed formation of the rings, as observed
experimentally.
It was postulated that the diffuse ‘halo’ of background ions could be formed
by absorption of scattered excitation beam light, outside of the desired ionisa-
tion volume. To model the scattering of the light through the atom cloud, the
effects of fluorescence and reabsorption of the quasi-continuous excitation beam
were included in the four-level model, using a first-order single-scattering ap-
proximation. As illustrated in Fig. 2.4, a background of ions is formed by the
re-emission (fluorescence) of λ = 780 nm photons by the excited atoms in the
beam ‘core’. The fluoresced light is then reabsorbed by atoms outside of the
beam core, forming a ‘halo’ of background ions. Assuming steady-state condi-
tions prior to the ionising laser pulse, the spatial profile of the core of atoms
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Figure 2.4: Diffuse ion halo formation by excitation fluorescence. i. The long-duration
shaped excitation beam creates a beam ‘core’ of excited atoms, which spontaneously
re-emit their excitation laser photons. The fluoresced light is reabsorbed outside of
the beam core by other atoms in the cloud, creating a diffuse ‘halo’ of excited atoms.
ii. On the arrival of the ionisation laser pulse, which propagates orthogonally to the
excitation laser, both the core and halo are ionised. Expansion of the core into the
halo leads to formation of fluorescence halo rings.
excited by the λ = 780 nm laser, ρc22(x), was calculated from the laser intensity,







Excited atoms spontaneously emit photons at the natural decay rate Γ21, so the








assuming isotropic emission, where ℏω is the energy per photon and n(x) is the
number density distribution of the cold atom cloud. The scattered intensity is
then used to calculate the profile of beam-core fluorescence excitations, ρs22(x),
again using Eq. 2.6. The total density profile of excited state atoms at time
t = 0, prior to arrival of the λ = 480 nm laser beam, is then calculated in the
single-scattering approximation as




22(x)[0.5 − ρc22(x)], (2.8)
which accounts for depletion of atoms available for excitation by the λ = 780 nm
laser, up to the limit of saturation (ρ22 → 0.5). Equation 2.8 was used as the
initial conditions for the density matrix in the four-level model of ionisation, with
ρ11 = 1 − ρ22, and all other elements equal to zero.
The experimentally observed high-density rings that surround the ion bunches




















































Figure 2.5: (a) Measured and calculated radial dependence of the ion density. (b)
Logarithm of the ion phase space density, showing two orders of magnitude in density
from light to dark, for a single bunch of 18,000 cold ions at propagation distance and
time of 70 cm and 10.8µs. The formation of a shock front at the outer edge of the
bunch is illustrated by the caustic in the phase space distribution. Inset of (a) shows
typical measured density profile for a single bunch.
were reproduced in simulation for initial ion distributions that included the flu-
orescence halo. The total bunch charge was adjusted to optimise the agreement
between the propagated simulation and the measured density distribution. Simu-
lations were performed using a 3D particle mesh method to calculate the self-field,
and also by calculating the interactions between all ion pairs. The bunch evolu-
tion was identical for the two approaches, demonstrating bunch evolution that
was dominated by space-charge effects rather than statistical Coulomb effects
which would not be apparent with the mesh method. Figure 2.5a shows the
axially averaged radial distribution calculated for expanding ion bunches of the
same initial size but varying charge density, selected from the 38 nW, 140 nW,
410 nW and 2.7µW data presented in Fig. 2.2.
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The halo atoms excited by beam-core fluorescence decreases in density with
power-law dependence out to long distances compared to the beam-core radius.
Simulations including fluorescence halos provided detailed agreement with ex-
perimentally observed beam behaviour (Fig. 2.3). Simulations showed that the
rings observed in experiments form by transverse velocity bunching, where fast-
expanding ions from the high-density core of a shaped bunch overrun the more
slowly-expanding halo ions. The smooth decrease of halo density with distance
from the beam core leads to a bunching up of the expanding ions into high-
density rings. The slight peak in density near the bunch centres seen in Fig. 2.2
and 2.3 are low density, non-radially-expanded ions from the bunch head and tail,
formed by the tails of the 480 nm laser intensity distribution in the longitudinal
±z-direction.
Figure 2.5b shows the simulated phase-space structure of a high-density bunch,
in particular showing the large radius and momentum ring which is akin to shock
wave formation in strongly interacting media. The density of the radial velocity
residuals is plotted, which are the deviations (in ms−1) for each ion from the
best-fit linear relationship between the magnitude of the transverse velocity and
the transverse radial position. The plot shows phase-space wave-breaking, where
the rapidly-expanding the inner core of ions (with positive velocity residuals)
compresses the more slowly expanding halo. The radial density profile of the
bunch is the integral of the radial velocity for each radial position, leading to the
dense rings observed in Fig. 2.5a.
Simulations repeated for the acceleration of bunches of electrons, rather than
ions, with a creation time equal to the mass-scaled equivalence time (Eq. 2.1),
showed precisely the same structures forming at very low initial electron tem-
perature, but loss of visibility at a few kelvin, the lowest electron temperatures
currently achievable [39, 48]. The equivalence of the beam dynamics in simula-
tion demonstrate the use of the cold ion source as a testbed for the experimental
investigation of intrabeam Coulomb effects.
2.1.3 Suppression of fluorescence halo rings
The fluorescence halo rings visible in the high-density bunches of Fig. 2.2 and
2.3 correspond to nonlinear transformation of bunch shape, and therefore also
to emittance growth. Preservation of low source emittance requires linearisation
of space-charge fields, thus requiring elimination of halo excitation. To prevent
formation of the halo requires prevention of the beam-core fluorescence. To do so,
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Figure 2.6: Variation in projected transverse density of halo ions with excitation laser
pulse temporal separation. (a) Solid lines (left) and dashed lines (right) show the blue
ionisation and red excitation laser pulse timing. The excitation laser rise time is limited
by the acousto-optical modulator used to modulate the laser beam. (b) Measured ion
bunch radial profiles for varying ionisation delay, for free propagation distance of 70 cm.
Due to the slow rise of the excitation laser intensity, the charge density of the beam
‘core’ was kept constant for different timings by adjusting the power of the excitation
laser. With a constant core density the expansion rate is approximately constant, but
with longer delay times the fluorescence increases, increasing the halo density.
2.2. Bunch-shaping to linearise space-charge 27
the time that beam-core atoms spend in the excited state prior to ionisation was
reduced, thereby reducing the amount of fluorescence. The spontaneous emission
time was determined by the delay between the 780 nm and 480 nm laser pulses
used in the two-step ionisation process. The first laser excites atoms to the 5P3/2
state which has a mean lifetime of 26 ns. The second laser, with pulse-length of
5 ns, excites the 5P atoms to a resonant auto-ionising state in the static ambient
electric field. The fluorescence from the intermediate 5P state can therefore be
controlled by varying the delay between the two laser pulses, allowing variation
of the density of excited and subsequently ionised atoms in the halo.
To demonstrate the suppression of halo rings, bunches were created with
equal degrees of space-charge expansion (i.e. core charge), but different laser-
delay times. The excitation laser was switched on and off using an acousto-
optical modulator, which had a rise-time on the order of 100 ns. The slow rise
time meant that bunches excited with a low delay time needed higher excitation
laser beam power to have equal bunch charge, illustrated in Fig. 2.6a. Figure 2.6b
shows the variation in visibility of the outer rings with changing time between
pulses, showing decreased density of the fluorescence halo ring with decreased
duration of spontaneous emission.
Suppression of fluorescence halos using control of will be required in the future
development of cold-atom electron and ion bunch source technology and applica-
tions, to prevent emittance space-charge induced growth. The fluorescence halo
effect is specific to cold-atom based sources, but serves to demonstrate the use-
fulness of the cold ion beam platform to investigate subtle space-charge effects
that would be masked by thermal effects in a conventional source.
2.2 Bunch-shaping to linearise space-charge
The principal author of Ref. [5] is D. J. Thompson, who led the project to which the
work described in this section contributes. I contributed calculations of the beam profile
properties used in the work described by Sec. 2.2.1, and contributed to the preparation
of the manuscript for Ref. [5]. I contributed, to a degree equal to DJT and Ben M.
Sparkes, to the design and execution of the knife-edge measurement of beam focal sizes,
described in Sec. 2.2.2.
Charged particle beams operating via photoemission, including photocathode-
based electron sources and cold-atom electron and ion sources, typically operate
with unshaped Gaussian laser beam profiles. The beams produced therefore have
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non-uniform charge density profiles which experience nonlinear space-charge ef-
fects and emittance growth. Bunch-shaping techniques to linearise space-charge
and prevent emittance growth (described in Sec. 1.3.1) were first proposed [28]
and demonstrated [29] in photocathode sources, and were subsequently adopted
for cold-atom sources [39]. So far, however, the improved focusability and bright-
ness predicted for shaped electron bunches has not been demonstrated experi-
mentally, due to the relative weakness of space-charge effects in comparison to
thermal effects in conventional sources.
This section presents direct measurements of improved focusability for shaped
ion bunches as compared to Gaussian distributions. The charge densities of the
ion beams were shaped to uniform distributions, to linearise space-charge, using
the unique three-dimensional bunch-shaping capability of the cold atom source.
The beams were focused using an electrostatic lens and the beam size at the focus
was measured, and compared to the beam size for un-shaped Gaussian bunches,
to experimentally demonstrate suppression of emittance growth.
2.2.1 Beam-profile shaping
The excitation beam coupling the 5S21/2 → 5P23/2 states of the rubidium atoms
was shaped using the SLM with iterative feedback [97] using images acquired with
a CMOS camera, as illustrated in Fig. 2.7. For excitation Rabi frequencies Ω12
on the order of the excited state decay rate Γ21, the ionised-state population ρ44
approaches linear dependence on Ω12, and thus dependence on the excitation laser
intensity as
√
I12. To shape the density of the excited atoms, the laser intensity
distributions were therefore set as the square of the desired bunch distribution
functions, I12(x, y) ∝ Ω212(x, y). Bunch distribution dimensions were set with the
same initial root-mean-square (RMS) sizes in each orthogonal transverse axis,
so that initial thermal emittance was the same for all bunches. Further detail
regarding the bunch-shaping procedure is given in Ref. [5] (Appendix A.5).
Gaussian distributed bunches were created with standard deviation σ =
67µm in the transverse x and y directions orthogonal to the beam propagation
direction. The maximum usable initial bunch size was limited by the expansion
of the ions during propagation to the detector. The pancake distribution, which
is predicted to expand to a fully three-dimensional ellipsoidal bunch [28], is a
two-dimensional projection of a three-dimensional ellipsoid with a transverse ra-
dial particle-density distribution of the form ρ(r) ∝
√
1 − r2/R2 for a hard-edge
boundary radius of R, which has an RMS beam size σx = R/
√
5. A flat-topped































Figure 2.7: Experimental setup for measurement of improved focusability for shaped
bunches. Shaping of the excitation laser beam using a spatial light modulator (SLM)
produces ion bunches with uniform transverse density profiles. The ions were focused
using an electrostatic ion lens, and their focal sizes were measured at the beam waist.
distribution of uniform density within a hard-edged transverse boundary was also
studied, which is used in conventional sources due to their ease of production and
complementary application to ellipsoidal distributions [98]. Flat-topped distri-
butions with transverse boundary radius R have σx = R/2. Excited bunches
were coupled to high-lying Rydberg states using λ = 480 nm 5 ns duration laser
pulses following 500 ns of excitation laser exposure. Fluorescence halos were not
observed to form at the below-saturation intensities used in this experiment. The
near-threshold atoms were ionised with a static uniform field of 240 kV/m, and
accelerated over a distance of 2.5 cm to an energy of 6 keV.
2.2.2 Measurements of shaped-beam focusability
The ion bunches drifted 350 mm in a field-free region from the accelerator exit
aperture, expanding and experiencing emittance growth as determined by their
initial bunch distributions. The ions then entered a commercial (Dreebit DN 100
CF D30) electrostatic three-electrode unipotential ‘einzel’ lens. The lens focused
the beam with a 12.2 kV centre-electrode potential to a waist at a distance of
100 mm from the lens centre. At the beam focus was an aluminium plate of
2 mm thickness tapered to a sharp edge on a precision translation stage, used
in other experiments [50] as a diffraction sample mount. The ‘knife edge’ of the
aluminium plate was used to scan through the focal waist of the ion beam in the
transverse x-direction, blocking a fraction of the beam depending on its position.
After the knife edge, the transmitted fraction of the ion beam drifted to the
phosphor-coupled MCP detector, which measured the bunch charge as a relative
fraction of the unobstructed beam. The knife edge was also translated in the
z-direction to measure the beam size at longitudinal positions in the vicinity of
the focus.
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Figure 2.8: Knife-edge measurements of beam focal spot sizes. a) Individual knife-
edge scan for one longitudinal position, with error-function fit to determine beam spot
size. b) Spot size measurements at different longitudinal positions to determine the
minimum spot size at the beam waist. c) Minimum spot sizes at the beam waist for
Gaussian, flat-topped and pancake-distributed bunches for different ion number, with
implied relative emittance compared to simulation results.
Bunch charges were measured from the integrated brightness of 8-bit greyscale
images of the phosphor screen taken with a CCD camera. The bunch charge
measurements were calibrated using a Faraday cup beam monitoring system
[99] to measure the absolute beam current for the different laser beam powers.
The camera-based measurements allowed for visual inspection of the knife-edge
positioning. The experimental cycle was locked to the 10 s−1 repetition rate of
the 480 nm ionisation laser. Measurements of the bunch charge were averaged
over 100 shots for each excitation beam power, initial distribution and knife-edge
position.
The bunch size in the vicinity of the focus was measured as one standard
deviation in one transverse direction, by fitting the error function for a Gaussian
distribution (i.e. its corresponding cumulative distribution along one dimension)
to the knife-edge scan data, as illustrated in Fig. 2.8a. The minimum focal
size was then determined by fitting a parabola to the bunch sizes as they varied
along the longitudinal z-direction, illustrated in Fig. 2.8b. The parabola-fitting
accounted for variations in focal position between bunches with different charge
and initial distribution.
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Minimum focal sizes were determined for Gaussian, flat-topped and pancake-
distributed bunches for a range of ion numbers, controlled by the excitation beam
power. The excitation beam power was varied only below the level of saturation
of the 5S → 5P excitation transition so that the initial bunch shapes remained
constant for the different bunch charges. The data, presented in Fig. 2.8 show
that at low ion number all shapes have the same focal size, as beam emittance is
determined mostly by accelerator aberrations. At higher ion numbers, the ‘un-
shaped’ Gaussian bunches had larger focal sizes, indicating increased emittance
due to nonlinear space charge.
Particle-tracking simulations using General Particle Tracer (GPT) [91] were
performed with free space-charge expansion for shaped bunches propagating to
the position of the einzel lens. The simulations were performed for the same
range of ion numbers used in the experiment. The emittance at the lens plane
determined the minimum focal size of the bunches, varying with bunch charge
and beam distribution. For a constant beam divergence, the minimum focal
size is directly proportional to the beam emittance. Figure 2.8c shows the lower
emittance of bunches with flat-topped and pancake initial charge distributions
relative to Gaussian-distributed bunches. The experimentally-measured relative
emittance was not reduced by beam shaping to the same degree as in simulations,
which was attributed to imprecision in the beam shaping, as well as the presence
of residual fluorescence halos. Further improvements to the bunch focusability
may be possible through the use of a higher-resolution SLM, allowing finer control
of the bunch charge distributions, and by reducing the width of the pulsed blue
laser beam to better satisfy the requirements for the pancake distribution to
transform into a uniformly-filled ellipsoid [28]. Nevertheless this is the first such
direct experimental measurement of lowered emittance due to beam shaping,
representing a proof-of-principle measurement of the technique.
2.3 Discussion
Cold atom charged particle sources are a promising new approach to producing
high brightness beams for applications in ultrafast imaging and high resolution
nanoscale fabrication. Achieving that promise will require detailed understand-
ing of the beam-quality degrading Coulomb interactions within charge bunches.
Here it has been shown that cold ion bunches can be a powerful tool for investi-
gating such charged particle beam behaviour. The detailed measurements that
are possible with cold ions allowed testing of the predictions of complex interac-
32 Chapter 2. Cold ion beam platform for measuring space-charge effects
tions in high-density charge bunches, which highlight the importance of correctly
calculating the initial charge density resulting from the photoionisation process.
A particular example of a subtle space-charge effect was discovered, resulting
from the fluorescent re-emission of laser light used in the photoexcitation process.
The fluorescence halo effect led to formation of high-density rings associated with
nonlinear transformation of the bunch shape, and emittance growth. A method
to suppress the halo was demonstrated, by carefully timing the laser pulses used
for generating the ion bunches to reduce the fluorescence.
The work presented in this chapter establishes the use of cold ions as a plat-
form for the investigation and observation of space-charge dynamics. The ability
to arbitrarily shape the bunches in three dimensions has made it possible to
mimic the density distributions for complex and diverse source configurations,
and probe the associated beam quality degradation related to space-charge ef-
fects. With beam shaping and space-charge dominated behaviour, the first mea-
surements were made of improved focusability for hard-edge, uniform-density
shaped bunches. The low temperature of cold ion sources, and the scaling of
time due to the electron/ion mass ratio, allow precise measurement of previously
inaccessible space-charge dynamics relevant to high density electron bunches used
in accelerators and ultrafast electron diffraction imaging. The dynamics of the
5 ns ion bunches used in these experiments are equivalent to those of a 13 ps ul-
trafast electron bunch. Demonstrating the suppression of space-charge-induced
emittance growth through shaping of the initial bunch profile is, therefore, a crit-
ical milestone in the development of cold electron sources, necessary for harness-
ing their inherent coherence, focusability, and brightness to perform single-shot




The studies presented in this chapter were published as Ref. [2] (Appendix A.2)
and Ref. [3] (Appendix A.3).
For beams created with uniform charge distributions (Sec. 2.2), the minimum
achievable source temperature will ultimately be limited by statistical Coulomb
effects resulting from the discrete nature of the charged particles. Bunches of
charged particles with uncorrelated initial positions have interparticle repulsive
forces that are random in direction and magnitude, leading to disorder-induced
heating (DIH) [44,100].
Once space-charge induced emittance growth is prevented using the methods
discussed in Ch. 2, the brightness of cold-atom electron and ion sources (CAEISs)
will become limited by DIH. Many studies of ultracold neutral plasma (UCNP)
have investigated the effects of initial disorder on the equilibrium plasma temper-
ature following DIH [40]. DIH can be suppressed in UCNP by inducing atomic
spatial correlations prior to ionisation, for example by ionisation of a degenerate
Fermi gas [101], or trapping atoms in an optical lattice [102], or using blockaded
Rydberg atom ensembles [103]. Simulations of the suppression of DIH in these
pre-correlated plasmas have been performed only in the absence of expansion.
Free expansion prevents establishment of thermal equilibrium due to the effects
of adiabatic cooling [104,105]. UCNPs are weakly expanding due to their neutral-
ity, but CAEIS beams expand rapidly due to internal Coulomb forces. Models
of DIH suppression through inducement of spatial correlations in cold charged
particle bunches, where rapid Coulomb expansion is unavoidable, are needed to
establish limitations to beam quality on the basis of achievable experimental
33
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parameters.
In this chapter, the suppression of DIH in Coulomb-expanding cold ion beams
with initial position correlations is calculated and compared to detailed molecu-
lar dynamics simulations of the particle beam dynamics. The theory behind the
simulations is discussed in Secs. 3.1 and. 3.2, followed by discussion of two meth-
ods of preventing DIH: through ionisation of a blockaded Rydberg gas (Sec. 3.3)
where spatial correlations are introduced by inter-atomic interactions that pre-
vent excitation of pairs of atoms that are in close proximity, and through ioni-
sation of atoms trapped in the sites of optical lattices (Sec. 3.4) formed in the
high-intensity antinodes of standing waves of counter-propagating light fields.
3.1 Calculation of post-DIH equilibrium
The internal structure and DIH dynamics of a plasma can be described in terms





which is the ratio of potential to thermal energy, where e is the elementary
charge, ε0 is the vacuum permittivity, the Wigner-Seitz radius a = (3/4πn)
1/3
(Eq. 1.18) is the average interparticle separation for ion number density n, kB is
the Boltzmann constant and T is the plasma temperature. For strong coupling
(Γ > 1) the motion of individual particles is determined by the interparticle
interactions rather than by thermal diffusion. For an initially disordered cold
ion plasma, Γ will initially be high due to the low temperature. However, it
is not the initial Γ but the Γ following thermal equilibration through DIH that






the inverse of the (angular) plasma frequency ωp =
√
ne2/ε0m (Eq. 1.11), as the
system develops interparticle spatial correlations at the expense of increased tem-
perature. DIH limits the system to an equilibrium coupling parameter Γeq ∼ 2
in the absence of expansion [107]. At an ion density n = 1016 m−3, typical of a
CAEIS using a magneto-optical trap (MOT) atom source, Γeq ∼ 2 implies rapid
equilibration to a ‘correlation’ temperature Tc = 2 K as the ions develop correla-
tions during DIH, nearly five orders of magnitude higher than the temperature
of the atoms before ionisation.
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Γeq can be calculated via conservation of energy between the potential en-
ergy of the initial ion distribution and the thermal and binding energy of the
equilibrium distribution of a strongly coupled plasma [108]. For the calculations
presented here at densities n = 1 × 1016 m−3, it is assumed that the cold-ion
plasma is created in times much less than the DIH timescale τDIH = 4 × 10−7 s,
which can be achieved using ultrafast photoionising lasers or pulsed external elec-
tric fields [103]. A system of infinite spatial extent was modelled without edge
effects, approximating a plasma with dimensions greatly exceeding the interpar-
ticle separation.
The initial potential energy per particle ui of the ion system is taken to be
the potential with which a single ion is positionally bound to the static structure
of the ion distribution. For a disordered distribution, the ion is unbound, with
zero initial binding energy ui = 0. The binding energy for the strongly coupled
fluid phase of a one-component plasma (OCP), occurring for 1 < Γeq < 170, is










where the factor A = 0.9 gives the Lieb-Narnhofer lower bound to the OCP
energy [109] and the factors B = −0.590673 and C = 0.26569 are given by fits
of the known form of the equation of state to the results of plasma simulations
[110]. The total energy per particle in equilibrium is ueq plus the equilibrium
kinetic energy ke, written in terms of the equilibrium coupling parameter from
Eq. 3.1 as keq = 3e
2/8πε0aΓeq. An initially disordered ion distribution at zero
temperature has initial binding energy ui = 0 and initial kinetic energy ki = 0.
For conservation of energy, ui + ki = ueq + keq, the solution for the equilibrium
coupling parameter can calculated numerically (i.e. root-finding) as Γeq = 2.23
for a disordered distribution. For ions with initial temperatures Ti < 1 mK, as
would be expected in a magneto optical trap, excluding the relatively small initial
kinetic energy term has negligible effect on the prediction of Γeq.
For spatially-correlated initial ion distributions, ui will take negative values
and reduce DIH, increasing Γeq. This calculation is repeated in Sec. 3.3 and 3.4
for correlations associated with Rydberg-blockaded and optical-lattice-trapped
atoms, which increase the binding energy and so also increase Γeq to reduce
beam emittance.
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3.2 Molecular dynamics simulations of disorder-
induced heating
To quantify suppression of DIH in an expanding beam, an N -body ‘molecular
dynamics’ (MD) simulation was developed, which solves the equations of motion
for a system of particles by tracking all pairwise interactions. DIH was simu-
lated in an infinite homogeneous system of ions with linear expansion by using
periodic boundary conditions (PBCs) with a cubic geometry, in a ‘comoving’
(self-similarly expanding) coordinate system [111], using equations of motion
from the direct Ewald summation method [112]. This comoving frame Ewald
method was chosen rather than simpler reflective-boundary or minimum-image
methods, as the latter were found to have greater numerical errors associated
with particle-boundary crossings, for similar computation time.
In a comoving coordinate frame, self-similar uniform expansion is accounted
for using a scale factor α, calculated for the free Coulomb expansion of ions of
mass m at an initial number density n′, using Gauss’ law for a uniform-density







where α = 1 immediately following ionisation and α = 2 would, for example,
indicate doubling of the system dimensions. The comoving frame spatial coordi-
nates x′i for ion i ∈ {1, 2, ..., N} of a system of N ions is related to its ‘proper’








































The square-bracketed [...] terms of Eq. 3.7 include the inter-ionic Coulomb inter-
actions in the proper frame, Eq. 1.9, with subtraction of linear expansion forces.
The last term of Eq. 3.7 represents adiabatic expansion damping of the comoving
velocity.
Ewald transformation gives inter-particle potentials that lead to convergent
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non-expanding force sums where, otherwise, the long-ranged nature of the Coulomb
interaction would cause the sum in Eq. 1.9 to diverge (see Ref. [113] for derivation
of the potentials). The Ewald method involves placing Gaussian negative-charge
distributions of comoving standard deviation γ′ around each positive point charge
to allow the sum of the forces in real space to converge, then adding a sum in re-
ciprocal space of equally-placed positive shielding potentials to counteract their
effect in the real-space sum. Taking the gradient of these potentials in the comov-
ing coordinates gives the interparticle forces (see Refs. [114, 115] for derivation)


















































which uses the complementary error function erfc(z) = 1 − erf(z), is taken over
all j ̸= i ions and their n ∈ Z3 periodic images (Z = {...,−2,−1, 0, 1, 2, ...}) with






. The side length of the periodic
boundary for a simulation of N ions at initial density n′ is L0 = (N/n
′)1/3. The




























is taken over the reciprocal lattice vector, h ∈ Z3, of the simple-cubic periodic
boundary. The approximation of Ref. [114] was used, where the sums converge
for the choice of parameters γ′ = L0/
√
2 with sums over n so that
∣∣r′i,jn∣∣ ≤ 2.6L0
and sums over |h| ≤ 8.
The ions were generated with zero initial temperature. Simulations showed
no observable differences when repeated with initial temperatures of 100µK, the
typical temperature of atoms in a MOT. The comoving equations of motion
were integrated numerically using the Bulirsch-Stoer method with polynomial
extrapolation [116].
Adaptive time steps in the Bulirsch-Stoer integrator were constrained to limit
the integration errors for the comoving velocities to less than one part in 106 of
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Figure 3.1: Variation of the temperature correction factor β, which corrects for periodic-
boundary-induced correlation in molecular dynamics simulations of the disorder-
induced heating of one-component plasma, and its variation with the simulated ion
number N .





defined by the root-mean square velocity of a Maxwell-Boltzmann distribution
for a plasma of initial Wigner-Seitz radius a′ with Γeq = 2, providing a constant
error for the emittance in the expanding frame. A limit on the length of a time
step was also placed to give a plasma phase difference of at most 1/20th of a
full plasma oscillation between steps to ensure visibility of the kinetic energy
oscillations.
The key parameter extracted from the simulations is the temperature of the
system and its variation in time. The equilibrium temperature is dependent on
the interparticle spatial correlations, but periodic boundaries introduce cubic
spatial correlations at the repeating boundary length scale, so that the effect
of the periodicity must be included. These correlations can be included in the
calculation of DIH by adding to the binding energy of a simple cubic lattice with







to the initial binding energy, where Msc = 1.76012 is the Madelung constant of
a simple-cubic lattice. uPBC gives the potential with which an ion is bound in
position to the static structure defined by the cubic periodicity of the boundary
conditions with lattice constant L0. For the periodic-boundary simulations with
N = 1000, addition of the periodic initial binding energy in the calculation of
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DIH equilibration results in an equilibrium coupling parameter of Γeq = 2.51,
increased from the prediction of Γeq = 2.23 for an infinite distribution.
The ratio of the coupling parameters predicted for a PBC simulation to an
infinite non-periodic simulation, β = Γeq(N → ∞)/Γeq(N), gives the factor by
which the equilibrium temperature is lowered for a PBC simulation compared to
the expected theoretical result for an infinite distribution. This factor β, plotted
against N , in Fig. 3.1, was used to correct the temperature recorded from the
N -body simulations to remove the influence of the periodic boundaries. The
simulations thereby represent, and can be used to verify, theoretical calculations
of DIH equilibration for an infinite distribution. The temperature recorded at
each time step in the simulation was calculated from the comoving velocities,










Simulations were performed first without expansion by setting α = 1 and
dα/dt = 0, at zero initial temperature. Figure 3.2 shows the results of a sim-
ulation performed for non-expanding, disordered ions at particle density n =
1016 m−3. The results show kinetic energy oscillations [40] of the temperature T
in time t at the plasma frequency ωp, as the initially cold ions accelerate towards
and overshoot positions of local potential minima. By plotting the Coulomb
coupling parameter Γ against the plasma phase φ = ωpt, the simulation becomes
dimensionless and independent of the ion mass or density, thereby being applica-
ble to any uncorrelated source of particles. The ions rapidly reach and oscillate
about a correlation temperature of 2.6 K for an equilibrium coupling parameter
of Γeq = 2.23. Simulations repeated with initial temperatures of 100µK showed
negligible difference in Γeq.
Ions with unrestricted Coulomb expansion were then simulated in the co-
moving frame of reference, to calculate the beam emittance. The definition of








such that a spherical ion bunch of initial RMS size σ′x expanded to a size ασ
′
x
would have an emittance ϵ = σ′xϵ̃. Expanding ion bunches cool adiabatically, with
decreasing plasma frequency for increasing system size as ωp ∝ α−3/2. For a time-





to φ = 1.2π, as t → ∞ for the free Coulomb expansion (Eq. 3.4) of ions of
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Disordered equilibrium Γeq=2.23 
Figure 3.2: Disorder-induced heating for a confined (non-expanding) system of initially
disordered ions at density n = 1016m−3. The ions experience damped temperature
oscillations about an equilibrium Coulomb coupling parameter Γeq = 2.23.
any mass or initial density. Convergence of the plasma phase implies freezing
of the ion motion in the expanding reference frame, so it may be expected that
the emittance would reach an equilibrium value, as adiabatic expansion cooling
preserves bunch emittance, decreasing the temperature as T ∝ α−2 [36]. Instead,
the simulations presented in Fig. 3.3 show unbound logarithmic emittance growth
subsequent to the first temperature oscillation minimum at φ = π.
A model presented in Ref. [36] for the adiabatically-cooled temperature of
an expanding system also predicted unbounded emittance growth, but did not
capture the asymptotic behaviour of the system. For reference, the emittance is
plotted in Fig. 3.3 alongside an effective source temperature α2T of equivalent-
emittance non-interacting particles in the ion source region. The data show that
for a bunch propagation time of 10µs, typical of a CAEIS, initially cold ions
would reach an emittance equivalent to that of ions produced from atoms with a
temperature of 10 K, which would not experience DIH. To take advantage of the
initially low temperatures of cold-atom sources producing bunched beams, DIH
must therefore be suppressed through introduction of interparticle correlations.
To ensure that the emittance growth was not the result of the chosen boundary-
conditions for the simulation, the Ewald-boundary results were compared to pre-
dictions for unbounded freely-expanding spherical distributions of ions. Ions were
randomly placed within the spherical distributions of varying initial radius at the
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Figure 3.3: Disorder-induced emittance growth for initially disordered ions at density
n = 1016m−3, with free uniform space-charge expansion. A model for the bunch tem-
perature evolution [36] is found to over-predict the emittance growth at times beyond
the first oscillation maxima. Non-periodic simulations for spherical ion bunches of
30µm and 50µm radius show convergence to the results of periodic boundary condi-
tion (PBC) molecular-dynamics (MD) simulation. The harmonic oscillator model for
DIH in expanding coordinates qualitatively matched the features of the simulations.
same initial density of n′ = 1016 m−3. For these open-boundary simulations, the
equations of motion were solved in the proper frame, from Eq. 1.9 only. The
spherically-distributed ions converged to the periodic-boundary results with in-
creasing radius, as shown in Fig. 3.3. Spherical distributions of smaller radius
had lower emittance due to their higher surface-to-volume ratio, as ions at the
surface of the expanding sphere have fewer adjacent ions with which to undergo
disorder-induced heating.
DIH results from harmonic motion of individual, initially stationary ions
about local dynamic (rather than fixed) equilibrium positions. Ion kinetic energy
oscillations can be modelled, in a mean-field treatment, as harmonic oscillation
of one particle in one dimension at the plasma frequency ωp. For a single ion,





from an equilibrium position with restoring acceleration d2x/dt2 = −ω2px results
in a temperature oscillation about an equilibrium value determined by the non-
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expanding equilibrium coupling parameter Γeq. Fig. 3.3 shows the emittance for a
harmonic oscillator with expansion in the comoving coordinates, with logarithmic
asymptotic behaviour matching that for the expanding ion bunches.
Having established simulations predicting the asymptotic behaviour of ex-
panding disordered ion bunches, investigations were performed into using posi-
tional correlations for the suppression of the emittance growth in ion bunches.
3.3 Suppressing DIH with Rydberg blockade
In this section, an investigation is presented into the suppression of DIH in cold
ion beams created through the ionisation of a blockaded Rydberg gas, where
spatial correlations are introduced by inter-atomic interactions that prevent ex-
citation of pairs of atoms that are in close proximity [118]. The DIH process
was modelled using ‘hard sphere’ initial correlations [119,120] to derive the equi-
librium temperature. Detailed molecular-dynamics (MD) simulations show that
the suppression of DIH calculated in equilibrium holds during the emittance
non-conserving, non-equilibrium expansion process for uniform bunches.
Previous simulations have suggested that equilibrium coupling parameters as
high as Γeq = 35, corresponding to much lower temperatures, may be reached in
neutral non-expanding plasmas produced through ionisation of blockaded Ryd-
berg atoms [103]. A pair of Rydberg atoms in a low angular momentum state
with separation R interact, to leading order, via the van der Waals (vdW) po-
tential V (R) = −C6/R6 [121]. In an ensemble of atoms exposed to radiation
coupling a ground state to a Rydberg level, with power-broadened linewidth ν,
any ground-state atom within the blockade radius rb = |C6/ν|1/6 of a Rydberg
atom is prevented from being excited to the Rydberg level by the effect of vdW
interaction on the resonance condition. For two rubidium atoms in the 60S
state that have C6 = −140 GHzµm6 excited from the 5P intermediate state with
linewidth ν = 6 MHz, the blockade radius of rb = 5µm [122] exceeds the mean
interparticle separation a of a random distribution at the typical ion density of
n = 1016 m−3. Under such conditions, a blockaded Rydberg atom ensemble has
spatial correlations resembling those of a gas of randomly-packed hard spheres
of radius rb/2 [119]. Blockade therefore provides a mechanism for spatially cor-
relating the atoms used to produce a cold ion beam, towards suppression of DIH
and consequent reduction of the effective source temperature. See Sec. 4.2 for
further discussion of the mechanism of Rydberg blockade.
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TDIH =2.6K, Γeq =2.23
Figure 3.4: Disorder induced heating of non-expanding ion bunches with hard-sphere
initial correlations, labelled by the blockade parameter rb/a. Emittance and tempera-
ture are calculated in time and in plasma phase φ, which is 2π times the number of
plasma periods after ionization, for 85Rb ions at density n′ = 1016m−3. Damped ki-
netic energy oscillations at twice the plasma frequency ωp due to harmonic ion motion
are observed. Hard-sphere Rydberg blockade reduces the equilibrium temperatures
from the disordered (rb = 0) correlation temperature Tcorr = 2.6K, to near the crys-
tallisation phase-boundary at Tcrit = 34mK.
The thermal equilibrium properties of a non-expanding ion bunch with Ryd-
berg blockade correlations are considered first. Following creation of a blockaded
Rydberg ensemble created in a volume defined by a two-laser excitation process
[39], the model assumes complete ionisation of the Rydberg atoms by a switched
electrostatic field in a time much less than the DIH timescale τDIH = 2π/ωp
(Eq. 3.2), which is achievable in existing MOT-based CAEIS accelerators [123].
The field accelerates the ions, and removes electrons from the system on a much
shorter timescale than the ionic motion, such that the electrons have negligible
effect on the ion temperature. Hard-sphere approximations for the vdW interac-
tion have been shown to adequately approximate the spatial correlations [119]
and excitation fractions [120] of high density blockaded Rydberg ensembles. The
hard-sphere approximation allows calculation of the internal energy of the ion
configuration as a function of a dimensionless blockade parameter rb/a, to derive
the equilibrium coupling parameter after DIH.
Ions with correlated initial positions have a non-zero initial binding energy so
that less kinetic energy is gained per particle during thermal equilibration than
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Figure 3.5: Equilibrium Coulomb coupling parameter Γeq of cold ion bunches with
hard-sphere blockade parameter rb/a calculated using the Percus-Yevick hard-sphere
distribution function ΓPY (solid line), and by molecular dynamics simulation for con-
figurations generated by random sequential addition (circles) and for a random-close-
packed distribution at rb/a = 1.7 (square). Uncertainties in the MD data result from
residual kinetic energy oscillations.
for a disordered distribution, leading to an increase in the Coulomb coupling
parameter in the final state. The calculations of thermal equilibration outlined
in Sec. 3.1 are modified to include this initial binding energy. For hard-sphere
correlations, the Percus-Yevick (PY) equation gives a radial distribution function
[124] that permits calculation of an analytic expression for the internal energy











where η = 1
8
(rb/a)
3 is the packing fraction of spheres of diameter rb in the hard-
sphere approximation. Conservation of energy with ui = uPY then gives the PY
hard-sphere equilibrium coupling parameter ΓPY as a function of the blockade
parameter rb/a (Fig. 3.5). For a blockade parameter of rb/a = 1.2 reported by
experiments [120], ΓPY = 16. The solution of ΓPY for blockade parameters rb/a
underpins the ‘universal’ behaviour of the coupling parameter and its dependence
on atomic density observed in the Rydberg-UCNP simulations of Ref. [103].
In experiments where ordering is established through blockade, for the same
initial atomic density the bunch charge will be smaller. In the presence of linear
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Figure 3.6: Dimensionless emittance ϵ̃ and effective temperature growth caused by
disorder-induced heating in freely expanding 85Rb+ ion bunches at 1016m−3 initial
density, calculated by molecular-dynamics simulation. The presence of Rydberg block-
ade, labelled by the blockade radius in terms of the Wigner-Seitz radius, increases the
initial ion correlations thereby reducing the heating.
space-charge expansion, higher density bunches expand more rapidly, however
the beam brightness (Eq. 1.8) is independent of bunch charge for a fixed source
temperature [126]. Bunches were simulated with equal initial ion densities n′ =
1 × 1016 m−3 for the ordered and disordered cases, with equal expansion rates,
to allow for fair comparison of beam emittance. To compare the behaviour of
the Rb ion bunches that were simulated to other bunches of charged particles
at different densities, including electrons, the timescales of the kinetic energy
oscillations (Eq. 1.11), heating (Eq. 3.2) and expansion (Eq. 3.4) scale as
√
m/n′,
with the emittance scaling as ϵ ∝
√
n′1/3/m (Eq. 1.7 and 3.1).
N = 1000 ions were generated in simulation by random sequential addition of
hard spheres in the periodic comoving cubic volume of side length L0 = (N/n
′)1/3,
which generated configurations with blockade parameters up to rb/a = 1.43,
close to the saturation limit [127]. To illustrate the behaviour of bunches with
higher blockade parameters, a packing algorithm [128] was used to generate ion
configurations close to the random hard-sphere close packing limit of rb/a ∼ 1.72.
Simulations were initially performed in the absence of expansion (setting
dα/dt = 0) to calculate the equilibrium coupling parameters Γeq for varying


































Figure 3.7: Universal asymptotic temperature behavior in the free Coulomb expansion
of Rydberg-blockaded initial ion configurations, showing non-adiabatic power-law de-
pendence of the temperature that matches the asymptotic behaviuor (dashed line) of
simple harmonic motion (solid line) in the expanding coordinate system.
blockade parameters rb/a in order to verify the PY prediction, shown in Fig. 3.4.
The ion temperature was evaluated at each time-step using Eq. 3.13 with the
N = 1000 correction factor β = 2.23/2.51, as calculated for a disordered distri-
bution of rb/a = 0 (Sec. 3.2), for all blockade parameters. The correction factor
of a disordered distribution for the blockaded distributions was found to be suf-
ficient for all blockade parameters to give agreement between the simulations
and the theoretical predictions for an infinite-size distribution. The equilibrium
emittance and temperature were observed to decrease as the blockade parameter
was increased. The equilibrium coupling parameters for each simulation were
found by averaging over the plasma phase, which for a non-expanding bunch
is the product of plasma frequency and time, between 8π and 16π. The MD
simulations verify the PY-OCP theory (Fig. 3.5) for distributions generated up
to rb/a = 1.43 in non-expanding thermal equilibrium.
The simulations were then repeated for freely expanding ion bunches. The
results, presented in Fig. 3.6, showed clear reduction in the magnitude of the
emittance growth for blockaded initial distributions. No equilibrium is reached
for an expanding system, but the ratio of emittances for a blockaded to disordered
system can be determined from the results of the the non-expanding equilibrium
calculations shown in Fig. 3.5. According to the harmonic oscillator description































Figure 3.8: Suppression of disorder-induced heating, expressed as the ratio of blockaded
to disordered emittance for different blockade parameters at different expansion times.
The suppression remains constant throughout the linear Coulomb expansion process, as
predicted with the hard-sphere model for the thermal equilibrium coupling parameter
(solid line).
of DIH, the magnitude of the plasma temperature during expansion (Fig. 3.3)
is proportional to the predicted equilibrium coupling parameter (Eq. 3.15), here
ΓPY, for each blockade parameter.
Figure 3.7 shows that the oscillator model predicts the asymptotic behaviour
of the temperature for all simulations in the range of validity for the Percus-
Yevick prediction as T ∝ Γ−1PYα−1.79. The non-adiabatic temperature scaling with
expansion (exponent ̸= −2) leads to the emittance growth shown in Fig. 3.3. The
reduction of the emittance, and the suppression of DIH, can then be quantified
using the proportionality of beam emittance to equilibrium coupling parameter
ϵ ∝ Γ−1/2eq , to give the ratio of the emittance for a blockaded system with equi-
librium coupling Γeq = ΓPY(rb/a) to the emittance of a disordered system which








The MD results of Fig. 3.8 verified that the suppression is unaffected by
the expansion. The limit of the suppression depends on the extent of blockade.
For an ion beam created from a system with rb/a = 1.2 [120], an equilibrium
coupling parameter Γeq = 16 was predicted, with an emittance lowered by a
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factor of 2.6. This emittance reduction would lead to a sevenfold increase in
transverse brightness (Eq. 1.8), which is proportional to ϵ−2.
3.4 Suppressing DIH with optical lattices
It has been shown, in the context of ultracold neutral plasmas (UCNPs), that
DIH can be entirely prevented through ionisation of atoms trapped in optical
lattices, which have a crystal-like structure formed in the interference of high-
intensity laser beams [102]. Prevention of DIH requires that single atoms occupy
a high fraction (f > 0.99) of the optical lattice sites. However, preparation
of single atoms in lattice sites is typically limited to f ≤ 0.5, as lattice sites
initially holding many atoms lose those atoms in pairs through collisions [129].
It may be possible to excite (and subsequently ionize) single Rydberg atoms
with high effective filling fraction in a lattice with many ground-state atoms per
lattice site [130], overcoming the requirement of single-atom trapping. Models to
date have been applied only to the high filling fraction limit, and have not been
extended to predict the equilibrium value of the Coulomb coupling parameter
for lattice-correlated UCNP at filling fractions 0 < f < 0.99. In this section,
the suppression of DIH is calculated for ion beams created from single-atom
site-occupancy optical lattices for f < 0.99. The calculations are performed for
experimentally relevant initial ion temperatures using the equation of state of
the strongly-coupled one-component plasma (OCP).
Equilibration of the Coulomb coupling parameter after DIH can be calculated
via conservation of energy between the electrostatic potential energy of the initial
lattice distribution, and the thermal and binding energy of the OCP equilibrium
distribution. The initial potential energy for the partially-filled lattice can be
derived considering the scaling the energy compared to a fully-filled lattice. A
fully-filled lattice system of N ′ point charges with Wigner-Seitz radius a′ occupy-
ing the sites of a lattice has a total electrostatic energy N ′uM , with electrostatic







where M is the Madelung constant for the lattice. If only a fraction f of the
lattice sites are charged, then the electrostatic energy is scaled as f 2, which is
shared between the reduced number of charges N = fN ′ that have Wigner-Seitz
radii scaling to the full-lattice value as a = f 1/3a′. Accounting for the various
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scaling factors 1, the internal binding energy per particle of a system of charged
particles with Wigner-Seitz radius a occupying a fraction f of the sites of a lattice







Atoms with initial temperature Ti in lattice sites with harmonic trapping
angular frequency ν are displaced from the lattice sites by standard deviation
σ =
√
kBTi/(mν2) in each axis. Thermal displacement reduces the initial binding
of the ions compared to the zero-temperature case by addition of a value that










which includes the scaling with f as in Eq. 3.19, in terms of the Wigner-Seitz
radius for the lattice sites, a′.
Equating the initial and equilibrium energies for conservation of energy as in















from which Γeq can be calculated in terms of M , f and σ/a
′, and the equilibrium
plasma parameters from Eq. 3.3. At typical CAEIS densities of n = 1016 m−3
and initial temperatures Ti < 1 mK, excluding the small initial kinetic energy
term has negligible effect on the results of the calculation for f < 0.99, which
then gives results for Γeq only in terms of the dimensionless lattice constant M ,
filling fraction f and displacement parameter σ/a′.
Molecular dynamics simulations were performed to verify the calculations
of DIH for the partially filled lattices, initially without expansion. Simula-
tions were performed for simple cubic (SC), face-centred cubic (FCC) and body-
centred cubic (BCC) lattices, which are experimentally realisable with suitable
choices of laser geometry [131–133], and have Madelung constants Msc = 1.76012,
Mfcc = 1.79175 and Mbcc = 1.79186 respectively [134]. Ion positions were set
at the lattice sites for a range of filling fractions, choosing the cubic lattice
dimensions so that the number of occupied sites was closest to 1000 for con-
1 On this point, the calculations presented here using ui ∝ f2/3 (Eq. 3.19) differ from the
calculations in Ref. [102] that use ui ∝ f5/3. The latter calculations are not consistent with
the MD simulations for 0 < f < 0.99 that follow here.
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Figure 3.9: a) Two-dimensional lattices of different filling fraction f with the same
atom density. The filled circles represent the position of atoms, and the empty circles
represent vacancies within the lattice. b) Simulations of disorder induced heating in
ionised rubidium atoms located at the sites of a three-dimensional body-centred cubic
lattice with filling fraction f . Lattices of high filling fraction equilibrate to lower
temperature and higher coupling parameter, reflecting increased interparticle spatial
correlations in the initial distribution.
sistency. All simulations were performed for singly-charged 85Rb ions of mass
m = 1.41 × 10−25 kg, for the same ion number density n = 1016 m−3 by letting
the lattice spacing vary. For simplicity, it was assumed that photoionisation is
instantaneous, though negligible differences were observed in the equilibria of
simulations repeated with ionisation times up to φ < 0.1 or 7 ns, typical of the
duration of pulsed lasers used to ionise the atoms. Experimentally, lattice spac-
ings are set by the laser wavelength and geometry. Low filling fraction typically
corresponds to low density, but as the main results are dimensionless the density
was fixed for notational convenience, allowing one-to-one correspondence between
the temperature and coupling parameter. Figure. 3.9a) shows a two-dimensional
representation of the initial positions for ions of different filling fraction but equal
density.
3.4. Suppressing DIH with optical lattices 51
The periodicity correction factor β for evaluating the ion temperature with
Eq. 3.13 was calculated for each simulation for its given boundary length, fill-
ing fraction and lattice geometry. Correcting the simulations for each filling
fraction is required because in the initial binding energy calculation, Eq. 3.19,
it is assumed that the lattice vacancies are distributed randomly, but the peri-
odic boundary conditions give the vacancies a simple-cubic repeating structure.
The repeating images of the system introduce effective correlations into the ion
position distribution at the scale of the boundary length [135]. Each ion that
is ‘removed’ from a lattice site under periodic boundaries causes the remaining
ions to retain one unit of simple-cubic binding energy relative to the removal of
an equivalent fraction of ions from an infinite distribution. This residual bind-
ing energy can be accounted for in the calculations of the binding energy for a








which is the vacant fraction lattice energy for the simple-cubic structure of the
periodic boundaries, for a simulated ion number N . Calculations of Γeq including
the boundary-correction term (Eq. 3.22) in the initial energy of the system can
accurately predict the results of the simulations with finite size effects. Instead,
to give results for a system without periodic boundary conditions, finite size ef-
fects were compensated for by calculating the correction factor for the evaluated
simulation temperature (Eq. 3.13). The correction factor β is equal to the ex-
pected ratio of the predicted Γeq for an infinite system with uPBC → 0 to the
prediction of Γeq for a periodic-boundary system. Simulations for different lat-
tice geometries and filling fractions differ slightly in ion number N due to the
cubic scaling of N with lattice dimensions, and therefore also differ in correction
factor.
Simulations of ions with zero initial temperature created in a 3-dimensional
BCC lattice with different filling fractions are shown for example in Fig. 3.9b,
corrected for the influence of the periodic boundaries. The ion temperature is
plotted against time following ionisation, or in dimensionless terms plotted for the
coupling parameter against plasma phase φ, exhibiting damped kinetic energy
oscillations expected of equilibrating UCNP. Ions bunches created from atoms
with high lattice filling fraction equilibrate to a lower temperature and higher
coupling parameter than ions with low filling fraction, reflecting the increased
initial correlations.
The equilibrium coupling parameter, Γeq, was evaluated from the simulations














Figure 3.10: Calculated and simulated equilibrium coupling parameters Γeq for body-
centred cubic (BCC), face-centred cubic (FCC) and simple-cubic (SC) lattices at dif-
ferent atomic filling fractions f , for atoms of zero initial temperature. Differences in
equilibrium coupling between lattices result from the different binding energies in the
initial state, with the BCC and FCC lattices reaching higher coupling than the SC
lattice at fixed f . High filling fractions lead to increased Γeq compared to random
(disordered) initial placement, which is equivalent to f = 0. Γeq was evaluated in sim-
ulation over plasma phases φ between 8π and 16π, with uncertainty as one standard
deviation in that period.
by taking the average of the periodicity-corrected coupling parameters at each
time step between plasma phases 8π and 16π. Figure 3.10 shows the simulated
results for zero initial temperature ions of σ/a′ = 0 for the body-centred, face-
centred and simple cubic lattices at different filling fractions. These give strong
agreement to the theoretical predictions calculated with Eq. 3.21 for the de-
pendence of the equilibrium coupling parameter on the filling fraction for each
lattice, and to the results for a disordered distribution with randomly placed
ions, equivalent to a lattice with f = 0, which has Γeq = 2.23. Uncertainties
in the simulation data result from residual kinetic energy oscillations during the
evaluation period for Γeq. The BCC and FCC lattice results are similar, owing
to their nearly-equal binding energies represented by the Madelung constants,
while the SC lattice tended to have lower Γeq at high values of f due to its lower
Madelung constant.
Ions with initial thermal displacement from the lattice sites have lowered equi-
librium Coulomb coupling parameters compared to ions from lattices of the same
f with zero initial temperature, because the displacements reduce the initial in-


























Figure 3.11: Lowering of the equilibrium coupling parameter due to thermal broad-
ening of lattice sites, expressed as the ratio of the equilibrium coupling parameters
for displaced to non-displaced atoms in lattices with filling fraction f . The atomic
displacement σ is normalised to the Wigner-Seitz radius a′ for the lattice sites. Simula-
tions (data points) are performed for the simple cubic (SC), face-centred cubic (FCC)
and body-centred cubic (BCC) lattices, and the theoretical calculations (solid lines)
are shown for the BCC lattice only.
terparticle correlations. Simulations were repeated with thermal displacement
parameters σ/a′ for initial temperature Ti = mσ
2ν2/kB for a typical trapping
frequency of 15 kHz (i.e. ν = 94.25 × 103 s−1). Each particle was assigned a
random velocity using a Gaussian thermal distribution, for the chosen σ/a′ pa-
rameter, and a random phase for the oscillatory harmonic motion in each axis,
which together define a spatial displacement from the particle’s lattice site.
Figure 3.11 shows theoretical predictions and simulation results for the factor
by which Γeq is reduced for atoms with displacement parameter σ/a
′ compared
to the zero-temperature result. The data points are the averages of the coupling
parameter ratios for the displaced and zero-temperature simulations at each time
step over the 8π < φ < 16π evaluation period, with uncertainties as one standard
deviation. Simulations were performed for the SC, FCC and BCC lattices, how-
ever only predictions for the BCC lattice are shown as the ratios are not strongly
dependent on the Madelung constant. Thermal displacements have greater im-
pact on Γeq for lattices of high f , reducing the otherwise high spatial correlations,
than for lattices of low f . For example, distributions with f → 0 gain no addi-
tional disorder when the atoms are displaced. The predictions and simulations
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Figure 3.12: Disorder-induced emittance growth of an expanding BCC-correlated ion
beam for different lattice filling fractions.
agreed up to σ/a′ = 0.1, a relatively high parameter for lattice-trapped atoms.
For example, σ/a′ = 0.087 for caesium atoms at 10µK in a 4.9µm site-separation
(a′ = 3.0µm) simple-cubic lattice with 15 kHz trapping frequency [136].
The simulations for the BCC-correlated lattice were then repeated with free
Coulomb expansion, shown for different filling fractions in Fig. 3.12. From these
simulations, the suppression of the emittance growth (Eq. 3.17) was calculated
as discussed in Sec. 3.3, at different times during beam expansion and compared
to the theoretical calculations (Fig. 3.13). The results predict the degree of
suppression of disorder-induced heating for freely-expanding ion bunches created
from atoms in partially-filled optical lattices, dependent on the filling fraction f .
Previous calculations of the equilibrium Coulomb coupling parameter Γeq
with partially-filled lattice correlations [102] suggested that only small improve-
ments would be possible for experimentally achievable filling fractions f ∼ 0.5.
As a result, lattice correlations have not been pursued in the study of ultracold
neutral plasmas as a method of achieving strong coupling. However, the results
presented here show that by creating ion bunches from optical-lattice trapped
atoms, even with imperfect filling fraction, an increase in Γeq may be achieved
that is comparable to the expected increases using doubly-ionised atoms [137] or
Rydberg-blockade correlated atoms [103]. Optical lattices are therefore a viable
method for the reduction of DIH in ultracold neutral plasmas, with application






























Figure 3.13: Suppression of DIH in an expanding beam using BCC optical lattice
correlations for different filling fractions.
An ion beam created from the SC lattice example discussed above, at the
single-atom occupancy limit of f = 0.5 with σ/a′ = 0.087, would have Γeq = 6.7,
compared to Γeq = 2.2 for disordered atoms, and therefore an emittance sup-
pressed by a factor of 0.57. Increasing f beyond the single-atom occupancy limit
may be achieved by exciting and then ionising Rydberg atoms within multiple-
atom occupancy lattices, where the blockade mechanism would ensure that only
one ion is created per lattice site [130]. Achieving an order of magnitude increase
in Γeq would require f = 0.76 and cooling of the atoms within the lattice sites
to eliminate thermal displacement effects.
3.5 Discussion
The potential for suppressing DIH in cold ion bunches using Rydberg blockade
and optical lattices was calculated. The key parameters for quantifying the de-
gree of initial atomic correlations were identified, and linked to experimental
achievability: the blockade parameter rb/a for Rydberg-blockade correlations,
and the filling fraction f for optical lattices. The models presented here predict
suppression of DIH that would enable strong coupling conditions to be estab-
lished in ultracold neutral plasma studies, to provide a laboratory-based resource
for the study of regimes of plasma physics occurring elsewhere only in astrophys-
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ical environments such as the dense high-temperature interiors of gas giants and
in white-dwarf stars [40].
Suppression of DIH in cold ions would be a significant milestone in the ad-
vancement of charged particle beam source technology, as the DIH effect other-
wise presents a fundamental limitation to beam focusability and brightness [36].
The effects of Coulomb interactions within an ion bunch are equivalent to those
in an electron bunch, but occur on a longer timescale due to the larger ion mass.
The models presented in this chapter therefore place an experimental limit on
the reduction of emittance for any high-density charged particle bunch, such as
electrons used for single-shot, ultrafast diffraction studies. Ultimately, single-
shot ultrafast electron diffraction may require electron beams of a phase-space
density close to the quantum degeneracy limit [16], which will not be possible
unless DIH is negligible. In conclusion, the results presented here quantitatively
predict the extent to which disorder-induced emittance growth can be suppressed
using Rydberg blockade and lattice correlations, and guide further development
of high-brightness cold charged particle beams for applications including ultrafast
electron diffraction.
In the following chapter, the Rydberg blockade method of correlation is imple-
mented in the experimental production of ion beams from a cold atom source.
Chapter 4
Rydberg-atom ion bunches and
their applications
The study presented in Sec. 4.3 of this chapter was published as Ref. [4] (Appendix
A.4).
This chapter presents efforts towards the creation of a spatially correlated cold
ion source through the ionisation of Rydberg blockaded atoms. Rydberg atoms
are atoms with an electron excited to a state with high principal quantum number
n. The high-n atom, with an electron weakly bound to the nucleus, is sensitive
to external fields and inter-atomic interactions, which has made Rydberg atoms
important in studies of quantum-based sensing, computing and information pro-
cessing [138,139].
Chapter 3 presented calculations of the disorder-induced heating (DIH) effect,
showing that DIH is suppressed in strongly-blockaded Rydberg atom ensembles
with large blockade radii rb and small interparticle separations a (i.e. at high den-
sity). Experiments have demonstrated the production of blockaded cold atomic
ensembles [140] and ultracold neutral plasmas [120], but to date have not mea-
sured the expected reduction of temperature associated with the increased spatial
correlations and suppression of DIH [141].
Creation of a blockaded ion source would enable the first demonstration of the
suppression of DIH in a charged particle beam through source correlations. This
chapter presents three achievements towards this goal: implementation of Ryd-
berg spectroscopy and excitation in the Melbourne cold-atom electron and ion
source (CAEIS); measurements of the excitation blockade effect; and implemen-
tation of a coherent excitation scheme to prevent formation of the fluorescence
halos described in Sec. 2.1.
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4.1 Rydberg excitation and spectroscopy
Atoms in the CAEIS were photoexcited to Rydberg states using narrow-bandwidth
continuous-wave lasers, and field-ionised to produce ion bunches. This section
presents the implementation of spectroscopic techniques to identify and target
Rydberg states, in particular the nS (L = 0) states, which have isotropic inter-
actions leading to spherical blockade.
4.1.1 Rydberg energy levels and transition wavelengths
Singly-excited Rydberg states have hydrogenic energy levels approximated by
the Rydberg formula




where E∞ is the ionization energy of the atom, h is Planck’s constant, c is the
speed of light, RM = R∞/(1 +me/M) is the Rydberg constant for an atom with
nuclear mass M where R∞ = 10973731.568508(65) m
−1 is the Rydberg constant
for an infinite-mass nucleus and me = 9.10938356(11) × 10−31 kg is the electron
mass [142]. The effective principal quantum number n∗ accounts for deviation
from the energy levels of hydrogen due to the non-pointlike screened charge of







The leading terms for the quantum defect of the 85Rb (M = 1.409993418(17) ×
10−25 kg) Rydberg spectra have been tabulated from experimental data [143],
which for the n2S1/2 (E∞ = 6.69249468(1)×10−19 J) series gives ν0 = 3.13109(2),
ν1 = 0.204(8) and ν2 = −1.8 for n > 14.
The quantum defects allow quick calculation of the laser wavelengths to target
different Rydberg states. The 5P3/2 (E = 2.5459372(4) × 10−19 J [144])→60S1/2
transition used in the blockade experiments later in the chapter, for example, has
a transition energy of 4.13981 × 10−19 J, or a vacuum wavelength of 479.839 nm.
4.1.2 Production and ionisation of Rydberg atoms
Rydberg atoms were excited at the overlap of two lasers within the atom cloud,
as illustrated in Fig. 4.1 (cf. Fig. 2.1 and 2.7). The 5S1/2 (F = 3) → 5P3/2 (F = 4)
excitation transition was induced by a laser beam shaped to a uniform circular
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Figure 4.1: Production of Rydberg atoms within a CAEIS. a) Laser coupling energy
level diagram. b) Laser geometry, with uniform intermediate-state excitation laser field
with transverse radius Rxy, and transverse-propagation of Rydberg-coupling laser field
with elliptical Gaussian intensity profile.
intensity distribution propagating along the z-axis direction (in the direction of
eventual ion acceleration), defining the transverse profile of the overlap region as
described in Ch. 2. The 5P3/2 → nS1/2 transition was induced by an amplified
and frequency-doubled λ = 960 nm diode laser system 2, which output continuous-
wave λ = 480 nm light at up to 1 W power focused to an elliptical Gaussian ribbon
propagating perpendicularly to the excitation beam, defining the longitudinal
profile of the laser overlap region. The Rydberg-coupling pump laser was initially
tuned to wavelengths calculated through the quantum-defects, with picometre
accuracy measurement provided by an interferometric wavelength meter 3.
Rydberg continuous-wave-laser excitation and pulsed-field ionisation was de-
scribed by a three-level ladder process, presuming complete ionisation of the
Rydberg atoms at times following the establishment of steady-state conditions.
To predict the Rydberg excitation fraction and describe the laser-dependent ex-








+ L̂(ρ)ij, (2.2 revisited)
2 Toptica TA-SHG Pro, linewidth <500 kHz
3 High Finesse WS-6
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As introduced in chapter 2, the diagonal terms of the density matrix describe
the fractional occupancies of the ground, excited and Rydberg states, and the
off-diagonal terms represent the cross-state coherences. Excitation fractions can
therefore be calculated from the spatially- and temporally-varying laser intensi-




with dipole matrix elements tabulated as d12 = 2.99ea0 for the 5S1/2 → 5P3/2
excitation transition [95] and d23 = 4.508ea0n
∗−3/2/
√
3 for the 5P3/2 → (n ≥
30)S1/2 Rydberg state [145,146].
The spontaneous transition rates of the rubidium nS Rydberg states for ra-














with coefficients for an approximated functional form given by fits to tabulated
theoretical calculations for 10 < n < 1000, which are verified by experiments for
28 < n < 45 [148].
The Rydberg atoms were field-ionised by an external accelerator field poten-
tial, switched with rise times on the order of 100 ns (Fig. 4.9) following a period
of laser exposure. For an atom in a static, uniform electric field F ẑ, and thus
an external potential U = −Fz, the combined Coulomb-Stark potential has a
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saddle point energy Esp = E∞ −
√
e3F/πϵ0 relative to the ground state, above
which the electron trajectories are unbound from the ionic core [47,92,149]. The
threshold field strength to ionise 85Rb atoms in the 60S1/2 state for example is
3 kV/m, corresponding to a potential of 150 V applied across the 5 cm-separated
accelerator electrodes in the Melbourne cold atom ion source.
4.1.3 Spectroscopy using electromagnetically-induced trans-
parency
To tune the wavelength of the Rydberg-coupling laser to resonance with the
desired transitions, a spectroscopy setup based on electromagnetically-induced
transparency (EIT), similar to that of Ref. [150], was used. EIT spectroscopy was
used rather than absorption spectroscopy due to the weak transition strength of
the Rydberg transition. EIT occurs when an intense ‘pump’ laser field renders
an atomic medium transparent to a ‘probe’ field [151]. Here, the probe and
pump fields couple the 5S→ 5P and 5P→Rydberg states respectively. EIT is a
resonant effect, occurring only when the pump and probe laser frequencies are
tuned precisely to the atomic transition frequencies.
EIT provides a method for measuring the relative detuning of the lasers used
in Rydberg excitation. In a spectroscopy setup with counter-propagating pump
and probe lasers, thermal motion of the atoms relative to the laser propagation
directions lead to a velocity-dependent Doppler-shifted detuning. In the three-
level ladder system represented by the Hamiltonian Eq. 4.3, the detuning can be
written as a function of atomic velocity as








where δij is the detuning of the laser coupling the i and j states from resonance
for a stationary atom, ωij is the optical frequency of the transition and vij is the
velocity component of an atom along the direction of the laser propagation. EIT
occurs for dual resonance of both pump and probe fields, ∆12 = ∆23 = 0. For a
probe laser detuning of δ12, dual resonance occurs for atoms of a velocity class





For small detunings relative to the transition frequencies (δij ≪ ωij), and with




































Figure 4.2: a) Experimental setup for electromagnetically-induced transparency (EIT)
vapour-cell spectroscopy, for rubidium atoms in a ladder excitation scheme illustrated
in Fig. 4.1a with n = 60, using counter-propagating pump and probe lasers. b)
Calculated probe laser transmission spectrum as a function of probe laser detun-
ing, as would be measured by the photodiode, for different combinations of pump
laser strengths and detunings. For δ23 = 50Γ21, EIT occurs at probe laser detun-
ing δ12 = −(λ23/λ12)δ23 = 30.75Γ21 within the Doppler-broadened absorption profile.
Spectra vertically offset for clarity.





The detuning of the pump laser can therefore be determined using Eq. 4.8 by
measurement of the probe laser detuning frequency at which EIT appears within
a Doppler-broadened absorption spectrum.
Figure 4.2b shows calculated EIT spectra for different combinations of laser
parameters, for the experimental geometry illustrated in Fig. 4.2a with an atomic
ensemble of rubidium at 300 K, where the Rydberg state is the 60S state. The
transmission of the probe laser was calculated from the steady-state solution
of the time evolution of the density matrix (Eq. 2.2) using the three-level lad-
der Hamiltonian (Eq. 4.3) and decay terms (Eq. 4.4), with velocity-dependent
Doppler-induced detunings (Eq. 4.6). In steady-state conditions, the photon
absorption rate of the probe laser is equal to the rate of fluorescence from the
probe-coupled state [93], which is proportional to the occupancy of that state,
ρ22. The transmission of the probe laser is therefore proportional to 1−ρ22. The
probe transmission, which is dependent on the atomic velocity due to the Doppler
shift, was convolved with a Maxwell-Boltzmann distribution for the axial velocity
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Figure 4.3: Experimentally attained electromagnetically-induced transparency spec-
trum, shown here for pump laser coupling to the rubidium 33D5/2 state, from data
first appearing in Ref. [152].
for rubidium atoms at 300 K, to obtain the ensemble-averaged absorption as a
function of the Rabi frequencies Ω12 and Ω23, and detunings δ12 and δ23.
The 5S → 5P probe laser, used in Ch. 2, was frequency-scanned over the
excitation resonance, and counter-propagated with the 5P → 60S pump laser
through a room-temperature rubidium vapour cell as illustrated in Fig. 4.2a.
The absorption of the probe laser was measured on a photodiode, which showed
EIT depending on the pump-laser detuning. Quarter-wave plates were used
to circularly polarise the beams for maximum visibility of the EIT peak. An
example of an EIT spectrum obtained experimentally is shown in Fig. 4.3, taken
for the 33D5/2 state. Approximately 10% of the pump laser power was committed
to the EIT setup, with the majority of the available power sent to the cold-atom
apparatus for the production of Rydberg atoms.
EIT spectroscopy allowed for precise tuning of the pump laser with an atomic
reference. Frequency offsets were used to compensate for acousto-optical mod-
ulator (AOM) based switching of the laser intensities, and were used in the
following section to offset the relative frequency of the two Rydberg-exciting
lasers. Stabilisation of the EIT-tuned laser frequency was performed using the
Pound-Drever-Hall technique, locking the laser wavelength to a high-finesse,
temperature-stabilised vacuum-enclosed optical cavity 4.
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4.2 Rydberg blockade correlated ion bunches
The energy levels of Rydberg atoms are sensitive to the dipole fields of other
nearby Rydberg atoms. The sensitivity can be exploited to induce spatial corre-
lations in Rydberg atom ensembles during their photoexcitation. In a semiclas-
sical Bohr model of a highly-excited Rydberg state, the valence electron is far
from the atomic nucleus, giving the atom a large dipole moment. The van der
Waals (vdW) interaction of the Rydberg atomic dipoles shifts the energy levels of
the Rydberg states depending on the inter-Rydberg distance R, given to leading
order as
V (R) = −C6
R6
. (4.9)
The interaction of two rubidium atoms excited to nS states is isotropic, with
C6 = n
11(c0 + c1n + c2n
2), (4.10)
where c0 = 1.729 × 10−18 GHzµm6, c1 = −1.226 × 10−19 GHzµm6 and c2 =
4.891 × 10−22 GHzµm6 [121].
The effect of the vdW shift in the excitation of an ensemble of Rydberg
atoms is illustrated in Fig. 4.4. In ladder-configuration coupling to a Rydberg
state (Fig. 4.1), the effective linewidth of the 5P → Rydberg transition is the
intermediate-state decay rate Γ21 (assuming Ω23 < Γ21 to avoid power broad-
ening). When two atoms are within one blockade radius rb = |C6/Γ12|1/6, the
energy level of the Rydberg state is shifted off resonance with the laser field for
one of the atoms, so that only one of the atoms can be excited. Rydberg blockade
leads to spatial correlations in Rydberg atom ensembles, which can prevent DIH
as outlined in Ch. 3.
4.2.1 Excitation blockade model
The key signature of the presence of Rydberg blockade is the suppression of
excitation. For excitation of Rydberg atoms when there is no Rydberg blockade,
the spatial density of Rydberg atoms nR should be linearly dependent on the total
density of atoms nT . This can be written as nR = ρ33nT , where the blockade-
free Rydberg-excited fraction can be calculated using the optical Bloch equations
(Eq. 2.2, 4.3 and 4.4) for exposure to continuous laser fields with Rabi frequencies
Ω12 and Ω23 (Eq. 2.5). The steady state solution for resonant conditions (∆12 =





























Figure 4.4: Blockade of Rydberg-excitation. Left: Energy level diagram for coupling
of atoms to the 60S Rydberg state, resonant in the lower transition but detuned in
the upper transition. Top right: A Rydberg atom (#1) in the 60S state shifts the
energy levels of a ground state atom (#2), inducing a detuning ∆23 in its coupling
to the same Rydberg level. Bottom right: Rydberg-excitation probability ρ33 of atom
#2 (solid line) calculated from the steady-state solution to the three-level system as
a function of the inter-atom distance R, for the experimentally-relevant parameters
Ω12 = 73.2×106 s−1, Ω23 = 25.8×106 s−1, Γ21 = 38.116×106 s−1, Γ32 = 4.85×103 s−1
and C6 = 140GHzµm
6. The approximated blockade radius used in the hard-sphere
models, rb = (C6/Γ21)
1/6 = 5.34µm is indicated with the dashed line.
∆23 = 0) is















































for Γ21 ≫ Γ32. When there is Rydberg blockade, however, there will be a point at
which the density of Rydberg atoms saturates and stops increasing regardless of
increased atom density, as the hard spheres of excitation become closely packed.
The density-limiting effects of Rydberg blockade were described in a model
described in Ref. [120], presented here (Eq. 4.13 – 4.17) with modification to
explicitly incorporate the spatial variation of the Rydberg atom density as a
function of the spatially-varying laser intensities (Eq. 4.11). Approximating the
three-level, two-step Rydberg excitation process as a two-level, direct excitation
process, the Einstein rate equation for the spatial number density nR of atoms
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in excited to the Rydberg state without blockade is
dnR
dt
= Ang −BnR, (4.13)
where A is the excitation rate from the ground state density ng, and B is the
de-excitation rate, and the total density of atoms in any state is conserved as






where A/(A + B) = ρ33 from Eq. 4.11.
In the presence of hard-sphere type blockade, however, a fraction of the
ground state atoms will be blocked from excitation by the vdW interaction. In an
ensemble of ground state atoms and hard-sphere Rydberg atoms with blockade
radius rb, the fraction of ground state atoms not within rb of a Rydberg atom,
ϕ, can be approximated using the Carnahan-Starling model for hard spheres of












The reduction of available and excitable ground state atoms modifies the Einstein
rate equation (4.13) to
dnR
dt
= Aϕng −BnR. (4.16)
Assuming that the excitation fraction of atoms outside of one blockade radius
from a Rydberg atom remains the same as the isolated-atom case, so that A/(A+
B) = ρ33, the steady-state solution to Eq. 4.16 gives the total atom density as a








The inverse of Eq. 4.17, for nR as a function of nT , rb and ρ33, gives the
characteristic saturation of the Rydberg atom density plotted in Fig. 4.5.
The blockaded excitation of Rydberg atoms is illustrated in Fig. 4.5, for
different Rydberg states in rubidium excited by three-level excitation via the
5P3/2 state, assuming ρ33 = 1/3. Rydberg excitation of states with low principal
quantum number have small blockade radii, shown for example with the 30S state,
and exhibit a linear relationship nR → ρ33nT as the excitation is uninhibited
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Figure 4.5: Rydberg blockade of excitation, showing saturation of the Rydberg atom
density nR in the presence of blockade with radiui rb as a function of the total atom
density nT , assuming an excitation probability of ρ33 = 1/3 in the absence of blockade.
The degree of correlation is indicated by the colour map, measured by the blockade
parameter rb/a where a is the mean inter-Rydberg distance (Wigner-Seitz radius).
by blockade. Excitation to states with with low blockade exhibits low degrees
of correlation. For excitation to states of higher principal quantum number,
blockade limits the density of the Rydberg atoms while increasing the degree of
correlation and, as discussed in Ch. 3, leads to suppression of DIH.
4.2.2 Blockade measurements
Ion bunches were created from Rydberg atoms in the 60S1/2 state, which has
blockade radius rb = 5.33µm (Fig. 4.4). Laser excitation to field-ionising Ryd-
berg states (Fig. 4.1) was used with Rabi frequency Ω34 less than the intermediate-
state linewidth Γ12, to avoid power-broadening effects. Measurements were made
of the density-limiting blockade effect, described in Sec. 4.2.1, using a variable-
density atom cloud to determine the degree of spatial correlations for the resulting
ion bunches.
Rubidium atoms were prepared in the magneto-optical trap (see Ch. 2) for
a period of 100 ms, at density of nT = 10
16 m−3, after which the trapping laser
and magnetic fields were switched off. Two different methods were used to in-
crease and to decrease the density from 1016 m−3. Reduction of the atom density
was achieved using a period of free thermal expansion of up to 15 ms prior to
photo-excitation. Alternatively, an increase in the density was achieved with po-
larisation gradient cooling (PGC) and magnetic compression, using an increase
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Figure 4.6: Detected number of ions in bunches created with varying initial atomic
density. For direct photoionisation without blockade, ion number is linearly dependent
on the atom density. For excitation to the 60S Rydberg state, blockade causes satu-
ration of the ion number, with theoretical calculations fit to the data consistent with
4µm blockade radius.
in magnetic field gradient coupled with a decrease in trapping laser frequency.
The density of the atom cloud was measured for varying time delay and degree
of compression using absorption imaging.
Atoms were photoexcited by AOM-switched lasers for a period of 1µs. The
5S1/2 → 5P3/2 excitation transition was driven by an 11.86µW laser with a uni-
form circular profile of radius Rxy = 143µm resulting in Ω12 = 7.32 × 107s−1,
shaped using a spatial light modulator. The 5P3/2 → 60S1/2 transition was
driven by a 255 mW laser with an elliptical Gaussian intensity profile of RMS
size σz = 10µm along the axis of ion propagation and σy = 1.5 mm in the verti-
cal transverse axis, with peak Rabi frequency Ω34 = 2.2 × 107 s−1. The Rydberg
atoms were ionised by a 4 kV potential applied between the 5 cm-separated ac-
celerator plates, for an electric field of 80 kV/m, with a switching time measured
as 100 ns.
The ion bunch charges were measured from the integrated brightness of CCD
camera images of a phosphor-coupled microchannel-plate detector, calibrated
using a Faraday cup charge measurement device as described in Ch. 2. The
experiment was performed with a repetition rate of 10 s−1. For each delay time
and measured atom density, the ion number was measured 100 times, from which
the averaged ion number is plotted in Fig. 4.6. This figure plots the data as ion
number, rather than as density used in Fig. 4.5, as the non-uniformity of the
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laser field intensities causes spatial variation of the density of Rydberg atoms.
In the curve of ion number versus atom density (Fig. 4.6), saturation is clear.
A non-blockaded control set was generated experimentally by using the pulsed
480 nm laser (see Ch. 2) tuned to directly ionise the atoms. Continuum ionisation
bypasses the blockade effect, generating a linear relationship between the number
of ions and the atom density. The vertical error bars in the experimental curve
reflect one standard deviation of the ion numbers collected over the 100-shot
experimental average. The horizontal error bars represent one standard deviation
of uncertainty in the calculation of the atom density from the absorption imaging.
For recorded densities above 1.25 × 1016 which used PGC, there were increased
fluctuations in the ion number, attributed to movement of the atom cloud peak
density region between experimental runs.
To generate a comparative theoretical curve in Fig. 4.6, the non-uniformity
of the light field was taken into account in the calculation of the isolated-atom
Rydberg excitation fraction (Eq. 4.11). The theoretical number of ions was calcu-
lated for a given atom density by integrating the blockaded-Rydberg density from
the inverse of Eq. 4.17 over the three-dimensional laser volume with spatially-
varying Rabi frequencies. These calculations were fit to the experimental data,
which implied a blockade radius of rb = 4.0µm, indicated with the dashed line.
This blockade radius was smaller than the calculated 5.34µm radius calculated
using the intermediate-state lifetime as the linewidth, indicated with the solid
line. The discrepancy is attributable to power broadening of the transition, which
would lower the blockade radius compared to the calculation of rb with the nat-
ural linewidth, and to the presence of low-density ion halos outside of the laser
overlap volume that would increase the measured number of ions. The general
trend of the experimental data otherwise matched the theoretical model, in par-
ticular showing suppression of excitation at higher atom densities, supporting
the premise of Rydberg-blockaded ion bunches.
The degree of correlation measured by the blockade parameter rb/a (Sec. 3.3)
was calculated for the highest atom density nT = 2.65 × 1016m−3 achieved in
Fig. 4.6 with rb = 4.0µm using the hard-sphere model. The non-uniformity of
the Rydberg-coupling laser beam causes spatial variation of the Rydberg atom
density, and thus variation of rb/a. The z-axial variation of rb/a within the trans-
verse radius Rxy of the excitation laser is plotted in Fig. 4.7, showing rb/a ∼ 1.2
within 30µm of the centre of the Rydberg laser beam at z = 0. The decrease of
rb/a near z = 0 is due to the nonlinear dependence of ρ33 on Ω23. For the inferred
level of correlation within the centre of the Rydberg-atom cloud, rb/a = 1.2, the
calculations of Ch. 3 presented in Fig. 3.8 predict suppression of disorder-induced
























Figure 4.7: Calculated spatial variation in the blockade parameter within the region of
laser overlap illustrated in Fig. 4.1, produced with an atom density of 2.65× 1016m−3
and a blockade radius of 4µm inferred by the fits to experimental data in Fig. 4.6.
heating with reduction of bunch emittance to 0.38 times that of a disordered
bunch at the same density, or a sevenfold increase in brightness.
4.3 High-efficiency Rydberg excitation via stim-
ulated Raman adiabatic passage
The emittance growth caused by disorder-induced heating occurs alongside the
emittance growth caused by space-charge nonlinearity. Measuring the suppres-
sion of DIH with Rydberg blockade, as predicted in Ch. 3, for the degree of
spatial correlations inferred in Sec. 4.2, would therefore also require simultane-
ous alleviation of space-charge effects. Techniques to linearise space-charge and
suppress emittance growth using beam shaping, as demonstrated in Sec. 2.2, are
readily applicable to the Rydberg excitation techniques demonstrated in this
chapter. With improvements to the precision and spatial resolution of the shap-
ing techniques, space-charge effects could be fully linearised to the point where
DIH becomes the dominant factor in determining beam quality. However, the
methods to circumvent formation of fluorescence halos established in Sec. 2.1 are
not immediately applicable to the excitation of Rydberg atoms.
Fluorescence halos are caused by spontaneous emission of intermediate-state
excited atoms and reabsorption of the emitted photons outside of the desired
photoionisation volume. Formation of the halos leads to nonlinear transforma-
tion of bunch shape, and therefore to emittance growth. Section 2.1.3 showed
that for pulsed photoionisation directly to the continuum, halos can be prevented
by adjusting the timing of the delay between the slow, long duration excitation
laser and the fast pulse of the ionisation laser. That method is not applicable to
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the excitation of blockaded Rydberg atoms as it requires fast laser pulses for the
Rydberg-coupling transition, which lead to large laser frequency bandwidths that
would prevent blockade. In this section, a method is presented for the preven-
tion of fluorescence halos in the production of Rydberg-atom ion bunches, using
coherent population transfer via stimulated Raman adiabatic passage (STIRAP)
to avoid populating the fluorescent intermediate state.
4.3.1 Theoretical description
STIRAP is a procedure by which atomic population is coherently transferred be-
tween states using time-offset light pulses. For a comprehensive discussion of the
process, see Ref. [153]. For excitation in a three-level ladder system (Fig. 4.1),
STIRAP allows transfer of population into the third state, bypassing the second
intermediate state. Bypassing the fluorescent intermediate state prevents forma-
tion of beam halos. A key feature of the STIRAP process is the ‘counterintuitive’
pulse sequence, in which the Rydberg laser pulse precedes the intermediate-state
laser, establishing a coherence between the first and third states that evolves adi-
abatically to transfer the state population as the relative laser intensities change.
Altering the delay between the two lasers affects the overall transfer efficiency,
which is an effect that be used to establish the presence of STIRAP experi-
mentally (Sec. 4.3.2). The STIRAP technique is robust to differences in Rabi
frequencies, pulse delays and beam shapes, provided that the adiabatic condition




23 is the effective Rabi frequency and
τ is duration of the laser overlap.
A calculation of excitation using the STIRAP process is shown in Fig. 4.8a.
The optical Bloch equations (Eq. 2.2, 4.3 and 4.4) were applied to the ladder-
excitation scheme with intermediate 5P3/2 state, with Γ21 = 38 × 106 s−1, using
laser pulses with peak Rabi frequency Ω12 = Ω23 = 10 MHz of Gaussian time-
dependence of standard deviation 200 ns, separated by 200 ns. The calculations
show transfer of population from ρ11 to ρ33, with ρ22 remaining depopulated
throughout the process. The STIRAP process is insensitive to the relative de-
tuning of the laser fields from the intermediate state. The calculations were
performed for conditions where both lasers are on resonance with their respec-
tive transitions, and also when the relative detunings are decoupled from the
intermediate state while remaining in two-photon resonance with the Rydberg
state (∆12 = +27 MHz and ∆23 = −27 MHz). In either case, high efficiency in the
transfer process is maintained. Decoupling the relative laser frequencies from the
intermediate state is required to avoid population of the intermediate-state exci-





































Figure 4.8: Calculation of Rydberg STIRAP excitation for the three-level ladder sys-
tem in rubidium, using Gaussian time-dependent Rabi frequencies of 10MHz peak,
200 ns standard deviation and 200 ns STIRAP delay (indicated in the shaded regions).
a) Atomic population is transferred from ground to the Rydberg state, bypassing the
intermediate state. The STIRAP process is insensitive to detuning from the interme-
diate state, for two-photon resonance ∆12 = −∆23. b) Population of the intermediate
state in a region with Ω23 = 0, as would occur outside of the region of laser overlap,
showing suppressed excitation for off-resonant coupling. Resonance decoupling can
therefore be used to avoid population of the intermediate state throughout the entire
volume, with minimal effect on the STIRAP efficiency.
tation outside of the volume of laser overlap. Figure 4.8b shows the calculation
of Fig. 4.8a repeated with Ω23 = 0, corresponding to atoms within the excita-
tion laser but away from the centre of the ionisation volume in Fig. 4.1, showing
suppressed intermediate-state excitation. Intermediate-state-detuned STIRAP
could therefore be used to avoid populating the intermediate state throughout
the atomic volume, and thus prevent the formation of fluorescence halos.
4.3.2 Experimental implementation
STIRAP was implemented in the cold atom ion source by shaping of the laser
pulse durations and timings using radio frequency (RF) acousto-optic modulators
(AOMs). Waveform generators programmed to produce rectangular pulses were
used to control the power supplied to the AOM RF amplifiers. The spatial profiles
of the lasers were as illustrated in Fig. 4.1 with Rxy = 150µm, σy = 150µm
and σz = 20µm. The Rydberg laser was tuned to the 28S1/2 state, with relative
detuning for the two lasers set to ∆12 = +27 MHz and ∆23 = −27 MHz. The cold
atom cloud was loaded in the magneto-optical trap to a density of 5 × 1015 m−3.
Excitation to the 28S1/2 state should have no appreciable excitation blockade at
experimental densities (see, e.g., Fig. 4.5), and should therefore not affect the
measurement of excitation efficiency.
To measure the efficiency of the STIRAP process, a ‘two-pulse’ method [146,
154] was used, in which STIRAP excitation occurs twice in quick succession. The



































































Figure 4.9: Schematic of STIRAP experimental setup (a) and timing sequence (b).
Rydberg atoms produced at the laser overlap (as in Fig. 4.1) with time-dependent
laser pulses are ionised by switched high-voltage electric fields. The charge of the ion
bunches were measured individually by spatially separating them at the micro-channel
plate detector using transverse deflecting electric fields.
Rydberg atoms excited in each STIRAP pulse are ionised by electric fields that
accelerate the resultant ions towards the MCP detector, measuring the charge
and thus relative Rydberg population in each pulse. Depletion of the atom cloud
by removal of Rydberg atoms with the first pulse reduces the number of atoms
available to the second pulse. The excitation efficiency in the region of the laser
overlap can be determined by comparing the relative ion number in each pulse,
as described below.
The experimental setup, laser geometry, and timing sequence used in the
two-pulse method is shown in Fig. 4.9. An example measurement of the laser
intensities corresponding to the intermediate and Rydberg lasers is shown inset
(Fig. 4.9c), alongside the measured rise-time of the high-voltage (HV) accelerator
pulse that ionises the Rydberg atoms (Fig. 4.9d). The HV pulse was applied
before the first set of laser pulses, to ensure equal residual electric field conditions
in the two measurements. The accelerator field was 1400 kV cm−1, which ionised
the Rydberg atoms produced by STIRAP, and accelerated the ions towards the
MCP detector. Transverse electric fields provided by parallel-plate electrodes
downstream of the source (Ref. [63] p. 77) were used to deflect each ion pulse
to a different region on the phosphor-coupled MCP, so that their bunch charges
could be measured independently.
The two-pulse method measures the overall integrated efficiency over the ioni-
sation volume, bounded in the plane transverse to ion propagation by the circular
profile of the intermediate excitation laser (x2 + y2 < R2xy) within which its in-
tensity does not vary. Within the cylindrical volume of the intermediate laser,
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the efficiency of population transfer to the Rydberg state E(y, z) is dependent
only on the spatial variation of the Rydberg-coupling laser intensity, in the y and
z axes. The total charges in the first and second ion bunches produced in the











1 − E(y, z)
]
n(x, y, z) dx dy dz, (4.19)
where n(x, y, z) is the spatial density of the atom cloud prior to the STIRAP
process, and the interaction volume V is bounded by the intermediate laser beam.
The equation for N2 accounts for the depletion of the atom density by the first
STIRAP pulse, assuming negligibe thermal atomic motion in the time between
the two pulses. Using Eq. 4.18 and 4.19, the STIRAP efficiency averaged over
the interaction volume can be written in terms of N1 and N2 as




which requires only the ratio of the measured charges, relaxing requirements on
both detector calibration and the consistency of atomic density between mea-
surements.
Images of the MCP taken to measure the bunch charges are shown for ex-
ample in Fig. 4.10a, for the STIRAP pulses P1 and P2 (Fig. 4.9). The relative
proportionality of N1 and N2 was determined by area integration of the 8-bit
count of intensity in each CCD pixel for each pulse. To remove the influence of
spatial variation in the MCP sensitivity, measurements of N1 were taken from
pulse sequences (Fig. 4.9) containing only P2. N2 was measured by integration
over the same area as N1 for pulses containing both P1 and P2. The charac-
teristic signature of STIRAP is enhanced efficiency at negative delay times δt
between the intermediate and Rydberg-coupling lasers. The bunch charges were
measured for varying STIRAP delay δt, shown in Fig. 4.10b averaged across 100
measurements, with error bars as one standard deviation.
Calculations of STIRAP were performed using the OBEs (Eq. 2.2, 4.3 and
4.4), with rectangular laser pulses of 200 ns peak intensity duration and 100 ns
linear rise and fall times, with peak Rabi frequencies Ω12 = Ω23 = 15 MHz and
detunings ∆12 = +27 MHz and ∆23 = −27 MHz, for varying delay times. The
two-pulse sequence was included in the calculations with removal of the Rydberg-








































Figure 4.10: Experimental measurements of STIRAP ion bunch charges. a) Images of
the phosphor-coupled MCP detector for ion bunches created with STIRAP pulses P1
and P2 (Fig. 4.9). Top: ion bunch created in a sequence containing only the second
STIRAP pulse P2 (top), integrated to measure N1. Bottom: ion bunches created with
both pulses P1 and P2, integrated over the same region as the top image to measure
N2. b) Normalised experimental measurement of relative bunch charges in N1 and N2
(data points), and theoretical calculations using the optical Bloch equations (lines).
excited atomic population between the laser pulses. The Rydberg populations of
each pulse were calculated by integration of the calculated population over the
Gaussian spatial intensity distribution of the Rydberg-coupling laser in the y−z
plane. The calculations are shown in Fig. 4.10b compared to the experimental
results, with each normalised to the peak value of N1.
The volume-averaged efficiencies (Eq. 4.20) are shown in Fig. 4.11 for the
experimental results and for the theoretical calculations. Both the results and
calculations show peaks in efficiency at negative delays: the characteristic signa-
ture of STIRAP. The maximum volume-averaged efficiency was measured to be
60% at δt = −150 ns. At that delay time, the corresponding peak efficiency in-
ferred from the OBE calculations is 82%, at the position of peak intensity of the
Rydberg-coupling laser. The relationship between averaged and peak efficiency
is illustrated in the inset of Fig. 4.11. The inset shows the volume-averaged
STIRAP efficiency calculated only for atoms within an oblate spheroidal volume
centred on the interaction region with semi-minor axial radius rz in the z direc-
tion and semi-major axial radius rxy = rz σy/σz in the x − y plane, given the
Rydberg-laser beam sizes σy = 150µm and σz = 20µm. The volume-averaged
calculations were performed taking into account the cylindrical boundaries of
the interaction volume, Ω12 → 0 for x2 + y2 > R2xy. Averaging over a spheroidal
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Figure 4.11: Calculated interaction-volume-averaged efficiency (Eq. 4.20) from the ex-
perimental and theoretical data of Fig. 4.10. Inset: relationship between the averaged
efficiency and positionally-dependent efficiency for the optimal delay time of −150 ns,
showing convergence to a peak efficiency of 82% at the centre of the interaction volume.
region accounts for the unequal beam sizes in the y and z axes. The volume
averaged-efficiency for rz is shown in comparison to the exact efficiency at rz
from the centre of the interaction region, in the z-direction, normalised to σz.
The comparison illustrates the convergence of the volume-averaged result to the
peak efficiency at the position of maximum Ω23 at the centre of the interaction
region.
Measurement of the characteristic efficiency peak at negative delay times
demonstrates the implementation of STIRAP in the production of Rydberg-atom
ion bunches from a cold source, with off-resonant intermediate-state coupling to
prevent the formation of fluorescence halos.
4.4 Discussion
Rydberg atom photoexcitation was implemented in the cold atom ion source to
produce ion bunches with inter-particle spatial correlations. Spectroscopy using
electromagnetically-induced transparency was used to tune the wavelength of
the Rydberg-coupling laser to resonance with states up to a principal quantum
number n = 60. Ion bunches were created by excitation to the 60S state, with
an experimentally inferred blockade radius rb = 4µm. At the highest achieved
bunch densities, the corresponding blockade parameter was rb/a = 1.2, for which
the calculations of Ch. 3 predict suppression of disorder-induced heating with
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emittance reduced to 0.38 times that of a disordered bunch.
In future experiments, measuring the reduced emittance associated with the
Rydberg-blockade correlation demonstrated here will require simultaneous sup-
pression of nonlinear space-charge effects. Towards this goal, Rydberg ion bunches
were produced with resonance-detuned stimulated Raman adiabatic passage, to
prevent the formation of fluorescence halos that contribute to nonlinear space-
charge effects and emittance growth. Further research will be needed to shape
the Rydberg ion bunches to linearise space-charge, using laser distributions cal-
culated with incorporation of the hard-sphere model for blockade.
As established in Ch. 2, cold ion bunches serve as a platform for the study
of intrabeam Coulomb effects. The Rydberg excitation techniques introduced in
this chapter progress cold-atom ion sources towards overcoming the fundamental
limit to beam quality from disorder-induced heating, a major milestone not yet
achieved in the development of high brightness charged particle beams.
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Chapter 5
Conclusions and outlook
The research presented in this thesis establishes the cold-atom ion source as a
platform for the measurement of intrabeam, interparticle Coulomb interactions.
Coulomb interactions limit the brightness of charged particle beam sources used
for single-shot ultrafast diffraction imaging of biomolecules, and for injection
into accelerators for synchrotrons, x-ray free electron lasers and particle collid-
ers. Increasing the brightness of particle sources is critical for progress in those
applications, but there has been limited detail in experimental measurements
of Coulomb interactions in conventional sources, due to the masking effects of
thermal diffusion.
Cold-atom electron sources are being developed towards the goal of attaining
ultrafast electron diffraction, but they have not yet achieved Coulomb-interaction
limited brightness. Cold-atom ion sources, on the other hand, have been operated
to produce continuous streams of ions with low charge density in order to avoid
the loss of focusability due to Coulomb interactions. Here it was shown that the
propagation dynamics of cold ion bunches are dominated by intrabeam Coulomb
effects. The beam dynamics exhibited by the ion bunches are the same as for high-
density electron bunches created with shorter durations and lower temperatures
than have been achieved to date. Ion bunches can therefore be used in the
present day to develop and test methods for overcoming the Coulomb-associated
brightness limits for future electron sources.
Two distinct classes of intrabeam Coulomb effects were studied using the
cold-atom ion source: macroscopic space-charge effects, where beam evolution is
determined by the the bulk electric field of the spatial distribution of the beam
charge, and microscopic statistical Coulomb effects, where the randomness of the
electric field experienced by each ion leads to beam heating, dependent on the
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interparticle spatial correlations.
Detailed observations of space-charge dynamics using cold ion bunches were
presented in Sec. 2.1. It was shown that a rubidium ion bunch created over a
5 ns duration in an external accelerator field has the same initial space-charge
density and beam evolution as an ultrafast electron bunch with 13 ps duration.
The unique three-dimensional beam shaping capability of the cold-atom electron
and ion source was used to produce ion bunches with complex initial distribu-
tions, which evolve with nonlinear transformation of beam shape. High-density
rings were observed to form in the transverse charge-density distributions of the
ion bunches, measured with a charged particle detector after 70 cm of free-space
propagation. The rings were not predicted by particle tracking simulations for
the initial ion distributions calculated using a two-level atom model with known
laser intensity distributions. Simulations were repeated using a four-level model
of photoexcitation including fluorescence from the intermediate state, which re-
produced the experimentally observed distributions including the high-density
rings. It was discovered that the rings form from velocity bunching of fast-
expanding ions at a beam core with a low density background ‘halo’ of ions.
The halo was produced by reabsorbed light fluoresced from the intermediate ex-
cited state during the laser excitation process. Suppression of the fluorescence
halo rings was demonstrated by elimination of the time delay between excitation
and ionisation. The fluorescence halo rings are an example of complex beam
behaviour that is specific to the cold atom source, but also a complex behaviour
that was only observable due to the low temperature of the ions, behaviour which
would be masked by thermal diffusion at only a few tens of kelvin.
Space-charge effects present a limit to beam quality that can be overcome
through linearisation of the internal electric field within a charged particle bunch.
Beam shaping techniques for suppressing nonlinear space-charge expansion ef-
fects have been developed for photocathode electron sources and implemented
in cold atom electron sources, but to date there has been no experimental con-
firmation of improved beam quality with the technique, due to thermal diffu-
sion effects. Section 2.2 describes contributions towards the creation of cold ion
bunches with transverse profiles shaped to produce ellipsoidal bunches with linear
internal electric fields, and also with unshaped Gaussian transverse distributions.
The relative beam quality of each distribution was quantified by measurement
of the minimum beam size at a focus. Shaped bunches were shown to have im-
proved focusing properties, demonstrating suppression of space-charge induced
emittance growth through beam shaping for the first time in any charged particle
beam.
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Amelioration of space-charge induced limits to beam brightness through beam
shaping in a CAEIS will produce bunches that are limited instead by statistical
Coulomb effects dependent on the interparticle spatial correlations. In a cold ion
beam, disorder-induced heating (DIH) arising from randomness of inter-particle
electrostatic potentials can cause an increase in beam temperatures by many
orders of magnitude compared to the source-atom temperatures. Chapter 3
presents research into the capacity for cold-atom ion beams to overcome DIH
by introduction of interparticle spatial correlations into the atomic distribution,
prior to ionisation. Models and simulations have previously established the pos-
sibility of preventing DIH in ultracold neutral plasmas (UCNPs), but not in
charged particle beams undergoing space-charge expansion. Here, a model of
the equilibration of DIH in a non-expanding one-component plasma was shown
to predict the degree to which DIH emittance growth can be suppressed, for
partial degrees of correlation. The model describes suppression of DIH for ion
bunches created with Rydberg-blockade correlations (Sec. 3.3) and optical lattice
correlations (Sec. 3.4) for experimentally achievable physical parameters. These
predictions show that cold atom ion sources are the most promising candidate
for exceeding otherwise fundamental limits of charged particle beam brightness.
Motivated by the need to suppress DIH, chapter 4 presents experimental
efforts towards creation of a spatially-correlated ion source using Rydberg block-
ade. Rydberg-excited atoms interact strongly via van der Waals interactions
when in close proximity. The interaction leads to Rydberg blockade in the pho-
toexcitation of ensembles of Rydberg atoms, which can be exploited to induce
interparticle spatial correlations in the resultant ion bunches. Rydberg-blockade
correlated ion bunches have reduced disorder-induced heating compared to disor-
dered ion bunches at the same density. A vapour-cell spectroscopy system using
electromagnetically-induced transparency was constructed and used to tune the
frequencies of lasers used in the cold-atom ion source to resonance with Rydberg
energy levels. Measurements of the excitation blockade effect in ion bunches cre-
ated using the Rydberg-coupling lasers established the presence of interparticle
spatial correlations. The degree of spatial correlation measured in the block-
aded ion bunches is predicted to suppress disorder-induced heating and reduce
bunch emittance to 38% of that for a disordered bunch, i.e. an increase in beam
brightness by a factor of 7.
Section 4.3 presents a method for creating Rydberg-atom ion bunches with
implicit suppression of the fluorescence halo effect. A coherent, stimulated Ra-
man adiabatic passage (STIRAP) excitation scheme was implemented to excite
the Rydberg atoms with high efficiency and to bypass the fluorescent intermedi-
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ary states in the photoexcitation process. Models presented in Sec. 4.3 showed
that detuning of the STIRAP lasers from resonance with the fluorescent inter-
mediate state can be used to avoid its population throughout the entire atomic
volume, while maintaining high transfer efficiency to the Rydberg state. With
implementation of control over the laser pulse durations and timings, experimen-
tal measurements of the characteristic high transfer efficiency established the
presence of STIRAP in the creation of the Rydberg-atom ion bunches.
Combining the methods presented in this thesis to suppress space-charge and
disorder-induced emittance growth would allow for creation of an ion source
limited only by its source thermal emittance. To do so would require shaping
of the beam spatial charge density to linearise space-charge expansion, while
also correlating the interparticle separations with Rydberg blockade or with an
optical lattice. Further studies would be required in order to create shaped and
correlated Rydberg ion bunches, as the blockade effect reduces the efficiency of
photoexcitation, altering the shape of the ion beam distribution for a given laser
intensity distribution compared to the excitation of non-blockaded ensembles.
The production of spherical-shaped, crystalline-ordered ensembles of Rydberg
atoms using spatially, temporally, and frequency-varying laser fields [130, 155],
if created at sufficient density to be used for producing particle beams, would
fulfil the requirements for the goal of suppressing both space-charge and disorder-
induced heating. The models and experimental demonstrations presented in this
thesis progress the CAEIS towards that goal.
Direct measurement of the suppression of DIH through correlation for a beam
with linearised space-charge fields is, at present, beyond the capabilities of the
CAEIS. As an example, the emittance of a disordered, spherical, 1 keV rubidium
ion bunch of initial density n = 1016 m−3 and 100µm initial transverse RMS beam
size is ϵ = 10 pm·rad after 10µs (50 cm) of free-space propagation (Fig. 3.6).
A blockade-correlated bunch of rb/a = 1 has a lower beam emittance of ϵ =
5 pm·rad. The bunches expand under linear space-charge forces to transverse
RMS size σ = 1 cm after the 10µs of propagation, so that with subsequent
focusing over a 10 cm focal distance (0.1 rad focusing angle), the DIH-limited
beam focal sizes for the disordered and blockaded bunches can be estimated
from their emittances as 100 pm and 50 pm respectively. At present, the spatial
resolution for measurement of beam focal sizes, using the knife edge method as
in Fig. 2.8, is on the order of 10µm. Experiments that measure the emittance
of CAEIS beams using phase-space sampling have a measurement resolution on
the order of 10 nm·rad [47]. Future improvement of detector sensitivity in the
sampling of beam phase-space, or design of experiments to measure beam focal
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sizes at the picometre scale, will enable a CAEIS to demonstrate suppression of
DIH through spatial correlations.
The cold ions have been used in this thesis as an analogue for cold, ultrafast
electron bunches. The methods presented here for suppressing emittance growth
for cold ion bunches are directly applicable to the production of cold electron
bunches, as each ionisation event within the cold atom source produces an elec-
tron and an ion at the same point in space. Repetition of the experiments of
this thesis with cold electron bunches would face several challenges: First, the
temperature of the electron bunches would need to be reduced in order to re-
duce thermal diffusion, so that the nonlinear space-charge effects become visible.
Experiments to date have measured electron source temperatures on the order
of 10 K, which is above the disorder-induced heating equilibrium temperature.
Reducing the temperature of the electrons would require careful control over the
photoexcitation laser bandwidths and polarisations [156], and management of
the scattering of the electrons from their parent ions [92]. Secondly, electron
bunches will only exhibit space-charge effects when created with short duration,
necessary to achieve high charge density. Ultrafast photoionisation tends to cre-
ate high-temperature electrons due to the large laser bandwidths of ultrafast
pulses, and competing photoionisation processes can significantly lengthen the
electron pulse duration [157]. If these problems in ultrafast electron generation
can be overcome, the source brightness will be limited by the nonlinear space-
charge expansion and the disorder-induced heating effects that were studied here
using cold ions.
In conclusion, the studies presented in this thesis progress cold atom elec-
tron and ion sources towards exceeding Coulomb-induced beam brightness limits.
Suppression of space-charge and disorder-induced emittance growth will be cru-
cial for the development of high-brightness electron beams capable of ultrafast
single-shot diffraction of biological molecules, which may require beam phase-
space densities close to the quantum degeneracy limit [16]. Therefore, ultracold
ion bunches can be used in the present day to prepare for future challenges in
charged-particle beam source research and development.
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Detailed observation of space–charge dynamics
using ultracold ion bunches
D. Murphy1, R.W. Speirs1, D.V. Sheludko1, C.T. Putkunz1, A.J. McCulloch1, B.M. Sparkes1 & R.E. Scholten1
Control of Coulomb expansion in charged particle beams is of critical importance for
applications including electron and ion microscopy, injectors for particle accelerators and in
ultrafast electron diffraction, where space–charge effects constrain the temporal and spatial
imaging resolution. The development of techniques to reverse space–charge-driven
expansion, or to observe shock waves and other striking phenomena, have been limited by
the masking effect of thermal diffusion. Here we show that ultracold ion bunches extracted
from laser-cooled atoms can be used to observe the effects of self-interactions with
unprecedented detail. We generate arrays of small closely spaced ion bunches that interact to
form complex and surprising patterns. We also show that nanosecond cold ion bunches
provide data for analogous ultrafast electron systems, where the dynamics occur on
timescales too short for detailed observation. In a surprising twist, slow atoms may underpin
progress in high-energy and ultrafast physics.
DOI: 10.1038/ncomms5489
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Coulomb interactions can lead to instabilities and emittancegrowth in charged particle beams, limitting the ultimateperformance of electron and ion microscopes1,2 and high-
energy particle accelerators3. In ultrafast electron diffraction4–6,
space–charge effects constrain the capacity to obtain diffraction
information. For example, in bunches containing just 18
electrons, Coulomb repulsion was shown to increase the bunch
duration by 50% and energy spread sevenfold7. Coulomb
repulsion before8 and after9 the specimen thus place an
ultimate limit on the ability to extract useful diffraction
information. For strongly coupled systems, Coulomb
interactions mediate interesting collective effects including the
formation of Wigner crystals10, self-organization11 and shock
wave phenomena12–14. Thus, although the underlying physics of
the two-particle Coulomb interaction is simple, the behaviour of
beams with complicated spatial and temporal structure can be
difficult to predict. Particle trajectory calculations are
straightforward for a few particles or even a few million, but
become intractable for high-density high-current systems. The
development of useful models of self-field effects has been limited
by a lack of detailed comparative experimental data where the
space–charge and thermal effects are clearly distinguishable.
Cold charged particle sources based on near-threshold
photoionization of laser-cooled atoms15–18 produce electrons
and ions with temperatures as low as a few kelvin and millikelvin,
respectively, allowing detailed investigation of self-field and
strong coupling effects. The ability to arbitrarily shape the
initial charged particle distribution18 enables flexible investigation
of the spatial dependence of inter-particle dynamics.
The effects of space–charge interactions are enhanced in ion
bunches compared with electron bunches. Owing to their high
mass, they have comparatively low velocities and hence retain a
high charge density following the ionization. The ion temperature
is also three to four orders of magnitude lower, allowing distinct
measurement of space–charge effects without significant loss of
detail due to thermal expansion.
During an ionizing laser pulse of time ti in a static electric field,
the ion bunch will grow longitudinally as the ions are produced,
but the elongation is less than that of an electron bunch created
over the same duration due to the larger ion mass. The
equivalent-length electron bunch pulse duration te in the same




, where me,i are the electron and ion
mass. The visibility of the space–charge effect is enhanced in ions
compared with that in the equivalent-time electron bunches
because the ion temperature remains low, with the excess
ionization energy predominantly transferred to the photoelec-
trons. Thus, ion bunches created with ionization pulse durations
of a few nanoseconds demonstrate space–charge effects equiva-
lent to those in electron bunches created on picosecond
timescales, comparable to the fast electron beams created using
cold atom sources19,20.
Pioneering work with cold atom sources has shown evidence of
space–charge effects21,22, and the role of Coulomb interactions in
cold ion beams has been studied in detail for continuous-mode
low charge density operation23–25. In this paper we investigate
space–charge effects in arbitrarily shaped nanosecond duration
cold ion bunches produced by near-threshold photoionization of
laser-cooled atoms. We study in detail a complex ion distribution
as an example of the subtle space–charge dynamics that can be
observed, in particular the formation of shock wave structures
where a halo of cold ions is compressed by the space–charge-
driven expansion of a small high-density ion bunch. We observe
collective behaviour including high-density caustics and the
formation of complex patterns from long-range interaction
between small charge bunches. The detail allowed us to
systematically test and develop a comprehensive model of the
system including self-field effects, illustrating the advantages of
observation without thermal diffusion.
Results
Generating ultracold ion bunches. In our experiments (see
Methods), ion bunches were formed by photoionization of an
ensemble of laser-cooled rubidium atoms in a magneto-optical trap
(Fig. 1). The two-colour ionization process allows ions to be cre-
ated in an arbitrary charge density profile18. The intensity profile of
an excitation laser beam (wavelength l¼ 780 nm, O12) was shaped
using a reflective phase-shifting spatial light modulator. A second
tunable laser (wavelength l¼ 480 nm, O23) was used to couple the
excited atoms to a selectable Rydberg state. With the addition of an
external static electric field (20–80 kV m" 1) the atoms are ionized
in the region of overlap of the two laser beams. Control of the
bunch charge was varied by changing the excitation laser beam
power. The ions were accelerated in the static field over a distance
of 2.5 cm before drifting 21.5 or 70 cm to a phosphor-coupled
microchannel-plate and CCD camera to image the charge density
profile of each bunch.
Ring formation. At low charge densities, the bunches expand
linearly, driven by thermal diffusion. With increasing charge,
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c
Figure 1 | Measurement of space–charge dynamics in ultracold ion bunches. (a) Cold rubidium atoms are prepared in a magneto-optical trap. Ions are
produced by two-colour near-threshold photoionization. The cold ions are accelerated by a static electric field before drifting 21.5 or 70 cm in a zero-field
region to an imaging detector to record their transverse spatial profile. (b) Ion bunch transverse spatial distribution; density shown in false colour. (c)
Rubidium energy levels with optical couplings labelled by the Rabi rates O, decay rates G and schematic transverse laser intensity profiles for relevant
states in the two-colour ionization process.
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rather than the simple expansion and loss of detail that might be
expected, Coulomb interactions accelerate the growth and induce
nonlinear transformation of the bunch structure. Figure 2 shows
experimentally measured projected ion bunch densities, for nine
small closely spaced ion bunches. At low-excitation laser power
(low bunch charge; left column) the measured distribution after
propagation closely matches the intensity profile of the excitation
laser and original bunch shape. Increased laser power and bunch
charge induce surprisingly complex structure due to Coulomb
interactions within and between the bunches. In particular, we
observe the formation of high-density rings and collision
boundaries between bunches.
The rings are visually similar to those formed by the interplay
between self-fields and external focusing elements in electron
storage rings26, but in our case are found for all high-density
initial distributions regardless of beam size and internal profile.
The rings are also suggestive of phase–space wave-breaking
phenomena, which have been predicted for particle beams27–29,
and similar to shock-shell formation predicted, but not yet
experimentally observed, for Coulomb explosion of strongly
coupled plasmas formed from cold ions13 and in laser-irradiated
nanoclusters30.
We also observe high-density layers at the collision between
expanding bunches. These layers have an apparent stickiness
or adherence, in that the separate rings do not expand
through each other, but compress to form collision boundaries.
The compression layers have not been observed in studies of
merging electron beams31, illustrating the insight available
through investigation of space–charge effects with cold and
heavy ions.
Simulation and modelling. The evolution of the ion bunches was
simulated using General Particle Tracer32, which propagates
point particles through the known accelerator field structures and
the dynamically evolving self-field. The initial charge
distributions were determined from the measured laser spatial
profiles by calculation of the atomic excitation. For two-step
ionization at a high 480-nm pulse energy, the probability of
ionization is proportional to the probability of being in the
intermediate 5P state before the 480-nm laser pulse18,24,33, but
the usual expectations of saturation for a two-level transition34
are not applicable since we must include loss via field ionization.
Indeed, experimentally, we can infer the number of ions produced
from the space–charge-induced bunch expansion (Fig. 2) and we
did not observe saturation of ion production even at several
hundred times saturation intensity for the 480-nm transition. We
developed a four-level model of the excitation and ionization
process (see Methods), with field ionization included as a fixed
rate loss. The extension accounts for laser-induced transitions
from the ground to excited state during the 5-ns ionizing laser
pulse, such that the ionization fraction is not limited by the
saturated excited-state fraction before the ionization pulse. The
spatial charge distribution of the ion bunches was calculated by
numerical solution of four-level optical Bloch equations, given the
known laser intensity profiles. We included the effects of
fluorescence and reabsorption of the 780-nm photons, which
lead to the formation of a halo of ions at large distances from the
laser intensity maxima. The overall effect for a Gaussian
excitation beam is an ion charge distribution that is radially
broadened from the laser profile with a long, smoothly decreasing
tail at large radius.
The experimentally observed high-density rings that surround
the ion bunches were reproduced in simulation. Figure 3a shows
the axially averaged radial distribution calculated for expanding
ion bunches of varying charge density. The rings are formed by
the dense inner core of ions, expanding rapidly due to Coulomb
repulsion, until they interact with cold low-density ions in the
halo generated by the reabsorption of fluorescence during the
excitation phase. This behaviour is consistent with analytic
predictions of the Coulomb explosion of dense nanoclusters
irradiated by ultra-intense laser fields on very short timescales,
which are studied in the context of laser-triggered nuclear
fusion30,35–37.
Figure 3b shows the simulated phase–space structure of a
high-density bunch, in particular showing the large radius and
momentum ring that are akin to shock wave formation in
strongly interacting media. Modelling of a similar initial
distribution of cold ions, in one dimension and without the halo
formed by reabsorption of spontaneous emission, has also
predicted an expanding shock front13, but the formation of
high-density boundary layers at the collision of the expanding ion
shells has not been previously reported31. The negligible thermal
diffusion of the ions in our experiments allows direct observation
Experiment
Simulation
Figure 2 | Space–charge interactions between ion bunches. Ion beam density profiles imaged 24 cm (7.9ms) from the source region, for nine closely
spaced bunches each of 100mm diameter. Upper panel: experimentally measured profiles for increasing bunch charge, showing increased expansion
and the emergence of high-density regions due to intra-beam space–charge effects. Left to right: shaped excitation laser beam with total power of o1, 70,
210, 340, 640 and 980mW. Lower panel: simulated bunch structure for ion bunches with spatial profiles calculated with laser profile and powers as used in
the experimental images. Total bunch charges of 0 C, 2 fC, 8 fC, 10 fC, 13 fC and 19 fC. The greyscale density profiles are normalized individually to
maximize contrast. Scale bar, 5 mm.
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of the shells and high-density boundary layers despite the
comparatively low density and long timescales. Simulations of the
equivalent-time electron bunches show the same structures
forming at very low initial electron temperature, but loss of
visibility at a few kelvin, the lowest electron temperatures
currently achievable18,20.
Model verification. The high-density rings of our ion bunches
are formed as the expanding core interacts with a halo of sur-
rounding cold ions produced from reabsorbed spontaneous
emission. The link between spontaneous emission and ring
structure was tested by varying the duration of spontaneous
emission before ionization and measuring the effect on ring
density. The spontaneous emission time was determined by the
delay between the 780- and 480-nm laser pulses used in the two-
step ionization process. The first laser excites atoms to the 5P3/2
state, which has a natural lifetime of 26 ns. The second laser, with
pulse length of 5 ns, excites the 5P atoms to a resonant auto-
ionizing state in the static ambient electric field. The fluorescence
from the intermediate 5P state can therefore be controlled by
varying the delay between the two laser pulses, allowing variation
of the density of excited and subsequently ionized atoms in the
halo. Figure 4 shows the variation in visibility of the outer rings in
the propagated bunch with changing time between pulses,
showing increasing visibility with increased duration of sponta-
neous emission.
The evolution of the multi-beamlet ion bunch is shown in an
animation (Supplementary Movie 1), where each frame is the
calculated charge density profile for one charge bunch, in a plane
transverse to the bunch propagation direction. The simulated ion
bunch contains nine mini-bunches of 104 ions each, plus 2# 104
simulated halo ions, for an accelerating field of 20 kV m" 1 over
2.5 cm and free propagation of 14 cm (5 ms). The space–charge-
driven bunch expansion and formation of the halo rings and
colliding beamlets are readily apparent.
Discussion
Cold atom-charged particle sources are a promising new
approach to producing high-brightness beams for applications
in ultrafast imaging and high-resolution nanoscale fabrication.
Achieving that promise will require detailed understanding of the
Coulomb interactions within charge bunches and we have shown
here that cold ion bunches can be a powerful tool for investigating
such charged particle beam behaviour. The detailed measure-
ments that are possible with cold ions have allowed us to test
predictions of complex interactions in high-density charge
bunches. Our observations highlight the importance of the initial
charge density resulting from the photoionization process and
identify the origin of features such as high-density caustics and
inter-bunch boundary layers, which indicate nonlinear fields that
lead to the emittance growth. The ability to arbitrarily shape the




















































Figure 3 | Ion bunch profiles. (a) Measured and calculated radial
dependence of the ion density. (b) Logarithm of the ion phase–space
density, showing two orders of magnitude in density from light to dark,
for a single bunch of 18,000 cold ions at propagation distance and time
of 70 cm and 10.8ms, respectively. The formation of a shock front at the
outer edge of the bunch is illustrated by the caustic in the phase–space
distribution. Inset of a shows typical measured density profile for a single
bunch.
















































































Figure 4 | Halo formation via fluorescence. Variation in density of halo
ions with excitation laser pulse temporal separation. (a) Solid lines (left)
and dashed lines (right) show the blue ionization and red excitation laser
pulse timing. The excitation laser rise time is limited by the acousto-optical
modulator used to modulate the laser beam. (b) Measured ion bunch radial
profiles for varying ionization delay, for free-propagation distance of 70 cm.
Owing to the slow rise of the excitation laser intensity, the charge density of
the beam ‘core’ was kept constant for different timings by adjusting the
power of the excitation laser. With a constant core density the expansion
rate is approximately constant, but the 5P–5S fluorescence increases with
pre-ionization excitation delay, increasing the halo density.
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density distributions for complex and diverse source configura-
tions and probe the associated beam quality degradation related
to space–charge effects. The low temperature of cold ion sources,
and the scaling of time due to the electron/ion mass ratio, allows
precise measurement of previously inaccessible space–charge
dynamics relevant to high-density electron bunches used in
accelerators and ultrafast electron diffraction imaging.
Methods
Experimental apparatus and techniques. A magneto-optical trap loaded from an
effusive oven source and a Zeeman slower38 was used to collect neutral rubidium-
85 atoms at a temperature of 70 mK in a region B5 mm in diameter, with a peak
density of 1.2# 1010 cm" 3. The atoms were ionized by two-step, near-threshold
photoionization. A l¼ 780 nm laser beam was used to drive the first-step
excitation transition. This beam consisted of two laser frequencies, with 900 mW of
power tuned to the 52S1/2(F¼ 3)-52P3/2(F¼ 4) transition and 100mW acting as a
repumper on the 52S1/2(F¼ 2)-52P3/2(F¼ 3) transition. The excitation laser beam
intensity profile was shaped with a spatial light modulator to control the spatial
distribution of the intermediate excited-state atoms in two dimensions. Atoms in
the 5P state were then excited to a field-ionizing state, equivalent in energy to an
nC30 Rydberg state in a null field, by a l¼ 480 nm, 2–6 mJ laser pulse of 5 ns
duration focused to a 100mm# 8 mm (full width at half maximum) ribbon
propagated perpendicular to the excitation laser beam, defining the profile of the
ions along the direction of ion propagation. The atoms were excited and ionized in
a static electric field of 20–80 kV m" 1 between a pair of parallel plate electrodes.
During and shortly after ionization, heating processes such as disorder-induced
heating increase the ion temperature to a few millikelvin39. The ion bunches were
accelerated over a distance of 2.5 cm, traversed an aperture in the grounded
electrode and expanded due to the strong lens effect of the aperture, then drifted in
a field-free region for 21.5 (Fig. 2) or 70 cm (Figs 3 and 4) to a phosphor-coupled
microchannel plate and the spatial charge density was imaged with a CCD camera.
Modelling and simulation. To simulate the propagation of the cold ions with
space–charge effects included, we first calculated the initial spatial profile of the
bunches. The atomic state was described with a four-state density matrix for the
electronic ground and intermediate excited states, the resonant self-ionizing state
and the final ionized state. The states were coupled by laser fields with position-
and time-dependent intensities and by spontaneous decay (see Fig. 1c). Field
ionization was represented by rate G34, which was determined from calculated
near-threshold ionization cross-sections40.
The evolution of r, the density matrix for the four-level atom, is given by




þ L̂ rð Þ ð1Þ
where the indices are associated with the atomic levels given in Fig. 1. The
Hamiltonian for the laser–atom interaction is
Ĥ ¼ ‘
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The decay terms are:
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The optical Bloch equations for the four-level system were derived following
standard approaches34,41 and solved numerically for the spatially varying time
derivative of the population of the ionized state. The total bunch charge was
adjusted to optimize the agreement with the measured density distribution.
Particle tracking simulations32 were used to calculate the evolution of the ion
bunches under the influence of the external accelerator fields and internal Coulomb
self-fields, as shown in the animation (Supplementary Movie 1). The tracking
simulations reveal the time dependence of the bunch evolution, and two-
dimensional projections of the particle density can be compared with experimental
results as in Fig. 2. The essential features of the calculated initial bunch profiles
produced good qualitative agreement with the observed bunch behaviour.
Simulations were performed using a three-dimensional particle mesh method to
calculate the self-field, and also by calculating the interactions between all ion pairs.
The bunch evolution was identical for the two approaches, showing that for our
initial distributions, the evolution was dominated by space–charge effects rather
than statistical Coulomb (Boersch) effects, which would not be apparent with the
mesh method.
The effects of fluorescence and reabsorption of the quasi-continuous excitation
beam were included using a first-order single-scattering approximation. Assuming
steady-state conditions before the ionizing laser pulse, the excited-state spatial
profile without fluorescence r22(x) was calculated from the laser intensity. Excited





4p x0" xj j2
dV ð4Þ
assuming isotropic emission, where ‘o is the energy per photon and N(x) is the
atomic number density. The scattered intensity is then added to the laser intensity
to calculate the initial conditions of the excited-state profile corrected for
reabsorption. Saturation and reabsorption cause broadening of the excited-state
profile compared with the excitation laser profile, and the appearance of a halo of
excited-state atoms that decrease in density smoothly from the beam core out to
long distances. This excitation halo is ionized, becoming responsible for the
formation of a density wave at the edge of an exploding ion bunch.
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Increasing the Brightness of Cold Ion Beams by Suppressing Disorder-Induced
Heating with Rydberg Blockade
D. Murphy, R. E. Scholten,* and B. M. Sparkes
School of Physics, The University of Melbourne, Victoria 3010, Australia
(Received 27 July 2015; published 20 November 2015)
A model for the equilibrium coupling of an ion system with varying initial hard-sphere Rydberg
blockade correlations is used to quantify the suppression of disorder-induced heating in Coulomb-
expanding cold ion bunches. We show that bunches with experimentally achievable blockade parameters
have an emittance reduced by a factor of 2.6 and increased focusability and brightness compared to a
disordered bunch. Demonstrating suppression of disorder-induced heating is an important step in the
development of techniques for the creation of beam sources with sufficient phase-space density for
ultrafast, single-shot coherent diffractive imaging.
DOI: 10.1103/PhysRevLett.115.214802 PACS numbers: 29.27.Bd, 07.77.Ka, 37.10.-x, 52.27.Jt
Nanoscale material manipulation with focused ion
beams [1], high resolution electron microscopy [2,3],
and ultrafast and coherent electron diffraction imaging
[4] require high flux low emittance sources of charged
particles. The emittance, or focusability, of the beam
determines important imaging capabilities such as the
resolution and image acquisition time. Cold-atom electron
and ion sources (CAEIS) [5,6] based on the photoioniza-
tion of laser-cooled atomic gases are being developed for
the production of low emittance beams, achieving source
temperatures below 10 K for electrons [7] and 1 mK for
ions [8]. These sources produce charged particle bunches
with arbitrarily shaped spatial profiles, short durations and
high coherence [9–11], and high resolution focus suitable
for ion microscopy [12].
Intrabeam Coulomb effects limit usable beam densities
in applications that require short bunch duration, such as
single-shot ultrafast electron diffraction where the expan-
sion effects constrain the imaging capability of bunches
with more than a few tens of particles [13]. At high beam
densities, the nonlinear Coulomb expansion of bunches
with nonuniform space-charge densities leads to loss of
beam quality [14]. CAEIS ion bunches have been used as a
platform for the study of space-charge effects, since low
source temperature and high mass enable detailed mea-
surements analogous to much shorter bunch durations
appropriate to ultrafast electron beams [15]. The initial
source distribution of CAEIS beams can be shaped to
produce uniform charge distributions, which is predicted to
alleviate space-charge induced emittance growth [14,16].
For beam sources with uniform charge distributions, the
minimum achievable source temperature is ultimately
limited by statistical Coulomb effects resulting from the
discrete nature of the charged particles [17]. Particle beams
cooled from initially high temperatures, such as electron-
cooled heavy ion beams in storage rings, encounter a
cooling limit due to intrabeam scattering when operated at
high beam density [18]. Bunches of initially cold charged
particles created with uncorrelated initial positions, as from
a CAEIS, have interparticle repulsive forces that are
random in orientation and magnitude, leading to disor-
der-induced heating (DIH) [19,20]. DIH can, in principle,
be suppressed by establishing spatial correlations in the
initial particle distribution, for example, by ionization
of a degenerate Fermi gas [21], or atoms in an optical
lattice [22], or blockaded Rydberg-atom ensembles [23].
Simulations of the suppression of DIH in these precorre-
lated plasmas have been performed only in the absence
of expansion, which, otherwise, prevents establishment of
thermal equilibrium due to the effects of adiabatic cooling
[24,25]. Models of DIH suppression through correlation
in cold charged particle bunches, where rapid Coulomb
expansion is unavoidable, are needed to establish limita-
tions to beam quality on the basis of achievable exper-
imental parameters.
In this Letter, we investigate the suppression of DIH in
Coulomb-expanding cold ion beams with initial position
correlations created through the ionization of a shaped
blockaded Rydberg gas, where spatial correlations are
introduced by interatomic interactions that prevent excita-
tion of pairs of atoms that are in close proximity [26].
We model the DIH process using hard-sphere initial
correlations [27,28] to derive the equilibrium temperature
and show, through detailed molecular-dynamics (MD)
simulations, that the suppression of DIH calculated in
equilibrium holds during the emittance nonconserving,
nonequilibrium expansion process for uniform bunches.
The effects of Coulomb interactions within an ion bunch
are equivalent to those in an electron bunch, but occur on a
longer time scale due to the larger ion mass [15]. Therefore,
our model places an experimental limit on the reduction of
emittance through hard-sphere correlations for any high-
density charged particle bunch, such as electrons used for
single-shot, ultrafast diffraction studies.
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Emittance is a measure of the phase-space area occupied









where σx is the root-mean-square (rms) beam size, c the
speed of light, kB the Boltzmann constant, m the mass of
one particle. The thermal energy is kBT ¼ mσ2vxð1 − r
2
x;vxÞ
where σvx is the rms velocity spread and rx;vx is the
correlation coefficient of the x-axis position and velocity
phase-space profile. At a beam waist, emittance is the
product of the beam size and angular divergence, thereby
determining the minimum focal size for a given focusing
system. Achieving high beam brightness and coherence
requires low beam emittance and, thus, low temperature.
The internal structure and dynamics of a plasma can be
described in terms of its temperature using the Coulomb






where e is the elementary charge, ε0 is the vacuum
permittivity and the Wigner-Seitz radius a ¼ ð3=4πnÞ1=3
is the average interparticle separation for ion density n.
For strong coupling (Γ > 1), the motion of individual
particles is determined by the interparticle interactions
rather than thermal diffusion.
For an initially disordered cold-ion plasma, Γ may be
high initially due to the low temperature, but DIH occurs
with a characteristic time scale on the order of the inverse of




, limiting the sys-
tem to an equilibrium coupling parameter Γeq ∼ 2 in the
absence of expansion [29]. At an ion density n ¼ 1016 m−3,
typical of a CAEIS using a magneto-optical trap (MOT)
atom source, this implies rapid equilibration to a temper-
ature Tc ¼ 2 K, 5 orders of magnitude higher than the
temperature of the atoms before ionization.
Previous simulations have suggested that equilibrium
coupling parameters as high as Γeq ¼ 35, corresponding
to much lower temperatures, may be reached in neutral
nonexpanding plasmas produced through ionization of
blockaded Rydberg atoms [23]. A pair of Rydberg atoms
in a low angular momentum state with separation R interact,
to leading order, via the van der Waals (VDW) potential
VðRÞ ¼ −C6=R6. In an ensemble of atoms exposed to
radiation coupling a ground state to a Rydberg level, with
power-broadened linewidth ν, any ground-state atom within
the blockade radius rb ¼ jC6=νj1=6 of a Rydberg atom is
prevented from being excited to the Rydberg level by the
VDW interaction. For two rubidium atoms in the 60S state
that have C6 ¼ −140 GHz μm6 and linewidth ν ¼ 3 MHz,
the blockade radius of rb ¼ 6 μm [30] exceeds the mean
interparticle separation a of a random distribution at the
typical ion density of n ¼ 1016 m−3. Therefore, the block-
ade provides a mechanism for suppression of DIH and
consequent reduction of the effective source temperature.
First, we consider the thermal equilibrium properties of a
nonexpanding ion bunch with Rydberg blockade correla-
tions. Following creation of a blockaded Rydberg ensemble
created in a volume defined by a two-laser excitation
process [9], our model assumes complete ionization of
the Rydberg atoms by a switched electrostatic field in a
time much less than the DIH time scale ω−1p , which is
achievable in existing MOT-based CAEIS accelerators
[31]. The field accelerates the ions, and removes electrons
from the system on a much shorter time scale than the ionic
motion, such that they have a negligible effect on the ion
temperature. Hard-sphere approximations for the VDW
interaction have been shown to adequately approximate the
spatial correlations [27] and excitation fractions [28] of
high density blockaded Rydberg ensembles. The hard-
sphere approximation allows calculation of the internal
energy of the ion configuration as a function of a dimen-
sionless blockade parameter rb=a, which we use to derive
the equilibrium coupling parameter after DIH.
Using the approach for a disordered system [32], we
calculate the equilibrium Coulomb coupling parameter Γeq
of a nonexpanding ion system by, first, considering the
conservation of energy per particle in the initial and final
(equilibrium) ionic configurations. For potential energy,
we use the internal binding energy per particle in a one-
component plasma (OCP) system uOCP [33]. In equilib-
rium, this is given by the OCP equation of state in the




ð−0.9þ 0.590673Γ−2=3eq − 0.26569Γ−1eq Þ:
ð3Þ
For an initially disordered distribution, the initial internal
binding energy ui ¼ 0, as the ions have no structure and
experience no initial confining force. Within one plasma
period, the ions develop short-ranged OCP correlations
with negative binding energy uOCP balanced by a gain of
kinetic energy. Conservation of energy for an initially cold,
disordered distribution with a final thermal equilibrium
potential uf ¼ uOCP gives an equilibrium coupling param-
eter Γeq ¼ 2.23 [17]. Ions with correlated initial positions
have a nonzero initial binding energy so that less kinetic
energy is gained per particle during thermal equilibration,
leading to an increase in the Coulomb coupling parameter
in the final state. For hard-sphere correlations, the Percus-
Yevick (PY) equation gives a radial distribution function
[35] that permits calculation of an analytical form of the
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where η ¼ 18 ðrb=aÞ
3 is the packing fraction of spheres
of diameter rb in the hard-sphere approximation.
Conservation of energy with ui ¼ uPY then gives the PY
hard-sphere equilibrium coupling parameter ΓPY as a
function of the blockade parameter rb=a (Fig. 1). For a
blockade parameter of rb=a ¼ 1.2 reported by experiments
[28], ΓPY ¼ 16. The solution of ΓPY for blockade param-
eters rb=a underpins the behavior of the coupling param-
eter observed in simulations of neutral plasmas with
Rydberg blockade [23].
To quantify suppression of DIH in an expanding beam,
we performed an N-body MD simulation of DIH in an
infinite homogeneous system of ions with linear expansion
by using periodic boundary conditions in a comoving cubic
geometry with equations of motion from the direct Ewald
summation method [37] (see Supplemental Material [38]).
In the comoving coordinate frame, the effects of linear
expansion, including adiabatic cooling, are described by
scale factor α calculated for the free uniform Coulomb







where α ¼ 1 immediately following ionization.
In experiments where ordering is established through
blockade, for the same initial atomic density, the bunch
charge will be smaller. In the presence of linear space-
charge expansion, higher density bunches expand more
rapidly, so that brightness is independent of the bunch
charge for a fixed source temperature [42]. Therefore,
we simulate bunches with equal initial densities n0 ¼ 1 ×
1016 m−3 for the ordered and disordered cases, with equal
expansion rates, to allow for fair comparison. To compare
the behavior of the Rb ion bunches that we simulate to
other bunches of charged particles at different densities,
including electrons, the time scales of the kinetic energy










N ¼ 1000 ions were generated in simulation by the
random sequential addition of hard spheres in the periodic
comoving cubic volume of side length L ¼ ðN=n0Þ1=3,
which generated configurations with blockade parameters
up to rb=a ¼ 1.43, close to the saturation limit [43]. To
illustrate the behavior of bunches with higher blockade
parameters, we use a packing algorithm [44] to generate ion
configurations close to the random hard-sphere close
packing limit of rb=a ∼ 1.72. The ions were generated
with zero initial temperature. Simulations showed no
observable differences when repeated with initial temper-
atures of 100 μK, the typical temperature of atoms in a
MOT. The comoving equations of motion were integrated
through the Bulirsch-Stoer method with polynomial
extrapolation [45]. Adaptive time steps were calculated
to provide a constant error metric for the emittance. The
scale factor α, expansion rate dα=dt, and the temperature
of the ions were evaluated (see Supplemental Material [38])








such that a spherical ion bunch of initial rms size σx0
expanded to a size ασx0 will have an emittance ϵ ¼ σx0 ~ϵ.
Simulations were initially performed in the absence of
expansion (setting dα=dt ¼ 0) to calculate the equilibrium
coupling parameters Γeq for varying blockade parameters
rb=a in order to verify the PY prediction. The regular kinetic
energy oscillations at twice the plasma frequency (seen in
Fig. 2) result from the harmonicmotionof ions about dynamic
local potential minima. The equilibrium emittance and
temperature decreases as the blockade parameter increases.
The equilibrium coupling parameters for each simulation
were found by averaging over plasma phases, which, for a
nonexpanding bunch, is the product of plasma frequency and
time, between 8π and 16π. The MD simulations verify the
PY OCP theory (Fig. 1) for distributions generated up to
rb=a ¼ 1.43 in nonexpanding thermal equilibrium.
Expanding ion bunches cool adiabatically, with decreasing
plasma frequency for decreasing density as ωp ∝ α−3=2.
Asymptotically, the kinetic energy oscillations cease as the




0 converges to φ ¼ 1.2π as
t → ∞, for the free Coulomb expansion (Eq. (5) of ions
of any mass or initial density. Convergence of the plasma
phase implies freezing of the ion motion in the expanding
reference frame, so that we may expect the emittance to
reach an equilibrium value, as adiabatic expansion cooling
preserves bunch emittance, decreasing the temperature
as T ∝ α−2 [17]. Instead, we observe unbound emittance
growth subsequent to the first temperature oscillation
minimum at φ ¼ π (Fig. 3). The results, presented in terms
of an effective source temperature T 0 ¼ α2T of equivalent-










FIG. 1 (color online). Equilibrium Coulomb coupling param-
eter Γeq of cold ion bunches with hard-sphere blockade parameter
rb=a calculated using the Percus-Yevick hard-sphere distribution
function ΓPY (solid line) and by molecular dynamics simulation
for configurations generated by random sequential addition
(circles) and for a random-close-packed distribution at rb=a ¼
1.7 (square). Uncertainties in the MD data result from residual
kinetic energy oscillations.
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show clear reduction in the magnitude of the emittance
growth for blockaded initial distributions.
Modeling the harmonic ion motion about local potential
minima in the expanding frame yields a nonadiabatic
asymptotic temperature dependence of T ∝ Γ−1eq α−1.8 (see
Supplemental Material [38]). According to the harmonic
oscillator description, the temperature dynamics during
expansion are proportional to the predicted equilibrium
coupling parameter ΓPY for each blockade parameter.
The reduction of the emittance, and the suppression of
DIH, can then be quantified as the ratio of the emittance
of the blockaded system with equilibrium coupling
Γeq ¼ ΓPYðrb=aÞ to the emittance of a disordered system









The MD results of Fig. 4 verify that the suppression is
unaffected by the expansion. The limit of the suppression
depends on the extent of the blockade. For an ion beam
created from a system with rb=a ¼ 1.2 [28], we predict an
equilibrium coupling parameter Γeq ¼ 16, and an emit-
tance lowered by a factor of 2.6. This emittance reduction
would lead to a sevenfold increase in transverse bright-
ness, which is proportional to ϵ−2. The minimum focal
spot size d would be 0.62 times the size with disorder,
where d ∝ ϵ1=2.
Suppression of DIH in cold ions would be a significant
milestone in the advancement of charged particle beam
source technology, as the DIH effect, otherwise, presents a
limitation to beam focusability and brightness. Ultimately,
single-shot ultrafast electron diffraction may require elec-
tron beams of a phase-space density close to the quantum
degeneracy limit [46], which will not be possible unless
DIH is negligible. For ions, creating bunches with higher
blockade parameters and further reduced emittance may be
possible through precise variation of the laser frequency
and intensity during the Rydberg excitation process [47],
Rydberg excitation of atoms in an optical lattice with high
filling fraction [22,48], or ionization of atoms in spatially
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FIG. 2 (color online). Disorder-induced heating of nonexpand-
ing ion bunches with hard-sphere initial correlations, labeled
by the blockade parameter rb=a. Emittance and temperature are
calculated in time and in plasma phase φ, which is 2π times
the number of plasma periods after ionization, for 85Rb ions
at density n0 ¼ 1016 m−3. Damped kinetic energy oscillations at
twice the plasma frequency ωp due to harmonic ion motion are
observed. Hard-sphere Rydberg blockade reduces the equilib-
rium temperatures from the disordered (rb ¼ 0) correlation
temperature Tcorr ¼ 2.6 K, to near the crystallization phase































FIG. 3 (color online). Dimensionless emittance ~ϵ and effective
temperature growth caused by disorder-induced heating in freely
expanding 85Rbþ ion bunches at 1016 m−3 initial density,
calculated by molecular-dynamics simulation. A model for the
bunch temperature evolution [17] is found to overpredict the
emittance growth at times beyond the first oscillation maxima.
The presence of Rydberg blockade, labeled by the blockade
radius in terms of the Wigner-Seitz radius, increases the initial ion






























FIG. 4 (color online). Suppression of disorder-induced heating,
expressed as the ratio of blockaded to disordered emittance for
different blockade parameters at different expansion times. The
suppression remains constant throughout the linear Coulomb
expansion process, as predicted with the hard-sphere model for
the thermal equilibrium coupling parameter (solid line).
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In conclusion, the results presented here quantitatively
predict the extent to which disorder-induced emittance
growth can be suppressed using Rydberg blockade, and
guide further development of high-brightness cold charged
particle beams for applications including ultrafast electron
diffraction.
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Comoving equations of motion
In the comoving frame with scale factor ↵, the coor-















































where the square-bracketed terms are the inter-ionic
Coulomb interactions with subtraction of linear expan-
sion, and the last term represents adiabatic expansion
damping of the comoving velocity.
The inter-ionic forces in periodic boundaries were cal-
culated using Ewald transformation, which involves plac-
ing Gaussian negative-charge distributions of comoving
standard deviation  
0
around each positive point charge
to allow the sum of the potentials in real space to con-
verge, then adding a sum in reciprocal space of positive-
sign shielding potentials to counteract their e↵ect in the
real-space sum [39]. Taking the gradient of these poten-
tials in the comoving coordinates gives the forces that






























































is taken over all j 6= i ions and their n periodic im-









which uses the complementary error function erfc(z) =
1   erf(z). The side length of the periodic bound-









































is taken over h reciprocal lattice vectors in integer units
of the simple-cubic periodic boundary. We used the ap-
proximation of Ref. [40] where the sums converge for the




2 with sums over n so
that
  r0i,jn
    2.6L0, and |h|  8.
We define the temperature from the comoving veloci-














The factor   corrects for the reduction of disorder in-
duced heating associated with the cubic order of the sim-
ulation boundary conditions. We can predict this factor
for a disordered distribution in a volume of side-length
L0, where the simple-cubic periodicity introduces an ini-






For our periodic-boundary simulations with N = 1000
and n
0
= 1 ⇥ 1016 m 3, inclusion of the residual ini-
tial binding energy in the Percus-Yevick model for a
disordered distribution predicts an equilibrium coupling
parameter of  PY = 2.51, increased from the predic-
tion of  PY = 2.23 for an infinite distribution. Using
  = 2.23/2.51 for these parameters removes the influ-
ence of the periodicity so that the simulation represents
the behavior of an infinite distribution. Using this cor-
rection factor for blockaded distributions, we find good
agreement between our simulations and theoretical pre-
diction of the equilibrium coupling parameters.
Adaptive time steps in the Bulirsch-Stoer integrator
were calculated to provide a per-timestep error for the
comoving velocities less than one part in 10
6
of a velocity





























Supp. Fig. 1. Universal asymptotic temperature behavior
in the free Coulomb expansion of Rydberg-blockaded initial
ion configurations, showing non-adiabatic power-law depen-
dence of the temperature that matches the asymptotic be-
havior (dashed line) of simple harmonic motion (solid line) in











taking  eq = 2 from the expected equilibrium cou-
pling strength of a disordered distribution for an initial
Wigner-Seitz radius a
0
, providing a constant error for the
emittance in the expanding frame. A limit on the length
of a time step was also placed to give a plasma phase
di↵erence of at most 1/20th of a full plasma oscillation
between steps to ensure clarity of the kinetic energy os-
cillations.
Harmonic oscillator model for power-law
temperature behavior
Ion kinetic energy oscillations can be modelled as
harmonic motion at the plasma frequency !p. For








from an equilibrium position
results in a temperature oscillation about an equilibrium
value predicted by the coupling parameter  PY. Solv-
ing for the motion of the oscillator with expansion in the
comoving coordinates shows a temperature with asymp-
totic power-law dependence on the scale factor ↵. Sup-
plementary figure 1 shows that the oscillator model pre-
dicts the asymptotic behavior of the temperature for all
simulations in the range of validity for the Percus-Yevick
prediction as T /   1PY↵1.8. The non-adiabatic (↵ 6= 2)
temperature law leads to the emittance growth shown in
Fig. 3.
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Disorder-induced heating of ultracold neutral plasmas created from atoms
in partially filled optical lattices
D. Murphy and B. M. Sparkes*
School of Physics, The University of Melbourne, Victoria 3010, Australia
(Received 30 May 2016; published 8 August 2016)
We quantify the disorder-induced heating (DIH) of ultracold neutral plasmas (UCNPs) created from cold
atoms in optical lattices with partial filling fractions, using a conservation of energy model involving the
spatial correlations of the initial state and the equation of state in thermal equilibrium for a one-component
plasma. We show, for experimentally achievable filling fractions, that the ionic Coulomb coupling parameter
could be increased to a degree comparable to other proposed DIH-mitigation schemes. Molecular dynamics
simulations were performed with compensation for finite-size and periodic boundary effects, which agree with
calculations using the model. Reduction of DIH using optical lattices will allow for the study of strongly coupled
plasma physics using low-density, low-temperature, laboratory-based plasmas, and lead to improved brightness
in UCNP-based cold electron and ion beams, where DIH is otherwise a fundamental limitation to beam focal
sizes and diffraction imaging capability.
DOI: 10.1103/PhysRevE.94.021201
Introduction. Ultracold neutral plasmas (UCNPs) created
by photoionizing laser-cooled atoms are a platform for
the study of strongly coupled matter, where interparticle
interaction energy exceeds thermal kinetic energy. UCNPs
provide a laboratory-based resource to study plasma behavior
occurring in astrophysical environments, such as the dense
high-temperature interiors of gas giants and in white-dwarf






where e is the charge of one particle, ε0 is the vacuum
permittivity, the Wigner-Seitz radius a = (3/4πn)1/3 is the
average interparticle separation for particle density n, kB is
the Boltzmann constant, and T is the particle temperature. !
is the ratio of the interparticle Coulomb potential and kinetic
energy. Strong coupling occurs when ! > 1, indicating that
particle motion within the plasma is dominated by interparticle
forces, giving rise to collective effects that result in Wigner
crystallization for ! > 174 [2]. Strongly coupled UCNPs are
also potentially useful as a source of highly focusable electrons
and ions suitable for high-resolution coherent diffraction
imaging and microscopy [3,4].
When cold atoms in a magneto-optical trap (MOT) are
photoionized to produce a UCNP, minimal kinetic energy
is imparted by the ionizing laser to the ions and electrons,
giving velocity spreads equivalent to less than 1 mK and
10 K, respectively [5]. The low initial temperatures would
imply strong coupling for the ions, but UCNP studies have not
been able to reach far into the strongly coupled regime due
to the disorder-induced heating (DIH) effect [6]. DIH arises
from thermalization of random initial interparticle potentials
because the ions are created from atoms that have an irregular
spatial distribution. The ions gain kinetic energy through
mutual Coulomb repulsion, oscillating about dynamic local




where m is the ion mass, and oscillating in kinetic energy
at a frequency of 2ω. Thermalization to an equilibrium
coupling parameter !eq ∼ 1 occurs in times on the order of
one plasma period 2π/ω as the kinetic energy oscillations
dephase. DIH limits charged particle beam brightness, which
is directly proportional to !, as particle spatial distributions
are uncorrelated at a conventional beam source [7].
In principle, DIH can be suppressed in UCNPs by preparing
atoms with spatial correlations prior to ionization, such as in
Fermi-degenerate or blockaded Rydberg gases [8,9], which
have interatomic interactions that place lower limits on the
nearest-neighbor spacings. It has also been predicted that
DIH can be entirely prevented in UNCPs created from atoms
trapped in optical lattices, which have a crystal-like structure
formed in the interference of high-intensity laser beams, if
single atoms occupy a high fraction (f > 0.99) of the lattice
sites [10]. Achieving high filling fractions is experimentally
challenging, however, models and simulations to date have not
predicted !eq for lattice-correlated UCNP at filling fractions
f < 0.99. Preparation of single atoms in lattice sites is
typically limited to f ! 0.5, as sites initially holding more
than one atom depopulate via pairwise collisions, resulting
in an equal probability of being occupied or being vacant
[11]. Filling fractions exceeding 0.5 can be achieved through
a transition to a Mott insulating state in a condensed gas [12].
It may also be possible to exceed f = 0.5 through coherent
excitation (and subsequent ionization) of Rydberg atoms to
quasicrystalline spatial distributions within a lattice [13].
In this Rapid Communication we calculate the equilibrium
Coulomb coupling parameter of UCNPs undergoing DIH
created from partially filled (0 < f < 0.99) optical lattices.
The model is compared to molecular dynamics simulations
performed in periodic boundary conditions, accounting for
the finite-size effects. Predicting the equilibrium properties of
UCNPs as a function of experimental parameters will enable
future experiments to target the most promising conditions
for obtaining strong coupling for astrophysical simulations
[14]. Increased coupling in UCNPs will also enable increased
brightness in ion beams extracted from cold atom sources,
which serve as a platform for the study of intrabeam Coulomb
2470-0045/2016/94(2)/021201(5) 021201-1 ©2016 American Physical Society
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interactions relevant to future generations of charged particle
beam sources [15,16].
Lattice heating calculations. The equilibrium value of the
Coulomb coupling parameter after DIH, and its increase
through correlations, can be calculated using conservation
of energy between the potential energy of the initial lat-
tice distribution and the thermal and binding energy of
the equilibrium distribution of a strongly coupled plasma.
We model a nonexpanding one-component plasma (OCP),
infinite in spatial extent, where electrons in the plasma form
a neutralizing background for the ions. Expanding UCNPs
do not reach an equilibrium, with ! increasing in time as
a function of system size following DIH [17]. However, the
ratio of the coupling parameters for a correlated to a disordered
system with expansion is equal to that for a nonexpanding
system [16]. Therefore, calculation of ! as a function of
the correlation parameter f quantifies the suppression of
DIH independent of the expansion, which depends on the
plasma dimensions, and on the electron temperature. The OCP
description of a UCNP assumes that the electrons are weakly
coupled at high temperature, with no influence on the ion
interactions. For UCNPs with low-temperature electrons,
inter-ion interactions are reduced to a Yukawa-type potential
[18], but, with a generalized definition of ! including the
reduced potential, it can be shown that !eq is not dependent
on the electron temperature [19]. We assume that the UCNP
is created in times much less than the DIH time scale (2π/ω),
which can be achieved using ultrafast photoionizing lasers or
pulsed external electric fields [9].
The initial internal binding energy per particle of a system
of charged particles with Wigner-Seitz radius a occupying a







which is f times the Madelung energy of a lattice with
Madelung constant M and charge e at each site [20]. An
additional factor of f −1/3 is included to take into account the
average interparticle separation a of only the occupied lattice
sites. Atoms with initial temperature Ti in lattice sites with
harmonic trapping frequency ν are displaced from the lattice
sites by standard deviation σ =
!
kBTi/m(2πν)2 in each axis.
Atomic displacement due to thermal motion reduces the initial
binding of the ions compared to the zero-temperature case by a
value that can be written for small displacements, to first order
in the dimensionless quantity (σ/a′)2, where a′ = f 1/3a is the











which includes the scaling by f as in Eq. (2). The initial
energy per particle of the ions is the sum of the binding energy
ui, the displacement energy ', and the initial kinetic energy
ki = 3kBTi/2.
The binding energy in thermal equilibrium for the strongly





A + B !−2/3eq + C !−1eq
%
, (4)
where the factor A = 0.9 gives the lower bound to the OCP
energy [21] and factors B = −0.590 673 and C = 0.265 69
are given by fits of a known form of the OCP equation of
state to simulation data [22]. The total energy per particle
in equilibrium is ueq plus the equilibrium kinetic energy
written in terms of the equilibrium coupling parameter as
keq = 3e2/8πε0a!eq.
Equating the initial and equilibrium energies, excluding the

















from which !eq can be calculated in terms of M , f , and σ/a′.
At typical UCNP ion densities of n = 1016 m−3 and initial
temperatures Ti < 1 mK, exclusion of ki has a negligible effect
for f < 0.99, so that !eq can be calculated with only the
dimensionless quantities of Eq. (5).
Molecular dynamics simulations. We simulated DIH for
85Rb ions (mass m = 1.41 × 10−25 kg) in partially filled lat-
tices of simple cubic (sc), face-centered-cubic (fcc), and body-
centered-cubic (bcc) geometries, which are experimentally
realizable with suitable choices of laser geometry [23–25], and
have Madelung constants Msc = 1.760 12, Mfcc = 1.791 75,
and Mbcc = 1.791 86, respectively [26]. Molecular dynamics
simulations were initialized with ion positions set at lattice
sites for a range of filling fractions, choosing the cubic lattice
dimensions so that the number of ions N was closest to
1000 for consistency. Ion density in simulation was kept
constant at n = 1016 m−3 by varying the lattice spacing,
giving one-to-one correspondence between the temperature
and coupling parameter across our simulations. Experimen-
tally, lattice spacings are fixed by the laser wavelength and
geometry so that low filling fractions will typically correspond
to low density, but our main result in predicting !eq as a
function of f is dimensionless and independent of density.
Figure 1(a) shows a two-dimensional representation of the
initial positions for ions of different filling fraction but equal
density.
Ions from lattice-trapped atoms with thermal displacement
were simulated for a trapping frequency of ν = 15 kHz. Each
particle was assigned a random velocity using a Gaussian
thermal distribution, for the chosen σ/a′ parameter, and a
random phase for the oscillatory harmonic motion in each
axis, which together define a spatial displacement relative to
the lattice site. For simplicity, we assume that photoionization
is instantaneous, though we observe negligible differences in
the equilibria of simulations repeated with ionization times up
to 7 ns, or 1.6 × 10−2 times the DIH time scale, typical of the
duration of pulsed lasers used to ionize atoms in a UCNP.
Equations of motion for the set of N = {1,2, . . . ,N}
ions with positions xi∈N, interacting via Coulomb forces
in cubic periodic boundaries, were taken from the gradient
of Ewald-summed interparticle potentials [27,28], splitting
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FIG. 1. (a) Two-dimensional lattices with different filling fraction
f but equal atom density. The solid circles represent the posi-
tion of atoms, and the open circles represent vacant lattice sites.
(b) Simulations of disorder-induced heating in ionized rubidium
atoms located at the sites of a three-dimensional body-centered-cubic
lattice with filling fraction f . All simulations have equal density,
allowing a direct comparison of temperature T to the coupling
parameter !, and time following ionization t to the plasma phase ϕ =
ωt . Lattices of high filling fraction equilibrate to lower temperature
and higher coupling parameter, reflecting increased interparticle
spatial correlations in the initial distribution.
The Ewald method shields the long-ranged, positive-valued
ionic Coulomb potentials with Gaussian negative-charge
distributions of standard deviation γ , allowing a convergent




























Equation (7) uses the complementary error function erfc(z) =
1 − erf(z), taken over all j ̸= i ions for cubic-boundary
lattice vectors n ∈ Z3 with separation vectors ri,jn = xi −
(xj + nL), where the boundary length is L = (N/n)1/3 for
a simulation of N ions at density n. The contributions to the
forces from the negative shielding potentials are counteracted
by adding equally placed positive-charge Gaussian potentials


























over the reciprocal lattice vectors h ∈ Z3 of the simple-cubic
periodic boundary. We used the approximation of Ref. [29]
where the sums converge for the choice of parameters γ =
L/
√
2 with sums over n so that |ri,jn| ! 2.6L, and |h| ! 8.
Once initialized, the equations of motion were integrated
using the Bulirsch-Stoer method with polynomial-function
extrapolation [30] with respect to the dimensionless plasma
phase ϕ = ωt , where t is the time following ionization. The
maximum integral step in the plasma phase was limited to
0.05 × 2π in order to resolve the kinetic energy oscillations
[seen in Fig. 1(b)].
Simulations are affected by the finite size of the periodic
boundaries, as the repeating images of the system introduce
effective correlations into the ion position distribution at the
scale of the boundary length [31]. In the initial binding energy
calculation of Eq. (2) it is assumed that the lattice vacancies
are distributed randomly, but the periodic boundary conditions
give the vacancies a simple-cubic repeating structure. Each ion
that is “removed” from a lattice site under periodic boundaries
causes the remaining ions to retain one unit of simple-cubic
binding energy relative to the removal of an equivalent fraction
of ions from an infinite distribution. This residual binding
energy can be accounted for by introducing an additional term




(1 − f )Msc
2N1/3
, (9)
which is the vacant fraction lattice energy for the simple-
cubic structure of the periodic boundaries, for a simulated ion
number N .
Calculations of !eq including the boundary-correction term
(9) in the initial energy of the system can accurately predict the
results of the simulations with finite-size effects. Instead, to
give results for a system without periodic boundary conditions,
we compensate for the finite-size effects by using a correction
factor for the coupling parameter evaluated in the simulations.
The correction factor is equal to the expected factor by which
the prediction of !eq for a finite-sized system would differ from
the prediction of !eq for an infinite system with uPBC → 0.
Simulations for different lattice geometries and filling fractions
differ slightly in ion number N due to the cubic scaling of N
with lattice dimensions, and therefore also differ in correction
factor.
Examples of simulations of ions with zero initial temper-
ature created in a three-dimensional bcc lattice with different
filling fractions are shown in Fig. 1(b), corrected for the
influence of the periodic boundaries. The ion temperature is
plotted against time following ionization, or in dimensionless
terms plotted for the coupling parameter against plasma phase
ϕ, exhibiting the damped kinetic energy oscillations expected
of an equilibrating UCNP. Ions with a high lattice filling
fraction equilibrate to a lower temperature and higher coupling
parameter than ions with a low filling fraction, reflecting the
increased initial correlations.
Results and discussion. The equilibrium coupling param-
eter !eq was evaluated from the simulations by taking the
average of the periodicity-corrected coupling parameters at
each time step between plasma phases 8π and 16π . Figure 2
shows the simulated results for zero initial temperature ions
021201-3
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FIG. 2. Calculated (lines) and simulated (points) equilibrium
coupling parameters !eq for body-centered-cubic (bcc), face-
centered-cubic (fcc), and simple-cubic (sc) lattices at different atomic
filling fractions f , for atoms of zero initial temperature. High filling
fractions lead to increased coupling parameter !eq in equilibrium
compared to random placement (disorder), which is equivalent to
f = 0. !eq was evaluated in simulation over plasma phases ϕ between
8π and 16π , with uncertainty as one standard deviation in that period.
Differences in !eq between lattices result from the different binding
energies in the initial state, with the bcc and fcc lattices reaching
higher coupling than the sc lattice at fixed f .
(σ/a′ = 0) for the body-centered-, face-centered-, and simple-
cubic lattices at different filling fractions. These give strong
agreement to the theoretical predictions for the dependence
of the equilibrium coupling parameter on the filling fraction
for each lattice, and to the results for a disordered distribution
with randomly placed ions, equivalent to a lattice with f = 0,
which has !eq = 2.2. Uncertainties in the simulation data
result from residual kinetic energy oscillations during the
evaluation period for !eq. The bcc and fcc lattice results are
similar, owing to their nearly equal Madelung constants, while
the sc lattice tended to have lower !eq at high values of f
due to its lower Madelung constant.
Ions with initial thermal displacement from the lattice
sites have lowered !eq compared to ions from lattices of the
same f with zero initial temperature, as the displacements
reduce the initial interparticle correlations. Figure 3 shows
theoretical predictions and simulation results for the factor
by which !eq for thermally displaced atoms is reduced
compared to the zero-temperature result. The data points are
the averages of the coupling parameter ratios for the displaced
and zero-temperature simulations at each time step over the
8π < ϕ < 16π evaluation period, with uncertainties as one
standard deviation. Simulations were performed for the sc,
fcc, and bcc lattices, however, we only show the predictions
for the bcc lattice as the ratios are not strongly dependent on
the Madelung constant. Thermal displacements have a greater
impact on !eq for lattices of high f , reducing the otherwise
high spatial correlations, than for lattices of low f . For
example, distributions with f = 0 gain no additional disorder
when the atoms are displaced. The simulations agreed with
the predictions up to σ/a′ = 0.1, a relatively high parameter
for lattice-trapped atoms. For example, the experiments of


























FIG. 3. Lowering of the equilibrium coupling parameter due
to thermal broadening of lattice sites, expressed as the ratio of
the equilibrium coupling parameters for displaced to nondisplaced
atoms in lattices with filling fraction f . The atomic displacement
σ is normalized to the Wigner-Seitz radius a′ for the lattice sites.
Simulations (data points) are performed for the simple-cubic (sc),
face-centered-cubic (fcc), and body-centered cubic (bcc) lattices at
different filling fractions, averaging the ratios over the evaluation
period between plasma phases of 8π and 16π with error bars as one
standard deviation, and the theoretical calculations (solid lines) are
shown for the bcc lattice only.
a 4.9 µm site-separation (a′ = 3.0 µm) simple-cubic lattice
with trapping frequency ν = 15 kHz.
A UCNP created from the above example SC lattice with
σ/a′ = 0.087, at the typical experimental limit of f = 0.5,
would have !eq = 6.7, compared to !eq = 2.2 for disordered
atoms. Our results show that by creating UCNP from optical-
lattice trapped atoms, even with imperfect filling fraction, an
increase in !eq may be achieved that is comparable to the
expected increases using doubly ionized [33] or Rydberg-
blockade correlated atoms [9,16]. Achieving an increase in !eq
by greater than an order of magnitude compared to disordered
ions would require f > 0.8 and cooling of the atoms to near
the vibrational ground state of the lattice trapping potential.
Conclusion. In summary, we have shown that the coupling
parameter in ultracold neutral plasmas can be increased by
spatially correlating the cold atoms, prior to ionization, using
an optical lattice even with imperfect filling. We have presented
a model for calculating the equilibrium coupling parameter
following disorder-induced heating of lattice-correlated ions
as a function of the lattice geometry, filling fraction, and initial
atomic temperature. Calculations using the model are con-
sistent with detailed molecular dynamics simulations, when
the additional correlations resulting from periodic boundary
effects are accounted for. Increased coupling parameters will
allow for observation of strongly coupled plasma processes
using UCNP, and will increase the brightness of cold ion beams
using the UCNP source beyond the otherwise fundamental
limit imposed by disorder-induced heating.
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Stimulated Raman adiabatic passage for improved performance of a cold-atom
electron and ion source
B. M. Sparkes, D. Murphy, R. J. Taylor, R. W. Speirs, A. J. McCulloch, and R. E. Scholten*
School of Physics, University of Melbourne, VIC 3010, Australia
(Received 10 March 2016; published 8 August 2016)
We implement high-efficiency coherent excitation to a Rydberg state using stimulated Raman adiabatic passage
in a cold-atom electron and ion source. We achieve an efficiency of 60% averaged over the laser excitation volume
with a peak efficiency of 82%, a 1.6 times improvement relative to incoherent pulsed-laser excitation. Using
pulsed electric field ionization of the Rydberg atoms we create electron bunches with durations of 250 ps.
High-efficiency excitation will increase source brightness, crucial for ultrafast electron diffraction experiments,
and coherent excitation to high-lying Rydberg states could allow for the reduction of internal bunch heating and
the creation of a high-speed single-ion source.
DOI: 10.1103/PhysRevA.94.023404
I. INTRODUCTION
Cold-atom electron and ion sources (CAEISs) [1–6],
based on the photoionization of laser-cooled gases, offer the
potential for dramatic improvements for electron diffraction,
nanofabrication, and microscopy. One of the main drivers for
the development of a CAEIS is the long-term goal of creating
“molecular movies”: to probe dynamic processes with atomic
spatial and temporal resolution. Substantial advances towards
this goal have been demonstrated with electron [7–13] and
x-ray [14–20] single-shot ultrafast diffraction.
A key metric for ultrafast diffraction is the normalized
beam brightness [21]. Conventional electron sources are not
sufficiently bright for collecting single-shot diffraction signals
from weakly scattering molecules or nanocrystals. Beam
brightness is proportional to particle flux, which for a CAEIS
depends linearly on the density of the cold-atom cloud and the
photoionization probability or efficiency. To date, most CAEIS
experiments have used photoexcitation with pulsed lasers in
the presence of a static ionizing electric field. The incoherent
nature of the excitation has limited the peak efficiency to
50%, while requiring high laser power due to saturation of
the conventional excitation process.
Stimulated Raman adiabatic passage (STIRAP) [22] offers
a mechanism for increasing the CAEIS excitation efficiency,
particular in an optically dense cold atom target, and there-
fore improving source brightness. Here we are specifically
interested in excitation to Rydberg states of rubidium-85 in a
three-level ladder system (Fig. 1) [23]. By first illuminating
the atoms with light of a frequency ω23, resonant with the
|2⟩ → |3⟩ transition, and then a second temporally overlapping
light field of frequency ω12, a dark state is formed by a coherent
superposition of states |1⟩ and |3⟩. As the intensity of the
light fields change, the atomic state transitions from state
|1⟩ to |3⟩, bypassing |2⟩. Figure 1 shows the population of
the three states during the above-mentioned “counterintuitive”
pulse sequence, simulated using optical Bloch equations for a
ladder system [24] with Rabi frequencies "12 and "23.
*scholten@unimelb.edu.au
STIRAP is a robust technique and, provided the adiabatic
condition is met ("eff τ > 10, where "eff =
!
"212 + "223
is the effective Rabi frequency and τ is the interaction
time), high-efficiency excitation is possible with a variety
of different individual Rabi frequencies, pulse delays, and
shapes. Experiments to date have demonstrated peak excitation
efficiencies up to 90% [25–27], which would increase the
brightness of a CAEIS by a factor of 1.8.
STIRAP also enables a method for producing very short
bunches, and therefore for observing atomic-scale dynam-
ics, by following excitation with pulsed-electric-field ioniza-
tion [28]. This method will lead to a longitudinal compression
of the bunch following ionization: the electrons liberated at
later times will be accelerated by a larger field, allowing for
ultra-short bunches at the sample without ultra-high electron
densities, and therefore large Coulomb-driven expansion, at
the source. Rydberg states have long lifetimes (tens to hundreds
of microseconds) and relatively low ionization thresholds
(600 V cm−1 for 30S1/2), easing experimental demands on the
pulsed electric field supply. The coupling strength of Rydberg
transitions is much higher in the absence of an electric field, so
that much lower laser power is required with a pulsed electric
field compared to excitation in a static field, making STIRAP
excitation a viable option. Combining STIRAP excitation and
fast pulsed-field ionization has the potential to create bunches
that are cold, bright, and ultrafast, which is difficult to replicate
with incoherent ultrafast laser ionization [4,29].
The large dipole moments of Rydberg atoms enable
Rydberg blockade, where excitation of one atom inhibits the
excitation of other atoms nearby [23,24]. Rydberg blockade
can, in principle, reduce disorder-induced heating [30,31]
and thereby reduce emittance and increase focusabiltiy in
a CAEIS [32]. By enforcing a separation between Rydberg
atoms larger than the laser excitation volume, blockade can
allow selective excitation of discrete separated atoms and
thereby create a deterministic single ion source [33–35].
With the much-reduced laser power required, STIRAP
can also be used for high-efficiency continuous operation,
with increased average current relative to pulsed trap-based
CAEISs [36–39]. Continuous sources are preferred for sub-
nanometer ion beam milling, imaging, and doping in semicon-
ductor device fabrication. A continuous source of cold ions
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FIG. 1. Simulation of high-efficiency excitation using stimulated
Raman adiabatic passage in a three-level ladder system. Solid lines
represent atomic state populations (left-hand axis), dashed and filled
lines represent Rabi frequencies " normalized to the intermediate
state decay rate $ (right-hand axis).
has recently been demonstrated using Rydberg excitation with
a current of up to 130 pA [40], a 40-fold increase over direct,
above-threshold ionization methods, illustrating the advantage
of coherent excitation methods.
Here we present a CAEIS based on STIRAP excitation in a
magneto-optical trap (MOT), with a volume-averaged excita-
tion efficiency of 60% and a corresponding peak efficiency of
82%, 1.6 times the maximum possible with direct excitation.
We also use a streak method to investigate the temporal profile
of the bunches created via electric-field ionization, and finally
we discuss how STIRAP could be implemented in an atomic
beam-based CAEIS.
II. METHOD
The CAEIS setup is based around a MOT of rubidium-85
atoms located between two accelerator electrodes, as described
in previous work [3,29] and shown in Fig. 2(a). A typical
experimental sequence is shown in Fig. 2(b), starting with the
MOT being loaded for approximately 100 ms. After this time
all laser and magnetic fields are switched off and allowed to
decay for 4 ms to ensure a field-free excitation region. The
atomic density after 4 ms of expansion was measured to be
ρa = 5 × 109 atoms cm−3 using absorption imaging.
In contrast to previous CAEIS experiments, which used a
large-bandwidth pulsed 480 nm blue laser for direct ionization
via a Stark-shifted manifold [3,41–43], here we used a
frequency-doubled and amplified 960 nm laser diode. The
continuous laser provided a high-power (300 mW), narrow-
linewidth (<500 kHz) source of 480 nm light to couple the
intermediate 5P3/2 state to a Rydberg level (28S1/2). The
frequency was stabilized using an ultrastable optical reference
cavity.
The STIRAP process [see level structure; Fig. 2(a)] was
driven by an infrared 780 nm narrow-line width (200 kHz)
diode laser with 60 nW of power and a frequency 27 MHz
blue-detuned from the 5S1/2 → 5P3/2 transition to reduce
incoherent absorption by atoms outside the interaction volume.
The continuous blue laser was red-detuned 27 MHz from the
5P3/2 → 28S1/2 transition. We define the one-photon detuning
as & = +27 MHz.
Temporal control of the excitation fields was achieved
via double-pass acousto-optic modulators. Rectangular pulses
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FIG. 2. (a) Cold-atom ion source: HV refers to the high-voltage
supplied to the front accelerator plate; GND is the grounded plate;
and "12 and "23 refer to the two STIRAP fields. Inset shows the level
structure of Rb85 used here, including the electric field ionization
strength required and the one-photon detuning &. (b) Timing
sequence for STIRAP excitation, field ionization, and two-pulse
measurements, using electrostatic deflectors to spatially separate the
two pulses (P1 and P2). (c) STIRAP pulse sequence, with temporal
separation δt < 0. (d) Time dependence of front accelerator potential,
for Vmax = 100 V. (e) Example MCP images showing (i) just pulse
two (P2) and (ii) both pulses. Color bar in (i) shows scaling used for
both MCP images.
delay between the pulses δt to be negative if the blue pulse
started before the red. The excitation region was determined
by the spatial overlap of the two laser beams. The spatial
profile of the infrared laser beam, controlled via a spatial-light
modulator, was a uniform circular cross section with a radius
of Rr = 150 µm in the plane perpendicular to the direction of
charged particle propagation. The blue laser beam was focused
to a ribbon with Gaussian standard deviations of approximately
σx = 150 µm by σz = 20 µm in the perpendicular and
longitudinal directions respectively. The optical excitation was
driven without an external electric field to avoid Stark splitting
and loss of coupling strength. A potential difference was then
applied to the electrodes, with a rise time of 4 ns [Fig. 2(d)].
The threshold electric field strength required for ionization
023404-2
124 Appendix A. Publications
STIMULATED RAMAN ADIABATIC PASSAGE FOR . . . PHYSICAL REVIEW A 94, 023404 (2016)
of the 28S1/2 is 840 V cm−1. Typically an accelerator field
of 1400 kV cm−1 was applied to ensure complete ionization.
The liberated electrons or ions (depending on the polarity of
the electric field) propagated 70 cm before detection with a
micro-channel plate (MCP) combined with a phosphor screen
and CCD camera.
STIRAP was performed twice in quick succession using
ion bunches to determine the ionization efficiency. The total
charge in the first and second bunches, N1 and N2 respectively,








E(x,z)[1 − E(x,z)] dx dy dz, (2)
where the spatial dependence of E(x,z) comes from the inten-
sity profile of the blue laser (the product of two independent
Gaussians in x and z), and the interaction volume V is bounded
by the size of the infrared laser (x2 + y2 = R2r ). The total
volume-averaged efficiency can be determined from the overall
charge present:




This two-pulse method therefore provides a measure of
efficiency that is independent of the atomic density, excitation
volume and MCP efficiency [25,26] if we assume minimal
atomic movement inside the MOT between the two STIRAP
events.
N1,2 are determined by area integration of the MCP images
for pulses P1,2 shown in Fig. 2(e). The phosphor screen on the
MCP detector has a decay time on the order of milliseconds,
too long to be able to temporally separate the signals from the
two pulses. Instead, a deflector was used to spatially separate
the two bunches. We used a variant on the two-pulse method
to remove dependence on the MCP sensitivity, which is not
perfectly uniform across the detector. Measurements were
made with just the second pulse to give N1 [Fig. 2(e)(i)], and
then at the same location with both pulses spatially separated
to determine N2 [Fig. 2(e)(ii)].
III. RESULTS AND ANALYSIS
A. STIRAP efficiency
Figure 3(a) shows the total integrated counts as a function of
the delay between the pulses δt . Figure 3(b) shows the volume-
averaged efficiency calculated from the relative signals using
Eq. (3), with the characteristic high efficiency seen when δt <
0 (maximum of 60% at δt = −150 ns).
Simulations were performed using optical Bloch equa-
tions [24] with experimentally realistic parameters (peak Rabi
frequencies "12 = "23 = 15 MHz, & = 27 MHz, interme-
diate state decay rate $ = 6 MHz, laser linewidths γ12 =
γ23 = 500 kHz, for 200 ns rectangular pulses with 100 ns
linear rise and fall times). Inset (i) of Fig. 3(b) shows the
simulated radial efficiency E[r] for a blue laser beam with
Gaussian electric field profile with an arbitrary 1/e width of

























































FIG. 3. (a) MCP Counts in first pulse (N1, blue, circles) and
second pulse (N2, red, squares) as a function of the relative delay
between the two excitation fields. Points indicate experimental
data, with error bars determined from the standard deviation of
100 images, and lines indicate simulations using 200 ns flattop
pulses, peak Rabi frequencies "12 = "23 = 15 MHz, laser linewidths
$12 = $23 = 500 kHz, and & = 27 MHz. (b) Efficiency calculated
from the ratio of N2 to N1 using Eq. (3). Points indicate experimental
data, and lines indicate simulation. The inset shows (i) the calculated
radial efficiency and (ii) the volume-averaged efficiency as a function
of the blue laser beam radius, normalized to the Gaussian σb, at the
optimal delay δt = −150 ns.
as the radius of integration increases to ±r in z and either
±r or ±Rr in x, whichever is smaller. In the inset we have
scaled σx = σz = σb for simplicity and used the fact that
Rr = σb. These simulations of the volume-averaged efficiency
agree well with the experimental data in Fig. 3. We can
therefore infer a peak efficiency for STIRAP in the CAEIS
of 82% at the maximum blue intensity. Increasing the blue
power would increase the maximum efficiency obtainable.
However, with increased intensity comes the possibility of
adding random phase and amplitude noise, which can limit the
maximum efficiency obtainable [44]. Even without increasing
the maximum intensity, for a uniform blue laser profile with
intensity such that the Rabi frequency is the same as at the
peak of our Gaussian profile, then we expect both volume-
averaged and peak efficiencies would be 82%. Nonuniform
electric fields within the accelerator region, for example,
caused by charged particle accumulation on the electrodes,
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will also reduce the coupling strength, broaden the two-photon
transition, and reduce the maximum efficiency.
The experimental results show a distinct reduction in signal
compared to simulations for δt > 0. This reduction is the
opposite of the increase in signal seen elsewhere [25,26], which
was attributed to radiation trapping and Rydberg-Rydberg
interactions. We use a large one-photon detuning to avoid
absorption of the infrared laser outside the interaction zone.
Any background absorption will lead to a large two-photon
detuning for the re-radiated light interacting with the off-
resonance blue light, causing a reduction in the excitation prob-
ability. The accompanying optical pumping of the background
atoms into the lower ground state during the first excitation
event will reduce the fraction of reradiating atoms for the
second event, resulting mainly in a reduction of first pulse
counts and, therefore, a reduction in the calculated efficiency.
B. Incoherent excitation efficiency
To quantify the improvement to CAEIS brightness provided
by STIRAP, we measured the efficiency of pulsed 480 nm laser
ionization using a variant of the two-pulse efficiency method.
The pulsed and continuous blue laser beams were overlapped
in counterpropagating directions [dashed lines in Fig. 2(a)],
perpendicular to the direction of charged particle propagation.
The same infrared laser was used for both excitation processes,
though the power and detuning were optimized separately for
each: on resonance for pulsed-laser excitation and 27 MHz
detuned for STIRAP excitation. The accelerator field was
applied before pulsed-laser excitation to reproduce “normal”
ionization conditions for a CAEIS. N1 was still defined as
the signal for a single STIRAP pulse sequence, and N2 as
the signal for STIRAP excitation following excitation by the
pulsed laser. Using this method, the efficiency of the pulsed
blue laser as a function of infrared laser intensity and pulsed































FIG. 4. Pulsed blue ionization efficiency as a function of infrared
laser intensity normalized to saturation intensity (Isat) for different
blue pulse energies. Numbers indicate the power of the pulsed
blue laser, dashed lines show the saturation of ionization efficiency,
and shaded region denotes the region where the intermediate state
becomes saturated.
The efficiency approaches 50%, the maximum efficiency
for incoherent excitation in a two-level system, as infrared
laser intensity and pulsed blue energy increase. This limit
arises as the blue pulse duration (of order a few nanoseconds)
is much faster than the infrared pumping rate, and so the
intermediate state will not be refilled on the ionization
time scale. Comparing the peak STIRAP excitation to this
incoherent excitation peak gives an increase in efficiency by a
factor of 60%.
C. Temporal profile
The duration of the electron or ion bunches is an important
parameter for most applications of a CAEIS. Coulomb-driven
spatial expansion of charged bunches leads to temporal expan-
sion, but the expansion is not significant for electrons because
the propagation time from bunch creation to detection is too
short. Hence we investigated the temporal bunch shape using
a streak method. The electron bunches propagated through
deflectors with a rapidly varying transverse potential, causing
the bunch to “streak” across the detector, with the position of an
electron on the detector being dependent on the time at which
it entered the deflector region. The temporal profile of the
bunch was then determined from a line profile along the streak,
calibrated to the known geometry and time-varying potential
difference. The streak measurements are shown in Fig. 5
for bunches created with (a) STIRAP excitation followed by
pulsed electric field ionization, and (b) pulsed blue ionization
in a constant electric field.
For accelerator fields close to the electric-field ionization
threshold of the 28S1/2 state, a broad secondary peak in the
electron temporal distribution can be seen for the STIRAP
bunches. This peak could be due to blackbody collisions
transferring some atoms to lower energy states with a higher
threshold ionization voltage [45]. The appearance of a much
narrower secondary peak in both the 5.5 and 7.2 kV results
also supports this explanation. Another possibility is nonideal
behavior of the high-voltage switch, for example, by fast
oscillations in the rising voltage.
The relative pulse heights show that a near-threshold
voltage leads to only a small fraction of excited atoms
being ionized. Once above the threshold voltage, this fraction
approaches one, verified by the detection of only a very weak
signal when performing a second electric field ionization pulse
after a single STIRAP excitation sequence. The root mean
square (RMS) duration of the STIRAP bunches, determined
from the streak measurements of Fig. 5(a), was 250 ps, varying
only slightly for different accelerator potentials.
With an accelerator rise time on the order of nanoseconds,
ionization will be diabatic (hydrogenic). Modeling an accel-
erator profile on Fig. 2(d), the ionization rate for a “red” state
of hydrogen (where Rydberg quantum numbers m = n1 = 0,
n2 = n − 1) [46,47] gives an RMS pulse width of 170 ps
[Fig. 5(a)], consistent with the initial rise in electron charge
seen in the data of Fig. 5(a).
The measured duration of bunches produced with STIRAP
excitation and field ionization compares favorably with that
for pulsed blue excitation. The bunch duration for incoherent
excitation is determined by the temporal profile of the pulsed
laser, which has a quoted total pulse length of 5 ns and produces
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FIG. 5. Streak measurements of electrons created with: (a) STI-
RAP bunches with pulsed accelerator and (b) pulsed blue laser with
continuous accelerator at different accelerator potential differences
HV. Inset shows a false-color streaked electron bunch as measured by
the MCP. All traces are normalized to the same peak value. Solid
lines indicate experimental data, dashed line indicates theory for
hydrogenic “red” state with field switching behavior from Fig. 2(d),
normalized to height of experimental traces.
bunches with duration of order 1 ns RMS. Ultrafast electron
diffraction requires subpicosecond pulses. With accelerator
potentials of 30 kV and 30 ns electric field rise times, it has
been shown that a bunch length of 80 ps can be achieved [28].
To reduce the bunch duration below 1 ps following STIRAP
excitation, the maximum accelerator voltage would need to
increase by an order of magnitude, and the switching time
reduce to less than 1 ns [1]. Achieving such electric field
switching requires careful design of the MOT chamber and
accelerator to avoid electrical discharge [28] and a very fast
high-voltage switch, potentially using laser-triggered spark
gap technology [48]. Alternately, an RF bunch compressor
could be used [12].
D. Robustness
The effect of different STIRAP pulse widths w was
investigated [Fig. 6(a)]. The robustness of STIRAP excitation
is apparent, since a difference in width by a factor of two has
very little impact on either the maximum efficiency (50–55%),
Delay/Width

































FIG. 6. (a) Efficiency as a function of the ratio of pulse delay δt to
flattop pulse width w. (b) Simulated excitation efficiency of STIRAP
for an cold atom-beam source, as a function of atomic velocity with
"12 = "23 = 15 MHz, σz = 15 µm, and δz = −σz.
or the time at which this occurs (δt/w = −0.75 for the
rectangular pulses used).
The robustness of STIRAP makes it ideally suited to next-
generation cold-atom ion sources based on atomic beams [36–
39]. The experimental situation described above, where atoms
are stationary and the optical and electric fields are dynamic,
is equivalent to an atomic beam system with atoms moving
through spatially separated static optical fields and a region
with an electric field gradient. The high temperature of
the atoms along the direction of propagation will result
in a large velocity spread. For instance, an experimentally
practical atom beam temperature of 200 ◦C would lead to
a most-probable velocity of vzp = 305 m s−1 with standard
deviation of 150 m s−1. The different velocities of the atoms are
equivalent to a static atom seeing STIRAP fields with different
temporal widths but a constant δt/w. Figure 6(b) shows the
peak efficiency calculated for such a system with Gaussian
laser beam spatial profiles with σz = 15 µm and δz = −σz.
The efficiency remains above 80% from 0 to 400 m s−1, so
that a large proportion of the atomic population (66%) will be
excited with high efficiency.
High ion beam densities achieved using STIRAP excitation
could lead to Coulomb explosion and a reduction in the
focusability of the source. The density could be reduced by
using Rydberg blockade with high principle quantum number
n ≈ 100 [23]. If the excitation volume is reduced to below one
blockade radius, it will become possible to isolate separate
ions spatially and temporally to create a quasideterministic
highly focusable single ion source with heralding provided by
the liberated electrons [34,35].
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IV. CONCLUSIONS
We have shown that STIRAP can improve the excitation
efficiency of a cold-atom electron and ion source by a factor of
1.6, from a peak efficiency of 50% with incoherent excitation,
to 82%. Further improvements are expected with higher laser
power, greater uniformity of the electric field within the
excitation region, and reduced phase noise in the excitation
lasers.
We have also shown that STIRAP excitation and fast
switching of the ionization electric field produces bunches
with an RMS duration of 250 ps. Subpicosecond bunches may
be achievable with higher acceleration potentials and faster
switching, and with an RF compressor, to satisfy the temporal
criterion for imaging dynamic processes with atomic spatial
and temporal resolution using ultrafast electron diffraction.
With continuous lasers and an atomic beam, STIRAP
excitation will be directly applicable to next-generation contin-
uous atom-beam based cold-electron and ion sources. Finally,
by using high efficiency STIRAP excitation to reach higher
Rydberg states, the phenomena of Rydberg blockade could
be used to create spatial ordering, and therefore reduce the
temperature and increase the focusability of the bunches, as
well as enabling a new approach to creating a deterministic
single ion source.
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Suppression of Emittance Growth Using a Shaped Cold Atom Electron and Ion Source
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We demonstrate precise control of charged particle bunch shape with a cold atom electron and ion source
to create bunches with linear and, therefore, reversible Coulomb expansion. Using ultracold charged
particles enables detailed observation of space-charge effects without loss of information from thermal
diffusion, unambiguously demonstrating that shaping in three dimensions can result in a marked reduction
of Coulomb-driven emittance growth. We show that the emittance growth suppression is accompanied by
an increase in bunch focusability and brightness, improvements necessary for the development of sources
capable of coherent single-shot ultrafast electron diffraction of noncrystalline objects, with applications
ranging from femtosecond chemistry to materials science and rational drug design.
DOI: 10.1103/PhysRevLett.117.193202
The elimination of Coulomb-driven emittance growth is
crucial for the development of high brightness charged
particle beam sources for high-energy accelerator injection
[1], high-brightness x-ray sources [2], electron and ion
microscopy [3,4], and ultrafast electron diffraction (UED)
[5]. Single-shot UED experiments in particular require high
bunch charge and short bunch duration, conditions that
result in severe Coulomb-driven expansion [6,7]. For
bunches with nonuniform charge density, the expansion
leads to emittance growth and reduced bunch brightness
and focusability. Overcoming Coulomb-driven emittance
growth is, therefore, a key step towards achieving advances
across fields ranging from femtosecond chemistry [8] to
rational drug design [9,10] and materials science [5].
Uniformly filled three-dimensional (3D) ellipsoidal dis-
tributions, which have linear internal Coulomb fields, are
ideal for the preservation of low emittance and high bunch
brightness [11,12] because the bunch expansion can
be fully reversed using linear electron optics. Three-
dimensional ellipsoidal bunches have been created in
thermal photocathode electron sources by using 2D laser
pulse-shaping techniques to create “pancake” electron
bunches which have a half-spherical transverse radial
density profile. Provided the longitudinal profile is much
narrower than the transverse radius, a pancake bunch
will evolve into a uniformly filled ellipsoid under
Coulomb-driven expansion [13]. The expansion properties
of ellipsoidal bunches have been measured experimentally
with photocathode sources [14–19], but demonstrating
improved beam brightness has not been possible due to
the inherently high electron temperature (T > 1000 K). At
such temperatures, thermal diffusion quickly destroys the
spatial structure of the bunch, preventing detailed obser-
vation of the effects of space-charge repulsion. High
temperature also limits the initial bunch coherence, focus-
ability and brightness of an electron source.
Cold atom electron and ion sources (CAEISs) are being
developed [20–23] with the promise of orders of magnitude
improvement in these key bunch metrics. The CAEIS is
based on the photoionization of a laser-cooled atomic gas
with two overlapping orthogonal laser beams, producing
electrons and ions with low temperatures (10 K [21] and
1 mK [24], respectively), and correspondingly low emit-
tance, high brightness, and high coherence. The initial
charge distribution can be controlled by manipulating the
laser beam profiles [21], allowing for full 3D shaping of
the charged particle bunches at the optical resolution limit of
a few micrometers [25]. Using this precise shaping ability
to produce cold uniform ellipsoidal bunches is an important
step towards creating a source capable of single-shot
ultrafast coherent diffraction imaging of noncrystalline
targets [26].
In this Letter, we describe experiments that demonstrate
suppression of space-charge induced emittance growth
for improved focusability and brightness, using shaped
charged particle bunches from a CAEIS. Cold ions were
used rather than electrons because their much lower temper-
ature, and hence, negligible thermal diffusion, enhances the
visibility of space-charge dynamics. In a CAEIS, measure-
ments of the charge distribution for nanosecond duration ion
bunches are directly analogous to picosecond electron
bunches, because the heavier ion bunches disperse much
more slowly than low-mass electrons within the accelerator
region, retaining their high charge density and, therefore,
exhibiting much stronger space-charge effects [27].
We quantify the beam expansion in terms of emittance, a
measure of the phase-space volume occupied by the bunch,
where low beam emittance corresponds to the desirable
characteristics of high focusability and brightness. In
thermal equilibrium, the transverse emittance can be
defined along an axis x transverse to the beam propagation
direction z, as
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where σx is the root mean square (rms) beam width, kB is
the Boltzmann constant, m is the mass of the beam
particles, and c is the speed of light. The axial particle
temperature can be defined as Tx ¼ mσ2vxð1 − R2x;vxÞ=kB,
where σvx is the rms velocity in the x axis and Rx;vx is the
correlation coefficient measuring the linearity of the par-
ticle position x and velocity vx phase-space profile.
Nonlinear space-charge forces cause distortion of the beam
phase-space profile, increasing beam emittance. The nor-
malized transverse beam brightness Bn⊥ varies as ϵ−2x ;
hence, a reduction in the emittance will lead to an increase
in the transverse beam brightness.
Ion bunches were created via two-color, near-threshold
photoionization of an ensemble of rubidium atoms cooled
to a temperature of 100 μK in a magneto-optical trap (see
Fig. 1). The cloud of cold atoms had a Gaussian spatial
density profile with a standard deviation of 500 μm and
peak density of 3.0 × 1016 atoms m−3. A 780 nm wave-
length laser beam was used to excite atoms from the 5S1=2
ground state to the 5P3=2 excited state for 500 ns, with a
transverse intensity profile shaped by a spatial-light modu-
lator (SLM). Beam shaping was performed with a speckle-
free protocol based on iterative feedback [25]. Atoms in
the excited state were coupled to the ionization continuum
with a 480 nm wavelength, 5 mJ, 5 ns laser pulse
propagating through the atom cloud perpendicular to the
excitation beam. The ionization beam was focused to a
narrow ribbon at the cold atom cloud with rms intensity
widths σz ¼ 15 μm along the longitudinal direction of ion
propagation and σy > 1 mm in the axis perpendicular to
both the excitation and ionization laser propagation direc-
tions. The two-color ionization process produced ion
bunches that initially had a very narrow longitudinal
distribution compared to the length of the accelerator
region (50 mm), ensuring that the longitudinal energy
spread was only a few eV. Provided the intensity of the
excitation laser beam is below the saturation intensity of the
5S → 5P transition, the transverse excited atomic density
profile ρeðrÞ is proportional to ΩeðrÞ, the Rabi frequency
for the driven transition. Control of the bunch charge was
achieved by altering the excitation laser beam power and,
thus, the overall population of the intermediate state prior to
ionization by the 480 nm laser. The duration of the ion
bunches was determined by the 480 nm laser pulse length
FIG. 1. (a) Two-color laser excitation scheme used to ionize laser-cooled 85Rb atoms. (b) Cold atom electron and ion source with
bunch shaping. The intensity profile of the excitation laser coupling the 5S ground state to the 5P intermediate state was shaped using a
spatial-light modulator (SLM) with iterative feedback provided via a CMOS camera [25]. Atoms were ionized with a 5 ns pulsed blue
laser, focused to a narrow ribbon perpendicular to the excitation laser. The ions were accelerated into a drift region and focused with an
einzel lens. A knife edge was inserted into the bunch around the focus to determine the transverse focal spot width. Spatial bunch profiles
and bunch charges were measured with a phosphor-coupled microchannel plate (MCP) detector combined with a CCD camera (not
shown). (c) Measured radially averaged excitation laser profiles (solid lines) and desired profiles (dashed lines), plotted as the relative
excitation probability. Insets show desired transverse bunch density profiles as shaded false-color renderings. All radial averages and
density profiles are individually normalized.




132 Appendix A. Publications
(5 ns), analogous to an electron bunch duration of
13 ps [27].
To investigate the effect of transverse bunch shape on
emittance growth, we studied four bunch distributions:
half-spherical (HS), required to make pancake bunches;
Gaussian (GS), i.e., an “unshaped” laser beam; flat-topped
(FT), a uniform transverse profile with complementary
application to pancake distributions [28]; and conical (CN),
chosen as an example of a nonideal distribution. The
excitation laser intensity profile IeðrÞ ∝ Ω2e was controlled
by the SLM to create each initial transverse bunch
distribution. Radial distributions of the excitation proba-
bility shown in Fig. 1(c) were calculated from each
measured laser intensity profile. There was generally good
agreement between the measured and desired distributions,
with some loss of definition at the edges of the flat-topped
and half-spherical distributions.
We initially studied the expansion of the shaped ion
bunches for free propagation. Ion bunches with a range of
charge densities were accelerated to 6 keV and propagated
700 mm to the detector where the transverse particle
distributions were measured using a phosphor-coupled
microchannel-plate (MCP) and camera. The initial radius
encompassing 95% of the charge was r95 ¼ 139 μm for all
distributions, satisfying r95 ≫ σz required for the HS
distribution to create a pancake bunch. Figure 2(a) shows
the final transverse bunch distributions for ion numbers
N ¼ 2.0 × 103, where there is negligible space-charge
expansion, and N ¼ 7.1 × 104, where the growth is domi-
nated by space-charge expansion. For higher charge, all
distributions obtain a dense ring structure due to scattered
780 nm light absorbed by atoms outside the interaction
region. These atoms were subsequently ionized by the
480 nm light pulse, creating a diffuse halo of electrons. The
core ion bunch will expand much faster than the halo due to
its higher charge density, resulting in transverse velocity
bunching at the edges [27].
Bunches with linear space-charge forces undergo self-
similar expansion, where the beam charge density profile is
magnified by a single scaling factor. To assess the self-
similarity of the CAEIS bunch expansion, we measured the
transverse radii containing 50%, 75%, 90%, and 95% of the
bunch charge for the different distributions at the detector.
We then took the ratio of these radii to their initial values
from the laser distribution to obtain the expansion factors
denoted e50, e75, e90, and e95 [Fig. 2(b)].
At low ion numbers, bunch expansion is mainly deter-
mined by lensing in the accelerator structure such that all
shapes show approximately equal linear expansion by a
factor of 20. As the ion number increases, and space-charge
effects become more significant, the central radii expansion
factors e50 and e75 of the GS and CN distributions increase
more than the factors for the outer radii (e90 and e95) due to
the large initial central densities. The opposite behavior is
true for the FT, with e50 and e75 increasing above e90 and
e95, due to the lower initial central density. For the HS
initial distribution, the expansion factors remain equal as
the ion number increases, signifying linear self-similar
space-charge expansion and formation of the desired uni-
form ellipsoid [13,29].
We simulated the acceleration, propagation, and expan-
sion of the ion bunches using particle tracking software
[30] for ideal spatial and measured temporal profiles,
and an initial ion temperature of 1 mK. From these
simulations, we extracted the expected expansion factors
shown in Fig. 2(b). The simulations agree well with
the experimental data, especially for the HS distribution.
The smaller expansion of the experimental bunches at
higher charge is attributed to the ions in the halo discussed
earlier, which contribute to the measured ion number
but not to the space-charge expansion. The greater
deviation seen for the highly peaked GS and CN
FIG. 2. (a) Experimentally measured transverse ion beam
density profiles ρNðx; yÞ for ion number N ¼ 2 000 and
71 000, for HS, GS, FT, and CN initial distributions (scale
bar, 2 mm). (b) Radial expansion factors against ion number for
each shape individually, with circle, plus, times, and square
corresponding to the transverse radii containing 50%, 75%, 90%,
and 95% of the bunch charge, respectively. The divergence of the
expansion factors at high ion numbers indicate nonlinear space-
charge forces, most prevalent in the GS and CN bunches.
Simulated expansion factors e95 (dashed lines) and e50 (solid
lines) for each shape are also shown. Measured radii are averaged
from 100 ion bunches.




A.5. Thompson et al., Phys. Rev. Lett. 117, 193202 (2016) 133
distributions could also indicate saturation of the 5S → 5P
transition in the center.
At a beam waist, the transverse emittance [Eq. (1)]
is the product of beam width and angular divergence.
Measurement of the focal spot width for beams with
different initial distributions, therefore, provides a measure
of their relative emittance. To investigate the space-charge-
induced emittance growth, an einzel lens situated 350 mm
from the accelerator was used to focus the expanding
bunches. The same transverse rms bunch width σx ¼ σy ¼
67 μm was used for all distributions to allow direct
emittance comparison. A knife edge was scanned trans-
versely through the propagating bunches at a range of z
locations approximately 100 mm from the einzel lens. The
rms width σrðzÞwas determined from a fit of each profile to
an error function (erf) [Fig. 3(a)]. The minimum focused
bunch width σf was found from a parabolic fit of σrðzÞ
[Fig. 3(b)].
Figure 3(c) shows how σf varies for the different initial
spatial distributions as the total ion number increases. The
GS and CN distributions, which demonstrated the most
nonlinear growth in Fig. 2(c), show the greatest increase in
emittance with bunch charge, while the linearly expanding
HS distribution demonstrates the smallest increase as
expected. Aperturing of the bunches in the accelerator
structure limited the maximum number of ions to
N ¼ 8 × 104, where we observe a 50% reduction in
focused bunch width and, therefore, transverse emittance
for the HS compared to GS distributions.
Particle tracking simulations of the free-expansion emit-
tance for the four distributions exhibit the same behavior,
though with a greater variation between the distributions.
The greatest deviation is seen at low N, where space-charge
expansion is negligible and bunch emittance will mostly be
determined by accelerator aberrations and effects such as
disorder-induced heating [31]. As N increases and space-
charge dominates the emittance growth, there is much
closer agreement between the experimental results and
simulations, with the GS distribution showing the greatest
difference. As with the free-expansion results, the discrep-
ancies can be attributed to a combination of the formation
of a ring structure, which will be more prominent for
distributions created with higher peak 780 nm intensity,
and saturation at the center. The separation between
experimentally measured FT and HS waists is attributed
to the imperfect flat-topped laser profile [Fig. 1(c)(ii)].
Nevertheless, the HS profile again matches very well with
the simulations and shows that bunch shaping with a
CAEIS can lead to a marked reduction in emittance growth
relative to conventional Gaussian bunches.
In this Letter, we have experimentally demonstrated
improvement of charged particle beam brightness through
control of transverse bunch density distribution. The low
temperature of the cold atom source has enabled detailed
observation of space-charge effects, for the first time
clearly distinguishing the variation in nonlinear growth
for different initial particle distributions. For space-charge-
dominated bunches with N ¼ 7.1 × 104 particles, a reduc-
tion in emittance growth of nearly 50% was achieved for a
half-spherical rather than Gaussian transverse distribution,
corresponding to a brightness increase by a factor of 4.
Further improvements in beam brightness are expected if
the spatial width of the pulsed blue laser beam is reduced
to better satisfy the requirements for a half-spherical
pancake distribution to transform into a uniformly filled
ellipsoid [13].
The 5 ns ion bunches used for our demonstrations are
directly analogous to ultrafast 13 ps electron bunches
[27,31] with the same bunch charge. Achieving ultrafast
single-shot diffraction will require much higher charge
density, and much higher bunch charge such as the
N ¼ 5 × 105 electron bunches we have previously pro-
duced with a cold atom source [32]. The effects of
Coulomb-driven emittance growth will then severely limit
the beam focus and brightness for unshaped Gaussian
FIG. 3. (a) Example knife-edge plot of relative transmission
(points) and erf fit (dashed line) to determine the transverse rms
width σr at a given z position. (b) Example z scan of knife-edge
transmission around the focus. Points indicate the knife-edge
measurement and the dashed line is a weighted parabolic fit to
determine the minimum rms width σf. Error bars are 95% con-
fidence intervals determined from the fit in (a). (c) Experimentally
measured minimum rms width (left-hand axis, points) and
simulated emittance of freely expanding bunches (right-hand
axis, lines) as a function of ion number for the four transverse
spatial profiles: HS (blue, circles, solid line), GS (red, squares,
dashed line), FT (green, crosses, dotted line), and CN (purple,
stars, dashed-dotted line). Uncertainty in ion number is deter-
mined from standard deviation of ion numbers from all knife-
edge measurements used to determine σfðzÞ, uncertainty in σf is
determined from standard error of fitted parabolas in (b). Ion
temperature for simulations was taken to be T ¼ 1 mK.
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bunches. Indeed, other cold atom sources using ultrafast
electron bunches have been limited to a few hundred
electrons per bunch due to the degrading effects of space
charge, requiring thousands of bunches to create a sat-
isfactory diffraction image [33]. Demonstrating the sup-
pression of space-charge-induced emittance growth
through shaping of the initial bunch profile is, therefore,
a critical milestone in the development of cold electron
sources, necessary for harnessing their inherent coherence,
focusability, and brightness to perform single-shot ultrafast
diffraction of noncrystalline targets.
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Abstract: Cold atom electron and ion sources produce electron bunches and ion beams by photoionization of
laser-cooled atoms. They offer high coherence and the potential for high brightness, with applications including
ultra-fast electron-diffractive imaging of dynamic processes at the nanoscale. The effective brightness of electron
sources has been limited by nonlinear divergence caused by repulsive interactions between the electrons, known
as the Coulomb explosion. It has been shown that electron bunches with ellipsoidal shape and uniform density
distribution have linear internal Coulomb fields, such that the Coulomb explosion can be reversed using
conventional optics. Our source can create bunches shaped in three dimensions and hence in principle achieve the
transverse spatial coherence and brightness needed for picosecond-diffractive imaging with nanometer
resolution. Here we present results showing how the shaping capability can be used to measure the spatial
coherence properties of the cold electron source. We also investigate space-charge effects with ions and generate
electron bunches with durations of a few hundred picoseconds. Future development of the cold atom electron and
ion source will increase the bunch charge and charge density, demonstrate reversal of Coulomb explosion, and
ultimately, ultra-fast coherent electron-diffractive imaging.
Key words: ion beam, electron beam, electron diffraction, space charge, cold atom physics, coherence
INTRODUCTION
The ultimate goal of X-ray and electron imaging is the ability
to create “molecular movies” of the dynamics of atomic-scale
processes (Dwyer et al., 2006). Molecular movies, with
atomic spatial and temporal resolution, will enable dramatic
advances in our understanding of critical phenomena
underlying biology, materials sciences, and technological
applications. For instance, rational drug design relies on
knowing the molecular structure and function of membrane
proteins (Pinto et al., 1992), motivating development of
many different technologies including billion-dollar X-ray-
free electron lasers, which attempt to produce sufficient
brightness in an X-ray beam for single-shot imaging of
noncrystalline objects (Chapman et al., 2011).
Electrons offer an alternative to very bright X-ray
sources, which, in any case, require a bright- and low-
emittance electron source. The sample interaction is 104–106
times stronger for electrons compared to X-rays (Sciaini &
Miller, 2011) but electron imaging is limited by the space-
charge effect: that is, the Coulomb interaction within an
electron bunch that dramatically reduces the source bright-
ness and coherence. Coulomb-driven explosion of the
electron bunch can be reversed if the electron bunch has a
uniform ellipsoidal distribution (Luiten et al., 2004).
The ability to shape electron bunches into appropriate
ellipsoidal distributions is one of the motivations behind the
development of a cold atom electron/ion source (CAEIS)
(Claessens et al., 2005). Other advantages of a CAEIS include
high source coherence due to the low temperature of the
electrons and ions, and the promise of high brightness, with
up to 106 particles/bunch. Here we present an overview of
our CAEIS, investigation of space-charge effects, and the
creation of ultra-fast cold electron bunches.
MATERIALS AND METHODS
Cold Atom Source
In our experiments we laser-cool and trap rubidium-85
atoms. We use an effusive oven to produce hot rubidium,
which is then cooled via a Zeeman slower before entering the
trapping region. This provides a high-flux source of slow
atoms, described in more detail in a study by Bell et al.
(2010). The atoms are then confined in a magneto-optic trap
(MOT) located between two accelerator plates separated by
50 mm. Using this method, up to 109 atoms at ∼70 μK can
been trapped with a Gaussian width of <1 mm, leading to
densities up to 1011 cm−3, similar to or greater than other
CAEIS experiments (Knuffman et al., 2011; Engelen et al.,
2013). Densities of 1012 cm−3 have been achieved using a
dark spot in a sodium MOT (Ketterle et al., 1993). The
maximum density is important as it will ultimately limit the
number of electrons or ions that can be produced for a region
of a certain size. Recently, proposals have been made to use
atom beams as opposed to trapped atoms to increase the flux
(Kime et al., 2013; Knuffman et al., 2013).*Corresponding author. scholten@unimelb.edu.au
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Creating Shaped Bunches
To create electron and ion bunches, a two-stage ionization
process is used (Fig. 1b). First, the trapping and cooling
lasers, as well as the magnetic fields of the MOT, are turned
off. A pulse of laser light resonant with the F = 3→ F′ = 4
transition (780 nm) and duration of order microseconds
is then directed onto the atoms perpendicular to the
accelerator plates. A 5 ns 480 nm pulsed laser beam is
directed onto the excited atoms in a direction parallel to the
accelerator plates. The wavelength of the pulsed blue laser
can be changed over tens of nanometers to allow for either
direct ionization of the already-excited atoms, or to
excite them to a high-lying Rydberg state, where the static
accelerator field induces field ionization.
The pulsed blue laser is focused into a ribbon of light at
the MOT, with a full-width at half-maximum (FWHM) of
approximately σz = 150 μm. The size of the blue laser ribbon
is important as it will determine the energy spread σu of
the electrons and ions produced via σu ¼ eσzF, where e is the
fundamental electron charge and F the strength of the
accelerating electric field. For a field of 40 kV/m, we obtain
σu = 6 meV. The temporal length of the laser pulse deter-
mines the bunch length, 10 cm and 3 mm for pulse durations
of 5 ns and 150 ps.
The 780 nm excitation laser profile is transformed into
an arbitrary shape using a spatial light modulator (SLM).
This combination of laser wavelengths and orientations
creates the shaped electron and ion bunches, as shown in
Figure 1a. Approximately 105 electrons were produced in
each bunch. The repetition rate of the experiment is 10 Hz,
limited by the repetition rate of the pulsed blue laser.
Detection
We select electrons or ions by appropriate choice of polarity
for our accelerator front plates (e.g. electrons in Fig. 1a).
After constant acceleration, the electrons or ions are propa-
gated for 21.5 cm in a null field, then detected on a
phosphor-coupled microchannel plate detector (MCP) and
imaged with a CCD camera to provide two-dimensional
spatial resolution of the bunch, as shown in Figure 1c.
Temporal evolution of the bunch can be determined by
monitoring the potential of the grounded component of
the MCP.
RESULTS
Temperature and Coherence Length Measurements
of Cold Electron Bunches
The temperature of the electron source can be determined
from the divergence of the bunches, calculated from the
derivative of the edge of the image of the propagated bunch
and the propagation distance. Using our ability to shape the
excitation laser using a SLM, we produced a beam with
sharply defined edges. The edge width before propagation
was defined by the resolution of the excitation intensity
profile, which in turn is defined by the optical resolution of
the excitation laser imaging system, ∼10 μm. The transverse
thermal velocity of the electron cloud determines the angular
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where Qe is the detector signal proportional to charge, r the
radial coordinate, e the electron charge, κ the linear magni-
fication, d1 and d2 the distances through which the bunch is
accelerated and freely propagated, F the accelerator field
magnitude, kB the Boltzmann constant,ΔE the excess energy
of the electrons after ionization, and T0 the minimum elec-
tron temperature (i.e., when ΔE = 0). The excess electron
energy can be varied by changing the wavelength of the blue
laser (Fig. 2a), and the data fitted to equation 1 to determine κ
and T0. Theminimum temperature of the electrons was found
to be T0< 10± 5 K (McCulloch et al., 2011) for a bunch
containing 105 electrons (20 fC). The electron temperature is



























Figure 1. a: Experimental set-up of the cold atom electron/ion source. b: Energy-level diagram showing two-stage
ionization process. c: False-color image of electron cloud detected on microchannel plate detector. From McCulloch
et al. (2011).
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to the intrinsic heating processes encountered during
ionization, such as disorder-induced heating.
From this minimum temperature we can determine the






where me is the mass of the electron. Using the value for T0
obtained above gives Lc> 10± 3 nm.
The arbitrary shaping ability of the CAEIS can also be
used to directly measure the coherence length. This was
achieved by using a sinusoidally shaped excitation laser and
measuring the visibility of the electron pattern as a function
of spatial frequency (Figs. 2b, 2c), resulting in a measurement
of Lc = 7.8± 0.9 nm following the procedure outlined in a
study by Saliba et al. (2012). A coherence length of 10 nm at
the source is already sufficient for imaging small biomolecules
such as bacteriorhodopsin, where the unit cell length is of
order 10 nm. In contrast, high-brightness conventional
electron sources based on photoemission, with electron bunch
temperatures of order 104 K, have an associated coherence
length of just 0.3 nm.
Cold atom ion bunch temperatures are on the order of
milliKelvins, limited by disorder-induced heating (Bannasch
et al., 2013).
Ultra-Fast Cold Electrons
Ultra-fast electron diffraction enables the study of molecular
structural dynamics with high resolution at sub-picosecond
timescales. This is important for understanding biochemical
dynamics such as protein folding and regulation, as well as
the formation of cracks in novel materials (Schotte et al.,
2003; Sciaini & Miller, 2011). Ultra-fast exposure times will
also allow high-intensity imaging of radiation sensitive



























































Figure 2. a: Measuring electron bunch divergence from edge acuity. Error bars indicate one standard deviation over 30
shots, including statistical and systematic uncertainties. An upper limit to source temperature of T0 = 10± 5 K is
extracted for a bunch of 105 electrons by fitting equation 1 to the data (solid line) with excess ionization energy ΔEc≥ 0
K. From McCulloch et al. (2011). b: (i) Desired excitation laser beam intensity profile used to create the spatial light
modulator phase mask. (ii) Image of resulting shaped electron bunch on microchannel plate detector. (iii) Integrated
line profile of the calculated fully coherent electron distribution (red, dashed), the recorded electron image (blue
points), and a fit to the recorded data (red, solid). c: Visibility of electron bunch pattern as a function of spatial
frequency, with a Gaussian fit to the visibility function resulting in Lc = 7.8± 0.9 nm. The systematic uncertainty in
measuring d was 3%. From Saliba et al. (2012).
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samples, such as biologically active molecules, to obtain
sufficient information about the molecule before it dissociates,
known as “diffract-before-destroy” imaging.
To achieve this with our CAEIS, we replaced the con-
tinuous wave (CW) 780 nm excitation laser with a femtosecond
laser, with a full-width-half-maximum (FWHM) of 40nm.
With femtosecond excitation, the initial electron pulse duration
is limited by the spatial and temporal extent of the overlap
between the new femtosecond pulses and the 5 ns pulses of
480 nm light. The overlap produces a shaped pulse of electrons
or ions with a minimum duration of 150 ps (McCulloch et al.,
2013). The charge of the electron bunches produced was 100 fC.
The high bandwidth inherent to short laser pulses might
be expected to increase the excess energy spread of the
electrons and thus destroy their transverse coherence. We
performed an emittance measurement using the pepperpot
method. Instead of using a physical pepperpot, we shaped the
femtosecond excitation as shown in Figure 3ai and measured
the spatial distribution of the electron bunches at the MCP
detector. By knowing the initial and final electron beamlet
distributions, the emittance εγ can be calculated (McCulloch
et al., 2013). The pepperpot measurements were performed
for a series of different blue laser wavelengths, similar to
the temperature measurements discussed in Materials and
Methods section, and compared to results with CW excitation.
From the results (Fig. 3b) it can be seen that in region i,
just below the field-free ionization threshold, the emittance
increases, coinciding with an increase in ionization efficiency
and therefore an increase in space-charge effects. In this
region the electron bunches that are produced are ultra
fast and still highly coherent. Below region i the ionisation
efficiency is poor, reflected in the large error bars. In region i
the blue laser couples the 5P3/2 state to one or more field-
ionizing Rydberg states, resulting in an electron bunch with
minimal spread. Above threshold, in region ii, the emittance
increases dramatically owing to the opening of an alternative
ionization pathway: when the energy of the ionization laser is
above threshold, the blue laser couples the 5P3/2 state directly
to the continuum. In this case the large near-resonant
bandwidth of the 780 nm femtosecond pulse substantially
increases the energy spread.
As the excess ionization energy increases further, the








where σ is the root mean square bunch width and T the
electron temperature. As can be seen, the emittance will
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Figure 3. a: Typical pepperpot images used to extract the emittance of femtosecond-excited cold atom electron/ion
source electron bunches with a charge of 100 fC. (i) A charge-coupled device image of the laser pulse used to excite
the atoms. (ii) Detected electron signal on microchannel plate detector for an ionization wavelength of 478.00 nm.
b: Measured radial emittance as a function of excess ionization energy. Each point represents 50 single-shot measure-
ments with the error bars indicating one standard deviation combined from the statistical deviation and systematic
uncertainties. The dashed lines are theoretical plots of the emittances using the experimentally determined temperature
and beam radii [see equation (3)]. For more information see McCulloch et al. (2013).
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increase with the temperature of the electron produced,
which, in turn, will depend on the excess ionization energy
(see Fig. 2a). The difference from this theoretical line is most
likely due to space-charge effects or other heating processes
that occur during ionization and extraction, which equation
3 does not take into account. This shows that the bandwidth
of the femtosecond laser is not contributing appreciably to
the energy spread.
Below region i the emittance is approximately constant
(εr = 538± 26 nmrad), limited by heating during the
extraction process. In the same region, the emittance with
CW excitation was 141± 7 nmrad. Though the femtosecond
emittance is larger, the corresponding coherence length is
still relatively large for an electron source, at Lc = 4.0± 0.2 nm
(McCulloch et al., 2013). The difference in emittance and
temperature (and therefore coherence length) between the
nanosecond and picosecond bunches is because of the
increased space-charge repulsion that will occur in a bunch
with the same charge but density 30 times greater.
Observing Space-Charge Effects
Space-charge effects within clouds of electrons or ions
cause bunch expansion. This is normally an irreversible
process and leads to a loss in coherence and brightness.
However, if the bunch shape is a uniform ellipsoid then the
internal fields are linear, and though the bunch will still
expand, the expansion can be reversed by refocusing with
conventional linear-charged particle optical systems, pre-
serving the initial coherence and brightness of the source. It
has been theoretically shown that an initial bunch with a

























































































Figure 4. a: Gaussian bunch widths as a function of peak atom density. Blue circles indicate experimental data, with
the error bars determined from the standard deviation of ∼100 measurements; dashed blue line is to guide the eye;
red squares indicate general particle tracer (GPT) simulations determined from the peak density and a 0.16 ionization
fraction (IF) within the interaction region determined by the sizes of the excitation and ionization lasers; green crosses
indicate GPT simulations with an ionization fraction chosen to match the experimental data. The inset shows the
ionization fraction chosen for each density (green points) compared with the 0.16 constant value (red dashed line).
b: Measured counts from the microchannel plate detector (MCP) as a function of the simulated ion number from the
ionization fraction shown in inset of (a) for an MCP potential of 1,500 (red) and 1,600 V (blue). Points indicate experi-
mental data, error bars from standard deviation of ∼100 measurements and dashed lines indicate linear fit to data.
c: Ion number, determined using the calibration from (b), as a function excitation pulse power for measured data. The
right-hand axis shows the ionization fraction, determined from the atom density and ionization laser sizes. Each data
point represents 100 single-shot measurements with the error bars indicating one standard deviation combined, the
dashed line represents a linear fit to the data.
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longitudinal distribution will evolve into a uniform ellipsoid
(Luiten et al., 2004).
Creating such a distribution experimentally is challenging.
The spatial distribution of the initial bunch depends not only
on the excitation beam profile, but also on the initial density
of the cold atom cloud, and the time-dependent behavior of
the excitation process. We have simulated these effects using
optical Bloch equations, and modeled the evolution of the
bunch shape using general particle tracer (GPT) simulations
(http://www.pulsar.nl/gpt).
We have investigated space-charge effects using ions
rather than electrons because of their greater mass and lower
velocity and consequently longer interaction times. The ion
temperature is also orders of magnitude lower than for
electrons, so the effects of thermal diffusion are minimal. In
combination, the effects of Coulomb interactions within the
bunch are much more clearly discernible.
By increasing the delay between the time when the MOT
fields are turned off and the ionization beams are turned on,
we are able to study the effect of atomic density on space-
charge expansion of the ion bunches by making use of the
thermal expansion of the atomic cloud, this is shown in
Figure 4a, which shows the bunch size for varying initial
density. As expected, as the atomic density increases the
bunch width also increases, in good agreement with GPT
simulations for a fixed ionization fraction of 0.16 (Fig. 4a), up
to a density of around 3×1010 cm−3. At higher density, we
postulate that the reduced ionization fraction seen experi-
mentally is because of absorption of some of the excitation
beam by the atoms at the leading edge of the atom cloud,
outside the interaction region, reducing the number of photons
in the interaction region available to ionize the atoms and
therefore reducing space-charge effects. The inset to Figure 4a
shows the individual ionization fraction that best matched
simulation and data for each initial atomic density.
By matching the simulations to the space-charge expan-
sion data we have been able to calibrate the detection system
to determine the ion number from the counts measured by the
phosphor-coupled MCP and CCD imaging system. This was
achieved by comparison of the integrated counts recorded on
the CCD with the ion number used in GPT to obtain the
correct bunch width shown in Figure 4a. The calibration is
shown in Figure 4c for two different detector potentials. In
both cases the R2 coefficient was >0.99, indicating a strong
linear relationship between theMCP counts and the simulated
number of ions. We examined the effect between ion number
and excitation power further at low power (well below the
saturation limit of ∼10mW) to illustrate how absorption of
the excitation laser outside the interaction laser could lead to a
reduction in ion number. As can be seen from Figure 4c, the
ion number (calculated with the calibration obtained from
Fig. 4b) increases linearly with excitation power. We also
calculated the ionization fraction using the sizes of the ioni-
zation beams and the peak atomic density of the MOT.
Our investigations have also led to the discovery of some
interesting effects such as the formation of density waves
around an initially uniform circular ion bunch. This can be
explained by the formation of a diffuse halo of charges around
the central core of the bunch. The halo is created by reab-
sorption of spontaneous emission from the directly excited
atoms. The dense core then expands into the halo, due to
space-charge repulsion, and creates a high-density ring. We
have also investigated the space-charge interaction of parallel
beamlets to see the influence of overlapping self-fields.
Our studies show good agreement between simulations and
experiments. The simulations reveal the sensitivity of the visi-
bility of the high-density features to the initial ion temperature:
the structure is lost at temperatures of a few tens of Kelvin,
highlighting the advantages of the cold atom source in com-
parison with conventional sources, which operate at room
temperature or above, for studying these effects.
DISCUSSION
We have presented our CAEIS, including characterization
of the temperature of the source and the corresponding
transverse coherence lengths of the electron bunches.We have
also investigated the effect of space charge on ion bunches as
an analog to the much faster expansion of electron bunches,
showing substantial space-charge effects. One of our main
priorities is to overcome the space-charge expansion using the
unique beam-shaping ability of cold atom sources to produce
uniform ellipsoidal bunches. Our shaping ability is currently
limited by speckle in the excitation beam image produced
from the SLM owing to the hologram-production algorithm
used. Overcoming this will involve implementing alternate
algorithms and feedback control over the phase pattern on
the SLM, by monitoring the excitation laser profile with an
independent imaging detector.
Apart from space charge, another phenomenon limiting
the minimum temperature of the ions produced from the
CAEIS is disorder-induced heating. Nonuniform Coulomb
interactions of the initially randomly distributed electrons and
ions leads to an initial spread in the temperature of the bunch.
For ions, this increases the temperature of the bunch by at least
an order of magnitude (Bannasch et al., 2013). One way of
overcoming disorder-induced heating is to use the phenom-
enon of Rydberg blockade, where the van der Waals’ potential
caused by an atom in a highly excited state prohibits nearby
atoms from also being excited (Bannasch et al., 2013; Robert-
de Saint-Vincent et al., 2013). We have recently developed an
alternative blue laser system using a frequency locking scheme
based on electromagnetically induced transparency (Abel et al.,
2009). With this new laser we have produced preliminary
results demonstrating blockade behavior with the 30S state and
measurements of the temperature effects are in progress.
By overcoming both space-charge and disorder-induced
heating effects we should be able to produce ion bunches cap-
able of sub-nanometer resolution (van der Geer et al., 2007).
CONCLUSION
We have developed a CAEIS with the ultimate goal of pro-
ducing single-shot electron diffraction of biological samples.
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On the path to producing these we have developed a source
with a coherence length of ∼10 nm with electron tempera-
ture of 10 K. By using a femtosecond pulsed laser we have
also produced ultra-fast bunches with a minimum duration
of 150 ps, with a maximum coherence length of 4 nm. We
have shown that space-charge effects are readily observable
without the obfuscation of thermal diffusion, potentially
providing a new approach to investigating subtle Coulomb
interactions in high-current-charged particle sourcs. Finally,
we have investigated the effects of space charge on the
ion bunches produced with our system, and observed the
formation of surprising structures. To improve the emittance
and brightness of the source further, we are investigating
reducing the temperature by using Rydberg blockade to over-
come disorder-induced heating effects, and using our shaping
ability to overcome space-charge effects. By implementing
these advances, single-shot ultra-fast coherent-diffractive
imaging with nanoscale resolution should become feasible,
allowing for the creation of “molecular movies.”
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