Practical compensation for nonlinear dynamic thrust measurement system  by Chen, Lin et al.
Chinese Journal of Aeronautics, (2015),28(2): 418–426Chinese Society of Aeronautics and Astronautics
& Beihang University
Chinese Journal of Aeronautics
cja@buaa.edu.cn
www.sciencedirect.comPractical compensation for nonlinear dynamic
thrust measurement system* Corresponding author at: Department of Automation, Shanghai
Jiao Tong University, Shanghai 200240, China. Tel.: +86 21 57654469
8068.
E-mail addresses: clcyk2002@aliyun.com (L. Chen), 13817830607@
139.com (J. Chen), lijx@sjtu.edu.cn (J. Li).
Peer review under responsibility of Editorial Committee of CJA.
Production and hosting by Elsevier
http://dx.doi.org/10.1016/j.cja.2015.02.003
1000-9361 ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Chen Lin a,b,*, Chen Jie c, Li Jianxun aa Department of Automation, Shanghai Jiao Tong University, Shanghai 200240, China
b Shanghai Institute of Space Propulsion, Shanghai 201602, China
c Shanghai Academy of Spaceﬂight Technology, Shanghai 201100, ChinaReceived 14 March 2014; revised 26 May 2014; accepted 8 September 2014
Available online 11 February 2015KEYWORDS
Digital compensation;
Dynamic thrust measure-
ment system;
Identiﬁcation;
Left inverse model;
Nonlinear model;
Radial basis function neural
networkAbstract The real dynamic thrust measurement system usually tends to be nonlinear due to the
complex characteristics of the rig, pipes connection, etc. For a real dynamic measuring system,
the nonlinearity must be eliminated by some adequate methods. In this paper, a nonlinear model
of dynamic thrust measurement system is established by using radial basis function neural network
(RBF-NN), where a novel multi-step force generator is designed to stimulate the nonlinearity of the
system, and a practical compensation method for the measurement system using left inverse model
is proposed. Left inverse model can be considered as a perfect dynamic compensation of the
dynamic thrust measurement system, and in practice, it can be approximated by RBF-NN based
on least mean square (LMS) algorithms. Different weights are set for producing the multi-step
force, which is the ideal input signal of the nonlinear dynamic thrust measurement system. The
validity of the compensation method depends on the engine’s performance and the tolerance error
0.5%, which is commonly demanded in engineering. Results from simulations and experiments
show that the practical compensation using left inverse model based on RBF-NN in dynamic thrust
measuring system can yield high tracking accuracy than the conventional methods.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Small liquid-propellant rocket engine is mostly intended for
satellite positioning and orientation. For these applications,
it is extremely important that the thruster performance is well
calibrated. Since the maximum thrust may be attained in
milliseconds, the transient response of measuring system is of
great importance. The conventional techniques are inadequate
as the dynamic thrust measuring system is usually simpliﬁed to
an ideal second-order linear system.1,2 However, the real
system usually tends to be nonlinear due to the complex
characteristics of the rig, pipes connection, etc. So far, the
Fig. 1 Typical dynamic thrust measurement structure.
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measurement system is rare. In this paper, radial basis function
neural network (RBF-NN) is utilized to identify the nonlinear
dynamic thrust measurement system and left inverse model
based on RBF-NN is applied to constructing the compensator
of the system.
There are several methods of compensation for nonlinear
dynamic system.3 The methods based on Volterra series expan-
sion can be applied to compensating the nonlinear systems.4
However, Volterra series representation has some limitation
in practical applications because it does not present any
orthogonal property.5,6 It is a temporal extension of the
Taylor series expansion and is limited to approximate systems
with fading memory.7,8 Wiener kernels with orthogonal
property were then developed for dynamic compensation4;
however, measurement of the Wiener kernels remains difﬁcult
in practice because it usually requires long measurement times
to obtain record sequences for optimum performance.5 The
deconvolution method could restore input signal from output
signal directly with small computational complexity and good
outcome.9,10 But it requires the system’s discrete transfer func-
tion which is difﬁcult to get. Pole-zero method could get the
desired dynamic characteristic of the system through offsetting
the system’s pole-zero or reconﬁguring the system’s pole.
However, the application scope of this method is limited
because it requires accurate modal parameters of the system
and has some problems in physical realization.11 Brignell
et al.12,13 suggested a method which produces a compensating
digital ﬁlter for the frequency response. The method is based
on the use of optimization techniques in the time domain,
using the step response of the sensor plus the ﬁlter as the sub-
jected for improvement. But the computational complexity of
linear optimization is so large that it is difﬁcult to realize real-
time compensation. In addition, some intelligent dynamic
compensation methods based on neural networks or genetic
algorithms are proposed.14,15 However, these methods are suit-
able for linear system with large time-delay, but cannot be
applied to the sensor system with dynamic characteristics, fast
response, overshot constraint, and minor steady error, etc.
Researchers have come up with methods to establish system
transfer function with great conﬁdence and have used to recon-
struct input/output.16–18 In this paper, a method using left
inverse model which based on neural network is proposed to
compensate the nonlinear system.
Inverse model has been widely applied to nonlinear system
control, such as decoupling, feedback linearization, etc.19 For
a given nonlinear system, if there exists an inverse model, the
inverse model can be used as a perfect compensation method.3
But because of the nonlinearity of the system, it is difﬁcult to
acquire its accurate model, therefore it is difﬁcult to get its
inverse model. It has been recognized that neural networks
can be applied to approximate nonlinear model, since they
possess the important characteristics such as learning, fault tol-
erance and optimality.20–23 So the inverse model approximated
by neural networks could be utilized to construct a compen-
sator of the nonlinear system.
In the past several decades, various nonlinear time series
models have been proposed, among which the RBF-NNs have
emerged as one of the most popular methods.24–28 The advan-
tages of RBF-NN over other well-known methods are simple
topological structure, precision in nonlinear dynamics approx-
imation and fast learning. Therefore, RBF-NN is selected toapproximate the inverse model, which could construct a com-
pensator for dynamic thrust measurement system. At the same
time, RBF-NN is also utilized to identify the nonlinear mea-
surement system. This makes the design of dynamic thrust
measuring system much more practical than the existing meth-
ods. An approach to design a practical compensation using
inverse model based on RBF-NN in dynamic thrust measure-
ment system is presented. The developed technique is veriﬁed
by simulations and then tested by using a specially designed
apparatus.
2. Nonlinearities of dynamic thrust measurement description
2.1. Ideal dynamic thrust measurement system model
The typical dynamic thrust measuring system is shown in
Fig. 1, in which the thrust produced by the engine activates
the force sensor through the ﬂexible support, force transfer
rod, damper etc, and the sensed signal can be sampled by com-
puters. Dynamic thrust measuring system is usually simpliﬁed
to an ideal second-order spring–damper system as follows:
M€xðtÞ þ B _xðtÞ þ KxðtÞ ¼ FðtÞ ð1Þ
where M is the equivalent mass, B the damping coefﬁcient, K
the stiffness, x(t) the displacement and F(t) the thrust.1,29
Therefore the systems which have a high resonant frequency
can work well when the thruster has a relatively large thrust
and low mass.
2.2. Nonlinearities of dynamic measurement
Most dynamic thrust measuring system can be modeled as a
mass–spring–damper mechanical system, shown in Fig. 2.
Consider a thrust rig as a mass ofM kg sliding on a horizontal
surface, which is attached to a vertical surface through a sensor
(working as a spring) and a damper.30,31 The rig is subject to
an external force F generated by a rocket engine. Deﬁne x as
the displacement from a reference position and write
Newton’s law of motion as:
M€xþ Ff þ Fsp þ Fd ¼ F ð2Þ
where Ff is a resistive force due to friction; Fsp and Fd are the
restoring force of the spring and damping force of the damper,
respectively.
For a relatively small displacement, the restoring force of
the spring can be modeled as a linear function g(x) = Kx.
For a larger displacement, however, the restoring force may
depend nonlinearly on x. The function
Fig. 2 Mechanical system for dynamic thrust measurement.
Fig. 3 Schematic of left inverse model.
Fig. 4 Schematic of right inverse model.
Fig. 5 Left inverse model based on RBF-NN.
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is the famous softening spring model1,2,29, to which a dynamic
thrust measuring system often belongs, and a is a small parame-
ter(0 < a< 1), which indicates the nonlinearity of the spring.
The resistive force Ff may have components due to static,
Coulomb friction. When the mass is at rest, there is a static
friction force Fs that acts parallel to the surface and is limited
to ±lsMg, where 0 < ls < 1 is the static friction coefﬁcient.
Once the motion has started, the resistive force Ff, which acts
in the direction opposite to motion, is modeled as a function of
the sliding velocity v ¼ _x. The resistive force due to Coulomb
friction Fc has a constant magnitude lkMg, where lk is the
kinetic friction coefﬁcient, i.e.,
Fc ¼
lkMg; for m < 0
lkMg; for m  0
8><
>: ð4Þ
The damping force Fd is generated as the piston moving in
the cylinder due to viscosity. This force is usually modeled as a
nonlinear function of the velocity; that is, Fd = h(v), where
h(0) = 0. For small velocity we can assume that Fd = Bv.
The combination of a softening spring, linear viscous fric-
tion and an external force F= A cos(xt) (where A and x
are the amplitude and frequency of the external force) leads
to the equation
M€xþ B _xþ gðx; _xÞ  Ka2x3 ¼ A cosðxtÞ ð5Þ
where
gðx; _xÞ ¼
lkMgsignð _xÞ; for j _xj > 0
Kx; for _x ¼ 0 and jxj  lsMg=K
lsMgsignðxÞ; for _x ¼ 0 and jxj > lsMg=K
8><
>:
The values of gðx; _xÞ for _x ¼ 0 and jxj  lsMg=K are
obtained from the equilibrium condition €x ¼ _x ¼ 0.
Mostly, the measurement system would be simpliﬁed to lin-
ear system for dynamic compensation.23 However, the relevant
thrust rig is difﬁcult to design. If the nonlinear system could be
compensated, the design of thrust rig would be much more
practical.
However, the nonlinear model shown in Eq. (5) can hardly
be properly compensated with common methods. And algo-
rithms of RBF-NN are widely applied to modeling, prediction
and analysis for non-linear systems.32–36
3. Left inverse model based on RBF-NN
Inverse model includes left inverse model and right inverse
model.37,38 For a given system R, it is supposed that P1 is
the left inverse model and P2 the right inverse model.In Fig. 3, by using the left inverse model, we can recover the
input from the output. And in Fig. 4, we can conveniently
obtain the desired output using the right inverse model. So
the right inverse model can be applied to system control, and
the left inverse model can be applied to the compensation of
measurement system.
3.1. Existence of left inverse model
Suppose system R, which is modeled by:
FðY;Y1; . . . ;Yp;U;U1; . . . ;UpÞ ¼ 0 ð6Þ
where U= [u1, u2,. . ., up]
T and Y= [y1, y2,. . ., yp]
T are input
and output vectors, respectively. F (Æ) = [F1, F2,. . ., Fp]
T
describes the dynamic equation, Yi ¼ ½ _yi; €yi; . . . ; ynii T and
Ui ¼ ½ _ui; €ui; . . . ; umii T for all i= 1, 2,. . ., p. Vectors [n1, n2,. . .,
np] and [m1, m2,. . ., mp] are the system orders that determine
the order of the ordinary differential equation of the system
Eq. (6), and mi  ni for all i= 1, 2,. . ., p. D is its domain
and assume that oF/oU is continuous everywhere. The exis-
tence of left inverse model is given by the following theorem.3
Theorem 1. For the multiple input multiple output (MIMO)
system Eq. (6), suppose that oF/oU is nonsingular on its
domain D, then the system Eq. (6) is invertible on D.3.2. Left inverse model of thrust measurement system based on
RBF-NN
It is obvious that there exists an inverse model of the nonlinear
dynamic thrust measurement system described by Eq. (5) and
the inverse model is:
F ¼ gðx; _x; €xÞ ¼ M€xþ B _xþ gðx; _xÞ  Ka2x3 ð7Þ
And we use RBF-NN to approximate the nonlinear
function g. The structure of the left inverse model based on
RBF-NN of the thrust measurement system is as follows (see
Fig. 5).
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inverse model
4.1. RBF-NN identiﬁcation of nonlinear system
The identiﬁcation of nonlinear system with RBF-NN is
demonstrated in Fig. 6. By adjusting the weight coefﬁcients
of RBF-NN, the response of the RBF-NN could correspond
with the output vector y of the input vector u in the sense of
least mean square (LMS). Namely, under Gaussian noise with
limited energy, the output of the RBF-NN could approximate
the output of the system as exactly as possible.39,40
The stimulus signal u of the identiﬁcation model could be
step signal or stair-step signal with at least two steps according
to the requirement and result. The data of identiﬁcation will be
taken into account in compensation.
In the identiﬁcation of nonlinear system based on RBF-NN,
for an input u= [u1, u2,. . ., uM], the output of the jth output
unit can be expressed as:
yj ¼
XH
k¼1
w
ð2Þ
kj gkðukÞ þ
XM
l¼1
w
ð1Þ
lj ul þ bj ð8Þ
where w
ð2Þ
kj is the weight between the kth hidden unit and the jth
output unit and w
ð1Þ
lj the weight between the lth input unit and
the jth output unit; H is the number of the hidden units. Each
basis function, gj(u) is determined by a center matrix c and a
width matrix r. The basis function of the hidden neuron is
typically chosen as a Gaussian-like function:
gjðuÞ ¼ exp 
XM
k¼1
ðuk  cjkÞ2
2r2jk
 !
ð9Þ
The above RBF-NN is deﬁned by nonlinear parameters (H,
c, r) and linear weights (W(1), W(2), B)21, where W(1) is the
weight matrix between input units and output units, and
W(2) is the weight matrix between hidden units and output
units. By extracting the linearity from nonlinear system
described by Eq. (8), the nonlinear system can be modeled as:
Uðq1ÞyðkÞ ¼ Wðq1Þhðk 1Þ þ bðkÞ
hðkÞ ¼ gðuðkÞÞ
Uðq1Þ ¼ 1þ /1q1 þ    þ /nqn
Wðq1Þ ¼ w0 þ w1q1 þ    þ wrqr
8>><
>>:
ð10Þ
where q is time-shift operator.
Using RBF-NN, the nonlinear function is expressed as:
gðuðkÞÞ ¼
XD
i¼1
wiciðuðkÞÞ þ eðkÞ ð11Þ
whereFig. 6 Diagram of nonlinear system adaptive identiﬁcation.ciðuðkÞÞ ¼ exp ðkuðkÞ  cik2=d2i Þ
h i
ð12Þ
is the Gaussian function; ci and di are the ith center and width
of the RBF, respectively; wi is the weighting parameter asso-
ciated with the ith RBF; ||.|| denotes the Euclidean norm;
e(k) is the approximation error.
Substituting Eq. (11) into Eq. (10) yields
Uðq1ÞyðkÞ ¼
XP
i¼1
wiWðq1Þciðuðk 1ÞÞ þ mðkÞ ð13Þ
The above can be rewritten in a compact form as
yðkÞ ¼ CTðkÞhþ mðkÞ ð14Þ
where v(k) = b(k) + W(q1) e(k  1) is equation error, and
h ¼ hT/; hTw1 ; hTw2 ; . . . ; hTwD
h iT
h/ ¼ ½/1;/2; . . . ;/nT
hwi ¼ ½hwið1Þ; hwið2Þ; . . . ; hwiðrþ 1ÞT
¼ ½w0wi;w1wi; . . . ;wrwiT
CðkÞ ¼ CT/ðkÞ;CTw1 ðkÞ;CTw2ðkÞ; . . . ;CTwDðkÞ
h iT
C/ðkÞ ¼ ½yðk 1Þ;yðk 2Þ; . . . ;yðk nÞT
CwiðkÞ ¼ ½ciðuðk 1ÞÞ; ciðuðk 2ÞÞ; . . . ; ciðuðk r 1ÞÞT
ði ¼ 1; 2; . . . ;DÞ
8>>>>>>>>><
>>>>>>>>>:
ð15Þ
What follows is the detailed estimation of each parameter.
Firstly, the unknown parameter vector h is easily evaluated by
applying the linear least-square method to Eq. (14):
h^ ¼
XDþN
k¼Dþ1
CðkÞCTðkÞ
" #1 XDþN
k¼Dþ1
CðkÞyðkÞ
" #
ð16Þ
where N is the number of input and output data. Thus the
parameters of the linear dynamic part are estimated by:
½/^1; /^2; . . . /^n; w^0; w^1; . . . ; w^rT ¼
Iðnþrþ1Þðnþrþ1Þ 0
0 0
 
h^ ð17Þ
Assume w^1 ¼ 1, without loss of generality.
Next, the parameters of the nonlinear static part are
obtained by using the linear least-squares technique again as:
w^i ¼
Prþ1
j¼1 h^w1ðjÞh^wiðjÞPrþ1
j¼1 h^
2
w1
ðjÞ ði ¼ 2; 3; . . . ;DÞ ð18Þ
Thus by substituting wi into Eq. (11) with Eq. (18), the
nonlinear static function can be shown as:
g^ðuðkÞÞ ¼
XM
i¼1
w^iciðuðkÞÞ ð19Þ4.2. Left inverse model based on RBF-NN compensation of
nonlinear system
The basic structure of compensation of nonlinear system based
on left inverse model is shown in Fig. 7 and the left inverse
model is approximated by RBF-NN here. By adjusting the
weight coefﬁcients of RBF-NN, the response of the
RBF-NN could respond to the input signal u in the sense of
least square. With the copy of RBF-NN serially combined with
Fig. 7 Diagram of nonlinear system compensation.
422 L. Chen et al.the output of the system, the optimal estimate of the system
input u can be attained, which would realize the dynamic com-
pensation of the system when the Gaussian noise with limited
energy is still in consideration.
The principle of compensation is similar to identiﬁcation,
which means that for an output yj= [yj1, yj2,. . ., yjN], the input
of the ith output units is presented as:
ui ¼ f1i ðyjÞ ¼
XH
k¼1
w
ð2Þ
ki gkðyjÞ þ
XN
l¼1
w
ð1Þ
li yjl þ ki ð20Þ
With the same processing as identiﬁcation, the nonlinear
static function can be shown as:
g^ðyðkÞÞ ¼
XN
i¼1
w^iciðyðkÞÞ ð21Þ4.3. Practical compensation
The practical compensation (Comp.) of the system can be rea-
lized with the following procedure, as shown in Fig. 8.
The step signals with different magnitudes are utilized to
acquire the responses of the system. If the responses are consis-
tent, the classical identiﬁcation method will be considered
instead of RBF, which, as a branch of the whole procedure,41
will not be discussed in this paper.
The multi-step force signal produced by stimuli generator
will be utilized to identify the nonlinear model of the system
using the identiﬁed RBF-NN and the left inverse model is
approximated by the compensation RBF-NN. For an actual
test system, we construct a virtual signal which can simulate
the real thrust signal of the engine. Calculate the error, which
is the integral ratio of the input and the output signal of the
identiﬁed RBF-NN over a given time depending on the
requirement (e.g., 200 ms). If the error is larger than a
constant, (as commonly demanded in engineering, 0.5%) the
compensation RBF-NN of the plant is enabled and the
compensation can be carried out.Fig. 8 Diagram of practical compensation.5. Simulation veriﬁcation
For an actual dynamic thrust measurement system, if the fric-
tion could be neglected, the system is simpliﬁed as:
M€yþ c _yþ Ky Ka2y3 ¼ Au ð22Þ
Discretizing Eq. (22) with sampling cycle yields
M
DT2
yðkÞ  2M
DT2
 B
DT
 
yðk 1Þ þ M
DT2
 B
DT
þ k
 
yðk 2Þ
 ka2yðk 2Þ3 ¼ Auðk 2Þ ð23Þ
If the sample time DT is set as 0.001 s, we get:
yðkÞ  2M 0:001B
M
yðk 1Þ þM 0:001Bþ 0:001
2k
M
yðk 2Þ
 0:001
2 ka2
M
yðk 2Þ3 ¼ 0:001
2 A
M
uðk 2Þ þ oðkÞ ð24Þ
where o(k) is the white noise with limited energy.
For the parameter of the actual system, we get:
yðkÞ  1:6465yðk 1Þ þ 0:6715yðk 2Þ  0:00025yðk 2Þ3
¼ 0:00005uðk 2Þ þ oðkÞ ð25Þ5.1. Identiﬁcation of nonlinear measurement system
From Fig. 9, we can see that nonlinear system has different
responses for different stimulus signals. The solid line stands
for the response of the step signal with magnitude (Mag.) 1,
while the dotted dash line represents the response of the step
signal of magnitude 0.5. Therefore, the nonlinearities of the
nonlinear system can hardly be excited with one step signal.
The solid line stands for the response of the real system,
while the dotted dash line represents the response of the model
identiﬁed by RBF-NN. Fig. 10 shows that the RBF-NN
possesses good approaching ability for nonlinear system.
However, the accuracy of identiﬁcation depends on the
stimulus signal.
According to the requirement of the error rules, increasing
the steps will stimulate the system nonlinearity, shorten the dis-
tance between the input vectors, and then improve the system
identiﬁcation accuracy. With a 0.7 step input, the red dash line
stands for the response of the real system, while the blue dotted
dash line and the black broken line represent the responses ofFig. 9 Comparison between responses of different signals.
Fig. 10 Comparison of outputs of identiﬁed model by RBF-NN
and real system.
Fig. 11 Comparison of outputs between models by RBF using
different stimuli and real system.
Fig. 13 Comparison of compensation effects of input signals
with different steps.
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nals of 1 step and 5 steps respectively, and with an integral time
of 100 ms, the error decreases from 2.91% to 0.189%, as
shown in Fig. 11.
5.2. Compensation of nonlinear measurement system
Since the thrusting curve of the engine can be approximated by
the trapezoid signal, we adopt the trapezoid signal as the input
in the simulation.Fig. 12 Comparison of real input and compensation by RBF.Fig. 12 shows that the compensation can eliminate the over-
shoot and oscillation and also cause some steady error. The
error can be reduced obviously by constructing compensation
model with the input signal of more steps. From Fig. 13, with
the steps increased by 100%, the effect of compensation is
improved signiﬁcantly.
6. Experiment
6.1. Multi-step force generator
The exciting signal of identiﬁcation is composed of the step
stimulus, sine stimulus and impulse stimulus. However, for
the sine stimulus with high frequency, it can hardly be realized,
while the impulse stimulus depends largely on experience,
therefore the step stimulus is adopted widely.
Due to the nonlinearity of the system, the step stimulus
with several magnitudes is designed to stimulate the response
of the system. The apparatus of the step stimulus is shown in
Fig. 14. Different step signals could be produced by setting
the initial position of the carrier.
With creative design, the calibration weights are serially
connected. The number of weights would be selected by
moving stepping engine, so the step stimulus force could be
controlled. Meanwhile the step stimulus is generated by
turning off the electric magnet and the connecting weight,Fig. 14 Multi-step force generator for dynamic thrust
measurement.
Fig. 15 Bi-propellant thruster in dynamics thrust measuring
system.
Fig. 16 Dynamic calibration data curve.
Fig. 17 Construction of identiﬁcation signal.
Fig. 18 Estimation performance of system measurement.
Fig. 19 Compensation effect of real data.
424 L. Chen et al.which is made of iron core, falls accordingly, and the minimum
magnetic ﬁeld remain when the power is off.
6.2. Test apparatus
Thruster operation is commenced by an electrical command
signal that opens the propellant valve to permit the propellants
ﬂowing into the combustion chamber. Subsequently the
reactive mixture products are discharged through the
nozzle producing the resultant thrust. The thruster used for
the experiment is shown in Fig. 15.
6.3. Experimental results
The dynamic calibration is executed with ﬁve steps and the
result can be seen in Fig. 16.For the identiﬁcation of dynamic calibration result, the
faked ideal signal and actual system output are selected as
the input and output (see Fig. 17), thus achieving the model
of identiﬁcation. And reversing the input and output can pro-
duce the model of compensation.
Whether the compensation is needed for the real system is
determined by the expected performance of motor, such as
the expected thrust, rise time, impulse width and tolerance
error. The identiﬁcation results of motor with expected thrust
0.3 V, rise time 10 ms and impulse width 500 ms are shown in
Fig. 18.
With the compensation model, for a system which needs
compensation, the actual acquisition could be compensated
instantly. Fig. 19 gives the compensation result of calibrated
measurement.
As the input signal is regarded as a minus step signal, the
solid line stands for the collected signal, which is uncompen-
sated, and the dash line stands for the compensated result.
From the picture, we can see that the compensated line has lit-
tle noise, almost the same fast track ability, and a relief of a
13.24% overshot.
7. Conclusions
(1) A nonlinear model of dynamic thrust measurement sys-
tem is established by using RBF-NN, and a practical
compensation method using left inverse model based
Practical compensation for nonlinear dynamic thrust measurement system 425on RBF-NN has been proposed, where a novel multi-
step force generator has been designed to stimulate the
non-linearity of the dynamic thrust measurement sys-
tem. And the existence conditions of left inverse model
of the measurement system have also been discussed.
(2) Simulation and experimental results have demonstrated
that compensator using left inverse model based on
RBF-NN has the advantage of rapid response and
higher transitional accuracy; therefore the compensation
of dynamic thrust measurement system could be much
more guiding and practical.
The future research focus on how to design an anti-noise,
robust RBF-NN.
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