Background/Aims Biomarkers associated with treatment-effect heterogeneity can be used to make treatment recommendations that optimize individual clinical outcomes. To accomplish this, statistical methods are needed to generate marker-based treatment-selection rules that can most effectively reduce the population burden due to disease and treatment. Compared to the standard approach of risk modeling to derive treatment-selection rules, a more robust approach is to directly minimize an unbiased estimate of total disease and treatment burden among a pre-specified class of rules. This problem is one of minimizing a weighted sum of 0-1 loss function, which is computationally challenging to solve due to the nonsmoothness of 0-1 loss. Huang and Fong, among others, proposed a method that uses the Ramp loss to approximate the 0-1 loss and solves the minimization problem through repetitive constrained optimizations. The algorithm was shown to have comparable or better performance than other comparative estimators in various settings. Our aim in this article is to further extend the algorithm to allow for variable selection in the presence of a large number of candidate markers. Methods We develop an alternative method to derive marker combinations to minimize the weighted sum of Ramp loss in Huang and Fong, based on data from randomized trials. The new algorithm estimates treatment-selection rules by repetitively minimizing a smooth and differentiable objective function. Through the use of an L1 penalty, we expand the method to allow for feature selection and develop an algorithm based on the coordinate descent method to build the treatment-selection rule. Results Through extensive simulation studies, we compared performance of the proposed estimator to four existing approaches: (1) a logistic regression risk modeling approach, and three other ''direct optimizing'' approaches including (2) the estimator in Huang and Fong, (3) the weighted support vector machine, and (4) the weighted logistic regression. The proposed estimator performs comparably to that of Huang and Fong, and comparably or better than other estimators. Allowing for variable selection using the proposed estimator in the presence of a large number of markers further improves treatment-selection performance. The proposed estimator is also advantageous for selecting variables relevant to treatment selection compared to L1 penalized logistic regression and weighted logistic regression. We illustrate the application of the proposed methods in host-genetics data from an HIV vaccine trial. Conclusion The proposed estimator is appealing considering its effectiveness and conceptual simplicity. It has significant potential to contribute to the selection and combination of biomarkers for treatment selection in clinical practice.
Introduction
In many clinical settings, intervention effects in efforts to prevent or control disease events vary across individuals. For example, breast cancer prevention research shows that the effect of estrogen therapy on postmenopausal women's risk of breast cancer varies with each individual's FGFR2 and MRP30 genotype.
1,2 HIV prevention research suggests that an HIV vaccine's efficacy can be affected by various host characteristics such as the human leukocyte antigen (HLA) type and men's circumcision status. 3 Subject-specific characteristicshenceforth called ''biomarkers'' that are associated with treatment-effect heterogeneity-can help individuals select treatment to optimize clinical outcomes.
When combining candidate markers for treatment selection, the first question to be addressed is what measure to use to quantify the treatment-selection capacity of a model. The primary goal of treatment selection is to improve prevention or control of diseases; therefore, a natural quantity to gauge the capacity of a specific rule is the rate of the targeted disease in the population as a result of treatment selection. A growing body of research in recent years has focused on developing treatment-selection rules that will minimize this quantity. [4] [5] [6] [7] [8] Another aspect of treatment selection that has received less attention, but is as important, is the proportion of subjects in the population who will be recommended to receive the treatment and subsequent burden associated with that treatment. 9 In practice, a treatment often has disadvantages such as side effects or monetary cost. A more comprehensive measure of treatment-selection capacity should thus take into account these aspects. One example of such a measure is the ''total burden'' proposed by Huang and Fong. 4 This concept is defined as the sum of disease and treatment burdens in the population, where the two burdens are combined based on a pre-specified treatmentdisease burden ratio following the decision theoretical framework of Vickers et al. 10 In order to derive treatment-selection rules that optimize the total burden, a common strategy relies on modeling the risk of disease, conditional on the treatment and marker. 5, [11] [12] [13] [14] [15] Performance of rules derived in this manner relies on correct specifications of the disease risk model. An alternative strategy that is more robust to model misspecification is to minimize an unbiased estimate of total burden within a pre-specified class of treatment-selection rules. 4, [6] [7] [8] 16, 17 This can be framed as an equivalent problem of minimizing a weighted sum of 0-1 loss function, which is computationally challenging to solve due to the nonsmoothness and nonconvexity of the 0-1 loss. Researchers have therefore developed methods that approximate the 0-1 loss with various surrogate loss functions, for example, the convex hinge loss function underlying the support vector machine method 8 and the binomial deviance loss function underlying the logistic regression method. 17 Huang and Fong 4 proposed a penalized estimator that minimizes a weighted sum of the Ramp loss function, which approximates the 0-1 loss more closely compared to the hinge loss, and showed that using a more precise approximation can often improve performance. They developed a ''difference of convex functions algorithm'' (DCA), which consists of repetitively solving a constrained convex optimization problem. 4 In this article, we develop an alternative DCA to minimize the penalized weighted sum of Ramp loss adopted by Huang and Fong. 4 In particular, in each step of the DCA, we approximate the objective function to be minimized by a smooth convex function. The conceptual simplicity of minimizing a smooth convex objective function is appealing; it involves standard statistical elements familiar to general biostatistics researchers. Most importantly, we extend the algorithm to accommodate the need of feature selection when combining multiple markers through the use of an L1 penalty. We compare finite-sample performance of this method with other existing methods through simulation studies and in a real example from an HIV vaccine trial.
Methods
We consider data from a two-arm randomized trial. Let Y indicate an unfavorable binary disease outcome taking values 0 and 1, where 0 stands for nondiseased and 1 stands for diseased. Let T indicate the treatment assignment a subject received in the trial, with values 0 and 1 indicating untreated and treated, respectively. Let X indicate a set of biomarkers with dimension !1. Our objective is to derive a marker-based binary treatmentselection rule A(X) using the trial data for making treatment recommendations in the future such that subjects with biomarker value X=x will be recommended to receive the treatment if A(x)=1 and to not receive the treatment if A(x)=0.
Let Y(1) and Y(0) indicate the potential outcomes of Y if a subject were to receive or not receive the treatment. If every subject in the population follows the treatment recommendation given by A(X), the average population disease rate will equal E A(X) ( 5, 6 Moreover, following the decision-theoretic framework, 10 suppose the burden of treating a subject due to side effects or monetary cost is d times the burden per disease event, where d is a pre-specified burden ratio quantifying how significant the treatment burden is relative to the burden of having the targeted disease. Then the sum of disease and treatment burdens, that is, the total burden measured on the unit of burden per disease event, equals E A(X) (Y) + P{A(X)=1} 3 d. An example of the choice of d was provided by Vickers et al. 10 where d was assigned a value of 5% through a patient survey for treating breast cancer with adjuvant chemotherapy. This corresponds to assuming the harm of death due to breast cancer is 20 times the harm of having adjuvant chemotherapy.
With data from a randomized trial, total burden can be represented as E(YjT=0) -E[{D(X) 2 d} 3 A(X)] (see Supplementary Appendix A), where D(X)= P(Y=1jX,T=0) 2 P(Y=1jX,T=1) is the difference in disease risk conditional on the marker between untreated and treated. This indicates that the optimal rule that minimizes the total burden is to treat (i.e. A(X)=1) if D(X).d and to not treat (i.e. A(X)=0) otherwise. Therefore, regression-based methods can be used to model the disease risk and estimate the risk difference D(X) to derive the rule. This method is efficient when the risk model is correctly specified but could otherwise have suboptimal performance. 18 An alternative strategy, more robust to model misspecification, is to directly minimize an unbiased estimate of the criterion function among a pre-specified class of rules. 4, [6] [7] [8] 16, 17 Consider A(X)=I{f(X).0} for f(X) a smooth function of X. Minimizing the total burden
0}]. A consistent estimate of the latter quantity can be written as a weighted sum of 0-1 loss
where W i is a subject-specific weight that is a consistent estimate of D(X) 2 d
4
. Therefore, the estimation of f(X) to minimize the total burden can be carried out as a problem of minimizing equation (1) .
Two principal choices of the weights W are the outcome-weights and the double-robustness weights. 4, [6] [7] [8] First, in a randomized trial, total burden can be written
0}]/P(T=0) + d 3 P{f(X).0}. The empirical estimate of this quantity equalŝ
where n 0 , n 1 are numbers of untreated and treated, respectively, and n=n 0 + n 1 . Minimizingû 1 is equivalent to minimizing equation (1) with subject-specific weights
. Second, a doubly robust estimatorû 2 of total burden can be constructed, which augments the empirical estimatorû 1 with a term involving the risk of Y given X and T
Iff(X i ).0g, withP(Y = 1jX, T) estimated based on a working model for disease risk. 6, 19 This estimator has the double-robustness property in that it is consistent if either P(T=1jX) or the risk model is correctly specified. In a randomized trial, since P(T=1jX) is known, consistency of the estimator is always achievable; using the augmented term has the added advantage of increasing asymptotic efficiency if the risk model is correctly specified. 6 Minimizing the doubly robust estimator is equivalent to minimizing equation (1) with subject-specific weights
Minimizing the weighted sum of 0-1 loss (equation (1)) is computationally challenging due to the nonsmoothness and nonconvexity of 0-1 loss. Zhao et al. 8 proposed using the support vector machine method for minimization, which essentially approximates the 0-1 loss with a convex hinge loss function (Figure 1 
The weighted smooth Ramp estimator
We propose to solve for b and b by minimizing a weighted sum of Ramp loss with an L2 penalty:
where l n is a tuning parameter, and sgn(w) indicates the sign of w. The Ramp loss function can be written as the difference of two convex functions (Figure 1(b) ), h(x)=h 1 (x) 2 h 2 (x) with h 1 (x)=(1/2 2 x) + and h 2 (x)=(21/2 2 x) + . Therefore, the ''difference of convex functions algorithm'' (DCA) can be used to estimate the marker combination.
Let
, the minimization is carried out in three steps:
Start with an initial estimate for h and call it
is the first derivative of h 2 (u) with respect to u, except 0 at u=21/2. 3. We propose to solve this convex optimization problem by approximating the hinge function h 1 (u) with a smooth function, S(u) = 0:5À e log (1 + exp (0:5=e))=(1 + expf(0:5 À u)=eg), as shown in Figure 1 (b). This approximation has been previously used in a different problem setting for maximizing the partial area under the Receiver Operating Characteristic curve. 20 For e! 0, the difference between S(u) and h 1 (u) converges to zero. Replacing h 1 (u) with S(u) for a small value of e, the objective function minimized in Step 2 then becomes a smooth convex function whose first and second derivatives exist everywhere. Standard statistical algorithms for minimizing convex and differentiable objective functions can be used to solve for b and b. In our simulation and data example, we use a quasi-Newton method, the BroydenFletcher-Goldfarb-Shanno (BFGS) method, implemented in R optim function 21 for minimization. 4. Compute h 0 and go back to Step 2 until the change in the penalized weighted sum of Ramp loss is less than a pre-specified threshold.
Note that a similar three-step approach was used earlier in Huang and Fong, 4 where they parameterized Step 2 into a constrained optimization problem and solved its dual problem via quadratic programming methods. Here, we adopt the smooth convex approximation to the objective function such that standard optimization algorithms accessible to general biostatistical researchers can be used with little sacrifice of performance.
Feature selection
We further extend the penalized smoothed Ramp estimator to allow for feature selection when combining markers. In practice, when a large number of candidate biomarkers are available to combine, feature selection is desirable for several reasons: (1) biomarkers can be costly to measure. It is cost-effective to generate a model based on a parsimonious set of markers that are most effective for treatment-selection purposes; (2) it is beneficial to select a small set of useful biomarkers to interpret and understand underlying biological mechanisms; and (3) estimated models based on many covariates can be unstable in finite samples with suboptimal performance-feature selection helps alleviate this issue.
To incorporate feature selection, we propose to minimize the weighted sum of Ramp loss function with an L1 penalty. That is, we solve for
The minimization can again be carried out in three steps as above, and Steps 1 and 3 are the same. In Step 2, the objective becomes estimatingb = arg min b (1=n)
Replacing h 1 (u) with S(u), we solve for b using standard algorithms for minimizing L1 penalized smooth and differentiable function such as the coordinate descent algorithm. 22 We update parameters individually. In each step, we solve for a particular parameter b or b j , j 2 f1, . . . , pg, to minimize (1=n)
1=2)l n jb j j, while other parameters are held constant, where 
Simulation studies
We conduct simulation studies to investigate performance of the proposed methods. Without loss of generality, here we focus on settings where treatment cost is unremarkable compared to disease cost such that cost ratio d can be set to zero. The objective of treatment selection is thus to minimize the average population disease rate, which equals total burden.
We consider data from 300 subjects, 1:1 randomized to untreated and treated groups. Overall, 50 biomarkers X 1 , ., X 50 are measured, among which X 1 and X 2 contribute to the disease risk model and the remainder are noisy variables. We assess the proposed weighted smooth RAMP estimator (W-SRAMP) for deriving linear marker combinations f(X)=b + X T b for treatment selection. We explore e from 0.001 to 0.5 and replace log{1 + exp((0.5 2 u)/e)} in S(u) with (0.5 2 u)/e when (0.5 2 u)/e ! 700 to guard against machine overflow.
We also study four comparative estimators: (1) the estimator based on a linear logistic regression model (LOGISTIC) that includes main effect for treatment and each individual marker, and the interaction between treatment and individual marker; and (2) the weighted RAMP estimator (W-RAMP) proposed in Huang and Fong 4 for minimizing the penalized weighted sum of Ramp loss function. Furthermore, since arg min
minimizing the weighted sum of 0-1 loss (equation (1)) can be translated into a problem of minimizing weighted classification error, 4, [6] [7] [8] 17 where the goal is to derive a rule f(X i ) to predict the binary outcome characterized by sgn(W i ), with subject-specific weights jW i j. The third and fourth comparative estimators we investigate are (3) the weighted support vector machine estimator (W-SVM) 4, 8 and (4) the weighted logistic regression estimator (W-LOGIS), 17 both regressing sgn(W i ) on X i with weights jW i j. The fivefold cross-validation (CV) procedure is used to select the tuning parameter l n in W-SRAMP, W-RAMP, and W-SVM within a range of 0 to 5 after P n i = 1 jW i j=n is scaled to be 1. Moreover, we compare the following estimators that incorporate feature selection into the derivation of marker combinations: (1) the linear logistic regression risk model described above + L1-norm penalty (LOGISTIC-L1); (2) the weighted logistic regression estimator + L1-norm penalty (W-LOGIS-L1); and (3) the proposed estimator minimizing weighted smooth RAMP loss + L1-norm penalty (W-SRAMP-L1). Fivefold CV is used for selecting the tuning parameter l n in W-SRAMP-L1 within a range of 0-0.5 after P n i = 1 jW i j=n is scaled to be 1. LOGISTIC-L1 and W-LOGIS-L1 are implemented with the cv.glmnet function in the R package glmnet under the default parameter setting; 23 after variable selection, the set of variables with nonzero coefficients are refit to the training data to generate the marker model in order to alleviate the bias in estimating model coefficients as suggested by Meinshausen. 24 All estimators are evaluated in the following five scenarios with marker data X 1 , ., X 50 independent of each other. Individual markers follow a standard normal distribution in all scenarios except for Scenario 5.
In Scenario 1, data are simulated from a linear logistic model with linear marker main effect and interaction with treatment: logit P(Y=1jX,T)=21.5 + 0.5X 1 2 0.5X 2 + T 3 (21 2 1.5X 1 2 1.5X 2 ).
Thus, the working model assumed in LOGISTIC is correctly specified (which is not true in other scenarios), and the optimal treatment-selection rule is based on linear marker combinations.
In Scenario 2, data are simulated from a logistic regression model logit P(Y = 1jX, T) = À 1:5 + 0:5X 1 À0:5X 2 À0:5X In Scenario 5, data are generated from a mixture model. With 90% probability, X 1 , ., X 50 are independent standard normal random variables, and the risk of Y given X and T follows logit P(Y = 1jX, T) = À 2:8 + 0:2X 1 À 0:2X 2 + 0:5X ). In all of these scenarios, disease prevalence is higher among untreated than treated, so the optimal strategy absent the marker information is to treat everyone in the population. A summary of the five scenarios is presented in Table 1 .
For each scenario, 500 Monte-Carlo simulations are performed. We estimate the treatment-selection rule using a simulated training data of 300 individuals, based on tuning parameters selected specifically for this training data using procedures described above. The estimated rules are then applied to an independently simulated test data of 10,000 individuals, whereû, the disease rate as a result of treatment selection, is estimated. The average ofû over 500 simulations is calculated. Table 2 shows the performance of various estimators of marker combinations using the complete set of 50 markers without variable selection, based on either the outcome-weights or the double-robustness weights. For the latter weights, the augmented term is derived based on the linear logistic model used in LOGISTIC. For ease of presentation, we present the benefit of treatment selection, which is defined as the reduction in the disease rate as a result of marker-based treatment selection related to the default strategy of treating all. Overall, W-RAMP and W-SRAMP perform best in all settings, followed by W-SVM and then LOGISTIC and W-LOGIS estimators. By approximating h 1 (u), W-SRAMP can have a small decrease in performance compared to W-RAMP in some settings, but still significantly outperforms LOGISTIC and W-LOGIS. Using double-robustness weights in general improves performance of W-SVM, and sometimes of W-LOGIS as well, but has an unremarkable impact on performance of W-SRAMP or W-RAMP. Results presented for W-RAMP are based on e=0.5; with a large number of noisy markers to combine, using smaller e can lead to slight reduction of performance, but the change is minimal relative to the comparison with other estimators. Table 3 presents performance of estimators with feature selection, that is, W-SRAMP-L1, LOGISTIC-L1, W-LOGIS-L1, using outcome-weights or doublerobustness weights. The augmented term for the latter weights is derived using the model from LOGISTIC-L1. Performances of marker combinations derived after variable selection have apparent improvement over marker combinations derived without variable selection as presented in Table 2 . W-SRAMP-L1 performs best among the three in most scenarios except in Scenario 1, where linear logistic model is true and LOGISTIC-L1 performs better than W-SRAMP-L1 with outcomeweights. Double-robustness weights in general improve performance of estimators over outcome-weights. Results of W-SRAMP-L1 are fairly insensitive to choice of e. Table 4 shows sensitivity and specificity of LOGISTIC-L1, W-LOGIS-L1, and W-SRAMP-L1, where sensitivity is defined as the average probability that a useful marker (X 1 , X 2 ) is selected, and specificity is defined as the average probability that a noisy marker (X 3 , ., X 50 ) is not selected. For all five scenarios, the three estimators have very good specificity (.95%). W-SRAMP-L1 has appreciably improved sensitivity compared to W-LOGIS-L1 or LOGISTIC-L1. Doublerobustness weights in general lead to estimators with better sensitivity compared to outcome-weights.
Data example
We illustrate the proposed methods for selecting and combining markers with an example from the RV144 Thailand HIV vaccine trial, the first HIV vaccine trial that demonstrates a positive vaccine efficacy in preventing HIV infection, which included 16,402 participants aged 18-30 years who were 1:1 randomized into a vaccine and a placebo arm. 25 A followup RV144 hostgenetic study was conducted to investigate the effect of genotypes of Fc receptor gene on vaccine efficacy, where 190 single nucleotide polymorphisms (SNPs) covering five Fc-g receptor genes and the Fc-a receptor gene were genotyped on 125 cases (74 placebo recipients and 51 vaccine recipients), and 225 controls (20 placebo recipients and 205 vaccine recipients). After exclusion of SNPs with minor allele frequency less than 5% and SNPs highly correlated with one another (with Pearson correlation greater than 0.80), 28 tags SNPs passing quality control based on Hardy-Weinberg equilibrium were selected by Li et al. 26 to study association with vaccine efficacy, each categorized into a binary variable.
Here, we explore combinations of the 28 SNPs, together with an individual's age, gender, and baseline behavioral risk to recommend the use of vaccine. As a prevention measure, vaccines typically have low cost related to treatment; thus, we set d=0 and compare all estimators of linear marker combinations as presented in simulation studies with respect to disease rates resulted from treatment selection. A random CV procedure is performed for the computation of disease rate resulting from treatment selection to correct for over-fitting bias. In particular, the data are randomly split into five folds stratified on the disease and the treatment status, four folds for training, and the remaining one fold for testing. Based on each random training subset, a fivefold CV is performed to select the tuning parameter specific for the subset, which is then used to derive a treatment-selection rule using the random training subset; the estimated rule is then applied to the random test subset to estimate the disease rate. The procedure is repeated 100 times with the average disease rate computed. Table 5 shows estimated performance of different estimators. The strategy of treating none and treating all lead to an estimated HIV infection rate of 8.54 and 6.44 per 1000 persons, respectively, consistent with the positive vaccine efficacy we observed in the RV144 trial. Among methods without feature selection, estimators that minimize the criterion functions directly (i.e. W-LOGIT, W-SVM, W-RAMP, and W-SRAMP) perform better compared to the risk-model-based estimator (LOGISTIC). However, none of the methods reduce population disease rate compared to treating all. Feature selection in general leads to better rules. The rule that performs best is W-SRAMP-L1 with double-robustness weights, which recommends 96.5% subjects to receive vaccination and leads to a reduced HIV infection rate of 6.34 per 1000 persons compared to 6.44 per 1000 persons for the treating-all strategy.
Summary and conclusion
In this article, we consider utilizing biomarkers to help individuals make treatment decisions. When the goal is to develop treatment-selection rules to minimize population burdens due to disease and treatment, the strategy to directly minimize the targeted criterion function within a pre-specified class of rules, namely, the ''policy search methods,'' 27 requires fewer model assumptions and thus is more robust compared to the standard strategy of modeling the entire disease risk.
The criterion function optimized in policy search methods involves a nonsmooth 0-1 loss, which requires replacement by a surrogate loss function for computational efficiency. In this article, we propose an algorithm to derive linear marker combination for treatment selection that minimizes the weighted Ramp loss function proposed in Huang and Fong. 4 In each iteration, the proposed algorithm requires minimizing a smooth and differentiable objective function, which presents more ''standard'' questions that are accessible to general biostatistics fields relative to the algorithm proposed earlier by Huang and Fong 4 based on constrained optimization. The idea of smooth approximation is applicable to other problem settings where there is a need to optimize a nonsmooth function and it is relatively easy to implement. Most importantly, we extend the algorithm to incorporate feature selection when a large number of candidate markers are present. Through comparison with alternative estimators based on a logistic regression risk model or a weighted logistic regression policy search method, the proposed estimator achieves comparable or better performance both in minimizing the total disease and treatment burden and in selecting relevant biomarkers. Therefore, the method has a strong likelihood of complementing existing methods and contributing to policy search in clinical practice.
