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It is nice to know that the computer
understands the problem.
But I would like to understand it too.
Eugene Wigner
Dirac [1] vermerkte bereits 1929, dass die fundamentalen Prinzipien der Quantenmechanik eigent-
lich bekannt seien und damit keine prinzipiellen Probleme für die vollständige Beschreibung der
Wechselwirkungsmechanismen in atomaren Vielteilchen-Systemen wie Festkörpern mehr bestün-
den – abgesehen von einem einzigen: dass die entstehenden Gleichungen aufgrund der großen
Anzahl von Freiheitsgraden schlichtweg nicht lösbar seien. Einen Ausweg aus dieser Situation
eröffneten erst das von Landau eingeführte Konzept des Quasiteilchens [2] bzw. der Elementar-
anregung und der Einzug der Methoden der Quantenfeldtheorie in die Festkörperphysik.
Statt nach einer vollständigen Lösung des Vielteilchen-Problems zu streben, versucht man im
Rahmen der Vielteilchen-Störungstheorie mit Hilfe des Formalismus der Green’schen Funktionen,
die Eigenschaften der im Experiment beobachteten Anregungen, welche oftmals einen teilchen-
artigen Charakter aufweisen, in Wirklichkeit jedoch Vielteilchen-Anregungen sind, durch Qua-
siteilchen zu beschreiben, welche allenfalls einer renormierten Wechselwirkung unterliegen. War
man dabei anfangs noch auf zahlreiche Modellannahmen und empirische Parameter angewiesen,
konnten diese im Laufe der letzten Jahrzehnte mit der fortschreitenden Entwicklung der nume-
rischen Möglichkeiten mehr und mehr fallen gelassen werden. Stattdessen gehen die heutigen
Bestrebungen in die Richtung, mit Hilfe numerischer Simulationen – basierend allein auf den
Grundgleichungen der Quantenmechanik – auch die spektroskopischen Eigenschaften komplexer
realistischer Materialsysteme zu beschreiben.
Diese sogenannten ab-initio-Methoden werden erfolgreich zur Berechnung der Elektronenstruk-
turen und der optischen Absorptionsspektren von Festkörpern, Oberflächen, Nanostrukturen und
Molekülen eingesetzt. Durch Berücksichtigung von quantenmechanischen Austausch- und Korre-
lationseffekten in der elektronischen Selbstenergie ist im Rahmen der Hedin’schen GW -Appro-
ximation [3, 4] eine präzise Vorhersage des Einteilchen-Anregungsspektrums von sp-gebundenen
Halbleitern und Isolatoren [5] sowie Systemen mit abgeschlossenen d-Elektronen-Schalen mög-
lich. Darüber hinaus können die optischen Absorptionsspektren von Nichtmetallen einschließlich
der durch die Elektron-Loch-Wechselwirkung hervorgerufenen exzitonischen Anregungszustände
durch Lösen der Bethe-Salpeter-Gleichung der Polarisationsfunktion [6] mit hoher Genauigkeit
vorhergesagt werden [7–9].
Viele der heute noch offenen Fragen ranken sich dagegen um die Klasse der magnetischen Iso-
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latoren sowie der spinpolarisierten Systeme im Allgemeinen. Sowohl die Hedin’sche GW -Ap-
proximation als auch der Formalismus zur Bestimmung der optischen Absorptionseigenschaften
mit Hilfe der Lösung der Bethe-Salpeter-Gleichung wurden zunächst nur für nichtmagnetische
Systeme entwickelt. Infolgedessen existierten bislang keine ab-initio-Berechnungen der dielektri-
schen Funktionen magnetischer Isolatoren unter Berücksichtigung exzitonischer Effekte. Darüber
hinaus wird mitunter angezweifelt, dass der Quasiteilchen-Ansatz bzw. die GW -Näherung über-
haupt auf Materialien wie die antiferromagnetischen Übergangsmetalloxide MnO, FeO, CoO und
NiO anwendbar ist, welche trotz ihrer teilbesetzten d-Orbitale Isolatoren sind und mitunter mit
dem Terminus „stark korreliert“ umschrieben werden. Die vorliegende Dissertation beschäftigt
sich daher sowohl mit der Berechnung der elektronischen als auch der optischen Anregungsei-
genschaften der genannten Oxide sowie des ferromagnetischen Isolators CrBr3, um einen Beitrag
zur Klärung der Probleme zu leisten, die spezifisch für spinpolarisierte Systeme sind.
Im Grundlagenteil der Arbeit in Kap. 2 werden die verwendeten Konzepte der Vielteilchen-Stö-
rungstheorie dargestellt, wobei das Hauptaugenmerk auf die Verallgemeinerungen gelegt wird,
welche durch die Berücksichtigung von kollinearer Spinpolarisation (sowie in einigen Abschnit-
ten auch von nichtkollinearem Magnetismus und Spin-Bahn-Kopplung) induziert werden. Im
sich anschließenden Kap. 3 folgen detaillierte Ausführungen zur Theorie der Bethe-Salpeter-
Gleichung der Vierpunkt-Polarisationsfunktion. Es werden hierbei insbesondere die Auswirkun-
gen von Spinpolarisation und nichttrivialen Besetzungszahlfaktoren untersucht. Darüber hinaus
werden Verallgemeinerungen für gängige numerische Schemata angegeben, um auch das über die
Tamm-Dancoff-Näherung hinausgehende nichthermitesche exzitonische Eigenwertproblem lösen
zu können. Ein weiterer Abschnitt dieses Kapitels ist den Besonderheiten der numerischen Be-
handlung Wannier-Mott-artiger Exzitonen gewidmet.
In Kap. 4 werden, als Voraussetzung zur Untersuchung der optischen Anregungen, die elektroni-
schen Eigenschaften der antiferromagnetischen Übergangsmetalloxide MnO, FeO, CoO und NiO
mit Hilfe der Hedin’schen GW -Approximation studiert und die erhaltenen Ergebnisse mit ex-
perimentellen Daten verglichen. Die in Kap. 3 gewonnenen theoretischen Erkenntnisse gelangen
schließlich in Kap. 5 zur Anwendung, indem sowohl die Absorptionsspektren als auch die An-
regungsenergien der optisch verbotenen Exzitonen der antiferromagnetischen Oxide berechnet
werden. Abschließend wird in Kap. 6 am Beispiel von CrBr3 die Anwendbarkeit der entwickelten
Methodik auf die Materialklasse der ferromagnetischen Isolatoren demonstriert.
2 Grundlagen




Jeder Versuch, die Eigenschaften eines Festkörpers ausgehend von den fundamentalen Prinzipien
der Quantenmechanik zu beschreiben, führt zwangsläufig auf ein Vielteilchen-Problem giganti-
schen Ausmaßes: Man hat ∼ 1023 Atome und bis zu 100-mal so viele Elektronen zu betrachten,
die sich gegenseitig über elektromagnetische Kräfte beeinflussen. Zwar sind die grundlegenden
Wechselwirkungen zwischen den Konstituenten des Systems bekannt und mit Hilfe einer Vielteil-
chen-Schrödinger-Gleichung darstellbar, jedoch scheitert die explizite Lösung dieser Gleichung
an der schieren Größe des Problems [1].
2.1.1 Born-Oppenheimer-Näherung
Einen ersten Schritt zur Vereinfachung des Vielteilchen-Problems offeriert die Born-Oppenhei-
mer-Näherung [10]. Da selbst der leichteste Atomkern eine um einen Faktor 1836 größere Masse
als das Elektron besitzt, kann man davon ausgehen, dass die Elektronen einer Bewegung der
Kerne quasi instantan nachfolgen. Dies gestattet die Entkopplung der Bewegungsgleichungen
der Elektronen von denen der Atomkerne. Das Vielteilchen-Problem reduziert sich somit auf
ein Vielelektronen-Problem mit einem äußeren Potential, das nur noch parametrisch von der
Anordnung der Kerne abhängt.1
In dieser Näherung des starren Gitters werden allerdings alle polaronischen Effekte, also De-
formationen des Kristalls, welche durch die Rückwirkung der Elektronen auf die Atomkerne
verursacht werden, vernachlässigt. Außerdem verliert die Born-Oppenheimer-Approximation bei
der Betrachtung von elektronischen Anregungen mit sehr kleinen Energien, die in derselben Grö-
ßenordnung wie die Phononen-Anregungsenergien des Systems liegen, ihre Gültigkeit.
2.1.2 Zweite Quantisierung
Für die weitere Behandlung des Vielelektronen-Problems bietet es sich an, im Formalismus der
zweiten Quantisierung zu arbeiten, welcher zwar letztlich nur eine alternative Formulierung der
1 Im Folgenden werden die Begriﬀe Vielteilchen- und Vielelektronen-Problem synonym verwendet und beziehen
sich jeweils nur auf das reine Elektronenproblem.
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Vielteilchen-Quantenmechanik mit Hilfe des Besetzungszahl-Formalismus darstellt, jedoch vor
allem Zugriff auf die eleganten Methoden der Quantenfeldtheorie gewährt (siehe z.B. Ref. [11]).
Zu diesem Zweck führt man zunächst den Feldoperator der Elektronen im Schrödinger-Bild
Ψs(r) sowie den zugehörigen adjungierten Operator Ψ
†























= δ(r − r′) δss′ . (2.1)
Angewandt auf einen Zustand des Vielelektronen-Systems erzeugt Ψ†s(r) ein Teilchen mit Spin
s am Ort r, während Ψs(r) ein ebensolches vernichtet. Die Basiszustände des N -Teilchen-Hil-
bert-Raums HN , deren Linearkombination die Darstellung jedes beliebigen N -Teilchen-Zustands
gestattet, lassen sich somit gemäß
∣∣∣r1s1 r2s2 · · · rNsN 〉 := 1√N ! Ψ†s1(r1)Ψ†s2(r2) . . .Ψ†sN (rN ) |0〉 (2.2)
sukzessive aus dem Vakuum-Zustand |0〉 ∈ H0 aufbauen, welcher durch Ψs(r) |0〉 = 0 definiert
ist. Die fundamentalen Antikommutator-Relationen (2.1) sichern dabei die Antisymmetrisierung
der Zustände, wie sie für ein System identischer fermionischer Teilchen zu fordern ist [12]. Der









Übertragen in den Formalismus der zweiten Quantisierung ergibt sich für einen beliebigen N -
Teilchen-Operator o(r1, s1, . . . , rN , sN ; r′1, s
′
























(rN ) . . .Ψ
†
s1(r1)×
× o(r1, s1, . . . , rN , sN ; r′1, s′1, . . . , r′N , s′N ; t)Ψs′1(r
′
1) . . .Ψs′N (r
′
N ). (2.4)
Die so definierten Operatoren im Schrödinger-Bild enthalten allenfalls eine explizite Zeitabhän-
gigkeit, während die Dynamik des Systems mit Hilfe der Schrödinger-Gleichung über die Zeitab-
hängigkeit der Zustände bestimmt wird. Durch den Wechsel ins Heisenberg-Bild gemäß






Hˆt mit ψs(r, 0) = Ψs(r), (2.5)
wobei Hˆ den Hamilton-Operator des Systems verkörpert,2 lässt sich auch die dynamische Zeit-
abhängigkeit von den Zuständen auf die Operatoren übertragen. An die Stelle der Schrödinger-
2 Es wird hier von nicht explizit zeitabhängigen Hamilton-Operatoren ausgegangen.
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welche im Heisenberg-Bild die Zeitentwicklung des Vielteilchen-Systems bestimmt.
2.1.3 Quantenfeldtheoretische Beschreibung des Vielelektronen-Problems
Der Hamilton-Operator des wechselwirkenden Vielelektronen-Systems im Festkörper gliedert sich
in die Beiträge der kinetischen Energie Tˆ , des externen Potentials Vˆ und der Elektron-Elektron-
Wechselwirkung Uˆ :
Hˆ = Tˆ + Vˆ + Uˆ . (2.7)



















annimmt. Für nichtmagnetische Festkörper mit leichten Atomkernen genügt es, ein skalares Po-
tential V (r) zu betrachten, welches von den Ladungen der Atomkerne hervorgerufen wird. Da in
dieser Arbeit jedoch vor allem magnetische Materialien behandelt werden, ist die Einbeziehung
eines Pauli-Terms [13], der die Ausrichtung der Elektronenspins in einem externen magnetischen
Feld B(r) beschreibt, erforderlich. Des Weiteren soll auch der Spin-Bahn-Kopplungsterm, wel-
cher hauptsächlich bei Festkörpern mit schweren Kernen relevante Beiträge liefert, berücksichtigt
werden:







In diesem Ausdruck bezeichnet µB = e~/(2m0) das Bohr’sche Magneton und σss′ den Vektor
der Pauli’schen Spinmatrizen. Im Fall kollinearer Magnetfelder3 wird Vss′(r) bei gleichzeitiger
Vernachlässigung der Spin-Bahn-Wechselwirkung diagonal im Spinindex, wobei allerdings die
beiden Diagonalelemente unterschiedliche Werte annehmen dürfen.










′)Ψ†s(r) v(r − r′)Ψs(r)Ψs′(r′) (2.11)
3 Als kollinear werden Magnetfelder bezeichnet, bei denen zwar der Betrag, nicht aber die Richtung der Fluss-
dichte räumlich variiert. Diese Richtung lässt sich dann durch Wahl des Koordinatensystems als z-Richtung








ermöglicht wird. Eine Beschränkung auf kollinearen Magnetismus bedingt auch, dass in
den Gleichungen kein Mechanismus mehr berücksichtigt wird, der mit Spinumklapp-Prozessen in Verbindung
gebracht werden kann.
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mit dem longitudinalen elektrostatischen Coulomb-Potential




vermittelt. Prinzipiell wären auch solche Beiträge zur Wechselwirkung denkbar, die aus einem
Vektorpotential resultieren, dessen Quellen die Stromdichte sowie die mit den Elektronenspins
verbundenen magnetischen Momente sind. Im thermodynamischen Gleichgewicht verschwindet
jedoch der Erwartungswert des Stromdichteoperators [14]. Die von den Spinmomenten verur-
sachten Felder sind klein und sollen deshalb ebenfalls vernachlässigt werden. Selbst zur Beschrei-
bung ferromagnetischer Materialien genügt die longitudinale Wechselwirkung, da die Spin-Spin-
Kopplung in diesen Systemen durch die Symmetrien der Wellenfunktionen und die damit ein-
hergehende Austausch-Wechselwirkung vermittelt wird.
Für den Hamilton-Operator des Vielteilchen-Systems mit den soeben diskutierten Beiträgen






























definiert werden. Aus dem Spindichteoperator erhält man durch Integration über die Ortskoor-
dinaten sowie Spurbildung im Spinraum den Operator der Gesamtteilchenzahl Nˆ .
2.1.4 Quasiteilchen-Konzept
Um die Eigenschaften eines Festkörpers vollständig zu bestimmen, müsste man die Vielteil-
chen-Schrödinger-Gleichung lösen, was aufgrund der hohen Zahl von Freiheitsgraden schlichtweg
unmöglich ist. Allerdings enthält die Vielteilchen-Wellenfunktion, die selbst natürlich keine be-
obachtbare Größe ist, in aller Regel sehr viel mehr Informationen als man eigentlich benötigt.
Im Rahmen eines physikalischen Experiments interessiert nur die Reaktion des Festkörpers auf
eine definierte äußere Störung. In vielen Fällen beobachtet man, dass durch solch eine Störung
zumindest in einigen Spektralbereichen Anregungen mit teilchenartigem Charakter im System
induziert werden, welche man als Elementaranregung oder Quasiteilchen (QP von quasiparticle)
bezeichnet.
Grundsätzlich sind zwei Formen von Quasiteilchen zu unterscheiden: Solche, die – gewissermaßen
als Kern der Anregung – ein echtes Teilchen enthalten, dessen Eigenschaften, wie Masse, Ladung
oder Impuls, durch den Einfluss der anderen Teilchen renormiert werden, und solche, die reine
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Kollektivanregungen darstellen (z.B. Plasmonen oder Magnonen).4 Beiden gemeinsam ist, dass
die Anregung eine hinreichend lange Lebensdauer besitzen muss, um einer Messung zugänglich
zu sein. Je größer die Lebensdauer ist, desto schärfer ist auch der dem Quasiteilchen zugeordnete
Peak im jeweiligen Anregungsspektrum und desto schwächer die Wechselwirkung mit den anderen
Quasiteilchen im System.
Die Idee, die stark wechselwirkenden Teilchen eines Vielteilchen-Systems durch schwach wech-
selwirkende Quasiteilchen zu ersetzen, wurde erstmals von Landau zur Beschreibung der Eigen-
schaften der Fermi-Flüssigkeit benutzt [2, 15]. Sie hat sich nicht nur zu einer tragenden Säule der
Festkörperphysik entwickelt, sondern findet auch in anderen Bereichen, in denen Vielteilchen-
Probleme auftreten, Verwendung. Im Grenzfall von Elementaranregungen unendlicher Lebens-
dauer entspricht die Beschreibung eines Systems durch Quasiteilchen aus theoretischer Sicht der
Entkopplung des Hamilton-Operators des N -Teilchen-Systems in N Einteilchen-Hamilton-Ope-
ratoren. Für die meisten realen Systeme ist solch eine Separation allerdings nicht vollständig
erreichbar und es verbleibt eine Restwechselwirkung zwischen den Quasiteilchen, welche jedoch
oft störungstheoretisch behandelt werden kann.
Die grundlegende Schwierigkeit besteht darin, eine Transformation zu finden, die solch eine nähe-
rungsweise Entkopplung des Vielteilchen-Problems gestattet. Einen wenn auch sehr mühsamen
Weg offeriert die schon aus der klassischen Mechanik bekannte Methode der kanonischen Trans-
formation, welche allerdings den großen Nachteil hat, dass sie kein allgemein anwendbares Schema
zum Auffinden des schwach wechselwirkenden Systems aufzeigt. In den 50-er Jahren des 20. Jahr-
hunderts entdeckte man jedoch, dass sich die in der Quantenfeldtheorie entwickelten Methoden
(insbesondere der Formalismus der Green’schen Funktionen) auch auf das Vielteilchen-Problem
anwenden lassen und es einer systematischen (approximativen) Lösung zugänglich machen.
2.2 Thermodynamische Green-Funktionen
2.2.1 Propagatoren
Einen eleganten Zugang zur Beschreibung der elektronischen Einteilchen- und Zweiteilchen-Anre-
gungen eines Festkörpers bietet die Methode der Green’schen Funktionen. Hierzu seien zunächst
































definiert. Wie schon der Name suggeriert, lässt sich der Elektronenpropagator als nicht normierte
Wahrscheinlichkeitsamplitude dafür interpretieren, dass man zur Zeit t am Ort r ein Elektron
mit Spin s im System vorfindet, wenn zur Zeit t′ bei r′ ein Elektron mit Spin s′ erzeugt wurde.5
4 Die vorliegende Arbeit konzentriert sich auf die Untersuchung von Quasielektronen bzw. -löchern, wie sie bei
(inversen) Photoemissionsexperimenten entstehen, sowie Exzitonen, die durch optische Absorptionsmessungen
angeregt werden.
5 Auch wenn die Nomenklatur dies nahelegt, stellt sich die Frage, ob es sich dabei um dasselbe Elektron handelt,
nicht, da Elektronen ununterscheidbare Teilchen sind [16].
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Analoges gilt für den Lochpropagator. Die Propagatoren beschreiben also die Wechselwirkung
eines herausgegriffenen Teilchens mit dem Vielelektronen-System.
Die Mittelwertbildung 〈. . .〉 erfolgt bei endlichen Temperaturen im Rahmen der großkanonischen











wobei T die Temperatur des Systems und µ das chemische Potential der Elektronen repräsen-
tiert. Das thermodynamische Volumen ist durch das Grundgebiet des Festkörpers Ω gegeben.
Da der Hamilton-Operator (2.7) mit dem Teilchenzahl-Operator (2.14) vertauscht, [Hˆ, Nˆ ] = 0,
besitzen beide ein gemeinsames Eigenfunktionensystem {|α〉}. Dieses bildet zugleich ein Eigen-
funktionensystem des statistischen Operators, über das die thermodynamische Mittelung durch
Spurbildung ausgeführt werden kann,
〈. . .〉 := Tr(ρˆ . . . ) =∑
α
ρα 〈α| . . . |α〉 mit ρˆ |α〉 = ρα |α〉 . (2.17)
Im Limes T → 0 geht das statistische Mittel in die Erwartungswertbildung mit dem Grundzu-
stand des N -Teilchen-Systems über.
2.2.2 Green-Funktionen und ihre Spektraldarstellungen





























zu definieren, wobei T das Wick’sche Zeitordnungssymbol bezeichnet. Durch Fourier-Transforma-
tion in den Frequenzraum6 gemäß (A.7) erhält man die Spektraldarstellung der Green-Funktion































∣∣∣ω) := i [G>( rs r′s′ ∣∣∣ω)−G<( rs r′s′ ∣∣∣ω)] , (2.20)
deren physikalische Bedeutung später klarer wird (vgl. Kap. 2.4.2), wird dabei durch die Fourier-
Transformierten der Propagatoren bestimmt.
Für die kausale Green-Funktion reduziert sich die Spektraldarstellung lediglich im Grenzfall
6 Die Propagatoren wie auch die Green-Funktion sind homogen in der Zeit, solange der Hamilton-Operator des
Systems nicht explizit zeitabhängig ist (siehe Anhang A.2.1).
2.2 Thermodynamische Green-Funktionen 9



















ω − ω′ + iγ sgn(~ω′ − µ) , (2.21)

























































ω − ω′ ± iγ . (2.23)
Obwohl der Informationsgehalt aller drei Green-Funktionen derselbe ist (vgl. Anhang A.2.1), un-
terscheiden sie sich hinsichtlich ihrer expliziten Gestalt und analytischen Eigenschaften und ha-
ben dementsprechend verschiedene Anwendungsgebiete: Die retardierte Funktion steht in engem
Zusammenhang mit messbaren Größen, z.B. linearen Response-Funktionen (siehe Kap. 2.3.2).
Die zeitgeordnete Green’sche Funktion hingegen eignet sich – allerdings nur im Fall T = 0 – für
die Behandlung des Vielteilchen-Problems mittels diagrammatischer Methoden.
Diese Limitierung auf verschwindende Temperaturen lässt sich umgehen, indem man die ver-
gleichbare mathematische Struktur des Zeitentwicklungsoperators und des statistischen Ope-
rators ausnutzt und die Definition der kausalen Green-Funktion auf imaginäre [17] bzw. ganz

























(t− t′) ∈ R
Θ
[
Im (t′ − t)]G>(rts r′t′s′ )+Θ[ Im (t− t′)]G<(rts r′t′s′ ) (t− t′) ∈ C\R.
(2.24)
Die auf diese Weise erweiterte Green’sche Funktion ist aufgrund der in Anhang A.2.1 bewiesenen
Martin-Schwinger-Relation entlang der imaginären Zeitachse quasiperiodisch (vgl. Gl. (A.15)).
Diese Eigenschaft gestattet die Entwicklung in eine Fourier-Reihe (siehe Anhang A.2.2), deren







mit l ∈ Z (2.25)
von Null verschieden sind. Für die Koeffizienten der Reihe lässt sich jedoch wieder eine Lehmann-
7 Explizit führt man dabei eine Wick-Rotation mit τ = i(t − t′) aus und setzt die entstehende Funktion in
der komplexen Frequenzebene fort, wobei man sich die Analytizitätseigenschaften der Propagatoren zunutze




















Durch die Ersetzung zl → z gelangt man zu einer analytischen Fortsetzung der Matsubara-


































∣∣∣ω ± iγ) (2.27b)
alle anderen Green’schen Funktionen zurückgewinnen lassen (siehe auch Anhang A.2.2).8
2.2.3 Bewegungsgleichung der Green-Funktion
Mit Hilfe der Bewegungsgleichung der Feldoperatoren (2.13) lässt sich eine Bewegungsgleichung9
































∣∣∣ 2s2 3+s3 ) = δ(1 − 2) δs1s2. (2.28)
Der Kommutator des Feldoperators mit dem Operator der Elektron-Elektron-Wechselwirkung



















Die Zusammenfassung der Raum- und Zeitkoordinaten durch 1 ≡ r1 t1 soll im Folgenden wie
auch in den beiden vorangegangenen Gleichungen der Erhöhung der Übersichtlichkeit und Ver-
einfachung der Schreibweise dienen, wobei
v(1− 2) := v(r1 − r2) δ(t1 − t2) (2.30)
zu beachten ist. Abweichend von der Standardnotation werden die Spinkoordinaten in dieser
Arbeit allerdings explizit mitgeführt, um alle diesbezüglichen Abhängigkeiten aufzuzeigen. Die
auftretenden räumlichen Integrationen sind über das Grundgebiet des Kristalls Ω auszuführen,
8 Es ist zu betonen, dass sich G(z) sehr wohl von G˜(z) unterscheidet (siehe z.B. Gl. (A.34)). Da jedoch in dieser
Arbeit ausschließlich G˜(zl) Verwendung ﬁndet, soll im Weiteren die Matsubara-Frequenz im Argument der
Green-Funktion zur Kennzeichnung ausreichen, wenn die Matsubara-Funktion gemeint ist.
9 Die retardierte und avancierte Green-Funktion (2.22a) und (2.22b) erfüllen dieselbe Bewegungsgleichung, je-
doch mit anderen – durch die Θ-Funktionen vorgegebenen – zeitlichen Randbedingungen. Im Matsubara-
Formalismus wird die Randbedingung durch die Quasiperiodizität entlang der imaginären Zeitachse ﬁxiert.
10 Die Bewegungsgleichung verdeutlicht auch den Ursprung des Begriﬀs Green-Funktion: Ohne den die Wech-
selwirkung enthaltenden Term entspräche die Bewegungsgleichung einer Bestimmungsgleichung für Green-
Funktionen, wie sie aus der Theorie der linearen Diﬀerentialgleichungen bekannt sind [19].
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wohingegen Zeitintegrale im Matsubara-Formalismus (siehe Anhang A.2.2) von 0 bis −i~β laufen.
Die Notation 1+ ≡ r1 t1−iγ mit γ → 0+ dient der Festlegung der Reihenfolge der Feldoperatoren
in der Green-Funktion bei gleichen Zeitargumenten.
Die Prozedur der Aufstellung von Bewegungsgleichungen für die Green’schen Funktionen lässt
sich im Prinzip für die Zweiteilchen-Funktion fortführen, wobei die dann entstehende Gleichung
von einer Dreiteilchen-Funktion abhängt. Im Endeffekt ergibt sich damit eine unendliche Hierar-
chie gekoppelter Bewegungsgleichungen für die Mehrteilchen-Green-Funktionen. Eine Möglich-
keit, das Vielteilchen-Problem approximativ zu lösen, bestände in der Entkopplung dieses Glei-
chungssystems – ein Verfahren, das beispielsweise bei der Hartree-Fock-Näherung Anwendung
findet. Im Rahmen dieser Arbeit wird allerdings von einem anderen Ansatz, der in Kap. 2.4.3
näher erläuterten Partialsummenmethode, Gebrauch gemacht werden.
2.2.4 Erwartungswerte
Die Kenntnis der Green-Funktion eines physikalischen Systems ermöglicht die sofortige Berech-







































Beschränkt man sich auf lokale Operatoren, so genügt sogar bereits die Diagonale der Green-
Funktion, also die Dichte selbst, um die Erwartungswerte zu bestimmen. Die Grundzustandsei-
genschaften ergeben sich im Limes T → 0. Bemerkenswerterweise ist die vollständige Kenntnis
der Vielteilchen-Wellenfunktion für die Berechnung der Erwartungswerte überflüssig.11
Besonders hervorzuheben ist die Tatsache, dass auch die Gesamtenergie als Erwartungswert
des Hamilton-Operators (2.7) durch die Einteilchen-Green-Funktion vollständig bestimmt ist,
obwohl der Hamilton-Operator selbst auch Zweiteilchen-Größen enthält: Unter Verwendung der
Bewegungsgleichung (2.28) zeigt man die Galitskii-Migdal-Formel [20]

























für die innere Energie des Vielelektronen-Systems als Funktion des Kristallvolumens Ω und der
Temperatur T .12 Zugang zur gesamten Thermodynamik des Systems erlangt man über die Be-
rechnung des großkanonischen Potentials F(Ω, T, µ) durch Integration der Gleichung N = ∂F∂µ
∣∣∣
Ω,T
[15], wobei sich die Teilchenzahl N(Ω, T, µ) =
∫
Ω dr n(Ω, T, µ) aus dem Erwartungswert der Dich-
te ergibt. Ein alternativer Weg beruht auf der Berechnung des großkanonischen Potentials mit
Hilfe des Drucks p gemäß F = −pΩ [19].
11 Diesen Umstand macht man sich auch im Rahmen der Dichtefunktionaltheorie (vgl. Kap. 2.6) zunutze.
12 Für die Berechnung von Gesamtenergien im Rahmen der später noch zu erläuternden GW -Approximation
(vgl. Kap. 2.4.3) sei auf die Literatur verwiesen [21–23].
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2.3 Vielteilchen-Störungstheorie
2.3.1 Selbstenergie und Dyson-Gleichung
Um die Bewegungsgleichung (2.28) in eine Gestalt zu bringen, in der nur noch die Einteilchen-









































= δ(1 − 2) δs1s2, (2.33)



















∣∣∣ 4s4 3+s3 )G−1( 4s4 2s2) (2.34)


















= δ(1 − 2) δs1s2 (2.35)
definiert ist.13 Dabei handelt es sich jedoch lediglich um eine Umschrift des Problems, weil
die Selbstenergie, welche nun sämtliche Wechselwirkungseffekte zwischen den Teilchen umfasst,
weiterhin unbekannt und ihre Bestimmung für die meisten wechselwirkenden Systeme nur ap-
proximativ möglich ist.
Die volle Selbstenergie Σ˜ zerfällt in die auch klassisch verständliche Hartree-Selbstenergie ΣH























Unter Zuhilfenahme des durch
VH(r1) :=
∫
dr3 v(r1 − r3)n(r3) (2.37)




















= δ(1− 2) δs1s2 VH(r1). (2.38)
Anhand von Gl. (2.38) erkennt man, dass die Hartree-Selbstenergie diagonal in den Spinkoor-
13 Alle im Folgenden verwendeten inversen Größen seien über zu (2.35) analoge Gleichungen deﬁniert.
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dinaten ist, da zur klassischen elektrostatischen Wechselwirkung alle Elektronen gleichermaßen
beitragen.
Für die praktische Behandlung des Vielteilchen-Problems ist es jedoch oft zweckmäßiger, nicht
nur das Hartree-Potential, sondern auch Austausch- und Korrelationseffekte, die sich im Rahmen
einer Näherung effektiver mittlerer Felder (engl. mean-field approximation) mit Hilfe eines evtl.
auch räumlich nichtlokalen XC-Potentials VXC beschreiben lassen, explizit von der Selbstenergie








































= δ(1 − 2) δs1s2 , (2.39)
was einer geschlossenen Bewegungsgleichung unabhängiger Teilchen entspricht, deren Lösung G0
sich explizit angeben lässt.14 Die Green-Funktion G des Systems wechselwirkender Teilchen folgt
















































einer Integralgleichung mit den verbleibenden Anteilen der Selbstenergie im Integralkern.15
2.3.2 Mikroskopische Response-Funktionen und abgeschirmtes Potential
Mit Hilfe des Formalismus der Green’schen Funktionen lassen sich auch Informationen über die
Reaktion des Systems auf äußere Störungen gewinnen. Zu diesem Zweck definiert man die zeit-


































Der Ursprung des Namens offenbart sich, wenn man diesen Ausdruck etwas umformt sowie bzgl.















mit ∆nˆs1s′1(1) = nˆs1s′1(1)−〈nˆs1s′1(1)〉. (2.42)
Man erhält auf diesem Wege nämlich die kausale Green-Funktion der Operatoren der Spindichte-
Korrelationen ∆nˆs1s′1(1), welche die Abweichung der Spindichten von ihrem Erwartungswert
〈nˆs1s′1(1)〉 beschreiben.
14 Die Zeitabhängigkeit des XC-Potentials VXC sei analog zu (2.30) deﬁniert.
15 Für die in die Dyson-Gleichung eingehende Funktion G0 ist Gl. (2.39) mit der exakten Dichte des Vielteil-
chen-Systems im Hartree- und ggf. XC-Potential zu lösen. Davon zu unterscheiden ist eine selbstkonsistente
Lösung von Gl. (2.39). Insbesondere im Fall des reinen Hartree-Potentials können beide Lösungen beträchtlich
voneinander abweichen, sodass in der Praxis stets XC-Potentiale schon auf dem Niveau der Green-Funkti-
on unabhängiger Teilchen G0 verwendet werden, um einen möglichst guten Startpunkt für die Iteration der
Dyson-Gleichung (2.40) zu erhalten (siehe Kap. 2.4.3).
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Die Reaktion des Vielelektronen-Systems auf ein äußeres skalares Potential wird im Rahmen der
linearen Response-Theorie durch die inverse dielektrische Funktion ε−1 beschrieben, welche nach
der Kubo-Formel [24] in engem Zusammenhang mit der Dichtekorrelationsfunktion steht:16












Die Summe über beide Spinvariablen s3 und s2 bringt zum Ausdruck, dass auch für spinpolarisier-
te Systeme die dielektrische Response allein durch die Fluktuationen der Gesamtelektronendichte
– unabhängig vom Spin der Teilchen – bestimmt wird.
Die dielektrische Funktion selbst wird hingegen von der irreduziblen Polarisationsfunktion P
regiert,












Sowohl bei ε als auch bei P handelt es sich um uneigentliche Response-Funktionen, da sie nicht
die Reaktion des Systems auf ein externes Störpotential, sondern die Response auf das Gesamt-
potential, welches sich aus der Summe von Störpotential und durch die Störung im System in-
duzierten Potential ergibt, beschreiben.17 Der Zusammenhang zwischen Dichtekorrelations- und


































vermittelt, wobei der Kern dieser Integralgleichung durch das nackte Coulomb-Potential gegeben
ist.
Im Folgenden wird das von Hubbard [25] eingeführte abgeschirmte Coulomb-Potential W eine




d3 v(1 − 3) ε−1(23). (2.46)
Physikalisch entspricht dies einer Renormierung der elektrostatischen Wechselwirkung zwischen
zwei Elektronen im System durch die von allen anderen Elektronen verursachten Abschirmungs-
effekte. Wie auch beim nackten Coulomb-Potential v handelt es sich bei W um eine rein skalare
Größe, die keinerlei Spinabhängigkeit trägt.
2.3.3 Hedins Gleichungssystem und Bethe-Salpeter-Gleichungen
Mit Hilfe der Schwinger’schen Methode der Funktionalableitungen [18] ist es möglich, ein Glei-
chungssystem aufzustellen, das die bisher eingeführten Größen in Beziehung zueinander setzt.
Erste Ansätze hierzu finden sich bereits bei Baym und Kadanoff [26], vollständig wurde das
16 Die Kubo-Formel stellt den Zusammenhang zwischen Dichtekorrelationsfunktion und inverser dielektrischer
Funktion für die jeweiligen retardierten Größen her. Dieser überträgt sich aber auch auf die zeitgeordneten
Funktionen.
17 Dies ist auch der Grund dafür, weshalb der Übergang von der mikroskopischen zur makroskopischen dielek-
trischen Funktion mit Hilfe der echten Response-Funktion ε−1 vollzogen wird (siehe Kap. 2.3.4).
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Gleichungssystem von Hedin [3, 4] für nicht spinpolarisierte Systeme angegeben. Die für die Be-
schreibung magnetischer Systeme notwendigen Erweiterungen sind in [27, 206, 207] dargestellt.
Jüngst wurde darüber hinaus eine Verallgemeinerung auf spinabhängige Wechselwirkungen, wie
sie z.B. in einigen Modell-Hamilton-Operatoren vorkommen, vorgenommen [28]. Im Ergebnis
der Ableitung, für welche auf die Literatur verwiesen wird, ergibt sich ein Integrodifferentialglei-
chungssystem zur Bestimmung der Green-Funktion G, der Selbstenergie Σ, der abgeschirmten








































































∣∣∣ 4s4)W (1+4) (2.47b)















































∣∣∣ 5s5 4s4)P0( 4s4 5s5 ∣∣∣ 7s7 6s6)Γ( 6s6 7s7 ∣∣∣ 3s3) . (2.47e)
























zur Abkürzung der Schreibweise eingeführt. Die Vertexfunktion Γ erfüllt die Bethe-Salpeter-





































∣∣∣ 2s2 2+s2 ) (2.50)













































, die dann auf die Vierpunkt-Funktion verallgemeinert wird.
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Die Inhomogenität der BSE wird also durch die Polarisationsfunktion unabhängiger Teilchen
bestimmt, während der Integralkern durch die Elektron-Loch-Wechselwirkung gegeben ist.
2.3.4 Makroskopische dielektrische Funktion
Ein wesentliches Ziel dieser Arbeit besteht in der Berechnung optischer Absorptionsspektren
und damit in der Bestimmung der dielektrischen Funktion im sichtbaren Wellenlängenbereich
(400 . . . 800 nm), welcher dem Energieintervall 1.5 . . . 3.0 eV entspricht, sowie den angrenzenden
Spektralbereichen (0.5 . . . 20 eV). Da die Wellenlängen des sichtbaren Lichts im Vergleich zu den
atomaren Abständen im Festkörper (∼ 3 Å) sehr groß sind, handelt es sich bei der optischen An-
regung um eine Störung makroskopischer Natur. Außerdem soll vorausgesetzt werden, dass die
Feldstärke der externen Störfelder hinreichend klein ist, um die Gültigkeit der linearen Response-
Theorie zu sichern. Dann können die optischen Eigenschaften durch die makroskopische dielek-
trische Funktion εM im optischen Grenzfall verschwindender Photonenwellenvektoren q → 0
beschrieben werden.19
Von der mikroskopischen zur makroskopischen Response: Lokalfeldkorrekturen
Zur näheren Erörterung dieser Problematik wird die retardierte mikroskopische dielektrische
Funktion nach (A.7b) und (A.4b) unter Beachtung von (A.5) einer Fourier-Transformation un-
terworfen,
εGG′(q, ω) = δGG′ − vG(q)PGG′(q, ω), (2.52)
wobei q einen auf die Brillouin-Zone (BZ) beschränkten Vektor des reziproken Raums repräsen-
tiert, während G über alle reziproken Gittervektoren läuft. Die in dieser Gleichung auftretende
















Wird der Festkörper einem äußeren skalaren Störpotential U ext ausgesetzt, so ist seine Reaktion
im Rahmen der linearen Response durch ε−1 bestimmt:
U tot(1) =
∫





G′ (q, ω). (2.55)
Für eine makroskopische Störung gilt zwar U extG (q, ω) = δ0G U
ext
0 (q, ω), allerdings beeinflusst
auch solch ein Potential über die Nichtdiagonalelemente von ε−1 die höheren Fourier-Komponen-
19 Auch Absorptionsspektren im UV-Bereich lassen sich in dieser Näherung noch sehr gut beschreiben.
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ten und damit die mikroskopischen Anteile des resultierenden Gesamtpotentials U tot im Kristall.
Umgekehrt bedeutet dies für die mikroskopische dielektrische Funktion, dass entsprechend die
mikroskopischen Lokalfelder aus höheren Brillouin-Zonen zur Abschirmung beitragen:





G′ (q, ω). (2.56)
Die Nichtdiagonalelemente der mikroskopischen dielektrischen Funktion werden infolgedessen
Lokalfeldkorrekturen genannt und spiegeln die atomare Struktur des Festkörpers wider.20 Sie
können insbesondere für Halbleiter und Isolatoren mit räumlich stark variierender Elektronen-
dichte relevant werden (siehe z.B. für Si die Refn. [7, 31]).
Ist man dagegen an der makroskopischen Response auf eine makroskopische Störung interessiert,




M (q, ω), (2.57)
so erfordert dies die Bestimmung der inversen makroskopischen dielektrischen Funktion ε−1M .
Hierfür seien sowohl das externe als auch das totale makroskopische Potential jeweils durch






eine Beziehung, die unabhängig voneinander von Adler [32] und Wiser [33] gefunden wurde.
Bethe-Salpeter-Gleichung der makroskopischen Polarisationsfunktion
Die Inversion der mikroskopischen dielektrischen Funktion für alle Frequenzen ω zur Berechnung
der makroskopischen Response nach Gl. (2.58) ist numerisch sehr aufwendig. Als günstiger erweist
es sich, stattdessen nach einer modifizierten Polarisationsfunktion P¯ zu suchen, aus der sich εM
durch eine zu (2.52) analoge Gleichung der Form
εM(q, ω) = 1− v0(q) P¯00(q, ω) (2.59)
bestimmen lässt. Es ist gezeigt worden [34–38], dass dies in der Tat möglich ist und man dabei
für P¯ die Dyson-Gleichung
P¯GG′(q, ω) = PGG′(q, ω) +
∑
G′′
PGG′′(q, ω) v¯G′′(q) P¯G′′G′(q, ω) (2.60)
20 In einem räumlich homogenen System hängt die inverse dielektrische Funktion auch bzgl. ihrer Ortskoordinaten
nur von der Diﬀerenz der Argumente ab: ε−1(r, r′, t − t′) = ε−1(r − r′, t − t′). Gemäß (A.5) liefern dann
nur die Diagonalelemente G = G′ nicht verschwindende Beiträge zur Fourier-Reihen-Entwicklung, während
Abweichungen von der Homogenität in den Nichtdiagonalelementen zum Ausdruck kommen.
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v(q+G) G 6= 00 G = 0, (2.61)
welcher die langreichweitige Fourier-Komponente G = 0 und mithin die Singularität für q+G =
0 fehlt. Aufgrund der frappierenden Ähnlichkeit von Gl. (2.60) mit der Dyson-Gleichung der
Dichtekorrelationsfunktion (2.45) bietet es sich an, für P¯ ebenfalls eine Bethe-Salpeter-Gleichung







































∣∣∣ 4s4 3s3) = δ(1− 2) δs1s2 δ(3 − 4) δs3s4 v¯(1− 3) + Ξ( 1s1 2s2 ∣∣∣ 4s4 3s3) . (2.63)
Dieser entspricht bis auf die fehlende Fourier-Komponente im amputierten Coulomb-Potential
tatsächlich auch dem Kern der Bethe-Salpeter-Gleichung der Dichtekorrelationsfunktion [26].
2.4 Einteilchen-Anregungen
Neben der Bestimmung von Erwartungswerten eignet sich der Formalismus der Green’schen
Funktionen hervorragend zur Untersuchung von Anregungseigenschaften, da die exakten Anre-
gungsenergien des Vielelektronen-Systems durch die Resonanzen der Propagatoren bzw. die Pole
der Green-Funktion gegeben sind (vgl. Anhang A.2.1).
2.4.1 Unabhängige Teilchen
Bis zu diesem Punkt gelten alle Aussagen für physikalische Systeme mit beliebiger Spinpolarisa-
tion. Von nun an sollen jedoch die Spin-Bahn-Kopplung vernachlässigt sowie sämtliche Betrach-











)→ ξmnk(rs) := ϕmnk(r) ηm(s) (2.64)
in das Produkt aus dem Spinor ηm(s) und einer räumlichen Eigenfunktion ϕmnk(r), welche pa-
rametrisch von der Quantenzahl der z-Komponente des Einelektronen-Spins m =↑, ↓ abhängt,
zu zerlegen. Aufgrund der Gitterperiodizität des Kristalls gilt für die räumlichen Anteile der
2.4 Einteilchen-Anregungen 19
Wellenfunktionen das Bloch-Theorem [40]. Sie lassen sich deshalb vermöge




ikr mit umnk(r) = u
m
nk(r +R) (2.65)
durch eine mit einer ebenen Welle modulierte gitterperiodische Funktion umnk(r) darstellen. Hier-
bei bezeichnet die Quantenzahl k einen Vektor der Brillouin-Zone, während n die Bänder – also
die Eigenzustände zum selben k-Vektor – durchläuft (vgl. Anhang A.1.2). Zur Erhöhung der
Übersichtlichkeit werden n und k im Folgenden zu einer Quantenzahl λ ≡ nk zusammengefasst.
Im Fall unabhängiger Teilchen, in dem sämtliche Wechselwirkungseffekte zwischen den Elektro-




























′) = εmλ ϕ
m
λ (r) (2.67)
genügen. Naturgemäß ist die Green-Funktion unabhängiger Teilchen G0mλλ′(zl) = 1/(~zl−εmλ ) δλλ′
diagonal in den Einteilchen-Zuständen.
2.4.2 Quasiteilchen
Wechselwirkende Teilchen
Ungleich komplizierter verhält es sich im Fall wechselwirkender Teilchen: Die Dyson-Gleichung














~ω − Emλ (ω)
η∗m(s
′) (2.68)
für die Green-Funktion. Da die Selbstenergie (2.47b) ein i.A. energieabhängiger, nichthermite-





∆+ V m(r) + VH(r)
]
φmλ (r, ω) +
∫
dr′ Σm(rr′, ω)φmλ (r
′, ω) = Emλ (ω)φ
m
λ (r, ω) (2.69)
separat gelöst werden – eine in der Praxis nicht zu bewältigende Aufgabe. Die in Gl. (2.69)
auftretenden Eigenwerte Emλ (ω) können aufgrund der Nichthermitezität des Problems komplexe
Zahlen sein, während die Eigenfunktionen φmλ (r, ω) mit den Eigenfunktionen φ¯
m
λ (r, ω) der zu
(2.69) adjungierten Gleichung ein Biorthogonalsystem bilden [41].
21 Abweichend von der sonst verwendeten Notation werden in diesem Abschnitt aus Gründen der Übersichtlichkeit
die inﬁnitesimalen Verschiebungen in den Spektraldarstellungen der kausalen Green’schen Funktionen nicht




Besonderes Interesse gilt im Rahmen dieser Arbeit Anregungseigenschaften, wie sie mit Hilfe
der Photoemissionsspektroskopie (PES) bzw. inversen Photoemissionsspektroskopie (IPES) im
Experiment bestimmt werden. Mit Hilfe solcher Techniken ist es möglich, die Zustandsdichte
(DOS von density of states) sowohl der besetzten als auch der unbesetzten Bänder zu ermit-
teln.22 Die Schlüsselgröße hierzu stellt die Einteilchen-Spektralfunktion (2.20) dar, welche die







Im Fall nicht wechselwirkender Elektronen reduziert sich die Spektralfunktion in der Einteilchen-
Basis auf eine Diagonalmatrix bestehend aus δ-Funktionen an den Einteilchen-Energien Amλλ′ =
δλλ′ 2π δ (~ω − εmλ ). Für ein wechselwirkendes System ergeben sich hingegen Diagonalelemente
von sehr viel komplexerer Gestalt:
Amλλ(ω) =
2 |ImΣmλλ(ω)|(







Auch die Zustandsdichten vieler realer Systeme zeigen zumindest in einigen Energiebereichen aus-
geprägte Maxima. Dies lässt sich mit Hilfe des Quasiteilchen-Konzepts (vgl. Kap. 2.1.4) interpre-
tieren: Geht man davon aus, dass in der Umgebung der Anregungsenergie ~ω = εmλ +ReΣ
m
λλ(ω)
der Imaginärteil der Selbstenergie ImΣmλλ(ω) klein ist, so impliziert Gl. (2.71) die Existenz ei-
ner dominanten Peakstruktur bei dieser Energie. Diese sogenannte Quasiteilchen-Energie Emλ ist








bestimmt. Nimmt man an, dass die Hauptbeiträge zur Green’schen Funktion aus eben diesen
Quasiteilchen-Resonanzen resultieren und darüber hinaus der Imaginärteil der Selbstenergie in




















wobei die Energien E˜mλ = E
m






λ /~) und Wellenfunktionen φ
m
λ (r) durch selbst-









dr′ Σm(rr′, Emλ /~)φ
m
λ (r
′) = E˜mλ φ
m
λ (r) (2.74)
22 Dabei wird eigentlich eine durch Übergangsmatrixelemente modiﬁzierte Zustandsdichte bestimmt, jedoch wer-
den diese Eﬀekte meist vernachlässigt.
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welcher dem Residuum der vollen Green-Funktion an der Quasiteilchen-Energie entspricht, spie-
gelt das relative spektrale Gewicht der Quasiteilchen-Anregung wider, während sich das verblei-
bende Gewicht 1 − Zmλ auf Satellitenstrukturen verteilt [4]. Die lineare Entwicklung der Diago-
nalelemente der Spektralfunktion in der Umgebung des Quasiteilchen-Peaks führt auf ein mit
dem Renormierungsfaktor gewichtetes und mit Zmλ | ImΣmλλ(Emλ /~)| verbreitertes Lorentz-Profil,









Zmλ | ImΣmλλ(Emλ /~)|
)2 . (2.76)
Somit liegt eine Interpretation als effektive Einteilchen-Anregung der endlichen Lebensdauer
τ = ~/(Zmλ | ImΣmλλ(Emλ /~)|) nahe. Es ist zu bemerken, dass a priori keine Rechtfertigung für
die Anwendung der Quasiteilchen-Näherung auf ein Vielteilchen-System existiert; erst der Erfolg
der Beschreibung entscheidet über die Zulässigkeit der Methode.
Ideale Quasiteilchen
Die Quasiteilchen-Green-Funktion in der Form (2.73) verletzt die Summenregel der Spektralfunk-




λλ′(ω) = δλλ′ annimmt. Grund
hierfür ist das durch den Renormierungsfaktor Zmλ verminderte spektrale Gewicht der Anregung
bei Emλ . Um die Gültigkeit der Summenregel auch in der Quasiteilchen-Approximation sicher-
zustellen, wird in der Regel Zmλ = 1 gesetzt und so dem Quasiteilchen-Peak das volle spektrale
Gewicht zugeordnet. Ebenfalls vernachlässigt werden üblicherweise die kleinen Imaginärteile der
Selbstenergie ImΣmλλ(ω)→ 0 und damit die Lebensdauerverbreiterung der Zustände.23 Die Dia-
gonalelemente der Spektralfunktion Amλλ′ = δλλ′ 2π δ (~ω − Emλ ) haben dann dieselbe Gestalt wie
im Fall unabhängiger Teilchen, man kann also von idealen Quasiteilchen sprechen.
Quasiteilchen-Wellenfunktionen
In die Green-Funktion (2.73) gehen außerdem die Quasiteilchen-Wellenfunktionen φmλ (r) ein.
Prinzipiell lassen sich diese nach den Wellenfunktionen des Systems unabhängiger Teilchen, wel-







λ′(r) ≈ ϕmλ (r). (2.77)
23 Infolgedessen wird die Quasiteilchen-Gleichung hermitesch und besitzt reelle Eigenwerte. Deshalb braucht auch
nicht mehr zwischen φmλ (r) und φ¯
m
λ (r) unterschieden zu werden.
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Oft erweist sich jedoch schon die Ersetzung der Quasiteilchen-Wellenfunktion durch die entspre-
chende Einteilchen-Funktion des Systems unabhängiger Teilchen als sehr gute Näherung.24
Die Entwicklung der Quasiteilchen-Wellenfunktionen ist äquivalent zur Darstellung der Dyson-
















Man erkennt, dass in der so transformierten Gleichung auch die Nichtdiagonalelemente der vol-
len Green-Funktion G von Bedeutung sind.25 Wählt man nun VXC derart, dass die Bedingung
|δΣmλλ′(zl)| ≪ |εmλ −εmλ′ | möglichst gut erfüllt ist, kann man auch für die volle Green’sche Funktion
Banddiagonalität annehmen [14]. Dieser Argumentation folgend ergibt sich für die Quasiteilchen-


















Iteration des fundamentalen Gleichungssystems






zur Lösung des Hedin’schen
Gleichungssystems.
im Prinzip die Selbstenergie, welche zur Berechnung der Quasiteil-
chen-Anregungen des Vielelektronen-Systems benötigt wird, vollstän-
dig. Da die Hedin’schen Gleichungen jedoch viel zu komplex für eine
selbstkonsistente Lösung sind, ist man auf Näherungen angewiesen.
Als sehr erfolgreich hat sich dabei die sogenannte GW -Approximati-
on (GWA) der Selbstenergie [3, 4] erwiesen. Systematisch wurde diese
Näherung erstmals 1965 von Hedin für das freie Elektronengas unter-
sucht [3], obwohl sich Vorläufer schon früher [26] unter dem Namen
shielded-potential approximation finden.










Dies zieht unmittelbar die Näherung der Green-Funktion durch die Green-Funktion unabhängiger








∣∣∣ 3s3) = −δ(1− 2) δs1s2 δ(1 − 3) δs1s3 (2.81)
besteht und keine Elektron-Loch-Wechselwirkungseffekte, sogenannte Vertexkorrekturen, bein-
haltet, wie sie durch die Variationsableitung der Selbstenergie in Gl. (2.47e) beschrieben werden.
Als Konsequenz ergibt sich, eingesetzt in (2.47d), die Polarisationsfunktion in der Näherung
24 Für einfache Halbleiter erzielt man mit dieser Vorgehensweise im Rahmen der GW -Approximation (siehe
Kap. 2.4.3) sehr gute Ergebnisse [5], während beispielsweise bei Oberﬂächen die Nichtdiagonalelemente der
Entwicklung wichtig werden können [42].
25 Aufgrund der Gitterperiodizität des Kristallelektronenproblems ist die Green-Funktion zwar automatisch dia-
































Diese wird auch als random-phase approximation (RPA) bezeichnet.26 Die Polarisationsfunktion,
welche also in das Produkt zweier Green-Funktionen zerfällt, bestimmt wiederum das abgeschirm-
te Potential:





























und damit die namengebende Gleichung der GW -Approximation. An dieser Stelle wird die Ite-
ration, zumindest was die Bestimmung von Quasiteilchen-Anregungen anbelangt, gewöhnlich
abgebrochen, sie kann jedoch im Prinzip bis zu beliebiger Ordnung fortgeführt werden [43].
Formal hat die Selbstenergie in der GWA dieselbe Gestalt wie die Selbstenergie in Hartree-Fock-
Näherung (HFA) mit dem einzigen Unterschied, dass in der HFA das nackte Coulomb-Potential
v anstelle von W steht. Historisch gesehen wurde die GWA zuerst für Systeme mit starker
Abschirmung konzipiert, da man davon ausging, dass für diese eine Entwicklung der Selbstenergie
nach Potenzen der abgeschirmten Wechselwirkung sehr viel schneller konvergieren sollte als eine
Entwicklung nach dem nackten Coulomb-Potential [3, 4].27 Praktisch hat sich aber gezeigt, dass
die GW -Approximation für eine viel größere Klasse von Materialien eine exzellente Näherung der
Selbstenergie darstellt. Aus dem Blickwinkel der Partialsummenmethode betrachtet entspricht
die lineare Entwicklung in W einer Summation ausgewählter Selbstenergie-Diagramme bis zu
unendlicher Ordnung in v.
Spinstruktur der GW -Näherung
Die Ausführungen des letzten Abschnitts zur Iteration der Hedin’schen Gleichungen gelten auch
für nichtkollinear spinpolarisierte Systeme. Gleichung (2.84) zeigt auf, dass die Spinstruktur der
Selbstenergie vollständig durch die Spinstruktur der Green-Funktion gegeben ist, da das ab-
geschirmte Potential unabhängig von sämtlichen Spinvariablen ist. Nichtdiagonalelemente der
Selbstenergie bzgl. der Spinkoordinaten können deshalb nur bei nichtkollinearem Magnetismus
bzw. der Berücksichtigung von Spin-Bahn-Kopplungseffekten von Null verschieden sein. Dement-
sprechend erhält man für kollinear magnetisierte Systeme zwei unabhängige Quasiteilchen-Glei-
chungen (2.74) für die up- und down-Komponente des Einteilchen-Spins [206, 207].
Ähnliches gilt auch für die Abschirmung: Da die Polarisationsfunktion in RPA durch das Produkt
zweier Green-Funktionen, die im kollinearen Fall spindiagonal sind, gegeben ist, sind sämtliche
26 Historisch gesehen wurde der Terminus RPA für die Polarisationsfunktion in Hartree-Näherung geprägt. Heute
wird der Begriﬀ jedoch weiter gefasst und schließt alle Näherungen unabhängiger Teilchen ein.
27 Die Betrachtungsweise, die GWA als eine Entwicklung der Selbstenergie nach Potenzen von W zu verstehen,
erweist sich als höchst problematisch [43, 44], sobald man über die lineare Ordnung hinausgeht.
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Beiträge zur Abschirmung plasmonischer Natur. Nichtsdestotrotz führt auch bei kollinearem
Magnetismus die Abschirmung zu einer impliziten Kopplung der Quasiteilchen-Gleichungen von
up- und down-Elektronen: Zum abgeschirmten Potential, welches die Selbstenergie bestimmt,
tragen stets alle Elektronen – unabhängig von ihrer Spinausrichtung – gleichermaßen bei (vgl.
Kap. 2.5.3).
Praktische Berechnung von Quasiteilchen-Energien
Die strikte Befolgung des Iterationsschemas für die Hedin’schen Gleichungen erfordert in der
nullten Näherung die Verwendung der Green-Funktion in Hartree-Approximation. Bei der prak-
tischen Umsetzung wird allerdings stets eine Green-Funktion benutzt, in der schon wesentliche
Teile von Austausch und Korrelation in Form eines statischen, ggf. auch nichtlokalen Potenti-
als berücksichtigt werden. Der Grund hierfür liegt darin, dass eine selbstkonsistente Lösung der
Hartree-Gleichungen auf Einteilchen-Zustände und Elektronendichten führt, die weit von der
Realität entfernt sind.28 Mit einem im (verallgemeinerten) Kohn-Sham-Formalismus der Dichte-
funktionaltheorie bestimmten XC-Potential (siehe Kap. 2.6.2) ist hingegen zumindest eine gute
Approximation für die Grundzustandsdichte gesichert.29 Eine solche Wahl von G0 birgt jedoch
das Problem, dass durch die mittels VXC beschriebenen statischen Selbstenergie-Anteile bereits
in der nullten Iteration des fundamentalen Gleichungssystems Beiträge zur Vertexfunktion auf-
treten, die über den nackten Vertex (2.81) hinausgehen. Die Berücksichtigung von Vertexkorrek-
turen sowohl in der Selbstenergie als auch im abgeschirmten Coulomb-Potential firmiert unter
dem Namen GWΓ-Approximation [46] und wurde für ausgewählte Systeme untersucht [47–49].
Standardmäßig werden diese Beiträge jedoch bei der Bestimmung von Quasiteilchen-Energien
vernachlässigt [38, 50, 51].
Ein weiteres Problem bei der Berechnung der Anregungseigenschaften besteht darin, dass die
Bestimmung der Quasiteilchen-Energien gemäß Gl. (2.72) eigentlich selbstkonsistent zu erfolgen
hat. Oft wird die Selbstenergie jedoch in der Umgebung der Einteilchen-Energie εmλ linearisiert






















genähert [5]. Zumindest wenn die Quasiteilchen-Korrektur ∆mλ = E
m
λ − εmλ klein ist, liefert diese
Entwicklung bereits sehr gute Ergebnisse.
Neben der bisher beschriebenen, in der Literatur als G0W0-Approximation bekannten Standard-
methode, bei der die Selbstenergie mit Hilfe von Kohn-Sham-Wellenfunktionen und -Eigenwerten
berechnet wird, gibt es Versuche [52–55], die GWA zu verbessern, indem man zwar die Wellen-
funktionen festhält, jedoch die Selbstenergie bzgl. der in ihre Bestimmung einfließenden Quasi-
28 Die Hartree-Näherung berücksichtigt insbesondere nicht die grundlegenden quantenmechanischen Eigenschaf-
ten der Elektronen wie das Pauli’sche Ausschließungsprinzip [45].
29 Die Dichtefunktionaltheorie liefert prinzipiell nur Aussagen über Grundzustandseigenschaften. Obwohl den
Einteilchen-Wellenfunktionen und -Eigenwerten in dieser Theorie eigentlich keine physikalische Bedeutung
zukommt, liefern sie jedoch oft erstaunlich gute Ausgangspunkte für weitergehende Betrachtungen.
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teilchen-Eigenwerte anpasst: Je nachdem, ob diese Iteration nur für die Pole in G oder zusätzlich
auch inW vorgenommen wird, werden die entsprechenden Varianten als GnW0- bzw. GnWn-Ap-
proximation bezeichnet. Formal entspricht dies einer fortgesetzten Iteration des fundamentalen
Gleichungssystems (2.47), allerdings unter Beibehaltung des nackten Vertex.
Allen diesen Schemata inhärent ist jedoch die Fixierung der Wellenfunktionen auf Kohn-Sham-
Niveau. Um dieses Defizit zu beheben, wurde die sogenannte quasiparticle self-consistent GW
(QPSCGW) [56–58] vorgeschlagen, welche ein Selbstkonsistenz-Schema offeriert, bei dem auch
die Nichtdiagonalelemente des hermiteschen Anteils der Selbstenergie in die Iteration einbezogen
und somit Änderungen der Wellenfunktionen zugelassen werden (vgl. Kap. 2.4.2).
2.5 Zweiteilchen-Anregungen
Die optischen Absorptionseigenschaften eines Festkörpers werden durch die Polarisationsfunkti-
on bestimmt, welche über das Hedin’sche Gleichungssystem (2.47) und Gl. (2.45) in Beziehung
zur Dichtekorrelationsfunktion (bzw. der nach Gl. (2.41) eng mit der Dichtekorrelationsfunktion
verwandten Zweiteilchen-Green-Funktion) gesetzt werden kann. In der Näherung unabhängiger
Teilchen besteht ein optischer Absorptionsprozess aus der Anregung eines einzelnen Elektrons
aus einem besetzten in einen vormals leeren Zustand sowie der damit verbundenen Entstehung
eines Lochs in den besetzten Bändern. Die volle Zweiteilchen-Green-Funktion enthält jedoch
mehr Informationen: Sie berücksichtigt auch die Wechselwirkung zwischen den gebildeten Elek-
tronen und Löchern und trägt somit der möglichen Entstehung von Exzitonen, also gebundenen
Elektron-Loch-Paaren, Rechnung [6]. In vielen Materialien kommt es durch den Einfluss exzi-
tonischer Effekte zur Ausbildung isolierter scharfer Peaks unterhalb der Absorptionskante im
optischen Spektrum. Darüber hinaus sind Modifikationen im gesamten Absorptionsspektrum in
Form einer globalen Rotverschiebung und einer Umverteilung von spektralem Gewicht zu nied-
rigeren Energien typisch. Die korrekte Beschreibung der Elektron-Loch-Wechselwirkung ist also
zur Berechnung der optischen Eigenschaften eines Kristalls unerlässlich.
2.5.1 Transformationen der Polarisationsfunktion
Die Bethe-Salpeter-Gleichung der Polarisationsfunktion (2.62) liefert, obwohl hier auf die Vier-







∣∣∣ 3s3 3+s3 ) und hängt dementsprechend nur von drei Zeitargumenten ab.30 Berück-
sichtigt man außerdem die Energieerhaltung und damit die Homogenität der Zeit, so eröffnet
sich die Möglichkeit, die Polarisation auf eine zweifrequentige Funktion mit der bosonischen























∣∣∣ ζl, zl′) e−izl′ (t1−t′1) e−iζl(t1−t2). (2.86)
30 Im Rahmen der zeitabhängigen Dichtefunktionaltheorie (TDDFT von time-dependent density-functional theo-
ry) [59] ist es hingegen möglich, die Zweipunkt-Polarisationsfunktion direkt zu berechnen. Die Schwierigkeit
besteht dann jedoch darin, für die entstehende Dyson-Gleichung einen Integralkern zu ﬁnden, der die Elektron-
Loch-Wechselwirkung vergleichbar gut wie die BSE beschreibt [38, 60–62].
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Die für die optische Absorption relevante einfrequentige Polarisation gewinnt man durch Sum-

















∣∣∣ ζl, zl′) . (2.87)
Für die weitere Untersuchung erweist es sich als vorteilhaft, die Polarisationsfunktion mit Hil-















































wobei auch in diesem Abschnitt die Beschränkung auf kollineare Spinpolarisation (siehe Kap.
2.4.1) gelten soll. Die Berechnung der dielektrischen Funktion gemäß (2.52) bzw. (2.59) erfordert




















































Die Bloch-Integrale sind verantwortlich für die spektrale Stärke, mit der ein Übergang im op-
tischen Spektrum erscheint. In Kombination mit fundamentalen Eigenschaften der Einteilchen-
Wellenfunktionen lassen sich aus ihnen Auswahlregeln für optische Anregungsprozesse ableiten.
Eine der wichtigsten ist die Spinauswahlregel: Es wurde bereits dargestellt, dass im Rahmen
kollinearer Spinpolarisation alle Mechanismen vernachlässigt werden, die zum Umklappen von


























Diese Relation folgt direkt aus der Zerlegung der Einteilchen-Orbitale gemäß Gl. (2.64) in einen
räumlichen und einen Spinanteil.
Eine weitere Auswahlregel wird durch die Quasiimpuls-Erhaltung bei der optischen Absorption
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∗(r) eiGr umn′k′(r) (2.92)
führt. Zur Berechnung der Bloch-Integrale genügt also eine Integration über die Elementarzelle
mit dem zellperiodischen Anteil der Wellenfunktionen.
Optischer Grenzfall
Im optischen Limes verschwindender Photonenwellenvektoren q → 0 tragen infolge der Impuls-
auswahlregel (2.92) nur senkrechte Übergänge mit k = k′ zur Absorption bei. Allerdings bereitet
die Auswertung des Bloch-Integrals hier Schwierigkeiten, weil eine Potenzreihenentwicklung des
Exponentialfaktors auf den im Fall periodischer Randbedingungen numerisch schwer zu handha-
benden Dipol-Operator führt. Da im optischen Grenzfall auch das ebenfalls in die dielektrische
Funktion eingehende Coulomb-Potential e2/(ε0|q|2) singulär wird, bietet es sich an, das Bloch-











welches nur noch von der Richtung des Wellenvektors qˆ = q/|q| abhängt, zusammenzufassen.
Zur Berechnung des optischen Matrixelements kann einerseits das in der longitudinalen dielek-
trischen Funktion auftretende Bloch-Integral an zwei infinitesimal verschiedenen k-Punkten eva-





der Exponentialfunktion mit dem Hamilton-Operator H = p
2
2m0
+ Vl + Vnl der
Einteilchen-Zustände |nkm〉, welcher lokale (Vl) und nichtlokale (Vnl) Potentialterme enthalten
kann, auszuwerten. Hierbei zeigt sich, dass das optische Matrixelement im Wesentlichen durch
den Geschwindigkeitsoperator v = pm0 +
1
i~ [r, Vnl] bestimmt ist [65]:
Mmnn′k(qˆ) = ~
〈nkm| qˆ v |n′km〉
εmnk − εmn′k
. (2.94)
2.5.3 Dielektrische Funktion unabhängiger Quasiteilchen
In der Näherung unabhängiger (Quasi-)Teilchen ist die Polarisationsfunktion durch Gl. (2.48)


















∣∣∣ zl′ + ζl)G( r2s2 r′1s′1
∣∣∣ zl′) . (2.95)
Der Wechsel in die Bloch-Darstellung nach (2.88) und das Einsetzen der Lehmann-Darstellung



















δλ2λ′1 δm2m′1 . (2.96)
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in der f(~ω) die Fermi-Funktion (siehe Gl. (A.17)) bezeichnet, sofort ausführen. Im Ergebnis















δλ1λ′2 δm1m′2 δλ2λ′1 δm2m′1 (2.98)
mit den Besetzungszahlen fm1λ1 = f(E
m1
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Emλ − Emλ′ − ~ζl
. (2.99)
Letztendlich führt das Einsetzen von Gl. (2.99) in Gl. (2.52) auf die Ehrenreich-Cohen-Formel
[66] der retardierten dielektrischen Funktion:
















Emλ − Emλ′ − ~(ω + iγ)
.
(2.100)
Diese Spinpolarisation berücksichtigende Darstellung verdeutlicht noch einmal die bereits er-
wähnte Tatsache, dass zur Abschirmung der Coulomb-Wechselwirkung alle Elektronen unabhän-
gig von ihrer Spinrichtung gleichermaßen beitragen. Darüber hinaus bleibt zu bemerken, dass –
in Übereinstimmung mit der Spinauswahlregel – nur solche Übergänge Beiträge zur Polarisation
liefern, bei denen der besetzte und der unbesetzte Zustand dieselbe Spinquantenzahl besitzen.
2.5.4 Näherungen der Bethe-Salpeter-Gleichung
Selbstenergie in GW -Approximation
Die Elektron-Loch-Wechselwirkung wird Gl. (2.49) zufolge durch die Variationsableitung der
Selbstenergie nach der Green-Funktion bestimmt. Im Sinne einer fortgeführten Iteration der He-
din’schen Gleichungen (2.47) (vgl. Kap. 2.4.3) setzt man die durch (2.84) gegebene Selbstenergie















also einen Term, der linear in der abgeschirmten Wechselwirkung ist, sowie einen Term zweiter








) = −i~ [W (1+3)W (42) +W (1+4)W (32)]G( 4s4 3s3) . (2.102)
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Es konnte zumindest für das optische Absorptionsspektrum von Silizium gezeigt werden [67, 208],
dass der zweite Beitrag einen vernachlässigbar kleinen Einfluss hat. Auch weil sich die Struktur
des BSE-Kerns dadurch erheblich vereinfacht, wird er üblicherweise weggelassen. Insgesamt ergibt








∣∣∣ 4s4 3s3) = δ(1−2) δs1s2 δ(3−4) δs3s4 v¯(1−3)−δ(1−3) δs1s3 δ(2−4) δs2s4 W (1+2). (2.103)
Statische Näherung
Während es sich beim amputierten Coulomb-Potential v¯ von vornherein um eine statische Größe
handelt, ist das abgeschirmte Potential W zeitabhängig. Die daraus folgende Frequenzabhängig-
keit des Kerns führt nach Shindo [68] und Zimmermann [63] auf eine Bethe-Salpeter-Gleichung
der Form





P0(ζl, zl′) Ξ¯(zl′ − zl′′) P¯ (ζl, zl′′), (2.104)
deren Frequenzabhängigkeit approximativ behandelt werden kann [63, 68]. Üblicher ist es jedoch,
die abgeschirmte Wechselwirkung durch ihren statischen Anteil zu nähern,
W (12) ≈W (r1r2) δ(t1 − t2). (2.105)
Im optischen Spektrum von Silan [208, 69] bewirkt die Berücksichtigung dynamischer Effekte in
der BSE lediglich eine leichte Erhöhung der Exzitonen-Bindungsenergien. Für die Beschreibung
sogenannter double excitations in Molekülen [70] erweist sich die Einbeziehung der Frequenz-
abhängigkeit des Kerns dagegen als essentiell. Generell sollten dynamische Effekte im Absorp-
tionsspektrum sichtbar werden, wenn die Differenzen aus Zweiteilchen-Anregungsenergie und
den Energien der zu dieser Anregung beitragenden Übergänge dieselbe Größenordnung wie die
Plasmafrequenz annehmen [69], wie es beispielsweise bei Metallen schon für Zustände nahe der
Absorptionskante der Fall ist [71]. Des Weiteren konnte zumindest für einfache sp-Halbleiter ge-
zeigt werden, dass sich dynamische Quasiteilchen-Effekte und dynamische Beiträge zur Elektron-
Loch-Abschirmung weitgehend gegenseitig aufheben [72].
2.6 Dichtefunktionaltheorie
Obwohl der Formalismus der Green-Funktionen, wie in Kap. 2.2.4 gezeigt, auch zur Berechnung
von Grundzustandseigenschaften herangezogen werden kann, hat sich in diesem Anwendungsbe-
reich die Dichtefunktionaltheorie (DFT) [73, 74] stärker etabliert. Grund hierfür ist die durch
die Hohenberg-Kohn-Theoreme belegte Tatsache, dass zur Bestimmung der Eigenschaften des
Grundzustands nicht die volle Orts- und Zeitabhängigkeit der Green’schen Einteilchen-Funktion
benötigt wird, sondern die Kenntnis der Elektronendichte, also der Diagonale der Green-Funkti-
on, ausreicht. Die Dichtefunktionaltheorie hat sich zum bevorzugten Werkzeug zur Optimierung
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atomarer Geometrien sowie zur Berechnung der Gesamtenergie, der Ladungsdichteverteilung und
anderer Eigenschaften des Grundzustands entwickelt, da sie im Rahmen des Kohn-Sham-Forma-
lismus eine hocheffiziente numerische Behandlung mannigfaltiger physikalischer Systeme – von
Molekülen über Nanostrukturen bis hin zu Festkörpern und ihren Oberflächen – gestattet.
2.6.1 Hohenberg-Kohn-Theoreme
Das theoretische Fundament der Dichtefunktionaltheorie wurde 1964 durch die Theoreme von
Hohenberg und Kohn [75] gelegt. Diese erste Arbeit beschränkte sich auf Elektronengase in ska-
laren externen Potentialen und wurde später durch von Barth und Hedin [76] auf spinpolarisierte
Elektronengase, die auch einem äußeren magnetischen Feld unterliegen, erweitert.31
Das erste Theorem von Hohenberg und Kohn besagt, dass für ein inhomogenes Elektronengas
mit nicht entartetem Grundzustand sowohl der Grundzustand |Ψgs〉 selbst – und damit die
Erwartungswerte aller Observablen im Grundzustand wie z.B. die Gesamtenergie Egs – als auch
das äußere skalare Potential V (r) eindeutige Funktionale der Grundzustandsdichte ngs(r) sind:
|Ψgs〉 = |Ψgs[ngs]〉 Egs = Egs[ngs] = 〈Ψgs[ngs]| Hˆ |Ψgs[ngs]〉 V (r) = V [ngs](r). (2.106)
Unterliegt das Elektronengas hingegen auch dem Einfluss externer Magnetfelder und mithin
einem Potential der Form Vss′(r) (siehe Gl. (2.10)), so sind zwar weiterhin der Grundzustand
und damit auch die Gesamtenergie Funktionale der Grundzustands-Spindichtematrix ngsss′(r),
nicht jedoch das äußere Potential, da es eine ganze Klasse von Potentialen gibt, die auf dieselbe
Spindichtematrix führen [76].
Für das zweite Hohenberg-Kohn-Theorem wird unter Verwendung des Rayleigh-Ritz’schen Va-
riationsprinzips gezeigt, dass das Funktional E[n] bei Variation über alle möglichen Dichten
bzw. im spinpolarisierten Fall Spindichtematrizen an der Grundzustandsdichte des betrachteten
Systems minimal wird:




〈Ψ[n]| Hˆ |Ψ[n]〉 . (2.107)
Als Nebenbedingung ist hierbei zu fordern, dass nur solche Dichten zugelassen werden, die sich




Praktischen Nutzen erlangen die Hohenberg-Kohn-Theoreme im Rahmen des Kohn-Sham-For-
malismus [82], welcher gestattet, die Grundzustandseigenschaften eines Vielteilchen-Systems mit
31 Für die Einbeziehung relativistischer Eﬀekte in die Beschreibung des Elektronengases sei auf die Literatur
[77–79] verwiesen.
32 Eigentlich dürfen in die Minimierung nur sogenannte V -repräsentable Dichten bzw. Spindichtematrizen ein-
bezogen werden, also solche, die sich als Grundzustandsdichten irgendeines Potentials darstellen lassen. Ins-
besondere für die praktische Ausführung der Variation ist es jedoch vorteilhaft, die Klasse der Dichten auf
beliebige hinreichend gutartige Funktionen auszudehnen. Diesbezügliche Verallgemeinerungen des Hohenberg-
Kohn-Theorems ﬁnden sich in der Literatur [80, 81].
2.6 Dichtefunktionaltheorie 31
Hilfe eines Selbstkonsistenz-Schemas zu bestimmen.33 Der Kerngedanke besteht darin, anstel-
le des wechselwirkenden Vielteilchen-Systems ein System unabhängiger Teilchen (im Folgenden
auch Kohn-Sham-Teilchen genannt) in einem effektiven lokalen Einteilchen-Potential zu betrach-
ten. Dieses effektive Potential wird durch die Bedingung, dass das wechselwirkende und das nicht
wechselwirkende System dieselbe Grundzustandsdichte besitzen sollen, fixiert. Darüber hinaus
besteht die Möglichkeit, im Rahmen eines sogenannten verallgemeinerten Kohn-Sham-Schemas
(gKS von generalized Kohn-Sham scheme) [83] ausgewählte Austausch- und Korrelationsanteile
vom Effektivpotential abzuspalten und mittels eines evtl. auch nichtlokalen und orbitalabhängi-








Ausgehend von diesem Ansatz lässt sich die Gesamtenergie des Vielelektronen-Systems wie folgt
aufteilen:





dr Vss′(r)ns′s(r) + EH[nss′ ] + EXC[nss′ ]. (2.108)
Die durch diese Gleichung definierte XC-Energie EXC[nss′ ] enthält sämtliche über die Hartree-
Energie EH[nss′] hinausgehenden Anteile der Elektron-Elektron-Wechselwirkung U [nss′ ] sowie
die Differenz der kinetischen Energien des Systems wechselwirkender (T [nss′]) und unabhängiger
Teilchen (T s[nss′]),
EXC[nss′] = T [nss′]− T s[nss′ ] + U [nss′ ]− EH[nss′ ]. (2.109)
Das Energiefunktional der unabhängigen (verallgemeinerten) Kohn-Sham-Teilchen ist hingegen
durch
Es[nss′] = T



















∣∣∣nss′) das noch unbekannte effektive Potential verkörpert und EsXC[nss′ ]








Die Anwendung des zweiten Hohenberg-Kohn-Theorems sowohl auf das Energiefunktional der























∣∣∣nss′) ξκ(r′s′) = εκ ξκ( rs ) ,
(2.111)
eine Einteilchen-Schrödinger-Gleichung für die fiktiven Kohn-Sham-Teilchen mit den Eigenwerten
33 Die Erweiterung auf spinpolarisierte Systeme wurde durch von Barth und Hedin [76] angegeben.
34 Auch orbitalabhängige Terme können als Dichtefunktionale aufgefasst werden, da der Grundzustand des KS-
Systems nach Hohenberg und Kohn ein Funktional der Dichte ist und im Nichtentartungsfall nur aus einer
einzigen Slater-Determinante besteht.
35 Die Ähnlichkeit von Gl. (2.111) mit der Quasiteilchen-Gleichung (2.74) rechtfertigt die Deutung der verallge-
meinerten Kohn-Sham-Gleichung als Quasiteilchen-Schema mit statischer Selbstenergie.
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∣∣∣nss′) = Vss′(r) + VH(r, [nss′ ]) δss′ + V redXC ( rs rs′ ∣∣∣nss′) . (2.112)






∣∣∣nss′) ist hierbei durch die Variationsableitung der













Für reale Systeme ist jedoch die funktionale Abhängigkeit der XC-Energie von der Dichte un-
bekannt, sodass man an dieser Stelle für praktische Rechnungen auf Näherungen zurückgreifen
muss, von denen ausgewählte im folgenden Abschnitt diskutiert werden (siehe Kap. 2.6.3). Es ist
offensichtlich, dass Gl. (2.111) eine selbstkonsistente Lösung erfordert, da sämtliche die Wech-
selwirkungseffekte repräsentierenden Potentialterme von der Spindichtematrix abhängen, welche





































∣∣∣nss′) ξ( r′s′) (2.115)
mit dem Austausch-Korrelations-Potential VXC = V sXC + V
red
XC . Die Gesamtenergie des wechsel-
wirkenden Systems unterscheidet sich von der Bandstruktur-Energie, also der Gesamtenergie des
Kohn-Sham-Systems, um die Hartree-Energie und Beiträge vom XC-Funktional.
2.6.3 XC-Funktionale
Wie bereits im vorangegangenen Abschnitt erwähnt, müssen für die praktische Anwendbarkeit
des Kohn-Sham-Formalismus adäquate Näherungen für das (reduzierte) Austausch-Korrelations-
Funktional gefunden werden, dessen Abhängigkeit von der Elektronendichte unbekannt ist.
LDA und GGA
Die einfachste Näherung ist die Lokal-Dichte-Approximation (LDA), welche bereits von Kohn
und Sham [82] vorgeschlagen und später auf spinpolarisierte Systeme verallgemeinert wurde [76,
84]. In der LDA wird die XC-Energiedichte ǫXC[nss](r) am Ort r durch die des homogenen
Elektronengases der Dichte nss(r) ersetzt:
ELDAXC [nss′] =
∫





Damit verbleibt lediglich die Bestimmung der XC-Energiedichte des homogenen Elektronenga-
ses ǫhomXC (nss) als Schwierigkeit: In Ermangelung eines analytischen Ausdrucks ist man allerdings
auch hierfür auf Parametrisierungen [85] angewiesen, welche auf Quanten-Monte-Carlo-Simula-
tionen [86] basieren. Für intermediäre Spinpolarisationen müssen diese Resultate darüber hinaus
zwischen dem vollständig polarisierten und dem unpolarisierten Fall interpoliert werden [76, 87].
Ursprünglich für Systeme mit räumlich schwach variierender Elektronendichte konzipiert, wird
die LDA auch für stark inhomogene Elektronengase, wie sie in Halbleitern und Isolatoren oder
auch Molekülen auftreten, erstaunlich erfolgreich angewandt. Generalisierte-Gradienten-Appro-
ximationen (GGA) berücksichtigen dagegen bei der Konstruktion von Näherungen für das XC-
Funktional neben der lokalen Dichte auch den Dichtegradienten. Von solchen semilokalen An-
sätzen verspricht man sich eine Verbesserung gegenüber der LDA bzgl. der Vorhersagekraft für
Grundzustandseigenschaften. Da kein eindeutiger Weg zur Konstruktion eines GGA-Funktionals
existiert, finden verschiedenen Varianten, darunter die besonders prominenten von Perdew und
Wang (PW91) [88, 89] sowie Perdew, Burke und Ernzerhof (PBE) [90], Verwendung.
Hybridfunktionale
Neben den (semi)lokalen Darstellungen des Austausch-Korrelations-Potentials in der LDA (GGA)
können im Rahmen eines verallgemeinerten Kohn-Sham-Schemas auch Hybridfunktionale be-
trachtet werden, welche auf nichtlokale XC-Potentiale führen. Aus der Quantenchemie stammt
die Idee, durch Berücksichtigung eines Fock-Austausch-Beitrags im Funktional eine Verbesserung
der Beschreibung der Grundzustandseigenschaften von molekularen Systemen zu erzielen [91].
Für Anwendungen in der Festkörperphysik erscheint hingegen die Verwendung eines abgeschirm-
ten Austausch-Beitrags anstelle des reinen Fock-Austauschs vorteilhaft.36
Das Hybridfunktional von Heyd, Scuseria und Ernzerhof (HSE03) [92]
EHSE03XC = α
[








basiert auf der teilweisen Ersetzung des kurzreichweitigen Anteils des PBE-Austausch-Funktio-
nals EPBE,srX (µ) durch einen orbitalabhängigen abgeschirmten Austausch-Term,































|r− r′| . (2.118)
Der Beimischungskoeffizient α = 1/4 kann mit störungstheoretischen Argumenten motiviert
werden [93]. Als Abschirmfunktion dient in diesem Fall die komplementäre Gauß’sche Fehler-
funktion37 mit dem Parameter µ = 0.3 Å−1, welcher sowohl für die Eigenschaften von Molekülen
als auch von Festkörpern optimiert wurde.38
36 Die explizite Einbeziehung nichtlokaler Austausch-Terme sollte insbesondere für Systeme mit stark lokalisierten
Elektronen zu Verbesserungen gegenüber der LDA führen.
37 Die Wahl der Abschirmfunktion im HSE03-Funktional ist nicht physikalisch, sondern durch ihre gute nume-
rische Handhabbarkeit begründet. Ein stärker physikalisch motivierter Abschirmmechanismus kommt z.B. im
mit der Thomas-Fermi-Funktion abgeschirmten sX-Funktional [83] (von screened exchange) zum Einsatz.
38 Es hat sich später herausgestellt, dass eigentlich ein Wert von µ = 0.2 Å−1 zu bevorzugen ist. Dieses modiﬁ-
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Über ihre Relevanz im Rahmen der DFT hinaus erlangen die Hybridfunktionale auch für die Be-
stimmung von Anregungseigenschaften wachsende Bedeutung. Im Sinne der Interpretation der
gKS-Gleichung als approximative Quasiteilchen-Gleichung bietet es sich an, die Lösung von Gl.
(2.111) als Startpunkt für die störungstheoretische Behandlung der Quasiteilchen-Gleichung im
Rahmen der G0W0-Approximation zu nutzen [55, 96, 97]. Dies wird insbesondere durch die Beob-
achtung gerechtfertigt, dass der abgeschirmte Austausch-Term des Hybridfunktionals wesentliche
Teile der GW -Selbstenergie (2.84) repräsentiert. Der Parameter α nimmt dabei die Rolle einer in-
versen effektiven Abschirmkonstante ein. Das gKS-Schema lässt sich folglich als approximativer
Selbstkonsistenz-Zyklus für die GWA auffassen, welcher auch Änderungen der Wellenfunktio-
nen berücksichtigt. Vergleichbar motiviert ist der Ansatz, die Quasiteilchen-Energien in G0W0
aufbauend auf einer selbstkonsistenten statischen COHSEX-Rechnung zu bestimmen [98].
LDA/GGA+U
Während LDA und GGA bei der Beschreibung von einfachen sp-Halbleitern trotz ihrer Limitie-
rungen sehr erfolgreich sind, versagen sie für Systeme mit stark lokalisierten d- oder f -Elektronen
in den Valenzbändern zum Teil völlig. Einen im Vergleich zum gKS-Formalismus mit deutlich
geringerem Rechenzeitaufwand verbundenen Weg, dieses Defizit zumindest teilweise zu behe-
ben, offeriert der LDA(GGA)+U -Ansatz: Für stark lokalisierte Elektronen sollten wesentliche
Teile der Elektron-Elektron-Interaktion aus der intraatomaren Wechselwirkung resultieren. Es
bietet sich also an, nur für die Elektronen in den d-Bändern einen über die LDA hinausgehenden
intraatomaren Term in das Energie-Funktional einzubeziehen.






















angenommen. In dieser Gleichung repräsentiert der Hubbard-Parameter U das sphärische Mit-
tel der intraatomaren Coulomb-Abstoßung, während der Parameter J die ebenfalls sphärisch
gemittelte Austausch-Wechselwirkung zwischen spinparallelen Elektronen beschreibt. Die Beset-
zungszahl-Operatoren der d-Zustände nˆmdi ergeben sich hierbei aus den Diagonalelementen der
zugehörigen Dichtematrix nˆmdidj = aˆ
m
dj
†aˆmdi , wobei der Index di die Bahndrehimpuls-Projektionen
der d-Zustände durchläuft.
In der Literatur existieren verschiedene Vorschläge zur Einbeziehung der d-d-Wechselwirkung in
das LDA-Energie-Funktional [102–104]; in dieser Arbeit wird der Ansatz von Dudarev et al. [105]
verfolgt:
















zierte Funktional wird als HSE06 bezeichnet [94]. In den Grenzfällen µ → 0 bzw. µ → ∞ geht HSE03 in die
Funktionale PBE0 [95] bzw. PBE [90] über.
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− U − J
2
(2nmdidj − δdidj ). (2.121)
Es entsteht also ein zusätzlicher orbitalabhängiger Potentialterm mit dem formalen Charakter
eines abgeschirmten Austausches, da nur Elektronen derselben Spinprojektion einen Beitrag lie-
fern. Des Weiteren ist bemerkenswert, dass in der Formulierung von Dudarev et al. nur die
Differenz U − J in das Energiefunktional bzw. das daraus abgeleitete Potential einfließt.39
Das zentrale Problem der LDA+U -Methode besteht in der Bestimmung des effektiven Wertes
für U und J , für dessen Berechnung verschiedene Wege vorgeschlagen wurden. Oft werden U
und J allerdings auch als freie Parameter des Funktionals betrachtet. Dementsprechend erweist
sich die Wahl der Wechselwirkungsparameter als bedeutende Schwierigkeit bei der Verwendung
der LDA+U -Bandstruktur als Startpunkt für GW -Rechnungen [106–108].
2.6.4 Anregungseigenschaften
Die Dichtefunktionaltheorie ist ihrer Natur nach eigentlich nur zur Bestimmung von Grund-
zustandseigenschaften geeignet. Insbesondere die Interpretation der Kohn-Sham-Zustände als
Einteilchen-Anregungszustände des Festkörpers entbehrt einer direkten physikalischen Begrün-
dung. Nichtsdestotrotz werden im Kohn-Sham-Formalismus berechnete Bandstrukturen häufig
erfolgreich zur Erklärung grundlegender Strukturen des Anregungsspektrums herangezogen. Eine
teilweise Rechtfertigung erfährt diese Vorgehensweise durch die Beobachtung, dass sich die (ver-
allgemeinerte) Kohn-Sham-Gleichung und die Quasiteilchen-Gleichung stark ähneln (vgl. Kap.
2.6.3).
Typisch für Kohn-Sham-Bandstrukturen ist jedoch die oft drastische Unterschätzung des Quasi-











und somit durch die Gesamtenergien des N -, (N + 1)- und (N − 1)-Teilchen-Grundzustands
bestimmt ist.40 Die Differenz zwischen wahrem Quasiteilchen-Gap und Kohn-Sham-Bandlücke
EKSg ist für nichtmetallische Materialien durch die Diskontinuität der Ableitung des Austausch-
















Um zwischen jenen Fehlern, welche im Kohn-Sham-Gap durch Näherungen an das wahre XC-
Funktional (z.B. im Rahmen der LDA) induziert werden, und solchen, die Folge der Vernach-
lässigung der Diskontinuität sind, zu diskriminieren, kann die aus der Dyson-Gleichung (2.40)
39 Aufgrund dessen sind alle in dieser Arbeit angegebenen Werte für U auch ohne zusätzliche Kennzeichnung als
Werte für die Diﬀerenz U − J zu verstehen.
40 Im Rahmen der ∆SCF-Methode (von self-consistent field) kann das Gap nach Gl. (2.122) ermittelt werden,
alle anderen Eigenschaften des Anregungsspektrums bleiben aber unzugänglich.
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herangezogen werden, welche eine Beziehung zwischen Dichtefunktionaltheorie und Vielteilchen-
Störungstheorie herstellt. Hierbei ist G0 die Green-Funktion unabhängiger Kohn-Sham-Teil-















. Mit Hilfe dieser Bestimmungsgleichung für das exakte XC-Potential und der zusätz-
lichen Näherung der Selbstenergie in GWA konnte gezeigt werden [111, 112], dass in vielen
Systemen wesentliche Beiträge zum wahren Quasiteilchen-Gap aus der Diskontinuität des XC-
Potentials resultieren. Im Unterschied dazu enthalten mittels eines gKS-Schemas konstruierte Po-
tentiale bereits einen Teil der Diskontinuität [83] und können somit im Vergleich zum klassischen
Kohn-Sham-Formalismus auf größere Bandlücken führen [55].
3 Bethe-Salpeter-Gleichung




Zentrales Ziel dieser Arbeit ist die Berechnung optischer Absorptionsspektren magnetischer Ma-
terialien unter Einbeziehung exzitonischer Effekte. Ein seit den 60-er Jahren des 20. Jahrhunderts
etablierter [6, 35] und äußerst erfolgreicher Weg [7–9, 113, 114], die optischen Eigenschaften von
Festkörpern zu bestimmen, besteht in der Lösung der Bethe-Salpeter-Gleichung. Jedoch wurde
diese Methode bisher nur auf nichtmagnetische und somit spinunpolarisierte Materialien ange-
wandt. Das wichtigste Ziel dieses Kapitels ist es deshalb, die bekannte Ableitung des Formalismus
zur Lösung der BSE auf spinpolarisierte Systeme zu erweitern und die sich ergebenden Impli-
kationen zu diskutieren. Mit Hilfe der erhaltenen Gleichungen werden in Kap. 5 und Kap. 6.3
die optischen Absorptionseigenschaften einer Reihe antiferromagnetischer Übergangsmetalloxide
sowie des ferromagnetischen Isolators CrBr3 untersucht.
Darüber hinaus sollen in der hier dargestellten Ableitung der BSE die Probleme angesprochen
werden, welche sich aus der Berücksichtigung nichttrivialer Besetzungszahlfaktoren ergeben. Als
konkrete Anwendungsfälle hierfür sind eine thermische Besetzung oder auch eine Teilbesetzung
von Leitungsbändern, welche beispielsweise durch den Eintrag zusätzlicher Ladungsträger in das
Material zustande kommt, denkbar. Dieser Teilaspekt soll jedoch nicht im Fokus der Aufmerk-
samkeit stehen. Es wird lediglich auf die betreffenden Modifikationen in den Gleichungen hin-
gewiesen. Weitere mit diesem Problemkreis in Zusammenhang stehende Untersuchungen, insbe-
sondere insofern sie numerische Simulationen für konkrete Materialien betreffen, sind gemeinsam
mit André Schleife ausgeführt worden. Sie sind aber nicht Gegenstand dieser Arbeit.
Der dritte Abschnitt dieses Kapitels beschäftigt sich mit der numerischen Berechnung der gewon-
nenen analytischen Ausdrücke. Die Lösung der BSE erfordert im Prinzip die kubisch mit dem
Rang skalierende Diagonalisierung einer Hamilton’schen Matrix, deren Dimension in der Größen-
ordnung 105 . . . 106 liegt. Von nicht zu unterschätzender Bedeutung ist hierbei eine der jeweiligen
konkreten Fragestellung angepasste numerische Umsetzung, da eine direkte Diagonalisierung so
großer Matrizen mit den heutigen rechentechnischen Gegebenheiten nicht möglich ist: Ist man
allein am optischen Spektrum und nicht an einzelnen Anregungsenergien oder Oszillatorstärken
interessiert, reduziert die quadratisch mit dem Rang der Matrix skalierende Zeitentwicklungs-
methode von Schmidt et al. [115] den numerischen Aufwand erheblich. Liegt der Fokus dagegen
auf den Eigenschaften isolierter gebundener Exzitonen-Zustände, so erweist sich die Verwendung
einer iterativen Diagonalisierung als vorteilhaft [209]. Für beide Verfahren werden die Verallge-
meinerungen hinsichtlich des hier erweiterten Formalismus angegeben.
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Schließlich soll noch ein weiterer numerischer Aspekt diskutiert werden: In der Exzitonen-Theorie
unterscheidet man zwischen stark gebundenen Frenkel-Exzitonen [116, 117], die ihren Ursprung
in flachen Bändern haben und im Ortsraum stark lokalisiert sind, und Wannier-Mott-Exzitonen
[118, 119] mit geringeren Bindungsenergien und Ortsraumausdehnungen, die bis zu ∼ 100 Å
erreichen können. Letztere sind infolgedessen im k-Raum so stark lokalisiert, dass nur Übergänge
aus kleinen Bereichen der Brillouin-Zone zur Ausbildung der gebundenen Zustände beitragen.
Der letzte Abschnitt dieses Kapitels beschäftigt sich daher mit problemangepassten k-Raum-
Sampling-Techniken, die Wannier-Mott-artige Exzitonen in realen Materialien einer numerisch
effizienten Beschreibung zugänglich machen. Die Resultate der Abschnitte 3.3.2 und 3.4 sind
Ergebnis der gemeinsamen Arbeit mit Frank Fuchs.
3.1 Bethe-Salpeter-Gleichung als Eigenwertproblem
Der übliche Weg zur Lösung der BSE besteht in der Transformation der inhomogenen Integral-
gleichung (2.62) in ein Eigenwertproblem, dessen Lösung die Spektraldarstellung der Polarisati-
onsfunktion determiniert [6]. Dieser Ansatz wird auch hier verfolgt und im Hinblick auf die sich
aus den eingangs erwähnten Erweiterungen ergebenden Konsequenzen diskutiert.
3.1.1 Bloch-Darstellung
Bloch-Darstellung der Bethe-Salpeter-Gleichung
Zunächst wird die Bethe-Salpeter-Gleichung der makroskopischen Vierpunkt-Polarisationsfunk-
tion (2.62) mit dem Kern (2.103) in statischer Näherung unter Zuhilfenahme der Bloch-Wellen-








































∣∣∣P¯ (ζl)∣∣∣ λ′2m′2 λ2m2
〉
. (3.1)
Setzt man die durch Gl. (2.98) gegebene Bloch-Darstellung der Polarisationsfunktion unabhän-


































∣∣∣P¯ (ζl)∣∣∣ λ′2m′2 λ2m2
〉 . (3.2)
1 Für die Behandlung der Vierpunkt-Funktion als Matrix ist eine gegenüber der ursprünglichen Darstellung
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Bloch-Darstellung und Symmetrien des Kerns
Bevor mit der Ableitung des Eigenwertproblems fortgefahren wird, ist es lohnenswert, einige
grundlegende Eigenschaften des Integralkerns zu vermerken, die später benötigt werden. Die
































Aufgrund der berücksichtigten kollinearen Spinpolarisation sind die Matrixelemente der abge-
schirmten (W ) und nackten (v¯) Coulomb-Wechselwirkung spinabhängig. Dieser Effekt wird al-
lein durch die parametrische Abhängigkeit des Ortsanteils der Wellenfunktionen (2.64) von der
Quantenzahl der Spinprojektion induziert. Die eigentlichen Potentiale haben keinerlei Spinor-
Charakter. Mit anderen Worten ausgedrückt, trägt die Spinabhängigkeit der Matrixelemente
der jetzt zugelassenen unterschiedlichen räumlichen Lokalisation von up- und down-Elektronen
Rechnung.
Wie auch im nichtmagnetischen Fall lassen sich mit Hilfe der Symmetrien der Potentiale bzgl. der

























wegen W (r r′) =W (r′ r).
(3.4)
3.1.2 Diskussion der Besetzungszahlfaktoren
Ausschluss nicht zur Polarisationsfunktion beitragender Übergänge
Um Informationen darüber zu erhalten, welche Übergänge |λ1m1〉 → |λ′1m′1〉 überhaupt Beiträge









































δλ1λ′2 δm1m′2 δλ2λ′1 δm2m′1 . (3.5)
2 Die Symmetrie des nackten Coulomb-Potentials wird unmittelbar anhand der Deﬁnition (2.12) klar. Für das
abgeschirmte Potential zeigt man die Invarianz gegenüber der Vertauschung der Ortsargumente mit Hilfe der










v(4− 2) sowie der aus Gl. (2.42) ersichtlichen
Symmetrie der Dichtekorrelationsfunktion.
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Man erkennt, dass im Fall fm1λ1 − f
m′1
λ′1









∣∣∣P (ζl)∣∣∣ λ′2m′2 λ2m2
〉
≡ 0 (3.6)
gegeben ist [14].3 Für alle weiteren Untersuchungen genügt es daher, sich auf den Unterraum zu
beschränken, welcher durch fm1λ1 − f
m′1
λ′1
6= 0 und fm′2
λ′2
− fm2λ2 6= 0 definiert wird.














δλ1λ2 δm1m2 δλ′1λ′2 δm′1m′2 (3.7)
































Das letzte Gleichheitszeichen in dieser Definition impliziert die Forderung, dass hier nur Systeme
betrachtet werden sollen, deren Besetzung mit zunehmender Energie der Zustände abnimmt.
Alle Phänomene, die mit einer Besetzungsinversion zusammenhängen, werden folglich explizit
ausgeschlossen.
Das einfachste denkbare Beispiel für eine mit steigender Energie abnehmende Besetzung von
Zuständen ist eine thermische Verteilung gemäß der Fermi-Funktion. Die durch endliche Tem-
peraturen induzierten Effekte auf die Besetzungszahlen sollten jedoch für undotierte Halbleiter
und Isolatoren vernachlässigbar klein sein, da die fundamentalen Bandlücken typischerweise sehr
viel größer als die thermische Verbreiterung der Fermi-Funktion kT sind, welche bei Zimmertem-
peratur ungefähr 25 meV beträgt. Jedoch kann es aufgrund von Defekten in der Probe oder
durch experimentell bedingten Ladungsträgereintrag zu einer teilweisen Besetzung der nied-
rigsten Leitungsbänder eines Halbleiters kommen. In dieser Situation bewirkt das Pauli’sche
Ausschließungsprinzip, dass keine Übergänge aus den Valenzbändern in die nun besetzten Lei-
tungszustände mehr möglich sind, andererseits jedoch neue Anregungen aus den besetzten in
die leeren Leitungsbänder hinzukommen.5 In diesem Zusammenhang sind auch die Phänomene
des Mott-Übergangs, also des Verschwindens exzitonischer Absorptionspeaks an der Kante des
optischen Spektrums mit zunehmender Ladungsträgerkonzentration, und des Mahan-Exzitons,
der Ausbildung exzitonenartiger Zustände in der Umgebung der neu entstandenen Fermi-Kante
im teilbesetzten Leitungsband, zu nennen (siehe [120] und die dort genannten Referenzen).




6= 0 ist die Matrix F d nichtsingulär und mithin (F d)−1 definiert. Durch die Ein-





− fm2λ2 = 0 folgt aus der ebenfalls möglichen Darstellung der BSE durch eine Gleichung der Form
P¯ (ζl) = P0(ζl) + P¯ (ζl) Ξ¯P0(ζl).
4 Im Folgenden werden alle diagonalen Operatoren durch den Index d gekennzeichnet.
5 Darüber hinaus beeinﬂussen die zusätzlichen Elektronen die Abschirmung der Coulomb-Wechselwirkung im
Material. Streng genommen ändert sich infolgedessen auch das Matrixelement von W im Kern der Bethe-
Salpeter-Gleichung sowie in der Selbstenergie der Quasiteilchen-Gleichung.
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∣∣∣ δλ1λ2 δm1m2 δλ′1λ′2 δm′1m′2 (3.9c)
gelangt man zu einer übersichtlichen Matrixgleichung für die Polarisationsfunktion:(
F dHd − ~ζl 1
)
P¯ (ζl) + F
dBd Ξ¯ P¯ (ζl) = −F dBd. (3.10)
Symmetrisierung bezüglich der Besetzungszahlen
An diesem Punkt erweist es sich als vorteilhaft, die Bethe-Salpeter-Gleichung bzgl. der Beset-





Bd definiert und dieser Ausdruck in Gl. (3.10) eingesetzt:(








Bd = −F dBd. (3.11)























Bd aufgrund seiner Definition nichtsingulär ist, kann man auch(








P˜ (ζl) = −F d (3.13)
schreiben. Letztendlich erhält man eine neue Bethe-Salpeter-Gleichung,
(F dHh − ~ζl 1) P˜ (ζl) = −F d, (3.14)









∣∣∣ δλ1λ2 δm1m2 δλ′1λ′2 δm′1m′2
+
√∣∣∣fm1λ1 − fm′1λ′1




Im Weiteren soll vorausgesetzt werden, dass Hh positiv definit ist.8 Diese physikalisch wohlbe-
gründete Annahme ist gleichbedeutend mit der Forderung, dass die Anregungsenergien unabhän-
giger Elektron-Loch-Paare sehr viel größer sein sollen als die Matrixelemente der Wechselwirkung,∣∣∣Em1λ1 − Em′1λ′1
∣∣∣ ≫ ∣∣∣〈 λ1m1 λ′1m′1
∣∣∣Ξ¯∣∣∣ λ2m2 λ′2m′2
〉∣∣∣. Diese Behauptung wird durch die Tatsache untermauert,
6 Aufgrund der positiven Deﬁnitheit von Bd ist
√
Bd wohldeﬁniert.
7 Die Hermitezität von Hh ist eine Konsequenz der Symmetrien des Kerns (vgl. Gl. (3.4)).
8 Eine hinreichende Bedingung für diese Annahme wurde von Zimmermann [121] abgeleitet.
42 3 Bethe-Salpeter-Gleichung
dass die experimentell beobachteten Exzitonen-Bindungsenergien stets kleiner als die Bandlücke
sind.9
3.1.3 Lösung der Bethe-Salpeter-Gleichung
Eigenwertproblem
Um eine Spektraldarstellung der Polarisationsfunktion in Gl. (3.14) zu erhalten, ist nach der
Theorie der Green’schen Funktionen die Lösung des nichthermiteschen Eigenwertproblems10 für
den sogenannten exzitonischen Hamilton-Operator F dHh
F dHh |ΦΛ〉 = EΛ |ΦΛ〉 (3.16)
erforderlich, dessen Eigenwerte EΛ und Eigenfunktionen |ΦΛ〉 exzitonische Anregungszustände
charakterisieren. Trotz der Nichthermitezität des Operators sind die Eigenwerte dieser Gleichung
aufgrund der Forderung nach positiver Definitheit für Hh reell. Dabei handelt es sich um eine
Eigenschaft aller nichthermiteschen Operatoren, die in ein Produkt aus zwei hermiteschen Ope-
ratoren zerfallen, von denen mindestens einer positiv definit ist. In diesem Fall lässt sich das
nichthermitesche Eigenwertproblem auf ein hermitesches Eigenwertproblem transformieren, das







Hh |ΦΛ〉) = EΛ(
√
Hh |ΦΛ〉). (3.17)
Eine solche Darstellung ist jedoch hauptsächlich von theoretischem Interesse, da in praktischen





nicht durchführbar ist. Deswegen soll in dieser Arbeit ein anderer Weg beschritten werden.
Anstelle des normalen Eigenwertproblems des nichthermiteschen Operators F dHh wird das ver-
allgemeinerte Eigenwertproblem des hermiteschen11 Operators HhF dHh mit der positiv definiten
Überlappmatrix Hh betrachtet:
HhF dHh |ΦΛ〉 = EΛHh |ΦΛ〉 . (3.18)
Es ist zu bemerken, dass die beiden Eigenwertgleichungen (3.16) und (3.18) auf dieselben Eigen-
werte und Rechtseigenvektoren führen. Die Eigenzustände |ΦΛ〉 des verallgemeinerten Problems
werden aus praktischen Gründen nicht auf Eins sondern auf den Betrag des zugeordneten Eigen-
wertes |EΛ| normiert:





9 Träfe dies nicht zu, wäre das physikalische System instabil gegenüber der Ausbildung von Exzitonen und es
käme zum Auftreten exzitonischer Phasen, die aber nicht beobachtet werden [14].
10 Im Gegensatz zuHh selbst ist der OperatorHnh := F dHh nichthermitesch, denn es gilt: (F dHh)† = Hh†F d† =
HhF d 6= F dHh.
11 Die Hermitezität folgt aus (HhF dHh)† = Hh†F d†Hh† = HhF dHh.
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Spektraldarstellung der Polarisationsfunktion
Durch Lösung des Eigenwertproblems (3.18) erhält man die Spektraldarstellung des nichthermi-






Multipliziert man darüber hinaus die BSE (3.14) rechtsseitig mit Hh, (F dHh−~ζl 1) P˜ (ζl)Hh =




h = − F
dHh








Da die Matrix Hh regulär ist, liefert diese Beziehung auch die Spektraldarstellung von P˜ (ζl):







Schließlich folgt durch Rücktransformation mit
√
Bd die Spektraldarstellung der Polarisations-
































Die makroskopische dielektrische Funktion im optischen Grenzfall ergibt sich unter Zuhilfenahme
der Gln. (2.59), (2.89) und (2.93) sofort aus der Spektraldarstellung der Polarisationsfunktion,





















EΛ − ~(ω + iγ) .
(3.24)
An dieser Stelle empfiehlt es sich, ein weiteres Mal die Symmetrie des BSE-Kerns (3.4) auszu-













∣∣∣F dHh∣∣∣ λ′2m′2 λ2m2
〉
(3.25)
impliziert. Mit Hilfe dieser Relation kann man zeigen, dass zu jedem positiven Eigenwert ein















für EΛ′ = −EΛ (3.26)
12 In die hier angegebene Formel gliedern sich die anfangs ausgeschlossenen Übergänge, die auf P (ζl) ≡ 0 führen,
mühelos wieder ein.
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gilt. Damit ist es möglich, sich bei der Bestimmung der dielektrischen Funktion auf positive
Eigenwerte beschränken,





















EΛ − β ~(ω + iγ) .
(3.27)
Dieser allgemeine Ausdruck berücksichtigt sowohl nichttriviale Besetzungszahlfaktoren als auch
Spinpolarisation. Er soll als Grundlage aller weiteren Betrachtungen dienen.
3.1.4 Exzitonischer Hamilton-Operator
Beschränkung auf Halbleiter und Isolatoren bei T =0
Im Folgenden werden die Konsequenzen nichttrivialer Besetzungen der Bänder außer Acht ge-
lassen. Im Grenzfall T → 0 geht die Fermi-Funktion in die Heaviside-Funktion über, f(~ω) →
Θ(µ − ~ω), und man kann sich bei der Untersuchung von Halbleitern und Isolatoren auf voll-
ständig gefüllte Valenzbänder v und leere Leitungsbänder c beschränken. Die Spin- und die
Impulsauswahlregel (2.91) und (2.92) bedingen außerdem, dass für die optische Absorption nur
Übergänge mit mc = mv bzw. kc = kv eine Rolle spielen, da in allen anderen Fällen die optischen
Matrixelemente Mmλλ′(qˆ) identisch Null sind. Aus Gründen, die im folgenden Abschnitt deutlich
werden, soll hier aber noch zwischen mc und mv unterschieden werden. Ein optischer Übergang
kann also durch die Angabe des Vektors
∣∣∣ ckmc vkmv 〉 vollständig charakterisiert werden.
Der volle exzitonische Hamilton-Operator zerfällt in dieser Darstellung in den resonanten Anteil
Hres, der die Übergänge mit positiver Energie beschreibt, den antiresonanten Anteil Hares, der
die Übergänge bei negativen Energien umfasst, sowie die durch Ξ¯ gegebenen Kopplungsterme






































∣∣∣v¯∣∣∣ c′k′m′c v′k′m′c 〉
(3.29)
gegeben, wobei sich die Matrixelemente der abgeschirmten und nackten Coulomb-Wechselwir-
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der reziproken Gittervektoren symmetrisiert.
Tamm-Dancoff-Approximation
Es ist gängige Praxis, im Hamilton-Operator (3.28) die Kopplungsterme zwischen resonantem

















Diese sogenannte Tamm-Dancoff-Approximation (TDA) reduziert zunächst den Rang der zu dia-
gonalisierenden Matrix um einen Faktor zwei, da man sich auf die Lösung des Eigenwertproblems
Hres |AΛ〉 = EΛ |AΛ〉 (3.33)
beschränken kann. Darüber hinaus wird der Hamilton-Operator durch die Entkopplung hermi-
tesch. Aufgrund der Relation Hares = −Hres∗ determiniert das resultierende Eigenfunktionensys-
tem |AΛ〉 zugleich auch die Eigenwerte und -vektoren des antiresonanten Beitrags. In der Tamm-
Dancoff-Näherung ist die dielektrische Funktion folglich durch




















EΛ − β ~(ω + iγ) (3.34)
gegeben. Die Summe über Λ umfasst hierbei offensichtlich nur noch positive Eigenwerte.
Typischerweise wird beobachtet, dass die TDA bei der Berechnung der optischen Absorption von
Halbleitern und einfachen Molekülen eine sehr gute Näherung darstellt [37, 67, 69], während die
Bestimmung der Energieverlustfunktion die Einbeziehung der Kopplungsterme erfordert [122].
In jüngster Vergangenheit zeigte sich jedoch, dass diese Approximation zumindest für organi-
sche Moleküle überdacht werden muss [123, 124]. Zur Rechtfertigung der TDA wird oftmals
das Argument herangezogen, dass aufgrund der im Vergleich zur Bandlücke kleinen Exzitonen-
Bindungsenergien die Elektron-Loch-Paare und Elektron-Loch-Antipaare energetisch wohl sepa-
riert sind und die Kopplung zwischen ihnen deshalb vernachlässigbar ist. Wie noch zu zeigen ist
(siehe Kap. 5.2), treten im Anregungsspektrum der in dieser Arbeit untersuchten Übergangs-
metalloxide stark gebundene exzitonische Zustände auf, sodass die Validität der Tamm-Dancoff-
Approximation für diese Materialien neu zu prüfen ist.
46 3 Bethe-Salpeter-Gleichung
3.2 Spinpolarisation
3.2.1 Beiträge zum optischen Absorptionsspektrum
Wie bereits vermerkt wurde (siehe Kap. 3.1.4), treten im optischen Absorptionsspektrum auf-
grund der Auswahlregeln nur Übergänge in Erscheinung, bei denen die Spinquantenzahl in Lei-
tungs- und Valenzband erhalten ist, mc = mv. Die Absorption eines Photons kann im Rahmen
des kollinearen Magnetismus also nicht mit einem Spinumklapp-Prozess in Verbindung gebracht
werden.
An dieser Stelle erweist sich die Untersuchung der Spinstruktur des Operators F dHh (bzw. hier
seines resonanten Anteils Hres) als aufschlussreich. Im Spinraum – alle anderen Quantenzah-























v−W ↑↑+v¯↑↑ 0 0 v¯↑↓




















Formal unterscheidet sich diese Matrix von ihrem Analogon für nichtmagnetische Systeme [69]
nur durch die explizite Abhängigkeit ihrer Elemente von den Spinquantenzahlen, was jedoch
wichtige Konsequenzen nach sich zieht: Solange die Matrixelemente selbst nämlich für alle Spin-
projektionen gleich sind, kann man den Hamilton-Operator durch Einführung der Singulett- und
Triplett-Funktionen des Elektron-Loch-Paarspins im Spinraum diagonalisieren [14]:(
Ec−Ev−W+v¯ 0 0 v¯
0 Ec−Ev−W 0 0
0 0 Ec−Ev−W 0




Ec−Ev−W+2v¯ 0 0 0
0 Ec−Ev−W 0 0
0 0 Ec−Ev−W 0
0 0 0 Ec−Ev−W
)
. (3.36)
Da sich zeigen lässt [14], dass lediglich der Singulett-Anteil Ec−Ev −W +2v¯ zum Absorptions-
spektrum beiträgt, kann auf diesem Weg eine Reduktion des Rangs des Hamilton-Operators um
einen Faktor vier erreicht werden. In spinpolarisierten Systemen erreicht man durch eine ent-
sprechende Transformation keine Verbesserung [206], da die Paarspin-Quantenzahl nicht länger
wohldefiniert ist.
Allerdings zeigt Gl. (3.35) auch, dass die optisch relevanten Übergänge mit m = mc = mv eine
vom Rest des Operators entkoppelte Submatrix bilden. Infolgedessen genügt es, sich bei der








∣∣∣Hres∣∣∣ c′k′m′ v′k′m′ 〉〈 c′k′m′ v′k′m′ ∣∣∣AΛ〉 = EΛ 〈 ckm vkm ∣∣∣AΛ〉 . (3.37)
Im Vergleich zum spinunpolarisierten Fall hat sich das zu lösende Eigenwertproblem also lediglich
um einen Faktor zwei im Rang vergrößert.
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3.2.2 Optisch verbotene Spinflip-Übergänge
Der Hamilton-Operator (3.35) enthält neben den soeben diskutierten Beiträgen auch Übergänge,
welche mit Spinumklapp-Anregungen verbunden sind. Diese werden lediglich durch die Matrix-
elemente von W bestimmt, die durch v¯ induzierten Lokalfeldeffekte haben keinerlei Einfluss.
Auch die über die Tamm-Dancoff-Näherung hinausgehenden Kopplungsterme verschwinden in-
folge der Spinauswahlregel für die Bloch-Integrale identisch. Die zu lösende Eigenwertgleichung








∣∣∣Hres∣∣∣ c′k′m v′k′−m〉〈 c′k′m v′k′−m ∣∣∣AΛ〉 = EΛ 〈 ckm vk−m ∣∣∣AΛ〉 mit m =↑, ↓ . (3.38)
Auch wenn solche Anregungen im Fall von ideal kollinearem Magnetismus optisch verboten sind,
muss dies in realen Systemen nicht streng gelten, da diese stets auch der Spin-Bahn-Kopplung
unterliegen, welche die Spinauswahlregel aufweicht. Es sind also besonders für Festkörper mit
schweren Atomen schwache Absorptionslinien im Spektrum denkbar, deren Anregungsenergien
in erster Näherung durch obiges Eigenwertproblem beschrieben werden.
3.3 Numerische Methoden
Im Prinzip erfordert die Lösung der Bethe-Salpeter-Gleichung die Bestimmung des Spektrums
des Hamilton-Operators F dHh und somit die Diagonalisierung der entsprechenden Matrix. Der
Rang dieser Matrix N = 2NcNvNk (mit Nc, Nv, Nk der Anzahl von Leitungs- und Valenzbän-
dern sowie k-Punkten und dem Faktor 2 für spinpolarisierte Systeme) erreicht auch für einfache
Volumenhalbleiter leicht die Größenordnung 105 . . . 106. Die Anwendung eines O(N3)-skalieren-
den Diagonalisierungsverfahrens kommt bei den heutigen rechentechnischen Möglichkeiten nicht
infrage.13 Sowohl zur Berechnung des optischen Spektrums als auch der niedrigsten exzitoni-
schen Zustände existieren jedoch O(N2)-skalierende Methoden, deren über die Tamm-Dancoff-
Approximation hinausgehende Verallgemeinerungen hier angegeben werden.
3.3.1 Spektrum
Schmidt et al. [67, 115, 125] konnten zeigen, dass das Eigenwertproblem des hermiteschen exzito-
nischen Hamilton-Operators in der Tamm-Dancoff-Näherung auf ein Anfangswertproblem umge-
schrieben werden kann, dessen Lösung die dielektrische Funktion vollständig determiniert. Diese
sogenannte Zeitentwicklungsmethode skaliert im Gegensatz zur Diagonalisierung quadratisch mit
der Zahl der Paar-Zustände. Allerdings sind im Rahmen dieses Ansatzes keine Eigenwerte und
Oszillatorstärken ermittelbar.14
13 Es sei angemerkt, dass schon die Berechnung des Hamilton-Operators selbst und hierbei insbesondere die Be-
stimmung der Bloch-Integrale, welche die Wechselwirkungsmatrixelemente dominieren, mit erheblichem nu-
merischen Aufwand verbunden ist. Noch rechenzeitintensiver gestaltet sich die Ermittelung der Quasiteilchen-
Energien für die oft erforderliche große Zahl symmetrie-inäquivalenter k-Punkte.
14 Die einzige Ausnahme hiervon bilden nicht entartete, isolierte, optische erlaubte Anregungen, deren Eigenwert
und Oszillatorstärke aus dem zugeordneten Peak im Absorptionsspektrum abgelesen werden kann.
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Die Methode lässt sich auch auf das nichthermitesche Eigenwertproblem des Operators F dHh
anwenden. Um dies zu sehen, schreibt man Gl. (3.24) unter Beachtung von
√∣∣fmλ − fmλ′ ∣∣ = 1
etwas um,








EΛ − ~(ω + iγ) |ΦΛ〉 〈ΦΛ|M(qˆ)〉 . (3.39)
Der Vektor |M(qˆ)〉 umfasst hier die optischen Matrixelemente Mmnn′k(qˆ) aller Paar-Zustände.
Durch Einsetzen der Lösung des Eigenwertproblems (3.16) und unter Verwendung der Spektral-
darstellung von F d folgt















F dHh − ~(ω + iγ) F
d |M(qˆ)〉 .
(3.40)
Der so erhaltene Ausdruck lässt sich mittels eines Zeitintegrals darstellen,



















dt ei(ω+iγ)t 〈M(qˆ)|µ(t)〉 .
(3.41)
Der zeitabhängige Vektor |µ(t)〉 = e− i~ (F dHh)t F d |M(qˆ)〉 ist hierbei durch die Lösung des An-





|µ(t)〉 = F dHh |µ(t)〉 mit |µ(0)〉 = F d |M(qˆ)〉 . (3.42)
3.3.2 Gebundene Zustände
Besonderes Interesse gilt bei der Untersuchung exzitonischer Anregungen den gebundenen Zu-
ständen unterhalb der Absorptionskante. Die Anzahl dieser Zustände (n . 100) ist sehr viel
kleiner als der Rang der exzitonischen Matrix.15 Es bietet sich daher an, zur Bestimmung ihrer
Eigenwerte und Oszillatorstärken (bzw. Eigenfunktionen) iterative Diagonalisierungsschemata
zu verwenden [96, 209]. Ein solches iteratives Verfahren offeriert beispielsweise das Schema von
Kalkreuter und Simma (KS-CG) [126], welches im Wesentlichen wie O(N2) skaliert. Es basiert




15 Das reine Wannier-Mott-Problem besitzt im Prinzip unendlich viele gebundene Zustände. Infolge der für die
numerische Lösung des Eigenwertproblems notwendigen Diskretisierung kann jedoch nur eine endliche Zahl
von diesen aufgelöst werden.
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für einen hermiteschen Operator (in diesem Fall Hres) mittels eines Konjugierte-Gradienten-
Verfahrens (CG von conjugate gradient). Die n kleinsten Eigenwerte {EΛ : Λ = 1, . . . , n} des
Operators ergeben sich durch sukzessive Minimierung des Ritz-Funktionals über das ortho-
gonale Komplement des von den schon bestimmten Eigenvektoren aufgespannten Unterraums
span(Φ1, . . . ,ΦΛ−1),
EΛ = R[ΦΛ] = min
{φ : φ⊥span(Φ1,...,ΦΛ−1)}
R[φ]. (3.44)
Um Fehlerfortpflanzungen zu vermeiden bzw. zu reduzieren, die dadurch induziert werden, dass
die Suchvektoren für die Eigenfunktionen zu höheren Eigenwerten orthogonal zu den schon be-
stimmten Eigenvektoren gewählt werden, wird bis zum Erreichen des Konvergenzkriteriums (siehe
Ref. [126]) nach jedem Durchlaufen des CG-Schemas eine Diagonalisierung von Hres im Unter-
raum span(Φ1, . . . ,Φn) vorgenommen.16
Das KS-CG-Verfahren ist eigentlich nur für hermitesche Eigenwertprobleme konzipiert und somit
nicht direkt auf den Operator F dHh anwendbar. An diesem Punkt zahlt sich jedoch die Umschrift




führt. Mit anderen Worten ausgedrückt, fungiert die positiv definite Matrix Hh (vgl. Kap. 3.1.2)
als nichttriviales Skalarprodukt bzgl. dessen der Operator F dHh hermitesch ist. Unter diesem
Blickwinkel betrachtet, lässt sich der in Ref. [126] detailliert dargestellte Algorithmus verallge-
meinern, indem man statt des kanonischen ein beliebiges (durch eine positiv definite hermitesche
Matrix gegebenes) Skalarprodukt verwendet.
Die gebundenen Zustände des Exzitonen-Problems werden jedoch nicht durch die niedrigsten,
sondern durch die betragskleinsten Eigenwerte des Operators F dHh bestimmt, sodass eine Mi-
nimierung des Funktionals (3.45) nicht zum Ziel führt. Einen Ausweg bietet die Methode des
gefalteten Spektrums (FSM von folded-spectrum method) [127]:17 Es sei eine Matrix M mit den
Eigenwerten εi und den Eigenvektoren |vi〉 gegeben. Dann folgt unmittelbar, dass die um die
Referenzenergie E0 verschobene und quadrierte Matrix (M − E0)2 dieselben Eigenfunktionen
wie M besitzt, die nun allerdings zum Eigenwert (εi − E0)2 gehören,
M |vi〉 = εi |vi〉 ⇒ (M − E0)2 |vi〉 = (εi − E0)2 |vi〉 . (3.46)
Diese Tatsache kann man sich bei der Konstruktion des Ritz-Funktionals zunutze machen:
R[φ] =
〈φ|Hh(F dHh − E0)2 |φ〉
〈φ|Hh |φ〉 . (3.47)
Wählt man E0 = 0, so wird das Funktional R, wie gewünscht, für die betragskleinsten Eigenwerte
16 Während der reine CG-Algorithmus wie O(N2) skaliert, wächst der numerische Aufwand für die Unterraum-
diagonalisierung wie O(n3), was jedoch wegen n≪ N nicht ins Gewicht fällt.
17 Anwendung ﬁndet die FSM beispielsweise bei der Berechnung der Gap-Zustände von großen Quantenpunkten
im Rahmen der DFT [128, 129].
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von F dHh minimal.18 Bei der speziellen Form des hier interessierenden Eigenwertproblems be-
steht die zusätzliche Schwierigkeit, dass sämtliche Eigenwerte von (F dHh)2 mindestens zweifach
entartet sind, da F dHh zu jedem Eigenwert EΛ einen betragsgleichen Eigenwert umgekehrten
Vorzeichens besitzt. Die Eigenfunktionen von (F dHh)2 sind deshalb nicht notwendig auch Ei-
genfunktionen von F dHh. Um die Unterräume von EΛ und −EΛ zu entkoppeln, wird deshalb
bei der numerischen Umsetzung die Referenzenergie nach jeder Unterraumdiagonalisierung leicht
variiert.
3.4 Eigenwertproblem mit variablen k-Punkt-Gewichten
Um das exzitonische Eigenwertproblem numerisch zu lösen, muss der eigentlich unendlich ausge-
dehnte Kristall auf ein endliches Grundgebiet Ω beschränkt werden, welches so groß zu wählen
ist, dass die auftretenden Wechselwirkungen hinreichend abgeklungen sind. Besondere Schwierig-
keiten entstehen bei der Berechnung Wannier-Mott-artiger Exzitonen: Diese schwach gebundenen
Elektron-Loch-Paare mit einem wasserstoffartigen Anregungsspektrum [118] und Bindungsener-
gien von 1 meV bis zu 500 meV haben typischerweise exzitonische Bohr-Radien von 10 . . . 100 Å
und erstrecken sich somit über viele tausend Elementarzellen. Entsprechend groß ist das Grund-
gebiet im Ortsraum zu wählen. Im reziproken Raum tragen dagegen nur Übergänge aus einem
relativ eng begrenzten Bereich im Zentrum der Brillouin-Zone zur Ausbildung der Anregung bei.
Die Ursache hierfür liegt darin begründet, dass das niedrigste Leitungsband in für das Auftre-
ten von Wannier-Mott-Exzitonen prototypischen Materialien meist ein ausgeprägtes Minimum
aufweist (siehe z.B. die Refn. [210, 211]). Deshalb erscheint es vorteilhaft, anstelle eines äquidi-
stanten Samplings der Brillouin-Zone mit extrem hoher k-Punkt-Dichte inhomogene k-Punkt-
Sätze zu verwenden, um den Rang des zu lösenden Eigenwertproblems nicht unnötig anwachsen
zu lassen bzw. das Problem überhaupt behandeln zu können.
3.4.1 Rediskretisierung des reziproken Raums
Zu einer kontinuierlichen k-Raum-Darstellung gelangt man, indem man in Gl. (3.37) die Summe


















∣∣∣Hres∣∣∣ c′q′m′ v′q′m′ 〉〈 c′q′m′ v′q′m′ ∣∣∣AΛ〉 = EΛ 〈 cqm vqm ∣∣∣AΛ〉 . (3.48)
Ohne Beschränkung der Allgemeinheit genügt es hier, den resonanten Anteil des exzitonischen
Hamilton-Operators zu betrachten. Die Gestalt des Hamilton-Operators selbst ist bis auf die
Ersetzung δkk′ → (2π)3/Ω δ(q − q′) identisch mit der in Gl. (3.29) angegebenen. In diesem
Abschnitt soll jeweils der Buchstabe q für die Vektoren der kontinuierlichen und k für die der
diskretisierten Darstellung des reziproken Raums stehen.
Die Rediskretisierung erfolgt durch Zerlegung der Brillouin-Zone in disjunkte, jeweils durch einen
18 Die FSM kann natürlich auch zur Untersuchung der Eigenwerte und Eigenfunktionen in jedem beliebigen
anderen Bereich des Spektrums, der durch eine entsprechende Wahl von E0 festgelegt wird, genutzt werden.
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k-Punkt repräsentierte Volumina Vk gemäß VBZ =
∑
k Vk. Die zugehörigen Matrixelemente des
Hamilton-Operators bzw. die Komponenten der Eigenvektoren erhält man durch Mittelung über














































∣∣∣Ξ¯∣∣∣ c′k′m′ v′k′m′ 〉Vk′ 〈 c′k′m′ v′k′m′ ∣∣∣AΛ〉 = (EΛ − (Emck − Emvk)) 〈 ckm vkm ∣∣∣AΛ〉 (3.50)
an. Es handelt sich also wiederum um ein verallgemeinertes Eigenwertproblem, welches lediglich
im Fall gleicher k-Punkt-Gewichte in ein konventionelles Eigenwertproblem übergeht.19 Die er-
haltene Eigenwertgleichung lässt sich jedoch durch eine einfache Renormierung der Eigenvektoren

















∣∣∣ A˜Λ〉 := αk 〈 ckm vkm ∣∣∣AΛ〉 (3.51b)








∣∣∣Ξ˜∣∣∣ c′k′m′ v′k′m′ 〉〈 c′k′m′ v′k′m′ ∣∣∣ A˜Λ〉 = (EΛ − (Emck − Emvk)) 〈 ckm vkm ∣∣∣ A˜Λ〉 . (3.52)
Auch bei der Bestimmung der Oszillatorstärken hat man den variablen k-Punkt-Gewichten Rech-
nung zu tragen, sodass sich im Endergebnis anstelle von Gl. (3.34) der folgende Ausdruck für die
dielektrische Funktion ergibt:




















EΛ − β ~(ω + iγ) . (3.53)
3.4.2 Singularitätskorrektur
Besondere Aufmerksamkeit erfordert die Berechnung des Matrixelements der abgeschirmten
Wechselwirkung W nach Gl. (3.30) für k = k′. In diesem Fall wird das Coulomb-Potential
singulär, da der Summand mit G = G′ = 0 in der diskreten Darstellung divergiert. Einen Aus-
weg aus dieser Situation zeigt jedoch die kontinuierliche Darstellung (3.49a) auf, da anstelle der
Punkte k und k′ eigentlich die Mittelung über die zugeordneten Gebiete des reziproken Raums
19 Die Beobachtung, dass variable k-Punkt-Gewichte auf ein verallgemeinertes Eigenwertproblem führen, wurde
bereits von Rohlﬁng und Louie vermerkt [69], jedoch anscheinend nicht weiter verfolgt.
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zu betrachten ist. Der entsprechende – als Singularitätskorrektur bezeichnete – Summand des
















|q− q′|2 δcc′ δvv′ δmm′ . (3.54)
Die k-Raum-Integrale in diesem Ausdruck müssen numerisch bestimmt werden und sind von der
konkreten Form der Volumina Vk abhängig. Wegen des starken Anwachsens des Coulomb-Po-
tentials für |q− q′| → 0 konvergiert die numerische Integration nur sehr langsam. Deshalb wird
das sechsdimensionale Integral für zwei verschiedene Sätze von Stützstellen berechnet und an-
schließend linear auf verschwindenden Stützpunktabstand extrapoliert (siehe Refn. [96, 209]). Da
jedoch auch diese Prozedur signifikant Rechenzeit kostet, lässt sich die Methode nur anwenden,
solange lediglich eine begrenzte Zahl von verschiedenen Volumina Vk zu behandeln ist.
Ein näherungsweiser Ausdruck für die Singularitätskorrektur kann gewonnen werden, indem das
sechsdimensionale Integral durch ein dreidimensionales über eine Kugel Sk mit dem Volumen Vk























δcc′ δvv′ δmm′ .
(3.55)
Allerdings überschätzt die sphärische Approximation den eigentlichen Wert der Singularitätskor-
rektur betragsmäßig um ca. 30 %.
Beschränkt man sich auf regelmäßige k-Punkt-Sätze, so sind die k-Punkt-Volumina durch Vk =
VBZ/Nk gegeben. Mit zunehmender k-Punkt-Konvergenz nimmt die Singularitätskorrektur pro-
portional zu N−1/3k ab und verschwindet im Limes unendlicher k-Punkt-Dichte gänzlich. Im Fall
des homogenen Samplings führt die Singularitätskorrektur zu einer festen Verschiebung der exzi-
tonischen Eigenwerte zu niedrigeren Energien. Dies trifft allerdings nicht mehr zu, wenn inhomo-
gene k-Raum-Abtasttechniken verwendet werden, wie beispielsweise die im nächsten Abschnitt
erläuterten hybriden k-Punkt-Sätze.
3.4.3 Hybride k-Punkt-Sätze
Um der starken Lokalisation von Wannier-Mott-artigen Anregungen im reziproken Raum Rech-
nung zu tragen und gleichzeitig die Dimension der exzitonischen Matrix so weit zu beschränken,
dass das Eigenwertproblem einer numerischen Lösung zugänglich ist, werden oft (siehe z.B. die
Refn. [9, 130, 131]) nur Übergänge aus dem Zentrum der Brillouin-Zone bei der Berechnung
von Wannier-Mott-Exzitonen berücksichtigt. Bei einem solchen Vorgehen wird jedoch infolge der
Vernachlässigung der Randbereiche, die faktisch den größten Teil des Brillouin-Zonen-Volumens
einnehmen, eine künstliche Lokalisation des Exzitons im k-Raum forciert. Die damit verbundenen
Schwierigkeiten lassen sich umgehen, indem man stattdessen hybride k-Punkt-Sätze verwendet.
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Abb. 3.1: Auf der linken Seite ist der hybride k-Punkt-Satz mit der Bezeichnung 8:3:21.333 für eine zweidimen-
sionale Brillouin-Zone dargestellt. Die leeren schwarzen Kreise symbolisieren die k-Punkte des groben Gitters,
während die dicht liegenden k-Punkte des inneren Bereichs durch rot gefüllte Kreise repräsentiert werden. Die
rechte Bildhälfte zeigt schematisch die Lokalisation der Exzitonen-Wellenfunktion eines Wannier-Mott-Exzitons
in der Brillouin-Zone anhand ihres Betragsquadrats |AΛ(k)|2 für den niedrigsten gebundenen Zustand Λ = 1s.
Die in dieser Arbeit zum Einsatz kommenden hybriden k-Punkt-Sätze sind nach der folgenden
Vorschrift konstruiert: Zunächst wird die gesamte BZ mit einem vergleichsweise groben Gitter
mit Nouterkx Monkhorst-Pack-Punkten [132] in jeder Richtung ausgefüllt. Im nächsten Schritt wird




zur Gesamtkantenlänge der BZ) im Zentrum der Brillouin-Zone ausgeschnitten und mit einem
dichteren k-Punkt-Satz abgetastet, welcher so konstruiert ist, dass die Randpunkte der inneren
Zone jeweils von einem k-Punkt erfasst werden. Diese Prozedur gewährleistet, dass die von den
k-Punkten repräsentierten Volumina Vk die Form disjunkter Parallelepipede annehmen, welche
die BZ vollständig überdecken. Darüber hinaus wird durch diese Forderung sichergestellt, dass
auch in einem sehr großen k-Punkt-Satz maximal neun verschiedene Vk auftauchen, für die die
Singularitätskorrektur gemäß Gl. (3.54) bestimmt werden muss. Abschließend werden die k-
Punkte, die auf dem Rand der inneren Zone liegen, innerhalb der ihnen zugeordneten Volumina
zentriert. Für ein derart konstruiertes hybrides k-Punkt-Gitter soll die folgende Nomenklatur
eingeführt werden: Nouterkx :N
center
kx
:N inner,effkx . Hierbei bezeichnet N
inner,eff
kx
die Zahl von k-Punkten
pro Richtung, die man bräuchte, um die gesamte BZ mit derselben Dichte wie den inneren Bereich
abzutasten.20
Ein Nachteil der hier vorgestellten k-Punkt-Sätze besteht darin, dass die Konvergenz nun bzgl.
aller drei Kenngrößen Nouterkx , N
center
kx
und N inner,effkx untersucht werden muss.
21 Darüber hinaus ist
für die Berechnung des Matrixelements vonW im Prinzip die Kenntnis der inversen dielektrischen
Funktion für alle im hybriden k-Punkt-Satz auftretenden Differenzen q = k−k′ nötig. Dies sind
i.A. sehr viel mehr q-Vektoren als bei einem homogenen Sampling der BZ. Für die vorliegende
Arbeit ist das aber ohne Belang, da hier stets die dielektrische Modellfunktion nach Bechstedt
et al. [133, 134], welche nur von |k− k′| abhängt, bzw. eine Abschirmkonstante verwendet wird.
20 Es ist möglich, durch Schachtelung mehrerer hybrider k-Punkt-Sätze die im Zentrum der Brillouin-Zone er-
reichbare Sampling-Dichte weiter zu erhöhen.
21 Um die Darstellung zu vereinfachen, wird hier davon ausgegangen, dass die Zahl der k-Punkte entlang der
drei Achsen des reziproken Gitters jeweils gleich ist. Für Systeme, bei denen dies nicht der Fall ist, sind zur
vollständigen Beschreibung des k-Punkt-Satzes neun Parameter nötig.
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Abb. 3.2: Quasiteilchen-Bandstruktur von MgO. Die
roten Punkte verkörpern die mit dem HSE03+G0W0-
Ansatz berechneten Quasiteilchen-Energien. Die
schwarzen Linien zeigen die GGA-Bandstruktur mit
einem scissors shift von ∆ = 2.98 eV. Die Dispersion
der Quasiteilchen-Bänder wird im Rahmen der GGA
bereits sehr gut approximiert.
3.4.4 Beispiel: Wannier-Mott-Exziton in MgO
Die in dieser Arbeit entwickelten Techniken konnten erfolgreich zur Untersuchung des Wannier-
Mott-Modells im reziproken Raum [209] sowie zur Berechnung der gebundenen Exzitonen in
MgO, ZnO und InN [209, 212, 213] und der optischen Absorptionsspektren von MgO, ZnO und
CdO [214] angewendet werden. Exemplarisch seien die Ergebnisse für das Wannier-Mott-Exziton
in MgO kurz dargestellt. Die Rechnungen hierzu wurden von Frank Fuchs zur gemeinsamen
Diskussion in Ref. [209] beigesteuert.
Bei MgO handelt es sich um einen in der Steinsalz-Struktur kristallisierenden Isolator, dessen
fundamentale Bandlücke experimentell zu 7.8 eV [135, 136] bestimmt wurde. Die den im Folgen-
den diskutierten Rechnungen zugrunde liegende Gitterkonstante beträgt 4.254 Å [137] und wurde
im Rahmen der DFT in der GGA ermittelt.22 Abbildung 3.2 zeigt die unter Verwendung des
HSE03+G0W0-Ansatzes berechnete Bandstruktur des Materials.23 Die am Γ-Punkt lokalisierte
direkte Bandlücke ergibt sich dabei in guter Übereinstimmung mit den experimentellen Daten zu
7.5 eV. Das Valenzbandmaximum (VBM), welches von dem O-Atom zuzuordnenden Zuständen
dominiert wird, ist dreifach entartet. Es wird von zwei vergleichsweise flachen Bändern sowie
einem Band mit geringerer effektiver Masse gebildet, welche allesamt p-Symmetrie aufweisen.
Das stark dispersive s-artige Leitungsbandminimum (CBM) setzt sich hingegen gleichermaßen
aus Mg- und O-Zuständen zusammen.
Leider ist es mit den heutigen rechentechnischen Gegebenheiten nicht möglich, die Quasiteil-
chen-Energien mit Hilfe der HSE03+G0W0-Methode an einer so hohen Zahl von k-Punkten zu
berechnen, wie sie zur Untersuchung der gebundenen Exzitonen vonnöten ist. Deshalb ist es er-
forderlich, eine numerisch weniger aufwendige Methode zu finden, mit der sich eine vergleichbar
gute Beschreibung der Quasiteilchen-Zustände erreichen lässt. Im Fall von MgO, also einem Ma-
terial ohne besetzte d-Orbitale, liefert schon die GGA eine Bandstruktur, deren Banddispersionen
mit den ausgefeilteren HSE03+G0W0-Resultaten sehr gut übereinstimmen. Allerdings wird im
Rahmen der GGA das fundamentale Gap drastisch unterschätzt (Eg = 4.5 eV), was auch durch
22 Die Details der numerischen Implementierung werden in Anhang A.3.1 dargelegt. Eine Auflistung sämtlicher
Konvergenzparameter ﬁndet sich in Anhang A.3.2.
23 Detaillierte Ausführungen zur Güte dieser Methode ﬁnden sich in den Refn. [55, 96]. Sie wird außerdem in
Kap. 4 und Kap. 6.2 für eine Reihe von Materialien mit teilbesetzten d-Schalen evaluiert.












































Abb. 3.3: Konvergenz der Bindungsenergie für die 1s-
Zustände der Wannier-Mott-artigen Exzitonen in MgO.
Das kleine Bild zeigt die Konvergenz mit dem BSE-
Cutoﬀ für einen Satz von 16 × 16 × 16 regelmäßi-
gen k-Punkten. Im großen Bild ist die Abhängigkeit
der Bindungsenergie vom k-Punkt-Sampling für regu-
läre (grün) und hybride (rot) k-Punkt-Sätze darge-
stellt (EBSEcut = 13 eV). Die Bindungsenergien der hy-
briden Sätze, welche alle zur Klasse 10:7:N inner,effkx gehö-
ren, wurden auf verschwindenden k-Punkt-Abstand ex-
trapoliert (schwarze gestrichelte Linie). Leere Symbole
kennzeichnen jeweils die A- und B-Exzitonen, gefüllte
die C-Exzitonen.
eine darauf aufbauende G0W0-Rechnung (Eg = 6.8 eV) nicht vollständig korrigiert werden kann.
Wie Abb. 3.2 zeigt, lässt sich jedoch durch einen einfachen scissors shift24 der in GGA berech-
neten Leitungsbänder um ∆ = 2.98 eV eine sehr gute Übereinstimmung mit den HSE03+G0W0-
Quasiteilchen-Energien erzielen.25 Da im Folgenden im Wesentlichen Bindungsenergien studiert
werden, ist die exakte Größe der Bandlücke ohnehin von untergeordneter Bedeutung.
Die in den Exzitonen-Hamilton-Operator26 einfließenden Matrixelemente von W werden unter
Zuhilfenahme des in Ref. [133] erläuterten Modells der dielektrischen Funktion berechnet, welches
von der Elektronendichte im System sowie der statischen elektronischen dielektrischen Konstante
ε∞ abhängt. Der in GGA für die dielektrische Konstante ermittelte Wert von 3.16 [137] befindet
sich in sehr guter Übereinstimmung mit dem Experiment (ε∞ = 2.94 [138]). Für die Berechnung
der exzitonischen Matrix wird hier der Wert ε∞ = 3.0 verwendet. Um die Dimension der exzito-
nischen Matrix zu begrenzen, erweist sich die Einführung einer Cutoff-Energie EBSEcut für die zum
Eigenwertproblem beitragenden Paar-Zustände als notwendig (siehe Anhang A.3.1).
Infolge der dreifachen Entartung des VBMs ist in MgO mit der Ausbildung von drei Wannier-
Mott-artigen Exzitonen (im Folgenden als A, B und C bezeichnet) zu rechnen. Abbildung 3.3
zeigt die Konvergenz für die 1s-Zustände dieser Exzitonen in Abhängigkeit von der BSE-Cutoff-
Energie sowie vom k-Punkt-Sampling. Für ein reines Wannier-Mott-Exziton ist die Bindungs-
energie proportional zu (EBSEcut −Eg)−1 [209]. Das kleine Bild in Abb. 3.3 zeigt jedoch, dass dies in
einem realen System wie MgO höchstens approximativ gilt. Für hinreichend hohe Cutoff-Energi-
en weist die Kurve jedoch ein Sättigungsverhalten auf, was auf eine gute Konvergenz bzgl. dieses
Parameters hinweist. Bei einem Cutoff von 13 eV, also (EBSEcut −Eg)−1 = 0.117 eV−1, beträgt der
24 Bei einem scissors shift handelt es sich um eine Verschiebung der Leitungsbänder um einen festen Betrag zu
höheren Energien. Dies kann als einfachste denkbare Näherung für die Quasiteilchen-Korrekturen verstanden
werden. Nicht berücksichtigt wird dabei jedoch eine eventuelle k-Dispersion der Matrixelemente der Selbst-
energie sowie die Tatsache, dass die Quasiteilchen-Korrekturen i.A. für die höheren Leitungsbänder größer
ausfallen. Die wichtigsten Beiträge zum exzitonischen Eigenwertproblem kommen jedoch im hier interessie-
renden Fall aus einem kleinen Bereich der Brillouin-Zone und den das Gap begrenzenden Bändern, sodass die
Anwendung des scissors-Operators gerechtfertigt erscheint.
25 Darüber hinaus gehen natürlich auch die Quasiteilchen-Wellenfunktionen in die Berechnung des exzitonischen
Hamilton-Operators ein. Eine quantitative Aussage über deren Güte zu gewinnen, ist jedoch schwierig bis
unmöglich. Dies ist nicht zuletzt der Tatsache geschuldet, dass die einzelne Wellenfunktion keine physikalische
Observable darstellt.
26 Alle Ergebnisse in diesem Abschnitt wurden unter Verwendung der Tamm-Dancoﬀ-Näherung berechnet.
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zu erwartende Fehler in der Bindungsenergie weniger als 10 meV.
Als wesentlich interessanter erweist sich der ebenfalls in Abb. 3.3 dargestellte Einfluss des k-
Punkt-Samplings auf die Bindungsenergie. Bei geringen Sampling-Dichten beobachtet man, dass
zwar das A- und das B-Exziton nahezu entartet sind, das C-Exziton jedoch infolge der geringeren
Masse des dritten Valenzbandes eine deutlich kleinere Bindungsenergie besitzt. Mit zunehmender
Konvergenz verschwindet dieser Effekt und alle drei Exzitonen sind energetisch quasi entartet,
wie es aufgrund der Symmetrie der beitragenden Bänder zu erwarten ist. Im Wannier-Mott-
Modell findet man einen linearen Zusammenhang zwischen dem Abstand zweier benachbarter k-
Punkte und der Bindungsenergie EB des Exzitons [209]. Für sehr hohe k-Punkt-Dichten kann
ein analoges Verhalten auch in MgO beobachtet werden (siehe Abb. 3.3). Um in den Bereich der
linearen Abhängigkeit vorzustoßen, ist jedoch ein sehr feines Abtasten der BZ notwendig, wie
es sich mit regulären k-Punkt-Sätzen nicht mit vertretbarem Rechenaufwand erreichen lässt. An
diesem Punkt kommen die Vorteile der in Abschnitt 3.4.3 erläuterten hybriden k-Punkt-Sätze
voll zum Tragen.
Durch lineare Extrapolation auf verschwindenden k-Punkt-Abstand erhält man eine gemittelte
Bindungsenergie für das A-, B- und C-Exziton von EB = 429 meV.27 Eine Abschätzung mit Hil-
fe des Wannier-Mott-Modells liefert in guter Übereinstimmung mit diesem Ergebnis einen Wert
von 460 meV.28 Beide Resultate sind jedoch deutlich größer als die bekannten experimentellen
Werte von 80 meV [135] bzw. 145 meV [136]. Als mögliche Ursache hierfür ist zu nennen, dass
die experimentell beobachtete Exzitonen-Bindungsenergie in derselben Größenordnung wie die
longitudinale optische Phononen-Frequenz des Materials ωLO = 89 meV [138] liegt. Die Energie-
bereiche der Gitterschwingungen und der elektronischen Anregungen sind also hier nicht mehr
entkoppelt, sodass die Gitterpolarisierbarkeit partiell zur Abschirmung beiträgt. Einen Hinweis
darauf gibt die Tatsache, dass die statische dielektrische Konstante εs = 9.83 [138] sehr viel grö-
ßer als ε∞ ist. Nimmt man einen Effektivwert von ε0 = 6.0 für die Abschirmung der Elektron-
Loch-Wechselwirkung an [140], so reduziert sich die Exzitonen-Bindungsenergie auf 100 meV.
Eine abschließende Klärung der Ursache für die Überschätzung der Bindungsenergie bedarf je-
doch weitergehender Untersuchungen. Für weitere Erläuterungen, insbesondere zu den höheren
gebundenen Zuständen der Wannier-Mott-artigen Exzitonen, sei auf Ref. [209] verwiesen.
27 Aus früheren Studien [8, 139], die die Berechnung der gesamten dielektrischen Funktion zum Ziel haben,
können deutlich geringere Werte für die Bindungsenergien abgelesen werden. Dies ist jedoch auf ein für die
Beschreibung der gebundenen Zustände zu geringes k-Punkt-Sampling zurückzuführen. Insbesondere die Auf-
spaltung des Exzitonen-Peaks, welche bei dem in Ref. [8] verwendeten Satz von 10× 10× 10 k-Punkten nach
Abb. 3.3 ca. 90 meV betragen sollte, ist wahrscheinlich auf diesen Eﬀekt zurückzuführen. Es konnte gezeigt
werden [214], dass eine solche Aufspaltung in der Tat künstlich ist.




= 2.26m0 und meffvC = 0.44m0 wurden anhand der HSE03-Bandstruktur bestimmt, wobei über
die Massen der drei mit der Ausbildung von A-, B- und C-Exziton verbundenen Valenzbänder gemittelt wurde.
4 Elektronische Struktur der Übergangsmetalloxide
MnO, FeO, CoO und NiO
Failure is simply the opportunity to
begin again, this time more intelligently.
Henry Ford
Die Übergangsmetalloxide (TMO von transition-metal oxide) MnO, FeO, CoO und NiO bilden
eine Gruppe von Verbindungen, welche aufgrund der chemischen Ähnlichkeit ihrer Kationen
vergleichbare strukturelle, magnetische und elektronische Eigenschaften aufweisen. Charakteris-
tisches Merkmal dieser Oxide und gleichzeitig größte Schwierigkeit für die korrekte theoretische
Beschreibung sind die teilbesetzten 3d-Schalen der Kationen. Alle vier Substanzen besitzen in-
folge des Auftretens ungepaarter Elektronen eine paramagnetische Hochtemperaturphase und
gehen unterhalb ihrer jeweiligen Néel-Temperatur (siehe Tab. 4.1) in den antiferromagnetischen
Zustand über. Trotz der nur teilweise gefüllten 3d-Orbitale sind sie sowohl in der antiferromagne-
tischen als auch der paramagnetischen Phase Isolatoren [141, 142]. Die theoretische Erklärung
des isolierenden Verhaltens sowie die korrekte Vorhersage der gemessenen Bandlücken und Pho-
toemissionsspektren stellen eine besondere Herausforderung an die Festkörpertheorie dar, da
die unterschiedlich stark lokalisierten d- und sp-Zustände gleichermaßen gut beschrieben werden
müssen. Infolgedessen sind diese Materialien im Laufe der letzten Jahrzehnte zu prototypischen
Testsystemen für neue Methoden zur Bestimmung der Elektronenstruktur von Festkörpern avan-
ciert.
In diesem Kapitel soll einerseits ein Beitrag zur Klärung der elektronischen Eigenschaften der
TMOs geliefert werden, andererseits bildet das Verständnis des Einteilchen-Anregungsspektrums
natürlich die grundlegende Voraussetzung zur Untersuchung der optischen Absorptionseigen-
schaften, welche in Kap. 5 folgt. Wesentliche Teile der in Abschnitt 4.2 dargelegten Ergebnisse
wurden in Ref. [215] veröffentlicht.
4.1 Kristallstruktur und magnetische Ordnung
In der paramagnetischen Hochtemperaturphase kristallisieren die vier hier untersuchten Über-
gangsmetalloxide in der Steinsalz-Struktur. Einzig FeO tritt unter Normalbedingungen in der
nichtstöchiometrischen Wüstit-Struktur FexO (x < 1) mit Fe-Defizit auf.1 Bei Unterschreiten
1 Die wechselnde Zusammensetzung erschwert den Vergleich der für die stöchiometrische Verbindung FeO ge-
wonnenen theoretischen Resultate mit den experimentellen Messwerten für FexO, da eine Extrapolation auf
x = 1 nicht immer möglich ist.
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MnO FeO CoO NiO
Néel-Temperatur (Exp.) [K] 118 198 292 523
Gitterkonstante (GGA) [Å] 8.87 8.526 8.390 8.377
Gitterkonstante (Exp.) [Å] 8.863 8.666 8.499 8.341
rhomb. Verzerrung (GGA) [◦] +1.74 −6.15 −6.01 +0.33
rhomb. Verzerrung (Exp.) [◦] +0.60 < 0 tetrag. +0.08
Tab. 4.1: Strukturparameter der Übergangsmetalloxide. Die experimentellen Werte für die Gitterparameter
entstammen den Refn. [144–147]. Für die leicht tetragonal (tetrag.) verzerrte Elementarzelle von CoO ist die
Gitterkonstante einer gleich großen kubischen Zelle angegeben. Die rhomboedrischen (rhomb.) Verzerrungswinkel
entsprechen den Diﬀerenzen der Winkel zwischen zwei Basisvektoren der relaxierten und der kubischen konven-
tionellen Elementarzelle. Die Néel-Temperaturen sind Ref. [148] entnommen.
der jeweiligen Néel-Temperatur kommt es zur Ausbildung der antiferromagnetischen Ordnung
AFII [143] (siehe Abb. 4.1). Diese ist dadurch gekennzeichnet, dass sich die effektiven atomaren
Spinmomente der Kationen innerhalb der (111)-Ebenen der kubischen Elementarzelle des Kris-
talls parallel anordnen, zwei benachbarte Ebenen jedoch umgekehrte Spinrichtungen aufweisen.
Die magnetische Elementarzelle ist infolgedessen doppelt so groß wie die chemische.




Abb. 4.1: Antiferromagnetische Ordnung
AFII. Die großen Kugeln repräsentieren
die Metallatome mit aufwärts (rot) bzw.
abwärts (blau) gerichtetem Spin. O-Atome
werden durch kleine schwarze Kugeln dar-
gestellt.
rhomboedrischen Verzerrung der kubischen Elementarzel-
le entlang der [111]-Richtung. Im Fall von MnO und NiO
entspricht diese einer Stauchung: Die entgegengesetzt po-
larisierten ferromagnetischen Schichten nähern sich einan-
der an. Für FeO wird dagegen eine Streckung beobachtet.
Bei CoO ist der rhomboedrischen Verzerrung eine weit
stärkere tetragonale überlagert [144]. Die experimentellen
Gitterparameter der antiferromagnetischen Phase sind in
Tab. 4.1 aufgelistet.
Die im Rahmen der GGA ermittelten Gitterkonstanten
(siehe Tab. 4.1) stimmen für MnO und NiO sehr gut mit
den experimentellen Resultaten überein. Auch bei CoO und FeO liegt die Abweichung unter 2 %,
jedoch zeigt sich eine für die GGA untypische Unterschätzung der gemessenen Werte.2 Größere
Abweichungen treten bei den rhomboedrischen Verzerrungswinkeln auf, deren Richtung zwar für
MnO, NiO und FeO richtig vorhergesagt, deren Betrag allerdings (besonders im Fall von FeO)
deutlich überschätzt wird. Statt der dominierenden tetragonalen Verzerrung in CoO ergibt sich
eine starke Streckung in [111]-Richtung. Als wesentlicher Grund für die inkorrekten Vorhersagen
für CoO und FeO ist die mangelhafte Beschreibung der Elektronenstruktur dieser Oxide in
der GGA zu nennen, welche anstelle eines Isolators metallisches Verhalten prognostiziert (vgl.
Kap. 4.2.1). Die erhaltene Ladungsdichteverteilung spiegelt somit nicht die realen Gegebenheiten
wider, was sich natürlich auch auf die berechneten Strukturparameter auswirkt.
In seiner von der Autorin betreuten Diplomarbeit [149] hat Andreas Schrön u.a. die relative
energetische Ordnung von MnO in der Steinsalz- sowie der Zinkblende- und Wurtzit-Struktur
2 Für die meisten Volumenhalbleiter liefern LDA-Rechnungen Gitterkonstanten, die leicht (bis zu 2 %) unter
den experimentellen Werten liegen, während die GGA die Bindungslängen um bis zu 1 % überschätzt [97].
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untersucht.3 Dabei wurden die Gesamtenergien für die in Ref. [150] vorgeschlagenen magnetischen
Ordnungen, welche sich jeweils durch ihre Nächste- und Übernächste-Nachbarn-Konfigurationen
unterscheiden, ermittelt. In Übereinstimmung mit früheren Resultaten [206, 151] ergibt sich auch
unter Einbeziehung der größeren Anzahl magnetischer Konfigurationen die Ordnung AFII als die
innerhalb der Steinsalz-Struktur günstigste, was sich gut anhand des Super-Austausch-Modells
begründen lässt [152, 153]. Überraschenderweise und im Widerspruch zum experimentellen Be-
fund ist die Wurtzit-Struktur (und auch die Zinkblende-Struktur) im Rahmen der GGA gegen-
über der Steinsalz-Struktur energetisch bevorzugt. Dasselbe Ergebnis erhält man bei Verwen-
dung des HSE03- und des Hartree-Fock-Funktionals, wobei der energetische Abstand zwischen
den Strukturen allerdings kleiner ist als in der GGA. Lediglich mit Hilfe der GGA+U -Methode
und eines vergleichsweise großen Wertes von U & 4 eV kann eine Umkehrung der energetischen
Reihenfolge von Steinsalz- und Wurtzit-Struktur erreicht werden. Da selbst die alle Austausch-
Effekte enthaltende Hartree-Fock-Rechnung die energetische Ordnung der GGA bestätigt, liegt
die Schlussfolgerung nahe, dass eine ungenügende Beschreibung der Korrelationsanteile in der
GGA und im HSE03-Funktional die Ursache für dieses Verhalten ist.
Unter der Maßgabe dieser Befunde erscheint es ratsam, für die Untersuchung der Anregungsei-
genschaften, auf denen in dieser Arbeit der Schwerpunkt liegt, die experimentellen Gitterkon-
stanten zu verwenden, wie sie in Tab. 4.1 aufgeführt sind. Die kleinen Abweichungen von der
idealen Steinsalz-Struktur werden im Weiteren vernachlässigt. Dadurch wird u.a. die Symmetrie-
Klassifikation der Zustände vereinfacht.4
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Wie bereits zu Beginn des Kapitels erwähnt, gestaltet sich die Berechnung der Elektronenstruktur
für die hier betrachteten Übergangsmetalloxide besonders schwierig. Historisch gesehen wurden
sie als prototypische Mott-Hubbard-Isolatoren betrachtet.5 Später zeigten genauere Untersu-
chungen, dass die fundamentale Bandlücke nicht notwendig von besetzten und unbesetzten d-
Orbitalen aufgespannt wird, sondern dass auch die gefüllten O 2p-Zustände bzw. die leeren 4s-
Zustände der Kationen in der Nähe des VBMs bzw. CBMs liegen. Die hier studierten Oxide
können deshalb im Zaanen-Sawatzky-Allen-Phasendiagramm [155] in den intermediären Bereich
zwischen Mott-Hubbard- und Ladungstransfer-Isolatoren eingeordnet werden.6
3 Wichtig ist die Untersuchung von MnO in der Wurtzit-Struktur, welche wie auch die Zinkblende-Struktur
unter natürlichen Bedingungen nicht vorkommt, vor allem in Zusammenhang mit der Legierungsbildung von
MnO mit Stoﬀen wie ZnO, die unter Normalbedingungen in der Wurtzit-Struktur kristallisieren.
4 Darüber hinaus konnte für CoO ein großer Einﬂuss der stark überschätzten rhomboedrischen Verzerrung auf
die relative energetische Anordnung der Zustände in der Bandstruktur und insbesondere auf die Bandlücke
festgestellt werden. Ursache hierfür sind die verschiedenen Volumendeformationspotentiale der sp- und d-
Zustände. Im Gegensatz zu den sp-Bändern werden die stark lokalisierten d-Orbitale von Änderungen der
Gitterkonstante kaum beeinﬂusst, sodass es zu Umordnungen in der Bandstruktur kommt.
5 Der Begriﬀ des Mott-Isolators ist dabei in der Literatur nicht eindeutig ﬁxiert. Brandow [154] listet drei kon-
kurrierende Deﬁnitionen auf: (i) Systeme, bei denen die „konventionelle“ Bloch’sche Bandstrukturtheorie, nach
der teilbesetzte Bänder zu metallischem Verhalten führen, versagt; (ii) Systeme, bei denen die Gap-Bildung
durch einen intraatomaren Wechselwirkungsparameter U nach dem Hubbard-Modell [99–101] charakterisiert
werden kann; (iii) Systeme, die sich verhalten wie NiO.
6 Nach anderen Abschätzungen der Wechselwirkungsparameter sind sie sogar als Ladungstransfer-Isolatoren zu
betrachten [156].
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Mitunter werden die Übergangsmetalloxide auch den sogenannten „stark korrelierten“ Systemen
zugerechnet. Aus der Perspektive der Vielteilchen-Störungstheorie bezeichnet starke Korrelation
das Versagen des Quasiteilchen-Bildes: Es kommt nicht mehr zur Ausbildung langlebiger teil-
chenartiger Anregungen, stattdessen machen die Satellitenstrukturen den überwiegenden Teil
des spektralen Gewichts aus (siehe Kap. 2.4.2). Wie in den folgenden Abschnitten gezeigt wird,
können die untersuchten Oxide in diesem Sinne nicht als stark korreliert bezeichnet werden, da
sich ihre Photoemissionsspektren durchaus mit Hilfe des Quasiteilchen-Konzepts erklären lassen.
Gemäß anderen, eher praktisch motivierten Definitionen wird starke Elektronenkorrelation mit
dem Versagen des (LDA/GGA+)GW -Ansatzes (siehe z.B. Ref. [108]) oder der Notwendigkeit zur
Berücksichtigung starker intraatomarer Wechselwirkungsbeiträge (etwa im Sinne des Hubbard-
Parameters U) gleichgesetzt (siehe z.B. Ref. [157]). Nach dieser – in der vorliegenden Arbeit nicht
unterstützten – Sichtweise ließen sich die hier behandelten Systeme durchaus als stark korreliert
bezeichnen.
4.2.1 Quasiteilchen-Anregungen in der GW -Approximation
Wahl des GW -Startpunktes
Terakura et al. [158, 159] konnten zeigen, dass es möglich ist, mit Hilfe der DFT in der LDA
eine endliche Bandlücke für die antiferromagnetische Ordnung AFII von MnO und NiO zu erhal-
ten. Die Ursache hierfür liegt darin begründet, dass das Gap bei MnO zwischen den durch die
Austausch-Aufspaltung energetisch getrennten up- und down-d-Orbitalen liegt. Im Fall von NiO
fällt das Gap dagegen in die Lücke zwischen den durch die Kristallfeldaufspaltung separierten
t2g- und eg-Zuständen des Minoritätsspinkanals. Bei CoO und FeO führt der lokale Ansatz zur
Behandlung von XC allerdings auf ein Metall, da hier das Fermi-Niveau innerhalb der teilweise
besetzten t2g-Bänder des Minoritätsspinkanals liegt. Im Vergleich zu den experimentellen Werten
(siehe Tab. 4.4) sind die erhaltenen Bandlücken für MnO und NiO jedoch um eine Größenord-
nung zu klein. Dieser Befund ändert sich auch dann nicht qualitativ, wenn man anstelle der LDA
die semilokale GGA verwendet (siehe z.B. Ref. [160] und Tab. 4.4).
Die Standardmethode zur Bestimmung von Quasiteilchen-Anregungsenergien basiert auf der
störungstheoretischen Lösung der Quasiteilchen-Gleichung (2.74) ausgehend von den KS-Eigen-
werten und -Wellenfunktionen in LDA oder GGA (siehe auch Kap. 2.4.3). Dieser sogenannte
LDA/GGA+G0W0-Ansatz hat sich insbesondere für sp-Halbleiter als ausgesprochen erfolgreich
erwiesen, wobei lediglich eine leichte Tendenz zur Gap-Unterschätzung beobachtet wird [54].
Anders verhält es sich bei den hier untersuchten Materialien MnO und NiO, wo auch eine Be-
rücksichtigung von GW -Korrekturen auf bei weitem zu kleine Bandlücken führt (siehe Tab. 4.4).7
Als Grund hierfür ist die starke Unterschätzung der Bandlücken in der GGA zu nennen, durch
die der störungstheoretische Ansatz seine Gültigkeit verliert. So betragen die GW -Korrekturen
für das Gap bis zu 80 % des Ausgangswertes und liegen somit weit jenseits des für die Störungs-
theorie als sinnvoll zu erachtenden Bereichs.
7 Für CoO und FeO wurden aufbauend auf der GGA keine GW -Korrekturen berechnet, da die Elektronenstruk-
tur in der GGA nicht einmal qualitativ richtig beschrieben wird.
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GGA HSE03 GGA+U Experiment
MnO 4.3 4.5 4.5 4.58 [145]
FeO 3.4 3.6 3.6 3.32 [147], 4.2 [161]
CoO 2.4 2.7 2.6 3.35 [162], 3.8 [147, 163], 3.98 [144]
NiO 1.3 1.6 1.5 1.90 [145, 147]
Tab. 4.2: Lokales magnetisches Moment der Übergangsmetallatome in Einheiten von µB. Angegeben ist das
vom Spin verursachte Moment. Die experimentellen Vergleichswerte enthalten darüber hinaus noch Beiträge, die
aus der Orbitalbewegung der Elektronen resultieren.
Das Versagen der GGA+G0W0-Methode kann nun aber nicht einfach mit der Ungültigkeit der
Quasiteilchen-Theorie an sich gleichgesetzt werden. Es ist vielmehr der unangemessenen Wahl
des Startpunktes für die störungstheoretische Lösung der Quasiteilchen-Gleichung geschuldet.
Der Ansatz kann verbessert werden, in dem anstelle der GGA das gKS-Funktional HSE03 (siehe
Kap. 2.6.3) verwendet wird [55, 96]. Das nichtlokale Hybridfunktional HSE03 berücksichtigt einen
statisch abgeschirmten Austausch-Anteil ähnlich dem, der in der GW -Selbstenergie enthalten
ist.8 Deshalb ergeben sich im Vergleich zur GGA größere Bandlücken. Ein wesentlicher Beitrag
zur Selbstenergie wird also schon in die selbstkonsistente Lösung der zugehörigen gKS-Gleichung
einbezogen.9
Lokales magnetisches Moment und Lokalisation der Zustände
Darüber hinaus kann bei Verwendung des HSE03-Funktionals ein weiterer Nachteil der (se-
mi)lokalen Ansätze behoben werden. LDA und GGA eignen sich sehr gut zur Beschreibung der
Grundzustandseigenschaften von sp-Halbleitern mit räumlich vergleichsweise schwach variieren-
der Ladungsdichte, weisen jedoch Defizite bei der Beschreibung stark lokalisierter Valenzelektro-
nen, wie der d-Zustände im Fall der Übergangsmetalloxide, auf. Insbesondere der Lokalisations-
grad der d-Orbitale wird unterschätzt, was zu signifikanten Änderungen der Wellenfunktionen,
welche in die Bestimmung der Quasiteilchen-Korrekturen einfließen, führen kann.
Dies zeigt sich auch anhand integraler Größen, wie dem den Übergangsmetallatomen zuzuord-
nenden lokalen magnetischen Moment. In Tab. 4.2 sind die in GGA erhaltenen Werte für das
magnetische Moment aufgeführt, welche sich in guter Übereinstimmung mit früheren Rechnungen
[160] befinden, die experimentellen Werte jedoch unterschätzen. Die Berücksichtigung räumlich
nichtlokaler Wechselwirkungsanteile im XC-Funktional HSE03 resultiert in etwas größeren ma-
gnetischen Momenten, die näher am experimentellen Befund liegen. Beim Vergleich mit gemesse-
nen Werten ist zu beachten, dass diese stets auch das (in den Rechnungen nicht berücksichtigte)
durch den Bahndrehimpuls der Elektronen verursachte magnetische Moment einschließen, wel-
ches insbesondere bei CoO einen signifikanten Beitrag zur Gesamtmagnetisierung liefert.
8 In der GW -Selbstenergie liefert der abgeschirmte Austausch den Hauptbeitrag zur Öﬀnung der Quasiteilchen-
Bandlücke.
9 Einen weiteren Hinweis für den potentiellen Erfolg dieser Methode liefert die Tatsache, dass selbstkonsistente
GW -Schemata vernünftige Werte für die Bandlücken von MnO und NiO prognostizieren [56].
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GGA HSE03 Experiment
ε∞ mik. mak. mik. mak.
MnO 8.6 8.4 4.1 4.0 4.95 [165]
FeO 4.5 4.4
CoO 4.4 4.3 5.3 [166]
NiO 25.5 25.3 4.7 4.5 5.7 [166, 167]
Tab. 4.3: Elektronische statische dielektrische Konstante ε∞. Die angegebenen Werte wurden mit (mak.) und
ohne (mik.) Berücksichtigung von Lokalfeldkorrekturen berechnet.
Dielektrische Konstanten und fundamentale Bandlücken
Die mittels des gKS-Schemas HSE03 bestimmten Bandlücken sind in Tab. 4.4 aufgelistet. Im
Gegensatz zur GGA wird, in Übereinstimmung mit dem Experiment, auch für CoO und FeO
isolierendes Verhalten vorhergesagt. Verglichen mit den GGA-Resultaten sind die mit Hilfe des
HSE03-Funktionals berechneten Bandlücken deutlich größer und liegen bereits in derselben Grö-
ßenordnung wie die experimentell bestimmten Gaps.10 Somit kann die HSE03-Bandstruktur als
vielversprechender Ausgangspunkt für die störungstheoretische Berechnung von Quasiteilchen-
Korrekturen betrachtet werden.
Wesentlich für die Ausbildung von Quasiteilchen in einem Vielelektronen-System ist die Renor-
mierung der Wechselwirkung durch die wellenvektor- und frequenzabhängige inverse dielektrische
Funktion. Als Maß für die Stärke der Abschirmung des Coulomb-Potentials kann die mikrosko-
pische statische elektronische dielektrische Konstante betrachtet werden. In Tab. 4.3 sind die
mit dem GGA- und dem HSE03-Funktional in RPA berechneten Werte der dielektrischen Kon-
stanten angegeben. Um den Vergleich mit experimentellen Daten zu ermöglichen, werden die
durch Inversion der mikroskopischen dielektrischen Funktion und Anwendung der Adler-Wiser-
Beziehung (2.58) bestimmten makroskopischen Konstanten, welche auch Lokalfeldeffekte berück-
sichtigen (siehe Kap. 2.3.4), ebenfalls aufgeführt. Generell ist zu beobachten, dass der Unterschied
zwischen den mikroskopischen und makroskopischen Konstanten für die hier untersuchten Mate-
rialien sehr klein ist – ein Effekt, der sich bei der Berechnung des optischen Absorptionsspektrums
bestätigt (siehe Ref. [207] und Abb. 5.3). Typischerweise stimmen die GGA-Konstanten in RPA
für viele Halbleiter sehr gut mit den experimentellen Werten überein [54, 55], was im Wesent-
lichen auf eine Fehlerkompensation durch die gleichzeitige Vernachlässigung von Quasiteilchen-
Korrekturen und exzitonischen Effekten zurückzuführen ist. Bei den hier untersuchten Materia-
lien ist dies allerdings nicht der Fall: Infolge der extremen Unterschätzung der Bandlücken in der
GGA liegen die Absorptionskanten bei viel zu niedrigen Energien, was zu große Werte für die
dielektrischen Konstanten nach sich zieht. Besonders deutlich ist dies bei NiO zu beobachten.
Im Vergleich zu den GGA-Resultaten sind die mit dem HSE03-Funktional berechneten dielektri-
schen Konstanten deutlich kleiner und stimmen gut mit dem Experiment überein, wobei sich, wie
auch bei gewöhnlichen Halbleitern [55], eine leichte Tendenz zur Unterschätzung der gemessenen
Werte offenbart.
10 Die erhaltenen Werte stimmen gut mit anderen Rechnungen [164] überein.
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MnO FeO CoO NiO
Gap ind. dir. ind. dir. ind. dir. ind. dir.
GGA 0.7 1.1 0.0 0.0 0.6 0.8
GGA+G0W0 1.7 2.1 1.1 1.4
HSE03 2.6 3.2 2.1 2.2 3.2 4.0 4.1 4.5
HSE03+G0W0 3.4 4.0 2.2 2.3 3.4 4.5 4.7 5.2
GGA+U+∆ 4.3 4.9 2.9 3.0 4.3 4.7 4.1 4.5
Exp. (Photoem.) 3.9± 0.4 [168] 2.5± 0.3 [169] 4.3 [170]
Exp. (Leitf.) 3.8 . . . 4.2 [171] 3.6± 0.5 [172] 3.7 [173]
Exp. (opt. Abs.) 3.6 . . . 3.8 [174] 2.4 [175] 2.8 [176] 3.7 [177]
5.43 [178] 3.87 [178]
Tab. 4.4: Indirekte (ind.) und direkte (dir.) Bandlücken der Übergangsmetalloxide. Die experimentellen Wer-
te entstammen Photoemissions- (Photoem.), Leitfähigkeits- (Leitf.) und optischen Absorptionsmessungen (opt.
Abs.). Alle Werte sind in eV angegeben.
Die Berücksichtigung von Quasiteilchen-Korrekturen nach dem G0W0-Ansatz aufbauend auf der
HSE03-Bandstruktur führt zu einer weiteren Öffnung der Bandlücke (siehe Tab. 4.4). Im Prinzip
sollten die so berechneten indirekten Gaps mit den aus kombinierten XPS+BIS-Messungen (XPS
von X-ray photoemission spectroscopy und BIS von bremsstrahlung-isochromat spectroscopy) ge-
wonnenen experimentellen Resultaten übereinstimmen. Die Ableitung von Gap-Werten aus den
Photoemissionsintensitäten gestaltet sich jedoch bei den hier betrachteten Oxiden schwierig, da
die Zustandsdichte oberhalb der Leitungsbandkante nur sehr langsam anwächst. Darüber hinaus
können bei nichtmetallischen Proben infolge von Aufladungseffekten Probleme bei der relativen
Ausrichtung der XPS- und BIS-Spektren auftreten. Der Vergleich von Quasiteilchen-Gaps mit
den Ergebnissen optischer Absorptionsmessungen erfordert dagegen besondere Vorsicht bei der
Interpretation der experimentellen Daten im Hinblick auf eventuelle verbotene Übergänge im
Bereich der Absorptionskante [179] bzw. exzitonische Effekte.
Im Fall von MnO führen die Quasiteilchen-Korrekturen zu einer substantiellen Öffnung der Band-
lücke um 0.8 eV, wodurch eine gute Übereinstimmung mit den Ergebnissen von Photoemissions-,
Leitfähigkeits- und optischen Absorptionsmessungen erzielt werden kann (siehe Tab. 4.4). Auch
bei NiO haben die GW -Korrekturen einen signifikanten Einfluss auf die Bandlücke. Der hier be-
rechnete Wert von 4.7 eV überschätzt das aus Photoemissionsdaten bestimmte Gap leicht.11 Für
FeO scheint bereits die selbstkonsistente Lösung der gKS-Gleichung mit dem HSE03-Funktional
eine sehr gute Approximation für das Quasiteilchen-Gap zu liefern, da die GW -Korrekturen mit
0.1 eV bemerkenswert klein ausfallen. Leider steht zum Vergleich mit experimentellen Daten nur
ein auf optischen Absorptionsmessungen basierender Wert der Bandlücke für die nichtstöchiome-
trische Wüstit-Struktur zur Verfügung. Nichtsdestotrotz stimmt dieser gut mit dem berechneten
Gap überein. Einzig im Fall von CoO ergibt sich kein klares Bild, da hier die verfügbaren Mess-
werte über einen großen Energiebereich streuen.
11 Faleev et al. [56] ﬁnden mit Hilfe der selbstkonsistenten QPSCGW-Methode (siehe Kap. 2.4.3) vergleichbare
Werte für die Bandlücken von MnO (3.5 eV) und NiO (4.8 eV).
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Abb. 4.2: Quasiteilchen-Bandstrukturen der Übergangsmetalloxide MnO, FeO, CoO und NiO. Die roten Punkte
zeigen die Quasiteilchen-Energien, welche mit Hilfe des G0W0-Ansatzes aufbauend auf der HSE03-Bandstruktur
(schwarze Linien) berechnet wurden. Als Nullpunkt der Energieskala dient jeweils das VBM. Die Nomenklatur
der Hochsymmetriepunkte in der Brillouin-Zone folgt Ref. [151].
Quasiteilchen-Bandstrukturen
Abbildung 4.2 zeigt die gemäß dem HSE03- sowie dem HSE03+G0W0-Ansatz berechneten Band-
strukturen der untersuchten Übergangsmetalloxide. Alle vier Materialien sind indirekte Halblei-
ter. Das CBM befindet sich jeweils am Γ-Punkt und gehört zu einem relativ stark dispersiven
Band, welches am Γ-Punkt s-symmetrisch ist. Es setzt sich aus Zuständen zusammen, die ihren
Ursprung sowohl an den Übergangsmetallkationen als auch an den O-Atomen haben. Energe-
tisch nur wenig oberhalb des CBMs liegen die nahezu dispersionslosen unbesetzten d-Zustände
der Übergangsmetallatome. Die Position des VBMs variiert von Material zu Material: Bei MnO
und NiO befindet es sich am T -Punkt, bei CoO dagegen am F -Punkt. Im Fall von FeO ist das
oberste besetzte Band praktisch dispersionsfrei. Im Valenzbandbereich ist eine starke Hybridisie-
rung der besetzten 3d-Zustände mit den dispersiven 2p-Bändern des Sauerstoffs zu beobachten.
Insbesondere wird anhand der Bandstrukturen deutlich, dass eine Klassifikation als Mott-Hub-
bard- oder Ladungstransfer-Isolator zu kurz greift, da in allen Fällen sowohl d-artige als auch
nicht d-artige Bänder in die Gap-Bildung involviert sind.
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Abb. 4.3: Quasiteilchen-Korrekturen in der G0W0-Näherung aufbauend auf den (g)KS-Eigenwerten in GGA und
HSE03 für die Oxide MnO, FeO, CoO und NiO. Kreise symbolisieren die QP-Korrekturen in Bezug auf die GGA
für Zustände mit mehr als 50 % sp-Anteil (hellgrün) bzw. überwiegendem d-Charakter (dunkelgrün). Dreiecke
repräsentieren die Korrekturen basierend auf dem HSE03-Funktional für Zustände mit über 50 % d-Beiträgen (rot)
bzw. dominierenden sp-Anteilen (gelb). Zur Orientierung sind in den oberen Bildteilen jeweils die mit Hilfe der
genannten (g)KS-Schemata berechneten Zustandsdichten dargestellt. Die Abszissenwerte im Valenzbandbereich
beziehen sich auf das VBM. Für den Leitungsbandbereich dient hingegen das CBM als Nullpunkt.
Quasiteilchen-Korrekturen
Um zu einem detaillierten Verständnis des Einflusses des Startpunkts der GW -Rechnung auf die
Quasiteilchen-Bandstruktur zu gelangen, ist eine Analyse der Quasiteilchen-Korrekturen hilf-
reich. Dabei bietet es sich an, die stark lokalisierten d-artigen Zustände und die sp-Zustände
getrennt voneinander zu betrachten.12 In Abb. 4.3 sind die Quasiteilchen-Korrekturen für die
vier Oxide und die beiden verwendeten GW -Startpunkte GGA und HSE03 dargestellt.
Dabei fällt zunächst ins Auge, dass die energetisch tief liegenden O 2s-Zustände bei Verwendung
des GGA-Startpunkts durch die Quasiteilchen-Korrekturen um ca. 1 eV (MnO) bzw. 0.5 eV (NiO)
zu niedrigeren Energien verschoben werden, während die GW -Korrekturen aufbauend auf einer
HSE03-Rechnung bei allen vier TMOs fast verschwinden. Somit liegt die Schlussfolgerung nahe,
12 Die Unterscheidung zwischen d-artigen und sp-Zuständen ist aufgrund der auftretenden Hybridisierungen nicht
streng möglich. Für die nachfolgende Diskussion werden Zustände, deren Charakterprojektion mehr als 50 %
d-Anteil liefert, als d-artig, alle anderen als sp-artig eingestuft.
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dass der HSE03-Ansatz die stark gebundenen Zustände besser beschreibt.13 Im oberen Valenz-
bandbereich, der von O 2p-Zuständen und den besetzten d-Zuständen der Kationen dominiert
wird, beobachtet man eine leichte Reduktion der Quasiteilchen-Korrekturen für den Startpunkt
HSE03 im Vergleich zur GGA. Insgesamt ist festzuhalten, dass der Einfluss der GW -Korrektu-
ren hier eher gering ausfällt. Im Leitungsbandbereich erfahren besonders die d-Zustände relativ
große Verschiebungen zu höheren Energien, während der Einfluss der GW -Korrekturen auf die
sp-Zustände geringer ist. Dies hat zur Folge, dass sich die Bandlücke durch die Berücksichtigung
von Quasiteilchen-Korrekturen zwar nur wenig öffnet, jedoch signifikante Verschiebungen in der
von d-Zuständen dominierten Zustandsdichte auftreten. Als Fazit bleibt zu konstatieren, dass
die Quasiteilchen-Korrekturen der Übergangsmetalloxide im Vergleich zu sp-Halbleitern, bei de-
nen sich die GW -Korrekturen oftmals mit Hilfe eines einfachen scissors shifts beschreiben lassen
(siehe z.B. Ref. [96] und Abb. 3.2), eine komplexere Struktur aufweisen.
Photoemissionsspektren und Zustandsdichten
In Abb. 4.4 werden die Quasiteilchen-Zustandsdichten der Übergangsmetalloxide mit den expe-
rimentellen XPS- und BIS-Spektren verglichen. Zusätzlich sind jeweils die partiellen Zustands-
dichten der d-Zustände gekennzeichnet. Da für die bei XPS-Experimenten verwendeten Photo-
nenenergien die Photoionisationsquerschnitte der d-Zustände der Metallatome viel größer sind
als die der O 2p-Orbitale, wird hauptsächlich die partielle Zustandsdichte Ersterer gemessen.
Im Fall von MnO stimmt die in HSE03+G0W0 berechnete Zustandsdichte sehr gut mit den expe-
rimentellen Befunden überein. Insbesondere können der dominante Peak im XPS-Spektrum sowie
die sich bei höheren Energien anschließende Schulter mit den besetzten t2g- und eg-Zuständen
identifiziert werden. Die breite Struktur im BIS-Spektrum zwischen 6 und 9 eV ist auf die lee-
ren d-Zustände mit t2g- und eg-Symmetrie zurückzuführen. Im Vergleich zu den HSE03+G0W0-
Resultaten weist die GGA+G0W0-DOS eine vergleichbare Peak-Struktur auf, allerdings wird die
Breite der Bandlücke deutlich unterschätzt.
Auch bei NiO reproduzieren die Quasiteilchen-Rechnungen die markante Doppel-Peak-Struktur
des XPS-Spektrums, welche ebenfalls von den d-Zuständen der Kationen hervorgerufen wird. Der
einzige Peak in den BIS-Daten wird von den unbesetzten eg-Orbitalen der Ni-Atome verursacht.
Während dessen energetische Position in GGA+G0W0 stark unterschätzt wird, liegt er in der
HSE03+G0W0-DOS im Vergleich zum Experiment ca. 1 eV zu hoch. Ein ähnliches Resultat
erhalten auch Faleev et al. [56] mit ihrem selbstkonsistenten Ansatz. Eine mögliche Ursache für
diese Abweichung könnte in der Vernachlässigung von Vertex-Korrekturen innerhalb der GWA
bestehen [58].
Während die GGA bei der Vorhersage des Photoemissionsspektrums von CoO offensichtlich
völlig versagt, stimmen die HSE03+G0W0-Resultate gut mit den nahezu strukturlosen XPS-
und BIS-Daten überein. Die partielle Zustandsdichte der d-Zustände zeigt im Valenzbandbereich
denselben Intensitätsabfall in Richtung kleinerer Energien wie das gemessene Spektrum. Die Po-
sition der breiten Struktur im Leitungsbandbereich kann wiederum den unbesetzten d-Zuständen
13 Ein ähnliches Verhalten wird auch für die stark gebundenen O 2s-Zustände in ZnO sowie die tief liegenden d-
Zustände in InN beobachtet [55, 96].
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Abb. 4.4: Zustandsdichten von MnO, FeO, CoO und NiO berechnet in den Näherungen GGA(+G0W0) (grün)
und HSE03+G0W0 (rot). Zum Vergleich sind in den oberen Teilen der Bilder die experimentellen XPS+BIS-
Daten [168–170, 180] (ebenso wie die DOS in beliebigen Einheiten) dargestellt. Darüber hinaus werden jeweils die
GGA+U -Zustandsdichten einschließlich scissors shift ∆ (blau) gezeigt (siehe Tab. 4.5 für die Werte von U und
∆). Die Beiträge der partiellen DOS der d-Zustände (dünne Linien) mit t2g- (dunkel gefüllte Flächen) und eg-
Symmetrie (hell gefüllte Flächen) zu den Gesamtzustandsdichten (dicke Linien) sind besonders hervorgehoben.
Zum besseren Vergleich mit dem Experiment wurden die berechneten DOS mit einer Gauß-Kurve der vollen
Halbwertsbreite 0.6 eV gefaltet. Der Nullpunkt der Energieskala markiert das VBM.
zugeordnet werden. Van Elp et al. [169] bestimmen aus ihren (in Abb. 4.4(c) dargestellten) ge-
messenen Daten einen Wert von (2.5± 0.3) eV für die fundamentale Bandlücke, welcher deutlich
geringer ist als das HSE03+G0W0-Gap (siehe Tab. 4.4). Allerdings unterliegen die gemessenen
Kurven einer sehr großen experimentellen Verbreiterung (1.0 eV für die XPS und 0.8 eV für die
BIS), sodass die Ableitung eines Zahlenwertes für die fundamentale Bandlücke aus diesen Daten
mit erheblichen Unsicherheiten verbunden ist.
Auch bei FeO können die wesentlichen Strukturen des Röntgen-Photoemissionsspektrums anhand
der HSE03+G0W0-DOS verstanden werden. Die Schulter an der Valenzbandoberkante wird durch
den sehr flachen besetzten t2g-Zustand des Minoritätsspinkanals hervorgerufen. Insgesamt weist
das stark verbreiterte gemessene Spektrum einen nahezu plateau-artigen Verlauf auf, der darauf
zurückzuführen ist, dass sich die d-Zustände fast gleichmäßig über den gesamten Valenzbandbe-
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reich verteilen. Verglichen mit der berechneten DOS suggeriert das BIS-Spektrum ein deutlich
geringeres Quasiteilchen-Gap. Leider leiten Zimmermann et al. [180] aus ihren Messergebnissen
keinen Wert für die Bandlücke ab und kommentieren auch nicht die relative Ausrichtung ihrer
XPS- und BIS-Daten. Das in HSE03+G0W0 berechnete Gap stimmt jedoch sehr gut mit dem
anhand optischer Absorptionsmessungen ermittelten Wert (siehe Tab. 4.4) überein.
Ein wichtiger Punkt, der bei der Ableitung von Bandlücken aus den Photoemissionsspektren der
Übergangsmetalloxide stets zu berücksichtigen ist, ist der sehr flache Anstieg der Zustandsdichte
oberhalb des CBMs. Als Ursache hierfür ist die relativ starke Dispersion des s-artigen niedrigsten
Leitungsbandes zu nennen, dessen Zustandsdichte im Vergleich zu den d-Bändern sehr gering ist.
Die gute Übereinstimmung zwischen den Resultaten der Quasiteilchen-Rechnungen und den ex-
perimentellen Spektren legt nahe, dass das Anregungsspektrum der Übergangsmetalloxide, wie
eingangs des Kapitels erwähnt, durchaus mit Hilfe des Quasiteilchen-Konzepts interpretierbar
ist. Die Übergangsmetalloxide können also nicht als stark korreliert bezeichnet werden, insofern
man damit das Versagen des Quasiteilchen-Bildes meint.
4.2.2 Vergleich mit dem GGA+U+∆-Ansatz
Im folgenden Kapitel sollen die optischen Absorptionseigenschaften der Übergangsmetalloxide
untersucht werden. Die dazu notwendige Berechnung des exzitonischen Hamilton-Operators (sie-
he Kap. 3) erfordert die Bestimmung der Quasiteilchen-Eigenwerte und -Wellenfunktionen für
eine große Zahl symmetrie-inäquivalenter Zustände. Der mit der HSE03+G0W0-Methode ver-
bundene hohe numerische Aufwand14 ist hierfür nicht durchzuhalten. Daraus erwächst die Not-
wendigkeit, nach Möglichkeiten zur Berechnung des Quasiteilchen-Spektrums zu suchen, die mit
deutlich geringerem Rechenzeitaufwand verbunden sind.
In Kap. 3.4.4 wurde für den sp-Isolator MgO gezeigt, dass eine GGA-Rechnung mit einem zu-
sätzlichen scissors shift ∆ die HSE03+G0W0-Energien sehr gut reproduzieren kann. Wie aus den
vorangegangenen Abschnitten ersichtlich ist, trifft das für die Übergangsmetalloxide nicht mehr
zu.15 Einen Ausweg aus diesem Dilemma bietet die LDA/GGA+U -Methode (siehe Kap. 2.6.3).
Sie skaliert numerisch genauso günstig wie die (semi)lokalen XC-Funktionale und berücksichtigt
die starke intraatomare Wechselwirkung der lokalisierten d-Elektronen in Form des effektiven
Parameters U . Der durch das U vermittelte Wechselwirkungsanteil zur verbesserten Beschrei-
bung der lokalisierten Zustände besitzt die formale Gestalt eines nichtlokalen intraatomaren
orbitalabhängigen abgeschirmten Austausch-Terms. Damit weist das GGA+U -Funktional bzgl.
der beschriebenen physikalischen Effekte eine gewisse Ähnlichkeit zum HSE03-Funktional auf,
da auch bei Letzterem der kurzreichweitige abgeschirmte Austausch eine wichtige Rolle spielt.
14 Eine Ursache für den hohen numerischen Aufwand ist die Einbeziehung eines nichtlokalen Fock-Anteils in
die selbstkonsistente Lösung der gKS-Gleichung bei Verwendung des HSE03-Funktionals. Darüber hinaus
erfordert die Berechnung der Abschirmfunktion für die GW -Korrekturen die Berücksichtigung einer großen
Zahl unbesetzter Bänder.
15 Der GGA+∆-Ansatz versagt auch für Systeme mit vollständig besetzten d-Orbitalen wie InN [209], ZnO oder
CdO [212, 214].
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Abb. 4.5: Zustandsdichten der
Übergangsmetalloxide MnO, FeO,
CoO und NiO berechnet nach dem
GGA+U -Schema mit verschiede-
nen Werten für U = 0 . . . 7 eV. Die
Beiträge der t2g- und eg-Zustän-
de sind durch dunkel bzw. hell ge-
füllte Flächen markiert. Alle Zu-
standsdichten wurden mit einer
Gauß-Kurve der vollen Halbwerts-
breite 0.6 eV gefaltet. Als Energie-
nullpunkt dient das VBM.
Quasiteilchen-Energien
Das zentrale Problem der Methode besteht in der Wahl des Wechselwirkungsparameters. In
Abb. 4.5 sind die Zustandsdichten der Übergangsmetalloxide für einen großen Wertebereich von
U = 0 . . . 7 eV dargestellt. In Übereinstimmung mit den aus dem Hubbard-Modell resultierenden
Erwartungen beobachtet man, dass sich mit zunehmendem U die besetzten d-Zustände zu nied-
rigeren, die unbesetzten dagegen zu höheren Energien verschieben. Für große Werte von U , wie
sie häufig in der Literatur vorgeschlagen werden (siehe z.B. die Refn. [102, 156]), führt dies zu
einer vollständigen Umordnung des elektronischen Anregungsspektrums: Die Valenzbandober-
kante wird nicht länger durch die d-Zustände dominiert, sondern – in eindeutigem Widerspruch
zu den experimentellen Befunden – überwiegend von den O 2p-Bändern gebildet.
Zudem sind auch für große U (zumindest bei MnO und NiO) die Bandlücken immer noch deut-
lich kleiner als die experimentellen Gaps. Dies ist darauf zurückzuführen, dass das CBM, wie in
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MnO FeO CoO NiO
U 2.0 3.0 3.0 3.0
∆ 3.0 1.5 2.5 2.0
Tab. 4.5: Intraatomarer Wechselwirkungsparameter U und scissors shift ∆ in eV.
Abschnitt 4.2.1 gezeigt, von einem s-artigen Band gebildet wird, während die Zustände nahe der
Valenzbandoberkante einen signifikanten p-Anteil enthalten. Diese nicht d-artigen Zustände wer-
den jedoch nur indirekt über den Selbstkonsistenz-Zyklus von U beeinflusst und ändern deshalb
ihre relative energetische Position im Vergleich zur reinen GGA-Zustandsdichte kaum.
Für die Zwecke der vorliegenden Arbeit wird U derart gewählt, dass eine möglichst gute Über-
einstimmung der HSE03+G0W0-Valenzband-Zustandsdichte mit der DOS der besetzten Bänder
in GGA+U erreicht wird (vgl. Abb. 4.5). Die so erhaltenen Werte für den intraatomaren Wech-
selwirkungsparameter sind in Tab. 4.5 aufgelistet.16 Darüber hinaus werden die unbesetzten
Zustände durch einen scissors shift ∆ – als einfachste Näherung der Quasiteilchen-Korrektur
– verschoben, um auch die energetische Lage der Leitungsbänder der HSE03+G0W0-Rechnung
möglichst genau wiederzugeben. Die Werte für ∆ finden sich ebenfalls in Tab. 4.5. Anhand von
Abb. 4.4 wird deutlich, dass mit Hilfe der hier geschilderten Prozedur durch die Einführung von
lediglich zwei Parametern eine überraschend gute Übereinstimmung zwischen den Zustandsdich-
ten in der HSE03+G0W0- und der GGA+U+∆-Näherung erreicht werden kann. Insbesondere
die Position und das relative spektrale Gewicht der von den t2g- und eg-Zuständen verursachten
dominanten Peaks in der DOS können mit dem GGA+U+∆-Ansatz gut reproduziert werden,
wobei die Gesamtbreite des Valenzbandbereichs in der GGA+U+∆-Näherung etwas geringer
ausfällt. Die größten Abweichungen zwischen den beiden Methoden ergeben sich für die fun-
damentale Bandlücke (siehe Tab. 4.4), da sich die relative energetische Lage des s- und der
d-artigen Leitungsbänder in der GGA+U+∆- und der HSE03+G0W0-Rechnung unterscheidet.
Für die Zustandsdichte selbst – wie auch für die Berechnung optischer Absorptionsspektren –
ist dies jedoch von untergeordneter Bedeutung, da den mit dem s-artigen Band verbundenen
Anregungen nur ein sehr geringes spektrales Gewicht zukommt.
Quasiteilchen-Wellenfunktionen
Als letzter Punkt verbleibt die Frage nach der adäquaten Beschreibung der Quasiteilchen-Wellen-
funktionen mit Hilfe des GGA+U -Ansatzes, da diese bei der Berechnung der optischen Absorp-
tionseigenschaften in die Bestimmung der Matrixelemente des exzitonischen Hamilton-Operators
einfließen (vgl. Gl. (3.3)). Generell erweist sich eine Evaluierung der Qualität der Einteilchen-
Wellenfunktionen als schwierig, da diese selbst keine physikalischen Observablen darstellen. Hy-
bertsen und Louie [5] untersuchten die GW -Quasiteilchen-Wellenfunktionen von Si an einigen
Hochsymmetriepunkten der Brillouin-Zone und fanden für den Betrag des Überlapps mit den
KS-Orbitalen in LDA einen Wert von mehr als 99.9 %. Diese Zahl wird häufig zitiert und als
Rechtfertigung zur Verwendung der LDA-Wellenfunktionen bei der Berechnung der Wechselwir-
16 Die beschriebene Prozedur beschränkt die Genauigkeit von U auf ∼ 1 eV.










































































































































































Abb. 4.6: Verlauf von Ladungs- und Magnetisierungsdichte entlang der kubischen [111]-Richtung für MnO,
FeO, CoO und NiO. Aufgetragen sind jeweils die Resultate für die Funktionale GGA, HSE03 und GGA+U (mit
U gemäß Tab. 4.5) sowie die Diﬀerenzen der HSE03- und GGA+U -Dichten zu den GGA-Dichten. Bei MnO und
NiO wurden diese Diﬀerenzen zur besseren Darstellbarkeit um den Faktor zehn vergrößert.
kungsmatrixelemente in der BSE herangezogen.
Schon die Definition von Kriterien zur Bewertung der Güte der Gesamtheit der Wellenfunktionen
ist schwierig. Letztendlich ist man auf den Vergleich von integralen Größen wie Ladungsdichten,
magnetischen Momenten oder Absorptionsspektren mit experimentellen Ergebnissen angewiesen,
um Indizien für die Qualität der Beschreibung der Wellenfunktionen zu finden. Daraus Rück-
schlüsse auf die Qualität einzelner Wellenfunktionen zu ziehen, ist praktisch unmöglich.17
Um einen globalen Eindruck von der räumlichen Verteilung der besetzten Zustände zu erhal-
ten, sind in Abb. 4.6 die Ladungs- und Magnetisierungsdichten der Valenzelektronen entlang
der [111]-Richtung der kubischen Elementarzelle mit Schnitt durch die Atompositionen aufge-
tragen.18 Im Fall von MnO und NiO sind die Ladungsdichten in GGA, HSE03 und GGA+U
praktisch nicht voneinander unterscheidbar. Auch die Magnetisierungsdichten sind nahezu gleich,
wobei die Größe des atomaren magnetischen Moments der Kationen in der GGA etwas geringer
ist als mit den anderen Methoden. Für CoO und FeO zeigt die GGA-Ladungsdichte dagegen
deutliche Abweichungen von den mit dem HSE03- und dem GGA+U -Ansatz berechneten Er-
17 Erschwerend kommt hinzu, dass sich bei der Verwendung unterschiedlicher Funktionale die Hybridisierungen
der Zustände derart stark ändern können, dass mitunter nicht einmal eine Zuordnung der Eigenwerte möglich
ist.
18 Genauer gesagt sind jeweils die Pseudoladungs- und Pseudomagnetisierungsdichten dargestellt.
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gebnissen, welche nahezu deckungsgleich sind. Grund hierfür ist die inkorrekte Vorhersage eines
metallischen Grundzustands in der GGA und die damit einhergehende veränderte Besetzung der
Zustände. Die Funktionale HSE03 und GGA+U führen darüber hinaus auch auf sehr ähnliche
Magnetisierungsdichten, die sich wiederum deutlich von der GGA unterscheiden.
5 Optische Eigenschaften der Übergangsmetalloxide
MnO, FeO, CoO und NiO
If we knew what it was we were doing,
it would not be called research, would it?
Albert Einstein
Durch Lösung der Bethe-Salpeter-Gleichung können bereits seit mehreren Jahrzehnten mit Hilfe
von parameterabhängigen Modellrechnungen [31, 35, 39] bzw. seit 1998 auch mit Hilfe von ab-in-
itio-Simulationen [7–9] die optischen Eigenschaften von Festkörpern unter Berücksichtigung von
exzitonischen und Quasiteilchen-Effekten bestimmt werden. Allerdings beschränkten sich diese
Rechnungen bisher auf Systeme mit spingepaarten Elektronen. Isolatoren mit teilweise besetzten
Bändern, welche eine inhärente Spinpolarisation und eine unterschiedliche Lokalisation von up-
und down-Elektronen aufweisen, konnten nicht behandelt werden. Mit den in Kap. 3 vorgestell-
ten Erweiterungen des theoretischen Formalismus auf Systeme mit kollinearer Spinpolarisation
sind nun auch die optischen Absorptionseigenschaften nichtmetallischer magnetischer Festkörper
einer Untersuchung mit den Methoden der Vielteilchen-Störungstheorie zugänglich.
Als prototypische Materialklasse für die magnetischen Isolatoren dienen die antiferromagneti-
schen Übergangsmetalloxide MnO, FeO, CoO und NiO, deren elektronische Struktur im voran-
gegangenen Kapitel eingehend untersucht wurde. Im Folgenden werden die optischen Absorp-
tionsspektren der genannten Oxide sowie die gebundenen Frenkel-artigen Exzitonen unterhalb
der Absorptionskante berechnet und diskutiert.
5.1 Optische Absorptionsspektren
5.1.1 Dielektrische Funktion mit exzitonischen Effekten
In Abb. 5.1 sind die Imaginärteile der dielektrischen Funktionen der Übergangsmetalloxide auf-
getragen, welche sowohl in der Näherung unabhängiger Quasiteilchen als auch durch Lösung der
Bethe-Salpeter-Gleichung in der TDA mit Berücksichtigung von exzitonischen und Lokalfeldef-
fekten berechnet wurden. Sämtliche Spektren wurden mit Hilfe der Zeitentwicklungsmethode ba-
sierend auf den Elektronenstrukturen in der GGA+U+∆-Näherung (siehe Kap. 4.2.2) bestimmt.
Soweit nicht anders vermerkt, wird die Elektron-Loch-Abschirmung durch die dielektrische Mo-
dellfunktion (A.35) beschrieben, wobei jeweils die experimentellen Werte für ε∞ angenommen
werden, welche Tab. 4.3 zu entnehmen sind.1 Die verwendeten Konvergenzparameter werden in
1 Für FeO existiert lediglich ein experimenteller Referenzwert von ε∞ = 11.1, welcher am nichtstöchiometri-
schen System FexO [184] gemessen wurde. Dieser weicht deutlich vom chemischen Trend ab, welcher aus Tab.
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(d) NiO
Abb. 5.1: Imaginärteile der dielektrischen Funktionen ε(ω) der Übergangsmetalloxide MnO, FeO, CoO und NiO.
Gezeigt sind die RPA-Spektren basierend auf der GGA+U+∆-Bandstruktur (schwarz) sowie die BSE-Spektren
unter Einschluss von exzitonischen und Lokalfeldeﬀekten (blau). Die Verbreiterung der berechneten Spektren
beträgt γ = 0.15 eV. Die experimentellen Spektren (rote durchgezogene und gestrichelte Linien) sind den Refn.
[177, 178, 181–183] entnommen.
Anhang A.3.2 näher spezifiziert.
Generell findet man für spinpolarisierte Systeme dieselben Effekte, welche auch bei nichtmagne-
tischen Materialien beobachtet werden: Infolge der Attraktivität der Elektron-Loch-Wechselwir-
kung kommt es zu einer Rotverschiebung des gesamten Absorptionsspektrums im Vergleich zum
RPA-Resultat.2 Darüber hinaus wird spektrales Gewicht zu niedrigeren Energien umverteilt. Die-
se Effekte sind für alle hier untersuchten Materialien deutlich erkennbar. Besonders die starke
Rotverschiebung der dominanten Peaks in den Absorptionsspektren um ∼ 1 eV ist auffällig. Alle
vier Oxide zeichnen sich durch einen weitestgehend plateau-artigen Verlauf des Imaginärteils der
dielektrischen Funktion aus. Lediglich im niederenergetischen Bereich treten markante Absorpti-
4.3 sowohl für die berechneten als auch die gemessenen dielektrischen Konstanten der Übergangsmetalloxide
ersichtlich wird. Unter der Annahme, dass diese Abweichung auf die nichtstöchiometrische Zusammensetzung
des Materials zurückzuführen ist, wird für die Berechnung der Spektren stattdessen ein Wert von ε∞ = 5.0
angesetzt.
2 Der Begriﬀ RPA-Spektrum wird hier und im Folgenden mit dem Spektrum unabhängiger Quasiteilchen nach
dem GGA+U+∆-Ansatz (inklusive scissors shift) gleichgesetzt.






































































































Abb. 5.2: Beiträge optisch „verbotener“ Übergänge zum niederenergetischen Teil der Absorptionsspektren von
MnO und NiO. In den linken Bildhälften sind jeweils die RPA-Spektren mit einer Verbreiterung von γ = 0.15 eV
dargestellt (grau). Für MnO sind die Beiträge zur optischen Absorption, die aus Übergängen von den an Γ eg-
symmetrischen Valenzbändern (in der Bandstruktur schwarz markiert) in das s-artige Leitungsband (orange)
und die t2g-symmetrischen Leitungsbänder (violett) resultieren, besonders gekennzeichnet. Analoges gilt im Fall
von NiO für die Übergänge aus den t2g-symmetrischen Valenzbändern (in der Bandstruktur schwarz) in die eg-
Leitungsbänder (violett). In die Bandstrukturen in den rechten Bildhälften sind zusätzlich die Betragsquadrate
der zu diesen Übergängen gehörigen optischen Matrixelemente |p|2 (orange / violette Punkte) eingezeichnet.
onsmaxima auf, für welche zu wesentlichen Teilen die partiell besetzten d-Zustände verantwortlich
sind. Das relative spektrale Gewicht dieser Peaks wird durch die Berücksichtigung exzitonischer
Effekte deutlich erhöht. Vergleiche mit experimentellen Daten erweisen sich als schwierig, da
die verfügbaren gemessenen Spektren insbesondere hinsichtlich der Oszillatorstärken teilweise
um einen Faktor zwei voneinander abweichen (siehe Abb. 5.1). Überwiegende Einigkeit besteht
jedoch von experimenteller Seite her hinsichtlich der charakteristischen Peak-Positionen. Diese
können mit Hilfe der durch Lösung der BSE ermittelten Spektren gut reproduziert werden. Glei-
ches gilt für den allgemeinen Verlauf der dielektrischen Funktionen sowie die Höhe der Plateaus
bei größeren Absorptionsfrequenzen.
Aus Platzgründen wird die nachfolgende detaillierte Diskussion der Spektren nur für die beiden
prominentesten Vertreter der Reihe der antiferromagnetischen Übergangsmetalloxide, MnO und
NiO, geführt. Da die untersuchten Effekte bei CoO und FeO in sehr ähnlicher Form auftreten,
stellt dies jedoch keine prinzipielle Einschränkung dar.











































Abb. 5.3: Einﬂuss der Lokalfeldeﬀekte (LFE) auf die Imaginärteile der dielektrischen Funktionen von MnO und
NiO. Orange (mit LFE) ist die makroskopische, schwarz die mikroskopische dielektrische Funktion dargestellt.
Beide wurden basierend auf der GGA+U+∆-Bandstruktur in RPA berechnet. Die Verbreiterung der Spektren
beträgt γ = 0.15 eV.
5.1.2 Beitragende Übergänge und Auswahlregeln
Abbildung 5.2 zeigt, dass wesentliche Beiträge zum niederenergetischen Bereich des Absorptions-
spektrums – sowie bei NiO obendrein der einzige markante Peak im gesamten Imaginärteil der
dielektrischen Funktion – fast ausschließlich auf Übergänge zwischen am Γ-Punkt d-symmetri-
schen Bändern bzw. zwischen s- und d-symmetrischen Bändern zurückzuführen sind. Dies er-
scheint zunächst verwunderlich, da solche Übergänge aufgrund der Orbitalauswahlregel ∆l = ±1
optisch verboten sein sollten. Zwar sind die entsprechenden Anregungen, wie das Auftragen der
optischen Übergangsmatrixelemente über der Bandstruktur in Abb. 5.2 offenbart, tatsächlich
am Hochsymmetriepunkt Γ dipol-verboten. Abseits vom Γ-Punkt sind sie jedoch dipol-erlaubt,
wenn auch die Oszillatorstärken gemessen an den Übergangsmatrixelementen gewöhnlicher sp-
Übergänge immer noch vergleichsweise schwach sind (siehe z.B. Ref. [211]). Aufgrund der hohen
kombinierten Zustandsdichte der beteiligten Bänder bilden sich dennoch signifikante Peaks im
Absorptionsspektrum aus.
5.1.3 Lokalfeldeffekte
In Abbildung 5.3 sind die Imaginärteile der mikroskopischen und makroskopischen dielektrischen
Funktionen von MnO und NiO in der RPA aufgetragen. Die makroskopischen Funktionen wurden
durch Lösung des Eigenwertproblems des exzitonischen Hamilton-Operators unter Vernachläs-
sigung der Matrixelemente des abgeschirmten Coulomb-Potentials W mittels der Zeitentwick-
lungsmethode [115] bestimmt. Es zeigt sich, dass der Einfluss der Lokalfeldeffekte für MnO und
NiO (wie auch für die hier nicht dargestellten Materialien CoO und FeO) verschwindend gering
ist. Diese Beobachtung ist konsistent mit den geringen Unterschieden, die für die mikroskopischen
und makroskopischen statischen elektronischen dielektrischen Konstanten gefunden werden (vgl.
Tab. 4.3). Es ist in Anbetracht der starken Ionizität der Übergangsmetalloxide und der damit
verbundenen sehr inhomogenen Ladungsdichteverteilung zunächst etwas überraschend, dass die

















































Abb. 5.4: Einﬂuss der Beschreibung der Abschirmung des Coulomb-Potentials in der BSE auf die optischen
Absorptionsspektren von MnO und NiO. Die blauen Kurven wurden unter Verwendung der dichte- und wellenvek-
torabhängigen Abschirmfunktion nach Bechstedt et al. [133] berechnet. Für die rot dargestellten Spektren wurde
die Abschirmung lediglich durch eine Konstante modelliert. Die Verbreiterung der Spektren beträgt γ = 0.15 eV.
Einflüsse der Lokalfeldeffekte nicht größer ausfallen. Allerdings weisen die TMOs insgesamt eine
niedrige Polarisierbarkeit auf, wodurch es plausibel erscheint, dass auch die Lokalfeldkorrekturen
klein sind.
5.1.4 Beschreibung der Abschirmung
Im Prinzip müsste zur Beschreibung der Abschirmung des Coulomb-Potentials in der statischen
Näherung die volle statische mikroskopische dielektrische Funktion εGG′(q, 0) verwendet werden.
Aufgrund des hohen numerischen Aufwands, welcher mit der Berechnung dieser Größe verbun-
den ist, werden in die hier durchgeführten Simulationen stets nur die Diagonalelemente G = G′
einbezogen. Die q-Abhängigkeit der dielektrischen Funktion wird mit Hilfe des Modells nach
Bechstedt et al. [133] beschrieben (siehe auch Gl. (A.35)).3 Um die Abhängigkeit der berechne-
ten Spektren von der Wahl der Abschirmfunktion zu bewerten, wurde die optische Absorption
darüber hinaus mit Hilfe einer konstanten Abschirmung ermittelt (siehe Abb. 5.4).4 Für beide
Modelle der Abschirmung zeigen sich nur geringe Unterschiede in den Absorptionsspektren. Dies
legt nahe, dass zumindest im Interband-Bereich der optischen Absorption die Terme mit großen
q-Vektoren keine bedeutende Rolle bei der Abschirmung der Wechselwirkung spielen.
5.1.5 Tamm-Dancoff-Approximation
Zum Abschluss soll noch die Gültigkeit der Tamm-Dancoff-Näherung für die hier erstmals un-
tersuchte Materialklasse der magnetischen Isolatoren untersucht werden. Zur Bestimmung der
dielektrischen Funktion wird die in Kap. 3.3.1 dargestellte Verallgemeinerung der Zeitentwick-
lungsmethode angewandt. Wie Abb. 5.5 zeigt, reihen sich die Übergangsmetalloxide nahtlos in
3 Ein Vergleich der funktionalen Abhängigkeit der mit Hilfe des HSE03-Funktionals berechneten dielektrischen
Funktion von NiO mit dem Fit durch das genannte Modell ist in Abb. 5.9 dargestellt.
4 Die dabei verwendete Konstante ε∞ ist dieselbe, welche auch in der Modellfunktion zum Einsatz kommt.
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Abb. 5.5: Durch Lösung der BSE bestimmte Imaginärteile der dielektrischen Funktionen von MnO und NiO
mit (blau) und ohne (orange gestrichelt) Verwendung der Tamm-Dancoﬀ-Approximation (TDA). Die hier dar-
gestellten dielektrischen Funktionen wurden aufgrund des bei Berücksichtigung der Kopplungsterme erhöhten
Speicherbedarfs mit einem reduzierten Cutoﬀ von EBSEcut = 10 eV berechnet. Die Verbreiterung der Spektren
beträgt γ = 0.15 eV.
die große Klasse der Materialien ein, für die der Einfluss der nichthermiteschen Kopplungsterme
auf das optische Spektrum vernachlässigbar klein ist.5 Dieser Effekt ist für den Interband-Bereich
nicht unerwartet, da hier die resonanten und antiresonanten Übergänge energetisch weit ausein-
ander liegen. Darüber hinaus wird davon ausgegangen, dass die Kopplungsterme stets dann klein
sind, wenn exzitonische und plasmonische Anregungen energetisch wohlsepariert sind [124].
5.2 Gebundene Zustände
Das augenfälligste Merkmal der elektronischen Struktur der hier untersuchten Übergangsmetall-
oxide sind die den Magnetismus hervorrufenden teilbesetzten d-Zustände, welche jeweils stark
an ihrem Ursprungsatom lokalisiert sind. In allen vier Oxiden ist der Majoritätsspinkanal voll
besetzt. Bei FeO, CoO und NiO befinden sich zusätzlich ein, zwei bzw. drei Elektronen in den
t2g-Zuständen des Minoritätsspinkanals, während die eg-Orbitale der Minoritätsspinrichtung in
allen vier Materialien unbesetzt sind. Aufgrund der geringen Dispersion der d-Bänder und der
starken intraatomaren Coulomb-Wechselwirkung ist mit der Ausbildung von Frenkel-Exzitonen
zu rechnen, welche um die Übergangsmetallionen lokalisiert sind. Da es sich hierbei im Wesent-
lichen um intraatomare d-d-Anregungen handelt, sind die zugeordneten Exzitonen dunkel und
allenfalls mit sehr geringen Oszillatorstärken im Absorptionsspektrum detektierbar.
5.2.1 Dunkle Exzitonen
Die detaillierte Untersuchung der gebundenen exzitonischen Zustände wird hier am Beispiel von
NiO durchgeführt. Für NiO findet man zwölf gebundene Exzitonen, welche aus den Übergängen
5 Die TDA erweist sich für alle bisher untersuchten Volumenhalbleiter als sehr gute Näherung. Lediglich bei
organischen Molekülen sind nennenswerte Einﬂüsse der Kopplungsterme bekannt (vgl. die in Abschnitt 3.1.4
zitierten Referenzen).
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Abb. 5.6: Konvergenz der Paar-Anregungsenergien
EΛ der zwölf gebundenen Exzitonen in NiO mit dem
k-Punkt-Satz. Die Eigenwerte wurden für eine Cutoﬀ-
Energie von EBSEcut = 10 eV berechnet. Die Abschirmung
der Elektron-Loch-Wechselwirkung wurde mittels einer
dielektrische Konstanten von ε∞ = 5.7 beschrieben. Die
gestrichelten Linien zeigen die Extrapolation der Paar-
Anregungsenergien auf verschwindenden k-Punkt-Ab-
stand.


























Abb. 5.7: Konvergenz der Paar-Anregungsenergien
EΛ der zwölf gebundenen Exzitonen in NiO mit der
Cutoﬀ-Energie EBSEcut des exzitonischen Hamilton-Ope-
rators. Die Brillouin-Zone wurde hierbei mit einem Satz
von 8 × 8 × 8 k-Punkten abgetastet. Die Abschirmung
des Coulomb-Potentials wurde mit Hilfe einer dielek-
trischen Konstanten von ε∞ = 5.7 modelliert. Das
Gap der zugrunde liegenden GGA+U -Rechnung beträgt
Eg = 2.5 eV.
von den drei t2g- in die zwei eg-Zustände des Minoritätsspinkanals an den zwei Kationen der ma-
gnetischen Elementarzelle resultieren. Bei MnO treten keine Frenkel-artigen Exzitonen auf, da
alle mit intraatomaren d-d-Anregungen verbundenen optischen Übergänge infolge der Auswahl-
regel für den Einteilchen-Spin dipol-verboten sind.6 Da die d-d-Anregungen auch in den anderen
Oxiden aufgrund der Orbitalauswahlregel verschwindende Oszillatorstärke besitzen, führt eine
Berechnung des Absorptionsspektrums mit Hilfe der Zeitentwicklungsmethode nicht zum Ziel.
Stattdessen kommt die iterative Diagonalisierung (vgl. Ref. [209] bzw. Kap. 3.3.2) zum Ein-
satz. Diese hat überdies den Vorteil, dass sie direkten Zugriff auf die Eigenwerte und damit die
Anregungsenergien bietet.
Konvergenz der Paar-Anregungsenergien
In den Abbn. 5.6 bzw. 5.7 ist die Konvergenz der exzitonischen Eigenwerte mit dem verwendeten
k-Punkt-Satz sowie der BSE-Cutoff-Energie dargestellt. Im Gegensatz zu Wannier-Mott-artigen
Paar-Anregungen (siehe Kap. 3.4.4) konstituieren sich Frenkel-Exzitonen aus Übergängen, welche
sich über die gesamte Brillouin-Zone verteilen. Infolgedessen reichen bei Letzteren deutlich klei-
nere k-Punkt-Sätze aus, um in den Bereich linearer Konvergenz der Paar-Anregungsenergien mit
der Zahl der verwendeten Sampling-Punkte entlang eines reziproken Gittervektors vorzudringen
(vgl. dazu die Abbn. 5.6 und 3.3). Aus der Extrapolation der Eigenwerte auf verschwindenden k-
Punkt-Abstand folgt, dass der vom Sampling der Brillouin-Zone induzierte Fehler für die Paar-
Anregungsenergien bei der Verwendung von 8× 8× 8 k-Punkten ≤ 0.1 eV ist. Für die Konver-
6 Wie bereits eingangs erwähnt, sind im Fall von MnO die d-Orbitale des Majoritätsspinkanals vollständig
gefüllt, während die des Minoritätsspinkanals allesamt unbesetzt sind. Aufgrund dessen gibt es keine spin-
erlaubten intraatomaren Einteilchen-Anregungen, die zur Ausbildung eines Exzitons beitragen.
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Abb. 5.8: Abhängigkeit der Paar-Anregungsenergien
EΛ der zwölf gebundenen Exzitonen in NiO von der
dielektrischen Konstante. Gezeigt sind die Eigenwer-
te, welche mit einer einfachen Abschirmkonstante ε∞
(blau) sowie der Modellfunktion (A.35) (grün) ermit-
telt wurden. Für alle Rechnungen wurden eine Cutoﬀ-
























Abb. 5.9: Vergleich der aufbauend auf der HSE03-
Bandstruktur in RPA bestimmten mikroskopischen
statischen dielektrischen Funktion ε(|q|, 0) (schwarze
Punkte) mit der dielektrischen Modellfunktion gemäß
Gl. (A.35) (rote Linie) für NiO. Abweichend von der
sonst verwendeten Notation ist q = k + G hier nicht
auf die Brillouin-Zone beschränkt.
genz mit der Cutoff-Energie setzt bei EBSEcut > 10 eV eine Sättigung ein.
7 Allen nachfolgenden
Rechnungen liegt, soweit nicht explizit anders vermerkt, ein Satz von 8× 8× 8 k-Punkten sowie
ein Cutoff von EBSEcut = 20 eV zugrunde.
Einfluss der Abschirmfunktion
Als gleichermaßen überraschend und problematisch erweist sich die Tatsache, dass die Wahl der
Abschirmfunktion einen großen Einfluss auf die Bindungsenergien der Frenkel-Exzitonen hat. In
Abb. 5.8 sind die Paar-Anregungsenergien der gebundenen Zustände in NiO sowohl für die Mo-
dellierung der Abschirmung mittels der dielektrischen Funktion (A.35) als auch für eine konstante
Abschirmung über der verwendeten dielektrischen Konstante ε∞ aufgetragen. Im Fall der dielek-
trischen Modellfunktion, welche eigentlich die statische Abschirmung in RPA sehr gut beschreibt
(siehe Abb. 5.9), beobachtet man, dass sie für realistische Werte von ε∞ exzitonische Bindungs-
energien liefert, welche die Größe des fundamentalen Gaps erreichen oder gar überschreiten, was
als unphysikalisch zu betrachten ist (vgl. dazu die Bemerkungen in Kap. 3.1.2). Andererseits
führt die simplere Annahme einer konstanten Abschirmung auf eine vernünftige Größenordnung
für die Bindungsenergien der Frenkel-artigen Exzitonen.
Als eine mögliche Ursache hierfür kommt die Vernachlässigung der Nichtdiagonalelemente der
Abschirmung in Betracht. Da sich jedoch bei allen bisherigen Berechnungen von optischen Ab-
sorptionsspektren und insbesondere auch bei Materialien, in denen lokalisierte d-Zustände eine
wichtige Rolle spielen (siehe z.B. Ref. [214]), keine signifikanten Diskrepanzen zwischen Theorie
und Experiment feststellen lassen, liegt die Vermutung nahe, dass dies nicht der entscheidende
7 Ein qualitativ analoges Verhalten wird auch bei den Wannier-Mott-artigen Exzitonen in realen Festkörpern
beobachtet (siehe Ref. [209]).
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Einfluss ist. Die Tatsache, dass auch bei der Wahl einer sehr großen dielektrischen Konstanten
in der Modellfunktion (bis ε∞ = 57) weiterhin unphysikalisch große Bindungsenergien auftreten,
könnte darauf hindeuten, dass die Modellfunktion den Verlauf der wahren statischen Abschir-
mung, insbesondere aufgrund der vernachlässigten Richtungsabhängigkeit von q, nicht hinrei-
chend genau wiedergibt. Der Vergleich der Modellfunktion mit der in RPA mit dem HSE03-
Funktional berechneten statischen dielektrischen Funktion in Abb. 5.9 lässt auch diese Hypothe-
se unwahrscheinlich erscheinen.8
Es stellt sich deshalb die Frage, ob die Frenkel-Exzitonen aufgrund ihrer großen Bindungsenergie
mit Hilfe der statischen Elektron-Loch-Wechselwirkung hinreichend gut beschrieben werden. Be-
rücksichtigt man im Kern der BSE auch die Dynamik des abgeschirmten Coulomb-Potentials, so
findet man, dass eigentlich die dielektrische Funktion an der Frequenz, welche der Bindungsener-
gie des Exzitons entspricht, für die Abschirmung der Elektron-Loch-Wechselwirkung zu verwen-
den ist [69]. Die dielektrische Funktion ε(q = 0, ω) ist jedoch im Fall der antiferromagnetischen
Übergangsmetalloxide und insbesondere bei NiO an der Energie ~ω = Eg − EΛ deutlich größer
als diejenige bei ω = 0, da die Exzitonen-Bindungsenergien in derselben Größenordnung wie die
fundamentale Bandlücke liegen. Eine infrage kommende Ursache für die bessere Beschreibung der
Abschirmung durch eine Konstante besteht damit in einer möglichen Fehlerkompensation, indem
die Konstante einen adäquaten Mittelwert über alle q für die eigentlich größere Abschirmung bei
ε(q, ω = Eg − EΛ) darstellt.9 Auf jeden Fall erfordert die vollständige Aufklärung dieses Pro-
blems weitergehende Untersuchungen, die jedoch den Rahmen dieser Arbeit übersteigen. Hierbei
ist insbesondere die Lösung der BSE mit Berücksichtigung der Dynamik des Kerns zu nennen.
Einfluss der Tamm-Dancoff-Näherung und der Kopplungsterme zwischen den Spinkanälen
Zur Evaluierung des Einflusses der Tamm-Dancoff-Näherung auf die Eigenwerte der gebundenen
Zustände wurde das iterative Diagonalisierungsverfahren in seiner erweiterten Form (vgl. Kap.
3.3.2) auf das nichthermitesche Eigenwertproblem des vollen exzitonischen Hamilton-Operators
unter Berücksichtigung der Kopplungsterme zwischen resonanten und antiresonanten Paar-An-
regungen angewandt. Abbildung 5.10 zeigt, dass die Verwendung der TDA nur zu einer geringen
Verschiebung der Bindungsenergien der Frenkel-Exzitonen führt. Insbesondere wurde ebenfalls
untersucht, ob sich das Problem der drastisch überschätzten Bindungsenergien bei Verwendung
der dielektrischen Modellfunktion durch das Einbeziehen der Kopplungsterme in die Rechnungen
lösen lässt. Dies ist jedoch nicht der Fall.
In nichtmagnetischen Systemen beobachtet man das Auftreten von Singulett- und Triplett-Exzi-
tonen, wobei Letztere optisch verboten sind. Wie in Abschnitt 3.2.1 gezeigt wurde, ist eine solche
Klassifikation für spinpolarisierte Materialien nicht länger zulässig. Allerdings führen auch hier
die nichtdiagonalen Kopplungsterme v¯↑↓ und v¯↓↑ zwischen den Spinkanälen im Hamilton-Ope-
8 Zum gegenwärtigen Zeitpunkt kann nicht ausgeschlossen werden, dass die Bestimmung der die Wechselwir-
kungsmatrixelemente determinierenden Bloch-Integrale allein aus dem Ebene-Wellen-Anteil der Wellenfunktio-
nen (vgl. Anhang A.3.1) für das unerwartete Abschirmverhalten verantwortlich ist. In Anbetracht der Tatsache,
dass diese Näherung jedoch für andere Systeme mit stark lokalisierten Zuständen sehr erfolgreich ist (siehe
z.B. Ref. [214]), wird dieser Möglichkeit keine große Wahrscheinlichkeit beigemessen.
9 Für alle folgenden Rechnungen wird jeweils die konstante Abschirmung mit den experimentellen Werten für
ε∞ gewählt.
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Abb. 5.10: Einﬂuss der Tamm-Dancoﬀ-Näherung
(TDA) auf die Paar-Anregungsenergien EΛ der gebun-
denen Zustände von NiO. Gezeigt sind die mit einem
Satz von 8 × 8 × 8 k-Punkten sowie einem aufgrund
des Speicheraufwands reduzierten Cutoﬀ EBSEcut = 12 eV
berechneten Eigenwerte. Energetische Entartungen sind
durch Balken doppelter Länge gekennzeichnet.
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Abb. 5.11: Einﬂuss der Kopplungsterme v¯↑↓ und v¯↓↑
auf die Paar-Anregungsenergien EΛ der gebundenen Zu-
stände von NiO. In der oberen Bildhälfte sind die durch
Lösung des Eigenwertproblems (3.37) in der TDA be-
rechneten Eigenwerte dargestellt, in der unteren hinge-
gen diejenigen, die sich bei zusätzlicher Vernachlässi-
gung der Kopplungsterme zwischen den Spinkanälen er-
geben. Balken doppelter Länge symbolisieren zweifache
Entartungen der Eigenwerte.
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Abb. 5.12: Paar-Anregungsenergien EΛ der gebundenen Frenkel-artigen Exzitonen in CoO und FeO in der
TDA. Zweifache Entartungen werden durch Balken doppelter Länge markiert.
rator (3.37) zu einer kleinen Aufspaltung der Eigenwerte im Anregungsspektrum, wie aus Abb.
5.11 ersichtlich wird.
CoO und FeO
Auch für CoO und FeO beobachtet man optisch verbotene Frenkel-artige Exzitonen-Anregungen
innerhalb der fundamentalen Bandlücke (siehe Abb. 5.12). Entsprechend der Erwartungshaltung,
die man durch Abzählen der intraatomaren d-d-Übergänge entwickelt, findet man bei CoO zwölf
und bei FeO acht gebundene Zustände.10
5.2.2 Spinumklapp-Anregungen
Die bisher untersuchten gebundenen Exzitonen-Zustände sind aufgrund der Orbitalauswahlregeln
nicht im Absorptionsspektrum sichtbar. Von vornherein ausgeschlossen waren bislang Anregun-
gen, welche infolge der Spinauswahlregel (2.91) dipol-verboten sind. Wie bereits in Abschnitt
3.2.2 erwähnt, können diese jedoch durch den Einfluss der Spin-Bahn-Kopplung mit schwacher
10 Bei CoO sind pro Atom Übergänge aus zwei besetzten in drei unbesetzte Zustände des Minoritätsspinkanals
zu berücksichtigen. Die Fe-Ionen weisen hingegen neben einem besetzten vier leere d-Orbitale im Minoritäts-
spinkanal auf. Zusammen mit einem Faktor zwei für die Anzahl der Kationen in der Elementarzelle ergeben
sich die genannten Zahlen.
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Abb. 5.13: Paar-Anregungsenergien EΛ der Spinumklapp-Exzitonen in den Übergangsmetalloxiden MnO, FeO,
CoO und NiO (grüne Balken). Der Bereich der Interband-Absorption wird durch graue Flächen symbolisiert. Die
dicht liegenden Zustände direkt unterhalb des Quasiteilchen-Gaps sind auf die Rotverschiebung der Anregungs-
energien durch die attraktive Elektron-Loch-Wechselwirkung zurückzuführen.
Oszillatorstärke im Absorptionsspektrum auftauchen. Der Grund hierfür ist darin zu suchen, dass
die z-Komponente des Einelektronen-Spins bei der dann berücksichtigten Kopplung von Orbi-
tal- und Spin-Anteilen der Wellenfunktionen keine gute Quantenzahl mehr darstellt. Demzufolge
tragen auch solche Anregungen zur Ausbildung von exzitonischen Zuständen bei, bei denen für
die Spinquantenzahlen von Leitungs- und Valenzbandzustand mc 6= mv gilt.
Im Gegensatz zu den spin-erlaubten Exzitonen können diese spin-verbotenen Exzitonen bei MnO
auftreten, da die Tatsache, dass an jedem Atom jeweils ein Spinkanal vollständig besetzt und
der andere völlig leer ist, dann für die intraatomaren d-d-Anregungen keine Einschränkung mehr
darstellt. In Abb. 5.13 sind die Paar-Anregungsenergien der spin-verbotenen Exzitonen aufgetra-
gen, welche unterhalb der Absorptionskanten der Übergangsmetalloxide durch Lösung des Eigen-
wertproblems (3.38) mittels iterativer Diagonalisierung gefunden wurden. Neben den durch die
Elektron-Loch-Wechselwirkung leicht rotverschobenen niedrigsten Kontinuumszuständen11 sind
in allen Oxiden auch einige isolierte Anregungen mit Bindungsenergien im eV-Bereich sichtbar. In
der Tat werden auch im Experiment schwache Absorptionspeaks im Bereich der fundamentalen
Bandlücke von MnO [174, 176], NiO [185], CoO [176] und FeO [175] beobachtet, die – zumindest
teilweise – mit spin-verbotenen Anregungen in Verbindung gebracht werden.12
11 Wesentliche Teile dieser Rotverschiebung sind auf die für den verwendeten k-Punkt-Satz noch vergleichsweise
große Singularitätskorrektur von 0.1 . . . 0.2 eV zurückzuführen.
12 Der Versuch, die berechneten Eigenwerte zu den gemessenen Energien in Bezug zu setzen, soll aber hier aus
zwei Gründen unterbleiben: Zum einen gibt es die Unsicherheit hinsichtlich der Absolutwerte der berech-
neten Anregungsenergien aufgrund der in Abschnitt 5.2.1 dargestellten Probleme mit der Beschreibung der
Abschirmung der Elektron-Loch-Wechselwirkung. Zum anderen sind die vorhandenen Messwerte durchweg
relativ alt, sodass Zweifel bzgl. der Qualität und Reinheit der verwendeten Proben bestehen. Insbesondere
könnten Vakanz-Zustände vorhanden sein, die ebenfalls zu Absorptionsmaxima innerhalb der Bandlücke des
Volumenmaterials führen würden.
6 Ferromagnetischer Isolator: CrBr3
A theory is something nobody believes,
except the person who made it.
An experiment is something everybody
believes, except the person who made it.
Albert Einstein
Ferromagnetische Isolatoren gewinnen zunehmend Bedeutung auf technologischem Gebiet, wo-
bei derzeit vor allem die sogenannten diluted magnetic semiconductors [186] als aussichtsreiche
Kandidaten für Anwendungen in der Spintronik gelten. Allerdings gibt es nur wenige natürlich
vorkommende stöchiometrische Verbindungen, die gleichzeitig nichtmetallisch und ferromagne-
tisch sind. Zu ihnen gehören EuO (ferromagnetische Curie-Temperatur TC = 77 K [187]) und
CrBr3 (TC = 37 K [188]). Beide eignen sich aufgrund ihrer niedrigen Curie-Temperaturen nur
bedingt für praktische Anwendungen. Sie besitzen jedoch relativ einfache Kristallstrukturen und
sind damit grundsätzlich einer ab-initio-Berechnung ihrer elektronischen Struktur mit den in
der vorliegenden Arbeit verwendeten Methoden zugänglich.1 Dieses Kapitel beschäftigt sich da-
her mit der Untersuchung der elektronischen und optischen Eigenschaften von CrBr3, welches
als prototypisches System für einen ferromagnetischen Halbleiter mit teilbesetzten d-Bändern
dient.2
6.1 Kristallstruktur
CrBr3 kristallisiert in der in Abb. 6.1 dargestellten hexagonalen Schichtstruktur mit der Raum-
gruppe P3112 (Nr. 151, Prototyp CrCl3). Die Br-Atome bilden eine nahezu ideale hexagonal
dichteste Kugelpackung, in der die Cr-Atome Oktaederlücken besetzen. Die experimentell ermit-
telten Gitterkonstanten betragen a = 3.66 Å und c = 18.30 Å [188]. Innerhalb einer durch eine
hexagonale Lage Cr-Atome sowie die benachbarten Lagen Br-Atome gebildeten Schicht herrscht
ein kovalent-ionischer Bindungscharakter vor. Zwischen diesen ladungsneutralen Schichten wird
die Bindung lediglich durch vergleichsweise schwache van-der-Waals-Kräfte vermittelt.
Die primitive Elementarzelle von CrBr3 ist rhomboedrisch und enthält acht Atome. Eine be-
sondere Schwierigkeit bei der Bestimmung der atomaren Geometrie stellt die Berücksichtigung
der zwar sehr schwachen, jedoch keineswegs vernachlässigbaren langreichweitigen und hochgra-
dig nichtlokalen van-der-Waals-Wechselwirkung dar. Zur Strukturrelaxation wurde deshalb die
1 Systeme mit sehr großen Elementarzellen, wie Ga1−xMnxAs-Legierungen, können mit den gegenwärtigen re-
chentechnischen Kapazitäten nicht auf vergleichbarem theoretischen Niveau behandelt werden.

























Spin up Spin down
Abb. 6.1: Kristallstruktur von CrBr3.
Die kleinen grauen Kugeln repräsentie-
ren die Cr-Atome, die großen rotbrau-
nen Kugeln die Br-Atome.
Abb. 6.2: Quasiteilchen-Bandstruktur von CrBr3. Die mit dem
HSE03+G0W0-Ansatz berechneten Quasiteilchen-Energien werden
durch rote Punkte, die zugrunde liegenden HSE03-Bänder durch
schwarze Linien symbolisiert. Im linken Teil der Abbildung ist der
Majoritätsspinkanal (Spin up), im rechten Teil der Minoritätsspin-
kanal (Spin down) dargestellt. Der Nullpunkt der Energieskala kenn-
zeichnet das VBM.
LDA verwendet, da die GGA bei van-der-Waals-gebundenen Systemen typischerweise bei wei-
tem zu hohe Werte für den Abstand der Schichten liefert [189]. Die LDA berücksichtigt zwar
keine nichtlokalen XC-Anteile, allerdings überschätzt sie, im Gegensatz zur GGA, generell die
Bindungsstärke. Somit wird der Einfluss der attraktiven van-der-Waals-Wechselwirkung auf die
atomaren Abstände im Sinne einer Fehlerkompensation berücksichtigt. Die erhaltenen Gitterkon-
stanten für die hexagonale Elementarzelle von a = 3.568 Å und c = 17.638 Å stimmen gut mit
den experimentellen Werten überein. Für den Abstand der Br-Lagen innerhalb einer ladungsneu-
tralen Schicht ergibt sich 2.807 Å, während die zu benachbarten Schichten gehörigen Br-Lagen
3.072 Å voneinander entfernt sind.
6.2 Elektronenstruktur
6.2.1 Quasiteilchen-Bandstruktur
Das elektronische Anregungsspektrum von CrBr3 ist aus theoretischer Sicht weitestgehend un-
geklärt. Nach Wissen der Autorin existiert lediglich eine sehr alte Berechnung der Bandstruk-
tur, welche darüber hinaus die dem Material inhärente Spinpolarisation nicht berücksichtigt
[190]. Abbildung 6.2 zeigt die Quasiteilchen-Bandstruktur für die ferromagnetische Phase in der
HSE03- und der HSE03+G0W0-Näherung. Im Majoritätsspinkanal (im Folgenden auch als Spin
up bezeichnet) sind 6 Bänder mehr als im Minoritätsspinkanal (Spin down) besetzt. In Über-
einstimmung mit dieser Beobachtung findet man für das atomare magnetische Moment der Cr-
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Spin up Spin down
Gap ind. dir. ind. dir.
LDA 1.2 1.3 2.1 2.3
LDA+G0W0 2.3 2.4 3.8 4.1
HSE03 2.8 2.8 3.9 4.2
HSE03+G0W0 3.7 3.7 4.9 5.1
LDA+U+∆ 3.7 3.8 4.8 5.0
Tab. 6.1: Indirekte (ind.) und direkte (dir.) Bandlücken von CrBr3 berechnet mit verschiedenen Methoden.
Majoritäts- (Spin up) und Minoritätsspinkanal (Spin down) werden getrennt aufgeschlüsselt. Sämtliche Werte
sind in eV angegeben.
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Abb. 6.3: Fit der Quasiteilchen-
Bandstruktur von CrBr3 mit Hilfe der
LDA+U+∆-Methode. Die HSE03+G0W0-
Quasiteilchen-Energien werden durch rote
Punkte verkörpert. Die LDA+U+∆-Bän-
der (blaue Linien) wurden mit den Para-
metern U = 3 eV und ∆ = 1.9 eV be-
rechnet. Links ist der Majoritätsspinkanal,
rechts der Minoritätsspinkanal dargestellt.
Als Energienullpunkt dient das VBM.
Atome einen Wert von 3.0µB bei Verwendung des HSE03-Funktionals (bzw. 2.9µB in LDA).
Dies deckt sich exzellent mit dem experimentellen Befund von ebenfalls ∼ 3µB [188].
Der Valenzbandbereich beider Spinrichtungen ist durch eine große Zahl schwach dispersiver Bän-
der gekennzeichnet, welche auf die p-Zustände der Halogen-Atome sowie die besetzten d-Orbitale
des Chroms zurückzuführen sind. Das globale VBM liegt im Majoritätsspinkanal am L-Punkt.
Der in der HSE03+G0W0-Näherung energetisch 0.2 eV tiefer gelegene höchste besetzte Zustand
des Minoritätsspinkanals befindet sich dagegen am Γ-Punkt der Bandstruktur. Das CBM liegt
ebenfalls im Majoritätsspinkanal und wird von den leeren Spin-up-Orbitalen der Cr-Atome ge-
bildet, wobei die indirekte Bandlücke in der HSE03+G0W0-Rechnung 3.7 eV beträgt. Die d-
Zustände des Minoritätsspinkanals, welche sämtlich unbesetzt sind, liegen energetisch nur wenig
höher (4.7 eV über dem VBM). Die sich bei 7.6 eV (7.8 eV) anschließenden höheren Leitungs-
bandzustände des Majoritäts- (Minoritäts-)Spinkanals sind energetisch wieder beinahe entartet.
Die mit den Methoden LDA+G0W0 und HSE03+G0W0 ermittelten Bandlücken sind in Tab. 6.1
jeweils getrennt für beide Spinrichtungen aufgeführt. Man erkennt, dass auch in diesem Fall die
auf dem Startpunkt LDA basierende Quasiteilchen-Rechnung einen deutlich niedrigeren Wert
für die fundamentale Bandlücke liefert als der HSE03+G0W0-Ansatz. Aufgrund des Fehlens
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Abb. 6.4: Mit dem HSE03+G0W0-Ansatz berechne-
te Zustandsdichte von CrBr3. Die Beiträge des Majo-
ritäts- (obere Bildhälfte) und des Minoritätsspinkanals
(untere Bildhälfte) sind getrennt dargestellt. Die Ge-
samtzustandsdichten (schwarz) sind nach den partiellen
DOS der s- (rot), p- (grün) und d-Zustände (blau) auf-
geschlüsselt. Der Energienullpunkt markiert das VBM.
























Abb. 6.5: Vergleich der (spinsummierten) Zustands-
dichten in den Näherungen LDA+G0W0 (oben) und
HSE03+G0W0 (unten) mit experimentellen XPS- und
UPS-Daten [192]. Das VBM ist durch den Nullpunkt
der Energieachse gegeben.
zuverlässiger experimenteller Referenzwerte3 ist eine detaillierte Evaluation der Güte der beiden
Approximationen hier allerdings nicht möglich.
Im Fall von CrBr3 ist es möglich, die mit dem HSE03+G0W0-Ansatz berechnete Bandstruktur
mit Hilfe der GGA+U+∆-Methode exzellent zu reproduzieren (siehe Abb. 6.3). Für den in-
traatomaren Wechselwirkungsparameter wurde dazu ein Wert von U = 3 eV verwendet und die
Bandlücke durch einen scissors shift ∆ um 1.9 eV aufgeweitet.
6.2.2 Zustandsdichte
In Abb. 6.4 ist die charakterprojizierte Zustandsdichte in der HSE03+G0W0-Näherung für beide
Spinrichtungen getrennt dargestellt. Der Einfluss der Spinpolarisation zeigt sich, wie auch schon
aus der Bandstruktur abzulesen ist, am deutlichsten für die d-artigen Leitungsbandzustände so-
wie, geringer ausgeprägt, im oberen Valenzbandbereich, wo die besetzten d-Orbitale zur DOS im
Majoritätsspinkanal beitragen. Der dominante Peak bei −14 eV wird von den s-Zuständen der
Br-Atome gebildet. Abbildung 6.5 zeigt die Zustandsdichten in LDA+G0W0 und HSE03+G0W0
im Vergleich zu experimentellen Daten aus UPS- (ultraviolet photoemission spectroscopy) und
XPS-Messungen [192].4 Man erkennt, dass insbesondere die Position der tief liegenden s-Zustän-
de der Halogen-Atome mit dem HSE03+G0W0-Ansatz besser beschrieben wird. Auch im oberen
3 Pollini et al. [191] leiten aus optischen Absorptionsspektren eine direkte Bandlücke von 8 eV ab. Wie in
Abschnitt 6.3.3 gezeigt wird, bezieht sich dieser Wert jedoch auf die Absorptionskante der optischen Interband-
Übergänge in die nicht d-artigen Leitungsbänder.
4 Die XPS- und UPS-Spektren wurden gegenüber Ref. [192] um 0.5 eV gegeneinander verschoben. In Ref. [192]
werden die beiden Spektren weder gemeinsam dargestellt noch wird ihre relative Ausrichtung kommentiert.
Jedoch werden die Abszissenwerte jeweils mit „Bindungsenergie“ bezeichnet. Als möglicher Grund für eine rela-
tive Verschiebung ist eine unterschiedliche Auﬂadung der nichtmetallischen Probe in den beiden Experimenten
zu nennen, die auch zu einem deutlich größeren Versatz als 0.5 eV führen kann [193].
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Abb. 6.6: Dielektrische Funktion ε(ω) von
CrBr3 in RPA. In der linken Bildhälfte sind
Real- (grün) und Imaginärteil (schwarz) der
dielektrischen Funktion für die ordentliche
(E ⊥ c) und die außerordentliche Polari-
sationsrichtung (E ‖ c) dargestellt. In der
rechten Bildhälfte werden die Beiträge des
Majoritäts- (Spin up, rot) und Minoritäts-
spinkanals (Spin down, blau) zur optischen
Absorption aufgeschlüsselt. Die für die Be-
rechnung der Spektren verwendete Verbrei-
terung beträgt γ = 0.1 eV.
Valenzbandbereich können die wesentlichen Strukturen der gemessenen Spektren gut reprodu-
ziert werden.
6.3 Optische Eigenschaften
6.3.1 Dielektrische Funktion in RPA
Abbildung 6.6 zeigt die mikroskopische dielektrische Funktion von CrBr3, welche basierend auf
der GGA+U+∆-Bandstruktur in der RPA berechnet wurde. Die Imaginärteile der dielektrischen
Funktionen in ordentlicher Polarisationsrichtung (mit dem Vektor des einfallenden E-Feldes senk-
recht zur c-Achse der hexagonalen Elementarzelle) und außerordentlicher Polarisationsrichtung
unterscheiden sich dabei hauptsächlich im niederenergetischen Teil des Absorptionsspektrums,
während die breite Struktur oberhalb von 8 eV nahezu unabhängig von der Richtung des E-
Feldes ist.
In der Näherung unabhängiger Teilchen lassen sich die Beiträge der Übergänge aus den beiden
Spinkanälen getrennt untersuchen.5 Infolge der Tatsache, dass das Quasiteilchen-Gap von den Zu-
ständen des Majoritätsspinkanals gebildet wird (siehe Kap. 6.2), tragen auch zum ersten Peak im
Imaginärteil der dielektrischen Funktion oberhalb der Absorptionskante ausschließlich Übergän-
ge von Spin-up-Elektronen bei. Das Einsetzen der Absorption des Minoritätsspinkanals ab einer
Photonenenergie von 5 eV verursacht, zumindest in der ordentlichen Polarisationsrichtung, das
zweite markante Maximum im Imaginärteil der dielektrischen Funktion. Bei höheren Energien
über 8 eV, wo die Absorption im Wesentlichen auf Übergänge zwischen Bändern zurückzuführen
ist, welche bzgl. der Spinrichtung beinahe entartet sind, verschwindet der Unterschied zwischen
den Beiträgen der beiden Spinkanäle nahezu vollständig.
5 Dies gilt nicht mehr, wenn die Wechselwirkung zwischen den einzelnen Elektron-Loch-Paaren im Rahmen der
BSE berücksichtigt wird (vgl. die Darstellung des exzitonischen Hamilton-Operators (3.35)).
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Abb. 6.7: Imaginärteil der dielektrischen Funktion
ε(ω) von CrBr3 in RPA (LDA+U+∆) mit (orange) und
ohne (schwarz) Lokalfeldeﬀekte (LFE). Die ordentliche
Polarisationsrichtung (E ⊥ c) wird durch durchgezoge-
ne, die außerordentliche (E ‖ c) durch gestrichelte Lini-
en dargestellt. Die Spektren wurden unter Zuhilfenahme
einer Verbreiterung von γ = 0.2 eV berechnet.
6.3.2 Einfluss von Lokalfeldeffekten
Anders als bei den Übergangsmetalloxiden (vgl. Kap. 5.1.3) haben die Lokalfeldeffekte im Fall
von CrBr3 einen signifikanten Einfluss auf das optische Absorptionsspektrum (siehe Abb. 6.7),
insbesondere im Energiebereich unterhalb von 8 eV. Der Unterschied zwischen mikroskopischer
und makroskopischer dielektrischer Funktion ist hierbei in der außerordentlichen Polarisations-
richtung deutlicher ausgeprägt, was sich anhand der atomaren Struktur des Materials und der
daraus resultierenden Bindungsmechanismen begründen lässt. Durch denWechsel van-der-Waals-
und kovalent-ionisch gebundener Schichten entlang der c-Achse der hexagonalen Elementarzel-
le weist das System in dieser Richtung eine größere Inhomogenität in der Dichteverteilung des
Elektronengases als innerhalb der hexagonalen Lagen auf, wodurch ein stärkerer Einfluss der mi-
kroskopische Schwankungen der Ladungsdichteverteilung widerspiegelnden Lokalfeldkorrekturen
zu erwarten ist (vgl. Kap. 2.3.4).
6.3.3 Exzitonische Effekte
In Abb. 6.8 ist der Imaginärteil der durch Lösung der BSE unter Berücksichtigung von exzi-
tonischen und Lokalfeldeffekten bestimmten dielektrischen Funktion von CrBr3 dargestellt. Zur
Beschreibung der Abschirmung der attraktiven Elektron-Loch-Wechselwirkung wird wiederum
die dielektrische Modellfunktion nach Bechstedt et al. [133] mit dem experimentellen Wert der
elektronischen statischen dielektrischen Konstante ε∞ = 6.4 [195] eingesetzt. Im Vergleich zum
RPA-Spektrum beobachtet man eine starke Umverteilung von spektralem Gewicht. Dies äußert
sich in Form einer signifikanten Erhöhung der Oszillatorstärken im niederenergetischen Bereich
des Spektrums unterhalb von 8 eV sowie einer drastischen Rotverschiebung des breiten Maxi-
mums in der Umgebung von 12 eV um etwa 2 eV. Darüber hinaus verursacht die Einbeziehung
exzitonischer Effekte eine Verschiebung der Absorptionskante um 0.5 eV zu niedrigeren Energien.
Vergleicht man die berechneten Spektren mit den experimentell ermittelten dielektrischen Funk-
tionen (siehe Abb. 6.9), welche aus Reflektivitätsmessungen abgeleitet wurden [191, 194], so
findet man eine gute Übereinstimmung der Grundcharakteristiken des Absorptionsspektrums,
insbesondere bzgl. der Positionen der dominanten Peaks. Allerdings ist ein detaillierter Vergleich
der Spektren – und im Speziellen der Oszillatorstärken – schwierig, da diese schon zwischen den


















LDA+U+∆ (E ⊥ c)
LDA+U+∆ (E ‖ c)
BSE (E ⊥ c)
BSE (E ‖ c)
Abb. 6.8: Imaginärteil der dielektrischen Funktion
ε(ω) von CrBr3. Die ordentliche Polarisationsrichtung
(E ⊥ c) wird durch durchgezogene, die außerordentliche
(E ‖ c) durch gestrichelte Linien gekennzeichnet. Darge-
stellt sind jeweils die Absorptionsspektren in RPA basie-
rend auf der LDA+U+∆-Bandstruktur (schwarz) sowie
das BSE-Spektrum unter Berücksichtigung von exzito-
nischen und Lokalfeldeﬀekten (blau). Die Verbreiterung





















Exp. Guizzetti et al. (1976)
Exp. Pollini et al. (1989)
Abb. 6.9: Vergleich des Imaginärteils der dielektri-
schen Funktion ε(ω) von CrBr3 mit den experimentel-
len Resultaten aus den Refn. [191, 194]. Dargestellt sind
die RPA- (schwarz) und BSE-Spektren (blau) für die or-
dentliche Polarisationsrichtung (E ⊥ c). Guizzetti et al.
[194] machen keine Angaben über die Polarisationsrich-
tung des Lichts. Die für die berechneten Kurven ver-
wendete Verbreiterung beläuft sich auf γ = 0.2 eV.
beiden verfügbaren experimentellen Resultaten um bis zu 100 % differieren. Jedoch wird die
energetische Lage der Absorptionskante der experimentellen Spektren durch die Einbeziehung
von Quasiteilchen- und exzitonischen Effekten in die Rechnungen gut wiedergegeben.
Pollini et al. [191] leiten aus ihren (in Abb. 6.9 eingezeichneten) Messwerten eine fundamentale
Bandlücke bzw. ein optisches Gap von 8 eV ab, was in scheinbarem Widerspruch zu den hier
gefundenen Resultaten für das Quasiteilchen-Gap steht (vgl. Kap. 6.2). Dabei beziehen sie sich
jedoch auf das Einsetzen der Interband-Absorption zwischen den obersten Valenzbändern und
den nicht d-artigen Leitungsbändern. Unterhalb dieser Energie treten aber bereits Übergänge
aus den höchsten besetzten Zuständen in die leeren d-Orbitalen der Cr-Atome auf, welche durch
exzitonische Effekte modifiziert werden. Die gute Übereinstimmung der Position der Absorpti-
onskante zwischen den gemessenen und berechneten Kurven legt nahe, dass die in Abschnitt
6.2 bestimmten Quasiteilchen-Anregungsenergien einen realistischen Wert für die fundamentale
Bandlücke voraussagen.
7 Zusammenfassung und Ausblick
Kalt ist’s im Skriptorium, der Daumen
schmerzt mich. Ich gehe und hinterlasse
dies Schreiben, ich weiß nicht, für wen,
ich weiß auch nicht mehr, worüber.
Umberto Eco
Der Name der Rose
In der vorliegenden Arbeit wurden die elektronischen und exzitonischen Anregungseigenschaften
von magnetischen Halbleitern bzw. Isolatoren mit den Methoden der Vielteilchen-Störungstheo-
rie untersucht. Im Rahmen des Formalismus der Green’schen Funktionen gestattet das Lösen der
Bethe-Salpeter-Gleichung für die Polarisationsfunktion die präzise Vorhersage optischer Absorp-
tionsspektren einschließlich der exzitonischen Anregungszustände, welche durch die Elektron-
Loch-Wechselwirkung induziert werden. Bisher war dieser Ansatz jedoch auf spinunpolarisierte –
und somit nichtmagnetische – Systeme beschränkt. Im Rahmen der vorliegenden Arbeit konnte
dieses Defizit der Theorie durch Erweiterung des Formalismus hinsichtlich kollinearer Spinpola-
risation behoben werden. Dadurch ist es möglich geworden, die genannten Methoden auch auf
die Berechnung der Absorptionsspektren der in jüngerer Vergangenheit stärker ins Blickfeld der
Forschung geratenen ferro- und antiferromagnetischen Halbleiter anzuwenden.
Wie auch bei nichtmagnetischen Materialien ist die optische Polarisation durch die Lösung des
Eigenwertproblems des exzitonischen Hamilton-Operators gegeben. Allerdings ist für Letzteren
bei Berücksichtigung kollinearer Spinpolarisation keine Zerlegung in die Unterräume von Sin-
gulett- und Triplett-Anregungen mehr möglich. Stattdessen verdoppelt sich der Rang des zu
lösenden Eigenwertproblems im Vergleich zum nichtmagnetischen Fall, was mit einer signifikan-
ten Erhöhung der numerischen Anforderungen einhergeht.
Üblicherweise wird die Bethe-Salpeter-Gleichung im Rahmen der Tamm-Dancoff-Approximati-
on gelöst, wobei die nichthermiteschen Kopplungsterme zwischen resonanten und antiresonanten
Paar-Anregungen vernachlässigt werden. Um den Einfluss der Kopplungsterme bei den hier zu un-
tersuchenden Systemen mit stark gebundenen d-d-Anregungen bewerten zu können, wurden das
quadratisch mit dem Rang des Hamilton-Operators skalierende Zeitentwicklungsverfahren und
das zur Untersuchung gebundener Zustände verwendete iterative Diagonalisierungsverfahren der-
art verallgemeinert, dass auch dem erweiterten nichthermiteschen Eigenwertproblem Rechnung
getragen werden kann.
Im weiteren Verlauf der Arbeit wurden die erhaltenen analytischen Resultate auf die antifer-
romagnetischen Übergangsmetalloxide MnO, FeO, CoO und NiO sowie den ferromagnetischen
Isolator CrBr3 angewandt. Zur Bestimmung der optischen Absorptionsspektren von Festkörpern
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ist ein fundiertes Verständnis der elektronischen Einteilchen-Eigenschaften der zu untersuchen-
den Materialien unabdingbare Voraussetzung. Die ab-initio-Berechnung der Elektronenstruktur
der genannten magnetischen Isolatoren stellt jedoch eine eigene Herausforderung dar. In der Li-
teratur werden diese trotz ihrer nur teilweise besetzten d-Bänder nichtmetallischen Stoffe oftmals
als stark korreliert bezeichnet und die Anwendbarkeit der Hedin’schen GW -Approximation wird
in Zweifel gezogen. Es konnte im Rahmen dieser Arbeit gezeigt werden, dass das Versagen des
Standardansatzes, Quasiteilchen-Korrekturen störungstheoretisch aufbauend auf einer in LDA
oder GGA berechneten Kohn-Sham-Bandstruktur zu bestimmen, kein prinzipielles Defizit der
GW -Approximation darstellt. Vielmehr ist es auf eine unzureichende Wahl des Startpunktes
der Quasiteilchen-Rechnung zurückzuführen und kann durch Verwendung des Hybridfunktio-
nals HSE03 anstelle der (semi)lokalen Ansätze korrigiert werden. Wie auch für sp-gebundene
Halbleiter, gestattet der HSE03+G0W0-Ansatz für die hier untersuchten Oxide sowie CrBr3 die
akkurate Vorhersage des Einteilchen-Anregungsspektrums in guter Übereinstimmung mit Pho-
toemissionsmessungen.
Mit Hilfe der methodischen Entwicklungen der vorliegenden Arbeit konnten nun auch erstmals die
optischen Zweiteilchen-Anregungen der genannten magnetischen Materialien ausgehend von den
grundlegenden Prinzipien der Quantenmechanik berechnet werden. Es stellte sich heraus, dass die
Berücksichtigung von exzitonischen Effekten sowohl auf die Absorptionsspektren der Übergangs-
metalloxide als auch das Spektrum des Ferromagneten CrBr3 einen signifikanten Einfluss hat.
Darüber hinaus konnte die Existenz optisch verbotener, stark gebundener Frenkel-artiger Exzito-
nen, welche auf spin-erlaubte intraatomare d-d-Anregungen zurückzuführen sind, innerhalb der
fundamentalen Bandlücken von NiO, CoO und FeO nachgewiesen werden. Außerdem treten in
allen vier untersuchten Übergangsmetalloxiden zusätzlich aufgrund der Spinauswahlregel optisch
verbotene Spinflip-Exzitonen auf. Schwierigkeiten ergeben sich bei der korrekten Vorhersage der
Anregungsenergien der gebundenen Paar-Zustände. Es besteht allerdings die Vermutung, dass
diese durch Berücksichtigung der Dynamik der Abschirmung der Elektron-Loch-Wechselwirkung
in der Bethe-Salpeter-Gleichung behoben werden können. Die endgültige Aufklärung dieser Pro-
blematik erfordert jedoch weitergehende Untersuchungen.
Die in dieser Arbeit vorgestellte Einbeziehung kollinearer Spinpolarisation in die ab-initio-Be-
rechnung der optischen Anregungseigenschaften von Festkörpern stellt einen wichtigen Schritt
in Richtung der vollständigen Berücksichtigung der Wechselwirkung von Orbital- und Spinfrei-
heitsgraden der Elektronen dar und bereitet damit den Weg für zukünftige Erweiterungen bzgl.
der Einflüsse von nichtkollinearem Magnetismus und Spin-Bahn-Kopplungseffekten.
A Anhang
A.1 Bezeichnungen und Konventionen
A.1.1 Fourier-Transformation
Der Aufbau eines unendlich ausgedehnten idealen monokristallinen Festkörpers ist aufgrund der
herrschenden räumlichen Translationssymmetrie durch die Angabe eines Bravais-Gitters sowie ei-
ner zugehörigen atomaren Basis vollständig bestimmt. Die Menge der Gittervektoren sei gegeben
durch
{R = n1a1 + n2a2 + n3a3 : n1, n2, n3 ∈ Z}, (A.1)
wobei die Elementarzelle durch die nichtkollinearen Basisvektoren a1, a2 und a3 aufgespannt
werde. Das zugehörige reziproke Gitter umfasst dann die Menge der Vektoren
{G : RG = 2πn, n ∈ Z}. (A.2)
Um Integrationen im reziproken Raum in Summen zu überführen, was insbesondere für numeri-
sche Anwendungen von Vorteil ist, bietet es sich an, vom unendlich ausgedehnten Kristall auf ein
endliches, aber großes Grundgebiet Ω überzugehen und dieses, Born und von Kármán folgend
[196], periodisch fortzusetzen. Diese Vorgehensweise ermöglicht die Fourier-Darstellung beliebiger









dr f(r) e−i(q+G)r, (A.3b)
wobei q auf die Brillouin-Zone, die Elementarzelle des reziproken Gitters, beschränkt bleibt und
G die Punkte des reziproken Gitters durchläuft. Die Integration im Ortsraum ist nun über das
Grundgebiet Ω auszuführen. Hängt eine Funktion dagegen von zwei Ortskoordinaten ab, so soll
















dr′ e−i(q+G)r f(r, r′) ei(q
′+G′)r′ . (A.4b)
Für gitterperiodische Funktionen f(r) = f(r+R) bzw. f(r, r′) = f(r+R, r′ +R) ergeben sich
1 Die Wahl des Vorfaktors sorgt dafür, dass Produkte solcher Funktionen im reziproken Raum keine zusätzlichen




f(q+G) = δq0 f(G) und f(q+G,q′ +G′) = δqq′ f(q+G,q+G
′). (A.5)
Hängt die gitterperiodische Funktion nur von einem Ortsvektor ab, so tragen also nur die Kompo-
nenten mit verschwindendem q zur Fourier-Reihe (A.3a) bei, während die Fourier-Transformierte
gitterperiodischer Größen mit zwei Ortsraum-Argumenten diagonal in q ist. Um die Übersicht-
lichkeit zu erhöhen, bietet es sich gelegentlich an, vermöge
fG(q) := f(q+G) und fGG′(q) := f(q+G,q+G
′) (A.6)
in eine Matrixschreibweise zu wechseln.








dt f(t) eiωt. (A.7b)
A.1.2 Einteilchen-Zustände
Neben der Darstellung in Orts- und Spinraum sind besonders Entwicklungen von physikalischen
Größen nach vollständigen Orthonormalsystemen, wie sie beispielsweise Einteilchen-Eigenfunk-
tionen darstellen, von Bedeutung. Für den hier vorrangig betrachteten Fall kollinearer Spinpo-




)→ ξmnk(rs) = ϕmnk(r) ηm(s) in das Produkt aus
einer parametrisch spinabhängigen Ortswellenfunktion ϕmnk(r), die das Bloch-Theorem erfüllt,
und einem Spinor ηm(s). Dementsprechend lassen sich die Zustände |κ〉 → |nkm〉 durch eine
Bandnummer n, einen reduzierten k-Vektor und die Spinquantenzahl m beschreiben.
Die Spinor-Basiszustände bilden ein vollständiges Orthonormalsystem im Spinraum,
∑
s






′) = δss′ , (A.8)
während die das Bloch-Theorem [40]













erfüllenden räumlichen Anteile der Wellenfunktionen ebenfalls orthogonal und vollständig sind,










∗(r)umn′k(r) = δnn′ bzw. (A.10a)













∗(r′) = δ(r− r′). (A.10b)






A.2 Spektrale Eigenschaften der Green-Funktionen
Im Folgenden sollen die analytischen und spektralen Eigenschaften der Green-Funktionen näher
beleuchtet werden. Die Darstellung trägt Übersichtscharakter und dient lediglich dazu, die be-
nötigten Formeln und Zusammenhänge bereitzustellen. Ausführliche Erläuterungen finden sich
beispielsweise in den Refn. [11, 14, 16, 19, 197, 198].
A.2.1 Reelle Zeitargumente
Martin-Schwinger-Relation der Propagatoren
Zunächst werde der Elektronenpropagator betrachtet, welcher sich gemäß seiner Definition (2.15a)


























∣∣ψs(r, 0) ∣∣α′〉 〈α′∣∣ψ†s′(r′, 0) ∣∣α 〉 e i~ (εα−εα′)(t−t′). (A.11)
Aufgrund der vorausgesetzten Zeitunabhängigkeit des Hamilton-Operators ist der Propagator
homogen in seinen Zeitargumenten und mithin nur die Differenz t − t′ von Bedeutung. In
der hier vorgenommenen Entwicklung der Feldoperatoren nach den Eigenzuständen des sta-
tistischen Operators der großkanonischen Gesamtheit (2.16) liefern allerdings nur Terme mit
Nα′ −Nα = 1 Beiträge zur Doppelsumme über α und α′, da in allen anderen Fällen die Matrix-
elemente 〈α |ψs(r, 0) |α′〉 ≡ 0 verschwinden. Durch Fourier-Transformation in den Frequenzraum
gemäß (A.7b) erkennt man, dass die Anregungsenergien des betrachteten Systems die Resonanz-












∣∣ψs(r, 0) ∣∣α′〉 〈α′∣∣ψ†s′(r′, 0) ∣∣α 〉 δ(~ω − (εα′ − εα)). (A.12)












∣∣ψ†s′(r′, 0) ∣∣α 〉 〈α ∣∣ψs(r, 0) ∣∣α′〉 δ(~ω − (εα′ − εα)) (A.13)
ableiten. Die Gln. (A.12) und (A.13) implizieren, dass der Elektronen- und der Lochpropagator







∣∣∣ω) = −eβ(µ−~ω)G>( rs r′s′ ∣∣∣ω) (A.14)
A4 A Anhang
zusammenhängen. Zum Beweis verwendet man die Relation ρα′ = ρα eβ(εα−εα′) eβµ(Nα′−Nα) für
die Matrixelemente des statistischen Operators und die Tatsache, dass, wie oben erläutert, nur








∣∣∣ t− t′) = −eβµG>( rs r′s′ ∣∣∣ t− t′ − i~β) . (A.15)
Spektraldarstellungen der Green-Funktionen
Mit Hilfe der Martin-Schwinger-Relation (A.14) sowie der Definition der Spektralfunktion (2.20)














∣∣∣ω)= i f(~ω)A( rs r′s′ ∣∣∣ω) . (A.16b)





Für die zeitgeordnete Green’sche Funktion (2.18) folgt unter Beachtung der Fourier-Darstellung
der Θ-Funktion






































ω − ω′ − iγ

 . (A.19)
Unter Berücksichtigung von Gl. (A.16a) und (A.16b) sowie der Dirac-Identität
1
ω ± iγ = P
1
ω
∓ iπ δ(ω), (A.20)












































ω − ω′ + iγ sgn(~ω′ − µ) . (A.22)
Die retardierte und avancierte Green’sche Funktion (2.22a) und (2.22b) haben hingegen für alle







































ω − ω′ − iγ , (A.23b)
die sich auf demselben Wege wie die Spektraldarstellung der kausalen Funktion ableiten lassen.







∣∣∣ω) ≡ G( rs r′s′ ∣∣∣ω + iγ) Gav( rs r′s′ ∣∣∣ω) ≡ G( rs r′s′ ∣∣∣ω − iγ) . (A.24)
Spektralfunktion
Im vorangegangenen Abschnitt wurde demonstriert, dass die Spektralfunktion die zentrale Grö-
ße ist, aus der sich vermöge der Lehmann-Darstellungen sämtliche Green-Funktionen gewinnen
lassen. Unter Zuhilfenahme der Definition (2.20) und der Relationen (A.24) lässt sich zeigen,
dass die Spektralfunktion im Wesentlichen der Differenz von retardierter und avancierter Green-
Funktion und damit der Diskontinuität der kausalen Green-Funktion entlang der reellen Achse







∣∣∣ω) = i [Gret( rs r′s′ ∣∣∣ω)−Gav( rs r′s′ ∣∣∣ω)] . (A.25)






∣∣∣ω) = A∗( r′s′ rs ∣∣∣ω), und
positiv definit. Mit Hilfe der Definition (2.20) und der Antikommutator-Relationen (2.1) folgt









∣∣∣ω) = δ(r − r′) δss′ , (A.26)
welche aufzeigt, dass das spektrale Gewicht über alle Frequenzen aufsummiert der Anregung eines












































δ (~ω + (εα′ − εα)) .
(A.27)
Dementsprechend lässt sich D(~ω) = TrA(ω)/(2π) als die Zustandsdichte eines wechselwirken-
den Vielelektronen-Systems interpretieren, wobei die mit den Matrixelementen des statistischen
Operators gewichtete Summe über α die thermische Mittelung über die möglichen Ausgangszu-
stände darstellt.
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A.2.2 Imaginäre Zeitargumente und Matsubara-Darstellung
Die Martin-Schwinger-Relation (A.15) impliziert eine Quasiperiodizität der kausalen Green-
Funktion entlang der imaginären Zeitachse, wobei die Green-Funktion dort durch
G(t− t′) = Θ(i(t− t′))G>(t− t′) + Θ(i(t′ − t))G<(t− t′) (A.28)
zunächst im Intervall −i~β < t − t′ < i~β definiert sei.2 Mithin ist es nach Matsubara [17]
möglich, die Green-Funktion für imaginäre Zeiten in ein Fourier-Reihe zu entwickeln:










dt G(t− t′) eizl(t−t′), (A.29b)








mit l ∈ Z (A.29c)
gegeben sind. Die Tatsache, dass nur die ungeraden Fourier-Koeffizienten Beiträge zur Reihen-
entwicklung liefern, ist eine Folge der Quasiperiodizität.
Für Funktionen, die eine echte Periodizität aufweisen, wie z.B. die Zweiteilchen-Dichtekorrelati-
onsfunktion, ergibt sich hingegen eine Entwicklung, zu der nur die geraden Fourier-Komponenten




mit l ∈ Z (A.30)
beitragen, bei denen es sich um die Pole der Bose-Funktion g(~ω) := 1/(exp(β~ω)− 1) handelt.
















zl − ω (A.31)
















z − ω . (A.32)
Sucht man nun die Werte der Matsubara-Funktion infinitesimal über und unter der reellen Fre-
2 Diese Deﬁnition folgt direkt aus den Analytizitätsbereichen der Propagatoren in der komplexen Zeitebene [18].
Sie lässt sich aufgrund der Quasiperiodizität auf beliebige imaginäre Zeiten ausdehnen.
A.3 Numerik A7






























∣∣∣ω − iγ) . (A.33b)


















∣∣∣ω + iγ sgn(~ω − µ)) , (A.34)
weshalb die Verwendung des Matsubara-Formalismus eine sehr effiziente Methode zur Behand-
lung des Vielteilchen-Problems darstellt.
A.3 Numerik
A.3.1 VASP
Sämtliche numerischen Rechnungen wurden unter Verwendung des Vienna Ab-initio Simulati-
on Package (VASP) [199–201] durchgeführt. Der Berechnung von Grundzustandseigenschaften
und Quasiteilchen-Anregungsenergien liegt Version vasp.5.1.39 zugrunde. Die DFT-Implementie-
rung beruht auf der selbstkonsistenten Lösung der Kohn-Sham-Gleichung (2.111) im reziproken
Raum durch iterative Diagonalisierung des zugehörigen Hamilton-Operators. Als Basissatz die-
nen ebene Wellen bis zu einer festgelegten kinetischen Energie (Ebene-Wellen-Cutoff Ecut). Zur
Darstellung der Valenzzustände wird die projector-augmented wave method (PAW) [202] einge-
setzt, welche hinsichtlich der Beschreibung der Wellenfunktionen im Bereich der Atomrümpfe
eine vergleichbare Qualität wie Allelektronen-Methoden gewährleistet.
DFT-Rechnungen in GGA basieren stets auf dem Funktional PW91 [88, 89], wobei intermediäre
Spinpolarisationen nach dem durch von Barth und Hedin vorgeschlagenen Schema [76] interpo-
liert werden. Nähere Erläuterungen zu den Details der Implementierung verallgemeinerter Kohn-
Sham-Funktionale mit Hartree-Fock-Anteil finden sich in Ref. [203]. LDA/GGA+U -Rechnungen
werden nach der Methode von Dudarev et al. [105] durchgeführt. Die Implementierung der GWA
zur Bestimmung der Quasiteilchen-Energien nach dem G0W0-Ansatz ist in Ref. [204] detailliert
dargestellt. Die Frequenzabhängigkeit der dielektrischen Funktion, welche in den Korrelations-
anteil der Selbstenergie eingeht, wird vollständig berücksichtigt.
Die Berechnung der für die Absorptionsspektren notwendigen optischen Übergangsmatrixelemen-
te erfolgt ebenfalls unter Verwendung von Version vasp.5.1.39 nach dem in Kap. 2.5.2 erläuterten
longitudinalen Ansatz [205]. Im Gegensatz dazu baut die Implementierung der Bethe-Salpeter-
Gleichung auf Version vasp.4.4 auf. Die entsprechenden Code-Teile wurden von Mitgliedern des
Instituts für Festkörpertheorie und -optik der Friedrich-Schiller-Universität Jena in den letzten
Jahren entwickelt. Die wesentlichen Entwicklungsschritte sind in den Refn. [207, 67, 96, 113,
115, 209] sowie der vorliegenden Arbeit dokumentiert. Die in die Berechnung des exzitonischen
Hamilton-Operators einfließenden Bloch-Integrale werden lediglich aus dem Ebene-Wellen-Anteil
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der Wellenfunktionen bestimmt. Zur Beschreibung der Abschirmfunktion kann wahlweise eine
Abschirmkonstante ε∞ oder die dielektrische Modellfunktion von Bechstedt et al. [133] benutzt
werden. Letztere ist durch
ε(q, n) = 1 +
[
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gegeben und hängt neben der dielektrischen Konstante ε∞ nur von der mittleren Elektronendichte
n sowie dem Betrag des Vektors q = k − k′ ab. Hierbei bezeichnet kF = (3π2n) 13 den Fermi-





Aufgrund der enormen Speicheranforderungen werden die Wechselwirkungsmatrixelemente nur
in einfacher Genauigkeit gespeichert.3 Die die Dimension des Hamilton-Operators bestimmende
Zahl der Paar-Zustände wird durch einen Energie-Cutoff EBSEcut begrenzt. Diese sogenannte BSE-
Cutoff-Energie bezieht sich jeweils auf die Anregungsenergien der unabhängigen Elektron-Loch-
Paare ohne Berücksichtigung von Quasiteilchen-Korrekturen.
A.3.2 Konvergenzparameter
Im Folgenden werden die Konvergenzparameter für die numerischen Simulationen zu den im
Hauptteil der Arbeit untersuchten Materialien aufgelistet. Wesentliche Kenngrößen sind hier-
bei der Ebene-Wellen-Cutoff zur Beschränkung des Basissatzes für die Wellenfunktionen sowie
der verwendete k-Punkt-Satz für die Brillouin-Zonen-Integrationen. Die für die Bestimmung von
Quasiteilchen-Energien in der GWA erforderliche Berechnung der dielektrischen Funktion ver-
langt darüber hinaus die Berücksichtigung einer hinreichend großen Anzahl leerer Bänder.
Konvergenzparameter für MgO in Kapitel 3.4.4
Im Fall von MgO wurden die 2p- und 3s-Zustände des Mg-Atoms sowie die 2s- und 2p-Elektronen
des O-Atoms als Valenzzustände betrachtet. Als Basissatz für die Darstellung der Wellenfunk-
tionen dienten ebene Wellen mit kinetischen Energien bis zu 400 eV. Die Gitterkonstante wurde
im Rahmen der GGA unter Verwendung von 8 × 8 × 8 Monkhorst-Pack-k-Punkten ermittelt.
Die Bestimmung der Quasiteilchen-Energien erfolgte mit Hilfe von 16 × 16 × 16 Γ-zentrierten
k-Punkten, wobei in die Berechnung der dielektrischen Funktion 150 Bänder sowie das den Γ-
Punkt enthaltende Untergitter von 8× 8 × 8 k-Punkten einflossen. Zur Beschreibung des kurz-
reichweitigen Hartree-Fock-Anteils der Selbstenergie genügten ebenfalls 8× 8× 8 k-Punkte.
Konvergenzparameter für die Übergangsmetalloxide in den Kapiteln 4 und 5
Bei den Übergangsmetalloxiden wurden jeweils die 3d- und 4s-Zustände des Metallatoms sowie
die 2s- und 2p-Zustände des Sauerstoffs zu den Valenzzuständen gezählt. Die für die struktu-
relle Relaxation verwendeten Cutoff-Energien und k-Punkt-Sätze sind in der folgenden Tabelle
aufgeführt:
3 Die Speicheranforderungen sind für Arbeits- wie Festplattenspeicher gleichermaßen hoch: Da die Berechnung
der einzelnen Matrixelemente selbst sehr zeitaufwendig ist, erweist es sich als vorteilhaft, den Exzitonen-
Hamilton-Operator vollständig auf der Festplatte zu speichern.
A.3 Numerik A9
MnO FeO CoO NiO
Cutoff-Energie Ecut [eV] 315 400 400 325
k-Punkt-Satz 8× 8× 8 16×16×16 16×16×16 8× 8× 8
Für die Nichtmetalle MnO und NiO sind 8 × 8 × 8 Monkhorst-Pack-k-Punkte zur Relaxierung
der atomaren Geometrien ausreichend. Im Gegensatz zum experimentellen Befund sind CoO und
FeO in der GGA metallisch. Deshalb wurde in diesen Fällen ein größerer k-Punkt-Satz benutzt,
um die Fermi-Fläche hinreichend genau abzutasten.
Den GW -Rechnungen liegen bei allen vier Oxiden Γ-zentrierte Sätze von 8 × 8 × 8 k-Punk-
ten zugrunde. Um die dielektrische Funktion zu konvergieren, wurden bei den hier untersuchten
Materialien 150 Bänder berücksichtigt, obwohl man auch für 100 Bänder schon sehr gute Ergeb-
nisse erzielt. In die Berechnung der Response-Funktion flossen ebene Wellen bis zu kinetischen
Energien von 200 eV ein.
Soweit nicht anders angegeben, wurden in den exzitonischen Hamilton-Operator Übergänge bis zu
einer Cutoff-Energie von EBSEcut = 20 eV einbezogen. Im Fall der Übergangsmetalloxide genügt ein
Satz von 8×8×8 regulären k-Punkten, um die Brillouin-Zone abzutasten. Für die Berechnung der
Spektren mittels der Zeitentwicklungsmethode (nicht jedoch bei der Bestimmung der Eigenwerte
der gebundenen Exzitonen) wurden die k-Punkte gegenüber den Monkhorst-Pack-Positionen
um das 0.2-, 0.3- bzw. 0.5-fache des Abstands benachbarter k-Punkte entlang der reziproken
Gittervektoren verschoben, um durch Aufhebung der Stern-Entartung ein gutes Sampling der
Energieachse sicherzustellen und eine Übergewichtung von Hochsymmetriepunkten der Brillouin-
Zone zu vermeiden.
Konvergenzparameter für CrBr3 in Kapitel 6
Im Fall von CrBr3 zählen die 4s- und 4p-Orbitale der Br-Atome sowie die 3d- und 4s-Elektronen
der Cr-Atome zu den Valenzzuständen. Für die Grundzustandsrechnungen wurde ein Ebene-Wel-
len-Cutoff von 300 eV verwendet. Aufgrund der vergleichsweise großen Elementarzelle genügen
4×4×4 k-Punkte zum Sampling der Brillouin-Zone. Die verbleibenden Kräfte in der relaxierten
Kristallstruktur sind kleiner als 1 meV/Å.
Für die GW -Rechnungen wurde der Ebene-Wellen-Cutoff aufgrund des sehr hohen Speicherbe-
darfs auf 250 eV reduziert. In die Berechnung der Abschirmfunktion wurden 160 Energiebänder
einbezogen, während die Brillouin-Zone mit 4×4×4 Γ-zentrierten k-Punkten abgetastet wurde.
Für die Bestimmung der BSE-Spektren wurden 4× 4× 4 Monkhorst-Pack-Punkte in derselben
Weise, wie im vorangegangenen Abschnitt erläutert, verschoben. Auch im Fall von CrBr3 betrug
der Cutoff für die Übergänge, welche in die Berechnung des exzitonischen Hamilton-Operators
einflossen, EBSEcut = 20 eV.
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