This paper develops the asymptotic theory of a Fully Modified Generalized Least Squares (FMGLS) estimator for multivariate cointegrating polynomial regressions. Such regressions allow for deterministic trends, stochastic trends and integer powers of stochastic trends to enter the cointegrating relations. Our fully modified estimator incorporates: (1) the direct estimation of the inverse autocovariance matrix of the multidimensional errors, and (2) second order bias corrections. The resulting estimator has the intuitive interpretation of applying a weighted least squares objective function to filtered data series. Moreover, the required second order bias corrections are convenient byproducts of our approach and lead to standard asymptotic inference. The FMGLS framework also provides two new KPSS tests for the null of cointegration. A comprehensive simulation study shows good performance of the FMGLS estimator and the related tests. As a practical illustration, we test the Environmental Kuznets Curve (EKC) hypothesis for six early industrialized countries. The more efficient and more powerful FMGLS approach raises important questions concerning the standard model specification for EKC analysis.
Introduction
Ever since the seminal paper by Engle and Granger (1987) , it has been acknowledged both theoretically and empirically that the disturbances of cointegration relation(s) and integrated processes are generally correlated (both between series and over time). Such correlation significantly complicates ordinary least squares (OLS) inference. Alternative estimation methods such as dynamic OLS (DOLS) and fully modified OLS (FMOLS) have been suggested to regain standard limiting distributions. These methods correct for cross-sectional and serial correlation without being too much concerned about efficiency. We propose a novel generalized least squares (GLS) approach that is based on the inverse covariance matrix of all disturbances stacked over time. This large-dimensional matrix is estimated directly using the modified Cholesky decomposition originally proposed by Pourahmadi (1999) . The resulting GLS estimator has the intuitive interpretation of applying a weighted least squares objective function to filtered data series. Our estimator is applicable to systems of (possibly nonlinear) cointegrating relations. It reduces the mean squared errors of the parameter estimators and improves testing power by exploiting the serial and cross-equation correlations in the data.
In recent years, the cointegration literature has reported theoretical justifications and empirical evidence of nonlinear cointegrating relations. Such nonlinear relations are in some cases refinements of existing economic theory, e.g. nonlinear cointegration among bond yields with different times to maturity due to yield-dependent risk premia as discussed in Breitung (2001) , and nonlinear purchasing power parity due to transaction/transportation costs and trade barriers (e.g. Hong and Phillips (2010) ). In other cases, economic theory postulates a nonlinear cointegrating relation from the outset. An example of the latter is the environmental Kuznets curve described in Grossman and Krueger (1995) . 1 There are three branches of literature on the estimation of such nonlinear cointegrating relations. First, the papers by Park and Phillips (1999) and Park and Phillips (2001) are concerned with nonlinear cointegration analysis of a parametric form. Second, there is a literature on nonparametric kernel estimation of nonlinear cointegrating equations, see for example Wang and Phillips (2009) or Li et al. (2017) . The third approach is reminiscent of a nonparametric sieve estimation with polynomial basis. That is, one estimates a cointegrating relation containing integer powers of integrated regressors. Wagner and Hong (2016) named this a cointegrating polynomial regression (CPR). The multivariate seemingly unrelated regressions extension is available in Wagner et al. (2019) . Our model specification follows the latter specification. More specifically, we allow for n cointegrating relations among the positive integer powers of m processes that are I(1).
Our GLS approach is based on the inverse covariance matrix of the T (n + m) innovation vector, that is the covariance matrix of the vector that stacks the n disturbances in the cointegrating relations and the m disturbances driving the I(1) processes over time. Under suitable conditions, we can consistently estimate this inverse covariance matrix using the Modified Cholesky Decomposition (MCD) originating from Pourahmadi (1999) . It is computationally simple because the required quantities are obtained from the coefficients and prediction error variances of best linear least squares predictors. In our setting this amounts to the estimation of all VAR models up to some maximum lag order q T . We provide the conditions on the growth rate of the lag order q T as T → ∞ (with fixed n and m) that are sufficient for consistency. Moreover, we reuse the results of this decomposition to correct the second order biases in the asymptotic distribution. The resulting estimator, the Fully Modified GLS (FMGLS), allows for standard chi-squared inference. Some further references are in place. The original paper by Pourahmadi (1999) discusses the Modified Cholesky Decomposition of the population covariance matrix for univariate series. Subsequent papers by Bickel and Levina (2008) and Wu and Pourahmadi (2009) show that this decomposition remains useful when a covariance matrix has to be estimated. For estimation, the additional requirement for consistent estimation is some form of regularization (e.g. banding or tapering) to control for the number of estimated parameters. As an extension, Cheng et al. (2015) and Ing et al. (2016) provide results on the consistent estimation of the inverse covariance matrix. Cheng et al. (2015) propose a Mallows criterion to compute the optimal model weights for regression models with serially correlated errors. Their objective function contains the inverse autocovariance matrix which is subsequently estimated using the MCD. The estimation of the inverse covariance matrix of a long memory process is considered in Ing et al. (2016) . More recently, Beutner et al. (2019) used the MCD to obtain a GLS estimator with improved inference in structural change models.
The cointegration literature using GLS estimation is rather sparse. An important exception is the result by Phillips and Park (1988) on the asymptotic equivalence of OLS and GLS for single cointegrating relations. In absence of cointegration, Choi et al. (2008) demonstrate that GLS estimators have the advantage of remaining consistent in spurious regressions. So far for the univariate results. For multi-equation settings, we show in our Section 3.4 that GLS can significantly improve inference. Other authors have come up with different ways to combine the information from multiple equations. First, we have the DSUR estimator by Mark et al. (2005) . This GLStype estimator weighs all cross-sectional units with the inverse long-run covariance matrix of the innovations in the cointegrating relations to exploit cross-sectional correlations. A generalization to the CPR setting can be found in Wagner et al. (2019) . Second, one could benefit from the multitude of equations by pooling coefficients. This results in a panel setting as discussed in Pedroni (2001) . The pooling approach however requires homogeneity of the slope coefficients across equations.
We make at least three contributions to the literature on (nonlinear) cointegration. First, we propose a novel GLS estimator that exploits the dynamics and cross-dependencies in the error terms to improve inference. Especially the incorporation of the serial correlation through a wellperforming inverse covariance matrix estimator is new to the cointegration literature and it provides additional efficiency gains in comparison to the FM-SUR estimator of Wagner et al. (2019) . Second, we explicitly enumerate the cases in which the FMOLS and FMGLS estimators are asymptotically equivalent. Third, we exploit the GLS framework to define two new KPSS-type of tests (as in Kwiatkowski et al. (1992) ) for the null of cointegration. Extensive simulation studies show their superior size and power properties. Importantly, although our model setting is positioned in the cointegrating polynomial regression (CPR) framework originated by Wagner and Hong (2016) , the advantages of the GLS approach are equally substantial for systems of linear cointegrating relations.
The plan of this paper is as follows. Section 2 introduces the model and the modified Cholesky block decomposition. This decomposition is the main ingredient of the fully modified GLS estimator. The related asymptotic theory is discussed in Section 3 whereas a finite sample simulation study is presented in Section 4. The empirical application can be found in Section 5 where we search for evidence of the environmental Kuznets curve in Belgium, Denmark, France, the Netherlands, UK and the USA. Section 6 concludes. The proofs are collected in the Appendix. 2 Some words on notation. C denotes a generic positive constant. The integer part of the number a ∈ R + is denoted by [a] . For a vector x ∈ R n , its dimension is abbreviated by dim(x) and its p-norm by x p = ( n i=1 |x i | p ) 1/p . When applied to a matrix, A p signifies the induced norm defined by A p = sup x 0 Ax p / x p . The subscripts are omitted whenever p = 2, e.g.
and A 2 = λ max (A A) where λ max (·) is the largest eigenvalue. Similarly, λ min (·) denotes the smallest eigenvalue. The Frobenius norm is denoted as · F . We use the symbol " w −→" to signify weak convergence and the symbol " d =" for equality in distribution. The stochastic order and strict stochastic order relations are indicated by O p (·) and o p (·). Finally, positive semi-definite matrices are compared by the Löwner partial order, e.g. A ≥ B is equivalent to saying that A − B is positive semi-definite.
The Model
We study the following system of n cointegrating polynomial regressions, that is y t = Z t β + u t , for t = 1, 2, . . . , T, jt ] ( j = 1, 2, . . . , m). Overall, this provides a total number of s tot = (s D + 1) + m j=1 s j explanatory variables. Not all these explanatory variables are necessarily included in every equation. By writing Z t = (I n ⊗ z t )R, we can use the predetermined (ns tot × s) selection matrix R to specify the regressors that enter the cross-sectional units. This selection matrix contains only 0's and 1's and should satisfy R R = I s with s = dim(β). Overall, each component of (2.1) specifies a single cointegrating relation containing polynomials in deterministic and stochastic trends. The highest orders of these polynomials, i.e. s D and s 1 up to s m , are assumed to be fixed and known. We do not allow for cointegration in the cross-sectional dimension.
Remark 1
Appropriate choices for R allow for a wide variety of model specifications. Noteworthy special cases are: only deterministic terms (s j = 0), a multivariate linear cointegration setting as in Pedroni (2004) by taking s j = 1, and the inclusion of all regressors in each equation (R = I n ⊗ I s tot ).
The innovation series {u t } is allowed to exhibit dependencies over time and across series. We assume that these dependencies can be modeled by a stationary VAR(p) process, that is
(see page 6 for the specific assumptions regarding {u t }). Efficient estimation of the parameter vector β now requires the use of generalized least squares (GLS). The GLS estimator relies on the inverse of the (nT × nT ) matrix Ω u,nT = E(uu ) where u = [u 1 , u 2 , . . . , u T ] . In this paper, we directly estimate Ω −1 u,nT using a multivariate extension of the modified Cholesky decomposition by Pourahmadi (1999) . This extension was named the modified Cholesky block decomposition (MCBD) by Kim and Zimmerman (2012) and Kohli et al. (2016) . These authors used the MCBD to parametrize the covariance matrix of multivariate longitudinal data. We use the MCBD for the time series application mentioned above, i.e. the computation of Ω −1 u,nT . The decomposition is closely related to linear minimum MSE predictors. We define
and S(0) = E(u t u t ). The inverse of the covariance matrix Ω u,nT is then given by
where 5) and the A j (i) follow from the partitioning A( ) = A 1 ( ), . . . , A ( ) . An illustration of the modified Cholesky decomposition is provided in the next example.
Example 1
Consider a n-dimensional VAR(1) process u t = Au t−1 + η t with η t i.i.d.
∼ (0, Σ) and det I n − Az 0 for |z| ≤ 1. For T = 4, we set:
where
The model of (2.1) can be stacked over time to yield the representation y = Zβ + u with y = [y 1 , y 2 , . . . , y T ] , Z = [Z 1 , Z 2 , . . . , {mZ T ] and u as before. In the remaining part of this section, we will assume Ω −1 u,nT to be known and focus on the following estimator:
(2.7)
A discussion on the properties of this infeasible estimator is informative because the incurred estimation error of Ω −1 u,nT will be shown to be asymptotically negligible. Two remarks related to β GLS are instructive. First, the GLS estimator differs from the usual least squares estimator β OLS = (Z Z) −1 Z y by a weighing with the inverse covariance matrix
It is well documented in standard econometric textbooks (e.g. chapter 7 of Davidson and MacKinnon (2004) ) that this weighing may lead to substantial efficiency gains. Second, it is illustrative to substitute the Modified Cholesky Decomposition of Ω −1 u,nT into the definition of this infeasible GLS estimator. The result is
The premultiplications by M u,nT have the effect of filtering and take care of serial correlation. S −1 u,nT applies scaling and rotation to account for the correlations between the series. The following univariate autoregressive setting exemplifies this intuition.
Example 2 A regression model y t = βt + u t has AR(1) innovations u t = ρu t−1 + η t where η t i.i.d.
∼ (0, σ
2 ) and |ρ| < 1. Taking n = 1, the expressions of Example 1 are easily adapted to yield:
. . .
and a similar transformation for the linear trend. The implied GLS estimator coincides with the estimator from Prais and Winsten (1954) .
Asymptotic Theory
In this section, we present the asymptotic results. More specifically, we derive: (1) the limiting distribution of the GLS estimator, (2) the fully modified GLS estimator that corrects for second order bias terms, (3) a Wald test statistic and (4) KPSS type of tests for the null of cointegration. Our main interest lies in our GLS approach but throughout this paper we will also report results by Wagner et al. (2019) . Their FM-SOLS estimator is the natural least squares analogue of our estimator. We will simply refer to this estimator by FMOLS. The following assumption will facilitate the development of the asymptotic theory.
Assumption 1 (Innovation Processes)
The innovations processes in the model satisfy the following assumptions:
(a) The process ζ t = [η t , ε t ] is an independent and identically distributed (i.i.d.) sequence with
= E(ζ t ζ t ) 0 and E( ζ t 2r ) ≤ C r < ∞ for some constant C r > 0 and some r > 2.
(1) The coefficient matrices satisfy the summability condition
0, so cointegration among the components of x t is excluded.
Conditions such as these are regularly adopted in the literature on nonlinear cointegration (e.g. Choi and Saikkonen (2010) and Wagner and Hong (2016) ). There are two exceptions. First, we require a stable finite order VAR representation for {u t } whereas most of the literature allows for a linear process. Our stricter assumption ensures that only a finite number of lags of powers of integrated variables have to be considered in the asymptotic theory. This requirement should be innocuous as long as a finite order autoregressive representation provides a good approximation to {u t }. Phillips and Park (1988) made a similar assumption in their GLS framework. Assumption 1(c) allows for a wide range of error processes, for instance all invertible VARMA processes. Moreover, in view of theorem 7.4.2 in Hannan and Deistler (2012) there exists a pure MA representation. We denote its matrix lag polynomial by D −1 (L).
Second, we do not require x t to be predetermined. The assumption of predetermined regressors is frequently encountered in papers on nonlinear cointegration, for example Park and Phillips (2001), Chang et al. (2001), and Phillips (2010) . These authors study cointegration models that are nonlinear in the parameters and parameter identification is ensured through conditional expectations in which regressors are predetermined. Our model is linear in the parameter vector β. Therefore, we do not require predetermined explanatory variables.
Under Assumption 1(a), an invariance principle holds for ζ t , i.e.
B (r) where B 1 denotes an (n + m)-dimensional Brownian motion with covariance matrix Σ. Moreover, Assumptions 1(b)-(c) justify the use of the Beveridge-Nelson decomposition (Phillips and Solo (1992)). A functional central limit theorem for linear processes is thus also applicable to
where the Brownian motion B 2 (r) of dimension d := m + n has covariance matrix
Apart from this long-run covariance matrix Ω = ∞ h=−∞ E ξ t ξ t+h , we also introduce the one-sided long-run covariance matrix ∆ =
vv Ω vu . Throughout this paper we will use subscripts to select specific elements from vectors and matrices. Examples are: B v j is shorthand notation for the j th component of B v and ∆ v j u refers to the j th row of ∆ vu .
Infeasible GLS
We start our analysis assuming that the (nT × nT ) covariance matrix Ω u,nT is a known quantity. The modified Cholesky block decomposition of page 4 can now be used to derive the limiting distribution of this infeasible GLS estimator. A insightful exposition of our results requires further notation.
(1) Introduce the following weight matrices: (4) Our asymptotic distributions are concisely expressed in terms of the functionals:
where we assume that M , B and H have appropriate dimensions. The first remark on notation introduces all the scaling matrices that are needed to obtain non-degenerate limiting results. Points (2) and (3) contain notational conventions on Brownian motions. These definitions are also encountered in Wagner and Hong (2016) . Finally, it turns out that all our limiting distributions can be expressed in terms of the functionals given in (3.3). In general, the functional bias expresses second order bias term. Our first result can now be stated.
Theorem 1 (Limiting Distributions of the OLS and infeasible GLS Estimator) Let Assumption 1 hold.
(a) The limiting distribution of the OLS estimator β OLS is:
(b) The limiting distribution of the infeasible GLS estimator β GLS is:
Theorem 1(a) is expected in view of the univariate results in the proof of proposition 1 of Wagner and Hong (2016) . We can see how the limiting distribution of the OLS estimator is affected by an endogeneity bias bias(I n , EB OLS ). For linear cointegration setting it is well-established since Phillips (1988) and Phillips and Hansen (1990) that this bias depends solely on the one-sided long-run covariance. The recent results by de Jong (2002) and Hong and Phillips (2010) show that nonlinear cointegrating relations cause bias terms that depend on Brownian motion but remain proportional to the one-sided long-run covariance matrix.
The limiting distribution of the infeasible GLS estimator is given in Theorem 1(b). It is obvious from the notation in terms of functionals that the limiting distributions of the OLS and GLS estimator share a similar mathematical structure. However, there is also an important difference. For the OLS procedure, all the time dependence is accounted for in the stochastic integral with respect to B u whereas the GLS procedure contains scaling by Ω −1 uu . We will show in Section 3.3 that this scaling can lead to substantial efficiency gains. We first introduce a feasible GLS estimator. Z Ω −1 u,nT y. In standard econometrics textbooks, e.g. Greene (2000) , the GLS estimator is usually obtained from a parametric covariance matrix, say Ω(θ). A consistent estimator of the finite dimensional parameter vector θ and a subsequent matrix inversion will then provide a feasible GLS estimator. Our GLS approach requires a consistent estimate of the (nT × nT ) matrix Ω −1 u,nT . Several authors such as Bickel and Levina (2008) , Wu and Pourahmadi (2009) and McMurry and Politis (2010) have constructed consistent estimators of Ω u,nT using banding or tapering to reduce the number of unknown parameters. Direct usage of their results poses two difficulties because: (1) estimating Ω −1 u,nT can be computationally expensive if nT is large, and (2) Ω −1 u,nT might not exist because positive definiteness is not guaranteed. In the light of the such considerations, we will directly estimate Ω −1 u,nT and ensure it to be positive definite. The estimation method is based on a banded version of the modified Cholesky block decomposition introduced in Section 2. This method was previously used by Cheng et al. (2015) and Ing et al. (2016) for univariate series. More specifically, the multivariate banded inverse autocovariance matrix (BIAM) is constructed as
where 1 ≤ q T is called the banding parameter,
This banded version of the MCBD can be considered as a regularized estimator that reduced the number of unknown parameters in finite samples. The banding parameter grows with sample size to achieve consistency. Because the expectations in (2.3) cannot be computed in practice, a sample counterpart in terms of the OLS residuals u t = y t − Z t β OLS will be used instead, i.e. for 1 ≤ ≤ q, (3.6) and S(0) = 1 T T t=1 u t u t . Plugging these estimates into M u,nT (q) and S u,nT (q) gives respectively
and S u,nT (q) = diag S(0), S(1), . . . , S(q), . . . , S(q) . The implied multivariate BIAM estimator is
A quick comparison between (2.4) and (3.7) reveals two approximations. First, the multivariate BIAM minimizes a sample moment in terms of estimated residuals instead of a population moment of the disturbances. Second, elements in M u,nT are replaced by zero if they are far away from the main diagonal. Some further assumptions are needed to ensure that both approximation errors are asymptotically negligible.
Assumption 3
As T → ∞, q = q T → ∞ and
Assumption 2 requires the residuals to be sufficiently close to the true innovations. This assumption is satisfied whenever a first stage OLS estimator is used to calculate residuals. Finally, Assumption 3 requires the banding parameter to diverge with sample size. This ensures that no nonzero elements are (asymptotically) set to zero. Moreover, the assumption q 3 T /T → 0 establishes an upper bound for the rate at which q T goes to infinity. The definition of A( ), see (3.6), shows that this implies that we are slowly increasing the order of the finite VAR model that is fitted to the residuals. The same rate requirements are also reported by Lewis and Reinsel (1985) when deriving consistency and asymptotic normality results when finite VAR models are fitted to infinite order VAR processes. The following theorem shows the consistent estimation of Ω −1 u,nT and implies that the infeasible and feasible GLS estimator have the same limiting distribution.
Remark 2
The rate requirements of Assumption 3 do not specify how to choose q T in practice. In our simulations and empirical application we select the banding parameter using the subsampling and risk-minimization approach previously used by Bickel and Levina (2008) , Wu and Pourahmadi (2009), and Ing et al. (2016) . This approach consists of the following steps: (ii) Select an integer H, 1 ≤ H < l 0 , and construct the (nH × nH) sample autocovariance matrix
u,nH (q; j) for all possible banding parameters 1 ≤ q < H and every subsequence 1 ≤ j ≤ J 0 .
(iv) Select the banding parameter that minimizes the feasible average risk, i.e.
The parameter settings p = 1, H = [2 × T 1/4 ] and l 0 = [T/5] gave satisfactory results for all the settings we explored.
Fully Modified Inference
The asymptotic results of Theorem 1 are not immediately useful for statistical inference. There are two difficulties. First, the second order bias dislocates the limiting distributions which can translate into substantial finite sample bias. Second, possible dependencies between the Brownian motions B u and B v cause limiting distributions to depend on nuisance parameters. Critical values would therefore be nuisance parameter dependent as well.
These two issues have received extensive attention in the linear cointegration literature. A (non-exhaustive) list of solution methods is: joint modeling as in Phillips (1991), Saikkonen's (1992) dynamic least squares and the integrated modified OLS and fixed-b approaches by Vogelsang and Wagner (2014) . We rely on the fully modified approach advocated by Phillips and Hansen (1990) and Phillips (1995) . Recently, Wagner et al. (2019) have derived similar corrections for the OLS estimator in multivariate cointegrating polynomial regressions. The idea is a twofold modification of the estimator: (1) second order bias terms are subtracted and (2) a transformation of the dependent variable is introduced to obtain a zero-mean Gaussian mixture limiting distribution. The main components of these fully modified estimators are consistent estimators of the long-run covariances. We will briefly review the FMOLS estimator from Wagner et al. (2019) and develop the FMGLS along similar lines. Some further assumptions are needed. We start with the additional assumption for the FMOLS estimator.
Assumption 4 (Consistent Estimation of Long-run Covariances) Ω and ∆ are consistent kernel estimators of the long-run covariance matrix Ω and the one-sided long-run covariance matrix ∆, respectively. Andrews (1991) and Newey and West (1994) use kernel estimators for long-run covariance estimation. Their method involves the calculation of weighted sums of the autocovariance matrices of the residuals. These weights are determined by a kernel function and bandwidth parameter. Our Assumption 4 is easily satisfied by imposing suitable conditions on the kernel function and bandwidth parameter. We refer to Phillips (1995) for an enumeration of such conditions. Alternatively, we can obtain consistent long-run covariance estimators within the BIAM framework of Section 3.2. The GLS estimator and its modifications are thus constructed within a single estimation procedure. The estimators are as follows. For all t = 1, 2, . . . , T , we first stack the residuals u t and first differences ∆x t in the d-dimensional vector ξ t = [ u t , ∆x t ] . During the construction of the BIAM estimator we are fitting VAR process up to order q T to this series. Our estimator for the two-sided long-run covariance matrix is
where Σ q T = S(q T ) and F s denotes the coefficient matrix of the s th lag when a VAR(q T ) is fitted to { ξ t } T t=1 . The population one-sided long-run covariance matrix is ∆ = ∞ h=0 E ξ t ξ t+h . It is thus intuitive to approximate this quantity by a finite sum of estimated covariance matrices of { ξ t } T t=1 . These covariance matrices are nothing but subblocks of the matrix
3 We therefore use
e. an dT × d block matrix of zeros of which the last r blocks have been replaced by identity matrices. We place the following rate restriction on the number of included autocovariance matrices.
Assumption 5
As T → ∞, r T → ∞,
→ 0, and r T = O(q T ).
Definitions and limiting results for fully modified estimators are presented in Theorem 3. Both the FMOLS and FMGLS estimator depend on the one-and two-sided long-run covariance estimators. It is only the consistency of these estimators that is relevant for the asymptotic analysis not whether the kernel or BIAM approach has been used. We will refrain from using explicit subscripts. However, subsequent theorems, simulation results as well as the empirical application use kernel estimators for FMOLS and the BIAM approach for FMGLS. This seems to be the logical choice for both estimators.
Theorem 3
(a) Under Assumptions 1 and 4, the FMOLS estimator, β
where we define the following quantities for the fully modified estimation:
, where y
vv Ω vu .
(b) Under Assumptions 1-3 and 5, the FMGLS estimator,
Both β + OLS and β + GLS have a zero-mean Gaussian mixture limiting distribution. Standard chisquared (asymptotic) critical values can be used to test linear hypotheses. A formal presentation of such a result is more involved because of the different convergence rates of the individual parameter estimators. That is, the parameters with the lowest convergence rate will dominate the asymptotic distribution and one should take care to avoid a degenerate limiting distribution. We will rule out such complications by considering hypothesis tests on individual parameters. Therefore, let S denote a ( f × s) selection matrix in which every row contains a single 1 and zeros otherwise. The null hypothesis Sβ = s can be tested using the limiting distribution of the Wald statistic as stated in Theorem 4. 4 Exclusion restrictions of the type Sβ = 0 can be used to test whether the cointegrating relation is linear or nonlinear.
Theorem 4
Consider the null hypothesis, H 0 : Sβ = s, which imposes f linearly independent restrictions. Moreover, define the following two weighting matrices:
Under the respective assumptions of Theorem 3, the Wald test statistics
are asymptotically χ 2 f distributed under the null hypothesis.
Remark 3 Section 2.2 in Wagner et al. (2019) discusses the advantages of poolabilty tests and pooled estimation. Our estimation setting and Theorem 4 allow for similar results within the current FMGLS approach. First, we note that the poolability tests are Wald-type tests for linear restrictions on parameters. These tests are readily available in Theorem 4. Second, the subsequent pooled estimation is obtained by a modification of the selection matrix R.
A Comparison of FMOLS and FMGLS
There are various papers in the literature on the finite sample equivalence and asymptotic equivalence between OLS and GLS approaches. The three corollaries in this section comment on the similarities and differences between these approaches for several special cases of model (2.1).
Corollary 1 (Univariate CPR) If n = 1, then the limiting distributions of both G −1
This first corollary states that the FMOLS and FMGLS estimator are similar in large samples if a single equation is estimated. Special cases of Corollary 1 have already appeared in the literature. First, we mention univariate regressions with polynomial time trends only. Grenander and Rosenblatt (1957) reported that the OLS and GLS estimator have the same asymptotic efficiency for such polynomial regressions. Theorem 2.2 in Phillips and Park (1988) is also a special case of Corollary 1. These authors considered a univariate linear cointegrating regression without regressor-error correlations. We have now shown that the asymptotic equivalence of OLS and GLS continues to hold when: (1) we allow for integer powers of integrated time series, and (2) the second order biases due to endogeneity and serial correlation are corrected by fully modified approaches.
Corollary 2 (Multivariate CPR with Identical Regressors)
For a multivariate regression with identical explanatory variables, the limiting distribution of both G −1
The second corollary is in the spirit of Zellner (1962) since it considers the situation in which every equation contains the same regressors. However, for seemingly unrelated regressions (SURE) the ordinary and generalized least-squares estimators are numerically identical in finite samples. In the current CPR setting we see that this equivalence only holds asymptotically.
Our last corollary states that the FMGLS will be at least as efficient as FMOLS whenever u t and v t are uncorrelated. In this setting we would therefore expect the mean squared error (MSE) of the FMGLS estimator to not exceed the MSE of the FMOLS estimator. Our Monte Carlo simulations, see Section 4, show that the MSE of our FMGLS approach is generally significantly lower in finite samples even (1) when innovations are correlated and (2) when the FMOLS and FMGLS estimator are asymptotically equivalent.
Corollary 3 (Multivariate CPR under Exogeneity)
where Avar(·) denotes the asymptotic covariance matrix.
Testing the Null of Cointegration
We need to make two choices when testing the null of cointegration. First, we need to decide whether to develop a test to determine the number of cointegrating relations in a system (e.g. as in Nyblom and Harvey (2000)) or whether to focus on nonlinear cointegration tests for single equations. Based on our model specification and the application in mind we have decided on single equation tests. This choice is motivated as follows. The model assumes that there exists a single nonlinear cointegrating relation in every cross-sectional unit i = 1, 2, . . . , n (e.g. countries in our empirical application). In such a setting the cointegration test is used to verify whether this assumption is indeed supported by the data. If less than n cointegrating relation are found, then one will anyways need to conduct a series of single equation tests to determine which time series should be excluded from the analysis. Of course, the downside of these multiple single equation tests is the lack of overall size control (i.e. the multiple testing problem).
During this section we adjust our notation according to this single equation setting. That is, we will omit any subscript i that refers to the specific time series and use {y t } to represent any series in our system of equations. Model (2.1) thereby reduces to y t = z t β + u t . For future reference we define the residuals:û
vv ∆x t and parameter estimators are defined as in Theorem 3. Given the null of cointegration and the single equation framework it seems natural to employ KPSS type of test statistics (see Kwiatkowski et al. (1992) ). However, as a second issue, the limiting distributions of these tests are contaminated by nuisance parameters. This problem is well documented in both Choi and Saikkonen (2010) and Wagner and Hong (2016) and both papers therefore rely on a subsampling technique to eliminate these nuisance parameters. The remainder of this section outlines this approach.
For some integer b T < T , we define the vectors ϕ
The test statistics are:
where ω u.v denotes some consistent estimator of
vv Ω vu . These statistics depend only on the residuals from starting point j up to ending point j + b T − 1 (b T residuals in total). We refer to such a subset of residuals as subresiduals. The idea behind the subsampling approach of Choi and Saikkonen (2010) is to construct a test statistic incorporating b T residuals while computing parameter estimators from all T observations. If b T increases slow enough with sample size, then the parameter estimation error will be negligible relative to the randomness in the errors. This considerably simplifies the limiting distribution. We note that the test statistic K b T , j F MOLS coincides with Wagner and Hong's (2016) 
F MGLS is nothing but its GLS counterpart. The BIAM framework motivates a third test statistic,
by selecting the rows and columns with indices in the set
u,T q T , b T , j will automatically apply a filter to remove serial correlation and scale to unit variance. There is thus no long-run variance that needs to be estimated.
We make the following assumption on the block size b T of the subresiduals.
Assumption 6
As T → ∞, b T → ∞ and
Theorem 5
Under the related assumptions of Theorem 3 and Assumption 6, the limiting distributions of K
2 dr where W(r) denotes a univariate standard Brownian motion.
A sample of size T allows for up to M = T/b T series of subresiduals of block size b T . Similarly to Choi and Saikkonen (2010) , we apply the Bonferroni procedure to use all these series and thereby increase power. The approach is applicable to any of the three test statistics in Theorem 5. As such, we keep the notation general and use a generic K j to denote a test statistic based on the j th subseries, j = 1, 2, . . . , M. In the Bonferrroni procedure we compute K max = {K 1 , K 2 , . . . , K M } and do not reject the null hypothesis whenever
The Bonferroni inequality implies lim
= 1−α and we see that the probability of a type I error does not exceed the significance level α.
Remark 4
We suggest to follow Choi and Saikkonen (2010) in terms of the implementation of the subsampling
2 dr is available in Choi and Saikkonen (2010) . It is therefore easy to compute c α/M .
approach. That is, the block size b T is selected using the minimum volatility rule by Romano and Wolf (2001) . For this particular block size we subsequently select subsamples by taking non-overlapping blocks from alternatively the start and the end of the sample.
Remark 5
The limiting results in Theorem 5 guarantee a correct asymptotic size. Our simulations show (1) that these tests have power against various alternative hypotheses and (2) that power increases with sample size. A theoretical investigation of the power properties is outside of the scope of this paper.
Simulations
In this section we study the finite sample performance of the estimators and test statistics. Further details on the implementation are as follows. For FMOLS, we compute long-run covariances using the Bartlett kernel and the automatic bandwidth selection approach due to Andrews (1991) . The details on the FMGLS estimation are given in Remark 2, see page 10. The two infeasible estimators, iFMOLS and iFMGLS, are constructed assuming the knowledge of the true serial correlation and/or cross-sectional dependence pattern. A presample of 50 observations is used to remove the influence of the starting values on the stationary processes. The results are based on 2.5 × 10 4 Monte Carlo replicates.
Simulation Designs
Setting A (Identical explanatory variables): We consider the following bivariate CPR model with identical explanatory variables and a single random walk component:
with ∆x t = v t and x 0 = 0. The disturbance vectors [u t , v t ] are generated as
We set A = 0.5 0.3 0.2 0.4 to create cross-sectional and serial dependence in the innovations u t . The scalar α = 0.6 controls for serial correlation in v t . We will vary the endogeneity parameter θ.
Setting B (Non-identical explanatory variables):
The second simulation DGP is:
2) is a trivariate system of three linear cointegrating relations. The disturbance vectors u t and v t follow the autoregressive processes:
The innovations are generated as
Setting C (Non-identical explanatory variables): In the third set of simulations, we reintroduce the quadratic random walks back into the DGP and let every dependent variables be driven by their own random walks, or explicitly:
3)
] , x 0 = 0 and ∆x t = v t . The disturbances are generated similarly to setting A (also with the same numerical values for A and α):
Setting D (Size and power of coefficient tests):
The following modification of (4.3), Setting E (Size and power of cointegration tests): We will reuse the previous simulation settings to investigate the properties of our cointegration tests. For size simulations, we generate the data according to (4.1) and (4.3) and use the same model specification for estimation. The power properties are explored in two different scenarios. We first consider the case of a misspecified cointegrating relation. More specifically, we generate data with a quadratic cointegrating relation (designs A and C) while estimating a linear specification. The coefficients in front of x 2 1t and x 2 2t are reduced to −0.05 to have nontrivial power. The second scenario is a spurious regression in which y t = t s=1 u s and x t = t s=1 v s . The innovations are generated according to the DGPs described in Settings A and C. We subsequently estimate the quadratic cointegrating relations given by (4.1) and (4.3) even though these are not present in the simulated data. While reporting the results, we denote by K 
Discussion of the Simulation Results
In Simulation settings A-C we compare the mean squared error (MSE) of the estimation procedures. The results are gathered in Tables 1-3 . The column entitled FMGLS contains the numerical value of the MSE and all other methods are expressed relative to this benchmark. Values above 1 indicate a better performance of FMGLS.
Simulation setting A is a multivariate cointegrating polynomial regression with the same explanatory variables across equations. According to Corollary 2, page 13, we should expect the FMOLS and FMGLS estimator to have similar MSEs for large sample size. This behavior is confirmed by the simulations. For T ∈ {100, 200} there are still some finite sample gains for the FMGLS estimator but the relative MSEs are close to one as T = 500. The simulations also show that fully modified modifications reduce MSEs if endogeneity is present (i.e. whenever θ 0).
Settings B and C demonstrate that the FMGLS approach delivers substantial improvements in estimation accuracy whenever different regressors are used as nearly all entries in Tables 2  and 3 exceed the value one. Three general remarks are in place. First, we stress that simulation setting B shows that efficiency gains are also present in the standard linear cointegration settings. The efficiency gains for FMGLS are thus not exclusive for (nonlinear) CPR regressions. Second, the relative performance of the FMGLS estimator seems to decline with increasing endogeneity. Thirdly, it is seen that FMSUR has MSEs that are on average around 20 to 30 percent higher than the FMGLS MSEs. These gains can be attributed to the fact that FMGLS also takes into account the serial correlation in the error terms.
We investigate the size and power properties of the Wald tests in finite sample in Setting D. The results for FMOLS and FMGLS estimation are found in Table 4 . Both tests over-reject under the null but the size is approaching the nominal level as sample size increases. For FMOLS estimation, these strong size distortions have been previously reported by Wagner and Hong (2016) . Our FMGLS approach offers better size control but small sample sizes (e.g. T = 100) remain problematic. A straightforward power comparison of the two methods is nonsensical given the large differences in empirical size. Consequently, Figure 1 reports the size-adjusted power. We can see how improved efficiency of FMGLS estimator translates into increased (size adjusted) power.
The simulation results on the cointegration tests are collected in Table 5 . We start with two general remarks. First, we only report outcomes related to the series {y 1t }. Qualitatively similar results are found for {y 2t } (see the Supplementary Material). Second, we note that the rejection frequencies are very similar when comparing Settings A and C. This is expected since these single equation tests cannot distinguish between identical or nonidentical regressors between equations. The most striking feature of our simulation results is the difference in performance between K max F MOLS and K max F MGLS on the one hand and K max BIAM on the other hand. That is, the testing procedures using K max F MOLS and K max F MGLS are undersized and lacking in power whereas K max BIAM offers good size control and high power. As expected, we see that both size control and power improve with sample size.
Empirical Application
We illustrate our FMGLS approach with an empirical investigation of the Environmental Kuznets Curve (EKC). It conjectures an inverted U-shaped relation between environmental degradation and income per capita. That is, there is an initial decline in environmental quality with increasing economic activity, but beyond a certain turning point (caused by e.g. industrial transformation and increasing environmental awareness), economic growth goes hand in hand with environmental improvement. A more detailed description and historical overview of the EKC can be found in Stern (2004) and Stern (2017) , respectively.
Our empirical setting builds upon the previous works by Wagner (2015) and Wagner et al. (2019) . The latter paper explores pooling as a means to improve estimator performance whereas we will rely on our FMGLS approach. Carbon dioxide (CO 2 ) emissions and GDP are the proxies for environmental pollution and economic development (both per capita and in logarithms), respectively. The data is collected from the Maddison Project Database (MPD) and the homepage of the Carbon Dioxide Information Analysis Center (CDIAC). We consider Belgium, Denmark, France, the Netherlands, UK and USA, and yearly observations spanning the period from 1870 to 2014. 6 Overall, we have T = 145 time series observations for each of the n = 6 countries. Such a small n and large T dataset is ideally suited for our FMGLS approach since the multivariate banded inverse autocovariance matrix remains computable.
Prior to the EKC analysis, we verify whether the data series are indeed integrated of order one. We apply two unit root tests to verify the this assumption: the augmented Dickey-Fuller (ADF) t-test with lag length selection by MAIC as in Ng and Perron (2001) , and the DF-GLS t-test by Elliott et al. (1996) . For each test, we either include an intercept or both an intercept and linear trend. At a significance level of 10%, we find two rejections of the null hypothesis of the presence of a unit root: Dutch log per capita CO 2 emissions and the log per capita GDP for the US.
7 Overall, the I(1) assumption seems appropriate.
Starting with the EKC analysis, we use Wagner's (2015) quadratic model specification:
where e it and g it are CO 2 emissions and GDP, respectively. We first estimate Model (5.1) by OLS and inspect the residuals. The time series plot in Figure 2 shows that the residuals have a tendency to move together thereby suggesting cross-sectional dependence. Moreover, the univariate Ljung-Box tests consistently reject the null of no autocorrelation. Precisely these data features can be exploited in our FMGLS approach to obtain efficiency gains. The FMOLS and FMGLS estimation results of Model (5.1) are reported in Figure 3 and Table 6 . Whereas the estimated parameters differ between the two approaches, we also see similar patterns. Notably, the parameters are significantly different from zero and all the signs of the coefficients in front of g it and g 2 it are in line with an inverted U-shaped relation. A difference between the methods is the lengths of the confidence intervals. These intervals are (nearly always) convincingly shorter for the FMGLS approach. This provides empirical evidence for the improved efficiency offered by FMGLS framework.
The baseline model, Model (5.1), includes country-specific regressors. This model specification dominates the current literature, e.g. Chow and Li (2014) , Wagner (2015) , Stern (2017) and Wagner et al. (2019) , but its validity is rarely verified against the data. It seems plausible that high-growth countries try to outsource polluting economic activities and thereby directly influence pollution 6 The Maddison Project Database, Bolt et al. (2018) , contains the data on population size and real GDP. The data on CO 2 originates from Boden et al. (2017) . We follow the official guidelines and multiply by 3.667 and 10 6 to convert the reported fossil-fuel emissions into total carbon dioxide emissions. Per capita figures are calculated using the population sizes reported by MPD. Both sources also contain data on Germany, Italy, Japan and Sweden. A visual inspection of these series shows clear evidence of structural breaks in CO 2 . We have excluded these countries from further analysis. 7 The exact outcomes of this preliminary analysis are reported in the Supplementary Material. levels abroad. To investigate this question, we extend the baseline model to include: a constant, a linear trend and all the levels and squares of the log per capita GDPs for the six countries. Based on Theorem 4, we can use a Wald test to verify whether the coefficients in front of the GDPs from foreign countries are equal to zero. The p-values for both FMOLS and FMGLS are almost zero indicating that growth indicators of foreign countries add explanatory power. This provides evidence that wealthier countries indeed export their pollution. We have conducted a more in depth analysis but have not found a systematic pattern among the significant parameters. Details can be found in the supplementary materials. Overall, these findings suggest that dependencies between countries should not be omitted from the analysis of the EKC. The empirical evidence for the EKC (and the correctness of the previous inference results) hinges on the correctness of the cointegrating assumption. We test this assumption using the equation-by-equation cointegration tests outlined in Section 3.5. Table 5 , we might explain such outcomes based on the increasing statistical power of these tests. The rejections can be caused by either misspecifications of the cointegrating relation or the estimation of spurious relations. To investigate this issue in more detail, we also add g 3 it to the model specification (the cubic specification in Wagner (2015)). As seen from Table 8 , the conclusions remain the qualitatively the same. This hints towards a spurious relation between CO 2 and GDP.
Summary and conclusion
We have developed a novel framework to conduct inference on cointegrating polynomial regressions. Parameters are obtained using a fully modified GLS estimator and the proposed cointegration test is based on transformed residuals. Monte Carlo simulations illustrated the advantages of these methods. The empirical application, an exploration of the EKC for six early-industrialized countries, indicates cross-country effects and calls the cointegration hypothesis into question.
There are also interesting questions that are left open for future research. It is especially interesting to study the behavior of the modified Cholesky decomposition (and BIAM) when the series under consideration is nonstationary. This would give insights into the behavior of: (1) the FMGLS estimator while estimating spurious regressions and (2) the power properties of the cointegration tests.
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A Asymptotics of GLS Estimations and Tests
, for all i ∈ {1, 2, . . . , m} and j ∈ N + .
Proof Part (a) is trivial since e k is time constant. Now consider part (b). We have
since by the binomial theorem
) for any = 1, 2, . . . , p. Part (c) follows similarly because the stochastic trend component will dominate asymptotically. That is, expressing the matrix lag polynomial into its elements, we see that
with a sk (1) = 1 − 
Lemma 2
Under Assumption 1, and defining the difference operator ∆ = 1 − L, we have: Proof Part (a) is immediate since 1 is time constant. An application of the binomial theorem,
For parts (c) and (d) we first note that ∆x t = v t . Second, we know from Assumption 1 that the elements of {v t } (a linear process) and {η t } (by construction) are Near Epoch Dependent in L 4 -norm (L 4 -NED) on {ζ t } ∞ −∞ of size −1 and arbitrary size, respectively. A small variation on theorem 17.9 from Davidson (1994) shows that the elements of v it η t are L 2 -NED of size −1 (details can be found in the Supplement). The i.i.d. assumption on {ζ t } allows for a LLN for mixingales such that T
The sum in the RHS of (A.3) is dominated by the term with the highest power of the integrated regressor x it . That is, the contribution for l = j − 1. We have
Standard asymptotic arguments apply to the first term, i.e. T Proof of Theorem 1 (b) The premultiplication of y by M u,nT has the effect of applying a filter to the elements of the vector y (cf. Example 2). For any t > p, this filter coincides with the lag polynomial A(L) of the autoregression A(L)u t = η t . Similarly, if t > p, then S(t) = Σ ηη . Since the behavior for 1 ≤ t ≤ p does not affect the asymptotic results, we may assume that the transformation by A(L) and Σ applies to all observations. 9 Hence, ignoring such initial values, we define Z * t = A(L)Z t and y * t = A(L)y t for t = 1, 2, . . . , T . The infeasible GLS estimator is now given by
ηη y * t and we have
We will consider the terms
ηη η t separately. Using the commutation of diagional matrices and the results of Lemma 1 to deal with the individual columns of A(L) I n ⊗ z t G(T ) , we find
−1 is the long-run covariance matrix of {u t }, see (3.2). 9 The same argumentation is used in Phillips and Park (1988) .
By the Beveridge-Nelson decomposition we can express the lag polynomial
j and A j = p k= j+1 A k . Three terms are found:
The limiting behavior of Ia follows directly from Hong and Phillips (2010). Their lemma 1 implies that Ia converges to a stochastic integral and a second order bias term which is proportional to E(v jt η t ) = E(ε jt η t ) = Σ ε j η (by Assumption 1(a)). Hence,
ηη . Lemma 2 lists the convergence results for all the rows in G(T ) EB GLS is therefore immediate. Also note that the identity A(1) + A 0 = I n allows us to simplify the weak limit of the sum Ia + Ib as
Finally, the term Ic converges in probability to zero. This is easily seen from the proofs of parts (c) and (d) of Lemma 2 since lags of ∆z t (hence ∆x t ) will lead to E(v i,t− j η t ) being zero for any j > 0. The claim of Theorem 1(b) is established by a simple combination of the results in (A.5) and (A.6).
Proof of Theorem 2
This proof is discussed in detail in Appendix B.
Proof of Theorem 3 (b)
From the definition of β + GLS and the identity y = Zβ + u, we find
The limiting distribution of the term in parenthesis is straightforward. As motivated on page 26 we can ignore that influence of the initial values. The limiting distribution is thus given by (A.5). We subsequently focus on the first two term in square brackets. We have
where the o p (1) terms originate from (1) consistent estimation of both Ω −1 u,nT and the long-run covariances and (2) 
where we defined EB * *
ηη . Finally, by the definitions in Theorem 3, i.e.
GLS converges in distribution. Its limiting distribution cancels out the second order bias R vec(C + GLS ). The theorem follows.
Proof of Theorem 4
We derive the result related to W GLS . The same argumentation can be applied to W OLS . We first introduce the appropriate scaling into the test statistic, that is
T by (1) commutation of the diagonal matrices G −1 T and S S and (2) the fact that SS = I f . Under the null hypothesis, H 0 : Sβ = s, we have
is multivariate normal with a zero mean vector and covariance matrix
The consistent estimation of all the quantities involved makes sure that (SG
T S ) has the same limit. Therefore, the Wald statistics is conditionally chi-squared distributed with f degrees of freedom. Since this distribution does not depend on F v , we conclude that the unconditional distribution of W GLS is also χ (A.14)
The scalar ω −1 uu cancels out and the result is obtained.
Proof of Corollary 2
We set R = I n ⊗I s tot = I ns tot such that every equation has the same explanatory variables. Then,
by standard properties of the kronecker product. (A.15) highlights that the matrix M has no effect. FMOLS and FMGLS are therefore asymptotically equivalent with the limiting distribution as stated in the corollary.
Proof of Corollary 3
Conditionally on F v , we have
We stress that E B u.v (1)B u.v (1) = Ω uu because of the assumed exogeneity: Σ ηε = O. The conditional variances of the estimators are easily computed using (A.16) and properties of the multivariate normal distribution. They equal
, omitting the dependence on r for brevity. Also note that E(
such that the total law of variance implies both Avar( β
of the Schur complement inequality (e.g. page 341 of Abadir and Magnus (2005) ), this follows if we can establish that
holds. Now rewrite LHS of (A.17) as (I 2 ⊗ R )
J (r)J (r) dr (I 2 ⊗ R) and use
to complete the proof.
Proof of Theorem 5
We refer the reader to the Proof of Proposition 6 in Wagner and Hong (2016) 
(A.18)
Terms K 2 up to K 6 contain approximation errors that will vanish asymptotically. To show this, it suffices to establish the asymptotic orders of (1) Ω
We start with the first term. Poincaré's separation theorem (e.g. page 347-348 of Abadir and Magnus (2005) ) implies both λ min (A) ≤ λ min (B) ≤ λ max (B) ≤ λ max (A) when B is a principal submatrix of A. By this inequality and Theorem 2, we conclude that A.19) where the convergence in probability to zero is a consequence of the assumption that b T /T → 0, see ( = O p (1). These results and the fact that K 2 up to K 6 are quadratic forms make it easy to show that K 2 , K 3 , . . . , K 6 = o p (1).
Finally, we consider K 1 . Denote by e T,k the k th column of I T and construct the (T × b T ) selection matrix R T b T , j = e T, j e T, j+1 · · · e T, j+b T −1 . Using this notation, we have (A.20) where in the second line we used the modified Cholesky decomposition of (2.4) for the case n = 1. As argued in the Proof of Theorem 1, see page 26, when b T → ∞ we can treat the premultiplication of R T b T , j ϕ b T , j by M u,T as applying the filter A(L) elements-wise. Under the same condition we may replace S u,T by σ 2 ηη I T . As a final step we need to relate the filtered series to expressions in the i.i.d. innovations {η t }. To achieve this, we define
, where W η (r) is a standard Brownian motion. The partial sum process t s= j η s thus dominates the asymptotic distribution and .21) follows. This completes the proof.
B Consistency of Multivariate BIAM Estimator
This appendix is dedicated to the proof of Theorem 2. We will temporarily assume that all the components of {ξ t } follow a VAR(∞) process. This setting is more general than Assumption 1 such that Theorem 2 will follow as a special case. The dimension of the error process {ξ t } is irrelevant to the proof. We set this dimension equal to n for notational convenience. The following assumptions are imposed.
We assume:
(ii) {ζ t } is an martingale difference sequence with Σ =
for some constant C r > 0 and some r ≥ 2.
We require some further notation. First, the lag polynomial F(L) is invertible (e.g. Theorem 7.4.2 of Hannan and Deistler (2012)). This inverse polynomial is denoted by
C j L j and satisfies C 0 = I n and ∞ j=0 j C j F < ∞. Second, we need to introduce notation related to the truncation of a VAR(∞) process. All true coefficient matrices of the lag polynomial F(L) are collected in F ξ = F 1 , F 2 , . . . . Truncated and estimated coefficients are stacked as F ( ) = [F 1 ( ), . . . , F ( )] and F ( ) = [ F 1 ( ), . . . , F ( )] and defined according to (2.3) and (3.6), respectively. F 0 ( ) = F 0 ( ) = I n for all ≥ 1. Defining ξ t,∞ = [ξ t , ξ t−1 , . . .] , the innovations (or forecasting errors) of the VAR(∞) model satisfy ζ t+1 = ξ t+1 − F ξ ξ t,∞ . Allowing for truncation and estimation, we write ξ t ( ) = ξ t , ξ t−1 , . . . , ξ t− −1 , and ξ t ( ) = ξ t , ξ t−1 , . . . ,
where the definition above relies on the components of the (nT × 1) vector ξ = ξ 1 , . . . , ξ T , that is an estimator of ξ = ξ 1 , . . . , ξ T . Finally, we define the sequences
Note how these quantities systematically replace terms by their truncated or estimated counterparts. We first derive several intermediate results in Section B.1. A general proof can be found in Section B.2. In the final section of this appendix we apply our results to the GLS setting.
B.1 Auxiliary Lemmas
Lemma 3 (L 2 -Baxter's inequality) If {ξ t } satisfies the Assumption 7, then for any m ≥ 1, there exists a constant C > 0 such that
Proof In view of page 257 of Hannan and Deistler (2012) , the summability condition on the autoregressive matrices (Assumption 7) implies that the spectral density matrix is bounded and bounded away from zero. The boundedness condition in Cheng and Pourahmadi (1993) is thus satisfied and (B.3) follows immediately from their theorem 2.2.
Lemma 4 (Implications of the First Moment Bound Theorem)
The conditions for the First Moment Bound Theorem (FMBT) by Findley and Wei (1993) are fulfilled if Assumption 7 holds. 10 The following three inequalities are implied:
, for any r ≥ 2, 1 ≤ ≤ q T .
Proof We start with part (a). Since A 2 ≤ A 2 F for any matrix A, we obtain the inequalities
where ξ i,t denotes the i th element ξ t . We focus on the expectation in the RHS of (B.4). As noted before, we can write Hamilton (1994) , absolute summability of the 10 For easy reference, we report the FMBT in our Supplement using the notation which is in line with this paper. coefficient matrices of C(L) implies ∞ s=0 |γ ξ,k (s)| < ∞ where γ ξ,k (s) = E(ξ k,t ξ k,t−s ). The conditions for the FMBT are thus satisfied. Choosing q(t, s) = 1 if t = s ≥ q T and q(t, s) = 0 otherwise,
by the FMBT. This bound holds for general k, , i and j, such that E
. This proves part (a). We continue with part (b). For any 1 ≤ ≤ q T and r ≥ 2, we have
r/2 and the c r -inequality. By the martingale difference assumption, ζ t+1 is uncorrelated with [ξ t− +1 , . . . , ξ t ] implying that E
The FMBT can thus be applied directly without having to express the quadratic form in deviations from the mean. However, some rewriting is needed to obtain expressions in scalar random sequences. To this end, we use F j,kl and F j,kl ( ) to refer to the (k, l) th element of F j and F j ( ), respectively. Setting
and hence
To apply the FMBT, we define the autocovariances
By the Cauchy-Schwartz inequality, the c r -inequality, and boundedness of the maximum eigenvalue of Ω ξ l ,∞ , we obtain
Applying the FMBT, we have
, (B.10) using absolute summability of {γ ξ,m (t)}. Combining (B.5), (B.7) and (B.10) leads to the desired inequality. Finally, we establish part (c). The equality
shows that ζ t+1, has a linear process representation in {ζ t }. Define the autocovariances γ ζ,k (s) = E ζ k,t, ζ k,t−s, where ζ k,t, is the k th entry of ζ t, . Theorem 6.6.12
of Hannan and Deistler (2012) implies that sup 1≤ <∞ j=0 F j ( ) F < ∞. By similar arguments as before, it follows that both the coefficient matrices of the matrix lag polynomial B (L) and the autocovariances {γ ζ,k (s)} are absolutely summable. The proof is completed using the c r -inequality and the FMBT, that is
for any r ≥ 2.
Lemma 5
Let {ζ t , F t } ∞ −∞ be a martingale differences sequence such that sup t E(|ζ t | 2p |F t−1 ) ≤ C a.s. for some p ≥ 1 and a constant C > 0. Let u t be F t−1 -measurable random variables, S T = T t= +1 u t ζ t and S * T = sup < j≤T |S j |, where 1 ≤ < T . Then
where K depends only on r and C.
Proof We refer to Lemma 2 in Wei (1987) . This lemma remains valid when taking the limit T → ∞.
Lemma 6
For 1 ≤ ≤ q T , define the sample autocovariance matrix Π ξ,n = 1 T − T −1 t= ξ t ( ) ξ t ( ) . If the Assumptions 3 and 7 hold and ξ − ξ 2 = O p (1), then
Proof Any Π ξ,n is a leading principal submatrix of Π ξ,nq T . It therefore suffices to show that Π ξ,nq T is eventually invertible. We will first relate Π ξ,nq T to Ω ξ,nq T = E ξ t (q T )ξ t (q T ) and then prove the invertibility of Ω ξ,nq T . Using the identity t a
for arbitrary {a t } and {b t }, we have
which can be made arbitrary small by taking δ large enough, such that B.13) and Lemma 4(a), we obtain
which goes to zero in view of the rate requirement on q T , see Assumption 3. It remains to establish the invertibility of Ω ξ,nq T . First, by Assumption 7 and page 257 of Hannan and Deistler (2012) the spectral density matrix f ξ (ω) of {ξ t } is bounded and bounded away from zero, i.e. there exist 0 < c 1 ≤ c 2 < ∞ such that c 1 I n ≤ f ξ (ω) ≤ c 2 I n for all −π ≤ ω ≤ π. As on page 6 of Jentsch and Politis (2015), we use the inversion formula to conclude that for any (B.15) where J ω = e −i1ω , . . . , e −iT ω ⊗ I n andJ ω is the complex conjugate of J ω . Since the quadratic form in (B.15) is bounded away from zero, all the leading principal submatrices of Ω ξ,nT must be invertible.
Lemma 7 If Assumption 7 and ξ
We have E ζ t− j 2 = E E ζ t− j 2 F t− j−1 ≤ E sup t E ζ t− j 2 F t− j−1 ≤ C r in view of Assumption 7(ii). This
Proof By a telescoping sum expansion and repetitive use of the triangular inequality, we have
We consider these six terms separately. We start with A 1T ( ). The properties of the Frobenius norm and the c r -inequality imply
where ζ i,t+1 and ξ i,t−s denote the i th elements of ζ t+1 and ξ t−s , respectively. Assumption 7 justifies the use of Lemma 5 such that E
1/2 , we use Chebyshev's inequality (B.17) and note that the RHS can be made arbitrary small by an appropriate choice of δ. For A 2T ( ) we note that Lemma 4(b) with r = 2 gives a moment bound similar to (B.16). A calculation identical to (B.17) yields max 1≤ ≤q
the Cauchy-Schwartz inequality. First, for any 1 ≤ ≤ q T , we have the bound
F ≤ C by Lemma 3 and Assumption 7(i). Second, the bounds K *
= O p (q T ) (using the same arguments as in Lemma 6). Taken together, these two observations establish max 1≤ ≤q T A 3T = O p (q T T −1/2 ). Again, by the Cauchy-Schwartz inequality,
The second term in the RHS of (B.19) is almost identical to K * 1T ( ) and in line with previous calculations max 1≤ ≤q
For the first term in the RHS, by (B.6) and (B.9),
We find max 1≤ ≤q T A 4T ( ) = O p (q T T −1/2 ). The proofs of max 1≤ ≤q T A 5T = O p q T T −1/2 and max 1≤ ≤q T A 6T = O p (q T T −1 ) should now be straightforward. Simply use the Cauchy-Schwartz inequality to decompose the products inside the sums. The stochastic orders of resulting terms have been derived already. The only exception is
2 < C by the moment condition in Assumption 7(ii).
B.2 Consistency Proof
Theorem 6 (Consistency) If Assumption 3, Assumption 7 and ξ − ξ 2 = O p (1) hold, then
(B.20)
Proof We start the proof from the inequality
The RHS of (B.21) separates the total error into estimation error (B 1T ) and truncation error (B 2T ). We will show that both errors have the (stochastic) rates that are reported in the theorem.
Consider B 1T . From the definitions of Ω −1 ξ,nT (q T ) and Ω −1 ξ,nT (q T ), repeated addition and subtraction, and the triangle inequality, we find
We will discuss the stochastic orders of the terms in the RHS of (B.22) that contain differences between estimated and true quantities. The other terms are bounded in probability such that
Note that the triangular structure of G nT implies that there are at most 2q T − 1 nonzero blocks in the block-columns of G nT G nT . From this observation, and A 2 ≤ AA 1 for any matrix A, we have (B.23) where the last step uses matrix norm inequalities, i.e. A 1 ≤ n A F ≤ n 2 A for any A ∈ R n×n . Subsequently, by the definitions in (B.2) and the first order condition for (3.6),
Π ξ,n is invertible for sufficiently large T (Lemma 6). From Π
and Lemma 7, we
T T −1/2 ). The difference S ξ,nT (q T ) − S ξ,nT (q T ) forms a symmetric and block diagonal matrix such that
For the first term in this maximum we have
The stochastic order of the terms in the RHS are respectively O p (T −1 ), O p (T −1/2 ) by the CauchySchwartz inequality and O p (T −1/2 ). Next, for large enough T such that Π ξ,n is invertible,
The second term is O p (q 2 T /T ) by Lemmas 6 and 7. Using
we can use Lemma 4(c) and arguments mimicking the derivations for the bounds on A 3T -A 5T to find S ξ,nT (q T ) − S ξ,nT (q T ) = O p (q T T −1/2 ). The bound on the difference of the inverse matrices now follows from 
For the matrix 1-norm we are concerned with the maximum absolute column sum. For an arbitrary (nT ×nT ) matrix G partitioned column-wise, i.e. G = [G 1 , G 2 , . . . , G T ], we have the bound
We will bound the three summations that are encountered in the expressions for C 1T and C 2T . First, changing the summation index and using (a + b)
(B.26)
We can bound the last term in the RHS of (B.26) using Assumption 7(i) and the Cauchy-Schwartz inequality, namely
Moreover, for any j ≥ 0 and
by the L 2 -Baxter's inequality. The first term in the RHS of (B.26) is thus bounded by H T . Now the second summation in C 1T . We first consider the case 0 ≤ j ≤ q T , or max(1,
using arguments detailed before. This upper bound remains valid for q T + 1 ≤ j ≤ T − q T − 2. It is likewise straightforward to derive
T . For M ξ,nT (q T ) − M ξ,nT ∞ we are bounding the maximum absolute row sums. For an arbitrary (nT × nT ) matrix G partitioned as
But the inequality (a + b) 2 ≤ 2a 2 + 2b 2 , the L 2 -Baxter's inequality and the previous upper bound on
T . Together with our previous we result, we obtain
ξ,nT (q T ) we see that it suffices to inspect S ξ,nT (q T ) − S ξ,nT (the other norms are bounded). Exploiting the fact that both S ξ,nT (q T ) and S ξ,nT are block-diagonal and using the triangle inequality, we have
Similarly to the definition of F ξ on page 31, we also define its truncated counterpart
We thereby obtain S −1
ξ,nT ≤ CH T which together with the bound on M ξ,nT (q T ) − M ξ,nT implies
It remains to combine the results for B 1T and B 2T to prove the theorem.
B.3 Details on the FMGLS Implementation
We start this subsection with the proof of Theorem 2 and subsequently prove the consistency of the long-run covariance estimators. These estimators are needed for the second order bias corrections of the FMGLS estimator.
Proof of Theorem 2 We will verify the conditions for Theorem 6. In the main text we have ξ t = [u t , v t ] and require {u t } to follow a stationary VAR process of finite order. This is more restrictive than the assumptions we made at the start of Section B.2 such that Assumption 1 directly implies Assumption 7. Assumption 3 is retained. It remains to confirm ξ − ξ 2 = O p (1). Since the residuals { u t } are estimated in a first stage OLS estimation, we have u − u
we conclude that ξ − ξ 2 is bounded in probability.
We defined the one-and two-sided long-run covariance matrix estimators by respectively
and ∆ q T ,r T = Q r T Ω ξ,dT (q T )Q 1 (see page 11 for notational details). It remains to show that these estimators are consistent. The proof hereof is provided in the theorem below. We have phrased the assumptions in accordance with the main text but the proof continues to hold if Assumption 1 is replaced by Assumption 7.
Theorem 7
If Assumptions 1-3 hold, then:
Proof Before starting the individual proofs we stress that 
F by (B.32). Second,
by the triangle inequality, the c r -inequality, the Baxter's type of inequality in theorem 6.6.12 of Hannan and Deistler (2012) and max 1≤ ≤q T F ( ) − F ( ) = O p (q T T −1/2 ) (page 37). The bound on the inverse of these matrices follows from the matrix identity 
where we used the matrix identity from before and submultiplicativity of the matrix norm. We consider the four terms in the RHS of (B.33). Summability conditions on the coefficient matrices carry over to the autocovariances. Therefore, 
ξ,nT (q T ) ≥ C (and thus also Ω ξ,nT (q T ) ≤ C −1 ) holds with arbitrary high probability for some C > 0. 
