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1. Introduction. The Zolotarev number from rational approximation theory is
given by [22]
(1.1) Zn(E,F ) = inf
rn∈Rn,n
supz∈E |rn(z)|
infz∈F |rn(z)|
, n ≥ 0,
where Rn,n denotes the space of degree (n, n) rational functions and E,F ⊂ C are
disjoint sets in the complex plane. Due to the infinmum over Rn,n in (1.1), we know
that Zn(E,F ) ≤ supz∈E |sn(z)|/ infz∈F |sn(z)| for any sn ∈ Rn,n. In this paper, we
closely follow a construction by Ganelius [8] to derive Faber rational functions and
use them to derive explicit upper bounds on Zn(E,F ) when E and F are such that
C \ F is open and simply connected and E is a compact connected subset of C \ F .
This includes two useful situations:
(A1) C \ F is a bounded domain containing E (see Figure 1), and
(A2) E and F are disjoint, compact sets (see Figure 2).
Throughout this paper we assume that the boundaries of E and F are smooth Jordan
curves.
The Zolotarev number, Zn(E,F ), has applications in a wide number of areas
including explicitly bounding the singular values of matrices [4], solving Sylvester
matrix equations [15], the computation of the singular value decomposition of a ma-
trix [17], and the solution of generalized eigenproblems [11]. In applications, it is often
important to have a tight explicit bound as well as the zeros and poles of a rational
function that attains the bound. Explicit and tight bounds on Zn(E,F ) are already
available in the literature when: (i) E and F are disjoint intervals [4, Sec. 3.2], (ii) E
and F are disjoint disks [20], and (iii) E and F are disjoint arcs [5]. This paper offers
a more general procedure for obtaining explicit bounds.
It is immediate that Z0(E,F ) = 1 and Zn+1(E,F ) ≤ Zn(E,F ) for n ≥ 0. As
a general rule, the number Zn(E,F ) → 0 rapidly as n → ∞ if E and F are disjoint
and well-separated. More precisely, for disjoint sets E and F , a lower bound and the
asymptotic behavior of Zn(E,F ) are known [9]
(1.2) Zn(E,F ) ≥ h
−n, lim
n→∞
(Zn(E,F ))
1/n
= h−1, h = exp
(
1
cap(E,F )
)
,
where cap(E,F ) is the logarmitic capacity of a condenser with plates E and F [18,
Theorem VIII. 3.5]. Our goal in this paper is to derive explicit upper bounds using
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Faber rational functions of the form:
(1.3) Zn(E,F ) ≤ KE,Fh
−n, n ≥ 0,
whereKE,F is a constant that only depends on the geometry of E and F . When E and
F are disjoint disks, it is known thatKE,F = 1 [20] and when E and F are disjoint real
intervals KE,F = 4 [4]. To the authors’ knowledge, the best previous explicit upper
bound when (A1) or (A2) hold is given by Ganelius as Zn(E,F ) ≤ 4000n
2h−n [8]. In
this paper, we prove that
(1.4) Zn(E,F ) ≤
(
(2Rot(E) + 1)(2Rot(F ) + 1) + ǫ
)
h−n
for any ǫ > 0 for sufficiently large n depending on ǫ, where Rot(E) and Rot(F ) are
the total rotation of the boundaries of the domains E and F , respectively [7, 21].
Definition 1.1. Let E be a domain with a smooth Jordan curve boundary of
length 1. We define the total rotation of E as
Rot(E) =
1
2π
ˆ
∂E
|dλ(s)| ,
where λ(s) for s ∈ (0, 1) is the angle of the boundary tangent of E.
We note that Rot(E) ≥ 1 with equality precisely when E is a convex domain [2]. This
means that (1.4) becomes Zn(E,F ) ≤ (9 + ǫ)h
−n when E and F are convex sets.
In Section 4, we state a more complicated but explicit bound that shows the
dependence of the ǫ term on Rot(E), Rot(F ), h, and finite n. In particular, given
Rot(E), Rot(F ), and h, we can find the values of n for which our method produces a
useful bound (n on the order of C(E,F )), and state the bound explicitly, for use in
applications.
When E and F are sets satisfy (A1) or (A2), Ω = C \ (E ∪F ) can be conformally
mapped to an annulus, i.e.,
(1.5) Φ : Ω→ A, A = {z ∈ C : 1 < |z| < h}.
This means that |Φ(z)| ≤ 1 for z ∈ E, and |Φ(z)| ≥ h for z ∈ F . Of course, there is
also the inverse conformal map Ψ = Φ−1 : A→ Ω. Since conformal maps preserve the
logarithmic capacity of two plate condensers and the capacity of A is log(1/h) [12],
the outer radius in (1.5) is h = exp(1/cap(E,F )) (see (1.2)). If E and F are disjoint
polygons, then the conformal map, Ψ, can be constructed as a Schwarz–Christoffel
mapping [13].
This paper is structured as follows. In section 2, we briefly describe the simplest
case when the conformal map Φ is a Mo¨bius function. In Section 3 we describe the
general construction of a Faber rational function associated to sets E and F . In
Section 4 we bound Faber rational functions to obtain an upper bound on Zn(E,F )
in terms of the total variation of the argument. We conclude with some remarks on
the computation of the Faber rational functions.
2. Φ is a Mo¨bius transformation. Suppose that E and F are sets so that
there is a Mo¨bius transform Φ : Ω → A, as is the case when E and F are disjoint
disks [20]. In this situation, it is simple to show that Zn(E,F ) = h
−n. This is because
Φn ∈ Rn,n, |Φ(z)| ≤ 1 for z ∈ E, and |Φ(z)| ≥ h for z ∈ F so we find that
h−n ≤ Zn(E,F ) ≤
supz∈E |Φ
n(z)|
infz∈F |Φn(z)|
≤ h−n,
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Fig. 1. Illustration of the typical setup when (A1) holds.
where the lower bound is from (1.2). Moreover, the rational function that attains the
value of Zn(E,F ) is known because it is simply given by Φ
n.
For example, suppose that E = {z ∈ C : |z − z0| ≤ η} and F = −E with
0 < η < z0 and z0, η ∈ R. Then, the Mo¨bius transform
Φ(z) =
z0 + η +B
z0 + η −B
z −B
z +B
, B =
√
z20 − η
2
maps Ω onto the annulus A = {z ∈ C : 1 < |z| < h} with h = (z0 +B)/(z0 −B) [20].
Therefore, we know that Zn(E,F ) = h
−n and this value is attained with the rational
function rn = Φ
n.
When Φ is not a Mo¨bius transform, Φn 6∈ Rn,n but it is still a useful function
as Φn is relatively large on F and small on E. The idea in general is to construct
a rational function by “filtering” Φn to a rational function using the Faber operator
associated to Ψ = Φ−1 [2].
3. Constructing Faber rational functions. We now describe how one con-
structs a Faber rational function, which closely follows the procedure in [8]. There
are two main steps: (1) Constructing a function, Rn(z), defined on C \ F with n
zeros and (2) Constructing a rational function, rn(z), of degree (n, n). Both steps are
accomplished by taking Cauchy integrals along the boundaries of E and F .
3.1. Step 1: Constructing a function Rn(z) with n zeros near E. Let
γ : [0, 1]→ ∂E be a positively oriented parameterization of the boundary of E. Since
γ is a smooth Jordan curve, we can define a function on E as
(3.1) Rn(z) :=
1
2πi
ˆ
γ
Φn(ζ)dζ
ζ − z
, z ∈ E.
It is shown in [8] that Rn(z) has precisely n zeros (counting multiplicity) in C \ F .
To extend the definition of Rn(z) to any z ∈ Ω by analytic continuation, we first
continuously deform the contour γ to a contour γ′ that is contained in Ω and encircles
z. By continuously deforming the contour γ′ back to γ plus a path traversed in both
directions extending to an arbitrarily small circle around z, we find that
(3.2) Rn(z) =
1
2πi
ˆ
γ′
Φn(ζ)dζ
ζ − z
= Φn(z) +
1
2πi
ˆ
γ
Φn(ζ)dζ
ζ − z
, z ∈ Ω.
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Fig. 2. Illustration of the typical setup when (A2) holds. Here, ω0 is the pole of Ψ.
Here, the term Φn(z) appears because it is the average value of the Cauchy integral
over an arbitrarily small circle around z.
Since |Φn(z)| < hn for z ∈ Ω, we find that Rn has been analytically continued to
a bounded function in C \ F . In subsection 4.2 we show that the n zeros (counting
multiplicities) of Rn(z) lie in neighborhood near E.
Since the Cauchy transform of a continuous function on a closed contour can be
used to define two distinct holomorphic functions — one in the interior of the region
bounded by the contour and the other on the exterior — we can write
C+∂E(Φ
n)(z) =
1
2πi
ˆ
γ
Φn(ζ)dζ
ζ − z
, z inside of γ,
C−∂E(Φ
n)(z) =
1
2πi
ˆ
γ
Φn(ζ)dζ
ζ − z
, z outside of γ,
where the subscript indicates that the integral is taken over the boundary of E.
Therefore, the function Rn(z) can be expressed as
(3.3) Rn(z) =
{
C+∂E(Φ
n)(z), z inside of γ,
Φn(z) + C−∂E(Φ
n)(z), z outside of γ.
3.2. Step 2: Constructing the Faber rational function. We now apply the
Faber operator associated to Ψ to 1/Rn to obtain a rational function [2]. We first
consider the situation (A2) because it is technically simpler before tackling (A1).
3.2.1. The sets E and F satisfy (A2). Select any smooth Jordan curve η :
[0, 1] → Ω that stays close to F and winds around F once in the counterclockwise
direction. By Theorem 4.3, Rn is close to Φ
n on η, and |Φn| ≈ hn near the boundary
of F , so we may select η to avoid and not encircle any zeros of Rn. Since 1/Rn(z)
defined by (3.2) is analytic on the curve η, we can construct new analytic functions
inside and outside of η (the inside of η contains F ) as
C+∂F (1/Rn)(z) =
1
2πi
ˆ
η
dζ
Rn(ζ)(ζ − z)
, z inside of η,
C−∂F (1/Rn)(z) =
1
2πi
ˆ
η
dζ
Rn(ζ)(ζ − z)
, z outside of η.
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It is possible to give an exact expression for C−∂F (1/Rn)(z) in terms of Rn(z).
Lemma 3.1. If z1, . . . , zK are the distinct zeros of Rn(z) with multiplicities m1+
· · ·+mK = n, then
(3.4) C−∂F (1/Rn)(z) = −
1
Rn(z)
+
K∑
k=1
PP(1/Rn, zk, z) +
1
Rn(∞)
,
where
(3.5) PP(1/Rn, zk, z) =
mk∑
j=1
ak−j
(z − zk)j
is the principal part of the Laurent series for Rn(z) about zk.
Proof. Begin by evaluating the Cauchy integral C−∂F (1/Rn)(z) clockwise on a large
circle C = {|ζ| = 1/δ} enclosing both E and F (so δ is chosen sufficiently small), with
detour paths in both directions leading to small counter-clockwise circles around z
and each of the zeros of Rn, as well as the boundary of F . In particular, we obtain
(3.6) −
ˆ
C
dζ
Rn(ζ)(ζ − z)
=
( ˆ
∂F
+
ˆ
|ζ−z|=ǫ
+
∑
zi zeros of Rn
ˆ
|ζ−zi|=ǫ
)
dζ
Rn(ζ)(ζ − z)
.
If we perform the change-of-variables ζ = 1/t, then we find that
−
1
2πi
ˆ
C
dζ
Rn(ζ)(ζ − z)
=
1
2πi
ˆ
|t|=δ
dt
tRn(
1
t )(1− zt)
= Rest=0
1
tRn(
1
t )(1− zt)
=
1
Rn(∞)
.
For each arbitrarily small circle around a zero zi of Rn(z), we expand in a Taylor
series about zi to find
(3.7)
1
ζ − z
= −
(
1
z − zi
+
ζ − zi
(z − zi)2
+
(ζ − zi)
2
(z − zi)3
+ · · ·
)
.
Thus, if the principal part of the Laurent series expansion of Rn(ζ) at zi is
(3.8) PP(1/Rn, zi, ζ) =
mi∑
j=1
ai−j
(ζ − zi)j
,
then each term of the principal part matches with a single corresponding term in the
Taylor series of 1/(ζ − z) to produce a residue. Thus,
(3.9) −
1
2πi
ˆ
|ζ−zi|=ǫ
dζ
Rn(ζ)(ζ − z)
=
mi∑
j=1
ai−j
(z − zi)j
= PP(1/Rn, zi, z).
These residues and the residue at the point z are summed together to give (3.4).
Lemma 3.1 can be combined with the Sokhotski–Plemelj theorem [12] to find an
expression for C+∂F (1/Rn)(z) in terms of Rn(z). We have
(3.10) C+∂F (1/Rn)(z)− C
−
∂F (1/Rn)(z) =
1
Rn(z)
, for z on η,
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and by analytic continuation
(3.11) C+∂F (1/Rn)(z) =
K∑
k=1
mk∑
j=1
ak−j
(z − zk)j
+
1
Rn(∞)
, z inside of η.
From this expression we conclude that C+∂F (1/Rn)(z) is a rational function of degree
(n, n) and can be extended to be defined on the extend complex plane. Finally, we
are able to write down the definition of the Faber rational function rn(z) for sets E
and F that satisfy (A2):
(3.12)
1
rn(z)
=
K∑
k=1
mk∑
j=1
ak−j
(z − zk)j
+
1
Rn(∞)
.
We remark that the expression (3.12) has the advantage of identifying rn(z) as a
rational function of degree (n, n), whereas its expression in terms of Cauchy integrals is
far better suited to numerical evaluation, when the zeros {zk} and Laurent coefficients
{a−jk } are unknown.
3.2.2. The sets E and F satisfy (A1). When sets E and F satisfy (A1), one
needs a small modification to subsection 3.2.1 to construct rn(z) as we must use an
exterior Cauchy integral to define a holomorphic function inside the region F . We
propose defining rn(z) such that
1
rn(z)
= −C−∂F (1/Rn)(z).
By a similar residue calculation in subsection 3.2.1, we find that
C+∂F (1/Rn)(z) =
1
Rn(z)
−
K∑
k=1
PP(1/Rn, zk, z), z ∈ C \ F.
By the Sokhotski–Plemelj theorem, we have
C+∂F (1/Rn)(z)− C
−
∂F (1/Rn)(z) =
1
Rn(z)
, for z on η,
and, by analytic continuation, we conclude that
C−∂F (1/Rn)(z) = −
K∑
k=1
PP(1/Rn, zk, z), z ∈ F.
Thus, we have the following explicit expression for rn(z):
(3.13)
1
rn(z)
=
K∑
k=1
PP(1/Rn, zk, z),
which is a rational function of degree (n, n − 1). In this configuration, one pole of
rn(z) is at ∞.
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4. Using the Faber rational functions to bound Zolotarev numbers. In
this section we set out to explicitly bound Zolotarev numbers by bounding the Cauchy
integrals that are involved in the construction of Rn(z) and rn(z). In particular,
we lay the groundwork to bound Zolotarev numbers by (1) Bounding |Rn(z)| on
the set E (see subsection 4.1), (2) Bounding |Rn(z) − Φ
n(z)| on Ω = C \ (E ∪ F )
(see subsection 4.2), and (3) Bounding |rn(z)| on F (see subsection 4.3). Finally, we
put (1)-(3) together to obtain a bound on Zolotarev numbers using Faber rational
functions (see subsection 4.4).
4.1. Bounding |Rn(z)| on E. Intuitively, from the defining formula for Rn(z)
in (3.1), one would expect that |Rn(z)| ≈ |Φ
n(z)| for z ∈ E. Since |Φn(z)| ≤ 1 for
z ∈ E, one expects that |Rn(z)| is not too big on E. We show this by using a similar
idea to Villat for solving the Dirichlet problem in an annulus [1]. We, again, treat
(A1) and (A2) separately.
Theorem 4.1. When E and F satisfy (A1), Rn defined on E by (3.1) satisfies
sup
z∈E
|Rn(z)| ≤
2
(1 − h−2n)
(
Rot(E) + h−nRot(F )
)
,
where Rot(E) and Rot(F ) are defined in (4.3) and h is defined in (1.2).
Proof. Let Ψ : A→ Ω be the inverse conformal map to Φ, which is analytic inside
A (see Figure 1). For any z ∈ E, we can use the residue theorem to write
(4.1) Rn(z) =
1
2πi
ˆ
γ
Φn(ζ)dζ
ζ − z
=
1
2πi
ˆ
|ω|=ρ
ωnΨ′(ω)dω
Ψ(ω)− z
, 1 ≤ ρ ≤ h,
(One can take ρ = 1 and ρ = h since the integrand extends continuously to the
boundary by Caratheodory’s theorem [12].) If we set Gz(ω) = ωΨ
′(ω)/(Ψ(ω) − z),
then Gz(ω) is analytic in the annulus A for each fixed z ∈ E, so Gz(ω) can be
expanded in a doubly infinite convergent Laurent series:
Gz(ω) =
∞∑
k=−∞
ak(z)ω
k, ak(z) =
1
2πi
ˆ
|ω|=ρ
Gz(ω)dω
ωk+1
, 1 ≤ ρ ≤ h.
By doing the change-of-variables ω = eiθ, we conclude that
a−n(z) + an(z) =
1
π
ˆ 2π
0
Re
(
Gz(e
iθ)
)
einθdθ,
a−n(z)h
−n + an(z)h
n =
1
π
ˆ 2π
0
Re
(
Gz(he
iθ)
)
einθdθ,
By solving these two simultaneous equations and noting that Rn(z) = a−n(z), we find
that for z ∈ E we have
Rn(z) =
1
π(1 − h−2n)
ˆ 2π
0
einθ
(
Re(Gz(e
iθ))− h−nRe(Gz(he
iθ))
)
dθ,
The geometric significance of this integrand is revealed by the identity:
Re
(
Gz(e
iθ)
)
= Im
(
iGz(e
iθ)
)
=
d
dθ
Im
(
log(Ψ(eiθ)− z)
)
=
d
dθ
Arg(Ψ(eiθ)− z).
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That is, Rn(z) is a weighted combination of the (−n)-th Fourier coefficients of the
change in angle during a traversal of each component of the boundary, as measured
from the point z. Each term is controlled by the total variation in the argument as
measured from a fixed point z:
(4.2)
∣∣∣∣∣
ˆ 2π
0
einθ
d
dθ
Arg(Ψ(eiθ)− z)dθ
∣∣∣∣∣ ≤
ˆ 2π
0
∣∣∣∣ ddθArg(Ψ(eiθ)− z)
∣∣∣∣dθ,
and similarly for the term tracing the boundary of F . To obtain a bound that holds
over all z, we note that the total variation in argument around a closed curve as
measured from a point not on the curve is bounded by the total rotation of the
curve [7, (6.14)]. We find that
(4.3)
1
2π
ˆ 2π
0
∣∣∣∣ ddθArg(Ψ(eiθ)− z)
∣∣∣∣dθ ≤Rot(E), 12π
ˆ 2π
0
∣∣∣∣ ddθArg(Ψ(heiθ)− z)
∣∣∣∣dθ ≤Rot(F ).
The statement of the theorem follows.
Theorem 4.1 simplifies when E and C \ F are both convex sets because in this
case we have Rot(E) = Rot(F ) = 1.
We obtain
(4.4) sup
z∈E
|Rn(z)| ≤
2(1 + h−n)
1− h−2n
, n ≥ 0, h = exp
(
1
cap(E,F )
)
.
Previously, it was shown by Ganelius that supz∈E |Rn(z)| ≤ 4e
2n [8]. This means
that provided that h > 2e2/(2e2 − 1) ≈ 1.073 the bound in (4.4) is an improvement
over 4e2n for all n ≥ 1. Similarly, when h > 1.018 the bound is an improvement for
n ≥ 2 and when h > 1.008 for any n ≥ 3. This means that for most practical n and
h, the bound in Theorem 4.1 is sharper than the bound in [8].
However, there are opportunities to improve the bound in Theorem 4.1 as (4.2)
can be weak; particularly, when h ≈ 1. The bound in (4.2) is slightly weak because it
ignores the cancellation in the integral
´
einθ ddθArg(Ψ − z)dθ. However, as the point
z approaches the boundary of E, the function ddθArg(Ψ− z) tends to a delta function
centered at the value of θ corresponding to the limit on the boundary, and of mass of
π if the boundary point is smooth. We, therefore, suspect that one can improve the
bound above by a factor of about 2 but not by much more.
A similar technique allows one to bound Rn(z) when the sets E and F satisfy
(A2). The main difference is that one must be careful because Ψ is no longer analytic
inside A (see Figure 2).
Theorem 4.2. When E and F satisfy (A2), Rn defined on E by (3.1) satisfies
sup
z∈E
|Rn(z)| ≤
1
1− h−2n
(
2Rot(E) + 2h−nRot(F ) + 1 + h−n
)
,
where Rot(E) and Rot(F ) are defined in (4.3) and h is defined in (1.2).
Proof. The proof is similar to the proof in Theorem 4.1, except the conformal
map Ψ is not analytic inside A (see Figure 2). Instead, Ψ has a simple pole at ω0 for
some 1 < |ω0| < h, and therefore the logarithmic derivative
d
dω log(g(ω) − z) has a
simple pole at ω0 with residue −1. This means that Gz(ω) can be written as the sum
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of a term of the form (ω − ω0)
−1 and a doubly-infinite convergent Laurent series. By
the residue theorem, we have
(4.5)
1
2πi
ˆ
|ω|=h
Gz(ω)dω
ωk+1
= ak(z)− ω
−k
0 ,
where
Gz(ω) =
−ω0
ω − ω0
+
∞∑
k=−∞
ak(z)ω
k, ak(z) =
{
1
2πi
´
|ω|=1
Gz(ω)dω
ωk+1
,
1
2πi
´
|ω|=h
Gz(ω)dω
ωk+1
+ ω−k0 .
As in the proof of Theorem 4.1 we have Rn(z) = a−n(z), but here the simultaneous
equations become
a−n(z) + an(z) =
1
π
ˆ 2π
0
Re
(
Gz(e
iθ)
)
einθdθ,
a−n(z)h
−n + an(z)h
n =
1
π
ˆ 2π
0
Re
(
Gz(he
iθ)
)
einθdθ + h−nωn0 + h
nω−n0 .
The bound results from solving these equations for Rn(z), bounding each term using
Rot(E) and Rot(F ), and noting that 1 < |ω0| < h.
Theorem 4.1 simplifies when E and F are both convex sets because we have
Rot(E) = Rot(F ) = 1. We obtain
(4.6) sup
z∈E
|Rn(z)| ≤
3(1 + h−n)
1− h−2n
, n ≥ 0, h = exp
(
1
cap(E,F )
)
.
Previously, it was shown by Ganelius that supz∈E |Rn(z)| ≤ 4e
2n [8]. This means
that provided that h > 4e2/(4e2 − 3) ≈ 1.113 the bound in (4.4) is an improvement
over 4e2n for all n ≥ 1. Similarly, when h > 1.027 the bound is an improvement for
n ≥ 2 and when h > 1.012 for any n ≥ 3. We conclude that for most practical n and
h, the bound in Theorem 4.1 is sharper than the bound in [8].
4.2. Bounding the difference between Rn(z) and Φ
n(z) in Ω. We know
that |Rn(z)| is not too large on E. Now, we show that the difference between Rn(z)
and Φn(z) is relatively small in magnitude. This will allow us to show that all the
zeros of Rn(z) lie inside E or in a neighborhood close to E.
Theorem 4.3. When E and F satisfy (A1) or (A2), then Rn(z) satisfies
sup
z∈Ω
|Rn(z)− Φ
n(z)| ≤ 1 + sup
z∈E
|Rn(z)| ,
where Ω = C \ (E ∪ F ).
Proof. From the definition of Rn(z) on Ω (see (3.2)), the theorem results from
bounding the absolute value of the following exterior Cauchy integral:
(4.7) C−∂E(Φ
n(z)) =
1
2πi
ˆ
γ
Φn(ζ)dζ
ζ − z
, z ∈ C \ E.
Note that C−∂EΦ
n(z) is a bounded analytic function outside E whose maximum modu-
lus is attained on the boundary of E. By the Sokhotski–Plemelj Theorem we find that
C−EΦ
n(z0) = C
+
EΦ
n(z0)+ 1 for z0 ∈ ∂E. Therefore, |C
−
∂EΦ
n(z)| ≤ supz∈E |Rn(z)|+1.
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Rouche´’s theorem says that the number of zeros (counting multiplicities) of Φn
and Rn are equal inside a closed curved γ provided that |Φ
n(z)−Rn(z)| < |Φ
n(z)| for
z ∈ γ. By Theorem 4.3 if we select any curve γ such that 1+supz∈E |Rn(z)| < |Φ
n(z)|
for z ∈ γ, then Rn and Φ
n have the same number of zeros inside γ. The map Φn has
precisely n zeros (counting multiplicities) inside such a curve γ and hence so does Rn.
Moreover, the same reasoning shows that Rn in Ω has no additional zeros outside of
γ. Since |Φn(z)| increases from 1 to hn as z moves from the boundary of E to the
boundary of F , we conclude that the n zeros (counting multiplicities) of Rn all lie
inside E or a neighborhood close to E.
4.3. Bounding the Faber rational function from below on F. Now that
we understand the size of |Rn(z)| for z ∈ E (see Theorem 4.1) and z ∈ Ω (see Theo-
rem 4.3), we hope to establish bounds on rn. We, again, consider the cases (A1) and
(A2) separately.
Let us begin by assuming that the sets E and F satisfy (A2). From the definition
of rn in (3.12) and the expression (3.11), to bound |rn(z)| from below for z ∈ F it
suffices to bound |C+∂F (1/Rn)| from above. We have
C+∂F (1/Rn)(z) =
1
2πi
ˆ
η
dζ
Rn(ζ)(ζ − z)
=
1
2πi
ˆ
η
dζ
Φn(ζ)(ζ − z)
+
1
2πi
ˆ
η
Φn(ζ) −Rn(ζ)
Rn(ζ)Φn(ζ)
dζ
ζ − z
=
−1
2πi
ˆ
|ω|=h
1
ωn
Ψ′(ω)dω
Ψ(ω)− z︸ ︷︷ ︸
=I(z)
+
1
2πi
ˆ
|ω|=h
ε˜(ω)Ψ′(ω)dω
Ψ(ω)− z︸ ︷︷ ︸
=II(z)
,
where ε˜(ω) = (ωn−Rn(Ψ(ω)))/(Rn(Ψ(ω))ω
n). Here, the minus sign in the definition
of I appears to respect orientation of η with respect to the interior of η. The integral
I may be bounded using the same method in the proof of Theorem 4.1 to obtain
(4.8) sup
z∈F
|I(z)| ≤
1
hn
1
1− h−2n
(
2Rot(F ) + 2h−nRot(E) + h−n + 1
)
.
To bound |II(z)|, we note that ε˜(ω) is holomorphic in the annulus A with a pole at
0. So, for any 0 < α < 1, we have
(4.9)
|II(z)|=
∣∣∣∣∣ 12πi
ˆ
|ω|=(1−α)h
ε˜(ω)Ψ′(ω)dω
Ψ(ω)− z
∣∣∣∣∣ ≤ max|ω|=(1−α)h|ε˜(ω)| 12π
ˆ
|ω|=(1−α)h
∣∣∣∣ Ψ′(ω)dωΨ(ω)− z
∣∣∣∣.
By the same argument as Ganelius in [8, p. 411] using the Koebe 1/4 Theorem (with
n replaced by d = min{αh, (1− α)h− 1}), we find that
(4.10)
1
2π
ˆ
|ω|=(1−α)h
∣∣∣∣ Ψ′(ω)dωΨ(ω)− z
∣∣∣∣ ≤ 4(1− α)hd .
For the ε˜ term, we have
(4.11) sup
|ω|=(1−α)h
|ε˜(ω)| ≤
1 + supz∈E |Rn(z)|
(1− α)nhn((1 − α)nhn − (1 + supz∈E |Rn(z)|))
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as long as ((1 − α)nhn − Cn) > 0. It remains to find a suitable α to minimize the
product of (4.10) and (4.11),
(4.12) f(α) =
4(1− α)hCn
d(1− α)nhn((1 − α)nhn − Cn)
.
Recall that Cn decreases quickly to the constant 2Rot(E) + 2. As n tends to
infinity, the minimum value of the product is bounded by a constant multiple of
h−2n, eventually negligible compared to the integral I, which is of order h−n. So we
are free to ignore this term if all we are interested in is the constant appearing in the
Zolotarev bound as n gets large.
On the other hand, for practical purposes of computation using the Faber rational
functions of finite degree, it is important to identify the minimum degree required to
obtain reasonable accuracy.
Suppose we fix the value of n so that
(4.13) hn = kCn,
for some constant multiple k > 1; this is the minimum order at which the bound
(4.11) is valid. Then f(α) is minimized at the unique value of α ∈ (0, 12n ) such that
(4.14) (1− α)n =
1
k
1− nα
1− 2nα
.
Call this value α0. Using simple calculus we find
(4.15)
k − 1
2kn
< α0 <
k − 1
(2k − 1)n
.
(The upper bound is the value of α for which 1k
1−nα
1−2nα = 1, and the lower bound is the
value of α at which 1k
1−nα
1−2nα meets the supporting tangent line to (1 − α)
n at 0.) A
decent bound on f(α0) can be obtained by estimating the value at the lower bound,
noting that
(4.16) (1−
k − 1
2nk
)n >
k + 1
2k
,
so
f(α0) < f(
k − 1
2kn
)
<
4(1− k−12kn )
hn k−12kn
k+1
2k (
k+1
2 − 1)
≤
32nk2
hn(k + 1)(k − 1)2
.
Since n = O(log k), it is clear that this quantity is less than ǫh−n for any positive ǫ
given sufficiently large k.
From now on, we will only consider values of n such that (4.13) is satisfied. We
can say precisely how large n must be. In order that
(4.17) hn >
k(2Rot(E) + 2h−nRot(F ) + 2 + h−n)
1− h−2n
,
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hn must be greater than the positive root of the quadratic
(4.18) q(x) = x2 − k(2Rot(E) + 2)x− k(2Rot(F ) + 1)− 1,
which is
(4.19) x0 = k(Rot(E) + 1)
(
1 +
√
1 +
2Rot(F ) + 1
k(Rot(E) + 1)2
+
1
k2(Rot(E) + 1)2
)
,
so we require
(4.20) n > C(E,F ) log x0.
Combining the bounds obtained above, we have
|C+∂F (1/Rn)(z)| ≤
1
hn
1
1− h−2n
(
2Rot(F ) + 2h−nRot(E) + 1 + h−n
)
+
32nk2
hn(k + 1)(k − 1)2
.
The bound on C−∂F (1/Rn) may now be obtained by observing that C
−
∂F (1/Rn) is
an analytic function in the complement of F attaining its maximum modulus on the
boundary ∂F where it satisfies the Sokhostski-Plemelj equation. Therefore
|C−∂F (1/Rn)| ≤ maxz∈∂F
|C+∂F (1/Rn)(z)|+ maxz∈∂F
|1/Rn(z)|
≤ max
z∈∂F
|C+∂F (1/Rn)(z)|+
1
hn
1
1− Cnh−n
≤ max
z∈∂F
|C+∂F (1/Rn)(z)|+
k
(k − 1)hn
.
Let us write Dn for this bound, that is Dn =
1
hn
1
1−h−2nM(Rot(E),Rot(F ), k).
Since Dn is of order h
−n, we may use the same argument based on Rouche´’s
Theorem as we employed above to count the number of zeros of rn. The function
1/Rn has size of order h
−n near ∂F and increases to size 1 as z approaches E. Thus
for n sufficiently large, we may find a contour slightly removed from ∂F winding once
around F counterclockwise on which the winding number of the image of 1/rn is the
same as the winding number of 1/Rn. In turn, this winding number is the negative
of Rn around the same contour, which, by the same theorem, is the same as the
winding number of Φn around F , which is −n. We conclude that 1/rn has n zeros in
a neighborhood of F , and no other zeros.
Hence rn is a rational function of degree (n, n) with n zeros in a neighborhood of
E and n poles in a neighborhood of F .
The analysis is similar in the (A1) case. In this case, for z ∈ F we have
C−∂F (1/Rn)(z) =
1
2πi
ˆ
η
dζ
Rn(ζ)(ζ − z)
(4.21)
=
1
2πi
ˆ
η
(
1
Φn(ζ)
−
(
1
Rn(ζ)
−
1
Φn(ζ)
))
dζ
ζ − z
(4.22)
=
1
2πi
ˆ
η
dζ
Φn(ζ)(ζ − z)
+
1
2πi
ˆ
η
Φn(ζ)−Rn(ζ)
Rn(ζ)Φn(ζ)
dζ
ζ − z
(4.23)
=
1
2πi
ˆ
|ω|=h
1
ωn
g′(ω)dω
g(ω)− z
+
1
2πi
ˆ
|ω|=h
ε˜(ω)g′(ω)dω
g(ω)− z
,(4.24)
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and the bounds of the previous section hold in absolute value as before (only the roles
of C−∂F (1/Rn)(z) and C
+
∂F (1/Rn)(z) have switched). The bound on |C
+
∂F (1/Rn)(z)|
shows that 1/rn differs from 1/Rn by no more than a constant times h
−n, and so
there are no zeros of 1/rn inside the region enclosed by the appropriate level set of
|1/Rn| near ∂F .
4.4. Zolotarev bound. It remains only to bound from above the Zolotarev
number of rn,
(4.25) ZE,F (rn) :=
supz∈E |rn(z)|
infz∈F |rn(z)|
,
and thus give an upper bound for the Zolotarev number Zn(E,F ).
Given our setup, it is simpler to bound the ratio
(4.26) ZF,E(1/rn) :=
supz∈F |1/rn(z)|
infz∈E |1/rn(z)|
,
which is equal to ZE,F (rn). Recall that
sup
z∈F
|1/rn(z)| = sup
z∈F
|C+∂F (1/Rn)|,
and
inf
z∈E
|
1
rn(z)
| ≥ inf
z∈E
|
1
Rn(z)
| − sup
z∈E
|
1
rn(z)
−
1
Rn(z)
|
≥
1
supz∈E |C
+
∂E(Φ
n)|
− sup
z∈E
|C−∂F (1/Rn)|.
Thus, setting An = supz∈E |C
+
∂E(Φ
n)| and Bn = supz∈F |C
+
∂F (1/Rn)| as well as Dn =
supz∈E |C
−
∂F (1/Rn)|, we find
(4.27) ZE,F (rn) ≤
AnBn
1−AnDn
.
Moreover, setting
Kn = (2Rot(E) + 1)(2Rot(F ) + 1) + h
−n
(
(2Rot(E) + 1)2 + (2Rot(F ) + 1)2
)
+ h−2n(2Rot(E) + 1)(2Rot(F ) + 1),
we may substitute our bounds for An, Bn, and Dn into (4.27) to obtain
(4.28) ZE,F (rn) ≤
h−n
1−h−2n
(
Kn
1−h−2n +
32nk2
(k+1)(k−1)2
)
1− h
−n
1−h−2n
(
Kn
1−h−2n +
32nk2
(k+1)(k−1)2 +
k
k−1
) .
Fix any ǫ > 0. If we are willing to take n sufficiently large, all the terms in the
expression above of order greater than one in h−n and the term 32nk
2h−n
(k+1)(k−1)2 may be
taken together to be less than ǫh−n. It follows that
(4.29) ZE,F (rn) ≤
((
2Rot(E) + 1
)(
2Rot(F ) + 1
)
+ ǫ
)
h−n.
In the case when E and F are convex, this is just
(4.30) ZE,F (rn) ≤ (9 + ǫ)h
−n.
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5. Conclusion and future directions. In this paper, we have shown that the
Faber construction of rational functions by Cauchy integrals associated to an annular
domain yields near-optimal solutions of the Zolotarev problem in the plane, in the
sense of having Zolotarev number eventually less than a computable constant factor
of the theoretically optimal bound. The technique for estimating the size of the Faber
rational rn on E is a bit crude, and can likely be improved to obtain better bounds
on the Zolotarev number Zn for n on the order of the capacity C(E,F ).
As mentioned in the introduction, the motivation for this work on the Zolotarev
problem in the plane came from the applications in numerical linear algebra, and the
challenge remains to implement the construction of Faber rational functions numeri-
cally. The nature of the explicit bound derived in subsection 4.4 suggests the following
procedure for computing a useful Faber rational function. Given the domains E and
F , one must first compute Rot(E) and Rot(F ), and the all-important conformal mod-
ulus h. Then one may take any value of k > 1 chosen so that (4.13) holds and use
expressions (4.19) and (4.20) to find the smallest degree n for which the bounds are
effective. Then the Faber rational of degree n will satisfy the bound (4.28), and the
degree can be chosen to satisfy a required accuracy while being not too large that the
computation of the Faber function becomes too difficult.
The challenge in computational complex analysis is to numerically compute the
conformal map from an annulus to the region bounded by E and F , including a
determination of the modulus h, and then to numerically compute the Faber rational
function of a given degree, possibly including the determination of its zeros and poles.
There are a few methods available for numerical computation of conformal maps from
an annulus; we have experimented with Hu’s method of computing the prevertices of
the Schwarz-Christoffel map [13] which is included as part of Driscoll’s SCToolbox [19]
(this method and code cover the (A1) but not the (A2) case), and the method of
Delillo, Elcrat, and Pfaltzgraff [6, 16] which finds a rational function (of high degree)
that well approximates the Schwarz-Christoffel map.
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