A novel Extreme learning Machine (ELM) algorithm based tuning of the parameters of the SVC FACTS controller was implemented in order to control voltage at various buses over a wide range. The ELM algorithm is a non-iterative method which forecasts the parameters of SVC FACTS controller quickly and effectively while Back Propagation Neural Network (BPNN) algorithm is an iterative method which takes a long time for training as well prediction of parameters. The load perturbation is one of the nonlinear disturbances which is considered to investigate the operational capability of the control methodology. Standard IEEE 5 and 30 bus systems are considered as test systems and operation of two models of SVC observed with the BPNN and ELM controllers. The weakest bus is identified using L-Index method which is the optimal location of the SVC FACTS. Results show that the novel ELM method expeditiously and efficiently tunes the parameters of the SVC FACTS controller online such that the voltage regulated to desired value when there is a perturbation in load.
INTRODUCTION
The voltage stability improvement of the interconnected power system drawn significant importance over a few decades [1] . The key concern of the modern power systems is to transmit and supply the generated power effectively at high power quality. In practical operation of power systems many unwanted disturbances such as load variations, faults, unmodeled dynamics and, parametric uncertainties cause power quality issues. In general mismatch between reactive power generation and reactive power requirement leads to variation in voltage. In modern interconnected system, heavy loading leads to voltage dip which will affect the security and reliability of the system. The Load on the power system is continuously varies with respect to time so the reactive power, requirement also varying which leads to variation in voltage which is undesirable. The reactive power requirement may be supplied with local support thereby voltage can be maintained within the limits. Static VAR compensator is a power electronic based controller which can absorb or generate reactive power [2] . It can be used for voltage support, power oscillation damping, and stability improvement.
Rahman et al. [3] proposed PID controller based SVC to enhance the voltage stability. The PID controller parameters are tuned using the Nichols-Ziegler method. A single machine connected to the infinite bus is considered as a test system and the operational capability of the proposed controller is observed with L-G and L-L fault.
A Static VAR Compensator was developed by Priyadhershni et al. [4] to enhance the voltage profile of the standard IEEE 5 and 14 bus systems. In this paper SVC FACTS controller, the operational capability is observed with a perturbation in load. It was clearly observed that the proposed controller can effectively compensate the voltage variations caused by the various disturbances. The modern Static VAR System (SVS) designed by Pouyan et al. [5] SVSs was the combination of the capacitors with automatic switching and Static VAR Compensator. PG&E Bay area in San Francisco is considered as a test system. Two different areas are equipped with SVS controllers to enhance the dynamic and transient stability.
Chang [6] optimally placed the SVC FACTS controller such that the loading margin was improved to required level and minimize the cost of expansion. Here a multi objective function is minimised to identify the optimal placement and cost of the controller. Model analysis is used to identify which bus require SVC installation. The implemented technique is validated on the IEEE 24 bus power system.
Rahman et al. [7] developed a new SVC strategy which will operate in coordination with ULTC. SVC is a fast acting device where as ULTC is a slow acting control. Whenever there is a deviation in voltage SVC acts first and its maximum power limit violated it does not have control over active power and will act as a normal capacitor bank. Coordination operation was developed between SVC controller and ULTC.
Hari Krishna et al. [8] designed the ANN based SVC FACTS controller which not only improves the voltage profile but also damp the rotor low frequency oscillations. The data obtained conventional controllers neural network will be trained. Simulation results shows that ANN based SVC damping controller provides better damping compared to the PID based SVC damping controller.
Abood [9] modelled SVC controller to improve the voltage stability. Neuro-PID controller is designed to enhance the response. The output of the developed controller is compared with the conventional PID based SVC controller output. The Neuro-PID SVC controller enhances the voltage at buses better than PID based SVC controller.
In this paper SVC FACTS controller is included in Newton Raphson load flow method, optimal siting of FACTS controller is determined using the L-index method for IEEE 5 and 30 bus systems. Later BPNN and ELM algorithms are used to train the ANN for the prediction of parameters of SVC FACTS controller. The main drawbacks of the BPNN are network paralysis, local minima and slow convergence because it is using gradient descent method. The proposed method predicts the parameters quickly and effectively and eliminates the disadvantages in the BPNN.
SVC FACTS CONTROLLER
SVC [10] is the combination of Thyristor Controlled Reactor (TCR) and Thyristor Switched Capacitor (TSC) which is utilized for the dynamic compensation of transmission lines. It will likewise enhance the working adaptability and minimizes the losses in the power system. A basic SVC structure is as shown in Figure 1 which consists of three TSCs and one TCR. The quantity of TSCs required is principally relies upon working voltage, required most extreme power yield and current rating of the thyristor valves Inductive rating might be stretched out by including the number of TCRs dependent on the necessity. If the voltage is below the reference value TSC will act and create the required reactive power with the end goal that voltage takes back to reference level and if the voltage is more than reference value TCR will act. The Volt-Amp characteristics of the SVC FACTS controller are as shown in Figure 2 . The SVC can also be used to enhance the voltage profile at the midpoint and at the end of the lines, Improvement of dynamic and transient stability and Power oscillation damping.
Modelling of static VAR compensator
SVC can be mathematically modelled using susceptance and firing angle model as given in 2.1.1 and 2.1.2.
Susceptance method
The equivalent circuit is used to obtain the SVC FACTS controller power equations and the equations required by NR method [11] . In this method susceptance is varied until the voltage return back to a reference level.
The current drawn by the SVC is given at bus k is given as
The reactive power injected at bus k.
The linearized equation is given by the following Eq. 3
Firing angle method
In firing angle method is given by Eq. 4 In firing angle method reactive power generated at bus k is given as Eq. 5
From Eq. 5, the linearised SVC equation can be written as Eq. 6
METHODOLOGY TO IDENTIFY WEAK BUS
Kessel [12] developed L-index which is a simple method and has been used as the indicator of the voltage stability of the transmission line. It will give online monitoring of voltage sensitivity at all load buses with sufficient accuracy. It can be used for both static and dynamic situations of the power system. It can also use to determine the weak points on the system, stability margin and different parameters of the voltage stability. Various algorithms developed to determine voltage sensitivity using static approach is laborious and does not provide voltage sensitivity in a dynamic way. L-Index changes somewhere in the range of 0 and 1 [13] . If it approaches to 0 at a particular bus, the bus is secure bus or if it approaches to 1, the particular bus is said to be the weak bus and is the optimal siting of the SVC FACTS controller. Let us consider a general system having number of buses out of which there is αG number of generator buses and αL number of load buses. The L-index value at the J th bus can be calculated as given in Eq. 7.
VJ= Complex voltage at Load J.
CIJ=Elements of matrix C which can be determined using the Eq. 8.
Sub matrices of YBUS matrix are [Yll ] and [Ylg] and it can be found using Eq. 9.
WEIGHT OPTIMIZATION OF ANN
ANNs are developed to impersonate the characteristics of the human brain. ANN is a blend of different Artificial Neurons. A single neuron is a processing unit and like a summing unit. At each neuron the weighted sum is calculated and the output is determined by processing through activation function. The ANN has been extensively used for massive parallelism, fault tolerance distributed representation, generalization ability, adaptively, learning ability, inherent contextual information processing and Low energy consumption. Artificial Neural Networks also used for forecasting of some parameters or controlling of some other parameters. Most of the applications use MNNs rather than single layer Neural networks which will be trained using BPNN.
Back propagation algorithm
The architecture of MNN is as given in Figure 3 [14, 15] . It has an input, hidden and output layers with n,p and m number of neurons.
The input vector X is applied to neurons in the input layer and the activation values at the hidden layer can be calculated. The activation value of the j th neuron is given by Eq. 10.
The output of the j th hidden neuron can be calculated using sigmoidal activation function as given in Eq. 11.
The hidden layer neurons output will be the inputs for each neuron in the output layer. The activation function at the k th neuron can be calculated using Eq. 12.
The response of the neuron in the k th output layer can be determined using sigmoidal activation function as given in Eq. 13 . The actual output of each neuron is compared with the expected output and squared error is determined. The weights are adjusted to decrease the squared error. Once outputs of the neurons in the output layer calculated, the error is calculated and the weights are adjusted to minimize the error. The updation of the weights are given as follows.
The weights between the output and hidden layer, bias neuron can be updated as follows.
where, ΔWjk= *
The weights between the hidden and input layer, bias neuron will be updated as follows.
4.1.1 Methodology BPNN is a procedural method for training MNNs. It is a multilayer feed forward network using extended gradientdescent based method for training which is popularly known as back propagation rule. It is a computationally efficient method for optimizing the weights in a feed-forward network. In this derivation of the squared error with respect to the weights is calculated and the weights are changed to minimize the squared error. So, the continuous activation functions are used which are differentiable. Sigmoidal activation function is mainly used which is the continuous approximation of the step function. The network is trained by supervised learning method. The aim of this algorithm is to train the multi layer neural network to achieve a balance between the output and expected output and ability to respond correctly to the input patterns that is used for training and the ability to provide better responses to the input that are similar. The BPNN Algorithm is as given below.
Step 1: Initialize all weights to random values
Step 2: Apply the deviation in voltage as input to the BPNN.
Step 3: Calculate the outputs of the hidden and output layers in forward pass.
Step 4: Determine the squared error which is to be minimised for better training.
Step 5: Update the weights between output and hidden, hidden and input layers in the backward process.
Step 6: Repeat the pocedure till the squared error is blow 0.001.
Several drawbacks in the Back propagation algorithm are i. It converges slowly If learning rate is chosen small and becomes unstable if it is cho sen high. ii.
It is agonized with local minima problem. iii.
ANNs some times over trained so that learning algorithm gives worse generalization performance. iv.
Gradient based algorithms ingest more time for most of the applications.
Extreme learning machine algorithm
The bottlenecks in the BPNN Algorithm, ELM is proposed [16] . ELM network is a single hidden layer feed forward NN as shown in Figure. In this network, input weights and biases are initialized randomly and the output weights are calculated analytically.
Mathematically, let (xi, yi)i=1 N are the patterns formulated to train ELM network. Where xi is input variable contains p number of attributes and yi is output variable contains q number of attributes. The mathematical model of ELM with h number of neurons and with activation function G(.) is expressed as:
where, c matrix is output weight matrix, a is input weight matrix and b is the bias matrix.
The ELM network is depicted as shown in Figure 4 . The Eq. (17) can be written in matrix notation as:
where, G is matrix of outputs of hidden layer and Y is output matrix of ELM n For randomly assigned input weights and biases the output weight matrix elements are calculated as:
where, G + is the Moore -Penrose inverse of G matrix, which is evaluated from Singular value decomposition. 
Methodology
In this work, the voltage variation fed as input to the ELM network and the corresponding firing angle and susceptance is forecasted for SVC FACTS controller to bring back the voltage to the actual reference value. The implementation of ELM is given in following steps
Step 1: The voltage variation at the busses is given as input for ELM network
Step 2: Input weights and biases are generated randomly and the output weights are calculated analytically.
Step 3: With the obtained output weights, the output firing angle or susceptance will be predicted.
Step 4: Using the updated firing angle or susceptance the voltage profile of the system is improved.
The ELM is having diverse assets when compared to the classical learning techniques in terms of high speed learning, greater generalization performance, uses non differential activation function, not suffered with over fitting, local minima and imprecision in learning.
RESULT
For 5-bus and 30-bus L-index values are calculated. In 5bus system, it was observed that 5th bus is having highest Lindex value i.e. 0.0774 which is the critical bus. In the 30-bus system, there is high L-index value, i.e. 0.142 at 30th bus, so it is the optimal location of the SVC FACTS controller. Lindex values for 5-bus and 30-bus are as given in Table 1 and  Table 2 respectively. The 30-bus power system with ANN based SVC FACTS controller is as shown in Figure 5 . Whenever there is a change in load demand there will be voltage drop which is sensed by the ANN controller and generate necessary signals to an SVC FACTS controller such that voltage brings back to tolerance level. The Neural network designs for this particular problem is as given in Figures 6 & 7 for the two models considered. The The BPNN is an iterative method and the ELM is a noniterative method. So, the ELM method training is very low compared to BPNN. Approximately ELM is more than 1000 time faster compared to BPNN. The training time of BPNN is very high when compared to the ELM. The training times of both the methods are as given in Table 3 .
The voltage improvement without and with BPNN, ELM at different loads tabulated in Table 4 , Table 5 , Table 6 and Table  7 . From the tables it was clearly observed that the ELM is outperforming the BPNN in terms of accuracy as well timing. The elapsed time taken by BPNN and ELM is tabulated and clearly indicates after training ELM predict parameters of the SVC FACTS controller quickly compared to the BPNN. The deviation in voltage should bring back to 1 p.u using the two intelligent methods. The effectiveness of the BPNN and ELM are as shown in Figure 12 , Figure 13 , Figure 14 and Figure 15 (The statement will be below Table 3 ). The elapsed time comparison to predict the parameters of the SVC FACTS controller for 5-bus susceptance method is as shown in Figure 16 and it was observed that ELM is more than 1000 times faster than BPNN.
Whenever there is a disturbance the bus voltage will be deviated from reference value i.e 1 p.u. ELM based ANN or BPNN based ANN will sense the deviation and predicts the parameters of SVC such that it improves the voltage profile at the buses. With the parameter prediction by ELM algorithm the voltage is brings back to the reference value effectively which was shown in Figure 17 . 
CONCLUSION
The Load on the power system continuously get varies, which leads to change in the bus voltages due to mismatch in the reactive power demand and the generation. The required parameters of the SVC FACTS controller must be tuned accurately and quickly before the load goes to the next state. In this paper optimal loactaion of the SVC FACTS controller was identified using L-index method. Two models of SVC, susceptance and firing angle models are designed and simulated. The parameters of the SVC FACTS controller are tuned with the help of BPNN and ELM algorithms. It has been observed the training time of BPNN is very high as it is an iterative procedure. At the same time is very les for ELM as it is a non-iterative procedure. Once trained with ELM algorithm the parameters of the SVC FACTS controller forcasted quicly and effectively compared with BPNN. As the BPNN suffers from network paralysis, local minima and slow convergence, these are overcome by proposed ELM algorithm.
