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Introduction
Distributed multimedia applications have different Quality of Service (QoS) requirements. For example, a video conferencing service requires interactivity, low jitter, low delay and higher bandwidth but can tolerate some transmission errors. Even in a pure video transmission system, different parts of the video data need different transmission capabilities according to loss and delay sensitivity. The application must be aware of the conditions of the network. Different approaches may be considered to address the QoS requirements. Adaptive rate control is to adjust the bandwidth used by an application according to the existing network conditions. This approach has the advantage of better utilizing the available network resources (which change with time) compared to those approaches relying on resource reservation [9] . According to [8] , adaptive control schemes presented in the literature can be generally classified into three categories: senderdriven, receiver-driven and transcoder-based. Senderdriven adaptation schemes that are discussed here fall into two strategies: buffer based and loss based. Buffer based adaptation schemes use the occupancy of a buffer on the transmission path as a measure of congestion [10] [11] . Loss based adaptation schemes adjust the rate based on the packet loss experienced by the receivers [5] [6] .
Moreover, common requirements for multimedia applications have led to the design of the general purposed protocol such as the Real-Time Transport Protocol (RTP). The requirements include the ability to communicate the coding scheme, mechanisms that facilitate the applicationspecific handling of time-stamped data so that the receiver can play it at the appropriate time, the synchronization of multiple media, the indication of packet losses, and notification of the sender that the losses are occurring. Although RTP provides the functionality suitable for carrying real-time content [1] and is the primer protocol for real-time applications, it cannot provide any form of reliability or a protocol-defined flow/congestion control. However, on the other hand, the existing RTP has a flexible mechanism that allows the designers to build up the functionality required by the particular application.
In this paper, we implement a real-time multimedia transmission protocol for multimedia transmitting. It is source rate adaptive, where the transmission rate is adjusted according to the number of packets in the client buffer, available bandwidth, network delay and packet loss rate. At the same time, it can achieve an efficient utilization of network resources such as bandwidth and client buffer.
The paper is organized as follows. In the next section, the adaptive multimedia transmission protocol with quadratic probing algorithm is presented. Experimental results for both LAN and Internet are given in Section 3. Conclusions are presented in Section 4.
The Real-time Adaptive Multimedia Transmission Protocol
In this section, we will present the architecture of the system, data packet format and the control flow part of our protocol, and then a short introduction of the quadratic probing algorithm is given.
Protocol Design
The proposed protocol consists of two parts: a data part and a control part. The control part provides feedback on the performance of the application and the network by periodically sending the control information associated with a certain data flow. Our system is a distributed multimedia system, which is constructed upon the client/server architecture. The client and the server, implemented in C++, use UDP APIs for the connections between the UNIX Sockets and run on Sun SPARC/SunOS platform. The server and client both use Posix threads [3] for the creation of the multithreaded environment. Each packet for sending data from the server to the clients consists of the header and the payload parts. The header has 15 bytes and includes the following fields:
• Packet sequence number (3 bytes), which provides detection and measurement of the lost and misordered packets. Sequence numbers increase by one for each packet transmitted.
• Packet length (2 bytes), which provides a length of the payload part of the transmitted packet.
• Seconds (3 bytes) and microseconds (3 bytes) of the time when the server sent this packet (i.e., 6 bytes). The receivers send to the server a control message report. It includes the information such as time interval (time period), current play rate, buffer usage, detailed report of the packets arrived at this time period, number of the discarded packets for this time period (fail number), and number of the packets lost due to network congestion (lost number).
Quadratic Probing Algorithm with Congestion Control
The transmission rate is determined by the quadratic probing algorithm. This algorithm aims at achieving maximal utilization of the client buffer and minimal allocation of the bandwidth. It is also coupled with a congestion control scheme that can effectively reduce the packet loss ratio during network congestion. A brief description of this algorithm is given below.
Assume there is an end-to-end transmission between a server and a client. For the time interval k, R k is the transmission rate of the multimedia server, P k is an incoming packet rate at the client buffer, Q r is an allocated buffer size for each client, Q k is the total size of the packets in the client buffer, and L k is the playback rate. For the total size of the packets in the client buffer Q k+1 at the time interval k+1, we can describe the relationships among Q k , R k , P k , and L k with the following equation [2] .
Because the network delays tend to vary with time, P k can be described as a function of
...
where for the packets that arrived at the client buffer at time period k:
• k-d is the closest time period that a packet is transmitted from the server;
is the farthest time period that a packet is transmitted from the server; and
time periods and arrived at time period k. To avoid the jitter and to use the client buffer effectively, the difference between the size of the packets in the client buffer and the allocated buffer size should be minimized. On the other hand, the transmission rate R k should be minimized for bandwidth optimization. The quadratic performance index J that requires minimization [2] is defined as follows. The obtained R k is the optimal transmission rate sequence that satisfies Equation (3). Our congestion control scheme is implemented via adjusting Wr in Equation (3) . The value of Wr is adjusted (either doubled or decreased by one) according to the packet loss ratio observed at the client, which results in a gradual increase of the transmission rate. The detail of our congestion control scheme is described in [3] . If the total of the transmission rates of all the clients exceeds the available bandwidth, the transmission rates should be reallocated according to the available bandwidth.
Experimental Results
Our quadratic probing algorithm is compared to the fixed rate and the rate by playback requirement algorithms, the experiments are conducted on two different network infrastructures, the Internet and local area network (LAN).
General Scenario of Conducted Experiments
Since the playback rate is highly unpredictable, the playback rates in our experiments were generated randomly. Different playback requirements are also considered in our experiments. For the fixed rate transmission, the bandwidth allocated to each user is a constant bandwidth. For the rate by playback requirement, the server allocates the bandwidth to the users according to their playback requirements. In our experiments, our rate adjustment approach is denoted as Approach A, the rate by playback requirements approach is denoted as Approach B, and the fixed rate transmission approach is denoted as Approach C.
The parameters for our experiments are given in Table 1 . As shown in this table, the size of the transmitted data in one packet is 1024 bytes, the maximum buffer size at each client is 200 packets or 200 KB (Kbytes), and the playback rates are generated randomly between [0.1x10 5 , 0.8x10 5 ] MBps for the experiments. One 40 MBytes video file and one 1 GB video file were sent from the server to the clients.
Experiments on LAN
The experiments were conducted on ETHERNET at the School of Computer Science (SCS), Florida International University (FIU). The server and clients were on the machines running SunOS 5.8. The scenario of video on demand (VOD) was taken as an example, where multiple users were requesting a movie (MPEG file) from the video server. The experiments were run under three different ranges of playback rates (given in Table 2 ). With a higher playback requirement, the traffic will be larger because the users need to request more data from the server. Hence, the congestion level of the network is considered higher. After estimating the available bandwidth of our LAN with pathload tool in [7] , we had minimum available bandwidth of the link 67 Mbps. Since the data rate supported by the Ethernet card is larger enough to satisfy the playback requirement, the bandwidth bottleneck does not occur at our LAN.
In order to compare Approach A with Approach B and Approach C under the same condition, the same video file was transmitted and the same random sequence of playback rates was generated. The number of users requesting the video file was 55. In Approach A, the server starts sending the video data to the clients with the rate 50 packets per second or 0.41 Mbps. In Approach B, the server starts sending the video data to the clients with the rate set up according to the peak playback requirements. The bandwidth in Approach C is allocated according to the peak playback requirements. In comparing Approach A with Approach B, in Approach B, we adjust the rates according to the playback requirements obtained from the feedback report from the clients. In comparing Approach A with Approach C, the packets were sent with the fixed rate.
The playback requirement (0.1x10 5 Bps ~ 0.3x10 5 Bps) given in Table 2 is used to simulate the low range playback rate scenario. Figure 1 shows how the transmission rate is adjusted according to the playback rates and the number of packets in Approach A during time intervals [100, 1000]. For each approach, a certain warm-up period is considered. It is evident from the figure that there are no overflows or underflows at the client buffer. To illustrate the efficiency of our approach, we compare the transmission rates and numbers of packets in the client buffer with the rate by playback requirements approach (Approach B) under the same playback requirements in Figure 2 . As can be seen from Figure 2 , generally the buffer utilization is much better in our approach than in Approach B. Compared with Approach B, the transmission rates in Approach A change more smoothly and less frequently. The transmission rates in Approach A also change in a smaller scope, which results in more stable arriving packet rates at the client side and therefore can produce a more stable presentation quality. Therefore, our approach is more robust in bandwidth adaptive allocation.
Experiments were also run under the medium range and high range playback scenarios (described in Table 2 ). Due to space limitation, the figures are not shown in this paper. However, the experimental results also indicated that our approach performs better than Approach B and Approach C in terms of bandwidth utilization and the occurrence of overflow/underflow. 
Experiments on the Internet
For the Internet experiments, the server was run on one SunOS 5.8 machine in SCS at FIU and the clients were run on another SunOS 5.8 machine in Department of Electrical and Computer Engineering at the University of Miami (UM). The same scenario used in LAN experiments was considered in these experiments.
The distance between the sender and receiver is 30 hops. Our experiments were conducted in the afternoon between 12 p.m. and 5 p.m. when the link was heavily loaded. In order to compare Approach A with Approach B and Approach C under the same condition, the same video file was transmitted and the same random sequence of playback rate was generated. The playback requirement (0.1x10 5 Bps ~ 0.3x10 5 Bps) given in Table 2 is also used to test the Internet network scenario. The number of users requesting a video file was 15. Due to the compressed nature of each video stream, packet loss may significantly degrade the video quality. Since the packet loss is unavoidable in the Internet and excessive data loss will cause pictures to jump or the audio stream to be lost, we focused our attention on the rate/congestion control and available bandwidth in the network described in Section 2. The threshold value for the packet loss rate was chosen to be 8%.
To illustrate how our approach provides a better presentation quality at the client in Internet via effectively avoiding underflow, the buffer occupancies of Approach A and Approach B are displayed in Figure 3 . As can be seen from Figure 3 , there is no underflow in Approach A while underflows occur frequently in Approach B. When there are the same numbers of clients requesting services from the server under the bandwidth limit, Approach A can provide a better service in terms of the occurrence of buffer underflow. Experiments were also conducted to illustrate the efficiency of our congestion control mechanism. After estimating the available bandwidth of the link between the FIU server and UM clients with the pathload tool in [7] , we had minimum available bandwidth of the link 1.17 Mbps. Our algorithm prevents packet loss by matching the rate of video streams to the available bandwidth in the network. Figure 4 shows the comparison of the experiments with available bandwidth control and without bandwidth control in Approach A, where the experiment with available bandwidth control is denoted as a solid line and the experiment without bandwidth control is denoted as the dashed line.
We also compare the packet lose rates under various experiments and the results are shown in Figure 5 . In this figure, the experiment without bandwidth control and the experiment with available bandwidth control for Approach A are denoted as experiment 1 and experiment 2, respectively. Experiments for approaches B and C under the same playback requirements are denoted as experiment 3 and experiment 4. Our proposed approach (Approach A with bandwidth control) performs the best with respect to the packet loss rates, which is less than 0.5%. Experiment 1 (Approach A without bandwidth control) has packet loss rate of more than 3.5%, which is still better than approach B (with packet loss rate almost 4.5%) and approach C (with packet loss rate almost 5%). From the results in Figure 4 and Figure 5 , with the bandwidth control, even the buffer occupancy is smaller than that without bandwidth control, still no underflow occurs. At the same time, the packet loss rate is greatly decreased. 
Conclusions
In this paper, we proposed an end-to-end adaptive realtime multimedia transmission protocol with a quadratic robing algorithm for distributed multimedia applications. The quadratic probing algorithm adjusts the transmission rate adaptively according to the number of packets in the client buffer, playback rates, changing network delay and packet loss rate. The transmission rate achieved is minimal, and at the same time the client buffer utilization is maximized. Congestion control scheme is used to decrease the packet loss rates caused by network congestion. Comparisons were made with the fixed rate algorithm and the rate by playback requirements algorithm. Experiments were run in the different ranges of playback rates scenarios in real network (LAN and Internet) to show how our approach outperforms the other two approaches under different network congestion levels. Experimental results show that our proposed protocol can provide efficient utilization of network resources and reliable delivery of multimedia data for distributed multimedia applications.
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