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ABSTRACT 
The structure of an increasing function on an ordered set induces a recursion on 
the values of  its Mtibius function tt. When the increasing function is a translation 
x ~ x v y on a lattice with zeta function ~-, the recursion takes the form 
/40, 1) =- )2 E/40, y) ~(y, z) it(z, 1), 
a double summation over all pairs (y, z) of complements of x in L. 
1. INTRODUCTION 
In a recent paper, Rota [1] developed a systematic theory of inversion 
formulae on a general ordered set, using the fundamental concept of 
a M6bius function, discovered by L. Weisner and Philip Hall in the 
thirties. In particular, Rota computed the M6bius functions of those 
lattices of most frequent occurrence, such as lattices of subspaces of 
a finite vector space, and of partitions of a set. He further established 
some deep properties of the M6bius function of a geometric lattice. 
In this paper, we establish a far-reaching extension of Rota's results 
regarding the computation of the M6bius function of finite lattices. 
Our main result (Theorem 3, below) establishes, for example, the vanish- 
ing of/~(0, 1) in many cases which are beyond the reach of Rota's 
cross-cut heorem. 
Throughout, we follow the notation and conventions of Rota's paper, 
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to which the reader is referred for an extensive bibliography of the 
literature on combinatorial theory. 
2. THE EFFECT OF ORDER-PRESERVING FUNCTIONS 
Let P be a locally-finite ordered set with a greatest element 1, and 
a least element 0, and let f be an order-preserving function from P into 
an ordered set Q, such that f (0 )  <f (1 ) .  Define Pf to be the ordered set 
consisting of  the element 1 together with all elements y e P such that 
f (y)  <f(1) .  Define lli(O, 1) to be the value of  the MSbius function over 
the interval [0, 1] in the ordered set PI. Further, if a and b are elements 
of  P such that a < b and f (a) < f(b), define t~i(a, b) by using the in- 
terval [a, b] as the ordered set P in the definition of/l i(O, 1). 
THEOREM 1. For any locally finite ordered set P, for any order-preserving 
function f from P into an ordered set Q, and for any elements a, b in P 
such that a < b and f(a) <f(b) ,  
/t(a, b) = Y, z:(a, z)/l(z, b) (1) 
z;'](z)=/(b) 
PROOF: /~(a, b) = Co - -  C1 At- C2 . . . .  , where Ck is the number of 
chains a ---- Zo < zl < 9 9 9 < zk. = b of  length k from a to b. Introducing 
a free variable 2, write C(a, b, 2) = Zk C~(a, b)2 ~, and let C:(a, b, 2) 
be the corresponding chain function value for the ordered set [a, b]:. 
Each chain from a to b has a first element zi = z for wh ich f (z )  =f(b) .  
Zo < 9 9 9 < zi is a chain of length i from a to z in the ordered set [0, z]/, 
while zi < . . .  < zk is a chain of  length k -- i from z to b in the in- 
terval [z, b]. The chains of  [a, z]: are enumerated by C:(a, z, 2); the 
chains of [z, b] are enumerated by C(z, b, 2). I f  z is any element for 
which a < z < b and f ( z )=f (b ) ,  the coefficient of 2 k in the product 
C:(a, z, 2) C(z, b, 2) is the number of chains of  length k from a to b, 
containing z as the first element for which f (z)  =f(b) .  Summing over 
all elements z such that a < z < b and f ( z )= f(b), we have 
C(a, b, 2) = Z G(a, z, ~.) C(z, b, 2) (2) 
z;l(z) =I(b) 
Setting 2 = -- 1, the theorem follows. 
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THtiOREM 2. For any  locally:finite ordered set P with Mdhius limction 
u and zeta Junction "- ..(br any m'der-preservin~.timction / ti'~,;z P i, to an 
ordered set Q, and Jbr any elements a. b in P smq~ that a 
f (a )  < f (b ) ,  
,,(a, b) :: Z /4< Y) 2(y, : ) / : ( : ,  b) (3) 
p,?," 
/(y) := i(z) .= l(b) 
PROOF: We must show that the te rm ~I f (a ,  Z) appearing in Theorem 1 
satisfies 
/9(a, z) = Z /i(a, y). (4) 
y;y <z  and 
/(y)=l(z) 
Consider the ordered set S consisting of elements y such that a ~ y < z 
and fO ' )  f ( z ) .  Regard /9(a, y) and ,u(a, y) as functions of y alone, 
for y e S. Then Eq. (4) is equivalent by MSbius inversion [1, w 3, 
prop. 2] to 
/l(a, z) ~, ~it(a, y) . (y ,  z) (5) 
y;y <_z ~,1).{t 
](u) =i(z) 
which arises by applying Theorem 1 to the interval [a, z] and the restric- 
tion of the function f to that interval, 
h and 
3. THE EFFECT OF COMPLEMENTATION 
THEOREM 3. Let L be a .finite lattice with Mgbius function /t and zeta 
function ~, and let x be an), element of  L. Then 




PROOF: Define an order-preserving function f from L to the interval 
[x, 1] by f (y )= xvy .  By Theorem 1, 
/40, 1) = Y , /9 (0 ,  z ) / , ( z ,  1), 
z 
where the sum extends over all elements z of L such that x v z xv  1 : 1; 
i.e., over all upper semicomplements z of x. Let z be any upper semi- 
complement of x, and consider the ordered set [0, Z]y. [0, z]y is a lattice, 
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because inf ima of its subsets are the same as they are in the lattice in- 
terval [0, z]. For  any element y e [0, z]f unequa l  to z, y has the property 
that f (y )<f (1 ) ;  i.e., xvy  < 1. The same holds for the element 
yV(XAZ) ,  because [yV(XAZ) )Vx :yV( (xAz)Vx)=yvx .  Thus 
the e lement X AZ is a lower bound for all max imal  elements of 
[0, z]i -- {z}. /zf(0, z) : 0 unless x A z = 0; i.e., unless z is a comple-  
ment  of x, by Rota 's  first cross-cut theorem? The theorem follows by 
subst i tut ing 
/z(0, y) = Z /,(0, y) ~(y, z) 
complements complements 
y<_zofx  yo fx  
for /z/(0, z), in accordance with Eq. (4), because y ~ z, x v y ~ 1 
imply y is a complement  of  x. 
4. APPL ICATIONS 
The technique of p roo f  used for Theorem 3 has appl icat ion to the 
theory of closures on a lattice. 
TrIEOREM 4. (Rota). Let  L be a finite lattice, and J be a closure operator 
on L. Then 
Z i,(o, z) = o 
z;Y (z) = 1 
unless J(O) = O. 
PROOF: Let f (z) - - - -  1 if J ( z )~-  1, and f ( z )= 0 otherwise. Maximal  
elements z such that f ( z )= 0 (if there be any)  are closed, because 
f ( z )  = 0 ~ J(z) < 1 ~ J J (z)  < 1 ~ f ( J ( z ) )  = O. I f  z is closed, 
J(O) < J ( z )= z. By Rota 's  first cross-cut theorem, /zi(0, 1 )= 0 un-  
less J(0) = 0. But 
/~/ (0 ,1 )= Z /~(0, z), 
z;J(z) = 1 
1 Rota [1, w 5, prop. 1]: #(0, 1) = q~ -- q3 + 9 9 -, where qk is the number of k-element 
subsets of a set R having infimum 0 in a lattice Q, and where R is any subset of Q 
with the properties 1 ~ R and for every x ~ Q, x :~ 1, there exists an element y ~ R 
such that x _< y. We take Q to be the lattice [0, z b and R to be the set of maximal 
elements of [0, z] I --{z). Then 0 = q2 = q~- - ' ' "  unless x ^ z = 0. 
130 CRAPO 
by Eq. (4). I f  there are no maximal elements z such that f ( z )  0, then 
Z .(0,  z) =~ Z . (O,z)  = O. 
z : J ( z )  - 1 "- 
As a consequence of the main theorem, we have the follo~ving. 
COROLLARY TO THEOREM 3: /~(0, 1) = 0 for any finite lattice which 
is not complemented. 
A simplification of Theorem 3 is available for modular lattices, as 
follows. 
THEOREM 5. Let L be a finite modular lattice, and let x be any element 
of L. Then 
/z(0, 1) = • /,(0, z)/ ,(z,  1) (7) 
complements 
z ofx 
PROOF: I f  the element x were to have two complements y and z such 
that y < z, the elements 0, x, y, z, 1 would form a five-element sublattice 
shown by Birkhoff [2] to be never present in a modular lattice. Thus 
non-zero terms /~(0, y) ~(y, z)/r 1) occur in Eq. (6) only for y = z. 
I f  a finite modular lattice is not complemented modular, then 
/z(0, 1) = 0, by Theorem 4. I f  a finite distributive lattice is not com- 
plemented, then/~(0, 1) = 0. For finite complemented istributive lat- 
tices (i.e., Boolean algebras), Theorem 4 reduces to the triviality 
(--  1 ) ' l=  (--  1)'~-J( - 1)J, where the elements 1 and x have ranks n 
and j, respectively, n - j being the rank of the unique complement of x. 
For the lattice of subspaces of a vector space of dimension n over 
a finite field of q elements, Philip Hall and Rota have calculated 
t~(0, 1) = ( -  1),,q(~). 
Given any fixed subspace x,of  dimension m, any complementary subspace 
z must have complementary rank n - m, so //(0, z) = (--  1)'~-mq('*~ " )
and/~(z, 1) = (- -  1)mq(~). The number v of complements of a subspace 
x of dimension m is thus given by Theorem 5: 
v = q(7)_(n~,)_(~) = q( ..... ),~. 
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