Abstract. The adaptive step trapezoid rule (TR) is a generally effective numerical integrator, but it is prone to ringing instability and solution stall. We introduce a new stabilization algorithm based on finite difference interrupts (FDI) that reduces ringing and prevents stall. Unlike previously reported stabilization schemes, our algorithm achieves stability and second order accuracy without incurring significant computational cost or spurious diffusion. TR with FDI is at least as stable and accurate as existing methods when solving the prototypical scalar problem. We demonstrate that it has better stability, accuracy, and cost when solving the tightly coupled system describing free surface flows of viscoelastic liquids. Though we demonstrate TR with FDI in the context of a finite element method-of-lines, it is applicable to any TR-based algorithm.
Ironically, large step sizes deemed appropriate by the adaptive step algorithm are one of the triggers for activating the ringing instability.
The nature of this ringing and strategies for mitigating its effects have been discussed extensively in the literature [40, 46, 45, 58, 27, 20, 10] , especially in the context of the second order finite difference method-of-lines (the well-known CrankNicolson method [19] ) [11, 41, 42] , and more recently of the finite element method-oflines [33, 2, 50, 37, 24, 25, 52] . For our purpose, the most relevant method is the time step averaging (TSA) method due to Gresho, Griffiths, and Silvester [31] , a simple and inexpensive scheme that effectively stabilizes the solution, albeit with compromised accuracy. It has been demonstrated with finite element space discretization on fixed-domain fluid flow problems [37, 50] and further extended to nonisothermal flows [24, 52] ; however, we show that TSA loses efficacy when solving viscoelastic free surface flow problems.
We introduce the finite difference interrupt (FDI) and show that it successfully stabilizes viscoelastic free surface flow computations while preserving second order accuracy. The remainder of this section briefly reviews TR, its ringing instability, and other relevant stable LMMs. In section 2, we define the TR-FDI method and discuss its properties and performance on the scalar ODE test problem. In sections 3 and 4, we apply TR-FDI on the transient lid-driven cavity flow and the viscoelastic filament stretching flow. Our results demonstrate that the relatively inexpensive TR-FDI is a robust, efficient, and accurate TR stabilization scheme.
Review of TR.
The well-known TR with adaptive time stepping arises from the second order Adams-Bashforth-Moulton (ABM) predictor-corrector pair of LMMs [3, 33] . Its implementation is independent of the governing equation or the spatial discretization techniques, and the key points are reviewed below for the general scalar ODE f (y,ẏ) = 0. Given the solution y k and its time derivativeẏ k at any time step t k , TR gives for the next time step (defining Δt k+1 = t k+1 − t k ) y k+1 = y k + Δt k+1 2 (ẏ k +ẏ k+1 ), (1.1) which can be rearranged to isolate the TR derivative
In TR, (1.2) replacesẏ in the ODE to yield an algebraic equation for the unknown y k+1 in terms of the known y k andẏ k . For nonlinear problems, an initial guess for the implicit TR solution (corrector) is provided by the explicit second order AdamsBashforth (AB2) solution (predictor)
Thus, only the solutions at two time steps need to be stored in memory when implementing TR. Following a nonlinear solve, the TR derivativeẏ is computed from (1.2); because it is recursively defined, this quantity must also be propagated in time, requiring storage for three time steps. Adaptive time stepping is achieved by controlling the local truncation error (LTE) associated with each time step, determined by comparing the TR and AB2 solutions. Taylor series analysis yields the LTE estimator [32, 49] ( where ||δ k+1 || is the magnitude of the difference between the AB2 and TR solutions. For the systems of ODEs arising from the method-of-lines discretization of a PDE, ||·|| is an appropriately defined vector norm [49, 33, 31] . The choice of this norm will affect the value of the LTE tolerance required to achieve some global accuracy, but it is not expected to change the qualitative behavior of the adaptive time stepping algorithm. At successive time steps, the ratio ||e k+2 ||/||e k+1 || is proportional to (Δt k+2 /Δt k+1 ) 3 , implying that the LTE of the next step can be controlled by setting a user-specified tolerance ||e k+2 || ≤ ε and selecting the next time step size [32, 49] (1.5)
Δt k+2 = Δt k+1 ε ||e k+1 || 1/3 . Only the dynamic variables are used in the LTE estimator when solving a coupled system of equations. For example, when solving the Navier-Stokes equations of incompressible flow, the pressure variable is ignored because it is algebraic in time [33] .
Ringing instability. TR is susceptibile to "ringing," or spurious oscillations in time. When applied to the prototypical scalar problemẏ = γy, TR with constant time step size yields an explicit form of the solution y k = ξ k y 0 , with growth factor ξ
TR is A-stable as defined by the property that |ξ| < 1 for Re(γΔt) < 0 [21] . It is not L-stable, a property that further requires ξ → 0 in the limit of large step size Re(γΔt) → −∞. In this limit, (1.6) gives ξ → −1 so that TR solutions grow asymptotically like (−1) k to produce step-by-step ringing. Oscillations are sensitive to the initial conditions of the numerical system and can be controlled to some extent by taking several backward Euler (BE) steps initially [2, 11, 41] .
Solution ringing results when time step sizes are too large, but it can in turn induce stall for an adaptive time stepping algorithm: time step size fails to grow even when the physics allow it, often at time step sizes orders of magnitude smaller than necessary. Ringing-induced stall is typical in an unsteady system approaching steady state and often occurs following abrupt temporal changes (as by forcing terms). The ringing instability may worsen for stiffer problems [37, 42, 52] as well as problems where space-time coupling is stronger.
Stable and stabilized LMMs. The backward difference formulae (BDF) constitute the other class of implicit LMMs relevant to our purpose. In the second order BDF2 (also known as Gear's method [29] ), the three-point backward finite difference at t k+1
replacesẏ in the ODE to yield an algebraic equation for the unknown y k+1 in terms of the previously solved y k and y k−1 . Like TR, BDF2 is amenable to LTE-controlled adaptive time stepping [33] . Because the BDF is not recursively defined in (1.7), the quantityẏ does not need to be stored or propagated forward in time; however, the adaptive step BDF2 algorithm does require storage of the solution at one more prior time step, namely, y k−2 , for calculation of the predictor. BE is the first order method in both the ABM and BDF families and is written Downloaded 06/29/15 to 128.42.228.168. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
BE and BDF2 are both L-stable and suffer neither the ringing instability nor adaptive time step stall. BE is generally unsuitable for high performance codes because of its low accuracy and highly diffusive nature, i.e., it damps solutions even when the ODE is unstable. BDF2 is a reasonable alternative to TR with its second order accuracy and comparable computational cost but is less preferable for convection-dominated problems because it is diffusive like BE, though not as aggressively [33] .
In the hybrid TR-BDF2 [4] , each time step is split into two substeps taken by TR and BDF2 in succession. This well-studied method is also L-stable, and the optimal substep division yielding the lowest LTE (and the only case considered here) is (2 − √ 2)Δt [4, 35, 23] . Several different LTE estimators for use in adaptive time stepping are discussed in [4] . TR-BDF2 is attractive because it is less diffusive and more accurate than BDF2. However, it requires significant modification to an existing TR-based code and requires a costly additional nonlinear solve per time step.
The preceding analysis of TR based on (1.6) suggests that it can be stabilized by removing contributions to the solution of the form (−1)
k [31] . The TR-TSA scheme [31, 37, 24, 52, 50] accomplishes this by intermittently averaging the most recent trio of solutions and derivatives to define a new pair at time steps half way between the old ones; this is essentially a linear interpolation (see Appendix A). Unlike TR-BDF2, TR-TSA adds virtually no computational cost to the underlying TR algorithm and has been shown to effectively stabilize adaptive time step stall in fluid flow problems [37] . The drawback is that overall solution accuracy is expected to be degraded because of TSA's first order accuracy; however, detailed accuracy assessments were not reported.
TR with finite difference interrupts.
Our stabilization is based on the same premise as that of the TR-TSA scheme [31] , which is to eliminate the asymptotic ξ → −1 behavior. We propose to remove the recursion of the TR derivativeẏ on its previous value in (1.2) by modifyingẏ k+1 after it is solved, such that for the next step
The FDI replaces the last computed TR derivative with the backward finite difference formula (1.7), i.e., settingẏ mod k+1 =ẏ bd k+1 in (2.1). Although storage of the solution vector is not typically limiting, we note that FDI requires the solution at one extra time step (y k−1 ) to be kept in memory.
TR-FDI is closely related to BDF2 and the hybrid TR-BDF2 but is distinct from both: (1.7) is evaluated retrospectively from the solution y k+1 of the implicit equations arising from TR, rather than being substituted into the governing equation to yield the implicit BDF2 equation for y k+1 . It is also related to TR-TSA, which can be interpreted as a first order variant of FDI. Both are trivial to implement in an existing TR-based code and add negligible computational cost. In contrast, TR-BDF2 requires a full BDF2 solver that incurs a costly extra nonlinear solve per time step. TR-FDI is simpler than TR-TSA in that FDI does not shift time steps, and it is expected to be more accurate because it is based on a higher order finite difference.
Stability analysis.
The notation TR-TSA-n and TR-FDI-n means that TSA or FDI is applied at fixed intervals of n time steps. To achieve a good compromise between accuracy and stability, TR-TSA should be implemented every 5 to 10 steps [37, 24] to the prototypical scalar ODEẏ = γy with constant step size Δt, the growth factor ξ in the explicit form of the solution y k = ξ k y 0 satisfies the third order polynomial characteristic equation (Appendix B)
which has three roots. Similarly, BDF2 has two roots, and BE, TR, and TR-BDF2 have one. Methods without spurious roots are sometimes praised, but the multiplicity of roots is not an important issue in practice [36] . Due to time step shifting, the characteristic equations for TR-TSA-n cannot be derived for comparison. All three roots of TR-FDI-01 satisfy |ξ| → 0 as γΔt → −∞, indicating that TR-FDI-01 is stable with respect to ringing. However, its stability plot in Figure 1 (a) shows lobes of instability (max|ξ| ≥ 1) extending into the left half plane, demonstrating that it is not A-stable and therefore by definition not L-stable; rather, it appears to be stiffly stable [28, 18] . In other words, TR-FDI-01 does not asymptotically introduce spurious oscillations into the solution but may spuriously amplify existing ones in a certain range of frequencies or time step sizes.
In general, the characteristic equations for TR-FDI-n are polynomials of order n + 2 (see Appendix B). All roots are shown to vanish asymptotically for these polynomials up to n = 6, suggesting that TR-FDI-n is generally at least stiffly stable and resistant to ringing. The stability plots in Figure 1(b) show that TR-FDI-n is generally A-unstable with larger lobes of instability as n increases. The following section demonstrates that A-instability is practically an unimportant consideration, as suggested originally in [21] .
Practical implications of A-instability. We explore the spurious amplification of frequencies within the lobes of A-instability (Figure 1(b) ) by solving the neutrally stable oscillatory scalar problemẏ = iωy. Fitting the expected form of the true solution Re(y) = exp (at) cos (bt) to the numerical one provides as a measure of A-stability the spurious growth constant a. This measure is plotted for each method in Figure 2 TR is neutrally A-stable (a ≈ 0), and BE, BDF2, and TR-BDF2 are all spuriously damping (a < 0). BE is the most aggressively damping method with the largest |a|. As expected from the stability analysis, BDF2 is less damping than BE and TR-BDF2 is least damping. TR-TSA-n can be more damping than BDF2, but not as much as BE; its damping magnitude scales with ωΔt similarly to that of BE.
TR-FDI-n spuriously amplifies the oscillations (a > 0), demonstrating that it is A-unstable; the method becomes more neutral as n increases. The magnitude and scaling of spurious amplification by TR-FDI-n are similar to those of damping by BDF2 or TR-BDF2 (Figure 2(a) ). Thus, from a practical perspective, TR-FDI-n appears to be as good as the more expensive TR-BDF2 and better than the more strongly damping BDF2 and TR-TSA-n.
The maximum global error E g = |Re(y k )−cos(t k )| ∞ scales with the dimensionless time step size like E g ∼ (ωΔt) q , where q is the method's order of accuracy. Figure 2 (b) shows the global errors computed for the various integration methods, verifying first order accuracy of BE and second order accuracies of TR, BDF2, and TR-BDF2. The hybrid TR-BDF2 has lower global errors than TR, indicating that it better preserves the principal oscillation frequency despite spuriously damping it.
The global errors for TR-TSA-n lie between those of BE and TR, decreasing as n is increased (TSA is applied less frequently). The linear scaling with time step size (q = 1) indicates that TR-TSA-n is overall first order accurate. However, the second order accuracy of the underlying TR must be recovered in the limit n → ∞, or practically when n is greater than the number of time steps required to reach termination. When TSA is applied infrequently enough, for example, n = 10 with ωΔt ≈ 5 × 10 −2 , the order of accuracy is intermediate (Figure 2(b) ). Unlike TR-TSA-n, TR-FDI-n preserves second order accuracy for all n and ωΔt considered. Except for the special case of n = 1, TR-FDI-n has lower global error values than the underlying TR, with accuracy diminishing toward that of TR as n increases; this is in contrast to the accuracy of TR-TSA-n, which improves monotonically as n increases. TR-FDI-02 has similar accuracy to TR-BDF2, perhaps reflecting the procedural similarity of alternating TR and BDF2 derivatives. TR-FDI-01 resembles BDF2 in both procedure and accuracy.
Performance of TR-FDI with adaptive step. The integration methods are compared in the adaptive time stepping context on the ODE test problemẏ = γy Figure 3 (a) with respect to the LTE tolerances ε, which dictate the variable time step sizes by controlling the accumulation of LTEs. For algorithms with order of accuracy q, global error scales as
with proportionality constant c E . Thus, for a first order accurate method
and for a second order method E g ∼ ε 2/3 [33] . BE, BDF2, TR, and TR-BDF2 all exhibit the expected orders of accuracy according to Figure 3(a) .
TR-TSA-n is expected to be at least first order accurate, but Figure 3 (a) shows that E g ∼ ε 0.33 , corresponding to an order of accuracy of only q ≈ 0.5. TR-TSA-n is thus less accurate than BE below a critical ε or n. Conversely, the underlying second order accuracy of TR must again be recovered for large enough n and ε; for this reason, [31] states that large n must be used with higher (looser) tolerances. The reduced order of accuracy is explained by the fact that TSA is essentially an oversized BE step with an oversized LTE. The subsequent step size is also corrupted because the LTE estimator (1.4) is incorrect following a TSA.
The LTE is similarly corrupted following an FDI, but TR-FDI-n remains second order accurate. This is at least in part due to the second order accuracy of the BDF2 derivative estimate and the fact that FDI never alters the solution by time step shifting. Generalizing to complex γ = −γ 0 +iω (including γ 0 = 0) gives quantitatively similar results for all methods (γ = i shown in Figure 3(b) ); TR-FDI-n is always second order accurate despite its A-instability.
The number of time steps N t necessary to achieve the termination criterion measures a method's computational economy and is shown in Figure 4 of the LTE tolerance ε. Instability-induced stall prevents TR from reliably achieving steady state for large ε, but the instability is relieved as the tolerance is tightened [33] . BE is least economical except when compared to the unstable TR. TR-BDF2 appears most economical but requires an extra nonlinear solve per time step. The stabilized TR-TSA-n and TR-FDI-n perform similarly, yielding N t within a factor of two. Another practical performance measure is the efficiency, i.e., how N t scales with the LTE tolerance, and can be characterized using the power law
with proportionality constant c N and efficiency coefficient χ (lower is better). The nominally second order methods are more efficient (χ = 0.3) than BE (χ = 0.5). Figure 4 (a) shows the economy and efficiency of each method on the basis of LTE tolerance, but such a comparison is misleading because of the large disparity in the global accuracies (Figure 3) . Moreover, LTE-based step size control is increasingly questionable as TSA or FDI is applied more frequently and the LTE estimator (1.4) is rendered less appropriate. We propose a fairer comparison in Figure 3 (b) made at fixed "global error tolerance." Although global error cannot actually be controlled (only a tolerance on local error is imposed), the power law fits to (2.3) and (2.4) from the results in Figures 3(a) and 4(a) can be combined to estimate the value of N t satisfying an approximate global error tolerance,
g , with adjusted efficiency coefficientχ = χ(q + 1)/q. Figure 4 (b) illustrates that when comparing the methods on the basis of global errors, TR-FDI-n is actually more efficient than TR-TSA-n due to its second order accuracy. It is comparable to BDF2 and TR-BDF2 but requires minimal modifications to a TR-based code and adds virtually no additional computational cost.
In brief, FDI is a simple and inexpensive modification to TR that stabilizes against adaptive time step stall while preserving second order accuracy. Applied to the scalar ODE test problem, the stiffly stable TR-FDI performs comparably to or better than existing methods of similar or greater complexity. In the following, we compare its efficacy on PDEs in the FEM method-of-lines context.
Transient lid-driven cavity.
TR-FDI-n is applied to the two-dimensional (2D) transient lid-driven cavity flow [51, 37, 38] , a classical benchmark fluid mechanics problem in which the fluid is set into a recirculating flow inside a cavity by a sliding lid. The velocity v and pressure p are governed by the incompressible Navier-Stokes equations of momentum and mass conservation,
with Newton's constitutive law for the fluid state of stress,
and no-slip velocity boundary conditions along the cavity walls and sliding lid, which has transient velocity U (t). The only material parameters are the fluid density ρ and viscosity η s . Gravity is neglected (g = 0). The velocity and pressure are discretized in space by a standard Galerkin FEM with quadrilateral Q 2 P −1 [33] elements. The cavity domain is discretized into a 96 × 96 mesh with square elements (102,146 total degrees of freedom) decreasing in size toward the cavity corners to better capture the secondary vortices there. We adopt the parameters in [37] for direct comparison: square cavity with side length , steady state lid velocity U ∞ , and parameters ρ and η s chosen to set the steady state Reynolds number Re ∞ = ρU ∞ /η s = 1000, where Re 1 indicates strong convection and higher susceptibility to ringing. The transient lid velocity is U (t)/U ∞ = 1 − e −5t , where time t has been scaled by /U ∞ . The lid and center velocity evolutions are illustrated in Figure 5 (a). The initial time step size is set to Δt 0 = 10 −16 . We note that [37] used triangular P 2 P 1 Taylor-Hood elements with similar resolution (64∼128 element edges per cavity side). The solution is characterized by the velocity magnitude at the cavity center v c (t), which shows a clear transient from 0.1 < t < 30 before approaching steady state around t > 200 ( Figure 5(a) ). Because this end time is not known a priori, the algorithm checks for a steady state criterion for termination, defined here as when the norm of the velocity derivative falls below a threshold.
Results. Hereafter we do not consider BDF2 or TR-BDF2, which require significant alteration of our TR-based fluid flow solver. TR-FDI-n is compared to BE, TR, and TR-TSA-n. Error analysis is carried out at two times, 1 t a = 4.0 and t b = 9.5 where the solution metric v c undergoes rapid change ( Figure 5(a) ), i.e., where time step control is most important. TR with initial time step size increased to Δt 0 = 10
(denoted TRb) is less susceptible to stall, reaching at least t ≥ t b within the maximum number of time steps; neither achieves steady state due to instability induced stall.
Numerical solutions of PDEs are subject to spatial discretization errors as well as time discretization errors. However, insofar as differently meshed problems in the method-of-lines are simply different sets of ODEs (space and time discretization are decoupled), the notion of an ostensible "true" solution in the limit Δt → 0 (or ε → 0) for a fixed spatial discretization is applicable in the ODE sense. Such an extrapolated solution of the center velocity magnitude is used to define the total accumulated time discretization error E g = (v c − v c,0 )/v c,0 , which is expected to follow (2.3) as before. Figure 6 plots E g with respect to ε at times t a and t b and verifies that BE is first order accurate and that TRb is second order accurate (q ≈ 1.7). TR-TSA-n is less than first order accurate (0.3 < q < 0.6), while TR-FDI-n remains second order accurate (1.3 < q < 1.8). Figure 7(a) shows time step size growth at fixed LTE tolerance ε and can be compared to the results in [37] . Pure TR stalls at early time steps, while all other methods take progressively larger steps as allowed by the physics. The time step size growth by BE is less rapid than by TR-TSA-n and TR-FDI-n, which appear to take an optimal number of steps when 3 < n < 10; for TR-TSA-n, this agrees with the results and recommendations of [37] . Figure 7 (b) compares time step size growth at fixed E g (approximately) to more clearly illustrate the relative efficiencies.
To ensure fair comparison, the number of time steps N t to reach steady state is measured by the criterion t ≥ 200 rather than a criterion on the velocity derivatives, which are different for each method (TR, TSA, FDI). Figure 8(a) shows N t as a function of LTE tolerance ε and suggests that TR-FDI-n and TR-TSA-n have comparable economy and efficiency. TR-FDI-01 and TR-FDI-02 even appear to have worse economy when ε < 10 −4 . This performance reduction comes from instability due to large step size changes at early times and can be avoided by setting a limit on time step size growth, e.g., Δt k+1 ≤ 1.5Δt k [33] . Figure 8 (b) again recasts the results in terms of the accumulated time discretization error estimate E g using (2.5). The second order accurate TR-FDI-n is actually more economical and more efficient than the first order accurate TR-TSA-n when compared on such a basis.
Viscoelastic stretching filament.
Transient viscoelastic free surface flow calculations are performed by solving simultaneously the system of fully coupled equations (Petrov-Galerkin FEM) for momentum, continuity, conformation, interpolated velocity gradient, and mesh generation [7, 43] . Several added features to the fluid flow problem are expected to increase the importance of the integrator's accuracy and stability: (1) the elastic stress conservation equation is hyperbolic, (2) viscoelasticity and the dynamic boundaries add new timescales to stiffen the problem, and (3) the coupling between space and time discretizations is strengthened in the arbitrary Lagrangian-Eulerian (ALE) formulation for solving free surface problems.
Modeling and numerical considerations.
We use a viscoelastic constitutive law derived from the finitely extensible nonlinear elastic dumbbell model with Peterlin's closure approximation (FENE-P) [9] . In our FEM code, this model is implemented within a conformation tensor framework [34, 44] 
∂M ∂t
where M is a dimensionless conformation tensor embodying the microstructural details of the liquid and τ e is the elastic stress. The relaxation time λ, polymer viscosity η e , and extensibility parameter b are the viscoelastic material parameters.
Following [43] , we use the discrete elastico-viscous split stress-traceless interpolated velocity gradient/streamline upwind Petrov-Galerkin (DEVSS-TG/SUPG) method. SUPG [12] partially addresses the instability associated with the hyperbolic conservation equation (4.1). The DEVSS-TG formulation requires simultaneous solution of an additional unknown, the traceless interpolated velocity gradient L 
where η a is a numerical parameter. The interpolated velocity gradient equation (4.3) is not dynamic and therefore is excluded from the LTE estimator for adaptive time stepping. The scalar components of M and L are supported on Q 1 , while the velocity and pressure variables are supported as before on Q 2 P −1 . In standard FEM, the set of equations posed in the physical domain x are transformed to an equivalent set posed in a logical or reference domain ξ by the mapping x = x(ξ). Deforming domains are thus easily handled by treating the mesh positions x as an additional set of unknowns (supported on Q 2 ) governed by [14, 16] .7) where n is the outward pointing boundary normal, κ is the boundary curvature, σ is the interfacial tension, and p amb is the ambient pressure. The fluid's density, viscosity, and interfacial tension with the surroundings set two time scales: the viscous and capillary time scales. Elastic relaxation and forced boundary motions are additional time scales that potentially stiffen the problem.
In the ALE formulation, mesh locations neither are fixed in space nor convect with v so that conservation equations for the general quantity Φ posed in a fixed frame must be transformed to account for the "mesh velocity"ẋ [16, 6] (4.8)
withΦ the time rate of change of the nodal value. As a result, the space-time coupling is strengthened through the convective terms of the conservation equations, which require not only the velocity field but also the time derivative of the mesh field to compute. The mesh positions are excluded from the LTE estimator because (4.5) is not dynamic, even thoughẋ are computed for (4.8).
The filament stretching problem is solved as a 2D axisymmetric problem. The domain is discretized into 12 × 640 quadrilateral elements (radial×axial), where the axial refinement enables good resolution of the elongating domain. The dimensionless initial time step size is set to Δt 0 = 10 −6 .
Problem description. An initially quiescent cylindrical liquid bridge with height L 0 and radius R 0 is held between two flat plates and stretched as the plates are separated with velocity U c . The plates are stopped beyond a critical separation, whereupon the unstable liquid filament undergoes capillary thinning. This process exemplifies capillary break-up extensional rheometry (CaBER), an experimental technique for characterizing the extensional rheology of non-Newtonian liquids. Gravity is neglected and the solid-liquid-gas contact line is pinned to the plates at R 0 . The relevant physical parameters and time scales are defined in Table 1 .
The dimensionless polymer extensibility parameter is set to b = 100, a value that makes the solution moderately challenging and is typical of flexible polymer solutions. The remaining parameters are chosen so that the elastic, viscous, and capillary time scales are all equal; these can interchangeably be used to define a dimensionless time. The top plate is accelerated to constant nominal velocity at time t d = 0.6 and decelerated to rest at t s = 2.6, such that the final plate separation is L f = 3L 0 (Appendix C). This system does not tend to a steady state, and the integration is terminated at t end = 10 when the thinning filament neck radius has reduced to r mid /R 0 < 0.1. While our choice of parameters does not stiffen the system, the shocks in the boundary velocity during plate acceleration induces TR stall.
The quantity sought in CaBER is the extensional viscosity η E = (T 33 − T 11 )/˙ , where˙ is the axial extension rate in the fluid and T 33 − T 11 is the axial-radial normal stress difference. A meaningful and convenient solution metric is therefore the midfilament normal stress difference at the free surface, denoted τ Δ ; it is a combination of all field variables except pressure, which is subtracted out by definition. The Downloaded 06/29/15 to 128.42.228.168. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 1 Parameters and quantities relevant to the viscoelastic liquid filament problem. evolution of τ Δ is shown in Figure 9 along with the plate separation evolution and representative snapshots of the normal stress components (computed by TR-FDI-01). When the plate comes to rest at t s , the behavior of τ Δ changes qualitatively as the dynamics transition from forced stretching to self-thinning.
Symbol
Results. TR appears more susceptible to stall for this problem and fails to reach termination regardless of initial time step size. Accuracy analysis is carried out as before using the midfilament free surface normal stress τ Δ as the solution metric. The accumulated error estimate E g = (τ Δ − τ Δ,0 )/τ Δ,0 is plotted in Figure 10 with respect to LTE tolerance ε at two times t s = 2.6 and t i = 7.0. Because TR reference solutions are unavailable, the asymptotic solution estimate τ Δ,0 is obtained by extrapolating the TR-FDI-n results (averaged over the values for all n considered).
BE is verified to be first order accurate, TR-TSA-n exhibits diminished order of accuracy, and TR-FDI-n remains second order accurate. The added challenges associated with viscoelasticity and the free surface do not appear to significantly Downloaded 06/29/15 to 128.42.228.168. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php influence the accuracy characteristics of either stabilization method. Compared to previous problems, the accuracy of TR-TSA-n relative to BE actually appear slightly improved; this may be related to the increased importance of reducing spurious diffusion when solving the hyperbolic conformation equation. The errors of TR-TSA-10 are anomalously low, but with erratic dependence on ε; TR-FDI-n with large n have more predictable errors and appear to better reflect the pure TR limit.
Typical step size progressions are shown in Figure 11 for fixed value of ε. With TR, adaptive time stepping is always compromised and usually stalls. With all other methods, adaptive time stepping responds as expected based on the physics: Δt increases during the initial latency period, decreases sharply to resolve the accelerations at t d and t s , and recovers to larger values in the absence of forced accelerations.
The number of steps N t taken to reach termination at t end = 10 is plotted in Figure 12 (a) as a function of ε. Though TR-TSA-n is still computationally more economical and efficient than BE, its efficiency is worsened in comparison to previous problems (χ increases from 0.3 to 0.4). Moreover, its economy worsens measurably as n decreases. The economy of TR-FDI-n does not depend as strongly on n, and its efficiency does not appear to be degraded (χ = 0.3). Thus, in contrast to previous problems, TR-FDI-n is clearly more economical and efficient than TR-TSA-n, even on the basis of local error tolerance. Figure 12(b) recasts the results in terms of the accumulated time discretization error up to time t = t s . The performance advantage of TR-FDI-n is again better emphasized on this basis.
Despite taking significantly fewer steps, Figure 13 (a) shows that TR-TSA-n and TR-FDI-n do not take correspondingly less time to execute than BE on the basis of LTE tolerance ε. The extra execution time is spent on step rejections, where the LTE fails to meet the tolerance (e k+1 /ε > 1.5 in our code). Steps are typically rejected when the adaptive algorithm fails to anticipate abrupt solution changes, as by external forcing. Figures 13(a) and 12(a) together indicate that TR-FDI-n is rejecting more steps than TR-TSA-n. The incongruously short execution times for TR-FDI-01 indicate comparatively fewer step rejections, especially with stricter tolerance. On the basis of E g , TR-FDI-n still generally maintains a decisive advantage compared to TR-TSA-n and BE ( Figure 13(b) ). Figure 14 (a) compares the step rejection frequency for fixed ε as a function of the interval n for both TR-FDI-n and TR-TSA-n. The same comparison is shown for the lid-driven cavity, where step rejection frequency is negligible because the driving lid acceleration is sufficiently gradual. TR-TSA-n suffers more step rejections as n decreases, indicating that TSA interventions are corrupting the LTE-based adaptive stepping algorithm: TSA shifts and modifies the solutions and derivatives such that both the AB2 predictor and the LTE are inconsistent with those at previous steps. Total execution times with respect to n are plotted in Figure 14(b) . The trend for TR-TSA-n suggests an optimal value of n ≈ 10, which is consistent with the default choice in [37] ; however, a good choice of n depends also on the LTE tolerance ε [31] . Specifically, the optimal n is that above which a corrupted LTE analysis exacerbates step rejection and below which the underlying TR integrator spends more steps in a ringing-induced stall. It is not possible to determine a universally optimal n because TR's instability and the algorithm's susceptibility to LTE corruption are problemdependent. A strategy for determining n on the fly is discussed in [31] but appears to be based on a priori knowledge of the time scales present in the system.
For TR-FDI-n with n < 20, the step rejection frequency depends strongly on whether n is even or odd. The adaptive step algorithm depends on consistent expressions ofẏ k−1 andẏ k , but only the latter is modified following an FDI. Two steps after an FDI, only the earlier derivativeẏ k has been modified andẏ k+1 remains a TR derivative. TR-FDI-02 switches the derivative representation every step so that the LTE estimator and AB2 predictor are always inconsistent; it executes in the longest time with the most rejected steps. TR-FDI-01 modifies the derivative at every step, Downloaded 06/29/15 to 128.42.228.168. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and therefore the LTE estimator and AB2 predictor are always based on consistent derivatives; it appears to be the best case with the fastest execution time. Other oddn methods are similarly less susceptible to FDIs, suffering fewer rejected steps than even-n methods. A good compromise between accuracy and excessive step rejection appears to be n = 3 or n = 5.
Conclusions.
We have presented a simple new scheme (TR-FDI) to stabilize the ringing-induced stall during adaptive step TR. TR-FDI suppresses the asymptotically oscillatory behavior of TR by intermittently replacing the last computed TR-derivative of the solution with the retrospectively computed second order backward difference. It is similar to the time step averaging method (TR-TSA), which uses shifted first order finite differences instead; both are trivial to implement in an existing TR-based code with virtually no added computational cost, but TR-FDI is more accurate with better computational economy and efficiency.
TR-FDI is A-unstable and therefore L-unstable; however, it is stiffly stable and does effectively eliminate the ringing instability to prevent adaptive step stall. On the basis of LTE tolerance, it was shown to be comparable in computational economy and efficiency to TR-TSA, BDF2, and TR-BDF2 when solving the pure diffusion and pure oscillatory scalar ODE test problems. Though equally or more economical and efficient than TR-FDI, TR-TSA suffers reduced order accuracy, whereas TR-FDI remains second order accurate. Thus, when compared on the basis of actually accumulated time discretization errors, TR-FDI is the most economical and efficient method.
When applied to fluid flow problems-the transient lid-driven cavity and the viscoelastic stretching/thinning liquid filament-TR-FDI was again verified to preserve second order accuracy and to exhibit better economy and efficiency. In contrast to the lid-driven cavity problem, the viscoelastic filament problem was less tolerant to TR-TSA, as demonstrated by degraded economy and efficiency even on the basis of LTE tolerance. This is attributed to tighter space-time coupling by ALE and the hyperbolic nature of the viscoelasticity equation, both of which make the problem less forgiving to time-discretization errors and spurious damping.
Though demonstrated here with an FEM/ALE method-of-lines, the TR-FDI scheme can be applied easily to any TR-based numerical PDE solver. Additional insight into the stability of TR-FDI may be gained by studying stiffer problems, more strongly convection-dominated problems, or problems with cyclical solutions in time. Also, it may be possible to reduce excessive step rejection and improve execution times by correcting the LTE estimator following an FDI; a more complete study on the error analysis of TR-FDI is thus currently under way. Another question is whether the mesh variables should be included in the LTE estimator when their time derivatives are implicitly considered in the nonlinear solution, as in ALE.
In summary, we have demonstrated that TR-FDI is generally more efficient and robust than existing stabilization methods of comparable complexity. Furthermore, it preserves second order accuracy, is easy to implement in existing TR-based codes, and adds negligible computational cost.
Appendix A. TR-TSA. The stabilized TR by time step averaging (TSA) [31] is outlined here for the scalar variable y. The TSA operation described below is applied periodically every n > 1 time steps to yield the TR-TSA-n. Following a successful TR step, the consecutive solutions are y k−1 , y k , y k+1 , and their derivatives areẏ k−1 , y k ,ẏ k+1 at times t k−1 , t k , t k+1 . The time step sizes are denoted Δt k = t k − 
It is clear that (A.3) are averages, while (A.4) may appear at first glance to be an application of the second order accurate TR with half-step advance (the derivative is still clearly an average). Upon rearrangement, (A.4) becomes y k+1 = 1 2 (y * + y * * ),ẏ k+1 = y * * − y * Δt k+1 , (A. 5) so that the shifted y k+1 is also clearly an average, andẏ k+1 is written explicitly as a two-point backward difference with first order accuracy. 
