Theories such as Minsky's financial instability hypothesis or New Keynesian financial accelerator models assign a key role to financial factors in business cycle dynamics. We present descriptive statistics and a simple estimation framework to examine the financial-real interaction mechanisms that are at the core of these theories. Specifically, we examine cycle frequencies in seven OECD countries over the period 1970 to 2015, and find that interest rates, business debt, and household debt exhibit cycle lengths of 4-6, 8-11, and 14-26 years, respectively. We then estimate bivariate VAR models which provide evidence for financialreal interaction mechanisms, (i) at high frequencies between interest rates and GDP, and (ii) at low frequencies between business debt and GDP. In contrast, there is no evidence for a cycle mechanism between household debt and GDP. Abstract: Theories such as Minsky's financial instability hypothesis or New Keynesian financial accelerator models assign a key role to financial factors in business cycle dynamics.
Introduction
Theories of financially driven business cycle dynamics have enjoyed a resurgence of interest since the financial crises of 2007-8. The literature takes a variety of theoretical standpoints, including Minskyan theories of financial instability (Minsky, 2008 (Minsky, , 2016 Nikolaidi and Stockhammer, 2017) , and New Keynesian theories of the financial accelerator (Kiyotaki and Moore, 1997; DeGrauwe and Macchiarelli 2015) . Despite some disagreement about the exact channels, these theories share a common core. They all postulate an interaction mechanism between the financial and the real side of the economy that drives macroeconomic fluctuations. Expansions in real activity gradually lead to a financially fragile environment, which in turn has a negative effect on the real economy. The interplay of these two channels over time generates what we call a 'financial-real cycle'.
Recent empirical research has highlighted different frequencies of business cycles on the one hand, and financial cycles on the other (Drehmann et al., 2012; Borio, 2014; Aikman et al., 2015; Strohsal et al., 2015) . While regular business cycle dynamics in real activity are considered to take place with periods of up to 8 years, financial cycles appear to have a lower frequency with cycle lengths between 8 and 30 years (Borio, 2014) . 1 Real activity, however, has also been found to have medium-frequency fluctuations of around 10-12 years (Comin and Gertler, 2006; Drehmann et al., 2012) . The findings of different cycle frequencies of output and financial variables have interesting implications for theories of financial-real cycles. It suggests that different cycle frequencies in time series of real activity may be explained by different financial variables.
Thus there is an interesting literature comparing financial and real cycles, but the empirical literature that exists to date has largely remained at a descriptive level. In particular, although there are some theoretical investigations of the subject (e.g. Kiyotaki and Moore 1997; Bernanke et al. 1999; Ryoo 2010 Ryoo , 2013 Ryoo , 2016 , there appear to be no empirical investigations attempting to disentangle the causal mechanisms driving financial-real interactions. A recent exception is the study by Ma and Zhang (2016) , which jointly estimate an output gap equation, a Phillips curve, a monetary policy function, and an equation with a composite financial cycle index for the USA, UK, Japan, and China. They find that shocks to the financial cycle index explain between 35% to 44% of the variance in the output gap and interpret this as evidence for an important role of the financial cycle in business cycle dynamics. However, the key source of fluctuations in this approach are exogenous shocks to the financial cycle index, rather than an endogenous interaction mechanism between the financial and real economy. The contribution of the present paper is to estimate this endogenous interaction mechanism. To achieve this, we use a simple VAR-based method, in which the necessary conditions for the existence of an interaction cycle can be evaluated empirically. At the same time, the cycle period implied by the VAR can easily be computed, allowing us to map specific interaction mechanisms onto specific cycle lengths. The model is estimated for seven OECD countries over the period 1970 to 2015. Using this method, we find evidence for a financial-real interaction mechanism, (i) at high frequencies between interest rates and GDP for five countries, and (ii) at low frequencies between business debt and GDP for six countries.
The remainder of the paper is structured as follows. Section 2 provides a short review of the literature on financially driven business cycles and financial cycles. Section 3 presents a simple empirical framework for investigating financial-real cycles. Section 4 describes the data set and presents stylized facts. Section 5 presents the main estimation results with GDP as the real variable, while section 6 provides further results with those subcomponents of GDP which are expected to be affected by the financial variables. Section 7 concludes.
Financial-real cycles: A brief review of the theory
As noted above, there are two broad research programmes examining financial-real cycles:
the Minskyan literature and the New Keynesian literature on the financial accelerator. Hyman
Minsky's financial instability hypothesis (Minsky, 2008 (Minsky, [1975 ; Minsky, 2016 Minsky, [1982 ) has become a classical account of financially driven business cycles, which has slowly moved into the mainstream since the 2007-8 crises (Eggertsson and Krugman, 2012) . A key aspect of Minsky's theory is the claim that financial fragility increases during economic expansions.
Specifically, during periods of confidence, firms increase their investment, and adopt increasingly risky financial positions to do so. At a certain point, however -due to accelerator effects, debt overhang, or endogenous increases in interest rates -a tipping point is followed by a bust.
A sizeable theoretical literature studies various formalisations of Minsky's financial instability hypothesis, a large part of which is surveyed in Nikolaidi and Stockhammer (2017) . Some authors assign a key role to the rate of interest in the cycle mechanism (Foley, 1987; Jarsulic, 1989) , and a small number to household debt (Ryoo, 2016; Palley, 1994) , but the vast majority focus on corporate debt. Whilst the majority of papers appear to assume financial-real cycles at business cycle frequency, Ryoo (2010 Ryoo ( , 2013 Ryoo ( , 2016 offers various models in which long financial cycles in business or household debt and asset prices coexist with high frequency business cycles.
The benchmark New Keynesian model of financially driven business cycles is the financial accelerator model (Kiyotaki and Moore, 1997; Bernanke et al., 1999) . In a similar manner to
Minsky's theory, balance sheets play an important role in financial accelerator models, creating a link between the financial and the real economy. As asset prices inflate over the business cycle, credit constraints relax, so that the credit supply exerts a pro-cyclical effect.
This mechanism is integrated into the standard New Keynesian model, so that stochastic shocks create output fluctuations that are amplified by the financial accelerator.
In Kiyotaki and Moore (1997) , credit limits vary endogenously over the business cycle due to their dependence on pro-cyclical asset prices. A predator-prey type of interaction mechanism between debt and asset holdings then generates damped oscillations: a rise in asset prices increase net worth, which leads to more borrowing. Higher leverage, in turn, reduces aggregate demand which pulls down asset prices. Similarly, in Bernanke et al. (1999) , a shock may lead to an increase in investment and asset prices. Recently, the financial accelerator has been integrated into behavioural models of business cycle dynamics in which heterogeneous agents and credit networks allow for a rich description of the propagation process of adverse shocks (Delli Gatti et al., 2010; Bofinger et al., 2013; De Grauwe and Macchiarelli, 2015) .
Thus, there exists a rich theoretical literature postulating interactions between the real economy and financial variables, where the latter includes interest rates, business debt, and household debt. In the next section we propose a simple empirical framework in which these interaction mechanisms can be examined.
A simple empirical framework for financial-real cycles
The cycle-generating interaction mechanism that is at the heart of financially driven business cycle theories can be formalised in a simple manner as follows. Consider a reduced form system in which a real variable ( ) and a financial variable ( ) interact with each other over time:
(1)
The system in (1) is consistent with the reduced forms of the financial accelerator model in Kiyotaki and Moore (1997, p. 235) , and in the Minsky model in Asada (2001, p. 79) , for example. The Jacobian matrix of the system has the following structure:
(2) = � As the eigenvalues ( ) are the roots of the following characteristic equation
the condition for oscillations can be expressed in terms of the discriminant ∆ which must be negative for complex eigenvalues. This condition can be re-written as follows:
2 Note that the presence of complex eigenvalues is a necessary condition for damped oscillations in (1), as well as closed orbits.
The first term of the condition is always positive. Then it is immediate that a necessary condition for the existence of oscillations must be 21 12 < 0, or 2 1 < 0 in (1). This condition has a clear economic intuition: cycles in both variables of the system in (1) can only emerge if there is an interaction between the two state variables of the system by which an increase in one variable induces an acceleration of the second variable, which in turn drags down the first. As noted in sections 1 and 2 above, theories of financial-real cycles generally assume that the financial variable exerts a negative effect on the real variable, whereas the real variable pushes up the financial variable.
As a system of difference equations is closely related to a VAR model, in principle the system in (1) can be estimated in a straightforward manner by the addition of a vector white noise error process. However, the system in (1) potentially constitutes a simplification of the data generating process, which may be a higher-dimensional, higher-order dynamic system.
In principle, almost any linear dynamic system can be approximated by a VAR with sufficient lags (Lütkepohl, 2005, chap. 15) , and if these higher-order lags are omitted from the estimated model, they will be reflected in serial correlation in the error terms. To allow us to estimate the financial-real interaction mechanism without misrepresenting the data generating process, the fully specified empirical framework for financial-real cycles utilised in the present paper is therefore as follows:
where and are white noise error terms. Substituting (3) into (4) and re-arranging, we have,
which is a VAR with lags 3 in which 2 and 1 are the only parameters in (1) which are uniquely identified. By estimating the higher-order VAR in (5), we can therefore evaluate the necessary condition for the existence of financial-real cycles in (1), i.e. 2 1 < 0.
The VAR approach also allows us to obtain the eigenvalues of the Jacobian matrix of the system. If there is at least one pair of complex conjugate eigenvalues, the implied cycle length can be calculated. To see this more clearly, consider the complex eigenvalue = ℎ ± P.
The polar form of this eigenvalue is = ( ± . )P , where = √ℎ 2 + Ω 2 is the modulus of the complex eigenvalue and is an angle measured in radians. In the solution to the difference equation system (3), the eigenvalue will appear in the form . By De Moivre's theorem, this expression can be transformed into polar form as follows:
)P . In the latter trigonometric expression, the implied length of the cycles is given by:
. Thus, each complex eigenvalue of the estimated dynamic system corresponds to a distinct cycle frequency in the solution path to the system (Shibayama, 2008) .
Note, however, that since the VARs generally have a lag-order of more than one, the existence of complex eigenvalues in the VARs by itself does not necessarily imply that there is a cycle mechanism of the kind described above. On the other hand, if there are no complex eigenvalues, it can be concluded that the system does not generate cycles (although the necessary condition for a cycle mechanism may be satisfied). The existence of complex eigenvalues is therefore a second necessary condition for a financial-real cycle, along with the interaction mechanism given by 2 1 < 0.
For the real variable in (5), we use the log of real GDP. As the theoretical literature discussed in section 2 is relatively agnostic concerning the crucial financial variable, we consider the short-term real interest rate (INTR), the ratio of non-financial corporation debt to GDP 3 In practice, as most of the parameters in (5) are not uniquely identified, we estimate unrestricted VAR(p) models. To determine the lag length, we start with a minimum lag length of 2, unless the Bayesian Information Criterion (BIC) suggests a higher value. We then check for serial correlation in the residuals and successively increase the number of lags until all serial correlation is removed. Note that we impose a minimum lag length of 2 to permit complex eigenvalues (oscillatory dynamics) even when 2 1 ≮ 0. therefore has an expansionary effect on leverage ratios. Based on the foregoing, we expect 2 < 0 and 1 > 0 in (5), yielding the necessary condition 2 1 < 0 for oscillations.
Data and stylized facts
Our data set is at annual frequency, and consists of seven OECD countries: Australia, Canada, France, Finland, Germany, Great Britain, and USA. Depending on the financial variable, the sample size ranges from 1970 to 2015. 5 The data are at annual frequency for three reasons. First, the lag length multiplies rapidly when quarterly data is used, which in turn multiplies the potential pairs of complex eigenvalues. Thus, for example, a bivariate quarterly model with 8 lags could potentially have 8 pairs of complex eigenvalues, and thus 8 4 The two-dimensional financial-real cycle interaction mechanism we propose does not readily incorporate asset prices, which in contrast to our financial variable are expected to have a positive effect on real activity. We conjecture that the inclusion of asset price dynamics into a financial-real cycle model requires a more complex model which would lack the simple intuition of the framework suggested in this paper. We thus leave it for future research. 5 A detailed description of our dataset can be found in appendix A1.
distinct cyclical frequencies. This would considerably reduce the interpretability of the estimates, making the identification of financial-real cycles effectively impossible. Second, the use of annual data allows us to avoid seasonal adjustment filters, which potentially induce spurious cyclical dynamics (Ghysels et al 1993) . Clearly, spurious cyclicality would be a serious problem when attempting to identify cyclical mechanisms. Finally, (auto)correlation between the regressors is significantly greater for observations in quarterly series than in annual series, which raises the well-known possibility of multi-collinearity problems in VAR models. As we are evaluating a necessary condition based on point estimates, we require estimates that are as precise as possible. Whilst the use of annual data reduces the number of observations, we consider this cost to be outweighed by the foregoing benefits.
Prior to computing descriptive statistics, we conducted Augmented Dickey Fuller unit root tests on all series. 6 For GDP, the tests suggest the presence of a unit root in all countries. For INTR, we also fail to reject the null hypothesis of a unit root in all countries. For both debt ratios we find unit roots for all countries, although in the case of HHD we reject the null of a unit root in Great Britain and the USA when a trend term is included. For NFCD, inclusion of a linear trend renders NFCD trend stationary only in Australia. Table 1 presents the results of spectral analysis on all series; this allows us to identify which frequencies make the largest contribution to the overall variance of the system (Hamilton, 1994, chap. 6) . In order to obtain stationary series, we use two different methods: first differencing and bandpass (BP) filtering. 7 Following the literature on financial cycles (Drehmann et al., 2012; Aikman et al., 2015) , we extract fluctuations with a length between 8 and 30 years from the debt-to-GDP series. For interest rates, we use a more standard business cycle frequency with a length between 2 and 8 years. GDP was filtered at the 8-30 year frequency. 8 For INTR, NFCD, and HHD, we report the local maximum of the spectral density function to obtain the cycle frequency that contributes most to the overall variance. For GDP, we report two local maxima. 6 The optimal lag length for the ADF test equations was chosen based on the Bayesian Information Criterion (BIC). We performed tests with drift only, and with drift and time trend. 7 We used the Christiano-Fitzgerald method with a symmetric and fixed lead/lag length of 3 years for all bandpass-filtered series in this article. 8 Estimating the spectral density functions for GDP on BP-filtered data at the range of 2-8 years yielded an average cycle length of 5½ years, which is almost identical to the average length of 5 1/3 years obtained with differenced data. We thus focus on the longer range of 8-30 years. Notes: BP: Bandpass-filtered with bounds from 8 to 30 years (GDP, NFCD, HHD) or 2 to 8 years (INTR) under the assumption of nonstationarity. Diff: First-differenced series. Cycle lengths were obtained from the local maximum of estimated spectral density functions using a Bartlett window and a truncation parameter of 20. For some shorter series, truncation parameters of 19 or 18 were used. To identify the second local maximum in GDP, we imposed the condition that it must differ from the first maximum by at least 3 ½ years. For Australia, no cycle frequency for HHD could be obtained for the differences series, as the maximum occurred at zero frequency. Average long GDP cycle length is the average over the higher of the two local maxima in GDP, whereas the average short GDP cycle length is the average over the lower of the two local maxima in GDP.
We note that the two filtering methods yield broadly similar results. For GDP we find a lower and a higher cycle frequency. No general pattern as to which of the two frequencies has the largest contribution to the total variance emerges. The high frequency implies cycle lengths ranging from about 2½ years (Canada; BP-filtered) to about 8 years (Finland; BP-filtered).
The average short frequency is 5 years. This is in line with the conventional business cycle frequency of up to 8 years (Comin and Gertler, 2006; Borio 2014) . The low frequency in GDP ranges from about 5½ years (USA; BP-filtered) to 15 years (Canada, Finland, and
France; first-differenced). On average, we find cycles between 9 and 12 years. This is consistent with the medium-run US business cycle frequency found by Comin and Gertler (2006) .
For INTR, we note a relatively high frequency ranging from about 2½ years (Finland; firstdifferenced) to about 6½ years (Finland; BP-filtered). On average, we find a cycle length of about 3 to 4 years. NFCD exhibits lower frequencies ranging between 6½ years (Australia;
BP-filtered) to 19½ years (Great Britain; first-differenced). On average, we find a cycle length of 8 to 10 years. Lastly, for HHD, we find substantially longer cycle lengths ranging from 10 years (Canada, BP-filtered) to up to 22½ years (Germany; first-differenced). The average cycle length is between 14½ and 17 years.
Overall, these findings indicate that real activity as measured by real output exhibits different cycle frequencies of about 5 and 10 years, respectively. We observe a high cycle frequency in short-term real interest rates of around 5 years, and longer debt cycles of about 10 years for business debt, and around 16 years for household debt. We further note that the higher cycle frequency in GDP corresponds closely to the frequency found in INTR. The lower frequency in GDP, on the other hand, is closer to the frequency in NFCD rather than HHD.
To obtain further visual evidence for these cycle frequencies, we jointly plot each financial variable along with GDP against time, using three different de-trending methods: the Hodrick-Prescott (HP) filter, the BP filter as before, and quadratic de-trending. Figure 1 depicts the results. Overall, the filters support the findings of the spectral density analysis:
INTR, NFCD, and HHD exhibit cycle frequencies of around half a decade, a decade, and about two decades, respectively. GDP exhibits at least two frequencies, of which the higher one appears to be correlated with INTR, whereas the lower frequency seems to correspond closer to NFCD rather than HHD. 14
Estimation results
The results in section 4 are suggestive of common cycles in GDP and at least a subset of the financial variables under consideration. To gain structural insight, we now proceed to estimate the empirical system in (5), described in section 3 above. Note, importantly, that the VAR models are estimated on the data in levels, not the de-trended data used in section 4. 9 Looking at the implied cycle length in the VARs, we note that in only four out of the six countries in which the necessary condition for a cycle mechanism is satisfied, we find complex eigenvalues. In Canada and France, the eigenvalues of the VAR are real, implying that the second necessary condition for financial-real cycles is not satisfied. For the remaining countries, we find cycle lengths ranging from about 4 to 7 years, yielding a total average of 9 Inclusion of level variables is common in the VAR literature. The fact that some variables may be I(1) does not constitute a problem because the slope coefficients on the I(1) variables could be re-written as coefficients on differenced (and thus I(0)) variables (Sims et al., 1990) . We also estimated our models with a linear time trend, which did not alter our results significantly. 10 Serial correlations tests (see appendix A2) confirm that all VARs except the one for France are free from autocorrelation. In the VAR for France, serial correlation did not fully vanish even after including up to six lags. We thus use the baseline specification with two lags, which still exhibits some third-order autocorrelation.
Cycles between GDP and the interest rate
about 5 years. This is slightly longer than the length of 3 to 4 years obtained from the spectral density functions, but quite close to it. Overall, our results provide partial support for the existence of short-run cycles in output and interest rates at a length of about 4-5 years that may be driven by an interaction mechanism described by our stylized financial-real cycle model. 
Cycles between GDP and corporate debt
The results of our estimations with corporate debt are depicted in Table 3 . 11 We find that all countries except for Finland exhibit the expected signs: NFCD exerts a negative effect on GDP, while GDP in turn raises NFCD. In Finland, the necessary condition for a cycle mechanism is not satisfied as GDP appears to have a negative effect on corporate debt.
Looking at the time series chart for Finland in Figure 2 , this finding is not very surprising as the relationship between NFCD and GDP appears to be largely dominated by a large negative shock to GDP in the early 1990s that came with a significant rise in corporate leverage ratios.
We further note that the coefficient in the regression of GDP on NFCD is statistically significant at conventional levels only in Canada and the United States. The coefficient on GDP in the regressions with NFCD as the dependent variable is statistically significant in Australia, Germany, Finland (with an unexpected sign), and France.
Examining the estimated cycle length, we first note that we find complex eigenvalues in all VARs. Second, the value of about 181 years for France constitutes an outlier. Since we do not trust this result, we exclude the implied cycle length for France from further analysis.
Third, due to the higher lag order of the VARs for Germany and the USA, we find two pairs of complex eigenvalues implying two distinct cycle frequencies of around 4-5 and 7-9 years, respectively. For the remaining countries, we find cycle lengths ranging from 9 to 15 years.
This corresponds to the medium-term frequency found in the spectral density functions and visible in Figures 1 and 2 . To obtain the average cycle length, we thus choose the frequency found for Germany and the USA that is closer to the other countries. We then find an average cycle length of about 11 years, which is surprisingly close to the length found in the spectral density functions and observed visually in Figures 1 and 2 . Overall, the results point to the 11 Serial correlation tests (see appendix A2) confirmed that all VARs are free of serial correlation.
existence of medium-run cycles in corporate debt and output at the length of about 11 years.
The necessary condition for a real-financial interaction mechanism that generates these fluctuations is satisfied in 6 out of 7 countries. the system has more than one complex eigenvalue.
Cycles between GDP and household debt
Finally, table 4 presents the results for household debt. 12 First, we note that HHD exerts a positive effect on GDP in all countries, which is inconsistent with the sign predicted by the financial-real cycle model. Moreover, in Canada, Germany, Finland, and France, GDP further has an unexpected negative effect on HHD. Although formally the necessary condition for a cycle mechanism is satisfied in these countries, it contradicts the structure of the financial-real cycle model given by (1) - (2), as the implied cycles would be clockwise in the (financial-real)-space. In Australia, the United Kingdom, and the USA, in contrast, the conditions for a cycle mechanism is not satisfied as the coefficients on the explanatory variables is positive in both equations. Overall, we conclude that there is no evidence for the existence of a financial-real cycle mechanism between HHD and GDP of the type considered in section 2 above.
Nevertheless, our VARs do allow us to estimate the implied cycle lengths of the system in GDP and HHD. Since most VARs have a lag order higher than two, we obtain more than one complex eigenvalue for most countries except Australia (with no complex eigenvalue) and Germany (with one complex eigenvalue). Based on the evidence from the spectral density function and the visual evidence of Figures 1 and 2 , we suspect cycles with a mediumfrequency of 17 to 20 years. Thus we focus on the eigenvalues with the lowest frequency.
These range from about 17 years (United Kingdom) to 49 years (Germany). On average, we have a length of about 26 years, which is not only substantially longer than the short-run cycles in INTR, but also longer than the medium-run cycles of about 11 years found with NFCD. Excluding Germany, whose estimated length of 49 years may be regarded as an 12 Serial correlation tests (see appendix A2) showed that all VARs are free of serial correlation.
outlier, yields a total average 21 years, which is higher but close to the length of 17 years obtained from the spectral density functions. Overall, we conclude, first, that our VAR results support the existence of joint fluctuations in real and financial variable at different frequencies. We find cycles with a length of 5, 11, and 21 to 26 years on average between GDP and INTR, NFCD, and HHD, respectively. These results from the VAR estimations are highly consistent with the stylized facts presented in section 4. We conclude, second, that for NFCD and, to a lesser extent, for INTR, financialreal cycle mechanisms exist for a majority of countries, and that these mechanisms produce clockwise cycles in the (financial-real)-space, which is in line with theories of financiallydriven business cycles discussed in section 2. Third, for HHD there is no evidence for such a financial-real cycle mechanism.
Further results: Which components of output matter for the financial-real cycle?
To investigate further which components of GDP are essential for the financial-real interaction mechanism, we re-estimate our models with subcomponents of total output, such as total investment (INV), non-residential investment (INV_NONRES), residential investment (INV_RES), and consumption (CONS). For INTR, we separately use total investment, as well as consumption. For NFCD, we use total investment, as well as non-residential investment.
Lastly, in the system with HHD, we separately use residential investment, as well as consumption. The estimation results are reported in appendix A2.
Using CONS instead of GDP in the estimations with INTR, we find the necessary condition for a financial-real interaction mechanism satisfied in all countries except Australia. With
INV instead of GDP, we find the necessary condition for a financial-real interaction mechanism satisfied in all countries. This is very similar to our baseline estimations with GDP and INTR, where the condition is satisfied for all countries except Finland. Looking at the implied cycle length, with CONS we find complex eigenvalues in four countries, but the implied cycle lengths exhibit a much larger variance than in our baseline estimations. Lastly, re-estimation of the system with HHD and CONS, as well as INV_RES, leads to a mixed picture. Replacing GDP by CONS yields qualitatively different findings for each country of our sample due to changes in signs. Interestingly, for Germany, France, Great Britain, and the USA, we now find the expected signs of the financial-real cycle model.
When using INV_RES instead of GDP, the results are more in line with the baseline estimations. Only for Canada do we find the necessary condition for a financial-real cycle satisfied, with expected signs. With respect to the cycle frequency, the robustness test suggests average cycle lengths of 24 years (CONS) and 22 years (INV_RES), which is broadly in line with the 26 years length found in the main estimations. In sum, it appears that the failure to find evidence for a financial-real cycle mechanism between HHD and GDP stems from different behavioural relationships between HHD and the different subcomponents of GDP. When using CONS rather than INV_RES, we find evidence for a cycle in 4 out of 7 countries.
Conclusions
In this paper, we have presented empirical evidence for theories of financial-real cycles. We find that output exhibits at least two cycle frequencies of about 4-5, and 9-12 years respectively. Interest rates, business debt, and household debt exhibit cycles lengths of about 4-5, 8-11, and 14-26 years, respectively. We further find evidence for interaction mechanisms between corporate debt and GDP at a medium-run frequency that is consistent with theories of financial-real cycles in Australia, Canada, Germany, France, Great Britain, and the USA, and between short-term interest rates and GDP at a short-run frequency that is consistent with theories of financial-real cycles in Australia, Germany, Great Britain and the USA. There is no evidence for such an interaction mechanism between household debt and GDP, but some support for a cycle between household debt and consumption in Germany, France, Great
Britain, and the USA.
Our findings have interesting theoretical implications. While they generally support theories of financially driven business cycles, Minskyan and New Keynesian, they shed further light on the relevant financial variables, as well as the frequency of financial-real cycles.
Importantly, we highlight the distinction between short and long business cycles and suggest that the different frequencies are driven by different financial variables. Our results lend support to models in which real activity interacts with interest rates (Foley, 1987; Jarsulic, 1989) as well as to models in which the main cycle mechanism is between business debt and output (Asada, 2001; Fazzari et al., 2008; Ryoo, 2010; 2013; Bernanke et al., 1999) , however the two cycle mechanisms operate at different business cycle frequencies. This suggests that the two cycle mechanisms are distinct. With respect to the discussion in the Minskyan literature (Nikolaidi and Stockhammer 2017) , we confirm that there is some evidence for a financial-real interaction mechanism with business debt. For household debt the picture is more complicated: while we do not overall find cycles in GDP and household debt, our findings suggest that for some countries, there might be a cycle mechanism between household debt and consumption (which however does not carry over to total output).
Our findings might appear surprising, given that it was household debt, not business debt that was at the heart of the Great Financial Crisis, and that Jordà et al. (2017) find that higher household debt leads to deeper recessions. However, while our results suggest that there is no interaction mechanism between total output and household debt that can drive the business cycle, they do not imply that household debt does not play a role in the business cycle. Our findings are not inconsistent with the claim that the level of household debt affects the depth of downturns, but question whether household debt is a key variable in the business cycle mechanism. Given the empirical finding of an important role of house prices during the business cycle (Igan et al., 2011) , we conjecture that there is a more complex interaction between household debt, house prices, and real activity that may generate business cycle dynamics. Future research could aim to integrate such a mechanism into our framework.
Our results also have important empirical implications. The stylized fact that financial cycles are longer than business cycles (Drehmann et al., 2012; Borio, 2014; Aikman et al., 2015; Strohsal et al., 2015) has to be amended. Different financial variables exhibit different cycle frequencies. While interest rates exhibit a short-run frequency in line with conventional business cycles frequencies, business debt has a medium-run frequency that matches the medium-run frequency found in output. Only household debt exhibits a frequency that is significantly lower than the medium-run frequency in output. Therefore, it is important to distinguish between different measures of the financial cycle, and in particular to disaggregate total credit into corporate and household debt. AUS 1970 -2014 45 1977 39 1977 39 1971 45 CAN 1970 45 1970 46 1970 46 1971 45 DEU 1970 45 1970 46 1970 46 1971 45 FIN 1970 45 1970 46 1970 46 1970 46 FRA 1970 46 1977 39 1977 39 1971 45 GBR 1970 46 1976 40 1970 46 1978 38 USA 1970 -2014 44 1970 46 1970 46 1971 Country AUS 1970 45 1970 45 1971 -2014 44 CAN 1970 45 1970 45 1972 44 DEU 1970 45 1970 45 1981 35 FIN 1970 45 1970 45 1976 40 FRA 1970 45 1970 45 1971 45 GBR 1970 45 1970 45 1981 35 USA 1970 45 1970 45 1971 *, **, *** denote statistical significance at the 1, 5, and 10%-level, respectively. 
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