Population size estimation based on capture-recapture experiment under triple record system is an interesting problem in various fields including epidemiology, population studies, etc. In many real life scenarios, there exists inherent dependency between capture and recapture attempts. We propose a novel model that successfully incorporates the possible dependency and the associated parameters possess nice interpretations. We provide estimation methodology for the population size and the associated model parameters based on maximum likelihood method. The proposed model is applied to analyze real data sets from public health and census coverage evaluation study. The performance of the proposed estimate is evaluated through extensive simulation study and the results are compared with the existing competitors. The results exhibit superiority of the proposed model over the existing competitors both in real data analysis and simulation study.
Introduction
Estimation of population size or the number of vital events occurred, during a given time span, is a relevant statistical problem in various scientific disciplines including epidemiology, population studies, and life sciences. Federal agencies are generally interested in such estimates for planning and policy formulation. In general, census or any registration system often fails to capture all the individuals and that leads to undercoverage of the population under consideration. However, in some instances, duplicate records or members outside the target population are included in the census or any other registers because of erroneous enumeration. This issue is known as overcoverage, and it is a common practice to identify and remove the erroneous inclusions through administrative follow-up actions (Chipperfield et al., 2017) or adjust the census data based on the estimate of overcoverage rate (Zhang, 2015) . In this paper, we only focus on the issues related to the commonly encountered problem of undercoverage assuming that the available data are free from any erroneous inclusion. In order to reduce the undercoverage error, information from more than one attempt needs to be considered. The data obtained from various sources are summarized by matching the lists of captured individuals and analyzed to obtain an estimate of the unknown population size (Rastogi and O'Hara, 2012) . Specifically for the human population, this data collection technique from multiple capture attempts is popularly known as Multiple Record System (MRS), which is similar to the capture-markrecapture (CMR) technique, widely used in Ecology (Otis et al., 1978; Seber, 1986) . After the pioneering work by ChandraSekar and Deming (1949) , CMR type technique became popular for assessing the undercoverage of census or demographic registrar (Ayhan, 2000; Wachter, 2008 ) and under-ascertainment in traditional epidemiological surveillance Dreyfus et al., 2014) . Several models with suitable assumptions on capture probabilities have been proposed for estimation of the population size under MRS (Otis et al., 1978) . In practice, more than three sources are seldom used for human population due to various practical constraints.
The most common model in applications involving human populations assumes that capture probabilities across individuals are same in each attempt (i.e. homogeneity) but different over the various sources (i.e. time variation). This model is known as M t model, which further assumes that capture statuses are causally independent over different capture attempts (Otis et al., 1978; Wolter, 1986) . However, in many situations, the capture status of an individual in a list may be dependent on his/her capture statuses in the previous attempts. This phenomena is known as list-dependence (or local dependence) in the literature ). On the other hand, capture probability in each list may vary across individuals, which is typically known as heterogeneity (or individual heterogeneity) in capture probabilities (Wolter, 1986) . Chao et al. (2001) discussed the fact that even if the individual capture statuses are independent across different capture attempts, the lists may become dependent whenever the capture probabilities are heterogeneous across individuals in both the lists. These two types of dependencies are usually confounded and not identifiable individually. Any of these two depen-dencies leads to a bias in the resulting estimate based on the M t model, and this is popularly known as correlation bias in the domain of census undercount estimation (Fay et al., 1988; Chatterjee and Mukherjee, 2016a) . However, it is noted that the estimate would not be biased if such heterogeneity exists only in one of the two causally independent lists Heijden et al., 2018) . To reduce the extent of heterogeneity as well as the dependence induced by heterogeneity in the population, it is often desirable to employ post-stratification of the population based on appropriate demographic (e.g., age, race, sex) and geographic variables (Wolter, 1986; Islam, 2015) . However, the list-dependence may still exist in the resulting poststratified data. Ample amount of research work on modeling of list-dependence under MRS are available in the literature Fienberg, 1972a) . Fienberg (1972a) discussed loglinear models which incorporate possible dependencies among the capture attempts for multiple recapture census. Interested readers are referred to Fienberg (1972a,b) ; Bishop et al. (1975) ;
International Working Group for Disease Monitoring and Forecasting (1995) for details. However, it is important to note that the parameters associated with the log-linear models are not well-interpretable to the practitioners (Coumans et al., 2017) . Otis et al. (1978) proposed an alternative model, popularly known as M tb , which accounts for the list-dependence with respect to behavioral response variation. In this context, Chao et al. (2000) discussed likelihood based methods for estimation of the population size under some assumptions on capture probabilities for more than two capture attempts. This model possesses several practical limitations (see Subsection 3.1 for more details).
As discussed before, two or three capture attempts are commonly used for the human population. Dual system or Dual-record System (DRS) is a particularization of MRS, where number of capture attempts is only two Chatterjee and Mukherjee, 2016b) . Interestingly, the lists from two different sources in DRS are often correlated. For examples, (i ) laboratory and hospital records for infectious diseases (Van Hest et al., 2002) and (ii ) records from census and post-enumeration survey for assessing coverage error in the census (Zaslavsky and Wolfgang, 1993) are often dependent. Therefore, the estimate based on M t model would be biased. Moreover, DRS is not sufficient to infer about this interdependence between the two sources ). In such a situation, one can post-stratify the population and model the possible interdependence under suitable assumptions on the dependence structures of the strata (Wolter, 1990; Chatterjee and Bhuyan, 2017) . Alternatively, an additional source of data can be added to cover up more eligible events and assess the underlying interdependence among the lists. Such data structure from three separate capture attempts is known as Triple-record System (TRS). This data structure is commonly used in epidemiology and demography for a wide range of studies including enumeration of hard-to-count popula-tion or rare events Ruche et al., 2013; Dreyfus et al., 2014) . Census undercount study is another field where TRS based estimates are less affected by correlation bias (Griffin, 2014) . Triple system estimation involving an administrative record as a third source, along with the two sources -census and post-enumeration survey, can be used to assess various pair-wise dependencies among the lists.
In this article, we propose a novel Trivariate Bernoulli Model (TBM), which incorporates the inherent interdependence among capture attempts in TRS. In addition, this model possesses easy interpretations compared to the existing competitors. Capture attempts (or lists) in the census undercoverage study are commonly time-ordered (Zaslavsky and Wolfgang, 1993) .
These attempts are organized within a short span of time so that the basic assumption of the closed population (See Section 2) holds. As discussed before, individual heterogeneity in capture probability is contained by suitable post-stratification of the target population. However, in time-ordered scenarios, capture probabilities may vary across the individuals depending on the capture statuses in the previous attempts. This type of heterogeneity associated with behavioral response variation results only due to the list-dependence . In this context, several ecological models has been proposed in the literature under the assumption of 'time-variation' (Chao et al., 2000; Griffin, 2014) . On the other hand, some studies (e.g. epidemiological surveillance) commonly involve capture attempts, which are not according to an ordered sequence with time or the order may vary across individuals. In such cases, any model involving behavioral response variation or any estimator depending on the time-ordered list has limited use in practice . Therefore, we propose two sub-models from TBM in this paper for accounting these two aforementioned scenarios. Moreover, based on extensive simulation study, we demonstrate that our proposed models and associated estimates exhibit superiority in terms of relative root mean square (RRMSE) over the existing models in the literature. We first describe the Triple Record System and related existing models and their limitations in Section 2 and 3, respectively. In Section 4, we propose TBM and discuss associated estimation methodology. The proposed method is illustrated with the analysis of real datasets in Section 5. In Section 6, we compare the performance of the proposed estimators with the existing competitors. Finally, we end with some concluding remarks in Section 7.
Triple Record System
Let us consider a population U of unknown size N where three attempts are organized to enumerate all individuals in the population. Now, we consider two basic assumptions: (I ) population is closed during the time of enlisting people by the three capture attempts, (II ) individuals are homogeneous with respect to their capture probabilities in each of the three attempts. Therefore, by matching the individuals enlisted in the three different surveys, the available data is presented in a incomplete 2 3 table (see Table 1 ). Let us denote the capture status of an individual in the first, second and third lists by i, j and k, respectively. The dummy variables i, j and k take value 1 for a capture and 0 otherwise. The total number of individuals having a particular capture status, say (i, j, k), is denoted by x ijk , and the associated cell probability is denoted by p ijk (see Table 1 ). Note that the unknown number of individuals, not captured by any source, denoted by x 000 , makes the population size N (= x ··· ) unknown. In
Existing Models & Estimates
As discussed before, M t model assumes the causal independence among the lists for estimation of N. However, the causal independence assumption among the available lists is criticized in the context of public health and census coverage study (see Chao et al., 2001; Zaslavsky and Wolfgang, 1993) . The major concern is that an individual's capture status in the first attempt may affect its capture status in the subsequent attempts leading to positive or negative dependence among the lists. In the following subsections, we will briefly discuss M tb model and some relevant log-linear models in this context.
Time-Behavioral Response Variation Model: M tb
It is often observed in MRS that an individual's behavior changes with the time of subsequent recapture attempts after the initial attempt. An individual who is captured by the first attempt may have more (or less) chance to be included in the second attempt than the individual who has not been captured by the first attempt. This change is known as behavioral response variation (Otis et al., 1978; Chatterjee and Mukherjee, 2016b) . When this behavioral response variation is considered along with the assumption of time variation in capture probabilities, one would have a model known as M tb model (Wolter, 1986) . However, the model parameters are not estimable as well as identifiable in DRS under any circumstances. To obtain an estimate of N, three or more capture attempts under suitable assumptions are needed. Now we briefly discuss the parameterization and associated likelihood of M tb model in TRS.
Let us denote the first-time capture probability of any individual in the l-th list by f l for l = 1, 2, 3, whereas the recapture probability is denoted by c l for l = 2, 3. Further, u l and m l denote, respectively, the number of first-time captured and recaptured individuals in the l-th list. In this case, the minimal sufficient statistic (u 1 = x 1·· , u 2 = x 01· , u 3 = x 001 , m 2 = x 11· , m 3 = x 101 +x 011 +x 111 ) fails to estimate the M tb model comprising six parameters including N. In order to overcome this difficulty, recapture probabilities and first-capture probabilities are assumed to be related by a constant proportional parameter, i.e., c l /f l = φ, for l = 2, 3.
For details about the estimability issues associated with this model, readers are referred to Chao et al. (2000) . The model along with this assumption will be called M tb model hereafter.
Letting f = (f 1 , f 2 , f 3 ), the likelihood function under the above assumption is given by Table 1 ). Hence, it looses efficiency in order to estimate N under the existence of various dependence structures among three capture attempts (see RRMSEs in Tables 5 and 6 ). In addition to that, the assumption of 'constant proportional parameter' (i.e.,
is not justified in the existing literature for human population.
Log-linear Models
Fienberg (1972b) discussed log-linear models for estimation of the population size N incorporating dependence among the capture attempts using interaction effects. Here, we briefly describe the relevant log-linear models (LLMs) for TRS. Let m ijk be the expected number of individuals corresponding to the (i, j, k)th cell in Table 1 . The general log-linear model under TRS is given by
where
The parameters u l , u ll ′ and u 123 denote the main effects, pairwise interaction effects and the second order interaction effect for l = 1, 2, 3, and l ′ = 1, 2, 3. In the log-linear model under capture-recapture setting, observation x ijk is assumed to be a realization of independent Poisson random variate with expectation m ijk for all (i, j, k)th cells, except the (0, 0, 0)th cell. See Fienberg (1972a,b) and International Working Group for Disease Monitoring and Forecasting (1995) for more details.
Under the assumption u 123 = 0 (i.e., no second order interaction in (1)), we refer the reduced log-linear model as LLM-1, and the associated MLE for m 000 is given bŷ
This is equivalent to the estimator proposed by Zaslavsky and Wolfgang (1993, p. 285) with
In a series of time-ordered capture attempts (i.e. when the counting surveys are organized in an ordered sequence w.r.t time), often it becomes reasonable to assume that first order interaction effect between List-1 and List-2 (u 12 ) and the same between List-2 and List-3 (u 23 ) may have significant impact while the interaction between first and third lists (u 13 ) is null, in addition to the primary assumption of u 123 = 0. Under these assumptions, the model (1) reduces to
and we refer to the log-linear model in (2) as LLM-2. The MLE of m 000 under this model is given bym
Finally, estimates of N are given byN
000 under LLM-1 and LLM-2, respectively. For details on the derivation of estimates and their respective asymptotic variance under LLM-1 and LLM-2, readers are suggested to refer Fienberg (1972b) .
Proposed Model and Estimation
In this section, we first introduce a Trivariate Bernoulli model (TBM), which is an extension of the Bivariate Bernoulli model (BBM) proposed by Chatterjee and Bhuyan (2017) for modeling of the capture-recapture data in DRS. TBM will be used to incorporate the inherent dependency between capture and recapture attempts in the TRS and provide interesting interpretation of the associated model parameters.
Trivariate Bernoulli Model (TBM)
As discussed before, three lists are prepared for estimation of the population size under TRS.
It is quite natural that some individuals behave independently over the three different capture attempts and behavioral dependence may exist for the rest of the population. Let us denote α 1 , α 2 , and α 3 be the proportion of individuals in the population for whom pair-wise dependencies between the Lists (1 and 2), (2 and 3) and (1 and 3) exist, respectively. We also consider that the second-order dependency among the List 1, List 2 and List 3 exist for α 4 proportion of individuals. Therefore, the remaining (1-α) proportion of individuals, where α = 4 s=1 α s , behave independently over the three capture attempts. In order to capture these different dependency structures, we define a triplet (X * 1h , X * 2h , X * 3h ), which represents the latent capture statuses of the h-th individual in the first, second and third attempts, respectively, for h = 1, 2, . . . , N. The latent capture status X * lh takes value 1 or 0, denoting the presence or absence of the h-th individual in the l-th list, for l = 1, 2, 3. Under this setup, for α 1 proportion of individuals, the value of X * 2h is same as that of X * 1h (i.e. X * 2h = X * 1h ). Similarly, X * 3h = X * 2h for α 2 proportion of individuals, X * 3h = X * 1h for α 3 proportion of individuals, and X * 3h = X * 2h = X * 1h for α 4 proportion of individuals. Now, let us denote Y h , Z h , and W h as the List 1, List 2 and List 3 inclusion statuses of the h-th individual, respectively, for h = 1, 2, . . . , N. Note that (Y h , Z h , W h ) is the manifestation of the latent capture statuses (X * 1h , X * 2h , X * 3h ) for the h-th individual. Therefore, we can formally write the interdependence among the three lists as:
where X * 1h 's, X * 2h 's and X * 3h 's are independently distributed Bernoulli random variables with parameters p 1 , p 2 and p 3 , respectively, for all h = 1, . . . , N. Note that p l refers to the capture probability of a causally independent individual in the l-th list. We call this model, given in equation (3), as Trivariate Bernoulli model (TBM). This model accounts various positive list-dependence among the capture statuses in List 1, List 2 and List 3. We define various submodels of TBM by setting some interaction effects (i.e. α i s) equal to zero. By construction, it is clear that the parameters of TBM possess easy interpretations with practical significance in contrast to the existing models discussed in Section 3.
A natural time ordering in the capture attempts is commonly found in various official statistical surveys. For time-ordered capture attempts, it is unlikely that the status in third list depends on the first list, while independent to the second list. So, one may assume α 3 = 0, which implies pairwise dependence between first and third lists is absent. For example, in census coverage evaluation study, a third source of information, known as Administrative List Supplement (ALS), prepared prior to census operation, is often used for improving Post Enumeration Survey (PES) coverage (Zaslavsky and Wolfgang, 1993; Wolfgang, 1990) . We recall the model (3) with the assumption α 3 = 0 and refer as TBM-1. Now, we denote Prob(Y = y, Z = z, W = w) by p yzw for y, z, w = {0, 1}. The corresponding marginal probabilities, denoted by p Y , p Z and p W , are given by
Derivation of the aforementioned marginal probabilities associated with TBM-1 are provided in the Appendix. Note that p Y , p Z and p W represents the inclusion probability in List 1, List 2 and List 3, respectively.
In the context of epidemiology or public health, generally the capture attempts are not timeordered ). However, the capture attempts are supposed to be inter-dependent among themselves Ruche et al., 2013) and hence, the dependence between first and third lists may be present, unlike the situation modelled by TBM-1. One can adequately model such a situation by considering α 4 = 0 in (3) and we refer to the resulting model as TBM-2. Assumption of α 4 = 0 implies second order interaction among three lists is absent. Therefore, marginal probabilities associated with this model are given by
Derivation for finding the aforementioned marginal probabilities associated with TBM-2, are presented in the Appendix.
As discussed, the proposed model, given by (3), accounts various positive list-dependence among the capture statuses in Lists 1, 2 and 3. Interestingly, one can easily obtain the M t model as a special case and modify the proposed model to incorporate negative dependence.
Remark 1. The TBM, given by (3), reduces to the M t model (i.e. there is no case of causal dependency) when α s = 0, for all s = 1, . . . , 4.
Remark 2. One can redefine the proposed TBM-1 model in order to incorporate negative dependency, useful for time-ordered capture attempts, as
with prob. 1 − β,
where X * 1h 's, X * 2h 's and X * 3h 's are defined as in (3) and β = β 1 + β 2 . On the contrary, when three attempts are not necessarily time-ordered, TBM-2 can be redefined for the same purpose as follows:
) with prob. β 3 , where β = β 1 + β 2 + β 3 .
Estimation
A classical approach for estimating N in the context of CMR, or equivalently MRS, is based on likelihood theory, where the data (i.e. all observed cell counts in Table 1 ) follow a multinomial distribution with index parameter N and the associated cell probabilities {p ijk : i, j, k = 0, 1; i = j = k = 0} (Sanathanan, 1972) . Note that the proposed TBM-1 is characterized by the parameter vector Θ 1 = (N, α 1 , α 2 , α 4 , p 1 , p 2 , p 3 ). Therefore, using the relations between the cell probabilities {p ijk } and (α 1 , α 2 , α 4 , p 1 , p 2 , p 3 ), as provided in the Appendix, the likelihood
However, explicit solution for MLE of Θ 1 is not possible as the likelihood L(Θ 1 ) is mathematically intractable. One can use the Newton-Raphson method to maximize the log-likelihood for estimation of Θ 1 , considering N as continuous parameters. Alternatively, any standard software package equipped for optimization purpose (e.g., optim in the package R) can be used.
Note that the log-likelihood function involves log(N!), which may create computational difficulty for large values of N. In order to avoid such issues we approximate log(N!) as NlogN −N (Wells, 1986) . Alternatively, one can also use the R command 'lgamma(N+1)'.
Similarly, the likelihood function of Θ 2 = (N, α 1 , α 2 , α 3 , p 1 , p 2 , p 3 ) under TBM-2 is given by
Here also, the explicit solution for MLE of Θ 2 is not possible and hence, any of the optimization methods, discussed earlier in case of MLE for Θ 1 , can be applied. Under some regularity conditions, consistency and asymptotic normality of the MLE of N and the associated model parameters hold (Sanathanan, 1972) . One can also find the asymptotic variance of the estimated population sizeN using the observed Fisher information matrix.
Real Data Examples
Application of TRS are commonly found in the domain of public health and population studies. In this section, we consider one data set from each of these aforementioned application areas. Both the datasets on Malaria incidence and census coverage study, do not show any considerable presence of heterogeneity in capture probabilities across individuals in each capture attempt (Van Hest et al., 2002; Zaslavsky and Wolfgang, 1993) . Hence, we apply the proposed models TBM-1 and TBM-2 (see Section 4.1) as well as the existing competitors M tb and loglinear models (see Sections 3.1-3.2) to the data sets for estimation of the size of respective populations based on the maximum likelihood method. As discussed in the previous Section, the optim package in R software is used for finding the MLEs of the parameters associated with TBM-1 and TBM-2. We also observe similar results using the Newton-Raphson method for the same purpose. For estimation based on model M tb , we present the results of unconditional MLE (i.e. UMLE), since it performs better than other two likelihood based estimation discussed in (Chao et al., 2000) .
Example I: Malaria Incidence in Netherlands
We first analyze Malaria incidence data from Netherlands in 1996 (Van Hest et al., 2002) , which is presented in the top panel of Table 2 . This data was collected based on capturerecapture technique by three incomplete and partially overlapping malaria registers: (i) Notification office, (ii) Hospital admission registration, and (iii) Laboratory survey. Usually, in the study on infectious disease, different registration systems (e.g., notification registrar, laboratory and hospital) function in cooperation with one another, which resulted in positive dependence among the capture attempts (Van Hest, 2007) . Previously, Van Hest et al. (2002) analyzed this data using LLM-2. So, we analyze this interdependence and estimate the population size applying the proposed TBM-1 and TBM-2 along with other existing models discussed in Section 3. Findings from our analysis including relative asymptotic standard error (RASE), asymptotic confidence interval (ACI) of the estimates are presented in the top panel of Table   3 . For the purpose of model selection, we also present AIC values (along with the deviance and number of free parameters) and find that TBM-1 and TBM-2 fits the data better compared to the existing competitors. It is seen that TBM-1 has slight edge over TBM-2 with respect to AIC and RASE. Under TBM-1, estimates of the dependence parameters α i s indicate 29% ascertainment of the total Malaria incidences are causally dependent, whereas only 5% of the total Malaria affected patients exhibit perfect positive association among the three lists.
Example II: Census Coverage Study on Urban Adult Black Males
Now we consider a TRS data set from a census coverage study 1990 on the population of urban adult black males in United States (Zaslavsky and Wolfgang, 1993) , (see the bottom panel of Table 2 ). This population was believed to be among the most under counted by the census and the most underestimated by the M t model based on census and post enumeration survey (PES), due to correlation bias (Fay et al., 1988; Chatterjee and Mukherjee, 2016a) . As discussed in Section 1, inclusion of an additional source comprising census and PES with the original DRS might be helpful in order to reduce the bias in the estimate. Hence, Administrative
List Supplement (ALS), as a third source, plays a vital role to assess the possible positive dependence between census and PES and to obtain estimate of the population size more efficiently. Here we consider two sub-populations of urban adult black males (i ) Renters (R2) with age interval 20-29 years and (ii ) Renters (R3) with age interval 30-44 years in stratum 11. See Zaslavsky and Wolfgang (1993) for detailed data description and associated analysis based on LLM-1. Results of our analysis are presented in the bottom panel of Table 3 . For both the sub-populations R2 and R3, the AIC values for TBM-1 and TBM-2 are much smaller compared to the existing competitors. However, TBM-1 fits the data better compared to TBM-2 for both the sub-populations R2 and R3. Interestingly, the estimate of the population size under TBM-2 is smaller and all other estimates are larger compared to that of under TBM-1 for both the sub-populations. A similar pattern has been observed in our simulation study when the data is generated from TBM-1 with moderately large population size (see top panel of Table 5 ). From the estimates of dependence parameters α i 's, one can infer that 56%
and 79% individuals in the sub-population R2 and R3, respectively, are causally dependent.
We also find that 21% and 23% individuals, in R2 and R3, respectively, possess perfect positive association among the three lists. 6 Simulation Study
In this section, we perform extensive simulation study for comparing the performances of the proposed estimators based on TBM models (Section 4) with the existing competitors discussed in Section 3. First, we consider 5 different choices of parameter values P1-P5 (see upper panel of Table 4 ) and P6-P10 (see lower panel of Table 4 ), under each of the two simulation models TBM-1 and TBM-2, respectively, for N = 400, 1000. The expected numbers of distinct captured individuals given the population size, denoted by E [x 0 |N], are also presented in the last two columns of Table 4 for each of the simulation models. Note that M tb and loglinear models are not suitable for generating a TRS data structure (incomplete 2 3 table) as presented in Table 1 . To compute the average estimate (N), relative root mean square error (RRMSE), and 95% confidence interval (CI) of N, we first draw a sample from the proposed model (TBM-1 or TBM-2) using the genesis provided in (3), and present the data in the form of Table 1. Each competitive model is then fitted to the simulated data to obtain an estimate of the population size N. This process is repeated 5000 times. Based on these 5000 estimates, we compute the average estimate (N ), and RRMSE of N for each of the competitive models.
We also find the 2.5th and the 97.5th percentiles by ordering these replicated estimates to construct a 95% confidence interval of N. Here also, we used optim package in R software for finding MLEs of the model parameters, and the results are similar to the Newton-Raphson method. The findings are summarized below.
As expected, the estimator derived from the true model performs best in terms of bias and RRMSE. Interestingly, TBM-2 outperforms all the existing competitors (LLM-1, LLM-2 and M tb ), when the data is generated from TBM-1. However, TBM-2 underestimates and the log-linear models overestimate the population size for all choices of parameters values under TBM-1. On the contrary, no such pattern is observed when the data is generated from TBM-2. Further from Tables 5 and 6 , it is also observed that RRMSE values decrease when true population size N increases from 400 to 1000 in case of all simulated populations under both TBM-1 and TBM-2. It is also observed from the analysis that our proposed models produce 95% confidence intervals for N with shortest length than that of other competitive models in the study. Specifically for populations simulated from TBM-1, log-linear models produce confidence intervals with very wide length (most of the estimated confidence interval length are more than 500).
Concluding Remarks
In this article, we address the issue of population size estimation incorporating the possible dependence among the capture and recapture attempts under TRS. For this purpose, we International Working Group for Disease Monitoring and Forecasting (1995) presented a nice overview of the log-linear models for accounting dependency among the lists with heterogeneity in the capture probabilities. It will be an interesting problem to model such data using TBM and develop associated estimation methodology. It would also be interesting to develop test procedures for significance of two-factor and three-factor interactions among the different capture attempts in TRS and this may be a worthwhile topic for future research. Further, one can easily extend the proposed models for MRS. 
