We extend all previous results of our [Sm4], [Sm5] to the case of general (non-diagonal coefficents) Quasilinear First Order Hyperbolic Systems, in slab domains with an odd number of Spacial Dimensions greater than or equal to three, prove a comparision Principle for viscosity sub and super solutions of such general systems, and apply our results to the Cauchy Problem for the Einstein Field Equations.
Introduction
In our previous two papers [Sm4] , [Sm5] , we started the theory of viscosity solutions of first order symmetric Quasi-linear Hyperbolic Systems. However, in order to prove a comparison principle for sub and super solution by parabolic regularization we were forced to assume that our coefficents were diagonal matrices. Parabolic Regularization cannot improve this, as was shown in [CCS] .
However, in this paper, we give a comparison principle for general first order symmetric Quasi-linear Hyperbolic Systems with coefficents that do not have to be diagonal, and we prove it by an essentially hyperbolic method. Thus, all the results of our previous papers [Sm4] , [Sm5] ,mutis mutandis, are valid in the general case.
By way of application, we show that our methods provide a proof of Existence of unique C 1 viscosity ( and C 1 distributional) solutions-which exist for all time-( if the initial data satisfies a barrier condition) for the Einstein Field Equations. This is a completely new approach to the problem and and will yield new and stable numerical methods for Einstein's equations, a problem of some importance in numerical relativity.
Remark 1. Note, this notion of * −admissible is far weaker than the corresponding definition of admissible in definitions 1,2,3, of section 2 of [Sm4] Definition 3. (Compare Definition 4 Part I of [Sm4] .) Let B : R N → R N be C ∞ . We say that u : D T → R N satisfies a * −admissible first order Quasilinear Symmetric Hyperbolic System 
x) = 0, with A 0 , A i , f evaluated at this u * − admissible as defined in Definition 1, and Definition 2.
Definition 4. Suppose that in Definition 3, u is just upper(lower) semicontinuous, then L is * − admissible at u (in D T ) iff:For each (t, x) in D 0 T , there exists a positive σ 0 (t, x, u) and there exists a positive γ 0 (t, x, u) such that, for each σ (t, x, u) with 0 < σ(t, x, u) < σ 0 (t, x, u) and each γ(t, x, u) with 0 < γ(t, x, u) < γ 0 (t, x, u), we have : L ((u ,γ(t,x,u) ) ,σ (t,x,u) ) (L ((u ,γ(t,x,u) ) ,σ (t,x,u) )) is * − admissible.
Definition 5. Let S ∈ C 0 (D 0 T , R N ). If ,for all u ∈ S L(u) satisfies 4, we say that L is * − admissible for S.
0 cutoff function which is equal to one in a large neighborhood of ω.
We say that L ω is * − admissible for ω iff L ω is * − admissible. In particular, this requires that A 0 (ω) is positive definite.
A Comparison Theorem for Symmetric Linear First Order Systems
In this section, we prove a comparison theorem for C 2 super and subsolutions of two linear systems, associated to our Quasilinear system by freezing coefficents. In the next section, we extend this result to a comparison theorem for semicontinuous viscosity sub and supersolutions of our original system. Theorem 1. Let 0 < T < ∞ Let L be as defined in Section 2. ,and let ω 1 , ω 2 ∈ D 0 T . Let u 0 ∈ C 0 (R n , R N ) ∩ H 1 (R n , R N ). Let u 1 , u 2 ∈ C 2 (D T , R N ) ∩ H 1 (D T , R N ) with u 1 (0, x) = u 2 (0, x) = u 0 (x). Let L ω1 (u 1 ) ≥ 0 and L ω2 (u 2 ) ≤ 0 in D T . Let L ω1 and L ω2 be * − admissible for ω 1 , ω 2 ( in particular, A 0 (ω i ) is positive definite in D T i = 1, 2). THEN: u 1 ≥ u 2 in D T .
Singular Hyperbolic-Hyperbolic Perturbation
We show that C 2 solutions of the frozen first order system are approximated a.e pointwise in D T by solutions of an extended Cauchy problem ( with matching First order Cauchy data) for a second order hyperbolic system that is a natural singular perturbation of our system. Definition 7. Let u ∈ L 2 (0, T, H 1 (R n , R N ) Let w ∈ L 2 (0, T, H 1 (R n , R N ) Let α : = n k=1 ∂ k u i • ∂ k w , where • is the standard Euclidean Inner Product in R n . Theorem 2. Let ω ∈ D 0 T . Let ω ∈ C 2 (D T , R N ). Let A 0 (ω) be positive definite in D T . let g(t, x) ∈ H 1 2 (D T , R N ). Letũ ω be the unique solution in D T (0 < T 0 ≤ T ) of
(2)ũ ω (0, x) = u 0 (x)
,where u 0 (x) ∈ H 1 (R n , R N ) Let u 1 ∈ L 2 (R n , R N ). Let:
(a) For each ǫ > 0, there exists a unique solution u ǫ ω to :
where, [•] ,ǫ is the convolution smoothing of its argument with smoothing parameter ǫ of [Ev] Proof: (a): This is a Cauchy Problem for a semilinear hyperbolic system with Lipshitz nonlinearity.Thus (a) is standard, using Galerkin's method [Ta3] page . Alternatively, (a) also follows from the Energy Estimates ( proved in the scalar case) and fixed point argument of the proof of theorem 6.1 pages 63-64 [SS]. This argument holds in our case mutis mutandis. Either method also gives standard regularity estimates, in terms of the initial data. In the rest of this proof, for simplicity of notation, we the surpress the subscript ω, thus instead of u ǫm ω , u ǫ ω ,ũ ω , L ǫ ω we write u ǫm , u ǫ ,ũ, L ǫ ect. In particular, we write A α instead of A α (ω). (b) We do this in two parts. The harder part is to obtain ǫ independent estimates, from above, for ǫ u ǫ t L 2 (DT ,R N ) . Once these are obtained, will we obtain spacial derivative estimates in L 2 (0, T, H 1 (R n , D T )) by the same method used in [Ev] pages 404-406 for parabolic regularization. We model our estimates on ǫ u ǫ t L 2 (DT ,R N ) on the (scalar case) proof of [MM] used to prove theorem 2.1.3. page 147 of [MM] . Note that her K 1 (f, u 0 , u 1 , ǫ) line -6 page 145 depends only on positive powers of ǫ. Her clever method goes through for our system with two small modifications. Recall that A 0 and A α are constant in our case. First, on page 147 line -9 of [MM] we replace
wherẽ C 1 ,C 2 > 1 are constants chosen in the proof given in Appendix C for Lemma 1 just below. Second, we need a matrix and vector version of her inequality (1.5) page 140 [MM] . We use:
( Here B k ,in her notation,is our A k , k = 1, 2, 3. and
. The Proof of Lemma 1 is given in Appendix C. We give a justification for why we need this inequality in Appendix D. The Proof is elementary, essentially using the C.B.S. inequality on the [
With these two small modifications, her proof goes through to provide a uniform estimate on ǫ u ǫ t L 2 (DT ,R N ) . Next, to estimate the spacial norms, we follow the estimates of Theorem 2 page 405 [Ev] . In his (18), we must add the term (in his notation) −ǫu tt to his term f − B j u ǫ xj + ǫ△u ǫ and note that this introduces the extra term ǫ(u ǫ t , u ǫ t ) to the right hand side which is bounded by our previous argument, independently of ǫ. Then, Evans' argument gives uniform bounds for u ǫ independently of ǫ.
To obtain, from Evans page 406 (22) to (23); uniform bounds on spacial weak derivatives of u ǫ , we need a uniform bound on ǫ 1/2 u xit ( L 2 (DT ,R N ) .This follows from the same argument as Theorem 2.1.1 of page 145 [MM] , which has the same estimate. Note, once again, that K 1 (f, u 0 , u 1 , ǫ) on line -6 depends only on positive powers of ǫ.
In [MM] her proof is based on the proof of theorem 2.1 page 4 of [GM] . Similarly to our above argument, we replace their v = u ǫ on line -10 page 4 of [GM] by v = C 1 u ǫ . and their v = a −1 u ′ ǫ on line 1 page 5 of [GM] by
Again using our Lemma 1 to control the quadradic form analogous to Φ on page 5 line -2 of [GM] , we obtain our bound,uniform in ǫ on ǫ 1/2 u xt L 2 (DT ,R N ) . Thus, [Ev] page 404 line 6 to page 404 line 17 gives the required bounds (independent of ǫ) on the spacial L 2 norms of u ǫ . Now, standard Rellich Compactness and Hilbert Space duality give (b1), (b2) except with some limitû and not yetũ. Butũ is a solution of eq (1) with data eq (2), with ∂ũ ∂x α replaced by ∂û ∂x α . However, this Cauchy Problem has a unique solution and henceũ =û.
(b3) is a standard fact of real analysis: see problem 9 page 292 [KF]. QED
A Comparison Theorem for the Singular Perturbation
Theorem 3. Let n ≥ 3 and let n be odd.
Then, there exists some T 0 > 0 with T 0 depending only on u 1 , u 2 and the coef-
We define some initial data expressions.
Definition 8. Let n = 3.
ν is the conormal derivative (derivative normal to the surface of the Minkowski light cone at its base -see Remark 3 page 697 of [Sm1])
Remark 2. Note that with the initial conditions of Theorem 3 above, we have I τ (u ǫ 1 , u ǫ 2 ) = 0. Proof of Theorem 3: (To make it convenient to compare with the related proof of theorem 2 page 636 of [Sm2] we change notation by defining v ǫ := u ǫ 1 and u ǫ := u ǫ 2 .) Let n = 3.We now have the fundamental integral identity of Corollary 14 page 701 [Sm1] applied to u ǫ 1 − u ǫ 2 , which in each component j = 1, 2 . . . N of this vector. We abuse notation below by NOT explicitly denoting that the formulae are to be taken componentwise for each vector function in R N .
Thus:
For Odd n =: 2β + 1 > 3, we have essentially the same formula, which holds again for each vector component, See formula (25) page 640 of [Sm2] . The only difference from eq (11) is that we add:
The important point is that this term vanishes if u ǫ 1 and u ǫ 2 have the same Cauchy data. Thus, the proof for such n is the same as the proof for n = 3,and so in the remander of the proof a.n.o.g. we assume that n = 3.
(16) (ǫv j (τ, 0, 0, 0) − ǫu j (τ, 0, 0, 0))meas(S 2 ) ≥ I(v ǫ , u ǫ )) j + (17)
Let f : R → R be a monotone increasing Lipshitz function.
(20) (ǫv j (τ, 0, 0, 0) − ǫu j (τ, 0, 0, 0))meas(S 2 ) ≥ (21)
Note that y(τ ) ≤ 0. Note, by assumption, that I(v ǫ , u ǫ ) ≥ 0.
Let:
y(τ = 0) = dy dτ = 0
We replace the first term in eq (24) with c 2 y(τ ) and obtain:
Let ω 2 = meas(S 2 ). We now use the argument of theorem 5 page 139 of [BB] to estimate y from below. Their proof and Theorem 5 still hold if in (a),(b) page 139 [BB], the zero on the right hand sides is replaced by any function H(t) integrable up to finite time . For us,
j meas(S 2 ) For us, p(t) = 0 and q(t) = c 2 1 and u(0) = u ′ (0) = 0. Thus we have: (solving the comparison differential equation)
Note that this is negative, since by assumption
Consider K 0,t0 ⊆ K 0,τ and note that Base (K ( 0,t 0 ) ⊆ Base(K 0 , τ ) . We apply the previous estimate of y(τ ) from below, with τ replaced byt 0 and we obtain:
However, µ τ is negative, so that this is a contradiction. Thus, there exists T 0 , with 0 < T 0 < T , such that , for 0 ≤ t < T 0 , we have: , u j ≤ v j ( and since j was arbitrary in {1, 2, . . . , N } ) this holds for all j. Hence, if 0 ≤ t < T 0 we have u ≤ v.
To extend this result for larger time, note that in I(u, v) we have two terms: I 1 and I 2 . We iterate the above proof with t = T 0 as the initial time, choosing u ǫ . This ensures that I 1 ≥ 0 and I 2 = 0 at t = T 0 . Then, the conclusion holds up to a larger T 1 ( with non-degenerating bounds on T 2 − T 1 depending only on u 1 = v and u 2 = u. We iterate this argument for T j ↑ ∞. Thus u ≤ v for all t ∈ [0, ∞) QED 5.1. Proof of Theorem 1. We now prove Theorem 1. Proof: Let ǫ > 0. Apply Theorem 2 with ω = ω 1 , g(t, x) = L ω1 (u 1 ) and with ω = ω 2 , g(t, x) = L ω2 (u 2 ) to obtain u ǫ 1 and u ǫ 2 satisfying the conclusions of Theorem 2. Apply Theorem 3 to u ǫ 1 and u ǫ 2 to obtain that u ǫ 1 ≥ u ǫ 2 Note that the bound of eq (19) in the proof of Theorem 3 obtains universally for all small enough ǫ > 0 because the sequences {u ǫ 1 } and {u ǫ 2 } converge weakly in H 1 2 (D T , R N ) and hence are L 2 (D T , R N ) bounded. Thus:
. pointwise, and u ǫ 1 → u 1 a.e. pointwise. Hence, a.e. we have u 1 ≥ u 2 . But, u 1 and u 2 are continuous inD T . Hence, u 1 ≥ u 2 inD T . QED
A Comparison Principle for Semicontinuous Viscosity Sub and Super Solutions
We now prove a version of Theorem 1 in the semicontinuous setting.
Remark 3. In [Sm4] , [Sm5] we had A 0 = I. In the setting of the current paper, we need to add a condition to the definition of viscosity sub and supersolution used there to ensure that A 0 is positive definite. Thus, in Definition 18 of [Sm4] we add:
. Let t = 0 be space-like for u 1 and u 2 . Let L be * − admissible for u 1 and u 2 . Then, u 1 ≥ u 2 in D T , where T > 0 can be infinite.
Proof: This follows directly from Theorem 23 [Sm4] with Theorem 1 ( of the current paper) replacing Theorem 22 [Sm4] , and Theorem 18 of Appendix E and Theorem 19 of Appendix F replacing approximation theorems 15 and 20 of [Sm5] QED
We now wish to extend Theorem 1 ( the main result) of [Sm5] . To do this, we need to add one condition to the hypothesis of Theorem 1 [Sm5] .
T ). If this requirement holds, we say that L satisfies the Positivity Hypothesis
Theorem 5. Under the hypothesis of Theorem 1 of [Sm5] , but with L as in our current paper; let L satisfy the Positivity hypothesis with respect to {D T , u # , v # }. Then, Theorem 1 of [Sm5] obtains.
Proof: We just need to use the comparison principle of Theorem 4 above, and the above additional hypothesis ensures that it holds for all functions considered in the Perron Process. QED Remark 4. Thus, all results of [Sm4] and [Sm5] hold (mutis mutandis) for first order Quasi-linear Symmetric Hyperbolic Systems as defined here in Section 1.
As a Corollary, of Theorem 4 above, we have uniqueness for continuous viscosity solutions of the Cauchy Problem.
Proof: Note that u 1 , u 2 are both viscosity super and subsolutions with the same Cauchy data. Thus, Theorem 1 implies that u 1 ≥ u 2 and u 2 ≥ u 1 QED
Modified Viscosity Solutions
In our study in later sections of the Reduced Einstein Equations , we will find it necessary to exchange certain limits and integrals . In order to do this, we need to slightly change our definitions of viscosity solutions and viscosity sub(supersolutions) to a definition of the same type as we used in [Sm1] , [Sm2] , [Sm3] . All previous results of this current paper and of [Sm4] , [Sm5] obtain-with exactly the same proofs.
Remark 5. Below, we use expressions such as:
that denote non-deleted limits with respect to the X and Y . That is: in the definition of the above limits , we use open balls about X, but we do not use deleted open balls about X. Thus, X can equal Y . For details on this this, and its use in the study of semicontinuous functions see [HW] pages 219-223 Definition 2.2, and also [Sm1] [Sm2] .
Definition 10. Let v : D T → R N be uppersemicontinuous with bounded jump, and let u : D T → R N be lower semicontinuous with bounded jump. Let L : D T → R N be as above. We define the operators £ − and £ + . with £ ± :
Here, as explained previously, the limits are non-deleted limits.
and let u be lowersemicontinuous with bounded jump. If £ − (u)(X) ≤ 0, and L is * -admissible for u at X, we say that u is a P-viscosity subsolution of L at X.
Definition 13. If u is a P-viscosity subsolution for all X ∈ D T we say that u is a P-viscosity subsolution of L in D T .
Definition 15. If w is continuous and w is a P-viscosity subsolution and a Pviscosity supersolution at X ∈ D T , we say that w is a P-viscosity solution of L at X.
Similarly, the same equivalences are true for (e) in [Sm4] .
Theorem 7. P-viscosity solution and viscosity solution are equivalent concepts.
Proof: Use the same argument (mutis mutandis) as that of Remark 18 in [Sm3] , which is the same sort of equivalence, and note that: [Sm4] , [Sm5] are true for P-viscosity sub and super solution and P-solutions of L.
Proof: Our proofs in [Sm4] , [Sm5] were carefully constructed to make this true. We make use of the non-deleted limits here, so that when we have e.g.
. Let L satisfy the positivity condition with respect to u # and v # Then, there exists a continuous viscosity solution
Proof: Obvious, from the above existence and uniqueness results of this section. QED i
The Reduced Einstein Equations
Here, we follow [MF] pages 313 and 314. Let n=3. Let g µν be a symmetric matrix function on R 4 with real co-efficents and with Lorentz signature. we define:
to be a fifty element column vector i.e. N = 50 Here, 0 ≤ µ, ν ≤ 3 and 1 ≤ i ≤ 3. We consider the system:
where H µν (g µν , g µνi , k µν ) is a polynomial in g µνi and k µν and, H µν is rational in g µν with denominator det(g µν ) = 0.
Remark 8. This is a slight change of notation from [MF] where our g µνi is denoted (poetically) by g µν,i . As on pages 314-315 of [MF] , we see that this system can be written in the form: (If g µν has Lorentz signature)
symmetric, with A 0 positive definite, and with A 0 , A i depending only on blocks of the form g µν I 10 and I 10 , where I 10 is the 10 × 10 identity matrix. We note that B is of the form
Definition 17. We call the above system, in either form, the Reduced Einstein System or RES.
Theorem 9. Under the conditions of Corollary 1 , the Cauchy problem for the RES has a unique continuous viscosity (equivalently P-viscosity) solution in D T .
Proof: The RES is a * -admissible first order symmetric hyperbolic system. Apply Corollary 1. QED Our next goal is to that, in fact,
Remark 9. In the standard Sobolev setting [MF] page 313, MF claim that the above equivalence is true, however, they have an error of circular logic. In our setting we also need a proof of this equivalence that works with our merely continuous g µνi .
To do this, we augment the RES by equations (63), (64), in such a way that we still have an equivalent Symmetric Hyperbolic System, and use Corollary 1 to show that the Cauchy Problem for this system has a unique continuous viscosity solution. We then replace the Poincare Lemma used in [MF] page 313 by a Poincare Lemma for distribution valued 1-forms and use our continuity of g µνi and some distribution-Sobolev theory to show that g µν is in C 1 (D T ).
We define the augmented system:
Definition 18. Let A 0 ,A i be the matrices in [MF] page 314. We define the Augmented 60 × 60 matrices:
,where D 10 i is the 10 × 10 matrix that is zero everywhere except for a one in the i, i component.
Note, thatÃ 0 is positive definite and symmetric ,and thatÃ i is symmetric.
,where b 10 (ũ) is a 1 × 10 column vector chosen such that the extended system:
(65)Ã 0 ∂ũ ∂t =Ã j ∂ũ ∂x j +B(ũ) is equivalent to the Reduced Einstein System ([MF] page 315) extended with eqs (63,64) Here, b 10 (ũ) has terms ∂gµν ∂t replaced by k µν . We call the system given by eq(65) the Augmented Reduced Einstein System (ARES).
Theorem 10. Under the conditions of Corollary 1, the Cauchy Problem for the ARES has a unique continuous viscosity solution in D T .
Proof: Apply Corollary 1 to the ARES. QED Remark 10. Theorem 10 gives that ∂gµν ∂xi = g µνi but only in the viscosity sense:
Lemma 2. g µν is a continuous distributional solution of ∂gµν ∂xi = g µνi . Proof: This follows from Theorem 16 of Appendix A1, applied to the ARES. QED
. We call such a form a type I De-Rham p-current and the space of such currents is denoted by DΛ p (D T ).
Remark 11. Let ω e a type 1 De-Rham 1-current. Let ω = ω α dx α , α = 0, 1, 2, 3.
Recall that ∂ωα ∂x β is defined by integration duality against Schwartz class test functions φ with support in D T . ( Recall that without loss of generality we can define these distributional derivatives by integration against φ in C ∞ 0 (D 0 T ) which is dense in S(D T ). This gives a natural notion of dω (weak exterior derivative of a 1-current,) and of dω = 0 ( ω is weakly closed).
We have a (well known) Poincare Lemma for 1-currents and because a simple proof is obscure in the literature, we provide a simple proof here. Proof:Let I × U → U be a smooth homotopy of U to a point ( for example: the radial homotopy to a point) ,and let K : Λ p+1 D (I × U ) → Λ p D be fiber integration over the first variable then:
To see this, simply use the chain homotopy argument [F] pages 28, 29 for the usual smooth case; and note ,that with our definitions, a dual argument obtains. QED Lemma 4. Let g µν be as given in theorem 10 . Then, as a distribution, there is an explicit formula for g µν in terms of g µνi and k µν Proof: Let ω = k µν dt + g µνi dx i on D T . Recall that we have: ∂gµν ∂xi = g µνi and ∂gµν ∂t = k µν as distributions. It follows from the commutativity of second distributional partial derivatives of a distribution that ω is a weakly closed type I De-Rham 1-form on D T . Thus, ω = df , where f is the distribution given by the formula eq(66) in Lemma 3. The distribution f is defined up to an additive constant; but, since g µν satisfies the Cauchy data, this constant is determined. QED Lemma 5. g µν (for each fixed µ, ν in Lemma 4 is C 1 loc (D T ).
Proof: For each fixed µ, ν we have that g µν is a continuous function and also is a distribution. It follows from the continuity of k µν and g µνi that the first distributional partial derivatives of g µν are in L ∞ (D T ), and hence, ( possibly after modification on a set of measure zero) we have g µν is locally Lipshitz. However, because g µν was continuous, we didn't have to modify it on a set of measure zero. Now, using the formula eq(66) given by the Poincare Lemma; we see via the dominated convergence theorem, that g µν is C 1 (D T ). QED Theorem 11. Under the Conditions of Corollary 1, the ARES -and hence the RES-have a unique continuous viscosity solution to their Cauchy Problems. They agree, and g µν is in C 1 (D T ).
Proof: See above.
Solutions to the Einstein Vacuum Equations
We now show that our viscosity solutions to the Cauchy Problem for the ARES are also continuous viscosity solutions to the full Einstein System with metric in C 1 .
Recall that for smooth metrics the full Einstein System is given by: Definition 20. Let:
We surpress the indices µ ν in the sequel for simplicity of notation, writing merely g j .
Definition 21. Let g µν ∈ C 1 (D T , S 2 (T * (D T )). We say that g µν is a P-viscosity solution of the Reduced second order Vacuum Einstein System iff
Definition 22. Let g µν ∈ C 1 (D T , S 2 (D T )). We say that g µν is a P-viscosity solution of the Full second order Einstein Vacuum System iff
Geometric Data for the Full Einstein Vacuum System
Geometrically and physically, the intial data for the Full Einstein Vacuum System should be a spacelike 3-surface with prescribed four metric g 0 µν and prescribed extrinsic curvature κ 0 µν . This allows (see [W] page 261 lines 20-21) ∂g0µ ∂t t=0
to be freely prescribed, and this is used in the proof of existence of solutions to the Full Einstein Vacuum System.
Thus, we require the following Cauchy data for the Full Einstein Vacuum System: {g 0 µν , κ 0 µν }. ,where µ ν = 0, 1, 2, 3. Then, {g 0 µν , κ 0 µν } are called Geometric Cauchy Data for this system. The rest of this paper is devoted to the proof of the following theorem:
. in the standard (sloppy) notation of [MF] .) ,and let the extrinsic curvature at t = 0 computed using ω 0 be equal to κ 0
Then, there is a unique C 1 -P-viscosity solution g µν of the Full Einstein Vacuum Second Order System: lim Y →X lim σ, γ↓0 R µν (g (j) )(Y ) = 0 (with g (j) defined in Definition 20) such that g µν induces the prescribed Geometric Cauchy data {g 0 µν , κ µν } at t = 0. If g µν is to be C 2 then w 0 must also satisfy the usual Compatability Condition on four components of the Einstein Tensor: G 0 µ (ω 0 ) = 0. We start by proving the following theorem, which may be regarded as a viscosity generalization of the Choquet Bruhat Method [MF], [HE] , [W] , [Ta,Vol III] , using First Order Systems for the g µν Γ α µν instead of second order systems, and avoiding the use of Bianchi's Second Identity.
Theorem 13. Let g µν (also written as g ∈ S 2 (D T , T * R 4 )) be induced from the continuous-P-viscosity solutionũ of the ARES (and thus from u, the continuous-Pviscosity solution of the RES) with Geometric Cauchy Data: {g 0 µν , κ µν } for the Full Einstein Vacuum System. Then, g µν is in C 1 , g µν is a P-viscosity solution of the Full Einstein Vacuum System, and it solves the Cauchy Problem (with Geometric Cauchy Data) for this system.
If g µν is to be C 2 ,then it is necessary that G 0 µ t=0 = 0. Here, G is the Einstein
Proof: Let g µν (denoted as g when considered as an element of S 2 (D T , T * R 4 )) be induced from the continous-P-viscosity solutionũ of the ARES (and thus from u, the continuous-P-viscosity solution of the RES). Recall that we have already shown that g µν is in C 1 . Consider eq (67) for the metric g µν . Fix µ, ν. Now multiply eq (67) by a smooth test function φ µν ∈ C ∞ (D T ), and use eq (67) to obtain:
Integrating the first two terms on the right hand side by parts , we obtain: σ, Y ) )) denotes the boundary term obtained from the integration by parts.)
Note that as Y → X and γ, σ ↓ 0 we have g (j) (γ, σ, Y ) → g uniformly in C 1 on any compact set in D T . Thus, applying the Lebesque Dominated Convergence Theorem, we obtain: ( taking lim y→X lim γ,σ↓0 of eq(74))
Now, consider the first integral on the Right Hand Side of eq(75). To put this integrand into a more useful form we use an L 2 duality relation. We follow [De] page 330. We use his notation.
Let g, h ∈ S 2 (D * T ) be smooth. Definition 23. The divergence operator div g :
,where the covariant derivative is with respect to the Levi-Civita connection for g. The last equality above is [Wa] C.216 page 441.
Note that on any Riemannian manifold (M, g) with boundary, elementary computation yields:
,where in the last two formulae the covariant derivative is with respect to the Levi-Civita connection g (j) (γ, σ, Y ). Using eq (79) for the right hand side of eq (73) and noting that the integrand of eq (79) is uniformly convergent to a continuous function as γ, σ ↓ 0 and Y → X; we can, and we do, exchange the limit and integral in the right hand side of eq (73).
Noting that:
( and, as in Appendices A and B, exchanging limits and integrals), we obtain the following distributional system for → Γ.
In eq (86), consider the Γ − −− (g) terms to be fixed and g to be fixed when it is not an argument of → Γ(g), and consider → Γ(g) to be a distributional continuous solution of this linear system.
Suppose that
→ Γ 1 and → Γ 2 are two such continuous distributional solutions with the same initial data. Let
Substituting → Γ 1 and → Γ 2 successively into eq (86) and subtracting the resulting equations, we see that → Γ d satisfies:
x)) has vanishing initial data. Thus:
Now define the vector field → ξ by:
Then,
Define:
Computing the symbol of L, we see that L g is a hyperbolic system of wave equation type. We now choose φ of a special type. Let S 1 be an arbitrary spacelike surface for L g so that the region Θ bounded by S 1 and the t = 0 axis is a "lens-like region". Now, using an argument similar to [Ta I] Prop 5.1 page 436-437 (See also [Ta ] Theorem 4.3 page 80-81), we show that → Γ d is zero. Let σ , γ be fixed, abbreviate g j (γ, σ, Y ) (see Definition 20) by g j , and let
Let → ξ be a solution of the backwards-time Cauchy Problem:
in a neighborhood of Θ. We can suppose a.n.l.o.g. → ξ to be zero on the opposite side of S 1 .
Let K be a compact set with piecewise Lipshitz boundary contained in Supp(φ). Now, note that formulae: eq(73), eq(74), eq (75), eq(83), eq(84) ,eq(86), eq(87), eq(88), eq(90) are still valid if we replace Supp(φ) with K, and ∂Supp(φ) with ∂K. This obtains because instead of integrating over Supp(φ) to produce eq(73), we can integrate instead over K.
Thus, Consider eq(90) with the replacements of the preceding paragraph, with K : = Θ ∩ {t > ǫ} for ǫ > 0. We obtain:
Now, let ǫ ↓ 0 and thus, K → Θ. We obtain:
Letǫ > 0 and choose γ, σ > 0, small enough that Sup
Note that, since → Γ d = 0 on Θ ∩ {t = 0}, the last term in eq(95) vanishes. Thus:
,for arbitrary positive ( and small enough)ǫ. and this implies:
Since, at any point P ∈ D 0 T there is a spacelike surface forL g passing through g, that forms a lenslike region with t = 0, we have shown that → Γ is unique. Now, we wish to show that → Γ = 0. By hypothesis, we have prescribed Cauchy Data {g µν t=0 , ∂gµν ∂t t=0 } for the Cauchy problem for the ARES and such that: g µν = h µν for µ, ν = 1, 2, 3, and ∂gµν ∂t t=0 = κ µν for µ, ν = 1, 2, 3. As in [Wa] page 261 lines 17-20 , we note that ∂g0,ν ∂t t=0 , ν = 0, 1, 2, 3 is underdetermined by these requirements. As in [Wa] lines 20-21, we thus choose ∂g0µ ∂t t=0 so that ( using the right hand side of his eq 10.2.33) , we have → Γ t=0 = 0.
Thus, by our uniqueness result above, we see that → Γ = 0, ∀ t∈[0,T ] and thus: If
That is, g satisfies teh Full Einstein Vacuum System:
for t > 0, t ∈ (0, T ]. So we have: If g µν ∈ C 1 (D T ) is the projection of ourũ (recallũ is a continuous P-viscosity solution of the Cauchy Problem induced from the Geometric Cauchy Data for the ARES), then: g µν ∈ C 1 (D T ) is also a continuous P-viscosity solution of the Geometric Cauchy Problem for the Full Einstein Vacuum System. Note, for these continous viscosity solutions, we DO NOT require the standard compatability condition: G 0 µ (initial data) t=0 = 0. However, since G 0 µ depends only on the initial data ( and not on the second time derivatives of g µν see [De] prop 2.15 page 332); we see that, if the solution to the Cauchy Problem for the Full Einstein Vacuum System is to be C 2 , then we must have that the initial data satisfies: the compatability condition: G 0 mu (initial data) t=0 = 0. This is because lim t=0 G µν (g) = G µν (g) t=0 if g ∈ C 2 (D T ) and G 0 µ depends only on the initial data. Note that in our proof above: if g µν were in C 2 (D T ), then the condition → Γ t=0 implies that → Γ = 0∀t ∈ [0, T ] which then implies that: ∂ → Γ ∂t t=0 = 0. Then, because R h (g) = 0 we have G 0 µ (g) = 0, (compare [De] Lemma 2.17 page 333.) once again we must require this compatability condition on the initial data. QED.
Matter Fields
The Einstein System when there is a matter field with a stress energy tensor T µν is equivalent ([De] page 328 (1.2)) to:( Here, g ∈ C 2 .) (102) (Ricci(g)) µν = T µν − 1 n − 2 (tr g T )g µν (Here n = 4)
Definition 24. Let T µν be continuous in D T . We say that g is a P-viscosity solution of the system eq(102) iff :
Theorem 14. Given the Geometric Cauchy Data of Theorem 13, the Einstein Matter System of eq(102) has a unique continuous viscosity solution g µν on D T with this Geometric Cauchy Data. Here T is allowed to equal positive infinity.
Proof: Essentially the same as the proof of Theorem 12 , mutis mutandis. That is: first solve eq(103) with Ricci replaced by [R h (g (j) (γ, σ, Y )] µν by considering an equivalent first order system, and so on... QED
Appendix A1
We show that continuous tensors g µν that are P-viscosity solutions of eq(63) and ∂gµν ∂t = k µν ( for continuous k µν and continuous g µνi ) are also distributional solutions of this system.
Theorem 15. Let g µν be a continuous P-viscosity solution of eq(65) and ∂gµν ∂t = k µν ( for continuous k µν and continuous g µνi ). Then, g µν is a distributional solution of eq(63).
lim Y →X (g µνi (Y )) = g µνi (X) Now, integrate against φ, and we obtain:
,and:
(107)
We wish to exchange the limits and the integrand in eqs (106) [Sm1] .) This follows from the fact that g µν is a P-viscosity solution on the compact set Supp(φ), because if not, we have a sequence Y i ∈ Supp(φ),and a sequence γ i ↓ 0, with
Thus, by the definition of P-viscosity solution g µν cannot be a P-viscosity solution of the system in the statement of Theorem 15 at either Y 0 orỸ 0 . However, this contradicts our hypothesis that g µν is a P-viscosity solution of this system in D 0
0 < σ, γ < c 2 ∃c < 1. Thus, we are justified to exchange the limits and the integral in eq (107) and eq(108), and this yields:
Now, integrate the first two integrals in eq(108) by parts; and then use the fact that g µν is continuous-hence, uniformly continuous-in Supp(φ) ,and the uniform convergence of the mollifiers of g µν thus induced, to bring the limit back into the integrals to obtain:
The same argument applied to ∂gµν ∂t gives:
is arbitrary, we have proved the theorem. QED
Appendix A2
We Show that our continuous P-viscosity solutions (with g µν ∈ C 1 of the first order ARES are also distributional solutions of this first order system and hence of the RES. We have: (proved in exactly the same way as theorem 15 above)
Theorem 16. Letũ be a continuous P-viscosity solution of the ARES ( with g µν ∈ C 1 in D T . Then,ũ is a distributional solution of the ARES in D T and also a continuous distributional solution of the RES in D T , with g µνi = ∂gµν ∂x i . Proof: We need only to note that the terms in ARES that are quadratic in the Christoffel symbols (See [Ta III] pages 578-582, [Wa] pages 258-262) which appear in the termB are continuous, since g µν is C 1 in D T . Thus, the integral of these terms against a smooth test function φ is defined and we use this fact to define, in the obvious manner, the distributional form of the ARES system: where only the terms linear in the derivatives ofũ are integrated by parts against φ. That is: The ARES is of the form:
HereB(g µν , g µνi , k µν ) depends on H µν (g µν , g µνi , k µν ) . Since g µ,ν,i = ∂gµν ∂x i ( in Pviscosity sense), and g µν ∈ C 1 we have that g µ,ν,i = ∂gµν ∂x i in the standard sense, and thus, we have that H µν is continuous in D T . Hence, we obtain the distributional form of the ARES ( described above) as:
which says thatũ is a distributional solution of the ARES. Similarly, sinceũ induces a u that is a continuous P-viscosity solution ( hence a viscosity solution) of the RES with g µν ∈ C 1 (D T ), we obtain:
which says that u is a distributional solution of the RES. QED
Appendix B
We show that P-viscosity solutionsũ of the ARES are also C 1 (D T ) solutions of standard second order form of the Reduced Einstein System: R h µν = 0. Here, R h µν is the Ricci Tensor of g µν in harmonic coordinates,(See [Ta III] pages 578-582, [Wa] page 258-263 [MF] pages 311-315 ) and g µν is induced by projection fromũ.
Theorem 17. Letũ be the continuous P-viscosity solution of the ARES in D T , with g µν ∈ C 1 (D T ) as in Theorem 16. Then,ũ induces by by projection g µν (denoted as g ∈ S 2 (D T ) in the notation of [MF]), and g µν is a distributional solution of R h µν = 0 in D T . Proof: Letũ be a P-viscosity solution of the ARES. By theorem A1,ũ induces a C 1 (D T tensor g µν with: 
Here, (g αβ ) (j) γσ is poetic notation for the inverse of the matrix g (j) . Note that H µν is continuous. As in the previous appendices, exchange the limit and the integral using the Lebesque Dominated Convergence Theorem. We have used the fact that g αβ > c > −∞∃c ∈ R on Supp(φ), which follows from continuity of g αβ and the compactness of Supp(φ). Also note that g αβ ∈ C 1 (D T ). We obtain:
Integrating the first term in eq (116) by parts (aka adjoint form) and then bringing the limit back into the integral we obtain: 
, where (R h µν ) D is a distribution defined by this duality. In other words eq (118) is the distributional form of (R h µν ) = 0. The Superscript D ( for distribution) is added for emphasis. Thus, R h µν (g) : = (R h µν ) D can be regarded as a distribution, and eq (118) is the distributional form of (R h µν ) = 0. Since φ µν ∈ C ∞ 0 (D T ) is arbitrary, we are done. QED
Appendix C
In this section we prove the inequality of Lemma 1. Proof: To show: (119)
At no loss of generality we assume ξ 0 = 0 since if this holds, the inequality is trivially true. Let:
(120) IC 1 ,C2 : =C Since,
We have: Recall that A 0 , B k are bounded and-in fact-constant in our case. Now, Choosẽ C 1 andC 2 positive such that:
(126)C 1 − 2C 2 [ A −1 0 (s + h) 2 l2 M ax k=1,2,...,n B k 2 l2 ] : =ω > 1 Then,
, where r : = n k=1 ξ k 2 ξ0 2 . Recall thatω > 1. Thus, Q ≥ r r+1 , which is bounded below by some ω 0 , since, when r is large it approaches 1 C2 and otherwise r r+1 is bounded below on a compact set by a non-negative constant. Thus: IC 1,C2 ≥ ω 0 > 0. QED
Appendix D
In this section, we show why we need the inequality of Lemma 1. We start at lines 13-15 of page 147 of [MM] . We use essentially her notation with the obvious modifications for our vector and matrix valued case, mutis mutandis.
We replace her v by v =C 1 w ǫ,h +C 2 2ǫA −1 0 (s + h)w ′ ǫ,h . We have: 
So, we require: (Compare her Φ(ξ 1 , ξ 2 . . . ξ n , ξ 0 ) eq (1.5) page 140 [MM] to our Φ(ξ 1 , ξ 2 . . . ξ n , ξ 0 ) just below.) (133) Φ(ξ 1 , ξ 2 . . . ξ n , ξ 0 ) :
This concludes this section.
Appendix E
This section states and proves a modified form of Theorem 15 of [Sm5] . In that Theorem A 0 = I. In our current setting, we need to work with more general A 0 , and we need to assure that the * -admissible system remains symmetric hyperbolic , for all time, under the perturbations used in the proof of Theorem 15 of [SM5]. Also note that the proof of Theorem 15 was slightly scrambled in print, but a corrective errata will appear [Sm6] .
Theorem 18. Let ǫ 0 ∈ (0, 1). Let L be a quasilinear hyperbolic first order operator of the type considered in Section 2.Let X 0 ∈ D T . Let v : D T → R N be an uppersemicontinuous viscosity ( or P-viscosity) supersolution (bounded and with bounded jump) of £ + (v)(X 0 ) ≥ 0, where £ is * -admissible for v. Let w 0 ∈ C 2+ǫ (R n , R N ) ∩ (H 3,2 (R n , R N )), and let v(0, x) = w 0 (x). Then, there exists φ 2 ∈ C 2+ǫ0 ∩ H 2,2 (D T , R N ) satisfying: ∀ǫ 3 > 0
(1) v(X 0 ) < φ 2 (X 0 ) < v(X 0 ) + ǫ 1 (2) φ 2 (0, x) = w 0 (x) (3) £ + (φ 2 )(X 0 ) ≥ 0 (4) ∃σ 0 > 0, γ 0 > 0 such that L ω (φ 2 ) ≥ 0 in D T ,where ω : = (X 0 , (v σ ) γ (X 0 )). for all 0 < σ < σ 0 and 0 < γ < γ 0
Proof: The proof is essentially the same as the proof of Theorem 15 of [Sm5] . We need to choose the ball B R0 (X 0 ) small enough that (See [Sm 5] page 495 lines -7 to -1.) we have:
This obtains because A 0 , B, f are continuous. We also need to choose σ 0 small enough that A 0 (ω) is positive definite. QED
Appendix F
This section states and proves a modified form of Theorem 20 of [Sm5] . In that Theorem A 0 = I. In our current setting, we need to work with more general A 0 , and we need to assure that the * -admissible system remains symmetric hyperbolic , for all time, under the perturbations used in the proof of Theorem 20 of [SM5] 
