The remaining sections of the module are detailed descriptions of the practices. Each includes a rationale for the recommended actions and a step-bystep description of how to perform them.
Intended audience
The practices are written for system and network administrators within an organization. These are the people whose day to day activities include installation, configuration, and maintenance of the computers and networks.
Revised versions
Network technologies continue to evolve rapidly, leading to both new solutions and new problems in security. We expect that modules and practices will need to be revised from time to time. To permit more timely publication of the most up-to-date versions, the modules and practices are also being published on the World Wide Web. At the end of each section of this document is the URL of its Web version.
Implementation details
How an organization adopts and implements the practices often depends on the specific networking and computing technologies it uses. For some practices, technology-specific implementation details have been written and are being published on the World Wide Web. The Web version of each practice contains links to the implementation details.
Preparing to Detect Signs of Intrusion
It is essential that those responsible for your organization's information systems and networks be adequately prepared to detect evidence of breaches in security when they occur. Without advance preparation, it will be difficult, if not impossible, to determine if an intruder has been present and the extent of the damage caused by the intrusion. Thorough preparation will permit you to detect an intrusion or an intrusion attempt during or soon after it occurs. Preparation involves consideration of your security policy and supporting procedures, your critical business information, your systems, your networks, your user community (internal and external), and the tools to be employed in detecting intrusions.
A general security goal is to prevent intrusions. Even if you have sophisticated prevention measures in place, your strategy for detecting intrusions must include preparation. This module is a companion to CMU/SEI-SIM-001 Detecting Signs of Intrusion.
The practices contained in this module identify advance preparations you must make to enable you to obtain evidence of an intrusion or an intrusion attempt. They are designed to help you prepare by configuring your data, systems, networks, workstations, tools, and user environments to capture the necessary information for detecting signs of intrusion.
Who should read these practices
These practices are intended primarily for system and network administrators, managers of information systems, and security personnel responsible for networked information resources.
These practices are applicable to your organization if its networked systems infrastructure includes:
• host systems providing services to multiple users (file servers, timesharing systems, database servers, Internet servers, and so forth)
• local-area or wide-area networks
• direct connections, gateways, or modem access to and from external networks, such as the Internet
What these practices do not cover
These practices do not cover:
• prevention of intrusions, detecting signs of intrusion, analyzing the information required to characterize an intrusion, or responding to an intrusion
• establishing initial configurations of applications, operating systems, networks, or workstations
Security issues
Intruders are always looking for ways to break into systems. For example, they may attempt to breach your network's perimeter defenses from external locations or physically infiltrate your organization to gain internal access to its information resources. Intruders seek and take advantage of both old, unpatched vulnerabilities and newly discovered vulnerabilities in operating systems, network services, and protocols. They actively develop and use sophisticated programs to rapidly penetrate systems. As a result, intrusions and the damage they cause can occur in a matter of seconds.
If you are not adequately prepared to detect the signs of an intrusion, it is difficult, if not impossible, to later determine if your systems have been compromised. If the information necessary to detect an intrusion is not being collected and reviewed, you are unable to determine which of your sensitive data, systems, and networks are being attacked and what breaches in confidentiality, integrity, or availability have occurred. Specifically, as a result of insufficient preparation:
1. You will be unable to detect signs of an intrusion in a timely manner due to the absence of necessary warning mechanisms.
2. You will be unable to identify intrusions due to the absence of expected state information with which to compare your current operational state. Differences between this expected configuration and your current state can provide an indication that an intrusion has occurred.
3. You will be unable to determine the full extent and damage of the intrusion and whether or not you have completely removed the intruder from your systems and networks. This will significantly increase your time to recover.
4. Your organization may be subject to legal action. Intruders often attempt to hide their tracks by making use of systems they have compromised to launch attacks against others. If one of your systems is used in this way, you may be held liable for inadequate due care with respect to security.
5. Your organization may experience lost business opportunities.
In all cases, adequate preparation can lead to your staff and systems being able to detect signs of an intrusion or an intrusion attempt in a timely manner. As a result, you are then able to mitigate your exposure to the intrusion and the possible damage caused to your data or systems.
Security improvement approach
These practices assume that:
• You have performed security planning that addresses your organization's business objectives.
• You have performed trade-off analyses to determine the cost of protecting versus the cost of reconstituting critical assets (data, systems, networks, workstations, tools) in the event of an intrusion. Protecting an asset includes consideration of the loss of confidentiality and customer confidence if the asset is disclosed (e.g., confidential, competitive information).
• To prepare to detect signs of intrusion, we recommend a two-step approach, incorporating practices in which:
1. You define the required level of preparedness necessary to meet your business objectives 2. You implement selected steps that prepare your staff and systems to detect signs of intrusion. A security policy defines the rules that regulate how your organization manages and protects its information and computing resources to achieve security objectives. One of the policy's primary purposes in preparing to detect signs of intrusion is to define the range of threats that your organization chooses to guard against and how these threats are dealt with when they occur.
Abbreviations used in these practices
Preparation procedures include the actions necessary to observe systems and networks for signs of intrusion. Observation can take the form of monitoring, inspecting, and auditing. [Monitoring is the observation of data streams for specific events. Inspection is the examination of a data resource or process. Auditing is the systematic examination of data against documented expectations of form or behavior.] From these procedures, all concerned parties are able to determine what operational steps they need to take to comply with your policy and, thereby, uphold the security of your organization's information and networked systems.
Security policies and procedures that are documented, well known, and visibly enforced establish expected user behavior and serve to inform users of their obligations for protecting computing assets. Users include all those who access, administer, and manage your data, systems, and networks. Users play a vital role in detecting signs of intrusion.
This practice describes the topics your policy and procedures should address. They need to be tailored to reflect the specific business objectives and security requirements of your organization and its computing environment.
Why this is important
Having policy language and procedures in place that prepare you to detect signs of intrusion provides the ability to exercise your procedures in a timely, managed, controlled manner and eliminate potential errors or omissions in advance of an attack. You do not want to be caught trying to determine what actions to take, what data to gather and preserve, and how to protect your data, systems, and networks from further damage while under attack or after the fact.
With advanced planning, documentation, and education, trained staff members are able to more effectively and efficiently coordinate their activities when detecting an intrusion or intrusion attempt. Without the necessary knowledge and skills, users may inadvertently expose parts of the organization to security threats.
How to do it
® Include language in your organization's networked systems security policy that prepares you to detect signs of intrusion. Document the activities that indicate possible signs of intrusion and for which you intend to take action. These activities include:
• attempts (either failed or successful) to gain unauthorized access to a system or its data
• unintended and unauthorized disclosure of information
• unwanted disruption or denial of service
• the unauthorized use of a system for the processing or storage of data
• changes to system hardware, firmware, or software characteristics without your knowledge or consent
Recognize that there are threats that are difficult to protect against if your systems are connected to the Internet. You need to determine what actions you will take if these occur. Activities of this type include:
• denial of service, including e-mail bombing (sending a large volume of electronic messages to a targeted recipient until the system fails) and flood attacks (e.g., filling a channel with garbage, thereby denying others the ability to communicate across that channel or to the receiving host)
• programmed threats such as new viruses not yet detected and eliminated by virus checking tools and malicious applets (ActiveX, Java)
• intruders probing your systems with the intent of using any vulnerabilities they discover for future intrusion attempts Document the requirement to establish and maintain secure, reliable configuration information for all data, systems, and networks that represents your known, expected state. This includes the tagging and inventory of all physical computing resources. This information is periodically compared with your current state to determine if anything has been altered in an unexpected way.
Document the roles, responsibilities, and authority of system administrators, security personnel, and users regarding use and administration of all data, systems, and networks when detecting signs of intrusion.
Document the roles, responsibilities, authority, and conditions for the testing of intrusion detection tools and procedures as well as the examination of data, systems, and networks suspected of having been compromised. We strongly recommend that your policy require all such activity to be conducted in a test environment isolated from production systems and networks.
® Document procedures and take actions that implement your intrusion preparation policy.
Document the procedure(s) by which regular inspection and auditing of recorded data (e.g., logs) are performed to identify evidence of intrusions or intrusion attempts.
Document the procedure by which physical audits of installed hardware and software are performed.
Document the procedure(s) by which monitoring is performed, i.e., the observation of data streams for specific events. This procedure specifies:
• the operational activities necessary to alert appropriate personnel to act upon the suspected intrusion
• how monitoring tools are acquired and securely maintained
• the frequency with which monitoring is performed
• roles and responsibilities for all procedure steps
Install all tools necessary to implement your monitoring, inspection, and auditing procedures.
Document the procedure by which integrity checking is performed, i.e., where your current operational state is compared with a previously generated, secure, reliable, known state. Specify:
• what files are to be checked
• how integrity information is securely generated, maintained, and tested
• how integrity checking tools are acquired and securely maintained
• frequency with which integrity checking is performed
• roles and responsibilities for all procedure steps Document the procedure by which correlation of intrusions is performed, i.e., determining when intrusion activity occurring in one part of your systems may be related to activity in another part. Doing some level of correlation analysis during the intrusion detection process will assist you in determining the full extent of any compromise and its characteristics.
For each procedure, document the roles, responsibilities, and authority of system administrators, security personnel, and users. Identify who performs each procedure activity, when, and under what conditions.
® Conduct a legal review of your policy and procedures.
This should be performed by your organization's legal counsel. It is intended to ensure that your policy and procedures:
• are legally defensible and enforceable
• comply with overall company policies and procedures
• reflect known industry best practices demonstrating the exercise of due care
• conform to federal, state, and local laws and regulations
• protect your organization from being held legally responsible in the event of compromise
® Train users (includes all those who access your data, systems, and networks).
During the training process, users should learn:
• what is expected of them
• how to identify suspicious behavior and who to notify
• what behaviors can reduce the exposure of data, systems, and networks to possible compromise (e.g., protecting passwords and sensitive data, knowing how to respond to social engineering attempts)
• what types of information are being gathered as part of routine security procedures and the degree to which this information gathering may affect them.
Create and conduct periodic training on your intrusion preparation and detection policy and procedures. This training should be mandatory for all new employees and should cover aspects that are relevant to the employee's knowledge and responsibilities.
Test the effectiveness of the training and each employee's readiness. Conduct practice drills (e.g., detecting break-ins and viruses) that test procedures and execute operational activities, making sure all staff members are aware of their roles and responsibilities. Conduct post-mortem meetings with trainees. Provide remedial training as required.
Regularly conduct mandatory security awareness refresher training. Highlight recent changes to policy or procedures and summarize recent incidents and intrusions. Make this subject a recurring topic at executive and management level staff meetings to maintain awareness.
Due to the rapid rate of technology change, ensure that system and network administration staff have time set aside to maintain their knowledge, skills, and currency in technical topics required to implement your policy and procedures.
® Keep intrusion preparation policy, intrusion detection policy, and all related procedures and training current.
Periodically review your policy, procedures, and training, taking into account public and vendor information sources. These sources regularly report current intruder trends, new attack scenarios, security vulnerabilities, methods for their detection, and guidance to address them.
If your organization suffers an intrusion, review your policy, procedures, and training to determine if revisions are necessary to ensure that future intrusion attempts of the same type can be more readily detected and controlled, if not prevented.
Other information
The system and information assets that you want to consider when documenting intrusion detection policy language and procedures include:
• data (system and user)
• systems (hardware, software)
• networks (hardware, software)
• applications
• tools Collecting data generated by system, network, application, and user activities is essential for analyzing the security of these assets and detecting signs of intrusion. Log files contain information about what activities have occurred over time. Different systems provide different types of logging information; some systems do not collect adequate information as their default condition. You should identify the types of logs and logging mechanisms available for each system asset (file access logs, process logs, network logs, application-specific logs, etc.), identify the data recorded within each log, and then enable the collection of the desired data.
Why this is important
Log files are often the only record of suspicious behavior. Failure to enable the necessary mechanisms to record this information and use it to initiate alert mechanisms will greatly weaken and possibly even eliminate your ability to determine whether or not an intrusion has been attempted and has indeed succeeded. This also applies to having the necessary procedures and tools in place to process and analyze your log files.
You may need your logs to:
• alert you that an intrusion is occurring
• help recover your systems
• conduct an investigation
• give testimony
• file insurance claims
How to do it
® Identify the information to be logged.
You must first identify the types of information you can log, the mechanisms for such logging, where the logging is performed, and the locations where the log files are stored.
A table of log categories and types of log information within each category is described below. This table contains the types of information you likely want to log although not all systems are able to log all of this information. Logging selections should be tailored to meet your site's specific needs.
Do not log passwords, even incorrect ones. Logging correct passwords creates an enormous potential vulnerability if the audit records are improperly accessed. Recording incorrect passwords is also risky as they often differ from valid passwords by only a single character or transposition. Turning off password logging may require resetting a system default. The data you may want to log regarding password use includes number of failed attempts, accesses to specific accounts, etc.
® Determine if the logging mechanisms provided with your systems and networks sufficiently capture the required information.
Determine what logging mechanisms are available for the specific platforms that you have at your site, how the log files are named, and where they are located. The names of these log files can differ even among versions of the same operating system delivered by a single vendor, so it is important that you verify this each time you upgrade your systems. If your vendor-provided logging mechanisms are insufficient to capture the data you require, supplement these mechanisms with tools that capture the additional information.
® Enable logging.
Using the vendor-provided logging mechanisms and supplemental tools, enable all logging that you have selected from the previous step. You need to refer to the administration documentation for your systems to determine the exact method of enabling each of the logging mechanisms, along with any toolspecific documentation for setup. This documentation provides guidance as to whether these mechanisms need to be enabled only once, each time the system is rebooted, or at regular intervals during the system's normal operation. Some logging mechanisms provide for selection of various levels of logging detail.
Pay specific attention to the location of the log data: some tools allow you to specify a file or directory where the data is logged, while others write their data to a predefined default location. Make sure that you have sufficient space for the data that is generated. Pay special attention to ensure that the logged data is protected correctly, based on previously determined ACLs (access control lists).
Be aware that multiple logging mechanisms may contribute log records to a single log file (e.g., in Unix systems, syslog).
® Protect logs to ensure they are reliable.
Log files often contain sensitive information that you would not want an intruder to have. Ensure that log files are protected so that they cannot be accessed or modified by unauthorized users. Confirm that only authorized users can access utilities that reconfigure logging mechanisms and turn them on and off as well as write to, modify, and read log data.
It is important to collect and archive log files so that they cannot be accessed by an intruder to remove or alter signs of an intrusion or add erroneous information. The following methods can be used to ensure log files are not modified:
• Log data to a file on a separate host, preferably one in a physically secure location that is not easily accessible from the network. For example, capturing log data using a machine via a dedicated serial line provides a way of storing the log files more securely than if they were written on the logging host's disks.
• Log selected data to a write-once/read-many device (e.g., a CD-ROM or a specially configured tape drive) to eliminate the possibility of the data being modified once it is written, or to a write-only device (e.g., a printer).
• If supported by your systems, set selected log file attributes that enable only new information to be appended to the log files (i.e., new records can be added, those already recorded cannot be modified).
• Encrypt log files, particularly those that contain sensitive data or are being transmitted across a network.
Logging directly to disk on the local host is easiest to configure, allows instant access to file records for analysis, but is also the least reliable. Collecting log files on a write-once device is slightly more effort to configure but is more secure. However data is not as easily accessible and you need to maintain a supply of storage media. Logging to a hardcopy device, such as a printer, is useful where permanent and immediate log files are required, but it is difficult to search and does require manual analysis and a potentially large storage space.
In cases where the host generating the logging data is different from the host recording the logging data, it is important to secure the path between them. For environments where short distances separate the generating host from the recording host, this can be accomplished by directly attaching the generating and recording hosts with single point-to-point cable(s). For environments where this approach is not practical, you need to minimize the number of networks and routers that are used to make the connection or encrypt sensitive log data as it is generated.
You need to prepare systems that perform logging to ensure that they do not stop functioning in the event of a logging denial of service attack. A Unix example would be an intruder launching such an attack that fills up the syslog files so that when the logging partition is full, logging ceases. Two means of preparation are creating separate file partitions for different log information and filtering network messages to decrease the likelihood of such attacks.
® Document your management plan for handling log files.

Address the following topics:
Handle the total volume of logged information. We recommend that you log as much as possible for your systems and networks. While log files can consume a great deal of storage very quickly, it is difficult to anticipate which logs will be critical in the event of an intrusion. Based on your log collection and storage approach, you may want to compress log files to allow them to remain accessible online for easier review and to conserve space.
Determine what logging data is most useful to collect. You need to balance the importance of recording system, network, and user activities with the resources available to store, process, review and secure them. Some questions you need to ask to aid in determining logging data utility include:
• What is the host's sole or primary purpose? For example, if it is acting as a Web server, you want to capture Web logs.
• How many users are assigned to the host or system and how important is it for you to know who is logged on? This assists you in determining how much login/logout information you need to capture.
• How important is it to be able to use your logs to recover a compromised system? This helps determine the priority of capturing, e.g., data and file transaction logs.
• What are the range of services that can be performed on this host or system? Process accounting information is useful to detect unauthorized services.
• What is your organizational ability and capacity to process and analyze all collected logs to obtain useful information in a timely manner?
Rotate log files. This means:
• making a copy of the active (online) log files at regular intervals (anywhere from daily to once a week)
• renaming the files so that the information contained in the file is not further augmented
• resetting file contents
• verifying that logging still works This action allows you to limit the volume of log data you have to examine at any given time and to keep log files open for a limited duration so that damage is bounded if an active log file is compromised. In this way, you create a collection of log files that contain well-defined time intervals of recorded data. You are then able to consolidate logs from different systems by matching time intervals so as to gain a network-wide perspective on what is occurring. To perform this consolidation, you will likely need to merge log files from different systems into a central log file, adjusting the timestamps used in each to a master clock.
Back up and archive log files. Moving your log files to permanent storage or capturing them as part of your regular backup procedure allows them to be retrieved at a later time if the need arises. You need to document your approach for access to archived log files. Backups should be made before you execute any automated tools that truncate and reset the log files so that minimal logging data is lost.
Encrypt log files. We recommend encrypting log files that contain sensitive data. Encryption can be performed as the log data is being recorded. In addition, you need to protect the encryption software and place a copy of your encryption keys on a floppy disk or writable CD-ROM in a safe location from which they can be retrieved (e.g., safe, safety deposit box). If the keys are lost, the log files cannot be used. If possible, use public key encryption. The logs can be encrypted using the public key (which can be safely stored online) and the corresponding private key (stored offline) can then be used to decrypt the logs.
Ensure that you have the system and personnel resources necessary to analyze logs on a regular basis and on demand (i.e., in some cases, daily, and as alert events occur).
Dispose of log files. Ensure that all media containing log file data are disposed of in a secure manner (e.g., shredding hardcopy output, sanitizing disks, destroying CD-ROMs).
Policy considerations
Your organization's networked systems security policy should require that you document a management plan for handling log files. This plan should include what to log, when and why to log, where to log, and who is responsible for all aspects of the plan.
Identify and install tools that aid in detecting signs of intrusion.
It is important to supplement your system and network logs with additional tools that watch for signs of intrusions or intrusion attempts as well as alert responsible parties when such events occur. Included are tools that monitor and inspect system resource use, network traffic and connections, and user account and file access; tools to scan for viruses; tools to verify file and data integrity; tools to probe for system and network vulnerabilities; and tools to reduce, scan, monitor, and inspect your log files.
Monitoring is the observation of data streams for specific events, whereas logging systematically records specified events in the order that they occur. Inspection is the examination of a data resource or process. Monitoring is often preferable where there are large quantities of data, such as network traffic. In most circumstances, it isn't feasible to store every network packet, but monitoring the network traffic for specific types of events is very desirable.
It is possible that some of this information may already be captured by the logging features or the tools provided as part of your systems. In these cases, you need to determine whether or not to enable these features based on your site's security needs.
Why this is important
It is possible that the logging mechanisms and monitoring tools provided with your systems may not produce all of the information necessary to detect signs of an intrusion in a timely manner. Even if adequate information is provided, the volume of data may be so overwhelming that its reduction to a manageable subset is required before you can examine it for signs of intrusive activity. In either case, you will need to add tools to your systems to adequately detect signs of intrusion.
How to do it
® Determine what additional information and alert mechanisms you require.
In each of the tool types described below, a series of events, mechanisms, and desired data are provided that will aid you in deciding whether or not you require a tool of this type to implement your intrusion detection policy and procedures. It is difficult to provide specific guidance on tool selection as the criteria by which to select varies broadly based on each organization's needs. This is made more complex due to the lack of uniformity in characterizations of common security tools. Further guidance on this topic is provided in Other information below.
In most cases, you need to perform manual analysis in concert with the automated data collection and reporting performed by the tool.
® Identify tools that report system events.
Tools that monitor and inspect for use of system resources (e.g., process being executed, changes to file systems) can aid in the detection of the following intruder activities:
• password cracking
• execution of unauthorized programs
• installation of tools that may be used to break into other systems Tools that monitor and inspect for unusual or unexpected open files can identify the presence of sniffer logs resulting from intruder use of sniffer programs.
Tools that monitor and inspect for successful and failed administrative logins can aid in the detection of intruder use or attempted use of administrative accounts.
Tools that monitor and inspect for unexpected shutdowns and restarts can aid in the detection of trojan horse programs that require a shutdown or restart of a system or service.
Tools that monitor and inspect for unusual modem activities can identify intruder access through overlooked entry points (ports).
Tools that perform real-time intrusion detection, including log file monitoring, can detect possible intrusions or access violations as they are occurring. Realtime intrusion detection occurs while an intruder is attempting to break in or is still present on your system. This is contrasted with offline intrusion detection which is performed after the intrusion has occurred, usually through inspecting various system and network log files and performing data and system integrity tests.
® Identify tools that report network events.
Tools that monitor and inspect network traffic and connections (e.g., what kinds of connections, from where, and when) can identify:
• use of Internet Relay Chat (IRC), a common means of communication used by intruders
• intruder use of unexpected or unrecognized hosts
• intruder access during non-business hours
• intruder file transfers of tools to be used in launching subsequent attacks This monitoring and inspection is performed for attempted connections that failed as well as for established connections and to aid in detecting traffic that is contrary to your firewall setup.
Tools that detect whether or not your network interface card is in promiscuous mode can aid in determining if intruders are using this mode to run network sniffers for capturing passwords.
Tools that detect the presence of new or unexpected services can aid in determining if intruders are running IRC servers, Web servers, FTP servers, etc., to allow them to distribute tools and information to other compromised hosts.
Tools that check for unauthorized network probes can detect failed attempts to connect to unsupported services and systematic port scans.
® Identify tools that report user-related events.
Tools that check account configurations (e.g., authentication and authorization information) can aid in detecting creation of files in user home directories that can be later used for backdoor access.
Tools that monitor and inspect user activity can aid in detecting repeated, failed login attempts, logins from unusual locations, logins at unusual times, changes in user identity, and unauthorized attempts to access restricted information.
® Identify tools that verify data, file, and software integrity.
Tools that inspect operating systems and tool configurations can aid in detecting possible signs of intrusion (e.g., improperly set access control lists on system tools). Intruders have been known to review and execute security tools that were installed by the authorized system administrator.
Tools that detect unexpected changes to the contents or protections of files and directories can be used to identify the possible presence of trojan horses, often used to hide intruder activity.
Tools that scan for viruses and trojan horses can aid in the elimination of these programs before they damage your systems and data.
® Identify tools to examine your systems in detail periodically or as events warrant.
• Tools that reduce and scan log files can enhance the immediate detection of unusual activity. Regular use of log filtering tools improves the efficiency with which you are able to examine your logs.
• Tools that check log file consistency for possible tampering can aid in detecting whether or not an intruder removed references to their activities from specific log files.
• Tools that check for known vulnerabilities and vulnerability patch logging can aid in identifying a pattern where an intruder exploits more that one vulnerability before gaining access. For example, a failed logged attempt to probe for an old vulnerability could be followed by a successful probe for a new vulnerability that is not logged.
® Protect the tools and the output of the tools to ensure they are reliable.
When obtaining tools, ensure that you do so from a reliable source and that you verify the integrity of the software through such means as digital signatures, cryptographic checksums, or use of trusted copies from secure media. Intruders have been known to modify tools installed by authorized administrators so that the tools, when used, do not identify the presence of the intruder.
Once you have verified the software, you need to configure it for use at your site. The installation should be performed on a secure system to eliminate the possibility of the tool being tampered with before you have had a chance to deploy it. You should make a cryptographic checksum of these tools. Using this information, you can then verify that your original configuration has not been compromised. You need to protect these tools by ensuring that they have the appropriate access control lists set to allow use and modification only by authorized users. The output produced by these tools also needs to be protected so that it is only viewable by authorized users.
Policy considerations
Your organization's networked systems security policy should identify approved sources for acquiring tool software (Internet, shareware, purchased from vendor, etc.) and acceptable use practices related to tools.
Other information
Tool selection:
You may find it useful to categorize and select tools using a set of specific activities associated with common approaches for detecting signs of intrusion. Generate information required to verify the integrity of your systems and data.
Capturing an accurate, reliable, and complete record of your systems and data when they are first created, and as they evolve, establishes the expected state against which to compare your current systems and data. The information to be captured includes a known, expected state for all assets-your data (system and user), systems (hardware, software), networks (hardware and software), workstations (hardware and software), applications, and user environments. It should also include information that characterizes past process and user behavior derived from system and network transaction logs, once you have been operational for some period of time. This information is periodically compared with your current systems and data to determine if anything has been altered in an unexpected way.
Why this is important
Approaches to detecting signs of intrusion are usually based on identifying differences between your current operational state and a previously captured expected state.
You need to know where each asset is located and what information you expect to find in each location. You need to be able to verify the correct or expected state of every asset. Without this information, you cannot adequately determine if anything has been added, deleted, modified, lost, or stolen. You may not be able to rebuild a critical component that has been compromised. Creating up-to-date records that are reliable and secure is the only way to address these requirements.
How to do it
® Generate an inventory of your system hardware.
If you have not already done so, create an inventory of all of your computing hardware assets. This is most likely accomplished as a physical audit. Utilize a tool (e.g., a database management system or spreadsheet) to record the initial inventory and keep it up to date. Select a tool that will easily allow you to perform comparisons with subsequent inventories.
Ensure that procedures are in place to update your hardware inventory whenever the physical location of equipment changes, when its hardware configuration is upgraded (e.g., memory is added), and when equipment is added to or removed from your systems.
Produce and maintain complete, up-to-date network infrastructure information that captures the architecture, connectivity, and identity of all network devices. This includes:
• the layout or topology of all network devices
• network architecture
• network and device connectivity
• network and device configuration
• administrative domains
• physical location of all network devices
• intermediate public networks, if any
Identify network and management monitoring mechanisms to keep this information up to date and to alert you to anomalies.
Use automated tools to detect installed hardware and compare the results with your physical inventory. For PC-based systems, the Windows95 or NT operating systems provide a complete hardware inventory capability as part of system properties. There are also a variety of vendor tools available. For UNIX-based systems, tools such as daemon dialers, strobe, and fremont can help determine what modems and other devices are connected to your telephone lines, systems, and networks.
® Generate an authoritative copy of all critical files and directories.
This is also known as generating authoritative reference data. For each file and directory, the authoritative reference data you capture should provide enough information for you to be able to identify changes to:
• file type
• location in the file system
• alternate paths to any file or directory, via links, aliases, or shortcuts
• contents of files, entries in directories
• exact size
• time and date indicating when the file or directory was created and last modified
• ownership and access control settings Capture a cryptographic checksum for all files. For example, for UNIX-based systems, Tripwire will generate this as well as inform you of the state of the collection of files on your system (added or deleted), changes in state (protection changes), and the fact that changes to file contents have or have not occurred (but not what the actual changes are).
Critical files and directories include:
• operating systems
• access control lists
• security tools and data such as those used for integrity checking and detecting signs of intrusion
• organizational data such as financial reports and employee information
• user data
• public information such as Web pages ® Capture and characterize expected process and user behavior.
Document the procedure by which you intend to verify that the processes executing on your systems are attributed only to authorized activities of users, administrators, and system functions, and are operating only as expected. Keep authoritative copies of files and checksums on write-protected or readonly media stored in a physically secure location.
If you transmit authoritative reference data over unsecured network connections, make sure to verify the data upon arrival at the destination host (e.g., by using MD5). Consider encrypting the reference data at the source host to reduce the likelihood of the information being compromised.
® Encrypt your system inventory if your organization's security requirements demand this level of protection.
® Make paper copies of critical files in the event you are unable to recover uncorrupted electronic versions.
Policy considerations
Your organization's networked systems security policy should require that your system administrators create an accurate, reliable, complete record of your systems and critical data when they are first created and at well-defined events when you modify, add to, and replace elements of your systems and data.
Other information
See also Firth, Robert, et al. Detecting Signs of Intrusion.
(CMU/SEI-SIM-001). Pittsburgh, PA: Software Engineering Institute, Carnegie Mellon University, 1997. Available online at http://www.cert.org/security-improvement/modules/m01.html
Where to find updates
The latest version of this practice, plus implementation details for selected technologies, is available on the Web at
