I. INTRODUCTION
Recent progress in the research of error correcting codes has revealed that Gallager's original code provides one of the best error correction performances to date [l, 21. A code of this type is defined by a randomly generated N ( l -R) x N Boolean sparse parity check matrix H, composed of j and IC non-zero (unit) elements per column and row, respectively. The code length and code rate are denoted by N and R. The decoding error rate PE is a typical measure for the error correction ability of a given code. Since Gallager's codes are constructed randomly, an average error rate [ P E ]~ over a given ensemble, specified by the parameters j and k, is introduced to charac- 
where P ( n o ) is the probability of a binary noise vector no being generated in the channel; and A w ( n o ) denotes an indicator function that returns 1 when the posterior probability of a noise vector n given the syndrome Hno(mod 2) is not maximized at noi and 0 otherwise.
REPLICAS IN GALLAGER'S METHODOLOGY
Unfortunately, direct evaluation of the average error rate is generally difficult. Instead, Gallager's methodology upperbounds the average utilizing Chernoff's inequality [4] . In the current case, this approach provides a general bound where 6 ( H n ) becomes 1 when H n = 0 (mod 2) and vanishes otherwise; and @ denotes the addition in modulo 2. on whether Jensen's inequality is employed (i) after substituting X = l / ( l + p ) or (ii) directly to Eq.(l). We shall refer to these strategies as J 1 and J2, respectively. The replica method (RM), invented in statistical physics, offers another option for calculating the bound. This scheme evaluates Eq.( 1) directly by analytically continuing the expression obtained for a natural n u m b e r p = 1 , 2 , . . ., for which analytical evaluation by the saddle p o i n t m e t h o d becomes possible, to that of a n y real n u m b e r p. Unfortunately, the validity of the replica method has not been proved in general, as well as that of the replica s y m m e t r y assumption used here [5] . Nevertheless, it can be shown that no known self-consistent condition is broken in the current case, which implies that the results obtained are likely to be correct [6] . For a BSC, characterized by a flip probability 
