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Abstract In this paper, we study the norm-based robust (efficient) solutions
of a Vector Optimization Problem (VOP). We define two kinds of non-ascent
directions in terms of Clarke’s generalized gradient and characterize norm-
based robustness by means of the newly-defined directions. This is done under
a basic Constraint Qualification (CQ). We extend the provided characteriza-
tion to VOPs with conic constraints. Moreover, we derive a necessary condition
for norm-based robustness utilizing a nonsmooth gap function.
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1 Introduction
In optimization models arisen in practice, the Decision Maker (DM)/manager/
user is often faced with uncertainty. Robust optimization, as one of the leading
tools for dealing with uncertainty, has been the subject of many publications
in recent decades; see, e.g., [1,2,3,4,5,6,7,8,9,10,11] among others.
In the current work, we concentrate on robustness in Vector Optimization
Problems (VOPs). We are going to investigate the efficient solutions which
are insensitive against small perturbation in objective function data. In the
following, we briefly review some relevant works. To this end, we classify the
existing robustness notions to three classes: worst-case, set-based, and norm-
based.
Worst-case robustness in multi-objective programming has been studied
by Ehrgott et al. [4], Fliege and Werner [5], and Kuroiwa and Lee [10]. This
kind of robustness deals with a conservative over-estimator of the function on
the whole uncertainty set [5].
Set-based robustness has been appearing in some recent works by Ehrgott
et al. [4], Ide and Ko¨bis [8], and Ide and Scho¨bel [9]. The main idea behind
set-based robustness is to compare the objective function values, taking the
whole uncertainty set into account, by means of the set relations.
Norm-based robustness has been introduced by Georgiev et al. [6] and then
has been developed by Goberna et al. [7] and Zamani et al. [11]. This notion,
which is useful for modelling in an unbalanced situation, refers to the efficient
solutions which remain efficient under small perturbations.
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In a very recent work, Rahimi and Soleimani-damaneh [12] have defined
and investigated robust efficient solutions of a nonlinear VOP. To the best of
our knowledge, this is the only work in the literature dealing with robustness
in vector optimization. In [12], we have defined, compared and characterized
robust solutions from various standpoints. Furthermore, we have studied the
connections between norm-based robust efficiency, strict efficiency, isolated
efficiency, and proper efficiency.
In the current work, we are going to define two kinds of non-ascent direc-
tions in terms of Clarke’s generalized gradient and then characterize norm-
based robustness with respect to the newly-defined directions. To this end,
we apply an appropriate Constraint Qualification (CQ). We derive various
necessary and sufficient conditions for norm-based robustness.
The rest of the paper is organized as follows. In Section 2, we provide the
required preliminaries. In Section 3, a characterization of the norm-based ro-
bust efficient solutions, in terms of tangent/normal cone and aforementioned
directions, is given. Section 4 is devoted to investigation of the problem for
VOPs with conic constraints. Section 5 concludes the paper by studying ro-
bustness invoking a new nonsmooth gap function.
2 Preliminaries
This section contains some preliminaries which are used in the rest of the
work. Given x, y ∈ Rn, two notations xT and xT y stand for the transpose of
x and the inner product of x, y, respectively. We denote the convex hull, the
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interior, and the closure of a nonempty set Ω ⊆ Rn by coΩ, intΩ, and cl Ω,
respectively.
Given K ⊆ Rp is said to be a cone if x ∈ K and λ ≥ 0 imply λx ∈ K. A
cone K is called pointed if K ∩ −K = {0}; and it is said to be an ordering
cone if it is nontrivial, closed, pointed and convex. For instance,
R
p
+ := {d ∈ Rp : di ≥ 0, i = 1, 2, . . . , p},
is called the natural ordering cone.
Given an infinite index set J , we set
R
|J|
≥ :=
{
µ : J −→ R≥ : card{j ∈ J |µj := µ(j) > 0} <∞
}
.
The cone and the convex cone generated by Ω ⊆ Rn are denoted by
cone(Ω) and pos(Ω), respectively. Indeed,
cone(Ω) := {αy : y ∈ Ω, α ≥ 0},
pos(Ω) :=
{ m∑
i=1
λiyi : m ∈ N, λi ≥ 0, yi ∈ Ω, i = 1, 2, . . . ,m
}
.
Given an infinite index set T and a collection of nonempty convex sets
{Ωt ⊆ Rn : t ∈ T }, we have pos
( ⋃
t∈T
Ωt
)
=
⋃
Tˆ∈Σ
pos
( ⋃
t∈Tˆ
Ωt
)
, where Σ is
the set of all nonempty finite subsets of T ; see [13, Theorem 3.3].
The polar cone and the strict polar cone of a set K ⊆ Rn, denoted by K∗
and K∗◦, respectively, are defined as
K∗ :=
{
y ∈ Rp : yTx ≤ 0, ∀x ∈ K},
K∗◦ :=
{
y ∈ Rp : yTx < 0, ∀x ∈ K \ {0}}.
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The tangent cone to Ω at x¯ ∈ Ω, denoted by TΩ(x¯), is defined as
TΩ(x¯) :=
{
d ∈ Rn : ∃({xν}ν ⊆ Ω, {tν}ν ⊆ R); tν ↓ 0, xν − x¯
tν
−→ d
}
.
The normal cone to Ω at x¯ ∈ Ω, denoted by NΩ(x¯), is defined as polar of the
tangent cone, i.e.,
NΩ(x¯) := TΩ(x¯)
∗
.
We use the Euclidean norm, i.e., ‖d‖ =
√
dTd, and set
S := {x ∈ Rn : ‖x‖ = 1}.
Let K ⊆ Rp be an ordering cone. A vector-valued function f : Rn → Rp is
called K-convex if for any x, y ∈ Rn and λ ∈ [0, 1],
f(λx+ (1− λ)y)− λf(x) − (1− λ)f(y) ∈ −K.
The classic and Clarke’s generalized directional derivatives [14] are used in
the presence of nonsmooth data.
Definition 2.1 Let h : Rn → R and x¯, d ∈ Rn be given. The directional
derivative of h at x¯ in the direction d, denoted by h′(x¯; d), is defined as
h′(x¯; d) := lim
t↓0
h(x¯+ td)− h(x¯)
t
.
Definition 2.2 Let h : Rn → R be convex. The set of all subgradients of h
at x¯, denoted by ∂h(x¯), is defined as
∂h(x¯) := {ζ ∈ Rn : h(x)− h(x¯) ≥ ζT (x − x¯), ∀x ∈ Rn}.
6 M. Rahimi, M. Soleimani-damaneh
Definition 2.3 [14] Let h : Rn → R be locally Lipschitz at x¯ ∈ Rn. The
Clarke’s generalized directional derivative of h at x¯ in the direction d ∈ Rn,
denoted by h◦(x¯; d), is defined as
h◦(x¯; d) := lim sup
x→x¯
t↓0
h(x+ td)− h(x)
t
.
Definition 2.4 [14, Definition 10.3] Let h : Rn → R be locally Lipschitz at
x¯ ∈ Rn. The Clarke’s generalized gradient of h at x¯, denoted by ∂ch(x¯), is
defined as
∂ch(x¯) := {ζ ∈ Rn : h◦(x¯; d) ≥ ζT d, ∀d ∈ Rn}.
If h : Rn → R is convex, then h◦(x¯; ·) = h′(x¯; ·) and ∂ch(·) = ∂h(·); see [14].
A function h : Rn → R is called regular at x¯ ∈ Rn, if it is locally Lipschitz
at x¯, and h′(x¯; d) exists satisfying h◦(x¯; d) = h′(x¯; d) for any d ∈ Rn [14,
Definition 10.12]. The set of regular functions contains that of convex functions
[14].
Consider the VOP,
min f(x) s.t. x ∈ Ω, (1)
in which f : Ω ⊆ Rn → Rp is a vector-valued function with p ≥ 2. Indeed,
f(x) = (f1(x), f2(x), . . . , fp(x))
T , x ∈ Ω.
Here, Ω and f are the feasible set and the objective function, respectively.
Throughout the paper, we suppose fi, i = 1, . . . , p, are locally Lipschitz. Also,
we consider an ordering cone K ⊆ Rp with nonempty interior.
Definition 2.5 The vector x¯ ∈ Ω is called an efficient solution of (1) w.r.t.
K if there exists no x ∈ Ω such that f(x)− f(x¯) ∈ −K \ {0}.
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We close this section by definition of norm-based robust efficient solution
for VOPs. This notion, introduced by Rahimi and Soleimani-damaneh [12],
generalizes the concepts scrutinized by Georgiev et al. [6] and Zamani et al.
[11]. Before going to the definition, we need some notations. For an m × n
matrix C = [cij ], the Frobenius norm is defined as
‖C‖ =

∑
i,j
|cij |2


1/2
.
The set of all real m × n matrices is denoted by M(m,n); and the set of
all matrices C ∈ M(m,n) with ‖C‖ < r is denoted by M(m,n; r). Given
W ⊆M(m,n) and V ⊆ Rn, we define WV := {wv : w ∈ W, v ∈ V }.
Definition 2.6 [12] The vector x¯ ∈ Ω is called a norm-based robust efficient
solution of (1) w.r.t. K, if there exists some scalar r > 0 such that for any
C ∈M(p, n; r), the vector x¯ is an efficient solution of
min f(x) + Cx s.t. x ∈ Ω, (2)
w.r.t. K. The scalar r is called a robustness radius for x¯.
3 Characterization
In this section, we provide a full characterization of norm-based robust efficient
solutions, for VOPs, in terms of Clarke’s generalized gradient. To this end, we
define two kinds of non-ascent directions of the objective functions. Notice
that as f : Rn −→ Rp is a vector-valued function, the members of ∂cf(x¯) are
n× p matrices whose columns are ∂cfi(x¯), i = 1, 2, . . . , p.
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Definition 3.1 A vector d ∈ Rn is called a first kind non-ascent direction of
f at x¯ if dT ξµ∗ ≤ 0, for each ξ ∈ ∂cf(x¯) and each µ∗ ∈ −K∗.
Definition 3.2 A vector d ∈ Rn is called a second kind non-ascent direction
of f at x¯ if dT η ≤ 0, for each η ∈ ∂c(µ∗ ◦ f)(x¯) and each µ∗ ∈ −K∗.
Hereafter, G1(x¯) and G2(x¯) denote the set of all first and second kind
non-ascent directions of f at x¯, respectively. Due to the properties of polar
cone, d ∈ G1(x¯) implies ξT d ∈ (−K)∗∗ = −K for each ξ ∈ ∂cf(x¯). Here,
(−K)∗∗ stands for the polar of (−K)∗. According to [14, Proposition 10.15],
G1(x¯) ⊆ G2(x¯) is always true, and it holds as equality if K = Rp+ and fi,
i = 1, 2, . . . , p, are regular at x¯ in the sense of Clarke.
Definition 3.3 We say that Constraint Qualification 1 (CQ1) holds at x¯ if
G1(x¯) = G2(x¯).
It can be seen that CQ1 holds x¯ if for any µ∗ ∈ −K∗,
∂c(µ
∗ ◦ f)(x¯) = {Aµ∗ : A ∈ ∂cf(x¯)} . (3)
Theorem 3.1 is one of the most important results of the paper.
Theorem 3.1 Let x¯ ∈ Ω.
(i) If x¯ is a norm-based robust efficient solution of (1) w.r.t. K, then
TΩ(x¯) ∩G1(x¯) = {0}.
(ii) Let Ω be convex and f be K-convex. If TΩ(x¯) ∩ G2(x¯) = {0}, then x¯ is a
norm-based robust efficient solution of (1) w.r.t. K.
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(iii) Let Ω be convex, f be K-convex, and CQ1 hold at x¯. Then, x¯ is a norm-
based robust efficient solution of (1) w.r.t. K if and only if
TΩ(x¯) ∩G1(x¯) = {0}.
Proof (i) By indirect proof, assume that there exists a nonzero vector d such
that d ∈ TΩ(x¯) ∩ G1(x¯). Then, there are two sequences {xν} ⊆ Ω and tν ↓ 0
such that xν−x¯tν −→ d as ν −→∞. By [14, Theorem 10.17], for each ν,
f(xν) = f(x¯) + ξ
T
ν (xν − x¯), (4)
where ξν ∈ M(n, p); and the ith column of ξν belongs to ∂cfi(yiν) for some
yiν ∈ (x¯, xν). Locally Lipschitzness of f at x¯ and yiν −→ x¯ imply that the
sequence {ξν} is bounded and without loss of generality is convergent to some
ξ ∈ ∂cf(x¯). So, due to d ∈ G1(x¯), we have ξT d ∈ −K. Now, assume that
r > 0 is a robustness radius of x¯. As intK 6= ∅ and d 6= 0, there exists some
C¯ ∈ M(p, n; r) with C¯d ∈ −intK. So, ξTd+ C¯d ∈ −intK and for sufficiently
large ν,
ξTν (
xν − x¯
tν
) + C¯(
xν − x¯
tν
) ∈ −intK ⊆ −K \ {0}.
This leads to
ξTν (xν − x¯) + C¯(xν − x¯) ∈ −K \ {0}.
Hence, according to (4),
f(xν) + C¯xν − f(x¯)− C¯x¯ ∈ −K \ {0}.
This contradiction completes the proof of part (i).
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(ii) By indirect proof, assume that there exist two sequences {Cν} ⊆
M(p, n) and {xν} ⊆ Ω such that Cν −→ 0 and for any ν ∈ N,
f(xν) + Cνxν − f(x¯)− Cν x¯ ∈ −K \ {0}. (5)
This implies
(µ∗ ◦ f)(xν)− (µ∗ ◦ f)(x¯) + µ∗TCν(xν − x¯) ≤ 0, ∀
(
µ∗ ∈ −K∗, ν ∈ N
)
. (6)
Without loss of generality, assume that dν :=
xν−x¯
‖xν−x¯‖
converges to some d ∈ Rn
with ‖d‖ = 1.
Two cases for the sequence {xν} may occur; either it has a subsequence
convergent to x¯ or it does not have any subsequence convergent to x¯. In the
first case, without loss of generality, assume xν −→ x¯. Then,
d = lim
ν→∞
xν − x¯
‖xν − x¯‖ ∈ TΩ(x¯).
On the other hand, as f is K-convex, for any ν ∈ N,
ηT (xν−x¯) ≤ (µ∗◦f)(xν)−(µ∗◦f)(x¯), ∀
(
µ∗ ∈ −K∗, η ∈ ∂c(µ∗◦f)(x¯)
)
. (7)
Combining (6) and (7) leads to
ηT (xν − x¯) + µ∗TCν(xν − x¯) ≤ 0, ∀ν ∈ N
=⇒ ηT xν−x¯‖xν−x¯‖ + µ∗
T
Cν
xν−x¯
‖xν−x¯‖
≤ 0, ∀ν ∈ N
ν→∞
=⇒ ηT d ≤ 0,
for any µ∗ ∈ −K∗ and any η ∈ ∂(µ∗ ◦ f)(x¯). This implies that d ∈ G2(x¯).
Therefore, 0 6= d ∈ TΩ(x¯) ∩G2(x¯). This contradicts the assumption.
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Now, we consider the second case: {xν} does not have any subsequence
convergent to x¯. Therefore, without loss of generality, there exists some scalar
r > 0 such that ‖xν − x¯‖ > r for any ν ∈ N. By setting x′ν = x¯+ rν dν , as Ω is
convex, we have
x
′
ν =
r
ν‖xν − x¯‖xν + (1−
r
ν‖xν − x¯‖ )x¯ ∈ Ω
for any ν ∈ N. Furthermore, x′ν → x¯. Hence,
d = lim
ν→∞
x
′
ν − x¯
r/ν
∈ TΩ(x¯).
Let t ∈ (0, r) be arbitrary. Similar to above, x¯ + tdν ∈ Ω, for each ν. On the
other hand, from the K-convexity and the locally Lipschitzness of f ,
f(x¯+ tdν)− t‖xν−x¯‖f(xν)− (1− t‖xν−x¯‖ )f(x¯) ∈ −K
=⇒ f(x¯+tdν)−f(x¯)t − 1‖xν−x¯‖ (f(xν)− f(x¯)) ∈ −K
by (5)
=⇒ f(x¯+tdν)−f(x¯)t + Cν xν−x¯‖xν−x¯‖ ∈ −K
ν→∞
=⇒ f(x¯+td)−f(x¯)t ∈ −K,
So, according to the convexity of µ∗ ◦ f , we have
ηTd ≤ (µ
∗ ◦ f)(x¯+ td)− (µ∗ ◦ f)(x¯)
t
≤ 0, ∀
(
µ∗ ∈ −K∗, η ∈ ∂c(µ∗ ◦ f)(x¯)
)
.
Thus, d ∈ G2(x¯), leading to 0 6= d ∈ TΩ(x¯) ∩ G2(x¯). This contradicts the
assumption, and the proof of part (ii) is completed.
(iii) This part results from parts (i) and (ii) accompanying Definition 3.3. ⊓⊔
As mentioned before, if K = Rp+, the feasible set Ω is convex, and fi,
i = 1, 2, . . . , p, are convex, then G1(x¯) = G2(x¯), i.e. CQ1 automatically holds.
This fact leads to the following corollary, derived from Theorem 3.1.
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Corollary 3.1 Assume that K = Rp+, the feasible set Ω is convex, and fi,
i = 1, 2, . . . , p, are convex. Then, x¯ ∈ Ω is a norm-based robust efficient solu-
tion of (1) w.r.t. K = Rp+ if and only if TΩ(x¯) ∩G1(x¯) = {0}.
The following example shows that Theorem 3.1(iii) is not true without CQ1.
Example 3.1 Consider a VOP
min(f1(x), f2(x)) s.t. x ∈ R,
with ordering cone
K = {(µ1, µ2) ∈ R2 : µ1 + µ2 ≥ 0, µ1 ≥ 0}
and
f1(x) := max{0, x}, f2(x) := min{0,−x}.
It is not difficult to see that f = (f1, f2) is K-convex. Let x¯ = 0. We have
∂cf(x¯) = [0, 1]× [−1, 0]
and
−K∗ = {(µ1, µ2) ∈ R2 : µ1 ≥ µ2 ≥ 0}.
So, G1(x¯) = {0} and ∂c(µ∗ ◦ f)(x¯) = [0, µ1 − µ2] for each (µ1, µ2) ∈ −K∗.
Hence, G2(x¯) = (−∞, 0]. Therefore, CQ1 is not fulfilled. It is seen that
TΩ(x¯) ∩ G1(x¯) = {0} while x¯ is not a norm-based robust efficient solution
of the considered problem. ⊓⊔
The above example has another message that unlike K = Rp+, for K 6= Rp+
one can not derive CQ1 from K-convexity of the objective function.
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The next result characterizes robustness by means of the normal cone and
Clarke’s generalized gradient.
Theorem 3.2 Assume that Ω is convex and x¯ ∈ Ω.
(i) If x¯ is a norm-based robust efficient solution of (1) w.r.t. K, then
co (−∂cf(x¯)K∗) +NΩ(x¯) = Rn.
(ii) If f is K-convex and
pos
( ⋃
µ∗∈−K∗
∂c(µ
∗ ◦ f)(x¯)
)
+NΩ(x¯) = R
n, (8)
then x¯ is a norm-based robust efficient solution of (1) w.r.t. K.
Proof (i) According to Theorem 3.1(i), norm-based robust efficiency implies
TΩ(x¯) ∩G1(x¯) = {0}.
Now, by [13, Corollary 16.4.2], we get
cl
(
NΩ(x¯) +G1(x¯)
∗
)
= Rn.
On the other hand,
G1(x¯)
∗ = cl co(−∂cf(x¯)K∗).
So,
R
n = cl
(
cl co(−∂cf(x¯)K∗) +NΩ(x¯)
)
= cl
(
co(−∂cf(x¯)K∗) +NΩ(x¯)
)
.
Hence, the closure of the convex set co(−∂cf(x¯)K∗) + NΩ(x¯) coincides with
Rn. This leads to
co(−∂cf(x¯)K∗) +NΩ(x¯) = Rn.
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(ii) By setting
Γx¯ := pos
( ⋃
µ∗∈−K∗
∂c(µ
∗ ◦ f)(x¯)),
and applying [13, Corollary 16.4.2] on (8), we have
Γ ∗x¯
⋂
TΩ(x¯) = {0}.
On the other hand, G2(x¯) = Γ
∗
x¯ . Therefore,
TΩ(x¯) ∩G2(x¯) = {0},
and the proof is completed due to Theorem 3.1(ii). ⊓⊔
Corollaries 3.2, 3.3, and 3.4 are direct results of Theorems 3.1 and 3.2.
Corollary 3.2 Let Ω be convex, fi, i = 1, 2, . . . , p, be convex, and x¯ ∈ Ω.
Then the following three assertions are equivalent.
(i) x¯ is a norm-based robust efficient solution of (1) w.r.t. K = Rp+;
(ii) There exists no d ∈ TΩ(x¯) \ {0} such that for any i = 1, 2, . . . , p and any
ξ ∈ ∂fi(x¯), ξT d ≤ 0;
(iii) pos
( p⋃
i=1
∂fi(x¯)
)
+NΩ(x¯) = R
n.
Corollary 3.3 Let Ω be convex and f be K-convex and continuously differ-
entiable at x¯ ∈ Ω. Then the following three statements are equivalent.
(i) x¯ is a norm-based robust efficient solution of (1) w.r.t. K;
(ii) There exists no d ∈ TΩ(x¯) \ {0} such that ∇f(x¯)T d ∈ −K;
(iii) −∇f(x¯)TK∗ +NΩ(x¯) = Rn.
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Corollary 3.4 Let Ω be convex and fi, i = 1, 2, . . . , p, be convex and contin-
uously differentiable at x¯ ∈ Ω. Then the following three assertions are equiva-
lent.
(i) x¯ is a norm-based robust efficient solution of (1) w.r.t. K = Rp+;
(ii) There exists no d ∈ TΩ(x¯) \ {0} satisfying ∇fi(x¯)Td ≤ 0, i = 1, 2, . . . , p;
(iii) pos
{∇f1(x¯),∇f2(x¯), . . . ,∇fp(x¯)} +NΩ(x¯) = Rn.
4 Problems with Conic Constraints
Consider a VOP with conic constraints as follows:
min f(x) s.t. g(x) ∈ −Q. (9)
Here, f : Rn → Rp and g : Rn → Rq are respectively the objective and
constraint functions, whose components are assumed to be locally Lipschitz.
Furthermore, Q is an ordering cone in Rq with nonempty interior. The feasible
set of (9) is
Ω1 = {x ∈ Rn : g(x) ∈ −Q} = {x ∈ Rn : (λ∗ ◦ g)(x) ≤ 0, ∀λ∗ ∈ −Q∗ ∩ S}.
Consider a function G : Rn −→ R defined by
G(x) := max
λ∗
{
(λ∗ ◦ g)(x) : λ∗ ∈ −Q∗ ∩ S
}
, x ∈ Rn,
and set
I(x) :=
{
λ∗ ∈ −Q∗ ∩ S : G(x) = (λ∗ ◦ g)(x)
}
, x ∈ Rn,
A(x) = {λ∗ ∈ −Q∗ ∩ S : (λ∗ ◦ g)(x) = 0}, x ∈ Rn.
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It is evident that
Ω1 = {x ∈ Rn : G(x) ≤ 0}.
The following lemma constructs the main result of the current section.
Hereafter,
Υx¯ :=
⋃
λ∗∈A(x¯)
∂c(λ
∗ ◦ g)(x¯),
Dx¯ :=
{
d ∈ Rn : (λ∗ ◦ g)◦(x¯; d) ≤ 0, ∀λ∗ ∈ A(x¯)
}
.
Lemma 4.1 If x¯ ∈ Ω1 and 0 /∈ ∂cG(x¯), then
(i)
{
d ∈ Rn : (λ∗ ◦ g)◦(x¯; d) ≤ 0, ∀λ∗ ∈ A(x¯)
}
⊆ TΩ1(x¯);
(ii) NΩ1(x¯) ⊆ cl pos
( ⋃
λ∗∈A(x¯)
∂c(λ
∗ ◦ g)(x¯)
)
;
(iii) If g is Q-convex, then the inequalities given in (i) and (ii) hold as equality.
Proof (i) If A(x¯) = ∅, then there is nothing to prove. So, assume A(x¯) 6= ∅.
By [14, Theorems 10.34 and 10.42], since G is locally Lipschitz around x¯, we
get
{
d ∈ Rn : G◦(x¯; d) ≤ 0
}
⊆ T cΩ1(x¯) ⊆ TΩ1(x¯), (10)
where T cΩ1(x¯) stands for the Clarke tangent cone to Ω1 at x¯. Moreover,
G(x¯) = 0 because A(x¯) 6= ∅.
Now, consider d ∈ Rn satisfying (λ∗ ◦ g)◦(x¯; d) ≤ 0 for any λ∗ ∈ A(x¯).
According to the definition of generalized Clarke’s directional derivatives, there
exist sequences xν → x¯, tν ↓ 0, λ∗ν ∈ I(xν + tνd), λ¯∗ν ∈ I(xν) such that
G◦(x¯; d) = lim
ν→∞
(λ∗ν ◦ g)(xν + tνd)− (λ¯∗ν ◦ g)(xν)
tν
≤ lim
ν→∞
(λ∗ν ◦ g)(xν + tνd)− (λ∗ν ◦ g)(xν)
tν
.
(11)
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The sequence {λ∗ν} is bounded and, by working with subsequences if neces-
sary, one may assume that this sequence converges to some λ∗ ∈ −Q∗ ∩ S.
Furthermore, as G and λ∗ν ◦ g are continuous at x¯,
λ∗ν ∈ I(xν + tνd), ∀ν =⇒ G(xν + tνd) = (λ∗ν ◦ g)(xν + tνd), ∀ν
=⇒ 0 = G(x¯) = (λ∗ ◦ g)(x¯) =⇒ λ∗ ∈ A(x¯).
Moreover, due to the locally Lipschitzness of gi functions, the sequence{
g(xν+tνd)−g(xν)
tν
}
is bounded, and hence,
lim
ν→∞
((λ∗ν − λ∗) ◦ g) (xν + tνd)− ((λ∗ν − λ∗) ◦ g) (xν)
tν
= 0. (12)
By (11) and (12), we get
G◦(x¯; d) ≤ lim
ν→∞
(λ∗ ◦ g)(xν + tνd)− (λ∗ ◦ g)(xν)
tν
≤ (λ∗ ◦ g)◦(x¯; d) ≤ 0.
Hence, G◦(x¯; d) ≤ 0, and this completes the proof of part (i) due to (10).
(ii) According to part (i), we have NΩ1(x¯) = TΩ1(x¯)
∗ ⊆ D∗x¯. Furthermore,
Υ ∗x¯ = Dx¯, leading to D∗x¯ = Υ ∗∗x¯ = cl pos(Υx¯). So, NΩ1(x¯)⊆ cl pos(Υx¯).
(iii) As g is Q-convex, G is convex. So, due to 0 6∈ ∂cG(x¯), there exists
x ∈ Ω1 such that (λ∗ ◦g)(x) < 0 for any λ∗ ∈ −Q∗∩S. On the other hand, the
function (λ∗, x) 7−→ λ∗ ◦ g(x) is continuous on (−Q∗ ∩S)×Rn and −Q∗ ∩ S is
compact. Therefore, the inequalities given in parts (i) and (ii) hold as equality
because of [15, Theorem 7.9] and [14, Proposition 2.9]. ⊓⊔
Theorem 4.1 is the main achievement of the current section.
Theorem 4.1 Let x¯ ∈ Ω1.
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(i) If Ω1 is convex and x¯ is a norm-based robust efficient solution of (9) w.r.t.
K with 0 /∈ ∂cG(x¯), then
co(−∂cf(x¯)K∗) + pos
( ⋃
λ∗∈A(x¯)
∂c(λ
∗ ◦ g)(x¯)
)
= Rn.
(ii) Let f be K-convex, g be Q-convex and x¯ ∈ Ω1. If
pos
( ⋃
µ∗∈−K∗
∂c(µ
∗ ◦ f)(x¯)
)
+ pos
( ⋃
λ∗∈A(x¯)
∂c(λ
∗ ◦ g)(x¯)
)
= Rn,
then x¯ is a norm-based robust efficient solution of (9) w.r.t. K.
Proof (i) Apply Lemma 4.1(ii) and Theorem 3.2.
(ii) Considering arbitrary d ∈ TΩ1(x¯)∩G2(x¯), we prove d = 0, and then norm-
based robustness of x¯ comes from Theorem 3.1. According to the assumption of
the theorem, there exist finite sets T ⊆ −K∗ and S ⊆ A(x¯), Clarke’s gradients
ξµ∗ ∈ ∂(µ∗ ◦ f)(x¯) (µ∗ ∈ T ) and ζλ∗ ∈ ∂(λ∗ ◦ g)(x¯) (λ∗ ∈ S), and scalars
tµ∗ ≥ 0 (µ∗ ∈ T ) and sλ∗ ≥ 0 (λ∗ ∈ S) such that
d =
∑
µ∗∈T
tµ∗ξµ∗ +
∑
λ∗∈S
sλ∗ζλ∗ .
On the other hand, as d ∈ G2(x¯) and ξµ∗ ∈ ∂(µ∗ ◦ f)(x¯) (µ∗ ∈ T ), we have
dT ξµ∗ ≤ 0. Also, since d ∈ TΩ1(x¯), there exist two sequences {dν} ⊆ Rn
and δν ↓ 0 such that dν −→ d and x¯ + δνdν ∈ Ω; see [14]. Therefore, ζλ∗ ∈
∂(λ∗ ◦ g)(x¯) (λ∗ ∈ S) implies
dTν ζλ∗ ≤
(λ∗ ◦ g)(x¯+ δνdν)− (λ∗ ◦ g)(x¯)
δν
≤ 0, ∀ν ∈ N
leading to dT ζλ∗ ≤ 0. So, we get dT d ≤ 0 which means d = 0. ⊓⊔
The following corollaries are direct consequences of the above theorem
(when K = Rp+ and Q = R
q
+ or fi, i = 1, 2, . . . , p, and gj , j = 1, 2, . . . , q,
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are continuously differentiable). In these corollaries, Ω1 = {x ∈ Rn : gj(x) ≤
0, i = 1, 2, . . . , q} and A(x) = {j ∈ {1, 2, . . . , q} : gj(x) = 0}.
Corollary 4.1 Let Ω1 be convex and x¯ ∈ Ω1.
(i) If x¯ is a norm-based robust efficient solution of (9) w.r.t. K = Rp+, and
0 /∈ co
( ⋃
j∈A(x¯)
∂cgj(x¯)
)
, then
pos
( p⋃
i=1
∂cfj(x¯)
)
+ pos
( ⋃
j∈A(x¯)
∂cgj(x¯)
)
= Rn.
(ii) Let fi, i = 1, 2, . . . , p and gj , j = 1, 2, . . . , p, be convex. If
pos
( p⋃
i=1
∂cfj(x¯)
)
+ pos
( ⋃
j∈A(x¯)
∂cgj(x¯)
)
= Rn,
then x¯ is a norm-based robust efficient solution of (9) w.r.t. Rp+.
Corollary 4.2 Let Ω1 be convex and fi, i = 1, 2, . . . , p, and gj, j ∈ A(x¯), be
continuously differentiable at x¯ ∈ Ω1.
(i) If x¯ is a norm-based robust efficient solution of (9) w.r.t. K = Rp+, and
0 /∈ co{∇gj(x¯) : j ∈ A(x¯)}, then
pos
{∇f1(x¯),∇f2(x¯), . . . ,∇fp(x¯)}+ pos{∇gj(x¯) : j ∈ A(x¯)} = Rn.
(ii) Let fi, i = 1, 2, . . . , p, and gj , j = 1, 2, . . . , q, be convex. If
pos
{∇f1(x¯),∇f2(x¯), . . . ,∇fp(x¯)}+ pos{∇gj(x¯) : j ∈ A(x¯)} = Rn,
then x¯ is a norm-based robust efficient solution of (9) w.r.t. Rp+.
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In the following, we investigate the robustness for a semi-infinite VOP.
Consider the following semi-infinite VOP:
min f(x) s.t. gj(x) ≤ 0, ∀j ∈ J. (13)
Here, f : Rn → Rp is the objective function (i.e. f(x) = (f1(x), . . . , fp(x)),
gj : R
n → R (j ∈ J) are the constraint functions and J is an infinite index
set. We set Ω1 as the feasible set of (13), i.e.,
Ω1 = {x ∈ Rn ; gj(x) ≤ 0, ∀j ∈ J}.
Let fi (i = 1, . . . , p) and gj (j ∈ J) be locally Lipschitz. Notice that Problem
(13) is a special case of (9). We say that the Slater constraint qualification
(SCQ) holds for (13) if the following conditions are together satisfied:
(i) J is compact,
(ii) The function (j, x) 7−→ gj(x) is continuous on J × Rn,
(iii) There is a x◦ ∈ Rn such that gj(x◦) < 0, for any j ∈ J .
Set J(x¯) = {j ∈ J : gj(x¯) = 0}. In the following theorem, we provide a
characterization for norm-based robust efficient solutions of (13).
Theorem 4.2 Let gj , j ∈ J, be convex and x¯ ∈ Ω1.
(i) Assume that 0 /∈ co{⋃j∈A(x¯) ∂gj(x¯)} and SCQ holds for (13). If x¯ is a
norm-based robust efficient solution of (13) w.r.t. K, then
co
(− ∂cf(x¯)K∗)+ pos
( ⋃
j∈A(x¯)
∂gj(x¯)
)
= Rn.
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(ii) Assume that f is K-convex. Then, x¯ is a norm-based robust efficient solu-
tion of (13) w.r.t. K, if
pos
( ⋃
µ∗∈−K∗
∂c(µ
∗ ◦ f)(x¯)
)
+ pos
( ⋃
j∈A(x¯)
∂gj(x¯)
)
= Rn.
Proof Apply Theorem 3.2 and [15, Lemma 7.7 and Theorem 7.9]. ⊓⊔
5 Robustness and Gap Function
Gap function is one of the important tools for characterizing optimality/efficiency
in optimization. To the best of our knowledge, gap function for multiobjective
problems was first developed by Chen et al. [16]. Here, we define a gap function
for VOP (1) as a set-valued mapping Φgap : Ω × ∂cf(·)⇒ Rp defined as
Φgap(x, ξ) := {ξT (x− y¯) : y¯ ∈ Ex,ξ},
for x ∈ Ω and ξ ∈ ∂cf(x). In this gap function, Ex,ξ is the set of efficient
solutions of the following VOP w.r.t. K,
max
y∈Ω
ξT (x− y).
The vector-valued function f : Rn −→ Rp is called K-regular at x¯ ∈ Rn, if
for any µ∗ ∈ −K∗ the function µ∗ ◦ f is regular at x¯. If f is K-convex, then it
is K-regular. Also, if K = Rp+, then f is K-regular if and only if fi is regular
for i = 1, 2, . . . , p.
The following theorem provides a necessary condition for norm-based ro-
bust efficiency.
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Theorem 5.1 Let Ω be convex and f be K-regular at x¯ ∈ Ω. If x¯ is a norm-
based robust efficient solution of (1) w.r.t. K and (3) is fulfilled, then there
exists ξ¯ ∈ ∂cf(x¯) such that 0 ∈ Φgap(x¯, ξ¯).
Proof As x¯ is a norm-based robust efficient solution, according to Theorem
3.2, we get
co
(− ∂cf(x¯)K∗◦)+NΩ(x¯) = Rn.
So, there exist m ∈ N, ξν ∈ ∂cf(x¯), µ∗ν ∈ −K∗◦, and tν ≥ 0, ν = 1, 2, . . . ,m,
such that −∑mν=1 tνξνµ∗ν ∈ NΩ(x¯) and ∑mν=1 tν = 1. Now, by (3) and
K-regularity of f , we get
ξνµ
∗
ν ∈ ∂cf(x¯)µ∗ν = ∂c(µ∗ν ◦ f)(x¯), ∀ ν = 1, 2, . . . ,m
=⇒
m∑
ν=1
tνξνµ
∗
ν ∈
m∑
ν=1
tν∂c(µ
∗
ν ◦ f)(x¯) = ∂c((
m∑
ν=1
tνµ
∗
ν) ◦ f)(x¯) = ∂cf(x¯)
m∑
ν=1
tνµ
∗
ν .
Therefore, there exists ξ ∈ ∂cf(x¯) such that
−
m∑
ν=1
tνξµ
∗
ν = −
m∑
ν=1
tνξνµ
∗
ν ∈ NΩ(x¯).
As Ω is convex,
−
m∑
ν=1
tνµ
∗T
ν ξ
T (y − x¯) ≤ 0, ∀y ∈ Ω. (14)
On the other hand, if 0 6∈ Φgap(x¯, ξ), then x¯ 6∈ Ex¯,ξ and so, there exists y ∈ Ω
such that ξT (x¯ − y) ∈ K \ {0}. This leads to µ∗Tν ξT (y − x¯) < 0 for each
ν = 1, 2, . . . ,m, due to µ∗ν ∈ −K∗◦. Hence, −
m∑
ν=1
tνµ
∗T
ν ξ
T (y − x¯) > 0. This
strict inequality contradicts (14) and the proof is complete. ⊓⊔
Corollary 5.1 Let Ω be convex and fi, i = 1, 2, . . . , p, be continuously dif-
ferentiable. If x¯ ∈ Ω is a norm-based robust efficient solution of (1) w.r.t. K,
then 0 ∈ Φgap(x¯,∇f(x¯)).
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Corollary 5.2 Let Ω be convex and fi, i = 1, 2, . . . , p, be regular. If x¯ ∈ Ω is
a norm-based robust efficient solution of (1) w.r.t. K = Rp+, then there exists
ξ¯ ∈ ∂cf(x¯) such that 0 ∈ Φgap(x¯, ξ¯).
6 Conclusions
Investigation and characterization of the norm-based robust solutions of VOPs
was the main aim of the current work. After addressing some basic notions, we
obtained necessary and sufficient conditions for norm-based robustness utiliz-
ing two new directions, defined invoking Clarke’s generalized gradient. Further-
more, we developed these conditions for norm-based robust efficient solutions
of VOPs with conic constraints and semi-infinite VOPs. Moreover, we derived
a necessary condition for norm-based robustness by means of a nonsmooth gap
function. In addition to general results, we analysed the problem for special
cases.
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