Limit Theorems Associated With The Pitman-Yor Process by Feng, Shui et al.
ar
X
iv
:1
60
2.
08
38
2v
1 
 [m
ath
.PR
]  
26
 Fe
b 2
01
6
Limit Theorems Associated With The
Pitman-Yor Process
Shui Feng
McMaster University
Fuqing Gao
Wuhan University
Youzhou Zhou
Zhongnan University of Economics and Law
February 20, 2016
Abstract
The Pitman-Yor process is a random discrete measure. The random weights or
masses follow the two-parameter Poisson-Dirichlet distribution with parameters 0 <
α < 1, θ > −α. The parameters α and θ correspond to the stable and gamma compo-
nents, respectively. The distribution of atoms is given by a probability ν. In this arti-
cle we consider the limit theorems for the Pitman-Yor process and the two-parameter
Poisson-Dirichlet distribution. These include law of large numbers, fluctuations, and
moderate or large deviation principles. The limiting procedures involve either α tends
to zero or one. They arise naturally in genetics and physics such as the asymptotic
coalescence time for explosive branching process and the approximation to generalized
random energy model for disordered system.
Keywords: Pitman-Yor process, Explosive branching, Large deviations, Phase transi-
tion, Poisson-Dirichlet distribution, Random energy model.
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1 Introduction
For any 0 ≤ α < 1, θ+α > 0, let U1(α, θ), U2(α, θ), . . . be a sequence of independent random
variables with Ui(α, θ) having distribution Beta(1− α, θ + iα) for i ≥ 1. If we define
V1(α, θ) = U1(α, θ), Vn(α, θ) = (1− U1(α, θ)) · · · (1− Un−1(α, θ))Un(α, θ), n ≥ 2,
1
then the law of the decreasing order statistic
P(α, θ) = (P1(α, θ), P2(α, θ), . . .)
of (V1(α, θ), V2(α, θ), . . .) is the two-parameter Poisson-Dirichlet distribution PD(α, θ). It is
a probability on the infinite-dimensional simplex
∇∞ = {p = (p1, p2, . . .) : p1 ≥ p2 ≥ · · · ≥ 0,
∞∑
i=1
pi ≤ 1}.
Let S be Polish space and ν a probability on S satisfying ν({x}) = 0 for all x in S. In this
case we say ν is diffuse. The Pitman-Yor process with parameters α, θ and ν is the random
measure
Ξα,θ,ν =
∞∑
i=1
Pi(α, θ)δξi.
where ξ1, ξ2, . . . are i.i.d. with common distribution ν and is independent of P(α, θ). The
case α = 0 corresponds to the Dirichlet process constructed in [15].
The distribution PD(0, θ) was introduced by Kingman in [19] as the law of relative jump
sizes of a gamma subordinator over the interval [0, θ]. It also arises in other context most
notably population genetics. The distribution PD(α, 0) was introduced in Kingman [19]
through the stable subordinator. In [20] and [24], PD(α, 0) was constructed from the ranked
length of excursion intervals between zeros of a Brownian motion (α = 1/2) or a recurrent
Bessel process of order 2(1− α) for general α.
In this paper we focus on the case θ = 0. Without the loss of generality, we choose
the space S to be [0, 1] and the probability ν to be the uniform distribution on [0, 1]. This
implies that the parameter α is in (0, 1). Our main objective is to study the asymptotic
behaviour of PD(α, 0) when α converges to zero, and the behaviour of both PD(α, 0) and
Ξα,0,ν when α converges to one. There are many scenarios where the limiting procedure of
α approaching one or zero arises naturally. We consider two examples below.
The first example is Derrida’s random energy model (REM) introduced in [6] and [7].
This is a toy model for disordered system such as spin glasses. For any N ≥ 1, let SN =
{−1, 1}N denote the configuration space. Then the REM is a family of i.i.d. random variables
{HN(σ) : σ ∈ SN} with common normal distribution of mean zero and variance N . Here
HN(σ) is the Hamiltonian. Given the temperature T and β = T
−1, the Gibbs measure is a
probability on SN given by
Z−1N exp{−βHn(σ)}
where
ZN =
∑
σ∈SN
exp{−βHN(σ)}
2
is the partition function. Let Tc =
1√
2 ln 2
and α = T
Tc
. Then for T < Tc or equivalently
β >
√
2 ln 2, the decreasing order statistic of the Gibbs measure is known (cf. [28]) to
converge to the Poisson-Dirichlet distribution PD(α, 0) as N tends to infinity. Thus α
converging to zero corresponds to temperature going to zero while α converging to one
corresponds to temperature rising to the critical value. To account for correlations, the
generalized random energy model (GREM) involving hierarchical levels was introduced and
studied in [8] and [9]. The generalization to continuum levels was done in [4] and the
genealogy of the hierarchical systems is described by the Bolthausen-Sznitman coalescent.
In deriving the infinitesimal rate of the coalescent (Proposition 4.11 in [3] ), one needs to
consider the limit of PD(e−t, 0) as t converges to zero or equivalently α = e−t converging to
one.
The second example is concerned with the coalescence time for an explosive branching
process. Consider a Galton-Watson branching process with offspring distribution in the
domain of attraction of a stable law of index 0 < γ < 1. Let Xn denote the coalescence
time of any two individuals choosing at random at generation n. Then it is shown in [1] that
limn→∞ P{n − Xn ≤ k} exists and can be calculated explicitly through PD(γk, 0). In this
case, α = γk converging to zero corresponds to k converging to infinity.
There have been intensive studies of the asymptotic behaviour for the Poisson-Dirichlet
distribution and the Pitman-Yor process in recent years with motivations from probability
theory, population genetics, and Bayesian statistics (see [12] and the references therein). The
results in this paper not only generalize some earlier results but, more importantly, reveal
some surprising new structures.
The paper is organized as follows. In Section 2, we review the subordinator representa-
tion for PD(α, 0). Section 3 contains the law of large numbers, fluctuation, and moderate
deviations associated with PD(α, 0) as α converges to zero or one. In Section 4, we establish
the large deviation principle for Ξα,0,ν under the limit of α converging to one. We finish the
paper in Section 5 with some concluding remarks.
2 Subordinator Representation
For any 0 < α < 1, let ρt be the stable subordinator with index α and Le´vy measure
Λα(d x) =
α
Γ(1− α)x
−(1+α)d x, x > 0.
The boundary case α = 1 corresponds to the straight line ρt = t. When α converges to
zero, ρt becomes a killed subordinator with killing rate one ([2]).
For any t > 0, let J1(ρt) ≥ J2(ρt) ≥ · · · denote the jump sizes of ρt over the interval
[0, t]. Then the following representation holds.
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Theorem 2.1 (Perman, Pitman, and Yor [20]) For any t > 0, the law of
(
J1(ρt)
ρt
,
J2(ρt)
ρt
, . . .) (2.1)
is PD(α, 0).
For any n ≥ 1, let Zn = Λα(Jn(ρ1),∞). Then Z1 < Z2 < . . . and Z1, Z2−Z1, Z3−Z2, . . .
are i.i.d. exponential random variables with parameter 1. Noting that Λα(x,∞) = x−αΓ(1−α) , it
follows that
Jn(ρ1)
ρ1
=
Z
−1/α
n∑∞
i=1Z
−1/α
i
(2.2)
and
ρ1 = Γ(1− α)−1/α
∞∑
i=1
Z
−1/α
i . (2.3)
Thus by Theorem 2.1 the law of
(
Z
−1/α
1∑∞
i=1 Z
−1/α
i
,
Z
−1/α
2∑∞
i=1 Z
−1/α
i
, . . .) (2.4)
is PD(α, 0).
3 Limit Theorems for PD(α, 0)
Let
P(α, 0) = (P1(α, 0), P2(α, 0), . . .)
and
ϕ2(P(α, 0)) :=
∞∑
i=1
P 2i (α, 0).
A direct application of Pitman’s sampling formula ([21], [23]) leads to
Eα,0[ϕ2(P(α, 0))] = 1− α.
This implies that P(α, 0) converges in probability to (1, 0, . . .) and (0, 0, . . .) as α converges
to 0 and 1, respectively. The objective of this section is to obtain more detailed information
associated with these limits including fluctuation and large deviations.
4
3.1 Convergence and Limit
For any n ≥ 1, set
Pn(α, 0) =
Z
−1/α
n∑∞
i=1 Z
−1/α
i
Let 0 < γ(α) ≤ 1 and ι(α) > 0 be such that
lim
α→0
γ(α)
α
= c1 ∈ [0,+∞] (3.5)
and
lim
α→1
ι(α)
Γ(1− α) = c2 ∈ [0,∞). (3.6)
Theorem 3.1 Let
Pγ(α)(α, 0) = (P
γ(α)
1 (α, 0), P
γ(α)
2 (α, 0), . . .).
If c1 is finite, then P
γ(α)(α, 0) converges almost surely to (1, (Z1
Z2
)c1, (Z1
Z3
)c1, . . .) as α converges
to 0. If c1 =∞, then Pγ(α)(α, 0) converges to (1, 0, . . .) in probability as α converges to 0.
Proof: Set
Z˜ = (Z−11 , Z
−1
2 , . . .).
Then we have
(
∞∑
i=1
Z
−1/α
i )
α = ||Z˜||1/α.
When α approaches to zero, ||Z˜||1/α converges almost surely to ||Z˜||∞ = Z−11 . This
implies that
Pα(α, 0) = (
Z−11
||Z˜||1/α
,
Z−12
||Z˜||1/α
, . . .)
converges almost surely to (1, Z1
Z2
, Z1
Z3
, . . .) as α converges to zero. Writing Pγ(α)(α, 0) as
((
Z−11
||Z˜||1/α
)γ(α)/α, (
Z−12
||Z˜||1/α
)γ(α)/α, . . .).
Then by continuity we obtain thatPγ(α)(α, 0) converges almost surely to (1, (Z1
Z2
)c1 , (Z1
Z3
)c1, . . .)
as α converges to zero. If c1 = ∞, then for any M ≥ 1 one has γ(α)α > M for small enough
α. Thus for any n > 1
lim
α→0
P γ(α)n (α, 0) ≤ lim
α→0
PMn (α, 0) = (
Z1
Zn
)M .
Since M is arbitrary, we obtain
lim
α→0
P γ(α)n (α, 0) = 0, a.s., n > 1.
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Finally for n = 1, we have
P1(α, 0) ≤ P γ(α)1 (α, 0) ≤ 1.
Noting that
E[P1(α, 0)] ≤ E[ϕ2(P(α, 0))] = 1− α.
It follows that P1(α, 0) converges to 1 in probability which implies that P
γ(α)
1 (α, 0) converges
to one in probability. ✷
Theorem 3.2 As α converges to 1, ι(α)P(α, 0) converges in probability to c2 (Z
−1
1 , Z
−1
2 , . . .).
Proof: Let Sα = ρ
−α
1 . Then the law of Sα is the Mittag-Leffler distribution with density
function
gα(s) =
∞∑
k=0
(−s)k
k!
Γ(αk + α + 1)
sin(αkπ)
αkπ
and
∞∑
i=1
Z
−1/α
i = (
Sα
Γ(1− α))
−1/α (3.7)
E[Srα] =
Γ(r + 1)
Γ(αr + 1)
, r > −1. (3.8)
This implies that
E[(Sα − 1)2] = 2
Γ(2α+ 1)
− 2
Γ(α+ 1)
+ 1
→ 0, α→ 1.
Hence Sα converges to 1 in probability as α converges to 1.
By (2.3), one has
ι(α)P(α, 0) =
ι(α)
Γ(1− α)Γ(1− α)
1− 1
α ((
Z1
Sα
)−1/α, (
Z2
Sα
)−1/α, . . .)
=
ι(α)
Γ(1− α)Γ(1− α)
1− 1
α exp{ 1
α
logSα}(Z−1/α1 , Z−1/α2 , . . .).
Since Sα converges to one in probability and (Z
−1/α
1 , Z
−1/α
2 , . . .) converges to (Z
−1
1 , Z
−1
2 , . . .)
almost surely as α converges to one, we conclude that ι(α)P(α, 0) converges to c2 (Z
−1
1 , Z
−1
2 , . . .)
in probability.
✷
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3.2 Large Deviations
In this section we consider the large deviations associated with the deterministic limits
obtained in Theorem 3.1. In comparison with the large deviations associated with P(α, 0)
these results can be viewed as moderate deviations for P(α, 0). We prove these results
through a series of lemmas.
For any n ≥ 1 let
Rn =
Pn+1(α, 0)
Pn(α, 0)
.
Then {Rn : n ≥ 1} is a sequence of independent beta random variables with each Rn having
the beta(nα, 0) distribution (Proposition 8 in [25]).
Lemma 3.3 Let Rγ(α) = (R
γ(α)
1 , R
γ(α)
2 , . . .). As α converges to 0, large deviation principles
hold for Rγ(α) on space [0, 1]∞ with respective speeds and rate functions ( α
γ(α)
, J1(·)) and
(log γ(α)
α
, J2(·)) depending on whether c1 = 0 or c1 =∞, where
J1(x) =
{ ∑∞
n=1 n log
1
xn
, xn > 0 for all n > 1,
+∞, otherwise.
and
J2(x) = #{n ≥ 1 : xn > 0}.
Proof: Assume that c1 = 0. For any n ≥ 1 and any x in [0, 1], one has
n log x ≤ lim
δ→0
lim inf
α→0
γ(α)
α
logP{|Rγ(α)n − x| < δ}
n log x ≥ lim
δ→0
lim sup
α→0
γ(α)
α
log P{|Rγ(α)n − x| ≤ δ}.
This combined with the compactness of [0, 1] implies that R
γ(α)
n satisfies a large deviation
principle on [0, 1] with speed α
γ(α)
and rate function n log x. Similarly for c1 =∞, we have
−χ{x>0} ≤ lim
δ→0
lim inf
α→0
(log
γ(α)
α
)−1 log P{|Rγ(α)n − x| < δ}
−χ{x>0} ≥ lim
δ→0
lim sup
α→0
(log
γ(α)
α
)−1 log P{|Rγ(α)n − x| ≤ δ}.
These combined with the independence of R1, R2, . . . imply the large deviations for R
γ(α).✷
Lemma 3.4 There exists δ ≥ 1 such that for any λ < δ
E[exp{λ(1− α)(P−11 (α, 0)− 1)}] = (1 + Aλ,α)−1 <∞ (3.9)
where
Aλ,α = α
∫ 1
0
(1− eλ(1−α)z)z−(1+α)d z.
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Proof: Clearly Aλ,α is nonnegative for λ ≤ 0, and converges to negative infinity as λ
tends to positive infinity. It is known (equation (77) in [19]) that
E[exp{λ(1− α)(P−11 (α, 0)− 1)}] = (1 + Aλ,α)−1 <∞ (3.10)
for λ ≤ 0. For λ > 0, we have
Aλ,α = (1− λ)eλ(1−α) − 1 + λ2(1− α)
∫ 1
0
z1−αeλ(1−α)zd z (3.11)
≥ (1− λ)eλ(1−α) − 1 + λ2(1− α)
∫ 1
0
z1−αeλ(1−α)zd z.
If we define
λα = sup{λ > 0 : Aλ,α + 1 > 0},
then λα ≥ 1 by (3.11) and
δ = inf{λα : 0 < α < 1} ≥ 1.
By Campbell’s theorem (3.9) holds for any λ < δ.
✷
Lemma 3.5 Let ǫ > 0 be arbitrarily given. If c1 = 0, then
lim sup
α→0
γ(α)
α
log P{|P γ(α)1 (α, 0)− 1| > ǫ} = −∞. (3.12)
If c1 =∞ and
lim
α→0
γ(α) = 0, (3.13)
then
lim sup
α→0
1
log γ(α)
α
log P{|P γ(α)1 (α, 0)− 1| > ǫ} = −∞. (3.14)
Proof: Since the limit involves only small α, we may assume that 0 < α < 1/2 and 0 < ǫ <
1/2. Let δ be as in Lemma 3.4 and set δ1 = δ/4. By direct calculation we obtain that
P{|P γ(α)1 (α, 0)− 1| > ǫ} = P{P−11 (α, 0)− 1 ≥ (1− ǫ)−1/γ(α) − 1}
≤ E[eδ1(P−11 (α,0)−1)]e−δ1[(1−ǫ)−1/γ(α)−1] (3.15)
≤ (1 + Aδ1,α)−1e−δ1[(1−ǫ)
−1/γ(α)−1].
It follows from (3.11) that
lim
α→0
(1 + Aδ1,α) = 1. (3.16)
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If c1 = 0, then
lim sup
α→0
(1− ǫ)−1/γ(α) − 1
α
γ(α)
= lim sup
α→0
(1− ǫ)−1/γ(α)
α
γ(α)
= lim sup
α→0
exp { 1
γ(α)
[log
1
(1− ǫ) + γ(α) log γ(α)−
γ(α)
α
α logα]} (3.17)
=∞.
Next assume that c1 = ∞ and (3.13) hold. For any 0 < ǫ < 1/2, (1 − ǫ)1/γ(α) converges
to zero as α tends to zero. Hence for any k ≥ 1, one can find αk > 0 such that for all
0 < α < αk
P{|P γ(α)1 (α, 0)− 1| > ǫ} ≤ P{P1(α, 0) <
1
k
}.
By the large deviation principle for P1(α, 0) in [11], we obtain that
lim sup
α→0
1
log 1
α
logP{|P γ(α)1 (α, 0)− 1| > ǫ} ≤ lim sup
α→0
1
log 1
α
logP{P1(α, 0) < 1
k
}
≤ −(k − 1).
Noting that γ(α) < 1 and k is arbitrary it follows that
lim sup
α→0
1
log γ(α)
α
log P{|P γ(α)1 (α, 0)− 1| > ǫ}
≤ lim sup
α→0
1
log 1
α
logP{|P γ(α)1 (α, 0)− 1| > ǫ} (3.18)
≤ lim
k→∞
lim sup
α→0
1
log 1
α
log P{P1(α, 0) ≤ 1
k
}
= −∞.
Putting together (3.15)-(3.18), we get (3.12) and (3.14).
✷
Theorem 3.6 Let γ(α) satisfy (3.5), and set
∇ = {x = (x1, x2, . . .) : 1 ≥ x1 ≥ x2 ≥ · · · ≥ 0}.
Then the followings hold as α converges to 0.
(i) If c1 = 0, then the family {Pγ(α)(α, 0) : 0 < α < 1} satisfies a large deviation principle
on space ∇ with speed α
γ(α)
and rate function
I1(x) =
{ ∑∞
n=1 n log
xn
xn+1
, x1 = 1, xn > 0 for all n > 1,
+∞, otherwise. (3.19)
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(ii) If c1 = ∞ and (3.13) holds, then the family {Pγ(α)(α, 0) : 0 < α < 1} satisfies a large
deviation principle on space ∇ with speed log γ(α)
α
and the rate function
I2(x) =
{
n− 1, x1 = 1, xn > 0, xk = 0, k > n,
+∞, otherwise. (3.20)
Proof: Writing Pγ(α) in terms of Rγ(α) we have
Pγ(α) = P
γ(α)
1 (α, 0)(1, R
γ(α)
1 , R
γ(α)
1 R
γ(α)
2 , . . .).
By Lemma 3.5, P
γ(α)
1 (α, 0) is exponentially equivalent to one. Hence by lemma 2.1 in
[13] (1, R
γ(α)
1 , R
γ(α)
1 R
γ(α)
2 , . . .) and P
γ(α) have the same large deviation principle. Define
ψ : [0, 1]∞ −→ ∇, (x1, x2, . . .)→ (1, x1, x1x2, . . .).
Then ψ is clearly continuous and (1, R
γ(α)
1 , R
γ(α)
1 R
γ(α)
2 , . . .) = ψ(R
γ(α)). Noting that
Ii(x) = inf{Ji(y) : ψ(y) = x}, i = 1, 2,
the theorem follows from Lemma 3.3 and the contraction principle.
✷
4 Asymptotic Behaviour of Ξα,0,ν
Recall that the REM has configuration space SN = {−1, 1}N and the Hamiltonian given by
a family of i.i.d. normal random variables with mean 0 and variance N
{HN(σ) | σ ∈ SN}.
The Gibbs measure GN (σ) at temperature T is given by
Z−1N exp{−βHN(σ)},
where β = 1/T and ZN =
∑
σ∈SN exp{−βHN(σ)}. By making the change of variable
rN(σ) = 1−
N∑
i=1
(1− σi)2−i−1,
we can regard [0, 1] as the new configuration space. The corresponding Gibbs measure has
the form
µTN(d x) =
∑
σ∈SN
δrN (d x)GN(σ).
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As N → ∞, the limiting Gibbs measure µT = limN→∞ µTN exhibits phase transition at the
critical temperature Tc =
√
2 log 2. More specifically, by Theorems 9.3.1 and 9.3.4 in [5], we
have
µT =

ν, if T ≥ TcΞα,0,ν , if T < Tc.
Thus a phase transition occurs when the temperature crosses the critical value between
high temperature and low temperature regimes. The low temperature regime has a rich
structure. The transition from the low temperature regime to the critical temperature regime
corresponds to α tending to one from below. The goal of this section is to understand
the microscopic behaviour of this transition through the establishment of a large deviation
principle for Ξα,0,ν .
4.1 Estimates for Stable Subordinator
Recall that ρt be the stable subordinator with index 0 < α < 1. For t = 1, the following
holds.
Lemma 4.1 ([26], [18]) The distribution function of ρ
α
1−α
1 has two integral representations:
F (x) = P{ρ
α
1−α
1 ≤ x} =
1
π
∫ π
0
e−
A(u)
x du, (4.21)
where A(u) is the Zolotarev’s function defined as
A(u) =
{
sinα(αu) sin1−α((1− α)u)
sin u
} 1
1−α
.
The distribution function of ρ1 is thus F (x
α
1−α ). The density function of ρ1 has the following
representation
φα(t) =
1
π
∫ ∞
0
e−tue−u
α cos πα sin(uα sin πα)du (4.22)
Applying these representations, we obtain the following estimations.
Theorem 4.2 For any given 1 > δ > 0, we have
lim
α→1
(1− α) log log 1
P{ρ1 < 1− δ} = limα→1(1− α) log log
1
P{ρ1 ≤ 1− δ} = log
1
1− δ (4.23)
and
lim
α→1
1
log 1
1−α
log P{ρ1 > 1 + δ} = lim
α→1
1
log 1
1−α
logP{ρ1 ≥ 1 + δ} = −1. (4.24)
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Proof: For any u ∈ (0, π), v ∈ (0, 1), one has
d[v cot(vu)− cot u]
dv
=
1
2 sin2(vu)
(sin(vu)− 2vu)
≤ 1
2 sin2(vu)
(sin(vu)− vu) ≤ 0
which implies that
d log sin(vu)
sinu
du
= v cot(vu)− cot u ≥ 0.
Hence
A(u) = exp{α log sin(αu)
sin u
+ (1− α) log sin((1− α)u)
sin u
}
is nondecreasing in u. Further more it follows from direct calculation that
lim
u→0
A(u) = (1− α)α α1−α lim
u→π
A(u) =∞.
Therefore, applying the representation (4.21) we get that for any ǫ > 0
π − ǫ
π
exp
{
− A(π − ǫ)
(1− δ) α1−α
}
≤ 1
π
∫ π−ǫ
0
e
− A(u)
(1−δ)
α
1−α du = P{ρ1 ≤ 1− δ}
≤ exp
{
− A(0)
(1 − δ) α1−α
}
.
This implies that
log
1
1− δ ≤ lim infα→1 (1− α) log log
1
P{ρ1 ≤ 1− δ}
= lim inf
α→1
(1− α) log log 1
P{ρ1 < 1− δ}
lim sup
α→1
(1− α) log log 1
P{ρ1 < 1− δ}
= lim sup
α→1
(1− α) log log 1
P{ρ1 ≤ 1− δ}
≤ log( 1
1− δ )
and thus (4.23) holds.
To prove (4.24), we apply (4.22) and get
P{ρ1 > 1 + δ} =P{ρ1 ≥ 1 + δ}
=
1
π
∫ ∞
1+δ
∫ ∞
0
u−1e−(1+δ)ue−u
α cos πα sin(uα sin πα)dudt
=
sin πα
π
∫ ∞
0
u−(1−α)e−δu
[
e−u−u
α cos πα sin(u
α sin πα)
uα sin πα
]
du
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Noting that sin(u
α sinπα)
uα sinπα
is bounded and
lim
α→1
sin πα
π(1− α) = 1,
it follows that (4.24) holds.
Theorem 4.3 The family {ρ1 : 0 < α < 1} satisfies a large deviation principle on (0,∞)
as α tends to one with speed − log(1− α) and rate function (not good in this case)
J(x) =


1, x > 1,
0, x = 1
+∞, otherwise.
(4.25)
Proof: Let A be a closed set in (0,∞). If A contains 1, then infx∈A J(x) = 0 and the upper
estimate holds. If A does not contain 1, then one can find 0 < a < 1 < b such that A is
either a subset of (0, a], a subset of [b,∞) or a subset or (0, a]∪ [b,∞). For each case we can
apply Theorem4.2 to obtain the upper estimate.
The proof for lower estimates goes as follows. Let B be any open set. If B intersects with
[0, 1), then the lower estimates are trivial. If B does not intersect with [0, 1), then B can
not contain 1. Hence one can find 1 < a < b <∞ such that (a, b) ⊂ B and
P{ρ1 ∈ B} ≥ P{ρ1 ∈ (a, b)}
≥ b− a
π
∫ ∞
0
u−1e−bue−u
α cos πα sin(uα sin πα)du
which implies that
lim inf
α→1
1
− log(1− α) logP{ρ1 ∈ B} ≥ −1 = −infx∈BJ(x)
✷
For any n ≥ 1, let τ1, . . . , τn+1 be independent copies of ρ1. Set
σi =
τi
τ1
, i = 2, . . . , n + 1.
Set
σ˜n = min{σi : 2 ≤ i ≤ n + 1}
and let rn denote the frequency of σ˜n among {σi}i=2,...,n+1. Define
Jn(u1, . . . , un) =


n+ 1− rn, σ˜n < 1,
n− rn, σ˜n = 1,
n, σ˜n > 1.
(4.26)
Clearly Jn(·) is a rate function on (0,∞)n.
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Theorem 4.4 The family {(σ2, . . . , σn+1) : 0 < α < 1} satisfies a large deviation principle
on (0,∞)n with speed − log(1− α) and rate function Jn(·) as α tends to one.
Proof: Note that the map
Φ : (0,∞)n+1 → (0,∞)n, (x1, . . . , xn+1)→ (x2
x1
, . . . ,
xn+1
x1
)
is clearly continuous. It follows from the contraction principle that large deviation upper
and lower estimates hold for the family {(σ2, . . . , σn+1) : 0 < α < 1} with the bounds given
by the function
J˜n(u1, . . . , un) = inf{
n+1∑
i=1
J(xi) : xj+1 = ujx1, j = 1, . . . , n}.
Since J(x) =∞ for x in (0, 1), it follows that
J˜n(u1, . . . , un) = inf{
n+1∑
i=1
J(xi) : x1 ≥ 1, xj+1 = ujx1 ≥ 1, j = 1, . . . , n} = Jn(u1, . . . , un)
and the theorem follows.
✷
Remark. The contraction principle used in Theorem 4.4 does not lead to a large deviation
principle in general due to the fact that the starting rate function is not good. But here
and later on, direct calculations show that the upper and lower bounds are all given by rate
functions.
4.2 Large Deviations for Ξα,0,ν
Let M1([0, 1]) denote the space of probabilities on [0, 1] equipped with the weak topology.
For any µ in M1([0, 1]) define
I(µ) =


0, µ = ν
n, µ =
∑n
i=1 piδxi + (1−
∑n
i=1 pi)ν
∞, otherwise.
The main result of this subsection is
Theorem 4.5 The family {Ξα,0,ν : 0 < α < 1} satisfies a large deviation principle on
M1([0, 1]) with speed − log(1− α) and good rate function I(·) as α tends to one.
We prove this theorem through a series of lemmas.
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Lemma 4.6 For any n ≥ 1, let 0 = t0 < t1 < · · · < tn < tn+1 = 1 and B1, · · · , Bn+1 be a
measurable partition of [0, 1] such that ν(Bi) = ti − ti−1. Then
(Ξα,0,ν(B1), · · · ,Ξα,0,ν(Bn+1))
d
= ρ−11 (ρt1 , ρt2 − ρt1 , · · · , ρtk − ρtk−1 , ρ1 − ρtk)
d
= (t
1/α
1 +
n+1∑
k=2
(tk − tk−1)1/ασk)−1(t1/α1 , (t2 − t1)1/ασ2, . . . , (1− tn)1/ασn+1)
where
d
= denotes equality in distribution.
Proof: The first equality is from [22] and the second equality follows from the independent
increments of the stable subordinator and the equality ρt
d
= t1/αρ1.
✷
Lemma 4.7 Let
△n+1 := {(y1, . . . , yn+1) : yi ≥ 0,
n+1∑
k=1
yk = 1}.
Then the family {(Ξα,0,ν(B1), · · · ,Ξα,0,ν(Bn+1)) : 0 < α < 1} satisfies a large deviation
principle on △n+1 with speed − log(1 − α) and good rate function In(·) as α tends to one,
where
In(y1, . . . , yn+1) = (n+ 1)− γ(y1, . . . , yn+1)
with
γ(y1, . . . , yn+1) = #{1 ≤ i ≤ n+ 1 : yi
ti − ti−1 = min{
yk
tk − tk−1 : 1 ≤ k ≤ n + 1}}.
Proof: First note that the map
H : [0, 1]n × (0,∞)n → [0, 1],
(v1, . . . , vn+1; u1, . . . , un)→ (v1 +
n+1∑
k=2
vkuk−1)−1(v1, v2u1, . . . , vn+1un)
is continuous and (Ξα,0,ν(B1), · · · ,Ξα,0,ν(Bn+1)) has the same distribution as
H(t
1/α
1 , . . . , (1− tn)1/α; σ2, . . . , σn+1).
Noting that (t
1/α
1 , . . . , (1 − tn)1/α) satisfies a full large deviation principle with effec-
tive domain (t1, . . . , (1 − tn)). It follows from Theorem 4.4, the independence between
(t
1/α
1 , . . . , (1 − tn)1/α) and (σ2, . . . , σn+1) and the contraction principle that large deviation
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estimates hold for (Ξα,0,ν(B1), · · · ,Ξα,0,ν(Bn+1)) with upper and lower bounds given by the
function
I˜n(y1, . . . , yn+1) = inf{Jn(u1, . . . , un) : ui ∈ (0,∞), ui = t1
y1
yi+1
ti+1 − ti , i = 1, . . . , n}
=


n+ 1− r˜n, min2≤i≤n+1{ yiti−ti−1} <
y1
t1
,
n− r˜n, min2≤i≤n+1{ yiti−ti−1} =
y1
t1
,
n, min2≤i≤n+1{ yiti−ti−1} >
y1
t1
.
where r˜n is the frequency of min2≤i≤n+1{ yiti−ti−1} among
y2
t2−t1 , . . . ,
yn+1
1−tn . On the other hand,
γ(y1, . . . , yn+1) =


r˜n, min2≤i≤n+1{ yiti−ti−1} <
y1
t1
,
r˜n + 1, min2≤i≤n+1{ yiti−ti−1} =
y1
t1
,
1, min2≤i≤n+1{ yiti−ti−1} >
y1
t1
.
Hence we obtain that I˜n(·) = In(·). It remains to show that In(·) is a good rate function.
Since △n+1 is compact, it suffices to verify the lower semicontinuity of the In(·). For any
point (y1, . . . , yn+1) in △n+1, let γ(y1, . . . , yn+1) = m. If the neighbourhood of (y1, . . . , yn+1)
is small enough, then the frequency of the minimum in each point inside the neighbourhood
is at least m. Hence I(·) is lower semicontinuous.
✷
Lemma 4.8
I(µ) = sup{In(µ([0, t1]), µ((t1, t2]), . . . , µ((tn, 1]) : (4.27)
0 = t0 < t1 < · · · < tn < tn+1 = 1, n = 1, 2, . . .}.
The supremum can be taken over all continuity points t1, . . . , tn of µ.
Proof: We divide the proof into several cases. Let µ be any probability in M1([0, 1]). By
Lebesgue’s Decomposition Theorem, one can write
µ = λ1µa + λ2µs + λ3µac
where µa is atomic, µs is singular with respect to ν, µac is absolutely continuous with respect
to ν, and
λ1 + λ2 + λ3 = 1, λi ≥ 0, i = 1, 2, 3.
Set
Fs(x) = µs([0, x]), f(x) =
d µac
d ν
(x).
Case 1: The probability µ has countable number of atoms.
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Since the total mass of µa is equal to one, there exists a countable infinite number of atoms
with all different value of masses. Let the masses of these atoms be ranked in descending order
and the corresponding atoms are x1, x2, . . .. Clearly µs({xi}) = µac({xi}) = 0 for all i ≥ 1.
For any m ≥ 2, by the continuity of probabilities, one can choose small positive numbers
ǫ1, ǫ2, . . . , ǫm such that xi ± ǫi, 1 ≤ i ≤ m are the continuity points of µ, (xi − ǫi, xi + ǫi] ⊂
[0, 1], 1 ≤ i ≤ m are disjoint, and
µ((x1 − ǫ1, x1 + ǫ1]) > µ((x2 − ǫ2, x2 + ǫ2]) > · · · > µ((xm − ǫm, xm + ǫm]).
The partition based on the points {xi± ǫi i = 1, 2, . . . , m} clearly gives a lower bound m− 1
for I(·). Since m is arbitrary, the supremum taken over continuity points of µ gives the value
of infinity which is the same as I(·).
Case 2: The probability µ has at most finite number of atoms and ν({f(x) 6= 1}) > 0.
Let A = {x ∈ [0, 1] : f(x) < 1}, B = {x ∈ [0, 1] : f(x) > 1}, and C = {x ∈ [0, 1] : f(x) =
1}. Then we have
µac(A) < ν(A), µac(B) > ν(B), µac(C) = ν(C)
and
ν(A)− µac(A) = µac(B)− ν(B)
The fact that ν{C} < 1 thus implies that ν(A) > 0, ν(B) > 0. For any m ≥ 1 we can find
0 < s1 < · · · < sm < 1, 0 < t1 < · · · < tm < 1 such that
{si}1≤i≤m ⊂ A, {ti}1≤i≤m ⊂ B
{si, ti}i≥1 does not contain atoms of µ
when λ2 > 0, F
′
s(x) = 0 for x = si or ti, i ≥ 1.
For any i, j ≥ 1, we then have
lim
ǫ→0
µ((si − ǫ, si + ǫ])
2ǫ
= λ3 lim
ǫ→0
µac((si − ǫ, si + ǫ])
2ǫ
= λ3f(si)
< λ3f(tj) = λ3 lim
ǫ→0
µac((tj − ǫ, tj + ǫ])
2ǫ
= lim
ǫ→0
µ((tj − ǫ, tj + ǫ])
2ǫ
.
This makes it possible to choose ǫi > 0 such that si ± ǫi, tj ± ǫj are all continuity points
of µ and
µ((si − ǫi, si + ǫi])
ν(si − ǫi, si + ǫi] <
µ((tj − ǫj , tj + ǫj ])
ν(tj − ǫj , tj + ǫj] .
This provides a lower bound of m for I(µ). Since m is arbitrary, we established (4.27)
in this case.
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Case 3: The probability µ has at most finite number of atoms, λ2 > 0 and ν({f(x) 6= 1}) =
0.
It is clear that we have µac = ν in this case. For anym ≥ 1, the singularity guarantees the
existence of 0 < s1 < · · · < sm < 1, 0 < t1 < · · · < tm < 1 such that the derivative of Fs(x)
is zero for x = ti while the derivative at si is either infinity or does not exist. Additionally
we can choose si, ti so that none of them are atoms of µa. Let ǫ be small enough so that
all intervals (si − ǫ, si + ǫ] and (ti − ǫ, ti + ǫ] i = 1, . . . , m are disjoint. Let J denote the
partition of [0, 1] using {ti ± ǫ, si ± ǫ : i = 1, . . . , m}. One can then find a refined partition,
using subsequence if necessary, J˜ of J , and positive numbers ǫ0, δ0 such that si ± ǫ0, ti ± ǫ0
are continuity points of µ and the value of (2ǫ0)
−1µs on each interval containing one of the
t′is is less than δ0 while its value on each interval containing one of the s
′
is is greater than δ0.
In other words, we can have for any 1 ≤ i, j ≤ m
µ((si − ǫ0, si + ǫ0])
ν((si − ǫ0, si + ǫ0]) 6=
µ((tj − ǫ0, tj + ǫ0])
ν((tj − ǫ0, tj + ǫ0]) .
This implies that
sup{In(µ([0, t1]), µ((t1, t2]), . . . , µ((tn, 1]) : 0 = t0 < t1 < · · · < tn < tn+1 = 1, n ≥ 1} ≥ m.
The arbitrary selection of m leads to (4.27) in this case.
Case 4: The probability µ has at most finite number of atoms, λ2 = 0 and ν({f(x) 6= 1}) =
0.
In this case we have µ = λ1µa + λ3ν. If λ1 = 0, then µ = ν and I(µ) is clearly zero.
Assume that λ1 > 0 and the number of atoms is r. Let F (x) = µ([0, x]). Since r is finite,
any partition J of [0, 1] will have at most r disjoint intervals covering these atoms. The
maximum
sup{In(µ([0, t1]), µ((t1, t2]), . . . , µ((tn, 1]) : 0 = t0 < t1 < · · · < tn < tn+1 = 1, n ≥ 1}
is achieved at any partition with exactly r disjoint intervals covering the r atoms.
✷
Proof of Theorem 4.5: Let C([0, 1]) be the space of all continuous function on [0, 1]
equipped with the supremum norm, and {gj(x) : j = 1, 2, ...} be a countable dense subset of
C([0, 1]). The set {gj(x) : j = 1, 2, ...} is clearly convergence determining on M1([0, 1]). Let
|gj| = supx∈[0,1] |gj(x)| and {hj(x) = gj(x)|gj|∨1 : j = 1, ...} is also convergence determining.
For any µ, υ in M1([0, 1]), define
d(µ, υ) =
∞∑
j=1
1
2j
|〈µ, hj〉 − 〈υ, hj〉|. (4.28)
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Then d is a metric generating the weak topology on M1([0, ]).
For any δ > 0, µ ∈M1([0, 1]), let
B(µ, δ) = {υ ∈M1([0, 1]) : d(υ, µ) < δ}, B(µ, δ) = {υ ∈M1([0, 1]) : d(υ, µ) ≤ δ}.
Since M1([0, 1]) is compact, the family of the laws of Ξα,0,ν is exponentially tight. By
theorem (P) in [27], to prove the theorem it suffices to verify that
lim
δ→0
lim inf
α→1
1
− log(1− α) log P{B(µ, δ)} (4.29)
= lim
δ→0
lim sup
α→1
1
− log(1− α) logP{B(µ, δ)} = −I(µ).
Let m be large enough so that
{υ ∈M1([0, 1]) : |〈µ, hj〉 − 〈υ, hj〉| < δ/2 : j = 1, · · · , m} ⊂ B(ν, δ). (4.30)
Consider 0 = t0 < t1 < · · · < tn < tn+1 = 1 with Ai = (ti−1, ti], i = 1, . . . , n+ 1 such that
sup{|hj(x)− hj(y)| : x, y ∈ Ai, i = 1, · · · , n; j = 1, · · · , m} < δ/8.
Choosing 0 < δ1 <
δ
4n
, and define
Vt1,··· ,tn(µ, δ1) = {(y1, ..., yn) ∈ △n : |yi − µ(Ai)| < δ1, i = 1, · · · , n}.
For any υ in M1([0, 1]), let
Ψ(υ) = (υ(A1), ..., υ(An+1)).
If Ψ(υ) belongs to Vt1,··· ,tn(µ, δ1), then for j = 1, ..., m
|〈υ, hj〉 − 〈µ, hj〉| = |
n+1∑
i=1
∫
Ai
hj(x)(υ(dx)− µ(dx))|
<
δ
4
+ nδ1 < δ/2,
which implies that
Ψ−1(Vt1,··· ,tn(µ, δ1)) ⊂ {υ ∈M1([0, 1]) : |〈υ, hj〉 − 〈µ, hj〉| < δ/2 : j = 1, · · · , m}.
This combined with (4.30) implies that
Ψ−1(Vt1,··· ,tn(µ, δ1)) ⊂ B(µ, δ).
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Since Vt1,··· ,tn(µ, δ1) is open in △n, it follows from Lemma 4.7 that
lim
δ→0
lim inf
α→1
1
− log(1− α) logP{B(µ, δ)} (4.31)
≥ lim
δ→0
lim inf
α→1
1
− log(1− α) logP{Ψ
−1(Vt1,··· ,tn(µ, δ1))}
= lim
δ→0
lim inf
α→1
1
− log(1− α) log P{(Ξα,0,ν(A1), ...,Ξα,0,ν(An+1)) ∈ Vt1,··· ,tn(µ, δ1)}
≥ −In+1(µ(A1), ..., µ(An+1)) ≥ −I(µ).
Next we assume that t1, ..., tn are continuity points of µ. We denote the collection of all
partitions from these points by Jµ. This implies that Ψ(υ) is continuous at µ. Hence for
any δ2 > 0, one can choose δ > 0 small enough such that
B(µ, δ) ⊂ Ψ−1(Vt1,··· ,tk(µ, δ2)).
Let
V t1,··· ,tk(µ, δ2) = {(y1, ..., yn) ∈ △n : |yi − µ(Ai)| ≤ δ2, i = 1, · · · , n}.
Then we have
lim
δ→0
lim sup
α→1
1
− log(1− α) logP{B(µ, δ)} (4.32)
≤ lim sup
α→1
1
− log(1− α) log P{(Ξα,0,ν(A1), ...,Ξα,0,ν(An+1)) ∈ V t1,··· ,tn(µ, δ2)}.
Letting δ2 go to zero and applying Lemma 4.7 again, one gets
lim
δ→0
lim sup
θ→∞
1
θ
logP{B(µ, δ)} ≤ −In+1(µ(A1), ..., µ(An+1)).
Finally, taking supremum over Jµ and applying Lemma 4.8, one gets
lim
δ→0
lim sup
α→1
1
− log(1− α) log P{B(µ, δ)} ≤ −I(µ),
which combined with (4.31) leads to the theorem.
✷
5 Concluding Remarks
The limiting procedure α going to zero arises naturally in the branching model considered
in [1]. This is a Galton-Watson branching process with offspring distribution {pj : j ≥ 0} in
the domain of attraction of a stable law of order 0 < α < 1 and p0 = 0. For any n ≥ 1, let Tn
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be the coalescence time of any two randomly selected individuals from the nth generation.
Then it is shown in [1] that
P{n− Tn ≤ k} → π(k) as n→∞
where π(k) is identified as the expectation of a random variable. It turns out that the random
variable is just ϕ2(P(α
k, 0)) and π(k) has the following more explicit expression
π(k) = 1− αk.
In this context, ϕ2(P(α
k, 0)) gives the random probability distribution of the coalescence
time and its asymptotic behaviour for large k or equivalently αk going to zero is described
in Theorem 3.1 and Theorem 3.6.
A comparison between α converging to 1 and θ converging to infinity reveals fundamental
differences. Under these limiting procedures, we have both P(α, 0) and P(0, θ) converge to
(0, 0, . . .). This can be seen from the distributions of ϕ2(P(α, 0)) and ϕ2(P(0, θ)).
It is shown in [16] and [17] that
√
θ/2[θϕ2(P(0, θ))− 1] =⇒ Z, θ →∞,
where Z is the standard normal random variable. By Ewens sampling formula, we have
E[ϕ2(P(0, θ))] =
1
θ + 1
E[ϕ22(P(0, θ))] =
3! + θ
(θ + 1)(θ + 2)(θ + 3)
and
E[ϕ32(P(0, θ))] =
1
(θ + 1)(5)
(5! + 3 · 3!θ + θ2).
The skewness of ϕ2(P(0, θ)) is given by
E[ϕ32(P(0, θ))]− 3E[ϕ2(P(0, θ))]E[ϕ22(P(0, θ))] + 2(E[ϕ2(P(0, θ))])3
(E[ϕ22(P(0, θ))]− (E[ϕ2(P(0, θ))])2)3/2
=
O(θ−5)
O(θ−4.5)
→ 0, θ →∞
which is consistent with the Gaussian limit.
On the other hand, for ϕ2(P(α, 0)) one has
E[ϕ2(P(α, 0))] = 1− α
E[ϕ22(P(α, 0))] =
(1− α)(2− α)(3− α) + α(1− α)2
6
,
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and
V ar(ϕ2(P(α, 0))) =
α(1− α)
3
E[ϕ32(P(α, 0))] =
1
5!
[(1− α)(5) + 3α(1− α)2(2− α)(3− α) + α2(1− α)3].
This means that the skewness of ϕ2(P(α, 0)) is of order O((1− α)/O((1− α)3/2) which
goes to infinity as α converges to 1. Thus the distribution of ϕ2(P(α, 0)) is skewed strongly
to the right and a Gaussian limit is unlikely.
Another difference is reflected from the large deviation behaviour of the Pitman sampling
formula. For any n ≥ 1, a partition η of n with length l, the conditional Pitman sampling
formula given P(α, θ) = p is
Fη(p) = C(n,η)
∑
distinct i1,...,il
pη1i1 · · · pηlil
where
C(n,η) =
n!∏l
k=1 ηk!
∏n
j=1 aj(η)
.
Assuming ηi ≥ 2 for all i. Then Fη(p) is continuous on ∇∞. By contraction principle,
large deviation principles hold for the image laws of PD(0, θ) and PD(α, 0) under Fη(p)
with respective speed θ and − log(1− α).
Integrating Fη(p) with respect to PD(α, θ) leads to the unconditional Pitman sampling
formula. The large deviation speed is shown in [10] to be log θ under PD(0, θ). In [14],
the large deviation speed under PD(α, 0) is shown to be − log(1 − α). In other words,
under PD(0, θ) the conditional and unconditional Pitman sampling formulae have different
large deviation speeds due to averaging and finite sample size, while under PD(α, 0) the
corresponding speeds are the same.
The large deviations for Ξα,0,ν provide more information on the microscopic transition
structure at the critical temperature for the REM. At the instant when the temperature
starts to move below the critical value Tc, a portion of mass of the uniform measure ν may
be lost and is replaced by an atomic portion with finite atoms. This represents the emerging
of finite number of energy valleys and the energy landscape of the system becomes a mixture
of valleys and “flat” regions. The emerging of energy valleys follow the order where the small
number of energy valleys is more likely to occur than a large number of valleys.
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