The dynamics of a general diffusive predator-prey system is considered. Existence and nonexistence of non-constant positive steady state solutions are shown to identify the ranges of parameters of spatial pattern formation. Bifurcations of spatially homogeneous and nonhomogeneous periodic solutions as well as non-constant steady state solutions are studied.
Introduction
In recent decades the role of spatial effects in maintaining biodiversity has received a great deal of attention in the literature on conservation, see for example [20, 40] . One way of trying to understand how spatial effects such as habitat fragmentation influence populations and commu- nities is by using mathematical models [3] . Reaction-diffusion systems typically arise as models for interactions between different species (either chemical or biological) where the species can vary in density in space and move according to some processes such as physical diffusion or dispersal by random walks. Typical reaction-diffusion models are of form:
where u = (u 1 , u 2 , · · · , u n ), with initial and boundary conditions. The dynamical relationship between predators and their preys has been investigated widely in recent years due to its universal existence and importance in mathematical biology and ecology. A typical interaction of predator and prey is well known as the Rosenzweig-MacArthur model, which is widely used in real life ecological applications [26, 36, 37] , and it has also been used to describe the spatiotemporal dynamics of an aquatic community of phytoplankton and zooplankton system [28] . The general model of interaction of predator and prey takes the from
where f , g satisfy the following conditions: 
The function g(u)f (u)
is the net growth rate of the prey in the absence of predators, g(u) is the predator functional response, and d is the mortality rate of the predator which depends on the prey density. (See Fig. 1 .) Similar formulation for predator-prey systems has been given in [43] . We consider the initial-boundary value problem over a bounded smooth domain ⊆ R n for n ≥ 1, and we impose a no-flux boundary condition so it is a closed ecosystem. where m, a > 0. The corresponding ODE system of (1.2) has been extensively studied in the existing literature, see for example [7, 16, 17] . The highlight of the study of the ODE system is the existence and uniqueness of a limit cycle (see also [42] ). In [37] , Rosenzweig et al. argued that enrichment of the environment (large carrying capacity) leads to destabilizing of the coexistence equilibrium, which is the so-called paradox of enrichment.
A complete and rigorous analysis of the global dynamics of the diffusive predator-prey system (1.2) has not been achieved. Ko and Ryu [21] obtained some results on the global stability of the equilibrium solution for certain parameter ranges. Du and Shi [9] considered a slightly different system in spatially heterogeneous environment. For a special nonlinearity, Yi, Wei and Shi [52] obtained a detailed bifurcation analysis from the constant coexistence equilibrium solution when the spatial domain is one-dimensional. Recently Wang, Wang and Zhang [47] studied the pattern formation for (1.2) with prey-taxis.
In the early 1950s, the British mathematician Alan M. Turing [41] proposed a model that accounts for pattern formation in morphogenesis. Turing showed mathematically that a system of coupled reaction-diffusion equations could give rise to spatial concentration patterns of a fixed characteristic length from an arbitrary initial congratulation due to so called diffusiondriven instability, that is, diffusion could destabilize an otherwise stable equilibrium of the reaction-diffusion system and lead to nonuniform spatial patterns. Turing's analysis stimulated considerable theoretical research on mathematical models of pattern formation, and a great deal of research have been devoted to the study of Turing instability in chemical and biology contexts, see for example, [2, 5, 10, 22] for Brusselator model; [27, 35] for Gray-Scott model; [19, 30, 51] for Lengyel-Epstein model, and [11, 23, 49] for Schnakenberg model.
Methods of analysis of reaction-diffusion systems have been developed since late 1970s (see for example, [1, 3, 8, 32, 39] ). In this paper we apply some classical techniques like comparison methods, a priori estimates to prove the global existence of the solutions to (1.2), and in various situations, global asymptotical behavior of the solutions can be determined. We also use energy estimates to obtain the a priori bounds of the dynamic and steady state solutions, which also identifies the regions of parameters of nonexistence of nonconstant spatial patterns. We use the powerful Leray-Schauder degree theory to prove the existence of nonconstant steady states as in [24, 25, 33, 34, 45] . As a precise description of the global dynamics cannot be obtained as the case of ODE model, the PDE system possesses more spatiotemporal patterns: nonconstant spatial patterns and time-periodic orbits, at least. We use stability analysis and bifurcation theory to show the existence of such nonconstant steady states and time-periodic orbits, which partially verifies the richness of the dynamics.
Basic dynamics and a priori bound
The system (1.2) has three non-negative constant equilibrium solutions (0, 0), (K, 0), (λ, v λ ), where λ is the unique one satisfied g(λ) = d and v λ = f (λ). In the following, we take λ as the main bifurcation parameter. The coexistence equilibrium (λ, v λ ) is in the first quadrant if and only if 0 < λ < K. First we recall some well known results on the ODE dynamics of (1.2), see for example [7, 16, 17, 37, 42] :
(2.1) 
, and f (u) ≤ 0 for u ∈ (λ, K), then (2.1) has no closed orbits in the first quadrant and the positive equilibrium (λ, v λ ) = (λ, f (λ)) is globally asymptotically stable in the first quadrant, see [42] .
In the following, the existence of solution to the dynamical equation (1.2) is proved, and a priori bound of the solution is also established.
Existence and a priori bound of solution to
with smooth boundary.
2) is a mixed quasi-monotone system (see [32, 50] 
2)
) are a pair of lower-solution and upper-solution to (1.2), respectively, since
and
the boundary conditions are satisfied, and 0 
The strong maximum principle implies that u(x, t), v(x, t) > 0 when t > 0 for all x ∈ . This proves part (a).
2. From proof above, we obtain that u(x, t) ≤ u * (t) for all t > 0. From the ODE satisfied by u * (t) and f , g satisfying (a1), (a2), one can see that u * (t) → K as t → ∞. Thus for any ε > 0, there exists
The equation of u(x, t) is now asymptotically autonomous (see [6, 18, 29] ), and its limit behavior is determined by the semiflow generated by the scalar parabolic equation:
It is well-known that (2.3) is a gradient system, and every orbit of (2.3) converges to the unique positive steady state u = K (see [8, 12] ). Then from the theory of asymptotically autonomous dynamical systems, the solution
Adding (2.4) and (2.5) and by virtue of the Neumann boundary condition, we obtain
Integration of the inequality leads to
From (2.6), we know that any solution v(x, t) satisfies an L 1 a priori estimate 
where w(x, t) = u(x, t) + v(x, t). Since when t > T , we have
and for the equation
it is well known that the solution φ(
which implies the last part of (c). 2
Remark 2.2.
The global existence and boundedness of the positive solution to (1.2) can also be obtained from a general result of Hollis, Martin and Pierre [15] (see Theorems 1 and 2). Here we show the detailed construction to obtain specific bounds for this particular model.
The results on the dynamical behavior of (1.2) in Theorem 2.1 part (b) and (c) also imply the following results on the steady state solutions of (1.2), which satisfy:
(2.8)
and is a bounded domain with smooth boundary.
By integrating the second equation of (2.8), we obtain
Hence v ≡ 0 on . 2
Permanence
A system is said to be permanent if any state with all component positive initially must ultimately enter and remain within a fixed set of positive states that are strictly bounded away from zero in each component. An autonomous reaction-diffusion systems on a bounded domain which is permanent always exhibits a componentwise positive equilibrium [3] . Recall the definition of permanence of a reaction-diffusion system ([3, page 215]): Definition 2.4. We shall say that (1.1) is ecologically permanent if there are positive numbers m and M with m < M such that if (u 1 (x, t), · · · , u n (x, t)) denotes the solution trajectory to (1.1)
The criterion for permanence in [4] was expressed in terms of the signs of eigenvalues to linear elliptic differential equations whose coefficients are closely related to the coefficients in (1.1). For the system (1.2), the permanence can be obtained as follows.
Theorem 2.5. Suppose that the hypotheses in Theorem 2.1 are satisfied, and in addition g satisfies
Proof. According to Theorem 2.1, the solutions for the system (1.2) are bounded from above uniformly. Moreover, let σ 1 , σ 2 and ψ 2 , ψ 2 be the largest eigenvalue and the corresponding eigenfunctions of
And we also know that σ 1 =ḡ(0)f (0) > 0. Therefore Theorem 5.7 and Theorem 5.8 in [4] show that the system (1.2) generates a semiflow on C( ) × C( ) which is permanent. 2
The permanence implies the existence of a componentwise positive equilibrium for the reaction-diffusion system (see Theorem 4.6 in [3] ), then Theorem 2.5 implies that (2.8) has a positive solution when 0 < λ < K. Indeed in this case (λ, v λ ) is a positive constant solution of (2.8).
Stability of nonnegative equilibria
In this subsection, we consider the local stability of nonnegative equilibria, and also obtain the global stability in some cases.
Local stability
From Theorem 2.1 part (c), the solutions of (1.2) tend to a constant equilibrium when d > g (K) . Therefore in the remaining part of the paper, we always assume that
The local stability of steady state solutions can be analyzed as follows:
and is a bounded domain with smooth boundary. Then
(a) (0, 0) is unstable for all λ > 0; (b) (K, 0
) is locally asymptotically stable for λ > K and is unstable for
is locally asymptotically stable for λ < λ < K and is unstable 0 < λ <λ.
Proof. The linearization of (1.2) at a constant solution e * = (u, v) can be expressed by
From Theorem 5.1.1 of [14] , it is known that if all the eigenvalues of the operator L have negative real parts, then e * = (u, v) is asymptotically stable, otherwise, e * = (u, v) is unstable.
under the operator L and σ is an eigenvalue of L if and only if σ is an eigenvalue of the matrix (u,v) for some i ≥ 0. So the stability is reduced to consider the characteristic equation
which implies that (2.10) has at least one root with positive real part. Hence (K, 0) is an unstable steady state solution of (1.2).
If e
and we notice that λ ∈ (0, K) is the unique root of
Hence (λ, v λ ) is a locally asymptotically stable steady state solution of (1.2).
which implies that (2.10) has at least one root with positive real part. Hence (λ, v λ ) is an unstable steady state solution of (1.2). 2
Global stability
Now we consider the global stability of the semi-trivial solution (K, 0) and the positive constant solution (λ, v λ ), respectively. Theorem 2.7. Proof. We adopt the method of constructing Lyapunov functionals to derive the desired results.
is the unique positive constant steady state solution to (1.2). We construct a well known Lyapunov functional as follows:
Therefore, the definition of λ 0 and (a2) imply that V t ≤ 0 along an orbit (u(x, t), v(x, t)) of system (1.2) with any non-negative initial value
, which proves the part (a). 2. When λ > K, we construct a similar Lyapunov functional as follows: 
Existence and nonexistence of nonconstant positive steady states
In this section we discuss the existence and nonexistence of nonconstant positive solutions of (2.8). Throughout the remaining part of this paper, the solutions refer to the classical solutions, by which we mean solutions in C 2 ( ) ∩ C 1 ( ). We will give a priori upper and lower bounds for the positive solutions of (2.8).
A priori estimates and nonexistence of solutions
In this section we discuss the nonexistence of nonconstant positive solutions of (2.8) for certain parameter ranges. To derive some a priori estimates for nonnegative solutions of (2.8), we recall the following maximum principle [34] : Lemma 3.1. Let be a bounded Lipschitz domain in R n , and let g ∈ C( × R). If z ∈ H 1 ( ) is a weak solution of the inequalities
and if there is a constant
First we have the following a priori estimate for any nonnegative solutions for (2.8), using similar argument as the proof of Theorem 2.1 part (c) with
Proof. Let (u(x) , v(x)) be a nonnegative solution of (2.8). If there exists x 0 ∈ such that v(x 0 ) = 0, then v(x) ≡ 0 from the strong maximum principle and u(x) satisfies
From Lemma 3.1, u(x) ≤ K and from the strong maximum principle, u(x) < K for all x ∈ . By adding the two equations in (2.8), we have
Then the maximum principle implies that
which implies the desired estimate. 2
Now we can show the nonexistence of positive steady state solutions when the diffusion coefficients d 1 and d 2 are large. 
From (a2), we define G k = max 0≤u≤K g (u) . Multiplying the first equation in (2.8) by u −ū and applying Lemma 3.2, we get
Furthermore, adding the two equations in (2.8) and integrating over , we get
then the Neumann boundary conditions lead to
In a similar manner, we multiply the second equation in (2.8) by v −v to have
From (3.4), (3.8) and the Poincaré inequality, we obtain that
This shows that if
and (u, v) must be a constant solution. 2
Existence of nonconstant positive steady states
From Theorem 2.7, we know that there is no non-constant nonnegative steady states when λ 0 < λ ≤ K. In this section we consider the existence of non-constant positive steady states when λ ≤ λ 0 .
First we cite a Harnack inequality for weak solutions [34] .
Lemma 3.4. Let be a bounded Lipschitz domain in R n , and let c(x) ∈ L q ( ) for some q > n/2. If z ∈ H 1 ( ) is a nonnegative weak solution of the boundary value problem
then there is a constant C 1 , determined only by c q , q and such that
Based on the above preparation, we are ready to derive a priori upper and lower bounds for all positive solutions to (2.8). More precisely, we have 
(3.9)
Proof. From Lemma 3.2, we obtain that for any x ∈ ,
where
then the mean value theorem implies that g(u) = g(u) − g(0) = g (ξ )u, ξ ∈ (0, u). Recall G k defined in Theorem 3.3, we have From the Sobolev embedding theorem and elliptic estimates, there exists a subsequence of (u n , v n ), which we still denote by (u n , v n ), such that u n → u 0 and v n → v 0 in C 2 ( ) as n → +∞. Observe that u 0 ≤ K and from (3.11), either u 0 ≡ 0 or v 0 ≡ 0, and (u 0 , v 0 ) satisfies (2.8). Therefore, we have the following two cases:
Thus Lemma 3.4 implies that there exists a positive constant C
Since (u n , v n ) is a positive solution of (2.8), then by integrating the second equation in (2.8) for v n over , we obtain that
for any x ∈ as n → ∞. Since v n > 0, then for sufficient large n, we obtain
which is a contradiction. (ii) If u 0 ≡ 0 and v 0 ≡ 0, then this implies that u 0 satisfies (3.2). So u 0 ≡ K for large n. Thus, we have
Then a contradiction with (3.12) is reached. Therefore (3.10) holds and we complete the proof. We remark that the lower bound C depends only on
When σ ≤ λ < K (where σ is defined in Theorem 3.5), (2.8) has a unique constant positive solution (λ, v λ ). In this subsection we consider the existence of non-constant positive solutions of (2.8). To show the existence of non-constant positive solutions, we use Leray-Schauder degree theory (see [24, 31, 34, 45, 46] ). Recall the definition of C and C from Theorem 3.5, we set
Denote u = (u, v) and e * = (λ, v λ ), and
where A(λ), B(λ), C(λ) are defined as in subsection 2.2. Thus, (2.8) can be written as u exists and for σ ≤ λ < K, u is a positive solution of (3.13) if and only if
where (I − ) −1 is the inverse of I − in X with the Neumann boundary condition. As
is a compact perturbation of the identity operator, the Leray-Schauder degree deg (F(d 1 , d 2 , λ; ·), , 0) is well defined from Theorem 3.5, and by the homotopy invariance, it is constant for all λ ≥ σ . Direct computation gives 
(3.14)
By the same arguments as in [33, 34, 46] , β is an eigenvalue of
is an eigenvalue of the matrix 
where m(μ i ) is the algebraic multiplicity of μ i .
From Lemma 3.6 we see that to calculate the index of F(d 1 , d 2 , λ; e * ), the key step is to determine the range of μ for which
, which has no contribution to the sum γ in Lemma 3.6. So we assume that i ≥ 1 in the following. Indeed non-negative roots of (3.14) exist if and only if −4d
to be the two roots of
Now by using the same method as in [33, 34, 46] , we have the following existence result for the non-constant steady state solutions: 15) and there exist i, j ∈ N 0 = N ∪ {0}, such that
Theorem 3.7. Let S = {μ i : i ≥ 0} be the set of all eigenvalues of − in H 1 ( ) under Neumann boundary condition, and let A(λ), B(λ) and C(λ) be defined as in (2.11). Assume that
Then (2.8) has at least one non-constant positive solution.
Proof. Consider a mapping Ĥ : 
Since I −Ĥ (·, 1) = F , and if (2.8) has no other solutions except the constant one e * , then we have
On the other hand, from the homotopy invariance of the Leray-Schauder degree, we have
which is a contradiction. Therefore, there exists at least one non-constant solution of (2.8). 2
The conditions (a) and (b) in Theorem 3.7 define a region in the parameter space {(λ, d 1 , d 2 )} for which a non-constant solution of (2.8) exists. This parameter region is usually a union of smaller connected components. When fixing all other parameters but freeing one, the parameter set is usually a union of non-overlapping intervals. This can be seen in the following corollary. 
Assume that each of μ j has odd multiplicity for j ∈ M, and the set {d i 2 : i ∈ M} can be relabeled to
Proof. It is easy to see that γ is odd when
). 2
Bifurcation analysis and existence of steady states
In this section we analyze patterned solutions of (1.2) bifurcating from the positive constant equilibrium, which include spatially homogeneous and nonhomogeneous periodic orbits as well as non-constant steady state solutions.
Determination of bifurcation points
To prove the existence of nonconstant steady state solutions and periodic solutions of ( 1.2), we further analyze the stability/instability of the constant coexistence steady state (λ, v λ ). Recall from subsection 3.1, the positive constant coexistence steady state (λ, v λ ) exists if and only if 0 < λ < K and the precise stability information of (λ, v λ ) is determined by the trace and determinant of J i (i ≥ 0), which are defined in (2.12) with A(λ), B(λ) and C(λ) defined in (2.11) .
We define
We call the set {(λ, p) ∈ R 2 + : T (λ, p) = 0} to be the Hopf bifurcation curve, and the set {(λ, p) ∈ R 2 + : D(λ, p) = 0} to be the steady state bifurcation curve. The studies in [19, 42, 52] show that the geometric properties of the Hopf and steady state bifurcation curves play an important role in the bifurcation analysis of (1.2).
First for the Hopf bifurcation curve, we notice that
Recall from subsection 2.2, the following lemma characterizes the profile of the function A(λ), and its proof is straightforward calculation thus omitted:
Secondly for the steady state bifurcation curve D(λ, p) = 0, we notice that for fixed λ, it is a quadratic in p. Indeed we can solve p from D(p, λ) = 0,
One can also see that the function D(p, λ) has no critical points in the first quadrant, hence the set {(λ, p) ∈ R 2 + : D(λ, p) = 0} must be a bounded connected smooth curve. In order to analyze the property of p ± , (4.2) can be rewritten equivalently as,
. We have the following basic property of the function h(λ).
Lemma 4.2. For all
λ ∈ (0, λ ), h(λ) > 0; h(0) = h(λ) = 0. h (0) > 0, h (λ) < 0 and there exists a unique λ † ∈ (0, λ ) such that h (λ † ) = 0 and h(λ † ) = max 0≤λ≤λ h(λ).
Proof. From the expression of h(λ) and g(0)
Moreover, by the continuity of f and g, h(λ) attains its global maximum
. From Lemma 4.2, there exist at least two roots of S(λ) = 0 in (0, λ ). We denote the minimal and maximal roots of S(λ) = 0 in (0, λ ) by 0 < λ − < λ + <λ, thus p ± (λ) exists only for λ ∈ S := {λ :
We summarize the properties of p ± (λ) as follows:
Hence the steady state bifurcation curve {D(λ, p) = 0 : 
Steady state bifurcations
In this subsection we identify bifurcation points λ S along the branch of the constant steady states {(λ, λ, v λ ) : 0 < λ <λ} where non-constant steady state solutions bifurcate from.
In this subsection and also in subsection 4.3, we assume that all eigenvalues μ i of − in H 1 ( ) with Neumann boundary condition are all simple, and denote corresponding eigenfunction by φ i (x) . Note that this assumption always holds when n = 1 for domain = (0, π) that for i ∈ N 0 ,
, and φ i (x) = cos(ix/ );
and it also holds for a generic class of domains in higher dimensions.
Recall from Theorem 2.6, the linearization operator at
The characteristic equation of L i (λ) is given by
(4.7)
From [52] , we know that a bifurcation point λ S satisfies the condition: On the other hand, it is possible that for some λ ∈ (λ − , λ + ) and some i = j , we have
Then for this λ, 0 is not a simple eigenvalue of L(λ) and we shall not consider bifurcations at such points. However from an argument in [52] , for n = 1 and = (0, π), there are only countably many , such that (4.9) occurs for some i = j . For general bounded domains in R n , one can also show that (4.9) does not occur for generic domains.
Next we verify
, and from the expression of p ± ,
Therefore from Lemma 4.3, if p ± (λ S i ) = 0, then
Summarizing the above discussions and using a general bifurcation theorem in [38] , we obtain the main result of this section on the global bifurcation of steady state solutions: 
where M * * , M * * are constants depending on 
In addition, we assume that
1. There is a smooth curve i of positive solutions of (2.8)
, with i contained in a global branch C i of positive solutions of (2.8).
Near
Proof. The existence and uniqueness of λ S i follows from discussions above. Then the local bifurcation result follows from Theorem 3.2 in [52] , and it is an application of a more general result Theorem 4.3 in [38] .
For the global bifurcation, we apply Theorem 4.3 in [38] . After the change of variables:
we define a nonlinear equation:
,
Then {(λ, 0, 0) : 0 < λ < K} is a line of trivial solutions for F = 0 and Theorem 4.3 in [38] can be applied to each continuum C i bifurcated from (λ S i , 0, 0). For each continuum C i , either C i contains another (λ S j , 0, 0) or C i is not compact. (Here we do not make an extinction between the solutions of (2.8) and F = 0 as they are essentially same, hence we use C i for solution continuum for both equations.) From Lemma 3.2, every solution (u, v) of (2.8) is bounded in L ∞ , then it is also bounded in X from L p estimates and Schauder estimates. Therefore, if C i is not compact, then C i contains a boundary point ( λ, w 1 , w 2 ). There are several cases for λ. shows the existence of non-constant solutions in some more specific parameter regions, which cannot be achieved in bifurcation results since they are essentially local near bifurcation points.
Hopf bifurcations
In this subsection, we analyze the properties of Hopf bifurcations for (1.2), and we will show the existence of spatial-dependent and independent periodic solutions of system (1.2).
To identify Hopf bifurcation values λ H , we recall the following sufficient condition from [13, 52] , with i contained in a global branch P i of positive periodic orbits of (1.2). 2. The bifurcating periodic orbits from λ = λ H 0 are spatially homogeneous, which coincides with the periodic orbits of the corresponding ODE system (see [42] Proof. The local bifurcation results in part 1 and 3 follow from discussions in this section and Theorem 2.1 in [52] , and part 2 follows from [16, 44] as any solutions of the ODE model are spatially homogeneous solutions of (1.2). The stability assertion in part 2 can be obtained in a similar way as [52] and the calculation in [16] . For the global bifurcation results, we use Theorem 3.3 in [48] for the abstract setting. Indeed to obtain the four alternatives stated here, we have to use a more general version of global bifurcation theorem restricted to the positive cone in the function space, which is similar to the corresponding result in [38] for steady state solutions. Note that from Theorem 2.1, we know that all periodic orbits are uniformly bounded for λ ∈ [0, K]. 2
