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Zusammenfassung
Wolken stellen im Klimasystem der Erde einen zentralen Faktor dar, nicht nur in Bezug auf
die Niederschlagsverteilung, sondern auch in Verbindung mit Effekten auf Strahlungsvorgänge
innerhalb der Atmosphäre. Eine genaue Abschätzung der komplexen Wechselwirkungen in-
nerhalb des Systems Erde-Atmosphäre ist jedoch immer noch mit Problemen verbunden. Dies
betrifft vor allem den vielfach diskutierten Klimawandel. Gerade durch die hohe zeitliche und
räumliche Variabilität von Wolken ist ein differenzierter Informationsgewinn über diese von
enormer Relevanz. Satellitendaten haben sich hier als Mittel der ersten Wahl herausgestellt. Dies
gilt insbesondere für geostationäre Satelliten, die im Gegensatz zu polarumlaufenden Satelliten,
bei vergleichbarer spektraler Information, eine höhere zeitliche Auflösung zur Verfügung stel-
len. Gängige Wolkenerkennungsverfahren beziehen sich vor allem auf Schwellenwertansätze
und benötigen in der Regel Zusatzdaten über den Zustand der Atmosphäre. Die Schwierigkeit
dieser Verfahren liegt bei der exakten Bestimmung des jeweiligen Schwellenwertes. Andere
Bildverarbeitungsverfahren wie Neuronale Netze, Cluster-Analysen oder Support Vector Ma-
chines (SVM) wurden zwar schon experimentell durchgeführt, jedoch meist nicht im Sinne
einer automatisierten Anwendung auf zeitlich hoch aufgelöste Datenreihen.
Ziel dieser Arbeit war demnach die Entwicklung einer Wolkendetektion bzw. Wolkenklassi-
fizierung mit Hilfe von Support Vector Machines, angewendet auf METEOSAT-SEVIRI-Daten
für den Raum Deutschland. Die Umsetzung sollte hierbei auf der reinen Bildinformation (wol-
kenrelevante METEOSAT-Kanäle), ergänzt durch notwendige Trainingsdaten (Ground Truth),
basieren. Support Vector Machines stellen in diesem Zusammenhang einen relativ modernen
Klassifikator dar, der auch mit wenigen Trainingsdaten effektiv Klassifizierungsprobleme lösen
kann. Die Anwendung auf das Gebiet Deutschland ist mit den vielfältigen Wolkengegebenhei-
ten in dieser Region begründet. Eine effektive Wolkendetektion stellt durch die relativ nördliche
Lage und den Einfluss des Nordatlantiks eine besondere Anforderung dar.
Die größte Herausforderung bei einem Verfahren wie Support Vector Machines ist die ex-
akte Auswahl repräsentativer Trainingsdaten auf deren Basis der Klassifikator lernt. Eine erste
Idee war, zu diesem Zweck sogenannte Wetter-Kameras einzusetzen, die an vielen Standorten
Teile des Himmels aufnehmen. Rückwirkend stellte sich jedoch die Zusammenstellung eines
aussagekräftigen Datensatzes als schwierig heraus. Vielerorts werden die Aufnahmen nicht ar-
chiviert, wodurch letztendlich nur sechs Standorte für das Jahr 2008 zur Verfügung standen, die
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aber dennoch innerhalb des Prozessierungsverfahrens Verwendung finden. Insgesamt wird der
Trainingsdatenumfang durch die Anwendung bekannter Schwellenwertalgorithmen erweitert in
dem Sinne, dass nur solche Pixel, die mit hoher Sicherheit einer Klasse angehören, einsetzbar
sind. Neben der Erstellung einer Wolkenmaske erfolgt die weitere Abtrennung in vier Wolken-
klassen, wobei zwischen Höhe und Strahlungsdurchlässigkeit der Wolken unterschieden wird.
Zur Überprüfung der Detektion bzw. Klassifizierung wurde, neben dem Vergleich mit den
Wolkenabtrennungsverfahren der Satellite Application Facility on support to Nowcasting and
Very Short Range Forecasting (SAFNWC), eine Validierung mit synoptischen Beobachtungsda-
ten durchgeführt. Dies bezieht sich jedoch nur auf die Wolkenmaske mit Hilfe der sogenannten
Achtel-Skala. Anhand der Validierungsergebnisse und der Betrachtung des Wolkenbedeckungs-
grades für das Jahr 2008 wurde deutlich, dass mit einem automatisierten SVM-Wolkendetek-
tionsverfahren bzw. -Wolkenklassifizierungsverfahren gute Ergebnisse erzielt werden können.
Dies betrifft vor allem Situationen, in denen Wolken ausgeprägt bzw. im Vergleich mit wol-
kenfreien Flächen ausgeglichen vorkommen. Hochdruckwetterlagen mit umfangreichen wol-
kenfreien Flächen führen dagegen zu einer verstärkten Wolkenüberschätzung durch den SVM-
Klassifikator. Demgegenüber kommt es bei der Anwendung der SAFNWC-Cloudmask (CMa)
ohne zusätzliche Informationen aus Wettervorhersagemodellen zu einer Unterschätzung, deren
Ausprägung sich jedoch nicht auf bestimmte Wetterlagen zurückführen lässt.
Zudem konnte durch das Verfahren eine zeitliche und räumliche Differenzierung dargestellt
werden, die sich in das allgemeine Wettergeschehen des Jahres 2008 einordnen lässt. Beispiels-
weise ließ sich anhand der objektiven Großwetterlagen-Klassifikation des Deutschen Wetter-
dienstes (DWD) eine zeitliche Verknüpfung mit dem Wolkenbedeckungsgrad darstellen. Regio-
nale Unterschiede zeigten sich vor allem in Bezug auf die Höhenlagen der Mittelgebirge, die
im Allgemeinen auch höhere Bedeckungsgrade aufweisen. Im Gegensatz dazu sind Teile Nord-
und Süddeutschlands, sowie das Rheintal häufig mit geringerer Bedeckung gekennzeichnet.
Anhand der vorliegenden Arbeit konnte das Potential von Support Vector Machines, bezogen
auf die automatisierte Anwendung einer Wolkendetektion, dargelegt werden. Obwohl es sich
um ein sehr rechenintensives Verfahren handelt, lässt sich die gesamte Prozessierung inklusi-
ve Training für jeden METEOSAT-Aufnahmezeitpunkt in einem adäquaten zeitlichen Rahmen
realisieren. Nach weiterer Optimierung, wäre eine operationelle Anwendung durchaus vorstell-
bar.
Summary
Clouds are an important part of the earth’s climate system, not only because of their connec-
tion to precipitation, but also due to their effects on radiation. The accurate estimation of the
complex interactions within the earth-atmosphere-system is still a major challenge. Particular-
ly if related to the issues of the continuously discussed climate change. Because of the high
temporal and spatial variability in conjunction with clouds, gaining additional information is
absolutely necessary. Satellite data presents itself as the first choice. Especially geostationary
satellites embodying high temporal resolution and comparable spectral information, can meet
the demands of effective cloud detection. Methods of continuous cloud detection are primarily
based on threshold techniques and typically require additional data on the atmospheric state.
Regarding these methods, determinating an appropriate threshold accurately, is still a problem
to be solved. Other approaches of image analysis, like Neural Networks, Cluster-Analysis or
Support Vector Machines (SVM), have indeed been carried out experimentally but mostly not
in terms of an automated application for high temporal resolution data series.
Therefore this study’s aim is to develop a cloud detection and cloud classification, applied
by using Support Vector Machines on METEOSAT-SEVIRI-data covering the area of Germa-
ny. The implementation should only rely on genuine image information (cloud-related ME-
TEOSAT-channels), supplemented by the required training data (ground truth). In this context,
Support Vector Machines represent a comparatively modern classifier, which is able to solve
classification problems effectively, even with only a small amount of training data. The choice
of Germany as the main investigation area has been based on the multiple cloud variations and
conditions found here. Especially the relatively northern location and the influence of the North
Atlantic are challenging aspects regarding effective cloud detection.
The main difficulty using Support Vector Machines is the precise selection of representative
training data, by which the classifier learns. A first idea for this purpose has been the application
of so-called webcams or weather cameras taking pictures of the sky in many places. Retrospec-
tively, the compilation of a meaningful data set turned out to be difficult. In many places, images
will not be stored, thus in the end, only six locations for the year 2008 were available. Although
this is not enough for a proper classification, the data is used in the processing scheme. To get
additional training data, the data set has been expanded through the use of known threshold
algorithms. But only those pixels, having a high probability to belong to a certain class, were
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selected for training. After creating a cloud mask, the clouds were subdivided into four classes,
distinguishing between height and radiation transparency.
Besides comparing the results to the cloud products of the Satellite Application Facility on
support to Nowcasting and Very Short Range Forecasting (SAFNWC), an accuracy assessment
has been carried out. This validation procedure has been applied with the help of synoptic
observations. However, this has only been done with the cloud mask, using the so-called octa-
scale. Based on the validation results and the additional observation of the cloud cover for the
year 2008, it was possible to show that accurate results can be achieved with an automated
SVM-cloud-detection, respectively SVM-cloud-classification. This refers mainly to situations
where you have a lot of clouds, or were clouds are equally distributed, compared to cloud
free areas. In contrast, high-pressure weather conditions with extensive cloud free areas lead to
increased overestimation of clouds by the SVM-classifier. But on the other side, the results of the
SAFNWC-Cloudmask used without additional information from numerical weather prediction
(NWP) reveal an underestimation of clouds. This underestimation cannot be reduced to certain
weather conditions.
In addition, a temporal and spatial differentiation of cloud cover could be shown for the year
2008. In this context, it was possible to link the results with the general weather patterns of 2008.
For example, temporal variations have been presented by the connection between the cloud
amount and the results of an objective weather type classification established by the German
Meteorological Service (DWD). Regional differences were mainly in conjunction to the low
mountain ranges, which are generally connected to high cloud coverage. On the other hand,
parts of northern and southern Germany and the Rhine Valley are often combined with less
coverage.
With this work it was possible to demonstrate the potential of Support Vector Machines as
an automated application of cloud detection on temporal high resolution data. Although it is a
very computationally intensive procedure, the entire processing, including training of the clas-
sifier for each METEOSAT-timeslot, can be realized in an appropriate timeframe. After further
optimization, an operational application would be quite conceivable.
1 Einleitung
1.1 Wolken als Untersuchungsgegenstand
Bei der Betrachtung des allgemeinen Wettergeschehens sind Wolken eines der eindrucksvolls-
ten Phänomene. Es wird schnell klar, dass sie im Klimasystem der Erde einen zentralen Faktor
darstellen. Dies betrifft nicht nur den Zusammenhang zur Niederschlagsverteilung und zum glo-
balen Wasserkreislauf, sondern auch ihren Einfluss auf Strahlungsvorgänge in der Atmosphäre.
Aufgrund der hohen zeitlichen und räumlichen Variabilität sind Wolken jedoch nur schwierig
zu erfassen, und eine genaue Abschätzung der komplexen Wechselwirkungen innerhalb des Kli-
masytems ist immer noch mit Problemen verbunden. Die detaillierte Auseinandersetzung mit
dem Thema Wolken ist daher sowohl in der Meteorologie, als auch in der Klimatologie bzw.
Klimageographie von besonderem Interesse (Simmer 2000, Häckel 2005, Bridgman und Oliver
2006, Heyer et al. 2005, Schönwiese 2008, Kraus 2009).
Vor allem Fragestellungen, die den gegenwärtig vielfach diskutierten Klimawandel betref-
fen, stehen hier im Vordergrund. Welche Veränderungen sind bezogen auf Wolkenbildung und
Wolkenverteilung durch eine globale Erwärmung zu erwarten? Inwieweit werden sich beispiels-
weise Veränderungen der Bewölkungsverhältnisse auf globaler und regionaler Ebene einstellen,
und welche Auswirkungen auf die Niederschlagsverhältnisse sind damit verbunden? Dies be-
trifft in erster Linie die Tatsache, dass durch allgemein höhere Temperaturen mehr Feuchtigkeit
in die Atmosphäre aufgenommen werden kann, mit möglichem Einfluss auf globale, als auch
auf regionale Bewölkungsgegebenheiten. Aber auch langfristige Veränderungen der zirkulati-
onsdynamischen Variabilität können zu regionalen Änderungen der Wolkenbedeckung führen,
mit erheblichen Auswirkungen auf die Niederschlagsverteilung und auf die damit verbundene
Wasserverfügbarkeit (Yao und Del Genio 1999, IPCC 2001, IPCC 2007).
Gleichzeitig ist offen, wie Wolken das Klima rückwirkend beeinflussen. Vor allem die Rück-
kopplungseffekte zwischen Wolkenausprägung, Strahlung und Zirkulationsdynamik sind nur
schwer abzuschätzen. Zwar sind Wolken eher als Begleiterscheinung der atmosphärischen Zir-
kulation anzusehen, dennoch haben sie einen wesentlichen Einfluss auf Strahlungsvorgänge,
die die atmosphärische Zirkulation antreiben. Einerseits sind Wolken ein wesentlicher Bestand-
teil des natürlichen Treibhauseffektes, anderseits halten sie solare Strahlung ab. Welche Aus-
wirkungen eine Zu- oder Abnahme der globalen Bewölkung in dieser Hinsicht hätte, ist noch
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weitestgehend unklar. Klimamodelle sollen hier zu mehr Erkenntnissen führen, jedoch ist die
Parametrisierung von Wolken in globalen Modellen (Gitter 100 km x 100 km) mit Schwie-
rigkeiten verbunden. Vor allem die hohe räumliche und zeitliche Variabilität von Wolken auf
kleineren Skalen ist problematisch (Kärner und Keevallik 1993, Simmer 2000).
An den beschriebenen Problemen und möglichen Veränderungen wird deutlich, dass jeglicher
Informationsgewinn über den Zustand von Wolken bzw. über die Bewölkungsgegebenheiten ei-
ne enorme Bedeutung hat, insbesondere um das Wirkungsgefüge innerhalb des Klimasystems
noch besser verstehen zu können. Da sich Wolken aus Wassertropfen oder Eiskristallen un-
terschiedlicher Größe zusammensetzen und ein sehr dynamisches Verhalten vorweisen, sind
direkte Messungen jedoch äußerst schwer umzusetzen. Zur Untersuchung von Wolken bezieht
man sich daher vorrangig auf Fernerkundungsverfahren1. Hierbei handelt es sich sowohl um
bodengestützte Verfahren (vgl. z.B. Feister et al. 2000, Seiz et al. 2007), als auch um Verfahren
der Satellitenfernerkundung. Mit Hilfe von Satellitendaten können Wolken quasi synoptisch
erfasst werden. In Bezug auf die Veranschaulichung und Auswertung des täglichen Wetter-
geschehens geschieht dies schon seit mehreren Jahrzehnten. Beispielsweise wird anhand von
Wetter-Satellitenbildern (vgl. Abbildung 1.1) deutlich, wie sich Wolken innerhalb der atmo-
sphärischen Zirkulation verteilen und darstellen. Wolkenstrukturen, wie sie im Bereich eines
Tiefdruckgebietes vorkommen, lassen sich deutlich erfassen, und können in Bezug auf die Wet-
tervorhersage analysiert und interpretiert werden. Daher liegt es nahe, auch für langfristige
Untersuchungen die benötigten Informationen aus Satellitendaten abzuleiten (Carleton 1991,
S. 76 - 111, Kidder und Vonder Haar 1995, König und Bissolli 2001, Mannstein et al. 2004,
Meerkötter et al. 2004).
1.2 Wolken in der Satellitenfernerkundung
Innerhalb der Fernerkundung von Landoberflächen ist einer der wesentlichen Vorverarbeitungs-
schritte, störende Effekte der Atmosphäre, wie z.B. durch Wolken, zu reduzieren und wolken-
lose Aufnahmen bzw. Teilaufnahmen zu erhalten (siehe Gomez-Chova et al. 2010). Anderer-
seits spielen Wolken, sowie deren Verteilung, für klimageographische und meteorologische
Fragestellungen eine entscheidende Rolle. Das heißt, ein sicheres Analyse-Schema von Wol-
ken, mit Hilfe von Fernerkundungsdaten, kann für vielfältige wissenschaftliche Zwecke von
Nutzen sein, wie in diesem Fall die Untersuchung der Wolkengegebenheiten über Deutschland
(Carleton 1991, Kidder und Vonder Haar 1995, Bendix 2002).
Um sich auf größeren Skalen mit dem Thema Wolken zu beschäftigen, sind Satellitendaten
daher das Mittel der ersten Wahl. Mit Hilfe dieser Daten können die Wolkenverhältnisse großflä-
chig analysiert werden. Eine Vielzahl von Satelliten und Sensoren stehen hierfür zur Verfügung.
1Messung über eine gewisse Distanz, ohne Kontakt zum zu erfassenden Körper.
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Abb. 1.1: Satellitenaufnahme von Europa und Nordafrika mit METEOSAT-9 (MSG-2), RGB-Falschfarben. Quel-
le: http://www.nwcsaf.org [12.03.2009]
Da es in der vorliegenden Arbeit vorrangig um die Wolkendetektion, basierend auf den Daten
des METEOSAT-SEVIRI-Sensors geht (vgl. Kapitel 4), soll im Weiteren auch nur auf Verfah-
ren der passiven Satellitenfernerkundung eingegangen werden. Weiterführende Informationen
über andere Verfahren, wie z.B. die der Radarfernerkundung sind in der einschlägigen Literatur
zu finden (Kidder und Vonder Haar 1995).
Bei passiven Verfahren wird das nach oben gerichtete Strahlungsfeld mit Hilfe der Satelliten-
sensoren (Imager) erfasst, die dann entsprechende Daten in verschiedenen Wellenlängenberei-
chen bzw. Kanälen zur Verfügung stellen. Die Betrachtung erfolgt von oben, und im Gegensatz
zur Radartechnologie wird die vom System Erde-Atmosphäre emittierte und reflektierte elek-
tromagnetische Strahlung aufgenommen. Es handelt sich in der Regel um Wellenlängen in dem
für das menschliche Auge sichtbaren Bereich (ca. 0,4 - 0,7 µm) bis zu Wellenlängen im Infrarot-
bzw. Thermalbereich (z.B. 10 µm). Im Endeffekt erhält man Bilddaten (Rasterdaten bestehend
aus Bildpunkten bzw. Pixeln2) die, abhängig von dem durch den Satelliten aufgenommenen
Kanal, entweder Refelektanzen oder Strahlungstemperaturwerte repräsentieren. Eine Vielzahl
solcher multispektralen Sensoren stehen für wissenschaftliche Zwecke zur Verfügung (z.B.
NOAA-AVHRR, MODIS oder METEOSAT-SEVIRI) (Carleton 1991, Kidder und Vonder Haar
1995, S. 87 ff.).
Weiterhin unterscheidet man zwischen den Umlaufbahnen der Satelliten, auf denen sich die
Sensoren befinden. Beispielsweise dreht sich die Erde unterhalb polarumlaufender Satelliten
2Picture Element
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hinweg, wobei nur einzelne Streifen aufgenommen werden. Die Abtastrate der gesamten Er-
de liegt bei polarumlaufenden Wetter-Satelliten bei ca. 12 Stunden (14 Umläufe pro Tag). Im
Gegensatz zu der geringen Bildwiederholfrequenz (zeitliche Auflösung) ist der Vorteil dieser
Systeme eine vergleichsweise hohe räumliche Auflösung, die bei Wetter-Satelliten meist 1 km
beträgt. Polarumlaufende Satellitensysteme sind z.B. die NOAA-Serie, EOS-Terra und -Aqua
oder MetOp. Im Bereich der Wetter-Satelliten sind jedoch die geostationären Satelliten von be-
sonderer Bedeutung. Sie bewegen sich in einer Umlaufbahn mit dem bewegenden Zentralkör-
per, also der Erde, und können somit immer denselben Ausschnitt erfassen. Mit diesem Prinzip
lassen sich hohe Aufnahmefrequenzen realisieren. Der Ausschnitt Europa/Afrika wird in die-
sem Zusammenhang durch die METEOSAT-Satelliten abgedeckt (vgl. Kapitel 4), welche seit
der zweiten Generation (METEOSAT Second Generation, MSG) ein Abtastintervall von 15 Mi-
nuten zur Verfügung stellen. Auch bei vergleichsweise geringer räumlicher Auflösung (vgl. Ab-
bildung 4.1) bietet dieser Umstand bei der Wolkenanalyse einen enormen Vorteil. Dies betrifft
vor allem die hohe zeitliche und räumliche Variabilität von Wolken (Kidder und Vonder Haar
1995, S. 87 ff., EUMETSAT 2000, EUMETSAT 2001).
Um nun anhand der zur Verfügung stehenden Satellitendaten Wolkengegebenheiten oder
Wolkeneigenschaften abschätzen zu können, gibt es eine Reihe von möglichen Ansätzen der
Digitalen Bildverarbeitung. Bezogen auf spektrale Bilddaten steht an erster Stelle die Erken-
nung solcher Bildpunkte/Pixel, die mit Wolken behaftet sind (cloud-contaminated oder wol-
kenkontaminiert) und sich von wolkenfreien (cloud free) Pixeln abgrenzen lassen. Anhand der
durch den Sensor zur Verfügung stehenden spektralen Information können aber auch, mittels
verschiedener Algorithmen, weitere Informationen gewonnen werden. Beispielsweise erlauben
unterschiedliche Kombinationen von Infrarotkanälen die Erfassung verschiedener Wolkenarten
oder die Höhe der Wolkenoberkante. Auch der Flüssigwasseranteil von Wolken kann durch
Informationen der Spektralkanäle abgeleitet werden (vgl. Kapitel 3.2 und Watts et al. 1998).
Durch den Einfluss von Wolken auf den Strahlungshaushalt oder die Niederschlagsverteilung
ist eine Klassifizierung der Bilddaten in unterschiedliche Wolkenarten sicherlich von besonde-
rer Bedeutung. Sie kann nachfolgend als Grundlage für weitere wissenschaftliche Fragestellun-
gen herangezogen werden. Verschiedene Klassifizierungsverfahren werden zu diesem Zweck
bereits eingesetzt (vgl. Carleton 1991, S. 97 ff.). Neben Neuronalen Netzen, Cluster-Analy-
sen oder anderen statistischen Bildverarbeitungserfahren (vgl. z.B. Azimi-Sadjadi et al. 1996,
Ameur et al. 2004, Ghosh et al. 2006, Amato et al. 2008), werden hierzu vor allem Schwel-
lenwert- bzw. Grenzwertalgorithmen verwendet (vgl. hierzu z.B. Saunders und Kriebel 1988,
Kriebel 1990, Thiermann und Ruprecht 1992, Kriebel et al. 2003). Schon seit einigen Jahrzehn-
ten wird mit dieser Methode versucht, wolkenkontaminierte von wolkenfreien Flächen abzu-
grenzen, wobei das grundlegende Prinzip relativ einfach ist:
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• Wolkenkontaminiert - Der gemessene Wert an einem Pixel ist je nach Kanal „heller“ bzw.
„kälter“ als ein bestimmter Wert
• Wolkenfrei - Der gemessene Wert an einem Pixel ist je nach Kanal „dunkler“ bzw. „wär-
mer“ als ein bestimmter Wert
In diesem Zusammenhang ist vor allem das Analyse-Tool APOLLO (AVHRR Processing
scheme Over cLouds, Land and Ocean) zu nennen (siehe Kapitel 3.1), welches sich aus ei-
ner Kombination von Schwellenwertalgorithmen zusammensetzt. Basierend auf den Arbei-
ten von Saunders (1986), Saunders und Kriebel (1988) und Kriebel et al. (2003) wurde es am
Deutschen Zentrum für Luft- und Raumfahrt (DLR) entwickelt und in erster Linie auf Daten
des NOAA-AVHRR-Sensors (Advanced Very High Resolution Radiometer) angewendet. Die
Schwierigkeit solcher Verfahren liegt jedoch in der exakten Bestimmung des jeweiligen Grenz-
wertes (vgl. Kidder und Vonder Haar 1995, S. 98 ff.). Wird dieser falsch abgeschätzt, kommt
es zu Ungenauigkeiten. Für eine exakte Bestimmung werden daher Zusatzdaten benötigt, mit
deren Hilfe der jeweilige Zustand der Atmosphäre berücksichtigt wird (vgl. Kapitel 3).
Klassifizierungsansätze die, wie Support Vector Machines, auf dem Prinzip des maschinellen
Lernens basieren, beziehen sich zwar auf die reine Bildinformation, benötigen jedoch Trai-
ningsdaten (z.B. Ground Truth oder Expertenauswertung, vgl. Kapitel 5.1) aus denen der Klas-
sifikator lernt. Es muss also abgewogen werden welches Verfahren mit welchem Aufwand,
welche Ergebnisse liefert. Bei Support Vector Machines handelt es sich um einen relativ mo-
dernen Klassifikator, der auch mit geringen Mengen an Trainingsdaten zurechtkommt, und der
bei ersten Klassifizierungsversuchen von Wolken schon vielversprechende Ergebnisse geliefert
hat (Han et al. 2006, Zibert et al. 2006, Gomez-Chova et al. 2010).
1.3 Untersuchungsgebiet Deutschland
Die Detektion bzw. Klassifizierung von Wolken mit Hilfe von Satellitendaten ist, vor allem
in den mittleren bis hohen Breiten, eine Herausforderung (vgl. Dybbroe et al. 2000, Dybbroe
2001). Besonders in Europa, durch den Einfluss des Nordatlantiks und im Bereich der damit
verbundenen Wetterfronten kommt es zu unterschiedlichsten Ausprägungen von Wolken. Wol-
ken treten in verschiedenen Höhen auf, sie überlagern sich oder erscheinen nur als einzelne
Fragmente. Eine sichere Wolkenerkennung sollte demnach besonders im Bereich Zentraleuro-
pa bzw. Deutschland von Nutzen sein, und eine eventuelle Übertragung auf andere Regionen
erleichtern (Wanner et al. 2001, Häckel 2005, S. 183 ff., Müller-Westermeier 2006).
Neben der rein methodischen Auseinandersetzung, sind aber auch klimatologische bzw. me-
teorologische Gesichtspunkte der Bewölkung im Raum Deutschland von Interesse. Obwohl
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Klimastudien häufiger Parameter wie Temperatur oder Niederschlag behandeln, sollten Wol-
ken keinesfalls außer Acht gelassen werden. Hierbei geht es vor allem um die Verteilung von
Wolken innerhalb Deutschlands oder den engen Zusammenhang zum Niederschlag. Auch die
Betrachtung auf verschiedenen Raum- und Zeitskalen ist von Bedeutung. Gibt es beispielswei-
se eine Beziehung zwischen der regionalen Verteilung und gleichzeitiger Änderung großräumi-
ger Strömungsmuster? Inwieweit hat z.B. die Nordatlantische Oszillation (NAO, vgl. Kapitel
2.3.3) Einfluss auf regionale Bewölkungsmuster? Gerade in Bezug auf die regionale Differen-
zierung der Bewölkung stellt Deutschland ein äußerst interessantes Untersuchungsgebiet dar
(Beck 2000, Simmer 2000, Wanner et al. 2001).
Küstenbereiche im Norden und die westliche Nähe zum Atlantik sorgen für maritim gepräg-
ten Einfluss, während weiter östlich und im Landesinneren mit kontinentaleren Bedingungen
zu rechnen ist. Hinzu kommt die nördliche Lage zu den Alpen, durch die sich eine natürliche
Abgrenzung zum Mittelmeerraum ergibt. Aber auch die Orographie im Landesinneren spielt
eine Rolle. Je nach Anströmung kann es an den Mittelgebirgen zu Staulagen oder Föhneffekten
kommen (vgl. Kapitel 2.3.2 und Müller-Westermeier 2006, Schönwiese 2008). In Verbindung
mit diesen Gegebenheiten sorgen die Druck- und Strömungsmuster im Großraum Europa/Nord-
atlantik für charakteristische Bewölkungsmuster. Tiefdruckwirbel, die über dem Atlantik ent-
stehen, bewegen sich in verschiedenen Bahnen über Europa hinweg und sorgen meist für eine,
mit viel Feuchtigkeit angereicherte, westliche Grundströmung. Auf der anderen Seite kann ein
ausgeprägtes Hoch über Mitteleuropa zu einer wolkenlosen Zeit führen (Kurz 1990).
Allgemein sollte für Deutschland ein relativ hoher Wolkenbedeckungsgrad zu erwarten sein,
jedoch mit regionalen Unterschieden, die es aufzudecken gilt. Natürlich macht auch die enge
Verbindung zwischen Wolken und Niederschlag die Ableitung der Bewölkungsverhältnisse zu
einem interessanten Untersuchungsgegenstand. Hier stellt sich die Frage, ob Gebiete mit all-
gemein höheren Niederschlägen auch höchste Werte des Wolkenbedeckungsgrades aufweisen.
Andererseits können trockenere Bereiche ebenfalls mit einem gewissen Grad an Bedeckung
gekoppelt sein. Mit Hilfe eines effektiven Wolkenerkennungs-Schemas, angewendet auf Satel-
litendaten, sollte demnach ein besseres Verständnis der komplexen Wechselwirkungen im Kli-
masystem möglich sein. Dies betrifft im Endeffekt nicht nur den begrenzten Raum Deutschland,
sondern auch die Verknüpfung mit Prozessen auf größeren Skalen (Simmer 2000).
1.4 Ziel der Arbeit und Fragestellungen
Da zur Abschätzung der Bewölkung auf größerer räumlicher Ebene direkte Messungen kaum
möglich sind, bleibt als einzige Alternative nur die Nutzung von Fernerkundungsmethoden bzw.
Satellitendaten. Eine großflächige Erfassung von Wolken wird hierdurch ermöglicht. Schon seit
mehr als 20 Jahren werden in dieser Hinsicht Arbeiten durchgeführt und das Bestreben liegt
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darin für bestimmte Gebiete eine operationelle Wolkendetektion durchzuführen (vgl. hierzu
z.B. Saunders und Kriebel 1988, Kriebel et al. 2003, Derrien und Le Gléau 2005a). Für eine
sinnvolle Untersuchung der Bewölkungsverhältnisse mit Satellitendaten müssen jedoch einige
Voraussetzungen erfüllt sein. Neben der spektralen Information erfordert die hohe Variabilität
von Wolken ein gewisses Maß an räumlicher und zeitlicher Auflösung. In diesem Zusammen-
hang haben sich vor allem die polarumlaufenden NOAA-Satelliten mit ihrem Sensor AVHRR
hervorgetan (vgl. z.B. Berger 1995). Mit bis zu 5 Kanälen, in den für Wolkenuntersuchungen
wichtigen Wellenlängenbereichen (vgl. Tabelle 3.1), können mit diesem Messinstrument sehr
gute Ergebnisse erzielt werden. Der große Nachteil ist jedoch die relativ geringe zeitliche Auf-
lösung von nur einer globalen Abdeckung pro Tag (vgl. Saunders und Kriebel 1988). Hier liegt
der Vorteil klar bei den geostationären Satelliten. Ältere Modelle, wie die erste Generation von
METEOSAT oder frühe Generationen vom Geostationary Operational Environmental Satelli-
te (GOES), waren zwar in ihrem Angebot an Spektralkanälen begrenzt (teilweise nur 2 bis
3 Kanäle, vgl. EUMETSAT 2000), die Grundprinzipien der Wolkenerkennung konnten aber
dennoch durchgeführt werden. Beispielsweise wurde dies innerhalb des International Satellite
Cloud Climatology Projects (ISCCP) umgesetzt (vgl. Kidder und Vonder Haar 1995, S. 282 -
284, Bissolli und Gelhardt 2002, Bissolli 2004). Bei geostationären Satelliten neuerer Genera-
tion ergibt sich diese Problematik nicht mehr. METEOSAT Second Generation (MSG) bietet
eine Erweiterung auf insgesamt 12 Kanäle (vgl. EUMETSAT 2001). Das heißt, alle in Bezug
auf Wolken relevante Wellenlängen können mit Aufnahmeintervallen von 15 Minuten erfasst
werden.
Für eine Wolkendetektion und eine weiter differenzierte Klassifizierung verschiedener Wol-
kentypen bzw. Wolkenarten scheint der METEOSAT-Sensor demnach ideal (vgl. hierzu auch
Roebeling et al. 2006). Dies sollte auch für das ausgewählte Untersuchungsgebiet Deutschland
gelten. Obwohl mit zunehmender geographischer Breite die räumliche Auflösung geringer wird
(vgl. Abbildung 4.1), können Untersuchungen auf dieser Ebene bei der Einordnung kleinskali-
gerer Phänomene beitragen. Im Rahmen der Satellite Application Facility on support to Now-
casting and Very Short Range Forecasting (SAFNWC) wird dies, ähnlich wie bei APOLLO,
bereits mit verschiedenen Schwellenwertalgorithmen durchgeführt (vgl. Kapitel 3.2). Versu-
che mit anderen Klassifikatoren sind dagegen nur vereinzelt zu finden. Insbesondere die An-
wendung von Support Vector Machines im Bereich der Wolkendetektion bezieht sich meist
auf Einzelversuche im Bereich polarumlaufender Satelliten (vgl. z.B. Lee et al. 2004, Han et al.
2006). Eine Anwendung dieses Klassifikators auf METEOSAT-Datenreihen wäre also durchaus
reizvoll und kann als Alternative bzw. Ergänzung zu den operationell betriebenen Schwellen-
wertalgorithmen gesehen werden.
Das Ziel dieser Arbeit ist demnach die Entwicklung eines effektiven Wolkendetektions- bzw.
Wolkenklassifizierungsverfahrens mit Hilfe von Support Vector Machines, angewendet auf Da-
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ten des METEOSAT-Sensors. Seit 2006 besteht am Zentrum für Fernerkundung der Land-
oberfläche (ZFL) in Zusammenarbeit mit der Arbeitsgruppe Fernerkundung (Remote Sensing
Research Group, RSRG) des Geographischen Instituts der Universität Bonn die Möglichkeit,
METEOSAT-Daten über die eigene Empfangsanlage zu empfangen und zu archivieren (vgl.
Kapitel 4.4). Die Archivierung des Ausschnitts Deutschland bzw. Zentraleuropa erfolgt seit
Mitte 2007 und ein vollständiger Datensatz liegt für das Jahr 2008 vor. Obwohl eine fortlau-
fende Archivierung erfolgt, bezieht sich die vorliegenden Arbeit, auch auf Grund zeitintensiver
Testläufe, nur auf Daten des Jahres 2008. Rückwirkend soll aber dennoch geprüft werden, ob
die Klassifizierung in einem operationellen Rahmen möglich wäre. Zwar sind alle Berechnung-
en und Programme auf den Zeitraum 2008 ausgelegt, die Rechenzeit der Einzelaufnahmen soll
aber im Endeffekt Werte von ca. 10 Minuten nicht überschreiten. Wie die gesamte Prozes-
sierung bzw. Klassifizierung innerhalb eines solchen Zeitrahmens umsetzbar ist, soll anhand
dieser Arbeit dargelegt werden. Gleiches gilt für die Auswahl oder Gewinnung notwendiger
Trainingsdaten. Solche Daten müssen vorhanden sein, damit bestimmte Bildelemente für das
maschinelle Lernen eindeutig einer Klasse zugeordnet werden können (vgl. Canty 2006, Abe
2010). Unter anderem sollen in diesem Zusammenhang Bilder sogenannter Wetter-Kameras
(vgl. Kapitel 5.3) als Grundlage verwendet werden. Ob und inwieweit solche Daten für das
Klassifizierungsverfahren sinnvoll sind, soll ebenfalls Bestandteil vorliegender Arbeit sein. Dies
bezieht sich insbesondere auf die Problematik zweier gegensätzlicher Betrachtungsgeometrien
(Blickrichtung von oben und von unten bzw. seitlicher Blickwinkel). Um den Klassifikator in
seiner Genauigkeit zu testen, soll eine Validierung anhand unabhängiger synoptischer Beobach-
tungsdaten erfolgen. Abschließend ist ein Vergleich mit gängigen Wolkendetektionsverfahren,
wie denen der SAFNWC, angestrebt.
Obwohl sich der Schwerpunkt der Arbeit auf die methodische Entwicklung und Umsetzung
des Detektionsverfahrens bezieht, sollen klimageographische Gesichtspunkte, besonders in Be-
zug auf die Ergebnisse, ebenfalls Berücksichtigung finden. Zwar kann man bei der Betrachtung
der Daten des Jahres 2008 nicht von einem klimatologischen Zeitraum sprechen, dennoch soll-
ten sich die Ergebnisse in einen größeren zeitlichen Rahmen einbetten lassen. Spiegeln sich
beispielsweise allgemeine Tendenzen einer Klimaveränderung in dem betrachteten Zeitraum
wider? Auch in Anlehnung an eine regionale Differenzierung. Zusammenfassend lassen sich
folgende Fragestellungen formulieren, die in den nachfolgenden Kapiteln abgearbeitet werden.
• Sind Support Vector Machines für eine effektive Wolkendetekion bzw. Wolkenklassifi-
zierung geeignet?
• Kann das Verfahren auf große Datenreihen angewendet werden und welche Herangehens-
weise ist in diesem Zusammenhang die günstigste?
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• Ist die Anwendung auf Daten des METEOSAT-Sensors in den mittleren und hohen Brei-
ten sinnvoll?
• Wie lassen sich notwendige Trainingsdaten gewinnen und in welchem Umfang sind sie
erforderlich?
• Lässt sich der gesamte Prozess in einem adäquaten zeitlichen Rahmen realisieren?
• Sind die Ergebnisse vergleichbar mit gängigen Wolkenerkennungsverfahren und welcher
Grad der Genauigkeit ist zu erreichen?
• Wie können die Ergebnisse in das Wettergeschehen des Jahres 2008 eingeordnet werden?
• Ergibt sich eine regionale Differenzierung für den Raum Deutschland, eingebettet in
großräumige Strukturen und Strömungsmuster?
Der Aufbau der Arbeit setzt sich aus drei Hauptteilen zusammen. Theoretische Hintergrund-
informationen zum Thema Wolken, aber auch zu den gängigen Verfahren der Wolkendetektion
mit Hilfe von Satellitendaten, werden im ersten Teil der Arbeit ausführlich beschrieben (Kapi-
tel 2 und 3). Anschließend werden im zweiten Teil die Datengrundlage sowie das methodische
Verfahren der Wolkendetektion und -klassifizierung selbst dargelegt (Kapitel 4 und 5). Alle
notwendigen Schritte werden einzeln behandelt und ausgeführt. Abschließend erfolgt die Be-
schreibung des Validierungsverfahrens gefolgt von einer Einordnung der Ergebnisse (Kapitel 6,
7 und 8). Am Ende der Arbeit stehen allgemeine Diskussion und Ausblick, in denen die zuvor
aufgeführten Fragestellungen abschließend beurteilt werden (Kapitel 9).
2 Wolken als atmosphärisches Phänomen
2.1 Wolkenbildung
Bei Wolken handelt es sich im Wesentlichen um kondensierten Wasserdampf in Form von Trop-
fen mit einer Größe von 5 bis 20 µm. Neben Wassertropfen können aber auch vielgestaltige Eis-
kristalle mit einer Ausdehnung von bis zu einem Millimeter zur Wolkenentstehung beitragen.
Wolken bedecken im globalen Mittel ca. 70 % der Erdoberfläche und sie entstehen innerhalb
der Atmosphäre, wenn wasserdampfhaltige Luft bis zum Taupunkt abgekühlt wird. Gleich-
zeitig müssen Kondensationskerne in ausreichender Menge vorhanden sein, an denen sich die
Wasserdampfmoleküle bei der Kondensation anlagern können. Die Abkühlung erfolgt neben
thermischer Ausstrahlung in der Regel durch Vertikalbewegungen (Simmer 2000, S. 8, Häckel
2005, S. 110 ff.).
Den Vorgang der Wolkenbildung bei einem aufsteigenden Luftpaket, kann man anhand der
trocken- und feuchtadiabatischen Abkühlung erklären. Adiabatisch bedeutet, dass kein Ener-
gieaustausch zwischen dem Luftpaket und seiner Umgebung stattfindet. Dies ist zwar in der
Atmosphäre nicht unbedingt der Fall, sollte jedoch für das Verständnis der wolkenbildenden
Vorgänge bei Vertikalbewegungen von Vorteil sein. Wenn sich ein in Bodennähe befindliches
Luftpaket stärker erwärmt als seine Umgebung, kommt es zu einer Volumen- bzw. Dichteände-
rung. Durch die Ausdehnung wird das nun leichtere Luftpaket zum Aufstieg gezwungen (Auf-
trieb). Mit zunehmender Höhe schreitet die Ausdehnung fort, und durch die geleistete Ausdeh-
nungsarbeit (auf Kosten der inneren Energie) kommt es zu einer Abkühlung. Man spricht auch
von trockenadiabatischer Abkühlung (Häckel 2005, S. 93, Heyer et al. 2005, S. 74 ff., Kraus
2009, S. 182).
Durch die Temperaturabnahme mit zunehmender Höhe, steigt die relative Feuchte auf 100 %
und es kommt zur Sättigung (Dampfdruck = Sättigungsdampfdruck). In der sich daraus erge-
benden Höhe, dem Kondensationsniveau oder Lifting Condensation Level (LCL), beginnen sich
kleinste Wolkentropfen zu bilden. Die Entstehung der Wolke. Oberhalb des Kondensations-
niveaus folgt, aufgrund der freiwerdenden latenten Wärme, eine langsamere Abkühlung. Ab
dieser Stelle spricht man von feuchtadiabatischer Abkühlung (vgl. Häckel 2005, S. 90 ff.). Bei
Temperaturen zwischen 0 und -15 °C bleiben die Wolkentropfen in der Regel noch im flüssigen
Zustand. Es handelt sich um den unterkühlten Zustand der Wasserwolke, verursacht durch die
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gegebenen Druckverhältnisse. Ab etwa -12 °C gefrieren die ersten Wolkentropfen und es ent-
stehen Mischwolken. Erst bei Temperaturen von ca. -35 °C bestehen die Wolken überwiegend
aus Eiskristallen (Simmer 2000, S. 8).
Inwieweit ein Luftpaket aufsteigen kann, hängt im Wesentlichen vom Gleichgewicht zur um-
gebenden Luft ab. Man spricht von Stabilität bzw. Labilität. Nimmt die Umgebungstemperatur
mit der Höhe langsamer ab, als die Temperatur des Luftpaketes, so handelt es sich um eine
stabile Schichtung. Ein forciertes Aufsteigen ist hier nicht möglich, womit einer Wolkenbil-
dung entgegengewirkt wird. Gleiches gilt bei einer Inversion, die durch Temperaturzunahme
mit der Höhe gekennzeichnet ist. Umgekehrt spricht man von Labilität, wenn die Tempera-
tur der Umgebung schneller abnimmt als die des Luftpaketes. Solche Temperaturverhältnisse
führen zu einer starken Vertikalbewegung, die je nach Wasserdampfgehalt des Luftpaketes mit
starker Wolkenbildung verbunden sein kann. Generell bilden sich Wolken in diesem Sinne nur
bis zur Tropopause (Grenzschicht zwischen Troposphäre und Stratosphäre), da in der unteren
Stratosphäre Inversion bzw. Isothermie vorherrscht. Die Höhe der Tropopause variiert jedoch.
In den Tropen befindet sie sich in einer größeren Höhe als in den mittleren oder hohen Breiten
(vgl. Kraus 2009, S. 163 - 166). Bei diesen modellhaften Erklärungsansätzen muss jedoch be-
rücksichtigt werden, dass in der Atmosphäre Misch- und Wärmeübergangsvorgänge ablaufen,
und die Prozesse der Wolkenbildung komplexer sind, als es hier dargestellt ist. Für Vertikalbe-
wegungen von Luftmassen, die eine Hauptursache der Wolkenbildung darstellen, gibt es neben
dem konvektivem Auftrieb noch weitere Ursachen (vgl. Kraus 2009, S. 184 ff.):
• Erzwungener Aufstieg an Gebirgen bzw. Erhebungen - Luftmassen werden innerhalb ihrer
Strömung an einem Gebirge zum Aufstieg gezwungen (vgl. Kapitel 2.3.2)
• Aufgleiten im Bereich von Fronten - Aufgleiten von wärmerer Luft auf keilförmig ange-
ordnete kältere Luft (vgl. Abbildung 2.1)
• Positiver Vertikalwind bei Konvergenz des horizontalen Windfeldes - Luftaufstieg durch
Konvergenz im horizontalen Windfeld (z.B. in Tiefdruckgebieten oder in der innertropi-
schen Konvergenzzone). Divergenz führt zu absteigenden Vorgängen, mit Wolkenauflö-
sung (z.B. im subtropischen Hochdruckgürtel)
2.2 Wolkeneinteilung nach Höhe und Gestalt
Da es in dieser Arbeit neben der reinen Wolkendetektion auch um eine weitere Differenzierung
verschiedener Wolkenarten geht, ist eine Beschreibung der unterschiedlichen Wolkenformen in
verschiedenen Höhen durchaus nötig. Dies geschieht auch, um die einzelnen Entstehungsme-
chanismen, die Wolkenverteilung innerhalb der atmosphärischen Zirkulation (vgl. Kapitel 2.3)
und den Wolkeneinfluss auf Strahlungsvorgänge (vgl. Kapitel 2.4) besser verstehen zu können.
2 Wolken als atmosphärisches Phänomen 32
Tab. 2.1: Wolkenstockwerke nach der internationalen Klassifikation. Quelle: Häckel 2005
Stockwerk Polargebiete Gemäßigte Zone Tropische Zone
Oberes (Hoch) 3 - 8 km 5 - 13 km 6 - 18 km
Mittleres (Mittel) 2 - 4 km 2 - 7 km 2 - 8 km
Unteres (Tief) Erdboden bis 2 km Erdboden bis 2 km Erdboden bis 2 km
Das grundlegende Prinzip der Wolkenbildung lässt sich zwar in einfacher Weise an einem
aufsteigenden Luftpaket darstellen, die Vielfalt der Wolken zeigt jedoch wie umfangreich die
Einflüsse bei der Wolkenentstehung sein müssen. Zur Beschreibung dieser Mannigfaltigkeit
bedarf es zunächst eines Ordnungssystems, einer Klassifikation der Wolken (nicht zu verwech-
seln mit der Klassifizierung der Satellitendaten). Man unterscheidet genetische (nach Entsteh-
ungsprozessen) von phänologischen (nach Aussehen und Erscheinungsform) Klassifikationen.
Nachfolgend wird die phänologische Einteilung genauer beschrieben (Heyer et al. 2005, S. 94,
Schönwiese 2008, S. 80 - 82, Kraus 2009, S. 214 - 218).
Bei der phänologischen Klassifikation handelt es sich um eine international vereinbarte Dif-
ferenzierung der Wolken nach Höhe und Gestalt. Sie ist im International Cloud Atlas der World
Meteorological Organization (WMO) ausführlich beschrieben (vgl. WMO 1975). Ein erstes
Unterscheidungsmerkmal ist die Höhe über dem Erdboden (nicht über NN), wobei eine grobe
Einteilung in drei Stockwerke (Tief, Mittel und Hoch) vorgenommen wird. Diese Höhenstu-
fen überlappen sich teilweise und ihre Grenzen variieren mit der geographischen Breite (vgl.
Tabelle 2.1). Durch den Bezug zum Erdboden, ist eine solche Einteilung im Hochgebirge mit
Schwierigkeiten verbunden (Häckel 2005, S. 111 ff.).
Neben der Höhenunterteilung, erfolgt die Einteilung nach Form und Gestalt. Hierbei unter-
scheidet man 10 Wolkengattungen, die sich gegenseitig ausschließen, sehr verschieden ausseh-
en und spezifische Zuordnungen zu den einzelnen Stockwerken besitzen. Entsprechend Gestalt
und interner Struktur, wird innerhalb der Gattungen nach Arten differenziert. Weitere Unterarten
beziehen sich auf die Anordnung der makroskopischen Elemente und den Grad der Durchsich-
tigkeit. Neben der Einteilung nach Gattungen, Arten und Unterarten können noch zusätzliche
spezifische Erscheinungsformen angegeben werden. Da sich manche Wolken nicht unbedingt
aus einem wolkenlosen Zustand entwickeln, sondern aus anderen Gattungen hervorgehen, weist
die internationale Wolkenklassifikation sogenannte Mutterwolken aus. Beispielsweise kann eine
Cumulus-Wolke zu einem Cumulonimbus aufwachsen. Zur Veranschaulichung sind in Tabelle
2.2 die wesentlichen Hauptgattungen aufgeführt (Häckel 2005, S. 113 - 119, Schönwiese 2008,
S. 80 - 82).
Eine erste Abschätzung der komplexen Entstehungsprozesse einzelner Wolkenformen, wird
durch das in Tabelle 2.2 dargestellte Einteilungsschema und die zuvor aufgeführten Grundla-
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Tab. 2.2: Hauptwolkengattungen. Hohe und mittelhohe Wolken (a). Tiefe und vertikale Wolken (b). Quelle: Kraus
2009
(a) Hohe und mittelhohe Wolken.
Bezeichnung Beschreibung Foto
Cirrus Ci
Isolierte, meist seidig schimmern-
de, oft faserige Eiswolken verschie-
denster Formen in großer Höhe. (Fo-
to: Przemyslaw Idzkiewicz)
Cirrocumulus Cc Cumuluswolken im oberen Stock-
werk. (Foto: Simon Eugster)
Cirrostratus Cs Schichtwolke im oberen Stock-
werk. (Foto: Simon Eugster)
Altocumulus Ac
Cumuluswolke oder kleinere Fel-
der, Ballen, Walzen im mittleren
Stockwerk. (Foto: FIR002)
Altostratus As
Schichtwolke vor allem im mittle-
ren Stockwerk, aber oft auch ins
Obere hineinragend. (Foto: LivingSha-
dow)
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(b) Tiefe und vertikale Wolken.
Bezeichnung Beschreibung Foto
Stratocumulus Sc
Schichtwolke im unteren Niveau
mit konvektiv bedingter, von Ort zu
Ort unterschiedlicher Dicke, oder
Felder von flachen Walzen und Bal-
len. (Foto: LivingShadow)
Stratus St
Horizontal sehr homogene Schicht-
wolke im unteren Niveau, aus ihr
kann Niesel und Schneegriesel fal-
len. (Foto: LivingShadow)
Cumulus Cu
Haufenwolke mit beachtlicher Ver-
tikalerstreckung, die ihre Basis im
unteren Niveau besitzt, aber bis ins
mittlere und obere Stockwerk ragen
kann. (Foto: Michael Jastremski)
Nimbostratus Ns
Schichtwolke aus der Regen oder
Schnee fällt, vor allem im mittleren
Niveau, aber auch ins obere oder
untere Stockwerk ragend. (Foto: Li-
vingShadow)
Cumulonimbus Cb Gewitterwolke. (Foto: Simon Eugster)
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gen der Wolkenbildung bereits möglich. Beispielsweise sind großräumige Vorgänge, wie die
Hebungen flächenhaft verteilter Luftmassen verantwortlich für eine Schichtbewölkung (St, As,
Ns, Cs), während vergleichsweise kleinskalige Schwankungen des Vertikalwindes (z.B. durch
Konvektion) in der Bildung von Haufenwolken (Cu, Cb, Ac, Cc) resultieren. Einzelne Entsteh-
ungsprozesse bzw. verantwortliche Strukturelemente der atmosphärischen Turbulenz können
sozusagen innerhalb eines Wolkenfeldes erkannt werden. Dennoch ist die Entstehung unter-
schiedlicher Wolkenformen durch solch eine Vielzahl von Einflüssen geprägt, dass eine voll-
ständige und detaillierte Abschätzung der einzelnen Entstehungsmechanismen überaus schwie-
rig ist. Schon eine einzelne Cumulus-Wolke besteht aus einer sehr komplexen internen Struktur,
mit kleinen Wirbeln, die meist an den Rändern sichtbar werden, wo sich eine Mischung von
Wolke und wolkenloser Luft vollzieht (Häckel 2005, S. 113 - 119, Kraus 2009, S. 214 - 218).
2.3 Wolken und atmosphärische Dynamik
2.3.1 Zyklogenese als Ursache der Bewölkungsverhältnisse in Europa
Trotz der vielfältigen und komplexen Vorgänge im Zusammenhang mit Wolkenbildung, die
von kleinräumiger Konvektion bis zu großflächigen Hebungsvorgängen reichen, lassen sich be-
stimmte Vorgänge eingrenzen, die im Wesentlichen für die Wolkenbildung bzw. Wolkenvertei-
lung in Zentraleuropa verantwortlich sind. Vor allem die Druckverteilung im Bereich Nordat-
lantik/Europa und die damit einhergehenden Strömungsmuster, spielen für das Wettergeschehen
und die Wolkenverteilung eine entscheidende Rolle. Im Bereich der planetaren Frontalzone3
kommt es in der westlichen Höhenströmung (Jet-Stream) zu Divergenz- und Konvergenzpro-
zessen, die zu Auf- bzw. Abstieg von Luftmassen führen. Unter Einbeziehung von Drehimpuls
und weiteren dynamischen Vorgängen, führt dies zur Bildung von Tief- (Zyklone) und Hoch-
druckgebieten (Antizyklone) (Häckel 2005, S. 280 ff.).
Für die Wolkenbildung über Deutschland ist vor allem die Zyklogenese und die gleichzeitige
Entstehung wetterwirksamer Fronten entscheidend (vgl. Abbildung 2.1). Die meist in der Nähe
von Island entstehenden dynamischen Tiefdruckgebiete bewegen sich in Richtung Osten und
gelangen so nach Europa, bevor sie sich in kontinental gelegeneren Bereichen auflösen. Je nach
Durchzugsbahn und Lage zu anderen Druckgebilden entstehen charakteristische Strömungs-
muster, die für den Transport unterschiedlicher Luftmassen verantwortlich sind. Das heißt, in-
nerhalb des drehenden Systems kommt es zu einer Verfrachtung warmer und kalter (trocken
oder feucht) Luft. Trifft hierbei Kaltluft auf rückseitige Warmluft, entsteht eine Kaltfront ver-
bunden mit Hebungsprozessen und charakteristischer Wolkenbildung (vgl. Abbildung 2.1). Das
Strömungsverhalten im Zusammenhang mit der Zyklogenese hat daher einen erheblichen Ein-
3Frontalzone in den mittleren bis hohen Breiten mit höchsten Temperaturgradienten.
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fluss auf die Wolkenausprägung im Raum Deutschland. Entscheidend ist auch, inwieweit durch
die jeweilige Strömungsrichtung eine verstärkte Feuchtigkeitszufuhr über dem Ozean stattge-
funden hat. Westliche Strömungen sind in diesem Zusammenhang begünstigt (Häckel 2005, S.
288 ff.).
Um die verschiedenen Strömungsmuster bzw. Wetterlagen besser überblicken und zuordnen
zu können, bedient man sich einer sogenannten Großwetterlagen-Klassifikation, wie z.B. die
von Hess-Brezowski (vgl. Beck 2000, S. 106 - 108, Heyer et al. 2005, S. 164). Anhand der
Druckverteilung im Nordatlantik und in Europa wird die Hauptströmung ermittelt, die mit Hil-
fe der entsprechenden Himmelsrichtung und des entscheidenden Druckgebildes gekennzeich-
net wird. Eine erste grobe Einteilung erfolgt durch die Strömungsrichtung (zonal, meridional
oder gemischt) in Großwettertypen, wie z.B. West (zonal), Süd (meridional) oder Südwest (ge-
mischt). Die genauere Aufteilung erfolgt je nach Druckzentrum in Großwetterlagen, wie z.B.
West-Antizyklonal (WA), Südwest-Zyklonal (SWZ) oder Zentrales Hoch über Mitteleuropa
(HM). Mit Hilfe dieser Klassifikation können 29 Wetterlagen differenziert werden, die einen
Vergleich des Wettergeschehens in Europa, auch in Bezug auf die Wolkenverteilung, verein-
fachen. Da insbesondere das Wettergeschehen im Bereich von Wetterfronten zu einer unter-
schiedlichen Wolkenbedeckung führen kann, wird in den nächsten Abschnitten näher darauf
eingegangen. Zur Veranschaulichung sind modellhafte Bilder einer typischen Warm- und Kalt-
front dargestellt. Innerhalb der einzelnen Wetterlagen kann es natürlich zu komplexeren Aus-
prägungen und Mischformen kommen (Sönning und Keidel 2007).
Im Bereich einer Warmfront (vgl. Abbildung 2.1) trifft warme Luft auf rückseitig kalte Luft.
Als Folge kommt es zu einem Aufgleiten der warmen Luft. Bei genügender Feuchte führt dies
zu einem umfangreichen und nach vorn aufwärts orientierten Wolkensystem. Die Hebung resul-
tiert in tiefer Bewölkung, die innerhalb des Warmfrontsystems zu einem dichten Nimbostratus
verschmelzen kann, der im Extremfall als geschlossene stratiforme Wolkenmasse eine vertikale
Mächtigkeit von 6 - 9 km erreicht. In horizontaler Richtung kann es zu einer Breite von 200 -
300 km kommen. Dort ist gewöhnlich mit anhaltenden kräftigen Niederschlägen in Form von
Regen oder Schnee zu rechnen. Vor dem Schlechtwettergebiet befindet sich eine gleichmäßige
Zone mit AsCs-Bewölkung (vgl. Tabelle 2.2). In der noch weiter vorgelagerten Kaltluft kommt
es durch Absinkprozesse zu freundlichen Wetterbedingungen. Erste Anzeichen der herannahen-
den Warmfront sind Cirrusbänder, die etwa frontparallel orientiert sind und 500 - 800 km vor der
Bodenfront auftauchen. Im Endeffekt hängt die Ausprägung der Wolken von der ursprünglichen
Feuchteverteilung und der Intensität der Vertikalbewegung ab. Wolkenschichten und wolkenlo-
se Räume können dadurch in vielseitiger Form abwechseln. Die Neigung der Warmfront ist
aufgrund der Reibungseffekte relativ gering. Für die mittlere Troposphäre sind Neigungswer-
te von 1:100 charakteristisch. Abschließend sei erwähnt, dass eine Warmfront auch mit einer
Abkühlung verbunden sein kann, wenn im Sommer maritime, wolkenreiche Warmluftmassen,
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Abb. 2.1: Schematische Darstellung (inklusive Wettervorgänge) einer Zyklone in Verbindung mit Warm- und
Kaltfront. Quelle: Schönwiese 2008
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wolkenarme und dadurch in Bodennähe stark aufgeheizte Polarluft ersetzen (Maskierte Warm-
front) (Kurz 1990, S. 60 - 61).
Bei einer Kaltfront (vgl. Abbildung 2.1) trifft die kalte Luft auf die rückseitige warme Luft
und zwingt diese durch zunehmende Labilisierung zu einem abrupten Aufstieg, was auch hier
zu charakteristischen Wolkenformen führt. Man unterscheidet zwei Typen der Kaltfront. Die
Ana-Kaltfront (Kaltfront erster Art) und die Kata-Kaltfront (Kaltfront zweiter Art). Die Ana-
Kaltfront ist charakteristisch für den Randbereich einer Zyklone. Ihre Verlagerungsgeschwin-
digkeit ist meist nur langsam, weshalb sie auch als „slow moving coldfront“ bezeichnet wird.
An solchen Fronten bilden sich häufig Wellen, die den ersten Ansatz für die Entstehung von
Tiefdruckgebieten darstellen. Die Erscheinungsform dieser Front ähnelt sehr der einer Warm-
front, jedoch sind Bewölkung und Niederschlag postfrontal angeordnet. Das Wolkensystem ist
schmaler und reicht im Allgemeinen nicht so hoch. Ein Cirrus-Schirm fehlt in vielen Fällen voll-
ständig. Der unterste Teil der Kaltfront steht sehr steil, und die Hebung der Warmluft ist dort
maximiert. Bei potentieller Instabilität der Warmluft können konvektive Umlagerungen ausge-
löst werden, so dass die Frontpassage meist von Schauern oder Gewittern begleitet wird, ehe
der gleichförmige Niederschlag beginnt. Im Gegensatz zur Warmfront kommt es bei der Kalt-
front innerhalb der zyklonalen Entwicklung zu einer raschen Änderung der Strömungs- und
Bewölkungsstruktur. Von der Rückseite her setzt sich in der Warmluft immer mehr eine Rela-
tivbewegung in Verlagerungsrichtung, die Front nach vorn kreuzend, durch. Das Transportband
warmer Luft richtet sich auf und neigt sich immer weiter nach vorn. Als Folge davon ist die
Bewölkung direkt an und vor der Bodenfront, mit Höhen von 3 - 5 km relativ niedrig, während
sie mit zunehmender Entfernung anwächst. In der Höhe herrscht eine Relativströmung von hin-
ten nach vorn über die Front hinweg, rückseitig absinkend, vorderseitig aufsteigend. Durch die
Absinkbewegung wird eher trockene Luft herangeführt. Im Endeffekt nimmt die Ana-Kaltfront
einen Kata-Kaltfront-Charakter an. Eine solche Kaltfront verlagert sich gewöhnlich sehr rasch
und wird auch als „fast running cold front“ bezeichnet. Ihre Passage ist mit kräftigen Böen
verknüpft, die Sturm und Orkanstärke erreichen können. Entsprechend stark ist der Hebungs-
antrieb vorderseitig des Kaltluftkeils. Niederschlag fällt fast ausschließlich präfrontal, während
nach der Frontpassage ein rasches Aufklären erfolgt, das über mehrere Stunden anhalten kann
(Kurz 1990, S. 61 - 63).
Da sich im Allgemeinen die Warmfront langsamer bewegt als die Kaltfront, kommt es in Bo-
dennähe zu einer Schrumpfung des zwischen beiden Fronten aufgespannten Warmluftsektors
(vgl. Abbildung 2.1). Dies führt im Laufe der Zeit zu einer Verschmelzung der Fronten, die so-
genannte Okklusion. Hierbei kommt es zu einer Abhebung der Warmluft und die vorderseitige
Kaltluft trifft am Boden auf die rückseitige Kaltluft. Da beide Kaltluftbereiche jedoch meist un-
terschiedliche Temperaturen aufweisen, bleibt der Frontcharakter bestehen (Schönwiese 2008,
S. 181 - 182).
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2.3.2 Einflussfaktor Orographie
Da neben diversen anderen Hebungsvorgängen von Luftmassen (vgl. Kapitel 2.1) der erzwung-
ene Auf- und Abstieg an Gebirgen ebenso in einer entsprechenden Wolkenbildung bzw. Wol-
kenauflösung resultiert, ist an dieser Stelle die Besonderheit des Föhnprozesses zu erwähnen.
Es handelt sich um einen warmen Fallwind im Lee eines Gebirges, der seine höhere Temperatur
(verglichen mit gleichem Niveau im Luv) aus der latenten Wärme des Wasserdampfes bezieht,
die beim Aufsteigen im Luv freigeworden ist. Aus diesem Grund ist der Föhn trockener als die
Luft im Luv bei gleicher Höhe. Er hat seinen Namen aus dem Alpengebiet, kommt jedoch auch
am skandinavischen Bergland, an den Rocky Mountains und vielen anderen Gebirgen der Erde
vor. Seine Entstehung ist mit thermodynamischen Zustandsänderungen verknüpft, die die Luft
erfährt, wenn sie ein Gebirge überströmt (vgl. Abbildung 2.2) (Häckel 2005, S. 93, Schönwiese
2008, S. 175 - 176).
Abb. 2.2: Wolkenbildung bei der Überströmung von Er-
hebungen (Gebirgen), inklusive Temperatureffekten im
Lee- und Luv-Bereich. Quelle: Schönwiese 2008
Am Beispiel der Alpen wird, in Verbin-
dung mit einer entsprechenden Großwetterla-
ge, feuchte Luft von Süden gegen die Alpen
geführt und zum Aufstieg gezwungen. Beim
Aufsteigen kühlt sich die Luft an der Al-
pensüdseite zunächst trockenadiabatisch um
ca. 1 K/100m ab, bis Sättigung erreicht ist
und es zur Wolkenbildung kommt. Ab hier
setzt feuchtadiabatische Abkühlung mit Wer-
ten von ca. 0,5 - 0,8 K/100m ein. Durch
Niederschläge sinkt bei diesem Vorgang der
Feuchtegehalt der Luft. Beim Überströmen
des Gebirges steigt die mit weniger Feuchte
angereicherte Luft ab und erwärmt sich. Hier-
bei löst sich die überhängende Wolke (Föhn-
kamm oder Föhnmauer), die dem Gipfel auf-
liegt, schon nach wenigen hundert Metern
auf, und der weitere Abstieg der Luft erfolgt trockenadiabatisch. Aus der Tatsache, dass sich die
Luft beim Aufsteigen überwiegend feuchtadiabatisch abkühlt, beim Absteigen jedoch vorrangig
trockenadiabatisch erwärmt, kommt es zu einer höheren Temperatur im Lee, als in vergleichba-
rer Höhe im Luv. Gleichzeitig ist das Wetter auf der Luvseite des Gebirges stark bewölkt und
regnerisch (Stauniederschlag), während auf der Leeseite durch den Föhn trotz Luftdruckabfalls
mit freundlichem und wolkenarmem Wetter zu rechnen ist.
Da der Föhnprozess in gewisser Weise an allen Erhebungen bzw. Gebirgen, je nach Strö-
mungsrichtung vorkommen kann, spielt er auch bei der regionalen Wolkenausprägung über
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Deutschland eine entscheidende Rolle. Aufgrund verschiedener Großwetterlagen kommt es zu
unterschiedlichen Strömungsrichtungen, wodurch insbesondere die Mittelgebirge verschiede-
nen Anströmungen ausgesetzt sind. Dies kann einerseits zu einer Staulage, andererseits aber
auch zu einem gewissen Föhneffekt führen. Man kann vermuten, dass sich diese Effekte in ei-
ner regionalen Differenzierung des Wolkenbedeckungsgrades widerspiegeln (Heyer et al. 2005,
S. 361 - 365).
2.3.3 Zirkulationsdynamische Variabilität und Wolkenbedeckung
In den vorherigen Abschnitten wurde deutlich, dass das allgemeine Wettergeschehen und damit
auch die Wolkenverteilung über Deutschland, vor allem von den Druckverhältnissen im Nord-
atlantik und Europa abhängen. Hierbei kann es auf kleinen Zeitskalen (Stunden oder Tage) zu
einer enorm hohen Variabilität kommen. Der Durchzug einer Kaltfront benötigt teilweise nur
wenige Stunden. Um die Variabilität der Bewölkungsverhältnisse auf größeren Zeitskalen ab-
schätzen zu können, muss man sich mit den durchschnittlichen Druckgegebenheiten bzw. den
durchschnittlichen Zirkulationsmustern im Bereich Nordatlantik auseinandersetzen. Insbeson-
dere die Luftdruckschaukel zwischen Azorenhoch und Islandtief, die sogenannte Nordatlanti-
sche Oszillation (NAO) ist hier von besonderer Bedeutung. Es handelt sich um eine negative
Luftdruckkompensation zwischen beiden Druckgebilden. Obwohl die einzelnen Druckgebiete
(vor allem dynamische Tiefdruckgebiete) eine gewisse räumliche Variabilität aufweisen, lassen
sich die Druckzentren über den Azoren und über Island gut lokalisieren. Vor allem bei einer
langfristigen Betrachtung über mehrere Monate oder Jahre. Während bei der Einordnung von
Großwetterlagen (vgl. Kapitel 2.3.1) versucht wird, die einzelnen Strömungsmuster zu jewei-
ligen Hauptströmungsrichtungen zusammenzufassen, liegt hier das Bestreben darin, ein durch-
schnittliches Strömungsverhalten über einen ausgewählten Zeitraum abzuschätzen. Beispiels-
weise über die Wintermonate, in denen das Phänomen am stärksten ausgeprägt ist. Vom Prinzip
her ergibt sich folgendes Verhalten. Eine starke Ausprägung des Azorenhochs ist mit einer
ebenfalls starken Ausprägung des Islandtiefs verbunden und umgekehrt (Wanner et al. 2001,
Chaboureau und Claud 2006).
Mit Hilfe eines NAO-Index-Wertes lässt sich so die zirkulationsdynamische Variabilität im
Nordatlantik für einen bestimmten Zeitraum abschätzen. Als Grundlage der Indexerstellung
dient die Luftdruckdifferenz zwischen den Azoren und Island. In der Regel bezieht man sich
auf die Wintermonate, es gibt aber auch Index-Werte für ganze Jahre oder für nur einen Monat.
Positive (hoher Indexwert) und negative (niedriger Indexwert) NAO-Phasen sind das Resultat
dieser Betrachtung. In einer positiven Phase kommt es zu einer starken zonalen bzw. westlichen
Strömung über Zentraleuropa, verbunden mit milden und feuchten Wintern. Negative NAO-
Phasen sind dagegen mit einer verstärkt meridionalen Strömung verbunden, was zu kalten und
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Abb. 2.3: Wolkenbedeckungsgrad (%) während positiver NAO-Phasen von Dezember bis März (oben). Abgelei-
tet aus Satellitenbeobachtungen für den Zeitraum 1983 - 1990. Differenz des Bedeckungsgrades (%) zwischen
positiver und negativer NAO-Phase (unten). Quelle: Simmer 2000
trockenen Wintern führt. Das heißt, negative und positive NAO-Phasen sollten auch mit typi-
schen Mustern der Bewölkung verbunden sein (Wanner et al. 2001, Schönwiese 2008, S. 183 -
185).
Bei der Betrachtung von Wolkenbedeckungsgraden (vgl. Abbildung 2.3) während positiver
NAO-Phasen (Wintermonate) erkennt man Gebiete mit höchster Bewölkung quer durch den
Atlantik von Südwesten nach Nordosten. Selbst über Nordwesteuropa liegt die Wolkenbede-
ckung noch bei über 70 %. Eine Begründung liegt darin, dass die starken Westwinde mit einer
erhöhten Verdunstung einhergehen, die zu einer intensiven Wolkenbildung während dieser Pha-
se führt. Unterschiede in der Bewölkung zwischen positiver und negativer Phase sind, neben
Bereichen des tropischen Ostatlantik, vor allem in Nord- und Südeuropa zu erkennen. In Nord-
europa steigt der Bewölkungsgrad bei einer positiven Phase um etwa 10 % an, während es
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in mediterranen Gebieten zu einer starken Abnahme der Bewölkung, verbunden mit Einbußen
beim Niederschlag, kommt (vgl. Abbildung 2.3) (Simmer 2000, S. 30 - 33).
Obwohl es in dieser Arbeit verstärkt um die methodische Ausarbeitung der Detektions- bzw.
Klassifizierungsverfahren geht und die Datengrundlage auf ein Jahr begrenzt ist, sollten die
zuvor beschriebenen Gegebenheiten dennoch berücksichtigt werden. Insbesondere bei der ex-
emplarischen Beurteilung bzw. Einordnung der Ergebnisse.
2.4 Die Rolle der Wolken im Strahlungshaushalt
Innerhalb des dynamischen Systems entstehen Wolken, wie zuvor beschrieben, meist durch
Vertikalbewegungen. Wenn man sich z.B. ein Tiefdruckgebiet, mit entsprechenden Fronten, auf
einem Wetter-Satellitenbild anschaut (vgl. Abbildung 1.1), stellt man schnell fest, dass sich
Wolken als Ausdruck der dynamischen Gegebenheiten darstellen. Sie sind sozusagen eine Be-
gleiterscheinung der atmosphärischen Zirkulation. Auf der anderen Seite greifen Wolken unmit-
telbar in den Prozess ein, der die atmosphärische Zirkulation antreibt, den Strahlungshaushalt
des Systems Erde-Atmosphäre4 (siehe Simmer 2000, S. 10 - 13). Aus diesem Grund und auch
zum besseren Verständnis späterer Untersuchungsmethoden wird in den folgenden Abschnitten
der Strahlungseinfluss von Atmosphäre und Wolken näher beschrieben.
2.4.1 Atmosphärischer Einfluss auf Strahlungsvorgänge
Die Atmosphäre der Erde hat durch ihre spezifische Zusammensetzung einen gewissen Einfluss
auf Strahlungsvorgänge, sowohl auf solare Strahlung als auch auf langwellige Wärmestrahlung.
Obwohl es sich bei einem solaren Strahlenbündel um ein kontinuierliches Spektrum handelt, in
dem alle Wellenlängen enthalten sind, nimmt man eine Unterscheidung in Kurz- und Langwel-
lig vor, da innerhalb der solaren Strahlung lange Wellenlängen sehr geringe Strahlungswerte
annehmen. Der Wellenlängenbereich von 0,2 - 4 µm wird deswegen als kurzwellige solare
Strahlung bezeichnet, und lässt sich in weitere Bereiche unterteilen (vgl. Abbildung 2.4):
• Sichtbares Licht (0,36 - 0,76 µm)
• Ultraviolett (< 0,36 µm)
• Infrarot (> 0,8µm)
Da die Sonne mit einer Temperatur von ca. 5800 K (Sonnenoberfläche) ausstrahlt, ergibt
sich ein Strahlungsmaximum bei Wellenlängen des sichtbaren Lichts (vgl. Abbildung 2.4). Die
Erde (inklusive Atmosphäre) strahlt nur mit einer Temperatur von ca. 300 K und hat deshalb
4Durch unterschiedliche regionale Nettostrahlungsflüsse wird die Zirkulation angetrieben.
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Abb. 2.4: Das elektromagnetische Spektrum in Verbindung mit der Strahlungsenergie der Sonne und der Durch-
lässigkeit der Atmosphäre. Quelle: Albertz 2001
ihr Strahlungsmaximum im Bereich um etwa 10 µm. Zwar wird auch hier in einem kontinu-
ierlichen Spektrum ausgestrahlt, jedoch nehmen in diesem Fall die kurzen Wellenlängen ver-
schwindend geringe Werte an. Daher bezeichnet man den Infrarot-Wellenlängenbereich von ca.
3,5 - 100 µm auch als langwellige Wärmestrahlung bzw. terrestrische Strahlung (vgl. eben-
falls Abbildung 2.4). Beide Strahlungsflüsse sind die wesentlichen Bestandteile innerhalb des
Strahlungshaushaltes (vgl. Abbildung 2.5), und spielen für klimatologische und meteorologi-
sche Vorgänge eine zentrale Rolle (Häckel 2005, S. 161 ff.).
Von dem am Oberrand der Atmosphäre ankommenden Strahlungsfluss (ca. 1370 W/m2) steht
durch die Kugelgestalt der Erde und die tägliche Rotation im Mittel nur ein Viertel zur Verfü-
gung. Hinzu kommt, dass 30 % dieser Strahlung ungenutzt ins All zurück reflektiert werden
(planetare Albedo), der Rest kann sowohl an der Erdoberfläche als auch an Bestandteilen der
Atmosphäre absorbiert und in Wärme umgewandelt werden (vgl. Abbildung 2.5). Die Reflexi-
on läuft diesbezüglich direkt und indirekt ab, wobei man von direkter Reflexion spricht, wenn
Strahlung sowohl an der Erdoberfläche (verstärkt an Schneeflächen oder Wüsten) als auch an
der Atmosphäre (z.B. durch Wolken) ohne Umweg ins All zurück reflektiert wird. Bei einer
indirekten oder diffusen Reflexion kommt es zu einer Streuung an Bestandteilen der Atmosphä-
re. Luftmoleküle, Spurengase und Staub (Aerosol) sind neben atmosphärischer Feuchtigkeit
(Wolken, Nebel oder Eiskristalle), die wesentlichen Substanzen in der Atmosphäre, die Strah-
lung reflektieren bzw. streuen, aber auch absorbieren. Gase weisen in Bezug auf ihr Absorp-
tionsverhalten eine Besonderheit auf. Die Absorption vollzieht sich nur in bestimmten Wel-
lenlängenbereichen, den sogenannten Banden. Das heißt, aus einem Strahlenbündel wird nur
in entsprechenden Wellenlängen Strahlungsenergie absorbiert. Gleiches gilt für die Emission
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Abb. 2.5: Strahlungshaushalt des Systems Erde-Atmosphäre. Quelle: Häckel 2005
der Wärmestrahlung, die bei Gasen ebenfalls nur in einzelnen Wellenlängenbereichen stattfin-
det. Ozon (O3), Wasserdampf (H2O) oder Kohlendioxid (CO2) sind in diesem Zusammenhang
vorrangig zu nennen (Simmer 2000, Häckel 2005, S. 161 ff.).
Anhand von Abbildung 2.5 und der beschriebenen Vorgänge wird deutlich, dass Strahlung
beim Durchgang der Atmosphäre selektiv geschwächt wird (Extinktion). In Bezug auf solare
Strahlung ist vor allem die Sonnenhöhe entscheidend, die die Weglänge der Strahlen durch die
Atmosphäre bestimmt. Mit zunehmender Wegstrecke durch die Atmosphäre, steigt der Strah-
lungsverlust durch diffuse Reflexion und selektive Absorption (Häckel 2005, S. 165).
Neben der Absorption und Reflexion kurzwelliger Strahlung in der Atmosphäre, findet auch
eine Absorption der nach oben gerichteten terrestrischen Wärmestrahlung statt. Durch Bestand-
teile der Atmosphäre wird diese Strahlung je nach Wellenlängenbereich absorbiert und gleich-
zeitig emittiert. Man spricht vom sogenannten Treibhauseffekt. Verantwortlich hierfür sind,
neben Wolken (flüssiges Wasser bzw. Eiskristalle) und Wasserdampf, vor allem Spurengase,
wie Kohlendioxid (CO2), Methan (CH4) und troposphärisches Ozon (O3). Solche Spurenga-
se absorbieren langwellige Wärmestrahlung in besagten Absorptionsbanden, und strahlen nach
Stefan-Bolzmann proportional zur vierten Potenz der Temperatur (Temperatur des ausstrahlen-
den Körpers) wieder zurück. Dies führt zu einer Erwärmung an der Erdoberfläche und macht
das Klima, wie wir es kennen, erst möglich (natürlicher Treibhauseffekt, Häckel 2005, S. 170 -
171, Simmer 2000).
Zusammenfassend kann man sagen, dass nur ein gewisser Teil der solaren Strahlung die
Erdoberfläche erreicht, während ein anderer Teil an der Atmosphäre reflektiert oder absorbiert
wird. Gleichzeitig absorbiert die Atmosphäre terrestrische Ausstrahlung und emittiert selbst
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Wärmestrahlung. Wolken sind bei diesen Vorgängen ein wesentlicher Faktor, deren Einfluss
nachfolgend dargestellt wird.
2.4.2 Wirkungsweise von Wolken auf Strahlungsvorgänge
Das Wolken einen Effekt auf die Strahlungsflüsse haben, wird an zwei Beispielen deutlich. Zum
einen halten sie die solare Strahlung teilweise ab, was sich z.B. zeigt, wenn an einem generell
wolkenlosen Tag aufkommende Wolken die Sonne verdecken. Eine spürbare Abkühlung ist die
Folge. Ähnliches gilt in umgekehrter Weise, Wolken absorbieren die Wärmestrahlung der Erde
und strahlen selbst zurück. Dies ist dann zu spüren, wenn in einer klaren Nacht keine Wolken
vorhanden sind und eine verstärkte Wärmeaustrahlung stattfindet. Die Minimumtemperaturen
in solchen Nächten sind wesentlich niedriger als in bewölkten Nächten. Verantwortlich hier-
für ist ein breites Spektralband in der Atmosphäre, in dem diese fast transparent ist. Wolken
schließen dieses Fenster sehr effektiv und eine verstärkte Abkühlung der Erdoberfläche wird
gehemmt. Dies ist Bestandteil des zuvor bereits erwähnten Treibhauseffektes. Neben anderen
Treibhausgasen sind Wolken in diesem Zusammenhang von zentraler Bedeutung. Sie sind die
stärksten Treibhauseffekt-Erzeuger, die wir kennen (vgl. Simmer 2000, S. 10 - 13). Die Reflexi-
on und Streuung kurzwelliger Strahlung an Wolken hängt von verschiedenen Faktoren ab (vgl.
Kärner und Keevallik 1993, Häckel 2005, S. 183 ff.):
• Physikalischer Zustand der Wolken
• Vertikale Mächtigkeit
• Wolkenhöhe und Bedeckung
• Einfallswinkel der Sonnenstrahlung
Aufgrund der schier unerschöpflichen Kombinationsmöglichkeiten dieser Einflussfaktoren
lassen sich daher nur sehr allgemein gefasste Grundregeln ableiten, die den Einfluss von Wolken
auf kurzwellige Strahlung beschreiben können. Beispielsweise bewirken ausgeprägte Schicht-
wolken eine erhebliche Vergrößerung des diffusen Himmelslichts. Ähnliches gilt für eine teil-
weise Bewölkung. Die diffuse Strahlung wird vergrößert, bei gleichzeitiger Verringerung der
Globalstrahlung5 (im Vergleich zu einem wolkenlosen Himmel). Im speziellen Fall eines dün-
nen Besatzes des Himmels mit vertikal mächtigen, dichten Quellwolken kann in einer von
Wasserdampf und Trübung freien Atmosphäre die Globalstrahlung merkbar größere Werte an-
nehmen, als bei völliger Wolkenlosigkeit. Wolken würden in diesem Fall die Einstrahlung am
Boden erhöhen (Blüthgen und Weischet 1980, S. 93).
5Direkte und diffuse solare Strahlung die die Erdoberfläche erreicht und in Wärme umgewandelt werden kann.
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(2.1)
Iν = (1− εc(ν ,θ ,ψ))Iclearν + εc(ν ,θ ,ψ)Bν(Tc) (2.2)
Bν(T ) = Planckfunktion bei Frequenz ν und Temperatur T
Iν = Wärmestrahlung, die den Satellitensensor erreicht (clear = wolkenfreie Bedingungen)
IR = Reflektierte atmosphärische Gegenstrahlung der Erdoberfläche (im thermalen Infrarotbereich
meist gering)
τH0 = Strahlungstransmission der Atmosphäre (H = Höhe der Atmosphärenoberkante)
εs = Emissivität der Erdoberfläche
εc = Emissivität der Wolken
ν = Frequenz
ψ = Variable atmosphärischen Zustandsgrößen (Temperatur, Feuchte usw.)
θ = Satelliten-Zenit-Winkel
φ = Satelliten-Azimut-Winkel
Quelle: Saunders und Kriebel 1988
Insgesamt werden ca. zwei Drittel der planetaren Albedo durch Wolken verursacht. Gleich-
zeitig geschieht mehr als die Hälfte der an Wolken emittierten Wärmestrahlung an den Wol-
kenoberkannten. Das heißt, Wolken strahlen nicht nur im Sinne des Treibhauseffektes zur Erde
zurück, sondern sie strahlen genauso Wärme ins All ab. Die Wärmestrahlungsverhältnisse, die
einen Satellitensensor in Abhängigkeit von der Wellenlänge (bzw. Frequenz) erreichen, sind
in Gleichung 2.1 (ohne Wolken) und 2.2 (mit Wolken) dargestellt. Neben den Betrachtungs-
winkeln des Satelliten und der unterschiedlichen Emmissivität von Wolken und wolkenfreien
Flächen, ist auch der unterschiedliche Einfluss von Wolken auf die Wärmestrahlungstransmis-
sion der Atmosphäre wesentlich (Saunders und Kriebel 1988).
An all diesen Vorgängen kann man erkennen, dass die Wirkungen im solaren und infra-
roten Spektralbereich, bezüglich der Nettostrahlungsbilanz, teilweise gegensätzlich sind. Das
heißt, Wolken kühlen und erwärmen gleichzeitig. Hieran wird deutlich, dass ein vermehrter In-
formationsgewinn über das Vorkommen von Wolken eine enorme Bedeutung hat. Den Effekt
von Wolken auf die Strahlungsbilanz des Gesamtsystems Erde-Atmosphäre bezeichnet man
als wolkeninduzierten Strahlungsantrieb (Cloud Radiative Forcing, CRF). Hierbei handelt es
sich um die Differenz der beobachteten Nettostrahlungsbilanz Q am Oberrand der Atmosphä-
re, zur Nettostrahlungsbilanz Q0, die herrschen würde, wenn man die Wolken aus dem System
entfernt. Wenn Q über den Globus gemittelt wird, sollte ungefähr Null herauskommen. Das Ge-
samtsystem ist im Strahlungsgleichgewicht. Mittelt man Q0, muss dies nicht der Fall sein, da
diese Situation (Temperatur und Feuchte wie bisher, aber wolkenlose Atmosphäre) nicht real
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ist, und keinem Gleichgewichtszustand entsprechen muss. Satellitenmessungen haben ergeben,
dass man mit ca. -20 W/m2 von einem negativen wolken-induziertem Strahlungsantrieb ausge-
hen muss (Kärner und Keevallik 1993, S. 77 ff., Simmer 2000, S. 15).
CRF = Q−Q0 (2.3)
CRF = Cloud Radiative Forcing
Q = Nettostrahlungsbilanz mit beobachteten Wolken
Q0 = Nettostrahlungsbilanz ohne Wolken
Quelle: Simmer 2000
Abb. 2.6: Cloud Forcing in Abhängigkeit der Wolkenhöhe und
optischen Dicke. Solare Strahlung (SOL), Infrarotstrahlung (IR).
Quelle: Simmer 2000
Die globale Betrachtung zeigt, dass
Wolken eine kühlende Wirkung auf die
Erde haben. Man kann sich jedoch vor-
stellen, dass das Cloud Forcing nicht
überall auf der Erde -20 W/m2 beträgt,
sondern regional variiert, und dass es
durch verschiedene Wolkenarten unter-
schiedlich ausfällt. So müssen niedri-
ge, dichte Wolken ein starkes negatives
Forcing besitzen, da sie einen großen
Anteil der solaren Strahlung reflektie-
ren und somit stark kühlen. Doch ih-
re Wärmestrahlung unterscheidet sich
kaum von der wolkenlosen Erdoberflä-
che, da ihre Obergrenzen niedrig und
sie somit relativ warm sind (vgl. Abbildung 2.6). Umgekehrtes gilt für hohe und dünne Wolken.
Dazu muss man wissen, dass Wolken für Infrarotstrahlung viel eher optisch dicht sind, als für
solare Strahlung. Dünne Wolken lassen also noch viel Sonnenlicht bis zum Boden durch, im
Infrarotbereich verhalten sie sich dagegen annähernd wie schwarze Körper6. Sie strahlen also
mit ihrer sehr kalten Obergrenzen-Temperatur (bis zu -70 °C) relativ wenig Energie ins All ab.
In Bezug auf Infrarotstrahlung können Wolken daher anhand niedriger Werte erkannt werden,
was sich die verschiedenen Wolkendetektionsverfahren zu Nutze machen.
Bei der Betrachtung einzelner Regionen kann man erkennen, dass besonders Wüsten und
zentrale Gebiete der Kontinente meist durch einen negativen, wolkeninduzierten Strahlungsan-
trieb auffallen (vgl. Abbildung 2.7). In den mittleren und auch höheren Breiten der jeweiligen
Winterhemisphäre ergibt sich ein durch Wolken verursachter positiver Strahlungsantrieb. Dies
6Idealisierter physikalischer Körper mit frequenzunabhängiger Absorption und Emission (vgl. Häckel 2005, S.
172).
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Abb. 2.7: Räumliche Differenzierung des Cloud Forcing (Beispiel: Juli 1985). Fehlende Werte sind grau darge-
stellt. Quelle: Simmer 2000
liegt zum einen an der geringeren solaren Einstrahlung und zum anderen an der gleichzeitig be-
stehenden isolierenden Wirkung der Wolken. Auf der Sommerhemisphäre ergibt sich dagegen,
in den ozeanisch geprägten Gebieten der mittleren Breiten, die von niedrigen und mächtigen
Wolken dominiert werden, ein verstärkt negatives Cloud Forcing (vgl. Abbildung 2.7). Die Ver-
teilung des wolkeninduzierten Strahlungsantriebs zeigt, dass Wolken eine regelnde Wirkung
im Klimasystem zukommt. Schwache meridionale Strahlungsgegensätze auf der Sommerhe-
misphäre werden vergrößert, während starke Strahlungsgegensätze auf der Winterhemisphäre
reduziert werden. Gegensätze zwischen Ozean und Kontint werden ebenfalls reduziert (Simmer
2000, S. 13 - 18).
Um den Einfluss von Wolken auf Strahlungsvorgänge noch besser verstehen zu können, ist
eine genaue Abschätzung der Bewölkungssituation sicherlich von Vorteil. Dies gilt sowohl auf
regionaler als auch auf globaler Ebene. Mit einer höheren räumlichen Auflösung, bezogen auf
die Wolkenbedeckung, können einzelne Effekte auf Strahlungsvorgänge gegebenenfalls noch
besser abgeschätzt werden.
2.5 Wolken und Klima in Deutschland
In den vorherigen Kapiteln wurde schon auf die Zyklogenese und die Druckverhältnisse über
dem Atlantik als Einflussfaktor auf die Bewölkungsverhältnisse im Raum Deutschland hinge-
wiesen. Um sich eine grobe Vorstellung über die klimatischen Verhältnisse Deutschlands, auch
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in Verbindung mit Wolken, machen zu können, wird in den nächsten Abschnitten, unter Be-
rücksichtigung des Jahresganges, kurz darauf eingegangen. Dies ist auch notwendig, damit eine
Einordnung der Ergebnisse in das allgemeine Wettergeschehen besser möglich ist. Ob sich die
langjährigen Gegebenheiten in den Ergebnissen widerspiegeln, wird entsprechend zu diskutie-
ren sein. Die klimatologische Betrachtung bzw. Beschreibung erfolgt für den Referenzzeitraum
1961 - 1990.
Januar, Februar, März
Als kältester Monat des Jahres weist der Januar in Deutschland im Gebietsmittel eine Durch-
schnittstemperatur von -0,5 °C auf, während im Februar die Durchschnittstemperaturen schon
um ca. 1 °C höher liegen. Nur im Bereich der norddeutschen Inseln oder in höheren Lagen
kann sich der Februar kälter präsentieren als der Januar. Trotzdem können sich im Februar
durch Nordost-Wetterlagen immer noch hochwinterliche Perioden ergeben. Im Gegensatz da-
zu stellt sich im März die Brücke von Winter zu Frühling ein und die Durschnittstemperatur
liegt bei 3,5 °C, wobei die Temperaturen auf bis zu -10 °C absinken, als auch Tageshöchsttem-
peraturen von 15 - 20 °C erreicht werden können. Die Niederschläge in den Monaten Januar,
Februar und März ergeben im vieljährigen Mittel jeweils 15 - 16 Niederschlagstage bei einer
Wassermenge von 49 - 62 Litern pro Quadratmeter (mm) im Gebietsmittel. In den Monaten
Januar und Februar kann die Hälfte dieser Tage durch Schneefall gekennzeichnet sein. Im März
ist nur noch bei einem Drittel der Niederschlagsereignisse mit Schneefall zu rechnen. Charak-
teristisch für den März sind stark wechselhafte Witterungseigenschaften. Die durchschnittliche
Wolkenbedeckung beträgt in allen drei Monaten über 70 %, wobei ausgeprägte Nebeltage nicht
ungewöhnlich sind (Müller-Westermeier 2006, S. 16 - 30).
April, Mai, Juni
Ähnlich wie der März ist der April durch wechselhaftes Wetter gekennzeichnet. Häufig bildet
sich hier eine ausgeprägte, von Nordwest nach Südost verlaufende, mit entsprechenden Strö-
mungsmustern verbundene Tiefdruckrinne. Bezogen auf die Temperaturen kommt es zu einem
starken Anstieg, wobei ein Monatsmittelwert (Gebietsmittel Deutschland) von 7,4 °C erreicht
wird. Im Mai und Juni steigen die Durchschnittstemperaturen weiter von 12 °C auf 15,4 °C,
und es kommt meist schon zu einer sommerlichen Prägung. Die Niederschläge nehmen im
April an Intensität zu und im Bergland werden durchschnittliche Werte von bis zu 90 mm er-
reicht. Mai und Juni stellen sich hier ähnlich dar. Es kann aber zu Schwankungen zwischen 10
und 200 mm kommen. In allen drei Monaten sind ca. 15 Niederschlagstage zu erwarten und
der Grad der Wolkenbedeckung liegt etwas niedriger als in den ersten drei Monaten. Aber auch
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hier kann es innerhalb der langfristigen Betrachtung zu einer erheblichen Variabilität kommen
(Müller-Westermeier 2006, S. 31 - 42).
Juli, August, September
Die Witterung im Juli ist geprägt durch die jahreszeitlich bedingte Erwärmung. Es ergibt sich
eine Durchschnittstemperatur für das Gebietsmittel Deutschland von 16,9 °C. Im August stellt
sich dagegen der schon ausklingende Hochsommer ein und durch den vollzogenen Wärme-
ausgleich zwischen Kontinent und Meer sind stärkere Temperaturschwankungen seltener. Die
Durchschnittsemperatur beträgt 16,5 °C, während sie im spätsommerlich geprägten September
auf 13,3 °C absinkt. Im September können zwar noch Temperaturwerte von 25 °C und höher
erreicht werden, gleichzeitig können nächtliche Minimumtemperaturen in der Nähe des Gefrier-
punktes liegen. Die durchschnittliche Niederschlagsmenge des Julis beträgt 78 mm und er ist
neben dem Juni der niederschlagsreichste Monat des Jahres. Im August ist die Niederschlags-
situation mit 77 mm ähnlich. Je nach Wetterlage (Druckverteilung) kann es in diesen Monaten
aber auch zu ausgeprägten Trockenperioden kommen. Im Vergleich zu Juli und August stellt
sich der September, mit 61 mm Niederschlagsmenge im Gebietsmittel, allgemein trockener dar.
Der Bewölkungsgrad liegt in den drei Monaten zwischen 60 und 70 % (Müller-Westermeier
2006, S. 43 - 54).
Oktober, November, Dezember
Im Oktober ergeben sich bereits herbstliche Verhältnisse, mit einer durchschnittlichen Tempe-
ratur von 9 °C. Besonders in den Nächten kann es empfindlich kühl werden. Der nachfolgende
November ist dagegen durch den Übergang von Herbst zu Winter gekennzeichnet. Die Durch-
schnittstemperatur sinkt hier auf 4 °C. Vollständig winterlich zeigt sich der Dezember mit einer
durchschnittlichen Temperatur von 0,8 °C (Gebietsmittel). Ähnlich wie der September, weist
der Oktober im Vergleich zu November und Dezember relativ geringe Niederschlagswerte auf
(56 mm im Landesdurchschnitt). In extrem trockenen Oktobern kann es auch zu Niederschlags-
werten von unter 10 mm kommen. Im November steigen die Niederschläge wieder auf 66 mm,
und an durchschnittlich 4 Tagen kann es bereits zu Schneefall kommen. Dieser Trend setzt sich
im Dezember fort. Es ergeben sich Niederschlagswerte von 70 mm. Je nach Höhenlage erfolgt
der Niederschlag als Schnee oder Regen. Der Wolkenbedeckungsgrad steigt in den drei Mona-
ten von knapp unter 70 % bis auf Werte um die 80 %. In jedem der drei Monate kann es zu
verstärkter Nebelbildung kommen (Müller-Westermeier 2006, S. 55 - 70).
3 Wolkendetektionsverfahren basierend
auf Schwellenwertalgorithmen
Verschiedene Verfahren der Digitalen Bildverarbeitung können eingesetzt werden, um Wolken
innerhalb von Satellitenaufnahmen abzugrenzen. Neben dem störenden Einfluss von Wolken bei
der Analyse von Landoberflächen, ist das Interesse an den Wolken selbst, vor allem im Rahmen
klimatologischer Fragestellungen, von besonderer Bedeutung. Bei den optischen Satellitensen-
soren, die sowohl mit sichtbaren als auch mit thermalen Kanälen ausgestattet sind, haben sich
in den letzten Jahrzehnten vor allem Schwellenwertalgorithmen als Mittel der Wolkendetek-
tion durchgesetzt. In erster Linie ist hierbei das bereits erwähnte Analyse-Tool APOLLO zu
nennen. Bezogen auf METEOSAT-Daten sind aber auch die Wolkenprodukte7 der Satellite Ap-
plication Facility on support to Nowcasting and Very Short Range Forecasting (SAFNWC) von
entscheidender Relevanz. Da die SAFNWC-Produkte in dieser Arbeit als Vergleichsgrundlage
herangezogen werden und Schwellenwertalgorithmen bei der Gewinnung von Trainingsdaten
zum Einsatz kommen (vgl. Kapitel 5.3), erfolgt in den folgenden Abschnitten eine kurze Be-
schreibung dieser Verfahren.
3.1 APOLLO
Mit Hilfe des Analyse-Tools APOLLO werden anhand spektraler Informationen Wolken von
Land- und Meeresflächen getrennt. Die erste Entwicklung der Algorithmen erfolgte schon vor
mehr als 20 Jahren durch Saunders (1986) bzw. Saunders und Kriebel (1988). Das Tool be-
zieht sich auf den AVHRR-Sensor, der sich unter anderem auf den polarumlaufenden NOAA-
Satelliten befindet. Er bietet Aufnahmen mit einer räumlichen Auflösung von bis zu einem Ki-
lometer bei einer globalen Abdeckung von einem Tag. Durch die Datenverwendung mehrerer
NOAA-Satelliten kann die Abdeckung erhöht werden. Die spektrale Information des Sensors
setzt sich aus bis zu 5 Kanälen zusammen, mit deren Hilfe die Wolkendetektion durchgeführt
werden kann (vgl. Tabelle 3.1 und Kriebel et al. 2003, S. 2389 - 2391).
7Meteorologische Produkte erstellt aus den spektralen Eigenschaften der Satellitendaten, hier Wolkeneigenschaf-
ten.
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Tab. 3.1: NOAA-AVHRR-Kanäle die zur Wolkendetektion genutzt werden. Quelle: Saunders und Kriebel 1988
Kanal Wellenlänge [µm] Signal Bezeichnung
1 0,58 - 0,68 (Sichtbar) Reflektanz R1
2 0,72 - 1,10 (Nahes Infrarot) Reflektanz R2
3 3,55 - 3,93 (Infrarot) Temperatur T3,7 oder T3
4 10,3 - 11,3 (Infrarot) Temperatur T11 oder T4
5 11,5 - 12,5 (Infrarot) Temperatur T12 oder T5
Die Detektion mit APOLLO basiert auf einer Reihe von Schwellenwert-Tests, wobei alle
5 AVHRR-Kanäle einbezogen werden. Das vorrangige Ziel besteht in der Einteilung wolken-
freier, vollständig bewölkter und teilweise bewölkter Pixel. Die Testreihen beziehen sich im
Wesentlichen auf die Strahlungstemperaturen der Infrarotkanäle (vgl. Abbildung 3.1 und Ta-
belle 3.1). Tagsüber können aber auch Reflektanzen der Kanäle des sichtbaren Bereiches ver-
wendet werden. APOLLO setzt sich aus zwei Haupt-Testreihen zusammen, dem First Run und
dem Second Run. Im ersten Durchlauf werden wolkenfreie (cloud free) und wolkenkontami-
nierte (cloud-contaminated) Pixel voneinander abgegrenzt, während in der zweiten Testreihe
eine weitere Einteilung der wolkenkontaminierten Pixel in „Völlig Bewölkt“ und „Teilweise
Bewölkt“ erfolgt.
Da bestimmte Tests nur tagsüber angewendet werden können, ergibt sich eine weitere Ein-
teilung der Testreihen in Tag und Nacht. Während der Tag-Tests können sowohl Reflektan-
zen solarer Strahlung als auch Strahlungstemperaturen der Infrarotkanäle zur Wolkendetektion
beitragen. Es kommen demnach die Kanäle 1 und 2 (Sichtbar und Nahes Infrarot), sowie die
Kanäle 4 und 5 (Thermale Kanäle) zum Einsatz. Nachts bedient man sich ausschließlich solcher
Schwellenwert-Tests, die nur auf Strahlungstemperaturen basieren (Kanal 3, 4 und 5). Ab einer
Sonnenhöhe von 10° werden die Tag-Testreihen verwendet, ansonsten muss auf die Nachtab-
folge zurückgegriffen werden (Saunders und Kriebel 1988).
Bei der Betrachtung der Infrarotkanäle können auch Strahlungstemperatur-Differenzen (Dif-
ferenz zweier Infrarotkanäle) eingesetzt werden. Da es sich bei der gemessenen Strahlungstem-
peratur nicht um die eines schwarzen Körpers handelt, werden an den unterschiedlichen Infra-
rotkanälen (unterschiedliche Wellenlänge) abweichende Temperaturen gemessen. Dieser Effekt
kann bei der Wolkendetektion verwendet werden, da Wolken bei solchen Strahlungstemperatur-
Differenzen andere Werte aufweisen als wolkenfreie Flächen (vgl. Abbildung 3.1). Insbesonde-
re bei teilweiser Bewölkung kann es am entsprechenden Pixel zu Unterschieden kommen, z.B.
bei Kanal 3 (3,7 µm) und Kanal 4 (11 µm) (Saunders 1986).
An dieser Stelle muss auf das besondere Strahlungsverhalten, welches sich tagsüber im 3,7
µm-Wellenlängenbereich einstellt, hingewiesen werden. Die an Kanal 3 (3,7 µm) ankommen-
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Abb. 3.1: APOLLO Tag-Testreihe. Abgrenzung wolkenfreier und wolkenkontaminierter Pixel (First Run) und
Bestimmung völlig bewölkter Pixel (Second Run). T4 und T5 = Strahlungstemperaturen (Kanal 4 und 5), R1 und
R2 = Reflektanzen (Kanal 1 und 2), SD = Standardabweichung. Quelle: Kriebel et al. 2003
den Strahlungswerte bestehen tagsüber nicht nur aus Wärmestrahlungsemissionen, sondern teil-
weise auch aus solarer Reflexion (Mischsignal). Die Reflexion und das Emmissionsvermögen(ε)8
hängt unter anderem von den mikrophysikalischen Eigenschaften der Wolke ab. Das unbekannte
Emissionsvermögen (εtag = ?) und der Anteil der Reflexion an Kanal 3 muss demnach tagsüber
beachtet werden. Nachts findet wiederum eine Angleichung mit den anderen Infrarotkanälen
(Kanal 4 und 5) statt (Saunders 1986, S. 875 - 876, Saunders und Kriebel 1988, S. 129).
In Abbildung 3.1 ist exemplarisch die Tag-Testreihe mit der weiteren Einteilung in First und
Second Run dargestellt. Zur Abgrenzung von wolkenkontaminierten Pixeln werden verschiede-
ne Schwellenwert-Tests durchlaufen. Hierbei handelt es sich beispielsweise um einen einfachen
Strahlungstemperatur-Grenzwert (T12 < Tmin) mit dessen Hilfe schon ein Großteil der wolken-
kontaminierten Pixel erfasst werden kann. Aber auch Schwellenwerte an Kanal-Differenzen
kommen zum Einsatz (z.B. T11 - T12 > Tdi f f ), mit deren Hilfe weitere Wolkenarten bzw.
teilweise bewölkte Pixel abgegrenzt werden können. Neben Grenzwerten, die sich auf Strah-
lungstemperaturen oder Reflektanzen beziehen, wird auch auf Homogenität getestet, wodurch
völlige von teilweise bewölkten Pixeln getrennt werden können. Hierbei läuft ein bewegter
Bildausschnitt (Moving-Window) über die entsprechende Szene (z.B. 3 x 3 Pixel). Dabei wird
die Standardabweichung aller Bildpunkte dieses Fensters errechnet und dem zentralen Pixel
zugeordnet. So lässt sich eine Aussage über die Unterschiede der Strahlungsverhältnisse be-
nachbarter Pixel treffen.
8Emissionsvermögen (ε) = Bruchteil der Emission eines schwarzen Körpers (vgl. Häckel 2005, S. 172).
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Da die APOLLO-Einzeltests ähnlich gestaltet sind wie die der SAFNWC-Wolkenprodukte,
wird an dieser Stelle nicht detaillierter darauf eingegangen. Die genauere Beschreibung ver-
wendbarer Einzeltests geschieht aus diesem Grund anhand der SAFNWC-Testsequenzen in
Kapitel 3.2. Zwar lässt sich die APOLLO-Wolkenmaske auf METEOSAT-Daten anwenden (die
Wellenlängenbereiche der NOAA-AVHRR Kanäle sind in den MSG-Kanälen enthalten, vgl.
Tabelle 3.1 und 4.1), bei den SAFNWC-Wolkenprodukten handelt es sich jedoch um eine Opti-
mierung speziell auf Daten des METEOSAT-Sensors. Eine ausführlich Beschreibung aller von
APOLLO verwendeten Einzeltests lässt sich bei Saunders und Kriebel (1988) und Kriebel et al.
(2003) nachschlagen.
3.2 SAFNWC
Im Rahmen von EUMETSAT (Europäische Organisation zur Nutzung meteorologischer Satel-
liten und Betreiber der METEOSAT-Satelliten) gibt es mehrere Einrichtungen, die sich mit der
Erstellung bestimmter Produkte aus Satellitendaten beschäftigen. Es handelt sich um die soge-
nannten Satellite Application Facilities, kurz SAFs. Eine Vielzahl dieser Einrichtungen, jeweils
zusammengestellt aus verschiedenen Expertengruppen der einzelnen Mitgliedstaaten, setzen
sich mit unterschiedlichsten Fragestellungen auseinander. Diese reichen von rein meteorologi-
schen Fragestellungen (Numerical Weather Prediction, NWP-SAF) bis zu Untersuchungen der
Landoberfläche (Land Surface Analysis, LSA-SAF) oder der chemischen Zusammensetzung
der Atmosphäre (Ozone and Atmospheric Chemistry Monitoring, O3M-SAF). Auch klimatolo-
gische, ozeanographische oder hydrologische Analysen (Climate Monitoring, CM-SAF; Ocean
and Sea Ice, OSI-SAF; Hydrology and Water Management, H-SAF) finden ihre Berücksichti-
gung9.
Innerhalb der Satellite Application Facility on Support to Nowcasting and Very Short Ran-
ge Forecasting (SAFNWC) geht es um die Entwicklung eines Softwarepaketes zur Erstellung
meteorologischer Satellitenprodukte. Beteiligt sind hierbei der spanische (AEMET), der franzö-
sische (Météo-France), der schwedische (SMHI) und der österreichische Wetterdienst (ZAMG).
Die Software besteht seit Juni 2004 und ist im Rahmen von EUMETSAT nutzbar. Mit ihrer Hilfe
können 12 verschiedene Produkte aus METEOSAT-Daten erstellt werden. Neben den in dieser
Arbeit genutzten Wolkenprodukten lassen sich weitere Produkte über Niederschlag, Wind oder
Luftmasseneigenschaften generieren. Eine Zusammenstellung aller Produkte ist nachfolgend
aufgeführt10.
9Weitere Details unter http://www.eumetsat.int/Home/Main/Satellites/GroundNetwork/
ApplicationGroundSegment/SAFs/SAFProjects [12.10.2010].
10Siehe auch unter http://www.nwcsaf.org [12.10.2010].
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• Cloud Products - Cloud Mask, Cloud Type, Cloud Top Temperature and Height
• Precipitation and Convection Products - Precipitating Clouds, Convective Rainfall Rate,
Rapid Development Thunderstorms
• Clear Air Products - Total Precipitable Water, Layer Precipitable Water, Stability Analy-
sis Imagery
• Conceptual Model and Wind Products - Air Mass Analysis, Automatic Satellite Image
Interpretation, High Resolution Winds
Bezogen auf Wolkendetektion bzw. Wolkenbedeckung sind jedoch in erster Linie die bei-
den Produkte Cloud Mask (CMa, später auch SAFNWC-Cloudmask) und Cloud Type (CT,
SAFNWC-Cloudtype) von besonderem Interesse. Ähnlich wie bei APOLLO (vgl. Kapitel 3.1)
basieren die Algorithmen von CMa und CT ebenfalls auf multispektralen Schwellenwertver-
fahren. Auch hier liegt das Bestreben darin, erst wolkenkontaminierte von wolkenfreien Pixeln
anhand einer Maske zu unterscheiden, um dann in einem nächsten Schritt weitere Wolken-
arten bzw. Wolkenhöhen zu unterscheiden. Da die Software speziell auf METEOSAT-Daten
angepasst ist, dienen die Kanäle dieses Sensors im HRIT-Datenformat (High Rate Information
Transmission, vgl. Kapitel 4 und Tabelle 4.1) als Input. Für die Erstellung sind jedoch nicht
alle Kanäle zwingend erforderlich. Zudem können numerische Wettervorhersagemodell-Daten
(Numerical Weather Prediction, NWP) als zusätzliche Information genutzt werden, um die dy-
namische Schwellenwertbestimmung zu verbessern. Weitere Daten, die zur Berechnung not-
wendig sind, wie Land-Meer-Verteilung, Höhenprofile und klimatologische Daten sind in der
Software implementiert und fließen automatisch in die Berechnungen ein. Stehen beispielsweise
keine NWP-Daten zur Verfügung werden klimatologische Daten zur Bestimmung der dynami-
schen Schwellenwerte herangezogen, verbunden mit einer eventuell geringeren Genauigkeit.
Tabelle 3.2 zeigt einen Überblick aller für die Berechnung der Produkte notwendigen Daten
(Dybbroe et al. 2000, Dybbroe 2001, Dybbroe et al. 2002, Dybbroe et al. 2004, Dybbroe et al.
2005, Derrien und Le Gléau 2005a, Derrien und Le Gléau 2005b, SAFNWC 2007a, SAFNWC
2007c, SAFNWC 2007e, SAFNWC 2007g, SAFNWC 2007k, SAFNWC 2007m, SAFNWC
2008b).
3.2.1 Cloud Mask
Um die Wolkemaske erstellen zu können, wird für jedes Pixel der entsprechenden METEOSAT-
Szene eine Kombination von Schwellenwert-Tests herangezogen. Vor der Wolkenabtrennung
erfolgt eine Abgrenzung schnee- und eisbehafteter Pixel. Zudem gibt es eine Unterscheidung
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Abb. 3.2: SAFNWC-Cloudmask (CMa), Teilausschnitt Europa, 06.09.2010 13:00 UTC. Quelle: http://www.
nwcsaf.org [12.10.2010]
der Testreihen über Land- und Meeresflächen, kombiniert mit der Berücksichtigung des Son-
nenstandes in Bezug auf die Auswahl der Einzeltests. Man unterscheidet zwischen Nacht (Son-
nenhöhe < -3°), Dämmerung (-3° < Sonnenhöhe < 10°) und Tag (Sonnenhöhe > 10°). Gleich-
zeitig werden Spiegeleffekte (Sunglint) über Meeresflächen berücksichtigt und isolierte Pixel
innerhalb der entsprechenden Szene reklassifiziert (Derrien und Le Gléau 2005a).
Die Bestimmung der dynamischen Schwellenwerte erfolgt über Lookup-Table (wenn vor-
handen in Kombination mit NWP-Parametern) in Abhängigkeit von der Betrachtungsgeometrie
(Sonnen- und Satellitenbetrachtungswinkel). Solche Lookup-Table wurden für die thermalen
Kanäle bzw. Kanal-Differenzen anhand von Strahlungstransfermodellen (RTTOV-6) und mit
Hilfe von 3000 Radiosondenmessungen abgeleitet. Für die Berechnung der solaren Kanäle wer-
den simulierte Top of the Atmosphere (TOA) Oberflächenreflektanzen herangezogen. Auch hier
kommen Lookup-Table zum Einsatz, die ein großes Spektrum an Wasserdampf- und Ozonmen-
gen, sowie bestimmte Betrachtungswinkel berücksichtigen. Eine detaillierte Beschreibung der
Schwellenwertbestimmungen findet sich bei Derrien und Le Gléau (2005a), S. 4717 - 4720.
Der CMa-Output erfolgt anhand des HDF5-Dateiformates (vgl. SAFNWC 2007i, SAFNWC
2008a). Neben den eigentlichen Daten der Klassifizierung erhält man zusätzliche Informationen
über die Beleuchtungssituation, die jeweilige Verfügbarkeit der Input-Daten (SEVIRI, NWP)
und die Qualität der Prozessierung. Die Wolkenmaske besteht aus sechs Kategorien, die mit 3
Bit kodiert sind (vgl. Tabelle 3.3). Abbildung 3.2 zeigt die SAFNWC-Cloudmask (CMa) für
den europäischen Raum (Derrien und Le Gléau 2005a, S. 4710).
Im Folgenden werden die verschiedenen Einzeltests und ihr jeweiliger Hintergrund genauer
beschrieben (vgl. hierzu auch Derrien und Le Gléau 2005a, S. 4713 - 4717). Da es in der vor-
liegenden Arbeit um die Landfläche von Deutschland geht, bezieht sich die Beschreibung im
Wesentlichen auf die für Landflächen vorgesehenen Schwellenwert-Tests. Die Grundlagen, auf
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Abb. 3.3: Testsequenz der SAFNWC-Cloudmask (CMa) über Landflächen. Die Beschreibung der Einzeltests be-
findet sich im Text. θsat = Satelliten-Zenitwinkel. Quelle: Derrien und Le Gléau 2005a
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denen die Tests basieren, sind über Meeresflächen jedoch ähnlich. Die gesamte Testreihe für
Landoberflächen ist in Abbildung 3.3 dargestellt.
Schwellenwert-Test bei T10,8 (Nacht und Tag)
Mit diesem einfachen Schwellenwertansatz können Großteile der Bewölkung abgegrenzt wer-
den. Geringere Strahlungstemperaturwerte, als der entsprechende Schwellenwert, verweisen auf
den Einfluss von Wolken. Die Festlegung des Schwellenwertes erfolgt wie zuvor beschrieben.
Wolkenkontaminierte Pixel, die sich nicht durch diesen Test erfassen lassen, werden gegebe-
nenfalls durch nachfolgende Tests erfasst.
Test bezogen auf T10,8 - T12,0 (Nacht und Tag)
Mit Hilfe dieser Strahlungstemperatur-Differenz lassen sich hohe und dünne Cirrus-Wolken
detektieren. Die Werte sollten im Vergleich zu wolkenfreien Flächen höher sein. Der Test lässt
sich bei allen Beleuchtungsverhältnissen und allen Oberflächen durchführen.
Test bezogen auf T8,7 - T10,8 (Nacht und Tag)
Auch mit dieser Differenz lassen sich in ähnlicher Weise wie mit der vorherigen Differenz hohe
und dünne Cirrus-Wolken abgrenzen.
Test bezogen auf T3,9 - T10,8 (Nacht)
Dieser Test kommt nachts zum Einsatz, um hohe semitransparente Wolken detektieren zu kön-
nen. Der Strahlungstemperaturanteil der wärmeren Erdoberfläche ist bei 3,9 µm gewöhnlich
höher als bei 10,8 µm (Durchlässigkeit bei Eiswolken), wodurch sich hohe semitransparente
Wolken über relativ warmen Flächen erfassen lassen. Aufgrund des speziellen Verhaltens im
Bereich von 3,9 µm am Tag (vgl. Seite 53) wird dieser Test nur nachts angewendet.
Test bezogen auf T10,8 - T3,9 (Nacht)
Mit dieser Differenz können nachts niedrige Wasserwolken detektiert werden. Die Emissivität
von Wasserwolken ist bei 3,9 µm niedriger als bei 10,8 µm.
Test bezogen auf T8,7 - T3,9 (Nacht)
Dieser Test lässt sich für die Erkennung niedriger Wasserwolken über Wüsten verwenden. Nor-
malerweise bezieht man sich hierfür auf die Differenz T10,8 - T3,9, jedoch funktioniert dies
nachts über Wüstenflächen nur schlecht, weil der Kontrast zwischen niedrigen Wolken und
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Wüste nicht groß genug ist. Wüsten weisen sowohl bei 3,9 µm, als auch bei 8,7 µm eine nied-
rige Emissivität auf. Niedrige Wasserwolken dagegen nur bei 3,9 µm, und nicht bei 8,7 µm.
Test bezogen auf T10,8 - T8,7 (Nacht und Dämmerung)
Bei der Betrachtung von Vegetationsflächen mit einem hohen Satelliten-Zenitwinkel lassen sich
nachts und bei niedriger Sonnenhöhe mit dieser Differenz tiefliegende Wolken abgrenzen. Im
Vergleich zu der Differenz T10,8 - T3,9, welche eigentlich für die Erkennung von niedrigen
Wolken genutzt wird, scheint die Differnz T10,8 - T8,7 unter den beschriebenen Gegebenheiten
besser zu funktionieren. Wolkenfreie Flächen ergeben bei großen Satelliten-Zenitwinkeln für
die Differenz T10,8 - T3,9 ebenso hohe Werte, wie wolkenkontaminierte Flächen.
Test bezogen auf T3,9 - T10,8 (Tag und Dämmerung)
Durch die Umkehr der Strahlungsverhältnisse bei 3,9 µm im Zusammenhang mit niedrigen
Wolken am Tag, kann diese Differenz tagsüber zur Detektion niedriger Wasserwolken eingesetzt
werden.
Test bezogen auf R0,6 (Tag)
Tagsüber können die Reflektanzen der sichtbaren Kanäle, sowie des nahen Infrarots zur Erken-
nung von Wolken eingesetzt werden. Ist der Wert an einem Pixel „heller“ als die wolkenfreie
Erdoberfläche, kann man dieses als wolkenkontaminiert einstufen. Über Landflächen bezieht
man sich hierbei gewöhnlich nur auf die Reflelktanz R0,6. Der Bereich des Nahen Infrarots
kommt ausschließlich über Meeresflächen zum Einsatz, auch um den Einfluss von Spiegelef-
fekten zu verhindern.
Schnee- und Eisflächenerkennung (Tag)
Vor der eigentlichen Wolkendetektion steht ein Schnee- und Eiserkennungstest. Fällt dieser po-
sitiv aus, findet keine weitere Wolkenerkennung statt. Schnee- und Eisflächen verhalten sich,
bei auf Grenzwerten basierenden Erkennungsverfahren, ähnlich wie Wolken. Sie stellen eben-
falls sehr kalte oder helle Flächen dar, wodurch es vor allem zu einer falschen Abschätzung
im Vergleich mit niedrigen Wolken kommen kann. Um Schneeflächen von Wolken differenzie-
ren zu können, betrachtet man vornehmlich die Reflektanz bei 1,6 µm. Schnee- und Eisflächen
weisen hier niedrigere Werte auf, weshalb eine Abgrenzung nur tagsüber möglich ist. Eine ge-
naue Beschreibung des Testverfahrens ist bei Derrien und Le Gléau (2005a), S. 4716 - 4717
aufgeführt.
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Tab. 3.3: Output SAFNWC-Cloudmask (CMa) und -Cloudtype (CT). Quelle: Derrien und Le Gléau 2005a
CMa-Output CT-Output
0 - non-processed 0 - non-processed
1 - cloud free 1 - cloud free land
2 - cloud contaminated 2 - cloud free sea
3 - cloud filled 3 - land contaminated by snow
4 - snow/ice contaminated 4 - sea contaminated by snow/ice
5 - undefined 5 - very low and cumuliform clouds
6 - very low and stratiform clouds
7 - low and cumuliform clouds
8 - low and stratiform clouds
9 - medium and cumuliform clouds
10 - medium and stratiform clouds
11 - high opaque and cumuliform clouds
12 - high opaque and stratiform clouds
13 - very high opaque and cumuliform clouds
14 - very high opaque and stratiform clouds
15 - high semitransparent thin clouds
16 - high semitransparent meanly thick clouds
17 - high semitransparent thick clouds
18 - high semitransparent above low or medium clouds
19 - fractional clouds (sub-pixel water clouds)
20 - undefined (undefined by CMa)
Lokale Homogenität
Anhand des Vergleichs mit Nachbarpixeln erfolgt abschließend eine Überprüfung auf lokale
Homogenität. Über Landflächen dient dies vor allem zur Abgrenzung teilweise bewölkter Pixel
bzw. Wolkenkanten innerhalb eines Pixels. Die Vorgehensweise bezieht sich bei Landflächen
auf die Strahlungstemperatur T10,8 und die Strahlungstemperatur-Differenz T10,8 - T3,9. Über
die Werte dieser Kanäle bzw. Kanal-Differenzen wird die Standardabweichung benachbarter
Pixel berechnet und mit Grenzwerten (1,0 K bzw. 2,0 K am Tag) verglichen. Liegt entsprechend
eine verstärkte Heterogenität vor, kann von teilweise bewölkten Pixeln ausgegangen werden
(Derrien und Le Gléau 2005a, S. 4717).
3.2.2 Cloud Type
Für die weitere Differenzierung von Wolkenarten und Wolkenhöhen werden die zuvor detek-
tierten Wolken weiter klassifiziert, vor allem um meteorologische Auswirkungen im Rahmen
von kurzfristigen Vorhersagen noch besser abschätzen zu können. Auch hierbei wird ein mul-
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Abb. 3.4: SAFNWC-Cloudtype (CT), Teilausschnitt Europa, 06.09.2010 13:00 UTC. Quelle: http://www.
nwcsaf.org [12.10.2010]
tispektraler Schwellenwertansatz durchgeführt. Die Anwendung erfolgt an jedem Pixel und ist
abhängig von Beleuchtungs- und Betrachtungsgeometrie. Wie bei der SAFNWC-Cloudmask
(CMa) beziehen sich die Schwellenwerte auf den vertikalen Zustand der Atmosphäre am ent-
sprechenden Punkt, und die Berechnung erfolgt wie auf Seite 57 beschrieben. Nachfolgend wird
die Vorgehensweise der SAFNWC-Cloudtype-Testreihe kurz vorgestellt. Eine ausführliche Be-
schreibung findet sich bei Derrien und Le Gléau (2005a), S. 4720 - 4721.
• Trennung zwischen teilweise bewölkten Pixeln bzw. Pixeln mit hoch semitransparen-
ten Wolken, von solchen mit niedrigen, mittleren oder hohen kompakten Wolken. Dies
wird nachts durch die Betrachtung der Differenzen T10,8 - T12,0 und T3,9 - T10,8 er-
reicht. Tagsüber erfolgt die Trennung durch Werte der Refelktanz R0,6, sowie mit Hilfe
des Homogenitäts-Test bei T10,8 und R0,6.
• Die Trennung von teilweise bewölkten Pixeln und hohen semitransparenten Wolken wird
durch die Verwendung der Differenz T8,7 - T10,8 erreicht.
• Die weitere Einteilung erfolgt durch den Vergleich von T10,8 mit Lufttemperaturen auf
unterschiedlichen Luftdruckniveaus (850 hPa, 700 hPa, 500 hPa und Tropopause).
• Eine Unterscheidung zwischen kumuliformen und stratiformen Wolken ist zurzeit noch
nicht möglich.
Ähnlich wie bei der SAFNWC-Cloudmask (CMa), erfolgt der CT-Output über eine HDF5-
Datei. Man erhält 21 mit 5 Bit kodierte Wolken-Kategorien (vgl. Tabelle 3.3). Abbildung 3.4
zeigt beispielhaft ein Ergebnis von SAFNWC-Cloudtype (CT) (vgl. auch Derrien und Le Gléau
2005a, S. 4710).
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Da der Ansatz der Wolkenerkennung auf den Daten von METEOSAT-SEVIRI basiert, wird in
den nächsten Abschnitten ausführlich auf diesen Sensor und seine Funktionalität eingegangen.
Die genauen Hintergründe über Vorverarbeitung und Verbreitung der Satellitendaten werden
beschrieben und dargelegt. Dies betrifft im Wesentlichen die Kalibrierungsverfahren, mit deren
Hilfe Strahlungstemperaturen und Reflektanzen der jeweiligen Kanäle abgeschätzt werden.
4.1 METEOSAT Second Generation
METEOSAT (Meteorological Satellite) ist die Bezeichnung für geostationäre Wettersatelliten,
die von der europäischen Organisation EUMETSAT in enger Zusammenarbeit mit der Euro-
pean Space Agency (ESA) betrieben werden. Mit dem Start von METEOSAT-1 (1977) und
den folgenden METEOSAT-Satelliten werden nunmehr seit fast 30 Jahren Wetterinformationen
bereitgestellt, die zur Wettervorhersage und zu weiteren Forschungszwecken genutzt werden
können. Die geostationäre Position11 am Nullmeridian (0° geographische Länge), mit einer
Entfernung zum Satelliten von 36000 km über dem Äquator, erlaubt eine optimale Erfassung
von Wetterphänomenen über Afrika, Europa und Teilen des Atlantiks.
Auf METEOSAT-1 folgten, bis METEOSAT-7 (1997), sechs weitere Satelliten. Diese geo-
stationären Satelliten, die auch als Satelliten der ersten Generation bezeichnet werden, besaßen
(bzw. besitzen) einen Sensor, der in 3 Kanälen Strahlung erfassen kann. Hierbei handelt es sich
um Kanal 1 (0,45 µm - 1,0 µm) im sichtbaren Bereich, Kanal 2 (5,7 µm - 7,1 µm) im infraroten
Wasserdampf-Absorptionsbereich und Kanal 3 (10,5 µm - 12,5 µm) im thermischen Infrarot-
bereich. Diese Reihe von METEOSAT-Satelliten nahmen in halbstündigen Abständen Bilder
auf. Mit der Einführung der zweiten Generation (METEOSAT Second Generation, MSG), also
der Satelliten METEOSAT-8 und METEOSAT-9, wurde METEOSAT-7 versetzt und befindet
sich jetzt an der Position 57° Ost. Durch diese Maßnahme wurde es möglich, Teile Asiens und
des Indischen Ozeans besser zu erfassen.
Aufgrund des technologischen Fortschritts begann man schon in den frühen 1990er Jahren
mit Überlegungen für eine neue Generation an METEOSAT-Satelliten, die eine umfangreiche-
re spektrale Information zur Verfügung stellen sollten. Es war jedoch klar, dass eine wirkliche
11Drehung des Satelliten mit der Erdrotation, so dass immer derselbe Bildausschnitt erfasst wird.
4 Datengrundlage METEOSAT-SEVIRI 64
Umsetzung erst mit Ablauf der mindestens fünfjährigen Lebensdauer vorheriger METEOSAT-
Satelliten beginnen konnte. Der erste Satellit zweiter Generation (METEOSAT-8 bzw. MSG-
1) wurde mit dem Start von Ariane 5, am 29. August 2002 in seine Umlaufbahn gebracht.
Nach einer ausführlichen Testphase, begann Anfang 2004 der operationelle Betrieb. Am 21.
Dezember 2005 wurde ein weiterer MSG-Satellit (METEOSAT-9 bzw. MSG-2) in den Orbit
gebracht, der ab 2006 seinen Betrieb aufnahm. Weitere Satelliten der dritten Generation sollen
2015 - 2018 folgen. Zurzeit stellt METEOSAT-9 den operationellen Hauptsatelliten dar und
nur bei Problem- oder Wartungsfällen wird auf METEOSAT-8 ausgewichen. Außerhalb solcher
Ausnahmesituationen wird METEOSAT-8 (9,5° Ost) für den sogenannten Rapid-Scan-Service
(RSS) eingesetzt. Hierbei wird nur der nördliche Teil der „Aufnahmescheibe“ (ca. 15° bis 70°
Nord, geographische Breite) mit Europa und Nordafrika erfasst. Dieser Umstand macht Aufnah-
meintervalle von fünf Minuten möglich12 (EUMETSAT 2000, EUMETSAT 2001, EUMETSAT
2004a, EUMETSAT 2005a, EUMETSAT 2005b, EUMETSAT 2005d).
4.1.1 SEVIRI
Abb. 4.1: Aufnahme der „Erdscheibe“. Abneh-
mende Auflösung vom Sub-Satelliten-Punkt nach
außen. Die Pixel-Auflösung beträgt im inneren
Kreis 3 km, gefolgt von 4, 5, 6, 8 und 11 km (äu-
ßerer Kreis). Quelle: EUMETSAT 2001
Der enorme Vorteil von METEOSAT Second Ge-
neration, gegenüber den Satelliten der ersten Ge-
neration, ist die höhere spektrale Information, ver-
bunden mit einer ebenso höheren zeitlichen Auf-
lösung von 15 Minuten. Der an Bord befindliche
Spinning Enhanced Visible and InfraRed Imager
(SEVIRI) bietet Aufnahmen in 12 Kanälen, wo-
von 11 den sichtbaren und infraroten Wellenlän-
genbereich abdecken. Ein zusätzlicher Kanal erfasst
räumlich hochauflösende Bilddaten im sichtbaren
Bereich (High Resolution Visible, HRV). Tabelle
4.1 zeigt die Zusammensetzung der Kanäle mit ih-
ren jeweiligen Wellenlängen. Mit Hilfe von SEVIRI
wird die vollständige „Erdscheibe“ in einem fünf-
zehnminütigen Zyklus erfasst. Das Aufnahmever-
fahren wird durch Umdrehungen des Satelliten rea-
lisiert. Hundert Umdrehungen pro Minuten sorgen
für einen zeilenweisen Ost-West-Scan, schrittweise
von Süden nach Norden. Im Bereich des Sub-Satelliten-Punktes beträgt das Abtastintervall 3
km für die 11 sichtbaren und thermalen Kanäle, und 1 km für den HRV-Kanal. Jeder der 11
12Detaillierte Informationen unter http://www.eumetsat.int [12.01.2011].
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Tab. 4.1: METEOSAT Second Generation - Kanalübersicht. Quelle: EUMETSAT 2001
Kanal Bezeichnung Zentrale Wellenlänge Untersuchungsgegenstand
1 VIS006 (R0,6) 0,635 µm surface, clouds, wind fields
2 VIS008 (R0,8) 0,81 µm surface, clouds, wind fields
3 NIR016 (R1,6) 1,64 µm surface, cloud phase
4 IR039 (T3,9) 3,90 µm surface, clouds, wind fields
5 WV062 (T6,2) 6,25 µm water vapor, high level clouds, at-mospheric instability
6 WV073 (T7,3) 7,35 µm water vapor, atmospheric instability
7 IR087 (T8,7) 8,70 µm surface, clouds, atmospheric insta-bility
8 IR097 (T9,7) 9,66 µm ozone
9 IR108 (T10,8) 10,80 µm surface, clouds, wind fields, atmos-pheric instability
10 IR120 (T12,0) 12,00 µm surface, clouds, atmospheric insta-bility
11 IR134 (T13,4) 13,40 µm cirrus cloud height, atmospheric in-stability
12 HRV 0,4 - 1,1 µm surface, clouds
Kanäle besitzt 3 Detektoren, so dass aus 1250 Abtastlinien 3750 Bildlinien werden (vgl. Abbil-
dung 4.1 und 4.2). Die vollständige Abtastung der „Scheibe“ benötigt 12 Minuten, gefolgt von
einer dreiminütigen Kalibrierungsphase der Infrarotkanäle, einhergehend mit der Ausrichtung
des Aufnahmespiegels zum Startpunkt. Beim HRV-Kanal erfolgt der Scan mit 9 Detektoren pro
Abtastlinie, resultierend in einem Bild von 11136 x 5568 Pixeln. Die Bilder dieses Kanals be-
stehen jedoch letztendlich nicht aus der vollständigen Scheibe, sondern, je nach Sonnenstand,
nur aus Europa und einzelnen Teilen des afrikanischen Kontinents. Neben SEVIRI existieren
weitere Instrumente an Bord der MSG-Satelliten, wie z.B. GERB (Geostationary Earth Radiati-
on Budget), mit dem eine Abschätzung der globalen Strahlungsbilanz ermöglicht wird. Andere
Zusatzgeräte dienen der Kommunikation und eventuellen Rettungsmaßnahmen (EUMETSAT
2000, EUMETSAT 2001).
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Abb. 4.2: MSG-Aufnahmeverfahren. Quelle: EUMETSAT 2001
4.2 Vorverarbeitung und Übertragung der
METEOSAT-Daten
Da die Daten so schnell wie möglich die jeweiligen Anwender erreichen sollen, enthält der
Satellit einen Transponder, von dem die Daten zu verschiedenen Empfangsstationen im Sa-
tellitenblickfeld übertragen werden können. Für Empfang, Verarbeitung und Weiterverteilung
der Daten besteht am Boden eine umfangreiche Infrastruktur (MSG Ground Segment). Der
Kern dieser Infrastruktur stellt das EUMETSAT-Kontrollzentrum in Darmstadt dar, welches mit
mehreren Hauptempfangsstationen (Primary Ground Stations) verbunden ist. Das heißt, die von
SEVIRI aufgenommenen Daten erreichen in digitaler Form die Empfangsstationen und werden
zum Kontrollzentrum weitergeleitet. Hier erfolgen die ersten Vorverarbeitungsschritte. Anhand
geometrischer und radiometrischer Korrekturen werden aus sogenannten Level 1.0 Rohdaten,
Level 1.5 Daten erzeugt (EUMETSAT 2005a, EUMETSAT 2006).
Die weitere Verteilung dieser Level 1.5 Daten zu den verschiedenen Anwendern erfolgt über
das MSG-Kommunikationsmodul (funktioniert bei MSG-1 jedoch nicht), oder via Digital Vi-
deo Broadcast (DVB über EUMETCast13) mittels kommerzieller Satelliten, wie HotBird bzw.
EuroBird. Die Übertragung geschieht auf zwei Wegen, entweder durch eine Low Rate Informa-
tion Transmission (LRIT, nur 5 SEVIRI-Kanäle verlustbehaftet alle 30 Minuten), oder durch
eine High Rate Information Transmission (HRIT, verlustfrei alle 12 SEVIRI-Kanäle mit einer
Wiederholrate von 15 Minuten, siehe auch Wolf 1999).
Jeder, der hierfür eine entsprechende Empfangsstation eingerichtet hat, kann die Daten in
Absprache mit EUMETSAT empfangen und nutzen. Man unterscheidet bei den Empfangs-
13http://www.eumetsat.int/Home/Main/DataAccess/EUMETCast [12.01.2011]
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Abb. 4.3: Datenübertragungswege von METEOSAT Second Generation. Quelle: EUMETSAT 2000
stationen zwischen High-Rate User Station für HRIT-Daten und Low-Rate User Station für
LRIT-Daten. Es besteht aber die Möglichkeit, innerhalb einer High-Rate User Station den
LRIT-Datenstrom kombiniert mit dem HRIT-Datenstrom zu empfangen. Zusätzlich können den
METEOSAT-Nutzern innerhalb der Datenströme Daten anderer geostationärer Satelliten, z.B.
aus dem Pazifik- und Westatlantikraum, zur Verfügung gestellt werden. Die von EUMETSAT
in Verbindung mit anderen Instituten erstellten meteorologischen und klimatologischen Produk-
te, sowie die von sogenannten Data Collection Platforms erfassten zusätzlichen Umweltdaten,
werden ebenfalls über das MSG-Datentransfernetz verbreitet bzw. weitergeleitet. Die einzelnen
Übertragungswege zwischen Satellit und Bodeninfrastruktur sind in Abbildung 4.3 dargestellt
(EUMETSAT 2000, EUMETSAT 2001).
4.3 Kalibrierungsverfahren
4.3.1 Kalibrierung der thermalen Kanäle
Die Kalibrierung der infraroten bzw. thermalen Kanäle erfolgt mit jedem Aufnahmezyklus
durch einen an Bord befindlichen Schwarzkörper. Um die Strahlungsspanne abzudecken, kommt
bei der Kalibrierung eine kalte und eine warme Quelle zum Einsatz. Der kalte Endpunkt wird
durch den Blick ins All bestimmt, während die warme Seite durch Betrachtung des Schwarz-
körpers festgelegt wird. Diese Vorgehensweise ist möglich, da die von SEVIRI ausgegebenen
digitalen Pixelwerte in einer annähernd linearen Beziehung zu den gemessenen Strahlungswer-
ten stehen (vgl. Gleichung 4.1) (Schmetz et al. 2002).
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C(L) = gR(λ ,T )+C0 (4.1)
C(L) = Digitale Pixelwerte (10 Bit = 0 - 1023)
g = Faktor (bzw. Inverse = Kalibrierungskoeffizient)
R(λ ,T ) = Gemessene Strahlung [mWm−2sr−1(cm−1)−1]
λ = Wellenlänge
T = Effektive Schwarzkörpertemperatur einer observierten Szene [K]
C0 = Offset
Quelle: Schmetz et al. 2002
Durch den Detektor verursachte nicht-lineare Effekte werden mit entsprechenden Kalibrie-
rungskoeffizienten behoben. Zur Umrechnung der SEVIRI-Strahlungswerte in Strahlungstem-
peraturen, geht man bei EUMETSAT unter Einbeziehung der Planck-Funktion von einer ana-
lytischen Beziehung zwischen äquivalenter Strahlungstemperatur und gemessenen Strahlungs-
werten aus. Unter der äquivalenten Strahlungstemperatur versteht man die Temperatur, mit der
ein schwarzer Körper im gleichen Umfang der gemessenen Strahlungswerte emittieren wür-
de. Aufgrund des unterschiedlichen Emissionsvermögens der jeweilig erfassten Oberflächen ist
diese Annahme bei der Umrechnung erforderlich. Man erhält folgende Gleichung.
Tb =
(
c2νc
log(1+ c1ν3c /R)
−B
)
/A (4.2)
R(λ ,T ) = Gemessene Strahlung [mWm−2sr−1(cm−1)−1]
Tb = Äquivalente Strahlungstemperatur [K]
νc = Zentrale Wellenzahl des jeweiligen Kanals [cm−1]
c1 = 2hc2 mit Lichtgeschwindigkeit c und Planckkonstante h
c2 = hc/k mit Boltzmannkonstante k
c = 299792458 ms−1
h = 6,62606876(52) 10−34 Js
k = 1,3806503(24) 10−23 JK−1
A und B = Korrekturkoeffizienten
Quelle: EUMETSAT 2005e
Die Korrekturkoeffizienten A und B wurden vorab für jeden Kanal bestimmt (vgl. Tabelle
4.2). Hierdurch wird für die Beziehung zwischen Strahlungswerten und Strahlungstemperatu-
ren für den Temperaturbereich von 150 - 350 K eine Genauigkeit von 0,05 K erreicht. Insge-
samt ist für das Kalibrierungsverfahren jedoch eine Genauigkeit von ca. 0,5 - 1 K zu erwarten
(Schmetz et al. 2002, EUMETSAT 2005e, Tjemkes 2005).
Die hier beschriebenen annähernd linearen Beziehungen sind möglich, da man sich auf eine
spektrale Schwarzkörperstrahlung (Spectral Blackbody Radiance) bezieht, also die Werte der
zentralen Wellenlänge des jeweiligen Kanals. Seit Mai 2008 ist man jedoch dazu übergegangen
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Tab. 4.2: Werte der Korrekturkoeffizienten für die jeweiligen Infrarotkanäle. Quelle:EUMETSAT 2005e
Kanal νc A B
IR039 2569,094 0,9959 3,471
WV062 1598,566 0,9963 2,219
WV072 1362,142 0,9991 0,485
IR087 1149,083 0,9996 0,181
IR097 1034,345 0,9999 0,060
IR108 930,659 0,9983 0,627
IR120 839,661 0,9988 0,397
IR134 752,381 0,9981 0,576
nicht mehr die spektrale, sondern die effektive Schwarzkörperstrahlung (Effective Blackbody
Radiance) als Definition zu verwenden. Schon vor diesem Zeitpunkt bezog man sich innerhalb
der ebenfalls von EUMETSAT betriebenen Meteorological Product Extraction Facility (MPEF,
Teil des MSG Ground Segment) auf die effektive Strahlung, wobei über den Wellenlängenbe-
reich des entsprechenden Kanals integriert wird. Um in diesem Zusammenhang Konsistenz zu
schaffen, einigte man sich auf die allgemeine Verwendung dieser Strahlungsdefinition, auch für
Level 1.5 Daten. Das gesamte Kalibrierungsverfahren bleibt demnach erhalten, es wird jedoch
nicht die zentrale Wellenlänge herangezogen, sondern der Wellenlängenbereich des entspre-
chenden Kanals (vgl. EUMETSAT 2007a, EUMETSAT 2008a, EUMETSAT 2008b).
R =
∫
Rνrνdν∫
rνdν
(4.3)
R(λ ,T ) = Gemessene Strahlung [mWm−2sr−1(cm−1)−1]
ν = Wellenzahl [cm−1]
rν = Spektralbereich am jeweiligen Kanal
Quelle: EUMETSAT 2007a
4.3.2 Kalibrierung der solaren Kanäle
Da für die Kalibrierung der solaren Kanäle (VIS006, VIS008, NIR016 und HRV) keine an
Bord befindliche Vorrichtung vorhanden ist, wurden in einer Testphase von MSG-1 Kalibrie-
rungskoeffizienten abgeschätzt, die im operationellen Betrieb auf die SEVIRI-Messergebnisse
angewendet werden. Die Abschätzung der Koeffizienten erfolgte über Wüsten- und Meeresflä-
chen mit relativ stabilen Strahlungsbedingungen. Als Grundlage dienten hierfür Berechnungen
anhand von Strahlungstransfermodellen. Die Umrechnung von digitalen Pixelwerten in Strah-
lungswerte ist nachfolgend aufgeführt. Werte von Im ändern sich mit den Kanälen und sind in
Tabelle 4.3 dargestellt (vgl. EUMETSAT 2004b, S. 17, Govaerts et al. 2004).
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Tab. 4.3: Verschiedene Werte von Im zur Kalibrierung der solaren Kanäle. Quelle: EUMETSAT 2004b
Kanal Zentrale Wellenlänge Im [mWm−2sr−1(cm−1)−1]
VIS006 0,635 µm 65,2296
VIS008 0,815 µm 73,0127
NIR016 1,640 µm 62,3715
HRV 0,750 µm 78,8952
Rm = c f K +R0 (4.4)
Rm = Strahlung [mWm−2sr−1(cm−1)−1]
c f = Kalibrierungskoeffizient [mWm−2sr−1(cm−1)−1/Digital Count]
K = Digitaler Pixelwert
R0 = Kalibrierungskonstante [mWm−2sr−1(cm−1)−1]
Quelle: EUMETSAT 2004b
r =
piRmd2(t)
Imcos(θs(t,−→x ))
(4.5)
r = Reflexionsfaktor
d2(t) = Abstand Erde-Sonne in astromischen Einheiten zum Zeitpunkt t
Im = Solare Strahlung für eine astronomische Einheit [mWm−2sr−1(cm−1)−1]
θs(t,−→x ) = Sonnen-Zenit-Winkel [rad] zum Zeitpunkt t am Ort −→x
Quelle: EUMETSAT 2004b
4.3.3 Geometrische Genauigkeit
Bei der von EUMETSAT durchgeführten Erstellung der Level 1.5 Daten erfolgt neben radiome-
trischen Abschätzungen auch eine Zuordnung von geographischen Koordinaten für jedes Pixel
(vgl. auch Seite 72). Hierbei handelt es sich sowohl um Längen- als auch Breitengradangaben.
Die von MSG verwendete Projektion ist eine normalisierte geostationäre Projektion. Sie be-
schreibt den Blick von einem virtuellen Satelliten auf eine idealisierte Erde. In dieser Hinsicht
befindet sich der virtuelle Satellit in einem geostationären Orbit exakt über dem Äquator und
dem Nullmeridian. Details über die Zuordnung der Koordinaten und die sich hierbei ergebende
Genauigkeit sind unter EUMETSAT (2006) und EUMETSAT (2007b) zu finden.
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4.4 Datenempfang und Prozessierung am Zentrum für
Fernerkundung der Landoberfläche
Die Beschaffung der notwendigen Daten erfolgt mit Hilfe der institutseigenen Empfangsanla-
ge. Dies geschieht über EUMETCast, wie in Kapitel 4.2 und Abbildung 4.3 beschrieben. Die
Empfangsanlage, bestehend aus einer Empfangsantenne sowie Empfangs- und Prozessierungs-
rechnern, befindet sich am Zentrum für Fernerkundung der Landoberfläche (ZFL) und wird in
Zusammenarbeit mit der Arbeitsgruppe Fernerkundung des geographischen Instituts der Uni-
versität Bonn betreut. Im Wesentlichen basiert die Empfangs- und Prozessierungssystem auf
den Softwareprodukten der Firma VCS AG Bochum14, mit deren Hilfe verschiedene Prozes-
sierungsschritte und die Datenarchivierung durchgeführt werden kann. Das Softwarepaket setzt
sich zusammen aus (vgl. VCS 2005):
• 2met! Acquisition LRIT/HRIT DVB - Datenempfang über DVB
• 2met! Processing Advanced - Prozessierung
• 2met! Dispatch - Datenverteilung
• 2met! Limit - Datenlimit innerhalb bestimmter Ordner
• 2met! Vision - Visualisierung
• 2met! VCS Log - Erstellung von Log-Dateien
• 2met! XPIF - Internes Datenformat
Insgesamt besteht das Empfangs- und Prozessierungssystem aus einem Empfangsrechner
(MSG-DVB), einem Prozessierungsrechner (MSG-Processing) und drei Archivierungsservern
(vgl. Abbildung 4.4). Hinzu kommt die Anbindung des SAFNWC-Prozessierungsrechners, auf
den in Kapitel 4.5 genauer eingegangen wird. Die Daten erreichen den Empfangsrechner im
komprimierten HRIT-Format (alle 12 Kanäle in voller MSG Auflösung, vgl. Kapitel 4.2) und
werden direkt zum Prozessierungsrechner weitergeleitet. Gleichzeitig werden über EUMET-
Cast zusätzliche Daten empfangen und direkt zur Archivierung bereitgestellt (vgl. Tabelle 4.4).
In diesem Fall handelt es sich um Daten der Land Surface Analysis SAF (LSASAF15) mit
Oberflächentemperaturen von Europa und Afrika, sowie um synoptische Daten im Rahmen von
DWDSAT16 (siehe auch Kapitel 4.6).
14http://www.vcs.de [12.01.2011]
15http://landsaf.meteo.pt [15.01.2011]
16http://www.dwd.de/dwdsat [15.01.2011]
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Zur Weiterverarbeitung der eigentlichen HRIT-Daten müssen diese in einem ersten Schritt
dekomprimiert werden. Nachfolgend kann die eigentliche Prozessierung erfolgen, die mit der
Auswahl entsprechender Untersuchungsgebiete (Subsets) beginnt. Die Umrechnung der Level
1.5 Datenwerte (10 Bit) in Strahlungstemperaturen bzw. Reflektanzen ist ebenfalls Teil der Pro-
zessierung. Abbildung 4.4 zeigt schematisch den Aufbau des Empfangs- und Prozessierungs-
systems am ZFL.
Bei den prozessierten Untersuchungsgebieten handelt es sich um Deutschland (Zentraleu-
ropa), Kenia (Ostafrika) und den gesamten südlichen Teil Afrikas. Im Endeffekt erhält man
für jedes Untersuchungsgebiet Rasterdaten der 12 MSG-Kanäle (vgl. Tabelle 4.1) im Flat-Bi-
nary-Format. Mit Hilfe der Bildverarbeitungssoftware ENVI/IDL (Interactive Data Language)
können die Daten dann entsprechend weiterverarbeitet werden. Strahlungstemperaturen werden
durch die VCS-Software in Grad Celsius (°C) ausgegeben, während Reflektanzen als Digital
Number (DN) dargestellt werden. Neben den reinen Bilddaten lassen sich zusätzliche Dateien
mit entsprechender Geoinformation (Lat/Lon) erstellen. Das heißt, jedem Pixel des einzelnen
Untersuchungsgebietes sind geographische Koordinaten zugeordnet. Da sich diese Dateien für
die entsprechenden Untersuchungsgebiete nicht verändern, reicht eine einmalige Erstellung.
Eine später notwendig werdende Georeferenzierung kann dann mit Hilfe solcher Daten (Geo-
graphic Lookup-Table, GLT) umgesetzt werden.
Auf die zur Archivierung eingerichteten Server werden die Daten mittels FTP verschoben und
archiviert. Durch die fünfzehnminütigen Aufnahmeintervalle ergeben sich 96 Dateien pro Tag
und Kanal. Diese werden in einer Jahr/Monat/Tag-Ordnerstruktur abgelegt. Nacht-Aufnahmen
der sichtbaren Kanäle können entsprechend gelöscht werden. Hinzu kommt die Archivierung
weiterer Daten, wie LSASAF und DWDSAT, sowie die vollständigen HRIT-Datensätze (12
MSG Kanäle) in komprimierter Form. Eine Übersicht der Datensätze ist in Tabelle 4.4 darge-
stellt.
4.5 Erstellung der SAFNWC-Produkte
Da die Wolkenprodukte des SAFNWC (vgl. Kapitel 3.2) in dieser Arbeit als Vergleich heran-
gezogen werden, soll im Folgenden eine genauere Beschreibung der Prozessierung bzw. Er-
stellung dieser Produkte erfolgen. Zur Erstellung und Nutzung bedarf es zuerst einer Lizenz-
vereinbarung, die im Rahmen der SAFNWC17 angefordert werden kann. Hiernach besteht die
Möglichkeit, das entsprechende Softwarepaket, inklusive Testdatensätze, herunterzuladen. Die
Software ist nur auf einem Unix- bzw. Linux-System lauffähig und der Quellcode muss nach ei-
nigen vorbereitenden Maßnahmen (z.B. müssen C- und Fortran-Compiler installiert sein) kom-
piliert werden. Eine detaillierte Beschreibung befindet sich in der Dokumentation der jeweiligen
17https://www.nwcsaf.org [10.02.2011]
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Daten über DVB
EUMETCast
MSG-DVB Empfangsrechner
Windows XP Professional• 
VCS 2met!• 
Empfang und Verteilung• 
MSG-Processing
Prozessierungsrechner
Windows Server 2003• 
VCS 2met!• 
Dekomprimierung• 
Prozessierung• 
SAFNWC Prozessierungsrechner
Linux• 
SAFNWC v2008• 
PGE01• 
PGE02• 
PGE03• 
PGE05• 
Server zur Datenarchivierung
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Abb. 4.4: Schematische Darstellung der METEOSAT-Empfangsanlage am ZFL, inklusive Datenarchivierung.
Quelle: Eigener Entwurf
4 Datengrundlage METEOSAT-SEVIRI 74
Tab. 4.4: Archivierte Datensätze am ZFL in Bonn. Quelle: Eigene Aufstellung
Datensatz Zeitreihe
Deutschland 327 x 271 12 Kanäle seit Juli 2007
Kenia 525 x 470 12 Kanäle seit Juli 2007
Südliches Afrika 1098 x 859 12 Kanäle seit Mitte 2006
HRIT komprimiert „Volle Scheibe“ 12 Kanäle seit Juli 2007
MPEF Cloudmask „Volle Scheibe“ seit Juli 2007
DWDSAT Kapitel 4.6 seit Juli 2007
LSASAF Surface Temperature Afrika seit Juli 2007
LSASAF Surface Temperature Europa seit Juli 2007
SAFNWC-Wolkenprodukte Kapitel 4.5 seit Januar 2008
Softwareversion (vgl. SAFNWC 2007b, SAFNWC 2007g, SAFNWC 2007i, SAFNWC 2008a,
SAFNWC 2008b). Im vorliegendem Fall handelt es sich um Version v2.0, sowie Version v2008.
Ältere Versionen können bezogen auf aktuelle MSG-Daten, wegen der seit Mai 2008 einge-
führten effektiven Schwarzkörperstrahlung (Kalibrierungsverfahren, vgl. Seite 68), nicht mehr
eingesetzt werden. Mit jeder neuen Version kommt es zu Veränderungen, die neben besserer Be-
dienbarkeit und effektiverer Berechnung, auch die Genauigkeit der einzelnen Produkte erhöhen
sollen. Bei der aktuellsten Version (Anfang 2011) handelt es sich um Version v201018. Da die
Produkterstellung auf einer Real-Time-Prozessierung der entsprechenden METEOSAT-Daten
basiert, und in dieser Arbeit Daten des Jahres 2008 herangezogen werden, bezieht sich die Er-
stellung der Produkte bis einschließlich April 2008 auf Version v2.0 und danach auf Version
v2008. Dies ist bei der späteren Auswertung von Genauigkeiten zu berücksichtigen.
Nach der Installation kann mit der Prozessierung begonnen werden. Über verschiedene Kon-
figurationsdateien werden, ähnlich wie bei VCS !2met, bestimmte Teilgebiete (Subsets) der
„MSG-Scheibe“ ausgewählt. Ein Abgleich mit den von VCS !2met erstellten Teilgebieten (vgl.
Kapitel 4.4 und Tabelle 4.4) Deutschland, Kenia und Südliches Afrika erfolgt über die Geoin-
formation die jedem Pixel zugeordnet ist (siehe hierzu Seite 72). Mit Hilfe der Koordinaten des
zentralen Pixels und den Abmessungen der jeweiligen Region werden diese, in Bezug auf die
„Volle Scheibe“, abgeglichen (SAFNWC 2007g, SAFNWC 2008b).
Gleichzeitig hängt die Generierung der Produkte nicht nur von der jeweiligen Fragestel-
lung, sondern auch von den notwendigen Input-Daten ab (vgl. Tabelle 3.2). Da vorliegend kei-
ne Wettervorhersagemodell-Daten (NWP, vgl. Kapitel 3.2) zur Verfügung stehen, beschränkt
sich die Erstellung auf nachfolgend aufgeführte Wolkenprodukte. Beispielsweise kann das Pro-
18Weitere Informationen unter https://www.nwcsaf.org [10.02.2011].
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dukt Precipitating Clouds PGE04 (Product Generator Element) nicht erstellt werden (SAFNWC
2007d, SAFNWC 2007f, SAFNWC 2007h, SAFNWC 2008b).
• PGE01 - Cloud Mask
• PGE02 - Cloud Type
• PGE03 - Cloud Top Temperature and Hight
• PGE05 - Convective Rainfallrate
Stehen die METEOSAT-Daten im dekomprimierten HRIT-Format im Eingangsverzeichnis
zur Verfügung (Zufuhr über FTP, vgl. Abbildung 4.4), wird die Prozessierung mittels inte-
griertem Taskmanager gestartet. Dieser erfasst automatisch die notwendigen Zeitschnitte (Ab-
gestimmt auf Universal Time Coordinated, UTC). Bei Bedarf kann das Eingangsverzeichnis
nach der Prozessierung bereinigt werden. Die Produkte werden in Ausgangsverzeichnisse mit
der Struktur Produkt/Region/Jahr/Monat/Tag als HDF5-Datei gespeichert, von wo aus sie für
Vergleichs- oder Validierungszwecke weiterbearbeitet werden. Innerhalb der Konfigurations-
möglichkeiten steht zudem ein Offline-Betrieb zur Verfügung, mit dem bestimmte Zeitschnitte
komfortabel nachprozessiert werden können (SAFNWC 2008b).
4.6 DWDSAT als Validierungsgrundlage
Wie bereits zuvor erwähnt, können im Rahmen von EUMETCast bzw. DVB neben den ME-
TEOSAT-SEVIRI-Daten eine Reihe weiterer Daten empfangen werden. Bei einem Teil dieser
Daten handelt es sich um sogenannte DWDSAT-Daten, mit denen der Deutsche Wetterdienst
(DWD) Außenstellen, Universitäten und anderen Nutzern meteorologische Informationen zur
Verfügung stellt. Man unterscheidet zwischen einem Globalen Datensatz und solchen Produkt-
gruppen, die mit einer Nutzungsbeschränkung versehen sind (kostenpflichtig)19.
Da für eine von Fernerkundungsmethoden unabhängige Validierung der Wolkendetektion
bzw. Wolkenklassifizierung im Grunde nur synoptische Beobachtungsdaten in Frage kommen,
können diese aus den DWDSAT-Datensätzen extrahiert werden. Innerhalb der Grundversor-
gung (Globaler Datensatz) werden synoptische Beobachtungsdaten20 in sogenannten SYNOP-
Bulletins zusammengefasst. Durch Setzen bestimmter Filter in den Eingangsverzeichnissen des
Empfangsrechners können so SYNOP-Basis-Daten (gts06-SYNOP1_Bulletins) empfangen und
archiviert werden. Nach Dekodierung der Daten ergibt sich ein lesbares Textformat, welches im
19Eine ausführliche Auflistung und Kurzbeschreibung aller erhältlichen Produkte und Daten ist unter http://
www.dwd.de/dwdsat [15.01.2011] zu finden.
20Ausführliche Informationen zur Synoptik, siehe Kurz (1990).
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Rahmen der Validierung weiterverwendet werden kann. Die Archivierung erfolgt ähnlich wie
bei den METEOSAT-Daten, in einer Jahr/Monat/Tag-Ordnerstruktur.
Innerhalb der SYNOP-Basis-Daten erhält man ausführliche Informationen aller Wettersta-
tionen der World Meteorological Organization (WMO21) mit einer zeitlichen Auflösung von
bis zu einer Stunde. Hierbei handelt es sich um ein weltweites Netz von Wetterstationen, bei
denen im Rahmen der WMO, Standards für die Messung sowie den Austausch und die Verarbei-
tung meteorologischer Daten festgelegt sind. Jede Station ist über einen Zahlencode eindeutig
identifizierbar und bietet umfassende Informationen einzelner meteorologischer Parameter, wie
Temperatur, Luftdruck, Wolken, Niederschlag usw. Die für diese Arbeit verwendeten Stationen
innerhalb von Deutschland sind mit ihrer jeweiligen Lokalisation in Abbildung 6.1 aufgeführt.
21http://www.wmo.int [18.02.2011]
5 Automatisierter Ansatz der
satellitenbasierten Wolkendetektion und
Wolkenklassifizierung mit Support
Vector Machines
In den vorherigen Kapiteln wurde deutlich, dass eine satellitenbasierte Wolkendetektion und
Wolkenklassifizierung mit einer Vielzahl von Bildverarbeitungsverfahren möglich ist. Bei ope-
rationell betriebenen Verfahren haben sich in diesem Zusammenhang vor allem Schwellenwert-
ansätze (vgl. Kapitel 3) durchgesetzt. Die Schwierigkeit solcher Methoden liegt jedoch bei der
exakten Bestimmung des jeweiligen Schwellenwertes (siehe hierzu auch Kriebel et al. 2003,
Derrien und Le Gléau 2005a). Zusätzliche Daten über den Zustand der Atmosphäre (Daten aus
Wettervorhersagemodellen) sind erforderlich, um genaue Ergebnisse erzielen zu können. Ande-
re Klassifizierungsverfahren, wie beispielsweise Neuronale Netze oder Cluster-Analysen, sind
entweder unüberwacht oder es sind erhebliche Mengen an unabhängigen Daten erforderlich, da-
mit das entsprechende Verfahren eine Zuweisung durchführen kann. Support Vector Machines
(SVM) basieren zwar auch auf der Grundlage bekannter Datenwerte (Ground Truth, Trainings-
daten) um eine Trennung der Klassen vollziehen zu können, sie kommen jedoch mit vergleichs-
weise wenigen dieser Daten aus. Gleichzeitig besteht in Bezug auf die Trainingsdaten keine
Abhängigkeit zur Verteilung der Klassen, wie dies z.B. bei einer Maximum-Likelihood-Klas-
sifizierung der Fall ist (Azimi-Sadjadi und Zekavat 2000, Cristianini und Shawe-Taylor 2000,
Garay 2005, Canty 2006, Foody und Mathur 2006, Abe 2010).
Das Ziel der vorliegenden Arbeit ist demnach, mit Hilfe von Support Vector Machines eine
vergleichsweise effektive Wolkenerkennung und anschließende Wolkenklassifizierung in Be-
zug auf METEOSAT-SEVIRI-Daten durchzuführen. Die Klassifizierung soll hierbei auf der
Information der einzelnen Kanäle des METEOSAT-Sensors basieren (vgl. Tabelle 4.1). Das
heißt, die Hauptdatengrundlage liegt bei den Bilddaten des Satelliten, während Zusatzdaten nur
bedingt, im Rahmen der Trainingsdatengewinnung erforderlich sind (vgl. Kapitel 5.3 und 5.4).
Arbeiten die sich mit einer auf Support Vector Machines basierenden Wolkendetektion be-
schäftigt haben, wurden zwar schon durchgeführt, beziehen sich jedoch meist auf eine be-
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grenzte Anzahl von Einzelszenen polarumlaufender Satelliten. Zudem erfolgt die Erhebung
notwendiger Trainingsdaten meist auf Basis von Expertenwissen, verbunden mit einem er-
heblichen Arbeitsaufwand (Azimi-Sadjadi und Zekavat 2000, Mazzoni et al. 2005, Han et al.
2006, Zibert et al. 2006, Gomez-Chova et al. 2010). Ob und inwieweit eine Anwendung auf
zeitlich hoch aufgelöste Datenreihen (fünfzehnminütige Aufnahmeintervalle von METEOSAT-
SEVIRI) möglich ist, soll mit dieser Arbeit dargelegt werden.
SVM-Wolkenerkennung
Inklusive Trainingsdatengewinnung
Erzeugung der Wolkenmaske
SVM-Wolkenklassifi zierung
Inklusive Trainingsdatengewinnung
Weitere Differenzierung der Wolkenmaske
Wolkenfrei• 
Hoch Transparent• 
Hoch Kompakt• 
Niedrig bis Mittelhoch Transparent• 
Niedrig bis Mittelhoch Kompakt• 
Validierung
SVM-Wolkenmaske
mit WMO-Stationsdaten
Validierung
SAFNWC-Cloudmask
mit WMO-Stationsdaten
Vergleich
SVM-Wolkenmaske    SAFNWC-Cloudmask
SVM-Klassifi zierung   SAFNWC-Cloudtype
Abb. 5.1: Kombinierte Wolkenerkennung und Wolkenklassifi-
zierung basierend auf Support Vector Machines (SVM), für je-
den METEOSAT-Zeitschnitt, einschließlich Validierungsverfah-
ren und Vergleich mit SAFNWC-Produkten. Quelle: Eigener
Entwurf
Oft werden in der Fernerkundung
Trainingsdatensätze aus multitempora-
len Satellitendaten zusammengestellt,
indem einzelnen Pixeln durch unabhän-
gige Daten (Ground Truth) oder Exper-
tenwissen ein Label (z.B. Wald, Acker
oder aber Wolke, keine Wolke usw.)
zugewiesen wird (vgl. Canty 2006).
Aus diesen multitemporalen Trainings-
datensätzen lässt sich dann ein SVM-
Klassifikator (SVM-Modell) erzeugen,
der auf weitere Szenen angewendet
werden kann. Meist wird zusätzlich
ein durch Zufallsverfahren erzeugter
Validierungsdatensatz von den Trai-
ningsdaten abgegrenzt, mit dem die
Genauigkeit des Klassifikators über-
prüft werden kann (vgl. Zibert et al.
2006, Gomez-Chova et al. 2010). In-
nerhalb der Untersuchung von Land-
bedeckungsveränderungen mag dies in
Bezug auf unterschiedliche Zeitpunk-
te gut funktionieren. Bei der Auseinan-
dersetzung mit Wolken in Verbindung
mit zeitlich umfangreichen Datenrei-
hen, müsste man jedoch einen enorm großen Trainingsdatensatz erzeugen, um alle möglichen
Situationen im Zusammenhang mit Wolken zu berücksichtigen. Durch die hohe zeitliche und
räumliche Variabilität von Wolken und den Einfluss der jeweiligen atmosphärischen Situati-
on, ist dies wegen sich ändernder Strahlungsverhältnisse im Jahres- und auch Tagesgang ex-
trem problematisch. Die durch den Satelliten gemessenen Strahlungsverhältnisse (insbesonde-
re Strahlungstemperaturen der Infrarotkanäle) an einer Wolke können zu einem anderen Zeit-
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punkt eine wolkenfreie Fläche darstellen. Dies gilt sicherlich verstärkt für niedrige Wolken
oder teilweise bewölkte Pixel. Insbesondere wolkenfreie Winternächte (Zentraleuropa) können
durch nächtliche Ausstrahlung zu sehr „kalten“ Messwerten führen, was die Abgrenzung zu
den relativ warmen, niedrigen Wolken schwierig macht. Würde man demnach einen Trainings-
datensatz mit Daten aus mehreren Einzelaufnahmen (Zeitschnitte) erzeugen, würde es dem
zugehörigen SVM-Klassifikator wahrscheinlich nicht gelingen, bestimmte Bewölkungssitua-
tionen zu unterschiedlichen Zeitpunkten ausreichend genau widerzuspiegeln (Saunders 1986,
Saunders und Kriebel 1988, Gomez-Chova et al. 2010).
Aus diesem Grund liegt die Entscheidung darin, sich bei der Klassifizierung immer nur auf
eine Szene zu beziehen, wobei das komplette Verfahren inklusive angepasster Trainingsdaten-
gewinnung durchgeführt wird. Dies geschieht folglich für jeden METEOSAT-Zeitschnitt, und
sollte durch Optimierung in einem adäquaten zeitlichen Rahmen durchführbar sein (vgl. Tabelle
5.5). Obwohl solch eine Herangehensweise in Bezug auf maschinelles Lernen nicht unbedingt
üblich ist, haben Testläufe gezeigt, dass eine effektive Berechnung auch im Rahmen eines ope-
rationellen und zeitnahen Betriebes möglich ist.
Die Eingrenzung des Untersuchungsgebietes erfolgt anhand der METEOSAT-Kanäle, bei
dem der gewünschte Bereich (Subset) aus der Gesamtszene von METEOSAT („Full-Disc“,
vgl. Kapitel 4), für jeden Aufnahmezeitpunkt, mit Hilfe der VCS 2met! Software ausgeschnit-
ten wird (vgl. Kapitel 4.4). Zu Beginn der Datenarchivierung entschied man sich für einen
Ausschnitt, der auch benachbarte Bereiche von Deutschland einschließt (Zentraleuropa, 327 x
271 Pixel, vgl. Abbildung 5.2). Da innerhalb des angestrebten Verfahrens versucht wird, not-
wendige Trainingsdaten aus der jeweiligen Bildinformation zu gewinnen (vgl. Kapitel 5.3 und
5.4), welche im Verhältnis zur Gesamtpixelzahl des Bildausschnitts so gering wie möglich ge-
halten werden sollten, wird eine weitere Eingrenzung (Maske) durchgeführt (vgl. Abbildung
5.2). Dies geschieht auch wegen der teilweise hohen Temperaturgradienten zwischen den süd-
lich und nördlich der Alpen liegenden Teilregionen. Es schien daher sinnvoller, das gesamte
Klassifizierungsverfahren auf einen kleineren Bildausschnitt anzuwenden. Niedrige Strahlung-
stemperaturen (z.B. Kanal IR108 oder IR120, vgl. Tabelle 4.1) können südlich der Alpen auf
Wolken hindeuten, während es sich nördlich der Alpen um wolkenfreie Flächen handelt. Diese
Problematik, ähnlich wie beim Vergleich über mehrere Zeitschnitte, erschwert es dem SVM-
Klassifikator eine korrekte Trennung über die gesamte Fläche hinweg durchzuführen. Würde
man das vorliegende Verfahren für ein größeres Gebiet anstreben, muss die Klassifizierung für
mehrere Teilregionen angepasst abgearbeitet und anschließend zusammengefügt werden.
Da sich im Allgemeinen die Detektion von Wolken über Landflächen schwieriger darstellt
als über großen Wasserflächen, wird in dieser Arbeit auch nur auf solche Flächen eingegangen.
Unter Anpassung der Trainingsdaten bzw. Trainingsdatengewinnung (vgl. Kapitel 5.3 und 5.4)
sollte eine Anwendung über großen Wasserflächen aber ohne weiteres durchführbar sein. Es ist
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Maske Großraum Deutschland
ohne Meeresfl ächen
Zentraleuropa
327 x 271 Pixel
3712 x 3712 Pixel
R = Kanal IR016  
G = Kanal VIS008   
B = Kanal VIS006
Abb. 5.2: Untersuchungsgebiet extrahiert aus dem gesamten METEOSAT-Aufnahmebereich. Ausschnitt Deutsch-
land bzw. Zentraleuropa (327 x 271 Pixel) dargestellt als RGB. Weitere Eingrenzung durch zusätzliche Maske,
inklusive Ausmaskierung der Meeresflächen. Quelle: Eigener Entwurf
zu erwarten, dass die Wolkendetektion über großräumig homogenen Wasserflächen noch effek-
tiver umzusetzen ist (vgl. Saunders und Kriebel 1988, Derrien und Le Gléau 2005a). Um den
Einfluss von Meeresflächen auf die Detektion von Landflächen, insbesondere in den Küstenbe-
reichen, zu verhindern, erfolgt eine weitere Ausmaskierung. Alle Masken basieren auf Werten,
die in der weiteren Berechnung keine Berücksichtigung finden (Not a Number, NaN).
Der für den SVM-Klassifikator erforderliche Merkmalsraum (vgl. Kapitel 5.1) setzt sich, der
Fragestellung entsprechend, nur aus wolkenrelevanten Kanälen und Kanal-Differenzen (vgl.
Kapitel 3.1 und Tabelle 4.1) des jeweiligen Zeitschnitts zusammen. Wertebereiche der verwen-
deten Kanäle spannen den Merkmalsraum auf, in dem die spätere Trennung der Klassen statt-
findet. Die zeitliche Zuordnung erfolgt über den Dateinamen der Stapel-Datei (Layerstack).
Gleichzeitig bezieht sich der Umfang notwendiger Trainingsdaten ebenfalls nur auf die jewei-
lige Einzelszene (vgl. Abbildung 5.2 und 5.3).
Da die Klassifizierung sowohl tagsüber als auch nachts angewendet werden soll, kommen zu-
dem nur Infrarotkanäle (Strahlungstemperaturen) infrage die tagsüber nicht dem Einfluss kurz-
welliger solarer Strahlung unterliegen (vgl. hierzu Seite 53). Abbildung 5.3 zeigt die Zusam-
mensetzung des innerhalb der Klassifizierung verwendeten Merkmalsraumes.
Support Vector Machines stellen einen binären Klassifikator dar, der besonders effektiv bei
der Lösung von Zwei-Klassen-Problemen einsetzbar ist (vgl. Kapitel 5.1). Obwohl mehrere
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Kanal IR087
Wellenlänge 8,7 µm
Kanal IR108
Wellenlänge 10,8 µm
Kanal IR120
Wellenlänge 12,0 µm
Kanal IR134
Wellenlänge 13,4 µm
Differenz IR108 – IR087
Wellenlänge 10,8 µm – 8,7 µm
Differenz IR108 – IR120
Wellenlänge 10,8 µm – 12,0 µm
Layerstack
Ausschnitt 327 x 271
Großraum Deutschland ausmaskiert
Abb. 5.3: Merkmalsraum der SVM-Klassifizierung, bestehend aus wolkenrelevanten Infrarotkanälen und Kanal-
Differenzen. Ausmaskierter Ausschnitt Deutschland. Quelle: Eigener Entwurf
Klassen getrennt werden können (vgl. Kapitel 5.2), steht die Trennung von wolkenkontami-
nierten und wolkenfreien Flächen durch eine Wolkenmaske an erster Stelle. Die Einteilung in
weitere Klassen (vier zusätzliche Wolkenklassen) erfolgt anschließend auf Basis der zuvor er-
stellten Maske. In verschiedenen Testläufen schien diese Herangehensweise vorteilhaft zu sein,
sowohl bezogen auf die effektive Auswahl notwendiger Trainingsdaten, als auch in Bezug auf
das spätere Validierungsverfahren. Eine separate Validierung der Wolkenmaske lässt sich hier-
durch einfacher umsetzen.
Das gesamte Verfahren, für jede einzelne METEOSAT-Aufnahme, setzt sich wie in Abbil-
dung 5.1 dargestellt, zusammen. Eine ausführliche Beschreibung erfolgt in den nachfolgenden
Kapiteln. Da die ganze Konzeption rückwirkend auf den Datensatz von 2008 angewendet wird,
kann die Validierung mit Beobachtungsdaten und der Vergleich mit den in Kapitel 3.2 und 4.5
beschriebenen SAFNWC-Wolkenprodukten ebenso für jeden Zeitschnitt durchgeführt werden
(siehe Kapitel 6). Auf diese Weise erhält man, zusätzlich zur visuellen Begutachtung, einen
quantitativen Vergleich.
5 Automatisierter Ansatz der satellitenbasierten Wolkenklassifizierung 82
5.1 Support Vector Machines als Klassifikator
Support Vector Machines (SVM) stellen ein relativ modernes Verfahren im Bereich des ma-
schinellen Lernens dar. Hierunter versteht man die Fähigkeit eines Systems, anhand von Bei-
spielen zu lernen und Gesetzmäßigkeiten zu erkennen (Lernphase bzw. Training). Aufgrund
der gewonnen Erfahrung können nachfolgend unbekannte Datenbestandteile beurteilt werden.
Das Prinzip der SVM wurde von Vladimir Vapnik entwickelt und bietet die Möglichkeit binäre
Klassifizierungsprobleme zu lösen (vgl. Vapnik 1998). Bestimmte Trainingsobjekte (in einem
Merkmalsraum), bei denen bekannt ist welcher Klasse sie zugehören, werden als Vektoren in ei-
nem Vektorraum repräsentiert. Die Trennung der Klassen erfolgt hierbei durch die Einbindung
einer Hyperebene, wobei der Abstand derjenigen Vektoren, die der Hyperebene am nächsten lie-
gen, maximiert wird. Somit erhält man einen breiten Saum der dafür sorgt, dass auch Objekte
die nicht annähernd den Trainingsobjekten entsprechen relativ genau klassifiziert werden kön-
nen. Insbesondere die Trainingsvektoren die nah an der Hyperebene liegen, sind entscheidend
für die exakte Position dieser. Die nächstliegenden Vektoren werden daher als Stützvektoren
(Support Vectors) bezeichnet und sind namensgebend für das Verfahren.
Bei der Betrachtung eines zweidimensionalen Merkmalsraumes kann man beispielhaft deut-
lich machen wie die Trennung mittels Hyperebene funktioniert. Ausgehend von zwei mit +1
und -1 gekennzeichneten Klassen yi ∈ {+1,−1} und einer bestimmten Anzahl an Trainings-
punkten xi ∈ X , die diese Merkmalseigenschaften repräsentieren, besteht das Ziel darin, eine
optimale Aufteilung des Merkmalsraumes zu gewährleisten, indem man negative von positi-
ven Trainingspunkten abgrenzt. In Gleichung 5.1 ist dies dargestellt, wobei w und b so gewählt
werden müssen, dass eine Trennung der Trainingsdaten durch die Hyperebene erfolgt (vgl. auch
Abbildung 5.5). Diese kann dann als lineare Entscheidungsfunktion eingesetzt werden, wobei
die Klassenzugehörigkeit auf dem Vorzeichen der Entscheidungsfunktion basiert.
H = {x| 〈w,x〉+b = 0} (5.1)
H = Hyperebene
w = Normalvektor
x = Trainingsobjekte im Merkmalsraum
b = Verschiebung
〈., .〉 = Skalarprodukt
In Abbildung 5.4 sind verschiedene Möglichkeiten der Trennung dargestellt. Jedoch gibt es
nur eine optimale Trennung mit breitem Rand (Hyperebene). Dies wird durch die Maximierung
des kleinsten Abstands zur Hyperebene erreicht (Margin, siehe auch Abbildung 5.5), indem
man eine Hyperebene mit minimaler quadratischer Norm ‖w‖2 auswählt. Gleichzeitig muss
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Merkmalsvektoren
Mögliche Trenngeraden 
Optimale Trenngerade
mit breitem Rand
Abb. 5.4: Verschiedene Möglichkeiten der Trennung zweier Klassen (zweidimensionaler Raum). Quelle: Ver-
ändert nach Markowetz unter http://lectures.molgen.mpg.de/statistik/docs/Kapitel_16.
pdf [10.09.2010]
die Nebenbedingung 5.3 für jeden Trainingspunkt xi mit 1 ≤ i ≤ n erfüllt sein. Somit wird der
Ausdruck 5.2 unter Berücksichtigung der Nebenbedingung 5.3 bezogen auf w und b minimiert.
1
2
‖w‖2 (5.2)
yi(〈w,xi〉+b)≥ 1 (5.3)
Das beschriebene Optimierungsproblem lässt sich in seiner dualen Form mit der Lagrange-
Funktion zusammenfassen. Der Normalvektor w ist hierbei eine Linearkombination aus den
Trainingsdaten.
w =
n
∑
i=1
αiyixi (5.4)
Die duale Form lässt sich somit wie folgt darstellen.
n
∑
i=1
αi−
1
2
n
∑
i, j=1
αiα jyiy j
〈
xi,x j
〉 (5.5)
Innerhalb der Berechnung 5.5 erfolgt die Maximierung von α , wobei die Nebenbedingungen
5.6 erfüllt sein müssen.
αi ≥ 0 und
n
∑
i=1
αiyi = 0 (5.6)
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Abb. 5.5: Optimale Einbindung der Hyperebene mit entsprechenden Stützvektoren (Support Vectors). Quelle: Ver-
ändert nach Markowetz unter http://lectures.molgen.mpg.de/statistik/docs/Kapitel_16.
pdf [10.09.2010]
Für die duale Form ergibt sich die Entscheidungsfunktion 5.7. Die Stützvektoren (Support
Vectors, siehe auch Abbildung 5.5) sind hierbei eine spezielle Menge von Trainingspunkten
deren Lagrangevariabeln αi 6= 0 sind.
f (x) = sgn(〈w,xneu〉+b) = sgn(
n
∑
i=1
αiyi 〈xi,xneu〉+b) (5.7)
In der Regel sieht es jedoch so aus, dass sich die Trainingsdaten nicht streng linear von einan-
der separieren lassen. Häufig kann es bei der Verteilung der Trainingspunkte zu Überlappungen
kommen. Aus diesem Grund werden bei der Trennung bzw. Optimierung Fehler zugelassen,
die jedoch so gering wie möglich gehalten werden sollten. Durch Schlupfvariablen ξi, welche
den Abstand des falsch positionierten Merkmalsvektors zur Hyperebene messen, wird die Ne-
benbedingung 5.3 verletzt. Da die Summe der Fehler minimal gehalten werden soll, wird diese
der Zielfunktion hinzugefügt und ebenfalls minimiert. Hinzu kommt eine positive Konstante
C die den Einfluss von Trainingsfehlern auf das Optimierungsproblem 5.2 reguliert. Das Op-
timierungsproblem stellt sich dann mit der Minimierung von w und b, und der Erfüllung der
Nebenbedingung 5.9 wie folgt dar.
1
2
‖w‖2 +C
n
∑
i=1
ξi (5.8)
yi(〈w,xi〉+b)≥ 1−ξi für alle 1 ≤ i ≤ n (5.9)
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Zweidimensional Dreidimensional
Merkmalsvektoren
Hyperebene
Abb. 5.6: Überführung in einen höher dimensionalen Raum, zur Lösung eines nicht linear trennbaren Klas-
sifizierungsproblems. Quelle: Verändert nach Markowetz unter http://lectures.molgen.mpg.de/
statistik/docs/Kapitel_16.pdf [10.09.2010]
Wenn das zu Grunde liegende Klassifizierungsproblem nicht linear trennbar ist, kann man
dies mit den zuvor beschriebenen Trennverfahren nicht eindeutig lösen. Diese Problematik lässt
sich jedoch beheben, indem man die Daten in einen Raum höherer Dimension überführt bzw.
abbildet (vgl. Abbildung 5.6). Man bedient sich einer Funktion Φ wobei d1 < d2 gelten muss.
Φ : Rd1 → Rd2,x → Φ(x) (5.10)
Durch die Abbildung in einen höher dimensionalen Raum wird die Anzahl möglicher linearer
Trennungen erhöht. Mit Support Vector Machines lässt sich dies relativ leicht umsetzen, da die
Trainingspunkte xi bezogen auf das Optimierungsproblem nur innerhalb von Skalarprodukten
auftauchen. Das Skalarprodukt
〈
xi,x j
〉
lässt sich somit im höher dimensionalen Raum berech-
nen
〈
Φ(xi),Φ(x j)
〉
. Um diese Rechnung effektiv durchführen zu können, setzt man zusätzlich
eine Kernelfunktion K ein, den sogenannten Kernel-Trick.
K(xi,x j) =
〈
Φ(xi),Φ(x j)
〉 (5.11)
Durch die Kernelfunktion kann die Hyperebene im höher dimensionalen Raum eingebunden
werden und man erhält folgende Entscheidungsfunktion.
f (x) = sgn(〈w,Φ(x)〉+b) = sgn(
n
∑
i=1
αiyik(xi,xneu)+b) (5.12)
Da durch die Nutzung der Kernelfunktion nicht direkt die Skalarprodukte berechnet werden,
spart dies gerade in hochdimensionalen Vektorräumen Rechenaufwand und Rechenzeit. Die ge-
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bräuchlichsten Kernelfunktionen sind neben der linearen Kernelfunktion 5.11, der polynominel-
le Kernel 5.13 und die Radial Basis Function 5.14 (Vapnik 1998, Cristianini und Shawe-Taylor
2000, Schölkopf und Smola 2001, Gomez-Chova et al. 2008, Gomez-Chova et al. 2010).
K(x,y) = (γ 〈x,y〉)+ c0)d (5.13)
K(x,y) = exp(−γ ‖x− y‖2) (5.14)
5.2 Umsetzung mit imageSVM
Die Umsetzung der in dieser Arbeit notwendigen SVM-Berechnungen erfolgt mit Hilfe des auf
IDL basierenden Tools imageSVM. ImageSVM wurde am Geographischen Institut der Hum-
boldt-Universität zu Berlin, Abteilung Geomatik entwickelt (vgl. Janz et al. 2007) und kann in
die Bildverarbeitungsumgebung ENVI/IDL eingebunden werden. Der Vorteil von imageSVM
besteht darin, Support Vector Machines komfortabel auf Fernerkundungsdaten (Bilddaten) an-
wenden zu können. Sowohl Input als auch Output können über entsprechende Dateiformate
(ENVI kompatible Formate) zugeführt bzw. gespeichert werden. Da es sich bei der SVM-
Klassifizierung im eigentlichen Sinne um ein überwachtes Verfahren handelt, werden die not-
wendigen Trainingsdaten über sogenannte Regions of Interest (ROI, Bestandteil von ENVI) ein-
gelesen. Gleiches gilt auch für die implementierte Möglichkeit der Validierung. Die eigentlichen
SVM-Algorithmen sind über das von Chang und Lin (2001) entwickelte LIBSVM integriert.
Sowohl imageSVM als auch LIBSVM werden in regelmäßigen Abständen aktualisiert, um noch
effektivere Problemlösungen ermöglichen zu können. Die Berechnungen und Beschreibungen
in dieser Arbeit beziehen sich jedoch auf die Versionen imageSVM 1.0 mit LIBSVM 2.84. Das
Klassifizierungsverfahren von imageSVM setzt sich insgesamt aus drei Schritten zusammen.
• Grid-Search mit interner Cross-Validation sowie vorherige Auswahl der Kernel- und Re-
gularisierungsparameter (vgl. Kapitel 5.1)
• SVM-Training basierend auf Grid-Search-Parametern
• Klassifizierung mit Hilfe des beim Training erstellten SVM-Modells (Klassifikator)
Durch die Aufteilung in drei Schritte wird das Verfahren transparenter. Beispielsweise kön-
nen Regularisierungsparameter im Rahmen der Grid-Search verändert werden, um bessere Er-
gebnisse erzielen oder die Rechenzeit reduzieren zu können. Bei der in imageSVM verwendeten
Kernelfunktion handelt es sich um eine Radial Basis Function (vgl. Kapitel 5.1), mit deren Hilfe
das Klassifizierungsproblem in einen höher dimensionalen Raum überführt wird.
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Da Support Vector Machines eigentlich einen binären Klassifikator darstellen, gibt es in
imageSVM zwei verschiedene Ansätze, Klassifizierungsprobleme mit mehreren Klassen zu lö-
sen. One Against One (OAO) und One Against All (OAA). Bei OAO werden alle möglichen
Paare von Klassen betrachtet, um letztendlich die Klassenzugehörigkeit zu ermitteln. Der An-
satz OAA bezieht sich auf den Vergleich von einer Klasse zum Rest. In Bezug auf die Wol-
kenklassifizierung scheinen beide Herangehensweisen sehr ähnliche Ergebnisse zu liefern. Ne-
ben der Erstellung der Wolkenmaske (zwei Klassen), wird bei der weiter differenzierten Wol-
kenklassifizierung (vgl. Kapitel 5.5) auf OAA zurückgegriffen (Geomatics-Department 2007,
Janz et al. 2007).
Alle Datensätze, die den Merkmalsraum bilden (Bilddaten der unterschiedlichen Kanäle als
Stapel bzw. Layerstack, vgl. Abbildung 5.3) sollten vor der Klassifizierung auf Werte zwischen
0 und 1 skaliert werden. Liegen alle Daten in einem ähnlichen Wertebereich, ist dies zwar nicht
zwingend erforderlich, es hat sich aber während der Berechnungen gezeigt, dass die Durch-
führung des Trainings, mit skalierten Daten, erheblich schneller abläuft. In imageSVM ist eine
Routine eingebunden mit deren Hilfe die Skalierung vorgenommen werden kann (Hsu et al.
2003, Janz et al. 2007).
Insgesamt werden bei jedem Klassifizierungsdurchgang mehrere Dateien mit unterschiedli-
chen Informationen erstellt. Nach Beendigung der Grid-Search erhält man zwei Dateien mit
Werten der internen Cross-Validation22 (CV-Rate) und den damit verbundenen Kernel- und Re-
gularisierungsparametern. Diese Informationen sind für das sich anschließende Training und
die damit verbundene Erstellung des SVM-Modells (Klassifikator) erforderlich, mit dem nach-
folgend klassifiziert oder auch validiert werden kann. Das eigentliche Klassifizierungsergebnis
erhält man als Bild-Datei. Zudem lassen sich sogenannte Rule-Dateien erstellen, in denen die
Distanz eines jeden Pixels zur Hyperebene dargestellt wird.
Normalerweise ist das in IDL geschriebene imageSVM an die ENVI-Benutzerumgebung an-
gelehnt und Fernerkundungsdaten (alle möglichen durch ENVI lesbaren Bildformate) können
in einfacher Art und Weise bearbeitet werden (vgl. Geomatics-Department 2007). Wenn je-
doch, wie in dieser Arbeit, eine große Zeitreihe an Daten ausgewertet werden muss, ist die
Nutzung eines User-Interfaces, wo alle Parameter immer wieder neu ausgewählt werden müs-
sen, ausgesprochen ineffektiv. Aufgrund des vorliegenden Quellcodes von imageSVM werden
demnach nur die notwendigen imageSVM-Einzelfunktionen (z.B. Grid-Search) in die für diese
Arbeit entwickelten IDL-Routinen implementiert. Eine genauere Beschreibung der verwende-
ten Funktionen und Parameter erfolgt in den nachfolgenden Kapiteln.
22Teile der Trainingspixel werden zur Einschätzung der Trennbarkeit herangezogen, es handelt sich hierbei nicht
um eine unabhängige Überprüfung der Genauigkeit.
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5.3 Erste Schritte für die Gewinnung von Trainingsdaten
Entscheidend für die erfolgreiche Klassifizierung mit einem Klassifikator, der wie Support Vec-
tor Machines auf maschinellem Lernen basiert, ist die Auswahl repräsentativer Trainingsinfor-
mationen. Damit eine sinnvolle Trennung durch die Hyperebene in Verbindung mit den Stütz-
vektoren erfolgen kann, sollten solche Trainingsdaten aus einer unabhängigen Quelle stammen
und die jeweilige Klasse nach Möglichkeit bis zu ihren Grenzbereichen widerspiegeln. Die
Trainingsinformation soll also den wirklichen Zustand am entsprechenden Pixel beschreiben
(Ground Truth). In der Praxis stellt sich dies jedoch mitunter als schwierig dar und hängt auch
von der verfolgten Strategie der SVM-Klassifizierung ab. Oft stehen nicht genügend Trainings-
daten zur Verfügung oder die Datensätze sind so umfangreich, dass eine Auswertung und Zutei-
lung, beispielsweise durch Expertenwissen, nur mit erheblichem Aufwand möglich ist (Canty
2006, Gomez-Chova et al. 2010).
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Abb. 5.7: Wetter-Kameras - Räumliche Verteilung der
Standorte. Quelle: Eigener Entwurf
Wie bereits zuvor erklärt, soll aufgrund der
hohen zeitlichen und räumlichen Variabili-
tät von Wolken, die Klassifizierung für je-
den METEOSAT-Aufnahmezeitpunkt inklu-
sive Training separat durchgeführt werden.
Da sich nur auf die am Satelliten gemesse-
nen Strahlungseigenschaften bezogen wird,
scheint eine andere Strategie mit Training und
Klassifizierung über mehrere Zeitpunkte hin-
weg nicht sinnvoll. Aus diesem Grund erfol-
gen die Auswahl der Trainingspixel und die
SVM-Klassifizierung nur bezogen auf die je-
weilige Einzelszene. Da es sich bei der SVM-
Klassifizierung um ein sehr rechenintensives
Verfahren handelt, sollte der Umfang der not-
wendigen Trainingspixel nicht zu groß ge-
wählt werden. Wird hierauf geachtet, vor allem bei Berücksichtigung der zunehmenden Rechen-
leistung moderner Computersysteme in den letzten Jahren, sollte eine effektive Durchführung
des kompletten SVM-Verfahrens möglich sein (vgl. Abbildung 5.1).
Jetzt stellt sich die Frage, wie man für jede Szene eine repräsentative Menge an Trainings-
pixeln gewinnen kann. Die ursprüngliche Intention lag darin, hierzu Web-Cams bzw. Wetter-
Kameras23 einzusetzen, die auf einer großen Anzahl von Websites abrufbar sind. In der Re-
23Mit einer Website verbundene Kamera die auf den Himmel bzw. Teile des Himmels gerichtet ist und in be-
stimmten Abständen Aufnahmen macht.
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gel werden diese jedoch nicht lokal gespeichert und archiviert, weshalb die Zusammenstel-
lung eines umfangreichen Datensatzes für das Jahr 2008 nicht mehr möglich war. Lediglich
sechs Standorte (vgl. Abbildung 5.7 und Tabelle 5.1) mit unterschiedlicher zeitlicher Auflösung
standen zur Verfügung (von minütigen bis zu stündlichen Aufnahmeintervallen). Eine SVM-
Klassifizierung kann zwar mit einer geringen Anzahl an Trainingspixeln durchgeführt werden,
bei nur sechs Trainingsstandorten lässt sich jedoch keine repräsentative Darstellung der jeweili-
gen Bewölkungssituation erzeugen. Daher stellen die Aufnahmen der Wetter-Kameras gezwun-
genermaßen nur eine ergänzende Rolle dar (vgl. Kapitel 5.3.1). Die eigentliche Gewinnung und
Zuordnung von Trainingspixeln erfolgt mit Hilfe eines unüberwachten Verfahrens, basierend
auf den in Kapitel 3 beschriebenen Erkenntnissen der Schwellenwertalgorithmen. In diesem
Zusammenhang werden jedoch nur solche Pixel als Trainingspixel zugeordnet, bei denen mit
relativ hoher Sicherheit davon ausgegangen werden kann, dass sie einer entsprechenden Klasse
angehören (vgl. Abbildung 5.10). Hierzu wird in einem ersten Schritt ein ungefährer Grenzwert
abgeschätzt, um dann jenseits dieses Grenzwertes Trainingspixel über Teile der in Kapitel 3
beschriebenen Algorithmen zuzuordnen. Zusammenfassend liegt also ein unüberwachter Klas-
sifizierungsansatz vor, der mit überwachten Elementen (Informationen der Wetter-Kameras)
ergänzt wird. Obwohl das angestrebte Verfahren größtenteils auf einer unüberwachten Herange-
hensweise basiert, sollte die Zuteilung der Trainingsdaten dennoch relativ genau funktionieren,
da sich nur bedingt an den wirklichen Grenzbereich herangetastet wird. Unsicherheiten bei der
Auswahl der notwendigen Trainingsinformation können jedoch nicht vollständig ausgeschlos-
sen werden.
5.3.1 Wetter-Kameras zur Erfassung von Wolkeninformationen
Durch die immer einfacher werdende Einsatzmöglichkeit web-basierter Kameras (Web-Cams)
besteht auch in zunehmendem Maße die Möglichkeit, den Himmel und das allgemeine Wet-
tergeschehen zu erfassen. An vielen Standorten in Deutschland wird dies bereits durchgeführt
und die Bilder können von Interessierten über die jeweilige Website betrachtet werden. Aktua-
lisierungsraten von bis zu einer Minute sind in diesem Zusammenhang nicht selten. Zusätzlich
werden die Bilder oft als Loop dargestellt, womit sich beispielsweise Wolkenbewegungen oder
der Sonnengang verfolgen lassen.
Bei der Zusammenstellung einer großen Anzahl dieser Kameradaten ließe sich ein von Sa-
tellitendaten unabhängiges Bild der Bewölkungs- bzw. Wettersituation erzeugen, mit der Ein-
schränkung, dass die Betrachtung von unten erfolgt. Beim Vergleich mit den an Wetterstationen
durchgeführten synoptischen Beobachtungen (vgl. Kapitel 4.6) bieten Wetter-Kameras in der
Regel eine höhere zeitliche Auflösung, was sie für Trainingszwecke, von ebenfalls zeitlich hoch
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aufgelösten Satellitendaten, attraktiver macht. Dies gilt trotz der meist geringeren Himmelsflä-
che, die durch Wetter-Kameras erfasst werden kann.
Obwohl für das Jahr 2008 nur sechs Standorte mit unterschiedlichen Kameraeigenschaften
zur Verfügung stehen (vgl. Tabelle 5.1), und die vielfältigen Facetten von Bewölkung durch
eine so geringe Anzahl an Trainingspixeln nicht repräsentiert werden können, fließen die Daten
ergänzend zum Trainingsprozess in das SVM-Klassifizierungsverfahren mit ein. Innerhalb der
späteren Validierung soll dann festgestellt werden, wie weit sich ihr Anteil auf die Genauigkeit
des Verfahrens auswirkt.
Vollhimmelskamera des IFM-GEOMAR Kiel
Wetter-Kamera Mannheim
Maske
Maske
Abb. 5.8: Wetter-Kameras - Ausmaskierte Him-
melsfläche. Quelle: Eigener Entwurf
Da die Daten der sechs Kamera-Standorte (vgl.
Abbildung 5.7 und Tabelle 5.1) nicht alle als Bild-
format (JPEG oder BMP), sondern teilweise nur als
Video zur Verfügung stehen, müssen für weitere
Prozessierungszwecke die entsprechenden Einzel-
szenen extrahiert und als Einzelbilder gespeichert
werden. Gleichzeitig erfolgt eine Angleichung mit-
tels Dateinamen auf UTC. Dies ist erforderlich,
da die METEOSAT-Aufnahmen ebenfalls in die-
sem Zeitsystem erfasst werden. Angepasst an die
METEOSAT-Aufnahmeintervalle ergeben sich für
das Jahr 2008 Datenreihen in fünfzehnminütigen
Abständen. Einzige Ausnahme stellt Bremen dar,
wo nur eine Aufnahme pro Stunde erstellt wird.
Nachtaufnahmen oder solche die teilweise verdun-
kelt sind können für die Analyse nicht verwendet
werden. Hier stellt Mannheim die Ausnahme dar,
wo eine spezielle Nacht-Kamera den Einsatz sol-
cher Aufnahmen möglich macht.
Die Abgrenzung zwischen Tag und Nacht erfolg-
te vorab durch visuelle Inspektion, wobei alle ver-
wendbaren Szenen vollständig ausgeleuchtet sein
müssen. Eine Berücksichtigung von Sonnenauf- und Sonnenuntergangszeiten war in diesem
Zusammenhang nicht hilfreich, da die Beleuchtung je nach Standort und Betrachtungswinkel
variiert. Hinzu kommt eine sich je nach Witterung anders darstellende Dämmerungsphase. Alle
verdunkelten Aufnahmen werden während der Prozessierung herausgefiltert und tragen nicht
zur weiteren Berechnungen bei.
Da jeder Kamera-Standort mit geographischen Koordinaten verknüpft ist, kann dieser einem
Pixel der entsprechenden METEOSAT-Szene zugeordnet werden. Dies geschieht über die auf
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Tab. 5.1: Standorte der Wetter-Kameras und ihre jeweiligen Eigenschaften. Aufnahmeintervalle beziehen sich auf die letztendlich genutzte zeitliche Auflösung. Berlin,
Bremen und Kiel (a). Köln, Mannheim und München (b).
(a) Berlin, Bremen und Kiel.
Standort Koordinaten Abmessung Aufnahmeintervall Beschreibung Bild
Berlin 52.4587° Nord13.3104° Ost 384 x 288Pixel 15 Minuten
Blick vom Wetterturm des meteo-
rologischen Instituts der FU Berlin
(auf dem Fichtenberg in Steglitz) in
Richtung Nord-Westa
Bremen 53.1091° Nord8.8536° Ost 352 x 288Pixel 60 Minuten
Netzkamera der Mineralogie Uni-
versität Bremen - Blick in Richtung
Ostenb
Kiel 54.3309° Nord10.1481° Ost 800 x 600Pixel 15 Minuten
Vollhimmelskamera des IFM-
GEOMAR - Blickrichtung nach
obenc
ahttp://www.met.fu-berlin.de/de/wetter/webcam/ [05.09.2010]
bhttp://www.min.uni-bremen.de/cgi-bin/Mincam.cgi [05.09.2010]
chttp://www.ifm-geomar.de/fileadmin/ifm-geomar/fuer_alle/fb1/ME/Kiel-Wetter/images/wcam/kiel-clouds-big.jpg [05.09.2010]
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(b) Köln, Mannheim und München.
Standort Koordinaten Abmessung Aufnahmeintervall Beschreibung Bild
Köln 50.9416° Nord6.9581° Ost 400 x 300Pixel 15 Minuten
Kamera des WDR - Blick auf den
Kölner Dom in Richtung Ostena
Mannheim 49.4633° Nord8.5572° Ost 640 x 480Pixel 15 Minuten
Kamera nahe des Wasserturms (Se-
ckenheim) - Blickrichtung nach
Norden - inklusive Nachtaufnah-
menb
München 48.1485° Nord11.5741° Ost 640 x 480Pixel 15 Minuten
Kamera des meteorologischen In-
stituts der Universität München -
Blickrichtung nach Norden (Olym-
piagelände)c
ahttp://www.wdr.de/themen/global/webcams/domcam.jhtml [05.09.2010]
bhttp://cam.mannheim-wetter.info/ [05.09.2010]
chttp://www.meteo.physik.uni-muenchen.de/mesomikro/stadt/camera.jpg [05.09.2010]
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(a) Völlig Bewölkt (b) Teilweise Bewölkt (c) Wolkenfrei
Abb. 5.9: Unterschiedliche Aufnahmen der Wetter-Kamera München. Quelle: Meteorologisches Institut der Uni-
versität München http://www.meteo.physik.uni-muenchen.de/mesomikro/stadt/camera.
jpg [05.09.2010]
Seite 72 beschriebene Geoinformation, die für jedes Pixel abgerufen werden kann. Das Pixel,
welches den Koordinaten des Kamera-Standortes am nächsten liegt, kann für Trainingszwecke
eingesetzt werden. Aufgrund der Pixelgröße von ca. 6 km in den mittleren bis hohen Breiten,
sollte dies in einem adäquaten Rahmen möglich sein. Dieser Umstand betrifft auch die Blick-
richtung der jeweiligen Kamera, wobei nur ein Teil der Himmelsfläche über den zugeordneten
Pixeln erfasst wird. Für die Erstellung der Wolkenmaske (Kamerainformationen kommen nur
bei der Wolkenmaske zum Einsatz) sollten diese Teilflächen ausreichen, um die Bewölkungs-
situation relativ genau widerzuspiegeln. Je nachdem, ob sich der Kamera-Standort im Zentrum
oder am Rand des nächsten Pixels befindet, kann es dennoch zu Ungenauigkeiten kommen.
Damit nicht jede Aufnahme einzeln auf ihre Bewölkungssituation analysiert werden muss,
auch im Sinne eines angestrebten operationellen Betriebes, bedarf es einer Automatisierung.
In diesem Zusammenhang gibt es bereits Bestrebungen, z.B. mittels Mustererkennung, Bilder
auf bestimmte Wolkeneigenschaften zu analysieren (vgl. Yamashita et al. 2004). Da dies jedoch
teilweise mit erheblichem Aufwand verbunden ist, und die Daten der Wetter-Kameras nur ei-
ne ergänzende Rolle spielen, basiert die Herangehensweise in dieser Arbeit nur auf der RGB-
Zusammensetzung der Einzelbilder. Bei wolkenfreiem Himmel überwiegen Blauanteile gegen-
über Grün und Rot. Unter Verwendung eines Schwellenwertes, angepasst an die Aufnahmen
der unterschiedlichen Standorte, und in Verbindung der Flächenanteile (Berücksichtigung des
Blickwinkels der Kamera) lassen sich völlige und teilweise bewölkte, sowie wolkenfreie Auf-
nahmen unterscheiden. Diese Information kann dem entsprechenden METEOSAT-Pixel zuge-
ordnet werden. Für die Nachtaufnahmen am Standort Mannheim basiert die Erfassung lediglich
auf Grauabstufungen, da nachts keine RGB-Zusammensetzung möglich ist. Wolken zeigen sich
hier heller als wolkenfreier Himmel. Teile der einzelnen Aufnahmen, die nicht die Himmels-
fläche repräsentieren, werden ausmaskiert (vgl. Abbildung 5.8). Spiegeleffekte, Niederschlag,
Vögel usw. können die Genauigkeit beeinträchtigen, lassen sich jedoch nur schwer vermeiden.
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Zur Begutachtung der automatisierten Wolkenerfassung wurde eine stichprobenartige visuel-
le Inspektion der einzelnen Aufnahmen durchgeführt. Mit Hilfe eines Zufallsverfahrens erfolgte
die Auswahl von 620 Zeitpunkten aus den Daten des Jahres 2008. Für jeden Monat und jeden
Standort wurde die gleiche Anzahl an Zeitpunkten ausgewählt, um die räumliche Verteilung und
den Jahresgang zu berücksichtigen. Die Begutachtung bezieht sich hierbei auf die Unterschei-
dung zwischen den drei Kategorien „Völlig Bewölkt“, „Teilweise Bewölkt“ und „Wolkenfrei“.
Dies ist zwar für die spätere SVM-Wolkendetektion nicht notwendig, bei der nur zwischen
„Wolkenkontaminiert“ und „Wolkenfrei“ unterschieden wird, es lässt sich jedoch deutlicher
abschätzen wie genau die automatisierte Erfassung durch Wetter-Kameras funktioniert.
In Bezug auf die Kategorie „Völlig Bewölkt“ wird davon ausgegangen, dass die komplette
Himmelsfläche durch Wolken bedeckt ist, wohingegen eine teilweise bewölkte Situation durch
wolkenfreie Stellen innerhalb der Gesamtfläche gekennzeichnet ist. Der seitliche Blickwinkel
einiger Kameras macht es natürlich unmöglich, jede Lücke exakt erkennen zu können, wes-
halb die Kennzeichnung „Teilweise Bewölkt“ nur dann eindeutig gegeben ist, wenn größere
Flächen (ca. ein Drittel) wolkenfrei sind (vgl. Abbildung 5.9a und 5.9b). Dünne Schleier (z.B.
Cirrus-Wolken) werden sowohl bei dem automatisierten Verfahren als auch bei der visuellen
Begutachtung nicht als wolkenfreie Flächen eingestuft. Eine Ausnahme bildet in diesem Zu-
sammenhang der Horizont an völlig wolkenfreien Tagen. Auf vielen Aufnahmen ist unter sol-
chen Bedingungen ein grauer Saum in diesem Bereich zu sehen, der jedoch nicht auf Wolken,
sondern auf andere atmosphärische Effekte zurückzuführen ist (vgl. Abbildung 5.9c). Weiterhin
muss angemerkt werden, dass auch die unterschiedliche Qualität der Aufnahmen Auswirkungen
auf die automatisierte Abschätzung, sowie die Begutachtung hat. Insbesondere die Aufnahmen
von Köln und Bremen sind oft von Gegenlicht beeinflusst, was die Unterscheidung zwischen
Wolken und wolkenfreien Himmelsflächen teilweise schwer macht.
Die Ergebnisse der Begutachtung sind in Tabelle 5.1 dargestellt und zeigen, dass trotz der Be-
einträchtigungen eine relativ hohe Genauigkeit erzielt werden kann. Insbesondere bei der Un-
terscheidung zwischen „Wolkenkontaminiert“ und „Wolkenfrei“ (vgl. Tabelle 5.1 unten) stellt
sich das Verfahren als sehr robust dar. Bei Berücksichtigung teilweiser Bewölkung zeigen sich
einige Ungenauigkeiten, vor allem bezogen auf die Differenzierung zwischen „Völlig Bewölkt“
und „Teilweise Bewölkt“. Als Gütemaße dienen neben der Konfusionsmatrix, die Overall Ac-
curacy und der Kappa-Koeffizient nach Cohen (vgl. Pontius 2000, Jensen 2004, S. 495 ff.).
5.3.2 Abschätzung Grenzbereich „Wolkenkontaminiert - Wolkenfrei“
Da die Trainingsinformationen der Wetter-Kameras für eine effektive Klassifizierung nicht aus-
reichen, müssen zusätzliche Trainingspixel gewonnen werden. Hierzu lassen sich die in Ka-
pitel 3 aufgeführten Schwellenwertalgorithmen verwenden. Verschiedene dieser Algorithmen
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Tab. 5.1: Begutachtung der automatisierten Wolkenableitung durch Wetter-Kameras basierend auf visueller In-
spektion. Mit drei (oben) und mit zwei (unten) Kategorien. Beobachtete Werte sind in den Spalten, detektierte
Werte in den Zeilen dargestellt. Quelle: Eigene Erhebung
Detektiert ⇓ Beobachtet ⇒ Völlig Bewölkt Teilweise Bewölkt Wolkenfrei Summe
Völlig Bewölkt 369 44 0 413
Teilweise Bewölkt 5 108 7 120
Wolkenfrei 1 21 65 87
Summe 375 173 72 620
Overall Accuracy: 87,42 %
Kappa: 0,76
Detektiert ⇓ Beobachtet ⇒ Wolkenkontaminiert Wolkenfrei Summe
Wolkenkontaminiert 526 7 533
Wolkenfrei 22 65 87
Summe 548 72 620
Overall Accuracy: 95,32 %
Kappa: 0,79
werden auf Infrarotkanäle, aber auch auf Kanal-Differenzen angewendet, um unterschiedliche
Wolkenarten und Wolkenhöhen erfassen zu können. Zu diesem Zweck werden Schwellenwer-
te dynamisch von Szene zu Szene bestimmt, um eine pixelbasierte Trennung durchführen zu
können. Bei der vorliegenden Herangehensweise im Sinne einer Trainingsdatenauswahl muss
jedoch gewährleistet sein, dass die ausgewählten Pixel wirklich der entsprechenden Klasse zu-
zuordnen sind. Da die Bestimmung der eigentlichen Schwellenwerte gewöhnlich mit Zuhilfe-
nahme anderer Daten (Wettervorhersagemodell-Daten, NWP) erfolgt, und die genaue Position
innerhalb eines Grenzbereiches mit Ungenauigkeiten verbunden ist, müssen die Trainingspixel
eine gewisse Distanz zum Grenzwert/Grenzbereich aufweisen. Die eigentliche Trennung erfolgt
später durch den SVM-Klassifikator. Verwendet man auf der anderen Seite nur Trainingswer-
te die in weiter Entfernung vom Grenzbereich vorkommen, so sind diese zwar mit sehr hoher
Wahrscheinlichkeit einer bestimmten Klasse zuzuordnen, man erreicht jedoch nie die Nähe des
Grenzbereiches, welche für eine exakte Trennung durch den Klassifikator notwendig ist.
Das Ziel sollte demnach sein, mit Hilfe bekannter Schwellenwertalgorithmen eine ausrei-
chende Anzahl an repräsentativen Trainingspixeln zu generieren, die zu einem gewissen Grad
auch in der Nähe des Grenzbereiches zwischen „Wolkenkontaminiert“ und „Wolkenfrei“ lie-
gen. Dies lässt sich realisieren, indem man, wie es bei Schwellenwertverfahren üblich ist, meh-
rere Tests kombiniert (vgl. Abbildung 3.3). Würde man beispielsweise nur einen einfachen
Schwellenwert-Test bezogen auf einen Infrarotkanal heranziehen, erkennt dieser sehr gut große
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Abb. 5.10: Abschätzung eines ungefähren Grenzwertes/Grenzbereiches anhand des Strahlungstemperaturberei-
ches von Kanal IR120. Grenzwert bzw. Grenzbereich dienen der späteren Abgrenzung generierter Trainingsdaten.
Quelle: Eigener Entwurf
Teile der im Vergleich zu Landflächen kälteren Bewölkung. Niedrige Wolken oder teilweise be-
wölkte Pixel, die den Grenzbereich zwischen Wolken und wolkenfreien Flächen mitbestimmen,
werden jedoch nur bedingt berücksichtigt. Zur Bestimmung weiterer Trainingspixel ist deswe-
gen, je nach Klasse, eine unterschiedliche Kombination verschiedener Einzeltests, wie sie in
Kapitel 3 beschrieben werden, erforderlich.
Da in dieser Arbeit keine Wettervorhersagemodell-Daten verwendet werden und die Schwel-
lenwerte der einzelnen Algorithmen nicht bekannt sind, muss das Verfahren von der anderen
Seite betrachtet werden. Man nähert sich dem Grenzwert/Grenzbereich sozusagen aus anderer
Richtung. Beispielsweise können die Pixel, die die kältesten Strahlungstemperaturen (Infra-
rotkanäle) aufweisen, definitiv als Trainingspixel der Klasse „Wolkenkontaminiert“ eingesetzt
werden. Je nach betrachtetem Kanal bzw. betrachteter Kanal-Differenz bezieht man sich so auf
die geringsten bzw. höchsten Datenwerte. Dennoch muss bei der Umsetzung, insbesondere für
die erste Trennung zwischen „Wolkenkontaminiert“ und „Wolkenfrei“, ein Grenzbereich bzw.
ungefährer Grenzwert definiert werden, damit falsche Zuweisungen von Trainingspixeln ver-
mieden werden. Je nach Klasse darf es nicht zu einer Über- bzw. Unterschreitung kommen.
Eine grobe Abschätzung des Grenzbereiches bzw. Grenzwertes erfolgt durch die Betrachtung
der Strahlungsverhältnisse des entsprechenden Einzelzeitschnittes. Insbesondere die Strahlungs-
temperaturen der Infrarotkanäle 10,8 µm (IR108) und 12 µm (IR120) lassen sich hierfür her-
anziehen (vgl. Tabelle 4.1). Bezogen auf eine ungefähre Grenzwertbestimmung sollte es bei
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beiden Kanälen keine großen Unterschiede geben, weshalb in vorliegender Arbeit ausschließ-
lich Kanal IR120 verwendet wird. Abbildung 5.10 zeigt exemplarisch das grundlegende Prinzip.
Die eigentliche Generierung der Trainingsdaten durch die Kombination verschiedener Schwel-
lenwertalgorithmen erfolgt in späteren Schritten (vgl. Kapitel 5.4 und 5.5).
Die Abschätzung des ungefähren Grenzwertes basiert in erster Linie auf dem Histogramm
der jeweiligen IR120-Szene. Hierbei wird jedoch nur der Bereich zwischen -10 °C und dem
Temperaturmaximum der Gesamtszene berücksichtigt. Innerhalb von Deutschland sollte selbst
an kalten Wintertagen die gemessene Strahlungstemperatur (Kanal IR120) wolkenfreier Flä-
chen den Wert -10 °C nicht erheblich unterschreiten. Eine stichprobenartige Begutachtung der
Daten von 2008 hat dies bestätigt. Der Übergang von wolkenkontaminierten zu absolut wolken-
freien Flächen sollte demnach im Strahlungstemperaturbereich von -10 °C bis zum Temperatur-
Maximum der jeweiligen Szene liegen.
Für die weitere Eingrenzung kann man die Verteilung der Pixel (Histogramm) in diesem
Temperaturbereich heranziehen. Je nach Ausprägung wolkenkontaminierter und wolkenfreier
Flächen weist das Histogramm unterschiedliche Eigenschaften auf. Vor allem die Position des
Maximums (Anzahl Pixel) kann weitere Hinweise geben. An dieser Stelle muss erwähnt wer-
den, dass sprunghafte Datenwerte mittels eines gleitenden Mittelwertes geglättet werden. Dies
ist in Abbildung 5.11 und 5.12 als rote Linie dargestellt und erleichtert die Analyse.
Bei der Betrachtung der einzelnen Histogramme lassen sich bestimmte Bewölkungssitua-
tionen ableiten (vgl. hierzu Saunders und Kriebel 1988). Beispielsweise deutet ein stark ausge-
prägtes Maximum um einen eng begrenzten Wertebereich auf wolkenfreie Flächen hin, da dich-
te Bewölkung tendenziell ein breiteres Spektrum an Strahlungstemperaturen aufweist. Durch
die Position des Maximums erhält man demnach einen ersten Grenzwert, um den sich ein gro-
ber Grenzbereich spannen lässt. Bezogen auf die Problematik sehr kalter wolkenfreier Flächen
oder einer Verteilung von Wolken und wolkenfreien Flächen, die keine eindeutige Interpretation
zulässt, kann es jedoch zu falschen Abschätzungen des Grenzwertes/Grenzbereiches kommen.
In diesem Fall bedarf es eines Mechanismus, der den über das Histogramm-Maximum abge-
schätzten Grenzwert verschiebt bzw. neu bestimmt (vgl. Abbildung 5.11 und 5.12).
Dies lässt sich lösen, indem man die Interpretation des Histogramms mit einem unüberwach-
ten Klassifizierungsverfahren (nicht zu verwechseln mit dem eigentlichen SVM-Klassifizie-
rungsverfahren) an Kanal IR120 kombiniert. Eine Einteilung in relativ homogene Strahlungs-
temperaturbereiche lässt sich in diesem Zusammenhang mit einer Cluster-Analyse nach dem
K-Means Verfahren umsetzen (vgl. Canty 2006, S. 206 ff.). Durch die Trennung in vier Cluster
erhält man entsprechende Temperaturbereiche, wobei einer den Übergang zwischen „Wolken-
kontaminiert“ und „Wolkenfrei“ repräsentiert (vgl. Abbildung 5.11 und 5.12). Testläufe haben
ergeben, dass vier unterschiedliche Cluster ausreichen sollten, um einen ungefähren Grenzbe-
reich festzulegen. Welcher der Strahlungstemperaturbereiche (Cluster) den Übergang darstellt,
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lässt sich durch die Analyse des Histogramms unter Berücksichtigung mehrerer Bedingungen
(vgl. Tabelle 5.2) festlegen. Je nach erfüllten Bedingungen ergibt sich ein abgeschätzter Grenz-
wert aus der durchschnittlichen Strahlungstemperatur des ausgewählten Clusters.
Tab. 5.2: Histogramm-Bedingungen für die nachfolgende Auswahl des ungefähren Grenzwertes. T = Strahlung-
stemperatur Kanal IR120. Quelle: Eigene Aufstellung
Nr. Bedingung Ausgabe
1 T-Wert bei Histogramm-Maximum < 0 °C 0 oder 1
2 T-Wert bei Histogramm-Maximum < -5 °C 0 oder 1
3 Durchschnittliche Histogramm-Sprünge (ohne Glättung) > 50 0 oder 1
4 Histogramm-Maximum (Anzahl Pixel) > 600 0 oder 1
5 T-Maximum − T-Wert bei Histogramm-Maximum > 10 °C 0 oder 1
Die Bedingungen für die Auswahl des wahrscheinlichen Grenzbereiches (Cluster) weisen
Eigenschaften auf, die darauf hinweisen, wo sich der Übergang zwischen „Wolkenkontami-
niert“ und „Wolkenfrei“ befindet. Liegen beispielsweise die Strahlungstemperaturwerte des
Histogramm-Maximums (Anzahl Pixel) unterhalb von 0 °C, oder sogar unterhalb von -5 °C,
so spricht dies mit hoher Wahrscheinlichkeit für Bewölkung und der eigentliche Grenzbe-
reich liegt bei Werten oberhalb 0 °C oder -5 °C. Auf der anderen Seite ist es möglich, dass
das Histogramm-Maximum auf eine sehr kalte wolkenfreie Fläche deutet, wobei keine Ver-
schiebung des Grenzbereiches notwendig wäre (vgl. Abbildung 5.12b). Aus diesem Grund
erfolgt die Kombination mit weiteren Bedingungen, wie der Pixel-Anzahl des Histogramm-
Maximums oder starken Sprüngen innerhalb des Histogramms. Liegt beispielsweise der Wert
des Histogramm-Maximums, bezogen auf die ausmaskierte Szene Großraum Deutschland, bei
über 600 Pixeln, spricht dies eher für wolkenfreie Verhältnisse, während niedrigere Werte oder
eine hohe Anzahl an Sprüngen im Histogramm auf Wolken hinweisen (vgl. Abbildung 5.12a).
Eine große Differenz zwischen dem Temperatur-Maximum der Gesamtszene und dem Tem-
peraturwert am Histogramm-Maximum lässt wiederum eine allgemein erwärmte Situation der
Landflächen und der Atmosphäre vermuten. Insbesondere niedrige Wolken können in solchen
Situationen auch durch höhere Strahlungstemperaturen charakterisiert sein.
Je nach Kombination der Bedingungen (vgl. Tabelle 5.3) wird entsprechend die Durchschnitts-
temperatur eines anderen Clusters als Grenzwert herangezogen. Die durchschnittlichen Strah-
lungstemperaturwerte der Cluster werden in aufsteigender Reihenfolge betrachtet und entspre-
chend zugeordnet. Cluster 1 und 2 zeigen in der Regel die kältesten Werte und sind daher
meist mit Bewölkung gekoppelt, weshalb nur Cluster 3 oder 4, je nach Kombination der Be-
dingungen als Grenzwert/Grenzbereich in Betracht kommen (vgl. Tabelle 5.3). Mit dieser Vor-
gehensweise wird eine Vielzahl an Situationen abgedeckt, und die Abschätzung des vorläu-
figen Grenzwertes sollte nicht zu übermäßigen Abweichungen führen. Einzig die Situationen
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Tab. 5.3: Zuweisung der Cluster (Grenzwert/Grenzbereich) durch Interpretation des Histogramms (Bedingungen).
Wenn Bedingung 2 erfüllt ist, muss Bedingung 1 ebenfalls erfüllt sein, wodurch die Anzahl möglicher Kombina-
tionen reduziert wird. Quelle: Eigene Aufstellung
Histogramm-Bedingungen Cluster
1 2 3 4 5
0 0 0 0 0 3
1 0 0 0 0 3
0 0 1 0 0 3
1 1 1 1 1 4∗
alle anderen Kombinationen 4
∗+ ((Strahlungstemperatur-Maximum − Strahlungstemperatur-Mittelwert Cluster 4)/2)
einer annähernd vollkommenen Wolkenbedeckung bzw. einer absolut wolkenfreien Situation
über Deutschland stellen die Ausnahme dar. Hier kann kein Grenzbereich/Grenzwert durch
das zuvor beschriebene Verfahren abgeschätzt werden. Diese Gegebenheit muss bei der spä-
teren SVM-Wolkendetektion bzw. -klassifizierung berücksichtigt werden. Zwar ist es für den
Raum Deutschland bzw. Zentraleuropa überaus selten, dass eine der beiden Situationen in ihrer
Absolutheit vorkommt, dennoch kann dies auch bei nicht vollständiger Ausprägung zu Un-
genauigkeiten der Grenzwertabschätzung führen. Beispielsweise wenn bei einer ausgeprägten
Hochdruckwetterlage vereinzelt Cumulus- oder Cirrus-Wolken auftreten, oder wenn bei groß-
flächigen Front-Systemen die vollständige Wolkenbedeckung durch vereinzelte Wolkenlücken
unterbrochen ist.
In den Abbildungen 5.11 und 5.12 sind einige Beispielsituationen der Abschätzung des un-
gefähren Grenzwertes dargestellt. Abbildung 5.11a zeigt eine Situation, bei der große Teile
Deutschlands mit Wolken bedeckt sind. Die Landflächen sind bereits so erwärmt, dass sich
Strahlungstemperaturen (Kanal IR120) von bis zu 20 °C ergeben. Obwohl das Histogramm-
Maximum (Anzahl Pixel) im Bereich unter 0 °C liegt, befindet sich dort nicht der Grenzbereich
zwischen „Wolkenkontaminiert“ und „Wolkenfrei“. Aufgrund eines zweiten Maximums bei ca.
11 °C, ist hier der eigentliche Grenzbereich zu vermuten. Bedingung 1 und 2 (vgl. Tabelle 5.2
und 5.3) sind zwar erfüllt, dies gilt aber auch für Bedingung 3 und 5. Eine Verschiebung bzw.
Neubestimmung des ungefähren Grenzwertes, durch die Auswahl von Cluster 3, ist demnach
erforderlich. Man erhält einen abgeschätzten Grenzwert von 11,12 °C. Im in Abbildung 5.12b
gezeigten Beispiel sieht die Situation trotz ähnlicher Wolkengegebenheiten anders aus. Obwohl
die Szene größtenteils wolkenfrei ist, erhält man überwiegend niedrige Strahlungstemperaturen.
Hierdurch ergibt sich ein ausgeprägtes Maximum (Anzahl Pixel) im negativen Temperaturbe-
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Abb. 5.11: Histogramme (Zeitschnitte aus April und Juli), inklusive Cluster-Analyse und Abschätzung eines unge-
fähren Grenzwertes nach den in Tabelle 5.2 aufgeführten Bedingungen. Cluster 1 (Rot), Cluster 2 (Grün), Cluster
3 (Blau) und Cluster 4 (Gelb). Die rote Linie im Histogramm stellt den gleitenden Mittelwert über 20 Datenpunkte
dar. Quelle: Eigene Berechnung
5 Automatisierter Ansatz der satellitenbasierten Wolkenklassifizierung 101
An
za
hl
 P
ix
el
400
300
200
100
0
Strahlungstemperatur [ oC]
100−10−20−30−40
Histogramm Kanal IR120 − 20081015 10:00 UTC
Kanal IR120
Clusteranalyse
RGB
(a) 15.10.2008 10:00 UTC - Geschätzter Grenzwert bei 4,85 °C
An
za
hl
 P
ix
el
1500
1000
500
0
Strahlungstemperatur [ oC]
0−10−20−30
Histogramm Kanal IR120 − 20081230 10:00 UTC
Kanal IR120
Clusteranalyse
RGB
(b) 30.12.2008 10:00 UTC - Geschätzter Grenzwert bei -3,14 °C
Abb. 5.12: Histogramme (Zeitschnitte aus Oktober und Dezember), inklusive Cluster-Analyse und Abschätzung
eines ungefähren Grenzwertes nach den in Tabelle 5.2 aufgeführten Bedingungen. Cluster 1 (Rot), Cluster 2
(Grün), Cluster 3 (Blau) und Cluster 4 (Gelb). Die rote Linie im Histogramm stellt den gleitenden Mittelwert
über 20 Datenpunkte dar. Quelle: Eigene Berechnung
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reich. Nur Bedingung 1 ist erfüllt. Cluster 3 wird demnach als Grenzbereich herangezogen. Des-
sen Durchschnittstemperatur liegt bei -3,14 °C, nahe des eigentlichen Histogramm-Maximums.
Zusammenfassend sieht die Abschätzung des ungefähren Grenzwertes wie folgt aus. Zu-
erst wird das Histogramm von Kanal IR120 im Bereich von -10 °C bis zum Strahlungstem-
peraturmaximum betrachtet, wobei sich vor allem auf die Strahlungstemperatur des Histo-
gramm-Maximums (Anzahl Pixel) in diesem Bereich konzentriert wird. In Verbindung mit
einer K-Means Cluster-Analyse (4 Klassen) werden so, unter Berücksichtigung bestimmter Be-
dingungen, Cluster als Grenzwert/Grenzbereich zugeteilt. Letztendlich erhält man für jeden
Zeitschnitt einen Grenzwert, der sich aus dem Mittelwert des zugeteilten Clusters ergibt. Dieser
Grenzwert fließt in die nachfolgenden Berechnungen ein, und soll dafür sorgen, dass Trainings-
pixel nach Möglichkeit nicht falsch zugeordnet werden (vgl. Kapitel 5.4 und 5.5).
Die eigentliche Gewinnung der Trainingspixel erfolgt direkt vor der Berechnung der Wol-
kenmaske bzw. der weiter differenzierten Wolkenklassifizierung. Beide Verfahren werden in
den nachfolgenden Kapiteln ausführlich beschrieben. Die aus den Wetter-Kameras abgeleiteten
Trainingsinformationen und die Abschätzung des ungefähren Grenzwertes sind als Input für die
weitere Prozessierung erforderlich (vgl. Abbildung 5.13).
5.4 Generierung weiterer Trainingsdaten und Anwendung
der SVM-Wolkenmaske
Bevor eine differenzierte Wolkenklassifizierung durchgeführt werden kann, erfolgt die Unter-
scheidung zwischen wolkenkontaminierten und wolkenfreien Pixeln. Dies geschieht separat für
jeden Zeitschnitt mit der Erzeugung einer auf Support Vector Machines basierenden Wolken-
maske. Hierzu werden in erster Linie die wolkenrelevanten Infrarotkanäle von METEOSAT-SE-
VIRI (vgl. Tabelle 4.1) herangezogen, welche den mehrdimensionalen, für den SVM-Klassifi-
kator notwendigen, Merkmalsraum aufspannen (siehe Abbildung 5.3). Aufgrund der in Kapitel
3.1 beschriebenen Besonderheit in Bezug auf Strahlungstemperaturen im Wellenlängenbereich
um 3,9µm, wird der Kanal IR039 innerhalb des Merkmalsraumes nicht berücksichtigt. Alle
Kanäle des Merkmalsraumes werden in einer Datei als Stapel (Layerstack) zusammengefasst
und dem Wolkendetektionsverfahren zugeführt (vgl. Abbildung 5.13). Die Zuteilung notwen-
diger Trainingsdaten erfolgt über Bildpunkte innerhalb der in ENVI/IDL verfügbaren Regions
of Interest (ROIs). Solche ROIs können über die Pixelposition mit dem jeweiligen Layerstack
verbunden werden, was mit den Funktionen von ImageSVM umgesetzt werden kann. Nach der
Definition der zwei ROIs „Wolkenkontaminiert“ und „Wolkenfrei“, fließen alle Pixel, die einem
der beiden ROIs zugeordnet wurden, als Trainingspixel in das Klassifizierungsverfahren bzw.
die Wolkendetektion ein.
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Abb. 5.13: Ablaufschema des Wolkendetektions- und Wolkenklassifizierungsverfahrens, inklusive Trainingsda-
tengewinnung für jeden METEOSAT-Zeitschnitt . Quelle: Eigener Entwurf
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Die erste Zuweisung erfolgt über die Informationen der Wetter-Kameras (vgl. Kapitel 5.3.1
und Abbildung 5.13), welche über ihre Koordinaten eindeutig mit bestimmten Pixeln der Szene
verknüpft werden können (vgl. Abbildung 5.7, Tabelle 5.1 und Seite 72). Das heißt, über die
vorab durchgeführte Analyse der Wetter-Kameras lassen sich, anhand von Zahlenwerten (vgl.
Abbildung 5.1 und 5.13), die entsprechenden Pixel dem jeweiligen ROI zuteilen. Um den Um-
fang dieser Trainingsinformation zusätzlich zu erhöhen, wird das Strahlungsverhalten des Pixels
mit seinen benachbarten Pixeln verglichen. Hierzu wird eine Fläche von 11 x 11 Bildpunkten
um das zentrale Pixel der entsprechenden Wetter-Kamera erzeugt. Weisen die benachbarten
Bildpunkte ein ähnliches Strahlungsverhalten bei Kanal IR120 auf (Toleranz von 0,5 °C bzw.
0,5 K), so ist davon auszugehen, dass sie derselben Klasse angehören und als Trainingspixel ein-
gesetzt werden können. Da es sich bei der Abschätzung durch die Wetter-Kameras, wie zuvor
beschrieben, um ein automatisiertes Verfahren handelt, besteht natürlich auch hier die Gefahr
einer Falschzuweisung. Einzelne komplett falsch zugeordnete Pixel können in der endgültigen
Klassifizierung zu erheblichen Ungenauigkeiten führen. Um solche Falschzuweisungen wei-
testgehend zu vermeiden, werden die IR120-Werte an den Pixeln der Wetter-Kamera-Standorte
mit dem zuvor abgeschätzten groben Grenzwert (vgl. Kapitel 5.3.2) verglichen. Falls es hier,
je nach Klasse, zu Überschreitungen oder Unterschreitungen kommt, wird das Pixel nicht als
Trainingspixel berücksichtigt. Sind Pixel nach dieser Überprüfung eindeutig durch die Wetter-
Kameras zugeteilt, so wird dies im weiteren Verfahren nicht mehr geändert.
Trotz Erweiterung durch benachbarte Pixel ist die Menge der Trainingsdaten für eine effekti-
ve Detektion bzw. Klassifizierung nicht ausreichend. Daher bedarf es eines erweiterten Ansat-
zes, durch den zusätzliche Trainingsdaten für jede Einzelszene gewonnen werden können. Auch
hierbei wird eine automatisierte Herangehensweise angestrebt. Eine Analyse der umfangreichen
Datenreihen mittels Expertenwissen erscheint in dieser Hinsicht nicht praktikabel. Daher be-
zieht sich die Vorgehensweise, wie zuvor erwähnt, auf ein zusätzliches an Schwellenwertalgo-
rithmen angelehntes Verfahren. Durch die Kombination bekannter Schwellenwertalgorithmen
sollen weitere Trainingsdaten gewonnen werden (vgl. hierzu Kapitel 3). Normalerweise ist die
größte Herausforderung solcher Verfahren die exakte Bestimmung der erforderlichen Schwel-
lenwerte, was in Bezug auf eine SVM-Klassifizierung weniger relevant ist, da die eigentliche
Trennung durch die spätere Einbindung der Hyperebene erfolgt (vgl. Kapitel 5.1). Die Trai-
ningsdaten sollten jedoch so nah wie möglich an den Grenzbereich heran reichen und diesen
nach Möglichkeit nicht in die andere Richtung überschreiten, auch wenn der SVM-Klassifikator
mit einigen wenigen Überschreitungen zurecht kommen sollte (vgl. Foody und Mathur 2006).
Die Idee der Trainingsdatengewinnung durch Schwellenwertansätze bezieht sich daher nicht
auf streng definierte Schwellenwerte. Nur der zuvor berechnete ungefähre Grenzwert/Grenzbe-
reich wird berücksichtigt. Diesem Grenzwert nähert man sich durch die Kombination bekannter
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Tab. 5.4: Tag-Zeitfenster indem Kanäle des sichtbaren Wellenlängenbereiches für die Trainingsdatengewinnung
eingesetzt werden können. Die Auswahl erfolgt durch die Betrachtung des verwendeten Ausschnitts Deutschland
(vgl. Abbildung 5.2), welcher voll ausgeleuchtet sein muss. Quelle: Eigene Aufstellung
Monat Tag-Anfang (UTC) Tag-Ende (UTC)
Jan/Dez 10:00 12:30
Feb/Nov 09:00 13:00
Mär/Okt 08:00 14:00
Apr/Sep 07:00 15:00
Mai/Jun/Jul/Aug 06:00 16:00
Schwellenwertalgorithmen (Test-Sequenzen, vgl. Abbildung 3.3), wobei eine Überschreitung
vermieden wird, ähnlich wie es in Abbildung 5.10 für Kanal IR120 dargestellt ist.
Die Herangehensweise sieht wie folgt aus. Alle für die verwendeten Schwellenwertalgo-
rithmen (Tests) erforderlichen Kanäle bzw. Kanal-Differenzen (nicht zu verwechseln mit dem
Merkmalsraum, vgl. Abbildung 5.13) werden bezüglich ihrer Daten ausgelesen und aufsteigend
sortiert, so dass sich ein Datenfeld (Array) mit aufsteigenden Strahlungstemperaturen oder Re-
flektanzen für jeden Kanal bzw. jede Kanal-Differenz ergibt. Auf Basis dieser sortierten Bild-
daten können dann verschiedene Algorithmen angewendet werden, jedoch nicht bezogen auf
einen festen Schwellenwert, sondern im Sinne der Anzahl niedrigster oder höchster Werte, je
nach Klasse und verwendetem Test. Durch Verknüpfung der verschiedenen Tests in Kombinati-
on mit dem in Kapitel 5.3.2 abgeschätzten Grenzwert, lässt sich ein, für jede Einzelszene, relativ
repräsentativer Trainingsdatensatz erzeugen. Dieser sollte auch in die Reichweite des eigentli-
chen Grenzbereiches vordringen. Gleichzeitig kann durch Festlegung einer bestimmten Anzahl
von Trainingspixeln deren Umfang reduziert werden, was sich positiv auf die Rechenzeit aus-
wirkt. Das Verfahren der zusätzlichen Trainingsdatengewinnung für die SVM-Wolkenmaske ist
in Abbildung 5.14 dargestellt.
In Bezug auf die Klasse „Wolkenkontaminiert“, lassen sich durch die Kombination diverser
Schwellenwert-Tests verschiedene Wolkenarten erfassen, die als Trainingsdaten eingesetzt wer-
den können. Beispielsweise kann schon durch den allgemeinen Wolken-Test bei Kanal IR120
ein Großteil der Bewölkung erfasst werden (vgl. Kapitel 3 und Abbildung 5.14). Da die ge-
naue Grenze zwischen „Wolkenkontaminiert“ und „Wolkenfrei“ nicht bekannt ist, werden je-
doch nur die geringsten Werte verwendet, bei denen mit sehr hoher Sicherheit von Bewölkung
ausgegangen werden kann. Man nähert sich sozusagen anhand der sortierten Bilddaten dem
Grenzbereich von der „kalten“ Seite aus. Nun könnte man vermuten, dass dies ausreicht, wenn
man alle Werte bis zu dem in Kapitel 5.3.2 abgeschätzten Grenzwert als Trainingsdaten für die
Klasse „Wolkenkontaminiert“ heranzieht. Dies ist jedoch nicht zu empfehlen, da dieser Grenz-
wert nur ein grobes Maß darstellt, um Überschreitungen zur anderen Klasse zu vermeiden oder
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Aufnahme Zeitpunkt X
Kanal IR039• 
Kanal IR087• 
Kanal IR108• 
Kanal IR120• 
Kanal VIS006• 
Datenwerte aufsteigend
sortiert
Zeitpunkt X
Abgeschätzter
Grenzwert [°C]
Kanal IR120
G
IR120 > G
und
IR120 → 20% höchste Werte
Allgemeiner Wolkentest
Hohe Dünne Wolken (Cirrus)
Niedrige Kompakte Wolken
Nebel
Allgemeiner Wolkentest 
Refl ektanz Sichtbarer Kanal
nur tagsüber
Allgemeiner Test 
wolkenfreie Flächen
Input-Daten 
Trainingsdaten
Wolken
≤ 3000 Pixel
Trainingsdaten
Wolkenfrei
≤ 3000 Pixel
Zuordnung
über ROIs
Trainingsdaten Wolke 
Trainingsdaten Wolkenfrei
Validierungsstandorte WMO-Stationen
werden nicht für Trainingszwecke verwendet
IR120 < G
und
IR120 → 2% niedrigste Werte
oder
IR108 - IR120 → 5% höchste Werte
oder
IR108 - IR087 → 10% höchste Werte
und
IR108 - IR039
oder
VIS006 → 2% höchste Werte
und
VIS006 > 20000 (16bit DN)
Kanal IR120
> 0 °C Nacht
< 0 °C Tag
Abb. 5.14: Erzeugung weiterer Trainingsdaten mit Hilfe logischer Verknüpfungen in Bezug auf bekannte Schwel-
lenwertalgorithmen, inklusive Zuordnung über Regions of Interest (ROIs). Umfang der niedrigsten und höchsten
Werte und die Maximale Anzahl der Trainingspixel sind auf den Gesamtumfang der Szene Deutschland abge-
stimmt. Quelle: Eigener Entwurf
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gering zu halten. Außerdem würde, je nach Umfang der Bewölkung die Zahl der Trainingspi-
xel enorme Ausmaße annehmen. Aus diesem Grund findet, wie in Abbildung 5.14 aufgeführt,
eine Verknüpfung mit weiteren Algorithmen (Tests) statt. Dies geschieht nicht nur, um die Trai-
ningsdatenmenge für jeden Zeitschnitt gering zu halten, sondern auch um unterschiedlich vor-
kommende Wolkenarten abdecken und sich dem Grenzbereich besser nähern zu können. Das
heißt, bestimmte Pixel werden nur dann als Trainingspixel herangezogen, wenn eine Kombi-
nation von Tests erfüllt ist, wobei sich der jeweilige „Schwellenwert“ auf eine bestimmte An-
zahl niedrigster bzw. höchster Datenwerte bezieht. Beispielsweise lassen sich niedrige, relativ
warme Wolken über die Differenz IR108 - IR087 oder IR108 - IR039 (Umkehr zwischen Tag
und Nacht) erfassen, während hohe, dünne Cirrus-Wolken mit der Differenz IR108 - IR120
abgeschätzt werden können (vgl. hierzu Kapitel 3.2.1). Je nach Test Anzahl niedrigster bzw.
höchster Datenwerte (Prozentwerte in Abbildung 5.14) an die Gesamtpixelmenge (je Kanal)
der ausmaskierten Szene Deutschland angepasst. Wird die Anzahl der Trainingspixel für die
Klasse „Wolkenkontaminiert“ (ohne Pixel der Wetter-Kameras) von 3000 dennoch überschrit-
ten, so erfolgt eine Begrenzung mit Hilfe einer Zufallsauswahl. Die Verwendung des sich im
sichtbaren Wellenlängenbereich befindlichen Kanals VIS006 (siehe Abbildung 5.14) erfolgt nur
tagsüber bei vollständig ausgeleuchteter Szene. Eine Einordnung der möglichen Zeitpunkte im
Jahresverlauf wurde durch visuelle Begutachtung abgeschätzt und ist in Tabelle 5.4 dargestellt.
Ähnlich wie bei den Bildern der Wetter-Kameras waren Sonnenauf- und Sonnenuntergangs-
zeiten in diesem Zusammenhang nicht hilfreich, da die Krümmung der Erde zu Schatten über
Teilen von Deutschland führt.
Im Vergleich mit der Klasse „Wolkenkontaminiert“ werden bei der Klasse „Wolkenfrei“ le-
diglich die höchsten Werte von Kanal IR120 herangezogen. Auch hier unter Berücksichtigung
des in Kapitel 5.3.2 beschriebenen ungefähren Grenzwertes. In diesem Fall tritt genau diesel-
be Problematik auf, wie zuvor bei der Klasse „Wolkenkontaminiert“. Es muss damit gerechnet
werden, dass der Umfang der Trainingspixel enorm ansteigt. Da keine weitere Kombination
von Schwellenwert-Tests in Bezug auf die Klasse „Wolkenfrei“ zur Verfügung steht, erfolgt
auch hier eine Zufallsauswahl für den Fall, dass die Anzahl von 3000 Pixeln überschritten wird.
In Kapitel 5.3.2 wurde in Bezug auf die Abschätzung des ungefähren Grenzwertes schon auf
die Problematik einer völlig bewölkten bzw. völlig wolkenfreien Situation über der Gesamt-
fläche Deutschlands hingewiesen, welche jedoch höchst selten vorkommt. Dieser Fall macht
die Abschätzung eines Grenzbereiches im Sinne einer Wolkendetektion natürlich überflüssig.
Schwierigkeiten entstehen aber auch dann, wenn eine Klasse innerhalb der Szene nur sehr ge-
ring ausgeprägt ist. Das Verfahren des „Ungefähren Grenzwertes“ ist zwar so ausgelegt, dass
sich dieser sehr weit in eine Richtung verschieben bzw. neu bestimmen lässt (vgl. Abbildung
5.11 und 5.12), dennoch besteht die Möglichkeit einer Falschabschätzung. Insbesondere bei
ausgeprägten wolkenfreien Flächen kann es zur falschen Zuweisung von Trainingspixeln der
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Klasse „Wolkenkontaminiert“ kommen, da das Verfahren in erster Linie bestrebt ist, Wolken-
pixel als Trainingsdaten zu erfassen. Aber auch in umgekehrter Richtung besteht diese Gefahr,
bei wenigen Wolkenlücken in einer fast vollständig bewölkten Szene.
Weiterhin sei erwähnt, dass alle Pixel/Standorte, die später bei der Validierung zum Einsatz
kommen, nicht als Trainingspixel verwendet werden (DWDSAT, WMO-Stationsdaten vgl. Ka-
pitel 6 und Abbildung 6.1).
Für das eigentliche Klassifizierungsverfahren muss neben den Trainingsdaten, die über die
zwei vorab definierten ROIs „Wolkenkontaminiert“ und „Wolkenfrei“ zugeordnet werden, der
Merkmalsraum als Layerstack zur Verfügung stehen (wolkenrelevante Kanäle, siehe Abbildung
5.3). Um eine effektive Klassifizierung zu gewährleisten, sollte dies in skalierter Form (vgl. Ka-
pitel 5.2 und Hsu et al. 2003) geschehen. Alle fehlerhaften und ausmaskierten Pixel werden mit
NaN-Werten versehen und dürfen nicht zu Trainings- bzw. Klassifizierungszwecken herangezo-
gen werden. Solche Werte bilden demnach die Kategorie „Unclassified“. Abschließend werden
für die jeweilige Einzelszene die von imageSVM verfügbaren Funktionen und Prozeduren in
sequentieller Reihenfolge durchlaufen.
An erster Stelle erfolgt die Grid-Search-Prozedur in Verbindung mit der Auswahl von Kernel-
und Regularisierungsparametern. Die Auswahl dieser Parameter hängt unter anderem von der
Verteilung der Klassen innerhalb des Merkmalsraumes ab und sollte nach Möglichkeit durch
mehrfache Durchführung des Trainings (mit jeweils veränderten Parametern) für das entspre-
chende Klassifizierungsproblem angepasst werden. In Bezug auf eine Wolkendetektion bzw.
Wolkenklassifizierung von immer neuen Einzelszenen ist dies jedoch vom Aufwand her nicht
zu realisieren. Aus diesem Grund wird in dieser Arbeit auf die von imageSVM empfohlenen Pa-
rameter zurückgegriffen (siehe hierzu Janz et al. 2007, Geomatics-Department 2007). Im Rah-
men der Kernel- und Regularisierungsparameter lassen sich zwei SVM-Typen auswählen, C
und ν . Durch diese kommt es zu unterschiedlichem Einfluss der Trainingsdaten auf die Einbin-
dung der Hyperebene. Eine stichprobenartige Begutachtung hat gezeigt, dass mit C-SVM gute
Ergebnisse erzielt werden können (natürlich in Abhängigkeit der ausgewählten Trainingsdaten).
Die erzeugten Daten der internen Cross-Validation (vgl. Kapitel 5.2) zeigen ebenfalls, dass eine
sinnvolle Trennung mit Hilfe der empfohlenen Parameter möglich ist. Um die Rechenperfor-
mance zu erhöhen, wurde nur der sogenannte Multiplier innerhalb der Kernel-Parameter von 10
auf 100 gesetzt.
Im Anschluss erfolgt das Training des Klassifikators (SVM-Modell), und man erhält ab-
schließend die Wolkenmaske als Bild-Datei mit der Einteilung „Wolkenkontaminiert“ (Zah-
lenwert 1), „Wolkenfrei“ (2) und „Unclassified“ (0). Sie dient als Grundlage für die weitere
Differenzierung im Rahmen der automatisierten SVM-Wolkenklassifizierung.
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Kanal IR120 SVM-Wolkenmaske
Wolke
Wolkenfrei
(a) 20.03.2008 20:00 UTC
Kanal IR120 SVM-Wolkenmaske
Wolke
Wolkenfrei
(b) 08.06.2008 13:00 UTC
Kanal IR120 SVM-Wolkenmaske
Wolke
Wolkenfrei
(c) 10.09.2008 00:00 UTC
Kanal IR120 SVM-Wolkenmaske
Wolke
Wolkenfrei
(d) 10.12.2008 09:00 UTC
Abb. 5.15: Beispielhafte Darstellung verwendeter Trainingspixel der SVM-Wolkenmaske. Quelle: Eigene Dar-
stellung
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5.5 Anwendung der weiter differenzierten
SVM-Wolkenklassifizierung
Die weiterführende Wolkenklassifizierung auf Basis der SVM-Wolkenmaske erfolgt für jeden
Zeitschnitt mit einer ähnlichen Vorgehensweise wie bei der SVM-Wolkenmaske selbst. Zuerst
werden die Trainingsdaten der einzelnen Klassen bestimmt und mit Hilfe von ROIs zugeordnet.
Nachfolgend wird die SVM-Wolkenklassifizierung mit den durch imageSVM zur Verfügung
stehenden Funktionen durchgeführt. Als Input der SVM-Klassifizierung dient, neben den Trai-
ningsdaten, der sich aus den wolkenrelevanten Einzelkanälen und Kanal-Differenzen zusam-
mensetzende Merkmalsraum (vgl. Abbildung 5.3). Auf alle Kanäle des Stapels (Layerstack)
wird jedoch die zuvor erstellte Wolkenmaske angewendet, so dass nur Daten bezüglich der Wol-
ken in die weitere Rechnung einfließen. Wolkenfreie Flächen werden nicht mehr berücksichtigt.
Dies wird auch hier mit Hilfe von NaN-Werten realisiert.
Im Vergleich mit der Wolkenklassifizierung der SAFNWC (Cloud Type bzw. SAFNWC-
Cloudtype, vgl. Kapitel 3.2.2), bei der zwischen 19 Wolken-Kategorien unterschieden wird,
lässt sich mit dem SVM-Klassifizierungsverfahren, das auf der reinen Bildinformation der
METEOSAT-Kanäle basiert, nur eine geringere Anzahl von Klassen abgrenzen. Trainingsda-
ten müssten in hohem Umfang und mit hoher Sicherheit für alle Klassen zur Verfügung stehen,
was bei vorliegendem Verfahren nicht ohne weiteres möglich ist.
Durch die alleinige Betrachtung des oberen Teils der Bewölkung und die zur Verfügung ste-
henden Kanäle lässt sich dennoch eine sinnvolle Trennung in vier Wolkenklassen durchführen.
Diese Klassen beziehen sich vor allem auf unterschiedliche Höhen und Strahlungsdurchlässig-
keiten der Wolken. Zusammen mit der Klasse „Wolkenfrei“ erhält man fünf Klassen, die einen
Überblick der Bewölkungssituation des jeweiligen Zeitschnitts darstellen.
• Hoch Transparent - Dünne durchlässige Wolken in großer Höhe (Cirrus-Niveau)
• Hoch Kompakt - Kompakte undurchlässige Wolken in großer Höhe (Cirrus-Niveau)
• Niedrig Transparent - Teilweise und transparente Bewölkung in niedrigen bis mittleren
Höhen
• Niedrig Kompakt - Kompakte dichte Bewölkung in niedrigen bis mittleren Höhen
• Wolkenfrei
Eine Verwendung der Wetter-Kameras findet in Bezug auf die Trainingsdatengewinnung der
differenzierten Wolkenklassifizierung nicht mehr statt. Versuche, Informationen unterschiedli-
cher Wolkenarten aus den Aufnahmen der Wetter-Kameras mittels Erkennungsverfahren zu ex-
trahieren stellten sich als zu aufwendig bzw. fehlerhaft dar. Hinzu kommt die Problematik der
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Betrachtungsgeometrie. Der Satellit erfasst Wolken von oben, während die Wetter-Kameras ei-
ne Blickrichtung seitlich bzw. von unten aufweisen. Bei der Unterscheidung zwischen wolken-
kontaminierten und wolkenfreien Situationen scheint dies nicht so gravierend zu sein, bezogen
auf eine weitere Differenzierung ist dies aber mit Problemen verbunden, da gewisse Wolkenar-
ten nur schwer zu unterscheiden sind.
Die Gewinnung von Trainingsdaten erfolgt demnach ausschließlich auf Basis der Kombina-
tion verschiedener Schwellenwert-Tests (vgl. Kapitel 3 und Abbildung 5.16). Zu diesem Zweck
werden wie bei der SVM-Wolkenmaske bestimmte Kanäle bzw. Kanal-Differenzen herangezo-
gen, die als Grundlage für die Einzeltests dienen (vgl. hierzu Abbildung 5.13 und 5.16). Diese
Daten werden vor der eigentlichen Berechnung aufsteigend sortiert, um die niedrigsten und
höchsten Datenwerte verwenden zu können. Auch hier stellt die jeweilige Anzahl niedrigster
und höchster Werte sozusagen den „Schwellenwert“ dar. Zusätzlich werden für die Trainings-
datengewinnung unterschiedlicher Höhenniveaus auch explizite Schwellenwerte festgelegt. Der
in Kapitel 5.3.2 beschriebene ungefähre Grenzwert kommt nur noch bedingt zum Einsatz, da
er sich vorrangig auf den Übergang zwischen wolkenkontaminierter und wolkenfreier Flächen
bezieht.
Um bei der Trainingsdatengewinnung teilweise bewölkte Pixel von völlig bewölkten Pixeln
unterscheiden zu können, bedarf es weiterer Informationen über die Homogenität der jewei-
ligen Einzelszene. Hierzu wird die Standardabweichung eines Pixels im Vergleich mit seinen
benachbarten Bildpunkten berechnet. Dies geschieht mit Hilfe eines 3 x 3 Moving-Windows,
angewendet auf die gesamte Szene des Kanals IR120, woraus abschließend ein neues Bild mit
Standardabweichungswerten erzeugt wird. Jedes Pixel erhält somit einen Wert, der auf Homo-
genität schließen lässt. Diese Information fließt als separater Input-Kanal in den Prozess der
Trainingsdatengewinnung mit ein (vgl. Abbildung 5.16).
Die Trainingsdaten der Klasse „Hoch Kompakt“ basieren im Wesentlichen auf der Strahl-
ungstemperatur des Kanals IR120. Sehr geringe Werte weisen auf relativ hoch reichende Wol-
ken hin. Damit die Trainingsdaten nicht in den Bereich des niedrigen Höhenniveaus gelangen,
hat sich ein Schwellenwert von -20 °C als sinnvoll herausgestellt. Auch an kalten Wintertagen
nehmen sehr niedrige Wolken in der Regel keine Strahlungstemperaturen unterhalb von -20 °C
(Kanal IR120) an. Um den Umfang der Trainingsdaten gering zu halten und sich trotzdem dem
Grenzbereich der anderen Klassen nähern zu können, kommen auch hier Verknüpfungen (be-
stimmte Bedingungen bzw. Tests müssen erfüllt sein) mit anderen Schwellenwert-Tests zum
Einsatz (vgl. Abbildung 5.16). Beispielsweise lassen sich mit der Differenz IR108 - IR120
transparente Cirrus-Wolken erkennen (vgl. Kapitel 3), weshalb in Bezug auf die Klasse „Hoch
Kompakt“ nur geringste Werte verwendet werden dürfen. Ähnlich verhält es sich mit der Dif-
ferenz IR108 - IR087, die auf kompakte Wasserwolken hindeutet. Hier bezieht man sich ent-
sprechend auf hohe Werte. Die in Verbindung mit der Algorithmen-Kombination verwendeten
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Aufnahme Zeitpunkt X
Kanal IR087• 
Kanal IR108• 
Kanal IR120• 
Kanal VIS006• 
Datenwerte aufsteigend
sortiert
Zeitpunkt X
Abgeschätzter
Grenzwert [°C]
Kanal IR120
G
Input-Daten 
Aufnahme Zeitpunkt X
Berechnung 
Standardabweichung
STDAW
Kanal IR120
3 x 3 
Moving Window
IR120 → 50% niedrigste Werte bis G
IR120 < -20° C
IR108 - IR120 → 30% niedrigste Werte
IR108 - IR087 → 30% höchste Werte
STDAW Max - Min > 2
STDAW → 25% niedrigste Werte
und
und
und
und
und
IR120 → 50% niedrigste Werte bis G
IR120 < -20° C
IR108 - IR120 → 30% höchste Werte
IR108 - IR087 → 30% niedrigste Werte
STDAW Max - Min > 2
STDAW → 15% höchste Werte
und
und
und
und
und
IR120 → 50% höchste Werte bis G
IR120 > -20° C
IR108 - IR120 → 30% niedrigste Werte
IR108 - IR087 → 30% höchste Werte
STDAW Max - Min > 2
STDAW → 10% niedrigste Werte
und
und
und
und
und
IR120 → 50% höchste Werte bis G
IR120 > -20° C
IR108 - IR120 → 30% höchste Werte
IR108 - IR087 → 30% niedrigste Werte
STDAW Max - Min > 2
STDAW → 5% höchste Werte
und
und
und
und
und
Klasse Hoch Kompakt
≤ 1500 Pixel
Klasse Hoch Transparent
≤ 1500 Pixel
Klasse Niedrig Kompakt
≤ 1500 Pixel
Klasse Niedrig Transparent
≤ 1500 Pixel
Allgemeiner Test
Hoch = sehr geringe Werte
Dünne Cirrus Wolken
Kompakte Wasserwolken
Homogenität
Homogenität ganze Szene
Allgemeiner Test
Niedrig = relativ hohe Werte
Dünne Cirrus Wolken
Kompakte Wasserwolken
Homogenität
Homogenität ganze Szene
Zuordnung
über ROIs
Trainingsdaten Niedrig Transparent
Wolkenfrei ausmaskiert
Trainingsdaten Niedrig Kompakt
Trainingsdaten Hoch Transparent
Trainingsdaten Hoch Kompakt
Kanal IR120
Abb. 5.16: Erzeugung von Trainingsdaten für die SVM-Klassifizierung mit Hilfe verknüpfter Schwellenwertalgo-
rithmen. Zuordnung der vier weiteren Klassen erfolgt über Regions of Interest (ROIs). Umfang der kleinsten und
größten Werte sowie die maximale Anzahl an Trainingspixeln sind auf den Gesamtumfang der Szene Deutschland
abgestimmt. Quelle: Eigener Entwurf
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„Schwellenwerte“, also im eigentlichen Sinne der Anteil niedrigster bzw. höchster Werte, sind
auch hier, wie bei der SVM-Wolkenmaske, entsprechend angepasst. Sollte eine Klasse nur in
geringem Maße oder gar nicht vorkommen, so wird durch die Kombination der Tests erreicht,
dass auch nur wenige oder gar keine Pixel als Trainingsdaten erfasst werden. In Bezug auf
die homogenen Eigenschaften der Klasse „Hoch Kompakt“ sind zudem die vorab berechneten
Standardabweichungswerte von Interesse (siehe Seite 111). Geringe Werte sprechen für gleich-
mäßig kompakte Bewölkung.
Bei den Trainingsdaten der Klasse „Hoch Transparent“ ist die Vorgehensweise ähnlich, sehr
niedrige Werte, jenseits von -20 °C (Kanal IR120) lassen auf hohe Wolken schließen. Im Ge-
gensatz zur Klasse „Hoch Kompakt“ zeigt die Betrachtung der Kanal-Differenzen jedoch eine
andere Situation. Die Differenz IR108 - IR120 sollte für die Trainingsdatengewinnung dieser
Klasse nur hohe Werte aufweisen, während die Differenz IR108 - IR087 niedrigste Werte vor-
aussetzt. Auch die Betrachtung der Homogenität verhält sich entgegengesetzt. Hohe Standard-
abweichungswerte repräsentieren inhomogene Verhältnisse. Problematisch sind in diesem Zu-
sammenhang Überlagerungen bestimmter Wolken in unterschiedlichen Höhen. Da der Satellit
nur mit der Blickrichtung von oben arbeitet, können hohe dünne Wolken bzw. Wolkenfragmen-
te, die niedrige kompakte Wolken überlagern, auch nur als solche erfasst werden, obwohl der
Blick von unten eine kompakte Wolkendecke erkennen lässt. Dieses Problem wird im Rahmen
der Validierung noch ausführlicher diskutiert.
Die Trainingsdatengewinnung der Klassen „Niedrig Kompakt“ und „Niedrig Transparent“
bezieht sich ebenfalls vorrangig auf Werte des Kanals IR120. Hohe Werte sprechen für niedrige
Wolken. Durch den fixen Schwellenwert von -20 °C werden Überschreitungen in die Klassen
der hohen Wolken weitestgehend vermieden. Eine Differenzierung zwischen transparenter bzw.
teilweiser und kompakter Bewölkung erfolgt auch hier über Standardabweichungswerte und die
gegensätzliche Verwendung der beiden Kanal-Differenzen IR108 - IR120 und IR108 - IR087.
Die Differenz IR108 - IR120 wird zwar eigentlich nur bei hohen dünnen Wolken angewendet,
sollte aber auch als Maß für transparente Wolken im mittleren Höhenniveau nutzbar sein (vgl.
Kapitel 3), da hohe Wolken ohnehin durch den Schwellenwert -20 °C (Kanal IR120) ausge-
schlossen sind. Wie zuvor schon dargestellt, sprechen hohe Werte der Differenz IR108 - IR087
für niedrige kompakte Wasserwolken.
Sind die Wolken einer Einzelaufnahme so verteilt, dass bestimmte Klassen nicht vorkom-
men, so werden auch keine Trainingsdaten für diese Klassen generiert. Werden nur wenige
Trainingspixel für eine Klasse erzeugt, sollte der SVM-Klassifikator dennoch zu einem Ergeb-
nis kommen (vgl. Kapitel 5.1 und 5.2). Falls nur Trainingspixel einer Klasse vorhanden sind,
kann keine weitere Differenzierung durch den SVM-Klassifikator vollzogen werden. Bei ei-
ner sehr heterogenen Bewölkungssituation scheint dies aber unwahrscheinlich, da im Bereich
von teilweise bewölkten Pixeln in der Regel auch völlig bewölkte Pixel vorkommen. Ist je-
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Kanal IR120 SVM-Wolkenklassifi zierung
Niedrig Transparent
Wolkenfrei ausmaskiert
Niedrig Kompakt
Hoch Transparent
Hoch Kompakt
(a) 20.03.2008 20:00 UTC
Kanal IR120 SVM-Wolkenklassifi zierung
Niedrig Transparent
Wolkenfrei ausmaskiert
Niedrig Kompakt
Hoch Transparent
Hoch Kompakt
(b) 08.06.2008 13:00 UTC
Kanal IR120 SVM-Wolkenklassifi zierung
Niedrig Transparent
Wolkenfrei ausmaskiert
Niedrig Kompakt
Hoch Transparent
Hoch Kompakt
(c) 20.09.2008 00:00 UTC
Kanal IR120 SVM-Wolkenklassifi zierung
Niedrig Transparent
Wolkenfrei ausmaskiert
Niedrig Kompakt
Hoch Transparent
Hoch Kompakt
(d) 10.12.2008 09:00 UTC
Abb. 5.17: Beispielhafte Darstellung verwendeter Trainingspixel der weiter differenzierten SVM-Wolkenklassifi-
zierung. Quelle: Eigene Darstellung
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doch der ganze Bildausschnitt mit kompakter Bewölkung überdeckt, besteht die Möglichkeit,
dass die komplette Szene neben der Klasse „Wolkenfrei“ nur aus einer Wolkenklasse besteht
(z.B. „Niedrig Kompakt“). Um zu vermeiden, dass nur Trainingsinformation einer Klasse in
das weitere Klassifizierungsverfahren einfließt, wird bei der Generierung der Trainingspixel ein
zusätzlicher Homogenitätstest durchgeführt. Ist die Differenz zwischen Standardabweichungs-
maximum und Standardabweichungsminimum der ganzen Szene sehr gering, scheint dies für
eine sehr einheitliche Bewölkungssituation zu sprechen. Wird hier der Wert 2 unterschritten, so
wird keine weitere Klassifizierung durchgeführt (vgl. Abbildung 5.16).
Der Übergang zwischen völlig bewölkten und wolkenfreien Flächen ist oft charakterisiert
durch Pixel mit teilweiser Bewölkung bzw. durch relativ transparente Wolken (z.B. Nebel), die
jedoch nicht immer mit hohen Standardabweichungswerten verbunden sind. Die durchlässige
Strahlung der Erdoberfläche kann hier zu vergleichsweise homogenen Verhältnissen führen,
so dass fälschlicherweise Trainingspixel der Klasse „Niedrig Kompakt“ erzeugt werden. Zur
Vermeidung werden relativ „warme“ Pixel (Kanal IR120) im Bereich des Übergangs „Völlig
Bewölkt - Wolkenfrei“ noch einmal auf ihre Homogenität überprüft und entsprechend als Trai-
ningspixel der Klasse „Niedrig Transparent“ zugeordnet.
Durch die Verknüpfungen der Schwellenwertalgorithmen (Einzeltests) in Bezug auf niedrigs-
te bzw. höchste Wertebereiche (vgl. Abbildung 5.16), lässt sich die Menge der Trainingsdaten in
einem für die Rechenzeit akzeptablen Rahmen halten. Um den Umfang der Trainingspixel trotz-
dem zu begrenzen, sollten 1500 Bildpunkte pro Klasse nicht überschritten werden. Andernfalls
erfolgt auch hier eine Beschneidung mittels Zufallsverfahren.
Abschließend sei noch einmal erwähnt, dass alle Parameter, wie der Anteil höchster und
niedrigster Werte innerhalb der Test-Verknüpfungen (vgl. Abbildung 5.14 und 5.16), maxima-
ler Umfang von Trainingspixeln usw., auf den Ausschnitt Deutschland angepasst sind. Da die
Berechnung der umfangreichen Datenreihen sehr zeitintensiv ist, besteht sicherlich immer noch
die Möglichkeit der weiteren Optimierung dieser Parameter. Gleiches gilt bei einer Übertragung
auf andere Gebiete.
Stehen für die einzelnen Klassen die notwendigen Trainingsdaten als ROI zur Verfügung,
schließt sich das auf den Funktionen von imageSVM basierenden Klassifizierungsverfahren an.
Die Trennung mehrerer Klassen erfolgt durch den Ansatz One Against All (OAA). In Bezug
auf die für jedes Klassifizierungsproblem erzeugten Stützvektoren (Support Vectors) hat sich
gezeigt, dass deren Umfang bei kleinerer Anzahl der Trainingspixel meist größer ist. Es erge-
ben sich jedoch teilweise enorme Unterschiede, da auch die Verteilung der Wolkenklassen von
Szene zu Szene variiert. Neben den von imageSVM erzeugten Parameter-Dateien (vgl. Kapitel
5.2) erhält man die Klassifizierungsergebnisse in Form von Bilddaten (vgl. Abbildung 7.1).
Zusammenfassend ergibt sich für jeden Zeitschnitt ein Klassifizierungsergebnis mit vier Wol-
kenklassen ergänzt durch die zuvor erstellte Klasse „Wolkenfrei“. Das gesamte Verfahren in-
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Tab. 5.5: Durchschnittliche Rechenzeiten der SVM-Wolkendetektion und SVM-Wolkenklassifizierung (ohne Vali-
dierung) für einen Zeitschnitt. Abgeleitet aus rückwirkender Berechnung der ersten Hälfte des Jahres 2008. Quelle:
Eigene Erhebung
Zeitraum ∅ Rechenzeit in Minuten
Januar 2008 3:40
Februar 2008 3:55
März 2008 3:39
April 2008 3:42
Mai 2008 3:30
Juni 2008 3:57
Januar 2008 bis Juni 2008 3:44
klusive Erfassung von Wolken durch Wetter-Kameras, Abschätzung des ungefähren Grenzwer-
tes, Erstellung der Wolkenmaske inklusive Gewinnung von Trainingspixeln und die Erzeugung
der weiter differenzierten Wolkenklassifizierung kann für jede METEOSAT-Aufnahme kom-
plett durchgeführt werden. Obwohl die Ausrichtung der Programme an eine Nachprozessierung
der Datenreihe des Jahres 2008 angepasst sind, sollte nach den durchschnittlichen Rechenzei-
ten (vgl. Tabelle 5.5) ein operationeller Betrieb absolut möglich sein. Die Bilder der Wetter-
Kameras müssten hierzu für den entsprechenden Zeitpunkt direkt nach ihrer Aufnahme ausge-
lesen werden, damit sie mit der entsprechenden METEOSAT-Szene in einem Real-Time-Modus
abgeglichen werden können.
In den nachfolgenden Kapiteln wird das Validierungsverfahren der SVM-Wolkenmaske und
der Vergleich mit den Ergebnissen der SAFNWC-Produkte detailliert beschrieben.
6 Validierung der Wolkendetektion mit
synoptischen Beobachtungsdaten
Das Validierungsverfahren anhand von synoptischen Beobachtungsdaten ist so ausgerichtet,
dass es, sofern Validierungsdaten zur Verfügung stehen, direkt für jede Einzelszene durchge-
führt werden kann (vgl. Abbildung 5.1). Hierzu werden die Validierungsdaten aus dem DWD-
SAT-Datensatz extrahiert (vgl. Kapitel 4.6). Das heißt, alle WMO-Stationen innerhalb von
Deutschland werden bezüglich ihrer geographischen Koordinaten mit dem entsprechenden Pi-
xel der METEOSAT-Szene verknüpft (vgl. Seite 72).
Aufgrund der räumlichen Auflösung von METEOSAT im Bereich von Deutschland (ca. 6
km, vgl. Abbildung 4.1), werden auch nur diese entsprechenden Pixel zu Validierungszwecken
eingesetzt. Zwar wird durch die synoptische Beobachtung an der jeweiligen WMO-Station in
der Regel ein größerer Teil der Himmelsfläche erfasst, dennoch sollten die Bewölkungsverhält-
nisse des METEOSAT-Bildpunktes hiermit gut darstellbar sein. Eine Hinzunahme benachbarter
Pixel ist daher, bei vorliegender räumlicher Auflösung, nicht unbedingt notwendig. Innerhalb
des Verfahrens der Trainingsdatengewinnung wurde zudem sicher gestellt, dass es zu keinen
Überschneidungen zwischen Trainingsdaten und Validierungsdaten kommt.
Die Beobachtungsdaten der WMO-Stationen stehen für Deutschland in stündlichen Interval-
len zur Verfügung, und die Bereitstellung der Daten erfolgt, im Vergleich zu den METEOSAT-
Aufnahmen selbst, mit einer zeitlichen Verzögerung. Bei der rückwirkenden Bearbeitung der
Daten des Jahres 2008 spielt dies keine Rolle, für eine Validierung im laufenden Betrieb muss
der Versatz jedoch berücksichtigt werden.
Um einen Vergleich zwischen der SVM-Wolkendetektion und den Produkten des SAFNWC
gewährleisten zu können (vgl. Kapitel 3.2), der nicht nur auf visueller Begutachtung beruht, er-
folgt die Validierung in gleicher Weise für die SAFNWC-Cloudmask. Es werden demnach alle
vorhandenen Validierungs-Bildpunkte für beide Detektionsverfahren herangezogen (vgl. Abbil-
dung 5.1 und 6.1). Da die SAFNWC-Cloudmask innerhalb der Prozessierung auf den gleichen
Ausschnitt angewendet wird (Abmessungen und Koordinaten bezogen auf die gesamte „MSG-
Scheibe“, vgl. Kapitel 4.5 und Abbildung 5.2), kann für beide Verfahren identisch vorgegangen
werden.
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Ausführliche Validierungsansätze der SAFNWC-Wolkenprodukte, ebenfalls anhand von syn-
optischen Beobachtungsdaten, wurden zwar schon durchgeführt (vgl. Derrien und Le Gléau
2005a, SAFNWC 2007j, SAFNWC 2007l), basieren jedoch auf einer anderen Herangehens-
weise. Aus diesem Grund wird das Validierungsverfahren sowohl für die SVM-Wolkenmaske,
als auch für die SAFNWC-Cloudmask mit gleichen Bedingungen durchgeführt.
Der Umfang des Validierungsdatensatzes setzt sich aus allen zur Verfügung stehenden Zeit-
punkten mit ihren jeweiligen Validierungsstandorten (Bildpunkte der Stationen) zusammen.
Insgesamt stehen WMO-Stationsdaten von Anfang Juli bis Ende Dezember des Jahres 2008
zur Verfügung. Da die Verteilung von Wolken und wolkenfreien Flächen in jeder Szene unter-
schiedlich ist, kann mit dieser Vorgehensweise gewährleistet werden, dass eine Vielzahl mögli-
cher Bewölkungssituationen Teil des Validierungsverfahrens werden.
Eine auf synoptischen Beobachtungsdaten basierende Validierung der weiter differenzier-
ten Wolkenklassifizierung stellte sich bei mehreren Testläufen als äußerst schwierig dar. Zwar
stehen an den meisten Stationen auch Informationen über Wolkenart bzw. Wolkenhöhe zur Ver-
fügung (vgl. Kapitel 6.1), diese beziehen sich jedoch auf die Betrachtung des Beobachters von
unten. Je nach Bewölkungsgrad erhält man somit nur Informationen über den unteren Teil der
Wolkengegebenheiten. Die Klassifizierung durch den Satelliten erfolgt jedoch von oben, wo-
durch ausschließlich Informationen von diesem Teil der Bewölkung gewonnen werden. Über-
lagerungen unterschiedlicher Wolkenarten oder die vertikale Mächtigkeit der Wolken lassen
sich mit vorliegendem Verfahren nicht ableiten. Eine Validierung, wie sie im Sinne der SVM-
Wolkenmaske durchgeführt wird, kann demnach nicht erfolgen. Andere Validierungsansätze,
die z.B. auf der Interpretation durch Experten basieren, sind nur mit erheblichen Aufwand
durchzuführen (vgl. Diamandi und Dybbroe 2001). Letztendlich bleibt nur ein Vergleich mit
den Ergebnissen des Produkts SAFNWC-Cloudtype (vgl. Kapitel 3.2.2), welcher Hinweise auf
die Genauigkeit der SVM-Wolkenklassifizierung geben kann.
6.1 Umsetzung des Validierungsverfahrens
Sobald die SVM-Wolkenmaske erstellt ist und die für die Validierung notwendigen Daten ver-
fügbar sind, kann sich das Validierungsverfahren anschließen. Ähnlich wie bei der Trainings-
datenzuordnung, erfolgt die Validierung mit Hilfe von ROIs. Hierzu werden die mit WMO-
Stationen verknüpften Pixel, in Abhängigkeit ihrer Klassenzugehörigkeit, als entsprechendes
ROI definiert. Da die Validierung der SVM-Wolkenmaske mit Funktionen von imageSVM
durchgeführt wird, bedarf es zusätzlich der für die SVM-Berechnung notwendigen Stapel-Da-
tei (Layerstack, Merkmalsraum als Kanalkombination, siehe Abbildung 5.3) und der SVM-
Modell-Datei (SVM-Klassifikator). Letztere wurde beim Training für den entsprechenden Zeit-
schnitt erstellt. Das eigentliche Klassifizierungsergebnis (SVM-Wolkenmaske als Bild-Datei)
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Stationsnr. Standort Geo. Breite Geo. Länge
10035 SCHLESWIG 54,533 9,550
10055 WESTERMARKELSDURF 54,533 11,067
10131 CUXHAVEN 53,867 8,700
10147 HAMBURG/FUHLSBUTTEL 53,633 10,000
10162 SCHWERIN          53,633 11,417
10170 WARNEMUENDE 54,183 12,083
10184 GREIFSWALD        54,100 13,400
10200 EMDEN\FLUGPLATZ 53,383 7,233
10224 BREMEN 53,050 8,800
10264 MARNITZ (AUT)  53,317 11,933
10270 NEURUPPIN         52,900 12,817
10291 ANGERMUENDE  53,033 14,000
10315 MUNSTER/OSNABRUCK 52,133 7,700
10338 HANNOVER 52,467 9,700
10361 MAGDEBURG         52,117 11,583
10379 POTSDAM           52,383 13,067
10384 BERLIN/TEMPELHOF 52,467 13,400
10393 LINDENBERG        52,217 14,117
10400 DUSSELDORF 51,283 6,783
10427 KAHLER ASTEN(MOUNT) 51,183 8,483
10430 BAD LIPPSPRINGE 51,783 8,833
10438 KASSEL 51,300 9,450
10439 FRITZLAR (GER-ARMY) 51,133 9,283
10453 BROCKEN (PEAK)    51,800 10,617
10469 LEIPZIG/SCHKEUDITZ 51,417 12,233
10488 DRESDEN/KLOTZSCHE 51,133 13,783
10496 COTTBUS 51,783 14,317
10499 GOERLITZ          51,167 14,950
10501 AACHEN 50,783 6,100
10506 NUERBURG-BARWEILER 50,350 6,867
10513 KOLN/BONN (CIV/MIL) 50,867 7,167
10532 GIESSEN 50,583 8,700
10544 WASSERKUPPE (MOUNT) 50,500 9,950
10548 MEININGEN         50,567 10,383
10554 ERFURT/BINDERSLEBN& 50,983 10,967
10567 GERA/LEUMNITZ     50,883 12,133
10578 FICHTELBERG MTN   50,433 12,950
10609 TRIER/PETRISBERG 49,750 6,667
10616 HAHN 49,950 7,267
10637 FRANKFURT MAIN ARPT 50,050 8,600
10655 WURZBURG (USA-AF) 49,767 9,967
10675 BAMBERG (USA-AF) 49,883 10,917
10685 HOF 50,317 11,883
10688 WEIDEN (MIL/MET) 49,667 12,183
10708 SAARBRUCKEN/ENSHEIM 49,217 7,117
10727 KARLSRUHE (USA-AF) 49,033 8,367
10729 MANNHEIN/NEUOSTHEIM 49,517 8,550
10738 STUTTGART/ECHTERDI 48,683 9,217
10742 OEHRINGEN 49,217 9,517
10763 NURNBERG 49,500 11,083
10776 REGENSBURG/OBERHUB 49,050 12,100
10788 STRAUBING(GER-ARMY) 48,833 12,567
10791 GROSSER ARBER (MTN) 49,117 13,133
10805 LAHR (CAN-AFB) 48,367 7,833
10815 FREUDENSTADT 48,450 8,417
10836 STOETTEN 48,667 9,867
10852 AUGSBERG/MULHAUSEN 48,433 10,933
10870 MUNICH ARPT 48,350 11,783
10895 FURSTENZELL 48,550 13,350
10908 FELDBERG/SCHWARZWAL 47,883 8,000
10929 KONSTANZ 47,683 9,183
10946 KEMPTEN/DURACH 47,717 10,333
10948 OBERSTDORF 47,400 10,283
10961 ZUGSPITZE MOUNTAIN 47,417 10,983
10962 HOHENPEISSENBERG 47,800 11,017
10980 WENDELSTEIN MTN 47,700 12,017
Abb. 6.1: Standorte der durch DWDSAT verfügbaren WMO-Stationsdaten (Deutschland), für die Validierung des Wolkendetektionsverfahrens. Quelle: Eigener Entwurf,
Stationsliste extrahiert aus DWDSAT-Synopdaten
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Tab. 6.1: Beobachtungsdaten an den WMO-Stationen. Wolkenbedeckung (Total Cloud Cover) in Achteln. Quelle:
Eigene Aufstellung abgeleitet aus DWDSAT-Synopdaten
Einteilung Total Cloud Cover (Achtel)
Wolkenfrei sky clear
Wolken/Wolkenfrei 1/8th or less, but not sky clear
Wolken 2/8ths
3/8ths
4/8ths
5/8ths
6/8ths
7/8ths or more, but not 8/8ths
8/8ths
sky obscured
ist bei dieser Vorgehensweise nicht unbedingt erforderlich, da sich die notwendige Information
aus dem SVM-Modell, verbunden mit der verknüpften Stapel-Datei, ableiten lässt.
Um die Validierungsinformation der synoptischen Stationsdaten (gts06-SYNOP1_Bulletins,
vgl. Kapitel 4.6) in tabellarischer Form verwenden zu können, müssen diese in einem ersten
Schritt dekodiert werden. Anschließend erfolgt die Auswahl der für diese Arbeit notwendi-
gen Stationen, welche anhand ihres Ländercodes (DL für Deutschland) extrahiert werden. In
gleicher Weise können Datum und Zeit (UTC) mit der zugehörigen METEOSAT-Aufnahme
abgeglichen werden. Insgesamt stehen 66 Stationen für den Raum Deutschland zur Verfügung
(vgl. Abbildung 6.1). Stationen, die sich auf Inseln befinden, werden für die Validierung nicht
verwendet, da sich das Detektionsverfahren nur auf Landflächen bezieht. Die Isolation durch
Meeresflächen könnte zu Missinterpretationen führen. Alle an den Stationen aufgezeichneten,
sich auf Bewölkung beziehende Beobachtungsdaten, sind nachfolgend aufgelistet:
• Cloud Base - Wolkenbasishöhe in Metern
• Total Cloud Cover - Wolkenbedeckung in Achteln (Achtel-Skala)
• Low Cloud Type - Wolkenart im niedrigen Stockwerk (vgl. Tabelle 2.1)
• Middle Cloud Type - Wolkenart im mittleren Stockwerk (vgl. Tabelle 2.1)
• High Cloud Type - Wolkenart im hohen Stockwerk (vgl. Tabelle 2.1)
Für die Validierung der SVM-Wolkenmaske wird die Wolkenbedeckung in Achteln heran-
gezogen (vgl. Tabelle 6.1 und Kraus 2009, S. 305). Mit Hilfe der Achtel-Skala erfasst man die
Gesamtbedeckung des Himmels, wobei sich die Himmelsfläche aus acht Teilen zusammensetzt.
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Da zwischen wolkenkontaminierten und wolkenfreien Pixeln unterschieden wird, muss vorab
geklärt werden, ab welchem Wert man von einer wolkenfreien Situation sprechen kann. Aus die-
sem Grund findet eine zweimalige Durchführung des Validierungsverfahrens statt. Zum einen
wird angenommen, dass es sich bei dem Wert „1/8th or less, but not sky clear“ um Bewölkung
handelt, während in einem zweiten Lauf von einer wolkenfreien Situation ausgegangen wird.
Anhand der Ergebnisdarstellungen kann dies dann entsprechend verglichen werden.
Weiterhin ist zu erwähnen, dass Validierungspixel mit Schneebedeckung nicht innerhalb des
Verfahrens eingesetzt werden. Im gesamten Prozess der Detektion werden Schneeflächen nicht
berücksichtigt, da sich die Gewinnung entsprechender Trainingsdaten als zu fehlerhaft erwie-
sen hat. Von einer ausgeprägten Falschzuweisung durch Schneeflächen ist daher auszugehen.
Da sich die Validierung aber auf die Trennung zwischen Wolken und wolkenfreien Landflächen
bezieht, werden mit Schnee kontaminierte Pixel bei der Validierung außen vor gelassen. Inner-
halb der einzelnen SVM-Wolkenmasken (je Zeitschnitt) muss daher einkalkuliert werden, dass
Schnee- und Eisflächen zu größeren Ungenauigkeiten führen.
Liegt an einem Validierungspixel kein Detektionsergebnis vor („Unclassified“, NaN) so wird
dieses auch nicht für die weitere Validierung herangezogen. Sind insgesamt keine Validierungs-
daten für den Aufnahmezeitpunkt vorhanden, so findet hier keine Validierung statt.
Abschließend erhält man zwei ROIs („Wolkenkontaminiert“ und „Wolkenfrei“) deren An-
zahl an Bildpunkten zusammen den Umfang der möglichen Validierungspixel ergibt. Mit den
notwendigen Input-Daten (Merkmalsraum als Layerstack und SVM-Modell) wird dann, unter
Verwendung der Validierungsfunktionen von imageSVM, die Bewertung begonnen.
Für die Validierung der SAFNWC-Cloudmask, die nach gleichem Muster erfolgt, können
die imageSVM Funktionen nicht herangezogen werden, weshalb die entsprechenden Gütemaße
des Accuracy Assessments eigenständig berechnet werden. Nachfolgend aufgeführte Parameter
werden für jede Einzelszene, an der Validierungsdaten zur Verfügung stehen, erhoben (vgl.
hierzu auch Jensen 2004, S. 495 ff.).
• Konfusionsmatrix
• Overall Accuracy
• Kappa-Koeffizient
• Producer Accuracy
• User Accuracy
• Clear Failure - Überschätzung Wolken
• Cloud Failure - Unterschätzung Wolken
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Tab. 6.2: Aufbau der Konfusionsmatrix für die Validierung der SVM-Wolkenmaske und der SAFNWC-
Cloudmask. Quelle: Eigene Aufstellung
Wolke beobachtet Wolkenfrei beobachtet Summe
Wolke detektiert A B A + B
Wolkenfrei detektiert C D C + D
Summe A + C B + D ∑
Der Aufbau der Konfusionsmatrix ist in Tabelle 6.2 dargestellt und die für die Wolkendetek-
tion wesentlichen Genauigkeitsmaße werden wie folgt berechnet.
Overall Accuracy = (A+D∑ )∗100 (6.1)
Cloud Failure = ( C
A+C
)∗100 (6.2)
Clear Failure = ( B
B+D
)∗100 (6.3)
Da es sich bei Cloud und Clear Failure um den Gegensatz der jeweiligen Producer Accura-
cy handelt (vgl. Derrien et al. 2005), und wegen der im Umfang unterschiedlich großen Klas-
sen, wird im weiteren nicht mehr näher auf Producer und User Accuracy eingegangen. Glei-
ches gilt für den Kappa-Koeffizienten (vgl. Pontius 2000), der zwar durch die Funktionen von
imageSVM berechnet wird, jedoch für das vorliegende Klassifizierungsproblem (zwei Klassen
mit unterschiedlicher Größe) kein sinnvolles Maß darstellt. Mit Hilfe der Overall Accuracy, so-
wie Cloud und Clear Failure, lassen sich in diesem Zusammenhang bessere Aussagen über die
Genauigkeit treffen.
Liegen nur Validierungsdaten einer Klasse vor, beispielsweise wenn große Teile der Szene
wolkenbedeckt sind, kann die Berechnung nicht mit den Funktionen von imageSVM durchge-
führt werden. In diesem Fall erfolgt nur die eigenständige Berechnung der Overall Accuracy.
Die Ausgabe der Werte wird mittels einer Log-Datei realisiert.
Da die Validierung für mehrere Zeitschnitte durchgeführt werden soll, müssen die Validie-
rungsdaten der Einzelzeitschnitte zusammengefasst werden. Eine über alle Aufnahmezeitpunk-
te aufsummierte Konfusionsmatrix, aus der die Berechnung der Gütemaße über den Gesamt-
zeitraum erfolgt, wird erzeugt. Durch die Zusammenführung der Validierungspixel über einen
größeren Zeitraum wird eine Vielzahl an Bewölkungssituationen abgedeckt, auch wenn für die
jeweilige Einzelszene nur eine begrenzte Anzahl an Validierungspixeln zur Verfügung steht
(vgl. Abbildung 6.1).
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Damit die Validierung der SAFNWC-Cloudmask in gleicher Weise durchgeführt werden
kann, müssen die Klassen dieser Maske angepasst werden. Im Ursprungsprodukt wird zusätz-
lich zwischen völlig bewölkten und teilweise bewölkten Flächen unterschieden (vgl. Abbildung
3.2). Zudem findet tagsüber eine Erfassung von Schneeflächen statt. Durch Auslesen des HDF5-
Dateiformates lassen sich die verschiedenen Klassen zusammenfassen. Man erhält somit nur
noch eine Differenzierung zwischen „Wolkenkontaminiert“ und „Wolkenfrei“. Schneeflächen
werden als „Wolkenfrei“ eingestuft.
6.2 Validierungsergebnisse SVM-Wolkenmaske im Vergleich
mit SAFNWC-Cloudmask
Im Folgenden sind die Validierungsergebnisse sowohl der SVM-Wolkenmaske als auch der
SAFNWC-Cloudmask für den Zeitraum Juli bis Dezember 2008 dargestellt. Für jeden Monat
und den Gesamtvalidierungszeitraum ergibt sich die entsprechende Konfusionsmatrix, Overall
Accuracy, Cloud und Clear Failure (siehe Tabellen 6.3 bis 6.6). Abbildung 6.2 zeigt die Er-
gebnisse zusätzlich in grafischer Form. Bei der ersten Betrachtung wird schnell deutlich, dass
beide Wolkendetektionsverfahren mit Genauigkeiten (Overall Accuracy) von über 80 % sehr
solide funktionieren. Die SVM-Wolkendetektion kann hier, bis auf November und Dezember,
sogar höhere Genauigkeiten vorweisen. Dies gilt für beide Ausgangslagen der Achtel-Skala
(vgl. Kapitel 6.1). Ein-Achtel wird zum einen als „Wolkenkontaminiert“ (vgl. Tabelle 6.5 und
6.6), zum anderen als „Wolkenfrei“ eingestuft (vgl. Tabelle 6.3 und 6.4). Auffällig ist hierbei,
dass bei der Annahme „Ein-Achtel entspricht wolkenkontaminierten Gegebenheiten“, beide Er-
kennungsverfahren allgemein geringere Genauigkeiten aufweisen. Man könnte vermuten, dass
der Beobachter in diesen Situationen nur ganz geringfügige Bewölkung erfasst, die durch die
Erkennungsverfahren (SVM und SAFNWC) nur bedingt richtig detektiert werden können. Bei
der SVM-Wolkenmaske kommt es in diesem Unsicherheitsbereich verstärkt zu einer Überschät-
zung von Wolken, während die SAFNWC-Cloudmask eine übermäßige Unterschätzung zeigt.
Dies wird noch deutlicher, wenn man sich die Werte von Cloud und Clear Failure der einzel-
nen Monate anschaut. Die SVM-Wolkenmaske verzeichnet hier, im Vergleich zur SAFNWC-
Cloudmask, relativ hohe Clear Failure Werte, während es sich bei Cloud Failure umgekehrt
verhält. Zwar ist die relative Differenz von Clear Failure zwischen den unterschiedlichen Ver-
fahren höher als bei Cloud Failure, dies ist jedoch durch die unterschiedliche Größe der Klassen
zu begründen. Innerhalb der jeweiligen Konfusionsmatrix lässt sich aber erkennen, wie sich die
falsch detektierten Werte der jeweiligen Klassen in absoluten Zahlen zusammensetzen. Man
muss trotzdem davon ausgehen, dass die Klasse „Wolkenfrei“, durch ihre geringere Größe, von
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der SVM-Wolkenmaske in Teilen nur ungenau wiedergegeben werden kann. Innerhalb von Ka-
pitel 7 wird dies weiter diskutiert.
Auffällig ist vor allem die hohe Überschätzung der SVM-Wolkendetektion im Dezember.
Diese lässt sich wahrscheinlich auf wolkenfreie Gegebenheiten in Verbindung mit ausgeprägten
Schneeflächen in höheren Lagen zurückführen, die in diesem Monat zu verzeichnen waren24.
Wie bereits erwähnt, werden Schneeflächen zwar bei der Validierung nicht berücksichtigt, sie
können jedoch als fehlerhafte Information bei der Trainingsdatengewinnung und Klassifizie-
rung zu Ungenauigkeiten führen.
Die Problematik der Überschätzung durch den SVM-Klassifikator ist in Abbildung 6.3 an-
hand zweier Beispiele noch einmal genauer dargestellt. Zwar werden wolkenfreie Landflächen
durch die SVM-Wolkendetektion fälschlicherweise als Wolke eingestuft, ob hier in Teilen den-
noch von Bewölkung ausgegangen werden kann, liegt eventuell auch an Ungenauigkeiten durch
die subjektive Einschätzung des Beobachters.
Betrachtet man die im Zusammenhang der SAFNWC bereits durchgeführten Validierungs-
versuche (vgl. hierzu Derrien und Le Gléau 2005a, S. 4721 - 4729) so sieht die Situation ins-
besondere für Regionen in den nördlicheren Breiten recht ähnlich aus. Zwar werden hier bei
der Overall Accuracy höhere Werte erzielt (Nordic = 89,3 %; Mid-latitude = 91,7 %), dennoch
kommt es auch hier vornehmlich zu Überschätzungen von Wolken (Clear Failure) vor allem
bei den Nacht-Testreihen (Nordic = 25,5 %; Mid-latitude = 10,9 %; Nordic-Night = 33,6 %;
Mid-latitude-Night = 15,0 %). Der Vergleich mit vorliegender Validierung ist jedoch mit Vor-
sicht zu betrachten, da die Herangehensweise bei Derrien und Le Gléau (2005a) eine andere ist.
Derrien und Le Gléau (2005a) beziehen sich auf mehrere Pixel (auch benachbarte Pixel) und es
wird nicht zwischen „Wolkenfrei“ und „Wolkenkontaminiert“, sondern zwischen „Wolkenfrei“
und „Völlig Bewölkt“ unterschieden. Zudem wurde eine andere Zeitspanne herangezogen (No-
vember 2003 bis April 2004) und die Stationsdaten beziehen sich auf den ganzen Bereich von
Europa. In Bezug auf die in vorliegender Arbeit erkennbare Unterschätzung der SAFNWC-
Cloudmask, kann man vermuten, dass hierfür die Berechnungen ohne zusätzliche Wettervor-
hersagemodell-Daten (NWP) verantwortlich sind (vgl. Kapitel 4.5). Die Abwesenheit dieser
Zusatzdaten führt zwar zu einer veränderten Genauigkeit, ist aber erforderlich, um einen Ver-
gleich zweier Verfahren zu gewährleisten, die beide vorrangig auf reinen Bilddaten basieren.
Über die Art der Bewölkung, die bei der SAFNWC-Cloudmask vornehmlich unterschätzt
wird, lässt sich durch das vorliegende Validierungsverfahren keine Aussage treffen. Zu vermu-
ten ist, dass vor allem Pixel mit dünnem Wolkenbesatz auf Subpixel-Ebene (z.B. Cirrus-Wolken,
Kondensstreifen des Flugverkehrs usw.) hierfür verantwortlich sind. In Verbindung mit der Er-
gebnisdarstellung in Kapitel 7 wird genauer darauf eingegangen.
24http://www.wetteronline.de/wotexte/redaktion/rueckblick/2008/12/30_dz.htm
[25.02.2011]
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Abb. 6.2: Vergleich der Validierungsergebnisse als grafische Darstellung. Quelle: Eigene Darstellung
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Abb. 6.3: Effekt der SVM-Überschätzung. Quelle: Eigene Darstellung
Um den Einfluss der Wetter-Kameras bei der Trainingsdatengewinnung abschätzen zu kön-
nen, wurde ein separater Durchlauf der SVM-Wolkendetektion, ohne zusätzliche Informati-
on der Wetter-Kameras, für den Monat Oktober 2008 durchgeführt. Das Validierungsergebnis
(Overall Accuracy, vgl. Tabelle 6.7) ist zwar nur geringfügig schlechter als bei ergänzender
Verwendung der Wetter-Kameras, es wird jedoch deutlich, dass insbesondere die Überschät-
zung (Clear Failure) durch die Informationen der Kameras geringer ausfällt. In diesem Zusam-
menhang kommt es bei der Trainingsdatengewinnung zu einer Korrektur auf Basis der Wetter-
Kameras.
Eine weitere Differenzierung des Validierungsverfahrens erfolgte in Bezug auf Tag- und
Nacht-Testsequenzen bei der Trainingsdatengewinnung (vgl. hierzu Tabelle 5.4 und Abbil-
dung 5.14). Diese Unterscheidung bezieht sich nur auf die Trainingsdatengewinnung der SVM-
Wolkendetektion, bei der tagsüber (voll ausgeleuchtete Szene Deutschland) zusätzliche Test-
Algorithmen basierend auf METEOSAT-Kanälen im sichtbaren Wellenlängenbereich zum Ein-
satz kommen. Der Vergleich ist in Tabelle 6.8 (obere vier Zeilen) aufgeführt und zeigt, dass
durch die zusätzliche Berücksichtigung der sichtbaren Kanäle eine höhere Genauigkeit er-
zielt werden kann. Es ist zudem davon auszugehen, dass sich bei dieser Betrachtung ebenfalls
der positive Effekt der Wetter-Kameras erkennen lässt. Bis auf den Standort Mannheim, steht
nachts keine zusätzliche Trainingsinformation durch Kameras zur Verfügung. Beim Vergleich
mit der SAFNWC-Cloudmask ist darauf zu achten, dass sich die Tag- und Nachteinteilung
auf die SVM-Trainingsdatengewinnung bezieht. Bei der eigentlichen Erstellung der SAFNWC-
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Cloudmask ist diese Einteilung eine andere (vgl. hierzu Derrien und Le Gléau 2005a, S. 4729).
Abweichungen zwischen SVM-Wolkenmaske und SAFNWC-Cloudmask sind bei dieser Diffe-
renzierung jedoch nur in geringem Maße zu verzeichnen.
Abschließend wurde noch eine Abschätzung der Genauigkeit in Bezug auf unterschiedli-
che Höhenlagen der WMO-Stationen durchgeführt. Hierzu wurden Stationsdaten unterhalb und
oberhalb von 300 Höhenmetern herangezogen. Mit dieser Betrachtung soll dargestellt werden,
ob sich die Qualität des Detektionsverfahrens in den höheren Lagen der Mittelgebirge anders
verhält, als dies in niederen Regionen der Fall ist (vgl. Tabelle 6.8, untere vier Zeilen). Die
Overall Accuracy zeigt hier sowohl in der Höhe, als auch beim Vergleich SVM zu SAFNWC
kaum Unterschiede. Lediglich die zuvor beschriebenen Phänomene der SVM-Überschätzung
sowie der SAFNWC-Unterschätzung werden mit zunehmender Höhe leicht verstärkt.
In den nachfolgenden Kapiteln werden die Ergebnisse, sowohl der Wolkendetektion als auch
der weiter differenzierten Wolkenklassifizierung, ausführlich dargestellt. Zudem sollen anhand
der räumlichen und zeitlichen Differenzierung des Wolkenbedeckungsgrades weitere Unge-
nauigkeiten und ihre möglichen Ursachen abgeschätzt werden. Gleichzeitig werden die Ergeb-
nisse in Verbindung mit dem allgemeinen Wettergeschehen des Jahres 2008 eingeordnet. Ab-
schließend folgt dann in Kapitel 9 eine detaillierte Diskussion des durchgeführten Detektions-
bzw. Klassifizierungsansatzes, bei der die zu Beginn der Arbeit definierten Fragestellungen auf-
gegriffen werden.
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Tab. 6.3: Validierungsergebnisse der automatisierten SVM-Wolkenmaske mit WMO-Stationsdaten, Juli bis Dezember 2008. „1/8th or less, but not sky clear“ wird als
„Wolkenfrei“ angesehen. Quelle: Eigene Erhebung
Konfusionsmatrix ∑ Overall Accuracy Cloud Failure Clear Failure
Juli 2008 29300 1633 38724 85,59 % 11,87 % 29,81 %
3946 3845
August 2008 31169 2028 41040 83,58 % 13,13 % 39,31 %
4712 3131
September 2008 29787 2087 39658 83,97 % 12,54 % 37,27 %
4272 3512
Oktober 2008 30599 2058 40488 83,61 % 13,02 % 38,76 %
4580 3251
November 2008 24700 922 31293 83,32 % 14,82 % 40,19 %
4299 1372
Dezember 2008 20423 3757 28298 77,71 % 11,11 % 70,58 %
2552 1566
Juli bis Dezember 2008 165978 12485 219501 83,21 % 12,80 % 42,81 %
24361 16677
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Tab. 6.4: Validierungsergebnisse von SAFNWC-Cloudmask mit WMO-Stationsdaten, Juli bis Dezember 2008. „1/8th or less, but not sky clear“ wird als „Wolkenfrei“
angesehen. Quelle: Eigene Erhebung
Konfusionsmatrix ∑ Overall Accuracy Cloud Failure Clear Failure
Juli 2008 27310 458 38724 83,49 % 17,85 % 8,36 %
5936 5020
August 2008 28812 417 41040 81,76 % 19,70 % 8,08 %
7069 4742
September 2008 29013 1766 39658 82,82 % 14,82 % 31,54 %
5046 3833
Oktober 2008 28809 937 40488 81,95 % 18,12 % 17,65 %
6370 4372
November 2008 24503 501 31293 84,03 % 15,50 % 21,84 %
4496 1793
Dezember 2008 18764 392 28298 83,73 % 18,33 % 7,36 %
4211 4931
Juli bis Dezember 2008 157211 4471 219501 82,87 % 17,40 % 15,33 %
33128 24691
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Tab. 6.5: Validierungsergebnisse der automatisierten SVM-Wolkenmaske mit WMO-Stationsdaten, Juli bis Dezember 2008. „1/8th or less, but not sky clear“ wird als
„Wolkenkontaminiert“ angesehen. Quelle: Eigene Erhebung
Konfusionsmatrix ∑ Overall Accuracy Cloud Failure Clear Failure
Juli 2008 30433 500 38724 82,23 % 17,34 % 26,20 %
6383 1408
August 2008 32150 1047 41040 81,11 % 17,26 % 47,94 %
6706 1137
September 2008 30839 1035 39658 81,83 % 16,67 % 39,09 %
6171 1613
Oktober 2008 31622 1035 40488 81,97 % 16,54 % 39,81 %
6266 1565
November 2008 25132 490 31293 82,29 % 16,74 % 44,22 %
5053 618
Dezember 2008 21113 3067 28298 78,23 % 12,78 % 74,95 %
3093 1025
Juli bis Dezember 2008 171289 7174 219501 81,39 % 16,43 % 49,34 %
33672 7366
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Tab. 6.6: Validierungsergebnisse der SAFNWC-Cloudmask mit WMO-Stationsdaten, Juli bis Dezember 2008. „1/8th or less, but not sky clear“ wird als „Wolkenkon-
taminiert“ angesehen. Quelle: Eigene Erhebung
Konfusionsmatrix ∑ Overall Accuracy Cloud Failure Clear Failure
Juli 2008 27632 136 38724 75.93 % 24,95 % 7,13 %
9184 1772
August 2008 29055 174 41040 75,69 % 25,22 % 7,97 %
9801 2010
September 2008 29700 1079 39658 78,85 % 19,75 % 40,75 %
7310 1569
Oktober 2008 29300 446 40488 77,69 % 22,67 % 17,15 %
8588 2154
November 2008 24751 253 31293 81,83 % 18,00 % 22,83 %
5434 855
Dezember 2008 18936 220 28298 80,60 % 21.77 % 5,38 %
5270 3872
Juli bis Dezember 2008 159374 2308 219501 78,18 % 22,24 % 15,87 %
45587 12232
6
V
alidieru
ng
d
erW
olk
end
etektio
n
m
it
sy
n
optisch
en
B
eob
achtu
ng
sd
aten
132
Tab. 6.7: Validierungsergebnisse der SVM-Wolkenmaske mit WMO-Stationsdaten, Oktober 2008. Mit und ohne Trainingsinformation abgeleitet aus Wetter-Kameras.
Quelle: Eigene Erhebung
Konfusionsmatrix ∑ Overall Accuracy Cloud Failure Clear Failure
Oktober 2008 30599 2058 40488 83,61 % 13,02 % 38,76 %
SVM - mit Wetter-Kameras 4580 3251
Oktober 2008 30582 2137 40488 83,37 % 13,07 % 40,25 %
SVM - ohne Wetter-Kameras 4597 3172
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Tab. 6.8: Validierungsergebnisse der SVM-Wolkenmaske und der SAFNWC-Cloudmask mit WMO-Stationsdaten, Validierungszeitraum Juli bis Dezember 2008. Obere
vier Zeilen: Unterscheidung zwischen Tag- und Nacht-Testsequenzen bei der Trainingsdatengewinnung (bezieht sich auf SVM-Anwendung, SAFNWC dient nur als
Vergleich). Untere vier Zeilen: Aufteilung der Validierung in unterschiedliche Höhenlagen (Höhe der jeweiligen WMO-Station). Quelle: Eigene Erhebung
Konfusionsmatrix ∑ Overall Accuracy Cloud Failure Clear Failure
Juli bis Dezember 2008 67141 2785 82621 87,16 % 10,44 % 36,39 %
SVM - Tag 7827 4868
Juli bis Dezember 2008 64305 665 82621 86,29 % 14,22 % 8,67 %
SAFNWC - Tag 10663 6988
Juli bis Dezember 2008 98837 9700 136880 80,83 % 14,33 % 45,10 %
SVM - Nacht 16534 11809
Juli bis Dezember 2008 92906 3816 136880 80,80 % 19,47 % 17,74 %
SAFNWC - Nacht 22465 17693
Juli bis Dezember 2008 67700 5483 89362 83,12 % 12,42 % 45,45 %
SVM - > 300 m 9599 6580
Juli bis Dezember 2008 63035 1692 89362 82,14 % 18,45 % 14,03 %
SAFNWC - > 300 m 14264 10371
Juli bis Dezember 2008 98278 7002 130139 83,28 % 13,06 % 40,95 %
SVM - < 300 m 14762 10097
Juli bis Dezember 2008 94176 2779 130139 83,37 % 16,69 % 16,25 %
SAFNWC - < 300 m 18864 14320
7 Ergebnisse und Anwendungsbeispiele
für das Jahr 2008
7.1 Anwendungsbeispiele der SVM-Wolkenklassifizierung
Obwohl eine Validierung der weiter differenzierten SVM-Wolkenklassifizierung mit Hilfe von
synoptischen Beobachtungsdaten nicht ohne erhebliche Probleme durchführbar ist, soll den-
noch im Rahmen der Ergebnisse, eine Begutachtung durch den visuellen Vergleich mit den
SAFNWC-Produkten erfolgen. Um dies an Einzelbeispielen, aber auch bezogen auf den gesam-
ten Datensatz umsetzen zu können, müssen die Klassen des Produkts SAFNWC-Cloudtype an
die durch die SVM-Wolkenklassifizierung erkennbaren Klassen angepasst werden. Mit SAFN-
WC-Cloudtype können 20 Kategorien (vgl. Tabelle 3.3) unterschieden werden, welche auf die
5 Klassen (inklusive Klasse „Wolkenfrei“) der SVM-Klassifizierung zusammenzufassen sind.
Hierbei werden alle „niedrigen“ Klassen („Very Low“ und „Low“, „Cumuliform“ und „Strati-
form“) der Klasse „Niedrig Kompakt“ zugeordnet. Gleiches gilt für die „hohen“ Klassen („Me-
dium“, „High“ und „Very High“), wobei zwischen „Opaque“ und „Semitransparent“ unterschie-
den wird, was zu den Klassen „Hoch Kompakt“ und „Hoch Transparent“ führt. Die Klasse
„Niedrig Transparent“ bezieht sich bei der SVM-Klassifizierung im Wesentlichen auf teilwei-
se bewölkte Pixel im niedrigen Höhenniveau, weshalb hier die SAFNWC-Klasse „Fractional
Clouds“ zugeordnet wird. Zwar kann es sich bei Wolken im mittleren bis hohen Niveau auch
um teilweise Bewölkung handeln, dies wird jedoch durch die „hoch transparenten“ Klassen
besser widergespiegelt.
Abbildung 7.1 zeigt den Vergleich der beiden Klassifizierungsverfahren anhand mehrerer
Beispiele, zu unterschiedlichen Jahreszeiten. Da sowohl die SVM- als auch die SAFNWC-
Klassifizierung auf einer zuvor umgesetzten Wolkenmaske basieren, sind die wolkenfreien Flä-
chen vorab ausmaskiert. Bei dem betrachteten Ausschnitt handelt es sich um den Großraum
Deutschland ohne Meeresflächen (vgl. Abbildung 5.2). An den Anwendungsbeispielen wird
deutlich, dass hohe transparente, als auch kompakte Wolken von beiden Verfahren relativ ähn-
lich eingestuft werden. Nur niedrige transparente, also teilweise Bewölkung wird durch den
SVM-Klassifikator in höherem Maße erfasst, als dies beim SAFNWC-Verfahren der Fall ist,
vor allem an den Randbereichen zwischen Wolken und wolkenfreien Flächen.
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Abb. 7.1: Vergleich zwischen SVM-Wolkenklassifizierung und SAFNWC-Cloudtype anhand verschiedener Ein-
zelbeispiele. Quelle: Eigene Darstellung
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7.2 Ergebnisdarstellung anhand des
Wolkenbedeckungsgrades
Um neben den Einzelbeispielen, die Ergebnisse des gesamten Zeitraumes 2008 darstellen zu
können, wurde der Wolkenbedeckungsgrad über der Fläche von Deutschland berechnet. Beim
Wolkenbedeckungsgrad25 handelt es sich um den Anteil der Wolkenbedeckung über einer Flä-
che für einen bestimmten Zeitpunkt oder Zeitraum. Hiermit können die unterschiedlichen De-
tektions- bzw. Klassifizierungsverfahren zeitlich und räumlich verglichen werden. Zusätzlich
sind mögliche Auswirkungen der Wolkenbedeckung, beispielsweise auf Strahlungsvorgänge
regional besser abzuschätzen.
Die Berechnung basiert für die SVM-Wolkenmaske auf den wolkenkontaminierten Pixeln,
während sie bei der weiter differenzierten SVM-Wolkenklassifizierung nur für die Pixel einer
Klasse durchgeführt wird. Bei den Ergebnissen der SAFNWC-Produkte wird nach gleichem
Muster verfahren.
In Bezug auf die Wolkenmasken erfolgt die Auswertung monatsweise, wobei alle zur Verfü-
gung stehenden Aufnahmen eines Monats (96 x Tage des Monats) für den Wolkenbedeckungs-
grad herangezogen werden. Anhand der Werte 1 („Wolkenkontaminiert“) und 0 („Wolkenfrei“)
kann dann über alle Zeitschnitte aufsummiert und entsprechend der Bedeckungsgrad für je-
des Pixel in Prozentwerte umgerechnet werden. Bei der Berechnung einzelner Wolkenklassen
erhalten nur diese den Wert 1 und alle anderen Klassen den Wert 0. Hierdurch lässt sich die
Bedeckung nur der jeweilig betrachteten Klasse ableiten.
Da die Bestimmung des Wolkenbedeckungsgrades auf der Verfügbarkeit der entsprechen-
den Produkte bzw. Klassifizierungsergebnisse des Jahres 2008 basiert, zeigt Tabelle 7.1, neben
der Anzahl der METEOSAT-Daten (Ausschnitt Deutschland), alle vorhandenen Detektions-
und Klassifizierungsdaten. Um in diesem Zusammenhang Vollständigkeit zu gewährleisten,
wurden alle Daten, die nicht im Real-Time-Modus erstellt und abgespeichert werden konn-
ten, nachprozessiert. Fehlende METEOSAT-Daten sind auf die Nicht-Verfügbarkeit vom Sa-
telliten bzw. EUMETSAT selbst zurückzuführen. Zusätzlich fehlende Daten bei der SVM-
Wolkenklassifizierung sind mit nicht klassifizierbaren Situationen des entsprechenden Zeit-
schnitts zu erklären. Beispielsweise wenn keine Trainingsdaten gewonnen werden konnten, oder
wenn Trainingsdaten nur einer Klasse zur Verfügung standen. Fehlende Daten der SAFNWC-
Produkte sind direkt mit der Verfügbarkeit der METEOSAT-Daten (HRIT Level 1.5) gekoppelt.
25In der Literatur findet sich keine eindeutige Definition.
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Tab. 7.1: Datenverfügbarkeit der METEOSAT-Daten (alle Kanäle) und der daraus erstellten Produkte für das Jahr
2008. SVM-Wolkenmaske (SVM-WM) und SVM-Wolkenklassifizierung (SVM-WK), sowie SAFNWC-CMa und
SAFNWC-CT. Die Daten setzen sich aus 96 Zeitschnitten pro Tag zusammen, alle vorhandenen METEOSAT-
Kanäle werden zu einem Wert zusammengefasst. Vom 14.05.2008 00:00 UTC bis 19.05.2008 12:00 UTC und
vom 01.12.2008 12:00 UTC bis 09.12.2008 12:00 UTC wurde jeweils auf METEOSAT-8 umgeschaltet. Quelle:
Eigene Aufstellung
Monat MSG SVM-WM SVM-WK SAFNWC-CMa SAFNWC-CT
Jan (2976) 2976 2974 2974 2976 2976
Feb (2784) 2784 2776 2770 2784 2784
Mär (2976) 2972 2972 2972 2971 2971
Apr (2880) 2879 2879 2879 2880 2880
Mai (2976) 2955 2950 2950 2897 2897
Jun (2880) 2879 2879 2879 2879 2879
Jul (2976) 2976 2976 2974 2976 2976
Aug (2976) 2976 2976 2975 2976 2976
Sep (2880) 2880 2880 2880 2880 2880
Okt (2976) 2976 2976 2975 2976 2976
Nov (2880) 2879 2875 2875 2877 2877
Dez (2976) 2976 2969 2969 2975 2975
7.2.1 SVM-Wolkenmaske im Vergleich mit SAFNWC-Cloudmask
Die Ergebnisse des Wolkenbedeckungsgrades, errechnet aus der SVM-Wolkenmaske, sind für
alle Monate des Jahres 2008 in den Abbildungen 7.2 bis 7.7 dargestellt. Jeweils im Vergleich
mit den Daten der SAFNWC-Cloudmask. Zusätzlich wurde die Differenz zwischen beiden Ver-
fahren berechnet, um Unterschiede auch auf räumlicher Ebene deutlich zu machen.
Auf den ersten Blick ist zu erkennen, dass die Werte der SVM-Wolkenmaske, im Vergleich
zur SAFNWC-Cloudmask, meist höher sind. Von der räumlichen Ausprägung ergibt sich je-
doch bei beiden Verfahren ein sehr ähnliches Muster. Vor allem die Mittelgebirge weisen im
Allgemeinen einen höheren Bedeckungsgrad auf, was mit verstärkten Staulagen an diesen Er-
hebungen erklärt werden kann (vgl. Kapitel 2.3.2). Das Rheintal, sowie Teile Nord- und Süd-
deutschlands weisen dagegen meist geringere Werte auf.
Der Vergleich der Verfahren (Differenz) zeigt, dass insbesondere die Monate Februar, Mai
und Dezember hohe Abweichungen aufweisen. Hier scheint die SVM-Wolkenmaske verstärkt
zu überschätzen, während bei der SAFNWC-Cloudmask vorrangig eine Unterschätzung zu ver-
muten ist. Bei den Validierungsergebnissen des Monats Dezember wurde dies schon deutlich.
Die Betrachtung des allgemeinen Wettergeschehens in besagten Monaten26 scheint darauf hin-
zuweisen, dass die SVM-Wolkendetektion, vor allem bei ausgeprägten Hochdruckwetterlagen,
26http://www.wetteronline.de/wotexte/redaktion/rueckblick/2008/12/31_ys.htm
[25.02.2011]
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verbunden mit vielen wolkenfreien Situationen, mit Problemen behaftet ist (vgl. Abbildung
6.3). An dieser Stelle ist zu vermuten, dass bei der Abschätzung des ungefähren Grenzwertes
und der Trainingsdatengewinnung, Teile ausgeprägter wolkenfreier Flächen, fälschlicherweise
als Wolke eingestuft werden (vgl. Seite 107). Der SVM-Klassifikator sollte zwar mit wenigen
Trainingspixeln, sowie mit geringfügigen Überschreitungen in Richtung der anderen Klasse
zurecht kommen (vgl. hierzu Foody und Mathur 2006), dies kann jedoch in Zusammenhang
mit großflächig wolkenfreien Situationen, zu einer ungenauen Trennung durch die Hyperebe-
ne führen. Obwohl die Validierungsergebnisse gezeigt haben, dass es im Rahmen der SVM-
Wolkendetektion zu Überschätzungen kommt, besteht bei Hochdruckwetterlagen dennoch die
Möglichkeit dünner Cirrus-Schleier in großer Höhe oder vereinzelte Quellwolken (Cumulus
Humilis) auf Subpixel-Ebene, welche bei Betrachtung der sichtbaren Kanäle kaum zu erken-
nen sind (siehe Abbildung 6.3). In den Wintermonaten kann es zudem zu tiefliegendem Nebel
kommen, der sich selbst im Tagesverlauf nur schwer auflöst. Solche Effekte können je nach
Verfahren sowohl zur Über- als auch Unterschätzung führen.
In den weiteren Sommermonaten Juni, Juli und August ist die positive Differenz der beiden
Detektionsverfahren weniger stark vertreten und in den restlichen Monaten verhalten sich beide
Verfahren sehr ähnlich mit geringfügigen räumlichen Abweichungen in die eine oder andere
Richtung (vgl. Abbildung 7.3, 7.6 und 7.7). Bei Wetterlagen mit ausgeprägter Bewölkung und
vergleichsweise weniger wolkenfreier Flächen, wie im März und April (vgl. Kapitel 8), scheint
die SVM-Wolkendetektion sehr gut zu funktionieren.
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(a) Wolkenbedeckungsgrad Januar 2008
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(b) Wolkenbedeckungsgrad Februar 2008
Abb. 7.2: Wolkenbedeckungsgrad errechnet aus der Summe aller vorhandener Einzelzeitschnitte. Nur Berücksichtigung der wolkenkontaminierten Pixel. Januar und
Februar 2008. Quelle: Eigene Berechnung und Darstellung
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(a) Wolkenbedeckungsgrad März 2008
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(b) Wolkenbedeckungsgrad April 2008
Abb. 7.3: Wolkenbedeckungsgrad errechnet aus der Summe aller vorhandener Einzelzeitschnitte. Nur Berücksichtigung der wolkenkontaminierten Pixel. März und
April 2008. Quelle: Eigene Berechnung und Darstellung
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(a) Wolkenbedeckungsgrad Mai 2008
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(b) Wolkenbedeckungsgrad Juni 2008
Abb. 7.4: Wolkenbedeckungsgrad errechnet aus der Summe aller vorhandener Einzelzeitschnitte. Nur Berücksichtigung der wolkenkontaminierten Pixel. Mai und Juni
2008. Quelle: Eigene Berechnung und Darstellung
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(a) Wolkenbedeckungsgrad Juli 2008
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(b) Wolkenbedeckungsgrad August 2008
Abb. 7.5: Wolkenbedeckungsgrad errechnet aus der Summe aller vorhandener Einzelzeitschnitte. Nur Berücksichtigung der wolkenkontaminierten Pixel. Juli und
August 2008. Quelle: Eigene Berechnung und Darstellung
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(a) Wolkenbedeckungsgrad September 2008
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(b) Wolkenbedeckungsgrad Oktober 2008
Abb. 7.6: Wolkenbedeckungsgrad errechnet aus der Summe aller vorhandener Einzelzeitschnitte. Nur Berücksichtigung der wolkenkontaminierten Pixel. September
und Oktober 2008. Quelle: Eigene Berechnung und Darstellung
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(a) Wolkenbedeckungsgrad November 2008
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(b) Wolkenbedeckungsgrad Dezember 2008
Abb. 7.7: Wolkenbedeckungsgrad errechnet aus der Summe aller vorhandener Einzelzeitschnitte. Nur Berücksichtigung der wolkenkontaminierten Pixel. November
und Dezember 2008. Quelle: Eigene Berechnung und Darstellung
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7.2.2 SVM-Wolkenklassifizierung im Vergleich mit SAFNWC-Cloudtype
Wie bei den Wolkenmasken, wird der Wolkenbedeckungsgrad auch für die einzelnen Klassen
der SVM-Wolkenklassifizierung berechnet. Hierbei erfolgt nur die Betrachtung der jeweiligen
Klasse, wobei Überlagerungen verschiedener Wolkenarten nicht berücksichtigt werden. Das
heißt, wenn beispielsweise von hoher transparenter Bewölkung die Rede ist, kann nicht ausge-
schlossen werden, dass sich darunter kompakte Bewölkung befindet. Der Bedeckungsgrad der
Einzel-Klassen ist in den Abbildungen 7.8 bis 7.15 dargestellt. Wegen einer besseren Übersicht
sind bei dieser Vorgehensweise jeweils drei Monate zusammengefasst.
Betrachtet man die Klasse „Hoch Kompakt“ (vgl. Abbildung 7.8 und 7.9), so ist in erster
Linie zu erkennen, dass die Werte des Wolkenbedeckungsgrades relativ gering ausfallen und
sich die Verteilung der Werte sowohl räumlich als auch zeitlich sehr homogen verhält. Höchste
Werte sind im Frühjahr, Herbst und Winter zu verzeichnen, während die Sommermonate im
Allgemeinen geringere Werte aufweisen. Beim Vergleich der Klassifizierungsverfahren zeigt
die SVM-Wolkenklassifizierung über alle Monate hinweg höhere Werte. Die größten Abwei-
chungen zwischen SVM und SAFNWC ergeben sich hierbei in den ersten drei Monaten des
Jahres.
Die Klasse „Hoch Transparent“ (vgl. Abbildung 7.10 und 7.11) zeigt eine andere Situation;
hier sind die Werte der SAFNWC-Cloudmask höher als die der SVM-Wolkenklassifizierung.
Gleichzeitig liegen die Werte allgemein etwas höher, als die der Klasse „Hoch Kompakt“.
Höchste Werte sind auch hier im Winter, Frühjahr und Herbst gegeben, während die Som-
mermonate vergleichsweise geringere Werte aufweisen. Räumlich betrachtet sind die höchsten
Werte vor allem in den zentralen Mittelgebirgsregionen zu verzeichnen, während Teile Süd- und
Norddeutschlands geringere Werte zeigen. Anhand der negativen Differenz zwischen den Ver-
fahren ist zu vermuten, dass die SVM-Klassifizierung diese Klasse vornehmlich unterschätzt.
Da es sich aber um einen Vergleich zwischen Fernerkundungsverfahren handelt, kann man ge-
nauso vermuten, dass das SAFNWC-Verfahren zur Überschätzung dieser Klasse neigt.
Von den vier Wolkenklassen zeigt die Klasse „Niedrig Kompakt“ (vgl. Abbildung 7.12 und
7.13) im Gesamtvergleich die höchsten Werte, was darauf schließen lässt, dass diese Art der
Bewölkung im Raum Deutschland häufiger vorkommt. Beide Klassifizierungsverfahren spie-
geln bei der räumlichen und zeitlichen Betrachtung ein relativ ähnliches Muster wider. Nur
die Monate Januar/Februar/März zeigen bei der SVM-Wolkenklassifizierung verstärkt höhere
Werte in den zentralen bis südlichen Mittelgebirgsbereichen. Vor allem die Mittelgebirge sind
bezogen auf diese Klasse mit hoher Bedeckung gekoppelt. Im nördlichen Teil Deutschlands
und in Teilen des Rheintals ergibt sich dagegen eine geringere Wolkenbedeckung. Dies kann,
wie bereits erwähnt, mit Staulagen bzw. Föhneffekten (vgl. hierzu Kapitel 2.3.2) im Bereich
der Mittelgebirge erklärt werden. Je nach Durchzug bestimmter Front-Systeme (meist aus West
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bzw. Süd-West) im Bereich von Tiefdruckgebieten (vgl. Kapitel 2.3.1), kommt es an den Mittel-
gebirgen zu verstärkter Ausprägung von dichten, meist stratiformen Bewölkungsverhältnissen.
Die Klasse „Niedrig Transparent“ (vgl. Abbildung 7.14 und 7.15) zeigt im Gegensatz zu der
zuvor beschriebenen Klasse „Niedrig Kompakt“ wieder einen geringeren Wolkenbedeckungs-
grad. Dennoch kommt es vornehmlich zu höheren Werten bei der SVM-Klassifizierung. Dies
zeigt sich vor allem in den Monaten April bis September. In den Wintermonaten stellt sich die
Situation beider Verfahren wieder ausgeglichener dar. Eine räumliche Differenzierung lässt sich
in dieser Klasse nur schwer abschätzen, da beide Verfahren die Bedeckung mit unterschiedlicher
regionaler Ausprägung darstellen. Die SAFNWC-Klassifizierung zeigt eine verstärkt homogene
Verteilung der Werte, mit einer Tendenz zur stärkeren Bedeckung im Norden und Süd-Osten. Im
Vergleich dazu zeigt die SVM-Klassifizierung höchste Bedeckungswerte im zentralen Bereich
Deutschlands, aber auch in Teilen Norddeutschlands. Durch die hohe positive Differenz der Ver-
fahren scheint die in Kapitel 6 beschriebene Überschätzung verstärkt auf Bewölkungsverhält-
nisse dieser Klasse zurückzuführen sein, also teilweise Bewölkung im Bereich des Übergangs-
bzw. Unsicherheitsbereiches zwischen wolkenkontaminierten und wolkenfreien Flächen. Da
die einzelnen Wolkenklassen aber nicht, wie bei der Wolkenmaske, mit unabhängigen Beob-
achtungsdaten validiert wurden, ist diese Aussage mit Vorsicht zu betrachten.
Zusammenfassend kann man sagen, dass für den Raum Deutschland im Jahr 2008 insgesamt
hohe Wolkenbedeckungsgrade erreicht wurden, wobei durch die SVM-Wolkendetektion (wol-
kenkontaminierte Pixel) in der Regel eine stärkere Bedeckung dargestellt wird, als dies bei der
SAFNWC-Cloudmask der Fall ist. Vor allem ausgeprägte Hochdruckwetterlagen mit verbreite-
ten wolkenfreien Flächen scheinen in diesem Zusammenhang zu einer Überschätzung durch die
SVM-Wolkendetektion zu führen (Februar, Mai und Dezember). Die regionale Ausprägung der
Differenz zwischen den Verfahren macht zwar deutlich wo die Abweichungen am größten sind,
ob es an diesen Stellen aber zu einer Über- oder Unterschätzung des jeweiligen Detektions-
verfahrens kommt, kann nur bedingt beantwortet werden. Durch die gemeinsame Betrachtung
des Wolkenbedeckungsgrades und der Validierungsergebnisse (vgl. Kapitel 6.2) können aber
gewisse Hinweise abgeleitet werden. Insgesamt lässt sich bei beiden Verfahren feststellen, dass
höchste Werte an den Höhenlagen der Mittelgebirge zu finden sind, während Teile Nord- und
Süddeutschlands geringere Werte des Bedeckungsgrades verzeichnen. Bei der Einzelbetrach-
tung der Klasse „Niedrig Kompakt“ sieht dies sehr ähnlich aus, da diese den Hauptwolkenanteil
im Raum Deutschland zu repräsentieren scheint. Die räumliche Verteilung des Bedeckungsgra-
des der anderen Wolkenklassen stellt sich eher homogen dar und weist im Vergleich wesentlich
geringere Bedeckungswerte auf.
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(a) Wolkenbedeckungsgrad Januar/Februar/März 2008
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(b) Wolkenbedeckungsgrad April/Mai/Juni 2008
Abb. 7.8: Wolkenbedeckungsgrad der Klasse „Hoch Kompakt“ errechnet aus der Summe der Einzelzeitschnitte. Januar bis Juni 2008. Quelle: Eigene Berechnung und
Darstellung
7
E
rg
eb
nisse
u
nd
A
n
w
end
u
ng
sb
eispiele
fü
rd
asJah
r2008
148
SVM Klasse Hoch Kompakt SAFNWC Klasse Hoch Kompakt Differenz Klasse Hoch Kompakt
SVM  -  SAFNWC
>  25 %
20 %
10 %
0 %
- 10 %
- 20 %
<  - 25 %
>  50 %
40 %
30 %
20 %
10 %
0 %
(a) Wolkenbedeckungsgrad Juli/August/September 2008
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(b) Wolkenbedeckungsgrad Oktober/November/Dezember 2008
Abb. 7.9: Wolkenbedeckungsgrad der Klasse „Hoch Kompakt“ errechnet aus der Summe der Einzelzeitschnitte. Juli bis Dezember 2008. Quelle: Eigene Berechnung
und Darstellung
7
E
rg
eb
nisse
u
nd
A
n
w
end
u
ng
sb
eispiele
fü
rd
asJah
r2008
149
SVM Klasse Hoch Transparent SAFNWC Klasse Hoch Transparent Differenz Klasse Hoch Transparent
SVM  -  SAFNWC
>  25 %
20 %
10 %
0 %
- 10 %
- 20 %
<  - 25 %
>  50 %
40 %
30 %
20 %
10 %
0 %
(a) Wolkenbedeckungsgrad Januar/Februar/März 2008
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(b) Wolkenbedeckungsgrad April/Mai/Juni 2008
Abb. 7.10: Wolkenbedeckungsgrad der Klasse „Hoch Transparent“ errechnet aus der Summe der Einzelzeitschnitte. Januar bis Juni 2008. Quelle: Eigene Berechnung
und Darstellung
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(a) Wolkenbedeckungsgrad Juli/August/September 2008
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(b) Wolkenbedeckungsgrad Oktober/November/Dezember 2008
Abb. 7.11: Wolkenbedeckungsgrad der Klasse „Hoch Transparent“ errechnet aus der Summe der Einzelzeitschnitte. Juli bis Dezember 2008. Quelle: Eigene Berechnung
und Darstellung
7
E
rg
eb
nisse
u
nd
A
n
w
end
u
ng
sb
eispiele
fü
rd
asJah
r2008
151
SVM Klasse Niedrig Kompakt SAFNWC Klasse Niedrig Kompakt Differenz Klasse Niedrig Kompakt
SVM  -  SAFNWC
>  25 %
20 %
10 %
0 %
- 10 %
- 20 %
<  - 25 %
>  50 %
40 %
30 %
20 %
10 %
0 %
(a) Wolkenbedeckungsgrad Januar/Februar/März 2008
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(b) Wolkenbedeckungsgrad April/Mai/Juni 2008
Abb. 7.12: Wolkenbedeckungsgrad der Klasse „Niedrig Kompakt“ errechnet aus der Summe der Einzelzeitschnitte. Januar bis Juni 2008. Quelle: Eigene Berechnung
und Darstellung
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(a) Wolkenbedeckungsgrad Juli/August/September 2008
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(b) Wolkenbedeckungsgrad Oktober/November/Dezember 2008
Abb. 7.13: Wolkenbedeckungsgrad der Klasse „Niedrig Kompakt“ errechnet aus der Summe der Einzelzeitschnitte. Juli bis Dezember 2008. Quelle: Eigene Berechnung
und Darstellung
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(a) Wolkenbedeckungsgrad Januar/Februar/März 2008
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(b) Wolkenbedeckungsgrad April/Mai/Juni 2008
Abb. 7.14: Wolkenbedeckungsgrad der Klasse „Niedrig Transparent“ errechnet aus der Summe der Einzelzeitschnitte. Januar bis Juni 2008. Quelle: Eigene Berechnung
und Darstellung
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(a) Wolkenbedeckungsgrad Juli/August/September 2008
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(b) Wolkenbedeckungsgrad Oktober/November/Dezember 2008
Abb. 7.15: Wolkenbedeckungsgrad der Klasse „Niedrig Transparent“ errechnet aus der Summe der Einzelzeitschnitte. Juli bis Dezember 2008. Quelle: Eigene Berech-
nung und Darstellung
8 Einordnung der Ergebnisse mit Hilfe
von Großwetterlagen
Um die Ergebnisse noch besser im Zusammenhang mit Strömungsmustern und entsprechenden
Wetterlagen einordnen zu können, soll nachfolgend ein Vergleich des Wolkenbedeckungsgrades
mit Hilfe der Wetterlagenklassifikation des Deutschen Wetterdienstes (DWD) dargestellt wer-
den. Beim Deutschen Wetterdienst erfolgt die Umsetzung solcher Klassifikationen mit zwei ver-
schiedenen Verfahren27, eine subjektive nach Hess-Brezowski (vgl. Kapitel 2.3.1, Beck 2000,
S. 106 - 108), die sich auf das gesamte Gebiet Mitteleuropa bezieht, und eine objektive Klassi-
fikation angewendet auf den Raum Deutschland. Die objektive Klassifikation ist eindeutig defi-
niert und numerisch reproduzierbar, während bei dem subjektiven Verfahren durch verschiedene
Fachleute unterschiedliche Ergebnisse entstehen können. Aus diesem Grund und auch wegen
der einfachen Datenverfügbarkeit28 bezieht sich der Vergleich alleine auf die objektive Wetter-
lagenklassifikation.
Die meteorologischen Kriterien dieser Wetterlagenklassifikation basieren auf Windrichtung
(Advektionsrichtung der Luftmassen), Zyklonalität (Hoch bzw. Tiefdruckeinfluss) und Feuch-
tigkeit der Atmosphäre. Für die Einteilung der Wetterlagen werden Daten des operationellen,
numerischen Wettervorhersagesystems des Deutschen Wetterdienstes herangezogen. Hiermit
können täglich Wetterlagen in 40 mögliche Klassen eingeordnet werden. Dies geschieht seit
dem 1.7.1979. In den Jahren 1997 und 2002 wurde die Erfassung auf zusätzliche Vorhersage-
zeitpunkte erweitert. Die Berechnung erfolgt anhand von Indizes innerhalb des Modellgitters
für den betrachteten Ausschnitt Deutschland. Man verwendet einen Zyklonalitätsindex bei 950
hPa und 500 hPa, sowie einen Windindex bei 700 hPa und einen Feuchteindex für den Bereich
950 hPa - 300 hPa. Durch die Kombination und Ausprägung dieser Indizes erfolgt abschließend
die Klassenzuteilung. Weitere Details des Verfahrens finden sich bei Dittmann et al. (1995) und
Bissolli und Dittmann (2001). Tabelle 8.1 zeigt die Aufteilung der einzelnen Wetterlagen und
ihre zugehörigen Kennzahlen.
Durch Abruf der Daten29 erhält man eine Tabelle mit der jeweiligen Wetterlagen-Kennzahl
für alle Tage seit Juli 1979. Hieraus können entsprechend die Werte des Jahres 2008 entnom-
27Siehe hierzu unter http://www.dwd.de [03.03.2011] Klima + Umwelt.
28Als Tabelle abrufbar unter http://www.dwd.de [03.03.2011].
29http://www.dwd.de [03.03.2011] Klima + Umwelt
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men werden. Abbildung 8.1 zeigt in diesem Zusammenhang den gesamten Jahresverlauf 2008.
Um einen Vergleich mit den berechneten Wolkenbedeckungsgraden durchführen zu können,
wird in 10 Tages-Intervallen der durchschnittliche Bedeckungsgrad für die Fläche des Großrau-
mes Deutschland (vgl. Abbildung 5.2) berechnet. Dies geschieht sowohl für die Ergebnisse der
SVM-Wolkenmaske, als auch für die Ergebnisse der SAFNWC-Cloudmask (siehe Abbildung
8.1).
Bei der Betrachtung dieses Vergleichs wird, wie bei den zuvor aufgeführten Ergebnisdar-
stellungen schnell deutlich, dass der Wolkenbedeckungsgrad (durchschnittliche Werte für den
Ausschnitt Deutschland) durch den SVM-Klassifikator generell etwas höher ausfällt, als dies
bei der SAFNWC-Cloudmask der Fall ist. Innerhalb des Jahresganges zeigen beide Verfahren
dennoch ein ähnliches Verhalten, und spiegeln den Verlauf der Großwetterlagenklassifikati-
on relativ genau wider. Die SAFNWC-Werte sind jedoch stärkeren Schwankungen unterlegen.
Dies betrifft vor allem die ausgeprägten antizyklonalen Wetterlagen im Februar, Mai und Ende
Dezember, die durch die SVM-Detektion nicht so deutlich hervortreten (siehe hierzu Kapitel
6 und 7). Aber auch die Bedeckungswerte der SAFNWC-Cloudmask sind im Vergleich mit
den Wetterlagen Abweichungen unterlegen, die nicht eindeutig mit Hilfe der Kennzahlen zu
erklären sind, z.B. im August und Oktober.
Dennoch lässt sich der Bedeckungsgrad mit den Kennzahlen der Wetterlagenklassifikation
verknüpfen, wodurch sich die Ergebnisse der Erkennungsverfahren in den Witterungsverlauf
des Jahres 2008 einordnen lassen. Es ist jedoch darauf zu achten, dass die Werte des Wolken-
bedeckungsgrades Durchschnittswerte von jeweils 10 Tagen repräsentieren und somit zeitlich
höher aufgelöste Phänomene nicht berücksichtigt werden.
Um die Einordnung des detektierten Wolkenbedeckungsgrades in Verbindung mit Wetterla-
gen auch regional noch besser abschätzen zu können, wird nachfolgend das Wettergeschehen
des Jahres 2008 etwas detaillierter beschrieben30. Zudem lassen sich hiermit Abweichungen
zu den in Kapitel 2.5 beschriebenen durchschnittlichen Verhältnissen des Referenzzeitraumes
1961 - 1990 besser abschätzen.
Seit Beginn der regelmäßigen Wetteraufzeichnungen zählt das Jahr 2008 mit einer Durch-
schnittstemperatur von 9,5 °C zu den wärmsten Jahren. Vor allem die Wintermonate Januar und
Februar trugen hierzu bei. Wie in Abbildung 7.2b anhand der Detektionsergebnisse zu erkennen
ist, war der Februar geprägt durch niederschlagsfreies Hochdruckwetter (vgl. auch Abbildung
8.1), bei dem es vor allem im Südwesten die meisten Sonnenstunden gab. Der Monat März
war dagegen durch Wettergegensätze geprägt, verbunden mit einer Unwetterserie am Monats-
anfang, gefolgt von einem neuerlichen Wintereinbruch und einem abschließend frühlingshaften
Ausklang. Im Vergleich zum Referenzzeitraum 1961 - 1990 war die Niederschlagsmenge die-
30http://www.wetteronline.de/wotexte/redaktion/rueckblick/2008/12/31_ys.htm
[25.02.2011]
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Tab. 8.1: Einteilung der objektiven Wetterlagenklassifikation des DWD. Kennung setzt sich wie folgt zusammen.
Stelle 1 und 2 ergeben die Anströmungsrichtung (NO = Nordost, NW = Nordwest, SO = Südost, SW = Südwest,
XX = nicht definiert). Stelle 3 bezeichnet die Zyklonalität bei 950 hPa und Stelle 4 die Zyklonalitat bei 500 hPa
(A = Antizyklonal, Z = Zyklonal). Stelle 5 beschreibt die Feuchte (T = Trocken, F = Feucht). Quelle: http://
www.dwd.de [03.03.2011]
Kennzahl Kennung Kennzahl Kennung
1 XXAAT 21 XXZAT
2 NOAAT 22 NOZAT
3 SOAAT 23 SOZAT
4 SWAAT 24 SWZAT
5 NWAAT 25 NWZAT
6 XXAAF 26 XXZAF
7 NOAAF 27 NOZAF
8 SOAAF 28 SOZAF
9 SWAAF 29 SWZAF
10 NWAAF 30 NWZAF
11 XXAZT 31 XXZZT
12 NOAZT 32 NOZZT
13 SOAZT 33 SOZZT
14 SWAZT 34 SWZZT
15 NWAZT 35 NWZZT
16 XXAZF 36 XXZZF
17 NOAZF 37 NOZZF
18 SOAZF 38 SOZZF
19 SWAZF 39 SWZZF
20 NWAZF 40 NWZZF
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Abb. 8.1: Vergleich des durchschnittlichen Wolkenbedeckungsgrades über der ausmaskierten Fläche Deutschland (vgl. Abbildung 5.2) mit den Kennzahlen (vgl. Tabelle
8.1) der objektiven Wetterlagenklassifikation des DWD. Bedeckungsgrad berechnet für jeweils 10 Tage. Quelle: Eigene Erhebung, Daten der Wetterlagenklassifikation
abrufbar unter http://www.dwd.de Klima + Umwelt [03.03.2011]
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ses Monats vielerorts höher und die Sonnenscheindauer dementsprechend geringer, was sich
auch in den Ergebnissen des Wolkenbedeckungsgrades dieses Monats widerspiegelt (vgl. Ab-
bildung 7.3a). Sehr ähnlich sah es im April aus, wo es ebenfalls erst zum Ende des Monats
freundlichere Bedingungen gab. Die Niederschlagsmengen waren demnach, mit Werten weit
über dem Klimamittel, entsprechend hoch. Nur im Norden Deutschlands kam es zu trockeneren
Bedingungen (vgl. Abbildung 7.3b). Bei der Betrachtung des Wettergeschehens dieser Monate
wird deutlich, dass die jeweilige Bewölkungssituation durch die SVM-Wolkendetektion sehr
gut wiedergegeben werden kann.
Mit einer durchschnittlichen Temperatur von 14,7 °C war der Mai um etwa 2,6 °C wärmer
als das langjährige Mittel des Referenzzeitraumes. Gleichzeitig war er durch die ausgeprägte
antizyklonale Wetterlage (vgl. Abbildung 8.1) einer der trockensten je gemessenen Maimonate.
Die Sonnenscheindauer wies die höchsten Werte im Norden und Nordosten auf, während die
Werte im Süden vergleichsweise geringer ausfielen. Dieser Umstand ist deutlich anhand der
Detektionsergebnisse in Abbildung 7.4a zu erkennen, auch wenn davon auszugehen ist, dass
die SVM-Detektion hier deutlich zur Überschätzung von Wolken neigt. Der Juni war dagegen
geprägt durch zahlreiche Gewitter, wodurch es zu sehr unterschiedlichen Niederschlagsbilanzen
kam. Nur im Norden blieb es vornehmlich bei trockeneren Gegebenheiten, was ebenfalls anhand
der Detektionsergebnisse in Abbildung 7.4b zu erkennen ist. Trotz teilweise kräftiger Regen-
fälle wurden die Niederschlagswerte des langjährigen Mittels nicht erreicht. Der Juli zeigte nur
am Monatsanfang und Monatsende trockene Verhältnisse. Im Rest des Monats kam es teilwei-
se zu heftigen Niederschlagsereignissen, wodurch die Werte des langjährigen Mittels (1961 -
1990) teilweise deutlich überschritten wurden. Weniger Niederschlag gab es nur im Rheintal
und im Nordosten Deutschlands, was sich ebenso bei der regionalen Verteilung des Wolkenbe-
deckungsgrades in Abbildung 7.5a zeigt. Auch der August war wolkenreich und wechselhaft.
Nach einem sonnigen Beginn (mit Temperaturen bis zu 36 °C) kam es durch verstärkt südwestli-
che Strömungen (vgl. Abbildung 8.1) zu häufigerem Tiefdruckeinfluss mit starken Regenfällen
und unwetterartigen Gewittern. Zu den höchsten Niederschlägen kam es hierbei im Norden und
in den süddeutschen Mittelgebirgen. Trockener fiel es von der Mainlinie bis Südostbayern aus
(vgl. Abbildung 7.5b). Die Witterungsbedingungen der Monate Mai bis Juni lassen sich sehr
gut mit den Ergebnissen der Wolkendetektionsverfahren in Verbindung bringen, insbesondere
im Zusammenhang mit hohen Niederschlagswerten. Wenn man vom Monat Mai absieht, zeich-
nen sich diese Muster bei der SVM-Wolkendetekiton sogar noch etwas deutlicher ab, als dies
bei der SAFNWC-Cloudmask der Fall ist.
Im September kam es in der zweiten Monatshälfte zu einer deutlichen Abkühlung. Die Werte
lagen jedoch noch im Bereich des Klimamittels. Bezogen auf den Niederschlag war der Sep-
tember im Vergleich zum deutschlandweiten Mittel eher trocken. Durch Tiefdruckeinfluss kam
es nur im Osten und in den Mittelgebirgen zu verstärktem Niederschlag, was auch hier an-
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hand der Ergebnisse des Wolkenbedeckungsgrades in Abbildung 7.6a deutlich erkennbar ist.
Besonders die durch das SVM-Verfahren detektierten hohen Bedeckungsgrade der Mittelge-
birge lassen sich sehr gut mit dieser Beschreibung koppeln. Der Monat Oktober war dagegen
ein vergleichsweise nasser Monat, wobei auch hier die Temperaturen nur unwesentlich von den
Werten des langjährigen Mittels abwichen. Die hohen Niederschläge wurden maßgeblich durch
mehrere ausgeprägte Tiefdruckgebiete verursacht. An der Nordsee und im Schwarzwald wurden
die höchsten Niederschläge verzeichnet. Dieser Umstand zeigt sich deutlich in Abbildung 7.6b
anhand der SVM-Detektionsergebnisse. Im November kam es zu einer Zweiteilung mit milden
Temperaturen in der ersten Hälfte und winterlichen Verhältnissen, verbunden mit Schneefall, in
der zweiten Hälfte. Dennoch war der November vergleichsweise trocken, besonders entlang des
Oberrheins und im Rhein-Main-Gebiet (vgl. Abbildung 7.7a). Höhere Niederschläge gab es nur
im Bereich der Nordsee, sowie den bayrischen Alpen und den Hochlagen der südlichen Mittel-
gebirge. Der Dezember war dagegen geprägt von geringeren Niederschlagswerten, obwohl es
zu Beginn stärkere Schneefälle bis in die Niederungen gab. Durch darauf folgendes Tauwetter
blieb der Schnee jedoch nur in den Höhenlagen liegen, und es kam vielerorts zu „grünen“ Weih-
nachten. Erst am Ende des Monats folgten einige Tage, geprägt von Hochdruckeinfluss (vgl.
Abbildung 7.7b und 8.1), mit sonnigem und kaltem Winterwetter. Bis auf diese Tage war der
Dezember von Wolken und Hochnebel (Hochnebelfelder vor allem im Nordosten) dominiert,
wodurch es insgesamt zu einer vergleichsweise durchschnittlichen Sonnenscheindauer kam31.
Der detektierte Wolkenbedeckungsgrad der Monate September bis November lässt sich sehr
gut mit dem beschriebenen Wettergeschehen verknüpfen. Zwischen beiden Verfahren kommt
es hierbei nur zu geringen Abweichungen. Im Dezember sieht dies anders aus, hier neigt die
SVM-Detektion, wie bereits zuvor erwähnt zur Überschätzung, was sehr wahrscheinlich auf
die Schneeflächen in den höheren Lagen der Mittelgebirge zurückzuführen ist.
Ob eine Einordung der Ergebnisse in klimatologischer Hinsicht sinnvoll erscheint, soll ab-
schließend kurz dargelegt werden. Da sich die Ergebnisse der Verfahren nur auf den Zeitraum
des Jahres 2008 beziehen, scheint dies auf den ersten Blick nur schwer möglich. Dennoch soll-
te eine Einbettung in den klimatologischen Rahmen, beispielsweise durch den Vergleich mit
NAO-Index-Werten, durchaus möglich sein. Der NAO-Index wird, wie in Kapitel 2.3.3 be-
schrieben, zur Abschätzung zirkulationsdynamischer Veränderungen auf klimatologischer Ebe-
ne eingesetzt. Im Jahr 2008 ergeben sich zusammengefasst sowohl für die Monate Januar/-
Februar/März, als auch für die Monate Oktober/November/Dezember positive Indexwerte32,
verbunden mit milder und feuchter Luft, die nach Europa transportiert wird. Das heißt, die
allgemein hohen Wolkenbedeckungsgrade, die anhand der Detektions- bzw. Klassifizierungser-
31http://www.wetteronline.de/wotexte/redaktion/rueckblick/2008/12/31_ys.htm
[25.02.2011]
32http://www.cgd.ucar.edu/cas/jhurrell/indices.html [10.03.2011]
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gebnisse erfasst wurden (vgl. Abbildung 7.2 bis 7.13 und 8.1) stehen in Einklang mit den er-
hobenen NAO-Indexwerten. Diese Verknüpfung und die vergleichsweise milden Temperaturen
des Jahres 200833 lassen zwar keine Aussage über eine allgemeine Klimaänderung zu, können
aber innerhalb der Tendenz einer Klimaerwärmung eingebettet werden. Ob und wie zirkula-
tionsdynamische Veränderungen im Zusammenhang mit einem Klimawandel bei langjähriger
Betrachtung Einfluss auf den Wolkenbedeckungsgrad haben, kann natürlich ebenfalls mit vor-
liegenden Ergebnissen nicht beantwortet werden. Gleiches gilt für langfristige Veränderungen
und Rückkopplungseffekte innerhalb des Strahlungshaushaltes. Daran wird aber deutlich, dass
ein weiterer und detaillierter Informationsgewinn über Wolken für die Beantwortung solcher
Fragestellungen von enormer Relevanz ist. Mit der Entwicklung neuer sowie der Optimierung
bestehender Wolkendetektions- bzw. Wolkenklassifizierungsverfahren kann somit die Erzeu-
gung langfristiger zeitlich und räumlich hoch aufgelöster Datenreihen vorangetrieben werden.
33http://www.wetteronline.de/wotexte/redaktion/rueckblick/2008/12/31_ys.htm
[25.02.2011]
9 Diskussion und Ausblick
Wolken sind ein zentraler Bestandteil innerhalb der Atmosphäre, nicht nur bezogen auf die
Niederschlagsverteilung, auch ihr Einfluss auf zirkulationsdynamische Vorgänge und den Strah-
lungshaushalt sind von entscheidender Bedeutung. Für die in diesem Zusammenhang teilwei-
se noch offenen Fragestellungen ist eine umfangreiche Datengrundlage über den Zustand von
Wolken und die damit verbundene Wolkenbedeckung von besonderem Interesse. Dies betrifft
vor allem Änderungen im Rahmen des vielfach diskutierten Klimawandels (vgl. Simmer 2000,
IPCC 2001, IPCC 2007). Für die Erkennung und Analyse der Bewölkungsgegebenheiten haben
sich vor allem Verfahren der Satellitenfernerkundung als Mittel der ersten Wahl herausgestellt.
Im Vergleich zu polarumlaufenden Satelliten bieten geostationäre Satelliten den enormen Vor-
teil einer hohen zeitlichen Auflösung (METEOSAT mit Aufnahmeintervallen alle 15 Minuten),
womit die Variabilität von Wolken, sowohl auf räumlicher als auch zeitlicher Ebene, relativ
genau abgeschätzt werden kann (siehe z.B. Derrien und Le Gléau 2005a).
Neben anderen Digitalen Bildverarbeitungsverfahren basieren die Wolkendetektions- bzw.
Wolkenklassifizierungsverfahren in erster Linie auf Schwellenwert- bzw. Grenzwertansätzen
(Tool APOLLO, SAFNWC-Wolkenprodukte), wobei die Bestimmung des korrekten Schwel-
lenwertes als größte Herausforderung anzusehen ist (vgl. z.B. Kriebel et al. 2003). Gegenstand
vorliegender Arbeit war daher die Entwicklung eines alternativen Verfahrens, mit dem Wolken
innerhalb einer Satellitenszene vergleichsweise genau erkannt und klassifiziert werden kön-
nen. Dieses Verfahren sollte vorwiegend auf der reinen Bildinformation des Satelliten basieren
und nicht, wie es bei den meisten Schwellenwertverfahren der Fall ist, durch zusätzliche In-
formationen über den Zustand der Atmosphäre ergänzt werden. An für Klassifizierungsverfah-
ren der digitalen Bildverarbeitung notwendigen Trainingsdaten (Ground Truth) kommt man
jedoch nicht vorbei. Support Vector Machines stellen in diesem Zusammenhang einen mo-
dernen Klassifikator dar, der mit wenigen solcher Trainingsdaten eine effektive Trennung von
Klassen durchführen kann. Diese wurden zwar schon auf experimenteller Ebene zu Zwecken
der Wolkenerkennung eingesetzt, jedoch meist nur bezogen auf einzelne Szenen und auf Basis
von Expertenwissen (vgl. Azimi-Sadjadi und Zekavat 2000, Han et al. 2006, Zibert et al. 2006,
Gomez-Chova et al. 2010). Das vorrangige Ziel dieser Arbeit war demgegenüber die Entwick-
lung eines automatisierten Verfahrens, angewendet auf die zeitlich hoch aufgelösten Daten des
METEOSAT-SEVIRI-Sensors.
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Die Ausführung erfolgte zwar rückwirkend für jede Szene des Deutschland-Datensatzes 2008,
ist aber so konzipiert, dass eine operationelle Durchführung vom zeitlichen Aspekt her durchaus
in Erwägung gezogen werden kann.
Entscheidend für die erfolgreiche Detektion bzw. Klassifizierung ist die exakte Gewinnung
repräsentativer Trainingsdaten für jede Einzelszene, bei der sogenannte Wetter-Kameras als
Grundlage des Trainings verwendet werden sollten. Eine Vielzahl solcher Kameras erfasst den
Himmel über Deutschland, mit einer teilweise extrem hohen zeitlichen Auflösung (Aufnahme-
intervallen bis zu einer Minute). In dieser Hinsicht sind sie synoptischen Beobachtungsdaten
überlegen, und können optimal an die zeitliche Auflösung des METEOSAT-SEVIRI-Sensors
angepasst werden. Die Zusammenstellung eines repräsentativen Datensatzes für das Jahr 2008
stellte sich dennoch als problematisch dar, da die meisten Betreiber keine Archivierung durch-
führen und die Daten nach wenigen Tagen löschen. Durch diesen Umstand waren im Endeffekt
nur sechs Kamera-Standorte verfügbar, mit denen eine effektive Wolkenklassifizierung, basie-
rend auf Support Vector Machines, nur schwer umzusetzen ist. Die vielfältigen Strahlungsver-
hältnisse im Zusammenhang mit Wolken können so nur schlecht eingegrenzt werden.
Dennoch wurden die Daten der sechs Kamera-Standorte ergänzend zu Trainingszwecken ver-
wendet, wobei die Extraktion der Trainingsinformationen auf der jeweiligen RGB-Zusammen-
setzung der Einzel-Aufnahmen basiert. Vor allem die Unterscheidung zwischen Wolken und
wolkenfreien Himmelsflächen konnte so effektiv gelöst werden.
Um den Umfang der bis hierhin gewonnenen Trainingsdaten wesentlich zu erhöhen, wurden
die aus anderen Arbeiten bereits bekannten Schwellenwertalgorithmen (APOLLO, SAFNWC)
herangezogen. Die Abgrenzung bezieht sich hierbei jedoch nur auf solche Pixel, bei denen
mit hoher Sicherheit von Bewölkung ausgegangen werden kann. Mit Hilfe eines ungefähren
Grenzwertes bzw. Grenzbereiches und der Kombination mehrerer Schwellenwertalgorithmen
lassen sich verschiedene Wolkenarten als Trainingsdaten erfassen, und die eigentliche Trennung
der Klassen geschieht abschließend durch den SVM-Klassifikator.
Obwohl in großen Teilen der Arbeit von Trainingsdaten (eigentlich Ground Truth) die Rede
ist, handelt es sich weitestgehend um einen unüberwachten Ansatz. Das gesamte Prozessie-
rungsverfahren wurde so gestaltet, dass ein vollständig automatisierter Ablauf durchführbar ist.
Wolkenrelevante Kanäle und Kanal-Differenzen spannen den Merkmalsraum auf, der neben den
Trainingsdaten notwendig ist, um die Klassifizierung des jeweiligen Zeitschnitts durchzuführen.
Grundlage für die weiter differenzierte Wolkenklassifizierung stellt die im ersten Schritt er-
stellte SVM-Wolkenmaske dar. Wolkenmaske und Wolkenklassifizierung werden nach glei-
chem Prinzip, mit jeweils eigener Trainingsdatengewinnung erzeugt. Die vier zusätzlichen Wol-
kenklassen beziehen sich auf unterschiedliche Wolkenhöhen und Wolkentransparenz, und durch
die Trennung von Maske und weiterer Klassifizierung wird eine einfachere und effektivere
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Handhabung der zusätzlichen Trainingsdatengewinnung und der späteren Validierung ermög-
licht.
Eine Validierung mit unabhängigen Daten erfolgte nur für die Wolkenmasken (SVM-Wolken-
maske, SAFNWC-Cloudmask), auf Grundlage der durch DWDSAT zur Verfügung stehenden
synoptischen Beobachtungsdaten, für den Zeitraum Juli bis Dezember 2008.
Trotz der an den WMO-Stationen zur Verfügung stehenden Informationen über Bewölkungs-
verhältnisse auf unterschiedlichen Höhenniveaus, war eine Validierung der SVM-Wolkenklas-
sifizierung nicht in einem sinnvollen Rahmen möglich. Im Gegensatz zur SVM-Wolkenklassi-
fizierung, erfolgt die Betrachtung durch den Beobachter von unten, wodurch Überlagerungen
verschiedener Wolkenarten nicht richtig zugeordnet werden können. Demnach wurde nur ein
visueller Vergleich mit den Ergebnissen der SAFNWC-Produkte durchgeführt.
Anhand der Validierungsergebnisse konnte gezeigt werden, dass eine Wolkendetektion auf
Basis von Support Vector Machines durchaus konkurrenzfähig ist. Verglichen mit den Ergebnis-
sen der SAFNWC-Cloudmask ergaben sich in Teilen sogar höhere Genauigkeiten. Zwar zeigte
sich innerhalb des Übergangsbereiches zwischen wolkenkontaminierten und wolkenfreien Flä-
chen die Tendenz einer Wolkenüberschätzung, dem gegenüber steht aber eine Unterschätzung
durch die SAFNWC-Cloudmask (ohne NWP). Welcher Faktor zur Überschätzung führt konn-
te nicht vollständig geklärt werden. Zu vermuten ist, dass der grob abgeschätzte Grenzwert
in bestimmten Situationen zu weit in den Bereich der Klasse „Wolkenfrei“ hineinreicht, wo-
durch Trainingspixel falsch zugeordnet werden. Dies ist sicherlich vorrangig der Fall, wenn
eine Szene mit ausgeprägten wolkenfreien Flächen (Hochdruckwetterlage) gegeben ist. Der
SVM-Klassifikator ist in solchen Situationen immer bestrebt eine Trennung bzw. Entscheidung
zu treffen. Wenn dann Trainingspixel als Wolke generiert werden, die eine ähnliche spektrale
Signatur aufweisen wie wolkenfreie Flächen, z.B. durch geringfügige Bewölkung auf Subpixel-
Ebene, kann dies zu falschen Klassifizierungsergebnissen führen. Unterschiedliche subjektive
Einschätzungen der Bewölkung durch den Beobachter, mit Einfluss auf die Validierungsergeb-
nisse, können auch nicht vollständig ausgeschlossen werden.
Die Durchführung der Wolkendetektion ohne die ergänzende Verwendung der Wetter-Ka-
meras zeigte im Rahmen der Validierungsergebnisse vor allem einen verstärkenden Effekt auf
das Phänomen der Überschätzung. Obwohl die Overall Accuracy bei Verwendung der Kame-
radaten nur geringfügig höhere Werte zeigt, kann man erwarten, dass eine Erweiterung durch
zusätzliche Wetter-Kameras, mit Vorteilen für die Gesamtgenauigkeit des Verfahrens verbunden
ist.
Anhand der Unterscheidung zwischen Tag- und Nacht-Testreihen innerhalb der Trainingsda-
tengewinnung war zudem festzustellen, dass zusätzliche Trainingsinformationen aus dem Kanal
des sichtbaren Wellenlängenbereichs, zu einer höheren Overall Accuracy führen. Der Effekt der
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höheren Genauigkeit am Tag lässt sich aber sicherlich auch auf den Einfluss der Wetter-Kameras
zurückführen, da diese, bis auf den Standort Mannheim, nachts keine Daten liefern.
Bei der Trennung des Validierungsdatensatzes in unterschiedliche Höhenlagen der WMO-
Stationen (> 300 m oder < 300 m) ergaben sich nur geringfügige Abweichungen der Genau-
igkeit. Die Tendenz der Überschätzung durch die SVM-Wolkenmaske und der Unterschätzung
durch die SAFNWC-Cloudmask wird in höheren Lagen leicht verstärkt.
Um die Ergebnisse des auf Support Vector Machines basierenden Wolkendetektions- und
Wolkenklassifizierungsverfahrens noch deutlicher darzustellen, erfolgte die Berechnung des
Wolkenbedeckungsgrades aus der Summe der vorhandenen Einzelzeitschnitte. Durch Monats-
werte konnte so die Effektivität bzw. das Potential des automatisierten Verfahrens, räumlich
und zeitlich, veranschaulicht werden. In diesem Sinne zeigen die Muster der Bewölkung über
Deutschland in der Regel große Ähnlichkeiten mit denen der SAFNWC-Cloudmask. Insbe-
sondere bei ausgeprägter Bewölkung bzw. gleicher Verteilung von Wolken und wolkenfreien
Flächen sind nur geringe Abweichungen zwischen beiden Verfahren zu erkennen. Hochdruck-
wetterlagen führen jedoch zu allgemein höheren Werten der SVM-Wolkendetektion. Durch den
Vergleich zweier Fernerkundungsverfahren ist es jedoch schwierig, eindeutige Aussagen über
die zeitliche und räumliche Ausprägung von jeweiliger Wolkenüber- bzw. Wolkenunterschät-
zung zu treffen.
Bezogen auf den Bedeckungsgrad der vier weiteren Wolkenklassen kam es zu ähnlichen
Ergebnissen. Die räumlichen Muster weisen bei beiden Verfahren große Ähnlichkeit auf, und
der Großteil der Bewölkung über Deutschland lässt sich der Klasse „Niedrig Kompakt“ zuord-
nen, also dichte Bewölkung im niedrigen bis mittleren Höhenniveau. Regional betrachtet, sind
vor allem die Höhenlagen der Mittelgebirge mit höchsten Werten verknüpft, was sich auch bei
der Einordnung der Ergebnisse in das allgemeine Wettergeschehen des Jahres 2008 darstellt.
Je nach Strömungsrichtung bzw. Großwetterlage sind vor allem Mittelgebirge wie Eifel oder
Schwarzwald mit hohen Wolkenbedeckungsgraden verknüpft. Die Betrachtung regonialer Nie-
derschlagswerte zeigt hier eine ähnliche Tendenz. Das Rheintal bzw. das Rhein-Main-Gebiet,
sowie Teile Nord- und Ostdeutschlands sind dagegen oft mit geringerer Bedeckung und gerin-
gerem Niederschlag gekoppelt. Dies zeigt sich auch bei der regionalen Betrachtung der Son-
nenscheindauer innerhalb des Jahres 2008.
9.1 Herausforderungen für die Zukunft
Obwohl mit dieser Arbeit gezeigt werden konnte, dass eine Wolkendetektion bzw. -klassifizie-
rung mit Hilfe von Support Vector Machines in einer mit den gängigen Methoden vergleichba-
ren Genauigkeit umgesetzt werden kann, bleiben gewisse Herausforderungen bestehen, die es
zukünftig zu bewältigen gilt. Neben der Minimierung von Ungenauigkeiten, die sich im Rah-
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men der Prozessierung ergeben, sollte das vorrangige Bestreben darin liegen, den Effekt der
Überschätzung so weit wie möglich zu reduzieren. Hierzu bedarf es jedoch weiterer zeitintensi-
ver Testläufe. Vor allem um mögliche Fehler bei der automatisierten Trainingsdatengewinnung
einzugrenzen. Die Abschätzung des ungefähren Grenzwertes kann in diesem Zusammenhang
sicher noch optimiert werden. Dies gilt besonders für Situationen in denen eine Klasse nur in
geringem Umfang präsent ist.
Damit Trainingsdaten noch besser den Grenzbereich jeder einzelnen Szene zum Lernen des
Klassifikators darstellen können, sollte für zukünftige Planungen der Umfang der Wetter-Ka-
meras wesentlich erhöht werden. Anhand der Validierung konnte gezeigt werden, dass sich die
Daten der Kameras positiv auf die Genauigkeit der Wolkendetektion auswirken. Ob anhand der
Kameras auch Informationen über unterschiedliche Wolkenarten bzw. Wolkenhöhen abgeleitet
werden können, wäre ebenfalls ein interessanter Aspekt zukünftiger Bearbeitungen.
Auch die weitere Anpassung der im Klassifizierungsverfahren verwendeten SVM-Parameter
(Kernel- und Regularisierungsparameter) könnte einen zusätzlichen Ansatz der Optimierung
darstellen. Je nach Verteilung von Wolken und wolkenfreien Flächen bzw. Wolkenklassen kann
die Hyperebene eventuell besser eingebunden werden. Da hierzu jedoch das SVM-Training
für jeden Zeitschnitt, mit hohem Zeitaufwand, erneut durchgeführt werden muss, wäre dies im
Rahmen einer operationellen Anwendung aber nur bedingt praktikabel.
Eine Anwendung auf andere Regionen oder Teilgebiete der Erde ist sicherlich auch von In-
teresse. Web-Cams bzw. Wetter-Kameras gibt es mittlerweile an vielen Standorten und der Da-
tenzugriff ist, nach Absprache mit den Betreibern, meist ohne Probleme möglich. Aufgrund der
oft fehlenden Archivierung, sollte dies aber zeitnah durchgeführt werden. Mit vorliegendem
Verfahren konnte gezeigt werden, dass auch in nördlichen Regionen (Ausschnitt Deutschland,
bei METEOSAT hoher Satelliten-Zenitwinkel) mit unterschiedlichsten Wolkengegebenheiten
durchaus gute Ergebnisse erzielt werden können. Es ist zu vermuten, dass die Anwendung z.B.
in tropischen Regionen genauso gut oder gar noch besser funktioniert. Hoch aufsteigende, sehr
kalte konvektive Zellen lassen sich besser von warmen Landflächen abgrenzen.
Will man hingegen einen großräumigen Bereich, wie beispielsweise Europa abdecken, ent-
steht die Problematik unterschiedlicher Strahlungstemperaturbereiche innerhalb der verschie-
denen Teilregionen mit Einfluss auf die Trainingsdaten bzw. Trainingsdatengewinnung. Eine
Trennung von Klassen wird hier schwierig. Strahlungstemperaturen kalter Landflächen im Nor-
den können im Süden Wolken repräsentieren. Um diesem Phänomen gerecht zu werden, müss-
ten mehrere Teilregionen einzeln bearbeitet und nachfolgend zusammengeführt werden. Eine
zusätzliche Schwierigkeit, die sich in diesem Zusammenhang ergibt, ist die mit zunehmenden
Trainingspixeln verbundene Erhöhung der Rechenzeit. Damit auch hier die Möglichkeit eines
operationellen Betriebes erhalten bleibt, ist eine parallele Berechnung erforderlich. Durch die
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Zunahme und einfachere Verfügbarkeit immer leistungsfähigerer Rechner sollte dies aber un-
problematischer werden.
Bei einer Übertragung auf Sensoren anderer Satelliten sollte es bei Vorhandensein der not-
wendigen Kanäle keine Probleme geben. Die Anwendung auf polarumlaufende Wetter-Satel-
liten bringt zwar eine erhöhte räumliche Auflösung mit sich, der Vorteil der hohen zeitlichen
Auflösung würde aber verloren gehen.
Um die Übertragung auf andere Gebiete oder andere Sensoren umsetzen zu können, ist
eine Anpassung aller Parameter der Trainingsdatengewinnung (niedrigste/höchste Werte als
„Schwellenwerte“, Anzahl Trainingspixel usw.) erforderlich. Dies ist jedoch nur einmalig durch-
zuführen.
Trotz beschriebener Probleme und Herausforderungen, die es noch zu lösen gilt, konnte mit
vorliegender Arbeit das Potential von Support Vector Machines in Bezug auf eine automatisier-
te Wolkendetektion bzw. -klassifizierung an zeitlich hoch aufgelösten Daten dargelegt werden.
Ob sich dieses Verfahren in einem operationellen Betrieb durchsetzen kann, bleibt abzuwar-
ten. Gegebenenfalls können Teile des Ansatzes innerhalb der gängigen Verfahren implementiert
werden oder als Erkenntnisgewinn zur Entwicklung neuer Verfahren beitragen.
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