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We study the non-equilibrium quench dynamics from free to hard-core one-dimensional bosons in
the presence of a hard-wall confining potential. We characterise the density profile and the two-point
fermionic correlation function in the stationary state as well as their full time evolution. We find
that for long times the system relaxes to a uniform density profile, but the correlation function
keeps memory of the initial state with a stationary algebraic long-distance decay as opposite to
the exponential behaviour found for the same quench in the periodic setup. We also compute the
stationary bosonic two-point correlator which turns out to decay exponentially for large distances.
We show that a two-step mechanism governs the time evolution: a quick approach to an almost
stationary value is followed by a slow algebraic relaxation to the true stationary state.
I. INTRODUCTION
The non-equilibrium dynamics of isolated quantum systems is currently in a golden age mainly because of the recent
experiments on trapped ultra-cold atomic gases [1–7] which allowed for the realization and the experimental study of
the unitary non-equilibrium evolution over long time scales. The non-equilibrium situation which attracted most of
the theorists’ attention is the so called interaction quench, in which a system evolves unitarily from an initial state
which is the ground-state of a translationally invariant Hamiltonian differing from the one governing the evolution by
an experimentally tunable interaction parameter [8].
One of the most interesting findings of both theoretical and experimental investigations is the different behaviour
displayed by generic and integrable systems, with the latter keeping memory of the initial state also for infinite time
[2, 9–11] while the former locally relaxing to a standard Gibbs distribution in which only the initial energy determines
the (local) stationary state as an effective temperature [12–14]. However, most of the previous studies lack the direct
connection to the experiments in which the atoms are trapped by some external potential, a situation that for a
truly interacting model is very difficult (if not impossible) to tackle analytically in an exact way. For this reason, we
consider here one of the simplest instances of an interaction quench in the presence of a simple confining potential.
Despite of this double level of simplicity, we shall see that the calculations are non-trivial and that very interesting
effects appear in the quench dynamics.
We consider a one-dimensional Bose gas with Hamiltonian
Hˆ =
∫ L
0
dx
[
∂xφˆ
†(x)∂xφˆ(x) + c φˆ†(x)φˆ†(x)φˆ(x)φˆ(x) + V (x)φˆ†(x)φˆ(x)
]
. (1)
Here φˆ(x) is a boson field satisfying canonical commutation relations [φˆ(x), φˆ†(y)] = δ(x − y), c is the two-body
coupling constant, V (x) is the confining potential and we set ~ = 2m = 1. In the absence of the external potential
(i.e. for V (x) = 0) the Hamiltonian reduces to the celebrated Lieb–Liniger Hamiltonian [15] which is integrable and
exactly solvable by Bethe ansatz for any value of the interaction strength c. Global quenches of the coupling constant
c have already been studied in several papers [16–26], as well as other interesting quench dynamics [27–34]. However,
in the presence of an external potential V (x), the Hamiltonian (1) is not integrable for arbitrary values of the coupling
constant c. There are only two special points in which the model is still exactly solvable for arbitrary V (x) which
correspond to free bosons (c = 0) and impenetrable bosons (c = +∞). Indeed, for periodic boundary conditions
(PBC), the quench from c = 0 to c = ∞ has already been studied in Ref. [21] and despite of the simplicity of the
initial and final Hamiltonian, the non-equilibrium dynamics turned out to be extremely rich (e.g. breaking of Wick’s
theorem for finite time) because the initial and final modes are not linearly related.
Consequently, it is very interesting to obtain analytical results for a quench from noninteracting to strongly inter-
acting bosons for a trapped gas. The most natural choice for the confining potential would be a harmonic one (i.e.
V (x) ∝ x2) which is the most commonly used in experiments. However, while it is possible but cumbersome to perform
analytic calculations with a harmonic trap, this does not represent the easiest choice to introduce and understand the
new effects engendered by the trap. The simplest confining potential which gives rise to most of the relevant trapping
effects is surely the hard-wall potential which forces the many-body wave function to vanish outside a given interval
of length L (this can be seen as a power-law confining trap V (x) ∝ |2x/L|α in the limit of large exponent α 1). For
all these reasons, we limit ourselves to consider the quench in a hard-wall trap whose main nontrivial aspect is that
the initial state, i.e. the Bose-Einstein condensate (BEC) in the trap, breaks translational invariance. As we shall see,
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2this leads to a number of unexpected results which we briefly anticipate now. First, although the initial state is highly
inhomogeneous and the Hamiltonian governing the dynamics breaks translational invariance, in the large-time limit
the density becomes homogeneous (sufficiently far from the boundaries). However, the stationary fermionic two-point
function is very different from the periodic case. Indeed, while for PBC it decays exponentially for large distances
[21], in the presence of the hard wall trap the decay is only algebraic for points deeply in the bulk of the system. This
is a very unexpected result because it physically means that the system keeps memory of the inhomogeneity of the
initial state, even if the density becomes constant. Furthermore, this is different from what would have happened if
the system had thermalised because, at finite temperature, the boundary conditions can only affect a small region
close to the boundaries and not the bulk of the system.
The paper is organised as follows. In Section II we introduce the model under investigation and the quench protocol;
in particular, we focus our attention on the nonlinear mapping between pre- and post-quench field operators and we
stress the nontrivial aspects introduced by the confining potential. In Section III we analyse the stationary behaviour
of the density and of the two-point function which could be equivalently described in terms of a generalised Gibbs
ensemble (GGE). Section IV is devoted to the analytical evaluation of the full time-dependence of the particle density
and of the two-point fermionic correlators. We also exactly characterise how the stationary values are approached for
infinite time. Finally, in Section V we draw our conclusions.
II. MODEL AND QUENCH
We consider a one-dimensional Bose gas described by the Hamiltonian (1) with a hard-wall confining potential on
the interval [0, L], i.e. the potential forces the many-body wave function to vanish at the boundaries x = 0, L. It
is worth mentioning that, in the case of hard-wall trap, the Lieb-Liniger model is integrable for arbitrary values of
the coupling constant c [35]. However, in what follows, we limit to consider the out-of-equilibrium unitary dynamics
generated by an interaction quench of the coupling constant c, from noninteracting bosons (c = 0) to hard-core bosons
(c =∞) in the presence of the hard-wall boundaries (HBC) at all times.
A. The initial setup
The many-body system is initially prepared in the N -particle ground state of the free-boson Hamiltonian, i.e. Eq.
(1) with c = 0. Since the Hamiltonian is quadratic, it can be diagonalised in terms of the modes
ξˆq =
∫ L
0
dxϕ∗q(x) φˆ(x), ξˆ
†
q =
∫ L
0
dxϕq(x) φˆ
†(x), (2)
where the normalised one-particle eigenfunctions
ϕq(x) =
√
2
L
sin(qpix/L), q = 1, 2, . . . , (3)
are the solutions of the one-particle eigenvalue problem ∂
2
xϕq(x) = qϕq(x),
ϕq(0) = ϕq(L) = 0,
(4)
with q = (qpi/L)
2. Indeed, by using the inverse of the transformation (2), we can rewrite the initial Hamiltonian Hˆ0
in the diagonal form
Hˆ0 =
∞∑
q=1
q ξˆ
†
q ξˆq. (5)
As usual for a BEC, the many-body ground state is prepared by filling the lowest energy level (q = 1) with N particles:
|ψ0(N)〉 = 1√
N !
ξˆN1 |0〉, (6)
3where |0〉 is the pre-quench vacuum state characterised by ξˆq|0〉 = 0. The initial two-point bosonic correlation function
〈ψ0(N)|φˆ†(x)φˆ(y)|ψ0(N)〉 can be evaluated, for each finite value of N and L, by exploiting the canonical bosonic
algebra [ξp, ξ
†
q ] = δp,q and 〈ψ0(N)|ξˆ†pξˆq|ψ0(N)〉 = Nδp,1δq,1, from which one obtains
〈ψ0(N)|φˆ†(x)φˆ(y)|ψ0(N)〉 = 2n sin(pix/L) sin(piy/L), n ≡ N/L. (7)
In particular, the initial particle density is
n0(x) ≡ 〈ψ0(N)|φˆ†(x)φˆ(x)|ψ0(N)〉 = 2n sin2(pix/L). (8)
The most visible effect due to the hard-wall trap is to constrain the bosonic cloud in such a way that its density
distribution presents a strong inhomogeneity which is the main physical difference compared to the periodic setup of
Ref. [21].
B. The quench protocol
At time t = 0 we suddenly turn on an infinitely strong interaction, i.e. we let the system evolve with the Hamil-
tonian (1) with c = ∞. In this limit, known as Tonks-Girardeau limit [36], the bosons behave as impenetrable. The
Hamiltonian can be rewritten in terms of hard-core bosonic fields, Φˆ(x), Φˆ†(x) which satisfy a hybrid algebra; they
commute at different space points, otherwise they obey an effective Pauli principle (induced by the infinite repulsion)
whenever they are evaluated at the same space point:
[Φˆ(x), Φˆ†(y)] = 0, x 6= y, [Φˆ†(x)]2 = [Φˆ(x)]2 = 0. (9)
In terms of these fields the Hamiltonian is quadratic
Hˆ =
∫ L
0
dx ∂xΦˆ
†(x)∂xΦˆ(x), (10)
and the hybrid commutation relations encode the infinitely strong interactions which seem absent from the quadratic
form (10). The relation between the hard-core boson fields and the free bosonic ones is Φˆ†(x) = Pxφˆ†(x)Px, where
Px = |0〉〈0|x + |1〉〈1|x is the local projector on the truncated Hilbert space with at most one boson at the point x.
Using a Jordan-Wigner transformation, we can map the hard-core boson fields to fermion fields
Ψˆ(x) = exp
{
ipi
∫ x
0
dzΦˆ†(z)Φˆ(z)
}
Φˆ(x), Ψˆ†(x) = Φˆ†(x)exp
{
−ipi
∫ x
0
dzΦˆ†(z)Φˆ(z)
}
, (11)
which satisfy canonical anti-commutation relations {Ψˆ(x), Ψˆ†(y)} = δ(x−y). The Jordan-Wigner mapping guarantees
that the fermionic and the bosonic density operators coincide, i.e Ψˆ†(x)Ψˆ(x) = Φˆ†(x)Φˆ(x).
In terms of the fermionic fields the Hamiltonian (10) is
Hˆ =
∫ L
0
dx ∂xΨˆ
†(x)∂xΨˆ(x), (12)
which is diagonalised by the Fermi operators ηˆq, ηˆ
†
q , related to the fermionic fields Ψˆ(x), Ψˆ
†(x) as
Ψˆ(x) =
∞∑
q=1
ϕq(x)ηˆq, ηˆq =
∫ L
0
dxϕ∗q(x)Ψˆ(x), (13)
where the post-quench single-particle eigenfunctions coincide with the pre-quench single-particle ones in Eq. (3). The
crucial difference between the two set of modes is the different algebra they satisfy. In terms of the fermionic modes
the Hamiltonian is diagonal
Hˆ =
∞∑
q=1
q ηˆ
†
q ηˆq =
∞∑
q=1
q nˆq, (14)
with nˆq ≡ ηˆ†q ηˆq being the post-quench mode occupation operators.
4The main observable that we consider in the following is two-point fermionic correlation function
C(x, y; t) ≡ 〈exp(iHˆt)Ψˆ†(x)Ψˆ(y) exp(−iHˆt)〉, (15)
where we introduced the simplified notation 〈. . . 〉 ≡ 〈Ψ0(N)| . . . |Ψ0(N)〉 in order to indicate expectation values in the
initial state. The time dependence in this correlation function can be explicitly written in terms of the post-quench
modes as
C(x, y; t) =
∑
p,q
ϕ∗p(x)ϕq(y)e
i(p−q)t〈ηˆ†pηˆq〉. (16)
The density profile is just given by the correlation function evaluated at coincident points
n(x; t) = C(x, x; t) =
∑
p,q
ϕ∗p(x)ϕq(x)e
i(p−q)t〈ηˆ†pηˆq〉. (17)
III. STATIONARY PROPERTIES
In this section we report a complete characterisation of the stationary properties of the system after the quench.
We compute the infinite time average of the density profile and of fermionic correlation function which equal their
large time limit, as we will explicitly show only in the following section.
Because of the integrability of the post-quench Hamiltonian, the large time limit of the reduced density matrix of
any finite interval (in the sense described in Refs. [37–40]) is expected to be described by the GGE [9]
ρGGE = Z
−1 exp
(
−
∑
i
λiIˆi
)
, (18)
where {Iˆi} is a complete set of local integrals of motion and the Lagrange multipliers λi are fixed by the conditions
〈Iˆi〉 = Tr[ρGGE Iˆi]. However, recent results [41–46] show that in some interacting theories the stationary state differs
from the GGE built with local charges [47, 48], suggesting that additional integrals of motion should be included in
the GGE. Here we can ignore this issue since we are dealing with a post-quench free theory. Furthermore, we also
prefer to avoid dealing with the issue of locality because our post-quench Hamiltonian breaks translational invariance.
Thus we exploit the fact that the Tonks-Girardeau model has a simpler infinite set of conserved charges, formed by
the fermionic mode occupation numbers nˆq (we recall that for PBC the local conserved charges can be expressed as
linear combinations of nˆq [32, 49], so the GGE’s built from nˆq and Iˆi are equivalent).
The time average of Eq. (16) can be straightforwardly worked out (see also [50] for more general settings) obtaining
C(x, y; t) =
∞∑
q=1
ϕ∗q(x)ϕq(y)〈nˆq〉 = lim
t→∞C(x, y; t) ≡ C∞(x, y), (19)
which, as expected, only depends on the post-quench fermionic mode occupation. We emphasise that 〈nˆq〉 is the only
needed ingredient to construct the GGE and, thanks to Wick’s theorem, it allows us to calculate any correlation
function of local operators, showing that the GGE indeed captures the complete stationary behaviour. It is worth
mentioning that the GGE also fixes stationary two-time quantities [51], which however will not be considered here.
Thus the elementary bricks needed for the stationary (19) and time-dependent (16) fermionic correlation function
are the fermionic mode occupation 〈nˆq〉 and the correlator 〈ηˆ†pηˆq〉, respectively. In analogy to the periodic case [21],
these can be obtained from the initial correlator of the real-space fermionic fields 〈Ψˆ†(x)Ψˆ(y)〉 calculated in the next
subsection.
A. Initial fermionic correlation function
The calculation of the initial fermionic correlation function is not straightforward because of the non-Gaussian
nature of the initial state in terms of the post-quench fermionic operators. As a starting point, we should then exploit
the usual relation between fermionic and bosonic correlation which reads (for x < y)
〈Ψˆ†(x)Ψˆ(y)〉 =
∞∑
j=0
(−2)j
j!
∫ y
x
dz1 . . .
∫ y
x
dzj〈Φˆ†(x)Φˆ†(z1) . . . Φˆ†(zj)Φˆ(zj) . . . Φˆ(z1)Φˆ(y)〉. (20)
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FIG. 1: The initial fermionic correlation function Eq. (25) as function of z = x− y for fixed w = x+ y. The numerical data for
N = L = 200 (symbols) are compared to the analytical scaling function given by Eq. (26) (full lines).
Although the initial state does not respect the hard-core condition, we can treat the hard-core boson fields as if they
were canonical bosonic fields. Indeed following the analogous idea for PBC [21], we can assume
〈φˆ†(x)φˆ†(z1) . . . φˆ†(zj)φˆ(zj) . . . φˆ(z1)φˆ(y)〉 = 〈Φˆ†(x)Φˆ†(z1) . . . Φˆ†(zj)Φˆ(zj) . . . Φˆ(z1)Φˆ(y)〉. (21)
This equality is proved in the Appendix A using a rigorous lattice regularisation. The lhs of Eq. (21) is straightforwardly
worked out in the initial ground state |Ψ0(N)〉:
〈φˆ†(x)φˆ†(z1) . . . φˆ†(zj)φˆ(zj) . . . φˆ(z1)φˆ(y)〉 = ϕ∗1(x)ϕ1(y)
j∏
i=1
|ϕ1(zi)|2〈(ξˆ†1)j+1(ξˆ1)j+1〉. (22)
From ξˆ1|Ψ0(N)〉 =
√
N |Ψ0(N − 1)〉, we have 〈(ξˆ†1)j+1(ξˆ1)j+1〉 = N !/(N − j − 1)!, which allows us to rewrite Eq. (20)
as
〈Ψˆ†(x)Ψˆ(y)〉 = ϕ∗1(x)ϕ1(y)
∞∑
j=0
(−2)j
j!
N !
(N − j − 1)!
(∫ y
x
dz|ϕ1(z)|2
)j
. (23)
This relation is valid in the domain x < y, while in the opposite case x > y, the only difference arises from the
exchange of the integration limits, leading to the absolute value of the integral which can be written as∣∣∣∣∫ y
x
dz|ϕ1(z)|2
∣∣∣∣ = |x− y|L + sgn(x− y)2pi
[
sin
(
2piy
L
)
− sin
(
2pix
L
)]
=
|x− y|
L
− sgn(x− y)
pi
cos
[
pi(x+ y)
L
]
sin
[
pi(x− y)
L
]
, (24)
which finally leads to (∀x, y ∈ [0, L])
〈Ψˆ†(x)Ψˆ(y)〉 = 2N
L
sin
(pi
L
x
)
sin
(pi
L
y
)[
1− 2
( |x− y|
L
− sgn(x− y)
pi
cos
(
pi(x+ y)
L
)
sin
(
pi(x− y)
L
))]N−1
. (25)
Eq. (25) is valid for any finite value of L and N . Interestingly, its structure is quite general and independent from the
particular shape of the confining potential (see Appendix B for more details).
60 1 2 3 4 5
0
0.2
0.4
0.6
0.8
1
N = 20
N = 30
N = 40
N = 50
qπ/(2N)
⟨𝑛
q⟩^
FIG. 2: Fermionic mode occupation 〈nˆq〉 as function of the rescaled variable qpi/(2N) for different particle numbers N . The
numerical data, evaluated using Eq. (28), collapse on the asymptotic universal function (full black line) given by Eq. (33). For
comparison we show (dashed line) the mode occupation for PBC [21].
As we shall see, a relevant scaling regime in the quench problem is provided by taking the thermodynamic limit
(TDL) with w˜ = (x+ y)/L kept fixed and z = x− y arbitrary. In this limit, Eq. (25) becomes
〈Ψˆ†(x)Ψˆ(y)〉 = n [1− cos(piw˜)]e−2n[1−cos(piw˜)]|z|. (26)
In Fig. 1, this asymptotic form is compared with the direct numerical evaluation of Eq. (25). In the following sections
we will always use as a starting point Eq. (25), even if in some instances Eq. (26) would have led to the same results.
We preferred to proceed in this way to keep the information about the boundaries as much as possible.
B. Fermionic mode occupation
The fermionic mode occupation 〈nˆq〉 is obtained plugging Eq. (25) in the definition (13):
〈nˆq〉 =
∫ L
0
dx
∫ L
0
dy ϕq(x)ϕ
∗
q(y)〈Ψˆ†(x)Ψˆ(y)〉
=
4N
L2
∫ L
0
dx
∫ L
0
dy sin
(qpix
L
)
sin
(qpiy
L
)
sin
(pix
L
)
sin
(piy
L
)
×
[
1− 2
( |x− y|
L
− sgn(x− y)
pi
cos
(
pi(x+ y)
L
)
sin
(
pi(x− y)
L
))]N−1
. (27)
Using standard trigonometric identities and changing the integration variables to v = pi(x − y)/L and u = pi(x +
y)/L− pi, we have the more compact expression
〈nˆq〉 = N
2pi2
∫ pi
−pi
du
∫ pi−|u|
|u|−pi
dv [cos(qv)− (−1)q cos(qu)][cos(v) + cos(u)]
[
1− 2
pi
[|v|+ sgn(v) sin(v) cos(u)]
]N−1
. (28)
In Fig. 2 we report the mode occupation 〈nˆq〉 evaluated numerically from Eq. (28) for different values of N . All data
for different N collapse on a universal smooth function of the rescaled variable q/N , except for very small values of
q (q . 10). This implies that only modes with q/N ∼ O(1) are important in the TDL allowing us to simplify Eq.
7(28). Indeed, for q  1, the function cos(qu) is integrated over an integer multiple of its period (we recall that q is an
integer) and consequently its contribution is suppressed with respect to the remaining part of the integral. Thus, for
large q and large N , we can rewrite Eq. (28) as
〈nˆq〉 = 2N
pi2
∫ pi
0
du
∫ pi−u
0
dv cos(qv)[cos(v) + cos(u)]
[
1− 2
pi
[v + sin(v) cos(u)]
]N−1
. (29)
We can now take the large N limit. Since
∣∣1− 2pi [v + sin(v) cos(u)]∣∣ ≤ 1 throughout the integration domain, for large
N , the integral in v is dominated by the neighbourhood of v = 0 and so we can limit the integral to a region v ∈ [0, ]
with  1. Expanding in v the integrated function, we obtain
〈nˆq〉 = 2N
pi2
∫ pi
0
du
∫ 
0
dv cos(qv)[1 + cos(u)]
[
1− 2v
pi
[1 + cos(u)]
]N−1
, (30)
where we could not expand cos(qv) because for large q it can oscillate many times in [0, ]. For large N and small v
it holds [
1− 2v
pi
[1 + cos(u)]
]N−1
' eN ln
(
1− 2vpi [1+cos(u)]
)
' e−N 2vpi [1+cos(u)], (31)
leading to
〈nˆq〉 = 2N
pi2
∫ pi
0
du
∫ 
0
dv cos(qv)[1 + cos(u)]e−N
2v
pi [1+cos(u)]. (32)
After these simplifications, the integrated function is exponentially small in N , and therefore, in the TDL, we can send
the upper bound of integration  to infinity. The v integration becomes the cosine Fourier transform of the exponential
function, finally giving
〈nˆq〉 = 1
pi
∫ pi
0
du
1 +
[
qpi/(2N)
1+cos(u)
]2 = 1−
√
q˜ (q˜ +
√
4 + q˜ 2)
2 (4 + q˜ 2)
, q˜ ≡ qpi
2N
=
1
2n
qpi
L
, (33)
showing explicitly that the mode occupation number is indeed a function of the rescaled variable q/N . This analytic
result is compared in Fig. 2 with the numerical evaluation of the mode occupation and they perfectly match for large
enough N . Notice that Eq. (33) satisfies the normalisation condition
∑
q〈nˆq〉 = N in the TDL, as it should.
Before using this result to calculate real-space properties of the system in the stationary state, it is interesting to
compare this mode distribution with the same quantity for PBC nPBC(q˜) = 1/(1 + q˜
2) [21] (reported for comparison
as a dashed line in Fig. 2). Both distributions have a power law behavior for q˜  1 with nPBC(q˜) ' 1/q˜ 2, and
〈nˆq〉 ' 3/(2q˜ 2). The effect of the boundaries is more apparent for small q˜ when nPBC(q˜) ' 1− q˜ 2 and 〈nˆq〉 ' 1−
√
q˜/2,
the latter being non-analytic in zero (which, as we shall see, has strong consequences for real space correlations).
C. Stationary particle density
In this section we analyse the particle density profile n∞(x) in the stationary state. From the definition (19), using
the one-particle eigenfunctions (3) and the fermionic mode occupation (33), one immediately has
n∞(x) =
∞∑
q=1
|ϕq(x)|2〈nˆq〉 = 2
piL
∞∑
q=1
∫ pi
0
du
sin2(qpix/L)
1 +
[
qpi/(2N)
1+cos(u)
]2 . (34)
In Fig. 3, we report the numerical evaluation of this sum showing that it approaches the uniform value n = N/L when
increasing the system size L and particle number N . The HBC influence the profile only in a region x ∼ O(1) close
to the boundaries which shrinks to a set of zero measure when considering the scaling variable x/L (right panel).
This behaviour can be easily understood analytically by replacing, in the TDL limit, the sum with an integral
n∞(x) =
2
pi2
∫ ∞
0
dq
∫ pi
0
du
sin2(xq)
1 +
[
q/(2n)
1+cos(u)
]2 = n∞(x) = n− ne−4nx[I0(4nx)− I1(4nx)], (35)
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FIG. 3: (Left) The stationary particle density profile near the left boundary (x = 0) is perfectly described by Eq. (35). (Right)
The same data vs the rescaled variable x/L showing that for large L, the systems becomes homogeneous in the interval [0, L]
with small corrections at the boundaries.
where Im(z) are the modified Bessel functions. This shows that the thermodynamic stationary density is n∞(x) = n,
i.e. the value obtained in the rescaled variable x/L (see the right panel in Fig. 3). The correction in Eq. (35) is non
vanishing only in a set of measure zero (in x/L) and describes the behaviour close to the left boundary at x = 0
(which perfectly matches the numerical result as shown in the left panel of Fig. 3). Notice that in Eq. (35) we lost the
information about the right boundary at x = L. It is however obvious that close to the right boundary the density
has the same profile as at the left one.
D. Stationary two-point fermionic correlation function
In this section we study the two-point fermionic correlator C∞(x, y) in the stationary state. Let us start by noticing
that as long as we are interested in bulk properties of the system, since the stationary density is homogeneous, we
expect all correlation functions to be translational invariant. Therefore, we keep the difference x− y ∼ O(1) to avoid
infinitely separated points in the TDL.
In terms of the mode occupation, the stationary fermionic correlation function can be written as
C∞(x, y) =
∞∑
q=1
ϕ∗q(x)ϕq(y)〈nˆq〉 =
2
piL
∑
q
∫ pi
0
du
sin(qpix/L) sin(qpiy/L)
1 +
[
qpi/(2N)
1+cos(u)
]2 (36)
=
1
piL
∞∑
q=1
∫ pi
0
du
cos[qpi(x− y)/L]− cos[qpi(x+ y)/L]
1 +
[
qpi/(2N)
1+cos(u)
]2 ,
that, in the TDL, becomes a double integral which can be explicitly performed
C∞(x, y) =
1
pi2
∫ ∞
0
dq
∫ pi
0
du
cos[q(x− y)]− cos[q(x+ y)]
1 +
[
q/(2n)
1+cos(u)
]2
= ne−2n|x−y|[I0(2n|x− y|)− I1(2n|x− y|)]− ne−2n|x+y|[I0(2n|x+ y|)− I1(2n|x+ y|)]. (37)
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FIG. 4: Fermionic two-point correlation function in the stationary state. (Left) The numerical evaluated correlators (using the
sum in Eq. (36)) are compared to the TDL result in Eq. (37) (full lines) for y = L/2 (bottom) and y = L/8 (top). (Right) The
bulk stationary correlator in Eq. (39) (full black lines) is compared to the PBC one (dashed black lines). In the inset, the same
correlators are shown in log-log scale to highlight the power law behaviour. The red dot-dashed lines represent the asymptotic
behavior for small z (i.e. ∼ 1− 3n|z|) and for large z (i.e. ∼ |nz|−3/2/(8√pi)).
This stationary correlator consists of two different parts:
C∞(x, y) = CB∞(|x− y|) + Cbou∞ (x, y), (38)
where we have (i) a bulk correlator CB∞(|x− y|) depending only on the distance between the two points and which is
the true thermodynamic stationary correlator, and (ii) a boundary term Cbou∞ (x, y) depending on x+ y which goes to
zero when x and y are far from the boundary x, y  1. We stress that the information about the right boundary has
been lost because of the way we performed the TDL, in analogy to the density profile.
In the two left panels of Fig. 4 we compare the numerically evaluated correlation function with the thermodynamic
result for y = L/2, L/8 as a function of x ∈ [0, L]. The numerics perfectly agree with Eq. (37) as far as x is far from
the right boundary where, as we already stated, Eq. (37) does not apply.
Let us discuss in more details the bulk stationary correlator
CB∞(z) = ne
−2n|z|[I0(2n|z|)− I1(2n|z|)]. (39)
Although this result slightly resemble the real space correlator for PBC CPBC(z) = ne
−2n|z| [21], they are qualitatively
different as evident from Fig. 4. The boundary conditions and the highly inhomogeneous initial profile strongly affect
the two-point stationary function in the bulk. The multiplicative factor in Eq. (39), depending on the difference between
two Bessel functions, modifies both the small- and the large-distance behaviour. For zn  1 the correlator behaves
as CB∞(z)/n ∼ 1− 3n|z| manifesting a faster short-distance decay compared to the PBC case. For large distances the
behaviour is completely different. While for PBC there is exponential decay for all distances, the trapped correlator
shows an algebraic decay for zn  1, namely CB∞(z)/n ∼ |nz|−3/2/(8
√
pi) [61]. This is actually a very important
difference compared to the PBC case: in the TDL, the boundaries strongly affect the bulk, a phenomenon that has
no direct analogue in finite temperature systems.
E. Stationary bosonic correlation function
From the knowledge of the fermionic two-point function all other correlations in the stationary state can be derived
with the help of Wick’s theorem. The most relevant correlation from the experimental point of view is surely the
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bosonic two-point correlation function whose Fourier transform is the momentum distribution function, the quantity
most commonly measured in cold atoms experiments. In the remaining of this section we are going to evaluate this
bosonic correlation function in the bulk.
We consider the stationary bosonic two-point correlation function
Cbos∞ (z) ≡ lim
t→∞〈Φˆ
†(x, t)Φˆ(x+ z, t)〉, (40)
where we explicitly used bulk translational invariance in the stationary state. In the following, we will set x = 0 for
simplicity. The bosonic correlation function Cbos∞ (z) can be expressed in terms of the fermionic correlations using the
Jordan-Wigner mapping (11) and Wick’s theorem. Indeed, for z > 0, we have
Cbos∞ (z) =
〈
Ψˆ†(0) exp
{
−ipi
∫ z
0
dy Ψˆ†(y)Ψˆ(y)
}
Ψˆ(z)
〉
. (41)
Taylor expanding the exponential this becomes
Cbos∞ (z) =
∞∑
k=0
(−ipi)k
k!
∫ z
0
dz1 · · ·
∫ z
0
dzk〈Ψˆ†(0)Ψˆ†(z1)Ψˆ(z1) · · · Ψˆ†(zk)Ψˆ(zk)Ψˆ(z)〉, (42)
which can be rearranged in normal order and, using Wick’s theorem, we finally have
Cbos∞ (z) =
∞∑
k=0
(−2)k
k!
∫ z
0
dz1 · · ·
∫ z
0
dzk det
ij
〈Ψˆ†(xi)Ψˆ(yj)〉 =
∞∑
k=0
(−2)k
k!
∫ z
0
dz1 · · ·
∫ z
0
dzk det
ij
CB∞(xi − yj), (43)
where the indices i, j run from 0 to k, and we used the convention xi = yi ≡ zi, ∀i > 0, and x0 ≡ 0, y0 ≡ z. Eq. (43)
is a Fredholm’s minor of the first order [52].
It is in general very difficult to manipulate analytically Fredholm’s minors and, for this reason, we decided to
evaluate Eq. (43) numerically which is a quite standard procedure. Indeed, this numerical evaluation can be achieved
by discretising the Fredholm’s minor in Eq. (43) as explained in Refs. [19, 32, 53]. In order to do so, we proceed as
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follows: (i) we discretise the space interval [0, z] in M + 1 points, introducing the lattice spacing a = z/(M + 1); (ii)
we define the (M + 1)× (M + 1) matrices (indices run form 1 to M + 1):
Rnm = δnm − δn1δ1m, (44)
Snm = CB∞((n−m)a) for n > 1, S1m = CB∞(z −ma),
where CB∞(z) is the stationary bulk fermionic correlation (39). Therefore, the bosonic correlator is given by the limit
Cbos∞ (z) = lim
a→0
det(2a S− R)
2a
. (45)
In practice, we evaluate the ratio in the rhs of the above equation for small enough spacing a and check that it does
not vary to the required precision by making it smaller. In this way, we numerically calculate Cbos∞ (z) as a function
of z and the results are reported in Fig. 5.
Let us critically analyse the results in Fig. 5. From the inset, it is clear that the large-distance behaviour of the
bosonic correlation function is exponential, although the fermionic one is algebraic. This does not come as a surprise,
because also in other cases [32] the algebraic decay of fermionic correlations resulted in an exponential in the bosonic
correlation. The decay rate of the exponential (i.e. the inverse correlation length) is ∼ 2.65n which is larger than the
decay rate for PBC 2n (which is reported for comparison in Fig. 5). However, while for PBC the bosonic correlator
is exactly exponential for all distances [21], i.e. CbosPBC(z) = ne
−2n|z|, this is not the case for HBC. Indeed for small z,
Cbos∞ (z)/n is well fitted by 1− 3n|z| (see Fig. 5), which coincides with the small distance behaviour of the fermionic
correlator.
IV. TIME-DEPENDENT QUANTITIES
In this section we analyse the time evolution of the density profile and of the two-point fermionic correlation
function. We will limit to consider both these quantities deeply in the bulk in order to have more accessible results. In
the periodic case these quantities are constant in time [21] because of translational invariance, but in the confined case
they present a nontrivial dynamics. The inhomogeneous initial density affects for arbitrary times the non-equilibrium
dynamics, leading for infinite time to the stationary bulk correlator given in Eq. (39). Indeed, we show that the time
averaged values calculated in the previous section are indeed approached for long times in the TDL.
A. The off-diagonal correlator 〈ηˆ†pηˆq〉
The elementary building block needed for the evaluation of the time-dependent quantities is the initial correlator
of the post-quench fermionic mode, which can be written for arbitrary N and L as
〈ηˆ†pηˆq〉 =
∫ L
0
dx
∫ L
0
dy ϕp(x)ϕ
∗
q(y)〈Ψˆ†(x)Ψˆ(y)〉
=
4N
L2
∫ L
0
dx
∫ L
0
dy sin
(ppix
L
)
sin
(qpiy
L
)
sin
(pix
L
)
sin
(piy
L
)
×
[
1− 2
( |x− y|
L
− sgn(x− y)
pi
cos
(
pi(x+ y)
L
)
sin
(
pi(x− y)
L
))]N−1
. (46)
With the change of variables v = pi(x− y)/L, u = pi(x+ y)/L, this can be rewritten as
〈ηˆ†pηˆq〉 =
N
pi2
∫ 2pi
0
du
∫ pi−|u−pi|
|u−pi|−pi
dv sin[p(u+v)/2] sin[q(u−v)/2][cos(v)−cos(u)]
[
1− 2
pi
[|v| − sgn(v) sin(v) cos(u)]
]N−1
.
(47)
We can proceed as in the case of the mode occupation, assuming that in the TDL the relevant contributions to the
density and to the correlation functions only come from large p and q in Eq. (47). Thus, we consider p+ q  1, but
we make no assumption about the difference p− q.
In order to make manifest the dependence on p + q and p − q of the above integral, let us use a few simple
trigonometric identities. Let us start by expanding
sin[p(u+ v)/2] sin[q(u− v)/2] = [cos(pv/2) sin(pu/2) + cos(pu/2) sin(pv/2)]
×[cos(qv/2) sin(qu/2)− cos(qu/2) sin(qv/2)]. (48)
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Then, let us focus the attention to one of the four products (the same argument will be valid for the other terms):
cos(pv/2) cos(qv/2) sin(pu/2) sin(qu/2) =
1
2
cos(pv/2) cos(qv/2){cos[u(p− q)/2] + cos[u(p+ q)/2]}. (49)
Now, for p + q  1, since the integration domain in the variable u always contains an integer number of periods of
the cosine function, we can neglect the term cos[u(p+ q)/2]. Collecting together the analogous results for all the four
terms, one gets
sin[p(u+ v)/2] sin[q(u− v)/2] ' 1
2
{sin[v(p+ q)/2] sin[u(p− q)/2] + cos[v(p+ q)/2] cos[u(p− q)/2]} , (50)
where the approximate equality is intended to be valid only under the integration in Eq. (47) and in the TDL.
Therefore, making use of the fact that the integration domain in v is symmetric (thus the term proportional
to sin[v(p + q)/2] sin[u(p − q)/2] vanishes identically) and changing the integration variable u to u − pi, we can
straightforwardly recast Eq. (47) into
〈ηˆ†pηˆq〉 =
N
2pi2
∫ pi
−pi
du
∫ pi−|u|
|u|−pi
dv cos
[
v
p+ q
2
]
cos
[ (u+ pi)(p− q)
2
]
[cos(v) + cos(u)]
[
1− 2
pi
[|v|+ sgn(v) sin(v) cos(u)]
]N−1
.
(51)
Furthermore, whenever p−q is odd, the argument of the integral is an odd function in the variable u which integrated
over the symmetric interval [−pi, pi] gives zero.
At this point, following the same reasoning leading from Eq. (29) to Eq. (33), we have
〈ηˆ†pηˆq〉 =
1
pi
∫ pi
0
du
cos[(u+ pi)(p− q)/2]
1 +
[
(p+q)pi/(4N)
1+cos(u)
]2 , (52)
for p− q even, otherwise it is zero.
In order to check the correctness of this result and of all the used approximations, we compared Eq. (52) with the
numerical data obtained directly from the starting expression (47). We performed the numerical analysis fixing one
of the modes (let us say q) and varying p in an interval centred around q. We did such an analysis for several values
of q and, already for N = 50, we obtained a very good agreement for p+ q sufficiently large.
B. Time evolution of the density profile
Plugging the mode-mode correlator (52) into Eq. (17), the time-dependent particle density reads
n(x, t) =
2
piL
∑
p,q∈D
∫ pi
0
du sin(ppix/L) sin(qpix/L)
cos[(u+ pi)(p− q)/2]
1 +
[
(p+q)pi/(4N)
1+cos(u)
]2 eipi2t(p+q)(p−q)/L2 , (53)
where the indices of the double sum run over the domain D such that their difference p − q is an even integer (i.e.
p and q are either both odd or both even). Therefore, the obvious change of variable is p + q ≡ 2r, p − q ≡ 2l; the
domain D, in terms of these new variables, becomes 1 ≤ r <∞, −r+ 1 ≤ l ≤ r− 1. Then, Eq. (53) can be written as
n(x, t) =
1
piL
∞∑
r=1
r−1∑
l=−r+1
∫ pi
0
du [cos(2lpix/L)− cos(2rpix/L)] cos[l(u+ pi)]
1 +
[
rpi/(2N)
1+cos(u)
]2 ei4pi2trl/L2 . (54)
Since we are interested in the TDL, we introduce the rescaled variables x˜ = x/L, t˜ = t/L and r˜ = r/L. The sum over
r becomes an integral in the new variable r˜ and the sum over l can be extended from −∞ to +∞, obtaining
n(x, t) =
1
pi
∫ ∞
0
dr˜
∞∑
l=−∞
∫ pi
0
du [cos(2lpix˜)− cos(2Lr˜pix˜)] cos[l(u+ pi)]
1 +
[
r˜pi/(2n)
1+cos(u)
]2 cos(4pi2t˜r˜l)
' 1
2pi
∫ ∞
−∞
dr˜
∞∑
l=−∞
∫ pi
0
du cos(2lpix˜)
cos[l(u+ pi)]
1 +
[
r˜pi/(2n)
1+cos(u)
]2 ei4pi2 t˜r˜l, (55)
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FIG. 6: (Left) The density profile n(x, t) given by Eq. (59) as function of x˜ = x/L for fixed rescaled times nt˜ = nt/L. The full
black line is the uniform stationary value reached for t → ∞. (Right) The time evolution of the density n(x, t) as function of
the rescaled time at fixed x˜. After a short transient, the density approaches the stationary value as a power-law (see the inset
for a comparison, in log-log scale, with the large-time behaviour given by Eq. (60) (red straight lines)).
where in the last line we dropped the term cos(2Lr˜pix˜) because it is rapidly oscillating for L → ∞. In doing this
approximation, we lose information about the behaviour close to the boundaries, but this is exactly what we forced
when introducing the thermodynamic variable x˜.
The integral in r˜ in Eq. (55) can be explicitly done giving
n(x, t) = n
∞∑
l=−∞
(−1)l cos(2lpix˜)
∫ pi
0
du
pi
cos(lu)[1 + cos(u)]e−8npit˜|l|[1+cos(u)] (56)
= n+ 2n
∞∑
l=1
(−1)l cos(2lpix˜)
∫ pi
0
du
pi
cos(lu)[1 + cos(u)]e−8npilt˜[1+cos(u)].
This result does not depend on L and N independently, but only on their ratio n = N/L, as it should.
The just derived n(x, t) correctly reproduces the two limiting cases t = 0 and t → ∞. The former is obtained by
setting t˜ = 0 in Eq. (56) and then the integral can be easily evaluated, giving for the density
n(x, 0) = n
∞∑
l=−∞
(−1)l sin[pil]
pil(1− l2) cos(2lpix˜) = 2n sin
2(pix˜), (57)
where we used the fact that the only non-zero contributions to the sum come from l = 0 and |l| = 1. The limit t→∞
is given only by the l = 0 term in the sum (since all the others are exponentially suppressed), and it agrees with the
bulk stationary result n.
More explicit information can be extracted from Eq. (56) using the integral representation of the modified Bessel
functions (valid for m ∈ Z and s ∈ R)
Im(s) = (−1)m
∫ pi
0
du
pi
cos(mu)e−s cos(u), (58)
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and the identity ∂sIm(s) = [Im−1(s) + Im+1(s)]/2. Therefore, Eq. (56) can be written as
n(x, t) = n− 2n
∞∑
l=1
cos(2lpix˜) ∂s
[
Il(s)e
−s] ∣∣∣
s=8npilt˜
= n+ n
∞∑
l=1
cos(2lpix˜) e−8npilt˜
[
2Il(8npilt˜)− Il−1(8npilt˜)− I1+l(8npilt˜)
]
. (59)
This form shows cleanly how the time-dependent density approaches the stationary value. Indeed, even if the presence
of the exponential factor could suggest a typical relaxation time, the combination with the Bessel functions gives rise
to an algebraic decay for large times. Indeed, the relaxation of the density takes place in a two-step process. First there
is a short transient for nt˜  1, in which the density decays very quickly to a value very close to the stationary one,
see Fig. 6. After this transient, the relaxation gets dramatically slowed down to an algebraic behaviour. Indeed, the
use the asymptotic expansion [2Il(s)− Il−1(s)− I1+l(s)] exp(−s) ∼ s−3/2/
√
2pi leads us to the following large-time
behaviour of the density (see Fig. 6)
n(x, t) ∼ n+ n
64pi2(nt˜)3/2
[
Li3/2(e
2piix˜) + Li3/2(e
−2piix˜)
]
for t˜ 1, (60)
in terms of the Polylogarithm function Lim(s) ≡
∑∞
k=1 s
k/km.
The physical interpretation of this two-step relaxation behaviour is very intuitive. Indeed, soon after the quench,
the bosons experience an infinite strong repulsion which suddenly tends to reduce the density in the centre by moving
the particles close to the boundaries. However, after this quick process the final equilibration takes place by means of
a series of many bounces off the boundaries and this process needs times which are much larger than L/n (we recall
that the speed of sound in the Tonks Girardeau gas and in our normalisation is v = 2pin).
C. Time evolution of the two-point fermionic correlation function
The time-dependent two-points fermionic correlation function C(x, y; t) can be evaluated along the same lines as
the density. Plugging the mode-mode correlator (52) into Eq. (16), we have
C(x, y; t) =
2
piL
∑
p,q∈D
∫ pi
0
du sin
[ppi(w + z)
2L
]
sin
[qpi(w − z)
2L
]cos[(u+ pi)(p− q)/2]
1 +
[
(p+q)pi/(4N)
1+cos(u)
]2 eitpi2(p+q)(p−q)/L2 , (61)
where we introduced the variables z = x − y, w = x + y. As shown in Appendix C, as long as we are in-
terested to the TDL of this correlator in the bulk, we can perform the following replacement in the integral
sin [ppi(w + z)/(2L)] sin [qpi(w − z)/(2L)]→ cos [(p+ q)piz/(2L)] cos [(p− q)piw/(2L)] /2.
Then, changing the indices of the sum as p+ q = 2r and p− q = 2l, the correlator can be written as
C(x, y; t) =
1
piL
∞∑
r=1
r−1∑
l=−r+1
∫ pi
0
du cos(rpiz/L) cos(lpiw/L)
cos[l(u+ pi)]
1 +
[
rpi/(2N)
1+cos(u)
]2 ei4tpi2rl/L2 . (62)
In analogy with the density profile, we introduce the rescaled variables
r˜ = r/L, t˜ = t/L, and w˜ = w/L, (63)
but we do not rescale the distance between the two points z = x−y, in such a way to explore correlations at arbitrary
distances in the bulk. We replace the sum over r with an integral over r˜, we let the sum over l to run from −∞ to
∞, and we use simple trigonometric identities to write the correlator as
C(x, y; t) =
1
4pi
∫ ∞
−∞
dr˜
∞∑
l=−∞
∫ pi
0
du cos(lpiw˜)
cos[l(u+ pi)]
1 +
[
r˜pi/(2n)
1+cos(u)
]2 [cos(r˜piz + 4pi2r˜t˜l) + cos(r˜piz − 4pi2r˜t˜l)] . (64)
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FIG. 7: Top: Space-time contour plot of the time dependent fermionic correlator C(x, y; t) at fixed w˜ ≡ w/L = (x+ y)/L. The
time is rescaled as t˜ = t/L and z = x− y. The plotted region corresponds to nt˜ ∈ [0, 1] e nz ∈ [−20, 20]. Notice the correlation
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the fermionic correlation function as function of z for different rescaled time nt˜ = nt/L and w/L = 1, 1/4 (i.e. each curve is a
horizontal cut of the contour plot on the top).
Once again, the integral in r˜ can be easily done, being proportional to the Fourier transform of a Lorentzian function,
obtaining
C(x, y; t) = n
∞∑
l=−∞
(−1)l cos(lpiw˜)
∫ pi
0
du
2pi
cos(lu)[1 + cos(u)]
{
e−2n|z+4pilt˜|[1+cos(u)] + e−2n|z−4pilt˜|[1+cos(u)]
}
,
= −n
2
∞∑
l=−∞
cos(lpiw˜)
{
∂s
[
Il(s)e
−s] ∣∣∣
s=2n|z+4pilt˜|
+ ∂s
[
Il(s)e
−s] ∣∣∣
s=2n|z−4pilt˜|
}
. (65)
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We can now isolate the l = 0 term, which corresponds to the bulk stationary result CB∞(z) in Eq. (39)), and we can
rewrite Eq. (65) as
C(x, y; t) = CB∞(z)− n
∞∑
l=1
cos(lpiw˜)
{
∂s
[
Il(s)e
−s] ∣∣∣
s=2n|z+4pilt˜|
+ ∂s
[
Il(s)e
−s] ∣∣∣
s=2n|z−4pilt˜|
}
. (66)
Let us now critically analyse this time-dependent correlation function. For finite rescaled time t˜ < ∞, Eq. (66) is
not translational invariant since it depends both on z and w˜. As t˜→∞, all terms with l 6= 0 in the sum vanish and
only the translational invariant stationary part survives. In the opposite limit t˜ = 0, Eq. (66) should reproduce the
scaling regime of the initial correlation fuction 〈Ψˆ†(x)Ψˆ(y)〉 in Eq. (26). This is indeed not so apparent from the series
representation of the correlation function, but can be shown plugging the following infinite sum
∞∑
l=−∞
alIl(s) = exp[s(a+ 1/a)/2], (67)
into Eq. (65), obtaining
C(x, y; 0) = −n∂s
[
e−s
∞∑
l=−∞
Re
(
eilpiw˜
)
Il(s)
]
s=2n|z|
= −n∂s e−[1−cos(piw˜)]s
∣∣∣
s=2n|z|
= n [1− cos(piw˜)]e−2n[1−cos(piw˜)]|z|, (68)
which coincides with Eq. (26).
The time-evolved correlation function in Eq. (66) depends both on z and w˜. These two variables work on different
scales: (i) z = x− y is a “local” variable and indeed, it is the only one that survives in the stationary state; (ii) w˜ is a
global variable on which z is modulated. Therefore, in order to understand the physics of Eq. (66) for different times,
it is useful to fix the value of w˜ and plot the the time-dependent correlator as a function of the local variable z as
done in Fig. 7. The resulting behaviour is reminiscent of the one observed in other quench studies with inhomogeneous
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initial states [32, 54]. Indeed, the correlation function approaches the stationary value by expelling a series of traveling
peaks from the vicinity of z ' 0 which afterwards move ballistically through the system. The velocity of the primary
peaks (i.e. the highest and most visible ones in Fig. 7) is vp = 4pi/L. There is an infinite number of smaller secondary
peaks (a second one is visible at a close look of Fig. 7) which move with velocities which are integer multiples of
vp. This aspect is independent from the precise value of w˜, while the other details of this process (e.g. shape and
amplitude of the peaks) depend on the value of w˜ (as it should be clear from Fig. 7). Consequently, the characteristic
time in which the correlator at distance z gets close to its stationary value is almost independent from w˜, because it
is roughly the time needed for the primary peaks to travel a distance z.
To conclude our analysis, in Fig. 8 we report a contour plot of C(x, y; t) as a function of nz and w˜ for different
times. These plots pictorially show how the initial inhomogeneous correlation is smoothed out and made uniform by
counter propagating fronts emitted from z = 0. Consequently, there is an effective region inside a horizon |z| < vpt
in which the system is almost stationary and translational invariant (and hence approximately described by CB∞(z)).
Note that the horizon introduced above to explain the equilibration of the correlation function is very different from
the standard picture for translational invariant and homogeneous quenches in which the horizon is governed by the
velocity v of the elementary quasi-particle excitations produced in pairs of opposite momentum [4, 55–58]. In the
present case (in analogy to Refs. [32, 54]) vp  v = 2pin and the equilibration is much slower than in a homogeneous
system.
Finally it is worth stressing that, as an important difference with the stationary state, the two-point fermionic
correlation at finite time does not univocally characterise the time-dependent state, because Wick’s theorem is not
valid and multi-point correlations must be calculated on a case by case basis. In particular, we cannot write the
bosonic two-point function as a Fredholm’s minor for finite times.
V. CONCLUSION
We analysed the effect of a hard-wall trapping potential in the one-dimensional Bose gas following a quantum
quench from free to hard-core bosons. Both the initial condition and the Hamiltonian governing the time evolution
break translational invariance. As a consequence, the density and the two-point correlation function exhibit a nontrivial
space-time dependence. Although this is a quench between two free theories, the pre- and post-quench mode-operators
are not linearly related and, therefore, the time evolution shows many non-trivial effects like the breaking of Wick’s
theorem for finite times.
We studied in detail both the large time behaviour and the full time evolution of the density profile and of the two-
point fermionic correlation function. The large time properties turned out to be described by the GGE constructed
with the mode occupation numbers and hence Wick’s theorem is restored for large time. Although the system is not
translational invariant, the stationary density is uniform. The bulk correlation function turned out to depend only
on the distance between the two points and so we conclude that translational invariance is dynamically restored (in
the GGE Wick’s theorem applies and so all correlations can be derived from the two-point one) apart from finite
size effects close to the boundaries. However, the stationary state keeps memory of the initial inhomogeneous state
because the asymptotic two-point fermionic correlation function decays algebraically for large (bulk) distances while
in the periodic case the decay has been found to be always exponential [21]. We point out that this very peculiar
effect is mainly due to the highly inhomogeneous initial state, which is a consequence of the bosonic nature of the
initial state in which all the particles are in the same one-particle state. This does not happen for quenches in “purely
fermionic” theories (such as the Ising chain studied in Refs. [59]) for which a hard-wall trapping potential leads to a
less inhomogeneous initial state because of the effective repulsion due to the Pauli principle. To complete the analysis
of the stationary state, we also computed numerically the bosonic correlation function which turned out to decay
exponentially for large distances. The decay rate (i.e. the correlation length) is however different from the one in the
PBC case.
We also studied the full time-dependence for both the particle density and the two-point fermionic correlation
function. We found that the relaxation takes place with a two-step mechanism: first there is a rather quick transient
in which the density drops to an almost uniform value, and after the decay to the stationary value is algebraic and it
is driven by the particles bouncing off the boundaries many times. The equilibration of the two-point function takes
place through the expulsion of a series of correlation peaks that move out ballistically leaving the system almost
equilibrated inside an effective horizon.
It would be extremely interesting to generalise our findings to the case of the experimentally more relevant harmonic
trapping potential. However, the algebra becomes immediately very cumbersome because the one-particle eigenfunc-
tions are the Hermite polynomials and not simple trigonometric functions. In light of the results we found for the
hard-wall confinement, it seems very unlikely that an approach based on local density approximation could provide
the correct answer, making an exact calculation for the harmonic trap even more desirable.
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Another, more difficult, generalisation would be to consider the same quench in the presence of a hard-wall trap
but to a finite interaction Lieb-Liniger model (which is integrable [35]). However, the overlaps needed in the Bethe
ansatz framework [11] are very difficult to calculate compared to the periodic case in which the initial many-body
wave-function is constant [22, 25].
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Appendix A: Lattice formulation
In this appendix we provide a rigorous lattice regularisation to justify the identity (21). We closely follow the
analogous calculation for PBC [21].
Let us consider a system of N bosons hopping on a one-dimensional lattice with M sites with lattice spacing
δ; the length of the lattice is L = Mδ. The one-particle eigenfunction associated to the lowest energy level is√
2/M sin(pii/M), and so the many-body ground state is given by
|N〉 =
√
2N
MNN !
(
M∑
i=1
sin
(
pii
M
)
bˆ†i
)N
|0〉, (A1)
where bˆ
(†)
i are the canonical bosonic operators acting on the i
th site and |0〉 = ∏i |0〉i with |n〉i being the n-boson
state at site i.
The hard-core boson operators are defined as in the continuum case
aˆi = PibˆiPˆi, aˆ
†
i = Pibˆ
†
i Pˆi, (A2)
with Pi = |0〉〈0|i + |1〉〈1|i being the on-site projector on the truncated Hilbert space. The hard-core boson operators
satisfy the mixed algebra
[aˆi, aˆj ] = [aˆ
†
i , aˆ
†
i ] = [aˆi, aˆ
†
j ] = 0, i 6= j,
aˆ2i = aˆ
†2
i = 0, {aˆi, aˆ†i} = 1. (A3)
The Jordan-Wigner mapping from hard-core bosons to free fermions on the lattice reads
aˆi = e
−ipi∑j<i cˆ†j cˆj cˆi = ∏
j<i
(1− 2cˆ†j cˆj)cˆi, cˆi = eipi
∑
j<i
ˆˆa†j aˆj aˆi =
∏
j<i
(1− 2aˆ†j aˆj)aˆi, (A4)
with {cˆi, cˆ†i} = δi,j . The lattice thermodynamic limit is defined as N,M → ∞, keeping the filling factor ν = N/M
constant. The continuum limit for finite systems is obtained by considering the lattice spacing δ → 0, the number of
sites M →∞, while the physical length L = Mδ is kept constant. Therefore, the continuum TDL can now be taken
as N,L → ∞, with gas density n = N/L constant (we can equivalently think to the continuum and thermodynamic
limit as the limit δ, ν → 0, keeping constant n = νδ). Finally, the relations between the lattice and the continuum
operators are
bˆi =
√
δφˆ(δi), aˆi =
√
δΦˆ(δi), cˆi =
√
δΨˆ(δi). (A5)
The initial fermionic correlation function for k < l can be written as
〈N |cˆ†k cˆl|N〉 = 〈N |aˆ†k
l−1∏
j=k+1
(1− 2aˆ†j aˆj)aˆl|N〉
=
∑
r=0
(−2)r
∑
k<n1<...<nr<l
〈N |aˆ†kaˆ†n1 aˆn1 . . . aˆ†nr aˆnr aˆl|N〉. (A6)
19
Therefore, in order to find the fermionic correlation function we have to evaluate the multipoint hard-core boson
correlators
〈N |aˆ†kaˆ†n1an1 . . . aˆ†nr aˆnr aˆl|N〉, (A7)
which can be calculated by expand the multinomial in Eq. (A1) as
|N〉 =
√
2N
MNN !
∑
i1,...,iM
(
N
i1, . . . , iM
)
(p1bˆ
†
1)
i1 . . . (pM bˆ
†
M )
iM |0〉, (A8)
where pi ≡ sin(pii/M) and the sum runs over all sets of non-negative integers {i1, . . . , iM} such that
∑
j ij = N .
Let us start by considering the action of the hard-core boson string in Eq. (A7) on the many-body ground state, i.e.
aˆ†kaˆ
†
n1 aˆn1 . . . aˆ
†
nr aˆnr aˆl|N〉. If we want a non-zero result, we must fix the value of some indices, i.e. il = inr = . . . in1 = 1
and ik = 0. This comes from having rewritten the hard-core boson operators aˆ
(†) in terms of the canonical ones bˆ(†):
the projectors Pi appear and they annihilate all the multi-occupied sites, thus obtaining
aˆ†kaˆ
†
n1 aˆn1 . . . aˆ
†
nr aˆnr aˆl|N〉 =
√
2N
MNN !
∑
{i1,...iM}′
(
N
i1, . . . , ik = 0, . . . , in1 = 1, . . . , inr = 1, il = 1, . . . iM
)
×(p1b†1)i1 . . . (pMb†M )iM |0〉, (A9)
wherein {i1, . . . iM}′ = {i1 . . . iM}\{ik, in1 , . . . inr , il}. Notice that in the previous equation all bˆ†nj and bˆ†k come with
power one, while there is no bˆ†l . When we consider the scalar product between the state defined in Eq. (A9) and the
ground state |N〉 the only non-zero contributions come from those terms which perfectly match the powers of all
operators. Therefore, by using 〈0|(pibˆi)n(pibˆ†i )n|0〉 = p2ni n! we obtain
〈N |aˆ†kaˆ†n1an1 . . . aˆ†nr aˆnr aˆl|N〉 =
2N
MNN !
pkpl
r∏
j=1
p2nj
∑
{i1,...iM}′
(
N
i1, . . . , iM
)2
p2i11 i1! . . . p
2iM
M iM !, (A10)
which, since
∑
j : ij∈{i1,...iM}′ ij = N − r − 1, can be rewritten as
〈N |aˆ†kaˆ†n1 aˆn1 . . . aˆ†nr aˆnr aˆl|N〉 =
(
2
M
)N
pkpl p
2
n1 . . . p
2
nrN(N − 1) . . . (N − r)
 ∑
j : ij∈{i1,...iM}′
p2j
N−r−1 , (A11)
where, once again, we used the definition of the multinomial expansion. The indices {i1, . . . iM}′ are M − r − 2 and
their distribution depends on how the other r + 2 indices, namely k, l, n1, . . . , nr, have been chosen on the lattice. In
the continuum limit between the site l and k there is an infinite number of operators, however r ≤ N − 1 since the
string aˆ†n1 aˆn1 . . . aˆ
†
nr aˆnr acts on (N − 1)-particle state with N finite. Moreover, in such a limit, the lattice holds an
infinitely dense number of sites and therefore the index j such that ij ∈ {i1, . . . iM}′ runs over the whole lattice except
for r+ 2 positions which represent a subset of null measure in the continuum limit. Thus the following approximation
holds ∑
j : ij∈{i1,...iM}′
p2j '
1
δ
∫ L
0
dz sin2
(piz
L
)
=
M
2
, (A12)
which leads to
〈N |aˆ†kaˆ†n1 aˆn1 . . . aˆ†nr aˆnr aˆl|N〉 '
(
2
M
)r+1
N(N − 1) . . . (N − r)pkpl p2n1 . . . p2nr . (A13)
At this point, in order to calculate the fermionic two-point function, we have to sum terms like those in Eq. (A11)
over the indices ni. This sum can be done using the approximation
l∑
n1=k+1
l∑
n2=n1+1
· · ·
l∑
nr=nr−1+1
p2n1p
2
n2 . . . p
2
nr '
1
r!
(
l∑
m=k+1
p2m
)r
, (A14)
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which is actually exact in the continuum limit (i.e. when sums are replaced by integrals). Therefore, inserting Eq.
(A13) in Eq. (A6) and using Eq. (A14), we finally get
〈N |cˆ†k cˆl|N〉 = 2
N
M
pkpl
N−1∑
r=0
(−2)r (N − 1) . . . (N − r)
r!
(
2
M
l∑
m=k+1
p2m
)r
= 2
N
M
pkpl
[
1− 2
(
2
M
l∑
m=k+1
p2m
)]N−1
. (A15)
Using now 〈cˆ†k cˆl〉 = δ〈Ψˆ†(x)Ψˆ(y)〉, and δ
∑
m ≡
∫
dz with z = δm, we can take the continuum limit of Eq. (A15),
obtaining (for x < y)
〈Ψˆ†(x)Ψˆ(y)〉 = 2 N
Mδ
pkpl
[
1− 2
(
2
Mδ
l∑
m=k+1
δ p2m
)]N−1
= 2
N
L
sin
(pi
L
x
)
sin
(pi
L
y
)[
1− 2
∫ y
x
dz
2
L
sin2
(pi
L
z
)]N−1
, (A16)
which coincides with Eq. (25).
Appendix B: Generic confining potential
The initial correlation function given in Eq. (25) has two special limits which are not exclusive features of the
hard-wall confining potential but are valid for a generic potential (as long as the initial interaction is set to c = 0), as
we are going to show in this appendix.
Let us consider a generic trapping potential centred in x = 0. The potential introduces a typical length-scale ` > 0
[60] (for example, in the presence of a harmonic confinement V (x) = ω2x2/2 the typical length is ` ' 1/√ω), such
that the eigenfunctions vanish for |x|  `. The orthonormal one-particle eigenfunctions can be written as
φp(x) =
1√
`
ψp
(x
`
)
, p = 0, 1, 2, . . . , (B1)
where ψp(z) are the normalised eigenfunctions for ` = 1.
We again consider as initial state the BEC constructed by placing N particles in the lower energy-level with wave-
function φ0(x). Following the same logic which led us to Eq. (25), we find the general form for the fermionic correlation
function
〈Ψˆ†(x)Ψˆ(y)〉 = Nφ∗0(x)φ0(y)
[
1− 2
∣∣∣∣∫ y
x
dz |φ0(z)|2
∣∣∣∣]N−1
= (N/`)ψ∗0(x/`)ψ0(y/`)
[
1− (2/`)
∣∣∣∣∫ y
x
dz |ψ0(z/`)|2
∣∣∣∣]N−1 , (B2)
which is valid for any finite N and `. Let us introduce the integral function
F (x) ≡
∫ x
0
dz |φ0(z)|2 = 1
`
∫ x
0
dz |ψ0(z/`)|2 =
∫ x/`
0
dz˜ |ψ0(z˜)|2 ≡ F˜ (x/`), (B3)
which satisfies |F˜ (y/`) − F˜ (x/`)| ≤ 1. F (x) is a bounded monotonic even function, therefore F (x) = F (y) implies
|x| = |y|. We consider the thermodynamic limit N → ∞, ` → ∞ with N/` = n, and with the additional constraint
that the rescaled variables x/` and y/` are kept finite. Now, since ψ0(z) is a one-particle ground-state function with
no nodes in its domain (apart from the boundaries if the domain is finite), the limit
lim
N→∞
N
[
1− 2
∣∣∣F˜ (y/`)− F˜ (x/`)∣∣∣]N−1 = ` δ(x− y)|ψ0(x/`)|2 , (B4)
leads to
〈Ψˆ†(x)Ψˆ(y)〉 = δ(x− y), for N →∞. (B5)
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However, this result does not correspond to the correct scaling regime and indeed applies only to the case of a very
tight confining potential with an extremely localised two-point fermionic function, in which the details of the trapping
are lost. The fermionic mode occupation 〈nˆq〉 corresponding to this two-point correlator is 〈nˆq〉 = 1 which clearly is
not physical.
In order to circumvent this problem, we could think of taking the TDL by considering the variables x and y finite.
In this case Eq. (B2) can be rewritten as
〈Ψˆ†(x)Ψˆ(y)〉 = nψ∗0(x/`)ψ0(y/`)
[
1− 2
∣∣∣F˜ (y/`)− F˜ (x/`)∣∣∣]N−1 , (B6)
which, for ` 1, with x and y fixed, can be expanded around x, y ∼ 0 as
〈Ψˆ†(x)Ψˆ(y)〉 = n|ψ0(0)|2
[
1− 2n
N
|ψ0(0)|2|x− y|
]N−1
. (B7)
and finally, using limN→∞ (1 + z/N)
N
= ez, one obtains
〈Ψˆ†(x)Ψˆ(y)〉 = n|ψ0(0)|2e−2n|ψ0(0)|2|x−y|, (B8)
which coincides with the result for PBC [21] (when |ψ0(0)|2 = 1). This result is easily understood: for `  1 and x
and y finite, the system retains only information about the value of the initial density in the middle of the trap, i.e.
Eq. (B8) is equivalent to consider a translational invariant case with homogeneous initial density equals to |ψ0(0)|2
thence losing completely the effect of the trap.
Thus we conclude that there are no shortcuts in this problem and, in order to properly retain the confinement
effects, the correct way to proceed is to keep N and ` finite (which in our specific case corresponds to the size L) for
the calculation of 〈nˆq〉 and 〈ηˆ†pηˆq〉, and only afterwards take the thermodynamic limit.
Appendix C: Technical details for the evaluation of the time-dependent correlation function
In this appendix we show the details of the calculations needed to derive Eq. (62) from Eq. (61).
From well known trigonometric identities, we can rewrite the term
sin
[ ppi
2L
(w + z)
]
sin
[ qpi
2L
(w − z)
]
, (C1)
as
1
2
cos
[
pi(p+ q)z
2L
]
cos
[
pi(p− q)w
2L
]
− 1
2
cos
[
pi(p− q)z
2L
]
cos
[
pi(p+ q)w
2L
]
+
1
2
sin
[
pi(p+ q)z
2L
]
sin
[
pi(p− q)w
2L
]
− 1
2
sin
[
pi(p− q)z
2L
]
sin
[
pi(p+ q)w
2L
]
. (C2)
In the thermodynamic limit the only relevant contribution to the time-dependent correlation function comes from the
first term of Eq. (C2). All the other terms are either identically vanishing or introduce finite-size corrections which
disappear in the TDL. Indeed, since we are working in the regime p+ q  1, w = x+y ∼ O(L) and z = x−y ∼ O(1),
using the rescaled variables w˜ = w/L, r˜ = (p+ q)/(2L), l = (p− q)/2, we have
1
2
cos(pir˜z) cos(pilw˜)− 1
2
cos
(
pil
L
z
)
cos(piLr˜w˜) +
1
2
sin(pir˜z) sin(pilw˜)− 1
2
sin
(
pil
L
z
)
sin(piLr˜w˜). (C3)
The third term in Eq. (C3) does not contribute to the evaluation of the time-dependent correlation function since it
is an odd function of l and the sum over l in Eq. (62) is symmetric around zero. Moreover, as L → ∞ the last term
vanishes. Therefore, the only terms which survive are
1
2
cos(pir˜z) cos(pilw˜)− 1
2
cos(piLr˜w˜). (C4)
The first term in Eq. (C4) is exactly the term that was considered in the main text and which leads to the correct
time-dependent correlation function. The second one, instead, introduces only finite-size corrections; indeed, following
the same reasoning as in Sec. IV, it is straightforward to show that it corresponds to (t˜ = t/L)
− 1
2pi
∫ ∞
−∞
dr˜
∞∑
l=−∞
∫ pi
0
du cos(piLr˜w˜)
cos[l(u+ pi)]
1 +
[
r˜pi/(2n)
1+cos(u)
]2 ei4pi2r˜lt˜ ∼ exp(−L), (C5)
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thus vanishing in the thermodynamic limit.
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