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1. Known results on single Fourier series
Let f = f (x) be a complex-valued function, periodic with period 2π , and integrable in Lebesgue’s sense, in symbols:
f ∈ L1(T). We consider its Fourier series
f (x) ∈
∑
k∈Z
cke
ikx, x ∈ T := [−π,π), (1.1)
where the Fourier coeﬃcients ck are deﬁned by
ck := 12π
∫
T
f (x)e−ikx dx, k ∈ Z := {. . . ,−2,−1,0,1,2, . . .}.
The (symmetric) partial sums sm( f ) of the series in (1.1) are deﬁned by
sm( f ) = sm( f ; x) :=
∑
|k|m
cke
ikx, m ∈ N := {0,1,2, . . .}.
As usual, the L1(T)-norm of f is deﬁned by
‖ f ‖ = ∥∥ f (x)∥∥1 := 12π
∫
T
∣∣ f (x)∣∣dx.
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560 F. Móricz / J. Math. Anal. Appl. 363 (2010) 559–568Belov [1,2] proved necessary conditions in terms of the Fourier coeﬃcients for the L1(T)-convergence (or L1(T)-bounded-
ness) of the partial sums, in symbols:∥∥sm( f ) − f ∥∥= o(1) (or O (1)). (1.2)
Theorem 1. (See [1, Theorem 1].) Suppose f ∈ L1(T) and (1.2) holds. Then we have
2m∑
k=[m/2]
|ck| + |c−k|
|k −m| + 1 = o(1)
(
or O (1)
)
, (1.3)
where [·] means the integer part of a real number.
The following corollary of Theorem 1 says that the L1-convergence of a Fourier series implies that the average of the
absolute values of the Fourier coeﬃcients ck for m |k| 2m decays faster that lnm as m → ∞.
Corollary 1. (See [2, p. 816].) Suppose (1.3) holds. Then we have
lnm
m
2m∑
k=m
(|ck| + |c−k|)= o(1) (or O (1)), (1.4)
where ln is the natural logarithm.
Clearly, (1.4) is equivalent to the following statement:
1
m + 1
2m∑
k=m
(|ck| + |c−k|) lnk = o(1) (or O (1)). (1.5)
Observe that the left-hand side is the moving average of the sequence {(|ck| + |c−k|) lnk: k = 1,2, . . .}. Clearly, (1.5) is
satisﬁed if(|ck| + |c−k|) lnk = o(1) (or O (1)),
but the converse statement fails in general.
2. New results on double Fourier series
Our goal is to extend Theorem 1 and Corollary 1 from single to double Fourier series.
Let f = f (x, y) be a complex-valued function, periodic with period 2π in each variable, and integrable in Lebesgue’s
sense, in symbols: f ∈ L1(T2). We consider its double Fourier series
f (x, y) ∼
∑
k∈Z
∑
∈Z
cke
i(kx+y), (x, y) ∈ T2, (2.1)
where the double Fourier coeﬃcients are deﬁned by
ck := 14π2
∫ ∫
T2
f (x, y)e−i(kx+y) dxdy, (k, ) ∈ Z2.
The (symmetric) rectangular partial sums of the double series in (2.1) are deﬁned by
smn( f ) = smn( f ; x, y) :=
∑
|k|m
∑
||n
cke
i(kx+y), (m,n) ∈ N2.
As usual, the L1(T2)-norm of f is deﬁned by
‖ f ‖ = ∥∥ f (x, y)∥∥1 := 14π2
∫ ∫
T2
∣∣ f (x, y)∣∣dxdy.
The extensions of Theorem 1 and Corollary 1 from single to double Fourier series read as follows.
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independently of one another. Then we have
2m∑
k=[m/2]
2n∑
=[n/2]
|ck| + |c−k,| + |ck,−| + |c−k,−|
(|k −m| + 1)(| − n| + 1) → 0 as m,n → ∞. (2.3)
The following corollary of Theorem 2 says that the L1-convergence of a double Fourier series implies that the average
of the absolute values of the Fourier coeﬃcients ck when (|k|, ||) belongs to the rectangle with vertices (m,n), (2m,n),
(2m,2n), (m,2n) decays faster than (lnm)(lnn) as m,n → ∞.
Corollary 2. Suppose (2.3) holds. Then we have
(lnm)(lnn)
mn
2m∑
k=m
2n∑
=n
(|ck| + |c−k,| + |ck,−| + |c−k,−|)→ 0 as m,n → ∞. (2.4)
It is obvious that (2.4) is equivalent to the following statement:
1
(m + 1)(n + 1)
2m∑
k=m
2n∑
=n
(|ck| + |c−k,| + |ck,−| + |c−k,−|)(lnk)(ln ) → 0 asm,n → ∞. (2.5)
Observe that the left-hand side is the moving average over rectangles. It is easy to see that (2.5) is satisﬁed if(|ck| + |c−k,| + |ck,−| + |c−k,−|)(lnk)(ln ) → 0 as k,  → ∞,
but the converse statement fails in general.
Remark 1. Condition (2.3) is only necessary, but not suﬃcient for the L1(T2)-convergence of the Fourier series in question.
To justify this claim, consider the cosine series
∞∑
k=3
coskx√
lnk
=
∞∑
k=3
eikx + e−ikx
2
√
lnk
=: f1(x). (2.6)
By Kolmogorov’s theorem (see, e.g., [4, Chapter V, Theorems 1.5 and 1.12 on pp. 183–185]), f1 ∈ L1(T), the series in (2.6) is
the Fourier series of its sum f1, and∥∥∥∥∥
m∑
k=3
coskx√
lnk
− f1(x)
∥∥∥∥∥→ ∞ asm → ∞.
Now, let
ck :=
{
1
2
√
ln |k| for |k| 3 and  = 0,
0 otherwise, where (k, ) ∈ Z2;
and let f be the sum of the double series in (2.1) with these coeﬃcients ck . Clearly, f ∈ L1(T2) and for each n 0,∥∥smn( f ) − f ∥∥= ∥∥sm( f1) − f1∥∥→ ∞ asm → ∞;
while condition (2.3) is trivially satisﬁed.
Remark 2. It follows from (2.2) that
sup
m,nM
∥∥smn( f ) − f ∥∥→ 0 as M → ∞.
Consequently, for large enough M depending on f , we have
sup
m,nM
∥∥smn( f )∥∥< ∞.
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Problem. Find a function f ∈ L1(T2) such that condition (2.2) is satisﬁed and
sup
(m,n)∈N2
∥∥smn( f )∥∥= ∞.
We note that in the case of double series
∑∑
ck of complex numbers boundedness of the rectangular partial sums
does not follow from their convergence. For example, let
ck :=
{
k if k ∈ N and  = 0,
−k if k ∈ N and  = 1,
0 otherwise.
Clearly, for m ∈ N,
smn :=
∑
|k|m
∑
||n
ck =
{
m(m+1)
2 if n = 0,
0 if n 1;
and consequently, we have
sup
(m,n)∈N2
|smn| = ∞ and smn → 0 asm,n → ∞.
Remark 3. The L1-convergence of the double Fourier series in (2.1) which is deﬁned in (2.2) may be called rectangular
L1-convergence. In the special case when m = n, the smm( f ) = smm( f ; x, y) are called the (symmetric) square partial sums
of the double Fourier series in (2.1). Accordingly, if m = n in (2.2), the L1-convergence of the double Fourier series in (2.1)
may be called square L1-convergence as m = n → ∞. However, Theorem 2 is no longer true in this case.
It would be also natural to sum a double Fourier series using circular regions instead of rectangular ones. We recall that
the circular partial sums of the Fourier series in (2.1) are deﬁned by
sr( f ) = sr( f ; x, y) :=
∑
k2+2r2
cke
i(kx+y), r = 0,1,2, . . . .
Accordingly, one may consider the circular L1-convergence of the double Fourier series in (2.1) as r → ∞. As is well known,
the circular and rectangular partial sums of a double Fourier series behave quite differently in many respects. Thus, we will
not deal with the square or circular L1-convergence in this paper.
3. Auxiliary results
One of our main tools in proving Theorem 2 is Hardy’s inequality, according to which if a power series belongs to the
Hardy space H1 on the open unit disk:
ϕ(z) :=
∞∑
k=0
ckz
k ∈ H1(D), z ∈ D := {z ∈ C: |z| < 1},
then ∥∥∥∥∥
∞∑
k=0
cke
ikx
∥∥∥∥∥ 1π
∞∑
k=0
|ck|
k + 1
(see, e.g., [3, p. 48] or [4, Chapter VII, Theorem 8.7]). In the sequel, ϕ(z) will always be a polynomial of z, which clearly
belongs to H1.
Lemma 1. For every m ∈ N, we have
min
{∥∥∥∥∥
m∑
k=0
cke
ikx
∥∥∥∥∥,
∥∥∥∥∥
m∑
k=0
cke
−ikx
∥∥∥∥∥
}
 1
π
max
{
m∑
k=0
|ck|
k + 1 ,
m∑
k=0
|ck|
m − k + 1
}
.
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2π
∥∥∥∥∥
m∑
k=0
cke
ikx
∥∥∥∥∥ :=
∫
T
∣∣∣∣∣
m∑
k=0
cke
ikx
∣∣∣∣∣dx =
∫
T
∣∣∣∣∣
m∑
k=0
cke
−ikx
∣∣∣∣∣dx =
∫
T
∣∣∣∣∣eimx
m∑
k=0
cke
−ikx
∣∣∣∣∣dx
=
∫
T
∣∣∣∣∣
m∑
k=0
cke
i(m−k)x
∣∣∣∣∣dx 2
m∑
k=0
|ck|
m − k + 1 .
The inequalities for
∑
ckeix are proved.
The inequalities for
∑
cke−ikx can be proved analogously, since∥∥∥∥∥
m∑
k=0
cke
−ikx
∥∥∥∥∥=
∥∥∥∥∥
m∑
k=0
cke
ikx
∥∥∥∥∥. 
Lemma 2. For all (m,n) ∈ N2 , we have
min
{∥∥∥∥∥
m∑
k=0
n∑
=0
cke
i(kx+y)
∥∥∥∥∥,
∥∥∥∥∥
m∑
k=0
n∑
=0
cke
i(−kx+y)
∥∥∥∥∥,
∥∥∥∥∥
m∑
k=0
n∑
=0
cke
i(kx−y)
∥∥∥∥∥,
∥∥∥∥∥
m∑
k=0
n∑
=0
cke
i(−kx−y)
∥∥∥∥∥
}
 1
π2
max
{
m∑
k=0
n∑
=0
|ck|
(k + 1)( + 1) ,
m∑
k=0
n∑
=0
|ck|
(m − k + 1)( + 1) ,
m∑
k=0
n∑
=0
|ck|
(k + 1)(n −  + 1) ,
m∑
k=0
n∑
=0
|ck|
(m − k + 1)(n −  + 1)
}
.
Proof. Applying Lemma 1 twice together with Fubini’s theorem on successive integration yields, for example, the following
inequality:
4π2
∥∥∥∥∥
m∑
k=0
n∑
=0
cke
i(kx+y)
∥∥∥∥∥ :=
∫ ∫
T2
∣∣∣∣∣
m∑
k=0
n∑
=0
cke
i(kx+y)
∣∣∣∣∣dxdy
=
∫
T
(∫
T
∣∣∣∣∣
m∑
k=0
(
n∑
=0
cke
iy
)
eikx
∣∣∣∣∣dx
)
dy
 2
∫
T
m∑
k=0
1
k + 1
∣∣∣∣∣
n∑
=0
cke
iy
∣∣∣∣∣dy
= 2
m∑
k=0
1
k + 1
∫
T
∣∣∣∣∣
n∑
=0
cke
iy
∣∣∣∣∣dy
 4
m∑
k=0
1
k + 1
n∑
=0
|ck|
 + 1 .
The proofs of the other ﬁfteen inequalities run along the same lines. 
Our second main tool in proving Theorem 2 is the Bernstein–Zygmund inequalities, which we formulate as follows:
max
{∥∥∥∥ ddx
∑
|k|m
cke
ikx
∥∥∥∥,
∥∥∥∥ ddx
∑
|k|m
(−i signk)ckeikx
∥∥∥∥
}
m
∥∥∥∥ ∑
|k|m
cke
ikx
∥∥∥∥
(see, e.g., [4, Chapter X, formula (3.18) on p. 11 and the particular case of formula (3.25) on p. 13]). We note that the
trigonometric polynomial∑
|k|m
(−i signk)ckeikx is said to be the conjugate one to
∑
|k|m
cke
ikx.
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max
{∥∥∥∥ ∂2∂x∂ y
∑
|k|m
∑
||n
cke
i(kx+y)
∥∥∥∥,
∥∥∥∥ ∂2∂x∂ y
∑
|k|m
∑
||n
(−i signk)ckei(kx+y)
∥∥∥∥,
∥∥∥∥ ∂2∂x∂ y
∑
|k|m
∑
||n
(−i sign )ckei(kx+y)
∥∥∥∥,
∥∥∥∥ ∂2∂x∂ y
∑
|k|m
∑
||n
(−i signk)(−i sign )ckei(kx+y)
∥∥∥∥
}
mn
∥∥∥∥ ∑
|k|m
∑
||n
cke
i(kx+y)
∥∥∥∥.
Proof. Repeated applications of Fubini’s theorem and the ﬁrst Bernstein–Zygmund inequality yield, for example, the follow-
ing inequality:
4π2
∥∥∥∥ ∂2∂x∂ y
∑
|k|m
∑
||n
cke
i(kx+y)
∥∥∥∥ =
∫
T
(∫
T
∣∣∣∣ ∂∂x
∑
|k|m
(
∂
∂ y
∑
||n
cke
iy
)
eikx
∣∣∣∣dx
)
dy

∫
T
(
m
∫
T
∣∣∣∣ ∑
|k|m
(
∂
∂ y
∑
||n
cke
iy
)
eikx
∣∣∣∣dx
)
dy
= m
∫
T
(∫
T
∣∣∣∣ ∂∂ y
∑
||n
( ∑
|k|m
cke
ikx
)
eiy
∣∣∣∣dy
)
dx
 m
∫
T
(
n
∫
T
∣∣∣∣∑
||n
( ∑
|k|m
cke
ikx
)
eiy
∣∣∣∣dy
)
dx
= mn
∫ ∫
T2
∣∣∣∣ ∑
|k|m
∑
||n
cke
i(kx+y)
∣∣∣∣dxdy
=: 4π2
∥∥∥∥ ∑
|k|m
∑
||n
cke
i(kx+y)
∥∥∥∥.
The other three inequalities can be proved analogously. 
Lemma 4. For all −1m < μ and −1 n < ν , we have
max
{∥∥∥∥∥
μ∑
k=m+1
ν∑
=n+1
kcke
i(kx+y)
∥∥∥∥∥,
∥∥∥∥∥
μ∑
k=m+1
ν∑
=n+1
(−k)c−k,ei(−kx+y)
∥∥∥∥∥,∥∥∥∥∥
μ∑
k=m+1
ν∑
=n+1
k(−)ck,−ei(kx−y)
∥∥∥∥∥,
∥∥∥∥∥
μ∑
k=m+1
ν∑
=n+1
(−k)(−)c−k,−ei(−kx−y)
∥∥∥∥∥
}
μν‖sμν − smν − sμn + smn‖,
where s−1,n = sm,−1 = s−1,−1 := 0 and
smn :=
∑
|k|m
∑
||n
cke
i(kx+y), (m,n) ∈ N2.
Proof. We introduce the following notations:
s˜(1,0)mn :=
∑
|k|m
∑
||n
(−i signk)ckei(kx+y),
s˜(0,1)mn :=
∑
|k|m
∑
||n
(−i sign )ckei(kx+y),
s˜(1,1)mn :=
∑ ∑
(−i signk)(−i sign )ckei(kx+y);
|k|m ||n
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s(m,n;μ,ν) := sμν − smν − sμn + smn =
∑
m<|k|μ
∑
n<||ν
cke
i(kx+y),
s˜(1,0)(m,n;μ,ν) := s˜(1,0)μν − s˜(1,0)mν − s˜(1,0)μn + s˜(1,0)mn ,
s˜(0,1)(m,n;μ,ν) and s˜(1,1)(m,n;μ,ν) are deﬁned analogously.
It is easy to see that
∂2
∂x∂ y
{
s(m,n;μ,ν) + is˜(1,0)(m,n;μ,ν) + is˜(0,1)(m,n;μ,ν) + i2 s˜(1,1)(m,n;μ,ν)}
=
∑
m<|k|μ
∑
n<||ν
kcke
i(kx+y){i2 + i3(−i signk) + i3(−i sign ) + i4(−i signk)(−i sign )}
=
∑
m<|k|μ
∑
n<||ν
kcke
i(kx+y){−1− i signk − i sign  − (signk)(sign )}
= −4
μ∑
k=m+1
ν∑
=n+1
kcke
i(kx+y).
In an analogous way, we obtain
∂2
∂x∂ y
{
s(m,n;μ,ν) − is˜(1,0)(m,n;μ,ν) + is˜(0,1)(m,n;μ,ν) − i2 s˜(1,1)(m,n;μ,ν)}
=
∑
m<|k|μ
∑
n<||ν
kcke
i(kx+y){−1+ signk − sign + (signk)(sign )}
= −4
μ∑
k=m+1
ν∑
=n+1
(−k)c−k,ei(−kx+y),
its symmetric counterpart
∂2
∂x∂ y
{
s(m,n;μ,ν) + is˜(1,0)(m,n;μ,ν) − is˜(0,1)(m,n;μ,ν) − i2 s˜(1,1)(m,n;μ,ν)}
= −4
μ∑
k=m+1
ν∑
=n+1
k(−)ck,−ei(kx−y),
and ﬁnally, we obtain
∂2
∂x∂ y
{
s(m,n;μ,ν) − is˜(1,0)(m,n;μ,ν) − is˜(0,1)(m,n;μ,ν) + i2 s˜(1,1)(m,n;μ,ν)}
=
∑
m<|k|μ
∑
n<||ν
kei(kx+y)
{−1+ signk + sign − (signk)(sign )}
= −4
μ∑
k=m+1
ν∑
=n+1
(−k)(−)c−k,−ei(−kx−y).
Next, we apply Lemma 3 four times. For example, we ﬁnd that
4
∥∥∥∥∥
μ∑
k=m+1
ν∑
=n+1
kcke
i(kx+y)
∥∥∥∥∥
=
∥∥∥∥ ∂2∂x∂ y
{
s(m,n;μ,ν) + is˜(1,0)(m,n;μ,ν) + is˜(0,1)(m,n;μ,ν) + i2 s˜(1,1)(m,n;μ,ν)}∥∥∥∥

∥∥∥∥ ∂2∂x∂ y s(m,n;μ,ν)
∥∥∥∥+
∥∥∥∥ ∂2∂x∂ y s˜(1,0)(m,n;μ,ν)
∥∥∥∥+
∥∥∥∥ ∂2∂x∂ y s˜(0,1)(m,n;μ,ν)
∥∥∥∥+
∥∥∥∥ ∂2∂x∂ y s˜(1,1)(m,n;μ,ν)
∥∥∥∥
 4μν
∥∥s(m,n;μ,ν)∥∥= 4μν‖sμν − smν − sμn + smn‖.
The other three inequalities in Lemma 4 are similarly obtained. 
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μ∑
k=m+1
ν∑
=n+1
kcke
i(kx+y)
∥∥∥∥∥ 1π2 max
{
μ∑
k=m+1
ν∑
=n+1
k|ck|
(k −m)( − n) ,
μ∑
k=m+1
ν∑
=n+1
k|ck|
(μ − k + 1)( − n) ,
μ∑
k=m+1
ν∑
=n+1
k|ck|
(k −m)(ν −  + 1) ,
μ∑
k=m+1
ν∑
=n+1
k|ck|
(μ − k + 1)(ν −  + 1)
}
,
and three other analogous inequalities involving |c−k,|, |ck,−| and |c−k,−|, respectively, in place of |ck|.
Proof. We may equally write that
π2
∥∥∥∥∥
μ∑
k=m+1
ν∑
=n+1
kcke
i(kx+y)
∥∥∥∥∥= π2
∥∥∥∥∥ei((m+1)x+(n+1)y)
μ∑
k=m+1
ν∑
=n+1
kcke
i((k−m−1)x+(−n+1)y)
∥∥∥∥∥
= π2
∥∥∥∥∥ei(μx+(n+1)y)
μ∑
k=m+1
ν∑
=n+1
kcke
i((k−μ)x+(−n+1)y)
∥∥∥∥∥
= π2
∥∥∥∥∥ei((m+1)x+ν y)
μ∑
k=m+1
ν∑
=n+1
kcke
i((k−m−1)x+(−ν)y)
∥∥∥∥∥
= π2
∥∥∥∥∥ei(μx+ν y)
μ∑
k=m+1
ν∑
=n+1
kcke
i((k−μ)x+(−ν)y)
∥∥∥∥∥
= π2
∥∥∥∥∥
μ−m−1∑
k1=0
ν−n−1∑
1=0
kcke
i(k1x+1 y)
∥∥∥∥∥
= π2
∥∥∥∥∥
μ−m−1∑
k1=0
ν−n−1∑
1=0
kcke
i(−(μ−k1−m−1)x+1 y)
∥∥∥∥∥
= π2
∥∥∥∥∥
μ−m−1∑
k1=0
ν−n−1∑
1=0
kcke
i((k−μ)x−(ν−1−n−1)y)
∥∥∥∥∥
= π2
∥∥∥∥∥
μ−m−1∑
k1=0
ν−n−1∑
1=0
kcke
i(−(μ−k1−m−1)x−(ν−1−n−1)y)
∥∥∥∥∥,
where k1 := k −m − 1 and 1 :=  − n − 1. Applying Lemma 4 yields the ﬁrst inequality in Lemma 5 (indicated in details).
The other three analogous inequalities involving |c−k,|, |ck,−| and |c−k,−|, respectively, in place of |ck| are proved by
the same reasoning. 
4. Proofs of the main results
Proof of Theorem 2. For the sake of brevity in writing, set
Ck := |ck| + |c−k,| + |ck,−| + |c−k,−|, (k, ) ∈ N2. (4.1)
Let m,n 2. We apply Lemmas 4 and 5 with μ := 2m and ν := 2n to obtain
1
π2
2m∑
k=m+1
2n∑
=n+1
kCk
(k −m)( − n)

∥∥∥∥∥
2m∑
k=m+1
2n∑
=n+1
kcke
i(kx+y)
∥∥∥∥∥+
∥∥∥∥∥
2m∑
k=m+1
2n∑
=n+1
(−k)c−k,ei(−kx+y)
∥∥∥∥∥
+
∥∥∥∥∥
2m∑
k=m+1
2n∑
=n+1
k(−)ck,−ei(kx−y)
∥∥∥∥∥+
∥∥∥∥∥
2m∑
k=m+1
2n∑
=n+1
(−k)(−)c−k,−ei(−kx−y)
∥∥∥∥∥
 4(2m)(2n)
∥∥s2m,2n( f ) − sm,2n( f ) − s2m,n( f ) + smn( f )∥∥.
F. Móricz / J. Math. Anal. Appl. 363 (2010) 559–568 567Next, we repeat the above estimates [m/2] − 1 in place of m in the lower limit of the summation, and with m in place
of 2m in the upper limit of the summation with respect to k. As a result, we obtain
1
π2
m∑
k=[m/2]
2n∑
=n+1
kCk
(m − k + 1)( − n)  4m(2n)
∥∥sm,2n( f ) − s[m/2]−1,2n( f ) − smn( f ) + s[m/2]−1,n( f )∥∥.
The symmetric counterpart of this inequality reads as follows:
1
π2
2m∑
k=m+1
n∑
=[n/2]
kCk
(k −m)(n −  + 1)  4(2m)n
∥∥s2m,n( f ) − smn( f ) − s2m,[n/2]−1( f ) + sm,[n/2]−1( f )∥∥.
Finally, in a similar manner as above, we obtain
1
π2
m∑
k=[m/2]
n∑
=[n/2]
kCk
(m − k + 1)(n −  + 1)  4mn
∥∥smn( f ) − s[m/2]−1,n( f ) − sm,[n/2]−1( f ) + s[m/2]−1,[n/2]−1( f )∥∥.
Adding up the last four inequalities yields
1
π2
2m∑
k=[m/2]
2n∑
=[n/2]
Ck
(|k −m| + 1)(| − n| + 1)
 16 max
[m/2]−1μ1<μ22m
max
[n/2]−1ν1<ν22n
∥∥sμ2,ν2( f ) − sμ1,ν2( f ) − sμ2,ν1( f ) + sμ1,ν1( f )∥∥. (4.2)
By assumption (2.2) (recall notation (4.1)), inequality (4.2) implies (2.3) to be proved. 
Proof of Corollary 2. Let m,n  2. Denote by S(m,n) the double sum on the left-hand side of (2.3), and consider the
arithmetic mean
A(m,n) := 1
4mn
3m−1∑
j1=m
3n−1∑
j2=n
S( j1, j2)
= 1
4mn
3m−1∑
j1=m
3n−1∑
j2=n
2 j1∑
k=[ j1/2]+1
2 j2∑
=[ j2/2]+1
Ck
(|k − j1| + 1)(| − j2| + 1) , (4.3)
where Ck is deﬁned in (4.1). By assumption (2.3),
S( j1, j2) → 0 as j1, j2 → ∞.
Consequently, we also have
A(m,n) → 0 asm,n → ∞. (4.4)
Now, interchanging the order of summations in (4.3) relating to j1 and k, as well as relating to j2 and , gives the
following inequality:
A(m,n) = 1
4mn
6m−2∑
k=[m/2]
6n−2∑
=[n/2]
Ck
min{2k,6m−2}∑
j1=max{[k/2],m}
min{2,6n−2}∑
j2=max{[/2],n}
1
(|k − j1| + 1)(| − j2| + 1)
 1
4mn
2m∑
k=m
2n∑
=n
Ck
k+m∑
j1=k
+n∑
j2=
1
( j1 − k + 1)( j2 −  + 1)
 (ln(m + 2))(ln(n + 2))
4mn
2n∑
k=m
2n∑
=n
Ck. (4.5)
Combining (4.4) and (4.5) (recall notation (4.1)), yields (2.4) to be proved. 
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