A coupled in-situ measurement of temperature and kinematic fields in Ti-6Al-4V serrated chip formation at micro-scale 
Introduction
The constant interest in understanding and mastering the machining processes has led researchers to focus more and more closely on the cutting phenomeon. In recent years, various modelling attemps has met with the need of reliable measurements to either discriminate and/or validate models [37] . The use of post-mortem analysis such as chip morphology and SEM analysis [57, 67, 17, 61, 60] remains the most common approach. Force components measurement in real time trough Kistler dynamometer is also very popular and has become almost dogmatic in machining research [53, 33] . Temperature measurement using thermo-couples inserted either in the part or in the tool insert has also been investegated to register macro scale heat generation [24] . The use of such global quantities (chip morphology, cutting force and tool temperature) has proven worthy but limits the understanding of local phenomena such as strain distribution and temperature generation.
To overcome this very issue, some studies have been dedicated to the assessement of in-situ measurement of thermomechanical quantities. The use of Quick Stop Devices has been widely developped in the machining field with some intresting results [12, 34, 30] . More recently, full-field measurement techniques have been successfully implemented for machining purpose. They offer a real-time and in-situ insight of the thermomechanical fields through surface measurements. Such data exhibit of course a different nature from those within the bulk of the material but remain valuable either for phenomena understanding or for model validation. Performing full-field measurements of any nature in cutting conditions exhibits two major difficulies i) the size of the observed area and ii) the rapidity with which the phenomenon occurs. These papers can be sorted in two main categories: strains measurements and infrared (IR) temperature measurements.
Though strain measurements at micro-scale are well documented in a SEM environnement [27, 21, 52] , the speed requirement in cutting condition has prevented researchers to adopt this approach to obtain experimental data. Few studies have focused on such measurement, in quasi-static or dynamic conditions, through optical microscopy [29, 42] . Indeed, optical microscopy can easily be coupled with high speed imaging and thus offer a way to work around the two difficulties mentioned in the above. The use of Digital Image Correlation (DIC) has enabled the computation of strains and strain rates at microscale and low cutting speed (V c = 6.10 −4 m.min −1 ) along continuous chips in [13] and at higher speed (V c = 6 m.min −1 ) in serrated chips in [15, 44] . Nevertheless, this technique requires unblurred images and is thus often used at low-to-moderate cutting speed. At higher cutting speed, Particle Image Velocimetry (PIV) is often preferred eventhough it cannot be used for serrated chips [19, 23, 22] . One noticeable exception is the work of Hijazi and Madhavan [28] which have developed a complex dedicated device composed of four non-intensified digital cameras set in dual frame mode to perform a 4 unblurred images ac-quisition at 1 MHz and thus use DIC to retreive strains. More recently, the improvement of high-speed camera spatial resolution enable Baizeau et al. [6] to perform DIC at higher cutting speed (V c = 90 m.min −1 ) , this work is not directly focused on the chip formation but rather on residual stresses in the generated surface and is thus performed at a lower magnification.
Temperature measurement at tool tip within the infrared waveband have been investigated in the early 2000's by various works includig the pioneer work of [47] which uses IR pyrometry. However, thermographical studies are very seldom at high magnification. The completion of thermal measurments by corresponding kinematic measures at the same location has been adressed at micro scale by Bodelot et al. [8] with a spatial resolution of 21µm/pixel for the IR frames. The work of Arrazola et al. in [3, 2] also presents thermal measurement in the mid-wave IR band (3 − 5µm) using a home developped IR-microscope. It allowed the measurement of temperature fields with a resolution of 10µm/pixel and an exposure time of 2ms, at a cutting speed of 400m/min. Others authors have developed various experimental apparatus to obtain temperature fields at high cutting speeds (above 100m.min −1 ) for continuous chips [54, 18, 32, 59, 5] . At such cutting speed, the scale of the problem imposes to use high exposure time, therefore, the obtained images are blurred (time-convoluted) and can thus only be processed when a thermal steady state is reached. The simultaneous measurements of strains and temperatures through the same optical path have been first performed by [4, 63] . The authors use Schwarzschild reflective optics to acheive a 15X magnification and a cold mirror reflects the visible light to a visible camera and transmits infrared light to a mid-wave thermal camera. More recently Zhang et al. [66] have proposed a dual camera measurement of serrated chip generation using a two side configuration. This technique, well known for tensile tests proposes to capture visible images on one side of the sample and IR-fields on the other side. Authors acheive the acquisiton of thermal images at 60Hz with a spatial resolution of 25µm/pix. Accordingly, only small cutting speed 2−4m/min are investigated. Finally the work of [26] presents thermal measurement at very small intergation time (10µs) and 700Hz in the midwave IR band, this allows to obtain unblurred and transient thermal images with a resolution of 33µm/pix and a cutting speed up to 100m.min −1 .
1 Experimental Setup
Orthogonal cutting apparatus
Tests are performed in othogonal cutting configuration using a dedicated device made of a fixed tool and a linear actuator. This latter is fixed on the working plate of a conventionnal milling maching while the tool is fixed on the spindle head (see Fig.1 ). The feed is set to f = 250µm using the Z-axis wheel. The chosen cutting tools are made from uncoated carbide and exhibit a rake angles of 0
• . The depth of cut is d = 2.7mm, the length cut is 120mm and the cutting speeds are ranging from 3m.min −1 to 15m.min −1 . The typical geometry of the segments generated at these two cutting speeds is depicted in Fig.2d . The three components of the cutting force are recorded through a Kistler dynamometer.
Imaging apparatus
The proposed imaging device is inspired by the one presented in [4] . The key feature being a spectral separation of the incoming flux though a cold mirror that enables imaging at two different wavelengths, one dedicated to visible images (for DIC purpose) and the other to IR images (temperature measurments). The chosen configuration is slightly different in the present paper since the IR flux is here focused by reflection along the optical path. An off-axis parabolic mirror is used instead of a germanium tube lens thus preventing from chromatism throughout the IR spectrum (0.9µm − 20µm).
Lighting is performed from two high power LEDs (1040lm) one is embedded in the imaging system and provide diffuse axial illumination, the other is set outside and is focused directly on the sample thus providing a directional illumination. This latter is also added a low-pass filter to prevent stray IR illumination.
The camera on the visible optical path is a Photron Fastcam SA3 set at 6000f ps and an exposure time of 25µs. The image resolution is 512 × 512 pixels.
The dimensioning of the thermographic line depends on the expected thermal range. Recent works, in the field of orthogonal cutting [5, 59] , with different cutting conditions (speed, angle and material), provides a glance at the expected temperature range of T min = 200
• C to T max = 550 • C. In order to choose the most suited detector, it is classical to refer to the cross-checking of Planck's laws calculated at the two extremes temperatures of the range (Eq.1). Indeed, for a blackbody at a given temperature, 95% of the emitted flux is between 0.5λ max and 5λ max , where λ max is provided by Wien's displacement law.
Therefore, the optimal spectral band for this temperature range is [3.1 − 17.6]µm. The commercially available detector offers wavelength range of [3 − 5] µm for InSb or MCT detectors (Mid-Wave IR) or [8 − 12] µm for microbolometer. In the present paper, the ability of Mid-Wave IR cameras to reach higher acquisition rates, up to 9 kHz with sub-windowing mode, have led to consider this latter type of detector.
Accordingly, the camera on the IR optical path is a FLIR SC7000 set at 600f ps and an exposure time of 50µs. The detector is sub-windowed at 1/4 in order to increase the amount of frames per second. It receives radiations through the 1mm-thick silicon beam-splitter of which the measured average transmittance is T λ ≈ 0.66 for wavelengths ranging from 3µm to 5µm. The IR-image resolution is 160 × 128 pixels.
Material and samples
The studied material is Ti-6Al-4V titanium alloy, it presents two advantages in the scope of this study: it is industrially machined at relatively low cutting speed (typ. below 60m.min −1 ) and it is known to generate serrated chips even at very low cutting speed [44] . This latter feature being related to the poor thermal conductivity of titanium alloys (typ. below 10 W.m is polished and etched to exhibit microstructure, this matter being used as a natural speckle for DIC ( Fig.2a-b ).
With such surface treatment, the spectral emisivity of the sample is measured from Fourier transform infrared spectroscopy. The emissivity spectrum is depicted in Fig.2c . The spectral emissivity λ is here assumed to equal its average value over the wavelentgh range of the camera denoted . It is also assumed to remain constant within the considered temperature range [20] .
The mass density ρ, the specific heat C p and the thermal conductivity k are functions of the temperature. According to [7, 9] , they are chosen to evolve linearly in-between the boundaries given in Tab.1.
Calibrations and optical caracterizations 2.1 Metric calibration
The size of the observed area and the amount of optical transmission from object to detectors leads to question either the exact magnification of the apparatus and the possible distortions along both visible and IR optical paths. For magnification assessement purpose, images of calibrated lines (50 lpm and 31.25 lpm) were captured by both cameras (see Fig. 3a-d) . Then a Fast Fourrier Transform of the image provide the pixel period of the pattern which lead to a metric ratio of 1.133µm/pixel for the visible camera (Photron Fastcam SA3) and knowing that the pixel pitch of this camera is 17µm, the obtained magnification is M vis ≈ 15.00. The same procedure applied to the IR optical path leads to a metric ratio of 1.981µm/pixel and a magification of M IR ≈ 15.14 (detector pitch ≈ 30µm).
Distortions correction
For distortion purpose, image pairs exhibiting rigid body motion along X and Y axis (the horizontal and vertical axis of the image frame respectively) are captured by both camera. The sample is being translated using a two-axis micrometric translation stages for a prescribed translation of u pres x = 50µm, then u pres y = 50µm. DIC is then performed between these images in order to assess the imposed displacement such that:
where δ x (X) and δ y (X) are the components of the disortion field. Thus, assuming that optical distortions are zero at the center of the image (δ x (0, 0) = δ y (0, 0) = 0), the value of the constant u pres can be assessed and the distortions estimated. Fig.3b -e reads the shape and magnitude of δ x (X) and δ y (X) for both visible and infrared imaging. Finally, these noised distortion fields are approximated through the model presented in [62] and used for DIC purpose in [43] . This latter proposes to approximate the distortions through the correction of radial, decentering and prismatic components as follows:
where ρ = x 2 + y 2 is the distance to the optical center. A simplex optimization algorithm is used to estimate the six parameters of each model and resulting distortion fields are depicted in Fig.3c-f . It can be seen that the optical distortions exhibit similar order of magnitude for the two imaging wavelengths although the mirrors alignements issues lead to different shapes of the distortion fields. All subsequent displacement and temperature measures presented in this paper are corrected accordingly.
Image and speckle quality
No special treatment is applied on the sample surface, and the visible microstructure is used as a spekle for the DIC 
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• C 4392 0.37 750 9.7 algorithm. Estimating the measurement uncertainties of speckle related DIC techniques, is known to be a complex task [10, 40] . Lots of studies have been addressed in this field and the point of the present paper is not to discuss any further in this matter. Hence two estimation approaches are here adressed in order to assess the most suited subset size. The first approach tested here is the so-called Mean Intensity Gradient [39] , it provides an estimation of displacement precision (standard deviation). In the present work the image MIG is δ f = 10.52, the measurement noise is assessed from the substraction of two motionless images and its standard deviation equals σ = 3.53 pix. Hence the standard deviation of the displacement can be approximated from:
where n is the subset size (in pixel). Hence, assuming a chosen subset size of 16×16 pix, the expected standard deviation of the measured displacements is about 0.03 pix.
The second approach is the use of rigid body motion such as detailed in [56] . This approach is close to the one used in section 2.2. Two images exhibiting a translation motion are captured and displacement are computed and compared to the imposed one. It allows assessing both precision (random error) and accuracy (systematic errors) though this latter requires to know the accuracy of the translation stage. For this reason, only the random error is here estimated and equals 0.035 pix for a subset size of 16 × 16 pix. The two approaches provides approximatively the same magnitude of the dispersion. Hence, cumulating such error over 50 images lead to an maximal error or 1.5 pix and therefore lead to errors on strain below 10% (if a 16 × 16 pix extensiometric basis is used).
Thermal calibration
Small scale calibration of IR cameras remains a challenging task for the thermography community. Either a specific lens is designed for microscopic observation, and calibration is then classical [49] , or the camera is used without lens and the incoming radiation is focused on the detector array [31] . However, the approach presented in this latter work performs the calibration of the thermal flux ratio at two different wavelengths (bichromatic thermography), not an absolute one. In the present paper, among the two imaging paths, only one is in the infrared spectrum and thus prevents from the use of the bichromatic approach. The goal is then to perform an accurate thermal calibration (with the smallest interpolation error), at small scale. To do so, several precautions must be respected.
First of all, and as each pixel exhibits a different spectral and electronical response than its neighbours, a Non Uniformity Correction (NUC) is necessary. The method used in this paper is the Two Point Correction (TPC), which classically corrects the offsets φ and gains K of each pixel of coordinate X on the average response over every pixels. The relation between the output current of a given pixel and the read digital level is given by
For calibration sake, two input images are required: a dark and a bright image. They are obtained by placing an integrating sphere (Optronics Laboratories OL400) in front of the camera and adjusting the lamp supplying current (see Fig.4a ).
The second step of the calibration procedure is the thermal calibration. This step consists in visualizing a blackbody at different temperatures with the camera, and to choose and parametrize a model which best fits the experimental points (digital level versus temperature). The chosen model is the so-called effective extended wavelength model proposed by [51] , which is recalled hereafter :
where
is the averaged signal provided by the pixels viewing the blackbody at a temperature T . K w , and the a i are the radiometric parameters. Then the parameters identification is performed through the use of a black body set at 10 temperatures T i ranging from 20
• C to 550
At small scales, an important source of error is the Size of Source Effect (SSE), which includes the illumination of the detector array by stray light and detector overwhelming [64] . It is then necessary to install a pinhole between the black body and the camera. The obtained image with a 200µm pinhole is depicted in Fig.4b , only the illuminated pixels are used for calibration. It is also verified with other pinholes (100µm and 50µm) that the incoming flux is no longer affected below 200µm.
A 3 rd degree polynomial fit is then used to assess the radiometric parameters (error to the black body measurement are depicted in Fig.5c ). The absolute error is always inferior to 7
• C, and is higher for low temperatures, where the detectivity of the pixels becomes very low (i.e. the photoresponse versus the flux of each pixels behaves non-linearly).
Once the calibration performed, in the measurement step, the emissivity must be known to infer true temperature, as defined in the following equation :
Combining Eq. (7) and Eq.(8) then gives
where (T ) = is assumed to be constant over the considered temperature range [20] . The computation of the true temperature T at each pixel from the measured intensity I d (T ) is obtained by solving this latter equation. In practice, this is performed through the Cardano's method.
3 Measurement Post-processing
Digital Image Correlation
The DIC computations has been performed with 7D software [58] . The quality of the obtained images have led to consider the use of incremental correlation [41, 55] . This choice relies on several considerations: very significant strains, microstructure transformation, out-of-plane motion, material decohesion and changing lighting (disorientation). Therefore, the likeness of image no.1 and n is poor and prevent from a straight forward use of classical DIC. The matching of image n − 1 and n is obtained with better results than images no.1 and n. The counterpart is that such incremental approach requires serveral numerical processings in order to compute the cumulated displacements and strains. Fig.6 depicts the resolution scheme used to retreive global displacement. Indeed, in such resolution scheme, the incremental displacements ∆u k are obtained (in pixel) at nodes of the correlation grid so that:
where X k = (X, Y ) k are the correlation grid coordinates (identical for every image in the image coordinate system but different in the local coordinate system), k being the image number. Accordingly, X 0 = x 0 = (X, Y ) 0 is the intial coordinates of the tracked points. This only information does not enable the estimation of strains (whether in initial or final configuration) since material tracking can not be achieved, cumulating strain and different location is just not right. The evaluation of the deformed coordinates x k = (x, y) k at every step/images of the deformation process is performed incrementally through triangular bi-cubic interpolation.
with
where the φ i are classical triangular cubic shape functions. Finally the total cumulated displacement is then obtained as:
Strain Computation
The point of the present experiment is to offer a straight forward comparison of the local mechanical fields between experimental conditions and numerical simulations. For this purpose, strain fields are computed from the observed displacements. In a finite strain framework the polar decomposition of the strain gradient tensor at instant k states
where R is the rotation matrix, and U and V are symmetric matrices describing the deformations. In most finite element softwares, explicit solvers return various measures of strains. However Eulerian strains such as the Hencky's strain H (a.k.a. logarithmic strain) or the so-called Swainger's strain N (a.k.a. nominal strains) are usually prefered in such configuration [1] . Hence, experimental strain measures are obtained from:
where I stands for the identity matrix. The computation of the strain gradient tensor thus becomes the only prerequisite for strains assessement and is performed from
The space derivative in (Eq.16) leads to a significant issue in experimental conditions: the presence of noise on the measure of u k . In order to address this issue, a filtering method
where the Q p (X) are the N first eigen modes of a shell square plate. The α p are the corresponding modal coordinates. The gradient then reads:
(18) Finally, interpolation is used again to obtain the displacement gradient, and thus the strains over the deformed grid
Thermal imaging post-treatment
The measurement of surface temperature as such is of limited interest since it has to be matched with the generated powers involved in the cutting phenomenon. Indeed, as pointed by many authors [36, 24] most of the generated heat is extracted along with the chip. It therefore affects the cutting force but only very remotely the generated surface. Accordingly, the thermal information is mostly intresting from an energy balance point of view and in order to investigate the tight couplings between constitutive equations and temperature. Let's recall the specific form of the heat diffusion equation in the Lagrangian configuration applied to a 2D thermographic framework (readers should refer to Appendix A for detail on the establishement of such relation and its related hypothesis).
•θ =T (x, t) − T 0 is the difference between the current surface temperature field and the initial state where the temperature T 0 is assumed to be homogeneous and equal to the room temperature.
• ρC p ∂θ ∂t + v∇θ is the inertial term that reads the temperature evolution at a given location (x, t). Variable v stands for the velocity vector field.
• k 1 ∇θ 2 −k∆ 2θ is the diffusion (Laplace's) term. Note that∇ is the two dimensionnal gradient and ∆ 2 the twodimensionnal Laplace operator. Figure 6 : Illustration of the computation scheme used to assess the cumulated displacement from incremental correlation.
• w ch = d 1 is the heat source term and equals the intrinsic dissipation d 1 in absence of the thermoelastic couplings (see Appendix A).
• The material parameters are then ρ = ρ 1 θ+ρ 0 the mass density, C p = C 1 θ + C 0 the specific heat, k = k 1 θ + k 0 the thermal conductivity. The values and dependencies of these parameters to temperature are disscused in the above within the section 1.3.
The objective is here to compute the left hand side terms from the measured quantities (T (x, t) and T 0 ) and the material parameters in order to provide an estimation of the involved power in the cutting phenomenon w ch . In practice, the computation of the Laplace operator over noisy data required the use of filtering. The chosen approach relies on the same projection used for strains (see Eq.17). In addition, the time derivative requires to evaluate the temperature in a Lagrangian framework while thermography provides it in Eulerian configuration. Hence, Motion Compensation Technique is used to retreive the material evolution of temperature from the fixed pixel evolution. Such approach is classical nowaday and is not detail any further here; readers can refer to [50, 46] for more details.
Results

Test at
The captured images consititues a film depicting the generation of 197 segments. Fig.8a presents 5 raw images of one single segment generation process (segment no.101). In addition it is worth mentionning that no drift of the thermomechanical quantities is observed during the cut. A total of 62 visible images and 6 thermal images are captured for this segment. For reading and comparison purpose, images are labelled by their number and the percentage of the segment formation. The first image (0%) being the image where the segment first touches the tool and the last image (100%) being the image exhibiting a displacement of 50µm after the segment being fully formed. It is seen from the raw images and Fig.8b that a crack continuously propagates along the primary shear band (denoted Z I in the following). Fig.7a depicts the fluctuations of the cutting force. It can be seen that the cutting force peaks just prior the crack initiation (around 30%) and drops significantly when the crack reaches completion (about 60%). The magnitude of the force fluctuations equals 150 N meaning a tenth of the overall force. The average cutting force over the whole segment formation is F c = 1611 N . The Fast Fourier Transform of the force signal provided in Fig.8b show a typical spectrum of a sum of two Gaussian distributions where the main peak matches the segmentation frequency (110 Hz) and the secondary correspond to the oscillations during the early stages of the segment generation (clearly visible in Fig.7a ).
It can be seen from the strain depicted in Fig.8c that the three stages process described in [44] is clearly visible. The first two images (prior to 30% progression) show a diffuse deformation within the segment bulk, included in-between 0.3 and 0.8. Latter on, strains slowly converge to a localized zone ahead of the tool tip (clearly visible from 40%). Starting from this stage, strains accumulate in Z I and lead to material failure. A crack propagates moving away from the tool tip. From image no.49 (80% and subsequent), the segment is fully formed and is extracted. It therefore undergoes rigid body motion and strains accumulation stops.
The strain rate field depicted in Fig.8d is of localized nature in the early stages of the process. Strains are accumlated at the same location all along the segment generation process. There is no clear evidence of any motion of the shearing zone conversly to previouly published results [35] . The primary shear zone model seems therefore particularly suited from these obsevations. Indeed, strain is generated by the fact that material particules are geometrically forced through this band and exit it with a strain that almost no longer evolves afterward (Fig.8c) .
The temperatures imaging do not prompt any clear localisation within Z I before 60% (i.e. the end of segment generation). The maximum temperature do not evolves significantly during the sequence, only ranging from 317
• C to 360
• C. However, the temperature gradient is significant in space. The min/max range within the same image roughly equals 300
• C. Indeed, the main temperature rise seems to oc- cur during the transit of a material point through the strain rate line (Z I ). It is also worth noticing that the maximum temperature location is not in the direct vicinity of the tool. Such consideration lead to consider that heat generated in Z I (from plasticity and damage) prevails over the heat generated in the secondary and tertiary shear zone (due to friction over the rake or draft face). Conversly to temperature, the computed heat source (Fig.8f ) localizes during the early stage of segementation and almost simultaneously with the strains (depicted in Fig.8c ). The dissipated power evolution also exhibits three stages: at fisrt, up to image no.6, the dissipated power is low (about 1.7 × 10 12 W.m −3 ) and is concentrated close to the tool. Then, from a progression in-between 20% to 60%, the dissipated power increases within Z I from 2 × 10 12 W.m −3 to 3.2 × 10 12 W.m −3 . The source also sligthly progress rightward (i.e. along the shear band from the tool tip to the free surface). Finally, it is seen from image no.49 (80%) that even while the crack propagation is completed, and that strain accumulation stalls, the generated power remains high and peaks around 3.2 × 10 12 W.m −3 . It is also visible from the first image that when the generation of segment n starts the input mechanical power is split in two locations, the first consists in the sliding of the segment n−1 over the segment n and the second is the early stage of generating segment n. Indeed, it is clearly visible that a second source lights up beneath the sliding band and close to the tool tip.
At such cutting speed 248 segment are generated and with a frame rate of 6000 F P S the generation of a single segment last 11 images. Fig.9a depicts 5 images spread over the segment no.107 generation process. Comparatively, with a capture frequence of 600 F P S only one thermal image is acquired during the process and corresponds to a 40% progression. For this very reason, the other thermal images presented in Fig.9e are not otained from the investigated segment but from other measured segments but at the same stages of the segmentation progression. For this test, the average cutting force over the whole segment formation equals F c = 1516 N .
The crack progression differs from the one presented for a cutting speed of 3 m.min −1 (Fig.8b) . Indeed, the crack does not progess from 0% to 40% and suddenly propagates almost all the way to the free surface at image no.6 (60%). The pheneomon therefore seems to be more brutal at high cutting speed. This observation is confirmed by the investigation of the strain field depicted in Fig.9c . Eventhough these latter exhibit the same kind of diffused strain within the segment bulk (about 0.7), the shear localization within Z I appears later (at 60% instead of 20% or 40%). It is also worth noticing that the total strain reached at 80% (i.e. at failure) is 1.5 which is lower than its counterpart at lower cutting speed (1.7).
The strain rates fields exhibit similar features regardless of the cutting speed. Their magnitude obviously increases with the cutting speed but in a linear manner. Indeed, one would expect that multiplying the cutting speed by 5 would increase the strain-rate magnitude by the same ratio, which is almost the case here. Hence, the difference of crack propagation nature is explained by the only fact that strain at failure decreases as the thermomechanical loadings increases.
As expected, the temperature rises higher as the cutting speed increases and reaches a maximum of 548
• C. It is also seen that the localization of the thermal fields is more obvious at such cutting speed even at the very early stages. In addition, it is observed that the maximum temperature decreases in the early stage of segment generation (between 10% and 20%) then increases again while the crack reaches completion. This could be explained by the fact that the heat source image at 10% actually reads two primary shear zones, the one at the tool tip (which leads to generate the observed segment) and another one, higher along the tool rake face, correponding to the previous segment.
From this perspective, the thermal dissipation fields depicted in Fig.9f are consistent with the observation made at 3 m.min −1 . Indeed, the heat source originates from the subsurface at the tool tip then spreads and moves rigthward along Z I . It is also noticed that the dissipation band is narrower. The magnitude of the source however rises question since it appears to be only multiplied by a factor of roughly 3 while the cutting speed and the strain rate are increased by a factor of 5. This leads to conclude that segmentation in Z I (where the heat source are higher) do not develops at iso-energy. In addition, it is worth noticing that the dissipation prompts at 80% has exactly the same shape and magnitude that image at 0% (not depicted in Fig9) . This illustrates the cyclic nature machining under such conditions. 
Discussion
The use of coupled measurement provides a valuable insight of serrated chips generation phenomenon from which some conclusions can be drawn but it also rises many subsequent questions. The present disscussion aims at summarizing and sorting the obtained information.
Force measurements
First, as seen from the heat source assessement, the generation of segment n partially overlap in time the generation of segments n − 1 and n + 1. This explains the difficulty in post-processing macroscopic measurment such as force measurements. Indeed, the variations of the force applied by a segment on the rake face cannot be measured from dynamometric measurements since the force applied by segment n sum up with the force applied by segment n + 1 or n − 1 [15] . It is also seen that the overall cutting force decreases as the cutting speed increases (from 1611 N down to 1516 N ). This results is easily explained by the addition of thermal softening (significant between 300
• and 550
• C [14] ) and the stick-slip nature of the friction phenomenon at low cutting speed [65] .
Kinematic fields
Second, eventhough the strain fields are heterogeneous in space and in time, it seems that the strains always cumulate at the same location. As seen from strain rates field, the straining band is fixed in space and only fluctuates in magnitude over time. In addition, other tests performed with different rake angles (not presented here) suggest that the shape of the straining zone (its angle) is strongly related to the cutting geometry (feed and rake angle). This is clearly a perspective to the present work [25] .
The equivalent strain at failure is smaller at high cutting speed eventhough the temperature in Z I is higher. A first explanation for this phenomenon would be that the loss of ductility due to the viscous behaviour of metal overtakes the thermal softening in this range of thermo-mechanical loading. Another explanation would be related to the nature of the strain field itself. Indeed, as seen from the heat sources computations, the primary shear band narrows as strain rate increases which pleads for a strain path closer to pure shear than its counter-part at low cutting speed. This latter explanation seems to be confirmed by the detailed results presented in Fig.10 in which it is seen that at small cutting speed, the deformation in Z I is a mix of shear and compression while at 15 m.min −1 , shear is clearly the main straining mode.
Thermal informations
From a thermal stand point, the maximum temperature is always observed within Z I and away from the tool. One can therefore assumed that the temperature measured from a thermocouple positioned within the insert do not reads the proper temperature of Z I . Consequently, it is hard to extrapolate from such measure the value of τ f the shear friction stress and therefore the generated heat flux along Z II commonly defined as [24] :q
where V sl is the sliding velocity and η f the part of the frictional work converted into heat. β sl is the ratio of the frictional power entering the material (1 − β sl being the power ratio entering the tool). Indeed, the thermal softening of the material in Z I is the leading factor of the stresses at tool/chip interface (i.e. Z II ) and a proper knowledge of temperature distribution in Z I is therefore a key issue in assessing any energetic quantity in Z II .
Although most of the heat ultimately ends up in chip, it is seen that the temperature spreads significantly beneath the tool (i.e. in the generated surface) for both cutting speeds. Further investigations are required to link this heat peak to the residual stresses distribution in the generated surface.
As expected, multiplying the cutting speed by five do not multiply the temperature variation (θ = T (x, t) − T 0 ) by five but only by 1.5 while the maximum dissipated power within Z I (see Fig.8f and Fig.9f ) is roughly multiplied by 3. This simple observation challenges the adiabaticity hypothesis often set within the three shear zones Z i . If the dissipation is multiplied by 3, under adiabatic conditions, the temperature variation should by multiplied by 3 as well, which is not the case, meaning that the heat is somehow diffusing. Indeed, it is also observed that the second term (the so-called Laplace's term) of the heat diffusion equation Eq. (20), is clearly not negligible before the inertial term (ρC pθ ) especially at small cutting speed. As seen in Fig.11 , at 15m.min −1 , these two terms exhibits the same order of magnitude, eventhough the thermal conductivity of titanium allows is small.
Local Powers
From an energy stand point, it is also noticed in Fig.11 , that the convective and radiative thermal losses on the side of the sample are negligible. It is also reasonnable to assume that even if extrapolated at higher cutting speeds (typ. 60m.min −1 ) it remains negligible despite the presence of T 4 . Alike the thermal losses, the variation of kinetic energy is small and will remain so, regardless of the cutting speed. Under such hypothesis and those exposed in Appendix A, the classical power balance becomes (local formulation):
where w ext and w int are the external and internal specific power, w e and w a are the elastic and anelastic powers andk is the variation of kinetic energy.
Zone I: Heat is mainly generated within Z I . Indeed, at both cutting speed, the dissipated powers at stake and the temperatures in Z II and Z III are significantly lower than in Z I . However, plasticity may not, on it's own, be responsible for the observed dissipated power in Z I . Indeed, recalling that Fig.8f and Fig.9f read the left hand side terms of Eq. (20) and assuming that plasticity is the only phenomenon involved in the thermal rise within Z I , it classically comes that the specific dissipated power equals [16] :
where β is the so-called Taylor-Quinney coefficient. Note that the thermo-elastic coupling is here neglected before plasticity [11] . Hence, assuming a constant value of β of 0.8 ( [38] ), it comes that the maximal value of the equivalent Von-Mises stresses roughly equal 2.1 GP a for the test at 15 m.min −1 and 3.3 GP a for the test at 3 m.min −1 which seems largly overestimated. Such calculation is, of course, too coarse but lead to consider that, especially at small cutting speed, other phenomenon are involved (damage, segment-over-segment friction, phase transition, recrystalization...) and that other dissipative terms should be padded to the right hand side of Eq. (22) .
Zones II and III : The presented measurements mainly focused on the primary shear zone. Nonetheless they provide valuable information on other dissipatives zones (namely Z II and Z III ). Indeed, from the thermal information it is possible to assess the heat flux transfering between the tool and the material. The Neumann boundary condition provides the incoming surface heat flux which can be compared to Eq. (21) as:q
Hence, evaluating the temperature gradient over the material frontier ∂Ω provides the heat fluxes depicted in Fig.12 for both Z II and Z III . It can be seen that the power generated by friction in Z II is not sufficient to overcome the natural flux heading from the hot segment toward the tool (cooler). It is also seen that increasing the cutting speed slightly increases the outbound heat flux. However, this increase is not proportional to the cutting speed and is to be matched with the tool temperature (see Eq. (24)). Regarding Eq. (24), it can be concluded that in Z II , the current tool temperature T tool is of the utmost importance for whoever wants to relate tool wear to the incoming thermal flux. Indeed, if T tool is no longer an unknown variable, a given set of parameters β sl , η f and h leads to a possible assessement of the last unknown variable: τ f a key variable in machining operations.
In Z III heat is entering the material, meaning that the generated surface is hot and slowly diffuses within the material. It is seen that the cutting speed strongly affects the surface temperature beneath the tool which doubles between 3 m.min −1 and 15 m.min −1 (approximatively 140
• C and 300
• C). This ratio of 2 is also observed between the heat flux in Z III depicted in Fig.12 . No discontinuity is observed in the incoming flux which leads to consider that there is no contact between the tool and the part along the clearance face.
Global Powers
From a global stand point, it is worth recalling that the overall input power of the cut is the cross product of the cutting force with the cutting speed and that the internal energy balance alows to write that:
whereK is the variation of kinetic energy, W int is the internal power, W e the elastic power, W a the anelastic power, all being expressed in W atts. Hence, by neglecting the elastic power andK before the anelastic power, it is possible to evaluate the part of energy consumed in each of the three zones from the spatial intergation of the specific dissipation w ch = βw a depicted in Fig.8f and Fig.9f . It therefore comes:
where d is the depth of cut, Z i is the surface area of the zones Z I , Z II and Z III and Z IV is the remaining surface corresponding to the imaged sub-surface of the sample and the bulk of the chip segment as depicted in Fig.13 . The volume integration is performed under the strong assumption that the heat source is of homogeneous nature along the depth of the sample. Finally, dividing this quantity by the cutting speed results in obtainingW ext expressed in J.m −1 ; the energy required to perform 1 meter of cut. Fig.13 depicts for the 5 instants of each tests, the shares of energy consumed by each of the three zones (Z I , Z II , Z III ) and in the rest of the imaged area Z IV (denoted bulk & sub-surface in Fig.13 ). Various considerations can be made from such representation:
• As expected from the force measurements interpretation, the overall consumed energy decreases as the cutting speed increases (which is consistant with classical dynamometric observation).
• The dissipation in the segment bulk and in the subsurface (i.e. outside of the three indentified and well known shear zones) is far from negligible. It is consistent with the strains measurments presented in the above where it is seen that smaller but significant deformation occurs within the bulk of the segment.
• The dissipation in the segment bulk suddenly drops when the crack propagation reaches completion (see Fig.13 progression 60% for both tests).
• The energy dissipated through plasticity in the subsurface of Z II and Z III slightly increases with the cutting speed, especially for Z III . The interpretation of (Eq.23) leads to assume that the plastic deformation in these zones also increases with the cutting speed.
• For most of the investigated instants, the internal energy comes close to the external one. Meaning that most of the energy is used within the captured area. However, a part of the input energy is consumed outside of the image. Further investigations would be required to sort out if this energy is used to deform the subsurface (left of Z III ) or the top section of Z I both unseen from the imaging apparatus.
Conclusions and Perspectives
In this paper, the development and the implementation of an original imaging apparatus dedicated to the simultaneous measurement of strain and temperature fields at small scale is presented. The proposed experiment enables the monitoring of a 500 × 500µm area at the tool tip using both visible and infrared cameras. The study provides a novel and valuable insight to essential thermomechanical couplings and in-process mechanical phenomena involved in the generation of serrated chips and thus gives a new understanding of essential cutting process mechanics occurring during the orthogonal cutting of Ti-6Al-4V. The developed numerical post-processing also constitutes an original contribution since it provides fields information at various time steps of the serrated chip generation progression. Strain, strain-rates, temperatures, dissipated powers along with displacement, velocity and crack progression are obtained at each pixel from both kinematic and thermal/energy measurement. It allows the assessment of the dissipated powers at stake during material removing processes. The whole measuring chain has been strongly calibrated and a special attention has been paid to the dependency of the physical parameters to temperature. The experimental observations have highlighted the dependency of the physical phenomena to the cutting speed. This work provides valuable experimental evidences on the different nature of the coupling phenomenon. First, it appears that the nature of the deformation mechanisms is clearly affected by the cutting speed, in terms of magnitude but also in term of strain path. At low cutting speed, the loading in the primary shear zone is a mix of shear and compression, while it becomes mainly pure shear at higher cutting speed. Also, the width of the primary shear zone decreases as the cutting speed increases. It has been confirmed that the heat is mainly generated in the primary shear zone, and the highest temperature is observed in this zone and not along the rake face interface. In addition, the energetic study conducted in this work demonstrated that the adiabaticity hypothesis often set within the three shear zones is disputed. Indeed, as the dissipation is multiplied by 3, the temperature variation is not multiplied by 3 as well, meaning that the heat is somehow diffusing. It is also observed that the Laplace's term of the heat diffusion equation is clearly not negligible before the inertial term, especially at small cutting speed. Moreover, plasticity is not the only responsible for the dissipated power in the primary shear zone. Other phenomena may be involved (damage, segment-over-segment friction, phase transition, recrystallization...). The study also showed that a significant power is dissipated outside the three shear zones and mostly within the segment bulk.
Moreover, even though the heat is mainly evacuated within the chip, the generated surface temperature evolution is significant and this surface is most probably thermally affected. This constitutes a direct perspective of this work. A proper knowledge of temperature distribution in this zone is a key issue in assessing any energetic quantity in the chip, in the material and at the tool/chip interface. Especially, acquiring detailed coupled measurements in Z II and Z III would be of high interest in order to improve understanding of tool wear and of the thermal influence on the fatigue behavior of the generated surface.
Appendix A
Let's assume a thermal dependance of the physical constants: thermal conductivity, mass density and specific heat as      k = k(θ) = k 1 θ(x, t) + k 0 ρ = ρ(θ) = ρ 1 θ(x, t) + ρ 0 C p = C p (θ) = C 1 θ(x, t) + C 0 (27) where k 1 is the first term of the linear regression from the data presented in Tab.1 and k 0 the thermal conductivity at 20
• C (idem for the ρ i and C i ). θ = T (x, t) − T 0 (x) is the temperature variation to the initial temperature T 0 The heat diffusion equation with variable conductivity, mass density and specific heat is:
where w ch is the specific calorific power (i.e. the internal heat source).The thermoealstic coupling are here neglected since the plastic strains largely prevail over the elastic ones. Readers can refer to [11] and [48] for more details. Another hypothsesis assumed here is that r , the volume external radiative sources do not depend on temperature T . It comes that r (T ) = r (T 0 ) and therefore that r (θ) = 0. Using the Kirshoff transform of the temperature:
and its two subsequent relations The key point here is that the available experimental data do not read the third dimension of the temperature fileds (along z). Indeed the thermal information is of surface nature and therefore requires to integrate the relation Eq.(31) over the z direction (through-thickness dimension). for this purpose the through thickness average of fields varaibles must be defined as:
where d is the thickness of the sample (i.e. the depth of cut). This imposes the set two main hypothesis [16] :
i ) The calorific power w ch is constant through thickness :
w ch = w ch
ii ) The heat conduction is much greater than the thermal losses (radiative and convective) of the front and back faces. It therefore comes that the averaged temperature through thickness can be approximated by the measured surface temperatureθ ≈ θ(z = 0) ≈ θ(z = d).
the integrated diffusive term then becomes: 
and ∇ is here the two-dimensional gradient. The integrated inertial termĪ is expressed through the partial derivative of Ψ and the Liebniz intergration rule as:
