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Abstract—Aggregate computation in relational databases has
conventionally been done using the standard unary aggregation
and binary join operators. These operators implement the tradi-
tional model of computing joins between relations two at a time,
materializing the intermediate results, and then proceeding to do
either sort-based or hash-based aggregate computation to derive
the final result. This approach, however, can be dramatically
sub-optimal in the case of low-selectivity joins, and often ends
up generating large intermediate results even if the relations
involved as well as the final result sets themselves are quite small.
Moreover, many of the intermediate results may never be a part
of the final result.
In this paper we propose a novel aggregate query processing
technique that leverages graph data structures towards efficiently
answering aggregate queries over joins, without materializing
intermediate join results. We wrap this technique inside a
multi-way composite database operator called JOIN-AGG that
combines Join and Aggregation. We provide a general framework
for executing aggregation queries over arbitrary acyclic joins,
involving any number of group-by attributes from any relation.
We also present a thorough experimental evaluation on both real
world and synthetic datasets. Our experiments show that our
operators can achieve orders of magnitude lower query times
and memory requirements compared to the traditional approach,
even when implemented outside of the database system.
Index Terms—component, formatting, style, styling, insert
I. INTRODUCTION
Traditionally, aggregate processing over conjunctive queries
in RDBMSs has been done through the use of simple binary
operators for executing joins, followed by a (typically separate)
unary aggregation operator. The simplicity of these operators
has proven invaluable throughout the development of modern
RDBMSs. Each simple operator enables the optimization of a
very specific operation with a concise set of parameters, inputs
and outputs. This enabled simpler query optimization, since it
is easier to create good cost models for simple operators than
for complex ones.
Simplicity however often comes at the cost of performance.
It is known that binary operators can lead to sub-optimal per-
formance regardless of the query plan used [5], [8]. The main
drawback with binary join operators in RDBMSs specifically,
is the generation of intermediate join results, potentially with
materialization at the granularity of every join. Each individual
join within a query plan may output an increasingly larger
number of tuples, making the latter intermediate results un-
wieldy, especially as they start becoming larger than memory.
Pipelining operators help in some cases, but enumeration of
the full intermediate result set though joining every single
tuple is necessary and cannot be easily avoided (e.g., bloom
filters can help in some cases to filter out results, but break
the classical model as well). These issues become significantly
more pronounced in analytics settings where the joins are often
done on non-key attributes to derive higher-level insights (see
examples below).
This has led to an increasing interest in the idea of multi-
way database operators. Eddies was one example of such
an operator [5], where the benefits of combining multiple
operators into one came from the ability to choose different
execution paths for different tuples. More recently, break-
throughs in worst-case optimal join algorithms [23] have
shown that one can put tight bounds on the maximum possible
number of tuples generated by a query, and then develop
algorithms whose runtime guarantees match those worst-case
bounds. These breakthroughs have led to a variety of different
query operators that take a multi-way join approach over the
traditional binary operator. The benefits seen by many of
these proposed operators typically come from the fact that
the operator takes multiple relations that are part of a large
conjunctive query into account simultaneously. This allows for
avoiding the materialization of large intermediate results [31],
enables pruning out various portions of the computation based
on complex conditions [33], or allows for exploiting more
parallelism and fast set intersections toward the join result [3].
In this paper, we focus on another very common com-
bination of operators, namely a series of joins followed by
a group-by aggregate. The data graph paradigm proposed
here is reminiscent of factorized representation of conjunctive
query results, by Olteanu et al. [26], and the idea of a tuple
hypergraph that can cover all tuples in a query result [16].
All of these provide compact representations of the underlying
join result, especially in presence of low-selectivity joins, with
minor differences because of the specific goals behind their
genesis. Our key contributions here are a novel way to use
such a structure for computing group by aggregates efficiently
over complex acyclic joins.
Several different works have considered the problem of
executing group by aggregate queries against a factorized
representation of a conjunctive query [6], [17]–[19], [25],
[28], [29]. The key guarantees like constant-delay enumer-
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ation, however, do not extend to the kind of group by
queries we focus on in this work, e.g., the “branching”
query R1(g1, j), R2(j, b), R3(b, g3), R4(b, g2). Because all of
g1, g2, g3 (group by attributes) need to be present in the
output, either (a) one of the other attributes needs to be
eliminated (which requires generation of a large intermediate
result), or (b) we have to iterate over all combinations of
values for g1, g2, g3 and compute the aggregate value for each
combination (which can be prohibitively expensive if either the
sizes or the number of group by attributes is large). Our work
here, thus, can be seen as exploring an alternative approach to
computing aggregates over the factorized representation.
As we discussed earlier, recent work on worst-case optimal
joins [20], [23], [24], [32] shows how to avoid large inter-
mediate results during execution of multi-way join queries;
Joglekar et al., [14], [15] discuss how to generalize that to
aggregate queries. Their approach is largely complementary
to [6], as well as our line of work. Recent work on FAQ [4]
proposed a generalized way of viewing a very common type of
aggregation query called a Functional Aggregate Query which
they see parallels in multiple scenarios other than databases,
e.g., matrix multiplication, probabilistic graphical models, and
logic. For acyclic join queries, those approaches effectively
reduce to pushing aggregates below joins in the query plans,
similar to the “aggressive pre-aggregation” approach we ana-
lyzed and compared against in this paper.
SELECT ps_suppkey, c_zipcode, COUNT(*)
FROM partsupp, lineitem, orders, customer
WHERE ps_partkey = l_partkey AND
o_orderkey = l_orderkey AND
o_custkey = c_custkey
GROUP BY ps_suppkey, c_zipcode;
Listing 1: [Q1] Query for finding the number of customers
each supplier could reach/ supply parts to per zipcode (TPC-H
dataset)
Consider a query like [Q1] in Listing 1 over the standard
TPC-H dataset of parts, customers and suppliers.
The lineitem table includes all orders of parts that were
supplied, the individual parts each order contains, as well
as which supplier each part was bought from. The goal of
[Q1] is to compute the number of parts that a supplier could
provide to a certain zipcode, given the transaction data that
we already have. Note that c_zipcode isn’t a distinct field
in the customer table, but is typically extracted from the
c_address attribute. This type of complex decision-support
query requires a non-key join which could yield very large
intermediate results that will be fed as input to the aggregation
operator. As shown in Figure 1, running [Q1] over TPC-
H (using scale factor SF=1), the intermediate join result for
this query contains over 24 million tuples. The size of the
result post-aggregation would be bounded by the number of
distinct zip codes times the number of suppliers, and therefore
is highly likely to be orders of magnitude smaller than the join
result.
Merge Join
Hash Join
Hash 
Aggregate
orders ⋈ 
customer
(1,500,000)
lineitem
(6,000,000)
partsupp
(800,000)
?
24,004,860
SELECT ps_suppkey, c_zipcode, COUNT(*) 
FROM partsupp, lineitem, orders, customer 
WHERE ps_partkey = l_partkey 
AND o_orderkey = l_orderkey 
AND o_custkey = c_custkey 
GROUP BY ps_suppkey, c_zipcode; 
(b) [Q1] Query for finding the number 
of customers each supplier could reach/ 
supply parts to per zipcode (TPC-H 
dataset)
(c) [Q2] Generic graph pattern 
counting query
SELECT n1.label, n2.label, COUNT(*) 
FROM Nodes n1, Edges e1, Edges e2, Nodes n2 
WHERE n1.id = e1.src 
AND e1.dst = e2.src 
AND n2.id = e2.dst
GROUP BY n1.label, n2.label;
(a) Query plan for query [Q1] 
Fig. 1: Query plan for query [Q1]. Aggregate queries can
have very large intermediate results even though the number
of output groups could be small
Another very common situation where a decision-support
query would require a non-key, large-output join is that of
self-joins, where a table is joined with itself. For example,
on the standard TPC-H dataset, a classic data-mining task
is to compute the number of times pairs of parts appeared
in the same order; this is a standard frequent pattern mining
query. A self-join between the lineitem table and itself (on
partkey) is required to compute this.
Another example of queries that require large-output self-
joins include path aggregation queries in graphs. Any graph
stored inside a relational database in the form of a Nodes
and Edges table, is conducive to queries that e.g. count the
number of paths that follow a certain pattern in terms of the
nodes. If we had an edge table Edges(src,dst), and a
Nodes(id,label), a query like [Q2] in Listing 2, counts
the paths between nodes with certain labels. Queries like this
one end up outputting a huge number of intermediate results
which constitute the sub-paths for each intermediate stage of
the graph traversal.
SELECT n1.label, n2.label, COUNT(*)
FROM Nodes n1, Edges e1,
Edges e2, Nodes n2
WHERE n1.id = e1.src AND
e1.dst = e2.src AND
n2.id = e2.dst
GROUP BY n1.label, n2.label;
Listing 2: [Q2] Generic graph pattern counting query
Our main contributions in this paper are twofold; first,
we propose a new multi-way database operator called JOIN-
AGG, which enables the efficient computation of aggregation
queries, without materializing any intermediate join results,
by computing the join and aggregation simultaneously. We
describe a novel general framework for executing aggregation
over conjunctive queries of arbitrary numbers of relations, and
numbers of group by attributes that may be derived from any
participating relation, by leveraging a graph representation
of the underlying data. We restrict our formal development
to acyclic queries – although our algorithms can be adapted
to handle cyclic queries, systematically combining our data-
level optimizations with the recent work on cyclic joins raises
complex issues that are beyond the scope of this paper. We
implement a prototype of the JOIN-AGG operator outside of
the RDBMS and experimentally showcase the benefits of our
operator over synthetic and real datasets.
Second, we provide a comprehensive complexity analysis
of common example queries that benefit from our JOIN-AGG
operator in comparison to executing them using the classical
RDBMS model, or other less general techniques such as partial
pre-aggregation [21] which only looks at reducing intermediate
data size at the level of each individual join instead of looking
at the join as a whole. We show that in terms of computational
complexity JOIN-AGG is comparable or asymptotically better
than those techniques, particularly in the general case of
complex acyclic branching join queries. We also show that
JOIN-AGG is overall better than those techniques in terms of
memory complexity.
The rest of this paper is organized as follows: Section II
introduces some preliminary definitions required later on and
provides a high level description of the JOIN-AGG operator,
Section III describes the process with which we load the data
into memory in a data graph representation which is stage 1
of the JOIN-AGG algorithm. Section IV describes the traversal
and result generation stages of the algorithm after defining ba-
sic concepts used the traversal process. Furthermore, Section V
presents a comprehensive complexity analysis comparing the
complexity of JOIN-AGG with other traditional techniques,
Section VI goes deeper into the implementation details of
the prototype we implemented, while Section VII presents the
experimental evaluation of the aforementioned prototype. We
finally place this work into context with other related work in
Section VIII, and conclude in Section IX.
SELECT A.a,B.b,C.c, COUNT(*)
FROM R1 A, R2 J,R3 B,R4 C
WHERE A.j1=J.j1 AND J.j2=B.j2 AND J.j3=C.j3
GROUP BY A.a,B.b,C.c;
Listing 3: [Q3] Generic Multi-Attribute Group by Query
II. PRELIMINARIES AND OVERVIEW
In this section we formally describe the general framework
for efficiently answering queries such as [Q3] in Listing 3.
Our framework views the join between a series of relations
in the form of a graph structure of interconnected tuples that
we call the data graph. For the sake of simplicity, we use
Join-Agg Algorithm
Data Graph 
Representation
R0 R1 R2 ... Rn
Aggregated group tuples
Query 
Hypergraph
Query 
Decomposition 
Tree
R0 ... Rn
Query 
Decomposition
Tree
Q(R,G)
Query 
Data Graph
Query 
Hypergraph
R0 ... Rn
Query 
Decomposition
Tree
Q(R,G)
Query 
Data Graph
Join-Agg traversal
Output 
group tuples
Query 
Hypergraph
Join-Agg
traversal
Output 
group tuples
Fig. 2: Inner-workings of the JOIN-AGG operator.
the COUNT(*) aggregation function in our explanations and
examples. We provide a discussion on how more standard
aggregation functions can be supported using the same frame-
work in Section IV-D.
A. Preliminaries
Let Q(R,G) be an aggregate query over a join between a set
of relations R, where G = {g1, g2, ..., gn} is the set of group-
by attributes of this query. For now, assume that we only need
to count the number of tuples in each group (COUNT(*)).
We assume without loss of generality that a group by attribute
gi ∈ G corresponds to a single attribute in relation Ri, and that
none of the gi participate in a join condition. We also assume
that all joins are natural joins. All of these can be relaxed easily
through standard tuple-level transformations (e.g. if a group-
by attribute participates in a join, we can (implicitly) create
a copy of that column). As mentioned earlier, we restrict our
attention to acyclic joins in this paper.
We represent the overall join-aggregation query as a hyper
graph H(X ∪G,EH) where X is the set of all attributes that
take part in the join conditions between the relations in R and
EH hyperedges, containing one hyperedge eRi per relation
Ri, i.e., eRi = Ri∩ (X∪G). Note that the only attributes that
are relevant here are either join condition attributes, or group
attributes–as the result is a set of tuples that represent groups
(grouped by G). Let Ri.x denote attribute (or set of attributes)
x from relation Ri.
For every eRi ∈ EH , we partition the attributes of eRi
into two disjoint groups (xl, xr). We describe the specifics in
Section III-B, but intuitively this is done so as to reduce the
size of the “data graph” that we load into memory, while also
capturing enough information to execute the query.
B. JOIN-AGG Operator
We propose a new database operator called JOIN-AGG
that receives a set of input relations R and outputs a single
set of result tuples, i.e., after the appropriate grouping and
aggregation, as the output. The decision of whether to use
the operator is made by the query optimizer in a cost-based
manner; in essence, if at least one of the joins in the query
is a non-key join or a join that may result in a large output
compared to the input relations, then this new opeartor should
be considered. We develop the necessary cost models to
make this decision. When the operator is chosen, instead of
conducting a series of binary joins as traditional RDBMSs do,
we would instead go through each relation, and load each one
into the same in-memory data graph which is then traversed
to output the resulting grouped tuples.
Prior to the instantiation phase, the operator creates a query
hypergraph H that captures the joins in Q(R,G). This
query hypergraph is then turned into a query decomposition
tree, which is traversed in order to transform each individual
relation into a set of edges in the data graph. Based on the
final decomposition, during the execution phase, the operator
constructs the edges that correspond to each relation as the
data graph. Finally, this in-memory data graph structure is
used (and potentially re-used) to directly compute and output
the grouped tuples.
III. DATA GRAPH REPRESENTATION AND CONSTRUCTION
In this section, we begin with describing how a query de-
composition tree is constructed and how it is used to split the
attributes of each relation into two groups that form the edges
of the data graph. We then describe the basic representation
of a data graph and explain how it is constructed by loading
in relations from the underlying database.
A. Query Decomposition
A query decomposition of a hypergraph H is defined as a
tree where each node corresponds to a hyperedge eH ∈ H . We
create a pure query decomposition of H where each node in
the decomposition directly corresponds to a single relation. In
this work, we focus on acyclic queries, i.e., queries for which
there exists a tree decomposition [10]; in future work, we are
planning to extend our approach to handle cyclic queries by
combining it with recently proposed techniques for optimal
worst-case join algorithms.
We construct the query decomposition tree using the stan-
dard elimination algorithm [30]. First, we note that, all of the
relations that contain at least one attribute not present in any
other relation must contain a group attribute; we’ll call these
group relations. We start with one of those as the root of the
tree, and traverse the hypergraph in a breadth-first manner to
construct a query decomposition tree. An example of such a
decomposition can be seen in Figure 3d. Given H , to build
the query decomposition tree, we can start from any group
relation; here we picked A. The hypergraph is then traversed
in a breadth-first manner starting from A using a standard
queue. We start by creating a root node in the decomposition
tree for A – let that be the current node. Then, for every
neighbor relation of A, if it has not been visited, we add it
to the queue. We then pop the queue and add the popped
relation as a child to the current node in the decomposition
tree. Thereafter we continue with neighbor B which becomes
the current node, it is added as a child node to A and so on
until the queue is empty.
B. Splitting Attributes
As previously mentioned, the attributes of each relation
are partitioned into a pair of attribute sets (xl, xr). This is
done in order to properly view every relation as a set of
edges for the data graph–an edge has two entities it connects,
here it connects xl and xr. To do this, we simply traverse
the query decomposition tree starting from the root. As we
discuss in further detail later on, this splitting mechanism is
a data reduction mechanism (similar to pre-aggregation [21])
for reducing the input data as much as possible before the
query is executed.
To construct these pairs, we traverse the decomposition tree
in order to partition the set of attributes for each relation into a
(xl, xr) pair. In a slight abuse of notation, let Ri also represent
the set of attributes relevant to the query from relation Ri. We
start the traversal at the root; let that be RS(g0, a1, ..., an), for
which we set RS .xl = {g0}. Afterwards, we set RS .xr =⋂
CS where CS = RS .children() ∪ {RS} is the set of
attributes in the children relations of RS in the decompo-
sition tree, plus (union) RS itself. Next, for every relation
Ri ∈ RS .children(), if Ri is not a group relation, we set
Ri.xl = parent(Ri).xr, and again Ri.xr =
⋂
Ci. If Ri is a
group relation, we set Ri.xl = Ri \ {gi} and Ri.xr = {gi}.
As we will later describe, nodes created from group attributes
need to be sinks in the DAG structure that we will be building.
This same process is recursively executed on all relations in
Ri.children().
Below we provide a few standard examples of how the
aforementioned algorithm is used to split the attribute sets.
Example III.1. Looking at the decomposition tree in Fig-
ure 3c, a simple and common case is that of D. Because D’s
parent relation is B, we have xl = B ∩D = {jd}. Also, the
children of D are E,F, therefore xr = D ∩E ∩ F = {je}. In
the data graph constructed later, a single node will be created
for each value in pijc(D) and for each pije(D).
Example III.2. Again regarding the tree in Figure 3c, for
relation B, its xl value will be B ∩ A = {j}, and xr = B ∩
C ∩ D = {jc, jd}. This multi-valued xr value means that a
multi-node will be created for each value in pijc,jd(D).
Example III.3. Looking at the decomposition tree in Figure 4,
for relation R2, since it’s a group relation (one that contains
at least one group attribute), we always split its attributes by
setting the group attribute as xr = {g2} ,and xl = R2\{g2} =
{j0, j1}.
C. Data Graph Representation
Next, we formally define the data graph representation for
a join-aggregate query. For a given query Q, a data graph
GQ(V,E) captures the underlying data in the relations and the
interconnections between those data elements. Let n ∈ V , and
e = (nl, nr) ∈ E the nodes and (directed) edges respectively
that make up graph GQ.
Relation & Node Types: At a high level, we partition the
relations R in four (overlapping) groups: RS , RB , RJ , RG,
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Fig. 3: A Data graph created by a set of joining relations (after projections have been applied). Relation B has multiple attributes
as part of xr, which merge into the multi-node (jc1,jd1). In the relations involved in the join, we have four different group
attributes gi, one of which is a source attribute (g1). Node 1a is a source node, 2a, 2b, 3a, 3b, 4a, 4b are all group
nodes, and (jc1,jd1) and je1 are both branching nodes. The rest are all intermediate nodes.
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Fig. 4: Derivation of a Query Decomposition tree from a Query
Hypergraph
which dictates how the corresponding nodes are handled
during execution of the JOIN-AGG algorith:
1) RG = {G0, G1, ...Gn} denotes the group relations in R,
each containing a group by attribute gi.
2) RS is the source relation RS ∈ RG, which we choose to
start the computation from. The algorithm we develop is
based on a traversal of the data graph. As we describe
in Section IV, nodes originating from the source relation
are the anchors of the traversal and therefore do not
get visited multiple times. As a result, no additional data
needs to be maintained for them.
3) RB = {B0, B1, ..., Bn} a set of branching relations in
R. A relation is marked as a branching relation if its
corresponding node in the query decomposition tree: (a)
has more than one child and therefore branches out the
join execution, or (b) is not a leaf node or the root node,
and is also a group relation. In other words, either the
tuples in these relations need to sequentially be joined
with multiple tables, one at a time in the context of
the overall conjunctive query, or there is a grouping
attribute in the relation that needs to be separated out
so that we can exploit caching effects (as discussed
later). An example of a type (a) branching relation is
D in Figure 3d, and a type (b) would be relation R2 in
Figure 4.
4) RJ = {J0, J1, ..., Jn} a set of intermediate relations in
R. These are relations that only have exactly one child
and one parent in the query decomposition tree, and are
not group relations.
Consequently, there are four types of nodes in the data
graph, each originating from its adjacent relation type: source
nodes (ns), group nodes (ng), intermediate nodes (nj), and
branching nodes (nb). Each of the aforementioned relations
all portray a pair of attributes (xl, xr) that are relevant to the
query. As discussed in Section III-E, source nodes are always
loaded from the xl attribute in the source relation, while group
and branching nodes from the xr attribute in their respective
relations. Group nodes are always sinks in the data graph,
while we made the choice to always set branching nodes on
the right hand side of the split for the sake of simplicity. All
remaining nodes in the data graph are intermediate nodes.
Note that a relation can have multiple types (e.g., RS is both
a source relation and a group relation). Similarly, based on the
specific query, a branching relation can also be a group relation
if it satisfies the criteria for both relation types simultaneously.
This would occur for instance if a relation includes a group
attribute gi, but also joins with more than two relations in the
query described by a hypergraph H . The nodes derived from
relations with multiple types naturally also inherit the same
set of node types.
Attribute splitting (Section III-B) enables us to conduct a
pre-aggragation step in which we group tuples with the same
values (after projection) into a single edge with a multiplicity
value. For example, in regards to relation C in Figure 3,
splitting attributes this way not only allows us to pre-aggregate
(2a, jc1), but to also only load in a single node for jc1.
D. Mapping Relations to a Data-Graph
We now formally describe how we map rows in the
underlying relations to nodes and edges in the data graph.
Let pi∗x1,x2,..,xn(Ri) denote the set of values of attributes
x1, x2, .., xn in relation Ri, where pi∗ indicates bag semantics
for the projection. Also, let pixj (Ri) denote the set of unique
values of the attribute xj in relation Ri, and let Xi denote the
set of attributes in relation Ri that take part in a join condition.
We create the nodes in the data graph in two simple steps; for
every relation Ri ∈ R:
1) We create a hyperedge for every (xl, xr) tuple in relation
Ri, as is seen in Figure 3 (hyperedges with only 2 nodes
are shown as regular directed edges). Every hyperedge
describes a set of values from attribute sets xl ∪ xr. A
unique value in attribute set xi corresponds to a single
node in such a hyperedge.
2) For every set of nodes in the intersection of a set of
hyperedges, create a multi-node that includes all values
in the intersection (also shown in Figure 3 for relation B).
The result is a set of regular directed edges between nodes
and/or multi-nodes. For all purposes moving forward,
multi-nodes function exactly the same way as regular
nodes in the data graph. In general, the node created from
an attribute set xi is simply ni, and its set of values are
denoted as vi.
We now define the edges in GQ. Let me denote the
multiplicity of an edge e ∈ E. The multiplicity of an edge
is a numeric value associated with each edge and is defined
as the number of times the tuple that edge corresponds to exists
in the relation. GQ contains a directed edge (nl, nr) ∈ E iff
one of the following applies:
1) There exists a tuple (vl, vr) ∈ pixl,xr (Ri). If A =
{(a, b) ∈ pi∗xl,xr (Ri) : a = vl ∧ b = vr}, the set of
tuples in Ri with values (vl, vr) in Ri, the multiplicity
m(nl,nr) = |A|.
2) A tuple in Ri joins with one in Rj on attribute xjoin =
Xi ∩ Xj , such that vjoin = vr = vl. In this case, the
multiplicity of the edge is always m(nl,nr) = 1. An
example of such an edge is (nA.j1, nB.j1) in Figure 3a.
For the sake of simplicity, and without loss of generality we
can assume that any xi, corresponds to a single attribute, i.e.
relations only join with one another through single attribute
join conditions. In practice, xi can be a set of attributes, in
which case vi (the value for node ni) would constitute of a bag
of values and be described as a multi-node in the data graph.
Formally, in that case we simply have that (nl, nr) ∈ E :
xl ∩ xr 6= ∅ where xl = Xi and xr = Xj and vl ∩ vr 6= ∅.
E. Join-Agg Stage 1: Loading Data Graph
To summarize, the input to the overall load process is
the hypergraph H . We initially need to partition all sets of
relation attributes to (xl, xr) pairs, by first creating a query
decomposition of H , and then using that decomposition to do
the partitioning.
The data graph is then loaded into memory by simply
scanning the input relations, sorting them, and creating nodes
as described above. If there are any attributes in the input
relations that don’t participate in the query, we push down
appropriate projections (without duplicate elimination) to the
underlying database to minimize the amount of data trans-
ferred over the network.
IV. TRAVERSING THE DATA GRAPH
In this section, we describe our algorithm that computes
the aggregated groups of such a query Q, by traversing a data
graph GQ. For the sake of simplicity we will focus on the
query that counts the number of tuples in each group and
discuss how it is generalized in Section IV-D.
The high level idea behind JOIN-AGG is it to traverse the
data graph, which represents the underlying data being joined,
starting for one source node at a time and maintain certain
partial aggregate values (in this case, counts) at all reachable
group nodes in each iteration. We can later combine these
values in order to obtain the final aggregate value of each
group, instead of materializing the join at any point. The way
this happens at a high level is by propagating the counts along
the data graph, starting from each unique source node, to the
group nodes, while keeping track of certain path information
(which we refer to as path-ids) along the way. These path-ids
allow us to figure out which counts are derived from which
paths in the data-graph and enable us to properly combine
them to compute the correct count for each group.
A. Definitions & Axioms
Before we formally describe our general algorithm for
executing these queries over a data graph G, we enumerate
a few core definitions and axioms for concepts that we be
regularly reference in the algorithm description. The execution
algorithm we propose revolves around traversing the data
graph and maintaining certain information along the way in
order to directly output the groups in the result.
Definition IV.1. A rooted tree (also formally known in the
context of directed graphs as an arborescence), is defined as
a directed subgraph that consists of a tree, with a single root
node, therefore containing exactly one path between that root
node and every leaf node.
Definition IV.2. Let C(n1, n2) denote a count between nodes
n1, n2. We conceptualize the traversal of the data graph
as equivalent to conducting joins between the tuple that
each element of the data graph represents, thus generating
new tuples which we want to avoid materializing. A count
represents the number of tuples generated along all paths
between node n1 to n2. Any such path cannot include a
branching node (n1, n2 may themselves be branching nodes,
but there cannot exist a branching node in any path between
them). More formally, using Axiom IV.1 we have C(n1, n2) =∑k
i=0(|n1 → Nji → n2|), where Nji the set of intermediate
nodes in one of the k unique paths between n1 and n2.
Definition IV.3. Let p = [vb0 , vb1 , .., vbn ] denote a path-id.
A path-id is a list of branching nodes found in a unique
path from a source node s to a group node gi. We maintain
path-ids in order to logically re-construct all possible rooted
trees which have s as their root, and include all group nodes
ng1 , ng2 , .., ngi in their leaves in order to compute the number
of tuples within each group (vs, vg1 , vg2 , .., vgi). Path-ids are
unique identifiers for unique paths in the data graph, and are
always paired with a path-id count described below.
Definition IV.4. A path-id count denoted by Cpi , is defined as
the count between two branching nodes nbi , nbj and is equal to
C(nbi , nbj), where path-id pi = [vb0 , ...vbi , vbj ]. The path-id
maintains information about the rooted trees this certain path is
part of. The path-id count itself however represents the count
between the last two branching nodes in the path-id (even
though the path-id might include more than two branching
nodes). In the case where |pi| = 1 then Cpi = C(s, nbj )
where s a source node. The intuition here, thinking about this
from a query processing perspective, is that we need to keep
track of how many tuples were generated at the point where a
relation joins with more than one other relation. Once we join
with one of the relations, we need to go back and join with
the rest one at a time. In order to do that properly (without
actually materializing the join result) we need to know how
many tuples were generated at that time in the query before
it branches off to multiple joins.
Definition IV.5. A group-node count denoted ci = C(nb, ng)
is the count between the last branching node nb of a path, and
a group node ng . Intuitively, a group-node count c represents
the number of tuples generated by joining the tuples in the
underlying relation that contain value vb, with all intermediate
tuples, and then also joining them with all tuples that contain
vg .
Definition IV.6. A c-pair denoted by P = (p, c), is a pair
consisting of a path-id and a group-node count. These pairs
are recorded at every group node during the traversal of the
data graph described in the algorithm in Section IV-B.
Axiom IV.1. Let |n1 → Nj → n2|, denote the number
of tuples generated when there exists a path from n1 to
n2 which includes a set of in-between (either branching or
intermediate) nodes Nj = {nj1 , nj2 , ..., njn}. By definition
of the data graph (Section III-C), there must exist tuples
t1 = (v1, vj1), t2 = (vj1 , vj2), ..., tn = (vjn , v2), (where
a tuple ti appears m(nl,nr) times in its corresponding re-
lation), such that {(n1, nj1), (nj1 , nj2), .., (njn , n2)} ∈ E.
The number of tuples generated is |t1 on t2... on tn| =
m(n1,nj1 ) ∗ m(nj1 ,nj2 ) ∗ .. ∗ m(njn ,n2) = |n1 → Nj → n2|,
and is derived by taking the product of all edge multiplicities
along the path.
B. Join-Agg Stage 2: Traversal and Multiplicities
Stage two of this algorithm traverses GQ in a depth first
fashion starting from each source node, properly keeping track
of the cumulative edge multiplicity along the way, and finally
setting the appropriate c-pairs at all reachable group nodes.
A depth first traversal starting from source node ns to the
rest of the group nodes consists of multiple different rooted
trees, each of which ends up at a potentially different set of leaf
nodes (group nodes). Every rooted tree that reaches exactly one
of each type of group node, corresponds to a tuple (or set of
identical tuples) in the result of the join R. The purpose of
this algorithm is to count the number of such rooted trees that
each combination of group nodes has in common.
The result of the traversal step is a set of lists L, containing
one list of c-pairs associated with each group node ng reach-
able from ns – let lng denote each such list. Again, (p, c)
denotes a c-pair, comprising of a path-id p, and a group-node
count c. There is also a path-id count Cp associated with each
unique path-id (we define the terms path-id, path-id count and
group-node count in Section IV-A).
We now outline the process that traverses the data graph
and sets the appropriate c-pair lists at every group node ngi .
We start at a source node ns, and conduct a DFS traversal.
Let pc denote the current path-id, cc denote the current count,
and nc the current node being visited. Also let nci denote the
i’th neighbor of nc, and m(nc,nci ) denote the multiplicity of
the edge between them.
We now define a recursive visit(nc) function: if nc is a
group node, record (pc, cc) → lnc , and return. This is the
base case of the recursion. If nc is not a group node, for
each nci ∈ out(nc), if nci is a branching node, update cc =
cc ∗m(nc,nci ) with the current neighbor’s multiplicity, append
nci to the path-id pc, and reset cc = 1. The reason we reset
the current count is because we now need to keep track of the
count along the new path since we encountered a branching
node. If nci has already been visited by this traversal (the
traversal starting from ns), simply update that path-id count
to Cpc = Cpc + cc and return. Next, recursively visit every
nci ∈ out(nc). This can be seen as a form of computation
caching. If we’ve been through a path in a current traversal,
we don’t need to go through it again, whereas in traditional
execution, this path would be computed multiple times (in the
form of joining tuples).
C. Join-Agg Stage 3: Result Generation
Finally, we end up with a list lng for every ng reachable
from ns – let Nns = [ng0 , ng1 , ..., ngk ] denote this set of
group nodes. We utilize these lists in order to generate the
final result groups. The intuition behind this process is that a
group (vs, vg0 , vg1 , ..., vgk) in the final result will only have a
non-zero count value iff there is at least one rooted-tree in the
data graph with ns as the root, and Nns as leaves. Every c-
pair set during the traversal stage of the algorithm will contain
a path-id that is part of such a rooted-tree. There is a count
computed for every such rooted-tree. The goal of this stage of
the algorithm is to use these c-pairs set at every ng in order to
re-construct all of the rooted-trees that contribute to the result,
and finally compute the sum of all of their counts. That sum
is equal to the size of the output group.
First, we separate the group nodes reached by the traversal
into a set of buckets. The combination of all c-pairs found in
all nodes in Nns , will result in the final count for the group
(vs, vg0 , vg1 , ..., vgk); if this count is non-zero, the group is
output to the final result. We will now properly explain how
this combination of c-pairs is conducted.
We partition ng ∈ Nns nodes into |RG| buckets, one for
each group relation Gi ∈ RG, by adding a node into a bucket
Bi if it was derived from group relation Gi. Let B denote
this set of group node buckets. Next, for each bucket Bi ∈ B,
we output a list of tuples Fi that we will combine in order
to generate the final result. The way we output these tuples
is the following: For each node ni ∈ Bi, for every c-pair
Pi = (pi, ci) ∈ lni , we output a tuple (ni, (pi, ci)) → Fi, so
that we keep track of which group node each c-pair in Fi came
from. Let F denote the set of lists output from all buckets in
this step.
Lastly, in order to construct and aggregate all distinct groups
that are in the final output and their associated counts, we
conduct a prefix-join (denoted as on∼) of the lists Fi ∈ F
on the path-id in a pair-wise fashion. In this prefix-join, two
tuples match if their path-ids share a common prefix.
More specifically, let ∼ define a binary relationship between
path-ids, that indicates they share a common path prefix. Let
p1, p2 path-ids where l1, l2 are their respective lengths, and
l1 ≤ l2. We say that p1 ∼ p2 iff p1[0..l1] = p2[0..l1].
Therefore, for every tuple in F0 on∼ F1 on∼ ... on∼ Fi, we
compute a value that will contribute to a group in the final
result. Say we’re computing F1 on∼ F2; Let a tuple f1 =
(n1, (p1, c1)) ∈ F1 and f2 = (n2, (p2, c2)) ∈ F2. If p1 ∼ p2
we output f3 = ({n1, n2}, (pi, c3)) where c3 = Cp1 ∗ Cp2 ∗
c1 ∗ c2) and pi = p1 iff |p1| < |p2| or pi = p2 iff |p1| > |p2|
i.e. the path-id with the smallest length. We only multiply the
result with the path-id count of each unique path-id, once –
if e.g. we joined f3 = (n3, (pi, c3)) on∼ f4 = (n4, (pi, c4)) (a
tuple with the exact same path-id), the output tuple would be
f5 = ({n3, n4}, (pi, c5)) where c5 = c3 ∗ c4 ∗ Cpi .
For every iteration of the algorithm, we start from a source
node ns, we end up getting an F set of c-pairs, out of which
we output all fi tuples resulting from the prefix-join described
above iff they have non-zero counts. After the end of step 3,
we will have output all groups, that have any combination
of values where every value comes from a different group
relation.
Example IV.1. Consider the example on Figure 5, showing
the data graph and the join result R for this query. The red
arrows showcase an example of a rooted tree, with source
node 1a as its root. Every possible rooted tree in GQ which
includes one of each type of group node in its leaves directly
corresponds to a tuple in the join result R. Since the idea is to
avoid materializing R, we instead traverse this graph, and set
a c-pair at every group node every time it is visited, identifying
the path that reached a given node by its unique path-id. Here
we can see that for group node 2a, its c-pair list is l2a =
{([j1], 1)}, and for 3b we have l3b = {([j1], 1)} accordingly.
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Fig. 5: A rooted tree in the data graph corresponds to at least
one tuple in R that contain the values at the root and the
leaves of the rooted tree (the source node and the group node
values)
We will transform these lists into sets of tuples {F1, F2} where
F1 = {(2a, ([j1], 1))} and F2 = {(3b, ([j1], 1))}. We compute
the prefix-join F1 on∼ F2, which outputs the tuple f3 with
the value (2a, 3b) and the count 1 ∗ 1 ∗ 2 (the count of f1
times the count of f2 times the path-id count for the path-id
[j1]). Finally, (1b, 2a, 3b), 2 is output. There is such a tuple
computed for every rooted-tree in the data graph that has 1b
as its root, and 2a, 3b as its leaves. The sum of the counts for
every unique group is equal to the size of the group in the
final result.
D. Other Aggregation Functions
The list of basic aggregation functions supported by most
SQL execution engines includes COUNT,SUM, MIN,MAX
and AVG. We argue that our ability to execute COUNT without
outputting individual intermediate results generalizes directly
to the rest of these basic aggregation functions.
SUM: Firstly, COUNT can be thought of as a special case of
SUM, if we assume that every single tuple in the group includes
an attribute for which the value is always 1. If the value of
such an attribute is not 1, while executing the query , we can
simply keep track of the running sum of tuples, that include
the attribute values being summed over, instead of just the
running multiplicity of generated tuples. The sum would then
need to be multiplied by the count for a specific group, which
would then output the correct result.
MIN, MAX: These two functions would only require keeping
track of a single value and do not require maintaining counts
at all.
AVG: This requires keeping track of the sum of the certain
combination of attribute values that need to be averaged over,
as well as the count that the current version of our algorithm
is maintaining.
V. COMPLEXITY ANALYSIS
Here, we provide a high-level analysis of the computational
complexity of executing a join-aggregate query, with the goal
of showing the asymptotic benefits of our approach. We make
several simplifying assumptions for clarity. For any relation
Ri that we use in the examples below, we make a uniformity
assumption about all join condition attributes. Moreover, any
join between relations in the below examples are natural joins.
Again, let pig(Ri) denote the domain of values for attribute g
in relation Ri. We assume that all relations Ri in any example
are of a constant size n.
We contrast the time and space complexity of the al-
gorithm traditional RDBMSs would use to compute join-
aggregate queries, our JOIN-AGG operator, and an idealized
pre-aggregation approach. We do this by choosing three sim-
plified example queries. For the traditional RDBMS execution
we assume that a sort-merge join operator is used to compute
the join between any two joining relations and that neither
of the joining relations have indexes on the join condition at-
tribute. In most modern database systems, a hash-join operator
of some sort would be chosen by the query optimizer, but only
if the optimizer accurately estimates the amount of memory
required for storing the hash-table given the amount of mem-
ory available. In terms of how aggregation is performed in the
RDBMS, we assume again that a sort-aggregate operator is
used instead of a hash-aggregate operator.
It’s also important to note that we are loading in a node
in the data graph for every unique value in each distinct
relation. For the sake of simplicity we assume set semantics
for any relation, i.e., we assume that every tuple in a relation is
unique. Note that there are various optimizations possible for
the first two examples below, which nonetheless don’t change
the asymptotic complexity of the algorithm.
Self-Join: Here, for a single relation R(g,, p), the join-
aggregate query is to do a self-join on p, and a group-by on the
two copies of the attribute g (shown in Figure 6a). More specif-
ically, let the two copies of R = {R1(g1,, p), R2(g2,, p)},
and let G = {g1, g2}, giving us the JOIN-AGG query
Q({R1, R2}, G).
Traditional RDBMS: A traditional RDBMS would compute
the join and then aggregate the results. Let pig1(R1) =
pig2(R2) = a and pip(R1) = pip(R2) = b. The join computa-
tion requires us to first sort both of the relations (O(2nlogn)),
then compute the join between them and output all result
tuples. The complexity of computing the join will be equal
to the number of output tuples in the result of the join, which
is n
2
b . Overall, the join process takes O(2nlogn+
n2
b ) steps.
The aggregation process that follows the join requires a sort
of the join result, giving us a total time of O(n
2
b log(
n2
b )).
Join-Agg Operator: The number of vertices in the data
graph |V | = 2a+2b. The number of edges in the data graph
|E| is at most 2ab. At the traversal stage of the algorithm,
we need to conduct a full dfs traversal of the graph for every
source node, of which we have a here. A single dfs requires
O(|V | + |E|), therefore overall, we will have: O(a ∗ (|V | +
|E|)) = O(a ∗ (2a + 2b + 2ab)) = O(a2b). Since there is
no merging step for this query, the result generation requires
a pass over the reachable group nodes, and there may be at
most a2 different results. Overall we have a time complexity
of O(a2 + a2b) = O(a2b).
Pre-aggregation: For this query, we can do a partialy pre-
aggregation on R by aggregating on {g, p}, thus reducing its
size to at most ab. The total execution time then reduces to
O(a2b log(a2b)), and is thus comparable to the JOIN-AGG
operator runtime. However, the maximum memory consumed
by this approach at any point is O(a2b), whereas the JOIN-
AGG operator consumes at most O(ab) memory.
Comparison: It is easy to see that, the JOIN-AGG operator
performs better asymptotically than the traditional approach
if ab < n log(n), i.e., if the number of unique values of g
and/or the number of unique values of p is small relative to
the relation.
Chain Join: Next we consider a simple chain join be-
tween four relations, Q = R1(g1, , p0) on R2(p0, , p1) on
R3(p1, , p2) on R4(p2, , g2) (shown in Figure 6b), still
maintaining 2 group attributes in total.
Traditional RDBMS: Computation of the join result is again
dominated by the generation of the result tuples, and requires
n4
b3 steps. For aggregation, we again would sort the join
result and scan it to output the result groups, overall requiring
O(n
4
b3 log(
n4
b3 )).
Join-Agg Operator: The number of vertices in the data
graph |V | = 2a+6b. The number of edges in the data graph
|E| is at most 4ab. Similarly as the above case, the traversal
stage will take O(a ∗ (|V |+ |E|)) = O(a ∗ (2a+ 6b+ 4ab)).
Overall, we again have the total time complexity of O(a2b).
Pre-aggregation: With aggressive pre-aggregation over the
input relations and all intermediate results after they are gener-
ated, the time complexity of the join-at-a-time approach can be
reduced to O(a2b log(a2b)+ab2 log(ab2)). However, the mem-
ory consumption of this approach reaches O(max(a2b, ab2))
at various points during execution.
Comparison: As our experimental results also validate, the
benefits of a single operator are clearly apparent here, with
potentially very large gains coming from more careful and
combined evaluation.
Chain Join w/ 4 Grouping Attributes: Next we consider a
chain join between four relations, Q = R1(g1, , p0) on
R2(p0, , g2, p1) on R3(p1, , g3, p2) on R4(p2, , g4), but with
a total of 4 grouping attributes.
Traditional RDBMS: Since we assume the relation sizes
and selectivities are unchanged, the total time complexity here
remains O(n
4
b3 log(
n4
b3 )).
Join-Agg Operator: The number of vertices in the data
graph |V | is O(n) here because there will be two sets of multi-
nodes here, one for R2 and R3 each. The number of edges in
the data graph |E| is at most O(max(ab, n)). Similarly as the
above case, the traversal stage will take O(a∗ (|V |+ |E|)) =
O(max(an, a2b)) time. However, the result generation stage
is more complex here as we have to maintain “paths” at the
reachable group nodes and merge them at the end. Both the
space and time complexity here is dominated by the number
of different paths to the gi nodes. In the worst case, there
may be O(n
2
b ) such paths per gi node, giving us a total time
complexity of O(n
2
b log(
n2
b )) per source node. The overall
complexity then is O(an
2
b log(
n2
b )), and the space complexity
is O(an
2
b ).
Pre-aggregation: The partial pre-aggregation possibilities
are somewhat limited here since the intermediate results
contain a larger number of attributes, and thus have limited
duplicity. If we assume there is no reduction due to partial pre-
aggregration, then the time complexity here is similar to the
traditional approach, giving us O(n
4
b3 log(
n4
b3 )) time complexity.
However, another lower bound can be calculated using the
similar worst-case assumption as above for the JOIN-AGG
operator, where we assume all possible combinations of values
exists in at least one join result, giving us a time complexity
of O(a4b log(a4b)), with a space complexity of O(a4b).
Comparison: The complexities of JOIN-AGG and partial
pre-aggregation approaches are very different in this case. The
partial pre-aggregation approach may perform somewhat better
if the number of unique values for the group attributes is
small relative to the join attributes; however in that scenario,
we expect the number of different paths to a g4 node to
be significantly smaller than b3 (which assumes a worst-case
situation that won’t occur in practice). As above, we see that
the Join-Agg space complexity is lower by a factor.
Branching Join: Next we consider a 5-relation branching
query Q = R1(g1, , j1) on B(j1, j2, j3, j4) on R2(j2, , g2) on
R3(j3, , g3) on R4(j4, , g4), with a group by aggregate on
four attributes from four different relations.
Traditional RDBMS: As above, the join computation time
is dominated by the generation of the result tuples, giving us
a total time of O(n
5
b4 log(
n5
b4 )).
Join-Agg Operator: The number of vertices in the data
graph |V | = 4a + 4b + n (since every tuple from B will be
a different node). The number of edges in the data graph
|E| is at most O(max(n, ab)). The traversal stage would
again take O(a ∗ (|V | + |E|)) = O(max(an, a2b)) in total.
The result generation however requires merging the lists
of paths at each of the reachable grouping attribute nodes
(g2, g3, g4). It is easy to see that maximum number of different
paths from a given source node to any of the destination
grouping nodes (say a g2 node) is n, thus giving us a result
generation time of O(n log(n)) per source node. Since this
has to be done for each of the g1 nodes, the total time
for result generation is bounded by O(an log(n)). Thus the
overall complexity is O(max(a2b, an log(n))), with a space
complexity of O(max(n, ab)). Unlike the bounds so far, we
don’t attempt to substitute n with a and b as the bounds
become very loose in that case.
Pre-aggregation: The partial pre-aggregation possibilities
are somewhat limited here (outside of the input relations) since
the intermediate results contain a larger number of attributes,
and thus have limited duplicity. The largest intermediate
result we may generate here is I(g1, g2, g3, j3, j4), assuming
we join R1 with B followed by R2, R3, R4 in that order
(with aggressive pre-aggregation at every step). The size of
R1 on B on R2 on R3 can be estimated at O(n
4
b3 ), and I is
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Fig. 6: Hypergraphs of example queries
the result of projecting out j1 and j2 from that join result
(and any other attributes from those relations that did not
participate in the join). However, it is difficult to estimate
the reduction in size from that projection. If b is sufficiently
large compared to n (i.e., b >
√
n), then under uniformity
assumptions, we expect minimal reduction in the size. Thus,
in general, we expect the total time and space complexity of
the pre-aggregation approach to be very high compared to the
JOIN-AGG operator.
Comparison: Join queries with branching really illustrate the
benefits of a holistic approach to executing such queries. The
benefits over the traditional approach, even with aggressive
pre-aggregation, come from the ability to avoid generating
large intermediate results, and exploit “caching effects”.
VI. IMPLEMENTATION DETAILS
The data graph we load into memory is stored in a data
structure resembling a Compressed Sparse Row (CSR) graph
representation. We store a list of all Edge objects in the graph
called outNeighbors, and a list of Node objects. Each
Node object contains the List of attribute values the node is
comprised of (note that a Node can have values from multiple
attributes in its relation if it is a multi-node). Nodes also
include one Integer for the offset value, and one Integer
that stores the number of neighbors that particular node has.
The offset value points to the outgoing edges that correspond
to the particular Node; i.e. the outgoing edges of a node
n would start at outNeighbors[n.offset] and end
at outNeighbors[n.offset+ n.numNeighbors].
Nodes also include an Integer value representing the
type of node (source, branching, group etc.). Group nodes in
particular, are assigned a unique Integer that references
the relation they came from in this field. Edge objects store
a reference to their outgoing neighbor Node, and a single
Integer value for their multiplicity. Path-ids are an integral
part of the algorithm and are also stored as explicit objects,
containing a List of branching node values, as well as an
Integer for the path-id count.
Stage 1: Data Graph Loading: During the loading for the
data graph, each relation is sorted by PostgreSQL, read in
using a JDBC connector as a List of tuples, and each tuple
is partitioned into its two (xl, xr) subsets. Duplicate tuples
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Aj0 g1 J C Djcjd g2 g3(d) Multi-layer (MD) Syntethic Datasetscustomer(c_name,custkey)orders(custkey,orderkey)lineitem(orderkey,partkey)partsupp(partkey,suppkey) part(partkey,p_name)supplier(suppkey,s_name)Rolesactor_id movie_id actor_id movie_id genreRoles Roles movies_genresFig. 7: Hypergraphs of real world queries in the experiments(after projection) in each relation are also pre-aggregated byPostgreSQL itself before being loaded into the data graph. AHashMap index is used to keep track of Node objects alreadyloaded and access them in order to incrementally add eachadditional Edge to the data graph. For each relation beingloaded, all children relations in the decomposition tree aresubsequently loaded, as well as Edges between Nodes withoverlapping values; these Nodes intuitively map to joiningtuples between the original relations. The CSR representationwe use for our graph data structure is generally immutable,we therefore make sure to properly load in each Node and allof its Edges entirely before moving on to the next one so asto never require to shift anything in the outNeighbors list.Stage 2: Traversal: During the second step of the algorithm,the data graph is traversed in a dfs fashion starting from eachsource node. The visit() method is recursively called overthe neighbors of the current source node, properly propagat-ing the multiplicity as well as the path-id along the way.We keep track of the path-ids in each iteration inside of aHashMap, therefore a single hash-lookup is required to checkif the current path-id has already been visited by this currenttraversal. If so, we simply need to update its path-id countand continue with the next neighbor without continuing thetraversal beyond that path since it has already been explored(for the current source node). This caching effect is one ofthe crucial optimizations that sets JOIN-AGG apart from otherapproaches such as partial pre-aggregation [21].Stage 3: Result Generation: After a full traversal of thegraph starting from a single source node concludes, we nowhave enough information to output all the groups that containthat source node as a value. First we separate the set ofreached nodes into buckets, based on their type. If andonly if at least one node from every relation in G was touched,do we take any further action in this stage.Next we merge every c-pair in every node in each bucketinto a single list of tuples ordered by path-id. We use a k-way merge algorithm to do this since c-pairs are all naturallysorted by path-id at the end of Stage 2. Next, for every listFi generated by the previous step, we conduct a sort-mergejoin starting from the smallest list that contains path-ids ofthe longest size. We therefore sort the Fi lists first by path-id length (in a decreasing order), and then sort them by listsize (in an increasing order). After the sort-merge join iscompleted, the result is sorted by the value of each outputgroup lexicographically. A. Pre-aggregation ImplementationIn order to experimentally support our hypothesis describedin Section V, we implemented a simple in-memory database inJava which allowed us to manually describe query plans. Westored in-memory rows as Java LinkedLists, and storedall values as String objects, as we did in the JOIN-AGGimplementation, for the sake of consistency. We implementeda hash-join over two sets of tuples, project over a set of tuples,as well as a hash-aggregate group by operation over a setof tuples. We use the standard algorithms for hash-join. Inparticular, we create a HashMap on the join condition valuefor every tuple si in the smallest of the two sets of tuples,and probe that HashMap for every tuple l in the larger set, togenerate all combinations l,si.Optimizations: We included a few optimizations in orderfor our code to be as comparable as possible to a real in-database implementation. Firstly, we combined the project andhash-aggregate operators so that tuples are only read once,unnecessary columns are projected out, and the column is thenhashed for aggregation in the same step. Moreover, due to thefact that each tuple’s values are static (before it is joined), wecompute the hashCode() of every tuple only once, upon itscreation so that it doesn’t need to be computed again whenhashing the tuple (either at the join or aggregation step). Atthe hash-join stage, we allocate new memory for the outputtuples only when outputting the join result. We store the pre-aggregated count at every stage in a separate field for eachtuple. VII. EXPERIMENTAL EVALUATIONWe present an experimental evaluation over a series of syn-thetic and real datasets that showcase the benefits and trade-offs of the JOIN-AGG operator. We’ve generated 3 syntheticdatasets for three types of queries described in Section V,the hypergraphs for which can be seen in Figure 6. We alsopresent experiments on queries over TPCH [1] (using scalefactor SF=1), DBLP [2], ORDS [27] and IMDB [12]. Eachdataset is associated with a specific query, query hypergraphsfor which are shown in Figure 7. Datasets DBLP and ORDSare both simple self-joins. Additional information about thesedatasets is shown in Table I.We implemented a prototype of the JOIN-AGG operatorentirely in Java. We load the data directly from PostgreSQLinto the JVM by using the JDBC connector. Our aim withthis prototype is to showcase that the execution of aggregatequeries over large-output joins can, in many situations, be
Query Dataset Selectivity JoinR Groups Load(s)
Self-Join S1 0.001 500 M 6.25 M 11.263
S2 0.003 167 M 6.25 M 12.729
S3 0.1 5.5 M 3.43 M 29.182
Chain C1 0.1 837 M 5.04 M 15.203
C2 0.3 64 M 1.71 M 20.198
C3 0.5 23 M 1.04 M 22.048
Branch B1 0.001/0.8 1.4 B 0.12 M 35.935
B2 0.1/0.1 549 M 0.12 M 44.781
B3 0.3/0.5 9.9 M 9.76 M 32.804
Real TPCH 24 M 23.9 M 161.197
Queries DBLP 105 M 87.8 M 253.536
ORDS 59 M 7.50 M 20.881
IMDB 4.4 B 13.1 M 138.956
TABLE I: Characteristics about all synthetic and real datasets
used in the experiments. JoinR shows the size of the join result
before aggregation in Million (M) or Billion (B) tuples. Groups
shows the number of groups output for each query in each
dataset. Load is the total time required (in seconds) to load
the data from PostreSQL to the in-memory data graph.
Dataset Max Interm. Result JoinAgg Mem PreAgg Mem
P1 987,285 0.097 0.259
P2 3,755,151 0.233 1.19
P3 13,414,963 0.547 3.3
P4 27,952,709 0.976 6.6
P5 45,762,103 1.1 >9GB
P6 66,326,006 1.3 >9GB
TABLE II: Samples from the B2 dataset, the max memory
consumption (max heap used in GB) when running JOIN-AGG
or pre-aggregation respectively, as well as the size of the max
intermediate result (in rows) that needed to be processed when
using pre-agg.
evaluated more efficiently even outside of the RDBMS includ-
ing the often substantial overhead of loading the data from
PostgreSQL into the JVM. We advocate that a native version
of JOIN-AGG implemented natively within an RDBMS itself
in a lower level language would demonstrate an even wider
performance gap in favor of JOIN-AGG. The main reason is
that loading the data graph would naturally be significantly
faster, because reading the data tuple-at-a-time using JDBC is
a significant portion of the loading time overhead.
These experiments were all done on a single machine
running Red Hat Enterprise Linux Server 6.9, with 64GB of
RAM, and an Intel(R) Xeon(R) CPU E5-2430 0 @ 2.20GHz,
using PostgreSQL version 9.4.18 and Java 8.
A. Synthetic Datasets
The synthetic datasets that were used for studying the
behavior on the example queries showcased in Section V,
were generated by pulling from a uniform distribution (using
Java’s Random class) of a certain set of values, based on the
selectivity we wanted to emulate each time. We define the term
selectivity as s = |pij(R)|/|R|, where pij(R) the domain of
unique values of attribute j in relation R. For each S1,S2,S3
dataset, we generate a single relation R(g, j) for which the join
selectivity when joining with itself is roughly the one reported
in Table I. Similarly, for each C1,C2,C3 dataset, we again
generate a single relation with the specified join selectivity
and use copies of that relation for each part of the chain–
therefore all joins in the chain portray the same selectivity. For
the B1,B2,B3 datasets, there are two different selectivities
specified, the first is for the join R1(g1, j) on R2(j, b) and
the second for the joins R2(j, b) on R3(b, g2) and R2(j, b) on
R4(b, g3). Again, for each of the join condition attributes in
each table, we generated each tuple by drawing from a uniform
distribution of integers in the range [0, s∗|R|]. Group attributes
were generated the exact same way. The range that we used
for generating the group attribute in each of these relations is
roughly reflected by the number of output groups generated by
the queries. For the sake of simplicity all generated relations
are of size |Ri| = 500, 000 tuples.
Dataset S1 S2 S3
(groups/size) (6.25 M/80) (6.25 M/26) (3.4 M/1)
PostgreSQL 499 s 181 s 11 s
JOIN-AGG 38 s 28 s 33 s
TABLE III: Experiment for the Self-join example
Dataset C1 C2 C3
(groups/size) (5 M/165) (1.7 M/37) (1 M/22)
PostgreSQL 512 s 65 s 18 s
JOIN-AGG 21 s 22 s 24 s
TABLE IV: Experiment for the Chain example
Dataset B1 B2 B3
(groups/size) (125 K/11 K) (125 K/4 K) (976 K/1)
PostgreSQL 1104 s 393 s 18 s
JOIN-AGG 136 s 226 s 55 s
TABLE V: Experiment for the Branching example
Dataset TPCH DBLP ORDS IMDB
(groups/size) (23 M/1) (87 M/1) (7.5 M/7) (13 M/340)
PostgreSQL 71 s 172 s 95 s 3422 s
JOIN-AGG 248 s 384 s 31 s 1156 s
TABLE VI: Experiment for queries over real datasets
B. Tuning PostgreSQL
We evaluate the performance of JOIN-AGG by comparing
it to running these queries directly over a state of the art
RDBMS; PostgreSQL. One of the database parameters that
proved crucial for these queries is work_mem, which specifies
the amount of memory every distinct query operator can utilize
within a single query. In a data warehouse setting, given the
specifications of the server machine we used, work_mem
would normally be set to around 256MB. Setting work_mem
to a very high value is generally not recommended because it
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aggregation per sample, showing the portion of the compu-
tation time spent on garbage collection (GC)
increases the risk of the database running out of usable mem-
ory very quickly as multiple user queries are executed simul-
taneously. JOIN-AGG on the other hand only asymptotically
needs as much memory as is required to store the data graph,
per query, thus enabling multiple such queries to practically be
run simultaneously and efficiently whereas PostreSQL would
need to use slow methods (e.g. use SortMerge Joins and
GroupAggregate for aggregation).
Nevertheless, to showcase the best possible performance we
could get out of PostgreSQL on this specific machine, we set
work_mem to 10GB. This essentially allowed the PostgreSQL
query planner to mostly choose the HashAggregate op-
erator instead of GroupAggregate which can be orders
of magnitude slower, depending on whether the Sort phase
happens in memory or on disk. The query plan gener-
ated by PostgreSQL when running these aggregate queries,
showed that it always chooses to use SortMerge Joins,
and GroupAggregate, when it estimates the value of
work_mem isn’t high enough to fit the hash-table based on
the estimated number of output groups.
We also observe that PostgreSQL is completely unable to
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Fig. 11: Only computation time (excluding GC time) for every
sample dataset.
estimate the number of tuples in the result set, and uses
the same cardinality estimate as the result of the join, for
estimating the number of groups in the result. Anecdotally,
we estimate this is as the primary reason PostgreSQL may
choose to use GroupAggregate and SortMerge joins, to
ensure that the query will not run out of memory instead of
trying to use operators that require hashing, which are faster
but require significantly larger amounts of memory.
C. Join-Agg Performance Analysis
We studied the three basic types of queries that constitute
the baseline for most join-aggregation queries over a database.
Our overall conclusion was that JOIN-AGG can make a huge
difference in query execution time for a query, as that query
outputs larger groups. The larger the size of the groups in the
output, the more there is to gain from JOIN-AGG. In cases
where the output is comprised of small groups (i.e. of size 1),
JOIN-AGG portrays comparable performance to the traditional
approach when taking into account the fact that a large portion
of the execution time in JOIN-AGG is taken loading the data
out of the database.
Table III, showcases the performance of a join-aggregation
query over a single self-join. We can see that JOIN-AGG
performs over to an order of magnitude better than Post-
greSQL when we have a relatively large group size and the
gap between the two systems closes as that average size leans
towards 1. This makes sense since outputting many groups of
size 1 indicates the intermediate result is close in size to the
final result, thus materializing it is mostly inevitable. Similar
behavior is seen for the chain example shown in Table IV.
Note that when we have multiple non-key joins in a row as is
the case with this example, the selectivities of those joins don’t
need to be absurdly low for JOIN-AGG to have a substantial
difference in performance. This is because the intermediate
results keep expanding as non-key joins progress resulting in
the output of a very large set of tuples that then need to be
aggregated.
In Table V we can see that for datasets B1,B2,B3,
where we have three group attributes from different relations,
showcase a similar performance trend as the other examples.
In the datasets that output large groups, JOIN-AGG performs
up to an order of magnitude better whereas the performance of
B3 which outputs groups of size 1 on average, is comparable
to PostgreSQL. Particularly for dataset B1, we have a very
low selectivity (0.001) join for R1 on R2 whereas the other
joins portray a high selectivity (0.8). We can see that even
a single low-selectivity join in this complex query, can result
in a huge (1.4B tuples) intermediate output which JOIN-AGG
helps to avoid materializing.
In the real datasets we experimented with, showcased in
Table VI, we observe results consistent with the synthetic
datasets. The DBLP (rf. Figure 6a) and TPCH (rf. Figure 7a)
queries output very small groups, causing the time for loading
the data graph to dominate the computation. The dataset
ORDS [27] is a typical market basket dataset of invoices that
contain multiple items. We are querying all item pairs and
counting how many times they were bought together. IMDB,
is graph pattern counting query over the IMDB movie graph
as seen in Figure 7b. This query counts the number of paths
between an actor and a genre, two hops away from that actor,
i.e. even genres of movies that co-actors of theirs played in.
For both of the latter queries the groups portray a higher
average size and the benefits of JOIN-AGG start becoming
apparent.
D. Pre-aggregation Performance Analysis
To experimentally validate our hypothesis in regards to
how using pre-aggregation stacks up against our approach, we
sampled the B2 dataset – incrementally taking a larger sample.
Information about the samples can be seen in Table II.
Figure 8 showcases the difference in memory requirements
between JOIN-AGG and pre-aggregation. We can see that in
the case of pre-aggregation, as the size of the largest interme-
diate result required for the query after using aggressive pre-
aggregation at every stage of the join increases, the maximum
amount of memory required to complete the query increases
rapidly. The memory required when it comes to executing
JOIN-AGG however increases slowly since it only has to do
with the size of the input data in combination with the largest
amount of c-pairs that need to be stored at a single iteration
(after we process any one source node).
Figures 9 and 10 showcase the computation time required
for the execution of the branching query shown in Figure 6c.
Due to the fact that our pre-aggregation implementation is
relatively simple and done in Java (as discussed in detail in
Section VI), a large portion of the computation comes down
to garbage collection time. If however we only look at the
amount of time spent doing actual computation as shown in
Figure 11, we can clearly see the gap in performance between
the two techniques, as was expected based on the complexity
analysis in Section V.
VIII. RELATED WORK
Here we discuss the closely related work on executing these
types of queries in different contexts within RDBMSs.
Factorized Databases and Worst-Case Optimal Joins:
The data-graph paradeigm that we propose in this paper is
reminiscent of the factorized representation of conjunctive
query results previously proposed by Olteanu et al. [26]. Both
representations aim at representing the underlying join while
reducing the amount of data stored in order to do so. The data
graph can also be connected to the idea of a tuple hypergraph
which can cover all tuples in a query result [16]; it however
serves a very different purpose.
Our main objective in this work is to be able to compute ag-
gregations over a representation like the data graph, especially
in the case of complex acyclic joins.
Several different works have considered the problem of
executing group by aggregate queries against a factorized
representation of a conjunctive query [6], [17]–[19], [25],
[28], [29]. The key guarantees like constant-delay enumer-
ation, however, do not extend to the kind of group by
queries we focus on in this work, e.g., the “branching”
query R1(g1, j), R2(j, b), R3(b, g3), R4(b, g2). Because all of
g1, g2, g3 (group by attributes) need to be present in the
output, either (a) one of the other attributes needs to be
eliminated (which requires generation of a large intermediate
result), or (b) we have to iterate over all combinations of
values for g1, g2, g3 and compute the aggregate value for each
combination (which can be prohibitively expensive if either the
sizes or the number of group by attributes is large). Our work
here, thus, can be seen as exploring an alternative approach to
computing aggregates over the factorized representation.
As we discussed earlier, recent work on worst-case optimal
joins [20], [23], [24], [32] shows how to avoid large inter-
mediate results during execution of multi-way join queries;
Joglekar et al., [14], [15] discuss how to generalize that to
aggregate queries. Their approach is largely complementary
to [6], as well as our line of work. Recent work on FAQ [4]
proposed a generalized way of viewing a very common type of
aggregation query called a Functional Aggregate Query which
they see parallels in multiple scenarios other than databases
e.g. matrix multiplication, probabilistic graphical models, and
logic. The InsideOut algorithm proposed in FAQ however is
not focused on executing SQL queries, like our work as well
as the factorized databases work is aimed at doing. FAQ also
assumes an optimal variable order, while this paper does not
explore the benefits of choosing the optimal variable order
(tree decomposition in our case).
Iceberg Queries: An iceberg query is a particular class
of SQL queries, defined as an aggregate query, counting
occurrences of target group instances of the GROUP BY clause
columns, and filtering the results post-aggregation using a
HAVING clause. These queries typically return a small fraction
of the overall (potentially large) join result, (the tip of the
iceberg). Iceberg queries are clearly a special case of the
queries we’re studying in this paper.
Fang et al. [9] propose a wide array of techniques for
computing iceberg queries which focus on minimizing the
passes done over the data (Disk I/O), being able to answer such
queries in reasonable time, and doing so with a small amount
of memory. The authors focus on combining two techniques:
coarse counting (probabilistic counting), and sampling. These
techniques may start causing issues as the final result increases
in size. In a similar setting there has been work on efficiently
computing the iceberg CUBE [7], [11], [36], which is largely
orthogonal to ours, since this paper focuses on the general
case of outputting all groups. Developing techniques for more
efficient iceberg queries using our JOIN-AGG operator are
delegated to future work.
Walenz et al. [33], presented a series of optimizations
applicable to certain types of iceberg queries. The main focus
of this work is to use formal methods towards automatically
identifying whether a general SQL query would benefit from
certain specialized optimizations for evaluating certain types
of iceberg queries, as well as towards automatically using
such optimizations during evaluation. The optimizations they
consider involve pruning techniques based on memoization
and complex non-equality join conditions. Given a general
SQL query, their methods systematically identify if any op-
timization technique is applicable, and use it during execution
of the query. Similarly to us, the authors implement and wrap
the above optimizations into a custom database join operator.
The work in this paper is largely orthogonal to ours since it
mainly deals with complex join conditions, it does not focus on
minimizing extra memory consumption during execution, and
is more aimed at providing formal methods for automatically
identifying queries that would benefit from these specialized
optimizations.
Similarity Joins: Work on similarity joins [13], [22], [34],
[35] uses various techniques to prune join computation. In
a similarity join between two relations, (on a string join
condition), a pair of tuples join if their join attribute similarity
surpasses a threshold. This can be directly mapped onto
the iceberg query problem where the aggregation function is
COUNT. From this perspective, iceberg queries aim at finding
the tuples in the result that have a certain number of join
condition attributes in common, which surpasses a threshold.
Similarity join techniques are almost exclusively signature-
based (strings are collapsed into smaller signature sets). In a lot
of these approaches, an “inverted index” is built beforehand,
which in a sense resembles our in-memory graph structure.
These join algorithms are however only studied for binary
operations, similar to the self-join case.
Data Reduction Operators: Work on lazy vs eager aggre-
gation [37]–[39] aims at re-arranging group-by operators in
the logical query plan tree, moving them after or before
joins accordingly. These techniques don’t deal with avoiding
materialization of intermediate results in situations when group
by operators cannot be pushed down. Aggregation can only
be pushed down if it can be partially applied to a single
relation, thus reducing that relation’s cardinality. In the general
case however when the query contains a series of group by
attributes, each one coming from a different relation, there’s
no way to apply any complex aggregation to a single relation
because the aggregation applies to the result.
Larson et al., describe techniques for doing partial pre-
aggregation [21]. They describe a way to apply pre-
aggregation to input relations when another aggregation is
conducted on their join result. A simple hash table is used
to aggregate tuples in the same relation, thus reducing
the number of tuples joining with the next relation. As
groups are pre-aggregated sequentially, if the number of pre-
aggregated groups surpasses the memory capacity, partially
pre-aggregated tuples are output to make room for new groups;
therefore the pre-aggregation can be incomplete. Those same-
group tuples will be aggregated later on at the final aggregation
step. They also describe techniques to combine this pre-
aggregation process with a join by pre-aggregating while
reading the relation and joining the output partially pre-
aggregated tuples with the tuples from the inner relation. These
techniques however apply to a single binary join at a time, and
as we show in Figure 8, Join-Agg provides substantial memory
benefits than partial pre-aggregation especially when the two
are combined and we use pre-aggregation before loading in
the data graph.
As previously mentioned, the way we load the data graph
into memory is reminiscent of these data reduction operators
since we are pre-aggregating all relations to compute the
multiplicity of each edge in the data graph. The creation
of multi-nodes in the data graph can also be seen as an
even more effective form of pre-aggregation. For example
in Figure 3, looking at relation B, we can see that any
standard pre-aggregation operator would reduce the relation to
at least 2 tuples with jc1,jd1 appearing twice whereas we
load a single jc1,jd1 node. Our techniques are comparable
with partial pre-aggregation in the case where there are no
branching relations. As branching relations and multiple group
by attributes are included in a complex join, our technique
enables computation caching at the level of path-ids which
can reduce the number of paths taken in the data graph
during Stage 2 of the algorithm. The partial pre-aggregation
technique has no means of skipping these paths and may
require computing all of the joins associated with those paths
potentially multiple times.
IX. CONCLUSION
In this paper, we proposed a multi-way database operator
called JOIN-AGG that enables the memory-efficient execution
of aggregation queries over joins that output large intermediate
results, by executing the query over a graph representation
of the underlying data called the data graph. We presented a
detailed complexity analysis comparing our approach to the
traditional binary joins-based approach as well as an idealized
partial pre-aggregation approach. Our experiments show that
JOIN-AGG operator can be over an order of magnitude more
efficient than the traditional approach for a wide variety of
queries, even when implemented outside of the RDBMS.
We advocate that multi-way database operators may be the
answer to dealing with the “non-normalized” data of the real
world, which often leads to expensive non-key joins along
with other aforementioned issues. They will enable users
to continue leveraging RDBMSs for their OLAP analyses,
requiring smaller amounts of resources.
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