Calculated photon responses of LiF TLDs based on Burlin's cavity theory were compared with those measured using the TLDs sandwiched between two Teflon, aluminum, copper and gold foils for 30 to 200keV X-rays. The discrepancies between the calculations and the measurements were within 48% for gold, while 15% for the other media. In the cavity theory, the weighting factors related to the electron attenuation are used. The factors differed largely from those calculated with a Monte Carlo transport code ITS, of which the validity was confirmed by comparison with the response measurements. The ITS calculations also showed that the attenuation coefficients of electrons from the foils did not necessarily agree with those from the cavity theory, and the coefficients largely depended on the media. To obtain the more accurate response easily, another method are proposed, noticing that the electrons incident on the LiF are absorbed completely below 200keV. In the new method, total dose in LiF is calculated using energy transmission and reflection coefficients for the dose given by the electrons from the foils and using the mass energy absorption coefficients for the dose by the electrons generated in LiF. Responses calculated with this method agreed with those of the ITS within a difference of 6%.
I. INTRODUCTION
Measurements of absorbed dose is of interest for radiation protection and assessments of material characteristics irradiated with high dose radiation: doses in cores, pressure vessels, blankets, or radiation shields affect definitely reliability of the materials (1) . Recently, increase of synchrotron radiation facilities has made the measurements more significant even for low energy photons because the source photon intensity, having the energies from ultraviolet to several tens of keV, is 102 to 104 times higher compared with that of conventional X-ray machines. Moreover, the building of synchrotron radiation facilities with higher brilliant beams, such as 8 GeV storage ring SPring 8 in Japan (2) , are introducing larger difficulty to the material engineering, such as heat stress in a monochromator (3) .
For an absorbed dose measurement, a dosimeter is inserted in a medium where the absorbed dose is to be measured. The atomic number of the dosimeter is often different from that of the medium. In this situation the dose Dc in the dosimeter is converted to the dose Dm in the medium using a following relation:
The value f, dependent on the photon energy, the dosimeter material, the shape and the surrounding medium, is calculated using a cavity theory. For low energy photons, Burlin's cavity theory has been often applied to the dose evaluation using gas chamber detectors (4) . On the other hand, thermoluminescent dosimeters (TLDs) are preferably used practically for absorbed dose measurements in that several kinds of materials are possibly used as the dosimeters, the sizes are small, and the handling is easy. In this study, the applicability of the cavity theory to the solid dosimeters was examined for low energy photons. Chapter II summarizes the cavity theory. Chapter III gives details of measurements of the conversion factors f in several media for LiF TLDs below 200keV. Moreover, the chapter compares the result with that of the cavity theory and a Monte Carlo code to investigate the applicability to the low energy photons. Chapter IV describes Monte Carlo calculations of parameters used in the cavity theory and proposed a new calculation method of f values.
II. CAVITY THEORY
In Burlin's cavity theory (5) , a value f is given by f(Eg)=d(Eg)fs(Eg)+(1-d(Eg))fl(Eg),
where fs(Eg) and fl(Eg) are the f values for the small and large cavity, respectively, and d(Eg) is the weighting factor related to the attenuation of the electron fluence from the medium in the cavity. The fs value is approximately equal to the ratio of the mass collision stopping powers averaged over the electron spectrum in the medium (6) . The fl value is equal to the ratio of the mass energy absorption coefficients of the cavity and the medium, in which the escape of bremsstrahlung and fluorescent X-rays is considered. The weighting factor d(T0) for an electron of energy T0 is calculated as follows:
where b is the effective mass absorption coefficient, g the average path length of the electron in the cavity. In the equation, exponential attenuation of the electrons is assumed. By assuming that d(Eg) is equal to d(Eg) (5) or averaging Eq.(3) over the electron spectrum(7), the weighting factor d(Eg) is obtained. For Burlin's theory, the media of the wall and the cavity need to be homogeneous, that is, the following conditions are necessary(8)- (11):
(a) The photon field is not disturbed by the cavity, (b) The electron fluence from the medium attenuates exponentially in the cavity without changing the energy spectrum, and (c) The electron fluence generated in the cavity builds up exponentially with the same coefficients as the condition (b). Equation (2) cannot be valid when the medium and the cavity are nonhomogeneous since the possibility occurs that all of the above conditions are broken for low energy photons.
For electron fluence, Attix (8) has explained that d is an average wall fluence Pw in the cavity divided by the equilibrium wall fluence Pew as illustrated in Fig. 1 : (4) in which the wall means the medium around the TLDs. In Eq.(4), d is an approximate ratio of the energy deposition by wall-generated electrons with and without the consideration of electron attenuation. In the same manner as the above, the value of 1-d is obtained by (5) where Pc is an average cavity fluence and Pec the equilibrium cavity fluence of electrons. In Eq.(5), 1-d is an approximate ratio of the energy deposition by cavitygenerated electrons with and without the consideration of the buildup of the electrons. In case of the homogeneous combination, Pew=Pec and bw=bc. Since the electron spectra, the angular distribution and the exponential coefficients of attenuation are the same for the wall and the cavity, the sum of the right hand sides of Eqs.(4) and (5) becomes unity, which is the same condition as those of Burlin's cavity theory. On the other hand, for the nonhomogeneous combination such as gold and lithium fluoride (LiF), Pew=/Pec and bw=/bc. Moreover, the energy spectra and the angular distribution are also different in the region of the wall and cavity. Consequently, the sum of Eqs. (4) and (5) is not equal to unity:
Then Eq.(2) leads to f(Eg)=d(Eg)fs(Eg)+d'(Eg)fl(Eg)
which differs from Eq.(2) of Burlin's theory in the weighting factors. To dosimeter responses , however, Eq.(2), not Eq. (7), has been applied preferably even for low energy photons due to the simplicity .
III. MEASUREMENTS AND CALCULATIONS OF f(E)
1. Experimental Condition Irradiation was carried out using a 10-400kV X-ray generating machine (HF-420C type) in the Radiation Standard Facilities of Japan Atomic Energy Research Institute (JAERI). The generated effective energies used were 32, 49, 80, 160 and 200keV which were determined from the measured linear attenuation coefficients using filters. The filters for each energy are shown in Table 1 . The quality index, the effective energy divided by the maximum energy, was 0.8, which was obtained using the narrowest energy band of the machine. Figure 2 shows the photon spectra which has been measured using a germanium detector at a distance of 1m from the source (12) . For 80keV X-rays, K-shell fluorescence from the tungsten target is observed. The photon number, however, is 2% of the total, and the energy absorption coefficients of LiF and the media used are not largely energy-dependent around 80keV. Moreover, the spectra were used as relative values so that the influence of the fluorescence was assumed negligible. According to a measurement with an ionization chamber (Victoreen 550-4), the beam strength is uniform within 4% in the radius of 5cm. The content of the scattered photons from the moving table under the dosimeters is below 1%. For the thermoluminescent dosimeters, LiF TLDs (Harshaw TLD-100) were used, of which the size is 3.2 mm square by 0.38mm thickness. Before irradiation, the chips were annealed at 400dc for 1h. The thermoluminescent signal was read with a Harshaw Model 3500 reader, where the TLDs were heated on the platinum planchet with a heating rate of 10dc/s in the flow of nitrogen gas.
To obtain the nearly same radiation field as in the infinite medium, the TLDs were sandwiched between several kinds of thin foils: Teflon, aluminum, copper and gold. The effective energy of 80keV was not used for the gold foils because the K-edge energy is 80.72keV, where the doses are strongly influenced by the shape of the source spectra. For the other foils, the K-edge energies are below 30keV such as 8.98keV for copper. The distance between the source and the dosimeters was about 1.5m. At the same position, the exposure were monitored with the ionization chamber immediately before the TLD irradiation. The doses irradiated were about 0.01 Gy for each TLD.
Determination
of the Foil Thickness The thickness of the foils has to be determined to establish the same electron fluence on the surface of the TLDs as those in the infinite medium. The number and total energy of electrons emitted from the foils increase with thickness and then saturate. The thickness at the equilibrium was adopted in the measurement. In the calculation, the number and the energy transmission and reflection from the foils were evaluated with TIGER and TIGERP codes of a ITS code package (13) .
The codes simulate photon and electron transport down to 1keV with a Monte Carlo method. The geometry used is one-dimensional slab. The photon transport includes photoelectric effect (14) , incoherent scattering with binding effect (15) , coherent scattering with atomic form factor(16) and pair production. In the electron transport, the condensed-history technique is used to shorten the time consuming: electron trajectories are divided into path segments along which many interactions occur.
The energy loss in a segment and the angular deflection in the multiple scattering are sampled from the Landau straggling distribution and using the Gaudsmitt-Saunderson theory (17) , respectively. The collisional stopping powers are generated using algorithms by Berger and Seltzer (18) . Moreover, the electron transport includes bremsstrahlung production and electron impact ionization. Fluorescence photons and Auger electrons from K-shell are simulated in TIGER and TIGERP, and those from L-shell and average Mshell in TIGERP. The cut-off energies used for photons and electrons in the calculation were equal to 1keV and 5% of maximum source energy, respectively. The deposition of residual electron energy below the cut-off energy is accounted by assuming that the electron loses its energy at a constant rate along a straight path. Figure 3 shows the energy transmission coefficients calculated for Teflon, aluminum, copper and gold foils with respect to the foil thickness normalized to the electron CSDA (continuous slowing down approximation) ranges corresponding to the effective energies of the Table  1 Basic filters used for the X-ray machine and the corresponding effective energies The coefficient is defined as a ratio of the energy of the transmitted electrons to that of the incident photons.
The source photon spectra were considered in the calculation of the coefficients. For Teflon, the coefficients saturate at the thicknesses larger than 70% electron range, which shows that the enough thickness is over 70% of the electron ranges.
For aluminum, copper and gold, the thicknesses have only to be over 50%, 40% and 30% of the range, respectively. The calculated effective energies, the energy transmission coefficients divided by the number transmission coefficients, were also constant above the thicknesses, which means that the electron spectra are not almost changed for these thicknesses.
Similarly, the energy reflection calculations showed that the thicknesses of back foils needed to be almost the same as those for the electron transmission.
The thin foils are better rather than the thick ones because the number of the source photons decreases and the number of the scattered, fluorescent, and bremsstrahlung photons increases with the foil thickness. The thickness was determined to be as thin as possible, keeping the equilibrium electron fluence as shown in Fig.   3 . Table 2 indicates the thickness of each foil for each effective energy. The same thickness was used for both of the front and back foils. For the gold foils, the thickness of only 10% electron range was used at the source energy of 32keV. Table 3 shows photon mean free path and electron CSDA range for each medium. The 1% length of the mean free path is corresponding nearly to the length of 1% attenuation. For gold, the 30% length of the electron range is larger than the length of 1% attenuation so that attenuation of photons is necessary to some extent in order to obtain the electric equilibrium condition. The total attenuation of the source photons was calculated for each foil using linear attenuation coefficients (19) , which resulted in 3% at 160keV and 2% at 200keV for gold, 2% at 32keV for copper, and less than 1% for the others. Even considering the source photon spectra, the attenuation of the lowest energy photons in the spectra is a few percent, which influences slightly the effective energy of the transmission spectra.
For K-fluorescence photons from the foils, the maximum influence to the doses in the TLDs was estimated by the following term (8) where PK is the fraction of photoelectric interaction which occurs in the K shell, YK the fluorescence yield, mt the attenuation coefficient for photoelectric effect of the foil, DLiF the dose measured in LiF sandwiched be- Table  2 Thickness of the sandwich foils used Table  3 Photon mean free path and electron CSDA range R t Read as 8.41x100 (unit: g/cm2)
JOURNAL OF NUCLEAR SCIENCE AND TECHNOLOGY tween the foils and (DLiF,K) isotro the LiF dose given by the K-fluorescence photon calculated with the ITS assuming the isotropic emission. The calculated values of the term were 0.8% at 200keV and 2% at 150keV for gold and 7% at 50 and 30keV for copper. In the same manner, the contribution of L-fluorescence photons from the gold foils were calculated, which resulted in 4% at 50keV and 3% at 30keV. For bremsstrahlung photons, radiation yield of 200 keV electrons is only 2% (18) for gold, which is defined as the fraction of the initial energy of an electron that is converted to bremsstrahlung energy as the electron slows down to rest. The photon attenuation data shows that the energy converted to electrons from the photons is a few percents, so that it is enough to consider 0.02% for the energy converted to bremsstrahlung photons. For scattered photons, the energy is nearly the same as that of the source so that the influence of scattered photons to the dose in the TLD is negligible.
The photon flux is disturbed by the cavity by itself, which are flux depression and self shielding. Compared with the photon mean free path, however, the cavity is so small that the disturbance of the photon field is small and the correction factor of the flux depression is approximately unity. The self shielding factor was estimated by the following expression: (9) where ma is the photon attenuation coefficient of the TLD. The values are evaluated to be 0.98 at 30keV and 1.0 at higher than 40keV. On the other hand, the electron spectrum disturbance (20) cannot be neglected, and the effect is assumed to be included in the weighting factors of the cavity theory.
In the experiment, the air is present around the foils. The foils have to be so thick that the electron fluence from the air around the TLDs does not affect the electrons entering the TLDs. Especially, the condition may be severe for the gold foils because the thickness is extremely thin compared with the electron range. The calculation of TIGERP, however, showed that the doses given by the electrons from the air were low enough in the depth over the 10% electron range.
On the other hand, the air between the foils and the TLDs makes the dose in the TLDs decrease somewhat owing to attenuation of the electrons in the air. However, even if the thickness of the air is 0.5mm which is the possible maximum size, it is much smaller than the electron range in the air even for the energy of 30keV, where the CSDA range is 16.6mm. (21) The strength of the TL is proportional to an absorbed dose in the TLD when the dose is below 5 Gy.
Conversion from TL Light to Absorbed Dose in the Medium
In the dose region, absorbed doses in the TLD can be obtained from the TL light. Calibration was carried out with 60Co gamma rays in the Radiation Standard Facilities in JAERI. The TLDs were sandwiched between 3mm-thick Teflon foils to keep approximately the electric equilibrium condition. The exposures were measured using an ionization chamber with an accuracy of 5%. The air absorbed doses, however, are not related directly to the absorbed doses in the TLDs because the TLDs were influenced by the electrons generated in the Teflon foils. The absorbed dose in the TLDs is then obtained as follows: (11) where (men/r)Tef and (men/r)air denote the energy absorption coefficients of Teflon and the air, respectively. From Eq.(11), the dose DTLD are determined by calculating the value of fTLD, Tef based on the small cavity theory. As a result, the calibration factor of 0.866nC/Gy was obtained by measuring the TL light of the TLD. Using the factor, current measured from the TL light was converted to an absorbed dose in the TLDs.
For the confirmation of the proportion of the TL light to the absorbed dose in the TLD in the low energy region, the absorbed doses were measured for 80, 160 and 200keV photons using the TLD in the air. At 10 to 40keV, the measurement has been already made using synchrotron radiation (21) , in which the proportion has been maintained. In the present measurement, the doses in the TLD, obtained with applying the Burlin's cavity theory, was proportional to those at 60Co gamma rays.
The values f(E) were obtained with dividing DTLD by Dm which is equal to the integral over the source photon energy spectra multiplied by the corresponding mass energy absorption coefficients of the foils. Table 4 shows the result of f(E), in which the errors indicate standard deviations obtained from four or more TLDs.
Comparison of f(E) between
Measurements and Cavity Theory To confirm the validity of the cavity theory for the low energy photons, the values of f(E) were calculated and compared with the measurements. In the application of the theory, the choice of b, which is the attenuation coefficient of the exponential approximation in the weighting factors, is important. For b, some expressions have been proposed (22) . In the present calculations, the expression 142 N. NARIYAMA and S. TANAKA e-bR=0.01 (12) was used (7) The electron path length g in Eq.(3) was obtained by 4V/S where V is the volume and S the total surface area of the TLD, that is, g=0.614mm for the TLD. For the calculation of the small cavity component, the accurate determination of the cut-off energy for the restricted stopping powers (24) is difficult. According to ICRU Report 37 (18) , the dependence of the stopping powers on the cut-off energy is below several percents so that the nonrestricted stopping powers were used in the calculations. Table 4 shows the results. For the incident photons, monoenergies equal to each effective energy were used. The influence of the source photon spectra is estimated in the following section. For Teflon, aluminum and copper, the agreement between the experiment and the cavity theory is below 15%. For gold, however, the values of the cavity theory are larger than the measured by no less than about 48%.
Monte Carlo Calculations of f(E)
For the investigation of the cause of the difference between the measurements and the cavity theory calculation, electron transport at the interface has to be examined since the dose distribution given by the electrons is closely related to the weighting factors as explained in Chap.II. For the above object, a Monte Carlo transport code is a suitable tool because of the high space resolution and the spread as an electron transport code. The results of the calculations showed that the b values of Eq.(12) differed from the actual attenuation coefficients of the electrons from the foils, that is, the values of d were not calculated accurately. Before explaining the details in Chap.IV, however, it is desirable to describe energy deposition calculations made in order to examine the validity of the ITS code in the low energy region since the code was used for the calculations of b and d.
In the calculation, a source photon beam enters one dimensional slab of the LiF TLDs sandwiched between the foils. The source energy spectra (12) were considered in the input data. Table 4 shows the calculated values of f(E). The statistic errors of the calculations are 1% to 3%. For Teflon and aluminum, the discrepancies between the measurement and the calculation were within 5% in almost the energy region. On the other hand, the discrepancies are 9% at 80keV for aluminum, 13% at 49keV and 12% at 200keV for copper , and 18% at 160keV and 10% at 200keV for gold. The percents, however, are supposed to be within the experimental errors because the dispersion of the TLDs used is about 15% on average as shown in Table 4 . Secondary, when the values of f(E) were calculated for the monoenergetic photons of which the energies equal to the X-ray effective energies, the f(E) values are 12 to 16% larger than the calculated using the broad spectra at 80keV for aluminum, 160 and 200keV for copper and 160keV for gold as shown in Table 4 . The results indicate that the discrepancy of f(E) between the measurement and the ITS calculation is possibly attributed to the estimation of the source photon spectra. As shown in Eq.(1), f(E) value is the dose in LiF divided by that in the medium . The dose in LiF consists of those given by the ele- ctrons generated in LiF itself and the media. The doses given by the LiF electrons are calculated approximately using the energy absorption coefficients, which was found to be nearly the same for the monoenergy and broad spectra because the coefficients of LiF are not much sensitive to the energy. On the other hand, the dose given by the medium electrons are determined by the electron fluence from the media. The total energies of the transmitted and reflected electrons, however, are nearly the same between monoenergy and broad spectra and assumed not to make a difference in the dose because all the medium electrons are absorbed in the LiF which is thicker than the maximum electron range. Thirdly, the doses in the media are calculated using the mass energy absorption coefficients. The values for the broad spectra, however, largely differed from those for the monoenergies for copper and gold by no less than 15% because the mass energy absorption coefficients for the high-Z media largely depend on the energy so that the differences of the effective energies averaged by the absorbed dose and obtained by the half-value layers become large. Consequently, the difference of f(E) for the monoenergetic and the broad spectra by ITS is attributed to the difference of the medium doses calculated analytically. In this context, the discrepancies between the measurements and the ITS calculations are attributable to the disagreement of the actual and estimated source photon spectra which affect the LiF doses with the medium electrons.
IV. WEIGHTING FACTOR OF CAVITY THEORY
Monte Carlo Calculations of the Weighting
Factor and the Electron Attenuation Coefficient In Burlin's cavity theory, the validity of the weighting factors has been discussed by several authors (8)-(11). To investigate the discrepancies of the measurements and the calculations based on the theory, the values of d and d' were calculated with the ITS code. In Eq.(1), the dose Dc can be divided into Dm ,c and Dc,c which are given by the electrons generated in the medium and the cavity, respectively, so that f= Dm,c/Dm+Dc,c/Dm (13) Both Dm ,c and Dc,c include the doses by the electrons multiscattered at the interfaces. By comparing Eq. (13) with Eq. (14) denotes the absorbed dose in the cavity when the same electron field is present both in the cavity and in the medium, that is, the condition of the small cavity exists. Hence the value of d(Eg) is the ratio of the dose in the cavity given actually by the electrons from the medium to that in the cavity when the cavity is assumed small. In the same manner as above, d'(Eg) is the ratio of the dose in the cavity given actually by the electrons generated in the cavity to that assuming the large cavity. From Eqs. (14) and (15), the values of d and d' are obtained by calculating the values of Dm ,c and Dc,c. Table 5 tabulates the calculated results by the ITS code with those used for the cavity theory calculation in Table 4 . The values of d and d' disagreed largely with those of the cavity theory at almost the energies. The discrepancy can be attributed to the applicability of Eq. (12) or the exponential approximation of the electron attenuation. For 60Co gamma rays, Horowitz(11) has calculated electron fluences near LiF/Al and LiF/Pb material interfaces, which led to the finding that the electron mass fluence buildup coefficient is not equal to the electron mass fluence attenuation coefficient, although the buildup of the secondary electron fluences at the interfaces is approximately exponential. Moreover, the b value of the attenuation has been found strongly dependent on the Z of the adjacent material. Since the exponential approximation is a premise for b values, the approximation was first confirmed for the low energy photons: the dose distribution in the 0.38mm-thick TLDs given by the electrons generated in the medium were calculated with the ITS for aluminum, copper and gold irradiated by 30 to 200keV and 400keV to 1.25MeV photons for reference. Figures 4(a) to (c) show the results with an error below 20%. While the slopes of the attenuation are constant until the dose becomes 10% for aluminum, the slopes at 100keV for copper and gold gradually change with depth in the low energy region. Moreover, the attenuation slopes largely depend on each material and much differed from the b values calculated with Eq.(12). Table 4 , the values f(E) of the cavity theory for Teflon, aluminum and copper agree with the experiment, while the values of the weighting factors based on the cavity theory differ largely from those of ITS as shown in Table 5 . The influence of the accuracy of d value on that of f value for each medium was then investigated. The ratio of f values of Burlin's cavity theory to that of the measurement is given by (16) where subscripts B of fB and dB refer to Burlin's theory. Substituting Eq. (7) into the equation, (17) is obtained.
Noting that 1-dB=d' as shown in Table 5 , the equation is rewritten as (18) In the equation, dfs/f shows the ratio of the energy deposition by the electrons from the foil to the total deposition in the cavity. When the value of dfs/f is large, f value is strongly influenced by the accuracy of the dB value. Figure 5 shows the values of dfs/f calculated with the ITS. For aluminum, the values are so small that the difference of fB and f becomes below 10% of f even if dB is twice as large as d. That is why Burlin's cavity theory reproduced the measured values. For copper, the difference of fB and f can be below 10% of f if the difference between dB and d is 25% to 50% of d, while the values of dfs/f are larger than those for aluminum. For gold, the values of dfs/f are about 0.6 in the energy region over 50keV. In the condition, the difference between dB and d needs to be below 17% of d to make the difference of fB and f below 10% of f. For this reason, the values calculated based on the cavity theory disagreed largely with the measured for gold.
3. Another Calculation Method of the Weighting Factor As mentioned above, the values of both d and d' needed to be calculated accurately for the cavity doses, especially, surrounded by a heavy element medium. In Burlin's theory, the exponential approximation of the electron attenuation is assumed for the weighting factors. The assumption, however, is not valid for some energies as shown in Figs. 4(a) to (c). Even if the approximation were correct, obtaining an approximate b value with a simple manner would be difficult because the electron spectra and the angular flux drastically change with photon energy and largely depend on the medium in the low energy region, where the ratio of photoelectric and Compton effect cross sections largely varies. Moreover, the condition of d'=1-d is not necessarily met as shown in Table 5 . The correct estimation of the path length g of the electrons in the cavity is also difficult. On the other hand, for d and d', the values of Dm ,c and Dc,c in Eqs. (14) and (15) have to be calculated for each energy and each thickness with a transport code such as the ITS.
For the LiF TLDs irradiated by the low energy photons, however, the values of d and d' can be calculated more easily. As shown in Figs. 4(a) to (c), the electrons generated in the medium by the photons below 200 keV cannot pass through the TLD. Assuming that the electrons are absorbed completely once those penetrate in the cavity, the dose Dm,c is approximately equal to the integrated energies of the electrons from the medium into the cavity through the interface, that is, the photon energy multiplied by the energy transmission or reflection coefficients. The validity of the assumption can be confirmed using the electron energy reflection coefficients. Table 6 shows the electron reflection coefficients for electron incidence calculated using the ITS with an error of 2 to 3%. The values for LiF are 0.03 for the normal incidence and 0.13 for the cosine incidence. That means that the electrons incident on the LiF are reflected at most by 13% in energy. The reflected electrons enter the medium back and reflected again to LiF by 30% for copper and 50% for gold in energy. Consequently, at least 91% of the electrons incident on the LiF are assumed to be absorbed in the LiF. Then the relation (19) can be used for the calculation of d, that is, Eq. (14). In Eq.(19), etr ,m and eref,m are the energy transmission and reflection coefficients for photon incidence on the medium, respectively, Eg is the source photon energy, and (tr)LiF the thickness of the TLDs. The values of Dc ,c are approximately equal to the photon energy multiplied by the energy absorption coefficients. For sufficient accuracy, the build-up part have to be considered as shown in Fig. 1 . For the LiF TLDs irradiated by the photons below 200keV, however, the errors are almost 1% because the values d calculated with the ITS are almost unity as shown in Table 5 . Table 7 indicates the results based on the cavity theory using the energy transmission and reflection coefficients between 30 and 200keV, where the incident energies were monoenergetic. The coefficients used are tabulated in Table 8 . The calculated f values agreed with those by the ITS within 7%. The applicability of Table  6 Energy reflection coefficients calculated with ITS for electron normal and cost incidence Table 7 Calculations of f values using energy transmission and reflection the calculation method to f(E) was therefore confirmed for the low energy photons and even for the high-Z media.
4. Applicable Range of the Method over Photon Energy and TLD Thickness Even for higher energy than 200keV, the method can be applied as long as the electrons generated in the medium do not pass through the TLD. For the TLDs of 0.38mm thickness, the condition is satisfied until 600 keV for aluminum and copper and 400keV for gold as shown in Figs. 4(a) to (c). At the limit energies, the effective energies of the transmitted electrons are 300keV, at which the corresponding CSDA range in LiF is 0.395 mm (18) . The length is comparable to the LiF thickness of 0.38mm. Thus the effective energies can be an index for the applicable range of the method. Table 9 shows the effective energies calculated for 100 to 1,250keV. Effective energies of the reflected electrons are not needed since those are necessarily smaller than the values for transmission. The minimum thicknesses applicable to photon energies are indicated with the four lines below in Fig. 5 . To thicknesses, the figure shows the maximum applicable energies.
To evaluate the values of Dc,c for the higher energies, the build-up contribution have to be considered. Table  10 Table  9 Effective energies of transmitted electrons from the media Fig. 6 can be an index for the criteria. When the value of dfs/f is small enough such as for Teflon or aluminum below 200keV, the cavity can be considered large-sized. Otherwise, the cavity is considered general-sized for which the calculation of the small cavity component cannot be neglected.
V. CONCLUSION
The conversion factors f(E) were measured to be compared with those based on Burlin's cavity theory. The discrepancies between the measurements and the theory were attributed to the accuracy of the weighting factors. A Monte Carlo calculation showed that the electron attenuation coefficients in the LiF were largely dependent on the photon energy and the medium. A method to calculate the weighting factors using the transmission and reflection coefficients was proposed for the LiF TLDs irradiated by the low energy photons. The results agreed to those calculated with the ITS code of which the validity in the low energy region was confirmed by comparison of f(E) with the measurements. The condition required for the method is that the electrons generated in the medium do not pass through the TLD and the dose build-up is completed in the TLD, of which the range was represented with a figure over the thickness and the photon energy. Using the figure, the proposed method can be applied to other ribbon and disk types of TLDs having different thicknesses and constituents.
