R(s, t) = f (X(s) -m(s) ) (Xi(t) -m(t) ) d,u(X).
Wiener measure Auw is the measure with mean zero and cov = min (s, t). Two measures are equivalent (denoted -) when they have the same sets of measure zero. Since K is symmetric and in L2 the eigenvalues X1 , X2, * are real and E X12 < . We shall show in Section 11 that if R is given by (1.1) with K E L2, then R is nonnegative-definite if and only if Xj < 1 for all j. The condition (1.2) therefore says that Xj < 1 for all j and should thus be interpreted as a statement of strict positive-definiteness for R. Note that Xi may assume negative values.
A necessary and sufficient condition that
The condition (1.1) has a simpler restatement in case Ri(s, t) = (a/as)R(s, t) is continuous for s # t. In this case (1.1) becomes (see Section 11 for the proof) This means that R must have a fixed discontinuity of unit size in its derivative along s = t, the same discontinuity that min (s, t) has in its derivative. A theorem of G. Baxter [2] implies the necessity of (1.4). We note that R (O, *) 0 because X(O) = 0 under A w .
2. The R-N derivative d,Id,w. Whenever ,u ,uw the R-N derivative d1z1d1uw exists. We will show that d,u/d,uw can be written in terms of the Fredholm determinant and resolvent of the unique kernel K appearing in (1.1). When E lXjl < oc, K is said to be of trace class and the Fredholm determinant is If H is also of bounded variation, we may integrate by parts to obtain an ordinary integral. Both H and the constant d( l) may sometimes be obtainable in closed form even when o(K) is not so obtainable, as we shall see in Section 15. In order to give a formula for d,u/d,uw valid for all K, the notion of a double Wiener integral must be extended slightly. We will use the centered double Wiener integral denoted J(X) = f~'0 cJ H(s, t) dX(s) dX(t). J is introduced in Section 9. When the mean of I exists, J is the ordinary double Wiener integral I minus its mean. By this simple trick of subtracting off the mean, J can be defined for all H e L2. K. Ito [10] was the first to consider the centered multiple Wiener integral. He obtained it in an equivalent way, by ignoring the values of H on the diagonal. THEOREM In this case 4> as well as so are orthogonal and this property characterizes the Fourier case. In the Fourier case, (3.2) converges uniformly in t with probability one. However, for some other choices of the sequence (p the convergence of (3.2) is even better. In fact, there does not seem to be any particular advantage to (3.5). To prove this, let us take so to be the Haar sequence. Using double indices for convenience, set where An,j(t) = 1n,j(t) = 0 'Pn,j is an isosceles triangle with base 2centered at (j + :)2-n, and height, 2 -2-n2. This shows that the Wiener process is a random sum of triangles. In Wiener's case, the series (3.2) fails to converge absolutely. By contrast (3.7) converges absolutely uniformly with probability one, as was pointed out by Z. Ciesielski. We follow [11] , p. 19. Let
fn(t) = Zj-o n
We have (3.8) Ifn(t)I < 2-nl2 max, 1jinl j 0 < t < 1 because j An, j(t) < 2-n12 uniformly in t. Now Mn = maxj |?n,j| is the maximum of 2n independent standard normal variables and so (3.9) P{Mn < an) = (I(an) -_(_an))2n. By the Borel-Cantelli lemma we see that Mn < an eventually and so, a.s. In (4.5) we have used the L2 expansion of K (4.6) K(s, t) = E Xjcpj(s)soj(t).
Choosing an = 2n' it is easy to check that
We have proved the following theorem. THEOREM 5. The processes (4.1) and (4.
3) give a simultaneous representation of W and Y in terms of sums of independent variables.
It is now possible to give a formal expression for dl/dMtw(X). We expand a path X as (4.7) X(t) = ,jX4(t),
Xi = fJo ,j(t) dX(t)
where Xi = Xj(X) is the Wiener integral evaluated at X. du/d,w(X) is the relative likelihood of X under , and ,w . Under ,Mw, Xj = qj , independent random variables. Under A, Xj = j(l -Xj) + k1 also independent. Because of independence, the probabilities multiply and we get (4.8) (dI/dAw)(X) = IY=1 (1-
*exp [-l(Xj kj)2/(1 -Xi)]/exp [-2 X,2]. The product (4.8) always converges and represents du/d,w. A rigorous proof is given in Section 10. In Section 11 we show how (4.8) reduces to (2.4). The reduction to (2.4) is important because (2.4) is in terms of classical quantities and, in addition, does not explicitly involve the eigenvalues or eigenvectors, which are usually difficult to find.
IJohn Walsh has found a shorter proof, based on an abstract martingale convergence theorem.
Calculating dM/dv. Suppose that, 1t and v are measures, both equivalent to A w . Then ,uv and by the chain rule
(5.1) (dtl/dv) (X) = (d/2/dA w) (X)/(dv/dtiw) (X).
Applying (2.5) or (2.4) to obtain d,l/dMw and dv/dAw we get an explicit formula for dM/dv, but only in the special case when A -, iw and v -Aw . To get more general results we will study certain variants of W. Letforn=0,1,2, 12, The mapping X -X(n is 1-1 on the set of n-times differentiable functions X for which X(j)(0) = 0, j = 0, 1, .. * , n and standard arguments [9] , pp. 163-164, give (5.4). The righthand side of (5.4) is given by (2.5).
Using (5.4), we can obtain dl./dv explicitly whenever v '' Awn for some n.
This generalizes (5.1) and, further, one may drop the assumption that n in (5.2)
is an integer. However, the condition , . v -'uwn is still too restrictive. Excluded are stationary measures ,u and v because their sample paths do not vanish, at zero. In order to remedy this lack we must unpin the process Wn at zero. Let Wn be the free Wiener process (5.5) Wn(t) = 7=o0jt'/j! + Wn(t),
< t < T,
where to, ***, tn are independent, standard normal variables. Suppose Y is a process for which Y -Wn . The paths Y(t) are then exactly n-times differentiable, and the derivatives of Y at t = 0 are nonzero random variables. The class of processes Y ,-W. includes many processes of interest. We will see that stationary processes with rational spectral density are included as a special case. In the latter case, d,i/dv has already been found by Gelfand and Yaglom in a different way [28] .
We shall give the conditions on m and, R so that Y -Wn . The condition on m is that m(n+1) e L2 or 
Rii-1 Rij
The (n + 1) X (n + 1) matrix A = Aij is lower semidiagonal and has an inverse. The inverse matrix is denoted by C and can be written explicitly (13.6). The next theorem gives the conditions for a measure ,u to be equivalent to ;tw. as well as a formula for d,u/d;twn whenever it exists. It is clear that whenever ,u -,pw the path functions Y must be n-times differentiable and nondegenerate at zero. In this case the covariance R of ,u satisfies the hypothesis of Theorem 7, and R* and Ao, * * *, A. are uniquely defined. THEOREM (5.16) is cumbersome. Its importance lies in its generality rather than in its simplicity; in many cases dM/d.w. can be obtained more simply by other means. The process (6.7) is called the pinned Wiener process [5]. The processes (6.4) are mutually singular for different subspaces V, and V2 . Indeed, if l ? V1 but VI e V2 then n(#/) = 0 for ,iv1 but is normal with nonzero variance for AV2 so that li
Conditioned Wiener processes. We next consider sub-Wiener processes, obtained from W by linear conditioning. The Wiener integral

v' IAV2. What is the condition on u. so that A A V?
The answer is given by the next theorem. In case (6.8)-(6.10) hold the R-N derivative is given by (2.5) where K is the unique kernel satisfying (6.8). When-K satisfies the conditions of Theorem 2, (2.4) is also valid.
Stochastic linear transformations of W. Interesting classes of processes can be obtained by various linear transformations of W. Segal and others consider some nonstochastic transformations and with them realize some processes equivalent to W [21], p. 464. By means of a transformation depending on a stochastic integral we will realize any process equivalent to W.
Suppose M e L2. The stochastic integral Suppose R is any covariance satisfying (1.1) and (1.2). It is simple to show that there is an M satisfying (7.4) and (7.6). Indeed, the kernel K of R has the Mercer expansion in L2, (7.7)
K(s, t) = i Xjspj(s)pj(t)
where Xj < 1 for all j. We may take M to be (7.8)
M(s, t) = , [1 d= (1 -XjA'Pj(s)Vj(t).
When all but a finite number of the signs in (7.8) are negative we have M e L2 and it is easy to see that M = M* and (7.4) and (7.6) hold.
We have proved the following theorem. Let ui be Gaussian with mean m and cov R. THEOREM 
There is an important formula for I obtained by two integrations by parts when H is of bounded variation. We say H is of bounded variation when (9.12) Var (H) = sup Z H Z jH(tj, tk) -H(tj_i X tk) -H(tj X tk-l) + H(tj_l X tk-1)
is finite, the sup being taken over all partitions. In this case we have ( 
9.13) I(X) = H(T, T)X2(T) -X(T)fJ X(s) d8H(s, T) -X(T)f o X(t) djI(T, t) + rO rO X(s)X(t) d, dtH(s, t).
by a rather different method. He then applies the theorem to obtain conditions for equivalence and singularity for an arbitrary Gaussian measure and a Gauss-Markov measure. One proves (9.13) first for simple functions and then for general H of bounded variation by passage to the limit. The advantage of (9.13) is that it does not involve stochastic integration and so is defined for every continuous function X.
III. PROOFS OF THE MAAIN RESULTS
We first obtained Theorems 1-3 and 9 heuristically, using a direct evaluation of d,u/d,uw as a limit of finite-dimensional densities, The limit is taken as the partition 0 = to < t1 < ... < t. = T becomes dense. While a rigorous proof along these lines is difficult and involves many details, it can be given when the kernel K of R is smooth. We proceed by the easier but indirect method, via (3.2) and the simultaneous representation. The advantage of using .uw and the related measures as the catalysts stems from the properties of white noise, formally W'(t). Many have tried to calculate d,u/dv directly by getting a simultaneous representation of ,u and v in terms of independent variables. What would be needed is a set of simultaneous eigenfunctions. However, these do not exist in general (note that the claim in [ We already know that GN(X) -+ (F(X))' for a.e. X. We will show that GN is a Cauchy sequence in L2(Mw). The limit of the Cauchy sequence must also be (F)'. But L2 is complete and so (F)1 e L2(,Mw), or F e LV(Mw). To prove that GN is a Cauchy sequence observe that and so the or-field generated by {Xi} and sets of probability zero (,uw) includes the measurable sets (the a-field generated by X(t), for 0 ;9 t ? T). We have already proved (10.5) for the c-field generated by {XJ} and Lemma 2 follows. We have shown that when (1.1)-(1.3) hold, the R-N derivative dM/d,1w exists. This derivative is a.s. positive because the infinite product converges and it follows that ,u I-. w. Without using the positivity, the, equivalence would also follow from the dichotomy theorem of Feldman and HAjek. We turn to the other half of Theorem 1. (11.7) shows that if R has the form (1.1) and R is a covariance then a(K) C
Proof of
(oc, 1]. Next we show that if R has the form (1.1) and sp(K) C (oo, 1] then R is a covariance. This will prove the remark made below Theorem 1, R is nonnegative definite if and only if Xj < 1 for all j.
What we must show is that The condition on m in order that ,uw --' lAw+m was found by Segal [21] , p. 462.
By considering the 1-1 path transformation X(t) -+ X(t) + m(t) we see that (11.11) gives
It is precisely (1.3). This completes the proof of Theorem 1.
In order to prove (1.4) we observe that whenever (1.1) holds K is given by Since k _ j kjp1 and Hk = E kjYjyPj we get formally ( 
12.3) EjT=l X,k,/(l -Xj) = BT k(t) dX(t) + f T f T H(s, t)k(s) ds dX(t)
and ( Since HN -* H in L2 we have in L2(M1W) ( The trace of HK is (12.12) tr (HK) = EjyjXj and the proof of (2.5) is completed by a short calculation. We omit the proof of Theorem 9 because it proceeds along the same lines as those of Theorems 1-3.
12.7) fBT c fBT HN(S, t) dX(s) dX(t) --f T c fT H(s, t) dX(s) dX(t). Now suppose that K satisfies the assumptions of Theorem 2 so that K is con-tinuous and of trace class. It follows that the resolvent H is continuous and of trace class. H is also symmetric, of course, and it is known that these assumptions on H imply that
Proof of Theorem 7. Let R be the covariance of an n-times differentiable
process Y nondegenerate at zero. Let Ao X * * * , An be defined by (5.12) and R* be defined by (5.7). We will prove that R* is a covariance by showing that it is the covariance of the process Z, (13.1) We will now show that the second term on the right, 
Z(t) = Y(t) -Z7-no
Rji_-1
Rio ...
Ri-1 0O
where the last column is zero except for the element in the jth row, j < i, which is unity. We have C(, = 0 if i < j and so C is lsd. Multiplying (13.3) This procedure is an imitation of the sufficiency proof for Theorems 2 and 3 and is omitted. The necessity of (5.14) is easy because if X is a process with X(t) Wn(t), it follows from Theorem 6 that X f)(t) -X( () W(t), and so (5.14) follows from (1.1) .
To prove the necessity of (5.6), suppose X is a process with mean m and X -Wn . It follows, see Section 12, that W. 
IV. EXAMPLES OF R-N DERIVATIVES
The examples given here will be applied in the next section in order to obtain new information about W and other processes. They will also serve to illustrate how Theorems 2 and 8 are applied.
Scale changes of W. Let h be an absolutely continuous and increasing function on [0, T] with h(O) = 0. Define the process (15.1) Z(t) = [h'(t)]-'W(h(t)), 0 < t < T.
As can be seen, the differential increments of Z have the same variance as those of W. Under very general conditions on h, which are given precisely by the following theorem, Z W.
THEOREM 11. Z W if and only if h' = 92 where g is absolutely continuous and 9 =^yeL.
For smooth h, say h e C3 the R-N derivative.is ( (s, t) ).
15.2) (dyz1/dyw)(X) = (h'(T)lh'(0))' *exp {-[X2(T)/4]h"(T)/h'(T) f I f(t)X2(t) dt} wheref = -2((h"/h')' -1(h"/h')2), the Schwarzian derivative of h. Doob [5] considered the more general scale change Z(t) = v(t)W(u(t)/v(t)) with covariance (15.3) R(s, t) = u(min (s, t))v(max
Such covariances were called triangular by Varberg [25] , who calculated the R-N derivative for equivalent triangular processes by evaluating directly the limit of the finite dimensional densities. The densities can be written explicitly because Z is a Markov process. In order to prove the theorem we find from ( We will see later that 1 t a (K) is automatically true and so by Theorem 1 we have proved that y e L2 is necessary and sufficient. Now assume that h is smooth, say h e C3. We make this assumption in order to use integration by parts at one step to express d,AzId,Aw in as simple a form as possible.
We will calculate the Fredholm determinant and resolvent of K at A = 1. The eigenvalue problem K(p = Xp can be written (16.5) can also be obtained by a direct passage to the limit from the finite dimensional densities of ,u which have been found explicitly by Slepian [23] . The results agree. We draw attention to the normalization inherent in considering the Wiener process with unit diffusion constant. A process Z may be equivalent to oW, for some a-# 1, rather than to W itself. This is only a scale factor and gives no trouble. We get Z/l-W and V. SOME APPLICATIONS OF R-N DERIVATIVES The R-N derivative has found its main application in statistics as the likelihood ratio. However, it can also be used as a theoretical tool, as Skorokhod [22] , p. 408, pointed out. We will use it both to calculate probabilities and to evaluate function space integrals.
Calculating probabilities. We shall prove that if b > 0, (17.1) Pr {W(t) < at + b,0 < t < T} = 1((aT + b)/T') -eC2((aT b)/T').
We see that ( be the first passage probabilities. We shall prove ( 
17.8) PaG-(T I xO) = 4( 4 [a-xo( -T)]/[T(2-T)]-) -e-(a2X02)(_(_ i[xoa(1 -T)]/[T(2 -T)] )
The formulas break down for T > 1 and in this case the problem remains tunsolved.
Let So denote the process S conditioned to pass through xO at t = 0. We have seen that So ,-w = xo + 21W and the R-N derivative is given by ( In principle one could use the method of this section to solve other first passage problems. However, these are the only cases in which we could evaluate the integrals explicitly.
18.
Evaluating some special integrals. The integral of the R-N derivative over all space is unity. This fact will permit us to evaluate the Wiener integral of any functional that is the exponential of a quadratic form. Some special cases of this result are due to Kac and Siegert [12] who obtained them by other methods. Their results were later simplified by Anderson and Darling [1] . We will then apply the evaluations to prove a dichotomy theorem about Wiener paths.
We begin with a general identity. Let L be any symmetric continuous kernel of trace class. Then
(18.1) Ew exp ['Xfr rf L(s, t) dX(s) dX(t)] = (DL(X))-2f
where Ew is the Wiener integral, dL is the Fredholm determinant of L, and X satisfies It is easy to check that 1 satisfies (18.10) and this gives (18.9). Now it is known from Sturm-Liouville theory that a positive solution g exists to (18.13) if and only if the solution 1 of (18.10) is positive in (0, 1]. It is easy to see that when 1 has a zero then (18.9) is actually + oo. A similar proof can be given for (18.8). The formula (18.9) for W* is more symmetric than (18.8) for W as is evident by (18.15). This is because W* is time-reversible.
We have assumed f to be continuous but this is not necessary. In general, one expresses the differential equation g" = fg, g'(T) = 0 in the form of an integral equation ( 
18.17) g(t) = g(T) + fT (ut)g(u)f(u) du.
One can now allow f to be simply measurable. Further, f can be replaced by a measure: fdu = dm. 
As mentioned above A (f) has been calculated for continuous f > 0 by Kac and others by using various techniques. However, the most direct way to obtain
