Although quantifiers/classifiers expressions occur frequently in everyday communications or written documents, there is no description for them in classical bilingual paper dictionaries, nor in machine-readable dictionaries. The paper describes a corpus and dictionary development for quantifiers/classifiers, and their usage in the framework of French-Japanese machine translation (MT). They often cause problems of lexical ambiguity and of set phrase recognition during analysis, in particular for a long-distance language pair like French and Japanese. For the development of a dictionary aiming at ambiguity resolution for expressions including quantifiers and classifiers which may be ambiguous with common nouns, we have annotated our corpus with UWs (interlingual lexemes) of UNL (Universal Networking Language) found on the UNL-jp dictionary. The extraction of potential classifiers/quantifiers from corpus is made by UNLexplorer web service.
Introduction
This shows frequent efforts for MT, by measuring a similarity or a distance between a translation hypothesis and its post-editions. Basic operations used for post-editions are substitution, deletion, and insertion of words or phrases in a sentence, whatever the MT system is. (2) Subjective measures are based on human judgements of "intelligibility", "fidelity", "adequacy" and "fluency" of MT outputs.
These methods are really suitable for evaluating the progress of MT systems, but they do not contribute directly to improve the quality of MT outputs. Here we focus on lexical ambiguities, which are considered as a main cause of the degradation of the quality in MT for spoken or written sentences. Several types of ambiguity appear on each phase of MT for different types of documents.
We have categorized ambiguity problems according to the levels of MT analysis and to the MT contexts in which they are encountered, and we have proposed a formal ambiguity representation as well as guidelines for ambiguity labelling to build an ambiguity data base 1 .
In fact, according to our studies of ambiguities, 14% of analysis errors 2 are due to polysemous words. Also, (G.Wisniewski and al., 2013) say the most frequent necessary post-edition in their French corpus translation into English is to correct articles like «les», «le», «du», etc., and the next one concerns lexical transfer errors of polysemous words. In addition, when polysemous words are used in their abstract or figurative meaning where they could be classifier or quantifier, translation results produced by current This work is licensed under a Creative Commons Attribution 4.0 International Licence. 1 We have done research on ambiguity analysis from the lexical, semantic and contextual points of view since 1996. Ambiguities have been defined, categorized, and formalized as objects in an ambiguity database, and we have used this theoretical background to label ambiguities in Japanese-English interpreted dialogues, collected for the development of a speech translation system at ATR in Japan (1994 ) . (Boitet and Tomokiyo, 1995; Boitet and Tomokiyo, 1996; ?) 2 The ambiguity analysis includes assignment of speech acts, although generally speaking speech act ambiguity isn't taken account of, so the percentage is important.
MT systems are not at all good. Even measure words like cm, km, kg, etc. may be ambiguous with acronym (Anil K. et al., 2013). Example: cm → centimètre, congrégation de la mission, coût marginal, etc. The following example shows that «pincée (pinch, , tsumami) » in a quantifier phrase appears in form of «une pincée de», and is used in its figurative meaning. When one looks at the translation outputs produced by commercial MT systems, it's not hard to deduce there is a lack of phraseology studies and polysemy disambiguation method for the word «pincée» 3 . For the treatment of the classifier/quantifier expressions, at first, we must know whether a word or an expression in a document is the classifier/quantifier or not, and which kind of information is necessary to handle it in MT.
Example: Ajoutez une pincée de sel. (Add a pinch of salt.) → 4 Sections 1 & 2 discuss the problems encountered in the processing of classifiers and quantifiers arising for meaning determination in the source language and from the structural differences between a language pair in the framework of MT. Section 3 describes morpho-syntactic problems between two languages for quantifier/classifier expressions. In Section 4, the difficulty of quantifiers/classifiers extraction is described. In Section 5, we propose a solution using a dictionary, edited from collected documents, themselves annotated with semantic UNL (hyper)graphs, presented as a parallel corpus, and give somme details about a small French-Japanese dictionary for quantifiers/classifiers, built for MT experimentation with an UNL system 5 .
Lexical ambiguity for classifiers/quantifiers
We call here words or phrases which are used in some languages to indicate the class of nouns or nominal/adjectival phrases, depending on the type of these referent, classifiers/quantifiers, when they appear in quantitative expressions. They denote: (a) temporal/spatial quantity of the referent and (b) states of the referent in an idiomatic expression. Type (a) classifiers/quantifiers express concrete measurement, and type (b) classifiers/quantifiers express quantitative states of the referent based on speaker's observation.
Examples: Type (a): 2g de sel (2 , 2-guramu-no shio, 2g of salt) Type (b): une pièce de viande ( , hitokire-no niku, a piece of meat) / un brin de causette ( , chottoshita osyaberi, a little chat) Classifiers/quantifiers of type (a) are obligatory in quantitative expressions, and they often cause acronym ambiguities for MT as mentioned above, and also ambiguities due to the "floating quantifier" (Inoue, 1989) phenomenon in Japanese. For classifiers/quantifiers of type (b), there are three different sorts of problems. The first one is the fact that classifiers/quantifiers have many to many meaning corespondences between source-target languages pairs. In the following example, the French word «pièce» is translated into « , kire», « », « ten», « , tou», etc. in Japanese, because, in many cases, Japanese classifiers depend upon the visual forms of referents.
The second problem arises in the case where classifiers/quantifiers don't appear explicitly in one language of a language pair, nevertheless they are mandatorily expressed in the other, like « (hitoraru no wain toha yaku 220 littoru wo fukumu waindaru dearu, a barrel of wine includes 220 littles of wine) J'ai reçu une demi-pièce de ce vin.
Vinothèque
(hantaru) (watashiha hantaru no wain wo uketotta, I have received half barrel of this wine.) Dans une pièce de théâtre, il n'y a pas de narrateur pour raconter les faits.
http://www.etudeslitteraires.com/etudierpiece-detheatre.php (sakuhin) (aru sakuhin deha jijitsuwo kataru nare)ta) ga inai, There is no narrator in a program.) Une pièce de viande Royal (hitokire no niku, a slice of meat) Une pièce de blé Royal (mai) (ichimai no mugibatake, a field of wheat) The corpus is going to become larger by extracting classifiers/quantifiers expressions from Tori Bank 13 UNL is a language for computer to represent the meaning of natural language expressions. The "Universal Words" (UWs) constitute its vocabulary. A UW is in effect aninterlingual lexeme. Each node of a "UNL expression" (in effect, a semantic hypergraph) bears a UW and a possibly empty set of semantic attributes (Uchida et al.,2006).
14 The UNL-UWs dictionary contains, at the moment 1269421 word senses (mapped to as many UWs) for Japanese, 520305 word senses for French, and 1458686 word senses for English. 15 The semantic relations are represented by a fixed set of 42 relation 3-letter symbols, like agt, aoj, gol, etc., and the attributes are boolean, like .@def or .@soon-begin. There are about 200 attributes in the UNL specifications, and developers may introduce new attributes. These predefined attributes include syntactic, semantic or pragmatic information. The annotation labels are in fact, "icl", "equ", "quantity", etc. in description example.
