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Abstract 
Courteau, B. and A. Montpetit, A class of codes admitting at most three nonzero dual 
distances, Discrete Mathematics 90 (1991) 267-280. 
In the general nonlinear case, we introduce and characterize codes of order 3 or order 3-star 
whose combinatorial behavior is similar to that of the orthogonal of the projective code 
associated to triple-sum sets, a natural generalization of partial difference sets. The class of 
codes introduced contains all perfect codes, all 2-error-correcting strongly uniformly packed 
codes, all l-error-correcting uniformly packed codes and also other classes of l-error-correcting 
codes not of the above mentioned types of which we will give some examples. 
1. Introduction 
In [S] triple-sum sets in a finite vector space GF(q)k have been introduced and 
characterized. These are natural extensions of partial difference sets considered 
by Chakravarti and Suryanarayana [6] and studied by Camion [4] and Wolfmann 
[15] (see also Calderbank and Kantor [3]). To these triple-sum sets are naturally 
associated linear codes whose orthogonal has at most three nonzero weights. It 
has been observed in [8] that the error-correcting capability e of these codes are 
less than or equal to three, the only codes with e = 3 being, by Delsarte 
inequality, the perfect ones. The binary codes associated to triple-sum sets with 
e = 2 have been determined in [S]. These are the 2-error-correcting BCH code of 
length 22mc’ - 1 and the repetition code of length 5. 
The aim of this work is to complete the study of (81 in the nonbinary 
2-error-correcting case and to introduce and characterize codes (not necessarily 
linear) called codes of order 3 or 3-star which have a similar combinatorial 
behavior to that of the orthogonal of the projective linear codes associated to 
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triple-sum sets. In fact these codes are particular cases of linear codes of order 3 
or 3-star. 
The class of codes of order 3 or 3-star contains all perfect codes, all strongly 
uniformly packed 2-error-correcting codes, all uniformly packed l-error- 
correcting codes and other classes of l-error-correcting codes. The linear case 
where e 3 2 is settled in this work. There remains the problem of classifying the 
l-error-correcting codes of order 3 or 3-star. Some classes are given. 
2. The combinatorial matrix 
Let GF(q) be the finite field with q elements. Let H(n, q) be the Humming 
graph defined to be the graph with V = GF(q)” as set of vertices and 
E = {(x, Y) 1 x, Y l GF(q)“, 0, Y) = I> as set of edges where d(x, y) is the 
Hamming distance between x and y in GF(q)“, that is the number of components 
in which they differ. 
We shall consider paths of length j joining x to y in Hamming graphs. Naturally 
these are sequences x = xn, x1, . . . , xi = y such that d(~i_1, Xi) = 1, i = 1, . . . , j. 
Let C c GF(q)” be an arbitrary code of length n over GF(q). 
Definition 2.1. The combinatorial matrix of C is the q” x ~4 matrix A whose 
(x, j)-entry is A(x, j) the number of paths of length j in the Hamming graph 
H(n, q) joining x to the code C. 
Remark 2.2. If M is the adjacency matrix of the Hamming graph H(n, q) then it 
is easy to see that 
A(x, j + 1) = MA(x, j + 1) = c M(x, y)A(y, j). 
YCV 
The combinatorial matrix is closely related to the external distance s’ and the 
indices d;, . . . , di. which we now recall ([9]). The external distance s’ is the 
number such that the MacWilliams transformation of the distance distribution of 
C has s’ + 1 nonzero components. The indices d; = 0, d;, . . . , d$ of these 
nonzero components are called dual distances of C (in case where C is a linear 
code, S’ is the number of nonzero weights wi = di of the orthogonal code C’). 
The combinatorial matrix is also related to the distance matrix B of the code C 
whose (x, j)-entry is B(x, j) the number of codewords in C at distance j from 
x E GF(q)“. We will need in the sequel the following relations which are 
particular cases of [5, Proposition 2.21 
A(x, 2) = n(q - l)B(x, 0) + (q - 2)B(x, 1) + 2B(x, 2), 
A(x, 3) = n(q - l)(q - 2)B(x, 0) + ((3n - 2)(q - 1) 
+ (q - 2)2)B(x, 1) + 6(q - 2)B(x, 2) + 6B(x, 3). 
(1) 
(2) 
A class of codes admitting at most three nonzero dual dktances 269 
Theorem 2.3 [5]. s’ is the external distance of the code C if and only ifs’ is the 
minimum of the numbers t for which there exists a homogeneous, linear recurrence 
of order t + 1, 
I+1 
z. cjA(x, i + m) = 0, x E GF(q)“, m E N, (3) 
where cO, . . . , c,+* are integers and c,+~ # 0. Moreover the recurrence of minimum 
orders’ + 1 such that c,,+~ = 1 is unique and the coeficients are given by 
where J = {d; = 0, d;, . . . , dl,} and P,(l) = n(q - 1) - ql. 
Remark 2.4. There exists a nonhomogeneous version of the preceding theorem 
in which the recurrence (3) is replaced by 
,$0 bjA(x, i) = 1, x e GF(q)“, (5) 
and the coefficients bj of the minimum order relation satisfy 
(6) 
where JO= {dj, . . . , dj.}. 
3. The codes of order 3 and 3-star 
Let C s GF(q)” be an arbitrary e-error-correcting code (e > 1) of length n over 
GF(q )a 
Definition 3.1. The star-extension of the code C is the code 
C* = {(A, x) 1 I. E GF(q), x E C}. 
Let A and A* be the combinatorial matrices of C and C* respectively. 
Lemma 3.2. For all j E N and (A, x) E GF(q)“+‘, we have 
A*((& x), j) = g0 (!>A(xy 9. 
Proof. If M* is the adjacency matrix of the Hamming graph H(n + 1, q) then 
1 if(A=A’,d(x,y)=l)or(Afl’,x=y), 
M*((” X)’ (“’ Y)) = (0 otherwise. 
270 B. Courteau, A. Montpetit 
This may be written in term of the adjacency matrix 
H(n, 4) as 
M*((A,x), (n.,y,,={;;,y) i’,:,;:: 
M of the Hamming graph 
We proceed by induction on j. The case j = 0 is clearly true. Supposing the 
formula true for j, we may write 
A*((& x), j + 1) = AxY M*((& x), (A’, y>)A*((k’, y), i) 
‘2 
= z M*((h XL (A’> Y)> h (!)A(Y, 9 
i=o 1 
= 
& 7 Mb Y) i (.~)A(Y, i) + c &, sOA(y, 4 
Y 
. 
= 2 ('.i[A(x, i + 1) +A@, i)]. 
i=lJ 1 
Since 
= i (!)A, 4 + 2 (;)A@, i +1) 
the proof is complete. 0 
Definition 3.3. Let C s GF(q)” be an arbitrary code of length n. We shall say 
that C is of order 3 with parameters po, jar, p2 if 
1 
p. ifxEC, 
A@, 3) = ,u~ if d(x, C) = 1, 
p2 if d(x, C) > 1. 
C shall be called of order 3-star if C* is of order 3. 
This definition is motivated by the fact that when s’ = 3 and e 2 2 a code C of 
order 3 admits, by [5, Proposition 3.141, a 3-partition design. In the linear case 
this means that the restriction to CL of the Hamming association scheme is an 
association scheme with three classes. Moreover as we shall see below in 
Corollary 3.13, linear codes of order 3 or 3-star are closely related to triple-sum 
sets [S], a natural generalization of partial difference sets [6]. 
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Remark 3.4. An e-error-correcting code (e 2 1) C is of order 3-star with 
parameters po, pl, p2 if and only if 
PO ifx E C, 
A(x, 3) = ,ul - 3A(x, 2) - 3 if d(x, C) = 1, 
~2 - 3A(x, 2) if d(x, C) > 1. 
Theorem 3.5. Let C be an e-error-correcting code (e 3 1) of order 3 with 
parameters ,uo, pl, y, and let s’ be the external distance of C. Then s’ G 3. 
Moreover, if p2 = 0 then s’ G 2. 
Proof. We have for all x E GF(q)“, 
{ 
1 ifxEC, 0 ifxEC, 
A(x, 0) = 0 if d(x, C) = 1, A(x, 1) = 1 if d(x, C) = 1, 
0 if d(x, C) > 1, 0 if d(x, C) > 1. 
Since C is of order 3, 
i 
p. ifxEC, 
A(x, 3) = p1 if d(x, C) = 1, 
p2 if d(x, C) > 1. 
If p2 # 0, set c3 = p;‘, c2 = 0, Cl = P;YP2 - PA co = p;l(p2 - pO). Then for all 
x E GF(q)” 
c&(x, 0) + c,A(x, 1) + c,A(x, 2) + c,A(x, 3) = 1. 
By Remark 2.4 we obtain that s’ 63. If p2=0, set c3=1, c2=0, c,=-pl, 
co = -,uo. Then for all x E GF(q)” 
c,,A(x, 0) + c,A(x, 1) + c,A(x, 2) + c3A(x, 3) = 0. 
By Theorem 2.3 we obtain s’ c 2. q 
Theorem 3.6. Let C be an e-error-correcting code (e 2 1) of order 3-star with 
parameters po, ,ul, p2 and let s’ be the external distance of C. Then s’ s 3. 
Moreover, if p2 = 0 then s’ G 2. 
Proof. We have for all x E GF(q)“, 
1 ifxEC, 0 ifxEC, 
A(x, 0) = 0 if d(x, C) = 1, A(x, 1) = 1 if d(x, C) = 1, 
0 if d(x, C) > 1, 0 if d(x, C) > 1. 
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Since C is of order 3-star, 
A(x, 3) = 
{ 
PO ifxeC, 
p1 - 3A(x, 2) - 3 if d(x, C) = 1, 
1.42 - 3A(x, 2) if d(x, C) > 1. 
If pZ # 0, set cg = p;l, c2 = 3pcl;l, cl = K’(4P2 - PI), co = c1;Q2 - PO). Then for 
all x E GF(q)” 
c&(x, 0) + qA(x, 1) + c,A(x, 2) + c,A(x, 3) = 1. 
By Remark 2.4 we obtain that S’ ~3. If p2=0, set c-, = 1, c2=3, c1 =3- pr, 
co = -po. Then for all x E GF(q)” 
c&(x, 0) + qA(x, 1) + c,A(x, 2) + c,A(x, 3) = 0. 
By Theorem 2.3 we obtain S’ s 2. Cl 
Theorem 3.7. Let C be an e-error-correcting code (e 2 1) which has one or two 
nonzero dual distances, then C is a code of order 3. 
Proof. Let A be the combinatorial matrix associated to C. In both cases we can 
find integers a,, a,, a2 # 0 such that 
a&(x, 0) + alA(x, 1) + a,A(x, 2) = 1, for x E GF(q)“. 
Hence 
i 
a;‘(1 - ao) if x E C, 
A(x, 2) = a;‘(1 -al) if d(x, C) = 1, 
-1 
a2 if d(x, C) > 1. 
On the other hand, there exist also integers bo, bl, b2 such that 
b,&x, 0) + bIA(x, 1) + b,A(x, 2) + A(x, 3) = 0, for x E GF(q)“. 
Hence 
A(x, 3) = 
i 
a;‘b2(l - a,,) - b. if x E C, 
a;'b,(l - a,) - b, if d(x, C) = 1, 
a;‘bz if d(x, C) > 1. 
Then C is a code of order 3. Cl 
Remark 3.8. We can show as in Theorem 3.7 that if C is an e-error-correcting 
code (e 3 1) which has one or two nonzero dual distances then C is also a code of 
order 3-star. 
Theorem 3.9. Let C be an e-error-correcting code (e 2 1) which has three nonzero 
dual distances d;, d;, di. Then C is a code of order 3 if and only if d; + d; + d; = 
3n(q - 1)/q. 
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Proof. By Theorem 3.5 if C is of order 3 with parameters ,u~, pl, p2 then p2 # 0 
since the external distance S’ > 2. Then the unique relation (5) of minimal order 
in Remark 2.4 must be as in Theorem 3.5, 
,G1(j42 - po)A(x, 0) + &@2 - PI)A(~, 1) + 0 - A(.v 2) + &4(x, 3) = 1 
for all x E GF(q)“. But by (6) the coefficient of A@, 2) is 
4” W;) + PI(&) + PI(&) 
card C ~I(WWl)~I(~;) . 
This gives 
PI@;) + PI(&) + PI(&) = 0, 
that is 
3n(q - 1) - q(d; + d; + dj) = 0. 
Conversely, if P,(d;) + PI(&) + P,(d$ = 0, then the relation of minimum length is 
c&(x, 0) + c,A(x, 1) + +A(x, 3) = 1 for all x E GF(q)“. Thus, since 
1 ifxeC, 0 ifxeC, 
A@, 0) = 
i 
0 if d(x, C) = 1, A(x, 1) = 
{ 
1 if d(x, C) = 1, 
0 if d(x, C) > 1, 0 if d(x, C) > 1, 
we have 
c;'(l - co) if x E C, 
A(x, 3) = c;‘(l - cl) if d(x, C) = 1, 
-1 
c3 if d(x, C) > 1. q 
Theorem 3.10. Let C be an e-error-correcting code (e 2 1) which has three 
nonzero dual dktances d;, d;, d;. Then C is a code of order 3-star if and only if 
d; + d; + d; = 3[n(q - 1) + l]/q. 
Proof. By Theorem 3.6 if C is of order 3-star with parameters po, pI, ,u2 then 
p2 # 0 since the external distance s’ > 2. Then the unique relation (5) of minimal 
order in Remark 2.4 must be as in Theorem 3.6, 
K1(p2 - POMG 0) + K1(41u2 - PJA(x, 1) + 3&l@, 2) + ,G*A(x, 3) = 1 
for all x E GF(q)“. But by (6) the coefficients of A(x, 2) and A@, 3) are 
q” P,(4) + P,(4) + P,(4) 
card C P,(d;)P,(W’,(d;) 
and 
4” -1 
card C Pl(d;)P,(d#‘l(d;) ’ 
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P,(di) + PI(&) + P,(dS) = -3, 
that is 
3n(q - 1) - q[d; + d; + d;] = -3. (7) 
Conversely, if P,(d;) + PI(&) + PI(&) = -3, then c2 = 3c3 and the relation of 
minimum length is by (6) 
+4(x, 0) + cIA(x, 1) + c3(3A(x, 2) + A(x, 3)) = 1 
for all x E GF(q)“. Thus, since 
1 ifxEC, 0 ifxEC, 
A(x, 0) = 
{ 
0 if d(x, C) = 1, A(x, 1) = 1 if d(x, C) = 1, 
0 if d(x, C) > 1, 1 0 if d(x, C) > 1, 
we have 
A(x, 3) + 3A(x, 2) + 3A(x, 1) + A(x, 0) = 
i 
c;l(l + cg - c(J ifxEC, 
c;‘(l + 3c3 - cl) if d(x, C) = 1, 
-1 
c3 if d(x, C) > 1, 
which implies by Remark 3.4 that C is of order 3-star. 0 
3.1. The linear case 
Let 52 s GF(q)“ be such that GF(q)*SZ = Sz. Since Q is a union of subspaces 
dimension 1, we can choose one nonzero element in each subspace to get sZ1. The 
linear code C generated by the rows of a matrix whose columns set is Q1 is called 
the projective code associated to Q. This code is defined up to equivalence. The 
length of the projective code C associated to 52 is 
card Q/(q - 1) 
Iz = (card 52 - l)/(q 
If Ql = {gi,, gi2, . . . , ginI then 
c(h) = (h * gil> h . giz> 
Definition 3.11. The subset 
parameters PI, p2 if: 
(1) GF(q)*Q = Q, 
ifO$Q 
-1) ifOEQ. 
the codewords in C are 
. . . ) h * gin), h l GF(q)k. 
Q c GF(q)“ is said to be a triple-sum set with 
(2) card{(a,, a2, a3) E @ ) h = al + a2 + a3} = I ,u~ if h E Q\(O), p2 ifheQ’\{O}, 
where Q’ = GF(q)k \ 52 is the complement of Q. 
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Proposition 3.12 [5]. Let QE GF(q)k b e such that GF(q)*Q = 52. Let C be the 
projective code associated to Sz. Let H and A be a parity matrix and the 
combinatorial matrix associated to Cl. Then for all x E GF(q)” and j E N we have 
A(x, j) = card{(a,, . . . , aj) E (sZ\ {O}y 1 HX = a, + * * * + aj}. 
Corollary 3.13. Let 52 G GF(q)k b e such GF(q)*!Z = Q. Let C be the projective 
code associated to 52. Then: 
(1) D is a triple-sum set with parameters u,, u2 and 0 $ Q if and only if Cl i.r a 
code of order 3 with parameters uO, ul, u2 for some uo. 
(2) S2 is a triple-sum set with parameters u,, p2 and 0 E Q if and only if Cl is a 
code of order 3-star with parameters u,,, ul, u2 for some uO. 
Theorem 3.14. Let C be the projective code associated to a triple-sum set 52 with 
parameters p,, u2 = 0. Suppose that C has two nonzero weights w,, w, then q = 2 
and w1 + w2 = 3(card sZ)/q. 
Proof. Consider Cl the orthogonal of the code C. Let A be the combinatorial 
matrix associated to Cl. The hypothesis implies p2 = a;‘b2 where a2 and b, are 
as in the proof of Theorem 3.7. Hence b2= 0 and by Theorem 2.3, P,(O) + 
P,(w,) + P,(w,) = 0, i.e. w1 + w, = 3(card 52)/q. But since w1 + w2 s 2(card D - 
e)/(q - 1) - 1 where E = 1 if 0 E &2 and E = 0 if 0 $ Q, this relation is 
impossible unless q = 2 because otherwise we would have 2(card Q - e)/(q - 
1) - 1 < 3(card &2)/q. 0 
Example 3.15. Let Sz c GF(2)k be the complement of a vectorial hyperplane. 
Then 52 is a triple-sum set with parameters pl = 22k-2, p2 = 0. The weights of the 
projective code associated to Q are wl = 2k-’ - 2k-2 and w, = 2k-‘. 
4. Classification 
Let C be an e-error-correcting code (e 2 1) of order 3 or 3-star. Then, by 
Theorem 3.5 and Theorem 3.6, the external distance of C satisfies s’s3 and 
e < 3. 
Theorem 4.1. (i) There is no 3-error-correcting code of order 3. 
(ii) If C is a 3-error-correcting code of order 3-star, C is the binary Golay code 
Y& of length 23 or the repetition code of length 7. 
Proof. If C is a 3-error-correcting code then s’ = 3 by Theorem 3.5 and Theorem 
3.6. So C is perfect. There are only two possibilities, C = & or C is the repetition 
code of length 7. If C = 9&, then n = 23, q = 2 and the nonzero dual distances of 
C are dI =8, d;= 12, d;= 16 and we observe 8+ 12+ 16= 3(23 + 1)/2. So by 
276 B. Courteau, A. Montpetit 
Theorem 3.10, C is of order 3-star. If C is the repetition code of length 7, then 
n = 7, q = 2 and the nonzero dual distances of C are di = 2, d; = 4, d; = 8 and we 
observe 2 + 4 + 8 = 3(7 + 1)/2. So by Theorem 3.10, C is of order 3-star. Cl 
Proposition 4.2. If C is a 2-error-correcting code such that s’ = 3, then: 
(i) C b of order 3 if and only if C is (I., p)-uniformly packed with 
p = A + (q - 2). 
(ii) C is of order 3-star if and only if C is (A, p)-uniformZy packed with 
p = h + (q - 1). 
Proof. By [13] C is (A, p) -uniformly packed. The parameters Iz, p of C are 
related as follows: 
(i) Let C be of order 3. Let x be such that d(x, C) > 1, then by (2) 
A(x, 3) = 6(q - 2)B(x, 2) + 6B(x, 3) 
which must be, by hypothesis, a constant pz. Two cases are possible: 
(a) B(x, 2) = 1 and B(x, 3) = I which gives ,uz = 6(q - 2) + 6A, 
(b) B(x, 2) = 0 and B(x, 3) = p which gives p2 = 6~. 
Hence p = rl + (q - 2). 
(ii) Let C be-of order 3-star. Let x be such that d(x, C) > 1, then by (1) and (2) 
A(x, 3) + 3A(x, 2) = 6(q - l)B(x, 2) + 6B(x, 3) 
which must be by hypothesis a constant pz. Two cases are possible: 
(a) B(x, 2) = 1 and B(x, 3) = )c which gives p2 = 6(q - 1) + 6A, 
(b) B(x, 2) = 0 and B(x, 3) = ,u which gives p2 = 6~. 
Hence p = II + (q - 1). 0 
Recall that the annihilator polynomial of a 2-error-correcting uniformly packed 
code [ll] is 
F(z) = P,(z) + P,(z) + (I- MY)P,(Z) + (I/P)P,(Z) 
= $ [P?(z) + 3[(P - n) - (4 - 2ww 
+ [6~ - 3n(q - 1) - 3(~ - A)(q - 2) + 2(q* - 3q + 3)]P,(z) 
+ 6~ - 3n(q - l)(p - A) + 2n(q* - 6q + 4)] (8) 
where 4(z) is the Krawtchouk polynomial of degree j, j = 0, 1, 2, 3. 
By Calderbank and Goethals [2] the possible nonzero dual distances di, d& d; 
of a 2-error-correcting uniformly packed linear code are 
Case 1: d; = (a - l)p’, d; = apf, d; = (a + 1)~’ with a, t E N, if q =pm. 
Case 2: d; = a3’, d; = (a + 1)3’, dj = (a + 3)3’ with a, t E N, a f 1 (mod 3), if 
q=3”. 
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Case 3: di = a3’, db = (a + 2)3’, dJ = (a + 3)3’ with a, t E N, a f 2 (mod 3), if 
q=3”. 
We shall use this information to determine all 2-error-correcting linear codes of 
order 3 or 3-star. 
Theorem 4.3. There is no 2-error-correcting uniformly packed linear code of order 
3. 
Proof. Suppose that the code C is a 2-error-correcting uniformly packed code. 
The annihilator polynomial of C is 
F(z) = $ [P:(z) + [6~ - 3n(q - 1) - q2 + 6q - 6]P,(z) + 6,~ - n(q - l)(q - 2)] 
= WI(~)) 
because .u - A = q - 2 by Theorem 4.2. 
Case 1: By definition of F(z) and Theorem 3.9 the zeros of the polynomial 
G(y) are P,(d;) = qpL, P,(d$ = 0, P,(d;) = -qp’. Hence 
6~ - n(q - l)(q - 2) = 0, 
3n(q-1)+q2-6q+6-6p=q2p2’. 
This implies that (1 - n)(q - l)(q - 5) = q2p2* - 1 and since n > 1 and q2p2’ > 1 
we have 1 <q < 5. If q = 2 then p= 0 which is impossible. If q = 3 then 
n = 3(3a+’ - 1)/4 and d; = n(q - 1)/q = (32r+1 - 1)/2 = a3’. Hence t = 0 and n = 
3, which is impossible since C is 2-error-correcting. If q = 4 then n = 2(22’+3 +
1)/3 and d; = n(q - 1)/q = (22r+3 + 1)/2 which is not an integer. 
Case 2: By definition of F(z) and Theorem 3.9 the zeros of the polynomial 
G(y) are P,(di) = 4q3’-l, P,(d;) = q3’-‘, P,(d;) = -593’. Hence 
6~ - n(q - l)(q - 2) = 20q333’-3, 
3n(q - 1) + q2 - 6q + 6 - 6,~ = 21q232’-2. 
This implies (1 - n)(q - l)(q - 5) = 20q333’-3 +21q232’-2 - 1 from which we 
deduce that 1 < q < 5, i.e. q = 3. But if q = 3 then n = 5 - 33’ + 3(7 - 32’ + 1)/4 and 
dl = 2n/3 - 3’-’ = 10 * 33r-1 + (7 * 32* - 2 - 3’-’ + 1)/2. Hence t = 0, n = 11, p = 7 
and by Theorem 4.2, A = 6. This is a contradiction with the condition A < 
(n - e)(q - l)/(e + 1) satisfied by all (A, p)-uniformly packed codes [13]. 
Case 3: By definition of F(z) and Theorem 3.9, the zeros of the polynomial 
G(y) are P,(d;) = 5q3’-‘, P,(d;) = -q3’-‘, Pl(dJ) = -493’. Hence 
6~ - n(q - l)(q - 2) = -20q333’-3, 
3n(q - 1) + q2 - 6q + 6 - 6~ = 21q23u-2. 
This implies (1 - n)(q - 6)q = -20q333’-3 + 21q232’-2 - 6 so q 1 6 i.e. q = 3. But 
then we have -9(1 -n) = -20 - 33* + 21. 32’ - 6 which is impossible because the 
left-hand side is positive and the right-hand side is negative. 0 
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Theorem 4.4. Let C be a 2-error-correcting uniformly packed linear code of order 
3-star. Then q = 2 and C is the BCH code of length 22m+1 - 1. 
Proof. The annihilator polynomial of C is 
F(Z) = $ [P:(Z) + UP, + [6p - 3n(q - 1) - q2 + 3q]P,(z) + 6~ - dq2 - 1)l 
= W,(z)) 
because p- A. = q - 1 by Theorem 4.2. 
Case 1: By definition of F(z) and Theorem 3.10 the zeros of the polynomial 
G(y) are P,(dl) = -1 + qp’, P,(d;) = -1, P,(d;) = -1 - qpf. Hence 
6~ - n(q2 - 1) = 1 - q2p2*, 
3n(q - 1) + q2 - 3q - 6~ = q2p2’ - 3. 
This implies that (n - l)(q - l)(q - 2) = 0. Hence q = 2 and C is a binary strongly 
uniformly packed code. Then by Goethals and Van Tilborg [ll] C is the BCH 
code of length 22m+1 - 1. 
Case 2: By definition of F(z) and Theorem 3.10 the zeros of the polynomial 
G(y) are P,(d;) = -1 + 4q3’-‘, P,(d;) = -1 + q3’-‘, P,(d;) = -1- 5q3’. Hence 
6y - n(q2 - 1) = 20q333’-3 - 21q232’-2 + 1, 
3n(q - 1) + q2 - 3q + 6~ = 21q232’-2 - 3. 
This implies (1 - n)(q - l)(q - 2) = 20q333’-3 and 1 < q < 2 which is impossible. 
Case 3: By definition of F(z) and Theorem 3.10 the zeros of the polynomial 
G(y) are P,(d;) = -1 + 5q3’-‘, P,(d;) = -1 - q3’-‘, P,(dj) = -1 - 4q3’. Hence 
6y - n(q2 - 1) = -20q333’-3 - 21q232’-2 + 1, 
3n(q - 1) + q2 - 3q + 6~ = 21q232’-2 - 3. 
This implies (1 - n)(q - l)(q - 2) = -20q333’-3 and since (q - l)(q - 2) is rela- 
tively prime with 3, we would have (q - l)(q - 2) ( 20, i.e. q = 3. But then 
2(n - 1) = 20 . 33’, n = 10. 33’ + 1 and d; = (2n + 1)/3 + 3’-’ = 20 - 33’-’ + 1 + 
3’-’ = (a + 2)3’. Hence t = 0, n = 11 and p = 8, which contradicts the property 
p < n(q - l)/(e + 1) valid for all (A, p)-uniformly packed codes. Cl 
Corollary 4.5. Let C be a 2-error-correcting linear code of order 3-star. Then one 
of the following holds: 
(1) q = 2 and C is the BCH code of length 22m+1 - 1. 
(2) q = 2 and C is the repetition code of length 5. 
(3) q = 3 and C is the perfect Golay code SI1 of length 11. 
Remark 4.6. Since the proofs of Theorem 4.3 and Theorem 4.4 use only the form 
of the dual distances of C and not the fact that C is linear we can extend these 
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results to the nonlinear codes with dual distances as in Cases 1, 2 or 3 of 
Calderbank and Goethals [2]. It has to be noted that we haven’t succeeded to 
reduce the possible dual distances of 2-error correcting codes of order 3 or 3-star 
to Cases 1, 2 or 3 of [2] because in our nonlinear context we don’t have a duality 
theory. 
So, we may state the following result. 
Theorem 4.7. (i) There is no 2-error-correcting nonlinear code of order 3 with 
dual distance as in Cases 1, 2 or 3 of Calderbank and Goethals. 
(ii) Zf C is a 2-error-correcting nonlinear code of order 3-star with dual distances 
as in Cases 1, 2 or 3 of Calderbank and Goethals then, either of the following 
holds: 
(a) C is the Preparata code of length 22m - 1, 
(b) C is the Hadamard code B12 of length 11. 
5. Examples 
We shall now give some classes of examples of l-error-correcting codes of 
order 3 or 3-star. 
(1) All perfect l-error-correcting codes are codes of order 3 and 3-star by 
Theorem 3.7 and Remark 3.8 since s’ = 1 for these codes. 
(2) All uniformly packed l-error-correcting codes are codes of order 3 and 
3-star by Theorem 3.7 and Remark 3.8 since s’ = 2 for these codes. 
(3) Calderbank and Goethals [2] have given two classes of binary codes of 
length n = 2” - 1 for m 3 4. These codes are cyclic codes generated by the 
polynomial g(x) = ml(x)ms(x), w h ere s = 2’ + 1 in such a manner that either s is 
relatively prime to n or m = 2t and s = 2’ - 1 for some t E N. The dual distances 
are given by d; = 2”‘-’ - 2”‘-ler, di = 2”-‘, dl = 2”-’ + 2”-lpr for some r. In the 
second case: r = t. Then, we have 
d; + d; + dj = $(n + 1) 
so by Theorem 3.10 these codes are of order 3-star but not of order 3. 
(4) Wolfmann [14] has considered hyperquadric codes in odd dimension 
k = 2t + 1. These q-ary codes have length n = (q2f - l)/(q - 1) and admit the 
three weights wi = qa-’ - q’-‘, w2 = q2’-‘, w, = qzr-l + q’-‘. We observe that 
So, by Theorem 3.10, the orthogonal of a hyperquadric code in odd dimension 
is a q-ary code of order 3-star and not of order 3. 
(5) A new class of codes of order 3-star 
Let r E N*. In GF(q)3’ = GF(q’)3 consider the partial spread 9’ = {VI, . . . , V,} 
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deduced from an oval of the projective plane PG(q’, 2). This means that 
([lo, p. 481) m = qr + 1 and that VI, . . . , V, are r-dimensional vector subspaces 
of GF(q)3’ such that, for all triplets of distinct indices i, j, I E (1, . . . , m} 
& rl (y + V,) = (0). Let 52 be formed by choosing one nonzero vector in each 
l-dimensional vector subspace contained in VI U - * - U V, and let C = C(Q) be 
the code (up to equivalence) admitting P as a set of columns of a parity check 
matrix. The length of C is then it = m(q’ - l)/(q - 1). Applying [7, Proposition 41 
we see that C has three dual distances d; = (m - 2)q’-‘, dh = (m - l)q’-’ and 
d; = mqrel. Moreover 
d; + d; + d; = 3(m - l)q’-’ = 3q’q’-’ = 3 $= s (n(q - 1) + 1). 
Theorem 3.10 then implies that C is of order 3-star. This generalizes the example 
given in [7] where q = 2, r = 2, n = 15, d; = 6, d; = 8, d; = 10. When r is even 
these codes are not orthogonal to any hyperquadric codes because otherwise they 
should admit only two dual distances ([14]). 
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