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Abstract: Being aware of our body has great importance in our everyday life.
This is the reason why we know how to move in a dark room or to grasp a com-
plex object. These skills are important for robots as well, however, robotic bodily
awareness is still not solved. In this paper we present a novel method to implement
bodily awareness into soft robots by the integration of exteroceptive and proprio-
ceptive sensors. We use a combination of a stacked convolutional autoencoder and
a recurrent neural network to map internal sensory signals to visual information.
As a result, the simulated soft robot can learn to imagine its motion even when its
visual sensor is not available.
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1 Introduction
Bodily awareness is essential for human beings. We use it to understand the state of our body, to
be aware of its position, movement, and to process sensations, such as pain or temperature. The
sense of body-ownership is produced by the integration of a wide range of sensors [10]. These
provide information either on the outside world (exteroceptive signals), such as our vision and touch
sensors, or on the state of the inner body. The latter one can be further divided into two groups:
proprioceptive sensors, e.g. muscle spindles, that we use to sense our body position and movement,
and interoceptive sensors, that allows us to monitor our internal body, e.g. blood pressure or hunger.
Recent studies have shown that the brain integrates these signals and interoceptive or proprioceptive
awareness can modulate external representations [11], [14].
The first of these representations are developed in the fetal stage [6]. Over the early course of
our lives bodily awareness evolves as our brain learns to map the proprioceptive and exteroceptive
signals, and this mapping plays a crucial role later in accomplishing any task in which the body is
involved. Given the importance of this integration and its obvious usefulness in robotics, several
groups addressed the problem of robotic bodily awareness, since its underlying mechanisms are co-
responsible for controlling complex bodies, adapting to growth, and using tools [5], [3]. Most of
these implementations used conventional robots, that have hard components, relatively simple and
constrained behaviour and can be modelled with few degrees of freedom [2]. However, the complex
bodies of a new class of robots known as soft robots introduce many challenges and it remains an
open question how soft robots can develop bodily awareness. In this paper we try to address this,
more specifically, we propose an approach that integrates exteroceptive and proprioceptive signals
for these new types of robot.
Soft robots are flexible, compliant and predominantly made of elastic materials. They have very
high number of degrees of freedom and their movement is complex. They are often underactuated
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[8], [12], which means that their control is not trivial. In the past few years data driven, model-free
control methods have gained great interest due to their ability to learn from data and to approximate
nonlinear, hyperelastic behaviour [13], [4]. This usually exploits artificial neural networks to create
generalised models. In this work our goal is to use model-free techniques to describe the body
and the motion of a soft octopus arm [9] and to implement bodily awareness by the integration of
proprioceptive and exteroceptive information.
The proprioceptive representation in our setup is estimated by stretch sensors located inside of the
soft body. This is a biologically inspired approach: a wide variety of species including the octopus
have stretch sensors around their muscles [15] that are used for self sensing. The exteroceptive
representation is based on visual data, whose dimensionality can be reduced by encoding techniques.
The advantages of this low-dimensional representation is that it can be mapped to temporal signals
of other sensors, allowing the robot, for example, to imagine its body even if the visual sensor is not
available.
2 Methodology
We developed a soft robot simulation framework that is able to model a generic two-dimensional
continuum body. The simulation is based on a two dimensional mass-spring-damper system, where
the neighbouring masses are connected by viscous-elastic elements (Figure 1). The physical model
is described by a system of ordinary differential equations, which can be solved numerically. In
order to produce complex, nonlinear and non-periodic behaviour, the top of the soft body was excited
(horizontally moved) by a product of sinusoidal functions
f(t) = A · sin(2⇡f1t) · sin(2⇡f2t) · sin(2⇡f3t), (1)
where A is the amplitude, f1 = 2.11 Hz, f2 = 3.73 Hz and f3 = 4.33 Hz are the frequencies of
excitation. Choosing these particular frequency values ensures a long enough time period (T = 100
s) so we get enough data points for learning and evaluation without repeating the same signal [1].
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Figure 1: (a) The octopus arm was modelled by a two-dimensional mass-spring damper system
[!!publications here!!], where the neighbouring masses were connected by viscous-elastic elements.
A typical node is shown with its connections in (b). The model included 57 nodes with the mass
m = 0.01 kg, all springs had linear characteristics with the stiffness k = 1 kN/m and all viscous
dampers had the same damping coefficients b = 0.9 Ns/m. Each sensor was connected to two nodes
and the stretch was defined as the change of the Eucledian distance between the two nodes.
In order to make the robot learn to imagine its body using proprioceptive stretch sensors, the tem-
poral signal of the stretch sensors were mapped to the visual model of the simulation. Our goal was
to train a single layer, long short-term memory (LSTM) type of recurrent neural network (RNN)
using data from four stretch sensors as inputs and the complete video frames of the simulation as
outputs. However, in this case the number of neurons on the output layer (the number of pixels in
each image) was three orders of magnitude higher than on the input layer and the trained recurrent
neural network was underfit. Therefore, we used a stacked convolutional autoencoder [7] in order
to decrease the dimensionality of the visual images and to be able to train the RNN with reason-
able accuracy. The architecture of the proposed system and the learning process is shown in Figure
2
2. First, the stacked convolutional autoencoder was trained on the visual images in order to find a
low-dimensional representation of the soft body’s movement. Next, these features and the stretch
sensors’ data were used to train the recurrent neural network. Finally, the trained decoder compo-
nent was connected to the RNN creating a path for the information flowing from the stretch sensors
to the visual output.
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Figure 2: The system architecture and the learning process. First, we used a stacked convolutional
model to reduce the dimensionality of the exceroceptive (visual) representation of the body. Both the
encoder (a) and decoder (b) components had five hidden layers. (c) After training them, we mapped
the temporal data received from stretch sensors to this low-dimensional representation (shown in
green). Finally, by attaching the previously trained decoder component the robot could imagine its
body even when the visual sensor was not available.
3 Experimental Results
We trained and tested the system using the data produced by a 100 s long simulation with the time
step t = 0.01 s. We used the first 85 s (8500 images) to train and the next 10 s (1000 images) to test
the stacked convolutional autoencoder. All the images were black and white and contained 84⇥52
pixels that were normalized before the training. In order to measure the error of the trained model,
we calculated the binary cross-entropy testing loss between the original and reconstructed images,
which converged to 0.119.
After this, we trained the recurrent neural network with the same dataset to map the temporal data
received from the stretch sensors to the previously encoded representation. A high pass filter was
used to remove the small number of encoded features that did not change while the body was mov-
ing. Both the encoded features and the stretch sensors’ data were normalized prior to the training,
and we used the previous six data points to predict the next value of the signals.
3
The encoded features predicted by the recurrent neural network are shown in Figure 3. We reached
0.67 full-sequence testing accuracy with 0.051 cross-entropy testing loss. As is shown in Figure 2,
these were fed into the previously trained decoder and the images representing the soft body could
be reconstructed. We note that this was achieved using the data of the last 5 s of the simulation, that
have not been used before for training. Since the recurrent neural network predicts the next value of
the signal using the previous six data points, we used the remaining 494 to generate the plot.
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Figure 3: (a) Excitation function over time. The plot shows how the excitation changes over 494
data points. (b) Comparison between the simulated and predicted signals of two encoded features.
The figure also shows the original and reconstructed images. We note that these data points have not
been used before for training.
4 Conclusion
In this paper we implemented bodily awareness in a soft robot by the integration of exteroceptive
and proprioceptive sensors. We developed a two dimensional mathematical model that is able to
simulate the nonlinear motion of an octopus-inspired arm. The proprioceptive data were collected
from stretch sensors located inside the body, while for exteroceptive representation we used visual
data, whose dimensionality was reduced by a stacked convolutional autoencoder. We connected
and trained a recurrent neural network to the previously trained decoder component and mapped the
temporal data received from the proprioceptive sensors of the robot to the encoded features. Using
this system the robot could imagine its body moving. The advantage of the proposed architecture
is that it can be used for complex, non periodic and nonlinear movements produced by soft robotic
bodies. In the future our method can be used to implement bodily awareness into real robots and
to improve their efficiency in all kinds of tasks in which the body is involved, e.g. locomotion in
uncertain environments and manipulation of complex objects.
4
References
[1] H. Hauser, A. J. Ijspeert, R. M. Fu¨chslin, R. Pfeifer, and W. Maass. Towards a theoretical
foundation for morphological computation with compliant bodies. Biological Cybernetics,
105(5):355–370, 2011. ISSN 1432-0770. doi:10.1007/s00422-012-0471-0. URL http://
dx.doi.org/10.1007/s00422-012-0471-0.
[2] M. Hoffmann, H. Marques, A. Arieta, H. Sumioka, M. Lungarella, and R. Pfeifer. Body
schema in robotics: A review. IEEE Transactions on Autonomous Mental Development, 2(4):
304–324, Dec 2010. ISSN 1943-0604. doi:10.1109/TAMD.2010.2086454.
[3] K. Hosoda, H. Saito, and S. Ikemoto. Muscular-skeletal humanoid robot for body image con-
struction. In 2016 International Symposium on Micro-NanoMechatronics and Human Science
(MHS), pages 1–3, Nov 2016. doi:10.1109/MHS.2016.7824178.
[4] M. Ja¨ntsch, S. Wittmeier, K. Dalamagkidis, G. Herrmann, and A. Knoll. Adaptive neural
network dynamic surface control: An evaluation on the musculoskeletal robot anthrob. In
2015 IEEE International Conference on Robotics and Automation (ICRA), pages 4347–4352,
May 2015. doi:10.1109/ICRA.2015.7139799.
[5] B. Jerbic, T. Stipancic, and T. Tomasic. Robotic bodily aware interaction within human envi-
ronments. In 2015 SAI Intelligent Systems Conference (IntelliSys), pages 305–314, Nov 2015.
doi:10.1109/IntelliSys.2015.7361160.
[6] H. G. Marques, A. Bharadwaj, and F. Iida. From spontaneous motor activity to coordinated be-
haviour: A developmental model. PLOS Computational Biology, 10(7):1–20, 07 2014. doi:10.
1371/journal.pcbi.1003653. URL https://doi.org/10.1371/journal.pcbi.1003653.
[7] J. Masci, U. Meier, D. Cires¸an, and J. Schmidhuber. Stacked Convolutional Auto-Encoders for
Hierarchical Feature Extraction, pages 52–59. Springer Berlin Heidelberg, Berlin, Heidelberg,
2011. ISBN 978-3-642-21735-7. doi:10.1007/978-3-642-21735-7 7. URL http://dx.doi.
org/10.1007/978-3-642-21735-7_7.
[8] K. Nakajima, H. Hauser, R. Kang, E. Guglielmino, D. Caldwell, and R. Pfeifer. A soft body as
a reservoir: case studies in a dynamic model of octopus-inspired soft robotic arm. Frontiers in
Computational Neuroscience, 7:91, 2013. ISSN 1662-5188. doi:10.3389/fncom.2013.00091.
URL https://www.frontiersin.org/article/10.3389/fncom.2013.00091.
[9] F. Renda, M. Giorelli, M. Calisti, M. Cianchetti, and C. Laschi. Dynamic model of a multi-
bending soft robot arm driven by cables. IEEE Transactions on Robotics, 30(5):1109–1122,
Oct 2014. ISSN 1552-3098. doi:10.1109/TRO.2014.2325992.
[10] J. Smith. Bodily awareness, imagination and the self. European Journal of Philosophy, 14(1):
49–68, 2006. ISSN 1468-0378. doi:10.1111/j.1468-0378.2006.00243.x. URL http://dx.
doi.org/10.1111/j.1468-0378.2006.00243.x.
[11] M. Tsakiris, A. Tajadura-Jime´nez, and M. Costantini. Just a heartbeat away from one’s body:
interoceptive sensitivity predicts malleability of body-representations. Proceedings. Biological
sciences, 278 1717:2470–6, 2011.
[12] H. Tsutsui, Y. Murashima, N. Honma, and K. Akazawa. Robot hand with soft tactile sen-
sors and underactuated control. In 2013 35th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBC), pages 4148–4151, July 2013. doi:
10.1109/EMBC.2013.6610458.
[13] V. Vikas, P. Grover, and B. Trimmer. Model-free control framework for multi-limb soft robots.
In 2015 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pages
1111–1116, Sept 2015. doi:10.1109/IROS.2015.7353509.
[14] L. D. Walsh, G. L. Moseley, J. L. Taylor, and S. C. Gandevia. Proprioceptive signals contribute
to the sense of body ownership. The Journal of Physiology, 589(Pt 12):3009–3021, 06 2011.
doi:10.1113/jphysiol.2011.204941.
[15] M. J. Wells. Proprioception and visual discrimination of orientation in octopus. Jour-
nal of Experimental Biology, 37(3):489–499, 1960. ISSN 0022-0949. URL http://jeb.
biologists.org/content/37/3/489.
5
