Vehicle-to-Infrastructure (V2I) technology offers great potential in improving the safety 5 and mobility in a transportation system. One mobility application is the travel time 6 measurement in an urban road network. The presence of traffic control at intersections in 7 an urban network makes it challenging for traditional traffic monitoring methods to 8 provide accurate travel times. Several new technologies (e.g., Bluetooth) have been 9
Vehicle-to-Infrastructure (V2I) and Vehicle-to-Vehicle (V2V) applications are new areas 3 in the field of transportation. They provide a driving environment where each vehicle is 4 fully connected to the other vehicles and to the infrastructure in its surrounding area. The 5 goal of these applications is to improve safety and efficiency of a transportation system. 6
While these applications offer a lot of opportunities, there are technical and legal issues 7 that should be addressed before their real-world implementation. 8
The V2I and V2V applications are categorized into three main areas: safety, 9 mobility and environmental applications (1). Each of these categories could be further 10 divided into systems and subsystems. Traveler information systems are considered a part 11 of mobility applications. They provide travelers with current or predicted travel times in 12 the road network. The system delivers information to travelers through cell phone 13 applications, variable message signs, websites, media outlets, and in-vehicle navigation 14 units. Traveler information such as travel times are typically estimated by traffic 15 management centers using various travel time estimation and prediction algorithms. 16 Traditionally, traffic detectors are used as the source of data for travel time 17 estimation around the world. Traffic detectors are installed on freeways and arterials to 18 measure traffic characteristics such as flow, speed, and occupancy (2). One common 19 method of deriving link travel time from a point-based speed is to divide the link length 20 by the speed. One major disadvantage of this method is the assumption that speed of 21 vehicles remains the same throughout the link. If the link lengths are short or detectors 22
are closely spaced such an assumption may not have a significant effect on the travel time 23
estimate. However, a dense deployment of detectors is expensive not only in capital costs 24 but also in maintenance costs. Another limitation of point-based travel time estimation is 25 the difficulty in estimating travel times for arterial streets. Due to traffic signals and other 26 forms of traffic control the travel time estimation for arterials is more complex than for 27 freeways. Therefore, in recent years new methods have been proposed to estimate travel 28 times by tracking cell phones on the network (3-4), by tracking Bluetooth devices on the 29 roadway (5-7), by using toll collection data (8), automatic vehicle identification (AVI) (9-30 10) , and vehicle signature analysis (11) . Although promising, technologies such as cell 31 phone and Bluetooth tracking require sufficient market penetration and also have privacy 32 concerns. 33
In this paper, travel time estimation in an urban road network using the V2I 34 technology is investigated. One feature of the V2I environment is probe vehicle data 35 collection, where vehicles autonomously collect information such as their location and 36
speed. This data is stored in vehicle OBU. The collected data is transferred wirelessly 37 from vehicles to the system when a vehicle enters a RSE coverage range. Oh et al. (16) developed "ubiquitous probe vehicle surveillance system (UBIPROSS)" 1 that uses GPS and V2V communication to collect probe data. The probe data included 2 vehicle travel time, speed and position. In the suggested framework, probe vehicle 3 functions were to: 1) collect vehicle position data, 2) transfer the vehicle position data to 4 nearby vehicles and receive nearby vehicles position data, and 3) transmit the collected 5 data to the agents, such as roadside equipment unit (RSE) or traffic management center. 6
Monte Carlo simulation was used to identify the values of parameters affecting system 7 performance. Parameters such as the communication range, estimation interval, and 8 market penetration rate were investigated. A 1.8 mile (3 kilometer) freeway segment was 9 simulated and the result indicated that during normal traffic conditions travel time could 10 be estimated with 5% average absolute relative error. One difference between 11 UBIPROSS and the current paper is the resolution of probe data collection. UBIPROSS 12 used a fixed 1-second resolution whereas the current study uses the SAE J2735 standard 13
and treats resolution as a variable between 4 and 20 seconds. One other difference is that 14 while Oh et al. (16) 
where, The objective function, network coverage index, is a combination of the average absolute 8 travel time error ( AARE ) and the number of links for which travel time estimates can be 9
provided. The objective of this study is to find the optimal placement of RSEs in a road 10 network that maximizes the network coverage index for a given RSE deployment (i.e., 11 number of RSEs to be deployed). The optimization problem was solved using Genetic 12 Algorithms (GAs). GAs were first developed by John Holland at the University of 13
Michigan. Based on Darwin's Theory of Natural Selection, GAs are structured, yet 14 random, searches in which the survival of fittest criteria is used to proceed from one 15 generation of solutions to the next (30). The new generation of solutions (on an average) 16 is expected to perform better than the parent population because only the 'good' solutions 17 from the parent population are allowed to participate in mating and producing offspring.
18
Each possible solution is considered a chromosome and chromosomes consist of 19 genes. Thus, RSE deployment plans were coded as chromosomes where each gene 20
represented the location of a RSE. It was assumed that RSEs were only installed at 21 intersections. If a RSE was installed at an intersection the value of that gene would be set 22 to 1 and otherwise it would be set to 0. The RSE deployment plan is represented as: 23 24 A link is considered as 'covered' when V2I data is available for the link in 90% of 1 the travel time estimation intervals. The initial population was generated randomly with 2 each chromosome representing a possible plan of RSE deployment. Given a RSE 3 deployment plan link travel times were estimated using the simulation model. The 4 network coverage index was then computed from the travel times. Reproduction, 5 crossover, and mutation operators are used to create the new generation. Roulette wheel 6 selection method is used to select the chromosomes for reproduction, crossover and 7 generation (30). 8 9 SIMULATION TEST-BED 10 11 A simulation test-bed of Boise, Idaho's downtown network was developed in the 12 VISSIM traffic simulation software. A screenshot of the test-bed is shown in Figure 2 . 13
The VISSIM COM feature was used to simulate V2I applications and GAs were 14 implemented in MATLAB. Snapshots were created based on the SAE J2735 DSRC 15 message set dictionary for traffic probes and operation. The test-bed was required for 16 evaluating RSE deployment plans generated by the GAs. Link travel times were 17 estimated in five-minute intervals and the fitness values were calculated. 18
Several assumptions were made in using GAs. The population size was assumed 19 to be 10, the reproduction rate of 45%, crossover rate of 40%, and mutation rate of 15%, 20 and the total number of generations was 15. The OBU buffer size was assumed to be 30. 21
As previously mentioned, it was assumed that RSEs were only deployed at intersections. 22
The market penetration was set to 100%. 23
The road network consisted of 152 links. Travel times were estimated for 108 24 links in the network (entry and exit links in the network were not included). Average 25 length of these links is 389 feet (0.07 mile). The simulation period was 45 minutes with a 26 15-minute warm up period. The total network demand for the simulation period was 27 18,377 vehicles. 28 29
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RESULTS
2
The results of optimization for various RSE deployments are presented in this section. In 3 the full network coverage scenario, 49 RSEs are deployed in the network. Figure 3 plots 4 the improvement in the fitness value (network coverage index) versus the generation 5 number. For illustration, eight sets of RSE deployments were investigated. These sets 6 included 3, 6, 11, 14, 20, 24, 48, and 49 RSEs. Thus given the RSE set (i.e., number of 7
RSEs to be deployed) the objective was to identify the optimal locations for the set. 8 Figure 3 shows the GA results for all eight sets. Two trends are evident from Figure 3 -9 1) the fitness value improved as the generation number increased, and 2) the maximum 10 fitness value for a set increased as the set size increased (from 3 to 49). Both trends were 11 expected and desirable. In most deployments, the fitness value improved significantly 12 until 10 generations beyond which there was little improvement. 13 14
15
FIGURE 3 Network Coverage Index for GA Generations 16 17
As previously explained a link was considered "covered" in a RSE deployment if 18 a snapshot from that link was available in at least 90% of the travel time estimation 19 intervals. Thus it is desirable to maximize the number of covered links in any RSE 20 deployment. Table 1 presents the network coverage index value, number of covered links, 21
and AAE averaged over all network links in columns 2, 3, and 4, respectively. Although 22 the network AAE value did not vary much with the RSE deployment, an increasing trend 23 was observed in the number of covered links with the increase in the number of RSEs 24 deployed. For example, the coverage increased from 70% to 89% when the deployment 25 increased from 3 RSEs to 14 RSEs. 26 Table 1 reported the AAE value averaged over all covered links in the network. 27
The AAE values for individual links were also investigated. Table 2 shows the number 28 (and percentage) of links belonging to each of the following four groups based on the link 29 AAE value: 1) link AAE less than 1 second, 2) link AAE between 1 and 5 seconds, 3) 30 link AAE between 5 and 10 seconds, and 4) link AAE greater than 10 seconds. The link 31 AAE values for at least 57% of covered links were less than or equal to 5 sec in all RSE 32 deployments. On the other hand, irrespective of the number of RSEs deployed optimally, 33 Second, the traffic volume on some of the links was low, thus not having sufficient 6 sample size to estimate travel times. Third, in the current SAE standard when a vehicle 7 stops, no periodic snapshot will be recorded until the vehicle speed exceeds 10 mph. 8
Previous research has shown that this limitation affects travel time accuracy (13-14). 9 10 values in GAs for all market penetration rates are shown in Figure 4 . The results were 18 intuitive in that for each set of deployed RSEs the coverage index improved as market 19 penetration increased. The magnitude of improvement was greater when the rate 20 increased from 20% to 50% than when it increased from 50% to 80% or 80% to 100%, 21 thus indicating a non-linear relationship between the improvement in fitness value and 22 the market penetration rate. One other trend can be inferred from Figure 4 . The 23 improvement in fitness value from early generations to later generations was found to be 24
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FIGURE 4 Effect of Market Penetration Rate on Coverage Index
The effect of travel time estimation interval on the fitness value was also 6 investigated. Four different interval sizes, 30 sec, 1 min, 5 min and 15 min, were 7 evaluated for three RSE deployments -11 RSEs, 24 RSEs, and 48 RSEs. The results of 8
GAs are shown in Figure 5 . From the figure it can be inferred that the fitness values 9 improved as the interval size increased from 30 sec to 15 min for all deployments, except 10 for 48 RSEs where the fitness values of 5 min were slightly better than the 15 min values. 11
One reason for this trend is that larger interval sizes produce more snapshot samples and 12 thus improve the accuracy of travel times. 
