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Résumé
Avec la construction des robots de plus en plus complexes (technologiquement),
la croissance des architectures logicielles robotiques et l’explosion de la diversité tou-
jours plus grande des applications et misions des robots, la conception, le développe-
ment et l’intégration des entités logicielles des systèmes robotiques, constituent une
problématique majeure de la communauté robotique. En effet, de nos jours, les archi-
tectures logicielles robotiques, et donc les plateformes de développement logiciel pour
la robotique sont nombreuses, et sont dépendantes du type de robot (robot de service,
collaboratif, agricole, médical, etc.) et de son environnement (en cage, d’extérieur, en
milieu occupé, etc.). L’effort de maintenance de ces plateformes et le coût de dévelop-
pement des robots sont donc considérables.
Les roboticiens se posent donc une question fondamentale : comment réduire les
coûts de développements des systèmes logiciels robotiques, tout en augmentant leur
qualité (au sens du génie logiciel : réutilisabilité, interopérabilité, maintenabilité, etc.)
et en préservant la spécificité et l’indépendance de chaque système robotique? Cette
question induit plusieurs autres : d’une part, comment décrire et encapsuler les di-
verses fonctions que doit assurer le robot, sous la forme d’un ensemble d’entités logi-
cielles en interactions? Et d’autre part, comment conférer à ces entités logicielles, des
propriétés demodularité, de portabilité, de réutilisabilité, etc., à l’effet de capitaliser et
mutualiser les connaissances et les bonnes pratiques des experts du domaine.
L’une des solutions les plus probables et prometteuses à cette question, à notre
avis consiste à élever le niveau d’abstraction dans la définition des entités logicielles
qui composent les systèmes robotiques. Pour ce faire, nous nous tournons vers le génie
logiciel, avec ses nombreux outils parmi lesquels l’ingénierie dirigée par lesmodèles, et
plus particulièrement la conception des DSML (Domain SpecificModeling Language).
Dans cette thèse, nous réalisons dans un premier temps, une étude comparative
des langages de modélisation et de méthodes, utilisés dans le développement des sys-
tèmes embarqués temps réel en général. L’objectif de ce premier travail étant de voir
s’il en existe qui puissent permettre de répondre aux questions susmentionnées des
roboticiens. Cette étude, non seulement nous montre que ces approches ne sont pas
adaptées à la définition des architectures logicielles robotiques, mais elle aboutit sur-
tout à un framework permettant aux concepteurs des systèmes temps réel et embar-
qués, de choisir la (les) méthode(s) et/ou le(s) langage(s) de modélisation le(s) plus
adapté(s) pour leur conception.
Par la suite, nous proposons un DSML baptisé RsaML (Robotic Software Architec-
ture Modeling Language), pour la définition des architectures logicielles robotiques
avec prise en comptes de propriétés temps réel. Pour ce faire, nous identifions d’abord
les concepts du domaine que les roboticiens ont l’habitude d’utiliser pour la défini-
tion de leurs applications. Ces concepts sont hiérarchisés et structurés dans un méta-
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modèle pour fournir la syntaxe abstraite du langage. Les propriétés temps réel sont
identifiées et incluses dans les concepts concernés. La syntaxe concrète est ensuite
définie, et permet aux concepteurs de définir leurs architectures sous forme de mo-
dèles RsaML. Puis, nous définissons des règles de transformation utilisées pour dé-
velopper nos générateurs. Ces générateurs permettent à partir d’un modèles RsaML
construit, d’une part, de produire sa documentation et, d’autre part, de produire du
code source en langage C. Cette contribution est validée enfin à travers un cas d’étude,
basé sur le robot Khepera III. Le code généré n’est pas spécifique à un matériel (Khe-
pera III) particulier, et il est donc possible de changer de robot sans avoir à redéfinir
le modèle RsaML (architecture) précédemment construit, mais simplement en tenant
compte des changements (format de la commande envoyée au robot et réponse reçue
par exemple) lors de la complétion du code source généré.
Mots-clés
Architecture logicielle robotique, ingénierie dirigée par lesmodèles, langage demo-
délisation spécifique au domaine, système temps réel et embarqué, choix de méthode
de conception, développement de système.
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Abstract
With the construction of increasingly complex (technologically) robots, the growth
of robotic software architectures and the explosion of the ever-increasing diversity of
applications and robots, the design, development and integration of software Robotic
systems, are amajor issue in the robotics community. Today, robotic software architec-
tures, and therefore software development platforms for robotics, are numerous and
depend on the type of robot (service robot, collaborative, agricultural, medical, etc.)
and its environment (In cages, outdoor, occupied environment, etc.). Themaintenance
effort of these platforms and the cost of robot development are therefore considerable.
Robotics therefore pose a fundamental question : how to reduce the development costs
of robotic software systems, while increasing their quality (in the sense of software en-
gineering : reusability, interoperability, maintainability, etc.) and preserving the speci-
ficity and independence of each robotic system? This question induces several others :
on the one hand, how to describe and encapsulate the various functions that the robot
must perform, in the form of a set of software entities in interaction? And on the other
hand, how to give these software entities properties of modularity, portability, reusabi-
lity, etc., to the effect of capitalizing andmutualizing the knowledge and best practices
of experts in the field. One of the most probable and promising solutions to this ques-
tion, in our opinion is to raise the level of abstraction in the definition of the software
entities thatmake up robotic systems. To do this, we turn to software engineering, with
its many tools, including model-driven engineering, and more specifically the design
of Domain Specific Modeling Language (DSML).
In this thesis, we first carry out a comparative study of modeling languages and
methods used in the development of real-time embedded systems in general. The ob-
jective of thiswork is to see if there are any that can allow to answer the aforementioned
questions of the roboticists. This study not only shows that these approaches are not
adapted to the definition of robotic software architectures, but mainly results in a fra-
mework allowing the designers of the real-time and embedded systems to choose the
method (s) and / or the modeling language (s) most suited to their design.
Then, we propose a DSML called RsaML (Robotic Software Architecture Modeling
Language) for the definition of robotic software architectures with integration of real
time properties. To do this, we first identify the domain concepts that roboticists are
used to defining their applications. These concepts are hierarchized and structured
in a meta-model to provide the abstract syntax of the language. Real-time properties
are identified and included in the relevant concepts. The concrete syntax is then de-
fined, and allows designers to define their architectures as RsaML models. Then, we
define transformation rules used to develop our generators. These generators allow
from a RsaML models built, on the one hand, to produce its documentation and, on
the other hand, to produce source code in C language. This contribution is finally vali-
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dated through a case study, based on the robot Khepera III. The generated code is not
specific to a specific hardware (Khepera III), and it is therefore possible to change ro-
bots without having to redefine the previously constructed RsaML (architecture) mo-
del, but simply by taking into account the changes (format of the command sent to
the robot and received response for example) when completing the generated source
code.
Keywords
Robotics software architecture, model - driven engineering, domain - specific mo-
deling language, real - time and embedded system, design method choice, system de-
velopment.
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Ce chapitre est consacré au positionnement de nos travaux. Il décrit dans un pre-
mier temps le contexte dans lequel cette thèse est réalisée, puis présente la probléma-
tique et la question de recherche à laquelle elle tente de répondre. Par la suite, des pro-
positions contribuant à répondre à cette question sont décrites. Le chapitre se termine
par un petit guide de lecture, pour facilement se situer dans le présent document.
0.1 Contexte et motivations
0.1.1 Les systèmes robotiques
Les robots sont des systèmes complexes dont la conception et la mise en œuvre
nécessitent le couplage de solutions issues de plusieurs disciplines dont lamécanique,
l’automatique, l’électronique, et l’informatique. La robotique doit ses progrès aux avan-
cées réalisées dans chacune des disciplines évoquées, ainsi qu’à leur croisement. Un
robot est en général constitué de trois éléments principaux : un système mécanique,
un système électronique et un système logiciel. Les spécificités des divers domaines
d’application et des grandes catégories de robots (robotique terrestre, sous-marine,
aérienne, de service) sont souvent à l’origine de solutions différentes [121]. Certaines
applications vont requérir une réactivité importante et des capacités décisionnelles
moindres, d’autres auront des besoins de planification importants, etc. La capacité des
robots à travailler dans des environnements hostiles a permis leur utilisation dans de
nombreux domaines. Ils ont ainsi trouvé des applications dans le domaine spatial, nu-
cléaire, militaire, médical, ou encore de l’industrie automobile. Ces dernières années
ont vu apparaitre sur le marché de nombreux robots avec des missions toujours un
peu plus complexes, pouvant aller de l’automatisation des tâches simples (robot as-
pirateur, robot tondeuse, etc.), à des tâches plus complexes (exploration sous-marine,
robot démineur, etc.). [66]
0.1.2 Logiciel et architecture logicielle de contrôle
L’intégration des différentes fonctionnalités du robot et leur gestion par le système
logiciel est une question centrale pour la future industrie de la robotique, notamment
celle de service (médical, d’assistance, etc.). La qualité du sous-système logiciel d’un
système robotique dépend fortement de l’architecture logicielle définie pour le contrôle
du robot. Il existe une multitude d’approches pour concevoir et développer de telles
architectures. Ces architectures logicielles se distinguent par le besoin de prendre en
compte tout un spectre de fonctions allant de calculs délibératifs, très gourmands en
temps et en espace, jusqu’au contrôle en temps réel de dispositifs physiques. La com-
plexité sans cesse croissante de l’intelligence (système logiciel) des robots, exige d’uti-
liser pour leur développement, des techniques permettant de gérer convenablement
leur niveau de complexité. Ceci nécessite donc de suivre l’évolution des techniques
et outils développés dans l’ingénierie du logiciel, afin d’identifier ceux susceptibles de
répondre aux besoins de la robotique.
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0.1.3 Evolution de l’ingénierie du logiciel
L’ingénierie du logiciel a progressivement évolué en proposant à chaque fois de
nouvelles approches pour la modélisation des systèmes logiciels. Ainsi depuis plu-
sieurs décennies, les techniques et méthodes de l’ingénierie du logiciel n’ont cessé
d’évoluer, dans le but d’améliorer la qualité et la productivité du développement de lo-
giciel. La communauté du génie logiciel a ainsi pour objectif d’offrir lesmoyens demaî-
triser des systèmes informatiques qui ne cessent de croître, tant par leur complexité
que par leur caractère critique. Cet objectif du génie logiciel cadre bien avec celui des
roboticiens, qui sont aujourd’hui à la recherche des moyens leur permettant de mieux
maitriser les coûts et délais de développement de leurs systèmes.
L’ingénierie du logiciel s’oriente pour cela vers l’ingénierie dirigée par les modèles
(IDM), au sein de laquelle un système est vu non pas comme une suite de lignes de
code,mais commeun ensemble demodèles plus abstraits et décrivant chacun une vue
particulière du système [37]. L’arrivée de l’IDMest donc la suite d’une longue évolution
en génie logiciel, dont l’objectif est de fournir les méthodes, les techniques et les outils
concourant à la production des logiciels [37]. L’IDM apporte un haut niveau d’abstrac-
tion et vise donc à fournir des langages de modélisation, plus abstraits et plus facile-
mentmaitrisables que les langages de programmation. Un des aspects de l’abstraction
apportée par l’IDM auquel nous nous intéressons dans cette thèse est l’utilisation des
langages dédiés à un domaine particulier (comme la robotique), les DSML. Ces lan-
gages traduisent l’expérience des développeurs de plus en plus spécialisés en raison
de la multiplication des domaines d’application de l’informatique, et permettent aux
développeurs spécialisés dans un domaine, de se concentrer sur les préoccupations
spécifiques audit domaine. Un DSML peut être défini en produisant :
— sa syntaxe abstraite qui décrit les concepts (constructions) du langage et leurs
relations ;
— sa syntaxe concrète qui décrit le formalisme permettant à l’utilisateur de mani-
puler les constructions du langage;
— sa sémantique qui décrit le sens des constructions du langage.
Les possibilités offertes par l’IDM font de cette dernière une réponse potentielle aux
besoins des roboticiens. En effet, en plus du besoin d’améliorer les délais et coûts de
développement, se pose celui de la standardisation de la représentation des concepts
utilisés dans la définition des entités logicielles de ces systèmes. Ceci permettrait de
communiquer facilement les bonnes pratiques, de les réutiliser et donc de gagner du
temps. En plus, le niveau d’abstraction élevé qu’offre l’IDM permettrait de proposer
des solutions architecturales indépendantes des technologies sous-jacentes (Middle-
ware et matériels).
0.2 Défis actuels, positionnement et problématique
0.2.1 Défis actuels dans la robotique
L’intégration logicielle des fonctionnalités du robot, qui a été pendant longtemps
la face cachée de la robotique, est devenue une problématique centrale pour la fu-
ture industrie de la robotique de service (médicale, assistance, etc.). Avec la croissance
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de la complexité des systèmes robotiques et l’explosion de la diversité toujours plus
grande des applications et misions des robots, la conception et le développement des
architectures performantes et correctes est devenu un enjeu majeur [121]. Et les pro-
grès observés dans l’industrie du logiciel, font de l’application du génie logiciel dans
la robotique, l’un des principaux axes de recherches dans le domaine. L’un des défis
actuel de la robotique est donc d’utiliser des techniques, outils et méthodes qui font
leurs preuves dans le développement des systèmes logiciels « classiques », pour ac-
croitre la productivité dans le développement des systèmes robotiques et garantir la
qualité de ces derniers. Les propositions dans ce domaine visent à définir comment
décrire et encapsuler les diverses fonctions que le robot doit assurer sous la forme
d’un ensemble d’entités logicielles en interaction. L’objectif étant de conférer à la solu-
tion des propriétés de modularité, de portabilité, de réutilisabilité, de maintenabilité,
etc. L’un des domaines du génie logiciel les plus utilisés pour ces problématiques, est
celui de l’ingénierie dirigée par les modèles, à travers la définition des langages spé-
cifiques pour la robotique. Nordman et al. ont fait une étude sur les DSL(Domaine
Specific Language)[115], puis sur les DSML(Domaine Specific Modeling Language) du
domaine de la robotique[114], en analysant à chaque fois la répartitions de ces der-
niers selon les sous domaines traités par le langage (architecture et programmation,
méthode de raisonnement, contrôle demouvement, planification, etc) et selon les ap-
proches et formalismes de l’ingénierie du logiciel utilisés pour définir le DSL.
FIGURE 1 – Distribution des DSML par sous-domaines de la robotique et par formalismes de
représentation[114]
Le diagramme (1) de la figure 1montre que le sous domaine de la robotique le plus
concerné par la définition des DSML dans la robotique, est celui des architectures de
ces systèmes. Le diagramme (2) quant à lui, montre que l’outil le plus connu utilisé
pour définir les DSML dans la robotique est le framework Eclipse EMF et son méta-
modèle ECore. Les résultats décrits par le diagramme (1) montrent clairement que le
sous domaine des architectures logicielles robotiques a un besoin de réponses à des
problématiques importantes. Une analyse des solutions proposées jusqu’ici montre
qu’elles ne couvrent pas tous les aspects de ces problématiques. Ceci justifie en partie
le positionnement de nos travaux et l’utilisation d’Eclipse Ecore comme plateforme
pour la mise en œuvre.
4
Introduction générale
C’est pour tenter de relever ces défis, que dans le cadre de ces travaux de thèse,
nous nous intéressons principalement aux approches d’analyse et de conception de la
partie logicielle des systèmes robotiques.
0.2.2 Problématique
Décrire l’architecture logicielle n’est pas suffisant, car il faut ensuite l’implémenter,
la déployer et l’exécuter. Implémenter l’architecture logicielle et la déployer sur une
cible d’exécution, tout en maîtrisant les contraintes logiques et temporelles de l’exé-
cution typiques des systèmes réactifs, conduisent à considérer les contraintes prove-
nant de la plate-forme (matérielle, système d’exploitation, langages de programma-
tion) sous-jacente. Construire des architectures pérennes, réutilisables et adaptables
pour une grande variété de plates-formes et de composants physiques (capteurs, ac-
tionneurs, mais aussi processeurs, réseaux, et autres matériels parfois spécifiques à la
robotique) constitue un défi important [121]. De façon à pouvoir relever tous les défis,
la robotique est actuellement confrontée à une question fondamentale : Comment dé-
velopper des architectures de contrôle normalisées et compréhensibles, pouvant per-
mettre de capitaliser les connaissances et les bonnes pratiques des concepteurs, et qui
soient basées sur des entités logicielles fiables, composables et réutilisables, et donc,
entrainant une optimisation du temps et des coûts de développement? Répondre à
cette interrogation, demande à répondre entre autres aux questions suivantes :
— Avec quel paradigme de programmation/composition doit-on modéliser les ar-
chitectures logicielles de contrôle?
— Quel formalisme faut-il adopter pour offrir une représentation standard des ar-
chitectures logicielles robotiques? Quels langages doit-on utiliser pour modé-
liser ces systèmes? les langages généralistes? ou faut-il concevoir des langages
spécifiques à ce domaine?
— Comment capitaliser les savoir-faire en termes de conception architecturale, et
faciliter la communication et les échanges entre lesmembres de la communauté,
et donc faciliter la réutilisabilité des composants?
— Comment garantir la réutilisabilité des architectures logicielles robotiques?
— Que faut-il faire pour résorber le manque de Standardisation des concepts et des
représentations?
— Comment construire des outils qui permettraient de définir rapidement ces ar-
chitectures et d’assurer une validation plus tôt (en amont) de leur conception?
S’intéresser aux systèmes robotiques avec une vision de génie logicielle, demande
de s’intéresser aussi au processus de développement de systèmes logiciels. Il sera donc
question de comprendre ce qui est fait à chaque étape de ce processus et d’identifier
les techniques du génie logiciel qui peuvent être utilisées, pour proposer des éléments
permettant de couvrir ces étapes dans le contexte de la robotique. Le schéma de la
figure 2 donne une vue globale du positionnement de nos travaux.
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FIGURE 2 – Vue générale du positionnement de nos travaux
Sur le schémade la figure 2, nous avons le processus simplifié de développement de
système logiciel sur la colonne de gauche. La colonne dumilieu définira les techniques
du génie logiciel utilisées pour produire les outils de la colonne de droite et qui seront
utilisables dans le développement des systèmes robotiques.
0.3 Objectif et contribution de la thèse
Face au problème d’interopérabilité et de réutilisabilité, les roboticiens convergent
plus vers l’utilisation des middlewares ayant des passerelles entre eux comme ROS
(Robot Operating System) [124], YARP (Yet Another Robotic Platform) [100] et Oro-
cos (Open Robot Control Software) [30]. Il reste néanmoins un grand nombre d’ins-
titutions de recherche qui développent leurs propres midlewares pour des besoins de
recherche précis. De nouveaux middlewares ouverts et destinés à une large audience
sont susceptibles d’apparaître pour traduire les évolutions du génie logiciel.Mais, pour
le moment, les problèmes d’interopérabilité et de portabilité, de standardisation dans
la représentation, et donc de réutilisation restent donc entiers.
Une solution ne saurait être apportée simplement qu’en ne menant une réflexion
que sur les aspects technologiques (services offerts par le middleware et modèle de
composant sous-jacent). De même, les passerelles entre middleware, bien qu’étant
pratiques d’utilisation, ne peuvent être considérées comme une solution à long terme;
car elles posent des problèmes de maintenance de leur code en fonction des évolu-
tions des middlewares cibles et, surtout, ne permettent pas d’avoir une vision simple
et unifiée de l’architecture de contrôle [121]. Car les architectures de contrôle sont «
réfléchies » au niveau du code, c’est-à-dire avec les concepts avec lesquels elles sont
implémentées.
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Par contre, si les architectures et les composants étaient décrits avec un niveau
d’abstraction supérieur, à partir de concepts liés au domaine«métier», leur projection
vers du code exécutable pourrait potentiellement se faire quels que soient les middle-
wares et leurs évolutions. En d’autres termes, les solutionsmétier pourraient être réuti-
lisées/adaptées en fonction du contexte technologique. C’est suite à ce constat que les
propositions développées dans cette thèse ont été faites. Elles préconisent que la des-
cription des architectures logicielles de contrôle se fasse à un niveau d’abstraction plus
élevé.
Dans cette thèse, nous réalisons premièrement une étude comparative de diffé-
rentes approches (langages et méthodes) susceptibles d’offrir un niveau d’abstraction
assez élevé, pour mieux représenter les concepts liés au domaine métier de la robo-
tique, tout en garantissant la réutilisabilité des modèles construits. Par la suite, après
avoir constaté qu’aucune de ces approches généralistes (approches conçues pour un
vaste ensemble de domaines d’applications) n’apporte une solution aux problèmes
susmentionnés, nous proposons un DSML pour la description des architectures lo-
gicielles robotiques. Nos contributions peuvent être résumées comme suit :
— Framework pour le choix des approches de conception. Un sous-ensemble re-
présentatif des langages demodélisation et desméthodes de conception des sys-
tèmes embarqués temps réel (un système robotique en est un exemple) est iden-
tifié et présenté, en s’appuyant sur un ensemble de critères préalablement défi-
nis qui sert de fil conducteur. Une étude comparative est ensuite réalisée sur la
base de ces critères. Cette étude permet aux concepteurs de systèmes embarqués
temps réel de mieux choisir l’approche à utiliser selon leurs attentes.
— UnDSML pour la description des architectures logicielles robotiques. Les lan-
gages de description d’architecture, les langages dédiés à un domaine et plus
généralement l’Ingénierie Dirigée par les Modèles, sont autant d’outils qu’offre
le génie logiciel pour développer des modèles les plus abstraits possibles. Nous
proposons dans un premier temps, un langage demodélisation qui offre aux dé-
veloppeurs des systèmes logiciels robotiques, des concepts métiers pour décrire
les architectures et leurs composants à un niveau d’abstraction assez élevé, pour
que leurs conceptions ne soient dépendantes ni d’une plateformematérielle par-
ticulière, ni d’un middleware particulier. Puis, dans un second temps, des géné-
rateurs de code qui permettent de projeter ces descriptions (indépendantes du
matériel et du middleware), vers des implémentations particulières. Cette pro-
position définit donc des concepts au niveau d’abstraction métier du domaine
de la robotique, et permet de faire une projection vers une technologie parti-
culière. C’est de cette façon-là qu’on peut mieux garantir l’interopérabilité au
niveau technologique.
Le schéma 3 résume l’ensemble des contributions apportées à la résolution de la
problématique de cette thèse. Il reprend le schéma de la figure 2 et y ajoute des don-
nées complémentaires à plusieurs étapes du processus. Comme mentionné dans la
section 0.2.2 :
— La colonne dumilieu présente les techniques et approches du génie logiciel que
nous avons utilisées à chaque étape;
— La colonne de droite présente les éléments proposés pour supporter les activités
à réaliser à ces étape.
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FIGURE 3 – Vue générale des contributions de nos travaux
0.4 Organisation du document
Cette thèse est organisée en deux parties de trois chapitres chacune : la première
partie présente un état de l’art des travaux liés aux problématiques de la thèse; la
deuxième partie quant à elle, décrit les propositions apportées en réponses à ces pro-
blématiques. Ces deux parties sont suivies d’un chapitre 7, consacré aux conclusion et
perspectives de ce travail.
La première partie est constituée de 3 chapitres numérotés de 1 à 3 :
— Chapitre 1. Il présente les systèmes robotiques et leurs architectures logicielles.
Il donne un aperçu général des systèmes robotiques et leurs applications, pré-
sente les différentes catégories d’architectures logicielles robotiques et quelques
exemples de chacune d’elles.
— Chapitre 2. Il présente des approches (langages de modélisation et méthode)
pouvant être utilisées pour le développement des systèmes embarqués, et donc
des systèmes robotiques. Il est divisé en deux sections : la première présente les
méthodes de développement et la deuxième se consacre aux langages de modé-
lisation.
— Chapitre 3. Il présente les concepts, techniques et outils de l’ingénierie dirigée
par les modèles (IDM), et leur utilisation dans le domaine de la robotique. Il est
divisé est trois sections : la première présente les principes généraux de l’IDM,
les concepts qui y sont utilisés et les outils ; la deuxième est consacrée à un as-
pect particulier de l’IDM, les langages demodélisation spécifiques aux domaines
et leur conception; la troisième section présente enfin des utilisations de l’IDM
dans le domaine de la robotique.
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La deuxième partie dédiée aux contributions, est constituée de 3 chapitres, numé-
rotés de 4 à 6 :
— Chapitre 4. Il présente un Framework destiné à guider les développeurs des sys-
tèmes temps réel et embarqués dans le choix des langages demodélisation et des
méthodes de conception. On y définit notamment des propriétés et des critères
qui permettent de faire le choix en fonction des besoins du concepteur.
— Chapitre 5. Il est consacré à la définition d’un DSML pour la description des ar-
chitectures logicielles robotiques, baptisé RsaML. On y présente toutes les étapes
suivies pour le construire, de l’identification des concepts qui constituent sa syn-
taxe abstraite, jusqu’à la validation du langage à travers une expérimentation sur
un cas d’étude.
— Chapitre 6. Il traite des différentes transformations de modèles réalisées dans
le cadre de ces travaux de thèse, à l’effet de rendre opérationnel les modèles
construits à l’aide du langage RsaML. Cette opérationnalisation est traduite par
la capacité à générer du code à partir des modèles RsaML. On y présente toutes
les étapes suivies pour la mise en œuvre des transformations, ainsi qu’une expé-
rimentation sur un cas d’étude.
Le chapitre 7 quant à lui commence par une conclusion, qui rappelle les objectifs
de la thèse et fait un bilan des travaux réalisés, en résumant les différentes contribu-
tions apportées. Puis il présente les différentes perspectives envisageables à court et à
long terme.
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CHAPITRE 1. Les systèmes robotiques et leurs architectures logicielles
1.1 Introduction
Les systèmes robotiques intègrent plusieurs éléments parmi lesquels : le système
mécanique articulé (le robot) qui est manipulé, son environnement, les interfaces de
commandes, le logiciel de contrôle, etc. Ces systèmes étant complexes, la question de
la nécessité d’une architecture pour leur mise en œuvre reste entière. L’architecture
d’un système décrit d’une manière symbolique et schématique, la structuration de ce
dernier en termes de composants (logiciels et matériels), leurs fonctions, leurs orga-
nisations et leurs interactions. Pour le cas de la robotique, ces architectures font in-
tervenir un grand nombre de capteurs et d’effecteurs (actionneurs), un grand nombre
de traitements (traitements des signaux, raisonnement, planification d’actions, boucle
de contrôle, etc.). Certains de ces traitements doivent se faire en temps réel, alors que
d’autres prennent un temps difficilement prévisible. Nous nous intéressons (limite-
rons) aux aspects logiciels de ces architectures, bien que certains aspects matériels
puissent être évoqués. Une architecture robotique précisera donc les composants lo-
giciels et matériels utilisés pour mettre en place le robot et les interactions avec son
environnement. Il existe une multitude de ces architectures classées par catégories et
ayant chacune des avantages et inconvénients. Ce chapitre qui est consacré à l’étude
des systèmes robotiques et de leurs architectures logicielles, est structuré comme suit :
la section 1.2 fait un bref aperçu des systèmes robotiques et leurs domaines d’applica-
tion; la section 1.3 aborde les différentes catégories des architectures logicielles robo-
tique; et la section 1.4 présente quelques exemples de ces catégories d’architecture.
1.2 Les systèmes robotiques
Nous commençons cette section par quelques définitions.
1.2.1 Définitions
Définition 1.2.1 (Robotique) La robotique peut être définie comme l’ensemble des
techniques et études tendant à concevoir des systèmes mécaniques, électroniques, auto-
matiques, informatiques ou mixtes, capables de se substituer à l’homme dans ses fonc-
tions motrices, sensorielles et intellectuelles [23].
Telle que définie, la robotique vise à concevoir et construire desmachines capables
d’évoluer et d’interagir avec un environnement physique de manière a accomplir les
différentes tâches pour lesquelles elles ont été créées. Ces machines sont appelées des
robots.
Définition 1.2.2 (Robot) Selon le petit Larousse, un robot est un appareil automatique
capable de manipuler des objets ou d’exécuter des opérations selon un programme fixe,
modifiable ou adaptable.
Définition 1.2.3 (Robot) Un robot est un système mécanique poly-articulé mû par des
actionneurs et commandé par un calculateur, qui est destiné à effectuer une grande va-
riété de tâches[42].
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1.2.2 Aperçu général d’un système robotique
D’après [23], pour “mériter” le nom de robot, un système doit posséder une cer-
taine flexibilité, caractérisée par les propriétés suivantes :
— la versatilité 1 :un robot doit avoir la capacité de pouvoir exécuter une variété de
tâches, ou la même tâche de différentes manières ;
— l’auto-adaptabilité : un robot doit pouvoir s’adapter à un environnement chan-
geant au cours de l’exécution de ses tâches.
Les systèmes robotiques sont généralement composés de deux parties :
— Une partie physique comprenant sa structure mécanique et les éléments as-
sociés(capteurs, actionneurs, autre dispositif de communication avec le robot,
etc.) ;
— Une partie logicielle contenant les programmes qui permettent au robot de fonc-
tionner dans un environnement complexe, dynamique et non structuré, et qui
impacte son comportement.
La partie logicielle possède une architecture, qui est considérée comme l’architecture
logicielle du système robotique. Ce logiciel peut être situé sur un ordinateur distant,
(Figure 1.1-b), embarqué sur le robot (figure 1.1-c) ou partagé entre l’ordinateur de
commande et le robot (figure 1.1-d). La figure 1.1-a fournit une vue d’ensemble d’un
tel système.
FIGURE 1.1 – Aperçu d’un système robotique
Sur le schéma de la figure 1.1, nous avons deux niveaux matérialisés par les deux
lignes du tableau en pointillé :
— Le niveau un comprend les éléments permettant à un opérateur d’indiquer ses
requêtes (le terminal), et l’ordinateur distant (permettant d’envoyer ces requêtes
au robot) ;
— Le niveau deux contient le robot et l’environnement dans lequel il évolue.
1. versatilité : caractère versatile(changeant)
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la figure 1.2 détaille mieux cette structuration. Elle est adaptée de [42]
FIGURE 1.2 – Structure en couches d’un système robotique
Fonctionnellement, les différents éléments d’un système robotique peuvent se re-
grouper en 4 grandes catégories :
— systèmemécanique :système de corps articulés disposant d’une haute mobilité ;
— actionneurs : générateurs d’actions mécaniques pour mettre le systeme meca-
nique enmouvement;
— capteurs :mesurent l’état du système(capteurs proprioceptifs), et extraient les
informations relatives à la tâche et l’environnement dans lequel elle est réalisée
(capteurs extéroceptifs) ;
— système de contrôle/commande :ensemble de logiciels et d’électroniques pour la
commande des actions à partir des informations des capteurs, et pour la super-
vision du fonctionnement du robot.
— interface de programmation : système de programmation et de mise au point
des missions/programmes/commandes permettant le contrôle
la figure 1.3 adaptée de [23], présente un diagramme fonctionnel intégrant ces dif-
férents éléments.
FIGURE 1.3 – Architecture fonctionnelle générale d’un système robotique
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1.2.3 Quelques domaines d’application de la robotique
Les systèmes robotiques intéressent de très nombreux domaines civils etmilitaires.
Les grands champs d’application de la robotiques sont :
— la productionmanufacturière (automobile, usinage, assemblage, soudure, polis-
sage, chaine de production,etc.) ;
— les interventions en milieux hostiles(sous-marin, nucléaire, exploration plané-
taire,etc.) ;
— les systèmes de transport des biens et des personnes (véhicules intelligents, ro-
bots mobiles, etc.) ;
— l’aide et l’assistance aux personnes (humanoïde, aides techniques, agriculture,
robot de service, etc.) ;
— les nombreux domaines de la santé (chirurgie, re-éducation,manipulateur phar-
maceutique, etc. ) ;
— le ludique (robots jouets)
Ces robots prennent des formes très diverses du point de vue de leur structure méca-
nique et de leur commande. La figure 1.4 présente quelques exemples de robots.
FIGURE 1.4 – Quelques exemples de robots
1.3 Les catégories d’architectures logicielles robotiques
Les architectures logicielles robotiques[110] peuvent être classées en plusieurs ca-
tégories selon la façon de structurer les éléments et leur fonctionnement. Ainsi elles
peuvent être regroupées en quatre grandes catégories :
— les architectures centralisées classiques;
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— les architectures hiérarchiques ;
— les architectures comportementales ou réactives ;
— les architectures hybrides.
Nous décrivons ci-dessous ces différentes catégories.
1.3.1 Les architectures centralisées
Les premiers travaux concernant les architectures de contrôle robotique entrent
dans cette catégorie, et étaient inspirés de l’intelligence artificielle, c’est-à-dire organi-
sés autour de processus décisionnels et d’un état symbolique du monde et du robot.
Ces architectures placent la planification au centre du système et partagent l’axiome
suivant lequel, le problème central en robotique est la cognition, c’est-à-dire, la ma-
nipulation de symboles pour maintenir et agir sur un modèle du monde; le monde
étant l’environnement avec lequel le robot interagit. Parmi les architectures centrali-
sées, nous pouvons citer : le système de planification STRIPS [78] dans lequel le plan
est statique et le monde supposé inchangé au cours de l’exécution du plan; les archi-
tectures Blackboard[113] qui accumulent des données sur le monde et prennent des
décisions immédiates, basées à la fois sur les objectifs à priori variables et un monde
changeant. Pour une tâche donnée, si le système peut modéliser le monde suffisam-
ment bien, et si le monde obéit à son (ses) modèle(s), et si le système peut récupérer
l’information pour l’intégrer dans le cœur de la planification centrale, alors une archi-
tecture centralisée classique constitue un bon choix pour la réalisation de la tâche. Les
architectures centralisées conviennent bien aux tâches, pour lesquelles la réactivité et
le réflexe ne sont pas des critères essentiels.
1.3.2 Les architectures hiérarchiques
Le modèle d’organisation des architectures hiérarchisées, également appelées ar-
chitectures délibératives (cf. figure 1.5), centre la conception sur le système décision-
nel. Ces architectures sont organisées, dans la plupart des propositions, en plusieurs
couches (également appelées niveaux) hiérarchisées[8, 62, 147]. Une couche commu-
nique uniquement avec la couche directement inférieure et la couche directement su-
périeure. Chaque niveau a pour rôle de décomposer une tâche que lui a recommandée
le niveau supérieur, en tâches plus simples qui seront ordonnées au niveau inférieur.
Le niveau le plus haut gère les objectifs globaux de l’application, alors que le niveau
le plus bas commande les actionneurs du robot[110]. Ces architectures comportent
typiquement trois couches :
• La couche fonctionnelle contient des modules de perception qui sont en charge
de la transformation des données numériques, provenant des capteurs, en don-
nées symboliques. Elle contient également des modules de génération de trajec-
toires et des modules d’asservissement, qui sont responsables de la transforma-
tion des données provenant du niveau supérieur, en données numériques appli-
cables aux actionneurs ;
• La couche exécutive est en charge de la supervision des tâches du robot (e.g. “se
diriger vers la source de chaleur la plus proche”). Elle contient pour cela des mo-
dules qui dirigent l’exécution des modules de la couche fonctionnelle ;
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• La couche décisionnelle est en charge des mécanismes de planification (i.e. créa-
tion et supervision de plans). Elle gère la façon dont le robot va enchaîner diffé-
rentes tâches, afin de réaliser chaque objectif de sa mission. Les mécanismes de
décision de plus haut niveau, appelés traditionnellementmécanismes de délibé-
ration, sont les mécanismes centraux dans ces architectures[147], basés sur des
techniques d’intelligence artificielle.
Chaque couche a un modèle de ce qui va se produire dans le monde, étant donné
un ensemble d’entrées et de sorties, et il revient aux couches inférieures de s’assurer
que ce qui était attendu se réalise précisément[110]. L’information provenant des cap-
teurs est propagée verticalement, de la couche fonctionnelle vers la couche décision-
nelle, en traversant potentiellement toutes les couches intermédiaires. L’information
est transformée, au fur et à mesure des traitements réalisés dans chaque couche, en
une information de plus en plus abstraite. Inversement, la propagation de la décision
(sous forme de données symboliques) se fait de la couche décisionnelle vers la couche
fonctionnelle. La couche fonctionnelle applique alors, en fonction de cette décision,
les asservissements (algorithme dont l’objet principal est de stabiliser et d’améliorer la
réaction d’un système par rapport à sa consigne) adéquats (i.e. activation desmodules
d’asservissement qu’elle contient).
Le principal problème de ces architectures, c’est une réactivité assez faible, c’est-à-dire
la capacité de réagir en temps voulu à des modifications dans l’environnement. Ceci
provient de l’organisation en couches : compte tenu de la décomposition systématique
de la programmation, la chaîne allant des capteurs aux actionneurs, en passant par les
processus décisionnels capables de répondre à des changements de l’environnement
est complexe, entraînant des temps de réponse longs[110]. Le transfert de l’informa-
tiondoit obligatoirement se faire en traversant toutes les couches intermédiaires. Ainsi,
une adaptation décidée dans la couche décisionnelle (ex : modification du plan cou-
rant) se base sur des informations provenant exclusivement de la couche exécutive, qui
elles-mêmes proviennent du traitement d’informations provenant de la couche fonc-
tionnelle. La décision d’adaptation est alors propagée vers la couche fonctionnelle en
traversant les couches intermédiaires. Avec cette forme d’organisation, les traitements
réalisés dans les couches intermédiaires induisent des latences d’autant plus impor-
tantes que le nombre de couches (et donc de traitements) est grand. Comme exemple
dans cette catégorie d’architectures, nous pouvons citer : NASREM (Nasa Standard RE-
ference Model)[97], l’architecture LIFIA[78], l’architecture SMACH de l’I3S (Informa-
tique, Signaux et Systèmes de Sophia-Antipolis)[150].
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FIGURE 1.5 – Modèle d’organisation des architectures hiérarchiques ou délibératives[106]
1.3.3 Les architectures comportementales ou réactives
Dans une architecture réactive plusieurs modules relient les entrées capteurs aux
actionneurs, comme le montre la figure 1.6. Chaque module implémente un com-
portement, c’est à dire une fonctionnalité élémentaire du robot associant à chaque
vecteur d’entrée (ensemble des valeurs capteurs) un vecteur de sortie appliqué aux
actionneurs. Ces comportements sont dit “réactifs” car ils fournissent immédiate-
ment une valeur de sortie dès qu’une valeur se présente en entrée. Par exemple un
comportement dédié à l’évitement d’obstacle dans un robot mobile, appliquera une
commande aux actionneurs des roues, de façon à faire changer la direction à chaque
fois que le capteur de proximité indique la présence d’un objet.
FIGURE 1.6 – Architecture comportementale ou réactive[48]
Sur le schéma de la figure 1.6, nous avons quatre comportements, ce qui signifie
que cette architecture a quatremodules, chacun implémentant les fonctionnalité d’un
comportement.
Inspirées de l’observation des comportements d’animaux, ces architectures sont
construites selon l’idée que, de la composition d’un ensemble de comportements
élémentaires simples, peut émerger un comportement plus évolué. L’intégration de
plusieurs comportements, amène souvent des contradictions au niveau des com-
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mandes générées par ces derniers. On résout alors ce problème en ajoutant unmodule
d’arbitrage, qui va se charger de pondérer les sorties de chacun des comportements,
pour générer une sortie unique : unmacro comportement(module). Cette solution est
représentée à la figure 1.7.
FIGURE 1.7 – Architecture réactive arbitrée[27]
Sur le schéma de la figure 1.7, on obtient un nouveau comportement, c’est à dire
un nouveau module, qui est le résultat de l’arbitrage effectué par le module Arbitre.
Ce comportement final (global) du robot est alors étroitement lié à la pondération ef-
fectuée. Selon l’application que l’on veut faire réaliser au robot, il faut alors détermi-
ner un ensemble de “poids”, qui vont être utilisés par le module d’arbitrage. Toute la
complexité réside dans la recherche de la bonne combinaison de valeurs numériques
(poids), en intégrant les objectifs de haut-niveau, qui va donner le comportement glo-
bal souhaité. Pour palier à cette difficulté, vers la fin des années 80, Brooks a proposé
l’architecture dite de “subsumption”[27], qui sera présenté plus loin dans ce chapitre.
Selon cette approche, les différents comportements sont classés par niveaux de com-
pétences. Chaque niveau renferme un ensemble de modules qui implémentent un
comportement donné. Brooks a ainsi proposé un mécanisme de communication, qui
donne la possibilité aux comportements (module) d’un rang donné, de supprimer ou
modifier les entrées des comportements(module) de rangs inférieurs ou d’inhiber leur
sorties. L’architecture DAMN (Distributed Architecture for Mobile Navigation) propo-
sée par Rosenblat[126] à l’Université de Carnegie Mellon, est une autre variante des
travaux de Brooks[27]. Les travaux de Brooks ont mis en évidence l’atout de ce type
d’architecture : la rapidité de la réaction du système face aux événements extérieurs
ou à des situations spécifiques.
Les architectures comportementales ont fait leurs preuves dans de nombreuses et par-
fois spectaculaires expérimentations concernant la robotique mobile, car la réacti-
vité qui les caractérise, permet d’aborder la navigation dans un environnement dy-
namique. Toutefois, la complexité des applications reposant sur cette approche va ra-
rement au delà de la navigation. En effet, plusieurs comportements sont souvent en
concurrence pour le contrôle des actionneurs, et on ne peut pas à priori, assurer la sta-
bilité d’exécution de la loi de commandes complexes, telles que celles requises pour
le contrôle de bras manipulateurs. Ces approches présentent une autre limitation : les
comportements étant préétablis, le système s’accommode difficilement à un change-
ment de mission impromptu.
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1.3.4 Les architectures hybrides
Face aux lacunes des autres catégories d’architectures, les architectures hybrides
ont été proposées par des chercheurs. Elles allient les capacités réactives des archi-
tectures comportementales et les capacités de raisonnement (décisionnelles) propres
aux architectures hiérarchiques. Ces architectures se développent pour répondre à
la nécessité qu’ont les robots actuels, de fournir un comportement autonome dans
un environnement mal connu, avec lequel le robot doit interagir. Elles peuvent être
suffisamment souples et puissantes, pour que leur domaine d’utilisation en termes
de variété de robots contrôlés, et de type d’application justifie leur commerciali-
sation. Ces architectures intègrent une hiérarchisation des couches permettant la
symbolisation et donc la prise de décision. A cette hiérarchisation s’ajoutent des
boucles réactives imbriquées, permettant à chaque couche de fournir des réactions
adaptées à sa dynamique. Parmi elles, nous pouvons citer : Le CONTROLSHELL[130],
l’architecture du LAAS[7], l’architecture ORCCAD (Open Robot Controller Com-
puter Aided Design system) de l’INRIA[136, 137], L’architecture IDEA (Intelligent
Distributed Execution Architecture)[109], CLARATy (Coupled Layer ARchitecture for
Robotic Autonomy)[156, 157], architecture de l’ISTL (Institut Supérieur Technique de
Lisbonne)[116, 119].
Pour modéliser ces architectures, il faut bien les comprendre, afin d’identifier
les concepts qui y sont manipulés. Cette compréhension passe aussi par l’étude de
quelques exemples de chaque catégorie. Dans la section 1.4, nous présentons donc
quelques exemples d’architectures de chaque catégorie citée dans la présente section.
1.4 Quelques exemples d’architectures logicielles robo-
tiques
Les exemples sont regroupés par catégorie, et pour chaque architectures, nous fai-
sons une présentation générale, puis décrivons son principes de fonctionnement et
donnons enfin son schéma général.
1.4.1 Exemples d’architectures centralisées
Dans cette catégorie nous présentons les architectures STRIPS et Blackboard
1.4.1.1 L’architecture STRIPS
1.4.1.1.1 Présentation
STRIPS (STanford Research Institute Problem Solver)[36, 56] est un algorithme de
planification classique conçu par Richard Fikes et Nils Nilsson en 1971. C’est le pion-
nier des programmes de planification développé par l’institut de recherche de Stan-
ford. Il a été conçu pour le domaine de l’intelligence artificielle, et a été mis en œuvre
dans la planification de robots. Les auteurs l’ont appelé Solutionneur de problèmes
(problem solver), mais le terme planificateur est le plus utilisé pour qualifier cet al-
gorithme. L’algorithme de STRIPS est assez simple, mais il est intéressant comme
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exemple pédagogique. Il est important de noter qu’il existe un planificateur STRIPS,
mais aussi un langage de représentation des données utilisé par l’algorithme, et qui
porte le même nom. En raison de son pouvoir de représentation, le langage développé
pour décrire les actions de STRIPS et des modèles du monde, a été utilisé depuis lors,
avec des modifications mineures, dans un grand nombre de planificateurs classiques
(mais plus avancés que STRIPS). Avec le « General Problem Solver » (GPS) de Newell
et Simon de 1961, STRIPS fait partie des premiers planificateurs utilisés en intelligence
artificielle.
1.4.1.1.2 Principes de fonctionnement
L’algorithme de STRIPS fonctionne selon l’analyse des fins et desmoyens (ouMean
Ends Analysis) énoncée par Aristote : on part des buts que l’on veut atteindre et on
tente de trouver les moyens qui peuvent y conduire. Cela produit de nouveaux buts,
que l’on tente de résoudre et ainsi de suite, jusqu’à ce que l’on tombe sur les hypo-
thèses de départ. Le plan est alors obtenu en cheminant en sens inverse. En pratique,
l’algorithme calcule la différence entre les états du monde qu’il considère. Il considère
des actions capables de réduire ces différences et les combine pour construire le plan.
STRIPS représente le modèle du monde, comme une collection de formules de calcul
de prédicats du premier ordre. Dans ce contexte, “solutionner un problème” signifie
qu’il faut trouver une séquence d’opérateurs dans l’espace desmodèles dumonde, qui
transforment un premier modèle en un autre modèle, dans lequel une formule don-
née (objectif) peut être prouvé comme étant vrai. Deux techniques principales sont
utilisées dans la résolution de problèmes : l’analyse des moyens-fin pour la recherche
du but, et un démonstrateur de théorème, qui répond à des questions au sujet d’un
modèle du monde donné. Les composants de l’algorithme STRIPS sont :
— Les prédicats (de premier ordre) décrivant le monde, par exemple : dans-
Piece(objet4,piece2) ;
— Les états possibles du monde ; chaque état est un ensemble de prédicats ;
— Les buts qui sont des conjonctions de prédicats ;
— Les actions (aussi appelées opérateurs) définies par leurs pré-conditions
(conjonction de prédicats) et leurs effets (ajout et suppression de prédicats) sur
l’état du monde. Une action est applicable à chaque état qui satisfait ses pré-
conditions;
— La pile de traitements contenant des actions à effectuer et des buts et sous-buts
à réaliser.
Pendant son raisonnement, STRIPS construit un arbre de recherche, ayant à
chaque nœud, unmodèle dumonde et le but à atteindre; comme le montre le schéma
de la figure 1.8. Sur cet arbre, la racine comprend le modèle initial du monde (M0) et
le but principal(G0). Deux sous-buts alternatifs sont produits : Ga et Gb. En supposant
que Ga est satisfait dans M0, on peut appliquer l’opérateur Opa et produire le modèle
dumondeM1. Nous avonsmaintenant à satisfaire l’objectif G0 deM1, et ainsi de suite.
Dans cet exemple, G0 peut être prouvé directement à partir de M4, d’où la solution de
séquences d’opérateurs (c’est à dire le plan), (OPc, OPb, OPa).
Pour faciliter la compréhension, nous prenons l’exemple de la planification d’un
robot capable de changer un pneu de voiture. Nous supposons que le robot peut sortir
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FIGURE 1.8 – Exemple d’arbre de recherche produit par STRIPS[56]
le pneu neuf du coffre, retirer le pneu à plat de l’essieu, et mettre le pneu neuf sur
l’essieu. Les éléments de l’algorithme de planification sont :
1. Les prédicats : Dans(p,in), Au(p,on), Sur(p,on). P est un pneu et in/on un en-
droit ;
2. Les actions :
— Sortir(NewPneu,Coffre) :
Pré-condition :Dans(NewPneu, Coffre)
Effet : ¬Dans(NewPneu, Coffre) ∧ Au(NewPneu, Sol)
— Retirer(PneuPlat,Essieu) :
Pré-condition : Sur(PneuPlat,Essieu)
Effet : ¬ Sur(PneuPlat,Essieu) ∧ Au(PneuPlat, Sol)
— Mettre(NewPneu,Essieu) :
Pré-condition : Au(NewPneu, Sol) ∧ ¬ Sur(PneuPlat,Essieu)
Effet : Sur(NewPneu,Essieu) ∧ ¬ Au(NewPneu,Sol)
3. Etat initial du monde (le M0 de la figure 1.8) : Sur(PneuPlat,Essieu) ∧
Dans(NewPneu,Coffre)
4. But (le G0 de la figure 1.8) : Sur(NewPneu,Essieu)
L’action à exécuter pour obtenir ce but (Sur(NewPneu,Essieu)) est
Mettre(NewPneu,Essieu) (1 sur la figure 1.9). Or pour que cette dernière s’exé-
cute, il faut que le monde satisfasse les conditions Au(NewPneu, Sol) (le nouveau
pneu est au sol) et ¬ Sur(PneuPlat,Essieu) (l’ancien pneu n’est pas sur l’essieu). Ces
pré-conditions sont les nouveaux sous buts à atteindre. On recherche les actions dont
les effets produisent ces sous objectifs. L’action Retirer(PneuPlat,Essieu) (2 sur la fi-
gure 1.9) produit l’effet ¬ Sur(PneuPlat,Essieu), et l’action Sortir(NewPneu,Coffre) (3
sur la figure 1.9) produit l’effet Au(NewPneu, Sol). Les pré-conditions de ces deux der-
nières actions sont respectivement Sur(PneuPlat,Essieu) et Dans(NewPneu,Coffre).
Lesquelles sont satisfaites par les prédicats de l’état initial du monde. Donc le plan est
trouvé. Le robot devra ainsi suivre le plan 3-2-1, c’est-à-dire Sortir(NewPneu,Coffre)
-> Retirer(PneuPlat,Essieu) ->Mettre(NewPneu,Essieu), pour effectuer sa tâche.
La figure 1.9 présente l’arbre de recherche construit par STRIPS pour cet exemple.
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FIGURE 1.9 – L’arbre de recherche produit par STRIPS pour le robot changeur de pneu
1.4.1.1.3 Schéma général
L’architecture STRIPS est basée sur un algorithme, et ne propose pas de schéma à
notre connaissance.
1.4.1.2 L’architecture Blackboard
1.4.1.2.1 Présentation
L’architecture blackboard[113] est un framework pour les systèmes experts puis-
sants et flexibles. Elle représente une approche générale de résolution de problème,
qui est utilisée dans plusieurs domaines d’application, spécialement le domaine de
contrôle intelligent[92]. Le modèle blackboard est né de l’abstraction des caractéris-
tiques du système HEARSAY-II (parole et compréhension) mis au point entre 1971 et
1976. Le modèle blackboard de résolution de problème, est un cas très spécial de ré-
solution de problème opportuniste. En plus d’utiliser le raisonnement opportuniste
comme une stratégie d’application des connaissances, le modèle de blackboard pres-
crit l’organisation de la connaissance du domaine, et toutes les entrées et solutions in-
termédiaires et partielles nécessaires pour résoudre le problème. Les auteurs de cette
architecture considèrent que toutes les solutions partielles et complètes du problème,
représentent son espace de solution. Dans le modèle blackboard, l’espace de solution
est organisé en une ou plusieurs hiérarchies d’applications dépendantes. L’informa-
tion à chaque niveau dans la hiérarchie, représente les solutions partielles, et est asso-
ciée à un unique vocabulaire décrivant l’information. Les connaissances du domaine
sont partitionnées en des modules indépendants de connaissances, qui transforment
l’information d’un niveau, en des informations éventuellement utilisables à d’autres
niveaux de la hiérarchie ou demême niveau. Lesmodules de connaissance réalisent la
transformation en utilisant des procédures algorithmiques ou des règles heuristiques,
qui génèrent les transformations actuelles ou hypothétiques. Dans cette architecture,
on a une base de données globales appelée blackboard, et un ensemble de sources de
connaissances logiquement indépendantes, appelées sources de connaissances. Ces
dernières sont responsables des changements dans la base de données globale.
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1.4.1.2.2 Principes de fonctionnement
Le modèle blackboard est habituellement décrit comme étant constitué de trois
composants majeurs :
• La base de donnée globale du blackboard (BB) : les données d’état de résolu-
tion de problème sont conservées dans une base de données globale, le black-
board. Les sources de connaissances produisent des changements pour le black-
board, qui conduisent de façon incrémentale à une solution au problème. La
communication et l’interaction entre les sources de connaissances, s’effectuent
uniquement par l’intermédiaire du blackboard. C’est la partie du système qui
est utilisée pour stocker les connaissances, accessibles à toutes les sources de
connaissances. Les objets qui sont placés dans le BB peuvent être des données,
des résultats partiels, des hypothèses, des solutions alternatives et finales. Le BB
peut être partitionné en un nombre illimité de sous BB, aussi appelés plans ou
panneaux. En d’autres termes, le BB peut être divisé en plusieurs niveaux de BB
correspondant à différents aspects du processus de solution.
• Les sources de connaissances : la connaissance requise pour résoudre le pro-
blème est partitionnée en sources de connaissances, qui sont séparées et in-
dépendantes. Les sources de connaissances (KS : knowledge source) sont des
modules auto-sélectifs de connaissance du domaine. Chaque KS peut être vue
comme un programme indépendant, spécialisé dans le traitement d’un certain
type d’information ou de connaissance d’un domaine étroit. Chaque KS devrait
avoir la capacité de s’auto-évaluer, pour savoir s’il devrait contribuer à la résolu-
tion de problèmes dans tous les cas. Chaque KS a son propre ensemble de procé-
dures de travail ou règles, et chacune possède également sa propre structure de
données. Celle ci contient des informations nécessaires à une exécution correcte
des KS.
• Le contrôleur : les sources de connaissances réagissent de façon opportuniste
aux changements dans la base de données globale. Il existe un ensemble de mo-
dules de contrôle qui surveillent les changements sur le BB, et décident des ac-
tions à prendre.
Différents types d’informations sont rendus disponibles au niveau global pour les mo-
dules de contrôle. L’information peut être sur le BB ou conservée séparément. L’in-
formation de commande est utilisée par les modules de commande, pour déterminer
le centre d’attention. Le centre d’attention indique l’élément suivant à traiter. Il peut
être la source de connaissance (c’est-à-dire quelle est la source de connaissances sui-
vante à activer) ou les objets du BB (quelles sont les plages de solutions suivantes à
poursuivre) ou encore une combinaison des deux (quelles sources de connaissances
doivent s’appliquer à quels objets).
1.4.1.2.3 Schéma général
Le schéma général original de blackboard proposé par les auteurs, est donné sur
le schéma (a) de la figure 1.10[113]. Ici on remarque qu’il n’y a pas de contrôleur.
Par contre, comme mentionné ci dessus, l’architecture blackboard de base se com-
pose d’une zone de données partagées appelée blackboard, un ensemble de sources
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de connaissances indépendantes, et une unité de contrôle, également appelée le pla-
nificateur. Il fournit un moyen d’organiser l’application de ces connaissances et la co-
opération nécessaire entre les sources de cette connaissance. Une forme améliorée de
cette architecture, proposée dans [118] est donnée par le schéma (b) de la figure 1.10.
FIGURE 1.10 – Schéma général de l’architecture blackboard[113, 118]
1.4.2 Exemples d’architectures hiérarchiques
1.4.2.1 L’architecture NASREM[8]
1.4.2.1.1 Présentation
Le NASREM (NASA/NBS Standard ReferenceModel) définit une architecture infor-
matique logique pour la télé robotique, dérivée d’un grand nombre de concepts dé-
veloppés dans les programmes de recherche, antérieurs et en cours au moment de sa
définition (Avril 1989). Le système a été développé pour commander simultanément
un certain nombre de robots, machines à outils, lesmatériaux et les systèmes de trans-
port dans un atelier d’usinage, et a ensuite été étendu au contrôle des véhicules sous-
marins autonomes. Cette architecture intègre de nombreux concepts d’Intelligence Ar-
tificielle, comme la décomposition d’objectifs, la planification hiérarchique, l’analyse
d’images dirigée par les modèles, les systèmes de blackboard, et les systèmes experts.
Elle les intègre dans un framework qui comprend également des concepts modernes
de contrôle, comme le contrôle de l’espace d’état multi variée, le modèle de référence
de contrôle adaptatif, l’optimisation dynamique, et les systèmes d’apprentissage. L’ar-
chitecture NASREM définit un ensemble de modules, et d’interfaces standard qui fa-
cilitent la conception de logiciels, le développement, la validation et le test, et rend
possible l’intégration de logiciels de télérobotique, à partir d’une grande variété de
sources.
1.4.2.1.2 Principes de fonctionnement
L’architecture NASREM, est structurée hiérarchiquement en un ensemble de
couches, comme le montre la figure 1.11, de telle sorte qu’une transformation fonda-
mentale est effectuée à chaque couche. A la couche une, les coordonnées sont trans-
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formées et les sorties sont asservies. A la couche deux, les dynamiques de lamécanique
sont calculées. A la couche trois, les actions sont générées pour accomplir les mouve-
ments issus des tâches de la couche quatre. Par exemple l’observation et l’évitement
des obstacles. A la couche quatre, les tâches sur les objets se transforment en mouve-
ments des effecteurs. A la couche cinq, des tâches sur des groupes d’objets sont ordon-
nées et planifiées. A la couche six, les objets sont groupés, des ressources sont affectées
aux sites de travaux, et des pièces et des outils sont mis en relation entre les lieux et les
sites d’exécution.
La communication dans l’architecture NASREM est à la fois hiérarchique et horizon-
tale :
• Le flot de commandes et l’état du retour de ces commandes sont hiérarchiques.
Les commandes de haut niveau ou les objectifs, sont décomposés à la fois spa-
tialement et temporellement, à travers la hiérarchie du niveau de contrôle dans
des chaines de sous commandes. Chaque module de décomposition de tâches
représente un nœud dans l’arbre des commandes. Il reçoit les commandes d’en-
trée d’un et un seul superviseur, et produit en sortie des sous commandes à un
ensemble de modules, subordonnés au niveau suivant en bas dans l’arbre. Les
sorties du niveau inférieur, sont constituées de signaux d’entraînement des mo-
teurs et des actionneurs.
• Le partage des données est horizontal entre les modules d’un même niveau. A
la fois en termes de volumes et de quantités transmises en une fois (largeur du
bus de données), il y a plus d’informations échangées horizontalement entre les
modules d’un même niveau, que échangées verticalement entre les niveaux le
long des branches de l’arbre de commandes.
L’architecture NASREM est aussi partitionnée horizontalement en trois sections :
décomposition de tâches, modélisation du monde et traitement sensoriel. La décom-
position des tâches inclut le planning et le monitoring des tâches, les décisions axées
sur les valeurs, et les interfaces des entrées des opérateurs. Lamodélisation du monde
inclut la conception assistée par ordinateur de modèles d’objets et des structures, les
cartes des espaces, les listes des objets avec leurs caractéristiques, les tables des va-
riables d’état qui décrivent à la fois le système et l’environnement. Le traitement sen-
soriel inclut le traitement du signal, la détection des motifs, la reconnaissance des ca-
ractéristiques, les objets et les relations.
1.4.2.1.3 Schéma général
La structure générale de l’architecture de contrôle de système robotique NASREM
est présentée à la figure 1.11. C’est une hiérarchie à trois pattes(rangés) de modules
de calcul, desservies par un système de communication et une mémoire globale, et
interfacé par des postes de travail de l’opérateur.
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FIGURE 1.11 – Schéma général de l’architecture NASREM[150]
Sur le schéma de la figure 1.11, les modules de décomposition exécutent les fonc-
tions de planification temps réel de suivi des tâches, et décomposent les objectifs à la
fois spatialement et temporellement. Les modules de traitement sensoriel sont char-
gés de filtrer, de mettre en corrélation, de détecter et intégrer l’information sensorielle
dans l’espace et dans le temps, afin de reconnaître et de mesurer les tendances, les
caractéristiques, les objets, les événements et les relations dans le monde extérieur.
Les modules de modélisation du monde répondent aux requêtes, font des prévisions
et exécutent les fonctions d’évaluation sur l’espace d’états, défini par les informations
stockées dans la mémoire globale. La mémoire globale est une base de données qui
contient lameilleure estimation du système, de l’état dumonde extérieur. Lesmodules
de modélisation du monde sont chargés de maintenir la base de données globale ac-
tualisée et cohérente.
1.4.2.2 L’architecture KAMARA
1.4.2.2.1 Présentation
KAMARA (Karlsruhe Multi-Agent Robot Architecture)[90] est une architecture de
contrôle mise au point à l’université de Karlsruhe en Allemagne, pour leur robot
nommé KAMRO. KAMARA est basée sur le blackboard. Cette architecture a plusieurs
niveaux constitués chacun par un Système de blackboard. Chaque blackboard possède
une unité de contrôle indépendante. Les différentes tâches du contrôleur sont distri-
buées à plusieurs entités logicielles. Une difficulté est la coordination des tâches de
chaque composant.
1.4.2.2.2 Principes de fonctionnement
KAMARA est basée sur la notion d’agent. Les auteurs donnent une définition
d’agent qui permet en elle-même de hiérarchiser le système. Dans cette définition,
un agent est composé de trois parties : le communicateur, la tête (pour le planning
et la sélection des actions) et le corps de l’agent (pour l’exécution des actions). Le com-
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municateur connecte la tête d’un agent aux autres du même niveau de communica-
tion ou à un niveau supérieur. La tête est responsable du processus de sélection des
actions du corps (approche centralisée), organise la communication entre les corps
des agents activement et passivement (approche distribuée). Le corps lui-même est
composé d’un ou de plusieurs composants d’exécution, qui peuvent être considérés
comme des agents. Cette architecture fait une extension du concept de contrôle distri-
bué, en introduisant un agent exécutif spécial. Comme les autres agents, il est constitué
de 3 parties. Mais contrairement aux autres, son corps est autorisé à allouer les corps
des autres agents, le cas échéant, et de les contrôler par des canaux de communication
privilégiés avec des taux de transfert élevés. Pendant ce temps, les agents normaux
n’ont pas accès à leur corps, car ils sont utilisés par l’agent spécial. Dans cette archi-
tecture, un agent est capable d’exécuter une seule tâche à la fois. Ceci parce que, son
corps est implémenté comme une unique procédure.
1.4.2.2.3 Schéma général
La figure 1.12 ci-dessous présente le modèle de cette architecture. Une partie de
cette architecture est embarquée sur le robot ; cette partie embarquée est une archi-
tecture blackboard, ayant plusieurs sources de connaissances et un blackboard hiérar-
chisé décomposé en trois niveaux : un sous blackboard locomotion, un sous backboard
environnement et un sous blackboard identification.
FIGURE 1.12 – Schéma général de la partie embarquée de l’architecture KAMARA[90]
L’architecture KAMARA est structurée en niveaux de communication. Chaque
agent se situe à un niveau (contenant un système de blackboard) dans cette hiérar-
chie. Et comme nous l’avons mentionné plus haut, chaque agent par sa définition est
hiérarchisé : sa tête qui planifie et sélectionne les actions, son corps qui exécute ces
actions, et le communicateur qui lie les deux précédentes parties.
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1.4.3 Exemples d’architectures comportementales ou réactives
1.4.3.1 L’architecture de subsomption
1.4.3.1.1 Présentation
L’architecture de subsomption (subsumption architecture)[27] est sans doute l’ar-
chitecture réactive la plus connue et la plus influente. Elle a été proposée par Rod-
ney Brooks. L’une des principales caractéristiques de cette architecture, est l’existence
d’une hiérarchie entre les comportements, au sens qu’un comportement de rang supé-
rieur (haut niveau), peut influencer les actions des comportements de rangs inférieurs
(bas niveau). En effet, une architecture de subsomption comporte plusieurs modules,
chaque module étant responsable de la réalisation d’une tâche simple. Ces modules
correspondent à des comportements spécifiques pour accomplir une tâche particu-
lière, et s’appellent modules de compétence. Selon cette approche, les différents com-
portements sont classés par niveaux de compétence. Chaque niveau renferme un en-
semble demodules qui implémentent un comportement donné. Chaquemodule d’un
niveau, peut inhiber les sorties ou supprimer les entrées de modules du niveau immé-
diatement inférieur. Brooks a proposé un mécanisme de communication, qui donne
la possibilité aux comportements d’un rang de supprimer ou modifier, les entrées des
comportements de rangs inférieurs ou bien d’inhiber complètement leur sorties.
1.4.3.1.2 Principes de fonctionnement
Définition 1.4.1 Unniveau de compétence est une spécification informelle, d’une classe
de comportements pour un robot, dans tous les environnements qu’il sera susceptible de
rencontrer.
Les huit niveaux proposés par Brooks sont regroupés dans leur ordre hiérarchique
comme le montre la figure 1.13.
FIGURE 1.13 – Décomposition d’un système de contrôle en comportements[27]
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Les niveaux 0, 1 et 2 correspondent à des niveaux de haute priorité, regroupant des
actions de type réflexe, essentielles à la survie du robot. Ce sont l’évitement d’obstacles
mobiles, l’évitement d’objets se rapprochant dangereusement ainsi que la poursuite
d’une cible. Les couches supérieures contiennent la partie décisionnelle du système de
navigation. Elles sont de faible priorité. Elles regroupent la reconnaissance des formes,
des objets, des lieux mais aussi la cartographie et le choix des buts. Elles ont pour but
de permettre au robot, de répondre à un critère prédéfini et maîtrisable. Chaque ni-
veau de compétence correspond à une couche de contrôle. Cette couche est composée
d’un ensemble de modules fonctionnant de manière asynchrone, et pouvant commu-
niquer à l’aide demessages. En particulier, il n’existe pas demémoire globale partagée,
ni de système de contrôle centralisé. Pour la perception de l’environnement, plusieurs
modules peuvent assumer l’exécution d’une action différente. Pour choisir l’action la
plus opportune, les modules sont organisés en couches hiérarchisées ; chaque couche
ayant une priorité différente. Les couches supérieures correspondent à des tâches plus
abstraites, qui sont détaillées à l’aide des tâches plus concrètes et plus simples. Les
couches supérieures ayant une priorité plus petite que les couches inférieures. Les
couches inférieures correspondent aux tâches simples, et elles ont une priorité plus
grande. La figure 1.14 montre une telle architecture.
1.4.3.1.3 Schéma général
La figure 1.14 présente une exemple d’architecture de subsomption.
FIGURE 1.14 – Architecture subsumption[27]
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1.4.3.2 L’architecture DAMN
1.4.3.2.1 Présentation
DAMN (Distributed Architecture for Mobile Navigation)[126] est une architecture
basée sur le comportement, et qui est similaire (d’un certain point de vue) à des sys-
tèmes réactifs tels que l’architecture de subsomption. Mais à la différence des plani-
ficateurs traditionnels centralisés de l’intelligence artificielle, qui construisent un mo-
dèle du monde centralisé et planifient un chemin optimal à travers ce modèle, une
architecture basée sur le comportement consiste en des modules de réalisation de
tâches spécialisées, qui fonctionnent indépendamment et ne sont responsables que
d’une partie très étroite du contrôle du robot, en évitant ainsi la nécessité d’une fusion
des capteurs. L’architecture DAMN est conçue pour fournir des capacités de base in-
dispensables à tout système de robot mobile, ou premier niveau de compétence dans
le « langage » de l’architecture de subsomption. Dans DAMN, il s’agit de comporte-
ments sécuritaires qui évitent par exemple un renversement du véhicule (robot) ou
le patinage de ses roues, des comportements d’évitement d’obstacles pour éviter des
collisions, ainsi que divers comportements auxiliaires.
1.4.3.2.2 Principe de fonctionnement
Dans cette architecture présentée sur le schéma de la figure 1.15, plusieurs com-
portements élémentaires tels que le suivi de route ou l’évitement d’obstacle adressent
des votes à unmodule spécial appelé "arbitre de commande". Ces entrées sont combi-
nées et le résultat est une commande qui sera transmise au contrôleur du véhicule (ro-
bot). Un poids est assigné à chaque comportement, reflétant sa priorité relative dans le
contrôle du véhicule. A la différence de l’architecture subsumption, les poids peuvent
varier au cours du temps. En effet, unmodule nommé "générateur de mode", va calcu-
ler ces derniers tout au long de la mission et favoriser ainsi à chaque instant, certains
comportements par rapport à d’autres, selon la situation rencontrée. Dans DAMN,
on peut avoir des actions concurrentes ; et pour prendre en compte cette possibilité,
DAMN utilise un système où chaque comportement vote, pour ou contre chacune des
actions possibles du véhicules. Un arbitre effectue ensuite la commande de fusion,
pour sélectionner l’action la plus appropriée. Bien que tous les votes doivent passer
par la commande arbitre avant qu’une action ne soit entreprise, la fonction fournie
par l’arbitre est assez simple, et ne représente pas le goulot d’étranglement centralisé
des systèmes plus traditionnels.
1.4.3.2.3 Schéma général
La figure 1.15 présente le modèle de l’architecture DAMN
FIGURE 1.15 – Architecture DAMN[126]
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1.4.4 Exemples d’architectures hybrides
1.4.4.1 L’architecture du LAAS
1.4.4.1.1 Présentation
Le LAAS (Laboratoire d’Analyse et d’Architecture des Systèmes)[7] propose un en-
vironnement logiciel constitué d’outils pour modéliser, programmer, exécuter et dans
une certaine mesure valider, des architectures de contrôle. Cet environnement s’ap-
puie sur un modèle d’architecture (figure 1.5) qui définit un découpage d’une archi-
tecture de contrôle en trois niveaux, à savoir :
• Le niveau fonctionnel qui constitue l’interface entre les entités des couches su-
périeures et la partie physique du système. Il est le siège des fonctions de base
du système : fonctions sensori-motrices, fonctions d’asservissement (ex. navi-
gation), fonctions de traitement (ex. planificateur de trajectoire, segmentation
d’image). Il intègre un ensemble d’actions élémentaires du robot, implémentant
des fonctions de traitement, et axées sur les boucles d’asservissement orientées
tâches (planification de mouvement, vision, localisation, suivi de commande de
mouvement, etc.), et les fonctions de contrôle programmables (paires condition-
réaction) utilisées pour déclencher des réflexes. Les fonctions sont intégrées
dans lesmodules. Unmodule est une entité logicielle capable d’effectuer un cer-
tain nombre de fonctions spécifiques, en traitant les entrées, ou agissant sur les
périphériques matériels du robot et/ou d’autres modules. Un module peut lire
les données exportées par d’autres modules, et émettre ses propres résultats du
traitement dans les structures de données exportées. Le niveau fonctionnel peut
être vu comme une bibliothèque de fonctions avec des capacités temps réel.
• Le niveau de contrôle d’exécution, est en charge de vérifier les requêtes envoyées
aux modules du niveau fonctionnel, et de l’utilisation des ressources du robot. Il
contrôle et coordonne l’exécution des fonctions réparties dans lesmodules selon
les exigences des tâches.
• Le niveau décisionnel contient les mécanismes de décision du robot, en particu-
lier la production et la supervision de plans et la réaction à des situations parti-
culières (ex. pannes matérielles). Ce niveau comprend deux entités : un exécutif
procédural et un planificateur/exécutif temporel. Il inclut les capacités de pro-
duction du plan des tâches et de supervision de leur exécution, tout en restant
en même temps réactif aux évènements du niveau contrôle. Ce niveau peut être
décomposé en deux ou plusieurs couches, basées sur le même principe concep-
tuel, mais utilisant des abstractions de représentation différentes ou des outils
algorithmiques différents, et ayant différentes propriétés temporelles.
1.4.4.1.2 Principes de fonctionnement
Au niveau fonctionnel, toute fonction est encapsulée dans unmodule (nom donné
aux entités logicielles qui constituent la couche fonctionnelle) généré par l’outil
GenoM[58]. Un module offre un ensemble de services accessibles via des requêtes
asynchrones (permettant de le démarrer/arrêter/paramétrer), chaque service offrant
un rapport de fin d’exécution (i.e. bilan d’exécution). Un module est en charge d’une
ressource physique ou logique et dispose des fonctions nécessaires au contrôle de cette
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ressource, ainsi qu’un contexte d’exécution propre. Pour rendre cette couche la plus
indépendante possible du matériel, et donc portable d’un robot à un autre, il est in-
terfacé avec les capteurs et les actionneurs à travers un niveau de robot logique. Afin
d’accomplir une tâche, les modules sont activés par le niveau suivant(supérieur). Les
fonctions opérationnelles du niveau fonctionnel permettent au robot de se déplacer,
percevoir, modéliser, exécuter une trajectoire, estimer sa position et ainsi de suite.
Le niveau de contrôle d’exécution agit comme un filtre, qui peut refuser certaines
requêtes (provenant de l’opérateur ou d’un module) en fonction du contexte du robot
(actions en cours, ressources utilisées, etc.) et d’un modèle défini par l’opérateur.
Au niveau décisionnel, l’exécutif procédural est responsable de la supervision des
missions envoyées par les opérateurs humains. Pour cela, il interagit avec le plani-
ficateur/exécutif temporel, afin que celui-ci génère le plan permettant de réaliser la
mission reçue. Une fois ce plan généré, l’exécutif procédural est chargé d’exécuter les
actions définies dans le plan de mission. Pour cela il interagit avec les modules du ni-
veau fonctionnel via le niveau de contrôle d’exécution (qui filtre ses requêtes et les
bilans d’exécution des modules fonctionnels). A la fin de la réalisation d’une action
(terminaison d’un module fonctionnel), il(l’exécutif procédural) envoie au planifica-
teur/exécutif temporel un bilan notifiant un succès ou un échec de l’action courante.
1.4.4.1.3 Schéma général
La figure 1.16 présente l’architecture du LAAS
FIGURE 1.16 – Architecture générique du LAAS[7]
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1.4.4.2 L’architecture CLARATy
1.4.4.2.1 Présentation
CLARATy (Coupled Layer ARchitecture for Robotic Autonomy)[111, 156, 157] est un
modèle d’architecturemixte proposé par leNASA Jet Propulsion Laboratory et l’univer-
sité Canergie Mellon de Pittsburg. Dans le modèle CLARATy, la décomposition d’une
architecture de contrôle se fait en deux couches : la couche fonctionnelle et la couche
décisionnelle. Cette architecture se positionne comme une évolution des architectures
à trois niveaux. Les principaux arguments avancés par les auteurs sont les suivants :
— Les architectures à trois niveaux ont tendance à cantonner et à cloisonner les ac-
tivités de type décisionnel au plus haut niveau, sans permettre la mise en œuvre
d’algorithmiques de ce type au plus bas niveau;
— Il faut un couplage fort entre la couche décisionnelle et la couche fonctionnelle
qui peuvent ainsi interagir à tous les niveaux de granularité.
1.4.4.2.2 Principes de fonctionnement
Commementionné, l’architecture CLARAty se compose de deux couches :
— La couche fonctionnelle : La description de la couche fonctionnelle repose sur
une approche objet, qui permet une forte réutilisabilité du code et l’extension
facilitée des fonctionnalités d’un contrôleur. L’approche objet permet, à travers
une décomposition modulaire et hiérarchique, de représenter un système robo-
tique à différents niveaux d’abstraction. Les classes abstraites servent à repré-
senter des concepts génériques, comme par exemple le concept de locomoteur
qui encapsule les fonctions de locomotion d’un robot. Ces classes peuvent être
alors spécialisées en fonction du matériel physique utilisé (roues, capteurs, bras
mécanique etc.). Cela favorise l’optimisation des traitements en fonction de ce
matériel et cela permet, dans une certaine mesure, de découpler les procédures
génériques des capacités spécifiques d’un système. Trois catégories de classes
d’objets sont définies dans CLARATy : les Data Structure Classes permettent de
représenter, manipuler et stocker les données; les Generic Physical Classes per-
mettent de représenter des entités physiques, par exemple le locomoteur, la ca-
méra, la roue, le manipulateur ; les Generic Functional Classes représentent un
algorithme générique. Une telle classe utilise, pour définir son contenu, un en-
semble de Generic Physical Classes.
— La couche décisionnelle : elle est en charge de la gestion de l’intelligence du ro-
bot ; elle est spécifique à chaque robot. Elle est utile à la planification et à l’exécu-
tion de plans. Elle permet de transformer les objectifs de haut niveau d’abstrac-
tion, reçus par le robot, en une série d’objectifs ordonnés suivant un ensemble
de contraintes connues et selon l’état du système. Afin de réaliser des objectifs,
la couche décisionnelle interagit avec les objets de la couche fonctionnelle, à tra-
vers un protocole client/serveur lui permettant de connaître l’état des ressources
physiques du robot à unmoment donné, de contrôler les asservissements du ro-
bot, de demander l’exécution de traitements spécifiques (exp. calcul de trajec-
toire). Cette couche est décrite suivant un arbre des objectifs, qui représente la
décomposition des buts de haut niveau d’abstraction en sous-buts. Chaque but
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ou sous-but peut être décomposé jusqu’à arriver aux buts feuilles qui accèdent
directement à la couche fonctionnelle.
1.4.4.2.3 Schéma général
La figure 1.17 présente l’architecture CLARATy. On y voit : la couche fonction-
nelle(bleu), la couche décisionnelle(rouge) et les relations entre les deux.
FIGURE 1.17 – Architecture CLARATy[153]
1.4.4.3 L’architecture ORCCAD
1.4.4.3.1 Présentation
ORCCAD (Open Robot Controller Computer-Aided Design)[11, 24, 136] est une ar-
chitecture de contrôleur ouverte pour la robotique proposée par l’INRIA. Elle propose
une approche cohérente partant d’une spécification de haut niveau vers l’implémen-
tation; et offre plusieurs outils pour la conception et le test. La principale entité consi-
dérée dans cette proposition est la tâche du robot, qui est une action de contrôle élé-
mentaire, associée à un comportement local contrôlé par un ensemble d’observateurs,
et modélisé par un automate à états finis. Elle est constituée d’un ensemble de tâches
de communication temps réel, appelées tâches-module, qui spécifient les caractéris-
tiques temporelles et de synchronisation. Les tâches-modules gèrent le comportement
des tâches-robot et le niveau application est défini comme un ensemble de tâches ro-
bot synchronisées.
1.4.4.3.2 Principes de fonctionnement
ORCCAD repose sur une décomposition en trois niveaux[150] :
Unniveauapplication qui est le niveau le plus externe du contrôleur et correspond
à un niveau utilisateur. Ce niveau fournit un langage de programmation d’application
dit de niveau tâche. Les objets manipulés sont des Tâches Robot et des signaux. Les
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Tâches Robot sont fournies à l’utilisateur sous forme de bibliothèques d’objets, dont
l’élaboration s’appuie sur la Conception Orientée Objet. Ce niveau contient les outils
permettant de :
— Spécifier l’application, c’est-à-dire de décrire les différentes étapes de l’applica-
tion, ainsi que leur entrelacement temporel ;
— Exploiter les résultats de la spécification pour produire et charger les pro-
grammes d’applications;
— Superviser en ligne l’exécution des programmes d’applications.
Un niveau commande qui correspond à la description et à l’implémentation des
actions élémentaires de la commande d’un robot. Une action élémentaire est modéli-
sée sous la forme d’une Tâche Robot (T-R). D’un point de vue fonctionnel, une Tâche
Robot est composée d’une loi de commande, d’un générateur de trajectoires en ligne et
d’un ensemble d’observateurs. D’un point de vue comportemental, elle est constituée
d’un ensemble de Tâches Modules connectées entre elles. Les Tâches Modules (T-M)
sont des tâches informatiques élémentaires, représentant les briques de base néces-
saires à la construction d’une Tâche Robot. Le niveau commande contient les outils
permettant de :
— Décrire des tâches-Modules (T-M) nécessaires à l’élaboration de la commande;
— Décrire l’interconnexion de ces T-M;
— Définir les contraintes temporelles (périodes, délais) permettant d’obtenir une
qualité de commande spécifiée;
— Vérifier la cohérence et l’efficacité de la commande obtenue sur l’architecture
matérielle.
Un niveau système qui correspond à l’architecturematérielle et au système temps-
réel informatique indépendant de l’application. Il permet de :
— Interfacer le matériel ;
— Définir la machine d’exécution, en fonction des contraintes de temps d’exécu-
tion requises par le niveau commande;
— Répartir le code obtenu sur les ressources de calcul ;
— Gérer l’exécution des tâches réparties sur le réseau de machines multiproces-
seurs.
1.4.4.3.3 Schéma général
La figure 1.18 présente l’architecture ORCCAD.
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FIGURE 1.18 – Architecture générale d’ORCCAD[24]
1.4.4.4 L’architecture IDEA
1.4.4.4.1 Présentation
L’architecture IDEA (IntelligentDistributed Execution Architecture)[46, 109] repose
sur une approche multi agent. Son hypothèse est que : un grand système de contrôle,
peut être structuré en une collection d’agents de contrôle en interaction; chacun or-
ganisé autour d’une même structure fondamentale. Chaque agent peut être indiffé-
remment un module fonctionnel, un planificateur, un système de diagnostic. IDEA
propose une approche assez différente des autres architectures de contrôle. Son hy-
pothèse de base est qu’un système de contrôle de grande taille, peut être structuré en
une collection d’agents de contrôle en interactions.
1.4.4.4.2 Principes de fonctionnement
Tous les agents IDEA[109] atomiques sont structurés de la même manière ; et uti-
lisent un planificateur réactif, basé sur lesmodèles comme sonmoteur de base pour le
raisonnement. Chaque agent nécessite de fonctionner avec des garanties temps réel.
En effet, chaque agent a une latence d’exécution intrinsèque, un quantum de temps
dans lequel tous les calculs nécessaires pour exécuter un cycle (capturer-planifier-
agir) doivent se terminer. Si le temps de latence d’exécution n’est pas respecté, l’agent
IDEA est déclaré défectueux et doit être mis hors ligne. Le temps de latence d’exécu-
tion permet de combler le fossé entre lesméthodologies basées sur l’intelligence artifi-
cielle pour le contrôle et les théories de contrôle traditionnelles. Chaque agent est alors
construit autour d’un couple planificateur/exécuteur, et d’unmodèle de contraintes et
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de compatibilités qui spécifie les évolutions possibles des différentes variables d’état.
La réactivité est distribuée sur chacun des agents, qui prennent en charge chacun des
événements qui leurs sont propres (détection, traitement, réaction)[46]. Le fonction-
nement des agents est basé sur les "procédures" et les "token". Un token est une unité
de temps durant laquelle un agent peut exécuter une procédure. Une procédure se
présente sous la forme P(i1, ..., in -> m1, ...,mk->o1, ..., om; s) où les ii, mi et oi repré-
sentent respectivement un argument d’entrée (input), de mode et de sortie (output),
et une valeur de retour s (statut). Une procédure s’exécute jusqu’à sa terminaison ou
jusqu’à être interrompue par l’agent (fin du token alloué à la procédure).
1.4.4.4.3 Schéma général
Le schéma général de fonctionnement de l’architecture IDEA est donné par la fi-
gure 1.19.
FIGURE 1.19 – Architecture IDEA[48]
1.4.4.5 L’architecture COTAMA
1.4.4.5.1 Présentation
L’architecture COTAMA(COntextual TAsk MAnagement)[48] a été construite au
LIRMM (Laboratoire d’Informatique de Robotique et de Microélectronique de Mont-
pellier) pour le contrôle d’un véhicule sous-marin autonome, appelé généralement
AUV (Autonomous Under water Vehicles). L’architecture proposée est basée sur une
décomposition du système en modules. C’est une architecture hiérarchisée en deux
niveaux : un niveau décisionnel comprenant un Superviseur Global (qui gère les étapes
de lamission) et un Superviseur Local (qui gère les sous-étapes de lamission) ; et un ni-
veau exécutif (qui contient un ordonnanceur qui permet de déterminer les dates d’exé-
cution de chaque module bas niveau et ainsi de répondre à différentes contraintes).
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1.4.4.5.2 Principes de fonctionnement
Chaque niveau prend les décisions relatives à son niveau d’abstraction. Chaque
niveau applique les décisions de son niveau supérieur en fonction du contexte. Dans
cette proposition, le module qui est l’élément de base a deux composantes : un mo-
dèle et une instance. Le modèle va renfermer tous les mécanismes communs à tous
les modules (envoi/réception de donnée, exécution/suspension etc.) et l’instanciation
va consister à paramétrer ces mécanismes et ajouter le code propre utilisateur. Les au-
teurs distinguent dans le squelette d’un module, une partie "système" et une partie
"utilisateur", ce qui peut permettre de construire une bibliothèque contenant toutes
les fonctionnalités système. L’instanciation se fait alors à l’édition de liens avec les
codes utilisateur. Lorsque les deux codes sont distincts, la modification d’une caracté-
ristique générale, commune à tous les modules, nécessitera seulement l’intervention
au niveau de la bibliothèque de fonctions (renfermant les services de la partie "sys-
tème" des modules) puis la recompilation de tous les modules. La figure 1.20 présente
la structure d’un module dans l’architecture COTAMA.
FIGURE 1.20 – Structure d’un module de COTAMA[48]
1.4.4.5.3 Schéma général
Dans l’architecture COTAMA, un module présente six catégories différentes de
ports : les ports d’entrée de données, les ports de sortie de données, les ports d’entrée
d’évènements, les ports de sortie d’évènements, les ports de paramétrage et le port
d’entrée des requêtes. L’activité des modules est contrôlée par un module particulier
appelé « ordonnanceur ». La figure 1.21 donne la place de cet ordonnanceur dans le
schéma général de COTAMA.
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FIGURE 1.21 – Schéma général de l’architecture COTAMA du LIRMM[48]
1.4.4.6 L’architecture ROAR
1.4.4.6.1 Présentation
L’architecture ROAR(ResourceOriented agent ARchitecture)[44] propose de décou-
per le système de contrôle d’un robot autonome enun ensemble d’agents, encapsulant
chaque ressource du robot. Les échanges de contraintes sous forme de formules lo-
giques atomiques entre les agents forment un graphe dynamique, et permettent l’évo-
lution du système. Ces formules logiques seront ensuite utilisées pour raisonner sur
la cohérence de chaque ressource et déclencher les comportements garantissant ces
contraintes. L’élément de base de l’architecture ROAR est l’agent.
1.4.4.6.2 Principes de fonctionnement
Dans un agent ROAR on retrouve deux grands types d’entités, les tâches et les re-
cettes. Les tâches définissent des transitions possibles entre deux états logiques. Lors
de la réception d’une contrainte par un agent, celui-ci, à l’aide de son moteur logique,
va décider s’il peut ou non, en fonction de son contexte courant, gérer cette nouvelle
contrainte. En cas de succès, il calcule un ensemble de tâches à exécuter. C’est ce ni-
veau logique qui garantit la cohérence de la ressource encapsulée par l’agent. Étant
donné que la description d’une tâche dépend uniquement de formules logiques et du
contexte de l’agent, celle-ci est générique et peut être utilisée dans différents contextes
robotiques. Les tâches décrivent des modifications d’états logiques, mais n’explicitent
pas comment sont effectués ces changements. C’est le rôle de la couche exécutive de
sélectionner une recette, en fonction du contexte courant, pour réaliser une tâche. Le
développeur peut créer plusieurs recettes pour une même tâche : cela peut permettre
d’implémenter plusieurs stratégies en fonction des agents / capacités disponibles, gé-
rer explicitement certaines fautes. À cette granularité, des appels à la couche fonction-
nelle peuvent être effectués. Dans ce cas là, la recette n’est utilisable que dans cer-
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tains environnements spécifiques. La séparation des concepts de tâches et de recettes
a deux grandes vocations :
— réduire la complexité pour sélectionner les actions à effectuer, et donc réduire le
temps de calcul pour faire ce choix.
— permettre de proposer différentes stratégies pour la même transition d’un état
logique à un autre.
En particulier, il est possible d’implémenter différentes stratégies pour unemême tran-
sition afin de gérer les différentes plateformes logicielles etmatérielles disponibles. Au-
trement dit, cette hiérarchisation permet à la fois de gagner au niveau réactivité, mais
aussi au niveau de la portabilité sur les différentes plateformes robotiques.
1.4.4.6.3 Schéma général
Le schéma général d’un agent dans l’architecture ROAR est donné par le schéma
de la figure 1.22. Sur ce schéma, les tâches entourées par des lignes grasses rouges sont
les tâches actuellement sélectionnées par la couche logique, les recettes entourées de
gras sont les recettes sélectionnées par la couche exécutive. Plusieurs tâches peuvent
être activées en parallèle, mais seulement une recette peut être activée pour une tâche
active.
FIGURE 1.22 – Structure générale d’un agent-ressource dans ROAR [44]
1.4.4.7 L’architecture ACO2DA
1.4.4.7.1 Présentation
L’architecture ACO2DA(Architecture de COntrôle/COmmande dédiée aux sys-
tèmes Distribués Autonomes)[106] est inspirée des différentes stratégies proposées
dans la littérature. Elle adopte une approche hybride intégrant une partie cognitive
et une partie réactive. Sa conception a été faite en respectant des critères tels que la
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modularité, la flexibilité, la robustesse, etc. ACO2DA est hiérarchisée. Elle est organi-
sée en deux principaux niveaux, le haut niveau appelé niveau d’organisation et le bas
niveau appelé niveau de contrôle. A ces deux niveaux, on associe un troisième niveau
contenant tout ce qui est physique dans le système robotique.
1.4.4.7.2 Principes de fonctionnement
Les différents niveaux de ACO2DA sont décrits comme suit :
— Le niveau physique : il représente tout ce qui est partie physique dans les ro-
bots, allant des actionneurs associés aux roues, aux différents capteurs présents
sur les robots, en passant par tous les autres composants physiques qui consti-
tuent les robots. Ce niveau communique avec le niveau contrôle, par envoi de
données à travers ses capteurs, et par réception de commandes appliquées aux
actionneurs.
— Le niveau contrôle : il est constitué des différents modules (bas niveau) destinés
à contrôler la navigation du robot : suivi de trajectoire, évitement réactif d’obs-
tacles, attraction vers une cible (statique ou dynamique) et maintien de forma-
tion.
— Le niveau organisation : est dédié à des objectifs plus complexes, qui sont la co-
ordination de la navigation du SMR (Système Multi-Robots), la gestion des dif-
férents modes de fonctionnement (planification/re-planification, navigation en
formation, etc.).
1.4.4.7.3 Schéma général
La représentation schématique de l’architecture ACO2DAest donnée par le schéma
de la figure 1.23. Ce schémamontre que le niveau de contrôle est composé de différents
contrôleurs : suivi de trajectoire, attraction vers une cible, évitement réactif d’obstacle.
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FIGURE 1.23 – Schéma de l’architecture de contrôle ACO2DA[106]
1.5 Conclusion
Dans ce chapitre, il était question de faire un tour d’horizon des architectures lo-
gicielles robotiques. L’objectif était de comprendre pour chacune des catégories, son
principe de fonctionnement, son organisation, les concepts qui y sont définis et sa re-
présentation schématique. Cette étude nous a permit de faire quelques constats :
— Il existe plusieurs catégories d’architectures, n’utilisant pas toutes lesmêmes no-
tions (concepts), et sont différentes fondamentales les unes des autres, aussi bien
dans leur structure, que dans leur fonctionnement;
— Ilmanque d’uniformité dans la représentation des éléments de ces architectures.
Une standardisation dans la représentation de ces architectures faciliterait les
échanges (communications) entre experts du domaine, ce qui impliquerait leurs réuti-
lisabilités, et donc une augmentation de la productivité dans le développement. Ce
premier travail est capital dans cette standardisation. Ainsi, nous avons d’abord pré-
senté une vue générale d’un système robotique; ensuite nous nous sommes intéressés
à la partie logicielle de ces systèmes, en particulier l’étude des différentes catégories
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de leurs architectures ; enfin, pour mieux comprendre ces architectures, nous avons
parcouru quelques exemples de chaque catégorie.
Le développement de systèmes robotiques est toujours un gros défi en raison des
aspects technologiques hétérogènes impliqués. Le développement de la partie logi-
cielle de ces systèmes l’est encore plus entre autre à cause de l’hétérogénéité et de
la diversité des architectures disponibles pour les construire. De plus, la plupart des
systèmes existant ont été conçus sans utiliser les principes et techniques du GL. Il y
a donc une nécessité de solutions permettant de pallier aux problèmes induits (in-
suffisance d’uniformité de représentation, difficulté de communication, etc.). Compte
tenu de l’évolution de la robotique (robotique de service, missions critiques, etc.), et
considérant les progrès de la recherche réalisés dans le domaine du génie logiciel (ar-
chitectures logicielles, spécification et validation des systèmes, méthodes et langages
de conception, ingénierie dirigée par les modèles), l’un des challenge dans la commu-
nauté robotique aujourd’hui, est l’application du génie logiciel (GL) à la conception des
systèmes robotiques. L’application des techniques du génie logiciel passe par l’utilisa-
tion des méthodes et langages de modélisation, comme support du développement. Il
existe une multitude de ces approches, et le concepteur doit choisir celui qui convient
mieux aux besoins de son système, et à ses aptitudes. Pour choisir, il faut parcourir un
ensemble et évaluer ses éléments. Le chapitre suivant est consacré à l’étude des lan-
gages de modélisation et méthodes, pouvant être utilisés pour le développement des
systèmes embarqué temps réel, et donc robotique.
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2.1 Introduction
Le développement de logiciels consiste à étudier, concevoir, construire, transfor-
mer, mettre au point et maintenir des logiciels. Ces différentes activités qui se situent à
plusieurs étapes du cycle de développement, sont plus ou moins facilement réalisées
en fonction de la méthode et/ou le langage de modélisation utilisé. Ces derniers per-
mettent notamment de prendre connaissance des attentes de l’usager, créer un mo-
dèle « théorique du logiciel », qui servira de plan de construction, puis construire le
logiciel, contrôler son bon fonctionnement et son adéquation au besoin. Ceci reste vrai
pour les STRE et donc pour les systèmes robotiques, rappelons le, qui sont des cas par-
ticuliers de STRE. Ces systèmes, en plus de posséder des propriétés spécifiques (dont
des propriétés temps réel), nécessitent aussi dans leur développement, des activités
d’analyse des modèles produits, avant leur mise en œuvre. Il faut donc utiliser pour
leur développement, une méthode ou un langage de modélisation prenant en compte
ces spécificités. Le présent chapitre est consacré à l’étude de quelques unes de ces ap-
proches de développement des STRE. Il est divisé en deux sections : la première est
consacrée à l’étude des méthodes et la deuxième à celle des langages de modélisation.
2.2 Lesméthodes
Définition 2.2.1 (Méthodes) Une méthode d’analyse et de conception est un procédé,
qui a pour objectif de permettre de formaliser les étapes du développement d’un système,
afin de rendre ce développement plus fidèle aux besoins du client.[160]
Pour ce faire, on part d’un énoncé informel (le besoin tel qu’il est exprimé par le
client, complété par des recherches d’informations auprès des experts du domaine
fonctionnel, comme les futurs utilisateurs d’un logiciel), ainsi que de l’analyse de l’exis-
tant éventuel (c’est-à-dire la manière dont les processus à traiter par le système se
déroulent actuellement chez le client). Dans une méthode, on utilise un ou plusieurs
langages de modélisation pour la représentation symbolique ou schématique des dif-
férents modèles produits au cours de la méthode, des outils, et on applique une dé-
marche. En d’autres termes, uneméthode est un ensemble constitué d’un ou plusieurs
langages de modélisation, d’une démarche ou processus pour conduire le développe-
ment et des outils qui la supporte. Dans cette section, nous présentons les méthodes
CORE, JSD, RTSAD, MASCOT, ADARTS, ROOM et HOOD dans cet ordre. Ce sont les
plus traitées dans la littérature du domaine.
2.2.1 CORE
2.2.1.1 Présentation
La méthode CORE (Controlled Requirements Expression)[40, 108] a été conçue
pour la phase d’analyse des exigences (besoins) et projetée pour l’industrie de l’avio-
nique. Les auteurs de cette méthode partent du fait qu’il y a une relation de cause à
effet entre la spécification des besoins d’un système et la qualité du système final. C’est
uneméthode cohérente pour la spécification des exigences temps réel, qui intègre des
modèles orientés objets, des spécifications graphiques et formelles, qui permet des
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spécifications non algorithmiques[52]. CORE est orientée-objet dans le sens où, une
spécification CORE est écrite en termes d’objets et de relations entre les objets. Les
objets sont ses composants architecturaux primaires. Mais son approche diffère de
nombreuses méthodes orientées objet, car elle utilise un modèle de comportements
formels pour guider la décomposition objet et la définition. Ce modèle de comporte-
ment définit les types d’informations que la définition d’un objet peut contenir, que
son interface peut fournir, et que d’autres objets peuvent utiliser. Un modèle de com-
portement permet aux développeurs de choisir un ensemble approprié d’objets, de
les définir et déterminer le moment où la spécification est complète et cohérente. Le
modèle de comportement détermine quelles informations doivent être capturées, et le
modèle de données décrit comment l’information est organisée. Les produits finaux de
CORE sont entre autres : le diagramme de contexte, le diagramme demodèle d’informa-
tions (qui montre les dépendances entre les objets statiques), le diagramme de modèle
de transformation (qui indique les informations d’interfaces qui sont utilisées par les
objets), lemodèle d’éléments de données d’entrée (qui donne pour chaque donnée d’en-
trée au système, un acronyme, ses valeurs et sa signification, le mode de transfert de
la donnée, etc.)[52], lemodèle d’éléments de données de sortie. CORE est applicable à la
description des aspects dynamiques de plusieurs types de systèmes (pas seulement les
systèmes informatiques). CORE offre une facilité pour la compréhension du système à
développer : elle fait largement usage du concept de point de vue, ce qui permet aux
développeurs de mieux appréhender le système en l’étudiant sous différents angles.
2.2.1.2 Formalisme de représentation offert
Le concept central de CORE est le point de vue, et la représentation associée est
connue sous le nomdehiérarchie depoint de vue. Les points de vue ne sont pas seule-
ment préoccupés par les perspectives humaines. Ils peuvent être associés :
— aux acteurs du système;
— à l’environnement d’exploitation du système;
— au domaine du système.
Ainsi, un point de vue peut être une personne, un rôle ou une organisation qui a
une vue d’un systèmeprévu. Lorsqu’il est utilisé pour les besoins du système, les points
de vue peuvent également représenter le système prévu, ses sous-systèmes et des sys-
tèmes qui existent au sein de l’environnement du système qui peuvent influencer ce
que le système doit faire. Les points de vue sont organisées dans une hiérarchie pour
fournir une portée et aussi pour guider le processus d’analyse[61]. Un point de vue est
représenté par un rond, avec le nom du point de vue marqué à l’intérieur comme le
montre la figure 2.1
FIGURE 2.1 – Représentation d’un point de vue
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2.2.2 JSD
2.2.2.1 Présentation
JSD(Jackson System Design)[40] est une méthode pour la spécification et la
conception de systèmes dont le domaine d’application a une forte contenance tem-
porelle, et contenant des objets dont le comportement est descriptible par des évè-
nements séquentiels. Plusieurs problèmes de développement de systèmes ont utilisé
la méthode Jackson. Ce sont des systèmes allant du traitement des données au syn-
thétiseur de musique, en passant par les systèmes de contrôle logiciels et embarqués.
JSD offre une notation graphique et ses processus séquentiels sont documentés par un
pseudo code, appelé texte de structure. C’est une méthode linéaire. Par conséquent,
ses étapes sont simples à suivre. Trois principes de base soutiennent le fonctionne-
ment de la méthode JSD :
— On doit commencer le développement en décrivant et en modélisant le monde
réel, plutôt que de spécifier ou structurer les fonctions remplies par le système;
— Un modèle adéquat d’un monde ordonné dans le temps, doit être lui-même or-
donné dans le temps, le but principal étant de faire correspondre la progression
dumonde réel à celle du système qui le modélise ;
— La mise en œuvre du système est basée sur la transformation de la spécification
en un ensemble de processus efficaces. Ces processus doivent être conçus de
telle sorte qu’il soit possible de les faire fonctionner sur des logiciels et matériels
disponibles.
JSD a trois phases dans sa mise en œuvre[69] :
— La phase demodélisation : dans cette phase, le concepteur identifie les entités du
système, les actions que ces dernières réalisent, l’ordre d’exécution des actions
dans le cycle de vie des entités, ainsi que les attributs des entités et des actions.
On produit un diagramme de structure des entités, qui donne une description
complète du système et de son organisation.
— La phase réseau : à cette étape, unmodèle du système dans son ensemble est dé-
veloppé et représenté sous forme de diagramme de spécification encore appelé
diagramme réseau. Le diagramme réseauprésente les processus et les communi-
cations entre eux. Cette phase se concentre donc sur la définition des fonction-
nalités du système. Chaque entité identifiée à la phase précédente, devient un
processus dans le diagramme réseau. L’ensemble du système est décrit à l’aide
de ces diagrammes réseau, qui sont complétés par la description des données et
les connections entre les processus et les programmes.
— La phase d’implémentation : au cours de cette phase, la spécification JSD, com-
posée potentiellement d’un très grand nombre de processus, est traduite en un
diagramme d’implémentation système qui est directement exécutable. Ce der-
nier présente le système comme un ordonnancement de processus appelant les
modules qui implémentent le système.
2.2.2.2 Formalisme de représentation offert
La méthode JSD fournit les notations graphiques pour la modélisation des sys-
tèmes. Elle offre les concepts de processus(process), de flux de données (data stream),
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inspecteur du vecteur d’état(state vector inspector). le figure 2.2 nous donne une repré-
sentation de chacun des concepts.
FIGURE 2.2 – Notations offertes par JSD
Sur la figure 2.2, le processus représente un thread séquentiel d’exécution; les flots
(Data stream) qui sont des tampons infinis, permettent non seulement la communi-
cation entre 2 processus, mais aussi de communiquer les évènements extérieurs à un
système aux processus de celui-ci. Un processus peut écrire dans un vecteur d’état,
s’il en est le propriétaire (la source du vecteur d’état) ou simplement lire son contenu
sinon.
2.2.3 RTSAD, YSM et DART
2.2.3.1 Présentation
RTSAD(Real Time Structured Analysis and Design)[69, 161], DARTS(Design Ap-
proach for Real Time)[69] et YSM(Yourdon Structured Method)[40, 67] sont trois mé-
thodes assez proches et basées sur les DFD (Diagramme de Flots deDonnées). Elles in-
cluent une extension auxDFD en y ajoutant des détails sur les flots d’évènements et les
transformations de contrôles : discrets, continus, activation et désactivation. Elles uti-
lisent aussi les diagrammes d’état transition. Cesméthodes utilisent 2 principaux types
de diagrammes : les diagrammes de flots de données (DFD) et les diagrammes de flots
de contrôle (DFC), qui, en principe, peuvent être combinés. En plus des DFD, des DFC
et des diagrammes d’états transitions, il existe d’autres notations destinées à fournir
plus d’informations détaillées sur la conception. Parmi celles-ci, il y a les diagrammes
entités-relations et les diagrammes de structure. Ceux-ci, bien que importants, sont
moins spécifiques pour la définition du comportement des systèmes temps réel.
YSM est basée sur les DFD classiques et des méthodes structurées utilisées pour
la conception de données traditionnelles. Cette méthode a été adaptée et combinée
avec de nombreux schémas de conception temps réel. YSM a été développée et amé-
liorée au fil des années et de nombreux outils modernes supportent ses notations. Une
particularité de YSM par rapport aux deux autres, est qu’elle peut être utilisée conjoin-
tement avec des diagrammes comme le PEM(Processor Environment Model)[123], qui
décrit comment les activités du système et les données sont allouées aux différents
processeurs, ce qui aide à décider de la configuration matérielle du système; et le
SEM(Software Environment Model)[123], qui est une description de l’architecture lo-
gicielle sur un processeur.
La méthode RTSAD offre une démarche structurée en cinq étapes : définition d’un
diagramme de contexte, décomposition du système en un flot de données ou en flot de
contrôles, construction d’une transformation de contrôle ou spécification de contrôle,
spécification des processus, et développement d’un dictionnaire de données.
La méthode DARTS[69] quant à elle, offre les étapes suivantes : spécifier le système
à l’aide des notations de RTSAD, structurer le système en tâches concurrentes, définir
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les interfaces des tâches, concevoir chaque tâche. Il est possible de dériver le code du
programme du modèle de décomposition du système et du diagramme de l’architec-
ture de tâches.
2.2.3.2 Formalisme de représentation offert
Les symboles utilisés par ces méthodes sont représentés sur le schéma de la figure
2.3.
FIGURE 2.3 – Notations utilisees par RTSAD, DARTS et YSM
Des travaux ont été menés sur l’intégration des aspects temporels dans les DFD.
Ainsi, de nouveaux concepts et notations ont été définis pour distinguer : trois types
de flots d’évènements (signal, activation, désactivation), et deux types de stockages
(stockage de données et tampon). La figure 2.4 présente ces différents éléments.
FIGURE 2.4 – Les types de flots d’évènements et de stockage
Les travaux de [158] donnent plus de détail sur ces concepts, ainsi que sur leurs
utilisations dans la spécification à travers des exemples. En plus de cette technique
de DFD, la méthode DARTS utilise d’autres notations que nous présenterons dans la
section 2.2.5 consacrée à ADARTS.
2.2.4 MASCOT
2.2.4.1 Présentation
MASCOT(Modular Approach to Software Construction, Operation and Test)[40, 82,
138] a été publiée par l’Institut des Signaux et du Radar au ROYAUME-UNI, et plu-
sieurs versions existent. On en est à la version 3 (au moment où nous réalisons ces
travaux). Elle est utilisée principalement pour l’avionique et dans les applications mi-
litaires. C’est une approche rigoureuse très modulaire basée sur la décomposition hié-
rarchique vers les niveaux de base. MASCOT est basée sur les processus ou les activités
dans un système, et a pour but de concevoir les applications temps réel interactives et
complexes, dans une approche hautement structurée. Elle se concentre sur la commu-
nication entre les différents composants du système, et exige que la spécification soit
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complète à chaque niveau. MASCOT est basée sur une forme de décomposition fonc-
tionnelle et structurelle, qui est particulièrement adaptée pour une utilisation dans le
développement des grands systèmes embarqués temps réel distribués de traitement
de données[40]. L’accent est mis sur le mot «grands» : un grand nombre de personnes
impliquées dans le développement, une grande quantité de code à écrire, un grand
nombre d’exigences à prendre en compte en même temps, une grande variété ou la
quantité de ressources matérielles, un projet dont le développement s’étend sur une
longue période. Bien sûr, toutes ces mesures de taille sont relatives. Les principales
étapes de cette méthode sont : i) décrire totalement les fonctions internes du système,
ainsi que ses rapports avec l’extérieur. Ceci est fait à travers le diagramme réseau. ii) ce
premier réseau est décomposé en des composants de niveaux inférieurs, iii) les com-
posants sont codés en termes d’algorithmes et de structures de données.
2.2.4.2 Formalisme de représentation offert
MASCOT est caractérisé par 2 types de composants de base élémentaires, l’activité
(un unique thread d’exécution) qui est un élément actif et l’IDA (Intercommunication
Data Area). Les IDA sont des éléments passifs, interconnectés pour former un dia-
gramme de flot de données. La connexion aux entités physiques (représentées par un
rectangle grisé) est réalisée par des traits interrompus, qui indiquent quelle unité logi-
cielle est responsable de quel composant matériel. MASCOT utilise un certain nombre
de concepts et notations pour la modélisation des systèmes, parmi lesquels :
— L’activité : un rectangle aux bords arrondis et souvent un cercle ;
— L’IDA : un rectangle, ou un rectangle ayant un côté arrondi ;
— La fenêtre : un petit rectangle plein. C’est un point de l’IDA marquant la fin pas-
sive d’une connexion de flot de données;
— Le port : un petit rond plein, c’est un point dans l’activité qui marque une fin
active d’une connexion de flot de données. Chaque port exprime une exigence
pour l’accès aux données de l’IDA, qui doit être satisfaite quand le port est
connecté à une fenêtre de l’IDA;
— Le chemin : par une flèche, c’est une connexion entre un port et une fenêtre. Un
seul chemin doit être connecté à un port, mais plusieurs chemins peuvent être
connectés à une fenêtre.
— L’entité physique : par un rectangle grisé.
Le nom d’une activité ou d’un IDA est placé à l’intérieur du concept, alors que le nom
d’une instanciation de ceux-ci se place à l’extérieur de sa représentation. La figure 2.5
présente ces notations et une façon de les utiliser dans une représentation.
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FIGURE 2.5 – Représentation graphique des concepts de MASCOT
Sur la figure 2.5 on a une activité (activité 1) qui contient une autre activité (ayant
les ports P1 et P2) et 2 IDA (ayant les fenêtres F1 et F2). Les IDA permettent à l’activité
2 de communiquer avec les entités E1 et E2.
2.2.5 ADARTS
2.2.5.1 Présentation
ADARTS(Ada based Design Approach for Real Time)[69] est une version modifiée
de DARTS principalement orientée vers un usage avec le langage Ada. Le langage Ada
nécessitait une nouvelle méthode de conception de systèmes temps-réel, car il était
différent des langages classiques en deux points importants : (1) la concurrence et
la communication des processus sont inhérentes au langage et ne nécessitent pas
une exécution temps réel séparée, et (2) la nature du modèle de tâches était diffé-
rente de celles des méthodes courantes les plus populaires, utilisées pour la planifi-
cation des tâches, de communication et de synchronisation[112]. Une version Ada de
la méthode DARTS a donc été créée. Dans ADARTS, l’étape de la conception structu-
rée de DARTS est remplacée par celle de structuration des modules avec dissimula-
tion de l’information fournie par Ada. Elle peut être considérée comme semblable à
DARTS, mais avec quelques améliorations comme l’abstraction et la décomposition.
Une autre version de DARTS existe d’ailleurs et est destinée à la conception des appli-
cations temps réel distribuées : c’est DARTS/DA. ADARTS propose une démarche ba-
sée sur 5 étapes : élaboration d’unmodèle environnemental et comportemental (élabo-
ration d’un diagrammede contexte, des diagrammes d’états transition, diagrammes de
flots de données et de flots de contrôles, d’un dictionnaire de données et productions
d’une mini spécification), structuration du système en tâches concurrentes (production
d’un schéma d’architecture des tâches et spécification du comportement de chaque
tâche), structuration du système enmodules d’abstraction d’informations (construction
du schéma de l’architecture du système), développement d’une conception basée sur
l’architecture Ada (requis uniquement pour la mise en œuvre Ada), Définition des in-
terfaces des composants Ada (nécessaire uniquement pour lamise enœuvre Ada; ici on
produit une spécification des paquetages Ada).
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2.2.5.2 Formalisme de représentation offert
ADARTS utilise les notations de DARTS. Elle inclut la communication interproces-
sus. La figure 2.6 présente les symboles proposés par DARTS et ADARTS.
FIGURE 2.6 – Notations utilisées par ADARTS
2.2.6 ROOM
2.2.6.1 Présentation
ROOM(Real Time Object Oriented Modeling)[134] est une méthode pratique pour
le développement des logiciels temps réel, qui combine le paradigme objet avec des
concepts avancés de modélisation spécifique au domaine. L’accent est mis sur la mo-
délisation au niveau « architecture logicielle », qui est la clé garantissant la fiabilité et
l’évolutivité. La méthode se distingue également par sa capacité à tirer parti de l’au-
tomatisation basée sur ordinateur (grâce à des modèles exécutables, à la réutilisation
et à la génération automatique de code), pour une meilleure qualité de produit et une
plus grande productivité. ROOM a été utilisée avec succès dans un grand nombre de
projets industriels. L’élément structurel primaire de ROOM est appelé « acteur ». Un
acteur est un objet concurrent chargé d’exécuter une fonction spécifique. Un acteur
communique avec d’autres objets à travers un ou plusieurs objets d’interfaces appelés
ports. ROOM définit une spécification du système à deux niveaux distincts, mais liés
formellement :
— Le niveau supérieur, appelé niveau schématique, est utilisé pour préciser les as-
pects architecturaux d’un système;
— Le niveau inférieur, appelé niveau de détail, définit les détails d’implémentation
plus fin.
2.2.6.2 Formalisme de représentation offert
ROOM utilise les concepts suivants :
— Acteur : c’est l’élément structurel primaire de ROOM. C’est un objet concurrent
responsable de l’exécution de certaines fonctions spécifiques;
— Port : permet la communication entre les acteurs et les autres objets ;
— Connexion : établit un lien de communication entre 2 ports.
Pour la représentation de systèmes complexes, ROOM combine un ou plusieurs ob-
jets de différents types dans une agrégation de fonctions. Dans ROOM, ceci est repré-
senté par 3 mécanismes de composition primaire : la fixation (binding), la connexion
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de couche et la relation de contenance. Un acteur est représenté par le schéma de la
figure 2.7. Sur cette figure, P1 est un port fourni (émetteur de signal) et P2 est un port
requis (récepteur de signal).
FIGURE 2.7 – Représentation d’un acteur dans ROOM
2.2.7 HOOD
2.2.7.1 Présentation
HOOD(Hierarchical Object Oriented Design)[49, 141] est l’une des premières mé-
thodes de conception orientée objet. Elle a été créée par l’Agence spatiale européenne
afin de fournir une solution orientée modèles au dessus du langage de programma-
tion Ada, pour ses projets d’envergure tels qu’Ariane, Hermès et Colombus. Elle dé-
finit un processus de développement assez complet, allant de l’analyse des besoins
à la génération de code des logiciels temps réel distribués. HOOD peut être utilisée
pour le prototypage. L’idée est d’identifier des objets dans une relation hiérarchique
parent-enfant, et leurs opérations. Une description graphique du système est produite
dans un diagramme de flots de données/contrôles. AvecHOOD, un projet est composé
d’un ensemble d’unités demodélisations principales appeléesDesigns. Un design peut
conduire soit à une application logicielle complètement autonome (un fichier exécu-
table) soit une bibliothèque d’entités logicielles(fonctions, types de données, classes,
...). Par ailleurs, des catégories dédiées de modèles ont été définies pour supporter des
composants paramétriques réutilisables (génériques) et le partitionnement du logiciel
des systèmes distribués (nœuds virtuels).
HOOD applique les communications client-serveur entre composants en interac-
tion. En conséquence, toutes ces interactions sont mises en œuvre par des appels de
fonctions. En particulier, les règles standard de HOOD recommandent d’interdire l’ac-
cès direct aux variables partagées, et d’implémenter tous les flux de données par des
appels de sous-programmes. Le cycle de vie proposé par HOOD est assez classique
et comprend : la définition des besoins (la spécification des exigences fonctionnelles
et non fonctionnelles du système est produite), la conception architecturale (une des-
cription de haut niveau du système proposé est développée), la conception détaillée (la
conception du système complet est spécifiée), le codage, le test (l’efficacité du système
est testée).
2.2.7.2 Formalisme de représentation offert
Un objet HOOD est défini par : un nom, un ensemble d’opérations, une arbores-
cence d’objets fils, une arborescence d’implémentation en des opérations filles. Le
schéma de la figure 2.8 montre une représentation d’un objet de HOOD(a) et un de
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HRT-HOOD(b). La différence se situe au niveau du type de l’objet (objet passif, actif,
cyclique, sporadique, protégé) qui est précisé en HRT-HOOD.
FIGURE 2.8 – Représentation d’un objet HOOD(a) et d’un objet HRT-HOOD(b)
La section 2.2 a traité des méthodes de conception. La sous section 2.3 est consa-
crée aux langages de modélisation utilisés dans la conception des systèmes temps réel
et embarqués.
2.3 Les langages demodélisation
Les langages de modélisation sont des outils conceptuels, offrant la possibilité aux
concepteurs de formaliser leurs pensées, et conceptualiser la réalité sous forme ex-
plicite, pouvant être textuel ou graphique[26]. Dans cette section nous présentons les
langages UML, UML-RT, AADL, SysML etMARTE, qui sont non seulement les plus trai-
tés dans la littérature du domaine, mais aussi les plus récents.
2.3.1 UML
2.3.1.1 Présentation
UML (Unified Modeling Language)[15, 125] peut être considéré comme une com-
binaison de notations qui existent dans les méthodes comme ROOM, HOOD, YSM,
MASCOT, etc. Le mot « unifié » implique une unification de différentes modélisations.
Plusieurs des diagrammes que UML utilise sont adaptés à partir d’autres méthodes. Il
contient des notations qui manquent dans les autres méthodologies et essaye de les
standardiser, en améliorant les notations par rapport à leurs versions antérieures. Il est
très bien supporté par une variété d’outils par rapport aux autresméthodes, et son uti-
lisation ne nécessite pas de connaissance formelle. UML n’est pas une méthode (donc
ne définit pas un ensemble d’étapes de la modélisation), mais un langage graphique
qui permet de représenter les divers aspects d’un système. Mais des travaux[71, 145]
ont été réalisées pour la définition d’une démarche utilisant UML pour l’analyse et la
conception orientée objets des systèmes. Il offre un ensemble de notations graphiques
regroupées en diagrammes spécifiques à chaque aspect d’un système. Aux graphiques
sont associés des textes qui expliquent leur contenu. UML permet de voir le système
sous 2 angles différents appelés vues : une vue statique et une vue comportementale.
Bien que n’étant pas uneméthode, il peut être combiné avec presque touteméthode de
développement. Les diagrammes et notations utilisés sont informels, mais il est pos-
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sible d’utiliser le langage OCL (Object Constraint Language) pour formaliser les dia-
grammes utilisés.
2.3.1.2 Formalisme de représentation offert
Les différentes notations graphiques utilisées dans le langage UML sont résumées
par des diagrammes. Dans sa version 2, UML offre 13 diagrammes. Les détails sur ces
derniers sont disponibles dans [94] et [125]. Le diagramme de composants est celui qui
est utilisé pour la représentation de l’architecture du système. (Il permet de montrer
les composants du système d’un point de vue physique tels que mis en œuvre pour
réaliser les fonctions du système). Ce diagramme utilise les concepts suivants :
— Composant : élément du système qui spécifie ses interactions avec l’extérieur via
la définition de ses interfaces (fournies et requises) ;
— Port : point d’interaction du composant, Il est associé à une interface d’opéra-
tions (en mode requis ou fourni) ;
— Connecteur : il est soit de délégation s’il lie unport d’un composant à unport d’un
de ses sous composants (on parle de composant composite), soit d’assemblage
s’il lie une interface d’un composant avec celle d’un autre.
La figure 2.9 montre une représentation graphique de ces concepts dans un dia-
gramme de composants.
FIGURE 2.9 – Diagramme de composants UML
2.3.2 UML-RT
2.3.2.1 Présentation
UML-RT(Unified Modeling Language – Real Time)[9, 57] est une extension d’UML
pour la modélisation des systèmes logiciels embarqués réactifs et temps réel. C’est un
profil UML proposé comme langage de modélisation de tels systèmes. Il se focalise
particulièrement sur la description du système au niveau architectural, et la définition
de la structure générale du système. Il définit de nouveaux concepts pour la modélisa-
tion des systèmes dont les capsules, et emploie ces concepts dans les diagrammes de
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collaboration d’UML pour obtenir une description de l’architecture. UML-RT implé-
mente certaines idées de HOOD, ROOM et MASCOT, qu’il ajoute aux notations tradi-
tionnelles d’UML. Nous pouvons citer par exemple : le diagramme de capsule qui in-
tègre les objets fils, demanière similaire aux relations Parents-objets fils de laméthode
HOOD; ainsi que les ports passifs et actifs qui existaient déjà dans ROOM. Comme
UML, UML-RT offre une notation graphique, mais définit de nouveaux concepts par
rapport à UML. On a :
— Les Capsules : décrivent les composants complexes du système qui peuvent in-
teragir avec leur environnement. Leur interaction avec l’environnement est gé-
rée en leurs rattachant des ports, qui sont le seul moyen d’interaction avec l’en-
vironnement. Ils sont souvent associés à des protocoles qui régulent le flux d’in-
formations passant par un port. Un port peut en outre être public ou privé. Les
ports publics sont situés à la frontière d’une capsule. Les connecteurs sont uti-
lisés pour interconnecter deux ou plusieurs ports de capsules, et décrivent ainsi
les relations de communication entre les capsules.
— Le Protocole : c’est un ensemble de signaux envoyés et reçus le long des connec-
teurs.
La représentation explicite des ports, des protocoles et des connecteurs permet la
construction de modèles architecturaux à partir d’une collection de capsules. Pour la
représentation de l’architecture du système, un diagramme de collaboration des cap-
sules est défini et décrit les composants du système et la façon dont ils sont connectés.
Pour décrire comment les capsules réagissent auxmessages reçus ou envoyés via leurs
ports, UML-RT reprend le diagramme d’état transition d’UML. Ces concepts sont re-
présentés sur le schéma de la figure 2.10.
2.3.2.2 Formalisme de représentation offert
Dans UML-RT les différents concepts sont représentés pour :
— La capsule par un box labellisé avec le nom de la capsule ;
— Le port par un petit carré vide ou plein situé sur la bordure de la capsule ;
— Le connecteur par une ligne entre 2 ports.
La figure 2.10 donne une représentation de ces différents concepts. Sur cette figure,
nous avons deux capsules portant chacune un port public, les deux reliés par un
connecteur.
FIGURE 2.10 – Notations utilisées par UML-RT
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2.3.3 AADL
2.3.3.1 Présentation : le standard AADL version 2.0
AADL (Architecture Analysis and Design Language)[54, 55] est un langage de des-
cription d’architecture développé depuis 2001 par Peter H. Feiler (SEI 1 , CMU 2 , Pitts-
burgh, USA), Bruce A. Lewis (US Army AMRDEC, Huntsville, USA) et Steve Vestal (Ho-
neywell, Mineapolis, USA). Il a été conçu pour la modélisation de STRE(Systèmes
Temps-Réel Embarqués), et permet de décrire les composants matériels et logiciels
d’une architecture ainsi que leurs interactions. AADL se base sur le langage MetaH.
Il s’appuie sur le paradigme composant/connecteur/architecture, tout en intégrant de
nouveaux aspects permettant un fort enrichissement de la description de l’architec-
ture d’une application. La version 1.0 a été standardisée enNovembre 2004 et la version
2 en Septembre 2008. AADL est standardisé par le SAE 3 . Il définit l’architecture du sys-
tème comme un ensemble de composants interconnectés. La modélisation de com-
posants AADL consiste à décrire les interfaces, les implémentations et les propriétés
des composants. AADL est extensible : il est possible d’utiliser d’autres langages pour
définir des annexes AADL. De plus, le standard fournit un certain nombre d’annexes
permettant la spécification du comportement d’une application, la modélisation de
données, la modélisation d’erreurs et des directives pour la génération de code. La dé-
finition des architectures est basée sur les composants et les interactions entre eux.
2.3.3.2 Formalisme de représentation offert
La figure 2.11 donne les symboles de la notation graphique de AADL.On y retrouve :
— Les composants logiciels : ligne (1) sur la figure;
— Les composants de la plateforme d’exécution : ligne (2) ;
— Le composant système : ligne (3).
FIGURE 2.11 – Notations graphiques des composants utilisés par AADL
Chacun des symboles présentés à la figure 2.11, possède une notation textuelle
équivalente. La figure 2.12 présente par exemple un composant device nommé brake
Pedal, et l’équivalent textuel de sa définition.
1. SEI :Software Engineering Institute
2. CMU :Carnegie Melon University
3. SAE :Society of Automotive Engineers
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FIGURE 2.12 – Un composant device AADL et son équivalent textuel
Sur le schéma de la figure 2.12, le petit triangle représente le port de donnée, qui est
en fait l’interface du composant avec le monde extérieur. Dans cet exemple, le port de
données est un port de sortie. Le nom de la variable de ce port est brake_status. Nous
signalons également que ce dispositif fait partie d’une spécification de flux par le mot
réservé flows, qu’il est une source de flux (flow source), et que le nom de flux est Flow1.
Afin d’effectuer l’analyse de latence à travers un flux, la propriété définissant le temps
de latence doit être ajouté à l’attribut de flux (par exemple, 10 ms). Pour un périphé-
rique (composant), cette valeur représente le temps de latence entre le moment où la
pédale est enfoncée et le moment où le signal associé est disponible sur le port de sor-
tie. Pour matérialiser la circulation des données entre les ports (entrée et sortie) d’un
composant, ou entre différents composants d’un système, AADL offre la possibilité de
décrire des spécifications de flux. La déclaration d’une implémentation de flux dans le
modèle d’implémentation d’un composant ou d’un système,montre comment les flux
sont réalisés : une séquence de flux à travers des sous-systèmes (sous-composants) le
long de connexions, à partir de la spécification de flux du port d’entrée vers la spéci-
fication de flux du port de sortie. Le schéma de la figure 2.13 donne le formalisme de
représentation des flux de connexions.
FIGURE 2.13 – Représentation d’une implémentation de flux à travers un processus AADL
Sur le schéma de la figure 2.13, nous avons l’implémentation d’un système (my_-
system.impl) constitué de deux processus P1 et P2. Ces deux processus contribuent à
implémenter les spécifications du flux F1 du système. Le sens (chemin) du flux F1 est
réalisé dans la section implémentation dumodèle de la façon suivante F1 : port_1->C1-
>p1.F5->C2->p2.F7->C3->port_3.
2.3.4 SysML
2.3.4.1 Présentation
SysML(Systems Modeling Language)[50, 59] est un langage de modélisation gra-
phique développé par l’OMG (Object Management Group) en réponse (de l’industrie)
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à la demande de proposition d’UML pour l’ingénierie des systèmes. C’est donc un pro-
fil d’UML représentant un sous-ensemble d’UML 2 avec des extensions. Il Prend en
charge la spécification, l’analyse, la conception, la vérification et la validation de sys-
tèmes(le matériel, les logiciels, les données, le personnel et les procédures). C’est un
langage de modélisation visuelle qui fournit une sémantique (sens) et une notation
(représentation du sens). Ce n’est pas une méthode ou un outil, et donc est indépen-
dant de toutesméthodologies et outils. SysML est basé sur UML et remplace lamodéli-
sation de classes par des blocs pour un vocabulaire plus adapté à l’Ingénierie Système.
Un bloc englobe tout concept logiciel, matériel, données, processus, et même gestion
des personnes. SysML réutilise une partie d’UML2, et apporte également ses propres
définitions. Il n’utilise donc pas les treize diagrammes d’UML2, mais propose un en-
semble de diagrammes adaptés à l’Ingénierie des Systèmes. Pour la modélisation d’un
système, SysML propose un ensemble de diagrammes répartis en 3 catégories (vues du
système) :
— Les diagrammes structurels : qui permettent de décrire les composants du pro-
duit et son environnement. Parmi ces derniers l’on a en particulier le diagramme
paramétrique, qui est une extension SysML pour l’analyse de paramètres cri-
tiques du système;
— Les diagrammes dynamiques : qui modélisent le comportement du système en
réaction à son environnement;
— Le diagramme des exigences : qui est une extension SysML.
L’ordre de présentation de ces diagrammes ne définit en aucun cas la méthodologie à
suivre pour modéliser un système avec SysML.
2.3.4.2 Formalisme de représentation offert
Une des spécificités de SysML par rapport à UML étant son diagramme des exi-
gences, nous présentons le formalisme de représentation utilisé par ce dernier. Les
autres diagrammes de SysML peuvent être consultés dans [50] et [59]. Dans le dia-
gramme des exigences, on spécifie, hiérarchise et documente les exigences ; c’est-à-
dire les attentes portant sur le système ou sur son comportement. On va donc ymettre
un texte qui définit toutes sortes de caractéristiques chiffrées, des choix technolo-
giques imposés, le respect des normes, etc. La figure 2.14 donne la représentation gra-
phique d’une exigence dans SysML. Sur cette figure, on représente une exigence ap-
FIGURE 2.14 – Notations graphiques d’une exigence SysML
pelée “Exigence1”, qui a pour identifiant “01”. L’attribut text donne une description de
l’exigence.
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2.3.5 MARTE
2.3.5.1 Présentation
MARTE(Modeling and Analysis of Real Time and Embedded systems)[64, 73] est
un profil UML ayant pour objectif l’utilisation d’une approche dirigée par les modèles
pour le développement des systèmes temps réel et embarqué. Il consiste à définir des
fondations pour la description à base de modèles, des systèmes temps réel et embar-
qués. Ces concepts de base sont ensuite raffinés pour la modélisation et l’analyse des
différents aspects du système. MARTE s’intéresse aussi à l’analyse à base de modèles.
L’intention n’étant pas de définir de nouvelles techniques pour l’analyse des systèmes
temps réel et embarqués,mais de les supporter. Ainsi, il fournit des facilités pour anno-
ter desmodèles avec l’information requise pourmener une analyse spécifique.MARTE
se concentre surtout sur l’analyse de performance et de l’ordonnancement. Mais, il
définit aussi un Framework général pour l’analyse quantitative qui vise à raffiner/spé-
cialiser tout autre genre d’analyse. MARTE fournit le support pour les étapes de spé-
cification, de conception et de vérification/validation. Il offre des représentations gra-
phiques et des notations textuelles. Il s’inscrit de ce fait complètement dans une dé-
marche d’ingénierie dirigée par les modèles. MARTE est structuré autour de deux pré-
occupations principales : d’une part, lamodélisation des caractéristiques des systèmes
temps-réel et embarqués; d’autre part, l’annotation des modèles d’applications pour
analyser les propriétés du système. Il est composé de 14 sous profils regroupés en 4
paquetages, traitant chacun d’un aspect du système[25] :
— Le paquetage MARTE foundations : qui regroupe les concepts généraux néces-
saires aux deux préoccupations susmentionnées, et qui comprend les sous pro-
filsCoreElement,NFP(Non-Functional Properties),GRM(Generic ResourceMo-
deling) et Alloc ;
— Le paquetage MARTE design model : qui rassemble les sous-profils dédiés à la
conception, à savoir GCM(Generic Component Model), HLAM(High Level Ap-
plication Modeling) etDRM(Detailed Ressource Modeling) ;
— Le paquetageMARTE analysis model qui regroupe les sous-profils dédiés à l’ana-
lyse que sont : GQAM (Generic Quantitative Analysis Modeling), SAM(Scheduler
Analysis Modeling) et PAM(Performance Analysis Modeling) ;
— Le paquetageMARTE annexes : qui rassemble les sous-profils utilitaires ou trans-
verses et la bibliothèque de modèles, utilisés par la spécification, et utilisables
par l’usager de MARTE.
La figure 2.15 donne l’architecture générale de ces 14 sous profils.
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FIGURE 2.15 – Architecture globale de MARTE[25]
2.3.5.2 Formalisme de représentation offert
En tant que profil UML,MARTE est basé sur la notion de stéréotype, pour représen-
ter les différents éléments d’un modèle. Parmi ses 14 sous profils, le sous profil GCM
du paquetage “MARTE design model”, est celui qui s’occupe de la modélisation de l’ar-
chitecture du système, et permet donc demodéliser les échanges entre les composants
de cette dernière. C’est donc ce sous profil (GCM) qui nous intéresse ici. Nous repré-
sentons sur le schéma de la figure 2.16 l’élément flowSpecification de ce sous profil.
Cet élément permet de spécifier les flux de communication sur l’interface d’un port de
composant.
FIGURE 2.16 – Définition de la structure d’une interface de port[73]
Sur la figure 2.16, on définit une interface (au sens UML du terme), appelée ”Speed-
SensorFS”. Cette interface représente une spécification de flux MARTE, qui est de type
”entrée/sortie”(défini ici par l’attribut “direction” de la spécification de flux). SpeedSen-
sorFS a deux propriétés (définies ici par le stéréotype flowProperty) : la première nom-
mée ”cSpeed” est une sortie de flux et est de type ”SpeedDT”, la deuxième nommée
”cTime” est une entrée de flux et est de type ”Time”.
2.4 Conclusion
Dans ce chapitre, il était question de faire un état de l’art des approches (méthodes
et langages de modélisation), utilisées pour le développement des systèmes temps
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réel et embarqué. L’objectif était de comprendre pour chacune d’elles, les outils (dia-
grammes, modèles, etc.), les notations, et les étapes (pour ce qui est des méthodes) of-
ferts, pour gérer aumieux le développement des STRE. Pour cela, nous avons présenté
les méthodes d’un côté et les langages de modélisation de l’autre. La présentation a
consisté pour chacune des approches, dans un premier temps en une description de
ses concepts, de ses outils et de son fonctionnement; et dans un deuxième temps, à dé-
tailler les notations graphiques et/ou textuelles utilisées. De ce travail, ressortent deux
principales remarques :
— Il est difficile de comparer et donc de choisir une méthode et/ou langage pour
un développement, sans au préalable définir des critères de choix précis ;
— La tendance dans les langages de modélisation récemment développés, est à
l’utilisation des modèles comme élément principal du système à développer, et
donc d’appliquer une approche dirigée par les modèles.
Ces deux constats nous ont amené à :
— Aborder la problématique de comparaison des approches de conception de sys-
tèmes temps-réel. Le chapitre 4 y est consacré ;
— Nous approprier les techniques de l’ingénierie dirigée par les modèles, qui fait
l’objet du prochain chapitre. Nous y parcourons donc les concepts, outils et tech-
nologies offerts par cette approche pour le développement de systèmes en géné-
ral, puis examinons de près les travaux relatifs à l’application de cette approche
au développement des systèmes robotiques.
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3.1 Introduction
L’ingénierie du logiciel a considérablement évolué. On a ainsi vu apparaître au fil
du temps de nouveaux paradigmes de programmation. On peut notamment citer la
programmation fonctionnelle, le paradigme objet et plus récemment les composants
et les aspects. Chacune de ces approches vient avec ses avantages et ses inconvénients
selon les utilisations, et induit une vision différente de la programmation. Par ailleurs,
avec l’augmentation des besoins encouragée par l’amélioration des performances des
ordinateurs, la taille des programmes n’a eu de cesse d’augmenter, et le besoin d’outils
pour appréhender des grandes quantités de code s’est fait ressentir. Ainsi, des langages
avec un plus haut niveau d’abstraction sont apparus, parmi lesquels UML[75]. Le lan-
gage UML présente de nombreux diagrammes pour représenter différentes facettes
d’un système pendant son développement. Mais il s’est avéré limité, car ne pouvant
être totalement en adéquation avec tous les domaines. Par exemple : l’ingénierie sys-
tème, les systèmes temps-réel, la robotique, etc. L’Ingénierie Dirigée par les Modèles
(IDM) [19, 38] est née de ce besoin de pouvoir créer des langages de modélisation
adaptés à chaque situation. Depuis peu, cette approche fait l’objet de plusieurs tra-
vaux, dans le domaine de la robotique. D’où l’intérêt de l’étudier ici.
Dans ce chapitre, nous proposons une présentation des principes clés de cette ap-
proche. Nous introduisons dans un premier temps les concepts de base de l’IDM et ses
principes. Puis nous présentons les notions demodèles, demétamodélisation, de véri-
fication demodèles et de transformation demodèles. Par la suite, la notion de langage
de modélisation spécifique au domaine (DSML) est abordée, notamment ses compo-
sants et sa conception.Nous y détaillons les principes, techniques, étapes et outils pour
la définition de ces DSML. Nous terminons en discutant de quelques travaux réalisés
sur l’application de l’IDM dans le domaine de la robotique.
3.2 Ingénierie dirigée par lesmodèles
L’IDM(Ingénierie Dirigée par les Modèles)[19, 38] est une discipline qui a pour vo-
cation l’automatisation et la sûreté du développement des systèmes logiciels com-
plexes (particulièrement les systèmes embarqués), en fournissant des outils et des lan-
gages permettant la transformation de modèles, d’un niveau d’abstraction à un autre
ou d’un espace technologique à un autre. C’est un paradigme assez récent de l’ingé-
nierie du logiciel. Son principe essentiel consiste à considérer les modèles comme en-
tités de base dans le développement d’un système, et non plus l’objet comme c’est le
cas dans le paradigme objet. De la même manière que le principe « tout est objet » a
permis de faire avancer la technologie objet, le principe « tout est modèle » est aussi
essentiel pour l’ingénierie dirigée par les modèles. Il s’agit de considérer à priori que
toute entité manipulée par un système informatique est un modèle. Avec cette tech-
nologie, les modèles, dont l’utilisation a longtemps été limitée à la documentation des
logiciels, font désormais partie de la définition de ces derniers. Ils sont utilisés pour
décrire à la fois le problème posé et sa solution. Il existe plusieurs implémentations de
l’IDM telles que le MDA(Model Driven Architecture)[139] de l’OMG(Object Manage-
ment Group), leMIC(Model Integrated Computing)[146], les usines à logiciel(Software
Factories)[72], sNets(Semantic Network)[18], etc. Cette section présente les principes
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généraux de l’IDM, les concepts clés de cette technologie que sont la méta modéli-
sation et la transformation de modèle, et aborde aussi la notion de DSML(Domaine
Specific Modeling Language).
3.2.1 Les principes généraux de l’IDM
Suite à l’approche objet et de son principe du “tout est objet”, l’ingénierie du logiciel
s’oriente aujourd’hui vers l’ingénierie dirigée par les modèles et le principe du “tout
est modèle”. L’IDM vise, de manière plus radicale que pouvaient l’être les approches
des patterns[60] et des aspects[88], à fournir un grand nombre de modèles pour ex-
primer séparément chacune des préoccupations des utilisateurs, des concepteurs, des
architectes, etc. C’est par ce principe de base fondamentalement différent, que l’IDM
peut être considérée en rupture par rapport aux travaux de l’approche objet. Alors que
l’approche objet est fondée sur deux relations essentielles, “InstanceDe” et “HériteDe”,
l’IDM est basée sur un autre jeu de concepts et de relations. Le concept central de
l’IDM est la notion demodèle. A partir des travaux de l’OMG , de Bézivin et al.[20] et de
Seidewitz[132], nous considérerons dans la suite de cette thèse la définition suivante
d’un modèle.
Définition 3.2.1 (Modèle) Un modèle est une abstraction d’un système, modélisé sous
la forme d’un ensemble de faits construits dans une intention particulière. Un modèle
doit pouvoir être utilisé pour répondre à des questions sur le système modélisé[38].
La relation majeure de l’IDM, entre le modèle et le système qu’il représente est ap-
pelée “représentationDe”[12, 16, 107], et est nommée µ sur la figure 3.1. Un modèle
doit, par définition, être une abstraction pertinente du système qu’il modélise, c’est à
dire qu’il doit être suffisant et nécessaire pour permettre de répondre à certaines ques-
tions en lieu et place du système qu’il représente, exactement de la même façon que
le système aurait répondu lui-même. Ce principe, dit de substituabilité, assure que le
modèle peut se substituer au système, pour permettre d’analyser demanière plus abs-
traite certaines de ses propriétés[107].
Définition 3.2.2 (Principe de substituabilité) Un modèle doit être suffisant et néces-
saire pour permettre de répondre à certaines questions en lieu et place du système qu’il
est censé représenter, exactement de la même façon que le système aurait répondu lui-
même[38].
Le langage dans lequel un modèle est exprimé doit être clairement défini. La défi-
nition d’un langage de modélisation prend aussi la forme d’un modèle, appelé méta-
modèle.
Définition 3.2.3 (Métamodèle) Un métamodèle est un modèle qui définit le langage
d’expression d’un modèle, c’est à dire le langage de modélisation.[76]
La notion demétamodèle conduit à l’identification d’une seconde relation, liant lemo-
dèle et le langage utilisé pour le construire, appelée “conformeA” et nommée χ sur la
figure 3.1.
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FIGURE 3.1 – Notions de base en ingénierie des modèles
Sur la figure 3.2, nous reprenons l’exemple utilisé dans [38, 53] qui s’appuie sur
la cartographie pour illustrer l’IDM. Dans cet exemple, une carte est un modèle (une
représentation) de la réalité, avec une intention particulière (carte routière, adminis-
trative, des reliefs, etc.).
FIGURE 3.2 – Exemple illustrant les relations entre système,modèle,métamodèle et langage[53]
Le schéma de la figure 3.2, décrit qu’il est associé à chaque carte, la description du
«langage» utilisé pour réaliser cette carte. Ceci se fait notamment sous la forme d’une
légende explicite (indispensable en cartographie). Pour être utilisable, la carte doit être
conforme à cette légende. Plusieurs cartes peuvent être conformes à une même lé-
gende. La légende est alors considérée comme un modèle représentant cet ensemble
de cartes (µ) et à laquelle chacune d’entre elles doit se conformer (χ). Ces deux rela-
tions permettent ainsi de bien distinguer le langage qui joue le rôle de système, du (ou
des) métamodèle(s) qui joue(nt) le rôle de modèle(s) de ce langage. C’est sur ces prin-
cipes de base que s’appuie l’OMGpour définir l’ensemble de ses standards, en particu-
lierUML (UnifiedModeling Language)[140] dont le succès industriel est unanimement
reconnu.
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3.2.2 Le génie logiciel et l’IDM
Le principal problème du génie logiciel ne se pose plus en termes de « donnez moi
une spécification immuable et je produis une implantation de qualité », mais plutôt
en « comment réaliser une implantation de qualité avec des spécifications continuelle-
mentmouvantes »[83]. Quel qu’il soit, un processus de développement logiciel englobe
un certain nombre d’activités (comme l’expression des besoins, l’analyse, la concep-
tion, l’implantation ou encore la validation) qui chacune produit un ou plusieurs arte-
facts(documentation, diagrammes, codes sources, fichiers de configuration, fiches de
tests, rapports de qualification, etc.). Ces artefacts donnent de multiples points de vue
sur le logiciel en cours de développement et, en pratique, sont souvent indépendants
les uns des autres. Un problème ici, est d’être capable d’assurer une cohérence entre
ces vues, ou au minimum une traçabilité entre les éléments des différents artefacts.
L’IDM y apporte des éléments de réponse.
L’IDM a pour principal objectif de relever un certain nombre de défis du génie
logiciel (qualité, productivité, séparation des préoccupations, portabilité, traçabilité,
réutilisabilité, maintenabilité, cohérence entre modèle et code, coût, etc.) en suivant
une approche à base de modèles dite générative. En focalisant le raisonnement sur les
modèles, l’IDM permet de travailler à un niveau d’abstraction élevé, et par la suite de
vérifier sur desmodèles du système, un ensemble de propriétés que l’on devait vérifier
auparavant sur le système final. Avec cette approche, l’IDM permet de lever le verrou
consistant à ne pouvoir tester un système que tardivement dans le cycle de vie[47].
L’IDM va également permettre de capitaliser le savoir faire au niveau des modèles et
non pas uniquement au niveau du code source, favorisant ainsi la réutilisabilité, la
productivité et la traçabilité. Quelle que soit la technique mise en œuvre pour passer
dumodèle d’un système à une application logicielle exécutable, il est nécessaire que la
sémantique du modèle à exécuter soit clairement définie et surtout non ambigüe. La
complétude d’unmodèle va influer directement le niveau d’exécution atteignable, par
l’une ou l’autre des techniques[83].
3.2.3 L’approcheMDA
Le MDA (Model-Driven Architecture)[139] est une initiative de l’OMG rendue pu-
blique en 2000. C’est une proposition à la fois d’une architecture et d’une démarche de
développement. Cette approche vise à mettre en valeur les qualités intrinsèques des
modèles, telles que la pérennité, la productivité et la prise en compte des plateformes
d’exécution. Le MDA inclut pour cela la définition de plusieurs standards, notamment
UML, MOF(Meta-Object Facility)[117] et XMI 1(XML Metadata Interchange). Le prin-
cipe de MDA consiste en l’utilisation de modèles, aux différentes phases du cycle de
développement d’une application.
L’idée de base est la séparation des spécifications fonctionnelles d’un système, des
détails de son implémentation sur une plate-forme donnée. Pour cela, le MDA préco-
nise de classer les modèles élaborés en :
— Modèles d’exigences appelés modèle CIM(Computational IndependantModel) :
Ils décrivent les besoins fonctionnels de l’application, aussi bien les services qu’elle
1. XMI est un format d’échange basé sur XML pour les modèles exprimés à partir d’un métamodèle
MOF.
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offre que les entités avec lesquelles elle interagit. Leur rôle est de décrire l’appli-
cation indépendamment des détails liés à son implémentation. Ils peuvent ser-
vir de référence pour s’assurer que l’application correspond aux demandes des
clients.
— Modèles indépendants des plates-formes appelésPIM(Platform-IndependentMo-
dels) : Ce sont desmodèles d’analyse et de conception de l’application. La phase
de conception, suppose l’application de Design pattern, le découpage de l’ap-
plication en modules et sous-modules, etc. Le rôle des PIM est de donner une
vision structurelle et dynamique de l’application, toujours indépendamment de
la conception technique de l’application.
— Modèles spécifiques appelés PSM(Platform-Specific Models) : Ce sont des mo-
dèles qui se rapproche le plus du code final de l’application. Ils décrivent l’im-
plémentation d’une application sur une plateforme particulière, ils sont donc
liés à une plateforme d’exécution.
Grâce à ce principe, il sera possible de déployer un même modèle de type PIM sur
plusieurs plates-formes (modèles de type PSM), grâce à des projections standardisées.
L’approche MDA va donc permettre aux applications d’inter-opérer en reliant leurs
modèles, et favoriser l’adaptabilité aux évolutions des plates-formes et des techniques.
La mise en œuvre du MDA est entièrement basée sur les modèles et leurs transforma-
tions. L’initiative MDA a donné lieu à une standardisation des approches pour la mo-
délisation, sous la forme d’une structure en 4 niveaux de modélisation (appelée com-
munément Pile ou Pyramide de modélisation) présentée sur le schéma de la figure 3.3
inspirée de[102].
FIGURE 3.3 – Pyramide de modélisation de l’OMG[102]
Sur la figure 3.3, le monde réel est représenté à la base de la pyramide (niveauM0).
Lesmodèles représentant cette réalité constituent le niveauM1. Lesmétamodèles per-
mettant la définition de ces modèles (exemple UML) constituent le niveau M2. Enfin,
le métamétamodèle, unique et métacirculaire 2, est représenté au sommet de la pyra-
mide (niveau M3).
2. c’est à dire la capacité de se décrire lui-même
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L’objectif majeur du MDA est l’élaboration de modèles pérennes(PIM), indépen-
dants des détails techniques des plate-formes d’exécution (J2EE, .Net, PHP, etc.), afin
de permettre la génération automatique de la totalité des modèles de code (PSM), et
d’obtenir un gain significatif de productivité. Le passage de PIM à PSM fait intervenir
desmécanismes de transformation demodèle, et unmodèle de description de la plate-
forme appelé PDM (Platform Description Model). Cette démarche s’organise donc se-
lon un cycle de développement « en Y» propre auMDD (Model Driven Development).
La figure 3.4 donne en (a) le cycle en Y et en (b) une vue générale d’un processusMDA.
FIGURE 3.4 – MDA : Un processus en Y dirigé par les modèles[38]
Aujourd’hui plusieurs outils respectent cette approche MDA, Parmi lesquels An-
droMDA et oAW(openArchitectureWare)
3.2.4 Lamétamodélisation
Après l’acceptation du concept clé de métamodèle comme langage de descrip-
tion demodèle, plusieursmétamodèles ont émergés, chacun apportant ses spécificités
dans un domaine particulier (développement logiciel, entrepôt de données, procédé
de développement, etc.). Devant le danger de voir émerger indépendamment et de
manière incompatible cette grande variété demétamodèles, il y avait un besoin urgent
de donner un cadre général pour leur description. La réponse logique fut donc d’offrir
un langage de définition de métamodèles qui prit lui-même la forme d’un modèle :
c’est le métamétamodèle MOF (Meta-Object Facility)[117]. En tant que modèle, il doit
également être défini à partir d’un langage de modélisation. Pour limiter le nombre de
niveaux d’abstraction, il doit alors avoir la propriété de métacircularité, c’est à dire la
capacité de se décrire lui-même[38].
Définition 3.2.4 (Métamétamodèle) Unmétamétamodèle est un modèle qui décrit un
langage de métamodélisation, c’est-à-dire les éléments de modélisation nécessaires à
la définition des langages de modélisation. Il a de plus la capacité de se décrire lui-
même[38].
Comme nous l’avons vu au début de la section 3.2, l’IDM préconise l’utilisation de
petits langages demodélisation, dédiés chacun à un domaine particulier. Ainsi, la pre-
mière problématique clé de l’IDMest lamaîtrise de la définition de ces langages dédiés
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à un domaine appelésDSML(Domain SpecificModeling Language), dont le nombre ne
cesse de croître avec la multiplication des domaines d’application de l’informatique.
La métamodélisation, activité correspondant à définir un DSML, doit donc être étu-
diée et maîtrisée. Pour cela, les premiers travaux ont consisté à définir précisément les
différentes composantes d’un langage de modélisation et à offrir les outils permettant
de les décrire.
Définition 3.2.5 (Métamodélisation) Lamétamodélisation est l’activité consistant à dé-
finir le métamodèle d’un langage de modélisation. Elle vise donc à bien modéliser un
langage, qui joue alors le rôle de système à modéliser[38].
Nous présenterons en détaille la notion de DSML dans la section 3.3, qui y est
consacrée.
3.2.5 OCL pour La verification demodèles
La vérification de modèles qui consiste à se rassurer que le modèle d’un système
satisfait une spécification ou un ensemble de propriétés, demande que ces propriétés
soient définies sur les modèles. Généralement, cette spécification est écrite dans un
langage et la vérification est faite de manière automatique. Les langages graphiques
(e.g. UML) ne décrivent très souvent qu’un aspect partiel du système. Les contraintes
sont en général décrites (s’il en existe) sous la forme de notes marginales en langage
naturel ; conséquence elles sont presque toujours ambigües, imprécises, et n’offrent
pas la possibilité de réaliser une vérification automatique. Les langages formels sont un
bon complément au langage naturel[39]. Parmi ces langages, on peut citer OCL(Object
Constraint Language)[74], qui a été justement développé, dans le but d’être : formel,
précis et non ambigu.
3.2.5.1 Présentation de OCL
C’est un langage de spécification sans effet de bord.Dans le sens où, une expression
OCL calcule une valeur et laisse le modèle inchangé. L’état d’un objet ne peut pas être
modifié par l’évaluation d’une expression OCL. C’est un langage typé définissant des
types primitifs ( Boolean, Integer, Real et String). C’est une norme de l’OMG, qui en est
à sa version 2.0.
OCL est un langage fonctionnel basé sur la logique du premier ordre, et permet-
tant d’exprimer des spécifications sur un modèle UML. Il peut être utilisé comme lan-
gage de spécification du méta modèle, ce qui nécessite une bonne connaissance de la
syntaxe et de la sémantique des éléments de modélisation. Des règles OCL de bonne
formation (wellformedness rules) peuvent être adjointes à unmétamodèle non seule-
ment pour vérifier les règles sémantiques propres au domaine modélisé, mais aussi
pour restreindre l’ensemble des instances (modèles) valides. C’est un langage qui per-
met aussi, la navigation dans les diagrammes de classes (et notamment dans le mé-
tamodèle), et dispose de primitives ensemblistes ainsi que d’itérateurs sur des collec-
tions de données. On peut ainsi exprimer les pré et post-conditions de méthode, les
invariants de classe, etc.[13].
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3.2.5.2 Spécifications des contraintes OCL
La vérification demodèles n’est possible, que si au préalable des contraintes ont été
exprimées sur le modèle à vérifier. OCL va donc permettre de spécifier des contraintes
sous forme d’expressions associées à un diagramme UML pour :
— Obliger le dit modèle à respecter des règles sémantiques du domaine modélisé ;
— Vérifier potentiellement ces contraintes à l’exécution.
OCL permet principalement d’exprimer deux types de contraintes sur l’état d’un
objet ou d’un ensemble d’objets :
— Des invariants qui doivent être respectés en permanence;
— Des pré et post-conditions pour une opération.
C’est un langage qui peut s’appliquer sur la plupart des diagrammes UML et qui
sert entre autre, à spécifier : des invariants sur des classes, des pré et post conditions sur
des opérations, des gardes sur les transitions de diagrammes d’états ou demessages de
diagrammes de séquence/collaboration, des ensembles d’objets destinataires pour un
envoi de message, des attributs dérivés, des stéréotypes, etc.
3.2.6 Transformation demodèles
Les deux principaux artefacts de l’ingénierie des modèles étant les modèles et les
transformations demodèles, l’une des problématiques clé de l’IDM consiste à pouvoir
rendre opérationnels lesmodèles à l’aide de transformations. Cette section propose un
rapide tour d’horizon des techniques de transformation de modèles. Cette notion est
au centre de l’approche MDA et plus généralement de celle des DSML. En effet, l’in-
térêt de transformer un modèle Ma en un modèle Mb que les méta-modèles respec-
tifsMMa etMMb soient identiques (transformation endogène) ou différents (transfor-
mation exogène), apparaît comme primordial (génération de code, refactoring, migra-
tion technologique, etc.) [38]. D’autre part, l’approche MDA repose sur le principe de
la création d’un modèle indépendant de toute plateforme (PIM), et pouvant être raf-
finé en un ou plusieurs modèle(s) spécifique(s) à une plateforme (PSM). Les méthodes
de transformation sont là aussi indispensables pour changer de niveau d’abstraction
(transformation verticale), dans le cas du passage de PIM à PSM et inversement, ou
pour rester au même niveau d’abstraction (transformation horizontale) dans le cas de
transformation PIM à PIM ou PSM à PSM [65].
Enfin, la transformation de modèle est également utilisée dans la définition des
langages de modélisation pour établir les mappings et des traductions entre différents
langages.
3.2.6.1 Principes de transformation demodèles
Nous énonçons ces principes à travers les trois définitions ci-après.
Définition 3.2.6 (Transformation) Une transformation est la génération automatique
d’un (de) modèle(s) cible(s) à partir d’un (de) modèle(s) source(s), suivant une définition
de transformation [17].
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Définition 3.2.7 (Définition de transformation) Une définition de transformation est
un ensemble de règles de transformation qui spécifient comment un modèle décrit dans
un langage source, peut être transformé en unmodèle décrit dans le langage cible [17].
Définition 3.2.8 (Règle de transformation) Une règle de transformation décrit comment
une ou plusieurs constructions en langage source peuvent être transformées en une ou
plusieurs constructions en langage cible [89].
La figure 3.5 schématise le principe de transformation demodèles à base de règles.
FIGURE 3.5 – Principe d’une transformation de modèles [91]
Sur le schéma de la figure 3.5, les règles de transformation sont spécifiées en s’ap-
puyant sur les langages (méta-modèles) sources et cibles. Lemoteur de transformation
prends en entrée un modèle source, lit les règles de transformation, et produit un mo-
dèle cible, qui est conforme auméta modèle cible.
On peut utiliser la transformation demodèle pour générer du code dans un langage
de programmation cible (Java, C++, etc.) à partir de modèles sources. Dans ce cas on
parle de la transformation de modèles à texte(M2T). Il s’agit d’un cas particulier de
transformation de modèles à modèles dans lequel le méta modèle cible s’identifie à la
grammaire textuelle du langage de programmation.
3.2.6.2 Classification des transformations
Nous avons vu que dans une transformation de modèles, les modèles sources et
cibles peuvent :
— être conforme à des méta-modèles identiques ou non;
— appartenir à un même niveau d’abstraction (e.g. raffinement de PIM) ou à des
niveaux d’abstractions différents (e.g. transformation de PIM vers PSM).
En fonction de ces points de variation, on classe les transformations en quatre ca-
tégories. Selon [99], une transformation est :
— Endogène : si lesmodèles source et cible sont conformes aumêmemétamodèle ;
— Exogène : si les modèles source et cible sont conformes à des méta-modèles dif-
férents ;
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— Horizontale : si les méta-modèles se situent au même niveau d’abstraction;
— Verticale : si les méta modèles se situent à des niveaux d’abstraction différents.
La figure 3.6 résume ces classes de transformations, avec des cas d’utilisation.
FIGURE 3.6 – Types de transformation et leurs principales utilisations [38]
3.2.6.3 Approches pour la transformation desmodèles
Il existe plusieurs approches pour la transformation de modèles [41][61], Que l’on
classe en deux grandes familles : les approches de modèles à modèles (M2M), et les
approches de modèle à texte ou M2T. Selon l’IDM, une approche M2T ne devrait pas
se distinguer d’une approcheM2M, le code étant assimilé à unmodèle. D’ailleurs, une
transformation vers du code implique théoriquement que l’on fournisse comme cible
le méta-modèle d’un langage de programmation. Dans la pratique, il est courant de
s’affranchir de cette contrainte technique. Il est dans bien des cas plus simple et plus
rapide de travailler sur un squelette de code composé de parties fixes et variables, que
de spécifier des règles en fonction d’unméta-modèle cible. Très souvent donc, enM2T
le code est tout simplement généré sous forme de texte, dans un fichier, à partir d’un
modèle, d’un méta-modèle source et de règles de transformation. Ce fichier de code
généré est ensuite directement utilisable par un compilateur ou un interpréteur. C’est
pourquoi ce genre de transformation est appelée « Model To Text ». Nous présentons
ci-dessous quelques approches et outils de chaque famille.
Comme approche de transformations de modèles à texte, nous pouvons citer :
- La génération de code par parcours demodèle (visitor-based) : elle consiste à par-
courir la représentation interne du modèle donné en entrée et à écrire du texte (code)
sur un flux de sortie, ceci à l’aide de visiteur. On retrouve cette approche dans le fra-
mework Jamda par exemple.
- La génération de code par template (template-based). C’est la solution préco-
nisée par l’OMG. Il s’agit de l’approche M2T la plus employée. Elle consiste à utili-
ser comme modèle cible un texte fixe dans lequel certaines parties sont variables :
elles sont renseignées en fonction des informations récupérées dans le modèle source.
Comme le membre droit d’un template concerne du texte, il n’y a pas de notion de ty-
page, ce qui peut présenter un inconvénient (erreurs de typage lors de l’interprétation,
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etc. . . ). L’avantage d’une telle approche découle de cet inconvénient : l’approche par
template est extrêmement souple et facilite la génération de n’importe quel artefact
textuel.
La spécification de l’OMGnommée«MOFM2T» 3(MOFModel ToText Transforma-
tion Language) décrit un standard aligné avec UML 2.0, MOF 2.0 et OCL 2.0 permet-
tant de générer du code à partir de templates. Cette spécification a été implémentée au
sein de divers outils IDM; une majorité d’entre eux supporte désormais la génération
de code par template. La plupart de ces implémentations sont disponibles sous forme
de plugins sur la plateforme EMF[122], et font partie du projet Eclipse «M2T» 4. Parmi
les plus utilisées actuellement, citons : XSLT 5, JET 6, Xpand 7, Acceleo 8.
Comme approche de transformations de modèles à modèles, nous pouvons citer
les :
- approches par manipulation directe : elles offrent une représentation interne
d’un modèle et des API(Application Programming Interface) pour les manipuler. Il in-
combe aux utilisateurs d’implémenter eux-mêmes leurs règles, en utilisant un langage
de programmation classique. Jamda utilise cette approche (qui est similaire dans son
principe à l’approche M2T par parcours de modèle) ;
-approches opérationnelles : variantes de lamanipulation directe, mais située à un
niveau d’abstraction un peu plus élevé. Une solution ici est d’étendre le méta forma-
lisme avec un langage d’expression de requêtes, par exemple OCL, pour spécifier une
sémantique operationnelle. Cette approche se retrouve dans les langages tels queMTL
(Model Transformation Language)[155] et QVT Operationnal ;
- approches relationnelles : elles utilisent des relationsmathématiques pour lier les
éléments source et cibles. Puis on spécifie des contraintes des liens entre la source et la
cible d’une relation. Nous pouvons citer comme exemple :MOFQVT,MTL, KMTF(Kent
Model Transformation Language) et l’outil XMF-Mosaic ;
- approches basées sur les transformations de graphes : elles se basent sur la théo-
rie de transformationde graphes.Une règle de transformation = graphe source + graphe
cible. Parmi ces approches nous pouvons citer : AGG (Attributed Graph Grammar),
l’environnement VMTS (Visual Modeling and Transformation System), BOTL (Bidirec-
tional Object-oriented Transformation Language), la suite d’outils Fujaba (From UML
to Java And Back Again) ;
- approches dirigées par la structure : il ya une phase de création de la structure
dumodèle cible, puis une phase de renseignement des attributs et des références. Op-
timalJ est un exemple d’environnement implémentant cette approche;
- approches hybrides : Elles permettent, selon le contexte, de spécifier des règles
de manière impérative, déclarative, ou bien de mélanger les deux.
Nous avons vu que dans une démarche IDM, les spécifications du logiciel sont
décrites grâces à des modèles, qui sont les principaux artefacts du système. Dans ce
monde où « tout est modèle », il existe aujourd’hui un outillage conséquent permet-
tant de spécifier ces modèles. Parmi ces outils nous avons UML qui est l’un des lan-
3. http ://www.omg.org/spec/MOFM2T/1.0
4. http ://www.eclipse.org/modeling/m2t
5. http ://www.w3.org/TR/xslt20/
6. https ://eclipse.org/modeling/m2t/?project=jet
7. http ://wiki.eclipse.org/Xpand
8. http ://www.eclipse.org/acceleo/
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gages de description de modèles (un méta-modèle) le plus connu et le plus utilisé. Ce
dernier fait partir des méta-modèles très généraux, qui ne sont pas liés à un domaine
particulier. Mais l’IDM permet, à travers les techniques de méta-modélisation de dé-
finir des langages spécifiques à un domaine donné. La section suivante aborde cette
notion.
3.3 DSML : les langages de modélisation spécifiques aux
domaines
LesDSML(Domain SpecificModeling Languages) ouplus généralement lesDSL(Domain
Specific Language), sont des langages de conception et/ou de développement, conçus
pour répondre aux besoins d’un domaine d’application spécifique. Ils sont particuliè-
rement utiles parce qu’ils sont adaptés aux exigences du domaine, tant en terme de
notation et de syntaxe (et donc fournir des abstractions de modélisation appropriées
et des primitives plus proches de ceux utilisés dans le domaine), qu’en terme de sé-
mantique et de puissance expressive (et donc ne forcent pas les utilisateurs finaux à
étudier des langages plus généralistes, qui peuvent être plein de concepts complète-
ment hors de son domaine). l’IDM favorise la définition des DSML, offrant ainsi aux
utilisateurs des concepts propres à leur métier et dont ils ont la maîtrise. Ces langages
sont généralement de petite taille et doivent être facilement manipulables, transfor-
mables, combinables, etc.
Les langages demodélisation sont des outils conceptuels visant à laisser les concep-
teurs formaliser leurs pensées et conceptualiser la réalité sous forme explicite, pouvant
être textuel ou graphique.
Définition 3.3.1 (Langage demodélisation) Un langage de modélisation (Lm) est dé-
fini selon le tuple (AS;CS* ;Mac,SD,Mas) où AS est la syntaxe abstraite, CS* est la (les)
syntaxe(s) concrète(s), Mac est l’ensemble des mappings de la syntaxe abstraite vers la
(les) syntaxe(s) concrète(s), SD est le domaine sémantique et Mas est le mapping de la
syntaxe abstraite vers le domaine sémantique [38].
Cette section décrit les principales caractéristiques des langages de modélisation, en
particulier : leur structure, leur principe et les différents techniques et outils pour leur
conception.
3.3.1 Structure d’un langage demodélisation
Un langage de modélisation est défini par trois ingrédients de base [26] :
— Une syntaxe abstraite : Décrit la structure du langage et la façon dont les diffé-
rentes primitives peuvent être combinées ensemble, indépendamment de toute
représentation ou codage particulier ;
— Des syntaxes concrètes : Décrivent les représentations spécifiques du langage
demodélisation, couvrant le codage et/ou des questions d’apparence visuelle. La
syntaxe concrète peut être soit textuelle ou graphique. Elle représente la notation
réelle qui est utilisée dans l’application courante du langage. Si la syntaxe est
visuelle (graphique), le résultat de l’activité demodélisation se compose d’un ou
plusieurs diagrammes;
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— Une sémantique : Décrit la signification des éléments définis dans le langage et
la signification des différentes façons de les combiner.
La figure 3.7 résume ces composants.
FIGURE 3.7 – Les trois principaux ingrédients d’un langage de modélisation et leurs relations
[26]
Sur le schéma de la figure 3.7, la sémantique définit la signification de la syntaxe
abstraite et, indirectement celle de la syntaxe concrète ; la syntaxe concrète représente
la syntaxe abstraite.
3.3.2 Principes des DSLs
Les DSLs sont utilisables pour de nombreux scénarios d’application (pas nécessai-
rement limitée au développement de logiciels). Cependant, la conception d’un DSL
n’est pas une tâche triviale : elle implique une bonne connaissance du domaine où elle
s’applique, ainsi que des pratiques d’ingénierie linguistique. Trouver les bonnes abs-
tractions pour définir un DSL est difficile et prend du temps. Pour que le DSL soit utile,
les principes suivants doivent être suivies.
— Le langage doit fournir de bonnes abstractions au développeur, doit être intuitif,
et lui rendre la vie plus facile et non plus difficile ;
— Le langage ne doit pas dépendre de l’expertise d’une seule personne pour son
adoption et son l’utilisation. Sa définition doit être partagée entre les personnes,
et acceptée après une certaine évaluation;
— Le langage doit être fourni avec des outils et méthodes le supportant ; car les ex-
perts du domaine tiennent àmaximiser leur productivité en travaillant dans leur
domaine, mais ne sont pas prêts à passer énormément de temps dans la défini-
tion des méthodes et des outils pour cela ;
— Le langage doit évoluer et être maintenue à jour en fonction de l’utilisateur et du
contexte des besoins, sinon il est condamné à mourir ;
— Un bon DSL devrait être ouvert pour les extensions et fermé pour des modifi-
cations, selon le bon vieux principe d’ouverture-fermeture, indiquant que « les
entités logicielles (classes, modules, fonctions, etc.) devraient être ouverts pour
l’extension, mais fermé pour modification »
Après avoir présenté les principaux ingrédients des DSML, et leurs principes, le
paragraphe ci-dessous est consacré aux outils et techniques utilisés pour définir les
différents composants de ces langages.
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3.3.3 Outils et techniques pour la conception d’un DSML
Comme nous l’avons dit, d’une manière générale, qu’il soit textuel ou graphique,
un langage est caractérisé par sa syntaxe (abstraite et concrète) et sa sémantique. La
syntaxe décrit les différentes constructions du langage et les règles d’agencement de
ces constructions, tandis que la sémantique permet de donner un sens à chacune des
constructions du langage. La conception d’un DSML consiste donc essentiellement
à définir sa syntaxe et sa sémantique. Nous présentons dans cette section quelques
techniques, standards, et outils disponibles pour décrire ces différentes parties d’un
DSML.
3.3.3.1 Syntaxe abstraite
La syntaxe abstraite définit de façon structurelle les concepts, les relations et les
règles de grammaire caractérisant le DSML. Les concepts représentent les types d’élé-
ments manipulés par le DSML, alors que les relations et les règles de grammaire dé-
finissent comment ces éléments peuvent être combinés pour former des modèles va-
lides [72]. La pertinence des concepts définis dépend fortement du niveau d’abstrac-
tion souhaité. Abstraire un système consiste à en extraire les caractéristiques essen-
tielles par rapport à un type d’utilisateur et à un domaine particulier. Ce faisant, l’abs-
traction permet non seulement de cacher les détails non essentiels à l’utilisateur, mais
également de s’appuyer sur des connaissances métiers pour résoudre des problèmes
récurrents de ce domaine. Selon [151], la partie la plus importante dans le processus
de conception d’un DSML est de trouver les bonnes abstractions. Travailler au juste
niveau d’abstraction est crucial pour le succès du DSML, car il affecte directement
son expressivité. Un niveau trop abstrait fait qu’un DSML ne pourra pas fournir suffi-
samment d’informations dans ses modèles. Un niveau d’abstraction trop détaillé, par
contre, peutmener à unDSML compliqué, confus et difficilement compréhensible par
les utilisateurs [86].
Deux approches sont principalement utilisées pour la définition de la syntaxe abs-
traite [72] : la grammaire non-contextuelle (ou grammaire formelle e.g. Backus- Naur
Form/Backus Normal Form-BNFs) utilisée surtout pour la définition des langages tex-
tuels, et la méta-modélisation utilisée pour la définition des DSMLs. Cette distinc-
tion est tout simplement d’ordre pratique, on constate que l’approche de la gram-
maire non-contextuelle est mieux adaptée à la description des langages textuels puis-
qu’elle est bien optimisée pour le traitement de texte, alors que l’approche de méta-
modélisation se prêtemieux à la description des langages graphiques demodélisation.
Depuis son utilisation dans la définition du langage UML, La méta-modélisation
est devenue l’approche favorite pour la définition des langages de modélisation [72].
L’adoption de l’approche de méta-modélisation pour définir les langages dédiés pré-
sente de nombreux avantages. Parmi ceux-ci, on peut citer le fait que cette approche
permet de définir les DSL de façon unifiée en utilisant le même langage de méta-
modélisation (Metamodeling Language) pour capturer, décrire etmanipuler la plupart
des aspects du DSL (syntaxe abstraite, syntaxe concrète et sémantique). Ajoutons à
cela l’utilisation d’une notation généralement intuitive qui facilite la communication
de l’intention du concepteur. Pour définir cette syntaxe, nous disposons à ce jour de
nombreux environnements et langages de méta-modélisation. Parmi eux on peut ci-
ter : Eclipse Modeling Project (EMP) à travers son framework Eclipse-EMF/Ecore [31],
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GME/MetaGME [95], AMMA/KM3 [84], XMF-Mosaic/Xcore [34], Kermeta [107], Visual
Studio Visualization andModeling SDK [4], ou encore MetaEdit+ [2].
3.3.3.2 Syntaxe concrète
Contrairement à la syntaxe abstraite qui se concentre sur la description sous-jacente
du vocabulaire et de la grammaire du DSL, la syntaxe concrète, quant à elle, s’occupe
de la définition de la notation à utiliser pour représenter les éléments du DSL dans les
différents modèles. En d’autres termes, La syntaxe concrète fournit à l’utilisateur un
ou plusieurs formalismes, pour manipuler les concepts de la syntaxe abstraite, et ainsi
en créer des instances. Cette notation peut prendre plusieurs formes. Elle peut être
textuelle, graphique ou une combinaison des deux. La syntaxe concrète textuelle est
utilisée, principalement, pour les DSL dits « de programmation » alors que la syntaxe
concrète graphique est plutôt réservée aux DSL dits « de modélisation », c’est-à-dire
les DSML. Les DSL combinant les deux formes de notations utilisent généralement la
notation graphique pour représenter des vues d’un plus haut niveau d’abstraction, et
la notation textuelle pour capturer des informations plus détaillées [34].
La syntaxe concrète textuelle définit les modèles (programmes) du DSL sous forme
de structures textuelles, soit des chaînes de caractères représentants des déclarations
de structures de données (e.g. variables, objets, etc.), ou des expressions et des ins-
tructions manipulant ces structures, et contrôlant leur flux d’exécution. Son principal
avantage est sa capacité à capturer des expressions complexes. Cependant, au-delà
d’un certain nombre de lignes, ces expressions textuelles deviennent difficiles à com-
prendre et à gérer.
La syntaxe concrète graphique décrit les éléments graphiques (symboles) à utiliser
pour représenter lesmodèles duDSL, et détermine leurs formes et dispositions géomé-
triques. Elle consiste en une interface utilisateur graphique permettant de manipuler
(spécifier, ajouter, retirer, lier, etc.) les concepts du DSL. Chaque élément représen-
table du langage est associé à un symbole graphique. L’avantage principal d’une syn-
taxe visuelle est sa capacité à exprimer l’information sous une forme intuitive et facile
à comprendre [34]. Cependant, sa faiblesse évidente est qu’elle ne peut exprimer ces
informations qu’à un certain niveau d’abstraction. Au-delà de ce niveau, elle devient
trop complexe et incompréhensible.
La définition du modèle d’une syntaxe concrète est bien outillée à ce jour. Il existe
de nombreux projets qui s’y consacrent, principalement basés sur EMF. On peut citer
GMF(Generic Modeling Framework) [6], TOPCASED [51], GEMS [159], pour la syntaxe
graphique; et ATLAS (TCS [85, 5]) pour la syntaxe textuelle.
3.3.3.3 Sémantique
Généralement, la syntaxe abstraite du DSML ne comporte pas assez d’information
pour définir le sens des constructions de ce dernier. Des informations supplémentaires
sont nécessaires afin de pouvoir déterminer ce sens. Le but de la sémantique est de
capturer et d’organiser l’ensemble de ces informations, dans desmodèles sémantiques
décrivant le sens du DSML.
La compréhension du sens duDSMLest indispensable pour la définition desDSML
exécutable, avec des modèles faciles à analyser et à transformer. Les techniques de
transformation demodèles et de génération de code, dépendent fortement de la clarté
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et de la précision de la sémantique. Chaque expression syntaxiquement valide dans le
DSML, doit avoir une signification précise et sans équivoque [77], afin de lever toute
ambiguïté concernant la compréhensiondesmodèles, et de parer aux risques de contre-
sens et d’usage inadéquat [34]. On distingue deux types de sémantiques : la séman-
tique statique et la sémantique dynamique (ou comportementale).
La sémantique statique se concentre sur la signification d’un modèle avant son
exécution (par exemple pour la vérification des types), elle peut être exprimée sur la
syntaxe abstraite, soit à l’aide du langage demétamodélisation lui-même (par exemple
lesmultiplicités), soit en la complétant par des contraintes exprimées a l’aide d’un lan-
gage comme OCL (invariant, pré ou post-condition).
La sémantique dynamique quant à elle s’intéresse au comportement des modèles
à l’exécution. Elle permet d’exécuter un modèle en vue de l’animer, le simuler ou le
vérifier dynamiquement. La définition de cette sémantique comportementale se rap-
porte à la définition d’un mappage sémantique (Semantic Mapping, SM) vers un do-
maine sémantique (Semantic Domain, SD) [77]. Le domaine sémantique définit l’en-
semble des significations possibles qui peuvent être accordées aux différents modèles
du DSML. Le mappage sémantique établit le lien entre les éléments de la syntaxe et le
sens qu’on leur donne (leurs significations correspondantes dans le domaine séman-
tique).
La sémantique comportementale des DSMLs est généralement décrite de manière
adhoc et nécessite beaucoup d’effort [?]. L’un des défis actuels de l’IDMconsiste à don-
ner les moyens d’exprimer la sémantique comportementale de façon précise. Cette
problématique fait l’objet de nombreux travaux tels que [33] et [107]. Cet aspect des
DSMLs n’a pas été traité dans le cadre de nos travaux. La Figure 3.8 résume l’essen-
tiel de la conception d’un DSML. Rappelons qu’un outil de méta-modélisation permet
d’implanter un DSML, et que pour construire des modèles conformes au DSML il faut
créer un éditeur arborescent ou graphique (un outil de modélisation), à partir de la
syntaxe abstraite du DSML. Cet éditeur matérialise la syntaxe concrète.
FIGURE 3.8 – Éléments pour la Conception d’un DSML [148]
Après avoir parcouru les concepts, techniques et outils qu’offre l’IDM, avec un ac-
cent particulier sur les langages spécifiques aux domaines, nous regardons à présent
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quelques travaux qui ont été faits sur l’application de cette approche dans le domaine
de la robotique. C’est l’objet de la section suivante.
3.4 IDM et développement des systèmes robotiques
L’utilisation de certaines techniques de développement, qui ont fait et continu de
faire leur preuve dans le domaine du génie logiciel, est un véritable challenge dans le
domaine de la robotique. De plus en plus, des solutions pour l’utilisation des tech-
niques du génie logiciel dans la robotique sont proposées à différents niveaux. Mais
ces travaux sont très récents et par conséquent très peu nombreux. Dans cette section,
nous vous présentons quelques uns.
3.4.1 Quelques travaux sur l’application de l’IDM dans la robotique
Passama [120] propose une solution au problème de représentation et de commu-
nications des architectures logicielles robotiques entre experts du domaine. Il propose
notamment un langage de modélisation spécifique pour ce domaine. Ceci dans l’op-
tique d’exprimer et de comparer aisément différentes architectures. L’objectif premier
de ce travail est de faciliter la communication entre les experts du domaine. Il pro-
pose pour ce faire un model conceptuel pour l’architecture robotique, puis définit les
concepts et les terminologies utilises dans ce modèle. Un méta modèle est par la suite
définit, ainsi que des symboles pour représenter chaque concepts.
Xavier Blanc et al. dans [22] traitent des bénéfices qu’apporte l’approche MDE au
développement des systèmes embarques et robotiques. Ils appliquent cette approche
pour développer le système logiciel pour Aibo, qui est un type de robot. L’objectif de
leur travaux est de : analyser les avantages fournis par les modèles dans ce contexte
spécifiquede la robotique;mesurer lamaturité des technologies offertes par l’approche
MDE et de souligner les limites de cette approche. Ils décrivent donc l’approche utili-
sée pour appliquer le MDE dans le développement du système pour Aibo.
Dave Thomas et al.[149] abordent la problématique de l’ingénierie dirigée par les
modèles appliquée à la conception d’un contrôleur de robot de service. Ils développent
une approche de modélisation évolutive, pour le développement du logiciel de com-
mande temps-réel d’un prototype de bras à sept axes, actionnés par muscles artifi-
ciels. Ils partent d’un modèle d’analyse orientée métier, pour déboucher sur un mo-
dèle d’implémentation par transformation successives de modèles. Les modèles leur
servent de référence à la fois pour le logiciel final ainsi que pour les analyses et les
vérifications.
Andreas Steck et al.[144] Traitent également de la problématique de l’application
du processus MDE pour les systèmes robotiques. Il s’occupe plus particulièrement de
la prise en comptes des propriétés non fonctionnelles dans lamodélisation. Propriétés
telles que la qualité de service, la gestion des ressources temps réel (par exemple l’ana-
lyse d’ordonnençabilité des taches temps réels). Le processus se compose d’un méta
modèle pour la robotique. Une chaine d’outils orientes modèles basée sur éclipse,
fournis les étapes de transformation de modèles et de génération de codes.
Piotr Trojanek [152] applique une approche d’ingénierie dirigée par les modèles,
pour la conception de solutions spécifiques de domaine, pour le développement du
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système de commande de robot, utilisant l’architecture de subsomption. Le processus
proposé inclut l’identification dumétamodèle de domaine, la définition de la notation
graphique et la génération de code pour l’architecture de subsomption. Il s’appui sur
éclipse avec son framework EMF.
Brugali et al. dans [28] abordent le problème du développement de systèmes lo-
giciels stables dans le domaine de robotique, analysent les éléments qui rendent ce
problème difficile, et identifient les défis auxquels la communauté robotique doit faire
face afin de construire des systèmes logiciels stables. Par la suite, les mêmes auteurs
dans [29], examinent le concept de stabilité logicielle appliquée aux cas particulier des
systèmes de robot. Les auteurs pensent que la stabilité doit être basée sur une analyse
minutieuse de domaine et unemodélisationmultidimensionnelle d’aspects différents
et récurrents des systèmes de robot. Ils identifient par la suite les concepts pour la ges-
tion de la stabilité des systèmes logiciels robotiques.
Christian Schlegel et al [127] présentent les apports de l’approche dirigée par les
modèles par rapport à celle dirigée par le code, dans le développement des systèmes
logiciels robotiques. Dans ces travaux, les auteurs décrivent le niveau de granularité
choisi pour les composants logiciels comme entrée de la conception orientée modèle,
pour relever le défi du génie logiciel dans la robotique.
3.4.2 Discussion
Les travaux présentés ci dessus(section 3.4.1) traitent de l’application de l’approche
MDE dans le domaine des architectures logicielles robotiques. Le travail [120] qui est
consacré à la définition d’un langage, présente quelquesmanquement par rapport à la
problématique que nous avons posé en début de ce travail, dans l’introduction géné-
rale : il ne permet pas de représenter toutes les catégories d’architecture ; Par exemple,
il ne prend pas en compte certains aspects spécifiques des architectures comporte-
mentales, tels que l’inhibition de sorties et la suppression d’entrées. Certaines proprié-
tés liées au fonctionnement même des architectures logicielles robotiques ne peuvent
pas être définit par les seules relations structurelles entre les concepts, ce genre de
contraintes doit être vérifié par d’autres moyens, par exemple à l’aide du langage OCL.
Certains de ces travaux comme [127, 144] traitent de l’IDM dans la robotique en géné-
ral, sans que cela n’apporte une solution au problème spécifique de la représentation
et la communication de architectures logicielles. Les travaux de [152] sont spécifiques
à l’architecture de subsumption. L’étude de [22] porte sur un cas spécifique de système
robotique, et par conséquent le méta modèle qu’il propose se limite au système Aibo.
Dans [149], les auteurs se limitent au développement d’un logiciel destiné à comman-
der un prototype donné. Presque tous les travaux cités ci dessus n’abordent pas vrai-
ment le côté temps réel de ces systèmes.
Les travaux présentés dans cette section ont porté sur différents aspect de l’appli-
cation de l’IDM à la robotique de façon générale. Ils traitent différents sous domaines
de cette problématique. La section suivante quant à elle, est consacrée à quelques tra-
vaux, qui ont traité le cas spécifique de la définition de DSML pour le sous domaine
des architectures logicielles robotiques.
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3.4.3 DSML et outils pour la définition des architectures logicielles
robotiques
La présentation de plusieurs travaux relatifs aux DSML en robotique est disponible
dans [87]. Dans cette section, nous présentons deux parmi les DSML les plus récents.
3.4.3.1 SmartSoft
3.4.3.1.1 présentation
SmartSoft[128] est une chaine d’outillages basée sur les composants, pour les lo-
giciels robotiques. SmartSoft met l’accent sur le modèle de communication entre les
composants ; les auteurs considèrent que la communication est le noyau d’un modèle
de composant robotique. C’est un framework conçu pour assister le développeur du
composant, le constructeur de l’application et l’utilisateur final, à construire et utiliser
des composants distribués, avec des interfaces de communication prédéfinies et indé-
pendamment de l’endroit où ils sont appliqués. Il permet de mettre en œuvre des sys-
tèmes faiblement couplés et distribués basés sur des composants standardisés, dont
l’interaction peut être ajustée en fonction du contexte et des exigences actuels. Son but
c’est d’offrir des composants intelligents prêts à l’emploi, et aidant au développement
des applications robotiques; une sorte de services autonomes pour les robots. Il définit
des interactions entre les composants et facilite leur déploiement sur plusieurs nœuds
dans un environnement pouvant être distribué. Ce Framework offre un ensemble de
patterns de communication générique qui permettent l’assemblage et la composition
des composants grâce à des interfaces structurées, basées sur des services de commu-
nication standard (client/server, master/slave, request/response, etc.). Il s’appuit sur
un méta-modèle appelé SmartMars (Modeling and Analysis of Robotic Systems)[128]
implémenté sous forme de profil UML, et a servi de base pour construire un outil in-
tégré à Eclipse appelé SmartMDSD (Model Driven Software Design)[143]. Ce dernier
offre un environnement de développement intégré pour les logiciels robotiques se-
lon une approche dirigée par les modèles et permet de générer du code vers CORBA
(Common Object Request Broker Architecture)[1] et ACE (Adaptive Communication
Environment)[129].
3.4.3.1.2 Discussion
SmartSoft modélise des applications à base de composants indépendamment des
plateformes. La communication entre ces composants est clairement définie. Le fait
de générer du code vers CORBA et ACE favorise la portabilité, l’interopérabilité et le
fonctionnement en réseau des applications produites. CORBA apporte en plus la pos-
sibilité de développer des applications distribuées et de façon transparente. Cepen-
dant, le méta modèle de SmartSoft ne permet pas de distinguer les composants ma-
tériels des composants logiciels ; du coup, les abstractions du domaine sont insuffi-
santes, car il n’est pas possible d’exprimer les abstractions du matériel par exemple.
SmartSoft offre des composants prêts à l’emploi, qu’il faut paramétrer et déployer sur
le robot pour leur utilisation. Les composants sont des sortes de boites noires offertes
pour gérer les robots. Par conséquence, pas de possibilité d’écrire soit même le com-
portement attendu des composants dans ce cas-là. Dans SmartSoft, une tâche ne dé-
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finit pas clairement les actions qui la constituent. Pourtant ce niveau de granularité
faciliterait davantage la compositionalité et la réutilisabilité des actions par plusieurs
composants. De même, le méta-modèle SmartMars sur lequel est construit Smart-
Soft n’aborde pas l’étape de la définition de la sémantique que l’on retrouve dans la
construction d’un DSML; par conséquent, il n’y a presque pas de règles sémantiques
définies pour contrôler les propriétés non-fonctionnelles des modèles construits. Les
auteurs ont d’ailleurs effectués de nouveaux travaux relatifs à cet aspect[96]. Ces der-
niers portent sur la modélisation de contraintes non fonctionnelles du domaine d’ap-
plication, pour les systèmes logiciels de robotique à base de composants.
3.4.3.2 RobotML
3.4.3.2.1 présentation
RobotML[45] est un langage spécifique au domaine de la robotique, conçu pour
modéliser les applications robotiques. Ce DSL est supporté par une chaine d’outils
permettant de faciliter la conception, la simulation et le déploiement de ces applica-
tions sur différentes plateformes d’exécution cible. RobotML et sa chaine d’outils ont
été développés dans le cadre du projet PROTEUS (Plateforme pour la Robotique Orga-
nisant les Transfert Entre Utilisateurs et Scientifiques)[3]. Cette chaîne d’outillage per-
met d’aller de la modélisation de scénarios de robotique jusqu’à la génération de code
vers plusieurs plateformes cibles hétérogènes, facilitant ainsi le développement des
applications robotiques. RobotML fait la différence entre les composants (matériels,
de contrôle, de déploiement). Il permet la spécification de l’architecture d’un système
robotique (composants, ports et types de données échangées), la spécification de la
communication entre les composants à travers des ports (flot de données ou de ser-
vice), la spécification du type de communication entre les composants (synchrone ou
asynchrone), la spécification du comportement des composants de l’architecture du
système à travers des machines à états ou des algorithmes et la spécification d’un plan
de déploiement qui permet de définir plusieurs plateformes cibles hétérogènes (simu-
lateurs et middleware). RobotML est supporté par un éditeur graphique conçu à l’aide
de l’outil Papyrus. Cet éditeur offre une plus grande facilité aux utilisateurs du langage.
3.4.3.2.2 Discussion
RobotML est l’un des DSL du domaine de la robotique les plus récents. Il a été
conçu en respectant les principales exigences qu’un langage de domaine pour la ro-
botique devrait avoir. Notamment la facilité d’utilisation, la possibilité de spécifier une
architecture à base de composants, l’indépendance vis-à-vis des catégories d’architec-
tures et vis-à-vis des plateformes cibles, la prise en compte de plusieurs plateformes
hétérogène (robots réel ou simulateurs). Cependant, dans la conception de RobotML,
on passe de la définition de sa syntaxe abstraite à la définition de la syntaxe concrète.
Pourtant le cycle de définition d’un DSML comporte trois étapes, syntaxe abstraite, sé-
mantique et syntaxe concrète. Par conséquent il n’est pas possible de vérifier les pro-
priétés non fonctionnelles des modèles construits, car les règles sémantiques relatives
à cet aspect n’ont pas été définies. De plus, bien que RobotML définisse une propriété
pour spécifier le type d’une tâche (périodique, apériodique, etc), il ne fournit pas par
contre les éléments pour spécifier la politique d’ordonnancement de ces tâches. Par
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conséquent, il est impossible à partir d’un modèle défini avec RobotML, de produire
l’ensemble des artefacts devant alimenter les outils d’analyse d’ordonnancement, pour
vérifier convenablement cet aspect sur l’applicationmodélisée. La facilité d’utilisation
d’un outil passe aussi par la prise en compte des habitudes de ses utilisateurs. En gé-
nie logiciel on parle d’expérience utilisateur (UX). Ces derniers apprécient retrouver
leur façon de faire dans les outils qu’ils utilisent. Par exemple, il serait utile de per-
mettre à un concepteur qui reçoit le schéma (modèle) d’une architecture, de savoir de
quel style (ou catégorie) d’architecture il s’agit. Ceci est un critère d’échange et donc de
communication facile entre concepteurs. Pour cela, il faudrait définir des éléments ca-
ractéristiques que ces derniers retrouvent dans les catégories d’architectures, tels que
les couches/niveaux.
3.5 Conclusion
L’objectif de ce chapitre était de s’approprier les techniques offertes par l’IDM et
qui peuvent être utilisées pour apporter une solution au problème de représentation
et communication des architectures logicielles robotiques. Nous avons introduit les
concepts et principes généraux de l’IDM :modèle, méta-modélisation, transformation
de modèles. L’approche MDA, et la vérification des modèles avec le langage OCL ont
également été abordées. Un accent particulier a été mis sur les DSML : leur structure,
leurs principes et les techniques et outils pour les concevoir. Nous avons terminé en
faisant un état de l’art sur les travaux effectués dans l’application de l’ingénierie diri-
gée par les modèles dans le domaine de la robotique. Nous avons ainsi passé en revu
les concepts et techniques utilisés dans l’ingénierie dirigée par les modèles, avec un
accent particulier sur les langages dédiés aux domaines. Ceci nous a permis de com-
prendre les avantages qu’apportait cette approche dans le développement des sys-
tèmes.
Ainsi, l’IDM ou MDE (Model Driven Engineering), a permis plusieurs améliora-
tions significatives dans le développement de systèmes, en permettant de se concen-
trer sur une préoccupation plus abstraite que la programmation classique. Il s’agit
d’une forme d’ingénierie dans laquelle tout ou partie d’une application est engendrée
à partir demodèles. Un systèmepeut ainsi être décrit par différentsmodèles liés les uns
aux autres. De plus, son principe de méta-modélisation donne la possibilité de conce-
voir nos propres langages de modélisation (DSML) spécifique à un domaine donné.
L’IDM est une issu pour : d’une part apporter des solutions aux problèmes de standar-
disation de représentation des architectures logicielles robotiques et leur communica-
tion; et d’autre part augmenter la productivité et la réutilisabilité lors du développe-
ment de ces systèmes.
Les différentes études menées ont permis de se rendre compte de l’intérêt que
portent les chercheurs de la communauté robotique, sur l’application de l’IDM dans
leur domaine. Dans la partie suivante, nous présentons au chapitre cinq(5) notre ap-
proche, qui préconise la définition d’unDSMLpour la représentation des architectures
logicielles robotiques.
88
Deuxième partie
Contributions
89

Chapitre 4
Framework pour le choix des approches
de développement des systèmes
embarqués temps réel
Sommaire
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2 Travaux connexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.3 Critères de comparaison et barème de notation des approches . . . . 94
4.4 Présentation du système exemple . . . . . . . . . . . . . . . . . . . . . 95
4.5 Aperçu desméthodes et langages demodélisation . . . . . . . . . . . 97
4.5.1 Les méthodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5.2 Les langages de modélisation . . . . . . . . . . . . . . . . . . . . . 112
4.6 Analyse comparative des approches . . . . . . . . . . . . . . . . . . . . 126
4.6.1 Tableaux comparatifs . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.6.2 Commentaire des comparaisons . . . . . . . . . . . . . . . . . . . 132
4.7 Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 133
91
CHAPITRE 4. Framework pour le choix des approches de développement des
systèmes embarqués temps réel
4.1 Introduction
Le développement des systèmes logiciels commence en général par une spécifica-
tion des exigences, pour déboucher sur du code exécutable, en passant par unmodèle
architectural du système. Ceci se fait la plupart du temps, en partant d’un diagramme
de contexte. Au cours de la conception, les informations contenues dans le diagramme
de contexte et les exigences de la spécification doivent être converties pour produire le
modèle d’architecture. Une méthode est alors nécessaire pour permettre aux concep-
teurs de passer d’un état des besoins à une architecture de système, à travers une dé-
composition du problème, puis à l’identification et la spécification des composants
du système. Ceci est aussi valable pour les systèmes temps réel et embarqués. Ce-
pendant, ces derniers ont d’autres caractéristiques et contraintes [68] que l’on ne re-
trouve pas dans les systèmes logiciels classiques : interaction avec leur environnement,
contraintes temps-réel (temps d’exécution, période, etc.), contrôle temps-réel, traite-
ments concurrents, ressources limitées, etc. Leur conception demande donc l’utilisa-
tion de méthodes particulières prenant en compte ces spécificités.
Différents méthodes et langages ont été développés pour l’analyse et la concep-
tion de systèmes temps-réel [68, 141], chacun mettant un accent particulier plus sur
certains aspects du système que sur d’autres. Chaque concepteur devra donc choisir
la méthode ou le langage à utiliser selon les spécificités du domaine d’application, et
le niveau de détail qu’il juge important pour son modèle. Ceci demande par consé-
quent d’avoir une connaissance des approches qui existent, les points forts et faibles
de chacune, et les aspects majeurs qu’elles traitent. Cette tâche n’est pas évidente, vu
le nombre d’approches et les particularités de chacune d’elle. Ce chapitre apporte un
début de solution à cette lourde tâche des concepteurs, en faisant un tour d’horizon
des principales approches, en facilitant leur prise en main à travers des illustrations
sur un exemple, et surtout en proposant une comparaison selon des critères définis.
Une séparation est faite entre les méthodes (qui proposent toujours une démarche)
d’un côté, et les langages (qui n’en ont pas) de l’autre ; ceci permet déjà de faire un pre-
mier choix, selon que l’on privilégie la disponibilité d’une démarche pour l’approche
ou pas.
Dans le reste de ce chapitre, la deuxième section fait un tour d’horizon des travaux
effectués par d’autres auteurs sur la comparaison d‘approches de conception de sys-
tèmes temps-réel et embarqués, et situe notre travail par rapport à ces derniers. La
troisième section précise les critères et le barème de notation utilisés pour l’analyse
qualitative et comparative des approches. La quatrième section décrit le système qui
sert d’exemple pour illustrer le fonctionnement des différentes approches présentées.
La cinquième section est consacrée à la présentation des approches, en mettant en
évidence les aspects liés aux critères proposés. La sixième section est consacrée aux
tableaux fournissant les notes des approches selon les critères de comparaison, et à
la représentation graphique des notes pour unemeilleure appréciation des approches.
Une discussion sur les résultats obtenus à partir de cette étude suivie de quelques pers-
pectives conclut ce chapitre dans la section sept.
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4.2 Travaux connexes
Plusieurs travaux réalisés au cours des années antérieures, ont porté sur l’étude et
la comparaison de langages, méthodes et processus de conception de systèmes temps
réel et embarqués. Certains d’entre eux examinent les langages et les méthodes pour
l’architecture logicielle en général, sans restriction sur les STRE.
STAINES [141] examine et compare plusieurs méthodes de conception des sys-
tèmes temps réel. Il définit un ensemble de critères de comparaison, et un barème
de notation allant de 1 à 5. Il réalise ensuite un tableau de comparaison dans lequel
une note comprise entre 1 et 5 est attribuée aux méthodes pour chaque critère défini.
Un graphique est ensuite construit à partir des tableaux.
SHIRAISHI [135] fait une comparaison qualitative de deux approches différentes
de développement de systèmes embarqués temps-réel, à base de modèles. La pre-
mière approche utilise le langage AADL et la deuxième combine les langages SysML et
MARTE. Son objectif est de comparer les deux approches sur les phases couvertes par
chacune d’elles dans le cycle de développement. Il définit tout d’abord sept exigences
que doivent remplir les Langages de Description d’Architectures(ADL en anglais), puis
parmi les ADL recensés, il sélectionne ceux qui respectent le mieux ces exigences. Fi-
nalement, il les combine en deux approches commementionné plus haut.
MEDVIDOVIC et al. [98] présentent une classification des langages de description
d’architectures, et développent une façon (framework) de les comparer sur un en-
semble de critères. Ils commencent par présenter la différence entre les ADL et les
autres langages (de programmation par exemple), ensuite ils définissent trois carac-
téristiques que doivent avoir les ADL (composants, connecteur et configuration), puis
abordent les éléments que doivent avoir les outils supportés par les ADL , avant de
terminer par un tableau de comparaison pour chaque élément de comparaison. Ces
tableaux expliquent comment chaque sous élément d’un critère est implémenté par
les Langages.
BENDRAOU et al. [14] ont mené des travaux sur la comparaison de six langages
basés sur UML pour la modélisation des processus logiciels. Les auteurs commencent
par définir un ensemble de critères que doit satisfaire un processus demodélisation de
logiciels tels que : la richesse sémantique, lamodularité, l’exécutabilité desmodèles, la
conformité au standard UML et la formalité. Puis ils réalisent une évaluation de la per-
tinence globale des langages sur la modélisation des processus logiciels. Ils présentent
les approches, en les structurant en des paragraphes correspondant aux critères défi-
nis. Chaque approche est présentée seule dans un tableau qui permet d’analyser son
expressivité. Un barème de notation a été défini de la façon suivante : l’approche re-
çoit 0 si le critère n’est pas supporté, 1 s’il est supporté partiellement, 2 s’il est entière-
ment pris en charge. Ce barème est ensuite utilisé pour construire un tableau résumant
l’évaluation des approches au regard des critères.
CLEMENTS [35] fait une étude taxonomique des ADLs. Il caractérise ces langages
en termes de : classe de systèmes qu’ils supportent, propriétés inhérentes aux langages
eux-mêmes, processus et supports technologiques qu’ils offrent pour représenter, raf-
finer, analyser et construire des systèmes à partir d’une architecture. Il se base sur les
résultats d’un questionnaire produit et distribué aux propriétaires des ADL, et qui a
permis de caractériser chaque ADL en termes de type de systèmes et d’architectures
qu’il supporte, de types d’analyses qu’il facilite ou offre et de qualités intrinsèques. Les
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résultats de cette enquête sont résumés dans un tableau contenant tous les ADL consi-
dérés.
Les travaux présentés ci-dessus traitent tous de la comparaison d’approches de
conception de systèmes temps- réel, mais certains d’entre eux ([35],[141]) n’ont pas
pris en compte les langages récents tels que SysML, AADL, MARTE, d’autres ([14], [35],
[98], [135]) se concentrent sur les langages et n’abordent pas les méthodes. Certains
des travaux présentés ([141]) ont une méthode de notation basée sur l’expérience des
auteurs. Cette méthode de notation, bien qu’ayant l’avantage de permettre de bénéfi-
cier de l’expérience des auteurs, présente l’inconvénient d’être assez subjective, car les
notes définies de cette façon peuvent rapidement varier d’une expérience à une autre.
Par ailleurs, la sûreté de fonctionnement qui est une propriété importante dans la ma-
jorité des systèmes temps-réel et embarqués, n’est pas prise en compte dans la quasi
totalité de ces travaux ([14], [98], [141]).
L’objectif visé dans notre travail est de proposer une comparaison objective d’ap-
proches de conception des systèmes temps-réel et embarqués, prenant aussi bien en
compte les langages de modélisation que les méthodes de conception de systèmes
temps-réel et embarqués, y compris les langages de modélisation récents (SysML,
AADL, MARTE), et intégrant le critère de sûreté de fonctionnement. Dans la section
suivante, nous présentons nos critères de comparaison et notre barème de notation.
4.3 Critères de comparaison et barème de notation des
approches
Nous avons défini cinq critères[103], en nous inspirant de [141], pour la compa-
raison des approches. Chacun de ces critères contient un ensemble d’éléments per-
mettant de caractériser les différentes approches par rapport aux critères. Ces critères
sont :
— L’utilisabilité : Elle traduit la facilité d’utilisation de la méthode ou du langage.
Cette propriété nous semble importante voir essentielle, parce que les approches
qui sont faciles à utiliser sont en général préférées à celles qui sont plus com-
plexes. Pour chaque approche, nous évaluons la facilité d’utilisation à partir des
éléments suivants : la clarté de ses diagrammes, les types de notations (textuelle,
graphique, XML) utilisées, la possibilité de générer du code à partir de sesmodèles
et l’existence d’outils logiciels (libres et propriétaires) la supportant.
— La compositionalité : Elle fait référence à la façon avec laquelle les notations
d’une approche se mettent ensemble pour décrire un système. Elle décrit aussi
la composition structurelle, c’est-à-dire la capacité des approches à identifier les
différents composants d’un système et à le modéliser à partir de ces derniers, et
de façon hiérarchique (décomposition structurale). Ce critère est important car
la structure obtenue par composition de notations de la méthode sera utilisée
pour construire le système final. Ce critère prendra en compte les éléments sui-
vants : lesmoyens pour la conception système (ingénierie système), l’existence d’un
modèle à composants, les capacités de modélisation et de décomposition/compo-
sition d’un système (décomposition hiérarchique). Ce critère suppose l’existence
de techniques pour raffiner la conception finale. Cela implique l’abstraction et la
dissimulation de l’information.
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— La disponibilité des notations et techniques pour le temps réel : Ce critère éva-
lue les approches sur leur capacité à prendre en charge et gérer les aspects temps
réel. Nous avons défini un ensemble d’éléments pour cette évaluation. Ainsi,
cette propriété prend en considération : la communication (échange de mes-
sages, priorité sur les messages, donnée partagée, gestion des évènements et des
signaux), les mécanismes de gestion de la concurrence, les mécanismes de syn-
chronisation (exclusion mutuelle, sémaphore, moniteur, rendez vous) et la ges-
tion du temps (quantification du temps, gestion d’horloge simple ou multiple).
Des notations spéciales doivent être disponibles dans les approches pour gérer
ces éléments.
— La sûreté de fonctionnement : Les systèmes temps réel sont des systèmes dans
lesquels en général, des erreurs de conception et le non respect des contraintes
temporelles peuvent être fatales. Un critère important dans le choix des ap-
proches de conception est donc la capacité de ces dernières à prévoir ce genre
de défaillance, en fournissant des moyens pour la prévention des erreurs et pour
la tolérance aux fautes. Les éléments pris en compte ici sont : l’assurance du sys-
tème (notation et vérification formelles, modélisation des erreurs), la gestion de
la qualité de service (analyse de défaillance, sûreté de communication, sécurité
des interactions entre composants), la possibilité d’analyser les modèles (analyse
d’ordonnancabilité et de performance), la simulation.
— La capacité de modélisation logiciel-matériel (codesign) : dans de nombreux
systèmes, la satisfaction des contraintes temps réel nécessite de prendre en
compte à la fois les aspects logiciels et matériels. Dans de tels cas, il est impor-
tant de pouvoir modéliser non seulement le logiciel, mais aussi le matériel sur
lequel il sera déployé. Compte tenu de sa spécificité, ce critère ne sera pas dé-
taillé comme les autres. Nous préciserons simplement lesquelles des approches
présentées, le prennent en compte. Nous donnerons donc un tableau analytique
précisant si oui ou non une approche le prend en compte.
En ce qui concerne le barème de notation des approches, nous faisons plus une
comparaison qualitative et précisons donc si la propriété est prise en compte (1) ou
pas (0) par une approche[105]. Pour comparer les méthodes, une note sera attribuée
à chaque approche par rapport à chaque critère, en sommant simplement les 0 et les
1 obtenus à chaque élément du critère. Pour mieux apprécier les capacités d’une ap-
proche, il est presque impératif de l’expérimenter. La section suivante est consacrée à
la description du système qui nous servira de fil conducteur pour l’expérimentation
des différentes approches étudiées.
4.4 Présentation du système exemple
Cette section présente le système qui nous servira de base pour illustrer certains as-
pects dans le fonctionnement des approches considérées dans ce travail. Il s’agit d’un
système de contrôle de vitesse (régulateur de vitesse) de véhicules, dont on peut trou-
ver une description dans [79, 81, 142]. Ce système est constitué de plusieurs compo-
sants qui interagissent entre eux en temps réel. Dans ce système, les données des utili-
sateurs et les données de capteurs sont lues en entrée. Ces données sont utilisées pour
définir la nouvelle valeur de la vitesse désirée, qui sera comparée à la vitesse actuelle.
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Le résultat de cette comparaison est utilisé pour définir la valeur de réglage de sortie
de l’actionneur. La fonction du régulateur de vitesse est de prendre en charge la tâche
demaintenir une vitesse constante à la demande du conducteur. Une fois réglé, le sys-
tème est activé et prend en charge le contrôle de l’accélérateur. Lorsqu’il est activé, le
régulateur de vitesse peut être suspendu et relancé par le conducteur en appuyant sur
le bouton de suspension/reprise, ou la pédale de frein. Pendant sa suspension, le sys-
tème doit mémoriser la vitesse désirée. Le conducteur doit pouvoir activer, désactiver,
commencer l’accélération (augmenter la vitesse), stopper l’accélération (diminuer la
vitesse) et relancer le système automatique. Il augmente la vitesse en appuyant sur la
pédale d’accélérateur, et la réduit en appuyant progressivement sur la pédale de frein.
Il a également la possibilité de modifier la sélection de vitesse pendant que le régu-
lateur de vitesse est actif, en entrant une nouvelle vitesse souhaitée. Lorsque l’accé-
lérateur est relâché, le système de contrôle reprend le contrôle à partir de la dernière
consigne de vitesse. L’entrée de toute autre commande que celles destinées à la régu-
lation de vitesse désactive le système automatique.
La figure 4.1 ci-dessous représente un diagramme de bloc de ce système, avec les
signaux d’entrée-sortie [69].
FIGURE 4.1 – Les entrées/sorties du système de régulation de vitesse [81]
Ce système possède les entrées/sorties suivantes :
— cc_system_on_off : activé, ce signal indique que le système de contrôle de vitesse
devrait reconnaître les entrées en les traitant de manière appropriée;
— engine_status : activé, ce signal indique que le moteur du véhicule est mis en
marche, le système de régulation de vitesse est actif seulement si le moteur est
en marche;
— brake_status : ce signal est activé lorsque la pédale de frein est enfoncée, le ré-
gulateur de vitesse se désengage lorsque la pédale de frein est enfoncée;
— resume : ce signal reprend la dernière vitessemaintenue, elle n’est applicable que
si le régulateur de vitesse est en marche;
— decrease_speed : ce signal diminue la vitessemaintenue, elle n’est applicable que
si le régulateur de vitesse est en marche;
— increase_speed : ce signal augmente la vitesse maintenue, elle n’est applicable
que si le système de régulateur de vitesse est en marche;
— set_speed : lorsque ce signal est généré, la vitesse actuelle devrait être mainte-
nue;
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— wheel_pulse : signal (impulsion) envoyé à chaque tour de roue;
— clock : ce signal envoie une impulsion de synchronisation (par exemple, toutes
les 10 millisecondes) ;
— throttle_setting : ce signal correspond à la valeur de position pour le réglage de
l’accélérateur.
Maintenant que nous avons connaissance du système qui servira de cas d’étude
pour l’application des approches, il ne reste plus qu’à les passer en revue, en s’ap-
puyant sur le système de régulation de vitesse, quand cela est utilisé. C’est l’objet de la
section suivante.
4.5 Aperçu desméthodes et langages demodélisation
Cette section détaille les différents langages et méthodes de conception de sys-
tèmes temps réel, que nous avons présenté dans les sections 2.2 et 2.3 (chapitre 2), en
s’appuyant sur les critères de comparaisons présentés dans la section 4.3. Ainsi, pour
chaque approche, nous donnons : les facilités d’utilisation qu’elle offre (prise enmain,
disponibilité des outils la supportant, concepts et notations offerts pour la représenta-
tion des systèmes) ; les moyens qu’elle fournit pour composer le système à partir des
éléments structurels, et produire l’architecture ; les éléments fournis pour les aspects
temps réel du système; lesmécanismes de sûreté de fonctionnement qu’elle offre ; une
illustration de sonutilisation à travers son application (minimaliste) à l’exemple choisi.
Les approches présentées ont été choisies de manière à constituer un sous ensemble
représentatif des méthodes de conception et des langages de modélisation des sys-
tèmes temps réel et embarqués. Ces approches sont par ailleurs celles les plus traitées
dans la littérature. La section est organisée en deux sous-sections : la première présente
des méthodes et la deuxième est consacrée aux langages de modélisation.
4.5.1 Lesméthodes
Nous présentons les méthodes CORE, JSD, RTSAD, MASCOT, ADARTS, ROOM et
HOOD dans cet ordre.
4.5.1.1 CORE
4.5.1.1.1 Utilisabilité
CORE définit des étapes pour la spécification des exigences : pour chaque étape,
les activités à mener sont décrites, ainsi que les contrôles à effectuer. Elle propose une
notation graphique qui la supporte. C’est une notation assez simple et qui peut s’ap-
pliquer à différents aspects dans la description du système. Elle fournit également une
interprétation formelle cohérente de ses notations graphiques etmathématiques. Cela
permet aux spécifications graphiques de se combiner facilement avec des spécifica-
tions détaillées, qui sont les mieux données en notation mathématique et textuelle.
Enfin, CORE permet de spécifier les exigences sans avoir à fournir les détails inutiles
de conception. C’est uneméthodemathématiquement rigoureuse. Ainsi, elle prend en
charge des exigences précises, non ambigües, complètes et cohérentes. Les résultats du
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travail de l’analyste sont enregistrés dans la notation schématique de CORE, pour la-
quelle un ensemble de règles est prévue. Cette notation sera accessible à la plupart des
clients du système. Ses diagrammes sont classés en 2 catégories : les diagrammes dy-
namiques qui représentent les flots de temps et les connexions entre les éléments tem-
porels ordonnés, et les diagrammes statiques qui présentent la structure hiérarchique
reliant les diagrammes dynamiques. CORE ne propose pas un langage textuel pour dé-
crire les systèmes développés. Elle offre une démarche en quatre étapes : i) définition
du problème, ii) définition des points de vue de l’exigence (cycle de vie, environne-
ment, opérateur, fiabilité), iii) développement desmodèles détaillés pour chaque point
de vue et, iv) combinaison des différents points de vue dans un modèle composé. Il
existe quelques outils comme CORE, qui est un environnement de modélisation com-
plète conçu pour les problèmes d’ingénierie des systèmes complexes. Il permet la ges-
tion des exigences pour s’assurer qu’on capture avec précision les besoins des clients,
il permet de construire desmodèles de comportements entièrement exécutables. On a
aussi PSL/PSA(Problem Statement Language/Problem Statement Analyzer), qui est un
puissant outil de modélisation des exigences.
4.5.1.1.2 Compositionalité
Il est possible de réaliser une composition structurelle du système à partir de ses
notations; en effet, CORE offre deux issues de décomposition d’un système : la dé-
composition des données et la décomposition des actions. De plus, les diagrammes
statiques donnent une vue structurelle du système. Ses diagrammes sont assez com-
préhensibles et elle propose une interprétation textuelle des diagrammes (statiques et
dynamiques). Une analyse avec CORE procède de manière itérative, chaque itération
décompose les différents points de vues à un certain niveau.De cette façon, une expan-
sion de haut en bas de la hiérarchie de point de vue est produite. (Cela est comparable
auxmodèles de point de vue de SADT). Il est ensuite de la responsabilité d’un analyste
expérimenté d’extraire de toutes les parties concernées, les points de vue pertinents, à
chaque étape, et les relations qu’ils entretiennent les uns avec les autres et avec la hié-
rarchie dont ils font partie. CORE définit comment l’analyste devrait proposer, définir
et confirmer ces points de vue pertinents. La «confirmation» de points de vue signifie :
leur combinaison réussie dans un système cohérent, l’ajout demesures de fiabilité des
données à ces points de vue combinés et leur acceptation par les utilisateurs [21].
4.5.1.1.3 Notations dédiées au temps réel
Pour chaque point de vue, CORE permet de définir des types d’informations ca-
ractéristiques. Ainsi on peut définir des actions (envoyer un message, exécuter une
instruction, etc.), des évènements déclenchant ces actions et basés sur le temps. Ceci
permet de supporter l’analyse de certains aspects temps réel.
4.5.1.1.4 Sûreté de fonctionnement
Comme nous l’avons mentionné plus haut, CORE fournit une interprétation for-
melle cohérente des notations graphiques et mathématiques. Ceci peut permettre de
faire une analyse formelle sur les modèles spécifiés, et aider à prévenir des dysfonc-
tionnement éventuel dans le futur système. CORE est aussi vu comme une procédure,
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permettant de déterminer les exigences fonctionnelles d’un système, et d’élaborer les
spécifications fonctionnelles de ce dernier. Il détermine ces exigences sous différents
points de vue, parmi lesquels celui de la fiabilité. Ainsi, les spécifications produites par
CORE à partir des exigences liées à la fiabilité, prendrons en compte les actions à exé-
cuter par le système en cas de panne, et ce sous différentes conditions.
4.5.1.1.5 Discussion : Forces et faiblesses
CORE est adaptée à la spécification des exigences d’un système. Elle l’exprime à
l’aide de notations informelles comme des diagrammes à blocs. Mais CORE est une
méthode mathématiquement rigoureuse, qui fournit également une interprétation
formelle de ses notations graphiques et mathématiques. Cette approche pourrait être
utilisée conjointement avec l’analyse orientée objet. Elle est soutenue par une notation
schématique assez simple,mais qui permet de représenter plusieurs points de vues es-
sentiels de la configuration système requise. Les principales limites de CORE sont : i)
les aspects temps réel, la gestion de la concurrence et la synchronisation ne sont pas
clairement définis, ii) elle est inadaptée pour la conception architecturale, iii) est rigide
et s’appuie sur trop d’étapes.
4.5.1.1.6 Illustration sur le cas d’étude
Premièrement, il faut identifier les points de vue. Pour l’exemple sur le régulateur
de vitesse, une liste des possibles points de vues initiaux qu’on peut obtenir après un
brainstorming est données à la figure 4.2.
FIGURE 4.2 – Illustration de CORE : Liste des points de vues du régulateur de vitesse
Après avoir produit une liste de points de vues potentiels, ils sont organisés en une
hiérarchie, en regroupant les candidats connexes. La figure 4.3 ci-dessous montre une
hiérarchie partielle des points de vues pour le système de contrôle de vitesse.
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FIGURE 4.3 – Illustration de CORE : Hiérarchie des points de vues
4.5.1.2 JSD
4.5.1.2.1 Utilisabilité
JSD offre une notation graphique et ses processus séquentiels sont documentés par
un pseudo code, appelé texte de structure. C’est uneméthode linéaire. Par conséquent,
ses étapes sont simples à suivre. Il existe quelques outils permettant de construire les
diagrammes de JSD; nous pouvons citer :
— Smartdraw : qui fournit un éditeur permettant de construire le diagramme de
structure d’entités (issu de la phase de modélisation) et les diagrammes réseau
(résultat de la phase réseau). Cet outil n’est pas gratuit.
— Jackson Workbench : qui est une suite d’outils permettant entre autre de
construire des diagrammes de JSD.
— On a également JSD Network Editor, qui prend en charge la méthode JSD pour
la conception de systèmes logiciels. Cet éditeur offre une vaste interface visuelle
qui permet la spécification et la mise en œuvre des diagrammes réseau de JSD.
4.5.1.2.2 Compositionalité
Le système est construit progressivement à partir de ses composants. Dans la phase
de modélisation, le système est décomposé en ses différentes entités ; puis les actions
réalisées par ces dernières sont spécifiées. Les différents composants du système ainsi
obtenus sont regroupés dans un diagramme de structures des entités.
4.5.1.2.3 Notations dédiées au temps réel
La méthode fournit les possibilités suivantes :
— Communication par message : dans le diagramme réseau, les communications
dans le système à travers les connections par flot de données se font par envoi
de messages ;
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— Support pour type d’évènement spécial : JSD utilise des messages appelésmar-
queurs de temps qui agissent comme des flux de données mais qui contiennent
des informations de synchronisation. Ils sont grossièrement fusionnés avec
d’autres flux de données pour contrôler l’arrivée de messages, et le moment de
l’exécution des processus. Ils sont utilisés pour déclencher des actions au sein
des processus, démarrer et arrêter des processus et généralement aider à la syn-
chronisation des processus.
4.5.1.2.4 Sûreté de fonctionnement
JSD permet de définir un délai admissible entre l’envoi d’un message et sa récep-
tion, ce qui permet de garantir une certaine sûreté dans la communication.
4.5.1.2.5 Illustration sur le cas d’étude
Nous illustrons les notations graphiques offertes par JSD et présentées sur la figure
2.2 (chapitre 2), à travers leurs utilisations pour construire des diagrammes réseaux
du régulateur de vitesse. La figure 4.4 présente le diagramme réseau du système de
contrôle de véhicule contenant le contrôleur de vitesse.
FIGURE 4.4 – Illustration JSD : Diagramme réseau du système du véhicule
Sur la figure 4.4, on voit :
— des process(un rectangle), qui représentent chaque module du système;
— des data stream(un rond), qui assurent la communication entre lesmodules et le
régulateur de vitesse ;
— un state vector inspector(un losange), qui permet au régulateur d’avoir l’état du
moteur.
La figure 4.5 ci-dessous présente le diagramme réseau du sous système(module) de
contrôle de vitesse que nous avions sur la figure 4.4.
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FIGURE 4.5 – Illustration JSD : Diagramme réseau du sous système régulateur de vitesse
4.5.1.2.6 Discussion : forces et faiblesses
L’application de JSD à la conception des systèmes temps-réel présente des points
forts, mais aussi des limites [68]. Points forts :
— L’accentmis sur lamodélisation des entités dumonde réel est un thème qui a été
suivi depuis par plusieurs méthodes d’analyse et de conception orientée objet ;
— Lamodélisation de chaque entité dumonde réel, en insistant sur la séquence des
événements vécus par l’entité est particulièrement pertinente dans la concep-
tion des systèmes temps réel ;
— Le traitement concurrent est un aspect au cœur de la méthode;
— Des étapes claires sont prévues pour passer d’une conception JSD à unemise en
œuvre.
Faiblesses :
— Puisque la structure des entités et par conséquent, les modèles de structure trai-
tant les séquences d’événements représentent presquefidèlement lemonde réel,
des changements relativement mineurs dans le monde réel peuvent influer la
structure du logiciel, ce qui pourrait rendre plus difficile la maintenabilité et est
un obstacle potentiel à la réutilisation;
— JSD nemet pas l’accent sur l’abstraction des données et le masquage d’informa-
tion, ce qui pourrait avoir un impact négatif sur la maintenabilité ;
— JSD utilise un diagramme de structure d’entités pour représenter les systèmes,
alors qu’il est souvent plus facile de modéliser les séquences d’événements dans
une entité complexe à l’aide d’un diagramme d’états transitions ; en particulier
dans les systèmes temps-réel où les séquences d’événements complexes ne sont
pas rares.
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4.5.1.3 RTSAD, YSM et DART
4.5.1.3.1 Utilisabilité
Nous avons vu à la section 2.2.3 que ces méthodes utilisaient les diagrammes de
flots de données et les diagrammes de flots de contrôle. Ce sont des diagrammes assez
bien connus, ce qui traduit la prise en main assez rapide et facile de ces méthodes. Il
est possible de générer le code du programme à partir des spécifications du système,
réalisées à l’aide des notations de RTSAD. Un exemple d’outil est le SELECT Yourdon,
qui fonctionne sous l’environnementMicrosoftWindows, et qui permet aux personnes
ayant un petit budget de concevoir et documenter leurs produits. Il supporte les flots
de données et les flots de contrôles. Il permet aussi la conception des diagrammes
d’état transition et permet de créer un dictionnaire complet de données.
4.5.1.3.2 Compositionalité
L’utilisation de YSMcommence par une description de haut niveau du système, qui
se décompose jusqu’à des niveaux inférieurs (simples) avec des spécifications com-
plètes du programme.Dans laméthode RTSAD, le système est décomposé en unflot de
données ou de contrôles. C’est une approche qui consiste à décomposer un système en
ses composants à travers un diagramme de flots de données ou de flots de contrôles.
Dans DARTS, la seconde étape de la méthode consiste à décomposer le système en
sous systèmes, puis à identifier les interfaces de ces derniers. Cette décomposition est
faite jusqu’à obtenir des tâches concurrentes du système.
4.5.1.3.3 Notations dédiées au temps réel
Dans cesméthodes on retrouve les notions de flux de contrôles (des signaux ou des
interruptions) et de processus de contrôles (des processus dont le seul travail est de co-
ordonner et synchroniser les activités d’autres éléments du DFD). La méthode DARTS
en particulier inclue la concurrence dans la conception, et permet l’expression demé-
canismes de communication et de synchronisation entre les unités de la concurrence.
Il existe d’ailleurs une version concurrente de DARTS appelée CODARTS [69], qui est
une amélioration de DARTS spécialisée dans le développement des systèmes temps
réel, avec le renforcement de la prise en compte des aspects concurrents. Les produits
finaux de laméthode sont : les diagrammes de tâches qui définissent les tâches et leurs
interactions, et les diagrammes de structure de chaque tâche qui fournissent une des-
cription statique du code. Laméthode YSM introduit des éléments additionnels néces-
saires pour la prise en compte des systèmes temps réel : données temporelles conti-
nues, données d’événements (signaux logiques), flux continu, flux de contrôle (signal),
mémoires de commande, commandes pour activer, désactiver, déclencher les proces-
sus.
4.5.1.3.4 Sûreté de fonctionnement
Ces trois méthodes ne définissent aucune technique de sûreté de fonctionnement,
si nous ne nous référons qu’aux éléments choisis dans ce travail pour caractériser cet
aspect là.
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4.5.1.3.5 Exemple d’illustration sur le cas d’étude
Nous illustrons dans cette section l’utilisation des notations présentées à la sec-
tion 2.2.3.2. Le schéma de la figure 4.6 présente un diagramme de contexte, et celui de
la figure 4.7 présente un diagramme de flot de données, du système de régulation de
vitesse.
FIGURE 4.6 – Diagramme de contexte FIGURE 4.7 – Diagramme de flots de données
4.5.1.3.6 Discussion : forces et faiblesses
Pour ces 3 méthodes, le principal avantage est l’utilisation d’un haut niveau d’ana-
lyse structurée des données. Elles sont faciles à prendre en main, du fait qu’elles uti-
lisent des diagrammes assez bien connus (diagramme de flots de données et dia-
gramme de flots de contrôles). Néanmoins, elles présentent quelques limites : i) elles
sont inadaptées pour le prototypage. ii) les étapes doivent être menées séquentielle-
ment pour une implémentation réussie. iii) il est difficile de maîtriser le temps né-
cessaire à l’implémentation complète du système. En plus de ces limites, CODARTS
présente quelques autres : elle est conçue pour le langage ADA(ce qui limite un peu
son périmètre d’action), les notations utilisées ne sont pas faciles à comprendre, elle
est complexe à utiliser et propose un nombre limité de vues dans la conception d’un
système.
4.5.1.4 MASCOT
4.5.1.4.1 Utilisabilité
La méthode fournit une notation graphique et un langage textuel, pour décrire la
représentation graphique. Les modèles de MASCOT sont énoncés en termes d’un en-
semble demodules de texte et des diagrammes qui supportent les principes du flux de
données sur lequel est fondée la méthode. Ces diagrammes sont utilisés pour montrer
la décomposition d’un système en sous-systèmes constitués de tâches concurrentes.
Les interfaces entre les tâches sont sous la forme de canaux (files de messages) et de
pools (modules demasquage d’information). En termes d’outils, on a l’environnement
de développement de MASCOT version 3.1, qui a été défini, et qui offre un ensemble
de fonctions pour contrôler la capture progressive d’une conception.
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4.5.1.4.2 Compositionalité
Modulaire comme son nom l’indique, la pierre angulaire de la méthode est un for-
malisme particulier par lequel un logiciel complexe peut être décomposé en un certain
nombre de composants plus petits qui interagissent entre eux, et ce processus de dé-
composition peut être répété à n’importe quelle profondeur nécessaire pour produire
une tâche de développement gérable.
4.5.1.4.3 Notations dédiées au temps réel
MASCOT apporte la possibilité d’utiliser certains protocoles de communication
[138]. Ces protocoles permettent une communication asynchrone, ce qui évite les re-
lations temporelles inter-bloquées de façon implicites dans la communication syn-
chrone.
4.5.1.4.4 Sûreté de fonctionnement
MASCOT ne définit aucune technique de sureté de fonctionnement, si nous ne
nous référons qu’aux éléments choisis dans ce travail pour caractériser cet aspect là.
4.5.1.4.5 Exemple d’illustration sur le cas d’étude
La figure 4.8, utilise les concepts présentés à la section 2.2.4.2, pour donner une
représentation du système de régulation de vitesse à l’aide de MASCOT.
FIGURE 4.8 – Illustration de MASCOT : Diagramme réseau du régulateur de vitesse. Adapté de
[142]
4.5.1.4.6 Discussion : forces et faiblesses
Une des forces de MASCOT est qu’elle s’appuie sur le langage Ada et comme tel,
elle bénéficie donc de ses atouts en matière de conception de grands systèmes, d’un
haut niveau d’abstraction, etc. Le fait d’être basée sur une forme de décomposition
fonctionnelle et structurelle, la rend bien adaptée au développement des grands sys-
tèmes embarqués temps réel distribués de traitement de données. MASCOT possède
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quelques limites, parmi lesquelles : elle ne supporte pas directement l’analyse des exi-
gences (besoins) et va directement dans la construction des modèles ; il n’existe pas
beaucoup d’outils la supportant ; elle ne convient pas au prototypage ou au dévelop-
pement rapide d’applications; son utilisation augmente considérablement les coûts
de développement.
4.5.1.5 ADARTS
4.5.1.5.1 Utilisabilité
ADARTS fournit une représentation graphique et des notations textuelles pour la
modélisation des systèmes temps réel. Cette méthode est supportée par des outils tels
que IBM Rational Rhapsody édité par IBM, qui est un environnement de développe-
ment dirigé par les modèles, très intéressant pour les ingénieurs systèmes et les déve-
loppeurs de logiciels de systèmes embarqués et temps réel ; il permet de créer de nom-
breux diagrammes compatibles Ada et de générer du code Ada correspondant, mais
aussi du code C, C + +, Java et C#.
4.5.1.5.2 Compositionalité
La décomposition est l’une des améliorations apportées par ADARTS à DARTS
[101]. En effet, en plus de supporter le mapping à Ada, un des buts de cette exten-
sion de DARTS est de fournir des conceptions plus maintenables et réutilisables, en
adoptant une plus grande utilisation de l’abstraction d’information que DARTS. Ce
souci de maintenabilité et de réutilisabilité entraîne la décomposition du système en
sous-systèmes qui fournissent un ensemble de services pris en charge par des ob-
jets et des fonctions. Pour bien matérialiser cette décomposition, la méthode per-
met de construire un diagramme de contexte par sous système. Lorsque des sous-
systèmes communiquent, chacun apparaît comme une terminaison sur le diagramme
de contexte de l’autre.
4.5.1.5.3 Notations dédiées au temps réel
ADARTS a été développée pour étendre les aspects de tâches concurrentes de
DARTS, en mettant aussi l’accent sur la dissimulation d’information. ADARTS inclut
naturellement les caractéristiques temps réel de DARTS présentées précédemment.
Une autre évolution de DARTS appelée DARTS/DA, a été proposée pour la conception
des applications temps réel distribuées.
4.5.1.5.4 Sûreté de fonctionnement
ADARTS ne définit aucune technique de sureté de fonctionnement, si nous ne nous
référons qu’aux éléments choisis dans ce travail pour caractériser cet aspect là.
4.5.1.5.5 Exemple d’illustration sur le cas d’étude
Lafigure 4.9 ci-dessous, utilise les concepts présentés dans la section 2.2.5 (chapitre
2), pour illustrer une utilisation de ADARTS pour modéliser le régulateur de vitesse.
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FIGURE 4.9 – Illustration de ADARTS : une modélisation du régulateur de vitesse
4.5.1.5.6 Discussion : forces et faiblesses
Une des principales forces de ADARTS est le caractère maintenable et réutili-
sable des conceptions qu’elle produit, car elle utilise une plus grande abstraction
de l’information que DARTS. De plus, les diagrammes d’ADARTS sont assez bien
reproductibles[101]. Les étapes sont très bien définies, les critères assez détaillés, et
les produits assez précis. La méthode peut donc être appliquée par différents concep-
teurs avec des résultats similaires. ADARTS permet une traçabilité entre les différents
produits du processus. Notons tout de même que l’effort requis pour produire une
conception de ADARTS est considérable, ceci dû en partie à la quantité de documents
produits et les relations entre ces documents.
4.5.1.6 ROOM
4.5.1.6.1 Utilisabilité
Cetteméthode permet l’utilisation de langages tels que C++[133], pour unemise en
œuvre facile des spécifications. Ceci garantit un haut niveau de spécification architec-
turale qui fera partie intégrante de la spécification de l’implémentation complète. Une
caractéristique importante de ROOM est qu’il s’agit d’une approche orientée objet, ce
qui permet l’utilisation de la gamme complète des fonctionnalités puissantes inhé-
rentes au paradigme objet (encapsulation, polymorphisme et héritage), même dans la
spécification des architectures. ROOMaune représentation graphique et des notations
textuelles. Elle utilise desmachines à états finis pour spécifier le niveau comportemen-
tal. Un type spécial de machine à état hiérarchique appelé ROOMcharts, est utilisé
dans laméthode. Les ROOMcharts sont semblables aux diagrammes d’états transitions
d’UML.
4.5.1.6.2 Compositionalité
ROOM offre la possibilité de décomposer un système en sous systèmes. En utili-
sant ces fonctions de décomposition, les acteurs complexes peuvent être décompo-
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sés en agrégations d’acteurs plus élémentaires. ROOM n’impose pas de limite sur le
nombre de niveaux de décomposition, ce qui permet la spécification d’architectures
arbitrairement complexes. Une hiérarchie définie dans les ROOMcharts permet à un
état de contenir une machine à états. Ceci permet de résoudre un problème complexe
progressivement, en abordant un niveau d’abstraction à la fois.
4.5.1.6.3 Notations dédiées au temps réel
ROOM focalise son langage schématique sur un seul domaine : les systèmes distri-
bués temps réel, caractérisés par des événements ou des comportements réactifs. Ceci
signifie que toutes les notations proposées sont propres à ce domaine. Elle gère les
évènements par les envois demessages. L’arrivée d’un événement est signalée par l’ar-
rivée d’un message à un objet. L’envoi de messages est pratique pour la modélisation
de la nature asynchrone des événements, ainsi que pour le traitement des systèmes
distribués où la mémoire partagée peut ne pas exister. Les communications à base de
messages synchrones et asynchrones sont prises en charge.
4.5.1.6.4 Sûreté de fonctionnement
La méthode ROOM permet de définir des modèles qui seront simulés par son outil
ObjecTime, ce qui permet de faire une sorte de validation a priori des modèles avant
leur mise en œuvre.
4.5.1.6.5 Exemple d’illustration sur le cas d’étude
Le schéma de la figure 4.10 donne la structure composite d’un système intégrant
le régulateur de vitesse. Chaque composant de cette structure est un acteur ROOM,
dont le formalisme de représentation a été donné à la section 2.2.6.2. Le système est
donc défini par 7 acteurs : 1 pour le régulateur de vitesse (control cruise system) et 1
pour chaque composant avec lequel le contrôleur de vitesse interagit pour réaliser ses
fonctions.
FIGURE 4.10 – Illustration de ROOM : Structure composite du système
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Le comportement de chaque acteur peut être décrit par un diagramme d’état tran-
sition. Après avoir définit la structure composite du système, les acteurs jugés com-
plexes peuvent à leur tour être décrits, en donnant leur structure interne. c’est le cas
du régulateur de vitesse, dont la figure 4.11 donne une représentation de sa structure
interne.
FIGURE 4.11 – Illustration de ROOM : Structure interne du régulateur de vitesse
4.5.1.6.6 Discussion : forces et faiblesses
ROOM utilise un modèle « run-to-completion » (exécution jusqu’à la fin) de trai-
tement des événements. Ceci signifie simplement que les messages sont traités un à la
fois ; une fois que la gestion d’un message est commencée par un acteur, et ce jusqu’à
ce qu’elle soit terminée, aucun autre message n’est traité par cet acteur (ce qui im-
plique unemise des messages en file d’attente au niveau des interfaces). L’avantage de
cette approche est qu’elle fournit l’exclusion mutuelle automatique des gestionnaires
d’événements et, par conséquent, simplifie considérablement la spécification de com-
portement. Elle possède quelques limites parmi lesquelles : elle exige un outil particu-
lier appelé "Objectime", elle a un nombre limité de diagrammes, qui ne montrent que
certaines vues du système : la vue statique avec le niveau de spécification architectu-
rale et la vue dynamique avec les ROOMcharts et les détails servant à l’implémentation.
Les diagrammes qu’elle propose ne permettent pas de bienmener l’ingénierie des exi-
gences initiales.
4.5.1.7 HOOD
4.5.1.7.1 Utilisabilité
HOOD fournit une notation graphique, avec des diagrammes assez clairs et simples
à comprendre. La version HRT-HOOD(Hard Real-Time Hierarchical Object Oriented
Design)[32] a une notation textuelle. Il existe des outils supportant HOOD, parmi les-
quels STOOD, qui est un outil produit et commercialisé par la société Ellidiss Techno-
logies et qui offre de nombreuses fonctionnalités : il permet d’assurer une mise à jour
de traçabilité entre le système et les modèles du logiciel, et les exigences initiales, qui
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peuvent être importés à partir de fichiers texte ou d’autres outils ; Il offre un éditeur
graphique pour la construction des modèles d’architecture du logiciel et de son envi-
ronnement (bibliothèques, plate-forme d’exécution, ...) ; il permet également de faire
de la conception détaillée, de vérifier une conception, d’intégrer des outils d’analyse,
de génération automatique de code en Ada, C et C++, et de générer la documentation
de conception.
4.5.1.7.2 Compositionalité
La méthode HOOD est basée sur la décomposition des systèmes en hiérarchie de
composants décrivant le système. Chaque modèle (design) HOOD est la racine d’une
hiérarchie de composants qui sont habituellement construits, selon une approche top-
down qui dirige la phase de conception architecturale du processus de développement
logiciel. Ainsi les objets sont identifiés, et pour chaque objet, on identifie ses objets
fils et ainsi de suite. Elle garantie un couplage faible entre les modules (composants)
d’un système, ce qui est un facteur nécessaire pour la réutilisabilité des composants
du système et sa maintenabilité.
4.5.1.7.3 Notations dédiées au temps réel
Les structures de modélisation HOOD comprennent des composants actifs pour
soutenir les flux de contrôles concurrents dans un même logiciel. Les protocoles de
communication entre les composants actifs sont définis et incluent les paradigmes
synchrones (faible et haut) et asynchrones. Une version spécifique de la méthode
HOOD, appelée HRT-HOOD (Hard Real-Time HOOD)[32] introduit des composants
temps réel plus précis. Elle permet par exemple de définir le type d’un objet, qui peut
être : protégé, cyclique ou sporadique. Pour les objets cycliques et sporadiques, cette
version deHOODpermet de définir : la période (objets cycliques), l’intervalle de temps
d’arrivéeminimum (objet sporadique), l’échéance (pour les 2 types d’objets). Ces attri-
buts temporels sont gérés à des fins d’analyse d’ordonnancement. De plus, dans HRT-
HOOD les objets protégés contrôlent l’accès à une donnée qui est partagée par plus
d’un thread (c’est l’activité concurrente à travers un objet).
4.5.1.7.4 Sûreté de fonctionnement
Les règles régissant la décomposition admissible par la méthode, assurent l’ob-
tention d’une conception finale analysable pour des propriétés temporelles. En effet,
dansHRT-HOOD, des attributs d’objets ont été ajoutés aux objets terminaux, pour per-
mettre à ces derniers d’être annotés avec leurs caractéristiques temps réel (délais, pé-
riode, pire temps d’exécution). Ceci permet donc de pouvoir par la suite effectuer des
analyses de propriétés non fonctionnelles sur les modèles ainsi obtenus (d’ordonnan-
cement, de performance, etc.).
4.5.1.7.5 Exemple d’illustration sur le cas d’étude
Le schéma de la figure 4.12, présente dans la notation HRT-HOOD, dont le forma-
lisme de représentation a été donné à la section 2.2.7.2, un objet représentant le sys-
tème de contrôle d’un véhicule (simplifié). Cet objet contient une arborescence de ses
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objets fils, parmi lesquels le régulateur de vitesse. Le système est considéré comme un
objet actif (A).
FIGURE 4.12 – Illustration de HOOD : Modèle HRT-HOOD du système de contrôle dans un vé-
hicule
Le sous système de régulation de vitesse étant ce qui nous intéresse, il est question
à présent de donner sa structure interne. Ceci est fait en considérant l’objet Cruise-
Control de la figure 4.12, et en donnant l’arborescence de ses objets fils. Cette repré-
sentation est donnée à la figure 4.13.
FIGURE 4.13 – Illustration de ROOM : Structure interne du régulateur de vitesse
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4.5.1.7.6 Discussion : forces et faiblesses
HOOD a un processus de développement assez complet qui va jusqu’à la généra-
tion de code des logiciels temps réel distribué. Ses diagrammes sont simples à com-
prendre. HOOD permet de définir des composants génériques, paramétrables et donc
réutilisables. Une conception HOOD définit des modules faiblement couplés, ce qui
garantit la maintenabilité du système et la réutilisabilité de ses composants. De plus,
la version HOOD4 a amélioré considérablement la méthode en permettant la prise en
compte du véritable orienté objet, en offrant les possibilités de génération de code en
Ada95 et C++. HOOD a des limites parmi lesquelles : i) elle ne distingue pas les flots de
données entre les objets des signaux d’évènements, ii) n’est pas si simple à utiliser, iii)
utilise un seul type de diagramme.
4.5.2 Les langages demodélisation
4.5.2.1 UML
4.5.2.1.1 Utilisabilité
UML offre un ensemble de notations graphiques auxquelles sont associés des
textes. La génération du code peut être faite à partir de quelques diagrammes, tels
que le diagramme de classes. UML est supporté par des dizaines d’outils. Ces derniers
proposent des éditeurs graphiques pour la construction des diagrammes, mais offrent
également pour la plupart, une fonctionnalité de génération de code à partir des dia-
grammes (comme par exemple le diagramme de classes). Certains de ces outils sont
libres, comme Acceleo, ArgoUML, BOUML, Eclipse UML2 Tools, etc. et d’autres ne le
sont pas, comme IBM Rational Rose, Entreprise Architect, Power AMC, Objecteering
etc.
4.5.2.1.2 Compositionalité
UML dans sa version 2, propose le diagramme de structure composite qui per-
met de représenter un système par ses composants, et de donner la structure interne
de chacun des composants. Ce modèle à composants permet d’obtenir de proche en
proche l’architecture hiérarchique d’un système.
4.5.2.1.3 Notations dédiées au temps réel
UML à travers certains de ses diagrammes tels que le diagramme de séquences,
d’activités, d’états transitions (évènements temporels) et de structures composites,
permet tant bien que mal, de gérer les aspects relatifs au temps réel. On peut faire des
spécifications temporelles sur un diagrammede séquence, en précisant par exemple le
temps écoulé entre 2 messages envoyés. Les auteurs de [10] proposent par exemple la
synthèse d’une conception UML temps-réel à partir de diagrammes de séquences. La
dernière version d’UML propose le diagramme de timing pour la gestion des aspects
temporels d’un système.
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4.5.2.1.4 Sûreté de fonctionnement
Les notations offertes par UML ne sont pas formelles. Mais avec le langage OCL, il
est possible de définir sur des diagrammes UML, des contraintes qui seront formelle-
ment vérifiées.
4.5.2.1.5 Exemple d’illustration sur le cas d’étude
Le schéma de la figure 4.14, présente l’architecture du régulateur de vitesse, qui est
représenté par un diagramme de composants UML, dont le formalisme a été donné à
la section 2.3.1.2
FIGURE 4.14 – Illustration de UML : architecture simplifiée du régulateur de vitesse
4.5.2.1.6 Discussion : forces et faiblesses
UML est facile à prendre en main, et offre un large panel de diagrammes permet-
tant de modéliser quasiment tous les aspects et vues d’un système. La disponibilité
d’un grand nombre d’outils libres rend le langage accessible à tous les utilisateurs. Son
succès a été fulgurant et il est maintenant utilisé dans la grande majorité des entre-
prises développant des logiciels à des fins non seulement de documentation et d’ana-
lyse, mais de plus en plus à des fins productives de génération automatique ou semi
automatique de code, ou de tests. De plus, UML tient compte de nouvelles notations
(graphiques) de stéréotypes étendus; Exige moins de compétence dans la conception
des langages. UML présente quelques limites : i) les études montrent que maintenir
des diagrammes UML peut devenir un processus complexe, ii) Bien que le langage
OCL permette de définir des contraintes sur des diagrammes UML, il y manque une
définition plus formelle de la notion de temps et le degré de vérification formelle de
ses diagrammes reste bas, iii) les mêmes choses peuvent être modélisées sous plu-
sieurs angles différents, et tous pourraient être corrects, ce qui signifie qu’il y manque
un peu de consistance, iv) Dans UML on se focalise plus sur la modélisation du sys-
tème plutôt que sur le processus de développement du logiciel. Cela implique qu’UML
devrait être utilisé dans une structure comme USDP (Unified Software Development
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Process) créé par l’OMG ou COMET (Concurrent Object Modeling archirtectural de-
sign method)[70] ou tout autre processus de développement de logiciel. De plus, il y a
unmanque de standardisation entre les outils supportant UML et ses versions; créant
ainsi des confusions lors de la modélisation sur les notations à utiliser selon l’outil,
car les constructeurs d’outils ont créé leurs propres notations qui diffèrent parfois de
celles d’UML.
4.5.2.2 UML-RT
4.5.2.2.1 Utilisabilité
Nous avons vu à la section 2.3.2.2, que UML-RT offrait une notation graphique,
et définissait de nouveaux concepts par rapport à UML : capsule, port et protocole. Il
existe quelques outils supportant UML-RT, commepar exemple RoseRT (RoseRTCASE
tool). Il existe aussi pour UML-RT, un framework d’exécution appelé TargetRTS (Sys-
tème d’exécution cible) qui sert demachine virtuelle supportant lemodèle d’exécution
défini par le langage de modélisation UML-RT. Il tourne au-dessus d’un SE-RT (Sys-
tème d’Exploitation Temps Réel) pour masquer les détails spécifiques au fournisseur
de la plate-forme d’exécution, et présenter un ensemble uniforme d’API pour l’ingé-
nieur concevant le système.
4.5.2.2.2 Compositionalité
Les capsules peuvent être structurées de façon hiérarchique, en y joignant un cer-
tain nombre de « sous capsules » (subcapsules) qui peuvent elles mêmes contenir des
« sous capsules ».
4.5.2.2.3 Notations dédiées au temps réel
UML-RT enrichit le diagramme de séquence de UML en y ajoutant des exigences
temporelles (le temps d’exécution d’une séquence, le délai d’exécution, etc.) ; par
exemple la vitesse à laquelle le régulateur de vitesse doit effectuer sa boucle de com-
mande [57]. Desmachines à états simultanées sontmodélisées sous forme de capsules
distinctes, qui communiquent par passage de messages en mémoire tampon asyn-
chrone.
4.5.2.2.4 Sûreté de fonctionnement
UML-RT étant une extension d’UML, il supporte naturellement le langageOCL, qui
permet de définir des contraintes vérifiables formellement sur un modèle.
4.5.2.2.5 Exemple d’illustration sur le cas d’étude
Le schéma de la figure 4.15 donne une représentation de l’architecture du régula-
teur de vitesse, construite à l’aide des concepts présentés à la section 2.3.2.2.
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FIGURE 4.15 – Illustration de UML : architecture simplifiée du régulateur de vitesse
4.5.2.2.6 Discussion : forces et faiblesses
En plus des atouts de UML, UML-RT apporte des éléments pour la modélisation
des aspects temps réel. Il ajoute notamment le concept de capsule qui est un com-
posant pouvant interagir avec son environnement. Il inclut également toutes les ca-
pacités de modélisation de ROOM. UML-RT a néanmoins quelques limites, parmi les-
quelles, il n’est pas largement utilisé et donc très peu supporté par des outils, Ilmanque
une sémantique précise. Un autre inconvénient est qu’il se restreint à des liens de com-
munications binaires entre les composants.
4.5.2.3 AADL
4.5.2.3.1 Utilisabilité
AADL a une notation graphique et textuelle. Des outils permettent d’obtenir à par-
tir de ces notations, une notation XML d’un modèle ; mais aussi de passer d’un type
de notation à un autre (du graphique au texte). Il existe de nombreux outils [63, 131]
supportant le standard AADL à différents niveaux (modélisation, analyse, ordonnan-
cement). Nous pouvons mentionner des outils libres comme : Osate (il fournit le sup-
port AADL pour Eclipse. Osate1 ne supporte que la version 1 de AADL et depuis août
2011 Osate2 est disponible et supporte AADL v2), Cheddar (outil d’analyse d’ordon-
nancement temps réel qui fonctionne typiquement avec les outils Stood et AADL Ins-
pector), Ocarina (outil capable de charger un projet AADL v1 ou v2, d’exécuter des
analyses et de générer du code à partir du modèle), Topcased (environnement pour
eclipse comprenant un générateur d’éditeur graphique) ; et des outils commercialisés
tels que : Stood (outil de modélisation et de conception de logiciels embarqués déve-
loppé par la société Ellidiss, qui supporte trois notations graphiques - Hood, UML et
AADL), AADL Inspector (outil léger pour analyser des projets AADL, fourni avec un jeu
de plug-ins d’analyse qui peut être étendu avec des analyseurs de règles extérieurs),
Taste (ensemble d’outils dédié au développement de systèmes temps réel embarqués
développé par l’Agence spatiale européenne et des partenaires de l’industrie spatiale).
115
CHAPITRE 4. Framework pour le choix des approches de développement des
systèmes embarqués temps réel
4.5.2.3.2 Compositionalité
Le langage AADL permet la spécification de sous-composants contenus dans un
composant. Ainsi, il est possible de décrire des compositions hiérarchiques de compo-
sants 1 ou encore de modéliser un système hiérarchique complet, c’est-à-dire obtenir
une vue complète (du point de vue structurel) de toutes les instances qui composent
un système. Pour ce faire, AADL définit des composants et des interactions entre eux.
Dans AADL, un composant est constitué de deux parties : une interface (component
type) qui définit les services fournis et requis avec lesquels les autres composants
peuvent interagir, et une (ou des) implémentation(s) (component implementation) qui
spécifie la structure interne du composant. Les composants AADL sont regroupés en
trois grandes familles :
— Les composants logiciels (software component) : Data (structures de données),
Subprogram et Subprogram group (code de sous programme et bibliothèque),
Thread et Thread Group (unité d’exécution ordonnançable), Process (espace
d’adressage virtuel) ;
— Les composants de plate-forme d’exécution (matériels) : Processor (ordonnancer
et exécuter un thread), Virtual Processor (machine virtuelle par exemple), Me-
mory (modélise des composants de stockage), Bus et Virtual Bus (respectivement
canaux de communication et protocoles de communication), Device (entité ex-
terne au système).
— Les composants systèmes : System, qui modélise un assemblage hiérarchique de
composants logiciels et matériels.
Les interactions entre composants sont réalisées par des « features » (ce sont des
points de communications) spécifiés dans leurs interfaces et par des « connexions »
spécifiées dans leur implémentations. Le langage AADL définit trois catégories de fea-
tures : les ports (port), les paramètres de sous-programmes (parameters) et les accès
à un sous-composant (subcomponent access). Il permet de connecter les composants
entre eux par les points de communications spécifiés dans leurs interfaces respectives.
Il existe quatre types de connexions définies en AADL : les connexions de ports (type
port), les connexions de paramètres (type parameter), les connexions des accès aux
composants partagés (type data access, bus access, subprogram access, virtual bus ac-
cess) et les connexions de groupes de features (type feature group). D’autres concepts
sont disponibles dans [93] et [154].
4.5.2.3.3 Notations dédiées au temps réel
AADL dans sa définition vise à développer l’architecture logicielle et matérielle de
systèmes temps-réel, critiques ou répartis. Il permet donc la spécification de proprié-
tés pour chaque type de composant. Le standard fournit un ensemble de propriétés
prédéfinies traitant des aspects temps réel, de la concurrence, de la répartition , de
l’intégrité, de la sécurité et de la performance. Par exemple, le langage définit des pro-
priétés comme :Dispatch_protocol qui permet de préciser lemode de fonctionnement
du composant (périodique ou non), Compute_Execution_Time, Deadline, etc. Chaque
concepteur peut également définir ses propres propriétés. De plus, contrairement à la
1. Composants composites : composés de sous-composants
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version 1 du langage où les sémantiques relatives au tempspour l’exécutionde threads,
la communication ou encore les changements de modes sont définis de manière glo-
balement synchrone, donc exprimées avec un seul temps de référence (e.g. : une seule
horloge globale), AADLv2 permet maintenant de définir différentes références tempo-
relles (plusieurs horloges) dans le cas d’un système globalement asynchrone. La pro-
priétéReference_Time permet de spécifier les différentes horloges pour les processeurs,
périphériques, bus et mémoires.
4.5.2.3.4 Sûreté de fonctionnement
AADLpermet de définir de façon formelle des propriétés non fonctionnelles sur des
modèles élaborés, ce qui permet à des outils d’analyse d’effectuer des analyses d’or-
donnancement temps réel, de performance, etc. Des outils existent pour la simulation
des modèles AADL, pour une vérification formelle des propriétés du système. AADL
assure la communication entre les composants en donnant la possibilité de définir le
délai et d’analyser le taux d’envoi et de réception de messages dans unmodèle.
4.5.2.3.5 Exemple d’illustration sur le cas d’étude
Le schéma de la figure 4.16 donne selon la notation AADL présentée à la section
2.3.3.2, le diagramme de contexte du système de contrôle de vitesse.
FIGURE 4.16 – Illustration de AADL : diagramme de contexte du système de contrôle de
vitesse[81]
Sur le diagramme de la figure 4.16, on représente le système de contrôle de vitesse
et les différentes entités externes avec lesquelles le système communique. Les points
de connexion sont des groupes de ports, représentés sur le schéma par un demi-cercle
associé à un point. Ils permettent de représenter un ensemble de ports, pouvant être
soit des ports de données (entrée et/ou sortie), soit des ports d’évènement (entrée
et/ou sortie). Pour illustrer la correspondance entre notation graphique et notation
textuelle offertes par AADL, nous présentons sur les schéma de la figure 4.17, un dia-
gramme de blocs du régulateur de vitesse, et sur le listing 4.1, la déclaration textuelle
associée.
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FIGURE 4.17 – Illustration de AADL : régulateur de vitesse représenté par un composant
Listing 4.1 – Déclaration textuelle associée au graphique de la figure 4.17
1 system cruise_control
2 features
3 cc_system_on_off: in data port;
4 engine_status: in data port;
5 brake_status: in data port;
6 resume: in data port;
7 decrease_speed: in data port;
8 increase_speed: in data port;
9 set_speed: in data port;
10 wheel_pulse: in data port;
11 throttle_setting: out data port;
12 flows
13 brake_flow_1: flow path brake_status -> throttle_setting;
14 end cruise_control;
Le schéma de la figure 4.17 présente juste les entrées/sorties du système, sans four-
nir lemoindre détail sur la circulation des données des entrées vers les sorties. Cette in-
formation est donnée dans l’implémentation du composant “system”, et montre com-
ment les connexions sont réalisées, et comment les flux sont spécifiés pour permettre
une analyse complète de ces derniers. Un modèle AADL du régulateur de vitesse avec
les connexions entre les composants, est donné à la figure 4.18
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FIGURE 4.18 – Illustration de AADL : Une vue des composants logiciels du régulateur de vitesse
et leurs connexions[81]
4.5.2.3.6 Discussion : forces et faiblesses
AADL est un langage de modélisation architecturale. La force de ce standard est
qu’il permet de couvrir à la fois la plupart des différentes couches du système (aspects
matériels, réseaux, systèmes, intergiciels et applicatifs), et la plupart des étapes du
cycle de développement (spécification, analyse, intégration). Historiquement issu du
monde de l’avionique, il propose aujourd’hui une sémantique forte particulièrement
adaptée à la description de systèmes temps-réel embarqués critiques. La seconde ver-
sion du standard AADL apporte des concepts d’abstraction permettant de mettre en
œuvre une approche dirigée par les modèles, qui assure la maintenabilité et facilite
l’analyse des systèmes développés, répondant ainsi aux enjeux actuels de l’informa-
tique industrielle. L’approche MDA et la sémantique forte facilitent également le dé-
veloppement d’outils d’analyse et de transformation du modèle représentant le sys-
tème, ouvrant ainsi la voie vers une meilleure intégration des techniques de vérifica-
tion formelle. Une caractéristique de la puissance de AADL est sa capacité à modéliser
les composants matériels du système cible. Lier des composants logiciels à des com-
posantsmatériels associés, permet au concepteur de préciser et d’évaluer les effets des
interactions du système complet. De plus AADL supporte la représentation textuelle,
graphique et en XML. L’une des principales faiblesses d’AADL est qu’il n’offre pas des
éléments permettant de modéliser les horloges lors de la conception d’un système.
4.5.2.4 SysML
4.5.2.4.1 Utilisabilité
Commementionné à la section 2.3.4, SysML est basé surUML, et reutilise plusieurs
de ses diagrammes. Cela signifie que SysML offre une notation graphique. SysML sup-
porte l’échange de données et de modèles via XMI (XML Metadata Interchange). Il a
été intégré par de nombreux éditeurs d’outils commerciaux comme Sparx Systems En-
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terprise Architect (plugin SysML), IBM Rational Software Modeler, MagicDraw (plugin
SysML requis), et des open source comme TopCased (environnement Eclipse), Papy-
rus, OpenEmbeDD et TTools (outil d’analyse de modèles SysML qui allie simulation
et vérification formelle, et apporte des réponses au besoin de détecter des erreurs de
conception au plus tôt dans le cycle de vie du système).
4.5.2.4.2 Compositionalité
SysML offre des diagrammes permettant de modéliser les différents composants
d’un système par une approche de décomposition hiérarchique. Ainsi, le diagramme
de bloc permet de représenter les systèmes en différents blocs qui le composent. La
structure interne de chaque bloc peut ensuite être détaillée, de façon à présenter les
sous composants qui entrent en jeux dans le fonctionnement du bloc. On obtient l’ar-
chitecture hiérarchique du système.
4.5.2.4.3 Notations dédiées au temps réel
SysML étant une extension de UML, il conserve comme nous l’avons mentionné
plus haut, certains éléments de UML, parmi lesquels les diagrammes de séquence,
d’état-transition. Or nous avons vu que ces diagrammes permettaient de définir des
aspects temporels. A cela nous pouvons ajouter le diagramme paramétrique propre à
SysML, et qui permet de définir lemodèle paramétrique d’un système (différents para-
mètres du système, avec les règles et équations qui permettent de les avoir), cemodèle
pouvant bien contenir des équations temporelles du système.
4.5.2.4.4 Sûreté de fonctionnement
Le langage AVATAR[43] peut être utilisé pour enrichir les diagrammes de concep-
tion SysML, notamment pour les doter d’une sémantique formelle. Ce langage est sup-
porté par l’outil TTool, qui est interfacé avec l’outil UPPAAL[43] , en vue de vérifier la lo-
gique et la temporalité de conceptions modélisées en SysML. Ainsi, un modèle SysML
peut être utilisé pour des simulations et l’analyse des exigences.
4.5.2.4.5 Exemple d’illustration sur le cas d’étude
En utilisant le formalisme présenté à la section 2.3.4.2, une définition possible des
exigences du régulateur de vitesse est donnée sur le schéma de la figure 4.19.
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FIGURE 4.19 – Illustration de SysML : Un diagramme des exigences du régulateur de vitesse.[80]
Sur ce schéma 4.19, on définit 2 exigences REQ_CCS_01 et REQ_CCS_04, et on pré-
cise que le système de contrôle de vitesse doit satisfaire ces exigences là (la dépen-
dance «satisfy »). La dépendance UML «refine » est utilisée pour indiquer qu’un élé-
ment d’un modèle SysML est un raffinement (plus précis) d’une exigence textuelle. La
dépendance «verify » quant à elle montre le lien d’un cas de test aux exigences que le
cas satisfait.
La figure 4.20 quant à elle donne un diagramme de définition de blocs d’un véhi-
cule, montrant le contrôleur de vitesse, qui est un de ses composants.
FIGURE 4.20 – Illustration de SysML : Diagramme de définition de bloc d’un véhicule contenant
le régulateur de vitesse.
Le régulateur de vitesse qui est un composant d’un système plus complexe (le vé-
hicule), peut à son tour être décomposé en ses différents composants montrant les
propriétés de chaque sous système, avec pour chaque élément ses ports d’entrée et de
sortie. Ceci est représenté par le diagramme interne de bloc. La figure 4.21 donne un
diagramme interne de bloc du régulateur de vitesse.
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FIGURE 4.21 – Illustration de SysML : Diagramme interne de bloc du régulateur de vitesse.
La figure 4.21 montre les composants du système, avec pour chacun, un certain
nombre de ports de flux d’informations qui décrivent ce qui peut entrer et sortir du
composant.
4.5.2.4.6 Discussion : forces et faiblesses
SysML offre l’avantage d’être accessible aux développeurs logiciels qui vont retrou-
ver de nombreuses similitudes avec UML2. Il permet de produire des spécifications
dans un langage unique pour des équipes hétérogènes, responsables de la réalisation
des blocs matériels et logiciels. Les connaissances sont ainsi modélisées dans un ré-
férentiel unique qui améliore la communication entre les différentes équipes partici-
pantes, qui est accessible à tous, et permet la réutilisation des blocs réalisés. Une par-
ticularité de SysML est de regrouper les trois points de vue d’un système (structurel,
fonctionnel et comportemental) au sein d’un unique modèle "multi-points de vue".
L’utilisation d’un modèle unique présente deux avantages notables :
— Cela assure la cohérence des données, car les règles de SysML donnent à chaque
élément du modèle une définition unique, construite en rassemblant les infor-
mations issues de ses différentes représentations, et interdisent à celles-ci de se
contredire. Cela permet de réduire à la fois le risque d’erreurs ;
— Cela facilite l’usage de la simulation, car unmodèle SysML peut regrouper toutes
les informations permettant de modéliser le système, de simuler son comporte-
ment, et de comparer les résultats aux exigences afin de valider (ou non) des
solutions.
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SysML présente aussi des faiblesses : La généricité de certains concepts, comme
celui de bloc est source d’incompréhensions, ce concept nécessite donc d’être rapide-
ment précisé lors de la modélisation. SysML peut être vu comme un langage de haut
niveau permettant l’analyse et la conception de systèmes complexes jusqu’à une cer-
taine granularité, mais qui n’est pas suffisant pour le développement complet d’un
système. En effet, à un certain stade de la modélisation, on se trouve confronté à des
diagrammes sur lesquels on a identifié les éléments matériels et logiciels, et qu’il faut
spécifier complètement ; ce que SysML ne permet pas de faire.
4.5.2.5 MARTE
4.5.2.5.1 Utilisabilité
Nous avons vu à la section 2.3.5 que MARTE offre des représentations graphiques
et des notations textuelles. Ce langage semi formel se veut suffisamment précis, pour
pouvoir être exploité automatiquement par logiciel à des fins d’analyse, de génération
de code, de test ou encore de documentation. MARTE est un standard assez jeune, et
par conséquent, le nombre d’outils le supportant reste faible, mais est destiné à aug-
menter rapidement dans les années à venir. Il existe des modeleurs UML supportant
actuellement le profil MARTE. Nous pouvont citer entre autres :
— Papyrus : il est libre et fait partie du projet Eclipse. Il fournit l’implémentation de
référence de MARTE;
— RSA (Rational Software Architect) : il est commercialisé par IBM. Il supporte
MARTE par le biais d’un profil fourni sous licence libre Eclipse par Thales Re-
search and Technology;
— MagicDraw commercialisé par NoMagic ;
— OpenEmbeDD : c’est une plate-forme générique, reposant sur les technologies
d’IngénierieDirigée par lesmodèles, et intégrant des outils d’aide à la conception
d’applications temps réel embarquées. Les technologies d’IDM utilisées dans
OpenEmbeDD sont basées sur l’environnement Eclipse.
4.5.2.5.2 Compositionalité
La conception de l’ensemble du système est modulaire et en fonction de ses be-
soins, l’utilisateur peut choisir tel ou tel sous-ensemble des 14 sous-profils de MARTE.
MARTE a un modèle à composant qui permet de définir les différents éléments qui
constituent un système, leurs interactions (connexion entre composants) et de spéci-
fier les types et les éléments qu’ils échangent. Ceci permet de définir une architecture
(hiérarchique) du système.
4.5.2.5.3 Notations dédiées au temps réel
Le sous-profil NFP et sa spécialisation Time sont une des contributions majeures
de MARTE. Ils permettent la description des propriétés non fonctionnelles (qualita-
tives ou quantitatives) des systèmes, avec en particulier un raffinement pour la no-
tation des propriétés temporelles des systèmes temps-réel. Le sous-profil HLAM pro-
pose des concepts permettant lamodélisation des caractéristiques aussi bien quantita-
tives (période, délais) que qualitatives (comportement, communication, concurrence)
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des systèmes temps-réel. Le concept central proposé ici est celui d’unité temps-réel
(RtUnit) qui encapsule une ressource d’exécution autonome, et est le concept cen-
tral de la gestion de la concurrence. Il est crucial lors du développement de systèmes
temps-réel de pouvoir analyser les possibilités d’ordonnancement temps réel de ces
systèmes. Ainsi, le paquetage SAM fournit des annotations dédiées à cette analyse
d’ordonnançabilité. Le paquetage PAM s’intéresse plus particulièrement à l’analyse
des performances temporelles des systèmes temps réel mous.
4.5.2.5.4 Sûreté de fonctionnement
Les modèles produits avec MARTE sont en général annotés. En effet, MARTE per-
met de définir des propriétés non fonctionnelles (Non Functional Properties) d’un sys-
tème, rendant ainsi lesmodèles un peu plus formels. Ces NFP fournissent auxmodèles
les informations nécessaires pour réaliser des analyses spécifiques. Ainsi un modèle
MARTE pourra supporter des analyses de performance et d’ordonnancement. Mais,
MARTE définit aussi un Framework général pour l’analyse quantitative qui vise à raffi-
ner/spécialiser tout autre genre d’analyse. D’ailleursMARTE offre des paquetages pour
l’annotation (SAM) et l’analyse (PAM) des modèles.
4.5.2.5.5 Exemple d’illustration sur le cas d’étude
Nous allons utiliser les éléments du sous profil GCM(Generic Component Model)
pour modéliser l’architecture du régulateur de vitesse. Pour ce faire, nous devons au
préalable définir les interfaces des ports qui seront utilisées dans le modèle architec-
tural (à composants). Ceci a été fait en utilisant le formalisme présenté à la section
2.3.5.2. La figure 4.22 donne les différentes interfaces définies pour la modélisation du
système de contrôle de vitesse. Nous les avons regroupées dans un package appelé
«VehicleInterface».
FIGURE 4.22 – Illustration deMARTE : Interfaces pour la modélisation du régulateur de vitesse.
Ces interfaces peuvent donc être utilisées dans le modèle d’architecture du sys-
tème, pour définir les éléments en entrée et sortie des différents ports. La figure 4.23
donne l’architecture du véhicule contenant le système de contrôle de vitesse.
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FIGURE 4.23 – Illustration de MARTE : Architecture candidate du véhicule montrant ses com-
posants.
Le système de contrôle de vitesse peut à son tour être décomposé, ce qui nous
donne le modèle de la figure 4.24, qui représente l’architecture logicielle du régulateur
de vitesse.
FIGURE 4.24 – Illustration de MARTE :Architecture logicielle du régulateur de vitesse.
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4.5.2.5.6 Discussion : forces et faiblesses
L’accroissement de la complexité des systèmes temps réel et embarqués, a néces-
sité unemontée dans le niveaud’abstraction des langages destinés à leurmodélisation.
MARTE est le premier exemple de langages permettant la modélisation de la plupart
des aspects de ces systèmes avec une grande cohérence. MARTE est un profil UML,
et donc en tant que tel bénéficie des avantages qu’offrent les profils UML. En plus
des avantages communs aux profils UML, MARTE présente des avantages spécifiques.
Entre autres :
— Il fournit une façon commune demodéliser les aspectsmatériels et logiciels d’un
STRE, pour améliorer la communication entre développeurs ;
— Il permet une interopérabilité entre les outils de développement utilisés pour la
spécification, la conception, la vérification et la génération du code, etc.
MARTE présente cependant quelques limites. Non seulementMARTE est contraint par
lemétamodèleUML,mais la notion de temps est très ambigüe [25] et chaque domaine
peut avoir sa propre modélisation et interprétation du temps. En effet, on distingue
principalement le temps physique qui correspond au temps utilisé dans les lois de la
physique et de la mécanique, et le temps logique qui renvoie à une relation d’ordre sur
les occurrences d’événements dans le système.
Nous avons passé en revue les différentes approches présentées dans l’état de l’art
effectué au chapitre 2, en les structurant suivant les critères de comparaison définis
à la section 4.3. Il est question à présent d’analyser la couverture des critères par les
différents langages etméthodes étudiés. Nous avons choisi une approche comparative.
La section suivante est consacrée à cette analyse comparative.
4.6 Analyse comparative des approches
Nous présenterons dans un premier temps les tableaux comparatifs et par la suite,
nous ferons un commentaire sur ces derniers.
4.6.1 Tableaux comparatifs
Dans cette sous-section, nous présentons des tableaux comparatifs permettant de
classer les approches selon les critères définis en section 4.3. Cette présentation tabu-
laire offre un avantage capital pour les utilisateurs du domaine enmatière de choix. En
effet, l’analyse de chaque tableau permet de savoir quelle est l’approche qui convient
à une utilisation donnée, ceci au regard de la note obtenue dans les critères que l’uti-
lisateur privilégie pour son choix. Dans cette même logique, nous joignons à chaque
tableau un graphique (histogramme 2D) pour plus de clarté. Nous présentons cinq(5)
tableaux donnant les notes des approches sur : (1) l’utilisabilité, (2) la compositiona-
lité, (3) les aspects temps réel, (4) la sûreté de fonctionnement et (5) la globalité des 4
critères. Chaque tableau qui fournit les notes attribuées aux éléments pris en compte
dans les critères, est suivi d’un graphique qui donne un aperçu général de chaque ap-
proche par rapport au critère considéré. Les chiffres présents sur les graphiques sont
obtenus en sommant les notes des éléments qui sont pris en compte dans l’évaluation
d’un critère donné, et qui sont détaillées dans le tableau précédant le graphique. Une
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ligne vide dans le tableau sépare à chaque fois les méthodes (au dessus de la ligne) et
les langages (en dessous).
4.6.1.1 Utilisabilité
Le tableau 4.1 résume les différentes propriétés prises en compte dans l’évaluation
de l’utilisabilité des approches, et donne à la dernière colonne le degré de couverture
de ce critère pour chaque approche.
TABLEAU 4.1 – Evaluation de l’utilisabilité
La figure 4.25 présente le graphique construit à partir du tableau évaluant le critère
d’utilisabilité.
FIGURE 4.25 – Graphique : Utilisabilité
127
CHAPITRE 4. Framework pour le choix des approches de développement des
systèmes embarqués temps réel
4.6.1.2 Compositionalité
Le tableau 4.2 résume les différentes propriétés prises en compte dans l’évaluation
de la compositionalité des approches, et donne à la dernière colonne le degré de cou-
verture de ce critère pour chaque approche.
TABLEAU 4.2 – Evaluation de la compositionalité
La figure 4.26 présente le graphique construit à partir du tableau évaluant le critère
de compositionalité.
FIGURE 4.26 – Graphique : Compositionalité
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4.6.1.3 Aspects temps-réel
Le tableau 4.3 résume les différentes propriétés prises en compte dans l’évaluation
des aspects temps-réel gérés par les approches, et donne à la dernière colonne le degré
de couverture de ce critère pour chaque approche.
TABLEAU 4.3 – Evaluation de la prise en compte des aspects temps-réel
La figure 4.27 présente le graphique construit à partir du tableau évaluant le critère
des aspects temps-réel.
FIGURE 4.27 – Graphique : Aspects temps-réel
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4.6.1.4 Sûreté de fonctionnement
Le tableau 4.4 résume les différentes propriétés prises en compte dans l’évaluation
des aspects liés à la sûreté de fonctionnement intégrés par les approches, et donne à la
dernière colonne le degré de couverture de ce critère pour chaque approche.
TABLEAU 4.4 – Evaluation des aspects de sureté de fonctionnement
La figure 4.28 présente le graphique construit à partir du tableau évaluant le critère
de sûreté de fonctionnement.
FIGURE 4.28 – Graphique : Sûreté de fonctionnement
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4.6.1.5 Codesign
Le tableau 4.5 évalue la capacité de codesign de chaque approche.
TABLEAU 4.5 – Evaluation des capacités de codesign
4.6.1.6 Evaluation globale
Le tableau 4.6 donne un aperçu global de l’évaluation des approches par rapport
à chaque critère ; et donne ensuite à la dernière colonne une appréciation générale de
chaque approche sur la base des critères utilisés.
TABLEAU 4.6 – Evaluation générale des approches
La figure 4.29 présente le graphique construit à partir de notes obtenues par chaque
approche. Elle donne donc la position relative de chacune d’elle par rapport aux autres.
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FIGURE 4.29 – Graphique : Notes globale
4.6.2 Commentaire des comparaisons
Les tableaux 4.1, 4.2, 4.3, 4.4 et 4.5 ont été construits en considérant que les élé-
ments qui entrent dans l’évaluation d’un critère (par exemple facilité d’utilisation,
clarté des diagrammes, notations utilisées, disponibilité des outils, pour l’Utilisabi-
lité) ont le même poids. De même, pour les notes globales données par le tableau
4.6, nous avons supposé que les cinq critères (utilisabilité, compositionalité, aspect
temps réel, sûreté de fonctionnement et capacité de codesign) ont le même poids.
Toutefois, suivant l’application considérée, l’on peut affecter des poids différents aux
critères pour prendre en compte l’importance relative de chaque critère. Le tableau
4.6 donne le score global des langages et des méthodes étudiés dans tous les critères
de comparaison considérés. Nous notons que selon ces critères, les langages récents
tels que UML-MARTE, AADL et SysML sont les mieux classés ; Mais aussi la méthode
HOOD. Notez toutefois que, en considérant les critères individuellement, les classe-
ments changent. Ainsi, certaines méthodes telles que DARTS, ADARTS, CODARTS et
MASCOT sont moins faciles à utiliser que des langages commeUML, UML-RT, SysML;
Mais sont bien fournies en ce qui concerne les éléments liés au temps réel. Nous no-
tons également que seules quelques-unes (YSM, HOOD, AADL, MARTE) de ces ap-
proches permettent le codesign.
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4.7 Conclusion et perspectives
Ce chapitre a présenté différentes approches pour l’analyse et la conception de sys-
tèmes temps-réel et embarqués, afin de guider les concepteurs de ces systèmes, pour
le choix de l’approche à utiliser, en fonction de leurs besoins et des aspects àmodéliser.
L’état de l’art effectué dans le chapitre 2 sur les différentes approches, a permis de pro-
poser un ensemble d’éléments objectifs pour leur évaluation. Pour chaque approche,
les caractéristiques offertes pour les aspects suivants ont été présentées : utilisabilité,
outils associés, compositionalité, temps-réel, sûreté de fonctionnement. Des tableaux et
des graphiques comparatifs ont été proposés, montrant la position relative de chaque
approche par rapport aux autres. Les approches ont d’abord été comparées sur quatre
critères séparément (utilisabilité, compositionnalité, temps-réel et sûreté de fonction-
nement), avant d’être évaluées sur la base d’une combinaison de critères. La combinai-
son a été faite avec l’attribution de poids identiques aux différents critères. Cependant,
l’adoption de pondérations différentes permet de tenir compte de l’importance rela-
tive de chaque critère.
Nous avons également illustré l’utilisation des notations offertes par chaque ap-
proche pour les aspects architecturaux des systèmes, sur un exemple qui a été au préa-
lable décrit. De ce travail découle deux principales remarques :
— D’une part, il montre qu’en général, lesméthodes et les langages ne couvrent pas
toutes les phases (et les aspects) du développement des systèmes temps-réel et
embarqués. Ceci se traduit dans les tableaux de comparaison, par la variation
des notes obtenues par chaque approche selon le critère considéré. Une men-
tion spéciale est faite non seulement aux langages récents comme UML, SysML,
AADL et UML-MARTE, qui proposent des notations et diagrammes permettant
(en prenant les possibilités de chacun) d’obtenir un produit pour chaque phase
du cycle de développement de ces systèmes; mais aussi à une méthode comme
HOOD qui, en plus d’être orientée objet, définit un cycle de vie assez classique
pour le développement des systèmes.
— D’autre part, ces approches prises comme telles, n’offrent pas assez de flexibilité
dans la représentation des concepts et l’expression des détails y afférant, pour
le domaine de la robotique. Il y a donc un manque de langage d’expression et
de représentation des architectures logicielles robotiques, qui faciliterait la com-
munication et les échanges entre les membres de la communauté, prendrait en
compte les propriétés temps réel de ces systèmes, et qui augmenterait le niveau
d’abstraction des modèles représentés et donc leur réutilisation.
Ces deux constats nous amènent à définir deux perspectives à ce travail :
— La première consiste à tirer le meilleur que chacun de ces quatre langages (UML,
SysML, AADL et UML-MARTE) offre dans le cycle de développement, afin de les
combiner et de proposer un processus basé sur tous ou certains de ces langages,
et s’inspirant des méthodes existantes (comme HOOD par exemple), pour cou-
vrir efficacement et sans rupture le cycle de développement des systèmes temps
réel et embarqués. Ceci fera l’objet de nos futurs travaux.
— La deuxième consiste à apporter une solution au problème de standardisation
de la représentation des architectures logicielles robotiques et leur réutilisation.
Ceci peut être fait en utilisant les possibilités offertes par l’IDM, pour la définition
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des langages de modélisation spécifique à un domaine : c’est l’objet du chapitre
suivant.
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5.1 Introduction
Les systèmes robotiques sont des systèmes temps-réel, dont le comportement est
fondé sur des informations extraites de l’environnement dans lequel évolue le robot.
Comme nous l’avons déjà mentionné, ces systèmes sont généralement composés de
deux parties : la partie physique et la partie logicielle permettant au robot d’évoluer
dans son environnement et d’agir sur ce dernier. Cette deuxième partie du système a
une architecture qui est considérée comme l’architecture logicielle du système robo-
tique.
Le développement de systèmes robotiques a toujours été un grand défi en raison
des aspects technologiques hétérogènes impliqués. Le développement de la partie lo-
gicielle de ces systèmes est encore plus complexe, pour plusieurs raisons, notamment :
— Le manque de représentation standard des architectures logicielles robotiques;
— L’inadéquation des langages généralistes pour la représentation des concepts qui
sont spécifiques au domaine de la robotique;
— Le manque de langages pour la description de ces architectures. De tels lan-
gages sont nécessaires pour faciliter la communication et les échanges entre les
membres de la communauté, et donc pour augmenter la réutilisabilité ;
— Lemanque d’outils pour construire rapidement ces architectures et pour assurer
une validation plus tôt (en amont) de leur conception.
L’un des défis de la robotique aujourd’hui est d’utiliser des techniques d’ingénie-
rie logicielle bien connues et éprouvées telles que l’Ingénierie Dirigée par les Mo-
dèles(IDM), qui ont fait leurs preuves dans le développement de logiciels traditionnels,
pour résoudre ces problèmes. L’IDM offre la possibilité de définir un langage demodé-
lisation spécifique au domaine (graphique ou textuel), et de l’utiliser pour construire
des modèles (architectures) et générer du code à partir de ces modèles.
Ce chapitre présente RsaML[104], un langage de modélisation spécifique au do-
maine (DSML) des architectures logicielles robotiques, que nous avons conçu sui-
vant l’approche d’IDM, afin de répondre aux problèmes mentionnés ci-dessus. Dans
la deuxième section, nous présentons les défis à relever pour réaliser ce travail. La troi-
sième section est consacrée à la définition de la syntaxe abstraite du langage, et la qua-
trième section à sa sémantique. La cinquième section décrit la mise en œuvre du lan-
gage RsaML à travers l’outil Eclipse EMF, et la sixième section traite de la définition de
sa syntaxe concrète (éditeur). La septième section est consacrée à l’expérimentation
du prototype réalisé. Une discussion est présentée dans la huitième section, avant que
le chapitre ne se termine par des conclusions et des travaux futurs dans la neuvième
section.
5.2 Challenges
Le développement d’un langage de modélisation spécifique à un domaine (DSML)
commence par l’identification de concepts de modélisation. Ceci demande d’étudier
le domaine et de comprendre son fonctionnement, les notions qui y sont utilisées,
comment les utiliser et les liens entre eux. Dans notre cas, nous nous sommes appuyés
d’une part sur des documents de référence (publications originales) de chaque classe
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d’architectures, et des publications dans le domaine, et d’autre part sur les implémen-
tations de ces architectures. Des concepts différents sont utilisés dans chaque catégo-
rie. Ainsi, les principaux défis sont :
— Définir des concepts qui permettront de représenter n’importe quelle architec-
ture logicielle robotique;
— Définir les types de ces concepts dans le modèle, la relation entre eux et surtout
la cardinalité, qui permettent de respecter aussi bien les aspects structurels que
fonctionnels de ces architectures ;
— Être concis, mais précis et complet, pour éviter de proposer un modèle dense
et donc complexe, qui pourrait être difficile à analyser et à comprendre pour les
utilisateurs finaux du langage;
— La possibilité de définir les propriétés temps-réel dans les modèles qui seront
construits.
Maintenant que les objectifs sont définis et les défis à relever identifiés, nous pouvons à
présent passer à la définition du langage. Comme nous l’avons mentionné à la section
3.3.1, unDSMLa trois composantes : la syntaxe abstraite, la sémantique et des syntaxes
concrètes. Définir un DSML revient donc à définir ces différents éléments. La section
suivante est consacrée à la définition de la syntaxe abstraite.
5.3 Définition de la syntaxe abstraite de RsaML
La syntaxe abstraite d’un langage étant constituée de concepts manipulés, il faut
au préalable identifier ces derniers. Pour ce faire, une analyse minutieuse du domaine
étudié s’impose. La sous section suivante y est consacrée. Elle sera suivie de la struc-
turation de ces concepts dans unmétamodèle qui représente alors la syntaxe abstraite
de notre langage.
5.3.1 Analyse du domaine : les principaux concepts demodélisation
Cette section est divisée en trois sous sections. La première décrit l’approche uti-
lisée pour mener cette analyse, la deuxième est consacrée à l’analyse elle même avec
identification et définition des concepts retenus, la troisième est consacrée à l’analyse
spécifique pour la prise en compte des propriétés temps-réel.
5.3.1.1 Approche utilisée
Une étude minutieuse de chaque classe d’architectures logicielles robotiques (sui-
vie par l’analyse de quelques exemples d’architectures de chaque catégorie) a été faite.
Ce premier travail a abouti à une liste de concepts identifiés pour chaque architecture.
Par la suite, il a été question de l’intégration des différentes listes en une liste unique,
où nous trouverons un concept pour représenter chaque élément utilisé dans chaque
classe d’architectures.
137
CHAPITRE 5. RsaML : Un DSML pour la description des architectures logicielles
robotiques avec prise en compte des propriétés temps-réel
5.3.1.2 Identification et définition des concepts
Le travail effectué à la section précédente a abouti à l’identification et la définition
d’un ensemble de concepts, qui sont utilisés dans les différents types et exemples d’ar-
chitectures ; Et qui permettent de représenter n’importe laquelle de ces architectures.
Le tableau 5.1 résume ces concepts. ils y sont présentés par ordre alphabétique.
TABLEAU 5.1 – Liste des concepts
Concept Description
Action Commande basique du robot ; c’est la capacité qu’a le robot à agir en
vu d’obtenir un résultat donné (spécifique). En d’autres termes c’est
un effet du robot sur son environnement. Exemple : le fait d’avancer
de 5 cm. Le résultat attendu d’une action est un sous but ou objectif.
Par exemple arriver à un endroit à un temps donné. Pour une action
on peut définir les pré-conditions qui gardent son exécution, et l’effet
de son exécution sur le modèle du monde.
Actionneur C’est un composant matériel du robot, lui permettant d’agir sur son
environnement.
Activité C’est un processus, c’est à dire une tâche ou suite de tâches à exé-
cuter par le robot. C’est un sous ensemble d’un processus décision-
nel, intégrant la perception, la décision et le contrôle (actions). Elle
peut donc être réalisée en exécutant plusieurs modules. Une activité
est définie dans des couches. Par exemple une activité peut faire ré-
férence à l’observation de l’état de l’environnement. Une activité uti-
lise donc les connaissances pour élaborer ses décisions. Elle peut être
périodique/apériodique, synchrone/asynchrone, avoir une auto ter-
minaison/terminaison contrôlé.
Agent Concept défini par l’architecture IDEA; il peut être un module fonc-
tionnel, un planificateur ou un système de diagnostic. On pourra le
voir comme unmodule logiciel chargé de réaliser un service.
Apparence ou
représentation
Chaque robot a une apparence visuelle, qui représente son corps.
Ce concept rassemble tout ce qui tourne autour de l’infrastructure
constituant physiquement le robot. Chaque robot a une morpholo-
gie, et d’autres aspects physiques du robot(humain, véhicule, animal,
etc.)
Arbitre C’est un module chargé de résoudre les cas de conflit de décision
dans l’architecture réactive.
Base de don-
nées
Elle représente tout ce qui est base de données, entrepôts, base de
connaissances, fichier de sauvegarde dans une architecture.
Capteur Tout dispositif permettant au robot de recueillir les informations de
son environnement (caméra, capteur de chaleur, etc.)
Commande Ensemble de données envoyées au robot pour effectuer une tâche.
Communication Définit les moyens (dispositif) d’échange entre les différents élé-
ments d’une architecture.
continue à la page suivante ...
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TABLEAU 5.1 - suite
Concepts Descriptions
Comportement Ensemble d’actions que sait faire le robot, ou de tâches qu’il sait réa-
liser : peut être simple ou complexe. Le comportement dénote une
représentation abstraite de la façon dont le robot se comporte lors de
la réalisation des actions en fonction des interactions possibles entre
le robot et son environnement. Par exemple on peut avoir le compor-
tement : être « attiré par les sources de chaleur les plus proches », qui
est définit grâce aux actions telles que « atteindre un point donné »,
« détecter une source de chaleur », selon les interactions « mesure de
la chaleur », « les mouvements dans la pièce », « perception de l’envi-
ronnement ».
Connaissance C’est un concept qui permet d’identifier les données qui sont ma-
nipulées et comment les utiliser dans l’architecture de contrôle. On
la retrouve par exemple dans CLARATy et dans l’architecture du
LIRMM. C’est une entité structurée d’information ou donnée. Elle
permet au robot d’avoir une idée de son environnement et de lui-
même.
Contrôleur de
mouvement
Il utilise la séquence des actions définit par le planificateur et devant
accomplir l’objectif, pour générer les mouvements à réaliser par le
robot pour accomplir cet objectif.Nous le définissons comme unmo-
dule fonctionnel.
Coordination Ce concept permet de matérialiser les cas des architectures où plu-
sieurs modules, ou activités peuvent interagir en échangeant ou par-
tageant des connaissances, pour la réalisation d’une activité. On re-
trouve son utilité dans des architectures comme subsumption (sup-
primer des entrées ou inhiber des sorties)
Couche C’est une hiérarchie dans l’architecture. Il y a plusieurs définitions se-
lon les architectures. Par exemple dans subsumption, c’est une abs-
traction de comportements réactifs, alors que dans celle du LAAS,
elle sépare les modules d’intelligence artificielle pour la prise de dé-
cision, des modules de lois de contrôle. Dans tous les cas le concept
de couche permet de faire une décomposition hiérarchique du pro-
cessus de décision du robot.
Données de
capteur
C’est un vecteur d’entrée contenant un ensemble de données du cap-
teur
Environnement C’est l’environnement du robot, tout ce qui l’entoure, il contient
des ressources, des objets, des obstacles, d’autres robots, des phéno-
mènes, etc.
Etat dumonde Ce concept donne le statut actuel, la perception que le robot a de son
environnement à unmoment donné. C’est un ensembles de connais-
sances.
Etat du sys-
tème
Définit la position du robot et l’état de son environnement. C’est un
ensemble de connaissances.
Evènement Déclencheur d’une action ou d’une tâche, c’est une donnée.
continue à la page suivante ...
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TABLEAU 5.1 - suite
Concepts Descriptions
Fonction d’un
module
Décrit le rôle du module dans le système, en terme de fonctions à
implémenter.
Inhibiteur Elément d’un module qui va permettre d’inhiber complètement les
sorties des modules de niveaux inferieurs.
Intelligence du
robot
Regroupe les éléments permettant au robot de décider sur les actions
à entreprendre pour réaliser sa mission, définit sa capacité à adopter
des comportements adéquats et utiles pendant ses interactions avec
un environnement dynamique. Dans cette catégorie on mettra les
comportements, les actions, les interactions avec l’environnement.
Interaction Elle définit ou décrit les interactions que le robot a avec son environ-
nement.
Interface opé-
rateur
C’est un module logiciel jouant le rôle d’IHM (Interface HommeMa-
chine), on peut avoir l’interface de contrôle, l’interface de traitement
sensoriel, l’interface du programmeur.
Mémoire glo-
bale
Peut être vu comme une base de données.
Message Sont échangés entre les agents. Donc on peut les voir comme des
données échangées entre modules.
Mission Elle est définie par un ensemble constitué de buts, tâches et trajec-
toires.
Modèle du
monde
Représentation que le robot a du monde (peut en général être stocké
dans la base de données).
Modificateur Elément placé sur unmodule d’un niveau donné, et qui va permettre
soit de supprimer ou modifier les entrées ; ou d’inhiber complète-
ment les sorties des modules de niveaux inferieurs.
Module C’est tout composant logiciel (planificateur, exécuteur, ensemble de
taches, arbitre, composant d’exécution, de perception oude décision,
un contrôleur de recherche, moniteur de requête, moniteur de ré-
ponse, moteur de recherche, etc). Un module a un type de données
qu’il traite (symbolique ou numérique), un ensemble de fonctions,
des ports d’entrée/sortie. Un module peut supprimer l’entrée d’un
autre ou inhiber la sortie d’un autre. Chaque module a une interface
qui permet d’invoquer ses services.
Niveau de
compétence
Certaines architectures comme celle de subsumption partitionne le
système en niveaux de compétence, et chaque niveau est partitionné
à son tour en couches. Mais nous pouvons assimiler un niveau à une
couche, et dire qu’une couche peut être simple ou composée à son
tour d’autres couches (sous couches).
Objectif C’est le but à atteindre par le robot, il peut avoir des sous objectifs.
Ces sous objectifs sont attribués à des tâches.
Objet Tout élément situé dans l’environnement du robot ou dans son archi-
tecture.
continue à la page suivante ...
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TABLEAU 5.1 - suite
Concepts Descriptions
Obstacle Tout objet se trouvant dans l’environnement du robot et susceptible
de perturber ses déplacements.
Plan Enchainement d’actions à suivre par le robot pour réaliser samission.
Planificateur
ou stratégie
Il produit la séquence d’actions (plan) nécessaires pour accomplir
une tâche donnée ou pour atteindre un objectif donné. C’est le mo-
dule qui génère les trajectoires que le robot doit suivre après la per-
ception d’une information de son environnement. Il planifie les ac-
tions du robot, en définissant les comportements qui doivent être sé-
lectionnés pour atteindre l’objectif. On peut y définir des propriétés
temporelles.
Poids de com-
portement
Chaque comportement a un poids qui définit en quelque sorte sa
priorité.
Positionnement
du robot
Permet de représenter les éléments qui situent le robot dans son en-
vironnement et qui affectent grandement le comportement du robot.
On y retrouve donc des éléments définissant l’environnement, l’in-
teraction, les objets, les places et le temps.
Priorité des
couches
Chaque couche a une priorité
Protocole Permet la communication entre les éléments du système (robot, en-
vironnement, etc.).
Registre Il permet à l’agent de communiquer avec l’extérieur. Comme nous
considérons qu’un agent c’est un module, le registre peut être vu
comme l’interface de ce module, c’est à dire un port.
Règles de com-
portement
Définissent comment le robot réagit face à telle ou telle autre situa-
tion. Elles sont en général exprimées sous la forme condition-action.
On peut associer à chaque module un ensemble de règles de com-
portement.
Requête Données ou ensemble de données d’entrée exprimant une demande.
Ressource Est utilisée par le robot, peut être partagée. On a des ressources
logiques (données, carte, image, trajectoire) et des ressources phy-
siques (capteur, actionneur, camera, obstacle).
Service Fonction rendue par un composant ou unmodule
Superviseur Il utilise le planificateur (comme ressource). Il contrôle l’exécution
des plans et réagit aux évènements qui surviennent. C’est le super-
viseur qui reçoit les tâches ou les objectifs à réaliser, et les donne au
planificateur, qui définit à son tour la séquence d’actions (plan) de-
vant accomplir l’objectif. On peut définir des propriétés temporelles,
permettant de borner le travail du superviseur (exécuter un plan en
un temps donné).
Suppresseur Elément d’un module qui va permettre de supprimer ou modifier les
entrées des modules de niveaux inferieurs.
continue à la page suivante ...
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TABLEAU 5.1 - suite
Concepts Descriptions
Système C’est une partie d’une architecture de contrôle. Cette partie contrô-
lant une partie spécifique du robot. Le concept existe dans différentes
architectures et parfois sous différents noms et formes. Ce concept
permet donc de considérer le robot dans une approche systémique,
et de pouvoir le décomposer en sous systèmes plus simples à maitri-
ser. Dans un système, les activités sont organisées selon l’approche en
couche. On l’utilise pour représenter l’architecture de contrôle d’une
partie bien précise du robot.
Tâche C’est un sous objectif dont l’ensemble donnera le but cherché. Elle
est réalisée en exécutant un ensemble d’actions. Elle peut être simple
ou composée, peut être de plusieurs types. Elle a des objectifs, des
actions à effectuer pour les atteindre, les évènements qui les dé-
clenchent, les conditions de démarrage et les conditions produites
à la fin.
Tâchemodule Tâche temps réel : ce sont des unités de programmes indépendants
communicant par des ports typés. C’est un concept définit par l’ar-
chitecture ORCCAD. Peut être vu comme unmodule.
Tâche robot Ce concept est défini par l’architecture ORCCAD; c’est un pro-
gramme qui représente les actions robotiques. Elle est constituée
d’un ensemble de tâches-modules connectées entre elles. C’est un
module.
Token Unité de temps durant laquelle un agent peut exécuter une procé-
dure. Le token est alloué à une procédure.
Fin
5.3.1.3 Analyse liée à la prise en charge des propriétés temps-réel
L’étude de différentes architectures a permis d’identifier des propriétés temps réel
utilisés dans la robotique. Ce sont entre autres :
— Le temps d’exécution maximum des éléments d’une couche;
— La période d’exécution, le temps de réponse et la durée d’exécution de certains
éléments comme les modules, les actions et les fonctions;
— Le temps de réveil (départ) et le type d’exécution (sporadique, périodique ou
apériodique) d’une action;
— Le type de synchronisation (asynchrone ou synchrone) d’une fonction.
La prise en compte de ces propriétés par le langage, a été faite en les intégrant au
méta-modèle. Cette intégration s’est faite à différents niveaux dans la définition du
méta-modèle. Tout d’abord dans la structure de ce dernier, en définissant des attri-
buts pour spécifier ces propriétés temps-réel ; Ensuite, à travers la définition et l’ajout
de contraintes au méta-modèle. Le tableau 5.2 décrit certaines attributs définis dans
le méta-modèle, pour la prise en compte des propriétés temps réel. Dans ce tableau,
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TABLEAU 5.2 – Les propriétés temps-réel intégrées au méta-modèle
Attributs Descriptions Concepts
maxExecTime Temps d’exécution maximum couche
type Type de l’élément (simple ou temps-réel) activité,
module,
action,
fonction
period Période d’exécution . . . . . . . . . . . .
delay temps de réponse . . . . . . . . . . . .
execDuration durée d’exécution . . . . . . . . . . . .
startDate temps de départ action
timeUnit unité de temps . . . . . . . . . . . .
execType type d’exécution : sporadiques, périodiques ou apé-
riodique
. . . . . . . . . . . .
synchroType type de synchronisation : asynchrone ou synchrone fonction
schedPolicy Politique d’ordonnancement : FIFO, SJF, RR, RM,
DM, EDF, LLF etc
fonction
nous avons trois colonnes : la première liste les propriétés, la deuxième donne une des-
cription succincte des propriétés et la troisième donne les concepts où sont définies les
propriétés.
Les concepts ayant été identifiés et caractérisés, il est question à présent de les
structurer dans une hiérarchie et ensuite de les utiliser pour concevoir le métamodèle
(syntaxe abstraite) du langage. C’est l’objet de la section suivante.
5.3.2 Conception du langage : le métamodéle proposé
Une fois les concepts identifiés, l’étape suivante a consisté à formaliser unmodèle,
qui montre la façon dont ces concepts sont mis en relation pour définir une archi-
tecture. Nous présentons ci-dessous la hiérarchie des concepts (section 5.3.2.1) et le
méta-modèle proposé pour la représentation des architectures logicielles robotiques
(section 5.3.2.3).
5.3.2.1 Hiérarchie proposée entre les concepts utilisés dans un système robotique
Pour une meilleure compréhension et une facilité d’utilisation des concepts dans
le langage, nous avons défini une hiérarchie entre ceux-ci. Le diagramme de la figure
5.1 montre la hiérarchie des différents concepts identifiés.
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FIGURE 5.1 – Hiérarchie des concepts utilisés dans les systèmes robotiques
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5.3.2.2 Description de la hiérarchie des concepts
Sur le schémade la figure 5.1, un système robotique se compose d’un robot, de l’en-
vironnement dans lequel il opère et du logiciel qui le contrôle. Un robot a une partie
centrale que nous appelons le «corps du robot» et un ensemble de composants maté-
riels. Le logiciel lui permet d’évoluer dans cet environnement (ensemble de ressources
physiques et logiques). Les composants matériels peuvent être soit des capteurs, des
actionneurs ou tout autre dispositif permettant au robot d’interagir avec son environ-
nement et d’évoluer (observation, perception, réaction) dans ce dernier. Le logiciel est
constitué d’un ensemble de composants décisionnels (couche, activité, base de don-
nées, connaissances, etc.) et des composants comportementaux (action, fonction,mo-
dule, modificateur, but, etc.). Les différents composants communiquent à travers des
ports. Il existe deux types de ports : les ports d’entrée et les ports de sortie. Dans cer-
taines architectures telles que l’architecture de subsomption, les données d’un port
peuvent être modifiées par celles d’un autre. Ainsi, un port d’entrée peut porter plu-
sieurs suppresseurs et un port de sortie plusieurs inhibiteurs.
5.3.2.3 Conception du langage : métamodélisation
A partir de la liste des concepts proposés dans la hiérarchie définie à la section
5.3.2.1, nous avons identifié ceux d’entre eux, qui sont utilisés dans l’architecture logi-
cielle robotique, pour proposer un méta-modèle pour la représentation de ces archi-
tectures. Ce métamodèle représente la syntaxe abstraite de RsaML. Il est présenté par
le schéma de la figure 5.2.
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FIGURE 5.2 – Méta-modèle proposé pour la définition des architectures logicielles robotiques
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5.3.2.4 Description duméta-modèle
Le schéma de la figure 5.2 peut être résumé comme suit : un logiciel de contrôle
robotique peut être composé de zéro ou plusieurs bases de données contenant un en-
semble de connaissances, d’une ou plusieurs couches, et doit avoir un ou plusieurs ob-
jectifs à atteindre. L’objectif peut être décomposé en sous-objectifs atteints par l’exé-
cution d’un ensemble d’activités. Ces activités se déroulent suivant une stratégie dé-
finie. Les activités sont réalisées par l’exécution de processus mis en œuvre dans les
modules. Chaque module qui se trouve sur une couche, peut avoir plusieurs fonc-
tions qui implémentent ses traitements, et peut contenir des sous modules. Les mo-
dules communiquent via les ports, qui peuvent être de deux types, les ports d’entrée
et les ports de sortie. Chaque port peut porter un modificateur qui permet de suppri-
mer les entrées ou d’inhiber les sorties d’unmodule. Chaquemodificateur est contrôlé
par un port de sortie d’un autre module. Chaque fonction est un ensemble d’actions
qui peuvent être simples ou être soumises à des contraintes temps-réel (action temps-
réel). Une action peut être suivie séquentiellement par une autre ou être exécutée en
parallèle à plusieurs autres.
Un package a été défini pour contenir les différents type définis pour la modéli-
sation dans le domaine. Chaque type est une énumération des valeurs possibles, qui
peuvent être affectées aux attributs des éléments du module. Il s’agit de :
— ExecutionType : définit le type d’exécution de l’élément (apériodique, périodique
ou sporadique) ;
— ElementType : précise le type de l’élément (temps-réel ou non) ;
— ArchitectureType : définit le type d’architecture (centralisée, hiérarchique, etc.) ;
— SynchronisationType : définit le type de synchronisation entre les éléments ;
— SensorType : définit le type d’un capteur ;
— PortDataType : précise le type de donnée sur un port.
Une fois la syntaxe abstraite de RsaML définie, il est question à présent de définir
sa deuxième composante : sa sémantique. Elle servira entre autre, à contrôler la mani-
pulation des concepts du méta-modèle (syntaxe abstraite) lors de la construction des
modèles avec le langage; garantissant ainsi des modèles conformes à la définition du
langage et à la réalité du domaine. C’est l’objet de la section suivante.
5.4 Définition de la sémantique de RsaML
Généralement, la syntaxe abstraite duDSMLne comporte pas assez d’informations
pour définir le sens des constructions de ce dernier. Il faut d’autres informations sup-
plémentaires pour déterminer ce sens. Ceci est fait à travers la sémantique du lan-
gage. Comme nous l’avons mentionné à la section 3.3.3.3(chapitre 3), on distingue
deux types de sémantiques : la sémantique statique et la sémantique dynamique. Dans
cette section, nous définissons la sémantique statique de RsaML. Elle a été faite à deux
niveaux :
— Lors de la définition du méta-modèle, en définissant les multiplicités des rela-
tions entre les concepts : ceci a été fait dans la section 5.3.2 ;
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— En définissant des contraintes exprimées à l’aide d’un langage comme OCL :
c’est l’objet de la présente section. Elle est structurée en deux sous sections.
La première traite des contraintes générales et la deuxième est consacrée aux
contraintes liées aux aspects temps-réel.
5.4.1 Définition des contraintes demodélisation
Les contraintes de modélisation ne peuvent pas être définies par les langages de
méta-modélisation actuels en utilisant uniquement des éléments graphiques. Ainsi,
nous avons défini un ensemble de contraintes pour la vérification et la validation des
architectures (modèles), qui seront construites en utilisant le langage (métamodèle)
RsaML. Le langage OCL est utilisé pour définir ces contraintes comme des règles de
bonne formation de modèles. Nous présentons sur le listing 5.1 quelques contraintes
OCL. A chaque fois, nous donnons la contrainte en langage naturel sous forme de com-
mentaire, suivi par le code OCL(contexte et invariant) correspondant à sa définition.
Listing 5.1 – Quelques contraintes OCL intégrées au méta-modèle
1 --1. Chaque système a un nom et a au moins une couche (déjà définie dans
la structure)
2 context Software
3 inv : name<>"" and layer->size()>0
4
5 --2. Le nombre de couches d'un système est toujours supérieur à0
6 context Software
7 inv : nbLayer>0
8
9 --3. Le nombre de couches déclarées doit être égal au nombre de couches
que possède effectivement le système
10 context Software
11 inv : nbLayer=layer->size()
12
13 --4. Le numéro d'une couche est toujours inférieur au nombre de couches du
système; nous supposons que le numéro de la première couche est toujours
0
14 context Layer
15 inv : number<software.layer->size()
16
17 --5. Deux modules ne doivent pas avoir le même nom (ceci est valable pour
tous les concepts du langage)
18 context Module
19 inv : Module.allInstances()->forAll(m1, m2|m1<>m2 implies m1.name<>m2.name
)
20
21 context Layer
22 inv : Layer.allInstances()->forAll(l1, l2|l1<>l2 implies l1.name<>l2.name)
23
24 context Port
25 inv : Port.allInstances()->forAll(p1, p2|p1<>p2 implies p1.name<>p2.name)
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26
27 context Function
28 inv : Function.allInstances()->forAll(f1, f2|f1<>f2 implies f1.name<>f2.
name)
29
30 context Action
31 inv : Action.allInstances()->forAll(a1, a2|a1<>a2 implies a1.name<>a2.name
)
32
33 --6. Le temps d'inhibition ou de suppression est toujours positif
34 context Modifier
35 inv : time>0
36
37 --7. Deux modules qui communiquent, doivent échanger le même type de donné
es sur leurs interfaces de communication.
38
39 --invariant sur le port d'entrée
40 context EntryPort
41 inv : self.dataType=outputport.dataType
42
43 --invariant sur le port de sortie
44 context OutPutPort
45 inv : self.dataType=entryport.dataType
46
47 --8. Un module ne communique qu'avec les modules qui sont : soit sur la mê
me couche que lui, soit sur la couche directement au dessus ou
directement en dessous.
48
49 --invariant sur le port d'entrée :
50 --Pour un port d'entrée situé àune couche n, chaque port de sortie
qui lui est relié doit être situé soit àla couche n, n-1 ou n+1.
51 context EntryPort
52 inv : let s : OutputPort= self.outputport in ((s.module.layer.number+1)=
module.layer.number) or ((s.module.layer.number)=module.layer.number) or
((s.module.layer.number-1)=module.layer.number)
53
54 --invariant sur le port de sortie
55 --Pour un port de sortie situé àune couche n, chaque port d'entrée
qui lui est relié doit être situé soit àla couche n, n-1 ou n+1.
56 context OutPutPort
57 inv : entryport->forAll(e|((e.module.layer.number-1=module.layer.number)
or (e.module.layer.number=module.layer.number) or (e.module.layer.number
+1=module.layer.number)))
58
59 --9. Un module ne peut inhiber (resp supprimer) que les sorties (resp entr
ées) des modules des couches immédiatement inférieures.
60 context OutPutPort
61 inv : self.control->forAll(c|c.port.module.layer.number=self.module.layer.
number-1)
62
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63 --ou
64
65 --10. Un module ne peut inhiber (resp supprimer) que les sorties (resp
entrées) des modules des couches immédiatement inférieures.
66 context Module
67 inv : self.port->selectByKind(OutputPort).control.oclAsType(EntryPort).
module.layer.number+1 = self.layer.number
68
69 inv : self.port->selectByKind(OutputPort).control.oclAsType(OutPutPort).
module.layer.number+1 = self.layer.number
La sous section suivante traite des contraintes spécifiques aux propriétés temps-
réel.
5.4.2 Contraintes spécifiques au temps-réel
Bien qu’ayant déjà défini des attributs dans le métamodèle pour leur prise
en compte, certaines propriétés temps-réel nécessitent d’être vérifiées à l’aide des
contraintes qui doivent être intégrées aumétamodèle. Le listing 5.2 présente quelques
contraintes définies à cet effet. Notons que ces contraintes sont définies après avoir
posé quelques hypothèses. Nous supposons que : (i) le temps de réponse du système,
le temps de commutation et le temps de génération du plan de missions sont tous
nuls ; (ii) toute action a un temps limité et connu; (iii) tout temps autre que le temps
d’exécution est supposé être égal à zéro.
Listing 5.2 – Quelques contraintes OCL pour la gestion des propriétés temps-réel
1 --1- Si un module est de type temps-réel, sa période et son délai doivent
être non nuls.
2 context Module
3 inv : self.type=softRobotType::ElementType::realTime implies (delay<>0 and
period<>0)
4
5 --2- Une fonction est temps réel si toutes ses actions sont temps-réel
6 context Function
7 inv : self.type=softRobotType::ElementType::realTime implies (action->
forAll(a|a.oclIsTypeOf(RealTimeAction)))
8
9 --3- Inversement une action temps-réel ne peut être qu'une action d'une
fonction temps-réel
10 context RealTimeAction
11 inv : function.type=softRobotType::ElementType::realTime
12
13 --4- Un module est temps-réel si toutes ses fonctions sont temps-réel
14 context Module
15 inv : self.type=softRobotType::ElementType::realTime implies (function->
forAll(f|f.type=softRobotType::ElementType::realTime))
16
17 --5-Les durées d'exécution de tous les modules d'une couche, sont bornées
par le temps d'exécution maximal de la couche.
18 context Layer
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19 inv : module->forAll(m|m.execDuration<=self.maxExecTime)
Nous avons conçu la syntaxe abstraite et avons défini la sémantique de RsaML.
Pour qu’elle soit utile, la sémantique doit être combinée avec la syntaxe. Cette intégra-
tion passe par l’implémentation du méta-modèle, laquelle implémentation permettra
de définir une syntaxe concrète du langage. La section suivante est consacrée à l’im-
plémentation du langage RsaML.
5.5 Implémentation : Méta-modélisation dans Eclipse
Après avoir présenté les étapes et la façon dont lemétamodèle a été conçu, nous al-
lonsmaintenant discuter de la façon dont ces tâches sont supportées par EMF (Eclipse
Modeling Framework). EMF est fourni avec son propre langage de méta-modélisation
appelé Ecore et des outils support pour la définition des métamodèles Ecore.
Cette section est structurée en trois sous section. La première fait une rapide présenta-
tion de la plateforme d’implémentation utilisée, à savoir Eclipse Modeling Framework
(EMF). La deuxième est consacrée à lamise enœuvre duméta-modèle et sa validation.
La troisième traite de l’évaluation des contraintes OCL, de leur intégration aumétamo-
dèle et du test.
5.5.1 La plateforme demise enœuvre : EclipseModelig Framework
Le choix d’une technologie deméta-modélisation dépendprincipalement de la dis-
ponibilité des outils supportant le développement d’une solution complète. Le projet
Eclipse EMF est le principal outil open-source dans ce domaine. Il fournit un support
avancé pour les notations graphiques et textuelles des langages de modélisation, ainsi
que pour la validation des contraintes de modèle, la transformation de modèle à mo-
dèle et de modèle à texte. Les différents outils(UML, MOF, OCL, etc.) de ce framework
suivent les normes de l’Object Management Group (OMG). EMF offre la possibilité de
génération de code, qui nous permet de définir un modèle sous l’une des trois formes
suivantes : UML, Java et XML; et à partir de laquelle nous pouvons ensuite générer les
autres formes; mais aussi les classes d’implémentation correspondantes. Quelle que
soit la technologie utilisée pour définir un modèle, EMF est la représentation com-
mune de haut niveau qui les «rassemble» tous ensemble.
Eclipse EMF se compose de trois éléments fondamentaux :
— EMF, le framework EMF de base : il comprend un méta-modèle (Ecore) pour
décrire les modèles (syntaxe abstraite) et le support d’exécution desmodèles, un
support de persistance avec la sérialisation XMI, et une API pour manipuler des
objets EMF;
— EMF.Edit, le framework d’édition : il comprend des classes génériques réutili-
sables pour la construction des éditeurs pour les modèles EMF;
— EMF.Codegen, le générateur de code EMF : il est capable de générer tout le né-
cessaire pour construire un éditeur complet pour un modèle EMF. Il comprend
une interface graphique à partir de laquelle les options de génération peuvent
être spécifiées, et des générateurs peuvent être invoqués.
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Les modèles EMF sont en général présentés sous forme de notation de diagramme
de classes UML. Cependant, en opposition aux modèles créés dans des éditeurs UML
traditionnels, les modèles créés avec des solutions de méta-modélisation sont formels
et précis. Ces modèles qui sont des modèles “Ecore”, représentent la syntaxe abstraite
du langage défini pour un domaine donné. EMF va permettre ensuite de construire
à partir d’un modèle Ecore, des modèles XMI qui représentent la syntaxe concrète.
Nous y avons ajouté le composant OCL Tools pour permettre d’intégrer et gérer les
contraintes OCL.
Voyons à présent comment la syntaxe abstraite a été implémentée dans EMF.
5.5.2 Mise enœuvre et validation dumétamodèle
Nous avons donc utilisé l’environnement de développement intégré Eclipse avec
son Framework EMF, pour implémenter lemétamodèle conçu à la section 5.3.2.3. Cette
mise en œuvre a consisté à définir le métamodèle de notre langage comme unmodèle
Ecore de EMF. Ainsi :
— Chaque concept du métamodèle de RsaML est représenté par une classe Ecore;
— Chaque caractéristique d’un concept, par un attribut ;
— Chaque relation entre deux concepts, par une référence, une référence bidirec-
tionnelle ou une composition;
— Chaque type défini, par une énumération;
— Chaque valeur de type, par un littéral.
La figure 5.3, présente le métamodèle construit dans l’environnement Eclipse EMF
FIGURE 5.3 – La syntaxe abstraite dans Eclipse
Une fois le métamodèle construit, nous l’avons validé en vérifiant que toutes les
règles syntaxiques de construction étaient satisfaites (par exemple que nous n’avons
pas oublié de spécifier le type d’un attribut). Après cette étape, la syntaxe abstraite de
RsaML est prête. La figure 5.4 montre unmessage de validation quand tout est bon.
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FIGURE 5.4 – Validation duméta-modèle
La syntaxe abstraite du langage étant prête, nous allons à présent y intégrer la sé-
mantique. C’est l’objet de la sous section suivante.
5.5.3 Évaluation des contraintes OCL
Pour définir les contraintes OCL de la sémantique de RsaML, nous utilisons Eclipse
OCL, un projet dédié à la mise en œuvre de la norme OCL dans Eclipse. Avant de les
intégrer au métamodèle, nous avons vérifié que chacune de nos contraintes OCL était
syntaxiquement correcte, et fournit le résultat attendu. Pour cela, nous avons utilisé la
console interactive d’évaluation pour les expressions OCL, qui est un outil du projet
Eclipse OCL. Cette console permet de saisir les contraintes, et d’évaluer leur résultat
sur un modèle dérivé du métamodèle. La figure 5.5 montre un exemple d’évaluation.
Le résultat est False dans ce cas, car deux modules (m12, m12) ont le même nom.
FIGURE 5.5 – Évaluation des contraintes OCL
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Sur le schéma de la figure 5.5, nous avons trois blocs :
— Le 1er contient le métamodèle de RsaML;
— Le 2ième contient une instance du métamodèle, qui représente une architecture
dans laquelle deux modules ont le même nom (m12 surligné en jaune) ;
— Le 3ième c’est la console interactive qui permet d’évaluer les contraintes avant
leur insertion dans le métamodèle. Il présente une contrainte et le résultat (rec-
tangle rouge) qu’elle produit quand on l’applique au modèle exemple du bloc
2.
5.5.4 Intégration des contraintes dans leméta-modèle
Pour intégrer les contraintes OCL dans le métamodèle, nous l’éditons dans sa ver-
sion textuelle, vu que OCL est un langage textuel. Pour cela, nous éditons le fichier
Ecore de l’arborescence des fichiers du projet, dans l’éditeur ”OclInEcore Editor” de
Eclipse. On obtient une vue du métamodèle, où on retrouve la même définition des
méta-éléments mais dans une syntaxe textuelle. Chaque contrainte OCL sera ajoutée
comme « invariant » dans le méta-élément (classe) qui lui sert de contexte. La figure
5.6 illustre cette intégration (les textes dans les rectangles rouges).
FIGURE 5.6 – Intégration des contraintes OCL aumétamodèle
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5.6 Définition d’une syntaxe concrète : l’éditeur arbores-
cent de RsaML
Comme nous l’avons mentionné à la section 3.3.3.2, la syntaxe concrète va définir
l’interface et les notations qui seront utilisées par les utilisateurs, pour représenter les
différents concepts du langage, et donc pour construire leurs modèles. Cette syntaxe
peut prendre plusieurs formes. Pour ce premier prototype de RsaML, nous proposons
un éditeur arborescent, qui sera enrichi par la suite (dans des travaux futurs) pour évo-
luer vers un éditeur graphique. Eclipse EMF offre la possibilité de générer l’éditeur ar-
borescent à partir de la syntaxe abstraite (métamodèle) du langage. Ceci nécessite d’as-
socier un générateur d’éditeurs au métamodèle. Pour cela, nous avons créé un projet
EMF et nous y avons intégré le méta-modèle en important le fichier Ecore de RsaML.
Ceci crée un fichier .genmodel qui est le générateur de modèles. Par la suite, le projet
.genmodel est utilisé pour générer du code d’un ensemble de projets (délimités par un
rectangle rouge) comme le montre le schéma de la figure 5.7. Parmi ces derniers, le
projet robotic.emf.editor (rectangle bleu sur la figure 5.7) correspond à l’éditeur arbo-
rescent.
FIGURE 5.7 – Les projets générés par le générateur genmodel
L’exécution de projet .editor a donc produit l’éditeur de RsaML présenté à la figure
5.8.
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FIGURE 5.8 – L’éditeur arborescent de RsaML
L’éditeur de la figure 5.8, possède entre autre (1, 2, et 3 sur la figure) :
1. Un explorateur des modèles déjà créés. Ces modèles portent une extension spé-
cifique au langage (.rsaml) ;
2. L’espace réservé à la construction des modèles ;
3. Unmenu permettant entre autres de valider le modèle en cours de construction.
L’éditeur étant prêt, on peut à présent l’utiliser pour construire desmodèles RsaML
au même titre que d’autres, comme des modèles UML par exemple. En faisant New-
>Project->Others dans l’éditeur, on a la liste des types de modèles qui peuvent être
créés ; on y voit lesmodèlesRsaML comme lemontrent les éléments encadrés en rouge
sur le schéma de la figure 5.9.
FIGURE 5.9 – Création d’un nouvel modèle RsaML
Apartir duméta-modèle «ecore»RsaML, un éditeur arborescent a donc été généré.
Cette forme d’édition peut conduire à une représentation dumodèle peu dense. En ef-
fet les attributs des objets (à part leur nom) sont affichés uniquement dans la vue «
Properties » de l’éditeur. Il n’est donc pas possible de visualiser la totalité des proprié-
tés de chaque élément du modèle dans l’éditeur. Il serait donc intéressant d’enrichir
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l’éditeur, et de le faire migrer vers un éditeur graphique, permettant de donner une
forme géométrique à chaque concept, et surtout de voir plus de propriétés de chaque
élément desmodèles construits. Ceci fera l’objet d’une partie de la suite de nos travaux.
Les différents composants de RsaML ont ainsi été définis. Il est à présent temps
d’expérimenter le prototype réalisé. C’est l’objet de la section suivante.
5.7 Validation : Expérimentations de RsaML
Dans cette section, nous réalisons trois expérimentations. Elles ont été choisies de
manière à : d’une part montrer l’utilisation du langage pour la modélisation d’un sys-
tème ayant n’importe quel type d’architecture (une des catégories d’architectures ou
une architecture quelconque), et d’autre part valider les contraintes sémantiques défi-
nies dans le langage.
— la première utilise le langage pour représenter une catégorie d’architecture ;
— la deuxième se focalise sur le test de la sémantique du langage;
— la troisième représente un système ayant une architecture quelconque.
5.7.1 Un système organisé suivant une architecture hybride
Nous présentons dans cette section un exemple de système robotique dont l’archi-
tecture logicielle est organisée suivant une architecture hybride. Cette catégorie d’ar-
chitecture est plus représentative, car commementionné à la section 1.3.4, elles allient
les capacités réactives des architectures comportementales et les capacités de raison-
nement (décisionnelles) propres aux architectures hiérarchiques. Ainsi elles répondent
mieux à la nécessité qu’ont les robots actuels, de fournir un comportement autonome
dans un environnement mal connu, avec lequel le robot doit interagir. Notre système
possède une architecture qui se découpe en trois couches :
— Une couche décisionnelle contenant deux modules. Un module qui gère la pla-
nification de la mission globale du robot appelé exécutif temporel, et un autre
qui supervise les missions envoyées par les opérateurs humains.
— Une couche contrôle contenant trois modules. Un module qui vérifie les re-
quêtes envoyées aux modules de la couche fonctionnelle, un autre qui vérifie
l’utilisation des ressources du robot, et un dernier qui gère les aspects liés à la
robustesse et à la sûreté de fonctionnement.
— Une couche fonctionnelle contenant deux modules qui offrent des services via
des requêtes permettant de les démarrer/ arrêter/ paramétrer, et permettant de
gérer les ressources physiques et logiques (capteurs et autres). Ces modules dis-
posent des fonctions contenant des actions nécessaires au contrôle de ces res-
sources.
La figure 5.10 présente le schéma fonctionnel de l’architecture de ce système.
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 cmp Model-Exemple-RsaML
Couche Decisionnelle
e1
s1
ProceduralExec
e0
s0 TemporelExec
e0s0
Couche Cont rôle
e0 s0
s1
s2 s3
RessourceCheck
e0
s0
M11 : Module
e0 s0
M12 : Module
C h F t i llouc e onc onne e
e0
M01 : Module
e0
M02 : Module
e1f0-01 : Fonction
a0 aRT-0 aRT-1
f0-02 : fonction
a0 a1
FIGURE 5.10 – Expérimentation 1 : l’architecture du système à modéliser
Nous avons utilisé l’éditeur arborescent généré à la section 5.6, pour construire l’ar-
chitecture de ce système à l’aide du langage RsaML. Le schéma de la figure 5.11 pré-
sente le modèle construit.
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FIGURE 5.11 – Expérimentation 1 : le modèle RsaML correspondant
5.7.2 Test de la sémantique : vérification d’unmodèle
Pour vérifier que les contraintes intégrées aumétamodèle sont effectivement prises
en compte lors de l’utilisation du langage, nous avons construit un modèle (architec-
ture) avec quelques anomalies vis-à-vis de la sémantique définie pour le langage. La
vérification dumodèle construit a généré cinq (5) erreurs comme le montre le schéma
de la figure 5.12.
La figure 5.12 présente les erreurs générées suite aux anomalies ci après :
1. Le nombre de couches définies est différent du nombre de couches effective-
ment créées ;
2. Un port communique avec un autre ayant des données de type différent du sien;
3. Un module (d’une couche n) modifie les données d’un autre module situé à la
couche n-2;
4. La durée d’exécution d’unmodule est supérieure au temps d’exécutionmaximal
défini pour la couche qui le contient ;
5. Une fonction est définie de type temps-réel, mais contient des actions non
temps-réel.
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FIGURE 5.12 – Expérimentation 2 : Erreurs
La figure 5.13 présente en détail les raisons de ces erreurs. Elle reprend les numéros
de 1 à 5 correspondants aux erreurs de la figure 5.12.
FIGURE 5.13 – Expérimentation 2 : détails sur les erreurs sémantiques
Sur le schéma de la figure 5.13 :
— Les éléments à problème portent une petite croix rouge;
— Des extraits de couples (propriétés, valeurs) de certains éléments du modèle,
sont représentés dans des rectangles reliés à ces éléments par des traits que nous
appellerons « lien » dans la suite.
Le schéma de la figure 5.13 décrit ce qui suit :
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1. Quatre(4) couches sont déclarées pour l’architecture (lien 1a),mais trois couches
seulement (decisional, control et functional) sont effectivement créées ;
2. Le type de données que peut recevoir le port d’entrée e0_prodExec est
«alphanumeric » (lien 2a), mais il est relié au port de sortie (sa propriété Out-
putport) s0_ressourceCheck, qui lui envoi des données de type «numeric» (lien
2b) ;
3. Le module proceduralExec supprime l’entrée e0_m01(lien 3a) du module m01,
qui lui se trouve à la couche functional (lien 3b) située à n-2 de la couche deci-
sional ;
4. La durée d’exécution du module ressourceChecker est de 2.5 (lien 4b), alors que
le temps maximum d’exécution de la couche où elle se situe est de 2.0 (lien 4a) ;
5. La fonction f0_m01 est temps-réel (lien 5a), mais elle contient une action qui ne
l’est pas (action a0_f0_m01).
Cette expérimentation permet de montrer que l’intégration des contraintes OCL
au langage s’est bien déroulée, que ces contraintes sont belle et bien vérifiées lors de
l’utilisation du langage, et donc, que la sémantique statique de RsaML est définie.
5.7.3 Un système robotique ayant une architecture quelconque
Nous considérons un système robotique décrit dans [149]. C’est un système pos-
sédant un exécutif temps-réel qui est représenté par un seul processeur. Ce dernier
est relié aux capteurs et aux actionneurs par l’intermédiaire de deux cartes d’acquisi-
tions. Le système logiciel qui contrôlera le robot est représenté au-dessus de l’exécutif
comme présenté sur le schéma de la figure 5.14.
FIGURE 5.14 – Expérimentation 3 : Schéma fonctionnel du système[149]
Pour construire l’architecture logicielle de ce système à l’aide du langage RsaML,
nous procédons comme suit : Les capteurs et actionneurs(visible sur le schéma de la
figure 5.14) peuvent être représentés par les concepts de capteurs et d’actionneurs
correspondants du langage, une action (le parallélogramme nommé CtrlDAxe7 par
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exemple) par le concept d’action, une tâche (le parallélogramme nommé CtrlDeMvt
par exemple) par le concept de fonction, le système d’exécution sur lequel le contrô-
leur temps-réel sera exécuté par le concept de processeur, d’autres composants lo-
giciels (acquisition de données de capteurs, traitement de ces données, etc.) par le
concept de module, les connexions entre les composants par des liaisons entre leurs
ports respectifs, la mémoire par une base de données et l’ensemble du système par le
concept de Logiciel. Ainsi, l’architecture de ce système est structurée en une couche
possédant deux modules :
— Un interpréteur de tâches : il possède une fonction pour assurer ce service ;
— Un contrôleur de mouvement : il possède une fonction contenant sept actions
nommées ctrlDaxe 1 à 7. Ces actions sont périodiques et ont chacune une pé-
riode de 20 ms et un temps d’exécution de 1ms.
Nous avons construit cette architecture enutilisant l’éditeur arborescent deRsaML.
Elle est représentée à la figure 5.15.
FIGURE 5.15 – Expérimentation 2 : le modèle RsaML correspondant
5.8 Discussion et positionnement de la proposition
Les travaux présentés dans la section 3.4.1 (Chapitre 3) ont chacun, à sa manière,
ouvert un chemin vers l’application des techniques d’ingénierie logicielle (notamment
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l’IDM) dans le domaine de la robotique. Néanmoins, comme nous l’avons mentionné
à la section 3.4.2, ils présentent certaines limites vis à vis des questions traitées ici et
des objectifs visés par ce travail. La présente proposition a fourni des réponses à la
plupart des manquements des travaux antérieurs :
— Elle a inclus le concept demodificateur (inhibiteur et suppresseur), pour gérer le
cas de certaines architectures comportementales (par exemple subsomption) ;
— Elle a intégré des contraintes OCL, permettant ainsi de vérifier des propriétés
spécifiques au domaine de la robotique, qui ne peuvent pas être gérées unique-
ment par les relations structurelles entre les concepts dans le méta-modèle ;
— Elle ne traite pas d’une catégorie particulière ou d’une architecture particulière,
mais offre un langage qui tient compte de toutes les catégories ;
— RsaML a été conçu, sans tenir compte du robot (matériel) qui sera géré par l’ar-
chitecture logicielle modélisée ;
— Il intègre des éléments pour spécifier les propriétés temps-réel du système mo-
délisé.
5.9 Conclusion et perspectives
Comme mentionné plus haut dans ce chapitre, les systèmes robotiques sont des
cas particuliers de systèmes embarqués temps-réel. Comme tout système à développer
aujourd’hui, leur mise en œuvre nécessite plus que jamais, d’utiliser des techniques
éprouvées pour garantir certaines propriétés (réutilisabilité, productivité, sûreté de
fonctionnement, etc.). Heureusement le domaine du génie logiciel a beaucoup évolué
ces dernières années, offrant entre autres des techniques et outils d’ingénierie dirigée
par les modèles, permettant de répondre à ces attentes.
Dans ce chapitre, nous avons proposé un langage de modélisation spécifique pour
décrire les architectures logicielles robotiques. Ceci a consisté à définir les trois princi-
paux composants d’un tel langage, à savoir : sa syntaxe abstraite, sa sémantique et une
syntaxe concrète. Ainsi, une analyse du domaine de modélisation a été effectuée en
identifiant les besoins de ces systèmes, et en étudiant les différentes catégories de leurs
architectures logicielles. Cette analyse s’est terminée par l’identification et la descrip-
tion de concepts utiles à la représentation de ces architectures. Une hiérarchie entre
ces concepts a été définie, et des attributs nécessaires à la prise en compte des pro-
priétés temps-réel ont été identifiés, définis et intégrés dans les concepts concernés.
Un métamodèle a été proposé par la suite pour décrire les architectures logicielles
robotiques, décrivant ainsi la syntaxe du langage. Des contraintes OCL ont été définies
et incluses dans le métamodèle ; ceci pour vérifier certaines règles sémantiques spéci-
fiques au domaine de la robotique, non vérifiable par les seules relations structurelles
du modèle d’une part, et pour vérifier certaines propriétés temps-réel d’autre part. Le
Framework Eclipse EMF a été utilisé pour la mise en œuvre du langage et la généra-
tion d’un éditeur arborescent pour son utilisation. Nous avons expérimenté le langage
sur des exemples de systèmes robotiques. Ainsi, le langage proposé permet de décrire
les architectures logicielles robotiques, qui tiennent compte de certaines propriétés
temps-réel.
Pour apporter d’avantage d’éléments de réponse aux questions et besoins exprimés
au début de ce chapitre, nous prévoyons dans nos travaux futurs de :
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— Approfondir la prise en compte des propriétés temps-réel par le langage;
— Fournir un éditeur graphique offrant une boîte à outils, pour faciliter la repré-
sentation des architectures ; ce dernier serait plus simple à utiliser et plus intuitif
que l’éditeur arborescent actuellement utilisé ;
— Concevoir unmoteur(module) de transformation permettant de documenter les
modèles construits ;
— Concevoir unmodule pour générer une syntaxe textuelle du langage, et un autre
pour du code à partir de modèles ;
— Aborder la question de la sémantique dynamique du langage;
— Étudier la possibilité de transformer les modèles RsaML construits, en d’autres
modèles (par exemple AADL, MARTE), sur lesquels des analyses des propriétés
temps-réel peuvent être réalisées ;
— Proposer un processus complet allant de la modélisation du système à son code,
en passant par la définition de son architecture à l’aide de RsaML.
Avec la définition de RsaML, nous avons abordé une des problématique clé de l’in-
génierie dirigée par les modèles, à savoir la métamodélisation. Mais pour profiter da-
vantage des possibilités et des richesses de cette ingénierie, les modèles construits par
RsaML doivent être opérationnels (pour la génération de documentation, syntaxe tex-
tuelle, du code, vérification, etc.). Ceci amène à s’intéresser à l’autre problématique clé
de l’IDM, celle de la transformation de modèles. C’est l’objet du chapitre 6.
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6.1 Introduction
L’un des objectifs et intérêt clé de l’IDM est la possibilité de rendre opérationnels
les modèles conçus. On aimerait pouvoir produire à partir d’un seul modèle, plusieurs
artefacts, ceci autant de fois qu’on le souhaite. C’est ici que l’une des devises les plus
populaires de l’IDM prend tout son sens « Model once, generate everywhere » (« Mo-
déliser une fois, générer partout »). Comme mentionné au chapitre 3, l’IDM a deux
activités majeures : la méta-modélisation et la transformation des modèles. La pre-
mière activité a été traitée au chapitre 5 et a donné lieu à la définition duDSMLRsaML,
qui permet de définir des modèles d’architectures logicielles des systèmes robotiques.
Les modèles construits ne seront utiles que s’ils sont opérationnels, c’est-à-dire, s’ils
peuvent servir à produire du code ou d’autres artefacts. Ceci demande de définir un
méta-modèle source (a été fait au chapitre 5), d’avoir un méta modèle cible et de dé-
finir des règles de transformation et les implémenter. La deuxième grande activité de
l’IDM, à savoir la transformation des modèles aborde ces aspects. Le présent chapitre
y est consacré et traite de la transformation des modèles RsaML vers du texte (code
source et autres). Après avoir discuté du type de transformation choisi et de l’approche
utilisée, il commence par définir les besoins et exigences à respecter pour réaliser le
système de transformation, avant de présenter les spécifications dudit système. Puis, il
aborde sa conception à travers l’identification et la description des différents modules
de génération qui le composent. Par la suite, les outils et l’approche utilisés pour la
mise en œuvre sont présentés, suivis de l’implémentation des modules (générateurs).
Enfin, les différentes transformations sont validées à travers leurs expérimentations
sur un cas d’étude. Une conclusion et des perspectives viennent boucler le chapitre.
6.2 Choix du type deTransformation et approcheutilisée
Dans le chapitre 3, nous avons présenté un ensemble de catégories et d’approches
de transformation de modèles. Les transformations que nous ferons dans ce chapitre
sont :
— Exogènes : car nos méta-modèles source et cible sont différents. Nous irons des
modèles conformes aux méta-modèle RsaML vers du texte (documentation des
modèles, syntaxe concrète, code source) conforme à un autre méta-modèle.
— Vertical : car les modèles que nous manipulons se situent à des niveaux diffé-
rents dans la pile MDA. Les modèles RsaML sont indépendant de la plateforme
(niveau PIM) et on génère des éléments (par exemple du code) spécifiques à une
plateforme (niveau PSM).
En général, la mise en œuvre d’un générateur de code peut utiliser une approche
de programmation plus traditionnelle, basée sur le parcours dumodèle à l’aide des vi-
siteurs (visitor-based). Suivant cette approche, un générateur de code peut être implé-
menté comme un programme, en utilisant l’API demodèle générée automatiquement
à partir du métamodèle pour traiter les modèles d’entrée. Cette approche a l’avantage
qu’elle ne nécessite aucune compétence de programmation supplémentaire. Il suffit
de connaître les langages de programmation utilisés pour développer le générateur et
celui à utiliser comme cible. En outre, aucun outil supplémentaire n’est nécessaire, ni
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pour la conception ni pour l’exécution. Cependant, suivre une telle approche présente
plusieurs inconvénients. Parmi lesquels :
— Code statique / dynamique entremêlés : Il n’y a pas de séparation entre le code
statique, c’est-à-dire le code généré exactement de la même façon pour tout élé-
ment du modèle(définition du paquet, importations, etc.) et le code dynamique
dérivé des informations du modèle(nom de classe, nom de variable, etc.) ;
— Structure de sortie non saisissable : La structure de la sortie n’est pas facilement
saisissable dans la spécification du générateur de code. Le problème est que le
code produit est incorporé dans le code de production(format pas très différent).
Ainsi, la structure de contrôle du générateur de code est explicite, mais pas le
format de sortie ;
— Manque de langage de requête déclarative : aucun langage de requêtes déclara-
tives pour accéder aux informations de modèle n’est disponible. Ainsi, de nom-
breux itérateurs, boucles et conditions utilisés dans le générateur, conduisent in-
utilement à une énorme quantité de son code. Notons également que la connais-
sance de l’API dumodèle généré est requise. Par exemple, pour accéder aux fonc-
tionnalités des éléments du modèle, les méthodes d’accès(getter) doivent être
définies au lieu d’interroger les valeurs des entités simplement en utilisant les
noms des entités définis dans les méta-modèles ;
Pour éliminer les inconvénients mentionnés dans l’approche présentée ci des-
sus, les DSL ont été développés pour générer du texte à partir de modèles. Cela a
conduit à un standard de l’OMG, nommé MOF Model to Text Transformation Lan-
guage(MOFM2T). Les langages de transformation M2T visent à améliorer le dévelop-
pement des générateurs de code en s’attaquant aux inconvénients de l’approche basée
sur les langages de programmation. Ainsi cette approche offre les avantages suivants :
— Séparation entre code statique et code dynamique : Les langages de transforma-
tion M2T séparent le code statique et le code dynamique en utilisant une ap-
proche basée sur les templates pour développer des transformations M2T. Un
template peut être vu comme une sorte de plan qui définit des éléments de texte
statique partagés par tous les artefacts ainsi que des parties dynamiques qui
doivent être remplies avec des informations spécifiques à chaque cas particu-
lier. Par conséquent, un template contient des fragments de texte simples pour
la partie statique et des méta-marqueurs pour la partie dynamique. Les méta-
marqueurs sont des espaces réservés et doivent être interprétés par un moteur
de template qui traite les modèles et interroge des sources de données supplé-
mentaires pour produire les parties dynamiques.
— Structure de sortie explicite : L’utilisation de Template permet de représenter ex-
plicitement la structure du texte de sortie dans le template, en incorporant le
code producteur dans le texte produit. La structure de la sortie explicitement re-
présentée dans les templates conduit à des spécifications de génération de code
plus lisibles et compréhensibles, que d’utiliser uniquement des variables String
pour stocker le texte de sortie. Les templates facilitent le développement des gé-
nérateurs de code.
— Langage de requête déclarative : Dans les méta-marqueurs, le code est utilisé
pour accéder aux informations contenues dans les modèles. Le langage OCL est
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choisi pour faire ce travail dans la plupart des langues de transformation M2M.
Ainsi, les langages de transformation M2T actuels permettent également d’utili-
ser OCL pour la spécification de méta-marqueurs.
— Fonctionnalité de base réutilisable : Les langages courants pour la transformation
M2T sont livrés avec un support d’outils, qui permettent de lire directement dans
les modèles et de sérialiser le texte dans les fichiers, en définissant simplement
les fichiers de configuration. Ainsi, aucune redéfinition fastidieuse du charge-
ment dumodèle et de la sérialisation du texte ne doit être développéemanuelle-
ment.
6.3 Besoins et exigences
Quand on est amené à développer un générateur de code à base de modèles, on
doit se poser au moins trois questions fondamentales :
— Quelles parties générer? La question principale ici est de savoir quelles parties
du code peuvent être générées automatiquement à partir des modèles. Une gé-
nération complète ou partielle de code est-elle possible? Partielle peut signifier
plusieurs choses dans ce contexte. Tout d’abord, cela peut signifier que certains
composants de l’application sont complètement générés tandis que d’autres
peuvent être complètement développés manuellement. Cela peut également si-
gnifier qu’un composant n’est que partiellement générée et que certaines parties
manquantes doivent être complétées manuellement. Enfin la génération par-
tielle de code peut également se référer au niveau du modèle, en utilisant uni-
quement la génération de code pour certaines parties d’un modèle alors que
d’autres parties ne sont pas touchées par le générateur de code et doivent être
mises en œuvre manuellement.
— Qu’est-ce qui est généré? Quel artefact est-il produit : de la documentation, le
modèle dans une autre syntaxe du langage utilisé pour le construire, du code
source, etc. Bien sûr, le code à générer doit être aussi concis que possible, mais
doit être du code lisible. Par conséquent, choisir le bon paradigme de program-
mation est une décision importante à prendre.
— Comment générer? Lorsque les exigences pour la génération de code sont spé-
cifiées, à savoir ce qui doit être atteint par le générateur de code, c’est-à-dire
quelles parties sont générées et quels langages cibles sont utilisés, il faut déter-
miner comment mettre en œuvre ces exigences.
Dans le cadre de nos travaux, les éléments suivants doivent être générés :
— La Documentation des modèles : les modèles construits ne sont en général pas
très expressifs, et demandent parfois du temps pour leur compréhension. C’est
pourquoi il est nécessaire de les documenter pour améliorer leur utilisabilité et
les échanges entre utilisateurs, et aussi pour faciliter leur réutilisabilité. La docu-
mentation produite devra décrire en détail le modèle documenté. Pour faciliter
l’exploitation de cette documentation sur lemaximumde plateformes, elle devra
être produite dans le format HTML.
— Du code source : l’un des objectifs clés de l’approche IDMc’est de pouvoir générer
du code source dans un langage de programmation choisi au départ. Dans notre
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cas, on devra donc donner la possibilité de produire du code source C(un des
langages les plus utilisés et les plus disponibles sur la majorité des plateformes),
à partir de tout modèle RsaML construit.
— Une syntaxe abstraite textuelle : qui en plus de faciliter la compréhension d’un
modèle graphique, peut servir à des fin d’analyse de certaines propriétés dumo-
dèle.
Nous avons ainsi précisé les contours des transformations de modèles à réaliser
et identifié les principaux éléments à produire. La section suivante est consacrée à la
spécification des modules qui permettront de réaliser ces transformations.
6.4 Spécification du système de transformation
L’objectif de cette section est de décrire ce qui sera fait par le systèmepour répondre
aux exigences et besoins exprimés dans la précédente section. Il sera question notam-
ment de décrire le système à travers un schéma fonctionnel et de spécifier le format de
présentation de chaque artefact à produire par la transformation.
6.4.1 Schéma fonctionnel
Une transformation M2T requiert comme toute transformation de modèles : un
méta-modèle source, un méta-modèle cible et des règles de transformation. Pour tes-
ter la transformation, il est nécessaire de disposer d’un modèle source, se conformant
auméta-modèle source. Si le besoin pour une transformation, d’avoir unméta-modèle
cible est valable en théorie pour toutes les transformations de modèles, il est très cou-
rant dans la pratique de ne pas utiliser deméta-modèle cible lors d’une transformation
M2T. Le schéma de la figure 6.1 présente la structure fonctionnelle du système avec ses
entrées et ses sorties.
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FIGURE 6.1 – Schéma fonctionnel du système des transformations
Sur le schéma de la figure 6.1 nous avons l’ensemble des transformations à réaliser
que nous avons appelé “Générateur RsaML”. Ce dernier prend comme entrée le méta-
modèle source (celui de RsaML) et un modèle conforme à ce dernier. Les règles de
transformation sont contenues dans le générateur et matérialisées sur le schéma par
un engrenage. Le générateur produit plusieurs types d’artefacts comme précisé sur le
schéma.
6.4.2 Spécification de la documentation
La documentation de chaque modèle fournira :
— son nom, le nombre de chaque type d’objets qui le composent (nombre de
couches, de modules, etc.), la version du langage utilisé pour le construire et la
date à laquelle cette documentation a été générée;
— La liste des différents éléments du modèle regroupés par types ;
— La structure fonctionnelle de l’architecture que représente le modèle.
La structure fonctionnelle va détailler chaque élément de l’architecture pouvant conte-
nir des sous éléments. L’un des éléments les plus importants dans l’architecture logi-
cielle est le module, car c’est lui qui définit les fonctions à réaliser. Nous allons donc
donner sur le schéma de la figure 6.2, le modèle proposé pour présenter un module et
ses fonctions dans la documentation à produire pour une architecture.
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FIGURE 6.2 – Extrait de la spécification du contenu de la documentation à produire
Sur le schéma de la figure 6.2, le module est représenté par un tableau conte-
nant à son tour 2 sous tableaux : le premier qui détaille les fonctions du module, et
le deuxième qui décrit ses ports.
6.4.3 Spécification du générateur de code à réaliser
Générer du code à partir d’un modèle vers un langage de programmation cible, re-
vient à traduire les éléments dumétamodèle de base (utilisé pour construire lemodèle)
vers des éléments dudit langage de programmation. Ceci demande de connaître lemé-
tamodèle utilisé et le langage de programmation choisi. Il est par la suite impératif de
définir des correspondances entre éléments des métamodèles source et cible. C’est
l’objet de la présente section. Nous détaillons dans le tableau 6.1 les correspondances
définies entre les éléments du métamodèle de RsaML et les éléments du langage C.
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TABLEAU 6.1 – Correspondance entre concepts de RsaMl et éléments du langage C
Concepts de RsaML Éléments du langage Cible
Software L’application toute entière
Layer Répertoire qui contient tous les modules de la couche
Module Module C : un fichier .c et un fichier .h
Fonction Procédure C / fonction C
Action Procédure C
Port Appel entre fonctions de modules
Modifier Procédure C
Device Une définition de type enregistrement, contenant les
propriétés du périphérique à gérer.
6.4.4 Spécification de la syntaxe concrète textuelle
Nous présentons dans cette sous section le format de présentation de la syntaxe
concrète textuelle de RsaML. Chaque élément du modèle doit être décrit en donnant
ses propriétés et la liste de ses sous éléments éventuels. Chaque sous élément doit être
décrit à son tour de la même façon, et ainsi de suite. La description d’un élément est
précédée du mot “description”, et est suivie de “.desc”. Par exemple, pour un module
nommém1, sa description est définie comme suit : module descriptionm1.desc
Le format de description dumodèle du système est donné par le listing 6.1 :
Listing 6.1 – Syntaxe concrète : format de description dumodèle du système
1 System nom_du_système
2 {
3 propriete_1 => valeur_1;
4 propriete_2 => valeur_2;
5 propriete_n => valeur_n;
6 Elements
7 {
8 Type_element_1 nom_sous_element_1;
9 type_element_2 nom_sous_element_2;
10 type_element_3 nom_sous_element_3;
11 Type_element_n nom_sous_element_n;
12 };
13 }
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Celui des éléments du système est donné par le listing 6.2 :
Listing 6.2 – Syntaxe concrète : format de description d’un élément du système
1 type_element_i description nom_sous_element_i.desc
2 { propriete_s1 => valeur_1;
3 propriete_s2 => valeur_2;
4 propriete_sn => valeur_n;
5 Elements
6 {
7 Type_element_i nom_sous_element_i;
8 };
9 }
6.5 Conception du système de transformations
Cette section est consacrée à l’élaboration d’une solution technique devant réaliser
la spécification décrite à la section 6.4, ceci pour répondre aux besoins et exigences
exprimés plus haut (section 6.3). Il sera question de :
— Identifier les différents modules à réaliser et leur rôle ;
— Donner une description détaillée des différents modules et leurs organisations.
Pour répondre aux besoins exprimés à la section 6.3, nous avons donc décomposé
le système de génération en quatre modules :
— RsaML2HTML : qui produira la documentation des modèles conçus;
— RsaML2C : qui produira le code source C;
— RsaML2Text : qui se chargera de produire la syntaxe concrète textuelle ;
— RsaML_Library : qui réalisera les traitements généraux et commun aux trois
autres, et qui sont utilisés par ces derniers dans leurs traitements spécifiques (gé-
nérer la documentation, du code source ou de la syntaxe concrète textuelle).
Nous présentons dans la suite de cette section les contenus de ces différents mo-
dules. Il s’agit de décrire les différentes fonctions de chacun d’entre eux. Nous ne pré-
senterons que les fonctions les plus importantes.
6.5.1 Lemodule RsaML_Library
Cemodule contient des fonctions telles que :
— getSourceModule : qui prend comme paramètre un module (le conceptmodule
de RsaML) et fournit la liste des modules de qui ce dernier reçoit des données.
Elle permet donc de gérer la communication entre lesmodules (les fonctions des
modules) ;
— getdestinationModule : elle retourne la liste des modules à qui le module en-
cours envoie des données;
— getActionType : elle retourne le type d’une action (temps-réel ou non) ;
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— hasDataBase : elle permet de tester si unmodulemanipule une base de données,
et donc de prévoir des fonctions de gestion de cette dernière(connexion, lecture,
etc.) lors de la génération du code;
— creerFichier : prend comme paramètres le nom du fichier (comprenant le réper-
toire cible) et le type(extension du fichier), et crée physiquement le fichier sur le
disque;
— les getter : ce sont des fonctions qui prennent en paramètre un élément du mo-
dèle, et retournent la liste de ses sous éléments selon ce qu’on voudrait avoir.
6.5.2 Lemodule RsaML2HTML
Il contient les fonctions permettant de produire la documentationHTML d’unmo-
dèle RsaML. Il utilise les fonctions du module RsaML_library et génère 2 fichiers : un
fichier HTML (document dumodèle) et un fichier CSS (Cascading Style Sheets) pour le
formatage du document. Ce module définit plusieurs fonctions parmis lesquels le :
— printPortStructure : elle décrit les différents flux d’un port(communication avec
les autres), les modificateurs qu’il porte éventuellement et le port qui contrôle
ces modificateurs ;
— printAction : elle détaille les propriétés de chaque action, et donne les périphé-
riques que cette dernière manipule ;
— printFunctionStructure : elle donne une description de chaque fonction;
— printModuleStructure : elle utilise les fonctions printFunctionStructure et print-
PortStructure pour décrire chaque module ;
— printLayerStructure : elle détaille chaque couche en utilisant la fonction print-
ModuleStructure.
6.5.3 Lemodule RsaML2C
Il prend un modèle RsaML et produit du code source C. il parcourt le modèle et
pour chaque couche il crée un répertoire. Pour chaquemodule dans lemodèle, unmo-
dule C est créé, c’est à dire un fichier .h qui contient les déclarations de toutes les fonc-
tions du module et un fichier .c contenant leur implémentation. Ces fichiers sont ran-
gés dans les répertoires représentant leurs couches respectives. Si le modèle construit
utilise une base de données, lemodule RsaML2C se charge aussi de produire un fichier
XML représentant cette base de données. En plus de ces éléments, un module C (un .c
et un .h) pour la communication avec le robot est créé. Le module RsaML2C définit
plusieurs fonctions parmis lesquels :
— genererCommunicationLib : elle produit le module C qui gère la communica-
tion avec le robot. Elle utilise 2 autres fonctions : genererCommunicationLib_-
H qui génère le fichier .H et genererCommunicationLib_C qui génère le code
source implémentant les fonctions du module ;
— genererActionLib : elle produit un module C contenant toutes les actions dé-
finies dans l’architecture logicielle conçue. Elle utilise également 2 fonctions :
genererActionLib_H et genererActionLib_C ;
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— genererModule : elle produit un module C pour chaque élément ”module” de
l’architecture RsaML construite. Elle utilise les fonctions genererModule_H, ge-
nererModule_C et genereFonctions (produit le code source de chaque fonction
dumodule en cours de génération) ;
— genererInterface : elle produit le programme principal du système;
— genererDataBase : elle produit la base de données sous forme de fichier XML.
Elle utilise la fonction genererXMLContent pour produire le contenu XML de la
base de données.
Nous avons donné quelques détails sur la conception des transformations. Il est
temps de passer à leur implémentation. C’est l’objet de la prochaine section.
6.6 Implémentation des transformations
Cette section est consacrée à la mise en œuvre des transformations nécessaires à
la production des éléments cibles voulus et définis plus haut. Nous présentons tout
d’abord les outils d’implémentation, puis l’approche utilisée pour mettre en œuvre les
transformations, avant de donner des détails sur la mise en œuvre des différents mo-
dules de transformation.
6.6.1 Les outils d’implémentation
Pour toutes les transformations de ce chapitre, nous avons choisi d’utiliser le plu-
gin (composant)Acceleo au sein de l’environnement Eclipse, qui, commed’autres lan-
gages de transformation M2T, permet à partir d’un modèle typé par son méta-modèle
(dans notre cas un modèle XMI typé par le méta-modèle Ecore représentant RsaML)
de produire des artefacts (documentation, code, etc), via des templates à réaliser. La
particularité du plugin Acceleo est qu’il est l’implémentation du standard de transfor-
mationM2T de l’OMG. Son but est de fournir une version pragmatique de ce standard
pour lesmodèles EMF. Le langage d’Acceleo offre un support complet de OCL (langage
de contraintes également standardisé par l’OMG) pour interroger des modèles et un
support d’outils matures qui ont fait leur preuve dans l’industrie. Nous l’avons choisi
en raison de sa pertinence pratique et surtout pour la maturité des outils support qu’il
offre. Notons que les fonctionnalités du langage d’Acceleo sont principalement prises
en charge par d’autres langages de transformationM2T tels que Xpand ouMOFScript.
Ce plugin offre un langage à base de templates pour définir les templates de géné-
ration de code. Le langage est fourni avec des outils puissants tels qu’un éditeur avec
mise en surbrillance de syntaxe, détection d’erreurs, complétion de code, refactoring,
débogueur et une API de traçabilité qui permet de suivre les éléments du modèle au
sein du code généré et vice versa.
6.6.2 Approche utilisée
Suivre une approche M2T par template revient à utiliser une combinaison de deux
types d’expressions : les expressions statiques, qui sont en fait des chaînes de carac-
tères qui s’affichent toujours tel quels et les expressions du langage de transformation
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(qui elles mêmes peuvent contenir d’autres expressions du langage, mêlées à des ex-
pressions statiques), qui vont utiliser des éléments du modèles source pour calculer
le texte qui sera produit en sortie. Un template dans Acceleo est toujours défini pour
une classe particulière de méta-modèle. Cette possibilité nous permet d’utiliser une
approche orientée objet dans la réalisation des transformations. Ainsi, pour chaque
élément (classe) du méta-modèle à traiter, nous définirons des templates (à l’instar
des méthodes d’une classe) pour manipuler ce dernier. Chaque module à écrire ici
contiendra en plus des templates de traitement des éléments du modèle, un template
définissant le patron (squelette décrivant la forme finale du fichier) de l’artefact à pro-
duire. Nous définirons donc des patrons de code.
6.6.3 Mise en oeuvre des transformations
Mettre en œuvre les transformations revient ici à implémenter les différents mo-
dules logiciels que nous avons présentés à la section 6.5. Avant de pouvoir définir des
templates dans Acceleo, un module doit être créé en tant que conteneur pour les tem-
plates. Dans le code Acceleo, les classes dumétamodèle représentent les types de don-
nées pour les éléments des modèles à traiter. Pour chaque transformation à réaliser,
nous décrirons comment récupérer les éléments dumodèle source qui nous intéresse,
un aperçu du template qui le fait, et quand cela est nécessaire, une capture d’écran de
fichier Acceleo contenant la définition des transformations. Nous choisissons d’utiliser
des captures d’écran dans le but de bénéficier de la coloration syntaxique du langage,
qui améliore considérablement la lecture et donc favorise la compréhension des trans-
formations écrites. Dans la suite, pour chaque code Acceleo écrit, les textes de cou-
leur noire correspondent à des mots clés, des commentaires, etc., du langage cible ;
les textes d’une autre couleur correspondent à des éléments (commentaire, mot clé,
métamarqueur, etc) du langage utilisé pour réaliser la transformation. Nous décrivons
ci dessous, quelques templates réalisés pour chaque module. Rappelons que Acceleo
offre la notion de module qui contient plusieurs templates. Ainsi, chacun de nos mo-
dules logiciels identifié à la section 6.5 sera implémenté sous forme demodule Acceleo,
et chacune de leurs fonctions représentée soit par unQueryOCL, soit par un template
Acceleo. Lemodule importe la définition dumétamodèle pour lequel lesmodèles sont
définis.
6.6.3.1 La bibliothèque des templates utilisés par d’autres modules : RsaML_Li-
brary
Elle contient l’ensemble des fonctions (templates) utilisées par les autres modules
dans leurs tâches. On y trouve donc les fonctions permettant de parcourir chaque élé-
ment du méta-modèle. Nous décrivons ci dessous quelques unes de ses fonctions.
6.6.3.1.1 Les getters
Bien qu’il soit possible d’accéder aux objets liés à un élément à l’aide des rôles pla-
cés sur les extrémités des relations dans le modèle, nous avons choisi de définir des
fonctions(query OCL ou template Acceleo) pour le faire ; ceci pour des raisons de lisi-
bilité du code. Par exemple, si nous considérons la relation entre les élémentsModule
et Port du méta-modèle de RsaML (figure 5.2), il suffit d’écrire port ou self.port étant
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dans le contexte d’un module pour avoir la liste de ses port. Mais, voir apparaître dans
un endroit du code le mot port, est moins parlant que de voir l’appel getPorts(). Nous
avons donc réalisé plusieurs getters parmi lesquels les fonctions getEntryPort() et ge-
tOutputPort() qui s’appliquent à un objet de type module et retournent respective-
ment la liste des ports d’entrée et ports de sortie du module. Pour la fonction getEn-
tryPort par exemple, elle utilise le getter getPorts() pour avoir la liste de tous les ports
du module, et sélectionne parmi ces derniers ceux qui sont des entrées. La figure 6.3
présente les codes de deux de ces getters : les fonctions getEntryPort et getOutputPort
FIGURE 6.3 – Exemples de getters : getEntryPort et getOutputPort
6.6.3.1.2 Création des fichiers des artefacts à produire : creeFichier()
Commenous l’avonsmentionné sur le schéma fonctionnel à la section 6.4.1, les ar-
tefacts à produire sont des fichiers en nombre et types différents, qui ne sont pas tous
stockés aumême endroit. Pour faciliter leur gestion, nous avons prévu une petite fonc-
tion(template) pour les créer et les stocker au bon endroit. Elle prend en paramètre le
nom du fichier (un chemin relatif vers le fichier) et son extension, et retourne simple-
ment le “nom du fichier point son extension” (nomFichier.extension). Le schéma de la
figure 6.4 présente en (1) le code de la fonction et en (2) un exemple d’appel.
FIGURE 6.4 – Code de la fonction creerFichier
L’appel de la fonction en (2) va créer un fichier nommé comm.h dans le dossier
src/nom_modele/system du dossier courant. Si ces sous dossiers n’existent pas ils sont
créés, sinon on y accède et on crée le fichier.
6.6.3.1.3 Déterminer les autres modules avec lesquels un module donné commu-
nique
Deux modules logiciels qui communiquent s’échangent des données. Ces
échanges peuvent se traduire par un ou plusieurs services rendus par l’un desmodules
à l’autre ; lesquels services sontmis enœuvre à travers les fonctions dumodule. Lemo-
dule qui veut utiliser un service doit pouvoir y accéder. Dans le langage C (langage cible
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de la transformation), le module utilisateur du service (appel de fonction) doit impor-
ter le module fournisseur du service, pour pouvoir l’utiliser. Il faut donc trouver cette
liste de modules à importer : c’est l’objet de la fonction getSourceModule(). Pour un
module, les données et services lui sont fournis à travers ses ports d’entrée. La fonc-
tion getSourceModule donne la liste des modules reliés au module en cours par ses
ports d’entrée. La figure 6.5 présente le code de cette fonction.
FIGURE 6.5 – Code du template getSourceModule
Dans le code de la figure 6.5, pour un module m du modèle en entrée ,on dé-
termine tous ses ports d’entrée (m.getEntryPort()). Pour chacun de ces ports, il faut
déterminer le port de sortie qui lui est relié, c’est à dire la source des flux qu’il re-
çoit (m.getEntryPort().getSource()). Il faut en suite trouver les modules auquels appar-
tiennent ces ports de sortie (getModulePort()). On obtient ainsi la liste desmodules qui
fournissent un service au module m considéré. getSource et getModulePort sont des
fonctions du module logiciel RsaML_Library. Une fonction getDestinationModule() a
été écrite en suivant la même logique, pour avoir la liste des modules à qui le module
considéré offre des services.
6.6.3.1.4 Prise en compte de la base de données par unmodule
Un modèle peut contenir une base de données. Dans ce cas, cette dernière est gé-
rée par un ou plusieurs modules de l’architecture modélisée. Il faut pouvoir identifier
de tels modules de l’architecture, afin de prévoir dans ces derniers des fonctions desti-
nées à la gestion de la base de données. La fonction hasDatabase() teste si un module
donné du modèle est lié à un objet base de données. Cette fonction sera utilisée dans
la génération du code pour savoir si oui ou non le module en cours de traitement doit
prévoir des fonctions pour la manipulation de la base de données. Le contenu de cette
fonction est donné à la figure 6.6.
FIGURE 6.6 – Code du template hasDatabase()
Le répertoire de destination des éléments générés est structuré en 3 trois sous dos-
siers :
— doc : contiendra la documentation du modèle. Un fichier html de même nom
que le modèle est généré et stocké dans ce dossier ;
— src : recevra les codes sources générés. Un répertoire de même nom que le mo-
dèle est créé pour recevoir tous les fichiers sources générés pour ce dernier ;
— text : stocke le fichier texte de la version textuelle du modèle. Ce fichier porte le
même nom que le modèle.
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6.6.3.2 Génération de la documentation d’unmodèle : RsaML2HTML
Comme mentionné à la section 6.2, la documentation est produite sous forme de
fichier HTML. Ce format garantit la portabilité des documents produits, qui peuvent
donc être ouverts sur différentes plateformes. Nous présentons ci dessous quelques
traitements (fonctions) réalisés par ces modules.
6.6.3.2.1 Création, nommage et structure générale du fichier à générer
La première chose à faire est de définir les conditions nécessaires à la création du
fichier : lui donner un nom et définir son type (qui est matérialisé par son extension).
Nous avons choisi de nommer les fichiers en fonction du nom du modèle pour lequel
le document est généré. Chaque documentation portera le nom dumodèle, suivi de la
chaîne “RsaML_Doc”, puis de l’extension “.html”. Pour un modèle nommé “exemple”,
sa documentation sera nommée “exemple_RsaML_Doc.html”. Chaque module Acce-
leo contient un template principal(il débute par la mention @main) qui crée le fichier
et défini sa structure. La structure du template principal du module RsaML2HTML est
la suivante :
— Création et ouverture du fichier HTML : ceci est fait à l’aide de la fonction creer-
Fichier dumodule RsaML_Library ;
— Entête du fichier HTML : définition du titre de la page web générée, etc. ;
— Définition du contenu : Un résumé du modèle (nombre de chaque type d’élé-
ments qu’il contient), liste des éléments groupés par type, structure fonction-
nelle de l’architecture ;
— Fermeture du contenu HTML, et fermeture du fichier physique ouvert.
La figure 6.7 présente la structure du template réalisé à cet effet.
FIGURE 6.7 – Structure du template principal du module RsaML2HTML
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6.6.3.2.2 Résumer l’architecture
Cette partie donne le nombre de chaque type d’élément qui constituent l’architec-
ture modélisée. Pour afficher ces nombres, des fonctions du module RsaML_Library
comme countModule() sont utilisées. Cette dernière (comme tous les autres comp-
teurs) est un Query OCL qui prend en paramètre un objet de type (classe) Software
(élément du métamodèle de RsaML), et retourne le nombre de modules que contient
le modèle (l’architecture logicielle) à documenter. Pour cela, il faut parcourir chaque
couche de l’architecture, et pour chacune d’elles recenser tous sesmodules. On obtient
un grand ensemble, dont il ne reste plus qu’à déterminer le nombre d’éléments de ce
dernier.
6.6.3.2.3 Lister les éléments de l’architecture par type
Pour chaque type d’élément du modèle, un tableau décrit tous les éléments (pro-
priétés) de ce type. La fonction qui réalise cette tâche pour les éléments de type mo-
dule s’appelle printModule(). Elle prend en paramètre un objet de type Software, et
produit le code HTML d’un tableau qui liste les différents modules du modèle. Elle
définit donc un tableau ayant une partie statique et une partie dynamique. La partie
statique déclare le tableau et construit son entête (la première ligne et les différentes
colonnes) qui ne change pas. La partie dynamique construit le contenu du tableau à
l’aide du code Acceleo. Cette dernière est présentée par le code de la figure 6.8.
FIGURE 6.8 – Partie dynamique du template printModule
Sur le code de la figure 6.8, pour chaque module du système on :
— affiche ses différentes caractéristiques ;
— dit si oui ou non il manipule une base de donnée;
— donne le nombre de ports d’entrée et de sorties qu’il possède;
— donne le nombre de fonction qu’il contient.
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6.6.3.2.4 Définir la structure fonctionnelle de l’architecture
Comme présenté sur le schéma 6.2 dans la section 6.4.2, la structure de l’archi-
tecture est décrite en détaillant le contenu de chacun de ses modules, à travers un
tableau. Mais cette description modulaire doit se présenter par couche. Il est donc
question de parcourir chaque couche, chaque module de ces couches, chaque fonc-
tion et port de ces modules. Pour ce faire, les quatre fonctions suivantes ont été réali-
sées : printLayerStructure, printModuleStructure, printFunctionStructure et print-
PortStructure. Elles sont chargées respectivement de décrire la structure des couches,
des modules, des fonctions et celle des ports. La fonction printLayerStructure parcourt
toutes les couches de l’architecture (modèle) passée en paramètre et fournit pour cha-
cune d’elle, le nombre de modules qu’elle contient et la description détaillée (tableau)
de chacun d’eux à l’aide de la fonction printModuleStructure. La figure 6.9 présente le
code de printLayerStructure.
FIGURE 6.9 – code du template printLayerStructure
La fonction printModuleStructure construit donc un tableau par module. Ce ta-
bleau contient un sous tableau décrivant toutes les fonctions du modules (construit
par printFunctionStructure ) et un autre décrivant ses ports (construit par printPort-
Structure). Les codes de ces fonctions sont disponibles respectivement en annexes
A.1.1, A.1.2 et A.1.3.
Nous avons présenté les grandes lignes de la mise enœuvre dumodule générant la
documentation des modèles RsaML. Il est question à présent d’aborder l’implémenta-
tion dumodule produisant le code source C. C’est l’objet de la section suivante.
6.6.3.3 Génération automatique du code source C : RsaML2C
Nous abordons dans cette section l’un des point clé de notre travail, puisqu’il s’agit
de transformer automatiquement nos modèles PIM RsaML en code C. Comme men-
tionné à la section 6.3, cette transformation peut être partielle ou totale. Dans notre
cas elle est partielle, et les codes générés seront donc à enrichir manuellement selon
les besoins. La génération du code vers le C ne doit pas occulter le fait qu’un même
PIM RsaML peut être utilisé pour produire du code vers d’autres langages, pour peu
que l’on crée la définition de la transformation vers ces langages. Le code produit par
le générateur RsaML2C à partir d’un modèle se compose d’un ensemble d’éléments,
tous stockés dans un dossier qui porte le même nom que le modèle. Ces éléments gé-
nérés sont les suivants :
— Un dossier pour chaque couche de l’architecture ; ce dernier contient tous les
modules de cette couche;
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— Un fichier de spécification, le (.h) et un fichier d’implémentation, le (.c) pour
chaque module, stockés dans le dossier correspondant ;
— Un dossier nommé “system” qui contient un module (.h et .c) gérant la commu-
nication avec le robot et unmodule (.h et .c) qui implémentent toutes les actions
(primitives) pour la gestion des composants matériels du robot. Ces actions sont
utilisées pour implémenter les fonctions des modules ;
— Un fichier XML pour chaque base de données définie dans le modèle ;
— Un programme principal (fichier C) pour l’utilisation du système.
Des fonctions ont donc été écrites pour produire chacun des éléments cités ci dessus.
La figure 6.10 présente la structure du générateur RsaML2C contenant ces différentes
fonctions.
FIGURE 6.10 – Code du template principal du module RsaML2C
Ce générateur possède un template principal qui fait appel à cinq autres templates
pour réaliser ses traitements. La suite de cette section est consacrée à la description de
ces traitements.
6.6.3.3.1 Gestion de la communication avec le robot : genererCommunicationLib
Cette fonction génère un module C pour gérer la communication avec le robot. Le
module généré contient quatre fonctions permettant de :
— Établir la connexion avec le robot à partir de son adresse MAC;
— Etablir la connexion avec le robot par liaison physique (série, USB, etc) ;
— Fermer la connexion;
— Envoyer une commande au robot et réceptionner les données renvoyer par le
robot, en réponse à la commande.
Un module C est constitué d’un fichier d’en tête ayant pour extension “.h” et qui
spécifie les fonctions du module, et un fichier d’implémentation (.c) qui réalise ces
fonctions. Étant donné que ces deux types de fichiers ont des structures différentes,
nous avons opté pour la définition d’un template pour la génération de chacun des
deux. Ainsi la fonction « genererCommunicationLib » utilise donc 2 template : gene-
rerCommunicationLib_H et genererCommunicationLib_C. La figure 6.11 décrit cette
situation.
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FIGURE 6.11 – Template produisant le code pour la gestion de la communication avec le robot
Le template genererCommunicationLib_H produit un fichier nommé comm.h
contenant des directives de processeur (#ifndef, #define, etc) et les signatures des
quatre fonctions énoncées plus haut ; le template genererCommunicationLib_C gé-
nère un fichier nommé comm.c contenant les importations des bibliothèques et les
implémentations des dites fonctions. Les codes sources de ces deux templates sont
présentés respectivement en annexes A.2.1 et A.2.2.
6.6.3.3.2 Génération de la bibliothèque des actions définies dans l’architecture :
genererActionLib
Dans le méta-modèle de RsaML défini à la section 5.3.2.3 du chapitre 5, la relation
entre les classes Device et Action permet lors de la conception de son architecture de
définir pour chaque composant matériel à manipuler, des actions à cet effet. Le code
source pour ces actions est produit dans un module C composé des fichiers actions.h
et actions.c. Comme pour le module précédent, deux templates ont été définis pour
produire ces deux fichiers : genererActionLib_H() et genererActionLib_C(). Le deuxième
template nous intéresse le plus ici parce que c’est lui qui génère l’implémentation des
actions. La figure 6.12 présente ce template.
FIGURE 6.12 – Template produisant la bibliothèque des actions : genererActionLib_C
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Le template de la figure 6.12 commence par créer le fichier actions.c . Les lignes
313 à 325 forment la partie statique du template et seront généré telle quelle : elles
décrivent le contenu du fichier (313 à 317) et incluent la bibliothèque actions.h et
quelques autres bibliothèques standard (318 à 325). Le template définit ensuite des
constantes pour gérer entre autres les commandes et leurs résultats (327 à 332). Les
lignes 333 à 350 produisent le contenu dynamique du code. Une procédure C est géné-
rée pour chaque action définie dans le modèle (architecture) en cours de traitement.
Pour une meilleur lisibilité et une facile exploitation du squelette de code produit, ces
procédures sont regroupées par composant matériel auquel elles sont attachées. Pour
ce faire, genererActionLib_C() parcoure les objets de typeDevice du système. Pour cha-
cun de ces objets, une procédure de même nom(que l’action) est produite pour cha-
cune de ses actions. Cette procédure est générée par le template genererCodeAction().
Son code est présenté sur le schéma de la figure 6.13.
FIGURE 6.13 – Template produisant le code des actions : genererCodeAction()
Le template Acceleo de la figure 6.13 crée la procédure à la ligne 364, puis dé-
clare des variables pour la gestion des propriétés temps-réel si on a à faire à une ac-
tion temps-réel. La commande à exécuter est ensuite construite (ligne 382) et envoyée
(ligne 383) au robot à travers la procédure DoCommand(), décrite à cet effet dans le
module de communication de la section 6.6.3.3.1. Pour finir, le résultat de la com-
mande est récupéré à la ligne 386.
6.6.3.3.3 Génération desmodules logiciels de l’architecture : genererModule
Les templates genererCommunicationLib et genererActionLib produisent respecti-
vement les fonctions pour la gestion de la communication avec le robot et une biblio-
thèque des différentes actions du robot. Les modules de l’architecture définissent des
fonctions qui font appel à ces actions et les agencent pour réaliser les missions du ro-
bot. Il faut donc produire un module C pour chaque module de l’architecture traitée.
Pour rester fidèle à l’approche choisie pour implémenter nos templates, nous avons
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défini deux templates : genererModule_H et genererModule_C. Nous les décrivons ci
desous.
Le template genererModule_H
L’objectif de ce template est de générer un fichier .h pour chaquemodule de l’architec-
ture. Vu que l’architecture peut avoir plusieurs couches et que les modules se situent
dans des couches, il faut créer le fichier dans le répertoire correspondant à sa couche.
On va donc parcourir les couches de l’architecture, pour chacune d’elle, on parcourt
l’ensemble de sesmodules et ensuite, pour chaque objet module, on crée un fichier .h.
Ce traitement est présenté par l’extrait de code de la figure 6.14.
FIGURE 6.14 – Partie du template genererModule_H qui crée le fichier
Le contenu dufichier est ensuite construit en générant la signature de chaque fonc-
tion du module. Si le module en cours de traitement manipule des bases de données,
on génère en plus des fonctions définies dans le modèle, 3 autres fonctions pour la
gestion de chaque base de données : la connexion à la base de données, la lecture et
l’écriture des données. L’extrait de code de la figure 6.15 réalise ces traitements.
FIGURE 6.15 – Partie du template genererModule_H qui crée le contenu du fichier
Le template genererModule_C
Il se charge de générer le code implémentant chaque fonction dont la signature a été
définie dans le fichier ”.h” généré par genererModule_H. Elle commence bien évide-
ment par créer un fichier avec pour extension ”.c”. Le contenu du fichier est généré par
la suite et comprend :
— L’importation de certaines bibliothèques standards;
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— L’importation de la bibliothèque des actions (actions.h) généré plus haut. Ceci
permet aux fonctions du module en cours de génération, d’utiliser les actions
définies pour le robot ;
— L’importation des fichiers .h de tous les autres modules dont dépend le module
en cours de génération : ce sont tous les modules qui sont reliés à ses ports d’en-
trée. Ils sont obtenus par la fonction getSourceModule() réalisée à cet effet ;
— L’implémentation (squelette) de chaque fonction déclarée dans le module, elle
utilise la fonction genererCodeFonction() ;
— Une section où les échanges avec les autres modules sont réalisées.
6.6.3.3.4 Génération des bases de données : genererDataBases()
Certains modèles d’architectures peuvent définir une base de données ou tout
autre composant de stockage. Il faut donc pouvoir générer ces composants. Nous
avons choisi le format XML pour représenter les composants de stockage du système
modélisé. Chaque stockage sera donc représenté par un fichier XML. Le choix a été
porté sur ce format de fichier pour plusieurs raisons : c’est un simple fichier texte
de données structurées, par conséquent son accès est plus rapide et sa manipula-
tion demande beaucoupmoins de ressourcesmachines qu’une base de données gérée
par un Système de gestion de base de données par exemple. C’est également le for-
mat d’échange de données le plus utilisé. Pour chaque objet de type base de données
du modèle, un fichier XML portant son nom est créé grâce au template genererData-
Bases(). Le contenu du fichier est ensuite généré par genererXMLContent() dont le code
est présenté à la figure 6.16.
FIGURE 6.16 – Template générant le contenu des fichiers XML
Le template genererXMLContent() prend en paramètre un objet DataBase. Pour
chacun de ses objets knowledge :
— un élément XML est ajouté dans le fichier avec un attribut id;
— chacun de ses objets “attribute” est ajouté comme élément fils de l’élément XML
précédemment créé.
Ceci produit un contenu XML semblable au code ci après.
<connaissance id=”valeur_Id”>
<nomAttribut1>valeur1</nomAttribut1>
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<nomAttribut2>valeur2</nomAttribut2>
<nomAttribut3>valeur3</nomAttribut3>
</connaissance>
Nous avons présenté les outils, étapes et quelques astuces utilisés pour la mise en
œuvre des différentes transformations réalisées dans le cadre de nos travaux. Nous de-
vons à présent tester ces transformations sur un exemple de système, à l’effet de les
valider. C’est l’objet de la prochaine section.
6.7 Validation : Expérimentation sur leRobotKhepera III
Cette section est consacrée au test des transformations réalisées. Il est question
d’illustrer sur un cas d’étude, la modélisation de son architecture logicielle à l’aide de
RsaML, la génération de sa documentation et la production du code source de sa mise
en œuvre. Ceci illustre le fait que les modèles RsaML sont rendus pleinement produc-
tifs, et ce demanière totalement automatique. Ce qui est l’un des objectifs clés de l’ap-
proche d’IDM. Dans la suite, nous commençons d’abord par décrire le système qui
nous sert de cas d’étude et modéliser son architecture à l’aide de RsaML. Puis, la docu-
mentation du modèle est produite et du code source est généré à partir de ce modèle
RsaML. Enfin, le code est complété et testé sur le robot choisi.
6.7.1 Description du système servant de cas d’étude
Comme nous l’avons dit à la section 1.2.2 du chapitre 1, un système robotique a
deux parties : une partie matérielle et une partie logicielle.
6.7.1.1 Partie matérielle pour l’expérimentation
Le cas d’étude choisi pour expérimenter et valider nos transformations, est un sys-
tème de commande du robot Khepera III. Le robot Khepera III a été développé par la
société suisse K-Team. C’est un petit robotmaniable et doté d’une bonne autonomie. Il
embarque notamment 11 capteurs infrarouges et 5 capteurs à ultrasons lui permettant
de percevoir son environnement. Il dispose également de deux roues à l’arrière, cha-
cune couplée à un moteur et lui permettant de se déplacer. Un logiciel est embarqué
dans le robot et permet de communiquer avec ce dernier. Le logiciel reçoit les com-
mandes envoyées au robot et renvoie des réponses aux programmes ayant envoyé la
commande. La communication avec Khepera III peut s’effectuer via une connexion
série, USB, ou encore sans fil par bluetooth. Le schéma de la figure 6.17 donne une vue
de ce robot.
Ses onze capteurs infrarouges et ses cinq capteurs ultrasons lui permettent de per-
cevoir son entourage : évitement d’obstacles et donc de collisions, cartographie de son
environnement ou encore suivi de ligne au sol. Neuf des onze capteurs infrarouges
sont disposés sur son pourtour, et deux placés en dessous. Ces deux derniers capteurs
peuvent ainsi servir à la détection de lignes au sol, ainsi qu’à la détection de "marches",
afin d’éviter les chutes. Les capteurs infrarouges sont présentés sur la figure 6.18(a).
Ces capteurs, composés chacun d’un émetteur et d’un récepteur mesurent la lumière
ambiante et l’intensité de la lumière infrarouge réfléchie par d’éventuels obstacles. Les
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FIGURE 6.17 – une vue du robot khepera III
cinq capteurs à ultrasons sont disposés autour du robot, de façon à couvrir la face avant
du robot. De lamême façon que les capteurs infrarouges, ils sont constitués d’un émet-
teur et d’un récepteur à ultrason, permettant de déterminer la distance du robot à un
obstacle. Les capteurs ultrasons sont présentés sur la figure 6.18(b).
FIGURE 6.18 – Une vue des capteurs infrarouges et ultrasons de kheperaIII
L’avantage des capteurs ultrasons est qu’ils permettent de détecter des obstacles
à plusieurs mètres, alors que la visibilité des capteurs à infrarouges ne dépasse pas le
mètre.
Précisons enfin que le robot fournit deux modes de déplacement : par vitesse et
par position. Dans le mode vitesse, on définit une vitesse pour chaque moteur, et le
robot restera en mouvement jusqu’à réception d’une nouvelle commande de vitesse
différente, ou d’une commande de position. Le mode position quant à lui permet de
positionner les moteurs à une position voulue, permettant dans une certaine mesure
d’effectuer des déplacements plus précis, ou des ajustements.
6.7.1.2 Partie logicielle
Il s’agit de gérer les mouvements du robot. Cette partie du système va donc :
— Définir les actions de hauts niveaux pourmanipuler les différents dispositifs ma-
tériels du robot (capteur, moteur) ;
— Gérer la communication avec le robot (envoi de commandes et réception des
réponses) ;
— Utiliser les actions définies pour manipuler les capteurs et les moteurs ;
— Construire les différents mouvements du robot en s’appuyant sur les fonctions
de manipulation des capteurs et des moteurs.
Le système étant défini, la section suivante est consacrée à la modélisation de son ar-
chitecture logicielle avec RsaML.
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6.7.2 Conception de l’architecture logicielle du système
L’architecture utilisée ici pour le système est une architecture hybride. Elle va défi-
nir les actions nécessaires pour contrôler chaque composant matériel du robot (cap-
teurs et moteurs), ainsi que les modules qui utilisent ces actions pour implémenter les
fonctions de gestion du robot. Nous présentons d’abord les actions définies, puis le
découpage modulaire réalisé.
6.7.2.1 Les actions
Les actions définies pour les composants matériels sont les suivantes :
— Pour un capteur infrarouge : il faut mesurer la lumière ambiante à proximité du
robot(ReadIRproximity) et la lumière réfléchie par les obstacles (readIRlight) ;
— Pour un capteur ultrason : il faut lire ses valeurs (readUSsensor) ;
— Pour le moteur : il faut lire sa vitesse (readSpeed), définir une nouvelle valeur de
vitesse (setSpeed), lire sa position (readPosition), atteindre une position (reach-
Position), définir une position (setCurrentPosition).
6.7.2.2 Lesmodules
Nous décomposons le système en cinq modules :
— Un module pour gérer la communication avec le robot : il définira les fonctions
de connexion, d’envoi des commandes au robot et de réception des réponses ;
— Unmodule pour gérer les capteurs : cemodule définit des fonctions par exemple
pour vider les capteurs des données qui auraient été stockées par ces derniers,
suite à des précédentes lectures ;
— Unmodule pour gérer les moteurs : il contient 2 sous modules. Un premier sous
module pour gérer les moteurs en mode vitesse. Ses fonctions utilisent les ac-
tions comme readSpeed, setSpeed, etc. pour définir la vitesse réelle, définir la
vitesse du moteur gauche ou droit, réinitialiser les moteurs, etc. Un deuxième
sousmodule pour gérer lemode position. Ses fonctions utilisent les actions telles
que readPosition, reachPosition, setCurrentPosition pour gérer les déplacements
et positionnements des roues.
— Unmodule pour gérer les mouvements du robot : ce module utilise les trois pre-
miers pour réaliser les missions du robot. Il définira des fonctions permettant au
robot d’avancer, de tourner à gauche, tourner à droite, réaliser des figures géo-
métriques (rectangle, carré, etc.), etc.
— Un module pour gérer les interactions entre les utilisateurs et le robot : il définit
une fonction principale permettant de commander le robot.
Le schéma de la figure 6.19 donne une vue simplifiée de la structuremodulaire de cette
architecture.
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FIGURE 6.19 – Structure modulaire de l’architecture du système cas d’étude
L’architecture du système étant ainsi détaillée, nous la décrivons à l’aide du langage
RsaML. Cette activité a produit un modèle conforme au méta-modèle source de nos
générateurs. Le schéma de la figure 6.20 présente ce modèle. Le modèle RsaML ainsi
obtenu va donc permettre de produire la documentation de l’architecture et de générer
du code source pour le système en cours de développement. La section suivante est
consacrée à la documentation de l’architecture.
FIGURE 6.20 – Modèle RsaML de l’architecture du système cas d’étude
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6.7.3 Documentation de l’architecture conçue pour le système Khe-
pera III
Le générateur RsaML2HTML a utilisé comme modèle d’entrée, le modèle RsaML
obtenu après l’activité réalisée à la section précédente, pour produire la documenta-
tion dudit modèle (l’architecture). La figure 6.21 présente en (a) le code HTML généré
et en (b) la documentation dumodèle affiché dans un navigateur internet.
FIGURE 6.21 – Code HTML généré pour le cas d’étude
6.7.4 Génération du code source C de l’application
La génération du code va permettre de produire des artefacts (fichier C, H ou XML)
déployables pour le système. Ces derniers s’obtiennent en produisant pour chaque élé-
ment de l’architecture (notre Plateforme Independent Model), les éléments du code
qui l’implémentent. Ceci est réalisé grâce au générateur RsaML2C décrit précédem-
ment. La figure 6.22 présente l’arborescence des éléments contenus dans le paquetage
généré.
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FIGURE 6.22 – Arborescence des éléments contenus dans la package généré pour le cas d’étude
Sur l’arborescence de la figure 6.22, nous avons un dossier appelé KheperaIII, qui
contient tous les artefacts produits au cours de la génération du code. Chaque couche
de l’architecture est représentée par un dossier. Par exemple, le dossier dénommé
“controller” représente l’unique couche de la présente architecture logicielle. Chaque
couche contient les fichiers .h et .c produits pour chacun de ses modules. Un dos-
sier “system” contient entre autres : les actions définies sur les composants matériels
du système modélisé, etc. Les listing en annexes A.3.1, A.3.2, A.3.3, A.3.4 et A.3.5 pré-
sentent respectivement le code sources de actions.h, actions.c, position_controller.h,
motion_manager.h etmotion_manager.c, qui sont des exemples de fichiers générés.
A cette étape du processus, une grande partie du code source du système est dispo-
nible. Mais pour qu’il fonctionne il doit être complété en fonction du type de la plate-
forme matérielle (robot) à commander. Comme mentionné précédemment, les codes
générés dans cette section sont destinés à un fonctionnement avec le robot Khepera
III. La section suivante est consacrée à l’enrichissement de ce code à l’effet de le rendre
exécutable pour ce robot.
6.7.5 Enrichissement du code et exécution de l’application
Cette étape va consister à ajouter dans le code généré, des éléments utiles à la ges-
tion du type de matériel à contrôler. Il sera donc question de définir les structures
de données (capteur, moteur,etc.), les variables (commande à envoyer, réponse reçue,
etc.) et les constantes (taille max de la commande, vitesse max du moteur, diamètre
de la roue, mode de fonctionnement dumoteur, etc.) permettant de faciliter la gestion
du robot, à travers la manipulation de ces composants (capteurs, moteurs, etc.). L’ex-
trait de code du listing 6.3 présente quelques structures de données et variables défi-
nies pour la gestion desmoteurs (assurée par le composantMotorManager de la figure
6.19) et l’extrait du listing 6.4 celles définies pour la gestion des capteurs (le composant
SensorManager de la figure 6.19).
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Listing 6.3 – Structure de données pour la gestion des moteurs
1 /* motor_manager.h.h
2 * Concernant les moteurs du robot
3 */
4 #include "comm.h"
5 typedef struct {
6 long maxSpeed;
7 int acc;
8 } speed_profile_t;
9
10 typedef struct {
11 long lastSpeedOrder;
12 long speed;
13 long lastPositionOrder;
14 long position;
15 } motor_t;
16
17 typedef struct {
18 motor_t *R;
19 motor_t *L;
20 int mode;
21 speed_profile_t *speedProfile;
22 } motors_t;
23
24 #define K (218.72)
25 #define DIAMETER (88.41)
26 #define PERIMETER (2*DIAMETER*M_PI)
27 #define MM_PULSE (0.031)
28
29 #define RealSpeed(motorSpeed) (((float)motorSpeed)/K)
30 #define MotorSpeed(realSpeed) (lroundf(realSpeed*K))
Listing 6.4 – Structure de données pour la gestion des capteurs
1 /*
2 * sensor_manager.h
3 * Concernant les capteurs du robot
4 */
5 #include "comm.h"
6 #define NB_OF_IRSENSORS 11
7 #define NB_OF_USSENSORS 5
8
9 typedef struct {
10 long dist;
11 } us_sensor_t;
12
13 typedef struct {
14 long dist;
15 long light;
16 } ir_sensor_t;
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17
18 typedef struct {
19 ir_sensor_t *IRsensors[NB_OF_IRSENSORS];
20 us_sensor_t *USsensors[NB_OF_USSENSORS];
21 } sensors_t;
Vous trouverez en annexe des exemples de codes sources plus complets, obte-
nus en enrichissant le code généré. Par exemple, les listing des annexes A.4.1 à A.4.6
présentent respectivement les contenus des fichiers actions.h, actions.c, motor_mana-
ger.h, motor_manager.c, motion_manager.h etmotion_manager.c.
Une fois le code complété, il a fallu établir la connexion avec le robot, afin de le
commander. La section suivante décrit la configuration de cette connexion et le mode
de commande du robot Khepera III.
6.7.5.1 Communications avec le robot KheperaIII
Dans cette section, nous décrivons les configurations réalisées pour établir la
connexion avec le robot, et le format de commande permettant de communiquer avec
ce dernier.
6.7.5.1.1 Connexion au robot
La communication avec le robot Khepera III peut se faire via une connexion sans
fil bluetooth ou via une connexion filaire par câble série. Nous avons réalisé une
connexion sans fil à partir d’une machine tournant sous Linux Ubuntu, via une clé
bluetooth. Pour ce faire nous avons eu besoin de deux outils :
— Blueman, qui est un gestionnaire de connexion bluetooth;
— Minicom, qui permet d’émuler un port série à partir d’une connexion bluetooth
et d’ouvrir ce port série virtuel, afin de communiquer avec le robot.
La première chose à faire consiste à trouver le robot en effectuant une recherche des
périphériques disponibles et de s’y apparier. Puis il faut ouvrir une connexion grâce à
blueman-manager. La figure 6.23 présente en (a) la détection du robot par blueman,
en (b) le port série émulé, et en (c) la connexion établie.
Le port série virtuel étant prêt, nous utilisons Minicom pour gérer la communica-
tion avec le robot. Ceci passe par une configuration préalable. Il est entre autre ques-
tion de :
— Choisir le port virtuel à utiliser : le port /dev/rfcomm0 précédemment détecté
par Blueman;
— Définir la vitesse (débit) d’échange : ici 115200bps;
— Choisir la taille des mots : 8 bits.
La figure 6.24 présente en (a) l’interface de configuration et en (b) celle de com-
mande de robot à partir deMinicom. A partir de cette étape, le robot est prêt et n’attend
plus que les commandes.
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FIGURE 6.23 – Mise en place du port série virtuel
FIGURE 6.24 – Utilisation de minicom pour échanger avec le robot
6.7.5.1.2 Commande du robot
Une fois cette configuration effectuée, la communication avec le robot est désor-
mais possible, en entrant simplement des commandes dans la ligne de commande de
Minicom (figure 6.24-b). Comme pour chaque robot, Khepera III a un format de com-
mande particulier. Chacune de ces commandes est identifiée par une lettre de l’alpha-
bet (A-Z) enmajuscule et sa syntaxe est la suivante : Lettre [, paramètre 1[, paramètre
2. . . ]]. Elle commence donc par l’identifiant de la commande, puis selon la commande,
un ou plusieurs paramètres peuvent être ajoutés à la suite. Les arguments sont sépa-
rés par les virgules. La réponse du robot à une commande reçue, commence toujours
par la même lettre que celle de la commande, mais cette fois ci en minuscule. Comme
exemple nous pouvons citer les commandes suivantes :
— B : elle ne prend pas d’argument et retourne la version du robot. Une réponse de
b,3,0 indique que le BIOS du robot est à la version 3.0.
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— V, 5 : cette commande demande la capacité restante de la batterie du robot. Une
réponse possible est v,65,0 et indique que la batterie est à 65% de sa capacité
maximale.
— G, <numéro capteur> : lire les mesures d’un capteur à ultrason
— N : lire les capteurs de proximité.
Les étapes effectuées jusqu’ici ont permis de s’assurer du bon fonctionnement de la
connexion bluetooth, ainsi que du robot en général. Après ceci il a donc été possible
de commander le robot Khepera III à l’aide du programme C généré par le module
RsaML2C et complété tel que expliqué au début de la section 6.7.5. Ceci achève l’expé-
rimentation avec Khepera III.
Après avoir établi la connexion avec le robot et testé la communication avec ce
dernier, nous avons réalisé quelques exécutions des fonctions obtenues en complétant
le code généré. La section suivante présente quelques-unes d’entre elles.
6.7.5.2 Exécution de quelques fonctions
Le code du listing 6.5 définit le programme de test des fonctions du robot. Ici nous
exécutons quatre d’entre elles.
Listing 6.5 – fichier interface.c défini pour le test des fonctions
1 /*
2 * interface.c
3 * IHM d'exemple d'utilisation du robot KheperaIII àl'aide de fonctions C .
4 */
5
6 #include <stdlib.h>
7 #include <stdio.h>
8 #include <motion_manager.h>
9
10 int main(int argc, char **argv)
11 {
12 int idcon;
13 robot_t *r;
14
15 if(argc!=2) {
16 printf("Usage : controlbot <MAC address>\n");
17 exit(1);
18 return EXIT_FAILURE;
19 }
20
21 idcon=openConnectionWithMAC(argv[1]);
22 r=allocRobot(idcon);
23 printf("Connexion num %d\n",idcon);
24
25 doRectangle(r,500.0,250.0,WITH_PROFILE);
26 doSquare(r,500.0,WITHOUT_PROFILE);
27 doStairs(r,4,150.0,WITHOUT_PROFILE);
28 turnRight(r, 360, WITHOUT_PROFILE);
29
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30 printf("Fin des actions\n");
31
32 /* On quitte */
33 freeRobot(r);
34 closeConnection(idcon);
35 return EXIT_SUCCESS;
36 }
Le programme du listing 6.5 utilise les fonctions doRectangle(), doSquare(), doS-
trairs() et turnRight() dumodulemotion_manager (voir annexe A.4.5), pour demander
au robot de réaliser des mouvements représentant respectivement un rectangle, un
carré, des escaliers et un cercle (en faisant un tour vers la droite). Les images a, b, c et d
de la figure 6.25, présentent les tracés respectifs des trajectoires suivis par le robot, lors
de la réalisation des mouvements.
FIGURE 6.25 – Exécution de quelques fonctions réalisées pour le robot KheperaIII
197
CHAPITRE 6. Transformations de modèles : De RsaML vers codes sources
6.8 Conclusion et perspectives
Dans ce chapitre, nous avions pour objectif de rendre opérationnels les modèles
qui seront construits avec le langage RsaML, dont la conception a été traitée dans le
chapitre précédent. L’opérationnalisation des modèles demande de définir des trans-
formations, devant s’appliquer à ces modèles à l’effet de produire des artefacts opé-
rationnels : documentation des modèles construits, code source généré automatique-
ment à partir des modèles. Pour définir ces transformations, nous avons dans un pre-
mier temps choisi le type de transformation à réaliser et analysé les besoins et exi-
gences préalables à leurmise enœuvre. Dans un deuxième temps, le système de trans-
formation a été spécifié : définition de son schéma fonctionnel et spécification de
chaque artefact à produire. S’en est suivie une analyse, ayant consisté à définir les cor-
respondances entre les concepts de RsaML et ceux du langage C choisi comme langage
cible. Par la suite, la conception du système de transformation a été faite, et a consisté
à identifier les différentsmodules de transformation à réaliser et à fournir une descrip-
tion détaillée de chacun d’eux. Ces modules ont été mis en œuvre à l’aide du plugin
Acceleo dans Eclipse. Pour terminer, nous avons validé nos transformations, en les ex-
périmentant sur un cas d’étude. Le système exemple a donc été présenté, puis son ar-
chitecture a été décrite à l’aide de RsaML, sa documentation a été ensuite produite par
le module RsaML2HTML et pour finir, du code source C a été généré grâce au module
RsaML2C. Le code généré a été complété manuellement et testé sur le robot Khepera
III. Les travaux effectués dans ce chapitre peuvent être améliorés à deux niveaux : Dans
un premier temps il serait important de :
— Réduire le volume de code à ajoutermanuellement à ceux générés automatique-
ment, en intégrant dans le langage RsaML (méta-modèle) des informations per-
mettant de définir des propriétés spécifiques pour chaque composant matériel
du robot : moteur (vitesse max, diamètre de la roue, modes de fonctionnement,
etc.), capteur (les attributs, taille max des commandes, leur nombre, etc.), etc.
— Donner la possibilité de choisir un langage cible pour son système autre que C;
par exemple python, C++ : ceci demande donc de concevoir et mettre en œuvre
les modules de génération à cet effet.
— Réaliser des interfaces utilisateur conviviales devant permettre de choisir le
modèle RsaML à traiter, choisir l’artefact à produire (documentation ou code
source) et choisir le langage cible si l’on a choisi de produire du code à l’étape
précédente.
Dans un deuxième temps, les travaux menés jusqu’ici ont permis de se rendre compte
que le format des commandes envoyées et celui des réponses reçues du robot peuvent
varier d’un robot à un autre. Ceci amène à penser à la conception d’un générateur de
bibliothèque de primitives de haut niveau pour la communication avec les robots.
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7.1 Rappel des objectifs et bilan des travaux
L’objectif de cette thèse était d’identifier les pistes pouvant permettre de mettre à
profit les récentes évolutions de l’ingénierie du logiciel dans le développement des sys-
tèmes temps-réel embarqués et plus particulièrement des systèmes robotiques, afin
de faciliter et maitriser la conception, réduire les coûts de développement, assurer la
réutilisabité de tout ou partie et garantir une facile maintenabilité, de ces systèmes
qui sont, rappelons-le, de plus en plus diversifiés et complexes. En effet, l’un des pro-
blèmes auxquels sont confrontés les concepteurs des systèmes logiciels robotiques, est
comment standardiser la représentation des architectures de contrôles robotiques, en
s’appuyant sur les entités logicielles compréhensibles par tous et donc réutilisables?
La réponse à cette question résoudrait aussi le problème de la productivité, de la ré-
duction des coûts de développement et de la maintenabilité de ces systèmes.
Pour apporter des éléments de réponse à cette question, notre travail qui s’intéresse
à la conception des architectures logicielles robotiques, s’est appuyé sur l’ingénierie
dirigée par les modèles et s’est déroulé en trois étapes :
— Les systèmes robotiques étant des cas particuliers de systèmes embarqués, nous
avons passé en revue un ensemble de langages de modélisation et de méthodes
de conception, afin de déterminer si l’un ou plusieurs d’entre eux peuvent être
utilisés pour la définitiondes architectures logicielles robotiques.Une étude com-
parative a été faite, et a débouché sur un Framework permettant aux concepteurs
de choisir quelle(s) approche(s) utiliser, ce en fonction de leurs besoins.
— Après s’être rendu compte qu’aucune des approches étudiées ne permet de dé-
finir les architectures logicielles robotiques, en garantissant une représentation
des différents concepts métiers utilisés dans le domaine, nous avons proposé un
DSML pour la définition de ces architectures.
— Le DSML proposé étant une solution niveau métier, il a fallu proposer une solu-
tion technologique, décrivant la projection du niveaumétier vers le niveau tech-
nologique. Nous avons donc proposé des modules de transformation qui per-
mettent de générer du code à partir des modèles d’architectures conçues, ren-
dant ainsi les modèles opérationnels.
7.2 Contributions de la thèse
Les contributions apportées par nos travaux, se résument par les trois points (sous
section) ci-après :
7.2.1 Framework pour le choix des approches de développement des
systèmes embarqués
Dans cette partie de la thèse, nous avons présenté différentes approches pour l’ana-
lyse et la conception de systèmes temps-réel et embarqués, l’objectif étant de voir si
l’une ou plusieurs d’entre elles peuvent servir dans la définition des architectures lo-
gicielles robotiques, en facilitant les aspects métier du domaine. Ce travail a débouché
sur un Framework pour guider les concepteurs de ces systèmes, dans le choix de l’ap-
proche à utiliser, en fonction de leurs besoins et des aspects àmodéliser. En effet, l’état
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de l’art effectué dans le chapitre 2, a permis de proposer un ensemble d’éléments ob-
jectifs pour leur évaluation. Nous avons donc défini cinq critères de comparaison : uti-
lisabilité, compositionalité, aspect temps-réel, sûreté de fonctionnement, codesign; et
pour chaque critère, des éléments permettant de les évaluer ont également été définis.
Par la suite, il a fallu proposer un barème de notation des approches sur ces critères.
Ainsi, chaque approche est évaluée sur les différents critères. Nous avons proposé des
tableaux et des graphiques comparatifs, montrant la position relative de chaque ap-
proche par rapport aux autres. Les approches ont d’abord été comparées sur chaque
critère séparément, avant d’être évaluées sur la base d’une combinaison de critères.
Rappelons que la combinaison a été faite avec l’attribution de poids identiques aux dif-
férents critères et que l’adoption de pondérations différentes permet de tenir compte
de l’importance relative de chaque critère.
7.2.2 Un DSML pour la description des architectures logicielles ro-
botiques.
Il s’agit d’une contribution au niveau métier. Nous avons proposé un langage de
modélisation spécifique pour décrire les architectures logicielles robotiques, que nous
avons appelé RsaML (Robotic software architecture Modeling Language). Cette par-
tie du travail a consisté à définir les trois principaux composants du DSML proposé,
à savoir : sa syntaxe abstraite, sa sémantique et une syntaxe concrète. Pour définir la
syntaxe abstraite, une analyse du domaine de modélisation a été faite, en identifiant
les besoins (niveau logiciel) des systèmes robotiques et en étudiant les différentes ca-
tégories de leurs architectures logicielles, l’objectif étant d’identifier et de décrire les
concepts utiles à la représentation de ces architectures. Un ensemble de concepts a
donc été proposé, ainsi que les propriétés qui caractérisent chacun d’eux. Une hiérar-
chie entre ces concepts a été définie, pour permettre de modéliser les connaissances
métier du domaine. Par la suite, les attributs nécessaires à la prise en compte des pro-
priétés temps-réel, ont été identifiés, définis et intégrés dans les concepts concernés.
Nous avons ainsi obtenu un métamodèle permettant de décrire les architectures lo-
gicielles robotiques, qui n’est rien d’autre que la syntaxe abstraite de RsaML. L’étape
suivante a consisté à enrichir le langage avec des règles sémantiques. Des contraintes
OCL ont donc été définies et incluses dans le métamodèle, afin de permettre, d’une
part, de vérifier certaines règles sémantiques spécifiques au domaine de la robotique,
non vérifiable par les seules relations structurelles du modèle, et d’autre part, de vé-
rifier des propriétés temps-réel. La dernière étape a été la mise en œuvre du langage
dans le Framework Eclipse EMF et la génération d’un éditeur arborescent pour son uti-
lisation. RsaML a été expérimenté sur des exemples de systèmes robotiques. Ainsi, le
langage proposé permet de décrire les architectures logicielles robotiques, qui tiennent
compte de certaines propriétés temps-réel.
7.2.3 Transformations demodèles RsaML vers du code source.
Cette troisième partie de notre proposition se situe au niveau technologique et a
pour objectif de rendre opérationnels les modèles construits avec le langage RsaML.
Cela a nécessité de définir des transformations, devant s’appliquer auxmodèles RsaML,
à l’effet de produire des artefacts : documentation desmodèles construits, code source
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généré automatiquement à partir des modèles. Pour définir ces transformations, nous
avons dans un premier temps choisi le type de transformation à réaliser et analysé les
besoins et exigences préalables à leur mise en œuvre. Puis, le système de transforma-
tion a été spécifié (définition de son schéma fonctionnel et spécification de chaque
artefact à produire). Des correspondances entre les concepts de RsaML et ceux du lan-
gage C ont été définies. Nous avons ensuite identifié et défini les différents modules
à développer, pour mettre en œuvre les transformations de modèles souhaitées. Ces
modules ont été mis en œuvre à l’aide du plugin Acceleo dans Eclipse. Pour finir, nous
avons validé l’ensemble (langage et modules de transformation proposés), par une ex-
périmentation sur un cas d’étude, conçu autour du robot Khepera III.
7.3 Perspectives
Les trois points présentés ci-dessus apportent des solutions auproblèmede la stan-
dardisation de la représentation des architectures de contrôle robotiques, de la capita-
lisation et de la communication des connaissances métiers entre experts du domaine,
de la productivité dans le développement de systèmes logiciels pour la robotique, de
la réutilisation des entités logicielles et donc de la maintenabilité de ces systèmes. Plu-
sieurs perspectives sont envisageables à court et à long terme pour le travail mené au
cours de cette thèse.
A court terme, les perspectives seraient de :
— Approfondir la prise en compte des propriétés temps-réel par le langage RsaML :
pour la version actuelle de RsaML, les attributs définis pour la gestion du temps
réel ne prennent en charge que les propriétés basiques.
— Fournir un éditeur graphique plus simple et plus convivial pour la construction
des architectures : Actuellement, les modèles sont construits à travers un éditeur
arborescent, ce qui ne facilite pas la tâche aux concepteurs. Une boîte à outils
contenant des icônes et des formes géométriques pour chaque concept du lan-
gage, faciliterait la représentation des architectures, et serait plus intuitif et plus
simple à utiliser.
— Réduire le volume de code à ajouter manuellement à celui généré automatique-
ment : intégrer dans le langage RsaML (méta-modèle) des informations supplé-
mentaires permettant de définir des propriétés spécifiques pour chaque compo-
santmatériel du robot :moteur (vitessemaximale, diamètre de la roue,modes de
fonctionnement, etc.), capteur (attributs, taille maximale des commandes, etc.),
etc.
— Donner la possibilité de choisir un langage cible pour son système autre que le
langage C; par exemple python, C++, java : ceci demande donc de concevoir et
mettre en œuvre les modules de génération à cet effet.
— Réaliser des interfaces utilisateur conviviales devant permettre de choisir le mo-
dèle RsaMLà traiter, choisir l’artefact à produire (documentation ou code source)
et choisir le langage cible si l’on a choisi de produire du code à l’étape précé-
dente.
A long terme, les perspectives seraient de :
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— Aborder la question de la sémantique dynamique du langage. Dans la présente
version de RsaML, la sémantique définie est statique : elle permet la vérification
des types, des relations entre concepts, etc. et donc se concentre sur les modèles
avant leur exécution. Précisons tout demême que, l’expression de la sémantique
comportementale des DSML, est l’un des défis actuels de l’IDM et que cette di-
mension est également très importante en robotique, plus particulièrement dans
les applications permettant la modification en ligne de missions.
— Étudier la possibilité de transformer les modèles RsaML construits, en d’autres
modèles (par exemple AADL, MARTE), sur lesquels des analyses des propriétés
temps-réel peuvent être réalisées ;
— Proposer un processus complet allant de l’analyse des besoins du système robo-
tique à samise enœuvre en passant par la conception de son architecture à l’aide
de RsaML. Effet, la démarche classique que préconise le génie logiciel, est consti-
tuée de 4 étapes : l’analyse des besoins, la spécification (analyse) du système, la
conception et l’implémentation. La proposition faite avec RsaML se situe aux ni-
veaux conception et implémentation (code généré). Il faudrait donc autre chose
(SysML, SA-RT, etc.) pour mener les étapes précédant la conception, et définir la
façon de passer de ses notations niveau analyse à celles niveau conceptuel avec
RsaML.
— Concevoir des générateurs de codes compatibles à un middleware particulier
(ROS, OROCOS, YARP, etc.), à partir des modèles RsaML.
— Enrichir RsaML avec des concepts abstraits permettant de définir les notions
utilisées par les middlewares comme : les types de données, les éléments pour
manipuler la géométrie, et autres objets manipulés par ces derniers. Ceci de-
mande donc d’étudier les différents (principaux) middlewares, d’identifier les
différentes notions qui y sont utilisées, de proposer des concepts pour les abs-
traire et donc les représenter au niveau architectural.
— S’appuyer sur les techniques de MBT (Model-Based Testing) et de transforma-
tion de modèles, pour générer des patrons de tests à partir du modèle d’une ar-
chitecture, destinés à des outils de gestion de tests structurels et fonctionnels.
— Analyser les possibilités de produire d’autres artefacts comme des fichiers texte
pour la vérification formelle ou encore des fichiers de propriétés temps réel pour
des tests d’ordonnancement, etc.
— Explorer le domaine de la cobotique (robotique collaborative), pour identifier
les éventuels changements que cette collaboration induit au niveau des architec-
tures logicielles robotiques, et apporter des ajustements nécessaires dans RsaML
pour y répondre.
Le schéma de la figure 7.1 reprend celui de la figure 3 et le complète par l’ensemble
des futurs travaux à réaliser, pour couvrir l’ensemble des étapes du processus de déve-
loppement (démarche) des systèmes robotiques, vers laquelle nous nous dirigeons.
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FIGURE 7.1 – Vue générale des perspectuves de cette thèse
Sur le schémade la figure 7.1, les rectangles non colorés de la colone dedroite(colone
outils) représentent les éléments qui seront produits dans les travaux à venir.
7.4 Synthèse
En résumé, l’introduction du robot dans l’écosystème humain, par exemple pour
l’assistance, la surveillance, amène à développer de nouveaux champs dans la robo-
tique, comme par exemple la cobotique, pour faire collaborer les robots et les humains
dans unmême environnement. Ceci induit de nouvelles exigences dans le développe-
ment des systèmes robotiques, en particulier dans la partie logicielle de ces systèmes.
L’un des objectifs majeur de la communauté robotique aujourd’hui reste l’utilisation
des techniques, méthodes et outils proposés par le génie logiciel, pour : réduire les
coûts de développement, augmenter la qualité, garantir la réutilisation et l’intégration
des composants et/ou modules et faciliter la maintenance des systèmes robotiques.
Le lancement tout récemment du projet européen RobMoSys (qui vise à développer
une plate-forme industrielle Européenne pour la robotique, contenant des Modèles
composables et logiciels pour les systèmes robotiques) témoigne de l’importance de
cette problématique. L’une des pistes les plus explorées pour solutionner cette problé-
matique aujourd’hui, consiste à élever le niveau d’abstraction pour proposer des mo-
dèles les plus indépendants possibles des plateformes matérielles sous-jacentes. Ceci
explique pourquoi les propositions faites dans cette thèse, ont été orientées vers cette
logique, avec l’utilisation de l’IDM.
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Annexe A
A.1 Templates définis dans lemodule de génération de la
documentation
A.1.1 Code Acceleo produisant la structure d’unmodule
Le code est donné par le listing de la figure A.1
FIGURE A.1 – code du template printModuleStructure
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A.1.2 Code Acceleo produisant la structure d’une fonction
Le code est donné par le listing de la figure A.2
FIGURE A.2 – code du template printFonctionStructure
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A.1.3 Code Acceleo produisant la structure d’une port
Le code est donné par le listing de la figure A.3
FIGURE A.3 – code du template printPortStructure
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A.2 Templates définis dans le module de génération du
code source C
A.2.1 Code source du template genererCommunicationLib_H
le listing A.1 présente le code du template genererCommunicationLib_H.
Listing A.1 – Code du template genererCommunicationLib_H
1 [template public genererCommunicationLib\_H(aSystem : System)]
2 [file (creerFichier('src/'.concat(aSystem.name).concat('/system/comm'), 'h
'), false, 'UTF-8')]
3 /*
-----------------------------------------------------------------------------------
4 * Module de gestion de la communication avec le Robot
5 * Il a été généré par le moteur RsaML2C 1.0, qui génére du code c àpartir
6 * d'un modèle d'architecrture concu avec RsaML.
7 *
-----------------------------------------------------------------------------------
8 * Ce module définit 4 fonctions : connexion par adresse Mac, connexion par
port serie,
9 * deconnexion, envoi de la commande au robot.
10 * Il est donc àcomplèter par d'autres fonctions jugées utilises pour la
communication
11 *
-----------------------------------------------------------------------------------
12 * Copyright (C) 2017 Valery Monthe
13 *
-----------------------------------------------------------------------------------
14 */
15
16 #ifndef \_COMM\_H
17 #define \_COMM\_H
18
19 /* la macro pour envoyer la commande au robot*/
20
21 #define DoCommand(command,serialLink,answer) do { if(sendCommand(
serialLink,command,answer)) exit(1); } while (0)
22
23 /* fonction permettant d'ouvrir une connexion avec le robot, àpartir de
son addresse MAC
24 * Paramètres :
25 * macAddr : l'adresse MAC du robot
26 * Retours :
27 * le fd(file descriptor) du socket si succès
28 * -1 en cas d'erreur
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29 */
30 int openConnectionWithMAC(const char* macAddr);
31
32 /* fonction permettant d'ouvrir une connexion série avec le robot
33 * Paramètres :
34 * devicePath : le chemin vers le périphérique (par exemple /dev/rfcomm0
sur linux)
35 * Retours :
36 * le file descriptor correspondant en cas de succès
37 * -1 en cas d'échec.
38 */
39 int openConnection(const char* devicePath);
40
41 /* fonction permettant de fermer une connexion avec le robot
42 * Paramètres :
43 * fd : le file descriptor àfermer
44 */
45 void closeConnection(int fd);
46
47 /* fonction permettant d'envoyer une commande au robot, et de lire sa ré
ponse.
48 * Paramètres :
49 * fd : le file descriptor
50 * command : la commande àenvoyer au robot (terminant par \n pour certain
cas)
51 * result : la réponse du robot (terminant par \n\r)
52 * Retours :
53 * 0 en cas de succès.
54 * -1 sinon.
55 */
56 int sendCommand(int fd, const char* command, char* result);
57
58 #endif /* _COMM\_H */
59
60 [/file]
61 [/template]
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A.2.2 Code source du template genererCommunicationLib_C
le listing A.2 présente le code du template genererCommunicationLib_C.
Listing A.2 – Code du template genererCommunicationLib_C
1 [template public genererCommunicationLib\_C(aSystem : System)]
2 [file (creerFichier('src/'.concat(aSystem.name).concat('/system/comm'), 'c
'), false, 'UTF-8')]
3 #include <stdio.h>
4 #include <string.h>
5 #include <termios.h>
6 #include <fcntl.h>
7 #include <unistd.h>
8 #include <ctype.h>
9 #include "comm.h"
10
11 // inclure d'autres bibliotheques si besoin
12
13 int openConnectionWithMAC(const char* macAddr)
14 {
15 // definir les types et variables ici si besoin
16
17 // donner les valeurs au variables si besoin
18
19
20 // tester si l'adresse MAC est bonne, et sortir sinon
21 if (condition ici)
22 {
23 fprintf(stderr,"Bad MAC address : %s\n",macAddr);
24 return -1;
25 }
26
27 // ouverture de la socket
28 int sock = socket(, , );
29 if(connect(sock, , ))
30 {
31 perror("connect");
32 return -1;
33 }
34
35 /* TO DO
36 * Implementer les autres instructions de test (delai d'attente de
connexion et autres) ici
37 * Autres instructions selon besoin ici
38 */
39
40 return sock;
41 }
42
43
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44 int openConnection(const char* devicePath)
45 {
46 int fd;
47 // definir d'autres variables ici si besoin
48
49 if ((fd = open(devicePath, O_RDWR)) == -1)
50 {
51 perror("Open");
52 return -1;
53 }
54
55 /* TO DO
56
57 configuration de la Connection
58
59 */
60
61 return fd;
62 }
63
64
65 void closeConnection(int fd)
66 {
67 close(fd);
68 }
69
70
71 int sendCommand(int fd, const char* command, char* result)
72 {
73 int i = 0;
74 int retour;
75
76 if (command == NULL || result == NULL)
77 {
78 fprintf(stderr, "sendCommand : command and result must be allocated
beforehand.\n");
79 return -1;
80 }
81
82 // Effacer la file d'attente d'entrée et de sortie.
83 tcflush(fd,TCIOFLUSH);
84
85 // envoie de la commande
86 if (write(fd, command, strlen(command)) < 0)
87 {
88 perror("Write");
89 return -1;
90 }
91
92 // lire le resultat de la commande
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93 do
94 {
95 if (!read(fd, result+i, 1))
96 {
97 perror("Read");
98 return -1;
99 }
100 } while (result['[i++]'/] != '\r');
101
102 // Effacer la file d'attente d'entrée et de sortie.
103 tcflush(fd,TCIOFLUSH);
104
105 /* definir la valeur de retour ici
106 Par exemple :
107 retour = result['[0]'/] != tolower(command['[0]'/]);
108 */
109 //return result['[0]'/] != tolower(command['[0]'/]);
110 return retour;
111 }
112 [/file]
113 [/template]
224
Annexes
A.3 Quelques Codes sources générés par RsaML2C pour
l’exemple de KheperaIII
A.3.1 Contenu du fichier actions.h généré
Le code du listing A.3 décrit le contenu du fichier d’en-tête actions.h généré, conte-
nant toutes les actions définies dans l’architecture.
Listing A.3 – code source du fichier actions.h
1
2 /* actions.h - produit par le générateur RsaML2C pour le systeme
KHEPERAIII */
3 #ifndef __ACTIONS_H
4 #define __ACTIONS_H
5
6 #include "comm.h"
7
8 // VARIABLES GLOBALES
9 // definir les constantes et types a utiliser dans le module
10 #define MAXSIZE_COMMAND 5
11 #define MAXSIZE_ANSWER 102
12 #define NB_OF_IRSENSORS 11
13 #define NB_OF_USSENSORS 5
14
15 typedef struct
16 {
17 // To Do---
18 } sensor_t;
19
20 typedef struct
21 {
22 // To Do---
23 } motor_t;
24
25 /* Declaration des actions
26 les actions sont groupees par materiel concerné
27 les types de retour et les parametrs sont àdefinir
28 */
29 /*-------------------------------------------------------------------
30 * Actions pour : IR_Sensor // Fonction : detect obstacles
31 -------------------------------------------------------------------*/
32 // action 1 : readIRproximity // description : measure the ambient light
near the robot
33 void readIRproximity(type device, int idcon, type_i param_i);
34 // action 2 : readIRLight
35 // description : measure the light reflected by obstacles
36 void readIRLight(type device, int idcon, type_i param_i);
37 //--------Fin actions de IR_Sensor-----------------------------------
38
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39 /*-------------------------------------------------------------------
40 * Actions pour : US_Sensor // Fonction : detect obstacles beyond 4 meters
41 ------------------------------------------------------------------*/
42 // action 1 : readUSsensor // description : read values of us sensor
43 void readUSsensor(type device, int idcon, type_i param_i);
44 //--------Fin actions de US_Sensor-----------------------------------
45
46 /*-------------------------------------------------------------------
47 * Actions pour : Motor // Fonction : moving the robot wheels
48 -------------------------------------------------------------------*/
49 // action 1 : setSpeed // description : Define the new valeur of the speed
50 void setSpeed(type device, int idcon, type_i param_i);
51 // action 2 : readSpeed // description : read the current value of the
speed
52 void readSpeed(type device, int idcon, type_i param_i);
53 // action 3 : reachPosition // description : reach to a position
54 void reachPosition(type device, int idcon, type_i param_i);
55 // action 4 : configureSpeedProfile // description :
56 void configureSpeedProfile(type device, int idcon, type_i param_i);
57 // action 5 : setCurrentPosition // description : define the new position
to reach
58 void setCurrentPosition(type device, int idcon, type_i param_i);
59 // action 6 : readPosition // description : read the value of a position
60 void readPosition(type device, int idcon, type_i param_i);
61 //--------Fin actions de Motor-----------------------------------
62
63 #endif /* __ACTIONS_H */
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A.3.2 Contenu du fichier actions.c généré
Le code du listing A.4 décrit le contenu du fichier actions.c généré, contenant les
implémentations des actions définies dans l’architecture.
Listing A.4 – code source du fichier actions.c
1
2 /* actions.c
3 * Implementation de la bibliotheque des actions du systeme : KHEPERAIII
4 * Ce fichier implemente les actions de la bibliotheque actions.h
5 * Fichier généré par le moteur RsaML2C concu pour le langage RsaML.
6 */
7 /* Les bibliotheques.
8 Ajouter vos bibliotheques ici
9 */
10 #include <stdlib.h>
11 #include <stdio.h>
12 #include "actions.h"
13 #include <math.h>
14 #include "utils.h"
15
16 /* Les variables globales. Declarer ici.
17 Par exemple pour gérer la commande àenvoyer et sa réponse
18 */
19 char answer[MAXSIZE_ANSWER];
20 char command[MAXSIZE_COMMAND];
21
22 // Implementation des actions-----------------------
23 /*-------------------------------------------------------------------
24 * Actions pour : IR_Sensor
25 Fonction : detect obstacles
26 ---------------------------------------------------------------------
27 */
28 // action 1 : readIRproximity
29 // description : measure the ambient light near the robot
30 void readIRproximity(type device, int idcon, type_i param_i) //definir ses
parametres
31 {
32 /* definition des variables
33 TO DO
34 */
35 // construire la commande àenvoyer ici
36 sprintf(command,"TO DO, la chaine a constituer");
37 DoCommand(command,idcon,answer);
38
39 // reponse de la commande
40 sscanf(answer,"TO DO format","TO DO liste variables");
41
42 /*TO DO : contenu de l'action*/
43 }
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44 // action 2 : readIRLight
45 // description : measure the light reflected by obstacles
46 void readIRLight(type device, int idcon, type_i param_i) //definir ses
parametres
47 {
48 /* definition des variables
49 TO DO
50 */
51 // construire la commande àenvoyer ici
52 sprintf(command,"TO DO, la chaine a constituer");
53 DoCommand(command,idcon,answer);
54
55 // reponse de la commande
56 sscanf(answer,"TO DO format","TO DO liste variables");
57
58 /*TO DO : contenu de l'action*/
59 }
60 //--------Fin actions de IR_Sensor-----------------------------------
61 //-------------------------------------------------------------------
62 /*-------------------------------------------------------------------
63 * Actions pour : US_Sensor
64 Fonction : detect obstacles beyond 4 meters
65 ---------------------------------------------------------------------
66 */
67 // action 1 : readUSsensor
68 // description : read values of us sensor
69 void readUSsensor(type device, int idcon, type_i param_i) //definir ses
parametres
70 {
71 /* definition des variables
72 TO DO
73 */
74 // construire la commande àenvoyer ici
75 sprintf(command,"TO DO, la chaine a constituer");
76 DoCommand(command,idcon,answer);
77
78 // reponse de la commande
79 sscanf(answer,"TO DO format","TO DO liste variables");
80
81 /*TO DO : contenu de l'action*/
82 }
83 //--------Fin actions de US_Sensor-----------------------------------
84 //-------------------------------------------------------------------
85 /*-------------------------------------------------------------------
86 * Actions pour : Engine
87 Fonction : moving the robot wheels
88 ---------------------------------------------------------------------
89 */
90 // action 1 : setSpeed
91 // description : Define the new valeur of the speed
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92 void setSpeed(type device, int idcon, type_i param_i) //definir ses
parametres
93 {
94 /* definition des variables
95 TO DO
96 */
97 // construire la commande àenvoyer ici
98 sprintf(command,"TO DO, la chaine a constituer");
99 DoCommand(command,idcon,answer);
100
101 // reponse de la commande
102 sscanf(answer,"TO DO format","TO DO liste variables");
103
104 /*TO DO : contenu de l'action*/
105 }
106 // action 2 : readSpeed
107 // description : read the current value of the speed
108 void readSpeed(type device, int idcon, type_i param_i) //definir ses
parametres
109 {
110 /* definition des variables
111 TO DO
112 */
113 // construire la commande àenvoyer ici
114 sprintf(command,"TO DO, la chaine a constituer");
115 DoCommand(command,idcon,answer);
116
117 // reponse de la commande
118 sscanf(answer,"TO DO format","TO DO liste variables");
119
120 /*TO DO : contenu de l'action*/
121 }
122 // action 3 : reachPosition
123 // description : reach to a position
124 void reachPosition(type device, int idcon, type_i param_i) //definir ses
parametres
125 {
126 /* definition des variables
127 TO DO
128 */
129 // construire la commande àenvoyer ici
130 sprintf(command,"TO DO, la chaine a constituer");
131 DoCommand(command,idcon,answer);
132
133 // reponse de la commande
134 sscanf(answer,"TO DO format","TO DO liste variables");
135
136 /*TO DO : contenu de l'action*/
137 }
138 // action 4 : configureSpeedProfile
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139 // description :
140 void configureSpeedProfile(type device, int idcon, type_i param_i) //
definir ses parametres
141 {
142 /* definition des variables
143 TO DO
144 */
145 // construire la commande àenvoyer ici
146 sprintf(command,"TO DO, la chaine a constituer");
147 DoCommand(command,idcon,answer);
148
149 // reponse de la commande
150 sscanf(answer,"TO DO format","TO DO liste variables");
151
152 /*TO DO : contenu de l'action*/
153 }
154 // action 5 : setCurrentPosition
155 // description : define the new position to reach
156 void setCurrentPosition(type device, int idcon, type_i param_i) //definir
ses parametres
157 {
158 /* definition des variables
159 TO DO
160 */
161 // construire la commande àenvoyer ici
162 sprintf(command,"TO DO, la chaine a constituer");
163 DoCommand(command,idcon,answer);
164
165 // reponse de la commande
166 sscanf(answer,"TO DO format","TO DO liste variables");
167
168 /*TO DO : contenu de l'action*/
169 }
170 // action 6 : readPosition
171 // description : read the value of a position
172 void readPosition(type device, int idcon, type_i param_i) //definir ses
parametres
173 {
174 /* definition des variables
175 TO DO
176 */
177 // construire la commande àenvoyer ici
178 sprintf(command,"TO DO, la chaine a constituer");
179 DoCommand(command,idcon,answer);
180
181 // reponse de la commande
182 sscanf(answer,"TO DO format","TO DO liste variables");
183
184 /*TO DO : contenu de l'action*/
185 }
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186 //--------Fin actions de Engine-----------------------------------
187 //-------------------------------------------------------------------
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A.3.3 Contenu du fichier position_controller.h généré
Le code du listing A.5 décrit le contenu du fichier d’en-tête Position_Controller.h,
contenant les déclarations de toutes les fonctions du modules Position_Controller de
l’architecture.
Listing A.5 – code source du fichier Position_Controller.h
1
2 /*
3 * Fichier : Position_Controller.h
4 * Description : manage the robot's movements in position mode
5
6 * Fichier généré par le générateur RsaML2C conçu pour le langage RsaML.
7 */
8
9 #ifndef __POSITION_CONTROLLER_H
10 #define __POSITION_CONTROLLER_H
11
12 #include "../system/comm.h"
13 #include "../system/actions.h"
14
15 // VARIABLES GLOBALES
16 // definir les constantes et types a utiliser dans le module
17 // par exemple
18 #define CONSTANTE_1 Val_1
19 //......
20 #define CONSTANTE_n Val_n
21
22 typedef struct
23 {
24 // To Do---
25 } type_1;
26
27 typedef struct
28 {
29 // To Do---
30 } type_n;
31
32 /*
33 * Declaration des fonctions du module
34 les types de retour et les parametres des fonctions sont a definir
35 */
36
37 /*----Description : -------------------*/
38 void reachRealPosition([type device], [int idcon], [type_i param_i]);
39
40 /*----Description : -------------------*/
41 void reachLeftPosition([type device], [int idcon], [type_i param_i]);
42
43 /*----Description : -------------------*/
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44 void reachRealLeftPosition([type device], [int idcon], [type_i param_i]);
45
46 /*----Description : -------------------*/
47 void reachRightPosition([type device], [int idcon], [type_i param_i]);
48
49 /*----Description : -------------------*/
50 void reachRealRightPosition([type device], [int idcon], [type_i param_i]);
51
52 /*----Description : -------------------*/
53 void setCurrentLeftPosition([type device], [int idcon], [type_i param_i]);
54
55 /*----Description : -------------------*/
56 void setCurrentRightPosition([type device], [int idcon], [type_i param_i])
;
57
58 #endif /* __POSITION_CONTROLLER_H */
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A.3.4 Contenu du fichiermotion_manager.h généré
Le code du listing A.6 décrit le contenu du fichier d’en-tête motion_manager.h,
contenant les déclarations de toutes les fonctions du modules Motion_Manager de
l’architecture. Ce dernier gère les mouvements du robot.
Listing A.6 – code source du fichier motion_manager.h généré
1
2 /*
3 * Fichier : Motion_Manager.h
4 * Description : manage robot's motions
5
6 * Fichier généré par le générateur RsaML2C conçu pour le langage RsaML.
7 */
8
9 #ifndef __MOTION_MANAGER_H
10 #define __MOTION_MANAGER_H
11
12 #include "../system/comm.h"
13 #include "../system/actions.h"
14
15
16 // VARIABLES GLOBALES
17 // definir les constantes et types a utiliser dans le module
18 // par exemple
19 #define CONSTANTE_1 Val_1
20 //......
21 #define CONSTANTE_n Val_n
22
23 typedef struct
24 {
25 // To Do---
26 } type_1;
27
28 typedef struct
29 {
30 // To Do---
31 } type_n;
32
33
34 /*
35 * Declaration des fonctions du module
36 les types de retour et les parametres des fonctions sont a definir
37 */
38
39 /*----Description : -------------------*/
40 void allocRobot([type device], [int idcon], [type_i param_i]);
41
42 /*----Description : -------------------*/
43 void freeRobot([type device], [int idcon], [type_i param_i]);
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44
45 /*----Description : -------------------*/
46 void moveFoward([type device], [int idcon], [type_i param_i]);
47
48 /*----Description : -------------------*/
49 void turnLeft([type device], [int idcon], [type_i param_i]);
50
51 /*----Description : -------------------*/
52 void turnRight([type device], [int idcon], [type_i param_i]);
53
54 /*----Description : -------------------*/
55 void doRectangle([type device], [int idcon], [type_i param_i]);
56
57 /*----Description : -------------------*/
58 void doSquare([type device], [int idcon], [type_i param_i]);
59
60 /*----Description : -------------------*/
61 void doStairs([type device], [int idcon], [type_i param_i]);
62
63 /*----Description : -------------------*/
64 void waitPosition([type device], [int idcon], [type_i param_i]);
65
66 /*----Description : -------------------*/
67 void waitEndOfMovement([type device], [int idcon], [type_i param_i]);
68
69 #endif /* __MOTION_MANAGER_H */
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A.3.5 Contenu du fichiermotion_manager.c généré
Le code du listing A.7 décrit le contenu du fichiermotion_manager.c, contenant les
implémentations des fonctions du modules Motion_Manager.
Listing A.7 – code source du fichier motion_manager.c généré
1
2 /*
3 * Fichier : Motion_Manager.c
4 * Description : manage robot's motions
5 *
6 * Fichier généré par le moteur RsaML2C concu pour le langage RsaML.
7 */
8
9 /* Les bibliotheques.
10 Ajouter vos bibliotheques ici
11 */
12 #include <stdlib.h>
13 #include <stdio.h>
14 #include <math.h>
15 #include "utils.h"
16 //Les autres modules dont les fonctions sont utilisées ici---
17 #include "Sensor_Manager.h"
18 #include "Position_Controller.h"
19 #include "Speed_Controller.h"
20 #include "Interface.h"
21 #include "Motion_Manager.h"
22
23 /* Les variables globales. Declarer ici
24 TO DO
25 */
26
27 type_i var_i;
28
29 /*
30 * Implémentations des fonctions du module
31 les types de retour et les parametres des fonctions sont a definir
32 */
33
34 /*----Description : -------------------*/
35 void allocRobot([type device], [int idcon], [type_i param_i]) // definir
les parametres et le type de retour
36 {
37 /* definition des variables
38 TO DO
39 */
40
41 /*TO DO : contenu de la fonction */
42 }
43
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44 /*----Description : -------------------*/
45 void freeRobot([type device], [int idcon], [type_i param_i]) // definir
les parametres et le type de retour
46 {
47 /* definition des variables
48 TO DO
49 */
50
51 /*TO DO : contenu de la fonction */
52 }
53
54 /*----Description : -------------------*/
55 void moveFoward([type device], [int idcon], [type_i param_i]) // definir
les parametres et le type de retour
56 {
57 /* definition des variables
58 TO DO
59 */
60
61 /*TO DO : contenu de la fonction */
62 /*les actions utilisées par cette fonction sont listées ci dessous.
63 Réalisez leur enchainement
64 */
65
66 /*TO DO : enchainement actions*/
67 // action 1 : readPosition
68 // description : read the value of a position
69 readPosition([param_1], [...], [param_n]);
70
71 // action 2 : reachPosition
72 // description : reach to a position
73 reachPosition([param_1], [...], [param_n]);
74
75 }
76
77 /*----Description : -------------------*/
78 void turnLeft([type device], [int idcon], [type_i param_i]) // definir les
parametres et le type de retour
79 {
80 /* definition des variables
81 TO DO
82 */
83
84 /*TO DO : contenu de la fonction */
85 /*les actions utilisées par cette fonction sont listées ci dessous.
86 Réalisez leur enchainement
87 */
88
89 /*TO DO : enchainement actions*/
90 // action 1 : readPosition
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91 // description : read the value of a position
92 readPosition([param_1], [...], [param_n]);
93
94 }
95
96 /*----Description : -------------------*/
97 void turnRight([type device], [int idcon], [type_i param_i]) // definir
les parametres et le type de retour
98 {
99 /* definition des variables
100 TO DO
101 */
102
103 /*TO DO : contenu de la fonction */
104 /*les actions utilisées par cette fonction sont listées ci dessous.
105 Réalisez leur enchainement
106 */
107
108 /*TO DO : enchainement actions*/
109 // action 1 : readPosition
110 // description : read the value of a position
111 readPosition([param_1], [...], [param_n]);
112
113 }
114
115 /*----Description : -------------------*/
116 void doRectangle([type device], [int idcon], [type_i param_i]) // definir
les parametres et le type de retour
117 {
118 /* definition des variables
119 TO DO
120 */
121
122 /*TO DO : contenu de la fonction */
123 }
124
125 /*----Description : -------------------*/
126 void doSquare([type device], [int idcon], [type_i param_i]) // definir les
parametres et le type de retour
127 {
128 /* definition des variables
129 TO DO
130 */
131
132 /*TO DO : contenu de la fonction */
133 }
134
135 /*----Description : -------------------*/
136 void doStairs([type device], [int idcon], [type_i param_i]) // definir les
parametres et le type de retour
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137 {
138 /* definition des variables
139 TO DO
140 */
141
142 /*TO DO : contenu de la fonction */
143 }
144
145 /*----Description : -------------------*/
146 void waitPosition([type device], [int idcon], [type_i param_i]) // definir
les parametres et le type de retour
147 {
148 /* definition des variables
149 TO DO
150 */
151
152 /*TO DO : contenu de la fonction */
153 /*les actions utilisées par cette fonction sont listées ci dessous.
154 Réalisez leur enchainement
155 */
156
157 /*TO DO : enchainement actions*/
158 // action 1 : readPosition
159 // description : read the value of a position
160 readPosition([param_1], [...], [param_n]);
161
162 }
163
164 /*----Description : -------------------*/
165 void waitEndOfMovement([type device], [int idcon], [type_i param_i]) //
definir les parametres et le type de retour
166 {
167 /* definition des variables
168 TO DO
169 */
170
171 /*TO DO : contenu de la fonction */
172 /*les actions utilisées par cette fonction sont listées ci dessous.
173 Réalisez leur enchainement
174 */
175
176 /*TO DO : enchainement actions*/
177 // action 1 : readSpeed
178 // description : read the current value of the speed
179 readSpeed([param_1], [...], [param_n]);
180
181 }
182
183
184 /*---Ce module recoit des donnees de 4 module(s) :---
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185 - Sensor_Manager : var=getDataFrom_Sensor_Manager()
186 - Position_Controller : var=getDataFrom_Position_Controller()
187 - Speed_Controller : var=getDataFrom_Speed_Controller()
188 - Interface : var=getDataFrom_Interface()
189 TO DO : implémenter ces echanges ici.
190 */
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A.4 Quelques Codes sources complets après enrichisse-
ment pour KheperaIII
A.4.1 Contenu du fichier actions.h complété
Le code du listing A.8 décrit le contenu du fichier d’en-tête actions.h complété.
Listing A.8 – code source du fichier actions.h complété
1
2 /* actions.h - produit par le générateur RsaML2C pour le systeme
KHEPERAIII */
3 #ifndef __ACTIONS_H
4 #define __ACTIONS_H
5
6 #include "comm.h"
7
8 // VARIABLES GLOBALES
9 // definir les constantes et types a utiliser dans le module
10 #define MAXSIZE_COMMAND 5
11 #define MAXSIZE_ANSWER 102
12 #define NB_OF_IRSENSORS 11
13 #define NB_OF_USSENSORS 5
14
15 #define MAXSIZE_USCOMMAND 5
16 #define MAXSIZE_USANSWER 102
17
18 #define MAXSIZE_IRANSWER 22
19
20 typedef struct {
21 long dist;
22 } us_sensor_t;
23
24 typedef struct {
25 long dist;
26 long light;
27 } ir_sensor_t;
28
29 typedef struct {
30 ir_sensor_t *IRsensors[NB_OF_IRSENSORS];
31 us_sensor_t *USsensors[NB_OF_USSENSORS];
32 } sensors_t;
33
34 typedef struct {
35 long maxSpeed;
36 int acc;
37 } speed_profile_t;
38
39 typedef struct {
40 long lastSpeedOrder;
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41 long speed;
42 long lastPositionOrder;
43 long position;
44 } motor_t;
45
46 typedef struct {
47 motor_t *R;
48 motor_t *L;
49 int mode;
50 speed_profile_t *speedProfile;
51 } motors_t;
52
53
54 /* Declaration des actions
55 les actions sont groupees par materiel concerné
56 les types de retour et les parametrs sont àdefinir
57 */
58 /*-------------------------------------------------------------------
59 * Actions pour : IR_Sensor // Fonction : detect obstacles
60 -------------------------------------------------------------------*/
61 // action 1 : readIRproximity // description : measure the ambient light
near the robot
62 void readIRproximity(sensors_t *sensors, int idcon);
63 // action 2 : readIRLight
64 // description : measure the light reflected by obstacles
65 void readIRlight(sensors_t *sensors, int idcon) ;
66 //--------Fin actions de IR_Sensor-----------------------------------
67
68 /*-------------------------------------------------------------------
69 * Actions pour : US_Sensor // Fonction : detect obstacles beyond 4 meters
70 ------------------------------------------------------------------*/
71 // action 1 : readUSsensor // description : read values of us sensor
72 void readUSsensor(sensors_t *sensors, int idcon, int sensorNumber);
73 //--------Fin actions de US_Sensor-----------------------------------
74
75 /*-------------------------------------------------------------------
76 * Actions pour : Motor // Fonction : moving the robot wheels
77 -------------------------------------------------------------------*/
78 // action 1 : setSpeed // description : Define the new valeur of the speed
79 void setSpeed(motors_t *m, int idcon, long speedL, long speedR);
80 // action 2 : readSpeed // description : read the current value of the
speed
81 void readSpeed(motors_t *m, int idcon);
82 // action 3 : reachPosition // description : reach to a position
83 void reachPosition(motors_t *m, int idcon, long positionL, long positionR,
int runMode);
84 // action 4 : configureSpeedProfile // description :
85 void configureSpeedProfile(motors_t *m, int idcon, long maxSpeed, int acc)
;
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86 // action 5 : setCurrentPosition // description : define the new position
to reach
87 void setCurrentPosition(motors_t *m, int idcon, long positionL, long
positionR);
88 // action 6 : readPosition // description : read the value of a position
89 void readPosition(motors_t *m, int idcon);
90 //--------Fin actions de Motor-----------------------------------
91 #endif /* __ACTIONS_H */
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A.4.2 Contenu du fichier actions.c complété
Le code du listing A.9 décrit le contenu du fichier actions.c complété.
Listing A.9 – code source du fichier actions.c complété
1
2 /* actions.c
3 * Implementation de la bibliotheque des actions du systeme : KHEPERAIII
4 * Ce fichier implemente les actions de la bibliotheque actions.h
5 * Fichier généré par le moteur RsaML2C concu pour le langage RsaML.
6 */
7 /* Les bibliotheques.
8 Ajouter vos bibliotheques ici
9 */
10 #include <stdlib.h>
11 #include <stdio.h>
12 #include "actions.h"
13 #include <math.h>
14 #include "utils.h"
15
16 /* Les variables globales. Declarer ici.
17 Par exemple pour gérer la commande àenvoyer et sa réponse
18 */
19 char command[MAXSIZE_MOTORCOMMAND];
20 char answer[MAXSIZE_MOTORANSWER];
21
22 char ir_answer[MAXSIZE_IRANSWER];
23 char us_command[MAXSIZE_USCOMMAND];
24 char us_answer[MAXSIZE_USANSWER];
25
26 // Implementation des actions-----------------------
27 /*-------------------------------------------------------------------
28 * Actions pour : IR_Sensor
29 Fonction : detect obstacles
30 ---------------------------------------------------------------------
31 */
32 // action 1 : readIRproximity
33 // description : measure the ambient light near the robot
34 void readIRproximity(sensors_t *sensors, int idcon) {
35 long timestamp;
36 DoCommand("N\n",idcon,ir_answer);
37 sscanf(ir_answer,"n,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li\n\r",
38 &(sensors->IRsensors[0]->dist),&(sensors->IRsensors[1]->dist),
39 &(sensors->IRsensors[2]->dist),&(sensors->IRsensors[3]->dist),
40 &(sensors->IRsensors[4]->dist),&(sensors->IRsensors[5]->dist),
41 &(sensors->IRsensors[6]->dist),&(sensors->IRsensors[7]->dist),
42 &(sensors->IRsensors[8]->dist),&(sensors->IRsensors[9]->dist),
43 &(sensors->IRsensors[10]->dist),&timestamp);
44 }
45 // action 2 : readIRLight
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46 // description : measure the light reflected by obstacles
47 void readIRlight(sensors_t *sensors, int idcon) {
48 long timestamp;
49 DoCommand("O\n",idcon,ir_answer);
50 sscanf(ir_answer,"o,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li\n\r",
51 &(sensors->IRsensors[0]->light),&(sensors->IRsensors[1]->light),
52 &(sensors->IRsensors[2]->light),&(sensors->IRsensors[3]->light),
53 &(sensors->IRsensors[4]->light),&(sensors->IRsensors[5]->light),
54 &(sensors->IRsensors[6]->light),&(sensors->IRsensors[7]->light),
55 &(sensors->IRsensors[8]->light),&(sensors->IRsensors[9]->light),
56 &(sensors->IRsensors[10]->light),&timestamp);
57 }
58 //--------Fin actions de IR_Sensor-----------------------------------
59 //-------------------------------------------------------------------
60 /*-------------------------------------------------------------------
61 * Actions pour : US_Sensor
62 Fonction : detect obstacles beyond 4 meters
63 ---------------------------------------------------------------------
64 */
65 // action 1 : readUSsensor
66 // description : read values of us sensor
67 void readUSsensor(sensors_t *sensors, int idcon, int sensorNumber) {
68 int nb_echo;
69 long dist[NB_OF_USSENSORS], ampl[NB_OF_USSENSORS], time[NB_OF_USSENSORS];
70 long noise;
71 sprintf(us_command,"D,%d\n",sensorNumber);
72 DoCommand(us_command,idcon,us_answer);
73 sscanf(us_answer,"r,%d,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li,%li
,%li,%li,%li\n\r",
74 &nb_echo, &dist[0], &ampl[0], &time[0], &dist[1], &ampl[1], &time[1], &
dist[2], &ampl[2], &time[2],
75 &dist[3], &ampl[3], &time[3], &dist[4], &ampl[4], &time[4],&noise);
76 sensors->USsensors[sensorNumber]->dist=dist[0];
77 }
78 //--------Fin actions de US_Sensor-----------------------------------
79 //-------------------------------------------------------------------
80 /*-------------------------------------------------------------------
81 * Actions pour : Engine
82 Fonction : moving the robot wheels
83 ---------------------------------------------------------------------
84 */
85 // action 1 : setSpeed
86 // description : Define the new valeur of the speed
87 void setSpeed(motors_t *m, int idcon, long speedL, long speedR) {
88 m->mode=SPEED_MODE;
89 m->L->lastSpeedOrder=speedL;
90 m->R->lastSpeedOrder=speedR;
91 sprintf(command,"D,l%li,l%li\n",speedL,speedR);
92 DoCommand(command,idcon,answer);
93 }
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94 // action 2 : readSpeed
95 // description : read the current value of the speed
96 void readSpeed(motors_t *m, int idcon) {
97 DoCommand("E\n",idcon,answer);
98 sscanf(answer,"r,%li,%li\n\r",&(m->L->speed),&(m->R->speed));
99 }
100
101 // action 3 : reachPosition
102 // description : reach to a position
103 void reachPosition(motors_t *m, int idcon, long positionL, long positionR,
int runMode) {
104 m->mode=POSITION_MODE;
105 m->L->lastPositionOrder=positionL;
106 m->R->lastPositionOrder=positionR;
107 if(runMode==WITH_PROFILE)
108 sprintf(command,"F,l%li,l%li\n",positionL,positionR);
109 else
110 sprintf(command,"P,l%li,l%li\n",positionL,positionR);
111 DoCommand(command,idcon,answer);
112 }
113 // action 4 : configureSpeedProfile
114 // description :
115 void configureSpeedProfile(motors_t *m, int idcon, long maxSpeed, int acc)
{
116 m->speedProfile->maxSpeed=maxSpeed;
117 m->speedProfile->acc=acc;
118 sprintf(command,"J,l%li,l%d\n",maxSpeed,acc);
119 DoCommand(command,idcon,answer);
120 }
121
122 // action 5 : setCurrentPosition
123 // description : define the new position to reach
124 void setCurrentPosition(motors_t *m, int idcon, long positionL, long
positionR) {
125 sprintf(command,"I,l%li,l%li\n",positionL,positionR);
126 DoCommand(command,idcon,answer);
127 }
128 // action 6 : readPosition
129 // description : read the value of a position
130 void readPosition(motors_t *m, int idcon) {
131 DoCommand("R\n",idcon,answer);
132 sscanf(answer,"r,%li,%li\n\r",&(m->L->position),&(m->R->position));
133 }
134 //--------Fin actions de Engine-----------------------------------
135 //-------------------------------------------------------------------
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A.4.3 Contenu du fichiermotor_manager.h complété
Le code du listing A.10 décrit le contenu du fichier d’en-tête motors_manager.h,
contenant les déclarations des fonctions définies pour la gestions des moteurs.
Listing A.10 – code source du fichier motor_manager.h complété
1 /* motor_manager.h
2 *
3 * Concernant les moteurs du robot
4 */
5
6 #include "../system/comm.h"
7
8 typedef struct {
9 long maxSpeed;
10 int acc;
11 } speed_profile_t;
12
13 typedef struct {
14 long lastSpeedOrder;
15 long speed;
16 long lastPositionOrder;
17 long position;
18 } motor_t;
19
20 typedef struct {
21 motor_t *R;
22 motor_t *L;
23 int mode;
24 speed_profile_t *speedProfile;
25 } motors_t;
26
27 #define K (218.72)
28 #define DIAMETER (88.41)
29 #define PERIMETER (2*DIAMETER*M_PI)
30 #define MM_PULSE (0.031)
31
32
33 #define RealSpeed(motorSpeed) (((float)motorSpeed)/K)
34 #define MotorSpeed(realSpeed) (lroundf(realSpeed*K))
35 #define RealPosition(motorPosition) (((float)motorPosition)*MM_PULSE)
36 #define MotorPosition(realPosition) (lroundf(realPosition/MM_PULSE))
37
38 #define MAXSIZE_MOTORCOMMAND 21
39 #define MAXSIZE_MOTORANSWER 22
40
41 #define DEF_MAXSPEED 20000
42 #define DEF_ACC 64
43
44 #define POSITION_MODE 0
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45 #define SPEED_MODE 1
46
47 #define WITH_PROFILE 0
48 #define WITHOUT_PROFILE 1
49
50
51 speed_profile_t * allocSpeedProfile();
52 motor_t * allocMotor();
53 motors_t * allocMotors();
54 void freeSpeedProfile(speed_profile_t *speed_profile);
55 void freeMotor(motor_t *motor);
56 void freeMotors(motors_t *motors);
57
58
59 /***************************************
60 * *
61 * SPEED MODE *
62 * *
63 ***************************************/
64
65 /*
66 * Setters (units : mm/s and robot unit)
67 */
68
69 void setSpeed(motors_t *m, int idcon, long speedL, long speedR);
70 void setRealSpeed(motors_t *m, int idcon, float speedL, float speedR);
71 void setLeftSpeed(motors_t *m, int idcon, long speedL);
72 void setRealLeftSpeed(motors_t *m, int idcon, float speedL);
73 void setRightSpeed(motors_t *m, int idcon, long speedR);
74 void setRealRightSpeed(motors_t *m, int idcon, float speedR);
75
76 /*
77 * Getters
78 */
79
80 void readSpeed(motors_t *m, int idcon);
81
82
83 /***************************************
84 * *
85 * POSITION MODE *
86 * *
87 ***************************************/
88
89 /*
90 * Setters (units : mm/s and robot unit)
91 */
92
93 void reachPosition(motors_t *m, int idcon, long positionL, long positionR,
int runMode);
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94 void reachLeftPosition(motors_t *m, int idcon, long positionL, int runMode
);
95 void reachRightPosition(motors_t *m, int idcon, long positionR, int
runMode);
96 void reachRealPosition(motors_t *m, int idcon, float positionL, float
positionR, int runMode);
97 void reachRealLeftPosition(motors_t *m, int idcon, float positionL, int
runMode);
98 void reachRealRightPosition(motors_t *m, int idcon, float positionR, int
runMode);
99
100 /*
101 * Configuration
102 */
103
104 void configureSpeedProfile(motors_t *m, int idcon, long maxSpeed, int acc)
;
105 void setCurrentPosition(motors_t *m, int idcon, long positionL, long
positionR);
106 void setCurrentLeftPosition(motors_t *m, int idcon, long positionL);
107 void setCurrentRightPosition(motors_t *m, int idcon, long positionR);
108
109
110 /*
111 * Getters
112 */
113
114 void readPosition(motors_t *m, int idcon);
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A.4.4 Contenu du fichiermotor_manager.c complété
Le code du listing A.11 décrit le contenu du fichier motor_manager.c, implémen-
tant les fonctions déclaraées dans motor_manager.h.
Listing A.11 – code source du fichier motor_manager.c complété
1 /*
2 * motors.c
3 *
4 * Fonctions utiles pour commander le robot
5 *
6 */
7
8 #include <stdlib.h>
9 #include <stdio.h>
10 #include <math.h>
11 #include "motor_manager.h"
12 #include "command.h"
13 #include "utils.h"
14
15 char command[MAXSIZE_MOTORCOMMAND];
16 char answer[MAXSIZE_MOTORANSWER];
17
18 /*
19 * Constructor
20 */
21 speed_profile_t * allocSpeedProfile() {
22 speed_profile_t *speed_profile;
23 speed_profile=(speed_profile_t *)malloc(sizeof(speed_profile_t));
24 speed_profile->maxSpeed=DEF_MAXSPEED;
25 speed_profile->acc=DEF_ACC;
26 return speed_profile;
27 }
28 void freeSpeedProfile(speed_profile_t *speed_profile) {
29 free(speed_profile);
30 }
31
32 motor_t * allocMotor() {
33 motor_t *motor;
34 motor=(motor_t *)malloc(sizeof(motor_t));
35 motor->lastSpeedOrder=0;
36 motor->speed=0;
37 motor->lastPositionOrder=0;
38 motor->position=0;
39 return motor;
40 }
41 void freeMotor(motor_t *motor) {
42 free(motor);
43 }
44
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45
46 motors_t * allocMotors() {
47 motors_t *motors;
48 motors=(motors_t *)malloc(sizeof(motors_t));
49 motors->R=allocMotor();
50 motors->L=allocMotor();
51 motors->mode=SPEED_MODE;
52 motors->speedProfile=allocSpeedProfile();
53 return motors;
54 }
55 void freeMotors(motors_t *motors) {
56 freeMotor(motors->R);
57 freeMotor(motors->L);
58 freeSpeedProfile(motors->speedProfile);
59 free(motors);
60 }
61
62
63 /***************************************
64 * *
65 * SPEED MODE *
66 * *
67 ***************************************/
68
69 /*
70 * Setters (units : mm/s and robot unit)
71 */
72
73 void setSpeed(motors_t *m, int idcon, long speedL, long speedR) {
74 m->mode=SPEED_MODE;
75 m->L->lastSpeedOrder=speedL;
76 m->R->lastSpeedOrder=speedR;
77 sprintf(command,"D,l%li,l%li\n",speedL,speedR);
78 DoCommand(command,idcon,answer);
79 }
80
81 void setRealSpeed(motors_t *m, int idcon, float speedL, float speedR) {
82 setSpeed(m,idcon,MotorSpeed(speedL),MotorSpeed(speedR));
83 }
84
85 void setLeftSpeed(motors_t *m, int idcon, long speedL) {
86 setSpeed(m,idcon,speedL,m->R->lastSpeedOrder);
87 }
88 void setRealLeftSpeed(motors_t *m, int idcon, float speedL) {
89 setLeftSpeed(m,idcon,MotorSpeed(speedL));
90 }
91
92 void setRightSpeed(motors_t *m, int idcon, long speedR) {
93 setSpeed(m,idcon,m->L->lastSpeedOrder,speedR);
94 }
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95 void setRealRightSpeed(motors_t *m, int idcon, float speedR) {
96 setRightSpeed(m,idcon,MotorSpeed(speedR));
97 }
98
99
100 /*
101 * Getters
102 */
103
104 void readSpeed(motors_t *m, int idcon) {
105 DoCommand("E\n",idcon,answer);
106 sscanf(answer,"r,%li,%li\n\r",&(m->L->speed),&(m->R->speed));
107 }
108
109
110 /***************************************
111 * *
112 * POSITION MODE *
113 * *
114 ***************************************/
115
116 /*
117 * Setters (units : mm and robot unit)
118 */
119
120 void reachPosition(motors_t *m, int idcon, long positionL, long positionR,
int runMode) {
121 m->mode=POSITION_MODE;
122 m->L->lastPositionOrder=positionL;
123 m->R->lastPositionOrder=positionR;
124 if(runMode==WITH_PROFILE)
125 sprintf(command,"F,l%li,l%li\n",positionL,positionR);
126 else
127 sprintf(command,"P,l%li,l%li\n",positionL,positionR);
128 DoCommand(command,idcon,answer);
129 }
130 void reachRealPosition(motors_t *m, int idcon, float positionL, float
positionR, int runMode) {
131 reachPosition(m,idcon,MotorPosition(positionL),MotorPosition(positionR),
runMode);
132 }
133
134 void reachLeftPosition(motors_t *m, int idcon, long positionL, int runMode
) {
135 reachPosition(m,idcon,positionL,m->R->lastPositionOrder,runMode);
136 }
137 void reachRealLeftPosition(motors_t *m, int idcon, float positionL, int
runMode) {
138 reachLeftPosition(m,idcon,MotorPosition(positionL),runMode);
139 }
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140
141 void reachRightPosition(motors_t *m, int idcon, long positionR, int
runMode) {
142 reachPosition(m,idcon,m->L->lastPositionOrder,positionR, runMode);
143 }
144 void reachRealRightPosition(motors_t *m, int idcon, float positionR, int
runMode) {
145 reachRightPosition(m,idcon,MotorPosition(positionR),runMode);
146 }
147
148
149 /*
150 * Configuration
151 */
152
153 void configureSpeedProfile(motors_t *m, int idcon, long maxSpeed, int acc)
{
154 m->speedProfile->maxSpeed=maxSpeed;
155 m->speedProfile->acc=acc;
156 sprintf(command,"J,l%li,l%d\n",maxSpeed,acc);
157 DoCommand(command,idcon,answer);
158 }
159
160 void setCurrentPosition(motors_t *m, int idcon, long positionL, long
positionR) {
161 sprintf(command,"I,l%li,l%li\n",positionL,positionR);
162 DoCommand(command,idcon,answer);
163 }
164
165 void setCurrentLeftPosition(motors_t *m, int idcon, long positionL) {
166 setCurrentPosition(m,idcon,positionL,m->R->lastPositionOrder);
167 }
168
169 void setCurrentRightPosition(motors_t *m, int idcon, long positionR) {
170 setCurrentPosition(m,idcon,m->L->lastPositionOrder,positionR);
171 }
172
173
174 /*
175 * Getters
176 */
177
178 void readPosition(motors_t *m, int idcon) {
179 DoCommand("R\n",idcon,answer);
180 sscanf(answer,"r,%li,%li\n\r",&(m->L->position),&(m->R->position));
181 }
253
Annexes
A.4.5 Contenu du fichiermotion_manager.h complété
Le code du listing A.12 décrit le contenu du fichier d’en-tête motion_manager.h,
contenant les déclarations des fonctions définies pour la gestion des mouvements du
robot.
Listing A.12 – code source du fichier motion_manager.h complété
1
2 /*
3 * Fichier : Motion_Manager.h
4 * Description : manage robot's motions
5
6 * Fichier généré par le générateur RsaML2C conçu pour le langage RsaML.
7 */
8
9 #ifndef __MOTION_MANAGER_H
10 #define __MOTION_MANAGER_H
11
12 #include "../system/comm.h"
13 #include "position_controller.h"
14 #include "speed_controller.h"
15 #include "sensor_manager.h"
16
17 #define BLIND 0
18 #define LOOK_IR 1
19 #define LOOK_US 2
20 #define LOOK_BOTH 3
21
22 typedef struct {
23 motors_t *motors;
24 sensors_t *sensors;
25 int idcon;
26 } robot_t;
27
28
29 robot_t * allocRobot(int idcon);
30 robot_t * freeRobot(robot_t *robot);
31
32 /*
33 * Movements
34 */
35 void moveForward(robot_t *r, float dist, int runMode);
36 void turnLeft(robot_t *r, float degree, int runMode);
37 void turnRight(robot_t *r, float degree, int runMode);
38
39
40 /*
41 * Geometric
42 */
43 void doRectangle(robot_t *r, float width, float height, int runMode);
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44 void doSquare(robot_t *r, float width, int runMode);
45 void doStairs(robot_t *r, int nbSteps, float width, int runMode);
46
47
48 /*
49 * Utils
50 */
51
52 void waitPosition(robot_t *r, long Lpos, long Rpos);
53 void waitEndOfMovement(robot_t *r);
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A.4.6 Contenu du fichiermotion_manager.c complété
Le code du listing A.13 décrit le contenu du fichier motion_manager.c, implémen-
tant les fonctions déclarées dans motion_manager.h.
Listing A.13 – code source du fichier motion_manager.c complété
1
2 /*
3 * motion_manager.c
4 *
5 * Fonctions utiles pour commander le robot
6 *
7 */
8
9 #include <stdlib.h>
10 #include <stdio.h>
11 #include <math.h>
12 #include <unistd.h>
13 #include "motion_manager.h"
14 #include "command.h"
15 #include "utils.h"
16
17 /*
18 * Constructor
19 */
20 robot_t * allocRobot(int idcon) {
21 robot_t *robot;
22 robot=(robot_t *)malloc(sizeof(robot_t));
23 robot->motors=allocMotors();
24 robot->sensors=allocSensors();
25 robot->idcon=idcon;
26 return robot;
27 }
28 robot_t * freeRobot(robot_t *robot) {
29 freeMotors(robot->motors);
30 freeSensors(robot->sensors);
31 return robot;
32 }
33
34
35 /*
36 * Movements
37 */
38 void moveForward(robot_t *r, float dist, int runMode) {
39 readPosition(r->motors,r->idcon);
40 reachPosition(r->motors,r->idcon,
41 r->motors->L->position+MotorPosition(dist),
42 r->motors->R->position+MotorPosition(dist),runMode);
43 }
44
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45 void turnLeft(robot_t *r, float degree, int runMode) {
46 readPosition(r->motors,r->idcon);
47 reachRightPosition(r->motors,r->idcon,
48 r->motors->R->position+MotorPosition(degree*PERIMETER/360.0),runMode);
49 }
50
51 void turnRight(robot_t *r, float degree, int runMode) {
52 readPosition(r->motors,r->idcon);
53 reachLeftPosition(r->motors,r->idcon,
54 r->motors->L->position+MotorPosition(degree*PERIMETER/360.0),runMode);
55 }
56
57
58 /*
59 * Geometric
60 */
61 void doRectangle(robot_t *r, float width, float height, int runMode) {
62 int i=0;
63 for(i=0;i<2;i++) {
64 moveForward(r, width, runMode); waitEndOfMovement(r);
65 turnRight(r, 90.0, runMode); waitEndOfMovement(r);
66 moveForward(r, height, runMode); waitEndOfMovement(r);
67 turnRight(r, 90.0, runMode); waitEndOfMovement(r);
68 }
69 }
70
71 void doSquare(robot_t *r, float width, int runMode) {
72 doRectangle(r,width,width,runMode);
73 }
74
75 void doStairs(robot_t *r, int nbSteps, float width, int runMode) {
76 int i=0;
77 for(i=0;i<nbSteps;i++) {
78 moveForward(r, width, runMode); waitEndOfMovement(r);
79 turnRight(r, 90.0, runMode); waitEndOfMovement(r);
80 moveForward(r, width, runMode); waitEndOfMovement(r);
81 turnLeft(r, 90.0, runMode); waitEndOfMovement(r);
82 }
83 }
84
85
86 /*
87 * Utils
88 */
89
90 void waitPosition(robot_t *r, long Lpos, long Rpos) {
91 do {
92 readPosition(r->motors, r->idcon);
93 } while(!nearZero(Lpos - r->motors->L->position) ||
94 !nearZero(Rpos - r->motors->R->position));
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95 }
96
97
98 void waitEndOfMovement(robot_t *r) {
99 if(r->motors->mode==POSITION_MODE) {
100 waitPosition(r,r->motors->L->lastPositionOrder,r->motors->R->
lastPositionOrder);
101 do {
102 readSpeed(r->motors, r->idcon);
103 } while(r->motors->L->speed !=0 ||
104 r->motors->R->speed !=0);
105 }
106 }
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Titre: Développement des systèmes logiciels par transformation de 
modèles: Application aux  systèmes embarqués et à la robotique 
 Résumé  
Avec la construction des robots de plus en plus complexes, la croissance 
des architectures logicielles robotiques et l’explosion de la diversité toujours 
plus grande des applications et misions des robots, la conception, le 
développement et l’intégration des entités logicielles des systèmes 
robotiques, constituent une problématique majeure de la communauté 
robotique. En effet, les architectures logicielles robotiques et les plateformes 
de développement logiciel pour la robotique sont nombreuses, et sont 
dépendantes du type de robot (robot de service, collaboratif, agricole, 
médical, etc.) et de son mode d'utilisation (en cage, d’extérieur, en milieu 
occupé, etc.). L’effort de maintenance de ces plateformes et leur coût de 
développement sont donc considérables.  
Les roboticiens se posent donc une question fondamentale : comment 
réduire les coûts de développement des systèmes logiciels robotiques, tout en 
augmentant leur qualité et en préservant la spécificité et l’indépendance de 
chaque système robotique? Cette question induit plusieurs autres : d’une 
part, comment décrire et encapsuler les diverses fonctions que doit assurer le 
robot, sous la forme d’un ensemble d’entités logicielles en interaction? Et 
d’autre part, comment conférer à ces entités logicielles, des propriétés de 
modularité, portabilité, réutilisabilité, interopérabilité, etc.?  
A notre avis, l’une des solutions les plus probables et prometteuses à 
cette question consiste à élever le niveau d’abstraction dans la définition des 
entités logicielles qui composent les systèmes robotiques. Pour ce faire, nous 
nous tournons vers l’ingénierie dirigée par les modèles, et plus 
particulièrement la conception des DSML (Domain Specific Modeling 
Language).  
Dans cette thèse, nous réalisons dans un premier temps, une étude 
comparative des langages de modélisation et de méthodes utilisés dans le 
développement des systèmes embarqués temps réel en général. L’objectif de 
ce premier travail étant de voir s’il en existe qui puissent permettre de 
répondre aux questions susmentionnées des roboticiens. Cette étude, non 
seulement nous montre que ces approches ne sont pas adaptées à la définition 
des architectures logicielles robotiques, mais elle aboutit surtout à un 
Framework, que nous proposons et qui aide à choisir la (les) méthode(s) 
et/ou le(s) langage(s) de modélisation le(s) plus adapté(s) aux besoins du 
concepteur. Par la suite, nous proposons un DSML baptisé RsaML (Robotic 
Software Architecture Modeling Language), pour la définition des 
architectures logicielles robotiques avec prise en compte de propriétés temps 
réel. Pour ce faire, un méta-modèle est proposé à partir des concepts que les 
roboticiens ont l’habitude d’utiliser pour la définition de leurs applications. Il 
constitue la syntaxe abstraite du langage. Les propriétés temps réel sont 
identifiées à leur tour et incluses dans les concepts concernés. Des règles 
sémantiques du domaine de la robotique sont ensuite définies sous forme de 
contraintes OCL, puis intégrées au méta-modèle, pour permettre que des 
vérifications de propriétés non fonctionnelles et temps réel soient effectuées 
sur les modèles construits. Le Framework de modélisation EMF d’Eclipse a 
été utilisé pour mettre en œuvre un éditeur qui supporte le langage RsaML. 
La suite des travaux réalisés dans cette thèse a consisté à définir des 
transformations de modèles, puis à les utiliser pour implémenter des 
générateurs. Ces derniers permettent à partir d’un modèle RsaML construit, 
d’une part, de produire sa documentation et, d’autre part, de produire du code 
source en langage C. Ces contributions sont validées à travers un cas d’étude 
décrivant un scénario basé sur le robot Khepera III.  
Mots-clés : Architecture logicielle robotique, ingénierie dirigée par les 
modèles, langage de modélisation spécifique au domaine, système temps réel 
et embarqué, choix de méthode de conception, développement de système 
logiciel. 
 
 
 
 
 
 
 
 
 
Title: Software Systems Development by Model Transformation: 
Application to Embedded Systems and Robotics 
Abstract 
With the construction of increasingly complex robots, the 
growth of robotic software architectures and the explosion of ever 
greater diversity of applications and robots missions, the design, 
development and integration of software entities of robotic systems, 
constitute a major problem for the robotics community. Indeed, 
robotic software architectures and software development platforms 
for robotics are numerous, and are dependent on the type of robot 
(service robot, collaborative, agricultural, medical, etc.) and its 
usage mode (In cage, outdoor, environment with obstacles, etc.). 
The maintenance effort of these platforms and their development 
cost are therefore considerable. 
Roboticists are therefore asking themselves a fundamental 
question: how to reduce the development costs of robotic software 
systems, while increasing their quality and preserving the 
specificity and independence of each robotic system? This question 
induces several others: on the one hand, how to describe and 
encapsulate the various functions that the robot must provide, in the 
form of a set of interactive software entities? And on the other 
hand, how to give these software entities, properties of modularity, 
portability, reusability, interoperability etc.?  
In our opinion, one of the most likely and promising solutions 
to this question, is to raise the level of abstraction in defining the 
software entities that make up robotic systems. To do this, we turn 
to model-driven engineering, specifically the design of Domain 
Specific Modeling Language (DSML).  
In this thesis, we first realize a comparative study of modeling 
languages and methods used in the development of embedded real 
time systems in general. The objective of this first work is to see if 
there are some that can make it possible to answer the 
aforementioned questions of the roboticists. This study not only 
shows that these approaches are not adapted to the definition of 
robotic software architectures, but mainly results in a framework, 
which we propose and which helps to choose the method (s) and / 
or the modeling language (s) best suited to the needs of the 
designer. Subsequently, we propose a DSML called Robotic 
Software Architecture Modeling Language (RsaML), for the 
definition of robotic software architectures with real-time 
properties.  To do this, a meta-model is proposed from the concepts 
that roboticists are used to in defining their applications. It 
constitutes the abstract syntax of the language. Real-time properties 
are identified and included in the relevant concepts. Semantic rules 
in the field of robotics are then defined as OCL constraints and then 
integrated into the meta-model, to allow non-functional and real-
time property checks to be performed on the constructed models. 
Eclipse Modeling Framework has been used to implement an editor 
that supports the RsaML language. The rest of the work done in this 
thesis involved defining model transformations and then using them 
to implement generators. These generators make it possible from a 
RsaML model built, to produce its documentation and source code 
in C language. These contributions are validated through a case 
study describing a scenario based on the Khepera III robot. 
Keywords: Robotic software architecture, model-driven 
engineering, domain-specific modeling language, real-time and 
embedded system, choice of design method, software system 
development. 
 
