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Abstract. We define a smooth stationary Gaussian random field on a set S C RD(D >= l), 
for which, given a number of observations, the posterior expected integral over S and its 
variance are calculated analytically. These formulae are useful, for example, to dredging 
companies who want to use a small number of extremely expensive measurements to arrive 
at an estimate (and its accuracy) of the total content of soil layers 
1. INTRODUCTION 
A typical dredging project is the excavation of an area to a certain depth so as to create 
a harbour or canal. Frequently, the company who tenders the lowest offer will be allowed 
to do the job. 
Usually several soil layers have to be removed, containing sand, mud, clay or rock. The 
cost to remove such a layer is proportional to its content. Drilling information that can 
be used to obtain an estimate of the content is almost always scarce, and extremely 
expensive if not impossible to obtain. 
Thus, a dredging company is likely to specify a price which is either too high or too 
low. If the price is specified too high the company will probably not be granted the job 
since there is a severe competition, due to an enormous world-wide surplus of dredging 
material. If the price is set too low and the project is assigned to the company, it will 
incur a potentially substantial loss which is porportional to the error of the estimation. 
Facing the above problem, a Dutch dredging company posed the following challenge: 
A. Construct a mathematical model which, given a number of measurements of the thickness 
of a soil layer in different locations, answers the following questions: 
1. What is the thickness of the layer in other locations? 
2. What is the total quantity of soil in the area of interest? 
3. What is the accuracy of the above estimates? 
B. How can available expert-opinion be incorporated? 
Question A3 motivated the use of stochastic methods. A natural way to proceed (cf. 
Schagen [ 19791) is to specify a prior random field for the layer. The random field is 
probability distribution defined on a class of functions, in which the layer is assumed to 
be imbedded. Then the posterior random field is computed, conditional on the set of 
measurements in the observation points. 
Clearly, any question that can be asked about the layer can just as readily be asked about 
its prior and posterior counterpart. The prior properties have to be in accordance with 
known properties of the layer to assure that it provides a sound mathematical model; 
given the observations, the posterior properties of the field serve to answer the question 
Al, A2 and A3. Thus, for our problem the posterior expected value of the field in any 
location, the posterior expected value of the integral of the field over the area of interest, 
as well as their corresponding posterior variances are of special interest. 
In the literature various stationary Gaussian random fields are used as mathematical 
models. However, all these fields suffer from the serious drawback that the posterior 
expected value of the integral, as well as its variance, can only be computed using nu- 
merical approximation methods. To overcome this difficulty we will define a smooth 
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stationary Gaussian random field which we have not encountered in the literature sofar, 
whose sample paths are continuously differentiable infinitely often with probability 1, 
and for which the posterior expectation of the integral and its posterior variance can be 
calculated analytically. 
Currently we are building a Decision Support System, which is based on the mathematical 
framework described above. Due to the analytical formulae for the quantities of interest, 
the system is very user-friendly with respect to the response-time. Expert-knowledge 
about layers is incorporated in the system through so-called fictive measurements which 
are of vital importance for the estimation of the unknown parameters of the field. 
2. STATIONARY GAUSSIAN RANDOM FIELDS 
A random field can be viewed as a probability distribution on a space of functions, called 
realizations or sample paths. For n points ~1,. . . , z, in the domain S, the function 
values f(zr),... , f(q) will have a joint n-dimensional distribution. The collection of 
all these joint distributions for all possible values of n and zr, ... ,x, constitutes the 
family of finite-dimensional distributions of the field. A random field is called Gaussian 
if each member of the family is multivariate Gaussian. These field are characterized by 
the mean- and covariance function: 
CL(x) =W(X)) (x4 
r(x, Y) = W(x) - P(X)1 . If(Y) - P(Y)l) (2, Y4 (2) 
A Gaussian field is called stationary or homogeneous if its convariance function onIy 
depends on t = x - y, and if the mean function is equal to a constant. 
Conversely, we can define a stationary Gaussian field by specifying a constant p, and a 
nonnegative definite function r(t). Then, due to a famous result of Kolmogorov [1933], 
there exists a stationary Gaussian random field possessing p and r(t) as mean- and 
covariance functions. Furthermore, an important result of Bochner 119331 states that 
a function is nonnegative definite i.f.f. it is the characteristic function of a distribution 
function. Thus, the following characteristic functions may serve as a covariance functions 
r(x - y) = CT2 . rl,D=, exp { -I$$} 
r(x - y) = u2 . II,D=, exp {-i (y)2] > (4 
where xd denotes the d-th component of the vector x. 
The random fields with covariance functions (3) and (4) which correspond respectively to 
the characteristic functions of the product of D independent Cauchy- and Gaussian dis- 
tributions are well known. The stationary field with covariance function (5) corresponds 
to the characteristic function of the product of D independent bilateral exponential dis- 
tributions (cf. Feller [1971]). 
From the theorems in the book of Cramer and Leadbetter [1967] it follows that the 
realizations of the field with covariance function (3) are continuous with probability 1. 
The realizations of the fields with covariance function (4) and (5) can be proven to be 
continuously differentiable infinitely often with probability 1, so that these field are good 
mathematical models for the soil layers of interest, possibly with the exception of thin 
rocklayers in a small region. 
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We only describe the results which have been obtained with the field with covariance 
function (5). First, the parameters or, a2 and /.L, o2 have to be determined. Suppose o1 
and o2 are given. Then, given the n = 10 real measurements the maximum likelihood 
estimates of /.L and u2 are: 
i=l j=l i=l j=l 
&LE = %j:~(fi-B)-‘1;l.(fj-p)- 
z=lj=l 
(12) 
Thus, given our choice of a1 and 02, and the resulting maximum likelihood estimates of 
p and a2 we can compute the difference Ai of a fictive measurement and the posterior 
expected value in this point (; = 1, . . . ,15). Our procedure is to choose values for a1 
and cr2 for which the sum of squared errors c& AT is minimal. The rationale of this 
procedure is as follows. The values of CY ’ and o2 determine how the correlation between 
the function values of two points decreases as a function of the distance between the 
points (c.f. (5)). H ence, these values determine the rate in which the prior assumptions 
are abandoned in favour of the 10 real observations. The procedure will be incorporated 
in a decision support sytem that will assist the dredging company in arriving at a proper 
tender price. 
M~Jnr~ AYRR. 
Prior expected content 1.25 x 10Gm3 (3) 
Posterior expected content 1.21x10em3 
Prior standard deviation 0.24 x 106m3 
Posterior standard deviation 0.05x106m3 
a1 120.0 
iii) 
2 120.0 
maximum likelihood estimate p 5.0 (12) 
maximum likelihood estimate (T 2.0 (13) 
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