Closed-circuit television inspection technology is traditionally used to identify aging sewer pipes requiring rehabilitation. While these inspections provide essential information on the condition of pipes hidden from day-to-day view, they are expensive and often limited to small portions of an entire sewer system. Municipalities may benefit from utilizing predictive analytics to leverage existing inspection datasets so that reliable predictions of condition are available for pipes that have not yet been inspected. The predictive capabilities of data mining systems, namely support vector machines (SVMs) and decision tree classifiers, are demonstrated using a case study of sanitary sewer pipe inspection data collected by the municipality of Guelph, Ontario, Canada. The modeling algorithms are implemented using open-source software and are tuned to counteract the negative impact on predictive performance resulting from class imbalance common within pipe inspection datasets. The decision tree classifier outperforms SVM for this classification task -achieving an acceptable area under the receiver operating characteristic curve of 0.77 and an overall accuracy of 76% on a stratified test set. Although predicting individual pipe condition is a notoriously difficult task, decision trees are found to be a useful screening tool for planning future inspection-related activities.
INTRODUCTION
Sewers play a crucial role in the day-to-day operations of modern cities as they convey enormous volumes of wastewater to treatment centers for safe processing and disposal. Individual pipes within a sewer system often remain in operation well beyond their typical design life of 50-75 years and a growing list of evidence suggests unchecked deterioration of this infrastructure is causing significant harm to the natural environment.
The cracks, holes and fractures that form in aging sewer pipes allow raw, untreated wastewater to leak/exfiltrate into the surrounding environment. As an example, the exfiltration rate for the approximately 850,000 km of sewer pipe currently in operation in Germany is reportedly 6% of the average daily flow, equating to 300 million m 3 of leakage per year (Scheyer et al. ) . Exfiltration rates in Infiltration of groundwater into sanitary sewer pipes through defective joints, cracks and fractures is also cause for concern as these pipes are only designed to convey wastewater. Excess amounts of infiltration can overload the sanitary sewer system during periods of wet weather, thereby forcing a system overflow. Sanitary sewer overflows are a widespread problem in North America, with an estimated 75,000 occurring every year in the USA, resulting in an annual discharge of several billion gallons of untreated wastewater into the environment (EPA ). An increase in wastewater treatment costs will also be directly related to the amount of water that enters a sanitary sewer system as a result of infiltration. The pumps involved with wastewater treatment will need to work harder to handle the increased load which puts unneeded strain on these expensive pumps and shortens their life expectancy. Infiltration is also known to increase the failure probability of adjacent infrastructure, such as paved roads (Kuo et al. ; Karpf & Krebs ) . The potential damage from the collapse of an aging sewer pipe can therefore be significant, as in addition to environmental pollution, the collapse may also cause severe interruptions to service and traffic (Zhao ) . Furthermore, an unexpected sewer pipe collapse can result in expensive emergency repairs having an average unit cost 3.6 times higher than the average unit cost of non-emergency rehabi-
The general consensus among the wastewater industry is that an 'out-of-sight out-of-mind' approach to sewer 
BACKGROUND INFORMATION ON SEWER PIPE CONDITION MODELING
The majority of sewer deterioration models have been foundationally based on statistical theory. Binary logistic regression models were developed to predict deficiency probability for sewers in Edmonton, Alberta but no good- (Table 1) , and a Gini purity criterion is determined for each potential split for a two-class problem
where n 11 ¼ the count of class 1 instances greater than the split point, n 21 ¼ the count of class 1 instances less than or equal to the split point, n 1þ ¼ the total number of instances in class 1, n 12 ¼ the count of class 2 instances greater than the split point, n 22 ¼ the count of class 2 instances less than or equal to the split point, n 2þ ¼ the total number of instances in class 2, n þ1 ¼ the total number of instances greater than the split point, n þ2 ¼ the total number of instances less than or equal to the split point, and n ¼ the total number of instances. The CART algorithm evaluates all possible split points and partitions the dataset using the split point resulting in the minimum Gini purity criterion (Kuhn & Johnson ) . The tree grows larger as this process continues for each newly created partition until the data cannot be split any further. Eventually, branches of the tree are pruned away using a complexity parameter that is a function of the number of leaves in the tree and the result- A complete list of modeling inputs/attributes contained within the inspection dataset used for model development is presented in Table 2 . Stratified random sampling was 
Implementing the algorithms
The SVM model was developed using the 'kernlab' package (Karatzoglou et al. ) and tuned using the 'caret' package (Kuhn ) within the open source software environment R. used to project the data
The general purpose radial basis function (RBF) kernel was
where k is the kernel function, a and b represent two instances of pipe condition and σ is a hyper parameter that is automatically determined using an algorithm within the 'kernlab' package. An additional cost parameter (C ) included as part of the SVM optimization objective function for the RBF kernel was optimally determined using three repeats of 10-fold cross-validation of the training dataset.
Predictor inputs presented to the SVM were centered and scaled to have a mean of zero and standard deviation of one. Recursive feature elimination was implemented to identify the predictive benefit of removing any noninformative predictors.
The CART algorithm was implemented using the 'rpart' 
Evaluating predictive performance
Continuous valued predictions in the form of a class membership probability between 0 and 1 generated by the models are used to establish predictions of pipe condition (good vs. bad) using a default classification threshold/ cutoff of 0.50 and predictive performance on a dataset with known class labels can be evaluated using the confusion matrix shown in 
When dealing with class imbalance, accuracy on its own can be misleading as a trivial classifier that predicts every pipe as belonging to the majority good class can achieve high accuracy. The accuracy metric assumes false positives and false negative errors have the same costs, when in reality false negatives will have more severe consequences. As a result, a series of alternative metrics should be used when evaluating predictive capability
A useful visual tool for contrasting the predictive performance of two models is the receiver operating characteristic (ROC) curve, which is a plot of the TPR and FPR achieved across the full continuum of probability thresholds that could be used to make discrete class predictions. The area under the ROC curve can be used to gauge model performance, where perfect models have an area under the ROC curve of 1 and random models have an 
RESULTS

Support vector machine model
The SVM model achieving the highest area under the ROC curve during three repeats of 10-fold cross-validation of the training dataset had the following parameters: full-set of input predictors, σ ¼ 0.09, C ¼ 256, support vectors ¼ 381, and area under ROC curve ¼ 0.69. The test set confusion matrix using this optimal SVM design and the default classification threshold of 0.50 is shown in Table 5 (a).
Although overall accuracy was 89%, the confusion matrix indicates the algorithm focused entirely on correctly classifying the majority class, resulting in a true positive rate of 0%.
An optimal classification threshold derived from the point closest to the top left of the evaluation set ROC curve was 0.11 (Figure 1) . The test set confusion matrix obtained when using this optimal threshold to reclassify predictions of condition in the test set is shown in Table 5 (b).
This optimal threshold results in the following performance metrics on the test set: TPR ¼ 83%, TNR ¼ 54%, accuracy ¼ 58% and an area under the ROC curve ¼ 0.72.
Decision tree classifier
The decision tree classifier achieving the highest area under the ROC curve during three repeats of 10-fold crossvalidation of the training dataset had a complexity parameter for pruning of 0.002 and achieved a cross-validated area under the ROC curve of 0.71. A visual depiction of the decision tree is provided in Figure 2 . The test set confusion matrix using this optimal SVM design and the default classification threshold of 0.50 is shown in Table 6 (a). Although overall accuracy was 89%, the confusion matrix indicates the algorithm focused on correctly classifying the majority class, resulting in a true positive rate of only 5%. 
Actual condition Good (À) 1 323 Actual condition Good (-) 148 176 In terms of knowledge discovery, the branches and leaves of the decision tree provide insight into the role of various pipe-specific attributes on determining pipe condition. The root of the decision tree shown in Figure 2 indicates 11% of the pipes in the training set were in bad condition and 89% were in good condition. The first split of the tree off of this root node illustrates the influence of time on pipe condition, with 5% of inspected pipes less than 50 years old being in bad condition (node 2) compared to 24% of those more than 50 years old found to be in bad condition (leaf 3). Nodes 4 and 5 of the decision tree indicate pipe burial depth influences the likelihood of older pipes being in a structurally deteriorated condition state. Pipes more than 50 years old with burial depths less than 1.9 m have a 42% chance of being in bad condition (node 4) compared to a 21% chance for pipes 
Screening pipes for future inspection
The decision tree classifier can be used to predict the condition of uninspected pipes in the Guelph system. Of the more than 4,000 uninspected pipes (the large majority of which are less than 50 years old), a total of 876 pipes are classified as being in bad condition. For the next round of inspection, the municipality can choose to inspect all 876 predicted bad condition pipes, knowing that some of them will actually be in good condition. Alternatively, the municipality can use the class probability scores output by the decision tree to select a subgroup of predictions that have a higher proportion of bad pipes than in the original dataset.
This approach is similar to one taken when advertising 
Actual condition Good (-) 0 324 Actual condition Good (-) 79 245
Area under ROC curve ¼ 0.78 Area under ROC curve ¼ 0.78 
The impact of dataset size
A sensitivity analysis can be carried out to examine the potential to develop decision tree models using less extensive datasets as such models would be useful for those municipalities in the early stages of a planned inspection programe. Guelph's original inspection dataset can be split into two -the first containing 30% of the original dataset 
