1
Introduction
In the present information driven competitive world, multi-criteria decision making methods are becoming essential for managers and decision-makers to choose the best alternative among various alternatives that satisfies the different criteria (Stewart, 1992; Huede et. al, 2006) . The usage of multi-criteria decision making started in the early 1970. Among the various techniques proposed, the Analytic Hierarchy Process (AHP) proposed by Saaty (1980) seems to be very popular and has been applied in wide variety of areas starting from planning, selecting a best alternative, resource allocations, resolving conflict, optimization, etc. (Zahedi, 1986; Vargas, 1990; Vaidya and Kumar, 2006; Hulle et al., 2013; Rahmani and Keshavarz, 2015) . However, several limitations of AHP have also been reported in the literature, including rank reversal or condition of order preservation etc. (Watson and Freeling, 1982; Belton and Gear, 1983; Holder, 1990; Dyer, 1990; Salo and Hämalainen, 1997; Ramanathan and Ramanathan, 2011) . Belton and Gear (1983) have reported in their note that greater attention is essential in deriving priorities and the associated scaling to enhance the initial proposed AHP method. This has stimulated an interest in alternative methods of performing the calculations required in the AHP.
The AHP proposed by Saaty (1980) typically uses the so called Eigenvector Method (EM) for deriving priorities of elements from a pairwise comparison matrix (PCM).
Several methods are available to estimate priorities of elements from a PCM, the EM being the most common. Since the PCMs involve the use of human judgements, procedures to check the consistency of judgements is considered an important requirement while computing the priorities, as the priorities estimated from highly inconsistent judgements seem to be unreliable for further use. Since  max is automatically computed in the EM, computing CR is not a serious issue when EM is used to estimate priorities. However, EM is not the only method for estimating priorities from PCMs. Several alternatives to EM have been reported in the literature and it is reviewed in section 2. Till date a great deal of research has been carried out on alternative methods of deriving priorities from PCM in AHP. Recent study showed that simple equations or procedures for evaluation outperformed human judgment by at least 25% (Soll et al., 2015) .
One of the most attractive features of AHP is its ability to estimate the consistency of comparative judgements provided by the decision maker. Suppose a ij represents the elements in row i and column j of a pairwise comparison matrix denoted as A. The matrix is said to be consistent if it satisfies the following rules. , 1985) , LP based procedure (Chandran et al., 2005) , CCMA (Wang et al., 2007) and DEAHP (Ramanathan, 2006) . Though  max can be calculated in principle irrespective of the priority derivation methods employed, it requires sophisticated calculations. Golub and Vorst (2000) in their latest paper stated that numerical computation of the eigenvectors is more delicate and that leads to many challenging numerical questions on computing eigenvalues and eigenvectors in an efficient manner and accurate way. As mentioned earlier, the advantage of consistency check using the procedure suggested in Saaty (1980) is that the RI values were based on simulation and have been widely accepted. The disadvantage is that it requires estimating of  max , which is difficult to measure when priorities are calculated by methods other than EM. Hence, we propose a simple heuristics procedure to estimate  max . The heuristics procedure can be performed using simple hand calculations and is independent of priority derivation method used. Thus, the proposed heuristics procedure can be used to check the consistency of PCM when EM is used, DEAHP is used, LLSM is used or LP method is employed for deriving priorities. The formula for estimating  max for a matrix of size n x n is the following. 
Simplifying by substituting n = ) (
Therefore generalised derivation of max  for n x n size is The above formula is based on (1) estimating initial values of priorities for a given PCM using row geometric mean procedure of Crawford and Williams (1985) , (2) estimating  max for each row using the eigenvector formula, and (3) averaging arithmetically the n values of  max thus obtained. 
Appendix 1 illustrates calculation of  max and CR for a PCM of size 4.
Verifying the accuracy of the proposed heuristics procedure
The accuracy of (Eq.1) in correctly estimating the largest eigenvalue of a PCM is verified in this section using simulation. and (Eq. 2) provide the correct value of  max . However, for inconsistent matrices, the accuracy of (Eq.1) and (Eq.2) in correctly estimating  max varies. The accuracy also depends on the size of the matrix. We have used simulation to estimate the ability of (Eq. 1) and (Eq. 2) in correctly estimating  max . The simulation experiment is explained below.
The simulation experiment
The simulation experiment has been carried out using Microsoft Excel. Matrices of different sizes were generated randomly using random number function of Excel. The maximum value of an element of a matrix is set to 9 to reflect the 1-9 scale of Saaty (1980). The reciprocal property (a ji = 1/a ij ) and the diagonal property (aii = 1) of PCM were forced. The exact value of  max of a PCM was estimated using the Poptools 
Error
. The results are shown in Table 2 .
The significance of the proposed procedure in terms of percentage deviation is shown in last column of Table 2 to make the reader understand in a better way.
[Insert Table 2 about Here]
Thus, based on the random matrices used in the simulation experiments, the proposed heuristics procedure is able to estimate the correct value of the largest eigenvalue with errors less than 1% and accuracy more than 99%. This accuracy, coupled with the ease of calculation, makes the proposed heuristics procedure appealing to calculate  max and hence the consistency ratio of a pairwise comparison matrix.
Implications on re-engineer decision making process
Recently studies are exploring how to re-engineer decision making process that involves subjective and objective data (Davenport, 2010) . The process needs simple heuristics procedure to evaluate the consistency of human judgements that are based on insufficient motivation and cognitive biases (Soll et al., 2015) . Mostly manager need simple stories from a huge set of data that could use common sense methodology to make quick decisions. In a way this could prevent making expensive mistakes that are due to cognitive biases in a short span of time (Beshears and Gino, 2015) . Hence our proposed procedure will be handy to check the consistency of experts' views during decision making process and to avoid expensive mistakes. Several global firms such as Google, UPS and Walmart had re-engineered their decision making process and used simple heuristics procedure to increase their profitability and customer satisfaction (Davenport, 2010) . 
APPENDIX 1 ILLUSTRATION OF THE HEURISTIC PROCEDURE
This section illustrates the simple heuristics procedure used to derive the largest eigenvalue and consistency index with a 4 x 4 and 8x8 size matrices. ( * * * * ) (0.33*0.14*0.16*0.25*0.25*0.5*1*1) 0.35 0.14 (1* 2*1*3*5*5*3*3) 2.46 ( * * * * ) 
