This paper studies a random linear system with arbitrary input distributions, whose constrained capacity is recently derived in literature. However, how to find a practical encoder and receiver to achieve this capacity still remains an open problem. In this paper, we establish an area property for AMP in coded systems. With the correctness assumption of state evolution, the achievable rate of AMP for the coded random linear system is analyzed following the code-rate-minimum mean-square error (MMSE) lemma. We prove that the low-complexity AMP achieves the constrained capacity based on matched forward error control (FEC) coding. As a byproduct, we provide an alternative concise derivation for the constrained capacity by taking advantage of the properties of AMP. As examples, Gaussian, quadrature phase shift keying (QPSK), 8PSK, and 16 quadrature amplitude modulation (16-QAM) inputs are studied as special instances. We show that the designed AMP receiver has a significant improvement in achievable rate comparing with the conventional Turbo method and the state-of-art separate detection and decoding scheme. Irregular low-density parity-check (LDPC) codes are designed for AMP to obtain capacity-approaching performances (within 1 dB away from the capacity limit).
I. INTRODUCTION
Consider a standard linear model
where y ∈ C M×1 is a vector of observations, A ∈ C M×N an observation matrix, x a vector to be estimated and n ∼ CN (0, σ 2 I M ) a vector of Gaussian additive noise samples. The entries of x are independent and identically distributed (IID) with zero mean and unit variance. If {x k } are IID Gaussian (IIDG), the optimal solution is the standard linear minimum mean square error (MMSE) estimate. For other distributions of {x k }, finding the optimal solution is generally NP hard [1] , [2] . Approximate message passing (AMP), derived from belief-propagation (BP) with Gaussian approximation and first order Taylor approximation, has attracted extensive research interest for the problem in (1) . A basic assumption of AMP is that A has IIDG entries. This assumption will hold throughout this paper.
It has been shown via state evolution (SE) analysis that AMP can achieve MMSE for any IID input distribution under certain asymptotic conditions [18] , [19] . AMP does not involve matrix inversion, so its complexity is low. Due to these properties, AMP has been studied for various signal processing applications [5] - [18] . AMP also provides a promising tool for communication systems such as massive multiple-input multiple-output (MIMO) systems.
The SE analysis of AMP was originally derived for un-coded systems. It involves the local transfer functions, denoted by φ and ω, for the two local processors. (More details will be provided later.) AMP converges to MMSE when φ and ω have only one fixed-point within range 0 < v < 1, where v is the residual variance of estimation error [18] , [19] . The conditions for such optimal performance are investigated in [18] .
AMP has also been studied for forward error control (FEC) coded systems, but most related works are simulation based [20] - [22] . There is still a lack of rigorous analysis on the information theoretical limit of AMP in coded systems.
In this paper, we study the achievable rates of AMP in coded systems. For convenience of discussion, we define two classes of optimality for a receiver for the system in (1) .
• A receiver is MMSE-optimal if it can achieve MMSE when x is an IID sequence.
• A receiver is capacity-optimal if it can achieve error free performance for a coded x with rate up to mutual information I(x; y). Note that here I(x; y) gives the constrained capacity of the system in (1) where the constrained is that all the entries of x have the same fixed distribution P x (i.e., no pre-coding matrix and water-filling at the transmitter side).
According to our discussions earlier, AMP is MMSE-optimal if φ and ω have only one fixedpoint within range 0 < v < 1 [18] , [19] . Whether or not AMP is also capacity-optimal is still an open problem. To this end, let us consider two receiver structures in Fig. 1. Fig. 1(a) involves an AMP detector followed by a separate FEC decoder. Assuming that AMP is MMSE-optimal, we can evaluate the achievable rate based on the results in [23] , [24] . It can be verified the system is in general not capacity-optimal in this case. The focus of this paper is on the receiver structure in Fig. 1(b) . It involves iterating between AMP and an FEC decoder. More details on this structure will be given in Section III. For convenience, we will refer to this structure as "turbo-AMP", due to its resemblance to the celebrated turbo receiver [25] , [26] . Our discussions are based on the following background works: (i) the I-MMSE relationship between mutual information and MMSE [27] , [28] , (ii) the area property of turbo-type systems [29] - [31] , (iii) the MMSE-optimality of AMP [18] , [19] , and (iv) the constrained capacity for (1) recently derived in [32] , [33] .
We use φ and ω to characterize the two local processors in turbo-AMP, namely, AMP and the FEC decoder in Fig. 1(b) . Similar to [29] - [31] , the performance of turbo-AMP can be optimized by matching φ and ω. The achievable rate can be analyzed using an area property similar to that for low density parity check (LDPC) decoders [29] , [30] . However, there is a key difference.
The area property for LDPC decoders is based on the so-called extrinsic information, for which perfect matching has been assumed. We will see that perfect matching is not possible for turbo-AMP: there is an inherent gap between φ and ω. Interestingly, we will show that turbo-AMP is capacity-optimal with this gap.
The main contributions of this paper are summarized as follows.
• We explain the inherent gap between φ and ω and establish an area property for turbo-AMP with this gap. We derive the achievable rate based on matched FEC coding and show its coincidence with the constrained capacity. The discussions in this paper establish a connection between MMSE optimality and capacity optimality for AMP.
• We develop a matched coding strategy for an AMP based iterative receiver. We provide numerical results to demonstrate the efficiency of this approach. As a direct application, this finding provides a new direction to enhance the performance of MIMO systems.
• We show that a conventional turbo receiver is in general suboptimal for the system in (1) with non-Gaussian signaling.
• As a byproduct, we provide an alternative derivation for the constrained capacity of the system in (1). This capacity has been recently derived in [32] , [33] . The approaches taken in this paper is more concise, taking advantage of the properties of AMP.
A. Notation
Boldface lowercase letters represent vectors and boldface uppercase symbols denote matrices. I(x; y) for the mutual information between x and y, I for the identity matrix with a proper size, a H for the conjugate transpose of a, a for the 2 -norm of the vector a, |A| for the determinant of A, Tr(A) for the trace of A, A ij for the ith-row and jth-column element of A, N (µ, V ) for Gaussian distribution with mean µ and covariance V , E{·} for the expectation operation over all random variables involved in the brackets, except when otherwise specified. April 3, 2019 DRAFT E{a|b} for the expectation of a conditional on b, var{a} for E (a − E{a}) 2 , mmse{a|b} for
x i /N , and η (r) = ∂ ∂r η(r).
B. Paper Outline
This paper is organized as follows. Section II gives the linear system model, AMP and some preliminaries including the properties of AMP, the I-MMSE lemma, and the constrained capacity.
Section IV proves the capacity optimality of AMP. Numerical results are shown in Section V. Un-coded linear system: transmitter and AMP receiver, where "Demodulate" and LD in (b) correspond to "Modulate" and "Ax + n" in (a) respectively. Fig. 2 (a) shows a system involving modulation and the linear model in (1) . We write {x i ∼ P x , ∀i} for un-coded x. We assume that A is IIDG with A ij ∼ CN (0, 1/M ) 1 . In this paper, we consider a large system with M, N → ∞ and a fixed β = N/M . The transmit signal-to-noiseratio (SNR) is defined as snr = E{ x i 2 }/E{ n j 2 } = σ −2 . We assume that A is known at the receiver, but unknown at the transmitter 2 . 1 In fact, it can be easily extended to a more general case Aij ∼ CN (0, σ 2 a /M ), where σ 2 a is finite. In this case, we can rewrite the system to y = σ −1 a y = A x + n = σ −1 a Ax + σ −1 a n, where A ij ∼ CN (0, 1/M ) and n ∼ CN (0, σ 2 σ −2 a I). Then, all the results in this paper are still valid by replacing σ 2 with σ 2 σ −2 a . For example, if Aij ∼ CN (0, 1/N ), we replace σ 2 by βσ 2 to make the results of this paper be valid. AMP [4] is given by the iterative process below (initialized with t = 0 and s 0 = r 0 Onsager = 0):
II. AMP AND PRELIMINARIES

A. AMP
where η(r t ) is an MMSE demodulate function, and r t Onsager is an "Onsager term" defined by
B. State Evolution (SE) of AMP
As shown in Fig. 3 , LD and NLD are characterized by
Then, the iterative process and the SE can be written as
For LD of AMP [3] ,
It has been proved that r t is IIDG for AMP for an un-coded system with IIDG input x [3] .
Property 1 (IIDG [3] ): In AMP, the entry of NLD be treated as r = x + ρ −1/2 z with z ∼ CN (0, I) independent of x, and the transfer function of NLD is given by For Gaussian signaling x ∼ CN (0, 1),
For any discrete constellation S = {s 1 , · · · , s |S| } with probability {q l } |S| l=1 [34] ,
where the integral is over the complex field. For example, for quadrature phase-shift keying
, it can be simplified to
C. MMSE Optimality of AMP Theorem 1 (MMSE [18] , [19] ): AMP converges to MMSE if ω(ρ) = φ −1 (ρ) has only one unique solution.
Letx(y, snr) = E{x|y, x i ∼ P x , ∀i} be the conditional mean of x given y and {x i ∼ P x , ∀i}.
From Theorem 1, the MMSE is given by
. Graphic illustration of an un-coded AMP, where φ −1 is given in (5) and ω is defined in (6) . The iterative process of AMP is illustrated by the evolution trajectory, and the fixed point (ρ * , v * ) gives the MMSE.
where ρ * is the unique solution of Therefore, the conclusions of this paper will be applicable to the corresponding range of these parameters derived in [18] (see Table I and Table II in [18] ).
D. I-MMSE Relationship
The following lemma, proved in [27] , establishes the connection between MMSE and the constrained additive white gaussian noise (AWGN) channel capacity. given √ sx + z and x ∼ P x . Then, the constrained channel capacity C is given by
Assume x is uniformly taken over S = {s 1 , · · · , s |S| }. Then, as snr → ∞, the constrained capacity in (9) is equal to the entropy of S, i.e., C = log |S|. Theorem 2 will be used to derive the code-rate-MMSE lemma. Furthermore, the connection between MMSE and the constrained capacity of a linear system is given in [27] as follows. Theorem 3 (Vector I-MMSE [27] ): Consider a system y = √ snrAx + z where x ∼ P x and z ∼ CN (0, I), and letx(y, snr) = E{x|y, x ∼ P x } be the conditional mean of the un-coded
x given y and x ∼ P x . Then, the constrained capacity of this system is given by
where M Ax (ρ) ≡ 1 N E{ Ax − Ax(y; ρ) 2 } is referred as the measurement MMSE of Ax.
E. Constrained Capacity
We now return to the constrained capacity of the linear system in (1) where the constrained is that all the entries of x have the same fixed distribution P x . This constrained capacity is related to the measurement MMSE as derived in [33] , which is summarized below. Theorem 4 (Measurement MMSE [33] ): Consider a system in (1) with A ij ∼ CN (0, 1/N ) and n ∼ CN (0, ∆I). The measurement MMSE of this system is given by
Theorem 5 (Constrained capacity [32] , [33] ): Consider a real system in (1) with A ij ∼ N (0, 1/N ) and n ∼ N (0, I). Assuming that the signal distribution P x satisfies the single-crossing property, the constrained capacity of this system is given by
where δ = N/M , I X (s) = I(X; √ sX+N ), and z is the unique solution of z = mmse X (δ/(1 + z))
with mmse X (s) = mmse(X| √ sX + N ).
III. CAPACITY OPTIMALITY OF AMP
In this section, we investigate the achievable rate for joint AMP and FEC decoding with error free performance. The LD is the same as that of standard AMP given in (2a), while NLD is changed accordingly: (i) r t is first demodulated and decoded by an a-posteriori probability (APP) decoding, obtaining u(r t ); (ii) then u(r t ) is Gaussian modulated (by E{x|u(r t )}) and sent to LD. Thus, the NLD in coded AMP is replaced by η C (r t ) = E{x|u(r t )}.
Property 1 shows that r t is IIDG for AMP when x is not coded. The main discussions of this paper are based on the conjecture that this IIDG property also holds for AMP for a coded system.
Assumption 1 (Approximate IIDG):
The entry of NLD can be treated as r = x + ρ −1/2 z with z ∼ CN (0, I) independent of x, and the transfer function of NLD is replaced by
B. Area Property
Based on Theorem 2, the connection between MMSE and the code rate was derived [28] . Let the code length be N and code rate R = K/N . The intuition is that we treat the code-book C = {c 1 , · · · , c 2 K } as a uniformly distributed N -dimension constellation with 2 K discrete points.
As snr → ∞, the total constrained capacity equals to the entropy of C, i.e., C tot = log(2 K ) = K, and the constrained capacity per dimension is C tot /N = K/N , which is the code rate. Lemma 1 (Code-Rate-MMSE [28] ): Let x be a length-N codeword in C. Then, the code rate R of C is given by
where Ω C (ρ) is defined in (13), obtained by APP decoding.
C. Achievable Rate Maximization
For un-coded NLD, AMP converges to a non-zero fixed point (ρ * , v * ), which is determined
by Ω S . Fig. 6 shows the trajectory when NLD involves FEC decoding, where Ω S is replaced by Ω C . Since locally optimal decoding should do better than symbol-by-symbol demodulation,
As shown in Fig. 6 , the iterative process is error-free if and only if Ω C and φ −1 has no intersection at v < 0. Hence, we have the error-free condition below. 6 . Graphic illustration of coded AMP, where ΩS is a demodulation function (un-coded case) and ΩC is a decoded NLD (coded case). The iterative process of coded AMP is illustrated by the evolution trajectory between φ −1 and ΩC.
Property 2 (Error-free): An AMP receiver is error-free if and only if
and Ω C (ρ) = 0 for ρ > φ(0), where φ(0) = snr from (5) .
As shown in Fig. 7 , we define a feasible coded NLD for AMP
and Ω * C (ρ) = 0 for ρ > snr. Property 2 and (15) can be summarized to
Assuming that there exists such a code whose NLD matches with Ω * C , i.e. Ω C = Ω * C , the achievable rate of AMP is
Following (18), we have
i.e., R AMP gives the maximum achievable rate of the coded AMP. If Ω S (ρ) = φ −1 (ρ) has a unique fixed point ρ * and v * = Ω S (ρ * ) , Fig. 7 . Graphic illustration of maximum achievable rate of AMP and the optimal coded NLD. The maximum achievable rate of AMP equals to the constrained capacity, which is given by the area bounded by ΩS and φ −1 .
D. Capacity Optimality
Theorem 6 (Capacity Optimality): Assume Ω S (ρ) = φ −1 (ρ) has a unique positive solution,
and there exists such a code whose NLD matches with Ω * C (ρ). Then R AMP = C, i.e., AMP achieves the constrained capacity in (23) .
Theorem 6 shows the capacity optimality of AMP in coded systems based on matched FEC coding. Furthermore, the MMSE NLD never matches with LD, and the optimal choice of Ω C (ρ)
is Ω * C (ρ) (see the solid green curve in Fig. 7 ) rather than φ −1 (ρ). Therefore, in practice, the FEC code should match with Ω * C (ρ), which is the code design principle for AMP. When multiple fixed points exist (e.g. Ω S (ρ) = φ −1 (ρ) has multiple positive solutions), (23) is not the constrained capacity any more and (21) does not hold also, but (19) is still an achievable rate of AMP. In this case, whether AMP is capacity achieving still remains unknown.
E. Proof of Theorem 6
The following lemma gives the measurement MMSE and constrained capacity of the system in (1), by taking advantage of the properties of AMP.
Lemma 2 (Measurement MMSE and Constrained Capacity):
Assuming ω(ρ) = φ −1 (ρ) has a unique positive solution ρ * (see (8) ), the measurement MMSE of system (1) is given by
and the constrained capacity of the system in (1) is given by
Proof: See APPENDIX A.
Note that constrained capacity in (23) is a function of P x , since the MMSE ω(·) and the fixed
We have C = R AMP letting ω = Ω S in Lemma 2. Hence, we get Theorem 6. Since the expressions of the measurement MMSE and the constrained capacity in Lemma 2 are different from that in Theorem 4 and Theorem 5, we give the lemma below to show their consistency. It should be emphasized that the derivation of the constrained capacity in Lemma 2 is more concise than that in [32] , [33] , since it uses the properties of AMP. Even though the proof of these properties of AMP is also complicated, Lemma 2 reveals the connection between the constrained capacity and the properties of AMP.
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F. Code Existence
In this paper, we conjecture that there exists such codes matching with the monotonically decreasing function Ω * C . For Gaussian signaling, this conjecture can be rigorously proved. Lemma 4: Assume φ(ρ) satisfies the following regularity conditions:
has only one positive solution ρ * p for any p ∈ (0, 1]; (iv) continuous and differentiable in [ρ * 1 , ∞) except for a countable set of values of ρ; There exists an n-layer superposition coded modulation (SCM) code with rate R n and NLD {Ω Cn (ρ) ≤ Ω * C (ρ), ∀ρ ≥ 0, ∀n}, and as n → ∞,
Proof: See Appendix C.
Note that φ −1 (ρ) satisfies all the conditions in Lemma 4. Thus, the achievable rate of AMP can achieve R AMP .
In practice, such a code can be obtained by adjusting the check matrix. For example, in LDPC codes, one can approach the desired code by changing the edge distributions at the check node and variable node. We will provide some numerical results to verify this conjecture. See the curve matching in Fig. 12 and Fig. 14 in Section IV, where the designed NLD curves match well with Ω * C .
G. Area Properties
Based on the above discussions, we can obtain some interesting area properties as illustrated in Fig. 8 .
(i) Area AFQO gives the constrained capacity C of the random linear systems and also the achievable rate of AMP, with the assumptions that Ω S (ρ) = φ −1 (ρ) has a unique positive solution and there exists such a code whose NLD transfer curve matches with Ω * C (ρ). (ii) Area AFHO gives the achievable rate of cascading AMP [23] , [24] . In this case, the MMSE optimal detection is considered, but there is no iteration between detector and decoder.
(iii) Area FQH gives the rate loss with cascading detection and decoding.
(iv) Area FGQ gives interference rate loss, since as β → 0, LD moves to the interference-free LD (curve DL), and the constrained capacity area includes area FGQ.
(v) Area GPQ gives channel-noise rate loss, since as SNR goes to infinity, the LD also moves right to infinity and area GPQ is then included inside the constrained capacity area. (vii) Area AFGPO gives the entropy of the constellation, e.g. log |S|.
For small β, the LD behaves more like the inference-free curve SQ. In this case, the separate detection and decoding is good enough as area FQH is negligible. For large β, curve matching can bring significant improvement in achievable rate as area FQH is non-negligible.
IV. SIMULATION RESULTS
This section presents the numerical results of the constrained capacity of random linear systems and the achievable rates of AMP and Turbo LMMSE, and provides the BER simulations and SEs for the proposed AMP with optimized irregular LDPC codes.
A. Comparison Between Achievable Rates of AMP and Conventional Turbo LMMSE
It is proved that the Turbo LMMSE achieves the Gaussian capacity under Gaussian signaling in [29] - [31] . In the following, we compare the constrained capacity with the achievable rate of Turbo LMMSE, which shows that Turbo is sub-optimal for non-Gaussian signaling.
The following proposition is proved in [29] based on a conventional Turbo LMMSE receiver. Fig. 9 shows the constrained capacity and the achievable rates of AMP and Turbo LMMSE [29] . Since Turbo LMMSE is capacity optimal for Gaussian signaling, both AMP and Turbo can achieve the Gaussian capacity. For QPSK, 8PSK and 16QAM modulation, AMP achieves the constrained capacity when the corresponding AMP has a unique fixed point, while Turbo LMMSE always has rate loss. Similar results can be obtained for other non-Gaussian signaling.
Therefore, AMP outperforms Turbo in non-Gaussian signaling, which is consistent with the result in [20] . In addition, the gap between AMP and Turbo increases with β, and the gap is negligible if β is small (e.g. β < 0.5).
B. Comparing with the Conventional of Separate Detection and Decoding
The separate optimal MMSE detection and ideal single-input-single-output (SISO) decoding was studied in [23] , [24] . In this case, there is no iteration between decoder and detector, and thus it has performance loss due to the mismatch between these two modules. The area AF HO in Fig. 8 shows the achievable rate given in the literature, which is calculated by where ρ * is the minimal positive solution (e.g. the worst fixed point) of Ω S (ρ) = φ −1 (ρ) (see (8) ). Substituting the corresponding MMSE functions to Ω S , we can obtain the achievable rates for various of input distributions. If Ω S (ρ) = φ −1 (ρ) has a unique positive solution, comparing (26) and (23), the rate loss is given by
which corresponds to the area F QH in Fig. 8 .
For Gaussian signaling, Ω Gau (ρ) = 1/1 + ρ. Hence,
where
and
That is, the achievable rate in the literature converges to a finite value, and it goes to zero as β → ∞. This is much different from the Gaussian system capacity that C → ∞ as snr → ∞. As shown Fig. 10 , the achievable rate of the separate detection and decoding method jumps in certain snr. The reason is that the un-coded AMP may have multiple fixed points, and the worst fixed points does not continuously change with snr. Fig. 11 illustrates this phenomenon for β = 2. In this case, AMP has a unique fixed point when snr < snr min or snr > snr max ; Three fixed points for snr min < snr < snr max . While increasing snr, the worst fixed point jumps from Point A to Point B at snr = snr max , resulting in rate jump of the separate decoding method in Fig. 10 .
C. Irregular LDPC Code Optimization for AMP
Recently, LDPC codes [38] , [39] are optimized to support much higher sum spectral efficiency and user loads for multi-user systems in [40] - [42] . In addition, based on the EXIT analysis [43] , [44] , a LDPC code concatenated with a simple repetition code is constructed to obtain a near multi-user capacity performance in [45] , [46] . To further support massive users, an Irregular Repeat-Accumulate (IRA) code parallelly concatenated with a repetition code is proposed in [47] , [48] . More recently, an iterative LMMSE receiver with an optimized IRA code for MU-MIMO to approaching the capacity (e.g. BER performances are within 0.8dB away from the DRAFT April 3, 2019 Shannon limit) for various of system loads [30] , [31] . However, all these results are based on the Turbo principle and consider the very low rate transmissions, where the rate loss of Turbo is negligible. In this paper, we will consider AMP for the random linear systems, and we will show that AMP performs much better than Turbo LMMSE in high transmission rate. Fig. 12 provides the BER simulations for the system in (1), in which x is generated using optimized irregular LDPC codes [38] , [39] . The receiver denoted as "AMP-Irreg" consists of two parts as shown in Fig. 2(b) . The NLD in Fig. 2(b) is implemented using a standard sum-product decoder. The channel loads are β = {0.1, 0.5, 1, 2} with (N, M ) = (250, 2500), (250, 500), (500, 500), and (500, 250), respectively. The corresponding optimized code parameters are given in Table I , which illustrates that these decoding thresholds are very close (about 0.1 dB∼0.2 dB away) to the Shannon limits.
To verify the finite-length performance of the irregular LDPC codes with code rate ≈ 0.5, we provide the BER performances of the optimized codes. QPSK modulation is used, the rate of April 3, 2019 DRAFT Fig. 12 shows that for all β, gaps between the BER curves of the codes at 10 −5 and the corresponding Shannon limits are within 0.7 ∼ 1 dB.
Comparison with the AWGN irregular LDPC code and the regular LDPC code: To validate the advantage of the proposed system through matching between LD (denoted as "LD" ) and optimized irregular codes (denoted as "NLD" ), we provide two state-of-art systems for comparisons, which are AMP combined with the standard regular (3, 6) LDPC code (denoted as "(3, 6)" ) [49] , and AMP combined with a SISO-optimized irregular LDPC code [50] (denoted as "SISO-Irreg"
), corresponding to R Ref discussed in Section IV-A. The parameters of the irregular LDPC code are λ(x) = 0.170031x + 0.160460x 2 + 0.112837x 5 0.047489x 6 + 0.011481x 9 + 0.091537x 10 + 0.152978x 25 + 0.036131x 26 + 0.217056x 99 and η(x) = 0.0625x 9 + 0.9375x 10 , whose rate is 0.50004 and decoding threshold is 0.0247 dB from the Bi-AWGN capacity.
As shown in Fig. 12 , when the BER curves of three systems are at 10 −5 , the AMP-optimized irregular LDPC codes have 0.8 ∼ 4 dB performance gains over the un-optimized regular (3, 6) LDPC code for β = {0.1, 0.5, 1, 2}, and 1 ∼ 8 dB performance gains over the SISO-optimized irregular LDPC code for β = {0.5, 1, 2}. For small system loads (e.g. β = 0.1), the SISOoptimized irregular LDPC code is good enough, since the interference is negligible in this case (see Fig. 8 ). Apart from that, for large β, regular (3, 6) LDPC code outperforms the SISOoptimized irregular LDPC code; but for small β, the SISO-optimized irregular LDPC code DRAFT April 3, 2019 The curves from right to left correspond to iterations ite = [1, 5, 10, 15, 20, 30, 200] . Other parameters are the same as those of the case β = 1 in Fig. 12 and Table I. outperforms regular (3, 6) LDPC code. These demonstrate that code optimization provides a promising performance improvement for AMP, especially for the large system loads. Fig. 13 compares the simulated and predicted BER performances of AMP with optimized irregular LDPC code. As we can see, the SE predictions are tight with the simulations when the number of iterations is small (e.g. Ite ≤ 30). The gap increases with the number of iterations, and for Ite = 200, the simulated BER is about 0.5 dB away from the SE curve. Note that the inaccuracy of SE mainly comes from the inaccurate decoding evolution of LDPC code, and the SE will be more accurate if the evolution of decoding process is correct.
D. SE of AMP with LDPC Code
E. BER Performance Comparison with the Optimized Turbo LMMSE
To compare AMP with the conventional Turbo LMMSE method [30] , [31] , we consider a 500×333 QPSK linear system with β = 1.5. As shown in the third sub-figure of Fig. 9 , the SNR limits of AMP and Turbo for the target rate R = 1.48 ≈ 1.5 are 5.38 dB and 7.99 dB respectively. Table   I . As a result, comparing with the Turbo LMMSE, AMP has 3.5 dB improvement in BER performance. In words, the conventional Turbo LMMSE has huge performance loss in general discrete linear systems, especially in the case of high transmission rate, while AMP can always approaching the discrete system capacity with proper code design (see Fig. 12 also for more simulation results). , which is much higher than AMP. Note that the complexities of AMP and Turbo is much lower than the optimal MUD (e.g. ML or MAP) which is computational prohibitive since its complexity increases exponentially with system size. [30] , [31] with optimized irregular LDPC codes, where "LD" denotes the LD transfer curve of AMP/Turbo, "NLD" the optimized NLD transfer curve of AMP/Turbo, C the Gaussian capacity, "Thre" the BER thresholds, "lim" the QPSK achievable rate limits of AMP/Turbo, "sim" the simulated BERs. Code length = 10 5 , code rate ≈ 0.74, QPSK modulation, and iterations = 200, and β = 1.5 with N = 500 and M = 333, irregular LDPC codes are optimized for both AMP and Turbo. For more details, refer to Table I. V. CONCLUSION This paper considers a low-complexity AMP for coded random linear systems with arbitrary input distributions. An area property is established for AMP, whose transfer curves have an inherent gap. We show that AMP is capacity-optimal with this gap using area property and the matched FEC coding.
In addition, a code design principle is established for AMP, and the irregular LDPC codes are considered as an example. The numerical results show that the BER performances of optimized AMP are always capacity-approaching (i.e. within 1dB away from the limit), and have significant improvement than the un-optimized coding scheme (0.8 dB ∼ 4 dB) and the separate detection and decoding scheme (more than 8 dB for large system loads). Apart from that, AMP also outperforms the state-of-art Turbo LMMSE with lower complexity (e.g. 3.5 dB improvement for β = 1.5 and rate = 1.48 bits/symbol).
The results in this paper can be applied to a mess of applications such as MIMO, multi-user systems, random access, compress sensing, imaging, de-noising, and so on.
APPENDIX A PROOF OF LEMMA 2
A. Proof of the Measurement MMSE in (22) When t → ∞, AMP (2) converges a fixed point given by
If AMP has a unique fixed point, from Theorem 1, we have s * =x(y; snr), M x (snr) = ω(ρ * ).
The following proposition can be proved based on the SE of AMP [52] . More discussions on its validity can be found in Subsection B below.
Proposition 2:
The following equation asymptotically holds for the fixed point of AMP.
Based on Proposition 2, the MSE of AMP is given by
where λ A H A is the eigenvalue of A H A. Also, the measurement MMSE is derived as
where (34c) follows (32) , and (34f) follows (33) . Therefore, we obtain (22) .
B. Verification of Proposition 2
In the next, we give an intuitive verification of (32).
1) NLD:
The following proposition is proved for AMP in [52] (see Theorem 1(A-a) in [52] ).
Proposition 3 (Decoupling [52] ): Note that η (r * ) = ρ * ω * . We definẽ
where the entries ofz are IID with zero mean and variance (ω * −1 − ρ * ) −1 . Then,z can be treated as an independent variable 3 with n and A.
We rewrite (35) as
2) LD: The LD in (2) converges to
For MMSE function η [3] , η (r * ) = ρ * ω * .
With (8) and (38) , (37) can be rewritten to
3) Fixed Point of NLD and LD: From (36) and (39), we have
where B = ω * −1 − ρ * I + snrA H A. Thus,
Substituting (35) and y = Ax + n into (41), we have
where (42b) follows Proposition 3. Thus, we obtain Proposition 2.
C. Proof of the Constrained Capacity in (23) From (22) and Theorem 3, we have
where (43a) follows (10), (43b) from (22) , and (43c) from (8) . Then, after the following complicated calculations, we have (23) .
where ω is the derivative of ω(ρ) w.r.t. ρ, (44e) follows (8) . Thus, we obtain Lemma 2.
APPENDIX B CONSISTENCY
A. Consistency of (22) and Theorem 4
The system model in (1) and that in Theorem 4 are the same, except that Theorem 4 considers A ij ∼ CN (0, 1/N ), while this paper considers A ij ∼ CN (0, 1/M ). To show their equivalence, we let σ 2 = β∆ to make the results in this paper be valid for the system in Theorem 4.
Let snr = σ −2 . (22) gives
Substituting M x = ω(ρ * ) and σ 2 = β∆ into (21), we have
which is the same as the Theorem 4.
B. Consistency of (23) and Theorem 5
In Theorem 5, the noise variance is normalized to 1, while in this paper, the variance of x i is normalized to 1. Besides, Theorem 5 considers A ij ∼ CN (0, 1/N ), while this paper considers A ij ∼ CN (0, 1/M ). Therefore, some modifications should be made on (23) to compare with Theorem 5.
First, the variance of x i in Theorem 5 should be v x = δ −1 σ −2 , where δ = β −1 . Besides, mmse X (s) = mmse(X| √ sX + N ) = v x ω(v x s). Therefore, the fixed point function z = mmse X (δ/(1 + z)) can be rewritten as
which is equivalent to the fixed point function in (8):
if and only if ρ * =ρ = σ −2 /(1 + z).
Substituting ρ * = σ −2 /(1 + z), v x = δ −1 σ −2 , β = δ −1 and snr = σ −2 into (23), the complex constrained capacity is given by
For real systems, (23) should be rewritten to
which is the same as the Theorem 5.
APPENDIX C PROOF OF LEMMA 4
In this part, we show that R AMP can be achieved with an infinite-layer SCM code.
Consider an n-layer SCM code x = n−1 i=0
x i and the power of x i is p x i = 1 n . In addition, x i is encoded using an idea random code with code rate 4 R n,i = log 1 + 1/n ρ * −1 1−i/n + (n − i − 1)/n , ∀i ∈ {0, · · · , n − 1},
where ρ * i/n is the positive solution of (ρ + n/i)φ −1 (ρ) = 1. Condition (iii) ensures the existence of {ρ * i/n }, and condition (ii) ensures ρ * 1 < · · · < ρ * 2/n < ρ * 1/n . Fact 1: For any i ∈ {0, . . . , n − 1} and the decoder's input ρ ∈ [ρ * 1−i/n , ρ * 1−(i+1)/n ), the first i + 1 layers [x 0 , · · · , x i ] can be successively decoded in the order from x 0 to x i . From fact 1, under APP decoding, the transfer function of x = n−1 i=0
x i for input x + ρ −1/2 z with z ∼ CN (0, 1) is given by
(53) 4 Note that (52) considers Gaussian signaling for each xi. For discrete signaling, from Lemma 1 in [27] , we can complete the proof by replacing (52) with Fig. 15 . An illustration of the transfer curve of LD v = φ −1 ρ and the corresponding transfer function v = ΩC n (ρ) of the matched n-layer SCM NLD. Fig. 15 shows the transfer curves of n-layer-SCM NLD (v = Ω Cn (ρ)) and LD (v = φ −1 (ρ)).
It is easy to verify that conditions (i-iii) ensure that transfer curve of NLD lies below that of LD, i.e., ψ n (ρ) ≤ φ −1 (ρ), ∀ρ ≥ 0.
Define v ≡ f (ρ) = [1/φ −1 (ρ) − ρ] −1 , and we have ρ * v = f −1 (v), where f −1 (·) is the inverse function of f (·). Then, as n → ∞, the sum rate of the SCM code is given by follows (21) and Ω Gau (ρ) = 1/(1 + ρ), and (55i) utilizes the following facts:
• 1 − ρ * 1 φ −1 (ρ * 1 ) = 1/(1 + ρ * 1 ); • ρ * 0 φ −1 (ρ * 0 ) = 0 follows from condition φ −1 (ρ * 0 ) = 0 if ρ * 0 is finite; • φ −1 (ρ) = 0 for any ρ > ρ * 0 if ρ * 0 is finite, since φ −1 (ρ * 1 ) = 0 and φ −1 (ρ) is positive and monotonically decreasing in ρ ∈ [0, ∞).
Thus, we obtain the desired R = R AMP .
APPENDIX D
GAUSSIAN SIGNALING
A. Gaussian Capacity
The Gaussian capacity of y = Ax + n per dimension is given by [35] C = 1 N I(x; y) = 1 N log |I + snrA H A|,
which is achieved if and only if x ∼ CN (0, I), where | · | denotes determinant. For IIDG A with A ij ∼ CN (0, 1/M ), from random matrix theory [51] , we have
where F = 0.25
B. Gaussian Instance of (22) In the following, we verify (22) with Gaussian signaling, in which both MMSE and the measurement MMSE are known. 
Then, we obtain the measurement MMSE as
In addition, according to (8) and M x (snr) = Ω Gau (ρ * ) = 1/(1 + ρ * ), the measurement MMSE can be rewritten to M Ax (snr) = snr −1 ρ * /(1 + ρ * ) = ρ * ω(ρ * )/snr = ρ * M x (snr)/snr,
which is consistent with (22) .
C. Gaussian Instance of Lemma 2
For Gaussian signaling, Ω Gau (ρ) = 1/(1 + ρ). It can be proved that Ω Gau (ρ) = φ −1 (ρ) has a unique positive solution. Thus, we have the following corollary. 
where v * = φ −1 (ρ * ), ρ * = (1 − β)snr − 1 + [(1 − β)snr − 1] 2 + 4snr 2 .
It can be verified that (62) is the same as the Gaussian capacity given in (57). Please see APPENDIX D-D for details.
D. Equivalence of (57) and (62) The capacity (62) can be calculated by
with v * = φ −1 (ρ * ) (64a) = β − 1 − snr −1 + (β − 1) 2 + 2(β + 1)snr −1 + snr −2 2β (64b)
Thus,
where the second equation follows from (1 − snr −1 F/β)(1 + snr − F) = 1. The capacity given in (62) is the same as the system capacity given in (57).
