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A nonparametric resampling for non causal random fields and its
application to the texture synthesis
Lionel Truquet
Abstract
We study an extension to non causal Markov random fields of the resampling scheme given
in Bickel et Levina (2006)[5] for texture synthesis with Markov mesh models. This extension
is similar to a nonparametric method proposed by Paget and Longstaff (1998)[19] for texture
synthesis and we also use their multiscale synthesis algorithm incorporating local annealing. We
discuss some statistical properties and theoretical points for the convergence of the procedure and
provide several convincing simulation examples.
1 Introduction
Over the two last decades, there was a particular attention to study the problem of texture synthesis.
The goal of texture synthesis can be stated as follows: Given a texture sample, synthesize a new tex-
ture that appears similar to a human observer. Texture mapping or image compression are frequent
applications for such algorithms. The stochastic nature of texture variations makes it a particularly
natural area for applying statistical methods. The pioneer work of Cross and Jain (1983) [6] have
shown the ability of Markov random fields to model a homogeneous texture. Such parametric models
have been used for texture synthesis (as in [21]), but they require the estimation of a high number of
parameters for capturing the complexity of real textures, which leads to computational difficulties.
On the other hand, some algorithms model textures as a set of features, and generate new images
by matching the features in an example texture ([7], [15], [23]). Those methods work very well for
stochastic textures but have sometimes difficulties with highly structured ones.
Significant advances have been done in the area of texture synthesis using nonparametric algorithms
with Markov random fields. A popular algorithm has been introduced by Efros and Leung (1999)
[10]. Many variations of their method have been published that speed up and optimize the original
algorithm in different ways in Wei et Levoy (2000) [24], Efros and Freeman (2001) [9] and Liang et
al. (2001)[16] among others. The main statistical idea behind those algorithms is to consider the
observed texture as a realization of a strictly stationary MRF. The data are used to construct an
estimate of a local conditional distribution function of the field and a new texture is synthetized
with a simulation procedure. Typically, the synthesis starts using a seed and pixels are synthetized
in a given order by a recursive simulation of the random field as for time series. Intrinsically, those
simulation procedures suppose the causality nature of the observed stochastic process. At a first
sight this dependence form seems unnatural but the above algorithms work well on a wide variety of
textures which seem well approximated by such random fields.
On the other hand, some noncausal procedures have been investigated. The FRAME model intro-
duced by Zhu, Wu and Mumford [25] combine noncausal MRF models and feature matching. This
last model has a mathematical justification: maximum entropy with empirical histograms of a finite
number of filter responses are used to derive a parametric MRF for the whole distribution of the
texture. Despite its solid statistical modeling, FRAME models does not work always very well on
real textures.
Paget and Longstaff (1998)[19] have considered another algorithm, with a nonparametric noncausal
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MRF. Contrarily to [25], the random field is specified through the conditional distribution and the
empirical histogram is smoothed with a kernel which allows a simulation procedure with the Gibbs
sampler. To avoid long relaxation time and phase discontinuities, Paget and Longstaff have used
multiscale grids and have incorporated a temperature parameter for the pixels and the resulting
algorithm is shown to be able to synthetize stochastic textures but also highly structured ones.
Except the work of Zhu et al.[25], not many theoretical works have been developed to study the
consistency of such procedures. To our knowledge, the only contribution is the work of Bickel et
Levina [5] who define a formal bootstrap scheme for resampling stationary (causal) random fields
which gives a theoretical justification to the algorithm of Efros and Leung [10].
The goal of this paper is to extend the method of Bickel and Levina to noncausal random fields for
modeling textures as in [19]. Of course, the use of the Gibbs sampler leads to long computational
times and this gives a clear advantage to causal algorithms. However, from a theoretical point of
view, the class of noncausal Markov random fields is known to be wider than the class of causal fields
and in fact only a noncausal field has a real physical sense. In [5], the authors study a nonparametric
estimation of the local conditional distribution function associated to the random field which is used
to simulate an approximate causal field. This method is an extension to random fields of a p−order
Markov bootstrap algorithm for time series [20]. We will use the same nonparametric estimation of
a conditional law and we will use the multiscale synthesis algorithm given in [19] to give simulation
examples.
The paper is organized as follows. In the following Section 2, we recall the results of Bickel et Levina
and provide the natural extension of their method to the noncausal case. Some considerations on
the convergence and the convergence rate of such algorithm are also provided. Section 3 is devoted
to recall the multiscale algorithm used by Paget and Longstaff and we incorporate our bootstrap
method to provide several simulation examples. Theoretical investigations are postponed to the two
last sections of the paper.
2 The Markov Mesh Models algorithm
2.1 Principle
We first recall the Markov Mesh Models (MMM in sequel) algorithm introduced by Bickel and Levina
[5]. This algorithm is different of the original algorithm of Efros and Leung [10] by the order in which
pixels are filled in the synthesized texture (raster instead of spiral), and the weights with which the
pixels are resampled. One can note that the raster order is used in some variations of the original
algorithm (see [24] and [16]).
In all the sequel we consider {Xt, t ∈ N∗ × N∗} a real-valued random field and a positive integer
o ∈ N∗. We will use the following notations:
• for A ⊂ N∗ × N∗, XA denote the family (Xt)t∈A;
• for A, B ⊂ N∗×N∗, A+B = {tA+tB, (tA, tB) ∈ A×B} and A−B = {tA−tB, (tA, tB) ∈ A×B}.
For t = (t1, t2) ∈ N∗ × N∗ and s ∈ N∗ × N∗, define the index sets
• U (o)t =
{
u = (u1, u2) ∈ N∗ × N∗; max(1, t1 − o) ≤ u1 ≤ t1, max(1, t2 − o) ≤ u2 ≤ t2 and u 6= t
}
;
• U (o)t (s) = U (o)t − {t}+ {s};
• Wt = {1, . . . , t1} × {1, . . . , t2} \ {t}.
The set U (o)t is always included in the square of size (o + 1) × (o + 1) with t as the bottom right
corner, t itself excluded, but there are (o+ 1)2 − 1 possible shapes of U (o)t . Then,
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Definition 1 A random field X = {Xt, t ∈ N∗ ×N∗} is a Markov mesh model if there exists o ∈ N∗
such that for all t ∈ N∗ × N∗,
P (Xt/XWt) = P
(
Xt/XU(o)t
)
. (2.1)
Now, the MMM resampling algorithm of Bickel and Levina [5] can be presented. First assume
that a trajectory of a MMM X is observed on the index set {1, . . . , T1} × {1 . . . , T2} with T1, T2 ∈
{o, o+ 1, . . .} × {o, o+ 1, . . .}, i.e.
(Xt, t ∈ {1, . . . , T1} × {1 . . . , T2})
is known. Then consider a family of kernels (W (`))`∈N∗ that are Borelian functions W (`) : R` → [0,∞)
satisfying some general smoothness assumptions (see Assumption (A4) below). Moreover, for a
resampling width b > 0 and all ` ∈ N∗, define
W
(`)
b (y) = b
−`W (`)(y/b) for all y ∈ R`.
In the sequel, for simplicity, we will omit the exponent o and ` for respectively U (o)t , U
(o)
t (s) and W
(`)
b .
The MMM resampling algorithm
In the sequel we will denote X∗ = {X∗t , t ∈ N∗×N∗} the generated texture from (Xt, t ∈ {1, . . . , T1}×
{1 . . . , T2}). There are 3 main steps in this algorithm:
1. Select a starting value for {X∗t : 1 ≤ t1 ≤ o + 1, 1 ≤ t2 ≤ o + 1}, the top left (o + 1) × (o + 1)
square. Typically the starting value will be a (o+ 1)× (o+ 1) square random chosen from the
observed field (Xt, t ∈ {1, . . . , T1} × {1 . . . , T2}).
2. Suppose that there exists (u, v) ∈ N∗×N∗ such that X∗t has been generated for t ∈ {1, . . . , u−
1} × {1, . . . , v} ∪ {u} × {1, . . . , v − 1}, that is, u− 1 rows are filled in completely, and the row
u is filled up for the column v. To generate the next value X∗t = X∗(u,v), let Nt be a discrete
random variable with probability distribution
P(Nt = s) =
1
Z
Wb
(
X∗Ut −XUt(s)
)
for all s ∈ N∗×N∗ such that Ut(s) ⊂ {1, . . . , T1}×{1 . . . , T2} and where Z =
∑
sWb(Y
∗
t −Yt(s))
is a normalizing constant. Note that the set of all possible s is such that all locations where
the conditioning neighborhood fits within the observed texture field.
3. Generate Nt and set X∗t = X∗(u,v) = XNt .
In Figure 1, we show two steps in the progress of the MMM algorithm, just after the choice of the
seed (step 1 above) and when the neighborhood of the pixel is full (see the center of the picture in
Figure 1). In Figure 2, we illustrate the difference with the original algorithm of Efros and Leung.
Here, the seed is put in the center of the new texture and the synthesis is done with a spiral ordering.
To synthesize a pixel at a site t, one considers only the value of pixels already synthesized in a given
square window centered at t. Another difference with the MMM algorithm is the choice of uniform
weights for the synthesis (see [5] for details). The MMM algorithm is formulated for a particular
class of random fields, the Markov Mesh Models (also known as Picard random fields) which were
introduced by Abend, Harley and Kanal [1]. These models have been developed for image applications
and can be simulated recursively an quickly. The resampling scheme described above is an adaption
of a method proposed for bootstrapping Markovian time series ([22], [20]).
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Figure 1: MMM algorithm, o = 2 Figure 2: Efros and Leung algorithm, o = 2
2.2 Consistency results for causal models
First, let us introduce new notations:
• for A ⊂ Z2, |A| is the cardinal of A.
• for x = (x1, x2) ∈ Z2, ‖x‖∞ = max(|x1| , |x2|).
• for A,B ⊂ Z2, d(A,B) = infx∈A,y∈B{‖x− y‖∞}.
• for y ∈ R` with ` ∈ N∗, ‖y‖ is the usual Euclidian norm.
• for T = (T1, T2) ∈ N∗ × N∗, let [T ] = T1 T2 and T →∞ means T1 ∧ T2 →∞.
Let A ∈ Z2 such that |A| <∞. For t ∈ Z2, define
Yt = (Xt+j)j∈A .
Moreover we define the following subsets of N∗ × N∗:
IT =
{
t ∈ {1, . . . , T1} × {1 . . . , T2}, {t} −A ⊂ {1, . . . , T1} × {1 . . . , T2}
}
.
To show the consistency of their algorithm, Bickel et Levina have proved a general lemma about the
estimation of the local conditional distribution function
FX/Y (x/y) = P(Xt ≤ x/Yt = y)
(see Theorem 2 in [5]). We first recall this theorem and its assumptions.
Assumptions of Theorem 2 in [5]
(A1) The random field X is strictly stationary and α-mixing, i.e. if for k, u, v ∈ N∗,
αX(k, u, v) = sup
E,F∈Z2,d(E,F )=k,|E|=u,|F |=v
{|P (AB)− P (A)P (B)|, A ∈ σ(XE), B ∈ σ(XF )}
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are the strong mixing coefficients such that there exist  > 0, τ > 2 satisfying for all integers
u, v ≥ 2, u+ v ≤ c, where c is the smallest even integer such that c ≥ τ ,
∞∑
k=1
(k + 1)2(c−u+1)−1αX(k, u, v)/(c+) <∞.
(A2) Xt has a compact support S ⊂ R.
(A3) FX,Y = P (Xt ≤ ·, Yt ≤ ·), FX/Y and FY = P (Yt ≤ ·) have bounded continuous strictly pos-
itive densities (denoted fX,Y , fX/Y and fY respectively) with respect to Lebesgue measure.
Moreover, there exists L > 0 such that for any y, y′ ∈ SA, any x ∈ S,∣∣∣∣∫ x−∞ fX,Y (z, y)dz −
∫ x
−∞
fX,Y (z, y′)dz
∣∣∣∣ ≤ L∥∥y − y′∥∥ .
(A4) The family of kernels (W (`))`∈N∗ is such that W (`) : R` → (0,∞) are bounded, symmetric and
first-order Lipshitz continuous functions such that for all ` ∈ N∗,∫
uW (`)(u)dλ`(u) = 0 and
∫
‖u‖W (`)(u)dλ`(u) <∞.
Moreover, the width of W (`)b is supposed to be such that b = bT = O([T ]
−δ), with δ > 0.
To show the consistency of the MMM resampling algorithm, Bickel and Levina have established
the convergence of the following sample cumulative conditional distribution function, that is, for
(x, y) ∈ S × SA and T ∈ N∗ × N∗ such that IT 6= ∅:
FT (x/y) =
1
ZT
∑
s∈IT
1Xs≤xWbT (y − Ys) , (2.2)
where ZT =
∑
s∈IT WbT (y − Ys).
Theorem 1 (Theorem 2 [5]) If X is a MMM satisfying assumptions (A1) − (A4), then for all
A ∈ Z2 such that |A| <∞,
sup
(x,y)∈S×SA
∣∣FT (x/y)− FX/Y (x/y)∣∣→T→∞ 0.
Theorem 1 shows the uniform convergence of the conditional distribution of a pixel given its neigh-
borhood. Using this general result with neighborhoods A of causal nature (e.g. A = Ut−{t}), Bickel
and Levina show the consistency of their MMM algorithm and also of the original spiral resampling
algorithm of Efros and Leung. Their proof use the conditional independence properties of the MMM
which allow a recursive computation of the joint laws (we refer to Theorem 1 in [5] for details). This
resampling scheme uses the kernel regression estimation and requires some regularity assumptions
(see Assumptions (A1-4)). As it is pointed in [5], those assumptions are perfectly plausible for most
real textures: the mixing property is natural for stochastic textures, the compactness assumption is
always satisfied since the number of gray levels is finite, and this number is sufficiently high in most
of real textures to make the smoothness assumptions plausible.
However causal MMM are not really an appropriated for modeling texture: indeed, Why to choose
a certain direction as for the dependence of the field? It is more natural to consider a spatial model
for which there are no privileged direction for the dependence, i.e. a noncausal random field.
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2.3 An extension to the noncausal case and a convergence rate of Theorem 1
To extend the previous results of [5] to noncausal fields, consider the following neighborhood No
where o ∈ N∗
No = {j ∈ Z2/0 < ‖j‖∞ ≤ o}.
Thus {t}+No is the natural extension of the set U (o)t in the noncausal case. Denote
v = |No| = (2o+ 1)2 − 1.
The MMM is a very particular case of Markov random fields. If X = {Xt, t ∈ Z2} is a R-valued
random field, then:
Definition 2 X = {Xt, t ∈ Z2} is a Markov random field if there exists o ∈ N∗ such that for all
t ∈ Z2,
P
(
Xt/XZ2\{t}
)
= P (Xt/Xt+No) . (2.3)
We will again assume that (Xt, t ∈ {1, . . . , T1} × {1 . . . , T2}) is known. Then, for all t ∈ Z2, define
now:
Yt = (Xt+j)j∈No = Xt+No .
First, a convergence rate for the Theorem 2 of [5] can be established and it is also satisfied in the
noncausal case:
Theorem 2 If X is a is a noncausal Markov random field satisfying assumptions (A1− 4), then
for all A ∈ Z2 such that |A| <∞,
sup
(x,y)∈S×SNo
∣∣FT (x/y)− FX/Y (x/y)∣∣ = O ([T ]−γ) a.s
where 0 < γ <
τ − 2
2(v + 1)(τ + v + 2)
and b = bT = O([T ]−δ) with δ =
τ − 2
2(v + 1)(τ + v + 2)
.
Since MMM is a particular case of Markov random field, this result is also satisfied by MMM. It
is interesting to see in both the causal or noncausal cases that the convergence rate of the MMM
resampling algorithm is depending on a power law of [T ] (even if the choice of the optimal bandwidth
bT is depending on unknown parameters τ and v). Moreover the maximal exponent of convergence
rate that we can obtain in Theorem 2 is 12(1+v) (that requires τ → ∞ for the mixing assumption).
Remark that if o = 0 (corresponding to a independent random field) then v = 0 and the convergence
rate is arbitrary close to T 1/2.
A partial consistency result for the MMM resampling algorithm in the noncausal
case
In order to extend to the noncausal case the consistency proof of Bickel et Levina for the MMM
resampling algorithm, we define the following one point conditional distribution defined by:
FT (dx/y) =
1
ZT
∑
s∈IT
WbT (y − Ys) δXs(dx), (2.4)
where δx is the usual Dirac mass measure. Note that (2.4) is equal to (2.2) in the case A = No.
However and contrary to the causal case, the one point distribution (2.4) cannot be in general the one
point conditional distribution of a noncausal Markov random field (nevertheless, we will use (2.4) to
run a Gibbs sampler). A statistical problem with texture modeling by a noncausal Markov random
field is to define a consistent nonparametric estimate of the one point conditional distributions which
5
is also compatible with the existence of a conditional specification. This would allow to define an
approximate Markov random field. We did not found a such estimate. Some tools are given in the
Annex about the link between the convergence of a sequence of one point conditional distributions
and the behavior of their joint laws provided they are well defined (see Theorem 3 and Theorem 4).
Here we only provide a restrictive result of consistency of a simulation procedure directly with the
Markov chain linked to the Gibbs sampler.
Suppose that we use the conditional distributions (2.4) and the Gibbs sampler to synthetize a new
texture on a rectangle R = RT = {1, . . . , uT } × {1, . . . , vT }. We suppose here that assumptions of
Theorem 1 hold. Though the conditional distributions FT defined in (2.4) are not compatible with
a Markov random field, we can use those distributions to simulate a Markov chain. We denote by
≺ the lexicographic order relation on R. Let z is an arbitrary element of SZ2 not depending on T .
If x, y ∈ SR and s ∈ R, we define the vectors yx(s) ∈ SNo such that yx(s)j = ys+j if s + j ≺ s and
yx(s) = xs+j otherwise, completed with the boundary conditions xs+j = zs+j or ys+j = zs+j if site
(s, j) ∈ R×No is such that s+ j /∈ R.
Now for T ∈ N∗ × N∗ such that T1, T2 ≥ 2o + 1 (this ensures that IT is not empty), we define
the following transition on XRIT ⊂ SR:
PT (x, dy) = ⊗s∈RFT (dys/yx(s)) .
Note that PT corresponds to the transition of the homogeneous Markov chain associated to the
conditional distributions FT when we implement the Gibbs sampler with a raster ordering for the
visiting scheme (see [14] Theorem 6.2.1). Now as for the classical Gibbs sampler, we simulate a
Markov chain on IRT , with initial value w ∈ IRT and transition PT . Since PT is a positive transition,
the law of this Markov chain with finite state space converges to its unique invariant probability
denoted by µT . Then we have the following equality:
µT (A) =
∫
PT (x,A)µT (dx), A ∈ B(SR),
where B(SR) denote the Borel σ−algebra on SR. One can mention that µT is not in general a
measure that admits FT as conditional distributions.
Since SR is a compact metric space, the tightness of the sequence (µT )T implies the existence of a
cluster point denoted by µ. We are going to show that µ = µR, where µR denotes the conditional
law XR/X∂R = z∂R, where ∂R = (R + No) \ R. Then by uniqueness of the cluster point, we will
deduce the following consistency result:
Almost surely : lim
T→∞
µT = µR in distribution. (2.5)
To show that µ = µR, we first observe that µR is an invariant probability of the transition P on SR
defined by
P (x, dy) = ⊗s∈RFX/Y (dys/yx(s)) , x ∈ SR.
Then P define a positive Markov chain and µR is the unique invariant probability. In fact P
is the transition of the homogeneous Markov chain defined in the Gibbs sampler for the simula-
tion of a realization of µR (still in the case of a periodic visiting scheme). Then if we prove that
µ(A) =
∫
P (x,A)µ(dx), ∀A ∈ B (SR), we we can conclude that µ = µR.
Suppose that (Tn)n∈N is sequence in N∗ × N∗ such that limn→∞ µTn = µ. Then if g be a continuous
and bounded function on SR. We have:∣∣∣∣∫ g(y)µTn(dy)− ∫ g(y)P (x, dy)µ(dx)∣∣∣∣ = ∣∣∣∣∫ g(y)PTn(x, dy)µTn(dx)− ∫ g(y)P (x, dy)µ(dx)∣∣∣∣
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≤ sup
x∈SR
∣∣∣∣∫ g(y)PTn(x, dy)− ∫ g(y)P (x, dy)∣∣∣∣
+
∣∣∣∣∫ g(y)P (x, dy)(µTn − µ)(dx)∣∣∣∣
= A+B.
Since the function x → ∫ g(y)P (x, dy) is still bounded and continuous from assumption (A2), the
weak convergence of the sequence (µTn)n implies that B → 0 (n→∞).
Now we show that A→ 0 (n→∞). First we observe that if h is a continuous and bounded function
on SR × SR and s ∈ R, then:
sup
(x,y)∈SR×SR
∣∣∣∣∫ h(x, y) (FTn(dys/yx(s))− FX/Y (dys/yx(s))∣∣∣∣→n→∞ 0, a.s. (2.6)
The proof of (2.6) is omitted since the proof is very similar to the assertion A → 0 in the proof of
Theorem 3, using Theorem 1. If u ∈ R is such that u  s, ∀s ∈ R \ {u}, we have:∣∣∣∣∫ g(y)PTn(x, dy)− ∫ g(y)P (x, dy)∣∣∣∣
≤
∣∣∣∣∫ ∫ g(y)FX/Y (dyu/yx(u)) (⊗s∈R\{u}FTn(dys/yx(s))−⊗s∈R\{u}FX/Y (dys/yx(s)))∣∣∣∣
+ sup
ys∈S,s6=u
∣∣∣∣∫ g(y) (FTn(dyu/yx(u))− FX/Y (dyu/yx(u)))∣∣∣∣ . (2.7)
Then if we iterate the bound (2.7), using a non increasing enumeration of the sites of R, the con-
vergence A → 0 follows from a repeated use of (2.6). Then, by the uniqueness of the limit of the
sequence (µTn)n, we conclude that µ(dy) =
∫
P (x, dy)µ(dx) and the convergence (2.5) follows from
the previous remarks.
However, for obtaining the consistency the natural asymptotic requires that RT increases to Z2.
Unfortunately, we did not find a proof in this case.
3 The approach of Paget and Longstaff and simulation examples
3.1 Paget and Longstaff method
In their paper, Paget and Longstaff [19] have proposed a noncausal estimate of the local conditional
distribution similar than ours, using also a kernel which smooths the multidimensional histogram.
Our approach is more linked to the idea of a resampling scheme and appears in a natural way from
the nonparametric estimation of the conditional expectation (x, y) 7→ P (Xt ≤ x/Yt = y). The Gibbs
sampler (see [12]) is a classical stochastic relaxation (SR) algorithm which is used for the simulation
of Markov random fields. But as pointed in [19], a problem with the single-scale relaxation process
is that global image characteristics evolve indirectly in the relaxation process. Global image char-
acteristics are typically only propagated across the image lattice by local interactions and therefore
evolve slowly, requiring long relaxation times to obtain equilibrium. Moreover the conditional dis-
tribution given in (2.4) requires the comparaison of a neighborhood in the output texture with all
the neighborhoods of the same shape in the output texture. This leads to a very high computational
load especially if p, the neighborhood size, must be very large to capture the global characteristics
of the texture. This is why Paget and Longstaff used a multiscale relaxation, where the information
obtained from SR at one resolution is used to constrain the SR at the next highest resolution. By this
method, global image characteristics that have been resolved at a low resolution are infused into the
7
Figure 3: Grid organisation via decimation.
relaxation process at the higher resolutions. This helps to reduce the number of iterations required
to obtain equilibrium with the Gibbs sampler.
The multigrid representation of an image is shown in Figure 3 which is taken from [19]. If S0 =
[0,M1]× [0,M2] represents the pixel’s sites of an image x0, the lower resolutions, or higher grid levels
l > 0, are decimated versions of the image at level l = 0. For a grid level l > 0, the image xl is
defined on the lattice Sl ⊂ S, where
Sl = {s = (2li, 2lj)/0 ≤ i ≤M1/2l, 0 ≤ j ≤M2/2l}.
The set of sites Sl at level l represents a decimation of the previous set of sites Sl−1 at the lower grid
level l − 1. The neighborhood system is redefined for each grid level l > 0:
N lt = {s ∈ Sl/ ‖t− s‖∞ ≤ o}.
For level grid l, SR is not applied to the sites s ∈ Sl+1.
We refer to [17] for multiscale representations of Markov random fields. To better incorporate the
multiscale relaxation described above, Paget and Longstaff have introduced a pixel temperature func-
tion used to determine when to terminate the SR process al one level and start it at the next level.
Let l be a grid level. A pixel temperature is incorporated in equation (2.4) by modifying the form of
the difference
d = y − Ys. (3.1)
In fact at the beginning of the SR at a level l, they define for a site j ∈ Sl of the output texture the
pixel temperature cj as follows: cj = 0 if j ∈ Sl+1 and cj = 1 otherwise. The difference d is replaced
by d′ such that:
d′j = (1− ct+j)(xt+j −Xs+j), j ∈ No.
When a pixel xt has been relaxed in the SR process, we set:
T˜t = max{0,
ξ +
∑
j∈No ct+j
|No| }
where ξ < 0 is fixed by the user.
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Here, the idea is to provide a total confidence to pixels coming from the preceding resolution and
to progressively increase the confidence level of a pixel synthesized in the present resolution. When
cj = 0 ∀j ∈ Sl, the SR process is considered as having reached an equilibrium state indicating that
the image can be propagated to the next lower grid level. This notion of temperature is related to
the global temperature used in stochastic annealing (see [12]). Although we have incorporated this
pixel temperature function for texture synthesis, we will not study in this paper statistical properties
of a such approximation.
3.2 Texture synthesis examples
We have incorporated our noncausal bootstrap into the multiscale algorithm with the pixel temper-
ature function described above. Concerning the choice of the parameters:
• For the neighborhood size, we choose o = 3 or o = 4.
• As in [5], we have not estimate the bandwidth parameter using theoretical results of kernel
regression. We have empirically observed that b = 0.01× (neighborhood size)1/2 provides good
results.
• As in [18], we set ξ = −1 and generally we have used 4 or 5 grid levels for the synthesis.
Another possibility for the simulation is to use a Conditional Iterative Mode (see [4]). The principle
of this deterministic algorithm is to replace each step in the Gibbs sampler by choosing the value
Xs such that FT
(
dxt
/
xt+No
)
is maximal or equivalently such that ‖xt+No − Ys‖ is minimal in (2.4).
Usually this algorithm converges toward a local extremum of the law of the random field on SRT .
This local extremum depends on the initial values put for the pixels on the output texture. We have
used the Conditional Iterative Mode for texture synthesis although its definition is not very clear in
our case, since the joint laws are not defined.
To illustrate the principle of the multiscale algorithm, Figure 4 shows a step of the synthesis in
the highest resolution. The Gibbs sampler runs in the raster ordering and Figure 4 shows the first
sweep. One can see that the lower resolutions give the shape of the texture. Moreover the pixel
temperature function helps for a good initialization of the sampler.
This multiscale algorithm does not correctly work only for stochastic textures as in Figure 8 but also
for highly structured ones as Figure 5 shows, even if small discontinuities appear in the last case.
In fact, we have observed that the ICM works as well as the non deterministic algorithm and in some
cases better as in Figure 6.
Figure 9 exhibits a comparison with Efros and Leung’s algorithm in a failure case. Texture (b) is
taken from Efros and Leung’s paper [10] and shows that this causal approach can create garbage
when the algorithm slips into a wrong part of the search space. Although the noncausal algorithm
does not have the same problem, a gray dark area is often reproduced in texture (c).
Figure 10 shows a comparison with two some populars pixel by pixel algorithms. Texture (b) syn-
thesized using Wei et Levoy algorithm [24] and texture (c) using the Ashikhmin method are taken
from [2]. The noncausal algorithm used for texture (d) avoids excessive blurring as in (b) and rough
images as in (c).
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Figure 4: The Gibbs sampler and the highest resolution.
(a) (b)
Figure 5: (a) Original texture 160 × 160 pixels, (b) Synthesis with the multiresolution algorithm 200 × 200
pixels.
(a) (b) (c)
Figure 6: (a) sample 75× 75 pixels, (b) multiresolution algorithm 150× 150, (c) ICM 150× 150.
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Figure 7: Original texture (128× 128) and synthesis (200× 200)
Figure 8: Original texture (128× 128) and synthesis (200× 200)
Figure 9: (a) Sample 128 × 128 pixels, (b) Efros and Leung’s result, (c) Our method with o = 3 (250 × 250
pixels in each case).
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(a) (b) (c) (d)
Figure 10: Comparison with causal methods: (a) sample 128×128, (b) Wei et Levoy algorithm, (c) Ashikhmin
method, (d) ICM. All the synthesized textures are 200× 200 pixels.
4 Annex
We will use the convenient notation: for s, t ∈ N∗ × N∗ define:
Yt = XU(o)t
and Yt(s) = XU(o)t (s)
.
4.0.1 Proof of Theorem 2
We follow the proof of theorem 2 of Bickel et Levina in order to compute convergence rate. We first
recall the following lemma which proof can be found in [8].
Lemma 1 (Moment inequality). Let Ft be a real-valued random field indexed by I ⊂ Zd satisfying
conditions (A1). If EFt = 0, Ft ∈ Lτ+ and τ ≥ 2, then there exists a constant C depending only on
τ and mixing coefficients of Ft such that
E
∣∣∣∣∣∑
t∈I
Ft
∣∣∣∣∣
τ
≤ C max
(
L(τ, ), L(2, )τ/2
)
,
where
L(µ, ) =
∑
t∈I
(
E |Ft|µ+
)µ/(µ+)
.
It is easy to see that if supt ‖Ft‖∞ ≤M , then we obtain:
E
∣∣∣∣∣∑
t∈I
Ft
∣∣∣∣∣
τ
≤ CM τ |I|τ/2 (4.1)
For (x, y) ∈ S × SA, we set:
rT (x, y) = [T ]−1
∑
s∈IT
1 (−∞,x](Xs)Wb(y − Ys), r(x, y) =
∫
1 (−∞,x](z)fX,Y (z, y)dz,
fT (y) = [T ]−1
∑
s∈IT
Wb(y − Ys).
We have:
FT (x/y) =
rT (x, y)
fT (y)
, FX/Y (x/y) =
r(x, y)
fY (y)
. (4.2)
Following the proof of lemma A2 in [5], we prove the following result
Lemma 2 Under assumptions (A1)− (A4), for any x ∈ R
sup
(x,y)∈S×SA
|rT (x, y)− r(x, y)| = O([T ]−γ)
for 0 < γ < τ−22(v+1)(τ+v+2) .
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Proof of Lemma 2 In this proof, we will denote by C > 0 a generic constant which does not
depend on T .
Let δ > 0 such that bT = O
(
[T ]−δ
)
, then the proof of lemma A2 in [5] leads to
sup
(x,y)∈S×SA
|ErT (x, y)− r(x, y)| = O
(
[T ]−δ
)
. (4.3)
Then we need to bound sup(x,y)∈S×SA |rT (x, y)− ErT (x, y)|.
As in [5], we define
Zt,T (x, y) = 1 (−∞,x](Xt)WbT (y − Yt)− E (1Xt≤xWbT (y − Yt))
and we need to bound sup(x,y)∈S×SA
∣∣∣ 1[T ]∑t∈IT Zt,T (x, y)∣∣∣.
As S×SA is compact, we can cover S×SA with NT cubes Ii,T with centers (xi, yi) and sides LT for
the supremum norm. Without loss of generality, we suppose x1 ≤ · · · ≤ xNT and we set x0 = x1−LT
and xNT = xNT + LT . Then
sup
(x,y)∈S×SA
∣∣∣∣∣∣[T ]−1
∑
t∈IT
Zt,T (x, y)
∣∣∣∣∣∣ ≤ max1≤i≤NT
∣∣∣∣∣∣[T ]−1
∑
t∈IT
Zt,T (xi, yi)
∣∣∣∣∣∣
+ max
1≤i≤NT
sup
(x,y)∈(S×SA)∩Ii,T
∣∣∣∣∣∣[T ]−1
∑
t∈IT
(Zt,T (x, y)− Zt,T (xi, yi))
∣∣∣∣∣∣
= I + II
• First let deal with term II. Using assumption (A4) for the kernel, we have for t ∈ IT and
x ∈ (xi−1, xi]:
|Zt,T (x, y)− Zt,T (xi, yi)| ≤ C
(
b
−(v+1)
T ‖y − yi‖+ b−vT
(
1 xi−1<Xt≤xi + P(xi−1 < Xt ≤ xi)
))
≤ C
(
b
−(v+1)
T LT + b
−v
T
(
1 xi−1<Xt≤xi + P(xi−1 < Xt ≤ xi)
))
We choose LT = [T ]−β and we set Ui,t = 1 ]xi−1,xi](Xt) − P(xi−1 < Xt ≤ xi+1). Remark that
assumption (A2) about the existence of densities allows to derive the bound:
P(xi−1 < X0 ≤ xi) ≤ CLT .
We have:
sup
(x,y)∈(S×SA)∩Ii,T
∣∣∣∣∣∣[T ]−1
∑
t∈IT
(Zt,T (x, y)− Zt,T (xi, yi))
∣∣∣∣∣∣
≤ C
[T ]δ(v+1)−β + [T ]vδ−1|∑
t∈IT
Ui,t|+ [T ]vδP(xi−1 < X0 ≤ xi)

≤ C
[T ]δ(v+1)−β + max
1≤i≤NT
[T ]vδ−1|
∑
t∈IT
Ui,t|
 .
Now we consider a real number γ < τ−2−2vδτ−2β(v+1)2τ . SinceNT = O
(
L
−(v+1)
T
)
= O
(
[T ]β(v+1)
)
,
we obtain using (A1) and lemma 1
P
 max
1≤i≤NT
[T ]vδ−1
∣∣∣∣∣∣
∑
t∈IT
Ui,t
∣∣∣∣∣∣ > [T ]−γ
 ≤ NT∑
i=1
[T ](γ+vδ−1)τE
∣∣∣∣∣∣
∑
t∈IT
Ui,t
∣∣∣∣∣∣
τ
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≤ C[T ]β(v+1)+(γ+vδ−1)τ+ τ2
By the choice of γ, we have β(v + 1) + (γ + vδ − 1)τ + τ2 < −1 and we deduce from the Borel
Cantelli lemma that
max
1≤i≤NT
[T ]vδ−1
∣∣∣∣∣∣
∑
t∈IT
Ui,t
∣∣∣∣∣∣ = O ([T ]−γ) a.s, γ < τ − 2− 2vδτ − 2β(v + 1)2τ .
Now using the previous inequalities, we deduce that:
II ≤ O
(
[T ]δ(v+1)−β + [T ]−γ
)
, γ <
τ − 2− 2vδτ − 2β(v + 1)
2τ
. (4.4)
• Now we turn on the term I. For a real number γ˜ < τ−2−2vδτ−2β(v+1)2τ , we have using (A1) and
lemma 1:
P(I > [T ]−γ˜) ≤
NT∑
i=1
[T ](γ˜−1)τE
∣∣∣∣∣∑
t
Zt,T (xi, yi)
∣∣∣∣∣
τ
≤ CNT [T ](γ˜−1)τ+ τ2 b−vτT
≤ C[T ]β(v+1)+(γ˜−1)τ+ τ2+δvτ
By the choice of γ˜, we have
β(v + 1) + (γ˜ − 1)τ + τ
2
+ δvτ < −1,
and by the Borel Cantelli lemma, we have
I = O
(
T−γ˜
)
a.s, γ˜ <
τ − 2− 2vδτ − 2β(v + 1)
2τ
Now we choose the number β such that:
β − δ(v + 1) = τ − 2− 2vδτ − 2β(v + 1)
2τ
.
This leads to β = τ−2+2τδ2(v+τ+1) and to the following rate:
I + II = O
(
[T ]−γ
)
, γ <
τ − 2− 2δ((v + 1)2 + vτ)
2(v + τ + 1)
.
Finally, we choose δ for an equilibrium with the bound (4.3), solving the equation:
δ =
τ − 2− 2δ((v + 1)2 + vτ)
2(v + τ + 1)
.
This leads to:
δ =
τ − 2
2(v + 1)(τ + v + 2)
> 0,
which gives the rate given by the Lemma 2.

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Proof of Theorem 2 We write:∣∣FT (x/y)− FX/Y (x/y)∣∣ = 1fT (y) ∣∣rT (x, y)− r(x, y) + r(x, y)− FX/Y (x/y)fT (y)∣∣
≤ 1
fT (y)
(|rT (y)− r(y)|+ FX/Y (x/y) |fT (y)− fY (y)|)
By lemma 2, we have supx,y |rT (x, y)− r(x, y)| , supy |fT (y)− f(y)| = O (T−γ) a.s
with 0 < γ < τ−22(v+1)(τ+v+2) . Since by (A2), infy∈SA fY (y) > 0 and sup(x,y)∈S×SA FX/Y (x/y) ≤ 1, we
get the result.
5 Some tools for the consistency: Continuity results
In this section, we give two results which describe the behavior of random fields in relation to their
one point conditional distributions. If it is possible to construct a nonparametric estimate of the one
point conditional distribution which is also compatible with the one point conditional distribution
of a Markov random field, the following results will be useful to describe the statistical properties of
the joint laws of the model.
We first give a lemma which states the behavior of the joint laws of a sequence of random fields
when their one-point conditional distributions are convergent. In the sequel, let S be a compact set
of R endowed with its Borelian algebra B(S). Let X = SI where I is a denumerable set. For any
sequence (ui)i∈I of positive real numbers satisfying
∑
i∈I ui < ∞, we consider the distance d on X
defined by:
d(z, z′) =
∑
i∈I
ui
∣∣zi − z′i∣∣ , z, z′ ∈ X .
Then (X , d) is a compact metric space. For A ⊂ I, let pA : X → S, z 7→ zA. For t ∈ I, we will
write pt instead of p{t}. Moreover, for t ∈ I, we set:
F−t = σ(pj/ j 6= t).
We denote by P(X ) the set of probability measures on X . If ν1, ν2 are two elements of P(X ), the
Prohorov distance dP between ν1 and ν2 is defined by:
dP (ν1, ν2) = inf{ > 0, ν1(A) ≤ ν2(A) + ,∀A ∈ B(X )},
where A = {z ∈ X/d(z,A) ≤ }. The distance dP defines the weak convergence on P(X ) which is a
compact space topology.
Now for ν ∈ P(X ) and any bounded measurable function f on X , we set:
Eν(f) =
∫
fdν.
For t ∈ I, we denote νt the kernel on P(X ) such that:
νt(A/z) = Eν
(
1A/F−t
)
(z),
where Eν (·/F) denotes the conditional expectation with respect to a σ−algebra F ⊂ B(X ).
Finally let γ = (γt)t∈I be a sequence of probability kernels such that for t ∈ I, γt is a kernel from
F−t to B(X ) satisfying the property:
γt (A ∩B/·) = γt (A/·)× 1B, (A,B) ∈ σ(pt)×F−t .
15
If h is a bounded measurable function on X , we denote γt(h) the measurable function on X such
that:
γt(h)(z) =
∫
f(w)γt(dw/z), z ∈ X .
We define the following subset of P(X ):
G(γ) = {ν ∈ P(X )/ ∀t ∈ I, νγt = ν} ,
where for all (t, ν) ∈ I × P(X ), νγt denotes the element of P(X ) such that:
νγt(A) =
∫
γt(A/z)dν(z).
We will say that γ satisfies the condition (C) if:
(C) ∀t ∈ I, h ∈ C(X )⇒ γt(h) ∈ C(X ),
where C(X ) is the space of continuous and bounded functions on X .
The following result gives the behavior of a sequence of random fields in the case of uniform con-
vergence of their one point conditional distribution. A general treatment of topological properties of
random fields is given in [13]. For completeness of this work, we state and prove the following result:
Theorem 3 For t ∈ I, let γt be a probability kernel on X×F−t . Suppose that the sequence γ = (γt)t∈I
satisfies condition (C). Then for a sequence (ν(n))n of P(X ) such that
sup
(x,z)∈S×X
∣∣∣ν(n)t (pt ≤ x/z)− γt(pt ≤ x/z)∣∣∣→n→∞ 0,
we have dP (ν(n),G(γ))→n→∞ 0.
Proof of Lemma 3 Suppose that there exists  > 0 and a subsequence s = (ν(nk))k∈N such that
dP (νnk ,G(γ)) > , ∀k ∈ N. Since this sequence is relatively compact with respect to the weak
topology, then there exists a subsequence (ν(nk′ ))k′ of s and ν ∈ P(X ) such that:
lim
k′→∞
ν(nk′ ) = ν.
We are going to show that ν ∈ G(γ), which is a contradiction with dP (νnk′ ,G(γ)) > , k′ ∈ N.
Let h ∈ C(X ). For t ∈ I, we have:∫
hdν(nk′ ) −
∫
hd(νγt)
=
∫ (
ν
(nk′ )
t (h)− γt(h)
)
dν(nk′ ) +
∫
γt(h)dν(nk′ ) −
∫
γt(h)dν
= A+B.
Let ε > 0. Since h is uniformly continuous on X , there exists δ > 0 such that d(z, z′) < δ ⇒
|h(z)− h(z′)| < . We choose a subdivision a1, . . . , ak of the interval [a, b] ⊃ S with step smaller
then δ/ut. Let hk the function defined on [a, b] by hk(z) =
∑k−1
l=1 h(z(l))1 ]al,al+1](z0) where for
l = 1, . . . , k − 1, z(l) is the element of X such that z(l)t = al and z(l)s = zs if s 6= t. We have
supz∈X |h(z)− hk(z)| < .
We deduce:
∣∣∣ν(nk′ )t (h)(z)− γt(h)(z)∣∣∣ ≤ 2+ 2(k − 1) ‖h‖∞ sup
(x,z)∈S×X
∣∣∣ν(n)t (pt ≤ x/z)− γt(pt ≤ x/z)∣∣∣ .
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One can conclude that:
sup
z∈X
∣∣∣ν(nk′ )t (h)(z)− γt(h)(z)∣∣∣→k′→∞ 0.
Hence A→ 0.
Moreover since γt(h) ∈ C(X ) by condition (C), the weak convergence of the sequence
(
ν(nk′ )
)
k′∈N
implies B → 0.
Then we conclude that for t ∈ I, we have νγt = ν, and the result follows from this contradiction.
Now we investigate the following problem. Suppose for simplicity that S = [a, b]. Assume that for
µ, ν ∈ P(X ), the distance between the conditional distribution functions νt(pt ≤ ·/·) and µt(pt ≤ ·/·)
is known, then is it possible to obtain the distance between µ and ν over some cylinders sets of the
form
Cxt1 ,...,xtk = ⊗ki=1[a, xti ]× SI\{t1,...,tk}?
In other words, can we obtain the distance between the distribution functions of the joint laws? This
problem is linked to the phase transition phenomenon and to the Dobrushin’s contraction formula.
In order to apply this formula, the following assumption will be needed:
(H) We assume that there exist two families of non negative real numbers {Lt,j/t, j ∈ I} and
{Mt,j/t, j ∈ I}, with L = supt∈I
∑
j 6=t Lt,j < 1 and M = supt∈I
∑
j 6=tMt,j <∞, such that ∀z, z′ ∈ X :
sup
x∈S
∣∣µ (pt ≤ x/z)− µ (pt ≤ x/z′)∣∣ ≤∑
j 6=t
Mt,j
∣∣zj − z′j∣∣ ,
∫
S
∣∣µ (pt ≤ x/z)− µ (pt ≤ x/z′)∣∣ dx ≤∑
j 6=t
Lt,j
∣∣zj − z′j∣∣ .
Theorem 4 Let µ, ν ∈ P(X ) with S = [a, b]. Suppose that the random field µ satisfies assumption
(H). Then for each finite subset {t1, . . . , tk} of I, we have:
sup
(xt1 ,...,xtk )∈Sk
∣∣∣µ(Cxt1 ,...,xtk)− ν (Cxt1 ,...,xtk)∣∣∣ ≤ C sup
t∈I
sup
(x,z)∈S×X
|µ(pt ≤ x/z)− ν(pt ≤ x/z)| ,
where C = 1 +M(b− a)
(
k − 1 + 11−L
)
.
We first recall the following inequality due to Dobrushin (see [11] remark 2.17). This inequality
allows to bound the distance between two random fields µ and ν with the distance between their
local conditional specification. Of course, a such inequality implies that there is no phase transition.
Some contraction conditions on the local conditional specifications are needed to get this inequality.
Before giving this inequality in our case, we introduce some notations. Let r be a metric on S = [a, b].
If α and β are two probability on S, the Warsserstein metric is defined as
R(α, β) = sup
∣∣∫ fdα− ∫ fdβ∣∣
δ(f)
,
where the supremum is taken over all Lipshitz functions f on S with
δ(f) = sup
x6=x′
|f(x)− f(x′)|
r(x, x′)
<∞.
For our result, we will only consider the metric r(x, x′) = |x−x′|. One can mention that in this case,
R has the following expression:
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R(α, β) =
∫
|α([a, x])− β([a, x])| dx, α, β ∈ P(S). (5.1)
We define also L(X ) the space of real functions f such that:∣∣f(z)− f(z′)∣∣ ≤∑
i∈Z2
∣∣zi − z′i∣∣ δi(f), ∑
i∈Z2
δi(f) <∞
where
δi(f) = sup
z 6=z′
{ |f(z)− f(z′)|
|zi − z′i|
/zj = z′j ,∀j 6= i
}
.
Let µ, ν ∈ P(X ). We suppose that the following continuity condition holds:
f ∈ L(X )⇒ ∀t ∈ Z2, µt(f) ∈ L(X ). (5.2)
For µ ∈ P(X ), the contraction coefficients are defined by
Cik = sup
{
R (µ(pk ∈ ·/z), µ(pk ∈ ·/z′))
|zi − z′i|
/zj = z′j , ∀j 6= i
}
and
bk =
∫
R (µ(pk ∈ ·/z), ν(pk ∈ ·/z)) ν(dz)
Note that with the expression (5.1), we have the bound:
bk ≤ (b− a) sup
(x,z)∈S×X
|µ(pk ≤ x/z)− ν(pk ≤ x/z)| . (5.3)
Let D =
∑
n≥0C
n where Cn denotes the nth power of the matrix C. D is well defined for example
if
c = sup
k∈Z2
∑
i∈Z2
Cik < 1. (5.4)
In this case, the following inequality holds:∣∣∣∣∫ fdµ− ∫ fdν∣∣∣∣ ≤∑
i∈Z2
(bD)iδi(f), f ∈ L(X ). (5.5)
Proof of Theorem 4 First, from the point 1 of lemma 3, condition (5.2) is satisfied for µ. More-
over for i, k ∈ Z2, we have Ci,k = Lk,i and the condition (5.4) is satisfied with c = L. Then, inequality
(5.5) holds for ν.
For l ∈ {1, . . . , k} and x ∈ X , we set:
fl(z) =
l∏
m=1
1 (−∞,xtm ](ztm)
and
gl = µtl ◦ · · · ◦ µt1(fl), hl = νtl ◦ · · · ◦ νt1(fl).
We have: ∣∣∣∣∫ fkdµ− ∫ fkdν∣∣∣∣ = ∣∣∣∣∫ gkdµ− ∫ hkdν∣∣∣∣
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≤
∣∣∣∣∫ gkdµ− ∫ gkdν∣∣∣∣+ ∣∣∣∣∫ gkdν − ∫ hkdν∣∣∣∣
≤
∣∣∣∣∫ gkdµ− ∫ gkdν∣∣∣∣+ βk
where βl = ‖gl − hl‖∞, l ∈ {1, . . . , k}.
First by lemma 4, one can apply inequality (5.5) to the function gk. We obtain:∣∣∣∣∫ gkdµ− ∫ gkdν∣∣∣∣ ≤∑
i∈I
(bD)iδi(gk).
Using for i ∈ I, the inequality ∑j∈I Cnj,i ≤ cn = Ln and the bound given in (5.3), we have:
(bD)i ≤
∑
j∈I
Dj,i sup
j∈I
bj ≤ b− a1− L supt∈I sup(x,z)∈S×X
|µ(pt ≤ x/z)− ν(pt ≤ x/z)| , (5.6)
Then using lemma 4, we conclude that:∣∣∣∣∫ gkdµ− ∫ gkdν∣∣∣∣ ≤M b− a1− L supt∈I sup(x,z)∈S×X |µ(pt ≤ x/z)− ν(pt ≤ x/z)| .
If we use the bound for βk in Lemma 5, we conclude that:∣∣∣∣∫ fkdµ− ∫ fkdν∣∣∣∣ ≤ C sup
t∈I
sup
(x,z)∈S×X
|µ(pt ≤ x/z)− ν(pt ≤ x/z)| ,
with C = 1 +M(b− a)
(
k − 1 + 11−L
)
. The proof of theorem 4 is now complete. 
Lemma 3 Let g ∈ L(X ) and t ∈ I. Then
1. µt(g) ∈ L(X ) and: ∑
i∈I
δi(µt(g)) ≤
∑
i∈I
δi(g).
2. ‖µt(g)− νt(g)‖∞ ≤ (b− a)δt(g) sup
(x,z)∈S×X
|µ(pt ≤ x/z)− ν(pt ≤ x/z)|.
Proof of lemma 3
1. For (x, z, t) ∈ S ×X × Z2, with (xz)t the element r of X such that rt = x and rs = zs if s 6= t.
Let gz,t : S → R, x → g((xz)t) is a Lipshitz function and then is derivable almost everywhere
with g′z,t satisfying
∥∥g′z,t∥∥∞ ≤ δt(g). Let z, z˜ ∈ X . With an integration by parts formula, we
have:
A =
∣∣∣∣∫ gz˜,t(x) (µ(pt ∈ dx/z)− µ(pt ∈ dx/z˜))∣∣∣∣
=
∣∣∣∣∫ (µ(pt < dx/z)− µ(pt < x/z˜)) g′z,t(x)dx∣∣∣∣
≤ δt(g)
∑
i 6=t
Lt,i |zi − z˜i| .
Now this leads to:
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∣∣∣∣∫ gz,t(x)µ(pt ∈ dx/z)− ∫ gz˜,t(x)µ(pt ∈ dx/z˜)∣∣∣∣
≤
∑
i 6=t
δi(g) |zi − z˜i|+A
≤
∑
i 6=t
δi(g) |zi − z˜i|+ δt(g)
∑
i 6=t
Lt,i |zi − z˜i|
From this bound, it is obvious that µt(g) ∈ L(X ) if g ∈ L(X ) since:∑
i∈I
δi(µt(g)) ≤
∑
i 6=t
δi(g) + Lδt(g) <∞.
2. For z ∈ X , with another integration by parts formula:
|µt(g)(z)− νt(g)(z)| =
∣∣∣∣∫ gz,t(x)µ(pt ∈ dx/z)− ∫ gz,t(x)ν(pt ∈ dx/z)∣∣∣∣
≤
∣∣∣∣∫ (µ(pt < x/z)− ν(pt < x/z)) g′z,t(x)dx∣∣∣∣
≤ (b− a)δt(g) sup
(x,z)∈S×X
|µ(pt ≤ x/z)− ν(pt ≤ x/z)|
Lemma 4 For l ∈ N∗, we have gl ∈ L(X ) and:∑
i∈I
δi(gl) ≤M.
Proof of Lemma 4 First using assumption (A5), g1 ∈ L(X ) and we have:∑
i∈i
δi(g1) ≤
∑
i 6=t1
Mt1,i ≤M.
Using the point 1 of lemma 3, a straightforward finite induction shows that gl ∈ L(X ), l ≤ k. Now,
if l ≥ 2, with the point 1 in lemma 3 and the definition of gl,∑
i∈I
δi(gl) ≤
∑
i∈I
δi(gl−1),
and Lemma 4 follows.
Lemma 5 For l ∈ N∗, we have:
βk ≤ (1 + (k − 1)(b− a)M)× max
t∈{t1,...,tk}
sup
(x,z)∈S×X
|µ(pt ≤ x/z)− ν(pt ≤ x/z)| .
Proof of Lemma 5 We have by definition β1 ≤ sup(x,z)∈S×X |µ(pt1 ≤ x/z)− ν(pt1 ≤ x/z)| . Now,
let l ∈ {1, . . . , k − 1}. We have using the point 2 of Lemma 3 and Lemma 4:
βl+1 =
∥∥µtl+1(gl)− νtl+1(hl)∥∥∞
≤ ∥∥νtl+1(gl)− νtl+1(hl)∥∥∞ + ∥∥νtl+1(gl)− µtl+1(gl)∥∥∞
≤ βl + (b− a)δtl+1(gl)× sup
(x,z)∈S×X
∣∣µ(ptl+1 ≤ x/z)− ν(ptl+1 ≤ x/z)∣∣
≤ βT,l + (b− a)M sup
(x,z)∈S×X
∣∣µ(ptl+1 ≤ x/z)− ν(ptl+1 ≤ x/z)∣∣
One can easily deduce the result.
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