A variational Bayesian framework is employed in the paper for image segmentation using color clustering. A Gaussian mixture model is used to represent color distributions. Variational expectation-maximization (VEM) algorithm takes into account the uncertainty in the parameter estimation ensuring a lower bound on the approximation error. In the variational Bayesian approach we integrate over distributions of parameters. The processing task in this case consists of estimating the hyperparameters of these distributions. We propose a maximum log-likelihood initialization approach for the Variational Expectation-Maximization (VEM) algorithm. The proposed algorithm is applied to image segmentation using color clustering when representing the images in the L*u*v color coordinate system.
INTRODUCTION
Color image segmentation is used as a preprocessing stage in numerous applications. This problem can be seen as a pattern classification application by employing a statistical approach. In this paper we assume only the clustering of three color components for image segmentation. A pattern classificationapproach relies onto underlying statistics for estimating the parameters involved. Three main statistical approaches have been proposed to date: maximum likelihood, maximum a posteriori (MAP) and Bayesian inference. Expectation-maximization (EM) algorithm provides a suitable approximation to the maximum likelihood estimation [1, 2] . EM has been used for color image segmentation [3] together with other maximum log-likelihood approaches such as mean shift analysis [4] . However, EM is known to be suboptimal and to depend on an appropriate initialization.
Bayesian inference takes into account the uncertainty in the parameter estimation [5, 6] . In this approach each parameter involved is modelled by a probability density function and the solution is provided by integrating over distributions of parameters. Bayesian approaches do not suffer from overfittingand have very good generalization capabilities [5] . Prior knowledge can be easily incorporated and uncertainty manipulated in a consistent manner. However, computations in the Bayesian framework can seldom be performed exactly due to the need to integrate over distributions of parameters. Variational approaches have been used for handwritten digit recognition [7] , 1-D autoregressive models [8] , blind image deconvolution [9] and for modulated signal detection [10] .
The graphical model used to describe image colors consists of a mixture of Gaussians [2, 3, 8] . For determining the number of components in the mixture we adapt the Bayesian Information Criterion (BIC) [2] for the VEM algorithm. Given the sensitivity of the variational Bayesian algorithms to parameter initialization we suggest an appropriate initialization methodology for the hyperparameters. The initialization employs maximum log-likelihood estimators for the distributions modelling the parameters. The paper is organized as follows. In Section 2 we introduce the Variational Bayesian framework in the context of the finite mixture model, while in Section 3 we provide the initialization procedure for the proposed algorithm. In Section 4, we describe the VEM algorithm while in Section 5 we show how the algorithm is applied for color image segmentation. In Section 6, we provide the experimental results while in Section 7 we report our conclusions.
VARIATIONAL GAUSSIAN MIXTURE MODELS
Finite mixture models provide a powerful statistical approach for modelling multivariate data. We consider Gaussian Mixture Models (GMMs) due to their excellent approximation properties. The probability density function of pixels in a color image is assumed to follow the probability distribution of an N -component Gaussian mixture and can be written as:
where d = 3 is data dimension in the case of color space, θi = {αi, µi, Σi} represents the model parameters respectively, αi is the mixing probability, µi is the mean and Σi is the covariance matrix, while D corresponds to:
The distribution is normalized and the sum of mixing probabilities is equal to one. In a Bayesian approach, distributions of model parameters, i.e. those corresponding to the mixing probabilities, means and covariance matrices, are described by their conjugate priors [7] . Thus, the mixing probabilities are modelled by a joint Dirichlet distribution D(α|λ1, · · · , λN ):
where Γ(·) is the Gamma function. The conjugate prior for the means is the Normal distribution N (µ|m, βS) :
where β is a scaling factor The Wishart distribution W(Σ|ν, S) is the conjugate prior for the inverse covariance matrix:
where ν are the degrees of freedom, T r denotes the trace of the resulting matrix (the sum of the diagonal elements).
HYPERPARAMETER INITIALIZATION
Many statistical algorithms lead to a local minima in the error cost function due to an inappropriate initialization. Usually, random initialization or k-means is employed for EM or Variational Bayes algorithms. However, this may lead to multiple local maxima in the log-likelihood function and a suitable initialization is required. In this paper we adopt a hierarchical approach to the hyperparameter estimation. In the firststage we employ a dual EM algorithm by using a set of random initializations. After several runs of the EM algorithm on the same data set, we form distributions of its resulting parameters. Afterwards, a maximum log-likelihood criterion is employed by considering a second EM algorithm applied onto the distributions of parameters, in order to initialize the hyperparameters for the Variational Expectation-Maximization algorithm.
In the firststage the EM algorithm for the GMM is applied on the given data. The a posteriori probabilities are estimated in the E-step:
where D(xj; µi, Σi) is provided by (2) . In the M-step we update the parameters of the Gaussian mixture model:
where M represents the number of data samples. We run the EM algorithm L times considering various random initializations. All the parameters estimated in each of the runs are stored individually, forming data sample distributions. We assume that these distributions can be characterized parametrically by a set of hyperparameters. The parametric description of these probabilities is given by (4) for means µ, by (5) for covariance matrices Σ, and by (3) for mixing probabilities α. The next stage consists in estimating the hyperparameters characterizing the distributions formed in the previous step. The mean distributions resulting from the EM algorithm (the results from (8)) can be modelled as a mixture of Gaussians. We apply a second EM algorithm onto these distributions. The equations of this second EM are similar with those given by equations (6), (7), (8) and (9) . In the second stage of the dual EM algorithm we consider some of the given data samples xj, j = 1, . . . , M as the initial starting points for the means. The hypermeansm(0) consists of the averaging of the resulting means. The parameter β represents a scaling factor of the covariance matrices corresponding to the initial distributionsΣ, resulting from (9) to those of the mean distributions S, respectively. This parameter is initialized as the average of the eigenvalues of the matrix ΣS −1 , which can be calculated as the value of the trace divided by the number of data :
where L is the number of runs for the EM algorithm. The degrees of freedom are initialized as being equal to the number of dimensions ν = d.
The Wishart distribution W(Σ|ν, S) characterizes the covariance matrix. We initialize the degrees of freedom νi(0) = d, while for the initialization of S we consider the distribution ofΣ resulting from (9) . We apply a Cholesky factorization onto the matriceŝ Σ k , k = 1, . . . , L resulted from successive runs of the EM algorithm. The Cholesky factorization results into an upper triangular matrix R k and a lower triangular matrix R T k such that :
We generate L subgaussian random vectors N, each of dimension d, whose coordinates are independent random variables N (0, 1). The matrix S will be initialized as, [5] :
For the Dirichlet parameters we use the maximum log-likelihood estimation for (3). After applying the logarithm on (3) and differentiating the resulting expression with respect to the hyperparameters λi, i = 1, . . . , N we obtain the following iterative expression :
where t is the iteration number, log E[αi] is the expectation of the mixing probability αi, which is derived from the distributions obtained from successive runs of equation (7), and where ψ(·) is the digamma function (the logarithmic derivative of the Gamma function):
We consider the mean of mixing probability distributions as an appropriate estimate for E[αi]. The parameters λi, are firstlyobtained by inverting ψ(λi) from (13) and afterwards updated by using Newton's method as follows :
Just a few iterations are usually necessary in order to estimate the Dirichlet hyperparameters λi(0), i = 1, . . . , N .
VARIATIONAL EXPECTATION-MAXIMIZATION ALGORITHM
Variational Bayes algorithm has been used for estimating hyperparameters of mixture models [7, 8] . In our approach we use the initialization procedure as described in the previous section into an algorithm called Variational Expectation-Maximization (VEM) algorithm [10] . This algorithm is an iterative procedure which alternates between two steps: variational expectation (VE) and variational maximization (VM).
In the expectation step we compute the a posteriori probabilitiesP (i|xj ), meaning the responsibilities of each mixture component i in generating each data sample xj, according to the following expression:
where d is the number of dimensions, ψ(·) is the digamma function and D(xj|mi, βiSi) is given by (2).
In the following step an intermediary calculation of the mean parameters is performed by considering the a posteriori probabilities from (16):μ
In the maximization step we update the hyperparameters characterizing distributions of parameters that maximize the data loglikelihood, given the data and their a posteriori probabilities, as it is shown in the following equations:
where
The VEM algorithm iterates the VE and VM steps until reaching a convergence criterion.
COLOR CLUSTERING
An important issue in color image segmentation is the selection of an appropriate color space and that of a representative set of colors. The L*u*v* color space is selected for image segmentation as in the approaches from [3, 4] . In our case the image color space is modelled by a mixture of GMM components. For findingthe number of Gaussian components we employ the Bayesian Information Criterion (BIC) which corresponds to the negative of the minimum description length (MDL) [2] . This criterion is expressed in terms of the data log-likelihood and by adding a penalty term depending on the number of components:
where L(θ) is the data log-likelihood, N is the number of components and M that of data samples. The number of components is considered as that corresponding to the largest CV EM (N ). In order to determine the segmentation performance of the algorithm we calculate the peak signal-to-noise ratio (PSNR) measure between the original and the segmented images after converting them to grayscale:
where we consider a hard decision based on the maximum a posteriori probabilityP (i|xj ) from (16) for segmenting the image in color regions, and we assign for each pixel its corresponding region hypermean, m k , for k = 1, . . . , N . 
EXPERIMENTAL RESULTS
The VEM algorithm has been applied for segmenting several color images using their L*u*v* color components. We present the results for three color images, called "Sunset," "Lighthouse" and "F orest," that are shown in Figures 1a, 1b and 1c , respectively. We can observe that these images have distinct properties, such as variation in lighting in the "Sunset," constant color areas as displayed in the "Lighthouse," while natural textures characterizes "F orest" image. The data samples are obtained from the transformation of the color coordinate system from RGB to L*u*v and definesa 3-D space. The initialization was performed as described in Section 3, after applying EM into a subspace of the data set and for 10 random initializations. Then we have employed the second stage EM onto the results of the firstEM, by initializing with data samples. After initializing the hyperparameters, we used the VEM algorithm. The classification of the pixels into a color region was obtained by assigning each pixel to the region for which it achieved the largest a posteriori probability. Figure 2 shows the segmented images for the most appropriate number of components as indicated by the BIC criterion, plotted in Figure 4 , while Figure 3 displays the segmented images with EM algorithm. As it can be observed from these images in all three color images, BIC predicted an appropriate number of mixture components. The segmentation colors in Figures 2 and 3 are represented by the hypermeans as calculated by the VEM and EM algorithms, respectively. In Figure 5 , we display the convergence in the average loglikelihood with respect to iteration number, when applying the VEM algorithm for each image. The convergence criterion is:
where L(θ) is the log-likelihood for each image. We compare the proposed VEM algorithm with EM algorithm using the log-likelihood and the PSNR as comparison measures. The results displayed in Table 1 , show that VEM outperforms EM. The same improvement can be also observed from the segmented images in Figures 2 and 3. 
CONCLUSIONS
This study proposes a variational approach for color image segmentation using a Gaussian mixture model. The variational expec- tation-maximization algorithm can be seen as a generalization of the EM. This paper provides a solution for the VEM algorithm initialization by employing a maximum log-likelihood estimation for the initial values of the hyperparameters characterizing the GMM model. The color image segmentation results indicated that the VEM algorithm outperforms the EM algorithm. The color image segmentation results can be further used for image feature retrieval systems based on color as well as for other applications.
