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Abstract
We consider the stochastic flow generated by Stratonovich stochastic differential equations with non-
Lipschitz drift coefficients. Based on the author’s previous works, we show that if the generalized divergence
of the drift is bounded, then the Lebesgue measure on Rd is quasi-invariant under the action of the stochastic
flow, and the explicit expression of the Radon–Nikodym derivative is also presented. Finally we show in
a special case that the unique solution of the corresponding Fokker–Planck equation is given by the density
of the stochastic flow.
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1. Introduction
In the past two decades, there is a trend to study the ordinary differential equations (abbrevi-
ated as ODE)
dXs,t = A0(Xs,t ) dt, t  s, Xs,s = x (1.1)
with irregular coefficients A0 :Rd → Rd through analyzing the corresponding transport equa-
tion [4,5], or the continuity equation [1,2]. In the works [4,5], the authors developed the so-called
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termined by (1.1), after establishing the existence and uniqueness of solutions to the transport
equation:
∂us,t
∂t
+ 〈A0,∇us,t 〉 = 0, t  s, us,s = u0.
More precisely, under the assumptions that the vector field A0 has a certain Sobolev regularity
and its divergence is bounded or exponentially integrable, the authors proved that there exists
a flow of measurable maps which solves the ODE and at the same time, leaves the reference
measure quasi-invariant, that is, the push-forward of the reference measure is absolutely continu-
ous with respect to itself. Different from this approach, Ambrosio [1,2] considered the continuity
equation
∂μs,t
∂t
+Dx · (A0μs,t ) = 0, t  s, μs,s = μ0,
where Dx · is the formal divergence, and proved that there exists a unique Lagrangian flow as-
sociated to the vector field A0, provided that A0 has a Sobolev or BV regularity. This point of
view was extended later on by Figalli [11] to study the relationship between the Itô SDE and
the related Fokker–Planck (or forward Kolmogorov) equation. LeBris and Lions also considered
this issue in a somewhat special situation (see [15, Section 5]), and they pointed out that the
unique solution of the Fokker–Planck equation coincides with the density of the flow determined
by the SDE. In the paper [17], the author studied the ODE (1.1) with log-Lipschitz coefficient,
and showed that the push-forward of the Lebesgue measure by the solution has no charge on the
subset whose Hausdorff dimension is less than that of the space, provided that the generalized
divergence of the vector field A0 satisfies an integral condition. Here by the generalized diver-
gence of A0, we mean the locally integrable function div(A0) such that the following integration
by parts formula holds:∫
Rd
φ div(A0) dx = −
∫
Rd
〈∇φ,A0〉dx, for all φ ∈ C∞c
(
R
d
)
,
where C∞c (Rd) is the totality of compactly supported smooth functions. In fact, a small modifi-
cation of the proof in [17] shows that if div(A0) is locally bounded, then the Lebesgue measure
is also quasi-invariant under the action of the solution Xs,t , see Section 2.
Recently motivated by the pioneer work of Malliavin [19], studying stochastic differential
equations (SDE for short) with non-Lipschitz coefficients becomes one of the heat topics in
stochastic analysis, cf. [6–10,17,18,22]. It is shown in [8] that if the drift coefficient A0 satisfies
only the general Osgood condition (see Theorem 1 of [8] for details) and the diffusion coefficients
belong to C3+δb with δ > 0, then the solution Xs,t to the Stratonovich SDE
dXs,t =
N∑
k=1
Ak(Xs,t ) ◦ dwkt +A0(Xs,t ) dt, t  s, Xs,s = x (1.2)
is a stochastic flow of homeomorphisms, where wt = (w1t , . . . ,wNt ) is a standard Brownian mo-
tion on RN . Though we use the same notation Xs,t to denote the solutions to Eqs. (1.1) and (1.2),
there is no confusion according to the context. If in addition the vector field A0 satisfies a special
log-Lipschitz condition and the generalized divergence div(A0) vanishes, then an explicit so-
lution to the corresponding stochastic transport equation is also constructed there (Theorem 5.1
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square integrable, see Theorem 3.1 in Section 3. To state the main result of this work, we intro-
duce some notations and hypotheses. We denote by λ the Lebesgue measure on Rd . For some
integer i  1, define log(i) inductively by setting log(1) s = log s and log(i) s = log log(i−1) s. Let
ρm(s) = (log(1) 1s ) · · · (log(m) 1s ), where m 1 is an integer. Here are the conditions on A0:
(H1) There exist m 1 and C > 0, such that for all |x − y| c0,∣∣A0(x) −A0(y)∣∣ C|x − y|ρm(|x − y|), (1.3)
where c0 is small enough such that (0, c0] 	 s 
→ sρm(s) is increasing and concave.
(H2) There exist C0 > 0 and ε0 ∈ [0,1) such that∣∣A0(x)∣∣ C0(1 + |x|1−ε0), for all x ∈ Rd . (1.4)
Similar to [4,5], we are able to prove the following theorem, under the help of the stochastic
transport equation (3.1).
Theorem 1.1. Suppose that the diffusion coefficients A1, . . . ,AN belong to C3+δb for some δ > 0,
and the assumptions (H1) and (H2) hold with ε0 ∈ (0,1). If the generalized divergence div(A0)
of A0 is bounded, then the Lebesgue measure λ on Rd is quasi-invariant under the flow Xs,t gen-
erated by (1.2). Moreover, the Radon–Nikodym derivative has the following explicit expression:
dλs,t
dλ
(x) = exp
(
N∑
k=1
t∫
s
div(Ak)
(
Xs,u(x)
) ◦ dwku +
t∫
s
div(A0)
(
Xs,u(x)
)
du
)
, (1.5)
where λs,t = λ ◦Xs,t .
We would like to point out that we may take other measures μ0 on Rd as the reference mea-
sure, and it may also remain quasi-invariant under the action of the flows generated by (1.1)
and (1.2). Indeed, when all the coefficients are smooth, Kunita proved (see Lemma 4.3.1 of [14])
a formula of the form (1.5), provided that μ0 is absolutely continuous with respect to the
Lebesgue measure λ and the corresponding Radon–Nikodym derivative dμ0
dλ
belongs to C3(Rd)
(a random version of the classical Liouville theorem). Based on this result, we can use the
same limit procedure in this paper to deal with the general situation. However, we would
not make this extension in this work, instead, we only treat the simpler case to illustrate the
ideas.
The proof of Theorem 1.1 consists of many technical calculations, and here is a sketch. Theo-
rem 1.1 is proved in two steps. For the first step, we show that the mean of the push-forward λs,t
is dominated by a constant multiple of the Lebesgue measure, see Corollary 3.4. Then in the sec-
ond step, we follow the method of Lemma 3.6 in [4] to prove that the Radon–Nikodym densities
of smooth stochastic flows are convergent to (1.5) in a certain sense (Proposition 3.6), where
the essential part is devoted to the term I 3n involving div(A0). We separate I 3n into another two
terms: I 3,1n and I 3,2n , where the term I 3,1n is relatively easy to estimate. For the other term I 3,2n ,
we deduce from the moment estimate (see Lemma 3.2) that most of the sample paths of the so-
lution Xs,t (x) stay in a sufficiently big ball B(M), on which the Lusin theorem is applied to get
a measurable subset Eε ⊂ B(M) such that the restriction div(A0)|Eε is uniformly continuous and
λ(B(M)\Eε) < ε. Now according to whether Xs,t (x) and Xn (x) (the solution correspondings,t
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estimate obtained in the first step.
The paper is organized as follows. In Section 2, we first present a lemma that will be used in
the latter sections, then we prove a result concerning the ODE (1.1), which improves the Main
Theorem in [17]. Section 3 is the main part of this work, in which we consider the SDE (1.2),
proving Theorem 1.1; after that we present a short discussion about the relationship between the
solutions to the SDE and those of the related Fokker–Planck equation.
2. The case of ODE
The theories for ODE and SDE with smooth coefficients are well established (see for in-
stance [13,14]), while the vector field A0 involved in this paper only satisfies the log-Lipschitz
condition (1.3). To apply the known results, we approximate A0 by smooth vector fields
and prove some limit theorems. Choose χ ∈ C∞c (Rd ,R+) such that supp(χ) ⊂ B(1) and∫
Rd
χ dx = 1, where B(R) = {x ∈ Rd : |x|  R}. For n  1, define χn(x) = 2ndχ(2nx), then
χn ∈ C∞c (Rd,R+), supp(χn) ⊂ B(2−n) and
∫
Rd
χn dx = 1. Set
An0 = A0 ∗ χn,
where ∗ is the convolution. First we present a lemma which will also be used in Section 3.
Lemma 2.1. Assume the conditions (H1) and (H2).
(a) For all n (log 1
c0
)/ log 2, An0 ∈ C∞b .
(b) There exists C′ > 0 independent of n, such that |An0(x)| C′(1 + |x|1−ε0).
(c) There is ζ > 1 such that supx∈Rd |An0(x) −A0(x)| ζ−n.
Proof. (a) For i ∈ {1, . . . , d}, the ith component of the vector field An0 has the expression
A
n,i
0 (x) =
∫
Rd
Ai0(y)χn(x − y)dy = 2nd
∫
Rd
Ai0(y)χ
(
2n(x − y))dy.
For any multi-index α = (α1, . . . , αd) ∈ Zd+,
∂ |α|An,i0
∂xα
(x) = 2nd
∫
Rd
Ai0(y)
∂ |α|χ
∂xα
(
2n(x − y)) · (2n)|α| dy
= 2n|α|
∫
Rd
Ai0
(
x − 2−ny)∂ |α|χ
∂xα
(y) dy
= 2n|α|
∫
Rd
[
Ai0
(
x − 2−ny)−Ai0(x)]∂ |α|χ∂xα (y) dy.
Hence by (1.3), for n (log 1
c0
)/ log 2,
∣∣∣∣∂ |α|A
n,i
0
∂xα
(x)
∣∣∣∣ 2n|α|
∫ ∣∣Ai0(x − 2−ny)−Ai0(x)∣∣ ·
∣∣∣∣∂ |α|χ∂xα (y)
∣∣∣∣dyB(1)
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∫
B(1)
C
∣∣2−ny∣∣ρm(∣∣2−ny∣∣)
∣∣∣∣∂ |α|χ∂xα (y)
∣∣∣∣dy
 2n(|α|−1)ρm
(
2−n
)
C
∫
B(1)
∣∣∣∣∂ |α|χ∂xα (y)
∣∣∣∣dy,
where in the last step we have used the increasing property of s 
→ sρm(s) on (0, c0]. (a) is
proved. For the proof of (b) and (c), we refer the readers to Proposition 4.1 of [8]. 
Let Xns,t (x) be the solution to (1.1) with A0 being replaced by An0 . Then by (c) of Lemma 2.1,
it is easy to prove the following limit theorem (see [7]): for any T > s and R > 0,
lim
n→+∞ supt∈[s,T ]
sup
|x|R
∣∣Xns,t (x)−Xs,t (x)∣∣= 0. (2.1)
Now we are in the position to prove
Theorem 2.2. Assume the conditions (1.3) and (1.4) hold with ε0 = 0. If in addition the general-
ized divergence div(A0) of the vector field A0 is locally bounded, then the Lebesgue measure λ
is quasi-invariant under the flow generated by (1.1), i.e. λs,t := λ ◦ Xs,t  λ, and the Radon–
Nikodym derivative
Ks,t (x) = dλs,t
dλ
(x) = exp
( t∫
s
div(A0)
(
Xs,u(x)
)
du
)
.
Proof. Under these conditions, the solution of (1.1) defines a flow of homeomorphisms on Rd ,
see [10, Section 2]. For θ ∈ C∞c (Rd) and t  s, set θs,t (x) = θ(X−1s,t (x)). Then similar to (15)
in [17], we have for any ψ ∈ C∞c (Rd),∫
Rd
θs,t (x)ψ(x)dx =
∫
Rd
θ(x)ψ(x)dx +
t∫
s
∫
Rd
θs,u(x)div(ψA0)(x) dx du.
Proceed as in [17] and finally we arrive at
λs,t (U) = λ(U) +
t∫
s
∫
U
div(A0)
(
Xs,u(x)
)
dλs,u(x) du
= λ(U) +
t∫
s
∫
Xs,u(U)
div(A0)(y) dλdu, (2.2)
where U is any bounded open subset.
Fix any T > s. Let E be any measurable subset of Rd such that λ(E) = 0. There is a partition
{En: n  1} of E with the property that diam(En)  1 for all n  1, where diam(En) is the
diameter of En. For any fixed n, there exists R > 0 such that En ⊂ B(R). Let RT = (1+R)eTC0 ,
then by (1.4) with ε0 = 0, ⋃suT Xs,u(B(R)) ⊂ B(RT ). Since div(A0) is locally bounded,
CT,R := sup
∣∣div(A0)(y)∣∣< +∞.y∈B(RT )
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respect to t ∈ [s, T ]. From (2.2) we obtain
λs,t (U) λ(U) +
t∫
s
∫
U
∣∣div(A0)(Xs,u(x))∣∣dλs,u(x) du
 λ(U) +CT,R
t∫
s
λs,u(U)du.
Gronwall’s inequality gives us λs,t (U)  λ(U)e(t−s)CT,R . Hence when restricted on the
ball B(R), λs,t is absolutely continuous with respect to λ. This implies λs,t (En) = 0. Since
n 1 is arbitrary, we get λs,t (E) = 0, which means λs,t  λ.
Now we prove that the Radon–Nikodym derivative dλs,t
dλ
has the stated expression. Denote by
λns,t = λ ◦Xns,t , then the classical Liouville theorem gives us
Kns,t (x) :=
dλns,t
dλ
(x) = exp
( t∫
s
div
(
An0
)(
Xns,u(x)
)
du
)
.
Since div(A0) is locally bounded, for all p  1, div(An0) = div(A0) ∗ χn converges in Lploc(Rd)
to div(A0). For any R > 0,
In :=
∫
B(R)
∣∣∣∣∣
t∫
s
div
(
An0
)(
Xns,u(x)
)
du−
t∫
s
div(A0)
(
Xs,u(x)
)
du
∣∣∣∣∣dx

∫
B(R)
t∫
s
∣∣div(An0)(Xns,u(x))− div(A0)(Xns,u(x))∣∣dudx
+
∫
B(R)
t∫
s
∣∣div(A0)(Xns,u(x))− div(A0)(Xs,u(x))∣∣dudx
=: I 1n + I 2n .
We have
I 1n =
t∫
s
∫
B(R)
∣∣div(An0)(Xns,u(x))− div(A0)(Xns,u(x))∣∣dx du
=
t∫
s
∫
Xns,u(B(R))
∣∣div(An0)(y)− div(A0)(y)∣∣Kn,−1s,u (y) dy du,
where
Kn,−1s,u (y) =
d(λ ◦Xn,−1s,u )
dλ
(y) = exp
(
−
u∫
div
(
An0
)(
Xn,−1r,u (y)
)
dr
)
.s
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′
, in which C′ is the constant in Lemma 2.1(b). Recall that ε0 = 0, by (b)
of Lemma 2.1,⋃
n1
⋃
u∈[s,T ]
Xns,u
(
B(R)
)⊂ B(R′T ).
Since div(A0) is locally bounded, there is C′R,T > 0 independent of n, such that
sup
n1
sup
y∈B(R′T )
∣∣div(An0)(y)∣∣ C′R,T
for sufficiently large n, therefore Kn,−1s,u (y) eT C
′
R,T for all y ∈ Xns,u(B(R)), u ∈ [s, T ]. Hence
we have
I 1n  T eTC
′
R,T
∫
B(RT )
∣∣div(An0)(y)− div(A0)(y)∣∣dy → 0
as n tends to +∞. By (2.1) and following the method of Lemma 3.6 in [4], we can prove that
div(A0)(Xns,u(x)) converges to div(A0)(Xs,u(x)) in the Lebesgue measure on [s, T ] × B(R).
Hence the dominated convergence theorem leads to
I 2n =
t∫
s
∫
B(R)
∣∣div(A0)(Xns,u(x))− div(A0)(Xs,u(x))∣∣dx du → 0
as n → +∞. In one word, we have proved that In → 0. Therefore up to a subsequence, for a.e.
x ∈ Rd ,
t∫
s
div
(
An0
)(
Xns,u(x)
)
du →
t∫
s
div(A0)
(
Xs,u(x)
)
du.
This implies that Kns,t converges to Ks,t for λ-a.e. x ∈ Rd . Now fix an arbitrary f ∈ Cc(Rd). By
what we have just proved and the dominated convergence theorem,
lim
n→+∞
∫
Rd
f (x)Kns,t (x) dx =
∫
Rd
f (x)Ks,t (x) dx.
On the other hand,∫
Rd
f (x)Kns,t (x) dx =
∫
Rd
f (x) dλns,t (x) =
∫
Rd
f
(
X
n,−1
s,t (y)
)
dy
which converges to∫
Rd
f
(
X−1s,t (y)
)
dy =
∫
Rd
f (x) dλs,t (x)
by (2.1). Therefore∫
Rd
f (x)Ks,t (x) dx =
∫
Rd
f (x) dλs,t (x).
The proof is completed. 
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in the following way. By (2.2) we have
∫
U
Ks,t (x) dλ =
∫
U
1dλ+
t∫
s
∫
U
div(A0)
(
Xs,u(x)
)
Ks,u(x) dλdu
=
∫
U
(
1 +
t∫
s
div(A0)
(
Xs,u(x)
)
Ks,u(x) du
)
dλ.
This equality holds for any bounded open subset U , therefore
Ks,t (x) = 1 +
t∫
s
div(A0)
(
Xs,u(x)
)
Ks,u(x) du,
which leads to the desired result. 
3. The case of SDE
In this section, we consider the Stratonovich SDE (1.2) with smooth diffusion coefficients Ak ,
and irregular drift coefficient A0 satisfying the conditions (1.3) and (1.4) with ε0 > 0. We prove
Theorem 1.1 in Section 3.1, which involves many technical calculations and constitutes the main
part of this paper. After that in Section 3.2, we give a sufficient condition for the uniqueness of the
relating Fokker–Planck equation. It is also shown that the unique solution has an explicit density
with respect to the Lebesgue measure λ, provided that the initial datum is absolutely continuous
with respect to λ.
3.1. Quasi-invariance of Lebesgue measure
We first generalize Theorem 5.1 in [8] to the case that div(A0) is locally square integrable.
Theorem 3.1. Assume that the diffusion coefficients A1, . . . ,AN belong to C3+δb for some δ > 0,
and the conditions (H1) and (H2) hold with ε0 ∈ (0,1). Suppose that the generalized divergence
div(A0) ∈ L2loc(Rd). Let θ0 be a continuous function on Rd , having polynomial growth:∣∣θ0(x)∣∣ C(1 + |x|q0), x ∈ Rd .
Then θs,t (x) := θ0(X−1s,t (x)) solves the stochastic transport equation in distributional sense, that
is, for any φ ∈ C∞c (Rd),
(θs,t , φ)L2 = (θ0, φ)L2 +
N∑
k=1
t∫
s
(
θs,u,div(φAk)
)
L2 ◦ dwku +
t∫
s
(
θs,u,div(φA0)
)
L2 du,
(3.1)
where (·,·)L2 denotes the inner product in L2(Rd , λ).
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steps that involve the term div(A0). The last sentence on p. 1102 and the first sentence on p. 1103
of [8] should be replaced by the arguments below. We have
div
(
φAn0
)= 〈∇φ,An0 〉+ φ div(An0).
By (c) of Lemma 2.1, the first term on the right side tends to 〈∇φ,A0〉 uniformly on Rd , hence
E
(∣∣∣∣∣
t∫
s
(
θns,u,
〈∇φ,An0 〉)L2 du−
t∫
s
(
θs,u, 〈∇φ,A0〉
)
L2 du
∣∣∣∣∣
2)
→ 0 as n → +∞, (i)
where θns,u(x) = θ0((Xns,u)−1(x)), and Xns,t (x) is the solution of (1.2) with A0 being replaced
by An0. Furthermore, since
div
(
An0
)= div(A0 ∗ χn) = div(A0) ∗ χn
and div(A0) is locally square integrable, φ div(An0) converges to φ div(A0) in L
2(Rd , λ). It fol-
lows that when n → +∞,
E
(∣∣∣∣∣
t∫
s
(
θns,u, φ div
(
An0
))
L2 du−
t∫
s
(
θs,u, φ div(A0)
)
L2 du
∣∣∣∣∣
2)
→ 0. (ii)
From (i) and (ii), we conclude that the third term on the right side of (5.10) in [8] converges to∫ t
s
(θs,u,div(φA0))L2 du in L2(Ω). Since the rest of the proof are the same as those of Theo-
rem 5.1 in [8], we omit them. 
Fix any s ∈ [0,1). Next we give a result concerning the spatial growth of the solution Xs,t (x)
to (1.2).
Lemma 3.2. There exist F ∈⋂p>1 Lp(Ω) and β > 1, such that∣∣Xs,t (x)∣∣ F · (1 + |x|β), for all (t, x) ∈ [s,1] × Rd . (3.2)
Proof. It follows from [20] (see also (2.7) of [8]) that the solution Xs,t (x) to (1.2) can be repre-
sented as
Xs,t (x) = ϕs,t
(
Ys,t (x)
)
, (i)
where ϕs,t (x) is the solution to the Stratonovich SDE without drift:
dϕs,t =
N∑
k=1
Ak(ϕs,t ) ◦ dwkt , t  s, ϕs,s = x,
and Ys,t (x) solves the ODE below:
dYs,t = A˜0(s, t, Ys,t ) dt, t  s, Ys,s = x
with A˜0(s, t, x) = (Js,t (x))−1A0(ϕs,t (x)), where Js,t (x) is the Jacobian matrix ∂xϕs,t (x). It is
known (see [3] or (2.9) of [8]) that there exist F0 ∈ ⋂p>1 Lp(Ω) and β > 1, such that for all
(t, x) ∈ [s,1] × Rd ,∣∣ϕs,t (x)∣∣ F0 · (1 + |x|β). (ii)
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∣∣Ys,t (x)∣∣ |x| +
t∫
s
Φ1 ·
(
1 + ∣∣Ys,u(x)∣∣1−ε1)du
 |x| +Φ1 +
t∫
s
(
ε1Φ
1/ε1
1 + (1 − ε1)
∣∣Ys,u(x)∣∣)du
 |x| +Φ1 + ε1Φ1/ε11 + (1 − ε1)
t∫
s
∣∣Ys,u(x)∣∣du.
The Gronwall inequality gives us∣∣Ys,t (x)∣∣ (|x| +Φ1 + ε1Φ1/ε11 )e1−ε1  Φ˜ · (1 + |x|), (iii)
where Φ˜ = e(1 +Φ1 + ε1Φ1/ε11 ). It is clear that Φ˜ belongs to all Lp(Ω). Now the desired result
follows easily from (i)–(iii). 
By (3.2), for any R > 0, Xs,t (B(R)) ⊂ B(F(1 + Rβ)). It follows that
λs,t
(
B(R)
)= λ(Xs,t(B(R))) λ(B(F (1 +Rβ)))= cdF d(1 +Rβ)d,
where cd is the volume of the unit ball in Rd . Hence for all p  1,
E
(
sup
t∈[s,1]
λ
p
s,t
(
B(R)
))
 cpd
(
1 +Rβ)dpE(Fdp)< +∞. (3.3)
Now under the help of the stochastic transport equation (3.1), we are able to obtain some esti-
mates on λs,t = λ ◦Xs,t .
Proposition 3.3. Under the assumptions of Theorem 1.1, for any p  1, there exists Cp > 0 such
that for all bounded domain U ⊂ Rd , we have
E
(
sup
t∈[s,1]
λ
p
s,t (U)
)
 Cpλp(U).
Proof. We first fix a continuous function θ0 with compact support. There is R > 0 such that
supp(θ0) ⊂ B(R). Let Φ ∈ C∞c (Rd , [0,1]) satisfy Φ(x) = 1 for |x|  1, and Φ(x) = 0 for
|x|  2. For n  1, set Φn(x) = Φ(xn ). Replacing φ by Φn in (3.1) and passing to the Itô in-
tegral, we get
(θs,t ,Φn)L2 = (θ0,Φn)L2 +
N∑
k=1
t∫
s
(
θs,u,div(ΦnAk)
)
L2 dw
k
u +
t∫
s
(
θs,u,div(ΦnA0)
)
L2 du
+ 1
2
N∑
k=1
t∫ (
θs,u,div
(
Ak div(ΦnAk)
))
L2 du. (3.4)s
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n → +∞. We have∣∣(θs,t ,Φn)L2 − (θs,t ,1)L2 ∣∣
∫
Rd
∣∣θs,t (x)∣∣dλ =
∫
Rd
∣∣θ0(y)∣∣dλs,t (y) ‖θ0‖∞λs,t(B(R)).
Thus by (3.3),
E
(
sup
t∈[s,1]
∣∣(θs,t ,Φn)L2 − (θs,t ,1)L2 ∣∣2) ‖θ0‖2∞E( sup
t∈[s,1]
λ2s,t
(
B(R)
))
< +∞.
Moreover, for a.s. w ∈ Ω , ⋃t∈[s,1] Xs,t (supp(θ0)) ⊂ B(F(1 + Rβ)) is a bounded subset of Rd .
Consequently, if n is big enough,
(θs,t ,Φn)L2 − (θs,t ,1)L2 =
∫
Xs,t (supp(θ0))
θs,t (x)
(
Φn(x) − 1
)
dλ = 0 for all t ∈ [s,1].
That is to say, a.s. supt∈[s,1]|(θs,t ,Φn)L2 − (θs,t ,1)L2 | converges to 0 as n → +∞. Therefore by
the dominated convergence theorem, we obtain
lim
n→+∞E
(
sup
t∈[s,1]
∣∣(θs,t ,Φn)L2 − (θs,t ,1)L2 ∣∣2)= 0.
Next, by the Bürkhölder inequality,
E
(∣∣∣∣∣
N∑
k=1
t∫
s
(
θs,u,div(ΦnAk)
)
L2 dw
k
u −
N∑
k=1
t∫
s
(
θs,u,div(Ak)
)
L2 dw
k
u
∣∣∣∣∣
2)
 E
(
N∑
k=1
1∫
s
(
θs,u,div(ΦnAk)− div(Ak)
)2
L2 du
)
.
Since div(ΦnAk) = 〈∇Φn,Ak〉 + Φn div(Ak) and
∣∣〈∇Φn,Ak〉(x)∣∣ ∣∣∇Φn(x)∣∣ · ∣∣Ak(x)∣∣ 1
n
‖∇Φ‖∞1{n|x|2n}(x) ·C
(
1 + |x|)
 C‖∇Φ‖∞ 1 + 2n
n
< +∞,
div(ΦnAk) are uniformly bounded (1 k N , n 1), therefore we have
N∑
k=1
1∫
s
(
θs,u,div(ΦnAk)− div(Ak)
)2
L2 du C
′‖θ0‖2∞ sup
u∈[s,1]
λ2s,u
(
B(R)
)
,
whose right-hand side is integrable with respect to P. By the same reasoning as above, we know
that a.s., the left side of the above inequality tends to 0 as n → +∞. Therefore applying the
dominated convergence theorem once more, we get
lim
n→+∞E
(∣∣∣∣∣
N∑
k=1
t∫ (
θs,u,div(ΦnAk)
)
L2 dw
k
u −
N∑
k=1
t∫ (
θs,u,div(Ak)
)
L2 dw
k
u
∣∣∣∣∣
2)
= 0.
s s
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we have by letting n → +∞ on both sides of (3.4),
(θs,t ,1)L2 = (θ0,1)L2 +
N∑
k=1
t∫
s
(
θs,u,div(Ak)
)
L2 dw
k
u +
t∫
s
(
θs,u,div(A0)
)
L2 du
+ 1
2
N∑
k=1
t∫
s
(
θs,u,div
(
Ak div(Ak)
))
L2 du.
This is equivalent to∫
Rd
θ0(y) dλs,t (y) =
∫
Rd
θ0(y) dλ(y)+
N∑
k=1
t∫
s
∫
Rd
θ0(y)div(Ak)
(
Xs,u(y)
)
dλs,u(y) dw
k
u
+
t∫
s
∫
Rd
θ0(y)div(A0)
(
Xs,u(y)
)
dλs,u(y) du
+ 1
2
N∑
k=1
t∫
s
∫
Rd
θ0(y)div
(
Ak div(Ak)
)(
Xs,u(y)
)
dλs,u(y) du. (3.5)
Let U ⊂ Rd be a bounded domain. Then there is a sequence of functions {θn: n 1} ⊂ Cc(Rd),
such that θn(y) ↑ 1U(y), for all y ∈ Rd . Replace θ0 by θn in (3.5) and let n → +∞, we have by
repeating the procedure of proving (3.5),
λs,t (U) = λ(U)+
N∑
k=1
t∫
s
∫
U
div(Ak)
(
Xs,u(y)
)
dλs,u(y) dw
k
u
+
t∫
s
∫
U
div(A0)
(
Xs,u(y)
)
dλs,u(y) du
+ 1
2
N∑
k=1
t∫
s
∫
U
div
(
Ak div(Ak)
)(
Xs,u(y)
)
dλs,u(y) du, for all t ∈ [s,1].
(3.6)
It suffices to prove the estimate for p > 2. There exists Cp > 0 such that
λ
p
s,t (U) Cpλp(U)+ Cp
∣∣∣∣∣
N∑
k=1
t∫
s
∫
U
div(Ak)
(
Xs,u(y)
)
dλs,u(y) dw
k
u
∣∣∣∣∣
p
+Cp
∣∣∣∣∣
t∫
s
∫
U
div(A0)
(
Xs,u(y)
)
dλs,u(y) du
∣∣∣∣∣
p
+Cp
∣∣∣∣∣12
N∑
k=1
t∫ ∫
div
(
Ak div(Ak)
)(
Xs,u(y)
)
dλs,u(y) du
∣∣∣∣∣
p
.s U
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E
(
sup
stT
∣∣∣∣∣
N∑
k=1
t∫
s
∫
U
div(Ak)
(
Xs,u(y)
)
dλs,u(y) dw
k
u
∣∣∣∣∣
p)
 C′pE
(
N∑
k=1
T∫
s
(∫
U
div(Ak)
(
Xs,u(y)
)
dλs,u(y)
)2
du
) p
2
 C′pE
(
N∑
k=1
∥∥div(Ak)∥∥2∞
T∫
s
λ2s,u(U)du
) p
2
 C′′p
T∫
s
E
(
λ
p
s,u(U)
)
du,
where C′′p is dependent on
∑N
k=1‖div(Ak)‖2∞. Similarly, since div(A0) and div(Ak div(Ak)) are
bounded, by the Cauchy inequality, we finally get
E
(
sup
stT
λ
p
s,t (U)
)
 Cp,1λp(U) +Cp,2
T∫
s
E
(
sup
sut
λ
p
s,u(U)
)
dt.
The Gronwall inequality leads to
E
(
sup
stT
λ
p
s,t (U)
)
 Cp,1λp(U)eCp,2 , for all T ∈ [s,1].
Therefore we have finished proving the result. 
We can deduce the following useful results from Proposition 3.3.
Corollary 3.4.
(1) For any measurable subset E ⊂ Rd ,
E
(
sup
t∈[s,1]
λs,t (E)
)
 C1λ(E),
where C1 > 0 is the constant in Proposition 3.3. The same result also holds for λ−1s,t :=
λ ◦ X−1s,t .
(2) If E ⊂ Rd is λ-negligible, then a.s. for all t ∈ [s,1], λs,t (E) = 0.
Proof. (1) It suffices to prove the result for the case λ(E) < +∞. By the measure theory, for any
ε > 0, there exists a sequence of balls {Un: n 1}, satisfying E ⊂⋃n1 Un and ∑+∞n=1 λ(Un) <
λ(E)+ ε. Applying Proposition 3.3 with p = 1, we have
E
(
sup
t∈[s,1]
λs,t (E)
)

+∞∑
n=1
E
(
sup
t∈[s,1]
λs,t (Un)
)

+∞∑
n=1
C1λ(Un) C1
(
λ(E)+ ε).
Since ε > 0 is arbitrary, we conclude the result.
(2) If E ⊂ Rd is λ-negligible, then by (1), we have E(supt∈[s,1] λs,t (E)) = 0, from which the
assertion follows. 
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dependent on the negligible subset E ⊂ Rd . To prove Theorem 1.1, we need some more prepa-
rations.
For n 1, let Xns,t (x) be the solution to (1.2) with A0 being replaced by An0 . Then by Theo-
rem 4.2 of [8], the following limit theorem holds: for any p > 1 and R > 0,
lim
n→+∞E
(
sup
t∈[s,1]
sup
|x|R
∣∣Xns,t (x)−Xs,t (x)∣∣p)= 0. (3.7)
Let λns,t = λ ◦Xns,t and
Kns,t (x) = exp
(
N∑
i=1
t∫
s
div(Ai)
(
Xns,u(x)
) ◦ dwiu +
t∫
s
div
(
An0
)(
Xns,u(x)
)
du
)
.
Then Lemma 4.3.1 of [14] tells us that λns,t  λ and
Kns,t (x) =
dλns,t
dλ
(x). (3.8)
Moreover the sequence Kns,t (x) is bounded in all Lp .
Lemma 3.5. Assume the conditions of Theorem 1.1. Then for any p > 1,
sup
n1
sup
t∈[s,1]
sup
x∈Rd
E
[(
Kns,t (x)
)p]
< +∞.
Proof. To simplify the notations, denote by ξi = div(Ai), ηi = 〈∇(div(Ai)),Ai〉, i = 1, . . . ,N ,
and ξn0 = div(An0). It is clear that ξi , ηi , i = 1, . . . ,N , are bounded. According to the definition
of An0 ,
ξn0 = div
(
An0
)= div(A0) ∗ χn,
hence it is uniformly bounded in n 1.
By Eq. (1.2) with A0 being replaced by An0, for all s  t  1,
(
Kns,t (x)
)p = exp
(
p
N∑
i=1
t∫
s
ξi
(
Xns,u(x)
) ◦ dwiu + p
t∫
s
ξn0
(
Xns,u(x)
)
du
)
= exp
(
p
N∑
i=1
t∫
s
ξi
(
Xns,u(x)
)
dwiu +
p
2
N∑
i=1
t∫
s
ηi
(
Xns,u(x)
)
du
+ p
t∫
s
ξn0
(
Xns,u(x)
)
du
)
= exp
(
p
N∑
i=1
t∫
s
ξi
(
Xns,u(x)
)
dwiu −
p2
2
N∑
i=1
t∫
s
(
ξi
(
Xns,u(x)
))2
du
)
× exp
(
p
2
N∑
i=1
t∫ [
p
(
ξi
(
Xns,u(x)
))2 + ηi(Xns,u(x))]du
s
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t∫
s
ξn0
(
Xns,u(x)
)
du
)
 exp
(
p
N∑
i=1
t∫
s
ξi
(
Xns,u(x)
)
dwiu −
p2
2
N∑
i=1
t∫
s
(
ξi
(
Xns,u(x)
))2
du
)
× exp
(
p
2
N∑
i=1
(
p‖ξi‖2∞ + ‖ηi‖∞
)+ p∥∥ξn0 ∥∥∞
)
.
By the Novikov theorem (see [13, p. 152, Theorem 5.3]) and the boundedness of ξi , i = 1, . . . ,N ,
it is easy to know that the first term on the right side is an exponential martingale, hence
E
((
Kns,t (x)
)p) exp
(
p
2
N∑
i=1
[
p‖ξi‖2∞ + ‖ηi‖∞
]+ p∥∥ξn0 ∥∥∞
)
whose right side is dominated by a constant independent of n, t and x. 
We introduce two new notations. Set
ζ ns,t (x) =
N∑
i=1
t∫
s
div(Ai)
(
Xns,u(x)
) ◦ dwiu +
t∫
s
div
(
An0
)(
Xns,u(x)
)
du
and
ζs,t (x) =
N∑
i=1
t∫
s
div(Ai)
(
Xs,u(x)
) ◦ dwiu +
t∫
s
div(A0)
(
Xs,u(x)
)
du.
We have the following key result.
Proposition 3.6. Assume the conditions of Theorem 1.1, then up to a subsequence, for any p  2
and R > 0,
lim
n→+∞
∫
B(R)
E
(∣∣ζ ns,t (x)− ζs,t (x)∣∣p)dx = 0.
Proof. Recall that ξi = div(Ai), ηi = 〈∇(div(Ai)),Ai〉, i = 1, . . . ,N , and ξn0 = div(An0). We
also denote by ξ0 = div(A0). By Eq. (1.2),
ζs,t (x) =
N∑
i=1
t∫
s
ξi
(
Xs,u(x)
)
dwiu +
1
2
N∑
i=1
t∫
s
ηi
(
Xs,u(x)
)
du+
t∫
s
ξ0
(
Xs,u(x)
)
du.
Replacing A0 by An0 in (1.2), we also have
ζ ns,t (x) =
N∑
i=1
t∫
s
ξi
(
Xns,u(x)
)
dwiu +
1
2
N∑
i=1
t∫
s
ηi
(
Xns,u(x)
)
du+
t∫
s
ξn0
(
Xns,u(x)
)
du.
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∣∣ζ ns,t (x)− ζs,t (x)∣∣p  Cp
∣∣∣∣∣
N∑
i=1
t∫
s
ξi
(
Xns,u(x)
)
dwiu −
N∑
i=1
t∫
s
ξi
(
Xs,u(x)
)
dwiu
∣∣∣∣∣
p
+Cp
∣∣∣∣∣12
N∑
i=1
t∫
s
ηi
(
Xns,u(x)
)
du− 1
2
N∑
i=1
t∫
s
ηi
(
Xs,u(x)
)
du
∣∣∣∣∣
p
+Cp
∣∣∣∣∣
t∫
s
ξn0
(
Xns,u(x)
)
du−
t∫
s
ξ0
(
Xs,u(x)
)
du
∣∣∣∣∣
p
=: Cp
(
I 1n + I 2n + I 3n
)
.
By the Bürkhölder inequality and the boundedness of ∇ξi , we have
E(I 1n ) C′pE
(
N∑
i=1
t∫
s
(
ξi
(
Xns,u(x)
)− ξi(Xs,u(x)))2 du
) p
2
 C′′p
(
N∑
i=1
‖∇ξi‖2∞
) p
2 1∫
s
E
(∣∣Xns,u(x)− Xs,u(x)∣∣p)du.
Consequently, by (3.7),∫
B(R)
E
(
I 1n
)
dx  C˜p,RE
(
sup
u∈[s,1]
sup
|x|R
∣∣Xns,u(x)− Xs,u(x)∣∣p)→ 0
as n → +∞. In the same way we have
lim
n→+∞
∫
B(R)
E
(
I 2n
)
dx = 0.
Now let us deal with the most difficult term I 3n .
I 3n  Cp
t∫
s
∣∣ξn0 (Xns,u(x))− ξ0(Xns,u(x))∣∣p du+Cp
t∫
s
∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p du
=: Cp
(
I 3,1n + I 3,2n
)
.
We have by the Fubini theorem,
∫
B(R)
E
(
I 3,1n
)
dx =
t∫
s
E
( ∫
B(R)
∣∣ξn0 (Xns,u(x))− ξ0(Xns,u(x))∣∣p dx
)
du
=
t∫
s
E
( ∫
Xns,u(B(R))
∣∣ξn0 (y)− ξ0(y)∣∣pKn,−1s,u (y) dy
)
du,
D. Luo / Bull. Sci. math. 133 (2009) 205–228 221where
Kn,−1s,u (y) =
dλ
n,−1
s,u
dλ
(y) = d(λ ◦ (X
n
s,u)
−1)
dλ
(y)
= exp
(
−
N∑
i=1
u∫
s
ξi
((
Xnr,u
)−1
(y)
) ◦ dˆwir −
u∫
s
ξn0
((
Xnr,u
)−1
(y)
)
dr
)
, (3.9)
where ◦ dˆwir denotes the backward Stratonovich stochastic integral. The estimate in Lemma 3.5
also holds for Kn,−1s,u (y). Let M > 0 be big enough. We have
∫
B(R)
E
(
I 3,1n
)
dx 
t∫
s
E
[( ∫
B(M)
+
∫
Xns,u(B(R))\B(M)
)∣∣ξn0 (y)− ξ0(y)∣∣pKn,−1s,u (y) dy
]
du
=
t∫
s
∫
B(M)
∣∣ξn0 (y)− ξ0(y)∣∣pE(Kn,−1s,u (y))dy du
+
t∫
s
E
( ∫
Xns,u(B(R))\B(M)
∣∣ξn0 (y) − ξ0(y)∣∣pKn,−1s,u (y) dy
)
du. (3.10)
Since ξn0 and ξ0 are uniformly bounded, the second term on the right side of (3.10) is dominated
by
Cp
t∫
s
E
( ∫
Xns,u(B(R))\B(M)
Kn,−1s,u (y) dy
)
du
= Cp
t∫
s
E
[
λn,−1s,u
(
Xns,u
(
B(R)
)\B(M))]du
= Cp
t∫
s
E
[
λ
(
B(R)\Xn,−1s,u
(
B(M)
))]
du. (3.11)
Therefore we have by (3.10), (3.11) and Lemma 3.5,
∫
B(R)
E
(
I 3,1n
)
dx  C˜
∫
B(M)
∣∣ξn0 (y)− ξ0(y)∣∣p dy +Cp
t∫
s
E
[
λ
(
B(R)\Xn,−1s,u
(
B(M)
))]
du.
From the definition of ξn0 we know that, for any p > 1, ξ
n
0 → ξ0 in Lploc(Rd). By the Fatou lemma
and the dominated convergence theorem, we obtain
lim sup
n→+∞
∫
E
(
I 3,1n
)
dx  Cp lim sup
n→+∞
t∫
s
E
[
λ
(
B(R)\Xn,−1s,u
(
B(M)
))]
duB(R)
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t∫
s
E
[
lim sup
n→+∞
λ
(
B(R)\Xn,−1s,u
(
B(M)
))]
du
 Cp
t∫
s
E
[
λ
(
B(R)\X−1s,u
(
B(M − 1)))]du → 0 (3.12)
as M → +∞.
Now we handle with I 3,2n . Since ξ0 is bounded, by the dominated convergence theorem, we
only have to prove that for any u ∈ [s,1],
lim
n→+∞E
∫
B(R)
∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p dx = 0.
By the limit theorem (3.7), up to a subsequence, we have a.s. Xns,t (x) converges locally uniformly
to Xs,t (x) on [s,1] × Rd . For M > 0, define
ΩM =
{
w ∈ Ω: sup
t∈[s,1]
sup
x∈B(R)
∣∣Xs,t (x)∣∣M}.
Then (3.2) tells us that for any ε > 0, there is M big enough, such that P(ΩcM) < ε. We may
assume at the same time that
E
[
λ
(
B(R)\X−1s,u
(
B(M)
))]
< ε. (3.13)
By the Lusin theorem, there exists Eε ⊂ B(M + 1) so that λ(B(M + 1)\Eε) < ε and the restric-
tion ξ0|Eε is uniformly continuous. We have
E
(
1ΩcM
∫
B(R)
∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p dx
)

(
2‖ξ0‖∞
)p
λ
(
B(R)
)
P
(
ΩcM
)
< Cp,Rε.
Therefore
lim sup
n→+∞
E
∫
B(R)
∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p dx
 Cp,Rε + lim sup
n→+∞
E
(
1ΩM
∫
B(R)
∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p dx
)
. (3.14)
For a.s. w ∈ ΩM , let
U
(n)
1 (w) =
{
x ∈ B(R): Xns,u(x) ∈ Eε, Xs,u(x) ∈ Eε
}
,
U
(n)
2 (w) =
{
x ∈ B(R): Xns,u(x) ∈ Eε, Xs,u(x) ∈ Ecε
}
,
U
(n)
3 (w) =
{
x ∈ B(R): Xns,u(x) ∈ Ecε, Xs,u(x) ∈ Eε
}
,
U
(n)
4 (w) =
{
x ∈ B(R): Xns,u(x) ∈ Ecε, Xs,u(x) ∈ Ecε
}
.
Then
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(
1ΩM
∫
B(R)
∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p dx
)
=
4∑
i=1
E
(
1ΩM
∫
U
(n)
i
∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p dx
)
=:
4∑
i=1
J
(n)
i . (3.15)
Since ξ0|Eε is uniformly continuous, there is δ > 0 such that for all y1, y2 ∈ Eε and |y1 −y2| δ,
we have |ξ0(y1)− ξ0(y2)|p  ε. Thus from U(n)1 ⊂ B(R) we obtain
J
(n)
1 = E
[
1ΩM
( ∫
U
(n)
1 ∩{|Xns,u−Xs,u|δ}
+
∫
U
(n)
1 ∩{|Xns,u−Xs,u|>δ}
)
× ∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p dx
]
 ελ
(
B(R)
)+ E(1ΩM
∫
{x∈B(R): |Xns,u(x)−Xs,u(x)|>δ}
(
2‖ξ0‖∞
)p
dx
)
= ελ(B(R))+ (2‖ξ0‖∞)pE[λ({x ∈ B(R): ∣∣Xns,u(x)−Xs,u(x)∣∣> δ})].
Up to a subsequence, for a.s. w, Xns,u converges uniformly to Xs,u on B(R), therefore
lim sup
n→+∞
J
(n)
1  ελ
(
B(R)
)
.
In the following, we write C˜p = (2‖ξ0‖∞)p . By the definition of ΩM and Corollary 3.4,
J
(n)
2  C˜pE
(
1ΩM
∫
{x∈B(R): Xs,u(x)∈Ecε }
dx
)
= C˜pE
[
1ΩMλ
({
x ∈ B(R): Xs,u(x) ∈ Ecε ∩B(M + 1)
})]
 C˜pE
[
1ΩMλ
(
X−1s,u
(
B(M + 1)\Eε
))]
 C˜pC1λ
(
B(M + 1)\Eε
)
< C˜pC1ε.
The term J (n)3 can be estimated as below:
J
(n)
3  C˜pE
(
1ΩM
∫
{x∈B(R): Xns,u(x)∈Ecε }
dx
)
= C˜pE
[
1ΩMλ
(
B(R) ∩Xn,−1s,u
(
Ecε
))]
= C˜pE
[
1ΩMλ
(
B(R) ∩ Xn,−1s,u
([
Ecε ∩ B(M + 1)
]∪ [Ecε ∩ (B(M + 1))c]))]
 C˜pE
[
λ
(
Xn,−1s,u
(
B(M + 1)\Eε
))]+ C˜pE[1ΩMλ(B(R) ∩Xn,−1s,u ((B(M + 1))c))]
 C˜pC1λ
(
B(M + 1)\Eε
)+ C˜pE[1ΩMλ(B(R)\Xn,−1s,u (B(M + 1)))]
< C˜pC1ε + C˜pE
[
1ΩMλ
(
B(R)\Xn,−1s,u
(
B(M + 1)))],
where for the third inequality we have applied Corollary 3.4 to λn,−1s,u = λ ◦ Xn,−1s,u (it is obvious
that the results of Proposition 3.3 and Corollary 3.4 hold for λn,−1s,t with the same constant Cp
independent of n). Hence by (3.13),
224 D. Luo / Bull. Sci. math. 133 (2009) 205–228lim sup
n→+∞
J
(n)
3  C˜pC1ε + lim sup
n→+∞
C˜pE
[
1ΩMλ
(
B(R)\Xn,−1s,u
(
B(M + 1)))]
 C˜pC1ε + C˜pE
[
λ
(
B(R)\X−1s,u
(
B(M)
))]
 C˜pC1ε + C˜pε,
where C˜p = (2‖ξ0‖∞)p . In the same way we obtain the estimate for J (n)4 . Summing up the results
for J (n)i (i = 1, . . . ,4) and by (3.14), (3.15), we get
lim sup
n→+∞
E
∫
B(R)
∣∣ξ0(Xns,u(x))− ξ0(Xs,u(x))∣∣p dx  C′p,Rε.
Since ε > 0 is arbitrary, we arrive at the desired result and we conclude the proof of this propo-
sition. 
Now we are in the position to prove Theorem 1.1.
Proof of Theorem 1.1. Denote by Ks,t (x) the right side of (1.5). By the proof of Lemma 3.5, it
is clear that for any p > 1,
sup
t∈[s,1]
sup
x∈Rd
E
((
Ks,t (x)
)p)
< +∞. (3.16)
Fix any f ∈ Cc(Rd). There exists R > 0 such that supp(f ) ⊂ B(R). By (3.7), a standard argu-
ment of reversing the time (e.g. see the proof of Theorem 5.1 in [8]) implies that for all t ∈ [s,1],
up to a subsequence, we have a.s.,
lim
n→+∞
∫
Rd
f
(
X
n,−1
s,t (x)
)
dx =
∫
Rd
f
(
X−1s,t (x)
)
dx =
∫
Rd
f (y) dλs,t (y). (3.17)
On the other hand, by (3.8),∫
Rd
f
(
X
n,−1
s,t (x)
)
dx =
∫
Rd
f (y) dλns,t (y) =
∫
Rd
f (y)Kns,t (y) dy.
We have
Kns,t (y) −Ks,t (y) = eζ
n
s,t (y) − eζs,t (y) =
1∫
0
d
dr
(
eζs,t (y)+r(ζ ns,t (y)−ζs,t (y))
)
dr
= (ζ ns,t (y) − ζs,t (y))
1∫
0
eζs,t (y)+r(ζ ns,t (y)−ζs,t (y)) dr.
Hence by the Cauchy inequality,
∣∣∣∣
∫
d
f (y)Kns,t (y) dy −
∫
d
f (y)Ks,t (y) dy
∣∣∣∣
2R R
D. Luo / Bull. Sci. math. 133 (2009) 205–228 225 ‖f ‖2∞
( ∫
B(R)
∣∣Kns,t (y) −Ks,t (y)∣∣dy
)2
 ‖f ‖2∞
( ∫
B(R)
∣∣ζ ns,t (y)− ζs,t (y)∣∣2 dy
)( ∫
B(R)
1∫
0
e2ζs,t (y)+2r(ζ ns,t (y)−ζs,t (y)) dr dy
)
.
Applying the Cauchy inequality again and by Lemma 3.5, (3.16),
E
(∣∣∣∣
∫
Rd
f (y)Kns,t (y) dy −
∫
Rd
f (y)Ks,t (y) dy
∣∣∣∣
2)
 Cf,R
( ∫
B(R)
E
(∣∣ζ ns,t (y)− ζs,t (y)∣∣4)dy
) 1
2
×
( 1∫
0
∫
B(R)
E
(
e4ζs,t (y)+4r(ζ ns,t (y)−ζs,t (y))
)
dr dy
) 1
2
 C′f,R
( ∫
B(R)
E
(∣∣ζ ns,t (y)− ζs,t (y)∣∣4)dy
) 1
2
,
where Cf,R , C′f,R are constants depending on f and R. Then by Proposition 3.6 we deduce that
up to a subsequence,
lim
n→+∞E
(∣∣∣∣
∫
Rd
f (y)Kns,t (y) dy −
∫
Rd
f (y)Ks,t (y) dy
∣∣∣∣
2)
= 0.
This and (3.17) lead to a.s.,∫
Rd
f (y) dλs,t (y) =
∫
Rd
f (y)Ks,t (y) dy.
Since both sides of the above equality are continuous functions of t ∈ [s,1], we conclude that
a.s. ∫
Rd
f (y) dλs,t (y) =
∫
Rd
f (y)Ks,t (y) dy, for all s  t  1.
Take a countable dense subset {fn: n  1} ⊂ Cc(Rd). We can find a subset Ω0 ⊂ Ω with
P(Ω0) = 1, such that for every w ∈ Ω0, for all t ∈ [s,1] and n 1,∫
Rd
fn(y) dλs,t (y) =
∫
Rd
fn(y)Ks,t (y) dy.
This implies that a.s. for all t ∈ [s,1], λs,t  λ and Ks,t = dλs,tdλ . 
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In the proof of Theorem 2.2, we first show that the Lebesgue measure is quasi-invariant under
the flow generated by (1.1) (see also [4]), while for Theorem 1.1, the quasi-invariance is proved
after we have obtained the expression of the Radon–Nikodym derivative.
3.2. Explicit solution to Fokker–Planck equation
In this subsection we would like to give a brief discussion on the Fokker–Planck (or forward
Kolmogorov) equation corresponding to the SDE (1.2), that is
∂μs,t
∂t
+
d∑
i=1
∂i(biμs,t )− 12
d∑
i,j=1
∂ij (aijμs,t ) = 0, t  s, μs,s = μ0, (3.18)
where
bi = Ai0 +
N∑
l=1
〈∇Ail ,Al 〉, aij =
N∑
l=1
AilA
j
l , i, j = 1, . . . , d. (3.19)
When the coefficients are not smooth, Figalli [11] studied the relationship between the well-
posedness of the martingale problem of the Itô SDE and the existence and uniqueness of
measure-valued solutions to the Fokker–Planck equation (see the classical reference book [21]
for a complete exposition of this issue). The author also gives sufficient conditions for the ex-
istence and uniqueness of solutions to (3.18), and in turn, these results are applied to conclude
that the Itô SDE has a unique martingale solution. LeBris and Lions [16] studied systematically
the Fokker–Planck type equations with irregular coefficients, establishing some results for the
existence and uniqueness of solutions in suitable spaces.
Define the second order differential operator
L = 1
2
d∑
i,j=1
aij ∂ij +
d∑
i=1
bi∂i,
or written in the following well-known form
L = 1
2
N∑
i=1
A2i +A0.
A measure-valued function μs,t on [s, T ] is called a solution to the Fokker–Planck equa-
tion (3.18), if for any ϕ ∈ C∞c (Rd), the equality
d
dt
∫
Rd
ϕ(x) dμs,t (x) =
∫
Rd
Lϕ(x)dμs,t (x)
holds in the distribution sense on [s, T ] and μs,t is w∗-convergent to μ0 as t ↓ s. The above
equation can simply be written as
∂μs,t
∂t
= L∗μs,t , t  s, μs,s = μ0, (3.20)
where L∗ is the formal adjoint operator of L. If μs,t is absolutely continuous with respect to the
Lebesgue measure with a density function us,t , then us,t is also called a solution to (3.18). Denote
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Itô formula, it is easy to check that the measure defined below∫
Rd
ϕ(x) dμs,t (x) =
∫
Rd
E
[
ϕ
(
Xs,t (x)
)]
dμ0(x), for all ϕ ∈ C∞c
(
R
d
) (3.21)
is a solution of (3.18), where Xs,t (x) is the solution to the SDE (1.2).
Besides the existence and uniqueness of solutions to (3.18), another problem which attracts
our attention is whether the solution μs,t has a density with respect to the Lebesgue measure λ.
The classical theory of partial differential equations tells us that if the differential operator L is
uniformly elliptic, the answer is positive even in the case that the initial condition μ0 is a Dirac
mass. In 1967, Hörmander proved a well-known result, which asserts that the hypoellipticity
of L also implies that μs,t is absolutely continuous with respect to λ, cf. [12, Chapter 5]. The
following theorem gives a sufficient condition which guarantees the uniqueness of Eq. (3.18) (or
equivalently (3.20)), and we also show in a special case that the unique solution has a density
with respect to the Lebesgue measure. Notice that we do not assume the operator L is uniformly
elliptic or hypoelliptic.
Theorem 3.8. Suppose that the vector fields Ai ∈ C3+δb , i = 1, . . . ,N , and A0 ∈ Cb satis-
fies (1.3), then for any μ0 ∈Mf+, the Fokker–Planck equation (3.20) has a unique finite non-
negative measure-valued solution.
Moreover, if the initial datum μ0  λ and the density u0 = dμ0dλ ∈ C3(Rd) is strictly positive,
then the unique solution μs,t to (3.18) is absolutely continuous with respect to λ, and the Radon–
Nikodym derivative is given by
dμs,t
dλ
= u0kμ0s,t ,
where kμ0s,t = E(Kμ0s,t ) and Kμ0s,t (x) = d(μ0◦X
−1
s,t )
dμ0
(x).
Proof. Under these conditions, the Itô SDE with diffusion coefficients A1, . . . ,AN and drift
coefficient b (which is equivalent to the Stratonovich SDE (1.2)) defines a stochastic flow of
homeomorphisms on Rd , see [8, Theorem 1]. Therefore the martingale problem for the opera-
tor L is obviously well posed. By Lemma 2.3 of [11], we immediately obtain the desired result.
Now we prove the second assertion. To this end, let μ0 ∈Mf+ be absolutely continuous with
respect to λ and u0 := dμ0dλ ∈ C3(Rd) is strictly positive. Then as has been mentioned at the
end of Section 1, μ0 is quasi-invariant under the stochastic flow Xs,t generated by (1.2), and
the Radon–Nikodym derivative Kμ0s,t (x) = d(μ0◦X
−1
s,t )
dμ0
(x) has an explicit expression of the form
similar to (1.5). We have for any ϕ ∈ C∞c (Rd),∫
Rd
ϕ
(
Xs,t (x)
)
dμ0(x) =
∫
Rd
ϕ(y) d
(
μ0 ◦ X−1s,t
)
(y) =
∫
Rd
ϕ(y)K
μ0
s,t (y) dμ0(y).
Therefore by (3.21),∫
d
ϕ(x) dμs,t (x) = E
∫
d
ϕ(y)K
μ0
s,t (y) dμ0 =
∫
d
ϕ(y)k
μ0
s,t (y) dμ0(y),R R R
228 D. Luo / Bull. Sci. math. 133 (2009) 205–228which means that dμs,t
dμ0
= kμ0s,t , and hence the Radon–Nikodym derivative with respect to the
Lebesgue measure
dμs,t
dλ
= dμs,t
dμ0
· dμ0
dλ
= kμ0s,t u0.
The proof is complete. 
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