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N = {1, 2, ・ ・ ,n}をプレイヤーの集合，空でない集合Aiをプレイヤー iENの戦略集合， Ji:




a* = (ai, .. , a~) E A1 x・ ・ ・x Anがナッシュ均衡点とは，











 G=(N, \{A_{i}\}_{i\in N}, \{f_{i}\}_{i\in N}) を戦略形  n 人ゲームとし,  \delta\in(0,1) を割引因子とする.
プレイヤー  i の戦略集合を畠  =\{s_{i}=\{s_{i}^{t}\}|s_{i}^{1}\in A_{i}, s_{i}^{t} : A^{t-1}arrow A_{i}
(t\geqq 2)\} (ただし,





(8_{1}, \ldots, s_{n})\in A   (t=1)
(s_{1}^{t}(\alpha^{1}(s), \ldots, \alpha^{t-1}(s)), \ldots, s_{n}^{t}(\alpha^{1}
(\mathcal{S}), \ldots, \alpha^{t-1}(s)))   (t\geq 2) ,
\end{array}
とする.
このとき,  G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) を戦略形  n 人ゲーム  G の割引因子  \delta を持つ無限繰
り返しゲームという.
この定義における  A^{t-1} は  t-1 回目までの履歴と呼ばれる.  G^{\infty}(\delta) も戦略形  n 人ゲームと解
釈出来るので,プレイヤーの戦略の組   s^{*}=(s_{1}^{*}, \ldots, s_{n}^{*})\in S_{1}\cross  xS_{n} がナッシュ均衡点であ
るとは,




繰り返しゲーム  G^{\infty} における代表的な戦略として次の四つの戦略を考える.
. AII‐C : 過去のプレイによらず,常に協力 (cooperate) をとる.
 \bullet AII‐D : 過去のプレイによらず,常に裏切り (denounce) をとる.
 \bullet Trigger: 最初は協力をとる.しかし相手が裏切れば,それ以後裏切りをとり続ける.
.  TFT (tit for tat) : 最初は協力をとる.以後,相手の前回の行動と同じものをとり続ける.
四つの戦略によるプレイヤーの利得は以下のようになる.
ただし全ての利得は  (1-\delta) 倍している.
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 G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) を戦略形ゲーム  G の割引因子  \delta を持つ無限繰り返しゲーム
とする.  \delta と   a=(a_{1}, \ldots, a_{n})\in A_{1}\cross  \cross A_{n} が  \forall i\in N,
 \bullet   \inf_{b-\dot{i}}\sup_{b_{\dot{i}}}f_{i}(b_{i}, b_{-i})<f_{i}(a)
 \bullet   \frac{\sup b_{i}f_{i}(b_{i},a_{-i})-f_{i}(a)}{\sup_{b_{:}}f_{i}(b_{i},a_{-\dot
{i}})-\inf_{b-\dot{i}}\sup_{b_{\dot{i}}}f_{i}(b_{\dot{i}},b_{-i})}\leqq\delta
を満たすならば  G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) のナッシュ均衡点   s^{*}=(s_{1}^{*}, \ldots, s_{n}^{*})\in S_{1}\cross









 N=\{1,2, , n\} をプレイヤーの集合,空でない集合  A_{i} をプレイヤー  i\in N の戦略集合,
 m_{i} をプレイヤー  i の目的の個数,  f_{i} :   A_{1}\cross  \cross A_{n}arrow \mathbb{R}_{i}^{m} をプレイヤー  i\in N の利得関数とす
る.このとき  G=(N, \{A_{i}\}_{i\in N}, \{f_{i}\}_{i\in N}) を  n 人多目的ゲームという.
イデアルナッシュ均衡点と弱パレート均衡点を定義するために次の関係を定義する.
A \ B All-C All-D Trigger TFT
All-C (−1,−1) (−10, 0) (−1,−1) (−1,−1)
All-D (0,−10) (−9,−9) (−9δ,−10 + δ) (−9δ,−10 + δ)
Trigger (−1,−1) (−10 + δ,−9δ) (−1,−1) (−1,−1)
TFT (−1,−1) (−10 + δ,−9δ) (−1,−1) (−1,−1)






ɹ ∞(δ) = ( , {Si}i∈ , {Fi} ∈N ) ΛઓུܗήʔϜ ͷׂҾҼࢠ δ Λ࣋ͭແݶ܁Γฦ͠ήʔϜ






fi(bi, b−i) < fi(a)
•
supbi fi(bi, a−i)− fi(a)
supbi fi(bi, a−i)− infb−i supbi fi(bi, b−i)
≦ δ
Λຬͨ͢ͳΒ͹ ∞(δ) = ( , {Si}i∈ , {Fi} ∈N ) ͷφογϡۉߧ఺ s∗ (s∗1, . . . , s∗n) ∈ S1 ×









ɹ N {1, 2, · · · , n} ΛϓϨΠϠʔͷू߹ɼۭͰͳ͍ू߹ ΛϓϨΠϠʔ i ∈ ͷઓུू߹ɼ
ΛϓϨΠϠʔ iͷ໨తͷݸ਺ɼ × · · · × → m ΛϓϨΠϠʔ i ∈ N ͷརಘؔ਺ͱ͢














\end{array})  \in \mathbb{R}^{m} とする.このとき
 y\leq \mathbb{R}_{+}^{m}z\Leftrightarrow^{def}y_{i}\leq z_{i},  \forall_{i=1,2} , . . . ,  m
 y<\mathbb{R}_{+}^{m}z\Leftrightarrow^{def}y_{i}<z_{i},  \forall_{i}=1,2 , . . . ,  m
定義2.2
 G=(N,  \{A_{i}\}_{i\in N},  \{f翫 \in N) を  n 人多目的ゲームとし,それぞれのプレイヤーの目的の個数を
 m_{1} , . . , ,  m_{n} とする.プレイヤーの戦略の組  a^{*}\in\Pi_{i=1}^{n}A_{i} がイデアルナッシュ均衡点であるとは,




 G=(N, \{A_{i}\}_{i\in N}, \{f_{i}\}_{i\in N}) を  n 人多目的ゲームとし,それぞれのプレイヤーの目的の個数
を  m_{1} , ,  m_{n} とする.プレイヤーの戦略の組  a^{*}\in\Pi_{i=1}^{n}A_{i} が弱パレートナッシュ均衡点である
とは,




 G=(N, \{A_{i}\}_{i\in N}, \{f_{i}\}_{i\in N}) を  n 人多目的ゲームとし,それぞれのプレイヤーの目的の個数を
 m_{1} , . . . ,  m_{n},  \delta\in(0,1) を割引因子とする.プレイヤー  i の戦略集合を
 S_{i}=\{s_{i}=\{s_{\dot{i}}^{t}\}|s_{i}^{1}\in A_{i}, s_{i}^{t} :A^{t-1}arrow 
A_{i}(t\geqq 2)\} (ただし,   A^{t-1}=A\cross  xA(A の  t-1




(\mathcal{S}_{1}, \ldots, s.)\in A   (t=1)
(s_{1}^{t}(\alpha^{1}(s), \ldots, \alpha^{t-1}(s)), \ldots, s_{n}^{t}(\alpha^{1}
(s), \ldots, \alpha^{t-1}(s)))   (t\geq 2) ,
\end{array}
とする.
このとき,  G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) を  n 人多目的ゲーム  G の割引因子  \delta を持つ無限繰
り返し多目的ゲームという.
定義2.5
 G^{\infty}(\delta)=(N, \{S_{l}\prime\}_{i\in N}, \{F_{i}\}_{i\in N}) を  n 人無限繰り返し多目的ゲームとし,それぞれのプレイ
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ヤーの目的の個数を  m_{1} , . . . ,  m_{n} とする.プレイヤーの戦略の組  s^{*}=(s_{1}^{*}, \ldots, s_{n}^{*})\in S_{1}\cross\cdots\cross S_{n}
がイデアルナッシュ均衡点であるとは,




 G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) を  n 人無限繰り返し多目的ゲームとし,それぞれのプレイ
ヤーの目的の個数を  m_{1},  m_{n} とする.プレイヤーの戦略の組   a^{*}\in A_{1}\cross  \cross A_{n} が弱パレー
トナッシュ均衡点であるとは,





 G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) をそれぞれのプレイヤーの目的の個数が  m_{1} ,  m_{n} である
 n 人多目的ゲーム  G=(N, \{A_{i}\}_{i\in N}, \{f_{i}\}_{i\in N}) の割引因子  \delta\in(0,1) を持つ無限繰り返し多目的
ゲームとし,  a= (al, . . . ,  a_{n} )  \in A_{1}\cross\cdots\cross A_{n} とする.このとき任意の  i\in N と  j\in\{1, m_{i}\}
に対して
 \bullet   \inf_{b-\dot{i}}\sup_{b_{\dot{i}}}f_{ij}(b_{i}, b_{-i})<f_{ij}(a)
 \bullet   \frac{\sup b_{l}f_{i_{\dot{j}}}(b_{i},a_{-\dot{i}})-f_{ij}(a)}{\sup_{b_{:}}
f_{ij}(b_{i},a_{-i})-\dot{{\imath}}nf_{b-\dot{i}}\sup_{b_{\dot{i}}}f_{ij}(b_{i},
b_{-i})}\leqq\delta
を満たすならば,  G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) のイデアルナッシュ均衡点  s^{*}\in S が存在し
て,任意の  t\in \mathbb{N} に対して  \alpha^{t}(s^{*})=(a_{1},  \ldots,  aのが成り立つ.
定理2.2 ([5])
 G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) をそれぞれのプレイヤーの目的の個数が  m_{1},  m_{n} である
 n 人多目的ゲーム  G=(N, \{A_{i}\}_{i\in N}, \{f_{i}\}_{i\in N}) の割引因子  \delta\in(0,1) を持つ無限繰り返し多目的
ゲームとし,と   a=(a_{1}, \ldots, a_{n})\in A_{1}\cross  \cross A_{n} とする.ある  i\in N と  j\in\{1, m_{i}\} が存在
して,
 \bullet   \inf_{b_{-\dot{i}}}\sup_{b_{\dot{i}}}f_{ij}(b_{i}, b_{-i})<f_{ij}(a)
 \bullet   \frac{\sup b_{i}f_{ij}(b_{i},a_{-i})-f_{ij}(a)}{\sup_{b_{:}}f_{ij}(b_{i},a_{-
i})-\inf_{b-i}\sup_{b_{\dot{i}}}f_{ij}(b_{i},b_{-i})}\leqq\delta
を満たすならば  G^{\infty}(\delta)=(N, \{S_{i}\}_{i\in N}, \{F_{i}\}_{i\in N}) の弱パレートナッシュ均衡点  s^{*}\in S が存在し
て,  \forall_{t}\in \mathbb{N},  \alpha^{t}(s^{*})=(a_{1}, \ldots, a_{n}) が成り立つ.
Ϡʔͷ໨తͷݸ਺Λ , . . . , ͱ͢ΔɽϓϨΠϠʔͷઓུͷ૊ s∗ (s∗
1
, . . . , s∗n) ∈ S1×· · ·×
͕ΠσΞϧφογϡۉߧ఺Ͱ͋Δͱ͸ɼ











ɹ ∞(δ) = ( , {Si}i∈ , {Fi} ∈N ) Λ n ਓແݶ܁Γฦ͠ଟ໨తήʔϜͱ͠ɼͦΕͧΕͷϓϨΠ
Ϡʔͷ໨తͷݸ਺Λ , . . . , ͱ͢ΔɽϓϨΠϠʔͷઓུͷ૊ a∗ ∈ A1 × · · · × A ͕ऑύϨʔ
τφογϡۉߧ఺Ͱ͋Δͱ͸ɼ












ɹ ∞(δ) = ( , {Si}i∈ , {Fi}i∈N )ΛͦΕͧΕͷϓϨΠϠʔͷ໨తͷݸ਺͕ , . . . , Ͱ͋Δ
nਓଟ໨తήʔϜ = (N, {Ai}i∈N , {fi}i∈ )ͷׂҾҼࢠ δ ∈ (0, 1)Λ࣋ͭແݶ܁Γฦ͠ଟ໨త







fij(bi, b−i) < fij(a)
•







Λຬͨ͢ͳΒ͹ɼ ∞(δ) = ( , {Si}i∈ , {Fi} ∈N ) ͷΠσΞϧφογϡۉߧ఺ s∗ ∈ S ͕ଘࡏ͠
ͯɼ೚ҙͷ ∈ Nʹରͯ͠αt(s∗) = (a , . . . , an)͕੒Γཱͭ.
ఆཧ . ([5])
ɹ ∞(δ) = ( , {Si}i∈ , {Fi}i∈N )ΛͦΕͧΕͷϓϨΠϠʔͷ໨తͷݸ਺͕ , . . . , Ͱ͋Δ
nਓଟ໨తήʔϜ = (N, {Ai}i∈N , {fi}i∈ )ͷׂҾҼࢠ δ ∈ (0, 1)Λ࣋ͭແݶ܁Γฦ͠ଟ໨త







fij(bi, b−i) < fij(a)
•
supbi fij(bi, a−i)− fij(a)
supbi fij(bi, a−i)− infb−i supbi fij(bi, b−i)
≦ δ
Λຬͨ͢ͳΒ͹ ∞(δ) = ( , {Si}i∈ , {Fi} ∈N )ͷऑύϨʔτφογϡۉߧ఺ s∗ ∈ S ͕ଘࡏ͠




 A 国と  B 国は敵対していて,両国は戦争の可能性のある状況にある.
 \bullet  A 国と  B 国が互いに武力行使をしないと国の平和と財政は初期状態から変化しない.
 \bullet  A 国と  B 国が互いに武力行使をすると,国の平和と財政は両方とも初期状態から減少する.
 \bullet 片方の国が武力行使をして,もう一方の国が武力行使をしないと,武力行使をした側の国の
平和と財政が増加し,武力行使をしなかった側の国の平和と財政が減少する.
このゲームでは利得を ( 国財の財  \mp\ovalbox{\tt\small REJECT}\prime政和 ) としている.




いので,定理3.1より,無限繰り返し多目的ゲームでは,   \delta\geq\frac{3}{4} の時 (武力行使をしない,武力行
6使をしない) がイデアルナッシュ均衡点になり,定理3.2より  \delta\geq では,(武力行使をしない,五
武力行使をしない) が弱パレート均衡点となる.
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