Abstract. This paper is devoted to the pricing of barrier options by the quadratic optimal quantization method. From a useful representation of the premium of barrier options, one deduces an algorithm similar to the one used to estimate non-linear filters using the optimal vector quantization method. These algorithms involve the marginal quantizations of the stock price process which are usually computed from stochastic algorithms. We propose to use the marginals of the quadratic functional quantization of the stock price process to approximate the marginal quantizations and then deduce an estimation of the premium of barrier options. Some numerical tests are carried out in the Black-Scholes model and in a local volatility model and a comparison to the so-called Brownian bridge method is also done.
Introduction
Consider a fixed time horizon T , which will be typically the maturity of the option in a financial model, and let . ; F ; P / be a probability space (modeling the randomness of the market) with a filtration F D ¹F t W 1 Ä t Ä T º satisfying the usual requirements. The probability P is supposed to be the probability in the "real world" in opposite to the risk neutral probability.
Consider that the stock price process .X t / t 2OE0;T satisfies the following time homogenous stochastic differential equation (SDE):
(1.1)
where .W t / t2OE0;T denotes a one-dimensional Brownian motion defined on the probability space . ; F ; P /; b W R ! R and W R ! R are continuous functions satisfying the global Lipschitz and linear growth conditions:
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A. Sagna jb.x/ b.y/j C j .x/ .y/j Ä C jx yj (1.2) and jb.x/j C j .x/j Ä C.1 C jxj/; (1.3)
for every x; y 2 R. The filtration considered here is the natural filtration of the Brownian motion completed by the P -null sets. It is known that under the above assumptions on the coefficients of the diffusion there exists a unique strong solution for the SDE (see, e.g., [14, 18] ). The uniqueness of the solution is ensured by the global Lipschitz assumption (1.2) whereas the linear growth assumption (1.3) guarantees that this solution does not explode (see [18] for more details).
The first workable model for "rational" market pricing of traded options has been proposed by Black and Scholes in 1973 and extended by Merton in the same year. In the Black-Scholes model the economic consists of two assets: the stock price with dynamics as the previous SDE with b.t; x/ WD x and .t; x/ WD x, and a zero-coupon bound of constant interest rate r and maturity T .
Moreover, we know that under arbitrage free and completeness assumptions, the discounted price at time t of any contingent claim is uniquely determined and is the expectation, under a probability e P called risk neutral probability, of its discounted payoff (a functional of the price process .X t / t2OE0;T which may depend on all the trajectory of the process), given all the information available up to time t. If V t is the value of the option at time t and if h denotes the payoff at the maturity, then V t D e r.T t/ E.h j F t /;
where E is the expectation under e P , so that the price at time 0 is V 0 D e rT E.h/: (1.4)
Our aim in this work is to estimate such an expectation for a class of pathdependent payoffs, namely barrier options, by the optimal quantization method. We consider here a class of exotic options whose payoff depends on both the value of the underlying asset at the maturity and its maximum or its minimum over OE0; T ; this means, payoffs h of the form h D F .X T ; sup t 2OE0;T X t / or h D F .X T ; inf t 2OE0;T
X t /:
When the payoff can be decomposed as h D '.X T /1 ¹sup t 2OE0;T X t 2I º or '.X T /1 ¹inf t 2OE0;T X t 2I º ;
where I is an unbounded interval of R, one speaks about barrier options. This last class is a particular case of payoffs of the form
where D .X/ is the exit time of a domain D R d by a d -dimensional underlying asset X D .X 1 ; : : : ; X d /.
Here are some useful definitions.
Definition. The option is said to be an up-and-out option if it knocks out when the price of its underlying asset crosses a specified value. It is a down-and-out option if it has barrier below the initial asset price and knocks out if the underlying asset price falls below the barrier. The payoff of an up-and-out call expiring at time T with strike price K and up-and-out barrier L is given by .X T K/ C 1 ¹sup t2OE0;T X t ÄLº and the payoff of a down-and-out call barrier option with maturity T , strike K and barrier L is given by .X T K/ C 1 ¹inf t2OE0;T X t Lº :
The payoff of put options is defined similarly with .K X T / C in place of .X T K/ C .
Note that closed formulas are available for the price of such options in the Black-Scholes framework, see [6] . But this no longer holds when we move out from the Black-Scholes framework, so that we are led to estimate the option prices by some numerical procedures. One of the efficient methods used to estimate barrier option prices is the regular Brownian bridge method (see, e.g., [1] ). It provides approximation formulas of the price of barrier options using diffusion bridge methods. This leads to useful representations to approximate these prices from recursive procedures (already pointed out in [24] ) similar to an algorithm used in [20] to estimate non-linear filters by the optimal vector quantization method. One difference between our setting and the one of [20] is that our algorithm involves non-regular functions. Furthermore, if we consider the local volatility model in the previous setting, one way of processing the algorithm is to use Lloyd's algorithm (or stochastic algorithms) to compute the optimal grids and the transition probabilities. However, because of the irregularity of functions appearing in our context, one must increase the grid sizes of the marginal quantization of the price process to obtain good approximations of the prices. It is clear that it will be very time consuming to use Lloyd's algorithm (or stochastic algorithms) to compute quanti-374 A. Sagna zation grids. Moreover, the marginal quantized process is not a Markov chain and, for numerics, it is forced to satisfy the Markov property.
In this work, we propose a procedure based on the (quadratic) marginal functional quantization method. It consists first in considering the ordinary differential equation (ODE) resulting to the substitution of the Brownian motion appearing in the dynamics of the price process (1.1) by one quadratic quantization of the Brownian motion. Then, constructing some "good" marginal quantization of the price process based on the solution of the previous ODE's, we show how to estimate the premium of barrier options from a recursive procedure similar to an algorithm used to estimate non-linear filters using the optimal quantization method. Note that by construction, the marginal quantized discrete process is a Markov chain. Furthermore, because this procedure is based on the quantization of the Brownian motion, the computation of the marginal grids is quite instantaneous and price estimates are obtained in few seconds (at most in 6 seconds and sometimes instantaneously, for considered examples). Numerical simulations are performed in the Black-Scholes model and in the local volatility model, called a pseudo CEV model. A comparison with the regular Brownian bridge method shows that the former method may sometimes be faster and competitive with respect to the last one.
The paper is organized as follow. Since in a general setting, the estimation of the prices requires paths discretization of the process, we will recall in Section 2 the Euler scheme and some relevant convergence rate. Then, we will see in Section 3 how to derive the price estimates from the (continuous) Euler scheme. The derived formulas, already known in the literature, are written in a practical form to apply an algorithm similar to that used in non-linear filtering estimation via optimal quantization. The algorithm and the relevant error are given in Section 4. This algorithm involves the marginal quantization of the stock price process. In Section 5, we show how to construct such a process from a basic construction of functional quantization of a diffusion process. We end by some numerical experiments where we compare our method with the regular Brownian bridge method in the Black-Scholes model and in the pseudo CEV model.
Euler scheme
Consider a one-dimensional Brownian diffusion process .X t / t 2OE0;T , solution of the following stochastic differential equation:
where b W R ! R, W R ! R are continuous functions satisfying conditions (1.2), (1.3), and .W t / t2OE0;T denotes a one-dimensional Brownian motion defined on . ; F ; P /.
Let us divide the set OE0; T into n subsets of length T =n and set t k D kT n for every k D 0; : : : ; n. The stepwise constant Euler scheme is defined by 
which satisfies the SDE
The above paths discretization methods generate some errors whose estimates are given in the following results (see, e.g., [10] ). (a) for every p > 0, for every n 1,
(b) for every p > 0, for every n 1,
Weak error. We recall some weak error estimates for path-dependent options (we refer, e.g., to [11] for the proofs). Let
If F W D.OE0; T ; R d / ! R is a Lipschitz functional for the sup norm, that is,
On the other hand, if a domain D has a smooth enough boundary, b; 2 C 3 .R/ and uniformly elliptic on D: 9 0 > 0, 8x 2 R 2 .x/ 2 0 , then, for every bounded measurable function f satisfying d.supp.f /; @D/ 2" > 0,
where n is the number of discretization steps and .Y / is the exit time of the process Y from the open set D, i.e.
Then the convergence rate is of order n 1 for the continuous Euler scheme and of order n 1=2 for the discrete one.
3 Approximation of knock out option prices using diffusion bridge
According to the convergence rate for the continuous Euler scheme we would like to estimate the price of path-dependent options by replacing the asset price process .X t / t 2OE0;T by its continuous Euler process . N X/ t 2OE0;T in (1.4). Then, given values of the process . N X t / at discrete times t k , k D 0; : : : ; n, one deduces formulas integrating the useful information which is the probability that the barrier is not knocked over the time interval OE0; T . Remark that this information is lost when replacing X by the discrete Euler process Q X in (1.4) because we do not know whether or not the barrier is knocked between time intervals .t k ; t kC1 /, k D 0; : : : ; n 1. But, integrating this information in the former case requires the knowledge of the distributions of the maximum and the minimum of the continuous Euler process . N X t / over the time interval OE0; T , given its values at the discrete time observations t k . 
where .U k / kD0;:::;n 1 are i.i.d. random variables uniformly distributed over the unit interval, G 1
x;y and F 1 x;y are the inverse functions of the conditional distribution functions G x;y and F x;y defined by
Proposition 3.1 is proved using the independence property of the processes . N X t / t 2OEt k ;t kC1 , for k D 0; : : : ; n 1, given N X t k D x k , and the knowledge of the distribution of the supremum (and the infimum) of Brownian bridge diffusion over time intervals .t k ; t kC1 /, with end points x k and x kC1 .
From Proposition 3.1 we deduce general formulas making a connection between the expectation of a functional of both the terminal value N X T of the process . N X t / and its maximum (or minimum) over the time interval OE0; T . From now on we make the abuse of notation N X k WD N X t k for all k 2 ¹0; : : : ; nº. Ef .x; max
Ef .x; min
and
This proposition follows from the following lemma.
Lemma 3.1. (a) Let Z be a positive random variable and let g be a non-negative function with finite variation (on compact sets) such that
It follows that
the last inequality coming from Fubini's theorem; which can be applied owing to assumption (3.8) .
Now we are in a position to prove Proposition 3.2.
where G 1 x;y and the U k are defined like in (3.1). Then, applying Lemma 3.1 (b) to the function g.z/ D f .x n ; z/ gives E f .x n ; max
The formula relative to the minimum is proved likewise by using (3.2) in place of (3.1).
(a) is proved like (b) by using Lemma 3.1 (a) instead of Lemma 3.1 (b).
Proposition 3.2 allows us to rewrite the estimates of the premiums of some usual exotic options (in particular barrier options) in a useful form in view of the optimal quantization approximation method as well as of Monte Carlo simulation methods. Let us mention that the following representations of the price estimates of barrier options are well known even if the computational method used here to derive them is a little different.
(a) The price of an up-and-out put option expiring at time T with strike K and up-and-out barrier L is estimated by
The price of an up-and-out call option expiring at time T with strike K and up-and-out barrier L can be approximated by
(c) The price of an down-and-out put option expiring at time T with strike K and down-and-out barrier L can be approximated by
The price of an down-and-out call option expiring at time T with strike K and up-and-out barrier L is approximated by
Note that the right-hand sides of equations (3.11)-(3.14) are obtained by reconditioning. Then, it follows from Jensen's inequality that the corresponding variances are smaller than the variances induced by the left-hand side of the same equations.
Then it follows from (3.6) that
Now for all x 0, we have
The items (b), (c), (d) are proved in the same way as (a).
In the next section, we show how to estimate the previous prices by optimal quantization. We will give first an approximating algorithm and then the induced error. Since this algorithm involves the quantization of the price process and its transition probabilities, we will point out how to construct a functional quantization of the price process and how to estimate its transition probabilities.
Estimation of the prices by marginal quantization
The aim of this section is to propose an algorithm based on optimal quantization to compute the path dependent options pointed out in Section 3. To this end we will approximate by optimal quantizations some expressions of the form
where f is a bounded measurable function on R d taking values on R and g k . ; / a measurable function on R d R d which may depend on some real parameters like for barrier options where it depends also on the barrier.
The algorithm
We will mainly refer to [20] , where numerical solving of non-linear filtering with discrete-time observation has been performed by optimal quantization methods. The only change is that in our setting we will drop the dependance on the noisy observations (i.e. the Y k 's following the notation in [20] ) because our problem of interest here is not a filtering problem.
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We define for any k D 1; : : : ; n the bounded transition kernel H k by
Now for any k 2 ¹1; : : : ; nº set
We have
Hence, to estimate V we need to approximate n . At this step, suppose that we have access to the quantization . O X / t k of the price process over the time steps t k , k D 0; : : : ; n on grids k D ¹x Owing to equation (4.4) our aim is to estimate the price using an approximation of the transition probability P k .x k ; dx kC1 / of N X kC1 given N X k . These transition probabilities are approximated by the transition probability matrix 
; k D 1; : : : ; n;
where For k D 0, we set (owing to (4.3) and to the fact that X 0 D x 0 is not random)
We finally approximate n by
which in turn can be computed by the forward induction
It follows that the price V D n f may be estimated by
From the previous approach, we deduce the following estimations for options of interest using the optimal functional quantization method. Set in this scope f .x/ WD .x K/ C and g.x/ WD .K x/ C .
Up-and-out options. According to the forgoing we estimate the price of an upand-out put option by
and the price of an up-and-out call option is approximated by
where O n is defined as in (4.8) with the associated transition kernel Down-and-out options. The down-and-out put option's price is estimated by
and the price of a down-and-out barrier call option is estimated by
where for both cases O n is defined as in (4.8) with the associated transition kernel Remark 4.1. One numerical advantage of this algorithm is that O n does not depend on the function f appearing in (4.5). Then, once O n is computed we deduce both the call and the put price approximations. On the other hand, considering equation (4.7) one notices that as soon as O X k 1 reaches the barrier (for example, for the up-and-out option: there exists i 0 such that
For numerical computation, we may take into account this fact to reduce the computation time.
Error analysis
In order to have some upper bound of the quantization error estimate of f we need the following assumptions (A1) and (A2):
(A1) The transition operators P k .x; dy/ of X k given X k 1 , k D 1; : : : ; n are Lipschitz.
Recall that a transition probability P on R d is C-Lipschitz (with C > 0) if for any Lipschitz function f on R d with ratio OEf Lip , Pf is Lipschitz with ratio OEPf Lip Ä COEf Lip . Then, one may define the Lipschitz ratio OEP Lip by
Then if the transition operators P k .x; dy/, k D 1; : : : ; n are Lipschitz, it follows that OEP Lip WD max 
Theorem 4.1. Under Assumptions (A1) and (A2) we have for every bounded Lipschitz continuous function f on R d and for every p 1,
Proof. The proof follows from the one of [20, Theorem 3.1] by dropping the dependency on the noisy observations .y 1 ; : : : ; y n / following the notation of the authors. Now, let us come back to the construction of the quantized price process . O X k / kD0;:::;n . In the next section, we show how to construct this process after providing some background on product functional quantization of Gaussian processes, in particular, of Brownian motion.
Marginal functional quantization of the price process

A brief overview on functional product quantization of Gaussian processes
First we recall some basic notion about optimal vector quantization. It is a process of approximating a continuous range of values or a very large set of discrete values by a relatively small set of discrete values. Rigorously speaking, the L roptimal quantization problem at level n for a R d -valued random vector X lying in L r . ; A; P / consists in finding the best approximation of X by a Borel function of X taking at most n values. This problem can be read as The quantity e n;r .X / is called the L r -mean quantization error. This error decreases to zero at an n 1=d -rate as the size n of the codebook˛goes to infinity. This convergence rate has been investigated in [4] and [26] for absolutely continuous probability measures under the quadratic norm on R d and studied in great details in [12] under an arbitrary norm on R d for absolutely continuous measures and some singular measures. Very recently, optimal vector quantization has become a promising tool in numerical probability owing to its ability to approximate either expectations or more significantly conditional expectations from some cubature formulas (see [19] for the seminal application of optimal quantization to numerical probability). This faculty to approximate conditional expectations is the crucial property used to solve some problems emerging in finance as the pricing and the hedging of American style options (see [2, 22] ), the stochastic control problem (see [7, 21] ), the non-linear filtering problems (see [20, 23] and [5] for an application to credit risk).
A rigorous extension of optimal vector quantization to functional quantization is done in [16] where the vector quantization problem is transposed to random variables taking values in an infinite dimensional Hilbert space, in particular, to stochastic processes .X t / t 2OE0;1 viewed as random variables with values in L 2 .OE0; 1; dt/. Many others works have been done in this direction, e.g., [8, 13] . From the numerical point of view, it is pointed out in [22] how a Gaussian process can be quantized using Karhunen-Loève product quantization based on product quantization of Gaussian random variables coming from the Karhunen-Loève expansion of the given Gaussian process. A closed formula for the distribution of the quantization of the Gaussian process (in particular for Brownian motion) is derived and some applications have been successfully performed in finance, namely, in the pricing of vanilla and Asian call options in the Heston model.
To recall some basic results about functional quantization, let us suppose that .H; . j / H / is a separable Hilbert space and let X W . ; A; P / 7 ! H be a square integrable H -valued random vector with distribution P X defined on .H; Bor.H // where Bor.H / stands for the Borel -field. Let k k denote the L 2 H . ; P /-norm defined by kXk Let x WD ¹x 1 ; : : : ; x n º 2 H n be an n-quantizer and let O X x be the quantization of X on the grid x defined previously, where the Voronoi tessellation .C i .x// 1Äi Än induced by x satisfies
Pricing of barrier options by marginal functional quantization 387 for every i 2 ¹1; : : : ; nº. The quadratic quantization problem consists of finding an optimal quantizer x 2 H n (if any), that is, an n-quantizer which minimizes the quantization error kX O X x k 2 over H n . From the numerical integration viewpoint, finding an optimal quantization may be a difficult problem and we are sometimes let to find some "good" quantization O X x which is close to X in distribution, so that for every Borel function F W H 7 ! R, we can approximate EF .X / by
Then if we have access to both the n-quantizer x D ¹x 1 ; : : : ; x n º and the distribution associated to O X x , .P X .C i .x/// 1Äi Än , the estimation of EF .X / using equation (5.2) is straightforward. The induced error depends on the regularity of the functional F . Suppose that X 2 L 2 H . ; P / and let F be a Borel functional defined on H .
(i) If F is Lipschitz continuous with Lipschitz constant OEF Lip , then for every n-quantizer x,
so that if .x n / n 1 is a sequence of quantizers satisfying
then O X x n converge in distribution to X.
(ii) If F is differentiable on H with a Â-Hölder differential DF , Â 2 .0; 1, then for every optimal n-quantizer x,
Some others bound are available (we refer to [22] for more details). Now let us say how to get some "good" quantizers for Gaussian processes. We consider
The process X admits the following representation in the Karhunen-Loève basis (see, e.g., [16] ): 
where
, is obtained by solving the following optimization problem (see [16] for details):
We suppose from now on that the previous optimization problem can be solved, at least numerically, and that the optimal L-tuple is still denoted by N 1 ; : : : ; N L . Then, numerical computation of a Gaussian process X is possible as soon as we have numerical access to the eigensystem .e X n ; n /, which, for the Brownian motion .W t / t 2OE0;T , has a closed formula:
So, the one-dimensional quadratic optimal product quantizer˛N , at level N , of the Brownian motion .W t / t 2OE0;T , is defined by
is an optimal integer solving problem (5.6) (with respect to the Brownian motion).
Remark that for every t 2 OE0; T , the marginal quantizer˛N i 1 ;:::;i L .t/ is of size d N . For numerics, a whole package of product N -quantizers of the standard Brownian motion is available at [25] . We move now to the construction of the quantized price process.
Marginal functional quantization and transition probabilities
Recall that the continuous Euler price process evolves the following SDE:
Let .˛N / N 1 , with˛N .t / D ¹˛N 1 .t/; : : : ;˛N d N .t/º for every N 1, be a sequence of optimal product N -quantizers of the Brownian motion and let
be the marginal functional quantization of the Brownian motion. It is known that the sequence .˛N / N 1 is rate-optimal, that is,
Consider 
so that equation (5.8) can be written as
Recall that the process . N X t k / is a Markov chain. Then, since by construction 0 appears in the ODE 1 , we must make some supplementary assumption to guarantee the existence and the uniqueness of the solution (see [17] ). Now, given the quantization process . O X N /, to complete the estimation of the price of barrier options following the introduced algorithm in Section 4.1, it suffices to compute the transition probabilities appearing in (4.6). Notice that all our grids
To correctly define the Voronoi cell associated to the grids x N .t k /, we will consider that for every time step t k , 
where for every k D 0; : : : ; n 1,
In fact, we have for every k D 0; : : : ; n 1,
1 This correction term 1 2 0 can be dropped by considering the stochastic integral in (5.7) in the sense of the Stratonovich integral, see [16] .
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and considering the numerator in the right-hand side of the previous equation we have
The last quantity is the approximation of (5.11) by optimal quantization with one grid point, considering that ¹x The cumulative distribution function F. ; x/ of the conditional law of X t given X s D x is unknown. In this case, considering the (discrete) Euler scheme of the price process (see (2.2)), we estimate F by the cumulative distribution func-
so that for every i; j D 1; : : :
where the x N j C .t k / and x N j .t k / are defined as previously. Notice that since the error bound of the filter estimate in (4.10) involves the marginal quantization error, k N X t k O X N t k k 2 , one must deduce this error from the above construction. We know that the sequence of non-Voronoi quantizations . Q X x N / N 1 , defined for every N 1 by
. ; P / for p 2 OE1; 2/:
(see [17] ). Furthermore, we know that the marginal quantization error may be bounded by
However, it is not sure that this rate is optimal and one theoretical problem will be to compute the convergence rate for the marginal functional quantization error if .log N / 1=2 is not the optimal rate.
Numerical illustration
We deal with numerical experiments by considering an up-and-out call option in the Black-Scholes model and a local volatility model already considered in [15] , called pseudo CEV model. Recall that in the Black-Scholes framework the stock price process .X t / is modeled by the following SDE (under the risk neutral probability Q P ):
where r is the interest rate, the volatility and W a Brownian motion under Q P . For the pseudo CEV model, the dynamics of the stock price process is ruled by the following SDE (under the risk neutral probability):
for some ı 2 .0; 1/ and # 2 .0; # with # > 0. The parameter r is still the interest rate and
corresponds to the local volatility function. We notice that for a fixed ı 2 .0; 1/, if the initial value of the stock process X 0 is large enough, then the pseudo CEV model is very close to the CEV model
In particular, for numerical tests we will consider that # Ð X [22] ).
In the Black-Scholes model we compare the prices computed from the quantization of the continuous Euler process using (5.8) and (5.9) (whose prices are referred by QEP prices) with the regular Brownian bridge method (RBB prices), given the true prices obtained from a semi-closed formula available in [6] . Recall that the regular Brownian bridge (RBB) method is some efficient method to compute expressions like
based on Proposition 3.1 and consisting (for example for the estimation of Ef . N X T ; sup t 2OE0;T N X t /) in the following steps:
Simulate a path of the discrete time Euler scheme . N X .m/ / and set
, k D 0; : : : ; n. Here we have
and it follows from the law of large numbers that for large enough M we have
The numerical results are depicted in Tables 1-3 the barrier as pointed out in Remark 4.7. However, for the RBB, the computation time is of 2 seconds when n D 10 and of 5 seconds when n D 20. The obtained results show that the quantization method may sometimes be competitive with respect to the regular Brownian bridge method, specially for a small number of time discretization steps n. Table 3 . Up-and-out call prices from the quantization method ( For the local volatility model we compare the QEP prices with the prices obtained from regular Brownian bridge method. Numerical results are depicted in Tables 4 and 5 Monte Carlo simulations and 100 times discretization steps. We remark that the quantization method is competitive (because it is faster with the same precision) with respect to the regular Brownian bridge method when the barrier is close to X 0 . But, the QEP prices become less precise when the volatility and the barrier increase (for example when D 1:0 and L D 130, where the absolute error is of 2% with respect to the RBB method). This might be due to the additional error coming from the estimation of the transition probabilities by formula (5.12) since the conditional law is not known. Notice that, since we have used the sixth order Runge-Kutta scheme to approximate solutions of the ODE (5.8), there is no hope to improve the price approximations for the quantization method by increasing the number n of discretization steps, so that the RBB method will become more competitive when n increases. To improve the estimations for the quantization method, we must increase the size of d N . But, this will increase the computation time and the method will become less faster than the RBB one.
Conclusion
In this work, we have dealt with the pricing of barrier options by the marginal quadratic functional quantization method. The proposed method is based on a
