We propose the application of iterative regularization for the development of ensemble methods for solving Bayesian inverse problems. In concrete, we construct (i) a variational iterative regularizing ensemble Levenberg-Marquardt method (IR-enLM) and (ii) a derivative-free iterative ensemble Kalman smoother (IR-ES). The aim of these methods is to provide a robust ensemble approximation of the Bayesian posterior. The proposed methods are based on fundamental ideas from iterative regularization methods that have been widely used for the solution of deterministic inverse problems (Katltenbacher et al. de Gruyter, Berlin 2008). In this work, we are interested in the application of the proposed ensemble methods for the solution of Bayesian inverse problems that arise in reservoir modeling applications. The proposed ensemble methods use key aspects of the regularizing Levenberg-Marquardt scheme developed by Hanke (Inverse Problems 13, 79-95 1997) and that we recently applied for history matching in Iglesias (Comput. Geosci. 1-21 2013). Unlike most existing methods where the stopping criteria and regularization parameters are typically selected heuristically, in the proposed ensemble methods, the discrepancy principle is applied for (i) the selection of the regularization parameters and (ii) the early termination of the scheme. The discrepancy principle is key for the theory of iterative regularization, and the purpose of the present work is to apply this principle for the development of ensemble methods defined as iterative updates of solutions to linear ill-posed inverse M. A. Iglesias ( ) the advantage of using iterative regularization for obtaining more robust and stable approximation of the posterior than unregularized methods .
problems. The regularizing and convergence properties of iterative regularization methods for deterministic inverse problems have long been established. However, the approximation properties of the proposed ensemble methods in the context of Bayesian inverse problems is an open problem. In the case where the forward operator is linear and the prior is Gaussian, we show that the tunable parameters of the proposed IR-enLM and IR-ES can be chosen so that the resulting schemes coincide with the standard randomized maximum likelihood (RML) and the ensemble smoother (ES), respectively. Therefore, the proposed methods sample from the posterior in the linear-Gaussian case. Similar to RML and ES methods, in the nonlinear case, one may not conclude that the proposed methods produce samples from the posterior. The present work provides a numerical investigation of the performance of the proposed ensemble methods at capturing the posterior. In particular, we aim at understanding the role of the tunable parameters that arise from the application of iterative regularization techniques. The numerical framework for our investigations consists of using a state-of-the art Markov chain Monte Carlo (MCMC) method for resolving the Bayesian posterior from synthetic experiments. The resolved posterior via MCMC then provides a gold standard against to which compare the proposed IR-enLM and IR-ES. Our numerical experiments show clear indication that the regularizing properties of the regularization methods applied for the computation of each ensemble have significant impact of the approximation properties of the proposed ensemble methods at capturing the Bayesian posterior. Furthermore, we provide a comparison of the proposed regularizing methods with respect to some unregularized methods that have been typically used in the literature. Our numerical experiments showcase
Introduction
We use key elements of iterative regularization techniques to develop robust ensemble methods for solving Bayesian inverse problems that arise in subsurface flow. A novel aspect of these ensemble methods is that the discrepancy principle is used for (i) the selection of the regularization parameter that stabilizes the update of each ensemble member and (ii) the stopping criteria that avoids data overfitting. These strategies have been used for theoretically establishing the convergence and regularizing properties of some well-known iterative regularization methods aimed at solving deterministic nonlinear ill-posed inverse problems. In this work, we extend these strategies for the solution of Bayesian inverse problems where the aim is to capture the Bayesian posterior. In particular, we use the aforementioned elements from iterative regularization to improve the robustness of RML-based and Kalman-based methodologies. The ensemble methods proposed in the present manuscript constitute a proof-of-concept which demonstrates the potential advantages of incorporating fundamental components of iterative regularization such as the aforementioned discrepancy principle. This principle, and more generally, iterative regularization, can be potentially combined with existing frameworks for ensemble data assimilation. It is our conjecture that when standard methods are combined with systematic approaches that take into account the mathematical structure of the underlying inverse problem, further increase in robustness, stability and accuracy for capturing the Bayesian posterior may be obtained. While the present work is focused in large-scale inverse problems that arise in reservoir flow modeling, the proposed methods can be applied for the solution of generic partial differential equation (PDE)-constrained inverse problems.
Background of the proposed methods
In a recent publication [22] , we studied the application of iterative regularization methods for computing inverse estimates of unknown geologic properties by means of history matching. More concretely, we developed an application of the regularizing Levenberg-Marquardt (LM) scheme [20] for solving history matching problems posed as the minimization of (u) ≡ || −1/2 (y − G(u))|| 2 Y (1) where u is the unknown geologic property, y denotes production data, is the measurements error covariance. G : X → Y is the forward operator that arises from the reservoir model; G maps the parameter space X (of admissible geologic properties) to the observation space Y. In typical reservoir modeling applications, geologic properties need to be defined on thousands or even millions of gridblocks. Due to the resulting large size of the space X, the computation of a minimizer of Eq. 1 is unstable (ill-posed) in the sense that an arbitrarily small data misfit (1) may not necessarily correspond to an estimates u that is close to the optimal. This ill-posedness, that arises from the mathematical structure of G, requires regularization. In the approach proposed in [22] , stable approximations to the minimizer of Eq. 1 were generated with an application of the regularizing LM scheme. In that application, the regularizing LM scheme was initialized with the prior mean u. Additionally, it used the prior error covariance C for the regularization that was built into the iterative scheme.
The regularizing LM scheme uses the discrepancy principle [17] to impose a limit on how close the model predictions must fit the data. More precisely, for some τ > 1, the regularizing LM scheme terminates whenever at the m iteration we find that || −1/2 (y − G(u m+1 ))|| Y ≤ τ η ≤ || −1/2 (y − G(u m ))|| Y (2) where u m is the LM estimate at the mth iteration and the noise level η is defined by
where u † denotes the truth properties. In other words, the noise level η is the weighted data misfit for the truth u † . The discrepancy principle is the key to ensure the regularizing properties of iterative regularization methods [25] and in particular of the regularizing LM scheme that we applied in [22] for computing inverse estimates of geologic properties by means of history matching. Although the truth u † is unknown, it is reasonable to assume that knowledge of the noise level η is available (see discussion in [22, Section 3] ). While [22] provides numerical evidence of the robustness and accuracy of the regularizing LM scheme for recovering u † , a minimizer of Eq. 1 may not be unique. In other words, different approximations to a minimizer of Eq. 1 may be found. For example, initializing the regularizing LM scheme with a different (from the prior mean u) initial guess may to different approximation to the minimizer of Eq. 1. Similarly, a small perturbation of the production data y may result in a significantly different, yet stable, estimate of the geologic properties. Both uncertainties in prior knowledge and observational noise give rise to uncertainty in the computation of inverse estimates of the geologic properties that we often perform with least-squares. The quantification of this uncertainty is essential for the optimal management and decision-making involved in reservoir applications. In this paper, we extend the approach of [22] and apply fundamental ideas from iterative regularization techniques to develop ensemble methods that, within the Bayesian framework [32] , quantify uncertainty of these inverse estimates. More precisely, we provide numerical evidence that this methods produce useful information of the posterior that arises from the Bayesian inverse problem of conditioning the geologic properties to data from the reservoir dynamics.
The Bayesian posterior and its ensemble approximation
The most standard approach to quantify inverse estimates of the geologic properties is the Bayesian framework. The aim is to merge uncertainties, both in prior knowledge and observational noise, with the mathematical model that describes the reservoir flow. The prior uncertainty in geologic properties is incorporated in terms of a prior probability distribution P(u). The data y and the geologic properties u are related via the forward operator G by y = G(u) + ξ (4) where ξ is a vector of random noise. The likelihood of the measured data y given a particular instance of u is denoted by P(y|u). In the Bayesian framework, the uncertainty of the inverse estimates of u given y is quantified with the conditional posterior probability P(u|y), which from Bayes' rule, is given by P(u|y) P(u) ∝ P(y|u).
Since the forward operator G that arises from typical reservoir models is highly nonlinear and/or the prior distribution of geologic properties P(u) is not Gaussian, the posterior P(u|y) cannot be described with a few parameters. In general, the characterization of the posterior may be conducted by means of sampling. Unfortunately, this approach often requires millions of forward model evaluations which is only feasible for small problems where a relatively coarse grid is used to discretize the geologic properties [13, 29] . The full characterization of the posterior by means of sampling is therefore impractical. However, sampling can be used for the purpose of benchmarking and assessing methods that can be actually used in practice [13, 23, 29] . That is the case of ensemble methods which have become the paradigm for capturing features of the posterior P(u|y) within a reasonable amount of computing resources and time. The general objective of these methods is to provide fast, accurate and robust estimates of the posterior (and/or its mapping under the forward operator) by means of an ensemble {u (j ) } N e j =1 of N e inverse estimates of the geologic properties of the reservoir. From this ensemble, we may compute statistical information of the unknown u as well as quantities of interest related to the model predictions G (u) . Furthermore, an ensemble of reservoir properties that accurately captures the posterior can be used to quantify the uncertainty in future production scenarios (e.g. drilling new wells) and/or additional subsurface applications (e.g. injection of CO 2 in a depleted reservoir). Moreover, efficient ensemble methods may be combined with optimal control modules that close the loop of reservoir management and monitoring [28] . It is clear that ensemble methods that provide a robust and accurate approximation of the Bayesian posterior are fundamental for geologic uncertainty quantification in subsurface modeling applications.
Fully rigorous Bayesian sampling is very expensive and often impractical; to overcome this difficulty, there exist two main frameworks to generate an ensemble approximation of the posterior which, although not rigorously justifiable in general, are widely used within the reservoir modeling community: (i) the randomized maximum likelihood (RML) method and (ii) Kalman-based techniques. The RML method consist of an ensemble of realizations computed by minimizing a randomized version of the cost functional that defines the maximum a posteriori (MAP) estimate [30] . In other words, each ensemble member of RML involves an optimization problem that may be addressed with similar methods to the ones used for computing the MAP [13, 23, 29, 33] . When a relatively small number of measurements is available, the computation of the derivative of the forward operator (or sensitivity) may be feasible provided the adjoint of the derivative can be computed. In this case, standard Gauss-Newton or Levenberg-Marquardt methods can be potentially applied for the minimization of each ensemble member of RML [23, 27] . However, in some cases, large amount of data need to be assimilated and the computation of the sensitivity matrix becomes computationally prohibitive. This limitation of Newton-type methods can be addressed by the application of quasi-Newton methods where only the action of the sensitivity is needed. In [16, 34] and [13] , for example, the LBFGS method was applied for the computation of the MAP and the ensemble of RML, respectively. In some cases, a SVD decomposition of the sensitivity matrix of the MAP may be used as a reparameterization of the search space of the iterative scheme (e.g. LM or LBFGS) used for the optimization. The effect of this reparameterization is twofold. On the one hand, a truncated SVD parameterization reduces the parameter space and could potentially alleviate the ill-posedness of the inverse problem. On the other hand, the aforementioned singular value decomposition (SVD) may be computed by means of a Lanczos algorithm with the aid of an adjoint method, thus avoiding the explicit computation of the sensitivity matrix [33, 34] .
Ensemble Kalman-based methods use the Kalman formula for generating an ensemble of inverse estimates of the geologic properties [21] . Each ensemble member may be updated in iterative or noniterative and in sequential (filtering) or all-at-once (smoothing) basis [1] . As stated before, variational methods often require an adjoint code for the efficient computation of the sensitivity matrix (or its multiplication by a vector). In contrast, ensemble Kalman-based methods are derivate-free approaches where the ensemble updates are based on simple computations involving covariances and crosscovariances computed directly from the ensemble usually initialized with samples from the prior. Thus, ensemble Kalman methods can be used in a black-box fashion. However, it is widely known the lack of stability (or roughness) of ensemble Kalman methods when the ensemble size is small with respect to the number of parameters or measurements. Therefore, in the context of reservoir applications, attention has been recently given to the regularization of ensemble Kalman-based methods by means of localization [4, 10] , inflation [15] . For a recent review and comparison of ensemble methods, we refer the reader to the work of [13] . It is also important to mention the work of [21] that uses Kalman updates within an iterative ensemble scheme to solve PDE-constrained parameter identification problems. By a subspace property proven in [21] , the space of admissible solutions is defined as the subspace generated by the prior ensemble. Thus, the regularization results from defining the search space on a compact subspace. However, the numerical results of [21] suggest that an early termination of the scheme is additionally required to further stabilize the iterative scheme.
Methods that combine ideas from both RML-and Kalman-based techniques have been developed in [5, 6, 18, 26] . The essence of these methods is to preserve the properties of RML to capture the posterior, while using a derivative-free ensemble-based optimization method. For instance, in the LM iteration step for the minimization of each ensemble member in RML, the LM-enRML approach of [6] replaces the sensitivity matrix with an adjoint-free approximation computed from the ensemble. Similarly, LM-enRML uses the prior ensemble to approximate the prior error covariance that appears in the LM scheme. The results reported in [6] indicate that LM-enRML provides a good approximation of the posterior for a small problem where the posterior can be computed analytically. However, the approximation properties of LM-enRML for capturing the posterior for large problems is still an open problem.
Contribution of this work
In this paper, we contribute to both mainstreams of ensemble methods previously described. On the one hand, we extend our implementation of the regularizing LM of [22] and develop a variational iterative regularizing ensemble LM method (IR-enLM). The aim of this method is to generate a stabilized ensemble of inverse estimates computed from a randomized least-squares minimization. On the other hand, we apply fundamental ideas from iterative regularization and construct an iterative regularizing ensemble (Kalman) Smoother (IR-ES). For these proposed ensemble methods, the computation of each ensemble member can be posed as the solution of a deterministic nonlinear ill-posed inverse problem that we address by means of iterative regularization methods. The resulting ensemble, and the main goal of these methods, is to provide a robust approximation of the Bayesian posterior. However, the regularization of each ensemble member and the resulting approximation of the Bayesian posterior are two independent aspects that combined yield the proposed techniques. The main objective of the present work is to explore the connection between these two aspects and determine the capabilities of these ensemble methods for capturing the posterior. This objective requires understanding the role of the tunable parameters that arise from the application of iterative regularization methods. While such role has been established both theoretically and numerically in the context of deterministic inverse problems, here we provide an extensive numerical study to understand these tunable parameters in the context of Bayesian inverse problems that arise in reservoir modeling applications. Our aim is to obtain a range of tunable parameters that corresponds to accurate and computationally feasible approximations of the posterior.
The main focus of the proposed methods is to address two sources of ill-posedness that could potentially affect the accuracy and robustness of ensemble methods. The first source is due to the high dimension that results from the discretization of the parameter space X as well as the intrinsic properties of G. As previously discussed, these properties give rise to the lack of stability in the computation of the inverse problem that we aim at solving, for each ensemble member, in standard ensemble methods. The second source of ill-posedness arises in ensemble Kalman-type methods with a small ensemble size relative to the number of observations/parameters. In ensemble methods formulated in the observation space, for example, the covariance of the model predictions is rank-deficient and, even though the error covariance matrix may add stabilization, the resulting matrix inversion in the Kalman update may be ill-conditioned hence detrimental to the stable computations of the ensemble. As we stated above, heuristic fixes such as covariance inflation and localization have been used to address such ill-posedness. Here, we propose an alternative approach based on ideas form iterative regularization methods.
While both aforementioned sources of ill-posedness are different in essence, computationally, they both result in a large condition number of the matrix that is inverted when the Kalman formula is applied at each iteration of the ensemble method. Therefore, even though iterative regularization is designed to alleviate the first source of ill-posedness, in the present work, we show that iterative regularization may also have a significant effect in the regularization/stabilization of ensemble Kalman methods with small ensemble size. Addressing ill-posedness due to small ensemble sizes is a relevant contribution of the present work. More specifically, since the computational cost associated with the evaluation of G(u) imposes severe limitation in the amount of ensemble members that we may use in practice. Thus, having a small ensemble relative to the observations/parameters is inherent to ensemble-based inverse modeling in subsurface applications.
Although the proposed methods are based on iterative regularization for which a convergence theory is available in the context of deterministic inverse problems [25] , the corresponding numerical analysis of the approximation for the solution of Bayesian inverse problems is still an open problem beyond the scope of the present manuscript. In the trivial case where the forward operator is linear and the prior is Gaussian, we provide specific conditions for which the proposed methods provide the proper sampling of the posterior. For the nonlinear case, we use the framework of [23] to assess the performance of the proposed method for recovering the mean and variance of the posterior. In particular, we use a state-of-the-art "Markov chain Monte Carlo" (MCMC) method for functions [8] that enables us to sample posteriors that result from synthetic data from moderate size experiments.
We reiterate that a key objective of the present work is to develop and promote the use of ideas from iterative regularization for the design of ensemble approximation of the posterior that arises from reservoir modeling applications. Thus, the proposed IR-enLM and IR-ES are a proofof-concept of iterative regularization ideas for ensemble approximations to the Bayesian posterior. We do not suggest to replace existing methods but rather to demonstrate a methodology to enhance those methods by the careful choice of regularization parameters and stopping criteria;
we show the potential advantages of taking into account methodologies that have been rigorously constructed for the solution of deterministic inverse problems. In particular, the proposed IR-enLM and IR-ES are based on the discrepancy principle for the early termination and selection of parameters. Further applications of iterative regularization can be developed in combination with state-of-the-art frameworks such as the SVD parameterization of [33] and the LM approaches of [6] . Those applications, however, are beyond the scope of the present work.
The paper is organized as follows. Relevant aspects of variational iterative regularization are discussed in Section 2. In particular, a brief description of RML is presented in Section 2.1. The proposed IR-enLM algorithm is introduced in Section 2.2. The tunable parameters are discussed in Section 2.3 and the computational cost in Section 2.4. The linear-Gaussian case is addressed in Section 2.5. Differences between IR-enLM and a standard implementation of RML is discussed in Section 2.6. In Section 3, we study Kalman-based ensemble methods. More concretely, in Section 3.1, we briefly introduce the standard ES. A regularized version of this ES algorithm is introduce in Section 3.2. The proposed IR-ES is then presented in [12] . A comparison between IR-ES and ES-MDA is presented in Section 4.6. Final remarks are provided in Section 5.
Variational iterative regularization
In this section, we define a variational ensemble method that quantifies uncertainty of inverse estimates of geologic properties. The proposed method is analogous to the randomized maximum likelihood (RML) method of [30] which we review in the following subsection. For simplicity, throughout the rest of this document, we consider that the prior distribution of the geologic properties is the Gaussian measure P(u) = N(u, C) where as before, C is the prior covariance and u is the prior mean. In addition, we consider that the observational noise ξ in Eq. 4 is centered Gaussian with covariance . Under these assumptions, (5) becomes
where J (u, y) ≡
2.1 The randomized maximum likelihood (RML) method From Eqs. 6-7, it is easy to see that the posterior distribution P(u|y) is maximized for u ∈ X that minimizes
Under certain conditions, such a u exists [32] and is often referred as the maximum a posteriori (MAP) estimate. Since the operator G is nonlinear for the case of interest for the present application, the MAP estimator may not be unique and so multiple modes of the posterior may exist. Except in the linear-Gaussian case, the computation of one minimizer of Eq. 7 does not provide sufficient information to fully characterize the posterior. In the context of Bayesian subsurface inverse problems [30] , RML has been proposed to approximate the posterior with an ensemble {u
of N e realizations defined by
where J (j )
and u (j ) ∼ N(u, C), y (j ) = y + ξ (j ) , ξ (j ) ∼ N(0, ). (11) In the case where G(u) is a linear operator (and since we assume that P(u) is Gaussian), the ensemble obtained with Eq. 9 are samples of the posterior distribution [30] . In the nonlinear case, however, the analysis of the approximation properties of RML is still an open problem. Nevertheless, multiple methods for computing or approximating the minimizer of Eq. 9 have been proposed in recent years [6, 26, 33] . As stated in the preceding section, the main focus of these RML-based ensemble methods has been the numerical efficiency and computational feasibility that are essential in practice. While some of these methods may be more efficient and suitable than others, they are all expected to provide an approximation of the posterior similar to the one provided by the ensemble defined in Eq. 9. Even though most RML-based methods have been assessed in terms of their capabilities for data-fitting, some recent publications have established the numerical efficacy of some RML implementations for capturing the Bayesian posterior. In concrete, [13, 23, 29] have used MCMC to fully characterize the posterior which was, in turn, used to assess the performance of ensemble methods including some implementations of RML. For problems where the dimension of the parameter space is very small, it has been found that some of those variational implementations exhibits the best performance at approximating some moments of the posterior [13, 29] . However, for larger problems, the work in [23] reported an implementation of RML that overestimated the variance of the posteriors from some test problems which were, in turn, fully resolved with a state-of-the-art MCMC method for functions. This suboptimal behavior of RML can be attributed to (i) the larger size of experiments considered in [23] and (ii) the optimization method used for the minimization of Eq. 7. More specifically, [23] uses an "unregularized" LM proposed in [2] and used in [27, 30] for minimizing (7) .
In the general nonlinear case, it is quite clear that the RML ensemble approximation of the Bayesian posterior will strongly depend on the numerical technique employed for the minimization of Eq. 9. On the other hand, this minimization that we perform to compute each ensemble member is nothing but a regularized version of a deterministic nonlinear ill-posed inverse problems. Therefore, it should come as no surprise that Eq. 9 may be subject to the numerical instabilities discussed in [22] for the computation of the MAP estimate. More concretely, for each ensemble member, the stable computation of Eq. 9 requires that the "prior term" 1 2 ||C −1/2 (u − u (j ) )|| 2 X provides enough regularization to the ill-posed problem of minimizing 1 2 
The stabilization of Eq. 9 thus relies on the proper selection of the operators and C. These, however, are typically chosen according to measurement and prior geological information, respectively. Therefore, for some choices of C and , numerical instabilities in the computation of Eq. 9 could potentially arise unless some additional form of regularization is applied. In [22] , we showed synthetic experiments where the computation of the MAP estimator (i.e. minimizer of Eq. 7) with an unregularized LM method did not ensure the proper regularization of the history matching problem. That is, even though data were successfully fitted, the corresponding estimates of the geologic properties were significantly different from the truth. While recovering, the truth was the main focus of [22] , in the present work we are interested in the solution to the Bayesian inverse problem, i.e. the posterior distribution. In Section 4 of the present document, we therefore show that, when the unregularized LM method of [2, 30] is implemented to minimize (9) in RML, suboptimal approximations of the Bayesian posterior may be obtained. This motivates our application of iterative regularization for the development of a robust and stable variational ensemble approximations of the posterior. It is worth mentioning that the aforementioned instabilities that may arise from the minimization of the MAP (or alternatively RML) in subsurface flow modeling application [27, 30] have been also observed and addressed in some implementations of incremental variational data assimilation methods for numerical weather prediction applications [19] .
It is important to remark that some recent implementations of RML use a truncated parameterization of the SVD of the sensitivity matrix [33] within a LM algorithm. This non-standard LM approach has been developed for computational efficiency because it avoids the explicit computations of the sensitivity that is needed in the LM method of [2] . However, the truncation of the aforementioned SVD parametrization is an additional form of regularization [24] . This truncation has the potential disadvantage of removing eigenvalues of the sensitivity matrix that may be relevant for the proper characterization of petrophysical properties in complex geologies. It is also worth mentioning the recent work of [6] where an RML-based approach was used in conjunction with an LM method that, as indicated in Section 1, uses ensemble approximations of the sensitivity and prior error covariance. While the approach of [6] uses the standard stoping criteria and regularizing parameters, it also incorporates truncated SVD of the variables of interest, thereby inducing regularization. Moreover, [6] reported the use localization as an additional form of regularization. In the following section, we present an approach where neither truncation of the spectrum nor localization is used. Instead, basic ideas from iterative regularization are applied to stabilize the computations of the ensemble. Nonetheless, as indicated earlier, the application from iterative regularization techniques could be potentially merged with existing methods that have been successfully used in practice.
An iterative regularizing ensemble LM method
We propose a variational ensemble method that aims at providing stable and robust ensemble approximations of the Bayesian posterior. Each member u (j ) I R of the ensemble is a stable approximation of a minimizer of (j ) (u) ≡ 12) computed with the regularizing LM scheme, initialized with a random sample from the prior, i.e. u (j )
. The data y (j ) in Eq. 12 are a perturbation of the original data y as defined in Eq. 11. Note that Eq. 12 excludes the prior term of Eq. 9. For the sake of clarity, in the subsequent lines, we briefly outline key aspects of the regularizing LM scheme applied to the computation of stable minimizers of Eq. 12. For full details on the implementation of this method for history matching, the reader is referred to [22] . The theory of the regularizing properties and the convergence of the regularizing LM scheme are found in [20] . This includes the conditions on the forward model G for which the theory ensure convergence to stable solutions (see also [22] ).
The regularizing LM scheme applied to each ensemble member j ∈ {1, . . . .N e } at each iteration level m involves the computation of u
which from standard arguments can be expressed as
Let us apply DG(u (j ) m ) from both sides of the previous expression to find
. From the previous expression, it follows that (15) where I is the identity matrix in Y. Thus,
The regularizing LM scheme of Hanke has two main components that ensure the regularization of the minimization of Eq. 12: (i) the selection of the regularization parameter α (j ) m and (ii) the stopping criteria. These are both based on the discrepancy principle. In concrete, according to the theory of Hanke [20] , α (j ) m must satisfy
for some ρ ∈ (0, 1). From Eq. 16 and recalling that
, the previous expression can be written as (18) The existence of such α (j ) m has been shown in [25] and its actual computation can be carried out with a simple iterative scheme [22] (see also Algorithm 1 below). The selection of α (j ) m based on Eq. 18 ensures the regularization of the minimizer of Eq. 13. However, to fully stabilize the computation of a minimizer of Eq. 12, the iterative regularizing LM scheme is terminated according to the following discrepancy principle (19) which is the application of Eq. 2 for minimizing (12) . In the previous expression, η (j ) is the noise level corresponding to the data set y (j ) . In other words,
Since we do not have access to the truth, (and therefore to G(u † )) and estimate of Eq. 20 is required. Let us recall from our definition (11) that y (j ) = y + ξ (j ) and so Eq. 20 becomes
where we have used the definition for the noise level (3). On the other hand, from the definition of the perturbed observations (11), we have
where we have assumed that the finite ensemble of data perturbations has mean zero. From the previous expression, it follows that
From Eqs. 22 and 21, we therefore find
Note that an estimate of η (j ) in the interval
will be consistent with Eq. 23. For the present work, we propose the midpoint of Eq. 24 as an estimate of η (j ) . In other words,
Since ξ (j ) is the (known) data perturbation (11) , our estimate of η (j ) can be computed. Additionally, as discussed in Section 1, we assume that an estimate of the noise level η is available. For the computation of the noise level η, we refer the reader to the discussion in [22, Section 3] . We now combine the previous ideas in the following iterative method that generates an ensemble of inverse estimates of geologic properties.
Algorithm 1 (iteratively regularized ensemble LM)
Let us consider u (j ) 0 ≡ u (j ) ∼ N(u, C), y (j ) according to Eq. 11. Let ρ < 1 and τ > 1/ρ. Use the following implementation of the regularizing LM scheme to compute an approximation of the minimizer of Eq. 12 for j ∈ {1, . . . , N e }. For m = 1, . . .
(1) Stopping rule (Discrepancy Principle). If
Note that in the right-hand side of Eq. 26, we have used our estimate of the noise level (25) . Also note that ensemble members are independent from one another. Thus, the computation of the ensemble members in Algorithm 1 can be easily parallelized. In addition, the iterative selection of α (j ) m (step 2 of Algorithm 1) generates an increasing sequence which, as proven in [22] , ensures that Eq. 27 is satisfied for some α (j ) m,N with N finite. We reiterate that the proposed IR-enLM algorithm generates an ensemble of minimizers of Eq. 12 that aim at capturing the Bayesian posterior P (u|y). The main goal of the present work is to use numerical experiments to understand the effect of the tunable parameters ρ and τ in the associated approximation properties of the proposed method. It is worth mentioning that the ensemble approximation obtained with the proposed method may be substantially different from the one achieved with RML. Indeed, with the proposed IR-enLM scheme, we compute an ensemble of regularized (by the regularizing LM scheme) of minimizers of Eq. 12. In contrast, RML generates an ensemble of minimizers of the (already regularized) cost functional (10).
The tunable parameters of IR-enLM
Both ρ and τ are tunable parameters of the proposed IR-enLM which arise from the application of the regularizing LM scheme of [20] . The requirements ρ ∈ (0, 1) and τ > 1/ρ are part of the set of sufficient conditions for the convergence of the regularizing LM scheme to a stable solution of the deterministic (least-square) inverse problem in the small noise limit. Therefore, these conditions will ensure the convergence to a stable solution of the deterministic (leastsquare) inverse problem associated to the computation of each ensemble in expression (12) . However, we emphasize that the convergence analysis of the ensemble approximation of the Bayesian posterior is nonexistent. In particular, the aforementioned conditions on ρ and τ have not been studied in the context of solving the Bayesian inverse problem. In Section 4 of the present manuscript, we will provide extensive numerical studies to understand role of ρ and τ in terms of approximating the mean and variance of synthetic posteriors. In the paragraph below, we provide a brief discussion to gain intuition on the effect of the tunable parameters on the computation of each ensemble member of IR-enLM.
The parameter ρ in Eq. 18 appears from the application of the discrepancy principle. This controls the output on the linearized data misfit (17) and prevents data overfitting. For a thorough discussion of the discrepancy principle applied to the selection of α (j ) m , we refer the reader to [22] . However, it is important to emphasize that the parameter ρ in Eq. 18 controls the increment u (j ) m on each step of the regularizing LM scheme applied for the minimization of Eq. 12. More precisely, the larger the ρ, the larger the α (j ) m . Additionally, we observe from Eq. 13 that larger α (j ) m 's are associated to smaller minimizers (or increments) u (j ) m . Thus, we note that the Tikhonov term (multiplied by α (j ) m ) in Eq. 13 is essential to control the large values that u (j ) m may potentially take because of the ill-posedness of the linearized inverse problem of minimizing (13) without the regularization term. Note, however, that the control on the increment u (j ) m given by Eq. 18 is proportional to the data misfit, which is in turn, decreased with the number of iterations. Therefore, the regularizing LM scheme ensures smaller steps of the LM at the beginning of the iterations. For smaller values of ρ (with ρ ∈ (0, 1)), the increment u (j ) m can be potentially large. However, in this case (of a smaller ρ), larger values of τ are expected in the discrepancy principle (26) which, in turn, will ensure stability by the early termination of the scheme. In the latter case, the accuracy of the scheme may be compromised. In other words, the smaller ρ the larger τ > 1/ρ and the earlier we may have to stop the IR-enLM according to Eq. 26, leading to potential inaccurate inverse estimates.
Computational cost of IR-enLM
On each iteration level and for each ensemble member of IR-enLM, the main computational cost is the explicit com-
. This is, however, computationally feasible provided that the adjoint DG * (u (j ) m ) is available and that a small number of observations are assimilated. In that case, the cost of constructing
is proportional to the number of observations N D times the computational cost of solving the adjoint problem of the linearized forward model (i.e. the cost of computing DG * (u (j ) m ) which depends on the particular reservoir model under consideration. In addition, IR-enLM requires the evaluation of the forward model at each iteration. Therefore, the cost of an N e size IR-enLM is around N e J forward model evaluations plus N e J N D adjoint solves, where J is the number of iterations to achieve convergence. We remark that the working assumption of small number of measurements is essential for the computational feasibility of the proposed IR-enLM. However, this is not a restrictive assumption for other iterative regularization methods. In [22] , we discuss other iterative regularization methods that avoid the explicit computation of DG(u (j ) m ) C DG * (u (j ) m ) and that can be potentially used in the ensemble-base framework proposed here. However, investigating the use of additional iterative regularization methods is beyond the scope of this manuscript.
The linear case
When G is a linear operator, the tunable parameters in the regularizing LM scheme for history matching can be chosen so that the resulting approximation coincides with the MAP estimator [22] . Analogously, in the linear case, the following proposition provides conditions of the tunable parameters so that the proposed IR-enLM Algorithm 1 coincides with RML (9), which as proven in [30] , generates samples of the posterior.
Proposition 1 Let G be a linear operator G(u) ≡ Gu.
Consider u (j ) 0 and y (j ) as in Algorithm 1. Assume that
for all j ∈ {1, . . . , N e }. Let ρ ∈ R be such that
Then, IR-enLM produces samples of the posterior distribution.
Proof Note that if assumption (29) does not hold, then the proposed algorithm will terminate and the prior ensemble yields the solution. However, from this assumption and (31), we find
Additionally, with a similar argument to the one used in [22, Proposition 1], we can show that ρ in Eq. 30 satisfies ρ < 1 and that the initial guess α (j ) 0,0 = 1 satisfies inequality in Eq. 27. Therefore, N = 0, α (j ) 0 = 1 and so expression (28) becomes
which is the minimizer of Eq. 10 with G(u) = Gu. In other words, {u
is an ensemble generated with the RML method described above. Therefore, as proven in [30] , {u
are samples of the posterior. We now show that u (j ) 1 satisfies the stopping criteria with τ given by Eq. 31. Note that
satisfies our stoping criteria (26) . Therefore, in the linear case, each ensemble of the proposed algorithm terminates after one iteration, and the resulting ensemble members are samples of the posterior distribution.
Remark 1 While the linear case is not relevant for most reservoir applications, the previous result provides conditions on the tunable parameters under which the consistency of the IR-enLM for sampling the (Gaussian) posterior can be established. Note that the conditions Eqs. 30 and 31 are consistent to the conditions required by the regularizing LM scheme to ensure stability (i.e. ρ ∈ (0, 1) and τ > 1/ρ). However, we emphasize that the conditions Eqs. 30 and 31 do not ensure that, in the nonlinear case, the ensemble IR-enLM provides the proper sampling of the posterior. In Section 4, we provide a numerical study, on a nonlinear reservoir model, to understand the approximation properties of IR-enLM and its dependence on the choice of the tunable parameters described earlier.
Differences between IR-enLM and the unregularized LM method of [2] for RML
We note that when G is linear, the ensemble generated with RML can be obtained explicitly by formula (33) . In this case, we were also able to shown in Proposition 1 an equivalence between RML and the proposed IR-enLM method. In the nonlinear case relevant for the present application, such equivalence is nonexistent. Moreover, any comparison between RML and the proposed IR-enLM depends on the particular implementation for the minimization of Eq. 10. For the present work, we consider the unregularized LM scheme of [2] for RML(i.e. for minimizing (10)). This "unregularized" method does not add any additional form of regularization, like for example, a truncated SVD parameterization which, as stated before, has the effect of regularizing the LM step. We emphasize, however, that this unregularized LM is applied to the minimization of Eq. 10 which is already regularized. The main point of this section and the associated numerical experiments of Section 4.5 is to show that the intrinsic regularization in Eq. 10 combined with the standard methods of optimization may generate unstable ensemble members which are, in turn, detrimental to the robustness for recovering/approximating the Bayesian posterior.
The unregularized LM method of [2] applied for generating ensembles of RML is defined by u
We reiterate that this unregularized version of the LM method excludes truncated SVD parametrization and further localization/inflation of the associated matrices in Eq. 35.
Most applications of both regularized and unregularized LM approaches for RML-based methods [6, 27, 30, 33, 34] consistently choose the initial regularization LM parameter λ in Eq. 35 as
For m ≥ 0, λ m+1 is then chosen according to
where κ = 10 is the typical selection [5, 27, 30, 33, 34] . Moreover, all these approaches use the following stopping criteria
In addition, it has been claimed often that a successful application of these methods requires the production of estimates that satisfy
where N D is the number of measurements (i.e. the dimension of Y). While Eq. 38 has been proven under the linear assumption on G, for the general case, an analogous estimate is nonexistent. It is important to reiterate that a sufficient decrease in the data misfit may not be associated with a decrease of the error with respect to the truth. For a thorough discussion of the technical differences between the unregularized LM method and the regularizing LM scheme, we refer the reader to the discussion of [22, Section 3.3] . In Section 4.5, we display experiments where the unregularized LM implementation of [2] for RML leads to ensembles that exhibit suboptimal performance in capturing the posterior distribution. This lack of stability and the resulting uncontrolled estimates of this scheme arise from the selection of the regularization parameter λ (j ) m . In contrast, we observe that the regularizing LM scheme implemented within our IR-enLM uses the discrepancy principle to control selection of the LM parameter as well as the early termination of the algorithm. Therefore, even though Eqs. 37 and 38 have been shown to produce acceptable numerical results in cases where the problem has been further regularized (e.g. like with truncated SVD [33] ), the general application of the selection of regularization parameters and stopping criteria should be taken with caution.
Ensemble Kalman-based methods
Using the derivative of the forward operator in variational models often results in more accurate inverse estimates of the subsurface properties compared to the ones generated with ensemble Kalman-based methods. However, as indicated earlier, Kalman-based methods are often easier to implement and possibly the only choice when adjoint codes are not available. Based on ideas from iterative regularization methods, in this section, we construct an ensemble Kalman smoother suitable for an all-at-once formulation consistent with our forward operator G that comprises all data (4) . Nevertheless, the ideas presented here can be developed in a sequential formulation by redefining the forward problem.
The standard unregularized ensemble smoother
The standard smoother of [14] consist of generating an ensemble
is defined as in Eq. 11, and
Similar to straightforward applications of EnKF, the implementation of ES often provides poor data misfit and/or very large/rough values of the ensemble members. Moreover, these standard Kalman-based methods usually underestimates the variance due to the collapse of the ensemble members towards the ensemble mean [13, 23] . As described in Section 1, the aforementioned behavior has become more evident when a small ensemble size is considered compared to the observations or the dimension of the parameter space. Several forms of regularization to alleviate this ill-behavior have been proposed in terms of covariance localization, covariance inflation and/or redefining the filter in a squareroot fashion. In the present section, we demonstrate how an alternative form of regularization can be achieved by introducing ideas from iterative regularization to the definition of the ES.
The regularizing ES
Similar to expression (39), we may consider the following Kalman formula in order to update the forward model
If we now define z (j,f ) = [u (j,f ) , w (j,f ) ] T and the analogous expression for z (j,a) , we can then express Eqs. 39 and 41 as
where H = [0, I ] and
From the expression (42), it follows that (j,f ) . It is straightforward to show that Eq. 44 is equivalent to
If we now define,
and substitute these expression in Eq. 45 we obtain
which we recognize as the Tikhonov regularization method (with Tikhonov-parameter α = 1) applied to the following linear inverse problem:
In Section 4.5, we provide examples to show that the intrinsic choice of α = 1 in Eq. 47 does not necessarily provide enough regularization to this linear inverse problem. Therefore, this unregularized standard ES produces rough estimates with large data misfit like the ones that have been consistently reported in the literature [13, 23] . Moreover, this lack of regularization is, in turn, detrimental to the characterization of the posterior obtained from the ensemble approximation.
The essence of the proposed regularizing ES is to include a regularization parameter α so that the resulting problem (47) takes the form
More importantly, we propose this α to satisfy a discrepancy principle similar to the one used in the regularizing LM scheme (17) . More precisely, we require
for some choice of ρ ∈ (0, 1). Let us now define the "true" parameters
where u † denotes the true geologic property. Furthermore, we define the true data misfit
From Eqs. 46 and 52 we find
where we have used the definition of the noise level (3). Therefore, if we assume that
our choice of α in Eq. 50 yields
which is a discrepancy principle applied to the inverse problem (48). Recall that a similar application of the discrepancy principle is used for the selection of the regularizing LM scheme (see expression (16) in LM). Therefore, by means of Eq. 55, our selection of α controls the ensemble update, so that the resulting mean χ a does not produce a data fit better than the noise level.
In order to produce an ensemble whose transformed mean satisfies (50), we define
We now use Eq. 46 to rewrite Eq. 50 as
which in terms of Eqs. 57 and 43 can be written as follows
which shows that the actual computation of α is analogous to the one in Eq. 27 for the IR-enLM algorithm defined in the preceding section. Finally, we use Eq. 46 to rewrite the assumptions (54) as
This assumption motivates the stopping criteria of our iterative regularizing ES (IR-ES) that we describe in the following sections.
The iterative regularizing ensemble smoother
The previous regularizing ES may alleviate the illposedness of the linear inverse problem (48). While the aim of the proposed ensemble methods is to avoid data overfitting, the aforementioned linearized inversion may not necessarily produce estimates with a reasonably small data misfit that properly explore the regions of the posterior with large probability. Therefore, in order to allow for more accurate approximations of the posteriors without the risk of overfitting data, in the following algorithm, we define an iterative regularized ES scheme terminated according to the discrepancy principle applied to the mean of the updated (analyzed) model predictions w (j,a) m at a given iteration. 
where we recall from Section 1.2 that μ 0 = P(u) is the prior which in general may be non-Gaussian. 
for α m such that
(compute α m with the increasing sequence of Algorithm 1 having an initial guess α m = 1). 
for some τ with τ > 1/ρ > 1, then
which is assumption (60) which, in turn, ensures we select the regularization parameter according to the discrepancy principle. Note that, in contrast to IR-enLM where the regularizing LM scheme was applied to each ensemble computed as the minimizer of Eq. 12, in the IR-ES, the regularization is conducted over the mean of IR-ES. Since the ensemble of perturbed observation is assumed centered, the resulting Eq. (49) only contains the unperturbed (i.e. original) data. Thus, the discrepancy principle is applied with the original noise level η.
Similar to IR-enLM, the proposed IR-ES aims at providing an ensemble approximation of the Bayesian posterior P (u|y). However, the convergence properties of the proposed IR-ES are an open problem beyond the scope of this paper. Nevertheless, in the linear case (recall we assume a Gaussian prior), the proposed algorithm coincides with the standard ES which, in turn, generates samples of the posterior as the ensemble size goes to infinity.
Proposition 2 Let G be a linear operator G(u) ≡ Gu.
Assume that the mean of the prior ensemble satisfies
where η is the noise level defined by Eq. 3. Let ρ ∈ R be such that
and
Then, this selection of ρ and τ ensure that the IR-ES method samples the posterior as N e → ∞.
Proof From the linearity of G if follows that
With similar arguments to those used in the proof of Proposition 1 (see also Proposition 1 in [22] ), we can show that ρ and τ in Eqs. 72-73 satisfy ρ < 1, τ > 1/ρ. Moreover, these choices of ρ and τ also imply that α 0 = 1 satisfies (68). Therefore, (66) becomes
which from Eq. 74 can be written as
In addition,
and therefore
Thus,
which from some simple computations implies
where in the last inequality we have used (73). Therefore, the ensemble (75) satisfies the stopping criteria and so it is the output of the IR-ES scheme. Moreover, we note that
Then, formally, as N e → ∞, we obtain that C uu 0 → C and so the mean and covariance of the updated ensemble converges to the mean and covariance of the posterior [32] . In other words, in the linear case, the proposed IR-ES method generates samples of the posterior distribution as N e → ∞.
Computational cost of IR-ES
For the present application, the cost of computing Eqs. 64-65 at each iteration is negligible compared to the cost of the evaluation of the forward model (62) (for each ensemble member). Indeed, efficient implementations of the Kalman update can be used to avoid the explicit computation of the matrix C uw [1, 26] . In addition, in the case where a relatively small number (around 10 3 ) of observations are assimilated, the cost of inverting C ww,f m + α m is also negligible compared to Eq. 62. Therefore, the main computational cost of IR-ES per iteration and per ensemble is due to Eq. 62. The total cost of a N e -size ensemble of IR-ES is approximately N e J forward model evaluations where J is the number of iterations to converge. For the forward models considered in Section 4, our numerical experiments indicate that J is typically between 10 and 20 iterations. Thus, for large models, the computational efficiency of Algorithm 2 may be comparable to the one of the standard ES computed with a large ensemble (e.g. 10 3 ). On the other hand, large ensembles with standard ES methods provide better approximations of the posterior (see Section 4.5). One may then conclude that the proposed IR-ES is equivalent to a standard ES with a large ensemble. However, the advantage of the proposed method is that, at the mth iteration level, each ensemble update in the analysis step will be controlled by the parameter α m which is chosen according to the discrepancy principle. It is then reasonable to expect small changes in the covariances and crosscovariances defined in Eqs. 64-65. In other words, we assume that changes in the updated ensemble members are sufficiently small (due the regularization) so that the ensemble of model predictions (67) approximates the forward model evaluated at the update ensemble (62). Then, in order to reduce the computational cost of Algorithm 2, for m > 0 we propose to replace (62) by
Clearly, the aforementioned assumption on small changes in the ensemble updates is valid for only a few number of iterations M ES after which the forward model needs to be evaluated (62). Note that in Algorithm 2, we always compute the evaluation of the forward model at the initial ensemble. However, the next evaluation of the forward model at the updated ensemble is done whenever mod(m, M ES ) = 0. Therefore, when we use Eq. 76 instead of Eq. 62 in Algorithm 2, the computational cost becomes to N e (1 + floor(J /M ES )). It is important to remark that Eq. 76 does not affect the results of Proposition 2 since for the linear case, the algorithm stops after the first iteration. The effect of the additional parameter M ES will be investigated numerically in Section 4.4. For our previous exposition, we have assumed that the prior distribution is Gaussian N(u, C) . For the numerical experiments of the subsequent section, we use these priors to define our initial ensemble. Moreover, the corresponding covariances are used in the formulas of IR-enLM Algorithm 1 (note that C does not appear in IR-ES). However, it is important to emphasize that the Gaussian assumption on the prior distribution is not fundamental for the application the proposed methods. Note that an initial ensemble can be potentially sampled from a non-Gaussian prior. In addition, recall that IR-enLM is posed as the minimization of Eq. 12 iteratively regularized by Eq. 13. If a non-Gaussian prior is considered, the second term in Eq. 13 can be replaced by other type of regularization that enforces the prior knowledge of such non-Gaussian prior. In that case, however, the resulting solution of the minimizer of Eq. 13 may not be computed in a closed form as in Eq. 14.
It is important to mention that our proposed IR-ES method has strong similarities with the ES with multiple data assimilation ES-MDA of [11] [12] [13] . Both methods use Eq. (66) to update each ensemble member in an iterative fashion. However, IR-ES and ES-MDA differ in (i) the selection of α m , (ii) the stopping criteria and (iii) the definition of the perturbed data y (j ) used in Eq. 66. In contrast to the proposed IR-ES where the number of iterations are determined by the stopping criteria (63), in ES-MDA, the number of iterations are defined beforehand. Additionally, while in IR-ES, the regularization parameter α m is selected according to Eq. 68; in the ES-MDA version of [11] [12] [13] , these parameters are selected a priori and such that they satisfy n m=1 α −1 m = 1. In addition, in ES-MDA, expression (66) is used with a y (j ) , replaced by y (j ) m , defined by y (j ) m = y + ξ (j ) with ξ (j ) ∼ N(0, α m C). In other words, in ES-MDA, the data is perturbed at each iteration with a perturbation that depends on the regularization parameter. Both the constraint n m=1 α −1 m = 1 and the definition of the perturbed data are needed [12] to prove that ES-MDA provides the correct sampling of the posterior in the linear Gaussian case. In the work of [11] [12] [13] , several choices of a priori selections of α m 's have been investigated. However, most recent research indicates that the adaptive selection of the regularization parameters in ES-MDA can lead to improved results [31] . In the following section, we provide a numerical comparison between IR-ES and ES-MDA and discuss some potential application of IR-ES to the selection of the regularization parameters in ES-MDA.
Numerical results
In this section, we present numerical examples of the application of the proposed ensemble methods for capturing the Bayesian posterior. In concrete, we consider the posterior distributions associated to two sets of synthetic data from prototypical oil-water reservoir models. These posteriors are fully resolved with a state-of-the-art MCMC for functions. Our MCMC results provide a gold-standard that we use to investigate the performance of IR-enLM and IR-ES at capturing aspects of the Bayesian posterior. Furthermore, we display the advantage of the proposed methods by comparing them with some unregularized approaches.
The forward operator, the prior and the synthetic data
We consider a 2D incompressible oil-water reservoir model. The reservoir is defined on a squared domain discretized on a 60 × 60 grid. A water flood is considered on a time interval of 3 years discretized in 30 time steps. The numerical discretization of the PDEs was conducted with the numerical schemes and the MATLAB implementation discussed in [23] . The geologic property of interest is the absolute permeability of the reservoir. However, the approach can be extended to incorporate additional geologic properties, as well as other model parameters. For the present work, we consider two different well constrains. Model A consist of production wells constrained to prescribed constant bottom hole pressure (BHP) {P l bh (t) = 2.7 × 10 7 Pa} N P l=1 and injectors operated with prescribed constant rates {q l I (t) = 2.6 × 10 3 m 3 /day} N I l=1 . For Model B we consider production wells operated under prescribed constant total flow rate {q l P = 2.6 × 10 3 m 3 /day} N I l=1 and injectors operated under constant BHP {P l bh,I (t) = 2.7 × 10 7 Pa} N P l=1 . The relation between flow rates and BHP are as described in [7] . For both models, we define N M = 30 measurement collection times (at each time step). In addition, we consider a well configuration of nine production wells P 1 , . . . , P 9 and four injection wells I 1 , . . . , I 4 . Well locations are displayed in Fig. 1 (top-middle) . For model A (resp. model B), G A (resp. G B ) consist of BHP (resp. water rate) from injection wells and water rates from production wells. The forward operator G A corresponds to the forward operator used in [22] for history matching with the regularizing LM scheme.
We recall that the prior distribution is assumed Gaussian. For the present experiments, we consider a mean u = log(5 × 10 −13 m 2 ) constant over the domain of the reservoir. The prior covariance C is a spherical covariance function [9, 30] with maximum (resp. minimum) range of 10 3 m (resp. 5 × 10 2 m). We consider an angle of π/2 along the direction of maximum correlation. In order to generate synthetic data, we define the true permeability denoted by u † and displayed in Fig. 1 (top-left) . This permeability field is a draw from the prior distribution described before. In other words, we consider the best-case-scenario where our prior knowledge includes the truth. The subsequent procedure to generate synthetic data is analogous to both forward operators and so for the sake of clarity, we base our discussion only on G A that arises from Model A.
For simplicity, we consider a diagonal measurement error covariance A . Note that the diagonal of A corresponds to the variance of the data described by the forward operator G A . Let us recall that G A has coordinates associated to either BHP (at the injection wells) or water rates (at the producers). For the kth entry of A that corresponds to a BHP measurement, we define the standard deviation (i.e. the square-root of ( A ) k,k ) as 10 % of the corresponding kth component of vector G A (u † ). For the entries associated to water rates (which are zero before water breakthrough), we select the square-root of ( A ) k,k as 3 % (before breakthrough) or 7 % (after breakthrough) of the nominal value of the total flow rate at the associated production well and measurement time. With A defined as above, synthetic data y A is generated by
with ξ A ∼ N(0, A ) . The noise level for this synthetic experiment can be computed as
With the observational noise defined in Eq. 77, the resulting noise level is 12 % of the weighted norm of the noisefree observations ||
In order to illustrate the capabilities of the proposed methods in a realistic scenario where the exact value of η A will be unknown (since the truth u † is unknown), instead of the exact value (78), here, we use the an estimate of η A . Since the covariance A is diagonal, the discussion of [22] suggests that the estimate η A = √ N D is appropriate where N D is the total number of measurements. For this case we have 13 wells measured at each of the 30 time steps and so N D = 390.
The synthetic data y B for the forward model G B is generated with the procedure previously described for the analogous choice of B . For both forward operators, we consider the same prior described above. However, the forward operators G A and G B and the corresponding synthetic data y A and y B give rise to two different posteriors μ A = P(u|y A ) and μ B = P(u|y B ) defined by Eq. 5. The aim of this section is to study the numerical performance of the proposed ensemble methods at capturing the mean and variance of these posteriors.
Resolving the posteriors
In contrast to deterministic inverse problems where the aim is to recover the truth, in Bayesian inverse problems, the objective is to characterize the posterior distribution (5) . Therefore, in order to assess the performance of the proposed ensemble-methods for approximating the Bayesian posterior, an accurate characterization of the posterior needs to be computed. However, as we discussed in Section 1, the application of standard MCMC methods for sampling the posterior that arises from subsurface flow models is usually restricted to small-size problems. While small-size problems, say from coarse 1D models, may be useful to establish Benchmarks [13] , such small size may be detrimental to our ability of properly assessing the performance of the proposed methods under more stringent conditions that require proper regularization. In concrete, the wellknown regularizing effect of discretization [25] may alleviate the ill-posedness intrinsic to this inverse problem. This, in turn, may overshadow the proper assessment of the regularizing effect of the proposed methods. Fortunately, grid invariant MCMC methods have been recently developed for sampling the Bayesian posterior that arises in largescale PDE-constrained inverse problems [8] . In particular, in [23] , the preconditioned Crank-Nicolson MCMC (pcn-MCMC) method has been applied to resolve the Bayesian posterior associated to inverse problems in reservoir models of moderate-size similar to the ones considered in the present work. The reader is refer to the work of [23] for further details on the pcn-MCMC algorithm and its application for benchmarking Bayesian inverse problems in subsurface flow models.
By applying the aforementioned pc-MCMC method, we resolve the posteriors μ A and μ B that we introduced in the previous paragraphs and that we aim to approximate with the proposed ensemble methods. For the sampling of each of these posteriors, we consider 80 independent MCMC chains initialized with random draws from the prior distribution (recall the prior is the same for both μ A and μ B ). After a burn-in period of 5 × 10 4 each of the MCMC chains consisted of 3 × 10 5 samples. The convergence and mixing of these independent chains are evaluated with the Gelman-Rubin diagnostic based on the potential scale reduction factor (PSRF) [3] . In Fig. 1 (top-right) , we display this factor as a function of the MCMC iteration for the sampling of both posteriors μ A and μ B . Approximate convergence (PSRF< 1.1) is reached after 2.5 × 10 5 iterations ensuring that our chains have run sufficiently long so that all the 80 × 3 × 10 5 = 2.4 × 10 7 samples from all these chain can be combined to characterize the target distribution. In the second (resp. third) row of Fig. 1 , we display the mean (right) and the variance (middle) of the posterior distribution μ A (resp. μ B ). Some independent samples (from different MCMC chains) of μ A are displayed in the top row of Fig. 2 . While some of the main spatial features of the truth are replicated, sufficient variability can be also appreciated. We use our samples of the posterior μ A to display in Fig. 2 the water rates and BHP from some of the production and injection wells, respectively. In these figures, the red curve correspond to the truth (i.e. G A (u † )) and the vertical line separates the assimilation from the prediction time. Figure 3 shows analogous quantities for the posterior μ B associated to the well model B.
In Fig. 1 , we display the mean (middle-left) and the variance (middle-middle) of the posterior μ A characterized Fig. 1 shows the mean (bottom-left) and the variance (bottom-middle) of the posterior μ B . Note that, even though the underlaying reservoir dynamics are the same for both forward operators, the difference in the well constraints has an important effect on the resulting posterior distribution. In particular, we note significant differences in the variance of μ A and μ B . Furthermore, in Fig. 1 , we display the water saturation at the final time (for the assimilation period) associated to model A (middle-right) and model B (bottom-right), respectively. We note that, for model B, larger variances are observed in the regions where the water front has not yet arrived.
IR-enLM
In this section, we present a numerical investigation of the effect of the tunable parameters ρ and τ in the approximation properties of the resulting ensemble obtained with IR-enLM (Algorithm 1). The role of ρ and τ in the regularizing LM scheme for the solution of deterministic inverse problems is well understood in terms of the theory of [20] . In addition, the work of [22] displays the application and validation of such theory applied to history matching problems where the aim was to recover the permeability of an oil-water reservoir. This subsection designed to understand the effect of ρ and τ in the approximation properties of the proposed methods in the context of Bayesian inverse problems. More precisely, we investigate the effect of the tunable parameters in the accuracy and efficiency of IR-enLM for recovering the mean and the variance of the posteriors μ A and μ B computed with MCMC in the preceding subsection.
We apply IR-enLM to generate ensemble approximations to μ A and μ B , respectively. We recall that for both cases, we have the same prior from which the initial ensemble for IR-enLM is drawn. Since the results depend on the initial , and
where we recall that u is the mean of the prior distribution of the log-permeability. Note the expression for u corresponds to the relative error of the deviation of the posterior mean with respect to the prior mean. We re-emphasize that the mean and the variance of the posterior (for μ A and μ B , respectively) are computed from our pc-MCMC chains.
We recall from our discussion in Section 2.3 that for a given ρ ∈ (0, 1), the theory of the regularizing LM scheme [20] requires that we select τ according to τ > 1/ρ > 1 in order to ensure convergence to a stable computation of the minimizer of Eq. 12. Note that if G is linear, we may use Proposition 1 to select ρ and τ to ensure the proper sampling of the posterior. For the case considered here, the forward operator G is nonlinear and so we need to investigate the effect of these tunable parameters numerically. Larger values of ρ (i.e. ρ closer to one) yield small incremental steps and smaller τ 's which enable the algorithm to progress for a long number of iterations obtaining more accurate minimizers of Eq. 12. On the other hand, smaller values of ρ and so larger values of τ 's are associated with very early termination of the scheme (according to Eq. 26). Therefore, the corresponding estimates of the minimizer of Eq. 12 are less accurate although convergence is faster. These considerations in terms of the accuracy of the minimizer of Eq. 12 are reflected in the approximation properties of IR-enLM as we can observe from Table 1 where we display the corresponding ensemble approximation of μ A and μ B obtained from IR-enLM for several choices of τ , ρ for an ensemble fixed size N e = 50. Indeed, Table 1 confirms that more accurate minimizers of Eq. 12) obtained by selecting a smaller value of ρ result in better ensemble approximations of the mean and variance of the posterior. In the fifth and eight columns of Table 1 , we display the average number of iterations for convergence (established by Eq. 26).
For each ρ, in Table 1 , we display different values of τ with the corresponding value τ = 1/ρ highlighted blue. Note that as ρ increases, the corresponding τ = 1/ρ (in blue) produces more accurate solutions. For fixed ρ = 0.8 and N e = 50, in Fig. 4 , we present a visual comparison of the mean (top row) and variance (top-middle row) produced by one ensemble of IR-enLM for approximating μ A with different choices of τ . For this ensemble and the describe choices of parameters, in the bottom-middle (resp. bottom-bottom) row of Fig. 4 , we display the box plots of water rate (resp. bottom-hole pressure) at some production (resp. injection) wells after 6 years of injection (i.e. 3 years of assimilation plus 3 years of forecast). Analogous visual results for the approximation of μ B are displayed in Fig. 5 . Fig. 1) . Middle-bottom and bottom row box plots of water rates from production wells P 2 , P 5 , P 9 and PBH from injections wells I 1 , I 2 , I 4 after 6 years of water flood simulated from μ A (with MCMC ) and the ensemble approximation with IR-enLM for ρ = 0.8 and different choices of τ For the larger values of ρ in Table 1 , we observe that the optimal value of τ for reducing the error in the mean and variance is close to τ = 1.0 even though the application of the regularizing LM scheme indicates that τ should be selected to satisfy τ > 1/ρ to ensure stability. Note, for example, that for ρ = 0.7, ρ = 0.8 and ρ = 0.9, the stabilization is ensured provided τ > 1/ρ = 1.45, τ > 1/ρ = 1.25 and τ > 1/ρ = 1.11, respectively. For theses three cases, the errors in the mean and variance can be substantially reduced by considering τ = 1.0. Two potential causes for this improved accuracy with reduced τ are the following. First, we know from [20] that the condition on τ (τ > 1/ρ > 1) is sufficient but not necessary for the convergence of the regularizing LM scheme. In other words, stable and more accurate approximate minimizers may be obtained for 1 < τ ≤ 1/ρ thus contributing to more accurate ensemble approximations of the mean and variance of the posterior. Second, our application of the regularizing LM scheme for the computation of the minimizer of Eq. 12 is based on the estimate of the noise level provided in Eq. 25. Other potential estimates of the noise level η (j ) may result in τ 's more consistent with the assumption τ > 1/ρ. While obtaining such an optimal estimate is beyond the scope of the present work, it is important to remark that our results reflect that changes in τ (with 1 ≤ τ ) are associated with stable changes in the relative error of the mean and variance produced by IR-enLM. In addition, our numerical experiments suggest that for IR-enLM with ρ ≥ 0.7, the value τ = 1.0 in Eq. 26 provides stable and accurate approximations of the mean and variance of the posterior. Note that Fig. 1) . Middle-bottom and bottom row box plots of water rates from production wells P 2 , P 5 , P 9 and PBH from injections wells I 1 , I 2 , I 4 after 6 years of water flood simulated from μ B (with MCMC) and the ensemble approximation with IR-enLM for ρ = 0.8 and different choices of τ this value is consistent with the discrepancy principle in the sense that the algorithm is stopped provided that the data misfit matches our estimate (25) of the noise level. Note that, in most cases, the error with respect to the mean can be further reduced by allowing the scheme to progress for more iterations (i.e. by selecting a smaller τ < 1). However, this decrease in the error of the mean is associated with an increase in the error of the variance. We therefore see that the error grow typical of the computation of solutions to ill-posed inverse problems is reflected in the properties of IR-enLM for approximating the Bayesian posterior. While for smaller values of ρ (ρ < 0.7), the value of τ seems to be consistent with τ > 1/ρ; the associated errors are substantial and therefore not recommended for further applications of IR-enLM. Note that ρ ≈ 0.8 with τ = 1.0 seems a reasonable compromise between accuracy and cost. It is also worth mentioning that the aforementioned conclusions concerning τ apply for several choices of ensemble sizes as it can be observed in Table 2 (for ρ = 0.8). Note that when we increase the ensemble size by a factor of ten, the relative error with respect to the mean and variance of μ A (resp. μ B ) are decreased by 30 % (resp. 20 %) and 35 % (resp. 32 %), respectively. Finally, we note that the IR-enLM was capable of obtaining a better approximation of μ A (in terms of mean and variance) than the one of μ B . However, we recall that μ A and μ B correspond to two different Bayesian inverse problems.
IR-ES
Similar to the previous subsection, our objective is now to assess the performance of IR-ES at capturing the Bayesian posterior. More importantly, we aim at understanding the role of the tunable parameters ρ, τ and M ES in the proposed method. In Table 3 , we display the approximations of the posterior mean and variance with IR-ES for different ensemble sizes N e and values of τ for fixed parameters ρ = 0.8 and M ES = 10. The value τ highlighted in blue corresponds to the cutoff τ = 1/ρ. Recall from Section 3.3 that the tunable parameter ρ appears when we apply the discrepancy principle (50) for the selection of the regularization parameter α. Moreover, the parameter τ in Eq. 63 should satisfy τ > 1/ρ > 1 for consistency with assumption (54) as discussed in Remark 2. From Table 3 , we observe that, for the approximation corresponding to the value τ = 1/ρ (in blue), the accuracy in the approximation of the mean and variance increases with ensemble size. While in the previous subsection, we observed that the approximation properties of IR-enLM did not display significant changes with respect to the ensemble size, here we note that the accuracy of IR-ES strongly depends on the number of ensemble members. This, of course, follows from the fact that the (Tikhonov) regularization of IR-ES is defined in terms a norm that is weighted by covariance constructed from the ensemble (see expression Eq. 57). Indeed, Table 3 shows that for small ensembles (N e ≤ 50), the relative errors in the mean and the variance starts increasing before the cut off value τ = 1/ρ is reached. Note that it is only for larger ensembles (N e ≥ 75) where we observe the reduction of the error in the mean and variance as we reduce τ to the value of approximately τ = 1/ρ. Below this critical value, the errors of the ensemble approximation increase. For ρ = 0.8, M ES = 10 and N e = 50 fixed, in Fig. 6 , we compare the mean (top row) and variance (top-middle row) generated with IR-ES for approximating μ A with different choices of τ . In Fig. 6 (bottom-middle and bottom rows), we show box plots of relevant quantities at some wells. Similarly, in Fig. 7 , we present analogous results for the approximation of μ B . When the ensemble is sufficiently large (N e ≥ 75 for the present case), we note that better approximations are obtained when, for a given τ , the ensemble approximation is stopped according to Eq. 63 with τ = 1/ρ. Recall that the parameter ρ in IR-ES controls each update of the ensemble similar to IR-enLM. A larger ρ in Eq. 68 results in larger (but adaptively changing) α m in Eq. 68 and therefore more controlled ensemble updates at each iteration; this is reflected in more accurate estimates of the posterior in terms of mean and variance. In Table 4 , we show the performance of IR-ES for different values of ρ (for fixed M ES = 10 and N e = 75). Note that for a given ρ, decreasing the value of τ reduces the error in the mean and variance decreases until approximately the values of τ = 1/ρ. Below this value, the aforementioned error will increase as expected from the lack of stability in the computation of the ensemble. Smaller ρ corresponds to smaller α m 's which may not stabilize the scheme and thus the early stopping is required by having a larger τ selected according to τ > 1/ρ. Similar to the IR-enLM, the results from this subsection suggest that the value of ρ = 0.8 seems a reasonable selection in terms of cost and accuracy for a given N e and τ fixed. Moreover, for the experiments under consideration, a size of N e = 75 was sufficient to exhibit the regularizing properties that we would expect in the limit of a large ensemble.
In Table 5 , we display the performance of IR-ES for different choices of M ES (for ρ = 0.7, ρ = 0.8 and N e = 75). As we discussed in Section 3.4, M ES controls the amount of iterations where an approximation to the forward model outputs is computed from the ensemble. The value M ES = 1 corresponds to an evaluation of the forward model per iteration for each ensemble member. This corresponds to the most accurate but extremely expensive case. However, as we increase M ES , we observe a dramatic reduction in the computational cost with a reasonable increase in the accuracy of the ensemble approximation. This is particularly clear for the case with larger ρ which, as stated earlier, corresponds to smaller increments in the regularizing LM scheme and so the ensemble updates is better approximated by the updates of the measurement predictions. Finally, we notice that, in contrast to IR-enLM, the performance of IR-ES was similar for the both approximation of μ A and μ B . In fact, note that the approximation of the variance of μ B was better than the one of μ A .
Comparison of the proposed methods versus unregularized methods
In this section, we compare the performance of IR-enLM and IR-ES with some standard unregularized methods. In particular, for different ensemble sizes N e , in Table 6 , we compare the proposed IR-enLM with an implementation of RML where each ensemble is computed with the unregularized LM algorithm described in Section 2.6. For the latter, we consider the stopping criteria (37) with 0 = 10 −3 and 1 = 10 −2 . In addition, we use the standard recommendations [6, 30, 33] where the selection of λ is given by Eq. 36 with λ 0 ≡ 0 = J (u (j ) 0 )/N D and κ = 10. For the IR-enLM results from Table 6 , different choices ρ where considered with a selection of ρ ≥ 0.7 and τ = 1.0 suggested from our discussion of Section 4.3. Table 6 shows clearly that the proposed methods, with our recommendations for the selection of the tunable parameters, outperformed RML (with the unregularized LM method of [2] ) in terms of approximating mean and variance of the posteriors μ A and μ B . For each ensemble size, the IR-enLM method provides a similar level of approximation of the mean and variance for ρ = 0.7, 0.8, 0.9. However, as discussed earlier, the compu-tational cost increases significantly as we increase ρ. Visual comparisons can be conducted from Fig. 8 (for μ A ) and Fig. 9 (for μ B ) .
In Table 7 , we present a comparison of the proposed IR-ES with the standard unregularized ES implementation described in Section 3.1. For a fixed choice M ES = 10, we use different choices of the ensemble size N e and tunable parameter ρ. From our discussion of Section 4.4, for each ρ, the IR-ES results from Table 7 correspond to the tunable parameter τ = 1/ρ. For each ensemble size, the IR-ES produces a better approximation that the corresponding standard ES. However, similar to the IR-enLM, the computational cost of IR-ES increases with ρ. For some of these ρ's, we may be able to use an ensemble size N e for which the cost of ES matches the one of IR-ES but with increased accuracy. For example, the computational cost of IR-ES for ρ = 0.9 and N e = 25 is 75 forward model runs which matches the cost of ES with N e = 75. In this case, ES provides more accurate approximations of the mean that our proposed method. However, the computational cost of IR-ES for ρ = 0.7 and N e = 75 is also 75 forward model runs and provides more accurate results both in terms of mean and variance. Therefore, even though IR-ES provides better approximations for a given ensemble size, the selection of ρ is fundamental for the computational efficiency of the method. Table 7 suggests that ρ = 0.7, M ES = 10, offers a reasonable compromise between accuracy and cost for each ensemble size. Some visual comparisons are displayed in Fig. 10 (for μ A ) and Fig. 11 (for μ B ) .
In Table 8 , we repeat the experiments (applying RLM with unregularized LM) for different choices of λ 0 and different choices of κ in Eq. 36. Note that the standard recommendations of parameters λ 0 = J (u inaccurate approximations of the posterior. Note that the selection of the standard methods are based on the assumption that the computation of the minimizer of Eq. 10 is well posed. However, in [22] , we have demonstrated that this is not necessarily the case and here we clearly observe that this instabilities in the minimization of Eq. 10 are detrimental to the accuracy in terms of approximating the mean and variance of the posterior. Note, for example, that changing from λ 0 = J (u
0 )/N D has a dramatic (unstable) increase of the error in the mean and variance of the posterior. In contrast, a different selection of the parameters λ and κ may produce more accurate approximations of the posterior. Interestingly, for the approximation of the posterior μ A , the choice λ 0 = J (u (j ) 0 )/N D × 10 3 , κ = 10 in RML leads to the most accurate approximation of the mean and variance of μ A ; even more accurate than the approximations provided by the proposed IR-enLM (see Table 6 ). This suggest that indeed, standard recommendations for the application of the LM scheme for RML need to be revisited in order to improve the approximation properties of RML. Moreover, we reiterate that the approximation of the posterior obtained with the proposed IR-enLM is not necessarily the same as the one obtained with RML. Further comparisons of the sampling properties of IR-enLM and RML need to be conducted. Nonetheless, our numerical results indeed suggest that the proper selection of regularization parameters may have a significant effect on the approximation properties of RML. We observe that the criteria (38) often used to assess the performance of ensemble methods in terms of data mismatch could be misleading. In Fig. 12 , we present the box plots of the value of the normalized (by the number of measurements) objective function (10) different parameters in the RML implementation described above. We note that the standard recommendations for the choices of parameters lead to ensembles that satisfy (38). However, each of these ensembles provides different and even quite inaccurate approximations of the posterior (see Table 8 ). In Fig. 13 , we display the boxplot of the same function evaluated at the ensemble generated with IR-enLM (top row) and IR-ES (bottom) for the approximation of μ A (left) and μ B (right), respectively. It is clear that our recommendations for τ corresponds to small values of the normalized objective functions. However, even though the value of the normalized objective function with the proposed methods was not as small as the one obtained with RML (see Fig. 12 ), the approximation of the posterior provided by the proposed ensemble methods was, in general, more accurate than 
IR-ES and ES-MDA
In this subsection, we provide a comparison of the proposed IR-ES with the ES-MDA of [11] [12] [13] . As we discussed in the previous sections, both methods have similar features and the numerical comparison may provide further understanding of differences and similarities between these two approaches. We consider the same experiments as before where we aim at providing an ensemble approximation of the mean and variance of the posteriors μ A and μ B that we characterize with MCMC. For both methods, we consider an ensemble size of N e = 100. For IR-ES, we select M ES = 1 in Eq. 76 which corresponds to evaluating the forward model for each ensemble at each iteration of the scheme. In addition, we consider ρ = 0.7, ρ = 0.8 and the selection of τ = 1/ρ as suggested by the theory described earlier. For these parameters, we consider 80 runs of IR-ES corresponding to different initial ensembles drawn from the prior distribution previously described. For each of these experiments, IR-ES will terminate after a number of iterations determined by the stopping criteria (63). The number of iterations needed to achieve convergence by IR-ES is then used as the number of iterations for our implementation of ES-MDA. Thus, for each experiment, both IR-ES and ES-MDA were initialized with the same initial ensemble and run the same number of iterations; thus, both have approximately the same computational cost for each experiment. In Fig. 14, we display the number of iterations needed for IR-ES (for two choices of ρ) to achieve convergence.
We recall that the regularization parameter α m,MDA in ES-MDA is typically selected beforehand provided that n m=1 α −1 m,MDA = 1 [12] . For our comparison, we consider two selections of regularization parameters in ES-MDA. In choice (a), we simply take α m,MDA = n where n is the number of iterations. In choice (b), we define α m,MDA = ( n m=1 α −1 m )α m where α m is the one obtained from IR-ES. We recall from earlier discussions that this α m 's decrease with the number of iterations. More concretely, for each experiment (i.e. for a given initial ensemble), we run IR-ES, save the α m 's that we obtain according to Eq. 68 for the n number of iterations needed to achieve convergence in terms of Eq. 63. Then, we run ES-MDA with this n number of iterations and the aforementioned selection of the normalized α m 's from IR-ES. This selection of α m,MDA is motivated by recent research showing that selecting the parameters adaptively can further improve the approximation properties of ES-MDA [31] . Here, the aim is to investigate the potential application of the methodology of IR-ES in combination with the ES-MDA framework.
For each experiment corresponding to a different initial ensemble, in Fig. 15 , we show the relative error of the mean (top-left panel) and variance (top-right panel) (see expressions Eq. 79) obtained with IR-ES and ES-MDA (for the two selections of α m,ES M DA ) with respect to the mean and variance of the posterior μ A . In Fig. 16 , we present the normalized data mismatch for ten ensembles obtained with IR-ES and ES-MDA (a), (b). The analogous plots for the posterior μ B are displayed in Figs. 17 and 18 . We reiterate that these relative errors with respect to the mean and variance of the posteriors μ A and μ B characterized with MCMC. For the methods considered in this subsection, increasing the number of iterations did not have a significant effect on the resulting accuracy with respect to the mean and variance of the posterior. In addition, we can clearly observe that ES-MDA (a) (i.e. with uniform regularization parameters) provides a poor approximation of the mean and variance even though it provides a reduction of the data mismatch comparable to the one achieved with MCMC. The application of ES-MDA with the normalized regularization parameters from IR-ES shows substantial improvement in terms of decreasing mean and variance. However, the data mismatch was not decreased as in case (a). Improving ES-MDA by selecting decreasing regularization parameters have been also observed in [11, 12] . While IR-ES and ES-MDA (b) provided similar approximations to the mean of both μ A and μ B , IR-ES clearly outperformed ES-MDA (b) in terms of approximating their variances. On the other hand, the data mismatch of IR-ES did not provide a reduction of the data mismatch consistent with MCMC (or as good as ES-MDA (b)) which may be a potentially disadvantage of the proposed technique. Similar to our observations related to the LM implementation of [2] for RML, here, we observe that some ES-MDA implementations may successfully reduce the data mismatch without necessarily producing accurate approximations of the posterior. Clearly, further research should be conducted to develop optimal selection of regularization parameters.
Conclusions
The proposed IR-enLM and IR-ES are ensemble methods within the RML and Kalman-based frameworks, respectively. The aim of these methods is to provide useful information of the posterior. Both IR-enLM and IR-ES can be derived as an ensemble of iterative solutions to linear inverse problems posed as the minimization of a Tikhonov-regularized functional. The novel feature of the proposed methods is the use of the discrepancy principle for the selection of the Tikhonov parameter that adaptively changes as the iteration progresses. Additionally, the aforementioned principle is applied to control the early termination of the proposed ensemble methods. Crucial to the proposed methods is a set of tunable parameters that arise from the application of the discrepancy principle. In this work, we provide extensive numerical experiments to demonstrate the effect of these parameters in the approximation properties of the proposed IR-enLM and IR-ES. Our numerical investigations are based on synthetic experiments where we use a state-of-the-art MCMC method to fully resolve the mean and variance of the resulting Bayesian posterior. For both methods, the tunable parameter ρ ∈ (0, 1) controls the adaptive selection of the regularization parameter which, in turn, determines the size of the increment in the iterative scheme. In unregularized LM methods for RML-based applications, this regularization parameter is typically decreased by an arbitrary factor selected heuristically. In contrast, the regularization parameter in the proposed methods is adaptively chosen according to the discrepancy principle in order to stabilize the computation of each ensemble member. In addition, the size of the parameter ρ defines an additional parameter τ that controls the early termination of the scheme in the computation of each ensemble member. The theory of iterative regularization methods indicates that the selection of τ > 1/ρ ensures the aforementioned stabilization. On the one hand, smaller values of ρ are associated with smaller values of the regularization parameter and therefore with larger τ that ensures the early termination of the scheme to avoid unstable computations. On the other hand, larger values of ρ are associated to smaller and more controlled steps and therefore recommended for highly ill-posed nonlinear inverse problems.
The numerical results indicate that the stability in the computation of each ensemble is reflected in the accuracy of the ensemble approximation of the posterior. While for the IR-enLM, the ensemble size had limited effect; the approximation properties of the IR-ES were substantially affected by the ensemble size. Our results suggest that with a size of N e = 75, IR-ES inherits the regularization properties of the regularizing LM scheme [20] . In addition, for both proposed methods, larger values of the tunable parameter ρ correspond to more accurate approximations of the mean and variance of the posterior although at a larger computational cost. For the present examples, we have found that values ρ = 0.7 and ρ = 0.8 are reasonable compromise between accuracy and cost. Finally, for IR-enLM, it is important to reiterate that improved estimates of the mean and variance of the posterior were obtained where values of τ = 1 ≤ 1/ρ were selected. However, the condition of τ > 1/ρ is only sufficient for the stability in the computation of each ensemble member and it is not conclusive of the quality of the ensemble approximation of the Bayesian posterior. Nonetheless, the present numerical study may potentially provide theoreticians with insight to develop further analysis of the ensemble methods for the solution of Bayesian inverse problems. Moreover, our numerical investigations have highlighted the potential benefit of importing ideas from iterative regularization methods for the proper selection of parameters in the optimization methods that are often used for the computation of ensemble approximations of the posterior. A natural extension of the present work, for example, is to apply the computational framework presented here to the selection of parameters in existing implementations of RML as well as the corresponding derivative-free approximations developed in [6] . Similarly, the proposed ideas for the selection of parameters can be explored for the adaptive selection of regularization parameters in the context of ES-MDA [12] .
