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Abstract
In this article, we study the potential theory of normal tempered stable process which is obtained
by time-changing the Brownian motion with a tempered stable subordinator. Precisely, we study
the asymptotic behavior of potential density and Le´vy density associated with tempered stable sub-
ordinator and the Green function and the Le´vy density associated with the normal tempered stable
process. We also provide the corresponding results for normal inverse Gaussian process which is a
well studied process in literature.
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1 Introduction
In recent years subordinated stochastic processes are getting increasing attention due to their wide
applications in finance, statistical physics and biology. Subordinated stochastic processes are ob-
tained by changing the time of some stochastic process called as parent or outer process by some
other non-decreasing Le´vy process called subordinator or the inner process. Note that subordina-
tion is a convenient way to develop stochastic models where it is required to retain some properties
of the parent process and at the same time it is required to alter some characteristics. Some well
known subordinated processes include variance gamma process (Madan et al. 1998), normal inverse
Gaussian process (Barndorff-Nielsen, 1998), fractional Laplace motion (Kozubowski et al. 2006),
multifractal models (Mandelbrot et al. 1997), Student processes (Heyde and Leonenko, 2005), time-
fractional Poisson process (see e.g. Laskin, 2003; Mainardi et al. 2004; Meerschaert et al. 2011),
space-fractional Poisson process (Orsingher and Polito, 2012) and tempered space-fractional Poisson
process (Gupta et al. 2020) etc.
The term “potential theory” has its origin in the physics of 19th century, where a dominant belief was
that the fundamental forces of nature were to be derived from potentials which satisfied Laplace’s
equation (see e.g. Helms, 2009). This theory has its origin in the two well known theories of physics
namely Gravitational and Electromagnetic theory. The term potential function was first associated
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with the work done in moving a point charge from one point of space to other in the presence of
another external charge particle. The basic potential function varies as 1d , where d is the distance
between the particles and the dimension of the space is greater than or equal to 3. This function
has a property that it satisfies Laplace equation and such functions are called harmonic functions.
From a mathematical point of view, potential theory is basically the study of harmonic functions
(Armitage and Gardiner, 2001). Potential theory has intimate connection with probability theory
(see e.g. Doob, 2001). One important connection is that the transition function of a Markov process
can be used to define the Green function related to the potential theory. In this paper, we study the
potential theory of normal tempered stable process and nornal inverse Gaussian process by realizing
them as Brownian motion time-changed tempered stable subordiantor and inverse Gaussian process
respectively. Precisely, we study the asymptotic behavior of potential density and Le´vy density as-
sociated with different subordinators and also Green function and Le´vy density associated with the
subordinate processes. In easy language, potential measure represents the average time stay of a
subordinator in a Borel subset of real numbers and Le´vy measure quantifies the density of the num-
ber of jumps per unit time of the subordinator. The Green function denoted by G(x, y) = G(x− y)
for the Markov process is the expected amount of time spent at y by the Markov process started at
x (see e.g. Doob, 2001; Liggett, 2010). The potential measure may be of interest to an investor, who
is concern for the average time the stock prices stay in a particular price range.
In this paper, we will find the asymptotic behavior of potential density and Le´vy density associated
with the tempered stable subordinator and the inverse Gaussian subordinator. Further, we will
find the Green function and Le´vy density associated with the Brownian motion directed with these
subordinators. More precisely, we find the asymptoric behaviour of Green function and Le´vy density
associated with normal tempered stable process and nornal inverse Gaussian process.
2 Preliminaries
In this section, we state some important theorems and definitions which will be used later to prove
other results. We start with Tauberian theorems. For more details and proof of these theorems
please refer to Theorems 1.7.1, 1.7.2, 1.7.1′ of Bingham et al. (1987). Tauberian theorems are used
to find the asymptotic behaviour at infinity and zero of a real valued non-decreasing function by
using the asymptotic behaviours of its Laplace-Stieltjes transform. If f and g are two function then
f ∼ g means fg converges asymptotically to 1.
Definition 2.1 (Slowly varying function). Let l be a positive measurable function, defined on some
neighbourhood [x,∞) of infinity, and satisfying l(λx)l(x) → 1 as (x → ∞) ∀ λ > 0; then l is said to be
slowly varying at infinity (for details see Bingham et al. 1987, p.6).
Theorem 2.1. (Karamata’s Tauberian theorem) Let U be a non-decreasing right continuous function
on R with U(x) = 0 ∀ x < 0. If l slowly varies and c ≥ 0, ρ≥ 0, the following are equivalent:
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a. As x→∞ (respectively x→ 0+), U(x) ∼ cxρl(x)Γ(1+ρ) ,
b. As s→ 0+ (respectively x→∞), U¯(s) ∼ cs−ρl (1s) .
Theorem 2.2. (Karamata’s monotone density theorem) Let U(x) =
∫ x
0 u(y)dy. If U(x) ∼ cxρl(x)
as x → ∞, where c ∈ R, ρ ∈ R, l be a slowly varying function, and u is ultimately monotone, then
u(x) ∼ cρxρ−1l(x).
Definition 2.2 (Subordinator). A subordinator is a 1-dimensional non-decreasing Le´vy process. A
subordinator S = (S(t) : t ≥ 0) is characterized by its Laplace transform
E
[(
e−sS(t)
)]
= exp (−tφ(s)) .
The function φ is called the Laplace exponent of the subordinator (see Applebaum, 2009).
Definition 2.3. (Potential measure and density) The potential measure of a subordinator S(t) is
defined by
U(A) = E
[∫ ∞
0
1(S(t)∈A)dt
]
,
where A is a Borel subset of (0,∞). The potential measure has a density which is called the potential
density of the subordinator (see e.g. Sikic et al. 2006).
Observe U(A) is the expected time the subordinator S(t) spends in the set A. Measure U has the
following Laplace-Stieltjes transform
U¯(s) =
∫ ∞
0
e−stdU(t) = E
∫ ∞
0
e−sS(t)dt =
∫ ∞
0
e−tφ(s)dt =
1
φ(s)
. (2.1)
If the Laplace exponent φ is a complete Bernstein function, then potential measure has a density
u and u is completely monotone. If the subordinator has a potential density u(t) then, its Laplace
transfrom is given by
u¯(t) =
∫ ∞
0
e−stu(t)dt =
1
φ(s)
. (2.2)
If the Le´vy measure µ of φ has a completely monotone density µ(t), i.e., (−1)nDnµ ≥ 0 for every
non-negative integer n ≥ 1, which is equivalent to saying that φ is a complete Bernstein function.
Let B(t) be a d-dimensional Brownian motion with transitional density given by
p(t, x, y) = (4pit)−
d
2 exp
(
−|x− y|
2
4t
)
, x, y ∈ Rd, t > 0. (2.3)
Definition 2.4. (Green function for Markov process) The Green function for the Markov process is
defined by
G(x, y) =
∫ ∞
0
p(t, x, y)dt,
where p(t, x, y) is the transition function of the Markov process. It is the expected amount of time
spent at y by the process started at x (Liggett, 2010).
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Let B(t) be d-dimensional Brownain motion and S(t) be a subordinator then the process defined by
X(t) = B(S(t)) is called a subordinated process to Brownian motion . The Green function of X is
given by (Sikic et al. 2006)
G(x) =
∫ ∞
0
p(t, 0, x)u(t)dt, (2.4)
where u(t) is the potential density of the subordinator S and p(t, 0, x) is the transition density of
Brownian motion. Further, the Le´vy density of X is given by (Sikic et al. 2006)
J(x) =
∫ ∞
0
p(t, 0, x)µ(t)dt, (2.5)
where µ(t) is the Le´vy density of S.
3 Tempered stable subordinator
Let Sλ,β(t) be the tempered stable subordinator (TSS) with index β ∈ (0, 1) and tempering param-
eter λ > 0. Note that, TSS are obtained by exponential tempering in the distribution of stable
subordinator (see e.g. Rosinski, 2007). The marginal pdf for TSS Sλ,β(t) is given by
gλ,β(x, t) = e
−λx+λβtfβ(x, t), s > 0, β ∈ (0, 1), (3.6)
where fβ(x, t) is the pdf of a stable subordinator. The advantage of tempered stable process over a
stable process is that its all moments exist and its density is also infinitely divisible. However, the
process is not self-similar. The Laplace transform of the TSS is given by
E(e−sSλ,β(t)) = e−t((s+λ)
β−λβ).
The Le´vy density associated with the tempered stable subordinator is given by (see e.g. Rosin´ski,
2007; Kumar and Vellaisamy, 2015)
µ(x) =
ce−βx
xλ+1
, x > 0, (3.7)
where c = β/Γ(1 − β). Using direct computation, we can show that (−1)nDnµ ≥ 0, n ≥ 1 for TSS.
Hence the corresponding potential measure has a potential density. We next discuss the asymptotic
behavior of the potential density of the TSS.
Theorem 3.1. For β ∈ (0, 1) and λ > 0, the potential density u(x) for TSS have following asymptotic
forms
1. u(x) ∼ λxλ−1Γ(1+λ) , as x→ 0+,
2. u(x) ∼ 1
λβλ−1
, as x→∞.
Proof.
4
1. The Laplace exponent of the Tempered stable subordinator is given by
φ(s) = (s+ β)λ − βλ,
where λ ∈ (0, 1) and β > 0. Using (2.1), the Laplace transform of the potential measure U of
tempered stable subordinator will be
U¯(s) =
1
φ(s)
=
1
(s+ β)λ − βλ
∼ 1
λβλ−1s
, s→ 0+.
Therefore, by Theorem 2.1, the potential measure is
U(x) ∼ 1
λβλ−1Γ(2)
x, x→∞.
Hence, by Theorem 2.2, the potential density
u(x) ∼ 1
λβλ−1Γ(2)
=
1
λβλ−1
, x→∞.
2. As s→∞, we have φ(s) ∼ sλ, therefore, U¯(s) ∼ 1
sλ
. Thus, by Theorem 2.1, we have
U(x) ∼ x
λ
Γ(1 + λ)
, x→ 0+.
Using Theorem 2.2,
u(x) ∼ λx
λ−1
Γ(1 + λ)
, x→ 0+.
In next result, we find the exact form of the potential density.
Theorem 3.2. For λ ∈ (0, 1) and β > 0, we have
u(x) = exp(−βx)sin(piλ)
pi
∫ ∞
0
exp(−xu)uλ
u2λ + β2λ − 2uλβλ cos(piλ)du.
Proof. Let φ(s) = f(s + β) = (s + β)λ − βλ be the Laplace exponent of the tempered stable
subordinator, where f(s) = sλ−βλ. Then using the properties of inverse Laplace transform we have
L−1
[
u¯(s) =
1
φ(s)
]
(t) = exp(−βx)L−1
[
1
f(s)
]
(x),
where L−1[u¯(s)] is the inverse Laplace transform of the potential density related to the tempered
stable subordinator. Now to find the inverse Laplace transform of the potential density we will first
find L−1
[
1
f(s)
]
(x) using complex inversion formula (Schiff, 1999). Since s = 0 is a branch point of
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Figure 1: Contour C anti-clockwise
1
f(s) , so we take a branch cut along non-positive real line to make the function single valued as shown
in the Figure (1). Inside and on the contour the function is analytic so by Cauchy’s theorem
1
2pii
∫
C
exp(sx)
f(s)
ds = 0.
Now
1
2pii
∫
C
exp(sx)
f(s)
ds =
1
2pii
∫
AB
exp(sx)
f(s)
ds +
1
2pii
∫
BC
exp(sx)
f(s)
ds+
1
2pii
∫
CD
exp(sx)
f(s)
ds
+
1
2pii
∫
DE
exp(sx)
f(s)
ds+
1
2pii
∫
EF
exp(sx)
f(s)
ds+
1
2pii
∫
FA
exp(sx)
f(s)
ds = 0.
also ∫
AB
exp(sx)
f(s)
ds =
∫
CD
exp(sx)
f(s)
ds =
∫
EF
exp(sx)
f(s)
ds = 0,
(see Schiff, 1999 for details). We know from Schiff (1999) that as r → 0 and R→∞
1
2pii
∫
FA
exp(sx)
f(s)
ds = L−1
[
1
f(s)
]
(t), (3.8)
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therefore,
L−1
[
1
f(s)
]
(x) = −
(
1
2pii
∫
BC
exp(sx)
f(s)
ds+
1
2pii
∫
DE
exp(sx)
f(s)
ds
)
. (3.9)
Consider, ∫
BC
exp(sx)
f(s)
ds =
∫
BC
exp(sx)
sλ − βλ ds =
∫ −r
−R
−exp(sx)
sλ − βλ ds.
Let s = ueipi then ds = −du, thus,∫
BC
exp(sx)
sλ − βλ ds =
∫ r
R
− exp(−ux)
uλeipiλ − βλ du.
Taking the limits r → 0 and R→∞ on both side of the above equation we get∫
BC
exp(sx)
sλ − βλ ds =
∫ ∞
0
exp(−ux)
uλ exp(ipiλ) − βλdu. (3.10)
Now ∫
DE
exp(sx)
f(s)
ds =
∫
DE
exp(sx)
sλ − βλ ds =
∫ −R
−r
−exp(sx)
sλ − βλ ds,
For DE, take s = ue−ipi, which gives ds = −du,
∫
DE
exp(sx)
sλ − βλ ds =
∫ R
r
− exp(−xu)
uλe−ipiλ − βλdu.
Again we take the limits r → 0 and R→∞ on both side of the above equation we get∫
DE
exp(sx)
sλ − βλ ds =
∫ ∞
0
− exp(−xu)
uλ exp(−ipiλ)− βλ du. (3.11)
From equations (3.9), (3.10) and (3.11), we get
L−1
[
1
f(s)
]
(x) = − 1
2pii
[∫ ∞
0
exp(−xu)
uλ exp(ipiλ) − βλ du−
∫ ∞
0
exp(−xu)
uλ exp(−ipiλ)− βλ du
]
= − 1
2pii
∫ ∞
0
exp(−xu)
[
1
uλ exp(ipiλ)− βλ −
1
uλ exp(−ipiλ)− βλ
]
du
= − 1
2pii
∫ ∞
0
exp(−xu) −2i sin(piλ)u
λ
u2λ + β2λ − 2 cos(piλ)uλ du
=
sin(piλ)
pi
∫ ∞
0
exp(−xu)uλ
u2λ + β2λ − 2uλβλ cos(piλ)du
Thus, the potential density is
u(x) = L−1[u¯(s)](x) = exp(−βx)sin(piλ)
pi
∫ ∞
0
exp(−xu)uλ
u2λ + β2λ − 2uλβλ cos(piλ)du.
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4 Normal tempered stable process
In this section, we compute the asymptotic behavior of the Green function and Le´vy density as-
sociated with the Brownian motion time-changed by tempered stable subordinator which is called
the normal tempered stable process see Barndorff-Nielsen and Shephard (2001). Let B(t) be the
Brownian motion with transition probability given in (2.3) and Sλ,β(t) be the TSS, then the time
change process X(t) = B(Sλ,β(t)) is called normal tempered stable process.
Proposition 4.1. For λ ∈ (0, 1) and β > 0, we have
1. G(x) ∼ Γ(
d−2λ
2 )
pi
d
2 4λΓ(λ)
|x|2λ−d, |x| → 0+,
2. G(x) ∼ Γ(
d−2
2 )
4pi
d
2 λβλ−1
|x|2−d, |x| → ∞.
Proof.
1. As s→∞, φ(s) ∼ sλ, then it follows directly from Theorem 3.1 of Rao et al. (2006) that
G(x) ∼ Γ
(
d−2λ
2
)
pi
d
2 4λΓ(λ)
|x|2λ−d, |x| → 0+.
2. As s→ 0+, φ(s) ∼ λβλ−1s, then it follows directly from Theorem 3.3 of Rao et al. (2006) that
G(x) ∼ 1
pi
d
2 22λβλ−1
Γ
(
d−2
2
)
Γ
(
2
2
) |x|2−d, |x| → ∞
or
G(x) ∼ Γ
(
d−2
2
)
4pi
d
2λβλ−1
|x|2−d, |x| → ∞.
We now find the asymptotic behaviour of the Le´vy density J(x) of the subordinated process. We
can not use the same method as in Sikic et al. (2006) because the asymptotic behavior of Le´vy
density µ(x) of the Le´vy measure µ associated with the tempered stable subordinator does not
follow assumption 2 of Lemma 3.1 so we can’t use the results given in Sikic et al. (2006).
Theorem 4.1. For λ ∈ (0, 1) and β > 0, we have
1. J(x) ∼ 4λ+1
pi
d
2
(
λ+ d2
)
c|x|−(2λ+d), |x| → 0,
2. J(x) ∼ 2
2λ−d+1
2 β
2λ+d−1
4
pi
d−1
2
c|x|− 2λ+d−12 exp (−√β|x|) , |x| → ∞.
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Proof. Using (2.5) and (3.7), the Le´vy density associated with the subordinated process
J(x) =
∫ ∞
0
p(t, 0, x)µ(t)dt =
∫ ∞
0
(4pit)−
d
2 exp
(
−(|x|)
2
4t
)
c exp(−βt)
tλ+1
dt
=
c
2dpi
d
2
∫ ∞
0
t−(λ+1+
d
2) exp
(
−(|x|)
2
4t
− βt
)
dt
=
c
2dpi
d
2
∫ ∞
0
t−(λ+1+
d
2) exp
[
−1
2
(
(|x|)2
2t
+ 2βt
)]
dt.
Let t = |x|y
2
√
β
, then dt = |x|dy
2
√
β
, thus,
J(x) =
c
2dpi
d
2
∫ ∞
0
[ |x|y
2
√
β
]−(λ+1+ d2)
exp
[
−1
2
(√
β|x|y +
√
β|x|y
y
)] |x|dy
2
√
β
=
c
2dpi
d
2
[ |x|
2
√
β
]−(λ+ d2) ∫ ∞
0
y−(λ+1+
d
2) exp
[
−1
2
√
β|x|
(
y +
1
y
)]
dy
=
2(λ−
d
2)β
1
2(λ+
d
2)
pi
d
2
c|x|−(λ+ d2)
∫ ∞
0
y−(λ+1+
d
2) exp
[
−1
2
√
β|x|
(
y +
1
y
)]
dy
=
2(λ−
d
2)β
1
2(λ+
d
2)
pi
d
2
c|x|−(λ+ d2)2K−ν(ω), (4.12)
where
K−ν(ω) =
1
2
∫ ∞
0
y−(λ+1+
d
2) exp
[
−1
2
√
β|x|
(
y +
1
y
)]
dy,
is a modified Bessel function of third type with ν =
(
λ+ d2
)
and ω =
√
β|x|. Further, K−ν(ω) =
Kν(ω) (Jorgensen, 1982).
1. As |x| → 0, ω → 0 thus, using A.7 of Jorgensen (1982), we get
Kν(ω) ∼ λ
(
λ+
d
2
)
2λ+
d
2
−1(
√
β|x|)−(λ+ d2).
We get
J(x) ∼ 2
(λ− d2)β
1
2(λ+
d
2
)
pi
d
2
c|x|−(λ+ d2)2λ
(
λ+
d
2
)
2λ+
d
2
+1(
√
β|x|)−(λ+ d2)
∼ 4
λ+1
pi
d
2
(
λ+
d
2
)
c|x|−(2λ+d), |x| → 0.
2. As |x| → ∞, ω →∞, thus from Jorgensen (1982), we get
Kν(ω) ∼
√
pi
2
exp
(
−
√
β|x|
)(√
β|x|
)− 1
2
.
Thus,
J(x) ∼ 2
(λ− d2)β
1
2(λ+
d
2)
pi
d
2
c|x|−(λ+ d2)2
√
pi
2
exp
(
−
√
β|x|
)(√
β|x|
)− 1
2
∼ 2
2λ−d+1
2 β
2λ+d−1
4
pi
d−1
2
c|x|− 2λ+d−12 exp
(
−
√
β|x|
)
, |x| → ∞.
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5 Inverse Gaussian Subordinator
The PDF of a random variable following an inverse Gaussian (IG) distribution with parameters δ
and λ is given by Applebaum (2009)
g(x) =
δeδλ√
2pix3
e−
1
2
( δ
2
x
+λ2x), x > 0, δ, λ > 0.
IG distributions are infinitely divisible and the corresponding Le´vy process is called IG subordinator.
Let S(t) be the IG subordinator which has alternative representation
S(t) = inf{s > 0 : B(s) + λs = δt}, (5.13)
where B(t) is the standard one-dimensional Brownian motion. The Laplace transform of the inverse
Gaussian subordinator is given by
E[e−sS(t)] = exp
[
−tδ
(√
2s+ λ2 − λ
)]
.
The Le´vy density for IG subrodinator is
µ(x) =
δ√
2pix3
e−
λ2
2
x, x > 0. (5.14)
Next, we discuss about the asymptotic behaviour of potential density of the IG subordinator.
Theorem 5.1. For δ, λ > 0, we have
1. u(x) ∼ 1
δ
√
2pix
, x→ 0+,
2. u(x) ∼ λδ , x→∞.
Proof.
1. The Laplace exponent of the Inverse Gaussian subordinator is given by
φ(s) = δ
(√
2s+ λ2 − λ
)
,
where λ ∈ (0, 1) and β > 0. Therefore, the Laplace transform of the potential measure U of
tempered stable subordinator will be
U¯(s) =
1
δ
(√
2s+ λ2 − λ
) .
Since δ
(√
2s+ λ2 − λ
)
= δλ
[(
1 + 2s
λ2
) 1
2 − 1
]
and as s→ 0+ (1 + 2s
λ2
) 1
2 ∼ 1 + s
λ2
, therefore as
s→ 0+, φ(s) ∼ δλ
[(
1 + sλ2
) 1
2 − 1
]
= δλs, thus,
U¯(s) ∼ λ
δs
, s→ 0+.
10
Therefore, by Theorem 2.1, we have
U(x) ∼ λx
δΓ(2)
=
λx
δ
, x→∞,
and hence, by Theorem 2.2, the potential density is given by
u(x) ∼ λ
δ
, x→∞.
2. As s→∞, φ(s) ∼ δ√2s, therefore, U¯(s) ∼ 1
δ
√
2s
. Thus, by Theorem 2.1, we have
U(x) ∼ 1
δ
√
2Γ
(
3
2
)√x =
√
2x
δ
√
pi
, x→ 0+.
Therefore, by Theorem 2.2, we have
u(x) ∼ 1
δ
√
2pix
, x→ 0+.
Next we find the exact form of the potential density associated with the inverse Gaussian subordi-
nator.
Theorem 5.2. For δ, λ > 0, the potential density of IG subordinator is given by
u(x) =
1√
2δ

exp
(
−λ2x2
)
√
pix
+
λ√
2
erfc
(
−λ
√
x√
2
) . (5.15)
Proof. Let φ(s) = f(s+ λ
2
2 ) =
√
2δ
(√
s+ λ
2
2 − λ√2
)
be the Laplace exponent of the inverse Gaussian
subordinator, where f(s) =
√
2δ
(√
s− λ√
2
)
. Then using the properties of inverse Laplace transform,
we get
u(s) = L−1
[
u¯(s) =
1
φ(s)
]
(x) = exp
(
−λ
2x
2
)
L−1
[
1
f(s)
]
(x). (5.16)
Using formula 128 on page 16 of Poularikas (1998)
L−1
[
1
f(s)
]
(x) = L−1

 1√
2δ
(√
s− λ√
2
)

 (x) = 1√
2δ
[
1√
pix
+
λ√
2
exp
(
λ2x
2
)
erfc
(
−λ
√
x√
2
)]
(5.17)
Using (5.16) and (5.17), we get
u(x) = L−1 [u¯(s)] = 1√
2δ

exp
(
−λ2x2
)
√
pix
+
λ√
2
erfc
(
−λ
√
x√
2
) .
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Corollary 5.1. The asymptotic behaviour in Theorem 5.1 can be proved using (5.15).
Proof. Note that
u(x) =
1√
2δ

exp
(
−λ2x2
)
√
pix
+
λ√
2
erfc
(
−λ
√
x√
2
)
=
1
δ
√
2pix
[
exp
(
−λ
2x
2
)
+
λ
√
pix√
2
erfc
(
−λ
√
x√
2
)]
∼ 1
δ
√
2pix
, x→ 0+,
since erfc(0) = 1. Further for large x, we have (see e.g. Abramowitz and Stegun, 1992)
erfc(x) =
e−x2
x
√
pi
[
1 +
∞∑
n=1
(−1)n 1 · 3 · 5 · · · (2n − 1)
(2x2)n
]
. (5.18)
Using, erfc(−x) = 2− erfc(x) and (5.18), we have
u(x) ∼ λ
δ
, x→∞.
Next we compute the asymptotic behavior of Green function and Le´vy density associated with the
normal inverse Gaussian process which is obtained by subordinating Brownian motion with inverse
Gaussian subordinator.
6 Normal Inverse Gaussian Process
Let B(t) be the d-dimensional Brownian motion with transition probability given in (2.3) and S(t)
be the IG subordinator defined in (5.13). The process defined by
Y (t) = B(S(t)),
is called a d-dimensional normal inverse Gaussian process without drift (see e.g. Barndorff-Nielsen,
1998). The asymptotic form of associated Le´vy density of this d-dimensional Normal inverse Gaussian
process Y (t) can be calculated similar to Theorem (4.1) and is given by
J(x) ∼


4δ(d+1)√
2pid+1
|x|−(d+1) if |x| → 0+
4δ(λ/2)2d√
2pid
|x|−d/2e− λ√2 |x| if |x| → ∞.
(6.19)
Next, we compute the asymptotic behavior of Green function using the approach mentioned in Sikic
et al. (2006).
Proposition 6.1. For δ, λ > 0, we have
1. G(x) ∼ 1
2
3
2 pi
d
2 δ
Γ( d−12 )
Γ( 12)
|x|1−d, |x| → 0+,
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2. G(x) ∼ λ
4pi
d
2 δ
Γ
(
d−2
2
)|x|2−d, |x| → ∞.
Proof.
1. As s→∞, φ(s) ∼ δ√2s, then it follows directly from Theorem 3.1 of Rao et al. (2006) that
G(x) ∼ 1
2
3
2pi
d
2 δ
Γ
(
d−1
2
)
Γ
(
1
2
) |x|1−d, |x| → 0+.
2. As s→ 0+, φ(s) ∼ δλs, then using Theorem 3.3 of Rao et al. (2006), it follows
G(x) ∼ λ
4pi
d
2 δ
Γ
(
d− 2
2
)
|x|2−d, |x| → ∞.
7 Conclusions
In this paper, we mainly computed the asymptotic behavior of potential density and Le´vy density
associated with the tempered stable subordinator and inverse Gaussian subordinator and also the
asymptotic behavior of Green function and Le´vy density associated with the Brownian motion timed
changed by tempered stable subordinator and inverse Gaussian process.
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