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n . Some samples from [4] and [5] are These with some additions were proved by myself and R. Sitaramachandrarao in [6] . However summations involving higher powers of H n promised in [4] and [5] have not been published so far. It is the object of this note to prove these results. More generally we start with any sequence {b n } (n = 0, 1, 2, . . .) of complex numbers and obtain in Section 2, a general method of attacking summations of series involving [257]
where k ≥ 1 and f (n) (n = 1, 2, . . .) is any sequence of complex numbers (subject to the convergence of (2)) to the summation of series like
R n where R n = R n (k) is a nice function. In particular it will turn out that R n is a rational function of n in the special case b 0 = 0,
is a suitable rational function of n. Moreover it will turn out that
is a rational number for plenty of non-trivial choices of the sequence {f (n)}. In Section 3 we deal with some illustrative special cases and state Theorems 2 and 3. In Section 4 we give the evaluation of a series involving Euler's constant γ (Theorem 4). In Section 5 we deduce from Theorem 1 a general result of some interest (Theorem 5). The referee has kindly pointed out that Theorem 3 can also be proved by using an important result [1] on Hadamard's product (a result which will be stated in a precise form in Section 6).
A key identity.
A fundamental identity needed for our purposes is given by the following theorem. Theorem 1. Let k ≥ 1 be any integer and x, x 1 , . . . , x k be any k + 1 non-zero complex numbers such that x i = x j whenever i = j. Then
In an earlier draft of this paper Theorem 1 was proved by a somewhat complicated method. It consisted in determining A 1 , . . . , A k and D k (all of which are independent of x) such that
Thanks are due to my friend C. R. Praneshachar, who later gave a very simple proof of Theorem 1. I will reproduce his proof after Remark 2. Both of us jointly will publish further proliferations of his idea in a forthcoming paper [3] .
Remark 2. The referee has pointed out an illuminating lemma which we state here. Let X, X 1 , . . . , X k+1 be indeterminates and P (X) =
This with
Proof of Theorem 1. Let y be a complex variable. We decompose
into partial fractions to obtain
Here we put y = 1 and replace x j by
Multiplying throughout by (−1) k we get Theorem 1.
Some applications of Theorem 1.
We first illustrate our method of applying Theorem 1 by considering some special cases and finally we are led to Theorem 4 which will be stated at the end of this section.
(a) We put k = 1 in Theorem 1. We get
In (1) we consider the case b 0 = 0, b n = 1/n (n = 1, 2, . . .). Obviously G n = H n . We have (from (5) with x = H n and so with x 1 = 1/(n + 1))
for any sequence F (n) (n = 1, 2, . . .). Summing up from n = 1 to ∞ we have (subject to convergence of the series involved)
Here the left hand side is nothing but
This with (7) gives
Transposing we obtain
Equation (9) converts the problem of summing up
(which is usually much simpler). For example when F (n) = (n + 1)2 −n it follows that (10) is a rational number. Certainly we can take F (n) to be (n + 1)2 −n φ(n) where φ(n) is any polynomial in n with integer coefficients.
(b) We put k = 2 in Theorem 1. We get
Putting x 1 = a, x 2 = a + b (where a and b are any two complex numbers) we have
This gives (with x = H n , a = 1/(n + 1) and b = 1/(n + 2)),
Multiplying throughout by 2
−n (n + 1)
(we can multiply this by a further function φ(n) which is any polynomial in n with integer coefficients), we obtain
We sum up from n = 1 to ∞ and obtain
This gives
Theorem 2. We have
(with φ 2 (n) = (n − 1)(n 2 − 5n − 2)), which can be easily seen to be a rational number.
Remark. We have plenty of choices (in place of φ 2 (n)) where φ 2 (n) can be easily replaced by many non-trivial polynomials in n (by choosing φ(n) occurring after (12) suitably.) (c) Many generalizations are clear. We can certainly take k to be any positive integer. For example taking k = 3 in Theorem 1, we get
i.e.
We put x 1 = a, x 2 = a + b, x 3 = a + b + c, where a, b, c are any complex numbers. We obtain
Here we can put x = H n , a = 1/(n + 1), b = 1/(n + 2), c = 1/(n + 3) and proceed as before. We conclude that
is a rational number for infinitely many non-trivial polynomials φ 3 (n) with integer coefficients.
(d) Just as we worked with k = 1, 2 and 3 we can work with k = 4, 5, 6, . . . We obtain the following theorem.
Theorem 3. Let k ≥ 1 be any fixed integer. Then for a non-trivial infinite class of polynomials φ k (n) (in n) with integer coefficients, the series
is a rational number.
Series evaluations involving Euler's constant γ. We next consider
We are led to series involving higher powers of G n . To illustrate our method we consider the special case k = 2 of Theorem 1. We go back to the identity (12) (which is a special case of Theorem 1). Here we put x = G n , a = b n+1 and b = b n+2 . This gives
). We now sum up (15) from n = 1 to ∞. We obtain
This leads to the identity (which is not neat but our method leads to a host of other identities) which we state as Theorem 5.
Theorem 4. Let γ be the limit as n → ∞ of H n − log n. Put
Remark. Certainly we can get series evaluation involving G k n (k = 3, 4, 5, . . .).
A general result on
We now explain how to apply Theorem 1 to the summation of (2). We choose x = b 0 and
We see, with A 0 = 1 and A 1 , . . . , A k and D k , that these depend only on b n+1 , . . . , b n+k . For a fixed k and any fixed sequence F (1), F (2), . . . we write
Then subject to the convergence condition (and plainly we need x i = x j for i = j) we have the identity
Here the left hand side is 
Concluding remarks and acknowledgements.
The author is indebted to the referee for pointing out the following theorem (see [1] ).
