However, the main problem with lognormal kriging appears upon back-transformation, which introduces a bias compared with the original data (Journel and Huijbregts 1978) . Several papers have reported this bias in the back-transformed estimates (Saito and Goovaerts 2000; Yamamoto 2005 Yamamoto , 2007 . Some authors have proposed an approach to transformation and back transformation of lognormal data, such as Yamamoto (2010) (Eqns S1a, S1b) and Papritz and Schwierz (2016) (Eqns S2a, S2b) . 
Ordinary kriging
Kriging is a geostatistical method that takes into consideration the distance and the degree of variation between known data points, and is the best linear unbiased predictor (Journel and Huijbregts 1978; Yamamoto and Landim 2013) . Kriging is a way to interpolate sample data (observations) to estimate or predict values at unsampled sites, based only on a linear model of regionalization. The linear model of regionalization is essentially a weighting function required to krig and can be graphically represented by a semivariogram.
Kriging predicts the response by using the spatial correlation among the sampling points, called semivariances (e.g. Journel and Huijbregts 1978; Isaaks and Srivastava 1989; Cressie 1993) . The semivariances of the points are a function of the distance between samples, known as lag distance h, according to (Eqn S3):
where n is the number of local data pairs of sample points z separated by distance h, and ( ) Semivariance typically increases with increasing distance h, which reflects decreasing autocorrelation with increasing h. Semivariograms have three main parameters, namely: 'nugget' (C0) is the semivariance at h = 0; it is the inherent spatial variability of the process independent of the sampling frequency. The 'sill' (C1) is the semivariance where there is no spatial correlation. The 'range' (a) is the lag distance where the semivariogram reaches the sill. Sample semivariograms describe the spatial autocorrelation for the sample dataset.
Semivariogram models are made by creating a mathematical function to simulate the nugget, sill, and range, and thus the shape of the sample semivariogram. 
where the kriging weights δi are determined by minimising the variance (Eqn S5):
where z(x0) is the true value expected at point x0.
Experimental semivariograms that are similar in all directions reveal isotropy, whereas semivariograms with a directional component reveal anisotropy.
Although kriging pursues an estimate that represents as accurately as possible the true value of a variable at a given point, the spatial variability of the sampled values is not reproduced. In this interpolation method, the unbiased estimation is prioritized, as well as the minimization of the estimation variability (Andriotti 2004 ).
Also, this method has some disadvantages such as bias due to some underestimation and overestimation; production of only one value for every location in the study area; and generation of interpolated surfaces that are usually smoothed images (less variable) unlike the real phenomenon (Diggle and Ribeiro 2007; Yamamoto and Landim 2013) .
Gaussian conditional simulation
Due to some disadvantages of kriging, conditional simulation (CS), another geostatistical method, is a good alternative for interpolating FRED data. The spatial characteristics found in the sample data are maintained and replicated in each of n surfaces generated by the simulation method. For a given unsampled location, none of the n simulated values are the best estimator of the true but unknown value (as with OK); rather, they vary around the best estimate as defined by the dispersion of the sample data (Andriotti 2004) . Hence, each unsampled location in the study area will have a distribution of values provided by the simulated surfaces (Yamamoto and Landim 2013). The spatial variability of the surfaces depends on the geostatistical properties (distribution, semivariogram, etc.) of the sample data, which are estimated before generating the conditional simulation (Renard et al. 2011) .
For the simulations to be conditional, they must honour the measured values at sampled sites. So, functions (or surfaces) are simulated that satisfy two conditions: first, covariance (or semivariogram) of the original data is maintained and second, it passes through the points sampled (Andriotti 2004; Yamamoto and Landim, 2013) .
Therefore, the decomposition of the conditional simulation becomes (Andriotti 2004 ) (Eqn S6), In the first equation (Eqn 6), we replace the measured error in s(x) and define a function zs(x) (Eqn S8).
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The function zs(x) is called conditional simulation (Eqn S8).
