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Abstract
Our research examines text knowledge: the knowledge encoded in text and the 
knowledge about a text. We approach text knowledge from different perspectives, 
describing the theories and techniques that have been applied to extracting, 
representing and deploying this loiowledge, and propose some novel techniques that 
may enhance the understanding of text knowledge. These techniques include the 
concept of virtual corpus hierarchies, hybrid symbolic and connectionist 
representation and reasoning, text analysis and self-organising corpora. We present 
these techniques in a framework that embraces the different facets of text knowledge 
as a whole, be it corpus organisation and text identification, text analysis, or 
loiowledge representation and reasoning. This framework comprises three phases, 
that of organisation, analysis and evaluation of text, where a single text might be a 
complete work, a teclinical term, or even a single letter. The techniques proposed are 
demonstrated by implementations of computer systems and some experiments based 
on these implementations: the Quirk Experiments. Thiough these experiments we 
show how the highly interconnected nature of text knowledge can be reduced or 
abstracted for specific purposes, from a range of techniques based on explicit 
symbolic representations and self-organising connectionist schemes.
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1. Introduction
1.1 Motivation
Text understanding is concerned with how knowledge about words and the 
interrelationships of words can be described and reconstructed in a computational model. 
This thesis is concerned with the representation of text on a machine. An attempt will be 
made to isolate meaningful parts of a text by understanding the nature of the text, and 
then reconstructed by creating some form of semantic network of these meaningful parts. 
The point is that individual texts of a specialist domain, say, may have immediate 
relevance to a scientist or engineer, for expediting the solution to a problem. However, a 
text of a given domain is really a part of a whole: any domain has an archive of texts of 
different types: books, learned papers, magazines, and so on. Therefore, a computational 
model that simulates the description of knowledge about a text must have some means of 
dealing with this archive also. Indeed, an individual can process loosely organised texts 
in an archive ‘by hand’. However, for the model to be effective and autonomous, the 
system must have some way of organising and possibly reconstructing such an archive.
In a restricted sense the meaningful parts of any text are its nominal elements, which are 
properly known as the terms o f a technical domain. The representation of such terms is a 
much debated issue in the literature: from Ross Quillian’s initial efforts on semantic 
networks (1968), through the philosophical-grounded exposition of John Sowa’s 
conceptual graphs (1984), to the terminological loiowledge representation systems. 
However, when one looks closely at the literature the focus is always on just a few 
objects; seldom are these formalisms used for representing the multitude of objects that
I
characterise the so-called real world domains. One might argue that the representation 
community is still formulating its methods and techniques or evaluating formalisms, and 
that the application-oriented requirement for representing the multitude of objects will 
really have to wait its turn.
The one major problem in representing a large number of objects is their 
interconnectivity. Inheritance is one o f the conduits to establishing some degree of order 
in this multitude and subsumption algorithms can help enforce this automatically, but the 
sheer number of relations between the objects o f the domain simply overwhelms the 
representational capacity of the formalisms mentioned above. However, connectionism 
provides a solution here, in that connectionist architectures have some propensity for 
learning and an inbuilt capacity for maintaining connectivity. Objects can be represented 
as feature-value vectors, activation patterns, or nominal units, with additions to the 
object base being realised through learning algorithms.
Text understanding, therefore, involves three tasks: dealing with a text archive; 
describing individual texts within the archive through the terminology base that might 
comprise the texts within the archive; and visualising these meaningful parts through 
knowledge representation formalisms and connectionist architectures. These tasks one 
expects to be executed by a program that is based on a computational model of the 
loiowledge about the text.
The Quirk experiments we describe in this thesis - the term ‘Quirk’ refers to the strange 
and idiosyncratic texture o f specialist texts when compared to general language text -
deal with the description of text archives and the reconstruction of the salient 
components of individual texts on a computer. These experiments are similar to those 
reported in the text generation literature where, for instance, the workers look at a 
specialist genre to understand text production. Computational modelling is, perhaps, an 
objective basis for investigating text understanding and text analysis processes.
The motivation of this work is to describe a computational framework that will on the 
one hand allow researchers in the humanities to enjoy the romance of scientific 
discovery, to catalogue and query their findings, and on the other hand allow a computer 
to store and use complex, highly-interconnected data. Scientific discovery has often 
come about through extensive experimentation and only occasionally tliroiigh 
happenstance. How can the philosopher experiment on the works of Plato? How may 
the literatured experiment with Shakespeare? How can a translator experiment on 
technical documents? The answer to these questions to date has been to use a collection 
of tools and techniques in an ad hoc manner.
Scientific endeavour in the post-industrial age has been characterised by reductionism. 
The framework described in this thesis can be seen to provide a means to reduce text to 
smaller and smaller components that may be related to or associated with each other. In 
the extreme this can be construed as deconstructionism. However, the motivation of this 
work is not to focus on extreme views of knowledge in text but rather to allow different 
models of knowledge in text to coexist and interlink, from the interpretation of text as a 
complete novel to text as a word, from holistic context to predicate semantics.
1.2 Background
The work reported in this thesis has its roots in the development of a natural language 
database query system, LOQUACIOUS (Holmes-Higgin, 1984). Our ideas about how 
natural language and loiowledge representation and reasoning are inexorably linked have 
evolved through the development of computer systems for expert (or knowledge-based) 
reasoning, and terminology management and elicitation. Expert systems development in 
the 1980’s generally paid little regard to the representation of language in text. It was 
not until the infamous knowledge elicitation ‘bottleneck’ was widely reported that the 
workers in this field started to look at resources such as natural language text for 
assistance. The work at the University of Surrey was by that time well established in the 
terminology field, so the integration of the loiowledge-based systems and language 
systems was already underway, as shown in the ‘family tree’ of Artificial Intelligence 
(AI) systems and projects in Figure 1-1.
The author’s first work in natural language processing was the LOQUACIOUS system, 
which provided a natural language query front-end to a university student database. The 
system used augmented transition networks to encode English syntax rules for queries to 
the database. The focus of the work then moved to knowledge representation and 
reasoning, with the development of a series of systems in engineering domains as well as 
generic tools for developing such systems (an explanation and justification subsystem for 
MRM, a rational reconstruction of the WIFE system and expert system shell, and the 
WADNES system developed with the WDBSSE shell). The first linlc between the two 
threads of work was made early on through an expert system that also provided a natural 
language front-end to a database of drug interaction information. However, it was not
until work was refocused on natural language and terminology that the threads drew 
closer. Here, System Quirk and MARVIN enabled ideas to be explored and investigated 
through practical experimentation and evolution of the systems’ implementation.
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Figure 1-1; Historical perspective of AI projects and systems at 
the University of Surrey. To differentiate between domain- 
specific applications and general tools, rectangular boxes are 
used for the former, oval outlines for the latter. Major or sole 
contributions to these projects and systems by the author are 
indicated by bold outlines, and projects in which the author has 
made no contribution are shown by dotted outlines. Direct 
relationships between projects and systems are shown in solid 
lines, relationships that are more of a supportive nature are 
indicated with dashed lines, with an assumption of earlier work 
leading to the later work. Adapted from Griffin (1995).
Text knowledge
Rothlcegel defines text loiowledge as that which is ‘required for the description of text- 
producing processes’ (1993:8). For her purposes, that of text production, this text 
loiowledge has three fundamental dimensions: text semantics, relationships between a 
loiowledge base and text-thematic units; text pragmatics, embedding of information in 
communicative goals; and text syntax, linguistically marked connectivity structure.
Text generation, or text production, is usually motivated by the goal of generating 
responses for a query system, often some expert system, in the form of several plausibly 
interconnected sentences. It is the other side of the coin to text interpretation, which is 
currently enjoying a great deal of attention, and although some aspects of the production 
and interpretation processes are shared they are different enough to have quite distinct 
lineages in the literature. A common scenario for a text production system is that the 
user makes a query (possibly related to earlier queries) and as a result o f some processing 
a solution is found, represented internally to that processing system. It is the task of the 
text production system to convey the internally represented answer to a human reader in 
a relevant manner. And it is this choice of what is appropriate that consumes the 
energies of researchers: what is the best sentence structure to use? Which word best 
captures the concept the system is trying to impart? What has been said before, or can be 
assumed? Before too long, you are looking at intention, motivation and so on.
Kathleen McKeown’s work on the text production embedded in the TEXT computer 
system (McKeown, 1985) has formed the basis upon which many text production 
systems have been built. The basis o f structuring texts in TEXT is schemata, derived
from the psychological-cognitive approach to text understanding. As such, TEXT is 
often considered the first comprehensive system of its kind. McKeown has extended 
these ideas in other systems, notably, COMET (McKeown et al, 1990).
Knowledge in text or knowledse about text
The view of text knowledge from the perspective of text production is most often content 
oriented, in other words, the loiowledge that is encoded or encapsulated in a piece of 
text. The view taken by corpus designers is usually loiowledge of a text as an artefact. 
In this latter view, it is knowledge about the text, its author, publication date, text type 
and so on that is most often used. Both types of knowledge are beneficial for different 
purposes and they are often related. For example, the interpretation of the content of a 
text can depend to a great extent on the chronological period in which it was written and 
on the intended audience.
Text Catégorisation
Lakoff (1987: 12-13) lists several important issues in the categorisation of words and 
word senses, such as family resemblances, that all cause problems for classical theories 
of word categories. We suggest that these issues can be extended to categorising text. In 
classical theory categories are defined as uniform collections of properties that are shared 
by category members. However, there are many counter-examples to this, provided by 
philosophers and anthropologists alike (Wittgenstein, 1953; Austin, 1961; Zadeh, 1979; 
Rosch, 1978), which support alternative ideas of categories.
Domain knowledge
Perhaps the largest proportion of text currently being created is for the purpose of 
disseminating information, often within a specialised domain of knowledge. For what 
may be a variety of reasons, people experienced in a particular area of loiowledge use 
special codes to communicate with each other. The codes may be in the form of 
completely new words, specific combinations of existing words, or just overloading of 
generally used words. These codes themselves have been the subject of study and are 
called terms.
For a novice or an outsider, the terminology of a domain is the key to the information in 
a specialist text. This has a crucial implication for any computer-based imderstanding of 
text: any representation of domain knowledge must be accompanied by the 
representation of the domain terminology. It is the strength of this implication, perhaps, 
that has limited the success of many knowledge-based expert systems. Shallow models 
of human knowledge are highly dependent on the system builder, or knowledge engineer, 
and his or her ability to understand the domain terminology. Deep knowledge systems, 
on the other hand, risk ignoring certain terminologies by working from first principles, 
such as in physics {Qualitative Physics, de Kleer, 1984; Qualitative Process Theory, 
Forbus, 1984). Some of the few approaches to knowledge representation that have made 
a serious attempt to model terminology are those based on terminological loiowledge 
representation systems, such as BACK (Quantz & Kindermann, 1990) and the other 
members of the KL-ONE family. However, these have been shown to be currently 
impractical for what are often called ‘real world’ problems (Heinsohn et al., 1994).
As often seems to be the case in understanding our environment there does not appear to 
be a single approach to represent or model a wide range of phenomena, take for example 
the particle/wave dichotomy in the physics of light. Instead, it seems that what 
characterises human understanding is the ability to select the abstract representation or 
model most appropriate for the task at hand. This proposition can give us two cues for 
understanding and representing domain knowledge. Firstly, specialists will use or coin 
terminology to distinguish the models in their domain and consequently use terms to 
signal the selection of the domain model being used for a particular piece of information. 
Secondly, computer-based simulations of domain loiowledge should be able to use 
different, or mixed, representations of knowledge at different levels of abstraction.
1,3 Outline o f the Thesis
This thesis is structured into six further chapters, each focusing on a different aspect of 
representation or analysis of text loiowledge. In the first part of the thesis we will discuss 
text representation, text analysis and knowledge representation. With these formalisms 
we will then describe experiments within a framework for investigating text knowledge. 
Most of the chapters have a theoretical component as well as associated computer 
implementations.
Chapter 2 is concerned with the representation of text loiowledge. As discussed above, 
the view of text knowledge has been either content oriented or pragmatic: the knowledge 
within a text or the knowledge about a text. The representation of both these kinds of 
knowledge has traditionally used different paradigms, with the loiowledge about a text 
often using an impoverished representation formalism. The purpose of this Chapter is to
attempt to address this imbalance by providing a richer framework for representing text 
as an artefact, or more importantly, the representation of collections of texts (corpora). 
We propose a technique for viewing collections of text as virtual corpora, organised in 
dynamic and transient hierarchies. We also suggest self-organising techniques for text 
categorisation on the basis o f family resemblances and discuss the role of technical 
terminology in establishing a signature for a text. Ultimately, we would like to de- 
emphasise the distinction between a lexical item and a text, with the proposition that a 
single representation framework may be used to describe entire books as well as 
individual words.
Chapter 3 describes and illustrates some of the computer-based techniques for the 
analysis of text that have been developed over the last few decades, often based on ideas 
initially performed manually over a centuiy ago. The analysis of text requires knowledge 
of its composition. One discipline of text analysis, stylometry, has attempted to 
metricate the ingredients of text across a number of different views of text in an 
algorithmic and quantitative framework. The first part of this Chapter reviews some of 
the techniques for text analysis that have been developed since being pioneered in the 
late 19th Century. The second part describes a text analysis methodology that provides a 
framework for analysing texts at different levels in a language-independent manner. This 
is followed by a description of how this methodology can be used to establish a 
quantitative analysis of the knowledge contained in a text using a variety of techniques, 
including stylometry. The final part of the Chapter reports on an implementation of 
these techniques within a logic programming framework in the KonText system.
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Chapter 4 focuses on how knowledge can be represented and formalised in a computer 
system. The representation of the semantic and the pragmatic contents of a text is 
essentially the representation of the knowledge encoded in the text. Workers in the early 
1980’s were amongst the first to use knowledge representation formalisms, specifically 
frames, to represent the knowledge of a paragraph of scientific text, which was 
subsequently represented using a predicate logic framework by other workers. These 
classical systems and, indeed, the more recent terminological knowledge representation 
systems are all regarded as belonging to the family of formalisms that are labelled 
symbolic representation formalisms. In contrast, through recent inspirations from 
neurobiology a number of alternative network based formalisms have become prevalent: 
the so-called artificial neural, or connectionist, networks. This family of formalisms is 
said to operate at the micro level as compared to the symbolic formalisms, and so has 
also been termed a subsymbolic representation formalism. Both formalisms have their 
advantages and deficiencies, which we illustrate through the implementation of 
MARVIN and NetEd, a symbolic and subsymbolic system, respectively.
Chapter 5 describes a mechanism for combining a symbolic representation and reasoning 
system with a sub-symbolic, or connectionist, representation scheme resulting in a so- 
called hybrid system. A discussion o f the different methods of integrating symbolic and 
connectionist systems is illustrated by referring to different systems that have been 
reported in the literature. The final part of the Chapter defines a method for 
implementing a fully-integrated hybrid system, which has been realised by adapting the 
MARVIN representation and reasoning tool.
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Chapter 6 brings together the different elements of text representation and analysis 
through a series of experiments based around the System Quirk tools. The first part of 
the Chapter describes a system for managing terminological data in a flexible and less 
complex manner than implied by the underlying data structure. The main part of the 
Chapter describes tliree approaches to corpus organisation, from symbolic hand-coded 
representations to automatic self-organising techniques. The first of these approaches 
shows how a hybrid representation and reasoning system can be used to store and 
retrieve texts from a corpus, using explicit representations of the text knowledge, but 
maldng use of a variety of inference and adaptive mechanisms for retrieval o f the 
knowledge. The second approach uses a method for automatically categorising (or 
representing) text knowledge based on information about the text, retrieving texts from 
the corpus on the basis of family resemblance. The third approach uses the same 
automatic categorisation techniques, but with knowledge in the text as the basis of the 
representation. Three different levels of knowledge in the text are suggested, the letter 
level, content-free words and potential technical tenns. The final part of the Chapter 
proposes a new model for text analysis implementations, illustrated through a new 
version of the KonText system.
Chapter 7 concludes the thesis. We describe our contribution to the representation and 
analysis of text knowledge, specifically in two areas: abstracting or reducing knowledge 
from highly-interconnected information; and a framework for modelling text knowledge. 
We liken scientific examination of text loiowledge to scientific discovery in biology; that 
theories about the status of an evolutionary process can only be formulated from 
experimentation. This view is supported in our proposed framework for modelling text
12
knowledge which comprises three phases, that of organising evidence, its analysis and 
subsequent evaluation, with a feedback mechanism. A pivotal element of this 
framework is the consideration of text as that of complete works, through phrases, 
technical terms and words, to individual letters. Finally, we discuss further work that 
would address some of the shortcomings of the various methodologies and 
implementations that are described in this thesis. We then attempt to place the work in 
this thesis to a wider framework of scientific endeavour.
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2, Text representation
2,1 Introduction
Our loiowledge of text can be divided into two separate categories: first, the domain- 
specific context-oriented messages encoded in a text indicating the communicative intent 
of the author of the text; second, there is the pragmatic knowledge about a text: its 
author, publisher and so on. The first category is the basis of much of the work in text 
production, information extraction, semantic analysis and so forth. The second category 
is used by corpus designers. Both types of knowledge can be used for different purposes 
and are often related; for example, to fully appreciate a text it may be necessary to loiow 
the chronological period in which it was written, and on its intended audience. The 
representation of both types of knowledge has traditionally used different paradigms, 
with the knowledge of a text often using an impoverished representation formalism. Our 
aim in this chapter is to attempt a redress this imbalance by providing a richer framework 
for representing loiowledge about a text, or, more importantly, collections of texts.
Text corpora that have been reported in the literature have taken a literal, and often 
literary, approach to their organisation. They are structured from one group’s view of 
what might be appropriate, or, alternatively, not explicitly structured at all. In this 
chapter we propose a method for allowing text corpora to be dynamically and transiently 
organised in any number of ways at any one time, providing virtual hierarchical 
representations of a corpus.
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Our attempt at text organisation has been influenced by the work of Lakoff on the 
categorisation of words and word senses (Lakoff, 1987:12-13). The following 
observations all cause problems for Aristotelean theories of word categories:
© Centrality;
© Centrality gradience;
® Generativity as a prototype phenomenon (prototype + i*ule of similarity);
© Polysemy as categorisation;
© Membership gradience;
® Family resemblances.
We have arranged Lakoff s issues in order, from the more classical theories of 
categories, to Wittgensteinian categories. In classical theory categories are defined as 
uniform collections of properties that are shared by category members. However, there 
are many counter-examples to this, Wittgenstein’s monologue on games (Wittgenstein, 
1953:66) being one of the most popular. Austin (1961) takes the same line when 
discussing senses of words, he coined the term primary nuclear sense to mean the central 
or prototypical senses of a word. That categories may be graded is well supported in 
theories such as Fuzzy Logic (Zadeh, 1979); results from anthropological studies, such as 
Rosch (1978), support ideas of prototypes.
What we wish to achieve in this chapter is to show that these same theories of 
categorisation, which have been developed in relation to words in a language, can 
equally well be applied to the categorisation of collections of texts.
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2.2 Corpus taxonomies
The use of text corpora, particularly the use of computerised text corpora, has had a 
particularly beneficial effect in the study of languages and, perhaps to a lesser extent, on 
the teaching and learning of languages.
Following on from Quirk, his colleagues Greenbaum and Leech, and his student Svartvik, 
and from Francis and Kucera, the use of text corpora has given a substantial boost to the 
descriptive studies of lexis, syntax, discourse and prosody in English. These studies 
reflect the state of the language, that of its users and the uses to which the language was 
put. Furthermore, the use of text corpora has given a quantitative focus to the study of 
the international varieties of English and a similar focus to the historical/diachronic 
analysis of language change.
The acquisition, organisation and subsequent dissemination of computerised British 
English text corpora was, in part, the work of dictionary publishers Longman and Collins 
and in part the work of the International Computer Archive of Modern English (ICAME). 
The motivation of the dictionary publishers was to produce dictionaries of English. 
There is a range of dictionaries clustered around the Longman/Lancaster 30 million word 
corpus of contemporary English, including Longman’s Contemporary Dictionary of 
English (Summers, 1991) and the more recent ‘concept-based’ Longman’s Language 
Activator. The Collins Birmingham Collection of English Text, comprising several 
million words, has been used to produce the Collins COBUILD Dictionary and Collins 
COBUILD Phrasal Verbs.
16
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Figure 2-1: Existing Corpus structures: (a) Collins/Birmingham; 
(b) Longman/Lancaster; (c) Brown/LOB; and (d) Helsinki. 
These Figures are taken from Holmes-Higgin, Ahmad & Abidi 
(1994).
2.3 Virtual taxonomies
The design of corpora and their management, which may include storage and retrieval of 
texts, navigation mechanisms, and strict integrity and security checks, determines to a 
large extent the efficacy of the corpora for various end users, be they lexicographers,
17
translators, linguists or computer systems. Most existing corpus management systems 
have been developed in conjunction with a particular corpus and consequently a 
relatively literal approach has been taken to the implementation of the corpus on a 
computer. This has resulted in software that directly maps the structure of a corpus as 
described by the corpus designers to computer-based file or database management 
system structures. In the following section we are interested in the coding of corpora that 
allows different corpus designers to structure texts as they feel appropriate. We feel that 
any user of a corpus can be viewed as a corpus designer.
There have been two main approaches to the storage, retrieval and navigation of texts in 
a corpus: an explicit text taxonomy in tenns of filestore structure, such as LOB and 
Brown; or implicit text taxonomy in terms of attributes used in the text ‘headers’, such as 
Longman. There are benefits and limitations of both approaches. With an explicit 
taxonomy, storage of texts requires a corpus management system to decide where a text 
should be placed in its filestore, whereas the attribute-based system can keep the texts 
anywhere. The main differences in the two approaches are in text retrieval, and here it is 
useful to thinlc of navigation around a corpus as highly interactive text retrieval. An 
explicit taxonomy allows texts to be retrieved quickly by following the appropriate 
branches through the taxonomy without needing to consider or refer to the corpus as a 
whole. The criteria for selecting a text from an explicit taxonomy can be viewed as a 
path traversing the taxonomic structure. Also, an explicit taxonomy provides a means of 
navigation through a corpus that computer users find reasonably intuitive. In contrast, an 
attribute-based system may need to search for the required criteria, usually expressed in 
some query language, in the attributes of all texts in the corpus. For navigation of a
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corpus, query-based retrieval usually means the user has to learn a query sublanguage, 
which some do not find straightforward.
An important issue for corpus management systems is the type of retrieval requests that a 
user is likely to make. A frequent use of corpora is for the statistical analysis and 
comparison of subcorpora, so it is important for a corpus management system to provide 
the facility to extract subcorpora in an intuitive manner by a corpus user,
The benefit of using an explicit taxonomy to retrieve texts completely disappears if  a 
number of texts (or subcorpus) are required that occur in different parts of the taxonomy. 
This may be considered as the case when incomplete paths are being specified as the 
retrieval criteria. With an attribute-based approach, subcorpora can be easily retrieved. 
The aim of virtual corpus management is to provide the flexibility of the attribute-based 
approach, but with the intuitive functionality of the explicit taxonomy approach. This is 
achieved through the ability to define a virtual taxonomy for a corpus of texts, with any 
number of different virtual taxonomies being concurrently available over the same 
corpus. The term virtual taxonomy has been defined by Woods in the context of concept 
descriptions in knowledge representation systems as whenever a system ‘constructs an 
explicit collection of concept nodes ... the result is a sub-graph of the virtual taxonomy’ 
(Woods, 1991:80), His motivation for viewing a collection of ‘descriptions’ this way is 
that ‘although its structure is important, one never wants to make it explicit in the 
memory of a computer’ (Woods, ibid.).
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The notion of a virtual corpus can be illustrated by looking at some alternative corpus 
structures that can be derived from one of the existing corpora shown above. In Figure 2- 
2, a branch from the Collins/Birmingham corpus has been reproduced. To model this 
with a virtual corpus the texts in the corpus must be described by a set a parameters 
which include the relevant values. For the sake of this example we could define the 
parameters to be style, with values including ‘narrative’; subject, with values including 
‘biography’ and ‘autobiography’; and length, with values including ‘extended texts’ and 
‘articles, collection’. The virtual hierarchy shown in Figure 2-2 can be defined by the 
parameters and restrictions on their values for each virtual level in the hierarchy. In this 
example there are three levels, which are defined as:
1. style = ‘narrative’
2. subject = ‘biography’ or ‘autobiography’
3. length = ‘extended texts’ or ‘articles, collection’.
Extended texts
Biography
Articles, collection
Narrative —
Autobiography
Extended texts 
Articles, collection
Figure 2-2: A branch of the Collins/Birmingham Corpus.
The first level eliminates consideration of all texts other than narrative ones in the 
corpus. On its own, this would save a corpus user from having to navigate down from 
the top of the Collins/Birmingham hierarchy. The second level defines that the next 
classification in the hierarchy is based on a text’s subject, with a further restriction that
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only biographies and autobiographies are considered. Similarly, the third level 
subcategorises subject by text length, considering just the two subclasses of extended 
texts and collections. Finally, the texts themselves would be available at the bottom of 
the hierarchy.
It is also possible to simply specify the parameter to be used for categorisation at any 
level without restrictions on values. In this example, removing the value restrictions 
from the subject (level 2) would mean that an additional subcategory ‘travelogue’ would 
appear (cf. Figure 2-1). The same subtree in Figure 2-2 can be reorganised by modifying 
the virtual corpus definition. For example, the hierarchy shown in Figure 2-3 is defined 
by;
1. style = ‘narrative’
2. length = ‘extended texts’ or ‘articles, collection’
3. subject = ‘biography’ or ‘autobiography’.
Extended Biographv
texts -----  Autobiography
Narrative —
-----  Biography
Ai tides,
collection -----  Autobiography
Figure 2-3: Variation of corpus structuie in Figure 2-2.
There are two aspects to the idea of virtual corpus hierarchies: one is descriptive, the 
other functional. The definition of the virtual levels is descriptive; the functional view of 
virtual hierarchies defines how the description is used. We can consider a corpus, that is
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the texts and their descriptions, to be mapped onto a two dimensional space, a corpus 
space, where a level in the virtual hierarchy defines a region in this space. Subcategories 
in the virtual hierarchy define corresponding regions in the space.
The intersection of the regions identifies the texts that satisfy the corresponding levels 
traversed in the virtual hierarchy. In this way it can be seen that there are no differences 
in the descriptive aspect of the hierarchies illustrated in Figure 2-2 and Figure 2-3: they 
ultimately describe the same set of texts. This is illustrated in Figure 2-4a where all the 
levels in the example are mapped to regions in the corpus space.
sty le
Subject
Length
Corpus Space: descriptive regions
Style
Subject
Length
Corpus Space: level 2
Style
Subject
Length
Corpus Space: level 1
Style
Subject
Length
Corpus Space; level 3
Figure 2-4a-d: Corpus space with regions defined by virtual 
levels: (a) regions defined by descriptive interpretation of levels; 
(b) visible region of corpus after style is selected; (c) visible 
region when further restricted by selection of subject; and, (d) 
visible region after length has been selected.
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The difference between the example definitions of a virtual hierarchy above can be seen 
in their functional behaviour, that is, the process of traversing down a virtual hierarchy is 
functionally equivalent to successive restrictions in the corpus space, as shown in Figure 
2“4a-d. The order in which the levels are traversed determines the scope of a 
subcategoiy at any point in the virtual hierarchy.
Virtual hierarchies expressed in this way are still treating categorisation according the 
classical Aristotelean theories where categories are 'assumed to be abstract containers, 
with things either inside or outside the category’ (Lakoff, 1987:6). The boundaries of the 
regions described by the virtual levels are clear, but by using unrestricted values for a 
level the boundaries are extendible. In this way, as noted by Wittgenstein (1953: 66-71), 
the classification scheme in a virtual corpus hierarchy is inherently limited in the scope 
of its ability to categorise a corpus of texts.
A system that implements the concept of the virtual corpus has been developed, the 
Virtual Corpus Manager (FIolmes-Higgin, Ahmad & Abidi, 1994), which has 
demonstrated the efficacy of this approach. The Virtual Corpus Manager supports 
corpora that are coded as explicit taxonomies and corpora whose descriptions are 
attribute-based. It does this by allowing texts to be stored anywhere in a filestore and 
maintaining attributes describing the texts. Retrieval of the texts can then be made using 
the attributes directly or by imposing a virtual hierarchy over the attributes.
The discussion above covers the various exemplar corpora used extensively in corpus 
linguistics, and how a corpus taxonomy can be made adaptable so that each individual
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user of the corpus can impose his or her own structure on the corpus for the purpose of 
pursuing their own investigations. Much of the debate on text typologies is descriptive 
and it is not possible to put a value on any one text typology; the notion of virtual 
taxonomies and associated implementations (like the Virtual Corpus Manager) will 
introduce some degree of objectivity in that one can evaluate the efficacy of one type of 
typology over another.
% 4 Family Resemblances o f Texts
As Wittgenstein pointed out (1953:66) there are certain classifications which do not fit 
within the classical view of categories. He uses the example of ‘games’ to illustrate how 
members o f an intuitive category may have different characteristics and are grouped 
more by similarity than common features. Wittgenstein used the term ‘family 
resemblances’ (1953: 67) to describe these similarities. The goal for corpus 
categorisation, as indicated above, is most often to allow a corpus user to extract 
subcorpora, and with the virtual corpus hierarchies it is possible to achieve this with 
strict boundaries on the categories within the corpus. Another approach to extracting 
subcorpora would be to use family resemblances between the parameters describing texts 
in a corpus as the basis for its organisation. Extraction of a subcorpus would then require 
the specification of a prototype text against which similar texts may be adjudged.
In a corpus space defined by pragmatic parameters describing the texts, the nature of the 
space is defined a priori, by the choice of parameters and associated values, with near­
neighbours having almost identical parameter values. In order to examine resemblances 
of texts it would be more useful for the corpus space to be determined by the similarity
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of the texts in the corpus, that is, the similarity of a text to all the other texts in the 
corpus. In a corpus organised on this principle the content of the corpus determines the 
organisation rather than it being predetermined, in other words, the corpus is self- 
organising and, as a consequence, near-neighbours may not have nearly identical 
characteristics. Furthermore, the spatial distance between texts represented in the corpus 
space may encode some distance relationship between the texts at a more abstract level. 
Work by Ritter and Kohonen (1990) has shown how topographical maps of semantic 
meaning can be produced for words using self-organising techniques. Most work with 
self-organising feature maps has concentrated on low-level features, such as phoneme 
spectra recognition (Kohonen, 1990). Ritter and Kohonen show that activities which 
appear to use more high-level processes or abstractions may also use the same kind of 
topographical self-organising maps. They call these semantotopic maps (1990:23), and 
show how semantically similar words are classified in close spatial proximity and are 
clustered by word class when used with single or two word contexts.
An extension of this idea was used by Finch (1993) to classify words into word classes. 
Finch used a self-organising map with four word contexts that are represented as bigram 
statistics. An additional learning layer is used to nonnalise the representation of the 
input words as bigrams. His simulations used a 40 million word corpus of texts from an 
electronic discussion forum, with only the most common 150 words being considered in 
the bigram formation. The results of his simulations compare well with other 
empirically derived classifications.
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Self-organisation has also been explored in the Information Retrieval literature, with 
both neural network approaches (Gersho & Reiter, 1990; Lin, Soergel & Marchionini, 
1991) and statistical algorithms (Faieta & Lumer, 1994).
2.5 Terminological Signature o f Texts
Much of what has been discussed above can equally well be applied to general language 
(GL) texts or technical texts; language for special purposes (LSP) texts. While the 
content of a text, the words which it comprises, may provide some use in the analysis and 
comparison of GL texts, the content of LSP texts provides a more substantial variation 
for analysis. Many analysis techniques for GL texts rely on the use of closed-class 
words. With LSP texts we have the opportunity of basing the analysis on what would be 
normally considered open class words: that is, the terms within the text. One approach to 
LSP texts that might be taken is to consider the terms in a given domain to be closed 
class words within that domain.
By looking at the behaviour of technical terms within a LSP text, several opportunities 
for defining parameters for the text become possible. Of these, the simplest to consider 
is the rate of occurrence of the technical terms in a text and to use this to characterise the 
text, provided a large enough number of ‘sample points’ or terms are used in the 
signature.
Other methods of examining the behaviour of terms in a text include text cohesion 
(Hoey, 1991; Benbrahim, 1994). These techniques are not so dependent on the raw 
repetitive rate of terms since they record uses of pronominal reference and possible
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Icontractions, synonyms or variants of terms, as well as some notion of term density. |
I
Some of these techniques, such as merging synonyms or variants to a single form, what j
we shall term thesauric compression, can be applied equally well to the simple method 
of using occurrence rates. This technique will serve to accentuate the terminological |
‘peaks’ in a text’s signature and reduce the potentially large term content of a text, which 
will be beneficial in cross-domain analysis but will result in a loss of subtlety for 
intradomain analysis. Other techniques may be used to normalise the terminological 
signature of a text, such as the comparison to GL usage. The use of these techniques to 
obviate the a priori laiowledge of terms within a text and to provide a distinctive 
signature will be discussed in the next chapter.
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3. Computational text analysis
3,1 Introduction
The aim of this Chapter is to describe and illustrate some of the computer-based 
techniques for the analysis of text that have been developed over the last few decades, 
often based on ideas initially performed by hand over a century ago. Text analysis 
requires knowledge of its composition. The word ‘composition’, according to the 
Chambers Dictionary, is defined as ‘the nature or proportion of the ingredients of 
anything: a thing composed: a work o f art: disposition of parts: congruity: combination: 
an artificial mixture: mental or moral make-up: a compromise: the compounding of 
vector quantities, as velocities, forces, into a single resultant,’ From this definition we 
might liken a good author to a good cook: he or she makes use of exotic and everyday 
ingredients to make something more pleasing or stimulating than everyday fare.
The computational analysis of text, tine to the reductionist tendencies of computer 
science, is concerned with the decomposition of text. Establishing the ingredients of a 
text is analogous to determining the physical composition of a book: the latter comprises 
pages stuck together in a specific order, made of paper and ink, which in turn are a 
mixture of molecules constructed from atoms, themselves composed of subatomic 
particles. Similarly, one interpretation of the composition of a text may be illustrated as 
a pyramidal structure in Figure 3-1, with single letters at the apex of the pyramid. 
Continuing our analogy, the attempts of linguists to describe the behaviour of language is 
the parallel of physicists trying to establish the ‘natural’ laws of the physical universe:
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they hypothesise rules of how the text components can be composed; conduct 
experiments; and examine naturally occurring phenomena.
Phrase
Paragraph
Complete Work
Configurable Text Knowledge Framework
Figure 3-1: A pyramid of text, from a single letter to an
organised collection of texts.
Since there is such a rich variety of levels at which to examine text, any number of 
different authors in different disciplines have examined each of the strata in Figure 3-1 in 
some detail: morphology and orthography between the letter and word levels; 
collocation, proximity and pattern analysis between the lexeme, phrase and sentence 
levels; and pragmatics and stylistics across sentence and any number of the boundaries to 
the corpus level. Using analysis disciplines such as statistics it has also become popular 
to examine the behaviour of text from the letter level in relation to the corpus level, 
ignoring the behaviour at all other levels in-between. One discipline of text analysis.
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stylometry, has attempted to metricate the ingredients of text across a number of 
different levels in an algorithmic and quantitative framework. The first part of this 
Chapter reviews some of the techniques for text analysis that have been developed since 
the late 19th Century (Section 3.2).
There is an increasing interest in techniques that provide the opportunity to examine the 
contents of corpora, usually for the purpose of developing a lexicon or term bank. The 
DELIS system (Emele & Heid, 1994) typifies the approach currently being taken by 
workers in this area. The DELIS system comprises five main subsystems: a 
morphosyntactic analyser for German, a tokeniser, a tagging tool, a corpus query 
program, and a lexicon. The system requires texts to be fully tagged before being 
incorporated into the corpus, using a part-of-speech tagging tool (Cutting et a l, 1991). 
All lexical knowledge is stored in a Type Feature Structure (TFS) formalism. Text 
analysis in DELIS operates by a user making search queries to the tagged corpus, with 
results displayed back to the user. The ConText system (Leacock, 1993) performs 
similar functions in conjunction with WordNet (Miller, 1990), a system whose design 
takes its inspiration from psycholinguistic theories of human lexical memory. The 
second part of this Chapter describes our contribution to text analysis (Section 3.3), as 
ultimately encoded in the program, KonText (e.g. Alimad et a l, 1990; Holmes-Higgin, 
1995), described in Section 3.5. Our work does not attempt to embody any specific 
model of text or lexicon, we provide a framework for analysing texts at different levels in 
a language-independent manner (insofar as it is possible), with considerable scope for the 
expansion and specialisation of its processing facilities. This Section 3.4 describes how
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text analysis methods can be used to establish a quantitative analysis of the knowledge 
contained in a text through a variety of techniques, including stylometry.
3.2 Siylometty and Stylometric Variables
The discipline of stylometry, the statistical analysis of literary style, dates back to the 
mid-19th Century when the English logician Augustus de Morgan suggested that queries 
of authorship could be settled by seeing if one text ‘does not deal in longer words’ than 
another text (de Morgan, 1882). However, it was not until Thomas Mendenhall applied 
some of these ideas 30 years later that the hypothesis was put to the test. Although 
Mendenhall’s techniques are questionable now they were the basis for establishing 
stylometry as a discipline, which has principally tried to provide theories and techniques 
for establishing authorship of disputed literary works. Holmes has recently justified the 
statistical analysis of literary texts ‘by the need to apply an objective methodology to 
works which for a long time may have received only impressionistic and subjective 
treatment’ (1994:87).
Bailey (1979:7) gives three rules ‘that define the circiunstances necessary for [.,.] 
authorship attribution:
1. that the number of putative authors constitute a well-defined set;
2. that there be sufficient quantity of attested and disputed samples to reflect the 
linguistic habits of each candidate;
3. that the compared texts should be commensurable’.
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Ledger regards the authenticity and chronology of the Platonic corpus of great 
importance ‘in the philosophic development of Plato’s thought’. Ledger’s investigations 
introduce the argument that stylometry is the quantification of style. He notes that 
statistics work with orderly and regulated data and that ‘language is an excellent example 
of a constrained, regulated, and ordered system’ (1989:2). Ledger looks at frequencies of 
the orthographic content of words rather than meanings and giammatical functions in his 
analysis.
Three criteria were used by Ledger to select the variables for the analysis of the texts: 
first, the variables be easily recognised by computer; second, they be free of low-level 
distributions; and third, the variables relate to stylistic features. By the first criterion, 
Ledger opts to use untagged text and defines 42 variables: 37 concerned with relative 
letter frequencies and 5 related to the source of the text sample. The group of 37 
variables contains three categories, 19 for the occurrence of a letter in a word, and 9 each 
for occurrences of particular letters in the ultimate and penultimate positions in a word. 
The two groups of 9 variables were defined in order to capture some metric of word 
endings since Greek is a highly inflected language with most inflections affecting the 
word ending.
The sample size for the texts was 1000 words, with any larger texts being divided into 
1000 word extracts. This allowed easy calculation of relative letter frequencies as well 
as the ability to analyse differences in style within a single work. The actual 
computational analysis Ledger performed meant that sections were not guaranteed to be 
consecutive; there was also considerable manipulation of the output data from the
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concordance package he used before being loaded into a statistical analysis package, 
where multivariate analysis (MVA) was used for the examination of the variables.
Ledger maintains that the ‘methods employed and the types of variable used would be 
appropriate in any language’ (ibid.:239). On chronology, he notes that Plato is ‘kind to 
the analyst in that the sharp difference between early and late works provides an 
immediate source of information on which stylometry may be set to work’ (ibid.:225). 
As a result, he claims that his analysis lias ‘revealed much about these works which was 
hitherto unlmown or only dimly suspected’ (ibid.:226).
A variety of variables for examining the quantification of literary style in texts has been 
developed in the past six decades or so. Most of these stylometric variables are related 
to the length (N) and the vocabulary (V) of a text: in other words, the number of tokens 
in a text and the number of different tokens, or types. Examining variations in these two 
variables has allowed researchers to question the effect of text length, the richness of a 
text, the behaviour of closed-class words, and so on.
Mendenhall’s (1887) original work used word-length as his metric, comparing the 
average word-lengths of texts to form a judgement on their attribution. Smith (1983) has 
used this method more recently and, from the results, dismissed it as a useful variable for 
analysis. Other work has used sentence-length as a variable (Yule, 1938; Sichel, 1974) 
and again, although this has contributed to the analysis, it has not proved to be sufficient 
as a measure on its own.
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Some methods that use more language-informed analysis appear useful, but are limited 
by the quality and quantity of the language knowledge required for the analysis. 
Principal amongst these approaches are the distribution of syllables per word in a text 
(Fucks, 1952; Brainerd, 1974) and the distribution of parts of speech, such as nouns, 
verbs and so on (Brainerd, 1988). An important method established by Ellegard (1962) 
employs word-usage: the variation in the frequency of words across texts, Ellegard, like 
many contemporary researchers, used closed-class (or function) words and examined 
their relative frequency in texts to establish authorship. He defined a distinctiveness 
ratio of closed-class words which can be expressed as the ratio:
% L
% c
where Vj and N] are the vocabulary and length of the text(s) under scrutiny, and Vc and Nc 
are the vocabulary and length of a control or comparative collection of texts. The use of 
this ratio for the analysis of technical texts is described in Section 3.4.1 below.
Most analysis work has used variables at the lexical level. The variables used for these 
methods stem from the simple measure of the type-token ratio, essentially the 
vocabulary-length ratio, R = V/N. In this simple form there is considerable instability 
with the variable in respect of sample size, and consequently it can only be safely used in 
contrastive analysis when the samples are of equal size. Considerable effort has been put 
into determining the vocabulary richness of a text and several measures have been 
proposed, including Yule’s Characteristic K  (1944) and the interesting concept of 
viewing a text as a thermodynamic system with a view to establishing its entropy. One 
method which has the useful property of being applicable to texts of different lengths is
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the partition model due to Hubert and Labbe (1988), which is based on the precept that 
an author uses a combination of a general vocabulary and a specialised or local 
vocabulary. The measure they propose quantifies the contribution of the two 
vocabularies to a text, which they purport defines an intrinsic characteristic of a text.
Of the vocabulary frequency distributions the most widely recognised is hapax 
legomena\ tokens that occur only once in a text. This variable often occurs in 
conjunction with others to produce some measure of vocabulary richness. Honoré (1979) 
proposed the formula:
Q _ 100 log VFM
where F; is the number of tokens that occur only once and V and N  are the total numbers 
of types and tokens, respectively. This, he suggests, gives a measure of an author’s 
capacity to choose between using a word again or finding an alternative. The higher the 
value of R, the richer the vocabulary. Honoré used this measure to investigate the 
chronological change in vocabulary of an author, with his results suggesting that an 
author’s vocabulary (or use of vocabulary) may increase over time.
Similar uses are found for hapax dislegomena\ words that occur only twice in a text. 
Sichel (1986) found that the ratio of hapax dislegomena (F /F )  to the vocabulary is 
nearly constant for a given author on texts roughly between 1,000 and 400,000 tokens in 
length {N). In smaller texts the ratio increases rapidly and in larger texts the ratio decays 
slowly towards zero. As a consequence, this constant behaviour has uses in contributing 
evidence of authorship.
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Both the variables defined by Honoré and Sichel can be used to investigate the 
chronology of authors’ works. Simpler measures have also been used, such as the ratio 
of hapax legomena to the length of text (V /N ), but like many of these variables they are 
dependent on the lengths of the texts. Consequently, comparisons between texts of 
different lengths can be unreliable with these measures. One solution to this has been 
put forward by Muller (1964) and provides a means of scaling a text down in size 
without changing its intrinsic content and structure. Muller assumes that an author 
composes a text by random selection from a ‘corpus’ of his or her existing works, which 
allows the calculation of the probability of a word disappearing when the text is reduced. 
Muller’s reduction can be fonnulated as:
i = l
where F/is the expected final number of i times occurring words that remain and w, is the 
probability that a word only occurring i times disappears and the reduction factor on the 
length of the text is calculated by /  N). This formulation is complex to
calculate, but has been conveniently tabulated using a model of vocabulary distribution 
for a range of ratios by Ratkowslcy and Hantrais (1975).
A further useful metric derived from the analysis of biblical texts is a measure of 
vocabulary connectivity, C, defined by Grayston and Herdan (1959) as:
V
where Fy are the hapax legomena and F  ^is the number of words common across a set of 
related texts.
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Stylometry and Connectionism
Stylometiy has kept pace with developments in computer science. Matthews and 
Merriam (1993, 1994) have used the connectionist paradigm to analyse the works of 
Shakespeare and his contemporaiy John Fletcher. They use a set of stylometric 
discriminators to determine the input vectors to a connectionist network and an output 
vector of two units to represent the two authors. Matthews and Merriam used the 
backpropagation algorithm with a multilayer perceptron model (Rumelhart & 
McClelland, 1986), In setting the criteria for their simulations they use the heuristic that 
the total number of training vectors used should be at least 10 times the sum of the 
number of input and output units. Furthermore, they stipulate that the training set should 
be drawn equally from the works of the two authors and be of a reasonable length. With 
these constraints Matthews and Merriam used five input units, three hidden units, two 
output units, and 70 training vectors based on text samples of 1000 words. In their tests 
they used two sets of discriminators, one based on comparative frequencies of particular 
words, such as did/did+do, and the other based on relative frequencies of five function 
words. The results are claimed to show that this technique is ‘capable of reflecting 
authorship influence at the level of individual acts’ (Matthews & Merriam, 1993:208).
In a similar vein of work, Tweedie et al. (1994) have applied the conjugate gradient 
connectionist model to stylometrics. In their work they used 11 function words to train a
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network to attribute the authorship of the Federalist Papers I  In all there are 85 papers, 
all published under the name ‘Publius’, and although there are contemporary attributions 
of the works, there are twelve papers whose authorships are disputed between two of the 
authors. The network topology that Tweedie et al. used comprised 11 input units, 3 
hidden units and 2 output units, and they report that the network was correctly classifying 
all but one of the undisputed papers after 100 cycles of training.
Both Matthews and Merriam and Tweedie et al. normalised the ratios of occurrence 
using the standard equation (1) to ensure Normal distribution with mean zero and unit 
variance, that is N(0, 1): 
x - x( 1) <7
where x is the rate of occurrence, x  is the mean and <7 is the standard deviation. 
Neither Matthews and Merriam or Tweedie et al. normalise the inputs further by 
bounding the distribution to the range 0 to 1. Their stated purpose in normalising the 
input ratios is to ‘ensure that each discriminator contributes equally in the training 
process’ (Matthews and Merriam, 1994:3), and this they appear to have achieved. 
However, by not normalising the input values to be in the range 0 to 1 they need to 
ensure that the discriminators they use always produce a ratio that is less than 1 so that 
the connectionist algoritlim they employ functions sensibly. More importantly, by doing 
so they force discriminators that produce a small ratio to be ‘weak’, that is, if others 
produce ratios a magnitude larger then the significance of the small ratio discriminator is
 ^ This collection o f papers was wiitten between 1787 and 1788 by three authors, 
Hamilton, Madison and Jay, to persuade the New York State citizens of the time to ratify 
the American Constitution.
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considerably reduced. Similarly, if  one discriminator produces comparatively large 
ratios, then it will distort the training of the neural network.
For the discriminators used in both these stylometric experiments, the input ratios are of 
the same magnitude, and consequently this distortion does not appear to be affecting the 
training to any significant degree. However, if the technique is to be applied outside the 
domain of author attribution based on closed class words, then the selection of 
discriminators may not always be guaranteed to give values less than a magnitude of 1 
and may have a greater variance compared with the other discriminators used.
Stylometry and LSP Texts
One domain where stylometiy could be applied is in the analysis of LSP texts. If the 
stylometric methods are to be used, then technical terms might be used in the 
discriminators in such a way that input ratios may be greater than a magnitude of 1, and 
the variation in the discriminators may be significant. Consequently, if a connectionist 
model is going to be used as part of the analysis, then the input values will need to be 
normalised in the range 0 to 1. An example of analysing LSP texts using terms as 
discriminators would be to establish technicality of a text or subdomain classification by 
using discriminators of the general form specialised term/less technical term, with the 
expectation that more technical texts will have a higher ratio in subdomains relevant to 
the discriminators.
We will examine methods of implementing some of these stylometric techniques within 
an overall text analysis framework in the following Sections. The use of this framework
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and techniques as the basis of organising texts in a corpus will be described in Chapter 6, 
Before this, we need to define the mechanisms and processes that may be used for 
analysing texts on a computer.
3.3 Text Analysis Processes
In the following section we will provide an analysis of the text analysis process, that is to 
say, we will divide the process into subprocesses and describe the role that these 
processes may have in the examination of different strata in the text ‘pyramid’ defined at 
the start of tlie Chapter. Our contribution here is the degree to which these processes are 
refined and the extensions of the processes to cover a wider range of analyses within the 
same overall framework.
3.3.1 Basic Processes
Before describing the processes that may operate on a text, it is useful to outline how text 
is stored on a typical computer. A text may be represented on a computer by one or more 
files, where a computer text file comprises a single stream of characters, including 
alphanumeric, graphical and layout characters. The layout characters are special codes 
that give instructions such as when a new line or page should be started, or other spacing 
and tabbing. The graphical characters often contain punctuation and other marks. The 
alphanumeric characters are the ‘visible’ components of the text, but may also be used in 
special combinations to represent some form of mark-up. A  common mark-up language 
used for text is Standard Generalised Mark-up Language (SGML).
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In order to analyse a text there are four main processes that need to be considered. First, 
the source or input text needs to be read from the computer file and represented in some 
way inside the analysis program. Usually, the input text is represented as a sequential list 
o f words. To achieve this, the text needs to segmented at two, potentially arbitrary, 
levels: the word level and the phrase level. A word is often defined as an ordered list of 
letters that does not contain any layout or graphical characters (with some flexibility over 
the interpretation of the hyphenation mark). This level of segmentation is usually tenned 
as tokenisation, that is, the process of transforming a sequence of letters into a sequence 
of tokens, where a token often corresponds to a word. A phrase is most frequently 
defined as a sentence, but may be a line or paragraph, and is usually identified by a 
terminating sequence of graphical and layout characters. The definitions of both these 
levels have potential problems when attempting to correlate them with human 
comprehension and intuition. For example, a sentence boundary appears only to be 
decidable with some comprehension of the text comprising the sentence: it is not simply 
where a full-stop occurs.
The second main process in text analysis is to scan the input list of tokens for particular 
patterns, or possibly any pattern. This pattern matching is where the text analysis 
process decides what is o f interest in the input for further analysis, and acts as a filtering 
or focusing element in order to reduce the input text into more constrained components. 
Usually, the pattern matching is at the level of individual tokens in terms of their 
component letters, but may include matching of mark-up elements as well. When a 
successful match is made it is usually recorded in some way, possibly with information 
about its location in the text and so on.
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Once the pattern matching process has operated on a number of input phrases, the third 
process, that of consolidation, is invoked. Once a number of matched patterns have been 
recorded, it may be useful to examine them as a collection, not as individual matches. 
This ultimately leads to the fourth process, reporting the analysis. This final process 
presents the resulting analysed information, usually for a human reader and usually as a 
structured text, for example in a tabular form. While it is possible to view the 
consolidation and reporting as a single process, we define the distinction between them 
in terms of the operations they may perform on the recorded matches. The consolidation 
process may modify the information about the recorded matches, so that the 
modifications are recorded in place of or in addition to the details recorded by the pattern 
matching. The reporting process, in contrast, may transform the recorded information 
for presentation purposes but without modifying the recorded information. The 
distinction between the pattern matching and consolidation processes may also appear to 
be arbitrai^, in that some form of consolidation may be possible as part of the matching 
and recording process. However, these distinctions can only be made in an 
implementation of the text analysis processes. For many text analysis implementations 
the consolidation process may not perform any operations, but for certain circumstances 
the consolidation process provides the most efficient implementation o f the analysis.
3.3.2 Extended Processing Services
The processing model described above defines the framework that most existing text 
analysis implementations appear to use. In order that the text analysis processing model 
can be extended to provide more sophisticated forms of analysis, the notion of extended
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processes or services has been developed. The idea is that services which perform some 
specific function can be incorporated into the text analysis process by using hooks in the 
main analysis, or kernel, processes. In each of the four main processes described above, 
some part or even all of the processing can be passed to a service. The main processes 
and their hooks are shown in Figure 3-2.
Kernel Extended
Texts
i
Tokenlse
read text block
segment words
M atch Patterns 1
scan words
record matches
block terminator
mark-up tags 
w o r d  r e p r e s e n lB l in n
read parallel block g
match words
record context 
parallel context
— parallel match
Consolidate
cleanup and 
organise matches
c o n s o l i d a t e
sort matches
wnte report
— —( p-ocess marked items
Report Results
sort and generate 
report
Figure 3-2; The four kernel processes of text analysis are shown 
on the left, with extensions to these processes shown to the right.
Several services should be able to be used concurrently with their additional functionality 
working cooperatively, and the nature of the interaction between services being
43
dependent on the service they are providing. In some instances there may be more than 
one provider of the service, in which case all of them may be used in turn, except in 
certain instances when only the first successfully completed service is used.
The services that can be provided for the ‘tokenise’ process include the provision of 
additional segmentation rules. By default, a system might read a phrase of text from a 
source file, where a phrase might be interpreted by a set of conditions as a sentence, line 
or paragraph. The ‘blocking’ service may define its own procedures for determining 
whether a ‘sentence’ or ‘paragraph’ has been terminated. Similarly, declarations of valid 
mark-up tags can be provided to allow them to be correctly identified. Another 
segmentation service, ‘word representation’, allows some transformation between the 
input letters of a word and the token used to represent it. An example of this would be 
converting a word into its stem form, or some other morphological transformation. The 
final service for the ‘tokenise’ process allows a block of data to be read from additional 
input sources, which is then passed through the ‘match patterns’ process for use in the 
‘parallel match’ or ‘parallel context’ services. The other two services that may be 
provided in the ‘match patterns’ process allow alternative matching procedures to be 
used and different ways of recording contexts of matches.
The ‘consolidate’ process can be completely supplanted by a service. The ‘report’ 
process can be augmented by several services, including: the provision of a sorted 
sequence of matches for results to be output; writing the report and processing any of the 
matches that are considered as important or ‘marked’; and the conditions under which a 
match is marked. The only services that can be provided outside the scope of the four
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main subprocesses are the preprocessing and postprocessing services, which can perform 
any function, and the configuration service for making any service-specific settings.
3.4 A Typology of Text Analysis
With the description of the text analysis processes given above, it is possible to define a 
typology of text analysis in terms of the processes that are applied and the way in which 
they are used. In the following section, we will describe the analysis processes for 
pragmatic, grammatical, semantic and multilingual analysis.
3.4.1 Pragmatic Analysis
Typically, text analysis deals with the occurrence of word patterns in text: the words; 
their frequency; their location in the text; and their contextual environment.
Results
Command : : index 
Uocabulari^i : 550
Total words: 1553
Date :: Tuesday, 2 August 1994 CPU used : : I
: : 1 : :
149 the
55 and
40 to
29 fuel
27 in
25 is
24 a
22 engine
20 air
17 of
17 eec
1 16 
1_16 
1_26 
1_56 
1_17 
1_56 
1 28
1_79 
1 28
1 35
17
19
30
61
20  
66 
34 
59 
79 
34 
36
20  1_21 
21 1_29 
1 39 
1_74 
1_21 
1 74 
1_75 
1_62 
1_83 
1 68 
1 52
37
72
21
72
65
61
82
53
37
1J1J1_l1J1J
1 J
1_l
1 J1_l
i j  1 t —
Figure 3-3: Typical index output of a text analysis tool
(KonText) with the left column giving the frequency, the central 
column the matched word and the right column a list of location 
references.
45
The principal output of such analysis is reported as a wordlist, an index or a key word in 
context (KWIC) list. A wordlist usually comprises a sorted list of matched words with 
their frequency in the text, while an index gives this along with a location reference. 
This type of report might be used by a terminologist to identify possible terms, with the 
additional location references provided by an index making it possible to examine an 
individual match in the original corpus text (Figure 3-3). A KWIC list provides a sorted 
list of matched words with a header for each match giving the number of occurrences, 
followed by the context written around each occurrence of the match, the width of which 
may be varied. Its use is best illustrated through the example in Figure 3-4, where the 
section in the results for the match ‘engine’ is visible. From the contextual environment 
in this example it is relatively straightforward to identify some compound terms that 
contain the word ‘engine’, such as ‘electronic engine control’ and ‘engine management’.
= - = - - engine 22 ■ ■
fuel with the new eec engine .
4 outputs to control the engine . the inputs : the 
to be drawn into the engine . 
filling , delivery to the engine and to vapour control .
europe . the engine no engine can burn unleaded fuel perfectly 
> ford ' s electronic engine control module ( eec Iv 
eec iv ) provides improved engine control via 15 inputs and 
ed system designed to optimise engine efficiency and performance by at 
2 . B litre ohc engine in sierra and scorpio / 
when the engine is running the eev iv 
, intake air flow , engine load and speed , ambient 
the role of electronic engine management in reducing emission* 
< > present ford engine management technology can meet I 
to feed the injectors . engine management system - esc ii 
applicable to all variants . engine management system - eev iv
±L______________ _ .___  . - u  . : '  .......■ - ........ ......... ■_taJ
1 OKi i  1 to file Find Reference 1
Figure 3-4: Typical Key Word In Context output from a text 
analysis system (KonText). The first line in the group of results 
shown is the key word (or match) and its frequency; the 
following lines are the occurrences of the keyword with a 
predefined number of contextual words either side. These 
occurrences are sorted by default on the alphabetic order of the 
word to the right of the key word. A location reference is also 
given (but not visible here).
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Search Constraints
The analysis of text often requires certain pragmatic constraints to be imposed on the text 
that is to be processed. Often this is implemented using a combination of special letters 
and logical operators. The use of logical operators has been found to cause some 
confusion for certain users so a simpler method of defining them is preferred. This can 
be achieved by separating the conditions of those patterns which should be included in a 
match and those which should be excluded. The inclusion of word patterns to be 
matched in the text might incorporate word patterns from pre-stored or transient lists of 
patterns, particularly those containing specific linguistic cues. The antonymous 
constraint is the exclusion of specific word patterns whilst processing a text, such as lists 
of patterns containing high frequency or closed-class words. An additional degree of 
sophistication can be afforded by allowing both the specification of inclusion and 
exclusion patterns to operate together, with the most logical interpretation of this 
implying that the inclusion patterns specify generic search patterns for which the 
exclusion patterns exclude more specific cases.
In order to provide more generality in search patterns, it is essential to allow heuristics 
about the orthographic or morphological characteristics of the language of the text under 
analysis to be described. To examine the morphological characteristics of a word usually 
requires an awareness of the inflectional paradigms used, for example, to mark number 
or to indicate tense. Similarly, orthographic data is important for the analysis of irregular 
verb forms or variants due to hyphenation and so on. Most text analysis implementations 
allow the use of wildcards, like (asterisk) and (percent) to mean any number o f  
letters and any one letter, respectively. It is also sometimes possible to specify optional
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letters, for example within square brackets (‘[’ and Any number of asterisks, 
percents and optional characters should be allowed within a word (Table 1). We would 
like to propose an extension to this basic form of pattern, specifically, that it works with 
compound words: wherever a single word may be specified as a constraint, so may a 
compound. In the context of a text analysis implementation, a compound will be any 
number of consecutive input tokens, preferably with some consideration about ignoring 
hyphens.
Exemplar Patterns Matches onto
drive*
dr%ve
th%%
wh%%*
*ed
on[c]e 
[th][b]ank[s] 
catalytic converter 
cat* con* 
cat*-con* 
catalytic %*
%*.
drive, driver, driven, drivers and drives 
drive and drove
that, then thus, this or any 4 letter word with an initial 
V/z'
when, where, what, whose (but not who) 
any word ending in "ed" 
any word with two V’s, like start, butter 
one or once
thank, thanks, bank, banks and potentially thbansk 
catalytic converter or catalytic-converter 
any two words together that start cat and con 
has exactly the same effect as cat''  ^con^' by default 
finds two word compounds of catalytic 
finds last word of each sentence
Table 1: Example constraint patterns with wildcards and
possible matches.
Comparative word frequency analysis
A technique to identify potentially interesting words in a text, possibly single-word 
terms, has been described by Ahmad et al. (1992). This technique compares the relative 
frequency of a word in a text being analysed with the relative frequency of the same 
word in a general language (GL) corpus. This technique could use the ‘write report’ 
service to perform any necessary calculations before reporting the analysis results. The
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additional comparative analysis would give the relative frequency of each matched 
pattern in the texts, the ratio of this relative frequency of the word to that in the GL 
corpus (the ratio would be given as ‘infinity’ if  the word does not occur in the GL 
corpus), and if a threshold has been set for marking, the comparative ratio would have to 
be above this to be marked. In order to create the database of GL word frequencies, the 
‘write results’ service could be used to create and update a database with the results of 
the words and their frequencies found in the general language texts. The use of the 
services in this way makes it straightforward to perform certain contrastive analyses and, 
since the comparative frequency lists can be readily produced, it is simple to contrast 
different subcorpora, not only general language corpora.
This basic technique can be integrated within a more complex method that uses the 
comparative analysis to derive search patterns for re-analysing the source texts. This 
method would use the ‘preprocess’ service to perform a comparative analysis of the 
words in the source text to a GL frequency list. Any words that have a comparative ratio 
above a predefined threshold are incorporated into a compound word search pattern. 
There may be preferences whether the word should be placed at the front or end of the 
compound word pattern, perhaps dependent on language, so that for English the word 
might be placed at the end of the compound pattern. The compound pattern would 
usually comprise wildcards for a specific number of cooccurring words. After the 
preprocessing is complete, a set o f search patterns will have been derived that are then 
used for the main matching, recording and reporting processes on the same text.
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3.4.2 Grammatical Analysis
The ability to label and manipulate lists of patterns as simple units provides a means to 
extend the representational power of the pattern match constraints for text analysis. We 
will call a labelled collection of word patterns a pattern list. It is possible to envisage the 
direct use of pattern lists to define further search patterns. In the following, pattern lists 
are specified in the fonn ‘ {name} ’ where name is the label of the pattern list. A pattern 
list can be viewed as another form of wildcard, and should be usable as such, so that it 
can be combined in any of the other forms used by search patterns, including 
compounds, collocations and even embedded within a word. For example, if a pattern 
list named ‘articles’ had been created containing the words ‘the’, ‘a’ and ‘an’, the 
following word pattern would be able to match ‘a car’, ‘the car’ and so on:
{articles} car
Pattern lists may contain references to other patterns lists, allowing complex word 
patterns to be managed and maintained in a straightforward manner. An example of this 
is the following, which could be stored as a pattern list named ‘high frequency’:
{articles}
{connectives}
{prepositions}
If any of these pattern lists are modified, the ‘high frequency’ pattern list would 
automatically reflect these modifications. Further examples of using pattern lists are 
given in Table 1, where simply modifying the ‘current terms’ pattern list would allow a 
terminologist to create and manage a set of search patterns that is, in effect, constantly 
changing.
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Grammatical pattern Effect
{lexicaL cues} {current_terms} 
{current_terms}s
ein{verb_stem s}en
constant combination of two possibly variable lists 
simple search for plurals in English with the pattern 
list embedded at the front of the word pattern 
‘verb stems’ could contain ‘fuhr, ‘fahr’, ‘bring’ to find 
the infinitive fonn of these German verbs.
Table 2; Use of pattern lists within word patterns.
Pattern lists could be used within a word to provide a means of decomposing single 
words; as the example in Table 2 illustrates, this can be very useful for languages such as 
German. There should be no restriction on how pattern lists are used or combined with 
wildcards and optional characters, or to the depth that they may be nested. This has the 
potential problem that it may then be possible for a ‘meaningless’ pattern to be defined, 
such as a pattern list that contains compounds being embedded within a single word.
The use of arbitrarily nested pattern lists is a powerful method for describing complex 
search patterns. This is unsurprising when the use of pattern lists in this way is 
recognised as an implementation of phrase structure grammar (e.g. Crystal, 1985). This 
can be exemplified by a set of pattern lists to describe simple sentence structures. The 
pattern lists in Table 3 can be seen to be an implementation of the simple grammar for 
English sentences in Figure 3-5, taken from an example in Gazdar (1989:180).
8  > NP VP /* sim ple sen tence *1
VP > IV /* intransitive verb */
VP > IV PP /* intransitive verb plus PP com plem ent */
VP > TV NP /* transitive verb */
VP -> TV NP PP /* transitive verb plus PP com plem ent */
VP -> TV NP VP /* transitive verb plus VP com plem ent */
NP > Det N I *  sim ple noun phrase */
NP > Det N PP /* noun phrase with PP com plem ent */
PP > P NP /* sim ple prepositional phrase */
Figure 3-5: Simple phrase structure grammar (Gazdar,
1989:180).
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Since phrase structure grammars can be considered to be finite transition automata 
(Winograd, 1983; Holmes-Higgin, 1984) then it is also straightforward to map such 
automata onto an implementation using pattern lists which correspond to nodes in the 
automata.
sentence vp np PP
{np> {vp} {ivHPP}
{iv}
{tv} {np} {pp} 
{tv} {np} {vp} 
{tv} {np}
{det} {n} {pp} 
{det} {n} {p} {np}
Table 3: Implementation of phrase structure grammar as pattern 
lists. Pattern lists whose contents are not given are assumed to 
contain patterns that describe words of that class.
In terms of a text analysis implementation, pattern lists might be lists of letter patterns in 
a text file. This basic interpretation can be useful, but also limited, particularly when 
other resources such as on-line dictionaries and temi banks may be useful for analysis. If 
there is a mechanism whereby a collection of words or word patterns can be labelled 
then this collection can be viewed as a pattern list. Such a mechanism might store word 
patterns in a database or a text file; more abstractly, given a word and a label, some 
process could decide whether the word is in the specified collection. Different processes 
might need alternative notations for their specification in a word pattern.
Text analysis should also malce use of the additional information provided in texts that 
have been marked-up, such as with SGML. With these texts it is possible to consider the 
use o f markers within constraints: text that occurs between markers can be included or 
excluded in the same way as words, also possibly using wildcards in the markers. This 
would enable the text analysis to take some account of document structure. For example,
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by generating a wordlist for a text only from words in the headings it may be possible to 
gain some overview of the contents of the entire text.
A further method of searching for patterns o f words in a text is that of collocation. The 
basic search patterns allow compound words to be used, so adjacent collocations can be 
found this way. However, if  any other words occur between the words of interest the 
pattern will not be matched. Collocation patterns allow any or a restricted number of 
words to occur between the word patterns, and may consist of any number of words 
including compounds and wildcards. An input phrase of words is matched with a 
collocation pattern if all the words in the pattern occur in the given order in the phrase. 
By way of example, a pattern containing the words ‘i f  and ‘then’ would match all 
sentences that contain these two words regardless of the number o f words between them. 
Another useful example for terminology work combines searching for a known term 
collocated with a colon punctuation mark: any occurrences found of this are likely to 
have a definition following the colon. Collocations may also use pattern lists. We use 
the notation of the ‘cap’ character (‘^ ’) to indicate where additional unspecified words 
may occur in a collocation pattern. For example, the following would find collocations 
of a current list of terms with ‘i f ,  ‘is’ and ‘are’:
{current__terms}^is
IP{current_terms}
{current_terms}'^~3'^are
The last example above uses a notation that specifies a limit to the number of words 
between collocates, by using the ‘tilde’ (‘~’) character followed by a number. This 
notation specifies the maximum number of words that may occur between two 
collocates.
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A novel use of collocation patterns is to collect and report on the words that occur 
between the collocates in the pattern rather than on the collocation pattern as a whole. 
One use of this technique is to collect potential multiword terms by specifying a 
collocation pattern with closed-class or common words as the collocates. Any words 
between these common word ‘boundaries’ are recorded as a match and, depending on the 
frequency with which the match occurs, may be considered a potential multiword term.
Morpholosical compression
One method of performing some morphological normalisation of word matches has been 
suggested above, using the word representation service. This requires some additional 
process to transform an input word into a normalised token, such as a word stem. The 
benefit of this normalisation is that words that may have the same derivative stem can be 
merged together, increasing the reported occurrence of the stem. Typically, performing 
the normalisation within the tokenisation process requires some fonn of dictionary of 
recognised word forms. Another approach to normalisation makes use of the 
consolidation service, with a set of rules that describe morphological patterns and 
operations that may be performed on words to convert them to other forms. A notation 
for the rules to describe the morphological patterns and operations (or transformations) is 
shown in the examples given in Table 4. Additional notation is required to describe 
words that contain accents and the addition or removal of accented components. The 
rules as they are generally defined can transform words found in a text to non-existent 
words.
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Rule Description
*les -> -ies & +y.
*S “S .
d o es  -> do.
«be -> be.
*11* > -I-.
Any word ending ‘ies’, strip off ‘ies’ and add ‘y’ on the end 
Any word ending with ‘s’, strip off ‘s’
Any occurrence of ‘does’ replaced by ‘do’
Any word that occurs in a predefined list ‘be’ is replaced by ‘be’ 
Any word with double ‘1’ has one ‘1’ removed
Table 4: Rule format for morphological manipulation of words.
For example, if  the word ‘dies’ has the first rule from Table 4 applied to it, the non­
existent word ‘dy’ is derived. To stop the rules from over-generalising in this way it is 
necessary to have some means of validating any transformed patterns. Like the 
tokenisation approach, a dictionary could be used to achieve this with the proviso that the 
analysis can then only be as good as the quality of the reference dictionaiy allows; a 
general language dictionary will not contain many specialist terms. Instead, we propose 
that the recorded matches from an analysis can be viewed as a dictionaiy. Here, the
transformed patterns from the application of the rules are compared to other matched
\
words in the text. Thus, if the word ‘cries’ is found, the first rule in Table 4 will 
transform this to ‘cry’. Only if the word ‘cry’ wa^also found in the text being analysed 
will the occurrences o f ‘cries’ be merged with ‘cry’. This has some limitations, but these 
are not so great when a reasonable quantity of text is being analysed or when the 
constraints are not too specific. For terminology there are some distinct advantages with 
this approach, since a term that comprises GL words might only occur in a plural form. 
With this approach it will not be transformed to a singular fonn, which is no longer the 
correct tenn.
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3.4.3 Semantic Analysis
The ‘report results’ service can be used to perform some form of collocation analysis. 
An example of this would be to retain the number of words between collocates in a 
collocation pattern and then report on the frequency of the same collocates at different 
‘distances’ apart. For example, if  the collocation pattern car^% * was specified, all the 
single-word collocations which follow the word ‘car’ will be recorded along with the 
number of words that occurred between ‘car’ and the collocate. This could be reported 
with the frequency of the collocations at the different distances at which they occur, 
possibly with a condition on the combined frequencies of the collocation being above 
some specified threshold. From these results it would be possible to examine the 
significant collocational behaviour of the collocates. This analysis technique could be 
combined with the preprocessing service in a similar manner to the comparative 
frequency analysis, with the preprocessing defining the potentially interesting collocation 
patterns.
Checkin2 aeaittst existing lexical data
Two simple techniques can be used to take any marked words in the reporting process 
and look them up in some lexical database. One method simply reports whether or not 
the marked words are already in the specified lexicon; the other creates a default entry in 
the lexicon for any words that are not already known. These tecliniques would use the 
‘mark words’ service and consequently can be used in conjunction with many other 
analysis techniques, such as comparative frequency analysis, to provide semi-automatic 
lexicon generation or term extraction.
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Thesauric compression
Using the same processing model as morphological analysis with the consolidation 
service, it is possible to define a means of providing thesauric compression, that is, 
transforming synonymous words to a single form. This can be realised by providing a 
consolidation service that looks up each matched pattern in some thesaurus. If the 
pattern occurs in the thesaurus as a subentry for a head word, then the occurrence details 
of the subentiy are merged with those of the head word. In this way, any synonyms that 
occur in the source text will be reported under the head word. The thesaurus might be a 
term bank, which could be used as a term thesaurus, provided it contained synonym and 
variant information. This technique does not require a thesaurus to specify a head word 
or the like, but can make use of any hierarchical ordering or other organisation to reduce 
the observed phenomena to some more normalised form.
3.4,4 M ultilingual Analysis 
Text shadowitm
An example of using the parallel context services is to provide shadow analysis. This 
operates by concurrently scanning a parallel or shadow text, and reporting a parallel 
context whenever a pattern is matched in the source text. Quite simply, as one phrase of 
text is taken as input from the source text, a phrase from the shadow text is also taken. 
Depending on the current definition of a phrase this may be a sentence, line or paragraph. 
If a match is found in the source input and a context from the source text is reported, 
then the shadow phrase is reported directly below it. This technique is best used to
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quickly retrieve parallel phrases of text given particular terms as the search criteria. It is 
also possible to pass the source and the parallel phrases for further processing if more 
complex analysis is required.
Parallel text allsnment
One widely used algorithm for aligning parallel texts is defined by Gale and Church 
(1993). Alignment is an attempt to mark equivalent sentences in the source and parallel 
texts, taking account of situations such as when one sentence in the source is translated 
to two sentences in the parallel text. The Gale and Church alignment algorithm uses the 
number of letters in the source and parallel texts as the basis for its analysis. This 
algorithm can be represented using a combination of kernel processes and services. 
However, in this case there is already an implementation of the algorithm available. It is 
under these circumstances that the service which completely by-passes the kernel 
processes shown in Figure 3-2 can be used. This service simply passes the input text to 
the service and then displays any output it may generate, thereby allowing completely 
separate text processing systems to use the same text selection and presentation 
framework, and consequently providing a consistent interface in an implementation.
3.5 Text Analysis through Logic Programming
KonText (Ahmad et a l, 1990; Holmes-Higgin, 1995) is an implementation of a text 
analysis system developed by the author. It enables the selection of one or more texts 
from a corpus for analysis by performing KWIC lists, collocations, wordlists and indexes 
within defined constraints. The text analysis processes and services that have been
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described in the previous section have been implemented in KonText within the Logic 
Programming paradigm (Kowalski, 1979; Lloyd, 1984) using the Prolog programming 
language (Sterling & Shapiro, 1986). The development of KonText raised the usual 
issues of rapid-prototyping and development against performance in terms of speed and 
memory requirements. For the purposes of research, the speed of development alone 
may be allowed to select the implementation vehicle of an application. However, in the 
wider perspective of software engineering and our aim of providing a tool for 
experimenting with substantial collections of text, the processing speed and memory 
requirements become relevant. Prolog was used for the prototyping and development of 
KonText because of the many benefits traditionally attributed to the language, including 
processing symbolic data and representing information as a set o f axiomatic facts. 
Prolog has also been recognised for its ability to implement systems where the logic of 
the application is represented at an apparently abstract level, but is still computationally 
executable and efficient. It is this abstraction that provides a modular framework that 
enables easier maintenance and extendibility of an application. Furthermore, the primary 
representation for the input of texts is tokenised phrases: lists of tokens, which are 
themselves lists of letters. Prolog includes primitives for representing and operating on 
lists, so can directly support this representation of the data.
The features of Prolog, as a programming language, that distinguish it from imperative 
languages, such as "C\ include: unification as opposed to assignment and comparison; 
typeless rather than typed; symbolic rather than numeric; arbitrary data structures as 
opposed to defined data structures; automatic memory management rather than explicit
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dynamic management; and built-in database in contrast with no data management 
facilities.
The analysis services are implemented in KonText as add-on modules, and are defined in 
such a way that the extra processing facilities they provide can operate individually, 
collectively or cooperatively. The programmatic interface to the system comprises 
functions to perform some processing and registration procedures that declare the 
availability of these functions. The add-on modules are only loaded into the KonText 
system when they are required, to reduce the memory requirements of the system, and as 
such may be considered equivalent to dynamically-linked or shared libraries. However, 
any attempt to implement the general, polymorphic and resatisfiable nature of functions 
in an Application Programmatic Interface (API) in Prolog as an API in an imperative 
language, like ‘C’, would be difficult both in terms of its design and its maintenance.
To illustrate the techniques that have been used, we will focus on the essential function 
of the system, that is, text pattern matching. Text is taken as input and transformed to a 
Prolog list of terms. Each term represents a token and has a principle functor that acts a 
type tag, such as ‘word’, ‘number’ and ‘punctuation’, and each token is represented as a 
list of letters.
A common usage of the text analysis system is to search for particular words or patterns 
of words, making use of the wildcard characters. When a user specifies particular word 
patterns these are converted into internally represented search patterns to speed up 
matching with text being scanned. If a search word is used without a wildcard it is
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simply converted to a list of letters, enabling it to be matched directly with tokens from 
the current sentence. If the wildcard (meaning ‘any single character’) is used in a 
search word it is converted to an un/cnown, or new, variable in the list of letters. In a 
similar way, if  the wildcard (meaning any number of characters) is used on the end of 
a search word, it is converted to an unknown tail of the letter list. The following are 
examples of these simple conversions:
wh%% -> [ w, h, ]
driv* > [ ri, r, i, V IJ
These simple search patterns will match the appropriate words in the tokenised sentence 
through a single Prolog unification operation. The search patterns can also be more 
complex, allowing the to be used anywhere in a word pattern and also the use of 
compound words, in which case the simple unification method alone cannot be used to 
match the tokenised input. In these instances the search pattern is marked as comprising 
either a compound or a complex wildcard. For simple compound patterns the number of 
unification operations is just the number of words in the compound. However, if  a 
complex wildcard pattern is used in any pattern, the word in which it occurs has to be 
matched a letter at a time, resulting in a worst case of requiring a unification operation 
for every letter in the word, for example in patterns such as ‘*s’.
When a pattern match has been successful, the system asserts facts about the match. 
Depending on the text analysis function being performed, these facts may be simply that 
the word has occurred with the count of occurrences, or may include references to where 
the matched pattern was found in the text being analysed as well as contextual 
information. For a variety of reasons, including space efficiency, each matched pattern is
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allocated a unique integer reference which is used in all the facts asserted about that 
particular pattern. By maintaining a counter as the reference generator, initialised to one 
and incremented by one for each new pattern matched, the integer reference counter 
records the number of different matched patterns found, or the vocabulaiy of the 
matches. In the case when no search pattern is specified and it is assumed that all single 
words in the text are to be matched, the vocabulary of the matches will be the vocabulary 
of the text being processed. Examples of the facts generated by processing a text in 
KonText are the following:
word_ref([t, h, e ] ,  1). 
word_ref([ c, a, r], 2). 
word_ref([ m, o, s , t ], 3).
word_count(1, 243). 
word_count(2, 54). 
word_count(3, 2).
total_count(3181, 5221).
The last fact in this example is asserted as the result of processing a text and records the 
size of the vocabulary of the matched patterns and the total number of words processed 
in the text, respectively. The combination of these facts asserted for a text can then be 
used as a basis for reporting the results to the user. A more complete description of the 
implementation of KonText may be found in Holmes-Higgin (1995).
Stvlometric Variables
Many of the stylometric variables described in Section 3.2 can be given for texts by using 
a service of the report writing process, which just adds additional header information for 
the text processed. To illustrate this, we define the Prolog program for a service to report 
the richness of the vocabulary using Honoré’s and Sichel’s formulae in Figure 3-6.
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I*  Vocabulary richness service.
Honoré function: R s  100logN/(1-V1/V)
Sichel function: R ~ V2/V
*/
%% Register service name 
service(richness).
%% Define header service  
service_header( richness, _):-
total_ count{V, N), %% previously asserted  fact
count_vs(1, V1), %% number of hapax legom ena
honore(V, V1, N, HR),
w r ite ('= = = = =  Honoré vocabulary richness function :: *), 
write(HR), nl,
count_vs(2, V2), %% number of hapax dislegom ena
SR is V2A/,
w ritefsisssssss Sichel vocabulary richness function :: ‘), 
write(SR), nl.
%% Count the number o f m atches with a count of C 
count_vs(C, V1).*“
findall(V, word_count(V, C), V1s), 
length(V1s, V1).
%% Calculate richness, coping with ca se  when all words occur 
%% only on ce - i.e. V == V1 
honore(V, V, infinity), 
honorejv, V1, N, HR):»
V\== VI,
R is  10Q*log(N)/(1 » V 1 / V ) . ______________
Figure 3-6: Prolog code for stylometric service.
In this chapter we have described different analyses which may be used to examine text 
for a variety of different purposes. We have proposed a processing framework with 
which to describe the analysis techniques, with provisions for extending the processing 
model to encompass a wider range of analysis tasks. In this way we have illustrated how 
knowledge about a text, its style, authorship and so on, and knowledge encoded in the 
text, both syntactic and semantic, can be identified and extracted. In the following 
chapters we discuss and illustrate the techniques that may be used to represent this 
extracted Imowledge within a computer.
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4. Knowledge representation formalisms
4.1 Introduction
The representation of the semantic and the pragmatic contents of a text is essentially the 
representation of the knowledge encoded in the text. De Baugiande and Dressier (1981) 
were amongst the first to use knowledge representation formalisms, specifically frames 
as inspired by Minslcy (1975), to represent the laiowledge of a paragraph of scientific 
text. The same passage has been represented using a predicate logic based representation 
framework by Simmons (1984). Hahn and colleagues have developed TOPIC, a frame- 
based system that performs semantic analysis (1990). Rothkegel is the latest in the line 
of workers that have attempted to represent the contents of a text, specifically the 
thematic content, using a frame-based representation (1993). Frames, predicate logic 
and semantic networks were developed by AI researchers inspired by the symbol 
manipulation skills of humans. These ‘classical’ systems, and indeed, the more recent 
systems inspired by KL-ONE (Brachman, 1977) termed teiininological knowledge 
representation systems (Nebel, 1991), are all regarded as belonging to the family of 
formalisms that are labelled symbolic representation formalisms.
While these fonnalisms have many appealing features they are not without their 
limitations and wealcnesses. Because of this and through recent inspirations from 
neuiobiology, a number of alternative network based formalisms have become prevalent: 
the so-called artificial neural, or connectionist, networks. This family of formalisms is 
said to operate at the micro level as compared to the symbolic formalisms, and so has 
also been termed a subsymbolic representation formalism (e.g. McClelland, 1986).
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Subsymbolic representations are reported to provide mechanisms for learning, 
spontaneous generalisation, graceful degradation on erroneous input, and automatic 
classification. While there is a reasonable body of work that uses subsymbolic 
formalisms for natural language processing, there appears to be limited work on textual 
representation with the notable exception of Miikulainen’s DISCERN system (1990). 
However, these subsymbolic formalisms, in turn, have their own limitations and 
weaknesses, from which the symbolic formalisms do not suffer.
As a consequence, a marrying of the formalisms, a hybrid representation formalism can 
be proposed that endeavouis to malce use of the benefits o f both representation 
formalisms where most appropriate. This hybrid representation formalism is described 
in the next Chapter, but requires an introduction to both the theoretical position and 
implementation issues relating to each formalism on its own: that is the purpose of this 
Chapter.
4,2 Symbolic Representation
The consideration of whether intelligence requires the use of symbols is still an active 
area of discussion. Recent controversial claims have been made that the interpretation of 
intelligence must depend upon symbols (Vera & Simon, 1993). Closely allied to the 
discussion of symbols in human reasoning is the debate over whether rules are explicitly 
used in reasoning. Here again, there are recent proposals that explicit rules are used in 
human reasoning (Smith et al., 1992).
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Much of the work reported in the AI literature on symbolic systems can be traced to the 
formative work of Semantic Networks (Quillian, 1968) and Frames (Minsky, 1975). Of 
particular interest over the last few years are the Conceptual languages, or 
‘Terminological Knowledge Representation Systems (TKRS)’ (Buchheit et al., 
1993:109), based largely on work begun with the KL-ONE system (Brachman, 1977). 
What typifies these systems is that they comprise two components: one describing the 
general schema to be represented, in terms of their general properties and mutual 
relationships; the second describing assertions about instances or ‘individuations’ 
(Brachman & Schmolze, 1985:190). The use o f an epistemological level distinguishes 
these systems from the Semantic Network and Frame systems, which use a single level of 
representation for describing both the generic and specific. More recently, the 
epistemological level has been termed the TBox while the assertional level has been 
termed the ABox. A  TKRS comprises an object-centred language based around a 
structured conceptual object, the concept. New concepts can be derived from other 
concepts, which may be ordered in a hierarchical taxonomy. A classifier is a mechanism 
in a TKRS that places new concept descriptions in the correct place in a hierarchy, based 
on the principle of subsumption', informally, when it is ‘below all descriptions that 
subsume it, and if it is above all descriptions that it subsumes’ (Brachman & Schmolze, 
1985:178).
There has, however, been strong criticism of both the theoretical foundations of 
Terminological Knowledge Representation Systems (Doyle & Patil, 1991) and their 
computational scalability (Heinsohn et al., 1994). On the philosophical approach taken
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by the TKRS community, Doyle and Patil argue that ‘general-purpose representation 
systems should provide:
© fully expressive languages,
0 tolerance of incomplete classification,
© terminological classification over relevant contingent as well as definitional 
information,
© nondeductive as well as deductive forms of recognition which pennit “approximate” 
classification and “classification” of concepts involving defaults, and 
© rational management of inference tools’ (Doyle & Patil, 1991:266).
The implication of this is that the measures used by Levesque and Brachman (1987), 
those of logical soundness, completeness and worst-case time complexity, are not the 
correct evaluation criteria for the value of a laiowledge representation system. Rather, 
that the ability of a system to provide rational and optimal solutions should be the 
measure and that ‘representation systems should be rational agents using the user’s 
laiowledge and purposes to cooperate with the user to accomplish those purposes’ (Doyle 
& Patil, 1991:267).
For many applications of knowledge representation systems, the ability to classify new 
concepts by mechanisms such as subsumption is only useful in the knowledge acquisition 
phase or specification of a domain. Once a particular application has been developed, it 
is unusual to need the ability to define new concepts in the process of solving a particular 
problem except in the context of some overall learning mechanism. Consequently, there 
would seem to be some benefit from a system that can support classification when
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required, but is not dependent on subsumption algorithms for its usual inference 
mechanisms.
In this section we give a short description of a knowledge representation system, 
MARVIN, developed by the author. The purpose of defining and developing this system 
was to investigate a pragmatic approach to knowledge representation and reasoning that 
provides the benefits of an epistemological level, but without the computational 
disadvantages of many tenninological loiowledge representation systems. This is largely 
achieved by using a uniform representation for the epistemological level and the 
assertion level: that is to say, the structured conceptual objects are represented in the 
assertional level so that they may be explicitly reasoned with. This approach falls into 
the second TKRS philosophy identified by Buchheit et al. (1993:111), that of providing 
tractable reasoning, with any additional expressiveness being provided for a specific 
application by inference rules.
MARVIN (Holmes-Higgin, 1990) is a knowledge engineering environment: it has 
facilities for representing knowledge, for reasoning with loiowledge and for 
disseminating its conclusions. It also includes facilities which are suitable for building 
knowledge-based expert systems, including knowledge base browsers and debugging 
aidsh The system supports the structured object and rule-based representation scheme of 
knowledge-based systems within the symbolic paradigm. It provides facilities for
 ^ MARVIN has been used in the development of a variety of expert systems covering 
areas such as mammography (Mosconi, 1989), platform life-time assessment (Ahmad, 
Langdon & Frieze, 1989), loiowledge acquisition (Ahmad et al., 1991) and for 
representing terminology (Alimad et al, 1990).
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representing and processing loiowledge in a symbolic form tlirough mechanisms such as 
inheritance and a variety of inference strategies; uncertainty-based reasoning is supported 
through Variable Precision Logic (Michalski & Winston, 1987) and multiple worlds. 
The system evolved from the author’s work on the WIESSE system (Hornsby, Holmes- 
Higgin & Ahmad, 1987), extending much of the representation framework; the MARVIN 
system is implemented in the Prolog programming language (Sterling & Shapiro, 1986).
4.2.1 Knowledge Representation Elements
There are four main levels of knowledge representation in the MARVIN system: objects, 
concepts, rules and tasks (Figure 4-1). Concepts and objects describe the entities and 
events about which a system is to reason: they describe the 'what’. Rules describe how 
deductions about objects can be made, that is, the conditions under which it is possible to 
deduce further facts: they describe the ‘how’. Tasks describe the overall problem­
solving strategy, the order in which things should be done, and may be associated with 
rules for solving a particular task: they describe the ‘when’. There is a special syntax for 
describing knowledge for the system called the MARVIN Knowledge Representation 
Language (KRL).
In the MARVIN representation formalism there is a sepmation between abstract, or 
generic, descriptions and concrete occurrences: eveiy object is an instance of some 
concept. A concept is used in the system to represent a class, a grouping of entities or 
events with similar features, providing generic information about these features such as 
expected values. An instance represents an occurrence of a particular event or entity, 
with concrete values for some features. For example, tliere may be a concept named
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‘person’ with certain features described; ‘Joe Bloggs’ could be an instance of the concept 
‘person’.
Task
Hierarchy
Rules
Concept
Hierarchy
System
Objects Objects
Figure 4-1; Representational components of MARVIN, where 
everything is expressed through objects: tasks, rules and 
concepts are built-in system objects.
The MARVTN system provides a way of structuring a knowledge base and gives explicit 
control of how a system is executed through tasks. A task can consist of a set of rules 
that perform some reasoning, or it can consist of a set of further tasks (subtasks) that 
together perform the higher level task. In this way, tasks can be organised in a hierarchy 
or, more generally, a graph where only the tasks without subtasks have rules associated 
with them2.
2 There are two types of links between tasks, successor links and part links. The 
successor links describe the order in which tasks are executed and so provide the control. 
There are two types of successor links, and links and or links: or links for disjunctive 
execution; and links for conjunctive execution. Usually or successor links are used, with 
and successors being used more for agenda-based reasoning, such as used in 
‘blackboard’ systems.
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Concept hierarchies can be expressed in several ways within the MARVIN 
representation framework. The most straightforward is by using the kind relation which 
allows concepts to be defined as being ‘kinds’, or subclasses, of other concepts and as a 
result enabling the inheritance of generic properties from the parent class. Many 
physical concepts can be modelled this way. The system also allows the construction of 
heterarchies based on links through relationships. These can be defined arbitrarily and 
describe which concepts are related and what they can inherit through the relationship, if 
anything. In this way, for example, partonomy hierarchies may be described.
4,2.2 Knowledge Representation Language
Each object in the system is an instance of some concept and for every concept there is 
an associated set of properties: this document could be an instance of the concept ‘thesis’ 
that has properties of ‘title’, ‘author’ and so on, with a set of values for these properties. 
The system objects are themselves described through MARVIN KRL expressions, in this 
way the system bootstraps itself from a minimal description. Each object has an internal 
unique identifier and a concept o f which it is an instance. This is described in the KRL 
by the keyword isa. To describe the properties that an object may have, the keyword 
with is used to link it to a list of properties and values, while the keyword o f  is used to 
specify that a property has a certain value. If more than one property is to be linked with 
an object, the properties are separated with the and keyword; to test whether a property 
has one o f several possible values the or keyword may be used. When more than one 
object is used within a MARVIN expression they are separated with the also or else 
conjunctive and disjunctive keywords, respectively.
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A n exam ple o f  an object in the M A R V IN  KRL is:
th esis with title of T ext Knowledge’ and author of ‘Paul H-H’.
Defînim Concepts and their Properties in MARVIN
To define a new class of entity or event, a concept should be specified. Concepts have 
several properties that can be defined, including name, kind, procedure and created. The 
name property defines the name of the concept and uniquely identifies it, whilst the kind 
property defines whether the concept is a subclass of a higher concept, for example, the 
‘person’ could be a kind of ‘animal’ and allows the concept to inherit properties from its 
parent concept. The procedure property is used to define the concept as the interface to 
an external Prolog predicate as opposed to the MARVIN knowledge base. The created 
property defines a demon (described below) that is fired  or executed when a new 
instance of the concept is created.
Properties are defined using the property concept and aie uniquely identified by their 
name and the concept of which they are a part. Additional information may be 
associated with a property, including its data type, range of allowable values, question, 
explanation and justification details, demons, default values and other control 
parameters.
An example definition for the ‘thesis’ object given as an example above would be:
concept with name of thesis.
property with name of title and part of thesis.
property with name of author and part of thesis.
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For human readability and brevity, the MARVIN KRL also provides a more succinct 
syntax for defining concepts, rules and tasks in which the previous definition would 
become:
concept:: thesis, 
properties:: 
title, 
author.
In the full notation, there are separate facts for each component (three for the thesis 
example), whereas the shorthand notation is taken as a single fact and expanded 
automatically to the longhand form.
Demons, Rules and Tasks
Demons are a special form of complex object expression that are associated with 
properties and are executed on certain conditions. There are different types of demon: 
those that retrieve a value {needed and question demons) and behave like the condition 
part of rules; and those that execute some action {created, added, changed and deleted 
demons) that have the syntax and semantics of the consequent part of rules. Both types 
of demon follow a similar syntax that uses the where keyword to pass information to and 
from the demon.
Rules are defined using the rule concept. Every rule is associated with a particular task 
and is uniquely identified by its name and the task of which it is a part. The main 
properties of a rule are its name, the name of the task of which it is a part, and a body.
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An exam ple o f  a rule in the shorthand notation is:
rule:; r1, 
task:: p rocess 1,
if:: X isa th esis  with title o f 'Text Knowledge’,
then:: X isa th esis  with domain of knowiedge_representation.
Tasks are defined using the task concept. Tasks may specify description and explanation 
information, task hierarchies and scheduling, initialisation and termination actions, as 
well as inference strategy parameters.
Variable Precision Losic
The MARVIN system supports Variable Precision Logic (Michalski & Winston, 1987), a 
technique that adds censors to the ‘i f ... then syntax of rules. These censors are used 
to extend the logic of the rules by holding exceptions or preconditions that are usually 
assumed. It is then left to the inference strategy to decide what effort to put into proving 
rule censors depending on the solution requirements. This allows the precision o f the 
rules to be varied.
The censors used are unless and provided. Whilst either of these censors can be 
implemented in terms of the other, it is useful to retain both as they convey additional 
semantic information. Adding these censors to tlie MARVIN KRL results in rules of the 
form:
i f  Conditions i f  Conditions
then Consequences then Consequences
unless Exceptions provided Preconditions.
To implement a simple two-level precision, say ‘high’ and Tow’, the rule interpreter 
simply needs to examine the current precision and only test the provided or unless censor 
if  the precision is ‘high’. To implement a greater variation in rule precision, greater 
changes aie required in the access mechanisms of the rules. It is necessary to pass 
additional information into the access routines to describe the current precision that is 
being used. This information is then used to determine which subelements of the access 
routines should be used.
The current version of MARVIN has two additional precisions to ‘high’ and ‘low’: ‘fact’ 
and ‘no ask’. The ‘fact’ precision only uses facts to prove or disprove the rule censor. 
These precisions have been implemented by passing the precision down through the 
access mechanisms and only allowing the mechanisms that use defaults, demons or 
asking the user to be invoked if the precision is ‘high’. For this, the precision argument 
that is passed to the access mechanism has been converted to a more general term that 
provides the testing of precision through unification. The ideal type of term for this is an 
incomplete structure, for example the list ‘[low ,fact|J’ is used to represent ‘fact’ 
precision or gieater, whilst ‘low’ or greater is represented as ‘[lo w jj’. These terms are 
associated with the appropriate access mechanisms. A complete list is then used to 
describe the current precision that is being used, for example ‘[low,fact]’.
Hvpothetical Reasoning
The MARVIN system provides a mechanism for hypothetical reasoning through a 
facility known as multiple worlds or contexts. Since this facility affects the memoiy 
requirements and performance of MARVIN, there are versions both with and without
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contexts. Contexts are simply a way of partitioning the knowledge base. Information in 
one context is separate from information in another context; it is possible to treat the 
contexts as views on the loiowledge base. Hypothetical reasoning is achieved by 
building hierarchies of contexts, where a context can inherit information from any of its 
parent contexts (in a similar manner to inheritance between concepts). It is also possible 
to have information in one context that is considered false in another context. There is 
always a context named ‘root’ which is the base context.
These contexts, or separate knowledge bases, can be used to implement blackboard 
systems, nonmonotonic reasoning systems and truth-maintenance systems. In order that 
an implementation of contexts might be usable, it must be efficient in space and 
performance. The method used in MARVIN satisfies both these criteria through simple 
Prolog unification.
The basis of using contexts to perform hypothetical reasoning is that whenever a 
situation is encountered where there is more than one possibility, a new context is 
sprouted for each possibility. Then each of these contexts is treated as an alternative 
view of the world (or the problem currently being solved) and the problem solving 
continues in all of these contexts. It may be necessary for further contexts to be sprouted 
as children to these contexts to solve the problem, with the children inheriting any 
information from their parents.
The MARVIN system will assume that a problem is being solved in any context unless 
one is explicitly stated. The latter may be achieved using the in keyword within an
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object expression. The system also provides some built-in concepts for creating and 
manipulating contexts, including sprout_context, poison_context, context_child and 
context descendant.
The MARVIN system implements contexts using dynamic inheritance to minimise 
memory space usage, coupled with simple unification operations that maximise speed. 
The use of incomplete structures to represent contexts provides a single unification 
operation that performs any appropriate inheritance. The means of shadowing deleted 
facts by using complete structures also allows inheritance to be limited again through 
unification.
The use of MARVIN for representing linguistic knowledge has been investigated for 
terminology (Ahmad et al., 1988) and for representing lexica (Holmes-Higgin, 1991). In 
the latter, this included morphological knowledge expressed in MARVIN rules that used 
variable precision logic for general morphology rules with censors for exceptions, 
capturing phenomena such as over-generalisation. A method of representing phrase 
structure grammars as MARVIN rules was also described in this work.
4.3 Subsymbolic Representation
In subsymbolic formalisms, as with many evolving paradigms, there is a dichotomy in 
the approach to representation: in this case, localist and distributed. The latter has 
received popular currency through the Parallel Distributed Processing (PDP) approach 
(Rumelhart & McClelland, 1986) and places great emphasis on the learning of
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distributed representations. However, more work in the area of language comprehension 
systems appears to have been carried out within the localist paradigm.
Connectionist networks generally consist of simple processing elements, often called 
units, that send excitatoiy and inhibitory signals to other units. Excitatory signals tend to 
increase the activation of a unit, whilst inhibitoiy signals tend to decrease activation. 
Localist representations interpret the activation of a unit as relating directly to some 
concept; for example, one particular unit may be used to represent a particular word in a 
language processing system. In contrast, distributed representations interpret a pattern of 
activity distributed across a number of units as relating to a concept.
One of the most frequently referenced distributed representation systems for natural 
language processing is the distributed model of case role fitting by McClelland and 
Kawamoto (1986), This model takes a partial surface parse of a sentence as input and 
produces a case-level representation as its output. Two sets of imits are used: one for 
representing the surface structure and one for the case structure. Semantic microfeatures 
are used to represent the words, which indicate whether the concept represented by a 
word is animate, human, soft, hard and so on. The network is trained by presenting an 
input vector of microfeatures for the words and the corresponding output vector for their 
correct role assignment. The model performs lexical disambiguation when the context is 
sufficient to disambiguate the meaning of the words.
Schnelle has argued that ‘we must gain a better understanding of the required initial 
structures by studying empirically the knowledge structures which are the outcome of the
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learning procedures. Briefly: studies of connectionist learning systems are fruitful at best 
for relatively low-level processes’ (1989:1). Arbib also has concerns for neurally- 
inspired learning devices when he suggests ‘the view that one may simply present a 
trainable net with a few examples of solved problems of a given class, glosses over three 
main issues:
1. Complexity: Is the network complex enough to encode a solution method?
2. Practicality: Can the net achieve such a solution witliin a feasible period of time?
3. Efficacy: How do we guarantee that the generalization achieved by the machine 
matches our conception of useful solution?’ (1989:389)
Seminal examples of natural language processing systems that use localist 
representations include the parsers of Fanty (1985) and Waltz and Pollack (1985), and 
the model of lexical access developed by Cottrell (1985).
4.3.1 Interactive Activation and Competition
The Interactive Activation and Competition (lAC) model is a connectionist network 
model that provides an easy means of storing and retrieving information, particularly in 
the presence of noisy or incomplete information. Furthermore, this model is capable of 
providing automatic generalisations and defaults. Described by Rumelhart and 
McClelland (1986) as part o f the Paiallel Distributed Processing group effort, the lAC 
model may be used for either localist or distributed networks representations, but is 
described here in a localist framework. There has been some criticism of the interactive 
activation model more recently (Massaro, 1989; Massaro & Cohen, 1991), but this has 
been countered by an extension of the model to a ‘Stochastic Interactive Activation’
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model (McClelland, 1991). This extension of lAC adds a normally distributed random 
noise factor to the calculation of unit activation at each simulation iteration.
The basic lAC model groups units (neuron-like representations) into pools, where the 
units within a pool are in competition. Connections are made between imits in different 
pools to represent associative links. For information storage and retrieval, the pools are 
used to represent different features of the information that is to be stored. Typically, 
there is also a pool of units that is used to represent instances of entities or events, often 
referred to as hidden units. Within a pool, every unit is connected to every other unit and 
the connections between units are inhibitory. This is used to represent the notion that, 
for the feature represented by the pool, only a single value is possible. Consequently, 
whenever a unit within a pool is activated it inhibits the activation of every other unit in 
the pool; the stronger the activation the greater the inliibition.
Connections between units in different pools are usually excitatory and are used to 
encapsulate the laiowledge that the network as a whole represents. Often, these 
connections are bidirectional and have one link to an instance unit. The simple example 
given in Figure 4-2 shows how an lAC network might be used to represent knowledge 
about some words in a dictionary.
In this example there are three feature pools: the giaphemic forms of the words, their 
word class, and their pronimciation. There is also a pool of instance imits which 
represents the word senses. The Figure does not show the inhibitory connections 
between units within each pool, but does indicate the excitatory connections between
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units in different pools. This example network encapsulates the knowledge that there are 
two senses of tlie word ‘ash’ which are both nouns, whilst ‘burn’ is only loiown as a 
verb.
Word class
verbGrapheme noun
Instances
burn O-
ash ,0 S3
Pronunciation
Figure 4-2: An lAC network with three feature pools: the
graphemic form, the word class, and the pronunciation. A pool 
of instance units represents word senses. Inhibitory connections 
are not shown between units within each pool, but excitatory 
connections between units are shown as links.
In order to retrieve information about one of these words using this network it is only 
necessary to activate units that represent the pieces of information that are to be used as 
the cues for the retrieval. The network is then allowed to propagate activations through 
its connections until eventually the network settles into a steady state. Then the values 
for the required featur es can be found by determining the units with the greatest level of 
activation within the feature pools. Using the example above, if the information required 
was the word class of the word with a graphemic form of ‘burn’, the unit representing 
‘burn’ would be activated. The propagation of activation would first cause the instance 
unit ‘s i ’ to be activated. This in turn would inhibit the other instance units, ‘s2’ and 
‘s3’. The activation of ‘s i ’ will activate the units representing ‘verb’ and ‘bum’. Since
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these last units have no excitatory connections except back to ‘s i ’, the activated units 
will remain the only activated units in each pool. The word class of ‘bum’ can thus be 
determined to be a verb.
Fast Weishts
A technique has been suggested by Hinton (1988) that may be used in connectionist 
networks to encode recent pattems of activity in a network. Hinton has referred to this 
technique as using ‘short-term’ or ‘fast’ weights, but does not give a formal definition or 
implementation of it. Figure 4-3a shows the standard connection between two units 
using a fixed weight to represent the strength of connection.
Fixed weight /  \Fixed weight Fast weight
Figure 4-3a-b: Standard and fast weight connections between connectionist 
units.
With fast weights the strength of the connection is separated into two components: a 
fixed (long-term) weight and a fast (short-term) weight, as illustrated in Figure 4-3b. The 
short-term component changes rapidly and its magnitude is calculated on the basis of the 
activation between the units that it connects.
The long-term weights in a network will encode knowledge about ‘good’ interpretations 
of network activity, whilst the short-term weights act as a contextual overlay. Activity in
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a network will cause the weight o f certain connections to be increased temporarily; 
subsequent activity will be biased by this change.
4.3.2 Kohonen Self-Organising Networl&s
Using the fast weight model, it is possible to conceive of a method of learning that 
modifies the long-term component of a connection if the short-term component is larger 
than some threshold for a given period of time. This form of learning does not allow for 
incorporating new knowledge, but affects how available knowledge may be accessed. 
More frequently, connectionist systems use some form of supervised learning model, 
where a network is trained to respond to certain situations, developing some internal 
representation through training rather than being explicitly structured. However, such 
techniques are limited in how they may be used to organise loiowledge, so a number of 
unsupervised learning models have been proposed. Many of the established algorithms 
for unsupervised learning of weights in connectionist networks use Kohonen learning 
(Kohonen, 1990). This technique allows units to update their weights by forming new 
weights based on a linear combination of their old weights and the current input. 
Usually, one unit is selected as closest to the input and only that unit is allowed to learn. 
The weight update for an output unit /  is defined by: 
w /new ) = ax  + (1- a)w./old), 
where x is the input vector, Wj is the weight vector for unit j  and a  is the learning rate, 
which decreases as learning progresses. Networks based on this learning algorithm are 
often called self-organising networks. The most common technique for determining the
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closest output unit to the input vector is the Euclidean distance method, selecting the unit 
with the smallest Euclidean distance from the input vector.
Kohonen self-organising maps use the Kohonen learning algorithm with an output layer 
o f units that are assumed to have some topological structure. Instead of only the winning 
unit having the learning algorithm applied to its weights, the unit and its neighbours are 
updated. The size and shape of a neighbourhood can be varied. Figure 4-4 shows a 
simple Kohonen map illustrating a winning unit and its square neighbourhoods.
Figure 4-4: Example of a Kohonen self-organising map with an 
input vector at the bottom connected to the output (or cluster) 
units on top.
There are various strategies for the learning process with Kohonen maps, the learning 
rate is usually linearly decreasing, with small decrements in the latter phases of training. 
This often means that the training process slows down considerably with many iterations 
(epochs) through the training set. The initial weights of the network can be specified, but 
are more often allocated random values. Kohonen maps have been used for a variety of 
applications, including information retrieval (Gersho & Reiter, 1990; Lin, Soergel & 
Marchionini, 1991).
4.3,3 NetEd; Connectionist Network Editor
The NetEd connectionist network editor and simulator provides an interactive, graphical 
method of defining and simulating connectionist networks. The system uses a variation 
of the interactive activation and competition model to perfoiin its simulations that 
includes the ‘fast weights’ notion due to Hinton (1988). The definition of networks is 
driven almost completely by graphical interaction and as such is untypical of 
connectionist tools. A set of tools allows network components to be created, connected 
and selected. Units can be created and labelled (automatically or by the user), then 
connected to other units bidirectionally or unidirectionally, either as inhibitory or 
excitatory strengths. Initial values for the weights of connections and other components 
o f the units and connections may be readily altered.
The toolbox also includes tools for creating different groups of units. For example, using 
the inhibitory pool tool, groups of mutually inhibitory units may be defined by dragging 
the pointer within the network diagram. The inhibitory links between units within a 
group are not shown graphically, but links between units within a group to other units 
outside the group are shown. All the units in one group may be linked to all the units in 
another by linldng the two groups: any operation may be performed on all units within a 
group by selecting the group instead of all the units individually.
Figure 4-5 shows the main NetEd graphical surface with a network diagram loaded. 
Additional variable constructs (like pools) that may be used as larger ‘building blocks’ 
include layers and auto-associators. The system also provides the facility of creating 
subnetworks. These subnetworks are represented as an icon that may be ‘opened’ as a
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separate network window, with all the tools operating within this window in the same 
manner as the main network window. Any connections between units inside and outside 
a subnetwork are shown as links between the units and appropriate subnetwork icons. 
Subnetworks themselves may contain any number of subnetworks. The system 
comprises two main components: the graphical user interface and the simulation engine. 
The user interface is implemented using Prolog, which allows effective description of the 
networks, with some abstraction of overall control and processing. The simulation 
engine is written in the imperative programming language ‘C’, for speed of array 
processing with destructive assignment. A more detailed description of the data 
structures used in the simulator are given in Appendix A.
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Figure 4-5: NetEd main window with example lexicon network.
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Reoresentine Lexica in NetEd
In Ide and Veronis (1990), the authors describe an approach to the problem of correlating 
entry definitions from different dictionaries using connectionist techniques. Their 
method uses the interactive activation and competition model with a simple 
representation of the information described by a dictionary definition. The structure of 
this representation contains a central imit for each lexical entry with excitatoiy 
connections to an additional unit for each sense of the entry and inhibitory comiections 
between all the sense units. The definition texts are preprocessed and then used to make 
excitatory connections between entry and sense units. The preprocessing removes 
certain words and performs some form of morphological normalisation on others. The 
units representing the processed words from the definition of a sense of an entry have 
excitatory connections made to that sense unit.
Once a network has been defined, Ide and Veronis probe it using the processed words 
from the definition of a word sense from another dictionary. The resultant, most 
activated sense unit is assumed to be the conesponding word sense from the defined 
dictionary. Their experiments were based on a network derived from 23 head words. 
The correct head word was selected in 97% of the cases, while the correct sense was 
selected in 90%.
Ide and Veronis suggest some ways in which the experimental results might be 
improved. The most straightforward is by making use of information other tlian the basic 
text of the definition, such as domain, register and so on provided by some dictionaries. 
The other method they suggest is by splitting the definition text into genus and
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differentiae and using a two-step strategy. They are also examining the structure of the 
network and methods of assigning connection weights to improve performance.
The experiments using the NetEd system were based on network architectures derived 
from Ide and Veronis (1990) with entries taken from the Longman Dictionary of 
Contemporary English (1987): the following example figures are based upon the entry 
for ‘ash’ (Figure 4-6).
ash^ /as// also ashes pl.- n [U] the soft grey powder that 
remains after something has been burnt: cigarette ash | The 
house burnt to ashes, -see also ASHES
ash^ n [C;U] (the hard wood of) a forest tree common in 
Britain
Figure 4-6: Example entry for ‘ash’ from the Longman
Dictionary of Contemporary English (1987).
In our experiments, each word form is represented by a subnetwork that contains units 
representing all the senses and homogiaphs of that entry. An ‘opened’ subnetwork for 
the word form ‘ash’ is shown in Figure 4-7. When a unit in one subnetwork is connected 
to a unit in another subnetwork, a connection is shown between the subnetwork icons. 
Since ‘ash’ only occurs as a noun, just one unit is needed to represent the word form in 
Figure 4-7. If more than one word class existed for a word form they would be 
represented as a pool of competitive units with an excitatoiy connection to the word form 
unit. If an entry has more than one sense then a pool of competitive units is used, with 
one unit for each sense. These word sense units are given excitatory connections to the 
units representing the word forms used in the definition text of the sense.
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Figure 4-7; Subnetwork for the word form ‘ash’, showing the 
links to the subnetworks for other words that are used in the 
definition of the two different senses of the word.
For example, in Figure 4-7 the first sense o f ‘ash’ uses the word ‘soft’ in its definition. In 
the subnetwork for the word form ‘soft’, shown in Figure 4-8, the link to the ‘ash’ 
subnetwork can be seen. The fact that the word form ‘hard’ is specified as an antonym 
in some of the senses of ‘soft’ is represented in the network by inhibitory links between 
the sense units and the word form unit for ‘hard’. The link from the sense units for 
‘hard’ are also shown to the word form unit for ‘soft’.
The current status of connections and units can be examined from information dialogue 
boxes. These information boxes can be used to change the state of the network. If an 
information box is open while a connectionist simulation is underway, then the sliders 
displaying activation levels and the like are updated dynamically throughout the
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processing for a simulation. In this way, the behaviour of specific units can be examined 
throughout a simulation.
Met Ed Sub-Network
soft ( c lo s e ’)  ( c le a r )
soft senses
(is) (z?
24,
hard
pine
Figure 4-8: Subnetwork for the word form ‘soft’, showing its 
excitatory links to subnetworks for the words ‘ash’ and ‘pine’, 
and an inhibitory linlc to the subnetwork for the word ‘hard’.
In our experiments with dictionary entries represented as connectionist networks, we 
used simulations both with and without fast weights. In the experiments with the 
network using only fixed weights we were able to replicate similar results to those by Ide 
and Veronis. This type of experiment is essentially one of recall for generation purposes: 
given a set of cues, select the most appropriate word to use. When the recall is based on 
words used in the definition of an entry from a different dictionary, as in Ide and 
Veronis, there is a reasonable set of cues on which the selection can take place. 
However, when the network is being used for comprehension purposes, the criteria for 
selection may simply be the word form: given a word, select an appropriate word sense.
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In the model based on fixed weights, the network cannot provide any disambiguation 
without additional cues. By using fast weights, our experiments showed that the network 
can become predisposed towards certain words if they have some relevance to the recent 
history of recalls. Each time a word is used as a cue, it activates related words 
(synonyms, variants and defining words) and increases the fast weight component of the 
connections between these words. As other words are cued, a contextual enviromnent is 
built up in the fast weights across the network. Subsequently, when a word is recalled it 
is possible for the fast weights to activate one sense of a word more than another, thus 
performing lexical disambiguation on the basis of context. By allowing the history of a 
fast weight to modify the magnitude of the fixed weight these predispositions could be 
made into long-tenn preferences. When the magnitude of the fixed weight can be 
decreased as well as increased it becomes possible for a word in the dictionary to 
effectively disappear by having comiections with zero weight. This type of functionality 
offers the possibility of a control vocabulary becoming established through the pattern of 
usage of some more general dictionary.
In this Chapter we have described two distinct formalisms that have been used for 
describing linguistic loiowledge, namely symbolic and subsymbolic representation and 
processing. These two approaches have very different requirements in terms of how the 
knowledge is described or may be exploited, they also have different advantages and 
limitations. In the following Chapter we examine the benefits and techniques of 
integrating these formalisms.
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5. Hybrid representation
Questions relating to the representation of loiowledge in computer systems have been 
discussed during the last two decades under two broad headings: the symbolic 
representation foimalisms, sometime referred to as the classical AI formalisms, which 
include frames, semantic nets and predicate logic; and the connectionist networks, which 
include networks that learn from experience and training, with or without supervision, 
and those networks with some propensity to store loiowledge without being explicitly 
told how to do so, like interactive activation and competition networks and Kohonen 
networks. The symbolic formalisms are based on, and inspired by, the work in cognitive 
and gestalt psychology; the basis and inspiration for the connectionist networks is 
provided by the work in experimental psychology and neurobiology.
The literature related to the representation of knowledge is polarised, philosophically, 
and at times appears quite biased. This philosophical polarity is reminiscent of that 
between Platonists and Aritoleans: between a concept-oriented abstract world that is 
basis of knowledge, and the concrete world being responsible for our knowledge. 
Human knowledge does depend on an interplay between the abstract and the concrete.
Both symbolic and connectionist based systems have different advantages and 
limitations. The apparent advantage of symbolic systems is a human’s ability to describe 
loiowledge in a comfortable and succinct manner, since most humans are used to 
communicating through a writing system that is symbolic, and to interpret the results of 
the application of the knowledge. This is counteracted by the complexity of symbolic
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systems that attempt to apply the knowledge with some degiee of vagueness or 
imcertainty as humans appear to do. In contrast, connectionist systems can readily store 
and apply ‘noisy’ or vague knowledge, ‘the uncertain, approximate, and analogical 
linkages’ (Minsky, 1990:20), but they typically require complex descriptions, or 
programming, of knowledge.
Hybrid systems that synthesise symbolic and connectionist components appear an 
attractive way to combine the benefits of both types of system. In this Chapter we define 
a hybrid symbolic and connectionist system, and describe a typology for the degree of 
integiation in a hybrid system. We then discuss some of the notable hybrid systems 
reported in the literature. Finally, we outline some techniques for combining 
connectionist models with frame-based systems. This synthesis is realised by using 
connectionist networks to act as the active memory of the frame-based system, where 
facts are accessed and stored through a connectionist network. The connectionist model 
used in the design described here is based on the interactive activation and competition 
model discussed above in Section 4.3. The terminology used for the frame-based system 
is derived from the MARVIN system described in Section 4.2.
5.7 Principles
The AJ literature, particularly the Imowledge representation and knowledge engineering 
literature, contains examples of a number of hybrids: conventional knowledge 
representation formalisms, like production mles, frames and semantic networks, 
augmented by other formalisms such as fuzzy logic, Bayesian inferencing techniques, 
connectionist architectures and so on. The MYCIN developers incorporated uncertainty
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in their production rule formalism (Buchanan & Shortliffe, 1985). Shastri has used 
semantic networks with spreading activation (1988). Baldwin et al have developed a 
fuzzy-relational inference language that supplements predicate calculus with fuzzy logic 
(Baldwin, 1983).
The connectionist literature has been concerned with the representation of high-level 
concepts, such as hierarchies and composite symbol structures (objects and events), 
within the connectionist framework. Some of this work has been inspired by symbolic 
processing. A distributed connectionist system developed to be functionally similar to 
conventional frame-based Imowledge representation systems, pKLONE (Derthick, 
1990), makes use of microfeatures and a hill-climbing algorithm to provide limited 
inference. A knowledge base is defined in a language similar to KL-ONE (Brachman & 
Schmoize, 1985) and compiled into a comiectionist network. The DISCERN system 
(Miildculainen, 1990) performs script processing (cf. Schank & Abelson, 1977) using 
distributed representations, and is particularly noteworthy in its automatic generation of 
these representations. More recently the KB ANN system (Towell & Jude, 1994) uses a 
hybrid learning mechanism that utilises both symbolic rule expressions and distributed 
processing.
Other connectionist work in this area has not been so directly influenced by symbolic 
systems. DUCS (Touretzky & Geva, 1987) is an architecture that provides a distributed 
representation for frame-like structures, with the aim of providing a short term memory 
that can rapidly construct and process ‘concepts’ within a computer. DUCS consists of a 
concept memory, concept buffer and selector groups. The architecture uses activity-
94
based representations as opposed to weight-based representations. DUCS can also 
represent objects with variable numbers of components and can retrieve the closest 
inexact match to a query if there is no exact match. Like the DUCS architecture, 
BoltzCONS (Touretzky, 1986) represents objects as patterns of activity in a network. 
Pollack’s Recursive Auto-Associative Memories symbol processing model (1988) 
represents objects with fixed numbers of components that are tied to fixed positions in a 
vector. The addition of new structures to his system requires considerable training witli 
backpropagation, but as a consequence the ‘symbols’ created encode some features of 
the objects to which they are associated. Various other architectures and models have 
been proposed, including the tensor product representation (Smolensky, 1990). Further 
issues for describing conceptual hierarchies in connectionist systems may be found in 
Kobsa (1989). All the above systems investigate the implementation of symbolic 
information in terms of purely connectionist networks and have only limited inference 
capabilities. In an attempt to address this shortcoming a symbolic and connectionist 
model is described by Hendler and implemented in the SCRAPS system (Hendler, 1989). 
In this model, a symbolic processing system based on spreading activation (marker 
passing) has been integrated with a backpropagation system. The system operates by 
training the connectionist network with a perceptual encoding of the leaves of the 
symbolic semantic network.
Our main interest is in the augmentation of a frame-based object-like representation and 
reasoning formalism with a connectionist architecture. The general focus of hybrid 
models appears to be on the provision of systems that will augment the so-called 
classical AI problem-solving algorithms and macro-cognitive foimalisms, semantic nets
95
and frames, with the search and learning capabilities of the connectionist architectures. 
There is considerable interest in hybrid architectuies in the literature, covering most 
combinations of knowledge representation frameworks, including frame-based systems, 
fuzzy logic and connectionist networks. This has led to a functional classification of 
hybrid systems. Medsker and Bailey (1992) define five different models of hybridisation 
for symbolic expert systems and connectionist networks: stand-alone, transformational, 
loosely-coupled, tightly-coupled, fully-integrated.
The most basic of these, the stand-alone model, combines independent expert system and 
connectionist network components in a way such that they do not interact. The purpose 
for developing this type of system might be for the comparative analysis of problem 
solving strategies of the two approaches, or for redundant processing when the individual 
components are solving the same problem. Alternatively, this model could be used as 
part of a prototype system, where one approach provides an initial solution to part of the 
overall problem.
Like the stand-alone model, the transformational model does not entail an interaction 
between component systems. Rather, these models are often implementations of 
transformations from one representation to another. Often reported models of this type 
involve transfonning a symbolic representation of objects or rules to a connectionist 
network with the problem-solving being performed by connectionist processing (Towell 
& Jude, 1994; pKLONE: Derthick, 1990; DCPS: Touretzky & Hinton, 1988; Shastri, 
1988; DUCS: Touretzlcy & Geva, 1987; BoltzCONS: Touretzky, 1986). The other
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approach is that of training a connectionist network which is then transformed into 
expert system rules.
The remaining three models can be considered to integrate expert system and 
connectionist components at different levels of granularity, determined by the points at 
which control is passed between the components. For loosely-coupled models, 
integration is only at the level of passing data files between the separate components. 
Control is passed between components after significant tasks of the overall problem are 
completed. Tightly-coupled models, like loosely-coupled, consists of independent expert 
system and connectionist components, but internal data structures are used instead of 
communicating by data files. This allows for a finer granularity of interaction between 
the components than the loosely-coupled model.
In the fully-integrated model the different components have integrated data structures so 
that the Imowledge base elements are shared at some level. Medsker and Bailey note 
three main variations of fully-integrated models determined by the method of linldng the 
connectionist network to the symbolic system. For distributed connectionist networks, 
the linking is achieved by the analysis of activations and associating patterns of 
activation with symbols. With localist representations two methods have been observed, 
linking connectionist nodes to facts in the symbolic system, or using connectionist linlcs 
to define relationships between symbolic nodes.
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5,2 An Approach to a Hybrid Model
Hybrid systems that comprise symbolic and connectionist components appear an 
attractive way to combine the benefits of both types of representation and reasoning. 
One means o f realising this is by allowing comiectionist networks to act as the active 
memory of the frame-based system, where facts can be accessed and stored through a 
connectionist network. The architecture of a system based on this approach comprises a 
symbolic knowledge representation language (KRL) and both connectionist and symbolic 
processing systems.
The aim of such a hybrid system is to map symbolic descriptions of objects and concepts 
onto a connectionist representation when appropriate instead of a symbolic 
representation. When these objects are used in reasoning, connectionist simulations are 
used instead of symbolic processing. Current frame-based systems typically store 
information as symbolic facts in a structured knowledge base, using some prototypical 
structure for the different entities and events. There is a clear representational similarity 
between the interactive activation and competition model and frame-based systems apait 
from the way in which facts are stored and retrieved, as discussed by Rumelhart (1990). 
Each prototype has a set of properties or slots for which particular instances of the 
prototype will have values. For the example of an lAC connectionist network 
representing a word given in Section 4.3.1, a frame-based, symbolic representation of a 
word might have properties o f ‘word class’ and ‘graphemic form’, where values for these 
properties would include ‘noun’, ‘verb’, ‘burn’ and ‘ash’.
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The two main considerations we will discuss when defining a hybrid model are 
representation and control. To illustrate these issues, we shall first describe a simple 
model of hybridisation together with its inherent limitations. In order to integrate aspects 
of frames and lAC networks it is first necessary to integrate the symbolic and 
connectionist representations. There are correspondences between lAC feature pools and 
frame slots, furthermore, each instance of a frame has an internal unique identifier, 
which corresponds to the hidden instance units often used in an lAC network. Values of 
frame slots correspond to units within a feature pool. Consider the example of mapping 
a simple frame onto an lAC network illustrated in Figure 5-1. Here the units 
representing the value of a propeity are directly linked to the hidden instance units. To 
enable concept hierarchies to be mapped, a scheme is used where subordinate concepts 
are represented as a pool of mutually inhibitory units with excitatory linlcs to any parent 
or further subclasses. This encapsulates the notion that sibling concepts play a 
differentiating or discriminatory role, as opposed to the associative role of parent-child 
concepts.
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Figure 5-1: Simple mapping of frames onto an lAC network. 
Here two instances o f a frame are mapped onto a single lAC 
network with two corresponding hidden units.
99
In order to use this network to answer frame queries, a strategy for probing the network 
is required. One strategy would consist of the following four steps:
1. analyse the frame query to establish which frame slots are given and
which are required (including the instance slot);
2. set external input on all given values;
3. run the simulation process;
4. retrieve the most highly activated value units from the required feature
pools.
The limitations of this simple strategy are due largely to fact that many frame queries are 
used to establish the identity of an instance. The effect of making a query using the 
strategy above is that the connectionist simulation is actually tiying to answer something 
subtly different: that of determining the general form of instances with the given features. 
In other words, while the most activated hidden unit may correspond to the instance that 
best fits the description, the most activated units in the various feature pools do not 
necessarily correspond to the values of that particular instance. This means that although 
an instance may be associated with a given value, the final step of the query answering 
strategy may not select this value. As soon as relationships between frames are taken 
into consideration, the situation becomes far more complex since more than one instance 
is being considered at the same time, which leads to further problems of interference.
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5.3 A Fully-Integmted Hybrid Model
The hybridisation model described below addresses the problems related to the 
integration of symbolic and connectionist representations identified above. Using 
Medsker and Bailey’s (1992) classification, this model can be viewed as a fully- 
integrated model of hybridisation. The approach taken allows the use of a KRL to store 
and retrieve property values in a connectionist network through the symbolic level. The 
execution strategy used is symbolic at the supraobject level, that is to say, all rule and 
demon processing is symbolic, while at the object level there is a mixed mode processing 
mechanism. Consequently, it is possible for an object to have associative relationships 
(excitatory connectionist links), discriminatory relationships (inhibitory connectionist 
links), symbolic property values, and connectionist property values. An object may have 
several of these different attributes at the same time, with the interaction of the different 
processing modes being mediated through an association of a symbolic node and 
connectionist node. In the following description of the hybridisation model, the example 
builds up a connectionist network that emulates the representation of dictionaries 
described by the linguists Nancy Ide and Jean Veronis (1990). In their work, Ide and 
Veronis have used a purely connectionist approach to represent polysemous entries in a 
lexicon, as discussed in Section 4.3.
In our model, if a concept is defined as having a connectionist relationship or property, a 
connectionist unit is created whenever an instance of the concept is created: these units 
are referred to as instance units in the following description. The link between the 
identity of the instance and its conesponding unit is stored symbolically in a one-to-one 
binary relationship. All the cormectionist units for instances of a given concept, the
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instance units, are mutually inhibitory so that they are in competition with each other. 
This is idealised in Figure 5-2 below.
E n try
instance $489
graph form , ash
def.word $237. $221
Legend
Fiam e-L Tltlink  
Inhibitory connection
instance units
Figure 5-2: Link between symbolic and connectionist units
representing an instance of a concept.
5.3.1 Representation of Relationships
The most straightforward method to realise an associative relationship between two 
instances is to an excitatory link between their corresponding instance units. For 
relationships between instances of the same concept this would effectively entail 
changing the inhibitory link between the two relevant instance units to an excitatory link. 
However, this limits the interpretations possible for the associations between instances: 
for example, if there are several different associative relationships between instances, 
then these are overlaid each other in the connections between the instance units. 
Furthermore, this approach will not readily allow a discriminatory relationship to be 
defined between instances of the same concept because they are already in mutual 
competition.
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The approach we have taken uses a pool of mutually inhibitory units for each 
connectionist relationship to provide an additional level of control and indirect 
connectivity. In the pool of relationship units there is a unit for each instance that has an 
associative or discriminatory relationship: these units are referred to as relationship units 
in the following discussion. Figure 5-3 below illustrates how an associative relationship 
between two instances of the same concept, with instance units in a competitive pool, 
would be represented.
Entiy 
instance S489 •<
graph fcym| ash 
def word I $237, $22 1
Legend
Symbolic relationship , 
Frame-unit link ,
Inhibitory connection , 
Excitatory link (variable), 
Exdtatory link (full) ,
Entry 
instance $237
graph form] powder 
def. word $ 3 4 2
instance units
def. word units
Figure 5-3: Internal representation of an associative relationship 
between two instances of the same concept. Here, the frame for 
‘ash’ has a definition word relationship to the ‘powder’ frame.
The fact that an instance has a relationship to another instance is stored symbolically: we 
shall term these the subject instance and object instance respectively for clarity in the 
following description. It is also important to note that the symbolic relationships are not 
symmetrical by default. A symmetrical, strong excitatory link is made between the 
subject instance unit and its corresponding relationship unit. Links are also made 
between this relationship unit and the object instance unit. These latter links do not have 
to be fully symmetrical in that the strengths of the connections to and from the
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relationship unit may be different. When assigning the initial strength of connection 
between the relationship unit and the object instance unit, inference mechanisms may be 
used to determine its magnitude. This allows variations to be created at any level down 
to that between individual instances.
The framework described above is adequate for representing multiple-valued 
relationships, in that it only requires additional links to be made between the relevant 
relationship unit and the object instance unit. Activating the subject instance unit will 
result in the appropriate relationship unit being activated, passing this excitation on to 
any number of specified object instance units. This configuration is illustrated in Figure 
5-4 below.
instance $48 9  
graph loem
def. word |2 3 7 , $221
Entry
instance $237
graph form powder
def word $342
Legend
S ym bolic  re la l io n s h ip  
F ra m e -u n il  link 
In h ib ito ry  c o n n e c tio n  
E x c ita to ry  link  (v a ria b le ) , 
E xcitatory  link (full) ,
rv
instance $221
in s ta n c e  u n its
def. word u n its
graph formj grey 
def. word $142
Figure 5-4: Multiple-valued associative relationships between 
instances of the same concept. The ‘ash’ frame has defining 
word relationships to the ‘powder’ and ‘grey’ frames.
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5.3.2 Control Strategy for Relationships
The control strategy to make use of this highly-integrated representation is responsible 
for passing control between the symbolic processing and connectionist simulation. With 
hybridisation at the object level the two procedures required are assignment of attribute 
values for an instance, and retrieval or selection o f an instance and some attribute values. 
Overall control is managed at the symbolic level, passing control to the connectionist 
system when mixed mode processing is needed. The assignment procedure stores the 
related instance identifier symbolically in the same manner as for relationships 
represented symbolically, in addition the appropriate connectionist units and links are 
created and initialised if they do not already exist. Finally, a short connectionist 
simulation is performed, with the subject instance unit receiving a clamped external 
input.
Once an associative or discriminatory relationship is defined, then whenever an instance 
with such a relationship is queried or selected at the symbolic level, control is passed to 
the connectionist system. If a specific instance is being queried, the corresponding 
instance unit is clamped with an external input and a short connectionist simulation 
performed, regardless of whether the connectionist relationship is explicitly referenced. 
For the selection of an instance, first the instantiated attributes of the query are evaluated, 
which may entail passing control to the comiectionist system. Instances which match the 
symbolic constraints are then ordered by magnitude of the activation of their 
corresponding instance units and returned one at a time on backtracking.
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5.3.3 Representation and Control Strategies for Properties
Connectionist processing can also be used to store and retrieve values of concept 
properties. The same pool of mutually inhibitory instance units described for associative 
relationships is used as the link between the symbolic and connectionist systems for 
connectionist properties. A pool of mutually inhibitory units is used to represent all the 
possible values for a given connectionist property, property value units, with the addition 
of a probe unit for the property that has excitatory links to members of the pool. The 
representation of a value for the property of an instance is not stored symbolically for 
connectionist properties. Instead, symmetrical excitatory links are made between the 
instance unit and the property value unit, as shown in Figure 5-5.
Eîntry
instance $489
graph Ibfir ash
wordclasa noun
Legend
Frame-unit link 
Inhibitory connection 
Excitatory link
instance units
word class probe unit
word class units
Figure 5-5; Representation of properties stored in the 
connectionist network.
To enable multiple-valued properties to be represented, symmetrical excitatory links are 
made between the instance units and the additional property value units. Instances which
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have the same value for a connectionist property will be linked to the same property 
value unit, as shown in Figure 5-6.
The assignment procedure creates and initialises the appropriate units and links 
according to the above scheme. The query procedure entails the same instance selection 
procedure as above, but with a different procedure for retrieval or evaluation. For 
retrieval, the property probe unit is clamped with an external input and a simulation 
performed, with the resulting most active unit in the pool being returned as the retrieved 
value. For evaluation, the property value unit is clamped with an external input and a 
simulation performed, with no selection or retrieval being necessary.
Entry
instance $489
graph fbnr ash
word class noun
Entry
Instance $237
graph fbrnr powder
word class! noun
instance units
word class probe unit
word class units
Legend
Frame-unit link 
Inhibitory connection 
Excitatory link
Figure 5-6: Multiple-valued connectionist property
representation.
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5,4 fiMARVIN
The architecture of pMARVIN is a hybrid knowledge management system comprising 
symbolic and connectionist processing subsystems. Using Medsker and Bailey’s 
classification, pMARVIN can be viewed as a fully-integrated model of hybridisation. 
The system offers a way of combining the NetEd connectionist models with the 
MARVIN frame-based system, using the fully-integrated hybrid model described above. 
The key item that indicates to the system to use the connectionist mechanisms is the 
‘representation’ property of the concept being specified as ‘neural’, an example of such a 
concept description is given in Figure 5-7. The pMARVIN system provides the 
possibility of expressing that given relationships of a concept are associative or 
discriminatory at the symbolic level.
concept:: car, 
representation:: neural, 
properties::
colour and range of [red, blue, green], 
num ber_of_wheels.
car with colour of red and num ber_of_wheels of 4. 
car with colour of green and num ber_of_wheels o f 4. 
car with colour of blue.
Figure 5-7: With these definitions, a query can be made to 
pMARVIN like ‘car with colour of blue and number_of_wheels 
of X ’ (find how many wheels each blue car has). In this 
example, tlie system will find a solution for the third car where 
the variable X is instantiated to 4 by the generalisation effect of 
the connectionist simulation used.
The connectionist processing in pMARVIN is based on the extended interactive 
activation and competition model described in Section 4.3 above, including fast weights. 
Additional system concepts have been defined that allow the different parameters the 
connectionist processing uses to be described, as well as additional demons for
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determining connection strengtlis between related instances. The description of objects 
in pMARVIN is, like MARVIN, interactive and dynamic. Consequently, extra 
considerations are required for the creation, modification and deletion of the components 
stored in the connectionist subsystem.
The implementation of a hybrid representation system allows a more comprehensive 
modelling of Imowledge than a purely symbolic system. This enriched representation 
capability is exploited in one of the experiments described in the following chapter to 
represent and reason with text Imowledge.
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6. The Quirk Experiments
6,1 Introduction
This Chapter synthesises different elements o f text representation and analysis through a 
series of experiments based around the methodologies and implementations that have 
been described in earlier chapters. The first part of the Chapter describes a system for 
managing terminological data in a flexible and less complex manner than implied by the 
underlying data structure (Section 6.2). The main part of the Chapter describes three 
approaches to corpus organisation, from symbolic hand-coded representations to 
automatic self-organising techniques. The first of these approaches shows how a hybrid 
representation and reasoning system can be used to store and retrieve texts from a 
corpus, using explicit representations o f the text Imowledge, but making use of a variety 
of inference and adaptive mechanisms for retrieval of the knowledge (Section 6.3.1). 
The second approach looks at a method for automatically categorising (or representing) 
text Imowledge based on knowledge about the text, and retrieving texts from the corpus 
on the basis of family resemblance (Section 6.3.2). The third approach uses the same 
automatic categorisation techniques, but exploiting knowledge in the text as the basis of 
the representation. Three different levels of knowledge in the text are considered, the 
letter level, content-free words and technical terms (Section 6.3.3). The final part of the 
Chapter proposes a new model for text analysis implementations, illustrated through a 
modified version of the KonText system (Section 6,4).
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6.2 A Brief Note on Terminology Management
The experiments were conceived within a framework of different applications that have 
become known collectively as System Quirk. The core functionality of the system was 
specified in 1988 as part of the Translator’s Workbench Project (ESPRIT 2315) and 
MULTILEX (ESPRIT 5304), and has been reported under the name ‘MATE’ (Holmes- 
Higgin & Ahmad, 1992). After a major revision the system was renamed and has 
continued to be developed further. System Quirk is a workbench for building 
information systems which concurrently require access to a lar ge archive of textual input, 
the input data or evidence sources, and access to a data bank where information is 
structured and organised symbolically, the reference source. The development and 
maintenance of a lexicographical information system requires access to text corpora and 
a database of dictionary entries.
In order to manage information on a computer, the information needs to be modelled in 
some way. In the case of a terminology system it is the terminological information that 
needs to be modelled. Often, a specific implementation of some information manager 
will perform this implicitly, that is, it will have no separate abstract model of the 
information, rather, it is embedded in the processes that the manager performs. The 
number of different views that practitioners have on what information should be 
available within a terminology manager, and how the information is interrelated, means 
that implicit modelling of terminology within an implementation limits its applicability 
to these different views.
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The solution to this is to explicitly define the model of the information and provide an 
implementation of an information manager that is in effect a shell: it has a series of 
operations it may perform on information, but no detail on the structure of the 
information. The Browser/Refiner within System Quirk operates with an explicit model 
of terminology through a map that uses a particular syntax to describe the abstract 
entities, attributes and relationships of the model. Different terminological models have 
different maps, which the Browser/Refiner uses to manipulate the terminological data 
managed by the system. A map describes where the different data elements are stored, 
restrictions on their values, transitivity of relationships, and other integrity constraints. 
The system displays the information as a series of attribute and value pairs, regardless of 
the complexity of the data structures required to store them (Figure 6-1). Any values that 
are representations of other entities may be selected for display in a hypertext-like 
manner.
EMiy [m csm  Key [3 sbmH jnone [ t ]
g  L«nou«o»|Enoi*h Jg jump T  tm plto.
Commend#
R#nnM
jjfigw JEnt^l Zoom ~j| Show S#«ected ]|copylPpre¥tou# j| Contm tn j| Ftetd# j | Leidcon |
lOK
Information Technology
TERM STATUS;
SHORT GRAMMAR:
DOMAIN;
DEFINITION:
CONTEXT;
Aa you translate, you can access a dictionary which is not only reliable 
but also adapted to your personal needs.
GERMAN rouiVA l ENT: I 'l ig ie i te n
FRENCH EQUIVALENT: accéder
OUT I H elp
Figure 6-1 ; System Quirk terminology management system.
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For information management it is often crucial to know how to uniquely identify 
individual elements of the information. In a model of tenninology the letters that 
comprise a term are often not adequate to uniquely identify it, because of homographie 
terms. Consequently, a map allows a specification of the attributes that together 
uniquely identify an entity. This allows the system to work with a convenient label for 
the entity, in this case the text of the term, but also to be able to recognise situations 
where conflicts arise and deal with them appropriately.
It is also important to be able to store administrative data about the terminological 
information without this data overwhelming any display of the linguistic data. This is 
achieved by providing two levels of display of information: that which is classed as 
administrative can only be seen from the user interface by ‘zooming in’ on a particular 
piece of linguistic information.
One of the more interesting aspects of managing information is that of handling the 
interrelationships between pieces of information. For a particular model of terminology 
a map may state that if a term has a foreign language equivalent, then it is likely that the 
former term is also a foreign language equivalent with respect to the latter tenn. Thus, 
the system can infer that additional data may be added automatically when appropriate. 
Similarly, the ability to define simple inference rules within a map allows the system to 
infer data from more complex connections of information. An example of this is when 
the browser is operating in ‘infer’ mode. If an equivalent in a particular foreign language 
cannot be found for a term, then a rule that defines how an equivalent might be inferred 
is used. A simple rule can be defined such that if  the terra has an equivalent in a third
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foreign language and that this term has an equivalent in the required language, then this 
derived equivalent may be used.
The Browser/Refiner system was built to manage terminological infoimation, but since it 
is only a shell that needs a model of the information to operate, it can model many 
different types of information. This potential is used in the next Section to model 
information about texts in a corpus.
6 3  Experiments in Corpus Description and Text Identification 
One of the main purposes of managing corpora is to allow texts within a corpus to be 
readily identified for a given purpose. From the discussion in previous chapters (cf. 
Section 2.2) it is clear there is range of opinions on how a corpus should be best 
organised, and that there is no consensus on the attributes or parameters for describing a 
text. In our experiments we have, in effect, posited that there is some idealised 
representation scheme that may be used to describe any text within any collection, 
which, to be of some benefit, is an abstraction or reduction of the text. The purpose of 
our experiments was to explore this idealised representation of text collections from 
different perspectives: through explicit engineering, describing the texts to some 
predefined specification; and through implicit self-organisation, where the content of the
s
text collection dictates the classification of the texts. These two approaches represent 
either end of a scale of hand-coded to automatic descriptions of text collections, and we 
propose three experiments that explore this continuum, as shown diagrammatically in 
Figure 6-2.
114
The first of these experiments uses an explicit specification of the texts and their 
organisation, described symbolically, but with a hybrid symbolic and connectionist 
reasoning system to identify texts within a collection. The second experiment uses an 
explicit specification of the texts, described symbolically, but represented as numeric 
vectors with a self-organising system trained to group and identify texts. The third 
experiment derives the description of the texts from their content, automatically 
generating a numeric vector that is used by a self-organising system to group and identify 
the texts.
Idealised Corpus Description
Mapping o f  
Attributes to 
Vectors
Explict 
Description of 
Corpus 
Attributes and 
Organisation
Inferential 
and 
Associative 
Identification 
o f Texts
Self- 
Organisation 
o f Vectors
Neighbour­
hood 
Identification 
o f Texts
Identification 
o f Distinctive 
Terms
Vector
Generation
Self- 
Organisation 
o f Vectors
Neighbour­
hood 
Identification 
o f Texts
Auto­
matic
I : i m i l \  
K c s c i i i l i l a i u ' i
K n o w  l i ' d i i t  
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( « mi t  n l  
I t a s f d
Figure 6-2: Overview of the Quirk experiments on corpus
organisation and text identification. The three experiments used 
different combinations and models of symbolic and 
connectionist processing, which required different degrees of 
human intervention and specification (more hand-coded to the 
left of the diagram).
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6.3.1 Knowledge-based Corpus Representation
In order to reason about the texts in a corpus in an explicit manner, it is first necessary to 
model the description of a text. Most reported text corpora provide some set of attributes 
used to describe the texts in the corpus, if the corpus is computer-based then these 
attributes are often referred to as a text header, and are implemented as a list of textual 
attributes and values. Manipulating large collections of attributes and values leads to all 
the problems that database management methodologies and systems were designed to 
overcome: data consistency, integrity and redundancy. The first step in attempting to 
represent data in a database is to analyse how texts are described and then to model this 
in some way. One conventional form of analysis is Entity-Relationship (E/R) analysis 
(Chen, 1976), which is a form of top-down analysis that determines the main objects or 
events, the entities, and their associations to each other and other data, the relations.
An E/R model for a text descriptor is given in Appendix C, with entities representing the 
texts, authors, languages and so on. Such an E/R model can be implemented almost 
directly in a Relational Database Management System (RDBMS), but this would mean 
the loss of a lot of the descriptive and inferential potential of the model. While the 
Browser/Refiner described in the previous Section would retain some aspect of this, the 
use of a Imowledge representation schema, such as provided by MARVIN, would allow 
this descriptive Imowledge of the texts to be used more expressively.
Entities in the E/R model can map fairly directly onto MARVIN concepts. Mapping the 
E/R relations requires the choice of modelling them as MARVIN properties or 
relationships; the most direct approach would map E/R attributes to MARVIN properties
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and E/R relationships to MARVIN relationships. The result is the set of MARVIN 
definitions given in Appendix C, where the main concept of a ‘text’ has several 
properties and is related to itself and the other concepts. Definitions in MARVIN 
declaring a relationship as multiple-valued corresponds to the one-to-many nature of the 
equivalent relationship in the E/R model, likewise, properties defined as identifiers 
correspond to the E/R model identifiers. Additional information about the relationships 
has also been added in the MARVIN definitions, such as ranges of allowable values, 
defaults and inheritance through some of the relationships. For example, the ‘parallel’ 
relationship (a text-to-text relationship indicating a translation of a text, see Figure 6-3) 
could be defined to allow all values of any parallel texts to be inherited, such as date of 
publication and authors, but to restrict the inheritance of language and region. Similarly, 
one text might be used to determine the domain of another related text.
Text Author
J Smith
Namcl
DE DE
DomamText cat con
Eabell
auto eng 
LabcllParent
ParentIDomatoj
Figure 6-3: Representation of text descriptors as MARVIN
objects with properties and relationships to other objects.
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More complex relationships between concepts can be defined using demons, which 
allow the specification of heuristics that may be used to make inferences from laiown 
facts about the texts (e.g. Appendix C). With the appropriate concepts and instances 
loaded into the MARVIN system, queries can be made such as requesting the language of 
a particular text, which may, for example, be determined through an if-needed demon 
when no explicit value is given.
The use of Variable Precision Logic censors can be made to add greater richness to the 
description of the text knowledge. For example, an if-needed demon might be used to 
deduce the language of a text by trying to find the native language of the text’s author, 
provided there is not a parallel text by the same author (i.e. unless we know the author 
may be able to write in more than one language). In this case, the censor on the 
demon would stop it from deducing the (unknown) language of a text if  there is a 
parallel text in a different language by the same author. However, by modifying the 
precision as part of the inference strategy, it would be possible to ignore the censor 
and infer a solution through the author’s native language in the absence of any other 
information.
Once the specification for describing and organising texts in a corpus has been 
established, it is then necessaiy to consider how texts within the corpus can be 
identified for some particular use. With an explicit representation of the texts and 
their organisation the onus of interpreting this representation is passed to the 
identification process, particularly in the absence of complete descriptions. In this 
experiment we have used the knowledge representation language (KRL) and hybrid
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reasoning faculties of pMARVIN (Figure 6-4) interfaced to the System Quirk 
browsing tool and thereby to a human user whose navigation through the text corpus 
and selection of texts constitutes the text identification task.
Symbolic Description
Symbol 0  Connectionist 
Processing B Processing
Figure 6-4: Symbolic knowledge description with hybrid symbol 
and connectionist processing, as provided by pMARVIN.
The data retrieval facilities provided by the System Quirk lexicon browsing tool are 
relatively straightforward to use. That is to say, they release the user from the burden of 
needing to know the appropriate database query language and the underlying database 
structure. However, if  the data requested is not in the database, then the browsing tool 
simply shows it as unavailable. Similarly, a text that is to be selected may have the same 
title as other texts in the corpus: when faced with this situation, the browsing tool 
presents a list o f the possible entries from which the correct text can be selected. In both 
these cases, the browsing tool does not have the information available that would allow it 
to infer a more helpful solution.
To meet the goal of embedding more intelligent behaviour in the text identification 
process, an extended browsing system architecture based on the terminology manager 
has been developed. As described above, the terminology manager is highly 
configurable and uses a map to define the database structure that it is managing. The
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extended architecture makes use of this configurability to embed object queries to 
pMARVIN rather than directly to a database, and thus provides a principled environment 
for describing and managing the text knowledge.
The ‘intelligent’ access facilities for the corpus browser are activated through the ‘Smart’ 
menu. There are foui’ levels of access: none, use only explicit data; infer, use inheritance 
and demons; context, use associative relationships; adapt, allow learning of fast weights. 
The database used in the embedded system was based on the E/R model described 
Appendix C.
It should be stressed again that the pMARVIN system was not specifically developed to 
support text knowledge and reasoning, rather it was primarily developed for 
implementing real-world engineering expert systems. Our purpose in this experiment is 
to use techniques such as inheritance and retrieval strategies (if-needed demons) to 
provide a solution to a query when no explicit data are available, and to use contextual 
priming techniques (spreading activation) to discriminate or disambiguate multiple 
solutions. In this way, the problems of retrieval described above may be addressed. The 
representation and reasoning components of pMARVIN can be used in different 
combinations and at different levels of complexity of representation (Figure 6-5), The 
combination of the conceptual description and inference with a database can be viewed 
as a deductive database; the combination of symbolic and connectionist systems 
constitutes a hybrid reasoning system. As with many structured data representations, 
information can be presented as a simple structure, with atomic values, or these atomic
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values can be broken down into relationships to other structures, creating more and more 
complex structures.
Knowledge Representation LanguageDescription
Representation
DBMS
Deductive 
D atabase ,H ybrid
Reasoning
Implementation C o n n ec tio n ist n e tw o rk  Sym bolic n e tw o rk D a ta b a seM anagem en t
Figure 6-5: A symbolic description of a concept can lead to a 
number of combinations of representation and processing 
paradigms.
Using pMARVIN requires the definition of the text knowledge that it needs to reason 
over. The definitions of concepts, their properties and relationships described above can 
be extended to make use of the associative properties provided by the connectionist 
subsystem (the examples in Appendix C illustrate this). Since most of the factual data is 
actually stored in a relational database management system, then most of the property
121
definitions need to specify where the data is stored in the database (table and field). This 
is achieved using the procedure facet of properties.
If spreading activation is to be used in the reasoning process, a relationship needs be 
defined as associative. Instances of concepts with associative relationships have a 
corresponding node (or unit) created in the connectionist simulator. Any relationships 
made between instances of tliese concepts also generate a connection (or link) in the 
connectionist simulator between the corresponding nodes. Thereafter, whenever one of 
these instances is accessed or updated, its equivalent connectionist node is activated and 
a short interactive activation and competition simulation on the entire connectionist 
network is performed.
Whenever the system attempts to retrieve an instance of a concept with associative 
relationships, it only retinns those with an activation above a definable threshold, 
furthermore, it returns them in order of most highly activated first. By using weights 
and adaptation, or learning, of these weights (Section 4.3), the system can provide both a 
short-term and long-term contextual selection mechanism. An example of using these 
processes within the corpus browser is where a user has been making queries for texts 
from a particular domain or subdomains, and then requested information on a text which 
had the same title as other texts in the corpus. Using the contextual priming that results 
from the associative relationships between the previous queries, the browser will 
automatically select the text fr om the same domain or subdomain rather than presenting 
a choice of several entries from which the correct text must be selected.
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The system as it is currently defined raises several issues for the scaling and selection of 
connectionist simulation parameters. The problem related to scaling is directly 
connected to the use of the lAC simulation model and a localist representation of the 
data being modelled in the connectionist network. The greater the number of nodes and 
connections between nodes will give rise to the possibility of activation being dispersed 
across the whole network, with little separation of activation levels between the nodes. 
The effect of tliis would be to weaken the selective capabilities of the network. In 
connectionist models that use training algorithms to Team’ the selection criteria, such as 
backpropagation (Rumelhart & McClelland, 1986), there is a feedback loop to the 
scaling factors, or weights, that will reflect and adjust to the density of the training data. 
In the lAC network, the adjustment of connection weights needs to be managed 
externally to the connectionist model.
The definition of associative and discriminatory relationships in pMARVIN allows for 
the strength of the corresponding connection weight to be specified. In this way it is 
possible to define one relationship as more associative than another. For example, it 
might seem appropriate to give the author relationship a higher associative strength than 
the domain relationship, and that the text type relationship would similarly be weaker 
than the domain relationship. Another approach is to use heuristic rules to allocate the 
weights on the basis of the density and nature of the data, and also to define the scaling 
factors used in the connectionist simulation. Other approaches to using connectionist 
networks for disambiguating selection criteria and adapting them for use have been made 
in the context of Information Retrieval using backpropagation (Layida & Caron, 1994) 
and using Bayesian networks (Syu & Lang, 1994).
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6.3.2 ‘Family Resemblance’ Corpus Representation
In an attempt to make the specification of texts in a corpus more straightforward, without 
affecting the identification potential of a corpus, we have taken a more simple 
description of texts and used self-organising principles to gi oup and identify texts. The 
concept of using self-organising maps to determine ‘family resemblances’* between texts 
in a corpus was described in Section 2.4. To investigate the application of this 
technique, the artificial neural network model due to Kohonen (1990) is used to represent 
a corpus in a two-dimensional space. The parameters used to describe a text are mapped 
onto an input vector by representing each parameter as a subvector, with each subvector 
encoding the possible values for a parameter as an integer or a set o f binary codes. 
Filling a corpus space is achieved by training the Kohonen network with the descriptions 
of all the texts in a corpus. Retrieving a subcorpus of texts that have a family 
resemblance to a specified ‘prototype’ text can be realised by identifying this text in the 
Kohonen map and retrieving all texts in its neighbourhood. The size of the subcorpus 
can be specified by defining the extent of the neighbourhood of the prototype text: all 
texts in the neighbourhood are returned as members of the subcorpus.
* A term much used in philosophy with a variety of meanings associated with it. We 
follow Wittgenstein in out interpretation: ‘we see a complicated network of similarities 
overlapping and criss-crossing: sometimes overall similarities, sometimes similarities of 
detail. I can thinlc of no better expression to characterize these similarities than “family 
resemblances’” (1953:66-67).
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An important consideration when using a learning algorithm for classifying a corpus is 
its behaviour when incremental additions are made to the corpus. It is unusual for a 
corpus to be static in terms of the texts it contains: usually, texts are being continuously 
added to the corpus. In a practical system it is undesirable to have to retrain the 
classification network on every text in the corpus each time a new text is added. 
Approaches to incremental learning have been discussed in the connectionist literature, 
including techniques such as Incremental Category Formation (Morasso et a l, 1993) 
which uses a complex application of neuronal birth, tuning and death rules. However, 
Kohonen maps behave well imder incremental learning when the new input is similar 
enough to information already learnt and when the map is not too densely populated, but 
can misclassify when more orthogonal input is presented. At most there will be a one-to- 
one relationship between output units in the map and the texts in the corpus, but it is also 
possible for more than one text to be classified to the same point on the map: if too many 
texts are classified to the same point this suggests that either the parameters that describe 
the texts are not discriminatory enough, or that that the map is too small. This has the 
implication that the Kohonen map will either have to be large enough to encompass the 
number of texts that may ever be placed in the corpus, or alternatively the map will have 
to be increased in size when necessary. The former method means that the map will be 
extremely sparse initially, and consequently not provide such useful clustering of texts. 
The problem with the latter method is knowing when a map needs enlarging. At a trivial 
level this can be determined by the number of texts that have been classified and the 
number of output units in the map, incrementing the size of the map as necessary. 
However, a Kohonen map being trained in this incremental manner will begin to classify 
new texts less effectively as the map becomes more dense. Fortunately, there is a
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measure of the effectiveness of the classification for Kohonen maps: the quantization 
error. A technique for managing incremental corpus additions could use the 
combination of the quantization error and the map density to decide when to increase the 
map size and retrain it. This has the benefit of delaying the potentially large overhead of 
retraining the map until necessary, with the possibility of adding several texts to the 
corpus in between without adversely affecting the classification performance of the 
network.
Another consideration for the process of corpus management is the effect of new texts 
being incrementally classified when they are very different from texts already in the 
archive. For example, if  a new ‘branch’ of the corpus needs to be created, then the 
complete corpus will need reclassifying. This becomes a problem when the Kohonen 
map is too dense to allow a satisfactoiy distinction between units representing new texts 
and the existing texts. The combined technique of the quantization error measure and 
map density should recognise this situation and be able to indicate that reclassification is 
necessary.
In the context of corpus selection, the training phase of the network can be viewed as 
corpus acquisition, that is, the classification of the texts in the corpus using the Kohonen 
map. The testing phase corresponds to the selection of texts from the corpus, based on a 
prototype text and the number of texts required. The prototype text will be used to 
choose the best output unit in the Kohonen map, and texts that correspond to the 
neighbourhood of the best unit will be selected. Collection of selected texts is achieved
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by increasing the neighbourhood of the best output unit until the required number of texts 
has been retrieved.
The texts used for the experiments on automatic classification based on the pragmatic 
features of a text were the first 69 texts from the Longman Corpus (Summers, 1991). 
The Longman Corpus includes a header in each text giving some information about the 
text, with most of the texts being extracts of complete works. The header comprises 
title, author and publisher details along with about 10 pragmatic attributes that describe 
the author in terms of gender, race and region, the text size in terms of extract length, 
page start and end numbers, tlie text’s subject field in terms of a two-level subject 
hierarchy, the target audience in terms of technicality or literacy, and the publication 
date. The 69 texts were numbered from 1 to 69 and their attributes are listed in 
Appendix B.
The classification experiments used a simulation program that implements the Kohonen 
self-organising map model (Kohonen, 1990). The header details for each text were 
converted to a numerical value, if they were not already so, by allocating a number to 
each member of the set of possible values for an attribute. The nmnerical representation 
of the 10 attributes for each text was defined as the input vector to the self-organising 
map, giving 69 input vectors for classification (or training), and the map was defined as a 
12 by 12 unit surface. The simulation used a hexagonal neighbourhood and the bubble 
distance measure.
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The classification process consisted of three phases: randomising the initial state of the 
map; training the map on the input vectors; and then mapping the input vectors to their 
corresponding coordinates on the trained map. The second phase was split into two 
steps, of performing an initial coarse classification, followed by a refinement of the 
classification. The coarse classification used a learning rate of 0.05 with 15 iterations 
thi'ough the input vectors and a neighbourhood size of 10, reducing the learning rate to 
0.02 for the finer giade classification with 150 iterations through the input vectors and a 
neighbourhood size of 3. Several simulations were performed using these parameters but 
with different seeds for randomisation, and the quantization error of each derived 
classification was examined. The ‘best’ classification was determined by using the map 
that had the smallest quantization error and is shown in Figure 6-6 in grid form. The 
texts are identified by a imique number, from 1 to 69, and are listed in Appendix B along 
with the input vector for each text.
With different simulation parameters it is possible to get quite different map 
organisations, however the clustering is fairly consistent. The analysis of an organised 
map is, by the very nature of the maps, complex and is best achieved by examining the 
similarities of neighbours in the map. For example, by examination, the texts towards 
the top of the map, such as texts 68, 66, 37 and 52, are influenced largely by the size of 
the text extract, with the largest extract being in the top left and reducing going to the left 
or down. However, the cluster in the top left quadrant, texts 39, 65, 56 and 42, is mostly 
differentiated by the texts’ start and end pages being around 200 to 350. The effect of 
start and end page numbers appears to increase from left to right on the map. Another
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clustering appears to be due to the text date, with texts published in the early part of the 
century grouped in the bottom right quadrant, from texts 61, 23, 36 to 30.
44 68 66 26 63 59 18 54
37 52
39 65 12 55 31
56 42 33 47 49 67 43 22
6 14
48 9 40 7 46 8 20
34 2 38 60
57 45 5 13 14 24
62 53 35
69 10 27 16 32 28 3 58 19 21 29
41 17
50 11 15 61 23 36 64 25 51 30
Figure 6-6: Self-organised map of Longman texts using a hexagonal 
topology. The numbers correspond to individual texts in the Longman 
Corpus, from 1 to 69, whose attributes are given in Appendix B. More 
than one text may be positioned at the same point on the map, for 
example, 33 and 47, corresponding to Len Deighton’s Winter and 
Dear love & Saunders’ Introduction to British Politics.
It is important here to reiterate the purpose of taking this approach to classification. We 
have examined methods of representing relationships between texts in an explicit manner 
with a hybrid representation system in a previous section. What we are attempting to 
achieve with the self-organising maps is a representation of the combination of attributes 
describing the text and their relationship with the other texts in the corpus. The notion of 
family resemblance is that there may be no clear distinction or boundary between texts
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with different attributes, but that groups of texts share some combination of similar 
attributes: ‘the kinship is that of two pictures, one of which consists of colour patches 
with vague contours, and the other of patches similarly shaped and distributed, but with 
clear contours. The kinship is just as undeniable as the difference’ (Wittgenstein, 
1953:76).
6.3.3 Content-based Corpus Representation
The techniques for identifying texts from a corpus discussed so far all depend on the fact 
that the texts have already been externally parameterised. That is to say, there has been a 
set o f predefined parameters that have had their values set by some external process, 
usually a human user. To enable a more comprehensive approach to text selection, the 
content of texts in a corpus must be addressed in some way. Recent work on stylometry 
and terminology extraction, what one might term Texicometric’ analysis, gives us some 
clues on how the content of a text may be used to automatically generate parameters 
from the text. The implementation of this content-based corpus representation will use 
the same overall architecture and strategy used in populating a Kohonen map with 
explicit representations of texts as described in the previous section. Instead of an input 
vector to the Kohonen map being composed of an encoding of the text parameters, it will 
be based on the results of using stylometric and other linguistic analysis of a text.
The Ledger experiments, the Matthews and Merriam experiments and the Tweedie et al. 
experiments described in Chapter 3 all relied on extensive manipulation of both text 
input and intermediate data. Much of their effort was spent doing by hand what could 
potentially be performed by computer, because there was no computational infrastructure
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to support text analysis as a system of interacting processes that also included access to 
various data resources and different computational models. The text analysis system 
described in Chapter 3, as embodied in KonText, does provide such an infrastructure and 
the following sections describe how this system may be used to implement some of the 
stylometric and linguist analysis techniques and the application of these to corpus 
selection.
The purpose of the stylometric analysis perfonned by Matthews and Merriam, and by 
Tweedie et al., described in Section 3.2 above, was to determine the authorship of 
particular works, where the classification domain was simply that of deciding between 
two authors. In their experiments the connectionist network used had two output units 
representing the two authors, and used the backpropagation method for training the 
network. If the classification domain of the corpus is predefined and limited, it would be 
feasible to use a backpropagation network with the same number of output units as the 
domain requires. For example, if the classification domain was on the text-type, and five 
text-types were to be used, then a backpropagation network with five output units could 
be used. It is even possible to consider using a set of separate backpropagation networks 
acting as binary indicators for the different classification domain elements. However, if 
the classification of texts is not going to have a known domain, then the method of using 
backpropagation on its own may be inappropriate. In much the same way that Kohonen 
maps were used to classify texts based on predefined parameters above, a set of 
stylometric discriminators could be used to establish the input to the classification 
algorithm. The classification based on the discriminators will form a topographical map 
from which family resemblances can be evaluated. Such a topographical map will allow
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some quantification of distance between texts in a corpus, and will consequently allow a 
more graded comparison between different texts in the corpus than would be possible 
with the backpropagation technique used by Matthews and Merriam. The technique of 
using Kohonen maps may be more comparable to the results of using the multivariate 
analysis techniques described by Ledger. The focus of Ledger’s work is not just 
authorship but also chronology. The fact that the same author’s style will vary over time 
can also serve to invalidate the technique used by Matthews and Merriam when used on 
a sample of texts which span a wide time period, or other factors that affect style, such as 
intended audience and purpose.
The use of the Kohonen model requires mapping text organisation and text selection to 
the training and testing of the connectionist map (Figure 6-7). The training process will 
result in an map that represents the organisation of the texts in the corpus. The testing 
process will take a prototype text (or set of texts) that is an idealised representation of the 
texts to be selected from the corpus and will locate the position in the map that best 
corresponds to this prototype text.
linguistic  
M etrics ,
Quantify 
metrics of 
corpus texts 
and train 
map
Self-
O rganised
C orpus
O rganising Identifyin
Quantify 
metrics of 
prototype 
texts and 
locate in 
map
Figure 6-7: The two main processes for a self-organising corpus. 
Organising the corpus is achieved by training a map; identifying 
texts in a corpus is achieved by locating a prototype text 
representing the idealised text to select.
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The overall training process needs to generate an input vector for each text as part of the 
training set, followed by the training of the network based on these vectors. The testing 
process requires the generation of a single input vector for a text in the same way as the 
training process, followed by a reporting process to give the results of testing the network 
with the vector. To perform the stylometric and linguistic analysis automatically 
requires the definition of the appropriate services for the KonText system (Figure 6-8).
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Figure 6-8: Framework for automatically generating text
descriptions that are used in a self-organising process (training) 
for subsequent text identification (testing).
The same set of services to extend the processing of KonText can be used to perform 
both the training and the testing of the corpus organisation. The configuration service is
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used to set the descriptive parameters for the model, while the consolidation service is 
exploited to generate and collect the input vectors for both training and testing. Training 
of the network based on the input vectors collected makes use of the postprocess service, 
and gives the derived input data for information purposes through the report service. 
When testing, the report service is used to generate the results of the identification for 
display, or even further processing.
Three experiments can be considered using different stylometric variables: one using 
letter frequency, like Ledger’s approach; the second using the relative frequency of 
selected general language words, such as used by Tweedie et al.; and the third using the 
significant single word terms from a given technical domain. In all sets of experiments a 
Kohonen self-organising map would be used to classify the stylometric data. The results 
of the first of these experiments would be hard to predict. The second experiment is 
likely to organise the corpus in terms of style and text-type: the choice and frequency of 
particular general language words, including closed-class words may vary with style and 
across different text-types. The third experiment would be likely to organise the corpus 
in terms of technical domain. Since these experiments are using different stylometric 
variables, it is possible to envisage a combined vector that encodes these different 
variables together, providing additional dimensions for the organisation of a corpus. In 
the same way, the vector used for organising a corpus on the basis of its pragmatic 
attributes (Section 6.3.2) could be combined with the stylometric variables. Such a 
vector would be of such a high dimensionality that a model employing it based on a 
single Kohonen map might only be of limited use, whereas a model based on a modular
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connectionist network comprising several interlinked networks might provide more 
effective organisational properties.
In this Section we have described three methods of organising and identifying texts in a 
corpus. A range of techniques have been used to achieve this, from explicit symbolic 
representation to automatic analysis and representation. In the former the organisation is 
entirely dependent on hand-coded representations, while in the latter it is dictated by the 
automatic linguistic analysis of the texts. In this respect, the automatic analysis is 
sensitive to the way linguistic analysis can be specified and in the possibilities afforded 
by the analysis system that is used. The KonText system as described in Section 3.5 goes 
some way to providing the possible functionality, but is limited in how different 
linguistic analyses can be described without programming new services. To address this 
limitation a new model for describing text analysis processes and linguistic metrics has 
been developed, as described in the next Section.
6.4 Specification o f Linguistic Metrics for Text Analysis
With the automatic corpus organisation framework described above, the importance of 
being able to specify the appropriate metrics that need to be extracted or identified in a 
text becomes apparent. While the KonText system as described in Section 3.5 is mature 
in certain aspects, the extended processing model as it is defined has been found to have 
limitations. These problems include a restriction on the number of iterations through a 
text to establish results; limitations on how services can interact with each other; and 
most importantly, complexity for the user. To address this, a new model has been 
developed that is based on the idea of defining linguistic variables which represent some
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quantification or content of the text being processed: there are variables representing the 
word frequency, type and token values, location in the text and so on. In the original 
version of KonText, these variables were implicit in the reporting formats, either built-in 
or provided by extended services. For example, an index report format will always give 
the frequency of matches and a reference to their location in the source text. If a service 
was intended to provide more information about the match, then it also had to provide a 
reporting service to show the basic details as well as the additional information. Once 
several different seivices are available, the process of configuring the system to perform 
a complex text analysis can become a complicated mixture of setting parameters and 
specifying combinations of the services. The selection of which texts to process has 
similar potential to cause confusion when alternative methods become possible, such as 
using a virtual corpus manager.
The new implementation, KonTextll, attempts to overcome these limitations and 
complexities. This is achieved by taking a more abstract view of text analysis, bringing 
some separation between a description of what information is required from which texts 
and the processing required to achieve this. The specification of the text analysis is in 
terms of the texts to be processed from some particular source, operating system files, 
virtual corpus and so on, and then the task, or operations, to be performed on the texts, 
along with any specific constraints (Figure 6-9).
The focus now is on how to specify a task. A task is described in terms of the linguistic 
variables that are required at different levels of detail: the overall task; the summary for a 
match; and individual occurrences of a match (where a match is an occurrence in the
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source texts that satisfies the current constraints). Some of the required variables may 
not be provided directly by the KonTextll system, but are associated with specific 
external modules, which can be loaded automatically without explicit instruction from a
user.
KonText
Source
DoeumorM e Süaaïoii 1
SaivGb Contriènts | Qgllonai j
Extract Single Terms Define |
Start I QCIp 1
Figure 6-9: Three main components to specify a text analysis 
process, as reflected in the KonTextll system. These are the 
specification of source documents, constraints, and task.
However, not all the uses of the extended services available in the KonTextll processing 
model can be easily viewed as linguistic variables or additional information. These 
processes tend to be of a transformational nature, such as the morphological compression 
process described in Section 3.4.2. In these cases a new variable could be created to 
represent, say, a compressed match, but this would ultimately limit the interaction of 
different services since it would imply some substitution of variables if a another service 
was dependent on the match variable. For this type of service, it is possible to explicitly 
associate them with a task.
Thus, tasks specify the results required in terms of the variables available within 
KonTextll, with additional variables being available in external modules. This has quite 
profound implications for the view of text analysis, the representation of the analysis is
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now device-centred, rather than process-centred (cf. de Kleer, 1984; Forbus, 1984): the 
solution required is described, with processing only being implied. This mirrors the logic 
programming paradigm of being declarative rather than procedural, and allows the 
possibility of the processing to be performed in any appropriate manner. If the text has 
been preprocessed, perhaps by being fully-indexed within a database, the processing 
required to establish the values of the required variables may be different from when the 
text is scanned sequentially, but the description of the required results is the same.
The specification of the information required at the different levels within a task is 
achieved in a manner similar to a spreadsheet or database reporting system. The results 
at a particular level are described as a series of columns, where an expression may be 
given that malces some use of the available linguistic variables as well as formatting 
infoimation, such as column width, justification and numeric layout. This is shown in 
Figure 6-10 where one column is being specified using the available variables. The 
expression used within a column may use any number of linguistic variables in 
conjunction with numeric operators, and also values calculated in other columns {column 
variables). In this way many of the stylometric variables can be described without the 
need to program a new service. For example, the distinctiveness ratio defined in Chapter 
3 can specified by a column that uses the variables for ‘frequency’ (frequency of the 
matched item in the texts examined), ‘tokens’ (total number of tokens - words separated 
by space or punctuation - in the texts examined) and ‘GL frequency’ (relative frequency 
of the matched item in a General Language corpus) in the expression in (1) below.
( 1 ) Distinctiveness = $freq / Stokens / $GL_freq
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Figure 6-10: Specification of a column to provide the relative 
frequency of matches in the source texts within KonTextll. The 
scrollbar is used to scroll to different columns.
Often, it is useful to be able to filter out information that, on analysis, does not appear to 
be useful. With the KonTextll system it is possible to define a combination of 
constraints on a collection of columns that determine whether they should be reported. 
These constraints include the ability to define whether a value for a column has to be 
above, below or between specific values in order to be reported. The constraints can be 
combined in a way that all constraints must be satisfied for the results to be reported, or 
that only one constraint need be satisfied. Similarly, for marking interesting results, 
constraints of the same format may be used to determine when a result is deemed worthy 
of special attention, such as passing it on for further processing.
The approach taken in KonTextll allows users to work with text analysis at different 
levels of abstraction. They may simply select texts to be analysed and then the type of 
the analysis to be performed by choosing from the predefined and extendible list of tasks. 
Alternatively, they may modify one of the predefined tasks slightly, to adjust the layout
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of the results. The sophisticated user may ‘program’ new tasks based on the available 
variables, while a Prolog programmer might define new variables through external 
modules.
Most importantly, the specification of the text analysis in a descriptive mamier, rather 
than a procedural formalism, allows an implementation of a text analysis system to 
separate itself from the particular processing model or sources of linguistic data that it 
uses.
6.5 Summary
In this chapter we have described a series of experiments on computer-based 
organisation, representation and analysis of text knowledge. The systems used in these 
experiments are robust and were developed to cope with data in the large; only when the 
density of highly interconnected information is great enough does the abstraction or 
reduction of the information become a necessity. We have shown how transforming the 
complex data representation of term banks or lexica to more simple structures passes 
some of the burden of interpretation from a human user to the machine. We then 
presented three alternative approaches for organising collections of texts, from an 
explicit and symbolic representation through to an automatic analysis and representation. 
Finally, we described an approach to text analysis that uses a descriptive specification, an 
algebra, for the elicitation of linguistic information from a text, rather than an implicit 
procedural interpretation.
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Each of these experiments has successfully demonstrated how highly interconnected 
information, such as text laiowledge, can be managed on a computer in a way that allows 
an appropriate response in different contexts and from different perspectives. We have 
not made any judgement on which approaches are better than others when considering 
corpus organisation. This is because we feel that such a judgement can only be made in 
respect of some particular need. While some requirement still exists for text knowledge 
in the form of a controlled artefact, such as cunent dictionaries, then there will be a need 
for systems that can make best use o f this knowledge: a symbolic representation and 
hybrid reasoning system might make better use o f the already hand-coded knowledge. In 
other situations, where the content and diversity of the text Icnowledge is not known a 
priori, then an approach that uses automatic analysis and self-organisation may be more 
appropriate: these are software engineering decisions.
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7. Conclusions and Future W ork
7.1 Towards the Facilitation o f  Scientific Discovety o f  Text Knowledge 
In this thesis we have set out to explore what text knowledge comprises, and how it 
may be represented and reasoned with on a computer. In Chapter 2 we have 
described how text has been represented and organised in extant corpora and have 
proposed a methodology for representing corpora in transient hierarchies. These 
virtual corpora provide a simple mechanism for navigating around a corpus and for 
selecting different subcorpora. We also discussed the concept of corpora organised 
on the basis of family resemblances, where self-organising techniques are used to 
group texts that are similar in some sense. We then described how technical 
terminology can be used to define a terminological signature for a text.
Once text has been represented it is possible to use it as a source of evidence for 
analysis. Chapter 3 focused on computational teclmiques that have been used to 
examine texts for a variety of different purposes, from stylometry to lexical analysis. 
A framework for describing text analysis processes was illustrated with a variety of 
applications, including morphological, syntactic and terminological analysis.
From the measure of quantification, or metrication, of the text knowledge it becomes 
necessary to evaluate the results of the analysis. This can only be achieved by 
representing the outcome of the analysis in some schema that allows the inspection or 
identification of the texts, as well as the ability to reason with the represented 
knowledge. Two paradigms for representing and reasoning with Icnowledge were
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described in Chapter 4, leading to a formalism that integrates both paradigms into a 
hybrid knowledge representation and reasoning system which has been formulated in 
Chapter 5. We believe that a hybrid formulation which contains aspects of macro- 
cognitive representations together with micro-cognitive descriptions, with a learning 
potential, has not been used in discussing text knowledge.
These different aspects of text knowledge are brought together through a series of 
experiments in representing text knowledge, from the perspective of small phrases of 
text (terms) represented in a database, to various methods of organising corpora of 
texts, and the description of linguistic metrics. These experiments, the Quirk 
experiments, and their results were discussed in Chapter 6.
Our aim has been to describe a framework that will allow text knowledge to be 
identified, analysed, expressed and evaluated for a variety of different purposes. It 
has not been our aim to propose an ‘intellectual framework’ into which everything 
must fit, which Popper, having defined it, justifiably rallies against (1994:35). Rather 
we intended to propose a set of principles that will enable us and others to examine 
text systematically. In many ways, the science of examining text follows paradigms 
in biology rather than other sciences like physics and mathematics. For instance, one 
can possibly argue tliat modern linguistics views language as having evolved over 
time, possibly through natural selection processes (Edelman, 1987 & 1989). Indeed, 
Edelman states quite emphatically that ‘language systems evolved through the 
development of phonology, which by reentrant means could allow semantic boot­
strapping and syntactic development’ (1989:267). Furthermore, the words of a
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language continue to evolve, whereas the physical composition of pure water still 
remains in the ratio of two hydrogen atoms to one of oxygen. In this view the role of 
experimental evidence takes on more significance than it would to a theoretical 
physicist: as Francis Crick suggests, the ‘job of theorists, especially in biology, is to 
suggest new experiments’ (Crick, 1988:143). The analysis of scientific discovery in 
molecular biology provides us with further support for our proposed framework. In 
an attempt to simulate scientific discoveiy on a machine, Kulkami and Simon (1988) 
use the Wo-space model o f  learning. Figure 7-1. In their model, theories are 
expressed as rules which are used to suggest experiments; the results of the 
experiments are instances of fact which are then interpreted to adjust the rules. 
Similar theories of scientific discovery, again from a molecular biology background, 
have been proposed by Shrager and Langley (1990) and Dunbar (1993), where the 
notions of evidence, experimentation and evaluation are central to the theories. 
However, our proposed framework is not a general model of scientific discovery, it is 
there to facilitate discovery.
rule
space
experimentation
instance
spaceinterpretation
Figure 7-1: The two-space model of learning (Kulkarni & 
Simon, 1988)
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The literature has reported on a variety of theories and techniques that may be applied 
to different aspects of text knowledge, also on tools that might be used to represent or 
identify this laiowledge. However, these works have tended to focus on one 
particular aspect of text laiowledge. Our contribution has been to describe a 
framework that encompasses laiowledge contained in a text, laiowledge about the 
text, and how the text is related to other texts. This framework is summarised in 
Figure 7-2: information is organised in some way; from this body of evidence 
selections may be made and analysed; subsequently, some semantic representation is 
derived that may provide some evaluative feedback to the evidence or organisation of 
the information. Our framework specifically does not impose any constraint on what 
might be considered a text. Quite the contrary, one of the prime motivations of this 
framework is that text knowledge at any level in the text pyramid (Figure 7-3), from 
single letters to collections of complete works, can operate within it. If  a compound 
technical term was to be considered as being a text then the corpus becomes a term 
bank. The analysis of the words comprising a term and the pragmatic infoimation 
about it (such as its domain) might provide some insight as to its application or 
derivation, which in turn could be represented as some form of deeper laiowledge. 
Then if a word is considered a text, words might be organised in some orthographic 
sense, with analysis providing some knowledge of how letters are composed to make 
different forms of words, and so on.
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Figure 7-2: A framework for organising, analysing and
evaluating text knowledge, from text collections through 
selected text to a semantic network representation. The text 
might be a complete work, a compound technical term or a 
single word. The representation might be symbolic, 
subsymbolic or some other paradigm.
One interpretation of the feedback loop from evaluation to the organisation of 
evidence makes use of this view of text at different levels of granularity. The loop 
back could be one of reduction, allowing a recursive deepening of text knowledge by 
starting from text as a complete work and reducing the text on each cycle. Another 
interpretation of the feedback loop is one of recursive refinement, where a coarse 
organisation and incomplete semantic representation might be used initially, with 
successive iterations providing refinements in the organisation and semantic 
representation. A final interpretation that might be considered is that of iterative
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widening of the organisation and semantic representation: each cycle discovers 
something new about facts already known, adding to the pool of knowledge.
Letter
Lexeme
Sentence
Multi-Sentence
Complete Work
Virtual Corpus
Figure 7-3: A text pyramid, from individual letters to text 
corpora.
In a computational sense, these interpretations of the feedback process can be 
considered as traversing different search trees of text knowledge. As such, we might 
suppose that these processes would eventually map out the same search space, albeit 
in a different order, but this would be saying something about text knowledge and, 
through it, language that the literature does not appear to be able to support or refute. 
However, this framework could allow those so motivated to investigate these 
possibilities, which is one of the intentions of our work.
Another of our contributions has been to define methods of reducing the 
dimensionality of a representation of text knowledge in respect to a particular 
problem, context or perspective (Figure 7-4). This was demonstrated for a corpus by
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the idea of virtual corpus hierarchies and self-organising corpora, and for a text by the 
analysis based on different stylometric and linguistic variables. The use of a 
connectionist model to determine a contextual environment for knowledge 
representation also reduced the dimensionality of the problem of identifying 
knowledge: certain knowledge that matched a required pattern was ignored because 
there was another match that was in some way more relevant.
Corpus
Knowledge 
Base
C = > . c 5 ^ : :
. 0
■■
I ull Description i*crspi*cti> e (.\  ) Perspective ( B)
Figure 7-4: Abstracting or reducing the dimensionality of 
highly inter-connected information in a corpus, text and 
knowledge base. A full description of the information can be 
reduced or abstracted by selecting different perspectives or 
contexts.
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7,2 Future Work
The work described in this thesis has covered a wide range of tools and techniques, 
which we have attempted to direct on to the problem of representing and reasoning 
with text laiowledge. Some of the programs are relatively mature in that they have 
been under development and in use for several years, including MARVIN and 
KonText. Others, such as pMARVIN and the implementations of the Virtual Corpus 
are still evolving. In the following sections we will identify some of the weaknesses 
o f the individual tools or the techniques they embody, and describe how they may be 
or are being improved.
7.2.1 Virtual Corpora
The mechanisms for defining a virtual corpus as described in Chapter 2 can only 
utilise the available parameters used to classify the text as levels in a virtual 
hierarchy. For many purposes this appears quite adequate, but this is often more 
because the parameters used are easily redefined or have a number of adjustable 
values. However, a coipus user presented with a fixed set of parameters is obliged to 
use them as the discrete levels in a virtual hierarchy, in other words, their own 
conceptual framework may be compromised. This can be alleviated by allowing a 
level to be defined with an arbitrary label and an arbitrary constraint on any number 
of parameters. This is entirely consistent with the notions described in Chapter 2, 
where the levels in a virtual hierarchy are essentially the trivial case of a constraint 
comprising a single parameter. By allowing arbitrary constraints to describe the 
different subsets of the corpus space, we can no longer guarantee that the resultant
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hierarchy is a tree and not a graph, that is to say, a text may appear in more than one 
place at the bottom of the hierarchy. While this may appear to weaken the 
representation, it is perhaps more sympathetic to the theories of Wittgenstein and 
others where category members can belong in more than one category.
7.2.2 Connectionist Workbench
The ideas behind the NetEd cormectionist network editor have been developed further 
in collaboration with others to define a connectionist workbench that allows complex 
connectionist models to be constructed. As well as providing a visual programming 
enviromnent, the workbench uses a representation language for describing the 
components of a connectionist model, in terms of groups (or layers) of connectionist 
units and links between units. The representation language can be used to define 
building blocks of subnetworks {libraries), including variable components that are 
requested when a copy of a library is used. The libraries can provide standard 
network topographies, such as three-layer feed-forward networks, as well as user- 
defined structures. A mechanism has also been devised for coordinating the 
interaction of different models within the simulator. In this way, the output of a 
backpropagation network could be used as the input to a Kohonen network, for 
example. Further, a scheme for managing and using training data sets has been 
defined.
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7.2.3 Hybrid Symbolic and Connectionist Systems
With the localist nature of the connectionist processing used in the hybridisation of 
MARVIN, many of the problems inherent in their integration are passed on to the 
determination of the connectionist simulation parameters: what strength connections 
to make, what decay and amplification to use and so on. Many of these can be 
established empirically or heuristically by experimentation, and therefore readily 
incorporated as rules in the symbolic subsystem, since this is acting as the overall 
supervisor. Another approach to the problem would be to make use of a learning 
mechanism for establishing the connectionist representation and the link between it 
and the symbolic representation. Unsupervised learning algorithms are the most 
appealing for establishing a connectionist representation, with supervised learning 
being used as the bridge between the two representations.
7.2.4 Text Analysis and Experimentation
The ideas behind the new version of KonText are still evolving. There are certain 
areas which have not been adjusted to fit within the same descriptive framework. At 
the moment, the assumption is still that the results will be reported in a textual form, 
and that an external module would be required to store the results in any other system. 
At some stage it would be preferable to have an output specification that is in some 
way similar to the input specification: describing where the results should go, rather 
than where to get the source texts.
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Another potentially more complex problem is finding an abstract way to describe 
dependencies between linguistic variables that may require several passes through a 
text using a sequential scanning processing model. Currently, the definition of a 
variable includes stating any variables that it is directly dependent upon, but this alone 
may not be sufficient when less direct dependencies are needed. This is in part due to 
the loss of the concept of ordering that was implicit in the sequential scanning 
process.
A solution to both the above problems is to define a text analysis task as comprising 
any number of ordered subtasks, each with an input and output specification. By 
defining subtasks, certain of the analysis services become obsolete: the preprocessing 
and postprocessing services are the most obvious, but the consolidation and reporting 
services could also be considered subtasks. This structuring of text analysis tasks is 
very similar to the representation of tasks within the MARVIN system, which is 
perhaps unsurprising since sophisticated text analysis can be viewed as a form of 
expert system, deducing information from the available evidence by using some 
problem-solving mechanism. The implementation of such a system poses two main 
issues: how the specifications of the tasks should be presented to a user, and how the 
information will be passed from one subtask to another. A graphical representation 
would seem appropriate for the former, and a computer memory efficient method 
would be preferable for the latter.
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73 Epilogue
In a strict sense what we have presented here is a software workbench that will help 
in the management of text, either ‘natural’ texts or controlled artefacts like 
dictionaries. To this end we have succeeded in that we have produced a set of 
programs that have been used for conducting research in corpus linguistics, 
terminology and lexicography. There is a complementary set of tools in our 
workbench that has been used to organise problem-solving knowledge, together with 
programs that can learn. Again, the symbolic and connectionist programs have been 
used in knowledge engineering and connectionist research in addition to the topics 
discussed above. Organisation of text corpora, a subject of heated discussion in the 
relevant literature, has been dealt with through the notion of virtual corpora, 
accounting for the sensitivity of corpus linguists.
The above shows that we have discussed vocabulary, organisation of texts and aspects 
of knowledge. In some ways this can be regarded as an excursion into philosophy and 
debates about knowledge, particularly in respect of open questions such as ‘what 
gives a text the status of text?’; ‘does text contain knowledge or is it only a symbolic 
encoding thereof?’; ‘what are the similarities and differences between a set of texts?’. 
For these questions we have not suggested an answer. We did allude in this Chapter 
to scientific discovery, and do believe the exploration of text laiowledge on computer 
systems does provide a more transparent way of discovering the contradictions, 
neologisms and new ideas in text. In the spirit of excursions in philosophy we would 
like to conclude by pin-pointing, as precisely as philosophers will allow us, where our 
endeavours are positioned in Maxwell’s aim-oriented rationalism (1984). We intend
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our work to be moving towards person-centred science (Figure 7-5). Our hope is to 
allow people to enjoy the romance of scientific discovery (Gibson, 1928) in a domain 
of recording and communicating human endeavours and knowledge.
aim: truth aim: explanatory truth aim: vaiuabie truth
blueprint
conjectures metaphysical \ as to what is humanly valuable
aim: to use science to aim: to realize what ishelp enrich human life of value in human life
A
conjectures as to what is I humanly/scientifically \vaiuable\.discoverable
\ scientifically y discoverable
social life
empirical empirical empirical empirical
data data da ta da ta
standard aim -oriented __ .  hum ane  aim- __ t, person-centred
em pirisism em pirisism oriented em pirisism science
science pursued in order to help promote wisdom in life
philosophy 
of wisdom
Figure 7-5: 
1984:95).
Aim-oriented rationalism applied to academic inquiry (Maxwell,
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Appendix A: Connectionist Software Implementation
The connectionist software comprises two main components: the graphical user interface 
and the simulation engine. The user interface was implemented using Prolog, which 
allowed effective description of the networks, graphically and programmatically, and 
abstraction of control and processing. The simulation engine was written in the imperative 
programming language ‘C’, for speed of array processing with destructive assignment.
The Interactive Activation and Competition model is implemented to operate in a 
synchronised update mode. That is, propagation of activation through the network is 
controlled in cycles. Each cycle consists of two phases: gathering the inputs to each unit 
and then updating their activation. A positive weight indicates an excitatory connection, 
whilst a negative weight indicates an inhibitory connection. The magnitude of the weight 
indicates the strength of the connection.
The connectionist simulator uses ‘array-based ANS [artificial neural system] data 
structures’ (Freeman & Skapura, 1991:32), that is, a set of linear arrays containing the 
current state o f the connectionist network, in terms of activation level and connection 
strength, represented as floating-point numbers, and more complex array structures that are 
used for storing the network typography. In many implementations of connectionist 
algorithms, two-dimensional arrays are used to represent both the connectivity and strength 
of connection in a network. For most network typographies this results in large, sparse 
arrays, often with additional mechanisms to improve simulation speed (cf. Rumelhart & 
McClelland Vol. 3). The usual solution to the sparse array problem is to use Tinked-list
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ANS data structures’ (Freeman & Skapura, 1991:35), although this is far less efficient 
computationally in terms of memory usage and processing. The solution proposed by 
Freeman and Skapura uses linked-list structures to define the more abstract topological 
description of a network with are linlced to anays that contain the states of the units and 
their connections in the network. The data structures used in the NetEd simulator are 
shown in Figure 1. These comprise two sets of arrays, one for storing data about the units 
and one set for the links. In each set of arrays the index is constant for a unit across the 
set: for example, unit 1 will have index position 1 for the activation, excitation arrays and 
so on. The arrays that connect the links to their units contain integers that are the 
corresponding indices in the unit arrays, The lAC simulation process essentially iterates 
along the link arrays, accessing required data from the unit arrays, such as activation, and 
calculating new values for the units. This is in contrast with the more usual method of 
iterating along arrays indexed on the units, but consequently allows a more optimisable, 
single iteration loop. With the optional fast-weights and learning functions operating, the 
conesponding linlc arrays may also be modified during a shnulation. The arrays that store 
what is essentially topological data are only required for managing the dynamic creation 
and deletion of imits and links in the network, or for recording spy-points, such as 
infonnation boxes. Certain arrays are provided for the efficient retrieval of topological 
information specifically for the highly-interactive graphical user interface provided by the 
NetEd system, particularly for referencing linlcs from unit indices because of the link- 
centred algorithm. The system manages all the memory requirements automatically and 
dynamically, allocating memory when larger networks are defined, and managing deletion 
and reallocation of items when networks are reduced or deleted.
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activation army of floats y/
net input army of floats ^
excitation army oTioate 7
inhibition array of floats
ext, input array of floats ^
UI active array of integers
link count army of integers
unit links array of integer array ^
Links
from unit array of integers
to unit array of integers
weight array of fioats
UI acti ve array of integers
Z77
fast weight array of floats 
learning array of integers
Figure 1 : Array-based data structures used for the lAC simulator. 
Bold items are obligatory, the dashed items are optional, the other 
items are required only for the topological management of the 
network. Arrows indicate where integers are references to indices 
in other arrays.
Fast Weiehts
In the Interactive Activation and Competition simulator in NetEd, the fast weights are 
modified every cycle and the magnitude of weight calculated in a manner similar to the 
activations of units. A similar routine to that which is used to calculate the new activation 
of a unit is used to calculate the new fast weight. The absolute change in fast weight is 
calculated by the equation (1).
(1 )
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Here wij(^) is the fast weight between units i and j  at time t. The activation of a unit and 
the decay rate are specified as a{ and d  respectively. Different weight limits and factors 
are also used, along with the assumption that the minimum fast weight is zero.
An experimental learning or adaptive mode has been implemented that makes use of the 
variation in fast weights to establish frequently used connections in a network. The 
principle behind this approach is that frequently activated connections should have their 
long term weight increased, while rarely used comiections should have them reduced. 
This acts to reinforce commonly used associations, while ‘forgetting’ less common usage. 
In the lAC model implemented in NetEd this is achieved by tracking the number of cycles 
at which a fast weight is continuously at either its maximum or minimum value. After a 
user-definable threshold of cycles, the long term weight is either increased or decreased as 
appropriate, again by a user-definable amount.
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APPENDIX B: Sample Longman Corpus Texts
1. Falling For Love
2. The politics of Woman's Rights
3. The Naked Ape
4. Wigan Pier Revisited
5. Small is Beautiful
6. T.S Eliot
7. The Female Eunuch
8. Diana
9. The Life O f My Choice
10. What they don't teach you at Hai'vard Business 
11 .Beyond Freedom & Dignity
12.Picasso creator and destroyer
13.The Old Devils
14.Beyond a Boundary
15.Life & times of Michael K
16.Life on Earth
17.The Power and The Glory
18.The Conservationist
19. The Ghost of Thomas Kempe
20.Letters from China
21. Carrie's War
22.Charlie and the Chocolate Factory
23.The Wind in the Willows
24. Self-Sufficiency
25.The House at Pooh Corner
26.Ulysses
27. The Ascent of Man
28.Lord of The Flies
29.The Borrowers
30.The Snow Goose
31. Things Fall Apart
32.The go-Between
33.Winter
34.The Siege Of Krishnapur 
3 5. Offshore
36.The Hound of The Baskei*villes
37. World Politics Since 1945
38.Ring of Fire
39.For The Record
40. Coasting
41. Secrets
42. The Uses Of Enchantment
43.Biko
44. Alaska
45. The Diary Of A
46.'C Is For Corpse
Sue Sharpe 
April Carter 
Desmond Morris 
Beatrix Campbell 
E.F. Schumacher 
Peter Aclcroyd 
Germaine Greer 
Ingrid Seward 
Wilfred Thesiger 
Mark H. McConnack
B.F Skinner
Arianna Stassinopoulos Huffington 
Kingsley Amis
C.L.R.James 
J.M.Coetzee 
David Attenborough 
Graham Greene 
Nadine Gordimer 
Penelope Lively 
Maureen Hynes 
Nina Bawden 
Roald Dahl 
Kenneth Grahame 
John & Sally Seymour 
A.A.Milne
James Joyce
J. Bronowski
William Golding
Mary Norton
Paul Gallico
Chinua Achebe
L.P.Hartley
Len Deighton
J.G Farrell
Penelope Fitzgerald
Arthur Conan Doyal
Peter Calvocoressi
Lawrence Blair & Lome Blair
Donald T. Regan
Jonathan Raben
Danielle Steel
Bruno Bettelheim
Donald Woods
James A. Michener
Eamon Dunphy
Sue Grafton
15Q
47, Introduction to British Politics
48. All What Jazz. A Record Diary 
49.On The Beach
50.Art & Photography
51. The Thirty-Nine Steps
52.Midnight's Children
53. A Brief History Of Time
54.Beloved
55.Wine
56.Rock Star
5 7, Civilisation
58.Gilbert White
59.Watership Down
60.Mirror To Damascus
61.Decline &Fall
62. An Omelette & A Glass of Wine 
63.Sons and Lovers
64.Murder on the Orient Express
65. Rabbit Redux
66.The Bonfire Of The Vanities
67.Airport
68. Of Human Bondage
69.The Talented Mr Ripley
John Dearlove & Peter Saunders
Philip Larldn
Nevil Shute
Aaron Scharf
John Buchan
Salman Rushdie
Stephen W. Hawking
Toni Morrison
Hugh Johnson
Jackie Collins
Kenneth Clark
Richard Mabey
Richard Adams
Colin Thubron
Evelyn Waugh
Elizabeth David
D.H, Lawrence
Agatha Christie
John Updike
Tom Wolfe
Arthur Hailey
W Somerset Maugham
Patricia Highsmith
Longman Text Parameters
Text Year Start End Words (1000) Gender Race Level Region Superfield Subfield
1 87 1 164 58 female white 60 20 30 54
2 88 77 196 65 female white 60 10 30 54
3 67 9 148 58 male white 60 20 30 6
4 84 1 164 64 female white 60 20 30 54
5 73 10 168 85 male white 60 20 40 18
6 84 192 335 125 male white 60 20 60 36
7 70 11 141 100 female white 60 40 30 54
8 88 27 166 50 female white 100 70 40 42
9 87 23 172 130 male white 100 10 80 60
10 84 37 206 70 male white 100 70 50 15
11 71 50 210 52 male white 60 70 30 48
12 88 9 128 200 female white 100 20 60 66
13 86 11 170 100 male white 40 20 90 24
14 63 13 131 75 male white 100 80 80 57
15 83 22 202 65 male white 20 90 90 24
16 79 11 208 90 male white 100 20 10 12
17 40 7 154 55 male white 40 20 90 24
18 72 9 151 110 female white 20 90 90 24
19 73 5 159 43 female white 80 20 90 3
20 76 27 186 75 female white 100 60 80 60
21 73 7 142 49 female white 80 20 90 3
22 64 11 160 49 male white 80 70 90 3
160
23 08 7 190 60 male white 40 20 90 24
24 73 7 136 80 male white 100 20 80 33
25 28 1 177 50 male white 80 20 90 24
26 22 3 142 200 male white 20 30 90 24
27 73 19 256 80 male white 60 20 30 6
28 54 7 186 60 male white 20 20 90 24
29 52 7 153 35 female white 80 20 90 24
30 41 7 79 13 male white 80 70 90 24
31 58 5 185 50 male black 80 100 90 24
32 53 25 184 70 male white 40 20 90 51
33 87 5 146 170 male white 80 20 90 3
34 73 175 313 111 male white 20 20 90 27
35 79 9 140 41 female white 20 20 90 24
36 02 37 187 75 male white 80 20 90 39
37 68 1 97 250 male white 60 50 40 42
38 88 9 158 80 male white 100 20 80 60
39 88 241 379 150 male white 100 70 40 42
40 86 11 154 100 male white 60 20 80 60
41 85 129 278 90 female white 80 70 90 51
42 75 137 260 125 male white 60 70 30 45
43 78 1 134 65 male white 60 90 40 42
44 88 643 742 450 male white 80 70 90 3
45 76 57 176 52 male white 100 30 80 57
46 86 1 162 80 female white 80 70 90 39
47 84 12 130 150 male white 60 20 40 42
48 70 153 288 100 male white 60 20 60 72
49 57 7 146 100 male white 80 40 90 24
50 68 125 325 58 male white 60 70 60 63
51 15 7 138 42 male white 80 20 90 3
52 81 9 128 200 male asian 20 20 90 24
53 88 23 182 52 male white 60 20 10 9
54 87 3 146 95 male black 20 70 90 24
55 66 7 106 175 male white 60 20 80 21
56 88 171 334 100 female white 80 70 90 24
57 69 107 246 75 male white 60 20 40 30
58 86 15 156 55 male white 60 20 10 12
59 72 15 154 150 male white 20 20 90 3
60 67 1 160 66 male white 60 20 80 60
61 28 47 216 52 male white 20 20 90 24
62 52 151 290 90 female white 60 20 80 21
63 13 7 147 180 male white 20 20 90 24
64 33 11 194 70 female white 80 20 90 39
65 71 193 328 150 male white 80 70 90 24
66 87 3 129 250 male white 20 70 90 24
67 68 9 150 100 male white 80 60 90 24
68 15 24 124 310 male white 20 20 90 24
69 55 113 249 100 female white 80 70 90 3
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APPENDIX C; Corpiis Model 
Entîty-Relationshîp Model o f a Corpus Text
C opyright status 
D ate  V
ISB N
E ntry
M odalityTitle
Edition L ocationTechnicality
location
U sage restrictions
nam eText
D om ain
4 PublisherLabel
Text type A uthor
R egion
L anguageN am e 
N ative L anguage 
G ender
Label
ISO  codeIS O  code
Notation:
A ttribute
optional
Entity
1 :many relationship
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Intelligent Corpus Browser Définitions and Architecture 
The Intelligent Corpus Browser uses an integration of the System Quirk Browser with 
pMARVIN to provide access to the knowledge about texts in a corpus.
concept:: text, 
properties::
title and type of atom, 
published_date,
edition and range of [reproduced,revised,ed1 ,ed2,ed3,ed4,ed5], 
word_count and type of number, 
isbn and type of atom,
copyright_status and range of [cieared,reftjsed,lnitiated,uninitlated], 
usage_restriotion and range of [unr,clc,ruo,ref,spr], 
entry and range of [eleQtronic,copy_typed,scanned,tr], 
modality and range of [written, spoken] and default of written, 
technicality and range of [general, technical, semi_technicai], 
location and type of atom, 
relationships::
author and relation of author and multi_va!ued, 
publisher and relation of publisher, 
language and relation of language and
needed of (X Isa text with author of A and A Isa author with nativejanguage of L 
unless X Isa text with parallel of P and P Isa text with author of A 
where object of X and value of L), 
region and relation of region, 
domain and relation of domain, 
text_type and relation of text_type, 
embedded and relation of language and multivalued, 
parallel and relation of text and Inheritance of all
and exception of [language, region] and multivalued, 
shadow and relation of text and multivalued
inheritance of [domain, technicality, modality, text_type], 
synopsis and relation of text and inheritance of [domain].
concept:: text_type, 
properties::
label and type of atom and 
Identifier.
concept:: region, 
properties::
lso_code and type of atom and 
Identifier.
concept:: author, 
properties::
full_name and type of atom and 
gender and range of [male, female], 
relationships::
nativejanguage and 
relation of language.
concept:: language, 
properties::
lso_code and type of atom and 
Identifier.
concept: publisher, 
properties::
name and type of atom, 
location and type of atom.
concept:: domain, 
properties::
label and identifier, 
relationships::
parent and relation of domain and 
Inheritance of all.
Figure 1: 
texts.
Example MARVIN definitions for concepts describing corpus
With the concepts (Figure 1 ) and instances (Figure 2) defined in pMARVIN, queries can 
be made such as requesting the language of the text ‘Catalyst Converter Emissions’,
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which in this case would be determined as English through the ‘needed’ demon. 
Inheritance could be used to find the domain of the German parallel text, and so on. In 
Figure 1 a ‘needed’ demon can be used to find the language of a text by trying to find 
the native language (L) of the text’s (X) author (A), that is unless there is a parallel text 
(P) by the same author (i.e., unless we loiow the author can write in more than one 
language). In the example above, the censor on the ‘needed’ demon would stop it from 
finding the language of the text ‘Catalytic Converter Emissions’, because there is a 
parallel text in German by the same author. However, by modifying the precision being 
used, it would be possible to ignore the censor and infer that the solution is English, 
thi'ough the author’s native language.
language with iso_code of en. text_type with label of advert.
language with iso_code of de. text_type with label of journal.
text_type with label of official.
region with iso_code of 'GB'. textjype with label of novel.
region with lso_code of 'DE'.
region with iso_code of 'US'. domain with label of automotive.
author with full_name of ‘lain Banks’ and author with full_name of ‘John Braine’ and
gender of male and gender of male and
nativejanguage of en. nativejanguage of en.
publisher with name of ‘Macmillan’ and publisher with name of ‘Fisher’ and
location of'London'. location of ‘London’.
text with title of ‘The Wasp Factory' and text with title of ‘Catalytic Converters Emissions’ and
author of ‘lain Bainks' and author of 'John Braine' and
publlshed_date of 1984 and publisher of ’Fisher’ and
publisher of ‘Macmillan’. publlshed_date of 1988 and
domain of automotive and
text with title of ’Katalystemlssions’ and technicality of technical and
author of ‘John Braine’ and textjype of journal and
publisher of ‘Fisher’ and parallel of (te)rt with title of ’Katalystemlssions’).
language of de.
Figure 2: Instances of concepts for text descriptors.
By extending the definition of the concepts to include associative and discriminatory 
facets to the relationships (Figure 3), a connectionist network will be built to provide 
additional reasoning capacities for identifying texts.
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r  pMARVIN definitions of text descriptors to extend previous definitions *!
concept:: text, 
relationships::
author and nature of associative, 
domain and nature of associative, 
text_type and nature of associative.
%% Use connectionist model
Figure 3: Example p MARVIN concept definitions to
incrementally extend the definitions given in Figure 1 above to use 
associative links between texts.
The Intelligent browser system can be viewed as providing different levels of data 
abstraction (Figure 4) and processing, with mappings between the levels. The System 
Quirk Browser maps a linear list of attribute-value pairs onto and from pMARVIN 
objects. In turn, pMARVIN maps symbolic data in the form of objects onto and from 
connectionist networks, Prolog facts and a relational database management system.
System Quirk Browser
■ Q  C D  c z ;
QPMU:. ash.HOMCXÎRAPH-.. 1.
WORD SENSE:. S.CATEGORY;, noun.SYNONYM:. Frspdnus.
DEFINm ON :. .
(hard wood of) fomst trs t  oommon In Britain
K Isa word sens*  with dillnttlon of D, K, 0,. atom (80. m.
Access ORACLE
RDBMS
MARVIN Knowledge
Dresentation and Reasonin '(12. mulU valued) 12. word s* wonT asM tiaa). rue).
Connectionist 
Simulator
Prolog 
Fact Base
Figure 4: Intelligent browser system architecture, incorporating 
pMARVIN, with different levels of data abstraction and 
representation.
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