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The antiferromagnetic (AF) model is generalized for the quasielectron system
composed of identical ionic-covalent dimers. The density-fluctuation and covalent-
correlation operators are constructed based on the extended AF density matrices,
and the quasielectron system is decomposed into 4-level subsystems for the electron
ionization and affinity. By considering the nearest-neighbor hopping near the cova-
lent limit, we can see the importance of the bonding coefficients to the effective mass
of the excited carrier in the crystal of the zincblende structure.
PACS numbers:
I. INTRODUCTION
Different quasiparticles are taken into account for many-electron systems. Based on
the Bardeen Cooper Schrieffer (BCS) theory [1], the Bogoliubov-BCS quasiparticles are
constructed under the superconducting (SC) order by considering Bogoliubov-deGennes or
Hartree-Bogoliubov equations [2–4]. The antiferromagnetic (AF) quasielectrons are intro-
duced when the orbital antiferromagnetism or the d-density wave (DDW) order becomes
important [5, 6], and the quasiparticles under multiple orders are discussed in the literature
[7–11]. The Hubbard model [12] may help us to clarify the SC and AF behaviors, and the
4-level Hubbard dimer [13, 14] is constructed by including the up- and down-spin orbitals
at the two sites. The ionic-covalent chemical bond can be approximated by such a dimer
when the two sites correspond to the atomic orbitals, and we have the Heitler-London state
[15, 16], which is denoted by |Ψc〉 in this manuscript, for the covalent limit. The ionic state
|Ψi〉 may become dominant in the hetero-diatom bond, in which we shall consider different
on-site energies introduced in the ionic Hubbard model [17, 18].
The Bloch states [15, 19, 20] are important to construct the quasiparticle orbitals, includ-
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2ing the plane-wave ones for the nearly free carriers in crystals. Such states can be introduced
based on the mean-field methods such as the Hartree-Fock (HF) approach, which yields the
self-consistent-field (SCF) solutions [15, 20, 21]. It has been discussed in the literature how
to include the correlation energy beyond the HF approach by considering the coupled-cluster
corrections such as those due to coupled-cluster doubles (CCDs) [15, 20–23]. In addition, my
group [9] has used the AF part of the extended Bogoliubov-BCS quasiparticles to construct
the energy form of the one-bond system by considering [24]
|Ψb〉 = αi|Ψi〉+ αc|Ψc〉. (1)
Here |Ψb〉 denotes the bonding wavefunction of the half-filled ionic-covalent bond, and the
complex numbers αi and αc are the bonding coefficients satisfying |αi|2 + |αc|2 = 1. In this
manuscript, the AF model is generalized for the compound in which the chemical bonds are
identical to the red one in Fig. 1 (a). To include the bonding correlation, the extended AF
density matrix
ρea =
 ρ ∆
∆ ρ
 (2)
is introduced to construct the correlation operatorsd
(1) = (
√
2− 1)[ρ(1)ρ(2)(I − ρ(1)) + (I − ρ(1))ρ(2)ρ(1)]
d(2) = (I − ρ(1))ρ(2)(I − ρ(1))
(3)
for the electron pair in the bonding region Ω. Here ρ and ∆ are self-adjoint operators, I
denotes the identity operator, and the operators ρ(1) = ρ + ∆ and ρ(2) = ρ − ∆ can serve
as the density matrices for the quasielectrons in Fig. 2 (a), which shows the 4-level dimer
corresponding to the one-bond system. The correlation matrices d(1) and d(2) are denoted
as the density-fluctuation and covalent-correlation operators because they represent the
fluctuating charge and the correlation due to the covalent component, respectively. For
convenience, the background is mentioned in section II, and the operators d(1) and d(2) are
introduced in subsection III-A by considering the non-interacting and interacting parts of
the one-bond Hamiltonian. The assumptions about the one-bond dimer are discussed in
Appendix A, and an orbital transformation is mentioned in Appendix B to improve my
model. The ionized and affinitive processes for the one-bond system are taken into account
in subsection IV-A.
3The quasielectron model for the binary compound is constructed in section III-B by
considering the identical chemical bonds connecting the anions and cations. Figure 1 (b)
shows such bonds in the zincblende-structure crystal as an example. The density-fluctuation
and covalent-correlation operators are extended as d(I) and d(II) for the bonding correlation in
the quasielectron system of the considered compound. I decompose such a system into the 4-
level subsystems shown in Fig. 3 (a), and the energy difference to excite a carrier is obtained
in section IV-B by considering the ionized/affinitive process. When the compound forms
an ideal crystal following the periodic boundary condition, each subsystem may correspond
to a Bloch-type function. Near the ionic limit, as shown in Appendix C, my model can be
supported by the coupled-cluster theory. On the other hand, we can see the importance
of the bonding coefficients to the excited carrier near the covalent limit under the strong
e-e repulsive strength, which is responsible for the Mott insulating behaviors in some AF
systems [25, 26]. The Hamiltonian family, which can correspond to the random Schro¨dinger
operators in the random-matrix theory [27–30], is discussed in section V. Actually we may
generalize Eq. (2) to include a set of Hamiltonians by constructing the multiple-component
quasielectrons. I note that the multiple-component functions can be used to introduce the
vector bundles [31–33] for the gauge theory. The compound system composed of different
ionic-covalent dimers are discussed in Appendix D. The summary is made in section VI.
II. BACKGROUND
The DDW Hamiltonian Hddw =
∑
kσ χ
†
kσBkχkσ [5] has been introduced for the AF quasi-
electrons with
Bk =
 εk − µ ∆k
∆∗k εk+Q − µ
 (4)
and χ†kσ = (c
†
k σ,−ic†k+Q σ). Here µ denotes the chemical potential, the wave-vector k
belongs to the reduced Brillouin zone (RBZ), Q equals the DDW ordering wavevector, σ
denotes the spin orientation ↑ or ↓, εk and εk+Q are the energy coefficients, ∆k is the DDW
order parameter, and ck σ and ck+Q σ are to annihilate electrons at (k, σ) and (k + Q, σ),
respectively. At half-filling, the zero-temperature chemical potential may lie in the gap
between the two DDW energy bands, under which the gapless quasielectrons appear at the
nodal points [5, 6]. The lower band is filled with the AF quasielectrons while the upper one
4is empty. Each filled eigenket ϕf can be denoted by the two-component wavefunction
|ϕf〉 =
 ϕ′f
ϕ′′f
 (5)
with the plane waves ϕ′f = a
′
fexp(ikf · r) and ϕ′′f = a′′fexp(i(kf + Q) · r). Here kf ∈ RBZ,
and the coefficients a′f and a
′′
f satisfying (a
′∗
f , −ia′′∗f )Bk ∝ (a′∗f , −ia′′∗f ) are normalized such
that 〈ϕf |ϕf〉 = 1. We may exchange the components in Eq. (5) to obtain
T |ϕf〉 =
 ϕ′′f
ϕ′f
 , (6)
which also represents the ket ϕf , by the operator
T =
 0 I
I 0
 . (7)
The extended AF density matrix
∑
(|ϕf〉〈ϕf |+ T |ϕf〉〈ϕf |T †) is of the form of ρea given by
Eq. (2) because it commutes with T . We can decompose ρea as
ρea = ρ
(1) ⊗ e1e†1 + ρ(2) ⊗ e2e†2. (8)
such that ρ(1) = ρ + ∆ = e†1ρeae1 and ρ
(2) = ρ − ∆ = e†2ρeae2, where e†1 = 1√2(1, 1) and
e†2 =
1√
2
(1,−1). The effective Hamiltonian HˆD given by Eq. (49) in Ref. [9] can be obtained
by generalizing Hddw for the extended AF density matrix. In addition to the orbital anti-
ferromagnetism, the order parameter ∆k is taken into account for d-wave superconductivity
[6–8]. Moreover, we may use ρ(1) and ρ(2) to represent the quasielectrons in the one-bond
system [9].
The 4-level dimer composed of the two spatial sites with up- and down-spin orienta-
tions has been introduced by considering the dimer Hamiltonian Ht−U =
∑
σ(tABc
†
AσcBσ +
t∗ABc
†
BσcAσ) + Uˆ [13]. Here A and B represent the two spatial sites, tAB is the hopping
coefficient, the annihilators cAσ and cBσ follow {cBσ, cBσ′} = {cAσ, cAσ′} = {cAσ, cBσ′} =
{cAσ, c†Bσ′} = 0 and {cAσ, c†Aσ′} = {cBσ, c†Bσ′} = δσσ′ , the factor
∑
σ(tABc
†
AσcBσ + t
∗
ABc
†
BσcAσ)
is responsible for the intra-bond hopping, and Uˆ denotes effective e-e interaction potential.
To model the AF states, we shall note that such states occur as the up- and down-spin
electrons repel each other when they are at the same sites. We can take
Uˆ =
∫
d3r′d3r′′U(|r′ − r′′|)ψ†↑(r′)ψ↑(r′)ψ†↓(r′′)ψ↓(r′′) (9)
5as the short-range repulsive potential to reduce the double occupancy [25] such that the
electrons prefer c†A↑c
†
B↓|0〉 and c†B↑c†A↓|0〉 at half filling. Here |0〉 denotes the vacuum state,
the nonnegative function U(|r|) equals zero as |r| exceeds the short interacting length a,
and ψσ(r) is to annihilate the electron with the spin orientation σ at position r. Such a
dimer can be used to model the ionic-covalent chemical bond, which separates atom A from
atom B in Fig. 1 (a). Assume that the bonding electrons almost concentrate in Ω such that
we can consider the approximation 〈r|A〉 = 〈r|B〉 = 0 as r /∈ Ω, where the A- and B-site
orbitals |A〉 and |B〉 denote the normalized spatial parts of c†Aσ|0〉 and c†Bσ|0〉, respectively.
In this manuscript, I assume that |A〉 and |B〉 are localized near the corresponding atoms in
the considered bond, as shown in Fig. 4. We can construct these site orbitals by considering
the linear combinations of the atomic orbitals after truncating the tails outside the bonding
region Ω and performing suitable orthogonalization to have the zero overlap integral [34].
Let C2Ω be the vector space composed of the linear combinations of |A〉 and |B〉. The
space C2Ω is isomorphic to C2, and is a subspace of the Hilbert space L2Ω composed of the
square-integrable functions which equal zero outside Ω. The Heitler-London correlated state
|Ψc〉 = 1√2(c
†
A↑c
†
B↓+c
†
B↑c
†
A↓)|0〉, a linear combination of the AF states c†A↑c†B↓|0〉 and c†B↑c†A↓|0〉,
has been taken into account in the covalent limit [15, 16] when the 4-level bond is half-filled.
To include the ionic part, we may consider the ionic Hubbard model [17, 18] and modify
Ht−U as the one-bond Hamiltonian
Hb =
∑
σ
(tABc
†
AσcBσ + t
∗
ABc
†
BσcAσ + εAc
†
AσcAσ + εBc
†
BσcBσ) + Uˆ , (10)
which is suitable to model the polar molecule [24], to introduce the on-site energies εA and
εB. In the above equation,
∑
σ(tABc
†
AσcBσ + t
∗
ABc
†
BσcAσ + εAc
†
AσcAσ + εBc
†
BσcBσ) = Hb − Uˆ
is the non-interacting part of Hb while the e-e potential Uˆ serves as the interacting part.
In the following, assume that εB > εA such that atom A has the higher electronegativity.
The two-electron wavefunction becomes the uncorrelated state |Ψi〉 = c†A↑c†A↓|0〉 in the ionic
limit, so we shall take both |Ψi〉 and |Ψc〉 in general and consider the bonding wavefunction
given by Eq. (1) at half filling. The assumptions about Eq. (10) are discussed in Appendix
A. While there exists another state |ΨBB〉 = c†B↑c†B↓|0〉, as mentioned in Appendix B, its
contribution is small and we can include it just by performing an orbital transformation.
For convenience, I introduce my model without considering |ΨBB〉 in the main text, and
include its contribution in Appendix B by using such a transformation to preserve the form
6of Eq. (1).
Because the bonding electrons in the covalent limit are described by the linear combina-
tion of the AF states c†A↑c
†
B↓|0〉 and c†B↑c†A↓|0〉, it is natural to try the extended AF density
matrix ρea to construct the quasielectron orbitals of the one-bond system in Fig. 1 (a). In
each AF state one electron is located at |A〉 while the other one is located at |B〉, so we
shall take the matrices ρ(1) and ρ(2) in Eq. (8) as |A〉〈A| and |B〉〈B| in the covalent limit.
On the other hand, both electrons occupy |A〉 in the ionic limit and thus these two matrices
should equal |A〉〈A| as |Ψi〉 is dominated. By taking [9]
ρ(1) = |A〉〈A| and ρ(2) = |L〉〈L| (11)
with |L〉 = αi|A〉+ αc|B〉 in C2Ω, the matrix ρ(1) just represents the quasielectron occupying
|A〉 under both limits. In addition, the matrix ρ(2) corresponds to the other one jumping to
|A〉 from |B〉 as |Ψi〉 becomes significant. The operator ρsb = 12(ρ(1) + ρ(2) + d(1)) satisfies
〈r′|ρsb|r′′〉 = 〈Ψb|ψ†↑(r′)ψ↑(r′′)|Ψb〉 = 〈Ψb|ψ†↓(r′)ψ↓(r′′)|Ψb〉 and thus serves as the one-electron
density matrix, which is spin-degenerate because 〈Ψb|ψ†σ(r′)ψ−σ(r′′)|Ψb〉 = 0 for σ =↑ and ↓.
III. QUASIELECTRONS IN IONIC-COVALENT BONDS
In this section, the energy forms are constructed for the quasielectrons in the half-filled
bonding systems. For convenience, I discuss the one-bond system based on the 4-level
dimer [13] in subsection III-A, and extend the results to the compound system composed of
identical dimers [14] in subsection III-B.
III-A One-bond system
Consider the two uncorrelated states |Φb〉 = c†A↑c†L↓|0〉 = αi|Ψi〉+ αcc†A↑c†B↓|0〉 and |Φ′b〉 =
c†L↑c
†
A↓|0〉 = αi|Ψi〉 + αcc†B↑c†A↓|0〉, which can be obtained from |Ψb〉 by substituting the AF
states c†A↑c
†
B↓|0〉 and c†B↑c†A↓|0〉, respectively, for the covalent component |Ψc〉 in Eq. (1).
Here cLσ is the operator to annihilate the electron with the spin orientation σ at |L〉 in the
bonding region Ω in Fig. 1 (a). The matrices ρ(1) and ρ(2) in Eq. (11) correspond to the up-
and down-spin electrons in |Φb〉, and correspond to the down- and up-spin ones in |Φ′b〉. So
ρ(1) and ρ(2) are for the quasielectrons with the opposite spin orientations in the one-bond
7system, and can represent the occupied levels of the half-filled 4-level dimer in Fig. 2 (a) if
|1〉⊗ |σ〉 = |A〉⊗ |σ〉 and |2〉⊗ |−σ〉 = |L〉⊗ |−σ〉. The two unoccupied levels |1¯〉⊗ |σ〉 and
|2¯〉⊗ |−σ〉 in Fig. 2(a) serve as |B〉⊗ |σ〉 and |L¯〉⊗ |−σ〉 in such a one-bond system, where
|L¯〉 = α∗c |A〉 − α∗i |B〉⊥|L〉 is a ket in C2Ω. The uncorrelated energy 〈Φb|Hb|Φb〉 = 〈Φ′b|Hb|Φ′b〉
equals
tr(ρ(1) + ρ(2))Hsb +
∫
r′,r′′∈Ω
d3r′d3r′′U(|r′ − r′′|)〈r′|ρ(1)|r′〉〈r′′|ρ(2)|r′′〉, (12)
where Hsb = tAB|A〉〈B|+ t∗AB|B〉〈A|+ εA|A〉〈A|+ εB|B〉〈B| results from the non-interacting
part of Hb. The factors tAB|B〉〈A|+ t∗AB|A〉〈B| and εA|A〉〈A|+ εB|B〉〈B| of Hsb are respon-
sible for the intra-bond hopping and on-site energy difference, respectively.
While we may construct the qausielectron density matrices by Eq. (11), the wavefunction
|Ψb〉 in Eq. (1) is different from the uncorrelated functions |Φb〉 and |Φ′b〉 when αc 6= 0.
To obtain the bonding energy Eb = 〈Ψb|Hb|Ψb〉, therefore, we shall include the correlation
contributions corresponding to the blue dash curve in Fig. 2 (a) by calculating the difference
〈Ψb|Hb|Ψb〉−〈Φb|Hb|Φb〉 = 〈Ψb|Hb|Ψb〉−〈Φ′b|Hb|Φ′b〉. The non-interacting part of Hb induces
the correlation energy trHsbd
(1) = 〈Ψb|(Hb−Uˆ)|Ψb〉−〈Φb|(Hb−Uˆ)|Φb〉 = 〈Ψb|(Hb−Uˆ)|Ψb〉−
〈Φ′b|(Hb− Uˆ)|Φ′b〉. We can take I = |A〉〈A|+ |B〉〈B|, which is the identity operator on C2Ω, in
Eq. (3) to introduce the density-fluctuation operator d(1). The operator d(1) results from the
factor αiα
∗
c〈Ψc|(Hb − Uˆ)|Ψi〉 + αcα∗i 〈Ψi|(Hb − Uˆ)|Ψc〉 when we calculate 〈Ψb|(Hb − Uˆ)|Ψb〉,
and becomes zero if the ionic and covalent components do not coexist. The up- or down-spin
density 〈r|ρsb|r〉 at position r includes the factor 〈r|d(1)|r〉, which follows
∫
r∈Ω d
3r〈r|d(1)|r〉 =
trd(1) = (
√
2− 1)tr[(I − ρ(1))ρ(1)ρ(2) + ρ(2)ρ(1)(I − ρ(1))] = 0 because (I − ρ(1))ρ(1) = ρ(1)(I −
ρ(1)) = 0 under Eq. (11). Therefore, 〈r|d(1)|r〉 has no contribution to the total charge
2
∫
r∈Ω d
3r〈r|ρsb|r〉, and represents the fluctuating charge density due to the coexistence of
the ionic and covalent components. I note that δρ, the deviation from the average density
[35] due to the correlation in the quantum Hall effect [36, 37], also has no contribution to
the total charge.
To include the correlation energy due to Uˆ in the quasielectron space, we can further intro-
duce d(2) to rewrite 〈Ψb|Uˆ |Ψb〉−〈Φb|Uˆ |Φb〉 or 〈Ψb|Uˆ |Ψb〉−〈Φ′b|Uˆ |Φ′b〉 as
∫
r′,r′′∈Ω d
3r′d3r′′U(|r′−
r′′|)[〈r′|ρ(1)|r′′〉〈r′′|d(2)|r′〉 + 〈r′|ρ(1)|r′〉〈r′′|d(1)|r′′〉]. We can take I = |A〉〈A| + |B〉〈B| in Eq.
(3) to introduce d(2) on C2Ω. The operator d(2) comes from the factor |αc|2〈Ψc|Uˆ |Ψc〉 when
we calculate 〈Ψb|Uˆ |Ψb〉, and becomes zero when αc = 0. Hence d(2) represents the covalent
8correlation, and we shall include both d(1) and d(2) for the blue dash curve in Fig. 2 (a). By
including the correlation contributions, we have
Eb = tr(ρ
(1) + ρ(2))Hsb +
∫
r′,r′′∈Ω
d3r′d3r′′U(|r′ − r′′|)〈r′|ρ(1)|r′〉〈r′′|ρ(2)|r′′〉+ (13)
trHsbd
(1) +
∫
r′,r′′∈Ω
d3r′d3r′′U(|r′ − r′′|)〈r′|ρ(1)|r′〉〈r′′|d(1)|r′′〉+∫
r′,r′′∈Ω
d3r′d3r′′U(|r′ − r′′|)〈r′|ρ(1)|r′′〉〈r′′|d(2)|r′〉
from Eq. (12) when the ionic-covalent chemical bond in Fig. 1 (a) is half-filled. In the above
equation, the factors in the second and third lines are due to the bonding correlation. The
above equation provides the energy form of the density matrix ρea, which can be decomposed
into ρ(1) = e†1ρeae1 and ρ
(2) = e†2ρeae2, for the one-bond system.
III-B Compound system
Consider the binary compound where the anions and cations are connected by the identi-
cal ionic-covalent bonds, and assume that all the bonds are well-separated without overlap.
Figure 1 (b) shows such bonds in the zincblende-structure crystal [19], in which each atom
provides 4 site orbitals, as an example. For convenience, I parameterize these bonds by the
integer parameter j = 1 ∼ N and denote the bonding region of the j-th bond as Ωj, where
N is the total number of the bonds. Each bond in the compound is a 4-level dimer just as
the one-bond system in Fig. 1 (a). Assume that there exists the one-to-one mapping Rj
to relate any position rj ∈ Ωj in the j-th bond to r ∈ Ω in Fig. 1 (a) by Rj(r) = rj and
R−1j (rj) = r such that the distance |r1− r2| between r1 and r2 ∈ Ω equals |Rj(r1)−Rj(r2)|
for all j. Therefore, every ionic-covalent chemical bond in the compound is identical to
that in Fig. 1 (a). Let |A, j〉 and |B, j〉 as the kets mapped from |A〉 and |B〉 under Rj,
respectively. The space C2Ωj spanned by |A, j〉 and |B, j〉 is a subspace of the Hilbert space
L2Ωj composed of square-integrable functions which equal zero outside Ωj, and any two kets
in L2Ωl and L
2
Ωp
are orthogonal to each other when l 6= p. We can introduce the space
CN ⊗ C2Ω = C2Ω1 ⊕ C2Ω2 ⊕ . . . ⊕ C2ΩN for the compound, and choose a set of orthonormal
basis {|wj〉} in CN to represent |A, j〉 and |B, j〉 by |wj〉 ⊗ |A〉 and |wj〉 ⊗ |B〉, respectively.
The space CN ⊗ C2Ω is a subspace of CN ⊗ L2Ω = L2Ω1 ⊕ L2Ω2 ⊕ . . . ⊕ L2ΩN , and the posi-
tion ket |rj〉 corresponding to the position rj ∈ Ωj is taken as |wj〉 ⊗ |R−1j (rj)〉 to perform
9the integral in CN ⊗ L2Ω. For any function FΩ defined on Ω and the position rj1 ∈ Ωj1 ,
we have (〈rj1|)(|wj2〉 ⊗ |FΩ〉) = (〈wj1| ⊗ 〈R−1j1 (rj1)|)(|wj2〉 ⊗ |FΩ〉) = δj1,j2〈R−1j1 (rj1)|FΩ〉 =
δj1,j2FΩ(R
−1
j1
(rj1)).
By mapping the one-bond system in Fig. 1 (a) to the identical bonds in the compound,
at half filling we can transfer ρ(1) and ρ(2) in Eq. (11) to the j-th bond and obtain ρ
(1)
wj =
|wj〉〈wj| ⊗ |A〉〈A| and ρ(2)wj = |wj〉〈wj| ⊗ |L〉〈L| for the quasielectrons at |A, j〉 and |L, j〉.
Here |L, j〉 = αi|A, j〉+ αc|B, j〉. The matrices
ρ(I) =
N∑
j=1
ρ(1)wj and ρ
(II) =
N∑
j=1
ρ(2)wj (14)
for the half-filled compound are of the opposite spin orientations just as ρ(1) and ρ(2) in the
one-bond system, and the corresponding extended AF density matrix is ρ(I)e1e
†
1+ρ
(II)e2e
†
2. In
fact, we can take ICN as the identity operator on CN and rewrite Eq. (14) by ρ(I) = ICN⊗ρ(1)
and ρ(II) = ICN ⊗ ρ(2) to see that ρ(I) and ρ(II) are the natural extensions of ρ(1) and ρ(2),
respectively. To include the bonding correlation due to the j-th bond, we shall substitute
d
(1)
wj = |wj〉〈wj| ⊗ d(1) and d(2)wj = |wj〉〈wj| ⊗ d(2) for the operators in Eq. (3). The correlation
operators d(I) =
∑
j d
(1)
wj = ICN ⊗ d(1) and d(II) =
∑
j d
(2)
wj = ICN ⊗ d(2) satisfyd
(I) = (
√
2− 1)[ρ(I)ρ(II)(I − ρ(I)) + (I − ρ(I))ρ(II)ρ(I)]
d(II) = (I − ρ(I))ρ(II)(I − ρ(I))
, (15)
and the matrix ρsC =
1
2
(ρ(I)+ρ(II)+d(I)) = ICN⊗ρsb yields the density Q(rj) = 2〈rj|ρsC |rj〉 =
2〈R−1j (rj)|ρsb|R−1j (rj)〉 at rj ∈ Ωj. In the above equation, the matrix I denotes the identity
operator on CN ⊗ C2Ω, and we can interpret d(I) and d(II) as the density-fluctuation and
covalent-correlation operators of the quasielectron system in the compound because they
serve as d(1) and d(2). For the ideal crystal, we may discuss the correlation under the crystal
symmetry imposed on ρ(I) and ρ(II) based on Eq. (15).
When the distances between different bonds are larger than a, the interacting length of
Uˆ , there is no inter-bond e-e interaction in the half-filled compound. Therefore, the two
quasielectrons in a specific bond only interact with each other just as those in the one-bond
system in Fig. 1 (a), and the e-e energy term is composed of
(i)
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′j〉〈r′′j |ρ(II)|r′′j 〉
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(ii)
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′j〉〈r′′j |d(I)|r′′j 〉 (16)
(iii)
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′′j 〉〈r′′j |d(II)|r′j〉.
Equation (16)-(i) corresponds to the second term in Eq. (12) and can be obtained with-
out considering the bonding correlation. On the other hand, Eqs. (16)-(ii) and (16)-(iii)
correspond to the last two terms in Eq. (13) and provide the correlation contributions.
To include the energy resulting from the non-interacting term Hsb, we shall consider the
factor 2trρsC(
∑N
j=1 |wj〉〈wj| ⊗Hsb) = 2trρsbHsb × N in the compound system. In addition
to the intra-bond hopping in Hsb, the inter-bond hopping
Hhop =
∑
j 6=j′
tjξ,j′ξ′ |wj〉〈wj′| ⊗ |ξ〉〈ξ′| (17)
should be taken into account to relate different chemical bonds [14]. Here |ξ〉 and |ξ′〉 ∈
{|A〉, |B〉}, and each coefficient tjξ,j′ξ′ = t∗j′ξ′,jξ is for the jump from |wj′〉 ⊗ |ξ′〉 to |wj〉 ⊗ |ξ〉.
Therefore, we shall introduce the non-interacting Hamiltonian HsC = Hhop+
∑N
j=1 |wj〉〈wj|⊗
Hsb and include the energy 2trρsCHsC . In this manuscript I consider the short-range hop-
ping, so tjξ,j′ξ′ = 0 if the distance between the j-th and j
′-th bonds is longer than a specific
length. The energy for the half-filled compound system is
ECr = tr(ρ
(I) + ρ(II))HsC +
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′j〉〈r′′j |ρ(II)|r′′j 〉+
trHsCd
(I) +
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′j〉〈r′′j |d(I)|r′′j 〉+ (18)
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′′j 〉〈r′′j |d(II)|r′j〉.
In addition to {|wj〉}, we can choose another orthonormal complete set {|ηj〉} in CN to
describe the quasielectron system of the compound. For an example, it is important to
choose the set composed of the Bloch-type functions in CN when the considered compound
is an ideal crystal following the periodic boundary condition. The matrices in Eqs. (14)
and (15) can be rewritten as ρ(I) =
∑N
j=1 ρ
(1)
ηj , ρ
(II) =
∑N
j=1 ρ
(2)
ηj , d
(I) =
∑N
j=1 d
(1)
ηj , and
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d(II) =
∑N
j=1 d
(2)
ηj , where ρ
(1)
ηj = |ηj〉〈ηj|⊗|A〉〈A|, ρ(2)ηj = |ηj〉〈ηj|⊗|L〉〈L|, d(1)ηj = |ηj〉〈ηj|⊗d(1),
and d
(2)
ηj = |ηj〉〈ηj| ⊗ d(2). Every |ηj〉 can correspond to the 4-level dimer in Fig. 2 (a)
if we take ρ
(1)
ηj and ρ
(2)
ηj as the two quaielectrons at |1〉 = |ηj〉 ⊗ |A〉 and |2〉 = |ηj〉 ⊗ |L〉.
The spatial parts of the two empty orbitals are |1¯〉 = |ηj〉 ⊗ |B〉 and |2¯〉 = |ηj〉 ⊗ |L¯〉,
respectively. The operators d
(1)
ηj and d
(2)
ηj are determined by ρ
(1)
ηj and ρ
(2)
ηj because d
(1)
ηj =
(
√
2− 1)[ρ(1)ηj ρ(2)ηj (I − ρ(1)ηj ) + (I − ρ(1)ηj )ρ(2)ηj ρ(1)ηj ] and d(2)ηj = (I − ρ(1)ηj )ρ(2)ηj (I − ρ(1)ηj ), and we can
interpret d
(1)
ηj and d
(2)
ηj as the correlation contributions of the two quasielectrons in subsystem
ηj. Therefore, the half-filled quasielectron system to model the compound are decomposed
into the 4-level subsystems as shown in Fig. 3 (a), where the blue dash curves denote
the corresponding correlation contributions. In addition, the two quasielectrons in each
subsystem ηj are correlated just as those described by ρ
(1) and ρ(2) in the one-bond system.
IV. ELECTRON AFFINITY AND IONIZATION
To model the ionized and affinitive processes, we shall consider how to remove and/or add
one quasielectron to excite the carrier. For convenience, first I focus on the one-bond system
in subsection IV-A. The assumptions about the one-bond Hamiltonian Hb are discussed in
Appendix A. Secondly, I consider only the change of the 4-level subsystem η′ in subsection
IV-B to add and/or remove one quasielectron in the compound system, and discuss the
excited carrier near the covalent limit to see the importance of bonding coefficients.
IV-A Electron affinity and ionization of the one-bond system
The one-bond system in Fig. 1 (a) is taken as 4-level dimer to model the ionic-covalent
bonding. When one quasielectron is removed from such a dimer, the remained one occupying
|1〉 ⊗ |σ〉 in Fig. 2 (b) has no correlated partner. Because atom A has the higher electro-
negativity, we can approximate the remained quasielectron by ρ(1) in Eq. (11) and obtain the
energy E
(−)
b = trHsbρ
(1) as |Ψb〉 becomes the uncorrelated one-electron state |Ψb,1,↑〉 = c†A↑|0〉
or |Ψb,1,↓〉 = c†A↓|0〉. On the other hand, there are three quasielectrons when we change |Ψb〉
to a three-electron state, which corresponds to the left-hand side of Fig. 2(c), by the affinitve
process. We can see from Fig. 2 (c) that such a three-electron state is equivalent to the
one-hole state because there are only 4 levels. The remained quasihole is located at |1¯〉⊗|σ〉,
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and its spatial part |1¯〉 can be approximated by |B〉 in C2Ω because atom B is of the lower
electro-negativity. So we can take |Ψb,3,σ〉 = cBσ|Fb〉 ∝ c†Bσc†Aσc†Aσ|0〉 ∝ c†Lσc†Aσc†L¯σ|0〉 as the
wavefunction of the three-electron or one-hole state for σ =↑ or ↓, and the added electron
is located at the spatial ket |L¯〉 ∈ C2Ω. Here σ = −σ, cL¯σ is to annihilate the electron at
|L¯〉 ⊗ | − σ〉, and |Fb〉 denotes the four-electron state for the filled one-bond system. The
state |Ψb,3,σ〉 is uncorrelated, and its density matrices for σ and −σ are ρ(1) = |A〉〈A| and
ρ
(2)
+ = |A〉〈A| + |B〉〈B| = |L〉〈L| + |L¯〉〈L¯|, respectively. Hence the energy for the one-bond
system becomes E
(+)
b = tr(ρ
(1) + ρ
(2)
+ )Hsb +
∫
r′,r′′∈Ω d
3r′d3r′′U(|r′ − r′′|)〈r′|ρ(1)|r′〉〈r′′|ρ(2)+ |r′′〉
after we add one electron.
By taking ρ
(2)
− = d
(1)
± = d
(2)
± = 0, we can rewrite E
(±)
b as
E
(±)
b = tr(ρ
(1) + ρ
(2)
± )Hsb +
∫
r′,r′′∈Ω
d3r′d3r′′U(|r′ − r′′|)〈r′|ρ(1)|r′〉〈r′′|ρ(2)± |r′′〉+ (19)
trHsbd
(1)
± +
∫
r′,r′′∈Ω
d3r′d3r′′U(|r′ − r′′|)〈r′|ρ(1)|r′〉〈r′′|d(1)± |r′′〉+∫
r′,r′′∈Ω
d3r′d3r′′U(|r′ − r′′|)〈r′|ρ(1)|r′′〉〈r′′|d(2)± |r′〉.
The above equation can be obtained from Eq. (13) by substituting ρ
(2)
± , d
(1)
± , and d
(2)
±
for ρ(2), d(1), and d(2), respectively. The meaning of d
(1)
± = d
(2)
± = 0 is that there is no
fluctuating charge or covalent correlation after the ionized and affinitive processes. The
remained quasielectron in Fig. 2 (b) has no correlated partner, so it is natural that d
(1)
− =
d
(2)
− = 0. On the other hand, only one quasihole is left at the right-hand side of Fig. 2 (c),
and the corresponding one-hole state should be similar to the one-electron state in Fig. 2
(b) based on the electron-hole symmetry. Hence it is reasonable that d
(1)
+ = d
(2)
+ = 0.
IV-B Electron affinity and ionization of the compound system
In subsection III-B, the quasielectron system to model the considered compound is de-
composed into 4-level subsystems, as shown in Fig. 3 (a). To remove (add) one quasielectron
from (to) the subsystem characterized by |η′〉 ∈ {|ηj〉}, I note that |η′〉 ⊗ |A〉 and |η′〉 ⊗ |B〉
in subsystem η′ serve as |A〉 and |B〉 in the one-bond system, respectively. Therefore, we
shall introduce ρ
(2)
η′,− = 0 and ρ
(2)
η′,+ = |η′〉〈η′| ⊗ (|A〉〈A|+ |B〉〈B|) for the electron ionization
and affinity just as how we introduce ρ
(2)
− and ρ
(2)
+ according to the electronegativities in
13
subsection IV-A. The ionized quasielectron is removed from |η′〉 ⊗ |L〉 while one quasielec-
tron enters |η′〉 ⊗ |L¯〉 in the affinitive process, and the removed/added charge in the j-th
chemical bond equals |〈wj|η′〉|2. Together with ρ(1)η′ , the matrix ρ(2)η′,− corresponds to the
one-electron state in Fig. 2 (b) while ρ
(2)
η′,+ corresponds to the three-electron or one-hole
state in Fig. 2 (c). Because the one- and three-electron states are both uncorrelated, we
shall take d
(1)
η′,± = d
(2)
η′,± = 0 to remove the correlation contribution of the subsystem η
′. If
each subsystem characterized by ηj 6= η′ remains unchanged, as shown in Fig. 3 (b), we
shall replace ρ(II), d(I), and d(II) by ρ
(II)
η′,± =
∑
ηj 6=η′ ρ
(2)
ηj + ρ
(2)
η′,±, d
(I)
η′,± =
∑
ηj 6=η′ d
(1)
ηj + d
(1)
η′,±, and
d
(II)
η′,± =
∑
ηj 6=η′ d
(2)
ηj + d
(2)
η′,±, respectively. The energy ECr becomes
E
(η′,±)
Cr = tr(ρ
(I) + ρ
(II)
η′,±)HsC +
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′j〉〈r′′j |ρ(II)η′,±|r′′j 〉+
trHsCd
(I)
η′,± +
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′j〉〈r′′j |d(I)η′,±|r′′j 〉+ (20)
N∑
j=1
∫
r′j ,r
′′
j ∈Ωj
d3r′jd
3r′′jU(|r′j − r′′j |)〈r′j|ρ(I)|r′′j 〉〈r′′j |d(II)η′,±|r′j〉
after we change the number of electrons in subsystem η′.
An effective carrier is excited in the ionized/affinitive process, and we can obtain its
excitation energy by calculating the difference E
(η′,±)
Cr −ECr based on Eqs. (18) and (20). It
is convenient to rewrite ρ
(II)
η′,±, d
(I)
η′,±, and d
(II)
η′,± as
ρ
(II)
η′,+ = ρ
(II) + |η′〉〈η′| ⊗ |L¯〉〈L¯|
ρ
(II)
η′,− = ρ
(II) − ρ(2)η′
d
(I)
η′,± = (
√
2− 1)[ρ(I)ρ(II)η′,−(I − ρ(I)) + (I − ρ(I))ρ(II)η′,−ρ(I)]
d
(II)
η′,± = (I − ρ(I))ρ(II)η′,−(I − ρ(I))
, (21)
in Eq. (20) to obtain the result irrelevant to |ηj〉 for all ηj 6= η′. Direct calculation yields
E
(η′,±)
Cr − ECr = 〈η′|H±|η′〉+ E(±)b − Eb with
H+ = tr
′Hhop(|L¯〉〈L¯| − d(1))
H− = −tr′Hhop(|L〉〈L|+ d(1))
, (22)
where tr′ denotes the trace with respect to C2Ω. Near the ionic limit, it is shown in Appendix
C that E
(η′,±)
Cr −ECr can be close to the energy difference obtained by considering the coupled-
cluster corrections after we improve my model based on Eq. (25).
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The operators |L¯〉〈L¯|, |L〉〈L|, and d(1) in Eq. (22) include the bonding coefficients αi and
αc, which depend on the repulsive strength of the e-e interaction potential Uˆ as mentioned
in Appendix B. Therefore, we can obtain the interaction-dependent electron ionization and
affinity for the excited carrier. To obtain the quantitative results, I consider the nearest-
neighbor hopping in the zincblende-structure crystal, in which the atom A located at RA =
n1(lc/2, lc/2, 0) + n2(0, lc/2, lc/2) + n3(lc/2, 0, lc/2) is accompanied by the atom B at RB =
RA + (lc/4, lc/4, lc/4). Here n1, n2, and n3 are integers, and lc is the length of the crystal
lattice. For convenience, I denote n = (n1, n2, n3) for the parameters n1, n2, and n3 of
RA, and take m = 1 ∼ 4 to parameterize the 4 ionic-covalent bonds around the same
atom A such that each |wj〉 can be re-parameterized as |wn,m〉. Assume that the hopping
coefficients equal tA and tB for the adjacent A- and B-site orbitals, respectively. By adding
one quasielectron to the s-like Bloch-type orbital |η′〉 = 1
2
√
N
∑
n,m e
ik·RA|wn,m〉 ∈ CN near
the covalent limit, we can obtain
E
(η′,+)
Cr − ECr = 3tA|αc|2 + E(+)b − Eb − γεdis(k) with (23)
εdis(k) = cos
lckx
2
cos
lcky
2
+ cos
lcky
2
cos
lckz
2
+ cos
lckz
2
cos
lckx
2
as the energy dispersion curve [19] for the excited carrier in the tight-binding scheme. Here
γ = −|αi|2tB serves as the overlap energy [38], k = (kx, ky, kz) denotes the wavevector,
and εdis(k) can be obtained by considering the twelve nearest-neighbor vectors [19]. The
effective mass m∗(k) [39] follows [m∗−1(k)]i,j = − γ~2 ∂
2
∂ki∂kj
εdis(k) ∝ |αi|2 = 1 − |αc|2 at
each k, which reveals the importance of the bonding coefficients to the excited carrier. In
addition, the carrier becomes immobile in the covalent limit because the bandwidth equals
zero as |αi| = 0. The coefficients αi and αc are determined by the e-e repulsive strength
as mentioned in Appendix B, so m∗(k) depends on the e-e interaction potential Uˆ in my
model. The zero bandwidth in the covalent limit is due to the lack of the double occupancy
at half filling under the strong repulsive strength of Uˆ , which induces the Mott insulating
behaviors in some AF systems [25, 26].
V. DISCUSSION
In the last three sections, the non-negative function U(|r|) is taken into account to intro-
duce Uˆ without considering the inter-bond e-e correction. Actually there should exist the
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inter-bond e-e energy 1
2
∑
j1 6=j2
∫
r1∈Ωj1
d3r1
∫
r2∈Ωj2
d3r2U
′(|r1 − r2|)Q(r1)Q(r2) in the quasi-
electron system to model the considered compound, where U ′ represents the long-range e-e
correction. Because the electron density Q(rj) = 2〈rj|ρsC |rj〉 at rj ∈ Ωj in the j-th bond
and ρsC =
1
2
(ρ(I) + ρ(II) + d(I)), we shall include
(i)
1
2
∑
q=I,II
∑
q′=I,II
∑
j1 6=j2
∫
r1∈Ωj1
d3r1
∫
r2∈Ωj2
d3r2U
′(|r1 − r2|)〈r1|ρ(q)|r1〉〈r2|ρ(q′)|r2〉
(ii)
∑
q=I,II
∑
j1 6=j2
∫
r1∈Ωj1
d3r1
∫
r2∈Ωj2
d3r2U
′(|r1 − r2|)〈r1|ρ(q)|r1〉〈r2|d(I)|r2〉 (24)
(iii)
1
2
∑
j1 6=j2
∫
r1∈Ωj1
d3r1
∫
r2∈Ωj2
d3r2U
′(|r1 − r2|)〈r1|d(I)|r1〉〈r2|d(I)|r2〉
for the inter-bond e-e correction. Since each chemical bond in the compound system is iden-
tical to the one-bond system discussed in subsection III-A, the charge fluctuation 〈rj|d(I)|rj〉
at rj ∈ Ωj for any j has no contribution to the total electron charge just as 〈r|d(1)|r〉. I note
that the deviation δρ responsible for the density-density interaction [37] in the quantum Hall
theory [35, 36] also has no contribution to the total charge, and Eq. (24)-(iii) shows the
universality of such interaction. The charge fluctuation due to d(I) may interact with the
charge density given by ρ(I) and ρ(II), and Eq. (24)-(ii) just provides the corresponding en-
ergy together with Eq. (16)-(ii). Equations (16)-(i) and (24)-(i) yield the Hartree-potential
energy resulting from ρ(I) and ρ(II), and we shall include the Fock-potential term [40] because
of the lack of the self-interaction in Eq. (16)-(i).
When the compound is an ideal crystal following the periodic boundary condition, it
is important to consider the case that each |ηj〉 ∈ CN in Fig. 3 (a) corresponds to one
Bloch-type function. The Bloch wavefunction, which consists of its Bloch-type part in CN
and the bonding part in C2Ω, can be extended to the form eik·ruk(r) [38] to include the small
density due to the electron tails in the shaded region in Fig. 1 (c) as HsC is replaced by
p2
2m0
+ Vcr(r). Here Vcr denotes the one-electron periodic potential in the crystal, m0 is the
electron mass in vacuum, p is for the momentum operators, and uk(r) represents the periodic
part of the corresponding Bloch state. To determine the hopping coefficients tjξ,j′ξ′ in Eq.
(17), principally we can transform the Bloch wavefunctions to the Wannier ones [41], which
serve as the localized atomic orbitals in the tight-binding model [12]. For the well-developed
ionic-covalent bonds, in Fig. 1 (c) the electron density in the shaded region must be so
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low that the bonding electrons almost concentrate in the red region, where the high density
induces the bonding correlation representing by Eq. (15). After introducing the inter-bond
hopping, therefore, we may approximate the j-th bond’s Wannier function as zero outside
Ωj for all j to calculate the e-e energy. Actually Eqs. (18) and (20) can be valid in the
systems composed of different ionic-covalent dimers such as the those in the chalcopyrite-
structure [39] compound when all the bonds are well-separated, as shown in Appendix D.
The Wannier basis, however, depends on the gauge freedom [41] and is not unique. When
the ionic-covalent bonds in the compound are not identical, the decomposition in Fig. 3
(a) can become invalid because of the non-constant bonding coefficients. More studies are
necessary to clarify how to exactly include the bonding correlation beyond the compound
model developed in subsections III-B and IV-B.
It is shown in subsection IV-B that bandwidth can become zero because of the strong e-e
repulsive strength, which is responsible for the Mott insulator in some AF systems [25, 26].
It is known that the random fields [27–30] modeled by a family of parameterized Hamilto-
nians can result in the disorder leading to different insulators, and both the disorder and
e-e interaction effects have been observed in the quantum Hall systems [42, 43]. The tran-
sition between insulating phases has been studied by considering the disordered interacting
systems. [44, 45] To include a Hamiltonian family, we may replace HsC by the random-
matrix set HωsC parameterized by ω and consider
∑
ω(ρ
(I)
ω e1,ωe
†
1,ω + ρ
(II)
ω e2,ωe
†
2,ω). Here the
set {e1,ω, e2,ω} is an orthonormal one in the corresponding vector space, and for each ω the
matrices ρ
(I)
ω and ρ
(II)
ω serve as ρ(I) and ρ(II). If the one-bond system in Fig. 1 (a) is asym-
metric with respect to the bonding axis, the rotation centered on such an axis is important
to the mapping Rj in subsection III-B for each j and we need to introduce the parameter
ω for the rotation degrees of freedom [46]. In the Born-Oppenhemier method [31] (BOM),
we also need to consider a family of Hamiltonians to determine the electron wavefunctions
parameterized by the relative position of the nuclei. For any two 2n × 2n matrices ρ′ea and
ρ′′ea, actually we can construct a 2
n+1×2n+1 matrix ρ′′′ea = ρ′ea⊗e1e†1 +ρ′′ea⊗e2e†2 and take Eq.
(8) as the case for n = 0, where the integer n is non-negative. By this way we can construct
AF-type quasielectrons with 2n+1 components for the Hamiltonian family parameterized by
ω = 1 ∼ 2n. The multiple-component orbitals can be used to include the multiple CCDs,
which are briefly discussed in Appendix B after including |ΨBB〉, in the quasielectron space
[46]. I note that the multiple-component functions are introduced to develope the vector
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bundles [31–33]. While the hole components [9] do not appear in the density matrices in
my ionic-covalent model, they may become important when both the particle-particle and
particle-hole channels [47] are taken into account for the Bogoliubov-BCS quasiparticles. By
considering the fractal structures [48] to extend such quasiparticles [9, 49], in fact, we can
obtain the form of Eq. (2) from the electron components of the extended ones.
VI. SUMMARY
The extended AF quasielectrons are introduced for the compound where the ionic-covalent
bonds are identical to the one-bond dimer. The density-fluctuation and covalent-correlation
operators are constructed for the bonding correlation, and my quasielectron model shows
the universality of the density-density interaction. The quasielectron system is decomposed
into the 4-level subsystems for the electron ionization and affinity in the compound, and
such a model can be supported by the coupled-cluster theory near the ionic limit. For the
ideal crystal, each subsystem may correspond to one Bloch-type function. By considering
the nearest-neighbor hopping in the zincblende-structure crystal, we can see the importance
of the bonding coefficients to the effective mass near the covalent limit.
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Appendix A
For the one-bond system in Fig. 1 (a), I assume that the distance ` separating the peaks
of |〈r|A〉|2 and |〈r|B〉|2 in Fig. 4 is longer than the interacting length a of Uˆ . In addition,
assume that
∫
r′∈Ω d
3r′
∫
r′′∈Ω d
3r′′U(|r′ − r′′|)|〈r′|A〉|2|〈r′′|A〉|2 ∼ ∫
r′∈Ω d
3r′
∫
r′′∈Ω d
3r′′U(|r′ −
r′′|)|〈r′|B〉|2|〈r′′|B〉|2 ∼ U0 > 0, where the positive parameter U0 represents the repulsive
strength of Uˆ . Hence the effective e-e potential Uˆ in Eqs. (9) and (10) is dominated by
U0c
†
A↑cA↑c
†
A↓cA↓+U0c
†
B↑cB↑c
†
B↓cB↓ ≡ Uˆ0, which corresponds to the intrasite Coulomb repulsion
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[13, 14] in the t-U model. Moreover, I assume that the difference εB − εA is high enough for
us to take
∑
σ(tABc
†
AσcBσ + t
∗
ABc
†
BσcAσ) + Uˆ − Uˆ0 as the perturbation part of Hb.
Under the above assumptions, the remained quasielectron and quasihole in the one-bond
system are roughly located at |A〉 and |B〉 as the one-bond wavefunction becomes the one-
and three-electron ground states, respectively. Hence the spatial ket |1〉 of the occupied
level in Fig. 2 (b) is close to |A〉 when the 4-level dimer in Fig. 2 represents such a one-
bond system, and the ket |1¯〉 for the quasihole at the right-hand side of Fig. 2 (c) can be
approximated by |B〉. In addition, we may neglect the small change on ρ(1) as one electron
is removed/added. For the one- and three-electron states of subsystem η′ in Fig. 3 (b),
on the other hand, we shall take |1〉 ∼ |η′〉 ⊗ |A〉 and |1¯〉 ∼ |η′〉 ⊗ |B〉 in Figs. 2 (b) and
(c), respectively, and approximate ρ
(1)
η′ as (|η′〉 ⊗ |A〉)(〈η′| ⊗ 〈A|). We can tune ρ(1) and
ρ
(1)
η′ in section IV to modify the orbitals of the remained quasiparticles in the corresponding
spaces C2Ω and |η′〉〈η′|⊗C2Ω. The charge background due to the half-filled subsystems, which
are characterized by ηj 6= η′ in Fig. 3 (b), should be taken into account to perform the
modification for the compound system.
Appendix B
In the one-bond system in Fig. 1 (a), the wavefunction |ΨSCFb 〉 = (
√
1− |λ1|2c†A↑ +
λ1c
†
B↑)(
√
1− |λ1|2c†A↓ + λ1c†B↓)|0〉 can serve as the effective SCF state at half filling near
the ionic limit if the small parameter λ1 is determined by minimizing 〈ΨSCFb |Hb|ΨSCFb 〉.
The wavefunction |ΨSCFb 〉 is a linear combination of |Ψi〉, |Ψc〉, and |ΨBB〉, so principally
we should take |ΨBB〉 into account in addition to the ionic and covalent parts. The ket
|ΨCCDb 〉 = (
√
1− |λ1|2c†B↑ − λ∗1c†A↑)(
√
1− |λ1|2c†B↓ − λ∗1c†A↓)|0〉 is the only allowed CCD for
the bonding electrons. When Brillouin theorem [50, 51] is valid near the ionic limit, the
coupled-cluster method is applicable and we may take |ΨBrb 〉 =
√
1− |λ2|2|ΨSCFb 〉+λ2|ΨCCDb 〉
as |Ψb〉 to model the ground state. Here the small parameter λ2 is determined by minimizing
〈ΨBrb |Hb|ΨBrb 〉. The single substitution [51] is neglected in |ΨBrb 〉.
While Brillouin theorem may become invalid, we have the bonding wavefunction |Ψb〉 =
τi|Ψi〉+ τc|Ψc〉+ τBB|ΨBB〉 [24, 52] in general when the one-bond system is half-filled. Here
τi, τc, and τBB are the coefficients satisfying |τi|2 + |τc|2 + |τBB|2 = 1. The energies of |Ψi〉
and |Ψc〉 are close to 2εA +U0 and εA + εB, respectively, and are both lower than the energy
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of |ΨBB〉 under the assumptions mentioned in Appendix A. Hence |τBB| should be small,
and we can approximate τi and τc as the coefficients αi and αc in Eq. (1) if it is suitable
to neglect the small contribution of |ΨBB〉. The bonding wavefunction |Ψb〉 → |Ψi〉 near
the ionic limit as the repulsive strength U0 << εB − εA. With increasing the e-e repulsive
strength, |αi| decreases and αc becomes significant. The wavefunction |Ψb〉 → |Ψc〉 near the
covalent limit when U0 >> εB − εA, under which the double occupancy is forbidden.
When it is inappropriate to neglect |ΨBB〉, we can perform the orbital transformationcA
′σ =
√
1− |λ3|2cAσ + λ3cBσ
cB′σ = −λ∗3cAσ +
√
1− |λ3|2cBσ
, (25)
to rewrite |Ψb〉 as α′i|Ψ′i〉+ α′c|Ψ′c〉+ τ ′BB|Ψ′BB〉 with |Ψ′i〉 = c†A′↑c†A′↓|0〉, |Ψ′c〉 = 1√2(c
†
A′↑c
†
B′↓ +
c†B′↑c
†
A′↓)|0〉, and |Ψ′BB〉 = c†B′↑c†B′↓|0〉. Here λ3 is a complex number following 0 ≤ |λ3| ≤ 1,
and α′i, α
′
c, and τ
′
BB are the coefficients determined by τi, τc, τBB and λ3. The bonding
wavefunction |Ψb〉 becomes α′i|Ψ′i〉+ α′c|Ψ′c〉, the ionic-covalent form given by Eq. (1), if the
parameter κ ≡ λ∗3/
√
1− |λ∗3|2 follows τiκ2 −
√
2τcκ + τBB = 0 such that τ
′
BB = 0. There
are two solutions to κ, and we can choose the solution with the smaller absolute value while
the other one is important to the spontaneous symmetry breaking [46]. To improve my
model by including |ΨBB〉, we shall replace |A〉 and |B〉 by |A′〉 ≡
√
1− |λ3|2|A〉 + λ∗3|B〉
and |B′〉 ≡ −λ3|A〉 +
√
1− |λ3|2|B〉 such that ρ(1) → |A′〉〈A′| and ρ(2) → |L′〉〈L′| in Eq.
(11), where |L′〉 = α′i|A′〉 + α′c|B′〉. In addition, the ket |L¯〉 in subsection III-A should
be replaced by |L¯′〉 = α′∗c |A′〉 − α′∗i |B′〉. Based on the mapping Rj, for Eq. (14) we have
ρ
(1)
wj = |wj〉〈wj|⊗|A′〉〈A′| and ρ(2)wj = |wj〉〈wj|⊗|L′〉〈L′|, under which ρ(1)ηj = |ηj〉〈ηj|⊗|A′〉〈A′|
and ρ
(2)
ηj = |ηj〉〈ηj|⊗|L′〉〈L′|. The matrix ρ(2)+ in Eq. (19) and the operator ρ(2)η′+ for subsystem
η′ in subsection IV-B both remain unchanged because |A〉〈A|+ |B〉〈B| = |A′〉〈A′|+ |B′〉〈B′|.
The one- and three-electron states |Ψb,1,σ〉 and |Ψb,3,σ〉 in subsection IV-A should be replaced
by |Ψ′b,1,σ〉 ≡ c†A′σ|0〉 and |Ψ′b,3,σ〉 ≡ cB′σ|Fb〉 if we neglect the small change on ρ(1) when one
electron is removed/added. In Eqs. (19) and (20), we can perform the modification discussed
at the end of Appendix A by tuning ρ(1) and ρ
(1)
η′ .
When we take |ΨBrb 〉 as the bonding wavefunction according to the coupled-cluster method
near the ionic limit, the coefficient τc can be small and become comparable with τBB. The
bonding wavefunction |Ψb〉 is dominated by |Ψi〉, but we cannot consider only the ionic part
to probe the bonding correlation. Therefore, it is important to improve my model near such
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a limit by using Eq. (25) to include |ΨBB〉 in addition to the covalent part if we hope to
exactly probe the bonding correlation.
In the BOM, a family of Hamiltonians are taken into account by considering the variation
on the positions of the nuclei. While |ΨCCDb 〉 is the only allowed CCD in the 4-level dimer
for the one-bond system in Fig. 1 (a), it depends on the positions of the nuclei and thus
can generate a CCD family {|ΨCCDb (ω)〉}. Here the parameter ω is to parameterize such a
family. Multiple CCDs, in fact, can be incorporated in the quasiparticle space by considering
the corresponding family [46], and we may extend the BOM to develop the quasiparticles
including both the electron-correlation and nucleus-vibration effects.
Appendix C
In subsection III-B, I consider the compound system where the identical bonds are
parametrized by j. For convenience, let cjAσ and cjBσ as the annihilators to remove electrons
with the spin orientation σ in |A, j〉 and |B, j〉, respectively. The compound Hamiltonian
H = ∑j 6=j′ H(j,j′)hop +∑j(H(j)sb + Uˆj), where H(j,j′)hop = ∑σ∑ξ,ξ′∈{A,B} tjξ,j′ξ′c†jξσcj′ξ′σ, H(j)sb =∑
σ(tABc
†
jAσcjBσ+t
∗
ABc
†
jBσcjAσ+εAc
†
jAσcjAσ+εBc
†
jBσcjBσ), and Uˆj =
∫
r1,r2∈Ωj d
3r1d
3r2U(|r1−
r2|)ψ†↑(r1)ψ↑(r1)ψ†↓(r2)ψ↓(r2).
Assume that all the hopping coefficients tjξ,j′ξ′ are so small that every bond in the
considered compound is almost independent and is mapped from the one-bond system
in Fig. 1 (a). When |ΨBrb 〉 is taken as the one-bond wavefunction near the ionic limit
as mentioned in Appendix B, we shall take |ΨBrj 〉 =
√
1− |λ2|2|ΨSCFj 〉 + λ2|ΨCCDj 〉 with
|ΨSCFj 〉 = c†jA′′↑c†jA′′↓|0〉 and |ΨCCDj 〉 = c†jB′′↑c†jB′′↓|0〉 for the j-th bond based on the map-
ping Rj. Here c
†
jA′′σ =
√
1− |λ1|2c†jAσ + λ1c†jBσ and c†jB′′σ =
√
1− |λ1|2c†jBσ − λ∗1c†jAσ. We
may use Eq. (25) to rewrite |ΨBrb 〉 and |ΨBrj 〉 by the ionic-covalent form, and approximate
the one- and three-electron states of the one-bond system by |Ψ′b,1,σ〉 and |Ψ′b,3,σ〉, which
are introduced in Appendix B. Let |Ψ′(j)b,1,σ〉 = c†jA′σ|0〉 and |Ψ′(j)b,3,σ〉 = cjB′σ|Fb(j)〉 as the
j-th bond’s states mapped from |Ψ′b,1,σ〉 and |Ψ′b,3,σ〉. Here the 4-electron state |Fb(j)〉 de-
scribes the fully occupied j-th bond, and the annihilators cjA′σ =
√
1− |λ3|2cjAσ + λ3cjBσ
and cjB′σ = −λ∗3cjAσ +
√
1− |λ3|2cjBσ. The effective SCF state for the compound is
|ΨSCFCr 〉 =
∏N
j=1 c
†
jA′′↑c
†
jA′′↓|0〉, and ESCFCr = 〈ΨSCFCr |H|ΨSCFCr 〉 is the SCF value of ECr.
For the electron affinity and ionization discussed in subsection IV-B, in the SCF calcu-
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lation [21, 53] we shall calculate 〈ΨSCFη′σ,+|H|ΨSCFη′σ,+〉 and 〈ΨSCFη′σ,−|H|ΨSCFη′σ,−〉 when the carrier
excitations occur in the subsystem corresponding to |η′〉. Here
|ΨSCFη′σ,±〉 =

∑N
j=1〈wj|η′〉c†jB′′σ|ΨSCFCr 〉 for +∑N
j=1〈wj|η′〉∗cjA′′σ|ΨSCFCr 〉 for −
(26)
with σ = −σ. We can denote the spin-independent values 〈ΨSCFη′σ,+|H|ΨSCFη′σ,+〉 and
〈ΨSCFη′σ,−|H|ΨSCFη′σ,−〉 as ESCFη′,+ and ESCFη′,− , respectively, and choose σ =↓ in Eq. (26) with-
out loss of generality. In the SCF calculation, the added/removed charge in the j-th bond
equals |〈wj|η′〉|2 just as that in subsection IV-B, and E(η
′,±)
Cr − ECr is approximated as
ESCFη′,± − ESCFCr = KSCFη′,± + BSCFη′,± with (27)
BSCFη′,± =
∑N
j=1 |〈wj|η′〉|2[〈j,±|(H(j)sb + Uˆj)|j,±〉 − 〈ΨSCFj |(H(j)sb + Uˆj)|ΨSCFj 〉]
KSCFη′,+ =
∑
j 6=j′
∑
ξξ′ tjξ,j′ξ′〈wj′ |η′〉〈η′|wj〉〈j,+|c†jξ↑|ΨSCFj 〉〈ΨSCFj′ |cj′ξ′↑|j′,+〉
KSCFη′,− = −
∑
j 6=j′
∑
ξξ′ tjξ,j′ξ′〈wj′ |η′〉〈η′|wj〉〈ΨSCFj |c†jξ↑|j,−〉〈j′,−|cj′ξ′↑|ΨSCFj′ 〉
.
Here |j,−〉 = cjA′′↑|ΨSCFj 〉 and |j,+〉 = c†jB′′↑|ΨSCFj 〉. The energy factors BSCFη′,± and KSCFη′,±
are due to
∑
j(H
(j)
sb + Uˆj) and
∑
j 6=j′ H
(j,j′)
hop , respectively.
To include the coupled-cluster corrections, in Eq. (27) we shall consider the two-
particle excitation [21, 53] S(2)J = λ2√1−|λ2|2 c
†
JB′′↑cJA′′↑c
†
JB′′↓cJA′′↓ to replace |ΨSCFJ 〉 by
|ΨBrJ 〉 =
√
1− |λ2|2 × exp(S(2)J )|ΨSCFJ 〉 for any J = j or j′. In addition, we may intro-
duce the one-particle excitation [21, 53] S(1)J = λ4√1−|λ4|2 c
†
JB′′↓cJA′′↓ to modify |J,−〉 and
|J,+〉 as |Ψ′b,1,↓〉 =
√
1− |λ4|2 × exp(S(1)J )|J,−〉 and |Ψ′b,3,↓〉 =
√
1− |λ4|2 × exp(S(1)J )|J,+〉,
respectively, in the J-th bond. Here λ4 = λ
∗
3
√
1− |λ1|2 − λ1
√
1− |λ3|2. The generator for
the ground-state correlation [20] equals
∑
J S(2)J , and the operator S(1)j +
∑
j 6=J S(2)J generates
the correlated states corresponding to c†jB′′↑|ΨSCFCr 〉 and cjA′′↑|ΨSCFCr 〉 [20, 21, 53].
When the coupled-cluster method is applicable near the ionic limit, as mentioned in
Appendix B, it is important to perform the orbital transformation in Eq. (25) to improve
my model. Rewriting |ΨBrb 〉 as the ionic-covalent form by performing such a transformation,
in the improved model we can re-obtain the difference E
(±)
b − Eb in Eq. (22) by using the
coupled-cluster method to modify BSCFη′,± . The coupled-cluster corrections to KSCFη′,± , in fact,
are small and we have 〈η′|H±|η′〉 ' KSCFη′,± under the assumption about the small hopping
coefficients. So we can use the coupled-cluster method to correct ESCFη′,± −ESCFCr and obtain
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the difference close to E
(η′,±)
Cr −ECr. In addition, the added/removed charge in the j-th bond
equals |〈wj|η′〉|2, which is the same as that in subsection IV-B, because the above one- and
two-particle excitations do not change the number of electrons in each bond. Therefore, my
improved model can be supported by the coupled-cluster theory near the ionic limit.
Appendix D
The matrix ρ
(2)
ωj in Eq. (14) represents the quasielectron at the orbital |ωj〉 ⊗ |L〉 =
αi|A, j〉+αc|B, j〉. When the ionic-covalent bonds in the compound are not identical to each
other, the bonding coefficients can depend on j and we shall replace αi and αc by α
(j)
i and
α
(j)
c in the j-th bond. Here the coefficients α
(j)
i and α
(j)
c satisfy |α(j)i |2 + |α(j)c |2 = 1 for all j =
1 ∼ N . The matrix ρ(2)ωj should be modified as (α(j)i |A, j〉+α(j)c |B, j〉)(α(j)i 〈A, j|+α(j)c 〈B, j|)
and we can still take ρ
(1)
ωj = |A, j〉〈A, j|. Equations (14) and (15) remain valid after the
modification, and the energy ECr can still be obtained based on Eq. (18).
In subsection IV-B, the quasielectron at |η′〉⊗ |L〉 =∑j〈ωj|η′〉(αi|A, j〉+αc|B, j〉) is ion-
ized from subsystem η′ while one quasielectron enters |η′〉 ⊗ |L¯〉 = ∑j〈ωj|η′〉(α∗c |A, j〉 −
α∗i |B, j〉) in the affinitive process. When the coefficients for the ionic and covalent
parts depend on j, the orbital of the quasielectron to be ionized should be modified as∑
j〈ωj|η′〉(α(j)i |A, j〉+α(j)c |B, j〉) ≡ |η′L〉. In addition, the orbital for the added quasielectron
becomes
∑
j〈ωj|η′〉(α(j)∗c |A, j〉 − α(j)∗i |B, j〉) ≡ |η ′¯L〉. So we need to modify the first two ma-
trices in Eq. (21) as ρ
(II)
η′,+ = ρ
(II) + |η ′¯
L
〉〈η ′¯
L
| and ρ(II)η′,− = ρ(II) − |η′L〉〈η′L|. The energy E(η
′,±)
Cr
can be calculated based on Eq. (20), where d
(I)
η′,± and d
(II)
η′,± can still be obtained from the last
two lines in Eq. (21). In the compound composed of different chemical bonds, therefore,
Eqs. (18) and (20) may yield the difference E
(η′,±)
Cr − ECr for the electron ionization and
affinity under the suitable modification.
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FIG. 1: The bonding systems.
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(a) The correlated quasi-electrons in a 4-level dimer. The blue dash curve corresponds
t th l ti t i l di th d it fl t ti d l t l tio e corre a on opera ors, nc u ng e ens y- uc ua on an cova en -corre a on
ones. (b) The one-electron state with no correlation. (c) The uncorrelated three-electron
state (left) equivalent to the one-hole dimer (right).
FIG. 2: The 4-level dimer.
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state 
(a) The half-filled 4-level subsystems 1, 2, in the identical-bond compound. For the ideal
crystal, each subsystem may correspond to one Bloch-type orbital. The blue dash curves denote
the correlation in the corresponding subsystems. (b) The subsystem characterized by  becomes
the three-electron (one-electron) state and has no correlation contribution when one electron is
added (removed). All the subsystems characterized by j remain as the correlated half-filled
ones when subsystem  is changed.
FIG. 3: The 4-level subsystems in the compound system composed of identical ionic-covalent
dimers.
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The normalized A- and B-site orbitals |A and |B localized near the
a
corresponding atoms in the one-bond system. The distance ℓ
separating the peaks of |r|A|2 and |r|B|2 is longer than the
interacting length a of the effective e-e interaction potential .Uˆ
FIG. 4: The site orbitals in the one-bond system.
