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INTRODUCTION 
This paper presents simple geometric hypotheses on a C3 potential W: R2 -+ R 
which guarantee that a periodic solution of f = -W, = -grad W with 
energy h = 3 / & I2 + W(x) is hyperbolic when considered within the manifold 
of all solutions with the same energy. We always assume that h is a regular 
value of the energy function. The techniques do not involve detailed computa- 
tions with the relevant Poincare mapping, and require no analytical description 
of the periodic orbit in question, including its exact location. 
Using results in [4], it is shown that the hypotheses are verifiable in many 
examples, including a large class of homogeneous potentials in which the 
periodic orbits bifurcate from a totally degenerate critical point (all eigenvalues 
zero). By using the technique of “stretching variables,” it is also shown that 
our methods apply to a much larger class of potentials having a totally degenerate 
critical point, provided one restricts the energy appropriately. 
Applications to the pathological behavior of bounded solutions and non- 
existence of second integrals of the flow are presented; these results build upon 
those in [2, 3, 91. Finally, examples are provided which indicate that our 
hypotheses cannot be substantially weakened. 
1. THE HYPERBOLICITY THEOREM 
Throughout the paper (and as required in [4]) W will be a C3 real-valued 
potential defined in some open region in the plane. It is assumed that all con- 
structions in this paper take place within this region. There will be a periodic 
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solution 17 of 2 = - W, with energy h = Q 1 ff I2 + W(x) that connects points p 
and p’ on two distinct branches of the level curve W(x) = h which will be 
separated by a gradient line A of the potential. The branch of W = h containing 
p will be called the “upper branch” and will be assumed strictly concave up 
with respect to A (i.e., nonzero curvature). The “lower branch” of W = h 
containing p’ will be strictly concave down with respect to A (see Fig. 1). 
We assume the gradient W, to be nonzero off A and to have values above 
(below) A in the upper (lower) half-plane determined by A. Thus there is an h, 
such that the level curves W(x) = h for h, < X < h are smooth and have 
corresponding convexity properties. The upper branch of W = h will be 
parametrized by the C3 function 4(s) f o arclength s with s = 0 at p and in- 
creasing to the “right” of p in Fig. 1. Unless specifically mentioned otherwise, 
we work solely with the upper branches of W = h < h and in a neighborhood 
of I7. 
FIGURE I 
By the values of -W, above A, orbits x(t, s) of energy h originating at 
x(0, s) = +(s) on W = h, with velocityy(0, s) = 0 at time t = 0, fall toward A 
intersecting the level curves W = h transversely for ho < h < h. By trans- 
versality, for a fixed h, < X < h, the negative time t(A, s) required for x(t, s) 
to fall from d(s) on W = h to W = h is a Cl function of s. For s close to zero 
we can define X( T, s) as the orbit (uniqueness will follow from Hypothesis 2) 
rising from the lower branch of W = h and intersecting the upper branch of 
W = h transversely at x(t(A, s), s) at positive time T(h, s). Setting R = y, 
8 = Y, and z* = (z/I z I) f or any z # 0 (note that y # 0 # Y away from 
W = h), we define two angles using the velocity vectors of rising orbits (y and Y 
point into the upper half-plane determined by A). Letting J = (-y ‘,), W,*(h) = 
V&W Q), Q)))*, we define constants a(X) to normalize a(h, 0) = 0 = 
m 0): 
a(;\, s) = a(A) - cos-I Wz*@), JY*(@, 4, SD, 
,&I, s) = a(A) - cos-l (W,*(A), JY*(T(& s), s)). 
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Because of the Hamiltonian character of the flow, the PoincarC mapping 
associated with the periodic orbit II is symplectic, hence has a derivative which 
is either parabolic (&id), elliptic (rotation through a constant angle), or hyperbolic 
[I, pp. 215-2181. The hypotheses below will rule out these first two cases. 
HYPOTHESIS 1 (Transversality). There is a A, h, < X < h, for which 
(aa/aS)(h, 0) > 0. 
HYPOTHESIS 2 (Foliation). For the h of Hypothesis 1 and s, < sa close to 
zero, the orbits x(t, sl) and x(t, sa) do not intersect in falling from W = h to 
W = A, and or(h, sr) < or(h, sa). Further, the orbits X( T, sl) and X( T, sa) do not 
interesect on rising from the lower branch of W = h to the upper branch of 
W = A, and /3(h, sl) > /3(h, sa). (See Fig. 3 for the graphs of 01 and 18.) 
W=h 
FIGURE 2 
We remark that though the differentiability of the time t(A, s) in s is needed 
for stating Hypothesis 1 (and differentiability in both h and s for proving 
Hypothesis 1 in Section 2), no corresponding properties of T(h, s) are required 
(though these will follow from the results in Section 2). Hypothesis 1 will be 
shown to follow from the strict concavity of W = h. Hypothesis 2 will follow 
directly from results in [4] (which will also give the existence of II), and will be 
discussed in Section 3. 
THEOREM 1.1. Given a C3 potential W as described above (strict concavity 
of W = h, W, # 0 ofi A with values in the appropriate half-planes), &lypotheses 1 
and 2 imply that the periodic orbit (l7,1?) is hyperbolic on the manifold of solutions 
ofk=y,j=-W*withenergyh. 
Proof. Let C be the smooth cylinder {(x, y) 1 W(x) = h, j y I2 = 2(h - h)) 
within the manifold of orbits of energy h, and let 0’ E C be the point where 
(I7, R) intersects C with I7 rising. Notice that this intersection is transversal, 
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since n intersects W = h transversally. We will consider the Poincare mapping 
P’ obtained by following points on C near 0’ along orbits until they again reach 
a neighborhood of 0’ on C. 
It is a technical detail to be shown in Lemma 2.3 that the transformation to 
(s, a) coordinates in a neighborhood of 0’ on C is Cl invertible (where 01 = 
a(h) - cos-1 (W$*(h), Jr*) for a rising orbit x(t) on crossing W = h with 
R = y). Assuming this, we can analyze the behavior of P’ by studying the 
associated map P of the (s, a) plane into itself in a neighborhood of the origin, 
which corresponds to 0’ on C. 
Choose 6 > 0 so that the arc y(s) = (s, a(& s)) lies in the domain of P for 
s E [-8, 61. Then Hypothesis 1 implies that y(s) has nonhorizontal tangent at 
the origin, and Hypothesis 2 shows that y(s) appears as in Fig. 3. 
FIGURE 3 
With reference to Fig. 2, follow a typical rising orbit from its initial point 
x0 = x(t(& s), s) on W = X < h through one period of the PoincarC mapping 
back to x1 on W = h. We claim that the angle 01 = a(x) - co+ (WE*(h), Jyl*) 
of the orbit at x1 is negative, in fact less than /I@, sa), where sa > 0 corresponds 
to the initial point of the orbit falling from the upper branch of W = h through 
x1 . (The graph of fi(X, s) appears as in Fig. 3 by Hypothesis 2.) If not, the 
foliation given in Hypothesis 2 would imply that x(t, s) would be tangent to 
some X(T, s’) between x0 and x, , hence by uniqueness of solutions would trace 
out a periodic orbit in the x plane. Since this would force g(X, s) = /3(B(h, s) for 
some s # 0, we would have a contradiction to Hypothesis 2. We conclude that 
P(y(s)) stretches from the second to the fourth quadrant as s increases past zero. 
Since dP(y’(0)) = [(d/h) P(~(s))]~+, , this shows that y’(O) # 0 cannot be an 
eigenvector of the differential dP(0). 
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It is a simple matter to show that a linear mapping A of the plane is symplectic 
if and only if det(A) = 1, and thus, because dP’(0’) and dP(0) are conjugate, 
the fact that dP’(0’) is symplectic implies the same is true of dP(0). But then 
dP(0) is either parabolic, elliptic, or hyperbolic. The argument above excludes 
the first case, and we can eliminate the second case by iterating the argument. 
Indeed, by Hypothesis 2 we find for n = 1, 2,... that the arc P(y(s)) (with s 
restricted to an appropriately small neighborhood of 0) always extends from 
the second to the fourth quadrant as s increases past zero, and thus dP(0) 
cannot rotate vectors through a constant angle. Q.E.D. 
For additional arguments using a foliation as in Hypothesis 2, the reader is 
referred to [4, Theorem 1.11. 
2. VERIFICATION OF HYPOTHESIS I 
Recall that t(h, S) is the negative time required for the orbit x(t, S) to fall 
from x(0, s) = 4(s) on W = h to W = A. t(A, S) is clearly well defined and 
continuous on [ha , h] x C-8, 61. Let E(t, S, A) = W(x(t, s)) - h. Given some 
point (t,, , s,, , )b) such that E(t, , s0 , A,) = 0, with h, < A, < h, we have 
(a/w -qto 7 so , 44 =w~~Y)(to~~o)fo~ 
since orbits falling from W = h intersect W = h transversely. The implicit 
function theorem thus implies that t(h, s) is Cl on [ho , h) x [--6, 61. It is also 
clear that (a/&) t(h, S) = 0. That t(A, S) is not Cl on [ho, h] x [A, 61 follows 
from the unboundedness of at/ah = (W, , y)-l as t 7 0. 
Define O(t, s) = (W$*(x), Jy*) (t, s), and let W,, denote the Hessian 
matrix of second partials of W. 
LEMMA 2.1. As h t h we have: 
(a) (am) W, s> - 0; 
(b) (a/a4 qt, 4 - 0; 
(c) (a/as) t(h, ++o; atid 
(4 (4@ e(t(h 4, s) -+ 0, 
the convergence being uniform over s E [A, 61. 
Proof. (d) obviously follows from (a)-(c). Moreover, since t t 0 as h t h, 
it suffices to prove (a)-(b) as t 1 0: 
(a/at) e(t, 4 = I w, 1-2 w,,~, JY) I w, I I Y k-1 
- <Wiz > Jr>@‘, > W,,Y> I W, 1-l IY l--l 
+ I Wz I <WE > JYXW, 7 Y> I Y I-“>. 
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Since y*(t, s) -+ Wz*(x(O, s)) and y -+ 0 uniformly in s as t 10, the first two 
terms vanish in the limit. By L’Hospital’s rule, the expression (TV, , Jy) 1 y l--2 
has the same limit as -(W,,y, Jy)/2( W, , y), which goes to zero uniformly 
in s. Next, 
(a/W W 4 = I W, I-l {Wz~x, 3 Jr> I Y 1-l + (Wz, Jrs> I Y I-’ 
- W’ 9 JYXW, 9 WwG I Wz IF2 I Y 1-l 
- W, 9 JYXY, rs> I Y l-3>, 
where ay/as = ys(t, s) --f 0 and ax/as = ~,(t, s) -+ JW,*(x(O, s)) uniformly in s 
as t 10 by the smoothness of the flow in (t, s). Thus <W,px, , Jy) / y [-‘(t, s) -+ 
I W, l-2W,,JW,, JW,>O 4 and W,, JYXW, Y W,G$ I Wz I-’ IY 1-l 
(t, s) -+ 0 as t t 0, uniformly for s E [-S, 61. For the remaining terms we again 
apply L’Hospital’s rule. Thus Of’, , Jr2 I Y I-’ (k 4 - - I W, l-2 
x ( W, JW,, JW,) (0, s) uniformly in s as t t 0. Now ( W,, Jy)(y, yy)l y lm3 
(t, s> has the Same limit as -W,,Y, Jr> <Y, Y,> - <W,, Jr> <W, 1 rs> - 
W, , Jr> (W,A , Y>> (3 I Y I < W, , YF (t, 4. Letting t 7 0, everything 
vanishes uniformly in s, except possibly the one term which can be rewritten as 
(@‘a 7 ~a> IY l/3 (Wz > Y)) . (<WE 3 Jr>/1 Y I”). 
The first factor can be seen to vanish, while the second was earlier shown to 
vanish uniformly in s as t 7 0. 
We can now carry out the proof of (c). Let x = x(t; X, , y,,), where (x0 , ys) 
is the 4 vector of initial conditions x(0; x0, yO) = X, , ti(O; x,, , ys) = y0 . 
Differentiating W(x(t(A, s); $(s), 0)) = X with respect to s, we obtain 
Solving for at/as we obtain 
Observe that ( W, , y) -+ 0 and ( W, , (~x/~xo)(d+/ds)) -+ (W, , I 0 JW,) 
(x(0, s)) = 0 as h t h, thus giving an indeterminate form. By L’Hospital’s 
rule we have 
= -hi 
/ 
(w,,Y(~),~~)+(w,,gpg $- ( 1) 
(KY ($) ,Y) - (W”, w, ($)) 
i 
- 
Since at/ah # 0 for h < h, we can divide and pass to the limit to obtain the 
desired result. Q.E.D. 
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Now, by (d) of Lemma 2.1, 
ww,*Pw, jr*> + whim JPY*l4)) (@I 43 4 -+ 0 
uniformly in s as h t h. Since y*(t(& s), s) -+ W,*(x(O, s)) as X t h, the constant 
(in s) a(h) in the definition of the angle 01(h, s) has limit 42 as h t h. Thus 
$p/aw 0) = ‘,,,[ im sin a(h)]-’ (W3c*(x), j(dy*/ds))(t(h, 0), 0) 
= -g$w,*lds)(x), Jy*)(t(A 01, 0) 
= K > 0, 
where K is the curvature of #(s) at s = 0, positive by the assumption of strict 
concavity of W = h. Hence we see that Hypothesis 1 can be verified for any C3 
potential W with strictly concave level curves W = h as in Fig. 1. 
We now turn to the construction of the Cl coordinate system required in the 
proof of Theorem 1.1. This is carried out in two stages. 
LEMMA 2.2. The coordinate transformation (A, s) t) x is Cl invertible for 
(A, s) in [A’, h] x [A, 61 for some h, < A’ < h. 
Proof. x(h, s) = x(t(h, s), s) is clearly well defined and Co invertible near 
W = h. Also 
w es > /Y> ~ -1 --=- 
w, 4 <wcl! 3 Y> I wzM4)l # O 
as h t h (recall x, = (i3x/axo)(d#/ds)), and the result follows. Q.E.D. 
LEMMA 2.3. The coordinate transformation required in the proof of Theorem 1.1 
is Cl invertible. 
Proof. We first transform (h, s, 01, h’) t+ (x, 01, h’) by using Lemma 2.2. 
Then the transformation (x, (II, h’) +-+ (x, y) has Jacobian 
a(x, a, W(x, Y) = b-4~ - 44)1-1 <K*@), Y*>, 
where 01 = a(h) - cos-‘(W,*(X), Jy*) and h’ = 4 1 y I2 + W(x). Setting 
h’ = h, we recall that a(h) + 42 as h t h. 
Provided we remain in a suitably small neighborhood of (II, fr) in the energy 
manifold, 01 will be close to zero, hence the Jacobian determinant above will 
be nonzero. X must thus be chosen close enough to h so that the above conditions, 
and those in Lemma 2.2 and Hypothesis 1, are satisfied. Having thus fixed X 
and h’ = h, we see that (s, a) serve as Cl coordinates on the appropriate portion 
of the cylinder C. Q.E.D. 
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The curvature K of a C2 curve x(t) in the plane with f = JW, is given by 
K=div(-WW,*)=-- W, I-3T(W), h w ere T is the vector field T = - JW,, JW, 
(see [4, p. 3331). Thus, to check Hypothesis 1 we need only verify T(W) < 0 
on W = h. 
3. VERIFICATION OF HYPOTHESIS 2 
Hypothesis 2 follows from an adaptation of the proof of [4, Lemma 3.11. 
This result depends on five conditions on a potential W, which we will now state. 
We construct a set M’ containing Ii’ by intersecting {x / W(x) < h} with a 
vertical strip so that the right boundary of this strip intersects the gradient line A 
at the only critical point Q of W in M’ (see Fig. 4). We remove from M’ any 
gradient lines of the potential other than A, and define M to be the closure 
of that component of the remaining set that contains 17 (see Fig. 4). The line A 
divides M into two closed regions, denoted by Mu and ML . The conditions 






-‘W, M, I-W, 
I 
FIGURE 4 
C.l. The gradient field W, restricted to the portion of A in M - {Q} 
points towards Q, and in Mu - A points into the upper half-plane determined 
by A. 
C.2. div(JW,/l JW, 1) > 0 in the interior of Mu . 
C.3. The level curve W = h, = W(Q) is a straight line issuing from Q and 
intersecting M, as in Fig. 5. For energies h > h, the level curves W = /\ in Mu 
are strictly concave up with respect to A, while for h < h they are strictly 
concave down. 
C.4. All orbits x(t, s) of K = -W, with energy h > h, that originate at 
x(0, s) = d(s) on W = h cross the integral curves of T = - JW,, JW, trans- 
versely in the subregion of Mu - {Q} between and including the lines A and 
W = h, in falling from W = h to A. 
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FIGURE 5 
The integral curves of T are called T curves, and it is not difficult to show 
that W, restricted to these curves has constant direction. In our applications 
these curves are positively asymptotic to the critical point Q (see Fig. 6). 
C.5. Consider any T curve in the subregion of MU - {Q) between and 
including the two lines W = h, and A. Let p be any vector obtained as the 
unit tangent vector of an orbit of energy h rising to W = h as it crosses this 
T-curve. Then (T, Jp)(x) < 0, and, for p = det(W,,), 
03p(h - W) + T(W)1 <T J/4 - (h - WI <WY JAI (4 < 0 
for all x along the T curve between the point of intersection and Q. Here D is 
the standard connection in the plane and ( , ) the usual inner product. 
The geometrical meaning of the above conditions is explored in [4], and all 
potentials to which we apply our results have been shown in [3, 41 to satisfy 
C.l-c.5. 
FIGURE 6 
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We now indicate the proof of [4, Lemma 3.11, from which Hypothesis 2 
follows. In that lemma one proves that the orbits x(t, s) dropping from W = h 
foliate Mu by comparing the velocity vectors of these orbits as they cross the 
level curves W = h for h, < h < h, and the T curves between and including 
W = h, and A (C.4 is needed to obtain this latter crossing). Because of the 
concavity of W = h for h, < X < h, two distinct dropping orbits will at first 
move apart as the W = h curves are crossed. If these orbits are to intersect in 
MU their velocity vectors must first be parallel when both cross either some 
W = X > h, curve or a T curve. C.3 guarantees that the first case cannot hold, 
while C.5 rules out the second case. In both cases a contradiction involving the 
curvatures of dropping orbits is obtained, which also implies the result on 
angles in Hypothesis 2. 
To complete the verification of Hypothesis 2 we need to show that the orbits 
.X(T, s) rising from the lower branch of W = h to the upper branch of W = 
h < h not only foliate the region M, , but also foliate that portion of M, for 
which W < h. In a small enough neighborhood of II, such orbits do rise to 
W = h and are transversal to all T curves and level curves of W between the 
lower branch of W = h and the upper branch of W = h. But then one can use 
C.3 and C.5 as above to show that two such orbits never have parallel velocity 
vectors on crossing these “comparison curves” in Mu , the foliation in M, being 
obtained as for the orbits x(t, s) above. Thus conditions C.l-C.5 imply 
Hypothesis 2. 
For positively homogeneous C3 potentials W: R2 --f R of degree n > 2, 
with Q = 0, the five conditions above can be simplified considerably. The 
following result for such potentials is [4, Corollary 4.21. 
THEOREM 3.1. Assume the region M and the periodic orbit Ii’ satisfy the 
preceding requirements rejected in Fig. 4 (in particular, there is no gradient line of 
the potential W other than A in the interior of M). Let W, # 0 and det( W,,) < 0 
in M - (0). If C.l holds, then C.2-C.5 also hold. 
For such homogeneous potentials T(W) = n(n - 1))’ det( W,,) W by 
[4, Lemma 4.11. Thus, the curvature K > 0 on W = h > 0 if and only if 
det(W,.) < 0 there. We will use this fact in Section 4. 
4. EXAMPLES AND COUNTEREXAMPLES 
EXAMPLE A. Consider the homogeneous potential W(x) = ny (x2 - ,+x1), 
where n 2 3 (the case n = 2 will be discussed in (B)) and the pi are distinct 
constants. Then 
WW,dW = -(n - 1) 1 (4” (4, 
z<, 
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where a&) = (pi - pi) W(X)@, - p&-l (~a - p&-l. Thus [4, Section 4, 
Example B] and Theorem 3.1 give the existence of a periodic orbit in each of 
the n legs at energies h > 0. Conditions C.l-C.5 are satisfied in a neighborhood 
of the orbit and hence Hypotheses 1 and 2 hold. By Theorem 1.1 each of these II 
periodic orbits is hyperbolic (the case n = 5 is illustrated in Fig. 7). 
FIGURE 7 
Letting m(x) = n; (x1 - pix2) for n 2 3, pi distinct constants, the results 
just mentioned hold also for -W(X), -&m(x), and f(] x 1) W(X), f(] x I) m(x), 
where f: Rf - (0) + R - (0) is any C3 positively homogeneous function of 
degree at least 2 - n (remove the singularity at the origin, if any, for the product 
potential). 
EXAMPLE B. Let W(X) = n”,” (~a - pixl) for n > 1, pi distinct constants. 
We adapt our previous arguments to those n periodic orbits that run along 
gradient lines through the origin connecting opposite branches of W = h > 0. 
The proof for all n > 1 will be clear from the case n = 2 of Fig. 8. 
The orbits that drop from the upper branch W, of W = h to the right of ZII 
foliate (i.e., satisfy the appropriate portion of Hypothesis 2) all the way to the 
gradient line GI by [4, Lemma 3.11. Similarly, the orbits that rise from the 
lower branch W, of W = h to the right of I71 foliate up to the gradient line G, . 
We must show that, by remaining close to Z7, , we can carry this latter foliation 
across to Gr , whereupon we can continue it to any neighborhood of W, by 
the arguments outlined in Section 3. 
Let 4(s) be a parametrization of W, with respect to arclength s, where s = 0 
at the point p’ where I71 intersects W, , with s positive to the “right” of this 
point in Fig. 8. Let z(t, s) denote the solution of f = -W, with energy h 
505124/3-3 
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FIGURE 8 
satisfying ~(0, S) = #(s). F or s > 0 define the times t’(h, s) and t(s), respectively, 
as the first positive times for which W(z(t’(X, s), s)) = X with 0 < X < h, and 
z(t(s), S) lies on G, . Letting (1 = -W..*(p’), define two angles: 
a’(h, s) = cos-l(d, J(2)*(t’(x, s), s)) - @T/2), 
cd(s) = cos-ycr, J(i)“(t(s), s)) - (n/2), 
for s > 0. Thus we are comparing orbit angles of z(t, S) with the direction of I7, 
considered as rising. 
As in the verification of Hypothesis 1, there is a h E (0, h) such that 0 < (&/as) 
(h, 0) < cc. By [4, Lemma 2.31 we have that a’@, S) < 01(s) for s 20 and that 
0 < (aa’/aS)(h, 0) < @/as)(o) < co. 
Letting s’ be arclength along G, as measured from the origin, it is easy to show 
that 0 < (ds’/ds)(O) = l(d/ds) z(t(s), s)/,,,, < cc. Thus 0 < (&x/M)(O) < 00, 
giving the angle fanning of Hypothesis 2 on Ga close to the origin. Let E(v) for 
v > 0 be a family of lines parallel to Gs intersecting I& at the point where the 
upper branch of W = v intersects I7, (see Fig. 9). Define the time T(v, S) as 
the first positive time for which x(T(v, s), s) is on E(v). This is well defined 
for s and v close to 0. The above results show that the angle 
satisfies 0 < (~/I/~s)(v, 0) < co, hence 0 < (@I?/~s”)(v, 0) < co for 0 < v < v0 
for some v,, > 0, where S” is arclength as measured along E(v) from 17r . This 
implies that the foliation of the orbits z(t, S) can be carried to any E(v), 0 < v < v,,, 
for s close to 0. Now consider two such orbits z(t, sr) and z(t, ss) with 0 < s1 < sa 
and z(t, ss) intersecting Gr at the intersection q2 of E(v,) with Gr (see Fig. 10). 
Let z(t, sr) have first intersection with Gr and E(v,) at q,, and pr , respectively. 
We denote by Y(qj), j = I, 2, the velocities of these orbits at qj . 
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FIGURE 9 
FIGURE 10 
Since 0 < (E$/~s”)(v~ , 0) < co, the vector Y(pa) is to the right of Y(q,). By 
the values of the acceleration field --IV, in the triangular region A bounded 
by I71 , Gr , and E(v,), the vector Y(p,) is to the right of Y(q,), hence Y(qs) 
is to the right of Y(q,) and the foliation of orbits z(t, s) with the angle fanning 
required by Hypothesis 2 holds as these orbits cross GI . But Gr is a T curve 
and now the foliation can be carried all the way to the upper branch of any 
W = A, 0 < h < h, provided s is close enough to 0 (orbits z(t, s) are close to IT, 
on rising to W = A). Analogous results hold to the left of I71 in Fig. 8. Note 
that for n = 1 the gradient line GI = Gs , and the above argument reduces to 
the trivial case. We conclude that the ft periodic orbits of the even-saddle 
potential W(x) that pass through the origin at energies h > 0 are hyperbolic 
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for n 3 1. These results also apply to the variations of the potential W considered 
at the end of (A) above. (The reader will note that we never needed to know 
that the derivative of the angle fanning on Gr was strictly positive at the origin.) 
EXAMPLE C. For E > 0 let W(x) = 4 ( x I2 + E Re(z?), where z = x1 + ix2 . 
When E = &, this is known as the H&on-Heiles potential. The results of [4] 
apply at energies h > h, = (543-r to show that there are three periodic orbits 
in the respective legs of the potential (Fig. 11) satisfying conditions C.l-C.5 
and hence Hypotheses 1 and 2 of the present paper. These periodic orbits are 
then hyperbolic at these energies. Since they are generated from nondegenerate 
critical points (see [4, Sect. 51 for details), the results of [8] show that these 
periodic orbits are hyperbolic provided the energy is close to h, , the “critical 
energy of escape” from the potential well in a neighborhood of the origin. A 
direct calculation shows that T(W) = 54~~ 1 x I2 (h, - W) and hence the 
curvature K of W = h > h, satisfies K > 0. 
FIGURE 11 
EXAMPLE D. For E > 0 let W(x) = + 1 x I2 - cxIsxss. The results of 
[4, Sect. 61 show that this potential has four legs, each containing a periodic 
orbit satisfying conditions Cl-C.5 at energies (46)-l = h, < h < (g/46). These 
are hyperbolic by the results of the present paper. The reader is referred to 
Fig. 14 for an illustration of these periodic orbits. Again, [8] applies at energies 
near h, . A direct calculation shows that T(W) = (1 - 4~w)[4Ex,~x,s + 1 x I”] 
and hence the curvature K of W = h > h, satisfies K > 0. 
We note that the results of [4] actually show that the periodic orbits in the 
legs of the potentials considered in (A), (C), and (D) above are the only bounded 
orbits remaining in their respective legs for all time. 
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We now give two examples that do not satisfy Hypothesis 1 and Hypothesis 2, 
respectively, and in which the periodic orbits are not hyperbolic. 
EXAMPLE E. Consider the potential W”(X) = (1/2n)(xp - XT), ti > 2; 
this is homogeneous of degree 2n and has level curves appearing as in Fig. 12 
when h > 0. It is clear that the segment of the xp axis given by 
-(2nh)(‘/2”’ < x2 < (2nh)(1/2n) h >O, 
is the plane projection of a periodic orbit (17, fl) of energy h. It is an easy 
matter to show that Hypothesis 2 holds for any h E (0, h), and in particular 
that n is isolated, unstable, and the only bounded orbit of energy h for this 
FIGURE 12 
potential. Furthermore, arguing as in the proof of Theorem 1.1 it is easily seen 
that n is not elliptic. That U is not hyperbolic follows by comparing the 
linearized PoincarC mapping along .(D,R) with the linearized PoincarC mapping 
of the corresponding orbit (fl, n) of the potential I@(x) = (1/2n)xp (see 
Fig. 13). It is clear that ff cannot be hyperbolic, since every neighborhood of n 
contains other periodic orbits of the same energy. Since the two linearized 
PoincarC mappings coincide (these can be computed by following [5, 
pp. 251-253]), we must conclude that I7 is not hyperbolic, and hence 17 
and fit are both parabolic periodic orbits. 
The problem in this example is that Hypothesis 1 cannot be verified using 
the methods of Section 2. Here we have det(W,“,) = -(2n - 1)2(~1~2)2n-2 and 
so the curvature of Wn = h is zero on the x2 axis. 
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FIGURE 13 
EXAMPLE F. For an example where Hypothesis 2 cannot be verified, let 
W(x) = 4 1 x 12 - Gqx,2, E > 0 [4, Sect. 61. The critical energy is h, = (4~)-l, 
and W = h, consists of the four lines x1 = &(2~)-(l/~), x2 = *(2~)-(l/~). The 
picture for W = h > h, is given in Fig. 14. We shall study the vertical periodic 
orbit II, joining the upper and lower branches of W = h. 
We have already observed in Example D that the curvature of the upper 
branch of W = h is positive for any h > h, , and thus, by the methods of Section 
2, that Hypothesis 1 holds. 
By computing the differential equation for the linearized Poincare mapping 
along II, and making use of known results on Mathieu functions (see [6, 7) 
we can conclude that there exists R > 2h, such that III is elliptic if h < h’ and 
hyperbolic if h > h”. What is of interest in our case is the energy range h, < 
h < 2h, for which Hypothesis 1 holds, but hyperbolicity does not follow. 
W=h, 
FIGURE 14 
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5. APPLICATIONS TO THE PATHOLOGY OF BOUNDED SOLUTIONS 
In [3] geometrical hypotheses on a C3 potential W: R2 + R are presented 
which guarantee that the bounded solutions of R = - W, have rather striking 
pathological behavior at certain energies. In particular, the nonexistence of 
second integrals of motion at such energies is established. Here we indicate that, 
as a consequence of the hyperbolicity of certain periodic orbits, the results of 
[3] which hold for the potentials of examples (A) with n odd, (C), and (D), also 
hold under small perturbations of the Hamiltonian. 
Rather than give a general description, we indicate the situation for the 
H&on-Heiles potential W(x) = & j x j2 + + Re(z3), z = x1 + ix, , at energies 
h > $ as illustrated in Fig. 11. We have shown in (C) that the periodic orbits in 
the legs are hyperbolic at all energies h > 6 within the manifold E(h) of solutions 
with energy h. In [3] it is shown that at any energy h > 4 at which there is a 
“crossing” orbit coming from infinity in one leg of the potential and departing 
to infinity in another leg, there is a closed two-dimensional annulus A,, in 
E(h) that is transversal to the flow with boundaries separated by the intersection 
of A,, with the stable manifold l7,+ of Lr2 , and boundaries connected by an 
arc p lying in the intersection of A,, with the unstable manifold U,- of 17, , 
as illustrated in Fig. 15. (In fact, A,, lies on a torus surrounding 17, .) Such 
crossing orbits were constructed in [3] at a number of energies h > Q by 
numerical integration and appropriate error analysis; it is conjectured that they 
exist for all h > 6. The pathological behavior of solutions and nonexistence 
of a second integral are then consequences of this (topologically) transversal 
intersection of stable and unstable manifolds. 
To be more precise, Fig. 15 shows that there is at least one heteroclinic 
orbit connecting 1-I, to n2 in forward time (and by reversibility of the flow at 
A 12 
FIGURE 15 
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least one such orbit connecting 17, to n, in forward time). By symmetry there 
are also such solutions connecting Da to L$ , and Lra to n, , etc. The (topological) 
transversality illustrated in Fig. 15 guarantees that the image of p, less those 
points in Lra+ n A,, , will be wound by the flow in forward time around 17, 
and then pushed across corresponding annuli A,, and A,, in arcs such as p’ 
in Fig. 16. 
FIGURE 16 
Using the same argument on p’, we arrive at closed subarcs crossing A, 
and A,, that originally came from p. In this way we obtain solutions which pass 
near the orbits nj , j = 1,2,3, in any prescribed manner in forward time. The 
case in negative time is similar, and together with the above generates the 
desired pathology. One can also show the existence of infinitely many periodic 
solutions which wander through any finite sequence among the lIj , j = I, 2, 3, 
before closing (see [2, Theorem 8.1; 3, Theorem 1.31). 
The nonexistence of a second integral G with value c on III , such that (h, c) 
is a regular value of the mapping (H, G): R4 -+ R2, 23(x, y) = Q 1 y j2 + W(x) 
being the Hamiltonian, can be seen from Fig. 15. Indeed, the level surface 
(H, G)-l (h, c) would then contain I;r,- and Lr2+, since there is a heteroclinic 
orbit connecting them. But then the surface would have a self-intersection, 
violating the fact that such a surface must have the relative topology inherited 
from P. 
Because the lIj , j = 1, 2, 3, are hyperbolic, these periodic orbits persist and 
remain hyperbolic under small parameter-dependent perturbations of the 
Hamiltonian. Figure 15 then persists under such a perturbation, and hence the 
previous arguments can still be applied to generate the pathology of the bounded 
orbits and demonstrate the nonexistence of a second integral for the flow. 
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6. BIFURCATION FROM DEGENERATE CRITICAL POINTS 
Consider a Hamiltonian system with two degrees of freedom with Hamiltonian 
H(x, y) = + I y 12 + H’“‘(x) + H’“+yx) + “‘) 
where n 3 3, and for j = n, n + l,..., each W)(x) is homogeneous of degree n. 
Notice that the origin is a totally degenerate critical point of the associated 
linearized equations, in the sense that all four eigenvalues are zero. 
In the equations associated with H make the (noncanonical) substitutions 
x = ~2, y = E(~/~)Y, E > 0, multiply the right-hand side of the resulting vector 
field by the scaling factor E (a-n)/2, drop the tildes, and we obtain Hamilton’s 
equations for 
K(x, y) = E-nH(cx, #y) = Q 1 y I2 
+ H’“)(x) + c{H@+l)(x) + EH(~+~)(x) + E~H’“+~‘(x) + . ..}. 
Notice that the solutions of this system at energy h > 0 correspond to those 
of the system associated with H at energies E%, i.e., small positive energies. 
Now suppose the system associated with 
K&, Y) = 9 I Y I2 + H’“‘(4 
is amenable to our results; specifically, assume H(“)(x) is an odd ti saddle 
l’-Iys1 (x2 - pixl), pi distinct. Then at any energy h > 0 these equations have 
12 hyperbolic periodic solutions (as illustrated in Fig. 7), and by Poincare 
continuation these still exist for small E > 0 in the equations associated with K 
at energy h. In view of our remarks relating H and K, we conclude that as the 
energy of H rises past zero, the critical point associated with H will bifurcate into 
12 hyperbolic periodic orbits. The pathological solutions discussed in the previous 
section will also exist at these energies. 
If H(n)(x) in H is an even a saddle, the arguments above, coupled with those 
in Example (B) of Section 4, show that as the energy of H increases past zero, 
the origin will bifurcate into n (one in each leg) plus n/2 (see Fig. 8) hyperbolic 
periodic orbits. 
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