We present a class of binary choice models for panel data with the following features: (i) The explanatory variables are predetermined but not strictly exogenous. This includes lagged dependent variables as well as other forms of unspeciÿed feedback. (ii) Individual e ects are allowed to be correlated with the explanatory variables. Dependence is speciÿed through the conditional expectation of the e ects which is let to be non-parametric. We also present a GMM estimator for these models, which is consistent and asymptotically normal for ÿxed T and large N . We study its ÿnite sample properties in an autoregressive model by means of Monte Carlo simulations. Finally, as an empirical illustration, we estimate a female labour force participation equation with predetermined children using PSID data.
Introduction
It is well known that parameter estimates from short panels jointly estimated with the individual e ects can be seriously biased when the explanatory variables are only predetermined as opposed to strictly exogenous. This situation includes models with lagged dependent variables as well as other models in which the explanatory variables are Granger-caused by the endogenous variables. In linear models with additive effects the standard response to this problem has been to consider instrumental-variables estimates that exploit the lack of correlation between future errors in ÿrst-di erences and lagged values of the variables (e.g. Anderson and Hsiao, 1981; Holtz-Eakin et al., 1988, or Arellano and Bond, 1991) . However, much fewer results are available on discrete choice models with predetermined variables and other non-linear models of interest in microeconometrics.
The purpose of this paper is to develop a class of semi-parametric random e ects binary choice models without the strict exogeneity assumption. Random e ects models with only strictly exogenous variables have been considered by Chamberlain (1980 Chamberlain ( , 1984 and Newey (1994a) . Heckman (1981a,b) studied discrete choice models with state dependence and random e ects. A di erent strand of the literature, beginning with the conditional logit formulation of Andersen (1970) , has considered "ÿxed effects" speciÿcations in which the full distribution of the e ects is left unrestricted (or treated as "non-parametric"). This includes the maximum score method proposed by Manski (1987) , which relaxes the logit assumption but requires strict exogeneity and stationarity, and the models considered by HonorÃ e and Kyriazidou (2000) , and HonorÃ e and Lewbel (2002) . HonorÃ e and Kyriazidou include a lagged dependent variable, but their remaining explanatory variables are also required to be strictly exogenous. HonorÃ e and Lewbel allow for other predetermined variables but require the presence of a continuous, strictly exogenous, explanatory variable that is independent of the e ects. For a survey of the literature, see Arellano and HonorÃ e (2001) .
Fixed e ects can be regarded as a random e ects speciÿcation that leaves the distribution of the e ects unrestricted. They are attractive as a way to ensure that the conditional distribution of the e ects does not play a role in identifying the parameters of interest. However, sometimes one may be willing to impose a certain amount of structure in the dependence between the e ects and the endogenous variables if in exchange this makes it possible to relax other aspects of the economic model of interest. In such situations, a semi-parametric random e ects speciÿcation may represent a useful compromise. In this regard, the semi-parametric random e ects models considered in this paper contain a non-parametric conditional expectation of the e ects given the predetermined variables, but are otherwise parametric.
An example where lack of strict exogeneity would be expected even after controlling for individual e ects, is given by the e ect of children in female labour force participation decisions. In such context, assuming that children are strictly exogenous is much stronger than the assumption of predeterminedness, since it would require us to maintain that labour supply plans have no e ect on fertility decisions at any point in the life cycle (Browning, 1992 (Browning, , p. 1462 . Here feedback e ects from lagged participation decisions (or lagged shocks to participation) to current and future children outcomes cannot be ruled out. The result is that the identiÿcation arrangements and the estimation techniques that are useful with strictly exogenous variables break down.
The paper is organized as follows. Section 2 presents the model and a GMM estimator for this model, which is consistent and asymptotically normal for ÿxed T as N goes to inÿnity. In Section 3 we study the ÿnite sample properties of this estimator in a binary choice model with a single lagged dependent variable by means of Monte Carlo simulations. Finally, in Section 4, as an empirical illustration, we estimate a female labour force participation equation with predetermined children and individual e ects using PSID data.
Models and estimators

The model
Let us consider the following error-components binary choice model for N individuals observed T consecutive time periods y it = 1( t + ÿx it + u it ¿ 0) (i = 1; : : : ; N ; t = 1; : : : ; T ); (2.1)
where 1(:) denotes the indicator function, so that y it is a 0− 1 variable. T is small and N is large. Let us also denote w it = (x it ; y i(t−1) ) and w t i = (w i1 · · · w it ). 1 The composite errors u it are assumed to have a known distribution up to scale given w t i , for example normal, of the form: Thus, the model allows for dependence between the explanatory variable x it and the individual e ect Á i through the conditional mean of the latter given the observed time path of w. Moreover, the model speciÿes x as a predetermined variable, in the sense that while x it does not depend on current or future values of the transitory error v it , there may be feedback from lagged values of v or y to x it . Assumption (2.3), however, essentially excludes serially correlated errors. This is so because the mean independence condition E(v it | w t i ) = 0, while not implying by itself serial mean independence of the v it , it does rule out standard patterns of autocorrelation.
The conditional probabilities speciÿed by the model are
where (:) is the standard normal cdf. The assumption of normality is unessential and could be replaced by any other parametric assumption. Notice that since the model is conditional on w t i it could include y i(t−1) as an additional regressor, and indeed the next section focuses on the case where x it = y i(t−1) . However, the speciÿcation above was chosen for its simplicity, and also to emphasize the fact that, in order to allow for x it to depend upon lagged y, we ought to condition on the histories of both x and y, even in the absence of an independent e ect of y i(t−1) on y it given x it ; Á i and v it .
The model could also accommodate a situation where feedback e ects are present for some explanatory variables but not others. E ectively, if there is a strictly exogenous x, all its lags and leads will be included in the conditioning set at each t. which is a sequence of binary variables, it follows that Á i | w t−1 i cannot in general be normal, and therefore an expression of the form of (2.5) could not hold for Pr(y i(t−1) = 1 | w t−1 i ). So, the two models are not nested. Unlike in (2.6), in model (2.1)-(2.3) Á i and v it are not assumed to be conditionally independent, and in general they will be correlated.
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The present model's identiÿcation rests on the assumption that the demeaned error u it − E(Á i | w t i ) has a distribution that may change with t, but is independent of the individual's history w t i . Since the history will a ect the shape of the conditional distributions Á i | w t i , our assumption implies that in general v it will only be mean independent of w t i , which is a limitation of this approach. Thus, a feature of our model is that it matters to the distributional assumption if one starts observing the individuals one period earlier or later. That is, if u it | w i1 · · · w it is normally distributed, in general u it | w i2 · · · w it will be distributed as a normal mixture and hence non-normal. This is an undesirable mathematical property since typically in applications individuals are not necessarily observed from the date in which the process started.
Notice that this is also true of the static random e ects probit model of Chamberlain (1984) and Newey (1994a) . The assumption in such case is
If the assumption is intended to hold for any T , it follows that v it | x T i may be normal for some T but not for any T (except in very special cases).
We motivated assumption (2.3) as a distributional speciÿcation for the random e ects model represented by (2.1) and (2.2). Nevertheless, taken together, assumptions (2.1)-(2.3) can be given an alternative interpretation, which suggests a di erent class of applications of the techniques developed below. Namely, suppose that the model of economic interest is We start by considering identiÿcation and estimation in the case where x it is a discrete random variable with a ÿnite support of J points. It is useful to consider this case since the model becomes fully parametric, while e ectively leaving the distribution of x it unrestricted. The continuous case is taken up below.
The vector w it will have a ÿnite support of 2J points given by ( 1 · · · 2J ). The t × 1 random vector x t i has a multinomial distribution, and takes J t di erent values. Similarly, the vector w t i takes on (2J ) t di erent values t j (j = 1; : : : ; (2J ) t ). As a matter of notational convenience we order the t j such that for t ¿ 1:
with j = (' − 1)(2J ) t−1 + 1; : : : ; '(2J ) t−1 ; ' = 1; : : : ; (2J ). That is, for a speciÿc value w Therefore we have
where [t] j denotes the last element of the vector t j . By the law of iterated expectations we also have
×(j = 1; : : : ; (2J ) (t−1) ; t = 2; : : : ; T ): (2.13)
Moreover, since the model includes a constant term, it is not restrictive to assume that E(Á i ) = 0. Therefore
(2.14)
Let us consider the partition j = ( 1j ; 2j ) where 2j is either 0 or 1. Then the probabilities in (2.13) factorize as
(2.15)
Notice that the second term on the right-hand side contains the probabilities speciÿed by the model. The ÿrst term consists of unspeciÿed conditional probabilities for the x, and so they are additional reduced form parameters: T ), although they are subject to
In conclusion, the total number of estimating equations is
while the number of parameters to be estimated including the jk t' and the initial probabilities is
Hence the number of overidentifying restrictions is
(2.19) 3 We could alternatively say that the required parameters are
since the remaining t j are functions of those and the cell probabilities.
Identiÿcation of ÿ up to scale requires that at least T ¿ 2, or that there are at least three observations available on each individual (since we assumed that y i0 is observed). With two observations, contrary to the situation in the linear model, ÿ would only be identiÿed under homoskedasticity. Indeed, setting J = 2, 1 = 2 = 1, t constant, and Pr(y i0 = 1) = 1, a straightforward calculation reveals that
where
In the derivation of (2.20), we are assuming that x it is a 0 − 1 variable, and that there are e ectively two observations on each unit since y i0 = 1 with probability one. The coe cient ÿ is nevertheless identiÿed due to the homoskedasticity assumption 1 = 2 . Then the unrestricted maximum likelihood estimator of p tj is given bŷ
(t = 1; : : : T ; j = 1; : : : ; (2J ) t ): (2.22)
Similarly, for jk t' we havê
and for the initial probabilities:
1(w i1 = ' ) (' = 1; : : : ; 2J ): (2.24)
We can form the vector
The vector of functions g(p; Â) includes the terms for all j and t. The vectorp contains thep tj ;ˆ jk t' andp ' , while Â contains all the parameters to be estimated. A minimum distance (MD) estimator of Â solveŝ
where A N is a consistent estimate of the inverse of the covariance matrix of g(p; Â).
As an alternative to the MD procedure, the model can be estimated by maximum likelihood. The contribution to the log-likelihood for the ith observation is given by If N is not su ciently large relative to the number of cells-which depends on J and T -some cells may contain very few or no observations. Those cells will be trimmed, thereby reducing the e ective number of ÿrst-stage parameters and equations available for MD estimation. The ÿnite sample properties of the MD estimates may be a ected by the degree of ÿrst-stage trimming. The problem of choosing the amount of trimming in this context, therefore, resembles the choice of the number of instruments in instrumental variable models.
GMM estimation
The following simpler method avoids the joint estimation of the parameters of interest with the nuisance coe cients t j . By inverting Eq. (2.5) we obtain
(2.29)
First-di erencing this equation we have
, and
Notice that
Moreover, the conditional moment restriction (2.32) is equivalent to the following unconditional moments (see Chamberlain, 1987, p. 308 ):
The orthogonality conditions corresponding to the p tj are
The complete set of moment conditions can be used to obtain joint estimates of the p tj and the coe cients of interest. However, since the latter are unrestricted moments there is no e ciency loss (as far as the estimation of the parameters of interest is concerned) in replacing in the ÿrst set of orthogonality conditions (2.35) unrestricted estimates of the p tj and the p (t−1) j .
Letting z it be a vector containing the indicators d t−1 ij (j = 1; : : : ; (2J ) t−1 ), and
a two-step GMM method can be based on the sample orthogonality conditions
×(t = 2; : : : ; T ) (2.39)
yielding asymptotically e cient estimates of ÿ; t and t subject to the normalization restriction 1 = 1. Since both y T i and x T i have ÿnite supports the model is fully parametric and the asymptotic distribution of the estimators can be obtained using standard GMM asymptotic theory.
An optimal weighting matrix is given by a consistent estimate of the inverse asymptotic covariance matrix of the orthogonality conditions (2.39). Notice that since the latter depends on the joint limiting distribution of z it it andp tj , a standard outer-product formula using the estimated moments would be inappropriate.
In practice, the number of available moment conditions may be substantially smaller than t (2J ) t−1 since z it will only contain the indicators corresponding to outcomes that occurred in the data. Moreover, the sample moments will only depend on estimated h t of non-empty cells. Detailed illustrations of these issues are provided below using Monte Carlo simulations and an empirical application. 6 Minimum distance estimation of binary choice models using inverted probabilities was ÿrst proposed by Berkson (1944) for data with many observations per cell (see Amemiya, 1985, p. 275) . Transformation (2.30) is also similar to the one employed by Newey (1994a) for a probit model with only strictly exogenous variables. In the strictly exogenous case, however, the error term it does not appear since there is no sequential updating of the conditional expectations of the individual e ects.
Continuous predetermined variables
If x it is a continuous random variable, estimation cannot be based on cell sample frequencies. Instead we now rely on non-parametric smoothed estimators of the reduced form probabilities h t (w t i ) in order to construct orthogonality conditions. Another aspect is that with a continuous x it it is feasible to estimate non-parametrically the distributions of the composite errors for each t, although this will not be pursued here.
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The t × 1 random vector y t−1 i = (y i0 ; : : : ; y i(t−1) ) still has a multivariate Bernouilli distribution, and takes on 2 t di erent values t−1 j (j = 1; : : : ; 2 t ). Therefore, we consider non-parametric estimates of h t (w t i ) of the form
(2.40)
) is a non-parametric smooth (e.g. kernel) estimator of the conditional probability
(2.41)
Contrary to the multinomial case, now the conditional moment restrictions given by (2.32) do not imply a ÿnite number of orthogonality conditions. Here we do not consider the issue of selecting and estimating optimal instruments (which would be required for asymptotic e ciency), and merely exploit the moment conditions E(w
where Â=(ÿ; 2 ; : : : ; T ; 2 ; : : : ; T ). Let the sample orthogonality conditions be given byb
where A N is a weighting matrix. To illustrate why the previous moment conditions may be expected to satisfy the rank condition and hence be su cient to identify the parameters, let us consider the case where T = 2. In such case the 3 × 1 vector Â =(ÿ; 2 ; 2 ) would be just identiÿed provided the following submatrix of the derivatives of the moment conditions has full rank:
7 Chen (1998) generalized the model of Newey (1994a) with strictly exogenous variables by allowing the distribution of the composite errors to be unknown. which under the model's assumptions takes the form
Note that in a model without individual e ects and ÿ = 0, the rank condition will be satisÿed unless E(y i0 ) = 0.
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As long as the order and rank conditions are satisÿed, estimation could be based on a smaller set of moments using as instruments, for example, a subset of the lagged variables contained in w t−1 i . Nevertheless, the form of the error it in (2.30) will remain unchanged since the relevant non-parametric probabilities correspond to those speciÿed by the model for the full vector of conditioning variables.
Under appropriate regularity conditions (see Newey, 1994a; Newey and McFadden, 1994) :
it , and a i is an adjustment term that takes into account the fact that the h t (w t i ) have been replaced by non-parametric estimates. There may be a need for trimming in the ÿrst-stage non-parametric estimation, in which case the second-stage momentsb N (Â) will be based on a smaller e ective sample size.
Following Newey (1994b) , V 0 can be consistently estimated by mean of
where˜ i = i (Ẫ) and
and K sj (:) is the kernel used in the estimation of h sj (x s i ). The advantage of (2.49) is that it does not require the calculation of a i as an explicit functional of the parameters, the data, and the non-parametric probabilities. This expression, however, can be obtained in our case as a direct application of Proposition 5 in Newey (1994a) , which provides the basis for an alternative estimator of a i . We illustrate the result when T = 2 and the following moment is used:
where w 1 i = (1; y i0 ; x i1 ) and Â = (ÿ; 2 ; 2 ). In this case a i = a 1i + a 2i and
Finally, a consistent estimate of the asymptotic variance matrix ofẪ is given by
Alternatively, one could use a bootstrap estimator of the asymptotic variance matrix ofẪ.
Marginal e ects of interest
The e ect of changing x it from x to x on the probability of y it = 1 is given by
where G t (:) is the marginal cdf of −u it . According to our speciÿcation G t can be written as
To obtain a consistent estimate of S t (x ; x ), a consistent estimate of
In view of our estimation strategy and (2.29), a natural choice is
Upon substitution, the estimated e ect is
Note that, although ÿ is constant, the estimated e ect is period-speciÿc as a result of conditioning sequentially over time.
It is of some interest to distinguish S t (x ; x ) from the predictive e ect of changing x it from x to x given by
Estimation of P t (x ; x ) does not require the use of the model. It is a reduced form e ect that can be estimated using the non-parametric estimates of the sequential conditional probabilitiesĥ t (w t i ). Note that S t (x ; x ) gives the structural e ect of x t on y t in the observed population of u t , while P t (x ; x ) mixes the direct e ect of x t with the indirect e ect due to the dependence between Á and x t .
In a model with two (or more) continuous explanatory variables, direct relative marginal e ects can also be obtained. These are constant over time and given by the ratios of the corresponding ÿ coe cients. For example, we have
Individual e ects interacted with time e ects
A simple extension of the basic framework outlined above is a model in which individual e ects are interacted with time e ects given by
and
In this model, estimation can be based on the transformation
where r t = t = (t−1) and E( * it | w t−1 i ) = 0. A normalization restriction such as 1 = 1 is required.
Experimental evidence
State dependence with unobserved heterogeneity
In this section we study the ÿnite sample properties of the ML and GMM estimators described above in a binary choice model with a single lagged dependent variable by means of Monte Carlo simulations. The model is given by
This is a model of independent interest, whose basic motivation is to facilitate the distinction between unobserved heterogeneity and state dependence in the analysis of binary-state discrete-time processes. One example is the analysis of sequences of employment and unemployment states, where a substantive question is whether or not unemployment causes future unemployment (e.g. Heckman (1981c) or Card and Sullivan (1988) , who use these models for measuring the e ect of training programs on employment and unemployment probabilities). Another example is the analysis of a housing quality indicator over time as in the work by Moon and Stotsky (1993) . Moon and Stotsky consider the e ect of rent control on a two state housing condition variable (sound and unsound) allowing for state dependence and unobserved heterogeneity.
We assume that the composite error given y t−1 i = (y i1 ; : : : ; y i(t−1) ) has a logistic distribution of the form:
Since we do not expect signiÿcant di erences between the performance of logit and probit models, we chose the logistic function F, say, because the inverse probabilities have an explicit form and their calculation is faster.
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The form of the likelihood for one individual, conditional on the ÿrst observation, is therefore
where . We further simpliÿed the speciÿcation by keeping and 2 constant over time, so that the coe cients should be interpreted as being relative to .
The distribution of the initial observation p 1 = Pr(y i1 = 1) is left unrestricted in our model. However, since p 1 enters the restriction E(Á i ) = 1 1 p 1 + 1 2 (1 − p 1 ) = 0, we maximized the full likelihood of the data given by
Some alternative likelihoods
In the simulations we also considered an alternative likelihood model conditional on an individual e ect with a mass point distribution. Assuming that the conditional random variables Á i | y i1 = 1 and Á i | y i1 = 0 are discrete with ÿnite support given by m mass points e 1 ; : : : ; e m , the likelihood for one individual given the initial observation in this case is
L Hi is a function of ; , the mass points e 1 ; : : : ; e m and the conditional probabilities Pr(Á i = e ' | y i1 = 1 ).
Notice that the likelihood (3.4) is based on a decomposition of the joint distribution of y T i given by
which should be distinguished from the following alternative decomposition:
By specifying the conditional distributions of Á i given y i1 ; H(Á i | y i1 ), in (3.6) as opposed to the marginal distribution of Á i ; H(Á i ) (as done in (3.7)), we allow for dependence between y i1 and Á i , while leaving the initial conditions of the process unrestricted. Decomposition (3.6) is akin to the estimators of linear autoregressive models that leave the initial conditions unrestricted. If on the other hand one wishes to specify the distribution p(y i1 | Á i ) (for example, by assuming some form of stationarity), (3.7) would be the relevant decomposition.
Specifying a mass point distribution for Á i is attractive because it is exible, and also because by letting the support of Á grow with sample size it is often possible to establish asymptotic properties for the estimators with respect to a model with an unrestricted distribution for Á (cf. Heckman and Singer, 1984) .
The likelihood L Hi only entails estimating two conditional distributions of the effects in the ÿrst-order autoregressive case. However, in the more general model with predetermined variables considered in the previous section, the number of conditional distributions would be larger. Moreover, the conditional distribution of the predetermined variables given the unobserved component would be required to be able to construct the mixing likelihood. This would cause the predetermined variables to become fully endogenous, since we would e ectively need a speciÿcation of the joint distribution of y and x given Á.
11 As a consequence, this approach may not be feasible even with discrete explanatory variables, and even less so with continuous variables.
In the simulations we speciÿed two mass points {e 1 ; e 2 } for the random variables Á i | y i1 . As a result, the likelihood function contained ÿve free parameters. Namely, , , Pr(Á i = e 1 | y i1 = 1), Pr(Á i = e 1 | y i1 = 0), and e 1 . Notice that given one mass point and the associated probabilities, the other mass point is determined by the condition E(Á i ) = 0.
Another approach that we considered is Chamberlain (1985) 's conditional autoregressive logit estimator for the model
(see also Magnac, 2000) . When T = 4, this method is based on the observation that Pr(y i2 = 1 | y i4 ; y i2 + y i3 = 1; y i1 ; Á i ) is independent of Á i . The corresponding conditional MLE of turns out to be of the form
where n 1 and n 2 are the number of observations with (1; 1; 0; 0) or (0; 0; 1; 1) in the ÿrst case, and (1; 0; 1; 0) or (0; 1; 0; 1) in the second. An expression along the same lines can be obtained for larger values of T . However, extensions to more general models are problematic. In a model with only strictly exogenous variables in addition to lagged y, it leads to estimators with a slower than root-N rate of convergence (HonorÃ e and Kyriazidou, 2000), and little is known about models with other predetermined variables.
In addition, given that one of the original motivations was the bias from estimators that attempt to estimate the ÿxed e ects in short panels, we decided to include a logit ML estimator that does this.
Finally, as a benchmark we calculated maximum likelihood estimates conditional on y i1 without unobserved heterogeneity. The likelihood is given by
The function L Ri is a special case of L i and the other likelihoods. We generated data without unobserved heterogeneity, so that the maximizers of the ÿve likelihood functions are consistent estimates of the same parameters (a description of the design 11 A discussion of this problem in the context of a duration model with predetermined time-varying covariates can be found in Bover et al. (2002) . The form of a likelihood comparable to (3.4) when an additional predetermined discrete variable x it is present is
of the experiments is given below). Thus, we hope to assess the e ciency loss incurred in allowing for the various forms of unobserved heterogeneity relative to the homogeneous model. 
GMM estimation
We now turn to describe the GMM estimator of model (3.2) used in the Monte Carlo analysis. By using moment conditions of the type given in (2.39), only the coe cient would be estimated. However, is also a parameter of interest since the dynamics of the process (3.1) is determined by both and . The parameter is identiÿable from the orthogonality conditions
(t = 2; : : : ; T ): (3.10)
We therefore obtained joint estimates of and relying on both ÿrst-di erence and levels sample orthogonality conditions as follows:
)] − y i(t−1) ) (t = 3; : : : ; T ); (3.11) (3.13)
The estimates in (3.13) use a non-optimal but convenient weighting matrix which does not require the calculation of preliminary consistent estimates of and .
In the calculation of the orthogonality conditions b 1tN and b 2tN , we used the following modiÿcation of the logit transformation mentioned by Cox (1970) and Amemiya (1985, p. 278) :
where n tj is the number of observations in the cell with y t−1 i
ij . This modiÿcation has the advantage that the transformation is still deÿned ifp tj = 0 or 1. Moreover, its mean bias relative to ln[p tj =(1 − p tj )] can be shown to be of a smaller order of magnitude than the bias for the standard logit transformation.
Experimental design
We generated longitudinal observations from a homogeneous stationary ÿrst-order Markov process. Thus, relative to model (3.1), in the data generating process we have Á i = 0 with probability one. Moreover
(3.15)
The degree of dependence in the process can be measured by = corr(y it ; y i(t−1) ) = p 11 − p 10 = F( + ) − F( ) (3.17)
while the stationary probability is given by p * = Pr(y it = 1) = p 10 1 − (p 11 − p 10 ) : (3.18)
So it seemed natural to start by setting combinations of values for and p * , from which the implied values of and can be derived using the logistic transformation.
Although and p * are natural descriptive quantities for our data generating process, we are mainly concerned with the sampling distributions of estimates of and . The reason is that the coe cients in the linear index, like and , will be typically parameters of interest in econometric applications in which the index is related to the agents' objective functions evaluations. Moreover, we would expect the coe cients in the linear index to remain well-deÿned with heterogeneous and non-stationary data.
We considered cases with = 0:2; 0:5 and p * = 0:2; 0:5; 0:8, which produced the following values for and One would expect that the larger the value of the more di cult it becomes to distinguish between state dependence and unobserved heterogeneity. So large values of may produce quite imprecise estimates of and . As an indication of some empirically relevant quantities, for the PSID sample that we use in Section 4, the female labour force participation rate is 0.55, while the gross ÿrst-order autocorrelation in participation is 0.65, (which re ects the combined e ect of state dependence and heterogeneity). The estimates reported in Section 4, allowing for unobserved heterogeneity, imply a value of of 0.31.
For each experiment, we generated 100 samples with N =500; 1000 and T =4; 6. With T = 4 the GMM estimates were based on 9 moment conditions (6 in ÿrst di erences and 3 in levels) and 14 cell frequencies, whereas with T = 6 they were based on 35 moments (30 in di erences and 5 in levels) and 62 cell frequencies.
Monte Carlo results
Tables 1-4 report means, percentage bias, standard deviations and root mean squared errors (MSE) for the GMM and ML estimates of model (3.1)-(3.2). The tables also report results for the alternative likelihood model with mass point distributions for the e ects given y i1 (labelled ML-MP), for the conditional autoregressive logit model (in the case of , labelled CML), and for the homogeneous model (labelled RML). Table  5 contains the results from the ML method that estimates jointly with the ÿxed e ects for the subset of experiments with N = 500 and = 0:2.
The results for the experiments with T = 4 are contained in Tables 1 and 2 . The comparison between GMM and ML in those tables shows that GMM almost always has a higher MSE for both and than ML. ML tends to have a smaller standard deviation and bias than GMM. However, the di erences between the two estimators are small except in the less favorable cases. The bias in the GMM estimate of is worryingly large when = 0:5 and p * = 0:8. More generally, it is noticeable that for the larger value of the estimates of and are less precise and have higher MSE than for those with = 0:2. Also, for a given , large or small values of p * tend to produce worse estimates of .
Turning to the comparison between GMM/ML with the homogeneous ML (RML), it turns out that the standard deviation of RML is between 1.5 and 3 times smaller than that of GMM or ML, with the di erence becoming wider in the least favourable cases. RML is the estimator with the smallest bias and standard deviation. This result is to be expected since RML does not allow for unobserved heterogeneity, which is in fact absent from the data.
As far as ML-MP is concerned, the estimator of exhibits a greater MSE than those of GMM and ML, while in the case of the result is the opposite. ML-MP estimates of are seriously downward biased when = 0:5 and p * = 0:8, even with N = 1000. However, ML-MP estimates of have substantially smaller standard deviations than GMM/ML estimates. The poor performance of ML-MP estimates of relative to those of is probably due to larger correlations between the estimates of and the estimates of the mass points. The ML-MP results may be sensitive to the number of mass points allowed in the conditional distributions of Á, but we did not explore this issue.
With T = 6, the GMM estimates always have a smaller MSE than with T = 4, but this is due to reductions in variance that o set larger biases in all the experiments. In contrast with GMM, the ÿnite sample biases of the ML estimates do not increase with T for a ÿxed N . Since biases of this type have been shown to be sensitive to the choice of weighting matrix in other contexts, it would be interesting to explore to what extent they can be removed by using an optimal weighting matrix. CML leaves both initial conditions and the distribution of the e ects unrestricted. So it is the most robust method, but at the expense of relying exclusively on a fraction of the observations. In terms of MSE, it tends to lie between GMM and ML, although typically with a smaller bias and a larger standard deviation. There is, however, some evidence of a higher probability of outliers in the CML, which is re ected in very high sample standard deviations for some of the experiments. Table 5 reports ML estimates of for = 0:2 and N = 500, obtained jointly with those of the ÿxed e ects. Due to computing limitations, results for higher values of N and are not reported. The results in Table 5 , however, indicate that the biases are in all cases very large indeed for both T = 4 and T = 6.
In conclusion, the Monte Carlo results for the GMM and ML estimates of our model suggest a similar pattern to that typically encountered in linear autoregressive models. Namely, both GMM and ML perform well when the amount of state dependence is moderate, but GMM biases tend to be higher the higher the persistence in the data.
An application to female labour force participation
We illustrated the previous methods by estimating a relationship between female labour force participation and children variables allowing for individual e ects. We Table 4 Means and standard deviations of the estimators, N = 1000; T = 6 used data on 384 white married women from the random sub-sample of the Panel Study of Income Dynamics (PSID), for the years 1971, 1973, 1975, and 1977 . Only women continuously married with the same husband and who were 20 -50 years old in 1971 were included in the sample. The starting point is an equation of the form:
where y it =1 if the ith woman worked in year t. The e ect of children is speciÿed by the vector x it which consists of two dummy variables: x it = (k12 it ; k35 it ) . The ÿrst dummy equals 1 if the age of the youngest child is 1 or 2, while the second takes the value 1 if the youngest child is aged 3, 4 or 5. This particular speciÿcation is motivated by the fact Table 5 Means and standard deviations of ÿxed e ects estimates of N = 500, ÿ = 0:2 that most of the children's e ects on participation appear to depend on the presence of very young children, more so than, for example, on the total number of children living in the household (see Browning, 1992) . The individual-speciÿc e ect Á i will capture unobserved permanent components in both wages and tastes for non-market time.
13 Table 6 contains the estimates of four di erent logit speciÿcations of the basic model that treat children as strictly exogenous variables, with and without time dummies. For simplicity we describe the methods with reference to the latter. Column a labelled "pooled levels" presents the results from a model without unobserved heterogeneity. In this case the log-likelihood function takes the form
Column b reports estimates from a pseudo-conditional logit log-likelihood that leaves the distribution of the e ects unrestricted. The form of the criterion is
(4.3) Years = 1971 Years = , 1973 Years = , 1975 Years = , 1977 k12 = 1 if the age of the youngest child is 1 or 2. k35 = 1 if the age of the youngest child is 3, 4 or 5.
Figures in parentheses are standard errors. Estimated constants for conditional logit with time dummies are in ÿrst di erences.
The term L bt is the conditional logit log-likelihood given a su cient statistic for the ÿxed e ect of a panel consisting of waves t − 1 and t only (Chamberlain, 1980) . Thus, although the estimator that maximizes L b is consistent regardless of the value of T , L b would only be the actual conditional logit log-likelihood when T = 2. Column c reports pseudo-ML estimates from a model in which the conditional mean of the e ects is restricted to be linear (as in Chamberlain, 1984) . The form of the criterion in this case is the same as (4.2), but with probabilities given by
Finally, column d contains GMM estimates of a generalization of the previous model that leaves the conditional mean of the e ects unrestricted (cf. Newey, 1994a) .
Estimation is based on the following sample orthogonality conditions:
(4.5)
) are cell-speciÿc sample frequencies, and the stars denote that the variables have been transformed into orthogonal deviations (cf. Arellano and Bover, 1995 , and further detail given below). All the cells with less than four observations were dropped, and as a result the number of orthogonality conditions used in the estimation was also reduced.
We can observe that relative to the rest of the estimates, the pooled levels estimates of the coe cient on k12 are larger (in absolute value) while those of the coe cient on k35 are smaller. Aside from this, it is of some interest to compare the conditional e ects estimates in column b, with the random e ects estimates in columns c and d. The estimates in column c, which are the most restrictive, are more at variance with the conditional e ects estimates than the less restrictive estimates shown in column d. Note, however, that models c and d are not nested within model b, because model b assumes that v it | x T i ; Á i is logistic whereas models c and d assume that it is the composite error Á i + v it | x T i the one which has a logistic distribution. The previous remarks are true for both the estimates with and without time dummies, although the latter are smaller than the former in all cases. This fact suggests the presence of non-negligible cyclical e ects on female participation. Table 7 contains GMM estimates that treat the children variables as predetermined by conditioning on lagged children and lagged participation. The estimates are based on orthogonality conditions of the type described in Section 2, except for the fact that we used orthogonal deviations as opposed to ÿrst-di erences. Speciÿcally, we used the following sample moments 
Of a total of 32 possible values of (y i1 ; x i1 ; x i2 ) and 256 of (y i1 ; y i2 ; x i1 ; x i2 ; x i3 ), only 17 and 37 occurred in the data. Hence z i2 and z i3 are, respectively, 17×1 and 37×1 vectors containing binary indicators for those outcomes. Moreover, we only calculated unrestricted frequencies Pr(y t = 1 | y t−1 i ; x t i ) for cells containing at least 4 observations. In this way, the numbers of cell frequencies used by the GMM estimator were 9 for (y i1 ; x i1 ; x i2 ), 12 for (y i1 ; y i2 ; x i1 ; x i2 ; x i3 ) and 13 for (y i1 ; y i2 ; y i3 ; x i1 ; : : : ; x i4 ), and the e ective sample size was reduced from 384 to 308.
14 With these speciÿcations, we calculated a one-step 14 Except for b ' 2N and b ' 3N which were based on 360 and 339 observations, respectively. Years = 1971 Years = , 1973 Years = , 1975 Years = , 1977 k12 = 1 if the age of the youngest child is 1 or 2. k35 = 1 if the age of the youngest child is 3, 4 or 5. We report estimates with and without period-speciÿc intercepts, for both the basic model and an extended model that includes lagged participation as a regressor. Interestingly, the baseline model's estimates are markedly di erent from the estimates obtained in Table 6 under strict exogeneity, implying stronger e ects of small children on participation. The interpretation of these di erences, however, is not straightforward since they may be the result of misspeciÿcation. 15 In fact, allowing for variation over time in the intercepts substantially reduces the impact of the children variables. Finally, when time dummies are included, lagged participation is found to be marginally signiÿcant. We also tried a more general speciÿcation including interactions between lagged participation and children, but none of the interactions were signiÿcant, and the other coe cients did not change. In order to obtain consistent standard errors for the GMM estimates in Table 7 and in column d of Table 6 , we estimated the variance of the sample orthogonality conditions, and took into account that the weighting matrix was non-optimal. This involved the estimation of the joint covariance matrix of the moment restrictions using the true probabilities, and the unrestricted cell sample frequencies (see Appendix A).
The implications of the results in Table 7 are that young children have a negative e ect on female labour participation (from the signs of the coe cients) and that 1-2 year olds have a larger negative e ect than 3-5 year olds (from the ratio between the estimates). To acquire additional information of interest we calculated the implied structural changes in the probabilities using the marginal e ect estimator described in (2.55). This estimator holds constant the indirect e ect of children on participation due to their dependence with individual e ects. Table 8 reports changes in the participation probabilities corresponding to estimates with and without year e ects in columns a and c of Table 7 . Controlling for year e ects, having a 1-2 year old child reduces the probability of participation by approximately 30 percentage points, while having a 3-5 year old reduces it by 10 percentage points.
The reported estimates are calculated under the assumption that variances are constant over time. The impact of allowing for unequal variances on the estimated children e ects is an issue that remains to be explored.
Simulation evidence on the properties of the estimators. We simulated data calibrated to the PSID sample to study the ÿnite sample properties of the GMM estimator in the empirical application. This also had the additional interest of exhibiting some Monte Carlo results with heterogeneity, which complement those reported in Section 3 and illustrate how to generate heterogeneous data from our model.
In order to specify the data generation process, we ÿrst have to choose the values of the structural parameters ÿ in (4.1) and of t−1 ; y t−1 ) for t =2; 3; 4 and each possible value of (x t−1 ; y t−1 ). Next, given these quantities, we obtain E(Á | w 3 ) for given w 3 = (x 1 ; x 2 ; x 3 ; y 1 ; y 2 ) as the solution to the non-linear equation:
E(Á | w 3 ) = 1 k ). Next, we obtain data on x 2 from 2j (x 1 ; y 1 ), and then on y 2 using the model's probability F[ÿ x 2 + E(Á | w
2 )]. These are followed by data on x 3 from 3j (x 2 ; x 1 ; y 1 ; y 2 ), and so on.
We set ÿ to the estimated values in Table 7 , col. 1, ÿ = (−3:14; −1:40). To select values for 4 j we considered a linear speciÿcation of the conditional mean by estimating logit equations of the form y i4 = 1(−3:14x 1i4 − 1:4x 2i4 + 0 + 1 y i1 + 2 y i2 + 3 y i3 + 4 x T i + i4 ¿ 0); and set E(Á | w 4 ) = −1:3 + 0:49y i1 + 0:89y i2 + 2:6y i3 , which correspond to the empirical estimates of 0 , 1 , 2 and 3 with 4 = 0, since the estimated 4 were insigniÿ-cant. Initial observations of x 1 and y 1 were randomly generated using their marginal probabilities in the empirical data (0.10, 0.16, and 0.54, respectively). Subsequent observations of x 2 , x 3 and x 4 were generated from univariate unrestricted autoregressive logit equations since cross terms were mostly insigniÿcant.
16 16 The equations are x 1i2 = 1(−3:0 + 2:3x 1i1 + 1i2 ¿ 0); x 1i3 = 1(−4:2 − 0:03x 1i1 + 3:8x 1i2 + 1i3 ¿ 0); x 1i4 = 1(−4:7 + 0:88x 1i1 + 0:36x 1i2 + 3:3x 1i3 + 1i4 ¿ 0); x 2i2 = 1(−2:5 + 2:0x 2i1 + 2i2 ¿ 0); x 2i3 = 1(−2:9 − 0:97x 2i1 + 2:3x 2i2 + 2i3 ¿ 0); x 2i4 = 1(−3:8 + 1:8x 2i1 − 0:58x 2i2 + 2:0x 2i3 + 2i4 ¿ 0): Table 9 Monte Carlo simulation for the GMM estimates used in the empirical application N = 384, T = 4 Table 9 contains the simulation results for the GMM estimates used in the ÿrst column of Table 7 . The results for this experiment are encouraging, except for the fact that with N = 384 there is some evidence of non-normality in the sampling distribution of the estimate of ÿ 1 .
17 Both mean and median biases are negligible, and measured dispersion indicates that the estimates are reasonably informative for the sample size used in the application. These results, however, should be viewed with caution since with such a small sample size the variances of the estimates are likely to be sensitive to alternative speciÿcations of the conditional mean of the e ects and the processes of the explanatory variables. where A N is a weight matrix, andp is a vector of cell-speciÿc sample frequencies that consistently estimate the unknown probabilities p. We may regardp as the solution to the moment equations
where h i (:) is a vector of linear functions of the same dimension as p, so that
Moreover, using a ÿrst-order Taylor 
