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Abstraet--A collocation finite element scheme using Hermite cubic piecewise poly- 
nomials is developed for the numerical simulation of problems pertaining to one- 
dimensional convective diffusion processes. This scheme is tested and compared with 
a number of existing solutions, and is applied to simulate the winter thermal-ice r gimes 
in natural rivers. The result of this study suggests that the collocation finite element 
method achieves accurate simulation with considerably ess computer time than other 
well-known umerical methods. 
INTRODUCTION 
With the continually increasing interest in the determination of distributions of trans- 
portable substances in rivers, there has been extensive fforts devoted to the develop- 
ment of efficient numerical schemes for predicting the temporal and spatial variations of 
water quality variables, such as temperature, radioactive solutes, BOD and DO, and 
sediment or frazil ice suspension in natural rivers. Numerical methods including stan- 
dard finite difference schemes, method of characteristics, Galerkin finite-element 
method, and collocation methods have been used to simulate one-dimensional transport 
processes[ l ,2 ,3,4] .  In the present study, a collocation finite-element scheme is 
developed to simulate the one-dimensional dispersion process in natural rivers with 
particular emphasis on the simulation of wintertime river thermal-ice regimes. 
Governing equations for various one-dimensional water quality analysis have been 
reviewed by Harleman et al. [5]. For the analysis of thermal conditions in a river the 
cross-sectional verage of water temperature can be determined by solving the con- 
servation equation for thermal energy: 
- -  O [AEx O (pCpT)]+~bnB +dp. c9 (ApCpT) + -~x ( QpCpT) = 
Ot (1) 
where x = distance along the stream; t = time; A = cross-sectional rea; Q = discharge; 
p = density of water; Cp = specific heat of water; T = water temperature; Ex =long- 
itudinal dispersion coefficient; B = width of water surface; 4~n = net heat influx per unit 
surface area of the channel; 4,, = source term accounting for waste heat discharge per 
unit length. The longitudinal dispersion coefficient can be estimated from existing 
empirical formulas [6, 7]. The geometrical and hydraulic parameters, Q, A, and B are 
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required, in addition to initial and boundary conditions, the longitudinal dispersion 
coefficient, and the surface heat flux. In the absence of field data, the flow parameters 
are to be determined from solutions of continuity and momentum equations. The net 
heat flux into the river consists of heat exchange through the water surface, heat 
exchange with the channel bed, and frictional heating. Contributions of these heat 
exchange processes can be evaluated based on meteorological data [3, 8]. 
ANALYTICAL DEVELOPMENT 
Problem formulation 
From Eq. 1, the governing equation for temperature distributions in river channels 
can be written as 
A ~ - AEx ~ - (AEx) - Q --~ + \ -~  --~-~/T = F, (2) 
where-F = (4~,B + 4~s)lpCp. The condition at the upstream and downstream boundaries 
can be specified either by temperatures or by temperature gradients: 
T(0, t )= TL(t) or-~-(0, t)= TL(t) (3) 
T(X, t) = TR(t) or 0T (X, t) = TR(t), 
ox  
(4) 
where TL(t), Tg(t)= known time dependent functions obtained from field data, X = 
distance between upstream and downstream boundaries. The initial condition is given by 
T(x,O)=g(x) (5) 
in which, g(x) = given initial distribution of water temperature in the study reach. 
The numerical scheme 
At the present ime, the most widely-used numerical method in water quality model- 
ling is the Galerkin finite-element method with linear elements. In the present study, a 
collocation method with Hermite cubics is used. The cubic basis function is preferred 
over the linear function for its higher order of accuracy. The Galerkin method was not 
used because it requires evaluation of integrals which is rather time consuming when the 
governing equation has variable coefficients. 
For the convenience of discussion, the initial-boundary value problems will be written 
in the following form: 
aU ~2U aU 
CT-~- f -  CXX -~-~-- CX ~ + CU = f; x(0, X), t > 0 (6) 
U(x,O)=g(x); x~(O,X) (7) 
U(0, t) = UL(t) or -~-xU(0, t) = UL(t) (8) 
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and 
U(X,  t) = UR(t) or ~ (X, t) = UR(t), (9) 
where CT, CXX,  CX,  C and f = coefficients of the governing equation, which are known 
functions of x and t; g(x) = known initial distribution of the water quality variable U along 
the x-axis; UL(t) and UR(t) = known functions of time describing the value or the derivative 
of U at upstream and downstream boundaries. 
Collocation-f inite lement formulat ion.  An approximate solution A allowed to vary as 
a cubic function in each element for the initial-boundary value problem, Eqs. 6-9, is 
A(x,  t) = 2 ai(t)rki(x), (10) 
i=1 
where ~b~(x)= Hermite cubic basis functions; n = 2(N + 1); and N = total number of 
elements. The Hermite cubics are defined as 
4~2/-t(x) = 
0 ;x~I/_,uI/ 
B /X - x~\ 3~-~i ) ; X e Ii_l (11) 
0 ; X~ l i - I  [-J Ii 
(/)2/-1 -- hiB4(x - xl) ; x E I / -  1 
L hlB2 ~ ; x E II 
(12) 
and 
BI(x) = 2x 3 - 3x 2 + 1 
Bz(X) = x 3 - 2x 2 + x 
B3(X) = - 2x 3 + 3x 2 
B4(x)  = x 3 -  x 2, 
(13) 
where I /=  the subinterval [xl, Xi+d. Graphical representations of ~2/-~ and 4~2i are shown 
in Fig. 1. 
Two of the coefficients in Eq. 10 are defined by boundary conditions 
A(0, t) = al = UL(t)or  ~-(0 ,  t) = c~l = UL(t) (14) 
and 
aA 
A(X ,  t )  = a . _ ,  = UR(t) or -~  (X ,  t)  = a .  = UR( t ) .  (15) 
The remaining 2N unknown coefficients in Eq. 10 can be determined by letting the 
governing differential equation be satisfied exactly at 2N points in [0, X]. These 2N points 
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xt .  1 x t x i+ 1 
Fig. 1. Basis functions 621-n and (b~i. 
are chosen to be the two Gaussian points of each subinterval. The Gaussian points are 
the roots of Legendre Polynomial of degree two over the subinterval I~. Coordinates of 
the Gaussian points are given by 
xl + x~+l hi xi + x~+t + 2--~3; i = 1, 2 . . .  N. (16) or2i-I = T 2V3'  o'2i = 2 
For the subinterval L, the two equations for coefficients al are 
-~-OA ~[32A CX ~x + CA)  I~=. = f(gi, t); (17) (,,CT - CXX - 
j = 2 i -  1 or 2i. Since for x ~ Ii, only $2i-t, $2i, $2i+1, and $2i+2 are nonzero over Ii. 
Equation 10 therefore gives 
A ( cri, t) = a 2i-n( t)~2i-l( rj) +""  + a 2i+ 2( t )ck2i+ z( crj) ; (18) 
i = 1, 2 . . .  N. Substitut ing Eq. 18 into Eq. 17, we obtain a system of linear equations, 
which can be written in matrix form as 
[- d21-1(t) -I F a21+l(t)-I 
/dxi(t)  J --[Li] / °txi(t) / = /rf2i-t(t)l, [Ki] [d21+t(t) [~=,+,(t) / L f2,(t) J 
L d21+2(t) L Ot21+2(t) J 
(19) 
where f j(t)=f(o,j ,  t); j =2 i -1 ,  2i; and [Kd, [Ld are two time-dependent elemental 
matrices of size 2 x 4 for the subinterval Ii. The entries of these two matrices are 
Ki(j, k) = CT(trj, t)ckk(trj), 
Li(j, k) = CXX(trj, t)d)~(trj) + CX(cri, t)4)~(trj) - C((rj, t)d)k(Crj) (20) 
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j = 2i - 1 or 2/, k = 2i - 1 . . .  2i + 2. For numerical calculation it is convenient to note that 
the elemental matrices of functions 6k(o'j), 4)~((rj), and ~b~((rj) for k = 2 i -  1, 2i, 2i + 1, 
2i + 2 and j = 2i - 1 or 2i can be obtained from Eqs. 11 and 12. 
' L IJ)2i-I(Or21) ~2i(0r2i) ~2i+1(0"2i) ~2i+2(0r2i) J 
[ Ot hi~ 3 1--or -hd3 ] 
= 1 - -  Ot h i f i  ot - hi~3 ; 
where a = (9 + 4~/3)/18,/3 = (3 + ~v/3)/36, and/3 = (3 - X/3)/36. Similarly, 
(21) 
where /3 '= X/3/6, and 
1 hi~3' ' 
K~l) = hT' [._-l _ h,/3 
1 - hi /3'] .  
1 hd3'J' (22) 
[ -  a" - h,/3" a" - h,43"]. 
K~2)= hi-2 [ ct" hi~3" -or" hi/3"J' (23) 
where a"= 2X/3, /3"=~/3+ 1, and /3"=X/3-1 .  Writing Eq. 19 for all elements (all 
i = 1 . . .  N), we obtain a system of 2N ordinary differential equations: 
K&(t) - La(t )  = f(t),  t > 0 (24) 
where a(t)  = [a l ( t ) . . .  a,(t)] r, f (t)  = [.fl(t) • • • f,(t)] r, and &(t) = [&l(t) • • • &,(t)] r. Both 
matrices K and L are of the following form: 
M = 
r'Ml(1, 1) MI(1, 2) MI(1, 3) MI(1, 4) 
M,(2, 1) M,(2, 2) M,(2, 3) M~(2, 4) 
M2(1, 1) M2(1, 2) M2(I, 3) M2(1, 4) 
M2(2, 1) Mz(2, 2) M2(2, 3) M2(2, 4) 
MN(1, 1) MN(1, 2) MN(1, 3) MN(1, 4) 
MN(2, 1) Mrs(2, 2) MN(2, 3) MN(2, 4) 
(25) 
Notice that K and L have size (2N)x  (2N + 2), but functions a~(t) and a,_t(t)or a.(t)  
are known from Eqs. 14 and 15. 
Discretization in time. The time-dependent ature of the system of ordinary differen- 
tial equations, Eq. (24), is approximated numerically by using a modified Crank-Nicolson 
scheme: 
K a(t,,÷t) - a(t,,) L{trct(tm+0 + (1 - tr)t~(t,,)} =f(t);  t > 0, 
At 
(26) 
where, tm+~- tm = At, and or = a weighting factor, which is equal to 1/2 for the Crank- 
Nicolson scheme. Equation 26 can be written as 
[K - trAtL]Ac~m = (At)f(t) + (At)La(t, .) ,  (27) 
where Aam = a(tm+l)- a(t,O. The algebraic system, Eq. 27, can be solved for a(tm+0, if 
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t~(tm) is known. Initial values of a are needed and can be obtained from the initial 
condition, U(x, O) = g(x). 
~(to  = o) = 
- g(xl) - 
g'(x3 
g(x2) 
g'(x2) 
g(X~+O 
_g'(XN+,)_ 
(28) 
Computational considerations. With known values of txl(tm+0 and an-l(t,,+0 or 
t~,(tm+~), depending on the type of boundary condition used, Eq. 27 assumes the form 
A(Aam) = b~, (29) 
where A has the form 
A = 
C12 CI3 C14 
dn d13 d14 
c21 c22 c23 c24 
d21 d22 d23 d:4 
CN-l,1 CN-1,2 CN-I,3 CN-I,4 
dN-l,1 dN-l,2 dN-I,3 dN-1,4 
cN,, cN.2 cN.3 (or CN.4) 
dN, i dN,2 d/v,3 (or dN,, 
(30) 
The symbols c, d are used for the first and the second row of each elemental matrix, 
respectively. The second subscript denotes the column within the 2 x 4 elemental matrix. 
Observe that the two elemental equations have the form 
c,  ci2 ci3 ci4] 
dlt di2 di3 di4J (31) 
with the exception of the first and last element, for which coefficients cn, dn and cN.3, 
dN.3, (or CN,4, dN,4) are known and are taken to the right-hand-side of Eq. 27. 
For a faster solution of the system we introduce the following idea before assembling 
the elemental Eq. 31, to get Eq. 30, multiply the d (second) row by -ci4]di4 and add it to 
the c (first) row. This will result in new elemental equations imilar to Eq. 31, only now 
the entry at position ci4 is zero. Similarly, the entry at position d,  can be made equal to 
zero. Upon assembly, the system becomes 
T(Ac~m) =/3m, (32) 
where T is a tridiagonal matrix and Eq. 32 can be efficiently solved by LU decom- 
position. 
Convergence of the numerical scheme. The collocation method with Hermite cubics is 
known to be exact for polynomial solution of degree 3 in x and degree 1 in t. If the exact 
solution is smooth enough then it can be shown that an error estimate of the following 
form exists [9]. 
Collocation finite-element simulation 
max (1U(x, t) - A(x, t)l) - max I~(x, t)]-< CI(AX)4 + C2(At) 2, 
X,I X,I 
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(33) 
where  Ct, C2 are constants  independent  of Ax, At;  U(x, t) is the exact  solut ion; and 
A(x, t) is the co l locat ion approx imat ion .  
Cons ider  a typica l  example  whose  numer ica l  results  are given in Table 1. In this 
example ,  the funct ion f(x, t) to the right side of  the govern ing di f ferential  equat ion is 
computed  so that 
U(x, t) = t 2 sin (xt) (34) 
is the exact  solut ion for the prob lem,  i.e., this U is subst i tuted into the di f ferent ial  
euqat ion to determine  the funct ion f. Table 1 shows that  if Ax is f ixed the error  does not  
improve  with reduct ion  in the values of  At after  a certa in point.  In re lat ion to Eq. 33 this 
means  that (At) 2 dominates .  This means  that together  with Ax, we must  also decrease  At. 
This numer ica l  exper iment ,  a long with Eq. 33, indicates that Ax, At should fo l low the 
cr i ter ion.  
At/(Ax) 2= C, (35) 
where  t~ is independent  of  Ax, At. I f  we combine Eq. 35 and Eq. 33 we find a bound of  
the form 
max (l~(x, t)J) ~ C(Ax)', (36) 
where  C = CI + C2 ~2 is also independent  of  Ax, At. 
To demonst ra te  the above  re lat ionships  numer ica l ly ,  the same example  is used again. 
Cons ider  a se lect ion of  At, Ax so that Eq. 35 holds.  For  this condit ion,  assume the wors t  
condi t ions  such that 
I~(x, t)l ~- C(Ax) ~, (37) 
where  k is unknown.  I f  Eq. 36 is val id then one would  expect  that k ~ 4. F rom Eq. 37, 
I~ax(x, t)l ~ C- IAxl  k, I~axjz(x, t)l-~ C .  (Ax/2) k, 
I~x(x, t)J ~ 2 k, (38) 
I~(x ,  t)l 
Table 1. Values of error for different values of Ax and At. 
AX 
At 1/4 1/8 1/16 1/32 
1/2 3.76E- 1 3.65E- 1 3.65E- 1 3.65E- 1 
1/4 1.03E- 1 9.25E- 2 9.18E-2 9.18E- 2 
1/8 3.46E - 2 2.37E - 2 2.30E - 2 2.30E - 2 
1/16 1.99E - 2 6.44E - 3 5.79E - 3 5.75E - 3 
1/32 1.86E - 2 2.13E - 3 1.48E - 3 1.42E - 3 
1/64 1.83E - 2 1.26E - 3 4.02E - 4 3.62E - 4 
1/128 1.83E- 2 1,13E - 3 1.37E - 4 9.25E - 5 
U = t 2s in (x t ) ;o '=0.5 , t  =4.  
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Table 2. Order of convergence for collocation 
method 
At Ax Error, e Order, k 
At/Ax**2 = 2 
1/8 1/4 3.46E - 2 - 
1/32 1/8 2.13E-2 4.00 
1/128 1/32 1.37E-4 3.96 
At/Ax**2 = 4 
1/4 1/4 1.03E- 1 - 
1 /16  1/8 6.44E - 3 4.00 
1/64 1/16 4.02E - 4 4.00 
at/ax**2 = 8 
1/2 1/4 3.76E- 1 - 
1/8 1/8 2.37E - 2 3.99 
1/32 1/16 1.48E - 3 4.00 
1/128 1/32 9.25E - 5 4.00 
from which the following empirical formula is obtained for the order of convergence 
k ~ In (Eax(x, t)/~ax/E(X, t))/ln 2. (39) 
Using Eq. 39 and values of eax/2, Eax/2 from Table l, Table 2 is constructed with the 
constant C in Eq. 35 being 2, 4, and 8. Numerical experiments ummarized in Table 2 
indicate that indeed k ~ 4, as expected. 
MODEL VERIF ICAT IONS AND APPL ICAT IONS 
Many analytical and numerical solutions of convection--diffusion equations have been 
published. The present numerical scheme is verified against some of the existing 
solutions. The application of the present scheme to the analysis of thermal-ice regime in 
natural rivers is also presented. 
Compar ison with analyt ical  solution 
A verification of the present computational scheme was done by comparing the 
present numerical solution with an existing closed form solution described by Louzik et 
al. [10]. The boundary value problem is defined by Eqs. 40--43, 
OT oET + 2a[3 aT 2 
Ot a -~-r - -~-  a[3 T=O (40) 
T(0, t) = 0 (41) 
T(L ,  t) = To (42) 
and 
T(x ,  0 ÷) = ToS(X - L).  (43) 
The exact solution of this boundary value problem is 
Toe ~x f x 2 r [w2ottN . 7rx 
T(x, t) = ~ I.~ - --~ [expuTr -  ) sin T 
-2  exp( -~-~)s in  2w--~XL 
+ ~ exp - sin---L--+. • • . (44) 
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In order to apply the present numerical method, values of the derivative of the initial 
value function g(x)= T0a(x -  L) at all nodal points are required. However,  the value of 
the derivative 
aU 
ax (x, o) = g'(x) 
is undefined at x = L and U(x, 0) is not a piecewise cubic polynomial with continuous 
first derivatives at the nodes. A simple and effective way to overcome this difficulty is to 
use a piecewise polynomial ~(x) approximation of g(x) instead of g(x) itself, and then 
use ~'(L) as an approximation to 
au  
- -  ( L ,  0) .  
ax 
One such approximation is sought in the form 
0 i fO<-x<-L -hL  , 
~(x) = LPk(x) if L - hi - x -< L 
where hL is the length of the last element and Pk is a polynomial of degree k. In order to 
resemble as close as possible the behavior of g at the node xN = L - h, the polynominal 
Pk is determined by the following requirements: 
P°(xN) -- o, P~(xN) = o . . .  P~-"  (xN) = o (45) 
and 
Pk(XN+0 = Pk(L) = To. (46) 
From Eqs. 45 and 46, 
T0 Pk(x) = -~ (x - L + h) k, (47) 
which gives the approximation 
aU ax (L, O) = P'k(L) = kTo h " (48) 
Numerical experiments indicated that the use of a polynomial P3 of degree k = 3 or a 
polynomial P5 of degree k = 5 gives accurate results. Using values a = 10,/3 -- 1, To = 5, 
and L = 10, both the numerical solution and the analytical solution of Eqs. 40-43 are 
obtained and shown good agreement as presented in Fig. 2. 
Simulation of thermal-ice regime in natural rivers 
Using the convective diffusion analysis, Paily and Macagno [3] have developed a 
finite-difference scheme to predict the effect of thermal effluent on the temperature 
distribution and the length of an ice-free reach in a river. By linearizing the surface heat 
exchange term, Eq. 1 can be reduced to the following form for uniform flow with a 
t=0.1  
4 (At = 0.0l ) 
2 
1 
0 . _ :  : : - l - _ _ : :  I -  : _ J  
0 2 4 6 8 10 
5! 
4 
3 
2 
l 
0 
• Analytical Solution 
t = 5 .0  
(At = 0.1) / 
_ z z z :  i t z z z z  i z zz :  
2 4 6 8 10 0 . :=  _ -=: !_ - :  =: !_- _ . -  
0 2 4 
t = 20  
(At = 1.0) 
. . . .  1_  _ t . t 
2 4 6 8 10 
t = 150 
(At = 10) 
6 8 10 
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Numerical Solution 
Fig. 2. Comparison of numerical solutions with the analytical solution, Eq. 44; No. of elements =64. 
constant longitudinal dispersion coefficient [3]: 
aU + u aT E 02T (~T +.o) (49) 
O----t- - -~-  ~ ~ = pCph ' 
where U = mean flow velocity, h = mean depth, E = heat exchange coefficient, and 
= base heat exchange rate. When boundary and initial temperatures are specified, the 
boundary and initial conditions are given by 
T(O, t) = Tin + T,(t) (50) 
TOo, t)= T,(t) (51) 
and 
T(x, 0)= %(0)= To(x), (52) 
where Tin = the input mixed temperature due to the thermal effluent, and T, = natural 
temperature of the river without the effect of the thermal effluent. In the wintertime, the 
equilibrium temperature, T~ = T,(T ~ ~), may correspond to a temperature below the 
freezing temperature, TF. The upstream boundary condition has to be defined by 
[Tin + T,(t) ;when T, > Tv 
T(0, T) = [Tin + TF ; when T, <- TF. (53) 
0 
0.4 
0.2 
0.8 
0.6 
5 
5 I0 
E 
I-.- 
0 
0 3(S 
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No. o f  Elements = 52 
At = 0.5 h 
o :0 .5  
1 5 20 25 
x, mi les  
Fig. 3. Predicted temperature distributions for a typical winter condition in the Mississippi River at Cordova, 
IL. 
For constant surface heat exchange rate, under stable meteorological conditions, the 
natural river temperature can be determined analytically, 
- "  
(54) 
The present collocation finite-element scheme is applied to predict the thermal 
response of a reach of the Mississippi River near Cordova, IL, for a set of data 
representing average winter conditions. The numerical solution presented in Fig. 4 is 
obtained based on the following data: river width B =2000ft; h = 16.4ft; Q= 
36,300 ft3/sec; Ex = 4.5 mi2/day; To = 0 °C; • = 69.335 cal cm -2 day -1 °C-1; 71 = 
236.802 cal cm -2 day-l; and Tin = 0.811 - exp(-0.5 tLs)]°C. In Fig. 4, the length of ice-free 
reach is approximately represented by the region where water temperature is above 
freezing. Water temperature distributions given by Fig. 3 compared very well with those 
obtained by Paily and Macagno [3] using a finite-difference scheme. The computing time 
used for this sample computation was 17.7 sec as opposed to approximately 2min 
required by the finite-difference solution. 
The present numerical scheme is capable of taking into account the spatial and 
temporal variations of flow and mixing parameters in the river and variations in heat 
exchange terms. This type of analysis has been carried out to simulate water tem- 
perature and frazil ice distributions in a 42-mile reach of the upper St. Lawrence River 
for a 91-day period during the winter of 1974-1975. The details of this application are 
reported in Ref. [9]. 
CONCLUSIONS 
A collocation finite-element scheme using Hermite cubics for one-dimensional con- 
vection-diffusion equations is developed. This scheme is applicable for long term 
simulation of transient mixing in natural rivers. This scheme is used to numerically 
simulate river thermal-ice regimes and is verified against a number of existing solutions. 
The results and the error analysis indicated that the scheme has a rate of convergence of
order (Ax) 4. As a consequence of this higher order of accuracy of the scheme, accurate 
simulation can be obtained with considerably less computer time. This advantage is
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part icular ly signif icant for real t ime simulat ions in r iver water  qual ity or thermal  regime 
analysis. The error analysis also indicates that the stabil ity of the scheme does not seem 
to be affected by large ratios At/(Ax) 2. Therefore ,  it can be used successfu l ly  for large 
t ime steps. 
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