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Two boundary value problems for non-linear higher-order ordinary differential equations
are analyzed, which have been recently proposed in the modeling of steady and quasi-
steady thin viscous ﬂows over a bounded solid substrate. The ﬁrst problem concerns steady
states and consists of a third-order ODE for the height of the liquid; the ODE contains
an unknown parameter, the ﬂux, and the boundary conditions relate, near the edges of
the substrate, the height and its second derivative to the ﬂux itself. For this problem,
(non-)existence and non-uniqueness results are proved depending on the behavior, as the
ﬂux approaches zero, of the “height-function” (the function which relates the height to the
ﬂux near the edge out of which the liquid ﬂows). The second problem concerns quasi-
steady states and consists of a fourth-order ODE for the (suitably scaled) height of the
liquid; non-linear boundary conditions relate the height to the ﬂux near the edges of the
substrate. For this problem, the existence of a solution is proved for a suitable class of
height-functions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and results
The aim of this paper is to analyze two boundary value problems which have been recently proposed in [4] for the
description of thin viscous ﬂows over a bounded solid surface. Of particular interest is the ﬂow near the edges of the
surface. We begin by brieﬂy reviewing the model.
1.1. The thin-ﬁlm equation
The simplest model for the capillarity-driven evolution of the height h(t, x) of a liquid ﬁlm over a horizontal solid surface
is given by the thin-ﬁlm equation
∂th + κ∂x
(
h3∂3x h
)= 0, (1)
where x is the spatial coordinate, t is time, and κ = γ /(3μ) is the ratio between surface tension γ and viscosity μ. Eq. (1)
may be formally obtained as a limit of Navier–Stokes equations on the basis of two main assumptions [31]: the no-slip
condition and the applicability of lubrication approximation, which in turn requires that the typical vertical lengthscale is
much smaller than the typical horizontal lengthscale, that the evolution is slow and that the pressure in the liquid obeys
the Laplace condition p = −γ k, where k is the mean curvature of h (negative for a circle). However, as is well known,
the applicability of these assumptions gets problematic when the ﬁlm height approaches zero, due in particular to the
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Fig. 1. Schematic geometries of Problem (I) (a) and of Problem (II) (b).
dominant role played by the molecular forces between the different materials (solid, liquid, gas). Several options have been
proposed to incorporate these small-scale effects into the model: among them slip conditions [17,23], van der Waals-type
potentials [14], non-Newtonian rheology [34,39], and autonomy principle [3], whose approach is the one followed in [4].
Without attempting to outline the very vast literature, here we just indicate the book [15], the reviews [14,31], and a few
recent papers where referenced discussions may be found on various aspects of asymptotics [13,22,26], see also Section 1.4,
PDEs [1,24], molecular dynamic simulations and diffuse interface models [33].
1.2. Problem (I): Steady states
Throughout the paper , κ and γ are given positive constants. Let Q ∈ (0,∞] and hi : (0, Q ) → (0,∞), Gi : (0, Q ) →R,
i ∈ {0,1}, be given functions. The ﬁrst problem we consider is the following:
Problem (I). To ﬁnd q ∈ (0, Q ) and h ∈ C3([0, ]; (0,∞)) such that⎧⎪⎨⎪⎩
κh3h′′′ = −q in (0, ),
h(0) = h0(q), −γ h(0)h′′(0) = G0(q),
h() = h1(q), −γ h()h′′() = G1(q).
Problem (I) is related to the following two-dimensional schematization of a “dam problem” (see Fig. 1(a)): liquid conﬁned
in a reservoir by a dam of width ˆ ﬂows with a constant ﬂux q over the dam itself (due to a positive asymptotic level a at
the right of the dam). Assuming a  ˆ, the height h of the liquid is described by the thin-ﬁlm equation (1) in the bulk of
the dam, x ∈ (0, ) with 0 < ˆ −   , where lubrication approximation and the no-slip condition are supposed to be valid.
At the boundaries x = 0 and x = , both the height of the liquid and the force exerted by the liquid within D := (0, ) ×R
across each side of D are prescribed as functions of the ﬂux, which is itself unknown. At e.g. x=  this force is given by
−
h()∫
0
Tn · ndy ≈
h()∫
0
p(, y)dy ≈ −γ h()h′′()
(see [31]; here T denotes the stress tensor, n= (1,0) is the outward unit normal to D at x = , and the symbol “≈” stands
for “at leading order in lubrication approximation”). The form of the functions h0 and G0 at the “exit” boundary, x= 0, and
h1 and G1 at the “entrance” boundary, x = , depends on the description of the ﬂow outside D . There are several possible
behaviors which can be taken into account. In this paper we consider the following ones1:
h0 ∈ C
([0, Q ]), h0(0) = 0, h0 > 0 in (0, Q ), (2)
G0(q) ≡ 0, (3)
h1 ∈ C
([0, Q ]), h1 > 0 in [0, Q ), h1(0) = H∗ ∈ (0,∞), (4)
G1 ∈ C
([0, Q ]) non-increasing, G1(0) = G∗ ∈ (0,∞), G1(Q ) = 0. (5)
1.3. Problem (II): Quasi-steady states
Let c0 > 0. The second problem we consider is the following:
Problem (II). To ﬁnd U ∈ C4([0, ]), U > 0 in [0, ], such that⎧⎪⎨⎪⎩
U = 3κ(U3U ′′′)′, U > 0 in (0, ),
U ′(0) = U ′′′(0) = 0,
U ′′() = 0, (U ())1−3m = c0(U ′′′())m. (6)
1 The notation f ∈ C([0,∞]) means that f ∈ C([0,∞)) and f (x) → L ∈R as x→ ∞, in which case we also write f (∞) = L.
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in Problem (I), the height h of the liquid is assumed to be described by (1) in the bulk of the surface, x ∈ (−, ) with
0 < ˆ −   . Letting
h(t, x) = t−1/3U (x), U : (−, ) → (0,∞),
(1) reduces to an ode for the spatial proﬁle U :
U = 3κ(U3U ′′′)′.
As in Problem (I), at the “exit” boundaries, x = ±, the height of the liquid and the force exerted by the liquid within
D ′ := (−, ) ×R across each side of D ′ are prescribed as functions of the ﬂux. Together with the symmetry with respect
to x= 0, this yields
U ′(0) = U ′′′(0) = 0, t−1/3U () = h0
(
q(t)
)
, −γ t−2/3U ()U ′′() = G0
(
q(t)
)
,
where q(t) := κt−4/3U3()U ′′′(). Assuming both (3) and the following explicit form for h0,
h0(q) = Aqm, m > 0, A > 0, (7)
the boundary conditions read as
U ′(0) = U ′′′(0) = 0, (U ())1−3m = Aκmt(1−4m)/3(U ′′′())m, U ′′() = 0.
In the special case m = 1/4, time cancels and (6) follows with c0 = Aκm . The case m 
= 1/4 may be included in the ODE
analysis by “freezing” time and setting c0 = Aκmt(1−4m)/30 (t0 > 0). The reason for introducing and studying (6) for m 
= 1/4 is
that its solutions may be relevant in describing the spatial proﬁle of exact solutions h at intermediate time scales around t0.
We anticipate that the arguments we use in the analysis of Problem (II) would not simplify if restricted to m = 1/4.
1.4. The mathematical framework
An extensive literature exists, which is related to higher-order non-linear ODEs relevant to the dynamics of thin liquid
ﬁlms. A ﬁrst class of such equations is of the form
f (u)u′′′ + g(u)u′ + k(u) = F , (8)
where F can either be a constant if u represents a steady state or a traveling wave proﬁle, or a function of the independent
variable if u represent a self-similar mass-preserving proﬁle. In the case k = 0, Laugesen and Pugh [27–30] have studied in
detail the existence and the stability properties of solutions to (8) which are either positive periodic or non-negative with
equal contact-angle; for these solutions one necessarily has F = 0, that is q = 0 in terms of Problem (I). For appropriate
choices of the functions involved and of the boundary conditions, well-posedness and/or properties of solutions to (8) have
been considered in the contexts of wetting, coating and Tanner’s law [2,3,5,6,11,16,18,19,25,36,37], dewetting [8,21,22], blow-
up [7,35,41] and shock formation [9,10,13] (see also the references therein and [20,32] for related PDE approaches). In all
these cases F (that is q in terms of Problem (I)) is not an unknown of the problem (whereas the solution’s domain often is)
and the boundary condition are different, too.
Genuine fourth-order problems, such as Problem (II), arise when looking at self-similar proﬁles of solutions to thin
ﬁlm-type equations which do not preserve mass. They are relevant in the description of rupture and draining phenomena,
and asymptotic studies may be found in [12,38,40,42] (see also the references therein). However, both the structure of the
equation and the boundary conditions are different from those of Problem (II).
In conclusion, an unknown ﬂux and boundary conditions which depend on it are peculiarities of Problem (I) which
do not seem to be encompassed by previous studies. Problem (II) also features non-standard boundary conditions and, in
addition, no rigorous result seems to be available for that speciﬁc equation. The present paper thus aims to provide a ﬁrst
step in the analysis of (non-)existence, (non-)uniqueness and properties of solutions to the two problems.
1.5. (Non-)Existence of steady states
In analyzing Problem (I), in addition to (2)–(5) we assume that h0 is comparable to q1/2 as q ↓ 0:
lim
q→0+
q
1
2
h0(q)
= B ∈ [0,∞]. (9)
The ﬁrst main result is the following:
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(i) if 0 B < B0 , then there exists a solution (q,h) to Problem (I);
(ii) if 0  B < B1 , then two constants q¯ ∈ (0, Q ] and G ∈ (0,∞) (independent of the function G1) exist such that the solution h
obtained in (i) is monotone increasing in (0, ) provided G1(q¯) < G;
(iii) if B > B0 , then two constants gm ∈ (0,∞) (independent of the function G1) and qm ∈ (0, Q ] (depending on the function G1 only
through G∗ = G1(0)), exist such that Problem (I) has no solution whenever G1(q) < gm for some q qm;
(iv) if B = ∞, for any ε > 0 there exists a function G1 satisfying (5) such that Problem (I) admits at least two solutions (q1,h1),
(q2,h2), and in addition
q1 < ε and
{
(Q − q2) < ε if Q < ∞,
q2 > 1/ε if Q = ∞.
In the proof of Theorem 1.1, which is given in Section 2, we consider the following boundary value problem, where the
last boundary condition is removed and q ∈ (0, Q ) is ﬁxed:⎧⎪⎨⎪⎩
κh3h′′′ = −q, x ∈ (0, ),
h(0) = h0(q), h′′(0) = 0,
h() = h1(q).
(10)
Letting hq denote the unique solution of (10), we then analyze the behavior of the functions
q → G(q) := −γ hq()h′′q() and q →H(q) := h′q(). (11)
Existence, non-existence and non-uniqueness of solutions to Problem (I) correspond to the number, if any, of intersections
of the graphs of G and G1.
Remark 1. The constants B0 and B1 can be computed explicitly:
B0 = 1
γ
√
2κ

(
2G2∗
2H2∗
+ γ G∗
) 1
2
, B1 =min
{
B0,
2H∗

√
2κ

}
.
The constants q¯, G , gm and qm depend on the above parameters (γ , κ , , H∗ and, limited to qm , G∗) and on the functions
h0 and h1 (through G and H, see (11)). For their deﬁnition we refer to the proof of Theorem 1.1, see in particular (29)–(32).
The results in Theorem 1.1 depend crucially on the behavior of the function h0(q) as q ↓ 0 (see (9)): if B ∈ [0, B0),
a solution exists for all the functions h1 and G1 satisfying the assumptions (4) and (5), whereas a solution may not exist
if B ∈ (B0,∞]. We point out that if the explicit form of h0 given by (7) is considered, then B = 0, B ∈ (0,∞) and B = ∞
correspond respectively to m < 1/2, m = 1/2 and m > 1/2. Concerning uniqueness, though we are not able to prove it,
we expect that the solution obtained in (i) of Theorem 1.1 is unique if h0 is increasing, G1 is strictly decreasing and h1 is
decreasing.
1.6. Existence of quasi-steady states
By a suitable scaling of U and x, Problem (II) may be equivalently formulated as follows:
Problem (II)′ . To ﬁnd u ∈ C4([0, L]), u > 0 in [0, L] such that⎧⎪⎨⎪⎩
(
u3u′′′
)′ = u in (0, L),
u′(0) = u′′′(0) = 0,
u′′(L) = 0, u 1−3mm (L) = u′′′(L).
In Section 3 we prove the second main result of this paper:
Theorem 1.2. For any L > 0 and 0 <m 1/2 there exists a solution to Problem (II)′ .
The proof of Theorem 1.2 is based on a two-parameter shooting technique. This strategy has already been used (see e.g.
[6,11]) in the study of related higher-order ODEs; however, the analysis of the present case requires additional tools since
the ﬂux at y = L is not prescribed (in particular, not zero) and depends (non-linearly) on the solution itself. More precisely,
we ﬁrst consider the initial value problems
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{(
u3u′′′
)′ = u, y > 0,
u(0) = s, u′(0) = u′′′(0) = 0, u′′(0) = −β,
and show (see Lemmas 3.4 and 3.5) that their solutions satisfy interesting monotonicity properties with respect to β; in
particular
0 β1 < β2 ⇒
[(
u1u
′′′
1
) ◦ (u′′1)−1]2 < [(u2u′′′2 ) ◦ (u′′2)−1]2 in [−β1,0],
where ui solve (IIs,βi ). This allows to prove that for any s > 0 and 0 <m 1/2 there exists a unique solution of the following
boundary value problem:
Problem (IIs). Given s > 0, to ﬁnd L > 0 and u ∈ C4([0, L]), u > 0 in [0, L] such that⎧⎪⎨⎪⎩
(
u3u′′′
)′ = u, y ∈ (0, L),
u(0) = s, u′(0) = 0, u′′′(0) = 0,
u′′(L) = 0, u 1−3mm (L) = u′′′(L).
Finally, we show that any value L > 0 can be achieved by varying s.
It is noteworthy that Theorem 1.2 includes all those values of m for which the existence of a solution to Problem (I)
(with h0 given by (7)) has been proved in Theorem 1.1: m < 1/2 and the critical case m = 1/2. The technique we use in the
proof does not seem to cover the case m > 1/2; however, we were unable to construct an example of non-existence in this
case.
2. Steady states
Our starting point is the following well-posedness result for (10):
Proposition 2.1. Assume (2)–(5) and (9). Then for any q ∈ (0, Q ) there exists a unique solution hq ∈ C3([0,1]) of (10), and
lim
q→q0
‖hq − hq0‖C3([0,]) = 0 for all q0 ∈ (0, Q ).
The proof is provided in Appendix A and follows the lines of the one used in [19] for a related third-order boundary
value problem: via the Green’s function, we explicitly construct a solution of the associated linear problem and then apply
a ﬁxed point argument.
We concentrate on the behavior of the solutions hq as q varies in (0, Q ). In particular, we are interested in the behavior
of hq()h′′q (). The next observations will be useful in what follows.
Lemma 2.2. Assume (2)–(5) and (9), let hq be the solution of (10) and let q0 ∈ [0, Q ]. If
limsup
(0,Q )q→q0
h′′q() > −∞,
then:
(i) a subsequence (not relabeled) exists such that hq → h in C1([0, ]) as q → q0;
(ii) if q0 = 0 then B < ∞ (see (9));
(iii) if q0 = Q then h0(Q ) > 0.
Proof. We have h′′q()−C1 for a subsequence (not relabeled) and a suitable constant C1 > 0. Since h′′q(x) is decreasing we
obtain ‖h′′q‖L∞((0,))  C1. The values of hq on the boundary are also uniformly bounded; therefore C2 = ‖hq‖W 2,∞((0,)) < ∞
and (i) follows by compactness. In addition, writing
hq(x) h0(q) + C2x ∀x ∈ [0, ],
we obtain
−C1  h′′q()
(10)
 −
∫
0
q
κ(h0(q) + C2x)3 dx=
q
2C2κ
[
1
(h0(q) + C2)2 −
1
(h0(q))2
]
.
Therefore, along the subsequence q → q0 it holds that
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 C3(1+ q)
for a suitable constant C3 > 0, which implies (ii) and (iii). 
We ﬁrst consider the behavior of hq as q ↓ 0.
Lemma 2.3. Assume (2)–(5) and (9), and let hq be the solution of (10). Then the following hold as q ↓ 0:
hq(x) → H∗

x in C3loc
(
(0, ])∩ C2([0, ]) if B = 0,
hq(x) → x
(
ax+ H∗

− a
)
in C3loc
(
(0, ])∩ C1([0, ]) if B ∈ (0,∞),
hq()h
′′
q() → −∞ if B = ∞,
where
a = H∗
22
(
1−
(
1+ 
3B2
κH2∗
)1/2)
. (12)
Proof. If B = ∞, Lemma 2.2(ii) implies that h′′q() → −∞ as q ↓ 0, and the assertion follows since hq() → H∗ > 0 as q ↓ 0.
To handle the other two cases we ﬁrst observe that, since hq is concave,
hq(x) h0(q) + h1(q) − h0(q)

x=: rq(x) for all x ∈ [0, ]. (13)
Therefore
0 h′′q(x)
(10)
 −
x∫
0
q
κr3q (ξ)
dξ − 
2κ(h1(q) − h0(q))
q
h20(q)
. (14)
If B = 0, (14) implies that h′′q → 0 uniformly in [0, ] as q ↓ 0, which immediately yields the conclusion. If B ∈ (0,∞), we
obtain from (14) that
0 h′′q(x)−
B2
κH∗
, x ∈ [0, ],
for q suﬃciently small. Using also Lemma 2.2(i), given x¯ ∈ (0, ) we may extract a subsequence (not relabeled) such that
hq → p in C1
([0, ]) and h′′q(x¯) → 2a 0 as q ↓ 0. (15)
In view of (13), locally in (0, ] the functions hq are uniformly bounded away from zero. Hence, applying standard continu-
ous dependence results to the Cauchy problem⎧⎨⎩κh
′′′ = − q
h3
,
h(x¯) = hq(x¯), h′(x¯) = h′q(x¯), h′′(x¯) = h′′q(x¯),
it follows that
hq → p in C3loc
(
(0, ]) as q ↓ 0, (16)
where p is a non-negative concave parabola satisfying p() = H∗ , p(0) = 0. Thus
p(x) = x
(
ax+ H∗

− a
)
, a 0. (17)
To identify the value of a, we note that p′(x) is positive in [0, x0] for a suitable x0; hence, by (15), h′q(x) > 0 in [0, x0] for q
suﬃciently small and we may write
h′′q(x)
(10)= −
x∫
0
q
κh3q(ξ)
dξ = −
x∫
0
qh′q(ξ)
κh3q(ξ)
1
h′q(ξ)
dξ for x ∈ (0, x0].
Therefore, for x ∈ (0, x0) we have
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ξ∈(0,x)
h′q(ξ)
)−1[ q
2κh2q(ξ)
]x
0
 h′′q(x)
(
inf
ξ∈(0,x)h
′
q(ξ)
)−1[ q
2κh2q(ξ)
]x
0
.
Passing to the limit as q ↓ 0, in view of (15), (16), and (17) we obtain
− B
2
2κ
(
sup
ξ∈(0,x)
p′(ξ)
)−1
 2a− B
2
2κ
(
inf
ξ∈(0,x) p
′(ξ)
)−1
,
and the arbitrariness of x > 0 together with (17) yields
a
(
H∗

− a
)
= − B
2
4κ
. (18)
The negative root of (18) is therefore the only value that a can take. This uniquely determines p and completes the proof of
Lemma 2.3. 
The next lemma provides information as q ↑ Q .
Lemma 2.4. Assume (2)–(5) and (9), and let hq be the solution of (10). Then
limsup
q→Q −
hq()h
′′
q () < 0, (19)
and if in addition h0(Q ) = 0 or h1(Q ) = 0, then
lim
q→Q −
hq()h
′′
q() = −∞. (20)
Proof. Let us ﬁrst observe that
limsup
q→Q −
h′′q() < 0. (21)
Indeed, otherwise along a subsequence q ↑ Q we would have at the same time
hq(x) → h0(Q ) + h1(Q ) − h0(Q )

x in C2
([0, ])
and (as a consequence)
h′′′q −
Q
κ(1+ h0(Q ) + h1(Q ))3 < 0 in [0, ],
which is impossible. If h1(Q ) > 0, then (21) implies (19). If instead h1(Q ) = 0, let (0, xq) ⊃ (0, ] be the maximal interval
in which hq can be extended as a positive solution of (10) (note that xq < ∞ since hq is strictly concave), and denote this
extension again by hq . We claim that
xq →  as q ↑ Q . (22)
Indeed, it follows from (21) that h′′q(x)−2C1 < 0 for all x ∈ [, xq) for a suitable constant C1 > 0. Hence
0= hq(xq) h1(q) + h′q()(xq − ) − C1(xq − )2. (23)
In addition, since h1(Q ) = 0 and h′q is decreasing we have
limsup
q→Q −
h′q() 0. (24)
Inequalities (23) and (24) imply (22). We now introduce the functions
uq(y) :=
(
κ
q
) 1
4
hq(xq − y),
which satisfy{
u3u′′′ = 1, u > 0 in (0, xq),
u(y) → 0 as y ↓ 0. (25)
It has been proved in [3] that any solution of (25) satisﬁes
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√
2
4
√
15
y
3
4
(
1+ o(1)) as y ↓ 0.
Therefore, using also (25) we see that
u(y)u′′(y)−C2 y− 12 for all y ∈ (0, δ)
for suitable constants δ > 0 and C2 > 0. In terms of hq this reads as
hq(x)h
′′
q(x)−
C2
√
q
2
√
κ
(xq − x)− 12 for all x ∈ (xq − δ, xq) and all q ∈ (0, Q ).
In view of (22), as q ↑ Q we have xq − δ <  < xq . Therefore
limsup
q→Q −
hq()h
′′
q ()−
C2
2
√
κ
limsup
q→Q −
√
q(xq − )− 12 = −∞,
which proves (20) if h1(Q ) = 0. Finally, if h0(Q ) = 0 and h1(Q ) > 0, then by Lemma 2.2(iii) h′′q() → −∞ as q ↑ Q , and the
proof is complete. 
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. By Proposition 2.1 the functions
G : (0, Q ) →R, H : (0, Q ) →R,
G(q) = −γ hq()h′′q(), H(q) = h′q()
are continuous in (0, Q ). In addition,
G > 0 in (0, Q ) (26)
since hq are strictly concave for positive q. From Lemmas 2.3 and 2.4 we obtain, respectively,
lim
q→0+
G(q) =
⎧⎨⎩
0 if B = 0,
2|a|γ H∗ if B ∈ (0,∞),
∞ if B = ∞
(27)
and
limsup
q→Q −
G(q) =
{
C > 0 if h0(Q ) > 0 and h1(Q ) > 0,
∞ otherwise. (28)
By Lemma 2.3 we also have
lim
q→0+
H(q) =
{
H∗

if B = 0,
H∗

+ a if B ∈ (0,∞).
Therefore
q¯ := sup{q˜ ∈ (0, Q ): h′q() > 0 ∀q ∈ (0, q˜)} (29)
is well deﬁned if B = 0 or if B > 0 and H∗

+ a > 0. Recalling the deﬁnition (12) of a, a simple calculation shows that these
conditions are equivalent to
0 B < B˜1 =: 2H∗

√
2κ

.
Proof of (i) and (ii). To prove the existence of a solution to Problem (I) it suﬃces to ﬁnd a point q0 ∈ (0, Q ) such that
G(q0) = G1(q0). We recall that G1 is a non-increasing and continuous function such that
lim
q→Q −
G1(q) = 0 (28)< limsup
q→Q −
G(q).
Hence, the existence of q0 is implied by the condition G(0) < G1(0) = G∗: in view of (27), this condition is always satisﬁed
if B = 0, whereas if B > 0 it is equivalent to −2aγ H∗ < G∗ . Recalling again (12), a straightforward computation shows that
this is true if and only if
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γ
√
2κ

(
2G2∗
2H2∗
+ γ G∗
) 1
2
,
which proves (i). If in addition B < B˜1, then q¯ ∈ (0, Q ] is well deﬁned. If q¯ = Q then hq¯ is automatically non-decreasing,
hence (ii) holds for any G > 0; otherwise, since G1 is non-increasing, if
G1(q¯) < G := G(q¯) (30)
then q0 can be chosen to be in (0, q¯) and (ii) is proved.
Proof of (iii). Let us construct an example of non-existence if B > B0, that is −2aγ H∗ > G∗. Hence
qm := sup
{
q˜ ∈ (0, Q ): G(q) > G∗ ∀q ∈ (0, q˜)
}
(31)
is well deﬁned in view of (27) (note that qm depends on G1 only through G∗). If G1 is any function satisfying (5), we
therefore have G(q) > G∗ = G1(0) G(q) for all q ∈ (0,qm). If in addition q˜ ∈ (0,qm) exists such that
G1(q˜) < gm := inf
q∈(0,Q )G(q) (32)
(gm is positive if B > 0 in view of (26)–(28)), then G(q) > G1(q) for all q ∈ (0, Q ) and Problem (I) has no solution.
Proof of (iv). To complete the proof, it remains to exhibit the example of non-uniqueness if B = ∞. If Q < ∞, let
G1(q) = G∗
Q
(Q − q).
If G∗ is suﬃciently large, then by (27) and (28) G1 has at least two intersections with G , i.e. Problem (I) has two solutions.
In addition,
q1M = inf
{
q′ ∈ (0, Q ): fM(q) < G(q) ∀q ∈
(
q′, Q
)}
,
q2M = sup
{
q′ ∈ (0, Q ): fM(q) < G(q) ∀q ∈
(
0,q′
)}
are well deﬁned and such that
lim
G∗→∞
q1M = Q , lim
G∗→∞
q2M = 0.
If Q = ∞ the argument is analogous and we omit it. 
3. Quasi-steady states
Let us start with some preliminary results on problem (IIs,β ), which we recall
(IIs,β )
{(
u3u′′′
)′ = u,
u(0) = s, u′(0) = 0, u′′(0) = −β, u′′′(0) = 0.
Observe that, as long as it is deﬁned, any solution of (IIs,β ) satisﬁes
u3(y)u′′′(y) =
y∫
0
u(ξ)dξ (33)
and
u′′′′ = 1
u2
− 3
u
u′u′′′. (34)
Lemma 3.1. For any s > 0 and β  0 there exists a unique solution us,β ∈ C4([0,∞)) of (IIs,β ). In addition:
(i) us,β > 0 in (0,∞);
(ii) if β > 0 there exists a unique a = as,β > 0 such that u′s,β (a) = 0;
(iii) there exists a unique L = Ls,β  0 such that u′′s,β (L) = 0;
(iv) as (s, β) → (s0, β0) ∈ (0,∞) × [0,∞), it holds
us,β → us0,β0 in C4loc
([0,∞)),
Ls,β → Ls0,β0 .
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that, taking initial conditions into account, u satisﬁes
u′′′ (33)> 0, u′′ > −β, u′ > −β y0 in (0, y¯). (35)
To prove that y¯ = ∞ and that u is positive in (0,∞), it suﬃces to show that
0 < inf
(0,y0)
u  sup
(0,y0)
u < ∞ for any y0 ∈ (0, y¯] ∩ (0,∞). (36)
Indeed, (33) and (36) imply that u′′′ , and therefore also u′′ and u′ , are uniformly bounded in (0, y0): the conclusion
then follows by standard ODE theory noting that the right-hand side of (34) is Lipschitz-continuous on compact subsets
of (u,u′,u′′,u′′′) ∈ (0,∞) ×R3.
To prove the upper bound in (36), assume by contradiction that limsupy→y−0 u = ∞. Since u
′′ is increasing, we actually
have that u → ∞, u′ → ∞ and u′′ → ∞ as y ↑ y0. In particular, u′ > 0 in a left-neighborhood of y0, which using (34) and
(35) implies that u′′′′  1/u2  1 in a left-neighborhood of y0: this contradicts u′′ → ∞ and proves the upper bound.
By (35), the lower bound in (36) is obvious if β = 0. Otherwise, assume by contradiction that y0 ∈ (0, y¯] ∩ (0,∞) and a
sequence yn ↑ y0 exist such that u > 0 in [0, y0) and
lim inf
n→∞ u(yn) = 0. (37)
For any y ∈ (0, y0) and for n suﬃciently large, we have
u(y) = u(yn) −
yn∫
y
u′(ξ)dξ (35)< u(yn) + β y0(yn − y),
and passing to the limit as n → ∞ we obtain that u(y) β y0(y0 − y) for all y ∈ (0, y0). Then (33) implies that
u′′′(y) = 1
u3(y)
y∫
0
u(ξ)dξ 
( y02∫
0
u(ξ)dξ
)(
1
β y0(y0 − y)
)3
for all y ∈
(
y0
2
, y0
)
,
which yields u → ∞ as y ↑ y0, in contradiction with (37); hence the lower bound in (36).
To prove (ii) and (iii), let β > 0 (if β = 0 then (iii) is trivial). Then
y1 = sup
{
y′ > 0: u′(y) < 0 ∀y ∈ (0, y′)}> 0.
In (0, y1) we have u  s, which using (34) and (35) implies that u′′′′  s−2. Hence
0 > u′(y)−β y + 1
6s2
y3 in (0, y1)
which implies that y1 < ∞. Therefore as,β exists, and (ii) and (iii) follow immediately since u′ is convex.
Finally, the locally uniform convergence of solutions in (iv) is a consequence of (i) and standard ODE theory. This in turn
yields the convergence of the inﬂection points Ls,β since they are unique. 
3.1. Problem (IIs)
In this subsection we prove the following result.
Proposition 3.2. For any s > 0 and any m ∈ (0,1/2] there exists a unique solution (Ls,us) to Problem (IIs). In addition, Ls depends
continuously on s.
Let s > 0 be ﬁxed, and deﬁne (in view of Lemma 3.1)
uβ := us,β , Lβ := Ls,β , aβ := as,β . (38)
We recall that, from Lemma 3.1,
aβ > Lβ and u
′
β < 0 in (0,aβ) ⊃ (0, Lβ ]. (39)
It is convenient to rewrite the last boundary condition in Problem (IIs) as
u
1
m−2(L) = u(L)u′′′(L). (40)
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lemmas, and the proof of Proposition 3.2 will conclude the section. First of all, note that
Lβ → 0, uβ(Lβ) → s and u′′′β (Lβ) → 0 as β ↓ 0.
This is an immediate consequence of Lemma 3.1(iv) (since u′′0 > 0 in (0,∞)) and in turn implies that
u
1
m −2
β (Lβ) → s
1
m −2 and uβ(Lβ)u′′′β (Lβ) → 0 as β ↓ 0. (41)
The next lemma provides information as β ↑ ∞.
Lemma 3.3. Let uβ , Lβ be deﬁned by (38); as β ↑ ∞, the following holds:
(i) βL2β ∼ 2s;
(ii) β2u2β(Lβ) ∼ s/3;
(iii) β−5(u′′′β (Lβ))2 ∼ 24.
Proof. The functions vβ(z) := uβ(z/√β) satisfy{
β2
(
v3v ′′′
)′ = v, z > 0,
v(0) = s, v ′(0) = 0, v ′′(0) = −1, v ′′′(0) = 0.
A simple compactness argument shows that
vβ(z) → s − z
2
2
in C4loc
([0,√2s )) as β ↑ ∞. (42)
Let a′β =
√
βaβ and L′β =
√
βLβ , so that v ′β(a′β) = 0 and v ′′β(L′β) = 0.
Proof of (i). By (39) and (42),
lim inf
β→∞ a
′
β  lim inf
β→∞ L
′
β 
√
2s. (43)
On the other hand, we claim that
lim inf
β→∞ v
′
β(z) 0 for all z >
√
2s, (44)
which in turn implies that
limsup
β→∞
L′β  limsup
β→∞
a′β 
√
2s
and together with (43) completes the proof of (i). To see (44), assume by contradiction that z >
√
2s and a subsequence
(not relabeled) exist such that v ′β(z)  −C ′ < 0. Fix z0 ∈ (0,
√
2s). Since v ′β is convex and, by (42), v ′β(z0) → −z0 < 0 as
β ↑ ∞, it follows that v ′β −C < 0 in (z0, z) for β suﬃciently large. In particular
vβ(z) vβ(
√
2s− ε) − C(z + ε − √2s ) for all ε ∈ (0,√2s− z0).
Recalling (42) and choosing ε suﬃciently small and β suﬃciently large, this yields vβ(z) < 0, a contradiction.
Proof of (ii). It follows from (43) that L′β >
√
2(s − ε) for any ε > 0 and β suﬃciently large; since vβ is decreasing in
(0, L′β ], this yields vβ(L′β) < vβ(
√
2(s − ε)) → ε as β ↑ ∞. Hence
v
β := vβ
(
L′β
)= uβ(Lβ) → 0 as β ↑ ∞. (45)
By the deﬁnition of a′β , the functions
zβ(v) :
[
vβ
(
a′β
)
, s
]→ [0,a′β], vβ(zβ(v))= v and ηβ(v) = [v ′β(zβ(v))]2
are well deﬁned and satisfy⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
η′′β(v) = −
φβ(v)√
ηβ(v)
, v ∈ (vβ(a′β), s),
ηβ(s) = 0, η′β(s) = −2,
η′
(
v

)= 0,β β
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φβ(v) = 2
β2v3
zβ (v)∫
0
vβ(ζ )dζ.
Furthermore, it follows from (45) and (39) that vβ(a′β) ↓ 0 as β ↑ ∞, so that by (42)
ηβ(v) → 2(s− v) in C1loc
(
(0, s]) as β ↑ ∞. (46)
Let now v0 ∈ (0, s). Since η′β(v
β) = 0, we have
−η′β(v0) =
v0∫
v
β
2
β2v3
√
ηβ(v)
( zβ (v)∫
0
vβ(ζ )dζ
)
dv.
We use this identity to prove (ii). Note that, since ηβ and zβ are decreasing in [v
β, v0],
1√
ηβ(v
β)
( zβ (v0)∫
0
vβ
) v0∫
v
β
2dv
β2v3
−η′β(v0)
1√
ηβ(v0)
( L′β∫
0
vβ
) v0∫
v
β
2dv
β2v3
. (47)
On the upper bound’s side of (47), for all z ∈ (0,√2s) and β suﬃciently large we have
0
(i)

L′β∫
0
vβ(ζ )dζ −
z∫
0
vβ(ζ )dζ  vβ(z)
(
L′β − z
)
since vβ is decreasing up to L′β . Therefore, it follows from (42), (i) and the arbitrariness of z that
lim
β→∞
L′β∫
0
vβ(ζ )dζ =
√
2s∫
0
(
s− ζ
2
2
)
dζ = 2
3
s
√
2s. (48)
Using (46) and (48) into (47), in the limit β ↑ ∞ we obtain
2 1√
2(s− v0)
(
2s
√
2s
3
)
lim inf
β→∞
v0∫
v
β
2dv
β2v3
= 2s
√
2s
3
√
2(s− v0) lim infβ→∞
1
β2(v
β)
2
,
that is
limsup
β→∞
β2
(
v
β
)2  s√2s
3
√
2(s − v0) . (49)
On the lower bound’s side of (47), we have by (42)
lim
β→∞
( zβ (v0)∫
0
vβ
)
=
√
2(s−v0)∫
0
(
s − 1
2
z2
)
dz =
(
2s
3
+ v0
3
)√
2(s − v0). (50)
In addition, since η′β is decreasing we have 0= η′β(v
β) η′β(v) η′β(s) = −2 for any v ∈ [v
β, s]. Therefore, since ηβ(s) = 0,
for any v ∈ (0, s) and any β suﬃciently large we have
−
s∫
v
η′β(w)dw  ηβ
(
v
β
)= − s∫
v
β
η′β(w)dw  2s.
Passing to the limit as β ↑ ∞ (using (46)) and v ↓ 0 (in this order) yields
ηβ
(
v
β
)→ 2s as β ↑ ∞. (51)
Using (50) and (51) into (47) we obtain
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β→∞ β
2(v
β)2  √2(s− v0)√
2s
(
s
3
+ v0
6
)
, (52)
and (ii) follows from (49), (52) and the arbitrariness of v0.
Proof of (iii). In view of (48) and (ii), (iii) is an immediate consequence of
v ′′′β
(
L′β
)= 1
β2v3β(L
′
β)
L′β∫
0
vβ(z)dz. 
The results contained in Lemma 3.3 and in (41) already imply the existence of a solution for Problem (IIs). The next two
lemmas provide monotonicity properties which we need in order to prove uniqueness. In view of (39), we can deﬁne the
inverse function
yβ(u) :
[
uβ(aβ), s
]→ [0,aβ ], uβ(yβ(u))= u. (53)
Lemma 3.4. Let uβ , Lβ , aβ and yβ be deﬁned by (38) and (53). If β1 < β2 , then
(i) uβ1 (aβ1 ) > uβ2 (aβ2 );
(ii) u′β1 (yβ1 (u)) > u
′
β2
(yβ2(u)) for any u ∈ [uβ1 (aβ1 ), s);
(iii) yβ1(u) > yβ2(u) for any u ∈ [uβ1(aβ1 ), s);
(iv) uβ1 (y) > uβ2 (y) for any y ∈ (0,aβ2 );
(v) uβ1 (Lβ1 ) > uβ2 (Lβ2).
Proof. For notational convenience, we let ui = uβi , ai = aβi , Li = Lβi and yi = yβi . As in the previous proof, we deﬁne
ξi(u) =
[
u′
i
(
yi(u)
)]2
, u ∈ [ui(ai), s],
which satisﬁes⎧⎪⎪⎪⎨⎪⎪⎪⎩
ξ ′′i (u) = −
φi(u)√
ξi(u)
, u ∈ (ui(ai), s),
ξi(s) = 0, ξ ′i (s) = −2β,
ξ ′i
(
ui(Li)
)= 0,
where
φi(u) = 2
u3
yi(u)∫
0
ui(y)dy.
Since β1 < β2, ξ1 < ξ2 in a left neighborhood of u = s. Then it is well deﬁned the inﬁmum
u∗ = inf
{
u ∈ (u0, s): ξ1 − ξ2 < 0 in (u, s)
}
, where u0 =max
i
{
ui(ai)
}
. (54)
Noting that
yi(u) = yi(s) +
u∫
s
y′i(v)dv =
s∫
u
dv√
ξi(v)
dv, (55)
we have y1 > y2 in (u∗, s), i.e. u1 > u2 in (0, y2(u∗)). Hence φ1 > φ2 in (u∗, s), which in turn implies that (ξ1 − ξ2)′′ < 0
in (u∗, s). Therefore u∗ = u0 and −ξ2(u) = u′2(y2(u)) < u′1(y1(u)) = −ξ1(u) < 0 in [u0, s); recalling the deﬁnition of ai , this
means that u0 = u1(a1) and proves (i) and (ii). Using again (55), (54) implies that y2 < y1 in [u0, s), i.e. (iii). In turn, this
means that u2 < u1 in (0, y2(u0)]. After y2(u0), u1 is increasing, hence in fact u2 < u1 in (0,a2), i.e. (iv). Finally, if by
contradiction u¯ = u2(L2) u1(L1), since u¯  u1(L1) > u1(a1) = u0 we would have
(ξ1 − ξ2)′(u¯) = 2(u1 − u2)′′(u¯) = 2u′′1(u¯) 0,
which is impossible since ξ1 − ξ2 is concave (see above) and (ξ1 − ξ2)′(s) > 0. Hence (v) holds and the proof is complete. 
Lemma 3.5. Let β1 < β2 , and let xβi denote the inverse functions of u
′′
βi
. Then[(
uβ1u
′′′
β1
) ◦ xβ1]2 < [(uβ2u′′′β2) ◦ xβ2]2 in [−β1,0]; (56)
in particular, uβ1(Lβ1 )u
′′′ (Lβ1 ) < uβ2 (Lβ2)u′′′ (Lβ2 ).β1 β2
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ui := uβi , ai := aβi , Li = Lβi , yi := yβi .
Since u′′′i > 0 in (0,∞), we can choose u′′ as independent variable: the functions
xi(u
′′): xi
(
u′′i (y)
)= y, wi(u′′) := [ui(xi(u′′))u′′′i (xi(u′′))]2,
are well deﬁned in (0,∞), and wi satisfy{
w ′i(u
′′) = 2− 4u′i
(
xi(u
′′)
)√
wi(u′′), u′′ > −βi,
wi(−βi) = 0.
(57)
We claim that
u′2
(
x2(u
′′)
)
< u′1
(
x1(u
′′)
) ∀u′′ ∈ (−β1,0]. (58)
If (58) holds, then (56) easily follows by comparison from (57), and the particular case in the lemma corresponds to choosing
u′′ = 0.
In order to prove (58), assume for a moment that the following relation holds:
u2
(
x2(u
′′)
)
 u1
(
x1(u
′′)
) ∀u′′ ∈ [−β1,0]. (59)
Observing that
u′′ ∈ (−β1,0] ⇒ x1(u′′) ∈ (0, L1]
⇒ u1
(
x1(u
′′)
) ∈ [u1(L1), s)⊂ (u1(a1), s), (60)
we can apply Lemma 3.4(ii), which yields
u′1
(
x1(u
′′)
)= u′1(y1(u1(x1(u′′))))> u′2(y2(u1(x1(u′′)))) ∀u′′ ∈ (−β1,0].
Since ddu (u
′
2 ◦ y2) = u′′2(y2(u))/u′2(y2(u)), u′2 ◦ y2 is increasing as long as u′′2  0: therefore using (59) we obtain (58). Thus,
the rest of the proof will be concerned with verifying (59).
We observe that
d
du
(ui ◦ xi) = u
′
i(xi(u))
u′′′i (xi(u))
< 0 in (−βi,0) (61)
since u′′′i > 0 and u
′
i < 0 as long as u
′′
i < 0. Therefore
u1
(
x1(−β1)
)= s = u2(x2(−β2))> u2(x2(−β1)) (62)
and it follows from Lemma 3.4(v) that
u1
(
x1(0)
)= u1(L1) > u2(L2) = u2(x2(0)). (63)
Suppose by contradiction that u1(x1(u′′)) < u2(x2(u′′)) at some point u′′ ∈ (−β1,0). Then (62) and (63) imply that there
exist −β1 < u′′01 < u′′02 < 0 such that
u0 j := u1
(
x1
(
u′′0 j
))= u2(x2(u′′0 j)), j = 1,2,
and u01 > u02 in view of (61). We introduce the functions
ϕi(u) :=
[
u′′i
(
yi(u)
)]2
.
Both ϕ1 and ϕ2 are well deﬁned in [u1(a1), s] in view of Lemma 3.4(i), and satisfy
ϕ′i (u) = −
2u′′′i (yi(u))
u′i(yi(u))
√
ϕi(u), u ∈
[
ui(Li), s
)
since u′′i  0 in [0, Li]. Note that, in view of (60), (63) and the deﬁnition of u0 j , we have [u02,u01] ⊂ (u1(L1), s) ⊂ (u2(L2), s)
and ϕi(u0 j) = (u′′0 j)2, whence⎧⎪⎨⎪⎩
ϕ′i (u) = −
2u′′′i (yi(u))
u′i(yi(u))
√
ϕi(u), u ∈ [u02,u01],
ϕ (u ) = (u′′ )2, j = 1,2. (64)i 0 j 0 j
646 L. Giacomelli / J. Math. Anal. Appl. 345 (2008) 632–649We shall now compare ϕ1 and ϕ2 in order to obtain a contradiction. First we observe that by Lemma 3.4(ii), (iii) and (60)
y1(u) > y2(u) and u
′
1
(
y1(u)
)
> u′2
(
y2(u)
)
for all u ∈ [u02,u01] ⊂
(
u1(a1), s
)
. (65)
In addition
u1 > u2 in
(
0, y2(u)
]⊂ (0, y2(u02)], (66)
which follows from Lemma 3.4(iv) since
y2(u02) = y2
(
u2
(
x2
(
u′′02
)))= x2(u′′02)< L2 < a2.
From (33), (65) and (66) we obtain
u′′′1
(
y1(u)
)= 1
u3
y1(u)∫
0
u1(ξ)dξ 
1
u3
y2(u)∫
0
u2(ξ)dξ = u′′′2
(
y2(u)
)
, (67)
and combining (67) with (64) and (65) we conclude by comparison that ϕ1(u) > ϕ2(u) in (u02,u01]. On the other hand
ϕi(u01) = (u′′01)2 and we have obtained a contradiction. Hence (59) holds and the proof is complete. 
We are now ready to prove Proposition 3.2.
Proof of Proposition 3.2. Let s > 0. In view of Lemma 3.1 the functions
G(β) := (us,β (Ls,β )) 1m−2, H(β) := us,β (Ls,β )u′′′s,β (Ls,β )
are well deﬁned and continuous in (0,∞). It follows from (7) and Lemma 3.4(v) that G is decreasing (strictly if m < 1/2),
and from Lemma 3.5 that H is strictly increasing. Recalling (41) and Lemma 3.3, it holds
G(β) → s 1m −2 and H(β) → 0 as β ↓ 0,
G(β) →
{
0 if 0 <m < 1/2,
1 if m = 1/2 and H(β) → ∞ as β ↑ ∞.
Hence there exists a unique βs such that G(βs) = H(βs), and us,βs is the unique solution of Problem (IIs). Continuous
dependence of Ls := Ls,βs on s follows from the uniqueness of the solution and from (iv) in Lemma 3.1. 
3.2. Proof of Theorem 1.2
It follows from Proposition 3.2 that the solution (Ls,us) of Problem (IIs) is unique and that Ls depends continuously
on s. Thus the proof of Theorem 1.2 is complete once we have shown that
lim
s→0+
Ls = 0 (68)
and that
lim
s→∞ Ls = ∞. (69)
Proof of (68). The functions vs(y) = 1s us(y) satisfy⎧⎪⎪⎨⎪⎪⎩
(
v3s v
′′′
s
)′ = vs/s3, y > 0,
vs(0) = 1, v ′s(0) = v ′′′s (0) = 0,
v ′′s (Ls) = 0,
(
vs(Ls)
) 1−3m
m = s 2m−1m v ′′′s (Ls).
We have
0= v ′′s (Ls) = v ′′s (y) +
Ls∫
y
1
s3v3s (ξ)
( ξ∫
0
vs
)
dξ.
If by contradiction Ls  L > 0 for a subsequence (not relabeled) s ↓ 0, then
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L∫
y
1
s3v3s (ξ)
( ξ∫
0
vs
)
dξ.
Since vs ∈ [0,1] is concave in (0, L), vs  1/2 in (0, L/2). Hence we obtain for y ∈ [L/2, L],
v ′′s (y)−
L∫
y
1
s3
( L/2∫
0
1
2
)
− L
4s3
(L − y)
and therefore v ′′s → −∞ uniformly in [L/2,3L/4] as s → ∞. Since vs(L/2)  1 and v ′s(L/2)  0, this implies that
vs(3L/4) → −∞ as s → ∞, a contradiction.
Proof of (69). Let bs = |u′′s (0)|
√
s. We claim that
lim
s→∞bs = ∞. (70)
If not, there exists a subsequence (not relabeled) such that
bs → b ∈ [0,∞) as s → ∞. (71)
It is easy to check that the functions vs(z) = s−1us(s 34 z) satisfy⎧⎪⎪⎨⎪⎪⎩
(
v3s v
′′′
s
)′ = vs, z > 0,
vs(0) = 1, v ′s(0) = 0, v ′′s (0) = −bs, v ′′′s (0) = 0,
v ′′s
(
L′s
)= 0, (vs(L′s)) 1−3mm = s 74− 1m v ′′′s (L′s)
where L′s = s−
3
4 Ls . In particular, they coincide with the unique solution v1,bs of Problem (II1,bs ), and in view of Lemma 3.1
and (71)
L′s → L1,b and vs → v1,b in C4loc
([0,∞)) as s → ∞,
from which follows that
vs
(
L′s
)→ v1,b(L1,b) > 0 as s → ∞. (72)
On the other hand, we have
v ′′′s
(
L′s
)= 1
v3s (L
′
s)
L′s∫
0
vs(ξ)dξ 
L′s
v3s (L
′
s)
and therefore(
vs
(
L′s
)) 1
m s
1
m − 74 = v3s
(
L′s
)
v ′′′s
(
L′s
)
 L′s → L1,b < ∞ as s → ∞.
Hence vs(L′s) → 0 as s → ∞ in contradiction with (72), and (70) is proved.
Now we are ready to prove (69). Applying Lemma 3.3 with s = 1 and β = bs , we have that
L′s ∼
√
2b
− 12
s , vs
(
L′s
)∼ 1√
3
b−1s and v ′′′s
(
L′s
)∼ 2√6b 52s as s → ∞.
Hence, for suitable universal constants Ci > 0,
s
1
m − 74 = v ′′′s
(
L′s
)(
vs
(
L′s
))3− 1m ∼ C1b− 12+ 1ms as s → ∞,
that is
bs ∼ C2s
4−7m
2(2−m) as s → ∞.
Therefore
Ls = s 34 L′s ∼ s
3
4
√
2b
− 12
s ∼ C3s
3
4− 4−7m4(2−m) = C3s
1+2m
2(2−m) → ∞ as s → ∞
which proves (69) and completes the proof of Theorem 1.2. 
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Appendix A
By rescaling, Proposition 2.1 follows immediately from the following result.
Proposition A.1. For any a0 > 0, a1 > 0 and b > 0 there exists a unique solution h ∈ C3([0,1]) of{
h3h′′′ = −b,
h(0) = a0, h′′(0) = 0, h(1) = a1,
(A.1)
and h depends continuously (in the C3-norm) on a0 , a1 and b as long as they are positive.
Proof. The function
G(x, t) =
{− 12 (t − 1)2x if 0 x t,
1
2 [x2 − (t2 + 1)x+ t2] if t < x 1,
is the Green’s function of the linear problem{
h′′′ = ψ ∈ C([0,1]),
h(0) = h′′(0) = h(1) = 0. (A.2)
Indeed, it is easy to check that ∂3x G(x, t) = δ(x− t) and that G(0, t) = ∂2xxG(0, t) = G(1, t) = 0 for all t ∈ (0,1), so that
h(x) =
1∫
0
G(x, t)ψ(t)dt
is a solution of (A.2). Therefore, the problem{
h′′′ = ψ ∈ C([0,1]),
h(0) = a0, h′′(0) = 0, h(1) = a1
(A.3)
is solved by
h(x) = a0 + (a1 − a0)x+
1∫
0
G(x, t)ψ(t)dt.
The solution of (A.3) is unique since h′′′ = 0 with h′′(0) = 0 and h(0) = h(1) = 0 implies h = 0.
Now we apply a ﬁxed point argument. Let
S = {k ∈ C([0,1]): λ hΛ},
with 0 < λ < Λ to be chosen below, and let T : S → C3([0,1]) be the map which associates to k ∈ S the unique solution h
of (A.3) with ψ = −bk−3, i.e.
T (k) = h(x) = a0 + (a1 − a0)x− b
1∫
0
G(x, t)k−3(t)dt.
Since G ∈ W 2,∞ , we have
∂
j
x h(x) = ∂ jx
(
a0 + (a1 − a0)x
)− b 1∫
0
∂
j
x G(x, t)k(t)dt, j = 0,1,2. (A.4)
In particular, since ∂2x G  0 and k > 0, h is concave and therefore h  λ = min{a0,a1}. In addition, noting that − 18  G  0,
it holds that
h(x)max{a0,a1} + b3 =: Λ.8λ
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bounded in C1([0,1]), hence relatively compact in S . This implies the existence of a ﬁxed point h ∈ S , and since h  λ > 0,
h is smooth in [0,1].
Uniqueness comes almost for free by monotonicity. Indeed, let h and k be two solutions of (A.1). If h′(0) = k′(0), then
they coincide by standard ODE theory. If on the contrary, say, h′(0) > k′(0), then h > k in a right-neighborhood I of x = 0,
that is h′′′ = −bh−3 > −bk−3 = k′′′ in I , which means that the ordering is preserved all the way down to x = 1: this is
impossible since h(1) = k(1) = a1. Therefore h = k.
Finally, the representation of T implies that h depends continuously (in the C0([0,1])-norm) on the coeﬃcients as long
as a0 and a1 are positive, and continuity in the C3-norm follows from (A.1). 
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