We introduce a new general composite iterative scheme for finding a common fixed point of nonexpansive semigroups in the framework of Banach spaces which admit a weakly continuous duality mapping. A strong convergence theorem of the purposed iterative approximation method is established under some certain control conditions. Our results improve and extend announced by many others.
Introduction
Throughout this paper we denoted by AE and Ê the set of all positive integers and all positive real numbers, respectively. Let X be a real Banach space, and let C be a nonempty closed convex subset of X. A mapping T of C into itself is said to be nonexpansive if Tx−Ty ≤ x−y for each x, y ∈ C. We denote by F T the set of fixed points of T. We know that F T is nonempty if C is bounded; for more detail see 1 . A one-parameter family S {T t : t ∈ Ê } from C of X into itself is said to be a nonexpansive semigroup on C if it satisfies the following conditions:
ii T s t
T s • T t for all s, t ∈ Ê ;
iii for each x ∈ C the mapping t → T t x is continuous; iv T t x − T t y ≤ x − y for all x, y ∈ C and t ∈ Ê .
We denote by F S the set of all common fixed points of S, that is, F S : ∩ t∈Ê F T t {x ∈ C : T t x x}. We know that F S is nonempty if C is bounded; see 2 . Recall that International Journal of Mathematics and Mathematical Sciences a self-mapping f : C → C is a contraction if there exists a constant α ∈ 0, 1 such that f x − f y ≤ α x − y for each x, y ∈ C. As in 3 , we use the notation C to denote the collection of all contractions on C, that is, C {f : C → C a contraction}. Note that each f ∈ C has a unique fixed point in C.
In the last ten years, the iterative methods for nonexpansive mappings have recently been applied to solve convex minimization problems; see, for example, [3] [4] [5] . Let H be a real Hilbert space, whose inner product and norm are denoted by ·, · and · , respectively. Let A be a strongly positive bounded linear operator on H: that is, there is a constant γ > 0 with property
A typical problem is to minimize a quadratic function over the set of the fixed points of a nonexpansive mapping on a real Hilbert space H:
where C is the fixed point set of a nonexpansive mapping T on H and b is a given point in H. In 2003, Xu 3 proved that the sequence {x n } generated by
x 0 ∈ C chosen arbitrarily,
converges strongly to the unique solution of the minimization problem 1.2 provided that the sequence {α n } satisfies certain conditions. Using the viscosity approximation method, Moudafi 6 introduced the iterative process for nonexpansive mappings see 3, 7 for further developments in both Hilbert and Banach spaces and proved that if H is a real Hilbert space, the sequence {x n } generated by the following algorithm:
where f : C → C is a contraction mapping with constant α ∈ 0, 1 and {α n } ⊂ 0, 1 satisfies certain conditions, converges strongly to a fixed point of T in C which is unique solution x * of the variational inequality:
In 2006, Marino and Xu 8 combined the iterative method 1.3 with the viscosity approximation method 1.4 considering the following general iterative process:
x 0 ∈ C chosen arbitrarily, x n 1 α n γf x n I − α n A Tx n , ∀n ≥ 0,
1.6
International Journal of Mathematics and Mathematical Sciences 3 where 0 < γ < γ/α. They proved that the sequence {x n } generated by 1.6 converges strongly to a unique solution x * of the variational inequality:
which is the optimality condition for the minimization problem:
where C is the fixed point set of a nonexpansive mapping T and h is a potential function for γf i.e., h x γf x for x ∈ H . Kim and Xu 9 studied the sequence generated by the following algorithm:
and proved strong convergence of scheme 1.9 in the framework of uniformly smooth Banach spaces. Later, yao, et al. 10 introduced a new iteration process by combining the modified Mann iteration 9 and the viscosity approximation method introduced by Moudafi 6 . Let C be a closed convex subset of a Banach space, and let T : C → C be a nonexpansive mapping such that F T / ∅ and f ∈ C . Define {x n } in the following way:
y n α n x n 1 − α n Tx n ;
x n 1 β n f x n 1 − β n y n , ∀n ≥ 0,
1.10
where {α n } and {β n } are two sequences in 0, 1 . They proved under certain different control conditions on the sequences {α n } and {β n } that {x n } converges strongly to a fixed point of T. Recently, Chen and Song 11 studied the sequence generated by the algorithm in a uniformly convex Banach space, as follows:
T s x n ds, ∀n ∈ AE,
1.11
and they proved that the sequence {x n } defined by 1.11 converges strongly to the unique solution of the variational inequality:
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In 2010, Sunthrayuth and Kumam 12 introduced the a general iterative scheme generated by
x 0 ∈ C chosen arbitrarily;
T s x n ds, ∀n ≥ 0,
1.13
for the approximation of common fixed point of a one-parameter nonexpansive semigroup in a Banach space under some appropriate control conditions. They proved strong convergence theorems of the iterative scheme which solve some variational inequality. Very recently, Kumam and Wattanawitoon 13 studied and introduced a new composite explicit viscosity iteration method of fixed point solutions of variational inequalities for nonexpansive semigroups in Hilbert spaces. They proved strong convergence theorems of the composite iterative schemes which solve some variational inequalities under some appropriate conditions. In the same year, Sunthrayuth et al. 14 introduced a general composite iterative scheme for nonexpansive semigroups in Banach spaces. They established some strong convergence theorems of the general iteration scheme under different control conditions. In this paper, motivated by Yao et al. 10 , Sunthrayuth, and Kumam 12 and Kumam and Wattanawitoon 13 we introduce a new general iterative algorithm 3.23 for finding a common point of the set of solution of some variational inequality for nonexpansive semigroups in Banach spaces which admit a weakly continuous duality mapping and then proved the strong convergence theorem generated by the proposed iterative scheme. The results presented in this paper improve and extend some others from Hilbert spaces to Banach spaces and some others as special cases.
Preliminaries
Throughout this paper, we write x n x resp., x n * x to indicate that the sequence {x n } weakly resp., weak * converges to x; as usual x n → x will symbolize strong convergence; also, a mapping I denote the identity mapping. Let X be a real Banach space, and let X * be its dual space. Let U {x ∈ X : x 1}. A Banach space X is said to be uniformly convex if, for each ∈ 0, 2 , there exists a δ > 0 such that for each x, y ∈ U, x − y ≥ implies x y /2 ≤ 1 − δ. It is known that a uniformly convex Banach space is reflexive and strictly convex see also 15 . A Banach space is said to be smooth if the limit lim t → 0 x ty − x /t exists for each x, y ∈ U. It is also said to be uniformly smooth if the limit is attained uniformly for x, y ∈ U.
Let ϕ : 0, ∞ : Ê → Ê be a continuous strictly increasing function such that ϕ 0 0 and ϕ t → ∞ as t → ∞. This function ϕ is called a gauge function . The duality mapping J ϕ : X → 2 X * associated with a gauge function ϕ is defined by
where ·, · denotes the generalized duality paring. In particular, the duality mapping with the gauge function ϕ t t, denoted by J, is referred to as the normalized duality mapping. Clearly, there holds the relation J ϕ x ϕ x / x J x for each x / 0 see 16 .
International Journal of Mathematics and Mathematical Sciences 5
Browder 16 initiated the study of certain classes of nonlinear operators by means of the duality mapping J ϕ . Following Browder 16 , we say that Banach space X has a weakly continuous duality mapping if there exists a gauge function ϕ for which the duality mapping J ϕ x is single-valued and continuous from the weak topology to the weak * topology; that is, for each {x n } with x n x, the sequence {J x n } converges weakly * to J ϕ x . It is known that l p has a weakly continuous duality mapping with a gauge function ϕ t t p−1 for all
ϕ τ dτ, for all t ≥ 0; then J ϕ x ∂Φ x , where ∂ denotes the subdifferential in the sense of convex analysis recall that the subdifferential of the convex function φ : X → Ê at x ∈ X is the set ∂φ x {x * ∈ X; φ y ≥ φ x x * , y − x , for all y ∈ X} .
In a Banach space having a weakly continuous duality mapping J ϕ with a gauge function ϕ, we defined an operator A is to be strongly positive see 17 if there exists a constant γ > 0 with the property
If X : H is a real Hilbert space, then the inequality 2.2 reduces to 1.1 . The first part of the next lemma is an immediate consequence of the subdifferential inequality and the proof of the second part can be found in 18 . i For all x, y ∈ X, the following inequality holds:
In particular, for all x, y ∈ X,
ii Assume that a sequence {x n } in X converges weakly to a point x ∈ X. Then the following identity holds: Assume that {a n } is a sequence of nonnegative real numbers such that a n 1 ≤ 1 − μ n a n δ n , 2.8
where {μ n } is a sequence in 0, 1 and {δ n } is a sequence in Ê such that
Then, lim n → ∞ a n 0.
Main Results
Let X be a Banach space which admits a weakly continuous duality mapping J ϕ with gauge ϕ such that ϕ is invariant on 0, 1 , and let C be a nonempty closed convex subset of X such that C ± C ⊂ C. Let S {T t : t ∈ Ê } be a nonexpansive semigroup from C into itself, let f be a contraction mapping with a coefficient α ∈ 0, 1 , let A be a strongly positive linear bounded operator with a coefficient γ > 0 such that 0 < γ < γϕ 1 /α, and let t ∈ 0, 1 such that t ≤ ϕ 1 A −1 which satisfies t → 0. Define the mapping T 
T s x − T s y ds
≤ tγ f x − f y I − tA 1 λ t λ t 0
≤ tγ α x − y ϕ 1 1 − tγ x − y ≤ 1 − t ϕ 1 γ − γα x − y .
3.2
Thus, by Banach contraction mapping principle, there exists a unique fixed point x t ∈ C, that is, subset of X such that C ± C ⊂ C. Let S {T t : t ∈ Ê } be a nonexpansive semigroup from C into itself such that F S / ∅, let f be a contraction mapping with a coefficient α ∈ 0, 1 , let A be a strongly positive linear bounded operator with a coefficient γ > 0 such that 0 < γ < γϕ 1 /α, and let t ∈ 0, 1 such that t ≤ ϕ 1 A −1 which satisfies t → 0. Then the net {x t } defined by 3.3 with {λ t } 0<t<1 is a positive real divergent sequence, converges strongly as t → 0 to a common fixed point x * , in which x * ∈ F S , and is the unique solution of the variational inequality:
Proof. Firstly, we show the uniqueness of a solution of the variational inequality 3.4 .
Suppose that x, x * ∈ F S are solutions of 3.4 ; then
Adding up 3.5 , we obtain
which is a contradiction, we must have x x * , and the uniqueness is proved. Here in after, we use x to denote the unique solution of the variational inequality 3.4 .
Next, we show that {x t } is bounded. Indeed, for each p ∈ F S , we have
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It follows that
Hence, {x t } is bounded, so are {f x t } and {A 1/λ t λ t 0 T s x t ds }. Next, we show that x t − T h x t → 0 as t → 0. We note that
Moreover, we note that
T s x t ds ,
3.10
for all h ≥ 0. Define the set K {z ∈ C : z − p ≤ γf p − Ap / ϕ 1 γ − γα }; then K is a nonempty bounded closed convex subset of C which is T s -invariant for each h ≥ 0. Since {x t } ⊂ K and K is bounded, there exists r > 0 such that K ⊂ B r , and it follows by Lemma 2.3 that
for each h ≥ 0. From 3.9 -3.10 , letting t → 0 and noting 3.11 then, for each h ≥ 0, we obtain
Assume that {t n } ∞ n 1 ⊂ 0, 1 is such that t n → 0 as n → ∞. Put x n : x t n and λ n : λ t n . We will show that {x n } contains a subsequence converging strongly to x ∈ F S . Since {x n } is bounded sequence and Banach space X is a uniformly convex, hence it is reflexive, and there exists a subsequence {x n j } of {x n } which converges weakly to some x ∈ C as j → ∞. Again, since J ϕ is weakly sequentially continuous, we have by Lemma 2.1 that
It follows that H z H x Φ z − x , for all z ∈ C. From 3.12 , we have
3.14
On the other hand, we note that
3.15
Combining 3.14 with 3.15 , we obtain Φ T h x − x ≤ 0. This implies that T h x x, that is, x ∈ F S . In fact, since Φ t 
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This implies that
In particular, we have
Since the mapping J ϕ is single-valued and weakly continuous, it follows from 3.19 that Φ x n j − x → 0 as j → ∞. This implies that x n j → x as j → ∞. Next, we show that x solves the variational inequality 3.4 , for each x ∈ F S . From 3.3 , we derive that
Now, we observe that 
3.22
Now, replacing t and λ t with t n j and λ n j , respectively, in 3.22 , and letting j → ∞, and we notice that T s −I x n j → T s −I x 0 for x ∈ F S , we obtain that γf −A x, J ϕ x− x ≤ 0. That is, x is a solution of the variational inequality 3.4 . By uniqueness, as x x * , we have shown that each cluster point of the net {x t } is equal to x * . Then, we conclude that x t → x * as t → 0. This proof is complete. y n α n γf z n I − α n A z n ;
x n 1 β n x n 1 − β n y n , ∀n ≥ 0,
3.23
converges strongly to the common fixed point x * that is obtained in Lemma 3.2. 
