Large Deformation Diffeomorphic Metric Mapping (LD-DMM) is a widely used deformable registration algorithm for computing smooth invertible maps between various types of anatomical shapes such as landmarks, curves, surfaces or images. In this work, we specifically focus on the case of images and adopt an optimal control point of view so as to extend the original LDDMM with Sum of Squared Differences (SSD) matching term to a framework more robust to intensity variations, which is critical for cross-modality registration. We implement a mutual information based LD-DMM (MI-LDDMM) algorithm and demonstrate its superiority to SSD-LDDMM in aligning 2D phantoms with differing intensity profiles. This algorithm is then used to register CLARITY mouse brain images to a standard mouse atlas despite their differences in grayscale values. We complement the approach by showing how a cascaded multi-scale method improves the optimization while reducing the run time of the algorithm.
1. Introduction
Deformable Image Registration
The problem of deformable registration is as follows. Let Ω ⊂ R 3 be the background space. Given template image I 0 : Ω → R and target image J 1 : Ω → R we seek a nonlinear map ϕ such that I 0 • ϕ −1 is aligned to J 1 . In medical and biological imaging, deformations need to account for a large variety of local morphological variations and ϕ should ideally be modeled as a diffeomorphism, i.e a differentiable coordinate transform with differentiable inverse, in which case ϕ represents a one-to-one correspondence between anatomy in I 0 and anatomy in J 1 . Many different models have been proposed in the past to generate and estimate diffeomorphic transformations including the B-splines framework of [30] , polyaffine transformations as in [3] or diffeomorphic demons [34] .
LDDMM
The Large Deformation Diffeomorphic Metric Mapping (LDDMM) is another of these models that has been widely used due to its versatility. Introduced by Beg et al. for registration of dense images [7] , it has been generalized to a wide array of geometric objects including landmarks [22] , unlabeled point distributions [17] , curves and surfaces [33, 12] , diffusion tensor [10] and multi-channel images [11] .
In image registration, Beg et al. uses a time varying velocity field v : [0, 1] × Ω → R 3 to flow I 0 at time 0 to the coordinate system of J 1 at time 1. Diffeomorphic map φ ts : Ω → Ω represents the coordinate transform from time t ∈ [0, 1] to time s ∈ [0, 1]. It is defined using the following differential equation
in which through integration we see that
where id : Ω → Ω defined as id(x) = x is known as the identity mapping [7] . Let I(t) = I 0 • φ t0 be the deformed template at time t. LDDMM finds the optimal time-varying velocity field v that minimizes the functional
where M (I(1), J 1 ) is a matching term that is minimized when deformed template I(1) is aligned with target J 1 .
In Beg et al. the matching term is defined as the Sum of Squared Differences (SSD) between I(1) and J 1 .
2 + id ensures that v and thus its corresponding map is smooth. Constant α ∈ R determines the smoothness of the transform while σ ∈ R determines the weight of the matching term M relative to regularization term R. Typically, the choice of this parameter depends on the level of noise in the images as well as the smoothness of the mappings that are sought [7] .
Beg et al. minimized functional (3) using a variational approach. Euler-Lagrange equations for the functional were written and an expression for gradient ∇ v E was derived. Thus optimal v was estimated using the gradient descent scheme v = v − ε∇ v E where ε controls the step size [7] . The alternative approach of [35] proposes instead a formulation based on Hamiltonian systems and a geodesic shooting procedure on the initial momentum to solve the LDDMM-SSD problem.
Mutual Information
A major drawback to SSD image matching is that it can only be used to align images with similar intensity profiles. Since it is based on image subtraction it assumes that bright regions should be aligned to bright regions while dark regions should be matched to dark regions. While this assumption is sufficient for images of the same modality (e.g. aligning MR to MR images) it fails in registering images of different intensity profiles (e.g. MR to CT images). This assumption is also routinely violated in the microscopy world in which a wide variety of stains and fluorescent labels are used to generate images that vary greatly in appearance. Thus one way this problem has been addressed in MR-CT diffeomorphic registration is through modality independent neighborhood descriptors [28, 29] .
In this work we propose replacing SSD matching with Mutual Information (MI) for alignment of images across modalities, for example, fluorescence microscopy to histology. Roughly speaking the MI between a pair of random variables is the reduction of uncertainty in the first random variable when given the second one [14, 27] . In image registration the pair of random variables represent the intensities of the template and target images. The goal is to find map ϕ which results in the greatest reduction of uncertainty in template I 0 • ϕ −1 when given target J 1 .
For image matching with LDDMM we define the matching term as the negative MI
where η ∈ R and ξ ∈ R are intensity values from I(1) and J 1 respectively. Distributions p I (η), p J (ξ) and p IJ (η, ξ) are the deformed template, target and joint histograms of the images. The subscripts I and J denote dependence on I(1) and J 1 respectively. Mutual Information (MI) has found many applications in affine [36] and diffeomorphic image registration [27] . In the context of large deformation diffeomorphic registration, Avants et al. developed the open source Advanced Normalization Tools (ANTs). ANTs implements a symmetric version of Beg et al. that supports SSD, MI and Cross Correlation matching terms but in which the matching term is evaluated in the middle of the time domain (at t = 0.5) instead of at its end point (at t = 1) [4, 5] . Code for these matching terms were contributed the open source Insight Segmentation and Registration Toolkit (ITK) [6, 20] .
In this work, as we explain in the following section, our interest is rather in the registration of subjects to a template of a different modality, in which case the symmetry of the mapping is not necessarily a relevant property. Thus, the approach of this paper is rather to propose an extension of the standard LDDMM pipeline for multi-modality.
CLARITY
CLARITY is a novel technique which converts biological tissues into translucent and porous hydrogel-tissue hybrids. This permits the penetration of photons and molecular probes. The procedure works by eliminating lipid barriers which block fluorescent antibodies and scatter light. Thus CLARIfied tissues can then be immunostained and imaged using light sheet microscopy without mechanical slicing [13, 23, 32] .
To extract meaningful spatial information from these images (e.g. number of fluorescent cell bodies in L. Hippocampus), they need to be registered to a standard atlas. An atlas usually consists of an atlas image and corresponding annotations for anatomical structures. Although many mouse brain atlases have been developed, including those based on Magnetic Resonance [19] , Computed Tomography [15] and Nissl-stained [16] images, to our knowledge no CLARITY atlas exists due to the novelty of the technique. This matter is further complicated by the fact that the appearance of CLARITY volumes may vary greatly due to the choice of antigens, fluorescent antibodies and imaging parameters. Thus Nissl-stained atlas to CLARITY registration using SSD matching has been shown to give poor results [24] .
A proposed workaround to this problem was to register the segmented mask volume of the CLARITY image to the segmented mask volume of the atlas image. Only edge information is used and gray level values within the template and target brains are ignored. While this method could accurately align the superficial cortical structures its practical application was limited due to misalignment of deeper brain structures [24] .
In contrast, we present here the very first results of registration between CLARITY brains onto the Allen Reference Atlas (ARA) using MI-LDDMM. The ARA was created as the reference space of gene expression data for the adult mouse Allen Brain Atlas [1, 21] . The current version of the ARA was constructed by averaging the shape and intensity of over 1600 mouse brain specimens acquired through Serial Two Photon Tomography [2] .
Contributions
The main contributions of this work are the following. In sections 2.1-2.2 we rederive the dynamics of LDDMM from an optimal control perspective and show how it can be generalized conveniently to matching terms other than SSD. We then implement an extension of the original LD-DMM image registration algorithm in 2.5 that include both MI and SSD image registration. In section 3.2 we compare both approaches for registering mouse brains imaged using CLARITY-Optimized Light-sheet Microscopy (COLM) to a standard atlas. Finally, in section 3.3, we evaluate a possible improvement of the algorithm run time and global convergence properties that relies on a cascaded multi-scale approach.
Methods

Optimal Control Problem
With the notations of the introduction, we can interpret registration in the LDDMM setting as an optimal control problem where the state is the template image evolution I(t) = I 0 • φ t0 and the control is the velocity field v(t, ·). This evolution is equivalently described by an advection equation. Indeed, differentiating with respect to t and using (1), we have:
Thus we can write the LDDMM problem as:
The corresponding Hamiltonian is obtained classically by introducing the costate function ρ in L 2 associated to the constraints, leading to:
Optimal Control Solution
Following Miller et al., with Pontryagin's Maximum Principle [26] , we know that the dynamics of optimal solutions to (6) are governed by the following system of coupled Hamiltonian equations:
From this, we obtain the following set of equations for our problem:
where we have defined
Equation (9a) is immediately obtained from (8a) using the advection equation in (6) . We begin deriving (9b) from (8b) by rewriting the inner product in the first term of Hamiltonian (7) as
To evaluate the above we rewrite the integrand on the left in terms of divergences. We know from vector calculus that the divergence of the product of a scaler function f :
R with a vector function F :
Therefore letting f = I and F = ρv we see that
Plugging this into (11)
By the divergence theorem we know that given the boundary of Ω, denoted by dΩ, and the unit normal to dΩ, denoted by N , we can rewrite the first integral as
Since we are using a similar construct as Beg et al., we know that v is compatly supported [7] . This means that we should be able to choose an Ω ⊂ R 3 such that v(ω) = 0 ∀ω ∈ dΩ. Because of this the first integral vanishes leaving
This lets us rewrite our Hamiltonian (7) as
We can now evaluate (8b). By Gâteaux differentiation with respect to I (∂ I H|δI) = (∇ · (ρv)|δI)
Pluging in (8b) gives us the differential equation
from which we can show that
is its solution [18, 26] . Using the endpoint condition in (8b) gives us (9b). Finally, we derive (9c) using (8c). By rearranging the Hamiltonian (7) we see that
Equation (9c) follows using definition (10).
SSD Matching
The advantage of formulation (9) is that it lets us generalize LDDMM to any matching term as long as we can find the derivative ∂ I M I(1), J 1 . For the SSD matching term, defined in (4), we find the Gâteaux derivative
MI Matching
Using a similar procedure we can show that for MI matching term, defined in (5), we have the following gradient
In order to evaluate the above expression we need to estimate distributions p I (η), p J (ξ) and p IJ (η, ξ) in terms of I(1) and J 1 . Furthermore we need to differentiate ∂ I p IJ (η, ξ). This can be done by estimating these distributions using the Mattes et al. method [25] . In brief p IJ (η, ξ) is approximated by using Parzen windowing. Since we need differentiability with respect to I(1), 3 rd order B-splines are used to estimate distributions in terms of template intensity η. On the other hand, only a 0 th order B-splines are used for target intensities ξ.
Algorithm
Equations (9) were used to implement an LDDMM algorithm in ITK with a generalized matching term (Fig 1) . We essentially iterate updates of the state, costate and control at all times t until reaching the optimality conditions of the previous section. The update on v is obtained by following the gradient ∇ v E = v + K(ρ∇I) (cf [7] ) which leads at convergence to the condition of Equation (9c).
More specifically, the algorithm uses a discretization of the time domain [0, 1] into T evenly spaced time samples such that 0 = t 0 , ..., t T −1 = 1. At the beginning of each iteration, the map φ tj ,1 , costate ρ(t j ), state I(t j ) and energy gradient ∇ v E(t j ) are calculated for each time step by flowing backward from time t T −1 = 1 to t 0 = 0. Displacement fields of the form d st (v) are found by integrating v from time s to t using semi-Lagrangian advection [7, 31] . This is then added to id to obtain the map.
Matching term gradient ∂ I M I(1), J 1 is computed using ITK's implementations of the SSD or MI matching terms [20] . After calculation of ∇ v E, velocity v is updated using a gradient descent scheme with step size ε. Since the goal is to minimize E(v), the updated v is rejected if E(v) increases. The step size ε is then halved and the update is attempted again. If E(v) decreased, ε is increased slightly and the algorithm advances to the next iteration. The process continues until the number of iterations N was surpassed or ε falls below the minimum acceptable value ε min .
Experiments
2D Phantoms
Two experiments were performed to compare the new MI-LDDMM to the original SSD-LDDMM with α = 0.02. In the first experiment a template was matched to a target image with the same intensity profile (Fig. 2) . This means that bright regions of I 0 should be matched to bright regions in J 1 . Thus the experiment simulates intramodality registration. Both algorithms gave comparable results which suggests that either could be used in intramodality registration. In the second experiment the phantom template was matched to a target phantom with a differing intensity profile (Fig. 3) . Thus bright regions in I 0 need to be aligned with dark regions of J 1 . This experiment simulates multimodality registration of images with very different gray level values. While, MI matching (Fig. 3d) gave similar results to the previous experiment (Fig. 2d) , SSD registration clearly failed (3c).
3D CLARITY images
For this work, N=11 mouse brains were CLARIfied and imaged using COLM following Tomer et al. [32] . Acquired image data for each brain was stitched using TeraStitcher [8] . At their full resolution of 0.6 µm x 0.6 µm x 6 µm, each volume was over a terabyte in size. Since they were far (Fig. 2d) , SSD matching failed (c).
too large to be analyzed on a personal computer, volumes were ingested into the NeuroData cluster, a computational infrastructure developed for storage and retrieval of terabyte scale images [9] Each CLARITY volume was downloaded from the NeuroData cluster and resampled to a 50 µm resolution. After 12-parameter affine alignment, deformable registration was done using MI-LDDMM and SSD-LDDMM. A cascadedalpha approach was adopted in which a smoother registration with α = 0.05 was followed registrations at α = 0.02 and α = 0.01 to refine the results. Figure 4 compares the SSD and MI matching for one of the CLARITY images. SSD matching failed to register the the bright corpus callosum in the CLARITY brain to the dark corpus callosum of the ARA. Bright areas of the CLARITY brain were distorted resulting in the misalignment of deeper structures (Fig. 4a) . Images aligned by MI-LDDMM did not have these problems (Fig. 4b) . Figure 5 shows the MI-LDDMM registration results for this CLARITY image in more detail. Qualitative examination of the CLARITY-ARA checkerboard pattern showed that most deep structures were aligned correctly (3 rd row of 5 ). Furthermore the deformation grid's lack of singularities suggests that the computed transform φ 10 was diffeomorphic (last row of Fig. 5 ). Figure 6 plots the matching term M (I(1), J 1 ) for MI-LDDMM at each iteration normalized to a range of [0, 1]. The normalized value was defined as the ratio where a maximum value of 1 indicates the worst case scenario in which no registration occurred. A value of 0 indicates the best possible value in which the deformed template is identical to the target: I(1) = J 1 . As expected the matching term decreased at each iteration.
Multi-scale
Two of the well-known limitations of LDDMM are on the one hand the numerical complexity and computational time of the method and on the other the non-convexity of the functional that is minimized which can lead to local minima.
In our examples, registration at a 50 µm scale can take several hours to complete on a personal computer. One way to reduce the number of iterations and thus the optimization time is to use a cascaded multi-scale approach. In the next experiment, MI-LDDMM was ran on all 11 CLARITY brains at 800 µm, 400 µm, 200 µm, 100 µm and then 50 µm resolutions with α = 0.02. Taking advantage of ITK's multi-resolution infrastructure [20] , alignment at each level was used to initialize the alignment at the next level using trilinear interpolation from coarse to fine grid. These results were compared to a single-scale alignment at 50 µm. Figure 7 compares the timing profiles of the multi-scale and single-scale optimizations for one of the CLARITY brains. It's clear that the multi-scale optimizations ran faster that in the single-scale trial. For example, it took the normalized M (I(1), J 1 ) over 100 minutes to decline below 0.9 in the single-scale experiment. In the multi-scale experiment this occurred in less than 10 minutes. The multiscale registration was also more optimal as it terminated at a lower M (I(1), J 1 ) value (Fig. 7 ) thus leading to a better solution by avoiding potentially suboptimal local minima. The CLARITY-ARA checkerboard pattern in Figure 8 shows that the single and multi-scale runs yielded similar results for this particular brain.
Conclusion
We demonstrated in this paper how the original image LDDMM framework could be generalized from SSD to MI matching by taking an optimal control point of view. An algorithm was developed and 2D experiments showed that MI-LDDMM outperformed SSD-LDDMM when the template and target differed greatly in gray level values. In 3D experiments, MI matching proved effective in aligning CLARITY image volumes to a standard mouse atlas. A multi-scale approach was then shown to improve the rate and quality of the optimization. Future work may involve adding cross-correlation to our implementation and performing comparisons to mutual information matching. At full resolution, neural cell bodies and their axons are visible in CLARITY images. Hence we also hope to use atlas registration to map the locations and paths of these axons throughout the brain.
