Abstract. We compare two natural types of fractional Laplacians (−∆) s , namely, the "Navier" and the "Dirichlet" ones. We show that for 0 < s < 1 their difference is positive definite and positivity preserving. Then we prove the coincidence of the Sobolev constants for these two fractional Laplacians.
In recent years a lot of efforts have been invested in studying variational problems involving nonlocal differential operators. Contrary to the standard Laplacian, that acts by pointwise differentiation, these operators are usually defined via global integration and permits to describe, for instance, diffusion processes in presence of long range interactions. In this context, a model operator is the fractional Laplacian (−∆) s , for 0 < s < 1. In modeling diffusion processes for a material that is confined in a bounded region Ω one clearly has to take into account the nonlocal nature of the problem. As a matter of fact, the boundary conditions that naturally can be coupled to equations of the form (−∆) s u = f in Ω do reflect long-range interactions. Usually two types of such boundary conditions are considered. Both of them arise together with the fractional Laplacian operator and we call them Navier-type and Dirichlet-type, respectively. Let us first remind some well-known facts concerning poliharmonic operators of order 2k (here k ≥ 1 is any integer number) in a sufficiently smooth bounded domain Ω. The Navier boundary conditions for the operator (−∆) k , are defined as follows:
Obviously, the corresponding operator (−∆ Ω ) k N is the kth power of conventional Dirichlet Laplacian in the sense of spectral theory, and it can be defined by its quadratic form
Here, λ j and ϕ j are eigenvalues and eigenfunctions of the Dirichlet Laplacian in Ω, respectively. On the other hand, the Dirichlet boundary conditions for the operator (−∆) k are defined as follows:
where n is the unit exterior normal vector to ∂Ω. It is easy to see that the quadratic form of corresponding operator (−∆ Ω ) k D can be obtained as the restriction of the quadratic form for the operator (−∆) k in R n to the set of functions supported in Ω:
where F is the Fourier transform
Now for arbitrary s > 0 we can define the "Navier" fractional Laplacian by the quadratic form
and the "Dirichlet" fractional Laplacian by the quadratic form
with domains, respectively,
For s = 1, these two operators evidently coincide. We emphasize that, in con-
is not the sth power of the Dirichlet Laplacian for s = 1.
Recall that the Sobolev space
is defined by the completion of C ∞ 0 (R n ) with respect to the Hilbertian norm
see for instance Section 2.3.3 of the classical monograph [19] . For a bounded domain Ω with Lipschitz boundary we put 
. In what follows, we assume 0 < s < 1. In this case both the operators (−∆ Ω ) s N and (−∆ Ω ) s D were considered in many articles on semilinear equations, see for instance [2, 9, 11, 12, 13, 14, 17] , and compared in [8] , [15] . We establish further relations between them.
We start with a preliminary result.
Lemma 1 The domains of quadratic forms
Proof. For Q D s the conclusion follows directly from definition. For Q N s , using the notation of interpolation spaces from [19] , we write the following chain of equalities:
and the Lemma follows.
We point out three elementary corollaries of this lemma.
Corollary 1 The following relations hold in
Proof. This statement immediately follows from Lemma 1, the Friedrichs inequality and the closed graph theorem.
Corollary 2 The operators
Proof. 
Theorem 1 For u ∈ H
s (Ω), u ≥ 0, the following relation holds in the sense of distributions:
If u ≡ 0 then (1) holds with strict sign.
Proof. In the paper [5] , see also [4] , the fractional Laplacian in R n was connected with the so-called harmonic extension in n + 2 − 2s dimensions. Namely, it was shown that the function w D s (x, y) minimizing the weighted Dirichlet integral
over the set
where the constant C s is given by
and for sufficiently smooth u
In [18] this approach was generalized to quite general situation. In particular, it was shown that the function w N s (x, y) minimizing the energy integral
Moreover, w N s (x, y) is the solution of the BVP −div(y 1−2s ∇w) = 0 in Ω × R + ; w y=0 = u; w x∈∂Ω = 0, and for sufficiently smooth u
Note that formulae (3) and (5) imply
at least for u ∈ C ∞ 0 (Ω). However, by approximation argument the relation (6) holds for u ∈ H s (Ω) in the sense of distributions. By the maximum principle the assumption u ≥ 0 implies w After changing of the variable t = y 2s the function W (x, t) solves
The differential operator in (7) This completes the proof in view of (6).
Remark 1
In [8] this fact was proved for s = 1/2 and for smooth u.
Theorem 2 For u ∈ H s (Ω), the following relation holds:
If u ≡ 0 then (8) holds with strict sign.
Proof. Note that if we assume a function w ∈ W
N Ω (u) to be extended by zero to (
. Therefore, (2) and (4) provide
and (8) follows.
To complete the proof, we observe that for u ≡ 0 the function w Proof. 
where the infimum is taken over the set of smooth bounded domains in R n . 
Denote by w = w D s the Caffarelli-Silvestre extension of u. Formula (2) implies that the quantity
is finite (here S r is the sphere of radius r in R n ). Since the function r → r
is not integrable at ∞, there exists a sequence r h → ∞ such that the balls B r h contain Ω and
Next, for any y ≥ 0 let φ h (·, y) be the harmonic extension of w(·, y) on B r h , that is,
Clearly, φ h (·, 0) ≡ 0. Finally, for x ∈ B r h and y ≥ 0 we define
Let us estimate E N s (w h ). We start with term involving derivatives with respect to x. Since φ(·, y) is harmonic in B r h , for any fixed y > 0 we have
Next, by differentiating the Poisson formula, we notice that the function
Therefore, |∂ y φ h (·, y)| 2 is subharmonic in B r h and thus the function
is nondecreasing for ρ ∈ (0, r h ). This implies
Therefore, by (10)
and we arrive at
The above calculations imply
Since w h (·, 0) = u, we have w h ∈ W N Br h (u). Therefore, by (2) and (4) we obtain
The conclusion readily follows by comparing (9) and (11).
Remark 3 Assume that 0 ∈ Ω and put αΩ = {αx : x ∈ Ω}. Thanks to (9) , the proof above shows indeed that
Proof. By Theorem 2 the infimum in the statement cannot be smaller than 1. To conclude the proof we can suppose 0 ∈ Ω. Given u ∈ H s (Ω), put u α (x) = u(αx). Then, by homogeneity,
, and the statement follows by Remark 3.
Finally, we assume 1 n > 2s and deal with the Sobolev embedding
We introduce the Sobolev constants for the Navier and Dirichlet fractional Laplacians:
. does not depend on the domain Ω (see [16] for a more general problem). It follows from the proof of Theorem 3 that S N s (Ω) has the same property. Next, it is evident that S
The constant S
In [7] it has been shown that the best constant
is attained, up to dilations, translations and multiplications, only by the function U(x) = 1 + |x|
The equality S N s (Ω) = S D s (R n ) is not so trivial. Actually, in some papers on semilinear equations the equality between two Sobolev constants has been used but, as far as we know, never rigorously proved. Here we fill this gap. 
