In the frame of defect sizing procedures using pulse thermography, the time evolution of the Full Width Half Maximum (FWHM) of the temperature difference between a defect region and a sound one was studied both theoretically and experimentally in the simple case of a circular sub-surface defect. A mismatch between experimental results and theoretical simulations has been found. Possible explanations of this disagreement have been analysed. Moreover an extension of a sizing procedure (applied to circular defects) to irregular shaped defects is presented.
Introduction
Nowadays the main topic of research, as far as pulse thermography is concerned, is strongly related to the development of suitable inversion algorithms allowing defect sizing. Good reviews of theoretical models and sizing algorithms are reported in [1] [2] .
In some cases, the FWHM of the temperature difference profile (after the heating pulse) between defect region and the sound one in the simple case of circular sub-surface defects is indicated to be a good measure of the defect diameter [3, 4] .
This work mainly deals with the study of both the theoretical and the experimental time dependence of FWHM. This dependence has been analysed theoretically by studying both analytical and numerical 20 models that describe the time evolution of the temperature distribution of the sample surface when a circular shaped defect is present beneath the surface. Analogously FWHM as a function of time has been experimentally investigated in different conditions. Finally, a sizing procedure for irregularly-shaped defects is proposed.
Sizing procedures

Remarks
For flat bottom holes, a good measure of the defect diameter in single frequency co thermal waves models and experiments, is given by the FWHM of the spatial profile of the thermal contrast (i.e. the temperature difference between defect region and the sound one) [3, 4] . On the contrary, for a circular crack (in literature is reported only the case of a 10mm diameter crack) it resulted that the defect's FWHM is of O.54f.l (where f..l = ~2% is the thermal diffusion length and ex is the thermal diffusivity) is smaller than its true defect diameter [3] . This can be justified considering that a crack with finite dimensions allows the heat to propagate also in the material under it.
A Dirac pulse can be represented as a superposition of all frequencies. In order to extend the defect sizing algorithm onto pulsed thermography, it is necessary to pass from the frequency to time domain. Practically this means to substitute the thermal diffusion length f.l with the effective one defined as [3] : (1) The simple equation connecting, the measured FWHM at different times with the true diameter Deff in transient thermography experiments is [3] :
Eq. (2) is a straight line as a function of the square root of the time. Thus, for correct defect sizing it should be sufficient to consider the value obtained by extrapolating to t=0 the eq.(2) obtained by fitting the experimental data. Obviously, following this way of thinking, the FWHM of the thermal contrast due to a flat bottom hole should be time-independent.
On the other hand, a specific study of the theoretical time evolution of FWHM as foreseen by some different 2D models. describing the thermal contrast (due to circular defects) on the sample surface during a pulse thermography experiment has been performed [5] . In particular, the FWHM has been first evaluated as a function of time t in the case of a flat bottom hole for the models proposed by Almond et at. [3, 6] , and by Crowther et at. [7] .
FWHM has been computed solving numerically the following analytical integral equations both for single and multiple reverberations (represented by the sum index m) [5] [6] [7] :
xf(x',y') (4) 
where a = pC' E: = -JKP C (Kthermal conductivity, p density and C specific heat) and I are the thermal diffusivity, the thermal effusivity and the energy density of the heating pulse, respectively. Where I, a, are depth and radius of the defect and R=(X2+f+ r-2rxcos(}) 112.
(x, y, z) and (x', y', z') refer to cartesian co-ordinates systems centered on the defect centre and lying on the sample surface and on the defect plane respectively. The defect shape function in this case is:
In figure 1 , the curves of the FWHM are shown as a function of square root of time evaluated using eqs. (3) and (4) . In can be noted that in all cases the functions fitting these computed data appear to be parabola -like curves. On the contrary it would be expected to obtain FWHM versus square root of time data that was represented with a straight line parallel to the abscissa axis (remembering that the defect is a flat bottom hole). Experimental results, carried out on a set of ferritic steel samples containing flat bottom holes with two different diameters (7mm, 10mm) and at two depths (0.5mm and 1mm), have given the evidence (see Fig. 2 ) in all 3 cases of a linear trend of the FWHM in respect to the square root of time. In order to understand the effective influence on the FWHM trend of the material under the defect, a 10mm hole at 1 mm depth was partially bunged using a cylinder of the same material as the sample. In this way the air gap thickness under the defect was reduced from infinity to some tenth of millimetres; moreover a nearly perfect thermal contact between walls of the defect and of the bung was assured. After this defect modification, the trend of FWHM versus. square root of time shows a slope higher than the previous case (see Fig. 2 ). This seems to be qualitatively in good agreement with eq. (2). It should be also noted that the FWHM extrapolation at time t=0 give, for all the defects a good estimation of their diameters. Thus the proposed method appears to be suitable for the correct sizing of circular defects in pulse thermography experiments not only for circular cracks as reported in [3] but also for flat bottom holes (in this case the slope of straight lines obviously do not coincide with the one indicated byeq.(2».
In spite of this it remains to explain what contributions have been neglected in theoretical 2D models so that a mismatching between the theoretical and experimental FWHM is obtained.
20 model analysis
As discussed in detail in [5] , both models make the approximation that multiple reverberations occur as plane wave reflections between the sample surface and the defect, while this is strictly true only for the first reflection. In order to eliminate this simplification a suitable diaphragm on the defect plane was introduced so that a new integral equation has been obtained (see eq. (5) [5]). Using this modified model, FWHM as a function of time was studied and the results reported in Fig. 1 . It can be noted that also in this case the curve fitting of the computed data is very similar to the previous ones. Moreover, the comparison between the trends of FWHM as a function of time for models with either single or multiple reverberations give evidence of the weight of multiple reverberations in correctly sizing the defect.
Heat losses
In all the considered models the heat losses have been neglected. In order to study convective losses contributions to the time dependence 'of FWHM, TERMO.HEATTM (a finite differences program) was used for simulating the trend of FWHM considering these losses. The results, shown in Fig. 1 , also cannot explain the experimentally obtained trend of FWHM. It is interesting to observe that these results agree with the ones presented in literature [8] . A general comment on the curves shown in Fig. 1 is that the minimum value of FWHM for all these curves corresponds to the time of maximum contrast. Comparing the FWHM versus time curves corresponding to numerical simulation with and without convective losses it is possible to observe that they differ only by a negligible amount. This can be justified remembering that the maximum temperature difference between the sample surface over the defect and over a sound region occurs a few instants after the heat pulse while convective losses usually need longer times to reach their maximum effect. Furthermore, the aforementioned temperature difference typically has a maximum value of few. degrees « 3°G); this means that the difference of convective heat losses between sound region and defect is really negligible.
In order to study experimentally convective loss effects, pulse thermography measurements have been carried out subjecting the surface to a forced convection produced by a fan (without air heating) placed near to the sample surface. A comparison between the time dependence of FWHM in this experimental condition and in the previous one is reported in Fig. 2 . Obviously, the slopes of the two curves do not differ significantly (if the standard deviation of both slopes is taken into account). However, it seems that forced convection increases the slope of the curve, hence, also in this case, data can be fitted with a straight line.
Noise and temperature resolution of the thermographic camera
Theoretical models indicate that for times longer than the maximum contrast the FWHM should assume values higher than the true defect size. Another possible cause of the mismatch between theory and experiment could be related to the temperature resolution of the IR camera. In order to estimate the possible effect of the limited temperature resolution and other noise sources, a Gaussian noise was added to the theoretical profiles of the thermal contrast A simulation of theoretical contrast profiles showed that this effect is also negligible (see Fig. 1 ).
Extension of the sizing procedure to irregular shaped defects
This method is based on the following consideration: in an infrared image of a sample surface (with uniform emissivity) at a uniform temperature To, the pixel distribution as a function of the temperature has a Gaussian shape centred in To. [9] After the heat pulse (in a pulse thermography test) at each instant we suppose that the previous statement is true if there are no defects. On the contrary, the presence of a sub-surface defect within the sample modifies this Gaussian distribution because defect usually appears as a hot spot. For each IR image, the measurement of the number of pixel not belonging to the non distorted Gaussian distribution (which refers to the pixel distribution of a sound area) allows the estimation of a succession of apparent defect areas. Then in order to evaluate the true area, these apparent areas can be fitted by a straight line similarly to the case of circular shaped defects. In fact, if for circular defects FWHM exhibits a linear dependence on the square root of time, the same should relate to a whole defect area. This assumption is extended also to irregularly-shaped defects. This sizing procedure was applied to a flat bottom hole (10mm diameter at 0.5mm depth) and to nearly square (10x10mm), rectangular (5x6mm) and circular (10mm dia.) artificial disbonding defects in samples coated with metallic (150Jlm NiCrCrAIY coating deposited by vacuum plasma spray) and ceramic (250Jlm Zr02+8wt%Y203 deposited by air plasma spray) materials respectively. The experimental results (see Fig.3 ), confirm that this procedure allows estimating the area of a non-regular shaped subsurface defect. However, further experimental activities on other samples containing more irregular defects should be carried out.
Conclusions
The mismatch between theoretical and experimental FWHM trends as a function of time has been studied and a possible explanation has been found. Moreover the new sizing procedure proposed from the first experimental results seems to be well suited also for non circular defects. 
