ABSTRACT
INTRODUCTION
Real time object tracking is an important practical application of computer vision with a wide variety of usages in different subjects such as surveillance systems, road traffics, weather forecasting, machine and human interfaces, video compression, astronomy, and a lot of military issues [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Among different tracking algorithms, mean shift based methods have their special places because of their simplicity in computation while have good accuracies. Updating the target model and making the tracking window size dynamic are two important factors which have made authors develop versions of mean shift tracking algorithms [11] [12] [13] [14] . To have a good judgment about the accuracy and reliability of different methods we should use acceptable robust parameters. The comparisons are often done by visual observation while considering the number of iteration in the process. Normally the lesser iteration indicates on higher speed of the tracker, although sometimes it is not satisfactory agument. For example the tracker may loss the target during its process, causing its window be fix in one position which can result in unreliable iteration number. To cope with these kind of problems, one solution is to make and use of more related comparison parametrs.
In this paper after a survey on mean shift algorithm and two developed version of that, we introduce two comparison factors naming them MCC and NV. Using mentioned factors we compare the results of the algorithms.
BASIC MEAN-SHIFT (MS) TRACKING ALGORITHM
We use the basis of MS algorithm to introduce our parameters. Target features and way of modelling it, target candidates and geometric relations between target model and candidate are the main subject of the algorithm.
Target features and modelling
In MS tracking algorithm the target feature is the colour PDF 1 of target locale which is shown by q in colour space. The probable place of target with center of y in next frame contains target candidate. To make target candidate model the PDF of its locale shown by p(y) is used. Both PDFs (target and candidate), contains a good approximation of intrinsic feature of target. As one of the trackers evaluation parameters is their processing time, normally to reduce that only some of histogram bars are selected and used. So the target and candidate model is defined as:
Where u indicates on colours exist in target and candidate locales, and u q and u p are normalized target and candidate models. Although histograms are not the best nonparametric approximation of densities but they can be good criterions for target tracking [2] . The similarity of two patterns determine (explained later) by Equation (1) .
In this equation ˆ( ) p y measures the similarity between two models while its local maximums indicate on similarity value between target candidate in new frame and the target in first frame. x . The values corresponding to existed colour is determines by:
Target Model
where δ is kronecker delta function. The normalization coefficient, C, under condition
1 Probability Density Function
Target candidate
It is assumed that { } 1...
are the loci of normalized target candidate pixels centered at y on current frame. Using weighted function k(x) which has similar window sizes similar to target's, the values for target candidate model related to colours u=1,…m can be computed as below:
where h C is normalization coefficient (y independent), computed by;
Bhattacharyya coefficients
In order to compute the similarity between target and a candidate we can use the Bhattacharyya coefficients. Using Bhattacharyya coefficients the similarity will be computed in the form of metric distance between discrete distribution of target and candidate [5] pixels as below;
where
p y q ρ can be found using Equation (7).
For the ideal similarity the value of (7) approach to one. A complete explanation about Bhattacharyya coefficients can be found in [2] .
Target localization
In order to find the new position of target in current frame, the distance obtained using Equation 6 should reach its minimum value. The tracking process starts from a point (and its vicinity) which it was the target place in previous frame and continue until the mentioned distance reach to predefined minimum (Equation 6) or maximum iteration happens.
DEVELOPED MEAN-SHIFT ALGORITHMS

CBWH tracking algorithm
Using background histogram (ˆu o ) a transfer function (Vu) has developed to decrease the effects of background colours on target model [1] . The related algorithm named BWH 2 . It is shown that the performance of BWM algorithm will increase if we use Equation 8 for target model only in the first frame and using Equation 4 for other frames [3] . This algorithm known as CBWH 3 . Equation 8 is a transformation that decreases the effect of background colour on target model computed by Equation 9. 
In CBWH firstly the target background ˆu o is computed then we make the transfer function v u using Equation 8.
Self-Adaptive size tracking algorithm
The size of tracking window in basic MS is not target adaptive. In 
The results obtained by this method show that this algorithm works well in the case of targets with decreasing size but fails when the target is being zoomed. Moreover as the value of γ is constant, the rate of window size change is not proportion to target size change. To cope with this problem an algorithm is proposed [4] which adaptively changes the size of track window base on a parameter named MSIIM.
INTRODUCING NEW COMPARISON PARAMETERS
Evaluation of algorithms is a challenging issue especially when the results are close to each other. Here we are to introduce two parameters which are extracted from the structure of MS algorithm. The first one is the mean of confidence coefficient (MCC) shown in Equation 12,
Where 1 ( ( ) )
Here n CC is the confidence coefficient in frame n which represents the mean distance between the center of target candidate in frame n and process exit criterion (MinDist). MS in frame n is the difference between the centers of target candidate (found i time in current frame) and target (found in frame n of previous try).
The second parameter, NV, is the normalized variance of n CC with respect to MCC, defined as: Here we compare different MS algorithms by tracking the target locale of Figure 1 over test video frames. Figure 2 shows the comparison of MS methods over BALL video test. The target has quick motion while its size changes. It can be seen that the CBWH algorithm has the best performance while the other two methods had some fails due to their low accuracies, and the high speed of the ball. Figure 3 shows another test using PLAYER video frames. Here the target is the player head and the purpose is comparing the mentioned algorithms using their average value of iterations. Although the results are similar to each other, but as in CBWH the target model made more accurate its MCC, NV and iteration are better than others'. As mentioned before, for those results which are similar to vision (e.g. Figure 3 ) it is difficult to say which algorithm works better. The values in Table 1 help us to compare the algorithms, quantitatively. Here the overall result shows the better performance of CBWH algorithm.
CONCLUSION
Number of iteration in each frame and visual observation are basic parameters to compare the performances of Mean-Shift based tracking methods. In some cases such as when the results are high correlated it is hard to compare the algorithms by mentioned parameters. In this paper we presented two new parameters in order to compare the accuracy and reliability of MS based trackers. The result of examined video tests show even in the case of closeness of tracker outputs it is possible to have a good assessment regarding algorithms performances using proposed parameters. 
