This paper develops a general policy for learning the relevant features of an imitation task. We restrict our study to imitation of manipulative tasks or gestures. The imitation process is modeled as a hierarchical optimization system, which minimizes the discrepancy between two multi-dimensional datasets. To classify across manipulation strategies, we apply a probabilistic analysis to data in Cartesian and joint spaces. We determine a general metric that optimizes the policy of task reproduction, following strategy determination. The model successfully discovers strategies in six different imitative tasks and controls task reproduction by a full body humanoid robot.
Introduction
This work aims at developing a general policy to drive robot learning by imitation and robot programming through demonstration. It follows a trend of research that aims at defining a formal mathematical framework for imitation learning [12, 15] .
Imitation learning needs to address the following three key questions: 'what to imitate', 'how to imitate' and 'when to imitate' [12] . Previous work has essentially focused on the question of "how to imitate" [3] . The imitation mechanism was, then, aimed at a precise reproduction of a pre-specified sub-set of task features, such as hand-object actions (picking up a block, rotating the block) [9] [10] [11] 17] , state-actions (turn left, move forward) [6, 7] , the path followed by the manipulated object [2, 14] and the joint trajectories of the demonstrator's motion [4, 5, 8] , which could be reproduced by pre-defined motor programs. The present work aims at complementing these previous approaches, by defining a general policy for learning 'what to imitate', i.e. which of the features of the task are relevant to the reproduction.
Recent work [1] illustrated nicely the problem of determining 'what to imitate' in a chess world case-study, in which the imitator agent can follow either of three strategies, end-point level, trajectory level, path level, to reproduce either subparts or the complete path followed by the demonstrator. We follow a similar taxonomy and apply it to the learning and reproduction of tasks involving object manipulation and gestures by a humanoid robot. We take the perspective that the relevant features of the movement, i.e. those to imitate, are the features that appear most frequently, i.e. the invariants in time. We develop a general formalism for determining the metric of imitation performance.
Section 2 presents a general mathematical formalism to express the metric of imitation performance and the optimal control policy, that optimizes this metric. Sections 4 and 5 describe the implementation of the formalism to drive learning by imitation of tasks involving object manipulation and gestures by a humanoid robot. Section 6 discusses the limitations of the formalism and concludes this paper by offering a general perspective on the future work.
Formulation of the imitation task
An imitation task can be decomposed into the serial implementation of two processes: an observation process and an imitation process. The observation process consists of extracting relevant (i.e. in our case, invariant over time) features from a demonstrated dataset. The imitation process consists of generating an imitated dataset that minimizes the discrepancy between the demonstrated and imitated datasets.
Formalism
Let D be the dataset generated by the demonstrator while driven by a controller U. U is such that D(U) = { X, X 0 , Θ}, where X = {x,ẋ,ẍ} and X O = {x O ,ẋ O ,ẍ O } (3-dim Cartesian position, speed and acceleration), are the Cartesian trajectories of the hand and the object respectively, and θ = {θ,θ,θ} (angular position, speed and acceleration) the trajectory of the demonstrator's arm joints.
The imitation process consists of determining a controller U (Fig. 1) , that generates a dataset D (U ) = { X , X 0 , θ }, such that J, the cost function or the metric of the imitation task, is minimal:
Each imitation task is defined by a set of constraints
Metric of imitation
We express the metric or cost function of the imitation task J as a linear combination of constraintdependent cost functions J U s : 
The weights of the constraints-dependent cost functions are proportional to the likelihood P(U s ), that the dataset D has been generated by the control strategy U s :
The weights are normalized, such that
Optimal imitation policy
We hypothesize that the constraints s, once identified during the observation process, remain the same during the imitation process. In the particular case where all control strategies are mutually exclusive, the optimal control strategy is unique. If P(U s ) is the likelihood that the imitated dataset has been generated by the control strategy U s , we have P(U s ) = P (U s ).
In the case where different control strategies can coexist, because they would be acting on separate sub-datasets (e.g. one strategy tends to minimize a constraint on the objects trajectories, while another strategy tends to minimize a constraint on the arm joint trajectories), then the optimal control strategy is the combination of all the optimal control strategies for each sub-dataset, such that
This probabilistic framework is highly suitable to the analysis and production of Cartesian and joint trajectories, when using probabilistic methods, such as probabilistic distributions, Bayesian networks and Hidden Markov Models, as we will see in Section 5.
Experimental set-up
A typical imitation experiment consists first of the demonstrator performing the task with the robot observing and extracting the relevant steps of the demonstration. After a signal indicating the end of the demonstration, the robot reproduces only the part of the demonstration that was found significant. In the work presented here, the demonstrator either performs a manipulation task using two color boxes (green and pink) on a table stand, see Fig. 2 , or draws in the air stylized letters (see Fig. 5 ). When manipulating objects, the demonstrator performs four types of manipulation tasks, in which he either:
1. moves only a specific box, irrespective of the direction of movement or the hand used to move the box; 2. moves all boxes in a specific direction (along the x, y or z-axis); 3. moves the boxes in a specific sequence (box 1, box 2, box 3); 4. moves all boxes using the same hand-box relationship (use the left hand only, or use the hand closest to the target). The demonstrator repeats each manipulation task five times, in order to make the interesting feature salient. The robot repeats only the invariant across the different demonstration and does not simply copy the whole sequence.
Robot control
The work was conducted first in the Xanim simulator [16] and then implemented on DB, a 30 degrees of freedom (head 3, arms 7 × 2, trunk 3, legs 3 × 2, eyes four degrees of freedom) hydraulic humanoid robot, located at the Advanced Telecommunication Research Institute. The Xanim simulator is a dynamic simulation of the DB robot (see Fig. 3 right) . The external force applied to each joint is gravity. Balance is handled by supporting the hips; ground contact is not modeled. There is no collision avoidance module. The dynamics model is derived from the Newton-Euler formulation of rigid body dynamics.
The robot/avatar's movements are force-controlled based on desired trajectories (inverse kinematics transforms a kinematic plan from Cartesian to joint space). The trajectory to imitate is specified as a set of target points in Cartesian space. For instance, the [16] . Bottom: the end-effector of the robot is a solid plate, whose orientation in 3D can be modulated. In simulation and during control, the position of the end-effector is considered to be at the end of the plate (sphere in the drawing). action 'pushing a box to the left' follows a trajectory made of three points, located 10 cm to the right of the box, at the center of the box and 10 cm to the left of the box.
In tasks involving the observation of gestures, the joint trajectories of the demonstrator are segmented at fixed time interval, as described in Section 4.2.3. During reproduction of gestures, the joint velocities and trajectories are fitted with a third-order spline.
Data recording
The Cartesian trajectories of the colored boxes are tracked by a stationary pair of cameras (see Fig. 4 ). The system tracks the position and velocity of the three colored blobs at the rate of 60 Hz. The trajectories of the blobs are segmented into four types of events: hits, i.e. a displacement of a box by the demonstrator/imitator; directed hits, i.e. a displacement of the box in a specific direction; arm-choice, i.e. the frequency of use of left and right arms; close-far, the frequency of use of the hand closest to the box for performing a hit (based on a measure of the distance from the box to the left and right shoulder of the demonstrator). Arm-choice and close-far measurements were available only in simulation.
Joint displacements, i.e. angular measurements of the four degrees of freedom of the demonstrator's right arm (flexion, abduction and humeral rotation of the shoulder and flexion of the elbow), are recorded by a set of five Xsens sensors, that measure the absolute orientation of the torso, upper and lower arms (see Fig. 6 ). Data are captured at the rate of 100 Hz. 
Experiments
The formalism, described in Section 2, was implemented to determine the metric and optimal control policies of different tasks consisting, either, of the manipulation of objects, or, of drawing stylized letters (see Fig. 2 ). These experiments were divided into four categories according to four levels of complexity or levels of imitation (see Section 1). A number of control strategies s were associated to each level l of imitation, as follows:
• l 1 -reproducing only the goal, reaching for the same box (s 1 1 ) or for the same set of boxes in sequence (s 1 2 ), irrespective of the path followed by the box (directed by the demonstrator) or of the gesture.
• l 2 -reproducing the path followed by the target, i.e. moving the box in a specific direction (s 2 1 ).
• l 3 -reproducing the same hand-object relationship, i.e. using only left or right hand (s 3 1 ), or using the hand closest to the target (s 3 2 ). Each segmentation point is then mapped to a quantization of five angles. Each trajectory is then encoded into one HMM of seven states and five observation symbols. The thick line corresponds to the trajectory produced by the HMM, using a third-order spline fit to interpolate between the segmentation points.
• l 4 -reproducing the exact gesture, i.e. reproducing the trajectory of each joint i (s 4 i ) with i ∈ [1, 4].
Strategy determination
, a(i) with i = {1, 2}, and c(i) with i ∈ [1, 2] be the number of events hits, directed hits, arm-choice and close-far, respectively (see Section 3.2 for the definitions of the events). Then, in order to determine which strategy has been used when observing the demonstration (valid for levels 1-3 only), we compute the following probabilities:
Once the strategy used by the demonstrator is determined, we define the metric and imitation controller. This is described in the following sections.
Metrics and control policies 4.2.1. Level 1 and level 2
For these two levels, the dataset consists of the trajectories of the objects D(U) = { X O }. The constraints are X O = X O and the metric is expressed as
The imitation control strategy consists, then, of (1) choosing the target object by drawing from the object distribution P(X O ); (2) defining a set of three target points to reach the object X T = { X O − C, X O , X O + C}, where C is a fixed distance handobject (see Section 3); (3) reaching each of the target points in sequence by inverse kinematics:
Level 3: reproducing the hand-object relationship
The dataset consists of the trajectories of the hand and of the objects D(U) = { X, X O }. The constraints are X O = X O and X = X (the constraints can also include an equality between the velocities and the accelerations, which give an implicit measure of torque). The metric is expressed as
where
and
.
The imitation control strategy consists, then, of (1) calculating the distance hand-object Z = X − X 0 ; (2) defining a set of three target points around Z, as in levels 1-2 (cf. Section 4.2.1); (3) reaching each of the target points in sequence by inverse kinematics.
Level 4: reproducing gestures
The gestures are encoded in a set of discrete Hidden Markov Models with N states and M observation symbols [13] . Each joint angle trajectory i ∈ [1, I] is segmented into N time intervals t n of equal length and mapped into a set of M angles (the observations). Fig. 5 shows an example of trajectory segmented into N = 7 fixed intervals and M = 5 angles. Each segmentation point is referred to by θ i n with n ∈ [1, N].
The dataset consists, then, of I series of N angles D(U) = {θ i n }. The constraints are: ∀n and ∀i, θ i n = θ i n . The metric is expressed as
where I is the number of joint angles, w 4 i the maximal log-likelihood over all the Markov sequences generated by all the HMMs associated with the joint trajectory i (see Section 5) and
The imitation control strategy consists, then, of (1) generating the most likely sequences of θ i n by combining the most likely sequences generated by each HMM; (2) determining the whole joint angle trajectory by applying a third order spline fit on the points given by the sequence; (3) going to each angular position by inverse dynamics.
Results
The model was first tested in simulation, with the avatar playing in turn the role of demonstrator and imitator. The model could correctly disambiguate between all strategies of imitation, see the example of Fig. 7 . The same was confirmed using video data of human demonstration and implementing the reproduction on the ATR DB robot 2 (see Fig. 2 ).
Imitation of the fourth level of imitation, i.e. recognition and reproduction of a gesture, was conducted separately on human data recorded with the Xsens recording system. Sixteen HMM models were trained to encode 4 gestures, consisting of drawings of the stylized letters A, B, C and D. Each gesture was presented four times to increase the generalization of each model. Each model's ability to recognize a trajectory was measured by calculating the likelihood that the observed trajectory could be generated by this model. 3 A model is said to be a good predictor, when its output likelihood is higher than a threshold. The threshold gives a measure of tolerance of noise and was determined experimentally. When training a model with randomly generated sequences, with the same length, number of states, and number of observation symbols as those used to encode the gestures, we observed that the log-likelihood decreased quasi-linearly when inserting errors 4 in the sequence (see Fig. 8 ). We chose a threshold of −0.3 in log-likelihood, corresponding to approximately 30% of noise. The threshold is used, also, to determine whether a new model should be created to account for a newly presented gesture, Fig. 7 . Top left: incrementation of the counters recording the number of times each box is touched. In this example, box 1 is moved frequently, while box 2 is touched only once and very briefly, and box 3 is not touched at all. The pie chart represents the distribution of probability of each of the three possible strategies that could have accounted for that particular example. and, thus, gives a measure of the metric of imitation performance. Reproducing each gesture consists of generating the most likely sequence, using the Viterbi algorithm. The trajectory reproduced by the model (and subsequently by the robot) is, then, a generalization over the different training samples (see Fig. 9 ).
The system learned and recognized correctly the four stylized letters A, B, C and D (see Table 1 ). The HMM encoding of the gestures is a parameter free representation, see Section 4.2.3, that is normalized in time and amplitude. This allows us to vary the amplitude and speed of the gesture at will during reproduction.
However, because storage depended on a fixed segmentation of the trajectories in time, strong dis- tortions from the demonstrated trajectories could be observed in both the learned and reproduced trajectories. In order to overcome this problem, current work re-implements the model using continuous Hidden Markov Models and a feature-based segmentation method, based on zero-velocity crossing, as done in [4] .
Conclusion
We addressed the problem of determining which features of a manipulation task are relevant and should be imitated. We proposed a metric of imitation performance that determines the optimal imitation strategy, based on a measure of probability of observing a particular manipulation strategy. The metric uses a linear combination of probabilities to compare the results of different algorithms for feature extraction, applied to different datasets. The model was successfully applied to the reproduction of manipulation and drawing tasks in a dynamic simulator and on a humanoid robot, using kinematic data of human motion.
Each of the methods used for discovering regularities in the data is not novel nor optimal. The novelty of this work lies in the combination of these methods to extract a higher-level form of redundancy in the datasets, that no single method could extract alone, in order to determine a general imitation metric.
The work remained simple in the manipulation tasks it addressed. We considered only planar motions of the objects, manipulation sequence of no more than three time steps, and simple gestures. This simplicity was necessary in order to validate the approach. Future work will consider more complex sets of data. Presently, we are conducting a systematic evaluation of the method for extracting strategies in joint space, over a larger dataset of gestures.
Although we attempted to give to the imitation metric a general definition, a number of assumptions on its form remained task-specific and should be revisited in future work. The linear combination of sub-metrics might not be valid in tasks where sub-metrics are correlated. Sub-metrics should be less dataset-specific and should specify classification algorithms that extract the nature (probabilistic, sequential) of correlation across any dataset.
