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L'ecienza dei Drift Tubes di CMS è costantemente monitorata per vericare l'eventuale
presenza di segnali di invecchiamento delle camere. Durante il 2017 e il 2018 non sono
stati evidenziati chiari segnali di invecchiamento, ma si sono osservate variazioni inattese.
In questa tesi è stata cercata una eventuale dipendenza dell'ecienza di singolo hit dalla
pressione atmosferica, ritenuta possibile nel rivelatore a gas. Dai dati analizzati non
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During 2017 and 2018 the Drift Tubes hit eciency underwent unexpected and not yet
understood variations. The hypothesis of chamber aging was quickly dismissed, but
no other explanation has been found yet. The present work reports a research for a
dependency of the eciency on the atmospheric pressure. Chapter 1 outlines the major
features of the Large Hadron Collider and describes the upgrade plans for the future,
pointing out the need of this study in view of the impending changes. In Chapter 2 a
closer look at the Compact Muon Solenoid experiment is given, along with a detailed
description of the Drift Tubes sub-detector and its functioning. Chapter 3 goes deeply
into the study of eciency, outlining the hypothesis behind the research for a dependence
on atmospheric pressure. Furthermore, it gives details about the data analysis, the





LHC and High Luminosity-LHC
1.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is a p-p collider built between 2002 and 2010 by
the European Organization for Nuclear Research (CERN) and placed in a 27 km long
undergroung circular tunnel near Geneva. LHC can accelerate either proton beams or
heavy-ion beams. In the rst case at the moment it reaches a center-of-mass energy of
13 TeV.
The proton injection is done employing pre-existing acclerators, comprising the Linac
(Linear Accelerator), the PSB (Proton Synchrotron Booster), the PS (Proton Syn-
chrotron), and the SPS (Super Proton Synchrotron). Given all these steps an injection
energy at LHC of 450 GeV is reached. The LHC beam lling requires about two hours.
The beam lifetime is about 22 hours, however the data is usually taken only in the rst
10 hours, then the beams are dumped and a new ll is started in order to restart at max-
imum beam intensity to maximize the integrated luminosity collected by the detectors.
The two proton beams run in separate beam pipes. In order to keep them in a approxi-
mately circular orbit, their trajectory is bent using compact twin-bore superconducting
magnets reaching a magnetic eld of 8.3 T, cooled at 2.1 K with superuid helium. The
beams have a bunched structure (about N = 1.1× 1011 protons per bunch) with a cross-
ing frequency of ν = 40 MHz, corresponding to a time between collisions of τ = 25 ns.
There are four interaction points, where detectors are located: ATLAS (A Toroidal LHC
ApparatuS) and CMS (Compact Muon Solenoid) are general purpose detectors, ALICE
(A Large Ion Collider Experiment) focuses on the heavy ions physics and on the study of
the quark-gluon plasma, and LHCb (LHC beauty experiment) studies the CP violation
in b-physics.
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1.2 HL-LHC: the Upgrade plan
The High-Luminosity Large Hadron Collider (HL-LHC) project aims to enhance the
performance of the LHC in order to increase the potential for discoveries after 2025.
Since the possibility of upgrading the LHC beam energy seems unlikely with the present
technology, the upgrade plan targets the increase in luminosity. The objective is to
increase luminosity (L) by a factor 10 beyond the LHC's design value of 1034 cm−2s−1.
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Figure 1.1: Overview of the LHC project planning from 2015 to 2035, indicating data taking
phases (Runs) in green and long shutdowns, labelled LS, in red [8]. Phases of beam commis-
sioning (yellow) and technical stops (blue) are indicated as well. The planning is shown both
for the LHC and its injectors.
1.2 The HL-LHC upgrade
During LS3 the accelerator will be upgraded to enable instantaneous peak luminosities of
5 ⇥ 1034 cm 2s 1, or even 7.5 ⇥ 1034 cm 2s 1 in the ultimate performance scenario [9] (here
and in the following, we quote expected operational performance numbers, not maximal per-
formance numbers potentially achievable by the accelerator). This will allow ATLAS and CMS
to collect integrated luminosities of the order of 300 fb 1 per year and up to 3000 fb 1 during
the HL-LHC projected lifetime of ten years (up to 4000 fb 1 if the ultimate instantaneous lumi-
nosity can be achieved). The HL-LHC is expected to run at a centre-of-mass energy of 14 TeV
and with a bunch spacing of 25 ns. The HL-LHC project was formally approved by CERN
Council in June 2016. The HL-LHC upgrade and its full exploitation is considered a top prior-
ity effort by the European Strategy for Particle Physics (ESPP) [10] and the US Particle Physics
Project Prioritization Panel (P5) [11], and is in the landmark list of the European Strategy Fo-
rum on Research Infrastructures (ESFRI) “Roadmap 2016” strategy report on large research
infrastructures [12].
The increase of the instantaneous luminosity will be achieved by a variety of measures [9]. Most
importantly, the inner triplet quadrupole magnets in the insertion regions will be replaced with
more radiation tolerant ones based on Nb3Sn technology. The new quadrupole magnets will
provide a higher magnetic field strength and feature a larger aperture, allowing for a luminos-
ity increase through a lower beam beta function, b?, in the collision region.
As a consequence, a number of new corrector magnets and separation dipoles will need to be
installed, and the TAS (Target Absorber Secondary) absorbers need to be replaced. A lower b?
comes at the cost of a smaller geometrical luminosity reduction factor, due to a larger crossing
angle of the beams. Superconducting radiofrequency crab cavities will be installed in the inter-
action regions, allowing rotation of the beams before collision so that the bunches collide head
on [9].
The number of simultaneous pp collisions (pileup) happening during a single bunch crossing
is proportional to the instantaneous luminosity. To limit the number of pileup events, it is
foreseen to level the luminosity during an LHC fill, i.e. to operate at a constant luminosity
below the maximum achievable value [9].
While the mean number of pileup events reached 53 at the highest instantaneous luminosity
Figure 1.1: An overview of the LHC planning from 2015 onwards. LS3, scheduled to last
from 2024 to mid 2026, will see the main preparation of the accelerator and of
the experiments for HL-LHC, while certain aspects of these upgrades (e.g. the
upgrade of the LHC injector complex) will already happen during LS2.
1.2.1 Luminosity
Luminosity is an important indicator of the perfo mance of an accelera or: it is ro
portional to th number of collisions that occur in given amount of time. The higher
the luminosity, the more data the experiments can gather to allow them to observe rare
processes. Luminosity is dened as the ratio of the number N of events in a certain time







and is usually expressed in the cgs units f c −2s−1 or the non-SI units of b−1s−1. As
we can see from the denition, luminosity isn't strictly speaking the collision rate: it
measures how many particles are squeezed through a given space in a given time. That
doesn't mean that those particles will all collide, but the more they are squeezed into
a given space, the more likely they are to collide. It's possible to obtain a well-known
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Figure 1.2: Peak instantaneous luminosity on a day-by-day basis in 2018 (left) and cumulative
luminosity versus day delivered to CMS during stable beams for pp collisions at
nominal center-of-mass energy (right). This is shown for data-taking in 2010
(green), 2011 (red), 2012 (blue), 2015 (purple), 2016 (orange), 2017 (light blue),
and 2018 (navy blue). These plots use the best available oine calibrations for
each year. [1]





Where N1 and N2 are the number of particles per bunch, f is the revolution frequency,
and Nb is the number of bunches in one beam. It shows how the luminosity depends on
the number of particles per bunch and the beam sizes. A related quantity is integrated




and gives information about the total radiation that has travelled through the accelerator.
This information is important because of the eects of the radiation on the materials
that make up the detector.
From here on, we will refer to L as instantaneous luminosity, in order to better
distinguish it from Lint.
1.2.2 LHC and HL-LHC
Already in 2017, LHC was able to provide a peak instantaneous luminosity beyond the
design value, reaching up to 2× 1034 cm−2s−1 (Figure 1.2). Nevertheless, CMS detector
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and its reconstruction software were optimized for track multiplicities and background
levels not too far from the design luminosity. Thus, the LHC operation team implemented
a technique called lumi-leveling. At the beginning of each proton ll, the beam focusing
and separation at the interaction region is adjusted to achieve a maximum luminosity of
about 2 × 1034 cm−2s−1, and continuously adjusted while the beam intensity decreases
to maintain such luminosity value constant. When the beam intensity has decreased
suciently, the beams collide again with the optimal setup and the typical exponential
decay of the instantaneous luminosity is observed for the rest of the ll. During the
Figure 1.3: The long-term HL-LHC planning. [2]
second Long Shutdown (LS2), started at the end of year 2018, the injector chain will be
upgraded. In 2023 LS3 will begin: it will lead to the HL-LHC era (High Luminosity LHC)
or Phase II, during which the luminosity could reach a peak value of 2 × 1035 cm−2s−1
and is planned to be leveled at 5× 1034 cm−2s−1.
Chapter 2
The CMS Experiment
2.1 The Compact Muon Solenoid
The Compact Muon Solenoid (CMS) experiment is a general purpose detector and has
been built in order to detect and measure leptons with high momentum in the transverse
plane with respect to the proton beams axis. Composed by a cylindrical barrel and two
endcaps, it is 21.6 m long, 15 m wide and 12500 tons heavy. Located at one of the
four beam intersection points of the accelerator, CMS has a layered structure: from the
interaction point outwards, it is composed of:
 the tracker, designed to achieve a high resolution track reconstruction
 an electromagnetic calorimeter and a hadronic calorimeter, providing energy mea-
surements on electrons, photons, and hadronic jets
 a solenoid magnet, generating a 3.8 T magnetic eld inside the detector
 the muon detectors (CSC, RPC, DT), redundantly providing muon tracks detection
with high performance
 an iron yoke, that acts as an absorber for the traversing particles and hosts and
mechanically supports the muon stations.
As muons are low-interacting (i.e. high-penetrating) particles, they are not stopped
by any of CMS's calorimeters, unlike most particles. Hence muons detection chambers
are placed at the edge of the experiment, that only muons manage to reach. A muon
must pass tens of detection units, which provide the necessary redundancy for an accurate
measurement of its momentum and trajectory.
In CMS a right-handed coordinate system is dened: the x-axis points to the center
of the accelerator ring, the y-axis points upwards, and the z-axis is parallel to the beam
pipe and the solenoid magnetic eld. Beside these coordinates, two angles are dened:
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Figure 2.1: The structure of the CMS detector
the polar angle θ with respect to the z-axis and the azimutal angle φ with respect to
the y-axis. An ultra-relativistic approximation (|~p |  m) of the rapidity y, known as
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where E is the energy, ~p is the 3-momentum, and pz is the component along the z-axis
of a particle.
2.2 Muon Detectors
CMS uses three types of muon detectors: Drift Tubes (DT), Cathode Strip Chambers
(CSC), and Resistive Plate Chambers (RPC). DTs are designed to carry out precise tra-
jectory measurement and are placed in the central barrel region (η < 1.2) characterized
by low occupancy, low background, and low residual magnetic eld. CSCs are used in
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the end caps (0.9 < η < 2.4), where rate, background noise, and magnetic eld are
higher. RPCs provide a fast signal when a muon crosses the muon detector, and they
are installed in both the barrel and the end caps (η < 2.1).
Figure 2.2: CMS detector longitudinal (left) and transverse (right) views.
2.3 Drift Tubes
DTs are used for the barrel of the CMS muon system because of the large dimensions of
the surface to be covered. The CMS regions inside the return yoke of the magnet have
the lowest particle rate and radiation doses.
2.3.1 DT Cell
The basic detector element of the DT muon system is a Drift Tube Cell of dimensions
42 mm×13 mm, whose section is shown in Figure 2.3. Each cell is lled with gas and has
a stainless steel anode wire in the middle, with diameter 50 µm and length varying from 2
to 3 m. A layer of cells is obtained by two parallel aluminum planes within which a series
of "I"-shaped aluminum beams  1.2 mm thick and 9.6 mm high  dene the boundaries
among adjacent cells. Aluminum strips, deposited on both faces of each I-beam and
electrically isolated from the I-beam body using Mylar tape, serve as cathodes. Anode
wires and cathode strips are put at positive and negative voltage respectively, and provide
the electric eld within the cell volume. A muon (or any charged particle) crossing the
cell ionises the gas within it, releasing electrons that will move accordingly to the electric
eld, that is towards the anode wire. This signal is amplied directly proportionally to
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Figure 2.3: The layout of a Drift Tube cell
the electric potential dierence ∆V between the wire and the strip and generates an
electron avalanche that produces on the wire a current intensity. The production of
multiple avalanches starting from dierent electrons has the following eect: the rst
avalanche that releases charge on the wire produces an electric eld that slows further
avalanches down, thus yielding a non-additive relation for the current.
The signal is then discriminated by the Front-End (FE) electronics for further time
digitization: a threshold voltage of 20 mV (30 mV before) is needed. The distance of the
traversing track to the wire is thus measured by the drift time of ionization electrons; for
this purpose, two additional positively-biased strips are mounted on the aluminum planes
(with an insulator in between) on both inner surfaces in the center of the cell itself, just in
correspondence of the anode wire, in order to provide additional eld shaping to improve
the space-to-distance linearity over the cell (which is crucial for triggering purposes).
Nominal voltages are +3600 V,+1800 V and − 1200 V for wires, strips, and cathodes
respectively. The cells are lled with a 85%/15% gas mixture of Ar/CO2, which provides
good quenching properties and saturated drift velocity with a value of Vdrift ≈ 55 µm/ns.
Thus, a maximum drift time (half-cell drift distance) of ∼ 380 ns or 15-16 BX is obtained.
2.3.2 Detector Structure
Drift cells are assembled in layers, consisting of up to 60 cells. Four layers are assembled
together to form a quadruplet called superlayer (SL), with neighbouring planes staggered
by half a tube, allowing to resolve the left-right ambiguity of a single layer. Each DT
chamber, on average 2 m× 2.5 m in size, is composed of 3 superlayers, two of which are
devoted to the position measurement in the bending plane (r,φ) (the wires are parallel to
the beam line), and one to the measurement of the z-coordinate in the longitudinal plane
(θ, z ) (the wires are disposed orthogonally to the z-direction). Chambers are arranged in
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4 concentric cylinders  called stations  at growing distance from the interaction point,
and interleaved with the iron of the yoke. Each chamber is azimutally staggered with
respect to the inner one, in order to maximize the geometrical acceptance. Each station
consists of 60 chambers, with the exception of the outermost station MB4, whose top and
bottom sectors are equipped by two chambers each (instead of one only), thus yielding
a total of 70 chambers in that station. Moreover, MB4 lacks the SL in the θ-view. The
entire DT system is segmented in 5 wheels along the z direction, each about 2.5 m wide
and divided into 12 azimuthal sectors, covering ∼ 30◦ each. The overall CMS detector
is thus equipped with a total of 250 DT chambers and a resulting total number of cells
of ∼ 173500.
A cross-sectional view of a muon chamber is shown in Figure 2.4.
Figure 2.4: The cross section of a DT chamber
2.3.3 Segment reconstruction
Each of the 250 chambers is equipped with a minicrate, hosting the local trigger and
readout logic. The local trigger logic is able to identify the parent bunch crossing (BX)
and to measure the direction and the position of particle tracks crossing the chamber. A
track crossing the detector produces a time signal in each cell, i.e. the electron avalanche
drift time tdrift. This information is then converted in a lenght through the relation
xdrift = vdrift× tdrift, assuming a linear spacetime relation, i.e. a constant velocity along
the cell. Data collected from groups of neighboring cells are then calibrated and tted
over layers and superlayers in both the φ- and the θ-views. Each Bunch and Track Iden-
tier (BTI) is connected to 9 cells of the same superlayer and assigns position, radial
angle and parent BX to each track. These groups of cells partially overlap (having 5
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common cells) to improve eciency. Segments are produced when at least three cells
with aligned hits are found, but high quality segments are produced by up to 8 aligned
hits. Local track segments are collected by the TwinMux system and delivered to re-
construction processors, that correlate segments from dierent chambers to enhance the
muon identication and measurement. The reconstructed muon candidates are assigned
physical parameters, such as the transverse momentum and the azimuthal angle. The
nal selection of the candidates that originated in the barrel region is applied by the
Muon Sorter system. The ghost tracks background is reduced and muon candidates are
selected according to the reconstruction quality and the transverse momentum, and de-
livered to the global modules of the Level-1 trigger, where the nal decision whether to
store the event or to reject it is taken. [3]
Chapter 3
Monitoring DT Eciency
In order to prepare for Phase II (HL-LHC), Drift Tubes eciency needs to be studied to
make clear if and how it is going to decrease due to the increase of luminosity involved
by the Upgrade. As discussed in Section 1.2, luminosity is expected to increase by a
factor 5 with respect to the present situation. As we shall see shortly, the eciency is
likely to be aected by luminosity both instantaneously and at long-term, because of the
eects of instantaneous luminosity and integrated luminosity respectively. First of all,
it is necessary to give some additional information about the drift cells to understand
these eects.
3.1 Drift Tubes: some additional information
The eciency may be aected by an increase of luminosity in two ways:
 the greater the instantaneous luminosity (L), the higher the expected rate of
undetected muons due to the DT cells dead time
 the more time passes, the greater the integrated luminosity (Lint), thus greater
the eects of the radiation on the materials.
3.1.1 Dead time
Present time-to-digital converter, the HPTDC, has a dead time of 100 ns. On chamber
trigger electronics runs an algorithm that has an intrinsic dead time equal to the maxi-
mum drift time, about 400 ns. As a consequence, the local trigger eciency is expected
to lower as the rate of collisions rises beyond a certain value. Phase II Upgrade is going to
reduce this dead time, so this problem will be mitigated, but not completely eliminated.
17
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3.1.2 Wire impurities
The radiation running through the detector causes a phenomenon called outgassing: the
materials, such as glue and plastic, release molecules that can stick to the anode wires.
As a result, the actual diameter of the wires increases, and their electric conducibility
decreases, both eects producing an alteration of both the shape and the intensity of
the electric eld in the cells. Hence the eciency is expected to lower over time as
the impurities pile up, because electrons produced by ionization produce less amplied
avalanches, which are less likely to generate an electric charge exceeding the threshold
of the Front-End.
3.1.3 HV lowering in 2017 and 2018
Until 2016, all chambers worked at the anode wire nominal voltage of HV = +3600 V.
At the beginning of 2017, the HV of the chambers most exposed to radiation was lowered
in order to decrease speed of aging and extend their lifetime. A further reduction was
performed in 2018, and involved many more chambers. As a consequence, the electron
avalanche amplication is decreased, thus producing signals that are less likely to exceed
the FE threshold. To recover eciency, at the beginning of 2018 the threshold was
lowered as well from 30 mV to 20 mV. Figure 3.1 shows both the modied congurations.
Figure 3.1: Chambers HV in 2017 at 30mV (left) and in 2018 at 20 mV (right). [4]
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3.1.4 Eciency computation
The DT hit eciency is computed using segments of at least 7 aligned hits, which are
used as probes. This large number of hits is required to ensure high-quality segment
reconstruction. Given a probe, we look for hits in the expected cell of the eighth layer.
The crossed cell is considered ecient if a hit is found within it and within the drift time
range. The eciency of this layer is then computed as the ratio of the number of hits
in the layer over the number of probes that cross it. The eciency can be computed by
chamber, by superlayer, by layer or even by cell, provided the necessary amount of data.
3.2 Dependency of eciency on High Voltage
The best framework to monitor eciency versus time is the dependency of eciency on
the voltage applied to the anode wires, studied through the so called High-Voltage (HV)
scans. These are data collected varying the HV of wires of a single layer per chamber (the
same in each chamber) during LHC technical stops, when the only particles crossing the
detector are cosmic rays. The hit eciency of this layer is then computed as Nhits/Nsegm,
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Figure 3.2: Summary of HV scans performed in 2017 (at a FE threshold of 30mV) and 2018
(at both 20mV and 30mV). Results for stations MB1 and MB4 of wheel 0 are
shown.
where Nhits is the number of hits in the layer and Nsegm is the number of 7-hits segments
found by the other layers, as discussed in Section 3.1. The voltage drop of a single layer
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(instead of all of them) does not aect the probes reconstruction, which are still high-
quality segments reconstructed starting from the 7 aligned hits provided by the layers at
nominal voltage.
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Figure 3.3: Summary of HV scans performed in 2017 (at a FE threshold of 30mV) and 2018
(at both 20mV and 30mV). Results for stations MB1 and MB4 of external wheels
-2 and 2 are shown.
Some examples of HV Scans are shown in gures 3.2 for YB0 and 3.3 for wheels -2,
2, the most exposed to radiations. In order to ensure good performance, the operation
point is always set well within the "plateau" region. For this reason, the eects of possible
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aging are not immediately visible at the nominal voltage of 3600 V. In fact, looking at
Figures 3.2 and 3.3, it can be noticed that a small variation (e.g. ∆V = −50 V) produces
little or no dierence in eciency nearby the nominal voltage, while at lower voltages
(e.g. 3500 V), where the slope is steeper, the same variation produces a bigger eect.
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…..did the Bottom MB4 chambers loose less efficiency than the top ones…??
Percentage variation of efficiency at 3400 V 
between beginning and end 2018 chamber by chamber 
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…. NOT QUITE PROVED! 
variations of similar amplitude (opposite sign!) are observed between end 2017 and beginning 2018! 
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Figure 3.4: Percentage variation of eciency at HV = 3400 V, chamber by chamber, for
stations MB1 and MB4, between beginning and end 2018 (top) and between end
2017 and beginning 2018 (bottom).
Aging eects would therefore appear rst as displacements of the HV scan curves,
more easily visible at voltages lower than nominal. Monitoring detector eciency by
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repeating the HV scans at the beginning and at the end of each data taking period
provides information to spot early hints of aging, so that adequate measures can be
taken to avoid further losses. Figures 3.2 and 3.3 show results of HV scans performed at
the beginning and at the end of both 2017 and 2018 data taking . Since in 2018 the FE
threshold was lowered by 10 mV, the scan was repeated with 30 mV threshold to ease
comparison with the previous year.
No clear eect of aging was observed. However, the plots show variations of eciency
signicantly larger than the statistical errors. Figure 3.4 shows the percentage variations
observed chamber by chamber between two pairs of HV scan data samples. If the decrease
along 2018 could be interpreted as a hint of aging, there is no simple explanation for the
apparent increase observed during the winter shut-down 2017/2018.
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Figure 3.5: Atmospheric pressure trend in 2017
In order to explain the inconsistency of results of the repeated HV scans, a dependence
of eciency on atmospheric pressure has been conjectured. The main reason behind this
hypothesis is that the gas within the DT chambers is kept at atmospheric pressure,
so that external variations can indeed aect their behaviour. Correlations of currents
drawns by the anode wires were actually shown long time ago and are well understood.
However, the dependence of currents on pressure is continuous, while the hit eciency
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Figure 3.6: Atmospheric pressure trend in 2018
derives from a discrimination process. In fact, whereas the variations in the electric
charge released on the wires are continuous, the FE electronics only distinguishes if a
signal is higher or lower than the threshold, thus removing information about uctuations
far o the threshold.
The rst step of the work was to access the information provided by dedicated mon-
itors placed in the experimental cavern, which measure the atmospheric pressure at
regular time intervals. Decoding this information allowed us to look at the overall be-
haviour of atmospheric pressure along years 2017 and 2018, as shown in Figures 3.5 and
3.6. This information was then used to choose the most suitable datasets to perform the
next study: in fact, we needed a range of pressure values as wide as possible.
In order to assign a pressure value to each CMS event, we relied on the timestamp,
that is recorded event by event. The timestamp is a 19 digit integer, providing the
time elapsed from January 1st 1970 with accuracy of 1 µs. After properly decoding the
timestamp and converting it in the same time zone as the pressure data, we divided
the total data sample in bins of atmospheric pressure and computed bin by bin the hit
eciency, applying the method described in Section 3.1.
3.3.1 Cosmic ray runs at nominal voltage
In 2018 Proton physics runs were performed between end of April and middle October,
covering a relatively narrow range of atmospheric pressure (∼ 945÷ 975 mbar). In order
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to access a wider range of pressures (∼ 940÷ 990 mbar) and make a possible trend more
visible, we decided to consider instead cosmic rays data, collected from the beginning
to the end of the year. The main drawback of this choice is that these data are usually
collected in less stable conditions, due to the many tests conducted at CMS during the
technical stops.
The analysis was conducted using ROOT - Data Analysis Framework software, devel-
oped by CERN. [5] The total amount of events analyzed is around 11 millions, providing
sucient statistics. These data were stored in .root les containing organized structures
(Trees) that store all the relevant information.
Figures 3.7  3.8 show the outcome of cosmic rays data analysis. The results are
shown separately for dierent stations (MB), wheels and views (θ, φ).
No trend of hit eciency with atmospheric pressure is visible in these plots.
























































































































Figure 3.7: Hit eciency at dierent atmospheric pressure for MB1 (top) and MB2 (bottom)
in the bending plane (r,φ) (left) and in the longitudinal plane (θ, z ) (right). Data
were collected from January to November 2018.
3.3.2 Cosmic rays HV Scans
As discussed in section 3.2, at nominal voltage the eciency is well within the plateau,
therefore it tends to be stable with respect to small variations of both HV and other
parameters, as the atmospheric pressure. In order to make the analysis more sensitive
to variations of atmospheric pressure, we decided to exploit the full available dataset of
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Figure 3.8: Hit eciency at dierent atmospheric pressure for MB3 (top) and MB4 (bottom)
in the bending plane (r,φ) (left) and in the longitudinal plane (θ, z ) (right). Data
were collected from January to November 2018.
the HV scan runs. These data were collected during 2018 with a FE threshold of both
20 mV and 30 mV, in order to compare them to previous year data.
Searching for a dependency of hit eciency on both HV and pressure required the
creation of two-dimensional histograms. The information on the HV corresponding to
each run was retrieved from a database and stored in a le which was used as input for
the analysis, in order to assign event by event the proper bin of pressure and HV.
Data recorded with 20 mV and 30 mV threshold amounted to 5 million and 6 million
events respectively, and they were kept apart in the analysis. In order to exploit as much
as possible the available statistics, we decided to sum up hits of the dierent wheels,
assuming that cosmic data have little or no z-dependence. The layer that underwent the
HV scan was layer 1 of superlayer 3, which is devoted to measurements on the φ− view.
This means that no eects is expected in the θ-view. Results are shown in Figures 3.9 and
3.10. Dierent stations are taken apart, in particular for the MB4 the top and bottom
sectors were investigated separately, considering the φ asymmetry of cosmic rays.
Also in this case, no clear trend of hit eciency emerges from this analysis even
though signicant variations are visible, which should be traced back to causes dierent
from atmospheric pressure.








































































































































































































































Figure 3.9: Hit Eciency plotted for dierent values of both atmospheric pressure and HV
(of L1 SL3) for MB1, MB2, MB3 and MB4 (all wheels) with a FE threshold of 20
mV.







































































































































































































































































































































Figure 3.10: Hit Eciency plotted for dierent values of both atmospheric pressure and HV
(of L1 SL3) for MB1, MB2, MB3 and MB4 (all wheels) with a FE threshold of
30 mV.
Conclusions
The goal of this work was the investigation of the dependency of DT hit eciency on
atmospheric pressure, in order to nd an explanation for the variations observed in 2017
and 2018. The rst step of the work was the decoding of atmospheric pressure data
provided by monitors in the experimental cavern of CMS in order to associate pressure
information to the events in the analyzed datasets, and to choose the most suitable
dataset for the analysis. We decided to use cosmic rays data, because they had been
taken all over the year, in contrast with collision data (that concentrated in summer and
fall), therefore they covered a wider range of atmospheric pressure values.
First, we analyzed cosmic runs taken at nominal High Voltage. No trend of DT hit
eciency was observed.
Next, we examined sets of runs taken at dierent HV values. In fact, at HV lower
than nominal more signicant variations of eciency are expected. Actually, data taken
at HV lower than nominal are more sensitive to dierent conditions and show larger
variations, but again no trend of DT hit eciency as a function of atmospheric pressure
was found.
Since all these checks gave negative results, the present conclusion of this work is
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