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31. Classes of Functions of Bounded Generalized Variation
In 1881 Jordan [1] introduced a class of functions of bounded variation and
applied it to the theory of Fourier series. Hereinafter this notion was gener-
alized by many authors (quadratic variation, Φ-variation, Λ-variation ets.,
see [2]-[5]). In two dimensional case the class BV of functions of bounded
variation was introduced by Hardy [6].
Let f be a real function of two variable of period 2pi with respect to
each variable. Given intervals I = (a, b), J = (c, d) and points x, y from
T := [0, 2pi] we denote
f(I, y) := f(b, y)− f(a, y), f(x, J) = f(x, d)− f(x, c)
and
f(I, J) := f(a, c)− f(a, d)− f(b, c) + f(b, d).
Let E = {Ii} be a collection of nonoverlapping intervals from T ordered in
arbitrary way and let Ω be the set of all such collections E. Denote by Ωn
set of all collections of n nonoverlapping intervals Ik ⊂ T.
For the sequence of positive numbers Λ = {λn}∞n=1 we denote
ΛV1(f) = sup
y
sup
E∈Ω
∑
n
|f(Ii, y)|
λi
(E = {Ii}) ,
ΛV2(f) = sup
x
sup
F∈Ω
∑
m
|f(x, Jj)|
λj
(F = {Jj}),
ΛV1,2(f) = sup
F,E∈Ω
∑
i
∑
j
|f(Ii, Jj)|
λiλj
.
Definition 1. We say that the function f has Bounded Λ-variation on T =
[0, 2pi]2 and write f ∈ ΛBV , if
ΛV (f) := ΛV1(f) + ΛV2(f) + ΛV1,2(f) <∞.
We say that the function f has Bounded Partial Λ-variation and write f ∈
PΛBV if
PΛV (f) := ΛV1(f) + ΛV2(f) <∞.
If λn ≡ 1 (or if 0 < c < λn < C <∞, n = 1, 2, . . .) the classes ΛBV and
PΛBV coincide with the Hardy class BV and PBV respectively. Hence it
is reasonable to assume that λn → ∞ and since the intervals in E = {Ii}
are ordered arbitrarily, we will suppose, without loss of generality, that the
sequence {λn} is increasing. Thus,
(1.1) 1 < λ1 ≤ λ2 ≤ . . . , lim
n→∞
λn =∞.
In the case when λn = n, n = 1, 2 . . . we say Harmonic Variation instead
of Λ-variation and write H instead of Λ (HBV , PHBV , HV (f), ets).
The notion of Λ-variation was introduced by D. Waterman [4] in one
dimensional case and A. Sahakian [10] in two dimensional case.
4Definition 2. Let Φ-be a strictly increasing continuous function on [0,+∞)
with Φ (0) = 0. We say that the function f has bounded partial Φ-variation
on T 2 and write f ∈ PBVΦ, if
V
(1)
Φ (f) := sup
y
sup
{Ii}∈Ωn
n∑
i=1
Φ (|f (Ii, y) |) <∞, n = 1, 2, ...,
V
(2)
Φ (f) := sup
x
sup
{Jj}∈Ωm
m∑
j=1
Φ (|f (x, Jj) |) <∞, m = 1, 2, ....
In the case when Φ (u) = up, p ≥ 1, the notion of bounded partial p-
variation (class PBVp) was introduced in [8].
Theorem 1. Let Λ = {λn = nγn} and γn ≥ γn+1 > 0, n = 1, 2, .... .
1) If
(1.2)
∞∑
n=1
γn
n
<∞,
then PΛBV ⊂ HBV .
2) If, in addition, for some δ > 0
(1.3) γn = O(γn[1+δ]) as n→∞
and
(1.4)
∞∑
n=1
γn
n
=∞,
then PΛBV 6⊂ HBV .
Proof. 1) Let f ∈ PΛBV and
∞∑
i,j=1
|f (Ii, Jj) |
ij
=
∑
i≤j
|f (Ii, Jj) |
ij
+
∑
i>j
|f (Ii, Jj) |
ij
:= I1 + I2.
Then according to (1.2),
I1 =
∞∑
i=1
1
i
∞∑
j=i
|f (Ii, Jj) |
j
≤ 2
∞∑
i=1
1
i
sup
x
∞∑
j=i
|f (x, Jj) |
λj
λj
j
≤ 2
∞∑
i=1
λi
i2
sup
x
∞∑
j=i
|f (x, Jj) |
λj
≤ 2ΛV2 (f)
∞∑
i=1
λi
i2
≤ cΛV2 (f) <∞.
Similary, I2 ≤ cΛV1 (f) <∞.
52) In the proof of the second statement of Theorem 1 we use the following
well known lemma .
Lemma 1. Let ui and vi, i = 1, 2, . . . , j be two increasing (decreasing)
sequences of positive numbers. Then for any rearrangement {σ(i)} of the
set {1, 2, . . . , j}
j∑
i=1
uivj−i+1 ≤
j∑
i=1
uivσ(i) ≤
j∑
i=1
uivi.
Let (1.3) and (1.4) be fulfilled and define
f(x, y) :=
{
tj , x =
1
i , y =
1
j , j < i ≤ j +mj, i, j = 1, 2, ...
0, otherwise
,
where
(1.5) tj :=
(mj∑
i=1
1
λj
)−1
, mj =
[
j1+δ
]
, j = 1, 2, . . .
Let x = 1/i and let j(i) be the smallest integer satisfying
(1.6) j(i) +mj(i) ≥ i.
Since tj is decreasing and λj is increasing, using Lemma 1 we can write
sup
F∈Ω
∞∑
j=1
|f (1/i, Jj) |
λj
=
i−1∑
j=j(i)
tj
λj−j(i)
≤ tj(i)
i−j(i)∑
j=1
1
λj
≤ tj(i)
mj(i)∑
j=1
1
λj
= 1.
Hence
(1.7) ΛV2(f) ≤ 1.
For y = 1/j we have
sup
E∈Ω
∞∑
i=1
|f (Ii, 1/j) |
λi
= tj
mj∑
i=1
1
λi
= 1.
Consequently,
(1.8) ΛV1(f) ≤ 1.
Combining (1.7) and (1.8) we conclude that f ∈ PΛBV.
Now we prove that f 6∈ HBV. From (1.3) and (1.5)follows that
mj∑
i=1
1
λi
=
mj∑
i=1
1
iγi
≤ C logmj
γmj
≤ C log j
γj
.
Hence
(1.9) tj · log j ≥ cγj , j = 2, 3, . . .
6and from the definition of f , (1.5) and (1.4) we obtain
sup
E,F∈Ω
∑
i,j
|f (Ii, Jj) |
ij
≥
∞∑
j=1
tj
j
j+mj∑
i=j+1
1
i
≥ c
∞∑
j=1
tj
j
log(j +mj) ≥ c
∞∑
j=1
γj
j
=∞.
Theorem 1 is proved.
Taking λn ≡ 1 and λn = n in Theorem 1, we get
Corollary 1. PBV ⊂ HBV and PHBV 6⊂ HBV .
Corollary 2. Let Φ and Ψ are conjugate functions in the sense of Yung
(ab ≤ Φ(a) + Ψ(b)) and let for some {λn} satisfying (1)
(1.10)
∞∑
n=1
Ψ
(
1
λn
)
<∞.
Then PBVΦ ⊂ HBV . In particular, PBVp ⊂ HBV for any p > 1.
Indeed, from the inequality aλ ≤ Φ(a)+Ψ( 1λ ) follows that PBVΦ ⊂ PΛBV
under assumption (1.10), and PΛBV ⊂ HBV if (1.1) holds.
Definition 3 (see [9]). The partial modulus of variation of a function f are
the functions v1 (n, f) and v2 (m, f) defined by
v1 (n, f) := sup
y
sup
{Ii}∈Ωn
n∑
i=1
|f (Ii, y)| , n = 1, 2, . . . ,
v2 (m, f) := sup
x
sup
{Jk}∈Ωm
m∑
i=1
|f (x, Jk)| , m = 1, 2, . . . .
For functions of one variable the concept of the modulus variation was
introduced by Chanturia [5].
Theorem 2. If f ∈ B is bounded on T 2 and
∞∑
n=1
√
vj (n, f)
n3/2
<∞, j = 1, 2,
then f ∈ HBV.
7Proof. Using Abel transformation we can write
m∑
k=1
|f (x, Jk) |
k
=
m−1∑
k=1
(
1
k
− 1
k + 1
) k∑
l=1
|f (x, Jl) |+ 1
m
m∑
k=1
|f (x, Jk)
≤
m−1∑
k=1
1
k2
(
k∑
l=1
|f (x, Jl) |
)1/2( k∑
l=1
|f (x, Jl) |
)1/2
+ c
≤ c
m−1∑
k=1
√
k
k2
(
k∑
l=1
|f (x, Jl) |
)1/2
+ c
≤ c
∞∑
k=1
√
v2 (k, f)
k3/2
+ c ≤ c <∞.
Consequently,
(1.11) HV2 (f) <∞.
Analogously, we can prove that
(1.12) HV1 (f) <∞.
Using Hardy transformation we obtain
n∑
i=1
m∑
j=1
|f (Ii, Jj) |
ij
=
n−1∑
i=1
m−1∑
j=1
(
1
i
− 1
i+ 1
)(
1
j
− 1
j + 1
) i∑
l=1
j∑
s=1
|f (Il, Js) |
+
1
n
m−1∑
j=1
(
1
j
− 1
j + 1
) n∑
l=1
j∑
s=1
|f (Il, Js) |(1.13)
+
1
m
n−1∑
i=1
(
1
j
− 1
j + 1
) i∑
l=1
m∑
s=1
|f (Il, Js) |
+
1
nm
n∑
i=1
m∑
j=1
|f (Ii, Jj) |
= I + II + III + IV.
Since
i∑
l=1
j∑
s=1
|f (Il, Js) | ≤ 2i sup
x
j∑
s=1
|f (x, Js) | ≤ 2iv2 (j, f)
and
i∑
l=1
j∑
s=1
|f (Il, Js) | ≤ 2j sup
y
i∑
l=1
|f (Il, y) | ≤ 2jv1 (i, f)
8we can write
I ≤
n−1∑
i=1
m−1∑
j=1
1
i2j2
(
i∑
l=1
j∑
s=1
|f (Il, Js) |
)1/2( i∑
l=1
j∑
s=1
|f (Il, Js) |
)1/2
≤ 2
n−1∑
i=1
m−1∑
j=1
√
ijv2 (j, f) v1 (i, f)
i2j2
(1.14)
≤ 2
∞∑
i=1
√
v1 (i, f)
i3/2
∞∑
j=1
√
v2 (j, f)
j3/2
<∞,
II ≤ 1
n
m−1∑
j=1
1
j2
(
n∑
l=1
j∑
s=1
|f (Il, Js) |
)1/2( n∑
l=1
j∑
s=1
|f (Il, Js) |
)1/2
≤ 1
n
m−1∑
j=1
√
njv2 (j, f)
j2
(1.15)
≤
√
v1 (n, f)√
n
∞∑
j=1
√
v2 (j, f)
j3/2
≤ c <∞, n = 1, 2, ...,
Analogously, we can prove that
(1.16) III ≤ c <∞,
(1.17) IV ≤ 2
√
v1 (n, f)
n
v2 (m, f)
m
≤ c <∞, n,m = 1, 2, ....
Combining (1.11)-(1.17) we conclude that f ∈ HBV. Theorem 2 is proved.
2. Convergence of two-dimensional trigonometric Fourier
series
Let f ∈ L1 (T 2) , T 2 := [0, 2pi]2 . The Fourier series of f with respect to
the trigonometric system is the series
S [f ] :=
+∞∑
m,n=−∞
f̂ (m,n) eimxeiny,
where
f̂ (m,n) =
1
4pi2
∫ 2pi
0
∫ 2pi
0
f(x, y)e−imxe−inydxdy
are the Fourier coefficients of the function f . The rectangular partial sums
are defined as follows:
SM,N [f, (x, y)] :=
M∑
m=−M
N∑
n=−N
f̂ (m,n) eimxeiny,
9In this paper we consider convergence of only rectangular partial sums
(convergence in the sense of Pringsheim) of double Fourier series.
We denote by C(T 2) the space of continuous functions which are 2pi-
periodic with respect to each variable with the norm
‖f‖C := sup
x,y∈T 2
|f(x, y)|.
For the function f defined on T 2 we denote by f (x± 0, y ± 0) the open co-
ordinate quadrant limits (if exist) at the point (x, y) and let 14
∑
f (x± 0, y ± 0)
be the arithmetic mean
(2.1)
1
4
{f (x+ 0, y + 0) + f (x+ 0, y − 0) + f (x− 0, y + 0) + f (x− 0, y − 0)}.
The well known Dirichlet-Jordan theorem (see [7]) states that the Fourier
series of a function f(x), x ∈ T of bounded variation converges at every
point x to the value [f (x+ 0) + f (x− 0)] /2. If f is in addition continuous
on T the Fourier series converges uniformly on T .
Hardy [6] generalized the Dirichlet-Jordan theorem to the double Fourier
series. He proved that if function f(x, y) has bounded variation in the sense
of Hardy (f ∈ BV ), then S [f ] converges at any point (x, y) to the value
1
4
∑
f (x± 0, y ± 0). If f is in addition continuous on T 2 then S [f ] converges
uniformly on T 2.
Theorem S (Sahakian [10]). The Fourier series of a function f (x, y) ∈
HBV converges to 14
∑
f (x± 0, y ± 0) at any point (x, y), where the quad-
rant limits (2.1) exist. The convergence is uniformly on any compact K,
where the function f is continuous.
Theorem S was proved in [10] under assumption that the function is
continuous on some open set containing K while Sargsyan noticed in [11],
that the continuity of f on the compact K is sufficient.
Analogs of Theorem S for higher dimensions can be found in [12] and [13].
Convergence of spherical and other partial sums of double Fourier series of
functions of bounded Λ-variation was investigated in details by Dyachenko
(see [14], [15] and references therein).
The first author [9] has proved that if f is continuous function and has
bounded partial p-variation (f ∈ PBVp) for some p ∈ [1,+∞) then S [f ]
converges uniformly on T 2. Moreover, the following is true
Theorem G (Goginava [9]). Let f ∈ C (T 2) and
∞∑
n=1
√
vj (n, f)
n3/2
<∞, j = 1, 2.
Then S [f ] converges uniformly on T 2.
Theorems 1, 2, Corollary 2 and Theorem S imply
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Theorem 3. Let f ∈ PΛBV with
∞∑
j=1
λj
j2
<∞, λj
j
↓ 0.
Then S [f ] converges to
∑
f (x, y) in any point (x, y), where the quadrant
limits (2.1) exist. The convergence is uniformly on any compact K, where
the function f is continuous.
Theorem 4. Let f ∈ B and
∞∑
n=1
√
vj (n, f)
n3/2
<∞, j = 1, 2.
Then S [f ] converges to 14
∑
f (x± 0, y ± 0) in any point (x, y), where the
quadrant limits (2.1) exist. The convergence is uniformly on any compact
K, where the function f is continuous.
Corollary 3. Let f ∈ B and v1 (k, f) = O (kα) , v2 (k, f) = O
(
kβ
)
, 0 <
α, β < 1. Then S [f ] converges to 14
∑
f (x± 0, y ± 0) in any point (x, y),
where the quadrant limits (2.1) exist. The convergence is uniformly on any
compact K, where the function f is continuous.
Theorem 5. Let f ∈ PBVp, p ≥ 1. Then S [f ] converges to 14
∑
f (x± 0, y ± 0)
in any point (x, y), where the quadrant limits in (2.1) exist. The convergence
is uniformly on any compact K, where the function f is continuous.
From Theorem 3 follows that for any δ > 0 the Fourier series of the
function f ∈ P
{
n
log1+δ n
}
BV converges to 14
∑
f (x± 0, y ± 0) in any point
(x, y), where the quadrant limits (2.1) exist. Moreover, one can not take
here δ = 0 (see Theorem 6). It is interesting to compare this result with
that obtained by M. Dyachenko and D. Waterman in [16].
Dyachenko and Waterman [16] introduced another class of functions of
generalized bounded variation. Denoting by Γ the the set of finite collections
of nonoverlapping rectangles Ak := [αk, βk]× [γk, δk] ⊂ T 2 we define
Λ∗V (f) := sup
{Ak}∈Γ
∑
k
|f (Ak)|
λk
.
Definition 4 (Dyachenko, Waterman). Let f be a real function on T 2 :=
[0, 2pi] × [0, 2pi]. We say that f ∈ Λ∗BV if
ΛV (f) := ΛV1(f) + ΛV2(f) + Λ
∗V (f) <∞.
Theorem DW ([16]). If f ∈
{
n
logn
}∗
BV , then in any point (x, y) the
quadrant limits (2.1) exist and the double Fourier series of f converges to
1
4
∑
f (x± 0, y ± 0).
Moreover, the sequence
{
n
logn
}
can not be replaced with any sequence
{
nαn
logn
}
,
where αn →∞.
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It is easy to show (see[16]), that
{
n
logn
}∗
BV ⊂ HBV , hence the conver-
gence part of Theorem DW follows from Theorem S. It is essential that the
condition f ∈
{
n
logn
}∗
BV guaranties the existence of quadrant limits.
The next theorem in particular shows that in Theorem S the condition
HV1,2(f) <∞ is necessary, i.e the boundedness of partial harmonic variation
is not sufficient for the convergence of Fourier series of continuous function.
Theorem 6. Let Λ = {λn = nγn} where γn is an decreasing sequence
satisfying (1.3) and (1.4). Then there exists a continuous function f ∈
PΛBV with Fourier series that diverges at (0, 0).
We need the following simple lemma that easily follows from Lemma 1.
Lemma 2. Let the function g(t) be defined on T and
0 = t1 < t2 < . . . < t2m = 2pi.
Suppose g is increasing on [ti, ti+1] if i is odd and is decreasing, if i is even.
If
|g(ti+1)− g(ti)| > |g(ti+2)− g(ti+1)| , i = 1, 2, . . . , 2m− 2,
then
ΛBV (g) =
2m−1∑
i=1
|g(ti+1)− g(ti)|
λi
,
for any sequence Λ = {λn} satisfying (1.1).
Proof of Theorem 6. It is not hard to see, that for any sequence Λ = {λn}
satisfying (1.1) the class C(T 2) ∩ PΛBV is a Banach space with the norm
‖f‖PΛBV := ‖f‖C + PΛV (f).
Let Λ = {λn} be as in Theorem 6 and denote
Ai,j =
[
pii
N + 1/2
,
pi(i+ 1)
N + 1/2
)
×
[
pij
N + 1/2
,
pi(j + 1)
N + 1/2
,
)
.
Define tj and mj as in (1.5) and consider the function
(2.2) fN (x, y) =
∑
(i,j)∈W
tj χAi,j (x, y) sin
(
N +
1
2
)
x · sin
(
N +
1
2
)
y,
where χA(x, y) is the characteristic function of the set A ⊂ T 2 and
W := {(i, j) : j < i < j +mj, 1 ≤ j < Nδ} , Nδ =
(
N
2
) 1
1+δ
.
Each summand in the sum (2.2) is continuous on the rectangle Ai,j and
vanishes on its boundary, hence fN ∈ C(T 2).
Next, in view of Lemma 2, using the same arguments as in the proof of
(1.7) and (1.8), we get
ΛV1(fN ) ≤ 1, ΛV2(fN ) ≤ 1.
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Hence fN ∈ PΛBV and
(2.3) ‖fN‖PΛV ≤ 3, N = 1, 2, . . . .
Observe that Nδ < N and j + mj < N , if j < Nδ, hence Ai,j ⊂ T 2, if
(i, j) ∈ W . Taking onto account (1.5) and (1.9), for the square partial sum
of the Fourier series of fN at (0, 0) we get
pi ·SN,N [fN , (0, 0)] =
∫
T 2
fN (x, y)DN (x)DN (y)dxdy
=
∑
(i,j)∈W
tj
∫
Ai,j
sin2
(
N + 12
)
x · sin2 (N + 12) y
4sinx2sin
y
2
dxdy(2.4)
≥ c
Nδ∑
j=1
tj
j
j+mj∑
i=j+1
1
i
≥ c
Nδ∑
j=1
tj
j
log(j +mj) ≥ c
Nδ∑
j=1
γj
j
→∞.
as N →∞, where c is an absolute constant.
Applying the Banach-Steinhaus Theorem, from (2.3) and (2.4) we obtain
that there exists a continuous function f ∈ PΛBV such that
sup
N
|SN,N [f, (0, 0)]| =∞.

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