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WEAK HORSESHOE WITH BOUNDED-GAP-HITTING TIMES
LEIYE XU AND JUNREN ZHENG
Abstract. In this paper, we consider weak horseshoe with bounded-gap-hitting
times. For a flow (M,φ), it is shown that if the time one map (M,φ1) has weak
horseshoe with bounded-gap-hitting times, so is (M,φτ ) for all τ 6= 0. In addition, we
prove that for an affine homeomorphsim of a compact metric abelian group, positive
topological entropy is equivalent to weak horseshoe with bounded-gap-hitting times.
1. Introduction
Throughout this paper, by a topological dynamical system (TDS for short) we mean a
pair (X, T ), where X is a compact metric space and T : X → X is a homeomorphism.
In the early of 1960s, Smale constructed the well-known horseshoe map, which showed
that a structurally stable diffeomorphism may be very complicated [11]. We say that
a TDS (X, T ) has a horseshoe if there exists a subsystem (Λ, T n) of (X, T ) for some
n ∈ N which is topologically conjugate to the two-sided full shift ({0, 1}Z, σ). We say
that a TDS (X, T ) has a semi-horseshoe if there exists a subsystem (Λ, T n) of (X, T n)
for some n ∈ N which is topologically semi-conjugate to the two-sided full shift.
The notion of weak horseshoe first appeared in [7] (see also [8, 9]). We introduce
several kinds of weak horseshoes in the following.
Definition 1.1. Let (X, T ) be a TDS. Then
(1) We say (X, T ) has a weak horseshoe with positive-density-hitting times, if there
exist two disjoint closed subsets U0, U1 of X , a constant b > 0 and J ⊂ N such
that the limit
lim
m→+∞
1
m
|J ∩ {0, 1, 2, · · · , m− 1}|
exists and is larger than or equal to b (positive density), and for any s ∈ {0, 1}J ,
there exists xs ∈ X with T
j(xs) ∈ Us(j) for any j ∈ J .
(2) We say (X, T ) has a weak horseshoe with bounded-gap-hitting times, if there
exist two disjoint closed subsets U0, U1 of X , a constant K > 0 and a subset
J = {ni}i∈Z of integer numbers with 0 < ni+1 − ni < K for i ∈ Z, and for any
s ∈ {0, 1}J , there exists xs ∈ X such that T
j(xs) ∈ Us(j) for any j ∈ J .
(3) We say (X, T ) has a weak horseshoe with periodic hitting times, if there exist
two disjoint closed subsets U0, U1 of X , and J = {Kn : n ∈ Z} for some
2000 Mathematics Subject Classification. Primary 37H10; Secondary 37B25.
Key words and phrases. weak horseshoe, entropy.
1
2 L. XU J. ZHENG
positive integer K ∈ N such that for any s ∈ {0, 1}J , there exists xs ∈ X with
T j(xs) ∈ Us(j) for any j ∈ J .
In this paper, by a flow we mean a pair (M,φ), where M is a compact metric space
with metric d and φ : M ×R→ X is a continuous map on M ×R satisfying φ0(x) = x
and φt ◦ φs(x) = φt+s(x) for all x ∈ M and t, s ∈ R, where φt(x) = φ(x, t) for each
t ∈ R and x ∈ M . It is known that for a flow (M,φ), the time one map (M,φ1) has a
horseshoe does not imply that (M,φτ ) has a horseshoe for all τ 6= 0. Here is an example:
Let σ be the left shift on {0, 1}Z. The suspension flow φ , which is constructed over
({0, 1}Z, σ), acts in the space
M = {(x, s) : x ∈ {0, 1}Z, 0 ≤ s < 1}
moves each point in M vertically upward with unit speed, and we identify the point
(x, 1) with (σx, 0) for any x ∈ {0, 1}Z. More precisely, for (x, s) ∈M and t ∈ R
φt(x, s) = (σ
nx, s+ t− n)
where n ∈ Z is the unique number such that n ≤ s+t < n+1. Then if τ is an irrational
number, (M,φτ ) does not have a horseshoe.
Given a TDS (X, T ), one can define its topological entropy htop(T,X) in the usual
way (see [2]). For a flow (M,φ), it is well known that htop(φt) = |t|htop(φ1) for any
t ∈ R (see [1]). In [8], Huang and Ye showed that a TDS (X, T ) has positive topological
entropy if and only if (X, T ) has a weak horseshoe with positive density hitting times
(see also [7, 9]). Thus, it is clear that for a flow (M,φ), if the time one map (M,φ1)
has a weak horseshoe with positive density hitting times then (M,φτ ) has the same
property for all τ 6= 0. Hence there is a very natural question. Is it true that the time
one map (M,φ1) has a weak horseshoe with bounded-gap-hitting times implies that
(M,φτ ) has the same property for all τ 6= 0?
The main aim of this paper is to give an affirmative answer to this question. Our
main result is as follows:
Theorem 1.2. Let (M,φ) be a flow. If (M,φ1) has a weak horseshoe with bounded-gap-
hitting times, then for all τ 6= 0, (M,φτ ) has a weak horseshoe with bounded-gap-hitting
times.
In the process of studying various kinds of weak horseshoes, we notice that we can
define weak horseshoe with bounded-gap-hitting times on a flow, which is similar to
the discrete time case. The following is the precise definition.
Definition 1.3. Let (M,φ) be a flow. We say that (M,φ) has a weak horseshoe
with bounded-gap-hitting times, if there exist two disjoint closed subsets U0, U1 of X ,
two constants K > 0, L > 0 and a subset J = {ti}i∈Z of real numbers such that
L < ti+1 − ti < K for i ∈ Z, and for any s ∈ {0, 1}
J , there exists xs ∈ X with
φj(xs) ∈ Us(j) for any j ∈ J .
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By the above definition, it is not hard to see that (M,φ1) has a weak horseshoe
with bounded-gap-hitting times implies (M,φ) has a weak horseshoe with bounded-
gap-hitting times. By using the similar method in the proof of Theorem 1.2, we can
prove that the inverse direction also holds.
Theorem 1.4. Let (M,φ) be a flow. (M,φ) has a weak horseshoe with bounded-gap-
hitting times if and only if (M,φ1) has a weak horseshoe with bounded-gap-hitting times.
In [5], Huang, Li, Xu and Ye showed that a TDS (X, T ) has a semi-horseshoe if and
only if it has a weak horseshoe with periodic hitting times. Furthermore, they showed
that if an automorphism T on a compact metric abelian groupX has positive topological
entropy, then it has a semi-horseshoe. In this paper, we study the dynamics of the affine
homeomorphism on a compact metric abelian groups and obtain the following result.
Theorem 1.5. Let T be an affine homeomorphsim of a compact metric abelian group
X. (X, T ) has positive topological entropy (i.e., htop(T,X) > 0) if and only if (X, T )
has a weak horseshoe with bounded-gap-hitting times.
We also want to know whether or not (X, T ) is uniquely ergodic when (X, T ) has a
weak horseshoe with bounded-gap-hitting times. We give an answer to this question.
Theorem 1.6. Let (X, T ) be a TDS. If (X, T ) has a weak horseshoe with bounded-gap-
hitting times, then it has infinitely many minimal sets. Particularly, it is not uniquely
ergodic.
The paper is organized as follows. In Section 2, we will introduce a useful Lemma
and prove Theorem 1.2 as well as Theorem 1.4. In Section 3, we will prove Theorem 1.5.
In Section 4, we prove Theorem 1.6. In Section 5, we will pose some open questions.
Acknowledgement: Leiye Xu is partially supported by NNSF of China (11801538,
11871188). Junren Zheng is partially supported by NNSF of China (11971455). The
authors would like to thank Wen Huang and Xiao Ma for making many valuable sug-
gestions.
2. Proof of Theorem 1.2 and 1.4
In this section, we are to prove Theorem 1.2 and Theorem 1.4. To prove Theorem
1.2, we need to introduce several concepts. A subset F of Z is said to be thick if for
any n ∈ N there exists m ∈ Z such that {m,m+1, · · · , m+n} ⊂ F . An infinite subset
F = {si}i∈Z of Z is said to be syndetic if there exists K > 0 such that 0 < si+1−sn ≤ K
for all i ∈ Z). A subset of Z is called piecewise syndetic if it is intersection of a thick
subset of Z and a syndetic subset of Z. The following Lemma is useful for our proof
(see for example [4, Theorem 1.23]).
Lemma 2.1. Let Z = B1 ∪ B2 ∪ · · · ∪ Bq be a partition of Z into finitely many sets.
Then at least one of these sets is piecewise syndetic.
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Definition 2.2. Let (X, T ) be a TDS and U0, U1 be two disjoint non-empty closed
subsets of X . We define
IndT (U0, U1) ={J ⊂ Z : for any s ∈ {0, 1}
J , there exists xs ∈ X
with T j(xs) ∈ Us(j) for any j ∈ J} and
ΣT (U0, U1) ={1J ∈ {0, 1}
Z : J ∈ IndT (U0, U1)},
where 1J(i) = 1 if i ∈ J , and 1J(i) = 0 if i 6∈ J .
It is clear that ΣT (U0, U1) is a non-empty σ-invariant closed subset of {0, 1}
Z. Hence,
for a subset F of Z, if for each n ∈ N we can find rn ∈ Z such that
rn + F ∩ [−n, n] ∈ IndT (U0, U1),
then F ∈ IndT (U0, U1).
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. We will obtain a piecewise syndetic set by using Lemma 2.1.
One useful obeservation is that we can get a syndetic set from a piecewise syndetic set.
Let (M,φ) be a flow such that (M,φ1) has a weak horseshoe with bounded-gap-
hitting times. Since φ1 has a weak horseshoe with bounded-gap-hitting times, there
exist two disjoint non-empty closed subsets U0, U1 of M , a syndetic set J = {ai}i∈Z of
Z such that J ∈ Indφ1(U0, U1), that is, for any s ∈ {0, 1}
J , there exists xs ∈ M with
φj1(xs) ∈ Us(j) for any j ∈ J . Since U0, U1 are two disjoint closed subsets of M , there
exists δ > 0 such that W0 ∩W1 = ∅, where W0 = B(U0, δ) and W1 = B(U1, δ).
Now we fix a real number τ 6= 0. It is clear that there exists 0 < τ0 < |τ | such that
d(φt(x), x) < δ for all x ∈M and t ∈ [−τ0, τ0]. For k ∈ N, we let
Ak =
⋃
i∈Z
[
ai + kτ0, ai + (k + 1)τ0
]
.
Since J is syndetic, we can find a K ∈ N such that 0 < ai+1 − ai ≤ K for all i ∈ Z.
Thus there exists N ∈ N such that R =
⋃N
k=1Ak. Let Bk = {n ∈ Z : nτ ∈ Ak}. Then
Z =
⋃N
k=1Bk. By Lemma 2.1, there exists some Bm, 1 ≤ m ≤ N such that Bm is
piecewise syndetic. Thus there exists a syndetic set F = {bi}i∈Z ⊂ Z such that for any
n ∈ N there exists pn ∈ Z satisfying
pn + {b−n, . . . , b−1, b0, b1, · · · , bn} ⊂ Bm.
We can also require that either {pn} is strictly increasing and pn + bn < pn+1 + b−(n+1)
for all n ∈ N, or {pn} is strictly decreasing and pn + b−n > pn+1 + b(n+1) for all n ∈ N.
Let Vi = φmτ0(Wi) for i = 0, 1. Since W0 ∩ W1 = ∅, we have that V0, V1 are two
two disjoint non-empty closed subsets of M . Now we are going to show that F ∈
Indφτ (V0, V1), that is, for any s ∈ {0, 1}
F , there exists xs ∈ M with φ
bi
τ xs ∈ Vs(bi) for
all i ∈ Z. This implies that (M,φτ ) has a weak horseshoe with bounded-gap-hitting
times.
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Given i ∈ Z. Since bi + pn ∈ Bm, n ≥ |i| by the definition of Bm, we can find
j(i, n) ∈ Z such that
aj(i,n) +mτ0 ≤ (bi + pn)τ ≤ aj(i,n) + (m+ 1)τ0
for each n ≥ |i|. Since 0 < τ0 < |τ |, it follows that {aj(i,n)}n≥|i| ∩ {aj(i′,n′)}n′≥|i′| = ∅ for
any i 6= i′ ∈ Z.
For any s ∈ {0, 1}F , we take s′ ∈ {0, 1}J such that s′(aj(i,n)) = s(bi) for any i ∈ Z
and n ≥ |i|. Since J ∈ Indφ1(U0, U1), there exists xs′ ∈M with
φaj(i,n)(xs′) = φ
aj(i,n)
1 (xs′) ∈ Us′(aj(i,n)) = Us(bi)
for any i ∈ Z and n ≥ |i|.
Next we take a subsequence {n1 < n2 < · · · } of N such that limk→∞ φ
pnk
τ xs′ = xs for
some xs ∈M . Then for i ∈ Z, we have
d
(
φ−mτ0(φ
bi
τ xs), Us(bi)
)
= lim
k→∞
d
(
φ−mτ0(φ
bi+pnk
τ xs′), Us(bi)
)
= lim
k→∞
d
(
φτ(bi+pnk )−mτ0xs′ , Us(bi)
)
≤ lim sup
k→∞
d
(
φτ(bi+pnk )−mτ0xs′ , φaj(i,nk)xs
′
)
+ lim sup
k→∞
d
(
φaj(i,nk)xs
′ , Us(bi)
)
≤ lim sup
k→∞
max
0≤t≤τ0
d
(
φt+aj(i,nk)xs
′ , φaj(i,nk)xs
′
)
+ lim sup
k→∞
d
(
φaj(i,nk)xs
′ , Us(bi)
)
≤ lim sup
k→∞
max
0≤t≤τ0
d
(
φt(φaj(i,nk)xs
′), φaj(i,nk)xs
′
)
+ lim sup
k→∞
d
(
φaj(i,nk)xs
′ , Us(bi)
)
≤ δ + 0 = δ.
Hence φ−mτ0(φ
bi
τ xs) ∈ Ws(bi). It follows that φ
bi
τ xs ∈ Vs(bi). Thus we show that F ∈
Indφτ (V0, V1). This finishes the proof of Theorem 1.2. 
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. We follow the similar arguments of the proof of Theorem 1.2.
Let (M,φ) be a flow having a weak horseshoe with bounded-gap-hitting times. Thus
there exist two disjoint closed subsets U0, U1 of X , two constants K > 0,L > 0 and a
subset J = {ti}i∈R of real number such that L < ti+1 − ti < K for i ∈ R, and for any
s ∈ {0, 1}J , there exists xs ∈ X with φj(xs) ∈ Us(j) for any j ∈ J . Since U0, U1 are two
disjoint closed subsets, there exists δ > 0 such that W0 ∩W1 = ∅, where W0 = B(U0, δ)
and W1 = B(U1, δ).
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It is clear that there exists 0 < τ0 < 1 such that d(φt(x), x) < δ for any x ∈ M and
|t| < τ0. For k ∈ N, we let
Ak =
⋃
i∈Z
[
ti + kτ0, ti + (k + 1)τ0
]
.
Since L < ti+1 − ti ≤ K for all i ∈ Z, there exists N ∈ N such that R =
⋃N
k=1Ak. Let
Bk = Z ∩ Ak. Then Z =
⋃N
k=1Bk. By Lemma 2.1, there exists some Bm, 1 ≤ m ≤ N
such that Bm is piecewise syndetic. Thus there exists a syndetic set F = {bi}i∈Z ⊂ Z
such that for any n ∈ N, there exists pn ∈ Z satisfying
pn + {b−n, . . . , b−1, b0, b1, · · · , bn} ⊂ Bm.
We can also require that either {pn} is strictly increasing and pn + bn < pn+1 + b−(n+1)
for all n ∈ N, or {pn} is strictly decreasing and pn + b−n > pn+1 + b(n+1) for all n ∈ N.
Let Vi = φmτ0(Wi) for i = 0, 1. Since W0 ∩ W1 = ∅, we have that V0, V1 are two
two disjoint non-empty closed subsets of M . Now we are going to show that F ∈
Indφ1(V0, V1), that is, for any s ∈ {0, 1}
F , there exists xs ∈M with φ
bi
1 xs ∈ Vs(bi) for all
i ∈ Z. This implies that (M,φ1) has a weak horseshoe with bounded-gap-hitting times.
Given i ∈ Z. Since bi + pn ∈ Bm, n ≥ |i| by the definition of Bm, we can find
j(i, n) ∈ Z such that
tj(i,n) +mτ0 ≤ (bi + pn) ≤ tj(i,n) + (m+ 1)τ0
for each n ≥ |i|. Since 0 < τ0 < 1, it follows that {tj(i,n)}n≥|i| ∩ {tj(i′,n′)}n′≥|i′| = ∅ for
any i 6= i′ ∈ Z.
For any s ∈ {0, 1}F , we take s′ ∈ {0, 1}J such that s′(tj(i,n)) = s(bi) for any i ∈ Z
and n ≥ |i|. By the assumption there exists xs′ ∈M with
φtj(i,n)(xs′) ∈ Us′(tj(i,n)) = Us(bi)
for any i ∈ Z and n ≥ |i|.
Next we take a subsequence {n1 < n2 < · · · } of N such that limk→∞ φ
pnk
1 xs′ = xs for
some xs ∈M . Then for i ∈ Z, we have
d
(
φ−mτ0(φ
bi
1 xs), Us(bi)
)
= lim
k→∞
d
(
φ−mτ0(φ
bi+pnk
1 xs′), Us(bi)
)
= lim
k→∞
d
(
φbi+pnk−mτ0xs′ , Us(bi)
)
≤ lim sup
k→∞
d
(
φbi+pnk−mτ0xs′ , φtj(i,nk)xs
′
)
+ lim sup
k→∞
d
(
φtj(i,nk)xs
′ , Us(bi)
)
≤ lim sup
k→∞
max
0≤t≤τ0
d
(
φt+tj(i,nk)xs
′ , φtj(i,nk)xs
′
)
+ lim sup
k→∞
d
(
φtj(i,nk)xs
′ , Us(bi)
)
≤ lim sup
k→∞
max
0≤t≤τ0
d
(
φt(φtj(i,nk)xs
′), φtj(i,nk)xs
′
)
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+ lim sup
k→∞
d
(
φtj(i,nk)xs
′ , Us(bi)
)
≤ δ + 0 = δ.
Hence φ−mτ0(φ
bi
1 xs) ∈ Ws(bi). It follows that φ
bi
1 xs ∈ Vs(bi). Thus we show that F ∈
Indφ1(V0, V1). This finishes the proof of Theorem 1.4. 
3. Proof of Theorem 1.5
In this section we are to prove Theorem 1.5. It is showed in [5] that a TDS (X, T )
has a semi-horseshoe if and only if it has a weak horseshoe with periodic hitting times.
The following result also comes from [5].
Proposition 3.1. If an automorphism T on a compact metric abelian group X has
positive topological entropy, then it has a semi-horseshoe.
It is clear that if a TDS (X, T ) has a weak horseshoe with bounded-gap-hitting times,
then it has positive entropy. Now Theorem 1.5 comes from the following Theorem.
Theorem 3.2. If an affine homeomorphism T on a compact metric abelian group X
has positive topological entropy, then it has a weak horseshoe with bounded-gap-hitting
times.
Proof. Let T (x) = gA(x) for all x ∈ X , where A is an automorphism of X and g ∈ X .
It is known that htop(T ) = htop(A) > 0 (see [3]). Thus by proposition 3.1, A has a semi-
horseshoe. Hence A has a weak horseshoe with periodic hitting times, that is, there
exist two disjoint closed subsets V0, V1 of X , and J = {Kn : n ∈ Z} for some positive
integer K ∈ N such that for any s ∈ {0, 1}J , there exists xs ∈ X with A
j(xs) ∈ Vs(j)
for any j ∈ J , i.e., J ∈ IndA(V0, V1).
Let W be an open neighborhood of e where e is the identity element of X such that
WV0 ∩ WV1 = ∅. Note that U = {hW : h ∈ X} is an open cover of X . Since X
is compact, there exist h1, · · · , hk ∈ X such that
⋃k
i=1 hiW = X . For n ∈ Z, we let
gn = T
n(e) where e is the identity of X . It is not hard to see that T n(x) = gnA
n(x) for
any x ∈ X . Let Bi = {n ∈ Z : gKn ∈ hiW}. Then Z = ∪
k
i=1Bi since
⋃k
i=1 hiW = X .
By lemma 2.1, there exists 1 ≤ m ≤ k such that Bm is piecewise syndetic. Therefore,
there exists a syndetic set F = {bi}i∈Z ⊂ Z such that for any n ∈ N there exists pn ∈ Z
satisfying
pn + {b−n, · · · , b−1, b0, b1, . . . , bn} ⊂ Bm.
Let Ui = hmWVi for i = 0, 1. U0, U1 are two disjoint closed subsets of X since
WV0 ∩ WV1 = ∅. In the following we are to show that KF ∈ IndT (U0, U1). This
implies that (X, T ) has a weak horseshoe with bounded-gap-hitting times, since KF is
a syndetic subset of Z.
To show that KF ∈ IndT (U0, U1), it is sufficient to show that for each n ∈ N,
Jn ∈ IndT (U0, U1), where Jn = K(pn + {b−n, · · · , b−1, b0, b1, . . . , bn}). Given n ∈ N,
then gj ∈ hmW for all j ∈ Jn. For any s ∈ {0, 1}
Jn, we take s′ ∈ {0, 1}J such
that s′(j) = s(j) for any j ∈ Jn. Since J ∈ IndA(V0, V1), there exists xs′ ∈ X with
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Aj(xs′) ∈ Vs′(j) = Vs(j) and so T
j(x′s) = gjA
j(xs′) ∈ hmWVs(j) ⊂ Us(j) for all j ∈ Jn.
Thus Jn ∈ IndT (U0, U1). This finishes the proof of Theorem 3.2. 
4. Proof of Theorem 1.6
In this section we are to prove Theorem 1.6. Firstly we need the following result,
which is essentially Theorem 5.12 in [6].
Proposition 4.1. Let p, ℓ ∈ N with p ≥ 2. For any integer m ≥ 4ℓ + 2, given any
sequence {An}n∈Z of subsets of {0, 1, · · · , p − 1}
m with |An| ≤ ℓ for each n ∈ Z, there
exists x ∈ {0, 1, · · · , p− 1}Z such that x[n, n +m− 1] 6∈ An for every n ∈ Z.
We are ready to proof Theorem 1.6.
Proof of Theorem 1.6. Let (X, T ) have a weak horseshoe with bounded-gap-hitting
times. Then there exist two disjoint closed subsets V0, V1 of X , a constant K > 0
and a subset J = {ni}i∈Z of integer number such that 0 < ni+1−ni < K for i ∈ Z, and
J ∈ IndT (V0, V1), that is, for any s ∈ {0, 1}
J , there exists xs ∈ X with T
j(xs) ∈ Vs(j)
for any j ∈ J .
Next we take two disjoint open subsets U0 and U1 of X such that V0 ⊂ U0 and
V1 ⊂ U1. Then let π : X → {0, 1} such that π(x) = 0 if x ∈ U0 and π(x) = 1 if x ∈ U
c
0 .
Next we argue by contradiction. Assume that (X, T ) has only finitely many minimal
sets (named by X1, X2, · · · , Xr).
Let m ≥ 4ℓ + 2 be as in Proposition 4.1 for p = 2 and l = rK. For i = 1, 2, · · · , r,
we take xi ∈ Xi and ai ∈ {0, 1}
mK such that ai(j) = π(T
jxi), j = 0, 1, · · ·mK − 1. For
j ∈ Z, we set Aj to be the subset of {0, 1}
m containing the elements of the form
(ai(k), ai(k + nj+1 − nj), · · · , ai(k + nj+m−1 − nj))
for 1 ≤ k ≤ K and 1 ≤ i ≤ r. Then |Aj| ≤ rK = l for all j ∈ Z.
By Proposition 4.1, we can take a ∈ {0, 1}Z such that a[j, j + m − 1] /∈ Aj for all
j ∈ Z. Since J ∈ IndT (V0, V1), we can find y ∈ X such that T
niy ∈ Va(i) for all i ∈ Z.
Notice that the closure of the orbit of y containing at least one minimal set Xr∗ for
some 1 ≤ r∗ ≤ r. Take ǫ > 0 such that
ǫ < min
z1∈V0,z2∈Uc0
d(z1, z2) and ǫ < min
z1∈V1,z2∈Uc1
d(z1, z2).
Take δ > 0 small enough such that when z1, z2 ∈ X with d(z1, z2) < δ, one has
d(T nz1, T
nz2) < ǫ for 0 ≤ n ≤ mK. Since Xr∗ is containing in the closure of the
orbit of y, there exists some q ∈ Z such that d(T qy, xr∗) < δ. Take j∗ ∈ Z such that
nj∗−1 < q ≤ nj∗ . Set k∗ = nj∗ − q. For 0 ≤ j
′ ≤ m − 1, since d(T qy, xr∗) < δ and
0 ≤ k∗ + nj∗+j′ − nj∗ ≤ mK, one has d(T
k∗+nj∗+j′−nj∗xr∗ , T
k∗+nj∗+j′−nj∗+qy) < ǫ which
implies T k∗+nj∗+j′−nj∗xr∗ ∈ Ua(j∗+j′) by the fact T
k∗+nj∗+j′−nj∗+qy = T nj∗+j′y ∈ Va(j∗+j′).
Then
ar∗(k∗ + nj∗+j′ − nj∗) = π(T
k∗+nj∗+j′−nj∗xr∗) = a(j∗ + j
′)
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for 0 ≤ j′ ≤ m− 1. That is
(a(j∗), a(j∗ + 1), · · · , a(j∗ +m− 1))
= (ar∗(k∗), ar∗(k∗ + nj∗+1 − nj∗), · · · , ar∗(k∗ + nj∗+m−1 − nj∗)) ∈ Aj∗,
which is a contradiction. This finishes the proof of Theorem 1.6. 
5. Some related open problems
In this section, we are going to mention some related open problems. First of all, by
the definition, it is easy to see that (X, T ) has a weak horseshoe with periodic hitting
times implies that (X, T ) has a weak horseshoe with bounded-gap-hitting times, and
(X, T ) has a weak horseshoe with bounded-gap-hitting times implies that (X, T ) has
a weak horseshoe with positive-density-hitting times. Thus it is a natural question
whether or not (X, T ) has a weak horseshoe with bounded-gap-hitting times implies
that (X, T ) a weak horseshoe with periodic hitting times.
Anther open problem is that whether or not weak horseshoe with bounded-gap-hitting
times is an invariant of equivalent flows. Two flows defined on a smooth manifold are
equivalent if there exists a homeomorphism of the manifold that sends each orbit of one
flow onto an orbit of the other flow while preserving the time orientation. In [10], Ohno
constructed a counterexample of equivalent flows with fixed points to indicate that
neither zero nor infinity topological entropy is preserved by equivalence. Furthermore,
in [12], the authors proved that zero topological entropy is not an invariant of equivalent
differentiable flow. However, we do not know whether weak horseshoe with bounded-
gap-hitting times is an invariant of equivalent flows.
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