Abstract
Introduction
Virtual camera control is a fundamental activity in almost all three-dimensional virtual environments and geological especially. Placement, orientation and movement of the camera directly affect the users' familiarity with the virtual environment, defining which objects you will see in the virtual scene, and the perception of spatial relationships between them. For example, in a virtual environment geological movement or a non-optimal camera positioning can affect normal geological processing (e.g. because some of the geological layers are not visible).
In the majority of applications, the camera control is carried out manually, but it can cause problems for non-expert users or to make camera control more difficult. One of the reasons for these problems is the fact that users do not have knowledge of the virtual environment, leading to difficulties in obtaining geological information. Thus arises the need for automated positioning and movement of the virtual camera. Most of the algorithms currently used to manage the movement of a virtual camera techniques based on "Path Planning" and derived from robotics algorithms for tracking 3D objects. These approaches, however, face difficulties should be taken into account when some elements in the scene (e.g. visualization of geological layers), or when required complex features that cameras should respect (e.g. visualization of some facilities throughout camera movement).
Regarding the generation of static cameras, are several algorithms proposed in the literature (e.g.
[5]) able to calculate the position and orientation of a virtual camera in order to display the image from the camera itself, satisfies a set of constraints camera type (e.g. size, position and angle of the objects in the scene). The problem is solved by these algorithms in the literature called "` Virtual Camera Composition (VCC) "'.
The Occlusion Problem
One of the most fundamental problems affecting the virtual shooting of a scene is getting a clear view of the subjects that are in it. This statement raises obvious problems, some of which are very interesting about automatic camera control in a three dimensional environment. For example, in many video games the camera should follow the avatar controlled by user keeping a predetermined distance and orientation by avoid or minimize occlusion. Often the algorithms used are not generating appropriate framing or insignificant changes unexpected performances by confusing the scene player or the browser.
Before looking at how movement affects occlusion the camera, the problem should be examined. First of all, a basic quality of confinement is it depends only on the position of the camera and not its orientation. Apart addition, the region of space in which an object is occluded, which will now call occluded space, may be discontinued or otherwise consisting of separate regions. For example, in Figure. 1. is shown scene with three objects (represented in two dimensions). Areas in which object is completely occluded are shown in red, those in the occlusion which is partially shown in green. Space in the A is occluded which is divided into two unrelated parts.
In the evolution of a dynamic virtual scene the moving objects can edit the occlusion spaces enabling the camera to be found in a space of occlusion. For this reason, the camera should move on and find a new position and orientation respect to the limitation of not confinement, in every moment of time t. This means that the facilities of the scene should be present in the image produced by the new camera.
Figur.2. The diagram in two dimensions in which is shown an example of movement camera.
In figure (Fig. 3.3) shows a two-dimensional scene in which the present three buildings, two of which are the objects of interest in the scene (green building and red). In the case in which the red object moves according to The translation vector reported then the camera moves from position P1 to position P2 by and changed its orientation. The new camera always keeps involved objects of interest, avoiding occlusion one of them.
Finally, occlusion depends only on the position of the camera, not the orientation 30.
Description of the Algorithm Created
The problem of camera movement is directly related facilities should incorporate this camera. It is therefore chosen to create a system that generates a movement where every new position of non-occlusion of the objects observed with interest the scene and also some limitations provided by the user. CamLib Solver Library (Virtual Camera Library) (P. Burelli, L. Di Gaspero, A. and R. Ranon, 2008 [5] ) is able to calculate a camera, to comply with the restrictions set by the user, in the visualization which (View Volume) are objects of interest (usually a landmark and an avatar).
Given that CamLib Solver is very slow to use in real-time system that uses must do this as often as possible as it can slow down the rendering process. The library has a response time between 0.1 and several seconds depending on the number of objects to be included, they have limitations and virtual environment. This means that the "frame rate" is between 10 and less than 1 frame per second.
• The general idea of the algorithm can be summarized in this way on two main points: calculation of a camera through CamLib Solver, giving as input a set of constraints that belong to some particular objects of interest (no occlusion, presence in the image, the distance from the camera), including the user's avatar.
• calculating, for each frame, small modifications to the camera parameters (position and orientation), in such a way that: o The objects of interest are inside "view volume" of the camera; o objects of interest are not occluded from other objects In other words, the new camera should respect the original camera settings. If the new configuration of the camera does not respect one of the limits will then generate a new camera through CamLib Solver (thus performing a cut film) and the above mentioned process will restart from scratch.
It should be noted that this algorithm does not provide a solution to every situation: for example, CamLib Solver may not be able to generate a camera that observes all given constraints. To prevent this problem, the idea is to apply until CamLib Solver generate a camera that involves at least avatar and then execute our algorithm starting from camera and considering only objects that are visible in the generated image. So in this way, tolerated visibility not ever been the object of interest, but does not tolerate viewership of avatar: if CamLib Solver library generates a camera that involves no avatar, avatar until then executed again be visible in the image produced. In the following algorithm will only justify the venues involved on the image produced.
In addition, the idea is to generate a new configuration of the camera in accordance with the evolution of dynamic scene that is in accordance with the movement of one (or more than one) of the objects of interest. To facilitate the work will be divided logically calculated in two separate parts, the calculation of the camera and the other to calculate the orientation.
To find a potential position can generate a predetermined number of positions and then evaluate each of them. To evaluate each position estimate a "quality factor" (real number) for each object of interest. So for each position will be the Quality factor as are the objects of interest. Once evaluated positions then proceed with selecting the best position to place the camera.
Another key component in the system is the orientation of the camera. That's because a good orientation is able to avoid logging. For example, in a three-dimensional scene camera should involve two objects of interest. Preceding the distance between two objects that allow both to be in Volume View, where the camera is oriented toward one of the objects and the other is outside the View Volume should generate a cut. To avoid this situation should be included if "n" cameras will focus objects to the midpoint of objects. This technique is a solution that is more likely to engage all objects of interest.
Once determined the position and orientation of the camera that moved and oriented on the basis of the calculated data and the process repeats.
Test
For each trajectory and for each scene, we made some tests by changing the number of objects of interest that the system must manage.
Number of objects of interest comes step by step decreasing. Started with three objects of interest (red, blue, and yellow), then the two (red and blue), a (red), and in the end only avatar (in the third stage avatar used only with the addition of some restrictions ). Objects of interest are static, ie not moving, and more their number is limited because CamLib Solver Library administers a small number of objects of interest. As can be seen in the images of scenes, objects of interest in red and blue have a little distance between them and the object of interest is far away objects yellow interest of red and blue.
In the first two scenes are added some restrictions to ensure the presence of the image produced every object of interest and avatar, while in the third phase besides visualization restrictions are also placed two other limitations: first limiting distance from the camera avatar and the second a vertical angle.
Figure. 3. Test scenes
Tests conducted have shown that the system allows to make a move the camera based on the evolution of the scene or rather the movement of the avatar. The results obtained allow that the method used is very effective in generating a trajectory visualization camera observing the object of interest and the image produced avatar. Also the tests performed show that the system is not very efficient with increasing interest objects in the scene or its complexity.
Conclusion
Camera Control has always been an important tool for communicating information in a virtual environment. Currently inside three dimensional interactive applications of camera movement is created based on the user's direct control or through simple algorithms that try to follow a target. In literature, proposed more sophisticated approaches that take into account the type cinematic features in the image created by the camera, but have not yet found practical application. In this thesis proposed a solution based on the management and prevention of occlusions for the problem of camera motion for dynamic scenes. The proposed solution was implemented and tested successfully.
The main objective of this system is to facilitate the users in the process of controlling the camera in a three dimensional environment. More natural approach to this kind of problem is to generate a position and orientation of the camera for each frame based on the evolution of objects of interest.
User (or application), this type of approach, specifying the objects of interest in the scene and the system tries to visualize all objects of interest in the image produced for each frame. However, the problem becomes more complex with increasing interest objects to be managed.
