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Entre los principales problemas que afectan a los océanos se encuentran la 
sobreexplotación de los recursos vivos, la contaminación por vertidos de hidrocarburos y 
las proliferaciones masivas de algas tóxicas. En esta tesis se describen cuatro aplicaciones 
basadas en la utilización de técnicas de aprendizaje automático supervisado que pueden 
contribuir a luchar contra estos problemas para lograr una gestión más sostenible del 
medio ambiente marino en las zonas de estudio. 
Se utilizaron dos tipos de técnicas. Por un lado, redes neuronales artificiales del tipo 
perceptrón multicapa (MLP), que se consideran como un aproximador universal y son 
útiles para el desarrollo de modelos de predicción numérica. Por otro, máquinas de 
soporte vectorial (SVM), un algoritmo muy robusto para clasificaciones binarias. En 
ambos casos se necesita información a priori sobre la salida deseada para el desarrollo de 
los modelos.  
La primera aplicación es la predicción de la abundancia de dos de las especies 
comerciales más importantes en la zona de pesca del Atlántico Suroeste (Islas Malvinas), 
como son la merluza (Merluccius hubbsi) y la pota argentina (Illex argentinus). Con este 
objetivo, se desarrolló una red MLP para cada especie utilizando una base de datos 
histórica que incluye datos pesqueros y ambientales adquiridos entre 1993 y 2006. A 
pesar de la complejidad en la distribución de las diferentes variables de entrada y de la 
inexistencia de relaciones claras entre estas variables y la captura por unidad de esfuerzo 
(CPUE), utilizada como índice de abundancia, se obtuvieron buenos resultados en la 
validación de los modelos para ambas especies.  
Otra de las aplicaciones es un sistema semiautomático de detección de vertidos de 
hidrocarburos a partir de imágenes del sensor Advanced Synthetic Aperture Radar 
(ASAR) para el área de Galicia (noroeste de España). La identificación de hidrocarburos 
en este tipo de imágenes de radar de apertura sintética (SAR) es complicada por la 
frecuente presencia de otras signaturas similares que pueden causar falsas alarmas (falsos 
positivos). Para facilitar la interpretación, se desarrollan sistemas que constan de tres 
etapas: segmentación, que es la identificación de áreas oscuras (zonas de posible 
contaminación en las imágenes); caracterización, extracción de un conjunto de 
características para cada signatura previamente detectada; y clasificación, en la que se 
aplica un algoritmo clasificador para discriminar entre los vertidos reales y los falsos 
positivos en base a las características obtenidas en el paso anterior.   
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El desarrollo de los clasificadores requiere de signaturas verificadas para ambas 
clases. En el sistema descrito en esta tesis se utilizó un conjunto de 26 imágenes ASAR 
adquiridas tras la catástrofe de Prestige entre noviembre de 2002 y abril de 2003, y se 
realizó una categorización previa en base a datos auxiliares, incluyendo observaciones 
directas de vertidos, e información contextual. Utilizando las signaturas verificadas, se 
desarrollaron varios clasificadores utilizando maquinas de soporte vectorial con diferentes 
combinaciones de variables de entrada,  obteniéndose presiones superiores al 90%.  
La tercera aplicación es un algoritmo para la estimación de la concentración de 
clorofila a (chla) para las aguas ópticamente complejas del área de las Rias Baixas 
(noroeste de España) a partir de imágenes del sensor de color oceánico Medium 
Resolution Imaging Spectrometer (MERIS). Se desarrollaron un conjunto de algoritmos 
basados en redes MLP utilizando datos de chla in situ y 15 imágenes MERIS FR 
adquiridas en 6 años diferentes. El ámbito de aplicación de los algoritmos se definió 
mediante la aplicación previa de un algoritmo de agrupación difusa (Fuzzy C-Means, o 
FCM) a los datos de reflectancia. Los resultados de la validación mostraron una elevada 
precisión en la estimación de la concentración de chla, superando ampliamente los 
resultados obtenidos utilizando el algoritmo C2R que aplica de forma rutinaria la Agencia 
Espacial Europea (ESA) en aguas complejas de caso 2. 
Finalmente, la última aplicación es un modelo numérico de predicción de 
proliferaciones masivas de diatomea del genero Pseudo-nitzschia en el área de las Rias 
Baixas. Se desarrollaron dos tipos de modelo, presencia/ausencia y bloom/no bloom, 
ambos basados en la utilización de máquinas de soporte vectorial. Se utilizó una base de 
datos histórica con datos de abundancia y de variables ambientales, como temperatura, 
salinidad e índice de afloramiento, adquiridos entre los años 1992 y 2000. Se probaron 
diferentes combinaciones de variables de entrada.  Los resultados obtenidos evidencian 
que los modelos, robustos, con una buena capacidad de generalización y precisos, capaces 
de detectar más del 80% de los eventos. 
En resumen, a pesar de las limitaciones asociadas a cada uno de los métodos 
propuestos, los resultados de esta tesis demuestran el potencial de la teledetección y de las 
técnicas de aprendizaje automático para contribuir de forma significativa a lograr una 





The major threats to oceans include overexploitation of fisheries resources, oil spill 
pollution and harmful algae events. In this thesis, four applications based on automatic 
supervised learning algorithms, which can contribute to facing these issues in order to 
achieve a more sustainable management of the marine environment and their resources in 
the study areas, are described.  
Two different techniques were used. On the one hand, artificial neural networks of the 
feedforward multilayer perceptron (MLP) type are considered as a universal approximator 
and are useful for developing numerical prediction models. On the other hand, support 
vector machines (SVM) are a robust algorithm for binary classifications. In both cases, a 
priori information about the desired output is required for developing the models.  
The first application is the prediction of the abundance of Argentine hake (Merluccius 
hubbsi) and Argentine shortfin squid (Illex argentinus), two of the most abundant 
commercial species in the South-West Atlantic fishing area (Fackland Islands). With this 
aim, a MLP network was developed for each species using a historical database with 
fishing and environmental data acquired between 1993 and 2006. Despite of the 
complexity of the distribution of the input variables and the lack of clear relationships 
between these variables and the catch per unit effort (CPUE), which was used as an 
abundance index, reliable results were obtained in the validation of models for both 
species.  
Other application is a semi-automatic detection system for oil spill detection from 
Advanced Synthetic Aperture Radar (ASAR) images for the Galicia area (North-West 
Spain). Oil identification in synthetic aperture radar (SAR) images is complicated because 
of the frequent presence of similar signatures, known as look-alikes, causing false alarms. 
In order to facilitate the image interpretation, detection systems with three stages have 
been developed: segmentation, i.e. the identification of dark areas (possible oil spills) in 
the images; characterization, that is, the extraction of a set of features for each candidate; 
and classification, application of a classifier algorithm based on the previously extracted 
features to discriminate between oil spill and look-alikes.  
Verified signatures for both classes (oil spills and look-alikes) are required for 
developing the classifiers. In the system described in this thesis, a set of 26 ASAR images 
acquired after the Prestige catastrophe between Novembre 2002 and April 2003 was used. 
A previous categorization was carried out using ancillary data, including direct 
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observations, and contextual information. Several classifiers based on support vector 
machines were developing using only verified signatures and different combinations of 
input variables. Overall accuracies greater than 90% were obtained in the validation.  
The third application is an algorithm for the retrieval of the chlorophyll a (chla) 
concentration from optically complex waters in Rias Baixas area (North-West Spain) 
using Medium Resolution Imaging Spectrometer (MERIS) images. A set of algorithms 
were developed from chla in situ concentrations and 15 MERIS FR images acquired 
during 6 different years. The scope of the chla algorithms was defined by the previous 
application of the fuzzy c-means (FCM) algorithm to reflectance data. Validation results 
evidenced an accurate estimation of the chla concentration, outperforming the results 
obtained from the C2R algorithm, which is routinely applied by the European Space 
Agency (ESA) to complex case 2 waters. 
Finally, the last application is a numerical prediction model for blooms of diatoms 
genus Pseudo-nitzschia in the Rias Baixas (NW Spain) area. Two types of models were 
developed: presence/absence and bloom/no bloom, both of them based on the use of 
support vector machines. A historical database with abundance data and environmental 
variables, such as temperature, salinity and upwelling index, acquired between 1992 and 
2000, was used. The results show that the models are robust, with a good generalization 
capability and accurate, since they are able to detect more than 80% of the blooms.  
In summary, despite of the limitations associated with each one of the proposed 
methods, the results of this thesis show that remote sensing and automatic learning 
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ORGANIZACIÓN DE LA MEMORIA 
La memoria se ha organizado en nueve capítulos. Los capítulos 2, 6, 7 y 8, en los que 
se muestran los resultados de diferentes trabajos, se adaptaron de artículos ya publicados 
o enviados a revistas (ver Anexo I).  
Capítulo 1: Se plantean las motivaciones y objetivos de la tesis, con una breve 
descripción de los problemas abordados: gestión pesquera, contaminación por 
hidrocarburos y proliferaciones masivas de algas tóxicas.  
Capítulo 2: Se explican con más detalle las dos técnicas de aprendizaje automático 
supervisado utilizadas en las cuatro aplicaciones descritas en la tesis, como son las redes 
neuronales artificiales de tipo perceptrón multicapa (MLP) y las máquinas de soporte 
vectorial (SVM).  
Capítulo 3: Se expone el desarrollo de modelos basados en redes MLP para la 
predicción de la abundancia de la merluza argentina (Merluccius hubbsi) y de la pota 
(Illex argentinus), dos de las especies comerciales más abundantes en los caladeros 
situados en el Atlántico Suroeste.  
Capítulos 4-6: Se describe un sistema de detección de vertidos de hidrocarburos a 
partir de imágenes ASAR para el área de Galicia. En el capítulo 4 se introducen los 
principios físicos para la detección y se detallan las fuentes de datos disponibles, el 
capítulo 5 se centra en las aproximaciones metodológicas utilizas en cada una de las 
etapas del sistema, y en el capítulo 6 se analizan los resultados en comparación con los 
obtenidos en otros trabajos.  
 Capítulo 7: Se detalla el desarrollo de algoritmos basados en redes MLP para la 
estimación de la concentración de clorofila a en la zona de las Rías Baixas (noroeste de 
España) a partir de imágenes del sensor MERIS. Los resultados se comparan con los 
obtenidos mediante otros algoritmos.  
Capítulo 8: Se describe el desarrollo de modelos numéricos basados en SVM para la 
predicción de proliferaciones masivas de diatomeas del género Pseudo-nitzschia en el 
área de las Rías Baixas (noroeste de España).  
Capítulo 9: Resumen de las cuatro aproximaciones metodológicas propuestas, 




























































1.1 Gestión pesquera 
1.2 Contaminación por hidrocarburos 



































Los mares y océanos, que cubren más del 70% de la superficie terrestre, desempeñan 
un papel clave en la Tierra ya que constituyen una de las principales reservas de 
biodiversidad del planeta, actúan como reguladores del clima y son una fuente de recursos 
muy importante para los seres humanos. Así, sirven de fuente de alimento a través de la 
pesca, el marisqueo y la acuicultura y también de fuente de energía y materias primas 
como el petróleo. Su importancia económica y social es inmensa, ya son la principal vía 
de transporte para el comercio internacional y millones de empleos dependen directa ó 
indirectamente de actividades relacionadas con el mar (Jacques, 2006). 
Las zonas costeras son especialmente sensibles, considerando que más del 50% de la 
población mundial vive en la costa. Estas zonas son esenciales para el mantenimiento de 
la biodiversidad marina global al albergar algunos de los ecosistemas más productivos y 
con mayor diversidad biológica, como estuarios, manglares, humedales o arrecifes de 
coral. Además, sostienen la gran mayoría de las pesquerías del planeta y son un recurso 
turístico básico para la economía de muchas naciones costeras (Hinrichsenf, 2011).  
Según el Fondo para el Medio Ambiente Mundial, las mayores amenazas para los 
océanos del mundo son la contaminación, especialmente la procedente de actividades 
terrestres, la sobreexplotación de los recursos marinos, la introducción de especies 
invasivas, la alteración y destrucción de hábitats y la planificación errónea de las 
infraestructuras costeras. Todos estos problemas se derivan de la actividad humana, y se 
estima que el impacto económico acumulado, si no se mejora la gestión de los océanos, 
asciende a 200 billones de dólares al año (UNDP GEF, 2012).  
La situación se agrava además con el cambio climático, que causa una elevación del 
nivel de mar, la acidificación de los océanos y un aumento de la temperatura superficial, 
la cual a su vez provoca variaciones en los patrones circulatorios, migración de especies y 
un incremento de la estratificación con la consecuente disminución de los eventos de 
afloramiento. Sin medidas de mitigación adecuadas, el daño económico adicional que se 
estima debido al cambio climático para el año 2050 es de 322 billones de dólares al año.  
Ante esta situación, la aportación de la investigación científica es clave para una 
gestión del océano que conduzca a un desarrollo sostenible, es decir, a un equilibrio entre 
la conservación y las necesidades de energía y recursos. Tradicionalmente, la principal 
limitación de la oceanografía era la dificultad para obtener medidas fiables, que requerían 
la realización de costosas campañas  de barco (Trujillo et al., 2011).  
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El desarrollo de la teledetección y de los sistemas de comunicación y posicionamiento 
durante las últimas décadas ha facilitado el avance de las diferentes disciplinas de la 
oceanografía. Así, se dispone de una amplia red de boyas oceanográficas con sensores 
que miden diferentes parámetros a tiempo real, se han diseñado todo tipo de instrumentos 
para su instalación en barcos o aviones, y las imágenes de satélite han permitido obtener 
una cobertura global de parámetros superficiales como la temperatura, la salinidad o la 
clorofila. La mayor disponibilidad de datos reales ha facilitado además el desarrollo de 
modelos oceanográficos operacionales, de gran importancia para la gestión del océano 
(Robinson, 2010).  
El análisis y la interpretación de los datos oceanográficos disponibles para el 
desarrollo de una aplicación concreta es, en la mayor parte de los casos, una operación 
difícil ya implica trabajar con múltiples variables con patrones complejos y no lineales. 
Las técnicas de inteligencia artificial, especialmente las de aprendizaje automático, son de 
gran utilidad para afrontar este tipo de problemas (Hsieh, 2009) 
En esta tesis se describe el desarrollo de cuatro aplicaciones basadas en la utilización 
de técnicas de aprendizaje automático que pueden contribuir a una gestión más sostenible 
del medio ambiente marino en las zonas de estudio. Estas aplicaciones son la predicción 
de la abundancia de especies de interés comercial (capítulo 3),la detección y seguimiento 
de vertidos de hidrocarburos utilizando imágenes de radar de apertura sintética (capítulos 
4, 5 y 6),  la estimación de clorofila utilizando imágenes de color (capítulo 7) y la 
predicción de proliferaciones masivas de la diatomea tóxica Pseudo-nitzschia spp. 
(capítulo 8). Las dos técnicas utilizadas, las redes neuronales artificiales (ANN) de tipo 
perceptrón multicapa (MLP) y las máquinas de soporte vectorial (SMV), se describen con 
más detalle en el capítulo 2, mientras que en las siguientes secciones se describen 
brevemente los principales problemas planteados,  así como las motivaciones y objetivos 
de la tesis. 
1.1 GESTIÓN PESQUERA 
A partir de los datos pesqueros recopilados por la FAO (Food and Agriculture 
Organization of the United Nations) para 395 “stocks” de especies comerciales que 
representan aproximadamente el 70% de las capturas totales, se estimó que en el año 
2009 el 29.9% de estos “stocks” se encuentran sobreexplotados y el 57.4% al máximo de 
su capacidad, muy cerca del límite máximo de captura que permite una producción 
sostenible (FAO, 2011). 
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Figura 1.1: a) Evolución global del estado de los “stocks” entre 1974 y 2009. b) Porcentaje de 
“stocks” en diferentes estados para las principales áreas de pesca en 2009. Fuente: FAO (2011). 
Los datos muestran un incremento del 20% en el porcentaje de “stocks” 
sobreexplotados desde 1974 (el primer año con datos) hasta 2009, a pesar del ligero 
decrecimiento en los últimos años, y una disminución del porcentaje de poblaciones con 
una producción sostenible desde el 40% al 12.7% en el año 2009 (Figura 1.1a). Además, 
el estado de las poblaciones no es homogéneo en las diferentes zonas de pesca (Figura 
1.1b), siendo los caladeros son un mayor nivel de sobreexplotación los del Atlántico 
Central Este y Oeste (Áreas FAO 31 y 34), Atlántico Sureste (Área 47) , Atlántico 
Suroeste (Área 54) y Mar Mediterráneo y Negro (Área 37). 
La aportación de la ciencia es crucial para lograr una actividad pesquera sostenible 
desde el punto de vista medioambiental, económico y social, y afrontar de forma eficiente 
la sobrexplotación de los recursos y otros problemas como la degradación de los 
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ecosistemas o el elevado coste energético. Las principales líneas de investigación son la 
evaluación de los recursos pesqueros, el estudio de la biología de las especies y de los 
ecosistemas marinos y el análisis socio-económico (Taylor et al., 2011). 
Las medidas de gestión adoptadas por las autoridades políticas con el objetivo de 
garantizar la sostenibilidad de las diferentes pesquerías dependen en gran medida de los 
dictámenes científicos sobre el estado de las poblaciones y el impacto de la actividad 
pesquera sobre las mismas. Los datos requeridos para estudios sobre la biología de las 
especies objetivo y de su relación con el medio ambiente y los ecosistemas, así como para 
la determinación de índices de abundancia, proceden de diferentes fuentes (Payne et al., 
2008): 
 Datos obtenidos en campañas de investigación independientes realizadas con 
buques oceanográficos. 
 Datos obtenidos mediante muestreos en el puerto o en laboratorio. Son válidos 
para pesquerías donde las capturas no se procesan a bordo, como las artesanales o 
la de altura en el Gran Sol.  
 Datos obtenidos de buques comerciales, para pesquerías de gran altura donde las 
capturas se procesan a bordo, como en el caso de Malvinas. Los datos pueden ser 
registrados por observadores científicos a bordo o por la tripulación del barco.  
Los datos obtenidos mediante campañas científicas son más fiables, ya que se realizan 
muestreos aleatorios y sistemáticos bajo condiciones controladas. Sin embargo, el elevado 
coste de las mismas impide en numerosas ocasiones que la cobertura espacial y temporal 
sea lo suficientemente representativa como para evaluar el estado real de las poblaciones.  
Así, la información obtenida a partir de buques comerciales permite la elaboración de 
bases de datos más extensas y representativas. Al utilizar estos datos se debe considerar 
que el muestreo no es sistemático ni aleatorio sino que depende de factores como las 
prioridades comerciales, las condiciones de la licencia y el conocimiento y experiencia de 
la tripulación. Si los datos son registrados por observadores científicos, también es 
importante la formación y experiencia de los mismos. Y en el caso de ser la propia 
tripulación la que proporciona la información, se debe extremar la precaución ya en 
ciertas ocasiones la fiabilidad de los datos no está garantizada.  
Además de los datos pesqueros, también son importantes los datos ambientales que 
nos permiten estudiar el hábitat de las especies objetivo. Entre las variables más utilizadas 
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se encuentra la temperatura, la salinidad, la clorofila, las corrientes, el viento o la fase 
lunar. Las fuentes de datos incluyen medidas in-situ obtenidas en campañas científicas o 
en los buques comerciales, boyas, satélites y modelos.  
Las medidas in-situ o de boyas nos permiten obtener datos puntuales a diferentes 
niveles de profundidad. Las imágenes de satélite aportan una visión sinóptica del océano 
con una alta frecuencia de repetición de visitas de variables como temperatura y clorofila 
en superficie, aunque solo de día y sin cobertura nubosa. Los modelos meteorológicos y 
oceanográficos son la mejor opción en términos de cobertura temporal y espacial, además 
de incluir diferentes niveles de profundidad. Su principal inconveniente es la fiabilidad de 
los datos, que mejora significativamente con la incorporación de datos reales (boyas y 
satélites) para la validación y re-análisis.  
En cuanto a las metodologías utilizadas, se pueden englobar en tres grandes grupos: 
técnicas numéricas de análisis estadístico; técnicas de análisis espacial asociadas a 
sistemas de información geográfica (SIG); y técnicas de inteligencia artificial como las 
redes neuronales artificiales (ANN).  
Aplicaciones como la valoración del estado de las poblaciones o el estudio de las 
relaciones entre las especies y las variables ambientales se han desarrollado mediante la 
utilización de una gran variedad de técnicas numéricas de análisis estadístico que 
incluyen estadística descriptiva, análisis de varianza (ANOVA), modelos de regresión, 
modelos aditivos generalizados (GAM),  modelos mixtos y diferentes técnicas de análisis 
de series temporales. La integración de datos en un SIG y las técnicas de análisis espacial 
se han utilizado en monitorización ambiental, valoración de stocks, gestión pesquera, 
predicción de stocks y reclutamiento (Bellido et al., 2001, 2008; Zheng et al., 2001) o 
para el desarrollo de  herramientas que permiten modelar la variabilidad de las relaciones 
entre las especies y su hábitat (Pierce et al., 2001, 2002).  
Las redes neuronales son una herramienta muy robusta para modelar datos con 
múltiples variables, complejos y no lineales (Chen et al., 1992), por lo que en el campo de 
la gestión pesquera son ideales para problemas de predicción (Komatsu el al., 1994; 
Guegan et al., 1998; Huse et al., 1999; Lae et al., 1999; Hardman-Mountford et al., 2003; 
Huse and Ottersen, 2003; Maravelias et al., 2003; Nuno et al., 2005; Arregui et al., 2006; 
Dreyfus-Leon and Gaertner, 2006; Hanson et al., 2006; Albanez-Lucero and Arreguín-
Sánchez, 2009; Gutierrez-Estrada et al., 2009; Rodriguez, 2009; Yanez et al., 2010; Joo et 
al., 2011).  
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En esta tesis se plantea la utilización de ANN del tipo perceptron multicapa (MLP) 
para el desarrollo de modelos de predicción de abundancia de dos de las especies objetivo 
en la zona de pesca del Atlántico Suroeste, como son la merluza argentina y la pota. Estos 
modelos pueden contribuir a mejorar significativamente la eficiencia pesquera, ya que si 
los resultados son fiables permiten disminuir el tiempo de pesca, lo que se traduce en un 
ahorro energético y por lo tanto económico y en una reducción de la degradación del 
hábitat debida al uso de las artes de pesca. Su utilización no implica una sobreexplotación 
de los recursos, ya que las capturas totales están limitadas por los términos de la licencia 
comercial (cuota máxima, tiempo de pesca) y por la limitada capacidad de procesamiento 
del barco.  
 
1.2 CONTAMINACIÓN POR HIDROCARBUROS 
La contaminación del medio marino por hidrocarburos es uno de los grandes 
problemas medioambientales a nivel global, ya que a los efectos ecológicos hay que unir 
los impactos económicos y sociales. El problema se agrava especialmente en zonas 
costeras y/o con un tráfico marítimo muy intenso. A pesar de los intentos para reducir la 
utilización de combustibles fósiles, proyecciones hasta el año 2040 muestran que los 
productos derivados del petróleo continuarán siendo, como hasta ahora, la principal 
fuente de energía a nivel mundial, pasando de representar un 38.4% del consumo total en 
el año 2010 a un 33.5% en el 2040 (EIA, 2013).  Por lo tanto, debido al uso tan extendido, 
y aun considerando los esfuerzos en materia de prevención, es de esperar que los 
derrames continúen en un futuro próximo. 
En un estudio llevado a cabo por la GESAMP (Joint Group of Experts on the 
Scientific Aspects of Marine Environmental Protection) para el período entre 1988 y 
1997, se estimó una entrada de hidrocarburos en el medio marino de 1,245,000 toneladas 
al año, de los cuales casi la mitad proceden de filtraciones naturales desde el fondo de los 
océanos (Figura 1.2). Entre los vertidos causados por actividades humanas, más del 75% 
corresponden a derrames desde buques, de los cuales solamente un 35% se debe a 
grandes accidentes mientras que el resto resulta de descargas operacionales y otras 
actividades rutinarias (GESAMP, 2007).  
El problema de la contaminación marina por hidrocarburos requiere de un enfoque 
multidisciplinar con múltiples líneas de investigación, que abarcan desde la detección, 
seguimiento y predicción de los vertidos al estudio de los efectos ecológicos, biológicos y 
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en la salud humana, el análisis de los impactos económicos o el desarrollo de medidas de 
prevención más eficaces.  
 
 
Figura 1.2: Entradas anuales de hidrocarburos en el medio marino (en porcentaje) procedentes de 
diferentes fuentes. Fuente: GESAMP (2007). 
 
Las técnicas de teledetección son gran importancia para la detección y seguimiento de 
vertidos de hidrocarburos, y se han utilizado todo tipo de sensores remotos instalados en 
satélites, aeronaves o barcos (referencias). En esta tesis nos centramos en la utilización de 
imágenes de radar de apertura sintética (SAR) espaciales. Sus grandes ventajas en 
relación a otros sistemas de teledetección son una buena resolución espacial para la 
detección de vertidos de tamaño medio-grande, amplia cobertura geográfica, buena 
resolución temporal con hasta una imagen diaria mediante la combinación de diferentes 
sensores, la posibilidad de obtener información de noche o bajo condiciones 
meteorológicas adversas y bajo coste operacional en comparación con la utilización de 
aeronaves o barcos.  
Su gran inconveniente es que la detección no es inequívoca ya que las imágenes son 
muy complicadas de interpretar debido a la presencia de signaturas en las imágenes 
similares a las que causan los hidrocarburos, que denominaremos como falsos positivos.  
Por ese motivo, se han publicado diferentes intentos de desarrollo de sistemas 
automáticos o semiautomáticos de detección de vertidos a partir de imágenes SAR, los 
cuales se basan en tres pasos: 
 Segmentación: Aplicación de algoritmos más o menos sofisticados para detectar 
y aislar las signaturas de la imagen que podrían corresponder a vertidos.  
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 Vectorización y caracterización: Extracción del borde geográfico y obtención de 
un conjunto de parámetros geométricos, radiométricos o de cualquier otro tipo 
que permitan caracterizar cada signatura. 
 Clasificación: Aplicación de un clasificador que en base a los parámetros 
obtenidos en la etapa anterior permita distinguir las signaturas que son realmente 
vertidos de falsos positivos.  
En esta tesis se describe un sistema semiautomático de detección de vertidos de 
hidrocarburos para el área de Galicia a partir de imágenes del sensor ASAR (Advanced 
Synthetic Aperture Radar) a bordo del satélite ENVISAT, de la Agencia Espacial 
Europea (ESA). El sistema incluye diferentes algoritmos para la segmentación, 
caracterización y clasificación y fue diseñado para trabajar con imágenes ASAR de 
barrido ancho, con una resolución espacial media (150 m). Las herramientas y algoritmos 
del sistema de implementaron como una extensión de gv-SIG,  un sistema de información 
geográfica (SIG) libre y gratuito desarrollado en JAVA.   
La costa de Galicia (noroeste de la Península Ibérica, ver Figura 1.4) es especialmente 
sensible a la contaminación por su elevado valor ecológico, con abundantes recursos 
pesqueros, marisqueros y de acuicultura, y en la que se incluye además un conjunto de 
áreas protegidas en el ámbito del Parque Nacional Marítimo Terrestre de las Islas 
Atlánticas. Sin embargo, la zona también soporta el intenso tráfico marítimo del corredor 
de Finisterre y se ha visto afectada por frecuentes mareas negras causadas por accidentes 
de grandes petroleros durante los últimos años: Polycommander (1970), Erkowit (1973), 
Urquiola (1976), Andros Patria (1978), Cason (1987), Mar Egeo (1992) y Prestige (2002).  
Las imágenes utilizadas en esta tesis se adquirieron tras la marea negra causada por el 
petrolero Prestige y que afectó a un área geográfica muy amplia, que abarca desde la 
costa portuguesa hasta la costa cantábrica y la Bretaña francesa, aunque la costa gallega 
fue la zona más afectada. Se estima que de las 70000 toneladas de fueloil  pesado (tipo 
M-100, 0.99 g/cm
3
, 30000 cStokes a 15ºC) que transportaba, se vertieron 63000 toneladas 
en sucesivos incidentes.  
Tras el primer accidente el 13 de Noviembre del 2002 y tras 6 días de ser remolcado 
en un zigzagueante recorrido, se vertieron 8000 toneladas. El 19 de noviembre el barco se 
rompe a la mitad a 240 km de la costa gallega causando un derrame masivo de 30000 
toneladas, para  posteriormente hundirse a 4000 metros de profundidad mientras se 
derramaban 6000 toneladas más.  Durante las siguientes semanas se estima que se 
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vertieron 150 toneladas diarias desde el pecio. A todo esto tenemos que sumar las 
descargas operacionales producidas en la limpieza de tanques (“sentinazos”) que se 
llevaron a cabo en el corredor de Finisterre aprovechando la catástrofe (Diez et al., 2007).   
La marea negra dio lugar a un gran número y variedad de manchas en las imágenes, 
muchas de las cuales se pudieron verificar, por lo que el conjunto es adecuado para el 
desarrollo de algoritmos de clasificación que permitiesen la discriminación entre vertidos 
reales y falsos positivos.  Para los algoritmos de clasificación se utilizaron redes del tipo 
perceptrón multicapa (MLP) y máquinas de soporte vectorial (SVM).  
 
1.3 PROLIFERACIONES DE ALGAS TÓXICAS (HABs) 
Las proliferaciones masivas de algas autótrofas y de algunos protistas heterótrofos son 
un fenómeno cada vez más frecuente en regiones costeras de todo el mundo (Sellner et 
al., 2003; Cullen, 2008). Estas grandes proliferaciones también se denominan mareas 
rojas cuando producen un cambio de color en el agua de mar. Algunas de las especies de 
fitoplancton causantes de estos episodios son tóxicas, ya que producen potentes toxinas 
perjudiciales para la salud humana y que además pueden provocar mortandades de otros 
organismos, daños en el ecosistema y fuertes impactos en actividades humanas como la 
pesca o la acuicultura. Las proliferaciones de algas tóxicas se conocen normalmente como 
HABs (Harmful Algae Blooms).  
Durante las últimas décadas, se ha observado un incremento global de las 
proliferaciones de algas tóxicas, tanto en magnitud como en frecuencia. Por ejemplo, en 
la Figura 1.3 se pueden ver las grandes diferencias en la distribución global de la toxina 
paralizante de los moluscos (PSP) entre 1970 y 2006.  Para explicar este incremento se ha 
estudiado el efecto de diferentes factores relacionados con la actividad humana, como el 
aumento de los aportes de nutrientes a las aguas costeras (Ríos et al., 1995; Glibert et al., 
2005), la reducción de las poblaciones de especies que se alimentan de fitoplancton 
(Rothschild et al., 1994) o el cambio climático (Patz et al. 2005). Ante la magnitud del 
problema (Hallegraeff et al, 2003), con fuertes impactos ecológicos, económicos y 
sociales en las zonas afectadas, durante los últimos años se ha redoblado el esfuerzo de la 
comunidad científica para tratar de entender, detectar y monitorizar estos eventos.  
Los sistemas tradicionales de detección de HABs se han basado en la observación 
directa, es decir, campañas de barco para realizar muestreos en puntos previamente 
establecidos y posterior recuento de células utilizando microscopía óptica. Este sistema es 
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costoso, lento y aporta una visión muy limitada de la zona de estudio, por lo que se han 
propuesto diferentes metodologías de observación indirecta, más rápidos y con un menor 
costo, para mejorar no solo la detección sino para poder evaluar las variaciones espacio-
temporales (Spyrakos et al., 2011). La mayoría de los programas de monitorización 
utilizan estos métodos para  complementar los resultados obtenidos mediante la 
observación directa. 
 
Figura 1.3: Distribución global de la toxina paralizante de moluscos (PSP) en 1970 (rectángulos 
negros) y 2006 (círculos rojos). Fuente: Woods Hole Oceanographic Institution 
(http://www.whoi.edu/redtide/regions/world-distribution). 
 
En esta tesis se describen dos metodologías basadas en la utilización de técnicas de 
aprendizaje automático que pueden contribuir a incrementar la efectividad de los 
programas de gestión de HABs en la zona de las Rías Baixas, al sur de la costa de Galicia 
(noroeste de la Península Ibérica, ver Figura 1.4). 
Las Rías Baixas están constituidas por cuatro entrantes del mar en la tierra de gran 
extensión que se originaron a partir de antiguos valles fluviales invadidos por el mar. 
Además de la influencia de los ríos y de las mareas, las condiciones oceanográficas 
dependen en gran medida de la situación en la plataforma continental adyacente, y los 
eventos de afloramiento asociados a vientos de componente norte ocurren con frecuencia, 
especialmente entre los meses de mayo y septiembre. La introducción de aguas frías y 
ricas en nutrientes durante los períodos de afloramiento aumenta la productividad de la 
zona, en donde se desarrolla un intenso cultivo de moluscos (ostra, vieiras y sobre todo 
mejillón) utilizando bateas, además de albergar numerosos recursos pesqueros y 
marisqueros. 
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Las proliferaciones masivas de algas tóxicas (HABs) son un fenómeno muy frecuente 
en las Rías Baixas, causando no solo un fuerte impacto ecológico sino también 
económico, forzando incluso el cierre temporal de los polígonos de bateas, y un riesgo 
importante para la salud humana. Entre las especies tóxicas más frecuentes se encuentra 
Pseudo-nitzschia spp., una diatomea que puede producir ácido domoico, toxina 
responsable del envenenamiento amnésico (ASP), o Gymnodinium catenatum, 
dinoflagelados productores de toxinas paralizantes (PSP).  
 
 
Figura 1.4: Área de estudio, mostrando la costa gallega y las Rias Baixas, de norte a sur: Muros y 
Noia, Arousa, Pontevedra y Vigo.  
 
La primera metodología propuesta en la tesis es el desarrollo de un algoritmo regional 
para la estimación de la concentración de clorofila a (chla) a partir de imágenes 
adquiridas con el sensor óptico MERIS a bordo del satélite ENVISAT. La clorofila a es 
común a casi todos los grupos taxonómicos por lo que proporciona una buena estimación 
de la biomasa de fitoplancton (Jeffrey et al., 1997), y los mapas de chla derivados de 
imágenes de color son así una buena herramienta para la detección y monitorización de 
HABs en la zona.  
El algoritmo de chla se basó en la utilización de una red neuronal artificial de tipo 
perceptron multicapa que se desarrolló a partir de una serie de imágenes MERIS y de un 
conjunto de concentraciones de clorofila-a obtenidas a partir de muestras in situ. La 
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elección de una técnica de aprendizaje automático supervisado se debe a que las aguas de 
las Rias Baixas son ópticamente complejas (caso II), con concentraciones variables de 
material en suspensión y de carbono orgánico disuelto, y los algoritmos tradicionales para 
la estimación de clorofila a en aguas oceánicas (caso I) no producen resultados fiables.  
La segunda metodología propuesta es el desarrollo de un modelo numérico para la 
predicción a partir de un conjunto de datos ambientales de proliferaciones masivas de 
Pseudo-nitzschia spp., el cual se podría incorporar en un sistema de alerta de HABs para 
la zona de estudio. Los algoritmos se desarrollaron a partir de una base de datos basada en 
muestreos in situ realizados en un periodo de nueve años (1992-2000).  La predicción se 
planteó como un problema de clasificación de dos clases, y se utilizaron maquinas de 
soporte vectorial, una técnica de aprendizaje automático supervisado muy robusta para 




































Los objetivos de esta tesis son: 
1. Analizar la distribución espacial y temporal de la abundancia de dos especies 
comerciales del Atlántico Suroeste (merluza y pota argentina), así como sus 
relaciones con las variables ambientales. 
2. Desarrollar redes neuronales del tipo perceptrón multicapa para la predicción de 
la abundancia de dos especies comerciales en el Atlántico Suroeste (merluza y 
pota argentina).  
3. Desarrollar un sistema de detección de vertidos de hidrocarburos a partir de 
imágenes ASAR de barrido ancho para la zona de Galicia con algoritmos de 
segmentación, caracterización y clasificación.  
4. Analizar los resultados obtenidos mediante los clasificadores basados en 
maquinas de soporte vectorial, comparándolos con otras técnicas (perceptrón 
multicapa) y con los resultados obtenidos con otros autores en trabajos de 
discriminación de vertidos a partir de imágenes SAR.  
5. Estudiar las posibilidades de las imágenes ASAR a la hora de analizar la 
distribución espacial y temporal de vertidos de hidrocarburos en el caso de un 
gran accidente.  
6. Desarrollar algoritmos basados en redes neuronales para la estimación de la 
concentración de clorofila a utilizando imágenes MERIS de alta resolución para 
la zona de las Rias Baixas. 
7. Estudiar la distribución espacial y temporal de las proliferaciones masivas de 
Pseudo-nitzschia spp. en la zona de las Rias Baixas, así como explorar las 
relaciones con las variables ambientales disponibles.  
8. Desarrollar un sistema de predicción para proliferaciones masivas de Pseudo-
nitzschia spp. en la zona de las Rias Baixas basado en la utilización de máquinas 


























































2.1 Redes neuronales de perceptrón multicapa (MLP) 

































El aprendizaje automático es una de las ramas de la inteligencia artificial, campo de 
las ciencias de la computación que engloba un conjunto de técnicas basadas en ejecutar 
procesos análogos a los presentes en la naturaleza o al pensamiento humano, y que se 
utilizan para el desarrollo de algoritmos que permiten la resolución de problemas 
complejos (Alpaydin, 2010).  
El aprendizaje automático incluye una serie de técnicas que permiten que las 
computadoras aprendan de forma que mejoren su rendimiento en una determinada tarea 
gracias a la experiencia. En alguna de estas técnicas, como el razonamiento basado en 
casos, los sistemas expertos o las redes bayesianas, el aprendizaje es deductivo, ya que se 
parte de reglas generales para obtener conclusiones particulares. En otras técnicas, como 
árboles de decisión,  redes neuronales artificiales o máquinas de soporte vectorial, el 
aprendizaje es inductivo, es decir, a partir de la observación y análisis de ejemplos 
concretos se desarrollan modelos que explican dichos datos y que permitan llevar a cabo 
una generalización.  El aprendizaje inductivo puede ser supervisado, si se dispone de 
información a priori sobre los resultados reales correspondientes a los datos de entrada, o 
no supervisado (Bishop, 2006).  
En las aplicaciones tratadas en esta tesis se plantearon dos tipos básicos de problemas: 
predicción y clasificación binaria. En el caso de los problemas de predicción, se requieren 
algoritmos de aproximación que permitan estimar el valor de una variable de salida, 
numérica y continúa en un intervalo conocido, a  partir de un conjunto de variables de 
entrada independientes. Si la relación entre las variables de entrada y la de salida es lineal 
o se ajusta a algún tipo de función conocida, se puede utilizar modelos de regresión 
múltiple. Sin embargo, en el caso de patrones complejos y no lineales, se logran mejores 
aproximaciones con técnicas de inteligencia artificial como las redes neuronales 
artificiales (RNA), entre las que se incluye el perceptrón multicapa (MLP, por las siglas 
en ingles de Multilayer Perceptron) (Haykin, 2009). 
A diferencia de los modelos de predicción, la salida de un algoritmo de clasificación 
no es un número, sino una etiqueta que define una clase o categoría. Los problemas de 
clasificación binarios son los que se plantean con dos clases. Matemáticamente, el 
objetivo de un clasificador binario es encontrar una función que permita asignar a cada 
vector de entrada, definido por un conjunto de variables, la etiqueta correspondiente a una 
de las dos clases. Este problema se puede resolver o bien mediante algoritmos  no 
supervisados, que se basan en encontrar patrones, correlaciones o características en la 
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estructura de los datos de entrada que permitan una categorización óptima; o bien a través 
procesos de aprendizaje supervisado, los cuales utilizan un conjunto de entrenamiento con 
información a priori sobre la clase correspondiente a los vectores de entrada con el 
objetivo de minimizar el error esperado o riesgo empírico. Entre los clasificadores 
binarios se incluyen las máquinas de soporte vectorial o máquina de vectores soporte 
(SVM, por las siglas en inglés de Support Vector Machine) (Cristianini and Shawe-
Taylor, 2000).  
 
2.1 REDES NEURONALES DE PERPECTRÓN MULTICAPA 
Un perceptrón multicapa (MLP) es un tipo de red neuronal artificial muy utilizada en 
aplicaciones medioambientales debido a su capacidad para aproximar un conjunto de 
datos de entrada a su correspondiente salida. A diferencia de otras aproximaciones 
estadísticas, el MLP no asume ninguna distribución en los datos y permite modelar así 
datos complejos, no-lineales y con múltiples variables (Hsieh, 2009). En el capítulo 3 se 
utilizó para desarrollar algoritmos de predicción de capturas por unidad de esfuerzo 
(CPUE) para dos especies a partir de variables ambientales. En el 7, el MLP es la base del 
algoritmo para la estimación de clorofila a partir de imágenes del sensor espacial MERIS. 
Además, también se utilizó como clasificador binario (capítulo 6), para comparar los 
resultados con los de las SVM.  
Los fundamentos teóricos del MLP fueron introducido por McCulloch and Pitts en los 
años 40 (McCulloch and Pitts, 1990). Un MLP se compone de un conjunto de elementos 
computacionales, llamados neuronas o nodos, organizados en múltiples capas. Cada 
neurona tan solo presenta conexiones con las neuronas en la capa siguiente, nunca con las 
neuronas de capas previas o de la misma capa, por lo se puede definir como una red 
multicapa de propagación hacia delante. Cada conexión está definida por un valor de 
peso, conocido como peso sináptico (Haykin, 2009; Bishop, 2006; Fine, 1999;  Ripley, 
1996).  
La estructura de un MLP típico incluye una capa de entrada, una o más capas ocultas y 
una  capa de salida (Figura 2.1). Las neuronas de la capa de entrada tan solo distribuyen 
las señales de entrada dentro de la red, sin procesarlas. Sin embargo, las neuronas de las 
capas ocultas y de la capa de salida funcionan como perceptrones simples que generan 
una señal de salida que transforman a través de una función de activación, previamente 
seleccionada para cada una de estas capas.  
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En la Figura 2.1 se muestra el funcionamiento de una neurona, cuyas señales de 
entrada son las señales de salida de las neuronas en la capa anterior.  La señal de salida 
(h) de cada neurona no es más que una suma algebraica de las señales de entrada (x) 
ponderadas utilizando los pesos sinápticos (w) asociados a las correspondientes 
conexiones más un valor de umbral (w0) característico de dicha neurona, y que en el caso 
del MLP suele tratarse como una conexión más a la neurona, cuya entrada es constante e 
igual a uno (w0 con x0 = 1): 
                                               
 
Figura 2.1: Estructura típica de una red de tipo MLP, con dos capas ocultas.  
 
La señal de salida (h) se procesa utilizando una función de activación para producir la 
salida final de dicha neurona (y). La función de activación puede ser simplemente la 
función identidad (y = h), una función umbral o una función lineal: 
                       
Sin embargo, las funciones de activación más utilizadas son funciones no lineales, 
monótona creciente y acotadas, que limiten los valores de salida dentro de un rango, 
como es la función sigmoidea o logística:  
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Otra función muy común es la tangente hiperbólica, función simétrica en el origen y 
con una forma similar a la sigmoidea, aunque con la ventaja de producir valores 
negativos:  
                         
La utilización de funciones de activación no lineales resuelve problemas comunes de 
saturación y ruido en las redes neuronales artificiales. 
 
Figura 2.2: Funcionamiento de una neurona en una red de tipo MLP. 
 
El desarrollo de un MLP implica tres fases:  
 Diseño de la red: Se deciden las características del MLP, incluyendo las entradas y 
salidas, el número de capas ocultas, y la función de activación para cada capa. 
 Fase de entrenamiento: Una vez diseñada la arquitectura del MLP, la relación entre las 
entradas y la salida deseada depende en última instancia de los valores de los pesos 
asociados a cada conexión y de los umbrales. Estos valores se establecen mediante una 
técnica de aprendizaje supervisado denominado aprendizaje por retro-propagación de 
errores o regla delta generalizada, inicialmente propuesto por Rumerhalt et al. (1986). 
Se utiliza un conjunto de datos de entrenamiento para el cual se conoce la salida real 
correspondiente a cada vector de entrada. 
 Fase  de validación: Se evalúa la capacidad de la red para generalizar el problema de 
aproximación planteado mediante su aplicación a un conjunto de datos independiente 
del conjunto de entrenamiento, para los cuales se conoce la salida real correspondiente 
a cada vector de entrada. Para la evaluación se calculan una serie de parámetros que 





2.1.1. APRENDIZAJE POR RETRO-PROPAGACIÓN DE ERRORES 
El objetivo del entrenamiento de un MLP es establecer los valores de los pesos y 
umbrales mediante el procedimiento de aprendizaje por retro-propagación de errores o 
regla delta generalizada. Se trata de una técnica de aprendizaje supervisado, la cual utiliza 
información a priori sobre la salida real correspondiente a un conjunto de datos de 
entrada para ajustar la red de forma que la salida de la misma se aproxime lo más posible 
a la salida real. 
En un MLP, las conexiones de entrada a la neurona i están definidas por las salidas xj 
correspondiente a las neuronas j de la capa precedente y por el conjunto de pesos wij, 
asociados a la conexiones desde las neuronas j hacia la neurona i. La salida para cada 
neurona i  en una iteración t se obtiene mediante la aplicación de una función de 
activación (f)  a la suma ponderada de las entradas la misma: 
                                     
 
           
El error global de la red, para un vector de entrada p,  se define en base a la diferencia 
entre la salida deseada (d) y la obtenida (y) en las M neuronas de la capa de salida, es 
decir: 
    
 
 
           
                
 
   
 
En el aprendizaje por retro-propagación de errores, el conjunto de los pesos sinápticos 
(incluidos los umbrales, considerados como un peso más) se ajusta de forma iterativa para 
minimizar la función de error global (Ecuación 2.6), la cual es función de los pesos y que 
compara la salida real y la producida por el modelo. El objetivo es encontrar la 
configuración de pesos  que produzca el mínimo global de dicha función, aunque en 
muchos casos un mínimo local puede ser suficiente (Cauwenberghs, 1996).  
El proceso de aprendizaje, tras una inicialización de los pesos  de forma aleatoria y 
con valores pequeños, consta de dos fases: en la primera fase se obtiene la salida de la red 
y se compara con la salida deseada, calculándose la función de error global; en la segunda 
fase se actualizan los valores de los pesos empezando por las neuronas de la capa de 
salida y continuando capa a capa hacia atrás por las neuronas de las capas ocultas. Así, el 
error inicialmente estimado para las neuronas de la capa de salida se va propagando hacia 
las neuronas de las capas intermedias a medida que se ajustan los pesos  mediante un 
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mecanismo de optimización no lineal denominado gradiente descendiente. El proceso se 
repite de forma cíclica, utilizando siempre los pesos ajustados en la iteración previa para 
la primera fase, hasta que se alcanza una convergencia y no se observan variaciones 
significativas en la función de error.  El fin del aprendizaje también se puede establecer 
por criterios arbitrarios, como el número máximo de iteraciones.  
El método de gradiente descendiente requiere de funciones de activación continúas y 
diferenciables. Se basa en que si el gradiente define el máximo crecimiento de la función 
de error, los pesos se deben actualizar siguiendo el sentido contrario al indicado por dicho 
gradiente, es decir, la dirección de máximo decrecimiento (Arfken el al., 2005). De esta 
forma se produce un descenso por la superficie de error hasta alcanzar un mínimo local. 
El valor del peso actualizado en cada nueva iteración (W(t+1)) se calcula así en base al 
valor del peso en la iteración previa (W(t)), al gradiente de la función de error( ∇E(W)) y a 
una tasa de entrenamiento (α): 
             ∇                     
Utilizando el método del gradiente descendiente (Ecuación 2.7), para  un solo vector 
de entrada p, sabemos que la variación de los pesos sinápticos entre dos iteraciones es 
proporcional al gradiente de la función de error, es decir: 
                 
   
    
               
Aplicando la regla de la cadena, la derivada del error con respecto a los pesos 
sinápticos se puede expresar en función de dos derivadas (Ecuación 2.9): la derivada del 
error respecto a la salida no activada (hi), que indica como varia el error al variar la 
entrada a la neurona i; y la derivada con respecto al peso sináptico wij, que indica como 
varia la entrada de la neurona i al variar el peso de la conexión que va desde la neurona j 
en la capa previa hasta la neurona i. El primer término se expresa en términos de un valor 
delta (δ) y el segundo es equivalente a la salida activada de la neurona j (ver detalles en 
Haykin, 2009): 
   
    
  
   
   
   
    
                           
Para calcular el valor de delta también se utiliza la regla de la cadena, de forma que se 
puede expresar en función de la derivada de la función de activación y de un segundo 
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término que depende de si la neurona i se encuentra en la capa de salida o en las capas 
ocultas (ver detalles en Haykin, 2009).  
Así, si i es una neurona de la capa de salida, el valor del delta depende de la diferencia 
entre la salida de la neurona (ypi), que corresponde con la salida o unas de las salidas de la 
red,  y la salida deseada (dpi): 
               
                     
Sin embargo, si i es una neurona de las capas ocultas, su valor delta dependerá del 
delta de las neuronas k de la siguiente capa y de los pesos que definen las conexiones 
desde i hasta las neuronas k : 
           
 
  
                     
De esta manera, a través de valor de los deltas, el error cometido en las neuronas de la 
capa salida se propaga hacia las neuronas de la capa oculta precedente actualizando los 
pesos correspondientes.  Desde esa capa oculta, la propagación del error y actualización 
de pesos continúa hacia capas previas hasta llegar a la primera capa oculta, que es el 
primer nivel con procesamiento de la señal, ya que la capa de entrada tan solo distribuye 
las señales dentro de la red.   
En la implementación del algoritmo (Ecuación 2.8) se introduce una tasa de 
aprendizaje (α), que define la amplitud del paso entre dos iteraciones consecutivas y que 
idealmente debería ser infinitesimal. Con una tasa de aprendizaje más alta, el proceso es 
más rápido, pero también puede dar lugar a oscilaciones en torno a un mínimo local. El 
impacto de dichas oscilaciones se puede disminuir mediante la adición de un momento 
(β), que determina el efecto de la variación de los pesos realizada en la iteración previa 
sobre una iteración data. La adición del momento permite alcanzar la convergencia en un 
menor número de iteraciones (Bishop, 2006). Sustituyendo la Ecuación 2.9 en la 
Ecuación 2.8 y añadiendo el momento, obtenemos la forma final del algoritmo de retro-
propagación de los errores, considerando un vector de entrada: 
                                                     
Existen dos modos de entrenamiento diferentes en función del momento en que se 
actualizan los pesos sinápticos.  En el modo secuencial o individualizado (Sollich and 
Barber, 1997), los pesos se actualizan tras la presentación de cada vector de 
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entrenamiento (Ecuación 2.12), de forma que durante cada iteración se realizan P 
correcciones de los pesos sinápticos minimizando cada vez la función de error 
correspondiente (Ecuación 2.6).  Si los vectores de entrenamiento se presentan a la red de 
manera aleatoria, la búsqueda la configuración ideal de pesos es estocástica por 
naturaleza, disminuyendo la probabilidad de que el algoritmo quede atrapado en un 
mínimo local. El principal inconveniente de este modo es la dificultad para establecer las 
condiciones teóricas para la convergencia del algoritmo. 
El segundo modo es el entrenamiento por lotes o modo batch, en el cual la 
actualización de los pesos se realiza una única vez en cada iteración tras la presentación 
del conjunto de entrenamiento completo. Este modo permite una estimación precisa de 
vector gradiente lo que garantiza la convergencia hacia un mínimo local, aunque es más 
lento computacionalmente y demanda más recursos (Stager and Agarwal, 1997). El error 
global de la red a minimizar no es más que el error cuadrático medio,  que para  un 
conjunto de entrenamiento con P vectores de entrada se define como: 
   
 
 
    
 
   
                 
Adaptando la Ecuación 2.12 a este error, el algoritmo final obtenido se define en 
función de un sumatorio de las derivadas del error para cada vector de entrada: 
                 
  
    
          
 
 
   
   
    
 
   
                 
2.1.1.1 Problemas asociados al aprendizaje 
Uno de los principales inconvenientes del MLP es la dependencia de los parámetros de 
configuración, como la tasa de entrenamiento o las funciones de activación escogidas  
(Liu et al., 2004), del conjunto de pesos iniciales (Kolen and Goel, 1991), que 
generalmente se seleccionan de forma aleatoria, y del orden en que se presentan los 
vectores de entrada. Así, pequeñas variaciones resultan en grandes diferencias en los 
resultados y/o en los tiempos de convergencia. La variabilidad de los resultados de la red 
en diferentes ejecuciones obliga generalmente a mecanismos de prueba y error hasta 
alcanzar la configuración  adecuada para el problema planteado, lo que supone un 
aumento considerable del tiempo necesario en las fases de diseño y entrenamiento.  
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Otro problema es que el proceso de aprendizaje quede atrapado en algún mínimo local 
de la función de error (Bianchini and Gore, 1996), lo cual supone un problema si ese 
mínimo está muy alejado del mínimo global. En teoría, mediante la utilización de una tasa 
de entrenamiento muy pequeña se evitaría el problema, pero se ralentizaría demasiado el 
proceso. Así, entre las soluciones adoptadas están el aumento del número de neuronas 
ocultas, el cual puede provocar una pérdida de la capacidad de generalización, la adicción 
de una tasa de momento (Ecuación 2.12) o la utilización de tasas de aprendizaje 
decrecientes.  
Otra dificultad en el aprendizaje es la saturación de la función de activación cuando la 
entrada a una neurona toma un valor demasiado alto (positivo o negativo), alcanzando así  
un valor de activación máximo o mínimo. Como consecuencia, su derivada tiende a ser 
nula y durante un tiempo no se produce variación en el error (Goel et al., 2006), situación 
que podría confundirse con un mínimo local.  La normalización de los datos de entrada de 
forma que el valor de los medio de los mismos tome un valor bajo cercano a cero puede 
evitar la saturación (Bishop, 1996).  
Finalmente, uno de los problemas más comunes es el sobreajuste, que se produce 
cuando la respuesta de la red a los vectores de entrenamiento es muy buena mientras que 
la respuesta a nuevos vectores es muy pobre, lo que conduce una perdida en la capacidad 
de generalización del algoritmo (Fine, 1999). Para evitar el sobreajuste es muy importante 
la calidad del conjunto de entrenamiento, que debe ser lo suficientemente representativo 
del problema como para garantizar una buena capacidad de generalización.  
Sin embargo, la forma más común de evitar el sobreajuste es que durante el 
entrenamiento, además del error de aprendizaje (Ecuación 2.13), se calcule también un 
error de generalización que indique la respuesta de la red a un conjunto de datos de 
validación constituido por vectores de entrada independientes para los cuales también se 
conoce la salida deseada. También se puede utilizar un único conjunto de entrenamiento 
para el aprendizaje y la validación en un procedimiento denominado validación cruzada, 
que explicamos en la siguiente sección.  
Tal como se muestra en la Figura 2.3, el error de aprendizaje sigue una curva 
decreciente con asíntota horizontal, de forma que el sobreajuste tiende a ocurrir al 
aumentar el número de iteraciones en el entrenamiento. Sin embargo, el error de 
generalización puede mostrar patrones más complejos, con varios mínimos.  Aunque 
existen diversas técnicas de parada temprana (early stopping) para detener el 
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entrenamiento en alguno de estos mínimos,  en la mayoría de los casos se deja que el 
proceso de aprendizaje continúe hasta alcanzar un aprendizaje de error razonable, 
guardando periódicamente las distintas configuraciones intermedias para luego 
seleccionar la de menor error de generalización.  
 
 
Figura 2.3: Evolución de los errores de aprendizaje y generalización para una red MLP en una 
situación real. Adaptado de Bishop, 1996.   
 
2.1.1.2 Validación cruzada 
La validación cruzada es un método estándar que permite evaluar de una forma más 
fiable la precisión de un modelo predictivo (Fukunaga, 1990). En el caso de los MLP, 
permite además mejorar significativamente la capacidad de generalización de los 
algoritmos ya que al validar se estima un error de generalización además del error de 
aprendizaje, y es además útil en la fase de entrenamiento para buscar la configuración de 
pesos más adecuada para un determinado problema (Myles et al., 1997). 
El principio básico es que el conjunto de entrenamiento se divide en N particiones, de 
forma que el modelo se entrena N veces, utilizando los datos de (N-1) particiones para 
entrenar y la partición restante para validar, o en el caso del MLP, para estimar el error de 
generalización en el que se basa la selección de la configuración de pesos óptima de la 
red.   
Si utilizamos la validación cruzada para estimar la precisión del modelo predictivo, la 
clave está en que cada una de las particiones es utilizada exactamente una vez como datos 
independientes que permiten validar el modelo. Combinando los resultados de las N 
validaciones, se pueden estimar los parámetros que definen la eficacia del modelo a partir 
de un conjunto de datos que no ha sido realmente utilizado para entrenar, por lo que los 
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parámetros obtenidos son más fiables que los calculados  directamente a partir del 
conjunto de entrenamiento.  Para el caso del MLP, se podría por ejemplo calcular la 
media de los errores obtenidos en cada validación: 
   
 
 
   
 
   
                    
La validación cruzada también se puede utilizar para buscar la configuración óptima 
de un MLP para afrontar un determinado problema guardando el conjunto de pesos con 
menor error de generalización obtenido en cada uno de los N entrenamientos realizados. 
Entre las configuraciones guardadas y las obtenidas mediante la combinación de los pesos 
de diferentes configuraciones o a través de medias, se puede seleccionar la configuración 
óptima en base a los parámetros de validación obtenidos al aplicar la red al conjunto de 
entrenamiento completo y/o a un conjunto de validación independiente. Además, a partir 
del segundo entrenamiento se puede inicializar la red con el conjunto de pesos obtenidos 
en el paso previo, lo que en una red con una buena capacidad de generalización reduce en 
tiempo en que se alcanza la convergencia.  
El número de particiones se debe seleccionar antes de iniciar la validación cruzada. 
Para obtener un mejor resultado, es conveniente que cada partición sea aleatoria y 
representativa del conjunto de entrenamiento completo, para lo cual se pueden utilizar 
diferentes algoritmos. Una de los casos más comunes es la validación cruzada con 10 
particiones.  
Un caso especial de validación cruzada, utilizada para conjuntos de datos pequeños, es 
la validación cruzada dejando uno fuera (leave-one-out cross-validation), en la cual el 
modelo  se entrena un número de  veces (N) igual al número de elementos del conjunto de 
entrenamiento, utilizando cada vez tan solo un elemento para validar y los restantes N-1 
elementos para entrenar.  
 
2.1.2. VALIDACIÓN 
La estrategia utilizada normalmente en el desarrollo de un MLP es dividir la base de 
datos disponible, con vectores de entrada para los cuales se conoce la salida esperada, en 
dos conjuntos: un conjunto de entrenamiento, que incluye entre el 75% y el 80% de los 
valores y se utiliza para entrenar la red, normalmente mediante validación cruzada; y un 
conjunto de validación, que incluye los restantes valores y se utiliza para validar la red 
obtenida mediante el cálculo de una serie de parámetros permiten evaluar la capacidad de 
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generalización de la red mediante la comparación entre la salida real y la salida del 
modelo (Bishop, 1996).   
Generalmente, y  debido a la variabilidad observada en la salida de la red en las 
diferentes ejecuciones de la fase de entrenamiento, el entrenamiento se repite varias veces 
y los resultados de la validación se utilizan para seleccionar la red óptima con una mayor 
capacidad de generalización. Los resultados también son útiles para comparar modelos 
con diferentes configuraciones paramétricas o distintas combinaciones de variables de 
entrada.  
La arquitectura de los MLP utilizados en esta tesis incluye dos capas ocultas y una 
única neurona en la capa de salida (Figura 2.1), cuya señal de salida es la salida final de la 
red. Si denotamos la salida de la red para un vector de entrada i como yi y la salida de la 
red (modelada) como mi, y consideramos un conjunto de validación de N elementos, los 
parámetros que podemos calcular son los siguientes: 
 Coeficiente de correlación (R) determinación (R2) entre la salida real y la del modelo. 
 Error medio de predicción (MPE), calculado a partir de los errores de predicción para 
cada vector de entrada (PEi) 
                               
    
 
 
    
 
   
                 
 Varianza de los errores de predicción (VAR): 
    
 
   
          
                   
 
   
 
 Error porcentual medio absoluto (MAPE): 




       
  
 
   






 Error cuadrático medio (RMSE): 
       
    
  
   
 
                    
 Error cuadrático medio relativo (RelRMSE) 
          
    
 
  
   
 
   
               
El coeficiente de determinación (R
2
) es una medida de la correlación entre la salida 
real y la del modelo. El error medio de predicción (MPE) nos permite saber si el modelo 
tiende a infravalorar (valores positivos altos) o a sobreestimar (valores negativos altos) 
los valores reales. El error porcentual medio absoluto (MAPE) y el error cuadrático medio 
(RMSE) se utilizan como medidas del error relativo y absoluto, respectivamente. 
Finalmente, la varianza de los errores de predicción (VAR) nos permite cuantificar la 
variabilidad del error. La eficacia de un modelo predictivo será mayor con valores de R
2
 
próximos a uno y de MPE próximos a cero, así como con valores bajos de MAPE, RMSE 
y VAR.  
 
2.2 MÁQUINAS DE SOPORTE VECTORIAL (SVM) 
Las máquinas de soporte vectorial (SVM) se describieron por primera vez en 1992 
(Boser et al., 1992), y fueron posteriormente desarrolladas para problemas de 
clasificación (Cortes and Vapnik, 1995; Schölkopf et al., 1999; Vapnik, 2000) y de 
regresión (Vapnik, 1998). Las SVM son algoritmos de aprendizaje automático 
supervisado con los que se han obtenido buenos resultados en numerosas aplicaciones 
relacionadas con la teledetección (Gualtieri and Cromp,1999; Azimi and Zekavat, 2000; 
Perkins et al., 2001; Zhang et al., 2001; Huang et al., 2002; Melgani and Bruzzone, 2002; 
Lennon et al., 2002; Melgani and Bruzzone, 2004; Camps-Valls et al., 2004; Camps-Valls 
and Bruzzone, 2005;Camps-Valls et al., 2006; Ferreiro-Armán et al., 2006). En esta tesis 
se utilizaron como algoritmo de clasificación binario. En el caso del trabajo relacionado 
con la predicción de floraciones masivas de Pseudo-nitzschia spp. se desarrollaron dos 
tipos de modelo (capítulo 9): presencia/ausencia y bloom/no bloom. En la detección de 
vertidos de hidrocarburos a partir de imágenes SAR el objetivo es distinguir entre 
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vertidos reales y otros fenómenos que causan signaturas similares en dichas  imágenes 
(capítulo 6).  
Las SVM pertenecen a la familia de los clasificadores lineales, los cuales se basan en 
buscar entre todos los hiperplanos separadores posibles el hiperplano óptimo que 
maximice el margen de separación (es decir, la distancia mínima) entre ambas clases. 
Dicho hiperplano (f(x)0) se define en base a dos parámetros (Ecuación 2.22): el vector 
normal (w) y el sesgo (b):  
                           
Geométricamente, el margen es la distancia perpendicular entre los dos hiperplanos en 
los que se encuentran los vectores de entrada de cada clase más cercanos al hiperplano de 
separación, y que son los vectores soporte (SV) que dan nombre a la maquina. Estos 
hiperplanos (f(x)+1 y f(x)-1), que marcan la frontera de cada clase, son paralelos entre si y 
al hiperplano separador (f(x)0), y para una clasificación perfecta ninguno de los vectores 
de entrada debería situarse entre ellos (Figura 2.4). Tiendo en cuenta esta restricción, el 
objetivo del clasificador es por lo tanto encontrar el hiperplano que maximice el margen, 
o lo que es equivalente, que minimice la norma euclídea del vector normal. Tras el 
desarrollo matemático, se plantea un problema de optimización de una función cuadrática 
(Ecuación 2.23) sujeto a restricciones lineales (Ecuación 2.24): 
     
          
 
 
                     
                                        
Mediante la utilización del método de Lagrange para problemas de optimización 
convexos, y aplicando las condiciones de Karush-Kuhn-Tucker (para los detalles del 
desarrollo matemático ver Scho lkopf and Smola, 2002), el problema se replantea 
finamente como una maximización de la función dual, que tan solo depende de los 
valores de los multiplicadores de Lagrange (α): 
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El problema de optimización dual es el que se resuelve en la práctica en un proceso de 
aprendizaje que permite obtener el valor del multiplicador de Lagrange asociado a cada 
vector de entrada en el conjunto de entrenamiento (αi). Los vectores soporte, con un 
multiplicador de Lagrange asociado mayor que cero, son críticos para el aprendizaje ya 
que son los únicos necesarios para encontrar el hiperplano óptimo de separación.  Si se 
descartan los restantes vectores (con un multiplicador de Lagrange asociado igual a 0) o 
se cambian por otros que no se encuentren entre ambos hiperplanos, la solución obtenida 
sería la misma. Esta propiedad de las SVM, conocida como dispersión de la solución, 
permite el desarrollo de estos algoritmos utilizando bases de datos de gran tamaño.  
 
 
Figura 2.4: Representación del clasificador lineal para dos clases. Se muestra el hiperplano 
óptimo de separación, los hiperplanos que marcan la frontera de cada clase (azul:-1, rojo: +1) y los 
vectores soporte (SV). Adaptado de Cristianini and Shawe-Taylor, 2000. 
 
Cuando las muestras del conjunto de entrenamiento no son linealmente separables en 
el espacio de entrada, el problema se resuelve en un espacio de una mayor dimensión al 
que se denomina espacio de características. Según el teorema de Cover (Cover, 1965), 
existe una transformación (Φ) que permite un mapeo no lineal del espacio de entrada a un 
espacio de características de mayor dimensión. A pesar de que un principio trabajar en un 
espacio de mayor dimensión implica una mayor complejidad estadística, compensa por la 
posibilidad de utilizar algoritmos más simples como el clasificador lineal (Figura 2.5).  
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En un principio, el aprendizaje en el espacio de características requeriría conocer la 
transformación de forma explícita. Sin embargo, se puede recurrir al truco del kérnel, que 
consiste en utilizar una función, denominada función  kérnel o núcleo, que permite 
mapear los datos de entrada al espacio de características de forma implícita y entrenar así 
la SVM como un clasificador lineal en dicho espacio. El teorema de Mercer (Mercer, 
1909) establece las condiciones para que una función sea un kérnel: continúa, simétrica, y 
positiva semidefinida.  El ejemplo más sencillo que satisface estas condiciones es el 
kérnel lineal. Para modelar funciones no lineales, se utilizan otros kérneles como el 
polinomial o la función gaussiana de base radial (RBF): 
                
 
             
 
Figura 2.5: Mapeado del espacio de entrada a un espacio de características de mayor dimensión.  
 
Así, mediante la introducción de una función kérnel, podemos trasladar el problema de 
optimización obtenido para el clasificador lineal (Ecuación 2.25)  al espacio de 
características: 
        
 
 
                           
 
   
 
     
       
El entrenamiento de las SVM se basa por lo tanto en la resolución de un problema de 
optimización convexo (Ecuación 2.28), lo que implica que a diferencia de redes 
neuronales de tipo perceptrón no presenta máximos locales y su solución es global y 
única.  En la literatura se pueden encontrar diferentes algoritmos de optimización 
exclusivos para la estructura de las SVM (Osuna et al., 1997; Joachims, 1999; Platt, 
1999), que permiten una convergencia rápida con un bajo coste computacional, incluso 
con bases de datos con un gran tamaño. 
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Una vez obtenidos los multiplicadores de Lagrange, la forma final del clasificador 
utilizado dependerá del kérnel escogido. Para un kérnel de tipo RFB (Ecuación 2.27), el 
clasificador sería: 
                  
        
 
      
     
             
            
          
En aplicaciones reales, los datos de entrada utilizados en el entrenamiento no suelen 
ser perfectamente separables ni el espacio de entrada ni en el de características, ya que 
normalmente existen datos erróneos, ruido o solapamiento de las clases. Así, las SVM se 
pueden mejorar si se permiten algunos errores en la clasificación, buscando un equilibrio 
entre la minimización del riesgo empírico (error en la clasificación) y la maximización 
del margen de separación. Es lo que se conoce como SVM con margen blando, que evitan 
el sobreajuste y logran que el clasificador presente una mayor capacidad de 
generalización (Figura 2.6).  
En la práctica, este objetivo se logra mediante la relajación de las restricciones 
definidas para el caso lineal (Ecuación 2.24) mediante la introducción de variables de 
holgura no negativas (ξi). De esta manera, al problema de optimización planteado para el 
caso lineal (Ecuación 2.23) se le añade un término de regularización que depende de las 
variables de holgura, cuya magnitud depende a su vez del margen: 
     
          
 
 
         
 
               
                                      
El término de regularización incluye una constante C (parámetro de coste) que 
determina la holgura del margen blando. La adicción del término de regularización no 
implica cambios en la reformulación dual del problema de optimización (Ecuación 2.23), 
si no tan solo la inclusión de C en las restricciones (Ecuación 2.24), de la forma: 
                      
El valor de la constante C es establecida a priori por el usuario, considerando que 
cuanto mayor sea este valor, la SVM es más estricta a la hora de permitir errores de 
clasificación. Con C=∞, la solución es igual a la obtenida al entrenar la máquina sin 
regularizar.  
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Además de la constante C o parámetro de coste, el usuario también necesita establecer 
los parámetros asociados a la función núcleo. Por ejemplo, para el caso de la función RBF 
(Ecuación 2.29), se necesita definir el parámetro γ. Así, en comparación con la 
complejidad de las redes de tipo perceptrón, la búsqueda del modelo con la mejor 
configuración paramétrica  para una determinada base de datos es mucho menos costosa 
computacionalmente  debido al  número limitado de parámetros (dos el caso del kérnel 
RBF) y a que las soluciones obtenidas para cada caso son únicas.  
 
 
Figura 2.6: Clasificador lineal con margen blando, en el que se permiten algunos errores en la 




Las SVM son algoritmos supervisados que se basan en el principio de minimización 
del riesgo estructural. Así, se busca un compromiso entre la minimización del error de 
clasificación en el conjunto de entrenamiento y la maximización del margen, se forma 
que se obtiene la estructura óptima del modelo y los valores óptimos de sus parámetros, 
considerando que la solución de las SVM es global y única para cada configuración 
paramétrica.  
Como ya se mencionó, el entrenamiento consiste en resolver un problema de 
optimización cuadrático mediante la utilización de algún algoritmo de optimización. En 
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esta tesis, los diferentes clasificadores se desarrollaron utilizando la librería LIBSVM, la 
cual implementa un algoritmo de optimización secuencial mínima (Chang and Lin, 2011).  
Antes de entrenar las SVM, es conveniente escalar linealmente los datos de entrada 
entre -1 y +1, para así evitar que los parámetros con un mayor rango de variación tengan 
una mayor influencia en los resultados finales (Vapnik, 1995). Además, las variables 
categóricas se deben convertir en variables numéricas antes de ser utilizadas.  
Antes de entrenar las SVM se necesita escoger la función núcleo. En esta tesis, se 
trabajó con la función RBF, de forma que se simplifica la selección de la configuración 
paramétrica que produce los mejores resultados en la clasificación, ya que tan solo se 
necesita establecer el valor de dos parámetros (C, γ). 
Otros de los problemas a los que nos enfrentamos en el entrenamiento es que los 
conjuntos de entrada no son balanceados, es decir, existe un desequilibrio entre el número 
de vectores de entrada pertenecientes a cada clase.  
 
2.2.1.1 Selección de la configuración paramétrica óptima  
El objetivo de este proceso es identificar los valores óptimos de los parámetros (C, γ) 
que maximicen el rendimiento del clasificador. El procedimiento más sencillo que 
utilizamos en esta tesis es la búsqueda sistemática: se entrenan y validan diferentes 
modelos variando los valores de ambos parámetros y se selecciona al final el clasificador 
con el mejor resultado en la validación (sección 1.4.2.2). 
La búsqueda sistemática puede resultar lenta y engorrosa con bases de datos amplias, 
con más de 1000 vectores de entrada. Si la duración de cada ejecución (entrenamiento y 
validación)  es demasiado larga, se puede realizar la búsqueda en dos fases (Michie et al., 
1994). Una primera búsqueda preliminar utilizando valores exponencialmente crecientes 
de ambos parámetros (C =2
-5
, 2
-3,…, 215; γ = 2-15, 2-13, …,23) y a continuación una 
segunda búsqueda de afinamiento con valores que varían linealmente en el entorno de la 
mejor configuración obtenida en la primera fase. Si la base de datos es muy amplia se 
puede realizar la búsqueda preliminar a partir de un subconjunto aleatoriamente 
seleccionado y la búsqueda de afinamiento utilizando la base de datos completa. Además, 
el tiempo y el coste computacional de las búsquedas se pueden reducir mediante 
paralelización.  
También se han propuesto diferentes métodos avanzados para realizar la selección 
paramétrica más rápido y con un menor coste computacional (Vural el al., 2008, Ong et 
al., 2010; Peng, 2012).   
 38 
2.2.1.2 Conjuntos de entrada no balanceados 
En problemas reales en frecuente que los conjuntos de entrada presenten un 
desequilibrio entre ambas clases, es decir, que el número de elementos de una clase 
supere ampliamente al de la otra. El desequilibrio puede causar peores resultados ya que 
el clasificador tiende a clasificar todos los vectores de entrada como pertenecientes a la 
clase mayoritaria. Se han propuesto diferentes aproximaciones para resolver este 
problema (Zeng and Gao, 2009).  
Una de las soluciones adoptadas es la selección aleatoria de un subconjunto de la clase 
mayoritaria para así generar conjuntos balanceados con los que entrenar. Este método 
puede producir resultados satisfactorios si en el subconjunto de la clase mayoritaria se 
incluyen los vectores de entrada que son clave para la discriminación de ambas clases, es 
decir, los vectores soporte. Sin embargo, también se puede producir una pérdida real de 
información. Además,  los conjuntos no balanceados reflejan las probabilidades a priori 
de pertenencia a cada clase, información que se pierde al utilizar conjuntos balanceados. 
Otra aproximación al problema es la utilización de SVM ponderadas (Suykens, 2001). 
Así, el parámetro de coste (C) se pondera utilizando un peso diferente para cada clase, de 
forma que se aumente la precisión de la clase minoritaria a costa de un posible 
incremento de los errores de clasificación para la clase mayoritaria. Por lo tanto, se debe 
aplicar un peso mayor en la clase con un menor número de vectores de entrada. Una 
forma práctica de establecer los pesos es asignar el porcentaje del total de vectores que 
corresponde a cada clase como peso para la otra clase.  
 
2.2.2 VALIDACIÓN 
2.2.2.1 Parámetros de evaluación  
La validación consiste en evaluar el rendimiento de los clasificadores mediante el 
cálculo de dos parámetros utilizados de forma común en problemas de clasificación: la 
precisión global y el estadístico kappa (Landis and Koch, 1977). Los resultados de la 
validación se utilizan en la selección de la configuración paramétrica óptima, para 
comparar modelos obtenidos mediante conjuntos de entrenamiento o combinaciones de 
parámetros de entrada diferentes o incluso para comparar las SVM con otros tipos de 
clasificadores.  
Para la obtención de estos parámetros se aplica el clasificador a un conjunto de datos 
para los cuales conocemos la clase real correspondiente a cada elemento de entrada y se 
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construye la matriz de confusión (Tabla 1.1), que nos permite visualizar el número de 
aciertos y errores obtenidos en la clasificación para cada clase: 
Tabla 2.1: Matriz de confusión mostrando el número de aciertos y errores en una clasificación con 
dos clases.  
Clase +1 -1 
+1 C+1 M+1 
-1 M-1 C-1 
 
C+1 y C-1 son el número de elementos correctamente clasificados para cada clase 
mientras que M+1 and M-1 son el número de errores en la clasificación para cada clase. Si 
NC es el número total de elementos correctamente clasificados y NT es el número total de 
elementos, la precisión global (PG) se define como el porcentaje de elementos 
correctamente clasificados, es decir: 
    
  
  
     
       
               
                    
El estadístico kappa (Ecuación 2.32), que nos permite establecer la significancia y 
fiabilidad de la clasificación, mide la precisión de la clasificación prescindiendo del 
efecto del azar. Para problemas de clasificación con dos clases, se  calcula a partir de la 
precisión global medida en tanto por uno (Pg) y de la precisión hipotética de la 
clasificación debida al efecto del azar (Pa): 
  
     
    
                   
   
  
   
      
                    
   
                   
El estadístico kappa es una medida mucho más fiable que la precisión global a la hora 
de evaluar el rendimiento de un clasificador, especialmente en conjuntos no balanceados, 
de ahí que sea el parámetro que se utiliza en la selección de parámetros o para la 
comparación de modelos. Por ejemplo, un clasificador no funciona bien si clasifica todos 
los elementos como pertenecientes a la clase mayoritaria, aunque el resultado de la 
precisión global en ese caso podría considerase bueno al ser igual al porcentaje de 
elementos pertenecientes a dicha clase, es decir, siempre superior al 50%.  
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El valor del estadístico kappa siempre va a ser inferior al de la precisión, y cuanto más 
se aproximen ambos valores, menor es el efecto del azar en el resultado y mejor la 
capacidad de generalización del clasificador.  
Otros parámetros que también pueden ser útiles en función de la aplicación son la 
precisión individual o porcentaje de aciertos y/o el porcentaje de errores  o falsas alarmas 
dentro de cada clase.  
 
2.2.2.2 Estrategias de validación  
Si los parámetros de evaluación se calculan a partir del conjunto de entrada utilizado 
para el entrenamiento y se obtienen valores altos de precisión y significancia, podría ser 
indicativo de sobreajuste y de una mala capacidad de generalización. Para evitar este 
problema, especialmente en el proceso de selección de la configuración paramétrica 
óptima, se siguen dos estrategias diferentes de validación.  
La primera estrategia consiste en calcular los parámetros a partir de un conjunto de 
validación independiente del conjunto de entrenamiento. Para poder utilizar este método, 
se necesita de una base de datos lo bastante amplia como para dividirla en dos 
subconjuntos, que deben ser aleatorios y representativos del conjunto completo. 
Generalmente, el conjunto de entrenamiento incluye el 75% ó 80% de los vectores de 
entrada, y el conjunto de validación los restantes elementos.   
La segunda estrategia, que se utiliza con bases de datos de pequeño tamaño, es la 
validación cruzada (ver sección 1.4.1.1), que requiere que el conjunto de entrenamiento se 
divida en N subconjuntos aleatorios. El clasificador se entrena N veces a partir de N-1 
subconjuntos, mientras que el subconjunto restante se utiliza para validar. Al final del 
proceso, cada subconjunto se utilizó solamente una vez en la validación, y la suma de los 
aciertos y errores obtenidos en la clasificación de cada subconjunto de validación nos 
permite construir  una matriz de confusión con un número de elementos total igual al 
tamaño del conjunto de entrenamiento. A partir de esta matriz se calcula la precisión y la 
significancia, valores que serán más fiables a la hora de valorar la capacidad de 
generalización del clasificador que si se obtuviesen tras un entrenamiento utilizando la 
base de datos completa.  
Un caso especial de validación cruzada en la validación cruzada de primer orden o 
“dejando uno fuera”, en la cual el clasificador se entrena tantas veces como elementos 
tenga el conjunto de entrenamiento utilizando cada vez todos los elementos menos uno, el 
cual se retiene para validar. 
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Generalmente, en el proceso de selección de la configuración paramétrica óptima se 
escoge el clasificador con el que se obtenga un valor más alto de significancia, bien 
utilizando un conjunto de validación independiente o bien a partir de la validación 
cruzada. Otra opción es combinar ambas estrategias, de forma que el criterio de selección 
de  los parámetros óptimos considere las significancias obtenidas a partir de un conjunto 








































CAPÍTULO  3 Utilización de redes neuronales para 
la predicción de la abundancia de 








































El principal objetivo en este capítulo es el desarrollo de modelos predictivos de 
capturas por unidad de esfuerzo (CPUE) para dos de las especies objetivo más 
importantes en los caladeros localizados en el Atlántico Suroeste, como son la merluza 
argentina (Merluccius hubbsi) y la pota argentina (Illex argentinus). Estos modelos 
permiten ampliar el  conocimiento sobre la dinámica de estas especies y resultan útiles 
para mejorar la eficiencia pesquera y energética, contribuyendo así de forma significativa 
a una gestión más sostenible de estas pesquerías.  
La región geográfica de estudio abarca la zona de la Plataforma Patagónica y el 
entorno de las Islas Malvinas en el Atlántico suroeste, entre las longitudes 64ºW y 54ºW 
y entre las latitudes 55ºS y 40ºS (Figura 3.1a). El rasgo más importante es la presencia 
permanente de un frente termohalino situado en el borde de la plataforma. Las 
características de este frente, como la localización geográfica exacta o el gradiente de 
densidad a través del mismo, dependen de la dinámica de las dos corrientes que dominan 
la circulación oceánica en la región: la corriente de Brasil, masa de agua cálida tropical 
que fluye de norte a sur; y la corriente de las Malvinas, que transporta aguas frías sub-
antárticas de sur a norte. Ambas corrientes convergen aproximadamente entre los 36ºS y 
los 38ºS (Peterson, 1992). La circulación oceánica es también muy activa a nivel regional 
y local, con frecuentes procesos como frentes costeros y afloramientos. En consecuencia, 
las aguas en esta zona presentan una elevada producción primaria que a su vez causa una 
gran diversidad biológica, con importantes pesquerías tanto pelágicas como demersales 
(Wang et al., 2007).  
Los caladeros utilizados por la flota española en la región se incluyen dentro de la 
Zona Interina de Conservación (FICZ) y de la Zona de Conservación Externa (FOCZ) de 
las Islas Malvinas y también en zonas de Aguas Internacionales (Divisiones 42S y 46S) 
(Figura 3.1a). Para operar dentro de las zonas de conservación  los buques necesitan 
licencias de pesca concedidas por el Departamento de Pesquerías de las Islas Malvinas, 
que permiten la actividad pesquera en función de la especie objetivo, época y zona de 
pesca. Generalmente, en el primer semestre se autoriza la pesca de calamar, pota y peces 
de aleta, mientras que en el segundo sólo se permite la pesca de calamar y peces de aleta. 
La zona de Aguas Internacionales comprende la parte de la plataforma continental y del 
talud que se sitúa fuera de las 200 millas correspondientes a la Zona Económica 
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Exclusiva de Argentina. Esta zona es de libre acceso a todas las flotas y no está sometida 
a medidas de regulación.  
 
 
Figura 3.1: a) Localización geográfica del área de estudio, mostrando los límites de los principales 
caladeros de pesca (Adaptado de Portela y Barba, 2012). b) Áreas rectangulares utilizadas en el 
análisis estadístico, numeradas de 1 a 7.  
 
La merluza argentina (Merluccius hubbsi) (Figura 3.2a) es una especie de gran valor 
comercial que pertenece a la familia de los merlúcidos (familia Merlucciidae), peces 
pelágicos que habitan en zonas de plataforma y talud con una amplia distribución 
geográfica es los océanos Atlántico y Pacífico. La especie es muy común en la plataforma 
Patagónica entre los 28ºS y los 54ºS,  donde se pesca de forma tradicional mediante artes 
de arrastre y palangre (Csirke, 1987). Habitan a profundidades entre los  100 m y los 200 
m, con temperaturas entre 3.8º y 6.5º (5.5º de media). Se trata de en un depredador que se 
alimenta de peces más pequeños, crustáceos, cefalópodos y macro-zooplancton, y que 
lleva a cabo migraciones diurnas verticales, concentrándose cerca del fondo durante el día 
y ascendiendo a aguas más superficiales por la noche, probablemente para alimentarse 
(Inada, 1981). También se han estudiado patrones de migración estacional que podrían 
estar relacionados con el ciclo reproductivo, observándose que se concentran en aguas 
poco profundas cercanas a la costa en primavera-verano para luego migrar  en invierno 
hacia zonas más profundas de mar abierto (Podestá, 1990; Aubone et al., 2000; Arkhipkin 
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et al., 2003; Pájaro et al., 2005). Se han identificado diferentes áreas de desove que se 
pueden relacionar con la presencia de diferentes stocks en la región, aunque no existe un 
consenso sobre su número total (Cousseau and Perrota, 1998; Bezzi and Tringali, 2003). 
 
 
Figura 3.2: Imágenes de las especies estudiadas. a) Merluza argentina (Merluccius hubbsi). b) 
Pota argentina (Illex argentinus). Fuente: FAO (http://www.fao.org/fishery/species).  
 
La pota argentina (Illex argentinus) (Figura 3.2b) es un especie nerítica que juega un 
papel crucial en los ecosistemas del Atlántico Suroeste (entre 30ºS y 50ºS, 
aproximadamente), tanto en la plataforma como en el entorno de las Islas Malvinas 
(Nesis, 1987; Arkhipkin, 2000; Sacau, et al., 2005). Es un cefalópodo que habita a 
profundidades entre la superficie y 800 metros. Se alimenta de peces pequeños (como 
merluzas juveniles) y de crustáceos a la vez que sirve de alimento a peces de aleta como 
merluzas adultas. Al igual que otros cefalópodos es una especie migratoria con un ciclo 
de vida anual (Caddy, 1983). En verano (de diciembre a marzo), durante la reproducción 
y estadios más tempranos, la pota es común en la zona de confluencia de las corrientes de 
Brasil y Malvinas (Hatanaka, 1986; Haimovici et al., 1998). En otoño e invierno 
(principalmente de abril a septiembre), durante la etapas de  maduración  y crecimiento, 
aparece asociada a la corriente de las Malvinas en la región sur de la Plataforma 
Patagónica, a profundidades entre 30 y 200 metros (Portela et al., 2002). Su crecimiento 
es muy rápido y la longevidad varía entre 1 y 2 años.  
La pota se considera una especie adecuada para el desarrollo de modelos como el 
propuesto en esta tesis ya que la dinámica de sus poblaciones es muy sensible a las 
condiciones ambientales. De hecho,  varios autores han observado cambios en la relación 
entre la abundancia de pota y las variables climáticas (Waluda and Pierce, 1998; Bellido 
et al., 2001). 
Los modelos predictivos de CPUE se desarrollaron utilizando redes neuronales de tipo 
perceptrón multicapa (MLP). Como ya se discutió en el capítulo 1,  estas redes son la 
técnica ideal en aplicaciones relacionadas con la predicción de pesquerías ya que 
permiten modelar datos complejos, con múltiples variables y no lineales. Además, los 
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datos y resultados se integraron en un Sistema de Información Geográfica (SIG) para 
facilitar su análisis espacial.  
 
3.2 FUENTES DE DATOS 
3.2.1 BASE DE DATOS PESQUERA 
Los datos pesqueros fueron recopilados por observadores científicos a bordo de barcos 
comerciales que faenaban en los caladeros del área del Atlántico suroeste entre los años 
1989 y 2006. Todos los buques eran españoles y estaban asociados a la Cooperativa de 
Armadores de Pesca de Vigo (ARVI). Los observadores fueron formados por el Instituto 
Español de Oceanografía (IEO) de Vigo (España) y por el Departamento de Pesquerías de 
las Islas Malvinas.  
Utilizando estadillos en papel, se registraron a bordo diferentes parámetros físicos y 
biológicos para cada lance, incluyendo: 
 Fecha y hora de inicio y final 
 Duración del lance (en horas) 
 Localización de la largada del aparejo, en latitud y longitud. 
 Localización de la virada del aparejo, en latitud y longitud 
 Captura total para cada especie (en kilogramos) estimada a partir de la cantidad de 
pesca procesada mediante la aplicación de factores de conversión.  
 
3.2.2 DATOS AMBIENTALES 
Los datos de temperatura y salinidad a diferentes niveles de profundidad se obtuvieron 
a partir del modelo oceanográfico MERCATOR y se asociaron a la base de datos 
pesquera para el período entre 1993 y 2006. Los datos anteriores a 1993 no estaban 
disponibles, por lo que el período entre 1989 y 1992 se descartó en el posterior desarrollo 
de los modelos.  
La institución francesa MERCATOR Ocean desarrolla modelos oceanográficos de 
predicción en tres dimensiones que se basan en las ecuaciones primitivas que resultan de 
la aplicación de las ecuaciones de Navier-Stokes en un fluido estratificado. El desarrollo 
matemático requiere algunas aproximaciones físicas y la inclusión como 
parametrizaciones de variables como la viscosidad y la difusión. El modelo emplea una 
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batimetría y climatología constantes, y en su ejecución utiliza  la salida de  modelos 
atmosféricos de resolución media para generar el forzamiento atmosférico. El modelo 
incorpora en tiempo real, tanto en el modo operacional como para la validación y el re-
análisis, datos oceánicos reales tanto de satélites como de sistemas de observación in-situ 
(boyas). La salida incluye varias variables, como la temperatura, la salinidad y las 
corrientes, que se calculan en una cuadrícula en tres dimensiones que permiten evaluar la 
variación latitudinal, longitudinal y en profundidad de cada parámetro.  
Los datos utilizados proceden de la configuración global del modelo ORCA025, 
caracterizada por una cuadrícula horizontal tipo C de Arakawa. En el área de estudio 
(longitudes entre 64ºW y 54ºW; latitudes entre 55ºS y 40ºS), la resolución horizontal 
varía entre 20 km y 15 km a medida que nos desplazamos de norte a sur. En cuanto a la 
resolución vertical, el modelo cuenta con 46 niveles (10 en los primeros 100 metros) con 
un espesor que varía de 6 metros en superficie a 250 metros en el fondo. El sistema es z-




3.3.1 INTEGRACIÓN DE DATOS Y ANÁLISIS ESTADÍSTICO 
El primer paso fue la digitalización de los datos pesqueros obtenidos por los 
observadores y disponibles en estadillos en papel para generar una base de datos (MS 
Access) que posteriormente se integró también en un SIG (MapInfo Professional 7.5). En 
el proceso se añadieron algunas variables extra, como son el año, el mes, la semana del 
año, el día del año (días transcurridos desde el 1 de enero del año correspondiente), la 
sub-área, la captura por unidad de esfuerzo (CPUE) y la fase lunar.  
Las siete sub-áreas en que se dividió la zona de estudio fueron diseñadas como 
rectángulos para facilitar el análisis espacial de los datos. Estas sub-áreas son 
aproximadamente coincidentes con los caladeros utilizados por la flota gallega.  Así, el 
Área-1 (alrededor de los 42ºS) y el Área-2 (entre 43º30’S y 48ºS) son zonas de Aguas 
Internaciones mientras que las restantes sub-áreas   se localizan en las zonas de 
conservación las Islas Malvinas (Figura 1b).  
La CPUE (en kg/h) se calculó para cada especie como el radio entre las capturas 
totales y la duración del lance en horas. Las horas de pesca se adoptaron así como índice 
de esfuerzo. No se dispuso de información fiable para poder aplicar factores que 
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corrigieran este valor considerando la capacidad individual de pesca de cada barco o la 
variación de dicha capacidad con el tiempo, lo que pudo introducir ruido adicional en los 
datos. 
Para la fase lunar se asignó un número entero entre 1 y 8 que se asocia a cada fase en 
el mismo orden en que ocurren, empezando por la luna nueva. Cada fase se caracteriza 
por el grado de iluminación (máxima en la luna llena, mínima en la luna nueva) y la 
apariencia geométrica de la parte visible. Los datos se obtuvieron de la página web de la 
U.S. Naval Observatory (USNO) especificando la fecha y una localización fija en el 
centro del área de estudio (50ºS, 60ºW).  
El segundo paso fue la creación de una  base de datos ambiental utilizando las salidas 
diarias del modelo, generadas tras un proceso de validación y re-análisis a partir de datos 
reales de boyas y satélites, durante el período de estudio (1993-2006). Esta base de datos 
incluye mapas diarios para el área de estudio de siete variables: temperatura (en ºC) y 
salinidad (en psu) a tres niveles de profundidad (superficie, termoclina y fondo) y 
gradiente de temperatura superficial. En la Figura 3.3 se muestran ejemplos de estos 
mapas para la temperatura y salinidad de superficie y fondo. 
Los mapas de temperatura (SST) y de salinidad (SSS) superficial se derivaron 
directamente de la salida del modelo. Para la temperatura (SBT) y la salinidad de fondo 
(SBS), los mapas se generaron mediante la obtención para cada celda de la cuadrícula del 
dato que corresponde al nivel vertical más profundo con datos válidos.  
Para la temperatura (TC) y la salinidad (TS) en la termoclina, primero se determinó el 
nivel vertical correspondiente a la termoclina para cada celda a partir de su perfil vertical 
de temperaturas, y los mapas se generaron por lo tanto utilizando para cada celda el dato 
correspondiente a dicho nivel. Así, se calculó el gradiente (diferencia absoluta) entre cada 
dos niveles verticales consecutivos y se seleccionó como termoclina el nivel más 
profundo de la pareja con el máximo gradiente.  
El gradiente de temperatura superficial (GSST) se define como el máximo porcentaje 
de cambio en la SST para una celda de la cuadrícula en relación con las celdas vecinas. El 
gradiente se calculó utilizando la técnica de la máxima media (Burrough, 1986) en una 
vecindad de 3x3 celdas, en el que las unidades de resultado obtenido son grados de 
pendiente que varían entre 0 y 90º.  
El tercer paso fue la integración de las siete variables ambientales derivadas del 
modelo MERCATOR (SST, SBT, SSS, SBS, TS, TC, GSST) con la base de datos 
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pesquera. Así, a cada registro pesquero se asoció el valor correspondiente de cada una de 
estas variables en base a la fecha y localización del lance, seleccionando el valor que 
corresponde a la celda que contiene la localización de largada del aparejo en el mapa 
diario previamente generado para dicha fecha.  
Con la base de datos ya completa para el período entre 1993 y 2006, y utilizando la 
capacidad de visualización del SIG, se generaron una serie de gráficos, mapas y 
animaciones con el objetivo de analizar la distribución espacial y temporal de las 
capturas, esfuerzo y CPUE para cada una de las especies de interés. Se estudió la 
variabilidad temporal de la CPUE a diferentes escalas (diaria, mensual, anual) agrupando 
los datos utilizando las correspondientes variables temporales, y también se realizó un 
análisis  exploratorio de las relaciones entre la CPUE y las variables ambientales que 
incluyó cálculo de coeficientes de correlación, gráficos de dispersión y mapas con 
superposición de capas.  
 
Figura 3.3: Ejemplos de mapas diarios derivadas de los datos del modelo MERCATOR para el 
área de estudio. a) Temperatura superficial. b) Salinidad superficial. c) Temperatura de fondo. d) 
Salinidad de fondo.  
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3.3.2 MODELOS DE PREDICCIÓN 
Los modelos predictivos de CPUE  para cada una de las especies de interés, merluza y 
pota argentina, se desarrollaron utilizando redes neuronales de tipo perceptrón multicapa 
(MLP). En el capítulo 2 se describen este tipo de redes con más detalle. Para el diseño, 
entrenamiento y validación de las redes se utilizó el software Neurosolutions for Matlab.  
 
3.3.2.1 Diseño de la red 
En la Figura 3.4 se muestra la arquitectura básica de las redes MLP utilizadas para 
predecir la CPUE de  la merluza y pota argentinas, y que es la misma en ambos casos. 
Constan de una capa de entrada con 11 neuronas, dos capas ocultas con 30 y 15 neuronas 
cada una, y una capa de salida con una única neurona que corresponde con la salida de la 
red, es decir, la CPUE de la especie correspondiente. La función de activación escogida 
para ambas capas ocultas y para la capa de salida es una función no lineal de tipo 
sigmoidea, que produce valores entre 0 y 1.  
 
 
Figura 3.4: Arquitectura de las redes Perceptrón Multicapa (MLP) utilizadas para predecir la 
CPUE de las dos especies objetivo.  
 
Las variables de entrada incluidas en la red se escogieron en base a dos características 
básicas: predecibles a corto plazo, lo que permitiría utilizar el modelo de forma 
operacional, y relacionadas de alguna forma con la CPUE.  
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La latitud y longitud utilizadas corresponden a la posición de largada del aparejo, la 
cual se asocia con la variabilidad espacial de las capturas en un instante dado.  
El día del año refleja la variabilidad intra-anual de la CPUE. Además, otros 
parámetros que afectan a la abundancia de las diferentes especies dependen directamente 
del día del año. Es el caso de la profundidad de la termoclina, que muestra un patrón 
estacional: superficial en primavera y verano, profunda en otoño y prácticamente 
inexistente en invierno. La profundidad de la termoclina se encuentra a su vez relacionada 
con la profundidad de la capa de mezcla y con el desarrollo de fitoplancton, el cual 
depende de la luz y de la concentración de nutrientes.  
La temperatura y salinidad, que se midieron a tres niveles diferentes de profundidad  
(superficie, fondo y termoclina), definen las diferentes masas de agua en el océano y se 
utilizan como trazadores de los patrones de circulación responsables de la distribución de 
muchas especies. Además, la presencia de aguas frías en superficie puede ser indicativa 
de eventos de afloramiento, los cuales se asocian a un aumento de la productividad 
primaria debido al mayor aporte de nutrientes.  
El gradiente de temperatura superficial se utiliza como indicador de la presencia de 
características térmicas locales, como frentes o corrientes, las cuales pueden estar 
relacionadas con la distribución de nutrientes y de algunas especies. Así, se encontró una 
correlación entre la merluza argentina y la presencia de características térmicas locales en 
el área del Atlántico Suroeste (Referencia)  
Finalmente, la fase lunar se incluyó por su influencia en el ciclo de vida de diferentes 
especies marinas como la merluza argentina.  
 
3.3.2.2 Entrenamiento y validación 
Antes de iniciar el entrenamiento, se eliminaron de la base de datos aquellos registros 
con valores atípicos o inválidos en la CPUE o en cualquiera de las variables de entrada. 
También se eliminaron aquellos registros con una CPUE inferior a 1 kg h
-1
, los cuales no 
se consideraron significativos ya que el objetivo es el desarrollo de modelos de predicción 
de abundancia, y no modelos de presencia/ausencia.  
La base de datos completa para cada especie se dividió en dos partes: un conjunto de 
entrenamiento, con aproximadamente dos tercios de los registros, y un conjunto de 
validación independiente que incluye las restantes observaciones. Los subconjuntos se 
crearon incluyendo registros que abarcasen los rangos completos de variación espacial, 
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temporal y de CPUE, de forma que fuesen aleatorios y representativos de la base de datos 
completa.  
Las variables de entrada (X) se normalizaron antes de introducirlas en la red, 
utilizando la media (µ) y la desviación estándar (σ), para evitar la posible saturación de la 
red durante el entrenamiento: 
           
    
 
       
La variable de salida también se transformó aplicando una función logarítmica (log-
CPUE), para así evitar la influencia de valores muy altos en el ajuste del modelo. 
El entrenamiento se llevó a cabo mediante un proceso de validación cruzada con 10 
particiones, que permite mejorar significativamente la capacidad de generalización de la 
red y evitar el sobreajuste (ver sección 2.1.1.2). Así, tras dividir el conjunto de 
entrenamiento en 10 subconjuntos aleatorios, la red se entrenó 10 veces utilizando 9 
subconjuntos, mientras que el subconjunto restante se utilizó para la validación y para 
obtener la configuración óptima de pesos con un error de generalización mínimo.  
A continuación, entre las 10 configuraciones guardadas, se seleccionó el modelo 
óptimo en base a dos parámetros, el coeficiente de determinación (R
2
) y el error 
porcentual medio absoluto (MAPE, ver ecuaciones en sección 2.1.2), que se calcularon 
tras la aplicación de la correspondiente red tanto al conjunto de entrenamiento completo 
como al conjunto de validación.  
Las redes se ordenaron de acuerdo a seis criterios: de mayor a menor R
2
 calculados a 
partir de los conjuntos de entrenamiento y validación, de menor a mayor MAPE 
obtenidos también para ambos conjuntos, y de menor a mayor diferencia absoluta entre 
tanto el R
2
 como el MAPE  obtenidos a partir de ambos conjuntos. Luego, se selecciona 
el modelo con una suma de las posiciones en los seis rankings más baja, en un 
procedimiento similar al propuesto por Chen and Ware (1999). Así, el modelo óptimo 
presenta valores altos de R
2
 y bajos de MAPE además de una diferencia mínima entre los 
resultados obtenidos a partir de los conjuntos de entrenamiento y validación, lo cual es 
indicativo de un modelo preciso y con una buena capacidad de generalización.  
Debido a que el entrenamiento de las redes MLP es aleatorio y existe variabilidad en 
los resultados obtenidos en las diferentes ejecuciones, la validación cruzada también se 
repitió 10 veces para cada especie, utilizando cada vez un subconjunto distinto como 
primer subconjunto de validación. Los resultados mostrados en la sección 3.4 se 
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obtuvieron con el mejor modelo, seleccionado entre las 10 ejecuciones de una forma 
equivalente a la utilizada para obtener la configuración de pesos óptima en cada 
validación cruzada.  
Además del coeficiente de determinación y del error porcentual medio absoluto, 
también se calcularon en la fase de validación, el error medio de predicción (MPE), que 
nos permite determinar si el modelo tiende a infravalorar o sobreestimar la predicción, y 
la varianza de los errores de predicción (VAR), medida de la variabilidad de los errores 
(ver ecuaciones en sección 2.1.2). Todos los parámetros se obtuvieron a partir del 
conjunto de entrenamiento y del conjunto de validación. En principio, se esperan mejores 
resultados a partir del conjunto de entrenamiento, aunque los parámetros obtenidos del 
conjunto de validación independiente se consideran más significativos a la hora de 
evaluar la eficacia del modelo predictivo.  
Además, para cada registro de la base de datos se obtuvo el error de predicción 
absoluto como la diferencia absoluta entre la CPUE observada y estimada utilizando 
valores en escala lineal, sin aplicar la transformación logarítmica. Para describir la 
distribución de dichos errores tanto para el conjunto de entrenamiento como para el de 
validación se calculó la mediana y la desviación absoluta de la mediana (MAD), en vez 
de la media y desviación estándar, medidas más afectadas por la presencia de valores 
extremos. Estos errores también se representaron frente a la CPUE observada.  
Finalmente, también se obtuvo la distribución de los errores porcentuales absolutos 
(APE) utilizados para calcular el MAPE (ver ecuación en sección 2.1.2), y que se 
calcularon para cada registro en tanto por cien: 
     
                                
                
           
 
3.4 RESULTADOS  
3.4.1 ANÁLISIS ESTADÍSTICO 
La base de datos pesquera completa entre 1993 y 2006 incluyó un total de 103711 
registros, con capturas de 93 especies diferentes obtenidas a partir de 34 barcos. Las dos 
especies para las que se desarrollaron los modelos de predicción, la merluza y la pota 
argentina, representan aproximadamente el 45% de las capturas y son dos de las especies 
más abundantes, junto con el calamar (Loligo gahi) y la merluza de cola (Macruronus 
magellanicus). Tras la supresión de registros con valores inválidos y con CPUE inferiores 
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a 1 kg h
-1
, la base de datos incluye 13180 registros en el caso de la merluza argentina y 
8086 para la pota.  
En la Tabla 3.1 se muestran los coeficientes de correlación lineal entre la CPUE y las 
variables utilizadas como entrada en los modelos de predicción para ambas especies.  
Tabla 3.1: Coeficientes de correlación lineal (r) entre las variables de entrada utilizas en las redes 
neuronales y la CPUE calculados a partir de la base de datos de la merluza y de la pota.  
Variable Merluza Pota 
Día 0.02 -0.50 
Latitud 0.41 0.33 
Longitud 0.05 0.05 
SBT 0.16 -0.41 
SBS 0.04 0.18 
SST -0.07 0.58 
SSS -0.03 -0.09 
TT -0.06 0.53 
SS 0.04 -0.11 
Fase lunar 0.01 0.00 
GSST 0.05 0.02 
 
En el caso de la merluza argentina, se obtuvo una correlación positiva entre la latitud y 
la CPUE (r = 0.41), que está relacionada con la distribución espacial de los lances con 
capturas de esta especie mostrada en la Figura 3.5a. Así, se observó una mayor 
concentración  de lances con valores altos de CPUE en el Área-2, en donde se registraron 
en torno al 86% de las capturas (Figura 3.6a). Esa zona coincide con el hábitat habitual de 
la especie, a profundidades entre 100 y 200 metros en la plataforma patagónica.  
Con respecto a la evolución temporal (Figura 3.6b), se observó un incremento de la 
CPUE media entre abril y agosto, con un pico por encima de los 750 kg  h
-1
 en julio. 
Además de los patrones de emigración estacional, las prioridades comerciales y los 
términos de licencia de los barcos pueden explicar este comportamiento.  
Finalmente, no se observaron relaciones lineales claras entre la CPUE de la merluza y 
las variables ambientales, obteniéndose la mayor correlación con la temperatura de fondo 
(r = 0.16).  
La pota muestra un patrón espacial similar a la de la merluza, con valores más altos de 
CPUE en las zonas de aguas internacionales (Área-1 y Área-2) (Figura 3.5b), que se 
traduce en una correlación positiva con la latitud (r=0.33). En torno al 82% de las 
capturas totales se concentraron en el Área-2 (Figura 3.6c), lo cual podría reflejar las 
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relaciones tróficas entre ambas especies, ya que la merluza se alimenta de pota y la pota a 
su vez de juveniles de merluza. La ausencia en las zonas en el entorno de las Islas 
Malvinas se debe a que la principal prioridad comercial es el calamar (Loligo gahi). 
 
 
Figura 3.5: Localización de los lances, entre 1993 y 2006, en los que se registraron capturas de las 
especies estudiadas: a) Merluza argentina. b) Pota. En ambos casos, el color representa rangos de 
CPUE, y solo se muestran valores superiores a 100 km/h.  
 
La evolución temporal de la pota (Figura 3.6d) está muy influenciada por el paro 
biológico durante el segundo semestre del año, de forma que de junio a octubre no se 
registraron prácticamente capturas. Los valores más altos de CPUE se observaron de 






Figura 3.6: a) Distribución espacial de la merluza. b) Evolución temporal de la merluza en la sub-
área 2. c) Distribución espacial de la pota. d) Evolución temporal de la pota en el sub-área 2. En 
los gráficos de distribución espacial se muestra el porcentaje del total de capturas en cada sub-área 
de estudio, y en los de evolución temporal la CPUE media calculada para cada mes en el período 
entre 1993 y 2006. 
 
En cuanto a las variables ambientales, las mayores correlaciones se obtuvieron con los 
datos de temperatura a los tres niveles de profundidad. Estos resultados podrían estar 
relacionados con la variación estacional de tanto la temperatura como de la CPUE. Se 
observa una correlación positiva con la temperatura superficial y en la termoclina 
(variables a su vez fuertemente correlacionadas entre sí, ver Tabla 3.2) y negativa con la 
temperatura de fondo (Figura 3.7), aunque con bastante dispersión en torno a la recta de 
regresión, especialmente con el caso de la SBT.  
Algunos modelos asumen que las variables explicativas siguen una distribución 
normal y son independientes entre sí. En este caso, ninguna de las variables escogidas 
muestran una distribución normal y no pasan las pruebas de normalidad (Shapiro-Wilk, 




Figura 3.7: a) Relación entre la CPUE de la pota y la temperatura superficial (SST). b) Relación 
entre la CPUE de la pota y la temperatura de fondo (SBT). 
 
En la Tabla 3.2 se muestran los resultados del análisis de correlación para las variables 
de entrada utilizadas en las redes. Aunque la mayoría de los coeficientes calculados son 
bajos, si se observan varias correlaciones que indican que existe relación entre dichas 
variables, por lo que no se puede asumir que sean independientes. Por ejemplo, existe una 
correlación negativa entre la temperatura y la salinidad obtenidas al mismo nivel de 
proximidad, o correlaciones positivas entre los datos superficiales y los de la termoclina, 
que pueden explicarse por que la termoclina se localiza generalmente en un nivel más 
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cercano a la superficie que al fondo. La correlación no implica que la información de las 
variables sea redundante, de ahí su inclusión en las redes neuronales.  
 
Tabla 3.2: Coeficientes de correlación lineal (r) entre las variables de entrada utilizadas en las 
redes neuronales, calculados a partir de la base de datos de la merluza (valores inferiores) y de la 
pota (valores superiores).  
 Día Lat. Long. SBT SBS SST SSS TT SS Luna GSST 
Día  0.11 0.01 0.19 0.00 -0.70 0.06 -0.67 0.13 0.02 0.41 
Lat. -0.16  0.48 -0.48 0.31 0.15 -0.04 0.03 -0.03 0.00 0.05 
Long. -0.05 0.58  -0.13 0.33 -0.03 0.34 -0.07 0.27 -0.08 0.16 
SBT 0.18 -0.26 -0.22  -0.67 -0.21 -0.12 -0.09 -0.19 -0.04 0.04 
SBS -0.19 0.31 0.30 -0.48  -0.14 0.56 -0.16 0.67 0.02 -0.07 
SST -0.75 0.33 0.09 -0.22 0.01  -0.41 0.88 -0.42 -0.01 -0.03 
SSS 0.15 -0.08 0.30 -0.10 0.47 -0.48  -0.35 0.80 -0.01 -0.06 
TT -0.76 0.26 0.03 -0.12 0.02 0.92 -0.41  -0.42 -0.02 0.04 
TS 0.12 0.02 0.30 -0.14 0.62 -0.41 0.77 -0.41  -0.01 0.01 
Luna 0.00 -0.01 -0.03 -0.02 0.02 -0.01 0.00 0.00 -0.01  0.05 
GSST -0.41 0.65 0.40 -0.44 0.47 0.48 0.04 0.43 0.02 0.02  
 
3.4.2 MODELOS DE PREDICCIÓN 
3.4.2.1 Merluza argentina 
En la Tabla 3.3 se resumen los parámetros de validación que definen el ajuste del 
modelo y la calidad de la predicción, calculados utilizando tanto el conjunto de 
entrenamiento como el de validación. Los resultados son similares para ambos conjuntos 
de datos, lo que es indicativo de que el conjunto de validación es representativo y de la 
buena capacidad de generalización de la red.  
Tabla 3.3: Parámetros de validación de la red neuronal para la merluza argentina calculados a 
partir de los conjuntos de validación y de entrenamiento. 
 
Ajuste del modelo Errores absolutos de predicción 
R
2 
MPE VAR MAPE Mediana MAD 
Validación 0.55 0.04 1.30 0.33 78.4 68.3 
Entrenamiento 0.61 0.04 1.11 0.36 65.6 56.9 
 
 
En la Figura 3.8a se representan los valores de log-CPUE observados y modelados 
para cada lance del conjunto de validación. A primera vista, se observa que aquellos 
registros con picos de valores altos o bajos no son detectados correctamente por la red, lo 
que impide una mayor correlación (R2 =0.55). Así, el modelo tiende a suavizar la 
predicción y funciona mejor con valores medios de log-CPUE, detectando correctamente 
los diferentes máximos y mínimos relativos.  
El gráfico de dispersión en la Figura 3.8b ese muestra la relación entre la salida real y 
la del modelo, ambas obtenidas también a partir del conjunto de validación. Se observa 
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una clara tendencia lineal, aunque con desviaciones de la log-CPUE modelada con 
respecto a los valores esperados (línea y=x), que tienden a ser positivas con valores bajos 
de log-CPUE y negativas con valores altos de log-CPUE. Las desviaciones se compensan 
y el error medio de predicción (0.04) es próximo a 0, por lo indica que en promedio, el 
modelo ni infravalora ni sobreestima los resultados de predicción (ver sección 2.1.2). 
La distribución de los errores porcentuales absolutos (en tanto por cien) se representa 
en la gráfica de la Figura 3.8c. Aproximadamente la mitad de los registros muestran 
errores inferiores al 15%, y solamente un 5% presentan errores superiores al 100%, de 
forma que el error porcentual medio es del 33% (MAPE = 0.33).   
En la Figura 3.8d, en la que se representan los errores de predicción absoluto frente a 
la CPUE observada en escala lineal, se observa un incremento lineal de los errores a 
medida que se incrementa la CPUE,  confirmando así los problemas del modelo para 
detectar correctamente los picos máximos. En promedio, los errores absolutos varían en 
torno a valores de 78.4±68.3 kg h
-1
 para el conjunto de validación y de 65.6±56.9 kg h
-1
 
para el de entrenamiento (Tabla 3.1). 
 
Figura 3.8: Gráficas mostrando los resultados de la red neuronal para la merluza argentina 
obtenidos a partir del conjunto de validación. a) Valores observados y modelados para cada lance. 
b) Relación entre las CPUE observadas y las obtenidas con la red. c) Distribución de los errores 
porcentuales absolutos. d) Relación entre la CPUE observada y el error de predicción absoluto. 
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3.4.2.2 Pota 
Al igual que en el caso de la merluza, los parámetros obtenidos a partir del conjunto de 
validación independiente son similares a los derivados del conjunto de entrenamiento, lo 
que indicativo de la representatividad del conjunto de validación y de la buena capacidad 
de generalización del modelo (Tabla 3.4). 
Los resultados en la Tabla 3.4 muestran que el modelo de predicción para la pota 
presenta peores resultados que el de la merluza argentina. Si se consideran los parámetros 
derivados del conjunto de validación, se observa una correlación ligeramente más débil 
(R2 de 0.52 frente a 0.55), y valores más altos de MAPE, VAR, y MPE. Así, además de 
un mayor error relativo y de una mayor variabilidad en la distribución de los errores, el 
valor relativamente alto de MPE (0.39 a partir del conjunto de validación) indica que el 
modelo tiende a infravalorar los valores de CPUE. 
Tabla 3.4: Parámetros de validación de la red neuronal para la pota calculados a partir de los 
conjuntos de validación y de entrenamiento. 
 
Ajuste del modelo Errores absolutos de predicción 
R
2 
MPE VAR MAPE Mediana MAD 
Validación 0.52 0.39 1.97 0.42 123 115.2 
Entrenamiento 0.56 0.42 1.88 0.46 93 88.6 
 
 
La tendencia a infravalorar se confirma en el gráfico de dispersión  de la Figura 3.9b, 
ya que las desviaciones de la log-CPUE modelada con respecto a los valores esperados 
(línea y=x) son mayoritariamente negativas, a pesar de que se observa una tendencia 
claramente lineal (R
2
 = 0.52) y desviaciones positivas. Al igual que con la merluza, la 
dificultad para identificar picos de máxima CPUE (Figura 3.9a), impide que se alcance 
una mayor correlación, aunque el modelo funciona bien con valores medios de CPUE, 
detectando bien los máximos y mínimos locales.  
Aunque la distribución de los errores porcentuales absolutos en escala logarítmica 
obtenida a partir del conjunto de validación muestra un patrón similar al de la merluza 
(Figura 3.9c), los resultados son también peores ya que en este caso la mitad de los 
registros presentan errores inferiores al 20% y un 5.7% de los lances exhiben porcentajes 
mayores al 100%, con un error porcentual medio de 42% (MAPE=0.42). 
En cuanto a los errores de predicción absoluto en escala lineal, en la Figura 3.9d se 
observa un incremento lineal de los mismos a partir de valores de CPUE mayores que 
2000 kg h
-1
,  con un patrón similar al observado en el caso de la merluza. Sin embargo, en 




para valores bajos de CPUE (<2000 kg h
1
), así como valores más altos tanto  de la 
mediana (123 kg h
-1
 frente a 78.4 kg h
-1
) como de la desviación (115.2 kg h
-1 
frente a 68.3 
kg h
-1
).   
 
Figura 3.9: Gráficas mostrando los resultados de la red neuronal para la pota obtenidos a partir del 
conjunto de validación. a) Valores observados y modelados para cada lance. b) Relación entre las 
CPUE observadas y las obtenidas con la red. c) Distribución de los errores porcentuales absolutos. 
d) Relación entre la CPUE observada y el error de predicción absoluto. 
 
3.5 DISCUSIÓN 
Los resultados de este trabajo muestran el gran potencial de las redes neuronales del 
tipo MLP para la predicción de la abundancia de tanto la merluza argentina como de la 
pota en el área del Atlántico Suroeste, a pesar de la complejidad en la distribuciones de 
las diferentes variables  y de la inexistencia de relaciones claras entre la CPUE, utilizado 
como índice de abundancia, y las variables de entrada.  
Los resultados de la predicción utilizando redes MLP se compararon con los obtenidos 
mediante un modelo más sencillo como es el caso de la regresión múltiple, cuyo 
coeficientes se estimaron utilizando la base de datos completa.  Aún así, el ajuste 
obtenido con las mismas variables para el conjunto de validación (Tabla 3.5) fue peor que 
el logrado mediante las redes (Tablas 3.3 y 3.4). Tan solo el MPE de la pota fue inferior 
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en el caso de la regresión múltiple, ya que el método de mínimos cuadrados tiende a 
minimizar la diferencia con respecto a la recta con el mejor ajuste, pero a consta de una 
peor correlación y de un MAPE de casi el doble.  
Tabla 3.5: Resultados del ajuste obtenido mediante un modelo de regresión múltiple para las dos 




MPE VAR MAPE 
Merluza 0.41 -0.14 1.78 0.47 
Pota 0.39 0.11 2.59 0.83 
 
Los resultados de la red neuronal de la merluza mejoraron a los de la pota, lo que en 
principio podría indicar que las variables de entrada escogidas explican mejor la 
variabilidad observada en la CPUE de la merluza. Sin embargo, la hipótesis no se 
confirma con los resultados obtenidos mediante la regresión múltiple, que son en este 
caso mejores para la pota. Así, las diferencias se podrían explicar por la distribución de la 
CPUE en la base de datos, con una mayor presencia de registros con valores altos de 
CPUE en el caso de la pota, y por los problemas de la red para la detección de estos picos 
máximos. 
Como ya se comentó, el principal problema son los errores en la predicción de los 
picos de máxima CPUE. La eficacia de las predicciones utilizando este tipo de redes 
depende en gran medida de los datos de entrada, y el bajo porcentaje que suponen estos 
lances con respecto al total (no más del 4% en ambas base de datos) dificulta su 
detección. Estos lances con valores muy altos de CPUE son sin embargo importantes ya 
que normalmente implican que el barco puede alcanzar el máximo de capturas diarias, 
establecido en base a su capacidad de procesamiento, en apenas unas horas, reduciendo 
de esta forma el gasto energético y el impacto sobre el hábitat. 
Una opción interesante sería el desarrollo de un clasificador de dos clases que 
permitiese predecir estos picos de máxima CPUE, pero incluso algoritmos muy robustos 
como las maquinas de soporte vectorial (SVM) no producirían resultados fiables debido 
al gran desequilibrio en la base de datos. En principio, se necesitarían por lo tanto más 
registros para mejorar en la detección de estos picos, bien utilizando las redes MLP u otro 
tipo de algoritmos, aunque es posible que no se disponga de toda la información de 
entrada necesaria para predecir estas situaciones tan concretas.  
Uno de los problemas de las redes MLP es que actúan como “cajas negras”, es decir, 
no se conoce la importancia relativa de cada variable de entrada para la predicción de la 
CPUE. Otro tipo de metodologías, como los modelos aditivos generalizados (GAMs), son 
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más adecuados para el análisis de las relaciones entre la CPUE y las diferentes variables. 
El trabajo desarrollado para la pota utilizando GAMs por Sacau et al (2005) muestra que 
las variables con mayor influencia en la abundancia de la especie en el área son el día del 
año, la latitud y la temperatura superficial, resultados consistentes con los obtenidos en el 
análisis de las correlaciones (Tabla 3.1). 
Otra posibilidad para analizar el efecto de las diferentes variables es la comparación de 
diferentes modelos desarrollados a partir de diversas combinaciones de variables. Esta 
metodología, propuesta por Chen and Ware (1999), no se aplicó debido al elevado coste 
computacional y temporal que supone el entrenamiento de redes MLP a partir de bases de 
datos tan amplias como las utilizadas en este trabajo. 
Entre las posibles mejoras de los modelos neuronales, las dos más obvias son la 
inclusión de más registros y de nuevas variables. Además de variables ambientales, 
también se podrían utilizar información relacionada con el ciclo de vida de la especies o 
de sus interacciones con otras especies. También es probable que una parte importante de 
la variabilidad no explicada de la CPUE observada se deba al efecto del propio esfuerzo 
pesquero, el cual es difícil de evaluar por la complejidad que supone disponer de los datos 
de todos los barcos que faenan en un determinado caladero. Por ejemplo, en nuestro caso 
tan solo pudimos utilizar datos de la flota pesquera. En todo caso, la inclusión de nuevas 
variables implica un aumento de la complejidad de los modelos y del coste computacional 
y temporal del entrenamiento debido al mayor número de conexiones, por lo que sería 
interesante un análisis previo que permita la reducción del número de variables de 
entrada. 
Otra posible mejora en la aplicación de un factor de conversión a los valores de CPUE 
para tener en cuenta la capacidad de pesca de cada barco individual o la experiencia de la 
tripulación. En este trabajo no se aplicó ningún factor ya que todos los barcos eran 
similares en cuanto a potencia y artes de pesca, y no se observaron diferencias 
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En esta tesis se describe un sistema semiautomático de detección de vertidos de 
hidrocarburos para el área de Galicia a partir de imágenes del sensor Advanced Synthetic 
Aperture Radar (ASAR) a bordo del satélite ENVISAT, de la Agencia Espacial Europea 
(ESA). El sistema incluye diferentes algoritmos para la segmentación, caracterización y 
clasificación (ver sección 1.2) y fue diseñado para trabajar con imágenes ASAR de 
barrido ancho, con una resolución media (150 m).  
En este capítulo se introducen brevemente las imágenes SAR y los fundamentos en los 
que se basa su utilización para la detección de hidrocarburos y se describen las fuentes de 
datos utilizadas. El capítulo 5 se  centra en la metodología utilizada en cada una de las 
tres etapas, y finalmente el capítulo 6 se realiza un análisis de los resultados obtenidos.  
 
4.1 DETECCIÓN DE VERTIDOS DE HIDROCARBUROS UTILIZANDO 
IMÁGENES SAR 
4.1.1 INTRODUCCIÓN AL SAR 
Un SAR en un sistema radar de formación de imágenes, que se basa en la transmisión 
de ondas electromagnéticas de microondas para posteriormente recibir la señal reflejada 
(eco o señal de retorno) y formar una imagen digital del terreno donde cada píxel 
representa cuantitativamente que parte del pulso de microondas es dispersado por la 
superficie de vuelta hacia el sensor. Además del SAR, en los radares de formación de 
imágenes también se incluye el radar de apertura real (RAR).  
Un radar de formación de imágenes es un radar de pulsos, en el cual se emiten señales 
de potencia muy elevada (pulsos) en intervalos periódicos. Las principales características 
a tener en cuenta en el diseño del instrumento son la energía y la longitud (o duración) del 
pulso, el ancho de banda, la frecuencia de repetición de los pulsos (PRF), la longitud de 
onda (o frecuencia), la polarización y el ancho del haz de microondas, con dos 
componentes, el ancho vertical o en elevación y ancho horizontal o en azimut.   
Las imágenes radar presentan características geométricas diferentes a la de la mayoría 
de los sistemas ópticos utilizados en teledetección, los cuales miran directamente debajo 
de la plataforma, es decir, en el nadir. Por el contrario, los radares de formación de 
imágenes, tanto aerotransportados como espaciales, se caracterizan por una geometría de 
observación lateral: el haz de microondas se transmite de forma oblicua hacia uno de los 
lados de la plataforma (aeronave o satélite) e ilumina una franja del terreno que se 
encuentra desplazada del nadir (Figura 4.1).  Debido a que el radar mide el tiempo que la 
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señal necesita para ir hasta al terreno y volver, la observación lateral hacia un solo lado 
evita la confusión de recibir señales que llegarían al mismo tiempo en el caso de que el 
sensor iluminase a derecha e izquierda del nadir.  
 
 
Figura 4.1: Geometría de un radar de formación de imágenes (SAR o RAR).  
 
Las imágenes se pueden describir utilizando diferentes medidas angulares, como el 
ángulo de depresión y el ángulo de elevación, Sin embargo, a la hora de interpretar las 
imágenes se utiliza el ángulo de incidencia, medido entre la dirección de iluminación del 
radar y la dirección normal a la superficie del geoide de la Tierra (Figura 4.1), o el ángulo 
de incidencia local, que además considera la inclinación local de la superficie. El ángulo 
de incidencia incrementa desde al aumentar la distancia con el nadir, afectando al brillo 
del correspondiente pixel en la imagen.  
El SAR o radar coherente es un sistema que permite generar imágenes radar de alta 
resolución gracias a la combinación y procesamiento de las señales recibidas  a lo largo 
de la trayectoria del avión o satélite donde está instalado, lo cual permite simular 
(sintetizar) una antena con unas dimensiones aparentes superiores a las reales. El 
principio de funcionamiento del SAR fue ideado por Carl Wiley en 1957, aunque no fue 
hasta la década de los 90 cuando se empezó a explotar todo su potencial.  
El funcionamiento del SAR se basa en que, a medida que la antena se desplaza, 
registra y graba de forma coherente las señales recibidas de un mismo punto en momentos 
distintos de la trayectoria, durante el tiempo en que dicho punto se encuentre dentro del 
área de iluminación del radar. Posteriormente, en un procesamiento digital basado en el 
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historial de desplazamientos Doppler,  se combinan las señales individuales grabadas y 
obtenidas para ese punto enfocando la energía de forma que la información final del 
mismo sería la equivalente a la obtenida con una antena de una longitud igual a la 
distancia recorrida por el radar durante el tiempo en que el punto es iluminado por el haz 
de microondas. De esta manera se crea una apertura sintética, es decir,  se simula una 
antena de una longitud mayor con un ancho de haz muy estrecho, mejorándose así de 
forma significativa la resolución en la dirección de azimut. La clave de este proceso, de 
un elevado coste computacional, se encuentra en asociar correctamente la variación del 
desplazamiento Doppler con cada punto de la imagen.  
El SAR utiliza pulsos de microondas, con longitudes de onda entre 1 mm y 1 m 
(frecuencias entre 0.3 y 300 GHz). En general, frecuencias más bajas (longitudes de onda 
más larga, menos energéticas) requieren antenas más grandes y los datos son más 
complicados de procesar, aunque la electrónica es más simple. La longitud de onda 
también se puede seleccionar en función de la aplicación, dependiendo de la escala del 
fenómeno que pretendemos estudiar. Las bandas de frecuencia utilizadas se designan 
normalmente mediante los términos arbitrarios cuyo origen se remonta al desarrollo 
militar del radar. La banda C (4.20 GHz-5.75 GHz) es la más utilizada en SAR espaciales 
ya que es una buena alternativa para todo tipo de aplicaciones ambientales. Algunos 
sistemas utilizados en investigación, principalmente aerotransportados, pueden operar en 
varias frecuencias. 
En cuanto a la polarización, estos sistemas están diseñados para trasmitir ondas planas 
polarizadas horizontalmente o verticalmente y para registrar la fracción de la energía 
electromagnética que vuelve al sensor con una cierta polarización: horizontal, vertical y 
en ciertos casos ambas. De esta manera, se pueden generar imágenes radar con diferentes 
configuraciones de polarización. Cuando la radiación trasmitida y la recibida presentan la 
misma polarización se habla de polarización similar (HH o VV), mientras que si las 
polarizaciones son distintas (y ortogonales) hablamos de polarización cruzada (HV o 
VH).  
Los sistemas radar operacionales solo permiten comúnmente una configuración de la 
polarización, que se selecciona en función de la aplicación, considerando que este 
parámetro afecta a los contrastes y los detalles discernibles en una imagen radar. Los 
sistemas experimentales, normalmente aerotransportados, tienden a tener polarización 
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múltiple, que ayuda a una mejor identificación de las características físicas de la 
superficie reflectora.  
El desarrollo de los SAR permitió superar todas las limitaciones asociadas a los RAR. 
Así, estos sistemas permiten alcanzar una buena resolución en la dirección del azimut 
independientemente  del alcance y de la altura de vuelo, utilizando además antenas 
pequeñas y longitudes de onda relativamente largas.  Los principales factores que limitan 
al sistema son la estabilidad de la plataforma, la potencia computacional del procesador, y 
la capacidad del sistema para medir con precisión la trayectoria y velocidad de vuelo, así 
como los cambios de frecuencia debidos al desplazamiento Doppler.  
Las ventajas y limitaciones del SAR favorecieron su instalación en plataformas 
espaciales (RADARSAT, ERS o ENVISAT), favoreciendo la  diversificación de las 
aplicaciones ambientales relacionadas con la observación de la Tierra, entre ellas la 
detección de vertidos de hidrocarburos. En cuanto a los SAR aerotransportado, se han 
utilizado más para investigación y desarrollo que de forma operacional, debido tanto a 
dificultades técnicas (necesidad de estabilidad y de un control preciso del vuelo) como al 
elevado coste.  
 
4.1.2  PRINCIPIOS FÍSICOS PARA LA DETECCIÓN 
4.1.2.1 Ecuación de radar 
Una imagen SAR está compuesta por píxeles de una intensidad variable. Una vez la 
imagen está calibrada, esos valores corresponden al coeficiente de retrodispersión, 
medida cuantitativa de la parte del pulso de microondas que es dispersada por la 
superficie terrestre de vuelta hacia la antena (Sabins, 1996). Los principales factores que 
afectan a la intensidad de la señal de radar vienen recogidos por la ecuación de radar 
(Ecuación 4.1), que se puede definir en función de la ganancia de la antena o del área 
efectiva de la misma: 
    
   
     
       
 
   
   
      
            
Pr es la intensidad que vuelve a la antena; Pt es la intensidad transmitida; G es la 
ganancia de la antena; λ es la longitud de onda del pulso de microondas; σt es la sección 
transversal del radar; R es el rango (o distancia) desde el terreno a la antena y A es el área 
efectiva de la antena. 
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Pr, Pt, R, G, A y λ son variables constantes y conocidas para cada sistema. Por lo tanto, 
la única variable que no se conoce es la sección transversal de radar, que determina la 
capacidad de un objeto para reflejar la señal del radar en la dirección de la antena 
receptora. Se mide como el área hipotética que necesitaría dicho objeto de forma que tras 
una dispersión isotrópica de la señal trasmitida, se obtuviese una señal con la misma 
intensidad que la realmente observada en el receptor. La sección transversal de radar 
depende en gran medida del tamaño de los objetos, de forma que objetos 
aproximadamente iguales o mayores que la longitud de onda se ven brillantes y los 
objetos menores que la longitud de onda aparecen más oscuros.  
Para una interpretación más correcta de las imágenes SAR, se utiliza la sección 
transversal de radar normalizado o coeficiente de retrodispersión (σ), que es 
independiente de la resolución o del tamaño del pixel de la imagen. Es igual al radio 
adimensional entre la sección transversal de radar y el área de un píxel de la imagen, y de 
forma equivalente se puede definir como el radio entre la energía recibida por el sensor y 
la energía esperada con una dispersión isotrópica a partir de un área equivalente a un 
pixel. Se expresa generalmente en decibelios (Ecuación 4.2): 
                     
El coeficiente de retrodispersión se ve afectado por variables del sistema, como la 
longitud de onda (o frecuencia), la polarización o la geometría de la imagen, y por 
variables de la superficie terrestre, como la rugosidad, la humedad del suelo, la cubierta 
de vegetación o la microtopografía.  
Para aplicaciones terrestres, la profundidad de penetración de las ondas depende la 
longitud de onda, de la polarización y de propiedades del terreno como la constante 
dieléctrica, la rugosidad o el contenido de humedad. Además, las imágenes pueden 
presentar distorsiones geométricas debidas al efecto del relieve, causadas por la presencia 
de elementos con una elevación diferente a la media del terreno. Los principales efectos 
son el escorzo o acortamiento de pendiente, la inversión del relieve, y la sombra. Los dos 
primeros se pueden corregir utilizando un modelo digital del terreno. Las sombras, sin 
embargo, dan lugar a áreas oscuras o negras en las imágenes, perdiéndose la información 





4.1.2.2 Rugosidad de la superficie marina 
La interpretación de imágenes marinas es en principio más sencilla ya que no se ven 
afectadas por distorsiones geométricas y a la escasa penetración de las ondas de 
microondas en el agua, por lo que se asume que la retrodispersión ocurre enteramente en 
superficie, y que por tanto el coeficiente de retrodispersión está relacionado con la forma 
del perfil de la superficie marina, es decir, la rugosidad de la superficie del mar. Además, 
la reflexión también es dependiente del ángulo de incidencia del pulso de microondas 
(Robinson, 1985). 
La definición de rugosidad de la superficie marina varía con la longitud de onda de la 
señal de radar (R) y con el ángulo de incidencia (). Una superficie se considera lisa 
cuando la altura vertical (hr)  de las irregularidades en la superficie marina es:  
           
 
  
         
 
  
                
En cambio, la condición para una superficie rugosa se define como: 
           
 
  
       
 
 
              
En la Figura 4.2 vemos el contraste entre una superficie lisa y una rugosa. La 
superficie lisa actúa como un espejo para el pulso de radar incidente, y la mayor parte de 
la energía incidente es reflejada de acuerdo a la ley de reflexión especular, según la cual 
el ángulo de reflexión es igual al ángulo de incidencia y muy poca energía es dispersada 
de vuelta hacia el sensor. Por otro lado, una superficie rugosa refleja en todas las 
direcciones el pulso de radar, de forma que parte de la energía vuelve al sensor. Por tanto, 
cuanto más rugosa sea la superficie, mayor es la intensidad de la energía retrodispersada.  
 
 
Figura 4.2: Efecto de la rugosidad de la superficie marina sobre la señal de microondas. A la 
izquierda,  se muestra una superficie lisa con reflexión especular, y a la derecha una superficie 




Con la visión oblicua de los sistemas de apertura sintética, con ángulos de incidencia 
superiores a 15º,  no se produce apenas retrodispersión desde superficies lisas, mientras 
que con superficies rugosas tendremos una retrodispersión significativa que depende del 
efecto de Bragg. Con una rugosidad constante, la energía retrodispersada es además 
inversamente proporcional al ángulo de incidencia, de forma que la región del alcance 
lejano (con mayores ángulos de incidencia) aparece más oscura en las imágenes. 
La dispersión de Bragg es una condición de resonancia según la cual la radiación 
incidente sobre fases idénticas de una onda en superficie tiene una diferencia de fase igual 
a la mitad de la longitud de onda de la radiación. Cuando se cumple esta condición la 
retrodispersión es mucho más fuerte que la esperada con una dispersión casi-especular. 
La principal causa de la señal retrodispersada es el componente de la onda marina que se 
encuentre en resonancia  con la radiación incidente.  
La ecuación de Bragg (Ecuación 4.5) define la longitud de onda de superficie marina 
(λS) para que se produzca retrodispersión de Bragg como una función de la longitud de 
onda de la señal de radar (λR) y del ángulo de incidencia (θ): 
   
  
     
       
La rugosidad de la superficie oceánica responsable de la energía retrodispersada y 
detectada por el sistema de radar es producida básicamente por ondas capilares y ondas de 
gravedad de pequeña escala generadas por los vientos locales. De acuerdo con el modelo 
de Bragg, las microondas están en resonancia con las ondas oceánicas en una escala de 
longitud de onda similar, también llamadas las ondas en la escala de Bragg.  Por lo tanto, 
la retrodispersión se debe a los componentes del espectro del oleaje que están en 
resonancia con la longitud de onda de la señal de radar.  
 
4.1.2.3 Signaturas de baja retrodispersión 
Debido a que la rugosidad de la superficie oceánica depende principalmente del 
viento, la variabilidad de los procesos de circulación atmosférica a mesoescala y sub-
mesoescala, o lo que es lo mismo, la variabilidad del viento, es la principal característica 
que podemos ver en una imagen SAR. Sin embargo, los datos también resultan útiles para 
estudiar otro tipo de fenómenos como la contaminación debida a  la presencia de 
hidrocarburos.  
Así, los hidrocarburos, incluyendo el petróleo  y otras sustancias oleosas,  forman 
películas de un espesor variable en la superficie del mar, películas que atenúan las ondas 
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capilares y de gravedad de pequeña escala dando lugar a signaturas oscuras en las 
imágenes. Así, la detección de vertidos de hidrocarburos es posible gracias a que 
aparecen en las imágenes como áreas oscuras rodeadas de áreas más brillantes (Alpers 
and Hühnerfuss, 1988). En la Figura 4.3 tenemos un ejemplo de la imagen ASAR del 17 
de Noviembre del 2002 adquirida tras la catástrofe del Prestige. 
La atenuación de las ondas capilares y de gravedad está relacionada con  la elasticidad 
dinámica de la superficie del mar. Así, la presencia de películas de hidrocarburos causa  
una disminución de la tensión superficial debido al estiramiento y compresión de la 
superficie, y las ondas, que dependen total o parcialmente de la tensión superficial para 
proporcionar la fuerza necesaria para su propagación, pierden energía. El porcentaje de 
atenuación está  relacionado con el espesor de la película y con la disminución en la 
tensión superficial causada por su presencia (Garrett, 1967). Además, la presencia de 
películas reduce a su vez significativamente la formación y crecimiento de ondas 
capilares cuando el viento está soplando sobre la superficie.  
 
 
Figura 4.3: Ejemplo de mancha de hidrocarburos de la imagen ASAR del 17 de Noviembre 2002 
en el Atlántico Norte. 
 
La distribución de las películas superficiales sobre la superficie no es normalmente al 
azar, sino que se organiza en patrones coherentes generalmente relacionados con los 
campos de velocidad de la corriente superficial. Si hay una convergencia, los 
hidrocarburos se concentran a lo largo de dicha convergencia provocando que la película 
se haga más gruesa. Por el contrario, en las zonas de divergencia se produce un 
debilitamiento e incluso la eliminación de posibles películas superficiales. 
La detección de vertidos de hidrocarburos no es inequívoca y presenta limitaciones 
importantes. Así, depende en gran medida de la velocidad del viento predominante sobre 
la superficie oceánica. Velocidades demasiado bajas por debajo de 2/3 m/s no producen la 
suficiente rugosidad para que se produzca un contraste entre la película oleosa y el área 
adyacente (Donelan and Pierson 1987). Por otro lado, velocidades de viento demasiado 
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elevadas provocan una mayor retrodispersión desde la zona de hidrocarburos y no se 
produce tampoco el suficiente contraste (Scott 1986). Y si la velocidad es muy alta 
(típicamente por encima de 15 m/s) se produce un efecto de lavado y los hidrocarburos 
desaparecen debajo de la superficie o son proyectado hacia la atmósfera como burbujas 
de aire (Alpers, 1993). La velocidad de viento exacta para destruir una película dependerá 
de su espesor y de su composición química. 
Otro problema es la presencia de otros fenómenos que dan lugar a signaturas de baja 
retrodispersión en las imágenes SAR, difíciles de distinguir de los vertidos reales, y que 
denominamos falsos positivos. Muchas de estas características se pueden identificar si se 
conoce el contexto de la región geográfica y/o con la ayuda de datos auxiliares sobre las 
condiciones meteorológicas y oceanográficas locales (Clemente and Yan, 2000). En la 
figura 4.4 se muestran algunos ejemplos derivados de imágenes ASAR de alta resolución 
adquiridas entre 2008 y 2010 sobre la costa de Galicia.  
 
 
Figura 4.4: Ejemplos de signaturas de baja retrodispersión que causan falsos positivos: a) Bajo 
viento (10 Abril 2010); b) Zona interior, con bajo viento (13 Septiembre 2010); c) Afloramiento 
(22 Julio 2008); d) Estuario (20 Abril 2010); e) Proceso atmosférico (13 Septiembre 2010); f) 
Proceso oceanográfico (6 Marzo 2010). 
 
Sin duda, los falsos positivos más comunes son las áreas de baja velocidad del viento, 
que pueden ser consecuencia de la propia variabilidad de la circulación atmosférica o 
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estar relacionadas con zonas de sombra del viento causadas por la topografía costera o por 
obstáculos construidos por el hombre.  
Los falsos positivos también pueden estar causados por sustancias minerales de origen 
natural como las filtraciones de hidrocarburos desde el fondo marino que suceden en 
zonas como el Golfo de Méjico, o por películas de origen biogénico resultantes del ciclo 
de vida del plancton y otros organismos marinos.  
La lluvia puede producir fenómenos de baja retrodispersión en las imágenes SAR de 
dos maneras diferentes. Por un lado, la cantidad total de energía que vuelve al sensor 
tiende a decrecer en presencia de una  lluvia intensa porque se produce cierta atenuación 
atmosférica. Por otro, el impacto de la lluvia sobre la superficie oceánica tiende a atenuar 
las ondas de Bragg en función de su escala y de la velocidad del viento, reduciendo la 
retrodispersión en el área impactada. La importancia relativa de cada uno de estos 
procesos depende de la longitud de onda del pulso de radar, de la intensidad de la lluvia y 
de la velocidad del viento (Melsheimer et al, 1998). Mientras un sensor en la banda L es 
más sensible a la disminución de la retrodispersión debido a la atenuación de las ondas de 
Bragg, a un sensor en la banda C (como ASAR) le afecta más la atenuación atmosférica. 
El hielo marino también afecta a la retrodispersión en función de su rugosidad, 
contenido salino, estructura interna y humedad. Por ejemplo, el hielo de primer año 
presenta una superficie relativamente lisa y un alto contenido salino, lo cual genera 
signaturas de baja retrodispersión en comparación con las zonas del entorno o de hielo 
más grueso (Matsuoka et al, 2002; Lythe et al, 1999). Además, la grasa del hielo, 
compuesta por cristales de muy pequeño tamaño que se forman cuando el agua de mar se 
empieza a congelar, atenúa las ondas de Bragg produciendo áreas de extremadamente 
baja retrodispersión.  
Otro proceso que causa signaturas de baja retrodispersión en las imágenes SAR es el 
afloramiento (Friehe et al., 1991).Un afloramiento se produce como consecuencia de un 
flujo superficial divergente, comúnmente debido al viento, que es compensado por una 
entrada de aguas más profundas, más frías y ricas en nutrientes. Como resultado de las 
temperaturas más bajas sobre el área de afloramiento, se produce por un lado un 
incremento de la estabilidad de la capa superficial que reduce la fuerza del viento y por lo 
tanto la eficiencia de generación de ondas de Bragg, y por otro lado un aumento de la 
viscosidad que también favorece la atenuación de la ondas de Bragg. Además, al ser 
aguas ricas en nutrientes se incrementa la actividad biológica lo que causa una mayor 
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abundancia de películas biogénicas de origen natural que también contribuyen a la 
disminución de la retrodispersión.  
Otras signaturas de baja retrodispersión son comunes en regiones geográficas 
concretas. Así, zonas extremadamente someras como las llanuras intermareales en marea 
baja pueden dar lugar a superficies lisas que aparecerán como  zonas oscuras en las 
imágenes SAR (Clemente et al, 1997).  También en zonas de estuarios es frecuente la 
acumulación de materiales en suspensión que da lugar a plumas que se ven en las 
imágenes SAR como áreas oscuras.  
4.1.2.4 Otras aplicaciones 
Para una correcta interpretación de las imágenes SAR, además de las signaturas de 
baja retrodispersión, se deben tener en cuenta los diferentes mecanismos que modulan el 
espectro de las ondas de Bragg. Aunque el principal mecanismo inductor es el viento 
superficial, las variaciones en la circulación oceánica superficial  y algunos procesos 
oceanográficos que afectan a la misma también ejercen su influencia.  
Así, las ondas internas pueden afectar a la velocidad local de las corrientes 
superficiales y a las ondas de Bragg, además que también pueden concentrar surfactantes 
dando lugar a bandas periódicas con diferente retrodispersión en las imágenes SAR 
(Alpers, 1985; Da Silva et al, 1997). Los frentes de corrientes o zonas de cizalla son áreas 
donde diferentes materiales se acumulan delineando patrones de circulación, que se ven 
generalmente como líneas más brillantes (Gower, 1994). En zonas someras y bajo 
condiciones meteorológicas e hidrodinámicas favorables, las imágenes también pueden 
mostrar características topográficas del fondo (Alpers and Hennings 1984; Vogelzang 
1989). En el ejemplo de la Figura 4.5 se puede ver un ejemplo de la complejidad de la 
interpretación en una imagen que presenta un frente de corriente y un frente atmosférico.  
Aunque en esta tesis nos centramos principalmente en la detección de vertidos de 
hidrocarburos, las imágenes SAR se utilizan para otras aplicaciones oceanográficas como 
la identificación de barcos, la estimación de las características del viento y del oleaje, el 
estudio de fenómenos oceanográficos de mesoescala o la cartografía del hielo marino.  
Una de las aplicaciones con más potencial es el reconocimiento de patrones de oleaje 
superficial (Figura 4.6a), que a menudo son claramente visibles en las imágenes SAR 
(Alpers et al., 1981; Vesecky and Stewart, 1982). La principal desventaja es que los 
patrones visibles en las imágenes pueden ser diferentes a los reales debido al efecto de las 
corrientes locales (Kerbaol et al, 1998).  
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Otra aplicación interesante es la identificación de barcos, ya que además de su utilidad 
en el seguimiento del tráfico marítimo, también permite la localización de buques que 
realizan descargas ilegales. Los barcos se ven como píxeles muy brillantes en contraste 
con el entorno, debido al efecto conocido como “reflector de esquinas” o “doble rebote”, 
provocado por la presencia de pares de superficies lisas formando ángulos rectos, de 
forma que el haz tras incidir sobre la superficie horizontal se refleja sobre la vertical y 
prácticamente toda la energía es rebotada de nuevo hacia al sensor (Figura 4.6b).  
 
Figura 4.5: Imagen ASAR de alta resolución (28 Febrero de 2010). Las flechas blancas señalan un 
frente de corriente y las rojas un frente atmosférico.  
 
En principio, la detección de posibles barcos es sencilla, rápida y efectiva, y permite 
estimar la forma y tamaño de los mismos. Sin embargo, pueden ocurrir falsos positivos 
debidos al ruido de tipo speckle o a otros efectos en la superficie marina. Una forma de 
confirmar que el objeto identificado es un barco, siempre que el mismo se encuentre en 
movimiento,  es la detección en el entorno de dicho objeto de la signatura correspondiente 
a la estela. El análisis de estas estelas permite además la estimación de la dirección y 
velocidad del barco.  
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Figura 4.6: a) Reconocimiento de patrones de oleaje superficial. b) Identificación de barcos. 
 
4.2 SISTEMAS DE DETECCIÓN 
Como ya se comentó en la sección 1.2, la mayoría de los sistemas automáticos o semi-
automáticos de detección de vertidos constan de tres etapas: segmentación, 
caracterización y clasificación. En las siguientes se resumen algunas de las 
aproximaciones metodológicas encontradas en la literatura para cada etapa. 
4.2.1. SEGMENTACIÓN 
Gran parte de los métodos propuestos en la literatura se basan en la umbralización, es 
decir, en la clasificación como posible vertido de aquellos píxeles por debajo de cierto 
umbral. Generalmente se necesita más de un umbral por imagen, los cuales se pueden 
estimar mediante diferentes aproximaciones.   
Skoelv y Wahl (1993) propusieron así un método sencillo para la segmentación de 
imágenes ERS-1 SAR que se basa en la búsqueda de histogramas bimodales en ventanas 
de 25x25 píxeles, estableciendo el umbral como el valor mínimo entre ambos picos. Este 
método funciona bien si la mancha presenta una superficie inferior a la definida por dicha 
ventana.  
Otros autores sugieren la utilización de una umbralización adaptativa, en el cual cada 
zona de la imagen, o incluso cada píxel, se procesa respecto a un umbral calculado en el 
entorno local de dicha zona, o píxel. Vachon et al. (1998) y Manore et al. (1998) 
describieron un algoritmo para imágenes RADARSAT-1 en el cual los umbrales 
adaptativos son definidos por el usuario tras el cálculo de una media espacial. Solberg et 
al. (1999) estiman los umbrales adaptivos como un valor fijo (en decibelios) por debajo 
del valor medio calculado en una ventana móvil (o “kérnel”), y utilizan una aproximación 
piramidal multiescala, es decir, aplican el algoritmo con tamaños decrecientes de la 
ventana móvil y posteriormente combinan los resultados mediante técnicas de agrupación 
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(“clustering”). Al resultado final le aplican además un filtro media, de forma que se 
reduce el ruido y se suavizan los bordes de las manchas detectadas.  
Otra aproximación a la umbralización se basa en la utilización del detector de bordes 
de  Canny (Canny, 1986), en un método que consiste en una búsqueda en todas las 
posibles direcciones y una posterior fusión de las respuestas y que se aplicó a imágenes 
ERS SAR de amplitud (Kanna et al., 2003). Este algoritmo es adecuado para la detección 
de signaturas lineales.  
También se propusieron metodologías que no se fundamentan en la umbralización, 
como la aproximación basada en la utilización de los operadores LoG (Laplaciano de 
Gauss) y DoG (Diferencia de Gaussianas) propuesta por Change et al. (1996) y Chen et 
al. (1997), o diversos métodos que utilizan la transformada “wavelet” (Liu et al. (1997) y 
Wu and Liu (2003)) 
Mercier et al. (2003) parten de la hipótesis de que los hidrocarburos atenúan las ondas 
capilares y de gravedad  para proponer un método basado en variación local del espectro 
de oleaje. Este método, que se estudió utilizando imágenes ERS PRI, implica dos pasos: 
una descomposición multiescala de la imagen mediante el uso de una transformada 
“wavelet” y una segmentación posterior basada en la aplicación de un modelo HMC 
(Hidden Markow Chain) a los coeficientes “wavelet” obtenidos en el paso previo para 
cada pixel de la imagen, partiendo del hecho de que un espectro de oleaje atenuado causa 
valores más bajos de dichos coeficientes.  
En un trabajo posterior basado en los mismos fundamentos teóricos,   Mercier and 
Girard-Ardhuin (2006) proponen la utilización de un clasificador basado en una técnica 
similar a las maquinas de soporte vectorial (SVM) para detectar los vertidos como 
anomalías. De nuevo, en un primer paso, se lleva a cabo una descomposición de la 
imagen mediante la aplicación de una transformada “wavelet” invariante de nivel 3, y en 
un segundo paso se realiza una clasificación de dos clases (normal/anomalía) de los 
coeficientes “wavelet” para cada pixel de la imagen. El clasificador utilizado en este 
trabajo estima un hiperplano que permita separar los píxeles “normales”  lo más posible 
del origen, de forma que aquellos píxeles más próximos al origen que a dicho hiperplano 
se consideraran como “anomalía” (es decir, posibles vertidos). 
Barni et al. (1995) propone un algoritmo de agrupación (o “clustering”) basado en 
lógica difusa. Este tipo de algoritmos determinan una función para cada clúster que nos 
permite medir el grado de pertenencia de un pixel a dicho clúster. En concreto, se aplica 
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un clasificador de lógica difusa no supervisado (Fuzzy C-Mean, FCM) con una 
aproximación piramidal para identificar diferentes regiones en la imagen, utilizando un 
operador Sobel para detectar bordes a partir de la imagen original y fusionando aquellas 
regiones similares entre ellas. El principal problema de esta técnica es determinar a priori 
el número óptimo de clústeres.   
Gasull et al. (2002) sugieren un método basado en operadores morfológicos, con una 
combinación de operaciones de apertura y cierre para filtrar y detectar las áreas oscuras 
en la imagen. El algoritmo, que se desarrolló para identificar manchas procedentes de 
buques petroleros durante su navegación, incluye algunas características como la 
elongación de las signaturas o la atenuación de la señal causada por los hidrocarburos.  
Galland et al. (2004) proponen un método para la segmentación de imágenes 
ENVISAT ASAR con dos pasos: primero se realiza una partición de la imagen en 
regiones homogéneas localizando de forma precisa los contornos entre las mismas 
mediante una técnica basada en la minimización de la complejidad estocástica de la 
imagen, y después se fusionan las regiones oscuras mediante la aplicación de un 
clasificador basado en umbralización con estimación automática de umbrales. 
Finalmente, otros autores proponen métodos de segmentación basados en el cociente 
de verosimilitudes generalizado (GLRT)  que requieren la utilización de datos 
polarimétricos (Bandiera and Ricci 2005). 
 
4.2.2. CARACERIZACIÓN 
La caracterización consiste en la extracción del borde geográfico y en la obtención de 
un conjunto de parámetros que permitan caracterizar cada signatura. En la Tabla 4.1 se 
resumen los parámetros utilizados en diferentes trabajos, los cuales se pueden agrupar en: 
 Características geométricas: Son los parámetros que nos permiten definir la forma de 
las signaturas. Se aplicaron en casi todo los trabajos relacionados con la detección de 
vertidos. Gasull et al. (2002) encontraron que la elongación, definida como el radio 
entre la anchura y la longitud de la signatura, es importante para detectar las manchas 
causadas por la limpieza de las sentinas y depósitos de los buques petroleros. Además, 
algunos tipos de falsos positivos muestran siempre la misma forma en las mismas 
áreas geográficas, como es el caso de áreas de bajo viento debidas a las sombras 
causadas por la topografía, por lo que los parámetros geométricos pueden ser útiles 
para identificar estos falsos positivos.  
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 Características radiométricas: Definen el nivel de retrodispersión de la signatura y de 
su entorno. Del Frate et al (2000) encontraron que el gradiente de la retrodispersión en 
el borde de las signaturas (#13, #14 y #15) es el parámetro más significativo para 
discriminar vertidos utilizando redes neuronales. Los niveles de retrodispersión (media 
y desviación entandar) en el entorno de la signatura (#10 y #18) se ven principalmente 
afectados por la velocidad del viento (Fiscella et al., 2000), por lo que también son 
importantes ya que la capacidad de detección de hidrocarburos depende en gran 
medida del viento (ver sección 4.1.2.3). 
Tabla 4.1: Parámetros utilizados por diferentes autores para el desarrollo de sistemas de detección 
de vertidos a partir de imágenes SAR. Adaptado de Brekke & Solberg (2005). 
 
 Parámetro 
1 Área (A) 






6 Ancho de la signatura 
7 Primer momento de inercia invariante 
8 Dispersión en torno al eje principal 
9 Desviación estándar de la retrodispersión (signatura) 
10 Desviación estándar de la retrodispersión (entorno) 
11 Contraste máximo entre  signatura y entorno 
12 Contraste medio entre signatura y entorno 
13 Máximo gradiente del borde 
14 Gradiente medio del borde 
15 Desviación entandar del gradiente del borde 
16 Homogeneidad del entorno 
17 Retrodispersión media (signatura) 
18 Retrodispersión media (entorno) 
19 Radio entre #9 y #10 
20 Radio entre #17 y  #9 
21 Radio entre #18 y #10 
22 Radio entre #20 y #21 
23 Radio entre #17 y #18 
24 Distancia a la costa 
25 Distancia a puntos contaminantes 
26 Numero de signaturas detectadas en la escena 
27 Número de signaturas en el entorno 
 
 Características contextuales: En este grupo se incluyen parámetros relacionados con la 
localización de la mancha con respecto a la línea de costa o a eventuales fuentes de 
contaminación, como barcos o plataformas petrolíferas, así como características 
asociadas con datos auxiliares en el entorno de los vertidos.  La distancia a la costa, a 
menudo incluida como un parámetro geométrico, es importante a la hora de evaluar el 
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riesgo de llegada de un vertido a tierra. Espedal (1999) utilizó una base de datos con 
punto contaminantes para aplicar un algoritmo supervisado de discriminación de 
vertidos. Solberg y Volder (1997) llegaron a la conclusión que los resultados de la 
clasificación mejoran si se incluye información contextual y meteorológica del 
entorno de la signatura. Espedal y Wahl (1999) sugirieron que la utilización de datos 
históricos de viento es útil no solo para clasificar los vertidos de forma correcta, sino 
también para estimar el tiempo de los hidrocarburos en el agua.  
 Textura: La textura aporta información sobre la correlación espacial entre píxeles 
vecinos. Assilzadeh y Mansor (2001) propusieron  un sistema de alerta temprana 
desarrollado a partir de características texturales basadas en matrices de coocurrencia 
de niveles de gris (GLCM), y encontraron que la homogeneidad y el segundo 
momento angular son efectivos para discriminar vertidos reales de falsos positivos. 
Solberg et al utilizaron como medida de homogeneidad para su sistema de 
clasificación el radio entre la intensidad dentro del vertido y en su entorno (#24).  
Algunos autores (Gade y Redondo,1999; Banelly y Garzelli,1999) sugirieron la 
utilización de fractales para clasificar signaturas en imágenes radar, encontrando 
diferencias en la dimensión fractal (D) entre los vertidos y otro tipo de fenómenos 
oceanográficos. En general, valores más pequeños de la dimensión fractal se asocian a 
una menor rugosidad superficial.  
 
4.2.3. CLASIFICACIÓN 
La mayor parte de los algoritmos de clasificación encontrados en la literatura son 
supervisados, es decir, requieren un conjunto de entrenamiento con signaturas verificadas 
para ambas clases (vertidos y falsos positivos). Sin embargo, existe una gran variedad en 
el tipo de algoritmos así como en las características utilizas.  
Los algoritmos de clasificación más simples son la distancia de Mahalanobis y el radio 
de probabilidad (Fiscella et al., 2000). En ambos casos se utilizaron las mismas 
características, seleccionando aquellas con una mayor capacidad de discriminación 
mediante un test de varianza, e incluyen la retrodispersión media dentro y en el entorno 
de la signatura, la desviación entandar en el entorno, una serie de radios que combinan las 
características radiométricas y el momento de segundo orden. En el primer método, la 
probabilidad de que una signatura sea un vertido se estima a partir de las distancias de 
Mahalanobis entre la signatura y los centroides de la clase “vertidos” y de la clase “falsos 
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positivos”. Este clasificador asume implícitamente que cada clase se pueden modelar 
mediante una función gaussiana simple, de forma que un elipsoide es suficiente para su 
separación. En el caso del radio de probabilidad, la probabilidad de que una signatura sea 
un vertido se calcula a partir de las funciones de probabilidad estimadas para las dos 
clases en base a los datos de entrenamiento. Con este algoritmo se asume que la 
características son independiente entre ellas, condición que no se cumple al utilizar radios 
que ya incluyen otras características. Los autores no aportan, para ninguno de los dos 
métodos, los resultados de algún test estadístico que permita verificar que se cumplen las 
hipótesis de partida.  
El conjunto de entrenamiento utilizado en su trabajo consta de 80 manchas verificadas 
y de 43 falsas alarmas. Mediante el clasificador basado en la distancia de Mahalanobis 
clasificaron correctamente, dependiendo del umbral utilizado, el 78% y el 83% de los 
vertidos; mientras que para el radio de probabilidad  los porcentajes de acierto fueron  del 
79% y del 82%, respectivamente. El conjunto de entrenamiento utilizado no es 
equilibrado, ya que presenta casi el doble de manchas, lo que causo malos resultados para 
el estadístico kappa (Landis and Koch 1977, ver ecuación en sección 2.2.2.1), el cual nos 
permite evaluar los resultados de la clasificación descartando el efecto del azar: k = 0.47 
para Mahalanobis y k = 0.53 para el radio de probabilidad. También validaron los 
algoritmos utilizando una base de datos no verificada que constaba, de acuerdo con un 
experto, de 11 vertidos, 6 falsas alarmas y 4 casos inciertos. El clasificador basado en 
Mahalanobis identifico todos los casos inciertos como falsas alarmas, mientras que el 
radio de probabilidad los clasificó, excepto en un caso, como hidrocarburos, lo que revela 
una contradicción en la capacidad de generalización de ambos algoritmos.  
Solberg et al, han publicado varios trabajos (Bjerde et al. 1993, Solberg and Solberg 
1996, Solberg et al. 1999, 2003, 2004, 2007, Brekke and Solberg 2008) en los cuales 
utilizaron clasificadores bayesianos basados en reglas con información a priori sobre la 
probabilidad de ocurrencia de un vertido en una determinada zona. Sus sistemas están 
básicamente diseñados para el control de fuentes puntuales de contaminación,  que 
incluyen puntos brillantes en las imágenes SAR correspondientes con barco o plataformas 
petrolíferas. Sus sistemas utilizan características espaciales y radiométricas: distancia 
mínima a la fuente potencial de contaminación (punto brillante), numero de áreas oscuras 
en el entorno de la signatura, homogeneidad (calculada como el radio entre la media y la 
desviación entandar)  de la signatura y de su entorno, complejidad (radio entre el 
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perímetro al cuadrado y el área), ancho, área, primer momento planar (relacionado con la 
forma), contraste local y gradiente medio del borde. Simplificaron el modelo de 
probabilidad utilizando una matriz de covarianza común diagonal para ambas clases 
(manchas y falsas alarmas), de forma que se despreciaron las correlaciones existentes 
entre las características. Sin embargo, estas correlaciones se reintrodujeron en el modelo 
mediante un conjunto de reglas empíricas. En sus últimos trabajos incluyeron una medida 
de fiabilidad, también basada en reglas empíricas, en la salida del modelo (Solberg et al., 
2004). 
En Solberg et al. (2004), entrenaron el sistema de detección utilizando 164 imágenes 
de varios satélites,  que incluían 53 manchas y 7740 falsas alarmas, de acuerdo con la 
interpretación de un experto. El sistema clasificó correctamente el 96.2% de los vertidos y 
el 99.8% de las falsas alarmas, lo que supone una precisión global del 99.8% en un 
conjunto de datos con un gran desequilibrio entre ambas clases (k = 0.86). También 
utilizó un conjunto de 60 imágenes con 18 manchas verificadas mediante observación 
aérea, en las cuales su sistema identificó correctamente 14 (77.8%) y el experto 15 
(83.3%). 
En Solberg et al. (2007), ampliaron el mismo clasificador Bayesiano con 37 nuevas 
reglas para Radarsat y 50 reglas para Envisat, para tratar de reducir el número de falsos 
positivos, es decir, de falsas alarmas identificadas como manchas de hidrocarburos. La 
base de datos incluyó 37 manchas y 12110 falsas alarmas, y clasificaron correctamente el 
78% de los vertidos y el 99.4% de las falsas alarmas, con una precisión global del 99.3% 
pero con un valor bajo del estadístico kappa (k=0.40).  La aplicación de las nuevas reglas 
para reducir el porcentaje de falsos positivos supuso también una disminución de las 
manchas no detectadas, que paso del 11% en el trabajo previo al 22% en este caso.  
En este trabajo (Solberg et al., 2007) también compararon la capacidad de 
discriminación de su algoritmo con la de un experto humano, utilizando imágenes de 
Envisat y de Radarsat. Para las primeras, el algoritmo detectó 112 manchas mientras que 
el operador humano tan solo 69, clasificando ambos correctamente 8 de los 11 vertidos 
verificados (72%). Para las imágenes Radarsat, el operador humano clasificó 
correctamente 15 de las 18 manchas verificadas (83%), detectando un  total de 75 
vertidos, frente a las 14 (77%) del algoritmo, con  un total de 71 manchas. En un conjunto 
de imágenes diferente, el algoritmo identifico 71 manchas en imágenes Radarsat, frente a 
las 75 y 68 identificadas por dos expertos,  y 8 en Envisat, en comparación con las 11 y 8 
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manchas detectadas por los operadores humanos. En ambos conjuntos, existe un número 
no especificado de manchas verificadas que no se detecta por ninguno de los dos 
métodos.  
En un trabajo posterior (Brekke and Solberg, 2008), se utilizaron 103 imágenes 
ENVISAT divididas en un conjunto de entrenamiento, un conjunto de validación y un 
conjunto de prueba, el cual incluía 207 vertidos y 13665 falsas alarmas verificadas por 
observación aérea. Los resultados del clasificador estadístico utilizado en trabajos previos 
se compararon con una versión regularizada del mismo y con una maquina de soporte 
vectorial (SVM). Con el clasificador previo, identificaron correctamente el 87.8% de las 
manchas y el 84.7 % de las falsas alarmas (precisión global del 84.7% con k = 0.85). 
Estos resultados mejoraron sustancialmente con el clasificador regularizado, con el que 
detectaron correctamente el 92.7% de las machas y el 89.7% de las falsas alarmas 
(precisión global del 89.8%, con k = 0.90). Los peores resultados se obtuvieron utilizando 
SVM, con una precisión global del 77.4 % (clasifica correctamente el 82.9% de las 
manchas pero solamente el 77.4% de las falsas alarmas) y un estadístico kappa de 0.77.  
Otro de los algoritmos propuestos para llevar a cabo la clasificación es el perceptron 
multicapa (MLP). En un primer trabajo (Del Frate el al., 2000), se entrenó una MLP con 
11 neuronas de entrada y 160 conexiones, reducidas a 45 tras eliminar aquellas con un 
peso más bajo. Las 11 características de entrada incluyen área, perímetro, compacidad, 
radio entre el eje menor y mayor de la elipse que mejor se ajusta a la forma de la mancha, 
desviación estándar de la retrodispersión dentro de la signatura, desviación estándar en el 
entorno,  diferencia entre la retrodispersión media en el entorno y la mínima dentro de la 
signatura, diferencia entre las medias en el entorno y dentro de la signatura, y media, 
gradiente y desviación estándar del gradiente en el borde. Utilizando el conjunto de 
entrenamiento completo, que incluyó 71 manchas y 68 falsas alarmas, verificadas o bien 
por un experto o bien mediante información de campo, el algoritmo clasificó 
correctamente todas las signaturas, lo cual es indicativo de sobreajuste. Sin embargo, 
utilizando validación cruzada dejando uno fuera (“leave-one-out validation”), donde cada 
uno de los N elementos del conjunto de entrenamiento es consecutivamente clasificado 
con los restantes N-1 elementos (Fukunaga, 1990), la precisión se reduce al 82% para los 
vertidos y al 90% para las falsas alarmas, con un precisión global del 85.6% y k = 0.71. 
Además, la reducción de las conexiones permitió ordenar las características en función de 
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su influencia, mostrando que en general las características radiométricas presentan un 
mayor peso que las geométricas.  
En un trabajo posterior (Del Frate and Salvatori, 2004), se incluyeron datos de viento 
derivados del dispersómetro a bordo del ERS. En esta ocasión, la base de datos se dividió 
en un conjunto de entrenamiento (129 signaturas) y en un conjunto de validación 
independiente (60 signaturas), incluyendo en total 111 manchas y 78 falsas alarmas, de 
nuevo parte verificadas mediante observaciones y parte mediante interpretación visual. El 
conjunto de validación independiente se utilizó para detener el entrenamiento y evitar el 
sobreajuste, obteniendo un 95% de precisión global, aunque por otro lado no utilizaron 
ningún procedimiento de validación en el entrenamiento lo que reduce la capacidad de 
generalización de la red neuronal.  
El perceptrón multicapa (MLP) también fue utilizado por Topouzelis et al. (2009) para 
llevar a cabo la discriminación. Previamente a la aplicación de la red neuronal, 
seleccionaron el conjunto de características de entrada por medio de un algoritmo 
genético, utilizando finalmente 9 de los 25 candidatos iniciales: primer momento planar, 
desviación estándar de la retrodispersión en el entorno, contraste local, homogeneidad 
(calculada como el radio entre la media y la desviación entandar) en la signatura, radio 
entre la homogeneidad en la signatura y en su entorno, desviación estándar en la 
signatura, radio entre el área y el perímetro, compacidad y coocurrencia media de los 
niveles de gris. Desarrollaron el algoritmo con un conjunto de entrenamiento que incluía 
45 falsas alarmas y 35 vertidos y un conjunto de validación con 45 falsas alarmas y 34 
vertidos, derivados de 24 imágenes ERS-2 SAR. Su sistema clasificó correctamente el 
85.3% de los vertidos y el 84.4% de las falsas alarmas, lo que implica una precisión 
global del 84.8% con k=0.81.  
Bertacca et al. (2005), sugirieron un método para discriminar áreas de bajo viento 
(causa de falsas alarmas más frecuente) de vertidos reales basado en un modelo 
autorregresivo integrado de media móvil. La imagen se trata como un campo al azar 
donde estiman la intensidad espectral del área seleccionada mediante un modelo 
paramétrico, y asumen que los vertidos afectan solamente a las longitudes de onda más 
cortas mientras que en áreas de bajo viento se reducen las intensidades en todo el 
espectro. Los parámetros de los modelos que describen cada tipo de área deben por lo 
tanto ser lo suficientemente diferentes para permitir la discriminación. El método se 
validó con tres imágenes, una con un vertido, otra con una zona de bajo viento, y otra 
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incluyendo una mancha y un área de bajo viento. A pesar de que los resultados son 
prometedores, se necesitaría una validación utilizando una base de datos más extensa. La 
metodología presenta dos problemas adicionales: es probable que no permita discriminar 
entre vertidos y acumulaciones de sustancias naturales, y la dificultad para obtener el 
tamaño mínimo de ventana que sería necesario para estimar los modelos de forma precisa. 
Sin embargo, puede resultar de gran utilidad para mejorar los resultados de clasificación 
obtenidos mediante otro tipo de algoritmos, especialmente en lo que se refiere a la 
identificación de zonas de bajo viento.  
Otro de los métodos propuestos para la correcta identificación de los vertidos se basa 
en la lógica difusa (Keramitsoglou et al., 2006). Utiliza solamente características 
espaciales, relacionadas con la forma, localización y tamaño: área, excentridad, 
proximidad a la costa, número de signaturas en el entorno y número de signaturas en la 
imagen. Desarrollaron 405 reglas combinando los diferentes valores difusos asociados a 
cada característica de entrada, incluyendo 5 valores para el área y 3 valores para las 
restantes características. La aplicación de una función de pertenencia a cada característica 
nos permite definir para cada signatura evaluada el valor correspondiente asociado a 
dicha característica, para en un paso posterior aplicar el conjunto de reglas para obtener 
como resultado la probabilidad (entre 0 y 100%) de que dicha signatura sea un vertido, 
asignándole finalmente tres valores  posibles de probabilidad: alta, media o baja. 
Utilizando 26 imágenes, obtuvieron una precisión global del 88%, aunque no presentan 
datos concretos sobre el número de vertidos y/o falsas alarmas correctamente clasificadas 
en cada imagen. El principal problema en esta metodología es la escasa capacidad de 
generalización, ya que además de no utilizar características radiométricas, tanto las reglas 
como las funciones de pertenencia propuestas dependen en gran medida de contexto 
geográfico y de la fuente y tipo de derrame. 
 
4.3 FUENTES DE DATOS 
4.3.1 IMÁGENES ASAR 
ASAR era uno de los nueve instrumentos a bordo del ENVISAT, satélite de 
observación de la Tierra lanzado el 1 de Marzo del 2002 por la Agencia Espacial Europea 
(ESA) y que se mantuvo operacional hasta abril del 2012.  Con  una órbita 
heliosincrónica con una altitud media de 800 km y un  ciclo de repetición de la órbita de 
referencia de 35 días, la mayoría de los instrumentos requerían entre uno y tres días para 
lograr una cobertura global del planeta. Además de ASAR, el satélite incluía entre otros 
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un altímetro (RA2) y sensores de color (MERIS) y temperatura (AATSR). Los datos 
aportados por el ENVISAT resultaron de gran utilidad para el desarrollo de una gran 
variedad de aplicaciones medioambientales relacionadas con la atmósfera, la litosfera o la 
hidrosfera (agua dulce, océanos y hielo).  
 
4.3.1.1 Características de las imágenes 
El principal objetivo de ASAR era para dar continuidad a los datos adquiridos por el 
instrumento AMI  de los  satélites ERS-1/2 en sus modos de imagen y ondas, aunque en 
su diseño se introdujeron mejoras técnicas significativas con respecto a su predecesor. La 
más importante es la utilización de una agrupación de antenas activa constituida por 320 
módulos de transmisión/recepción, de forma que mediante un ajuste individual de la fase 
y ganancia de cada modulo se logra una gran flexibilidad en la generación y control del 
haz de microondas, que es electrónicamente orientable en elevación y con un ángulos de 
incidencia programables.  
ASAR trabaja en banda C (5,331 GHz) en cinco modos de operación diferente: modo 
de ondas, modo de monitorización global (GMM), modo de polarización alterna (AP), 
modo de imagen (IM) y modo de barrido ancho (WSM). Los dos primeros se engloban 
dentro de la denominada misión global, con una baja velocidad de transmisión de datos y 
resolución reducida, pero con una capacidad operacional de hasta el 100% de la órbita. 
Los tres últimos contribuyen a la misión regional, presentan una alta velocidad de 
transmisión de datos y resolución media-alta,  pero el tiempo de operación es limitado.  
La resolución radiométrica en el rango varía entre 1.5 dB y 3.5 dB, con una precisión 
de 0.65 dB. Para optimizar la resolución de rango sin perder resolución radiométrica, 
ASAR utiliza una modulación de frecuencia lineal (“chirp”) que permite la compresión de 
los pulsos. Gracias a la antena orientable, el tiempo de revisita de una misma zona varía 
entre 1 y 3 días. La resolución espacial y la cobertura dependen del modo de operación.  
El modo imagen (IM) utiliza el sistema convencional de adquisición de medidas de un 
SAR, conocido como modo “stripmap”. El haz de microondas ilumina una zona del 
terreno a la derecha del satélite durante un tiempo limitado, y durante un procesamiento 
posterior los ecos recibidos de un mismo punto durante ese tiempo se añaden de forma 
coherente para formar una imagen de alta resolución (30 m) similar a las ERS SAR. 
Modificando el ángulo de incidencia y la elevación del haz de microondas, se puede 
seleccionar la imagen deseada de una de las siete áreas de iluminación o “swaths” 
disponibles, las cuales cubren un rango de ángulos de incidencia entre 15 y 45º. También 
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se pueden seleccionar dos configuraciones de polarización (HH o VV). La cobertura 
espacial de cada imagen varía entre 56 y 100 km en el rango por 100 km en el azimut.  
En el modo onda, que también utiliza la técnica del “stripmap”, se miden los cambios 
en la señal retrodispersada desde la superficie marina causados por la acción del oleaje 
para generar viñetas de 5 km por km  con un espaciado de 100 km en la dirección de 
vuelo, con polarización HH o VV. La posición de las viñetas puede ser constante o 
alternando el centro de dos las siete áreas de iluminación disponibles. El producto 
generado es similar al obtenido utilizando el modo onda de ERS.  
En el modo de barrido ancho (WSM) se utiliza la técnica conocida como ScanSAR 
para la obtención de las imágenes, la cual permite ampliar al máximo el ancho del área de 
visualización (405 km), con una resolución media de 150 m, y con polarización HH ó 
VV.  
La técnica ScanSAR (Figura 3.7) utiliza la capacidad para orientar electrónicamente la 
elevación del haz de microondas, que ilumina así de forma secuencial 5 sub-secciones 
predeterminadas en la dirección del rango hasta cubrir la totalidad del área de 
iluminación, momento en que se reinicia el proceso. La clave es que la operación se repita 
lo suficientemente rápido para que las imágenes sintetizadas a partir de cada sub-área 
sean contiguas y se superpongan en la dirección de vuelo.  
 
Figura 4.7: Esquema de la técnica ScanSAR utilizada por el sensor ASAR para la obtención de 
imágenes de barrido ancho (WSM) y de monitorización global (GMM). Fuente: ESA. 
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El modo de monitorización global (GMM) también utiliza la técnica del ScanSAR 
para generar imágenes con la misma cobertura (405 km en el rango) y polarización (HH o 
VV) que las de barrido ancho, pero con una resolución reducida de 1 km. Estas imágenes 
se utilizaron principalmente para el estudio de los hielos en zonas polares.  
Finalmente, el modo de polarización alterna utiliza una técnica ScanSAR modificada 
para obtener imágenes de doble polarización con una resolución (30 m) y cobertura (hasta 
100 km)  idénticas a las del modo imagen, aunque a costa de una menor resolución 
radiométrica. Los productos obtenidos pueden ser en polarización dual (HH/VV) o 
cruzada (HH/HV o VV/VH). Se utilizan principalmente para aplicaciones terrestres, 
como agricultura o silvicultura.  
Los diferentes productos generados en cada modo de operación se engloban dentro de 
tres niveles de procesamiento: nivel 0, que son los datos brutos sin procesar; nivel 1b, que 
incluye los datos ya calibrados y georeferenciados; y nivel 2, con datos que representan 
alguna variable geofísica de fácil interpretación.  
 
4.3.1.2 Base de datos 
La base de datos incluye 26 imágenes de barrido ancho de resolución media 
(ASA_WSM_1P) con polarización VV adquiridas con un intervalo medio de cinco días 
entre noviembre de 2002 y abril de 2003 tras la marea negra causada por el petrolero 
Prestige. Esta marea negra afectó a un área geográfica muy amplia, que abarca desde la 
costa portuguesa hasta la costa cantábrica y la Bretaña francesa, aunque la costa gallega 
fue la zona más afectada. Como consecuencia, las imágenes presentan un gran número y 
variedad de manchas, muchas de las cuales se pudieron verificar, por lo que el conjunto 
se utilizó para el desarrollo de algoritmos de clasificación que permitiesen discriminar 
entre vertidos reales y falsas alarmas.  
Todas las imágenes utilizadas en esta tesis fueron distribuidas por la ESA como datos 
de categoría 1 en el marco del proyecto Detection/tracking of changing shorelines, oil 
slicks form vessels and suspended matter in sea water (AO623). La base de datos incluye 
13 imágenes diurnas (entre las 10 y las 11 UTC) y 13 nocturnas (entre las 22 y 23 UTC)  
(Tabla 4.2).  
ASA_WSM_1P es un producto estándar de nivel 1b que se genera de forma 
sistemática a partir de los datos de nivel 0 adquiridos durante el tiempo en el cual el 
instrumento opera en el modo de barrido ancho con la técnica ScanSAR. Cada producto 
incluye una imagen de amplitud en proyección terrestre  que cubre un área de 405 km x 
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405 km con una resolución espacial de 150 m, aunque los píxeles está remuestreados para 
representar un área de aproximadamente 75 m x 75 m. Además de la imagen, el producto 
incorpora también un conjunto de datos auxiliares,  con parámetros sobre la órbita o 
información sobre el procesamiento realizado, así como mallas de puntos con el ángulo 
de incidencia, la latitud y la longitud. En la Figura 3.8 podemos ver un ejemplo de la 
imagen de amplitud original para el día 3 de Enero del 2013. 
 
Tabla 4.2: Imágenes ASAR utilizadas para el desarrollo del sistema de detección de vertidos 
2002 2003 
Fecha Hora (UTC) Fecha Hora (UTC) 
17/11/2002 10:45 03/01/2003 22:25 
23/11/2002 10:57 06/01/2003 22:32 
26/11/2002 22:19 07/01/2003 10:42 
03/12/2002 10:42 10/01/2003 22:06 
06/12/2002 22:06 13/01/2003 10:54 
09/12/2002 10:54 16/01/2003 10:59 
15/12/2002 22:22 22/01/2003 22:28 
25/12/2002 22:08 23/01/2003 10:39 
28/12/2002 10:57 26/01/2003 10:45 
31/12/2002 22:20 11/02/2003 10:42 
  13/02/2003 22:37 
  01/03/2003 22:34 
  05/03/2003 10:51 
  08/03/2003 22:15 
  03/04/2003 10:40 
  09/04/2003 22:08 
 
El primer paso en la generación de estas imágenes es un pre-procesamiento, que 
incluye la descompresión, análisis y corrección de los datos brutos, la construcción de 
réplicas y estimación de la potencia, y la estimación de la potencia del ruido; el segundo 
paso es la estimación de la frecuencia del centroide del espectro Doppler de los datos; 
continúa con la formación de la imagen SAR y la calibración radiométrica relativa 
mediante la aplicación del algoritmo SPECAN y finaliza con la geolocalización. Además, 




Figura 4.8: Imagen ASAR original para el 3 de Enero de 2013. 
 
4.3.2 OBSERVACIONES DIRECTAS 
Se dispone de los datos recopilados por la Unidad de Observación Próxima (UOP), 
procedentes de dos helicópteros y varios barcos pertenecientes a la Consellería de Pesca 
de la Xunta de Galicia y a Salvamento Marítimo (SASEMAR), así como de los aviones 
asociados al Instituto Hidrográfico Portugués y a MeteoFrance.  
Estos datos se publicaron como informes en una página web (http://www.ccmm-
prestige.cesga.es) para cada día desde el accidente hasta el 30 de Abril del 2011, en dos 
formatos: mapas (Figura 4.9a) y texto. Para cada observación, además de la hora, 
posición (en latitud/longitud) y extensión,  el observador aporta una breve descripción de 
la apariencia, color y consistencia del vertido, clasificándolos generalmente como 
irisaciones, “bolas” o “galletas”.  
 
4.3.3 DATOS DE VIENTO 
Se utilizaron los datos de viento derivados del radar de dispersión o dispersómetro 
SeaWinds a bordo del satélite QuickScat, disponibles gratuitamente en la página web del 
Jet Propulsion Laboratory (JPL) de la NASA para el período entre julio del 1999 y 
noviembre de 2009.  Los dispersómetros son un tipo de radar activo de microondas que  
miden la energía dispersada por la superficie del mar utilizando varias antenas orientadas 
en diferentes direcciones para estimar la intensidad y dirección del viento. Así, la 
cantidad de energía que regresa al sensor depende de la rugosidad de la superficie marina, 
que se puede relacionar directamente con la velocidad del viento. Por otro lado, la 
orientación de la señal de retorno con respecto a la dirección de la señal trasmitida, 
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combinando la información obtenida por las diferentes antenas, se utiliza para estimar la 
dirección del viento.  
 
 
Figura 4.9: a) Mapa con las observaciones directas recopiladas por la UOP (9/12/2002). b) Mapa 
de viento derivado de los datos de SeaWinds (6/12/2002).  
 
Con un período de revisita de unos 4 días (equivalentes a 57 órbitas), SeaWinds 
proporcionaba una cobertura global con una resolución espacial de 25 km, a una altura de 
referencia de 10 metros y con una precisión de de 2 m s
-1
 en intensidad y de 20º en 
dirección. 
 
Las medidas de los dispersómetros no son fiables en zonas próximas a la costa, 
de ahí que los datos de viento cerca de la costa (~ 25 km) no están disponibles debido a la 
existencia de una máscara de tierra (Figura 4.9b). Los datos de SeaWinds estuvieron 
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disponibles para todas las imágenes ASAR, con una diferencia temporal inferior a 4 
horas.  
 
4.3.4 IMÁGENES DE SATÉLITE SIMULTÁNEAS 
La utilización de imágenes de sensores externos que coincidan temporal y 
espacialmente con la imagen ASAR puede resultar de gran utilidad para la identificación 
de falsos positivos. Así, son de especial relevancia las imágenes de los otros sensores a 
bordo del satélite ENVISAT (MERIS y AATSR), ya que estas imágenes son simultáneas 
a la ASAR. Sin embargo, debido a la diferente geometría de adquisición, no siempre 
abarcan exactamente la misma zona. 
Las imágenes del sensor de color MERIS de alta resolución (300 m) permiten la 
identificación de procesos atmosféricos y derivar mapas de clorofila que a su vez se 
pueden relacionar con eventos de afloramiento. Su principal inconveniente en que solo se 
pueden utilizar de día. Los datos de AATSR permiten derivar la temperatura superficial 
marina tanto de día como de noche, pero a una resolución espacial baja (1 km) que 
complica la comparación con ASAR. En la Tabla 3.2 se resumen la lista de imágenes 
disponibles de estos dos sensores.  
También se ha comparado la imagen ASAR con las obtenidas mediante otros sensores, 
como MODIS o AVHRR, siempre que la diferencia temporal entre ambas adquisiciones 
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En este capítulo se describen las herramientas y algoritmos incluidos en el sistema de 
detección de vertidos de hidrocarburos para el área de Galicia a partir de imágenes  del 
sensor Advanced Synthetic Aperture Radar (ASAR) . La mayor parte de los algoritmos, 
especialmente en las etapas de segmentación y caracterización, se implementaron como 
una extensión de gv-SIG,  un Sistema de Información Geográfica (SIG) libre y gratuito 
desarrollado en JAVA. 
 
5.1 SISTEMAS DE COORDENADAS Y GEOLOCALIZACIÓN 
A nivel de procesamiento, la imagen ASAR no es más que una matriz rectangular de 
elementos de imagen (o píxeles) con un valor numérico asociado, de forma que el número 
de columnas y de filas de dicha matriz coinciden con las dimensiones de la imagen 
(ancho y alto). El sistema de coordenadas de píxel (col, fil) es el más sencillo, permite 
localizar  un determinado píxel dentro de la matriz utilizando el número de filas y 
columnas desde la esquina superior izquierda, que se establece como origen de 
coordenadas, y comenzando desde 0 (Figura 5.1a).  
 
 
Figura 5.1: a) Relación entre los sistemas de coordenadas de píxel (col, fil) y de imagen (x, y) b) 
Coordenadas (x, y) para los extremos y centro de un píxel dado P(col, fil). 
 
Sin embargo, en la vectorización se utiliza un sistema de coordenadas de imagen (x, y) 
a nivel sub-píxel, con el origen también en la esquina superior izquierda de la imagen, 
aumentando la coordenada x de izquierda a derecha y la coordenada y desde arriba hacia 
abajo (Figura 5.1a). La relación entre ambos sistemas de coordenadas (píxeles e imagen)  
es directa. Así, en la Figura 5.1b se puede ver como se definen las coordenadas de imagen 
en los extremos y centro de un píxel dado en función de sus coordenadas en fila y 
columna.  
 100 
Para poder extraer información de una imagen de teledetección y visualizarla en un 
SIG, es necesario conocer la localización geográfica de los píxeles que la componen en 
un algún sistema de referencia y datum conocido. Para las imágenes ASAR de barrido 
ancho, el producto original incluye dos redes regulares de puntos (tie points grids), una 
para la latitud y otra para la longitud (datum WGS84 en ambos casos), de forma que cada 
punto de la red corresponde a un píxel de la imagen con una posición especificada en 
coordenadas de píxel (columna y fila). Las redes constan de 11 x 11 puntos con un 
espaciado de 40 km en ambas direcciones.  
Estas redes proporcionan un conjunto de puntos de control que permiten geo-
referenciar la imagen y llevar a cabo una corrección geométrica para que presente una 
orientación de mapa. Sin embargo, para este trabajo tan solo nos interesó poder conocer 
las coordenadas geográficas correspondientes a cada píxel, y por extensión a cualquier  
punto definido en coordenadas de imagen (x,y), y a la inversa. Para ambas operaciones de 
conversión entre coordenadas geográficas y de imagen se utilizaron los métodos ya 
implementados en el software BEAM VISAT, libre y desarrollado en JAVA (lo que 
permitió su integración en la extensión de gvSIG), y que se basan en la interpolación 
lineal de los datos de las mallas. 
De forma equivalente a las redes de latitud y longitud, el producto también incluye una 
red con datos sobre el ángulo de incidencia, lo que nos permite conocer su valor para 
cualquier píxel de la imagen. El ángulo de incidencia se utiliza en los algoritmos de pre-
procesamiento y segmentación. Finalmente, también se adjunta una serie de metadatos 




La segmentación es la primera etapa del sistema de detección de vertidos. Como ya se 
ha explicado, las manchas de hidrocarburos aparecen como áreas más oscuras en las 
imágenes de radar de apertura sintética. La segmentación consiste en la aplicación de 
algoritmos para detectar y aislar todas estas signaturas presentes en las imágenes que 
podrían deberse a contaminación. En la práctica, el objetivo es producir una máscara 
binaria en la cual se le asigna un valor a los píxeles sospechosos de ser manchas (áreas 
oscuras) y otro valor a los restantes píxeles (Figura 5.8). 
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Aunque en un principio pueda parecer que se pueda resolver el problema con la 
aplicación de un simple umbral, en un proceso similar a la creación de una máscara 
tierra/agua a partir de una imagen infrarroja, la complejidad de este tipo de imágenes 
requiere de algoritmos de una mayor sofisticación.  Los principales problemas se deben a 
las interferencias causadas por el ruido de tipo speckle y a la variación de la intensidad de 
la señal con el ángulo de incidencia, especialmente en aquellos casos en los que se 
pretende aplicar los algoritmos de segmentación a la imagen completa.   
La mayoría de los algoritmos de segmentación requieren de un pre-procesamiento 
previo, en el cual se puede incluir la calibración de las imágenes, el enmascaramiento de 
las áreas de tierra, la reducción del ruido speckle o la corrección de la variación de la 
retrodispersión con el ángulo de incidencia. Además, los resultados obtenidos se pueden 
mejorar mediante la aplicación de filtros o algoritmos de agrupación (clustering) que nos 
permitan una mejor discriminación de las signaturas con respecto al fondo. En cuanto a la 
segmentación en sí, existen multitud de técnicas de complejidad variable. Aunque 
mayoritariamente se basan en la umbralización, también se pueden aplicar redes 
neuronales, filtros morfológicos o wavelets (ver resumen en sección 4.2.1). 
 
5.2.1 PRE-PROCESAMIENTO 
5.2.1.1 Generación de la imagen de retrodispersión 
La imagen de retrodispersión (Figura 5.2a) es una imagen con las mismas dimensiones 
que la imagen original en la cual cada pixel representa el coeficiente de retrodispersión. 
Esta imagen nos permite corregir hasta cierto punto las variaciones en los niveles de 
energía retrodispersada con el ángulo de incidencia y homogeneizar valores procedentes 
de imágenes diferentes. Se utiliza no solo en la  segmentación, sino también en la etapa de 
caracterización para la extracción de las características radiométricas asociadas a cada 
signatura.  
El coeficiente de retrodispersión (σ) se calcula para cada píxel a partir del ángulo de 
incidencia (θ), del valor de amplitud (A) y de la constante de calibración absoluta (k) con 
la siguiente ecuación: 
   
         
 
       
Los parámetros necesarios para este cálculo se pueden derivar directamente de los 
productos distribuidos por la ESA: la amplitud se corresponde con los niveles digitales de 
la imagen original, la constante de calibración se adjunta directamente  como metadato y 
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el ángulo de incidencia se conoce para un conjunto de puntos distribuidos en una malla 
regular (tie point grid), lo que permite estimar dicho ángulo para cada píxel mediante un 
proceso de triangulación (ver sección 5.1). 
 
5.2.1.2 Reducción del ruido speckle 
El ruido speckle causa problemas en aquellos algoritmos de segmentación que se 
basan en técnicas de umbralización. Su principal efecto es que incluso áreas homogéneas 
presenten valores muy altos de desviación estándar debido a la presencia de píxeles con 
valores muy elevados. Sin embargo, también se debe tener en cuenta que valores 
extremadamente altos de retrodispersión indican la presencia de barcos, por lo que si se 
desea detectarlos es mejor no aplicar este tipo de filtros.  
Se han descrito en la literatura diferentes tipos de filtrado para reducir el speckle de las 
imágenes SAR. Los filtros utilizados en esta tesis con esta finalidad operan en el dominio 
del espacio y son de tipo adaptativo, es decir, los valores de la imagen tras el filtrado se 
obtienen a partir de las características de la imagen en el entorno local del píxel en el que 
se aplica el filtro. El principal inconveniente es que se puede producir una pérdida de 
información útil de la imagen.  
En la práctica, se utiliza una matriz denominada ventana móvil o matriz de 
convolución, de forma y tamaño definidos por el usuario, aunque normalmente son 
cuadrados y de tamaño impar (3 x 3, 5 x 5 y 7 x 7 son los más comunes). Una vez 
definida la matriz,  se realiza un barrido por toda la imagen y se asigna al píxel que 
coincide con el elemento central un valor calculados en base a los valores de todos los 
píxeles definidos por dicha matriz. Así, para un píxel dado el resultado del filtrado 
depende de los valores de la imagen en el entorno de dicho pixel.  
Así, se incluyeron en la extensión de gv-SIG los filtros de Lee, Lee mejorado, Frost y 
Kuan basándose en las implementaciones descritas para el software de procesamiento de 
imágenes ArcGIS. Un problema asociado a este tipo de filtrado es el tratamiento de los 
bordes, ya que algunos de los valores del entorno corresponden a píxeles localizados 
fuera de los límites de la imagen. La solución adoptada por una duplicación de los píxeles 
del borde para crear un marco que permita completar el entorno de los píxeles limítrofes. 





5.2.1.3 Máscara de tierra 
La máscara de tierra no es más una imagen binaria en la cual los píxeles que 
pertenecen a tierra muestran un valor de 0 y los restantes píxeles un valor de 1 (Figura 
5.3). Algunas imágenes de teledetección, como las infrarrojas, permiten la separación 
entre áreas de tierra (más calientes) y áreas oceánicas (más frías) mediante la aplicación 
de un simple umbral. No es el caso de las imágenes SAR, las cuales no muestran un 
histograma bimodal que permita la aplicación de este tipo de técnicas. 
 
 
Figura 5.2: a) Imagen de retrodispersión. b) Resultado de la aplicación del filtro de Lee mejorado 
a la imagen de retrodispersión. 
 
La opción utilizada para la máscara de tierra es utilizar archivos vectoriales que 
contengan polígonos geo-referenciados  que representen las áreas de tierra  e identificar 
como tal aquellos píxeles situados dentro de estos polígonos. Para poder aplicar esta 
metodología, es necesario que la imagen ASAR se encuentre georeferenciada, de forma 
que conozcamos las coordenadas geográficas de cada píxel (sección 5.1). Los archivos 
vectoriales utilizados, con una proyección cilíndrica equidistante (o latitud/longitud), 
contienen los polígonos correspondientes a la zona  abarcada por las imágenes ASAR 
(Galicia y norte de Portugal) con una resolución espacial alta para representar de forma 
precisa la línea de costa de Galicia, especialmente sinuosa.  
Una vez geo-referenciados y en la misma proyección, se puede utilizar cualquier 
Sistema de Información Geográfica (SIG) o software de procesamiento de imágenes de 
teledetección para superponer los polígonos a la imagen e identificar que píxeles 
corresponderían a áreas de tierra. Con el fin de automatizar el proceso, se desarrolló una 
herramienta en la extensión de gv-SIG que utiliza archivos vectoriales ya almacenados en 
disco para crear la máscara de tierra aplicando los métodos ya implementados en gv-SIG 
para saber si un píxel se encuentra dentro de un polígono.  
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En la máscara de tierra también se incluye con un valor de 0 a los píxeles inválidos, 
todos aquellos píxeles sin datos (con un valor de cero) localizados en los bordes de las 
imágenes (Figura 5.3).  
 
 
Figura 5.3: a) Imagen ASAR original. b) Máscara de tierra y píxeles inválidos 
 
 
5.2.2  SEGMENTACIÓN: UMBRALIZACIÓN POR ZONAS 
El objetivo es la creación de una imagen con las mismas dimensiones que la original 
en la cual los píxeles clasificados como posibles manchas presentan un valor de 1 y los 
restantes píxeles un valor de 0. Aunque se implementaron otros algoritmos como la 
umbralización simple o  umbralización adaptativa y se realizaron diferentes pruebas 
utilizando la transformada de Fourier o filtros de detección de bordes, el algoritmo 
utilizado para segmentar las 26 imágenes de la base de datos es una umbralización por 
zonas definidas en base al ángulo de incidencia, de forma que se aplica un umbral más 
elevado en las regiones más brillantes de la imagen (ángulos de incidencia bajos) y un 
valor más bajo en las zonas más oscuras (ángulos de incidencia altos). 
La imagen original con la que se trabaja es la imagen de retrodispersión, a la que 
opcionalmente se aplica algún filtro para reducir el ruido de tipo speckle (sección 5.2.1.2). 
Además, también se utilizan la máscara de tierra e inválidos (sección 5.2.1.3) y  la imagen 
con el valor del ángulo de incidencia para cada píxel, obtenida mediante triangulación a 
partir de la malla de puntos (tie point grid) asociada al producto original (sección 5.1). El 
algoritmo se divide en dos etapas: establecimiento del umbral para cada zona y aplicación 
de dichos umbrales. 
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Establecimiento de los umbrales  
La imagen se divide en 27 zonas en base a su ángulo de incidencia, con valores que 
varían entre 16º y 42º (Figura 5.4). Para cada zona se obtienen las estadísticas excluyendo 
del cálculo tanto los píxeles enmascarados (tierra o inválidos) como aquellos con valores 
con un valor de retrodispersión por encima de 1, que corresponden a barcos u otras 
estructuras humanas.  
Así, el umbral para cada zona se calcula de forma automática a partir de la media (  ) y 
de la desviación estándar (σ) utilizando la siguiente ecuación: 
                             
Generalmente, se utiliza un factor de 2. En ciertos casos, si el área de posible 
contaminación se extiende por toda la zona, se puede utilizar un factor más bajo o 
establecer el umbral manualmente tras una inspección manual de la imagen.   
 
Figura 5.4: La imagen se divide en 27 zonas en base al ángulo de incidencia (entre 16º y 42º) 
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En la Figura 5.5 se representan los valores medios y los umbrales calculados con un 
factor de 2 para cada una de las regiones definidas en la Figura 5.5. Con ángulos de 
incidencia bajos (entre 16º y 26º), los niveles de retrodispersión y los correspondientes 
umbrales se incrementan de forma exponencial. Por lo general, el área oceánica de las 
imágenes utilizadas coincide con ángulos de incidencia entre 42º y 30º. 
 
Aplicación de los umbrales 
Tras generar la imagen final con las mismas dimensiones que la original y con un 
valor inicial de cero, se asigna un valor de uno (posible mancha) a los píxeles con un 
valor inferior al umbral que le corresponde en base a su ángulo de incidencia. En la 
Figura 5.6 se muestra un ejemplo de los resultados obtenidos.  
 
 
Figura 5.5: Variación de los valores medios y de los umbrales calculados con un factor de 2 con el 
ángulo de incidencia. 
 
5.2.3 POST-PROCESAMIENTO 
5.2.3.1 Filtro moda 
El filtro moda es un filtrado opcional de los resultados obtenidos tras aplicar el 
algoritmo de segmentación. Los objetivos son eliminar píxeles aislados clasificados como 
posibles  manchas (y que consideramos como ruido) y alcanzar una mayor coherencia 
espacial. La imagen de entrada, obtenida tras aplicar los algoritmos de segmentación, 
presenta valores de uno en los píxeles clasificados como posibles manchas y de cero para 
los restantes píxeles, incluyendo áreas limpias y áreas enmascaradas (no procesadas).  
El filtro moda es un filtrado espacial adaptativo, en el cual se modifica el valor de cada 
píxel de la imagen en base a los valores del entorno mediante la utilización de un matriz 
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de convolución o ventana móvil (sección 5.2.1.2). En este caso, el valor asignado al pixel 
central es la moda, es decir, el valor más repetido en el entorno de dicho píxel. Si existe 
más de una moda, el píxel central mantiene el mismo valor en el caso que coincida con 
una de las modas, o bien se selecciona de acuerdo a algún tipo de criterio arbitrario. En 
imágenes binarias no hay posibilidad de arbitrariedad, ya que el píxel central presenta 
siempre uno de los dos valores.  
 
Figura 5.6: Resultados obtenidos tras la umbralización por zonas antes de aplicar el post-
procesamiento.  
 
El filtro moda se aplica primero únicamente a los píxeles clasificados como signaturas 
(valor de 1) y después solamente a los píxeles considerados como áreas limpias (valor de 
0), aunque en este caso se excluyen del análisis los píxeles enmascarados (tierra o pixeles 
inválidos). Se utilizaron matrices cuadradas de tres tamaños diferentes: 3 x 3, 5 x 5 y 7 x 
7 píxeles. El filtrado es más agresivo cuanto mayor sea el tamaño de la matriz.  
Cuando el filtro moda se aplica a los píxeles identificados como posibles manchas 
(valor de uno), los mismos pueden ser reclasificados como agua limpia o mantenerse 
como manchas. Este filtrado tiene como objetivo la eliminación del ruido, es decir, la 
presencia de píxeles aislados (o de pequeños grupos) distribuidos al azar y cuya presencia 
 108 
se puede explicar más como artefactos causados por  algoritmos de segmentación basados 
en la umbralización. Así,  este tipo de ruido es más frecuente cuando se aplican umbrales 
más altos, como ocurre con la umbralización por zonas en las regiones de la imagen con 
niveles altos de retrodispersión (bajos ángulos de incidencia). Lo niveles altos de ruido 
causan una ralentización en etapas posteriores por lo que es importante eliminarlo o al 
menos reducirlo, considerando que cuanto mayor es el nivel de ruido, el filtrado debe ser 
más agresivo, utilizando matrices más grandes.  En la Figura 5.7b se muestra un ejemplo 
del resultado obtenido con este tipo de análisis.  
Además de la eliminación de ruido, la reclasificación de píxeles como agua no 
contaminada también causa una pérdida de información. Por un lado, manchas reales de 
pequeño tamaño podrían desaparecer al ser confundidas con ruido, y por otro se produce 
en ciertos casos una pérdida de información en el borde de los objetos, lo cual podría 
provocar diferencias en el proceso posterior de vectorización y extracción de parámetros.  
 
 
Figura 5.7: a) Resultado de la umbralización. b) Resultado de la aplicación del filtro moda a 
píxeles clasificados como posibles manchas. c) Resultado de la aplicación del filtro moda a píxeles 
clasificados como agua. 
 
Para poder compensar esta posible pérdida de información en los bordes, en un paso 
posterior se aplica  también el filtro moda a los píxeles clasificados como aguas limpias 
(valor 0), los cuales se pueden reclasificar como posibles manchas (Figura 7.5 c). 
Además, este filtrado permite la eliminación de pequeños agujeros, es decir,  píxeles 
aislados (o pequeños grupos) clasificados como agua pero localizados en el interior de 
objetos clasificados previamente como posibles manchas. De esta manera, se consigue 
una mayor coherencia espacial que facilita el procesamiento posterior. A pesar de la 
aplicación de este filtro,  las posibles manchas pueden todavía presentar agujeros, los 
cuales son agujeros reales debidos a que la distribución de los objetos no siempre es 
uniforme.  
El análisis de mayoridad se aplica por lo tanto primero a los píxeles clasificados como 
agua limpia y posteriormente a los identificados como manchas utilizando matrices del 
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mismo tamaño (3 x 3, 5 x 5 ó 7 x 7). Si se busca un filtrado más agresivo se puede 
también repetir el proceso dos o tres veces. 
 
5.2.3.2 Identificación de signaturas y recuento de píxeles 
La identificación de signaturas (posibles manchas)  consiste en identificar grupos de 
píxeles previamente clasificados como posibles manchas y espacialmente aislados de 
otros grupos. La imagen de entrada se obtiene como resultado  de aplicar un algoritmo de 
segmentación y opcionalmente un filtro moda, y sus píxeles presentan un valor de uno 
(posibles manchas) o cero (áreas limpias). En la imagen de salida, con las mismas 
dimensiones que la imagen de entrada y con un valor inicial de cero en todos sus píxeles, 
se le asigna un valor entero y positivo a los píxeles pertenecientes a cada signatura que 
será utilizado como identificador de la misma (empezando por 1), mientras que las áreas 
limpias mantienen el valor de cero (Figura 5.8). El número de signaturas encontradas en 
la identificación será por lo tanto igual al valor máximo de la imagen de salida, que con 
un filtrado por tamaño opcional que reduciría dicho número, sería la imagen de entrada en 
la fase de caracterización.  
El algoritmo de identificación realiza un barrido por todos los píxeles de la imagen de 
entrada mediante un doble bucle (de izquierda a derecha y de arriba abajo) y cuando 
encuentra un pixel clasificado como posible mancha (valor de 1 en la imagen de entrada) 
y que no se ha identificado ya como un nueva signatura (valor de 0 en la imagen de 
salida), se le considera como el píxel inicial de una nueva signatura.  
A partir de dicho píxel inicial se realiza una búsqueda de contactos espaciales directos 
con otros píxeles identificados como posibles manchas y no pertenecientes a otras 
signaturas, los cuales se identifican como pertenecientes a la nueva signatura y se le 
asigna el entero correspondiente  en la imagen de salida. El proceso de búsqueda de 
contactos se repite varias veces mediante un bucle de tipo while incluyendo en cada nueva 
búsqueda los píxeles identificados como parte de la nueva signatura en la búsqueda 
previa, hasta que no se encuentren más contactos espaciales. En ese momento ya se ha 
completado dicha signatura y se reanuda el barrido por la imagen hasta que se identifica 
una nueva signatura o se termina el barrido. 
El algoritmo solamente considera como contactos espaciales directos los contactos 
horizontales (derecha o izquierda) o verticales (arriba y abajo).   En caso de existir 
contactos en la diagonal se considera que los pixeles pertenecen a signaturas diferentes. 
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Una vez finalizada la identificación, se lleva a cabo un recuento de los píxeles 
pertenecientes a cada signatura, es decir,  que presentan un valor igual al identificador de 
dicha signatura. Simplemente se realiza un barrido por la imagen mediante un doble bucle 
y se van contando los pixeles (Ni) que pertenecen a cada signatura i: 
                                     
 
 
Figura 5.8: Imagen binaria obtenida tras la segmentación y post-procesamiento, en la que se 
asigna un identificador entero a cada signatura espacialmente aislada (valor de 1).  
 
5.2.3.3 Filtrado por tamaño 
El filtrado por tamaño es la eliminación de signaturas con un número de píxeles 
inferior o superior a los umbrales definidos por el usuario. Una vez conocido el número 
de píxeles por signatura, se puede establecer automáticamente las signaturas a eliminar, y 
llevar a cabo un proceso de reasignación en la imagen obtenida tras el proceso de 
identificación explicado en la sección previa. Así, a los píxeles pertenecientes a signaturas 
eliminadas se le asigna un valor de cero (que representa aguas limpias) mientras que los 
píxeles pertenecientes a signaturas con identificadores mayores que los de las signaturas 
eliminadas se le asigna un identificador menor con el fin de preservar la continuidad de 
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los mismos. Tras el proceso de filtrado, el número total de signaturas (y el valor máximo 
de la imagen final) disminuye. 
 
5.3 CARACTERIZACIÓN 
La caracterización es la segunda etapa del sistema de detección de vertidos. Utiliza como 
entrada un conjunto de signaturas de baja retrodispersión previamente identificados a 
partir de la imagen ASAR original durante la etapa de la segmentación (ver sección 5.2). 
La caracterización incluye dos tareas: vectorización (sección 5.3.1), y extracción de un 
conjunto parámetros para cada signatura (sección 5.3.2). 
5.3.1 VECTORIZACIÓN 
La vectorización es la obtención del borde exterior de las signaturas y de  posibles 
agujeros interiores como polígonos georeferenciados a partir de la imagen de entrada que 
se obtiene como resultado de la segmentación (sección 5.2), en la cual los pixeles 
pertenecientes a las signaturas oscuras previamente detectadas a partir de la imagen 
ASAR presentan un valor entero, que se utiliza como identificador de cada signatura.  
Así, se crea un archivo o bien para cada signatura o bien para todas las signaturas de 
una imagen que incluye los polígonos cerrados que corresponden tanto al borde externo 
como a los posibles agujeros interiores, definiendo cada polígono mediante una lista de 
puntos (ó vértices) ordenados de forma que la combinación de las líneas que unen dichos 
puntos formen el polígono. Los vértices se definen en coordenadas geográficas 
(latitud/longitud), y como cada polígono es cerrado, las coordenadas del punto inicial y 
final de la lista deben coincidir.  
La vectorización se realiza de forma individual para cada una de las signaturas de la 
imagen, obteniendo tanto el borde externo como los polígonos correspondientes a 
posibles agujeros interiores en un proceso que incluye las siguientes etapas: 
a) Extracción de una sub-imagen para la signatura a partir de la imagen de entrada 
b) Reasignación del valor de los píxeles en la sub-imagen a tres categorías: signatura, 
exterior y agujeros interiores. 
c) Extracción de los casos para cada píxel de la signatura.  
d) Reorganización de los píxeles del borde. 
e) Obtención de la lista de vértices, en coordenadas de imagen, del borde exterior. 
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f) Optimización de vértices del borde exterior.  
g) Conversión de los vértices del borde exterior de coordenadas de imagen a coordenadas 
geográficas (latitud / longitud). 
h) En caso de existir agujeros interiores, obtención del borde para cada uno de ellos 
(proceso equivalente al del borde externo, pasos a a g) 
i) Los polígonos obtenidos se guardan en un archivo Shape (correspondiente a la 
signatura o a toda la imagen). 
 
5.3.1.1 Creación de una sub-imagen para cada signatura 
Debido a las interferencias que puedan crear la presencia de píxeles de otras signaturas 
(Figura 5.9b), tanto en el entorno exterior como incluso en el interior de agujeros, la 
vectorización no se realiza directamente desde la imagen de entrada completa, sino a 
partir de una sub-imagen (pasos a, b) que incluya solamente a la signatura con la que 
queremos trabajar rodeada por un marco de un píxel y con tres valores: 1 para la 
signatura, 0 para píxeles externos y -1 para agujeros internos. 
 
Figura 5.9: a) Extracción de una sub-imagen para cada signatura para realizar la vectorización. b) 
Interferencia causadas por píxeles de otras signaturas (en rojo) en el entorno o el interior de 
agujeros. 
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Previamente, se obtienen las coordenadas de los píxeles (en el sistema de coordenadas 
de píxel) pertenecientes a la signatura, los cuales  presentan un valor igual al identificador 
de la misma en la imagen de entrada. A partir de estos datos se obtienen las coordenadas 
extremas (Filmin,Colmin,Filmax,Colmax) que se utilizan para la extracción inicial de la sub-
imagen, que posteriormente se rodea con un marco de un píxel con valores de 0 (Figura 
5.9a).  
  En la nueva sub-imagen se trabaja con el mismo sistema de coordenadas (x,y) que en 
la imagen completa, de forma que las coordenadas del extremo superior izquierda, si 
consideramos el marco de un píxel, se definirían con las siguientes ecuaciones:  
                                          
Una vez obtenida la sub-imagen,  se realiza una reasignación de los valores de los 
píxeles en dos fases (Figura 5.10). En la primera se asigna un valor de 1 a los píxeles 
pertenecientes a la signatura, con un valor igual a su identificador entero, y un valor de 0 
al resto,  incluidos píxeles exteriores, agujeros internos u otras signaturas. 
En la segunda fase de la reasignación se discrimina entre los píxeles exteriores, que 
mantienen el valor de 0, y los posibles agujeros internos, a los que se asigna un valor de -
1. Se identifican primero los píxeles exteriores como aquellos con un contacto directo 
horizontal o vertical con los píxeles pertenecientes al marco de la sub-imagen. Esta 
búsqueda de contactos se realiza recursivamente  (mediante un bucle while) utilizando 
cada vez los nuevos píxeles identificados como exteriores en la búsqueda previa. La 
búsqueda continúa hasta que no encuentran más contactos. Una vez identificados los 
píxeles exteriores, los píxeles pertenecientes a agujeros se pueden conocer por exclusión. 
 
 
Figura 5.10: Reasignación en dos fases de los valores de los píxeles en la sub-imagen 
correspondiente a la signatura con identificador 5. Representación esquemática, donde cada 





5.3.1.2. Extracción del borde exterior 
La obtención de la lista de coordenadas geográficas que forman el borde exterior de 
cada signatura a partir de la sub-imagen correspondiente es un proceso con cinco etapas 
(pasos c a g, ver sección 5.3.1).  
La primera etapa es la obtención de un valor entero, al que denominamos caso, que  
define la forma de la línea de contacto entre un píxel perteneciente al borde de la 
signatura y el entorno exterior. Este valor establece unívocamente que vértices y en qué 
orden formarían dicha línea, y la unión de todas estas líneas forma en última instancia el 
polígono que rodea a la signatura.   
Los píxeles sin ningún contacto con píxeles exteriores (valor de cero) se consideran 
como interiores y se le asigna un caso de -1. Los restantes pixeles se consideran como 
pertenecientes al borde y el caso varía entre 1 y 14 en base a las valores de los ocho 
píxeles vecinos (Tabla 5.1), los cuales pueden ser exteriores (= 0) o interiores o agujeros 
(≠ 0).  Se debe tener en cuenta que también hay vecinos cuyo valor es indiferente para 
determinar el caso (indicados con un guión en la tabla), y que existen situaciones en que 
más de un caso es posible, por lo que para evitar confusiones se asigna siempre el primer 
caso para el  cumple las condiciones requeridas siguiendo el orden establecido en la Tabla 
5.1. En la Figura 5.11 se pueden ver los casos de una manera más gráfica.  
Tabla 5.1: Caso correspondiente para determinado píxel P(col,fil), establecido en base a los 



















1 = 0 = 0 - = 0 ≠ 0 - ≠ 0 - 
2 - = 0 = 0 ≠ 0 = 0 - ≠ 0 - 
3 - ≠ 0 - ≠ 0 = 0 - = 0 = 0 
4 - ≠ 0 - = 0 ≠ 0 = 0 = 0 - 
13 - = 0 - ≠ 0 ≠ 0 - = 0 - 
14 - ≠ 0 - = 0 = 0 - ≠ 0 - 
5 - = 0 - ≠ 0 ≠ 0 -  - 
6 - ≠ 0 -  = 0 - ≠ 0 - 
7 - - - ≠ 0 ≠ 0 - = 0 - 
8 - ≠ 0 - = 0  - ≠ 0 - 
9 = 0 = 0 = 0 = 0 = 0 - - - 
10 - - - = 0 = 0 = 0 = 0 = 0 
11 = 0 = 0 - = 0  = 0 = 0  
12 - = 0 = 0 - = 0 - = 0 = 0 
 
 
El siguiente paso es la obtención de una lista con los píxeles del borde, es decir, 
aquellos con casos diferentes a -1. A continuación se lleva a cabo una reorganización de 
modo que sus localizaciones (en fila y columna) sigan el sentido de las agujas del reloj 
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partiendo de un píxel inicial, seleccionado siempre como el localizado más a la izquierda 
de entre los píxeles de la fila superior (Filmin). La lista reorganizada de los píxeles de 
borde presenta un número mayor de píxeles que la lista inicial (Figura 5.13b), ya  que el 
píxel inicial se duplica de forma que en la nueva lista el primer píxel coincida con el 
último y que los píxeles con un caso 13 ó 14 se utilizan dos veces. 
Partiendo del píxel inicial, en pasos sucesivos se va obteniendo siempre el píxel 
siguiente en la dirección de las agujas del reloj y se va añadiendo a la nueva lista hasta 
llegar de nuevo al píxel inicial. Para obtener el siguiente píxel se necesita conocer el valor 
del caso, entre 1 y 12. Si el caso de un píxel es 14, se le asigna un nuevo valor entre 6 ó 8 
en función de si el píxel previo se localiza encima ó debajo, y si es 15, el nuevo valor es 5 
ó 7 dependiendo de si el píxel previo se sitúa a la izquierda o a la derecha (Figura 5.12b). 
 
Figura 5.11: Posibles casos para el píxel central. En marrón los valores que tienen que ser 
exteriores (=0), en gris los que no (≠ 0) y en blanco los que son indiferentes.  
 
Una vez establecido el valor del caso entre 1 y 12, el siguiente píxel se elige entre 
varias posibilidades de una manera ordenada, descartando aquellos píxeles que no 
pertenecen al borde o que ya han sido utilizados previamente. Por ejemplo, para un caso 
1, el algoritmo comprueba primero el píxel superior a la derecha, luego el localizado a la 
derecha y así sucesivamente. El orden seguido para cada caso se muestra en la Figura 
5.12a. Al comprobar si un píxel ya ha sido utilizado, se considera que píxeles con un caso 
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original de 13 o 14 se utilizan dos veces. El proceso continúa hasta que el siguiente píxel 
coincide con el píxel inicial, momento en el cual ya se han utilizado todos los píxeles del 
borde y el proceso ha concluido correctamente, lo que implica un contacto directo entre el 
píxel pre-final y el inicial. 
Los casos 1, 2, 3 y 4 muestran cinco posibilidades diferentes, como  se ve en la Figura 
5.12a, aunque en general el siguiente píxel coincide con una de las tres primeras 
opciones.  Para los casos 5, 6, 7 y 8 existen siete posibilidades, siendo las dos primeras las 
más frecuentes para el siguiente píxel. Finalmente, para los casos 9, 10, 11 y 12 muestran 
tres opciones, de las cuales las dos primeras coinciden con el siguiente píxel y la tercera 
con el píxel previo.  
 
 
Figura 5.12: a) Para cada caso se muestra la preferencia en la búsqueda del siguiente píxel 
perteneciente al borde y que está a continuación del píxel central y la línea envolvente (línea roja) 
en el sentido de la aguja del reloj. b) Los casos 13 y 14 corresponden a otros casos en función de la 
localización del píxel previo (P) y del píxel siguiente (N).  
 
Una vez obtenida la lista de píxeles del borde del objeto en su orden correcto, el 
siguiente paso es la obtención de los vértices que formarían el polígono. Para cada píxel 
del borde, las coordenadas de los vértices se definen en base a las coordenadas extremas 
de dicho píxel en función del caso asociado al mismo, tal como se resume en la Tabla 5.2. 
Por ejemplo, para un caso 1, el primer vértice sería la esquina inferior izquierda, el 
segundo la esquina superior izquierda y el tercero la esquina superior derecha. Los 
vértices se obtienen  utilizando el sistema de coordenadas a nivel sub-píxel (x, y) de la 
imagen, y su unión forma las líneas que abarcan a cada píxel, que siguen siempre la 
dirección de las agujas del reloj (Figura 5.12a).  
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Así, tendremos tres vértices para los casos 1-4, dos vértices para los casos 5-8 y cuatro 
vértices para los casos 9-12. El número total de vértices se puede obtener por tanto 
mediante una suma sencilla, incluyendo además un último vértice que debe ser igual al 
primero de forma que el polígono sea cerrado.   
En la Figura 5.13 se puede ver un ejemplo del proceso. Primero se obtiene el caso para 
cada píxel y se identifican los píxeles del borde (Figura 5.13a), luego los píxeles del 
borde se reorganizan para que sigan el sentido de las agujas del reloj desde un píxel 
inicial (Figura 5.13b), y finalmente el caso nos permite derivar los vértices 
correspondiente a cada píxel del borde, y que al unirse forma el polígono que cierra la 
signatura (Figura 5.13c).  
Tabla 5.2: Vértices correspondiente a un píxel P (col, fil) en función del caso asociado al mismo.  
Caso Vértice 1 Vértice 2 Vértice 3 Vértice 4 
1 col, fil +1 col, fil col +1, fil - 
2 col, fil col +1, fil col +1, fil +1 - 
3 col +1, fil col +1, fil +1 col, fil +1 - 
4 col +1, fil +1 col, fil +1 col, fil - 
5 col, fil col +1, fil - - 
6 col +1, fil col +1, fil +1 - - 
7 col +1, fil +1 col, fil +1 - - 
8 col, fil +1 col, fil - - 
9 col, fil +1 col, fil col +1, fil col +1, fil +1 
10 col +1, fil col +1, fil +1 col, fil +1 col, fil 
11 col +1, fil +1 col, fil +1 col, fil col +1, fil 
12 col, fil col +1, fil col +1, fil +1 col, fil +1 
 
 
Una vez obtenidos los vértices, se lleva a cabo un proceso de optimización, ya que no 
todos los vértices son necesarios. Así, si tenemos un grupo de más de dos vértices 
consecutivos que comparten una de sus coordenadas (x ó y), los vértices extremos son 
suficientes para trazar la línea entre ellos y los vértices intermedios se pueden eliminar sin 
alterar la línea resultante. Por ejemplo, con tres vértices: V1 (10, 30), V2 (10, 46) y V3 (10, 
68). V2 podría ser eliminado ya que la línea entre V1 y V3 ya contiene V2 o cualquier 
punto con una coordenada x=10. En el ejemplo de la Figura 5.6 el número de vértices se 
reduce de 107 a 41 tras la optimización.  
Finalmente, la lista de vértices en coordenadas de imagen se convierte a coordenadas 
geográficas (latitud/longitud) tal como se explica la sección 5.2.1. La lista de coordenadas 
geográficas forma así un polígono georeferenciado y cerrado (el primer y último vértice 




Figura 5.13: a) Se muestran en blanco píxeles exteriores, en gris los interiores y en verde los 
píxeles del borde, en el orden original en el que son obtenidos. b) Los píxeles del borde se 
reorganizan para que sigan el sentido de las agujas del reloj. c) Casos finales para los píxeles del 
borde, mostrándose en rojo la línea que envuelve cada píxel y cuya unión forma el polígono que 
buscamos. 
 
5.3.1.3. Extracción del borde de los agujeros 
Algunas signaturas presentan agujeros interiores, de forma que para lograr una 
vectorización completa es necesario obtener también los bordes exteriores de cada uno de 
estos agujeros como polígonos georeferenciados, utilizando para este fin una metodología 
análoga a la de la extracción del borde exterior de la signatura. El objetivo es por lo tanto 
la obtención de la lista de vértices en coordenadas geográficas que formen esos polígonos.  
El primer paso es la identificación de los agujeros, análoga a la identificación de 
signaturas explicada en la sección 5.2.3.2. Consiste en identificar como un agujero a los 
grupos de píxeles previamente identificados como tal, y que presentan un valor de -1 en la 
sub-imagen correspondiente a dicha signatura tras el proceso previo de extracción del 
borde exterior (ver sección 5.3.1.2),  y espacialmente aislados de otros grupos. En la sub-
imagen de salida, con las mismas dimensiones que la sub-imagen de entrada y con un 
valor inicial de cero, se le asigna un valor entero y positivo a los píxeles pertenecientes a 
cada agujero empezando por 1, de forma que el número de agujeros encontrados en la 
identificación será por lo tanto igual al valor máximo de esta sub-imagen de salida 
(Figura 5.14a). Además, y aunque no es realmente necesario para completar la 
vectorización, se calcula el número de píxeles para cada agujero. 
A continuación, la vectorización de cada agujero se realiza de forma independiente 
creando una nueva sub-imagen que abarque dicho agujero más un marco de un píxel a 
partir de la sub-imagen de salida previamente obtenida. En dicha sub-imagen se asigna un 
valor uno a los píxeles pertenecientes al  agujero y un valor de cero al resto, es decir, a 
píxeles exteriores o pertenecientes a la signatura u otros agujeros (Figura 5.14b). A partir 
de esa sub-imagen se obtiene el borde del agujero de forma análoga a la extracción  del 
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borde de la signatura (sección 5.2.2.2): obtención de los casos para cada píxel, 
identificación y reorganización de los píxeles del borde, obtención y optimización de los 
vértices del polígono y conversión a coordenadas geográficas. 
 
Figura 5.14: a) Proceso de identificación de agujeros b) Creación de una sub-imagen para cada 
agujero, que se utiliza para la extracción de su borde. 
 
Una vez se obtienen las listas de coordenadas que forman los polígonos asociados a 
los agujeros, estos polígonos se deben guardar en el mismo archivo Shape en el que se 
almacena el borde externo para asegurar la correcta visualización de la signatura, 
pudiéndose utilizar el mismo archivo para todas las signaturas presentes en una imagen o 
un archivo por signatura.  
 
5.3.2 EXTRACCIÓN DE PARÁMETROS 
Una vez concluida la extracción del borde exterior y de los agujeros interiores, se 
extrae un conjunto de parámetros para cada signatura que se guardan en un archivo de 
base de datos de tipo dBase  (*.dbf) asociado con el archivo Shape que almacena los 
polígonos georeferenciados. Las tablas dBase presentan una fila asociada a cada 
polígono, y cada fila puede incluir cuantos parámetros como queramos.  La mayoría de 
los parámetros se asocian con la signatura completa, de forma que todas las filas 
correspondientes con  una signatura dada (incluyendo el borde exterior y los agujeros) 
mostrarán el mismo valor para dichos parámetros.  
En la extensión de gv-SIG se implementaron algoritmos para la extracción de 
diferentes tipos de parámetros (Tabla 5.3) se pueden agrupar en diferentes categorías: 
generales, localización, tamaño, geométricas (o de forma), radiométricas y auxiliares.  En 
el sistema de clasificación se incluyeron tan solo parámetros geométricos (incluida la 





Tabla 5.3: Resumen de los parámetros obtenidos para cada signatura 
Generales Identificador de la signatura 
Número de píxeles 
Número de agujeros 
Identificador de cada agujero 
Número de píxeles para cada agujero 
Localización Coordenadas geográficas del centro 
Coordenadas geográficas del centro del RME 
Coordenadas geográficas de los extremos del RME 









Perímetro signatura (km) 
Perímetro RME (km) 
Geométricos Segundo momento del eje principal (factor de forma) 
Ángulo del eje principal 
Área la signatura / Área RME 
Radio de aspecto del RME 
Compacidad 




Media (signatura y entorno) 
Mediana (signatura  y entorno) 
Desviación estándar (signatura y entorno) 
Desviación absoluta de la mediana (MAD) (signatura y entorno) 
Mínimo (signatura y entorno) 
Máximo (signatura y entorno) 
Gradiente medio en el borde 
Mediana del gradiente en el borde 
Gradiente máximo en el borde 
Desviación estándar del gradiente en el borde 
Desviación absoluta de la mediana del gradiente en el borde 
 
 
5.3.2.1. Parámetros generales, de localización y de tamaño 
Entre los parámetros generales se incluyen aquellos obtenidos en las etapas previas de 
segmentación y vectorización, como el identificador entero de cada signatura y su número 
de píxeles, el número de agujeros y el identificador y número de píxeles para cada 
agujero.   
Los parámetros de localización incluyen las coordenadas geográficas del centro de la 
signatura y del centro y extremos del rectángulo mínimo envolvente (RME). El centro de 
la signatura se define como el centro de gravedad de la nube de puntos (o píxeles) que 
forman un objeto en un espacio bidimensional como es una imagen, de forma que sus 
coordenadas se calculan como la media de las coordenadas del centro de todos los píxeles 
pertenecientes a la signatura.  
El rectángulo mínimo envolvente (RME) no es más que la sub-imagen con el tamaño 
más pequeño posible que se necesita para abarcar espacialmente una signatura, y que se 
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define mediante las coordenadas máximas y mínimas en el sistema de coordenadas de 
píxel (Filmin,Colmin,Filmax,Colmax) calculadas a partir de la lista de píxeles de la signatura. 
Las coordenadas geográficas de los extremos del RME se pueden obtener así a partir de 
las coordenadas extremas en el sistema de referencia de imagen (ymin,xmin,ymax,xmax) y las 
del centro del RME como la media de las coordenadas extremas en cada dimensión.  
Los parámetros de tamaño incluyen tres parámetros que miden la superficie, como son 
el área de la signatura, el área exterior y el área del RME. En los tres casos, las áreas se 
calculan en km
2 
como la suma de las áreas de los píxeles pertenecientes a la signatura 
(área de la signatura), de los píxeles exteriores (área exterior) y todos los píxeles en el 
RME (área del RME). En signaturas sin agujeros, el área del RME se puede calcular 
también como la suma del área de la signatura y del área exterior.  
Para calcular el área de un píxel se obtienen primero las coordenadas geográficas 
correspondientes a los extremos (V1,V2,V3,V4) y centro (V0) del mismo, y el área (Ap) se 
calcula con la siguiente ecuación: 
                        
 
   
                      
 
   
        
                                                     
En cuanto a los perímetros, el perímetro de la signatura se calcula a partir de las 
coordenadas geográficas de todos los vértices que forman el borde exterior como la suma 
de las distancias en kilómetros entre cada dos vértices consecutivos, mientras que el 
perímetro del RME se obtiene de la misma forma pero utilizando solamente las 
coordenadas geográficas de los cuatro extremos del RME.  
Para calcular la distancia (D) en kilómetros entre dos puntos definidos por sus 
coordenadas geográficas (P1(lat1,lon1) y P2(lat2,lon2)), se considera la curvatura de la 
Tierra utilizando la siguiente ecuación: 
         
   
                   
                                        
        
                                  
5.3.2.2. Parámetros geométricos 
En este grupo se incluyen una serie de parámetros que nos definen la forma de los 
objetos y también la distancia a la costa, que también se podría considerar como un 
parámetro contextual o de localización. 
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Parámetros asociados al eje principal 
Entre las diferentes características que nos permiten describir la forma del una 
signatura, tres de ellas están directamente relacionadas con el eje principal del mismo: 
momento de segundo orden (al que llamamos factor de forma), ángulo o pendiente y 
linealidad.  
El eje principal se deriva a partir de las coordenadas de los píxeles pertenecientes a la 
signatura mediante la aplicación de una regresión lineal que nos permite extraer la recta 
que mejor se ajusta a la nube de puntos que constituye dicha signatura, considerando el 
sistema de coordenadas de imagen y definiendo cada píxel mediante el punto central 
(P(col + 0.5, fil + 0.5)). Aunque la correlación no sea necesariamente buena, la regresión 
lineal minimiza las distancias verticales entre cada punto y la recta obtenida en el ajuste. 
Así, los puntos se distribuyen de forma simétrica a ambos lados de dicha recta de forma 
que el segmento de la misma definido por los límites espaciales del objeto constituye su 
eje principal. 
La ecuación de la recta de regresión nos permite estimar las coordenadas verticales (y) 
a partir de las horizontales (x) mediante dos parámetros, la pendiente (m) y la ordenada en 
el origen (b): 
              
Para calcular la pendiente y la ordenada utilizamos el método de los mínimos 
cuadrados: 
  
                  
             
       
  
             
 
         
En donde n es el número de puntos de la signatura; sumX y sumY son la suma de las 
coordenadas x e y, respectivamente; sumXX y sumYY son la suma de los cuadrados de las 
coordenadas x e y, respectivamente; y sumXY es la suma de los productos de las 
coordenadas x por las y.  
Una vez obtenida la recta podemos calcular los parámetros de forma asociados a la 
misma. El factor de forma (FF) es el momento de segundo orden del eje principal, valor 
que está directamente relacionado con la forma de la signatura ya que nos da una idea de 
la dispersión de los puntos en torno al eje principal. Con SST  la suma de las diferencias 
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entre la coordenada y estimada mediante la ecuación de regresión y la media de las 
coordenadas y observadas y SSR la suma de las diferencias entre las coordenadas y 
estimadas y observadas, FF se calcula con la siguiente ecuación: 
   
       
   
    
        
En cuanto al ángulo del eje principal, es importante pues además de darnos una idea 
de la inclinación de la signatura, especialmente en aquellos con una forma más próxima a 
una línea, lo podemos relacionar con la dirección del viento o de las corrientes. Se calcula 
a partir de la pendiente (m), mediante la ecuación: 
                           (5.12) 
Parámetros basados en radios 
El radio entre el área  de la signatura y el área del rectángulo mínimo envolvente se 
utiliza como una medida de la aproximación de la signatura a la forma rectangular. Sus 
valores varían entre 0 y 1, y cuanto más cerca de 1, mayor aproximación a un rectángulo.  
El radio de aspecto se define como el cociente entre la anchura y la altura del 
rectángulo mínimo envolvente. Este valor es más significativo si la signatura presenta una 
forma rectangular o elipsoidal, ya que en ese caso nos da una idea del achatamiento del 
rectángulo o elipse, de forma que valores cercanos a 1 nos indicarían que la signatura se 
aproxima a un cuadrado o a un círculo. La anchura y la altura del rectángulo mínimo 
envolvente se calculan como distancias euclídeas a partir de las coordenadas de imagen 
de los vértices correspondientes, de forma que la longitud de los dos segmentos 
horizontales y de los dos verticales es la misma. Las distancias no se obtienen en 
kilómetros para simplificar el cálculo y por que el radio es adimensional al tratarse de un 
cociente entre dos distancias. 
Otro de los radios utilizados en la compacidad, medida de la aproximación de la forma 
de la signatura a un círculo. Se trata de un cociente adimensional  con un valor máximo 
de 25/π para formas circulares, y valores más bajos para signaturas con una forma más 
compleja: 
            
    
          




Distancia a la costa 
Para poder calcular la distancia mínima a la costa se necesita un archivo auxiliar en un 
formato vectorial (Shape o similar) en el que se guarden las coordenadas geográficas de la 
línea de costa en la zona de la imagen. Para reducir el coste computacional del algoritmo, 
tan solo se consideran las coordenadas de la línea de costa que se incluyen en un marco 
que engloba a la imagen completa. El marco se centra en el centro geográfico de la 
imagen y las coordenadas de los extremos se calculan de forma que el ancho y el alto 
sean iguales al doble del ancho y alto máximos de la imagen, respectivamente.  
Por lo tanto, este parámetro no se va a calcular para imágenes oceánicas muy alejadas 
de las zonas de tierra, en las cuales el marco establecido no incluye coordenadas 
asociadas a la línea de costa.  
El cálculo de la distancia se realiza en dos pasos. En el primer paso se seleccionan 
aquellos píxeles pertenecientes al borde con al menos una coordenada (x ó y) igual  a las 
coordenadas máxima o mínima de la signatura, y a continuación se calculan  las 
coordenadas geográficas correspondiente al centro de dichos píxeles. 
En el segundo paso, se calculan las distancias entre todos los puntos extremos 
obtenidos en el paso previo y todos los vértices de la línea de costa incluidos en el marco 
con el objetivo de buscar la distancia mínima. Como es suficiente con  las distancias 
relativas (d), se utilizaron distancias euclídeas excluyendo la raíz cuadrada para reducir el 
coste computacional: 
             
             
         
Una vez obtenida la distancia mínima relativa, conocemos las coordenadas de los dos 
puntos y podemos calcular la distancia absoluta en kilómetros (Ecuación 5.4). La 
distancia a la costa es un parámetro muy importante pues cuanto más cercana se 
encuentre aumenta la probabilidad de falsas alarmas debido a zonas de bajo viento 
causadas por efectos topográficos. 
 
5.3.2.3. Parámetros radiométricos 
Las características radiométricas (Tabla 5.3) incluyen las estadísticas básicas, robustas 
y extremas derivadas de la distribución de los valores del coeficiente de retrodispersión 
en el interior de la signatura y en el entorno de la misma. Los valores de retrodispersión 
se obtienen de la imagen original sin aplicar los filtros para la reducción de  ruido. Los 
estadísticos básicos son la media y la desviación estándar, las estadísticas robustas 
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incluyen la mediana y la desviación absoluta de la mediana (MAD) y los valores 
extremos son el mínimo y el máximo. Además, también se incluyen los gradientes 
(media, desviación estándar y máximo) calculados en el borde de la signatura.  
Para obtener los parámetros asociados a la signatura se extraen los valores de 
retrodispersión correspondientes los píxeles pertenecientes a la misma. En este caso, la 
media y la mediana nos da una idea de la tendencia de la retrodispersión en áreas de 
posible contaminación mientras que la desviación estándar y la MAD están relacionadas 
con la homogeneidad de los valores en el interior de la signatura. Las estadísticas robustas 
se ven menos afectadas por la presencia de valores extremos muy acusados.  
Para el caso de las estadísticas exteriores, es decir, asociadas al entorno de la 
signatura, el cálculo es equivalente pero se utilizan los valores de retrodispersión 
correspondientes a píxeles exteriores, es decir, píxeles localizados en el rectángulo 
mínimo envolvente pero que no pertenecen ni a la signatura ni a los agujeros de la misma. 
En caso de signaturas muy próximas a la costa, los píxeles pertenecientes a tierra son 
también excluidos del cálculo. El significado de los estadísticos es el mismo que para el 
interior de la signatura, aunque en este caso los niveles de retrodispersión se relacionan 
con aguas limpias. Además, valores máximos muy elevados podrían corresponder a 
puntos brillantes debidos a la presencia de barcos o plataformas petrolíferas, a píxeles 
mezclados con tierra que no han sido correctamente enmascarados o simplemente al 
efecto del ruido.  
El gradiente de un píxel de una imagen se define por un vector que apunta en la 
dirección de máxima variación en la intensidad de la imagen en dicho píxel. Por lo tanto, 
su magnitud o módulo refleja la variación de la intensidad de la imagen por unidad de 
distancia. El cálculo del gradiente en una imagen se basa en obtener las derivadas 
parciales de cada píxel, las cuales se pueden implementar mediante la utilización de 
matrices de convolución o ventanas móviles (ver sección 5.2.1.2), como los operadores de 
Prewitt, Sobel, Roberts y Fre-Chen, comúnmente utilizados para la detección de bordes.  
Otra posibilidad es la utilización del operador laplaciano, que se define como una 
derivada de segundo orden, que nos permite obtener mejores resultados si las variaciones 
en la intensidad no son tan abruptas. Estos operadores también se pueden implementar 
mediante diferentes matrices de convolución, en las cuales la suma de los coeficientes 
debe ser cero, con un valor positivo en el pixel central y negativo en el resto.  
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Así, en esta tesis, se implementó el cálculo del gradiente para un píxel dado mediante 
la matriz de convolución mostrada en la Figura 5.15. Aplicando esta matriz, el gradiente 
de un píxel dado sería la suma de las diferencias del valor de dicho píxel con los ocho 
píxeles que le rodean. La elección de este operador para el gradiente se debe a que refleja 
las variaciones de intensidad en todas las direcciones. El gradiente se calcula de esta 
forma para todos los píxeles pertenecientes al borde de las signatura (ver sección 5.3.1.2) 
considerando los valores de retrodispersión correspondientes, para finalmente obtener 
como parámetros la media (y mediana), el gradiente máximo y la desviación estándar (y 
MAD) del gradiente en el borde de la signatura. 
-1 -1 -1 
-1 8 -1 
-1 -1 -1 
Figura 5.15: Matriz de convolución utilizada para el cálculo del gradiente 
 
El gradiente de cada píxel del borde va a estar principalmente afectado por las 
diferencias de intensidad con los píxeles exteriores, ya que es esta dirección donde en 
principio se va a producir la máxima transición. El gradiente medio nos da una idea de 
cómo es la transición entre la signatura y el exterior, la desviación estándar nos permite 
saber si la variación signatura/entorno se produce de una forma homogénea a lo largo de 
todo el borde, y el valor máximo será una medida menos afectada por la transición entre 
los píxeles del borde e interiores. 
 
5.3.2.4. Parámetros auxiliares 
Los parámetros auxiliares son equivalentes a los parámetros radiométricos explicados 
en la sección previa, aunque en este caso las estadísticas no se asocian a la retrodispersión 
sino a algún parámetro derivado de alguna fuente de datos externa. Los parámetros 
auxiliares más valiosos para el desarrollo de los algoritmos de clasificación son la 
velocidad del viento, que afecta de forma directa a la capacidad de detección de 
hidrocarburos a partir de imágenes ASAR, y la dirección del viento, la cual se podría 
relacionar con la forma adquirida por las signaturas. Otro parámetro de utilidad es la 
concentración media de clorofila,  que a su vez se relaciona con el fenómeno de 
afloramiento que podría explicar la presencia de ciertas signaturas de baja retrodispersión. 
Para que los parámetros auxiliares sean de utilidad, es necesario que la fuente de datos 
externa cumpla dos criterios de coincidencia: espacial, es decir, que los datos 
 127 
correspondan a la misma zona geográfica que la imagen ASAR, y temporal, de forma que 
ambas fuentes sean casi simultáneas, o al menos, muy próximas en el tiempo. 
Además, para poder realizar la extracción se necesita generar una imagen auxiliar, es 
decir, una imagen con una dimensiones, resolución espacial y área geográfica equivalente 
a la imagen ASAR en la que a cada píxel se le asigna el valor correspondiente al 
parámetro de estudio derivado de la fuente de datos externa. 
Si los datos externos se organizan en una red o malla donde para cada punto se conoce 
la posición geográfica y el valor correspondiente al parámetro de interés, como es el caso 
de los modelos o de los datos de viento derivados del dispersómetro SeaWinds, la imagen 
auxiliar se genera en  un proceso de triangulación, que se divide en dos etapas:  
a) Triangulación de Delaunay: El objetivo de este paso es la obtención de triángulos 
definidos por 3 vértices que se corresponden con los píxeles de la imagen que 
contienen los puntos geográficos definidos en la malla de los datos. De esta manera, 
los vértices de cada triángulo están definidos con unas coordenadas de imagen (x, y)  y 
por un valor de modulo de viento z.  
b) Interpolación TIN: Una vez están definidos los triángulos, se lleva a cabo una 
interpolación TIN (Triangle Irreguar Network). Se basa en que si para cada uno de los 
tres vértices de los triángulos, con sus coordenadas (x, y) tienen unos valores de viento 
z1, z2 y z3, se puede obtener un modelo de regresión que permite interpolar la variable z 
en cualquier punto (x, y) dentro del triángulo.  
En definitiva puede asimilarse a un método de media ponderada por inverso de la 
distancia ya que el resultado siempre va estar acotado por los valores máximo y mínimo 
de z en los vértices del triángulo y será más parecido al del vértice más cercano. En el 
resultado final de una interpolación TIN no aparecen artefactos circulares, como en los 
métodos de inverso de la distancia puros, pero si pueden aparecen artefactos triangulares. 
En la generación de la nueva imagen por este método se asigna un nuevo valor a 
aquellos píxeles que se localicen dentro de alguno de los triángulos definidos en el 
proceso de triangulación. Si la malla de puntos es irregular y no abarca una determinada 
zona geográfica, en la imagen final no tendremos valores para esa zona. Es el caso de los 
datos de viento derivados del sensor QuickScatt, que no incluyen puntos sobre tierra 
(Figura 5.16a). 
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En el caso de  imágenes de satélite con una resolución espacial inferior a las de ASAR, 
como es el caso de MERIS o MODIS, la generación de la nueva imagen se puede realizar 
mediante alguno de los métodos comunes de remuestreo (Figura 5.16b) implementados 
en cualquier software de procesamiento de imágenes: vecino más próximo, interpolación 
bilineal y convolución cúbica. El primero conserva los valores originales y es más rápido 
y eficiente computacionalmente, pero se produce un mayor efecto de pixelado.  Existen 
técnicas que permiten además fusionar información de ambas imágenes en un solo raster 
(Figura 5.9b).  
 
Figura 5.16: a) Modulo del viento obtenido mediante un proceso de interpolación. b) Fusión entre 
un mapa de clorofila derivado de una imagen MERIS y una imagen ASAR.  
 
5.4 COMPARACIÓN CON DATOS EXTERNOS 
La comparación de las imágenes ASAR con fuentes de datos externas es de utilidad 
para la identificación tanto de vertidos como de falsos positivos. La comparación es 
posible gracias a que las imágenes están georeferenciadas, es decir, se conoce la posición 
geográfica correspondiente a cada píxel. Para que la comparación sea de utilidad, se 
deben cumplir dos criterios de coincidencia: espacial, es decir, que los datos correspondan 
a la misma zona geográfica, y temporal, de forma que ambas fuentes sean casi 
simultáneas, o al menos, muy próximas en el tiempo.  
Para los datos derivados de modelos meteorológicos o hidrodinámicos, el criterio 
temporal se satisface fácilmente mediante la selección de la salida del modelo que 
coincide temporalmente con la imagen ASAR. En el caso de imágenes derivadas de otros 
sensores o de observaciones directas, la comparación se considera fiable si el tiempo 
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transcurrido entre ambas adquisiciones no supera un límite máximo que se establece de 
forma arbitraria y puede variar según los casos, aunque generalmente se utilizó un límite 
de tres horas. Un caso especial son los datos derivados de otros instrumentos a bordo de 
ENVISAT, como MERIS o AATSR, ya son simultáneos a los de ASAR. 
Desafortunadamente, la diferente geometría de los sensores causa que la cobertura 
geográfica no siempre coincida.  
Una vez se dispone de una imagen de ASAR y de una fuente de datos externa que 
cumpla los criterios de coincidencia espacial y temporal, la comparación se realiza en 
base a diferentes aproximaciones metodológicas.  
 
5.4.1 VERIFICACIÓN DE VERTIDOS 
La comparación entre las signaturas detectadas a partir de las imágenes y datos de 
observaciones directas de vertidos aproximadamente simultáneos en el tiempo mediante 
la integración en un SIG permite la verificación de algunas  signaturas como derrames de 
hidrocarburos.  
La comparación entre ambas fuentes de datos permite realizar la verificación en base a 
diferentes criterios de tipo espacial, los cuales se pueden implementar fácilmente en la 
mayoría de los SIG. Generalmente las observaciones directas son de tipo puntual, por lo 
que una signatura se puede considerar vertido si alguno de los puntos de observación se 
localiza en su interior o dentro de un buffer en torno a la misma, o si la distancia entre el 
centro de la signatura y la observación es inferior a cierto umbral. En el caso de que las 
observaciones directas se realizaran en un área más extensa definida por un polígono, se 
pueden considerar como vertidos las signaturas localizadas, total o parcialmente, dentro 
de dichos polígono.  
Generalmente, los datos de verificación no son más que observaciones visuales 
obtenidas desde barcos, aviones o helicópteros (Jones, 2001). Al compararlos con las 
imágenes SAR, se deben tener en cuenta las posibles fuentes de error. Así, las horas de 
observación son generalmente aproximadas y difícilmente coinciden exactamente con la 
hora de adquisición de la imagen; las observaciones, especialmente desde el aire, tienen 
lugar en movimiento generando errores de posición; y las limitaciones del ojo humano en 
la  observación  en comparación con la visión sinóptica y a gran escala que proporciona 
una imagen desde satélite. En ciertas ocasiones, los datos de verificación se pueden 
obtener mediante algún tipo de sensor que permita detectar hidrocarburos. El fluoro 
sensor láser, tanto aerotransportado como a bordo de embarcaciones, es el instrumento 
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ideal ya que permite la detección univoca de cualquier tipo de hidrocarburo, incluso 
cuando forman capas de muy poco espesor.  
También se debe considerar que la visibilidad de las manchas, tanto en las imágenes 
SAR, a simple vista o utilizando cualquier sensor, depende siempre de una multitud de 
factores, incluyendo el tipo de producto, el tiempo que lleve en el agua sufriendo procesos 
de meteorización, el espesor de la capa y/o las condiciones ambientales. Por lo tanto, una 
mancha visible al ojo humano podría no ser detectada por el satélite y viceversa.  
La utilización de algún modelo de dispersión de hidrocarburos puede ser de utilidad en 
el caso de que las manchas verificadas por observaciones directas y las signaturas 
detectadas en la imagen no coincidan temporalmente, ya que su ejecución (hacia delante o 
hacia atrás) nos permitiría predecir la posición de las manchas verificadas a la hora de la 
adquisición de la imagen. Estos modelos utilizan a su vez predicciones de modelos 
atmosféricos, que aportan datos de viento, y oceanográficos, con datos de corrientes y 
oleaje, y las características de producto derramado, si se conocen, se pueden introducir 
como parámetros.   
 
5.4.2 IDENTIFICACIÓN DE FALSOS POSITIVOS 
La verificación de signaturas como falsos positivos es posible gracias a la 
comparación entre la imagen ASAR y otras fuentes de datos externas, generalmente otras 
imágenes de satélite o datos de modelos. Los parámetros auxiliares más valiosos para el 
desarrollo de los algoritmos de clasificación son la velocidad del viento, que afecta de 
forma directa a la capacidad de detección de hidrocarburos a partir de imágenes ASAR, y 
la dirección del viento, la cual se podría relacionar con la forma adquirida por las 
signaturas. Otro parámetro de utilidad es la concentración media de clorofila,  que a su 
vez se relaciona con el fenómeno de afloramiento que podría explicar la presencia de 
ciertas signaturas de baja retrodispersión. 
Se pueden utilizar diferentes aproximaciones metodológicas para realizar la 
comparación. Una de ellas es la generación de una imagen auxiliar mediante 
triangulación o remuestreo, tal como se explicó en la sección 5.3.2.4. La imagen auxiliar 
se puede comparar directamente con la imagen ASAR para identificar falsos positivos o 
se puede utilizar para la generación de máscaras.  
Otra estrategia para la comparación consiste en la superposición sobre la imagen 
ASAR de datos vectoriales derivados de los datos de las fuentes externas,  como puedan 
ser flechas indicativas de la dirección de los vientos, corrientes u oleaje o bien líneas que 
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nos indican la posición de frentes u otras estructuras y que se obtienen mediante la 
aplicación de algoritmos de detección de bordes (Figura 5.17). Esta información vectorial 
también se puede integrar en un SIG junto con los bordes georeferenciados de las 
signaturas obtenidas a partir de las imágenes ASAR.  
 
Figura 5.17: Identificación de un frente atmosférico mediante la comparación de la imagen ASAR 
con la imagen MERIS simultánea (4 de abril del 2010).  
 
5.5 CLASIFICACIÓN 
Los algoritmos de clasificación se desarrollaron utilizando una base de datos con 
signaturas verificadas para ambas clases, vertidos y falsos positivos, y que se obtuvo a 
partir de las  26 imágenes ASAR adquiridas tras la catástrofe del Prestige entre noviembre 
de 2002 y abril de 2003 (ver descripción de las fuentes de datos en la sección 4.3). Así, 
tras la segmentación y caracterización de todas las signaturas, se llevó a cabo un proceso 
de categorización a priori utilizando fuentes de datos externas e información contextual, 
tal como se explica en el capítulo 6. Los clasificadores se basaron en las dos técnicas 
descritas en el capítulo 2: máquinas de soporte vectorial (SVM) y redes neuronales del 
tipo perceptrón multicapa (MLP).  
En el caso de las SVM, se escogió la función gaussiana de base radial (RBF) como 
función núcleo, de forma que para entrenar la SVM tan solo se necesita establecer a 
priori el parámetro gamma (γ) asociado a dicha función y el parámetro de coste (C). Se 
utilizó un procedimiento de búsqueda sistemática para determinar la configuración 
paramétrica óptima, evaluando la eficacia predictiva mediante una validación cruzada de 
primer orden (dejando uno fuera).  Para entrenar cada SVM, es decir, para resolver el  
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problema de optimización cuadrática que permite determinar la estructura óptima del 
modelo, se utilizó el algoritmo de optimización secuencial mínima (SMO) implementado 
en la librería LIBSVM (Chang and Lin, 2011). Los diferentes conjuntos de datos y 
combinaciones de parámetros de entrada utilizadas se resumen en el capítulo 6.  
Las MLP se entrenaron a partir de los mismos conjuntos de datos y parámetros de 
entrada, evaluando también la eficacia predictiva mediante validación cruzada de primer 
orden, para así obtener resultados comparables (ver capítulo 6). El diseño de las redes fue 
equivalente al propuesto por Del Frate et al. (2000), con dos capas ocultas, una única 


































CAPÍTULO  6 Detección de vertidos de hidrocarburos a 
partir de imágenes SAR (III): 















6.1 Sistema de detección 


























6.1 SISTEMA DE DETECCIÓN 
En esta sección se analizan los resultados de cada una de las etapas del sistema de 
detección de vertidos desarrollado a partir de la base de datos constituida por 26 imágenes 




En el esquema de la Figura 6.1 se resumen los pasos establecidos para llevar a cabo la 
segmentación de cada una de las 26 imágenes. Los algoritmos se describen con más 
detalle en el capítulo 5.  
 
Figura 6.1: Esquema mostrando los pasos para llevar a cabo la segmentación de las 26 imágenes 
ASAR incluidas en la base de datos. 
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En la tabla 6.1 se resumen los resultados de la segmentación. Se muestra el número de 
signaturas segmentadas y el porcentaje que representan estas signaturas con respecto al 
área total oceánica (no enmascarada) para cada imagen.  
Tabla 6.1: Resultados de la segmentación para cada imagen de la base de datos. #Signaturas: 
número de signaturas; Total: suma de los píxeles de todas las signaturas; Media: número medio de 
píxeles por signatura; %: porcentaje que representan las signaturas con respecto al área oceánica 
(no enmascarada) de la imagen.     
Fecha # Signaturas Total Media %  
17/11/2002 49 118147 2411 0.74 
23/11/2002 57 78737 1381 0.28 
26/11/2002 38 180640 4754 1.02 
03/12/2002 28 22669 810 0.23 
06/12/2002 72 28783 400 0.10 
09/12/2002 109 136591 1253 0.48 
15/12/2002 55 172934 3144 0.89 
25/12/2002 26 14550 560 0.06 
28/12/2002 11 1412 128 0.01 
31/12/2002 74 151306 2045 0.85 
03/01/2003 104 90663 872 0.45 
06/01/2003 61 83362 1367 0.32 
07/01/2003 29 16853 581 0.13 
10/01/2003 119 74012 622 0.26 
13/01/2003 44 24355 554 0.10 
16/01/2003 39 25456 653 0.09 
22/01/2003 34 21094 620 0.12 
23/01/2003 29 19530 673 0.18 
26/01/2003 36 9133 254 0.06 
11/02/2003 56 61871 1105 0.24 
13/02/2003 54 50091 928 0.18 
01/03/2003 157 124597 794 0.49 
05/03/2003 83 64264 774 0.30 
08/03/2003 43 164494 3825 0.67 
03/04/2003 7 10188 1455 0.18 
09/04/2003 24 20544 856 0.10 
Total 1438 1766276 1262 0.33 
 
Tras la segmentación, se identificaron 1438 signaturas, aproximadamente 55 de media, 
y con 1262 píxeles de media por signatura (aproximadamente 7 km
2
). Estos resultados 
son posteriores a la aplicación del filtrado por tamaño. Así, el número de signaturas sería 
bastante superior si considerásemos las signaturas más pequeñas (< 50 píxeles). El 
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porcentaje del área oceánica que suponen las signaturas es inferior al 1% en 
prácticamente todas las imágenes. Aunque esta situación es real en la mayoría de los 
casos, en la imagen del 9 de diciembre del 2002, con una gran área de posible 
contaminación debida a un efecto atmosférico, el resultado está influenciado por la 
exclusión de las signaturas de mayor tamaño (> 100000 píxeles). 
 
6.1.1.2 Caracterización 
Se llevó a cabo la vectorización para el conjunto de 1438 signaturas obtenido de la 
segmentación (ver sección 5.2 para detalles). Los resultados se pueden visualizar en un 
Sistema de Información Geográfica (SIG), lo que permite analizar la distribución espacial 
de las signaturas (Figura 6.2). Con un conjunto de  manchas verificadas a partir 
observaciones directas, es posible además estudiar la evolución temporal entre dos días 
consecutivos (sección 6.2).  
 
 
Figura 6.2: a) Imagen original. b) Resultado de la segmentación. c) Resultado de la vectorización, 
visualizado en un SIG.  
 
También se extrajeron para cada signatura los parámetros indicados en la Tabla 4.4, 
que incluye parámetros de tamaño, localización, geométricos y radiométricos. Como 
parámetros auxiliares se obtuvo el modulo y dirección del viento medios, para aquellas 
signaturas más alejadas de la costa, a partir de las imágenes auxiliares derivadas mediante 
interpolación de los datos del dispersómetro SeaWinds más próximos a la hora de 
adquisición de la imagen, así como el ángulo de incidencia medio utilizando los datos 
adjuntados al producto como red (tie point grid).  
En la Tabla 6.2 se resumen las estadísticas básicas (medias, desviación estándar, 
mínimo y máximo) asociadas a algunos de estos parámetros, incluidos los seleccionados 
para el desarrollo de los algoritmos de clasificación (Tabla 6.5). Los detalles 
metodológicos sobre la extracción se describen en la sección 5.3.2.  
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En el mapa de la Figura 6.3 se muestra la localización del punto central de las 
signaturas, así como su distribución en base a tres rangos de ángulo de incidencia. 
Aunque el rango de distribución es más amplio, la mayoría de las signaturas se sitúan 
entre los 41ºN y los 45ºN, zona abarcada por la mayoría de las imágenes. También se 
observa una gran concentración de signatura en las zonas costeras, en las que existe una 
mayor probabilidad de falsos positivos. La localización determina la distancia a la costa 
(incluida como parámetro geométrico), con una valor medio de 137.39 km aunque con un 
rango de variación bastante amplio (Tabla 6.2). 
 
Figura 6.3: Mapa mostrando la localización del punto central de las signaturas. Los colores 
indican rangos de ángulo de incidencia (azul: <25º, verde: 25º-35º, rojo: >35º).  
 
En cuanto al ángulo de incidencia, aunque los valores medios observados abarcan el 
rango completo (Tabla 6.2) de las imágenes ASAR de barrido ancho (entre 16º y 42º), la 
mayoría de las signaturas presentan ángulos de incidencia altos entre los 31º y los 42º. La 
ausencia de signaturas con ángulos de incidencia bajos se podría explicar por los mayores 
niveles de retrodispersión (bajo la condición de resonancia de Bragg) en  estas zonas, que 
dificulta la aparición de signaturas de baja retrodispersión, y también por que mayoría de 
las imágenes corresponden a trayectorias orbitales en las que las áreas oceánicas 
coinciden con ángulos de incidencia medio-altos. 
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Tabla 6.2: Parámetros estadísticos (media, desviación estándar, mínimo y máximo) asociados a 
los principales parámetros utilizados en la caracterización de las signaturas. Los parámetros 
radiométricos están multiplicados por 10
4
. 
Parámetro Media ± desviación estándar [mínimo, máximo] 
Generales 
Longitud -8.59±3.15 [-14.39 , -1.93] 
Latitud 43.02±1.89 [38.70 , 47.46] 
Ángulo de incidencia 36.61±5.64 [16.36 , 42.69] 
Área (km) 6.93±28.00 [1.13 , 576.99] 
Perímetro(km) 13.65±29.11 [6.40 , 373.64] 
Geométricos 
Factor de forma 756.25±6817.76 [0.00 , 143448] 
Pendiente del eje principal -0.88±27.02 [-77.83 , 76.20] 
Compacidad 2.76±1.07 [0.19 , 5.02] 
Radio áreas (sign./RME) 0.50±0.11 [0.08 , 0.73] 
Radio de aspecto 1.06±0.62 [0.15 , 5.66] 
Distancia a la costa (km) 137.39±148.47 [0.75 , 494.69] 
Radiométricos 
Signatura 
Media 109.17±72.21 [18.52 , 419.21] 
Desv. est. 32.21±27.70 [3.78 , 444.21] 
Mediana 105.61±69.66 [18.55 , 399.43] 
MAD 18.67±13.48 [2.09 , 90.99] 
Mínimo 47.33±34.62 [0.00 , 216.40] 
Máximo 288.10±416.90 [29.93 , 4752.80] 
Exterior 
Media 179.47±172.60 [21.17 , 1449.36] 
Desv. est. 97.58±174.90 [4.33 , 1368.90] 
Mediana 154.06±126.84 [20.35 , 1390.93] 
MAD 39.91±66.79 [1.02 , 792.63] 
Mínimo 56.29±43.31 [0.00 , 264.15] 
Máximo 699.19±1154.84 [32.43 , 4999.71] 
Gradiente 
Media 57.01±63.17 [5.14 , 932.52] 
Desv. est. 57.96±169.35 [3.44 , 4849.72] 
Mediana 43.76±32.83 [4.78 , 270.09] 
MAD 22.73±18.67 [2.02 , 210.47] 
Máximo 390.64±1847.01 [14.34 , 57549.30] 
Viento 
Modulo (m/s) 8.36±2.94 [1.84 , 16.59] 
Dirección 146.90±74.39 [13.50 , 352.02] 
 
Los valores obtenidos para los parámetros de tamaño se ven afectados por la 
aplicación del filtrado por tamaño en el paso final de la segmentación, de forma que no se 
incluyen las signaturas más grandes ni las más pequeñas. La distribución de tanto el área 
como el perímetro muestra una fuerte asimetría positiva (Figura 6.4), en la que la mayoría 
de las signaturas se concentran en torno a los valores medios (área de 6.33 km
2
, perímetro 
de 13.65 km). El tamaño de las signaturas se ve limitado en muchas ocasiones por la 
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presencia de la costa, lo que podría explicar esta tendencia. En todo caso, el tamaño no se 
incluyó en la clasificación al no considerarse significativo para la discriminación, ya que 
un derrame puede presentar un rango muy amplio de tamaños.  
 
 
Figura 6.4: Histogramas de los parámetros de tamaño. a) Área, en km
2
. b) Perímetro, en km.  
En cuanto a los parámetros geométricos que definen la forma de la signatura, muestran 
un rango de variación bastante amplio, a excepción del radio entre el área de la signatura 
y del entorno, que muestra en general valores en torno a 0.5 (Tabla 6.2). En la Figura 6.5 
se muestran algunos ejemplos. 
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Figura 6.5: Ejemplos de signaturas mostrando cómo se produce la variación de los parámetros 
geométricos. A: Momento de segundo orden del eje principal; B: ángulo del eje principal; C: radio 
entre el área de la signatura y del RME; D: radio de aspecto; E: compacidad. Los valores mínimos, 
medios y máximos se pueden consultar en la Tabla 6.2.  
 
En la Figura 6.6 se representa la distribución de los parámetros radiométricos 
utilizando tanto estadísticas normales (media y desviación estándar) como robustas 
(mediana y desviación absoluta de la mediana, MAD). Las estadísticas robustas se ven 
menos afectadas por valores extremos muy altos, de ahí que para cualquiera de los 
parámetros se observa mayores frecuencias con valores más bajos. El efecto es más 
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evidente para los parámetros exteriores (Figura 6.6b, e), donde la presencia de barcos 
causa valores muy elevados (en torno a 570) tanto en el nivel como en la dispersión que 
son más frecuentes utilizando estadísticas normales.  
 
Figura 6.6: Histogramas de los parámetros radiométricos. a-c: Media (gris oscuro) y mediana (gris 
claro) de los niveles de retrodispersión en el interior (a) y exterior (b) de las signaturas y del 
gradiente en el borde (c). d-f: Desviación estándar (gris oscuro) y desviación absoluta de la 
mediana (gris claro) de los niveles de retrodispersión en el interior (d) y exterior (e) de las 
signaturas y del gradiente en el borde (f). Los valores de retrodispersión (mostrados en el eje x en 




Obviamente, el nivel de la retrodispersión es siempre inferior en el interior de la 
signatura (máximo de frecuencia en 90, Figura 6.6a) que en el exterior (máximo de 
frecuencia en 120, Figura 6.6b), como se refleja también en los valores medios (Tabla 
6.2). Sin embargo, los histogramas muestran un grado de mezcla alto, lo que indica 
variaciones importantes entre imágenes, que se podrían a su vez relacionar con 
diferencias en el ángulo de incidencia.  
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En cuanto a los niveles de dispersión, el ruido speckle y la presencia de barcos o 
píxeles próximos a zonas costeras causa que sea mayor en el exterior (máximo de 
frecuencia en 30, Figura 6.6e) que en el interior de la signaturas (máximo de frecuencia 
en 15, Figura 6.6d). Los datos medios en la Tabla 6.2 indican que la diferencia es menos 
acusada al utilizar estadísticas robustas.  
La distribución de los niveles medios y de dispersión del gradiente muestra una 
asimetría positiva (Figura 6.6e, f), con una mayoría de valores por debajo de 60, 
reflejando la diferencia entre el interior y el exterior de la signatura. Las estadísticas 
normales están fuertemente influencias por valores extremos, de ahí que los valores 
utilizando estadísticas robustas sean sensiblemente inferiores, como se deduce tanto de 
los valores medios (Tabla 6.2) como de los histogramas.  
 
Figura 6.7: Niveles medios de retrodispersión en el interior (gris claro) y exterior (gris oscuro) de 
las signaturas y número de signaturas (línea negra) en función del ángulo de incidencia medio.  
 
A la hora de analizar los parámetros radiométricos, se debe tener en cuenta el efecto 
del ángulo de incidencia en los niveles de retrodispersión, especialmente en el exterior de 
la signatura. Si la rugosidad de la superficie marina se encuentra en los rangos en los que 
se cumple la condición de resonancia de Bragg, se espera una disminución de la 
retrodispersión al aumentar el ángulo de incidencia. Si la rugosidad se debe 
exclusivamente al efecto del viento, la condición se cumple generalmente con velocidades 
medias entre 4 m/s y 10 m/s.  
Sin embargo, las signaturas de baja retrodispersión corresponden a zonas complejas 
afectadas por múltiples procesos, sean derrames de hidrocarburos o simplemente zonas de 
bajo viento. De ahí que los valores medios calculados para el interior y exterior de la 
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signatura por ángulo de incidencia no reflejen una tendencia clara, con una distribución 
muy irregular (Figura 6.7). En esta gráfica también se observa como la mayoría de las 
signaturas corresponden a ángulos de incidencia altos.  
 
Figura 6.8: a) Histograma para el modulo del viento. b) Histograma para la dirección del viento. 
c) Niveles medios (columnas) y desviación estándar (barras de error) de la retrodispersión en el 
exterior de la signatura en función del módulo del viento. d) Niveles medios (columnas) y 
desviación estándar (barras de error) del ángulo del eje principal en función de la dirección del 
viento.  
Los datos de viento se obtuvieron a partir del dispersómetro QuickScat solamente para 
las signaturas alejadas de la costa, en donde las medidas son fiables, y en donde el viento 
muestra una mayor constancia. La velocidad varió entre 5 m/s y 10 m/s (Figura 6.8a), con 
una media de 8.36 m/s (Tabla 6.2), con vientos de componente norte y/u oeste (Figura 
6.8b). Por lo tanto, la mayoría de las signaturas se incluyen dentro de los rangos que 
permiten la detección de vertidos.  
Prácticamente no se detectaron signaturas con velocidad por encima de 15 m/s, con las 
cuales la probabilidad de signaturas de baja retrodispersión disminuye por el efecto de 
lavado sobre cualquier sustancia (natural o antropogénica) que pueda causar una 
amortiguación de la rugosidad. El porcentaje de signaturas con velocidades inferiores a 3 
m/s puede resultar bajo considerando que estas es una de las causas principales de los 
falsos positivos, pero esto se debe a que se excluyen zonas costeras donde esta situación 
es más frecuente por el efecto de la topografía.  
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En la Figura 6.8c se observa como los niveles de retrodispersión en el exterior de la 
signatura son inferiores con bajas velocidades de viento, evidenciando el gran efecto del 
viento sobre la retrodispersión. No se encontró sin embargo ninguna relación entre el 
ángulo del eje principal y la dirección del viento (Figura 6.8d), por lo que parece que la 
forma de la signatura se ve afectada más por otros procesos como puedan la distribución 
de la corrientes o la presencia de la costa.  
 
6.1.1.3 Categorización a priori 
Utilizando datos auxiliares e información contextual, se llevó a cabo una 
categorización a priori mediante la cual a cada una de las 1438 signaturas inicialmente 
detectadas se le asignó una categoría en función de su probabilidad de ser un vertido. Las 
cinco categorías son: vertidos verificados (VEV), vertidos probables (VEP), falsos 
positivos verificados (FPV), falsos positivos probables (FPP) y indeterminado (IND). En 
la última categoría se incluyeron más de la mitad de las signaturas, todas aquellas que no 
encajan en los grupos anteriores. Para el desarrollo de los algoritmos de clasificación, tan 
solo se utilizaron las signaturas verificadas para ambas clases (categorías VEV y FPV). El 
número de signaturas incluido en cada categoría y para cada imagen se resume en la 
Tabla 6.3. 
 
Tabla 6.3: Número de signaturas incluidas en cada categoría 
 
Categoría Total % Imágenes 
FPV 270 18.8% 20 
FPP 259 18.0% 18 
IND 810 56.3% 24 
VHP 45 3.1% 7 
VHV 54 3.8% 6 
Total 1438 100 
 
 
Vertidos verificados (VHV) 
Se utilizaron los datos recopilados por la Unidad de Observación Próxima (UOP) 
durante la catástrofe del Prestige (ver sección 4.3.2). Debido a las malas condiciones 
meteorológicas durante gran parte de la catástrofe, la detección de las manchas utilizando 
las imágenes ASAR no siempre fue posible y gran parte de las observaciones directas no 
se reflejan en las imágenes.  Muchas de estas observaciones pueden además corresponder 
con vertidos de pequeño tamaño que no producen una reducción significativa de la 
rugosidad superficial. 
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Aun así, los datos de observaciones directas puntuales nos permitieron la verificación 
de  36 vertidos a partir de 6 imágenes. Los criterios utilizados para la verificación fueron 
que la diferencia temporal entre la observación y la adquisición de la imagen fuese 
inferior a 2 horas, y que la observación se localizase en el interior del rectángulo mínimo 
envolvente (RME) de la signatura (Figura 6.9a). 
Además, a estas signaturas verificadas tenemos que añadir las 18 (para un total de 54) 
obtenidas a partir de la imagen del 17 de Noviembre. Adquirida tres días después del 
accidente, se refleja perfectamente la trayectoria seguida por el barco mientras derramaba 
gran parte del contenido de sus tanques, causando manchas de gran extensión visibles 
claramente en la imagen (Figura 6.9b). 
 
Figura 6.9: a) Verificación de vertidos mediante observaciones directas en la imagen del 3 de 
Diciembre del 2002. b) Imagen del 17 de Noviembre del 2012 en la que se observa un gran vertido 
resultante de la trayectoria del petrolero tras el accidente.  
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Vertidos probables (VHP) 
Se consideró el posible desplazamiento de las manchas observadas para asignar con 
una alta probabilidad de ser hidrocarburos a otro conjunto de signaturas, con la condición 
de que la diferencia temporal entre la imagen y la observación no excediera de 24 horas. 
Para evaluar el desplazamiento de las mancha, bien hacia adelante o hacia atrás, se utilizó 
un modelo de dispersión simple, que consideraba que las manchas se desplazaban 
principalmente como consecuencia del viento,  en su misma dirección y con una 
velocidad aproximada del 3.3% de su módulo, aproximación que obedece a la evolución 
de las manchas observada durante los primeros meses de la marea negra (Montero et al., 
2003).  
De esta forma, utilizando los datos de viento derivados del dispersómetro SeaWinds 
(ver sección 4.3.3), se obtuvo la posición estimada de las manchas observadas 
exactamente a la misma hora que la imagen, de forma que se asignaba como vertido 
probable (VEP) a las signaturas que contenían dichas observaciones en el interior de su 
rectángulo mínimo envolvente. En total, nos permitió identificar 45 posibles vertidos en 
las 26 imágenes utilizadas para el sistema de clasificación. 
 
Falsos positivos verificados (FPV) 
La verificación de 270 signaturas como falsos positivos se realizó en base a la 
comparación con los datos auxiliares disponibles (ver sección 5.4.2 para la descripción de 
la aproximaciones metodológicas) y al conocimiento del área de estudio. En la Tabla 6.4 
se resume el número de signaturas verificadas para cada tipo de falso positivo.  
Tabla 6.4: Número de signaturas verificadas en diferentes tipos de falsos positivos.  
 
Tipo de falso positivo Total % 
Bajo viento 144 53.4% 
Zona interior 73 27.0% 
Proceso atmosférico 29 10.7% 
Estuarios  15 5.6% 
Proceso oceanográfico 9 3.3% 
 
El falso positivo más común son las signaturas de baja retrodispersión que se producen 
cuando la velocidad del viento es muy baja, típicamente por debajo de 2-3 m/s. Su 
identificación se basa en la comparación de la imagen con los datos de viento disponibles. 
Las zonas de bajo viento pueden abarcar áreas muy extensas en las imágenes cuando son 
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consecuencia de la propia variabilidad de la circulación atmosférica, como en el ejemplo 
de la Figura 6.10. En esta imagen también es posible que los bajos niveles de 
retrodispersión se acentuasen por el efecto de una lluvia intensa. La comparación con 
imágenes de color, en este caso una imagen simultanea del sensor MERIS, permite la 
verificación inequívoca de estas signaturas como falsos positivos.  
Sin embargo, y como se muestra en los ejemplos de la Figura 6.11, la mayoría de estos 
falsos positivos se localizan en la zona costera, y no son más que zonas de sombra del 
viento debidas a la topografía costera o a obstáculos construidos por el hombre.  
Otro falso positivo que se puede identificar sin necesidad de datos auxiliares, son las 
signaturas causadas por la acumulación de materiales de suspensión que forman plumas 
en el estuario del río Miño (Figura 6.11c).  
 
Figura 6.10: Falso positivo de gran extensión causado por un efecto atmosférico, que se puede 
identificar mediante la comparación con la imagen MERIS simultánea (9 de diciembre de 2002).  
 
También son frecuentes las signaturas de baja retrodispersión en las zonas más 
someras e interiores de las rías, como la Ensenada de San Simón, que se comportan como 
superficies lisas salvo en los días en que los  vientos soplan con una intensidad moderada 
y en una determinada dirección.  
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Las estructuras humanas también pueden causar falsos positivos bajo ciertas 
condiciones, y así en el interior de las rías  se han observado signaturas de baja 
retrodispersión de forma poligonal causadas por la presencia de las bateas (Figura 6.11d).  
 
Falsos positivos probables (FPP) 
La clasificación de 259 signaturas en esta categoría obedece a  una interpretación 
visual basada en la similitud, en forma y en textura, con falsos positivos verificados en la 
misma u otras imágenes. La ausencia de datos auxiliares no permitió la verificación de 
estas signaturas.  
 
 
Figura 6.11: Ejemplos comunes de falsos positivos. a) Bajo viento, en el interior de la rías. b) 
Zona de bajo viento. c) Pluma fluvial. d) Estructuras humanas (polígono de bateas).  
 
6.1.1.4 Clasificación 
Parámetros de entrada 
En la Tabla 6.5 se resumen los parámetros seleccionados para el desarrollo de los 
clasificadores, y que incluyen 6 parámetros geométricos (con la distancia a la costa), seis 
radiométricos (utilizando estadísticas robustas) y dos auxiliares, relacionados con el 
viento.  
Como se mencionó en la sección 4.2.3, en algunos trabajos previos se asumía que los 
parámetros utilizados seguían una distribución normal y que no se correlacionaban entre 
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ellos, asunciones que no se cumplen en nuestra base de datos. Así, ninguno de los 
parámetros utilizados pasó la prueba de normalidad de Shaphiro-Wilk, incluso a bajos 
niveles de significancia (Tabla 6.5). Y aunque los parámetros geométricos no se 
correlacionan entre ellos o con los  parámetros radiométricos, si se observan correlaciones 
significativas entre los parámetros radiométricos, utilizando tanto estadísticas normales 
como robustas (Tabla 6.6). Las correlaciones son más significativas con estadísticas 
robustas, lo que no implica una mayor redundancia, si no que se debe a que el conjunto de 
datos es más robusto al eliminar el efecto del ruido.  
Tabla 6.5: Parámetros utilizados en los algoritmos de clasificación, mostrando los resultados de 
las pruebas de normalidad de Shapiro-Wilk. 
 
Tipo Parámetro W p-valor 
Geométricos 
Momento de segundo orden del eje principal 0.0769 0.0000 
Pendiente del eje principal 0.9939 0.0000 
Compacidad 0.9779 0.0000 
Radio área signatura/ área RME 0.9718 0.0000 
Radio de aspecto 0.7639 0.0000 
Distancia a la costa 0.8382 0.0000 
Radiométricos 
Mediana(signatura) 0.8565 0.0000 
MAD (signatura) 0.8404 0.0000 
Mediana (exterior) 0.7016 0.0000 
MAD (exterior) 0.3790 0.0000 
Mediana(gradiente) 0.8166 0.0000 
MAD (gradiente) 0.7640 0.0000 
Auxiliares 
Viento (velocidad) 0.9792 0.0000 
Viento (dirección) 0.9677 0.0000 
 
Los parámetros radiométricos asociados a valores máximos o mínimos se descartaron 
por su baja fiabilidad debido a la presencia de ruido de tipo speckle, a pesar de su 
utilización en otros trabajos. El speckle también puede causar desviaciones de la 
normalidad que afectan a la media y desviación estándar, por lo que optamos por 
estadísticas robustas en los parámetros radiométricos (Huber 1981, Roussseeuw and 
Leroy, 1987). Así, se utilizó la mediana en vez de la media para medir intensidad y la 
desviación absoluta de la mediana (MAD) (Tukey 1960, Huber 1981) en vez de la 
desviación estándar como medida de la dispersión.  
La Figura 6.12 muestra las medidas de tendencia central y de dispersión de los 
parámetros radiométricos utilizando estadísticas normales y robustas para cada tipo de 
signatura. La influencia de los valores extremos en las estadísticas normales es evidente. 
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Esto valores atípicos pueden deberse al speckle o a otros artefactos de la imagen, como la 
presencia de barcos dentro del rectángulo envolvente de la signatura. El efecto es mayor 
en los parámetros medidos en el borde (gradiente) o en el exterior de la signatura.  
Tabla 6.6: Correlaciones entre los parámetros radiométricos utilizando estadísticas robustas / 
normales. C indica estadísticas de tendencia central (mediana o media) y D de dispersión (MAD o 
desviación estándar).  
 Signatura(C)     
Signatura (D) 0.93/0.79 Signatura (D)    
Gradiente (C) 0.85/0.59 0.91/0.82 Gradiente (C)   
Gradiente (D) 0.77/0.26 0.85/0.54 0.95/0.82 Gradiente (D)  
Exterior (C) 0.80/0.72 0.86/0.73 0.86/0.77 0.86/0.51 Exterior (C) 
Exterior (D) 0.46/0.44 0.58/0.56 0.61/0.72 0.69/0.54 0.86/0.90 
 
Para comprobar la hipótesis de partida de que con los clasificadores que utilizan 
estadísticas robustas en los parámetros radiométricos se obtiene mejores resultados que 
con estadísticas normales, se aplicó un clasificador básico llamado k-NN (nearest 
neighbour) o aprendizaje basado en instancias (Fix and Hodges, 1951; Cover and Hart, 
1967, Aha et al, 1991) a la base de datos completa con cuatro combinaciones de 
parámetros de entrada: parámetros radiométricos con viento; parámetros radiométricos  
sin viento; todos los parámetros con viento y todos los parámetros sin viento. Este 
clasificador se fundamenta en que un nuevo caso se va a clasificar en base a la clase más 
frecuente a la que pertenecen sus k vecinos más cercanos. Para cada uno de las cuatro 
combinaciones se obtuvo la precisión global y la significancia variando el tamaño de la 
vecindad (k) y utilizando tanto estadísticas normales como robustas en los parámetros 
radiométricos. Los resultados del mejor clasificador para cada caso, incluido el tamaño de 
la vecindad (k), se muestran en la Tabla 6.7.  
En tres de las cuatro combinaciones se obtuvo mejores resultados utilizando las 
estadísticas robustas, mientras que para los parámetros radiométricos sin viento no se 
registraron cambios. Para la mejor combinación, parámetros radiométricos con viento, la 
utilización de estadísticas robustas supuso un incremento del 1.9% en la precisión y del 
5.3% en significancia. 
Con respecto al viento, se utilizó tanto el modulo, clave para la identificación de falsos 
positivos, como la dirección, que nos permite estudiar la relación entre la dirección del 
viento y la forma de las signaturas, en especial con el ángulo principal. Sin embargo, si 
esta relación existe no es lineal y no se encontró ninguna correlación significativa entre la 




Figura 6:12: Comparación entre las estadísticas normales (gris oscuro) y robustas (gris claro) para 
los parámetros radiométricos. Cada grupo corresponde a una categoría. Las columnas indican la 
tendencia (media o mediana) y las barras de error la dispersión (desviación estándar o MAD).  
 
La distancia a la costa, incluida dentro de los parámetros geométricos, se incluyo por 
la mayor probabilidad de falsos positivos debido a baja velocidad del viento en las zonas 
costeras. El resto de las características geométricas miden diferentes aspectos de la forma 
de las signaturas.  
 
Tabla 6.7: Resultados del mejor clasificador k-NN para cuatro combinaciones de parámetros 
utilizando estadísticas normales y robustas en los parámetros radiométricos. Para cada caso, se 
muestra la precisión global (PG), el estadístico kappa (κ) y el tamaño de la vecindad (k).  
 
 Robustas Normales 
Sin viento k PG κ k PG κ 
Radiométricos 5 91.4% 67.9% 3 91.4% 67.9% 
Todos los parámetros 3 92.9% 74.3% 5 92.6% 71.7% 
Con viento k PG κ k PG κ 
Radiométrico 1 96.0% 88.6% 1 94.1% 83.3% 
Todos los parámetros 1 94.1% 83.6% 5 93.1% 81.2% 
 
 
La Tabla 6.8 muestra una lista de los parámetros así como la media y desviación 
estándar calculadas para cada categoría. Es llamativa la variación suave y coherente de las 
estadísticas asociadas a los parámetros radiométricos a lo largo de las diferentes 
categorías, con una buena separabilidad entre categorías. Sin embargo, esta variación es 
engañosa y el grado de mezcla es en realidad alto, como se observa en los histogramas de 
la Figura 6.13.  
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Tabla 6.8: Media y desviación estándar para cada categoría de los parámetros utilizados en la 
clasificación. 
Parámetro FPV FPP IND VHP VHV 
Mediana (signatura) 140±77 129±81 92±59 61±19 59±22 
MAD (signatura) 28±16 23±16 15±10 11±4 11±4 
Mediana (exterior) 242±209 172±115 125±77 97±35 104±32 
MAD (exterior) 87±135 40±37 26±21 22±11 26±12 
Mediana (borde) 68±45 51±36 35±22 30±14 28±10 
MAD (borde) 38±28 26±18 18±11 15±7 14±5 
Momento segundo orden  247±1015 234±835 1108±8790 114±210 2497±12827 
Pendiente eje principal -4.2±22.4 -4.1±27.0 0.5±27.7 -1.6±32.5 10.7±28.9 
Compacidad 2.77±1.13 2.71±1.07 2.76±1.04 2.72±1.04 2.59±1.08 
Radio signatura/ RME 0.49±0.12 0.50±0.11 0.50±0.10 0.51±0.11 0.46±0.14 
Radio de aspecto 1.45±1.01 0.98±0.45 0.97±0.41 0.94±0.55 1.00±0.43 
Distancia a la costa 143±195 174±174 141±127 61±56 81±72 
Viento (velocidad) 8.99±2.98 8.44±3.42 8.25±3.08 7.34±1.42 8.30±0.75 
Viento (dirección) 150º±73º 125º±66º 163º±90º 148º±76º 155º±26º 
 
Conjuntos de datos 
Para el desarrollo de los clasificadores se diseñaron doce conjuntos de entrenamiento 
(Tabla 6.9) utilizando tan solo las signaturas verificadas para cada clase, vertidos (VHV) 
y falsos positivos (FPV).  
Tabla 6.9: Conjunto de entrenamiento utilizados para el desarrollo de los algoritmos de 
clasificación, indicando la combinación de parámetros y el número de elementos (N).  
Combinación de parámetros 
Número de 
parámetros 
Número de elementos 


























Figura 6.13: Histogramas para cada categoría. a) Mediana de la retrodispersión en el entorno de la 
signatura. b) MAD del gradiente en el borde.  
 
En todos los casos, la función núcleo seleccionada para las máquinas de soporte 
vectorial (SVM) es la función guassiana de base radial (RBF), debido a su simplicidad y a 
que muestra resultados ligeramente superiores para bases de datos con pocos elementos 
(Camps-Valls and Bruzzone, 2005).  
Se diseñaron seis conjuntos de entrenamiento balanceados, es decir, con el mismo 
número de vertidos que de falsos positivos, y seis no balanceados, diferenciándose entre 
ellos en la combinación de parámetros de entrada utilizada. Así, tres incluyen datos de 
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viento (modulo y dirección) y tres no, y dentro de cada grupo de tres, uno utiliza solo 
características radiométricas, otro solo características geométricas y el último todas las 
características (Tabla 6.9) 
Para los conjuntos balanceados, el número de elementos final depende del número de 
vertidos verificados. Así, para los conjuntos sin datos de viento se seleccionaron 54 falsos 
positivos entre las 270 signaturas disponibles para generar un conjunto de entrenamiento 
con 108 elementos. Para los conjuntos con datos de viento, los cuales no estaban 
disponibles para todas las signaturas, la selección se limitó a 46 de 156 falsos positivos 
para un total de 92 elementos. La selección de falsos positivos se realizó de forma 
aleatoria alternando todas las imágenes disponibles, de forma que el conjunto fuera 
representativo del total.  
Los conjuntos no balanceados sin datos de viento incluyeron todas las signaturas 
verificadas disponibles, es decir, 270 falsos positivos y 54 vertidos para un total de 324 
elementos. Al incluir los datos de viento, el conjunto de entrenamiento se redujo a 202 
elementos, con 46 vertidos y 156 falsos positivos.  
 
Clasificadores 
Como la base de datos no era lo suficientemente grande como para dividirla en un 
conjunto de entrenamiento y otro de validación, para validar los modelos se utilizó un 
procedimiento de validación cruzada de primer orden (o dejando uno fuera). Así, el 
entrenamiento se repite tantas veces como elementos tenga el conjunto de entrenamiento, 
utilizando cada vez todos los elementos menos uno, el cual se utiliza para validar el 
modelo recién entrenado (ver seccion). A continuación, con la suma de aciertos y errores 
obtenidos en la clasificación de cada elemento restante, se calcula la precisión global y el 
estadístico kappa, los cuales nos permiten evaluar la eficacia del clasificador (ver sección 
2.2.2.1).  
Se escogió la función guassiana de base radial (RBF) como función núcleo, de forma 
que para entrenar la SVM tan solo se necesita establecer a priori el valor del parámetro 
gamma (γ) correspondiente a dicha función y del parámetro de coste C. La configuración 
paramétrica (C, γ) con los mejores resultados en la clasificación (valor más alto de kappa) 
para cada conjunto de entrenamiento se seleccionó mediante la utilización de un 
procedimiento de búsqueda sistemática (grid search, ver sección 2.2.1.1), con un 
incremento de 1 para C y de 0.05 para γ. Aunque en principio la búsqueda sistemática 
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puede resultar lenta, el escaso tiempo requerido para cada validación cruzada 
(aproximadamente 10 segundos con el máximo de 324 elementos) facilitó el proceso. 
Además de los resultados de la clasificación, también se registró el número de vectores 
soporte para cada clase como una medida de la complejidad del clasificador (Tabla 6.10). 
Los clasificadores basados en redes de tipo perceptrón multicapa (MLP) se 
desarrollaron utilizando los mismos conjuntos de entrenamiento que para las SVM, con el 
objetivo de obtener resultados comparables. El diseño de las redes fue equivalente al 
propuesto por Del Frate et al. (2000), con dos capas ocultas, una única neurona en la capa 
de salida y funciones de activación sigmoideas. La topología de la red utilizada para cada 
conjunto de entrenamiento se especifica en la Tabla 6.10.  
Los resultados de la clasificación, es decir, la precisión global y el estadístico kappa, 
también se obtuvieron tras un proceso de validación cruzada dejando uno fuera (Tabla 
6.10). Debido a la aleatoriedad en el entrenamiento y a la gran variabilidad en los 
resultados de un MLP en diferentes ejecuciones, la configuración óptima para cada 
conjunto de entrenamiento se seleccionó tras repetir la validación cruzada 300 veces, 
variando la tasa de entrenamiento, el momento y/o el orden de presentación de los 
vectores de entrada. 
Tabla 6.10: Resultados de los clasificadores desarrollados utilizando tanto SVM como MLP para 
los diferentes conjuntos de entrenamiento. Además de la precisión global (PG) y del estadístico 




No balanceado (324) PGSVM κSVM SVFP SVVH PGMLP κMLP Topología 
Geométricos 91.7% 67.9% 52 42 87.7% 56.2%  
Radiométricos 93.2% 75.2% 159 37 74.0% 39.1%  
Todos 94.8% 81.0% 31 21 92.0% 72.3%  
Balanceado (108) PGSVM κSVM SVFP SVVH PGMLP κMLP Topología 
Geométricos 91.7% 83.3% 27 29 87.0% 74.1%  
Radiométricos 85.2% 70.4% 27 25 81.5% 63.0%  
Todos 88.0% 75.9% 23 24 79.6% 59.3%  
Con  Viento 
No balanceado (202) PGSVM κSVM SVFP SVVH PGMLP κMLP Topología 
Geométricos 96.0% 88.6% 41 22 91.6% 75.5%  
Radiométricos 98.0% 94.3% 20 16 93.1% 80.3%  
Todos 95.5% 87.4% 29 25 91.6% 77.0%  
Balanceado (92) PGSVM κSVM SVFP SVVH PGMLP κMLP Topología 
Geométricos 90.2% 80.4% 35 31 84.8% 69.6%  
Radiométricos 93.5% 87.0% 15 13 88.0% 76.1%  
Todos 90.2% 80.4% 18 17 85.9% 71.7%  
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El mejor clasificador es la SVM desarrollada utilizando el conjunto de datos no 
balanceado con características radiométricas y viento, con una precisión global del 98% y 
una significancia (kappa) del 94.3%. La solución de este clasificador muestra además 
bastante dispersión, ya que menos del 18% de los vectores de entrenamiento fueron 
vectores soporte.  
En el caso de las SVM, es llamativa la mayor precisión y significancia en los 
clasificadores desarrollados a partir de conjuntos no balanceados en comparación con los 
conjuntos balanceados equivalentes. El desequilibrio en el conjunto de entrenamiento 
refleja las diferentes probabilidades a priori de pertenencia a cada clase, de tal forma que 
los conjuntos no balanceados aportan información adicional al proceso de aprendizaje. 
Sin embargo, el desequilibrio también puede causar peores resultados si el clasificador 
tiende a clasificar todos los vectores de entrada como pertenecientes a la clase mayoritaria  
También la introducción de datos de viento mejora en general los resultados de las 
SVM obtenidas a partir de conjuntos de entrenamientos equivalentes, con la excepción 
del conjunto balanceado con características geométricas. En los conjuntos con datos de 
viento, los clasificadores con características radiométricas presentan un mejor 
comportamiento. Sin embargo, sin datos de viento, la SVM con todas las características 
es superior con el conjunto no balanceado y el clasificador geométrico funciona mejor 
para el balanceado.  
Con el conjunto balanceado y sin viento se obtiene el peor resultado a partir de 
características radiométricas, con un kappa del 79.4% y con la precisión más baja de 
todos las SVM (85.2%). La significancia más baja (67.9%) de las SVM se obtiene a partir 
del clasificador geométrico, no balanceado y sin viento.  
Los clasificadores basados en MLP, con resultados similares a los documentados en el 
trabajo de Del Frate et al. (2000), muestran un comportamiento similar a las SVM, es 
decir, con mayor precisión y significancia a partir de conjuntos no balanceados y con 
datos de viento. Sin embargo, los resultados de los MLP son peores en todos los casos a 
los de las SVM, tanto en precisión como especialmente en significancia, con valores que 
varían entre solamente el 39.1% y el 80.3% mientras que para las SVM nunca son 
inferiores al 67.9% y alcanzan un máximo de 94.3% en el mejor clasificador.  
El MLP con los mejores resultados se deriva del mismo conjunto de entrenamiento 
que la mejor SVM (no balanceado, características radiométricas, con viento), pero se 
obtiene una menor precisión (93.1% frente a 98%) y significancia (80.3% frente a 
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94.3%). También es llamativo que la peor clasificación utilizando MLP, con un valor de 
kappa de tan solo el 39.1%, se derivó a partir del conjunto de entrenamiento para el que la 
SVM requirió el mayor número de vectores soporte (60% de los vectores de 
entrenamiento).  
También se entrenó la SVM con el mejor resultado (no balanceado, radiométrico, con 
viento) utilizando estadísticas normales (media y desviación estándar) en vez de robustas 
(mediana y MAD). Aunque la diferencia entre ambos clasificadores no es tan acusada 
como utilizando el algoritmo k-NN, con estadísticas normales se obtuvo una menor 
precisión (95.5% frente al 98.0%) y significancia (92.8% frente al 94.3%) con dos 
vectores soporte más (38 en vez de 36). 
Finalmente, se clasificó la base de datos completa, teniendo en cuenta la división 
manual en tres categorías de las signaturas no verificadas, con el objetivo de profundizar 
en la capacidad de generalización de los diferentes algoritmos, tanto los basados en SVM 
(Figura 6.14) como en MLP (Figura 6.15). Así, un clasificador que clasifica bien las 
signaturas verificadas pero que asigna la mayoría de las signaturas no verificadas o bien a 
vertidos o bien a falsos positivos, genera dudas sobre su capacidad de discriminación para 
casos próximos al borde entre ambas clases.  
 
Figura 6.14: Resultados de la clasificación para la base de datos completa utilizando los 
clasificadores basados en SVM. Las barras muestras el porcentaje de signaturas clasificadas como 
vertidos para cada categoría. a) Sin viento, no balanceado. b) Sin viento, balanceado. c) Con 
viento, no balanceado. d) Con viento, balanceado. 
 
 159 
Las gráficas muestran el porcentaje de signaturas clasificadas como vertidos para cada 
una de las cinco categorías establecidas en la categorización a priori. La columna de la 
izquierda muestra por tanto la proporción de falsos positivos verificados (FPV) 
erróneamente clasificados como vertidos. Se observa que aunque todos los clasificadores 
basados en SVM concuerdan a grosso modo con  la clasificación  categórica, la tendencia 
no es tan clara en los MLP desarrollados a partir de los conjuntos de entrenamiento 
balanceados, lo que es indicativo de que no presentan una buena capacidad de 
generalización.  
 
Figura 6.15: Resultados de la clasificación para la base de datos completa utilizando los 
clasificadores basados en MLP. Las barras muestras el porcentaje de signaturas clasificadas como 
vertidos para cada categoría. a) Sin viento, no balanceado. b) Sin viento, balanceado. c) Con 
viento, no balanceado. d) Con viento, balanceado.  
 
6.1.2 DISCUSIÓN 
Los resultados de la validación muestran el buen comportamiento de los clasificadores 
basados en SVM en comparación con los resultados documentados en otros trabajos 
(Tabla 6.11), especialmente si consideramos los valores de significancia (estadístico 
kappa).   
En cuanto a los resultados de la generalización, existen diferencias apreciables entre 
los clasificadores en función de los parámetros utilizados y de la estrategia de 
entrenamiento. Por ejemplo, se observa una tendencia a clasificar un mayor porcentaje de 
signaturas como vertidos, incluso en el caso de las signaturas verificadas como falsos 
positivos (FPV), cuando se utilizan conjuntos balanceados. Esta tendencia se puede 
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explicar porque en estos conjuntos se pierde la información sobre las probabilidades a 
priori de pertenecer a cada clase (vertidos o falsos positivos), las cuales si se reflejan en 
los conjuntos no balanceados.  La pérdida de la capacidad de generalización en los 
conjuntos balanceados es especialmente acusada con los MLP, que en el caso del 
conjunto balanceado, con parámetros radiométricos y sin viento, clasifica más del 60% de 
las signaturas como vertidos, alejándose considerablemente de los resultados tanto de la 
verificación como de la categorización a priori.  
Tabla 6.11: Resumen de los resultados de los algoritmos propuestos en la literatura para la 
discriminación de vertidos, en base a datos de validación. Se indica el número de imágenes, 
número de vertidos totales (VHT) y verificados (VHV), número de falsos positivos totales (FPT) y 
verificados (FPV), precisión global (PG) y significancia (κ). “No” indica que no se utilizaron 
signaturas verificadas, “?” indica que no se conoce el número de signaturas verificadas, y “-“ 
indica que los datos no fueron documentados o que no se puedo calcular la significancia con los 
datos aportados. El símbolo † indica que la precisión se calculo solo con datos de vertidos.  
 Imágenes VHV/VHT FPV/FPT PG κ 
Solberg (1999) 84 No/71 No/6980 98.9% 62% 
Fiscella (2000) – Max. Prob. – 80/80 43/43 82.0% 53% 
Fiscella  (2000) –Mahal. – 80/80 43/43 83.0% 47% 
Del Frate(2000) >600 ?/71 ?/68 85.6% 71% 
Del Frate (2004) ≈70 ?/111 ?/78 95.0% – 
Solberg (2004) 164 No/53 No/7740 99.8% 86% 
Solberg (2004) 60 18/– –/– 77.8%† – 
Bertacca (2005) 3 2/2 2/2 – – 
Keramitsoglou (2006) 26 –/– –/– 88.0% – 
Mercier (2006) 3 2/– –/– – – 
Solberg (2007) 27 ?/37 ?/12110 99.3% 40% 
Solberg (2007) 59 29/– –/– 75.8%† – 
Brekke (2008) 103 –/207 –/13665 89.8% 90% 
Topouzelis (2009) 24 –/69 –/90 84.8% 81% 
Resultados tesis 26 54/54 270/270 98.0% 94% 
 
Las áreas de bajo viento son el falso positivo más común en las imágenes, de ahí que 
los datos de viento sean clave para la identificación de falsos positivos y por lo tanto para 
una buena discriminación ente ambas clases. Como consecuencia, los resultados de la 
validación muestran en general una mayor significancia y precisión en los conjuntos con 
viento. Sin embargo, los resultados de la generalización pueden resultar engañosos, ya 
que las graficas de la Figura 6.14 muestran una variación más suave en los conjuntos sin 
viento, lo que en principio se podría interpretar como una mayor capacidad de 
generalización.  Sin embargo, en los conjuntos balanceados sin viento también se acentúa 
la tendencia a clasificar como vertidos la mayoría de las signaturas no verificadas, lo que 
indicativo de una pobre capacidad de generalización. 
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En la Figura 6.14 se observa que la SVM con el mejor resultado en la validación, es 
decir, conjunto no balanceado con características radiométricas y viento, presenta también 
una buena capacidad de generalización, con una tendencia a clasificar un menor número 
de signaturas como vertidos en todas las categorías excepto en la de vertidos verificados. 
De hecho, este clasificador presenta los porcentajes más bajos de falsas alarmas, es decir, 
es el que menos falsos positivos clasifica como vertidos y el que menos vertidos clasifica 
como falsos positivos. Además de su precisión y significancia, es además uno de los 
clasificadores con una mayor dispersión en la solución, es decir, con un menor número de 
vectores soporte, lo que es indicativo de que el buen comportamiento del clasificador no 
se debe a un sobreajuste.  
Un clasificador con un comportamiento similar en la generalización a la mejor SVM 
es el MLP derivado del conjunto no balanceado, con características geométricas y viento 
(Figura 6.15). Sin embargo, este resultado no es coherente con los obtenidos en la 
validación (Tabla 6.10), que muestran valores más bajos de significancia (75.5% frente al 
94.3%) y de precisión (91.6% frente al 98.8%). Por lo tanto, la buena capacidad de 
generalización observada puede ser causada en realidad por un sobreajuste.   
Una forma de mejorar los resultados de los clasificadores, especialmente en el caso de 
los MLP, es reducir el número de parámetros de entrada mediante un análisis como el 
propuesto por Camps-Valls et al. (2004). Otra opción en la introducción de características 
innovadoras, como los parámetros de los modelos de regresión propuestos por Bertacca et 
al. (2005). En ambos casos, se necesitaría una base de datos de signaturas verificadas más 
amplia para obtener suficiente sensibilidad.   
Además de obtenerse mejores resultados, las SVM presentan ventajas adicionales 
sobre las redes MLP como  un diseño y entrenamiento más simples.  Así, el diseño de una 
SVM tan solo requiere la selección de una función núcleo, mientras que para un MLP la 
estructura es más compleja y se necesita escoger el número de capas, el número de 
neuronas por capa y las funciones de activación. En el entrenamiento de una SVM se 
obtiene una solución global y única para cada configuración paramétrica, lo que garantiza 
alcanzar una estructura óptima mediante una búsqueda sistemática. Sin embargo, el 
entrenamiento del MLP es estocástico y sin una solución global por la presencia de 
mínimos locales, por lo que se necesita repetir el entrenamiento para cada diseño para 
seleccionar la configuración de pesos óptima, la cual tampoco está garantizada.  
 162 
El coste computacional es también muy inferior para las SVM en comparación con los 
MLP. Para el problema de clasificación planteado en este trabajo, un entrenamiento 
mediante validación cruzada “dejando uno fuera” para el conjunto de 324 elementos 
requería de aproximadamente 10 segundos con un procesador Pentium 2.13 GHz en el 
caso del SVM, mientras que la ejecución equivalente utilizando MLP necesitaba de 
aproximadamente 1.5 horas. De hecho, para obtener los resultados del MLP en un tiempo 
razonable se utilizó un servidor Quad Operon.  
Otra ventaja de las SVM es que nos permite saber, a través de los vectores soporte, 
que signaturas del conjunto de entrenamiento son relevantes para la discriminación entre 
ambas clases, mientras que los MLP actúan como cajas negras y no aportan ningún tipo 
de información descriptiva. Además, la introducción de nuevas signaturas verificadas, 
bien vertidos o bien falsos positivos, permite reentrenar y mejorar las SVM sin aumentar 
de forma considerable la complejidad de los clasificadores, los cuales dependen de un 
número limitado de vectores de entrada. Sin embargo, en el caso de los MLP, la 
complejidad de las redes y del entrenamiento aumenta ya que se necesita acomodar a un 
mayor número de conexiones.  
Aunque los resultados obtenidos en diferentes trabajos son difícilmente comparables 
ya que derivan de bases de datos diferentes y en general con un número limitado de 
signaturas verificadas (Solberg et al., 2007), si se pueden obtener algunas conclusiones. 
En principio, metodologías como la distancia de Mahalanobis no son adecuadas debido al 
elevado grado de mezcla entre las clases para cualquiera de los parámetros. En cuanto al 
MLP, los resultados documentados (Tabla 6.11) no mejoran a los obtenidos mediante las 
SVM en este trabajo, especialmente si consideramos los valores de significancia, a lo que 
tenemos que unir la mayor complejidad en su diseño y entrenamiento. Los métodos 
basados en reglas de decisión utilizan una aproximación cualitativamente diferente de la 
clasificación cuya principal limitación es que requieren de una adaptación para cada 
contexto específico.   
En conclusión, las SVM son una herramienta con un gran potencial para 
complementar el trabajo de los operadores humanos en la interpretación de las imágenes 
SAR que se pueda llevar a cabo en los centros de detección y seguimiento de vertidos. 
También son importantes los datos auxiliares, especialmente el viento, la experiencia de 
los operadores y la información contextual. Así, la probabilidad de la presencia de 
vertidos en las imágenes aumenta en el caso de marea negras causadas por accidentes 
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(como en este estudio) o en zonas sensibles con un tráfico intenso de buques petroleros o 
con plataformas fijas de extracción.  
Una forma de automatizar la clasificación son las aproximaciones basadas en reglas de 
decisión, como las propuestas por Solberg et al. (2004) o Keramitsoglou et al. (2006). 
Así, la salida de uno o varios clasificadores SVM se podría añadir a otras reglas basadas 
en la experiencia de los operadores y en datos auxiliares aplicadas en un determinado 
contexto, en una cadena de decisión que nos permita determinar si la signatura detectada 
es realmente un vertido de hidrocarburos. 
 
6.2 DISTRIBUCIÓN ESPACIAL Y EVOLUCIÓN TEMPORAL DE 
VERTIDOS 
Una vez obtenido un conjunto de manchas verificadas para diferentes días es posible 
analizar la distribución espacial e incluso la evolución temporal de las mismas mediante 
la integración de la información en un Sistema de Información Geográfica (SIG). Un 
ejemplo es el estudio realizado para las dos imágenes ASAR de barrido ancho 
consecutivas adquiridas el día 2 de Diciembre del 2002 por la noche (órbita 3963, 22:31 
PM) y el día 3 de Diciembre por la mañana (órbita 3970, 10:42 AM) (Torres Palenzuela 
et al., 2006). 
No se utilizaron las imágenes completas, sino simplemente un área de estudio de 
aproximadamente 160 x 140 km (10.35ºW - 8.40ºW; 41.8ºN - 43.05ºN) coincidente en 
ambas imágenes (Figura 6.16) y localizada en el entorno de las Rías Baixas (ver sección 
1.3), desde la desembocadura del río Miño hasta el cabo Finisterre.  
 
6.2.1 APROXIMACIÓN METODOLÓGICA 
Los datos radiométricos originales (niveles de retrodispersión) para la imagen del día 
2 no estuvieron disponibles, y tan solo se pudo utilizar la imagen en formato TIF con 
niveles de gris entre 0 y 255. Para esta imagen tampoco se dispuso de información 
geográfica asociada en la cabecera, por lo que la imagen se geo-referenció aplicando un 
modelo polinomial de primer grado ajustado a partir de 30 puntos de control situados en 
la línea de costa, y cuyas localizaciones geográficas (en latitud y longitud) se extrajeron 
de un mapa digital de alta resolución. El método del vecino más próximo se utilizó para 
asignar nuevos valores a los píxeles de la imagen georeferenciada, por lo que no se 
modificaron los valores originales. El software ENVI se utilizó para este procesamiento. 
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Para la segmentación de ambas imágenes se utilizó una umbralización por zonas, 
similar a la descrita en la sección 5.2.2, aunque tanto la selección de las zonas de 
procesamiento como la obtención del umbral a partir del análisis del histograma de dicha 
zona se realizó de forma manual. Los resultados se filtraron aplicando un filtro moda(ver 
sección 5.2.3.1) y un filtrado por tamaño (ver sección 5.2.3.3), eliminando las signaturas 
más pequeñas (<50 píxeles). Los resultados de la segmentación manual realizada en este 
trabajo para la imagen del día 3 difieren  con respecto a los obtenidos con los métodos de 
segmentación automática, ya que además de aplicar diferentes algoritmos, en este caso no 
se utilizó la imagen completa. 
 
Figura 6.16: Área de estudio, mostrando el área geográfica que abarca cada imagen. 
 
El borde de las signaturas previamente segmentadas se extrajo como un polígono 
georeferenciado (ver sección 5.3.1) para poder integrar la información en un Sistema de 
Información Geográfica, de forma que se pudiera superponer a otras capas de interés  
como un mapa digital de alta resolución de Galicia, las observaciones directas de vertidos 
o los datos de viento derivados tanto del satélite QuickScat como de la estación 
meteorológica de Corrubedo, estación costera representativa del área de estudio. Se 




6.2.2.1 Distribución espacial 
En la imagen del día 2 de Diciembre (Figura 6.17) se pueden distinguir tres zonas con 
presencia de posibles vertidos: zona A, que incluye un grupo de signaturas localizadas a 9 
km al suroeste del cabo Finisterre; zona B, con dos signaturas paralelas con una 
orientación noroeste-sureste; y la zona C, con un gran mancha de más de 18 km
2 
localizada en frente de la Ría de Arousa.  
Además, en esta imagen también se pueden distinguir áreas oscuras en el interior de 
las cuatro rías, pero estas signaturas no son causadas por la presencia de hidrocarburos, 
sino que se deben a otros fenómenos. Así, alguna de estas signaturas, especialmente las 
localizadas en la parte este de las islas situadas en la boca de la rías se corresponden con 
áreas de bajo viento causadas por el efecto sombra debido a la topografía costera (ver 
sección 4.1.2.3). En cuanto a las signaturas con formas geométricas rectangulares situadas 
en el interior de la ría de Arousa se explican por la distribución poligonal de las bateas, 
estructuras flotantes utilizadas para el cultivo del mejillón y que crean zonas donde no se 
desarrolla rugosidad superficial. Finalmente, en áreas próximas a la costa de esta imagen 
se pueden observar patrones de oleaje superficial con orientación noroeste- sudeste. 
 
 
Figura 6.17: Fragmento de la imagen del día 2 de Diciembre de 2002, mostrando las tres zonas 
con posibles vertidos. 
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La imagen del 3 de Diciembre (Figura 6.18), adquirida 12 horas después, muestra una 
gran signatura de más de 60 km
2
 en frente de la ría de Pontevedra y un conjunto de 
signaturas más pequeñas dispersas al norte de esta signatura principal. Como en la imagen 
anterior, se pueden observar áreas de baja retrodispersión no causadas por hidrocarburos 
en el interior de las rías y patrones de oleaje superficial con una orientación similar.  
La integración en un SIG de los resultados de la segmentación permitió la creación de 
mapas que muestran la distribución espacial de las signaturas (Figura 4.20). Se 
identificaron 161 signaturas en la imagen del día 2 y 152 en la del día 3, aunque la suma 
de las área de posible contaminación es superior en la segunda imagen (138.2 km
2
 frente 
a 61.9 km2. 
 
 
Figura 6.18: Fragmento de la imagen del día 3 de Diciembre de 2002, mostrando la zona con el 
mayor vertido. 
 
6.2.2.2 Evolución temporal 
Utilizando los datos de observaciones visuales disponibles, se llevó a cabo una 
verificación de las manchas de hidrocarburos presentes, tal como se explica en sección 





Figura 6.19: Mapas mostrando la distribución espacial de los vertidos, así como los posibles 
movimientos entre las dos imágenes. 
El análisis es especialmente complicado al tratarse de una zona costera con una gran 
variabilidad tanto en las corrientes  como en el viento, además de que la costa puede 
cortar la progresión de los hidrocarburos. Para simplificar, se eliminaron aquellas 
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signaturas que no se pudieron asociar a ningún movimiento o que no se pudieron verificar 
como vertidos. Tras este filtrado, se obtuvieron ocho desplazamientos diferentes (Figura 
6.19), todos ellos con un movimiento en dirección sudeste (Tabla 6.12).  
La deriva de la marea negra del Prestige se explicó considerando que una  parte de las 
manchas viajaba en superficie moviéndose en la dirección del viento, mientras que otra 
parte viajaba por debajo de la superficie debido a las turbulencias superficiales (Montero 
et al. 2003).  La parte hundida se movía a menor velocidad formando una cola que se 
desviaba hacia la derecha con un ángulo entre 45º y 90º al verse afectado por el transporte 
de Ekman, movimiento de las masas de agua que se inicia en la capa superficial por la 
acción del viento con un desvío por el efecto Coriolis y que se trasmite a las capas 
subyacentes por viscosidad.  
En las imágenes SAR tan solo es visible la parte de la mancha que se encuentra en 
superficie. Se comprobó que la cola podía emerger al disminuir las turbulencias con una 
mejora de las condiciones meteorológicas, lo que causaba la aparición de nuevas manchas 
en superficie o un aumento del área de las ya detectadas. De la misma forma, al aumentar 
las turbulencias se producía un efecto de lavado y algunas manchas podían desaparecer de 
la superficie o disminuir su área.  
Los datos de viento derivados del satélite Quick Scatt muestran vientos predominantes 
de componente noroeste el 2 de Diciembre. La misma tendencia se observa en los datos 
obtenidos en la estación costera, según los cuales los vientos se mantuvieron así durante 
la noche hasta la 5AM, hora a partir de la cual comienzan a virar a componente sudoeste 
perdiendo además intensidad.  
Los vientos del noroeste pudieron por lo tanto causar el desplazamiento de las 
manchas superficiales observado entre ambas imágenes en dirección sudeste. A pesar de 
que el viento empezó a virar durante la madrugada, debido a la pérdida de intensidad tan 
solo se frenó el movimiento de los vertidos, sin que se produjera un cambio en su 
dirección.  
La presencia de un mar de fondo bien desarrollado en dirección sudeste, debido a los 
vientos predominantes de componente noroeste de los días previos, también favoreció el 
desplazamiento de los vertidos en esta dirección. Aunque el viento viró de madrugada, no 
sopló durante el tiempo ni con la intensidad suficiente para variar el comportamiento del 
oleaje, que es además claramente visible en ambas imágenes.  
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Las velocidades medias de cada desplazamiento se calcularon a partir de la distancia 
medida entre los puntos centrales del área delimitada por el conjunto de manchas 
detectado en cada imagen y del tiempo transcurrido entre ambas, algo más de doce horas. 
Los resultados, mostrados en la tabla 4.5, varían entre 0.19 y 0.31 m/s excepto para los 
movimientos 4 y 8. El movimiento 4 muestra una velocidad muy baja debido a la 
presencia de la costa frena el desplazamiento, el cual probablemente ocurrió en un tiempo 
inferior por lo que la velocidad real es mayor que la calculada. La mayor velocidad en el 
movimiento 8 se podría explicar por la mayor velocidad del viento en una zona más 
alejada de la costa.  
Las simulaciones realizadas utilizando tan solo la intensidad del viento mostraron que 
el movimiento de las manchas del Prestige se producía a una velocidad en torno al 3.3% 
de la velocidad del viento (Montero et al., 2003). Utilizando este factor, se estimó la 
velocidad del viento a partir de la velocidad media de los desplazamientos de las manchas 
(Tabla 6.12). Excluyendo los movimientos anómalos, la velocidad estimada varió entre 
5.85 m/s y 9.28 m/s, resultados que se aproximan a los derivados del QuickScatt para el 
día 2 de diciembre.  
 







del viento (m/s) 
Dirección 
(º) 
1 0.19-0.29 0.24 7.18 110 
2 0.19-0.20 0.19 5.85 122 
3 0.18-0.38 0.31 9.28 132 
4 0.07-0.17 0.12 3.73 132 
5 0.19-0.29 0.24 7.36 132 
6 0.22-0.35 0.29 8.64 132 
7 0.22-0.37 0.29 8.81 132 
8 0.35-0.37 0.36 10.85 135 
 
Finalmente, también es llamativa la diferencia en el área de las manchas detectada en 
ambas imágenes, que considerando tan solo los vertidos implicados en los desplazamiento 
descritos, pasa de 57.3 km
2
 en la imagen del día 2 a 106.6 km
2 
en la del día 3. La principal 
causa podría ser la disminución de la intensidad del viento y la mejoría en general de las 
condiciones meteorológicas, que causo una disminución de la turbulencia superficial y la 
emersión de parte de la cola, es decir, de la parte de las manchas que viajaba de forma 





Los resultados de este trabajo sugieren que las imágenes SAR son una fuente de datos 
de gran utilidad para el seguimiento de vertidos de hidrocarburos, especialmente en el 
caso de mareas negras causadas por accidentes de grandes petroleros. Además de la 
distribución espacial, y siempre que el intervalo entre imágenes sea lo suficientemente 
corto, se puede estudiar la evolución temporal de las manchas.  La disponibilidad de 
imágenes se puede aumentar, especialmente en caso de catástrofes, mediante la 
combinación de sensores de diferentes satélites.  
Los datos aportados por las imágenes sobre la localización y desplazamientos de los 
vertidos son de gran utilidad  para validar los modelos de dispersión de hidrocarburos y 
también como entrada a dichos modelos, lo que permite predecir la trayectoria seguida 
por las manchas. Toda esta información es de gran importancia para una gestión correcta 
de una marea negra, ya que permite decidir sobre las zonas a donde se deberían enviar los 
medios utilizados para la validación in situ o sobre posibles medidas de limpieza o 
prevención, como el despliegue de barreras.  
Como ya se comentó, el principal inconveniente de las imágenes SAR es que la 
detección no es inequívoca y otros fenómenos provocan signaturas similares a la de los 
vertidos. De ahí que la utilización de datos auxiliares, como el viento, que permitan la 
identificación de falsos positivos (ver sección 5.4.2), o la aplicación de algoritmos de 
clasificación (ver sección 5.5), facilitan de forma significativa la interpretación correcta 
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La clorofila a (chla) se utiliza como indicador de la productividad del océano, ya que 
se puede relacionar con la abundancia de fitoplancton al estar presente en casi todos los 
organismos fotosintéticos. Tradicionalmente, las concentraciones de clorofila se miden in 
situ utilizando diferentes tipos de instrumentos o se obtienen a partir del análisis en el 
laboratorio de muestras de agua.  En las últimas décadas, también se han desarrollado 
algoritmos para la determinación de la concentración de chla a partir de los datos 
obtenidos mediante diferentes sensores espaciales de color (Robinson, 2004), como 
CZCS, SeaWiFS, MODIS o MERIS. 
Los sensores de color son instrumentos pasivos que miden la radiancia (Mobley et al., 
2004) que alcanza al sensor a diferentes longitudes de onda (bandas espectrales) en el 
rango visible e infrarrojo cercano del espectro electromagnético (entre 380 nm y 1000 
nm). La concentración de clorofila u otros constituyentes del agua de mar se relaciona 
directamente con el color del océano, que depende de la radiación solar incidente que 
emerge tras interaccionar con la capa más superficial del mar,  y que se puede relacionar a 
su vez con la señal registrada por el sensor. A la hora de desarrollar los algoritmos, se 
debe considerar que la radiación solar sufre un proceso de dispersión y absorción por la 
atmosfera en su camino hacia y desde la superficie del mar, además de que bajo ciertas 
condiciones se puede producir reflexión desde la superficie e incluso desde el fondo 
marino en  zonas someras.  
El sensor MERIS (por las siglas en ingles de MEdium Resolution Imaging 
Spectrometer) utilizado en este trabajo en uno de los nueve instrumentos del satélite 
ENVISAT. Es un explorador de empuje (pushbroom scanner) que utiliza una cadena 
lineal de detectores para escanear el terreno en la dirección perpendicular al 
desplazamiento del satélite.  Con un ángulo de visión de 68.5º, cubre una franja de 1150 
km con una resolución de 300 m en el nadir, y permite una cobertura global cada 3 días. 
Dispone de 15 bandas programables en rango del visible e infrarrojo próximo, entre 340 
nm y 1040 nm, y con un ancho de banda entre 2.5 nm y 30 nm. El radio señal/ruido típico 
en las bandas utilizadas en estudios de color del océano es de 1700.  
Se han desarrollado diferentes tipos de algoritmos para la determinación de la 
concentración del chla a partir de los datos sensores de color, incluyendo algoritmos 
empíricos, modelos semi-analíticos y redes neuronales. Además de las ventajas e 
inconvenientes inherentes a cada aproximación metodológica, la eficacia de los 
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algoritmos depende de las características del sensor y del agua. Así, la precisión aumenta 
con una mayor resolución radiométrica y espectral, es decir, cuanto mayor sea el número 
de bandas y cuanto más estrecho sea el ancho de banda.  
En cuanto a las características del agua, Morel and Prieur (1977) diferencian dos 
clases ópticas básicas, aguas de caso 1 y aguas de caso 2. En las aguas de caso 1, típicas 
de zonas de mar abierto, el fitoplancton es predominante y el color depende 
fundamentalmente de la concentración de clorofila. Las aguas de tipo 2, típicas de zonas 
costeras con descargas fluviales, son ópticamente más complejas y presentan 
concentraciones variables de fitoplancton, materia orgánica disuelta coloreada (CDOM, 
por las siglas en inglés de Colour Dissolved Organic Matter) o sustancia amarilla y 
material inorgánico en suspensión (Figura 7.1). 
 
Figura 7.1: Diagrama triangular mostrando las principales clases ópticas de agua. Las tres 
esquinas indican predominancia de fitoplancton (P), sustancia amarilla (Y) y material en 
suspensión (S). Adaptado de Prieur & Sathyendranath, 1981.   
 
Tradicionalmente, la concentración de chla se ha estimado a partir de algoritmos 
empíricos que utilizan el radio entre las bandas azul y verde para establecer una relación 
estadística con las concentraciones medidas in situ (Gordon & Morel, 1983; Kishino et 
al., 1998; O’Reilly et al., 1998). Algunos productos estándar utilizados para estudiar la 
distribución espacial y temporal de la chla en aguas de tipo 1 a una escala global se basan 
en este radio, como son los algoritmos OC4v4 para SeaWiFS o OC3M para MODIS 
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(O’Reilly et al., 2000). En aguas de tipo-2, este radio no se puede utilizar ya que la 
radiación en el azul es absorbida por las altas concentraciones de CDOM o detritus.  Sin 
embargo, se han obtenido buenos resultados en aguas costeras e interiores con el radio 
entre el verde y el rojo o infrarrojo (Gilerson et al., 2010).  
Otra aproximación para la estimación de la chla a partir de sensores de color son los 
modelos semi-analíticos que relacionan las propiedades ópticas aparentes con las 
propiedades ópticas inherentes del agua (Carder et al., 1999; Maritorena et al., 2002). En 
aguas de caso 2, los algoritmos semi-analíticos para la determinación de la concentración 
de chla se basan en las propiedades del pico de reflectancia cercano a los 700 nm 
(Gitelson & Kondratyev, 1991; Dall’Olmo et al., 2005; Gitelson et al., 2007, 2008). Entre 
estos modelos se incluye el algoritmo para imágenes MERIS (Gons et al., 2002), el cual 
se adaptó a partir de un algoritmo previo para aguas de caso 2 (Gons, 1999) desarrollado 
utilizando datos in situ de aguas interiores de Holanda con un rango de concentraciones 
entre 3 y 185 mg m
-3
.  
La utilización de redes neuronales artificiales ha permitido una estimación más precisa 
de las concentraciones de los diferentes constituyentes del agua en aguas ópticamente 
complejas además de  una minimización de los errores atmosféricos (Thiria, 1993; Keiner 
& Yan, 1998; Keiner & Brown, 1999; Zhang et al., 2003; Schiller & Doerffer, 1999; 
Dzwonkowski & Yan, 2005; Doerffer & Schiller, 2007, 2008). Así, los algoritmos 
estándar de la Agencia Espacial Europea (ESA) para la estimación de chla, material 
particulado en suspensión y sustancia amarilla a partir de imágenes MERIS se basan en la 
utilización de redes neuronales (Doerffer & Schiller, 2007, 2008). En concreto, el 
algoritmo de chla para aguas de caso 2, denominado MERIS Case-2-Regional Processor 
(C2R), se basa en medidas in situ obtenidas en el Mar del Norte y se entrenó utilizando 
datos simulados de radiancia emergente del agua para nueve bandas entre 412 nm y 708 
nm.  
Los espectros de reflectancia obtenidos utilizando sensores de color en aguas de caso 2 
se ven afectados por la concentración de los diferentes constituyentes ópticamente 
activos. Así, un algoritmo simple de chla desarrollado a partir de una serie de imágenes 
con una situación habitual para una determinada zona, puede producir resultados no 
fiables en una situación más excepcional, por ejemplo, aguas con un predominio de 
material en suspensión tras un período de tormenta. Idealmente, la mejor estrategia sería 
el desarrollo de un algoritmo de chla diferente para cada tipo de agua, definido por unos 
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rangos de concentración para cada uno de los constituyentes ópticamente activos. El 
problema es que dichas concentraciones no se conocen a priori, por lo que varios autores 
(Moore et al., 2001, 2009; Cococcioni et al., 2004, Ressom et al., 2006) han sugerido la 
aplicación del algoritmo de agrupación (clustering) difusa c-media (FCM, por las siglas 
en ingles de Fuzzy C-Mean) (Bezdek, 1981) a los datos de reflectancia para establecer 
grupos que se pudiesen asociar con diferentes tipos de agua.  
La estimación precisa de la clorofila en la zona de las rías Baixas, en la costa gallega 
(noroeste de España), puede resultar de ayuda en los programas de detección y 
seguimiento de proliferaciones masivas de algas tóxicas. Sin embargo, los estudios 
utilizando sensores espaciales de color en esta zona son muy limitados. Algunos de los 
trabajos, en los que se utilizan datos de CZCS, SeaWiFS y MODIS, se limitan solamente 
a la zona de plataforma y excluyen el interior de las rías debido a la pobre resolución 
espacial y a la escasa precisión de los algoritmos (McClain et al., 1986; Bode et al., 2003; 
Ribeiro et al., 2005; Oliveira et al., 2009). La gran ventaja de MERIS frente a otros 
sensores es que dispone de una resolución espacial suficiente (300 m) para ampliar los 
estudios al interior de las rías, con aguas ópticamente complejas de caso 2 (Torres-
Palenzuela et al., 2005a; 2005b). 
En este capítulo se describe el desarrollo de algoritmos basados en redes neuronales de 
tipo perceptrón multicapa (MLP) para la estimación de la concentración de chla a partir 
de imágenes MERIS de alta resolución (MERIS FR) para la zona de las Rías Baixas. El 
algoritmo de agrupación difusa (FCM) se aplicó previamente a los espectros de 
reflectancia para definir una serie de grupos con el objetivo de desarrollar una red 
neuronal específica para cada grupo, utilizando datos in situ para el entrenamiento y 
validación de los algoritmos. También se compararon los resultados con los obtenidos 
mediante el algoritmo estándar de MERIS para aguas de caso 2.   
 
7.2 MATERIAL Y MÉTODOS 
7.2.1 DESCRIPCIÓN DEL ÁREA DE ESTUDIO 
Las Rías Baixas son cuatro entrantes del mar en la tierra de una gran extensión y  
localizados en la parte noroeste de la Península Ibérica, de norte a sur, rías de Muros y 
Noya, Arousa, Pontevedra y Vigo (Figura 7.2a). Son sistemas estuarinos con entradas de 
agua dulce desde los ríos que desembocan en su zona más interior, con una gran 
influencia de las mareas y de las condiciones oceanográficas de la plataforma adyacente, 
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la cual se ve afectada por eventos periódicos de afloramiento. Las rías presentan  una 
orientación suroeste-noreste, con un ancho entre 1 y 3 km en la parte interna y entre 8 y 
12 km en la parte externa, y una profundidad entre 5 y 60 m (Varela et al., 2005) . En 
todas las rías, excepto en la de Muros, la presencia de islas en su boca forma dos entradas 
(norte y sur) desde la plataforma.  
Las Rias Baixas son una zona de alto valor ecológico y elevada productividad en la 
que se desarrolla un intenso cultivo de moluscos en bateas, actividad de una gran 
importancia económica y social que se ve afectada por las frecuentes proliferaciones 
masivas de algas toxicas o HABs (Harfmul Algae Blooms). El Instituto Tecnológico para 
el Control del Medio Marino de Galicia (INTECMAR) es el organismo responsable del 
programa de detección y seguimiento de HABs en las Rías Baixas, con muestreos 
rutinarios cada semana en 41 estaciones de las cuatro rías, en los que se mide la 
concentración de chla entre otros parámetros de calidad del agua (Figura 7.2a) 
 
Figura 7.2: a) Mapa de las Rias Baixas mostrando la localización de las estaciones de muestreo 
utilizadas en el programa de seguimiento de HABs desarrollado por INTECMAR. b) Mapa de la 
ría de Vigo mostrando la localización de las estaciones utilizadas durante las campañas de barco.  
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Un estudio preliminar en la ría de Vigo durante el verano mostró que la profundidad 
del disco de Secchi varía entre 2 y 12 m. Las concentraciones máximas de chla se 
alcanzan en primavera y verano (Nogueira et al., 1997), durante el período de 
afloramiento que normalmente se extiende entre abril y octubre (Tilstone et al., 1994).  
 
7.2.2 DATOS IN SITU 
Se utilizaron dos bases de datos con concentraciones de chla (Tabla 7.1). La primera 
incluye las concentraciones determinadas mediante espectrofluorometría a partir de 
muestras recogidas entre la superficie y 5 metros de profundidad, y para el período entre 
2002 y 2004, en el marco del programa de detección y seguimiento de HABs desarrollado 
por INTECMAR.  
El segundo conjunto de datos incluye los resultados de 5 campañas de barco llevadas a 
cabo entre 2006 y 2008 durante días despejados en las rías de Vigo (Figura 7.2b) y 
Arousa. Las muestras se recogieron entre la superficie y 4 m de profundidad, y se utilizó 
un método de cromatografía líquida de alta resolución con una fase reversa C8 para la 
separación de los pigmentos y la determinación de la concentración de chla (Zapata et al., 
2000).  
Tabla 7.1: Bases de datos utilizadas en el estudio para los períodos 2002-2004 y 2006-2008. El 
número de estaciones de muestreo por ría se indica entre paréntesis. n es el número total de 
concentraciones. En los datos válidos se incluyen tan solo las concentraciones derivadas de 
escenas sin nubes y no afectadas por la reflexión solar.  





INTECMAR  2002-2004 
Muros y Noya (7)  
Arousa (10) 
Pontevedra (11)  
Vigo (6) 
181 107 0.13-7.94 








Para ambas bases de datos, el tiempo transcurrido entre la imagen MERIS y la hora en 
la que se recogieron las muestras varía entre 30 minutos y 4 horas. En total, se obtuvieron 
228 datos de chla in situ que se pudieron asociar con 15 imágenes MERIS FR, abarcando 
así un amplio rango de variabilidad espacial y temporal. En torno al 57% de los datos 
proceden de las rías de Arousa y Vigo. Las concentraciones variaron entre 0.03 y 7.94 mg  
m
-3
, con el máximo en la ría de Pontevedra (Figura 7.3). 
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Figura 7.3: Distribución de las concentraciones in situ de chla en cada una de las cuatro rías.  
 
7.2.3 IMÁGENES MERIS Y EXTRACCIÓN DE DATOS 
Se utilizaron 15 imágenes MERIS FR de nivel 1b sobre el área de estudio para el 
desarrollo y validación de las redes neuronales (Figura 7.4). Estas imágenes de alta 
resolución cubre un área de talxcual con 300 m de resolución.  Las fechas se 
seleccionaron en función de la disponibilidad de datos in situ y de la cobertura nubosa.  
 
 
Figura 7.4: Distribución de las imágenes MERIS FR utilizadas en este estudio para los períodos 
2002-2002 y 2006-2008.  
 
 Los datos básicos del producto utilizado (MERIS FR 1b) son 15 imágenes con los 
niveles de radiancia medidos por el sensor en el techo de la atmósfera (TOA radiances) 
para cada una de las 15 bandas espectrales. Además, también se adjunta un conjunto de 
metadatos con información básica (hora de adquisición, dimensiones, longitudes de onda 
de cada banda), los valores angulares (cenits y azimut) para cada píxel, una serie de 
etiquetas (flags) que permiten identificar píxeles pertenecientes a una determinada 
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categoría (línea de costa, tierra, nubes, reflexión solar) y facilitan la creación de máscaras, 
y datos de geolocalización que permite conocer las coordenadas geográficas de un píxel 
(y a la inversa).  
El  primer paso fue la aplicación  del algoritmo de corrección atmosférica (Doerffer 
and Schiller, 2008), incluido en el software gratuito Beam-4.6, para obtener los valores de 
reflectancia para 12 bandas (todas excepto las bandas 11, 14 y 15, que se utilizan en la 
corrección atmosférica). Este algoritmo, basado en la utilización de redes neuronales, es 
exclusivo para aguas de caso 2 y se entrenó con más de 200000 espectros simulados a 
partir de un modelo de transferencia radiativa. Se utilizó esta corrección atmosférica, a 
pesar de que algunas pruebas muestran una baja fiabilidad con valores bajos de 
reflectancia, por carecer de datos de campo para su mejora.  
A continuación se utilizó también el software BEAM para crear una máscara para la 
línea de costa, tierra, nubes y píxeles inválidos a partir de las etiquetas correspondientes. 
No se observaron píxeles afectados por reflexión solar (sunglint), por lo que no fue 
necesario crear una máscara específica. Tan solo se consideraron como datos válidos los 
correspondientes a áreas no enmascaradas (áreas marinas sin nubes), por lo que no se 
pudieron utilizar todas las medidas in situ (Tabla 7.1).  
Las concentraciones de chla in situ se asociaron con los datos de la imagen MERIS del 
día correspondiente, incluyendo los valores de reflectancia para todas las bandas  y tres 
valores de geometría: el cenit solar, el cenit de la imagen y la diferencia entre los azimuts 
de la imagen y solar. Para extraer los valores de la imagen y asociarlos con la 
concentración in situ, se calculó la mediana de 9 píxeles (aproximadamente 0.8 km
2
 de 
superficie) alrededor del píxel que contiene la localización geográfica exacta de la 
estación de muestreo, excluyendo los píxeles previamente enmascarados, con el objetivo 
de reducir el ruido del instrumento. La utilización de la mediana en vez de la media 
reduce el efecto de píxeles con valores extremos correspondientes a píxeles no 
enmascarados o mezclados. Además, el número de píxeles incluidos en el cálculo de la 
mediana se extrajo como un criterio de calidad, que varía entre 1 (baja calidad) y 9 (alta 
calidad). Los valores bajos de calidad indican así que la estación de muestreo se 
encuentra próxima a la costa o a áreas de nubes baja o niebla, lo cual podría afectar a los 
valores de reflectancia extraídos.  
Las redes neuronales se desarrollaron seleccionando los datos de entrada en base a dos 
niveles diferentes de calidad, para así evaluar el efecto del criterio de calidad en la 
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eficacia de los modelos. Además de los valores de reflectancia y geometría, las 
concentraciones de chla derivadas de otros algoritmos también se extrajeron utilizando la 
misma metodología (mediana de nueve píxeles) para poder compararlas con los datos in 
situ.  
 
7.2.4 AGRUPACIÓN DIFUSA (FCM) 
Los algoritmos de agrupación difusa (FCM) se aplicaron a los datos de MERIS para 
determinar el número óptimo de grupos espectrales en la base de datos, con el objetivo de 
posteriormente desarrollar una red neuronal específica para cada grupo. En principio, 
cada grupo obtenido podría representar una tipo de agua diferente desde el punto de vista 
óptico. Sin embargo, no se dispone de suficiente información de campo sobre las 
reflectancias o sobre las concentraciones de los constituyentes del agua (material en 
suspensión o CDOM) como para categorizar los grupos obtenidos como tipos de agua, de 
ahí que los grupos se utilizan solamente para delimitar el ámbito de aplicación de las 
redes neuronales.  
La técnica de agrupación difusa divide el conjunto de datos en el número previamente 
especificado de grupos, pero a diferencia de otros algoritmos no difusos, un dato dado 
(espectro de reflectancia) puede pertenecer a más de un grupo con un grado de 
pertenencia (entre 0 y 1) especificado por una función definida para cada grupo. El 
algoritmo FCM minimiza una función objetivo (Moore et al., 2009). Los grupos se 
seleccionan de forma que se minimice la distancia entre los puntos y el centro del grupo, 
ajustando los centros de forma iterativa hasta que se cumple un criterio de optimización 
previamente establecido, el cual podría ser un número máximo de iteraciones o un 
mínimo cambio residual.  
En este estudio, el algoritmo FCM se aplicó a los valores de reflectancia extraídos de 
la imagen MERIS y asociados a las medidas in situ. Se utilizó una función de pertenencia 
basada en la recíproca de la distancia entre puntos. El algoritmo requiere dos parámetros 
de entrada: el número de grupos (c) y el exponente de ponderación (m), que puede ser 
cualquier número real mayor que 1.  
El número de grupos esperado se desconoce a priori, al no disponer de suficientes 
datos in situ como para definir diferentes tipos de agua. Para determinar los parámetros de 
entrada (c y m) que permiten una agrupación óptima (Bezdek, 1981), se calcularon dos 
funciones: el coeficiente de partición (F) (Windham, 1981) y el índice de separación y 
compactación (S)(Xie and Beni, 1991). El primero es una medida del solapamiento entre 
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grupos y varía entre 0 (solapamiento entre grupos, agrupación débil) y 1 (sin 
solapamiento, agrupación fuerte). El parámetro S se define como el radio entre la 
compacidad (medida de la varianza dentro de cada grupo) y la separación (distancia 
mínima entre los centros de los grupos). Por lo tanto, valores bajos de S indican una 
mayor separación entre grupos.   
El algoritmo se aplicó así varias veces variando c entre 2 y 8 y m entre 1.1 y 3 (Tabla 
7.2), y en cada caso se calcularon los índices F y S para finalmente seleccionar la 
combinación (con un valor alto de F y bajo de S) que permite el máximo grado de 
separación entre los grupos.  
Tabla 7.2: Resumen de los resultados de la agrupación utilizando el algoritmo FCM. El 
coeficiente de partición (F) y el índice de compactación y separación (S) se calcularon para un 
rango de condiciones iniciales (c, número de grupos; m, exponente de ponderación).  
m 
c 
1.1 1.5 2 2.5 3 
F S F S F S F S F S 
2 0.99 0.19 0.91 0.16 0.80 0.17 0.71 0.20 0.64 0.25 
3 0.98 0.13 0.87 0.18 0.71 0.16 0.56 0.35 0.45 0.96 
4 0.98 0.42 0.85 0.31 0.65 0.30 0.47 0.42 0.31 14.06 
5 0.98 0.55 0.85 0.29 0.61 0.21 0.37 2.30 0.25 25.69 
6 0.98 0.50 0.84 0.27 0.58 0.33 0.25 7.26 0.21 7.64 
7 0.99 0.45 0.82 0.31 0.55 0.34 0.21 15.89 0.18 52.26 
8 0.98 0.32 0.82 0.29 0.52 0.41 0.18 18.29 0.16 111.18 
 
 
Una vez se definió el mejor algoritmo (c=3; m=1.1), a cada punto en la base de datos 
se le asigno el grupo con un valor más alto en la función de pertenencia asociada. El 
espectro de reflectancia medio y las estadísticas asociadas a los datos in situ disponibles 
se calcularon para evaluar las posibles diferencias entre los grupos.  
También se obtuvieron imágenes de clasificación a partir de las imágenes MERIS 
utilizadas en el análisis. En estas imágenes, se asigna a cada píxel marino el grupo con el 
valor más alto en su correspondiente función de pertenencia. A partir de estas imágenes 
se calculó el porcentaje de píxeles pertenecientes a cada grupo en el área de estudio.  
 
7.2.5 PERCEPTRON MULTICAPA (MLP) 
La idea inicial era desarrollar una red neuronal de tipo perceptrón multicapa (MLP) 
para estimar la concentración de chla para cada uno de los grupos obtenidos tras la 
aplicación del algoritmo de agrupación difusa. En la práctica, solo para uno de los grupos 
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se dispuso de un conjunto de datos representativo y lo suficientemente grande como para 
entrenar y validar un MLP. 
Así, se desarrollaron tres redes diferentes: una red preliminar que incluye la base de 
datos completa (NN#1) y dos redes utilizando solo los puntos pertenecientes al grupo 
mayoritario (Cluster#1): una utilizando todos los punto de dicho grupo (NN#2) y otra con 
solamente puntos con un nivel de calidad igual a 9 (NN#3), por lo que se evitaban puntos 
cercanos a la línea de costa o afectados por nubes o niebla.  
Independientemente del número de puntos incluidos en cada red, la arquitectura del 
MLP es la misma para los tres casos (Figura 7.5). Incluye una capa de entrada con 14 
nodos (11 de reflectancia y 3 de geometría), dos capas ocultas con cuatro neuronas cada 
una y una capa de salida con un único nodo asociado a las variables de salida, es decir, la 
concentración de chla. En las capas ocultas se utilizó como función de activación una 
tangente hiperbólica mientras que en la capa de salida tan solo se aplicó una función 
lineal.  
 
Figura 7.5: Arquitectura básica de las redes MLP utilizadas en este trabajo. Las variables de 
entrada incluyen 11 valores de reflectancia correspondientes a las bandas centradas en las 
longitudes de onda indicadas (en nm) y tres valores de geometría (g).  
 
Los valores de reflectancia utilizados como variables de entrada corresponden a las 
bandas 2 a 13 de MERIS (con excepción de la 11), con longitudes de onda entre 442.5 y 
865 nm. La banda 1 no se incluyó en el análisis al estar demasiado afectada por el ruido. 
Antes de introducirlos en la red, a los valores de reflectancia se les aplicó una 
transformación logarítmica.  
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Los valores de geometría utilizados son el cenit solar, el cenit de la imagen y la 
diferencia entre los azimuts de la imagen y solar. Aunque estos valores apenas varían en 
una imagen dada ya que el área de estudio es muy pequeña en comparación con el tamaño 
completo de la imagen MERIS, si muestran variaciones en diferentes imágenes en 
función de la posición relativa de la zona de las Rias Baixas. Los datos con un zenit solar 
superior a 60º se excluyeron debido al efecto de la reflexión solar (sun-glint effect). En la 
Tabla 7.3 se muestran las medias y  rangos de variación de las medidas angulares globales 
y para cada grupo.  
Tabla 7.3: Número de puntos asignados a cada grupo. Se muestra, globalmente y para cada grupo, 
la información estadística básica (media ± desviación estándar, rango de variación) asociada a la 
concentraciones de chla y a los parámetros de entrada de los algoritmos (reflectancias y 
geometría).  



















El conjunto de datos completo para cada una de las tres redes (con un número 
diferente de puntos) se divide en dos partes: un conjunto de entrenamiento, el cual incluye 
aproximadamente el 80% de los registros y se utiliza para entrenar el MLP, y el conjunto 
de validación, que incluye los restantes puntos y permite validar los algoritmos. Ambos 
conjuntos tienen que ser al azar y significativos de la base de datos completa, por lo que 
se crearon para que incluyeran puntos de todas las imágenes y que abarcaran el rango 
completo de concentraciones de chla. 
En la fase de entrenamiento se utilizó un procedimiento de validación cruzada 
dejando-uno-fuera para mejorar la capacidad de generalización y la eficacia predictiva de 
las redes (ver sección 2.1.1.2). En la fase de validación, se evaluó el ajuste del modelo en 
función de un conjunto de parámetros que comparan la concentración de chla observada 
(ChlO) y la obtenida utilizando la red (ChlM). Estos parámetros incluyen el coeficiente de 
correlación (R
2
), medida de la correlación entre los datos observados y los modelados; el 
error medio de predicción (MPE), que permite saber si el modelo infravalora (valores 
altos positivos) o sobreestima (valores altos negativos) las concentraciones observadas; el 
error cuadrático medio (RMSE) y el RMSE relativo, que se utilizan como medidas del 
error absoluto (en mg m
-3
) y relativo, respectivamente; y  finalmente la varianza de los 
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errores de predicción (VAR), que permite cuantificar la variabilidad del error.  Las 
ecuaciones se pueden consultar en el capítulo 2.  
Los resultados mostrados es la siguiente sección corresponden a las redes neuronales 
seleccionadas tras dos fases. En la primera fase se seleccionó la configuración óptima de 
la red. Para ello, se entrenaron diferentes redes variando los parámetros de entrada como 
el número de neuronas en las capas ocultas o las funciones de activación y utilizando (sin 
validación cruzada) el conjunto de entrenamiento correspondiente a los datos de alta 
calidad (nivel de calidad igual a 9) del Cluster#1. El diseño ideal se escogió en base a los 
criterios de validación, que se calcularon utilizando tanto el conjunto de entrenamiento 
como el de validación para evitar el sobreajuste. Así, se seleccionó la red con valores 
altos de R
2
, MPE próximo a cero y valores pequeños de RMSE, RMSE relativo y VAR. 
La misma configuración se aplicó a las redes que se desarrollaron con los otros dos 
conjuntos de datos (base de datos completa y Cluster#1 completo).  
En la segunda fase, cada una de las tres redes se entrenó utilizando validación cruzada 
dejando-uno-fuera, calculando en cada paso los parámetros de validación para tanto el 
conjunto de entrenamiento completo y para el de validación, y seleccionando la 
configuración óptima igual que en la fase anterior. Además, como los resultados del 
entrenamiento de las MLP varían de una ejecución a otra, la validación cruzada se repitió 
un número de veces igual al número de elementos del conjunto de entrenamiento 
utilizando un elemento diferente cada vez como primer elemento de test. Los resultados 





En la Tabla 7.2 se muestran los resultados de la aplicación del algoritmo de 
agrupación difusa (FCM) a los valores de reflectancia asociados a los datos in situ, 
variando en cada caso  los parámetros de entrada, es decir, el número de grupos (c) y 
exponente de ponderación (m). El máximo grado de separabilidad corresponde al 
algoritmo FCM con tres grupos (c=3; m=1.1), el cual se utilizó para asignar a cada uno de 
los 150 puntos válidos de la base de datos el grupo correspondiente en función del 
máximo grado de pertenencia. El número de puntos asignado a cada grupo se resume en  
la Tabla 7.3. A primera vista, se observa un grupo más grande (Cluster#1) con 
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aproximadamente el 80% de los valores y dos grupos más pequeños (Cluster#2 y 
Cluster#3).  
La Tabla 7.3 también muestra información estadística básica sobre la concentración de 
chla, reflectancias y geometría asociada al conjunto de datos completo y a cada grupo. 
Desafortunadamente, no se dispuso de datos sobre el material en suspensión o la sustancia 
amarilla (CDOM), lo que impidió llevar a cabo una caracterización más completa de los 
posibles tipos de agua asociados a cada grupo. En la Figura 7.6 se muestra el espectro 
medio de reflectancia pada cada grupo. Se observa que el Cluster#2  presenta valores más 
altos que el Cluster#1 con longitudes de onda bajas, mientras que el Cluster#3 presenta 
valores más altos en todo el espectro.  
 
Figura 7.6: Espectro de reflectancia medio para cada grupo obtenido utilizando el algoritmo FCM 




En la Figura 7.7a se muestra de una imagen de clasificación, en la que se muestra el 
grupo correspondiente a cada píxel, asignado en función del grado máximo de 
pertenencia. En teoría, el grado de pertenencia a cada grupo nos permitiría fusionar las 
concentraciones de chla obtenidas a partir de las redes neuronales específicas para cada 
grupo, generándose así mapas con transiciones suaves (Moore et al., 2009). En la 
práctica, la red neuronal tan solo se desarrolló para el Cluster#1, por lo que las imágenes 
de clasificación se utilizaron simplemente para enmascarar los píxeles pertenecientes al  
Cluster#2 o al Cluster#3 (Figura 7.7b).  
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A partir de las imágenes de clasificación, se calculó el porcentaje de píxeles 
pertenecientes a cada grupo (Tabla 7.4). La mayoría de los píxeles pertenecen al 
Cluster#1 en 12 de las 15 imágenes, con más del 80% de los píxeles en ocho imágenes. El 
Cluster#2 es predominante en dos imágenes y contiene más del 40% de los píxeles en 
otras dos. El Cluster#3 es el menos abundante en la mayoría de las imágenes, con menos 
del 2% de los píxeles en 10, aunque también es predominante en una imagen.  
 
Figura 7.7: Imagen de clasificación derivada de la imagen MERIS (17/11/2013) mediante la 
aplicación del algoritmo FMC con tres grupos. b) Mapa de chla para la misma fecha tras la 
aplicación de la red neuronal desarrollada con datos de alta calidad del Cluster#1 (MLP#3). Se 
enmascararon los píxeles pertenecientes al Cluster#2 y al Cluster#3.  
Tabla 7.4: Porcentaje de píxeles pertenecientes a cada grupo sobre el área de estudio obtenido de 
las imágenes de clasificación derivadas de las imágenes MERIS. 
 Cluster#1 Cluster#2 Cluster#3 
28/10/2002 30.48 63.22 6.31 
08/04/2003 83.69 8.00 8.31 
13/05/2003 93.53 4.49 1.98 
02/09/2003 52.28 46.63 1.09 
04/11/2003 37.39 4.28 58.33 
17/11/2003 86.81 3.90 9.30 
05/04/2004 72.91 13.44 13.65 
15/06/2004 12.00 87.35 0.65 
26/07/2004 56.11 43.18 0.71 
26/09/2006 98.68 0.15 1.16 
10/07/2007 56.22 43.47 0.31 
25/07/2007 97.74 1.49 0.77 
19/10/2007 97.83 1.48 0.69 
09/07/2008 89.55 9.16 1.28 
22/07/2008 86.43 12.88 0.69 
Media 70.11 22.87 7.02 
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7.3.2 REDES NEURONALES 
En la Tabla 7.5 se resumen el número de puntos (o registros) incluidos en cada uno de 
los tres conjuntos de datos utilizados para desarrollar las diferentes redes, tanto en el 
conjunto de entrenamiento como en el de validación.  La primera red (MLP#1) se 
desarrolló con el conjunto de datos completo y las otras dos utilizando solo registros del 
grupo principal (Cluster#1). En la Tabla 7.5 también se muestran los resultados de los 
parámetros de validación calculados a partir de los conjuntos de entrenamiento y 
validación. En principio, se espera que los resultados obtenidos a partir del conjunto de 
entrenamiento sean superiores, aunque los derivados del conjunto de validación son más 
significativos de la eficacia predictiva de las redes ya que los datos no se incluyeron en el 
proceso de aprendizaje.  
Tabla 7.5: Resumen de los parámetros de validación calculados utilizando tanto el conjunto de 
entrenamiento como el de validación para cada una de las tres redes neuronales desarrolladas en 
este estudio.  
NN Dataset N R
2
 MPE VAR RMSE RMSE % 
NN#1 (N = 150) 































NN#3 (N = 83) 

















Los resultados de las redes desarrolladas a partir de los datos del Cluster#1 (MLP#2 y 
MLP#3) fueron mejores que los obtenidos con la red que utiliza el conjunto de datos 
completo (MLP#1). Además, la red (MLP#3) utilizando solo datos de alta calidad (nivel 
de calidad igual a 9) supera al algoritmo (MLP#2) derivado del grupo completo (Tabla 
7.5).  
En la Figura 7.8 se muestra la relación entre las concentraciones de chla obtenidas 
utilizando las tres redes neuronales y los valores observados (reales), considerando en 
cada caso solamente los datos del conjunto de validación correspondiente. Se observa en 
los tres casos una clara tendencia lineal con una correlación positiva, con valores del 
coeficiente de determinación entre 0.63 y 0.86. El mejor ajuste corresponde a la red 
desarrollada con datos de alta calidad del Cluster#1 (Figura 7.8c). Las desviaciones de la 
predicción con respecto a los valores esperados (y=x) son más evidentes en la red que 
utiliza el conjunto de datos completo (Figura 7.8a). 
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Figura 7.8: Gráficos de dispersión mostrando la relación entre las concentraciones de chla 
observadas y las obtenidas utilizando cada red neuronal a partir del conjunto de validación 
correspondiente. a)  MLP#1 (conjunto de datos completo). b) MLP#2 (Cluster#1 completo). c) 




Figura 7.9: Concentraciones de chla observadas y predichas para cada punto de los conjuntos de 
entrenamiento y validación (a derecha e izquierda de la línea vertical de división, 
respectivamente), y para cada red: a)  MLP#1 (conjunto de datos completo). b) MLP#2 (Cluster#1 
completo). c) MLP#3 (puntos de alta calidad del Cluster#1). Cada banda blanca o negra en el eje X 
representa un imagen diferente, ordenadas de más antiguas a más recientes. Los puntos de cada 
imagen se ordenaron espacialmente, de norte a sur.  
 
En la Figura 7.9 se representan las concentraciones observadas y las obtenidas en la 
predicción, tanto a partir del conjunto de entrenamiento (parte izquierda de la gráfica) 
como del conjunto de validación (parte derecha de la gráfica), y para las tres redes 
neuronales. A primera vista, las redes ajustan bien las concentraciones, especialmente en 
el conjunto de entrenamiento. Sin embargo, para algunos registros se produce una 




7.3.3 COMPARACIÓN CON OTROS MODELOS 
Con el objetivo de evaluar su eficacia predictiva, se aplicó la mejor red (MLP#3) al 
Cluster#1 completo y se compararon los resultados con el obtenido mediante la 
utilización del C2R, el algoritmo estándar de MERIS para la estimación de la 
concentración de chla en aguas de caso 2. En la Figura 7.10 se muestran dos gráficos de 
dispersión que comparan los datos in situ en un caso con las concentraciones estimadas 
utilizando el algoritmo C2R (Figura 7.10a) y en el otro con las obtenidas mediante la red 
MLP#3 (Figura 7.10b). Los resultados de la de la red MLP#3 presentan un valor mucho 
más alto de correlación y valores más bajos de error (RMSE). Además, el algoritmo C2R 
tiende a sobreestimar la concentración de chla, lo cual es más evidente si consideramos 
los datos derivados de imágenes adquiridas durante meses invernales, con 
concentraciones más bajas de chla (Figura 7.11). 
 
Figura 7.10: Gráficas de dispersión que comparan las concentraciones de chla in situ con las 
obtenidas mediante algoritmos. a) Algoritmo MERIS C2R. b) MLP#3 desarrollada en este estudio. 




El mejor algoritmo FCM (c=3; m=1.1) corresponde a tres grupos espectrales, y la 
mayoría de los puntos pertenecen al Cluster#1. Éste fue el único grupo que permitió el 
desarrollo de una red neuronal específica. Además de su tamaño, abarca el rango 
completo de concentraciones de chla (entre 0.03 y 7.94 mg m
-3
) observado en la base de 
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datos y es el grupo más frecuente en las imágenes de clasificación derivadas de las 
imágenes MERIS utilizadas en el estudio, con presencia en todas ellas.  
 
Figura 7.11: Para cada imagen, se muestra la media de las concentraciones de chla in situ y de las 
obtenidas utilizando MLP#3 y C2R.  
 
Las 15 imágenes utilizadas en el análisis corresponden a 7 meses diferentes 
distribuidos en 6 años, por lo que en principio se consideran representativas de las 
concentraciones de chla y de los valores de reflectancia de la zona de estudio. Sin 
embargo, tan solo 8 de las observaciones se incluyen en el Cluster#3, por lo que parece 
corresponder a una situación bastante inusual en la Rias Baixas. Aunque en las imágenes 
de clasificación no se observa un patrón claro de distribución espacial de los píxeles 
pertenecientes a cada grupo, los píxeles pertenecientes al Cluster#2 y al Cluster#3 
aparecen frecuentemente en la línea de costa y en las partes más interiores y exteriores de 
las rías.  
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Idealmente, la utilización de datos in situ de todos los constituyentes del agua 
permitiría llevar a cabo un clasificación óptica de diferentes tipos de agua en el área de 
estudio, de forma similar a las clasificaciones realizadas en otros trabajos (Moore et al., 
2001; Feng et al., 2005). Sin embargo, la indisponibilidad de datos de material en 
suspensión y sustancia amarilla (CDOM) y el desconocimiento de las propiedades ópticas 
del agua en esta zona, sin prácticamente estudios sobre el color del océano, impidió 
cualquier intento de distinción de tipos de agua.  
Sin embargo, si se pueden extraer algunas conclusiones en relación a los grupos 
espectrales identificados en función de los datos disponibles, si asumimos que la 
corrección atmosférica es precisa. Los píxeles del Cluster#1 contienen un rango más 
amplio de concentraciones de clorofila (0.0-7.9 mg m
-3
) que los otros grupos. El espectro 
medio de reflectancia del Cluster#1 y Cluster#2 coincide para las bandas entre 620 y 685 
nm. Para los píxeles del Cluster#2, la reflectancia emergente del agua es alta en el azul 
(0.0007 sr
-1
) y disminuye al incrementar la longitud de onda, lo cual es indicativo de 
aguas azules (Froidefond et al., 2002), y el rango de concentraciones varía entre 0.2 y 3.0 
mg m
-3
. Los píxeles del Cluster#3 muestran un pico muy amplio en el espectro medio de 
reflectancia (a 510 nm y 560 nm) y concentraciones más bajas de clorofila (entre 0.3 y 1.5 
mg m
-3
). La reflectancia del Cluster#3 parece ser más alta que la de los otros dos grupos 
con longitudes de onda más larga, y los valores más altos entre las bandas 7 y 9 se 
podrían relacionar con el impacto de aerosoles atmosféricos.  
Es llamativo como cinco muestras con concentraciones muy bajas de chla y 
clasificadas en el Cluster#3, proceden de dos rías diferentes de una sola imagen adquirida 
tras un período de tormenta (17 Noviembre del 2003). 
En cuanto a los valores de geometría, no se observaron grandes diferencias entre los 
tres grupos, con un grado de mezcla muy alto, detectándose incluso la presencia de 
píxeles pertenecientes a los tres grupos en una imagen, en la cual solo se observan 
pequeñas variaciones en las medidas angulares (Figura 7.7).  
La generación de mapas de clorofila mediante la aplicación de las redes neuronales 
desarrolladas utilizando solamente datos del Cluster#1 requiere enmascarar los píxeles 
pertenecientes a los otros dos grupos. La predominancia del Cluster#1 observada en la 
base de datos también se reflejó en las imágenes de clasificación, lo que permitió un 
mapeado continúo de la clorofila sobre áreas extensas. Así, el Cluster#1 es el grupo con 
una mayor presencia en doce de las quince imágenes (Tabla 7.4), de forma que para ocho 
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imágenes se obtuvieron mapas de las cuatro Rías Baixas y en otros seis de al menos una 
de las cuatro rías. La imagen restante (15 de Junio del 2004) fue más problemática, 
aunque fue posible crear un mapa de una pequeña parte de la ría de Arousa.  
En la Figura 7b se muestra un mapa de la concentración de chla obtenida a partir la red 
MLP#3 para el 23 de Noviembre del 2003. La concentración es más alta en las zonas 
costeras adyacentes que en el interior de las rías, patrón de distribución espacial que 
puede ser consecuencia de un evento de afloramiento invernal, situación bastante inusual 
pero ya documentada y descrita en varios estudios studies  (Álvarez et al., 2003; Prego et 
al., 2007). 
Además de la generación de imágenes de clasificación, los resultados del algoritmo 
FCM se pueden utilizar como base para estudios futuros en el área de estudio que 
permitan relacionar los grupos espectrales con rangos de concentraciones in situ de los 
diferentes constituyentes del agua de mar.  
 
7.4.2 REDES NEURONALES 
Los resultados de la predicción utilizando la red neuronal entrenada con la base de 
datos completa (MLP#1) muestran una buena correlación (R2 = 0.77 con el conjunto de 
entrenamiento; R2 = 0.63 con el conjunto de validación). Sin embargo, aunque el 
algoritmo funciona bien con concentraciones de clorofila medio-bajas, no estima bien 
valores superiores a 4 mg m-3, de forma que el error de predicción medio absoluto es 
mayor a 1 mg m-3. Además, no detecta algunos picos con valores altos o bajos de chla 
(Figura 7.9a). Si consideramos el conjunto de validación como representativo, se observa 
que esta red tiende a infravalorar ligeramente los valores de clorofila (MPE = 0.08), con 
un alto porcentaje de puntos por debajo de la línea que representa la función identidad 
(Figura 7.8a). 
El principal inconveniente de la red MLP#1 es que infravalora o sobreestima la 
clorofila en puntos con valores similares de concentraciones in situ dependiendo del 
grupo espectral asociado a dichos puntos. Este efecto se puede observar en la Figura 7.8a, 
en dos registros con valores in situ en torno a los 5.5 m m-3. Por lo tanto, a pesar del buen 
ajuste, los mapas generados utilizando este algoritmo pueden producir resultados poco 
fiables.  
Los resultados de la predicción utilizando las redes entrenadas con datos del Cluster#1 
fueron bastante buenos y demuestran la eficacia predictiva de este tipo de redes.  Los 
mejores resultados se lograron utilizando solamente datos de alta calidad (MLP#3). Esta 
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red detectó los picos de alta concentración de chla tanto en el conjunto de entrenamiento 
como en el de validación (Figura 7.9c). Considerando el conjunto de validación, MLP#3 
presenta un valor negativo de MPE (MPE = -0.14) y un alto porcentaje de puntos sobre la 
función identidad (Figura 7.8c), lo que es indicativo de una ligera sobreestimación, la cual 
causa una correlación más pobre en comparación con la obtenida del conjunto de 
entrenamiento. La desviación con respecto a los valores esperados (función identidad) es 
mayor con concentraciones altas de chla, lo cual se podría explicar por el menor número 
de puntos con picos de concentración alta en el conjunto de validación, que impide un 
ajuste mejor.  
Si se analiza el conjunto de entrenamiento, MLP#3 muestra valores altos de 
correlación (R2 = 0.97) y bajos en los parámetros de error  (Rel. RMSE = 41; 
RMSE=0.32; VAR=0.10) en comparación con otros modelos, debido a que el 85% de los 
valores presentan errores de predicción absolutos (PE) inferiores a 0.5 mg m
-3
, y apenas 
se produce así sobreestimación o infravaloración (MPE=0.01).  
Los resultados de la red entrenada utilizando el Cluster#1 completo (MLP#2) fueron 
peores que los obtenidos utilizando solamente datos de alta calidad (MLP#3). En los 
píxeles con un nivel de calidad inferior a 9, al menos uno de los píxeles en su entorno está 
clasificado como tierra, nubes o niebla, lo cual podría afectar a su valor de reflectancia de 
alguna forma. El caso más común es de píxeles cercanos a la línea de costa, los cuales 
podrían estar afectados por la reflectancia del fondo, por la presencia de macroalgas o por 
un efecto de mezcla con píxeles de tierra. Sin embargo, estos efectos son difíciles de 
evaluar en la práctica, ya que se necesita considerar la profundidad, la altura mareal, el 
tipo de fondo y las condiciones de iluminación. En conclusión, es imposible saber si se 
introduce o no un error en los valores de reflectancia de la imagen, al menos que se 
disponga de datos de reflectancia in situ. 
A pesar de la incerteza, la red MLP#2 mostró correlaciones superiores a 0.75 y un 
valor de RMSE inferior a 1 mg m
-3
 para tanto el conjunto de entrenamiento como para el 
de validación. Sin embargo, este algoritmo presentó algunos problemas cuando se 
compara con la red MLP#3: no detectó algunos picos de chla con valores superiores a 6 
mg m-
3
 (Figura 7.9b) y también sobreestimó un registro del conjunto de validación, para 
el que estimó un valor de 9.4 mg m
-3
 (Figura 7.8b, Figura 7.9b), más alto que el máximo 
de chla encontrado en la base de datos. Si excluimos este registro, la red MLP#2 tiende a 
infravalorar ligeramente los valores de clorofila (MPE = 0.2 para los conjuntos de 
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entrenamiento y validación), como se observa en la Figura 7.8b, en la que la mayoría de 
los puntos se sitúan por debajo de la función identidad.  
 
7.4.3 COMPARACIÓN CON OTROS MODELOS 
Los resultados en estudios previos han mostrado buenos resultados en la validación 
del algoritmo C2R, especialmente en la zona del Mar del Norte (Peters, 2006), área de 
donde proceden la mayor parte de los datos utilizados para el desarrollo de este algoritmo. 
También se han encontrado correlaciones razonablemente buenas con las concentraciones 
de chla in situ en aguas interiores (Alikas & Reinart, 2008; Odermatt et al., 2010).  
Sin embargo, en nuestro estudio, el algoritmo C2R mostró una relación no lineal con 
los datos in situ (Figura 7.10a) y una tendencia a sobrestimar las concentraciones de chla, 
especialmente con valores bajos (Figura 7.11). También se observó que la eficacia 
predictiva del algoritmo C2R mejoró para el período entre 2006 y 2008. Los malos 
resultados generales se podrían explicar por las concentraciones relativamente bajas en el 
área de estudio (normalmente inferiores a 3 mg m-3), y considerando que el rango de 
concentraciones abarcado por el algoritmo C2R es mucho más amplio. Además, eventos 
de carácter regional como el afloramiento o la introducción de agua dulce en las rías a 
través de números ríos de pequeño tamaño, causan cambios temporales y espaciales en la 
abundancia y composición del fitoplancton y en consecuencia en las propiedades ópticas 
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Las proliferaciones masivas de algas tóxicas (HABs, por las siglas en ingles de 
Harmful Algae Blooms) son un fenómeno cada vez más frecuente en áreas costeras de 
todo el mundo (Hallegraeff et al., 2003; Sellner et al., 2003; Cullen, 2008). Debido al 
fuerte impacto económico y ecológico, los modelos de predicción son una herramienta  de 
gran utilidad para la detección temprana de estos eventos y así aumentar la efectividad de 
los programas de de gestión.  
Se han propuesto varios modelos de predicción numérica de HABs para diferentes 
zonas y especies (Glibert et al., 2005; Lane et al., 2009; Anderson et al., 2010; Raine et 
al., 2010; Volf et al., 2011). También se han utilizado diversas técnicas de aprendizaje 
automático para lograr una predicción más rápida y precisa. Así, Blauw et al. (2006) 
desarrollaron un sistema de predicción basado en técnicas de lógica difusa para varias 
especies de fitoplancton en diferentes áreas costeras de Europa. También podemos 
encontrar varios estudios, tanto en sistemas de agua dulce (Recknagel et al., 1997; Wei et 
al., 2001; Lee et al., 2003) como en áreas costeras (Lee et al., 2003; Velo-Suárez y 
Gutiérrez-Estrada, 2007), que muestran la gran capacidad predictiva de las redes 
neuronales artificiales a corto y medio plazo. Recientemente, la utilización de máquinas 
de soporte vectorial (SVM), ha permitido obtener una mayor precisión que otros modelos 
y con una convergencia más rápida (Gokaraju et al. 2011; Ribeiro and Torgo, 2008). 
En cuanto a las variables de entrada, la mayoría de los sistemas de predicción utilizan 
variables ambientales que se puedan relacionar con la abundancia de la especie que se 
predice, como la temperatura, la salinidad o la concentración de nutrientes. En algunos 
casos también se han incluido otro tipo de variables. Así, algunos modelos de predicción 
numérica incorporan imágenes de satélite, como en el sistema operacional descrito por 
Stumpf et al. (2009) para la detección temprana de eventos de Karenia brevis en el 
suroeste de Florida (USA). En el trabajo de Lee et al. (2003) para la predicción de eventos 
de Skeletonema en las aguas costeras de Hong Kong utilizando redes neuronales, la 
mayor eficacia se logra mediante la introducción de la abundancia de dicha especie en las 
semanas precedentes.  
Pseudo-nitzschia en un género de diatomea con una amplia distribución geográfica y  
el principal causante de proliferaciones de algas en sistemas de afloramiento. Incluye 
varias especies tóxicas cuya acumulación a lo largo de la cadena trófica causa efectos 
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perjudiciales en  organismos marinos y  seres humanos, en concreto la presencia de ácido 
domoico causa la llamada intoxicación amnésica.  
Se han propuesto diferentes aproximaciones metodológicas para la predicción de 
eventos de esta diatomea. Lane et al. (2009) propuso un modelo de regresión logística 
para la Bahia de Monterey (Estados Unidos) utilizando varias variables ambientales,  
incluido el índice de afloramiento. Palma et al. (2002) describieron un modelo estadístico 
en la Bahía de Lisboa basado en datos de temperatura y en la periodizad de los eventos de 
afloramiento. Anderson et al. (2009, 2010) aplicaron métodos estadísticos en 
combinación con imágenes de satélite para la zona de Santa Barbara (USA), e 
identificaron como variables relevantes la salinidad, la temperatura y el mes.  
En este capítulo se describe un método para la detección temprana de HABs de 
Pseudo-nitzschia spp. en la zona de las Rías Baixas, en la costa de Galicia (noroeste de 
España). El método consiste en la aplicación de dos clasificadores basados en SVM, un 
modelo de presencia/ausencia y otro para discriminar entre situaciones de bloom y no 
bloom. Los modelos se desarrollaron utilizando una base de datos histórica que incluye 
datos de abundancia de esta diatomea así como parámetros meteorológicos y de calidad 
de agua.  
. 
8.2 MATERIAL Y MÉTODOS 
8.2.1 ÁREA DE ESTUDIO 
Los HABs son un fenómeno bien documentado en zona de las Rías Baixas (ver 
sección 1.3, Figura 8.1), con varios estudios desde la década de los 50 sobre su dinámica, 
distribución y niveles de toxicidad así como sobre las condiciones oceanográficas y 
meteorológicas favorables para su desarrollo (Margalef, 1956; Tilstone et al., 1994; 
Figueiras et al., 1994; GEOHAB, 2005). Los blooms asociados al género  Pseudo-
nitzschia son de los más frecuentes, y  esporádicamente se asocian con incrementos 
abruptos y a corto plazo de la concentración de ácido domoico (Trainer et al., 2010).  
La Rias Baixas son sistemas  con una dinámica compleja, lo que plantea dificultades 
para la predicción del HABs, las cuales resultan perjudiciales  para el cultivo de moluscos  
que se desarrolla en la zona e incluso entrañan riesgos para la salud humana. (GEOHAB, 
2005; Rodríguez et al., 2011). El Instituto Tecnológico para el Control del Medio Marino 
de Galicia (INTECMAR) es el organismo responsable del programa de detección y 
seguimiento de HABs en las Rías Baixas, con muestreos rutinarios semanales en los que 
 201 
se mide la abundancia de Pseudo-nitzschia  spp. (y otras especies) y otros parámetros de 
calidad del agua, además de los niveles de biotoxinas en mejillones y otros moluscos.  
 
 
Figura 8.1: a) Mapa de localización del área de estudio (costa de Galicia, noroeste de España). b) 
Mapa mostrando la localización de las estaciones de muestreo en el área de estudio.  
 
8.2.2 BASE DE DATOS 
La base de datos utilizada en este estudio consiste de 1471 registros válidos con los 
datos recopilados por INTECMAR como parte de su programa de seguimiento de HABs 
para el período entre 1992 y 2000. Cada registro incluye la abundancia de Pseudo-
nitzschia  spp. y una serie de parámetros meteorológicos y de calidad de agua.  
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En cada una de las cuatro Rias Baixas se incluyen dos estaciones, una localizada en la 
parte interior y otra en la parte externa (Figura 8.1b). En el desarrollo de los clasificadores 
tan solo se incluyeron los datos de las estaciones externas, las cuales se localizan en la 
boca de la rías y se consideran así representativas de las condiciones de la plataforma.  
Los datos de las estaciones internas, más afectadas por procesos locales como las 
descargas fluviales, se utilizaron como conjunto independiente para la validación de los 
modelos y valorar así su eficacia predictiva.  
 
Tabla 8.1: Número de registros para la base de datos completa (C) y para los conjuntos de 
entrenamiento (E) y validación (V) utilizados para desarrollar los modelos de presencia/ausencia 
(P/A) y bloom/no bloom (B/NB#1: base de datos completa; B/NB#2: solo datos de presencia). Se 
indica el número total (TOT), por categoría (AU: ausencia; PR: presencia; NB: no bloom; B: 
bloom), por ría (M: Muros; A: Arousa; P: Pontevedra; V: Vigo) y por estación (1 de enero – 31 de 
marzo; 2: 1 de abril – 30 de junio; 3: 1 de julio – 30 de septiembre; 4: 1 de octubre – 31 de 
diciembre).  
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Las abundancias totales de Pseudo-nitzschia spp. (en células L-1)  se determinaron 
mediante recuento celular por microscopía óptica, utilizando un microscopio óptico 
invertido con aumento de 250x y 400x (Utermöhl, 1958). Se establecieron cuatro 
categorías en base a los datos de abundancia: ausencia (<100 células L-1), presencia 
(>100 células L-1), no bloom (<105 células L-1) y bloom (>105 células L-1). Aplicando 
una transformación logarítmica (base 10) los umbrales son 2 para presencia/ausencia y 5 
para bloom/no bloom. El número de muestras en cada categoría se resumen en la Tabla 
8.1.  
Las variables utilizadas para el desarrollo de los clasificadores se seleccionaron en 
base a dos criterios: que se pudieran relacionar con la abundancia de Pseudo-nitzschia 
spp. y que fueran predecibles a corto plazo. En total, se escogieron 11 variables de 
entrada, tres categóricas (ría y ocurrencia de blooms en semanas previas) y ocho 
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numéricas (Tabla 8.2), incluyendo día del año, temperatura, salinidad y varios índices de 
afloramiento (IA).  
Tabla 8.2: Estadísticas básicas calculadas para cada parámetro numérico (IW: índice de 
afloramiento) utilizando el conjunto de datos derivado de las estaciones exteriores. Se muestra 
también el valor mínimo y máximo utilizado para escalar cada parámetro.  








Día del año - - - 2 365 1 366 
Temperatura ºC 14.75 1.38 11.30 19.11 10 20 













IW -1d -7.26 916.52 -4821 3054 
IW -2d -7.23 1014.94 -5020 3048 
IW -3d -21.62 1032.05 -5020 2915 
IW -4d -1.05 992.25 -5402 2915 
 
Entre los parámetros ambientales disponibles, tan solo se utilizaron la temperatura (T) 
y la salinidad (S) ya que se pueden predecir utilizando los modelos locales ejecutados de 
forma operacional por la agencia meteorológica regional (MeteoGalicia). Además, 
Trainer et al. (2010) asociaron estos dos parámetros con las proliferaciones de Pseduo-
nitzschia spp. en sistemas de afloramiento. La temperatura y la salinidad se midieron 
entre la superficie y cinco metros de profundidad utilizando un CTD (Seabird Model 25). 
Otros parámetros, como el pH o las concentraciones de nutrientes, no se utilizaron debido 
a discontinuidades en la serie temporal y a la ausencia de modelos de predicción fiables.   
El índice de afloramiento (Iw) se calculó para el día de muestreo y para los cuatro días 
previos para así tener en cuenta su evolución temporal. Los índices (Ecuación 8.1) se 
estimaron utilizando el método de Bakun (1973) a partir de los datos de viento derivados 
de los mapas históricos de presión proporcionados por MeteoGalicia.  
 
                                      m3/(s·km) (8.1) 
 
En la ecuación anterior, τy es el componente meridional de la fuerza del viento (N m
− 
2
), ρW es la densidad del agua de mar (1025 kg m
− 3





 a 42º de latitud), ρa es la densidad del aire (1.2 kg m
− 3
 at 15ºC), CD es un coeficiente de 
arrastre empírico adimensional (1.4 10
− 3
 según Hidy, 1972) y W y Wy son la media 
diaria del modulo del viento y de su componente meridional, respectivamente.  
La influencia del afloramiento en el desarrollo de blooms de Pseudo-nitzschia spp. ha 
sido estudiada por varios autores (Pitcher et al., 2010). La predicción a corto plazo de 
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estos índices también es posible utilizando datos de viento derivados de  modelos de 
predicción meteorológica.   
La ocurrencia de blooms de Pseudo-nitzschia spp. en la semana previa (Bloom-1w) y 
dos semanas antes del muestreo (Bloom-2w) se definió utilizando un valor entre 1 y 15 
que se asocia con las rías donde se detectó el bloom, mientras un valor de cero indica que 
no se produjo ningún episodio.  Se incluyó el factor espacial en estas variables temporales 
ya que se ha documentado un transporte de los blooms desde unas rías hacia otras 
(Tilstone et al., 1994; Spyrakos et al., 2011). 
Finalmente, la ría (CRia), definida mediante un valor entre 1 y 4, y el día del año 
(Daño), se relacionan con las variaciones espaciales y temporales en la abundancia de 
Pseudo-nitzschia spp.  
 
8.2.3 MODELOS DE PREDICCIÓN 
Los clasificadores basados en SVM (ver Capitulo 2 para detalles), se desarrollaron 
utilizando la librería LIBSVM, que implementa un algoritmo de optimización secuencial 
mínima (Chang and Lin, 2011) para resolver el problema de optimización cuadrática, es 
decir, para entrenar la SVM. La función núcleo escogida para todos los casos fue la 
función gaussiana de base radial (RBF), de forma que cada modelo tan solo requiere dos 
parámetros de entrada (parámetro de coste C  y γ).  
Para evaluar la eficacia de los clasificadores se utilizaron dos parámetros, la precisión 
global (PG) y el estadístico kappa (κ), que nos permite obtener una medida de la 
significancia (ver ecuaciones en sección 2.2.2.1). También se registró la precisión 
individual para cada clase.  El estadístico kappa  se considera una medida más robusta 
que la precisión global, de la cual se pueden extraer conclusiones erróneas si las 
precisiones individuales para cada clase son muy diferentes, especialmente en conjuntos 
no balanceados como los utilizados en este trabajo. 
Tanto los modelos de presencia/ausencia como los bloom/no bloom se desarrollaron a 
partir de los datos registrados en las estaciones de muestreo exteriores localizadas en la 
boca de las Rías Baixas (1471 registros).  También se desarrollaron  modelos bloom/no 
bloom utilizando solamente datos de presencia (983 registros).  
Cada conjunto de datos se dividió en dos conjuntos independientes y 
complementarios: el conjunto de entrenamiento, con aproximadamente el 80 % de los 
registros, y el de validación, que incluye los datos restantes. Ambos conjuntos deben ser 
representativos del conjunto completo, abarcando el mismo rango espacial y temporal. 
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Con este objetivo, se desarrolló un algoritmo simple para generar el conjunto de 
validación mediante una selección al azar variando la clase (presencia/ausencia y 
bloom/no boom), la ría y la estación.  Como resultado, ambos conjuntos muestran un 
porcentaje similar de puntos en cada categoría, tal como se muestra en la Tabla 8.1.  
Se utilizaron cuatro combinaciones de variables de entrada para cada conjunto de 
datos, etiquetadas con las letras desde la A hasta la D (Tabla 8.3). La combinación A 
incluye todas las variables; B usa todas las variables ambientales, excluyendo  el factor 
espacial (CRia) y la evolución temporal (Daño); C excluye también la información sobre 
la ocurrencia de blooms en semanas previas (Bloom-1w y Bloom-2w) y D incluye 
solamente los índices de afloramiento, que según algunos autores es la única variable 
necesaria para predecir los episodios de Pseudo-nitzschia (Palma et al., 2010). 
 
Tabla 8.3: Combinaciones de parámetros utilizadas para el desarrollo de los modelos.  
Modelo Parámetros 
A Afloramiento, Temperatura, Salinidad,  Bloom-1w, Bloom-2w, Día del año, Ría 
B Afloramiento, Temperatura, Salinidad,  Bloom-1w, Bloom-2w 
C Afloramiento, Temperatura, Salinidad 
D Afloramiento 
 
Los datos de entrada se escalaron linealmente a un rango entre -1 y +1 antes de 
entrenar los clasificadores para evitar una mayor influencia en los resultados de los 
parámetros con mayores rangos numéricos (Sarle, 1994). Los parámetros categóricos 
(Bloom-1w, Bloom-2w, CRia) se convirtieron previamente en datos numéricos. Los 
valores mínimos y máximos utilizados para escalar cada variable numérica se muestran 
en la Tabla 8.2. 
Los conjuntos de datos utilizados en este trabajo no están balanceados (Tabla 8.1), ya 
que la cantidad de registros en una de las clases (presencia o no bloom) supera al de la 
otra (ausencia o bloom). El desequilibrio puede producir  peores resultados debido a que 
la clasificación se inclina hacia la clase mayoritaria. Entre las aproximaciones propuestas 
para resolver este problema (ver sección 2.2.1.2), en este trabajo  optamos por la 
utilización de SVM ponderadas (Suykens et al., 2002). Así, el parámetro de coste se 
pondera utilizando un peso diferente para cada clase  para mejorar la precisión de la clase 
minoritaria aunque suponga un posible incremento del error en la clasificación de la clase 
mayoritaria.  Se debería aplicar un peso mayor a la clase con menos registros. En la 
práctica, se utilizó el porcentaje de registros en cada clase como peso para la otra.  
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Para seleccionar los parámetros de entrada óptimos (C y γ) para cada conjunto de 
datos y combinación de parámetros,  se realizó una búsqueda sistemática (ver sección 
2.2.1.1) y se seleccionó el clasificador con una mayor eficacia. Para asegurar la capacidad 
de generalización y evitar un posible sobreajuste, tan solo se consideraron los resultados 
obtenidos a partir del conjunto de validación independiente.  
La búsqueda sistemática se implementó en dos fases: una primera búsqueda de 
aproximación con valores exponencialmente crecientes (C =2
-5
, 2
-3,…, 215; γ = 2-15, 2-13, 
…,23) y una segunda búsqueda de selección en torno a los valores obtenidos en la 
aproximación. Los resultados mostrados en la siguiente sección corresponden al modelo 
con la mejor configuración paramétrica.  
 
8.3 RESULTADOS Y DISCUSIÓN 
8.3.1 OBSERVACIONES 
En principio, no se observó ninguna relación obvia, ni lineal ni no lineal, entre los 
parámetros de entrada seleccionados y la abundancia de Pseudo-nitzschia spp. Sin 
embargo, si se observaron algunos patrones espaciales o temporales  que relacionan la 
ocurrencia de muestras categorizadas como blooms o ausencia con la variabilidad 
observada en los parámetros de entrada.  
Tabla 8.4: Número total de semanas muestreadas y afectadas por blooms de Pseudo-nitzschia spp. 
para cada ría y año.  
Año Total Bloom 
Vigo Pontevedra Arousa Muros 
Total Bloom Total Bloom Total Bloom Total Bloom 
1992 39 20 33 7 32 8 37 10 33 12 
1993 51 22 45 5 44 15 47 6 38 9 
1994 49 17 45 9 44 10 48 7 40 13 
1995 51 16 44 9 43 9 50 7 44 8 
1996 52 15 49 5 49 9 52 6 43 6 
1997 52 11 47 7 44 7 52 5 42 7 
1998 51 18 46 12 44 14 50 8 40 9 
1999 36 10 31 2 30 8 31 3 29 3 
2000 21 8 16 5 16 4 24 1 23 4 
Total 402 137 356 61 346 84 391 53 332 71 
Media 44.67 15.22 39.56 6.78 38.44 9.33 43.44 5.89 36.89 7.89 
 
 
La distribución de los episodios de Pseudo-nitzschia spp. no fue espacialmente 
homogénea, de forma que la mayoría se detectaron en la ría de Pontevedra (33.6%), 
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seguida por  las rías de Muros (28.8%), Vigo (21.8%) y  Arousa (15.8%.) (Tabla 8.1). Los 
blooms de la ría de Pontevedra no solo ocurren de forma más frecuente, ni no que 
también presentan una mayor duración (Tabla 8.4). Álvarez-Salgado et al. (2008) 
analizaron series temporales de datos de extracción de mejillón en las Rías Baixas, 
mostrando que los polígonos de bateas de la ría de Pontevedra permanecían más tiempo 
cerrados debido a la ocurrencia de HABs. También observaron una correlación positiva 
entre los días de cierre de los polígonos de bateas y los tiempos de renovación de las rías.  
La distribución mensual de los registros categorizados como bloom y ausencia 
evidencia patrones de distribución espacial que asocian con el día del año (Tabla 8.5). La 
Tabla 8.5 muestra solamente datos de años completos (entre 1993 y 1998), de forma que 
el porcentaje de muestreos por mes es homogéneo, solamente un poco inferior en los 
meses de invierno debido al peor estado del mar. Un 86% de los blooms se detectaron 
entre mayo y septiembre (65.31% entre junio y agosto), mientras que el porcentaje fue 
muy bajo entre octubre y abril, incluso nulo entre diciembre y febrero. El mes con un 
mayor porcentaje de muestras categorizadas como bloom fue julio (42.47%), seguido de 
junio (29.27%) y agosto (29.12%). Estos resultados concuerdan con los estudios previos 
en la zona, los cuales muestran que Pseudo-nitzschia spp. es un género muy común en 
primavera y finales de verano (Figueiras & Rios, 1993; Trainer et al., 2010).  
En cuanto a la distribución temporal de la clase ausencia, es opuesta a la de los blooms 
(Tabla 8.5). Así, el 82.6% de estas muestras se identificaron entre octubre y abril, 
mientras que en verano apenas aparecen (2.65% entre julio y agosto). Las condiciones 
ambientales dominantes durante los meses de invierno son aparentemente no favorables a 
la ocurrencia de episodios de esta diatomea, y en enero y febrero más del 80% de las 
muestras se clasificaron así como ausencia.  
Además, la distribución espacial y temporal de los episodios de Pseudo-nitzschia spp. 
no fue homogénea a través de los años abarcados en la base de datos (Tabla 8.4). Los 
resultados muestran anomalías positivas en 1992 y 1993, con más de 20 semanas de 
bloom, y anomalías negativas en 1997, 1999 y 2000, con menos de 11 semanas. El 
cambio de anomalías positivas  al principio de la década a anomalías negativas al final se 
podría relacionar con la variabilidad climática. Aunque la base de datos es relativamente 
corta para detectar cambios a larga escala, se observó un aumento de la temperatura 
superficial principalmente a finales de primavera y en verano. La temperatura superficial 
se ha incrementado globalmente en la parte norte del sistema de afloramiento de las Islas 
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Canarias y el afloramiento se ha debilitado (Pardo et al., 2011). Estos cambios  se han 
asociado con la variación estacional del Índice del Atlántico Norte (NAO).  
Si analizamos los datos por ría es más complicado establecer patrones generales. Por 
ejemplo, la anomalía positiva de 1992 se debe a eventos que duraron más tiempo que el 
habitual en las rías del norte (Muros y Arousa), mientras que la de 1993 se explica por el 
elevado número de semanas con bloom en la ría de Pontevedra. En general, la ría de 
Pontevedra fue la más afectada por blooms en todos los años menos en 1992 y 1994, en 
que fue superada por la ría de Muros, mientras que en las rías de Arousa y Vigo la 
duración de los episodios es menor.  
 
Tabla 8.5: Distribución mensual de las muestras clasificadas como ausencia y bloom, utilizando 
datos entre 1993 y 1998. NS: Número total de muestras; %S: porcentaje del total de muestras; NA: 
número de muestras de ausencia; %A: porcentaje del total de muestras de ausencia; %SA: 
porcentaje de muestras de ese mes clasificadas como ausencia; NB: número de muestras de bloom; 
%B: porcentaje del total de muestras de bloom; %SA: porcentaje de muestras de ese mes 
clasificadas como bloom.  
Mes NS %S NA %A %SA NB %B %SB 
1 164 7.43 145 16.02 88.41 0 0.00 0.00 
2 161 7.29 139 15.36 86.34 0 0.00 0.00 
3 174 7.88 107 11.82 61.49 14 4.76 8.05 
4 188 8.52 95 10.50 50.53 5 1.70 2.66 
5 190 8.61 43 4.75 22.63 30 10.20 15.79 
6 205 9.29 7 0.77 3.41 60 20.41 29.27 
7 186 8.43 17 1.88 9.14 79 26.87 42.47 
8 182 8.25 18 1.99 9.89 53 18.03 29.12 
9 195 8.84 39 4.31 20.00 31 10.54 15.90 
10 192 8.70 73 8.07 38.02 20 6.80 10.42 
11 188 8.52 100 11.05 53.19 2 0.68 1.06 
12 182 8.25 122 13.48 67.03 0 0.00 0.00 
 
 
Las diferencias en la topografía y en los vientos locales podrían influir en la 
distribución espacio-temporal de los blooms (Spyrakos et al., 2011), la cual también se 
puede ver afectada por  el arrastre de la diatomea hacia la superficie durante el 
afloramiento y por una selección de las especies en función de la disponibilidad de micro 
y macronutrientes específicos. Desafortunadamente, esta hipótesis no se pudo comprobar 
al no disponer de datos sobre la composición específica de Pseudo-nithzschia ni sobre las 
concentraciones de los diferentes nutrientes. 
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Figura 8.2: Evolución temporal de la temperatura (línea gris oscura) y de la abundancia de 
Pseudo-nitzschia spp. (columnas en gris claro). Las líneas horizontales negras indican los umbrales 
de presencia/ausencia (log10-abundancia igual a 2) y bloom/no bloom (log10-abundancia igual a 
5). Los números de 1 a 4 indican la estación. 1: 1 de enero – 31 de marzo; 2: 1 de abril – 30 de 
junio; 3: 1 de julio – 30 de septiembre; 4: 1 de octubre – 31 de diciembre.  
 
En la Figura 8.2 se muestra la evolución de la temperatura y de la abundancia de 
Pseudo-nitzschia spp. con el tiempo. A primera vista, la temperatura sigue un patrón 
estacional con valores más bajos en invierno (estaciones 4 y 1 en la Figura 8.2). Sin 
embargo, procesos eventuales como afloramientos y hundimientos pueden causar 
cambios bruscos en la temperatura. La mayoría de los blooms observados en la Figura 8.2 
(log10-abundancia mayor que 5) coinciden con una disminución de la temperatura durante 
primavera y verano (estaciones 2 y 3), la cual se puede relacionar probablemente con 
eventos de afloramiento. Por otro lado, los períodos de ausencia (log10-abundancia menor 
que 2) se asociaron con las temperaturas incluso más bajas del invierno. Así, la 
temperatura es un parámetro clave para los modelos de presencia/ausencia debido a la 
temperatura es normalmente más baja en condiciones de ausencia, pero por si misma no 
es suficiente para identificar condiciones de bloom ya que ambas clases (bloom y no 
bloom) muestran valores similares y el grado de mezcla es alto (ver valores medios en la 




Tabla 8.6: Media y desviación estándar de las variables numéricas para cada clase 
(presencia/ausencia y bloom/bloom). 
Variable Ausencia Presencia No bloom Bloom 
Temperatura 14.25±1.35 14.99±1.33 14.74±1.44 14.79±1.07 
Salinidad 34.69±1.06 35.30±0.59 35.01±0.87 35.56±0.28 
IW -99.07±1096 108.57±866 -5.38±974 277.92±790 
IW -1 -108.11±936 42.81±903 -14.95±946 33.41±743 
IW -2 -78.34±1015 28.08±1013 -24.37±1041 83.41±862 
IW -3 -119.70±1116 27.08±985 -27.72±1068 10.64±819 
IW -4 -65.74±1006 31.06±984 -4.59±1020 17.65±833 
 
 
Figura 8.3: Evolución temporal de la salinidad (línea gris oscura) y de la abundancia de Pseudo-
nitzschia spp. (columnas en gris claro). Las líneas horizontales negras indican los umbrales de 
presencia/ausencia (log10-abundancia igual a 2) y bloom/no bloom (log10-abundancia igual a 5). 
Los números de 1 a 4 indican la estación. 1: 1 de enero – 31 de marzo; 2: 1 de abril – 30 de junio; 
3: 1 de julio – 30 de septiembre; 4: 1 de octubre – 31 de diciembre.  
 
El patrón de distribución de la salinidad es diferente, con una mayoría de las muestras 
con valores oceánicos típicos entre 35 y 36 y picos periódicos de baja salinidad (Figura 
8.3). Estos picos se observaron principalmente en invierno, aunque también en otras 
estaciones, y se podrían explicar por un incremento de las precipitaciones y/o de las 
descargas fluviales. En general, los blooms coinciden con salinidades típicamente 
oceánicas (Figura 8.3),  de forma que el 75% de los blooms detectados presentan 
salinidades superiores a 35.5 y el valor promedio de la clase bloom es mayor que el de la 
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clase no bloom (Tabla 8.6). La condición de ausencia se relacionó frecuentemente con 
picos de baja salinidad (Figura 8.3), y la salinidad media para esta clase es incluso 
inferior a 35 (Tabla 8.6).  
 
 
Figura 8.4: Evolución temporal del índice de afloramiento (línea gris oscura) y de la abundancia 
de Pseudo-nitzschia spp. (columnas en gris claro). Las líneas horizontales negras indican los 
umbrales de presencia/ausencia (log10-abundancia igual a 2) y bloom/no bloom (log10-abundancia 
igual a 5). Los números de 1 a 4 indican la estación. 1: 1 de enero – 31 de marzo; 2: 1 de abril – 30 
de junio; 3: 1 de julio – 30 de septiembre; 4: 1 de octubre – 31 de diciembre.  
 
Con respecto al índice de afloramiento, muestra una gran variabilidad a lo largo del 
tiempo con varios eventos de afloramiento (picos positivos) y hundimiento (picos 
negativos) (Figura 8.4). Los eventos de afloramiento se observaron principalmente en 
primavera y verano (estaciones 2 y 3 en Figura 8.4), aunque también se registraron casos 
de afloramiento invernal (ver picos en 1998), mientras que el hundimiento fue más 
frecuente en otoño e invierno (estaciones 4 y 1 en Figura 8.4). Los episodios de Pseudo-
nitzschia spp.  se detectaron normalmente no solo durante el evento de afloramiento sino 
también durante el período de relajación posterior (Figura 8.4). Como consecuencia, 
todos los índices de afloramiento presentan valores medios positivos para la clase bloom 
y negativos para la clase no bloom (Tabla 8.6). Las muestras categorizadas como 
ausencia se observaron con más frecuencia durante períodos de hundimiento con índice 
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de afloramiento negativo (Figura 8.4), de forma que los valores medios fueron negativos 
para esta clase y positivos para la clase presencia (Tabla 8.6). 
 
Figura 8.5: Evolución semanal de los blooms de Pseudo-nitzschia spp. para los añoa 1996 (arriba) 
y 1998 (abajo). Los rectángulos negros indican las semanas afectadas por un bloom en cada ría: M: 
Muros; A: Arousa; P: Pontevedra; V: Vigo.  
 
Las variables relacionadas con la ocurrencia de episodios de Pseudo-nitzschia spp. en 
las semana previas (Bloom-1w and Bloom-2w) se incluyeron debido a que los blooms de 
fitoplancton se desplazan en función de las condiciones de viento y corrientes dominantes 
(Spyrakos et al., 2011). En la Figura 8.5 se muestran ejemplos para los años 1996 y 1998. 
En 1996, se identificaron tres episodios. El primero se extendió desde la ría de Arousa a 
la ría de Pontevedra y luego a la ría de Vigo. El segundo se detecto inicialmente en la ría 
de Muros y se extendió hacia el sur. En último se inició en la ría de Vigo y luego se 
extendió hacia el norte. El año 1998 fue anómalo, con un bloom que comenzó en las rías 
del sur y luego se extendió hacia las del norte, y que duró más de dos meses y medio. 
 
8.3.2 MODELOS DE PREDICCIÓN 
Los resultados mostrados en las siguiente sub-secciones se obtuvieron a partir de los 
clasificadores con la mejor configuración paramétrica. Los parámetros para evaluar la 
 213 
eficacia de los algoritmos se calcularon tanto a partir del conjunto de entrenamiento como 
del de validación. A la hora de comparar modelos, los resultados obtenidos a partir del 
conjunto de validación se consideran más representativos ya que no se incluyeron en el 
aprendizaje. En principio se espera una mayor precisión y significancia a partir del 
conjunto de entrenamiento, aunque valores muy elevados y  diferencias acusadas con los 
resultados derivados del conjunto de validación podrían ser indicativos de sobreajuste. 
Sin embargo, si las diferencias son pequeñas  indican una buena capacidad de 
generalización. 
 
8.3.2.1. Modelos de presencia/ausencia 
El objetivo de los modelos de presencia/ausencia (P/A) es distinguir entre muestras 
con una abundancia de Pseudo-nitzschia spp. más baja (clase ausencia) y más alta (clase 
presencia) que un valor de umbral. Este umbral se estableció en 100 células/L (2 si 
utilizamos log10-abundancias), considerando los límites de la detección y la precisión en 
el recuento. Los resultados de estos clasificadores se podrían utilizar como estrada para 
los modelos de predicción de proliferaciones masivas (modelos bloom/no bloom). Los 
resultados para las diferentes combinaciones de parámetros (A-D) de entrada se resumen 
en la Tabla 8.7. 
Los mejores resultados se lograron con el modelo (P/A-A) que utiliza  todas las 
variables seleccionadas (κ=75% en el conjunto de validación). Se observaron además 
diferencias pequeñas entre los parámetros calculados a partir de los conjuntos de 
entrenamiento y validación, indicando una buena capacidad de generalización. A pesar 
del desequilibrio entre ambas clases, las precisiones individuales observadas fueron 
bastante similares.  
 
Tabla 8.7: Resultados de los modelos de presencia/ausencia con la configuración paramétrica 
óptima desarrollados utilizando diferentes combinaciones de variables. Se incluye la precisión 
global (PG), la precisión individual (PI) para cada clase (presencia y ausencia) y el estadístico 
kappa (κ) calculados desde los conjuntos de entrenamiento y validación.  
 Conjunto de entrenamiento Conjunto de validación 
PA: Estaciones exteriores PG PI-P PI-A κ PG PI-P PI-A κ 
PA-A 81.31 80.43 83.08 0.78 78.57 80.10 75.51 0.75 
PA-B 76.30 75.22 78.46 0.72 73.81 73.98 73.47 0.70 
PA-C 74.68 75.73 72.56 0.71 70.41 71.43 68.37 0.66 
PA-D 58.28 58.32 58.21 0.53 54.42 55.10 53.06 0.49 
 
 
Los resultados de los restantes modelos, con un menor número de variables, fueron 
peores. Aunque el modelo P/A-B clasifica correctamente un porcentaje similar de 
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muestras de ausencia que P/A-A, falla a la hora de identificar muestras de presencia, lo 
que evidencia la importancia de las variables espaciales y temporales para esta clase.  
Las diferencias entre los resultados de los modelos P/A-B y P/A-C se producen 
principalmente en la clase ausencia, con una mayor precisión individual en el primero. 
Por lo tanto, la ocurrencia de blooms en semanas previas es clave para la identificación de 
muestras de ausencia.  
Finalmente, los malos resultados del modelo P/A-D en comparación con los restantes 
clasificadores muestran que los índices de afloramiento no son suficientes para distinguir 
entre ambas clases.  
 
8.3.2.2. Modelos bloom/no bloom 
Los modelos bloom/no bloom (B/NB) permiten la identificación de proliferaciones 
masivas (blooms) de Pseudo-nitzschia spp., es decir, de muestras con abundancias 
superiores a 10
5
 células/L (5 utilizando log10-abundancias). Los clasificadores se 
desarrollaron a partir de dos bases de datos: el conjunto completo de muestras de las 
estaciones externas (B/NB#1) y el mismo conjunto pero utilizando solo muestras de la 
clase presencia (B/NB#2).  Para cada caso, se utilizaron las cuatro combinaciones de 
variables de entrada (A-D). Los resultados se resumen en la Tabal 8.8. 
 
Tabla 8.8: Resultados de los modelos de bloom/no bloom con la configuración paramétrica óptima 
desarrollados utilizando diferentes combinaciones de variables. Se incluye la precisión global 
(PG), la precisión individual (PI) para cada clase (bloom y no bloom) y el estadístico kappa (κ) 
calculados desde los conjuntos de entrenamiento y validación.  
 Conjunto de entrenamiento Conjunto de validación 
BNB#3: Estaciones exteriores PG PI-B PI-NB κ PG PI-B PI-NB κ 
B/NB#1-A 81.90 83.33 81.63 0.80 78.57 76.60 78.95 0.77 
B/NB#1-B 81.56 81.72 81.53 0.80 77.55 78.72 77.33 0.75 
B/NB#1-C 69.58 68.28 69.83 0.67 67.01 70.21 66.40 0.64 
B/NB#1-D 61.94 61.29 62.06 0.59 61.90 63.83 61.54 0.59 
BNB#4: Estaciones exteriores 
/ Presencia 
PG PI-B PI-NB κ PG PI-B PI-NB κ 
B/NB#2-A 75.70 74.59 76.04 0.73 72.08 72.92 71.81 0.69 
B/NB#2-B 77.35 76.22 77.70 0.74 68.53 68.75 68.46 0.65 
B/NB#2-C 70.48 70.27 70.55 0.67 65.48 66.67 65.10 0.62 
B/NB#2-D 58.65 61.08 57.90 0.54 54.82 54.17 55.03 0.50 
 
 
En general, todos los modelos presentaron una buena capacidad de generalización, 
aunque las diferencias entre los resultados derivados de los conjuntos de entrenamiento y 
validación fueron ligeramente superiores a las observadas en los modelos 
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presencia/ausencia. Además, los modelos fueron robustos con precisiones similares para 
ambas clases (bloom y no bloom).  
A pesar de que con el modelo que utiliza todos los parámetros (B/NB#1-A) se 
obtuvieron los valores más altos de precisión y significancia (PG=78.57%; k=77%),  la 
eficacia alcanzada con B/NB#1-B fue muy similar (PG=77.55%; k=75%), e incluso 
clasificando correctamente un mayor porcentaje de blooms (78.72% vs. 76.60%). Sin 
embargo, el clasificador con solamente temperatura, salinidad e índices de afloramiento 
(B/NB#1-C) mostró peores resultados. Por lo tanto, aunque la ría y el día del año no 
resulten indispensables, la ocurrencia de blooms en semanas previas fue clave para la 
discriminación entre ambas clases.  
Los resultados de los clasificadores desarrollados utilizando solamente muestras de 
presencia (B/BN#2) fueron relativamente peores, lo que podría indicar que las diferencias 
entre ambas clases son menos significativas al eliminar las muestras de ausencia. La 
precisión y significancia más altas se lograron utilizando todas las variables 
(OA=72.08%; k=0.69%).  Los resultados de los modelos B/NB#2-B y B/NB#2-C fueron 
similares aunque menos precisos que los del B/NB#2-A, lo que sugiere que las variables 
de distribución espacio-temporal contienen información clave, mientras que la ocurrencia 
de blooms en semanas previas es menos importante que en los modelos con muestras de 
ausencia (B/NB#1).  
Finalmente, los resultados de la combinación D (B/NB#1-D and B/NB#2D) fueron 
peores que los obtenidos con los restantes clasificadores del conjunto de datos 
correspondiente, por lo al igual que en los modelos presencia/ausencia, los índices de 
afloramiento no son suficiente para la discriminación entre ambas clases.  
 
8.3.2.3. Predicción de eventos 
El objetivo final de los modelos es la predicción de blooms de Pseudo-nitzschia spp., 
de forma que los modelos de presencia/ausencia son útiles para descargar muestras de 
ausencia en un paso previo a la aplicación de los modelos bloom/no bloom a las muestras 
clasificadas como presencia.  
Con el fin de evaluar la capacidad de los clasificadores para la predicción de blooms, 
los modelos B/NB, solos y en combinación con el modelo P/A, se aplicaron no solamente 
a las muestras de las estaciones exteriores sino también los datos procedentes de las 
estaciones interiores, que incluyen 1434 muestras con 191 blooms. Se utilizaron los 
clasificadores que incluyen todas las variables seleccionadas (combinación A) con los que 
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obtuvieron los mejores resultados. Además de la precisión global y de la significancia, se 
obtuvo para cada caso la tasa de verdaderos positivos (TVP), porcentaje de blooms 
correctamente clasificados, y la tasa de falsos positivos  (TFP), porcentaje de muestras no 
bloom incorrectamente clasificados como bloom. Los resultados se resumen en la Tabla 
8.9.  
En ambos conjuntos de datos, la cantidad de muestras clasificadas como no bloom 
excede claramente a la de blooms, que solamente  representan el 15.8% y el 13.3% del 
total de las muestras en los conjuntos derivados de las estaciones exteriores e interiores, 
respectivamente. Debido a este desequilibrio tan acusado, las variaciones en la TVP 
causan un menor efecto sobre la precisión y significancia globales que los cambios en la 
TFP.  
Tabla 8.9: Resultados de la aplicación de los modelos con todos los parámetros (combinación A) a 
tanto la base de datos derivada de las estaciones exteriores como a la obtenida a partir de las 
estaciones interiores. Para cada caso, se muestra la precisión global (PG), el estadístico kappa (κ), 
la tasa de verdaderos positivos (TVP) y la tasa de falsos positivos (TFP). 
 Estaciones exteriores Estaciones interiores 
 PG κ TVP TFP PG κ TVP TFP 
BNB#1 81.24 0.79 81.97 18.90 81.45 0.80 77.49 17.94 
BNB#2 81.71 0.80 74.25 16.88 81.80 0.80 62.83 15.29 
PA + BNB#1 81.31 0.79 81.55 18.74 81.52 0.80 77.49 17.86 
PA + BNB#2 82.12 0.80 73.39 16.24 82.29 0.81 62.83 14.72 
 
Si comparamos los dos modelos B/NB, los resultados globales fueron similares con 
una precisión superior al 81% y valores del estadístico kappa en torno al 80% (Tabla 8.9). 
Sin embargo, los resultados del modelo utilizando todas las muestras (B/NB#1) fueron 
mejores ya que clasifica un mayor porcentaje de blooms en comparación con el modelo 
derivado de muestras de presencia (B/NB#2), a pesar de mostrar una TFP ligeramente 
superior. 
En principio, se espera una disminución de la tasa de falsos positivos al descartar 
muestras de ausencia antes de la aplicación del modelo bloom/no bloom. Sin embargo, la 
aplicación previa del modelo de presencia/ausencia no implicó cambios significativos en 
los resultados obtenidos de los modelos B/NB.  
A priori, se espera que los resultados obtenidos del conjunto de muestras de las 
estaciones exteriores utilizo en el entrenamiento sean superiores a los derivados de los 
datos de las estaciones interiores. Así, el porcentaje de blooms correctamente clasificados 
(TVP) es inferior en el caso de las estaciones interiores. Sin embargo,  los resultados 
utilizando B/NB#1 muestran una precisión y significancia globales muy similares, lo que 
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evidencia la robustez del modelo, con una gran eficacia incluso en su aplicación sobre 
una base de datos no utilizada en el proceso de aprendizaje.  
 
8.4 DISCUSIÓN GENERAL 
Los resultados de este trabajo demuestran el gran potencial de las SVM para esta 
aplicación, obteniéndose buenos resultados incluso utilizando un conjunto de datos 
independiente no incluido en el proceso de entrenamiento. Así, la aplicación de modelos 
basados en SVM permitió obtener una mayor precisión y significancia en la predicción de 
episodios de Pseudo-nitzschia spp. que  la utilización de redes neuronales artificiales 
propuesta en un trabajo preliminar con la misma base de datos (Gonzalez Vilas et at.,  
2009). Ribeiro and Torgo (2008) también realizaron un estudio comparativo de diferentes 
modelos para la predicción de HABs, y encontraron que los resultados de las SVM 
superaban a los obtenidos mediante árboles de regresión o redes neuronales. 
Los resultados muestran que tanto los modelos de presencia/ausencia como los 
bloom/no bloom son robustos y con una buena capacidad de generalización, y por lo tanto 
eficaces a la hora de predecir episodios de Pseudo-nichtzschia spp. Aunque se exploraron 
varias combinaciones de parámetros, en ambos casos se logró la mayor precisión y 
significancia incluyendo todas las variables de entrada propuestas.  
En principio, se esperaban mejores resultados de los modelos basados solamente e en 
índices de afloramiento, debido a la fuerte asociación entre los episodios de Pseudo-
nitzschia spp. y los eventos de afloramiento encontrada en otros estudios (Trainer et al., 
2000; 2002; Palma et al., 2010; Pazos et al., 2011). El efecto de otros mecanismos que 
afectan a la distribución de los nutrientes y del fitoplancton, como las descargas fluviales, 
podría explicar la menor influencia del afloramiento. De hecho, no se encontró una 
relación directa entre la temperatura y la salinidad observada y la periodicidad en los 
ciclos de afloramiento/hundimiento.  
Estos modelos se podrían incorporar en un sistema operacional de detección temprana 
de episodios de Pseudo-nitzschia spp. en la zona de las Rías Baixas, el cual podría 
resultar de utilidad para controlar el impacto sobre la producción comercial de mejillón y 
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9.1 GESTIÓN PESQUERA 
El gran potencial de los modelos neuronales como los desarrollados en esta tesis es la 
producción de mapas con la estimación de CPUE para una determinada especie y día, los 
cuales pueden resultar de utilidad en la planificación de las operaciones pesqueras. Para la 
generación de estos mapas se pueden utilizar las salidas de modelos oceanográficos para 
las variables ambientales de interés, como MERCATOR, con un horizonte de predicción 
de 6 días y una resolución espacial de 1/6 de grado en el Atlántico Sur. Para la selección 
de la mejor zona de pesca puede resultar de utilidad la combinación de las predicciones 
de diferentes especies, no solo de las especies objetivo, sino también de las especies a 
evitar, si consideremos además medidas como la prohibición total de  los descartes a 
partir del año 2017 en los caladeros controlados por la Unión Europea (referencia). 
Las redes de tipo perceptrón multicapa son una técnica robusta que permite obtener 
predicciones fiables aun trabajando con patrones de distribución complejos y relaciones 
no lineales entre las variables ambientales y la abundancia de las diferentes especies. El 
principal inconveniente es que los resultados dependen de la calidad y extensión de la 
base de datos utilizada para el desarrollo de los algoritmos. Otro problema es que los 
cambios en las condiciones ambientales asociados principalmente al cambio climático o 
el propio efecto de la pesca causan variaciones en los patrones de distribución espacial y 
temporal de las especies, lo que puede provocar una  pérdida de fiabilidad en los 
resultados de la predicción en los períodos posteriores al de estudio.  
En un futuro, la utilización de redes desarrolladas a partir de datos más recientes de las 
últimas mareas, incluso a partir de datos cada barco individual, podría ser útil para 
obtener predicciones más fiables a corto plazo. Los barcos pueden incluso enviar datos 
pesqueros y ambientales en tiempo real, los cuales se podrían utilizar para una mejora 
continua de los algoritmos, llevando a cabo una validación y/o reentrenamiento de las 
mismas.  
Con este objetivo, se necesita desarrollar sistemas de visualización de datos a bordo 
que permitan además una comunicación bidireccional, como el implementado en el 
proyecto titulado “Estudio de circulación de fondo en aguas de Mauritania”, liderado por 
la Cooperativa de Armadores de Pesca de Vigo (ARVI), y con resultados bastante 
positivos para la predicción de la abundancia de pulpo. Estos sistemas presentan ventajas 
adicionales, como la posibilidad del envío de la ruta con la previsión meteorológica más 
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favorable o el volcado de los datos pesqueros enviados por los patrones en una página 
web para que los armadores puedan realizar un seguimiento de la marea.  
En resumen, los resultados muestran el gran potencial de las redes neuronales para 
contribuir a la mejora de la gestión pesquera, aunque la colaboración con los armadores 
es indispensable para el desarrollo, validación y aplicación de los algoritmos. También es 
clave la disponibilidad de datos ambientales (boyas, satélites) y el desarrollo de la 
oceanografía operacional, con modelos cada vez más precisos y con una mayor 
resolución espacial y temporal.   
 
9.2 DETECCIÓN DE VERTIDOS DE HIDROCARBUROS PARTIR DE 
IMÁGENES SAR 
Los resultados en esta tesis muestran el gran potencial de las imágenes de radar de 
apertura sintética (SAR) para la detección y seguimiento de vertidos de tamaño medio-
grande, al menos en una situación de emergencia con una gran marea negra como la del 
Prestige. Con un coste operacional inferior al de la utilización de aeronaves y barcos, las 
imágenes permiten obtener una amplia cobertura geográfica con una buena resolución 
espacial y temporal, operando además de noche y con condiciones meteorológicas 
adversas. 
La capacidad de detección está limitada por las condiciones ambientales, como la 
velocidad del viento o el tiempo que lleve el vertido en el agua. Sin embargo, la principal 
limitación es la presencia en las imágenes de signaturas similares a la de los vertidos y 
que causan falsos positivos. Así, la utilización de clasificadores facilita en gran medida la 
interpretación de las imágenes, como evidencia los buenos resultados obtenidos tanto de 
precisión como de significancia. Las máquinas de soporte vectorial (SVM) son la técnica 
más adecuada, ya que permite añadir nuevos registros sin incrementar excesivamente el 
coste computacional y conocer las signaturas clave para la discriminación a través de los 
vectores soporte.  
Sin embargo, se necesita cierta precaución a la hora de utilizar los clasificadores por 
las limitaciones en su ámbito de aplicación. Así, el tipo de producto o el estado de 
meteorización puede variar las características de los vertidos con respecto a los utilizados 
en el entrenamiento. Además, en principio solo son válidos para un tipo de imagen y para 
una determinada zona geográfica, debido a que los falsos positivos varían de unas zonas a 
otras, especialmente si se ve afectada por la costa.   
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Las imágenes se deben incluir por lo tanto como una herramienta más en los sistemas 
de contingencia, y los vertidos detectados deben ser siempre verificados mediante la 
observación directa o mediante la utilización de sensores  como el lidar de fluorescencia, 
que permiten una detección inequívoca de los hidrocarburos. Además de su utilización en 
caso de grandes accidentes, las imágenes pueden resultar de utilidad para la vigilancia de 
zonas sensibles, como áreas con plataformas petrolíferas, entradas a puerto o corredores 
con un tráfico intenso de petroleros. En ciertos casos se puede incluso encontrar una 
asociación entre la signatura y el barco que causa el vertido, que se ve en la imagen como 
un punto brillante, lo que permitiría la identificación de posibles infractores.   
La interrupción en los servicios del satélite ENVISAT en abril del año 2012 impide la 
aplicación futura de los clasificadores desarrollados en esta tesis. Sin embargo, la 
experiencia adquirida en la zona de estudio, especialmente a nivel de identificación de 
falsos positivos, puede ser utilizada para interpretar correctamente las imágenes del 
Sentinel-1, nuevo satélite de la Agencia Espacial Europea (ESA) que entrará en servicio 
en el año 2013 con el objetivo de dar continuidad a los datos de ASAR. El nuevo 
instrumento mejora notablemente la resolución espacial de su predecesor, alcanzando 25 
m x 100 m en las imágenes de barrido ancho equivalentes a las utilizadas en este trabajo 
(con una cobertura de 400 km) y con una resolución máxima en otro de los modos de 
operación de 5 m x 5 m, que permite realizar estudios incluso en las zonas más interiores 
de las rías gallegas.  
El gran problema a la hora de desarrollar un clasificador fiable es la obtención de 
signaturas verificadas, especialmente vertidos, utilizándose diferentes bases de datos  en 
los sistemas de detección propuestos en la literatura. Con el lanzamiento del Sentinel-1 se 
plantea la oportunidad de crear una base de datos común con las aportaciones de los 
usuarios que permita el desarrollo de algoritmos a nivel regional y local y para diferentes 
tipos de derrames.   
 
9.3 ALGORITMOS DE CLOROFILA 
Los resultados de esta tesis demostrando el potencial de las redes neuronales de tipo 
perceptrón multicapa para estimar las concentraciones de clorofila a partir de imágenes 
MERIS en la costa gallega, una zona con aguas complejas de caso-2 con relaciones 
complejas y no lineales entre los niveles de reflectancia y la concentración de los 
diferentes constituyentes.  Además, y en base a los datos adquiridos in situ, se mejora de 
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forma notable los resultados obtenidos a partir de otros algoritmos desarrollados 
previamente, evidenciando la necesidad de algoritmos regionales.  
La principal aplicación  de estos algoritmos es la posibilidad de obtener mapas de 
clorofila de la zona de estudio, con una resolución espacial que permite analizar los 
patrones de distribución espacial de la clorofila en el interior de las rías. Estos mapas se 
pueden utilizar para estudiar la evolución de procesos oceanográficos locales, como en el 
trabajo realizado utilizando 6 imágenes en julio de 2008 durante un ciclo de afloramiento 
(Spyrakos et al., 2011), o las relaciones entre la concentración de clorofila y la ocurrencia 
de proliferaciones masivas de algas tóxicas (Spyrakos et al., 2012).Otra posible aplicación 
es el establecimiento de las zonas de máxima productividad, información que podría 
resultar útil a la hora de decidir el lugar de instalación de bateas destinadas a la 
acuicultura.  
La base de datos  in situ utilizada en el desarrollo de los algoritmos, con 150 
muestreos a lo largo de 6 años, abarca el rango de concentraciones de clorofila (0.03-7.94 
mg m
-3
) observada en el área de estudio en diferentes trabajos. Así, Nogueira et al. (2007) 
describen un patrón estacional, con concentraciones bajas durante el invierno (inferiores a 
1 mg m
-3
) y más altas, con picos de hasta 8 mg m
-3
, durante la primavera y el verano. En 
el análisis de todas las imágenes MERIS disponibles (350 imágenes entre 2002 y 2012) 
mediante la aplicación de nuestro algoritmo (Torres Palenzuela et al., 2012), encontramos 
un patrón similar, con concentraciones medias entre 2.5 mg m
-3
 y 3 mg m
-3
 durante los 
meses de primavera y verano y en torno a 1 mg m
-3
 durante el invierno. Los resultados de 
este trabajo son todavía preliminares, y está pendiente la comparación de los mapas de 
clorofila con datos externos (temperatura, afloramiento, recuentos de fitoplancton) y el 
análisis de las anomalías en relación con la variabilidad climática.  
La principal limitación de los algoritmos de clorofila es que requieren de buenas 
imágenes MERIS, es decir, no afectadas por nubes, niebla o sunglint. Además el 
algoritmo NN#3 tan solo el valido para aguas con unas determinadas características 
ópticas, definidas por los resultados del algoritmo FCM, y para el rango de 
concentraciones de clorofila (0.03-7.94 mg m
-3
) utilizado en el entrenamiento.  
Debido a la interrupción en los servicios del satélite ENVISAT en abril de 2012, los 
algoritmos de clorofila desarrollados en esta tesis no se pueden aplicar en el futuro.  Sin 
embargo, la experiencia adquirida es de gran utilidad para el desarrollo de nuevos 
algoritmos a partir de las imágenes del sensor Ocean and Land Colour Instrument 
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(OLCI), a bordo del par de satélites Sentinel-3 de la ESA, con el lanzamiento inicial 
previsto para el año 2014. Este nuevo instrumento mantiene la resolución espacial de 300 
m, pero con una mejora significativa en la resolución radiométrica y espectral, con 21 
bandas en vez de 15. Además, está diseñado para reducir el sungling, y con ambos 
satélites, se espera un tiempo de revisita de entre dos y tres días, lo que permite el 
desarrollo de aplicaciones de monitorización medioambiental a nivel regional. 
Los nuevos algoritmos se pueden mejorar significativamente si se dispone de un 
conjunto de datos in situ más amplio. Así, la obtención de datos de materia orgánica 
disuelta coloreada (CDOM) y de material inorgánico en suspensión, además de la 
concentración de clorofila y los espectros de reflectancia, permitiría definir los tipos de 
agua presentes en la zona, el desarrollo de algoritmos específicos para cada constituyente 
y la fusión  de los resultados para obtener mapas más completos. Además, también se 
puede mejora la corrección atmosférica mediante la obtención de datos de reflectancia in 
situ.  
 
9.4 DETECCIÓN TEMPRANA DE PROLIFERACIONES DE ALGAS 
TÓXICAS 
En esta tesis se muestra el gran potencial de las máquinas de soporte vectorial (SVM) 
para la predicción de proliferaciones masivas de fitoplancton en la zona de las Rías 
Baixas, un área costera muy dinámica y afectada por diferentes procesos, como 
afloramientos o descargas fluviales. Se trata de modelos robustos y con una buena 
capacidad de generalización, y con la ventaja ventaja adicional de poder incorporar 
nuevos registros para mejorar la precisión de forma progresiva sin implicar un incremento 
significativo del coste computacional. 
Los modelos utilizan además variables sencillas lo que facilita su incorporación en un 
sistema operacional de detección temprana de proliferaciones masivas de Pseudo-
nitzschia spp. Así, las variables ambientales utilizadas como entrada, es decir, 
temperatura, salinidad e índice de  afloramiento, se pueden monitorizar a tiempo real 
mediante los sensores instalados en plataformas o boyas oceanográficas presentes en las 
Rías Baixas, y también se pueden predecir a corto/medio plazo utilizando los modelos 
oceanográficos y atmosféricos específicos para la zona de estudio y que se ejecutan de 
forma operacional. Tanto los datos de la red de boyas como los de los modelos son 
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recopilados por agencias meteorológicas e hidrográficas locales o nacionales 
(MeteoGalicia, Puertos del Estado, Intecmar) y están disponibles a tiempo real.  
Una limitación de estos modelos, compartida con los sistemas tradicionales de 
muestreo en un conjunto de puntos, es que no se considera la distribución espacial de las 
abundancias. En este sentido, la teledetección puede aportar información muy valiosa. 
Así, Spyrakos et al. (2012) mostraron el potencial de los mapas de clorofila derivados de 
imágenes MERIS utilizando un algoritmo regional (Gonzalez et al., 2011) para detectar 
“pathes” con una elevada abundancia de Pseudo-nitzschia spp. Tras la interrupción de los 
servicios de ENVISAT en 2012, en un futuro sería interesante la incorporación de las 
imágenes del  nuevo sensor de color OLCI en los sistemas de detección y seguimiento de 
proliferaciones masivas de algas.  
Otra mejora en los sistemas de detección temprana y seguimiento de episodios es la 
incorporación de los dos sistemas radar de alta frecuencia (radar HF) instalados en la 
región, y que nos permite obtener en tiempo real datos de las corrientes superficiales tanto 
en la ría de Vigo como en la zona de plataforma. Estos datos se pueden procesar para 
obtener mapas de frentes y zonas de convergencia en la que se espera que se acumulen 
altas concentraciones de biomasa.  
Otra de las limitaciones de estos modelos es que no distingue entre especies de 
Pseudo-nitzschia spp., ya que tan solo se dispuso de datos de recuentos, y por lo tanto no 
se pueden discriminar entre eventos tóxicos y no tóxicos. A partir de una base de datos 
más corta pero más completa, y utilizando modelos estadísticos, se ha encontrado una 
relación entre la concentración de algunos macronutrientes y la producción de ácido 
domoico. Por lo tanto, la incorporación de concentraciones de nutrientes en los modelos 
podría ser de utilidad para la identificación de los eventos tóxicos.  
En resumen, se podría establecer un sistema operacional de detección temprana de 
proliferaciones masivas de Pseudo-nitzschia spp. que incorporase los modelos SVM y 
también imágenes de color y de radar HF. La información proporcionada por dicho 
sistema podría resultar de gran utilidad para las agencias de monitorización a la hora de 
planificar los muestreos y gestionar de forma más eficiente los recursos disponibles, y 
también sería esencial para los productores de mejillón para reducir los efectos de los 



























































 Se han desarrollado por primera vez, y a partir de una base de datos histórica, modelos 
de predicción de la abundancia para la merluza y pota argentina en el Atlántico 
suroeste. Estos modelos permiten la obtención de mapas de predicción de forma 
operacional que pueden servir de ayuda para mejorar la gestión pesquera en la zona. 
Los resultados de la validación mejoran los obtenidos mediante regresión múltiple, 
mostrando el potencial de las redes de tipo perceptrón multicapa para modelar 
patrones no lineales.  
 Las imágenes ASAR utilizadas en esta tesis para el área de Galicia muestran que la 
frecuencia de falsos positivos es mucho mayor que la de vertidos de hidrocarburos, a 
pesar de que los datos se adquirieron tras una gran catástrofe. Por lo tanto, la 
utilización de un sistema de detección de vertidos con tres etapas (segmentación, 
caracterización y clasificación) es indispensable a la hora de interpretar correctamente 
las imágenes.  
 Los resultados de los clasificadores basados en máquinas de soporte vectorial (SVM) 
desarrollados a partir de signaturas verificadas son superiores a los resultados 
obtenidos a partir de otras técnicas (perceptrón multicapa) o en otros trabajos, 
mostrando el gran potencial de las SVM para esta aplicación. Se evidencia además 
como la introducción de datos de viento permite mejorar los resultados.  
 Los resultados derivados de dos imágenes ASAR consecutivas muestran el potencial 
de las imágenes para el seguimiento de vertidos de hidrocarburos en situaciones de 
emergencia, ya que permiten abarcar un área amplia y obtener datos de noche y bajo 
malas condiciones meteorológicas.  
 Los resultados de la validación de los algoritmos desarrollados para la estimación de 
clorofila en aguas ópticamente complejas de la zona de las Rias Baixas a partir de 
imágenes MERIS de alta resolución mejoran los obtenidos mediante el algoritmo C2R 
utilizado de forma operacional en aguas de caso-2.  
 La aplicación del algoritmo NN#3 permite la obtención de mapas de clorofila para el 
interior de las Rías Baixas por primera vez, con una resolución de 300 m. Este 
algoritmo es válido para el rango de concentraciones utilizado en el entrenamiento 
(0.03-7.94 mg m
-3
) y con espectros de reflectancia pertenecientes el Cluster#1, 
definido previamente a partir de los resultados de la aplicación del algoritmo FCM. 
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Los mapas requieren además de buenas imágenes MERIS, que no estén afectadas por 
nubes o por reflexión solar (sunglint).  
 Se ha desarrollado, por primera vez, modelos de predicción de proliferaciones masivas 
de Pseudo-nitzschia spp. para las Rias Baixas, con resultados prometedores que  
evidencian el potencial de las máquinas de soporte vectorial para esta aplicación. Los 
modelos se podrían integrar en un sistema operacional de detección temprana de 
proliferaciones masivas de algas que podría resultar de gran ayuda para incrementar la 
eficiencia de los programas de detección y seguimiento de episodios tóxicos  en la 
zona.  
 En resumen, los resultados de esta tesis doctoral muestran como la teledetección y las 
técnicas de aprendizaje automático pueden contribuir de forma significativa a mejorar 
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Los resultados de los trabajos relacionados con la utilización de las imágenes del 
satélite ENVISAT (MERIS y AATSR) se han publicitado en la página web de la Agencia 
Espacial Europea (ESA) (https://earth.esa.int/web/guest/pi-community/results), como 
parte del proyecto de colaboración AO623 (Detection/tracking of changing shorelines, oil 
slicks form vessels and suspended matter in sea water).  
Finalmente, los resultados  de los diferentes trabajos también se han difundido en el 
marco de los proyectos de investigación implicados en su desarrollo (ver Anexo II), a 




































































































Los trabajos presentados en esta tesis se desarrollaron en el marco de los siguientes 
proyectos de investigación, en los que ha participado el grupo de Teledetección y SIG de 
la Universidad de Vigo: 
 
Título: Detection/tracking of changing shorelines, oil slicks form vessels and suspended 
matter in sea water (AO623). 
Resumen: Proyecto de colaboración con la Agencia Espacial Europea (ESA), que nos ha 
permitido disponer de las imágenes MERIS y ASAR para el desarrollo de los trabajos 
correspondientes.  
 
Título: Aplicación de teledetección, inteligencia artificial y SIG al estudio de la 
variabilidad en la distribución de especies comerciales para la flota gallega en el ATSW 
Financiación: Programa PGIDIT 2005 (Xunta de Galicia). 
Período: 2005-2008. 
Resumen: El objetivo fue desarrollar modelos predictivos de esfuerzo pesquero mediante 
técnicas de Inteligencia Artificial. Para ello fue necesaria la recopilación de datos de 
estadillos, satélites y modelos, los cuales se trataron en una base de datos basada en un 
Sistema de Información Geográfica (SIG). Los modelos logran predecir la abundancia de 
las especies más capturadas por la flota del ATSW, según el día y las coordenadas. 
Contribución: capítulo 3 (gestión pesquera). 
 
Título: Desarrollo de elementos, herramientas, protocolos de actuación, y de un sistema 
de información para el diseño de planes de contingencia ante vertidos marinos 
(CONTINMAR). Subproyecto: Técnicas de detección, seguimiento y predicción de la 
dinámica de vertidos de hidrocarburos en aguas oceánicas. 
Financiación: Acción Especial del Ministerio de Ciencia y Tecnología (VEM2003-
20578-C08-03). 
Período: 2003-2006. 
Resumen: Desarrollo de elementos, herramientas, protocolos y sistemas de ayuda para la 
toma de decisiones y para la organización de las actuaciones y de la respuesta ante 
vertidos marinos accidentales de hidrocarburos, que puedan ser utilizados por las 
administraciones, entidades u organismos competentes en el diseño y ejecución de planes 
de contingencia. 
Contribución: capítulos 4-6 (detección de vertidos). 
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Título: ECOsystem approach to Sustainable Management of the Marine Environment 
and its living Resources (ECOSUMMER).  
Financiación: European Commission Marie Curie Actions (project 20501). 
Período: 2006-2009. 
Resumen: Desarrollo de un conjunto de métodos para el análisis de la calidad del agua 
con el objetivo de estudiar las proliferaciones masivas de algas tóxicas en la costa gallega.  
Contribución: capítulo 7 (algoritmos para la estimación de la clorofila). 
 
Título: Sistema de Observación y Alerta de Proliferación de Microalgas Nocivas (PANs) 
en Zonas de Producción Acuícola Marina (PURGADEMAR). 
Financiación: Programa INNPACTO (Ministerio de Economía y Competitividad) 
Período: 2011-2013. 
Resumen: Implementación de una herramienta de detección temprana de episodios de 
marea roja, abordando el diseño y desarrollo de un sistema de predicción de 
proliferaciones de microalgas nocivas, utilizando técnicas de Inteligencia Artificial, una 
red de sensores de variables ambientales distribuidos en la zona de estudio, junto con 
modelos de circulación y datos procedentes de sensores de color. 
Contribución: capítulo 8 (predicción de episodios tóxicos de microalgas).   
 
Además, el grupo también ha participado en otros proyectos relacionados con los mismos 
temas o diseñados con el objetivo de dar continuidad a los resultados obtenidos en los 
proyectos anteriores: 
 
Título: HNS, oil and inert pollution: Trajectory modeling and monitoring (DRIFTER). 
Financiación: Programa AMPERA (Accidental Marine Pollution ERA-NET). 
Período: 2009-2010. 
Resumen: Continuación de CONTINMAR, su objetivo fue desarrollar y mejorar las 
técnicas de detección, seguimiento y predicción de vertidos, incluida teledetección, boyas 
de deriva y modelos de dispersión. Otro objetivo fue el desarrollo de sistemas y 
protocolos de intercambio y comunicación de datos procedentes de diferentes tecnologías. 





Título: Detection and Evaluation of Oil Spills by Optical Methods (DEOSOM). 
Financiación: Programa AMPERA (Accidental Marine Pollution ERA-NET). 
Período: 2009-2010. 
Resumen: Desarrollo de un sistema eficiente y de bajo coste para la detección de vertidos 
desde barcos o plataformas, y que permita una vigilancia intensiva de puertos, ríos, 
canales y aguas costeras.  
 
Título: Investigación industrial para la optimización de la eficiencia energética en la 
flota pesquera. 
Financiación: Programa INCITE (Xunta de Galicia). 
Período: 2007-2010. 
Resumen: El objetivo era la reducción del consumo energético a bordo de buques 
pesqueros. Consistió en un análisis de la derrota óptima en base a predicciones de las 
condiciones oceanográficas y meteorológicas y en un análisis técnico de los modelos de 
consumo a bordo. 
 
Título: Estudio de la circulación de fondo en aguas de Mauritania. 
Financiación: Programa INCITE (Xunta de Galicia). 
Período: 2011-2012 
Resumen: El objetivo principal de este proyecto fue el estudio de la variabilidad espacial 
y temporal del pulpo común (Octopus vulgaris) en la zona de Mauritania y su relación 
con los parámetros ambientales, desarrollando modelos de predicción basados en redes 
neuronales. También se implementó un sistema de comunicación y de visualización de 
datos a bordo, así como una web-GIS que permitía a los armadores realizar un 
seguimiento de las capturas a tiempo real.  
 
