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Establishing safe handling limits for explosives in elevated
temperature environments is a difficult problem that often re-
quires extensive simulation. The largest influence on predict-
ing thermal cookoff safety lies in the chemical kinetic model
used in these simulations, and these kinetic model reaction se-
quences often contain multiple steps. Several small-scale cookoff
experiments, notably Differential Scanning Calorimetry (DSC),
Thermogravimetric Analysis (TGA), One-Dimensional Time-to-
Explosion (ODTX), and the Scaled Thermal Explosion (STEX)
have been performed on various explosives to aid in cookoff be-
havior determination. Past work has used a single test from this
group to create a cookoff model, which does not guarantee agree-
ment with the other experiments. In this study, we update the
kinetic parameters of an existing model for the common explo-
sive 2,4,6-Trinitrotoluene (TNT) using DSC and ODTX experi-
mental data at the same time by minimizing a global Figure of
Merit based on hydrodynamic simulated data. We then show that
the new kinetic model maintains STEX agreement, reduces DSC
agreement, and improves ODTX and TGA agreement when com-
pared to the original model. In addition, we describe a means
to use implicit hydrodynamic simulations of DSC experiments to
develop a reaction model for TNT melting.
NOMENCLATURE
A∗ Area
b Body force per unit mass
cv Specific heat at constant volume
E Activation energy




n Surface normal vector
P Pressure
Q Heat generation per unit mass




Td Decomposition temperature for DSC and TGA
u Displacement vector
V Volume
w Weights in Figure of Merit calculation
x Mass fraction of reactant
x Independent parameter vector
Z Frequency factor
α Steepest descents algorithm scalar
ρ Density
σ Cauchy stress tensor
C Material stiffness
INTRODUCTION
The proper characterization of the thermal sensitivity of ex-
plosives is vital for military and civilian applications, safe han-
dling, and maintenance. The heat release rates for energetic ma-
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terials are temperature dependent. In explosives, when a temper-
ature locally exceeds a certain threshold (i.e. critical tempera-
ture), then the energy gained by temperature-dependent heat gen-
eration becomes larger than that removed by thermal diffusion.
Thermal runaway occurs when heat generation overwhelms ther-
mal diffusion, resulting in rapid local energy gain. This is the
ignition mechanism for a thermal explosion, and it is directly
linked to the chemical model used to describe an explosive ma-
terial.
Traditional development of kinetic models use data from
a single experiment for calibration, in particular the One-
Dimensional Time-to-Explosion (ODTX) experiment [1, 2].
These models are then validated using simple models of other
cookoff experiments such as the Scaled Thermal Explosion
(STEX) experiment [3, 4]. Several examples of this approach are
available in literature [2, 5, 6, 7, 8, 9]. Although this approach
provides a good basis to calibrate kinetics when none are avail-
able, at times the calibrated kinetics do not provide good agree-
ment when applied to smaller-scale cookoff experiments such as
Differential Scanning Calorimetry (DSC) or Thermogravimetric
Analysis (TGA) [10]. For example, recent work for the explosive
HMX has shown large discrepancies in DSC and TGA agreement
when the kinetics were calibrated for ODTX data only [11]. A
better approach to kinetic data calibration includes these small-
scale experiments in the calibration process, and therefore the
incorporation of DSC and TGA data is discussed in this paper.
Here, we discuss the new calibration methodology and apply it
on the explosive 2,4,6-Trinitrotoluene (TNT), which has histor-
ically been a commonly used energetic material due to its low
melting point, which allows for casting into desired shapes.
THERMAL COOKOFF EXPERIMENTS
This study updates an existing kinetic model to two cookoff
experiments: ODTX and DSC, and then validates the models to
two additional experiments: TGA and STEX. Details on these
experiments are now provided.
DSC
DSC experiments apply a fixed temperature ramp (here
10◦C) on a small (mg) sample of explosive, which allows for
measurements of heat gain and loss into the pan due to chemical
reactions. These experiments may be open to the atmosphere or
sealed. Long et al. [12] and LLNL experiments [13] have shown
that open-pan DSC doesn’t display an exothermic reaction for
TNT, but closed-pan experiments at LLNL (Fig. 1 [13]) do pro-
vide an exotherm for decomposition at 322.7◦C, which suggests
that evaporation in an open pan is faster than decomposition.
Figure 1. CLOSED-PAN DSC EXPERIMENTAL DATA.
TGA
TGA applies a fixed temperature or ramp rate to a small
amount (mg) of explosive for the purposes of measuring mass
loss as the sample decomposes. These experiments are per-
formed in an open environment similar to the open-pan DSC.
Although 10◦C/min ramped TGA experiments of TNT have been
performed and show a 50% mass loss at a surface temperature
of 280◦C [13], the lack of an exotherm in open-pan DSC data
suggests that the mass loss observed in TGA is dominated by
evaporation. For this reason, we provide predicted decomposi-
tion temperatures for TGA in this report but do not include it in
the kinetics calibration procedure.
ODTX
In the ODTX experiment, the explosive is first pressed into
a 1/2” (1.27 cm)-diameter sphere. The outer temperature of the
explosive is set to a fixed value by clamping the material into
preheated Aluminum anvils. The thermal gradients across the
sample relax until ignition. The applied seal to the apparatus
holds the material for pressures up to 100-300 MPa. The un-
certainty in ODTX experimental data is hard to quantify because
the uncertainties lie in the materials processing and apparatus im-
plementation. Reproducibility studies have showed variations in
the entire range of data at fixed conditions for ODTX explosion
times of 15% [13]. Here, we choose a range of ODTX tempera-
tures for pure, recrystallized TNT from 210◦C to 301◦C.
STEX
In a STEX experiment, the outer surface of a 2 in.(5.08 cm)
diameter × 8 in. (20.32 cm) long cylinder is heated at a con-
stant temperature ramp rate of 1◦C/hr until an explosion occurs.
This cylinder is clamped on both ends and contains thin steel side
2
walls of chosen thickness to provide a known confining pressure
(generally 200-400 MPa). Airgaps are sometimes introduced
to allow for examination of intermediate phase transitions [14].
STEX experiments for TNT have shown a surface temperature
of 217–223◦C at explosion [13].
DETERMINATION OF DECOMPOSITION KINETICS
Brill and James [15] and Long et al. [12] suggest the pres-
ence of autocatalysis in the TNT decomposition process. Here,
we apply a novel calibration methodology to modify an existing
kinetic model that features autocatalysis. In addition, we cali-
brate a single-step Arrhenius reaction for comparison to isocon-
versional data by [12].
Existing Kinetic Models.
Our base kinetic model to be modified is that by McGuire
and Tarver [5], which was originally calibrated to ODTX data
using the Chemical TOPAZ [16] code. Since their initial study,
new information surfaced regarding the presence of impurities
in the original samples [2]. Here, it is our intention to modify
their original kinetics to match DSC and the updated pure ODTX






where A, B, and C are unreacted liquid TNT, intermediates, and
gaseous products, respectively. Melting is ignored in both mod-
els since the phase transition occurs at a much lower tempera-
ture than decomposition as shown in Fig.1, and therefore the ini-
tial state of TNT at the beginning of decomposition is assumed
to be liquid. We later showed that the inclusion of melting in
the ODTX simulations did not noticeably affect explosion times.
These reactions are all of Arrhenius type,







where x, R, T , E and Z are the reactant mass fraction, ideal gas
constant, temperature, activation energy, and frequency factor re-
spectively. The first reaction is first-order Arrhenius (n = 1), the
second is first order in A and B, and the final reaction is second-
order Arrhenius (n = 2). Table 1 provides kinetic parameters
for this reaction sequence. In this paper, we refer to this model
Table 1. MCGUIRE-TARVER TNT DECOMPOSITION KINETICS.
Reaction E, kJ/mol lnZ/s−1 Q†, kJ/kg n
A−→ B 184.1 35.0 125.5 1
A+B−→ 2C 144.3 26.0 -3765.6 1
B+B−→ 2C 140.2 26.2 -3891.1 2
†Q < 0 for exothermic reactions.
as the McGuire-Tarver model. It should be noted that a non-
autocatalytic model was introduced in [2], but it is not applied
here.
A second approach to model decomposition applies single-
reaction decomposition kinetics to ODTX data for comparison
to our updated McGuire-Tarver model. This approach may be
applied via a single reaction [17], or by an Arrhenius model with
a varying activation energy as a function of reactant mass fraction
(the so-called isoconversional method [12, 18, 19]). Here, we use
methods outlined in [6, 7, 8] to calibrate a fit to ODTX data using
a first-order Arrhenius reaction that follows
A−→C (3)
Cookoff computational models.
The DSC experimental results of Fig. 1 show the heat loss
from the material to the pan during decomposition, which is di-
rectly related to the change in TNT internal energy. The inter-
nal energy incorporates both thermal effects as well as pressure-
volume work following the first law of thermodynamics. We
here use the implicit hydrodynamics capability of the arbitrary
Lagrangian-Eulerian code ALE3D [20] to model changes in TNT
internal energy as accurately as possible for DSC simulations. In
general, this system contains weak material (defined as the shear
modulus being small compared to bulk modulus), especially after
gas formation. The only currently feasible way to model such a
system implicitly with ALE3D’s loosely coupled formulation is
to limit the system to a single degree of freedom. Figure 2 shows
the two-dimensional, two-zone plane strain piston-cylinder ar-
rangement used to approximate the DSC experiment. The tem-
peratures of all nodes in the system are ramped at a desired rate,
and a fixed pressure of 1000 psia (6.9 MPa) is applied on the
top of the metal piston. All explosive material exists in a single
element in the interior of the piston. The sides and bottom of
the piston-cylinder arrangement are constrained in the outward
direction.
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The implicit time integration in ALE3D is a standard
displacement-based finite element approach using Newton iter-
ation to solve for displacements at the end of each time step. The
simulations use the uniform strain hexahedral (3D) or quadrilat-
eral (2D) elements with hourglass control outlined by Flanagan
















where P is pressure, σ is the Cauchy stress, t=σ ·n is the traction
on surfaces with normal n, u is the displacement, b is the body
force per unit mass, and ρ is the density. The virtual displace-




is the symmetric part of
the virtual displacement gradient. Integration is over volume V
with surface S. Equation 4 provides the nodal forces used in the
equilibrium iterations.
Implementation of the Newton method requires the deriva-
tive of the momentum equation with respect to displacements to








































ρδu · du¨du ·du
]
dV (5)
The stress and material stiffness, C , are end of step values eval-
uated using the current estimate of the nodal displacements. Ad-
ditional terms result from configuration changes over the time
step.
The system of equations is solved iteratively for the dis-
placements which satisfy the momentum equations at the end of
each time step. For the relatively small systems of equations in
this study, a direct solver based on an LU matrix decomposition
is used to solve both the hydrodynamic and thermal equations.
If the nonlinearity of the momentum equations controls the time
Figure 2. MESH USED IN DSC AND TGA SIMULATIONS.
step, the target number of iterations to reach the convergence tol-
erances is 3. Convergence is typically achieved with 1 or 2 itera-
tions if chemistry or the thermal solution are controlling the time
step.
The model for TGA was the same as for DSC (see Fig.
2) with the exception that the mesh was constrained through-
out, allowing for an explicit simulation with mass scaling. The
explicit formulation was required because the implicit hydrody-
namics often failed in the isothermal cases due to limitations in
the loosely-coupled thermal-hydro algorithm, and use of explicit
mechanics greatly reduces required simulation time compared to
implicit mechanics. The mass loss was approximated as that cal-
culated by the formation of final gas products in the system (de-
noted C in Eqns. 1 and 3). We applied the same direct solver for
the thermal solution as for the DSC model.
The ODTX computational model is a two-dimensional, ax-
isymmetric quarter-sphere of TNT with diameter 0.5 in. (1.27
cm) corresponding to the experiment. These simulations were
performed using explicit hydrodynamics with mass scaling in
the same manner as the TGA model. The outer nodes of the
sphere are held to the desired fixed temperature for the run. It
was assumed that an explosion occurred under one of three con-
ditions: the local HMX temperature rise exceeded 109 K/s, the
maximum zonal temperature exceeded 1000K, or the amount
of gaseous products formed exceeded 5% of the overall sys-
tem mass. The latter criterion stems from pressure limitations
of the ODTX apparatus and is reflected by TATB simulations by
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Figure 3. MESH USED IN ODTX SIMULATIONS.
Tarver, Chidester, and Nichols [22]. Figure 3 provides the mesh
used in the ODTX simulations. Implicit calculations, where only
the outer nodes of the sphere are constrained, were also per-
formed to verify the agreement between implicit and explicit ap-
proaches. The thermal and implicit hydrodynamic solutions used
a conjugate-gradient sover with a diagonal preconditioner.
Complex mesh geometries for STEX models (e.g. [14])
are generally used for strain prediction, but here we are only
concerned with predicting the surface temperature at explosion.
Therefore, the mesh used is a simple two-dimensional axisym-
metric strip of 50 elements with an aspect ratio of 1.0.
Material properties.
Values of the temperature-dependent thermal conductivity
of the solid and liquid TNT species (Asolid , A–B), as well as the
heat capacity of Asolid , are the same as those used by McGuire
and Tarver [5], and the properties for the final products (C) were
derived using calculations from the thermochemical equilibrium
code Cheetah [23] and Bridgmann’s thermal conductivity rela-
tion for fluids [24]. The solid and liquid TNT densities are pro-
vided by [13] and [25]. The density of final products was ap-
proximated as being equivalent to the liquid density, which is
approximately 10% lower than the solid density.
Implicit hydrodynamic simulations require definitions of
equations of state for each species. Here, we choose a simple
polynomial equation of state for the solid and liquid species,
P = P0 +Kbµ+ γρcv (T −T0) (6)
where µ = (ρ/ρ0)− 1, Kb is the bulk modulus, ρ is the density,
cv is the heat capacity at constant volume, and T is temperature.
The parameters P0 and T0 are ambient pressure and temperature,
respectively. The solid TNT bulk modulus and thermal expan-
sion coefficients can be found in [13]. Drimmer [26] provides the
liquid TNT volumetric expansion coefficient. Although the exact
liquid TNT bulk modulus is unknown, isothermal compressibil-
ity data by Pandey et al. [27] for toluene-based liquids provide a
bulk modulus near 1 GPa, which we use here. We also choose an
ideal gas form for the final products,
P = (γ−1)ρcvT (7)
where γ was determined using Cheetah [23]. Table 2 gives mate-
rial properties for the various components.
Calibration methodology.
The general approach used here was to build the reaction
network in stages by approximating the presence of certain reac-
tions for a given experiment. The optimization in each stage was
based on the minimization of an overall Figure of Merit (FOM)
calculated by comparing modeled and experimental results. In







(wODT X FODT X )2i (8)
where the number of DSC and ODTX experiments is NDSC and
NODT X , respectively. The value of Fi is the percentage error and
assigned weight of model run i when compared to the corre-
sponding experimental data, and w values are assigned weights.
Calibration was performed by applying a steepest
descents/1-d bisection algorithm applied as a wrapper script
over ALE3D simulations of the model experiments. For a series
of samples, the gradient of the FOM was first determined to
determine the direction of steepest descent, and then a series of
15 bisections was used to determine the minimum FOM along
the steepest descent line segment between xstart and xmax, where
xmax = xstart +αmax∇(FOM) (9)
where αmax is either 1.0 or smaller depending on the size of the
allowable ranges of independent parameters x. Data were avail-
able for a single DSC experiment, and 8 ODTX experimental
data points were chosen for calibration. The values of wDSC and
wODT X ,were chosen to be 8 and 1, respectively to allow for equal
contributions from each set of experiments to the overall FOM.
The activation energies, reaction orders, and heats of reaction
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Table 2. TNT MATERIAL PROPERTIES.
Species Asolid [A,B] C
ρ, kg/m3 1.654 1.459 1.459
Kb, GPa 6.5 1.0 N/A
γ 0.7347 0.5489 1.196
Temperature, K cv,Asolid cv,[A,B] cv,C
273 1.05 1.36 0.9835
293 1.13 1.36 1.015
433 1.67 1.36 1.239
673 2.59 1.36 1.624
1073 3.86 1.36 3.308
1473 3.86 1.36 3.313
1873 3.86 1.36 1.941
2273 3.86 1.36 2.080
Temperature, K kAsolid k[A,B] kC
273 0.262 0.262 0.272
293 0.259 0.259 0.263
433 0.238 0.238 0.201
673 0.202 0.202 0.0952
1073 0.153 0.153 0.0814
1473 0.153 0.153 0.0885
1873 0.153 0.153 0.0893
2273 0.153 0.153 0.0861
from the McGuire-Tarver model (Eqn. 1) were preserved, but
the frequency factors were adjusted.
A single-step first-order Arrhenius model (Eqn. 3) was also
calibrated using the two data points approach outlined in [6, 7,
8] for ODTX temperatures at 210◦C and 301◦C. The calibrated
parameters for this model are E = 129.1 kJ/mol and lnZ/s−1 =
21.16. Note that this activation energy is similar to the value of
140 kJ/mol stated for the isoconversional approach [12].
Results.
The calibration procedure was run for 15 samples, which
corresponded to approximately 110 hours of running time. Ta-
ble 3 provides the calibrated kinetic parameters for the updated
Table 3. UPDATED MCGUIRE-TARVER MODEL.
Reaction E, kJ/mol lnZ/s−1 n
A−→ B 184.1 36.21 1
A+B−→ 2C 144.3 21.95 1
B+B−→ 2C 140.2 27.82 2
Figure 4. COMPARISON OF EXPERIMENTAL AND SIMULATED ODTX
DATA.
McGuire-Tarver model. Figure 4 provides comparisons in ex-
perimental and predicted ODTX explosion times for the updated
McGuire-Tarver, original McGuire-Tarver, and one-step Arrhe-
nius kinetic models, which correspond to errors of 27%, 119%,
and 32% when compared to experiment. Predicted DSC surface
temperatures at peak heat release are 278◦C, 295◦C, and 344◦C
for the updated McGuire-Tarver, original McGuire-Tarver, and
single-step Arrhenius models, respectively, which corresponds to
an error of 13.9%, 8.6%, and 6.6% when compared to the exper-
imental value of 322.7◦C. Therefore, the single-reaction model
appears to provide the best agreement among the three models
used in this study.
Validation runs were performed for these values to pre-
dict STEX surface temperatures at explosion and TGA 50%
mass loss. Predicted STEX surface temperatures at explosion
are 182◦C, 191◦C, and 195◦C for the updated McGuire-Tarver,
original McGuire-Tarver, and single-step Arrhenius models, re-
spectively, which corresponds to an error of 17.3%, 13.2%, and
11.4% when compared to the experimental value of 220◦C. The
under-prediction of STEX surface temperatures at explosion may
be due to liquid TNT convection in the STEX vessel, and more
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investigation is needed. Predicted TGA surface temperatures at
50% mass loss surface temperatures at explosion are 278.9◦C,
296.7◦C, and 348◦C for the updated McGuire-Tarver, original
McGuire-Tarver, and single-step Arrhenius models, respectively,
which corresponds to an error of 0.4%, 6.0%, and 24.3% when
compared to the experimental value of 280◦C. These TGA re-
sults help validate our calibrated McGuire-Tarver kinetics when
compared to the other two models, but caution must be used in in-
terpreting these results since open-pan DSC and TGA data show
a strong influence by evaporation.
DETERMINATION OF MELTING KINETICS
Phase change can be incorporated into thermal codes in a va-
riety of ways (see [28]), such as a spike in heat capacity [29], the
addition of heat absorption based on the latent heat and change
in quality [30], nodal temperature adjustment until the latent heat
has been satisfied [31], or through solution of the enthalpy [32].
Here, we provide a means to describe phase change as a first-
order Arrhenius reaction,
Asolid −→ A (10)
We apply melting as a first-order phase transition following [33].
The melting point of TNT is generally accepted as being close to
81◦C [2, 25]. A latent heat of 93.3 J/g was used [2, 5].
Figure 5 provides the melting endotherm from the DSC ex-
periment. Computational models of the DSC experiment were
performed to calibrate the activation energy and frequency factor
for the kinetic reaction in Eqn. 10. Manual iteration was used to
calibrate kinetic parameters of 836.8 kJ/mol and 278.8 for Emelt
and lnZmelt/s−1, respectively. The difference in spike magnitude
in Fig. 5 is due to approximations in the computational model as
well as additional heat loss mechanisms in the DSC experiment.
These kinetic parameters should not be interpreted literally. They
are a computational convenience in which the very high activa-
tion energy maintains the melting transition at approximately the
same temperature for different heating schedules.
CONCLUSIONS
We here provide a simple yet effective means to calibrate a
kinetic model to multiple small-scale experiments. The use of
multiple experiments often gives insight into the behavior of en-
ergetic materials that is not apparent from a single experiment,
such as the determination of the excess formation of product
gases early in the decomposition process for HMX [11]. Here,
we find that errors in the original experimental data, as well as
advances in predictions of material thermal properties are easily
Figure 5. EXPERIMENTAL AND SIMULATED DSC MELTING EN-
DOTHERM.
updated when a steepest-descents/1d-bisection algoritm is ap-
plied. Updating the McGuire-Tarver model provides improved
ODTX and TGA agreement while sacrificing DSC agreement,
yet the STEX agreement remains unchanged. Our single-step re-
action model, while exhibiting reasonable agreement to ODTX
and TGA experimental data, does not provide a good prediction
to TGA and STEX explosion times. All of these results show that
agreement with one type of cookoff experiment does not neces-
sarily correspond to good agreement with others.
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