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In this paper, an algorithm for approximating conic sections by constrained Bézier curves
of arbitrary degree is proposed. First, using the eigenvalues of recurrence equations and the
method of undetermined coefficients, some exact integral formulas for the product of two
Bernstein basis functions and the denominator of rational quadratic form expressing conic
section are given. Then, using the least squares method, a matrix-based representation of
the control points of the optimal Bézier approximation curve is deduced. This algorithm
yields an explicit, arbitrary-degree Bézier approximation of conic sections which has
function value and derivatives at the endpoints that match the function value and the
derivatives of the conic section up to second order and is optimal in the L2 norm. To
reduce error, themethod canbe combinedwith a curve subdivision scheme. Computational
examples are presented to validate the feasibility and effectiveness of the algorithm for a
whole curve or its part generated by a subdivision.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Conic sections (including circular arcs) play a significant role in Computer Aided Design/Computer Aided Manufacturing
(CAD/CAM) systems. It is one of the geometric elements most commonly used for shape expression and mechanical
accessory cartography. However, conic sections cannot be represented exactly using polynomials. Taking NURBS as a main
body, CAD/CAM systems cannot process conic sections represented by implicit equations and parametric equations with
trigonometric functions. So people usually adopt parametric polynomial to approximate them. On the other hand, based
on their own excellent geometric properties, Bézier curves can briefly express free form curves and surfaces and furnish a
variety of applications in CAD/CAM systems. In view of this, people usually study Bézier approximation of conic sections.
Many researchers focused their attention on approximating conic sections by Bézier curves with high approximation
order in the past two decades [1–6]. According to the degree of the Bézier approximation curve, these results are divided
into two groups: low degree and arbitrary degree. Based on local Hermite interpolation, Floater [7] constructed a quadratic
spline having its optimal convergence order 4 to approximate the conic section. Dokken et al. [8] provided a curvature-
continuous Bézier curve to approximate a circular arc with the optimal approximation order 6. Using an alternative error
function, Kim and Ahn [5] proposed an approximation method of circular arcs by quartic Bézier curves and proved that
the approximation order is 8. Ahn [9] extended this method to conic cases. Fang [10] showed that there exist three quintic
polynomial curves with endpoints G3-continuity to approximate the conic section. For these studies of low degree Bézier
approximation, the highest degree of the approximation curve is 5. In addition, Floater [11] found the approximation of
the conic section by Bézier curve of any odd degree n having its optimal approximation order 2n. Recently, Floater [12] has
showed that a k-degree rational parametric curve can be interpolated by an m-degree polynomial matching 2m − 2k + 4
data.
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All the abovementioned approximationmethods are based on the Geometric Hermite Interpolation (GHI)method; so the
corresponding approximation curves have geometric continuity. And the Hausdorff distance between two curves is used as
the measure standard. For conic sections, the control points of the approximation curve are obtained by minimizing the
bound on the Hausdorff distance between the approximation curve and the conic section. These approximation methods
have some advantages, such as, the optimal approximation order of exactly 2n, and the closed form of the Hausdorff error
bound. As we all know, the notion of distance between two curves or surfaces is important for various applications of
geometric design. There are the Euclidean distance (L2 metric), the Manhattan distance (L1 metric), and the Chebyshev
distance (L∞metric), besides theHausdorff distance, and so on. And the Euclidean distance is also one of themost commonly
usedmeasure standard in engineering applications. However, there is no literature addressing itself to approximating conic
sections by constrained Bézier curves of arbitrary degree in the L2 norm. Therefore, we try to propose an algorithm to do this
now. It is necessary to point out that all the previous approximationmethods and ourmethodhave their own advantages and
disadvantages, considering a great difference in error measurement mode. On one hand, the previous methods gave exact
error analysis which could yield stable and fast approximation algorithm, but our method does not. On the other hand, in
our algorithm the approximation curve possesses the following five characteristics, which cannot be found in most of the
previous methods. First, the degree of the approximation curve is arbitrary; second, it is suitable for elliptic segments and
circular arcs with center angle larger than π ; third, the approximation curve has the contact order (k, h) (k, h = 0, 1, 2) of
continuity at both endpoints of the conic section; fourth, the control points of the approximation curve can be very quickly
computed by multiplying the control points vector of the conic section by a matrix that is pre-calculated before processing
approximation; finally, the approximation can achieve an optimal effect in the L2 norm. For CAD/CAM system, it is these
advantages that spline approximation technique is aspiring after. So it is worth studying constrained Bézier approximation
of conic sections in the L2 norm. Themain idea of ourmethod is as follows: using the conditions for contact continuity at both
endpoints and the least squaresmethod,we derive thematrix-based control points of optimal Bézier approximation curve of
arbitrary degree. The key point of thismethod is to obtain some exact integral formulas for the product of twoBernstein basis
functions and the denominator of rational quadratic form expressing conic section, based on the eigenvalues of recurrence
equations and the method of undetermined coefficients.
The rest of the paper is laid out as follows. We first give some pertinent basic definitions and properties, and describe
the problem of constrained Bézier approximation of the conic section in Section 2. In Section 3, we propose an efficient
algorithm for optimal Bézier approximation with endpoints continuity in the L2 norm. Finally, the approximation order and
error are given and some numerical examples are presented to confirm the correctness and effectiveness of the method in
Section 4.
2. Preliminaries
2.1. Matrix representation for conic sections
A conic section can be represented in standard rational quadratic Bézier form by [13]
P(t) = x(t)
ω(t)
= B
2
0(t)p0 + ωB21(t)p1 + B22(t)p2
B20(t)+ ωB21(t)+ B22(t)
, (1)
where B2i (t) (i = 0, 1, 2) is a Bernstein basis function of degree 2, satisfying Bni (t) =

n
i

(1 − t)n−it i, p0, p1, p2are the
control points, ω ∈ R is the weight associated with p1, assumed nonzero. When ω is positive, the center angle of an elliptic
segment or a circular arc represented by (1) is less than π [14–16]. Here the type of the conic section is characterized by the
value of ω : P(t) is an ellipse when ω < 1, a parabola when ω = 1 and a hyperbola when ω > 1. Contrarily, when ω is
negative, P(t) is the complementary segment of the original conic segment [13,14].
Let
P = (p0, p1, p2)T, Bn = (Bn0(t), Bn1(t), . . . , Bnn(t)),
α(t) = 1
B20(t)+ ωB21(t)+ B22(t)
, A = diag(1, ω, 1),
then we rewrite (1) for the conic section in matrix form as
P(t) = α(t)B2AP . (2)
2.2. Properties for Bernstein basis functions
Property 1. The product of two arbitrary Bernstein basis functions and its integral satisfy [13]
Bni (t)B
m
j (t) =
C inC
j
m
C i+jn+m
Bn+mi+j (t), (3)
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0
Bni (t)B
m
j (t)dt =
C inC
j
m
(n+m+ 1) C i+jn+m
, (4)
where C in =

n
i

is the binomial coefficient.
Property 2. A Bernstein basis function of degree n is represented with power basis by [13]
Bni (t) = C in
n−i
k=0
(−1)kCkn−it i+k. (5)
2.3. Statement for the approximation problem
Given the conic section P(t) expressed as (2), the problem of constrained Bézier approximation is to find control points
q0, q1, . . . , qn, which define a Bézier approximation curve
Q (t) =
n
i=0
Bni (t)qi, (6)
of arbitrary degree n, such that the following two conditions are satisfied simultaneously.
(i) Q (t) has the contact order (k, h) (k, h = 0, 1, 2) of continuity at both endpoints of the conic section P(t). Hereinafter
we use k and h to express this contact order at left and right endpoints of them, respectively.
(ii) A distance function d(P,Q ) between P(t) and Q (t) in the L2 norm is minimized, that is
min d(P,Q ) =
 1
0
∥P(t)− Q (t)∥2 dt. (7)
3. Algorithm for constrained Bézier approximation in matrix form
This approximation algorithm is a two-step process. At first, we calculate the constrained control points of the
approximation Bézier curve Q (t) shown in (6). Next, we calculate others based on the least squares method. And then
we combine these two parts of control points into a matrix expression.
3.1. Constrained control points of the approximation curve
According to the rational representation (1) of the conic section P(t), we have
x(t) = ω(t)P(t).
Taking derivatives of the above equation one and two times result in
P ′(t) = x
′(t)− ω′(t)P(t)
ω(t)
,
P ′′(t) = x
′′(t)− ω′′(t)P(t)− 2ω′(t)P ′(t)
ω(t)
,
then we have the first and second derivatives of P(t) at two endpoints (t = 0, 1) respectively satisfying
P ′(0) = 2ω(p1 − p0), P ′(1) = 2ω(p2 − p1),
P ′′(0) = (4g − 2)p0 − 4gp1 + 2p2, P ′′(1) = 2p0 − 4gp1 + (4g − 2)p2,
where
g = 2ω2 − ω. (8)
Then to match the function value and derivatives up to second order at both endpoints of P(t) and Q (t), the constrained
control points of Q (t) are
q0 = p0, qn = p2,
q1 =

1− 2ω
n

p0 + 2ωn p1, qn−1 =

1− 2ω
n

p2 + 2ωn p1,
q2 =

1− 4ω
n
+ 4g − 2
n(n− 1)

p0 +

4ω
n
− 4g
n(n− 1)

p1 + 2n(n− 1)p2,
qn−2 = 2n(n− 1)p0 +

4ω
n
− 4g
n(n− 1)

p1 +

1− 4ω
n
+ 4g − 2
n(n− 1)

p2.
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Let
A¯2,2 =

A¯12,2

3×3
A¯22,2

3×3

=

1 0 0
1− 2ω
n
2ω
n
0
1− 4ω
n
+ 4g − 2
n(n− 1)
4ω
n
− 4g
n(n− 1)
2
n(n− 1)
2
n(n− 1)
4ω
n
− 4g
n(n− 1) 1−
4ω
n
+ 4g − 2
n(n− 1)
0
2ω
n
1− 2ω
n
0 0 1

, (9)
A¯k,h =

A¯1k,h

k×3
A¯2k,h

h×3

:= A¯2,2(1, . . . , k+ 1, 6− h, . . . , 6), k, h = 0, 1, 2, (10)
where g is as shown in (8). Here, we denote A¯2,2(· · ·) as a submatrix of the matrix A¯2,2 obtained by extracting the
specified rows in turn. Then the matrix A¯k,h in (10) provides the constrained conditions for matching the contact order
(k, h) (k, h = 0, 1, 2) of continuity at two endpoints of P(t) and Q (t). Therefore, (k+h+2) endpoints of the approximation
curve Q (t) are uniquely determined, and qi (i = k+ 1, k+ 2, . . . , n− h− 1) are the other unknown control points. So Q (t)
can be expressed as
Q (t) =
k
i=0
Bni (t)qi +
n−h−1
i=k+1
Bni (t)qi +
n
i=n−h
Bni (t)qi.
For the sake of simplicity, the above formulas can be expressed in matrix form as
Q (t) = BdQ d + BuQ u, (11)
where
Bd = (Bn0(t), . . . , Bnk(t), Bnn−h(t), . . . , Bnn(t)), Bu = (Bnk+1(t), Bnk+2(t), . . . , Bnn−h−1(t)),
Q d = (q0, . . . , qk, qn−h, . . . , qn)T, Q u = (qk+1, qk+2, . . . , qn−h−1)T.
When P(t) and Q (t) match the contact order (k, h) (k, h = 0, 1, 2) of continuity at two endpoints, the constrained
control points satisfy
Q d = A¯k,hP, (12)
where A¯k,h (k, h = 0, 1, 2) is as shown in (10).
3.2. Computation of
 1
0
tm
t2−t+adt
Before computing the unconstrained control points, we present the formulas of the integral of rational polynomial 1
0
tm
t2−t+adt (m ≥ 2), where a is a known parameter. This is the key point to obtain the unconstrained control points.
We will apply the method of undetermined coefficients to calculate the integral.
Let
tm
t2 − t + a = a1t
m−2 + a2tm−3 + · · · + am−3t2 + am−2t + am−1 + amt + am+1t2 − t + a , (13)
then multiplying both sides of the above equation by t2 − t + a, it follows that
tm = (t2 − t + a) a1tm−2 + a2tm−3 + · · · + am−3t2 + am−2t + am−1+ amt + am+1.
In order to be equal on both sides of the above equation, ai (i = 1, 2, . . . ,m+ 1)must satisfy
a1 = a2 = 1,
ai − ai−1 + a · ai−2 = 0, 3 ≤ i ≤ m,
am+1 + a · am−1 = 0.
(14)
Next we provide the general formula of ai based on the eigenvalues of recurrence equations.
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According to the recurrence equations in (14), the characteristic equation is λ2−λ+a = 0, and the characteristic values
are λ1,2 = 1±
√
1−4a
2 . So the general formula of ai is expressed as
ai = c1

1+√1− 4a
2
i
+ c2

1+√1− 4a
2
i
, 1 ≤ i ≤ m. (15)
Substituting a1 = a2 = 1 into (15), we have
c1 = 1√
1− 4a , c2 =
−1√
1− 4a .
Then back substituting c1, c2 into (15) and according to (14), the general formula of ai is
ai = 2−(i−1)
[(i−1)/2]
s=0
C2s+1i (1− 4a)s, i ≤ m,
am+1 = −2−(m−2)a
[m/2]−1
s=0
C2s+1m−1 (1− 4a)s.
(16)
On the other hand, according to (13), the integral
 1
0
tm
t2−t+adt is simplified to 1
0
tm
t2 − t + adt =
 1
0

m−1
s=1
astm−1−s + amt + am+1t2 − t + a

dt =
m−1
s=1
as
m− s +
 1
0
amt + am+1
t2 − t + a dt. (17)
Also using techniques of integration [17], we can obtain 1
0
t
t2 − t + adt =
1
2
ln
t2 − t + a1
0
+ 1
2
 1
0
1
t2 − t + adt =
1
2
 1
0
1
t2 − t + adt,
 1
0
1
t2 − t + adt =

4√
4a− 1 arctan
1√
4a− 1 , a >
1
4
,
2√
1− 4a ln
1−
√
1− 4a
1+√1− 4a
 , a < 14 ,
−4, a = 1
4
.
Substituting the above two formulas and (16) into (17), it yields 1
0
tm
t2 − t + adt = ξ(m)
=
m−1
s=1

s−1
2

i=0
C2i+1s bi
(m− s)2(s−1) +
1
2m−2


m−1
2

s=0
C2s+1m b
s − 4a
[m2 ]−1
s=0
C2s+1m−1 b
s

×

arctan

(−b)−1√−b −1 < ω < 1
1
2
√
b
ln
1−
√
b
1+√b
 ω > 1 or ω < −1
−1 ω = −1,
(18)
where b = 1− 4a.
3.3. Unconstrained control points of the approximation curve
According to (2), (11) and (12), the distance function (7) can be expressed in matrix form as
d(P(t),Q (t)) =
 1
0
α(t)B2AP − BdA¯k,hP − BuQ u2 dt, k, h = 0, 1, 2. (19)
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To minimize the objective function d written as (19), the derivatives of d2 with respect to the elements of Q u should be
zero, that is, ∂d
2
∂Q u = 0. Then we have 1
0

Bu
T
(α(t)B2AP − BdA¯k,hP − BuQ u)dt = 0.
Arranging the abovementioned equation, it yields
MQ u = (2n+ 1)
 1
0
α(t)

Bu
T B2dt · AP − M¯A¯k,hP, (20)
where
M = (2n+ 1)
 1
0

Bu
T Budt = (mij)n−k−h−1i,j=1 , mi,j = C i+kn C j+knC i+j+2k2n , (21)
M¯ = (2n+ 1)
 1
0

Bu
T Bddt = (m¯ij)n−k−h−1,k+h+2i,j=1 , m¯i,j =

C i+kn C
j−1
n
C i+j+k−12n
j = 1, . . . , k+ 1
C i+kn C
n+j−k−h−2
n
Cn+i+j−h−22n
j = k+ 2, . . . , k+ h+ 2.
(22)
Obviously, for any nonzero (n− k− h− 1)-dimensional column vector λ, we have
λTMλ = (2n+ 1)
 1
0

Buλ
2 dt > 0.
ThenM is a positive definite matrix, and it is invertible. So according to (20), we have
Q u = M−1 LA− M¯A¯k,h P, (23)
where
L = (2n+ 1)
 1
0
α(t)

Bu
T B2dt = li,jn−k−h−1,3i,j=1 ,

li,j
n−k−h−1,3
i,j=1 = (2n+ 1)
 1
0
α(t)Bni+k(t)B
2
j−1(t)dt. (24)
According to (3) shown in Property 1, we have 1
0
α(t)Bni+k(t)B
2
j−1(t)dt =
C i+kn C
j−1
2
C i+j+k−1n+2
 1
0
Bn+2i+j+k−1(t)
B20(t)+ ωB21(t)+ B22(t)
dt.
Applying Property 2 to replace the Bernstein basis by the power basis, the abovementioned equation can be arranged as 1
0
α(t)Bni+k(t)B
2
j−1(t)dt = aC i+kn C j−12
n−i−j−k+3
s=0
(−1)sC sn−i−j−k+3
 1
0
t i+j+s+k−1
t2 − t + adt, (25)
where a = 12(1−ω) .
Substituting (18) and (25) into (24), the element of matrix L is represented by
li,j = (2n+ 1)aC i+kn C j−12
n−i−j−k+3
s=0
(−1)sC sn−i−j−k+3ξ(i+ j+ s+ k− 1), (26)
where ξ(i) is shown in (18), and a is shown in (25).
Combining (12) and (23), the control points of optimal n-degree Bézier approximation curve Q (t) with contact order
(k, h) (k, h = 0, 1, 2) of continuity at two endpoints in the L2 norm are represented by matrix form as follows:
Q = GP, G =
 A¯1k,hM−1 LA− M¯A¯k,h
A¯2k,h
 , (27)
where Q = (q0, q1, . . . , qn)T, A¯k,h, A¯1k,h, A¯2k,h are shown in (9) and (10), A,M, M¯ are shown in (2), (21) and (22) respectively,
the elements ofmatrix L are shown in (26). Thesematrices can be computed one time beforehand and stored in the database
so that they can be invoked at any time. Then all the approximation operations are just to multiply from left the column
vector consisting of the control points of P(t) written as (1) with the matrix G . It is very convenient, simple, and has less
computation cost.
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a b c
Fig. 1. (a) Conic section P(t)with control points; (b) A 4-degree Bézier approximation curve Q (t)with contact order (1, 0) of continuity at two endpoints
and its control points; (c) Error distance curve.
4. Approximation order, error estimation and implement
Using the similar method in [18], we conjecture that this least squares method has the approximation order of n + 1,
where n is the degree of the approximation curve Q (t). The conjecture is based on a simple parameter count. We suppose
that the conic section is subdivided into n segments by a curve subdivision scheme. And every segment is approximated
by a polynomial segment P(t) with k-th order parametric continuity at the endpoints. Then each polynomial segment has
n+ 1 coefficients in Rδ , and the n polynomial segments are determined by n(n+ 1)δ parameters.
Two curves P(t) and Q (t)match the contact order k of continuity at both endpoints if
Q l(t) = P l(t), t = 0, 1, 0 ≤ l ≤ k.
According to the abovementioned formulas, k-th order parametric continuity between adjacent segments is described by
k+ 1 equations. Combining all interpolation conditions at the endpoints, we can get (n+ 1)(k+ 1)δ constraints. Equating
the number of parameters and the number of constraints yields
n(n+ 1)δ = (n+ 1)(k+ 1)δ ⇔ k = n− 1.
This yields the approximation order k + 2 = n + 1. So we expect that the optimal approximation order of our method
is n + 1. Clearly, it is less than the approximation order of the previous methods [7,9–11], exactly 2n. The reason is that
geometric continuity was discussed in previous works. And geometric contact of order k is described by k + 1 equations
with k additional free parameters [18]. Then the interpolation conditions represent (n+1)((k+1)δ−k)but not (n+1)(k+1)δ
constraints.
An equivalent formula for the distance function between P(t) and Q (t) can be expressed in matrix form as
d2(P(t),Q (t)) =
 1
0
∥P(t)− Q (t)∥2 dt =
 1
0
∥α(t)B2AP − BnQ ∥2 dt
=
δ
i=1

P i
T GTNG − 2GTL˜A+ AHA P i, (28)
where
N = (nij)ni,j=0, nij =
C inC
j
n
(2n+ 1)C i+j2n
,
L˜ = (l˜ij)n,2i,j=0, l˜ij =
 1
0
α(t)Bni (t)B
2
j (t)dt = aC inC j2
n−i−j+2
s=0
(−1)sC sn−i−j+2ξ(i+ j+ s),
H = (hij)2i,j=0, hij =
 1
0
α2(t)B2i (t)B
2
j (t)dt,
and P i = (pi0, pi1, pi2)T(i = 1, 2, . . . , δ) is the column vector of the i-th control point in space Rδ,G is as shown in (27), and A
is as shown in (2). Clearly, the element of thematrixH is an integral of a rational quartic polynomial, which can be calculated
accurately. To calculate the integral, we refer the reader to [17]. So Eq. (28) presents a closed form of the L2 distance function
between the conic section and the approximation curve.
For the convenience of estimation, we introduce two statistics, maximum distance dmax and mean distance dmean, to
evaluate approximation results. Here, dmax and dmean are sampling-based various distances between the conic section P(t)
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a b c
Fig. 2. (a) Conic section P(t)with control points; (b) A six-degree Bézier approximation curveQ (t)with contact order (2, 2) of continuity at two endpoints
and its control points; (c) Error distance curve.
a b
c
Fig. 3. (a) Conic section P(t)with control points; (b) A 9-degree Bézier approximation curve Q (t)with contact order (2, 2) of continuity at two endpoints
and its control points; (c) Error distance curve.
and its approximation curve Q (t), respectively. For example,
dmax = max
0≤t≤1
{∥P(t)− Q (t)∥} .
Example 1. We consider a conic section P(t)with control points p0 = (0, 0), p1 = (0.3, 1.5), p2 = (1, 0), and midweight
ω = 0.8 (see Fig. 1(a)). Obviously, it is an elliptic segment. A 4-degree Bézier curve Q (t) approximates P(t)with the contact
order (1, 0) of continuity at two endpoints. The control points of Q (t) are (0, 0), (0.12, 0.6), (0.3649, 0.9772), (0.7259,
0.5986), (1, 0) (see Fig. 1(b)). The maximum error distance is dmax = 1.1088 × 10−3, and the mean error distance is
dmean = 6.2759× 10−4.
Example 2. We consider a conic section P(t) with control points p0 = (0, 0), p1 = (2, 1.2), p2 = (1, 0), and midweight
ω = 1.2 (see Fig. 2(a)). It is a hyperbolic segment. A 6-degree Bézier curveQ (t) approximates P(t)with the contact order (2,
2) of continuity at two endpoints. The control points ofQ (t) are (0, 0), (0.8, 0.48), (1.2187, 0.6912), (1.4623, 0.7699), (1.5093,
0.6912), (1.4, 0.48), (1, 0) (see Fig. 2(b)). The maximum error distance is dmax = 1.6478× 10−4, and the mean error distance
is dmean = 7.0463× 10−5.
Example 3. We consider a conic section P(t) with control points p0 = (0, 0), p1 = (0.3,−0.8), p2 = (1, 0), and
midweight ω = −0.3 (see Fig. 3(a)). It is an elliptic segment with center angle greater than π . A 9-degree Bézier curve
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Table 1
The maximum and mean errors of the Bézier approximation via subdivision (n is the degree of approximation curve, (k, h) is the order of continuity
at the two endpoints).
Time of subdivision n = 5, (k, h) = (1, 1) n = 5, (k, h) = (2, 2)
dmax dmean dmax dmean
0 3.6394× 10−2 2.2264× 10−2 1.5581× 10−1 7.2310× 10−2
1 1.1092× 10−3 5.6240× 10−4 8.3183× 10−3 3.4339× 10−3
2 1.9116× 10−5 8.8078× 10−6 1.6643× 10−4 6.1145× 10−5
3 3.0400× 10−7 1.2837× 10−7 2.7009× 10−6 9.2103× 10−7
Q (t) approximates P(t) with the contact order (2, 2) of continuity at two endpoints. The control points of Q (t) are (0, 0),
(−0.02, 0.0533), (−0.0202, 0.1280), (0.1215, 0.1717), (−0.2889, 0.5369), (1.5573, 0.5369), (0.9644, 0.1717), (1.0842, 0.1280),
(1.0467, 0.0533), (1, 0) (see Fig. 3(b)). The maximum error distance is dmax = 1.6478 × 10−4, and the mean error distance
is dmean = 7.0463× 10−5.
If this conic section P(t) is approximated by a quintic Bézier curve, then there will be a large error. To improve the
approximation, P(t) can be subdivided parametrically into subcurves and each subcurve is approximated by a quintic Bézier
curve. Table 1 shows the maximum and mean errors of the Bézier approximation calculated using the subdivision.
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