We analyze a range of VSP datasets for evidence of fracture related attenuation anisotropy, focusing on three attributes: P-wave attenuation anisotropy, differential shear-wave attenuation and frequency dependent shearwave splitting. We find examples of all three phenomena and are able to reproduce the behaviour with well constrained, unified, theoretical models. Our results suggest a correlation between attenuation anisotropy and fracture properties. It is apparent that in all cases the reservoir displays much higher attenuation than the overburden.
Introduction
Studies of seismic attenuation, encompassing laboratory, theoretical and field work, indicate a pronounced relationship to fluid saturation and fractures. Since fracture distributions in-situ are often aligned, we might expect attenuation to vary with direction. Nevertheless, most techniques that use anisotropy to detect fractures assume no attenuation anisotropy.
Attenuation anisotropy is particularly interesting because of its potential direct link to fracture properties, such as scale, and fluid saturation. Studies of attenuation anisotropy can complement the traditional approach based on traveltime anisotropy.
If anisotropic attenuation can be routinely observed in field data we expect that considerable advances may be possible in the seismic fracture techniques. To that end we analyze a range of VSP datasets to determine whether we can detect and accurately model anisotropy in attenuation measurements. Our results suggest that this is indeed possible as we found evidence of attenuation anisotropy in both P-and shear-wave seismic attributes. We show that the behaviour can be reproduced with a consistent model, and we furthermore relate the behaviour to independent geological information. Figure 1 shows P-wave attenuation as a function of propagation direction as predicted by theoretical modeling based on a squirt-flow mechanism in fractured porous rock (e.g. Chapman, 2003) . Attenuation is at a minimum for propagation in the fracture strike direction and a maximum for propagation perpendicular to the fractures. Furthermore, it increases with polar angle away from the fracture strike.
P-wave attenuation anisotropy
We generated synthetic VSP data according to walkaround geometries at different offsets. This was done with an enhanced reflectivity scheme, which permits the use of frequency dependent, complex valued, elastic tensors. Systematic changes in the amplitude of the transmitted energy with azimuth and offset could be clearly identified.
Attenuation is typically analysed by measuring absolute values of the quality factor Q through a comparison of spectra recorded along an individual raypath. For an analysis of attenuation anisotropy we propose instead to measure relative Q by means of comparing spectra that are recorded along different azimuths but identical sourcereceiver offsets. We find from our synthetic studies that measurements of relative Q are much more robust than measurements of absolute Q.
The variation of relative attenuation 1/Q rel with azimuth is found to take the form:
where A is the amplitude of azimuthal variation, which increases with crack density for constant offset and increases with offset for constant crack density, φ is azimuth and 0 φ the azimuth of minimum attenuation that can be identified with the fracture strike. B is an arbitrary constant that depends on which azimuth is chosen for the reference spectra.
We develop two techniques to estimate these parameters, one based on the traditional spectral ratio method and a second based on the instantaneous frequency method proposed by Dasios et al. (2001) . The latter measures attenuation through the shift in centre frequency and is less sensitive to the particular shape of the spectra that may be affected by local scattering. When we involve measurements of traveltime anisotropy we find that theoretically we can invert for fracture strike, intensity and scale length from the attenuation data. This is in contrast to traditional techniques of fracture characterization from seismic anisotropy, which only provide strike and intensity.
We applied the developed technique to a multi-azimuth walkaway VSP dataset from a fractured reservoir in the North Sea. The VSP data were acquired with a 5-receiver tool deployed at two depth levels: at the top of the reservoir (1500m) and within the reservoir (1900m). This allowed us to compare directly the response of the reservoir and overburden. Sources were located along 3 walkaway lines at azimuths of 1, 46 and 136 degrees with maximum offsets of 2000m and an average source spacing of 25m. The VSP data were first rotated into the direction of maximum first arrival energy. The up-and downgoing wavefields were then separated using a dip filter. The first arrivals were windowed using a 100ms Blackman window function prior to proceeding to the attenuation analysis.
We began by attempting to measure absolute Q under the assumption of isotropy. This is performed following the approach of Dasgupta and Clark (1998) . The resulting measurements were rather scattered, but it was nevertheless clear that attenuation in the reservoir is significantly higher than that in the overburden. The reservoir Q value was found to be around 18, compared with 35 to 40 in the overburden.
Very little evidence of attenuation anisotropy was found on data from the upper receivers, but the receivers in the reservoir detected significant attenuation anisotropy. This was confirmed with both the instantaneous frequency and spectral ratio methods. Figure 2 shows a rose diagram of the inverted azimuth of minimum attenuation from all offsets. The data for the reservoir are shown in black and the overburden results in grey. Numbers are weighted with the amplitude of azimuthal variation A and the errors of the inversion. The figure clearly demonstrates that only for the data recorded in the reservoir there is a systematic and significant variation in attenuation as a function of azimuth with consistent dominant directions of minimum and maximum attenuation.
We assess errors in the analysis by computing RMS errors, R-squared values and confidence bounds of the inverted coefficients. We take the view that the results should only be considered meaningful if the amplitude of the azimuthal variation is significant, and only those values are used for the data interpretation.
The inferred azimuth of minimum attenuation appeared to match direct evidence of the dominant fracture strike direction from borehole data. We found some evidence of the predicted increase in relative attenuation with offset, at least for source-receiver offsets up to 700m. This is shown in Figure 3 . We presume that for longer offsets our measurements are dominated by heterogeneity. We created a synthetic model, which reproduces these measurements.
Shear-wave attenuation anisotropy
Theory predicts that in fractured rock shear-wave splitting should occur and the attenuation characteristics of the fast and slow shear-waves are in general different. When we have vertically aligned fractures and near-vertical propagation, the slower shear wave is expected to experience greater attenuation and associated dispersion. Maultzsch et al. (2003) reported measurements of frequency dependent shear-wave splitting in near offset 4C VSP data. The effect appeared in the reservoir but was largely absent in the overburden. The behaviour could be reproduced in synthetic data and inversion yielded an average fracture size in the order of metres.
A further VSP dataset was analyzed for relative attenuation measurements between the faster and slower shear wave. This was an offset VSP with an explosive source designed to produce transmitted converted waves, which could be used for fracture characterization. Studies of shear-wave splitting as a function of depth indicated a strong correlation between shear-wave anisotropy and the presence and orientation of fractures in the reservoir.
Attempting to measure the absolute values of attenuation with the traditional spectral ratio and instantaneous frequency methods proved very difficult, largely because the instantaneous frequencies of the events fluctuated as the waves propagated through the heterogeneous layered earth giving zones of apparent negative Q.
The traditional approach to this problem has been to make use of synthetic modeling and it requires well logs to be available. Nevertheless, the wavelengths of the two shearwaves are similar, so we might expect them to sample the same heterogeneity. Consequently we considered the difference in centre frequency between the two shear waves. Even though the absolute values of the centre frequencies were scattered considerably, the difference between the two showed a consistent relationship: The frequencies are essentially the same in the overburden, but the slower shear wave has a lower centre frequency in the fractured reservoir. This result is displayed in Figure 4 .
Based on the first arrivals of a zero-offset VSP acquired in the same well we were able to create a layered velocity model. When we introduced fractures with a traditional frequency independent algorithm we were able to reproduce the shear-wave time delay as a function of depth that was observed in the data. The interference effect of short-path multiples led to the frequencies of the fast and slow shear waves being considerably scattered. Nevertheless these frequencies were not systematically different (Figure 5a ). When we repeated the calculation using a fracture model with attenuation, however, we did find that the slow shear-wave had systematically lower frequency in the fracture zone (Figure 5b ), matching the observed result from our data.
Conclusions
We have analyzed anisotropic attenuation in a range of VSP datasets. Three aspects of the problem have been considered; P-wave attenuation anisotropy, differential attenuation between the fast and slow shear-wave and frequency dependent shear-wave splitting. All three attributes can be reproduced with a single theoretical model. The fracture parameters inferred from the attenuation analysis are broadly consistent with independent geological evidence. We argue that relative attenuation measurements are more stable than absolute measurements.
A particularly noticeable result is that in all of our cases the reservoir showed a significantly higher attenuation than the overburden. This is consistent with predicted relationships between attenuation and fluid bulk modulus. We suggest that it is important to understand the signature of these effects on reflection data to be able to fully exploit the phenomena for improved fracture and fluid imaging (Lynn, 2004) . 
