Software systems are complex, and behavioral comprehension with the increasing amount of AI components challenges traditional testing and maintenance strategies. The lack of tools and methodologies for behavioral software comprehension leaves developers to testing and debugging that work in the boundaries of known scenarios. We present Probabilistic Software Modeling (PSM), a data-driven modeling paradigm for predictive and generative methods in software engineering. PSM analyzes a program and synthesizes a network of probabilistic models that can simulate and quantify the original program's behavior. The approach extracts the type, executable, and property structure of a program and copies its topology. Each model is then optimized towards the observed runtime leading to a network that reflects the system's structure and behavior. The resulting network allows for the full spectrum of statistical inferential analysis with which rich predictive and generative applications can be built. Applications range from the visualization of states, inferential queries, test case generation, and anomaly detection up to the stochastic execution of the modeled system. In this work, we present the modeling methodologies, an empirical study of the runtime behavior of software systems, and a comprehensive study on PSM modeled systems. Results indicate that PSM is a solid foundation for structural and behavioral software comprehension applications.
I. INTRODUCTION
Software complexity increases with every requirement, feature, revision, module, or software 2.0 (Artificial Intelligence (AI)) component that is integrated. Complexity related challenges in traditional software engineering have many tools and methodologies that mitigate and alleviate issues (e.g., requirements engineering, version control systems, unit testing). However, tight integration of AI components in programs is still in its infancy and so are the methodologies and tools that allow combined analysis, development, testing, integration, and maintenance.
We present Probabilistic Software Modeling (PSM), a datadriven modeling paradigm for predictive and generative methods in software engineering. PSM is an analysis methodology for traditional software (e.g., Java [1] ) that builds a Probabilistic Model (PM) of a program. The PM allows developers to reason about their program's semantics on the same level of abstraction as their source code (e.g., methods, fields, or classes) without changing the development process or programming language. This enables the advantages of probabilistic modeling and causal reasoning for traditional software development that are fundamental in other domains (such as medical biology, material simulation, economics, meteorology). PSM enables applications such as test-case generation, semantic clone detection, or anomaly detection seamlessly for both, traditional software as well as AI components and their randomness. Our experiments indicate that PMs can model programs and allow for causal reasoning and consistent data generation that these applications are built on.
PSM has four main aspects: Code (Structure), Runtime (Behavior), Modeling, and Inference. First, PSM extracts a program's structure via static code analysis (Code). The abstraction level is properties, executables, and types (e.g., fields, methods, and classes in Java) but ignores statements, allowing PSM to scale. Second, it inspects the program's behavior by observing its runtime (Runtime). This includes property accesses and executable invocations. Then, PSM combines this static structure and dynamic behavior into a probabilistic model (Modeling). This step also represents the main contribution of this work. Finally, predictive or generative applications (e.g., a test-case generator or anomaly detector) leverage the models via statistical inference (Inference).
The prototype used for the evaluation is called Gradient 1 and is openly available.
First, Section II views our contribution from the perspective of existing related domains. Section III introduces an illustrative example we use throughout this paper. In Section IV we motivate our contribution by providing an outlook on possible applications and research opportunities that PSM enables. Then we briefly discuss the nomenclature and background needed to understand PSM (Section V). Section VI presents the main contribution containing the general usage pragmatism and construction methodologies for PSM models on a conceptual level. A comprehensive evaluation of whether software can be transformed into statistical models is given in Section VII and discussed in Section VIII. Section XI concludes the paper.
II. RELATED WORK
To position PSM it is useful to distinguish between programming paradigms and software analysis methods. A programming paradigm is a collection of programming languages that share common traits (e.g., object-oriented, logical, or functional programming). Analysis methods extract information from programs (e.g., design pattern detection, clone detection). PSM is an analysis method that analyzes a program given in an object-oriented programming language and synthesizes a probabilistic model from it.
Probabilistic programming is a programming paradigm in which probabilistic models are specified. Developers describe probabilistic programs in a domain-specific language (e.g., BUGS [2] ) or via a library in a host language (e.g., Pyro [3] , PyMC [4] , Edward [5] ). In contrast, PSM analyzes a program written in a traditional programming language and translates it into a probabilistic program. This difference also holds for modeling concepts like Bayesian Networks [6] or Object-Oriented Bayesian Networks [7] , [8] that can be implemented via a probabilistic programming language.
Formal methods are a programming paradigm that leverages logic as a programming language (e.g., TLA+ [9] or Alloy [10] ). Stochastic model checking [11] introduces uncertainty in the rigid formalism to model, e.g., natural phenomenons. Developers specify the behavior and provide the state transition probabilities in a special-purpose language (e.g., PRISM [12] , PAT [13] , CADP [14] ). Again, PSM analyzes a program and synthesizes a PM allowing developers to work with the programming language of their choice.
Symbolic execution [15] is an analysis method that executes a program with symbols rather than concrete values (e.g., JPF-SE [16] , KLEE [17] , Pex [18] ). It can be used to determine which input values cause specific branching points (if-else branches) in a program. Probabilistic symbolic execution [19] is an extension that quantifies the execution, e.g., branching points, in terms of probabilities. This is useful for applications that quantify program changes [20] or performance [21] . Probabilistic symbolic execution operates on the statement level while PSM abstracts statements capturing, e.g., inputs and outputs of methods. This abstraction makes PSM computationally scalable while symbolic execution suffers from state explosions. Furthermore, this abstraction shifts the analysis focus to the program semantics compared to the statement semantics (e.g., what happens between methods vs. what happens at the if statement).
Probabilistic debugging [22] , [23] is an analysis method that supports developers in debugging sessions. The debugger assigns probabilities to each statement and updates them according to the most likely erroneous statement. Again, in contrast to PSM, they operate on statement level. Another difference is given in the methodologies life cycle. Debugging has an operational life cycle only valid until the bug is found. PSM and the resulting models are intended to be persisted along with the matching source code revision. This allows, e.g., method-level error localization, by comparing multiple revisions of the same model.
Invariant detectors [24] , [25] , [26] , [27] , [28] , [29] learn assertions and add them to the source code. This helps to pinpoint erroneous regions in the source code. Invariant detectors learn rules of value boundaries of statements (i.e., pre-and post-conditions), not the actual distribution. However, this distribution allows PSM to generate new data enabling causal reasoning across multiple code elements.
III. ILLUSTRATIVE EXAMPLE Consider as our running example the Nutrition Advisor that takes a person's anthropometric measurements (height and weight) and returns a textual advice based on the Body Mass Index (BMI). Figure 1a shows the class diagram of the Nutrition Advisor, consisting of three core classes and the Servlet class. Classes considered by PSM are annotated with Model (e.g., Person). Figure 1b depicts a sequence diagram of one program trace with concrete values. The Servlet receives properties (e.g., height, weight, or gender) with which it instantiates a Person object (not shown). NutritionAdvisor.advice(·) takes this Person object, extracts the height (168.59) and weight (69.54) and computes the person's BMI (24.466) via BmiService.bmi(·). The result is a textual advice based on the BMI ("You are healthy, try a ..."). Note that, for the sake of simplicity, Figure 1a only shows a subset of the code elements from the real Nutrition Advisor (e.g., Person.name or Person.age are omitted). Given a program such as the Nutrition Advisor, PSM can be used to build a network of probabilistic models with the same structure and behavior.
IV. MOTIVATING APPLICATIONS PSM is a generic framework that enables a wide range of predictive and generative applications. This section lists a selection of possible applications.
A. Predictive Applications
Predictive applications seek to quantify, visualize, infer and predict the behavior and quality of a system. Visualization and Comprehension [30] , [31] , [32] applications help to understand software and its behavior. This includes the visualization of code elements and non-functional attributes such as performance. The PMs are the source of the visualization showing the global but also contextual behavior across code elements. For example, Figure 2b visualizes the height-property in which typical and less typical values can be seen in a blink. P (Height | Gender = F emale) visualizes a context-aware behavior how gender affects the height.
Semantic Clone-Detection [33] , [34] applications detect syntactically different but semantically equivalent code fragments, e.g., the iterative and recursive version of an algorithm. Traditionally, clone detection compares source code fragments focusing on exact or slightly adapted clones. However, semantic equality is beyond purely static properties of source code. PSM can detect method level clones by comparing their models. The comparison can be realized, for example, via statistical tests on sampled data [35] , [36] , [37] (simple automated decision), via visualization techniques such as Q-Q plots [38] (comprehensive manual decision), or a combination these.
Anomaly Detection [24] , [39] , [40] , [41] applications measure the divergence between a persisted PSM model and a newly collected observation. These applications can be deployed into a live system, in which components are monitored and checked against their models. A threshold checks for unlikely runtime observations x (i.e., p(W eight = weight new ) < .1) triggering additional actions in cause of a failure. x and its effects on other elements can then be investigated with, e.g., visualization and comprehension techniques, for further decision-making processes.
B. Generative Applications
Generative applications leverage observations drawn from the models, e.g., executable inputs or property values.
Test-Case Generation [42] , [43] applications draw observations from executable and property models to generate test data. PSM can generate scoped test data with a specific likelihood or for a specific system scenario (system state). For instance, likelihood-scoped data can be used to generate different test suites such as typical, rare, or unseen by sampling x < P (P erson) = P (Height, W eight) < y where x and y are predefined boundaries of the likelihood. This helps to strengthen test suites with meaningful, automatically generated tests based on real (un)likely behavior.
Simulation applications sample execution traces from the network of models in a structured fashion to reproduce the running system. This probabilistically executes the original program without actually running it. Simulations can bridge boundaries between hardware and software interfaces, reducing the number of hardware dependencies during development.
V. BACKGROUND PSM combines two major domains: Software Engineering (SE) and Machine Learning (ML). Naturally, some terms can be misinterpreted depending on the readers background. The following terminology was chosen as the best common ground and might be untypical in the respective domain.
A. Code
Types, properties, and executables are object-oriented terms (e.g., classes, fields, and methods in Java [1] , see Figure 1a ). In the context of PSM, these are referred to as code elements. These code elements can be organized in an Abstract Semantics Graph (ASG), which is a high-level version of an abstract syntax tree (AST). An ASG contains no lexical nodes but has additional semantic relationships (e.g., typing information of expressions). Also, in the context of PSM, we define that each code element has a symbol. A symbol is a numerical identifier, e.g., Symbol(P erson.weight) = 0.
B. Runtime
Runtime monitoring (or dynamic code analysis) [44] is the process of observing a running program. The program is executed by a trigger (parameters and environment) which is the context of the monitoring session. A running program spawns event streams which are sequences of monitoring events (e.g., Figure 1b ). These events contain information such as properties that were changed or executables that were invoked. Also, the stream shows which parts of the underlying source code are active with the given trigger. Tracing tracks every possible event at runtime, whereas sampling records events according to a specific rate.
C. Modeling
A probabilistic model uses the theory of probability to model a complex system (e.g., Nutrition Advisor). A random variable X i ∈ X (e.g., W eight) captures an aspect of the system's event space. The value range of random variables is given by V al(X i ) (e.g., V al(W eight) = {i | i ∈ R}). A probability distribution P is a mapping from events in the system to real values (e.g., Figure 2b histogram elements map to a point on the Fitted Distribution line). These values are between 0 and 1 and all values sum up to 1. The marginal distribution P (X i ) describes the probability distribution of the random variable X i (e.g., P (W eight)). The joint distribution P (X 1 , . . . , X n ) represents the probability distribution that can be described with all of the variables (e.g., P (W eight, Height)). A conditional distribution P (X | Y ) describes the probability distribution of X given that some additional information of the random variable Y was observed (e.g., P (W eight | Height = 193cm)). Y is called the conditional and scopes the distribution of X. More background information is given, e.g., by Koller and Friedman [6] , Murphy [45] , or Bishop [46] .
PSM is mostly interested in the conditional distribution of a code element given its invoking context, e.g., a property access P (Weight | C) with its context C (e.g., advice method). A probabilistic expression such as P (W eight | C) is equivalent to pseudocode in SE. They describe a process (e.g., a sorting algorithm) that can be parameterized with a concrete implementation and technology (e.g., functional implementation given in Haskell [47] or object-oriented implementation in Java [1] ). Similarly, P (Weight | C) can be parameterized via a stochastic model representing its quantity, and in hindsight its process. This work presents the modeling strategies (see Section VI) in the form of probabilistic expressions that our prototype parameterizes via Real Non-Volume Preserving Transformations (NVPs) [48] . NVPs are density estimators that allow efficient and exact inference, sampling, and likelihood estimation of data points. NVPs learn an invertible and pure bijective function f : X → Z (with g = f −1 ) that map the original input variable x ∈ X to simpler latent variables z ∈ Z. The latent variables are often isotropic unit norm Gaussian N (0, 1) that are well understood in terms of sampling and likelihood evaluation. An NVP is a combination of multiple small neural networks, called coupling layers, that are combined by simple scale and translation transformations. Conditional NVPs are an extension that estimate P (X | C).
D. Inference
Every PSM application in Section IV is build upon inference. It is the combination of sampling, conditioning, and likelihood evaluation.
Each node in a PSM network is an NVP. Sampling with NVPs is done by sampling from the Gaussian latent-space z ∼ N (0, 1) and applying the NVP in inverse x = g(z). NVP can be conditioned statically and dynamically. Static conditioning is achieved by adding additional features to the network during training. Dynamic conditioning finds latent-space configurations that match the condition by, e.g., variational inference [49] , [50] . Finally, likelihood evaluation is achieved by evaluating the likelihood under the Gaussian latent-space times the NVPs Jacobian
More details are given by Dinh et al. [48] .
VI. APPROACH PSM is a four-fold approach illustrated in Figure 3 
A. Code
The input is the Source Code (1) of a program (e.g., of the Nutrition Advisor). Then, Static Code Analysis extracts the Program Structure (2) in the form of an ASG. The class diagram in Figure 1a may act as an abstract substitute of the structure in this example. Elements that are to be modeled are annotated with the label Model. In that regard, PSM is selective of the code elements considered for static and dynamic code analysis. The selection depends on the application context (see Section IV), or the developer's interest. The set of all code elements PSM considers is called the Modeling Universe.
B. Runtime
Dynamic Code Analysis extracts the Runtime Behavior (3) by executing the program with a trigger and monitoring the internal events. This results in an event stream similar to the sequence diagram in Figure 1b . Events are property accesses and executable invocations of code elements in the modeling universe. Depending on the application context (see Section IV), execution triggers can be, e.g., tests (weak), or the runtime of a deployed system (strong). For example, Visualization and Comprehension demands a trigger as close as possible to the real environment (manual understanding). In contrast, Semantic Clone-Detection makes differential comparisons between models where synthetic data suffices (automatic comparisons).
C. Modeling
PSM extracts from the Program Structure the code element topology and builds the Probabilistic Model Network (empty) (see Figure 3 , step 4). From a software engineering perspective, this process is comparable to traversing the ASG and attaching an empty (unfitted) PM to the every node. An example network is demonstrated in Figure 2a where each node is a PM. The actual construction rules (probabilistic expressions) to build such a PSM network are given below (Section VI-C1). The Dataset Creation tallies and pre-processes the event stream into Behavior Datasets (5) for each code element. The Model Parameter Optimization (6) fits each PM, i.e., node in the Probabilistic Model Network, to the Behavior Dataset of the associated code element. This results the Probabilistic Model Network (fitted) (7) with the same topology found in the Program Structure, optimized towards the observed Runtime Behavior.
1) Construction Rules: The construction rules define how each node in the Probabilistic Model Network (4), i.e., a given code element, is transformed into a probabilistic expression. This expression is a description of the model (random) variables and its approximating quantity (e.g., see Figure 2a ). Hence, building the PM network equals 1) a traversal in the program's ASG; 2) an application of the construction rules creating a probabilistic expression (per node); and 3) the parameterization of the expressions with a concrete model (e.g., VAEs).
The property construction rule defines a property model by the property value itself, conditioned on the symbol of the accessing executable (conditional). Figure 2a ).
The type construction rule defines a type model by the joint distribution of properties the type declares, conditioned on the symbol of the accessing executable.
For example, a Person object is defined by P (Height, W eight). The type distribution is empty in the case where no properties exist as Figure 2a shows for the bmiService property in NutritionAdvisor. Sampling from a type distribution instantiates a new object of a given type by assigning the sampled values to the properties.
2) Technical Modeling Considerations: PSM estimates the density of the values that code elements emit during runtime in the form of generative models. It searches for a model from which new samples can be drawn, and that compresses the original monitoring data into a fixed set of parameters. This goal stipulates a set of requirements with which the network nodes can be parameterized. The model should be a scalable, parametric, decidable, generative, (conditional) density estimator.
• Scalable such that it can handle the enormous amounts of data running systems produce. • Parametric such that it has a fixed set of parameters that can be stored and shared. • Decidable such that the parameter optimization has a clear convergence criterion. • Generative such that it allows for efficient sampling of the approximated distribution. • A (Conditional) Density estimator that is capable of approximating arbitrary data. Besides, the learning process should be as robust as possible to reduce human intervention. Each requirement is tied to functional (generative, density estimator) or non-functional (scalable, parametric, decidable) requirements of PSM. One class of models that fit many of these requirements are likelihood-based deep generative networks like Variational Auto-Encoders (VAEs) [51] , [52] , [53] or flow-based methods like the Real Non-Volumetric Preserving Transformation [48] and derivatives [54] , [55] , [56] .
Another technical consideration is that Equations 2, 4, and 5 can be factorized in each other. That is, a real implementation does not need a model for each property, executable, and type but may combine them into one model. The prototype in this work uses exclusively executable models (see Section VII).
D. Inference
Inference is the fundament of all applications motivated in Section IV and illustrated in Figure 3 . The three tightly connected main aspects of inference are sampling (generation), conditioning (information propagation), likelihood evaluation (criticism). Sampling draws observations from one (local) or multiple (global) nodes (NVPs) in the PSM network. This enables the probabilistic execution of e.g., an executable or a subsystem. Conditioning sets the models into a specific state. For example, Figure 2b illustrates the height property in its unconditioned and conditioned state. Local conditioning sets one node into a state. Global conditioning propagates a state across multiple nodes. Likelihood Evaluation quantifies samples in terms of their likelihood under a given node (i.e., a model). Figure 3 illustrates the combination of these aspects and combines them into causal forward (8) and backward (9) reasoning. Forward reasoning (8) (e.g., Person.height to BmiService.bmi) samples a conditional distribution and propagates it through the network to set downstream nodes into a conditioned state. Backward reasoning (9) starts at a conditioned downstream node and searches for the most likely cause. At every step it is possible to draw conditional or unconditional samples. The directional aspect (forward and backward) is based on the source codes dependency graph. [48] Linear Layer Count 2 15 Coupling Layer [48] Hidden Units Count 32 (low) 128 (high) 16 Coupling Layer [48] Latent-Space N (0, 1) 17 Coupling Layer [48] Translation Activations Gelu [59] 18 Coupling Layer [48] Scale Activations Gelu [59] , Tanh PSM networks, however, are undirectional (a network of jointdistributions).
VII. STUDY The core hypothesis of PSM is that programs can be transformed into a probabilistic model. This study (i.e., the prototype, research questions, analyses, and discussions) focuses on evaluating the core PSM methodologies presented in Section VI. Specifically, the study answers the following questions, providing evidence for the core hypothesis: RQ1 [Code] Are projects exposing enough code elements that are eligible for PSM? RQ2 [Runtime] Are code elements creating enough runtime data with which the model parameters can be optimized? RQ3 [Modeling] Are probabilistic models capable of capturing the runtime data of eligible code elements? RQ4 [Inference] Is the network of probabilistic models capable of solving inferential tasks? RQ1 addresses the precondition whether projects expose enough data (i.e., number or text) code elements that can be modeled. RQ2 addresses the precondition whether these (data) code elements create a sufficient amount of runtime data that can be modeled. RQ3 addresses the central question whether the behavior of a program in the form of its runtime data can be approximated via the concrete models. Finally, RQ4 evaluates the usefulness of the approach and whether PSM is a sound basis for the applications presented in Section IV. The four questions are scoped by structured programs that can be executed and support runtime monitoring. The empirical evidence in this work is essential for any future endeavor related to statistical modeling of software. The evaluation of concrete applications of PSM described in Section IV are beyond the scope of this study.
A. Setup
We implemented a prototype called Gradient 2 that reflects the process and data flow presented in Figure 3 . VII-B) .
2) The Program Structure was extracted using Spoon [60] .
3) AspectJ 1.9.1 was used to weave monitoring aspects (tracing) into the subject systems to capture their Runtime Behavior in the modeling universe. 4) The Probabilistic Model Network (empty) was created by applying the rules from Section VI-C1 for each code element. Shape and size of the NVPs is given in Table I . 5) The Behavior Datasets were created by tallying the event stream. This includes splitting the dataset into training and evaluation partitions and preprocessing them. Preprocessing consisted of encoding text features by enumerating (starting from 0) and encoding them in a base 10 vector space. The same procedure was applied to the conditional dimension. Number dimensions were considered discrete if less or equal than 16 values were found and underwent the same base 10 encoding procedure. Finally, all dimensions were standardized to have a mean of zero and a standard deviation of 1. 6) Model parameters were optimized with their datasets, and the best parameter setting was retained (w.r.t. evaluation performance). 7) Finally, the persisted models were used in the analysis scenarios (see Section VII-E3).
Hyper-parameters of the experiments are given in Table I . The chosen values are based on additional non-reported experiments evaluated on a synthetic dataset. All experiments were executed on a single machine (Intel i7, Nvidia GTX 970).
B. Subject Systems
The study uses four subject systems listed in Table II . Nutrition Advisor is the running example introduced in Section V. Structurizr [61] is a developer-focused software architecture visualization tool. jLatexmath [62] is a library for rendering LaTeX formulas. PMD [63] is a static code analysis tool for Java applications.
All code elements of the projects were included in the modeling universe (excluding inherited third-party elements). Nutrition Advisor received 1000 advice requests as a trigger with data based on the NHANES [64] dataset. jLatexmath and Structurizr were executed with examples provided in their documentation. PMD analyzed the Nutrition Advisor and output the results in HTML format. The subject systems and their triggers are openly available 3 as a benchmark suite for future experiments and comparisons.
C. Controlled Variables
The study controls for one variable: Capacity.
• Capacity: The capacity describes the number (low = 32, high = 128) of units in the linear layers of the NVPs.
D. Response Variables
The response is split into a quantitative and qualitative part. 
E. Experiment Results
The study results are split into four groups: Code, Runtime, Modeling, and Inference. 1) Code: The projects contained a total of 27 804 property, parameter, and executable code elements. PMD is the largest project containing 76 % of the total code elements. Nutrition Advisor is the smallest project containing 0.25 %. Most elements were executables (43 %) or parameters (39 %). 42 % of the elements were data elements, i.e., had either a number Table III : Events are the number of events observed at runtime. ACT10 are the number of events observed at runtime on code elements with at least 10 events. DCT10 are the number of distinct values on code elements with at least 10 distinct values.
Project
Data Type  Events  ACT10  DCT10   Mdn  Q1  Q3  Total  Mdn  Q1  Q3  Total  Mdn  Q1  Q3  Total   Nutrition Advisor  Data  1000 1000 1000  21 000  1000 1000 1000  21 000  524 363 824  8040  Others  1000 252 1001  9008  1001 1000 1501  9002  1000 1000 1000  1000   Structurizr  Data  6  2  17  35 852  25  16  67  35 041  21  13  46  2514  Others  12  3  36  58 489  34  17 104  57 607  29 or text type that is eligible for PSM modeling. 22 % were references within the modeling universe and the remaining 36 % were elements of unknown type that were not within the modeling universe. Table II shows detailed results per subject system, element type, and data type. During the monitoring session, a total of 24 868 732 events were emitted from 6002 code elements (22 % of total code elements). 36 % of the 6002 code elements emitted data (text or number) events. 68 % were generated by the PMD project, while the least events were generated by the Nutrition Advisor 0.12 %. 87 % of the events were data (text or number) events while the remaining 13 % were either reference or unknown events.
The event analysis shows that most of the events (24 861 389) occurred on 3868 (14 % of total) code elements. This excludes elements that emitted less than 10 events (ECE10). 36 % of the 3868 code elements generated data (text or number) events. Percentages for the largest and smallest, as for the data types match those of the events. Differences are given in Table III in terms of the central tendencies.
The distinct value analysis shows that a total of 176 052 distinct values were generated by 914 code elements (3.29 %). This excludes elements that emitted less than 10 events (DCE10). 44 % of the 914 code elements generated data events. Most of the distinct values come from the PMD project that make up 53 %. Least distinct values were generated by the Structurizr with 3.32 %. Distinct values related to Data were encountered 34 % while others were encountered 66 % of the time.
3) Modeling: A total of 774 models were fitted. PMD accounted for 74 % of the models. In sum, 680 080 data points were used in the process were Nutrition Advisor had the most data points available per model (1000). A total of 3480 dimensions exist across all models were PMD accounts for 72 % of all dimensions. However, the Nutrition Advisor models had the highest amount of dimensions per model. 62 % of the dimensions were related to continuous features and the remainder to discrete features. A total of 12 787 800 parameters were used (Mdn = 15 780, IQR = 15 000 to 16 560) in the low capacity setting for the models. The high capacity setting had a total of 165 172 056 parameters (Mdn = 210 468, IQR = 207 384 to 213 552). Finally, all projects yielded a total test NLL of −3677.88 (low capacity). On average, the models found in the PMD project had the best NLL with −3.96 and the worst in the Structurizr −0.93 (lower is better). No significant divergence between training and test NLL can be seen.
The qualitative inspection of the models revealed a good approximation with two caveats. First, imprecisions in the approximations are given for categorical dimensions that include high mass levels. The high mass levels cause an increase of mass in the surrounding levels compared to the original data. Proximity in categorical data is introduced by the 10-ary encoding and the continuous nature of NVPs. Second, imprecisions are given in continuous dimensions with disconnected high-density modes being connected. This issue occurs more frequently in the low capacity setting than in the high capacity setting indicating underfitted models.
4) Inference:
The qualitative assessment of the inference capabilities of PSM are split into two scenarios presented in Figure 4 and Figure 5 . These scenarios extend the running example by adding the Servlet to the Modeling Universe.
The first scenario in Figure 4 shows a simulation in which the Nutrition Advisor is conditioned on women requests. The circles at the top illustrate the original call hierarchy and parts of the PSM network from Figure 1a . Each node was fitted on the original data without any restrictions or conditions. The contour plots below show the height and weight variables in each model conditioned by gender (see Figure 5 for unconditional version). The density plots at the bottom present the bmi variable of the same respective model. In the background is the original unconditioned distribution (i.e., including males). Only the handle-model has direct access to the gender property. By iteratively sampling n observations, propagating, and conditioning the next model the original conditional information (i.e., P erson.gender = F emale) flows through the network. This equals n (probabilistic) executions of the program. Finally, Figure 4 on the right shows the degree of information degradation in a forward and backward inference setting with 10 round-trips (40 information hops). Centers and shape are mostly preserved but a slight shift of variance can be seen. The density of the bmi variable was preserved over the 40 hops without any crucial loss of information.
The second scenario in Figure 5 during continuous integration failed for bmi code elements (in bmi(. . . ) and advice(. . . )) but are successful for all other elements. Revisiting the call graph in reverse order reveals a semantic error in the new component illustrated in Figure 5 . The inputs match (contour plots on the left) but the outputs diverge drastically (density plot on the right). The issue was that Company A uses the metric measurement system while Company B uses the imperial system. The scenario is based on real data. However, the regression model was substituted by the simple BMI formula given in the imperial form. Compatibility checks were done with Kolmogorov-Smirnov Tests [37] .
The remarkable aspect of this scenario is the ignorance of PSM regarding the true underlying implementation (code vs AI model). Unit tests of the component and integration tests of depending components would need to ask the model for the correct assertion values given an input. Not only are these tests flawed, but every update of the model's parameters would trigger cascading changes in the tests. In contrast, PSM tests the behavior, not the code (semantic tests).
VIII. DISCUSSION
The results presented in Section VII-E provide direct or indirect evidence for the research questions in Section VII.
A. Code
The results of the code analysis (see Section VII-E1) shows that the total project size is secondary for PSM. Nearly half (43 %) of the code elements in a project are text or numbers and can be modeled. The remaining elements are either referencing eligible code elements or are external dependencies. This large proportion justifies the use of PSM for projects independent of their size (RQ1).
In conclusion, projects, independent of their size, expose enough code elements eligible for PSM.
B. Runtime
The results of the runtime analysis (see Section VII-E2) show that most events are related to actual data (87 %), providing evidence for RQ2 and support for PSM. These data events are emitted by a rather small portion of the active code elements (14 %, ACT10). Regarding RQ3, this means that few models will capture most of a program's behavior. Most of the variability is generated by few code elements 3.29 %. Nearly half of the variability is related to data (44 %) while the other half are mostly object references. In terms of RQ3 this means that the average capacity (free optimizable parameters) of models can be low; simplifying model maintenance and interpretation.
In conclusion, active code elements are creating enough data (text or number) that can be used for PSM.
C. Modeling
The results of the modeling analysis (see Section VII-E3) show that most models have few dimensions providing further empirical support to use low capacity models. The selected capacity does not hint at overfitting to specific portions of the data given that training and test NLL are not significantly different. However, many low-dimension discrete only models can be replaced by Conditional Probability Tables (CPDs) 4 [6] for a more efficient and precise representation.
The qualitative inspections revealed high-quality models with good approximations with two caveats (mass leakage and mode connectivity). The two issues are related to the capacity of the model (too high for discrete, too low for continuous) that adaptive model type and parameter selection can solve.
In conclusion, the qualitative and quantitative assessments suggest that probabilistic models can approximate the behavior of a program.
D. Inference
The inference analysis (see Section VII-E4) evaluated the usefulness of PSM models by two illustrative scenarios. The first scenario (Figure 4 ) illustrated multi-dimensional information (height and weight) propagation with latent factors (gender only visible in request) across multiple models. The second scenario ( Figure 5 ) focused on model/data evaluation in a software development context in which software and AI components are integrated. The scenarios distill the foundations on which any PSM application (see Section IV) is built: sampling (generation), conditioning (information propagation), and likelihood evaluation (criticism).
In conclusion, results show that local (within model) and global (between models) generation is sensitive to conditions allowing consistent causal reasoning in PSM models. 4 A table encoding the probability per categorical level.
IX. LIMITATIONS
There are several limitations to the approach or the current prototype. The approach needs a structured program, and it must be observable at runtime. Large methods that handle multiple tasks will reduce the usefulness of PSM.
The current prototype is focused on data. References are handles to objects that might contain data or more references. PSM naturally dereferences these handles since models only contain, e.g., properties, that are accessed. This means that PSM is not useful for libraries whose only purpose is reference management, e.g., a collection library.
The current prototype explodes lists as singular value assignments, i.e., a list of two elements acts as two assignments to a non-list variable. No order relationship between list elements is preserved as typical for distributions. Sequential models can alleviate this limitation. However, the usefulness is subject to the actual application that is realized.
X. THREATS TO VALIDITY An external threat to validity is given by the number of projects used in the study. Rigorous internal evaluation and projects of different size and type minimize the threat. Different sizes control for the expectation that large projects will have more elements and events, resulting in better models. Different project types (e.g., PMD as system or jLatexmath as application software) control for the element type distribution and their runtime content (user vs. synthetic data). Finally, the evaluation models all eligible code elements and measured the variance across the projects. The NLL across projects in Table IV does not hint at a by-chance good project selection.
XI. CONCLUSION AND FUTURE WORK
In this work, we presented Probabilistic Software Modeling (PSM), a data-driven approach for predictive and generative methods in software engineering.
We have discussed applications, pragmatics, construction details, and technical considerations of PSM. We evaluated the viability and usability of PSM on multiple projects and discussed scenarios that provide insight into how PSM is used. The results have shown that PSM is not only viable but naturally integrates with software 2.0 (AI components).
Our future work will focus on the realization and evaluation of applications and their comparison to the current state-of-theart.
In conclusion, PSM analyzes a program and synthesizes a probabilistic model that is capable of simulating and quantifying it. The resulting models are repeatable, persistable, shareable, and quantifiable representations and act as a foundation from which solutions can be derived.
