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Abstract
We focus in this paper on the stochastic stabilization problems of PDEs by Le´vy
noise. Sufficient conditions under which the perturbed systems decay exponentially
with a general rate function are provided and some examples are constructed to demon-
strate the applications of our theory.
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1 Introduction
Recently, the investigation of stabilization of partial differential equations (PDEs) has
received much more attention. Kwiecin´ska in [8] constructs the first example of a class
of PDEs being stabilized, in terms of Lyapunov exponents, by noise, and in [9] provides
a sufficient condition for exponential stabilization of a deterministic equation of evolution
dX(t) = AX(t)dt in a separable, real Hilbert space; For nonlinear PDEs, Caraballo et
al. [5] and Caraballo et al. [4] establish some results on stabilization of (deterministic and
stochastic) PDEs; Caraballo [3] gives a brief review on some recent results on the stabilization
effect produced by noise in phenomena modelled by PDEs. Here we would like to point out
that stabilization of ordinary differential equations (ODEs) by noise sources in Itoˆ’s sense
has been well developed by Mao [12] and a survey paper [11], and the theories have been
applied to construct feedback stabilisers.
As we know, the general theory of stochastic stabilization for ODEs and PDEs makes use
of Wiener process as the source of noise. Recently, Applebaum and Siakalli [2] take some first
steps in stochastic stabilization of dynamical systems in which the noise is a more general
∗
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Le´vy process. However, to our knowledge there are few works devoting themselves to the
investigation of the analogous problems in infinite dimension. In this paper, we shall extend
the results of Applebaum and Siakalli [2] in finite dimension to infinite dimension. The
generalization from finite dimension to infinite dimension is not straightforward, since we
need to overcome the difficulty from infinite dimensional analysis. We focus on an evolution
equation that is perturbed by Le´vy noise, i.e., a Wiener process and an independent Poisson
random measure, and we shall provide some sufficient conditions under which the perturbed
system decay exponentially with a general rate function.
The organization of this paper is as follows: In Section 2 we perturb a class of heat
equations by Le´vy noise, give the corresponding explicit solution and then reveal that the
perturbed systems become pathwise exponentially stable; For the preparation of stabilization
problems regarding much more general PDEs, one stability criterion of almost sure decay
with a general rate function for stochastic partial differential equations (SPDEs) with jumps
is provided in Section 3, which is also interesting in its own right; By using the theories
established in Section 3, in the last section we give some sufficient conditions under which the
perturbed systems driven by Le´vy noise with small jumps or large jumps decay exponentially
with a general rate function. Moreover, results obtained in Theorem 4.1 and Theorem 4.2
are sharp, comparing with Theorem 2.1 and Theorem 2.2.
2 An Example: Stabilization of Heat Equations by
Le´vy Noise
For a bounded domain O ⊂ Rn with C∞ boundary ∂O, let H := L2(O) denote the
family of all real-valued square integrable functions, equipped with the usual inner product
〈f, g〉H :=
∫
O
f(x)g(x)dx, f, g ∈ H and norm ‖f‖H :=
(∫
O
f 2(x)dx
) 1
2 , f ∈ H . Let △ be the
classical Laplace operator
∑n
i=1
∂2
∂x2
, say A, from the Sobolev space H10 (O)∩H
2(O), denoted
by D(A), to H , where Hm(O), m = 1, 2, consist of functions of H whose derivatives Dαu,
in the sense of distributions, of order |α| ≤ m are in H and V := H10 (O) is the subspace
of elements of H1(O) vanishing in some generalized sense on ∂O. Furthermore, it is well
known that there exists an orthonormal basis of H , {en}n≥1, n = 1, 2, · · · , satisfying (see,
e.g., [6, p142])
en ∈ D(A), −Aen = λnen. (2.1)
Thus, for any f ∈ H , we can write
f =
∞∑
n=1
fnen, where fn = 〈f, en〉.
Consider heat equation in the form:

∂Y
∂t
= △Y + αY, x ∈ O, t > 0,
Y (t, x) = 0, x ∈ ∂O, t > 0,
Y (0, x) = u0(x), x ∈ O,
(2.2)
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where α is an arbitrary constant and Y = Y (t, x), t > 0, x ∈ O.
By the properties of the heat equation, we can solve (2.2) by
Y (t, x) =
∞∑
n=1
exp{(−λn + α)t}u
0
nen(x), t ≥ 0. (2.3)
Definition 2.1. The limit
λ(u0) := lim sup
t→∞
1
t
ln ‖Y (t)‖H
is called the sample Lyapunov exponent of Eq. (2.2).
In, e.g., [8], the precise Lyapunov exponent of Eq. (2.2) was revealed, which is described
as the following lemma.
Lemma 2.1. For initial condition u0 6= 0, let n0 := inf{n : u
0
n 6= 0}. Then the Lyapunov
exponent of Eq. (2.2) exists and is given by
λ(u0) = −λn0 + α.
Since λn0 depends on the initial data u
0, we only know the asymptotic behavior of the
solution with initial data u0. For any initial condition u0 6= 0, note from Eq. (2.3) that
1
t
ln ‖Y (t)‖H =
1
t
ln
(
∞∑
n=1
| exp{(−λn + α)t}u
0
n|
2
) 1
2
≤ −λ1 + α +
1
t
ln ‖u0‖H ,
which implies
λ(u0) ≤ −λ1 + α.
Hence, if λ1 > α then Eq. (2.2) is exponentially stable, while, for λ1 ≤ α, in general, Eq.
(2.2) might not be stable.
Now we consider the following stochastically perturbed system corresponding to Eq. (2.2)

dX(t) = (△X(t) + αX(t))dt+ βX(t)dW (t) +
∫
|y|≤r
γ(y)X(t−)N˜(dt, dy), x ∈ O, t > 0,
X(t, x) = 0, x ∈ ∂O, t > 0,
X(0, x) = u0(x), x ∈ O.
(2.4)
Here α, β are arbitrary constants, W is a real-valued Wiener process w.r.t. the probability
space {Ω,F , {Ft}t≥0,P}, N˜(dt, dz) := N(dt, dz)−λ(dz)dt associated with a Poisson random
measure N : B(R+×R)×Ω→ N∪{0} with the characteristic measure λ on the measurable
space (R,B(R)), where λ(R) < ∞, γ : R → R with γ > −1 and r > 0 is some positive
constant.
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Lemma 2.2. For any γ > −1, Eq. (2.4) has a unique strong solution
X(t, x) = exp
((
−
1
2
β2 +
∫
|y|≤r
(ln(1 + γ(y))− γ(y))λ(dy)
)
t+ βW (t)
+
∫ t
0
∫
|y|≤r
ln(1 + γ(y))N˜(ds, dy)
)
Y (t, x),
where Y (t, x) is the solution of Eq. (2.2).
Proof. By, e.g., [13, Theorem 3.1], Eq. (2.4) has a unique strong solution X(t, x). Set
v¯(t, x) :=
∞∑
n=1
zn(t)en(x). (2.5)
Here zn(t) satisfies the following stochastic equation
dzn(t) = (−λn + α)zn(t)dt+ βzn(t)dW (t) +
∫
|y|≤r
γ(y)zn(t
−)N˜(dt, dy) (2.6)
with initial condition zn(0) = u
0
n. By the Itoˆ formula, one deduce that
zn(t) = u
0
n exp
((
− λn + α−
1
2
β2 +
∫
|y|≤r
(ln(1 + γ(y))− γ(y))λ(dy)
)
t + βW (t)
+
∫ t
0
∫
|y|≤r
ln(1 + γ(y))N˜(ds, dy)
)
.
(2.7)
It is easy to see that for all t ≥ 0, v¯(t) ∈ D(A) almost surely, since en ∈ D(A). On the other
hand, noting that
Av¯(t, x) = −
∞∑
n=1
λnzn(t)en(x)
and putting (2.6) into (2.5), one gets
v¯(t, x) = u0(x) +
∞∑
n=1
(∫ t
0
(−λn + α)zn(s)ds+
∫ t
0
βzn(s)dW (s)
+
∫ t
0
∫
|y|≤r
γ(y)zn(s
−)N˜(ds, dy)
)
en(x)
= u0(x) +
∫ t
0
[Av¯(s, x) + αv¯(s, x)]ds+
∫ t
0
βv¯(s, x)dW (s)
+
∫ t
0
∫
|y|≤r
γ(y)v¯(s−, x)N˜(ds, dy).
In the light of uniqueness of solution, we can conclude X(t, x) = v¯(t, x) and the required
result follows by substituting (2.7) into (2.5) and combining (2.3).
For later applications, let us cite a strong law of large numbers for local martingales, e.g.,
Lipster [10], as the following lemma.
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Lemma 2.3. Let M(t), t ≥ 0, be a local martingale vanishing at t = 0 and ζ(t) be a
continuous adapted non-negative increasing process such that
lim
t→∞
ζ(t) =∞ and
∫ ∞
0
d〈M〉(s)
(1 + ζ(s))2
<∞ a.s.,
where 〈M〉(t) := 〈M,M〉(t) is Meyer’s angle bracket process. Then
lim
t→∞
M(t)
ζ(t)
= 0 a.s.
Remark 2.1. Let
Ψ2loc :=
{
Ψ(t, z) : Ψ(t, z) is predictable and
∣∣∣ ∫ t
0
∫
Y
|Ψ(s, z)|2λ(du)ds <∞
}
.
For Ψ ∈ Ψ2loc, set
M(t) :=
∫ t
0
∫
Y
Ψ(s, z)N˜(ds, du).
Then, M(t) is a local Martingale, and, by, e.g., Kunita [7, Proposition 2.4],
〈M〉(t) =
∫ t
0
∫
Y
|Ψ(s, z)|2λ(du)ds and [M ](t) =
∫ t
0
∫
Y
|Ψ(s, z)|2N(ds, du),
where [M ](t) := [M,M ](t), square bracket process (or quadratic variation process) of M(t).
Theorem 2.1. Assume that γ > 0 and∫
|y|≤r
γ2(y)λ(dy) <∞. (2.8)
The solution X(t, x) of the perturbed Eq. (2.4) has the following properties:
(i) For initial condition u0 6= 0
lim
t→∞
1
t
ln ‖X(t)‖H = −λn0 + α−
1
2
β2 +
∫
|y|≤r
(ln(1 + γ(y))− γ(y))λ(dy) a.s. (2.9)
In particular, the solution of Eq. (2.4) with initial data u0 will converge exponentially to
zero with probability one if and only if
λn0 > α−
1
2
β2 +
∫
|y|≤r
(ln(1 + γ(y))− γ(y))λ(dy).
(ii) For any initial condition u0 6= 0,
lim sup
t→∞
1
t
ln ‖X(t)‖H ≤ −λ1 + α−
1
2
β2 +
∫
|y|≤r
(ln(1 + γ(y))− γ(y))λ(dy) a.s. (2.10)
In particular, the trivial solution of Eq. (2.4) is almost surely exponentially stable if
λ1 > α−
1
2
β2 +
∫
|y|≤r
(ln(1 + γ(y))− γ(y))λ(dy).
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Proof. By Lemma 2.2 it follows that
1
t
ln ‖X(t)‖H =
1
t
ln ‖Y (t)‖H −
1
2
β2 +
∫
|y|≤r
(ln(1 + γ(y))− γ(y))λ(dy)
+ β
1
t
W (t) +
1
t
∫ t
0
∫
|y|≤r
ln(1 + γ(y))N˜(ds, dy).
Let
M˜(t) :=
∫ t
0
∫
|y|≤r
ln(1 + γ(y))N˜(ds, dy),
due to Remark 2.1, in addition to γ ≥ 0, we have
〈M˜〉(t) =
∫ t
0
∫
|y|≤r
(ln(1 + γ(y)))2λ(dy)ds, (2.11)
and for t ≥ 0 ∫ t
0
d〈M˜〉(s)
(1 + s)2
ds =
∫
|y|≤r
(ln(1 + γ(y)))2λ(dy)
∫ t
0
1
(1 + s)2
ds
≤
∫
|y|≤r
γ2(y)λ(dy)
∫ t
0
1
(1 + s)2
ds <∞.
Applying, together with (2.8), Lemma 2.3 yields
lim
t→∞
1
t
W (t) = 0 a.s. and lim
t→∞
1
t
∫ t
0
∫
|y|≤r
ln(1 + γ(y))N˜(ds, dy) = 0 a.s.
The conclusion then follows from Lemma 2.1.
By the fundamental inequality
ln(1 + x) ≤ x for x > −1,
we can deduce that the Lyapunov exponents of Eq. (2.4) are less or equal to that of the
counterpart with γ = 0. On the other hand, the significant fact we here want to reveal is
that Le´vy noise can also be used to stabilize some (stochastic) PDE. For γ = 0 in Eq. (2.4),
if α > λ1 and β
2 ≤ 2(α − λ1), we do not know whether the corresponding trivial solution
is stable or not. But, if the system is further perturbed by compensated Poisson integral
with small jumps, say
∫
|y|≤r
γ(y)v(t−)N˜(dt, dy), we can deduce that the perturbed system
becomes more pathwise exponentially stable. In particular, for γ(u) ≡ b > 0, by letting
b→∞ ∫
|y|≤r
(ln(1 + γ(y))− γ(y))λ(dy) = (ln(1 + b)− b)λ(|y| ≤ r)→ −∞.
Consequently, for arbitrary α, β, we can choose b sufficiently large such that the perturbed
system becomes more pathwise exponentially stable.
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Next we further perturb system (2.2) by Le´vy noise with large jumps into the form

dX(t) = (△X(t) + αX(t))dt+ βX(t)dW (t) +
∫
|y|≥r
γ(y)X(t−)N(dt, dy), x ∈ O, t > 0,
X(t, x) = 0, x ∈ ∂O, t > 0,
X(0, x) = u0(x), x ∈ O.
(2.12)
By Lemma 2.2 we have for γ > −1
X(t, x) = exp
(
−
1
2
β2t+ βW (t) +
∫ t
0
∫
|y|≥r
ln(1 + γ(y))N(ds, dy)
)
Y (t, x),
where Y (t, x) is the solution to Eq. (2.2)
Carrying out a similar argument to that of Theorem 2.1, we can deduce the following
results.
Theorem 2.2. Assume that −1 < γ < 0 and∫
|y|≥r
(ln(1 + γ(y)))2λ(dy) <∞. (2.13)
Then the solution X(t, x) of the perturbed Eq. (2.12) has the following properties:
(i) For initial condition u0 6= 0
lim
t→∞
1
t
ln ‖X(t)‖H = −λn0 + α−
1
2
β2 +
∫
|y|≥r
ln(1 + γ(y))λ(dy) a.s. (2.14)
In particular, the solution of Eq. (2.12) with initial data u0 will converge exponentially to
zero with probability one if and only if
λn0 > α−
1
2
β2 +
∫
|y|≥r
ln(1 + γ(y))λ(dy).
(ii) For any initial condition u0 6= 0,
lim sup
t→∞
1
t
ln ‖X(t)‖H ≤ −λ1 + α−
1
2
β2 +
∫
|y|≥r
ln(1 + γ(y))λ(dy) a.s. (2.15)
In particular, the trivial solution of Eq. (2.12) is almost surely exponentially stable if
λ1 > α−
1
2
β2 +
∫
|y|≥r
ln(1 + γ(y))λ(dy).
Remark 2.2. Condition (2.13), which enables Lemma 2.3 to be available, is true provided
that there exits constant −1 < c < 0 such that c < γ < 0. Let γ ≡ c with −1 < c < 0. By
(2.15), for arbitrary α, β we can conclude that the perturbed system (2.12) is almost surely
exponentially stable provided that c ↓ −1. In other words, Le´vy noise with large jumps may
also be used to stabilize (stochastic) PDE.
7
3 A Criterion on Pathwise Decay with General Rate
Functions
In the previous section we deduce that heat equations can be stabilized by Le´vy noise
with small jumps or large jumps. Before discussing stabilization problems for much more
general PDEs (or SPDEs ), in this section we shall provide a criterion on pathwise decay
with general rate functions for SPDEs driven by Le´vy noise, which is also interesting in its
own right.
Let H be a separable Hilbert space with inner product 〈·, ·〉H and H
∗ its dual. Let V
be a separable Banach space, equipped with norm ‖ · ‖, such that V ⊂ H continuously
and densely. Then for its dual space V ∗ it follows that H∗ ⊂ V ∗ continuously and densely.
Identifying H and H∗ via the Riesz isomorphism we have that
V ⊂ H ≡ H∗ ⊂ V ∗,
continuously and densely and if 〈·, ·〉 denotes the dualization between V ∗ and V (i.e. 〈z, v〉 :=
z(v) for z ∈ V ∗, v ∈ V ), it follows that
〈z, v〉 = 〈z, v〉H for z ∈ H, v ∈ V.
Let (Ω,F ,P) be a complete probability space on which an increasing and right continuous
family {Ft}t≥0 of sub-σ-algebra of F is defined. Let (K, 〈·, ·〉K, ‖ · ‖K) be a separable Hilbert
space and W (t), t ≥ 0, a K-valued cylindrical Wiener process defined formally by
W (t) =
∞∑
k=1
βk(t)ek, t ≥ 0,
where ek, k ∈ N, is an orthonormal basis of K and βk(t), k ∈ N, is a sequence of real-valued
standard Brownian motions mutually independent on the probability space (Ω,F ,P). Let
L2 := L2(K,H), the space of all Hilbert-Schmidt operators from K into H . Then the space
L2 is a separable Hilbert space, equipped with the norm ‖Φ‖
2
L2
:= trace(ΦΦ∗) for Φ ∈ L2.
Let T > 0 and N˜(dt, du) := N(dt, du) − dtλ(du) associated with a Poisson random
measure N : B(Z×R+)×Ω→ N∪{0} with the characteristic measure λ on the measurable
space (Z,B(Z)). For each A ∈ B(Z), the Poisson random measure N((0, t] × A) can be
represented by a point process p on Z with the domain Dp as a countable subset of R+,
the collection of non-negative real numbers. That is, N(t,A) =
∑
s∈Dp,s≤t
IA(p(s)). For a
bounded, measurable subset Y of B(Z), denote by Mλ,2([0, T ]× Y× Ω;H) the collection of
all predictable mappings g(s, u, ω) : [0, T ]× Y× Ω→ H such that
E
∫ T
0
∫
Y
‖g(t, u, ω)‖2Hdtλ(du) <∞
and D([0, T ];H) the space of all ca`dla`g paths from [0, T ] into H . Let Ip([0, T ];V ) denote the
space of all V -valued processes x(t), which are Ft-measurable from [0, T ] to V and satisfy
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E
∫ T
0
‖x(t)‖pdt < ∞. We further assume that W and N are independent throughout the
paper.
In this section we consider the following SPDE with jumps
dX(t) = A(t, X(t))dt+ g(t, X(t))dW (t) +
∫
Y
h(t, X(t−), u)N˜(dt, du) (3.1)
with initial condition X(0) = x0 ∈ H , where A(t, ·) : V → V
∗, g(t, ·) : V → L2 and
h(t, ·, ·) : V × Y → H are progressively measurable. In what follows, we further assume
that A(t, 0) = 0, g(t, 0) = 0, h(t, 0, 0) = 0, under which Eq. (3.1) has the solution X(t) ≡ 0
corresponding to the initial value x0 = 0. This solution is called the trivial solution or
equilibrium point. X(t, x0) denotes the solution of Eq. (3.1) starting from x0 at time 0.
Since in this part we are mainly interested in stability analysis of trivial solutions, we
shall assume that, for each T > 0, x0 ∈ H and certain p > 1, Eq. (3.1) has a unique strong
solution in Ip([0, T ];V )∩D([0, T ];H). For existence and uniqueness of solutions of Eq. (3.1)
under suitable conditions of boundedness, coercivity, monotonicity and Lipschitz conditions
on the operators A, f, g, h, see, e.g., Ref. [13].
Definition 3.1. Suppose ρ(t) ↑ ∞, as t→∞, is some positive, non-decreasing, continuous
function defined for t > 0. The solution of Eq. (3.1) is said to be almost surely stable with
rate function ρ(t) of order γ > 0 if and only if
lim sup
t→∞
ln ‖X(t, x0)‖H
ln ρ(t)
≤ −γ, a.s.
It is obvious that such stability implies exponential stability, polynomial stability and
logarithm stability when ρ(t) = et, 1 + t, ln t, with t > 0, respectively.
Next we prepare the exponential martingale inequality with jumps, which plays a key
role in our stability analysis.
Lemma 3.1. Let Y be a Borel subset of R\{0}. Assume that g : [0,∞) → R and Ψ :
[0,∞)× Y→ R are both Ft-adapted processes such that for any T > 0∫ T
0
|g(t)|2dt <∞ a.s. and
∫ T
0
∫
Y
|Ψ(t, y)|2λ(dy)dt <∞ a.s.
Then for any positive constants α > 0
P
{
sup
0≤t≤T
[ ∫ t
0
g(s)dB(s)−
1
2
∫ t
0
|g(s)|2ds+
∫ t
0
∫
Y
Ψ(s, y)N˜(ds, dy)
−
∫ t
0
∫
Y
[eΨ(s,y) − 1−Ψ(s, y)]λ(dy)ds
]
≥ α
}
≤ e−α,
where B is a real-valued Brownian motion, N is a Poisson counting measure with intensity
λ, and B and N are independent.
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Proof. We here only sketch the argument since it is similar to that of [1, Theorem 5.2.9,
p291]. Noting from, e.g., [1, Corollary 5.2.2, p288], that
exp
(∫ t
0
g(s)dB(s)−
1
2
∫ t
0
|g(s)|2ds+
∫ t
0
∫
Y
Ψ(s, y)N˜(ds, dy)
−
∫ t
0
∫
Y
[eΨ(s,y) − 1−Ψ(s, y)]λ(dy)ds
)
is a martingale, together with Doob’s martingale inequality, we complete the proof.
Now let us state our main result of this section.
Theorem 3.1. Assume that the solution of Eq. (3.1) satisfies that X(t, x0) 6= 0 for all t ≥ 0
a.s. provided x0 6= 0 a.s. Let U ∈ C
2,1(H×R+;R+) be a function such that Ux(t, x) ∈ V for
any x ∈ V, t ∈ R+ and ϕ1(t) ∈ R, ϕ2(t), ϕ3(t) ≥ 0 be continuous functions. Assume further
that there exist constants p > 0, m, γ, τ ≥ 0 and θ ∈ R such that for (t, x) ∈ R+ × V
(i) ‖x‖pHρ
m(t) ≤ U(t, x);
(ii) LU(t, x) ≤ ϕ1(t)U(t, x), where
LU(t, x) := Ut(t, x) + 〈A(t, x), Ux(t, x)〉 +
1
2
trace(Uxx(t, x)g(t, x)g
∗(t, x))
+
∫
Y
[U(t, x+ h(t, x, y))− U(t, x)− 〈Ux(t, x), h(t, x, y)〉H]λ(dy);
(iii) QU(t, x) := ‖g∗(t, x)Ux(t, x)‖
2
K ≥ ϕ2(t)U
2(t, x);
(iv) For Λ(t, x, y) :=
U(t, x+ h(t, x, y))
U(t, x)
,
∫
Y
[ln Λ(t, x, y)− Λ(t, x, y) + 1]λ(dy) := J(t, x, h) ≤ −ϕ3(t);
(v)
sup
t≥0,x∈V
∫
Y
(ln Λ(t, x, y))2λ(dy) <∞ and sup
t≥0,x∈V
∫
Y
Λ(t, x, y)λ(dy) <∞;
(vi)
lim sup
t→∞
∫ t
0
ϕ1(s)ds
ln ρ(t)
≤ θ, lim inf
t→∞
∫ t
0
ϕ2(s)ds
ln ρ(t)
≥ γ,
lim inf
t→∞
∫ t
0
ϕ3(s)ds
ln ρ(t)
≥ τ, lim sup
t→∞
t
ln ρ(t)
= µ <∞.
Then the solution of Eq. (3.1) satisfies
lim sup
t→∞
ln ‖X(t, x0)‖H
ln ρ(t)
≤ −
m+ τ + γ/2− θ
p
, P− a.s.
In particular, if m+ τ + γ/2 > θ, the solution of Eq. (3.1) is almost surely stable with rate
function ρ(t) > 0 of order m+ τ + γ/2− θ.
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Proof. For simplicity, in what follows we write X(t) instead of X(t, x0). For δ ∈ (0,
1
2
],
applying the Itoˆ formula to δ lnU(t, x), x ∈ V, w.r.t. X(t), t ≥ 0, strong solution of Eq.
(3.1),
δ lnU(t, X(t)) = δ lnU(0, x0) + δ
∫ t
0
LU(s,X(s))
U(s,X(s))
ds−
δ
2
∫ t
0
QU(s,X(s))
U2(s,X(s))
ds
+ δ
∫ t
0
∫
Y
[
ln Λ(s,X(s), y)− Λ(s,X(s), y) + 1
]
λ(dy)ds
+ δ
∫ t
0
〈Ux(s,X(s)), g(s,X(s))dW (s)〉H
U(s,X(s))
+ δ
∫ t
0
∫
Y
ln Λ(s,X(s−), y)N˜(ds, dy).
By virtue of the exponential martingale inequality with jumps, Lemma 3.1, for any positive
constants T and ν
P
{
ω : sup
0≤t≤T
[
δ
∫ t
0
〈Ux(s,X(s)), g(s,X(s))dW (s)〉H
U(s,X(s))
−
δ2
2
∫ t
0
QU(s,X(s))
U2(s,X(s))
ds
+ δ
∫ t
0
∫
Y
ln Λ(s,X(s−), y)N˜(ds, dy)
−
∫ t
0
∫
Y
[
Λδ(s,X(s), y)− 1− δ ln Λ(s,X(s), y)
]
λ(dy)ds
]
> ν
}
≤ e−ν .
Choose T = n and ν = 2 lnn, where n ∈ N, in the above equation. Since
∑∞
n=1
1
n2
< ∞, it
follows from the standard Borel-Cantelli lemma that there exists an Ω0 ⊆ Ω with P(Ω0) = 1
such that for any ω ∈ Ω0 we can find an integer n0(ω) > 0 such that
δ
∫ t
0
〈Ux(s,X(s)), g(s,X(s))dW (s)〉H
U(s,X(s))
+ δ
∫ t
0
∫
Y
lnΛ(s,X(s−), y)N˜(ds, dy)
≤ 2 lnn+
δ2
2
∫ t
0
QU(s,X(s))
U2(s,X(s))
ds+
∫ t
0
∫
Y
[
Λδ(s,X(s), y)− 1− δ ln Λ(s,X(s), y)
]
λ(dy)ds
whenever 0 ≤ t ≤ n and n ≥ n0(ω). Hence, for any ω ∈ Ω0 and 0 ≤ t ≤ n, we have
δ lnU(t, X(t)) ≤ δ lnU(0, x0) + 2 lnn
+ δ
∫ t
0
LU(s,X(s))
U(s,X(s))
ds−
δ(1− δ)
2
∫ t
0
QU(s,X(s))
U2(s,X(s))
ds
+ δ
∫ t
0
∫
Y
[
ln Λ(s,X(s), y)− Λ(s,X(s), y) + 1
]
λ(dy)ds
+
∫ t
0
∫
Y
[
Λδ(s,X(s), y)− 1− δ ln Λ(s,X(s), y)
]
λ(dy)ds,
where n ≥ n0(ω). In the light of a Taylor’s series expansion, for sufficiently small δ > 0,
Λδ(t, x, y) = 1 + δ ln Λ(t, x, y) +
δ2
2
(ln Λ(t, x, y))2Λξ(t, x, y),
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where ξ lies between 0 and δ. In what follows we shall show for δ ∈ [0, 1
2
]
sup
t≥0,x∈V
∫
Y
(ln Λ(t, x, y))2Λξ(t, x, y)λ(dy) =: η <∞. (3.2)
Note that∫
Y
(ln Λ(t, x, y))2Λξ(t, x, y)λ(dy) =
∫
0<Λ(t,x,y)<1
(ln Λ(t, x, y))2Λξ(t, x, y)λ(dy)
+
∫
Λ(t,x,y)≥1
(ln Λ(t, x, y))2Λξ(t, x, y)λ(dy)
=: I1 + I2.
For 0 < Λ(t, x, y) < 1 and 0 ≤ ξ ≤ δ ≤ 1
2
, we have Λξ(t, x, y) ≤ 1. Hence, by virtue of
condition (v)
I1 ≤
∫
0<Λ(t,x,y)≤1
(ln Λ(t, x, y))2λ(dy) <∞.
On the other hand, recalling the fundamental inequality
ln x ≤ 4(x
1
4 − 1) for x ≥ 1,
and observing Λξ(t, x, y) ≤ Λ
1
2 (t, x, y) for Λ(t, x, y) ≥ 1 and 0 ≤ ξ ≤ δ ≤ 1
2
, we can also
deduce from (v) that
I2 ≤ 16
∫
Λ(t,x,y)≥1
Λ(t, x, y)λ(dy) ≤ 16
∫
Y
Λ(t, x, y)λ(dy) <∞.
Consequently, the conclusion (3.2) must hold. Thus, by conditions (ii),(iii) and (iv), for any
ω ∈ Ω0 and 0 ≤ t ≤ n with n ≥ n0(ω)
δ lnU(t, X(t)) ≤ δ lnU(0, x0) + 2 lnn + δ
∫ t
0
ϕ1(s)ds
−
δ(1− δ)
2
∫ t
0
ϕ2(s)ds− δ
∫ t
0
ϕ3(s)ds+
δ2ηt
2
.
Now, in particular, for n− 1 ≤ t ≤ n and n ≥ (n0(ω) ∨ n1(ǫ)) + 1, by condition (i)
ln ‖X(t)‖H
ln ρ(t)
≤ −
m
p
+
1
p ln ρ(t)
[
lnU(x0, 0) +
2
δ
lnn+
∫ t
0
ϕ1(s)ds
−
1− δ
2
∫ t
0
ϕ2(s)ds−
∫ t
0
ϕ3(s)ds+
δηt
2
]
.
(3.3)
Recalling from (vi) that lim supt→∞
t
ln ρ(t)
= µ < ∞, for n − 1 ≤ t ≤ n and n ≥ (n0(ω) ∨
n1(ǫ)) + 1, hence lim supt→∞
lnn
lnρ(t)
= lim supt→∞
(
t
lnρ(t)
× lnn
t
)
= 0. Letting n ↑ ∞, in
addition to (vi), leads to
lim sup
t→∞
ln ‖X(t)‖H
ln ρ(t)
≤ −
m+ τ + (1− δ)γ/2− θ − δµη/2
p
.
The conclusion follows from the arbitrariness of δ.
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Remark 3.1. By the elementary inequality
ln x ≤ x− 1 for x ≥ 0,
it follows that ∫
Y
[ln Λ(t, x, y)− Λ(t, x, y) + 1]λ(dy) ≤ 0.
Hence, the condition (iv) in Theorem 3.1 is reasonable.
4 Stabilization of PDEs by Le´vy Noise
Combining the stability criterion established in Section 3, in this part we shall discuss
the stabilization problems for much more general PDEs through Le´vy noise.
Consider the evolution equation
dX(t) = A(t, X(t))dt (4.1)
with initial condition X(0) = x0 ∈ H , where, for t ∈ R+, A(t, ·) : V → V
∗ with A(t, 0) = 0.
The natural question is: if Eq. (4.1) is not stable, can we stabilize it using Le´vy noise? In
this section, we shall provide a positive answer to this question. Let us perturb problem
(4.1) into the form
dX(t) = A(t, X(t))dt+ g(t, X(t))dW (t) +
∫
Y
γ(t, y)X(t−)N˜(dt, dy), (4.2)
where g,W,N are defined as in Eq. (3.1), and γ(t, ·) : Y→ R+.
Theorem 4.1. Assume that the solution of Eq. (4.2) satisfies that X(t, x0) 6= 0 for all t ≥ 0
a.s. provided x0 6= 0 a.s. Let φ1(t) ∈ R, φ2(t) ∈ R+ be continuous functions and assume
further that there exist constants θ1 ∈ R, θ2 > 0, θ3 ≥ 0 such that for (t, x) ∈ R+ × V
(I) 2〈A(t, x), x〉+ ‖g(t, x)‖2L2 ≤ φ1(t)‖x‖
2
H ;
(II) ‖g∗(t, x)x‖2K ≥ φ2(t)‖x‖
4
H ;
(III)
sup
t≥0
∫
Y
γ2(t, y)λ(dy) <∞ and lim sup
t→∞
t
ln ρ(t)
<∞;
(IV)
lim sup
t→∞
∫ t
0
φ1(s)ds
ln ρ(t)
≤ θ1, lim inf
t→∞
∫ t
0
φ2(s)ds
ln ρ(t)
≥ θ2,
lim inf
t→∞
∫ t
0
∫
Y
[γ(s, y)− ln(1 + γ(s, y))]λ(dy)ds
ln ρ(t)
≥ θ3
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Then the perturbed system (4.2) has the property
lim sup
t→∞
ln ‖X(t, x0)‖H
ln ρ(t)
≤ −
[
θ2 + θ3 −
θ1
2
]
, P− a.s.
In particular, if θ2 + θ3 >
θ1
2
, the solution of Eq. (4.2) is stable with rate function ρ(t) > 0
of order θ2 + θ3 −
θ1
2
.
Proof. Let U(t, x) = ρm(t)‖x‖2H , (t, x) ∈ R+ × V . Then, by (I) and (II)
LU(t, x) ≤
[
mρ′(t)
ρ(t)
+ φ1(t) +
∫
Y
γ2(s, y)λ(dy)
]
U(t, x)
and
QU(t, x) = 4φ2(t)U
2(t, x),Λ(t, x, y) = (1 + γ(t, y))2,
where LU and QU are defined in Theorem 3.1. It is easy to see that
ϕ1(t) =
mρ′(t)
ρ(t)
+ φ1(t) +
∫
Y
γ2(t, y)λ(dy), ϕ2(t) = 4φ2(t),
and
ϕ3(t) =
∫
Y
[2 ln(1 + γ(t, y))− 2γ(t, y)− γ2(t, y)]λ(dy).
Moreover, by condition (III), together with γ > 0, the assumption (v) in Theorem 3.1 holds.
In the sequel, carrying out a similar argument to that of Theorem 3.1, we can complete the
proof.
Example 4.1. Let us return to the perturbed system (2.4). For u ∈ V let U(t, u) =
‖u‖2H , A(t, u) := Au+ αu and g(t, u) := βu. Compute
2〈A(t, u), u〉+ ‖g(t, u)‖2L2 ≤ (−2λ1 + 2α+ β
2)U(t, u)
and
‖g∗(t, u)u‖2K = β
2U2(t, u).
Hence, in Theorem 4.1
φ1(t) = −2λ1 + 2α+ β
2 and φ2(t) = β
2.
Moreover, for ρ(t) = et, t > 0 it is easy to see that
θ1 = −2λ1 + 2α+ β
2, θ2 = β
2 and θ3 =
∫
Y
[γ(y)− ln(1 + γ(y))]λ(dy).
Thus, by Theorem 4.1 we have
lim sup
t→∞
ln ‖X(t, x0)‖H
t
≤ −
[
θ2 + θ3 −
θ1
2
]
, P− a.s.
In particular, if θ2 + θ3 >
θ1
2
, that is,
λ1 > α−
1
2
β2 +
∫
|y|≤r
(ln(1 + γ(y))− γ(y))ν(dy), (4.3)
then the perturbed system (2.4) is almost surely exponentially stable.
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Remark 4.1. Compared with Theorem 2.1, Example 4.1 shows results obtained in Theorem
4.1 are sharp.
We further perturb problem (4.1) into the form
dX(t) = A(t, X(t))dt+ g(t, X(t))dW (t) +
∫
Z\Y
ψ(t, y)X(t−)N(dt, dy), (4.4)
where g,W,N are defined as in Eq. (3.1), and −1 < ψ < 0. Observe that Eq. (4.4) can also
be rewritten as
dX(t) =
[
A(t, X(t)) + g(t, X(t))dW (t) +
∫
Z\Y
ψ(t, y)X(t)λ(dy)
]
dt
+
∫
Z\Y
ψ(t, y)X(t−)N˜(dt, dy).
Theorem 4.2. Assume that the solution of Eq. (4.4) satisfies that X(t, x0) 6= 0 for all t ≥ 0
a.s. provided x0 6= 0 a.s. Let −1 < ψ < 0 and assume that there exist continuous function
ξ(t) ∈ R, η(t) ≥ 0 and constants α1 ∈ R, α2 ≥ 0, α3 < 0 such that for (t, x) ∈ R+ × V
(1) 2〈A(t, x), x〉+ ‖g(t, x)‖2L2 ≤ ξ(t)‖x‖
2
H ;
(2) ‖g∗(t, x)x‖2K ≥ η(t)‖x‖
4
H ;
(3)
sup
t≥0
∫
Y
(ln(1 + γ(t, y)))2λ(dy) <∞ and lim sup
t→∞
t
ln ρ(t)
<∞;
(4)
lim sup
t→∞
∫ t
0
ξ(s)ds
ln ρ(t)
≤ α1, lim inf
t→∞
∫ t
0
η(s)ds
ln ρ(t)
≥ α2
lim sup
t→∞
∫ t
0
∫
Z\Y
ln(1 + ψ(s, y))λ(dy)ds
ln ρ(t)
≤ α3.
Then the solution of Eq. (4.4) has the property
lim sup
t→∞
ln ‖X(t, x0)‖H
ln ρ(t)
≤
α1
2
− α2 + α3, P− a.s.
In particular, if α1
2
−α2+α3 < 0, then the perturbed system (4.4) is stable with rate function
ρ(t) of order −
(
α1
2
− α2 + α3
)
.
Proof. We shall make use of Theorem 3.1. Let U(t, x) = ρm(t)‖x‖2H , (t, x) ∈ R+ × V , using
conditions (1) and (2) we have
LU(t, x) ≤
(
mρ′(t)
ρ(t)
+ ξ(t) + 2
∫
Z\Y
ψ(t, y)λ(dy) +
∫
Z\Y
ψ2(t, y)λ(dy)
)
U(t, x),
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and
QU(t, x) = 4η(t)U2(t, x),Λ(t, x, y) = (1 + ψ(t, y))2.
Also, we have
ϕ1(t) =
mρ′(t)
ρ(t)
+ ξ(t) + 2
∫
Z\Y
ψ(t, y)λ(dy) +
∫
Z\Y
ψ2(t, y)λ(dy),
and
ϕ2(t) = 4η(t), and ϕ3(t) =
∫
Z\Y
[2 ln(1 + ψ(t, y))− 2ψ(t, y)− ψ2(t, y)]λ(dy).
Furthermore, thanks to condition (3), in addition to −1 < ψ < 0, the assumption (v) in
Theorem 3.1 also holds. Then, using the argument of that of Theorem 3.1, the proof is
therefore complete.
Example 4.2. Let us re-examine problem (2.12). Noting that
ξ(t) = −2λ1 + 2α+ β
2 and η(t) = β2,
we have
α1 = −2λ1 + 2α+ β
2, α2 = β
2, α3 =
∫
|y|≥r
ln(1 + γ(y))ν(dy),
and by Theorem 4.2
lim sup
t→∞
1
t
log(‖µ(t)‖H) ≤ −λ1 + α−
1
2
β2 +
∫
|y|≥r
ln(1 + γ(y))ν(dy) a.s.
In particular, the trivial solution of Eq. (2.12) is pathwise exponentially stable if
λ1 > α−
1
2
β2 +
∫
|y|≥r
ln(1 + γ(y))ν(dy).
From (III) in Theorem 4.1 and (3) in Theorem 4.2, note that Theorem 4.1 and Theorem
4.2 impose constraints on γ(t, ·), ψ(t, ·) and ρ(t), in what follows, we shall develop another
theorem which omit these restrictions.
Theorem 4.3. Assume that the solution of Eq. (4.2) satisfies that X(t, x0) 6= 0 for all t ≥ 0
a.s. provided x0 6= 0 a.s. Let φ1(t) ∈ R, φ2(t) ∈ R+ be continuous functions and assume
further that there exist constants β1 ∈ R, β2 > 0, β3 ≥ 0 such that for (t, x) ∈ R+ × V
(i) 2〈A(t, x), x〉+ ‖g(t, x)‖2L2 ≤ φ1(t)‖x‖
2
H ;
(ii) φ3(t)‖x‖
4
H ≥ ‖g
∗(t, x)x‖2K ≥ φ2(t)‖x‖
4
H ;
(iii)
lim sup
t→∞
∫ t
0
φ1(s)ds
ln ρ(t)
≤ β1, lim inf
t→∞
∫ t
0
φ2(s)ds
ln ρ(t)
≥ β2, lim sup
t→∞
∫ t
0
φ3(s)ds
ln ρ(t)
<∞
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(iv)
lim inf
t→∞
∫ t
0
∫
Y
(ln(1 + γ(s, y)))2λ(dy)ds
ln ρ(t)
> 0, lim sup
t→∞
∫ t
0
∫
Y
(ln(1 + γ(s, y)))2λ(dy)ds
ln ρ(t)
<∞
lim inf
t→∞
∫ t
0
∫
Y
[γ(s, y)− ln(1 + γ(s, y))]λ(dy)ds
ln ρ(t)
≥ β3.
Then the perturbed system (4.2) has the property
lim sup
t→∞
ln ‖X(t, x0)‖H
ln ρ(t)
≤ −
[
β1 + β2 −
β3
2
]
, P− a.s.
In particular, if β1 + β2 >
β3
2
, the solution of Eq. (4.2) is stable with rate function ρ(t) > 0
of order β1 + β2 −
β3
2
.
Proof. Our proof is motivated by the work [4]. Applying the Itoˆ formula to ln(ρm(t)‖x‖2H), (t, x) ∈
R+ × V , w.r.t. X(t), solution of Eq. (4.2), we have
ln(ρm(t)‖X(t)‖2H) = ln(ρ
m(0)‖x0‖
2
H) +
∫ t
0
mρ′(s)
ρ(s)
ds
+
∫ t
0
1
‖X(s)‖2H
[2〈A(t, X(s), X(s))〉+ ‖g(s,X(s))‖2L2]ds
− 2
∫ t
0
‖g∗(s,X(s))X(s)‖2K
‖X(s)‖4H
ds
+ 2
∫ t
0
∫
Y
[ln(1 + γ(s, y))− γ(s, y)]λ(dy)ds
+ 2
∫ t
0
1
‖X(s)‖2H
〈X(s), g(t, X(s))dW (s)〉H + 2
∫ t
0
∫
Y
ln(1 + γ(s, y))N˜(ds, dy).
By condition (i) and (ii) it follows that
2 ln(‖X(t)‖H) ≤ ln(ρ
m(0)‖x0‖
2
H) +
∫ t
0
φ1(s)ds− 2
∫ t
0
φ2(s)ds
+ 2
∫ t
0
∫
Y
[ln(1 + γ(s, y))− γ(s, y)]λ(dy)ds
+ 2
∫ t
0
1
‖X(s)‖2H
〈X(s), g(t, X(s))dW (s)〉H + 2
∫ t
0
∫
Y
ln(1 + γ(s, y))N˜(ds, dy).
Setting
M(t) :=
∫ t
0
1
‖X(s)‖2H
〈X(s), g(t, X(s))dW (s)〉H and M˜(t) :=
∫ t
0
∫
Y
ln(1+ γ(s, y))N˜(ds, dy),
we have ∫ t
0
φ2(s)ds ≤ 〈M,M〉(t) =
∫ t
0
‖g∗(t, X(s))X(s)‖2K
‖X(s)‖4H
ds ≤
∫ t
0
φ3(s)ds (4.5)
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and
〈M˜, M˜〉(t) =
∫ t
0
∫
Y
(ln(1 + γ(s, y)))2λ(dy)ds.
By (iii) and (iv) it is easy to see that P-a.s.
〈M,M〉(t)→∞ and 〈M˜, M˜〉(t)→∞ as t→∞
and, together with Lemma 2.3,
M(t)
〈M,M〉(t)
→ 0 a.s. and
M˜(t)
〈M˜, M˜〉(t)
→ 0 as t→∞. (4.6)
Moreover, note from (4.5), (4.6) and (iii) that
M(t)
ln ρ(t)
=
M(t)
〈M,M〉(t)
〈M,M〉(t)
ln ρ(t)
→ 0 a.s. and
M˜(t)
ln ρ(t)
→ 0 a.s.
as t→∞. Then the desired assertion follows from (iii) and (iv) immediately.
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