Leptin's theorem asserts that a locally compact group is amenable if and only if its Fourier algebra has a bounded (by one) approximate identity. In the language of locally compact quantum groups-in the sense of J. . SettingŴ := σW * σ, where σ is the flip map on H⊗ 2 H, we prove that the left co-amenability of (B(H), Γ W ) implies the left amenability of (B(H), ΓŴ ), and-for infinite-dimensional H and under an additional technical hypothesis-also establish the converse. Applying these results to locally compact quantum groups-and, in particular, to Kac algebras-, we obtain that a Kac algebra is amenable if and only if its dual is co-amenable. This extends Leptin's theorem to Kac algebras and answers a problem left open by D. Voiculescu.
Introduction
The Fourier algebra A(G) of a locally compact group G was introduced by P. Eymard ([Eym] ). If G is abelian, then A(G) is nothing but the group algebra L 1 (Ĝ), whereĜ is the dual group of G, and even for not necessarily abelian G, it is an often fruitful point of view to consider A(G) as being dual to L 1 (G). Like L 1 (G), the Fourier algebra is an * Research supported by NSERC under grant no. 227043-04. ble, and we have G = (M W , Γ W ), so that our previous results apply. Our main theorem asserts that, if G is such that the unitary antipode ofĜ coincides with its antipode, then G is amenable if and only ifĜ is co-amenable. The condition about the antipodes ofĜ is satisfied, in particular, if G is a Kac algebra. As a corollary, we thus obtain that a-not necessarily discrete-Kac algebra is amenable if and only if its dual is co-amenable.
Amenability and co-amenability for Hopf-von Neumann algebras
Even though we are aiming at a result relating amenability and co-amenability for locally compact quantum groups, we shall introduce these concepts in the general context of Hopf-von Neumann algebras. We use⊗ to denote the von Neumann algebra tensor product.
Definition 1.1. A Hopf-von Neumann algebra is a pair (M, Γ)
, where M is a von Neumann algebra and Γ : M → M⊗M is co-multiplication, i.e., a normal, injective, and unital * -homomorphism satisfying (Γ ⊗ id) • Γ = (id ⊗ Γ) • Γ.
Examples.
1. Let M be any von Neumann algebra, and define
Then (M, Γ) is a Hopf-von Neumann algebra.
2. Let G be a locally compact group. Define Γ G :
by letting (Γ G φ)(x, y) := φ(xy) (x, y ∈ G, φ ∈ L ∞ (G)).
Then (L ∞ (G), Γ G ) is a Hopf-von Neumann algebra.
3. Let G be a locally compact group, and let λ denote its regular left representation on L 2 (G). Then VN(G) := λ(G) ′′ is the group von Neumann algebra of G, and
is a co-multiplication, so that (VN(G),Γ G ) is a Hopf-von Neumann algebra, too.
Every von Neumann algebra M has a unique predual M * ([Tak 1, Corollary III.3.9]), namely the normal linear functionals on M. Following [E-R], we write⊗ for the projective tensor product of operator spaces. By [E-R, Theorem 7.2.4], we have a canonical, completely isometric isomorphism (M⊗M) * ∼ = M * ⊗ M * . If (M, Γ) is a Hopf-von Neumann algebra, restricting the adjoint of Γ to (M⊗M) * thus yields a complete quotient map Γ * : M * ⊗ M * → M * ([E-R, Corollary 4.1.9]). Letting
then defines a multiplication on M * turning it into a Banach algebra (in fact, into a completely contractive Banach algebra in the sense of [Rua 1] and [Rua 2]).
Example. Let G be a locally compact group. For (L ∞ (G), Γ G ), the product * is just the usual convolution product on L 1 (G). For (VN(G),Γ G ), on the other hand, * in the sense of (1) is pointwise multiplication in A(G), Eymard's Fourier algebra ( [Eym] ).
Given two von Neumann algebras M and N and f ∈ M * , the map f ⊗ id : M⊗N → N, x ⊗ y → f (x)y extends to a normal map from M⊗N to N, a so-called Tomiyama slice map. Similarly, one has id ⊗ g : M⊗N → M for g ∈ N * . Definition 1.2. Let (M, Γ) be a Hopf-von Neumann algebra. A state M of M is called a left invariant mean for (M, Γ) if
If there is a left invariant mean on M, we call (M, Γ) left amenable.
Remarks.
1. It is sufficient for (M, Γ) to be left amenable that there is M ∈ M * -not necessarily a state-satisfying (2) (see the proof of [Rua 2, Theorem 2.1]). We shall require the notion of (left) amenability not only for Hopf-von Neumann algebras, but also in a more general situation: Definition 1.3. Let (M, Γ) be a Hopf-von Neumann algebra, and let N be another von Neumann algebra. A left action of (M, Γ) on N is a normal, injective * -homomorphism
It is easy to see that (M, Γ) is left amenable if and only if there is a net (m
Definition 1.4. Let (M, Γ) be a Hopf-von Neumann algebra, let N be a von Neumann algebra, and let α : N → M⊗N be a left action of (M, Γ) on N. A state N of N is called an α-invariant mean if
If there is an α-invariant mean on N, we call α : N → M⊗N left amenable.
Let (M, Γ) be a Hopf-von Neumann algebra with a left invariant mean M , let N be another von Neumann algebra, and let α : N → M⊗N be a left action. Fix any state f ∈ N * and define N ∈ N * by letting
Then N is α-invariant. We summarize: 
Remarks.
1. It is easy to see that (M, Γ) is left co-amenable if and only if there is a net (e α ) α of normal states of M such that
i.e., if and only if the Banach algebra M * has a left approximate identity consisting of states. This is easily seen to be equivalent to M * having an approximate identity bounded by one. We conclude this section with recalling the notion of a co-involution.
where Σ is the flip map on M⊗M, i.e., the unique normal map Σ :
Remarks. 1. A co-involution R for a Hopf-von Neumann algebra (M, Γ) is necessarily normal and can be used to define an isometric involution # on the Banach algebra
and then set f # :=f • R.
2.
A left Hopf-von Neumann algebra with a co-involution R is also right amenable: if M is a left invariant mean, then M • R is right invariant. An analogous statement is true for co-amenability.
Let H be a Hilbert space. We write B(H) for the bounded linear operators and T (H) for the trace class operators on H; note that T (H) = B(H) * via trace duality. For a unit vector ξ ∈ H, we denote the corresponding vector state by ω ξ , i.e.,
We require leg notation for the following definition and therefore explain it here briefly. Let H and K be Hilbert spaces, let S ∈ B(H) and T ∈ T (H), and let H 1 , . . . , H n be Hilbert spaces such that there are j, k ∈ {1, . . . , n} with j < k with H = H j and
By ultraweak continuity, (4) can be extended to define
Let H be a Hilbert space, and let W ∈ B(H⊗ 2 H) be a multiplicative unitary. We call a von Neumann algebra
is a co-multiplication, so that (M, Γ W ) is a Hopf-von Neumann algebra. Let M be a Wlinked Hopf-von Neumann algebra and let N be another von Neumann algebra on H. Then we say that
is a left action of (M, Γ W ). 
is a von Neumann algebra on H,
is a von Neumann algebra on H, and (c) admissible if it is both left and right admissible. 
Remarks

Examples.
1. Let H be any Hilbert space, and let W be the identity on H⊗ 2 H. Then W is trivially admissible.
For the proof of the next proposition, recall that, for any two von Neumann algebras M on a Hilbert space H and N on a Hilbert space K, we have
(A proof of this identity is, for example, contained in the proof of [E-R, Theorem 7. 
Proof. For (i), note that it is sufficient to show that
Fix ω ∈ T (H) and note that, by (5),
Let ν ∈ T (H), and set T := (ν ⊗ id)(W ). From (8), we obtain that
Analogously, one shows that
By (7) and the definition of M W , (ii) is immediate, and (iii) follows from (ii). 
Example. For a locally compact group
Proof. (i) is straightforward in view of [E-R, Theorem 4.1.8] and the definitions of multiplication on T (H) and M * . For (ii), first observe that, by (i), M W ⊥ is the the kernel of an algebra homomorphism and thus a closed ideal of T (H). Since W ∈ M W⊗ B(H), we have
For ω, ν ∈ T (H) with ν ∈ M W ⊥ , it thus follows that
Hence, M W ⊥ * T (H) = {0} holds, as claimed.
Remarks.
1. For a locally compact group G, M. Neufang, in this Ph.D. thesis [Neu 1], introduced and studied a convolution type product ⋆ on T (L 2 (G)) (the algebra (T (L 2 (G)), ⋆) was further investigated in [Pir] ). It is not difficult to see that (T (L 2 (G)), ⋆) is in fact the (completely contractive) Banach algebra (T (L 2 (G)), * ) arising from the Hopf-von Neumann algebra (B (L 2 (G) 
Proof. (i) =⇒ (ii) is trivial in view of Proposition 2.3(i).
(ii) =⇒ (iii): Since B(H) is (M W , W )-linked by Proposition 2.3(iii), we have a left action α W as in (6) of (M W , Γ W ) on B(H). By Proposition 1.5, this action is amenable in the sense of Definition 1.4, i.e., there is a state M on B(H) such that
Therefore, M is a left invariant mean for (B(H), Γ W ). Remark. For a locally compact group G, Theorem 2.5 yields that (B(L 2 (G)), Γ W G ) is left amenable if and only if G is amenable. This particular case of Theorem 2.5 is an unpublished result by M. Neufang.
Next, we wish to prove an analog of Theorem 2.5 for left co-amenability. The proof is more involved than that of Theorem 2.5 and requires some preparations.
Let H be a Hilbert space, and let W ∈ B(H⊗ 2 H) be a multiplicative unitary. We define the left regular representation of W to be
From (5), it follows routinely that λ is an algebra homomorphism from (T (H), * ) into B(H).
Lemma 2.6. Let H be a Hilbert space, let W ∈ B(H⊗ 2 H) be a multiplicative unitary, and suppose that there is a net (ω α ) α∈A of normal states in T (H) such that (λ(ω α )) α converges to the identity on H in the weak operator topology. Then there is a net (ξ α ) α of unit vectors in ℓ 2⊗ 2 H such that
Proof. For each α ∈ A, use the spectral theorem for compact operators to find a sequence (ξ α,n ) ∞ n=1 of unit vectors in H as well as a sequence (µ α,n ) ∞ n=1 of non-negative numbers with ∞ n=1 µ α,n = 1, such that
so that ξ α = 1, and note that
Let η ∈ H, and suppose without loss of generality that η = 1. It follows that
This proves the claim.
Suppose that (B(H), Γ W ) is left co-amenable, and let (ω α ) α∈A be a left approximate identity for T (H) consisting of states. Since λ is an algebra homomorphism, we conclude from [B-S, Proposition 1.4] that (λ(ω α )) α∈A converges to 1 in the strong operator topology.
Hence, we obtain from Lemma 2.6: 
Suppose now that W is left admissible. From the definition of M W , it is clear that M W ⊥ ⊂ ker λ, so that λ drops to an algebra homomorphism from M W * into B(H), which we denote likewise by λ. Suppose further that (M W , Γ W ) is left co-amenable, and let (e α ) α∈A be a left approximate identity for M W * consisting of states. Again from [B-S, Proposition 1.4], we conclude that (λ(e α )) α∈A converges to 1 in the strong operator topology. For each α ∈ A, choose a state ω α ∈ T (H) such that ω α | M W = e α and thus λ(ω α ) = λ(e α ).
Hence, Lemma 2.6 applies again, and we have: 
Lemma 2.9. Let H be a Hilbert space, let W ∈ B(H⊗ 2 H) be a multiplicative unitary, and suppose that there is a net (ξ α ) α∈A of unit vectors in ℓ 2⊗ 2 H such that
Proof. For each α ∈ A, let (ξ α,n ) ∞ n=1 be a sequence in H with ∞ n=1 ξ α,n 2 = 1 such that
We claim that (ω α ) α∈A is a left approximate identity for T (H) (which obviously consists of states).
Let η ∈ H. It is enough to show that lim α ω α * ω η = ω η . Let T ∈ B(H), and note that
and thus
It follows that
which completes the proof.
Eventually, we obtain: Remark. The equivalence of Theorem 2.10(ii) and (iii) was also proven in a special casewhere W is the multiplicative unitary associated with a locally compact quantum groupin [J-N-R]. Since in this particular situation, M W is in standard form on H ([Tak 2, Definition IX.1.13]), the proof is then somewhat less involved.
Duality between amenability and co-amenability
Multiplicative unitaries-with additional properties-can be made the starting point of a duality theory for non-abelian groups (see [B-S] 
and [Wor 3]).
We want to keep things simple, and therefore limit ourselves to define the dual of a multiplicative unitary: Definition 3.1. Let H be a Hilbert space, let σ : H⊗ 2 H → H⊗ 2 H be the flip map, i.e., the unique unitary satisfying σ(ξ ⊗ η) = η ⊗ ξ for ξ, η ∈ H, and let W ∈ B(H⊗ 2 H). Then the dual of W is defined asŴ := σW * σ. 
Proof. (i) is routinely checked (see [B-S, Exemples 1.2]), and (ii) is trivial. For (iii) note that
which yields the claim.
Let H be a Hilbert space, and let W ∈ B(H⊗ 2 H) be a multiplicative unitary. In this section, we relate the left amenability and co-amenability, respectively, of (B(H), Γ W ) to that of (B(H), ΓŴ ). For the sake of clarity, we denote the product on T (H) arising from (B(H), Γ W ) by * and the one stemming from (B(H), ΓŴ ) by * , and we writeλ for the left regular representation ofŴ .
Our first result is: 
For each α ∈ A, there is a sequence (ξ α,n ) ∞ n=1 in H with ∞ n=1 ξ α,n 2 = 1 such that
For a unit vector η ∈ H, we obtain
It follows that (B(H), ΓŴ ) is left amenable.
The proof of a (partial) converse of Theorem 3.3 is considerably more involved. The idea for the proof of the following lemma is taken from [E-S 1, pp. 372-373].
Lemma 3.4. Let H be an infinite-dimensional Hilbert space, and let W ∈ B(H⊗ 2 H) be a multiplicative unitary such that (B(H), Γ W ) is left amenable. Then there is a net (T α ) α∈A in B(H) converging to the identity on H in the weak operator topology of the following form: for each
Proof. Let ǫ > 0 and let η 1 , . . . , η n ∈ H be unit vectors in H. It is sufficient to show that there are an orthonormal sequence (ξ k ) ∞ k=1 in H and a sequence (µ k ) ∞ k=1 in [0, ∞) with
By the left amenability of (B(H), Γ W ), there is a state ω ∈ T (H) such that
The spectral theorem for compact operators furnishes an orthonormal sequence (
We shall prove that those sequences (ξ k ) ∞ k=1 and (µ k ) ∞ k=1 satisfy (9). For technical reasons, we first prove (9) under the following hypothesis on (ξ k ) ∞ k=1 :
The orthogonal complement of the closed linear span of {ξ k : k ∈ N} in H has the same Hilbert space dimension as H.
For a unit vector ζ ∈ ℓ 2⊗ 2 H⊗ 2 H, we denote the normal state on B(H), given through
k=1 denote the standard basis of ℓ 2 , and set
2 H⊗ 2 H (j = 1, . . . , n).
Then (10) becomes
We wish to eventually apply [E-S 1, Lemma 1.10]. We choose an isometric involution J on H, i.e., a conjugate linear isometry J : H → H with J 2 = 1, such that Jξ k = ξ k for k ∈ N; this is possible because the sequence (ξ k ) ∞ k=1 is orthonormal. Let P denote the closed, positive cone in H⊗ 2 H generated by the set {ξ ⊗ Jξ : ξ ∈ H}. By [E-S 1, Lemma 1.10], the quadruple (B(H), H⊗ 2 H, σ(J ⊗ J), P) is a standard form, where B(H) acts on H⊗ 2 H via amplification, i.e., B(H) ∋ T → 1 ⊗ T . For a unit vector ζ ∈ H⊗ 2 H, we denote the corresponding normal state of B(H) by Ω ζ .
Fix j ∈ {1, . . . , n}. It is clear that the orthogonal complement of {e k ⊗ η j : k ∈ N} in ℓ 2⊗ 2 H has the same Hilbert space dimension as ℓ 2⊗ 2 H and thus as H. Moreover, the sequences (e k ⊗ η j ) ∞ k=1 in ℓ 2⊗ 2 H and (ξ k ) ∞ k=1 in H are both orthonormal. Thanks to our hypothesis on (ξ k ) ∞ k=1 , there is thus a unitaryŨ j :
Set ζ j := (Ũ j ⊗ 1)ζ j . From the definition of J, it follows that ζ j ∈ P. WithW := (Ũ j ⊗ 1)(1 ⊗ W )(Ũ * j ⊗ 1), the estimate (11) becomes
By [E-S 1, Lemma 1.10(ii)], there is a partial isometry V j on H such that
and (12) yields
Invoking [Tak 2, Theorem IX.1.2(iv)], we obtain
For j = 1, . . . , n, set U j :=Ũ * j V jŨj , and note that
Since
the inequality (13) becomes
which, in view of (14), yields
To complete the argument, define isometries
note that
Define T ∈ B(ℓ 2⊗ 2 H) via
We record for use below that
With ξ ∈ H and η = (
for η ∈ H, this yields
We obtain eventually for j = 1, . . . , n:
by (18) and (19),
by (17),
by (15) and (16)
This proves (9). We finally remove our restriction on the sequence (ξ k ) ∞ k=1 ; we do so by creating "more space" through tensoring. Note that ([B-S, Exemples 1.2]) the amplification W 1,3 ∈ B(H⊗ 2 H⊗ 2 H⊗ 2 H) of W is also a multiplicative unitary. Fix a unit vector η 0 ∈ H. Then, by (10), we have in T (H⊗ 2 H) that
The sequence (ξ k ⊗ η 0 ) ∞ k=1 satisfies our previous hypothesis with respect to H⊗ 2 H, and we conclude that
whereΛ : T (H⊗ 2 H) → B(H⊗ 2 H) is the left regular representation of W 1,3 . It is easy to see, however, that
so that (21) yields (9) in the general situation.
We obtain: for each state ν ∈ T (H), there is state ω ∈ T (H) such thatλ(ω) =λ(ν)λ(ν) * .
Then (B(H), ΓŴ ) is left co-amenable.
Proof. By Lemma 3.4, there is a net (T α ) α∈A in B(H) converging to the identity on H in the weak operator topology such that T α is of the following form for each α ∈ A: there are an orthonormal sequence (ξ α,n ) ∞ n=1 in H and a sequence (µ α,n ) ∞ n=1 in [0, ∞) with ∞ n=1 µ α,n = 1 such that
By our hypothesis, there is, for each α ∈ A and n ∈ N, a state ω α,n ∈ T (H) such that λ(ω α,n ) :=λ(ω ξα,n )λ(ω ξα,n ) * . Setting
we obtain a net (ω α ) α∈A of states in T (H) such thatλ(ω α ) = T α for each α ∈ A. Consequently, (λ(ω α )) α∈A converges to the identity on H in the weak operator topology, so that Lemmas 2.6 and 2.9 yield the left co-amenability of (B(H), ΓŴ ).
In the next section-in the context of locally compact quantum groups-we shall not apply Theorem 3.5 directly, but rather the following corollary: Corollary 3.6. Let H be an infinite-dimensional Hilbert space, let W ∈ B(H⊗ 2 H) be a multiplicative unitary, and suppose that:
left admissible, and there is a co-involution for
Proof. Let the involution on MŴ * induced by the co-involution be denoted by # . Let ν ∈ T (H) be a state, then f := ν| MŴ ∈ MŴ * is a state, as are f # and f * f # . Let ω ∈ T (H) be a state such that ω| MŴ = f * f # . It follows that
Hence, Theorem 3.5 applies, and (B(H), ΓŴ ) is left co-amenable.
Applications to locally compact quantum groups
In [K-V 1], J. Kustermans and S. Vaes introduced a comparatively simple set of axioms to define general locally compact quantum groups in a C * -algebraic context. Alternatively, locally compact quantum groups can also be described as Hopf-von Neumann algebras with additional structure (see [K-V 2]): both approaches are equivalent. We start this section with an an outline of the von Neumann algebraic approach to locally compact quantum groups. (For details, see [K-V 1] , [K-V 2] , and [vDae] ). We begin with recalling some notions about weights on von Neumann algebras (see [Tak 2], for instance).
Let M be a von Neumann algebra, and let M + denote its positive elements. A weight on M is an additive map φ : M + → [0, ∞] such that φ(tx) = tφ(x) for t ∈ [0, ∞) and x ∈ M + . We let
and (a) there is a normal, semifinite, faithful weight φ on M-a left Haar weight-which is left invariant, i.e., satisfies
(b) there is a normal, semifinite, faithful weight ψ on M-a right Haar weight-which is right invariant, i.e., satisfies
Example. Let G be a locally compact group. Then the Hopf-von Neumann algebra (L ∞ (G), Γ G ) is a locally compact quantum group: φ and ψ can be chosen as left and right Haar measure, respectively.
Remarks.
1. Even though only the existence of a left and a right Haar weight, respectively, is presumed, both weights are actually unique up to a positive scalar multiple (see [K-V 1] and [K-V 2]).
2. Since a locally compact quantum group is a Hopf-von Neumann algebra with additional structure, we shall apply notions such as (left and right) amenability and co-amenability to locally compact quantum groups whenever they make sense for the underlying Hopf-von Neumann algebras.
For each locally compact quantum group (M, Γ), there is a unique multiplicative unitary W ∈ B(H φ⊗2 H φ ) such that
The operator W is manageable in the sense of [Wor 3] ([K-V 1, Proposition 6.10]) and thus admissible; in fact, M W = M holds, so that M is W -linked, and Γ = Γ W .
Example. For a locally compact group G, the multiplicative unitary W of locally compact quantum group (L ∞ (G), Γ G ) as given by (22) is W G .
Every locally compact quantum group (M, Γ) has a co-involution: the unitary antipode R. In particular, M * is a completely contractive Banach algebra with an involution. In general, however, the left regular representation λ : M * → B(H φ ) fails to be a * -representation with respect this involution. The antipode S, on the other hand, induces an involution on a dense subalgebra of M * (for the details, see [Kus] ), such that λ restricted to this subalgebra is a * -representation. If R = S, we thus have a co-involution on M * such that λ is a * -representation. This is the case, in particular, if (M, Γ) is a Kac algebra (see [E-S 2] for the definition).
To emphasize the parallels between locally compact quantum groups and groups, we shall use the following notation (which was suggested by Z.-J. Ruan and is used in [J-N-R] and [Run 2]): a locally compact quantum group (M, Γ) is denoted by the symbol G, and we write
for a locally compact group G and Γ = Γ G , we say that G actually is a locally compact group.
Let G be a locally compact quantum group with multiplicative unitary W . ThenŴ is left admissible, and we have a Hopf-von Neumann algebra (MŴ , ΓŴ ). One can also define a left Haar weightφ and a right Haar weightψ for (MŴ , ΓŴ ), so that (MŴ , ΓŴ ) is again a locally compact quantum group, the dual quantum group of G, which we denote byĜ. There is a Pontryagin duality theorem, i.e.,Ĝ = G holds. Generally, if X is an object associated with G, we convene to denote the corresponding object associated witĥ G byX. In particular, the unitary antipode and the antipode ofĜ are denoted byR and S, respectively.
Example. If G is a locally compact group G, thenĜ = (VN(G) 
Proof. (i) ⇐⇒ (ii) and (iv) ⇐⇒ (v) follow from Theorems 2.5 and 2.10, respectively, along with the fact that locally compact quantum groups have co-involutions and thus are amenable/co-amenable if and only if they are left amenable/co-amenable. For the remaing implications, first consider the case where dim L 2 (G) < ∞, and suppose (i) holds. In this case, a left invariant mean for G is necessarily normal, i.e., G is compact. Consequently,Ĝ is discrete, and thus co-amenable. (See [B-T], for instance, for this well known fact.) Hence, (iv) holds. Next, suppose that dim L 2 (G) = ∞ and that (ii) holds. SinceR =Ŝ, L 1 (Ĝ) has an involution turningλ : L 1 (Ĝ) → B(L 2 (G)) into a * -representation. Appealing to Corollary 3.6, we obtain (v).
Given a locally compact quantum group G such that R = S, we do not know if necessarilyR =Ŝ. If G, however, is a Kac algebra, then R = S holds, andĜ is again a Kac algebra, so thatR =Ŝ.
We thus obtain: Remark. We believe that, for a Kac algebra-and possibly for a general locally compact quantum group-G, we have L 1 (G) is operator amenable ⇐⇒ G is both amenable and co-amenable.
Should this turn out to be true, Corollary 4.3 would affirmatively settle the aforementioned conjecture by Ruan for general Kac algebras.
We conclude this section with an observation on the algebra (B(L 2 (G)), Γ W ), where G is a locally compact quantum group. In view of Theorem 4.2, one might ask if the amenability or co-amenability of G also implies the right amenability or co-amenability, respectively, of (B(L 2 (G)), Γ W ). As our last proposition shows, this is true for co-amenability only in the most trivial of situations: Proof. Of course, only (iv) =⇒ (i) needs proof.
Suppose that T (L 2 (G)) has a right approximate identity. By Proposition 2.4(ii), this means that L ∞ (G) ⊥ = {0}, so that B(L 2 (G)) = L ∞ (G). Hence, B(L 2 (G)) is in standard form on L 2 (G), so that in particular, B(L 2 (G)) ∼ = B(L 2 (G)) ′ = C1, which is possible only if dim L 2 (G) = 1.
Remark. For the case of a locally compact group, Proposition 4.6 is due to Neufang ([Neu 1]).
