Abstract. The binary algorithm is a variant of the Euclidean algorithm that performs well in practice. We present a quasi-linear time recursive algorithm that computes the greatest common divisor of two integers by simulating a slightly modified version of the binary algorithm. The structure of our algorithm is very close to the one of the well-known Knuth-Schönhage fast gcd algorithm; although it does not improve on its O(M (n) log n) complexity, the description and the proof of correctness are significantly simpler in our case. This leads to a simplification of the implementation and to better running times.
Introduction
Gcd computation is a central task in computer algebra, in particular when computing over rational numbers or over modular integers. The well-known Euclidean algorithm solves this problem in time quadratic in the size n of the inputs. This algorithm has been extensively studied and analyzed over the past decades. We refer to the very complete average complexity analysis of Vallée for a large family of gcd algorithms, see [10] . The first quasi-linear algorithm for the integer gcd was proposed by Knuth in 1970, see [4] : he showed how to calculate the gcd of two n-bit integers in time O(n log 5 n log log n). The complexity of this algorithm was improved by Schönhage [6] to O(n log 2 n log log n). A comprehensive description of the Knuth-Schönhage algorithm can be found in [12] . The correctness of this algorithm is quite hard to establish, essentially because of the technical details around the so-called "fix-up procedure", and a formal proof is by far out of reach. As an example, several mistakes can be noticed in the proof of [12] and can be found at http://www.cs.nyu.edu/cs/faculty/ yap/book/errata.html. This "fix-up procedure" is a tedious case analysis and is quite difficult to implement. This usually makes the implementations of this algorithm uninteresting except for very large numbers (of length significantly higher than 10 5 bits). In this paper, we present a variant of the Knuth-Schönhage algorithm that does not have the "fix-up procedure" drawback. To achieve this, we introduce a new division (GB for Generalized Binary), which can be seen as a natural generalization of the binary division and which has some natural meaning over the 2-adic integers. It does not seem possible to use the binary division itself in a Knuth-Schönhage-like algorithm, because its definition is asymmetric: it eliminates least significant bits but it also considers most significant bits to perform comparisons. There is no such asymmetry in the GB division. The recursive GB Euclidean algorithm is much simpler to describe and to prove than the KnuthSchönhage algorithm, while admitting the same asymptotic complexity.
This simplification of the description turns out to be an important advantage in practice: we implemented the algorithm in GNU MP, and it ran between three and four times faster than the implementations of the Knuth-Schönhage algorithm in Magma and Mathematica.
The rest of the paper is organized as follows. In §2 we introduce the GB division and give some of its basic properties. In §3, we describe precisely the new recursive algorithm. We prove its correctness in §4 and analyze its complexity in §5. Some implementation issues are discussed in §6.
Notations: The standard notation O(.) is used. The complexity is measured in elementary operations on bits. Unless specified explicitly, all the logarithms are taken in base 2. If a is a non-zero integer, (a) denotes the length of the binary representation of a, i.e. (a) = log |a| + 1; ν 2 (a) denotes the 2-adic valuation of a, i.e. the number of consecutive zeroes in the least significant bits of the binary representation of a; by definition, ν 2 (0) = ∞. r := a cmod b denotes the centered remainder of a modulo b, i.e. a = r mod b and − b 2 < r ≤ b 2 . We recall that M (n) = Θ(n log n log log n) is the asymptotic time required to multiply two n-bit integers with Schönhage-Strassen multiplication [7] . We assume the reader is familiar with basic arithmetic operations such as fast multiplication and fast division based on Newton's iteration. We refer to [11] for a complete description of these algorithms.
The Generalized Binary Division
In this section we first recall the binary algorithm. Then we define the generalized binary division -GB division for short -and give some basic properties about it. Subsection 2.4 explains how to compute modular inverses from the output of the Euclidean algorithm based on the GB division.
The Binary Euclidean Algorithm
The binary division is based on the following properties: gcd(2a, 2b) = 2 gcd(a, b), gcd(2a + 1, 2b) = gcd(2a + 1, b), and gcd(2a + 1, 2b + 1) = gcd(2b + 1, a − b). It consists of eliminating the least significant bit at each loop iteration. Fig. 1 is a description of the binary algorithm. The behavior of this algorithm is very well understood (see [1] and the references there). Although it is still quadratic in the size of the inputs, there is a significant gain over the usual Euclidean algorithm, in particular because there is no need to compute any quotient.
The Generalized Binary Division
In the case of the standard Euclidean division of a by b with |a| > |b|, one computes a quotient q such that when qb is added to a, the obtained remainder
3. If a and b are both even then return 2 · Binary-Gcd(a/2, b/2). 4. If a is even and b is odd then return Binary-Gcd(a/2, b). 5. If a is odd and b is even then return Binary-Gcd(a, b/2). 6. Otherwise return Binary-Gcd((|a| − |b|)/2, b). is smaller than b. Roughly speaking, left shifts of b are subtracted from a as long as possible, that is to say until a has lost its (a) − (b) most significant bits (approximately). The GB division is the dual: in order to GB-divide a by b with |a| 2 > |b| 2 , where |a| 2 := 2 −ν2(a) is the 2-adic norm of a, one computes a quotient q 2 k such that when q 2 k b is added to a, the obtained remainder is smaller than b for the 2-adic norm. Roughly speaking, right shifts of b are subtracted from a as long as possible, that is to say until a has lost its ν 2 (b) − ν 2 (a) least significant bits.
Lemma 1 (GB Division). Let a, b be non-zero integers with ν 2 (a) < ν 2 (b). Then there exists a unique pair of integers (q, r) such that:
The integers q and r are called respectively the GB quotient and the GB remainder of (a, b). We define GB(a, b) as the pair (q, r).
Since q is odd, the second condition is fulfilled and gives the uniqueness of q. As a consequence, r is uniquely defined by (1) . Moreover, since r = a + q The GB division resembles Hensel's odd division, which was introduced by Hensel around 1900. A description can be found in [8] . For two integers a and b with b odd, it computes q and r in Z, such that: a = −bq + 2 p r and r < 2b, where p = (a) − (b) is the difference between the bit lengths of a and b. In other words, Hensel's odd division computes r := (2 −p a) mod b, which may be found efficiently as shown in [5] . Besides, there is also some similarity with the PM algorithm of Brent and Kung [2] . When ν 2 (a) = 0 and ν 2 (b) = 1, i.e. a is odd and b = 2b with b odd, the GB division finds q = ±1 such that (a + qb )/2 is even, which is exactly the PM algorithm. Unlike the binary, Hensel and PM algorithms, the GB division considers only low order bits of a and b: there is no need comparing a and b nor computing their bit lengths. It can be seen as a natural operation when considering a and b as 2-adic integers.
We now give two algorithms to perform the GB division. The first one is the equivalent of the naive division algorithm, and is asymptotically slower than the second one, which is the equivalent of the fast division algorithm. For most of the input pairs (a, b), the Euclidean algorithm based on the GB division performs almost all its divisions on pairs (c, d) for which ν 2 (d) − ν 2 (c) is small. For this reason the first algorithm suffices in practice. n .
6. r := a + q 2 n−1 b. 7. Return (q, r). Algorithm GB-gcd. Input: Two integers a, b satisfying ν2(a) < ν2(b). Output: The odd part g 2 ν 2 (g) of the greatest common divisor g of a and b. Proof. Let r 0 = a, r 1 = b, r 2 , . . . be the sequence of remainders that appear in the execution of the algorithm. We first show that this sequence is finite and thus that the algorithm terminates.
For any k ≥ 0, Eqs. (1) and (2) give
2 )k ≤ n + 1. Therefore there are O(n) remainders in the remainder sequence. Let t = O(n) be the length of the remainder sequence. Suppose that r t is the last non-zero remainder. From Lemma 2, we know that each of the calls to a GB-division involves a number of bit operations bounded by
, so that the overall complexity is bounded by O(n · ν 2 (r t )).
For the correctness, remark that the GB remainder r from a and b satisfies r = a mod b where
Remark. For a practical implementation, one should remove factors of two in Algorithm GB-gcd. If one replaces the return value in Step 1 by a, and in Step 3 by 2 ν2(a) GB-gcd(
), the algorithm directly computes g = gcd(a, b). A better bound on |r k | and thus on t is proved in §5.1. Nonetheless the present bound is sufficient to guarantee the quasi-linear time complexity of the recursive algorithm. The improved bound only decreases the multiplying constant of the asymptotic complexity.
For n ≥ 1 and
Let r 0 , r 1 be two non-zero integers with 0 = ν 2 (r 0 ) < ν 2 (r 1 ), and r 0 , r 1 , r 2 , . . . be their GB remainder sequence, and q 1 , q 2 , . . . be the corresponding quotients: r i+1 = r i−1 + q i ri 2 ν 2 (r i )−ν 2 (r i−1 ) for any i ≥ 1. Then the following relation holds for any i ≥ 1:
,
In what follows, we use implicitly the following simple fact several times.
Lemma 5. Let r 0 , r 1 be two non-zero integers with 0 = ν 2 (r 0 ) < ν 2 (r 1 ), and r 0 , r 1 , r 2 , . . . be their GB remainder sequence.
Computing Modular Inverses
This subsection is independent of the remainder of the paper but is justified by the fact that computing modular inverses is a standard application of the Euclidean algorithm. Let a, b be two non-zero integers with 0 = ν 2 (a) < ν 2 (b) and (a), (b) ≤ n. Suppose that we want to compute the inverse of b modulo a, by using an extended version of the Euclidean algorithm based on the GB division. The execution of the extended GB Euclidean algorithm gives two integers A and B such that Aa + Bb = 2 α g, where α = O(n) and g = gcd(a, b). From such a relation, it is easy to check that g = 1. Suppose now that the inverse B of b modulo a does exist. From the relation Aa + Bb = 2 α , we know that:
Therefore, in order to obtain B , it is sufficient to compute the inverse of 2 α modulo a. By using Hensel's lifting (like in the algorithm Fast-GB of Fig. 3) , we obtain the inverse of a modulo 2 α . This gives x and y satisfying: xa+y2 α = 1. Clearly y is the inverse of 2 α modulo a. Since multiplication, Hensel's lifting and division on numbers of size O(n) can be performed in time O(M (n)) (see [11] ), given two n-bit integers a and b, the additional cost to compute the inverse of b modulo a given the output of an extended Euclidean algorithm based on the GB division is O(M (n)).
The Recursive Algorithm
We now describe the recursive algorithm based on the GB division. This description closely resembles the one of [12] . It uses two routines: the algorithm Half-GB-gcd and the algorithm Fast-GB-gcd. Given two non-zero integers r 0 and r 1 with 0 = ν 2 (r 0 ) < ν 2 (r 1 ), the algorithm Half-GB-gcd outputs the GB remainders r i and r i+1 of the GB remainder sequence of (r 0 , r 1 ) that satisfy ν 2 (r i ) ≤ (r 0 )/2 < ν 2 (r i+1 ). It also outputs the corresponding matrix 2
. Then we describe the algorithm Fast-GB-gcd, which, given two integers a and b, outputs the gcd of a and b by making successive calls to the algorithm Half-GB-gcd.
The algorithm Half-GB-gcd works as follows: a quarter of the least significant bits of a and b are eliminated by doing a recursive call on the low (a)/2 of the bits of a and b. The crucial point is that the GB quotients computed for the truncated numbers are exactly the same as the first GB quotients of a and b. Therefore, by multiplying a and b by the matrix obtained recursively one gets two remainders (a , b ) of the GB remainder sequence of (a, b). A single step of the GB Euclidean algorithm is performed on (a , b ), which gives a new remainder pair (b , r). Then there is a second recursive call on approximately (a)/2 of the least significant bits of (b , r). The size of the inputs of this second recursive call is similar to the one of the first recursive call. Finally, the corresponding remainders (c, d) of the GB remainder sequence of (a, b) are computed using the returned matrix R 2 , and the output matrix R is calculated from R 1 , R 2 and the GB quotient of (a , b ). Fig. 5 illustrates the execution of this algorithm.
Note that in the description of the algorithm Half-GB-gcd in Fig. 6 , a routine GB' is used. This is a simple modification of the GB division: given a and b as input with 0 = ν 2 (a) < ν 2 (b), it outputs their GB quotient q, and
if r is their GB remainder. The algorithm Fast-GB-gcd uses several times the algorithm Half-GB-gcd to decrease the lengths of the remainders quickly.
The main advantage over the other quasi-linear time algorithms for the integer gcd is that if a matrix R is returned by a recursive call of the algorithm Half-GB-gcd, then it contains only "correct quotients". There is no need to go back in the GB remainder sequence in order to make the quotients correct, and thus no need to store the sequence of quotients. The underlying reason is that the remainders are shortened by the least significant bits, and since the carries go in the direction of the most significant bits, these two phenomena do not interfere. For that reason, the algorithm is as simple as the Knuth-Schönhage algorithm in the case of polynomials.
Correctness of the Recursive Algorithm
In this section, we show that the algorithm Fast-GB-gcd of Fig. 7 is correct. We first give some results about the GB division, and then we show the correctness of the algorithm Half-GB-gcd which clearly implies the correctness of the algorithm Fast-GB-gcd.
Some Properties of the GB Division
The properties described below are very similar to the ones of the standard Euclidean division that make the Knuth-Schönhage algorithm possible. The first Proof. By definition, q := −a
, we have a = a mod 2 ν2(b)+1 and q = q .
Moreover, r = a+q This result can be seen as a continuity statement: two pairs of 2-adic integers (a, b) and (a , b ) which are sufficiently close for the 2-adic norm (i.e. some least Algorithm Half-GB-gcd. Input: a, b satisfying 0 = ν2(a) < ν2(b). Output: An integer j, an integer matrix R and two integers c and d with 0 = ν2(c) < ν2(d), such that
are the two consecutive remainders of the GB remainder sequence of (a, b) that satisfy ν2(c * ) ≤ (a)/2 < ν2(d * ).
1. k := (a)/2 .
2. If ν2(b) > k, then return 0,
3. k1 := k/2 . 4. a := a12 2k 1 +1 + a0, b := b12 2k 1 +1 + b0 with 0 ≤ a0, b0 < 2 2k 1 +1 . 5. j1, R1, c1, d1 := Half-GB-gcd(a0, b0).
6.
" a b
. 11. j2, R2, c2, d2 := Half-GB-gcd(b 0 , r0).
12.
" c d
« . significant bits of a and a , and some of b and b are equal) have the same quotient and similar remainders (the closer the pairs, the closer the remainders). The second lemma extends this result to the GB continued fraction expansions: if (a, b) and (a , b ) are sufficiently close, their first GB quotients are identical. We obtain this result by applying the first one several times.
Return j1
Lemma 7. Let a, b, a and b such that a = a mod 2 2k+1 and b = b mod 2 2k+1 , with k ≥ 0. Suppose that 0 = ν 2 (a) < ν 2 (b). Let r 0 = a, r 1 = b, r 2 , . . . be the GB remainder sequence of (a, b), and let q 1 , q 2 , . . . be the corresponding GB quotients: r j+1 = r j−1 + q j rj 2 n j , with n j = ν 2 (r j ) − ν 2 (r j−1 ). Let r 0 = a , r 1 = b , r 2 , . . . be the GB remainder sequence of (a , b ), and let q 1 , q 2 , . . . be the corresponding GB quotients: r j+1 = r j−1 + q j r j 2 n j , with n j = ν 2 (r j ) − ν 2 (r j−1 ).
Then, if r i+1 is the first remainder such that ν 2 (r i+1 ) > k, we have q j = q j and r j+1 = r j+1 mod 2 2k+1−ν2(rj ) , for any j ≤ i. Proof. We prove this result by induction on j ≥ 0. This is true for j = 0, because a = a mod 2 2k+1 and b = b mod 2 2k+1 . Suppose now that 1 ≤ j ≤ i. We use Lemma 6 with
ν 2 (r j−1 ) and l = 2k+1−2ν 2 (r j−1 ). By induction, modulo 2 2k+1−ν2(rj−1) , r j−1 = r j−1 and r j = r j . Since j ≤ i, we have, by definition of i, 2k + 1 − 2ν 2 (r j−1 ) ≥ 2(ν 2 (r j ) − ν 2 (r j−1 )) + 1, and consequently we can apply Lemma 6. Thus q j = q j and r j+1 = r j+1 mod 2 2k+1−ν2(rj ) .
Practically, this lemma says that k bits can be gained as regard to the initial pair (a, b) by using only 2k bits of a and 2k bits of b. This is the advantage of using the GB division instead of the standard division: in the case of the standard Euclidean division, this lemma is only "almost true", because some of the last quotients before gaining k bits can differ, and have to be repaired.
Correctness of the Half-GB-gcd Algorithm
To show the correctness of the algorithm Fast-GB-gcd, it suffices to show the correctness of the algorithm Half-GB-gcd, which is established in the following theorem. (Since each call to Fast-GB-gcd which does not return in Step 2 performs at least one GB division, the termination is ensured.) Theorem 1. The algorithm Half-GB-gcd of Fig. 6 is correct.
Proof. We prove the correctness of the algorithm by induction on the size of the inputs. If (a) = 1, then the algorithm finishes at Step 2 because ν 2 (b) ≥ 1. Suppose now that k ≥ 2 and that ν 2 (b) ≤ k.
Since 2
Step 5 is a recursive call (its inputs satisfy the input conditions). By induction j 1 , R 1 , c 1 and
, and 2 j1 c 1 and 2 j1 d 1 are the consecutive remainders r i1 and r i1+1 of the GB remainder sequence of r 0 = a 0 and r 1 = b 0 that satisfy ν 2 (r i1 ) ≤ k 1 < ν 2 (r i1+1 ). From Lemma 7, we know that 2 −j1 R 1 · a b are two consecutive remainders 2 j1 a = r i1 and 2 j1 b = r i1+1 of the GB remainder sequence of r 0 = a and r 1 = b, and they satisfy r i1 = r i1 and r i1 +1 = r i1+1 modulo 2 k1+1 . From these last equalities, we have that ν 2 (r i1 ) = ν 2 (r i1 ) ≤ k 1 < ν 2 (r i1+1 ) ≤ ν 2 (r i1+1 ). Thus, if the execution of the algorithm stops at Step 7, the output is correct.
Otherwise, r i1 +2 is computed at Step 8. At
Step 9 we compute k 2 = k − ν 2 (r i1 +1 ).
Step 7 ensures that k 2 ≥ 0. Since ν 2 (r i1+1 ) > k/2 , we have k 2 ≤ k/2 − 1. Therefore Step 11 is a recursive call (and the inputs satisfy the input conditions). By induction, j 2 , S 2 , c 2 and d 2 satisfy:
). This ends the proof of the theorem.
Analysis of the Algorithms
In this section, we first study the GB Euclidean algorithm. In particular we give a worst-case bound regarding the length of the GB remainder sequence. Then we bound the complexity of the recursive algorithm in the case of the use of Schönhage-Strassen multiplication, and we give some intuition about the average complexity.
Length of the GB Remainder Sequence
In this subsection, we bound the size of the matrix
, where the q j 's are the GB quotients of a truncated GB remainder sequence r 0 , . . . , r i+1 with ν 2 (r i ) ≤ ν 2 (r 0 ) + d < ν 2 (r i+1 ) for some d ≥ 0. This will make possible the analysis of the lengths and the number of the GB remainders. As mentioned in §2, this subsection is not necessary to prove the quasi-linear time complexity of the algorithm.
, and r 0 , r 1 , . . . , r i+1 their first GB remainders, where i is such that ν 2 (r i ) ≤ d < ν 2 (r i+1 ). We consider the matrix
, where the q j 's are the GB quotients and n j = ν 2 (r j ) − ν 2 (r j−1 ) for any 1 ≤ j ≤ i. Let M be the maximum of the absolute values of the four entries of this matrix. Then we have:
Moreover, all these bounds are reached, in particular, the last one is reached when n j = 1 and q j = 1 for any 1 ≤ j ≤ i.
The proof resembles the worst case analysis of the Gaussian algorithm in [9] .
Proof. We introduce a partial order on the 2 × 2 matrices: A < B if and only if for any coordinate [i, j], A[i, j] ≤ B[i, j]. First, the proof can be restricted to the case where the q j 's are non-negative integers, because we have the inequality
. This can be easily showed by induction on i by using the properties: |A · B| ≤ |A| · |B|, and if the entries of A, A , B, B are non-negative, A ≤ A and B ≤ B implies A · B ≤ A · B .
Consequently we are looking for the maximal elements for the partial order > in the set:
nj − 1 and n j ≥ 1}. We can restrict the analysis to the case where n 1 + . . . + n i = d and all the q j 's are maximal, which gives the set:
n 1 for any n ≥ 3. Therefore, it is sufficient to consider the case where the n j 's are in {1, 2}. Moreover, for any integer j ≥ 0, 
. From these relations, we easily obtain the maximal elements:
The end of the proof is obvious once we note that 2
where u 0 = 0, u 1 = 1 and u i = u i−2 + 1 2 u i−1 . From this result on the quotient matrices, we can easily deduce the following on the size of the remainders and on the length of the remainder sequence.
Theorem 3. Let r 0 , r 1 be two non-zero integers with 0 = ν 2 (r 0 ) < ν 2 (r 1 ), and r 0 , r 1 , . . . , r t+1 their complete GB remainder sequence, i.e. with r t+1 = 0. Assume that 9 ≤ j ≤ t. Then:
The upper bound is reached by
Moreover, if (r 0 ), (r 1 ) ≤ n, then we have: t ≤ n/ log(
).
Proof. (Sketch) For the inequations concerning |r j |, use the maximal element [1] d 1 from the proof of Theorem 2, with d = ν 2 (r i ), where i = j − 1. Remark then that the upper bound grows far slower with ν 2 (r j ) than the lower bound: this fact gives an upper bound on ν 2 (r t ) and therefore on t.
As a comparison, we recall that the worst case for the standard Euclidean division corresponds to the Fibonacci sequence, with d ≤ n/ log(
2 ) ≈ 1.440 and 1/ log(
) ≈ 1.555.
Complexity Bound for the Recursive Algorithm
In what follows, H(n) and G(n) respectively denote the maximum of the number of bit operations performed by the algorithms Half-GB-gcd and Fast-GB-gcd, given as inputs two integers of lengths at most n.
≈ 0.679. The following two relations hold:
Proof. The first relation is an obvious consequence of Theorem 2. We now prove the second relation. The costs of Steps 1, 2, 3, 4, 7, 9 and 10 are negligible. Steps 5 and 11 are recursive calls and the cost of each one is bounded by H( The constants that one can derive from the previous proofs are rather large, and not very significant in practice. In fact, for randomly chosen n-bit integers, the quotients of the GB remainder sequence are O(1), and therefore Step 8 of the algorithm Half-GB-gcd has a negligible cost. Moreover, the worst-case analysis on the size of the coefficients of the returned matrices gives a worst-case bound O 1+ √ 17 2 n , which happens to be O(2 n ) in practice. With these two heuristics, the "practical cost" of the algorithm Half-GB-gcd satisfies the same recurrence than the Knuth-Schönhage algorithm:
where the constant k depends from the implementation [11] .
We have implemented the algorithms described in this paper in GNU MP [3] . In this section, we first give some "tricks" that we implemented to improve the efficiency of the algorithm, and then we give some benchmarks.
Some Savings
First of all, note that some multiplications can be saved easily from the fact that when the algorithm Fast-GB-gcd calls the algorithm Half-GB-gcd, the returned matrix is not used. Therefore, for such "top-level" calls to the algorithm Half-GB-gcd, there is no need to compute the product R 2 · [q] j0 · R 1 . Note also that for interesting sizes of inputs (our implementation of the recursive algorithm is faster than usual Euclidean algorithms for several thousands of bits), we are in the domains of Karatsuba and Toom-Cook multiplications, and below the domain of FFT-based multiplication. This leads to some improvements. For example, the algorithm Fast-GB-gcd should use calls to the algorithm Half-GB-gcd in order to gain γn bits instead of n 2 , with a constant γ = 1 2 that has to be optimized. Below a certain threshold in the size of the inputs (namely several hundreds of bits), a naive quadratic algorithm that has the requirements of algorithm Half-GB-gcd is used. Moreover, each time the algorithm has to compute a GB quotient, it computes several of them in order to obtain a 2 × 2 matrix with entries of length as close to the size of machine words as possible. This is done by considering only the two least significant machine words of the remainders (which gives a correct result, because of Lemma 6).
Comparison to Other Implementations of Subquadratic Gcd Algorithms
We compared our implementation in GNU MP -using the ordinary integer interface mpz -with those of Magma V2.10-12 and Mathematica 5.0, which both provide a subquadratic integer gcd. This comparison was performed on laurent3.medicis.polytechnique.fr, an Athlon MP 2200+. Our implementation wins over the quadratic gcd of GNU MP up from about 2500 words of 32 bits, i.e. about 24000 digits. We used as test numbers both the worst case of the classical subquadratic gcd, i.e. consecutive Fibonacci numbers F n and F n−1 , and the worst case of the binary variant, i.e. G n and 2G n−1 , where G 0 = 0, G 1 = 1, G n = −G n−1 + 4G n−2 , which gives all binary quotients equal to 1. Our experiments show that our implementation in GNU MP of the binary recursive gcd is 3 to 4 times faster than the implementations of the classical recursive gcd in Magma or Mathematica. This ratio does not vary much with the inputs. For example, ratios for F n and G n are quite similar. 
