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WEIGHTED MEANS OF B-SPLINES, POSITIVITY OF DIVIDED
DIFFERENCES, AND COMPLETE HOMOGENEOUS SYMMETRIC
POLYNOMIALS
ALBRECHT BÖTTCHER, STEPHAN RAMON GARCIA, MOHAMED OMAR,
AND CHRISTOPHER O’NEILL
Abstract. We employ the fact certain divided differences can be written as
weighted means of B-splines and hence are positive. These divided differences in-
clude the complete homogeneous symmetric polynomials of even degree 2p, the
positivity of which is a classical result by D. B. Hunter. We extend Hunter’s result
to complete homogeneous symmetric polynomials of fractional degree, which are
defined via Jacobi’s bialternant formula. We show in particular that these poly-
nomials have positive real part for real degrees µ with |µ− 2p| < 1/2. We also
prove a positivity criterion for linear combinations of the classical complete ho-
mogeneous symmetric polynomials and a sufficient criterion for the positivity of
linear combinations of products of such polynomials.
1. Introduction
A formula by Peano states that if f : [a1, an] → R is an n− 1 times continuously
differentiable function, then
f [a1, . . . , an] =
1
(n− 1)!
∫ an
a1
f (n−1)(x)F(x; a1, . . . , an) dx. (1)
See, for instance, [4, Chap. III, Sec. 3.7] or [2]. Here a1 < a2 < · · · < an are
real numbers, f [a1, . . . , an] denotes the nth divided difference of f , which may be
written as
f [a1, . . . , an] =
n
∑
j=1
f (aj)
∏k 6=j(aj − ak)
,
and F(x; a1, . . . , an) is the Curry–Schoenberg B-spline introduced in [2], one rep-
resentation of which is
F(x; a1, a2, . . . , an) =
n− 1
2
n
∑
j=1
|aj − x|(aj − x)n−3
∏k 6=j(aj − ak)
. (2)
The function F(x; a1, . . . , an) is positive on (a1, an), and hence if f (n−1) is non-
negative and not identically zero on R, then (1) implies that f [a1, . . . , an] > 0
whenever a1 < a2 < · · · < an. Taking f (x) = xp+n−1 with a nonnegative integer
p, we obtain from (1) that
f [a1, . . . , an] =
(
p+ n− 1
n− 1
) ∫
R
xpF(x; a1, . . . , an) dx, (3)
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and it is well known that in this case f [a1, . . . , an] is just the complete homoge-
neous symmetric polynomial
hp(a1, a2, . . . , an) = ∑
1≤j1≤j2≤···≤jp≤n
aj1aj2 · · · ajp ,
with the convention h0(a1, a2, . . . , an) = 1; see, e.g., [9, Theorem 1.2.1]. Thus, if p is
an even positive integer then hp(a1, a2, . . . , an) > 0 for arbitrary pairwise different
real numbers a1, . . . , an. This is a classical result by Hunter [6]. He proved it
in a completely different way. The easy argument employed above is essentially
from [5].
The purpose of this paper is to extend Hunter’s result to more general func-
tions, in particular to complete homogeneous symmetric polynomials of frac-
tional degree and to sums of products of the classical homogeneous symmetric
polynomials. Our approach is based on the preceding argument and a determi-
nantal representation of B-splines.
2. Main Results
Jacobi’s bialternant formula says that for each positive integer z we have
hz(a1, a2, . . . , an)V(a1, a2, . . . , an) = det


1 a1 a21 · · · an−21 az+n−11
1 a2 a22 · · · an−22 az+n−12
...
...
...
. . .
...
...
1 an a2n · · · an−2n az+n−1n

 , (4)
where hz(a1, a2, . . . , an) is the complete homogeneous symmetric polynomial in-
troduced above and
V(a1, a2, . . . , an) = det


1 a1 a21 · · · an−11
1 a2 a22 · · · an−12
...
...
...
. . .
...
1 an a2n · · · an−1n

 = ∏1≤i<j≤n(aj − ai)
is the n× n Vandermonde determinant; see, e.g., [10].
For the moment we assume that a1, a2, . . . , an are pairwise distinct real numbers
and that none of them is zero. Putting azj = e
z log aj with a choice of the branch
of the logarithm that is defined on R \ {0}, the right-hand side makes sense for
every z ∈ C. Thus, it is natural to take (4) as the definition of hz(a1, a2, . . . , an) for
z ∈ C, that is, of fractional degree complete homogeneous symmetric polynomials. For
example, in the case of three variables we obtain
hz(a, b, c) =
az+2(b− c) + bz+2(c− a) + cz+2(a− b)
(a− b)(a− c)(b− c) . (5)
As said, for positive integers z, these are the usual complete homogeneous sym-
metric polynomials. For other choices of z we get, for instance, h−1(a, b, c) =
h−2(a, b, c) = 0, and
h 1
2
(a, b, c) =
a
5
2 (b− c) + b 52 (c− a) + c 52 (a− b)
(a− b)(a− c)(b− c) ,
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h− 12 (a, b, c) =
√
a
√
b+
√
a
√
c+
√
b
√
c
(
√
a+
√
b)(
√
a+
√
c)(
√
b+
√
c)
,
h− 32 (a, b, c) = −
1
(
√
a+
√
b)(
√
a+
√
c)(
√
b+
√
c)
,
h− 52 (a, b, c) =
a−b√
c
+ b−c√
a
+ c−a√
b
(a− b)(a− c)(b− c) ,
h−3(a, b, c) =
1
abc
,
h−4(a, b, c) =
ab+ ac+ bc
a2b2c2
,
hi(a, b, c) =
a2ei log a(b− c) + b2ei log b(c− a) + c2ei log c(a− b)
(a− b)(a− c)(b− c) , i =
√−1,
each of which is a symmetric function of a, b, c. These examples are already
in [5], where an unexpected connection between complete homogeneous symmet-
ric polynomials and the statistical properties of factorization lengths in numerical
semigroups was investigated.
If Re (z+ n− 1) > 0, we put 0z+n−1 := 0. Thus, under the assumption that
Re z > −1, we may use (4) to define hz(a1, a2, . . . , an) for n ≥ 2 also in the situa-
tion where (exactly) one of the numbers a1, a2, . . . , an is zero. The following the-
orem provides us with an alternative representation of complete homogeneous
symmetric polynomials.
Theorem 1. Let n ≥ 2, let a1, a2, . . . , an ∈ R with a1 < a2 < · · · < an, and let
F(x; a1, . . . , an) be the function (2). If z ∈ C and Re z > −1, then xzF(x; a1, a2, . . . , an)
is absolutely integrable and
hz(a1, a2, . . . , an) =
(
z+ n− 1
n− 1
) ∫
R
xzF(x; a1, a2, . . . , an) dx. (6)
The use of such a theorem in connection with fractional degree complete ho-
mogeneous symmetric polynomials was first indicated in [5]. There it was shown
that F(x; a1, . . . , an) is a probability density supported in [a1, an] which is piece-
wise polynomial of degree n− 2 and which is n− 3 times continuously differen-
tiable. In [5], the function arose in the formula
lim
m→∞
|{ℓ ∈ L[[m]] : ℓ ∈ [αm, βm]}|
|L[[m]]| =
∫ β
α
F(x; 1/mn, . . . , 1/m1) dx,
where L[[m]] is the multiset of lengths ℓ = x1+ · · ·+ xn of possible decompositions
m = x1m1 + · · ·+ xnmn with nonnegative integers xj for given positive integers
m1 < · · · < mn satisfying gcd(m1, . . . ,mn) = 1. (This is related to the coin
problem of Frobenius.)
Once Grigori Olshanski saw a preliminary version of this paper, he kindly
informed us that F(x; a1, . . . , an) is nothing but the B-spline introduced by Curry
and Schoenberg in [2]. Thanks to this observation we were released from our
effort devoted to proving positivity, support in [a1, an], and unimodality of the
function F(x; a1, . . . , an) since these turned out to be well-known properties of B-
splines. As Olshanski pointed out, with x+ := max(x, 0) we have |x| = 2x+ − x
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and x+xn−3 = xn−2+ , hence the sum in (2) equals
n− 1
2
n
∑
j=1
2(aj − x)n−2+
∏k 6=j(aj − ak)
− n− 1
2
n
∑
j=1
(aj − x)n−2
∏k 6=j(aj − ak)
,
and since the second sum is just (2) for x < a1, which is known to be zero, we get
F(x; a1, . . . , an) = (n− 1)
n
∑
j=1
(aj − x)n−2+
∏k 6=j(aj − ak)
,
which is exactly the formula given in [2] and in [8].
Curry and Schoenberg proved in particular that F(x; a1, . . . , an) is a probability
density supported in [a1, an] and that the kth derivative (k = 0, 1, . . . , n− 3) of the
function has exactly k simple zeros in (a1, an). They also proved the remarkable
geometric interpretation of F(x; a1, . . . , an) as the linear density function obtained
by projecting orthogonally onto the x-axis the volume of an (n− 1)-dimensional
simplex of volume 1, so located that its n vertices project orthogonally into the
points a1, . . . , an of the x-axis. That an interpretation of this type might be true
was independently communicated to us by Terence Tao.
For more on splines we refer to the monographs [3] and [9]. We here only note
that there are different normalizations of B-splines: those of Curry and Schoen-
berg are normalized so that their integral is 1 whereas the B-Splines of de Boor
are normalized so that a certain collection of them (over shifted intervals) sums
to 1.
So far we assumed that a1 < a2 < · · · < an. By appropriate limit passages
or by constructing B-splines via recursion formulas and making thorough use of
the convention 0/0 := 0 (called “the useful maxim” on page 117 of [3]), one may
extend the definition of F(x; a1, . . . , an) to arbitrary a1 ≤ a2 ≤ · · · ≤ an under the
mere assumption that a1 < an. The resulting functions are still positive piecewise-
polynomial probability densities supported in [a1, an], and only the smoothness
is lowered to some n− r < n− 3.
For a positive integer p the polynomial hp(a1, . . . , an) is well-defined without
the assumption that the aj be pairwise distinct. Again by appropriate limit pas-
sages in Vandermonde-like determinants (leading to so-called confluent Vander-
monde-like determinants), one may also define hz(a1, . . . , an) for Re z > −1 under
the sole requirement that among a1, . . . , an there are at least two different num-
bers. Finally, for a 6= 0, the natural definition of hz(a, . . . , a) respecting continuity
is
hz(a, . . . , a) =
(
z+ n− 1
n− 1
)
az =
(z+ n− 1) · · · (z+ 1)
(n− 1)! a
z. (7)
These limit passages give Theorem 1 under the only assumption that
a1 ≤ a2 ≤ . . . ≤ an and a1 < an. (8)
The classical result by D. B. Hunter [6] mentioned states that if p is a non-
negative integer, then h2p(a1, . . . , an) > 0 for all (a1, . . . , an) ∈ Rn \ {(0, . . . , 0)}.
See [11] for more results on this topic. We will prove the following generalization
of Hunter’s result.
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Theorem 2. Choose the branch of the complex logarithm that is analytic on C cut along
the negative imaginary axis and takes the value 0 at 1. Let µ > −1 be a real number and
suppose (a1, . . . , an) ∈ Rn \ {(0, . . . , 0)}.
(a) If |µ− 2p| < 12 for some nonnegative integer p, then Re hµ(a1, . . . , an) > 0.
(b) If |µ − (2p− 1)| < 12 for some integer p ≥ 0, then Re hµ(a1, . . . , an) > 0 for
(a1, . . . , an) ∈ [0,∞)n and Re hµ(a1, . . . , an) < 0 for (a1, . . . , an) ∈ (−∞, 0]n.
(c) If |µ − p| = 12 for some nonnegative integer p, then Re hµ(a1, . . . , an) ≥ 0, and
we have Re hµ(a1, . . . , an) = 0 for (a1, . . . , an) ∈ (−∞, 0]n.
Note that that the cases |µ− 2p| < 12 , |µ− (2p+ 1)| < 12 , and |µ− p| = 12 are
equivalent to the cases cos(µpi) > 0, cos(µpi) < 0, and cos(µpi) = 0, respectively.
Section 4 contains some more results related to Theorem 2. Theorems 1 and 2
complement recent work of Terence Tao [11] concerning different ways of proving
the positivity of even degree complete homogeneous symmetric polynomials. We
emphasize that the polynomials considered here are polynomials of fractional
degree and that they should be distinguished from the symmetric functions in a
fractional number of variables introduced implicitly in [12].
We now turn to combinations of the classical complete homogeneous symmet-
ric polynomials. The following result is about linear combinations.
Theorem 3. Let H(a1, a2, . . . , an) = ∑
m
j=0 cjhj(a1, a2, . . . , an) with real coefficients cj
and let −∞ ≤ r < s ≤ ∞. Then
H(a1, . . . , an) > 0 for all (a1, . . . , an) ∈ (r, s)n \ {(0, . . . , 0)}
if and only if H(a, a, . . . , a) > 0 for all a ∈ (r, s) \ {0}.
Here is a sufficient condition for the positivity of combinations involving prod-
ucts. We confine ourselves to the case of at most two factors. The extension to
more than two factors is obvious.
Theorem 4. Let
H(a1, . . . , an) =
m
∑
j,k=1
cjkhj(a1, . . . , an)hk(a1, . . . , an)
with real coefficients cjk and let −∞ ≤ r < s ≤ ∞. Put
P(x, y) =
m
∑
j,k=1
cjkhj(x, x, . . . , x)hk(y, y, . . . , y).
If P(x, y) ≥ 0 for (x, y) ∈ (r, s)2 \ {(0, 0)} and H(a, a, . . . , a) > 0 for a ∈ (r, s) \ {0},
then H(a1, . . . , an) > 0 for (a1, . . . , an) in (r, s)n \ {(0, . . . , 0)}.
We remark that Theorem 4 is subtler than it might appear at the first glance.
Consider, for example,
H(a1, . . . , an) = 2αh2(a1, . . . , an)h4(a1, . . . , an)− 3βh22(a1, . . . , an) + 2,
and let us omit the arguments, that is, let us simply write
H = 2αh2h4 − 3βh22 + 2.
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Recall that h0(a1, . . . , an) = 1, so that 2 may be interpreted as 2h20. By (7), the
polynomial P(x, y) is
2α
(
2+ n− 1
n− 1
)(
4+ n− 1
n− 1
)
x2y4 − 3β
(
2+ n− 1
n− 1
)2
x2y2 + 2,
and let us choose α and β so that this becomes
P(x, y) = 2x2y4 − 3x2y2 + 2.
Since P(x, 1) = −x2 + 2 < 0 for x > √2, Theorem 4 does not give anything for
(r, s) = (−∞,∞). However, we may write
H = αh4h2 + αh2h4 − 3βh22 + 2,
and now, with the same choice of α and β as above, we obtain
P(x, y) = x4y2 + x2y4 − 3x2y2 + 2.
This is 1 plus the famous Motzkin polynomial. (The Motzkin polynomial in-
troduced in [7] was the first explicit example of a nonnegative polynomial that
is not a sum of squares of polynomials. See [1] for a recent survey. Note that
nonnegativity is simple: we have
x2y2 = 3
√
x4y2 · x2y4 · 1 ≤ 1
3
(x4y2 + x2y4 + 1)
by the arithmetic-geometric mean inequality.) Hence P(x, y) ≥ 1 on all of R2.
As also H(a, a, . . . , a) = P(a, a) ≥ 1 for all a, we can now invoke Theorem 4 to
conclude that H(a1, . . . , an) > 0 for all (a1, . . . , an) ∈ Rn. One is tempted to draw
this conclusion from inserting u = h2 and v = h4 in the inequality
g(u, v) = 2αuv− 3βu2 + 2 > 0 for (u, v) ∈ [0,∞)2,
but this inequality is not true because g(u, 1)→ −∞ as u → ∞.
Theorems 1 to 4 will be proved in Sections 3 and 5. In Section 6 we establish
expressions for hz(a1, . . . , an) in terms of Schur polynomials in the cases where z
is a negative integer or a positive rational number.
3. Proof of Theorem 1
We first rewrite F(x; a1, a2, . . . , an) in terms of determinants. Let a1, a2, . . . , an ∈
R with a1 < a2 < · · · < an and let F(x; a1, a2, . . . , an) be defined by (2). In
what follows, V(a1, . . . , âj, . . . , an) denotes the (n − 1) × (n − 1) Vandermonde
determinant obtained from V(a1, a2, . . . , an) by removing aj. Then
F(x; a1, a2, . . . , an)
=
n− 1
2
n
∑
j=1
|aj − x|(aj − x)n−3
∏k 6=j(aj − ak)
=
n− 1
2
n
∑
j=1
|aj − x|(aj − x)n−3
∏1≤k<j(aj − ak) ∏j<k≤n(aj − ak)
=
(−1)n−j(n− 1)
2
n
∑
j=1
|aj − x|(aj − x)n−3
∏1≤k<j(aj − ak) ∏j<k≤n(ak − aj)
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=
n− 1
2
n
∑
j=1
V(a1, . . . , âj, . . . , an)
V(a1, a2, . . . , an)
(−1)n−j|aj − x|(aj − x)n−3
= (n− 1)∑
n
j=1(−1)n+jV(a1, . . . , âj, . . . , an) · |aj − x|(aj − x)n−3
2V(a1, a2, . . . , an)
and hence
F(x; a1, a2, . . . , an)
=
n− 1
2V(a1, a2, . . . , an)
det


1 a1 a21 · · · an−21 |a1 − x|(a1 − x)n−3
1 a2 a22 · · · an−22 |a2 − x|(a2 − x)n−3
...
...
...
. . .
...
...
1 an a2n · · · an−2n |an − x|(an − x)n−3

 . (9)
We now prove (6), that is, the equality
gz(a1, . . . , an) =
(
z+ n− 1
n− 1
) ∫
R
xz f (a1, . . . , an) dx
with
gz(a1, . . . , an) = det


1 a1 a21 · · · an−21 az+n−11
1 a2 a22 · · · an−22 az+n−12
...
...
...
. . .
...
...
1 an a2n · · · an−2n az+n−1k

 (10)
and
f (a1, . . . , an) =
n− 1
2
det


1 a1 a21 · · · an−21 |a1 − x|(a1 − x)n−3
1 a2 a22 · · · an−22 |a2 − x|(a2 − x)n−3
...
...
...
. . .
...
...
1 an a2n · · · an−2n |an − x|(an − x)n−3

 . (11)
We may assume that aj 6= 0 for all j because both (10) and (11) depend continu-
ously on a1, . . . , aj. Multiplying (11) by xz and integrating the result amounts to
replacing the jth entry of the last column by∫ an
a1
xz|aj − x|(aj − x)n−3 dx
=
∫ aj
a1
xz(aj − x)n−2 dx−
∫ an
aj
xz(aj − x)n−2 dx
=
(∫ aj
0
−
∫ a1
0
−
∫ an
0
+
∫ aj
0
)
xz(aj − x)n−2 dx
= 2
∫ aj
0
xz(aj − x)n−2 dx−
∫ a1
0
xz(aj − x)n−2 dx−
∫ an
0
xz(aj − x)n−2 dx
=: 2I1 − I j2 − I j3.
We have
I
j
2 =
n−2
∑
k=0
∫ a1
0
xz
(
n− 2
k
)
akj (−1)n−2−kxn−2−k dx =
n−2
∑
k=0
ck(z)a
k
j
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and, analogously, I j3 = ∑
n−2
k=0 dk(z)a
k
j . It follows that the columns col(I
j
2)
n
j=1 and
col(I j3)
n
j=1 are linear combinations of the first n − 1 columns of the determi-
nant (11). Consequently, the jth entry of the multiplied and integrated deter-
minant may simply replaced by 2I1. We finally have
2I1 = 2
∫ aj
0
xz(aj − x)n−2 dx = 2az+n−1j
∫ 1
0
tz(1− t)n−2 dt
= 2az+n−1j
Γ(z+ 1)Γ(n− 1)
Γ(z+ n)
= 2az+n−1j
Γ(z+ 1)(n− 2)!
(z+ n− 1) · · · (z+ 1)Γ(z+ 1)
= 2az+n−1j
(
z+ n− 1
n− 1
)−1 1
n− 1 ,
which is the asserted equality. 
4. Proof of and More Results Around Theorem 2
Proof of Theorem 2. Since hµ(a) = hµ(0, 0, a) and hµ(a, b) = hµ(0, a, b), we may
restrict ourselves to n ≥ 3. Suppose first that all aj are equal to a 6= 0. Then
aµ > 0 for a > 0, and for a < 0 we have
aµ = eµ log a = eµ(log |a|+i arg a) = eµ(log |a|+ipi) = |a|µ cos(µpi) + i|a|µ sin(µpi).
Consequently, (7) implies all assertions of the theorem. As (6) remains true if (8)
holds, we obtain that
hµ(a1, . . . , an) =
(µ + n− 1) · · · (µ + 1)
(n− 1)!
∫
R
xµF(x; a1, . . . , an) dx.
With F(x; a1, . . . , an) abbreviated to F(x), it follows that Re hµ(a1, . . . , an) is a pos-
itive constant times
Re
(∫ 0
−∞
eiµpi|x|µF(x) dx+
∫ ∞
0
|x|µF(x) dx
)
= cos(µpi)
∫ 0
−∞
|x|µF(x) dx+
∫ ∞
0
|x|µF(x) dx. (12)
If cos(µpi) > 0, then (12) is greater than or equal to cos(µpi)
∫
R
|x|µF(x) dx, and
this is strictly greater than zero because F(x) > 0 on some open interval. Let
cos(µpi) < 0. If a1 ≥ 0, then (12) equals
∫
R
|x|µF(x) dx, which is strictly positive
because F(x) is strictly positive on some open interval, and if an ≤ 0, then (12)
is cos(µpi)
∫
R
|x|µF(x) dx, which now is strictly negative. Finally, if cos(piµ) = 0,
then (12) equals
∫ ∞
0 |x|µF(x) dx. This is always nonnegative and this vanishes if
an ≤ 0. 
Hunter [6] even proved the sharp lower bound h2p(a1, . . . , an) ≥ 1/(2pp!) for
a21 + · · ·+ a2n = 1. Here is an extension of this result to fractional degrees.
Proposition 5. Suppose |µ− 2p| < 12 for some nonnegative integer p and let 2q be the
smallest even integer such that µ ≤ 2q, i.e., q = p if µ ≤ 2p and q = p+ 1 if µ > 2p.
Then
Re hµ(a1, . . . , an) ≥ (µ + n− 1)(µ + n− 2) · · · (µ + 1)(2q+ n− 1)(2q+ n− 2) · · · (2q+ 1)
cos(µpi)
2qq!
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whenever a21 + · · ·+ a2n = 1.
Proof. With F(x; a1, . . . , an) abbreviated to F(x), we have(
µ+n−1
n−1
)−1
Re hµ(a1, . . . , an) = Re
(∫ 0
−∞
eiµpi|x|µF(x) dx+
∫ ∞
0
|x|µF(x) dx
)
= cos(µpi)
∫ 0
−∞
|x|µF(x) dx+
∫ ∞
0
|x|µF(x) dx
≥ cos(µpi)
∫
R
|x|µF(x) dx.
The equality a21+ · · ·+ a2n = 1 implies that |aj| ≤ 1 for all j. Thus [a1, an] ⊂ [−1, 1],
and since |x|µ ≥ |x|2q for |x| ≤ 1, it follows that(
µ+n−1
n−1
)−1
Re hµ(a1, . . . , an) ≥ cos(µpi)
∫ an
a1
|x|µF(x) dx
≥ cos(µpi)
∫ an
a1
|x|2qF(x) dx.
But the last integral equals (2q+n−1n−1 )
−1
h2q(a1, . . . , an) and Hunter [6] showed that
h2q(a1, . . . , an) is at least 1/(2qq!). 
The imaginary part of hµ(a1, . . . , an) is(
µ + n− 1
n− 1
)(
sin(µpi)
∫ 0
−∞
|x|µF(x) dx+
∫ ∞
0
|x|µF(x) dx
)
.
If 2p < µ < 2p+ 1 with a nonnegative integer p, this is strictly positive with the
lower bound
(µ + n− 1)(µ + n− 2) · · · (µ + 1)
(2p+ n+ 1)(2p+ n) · · · (2p+ 3)
sin(µpi)
2qq!
for a21 + · · · + a2n = 1. (Note that the smallest even integer greater than µ is
2q = 2p+ 2.) Thus, if µ ∈ (2p, 2p+ 12 ), then hµ maps all of Rn \ {(0, . . . , 0)} into
the open upper-right quarter-plane. The set (0,∞)n is always mapped into the
open right half-line. The function hµ maps (−∞, 0)n into the upper-left quarter-
plane for µ ∈ (2p+ 12 , 2p+ 1), into the lower-left quarter-plane for µ ∈ (2p+
1, 2p+ 3/2), and into the lower-right quarter-plane for µ ∈ (2p+ 3/2, 2p+ 2).
Let again Re z > −1 and let the branch of the complex logarithm be the one
specified in Theorem 2. If λ > 0, then (λa)z = λzaz, but if λ < 0 and a < 0, then
(λa)z = λzaze−2piiz. Thus, hz(a1, . . . , an) is positively homogeneous but in general
not genuinely homogeneous. If z = µ is a real number and if λ > 0, we have
Re hµ(λa1, . . . , λan) = Re [λ
µhµ(a1, . . . , an)] = λ
µ Re hµ(a1, . . . , an),
and hence Re hµ(a1, . . . , an) is also positively homogeneous. This makes Proposi-
tion 5 useful. However, if, for instance, z = iν with a real number ν 6= 0, then, for
λ > 0,
hiν(λa1, . . . , λan) = λ
iν hiν(a1, . . . , an)
=
(
cos(ν logλ) + i sin(ν log λ)
)(
Re hiν(a1, . . . , an) + i Im hiν(a1, . . . , an)
)
,
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which reveals that neither Re hiν(a1, . . . , an) nor Im hiν(a1, . . . , an) is positively ho-
mogeneous. The following proposition completes the picture provided by Theo-
rem 2.
Proposition 6. If z ∈ C \R and Re z > −1, then both the real part and the imaginary
part of hz(a1, . . . , an) are indefinite.
Proof. From (7) we infer that if z = µ + iν with µ, ν ∈ R and ν 6= 0, then, for
a > 0,
hz(a, . . . , a) =
(
z+ n− 1
n− 1
)
aµ+iν =
(
z+ n− 1
n− 1
)
aµeiν log a,
which shows that the range of hz contains a spiral (a circle for µ = 0) rotating
around the origin and hence reveals that both Re hz and Im hz assume strictly
positive as well as strictly negative values. 
5. Proofs of Theorems 3 and 4
Proof of Theorem 3. If H(a, a, . . . , a) ≤ 0 for some a in (r, s) \ {0}, then the inequality
H(a1, . . . , an) > 0 is not true for all (a1, . . . , an) in (r, s)n \ {(0, . . . , 0)}.
So assume H(a, a, . . . , a) > 0 for a in (r, s) \ {0}. We have to show that then
H(a1, . . . , an) > 0 whenever aj ∈ (r, s) for all j and at least two of the numbers are
different. Since H(a1, . . . , an) is symmetric, we may assume that a1 ≤ · · · ≤ an.
We know that Theorem 1 extends to the case (8). Thus, we have
H(a1, . . . , an) =
∫ an
a1
P(x)F(x; a1, . . . , an) dx (13)
with
P(x) =
m
∑
j=1
(
j+ n− 1
n− 1
)
cjx
j.
From (7) we see that P(x) = H(x, x, . . . , x). Thus, if H(a, a, . . . , a) > 0 for a in
(r, s) \ {0}, then P(x) > 0 for x ∈ (r, s) \ {0} and (13) implies that H(a1, . . . , an) >
0 if r < a1 ≤ · · · ≤ an < s and at least two of the aj are different. 
Proof of Theorem 4. Since we require that H(a, a, . . . , a) > 0 for nonzero a ∈ (r, s),
we are left with the case where r < a1 ≤ · · · ≤ an < s and a1 < an. We then get
that H(a1, . . . , an) equals∫ an
a1
∫ an
a1
P(x, y)F(x; a1, . . . , an)F(y; a1, . . . , an) dx dy
with
P(x, y) =
m
∑
j,k=1
(
j+ n− 1
n− 1
)(
k+ n− 1
n− 1
)
cjkx
jyk.
From (7) it follows that
P(x, y) =
m
∑
j,k=1
cjkhj(x, x, . . . , x)hk(y, y, . . . , y).
Consequently, if P(x, y) ≥ 0 on (r, s)2 \ {(0, 0)}, then the double integral is strictly
positive. 
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6. Emergence of Schur Polynomials
Throughout the following think of a1, . . . , an as variables or as nonzero and pair-
wise distinct real numbers. Given an n-tuple λ = (λ1, λ2, . . . , λn) of integers
satisfying λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, the Schur polynomial sλ(a1, a2, . . . , an) is
defined as
sλ(a1, a2, . . . , an) =
det


aλn1 a
λn−1+1
1 a
λn−2+2
1 · · · aλ1+n−11
aλn2 a
λn−1+1
2 a
λn−2+2
2 · · · aλ1+n−12
...
...
...
. . .
...
aλnn a
λn−1+1
n a
λn−2+2
n · · · aλ1+n−1n


V(a1, a2, . . . , an)
; (14)
see, for example, [10]. From (4) we see that if z is a nonnegative integer, then
hz(a1, a2, . . . , an) = s(z,0,...,0)(a1, a1, . . . , an),
with s(0,0,...,0)(a1, a2, . . . , an) = 1.
Proposition 7. Let z be a positive integer. If 1 ≤ z ≤ n− 1, then h−z(a1, . . . , an) = 0.
If z ≥ n, then
h−z(a1, . . . , an) = (−1)n−1(a1 · · · an)n−1−zs(z−n,...,z−n,0)(a1, . . . , an).
Proof. Consider (4) with z replaced by −z. If 1 ≤ z ≤ n− 1, then the determi-
nant on the right contains a repeated column and hence it is zero. So let z ≥ n.
Then, again by (4),
h−z(a1, . . . , an)V(a1, . . . , an) = det


1 a1 a21 · · · an−21 a−z+n−11
1 a2 a22 · · · an−22 a−z+n−12
...
...
...
. . .
...
...
1 an a2n · · · an−2n a−z+n−1n

 ,
and this equals (a1 · · · an)−z+n−1 times
det


a
0+(1+z−n)
1 a
1+(1+z−n)
1 a
2+(1+z−n)
1 · · · a
n−2+(1+z−n)
1 1
a
0+(1+z−n)
2 a
1+(1+z−n)
2 a
2+(1+z−n)
2 · · · an−2+(1+z−n)2 1
...
...
. . .
...
...
a
0+(1+z−n)
n a
1+(1+z−n)
n a
2+(1+z−n)
n · · · an−2+(1+z−n)n 1

 .
This last determinant is
(−1)n−1 det


a01 a
1+(z−n)
1 a
2+(z−n)
1 · · · a
(n−1)+(z−n)
1
a02 a
1+(z−n)
2 a
2+(z−n)
2 · · · a(n−1)+(z−n)2
...
...
...
. . .
...
a0n a
1+(z−n)
n a
2+(z−n)
n · · · a(n−1)+(z−n)n

 .
Thus, letting
λ = (z− n, z− n, . . . , z− n︸ ︷︷ ︸
n−1 copies
, 0)
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we get
h−z(a1, . . . , an) = (−1)n−1(a1 · · · an)n−1−zsλ(a1, . . . , an). 
Proposition 8. Let z be a positive rational number but not be an integer. Write z = p/q
with q ≥ 2 and gcd(p, q) = 1. Then hz(a1, . . . , an) is
∏
1≤i<j≤n
1
a
(q−1)/q
i + a
(q−2)/q
i a
1/q
j + · · ·+ a
(q−1)/q
j
sλ(a
1/q
1 , . . . , a
1/q
n ).
Proof. We start again with (4). The determinant on the right may be written as
det


1 (a1/q1 )
q (a
1/q
1 )
2q · · · (a1/q1 )(n−2)q (a
1/q
1 )
p+(n−1)q
1 (a1/q2 )
q (a
1/q
2 )
2q · · · (a1/q2 )(n−2)q (a
1/q
2 )
p+(n−1)q
...
...
...
. . .
...
...
1 (a1/qn )q (a
1/q
n )
2q · · · (a1/qn )(n−2)q (a1/qn )p+(n−1)q

 .
This equals
det


1 (a1/q1 )
1+(q−1) (a1/q1 )
2+2(q−1) · · ·
1 (a1/q2 )
1+(q−1) (a1/q2 )
2+2(q−1) · · ·
...
...
...
. . .
1 (a1/qn )1+(q−1) (a
1/q
n )
2+2(q−1) · · ·
· · · (a1/q1 )n−2+(n−2)(q−1) (a
1/q
1 )
(n−1)+p+(n−1)(q−1)
· · · (a1/q2 )n−2+(n−2)(q−1) (a
1/q
2 )
(n−1)+p+(n−1)(q−1)
. . .
...
...
· · · (a1/qn )n−2+(n−2)(q−1) (a1/qn )(n−1)+p+(n−1)(q−1)

 ,
and from (14) we deduce that the last determinant is
V(a
1/q
1 , . . . , a
1/q
n )sλ(a
1/q
1 , . . . , a
1/q
n )
with λ = (p + (n − 1)(q − 1), (n − 2)(q − 1), . . . , 2(q − 1), (q − 1), 0). Conse-
quently,
hz(a1, . . . , an) =
detV(a1/q1 , . . . , a
1/q
n )
detV(a1, . . . , an)
sλ(a
1/q
1 , . . . , a
1/q
n )
= ∏
1≤i<j≤n
1
a
(q−1)/q
i + a
(q−2)/q
i a
1/q
j + · · ·+ a
(q−1)/q
j
· sλ(a1/q1 , . . . , a
1/q
n ). 
These ideas extend to a related formula when p/q is negative. We leave the
details to the interested reader.
Example 9. If z = 2/3 and n = 4, then λ = (2+ 3 · 2, 2 · 2, 2, 0) = (8, 4, 2, 0) and
we obtain that
h 2
3
(a1, a2, a3, a4)
=

 ∏
1≤i<j≤4
1
a2/3i + a
1/3
i a
1/3
j + a
2/3
j

 · s(8,4,2,0)(a1/31 , a1/32 , a1/33 , a1/34 ).
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