Classi cation and Regression
We will treat both techniques as mapping problems, such that some input variable, x, generates (is mapped to) some output variable y via a mapping function F, i.e. 1 F : x 7 ! y Any problem may be reduced then to nding an optimal mapping F. In the case of supervised methods (we will restrict our discussion in this paper to such, although unsupervised methods are equally important { the interested reader may nd information in 11]) this mapping is`learned' through a training data set which consists of input-output pairs (x; t) where each t represents a target or desired output for the corresponding input x. It should be noted that F is conditional on the training data set and if the latter is poor then we cannot expect the mapping to be anything other than poor also.
Classi cation
A classi cation problem is one in which we desire to assign each input to one of a closed set of output classes. Our training data set will therefore contain targets, t, which will code the class label of each input. The usual format for each target is`one-of-n' coding such that, for example in a two-class problem, t = (1; 0) for class 1 and t = (0; 1) for class 2. It is well known that a minimum risk classi er ascribes an unknown input to the class with the highest Bayes' a posteriori probability. Bayes' theorem, a belief update theorem, links a prior belief (the a priori probability) to the a posteriori belief given a new piece of information. In classi cation terms, for example, if (C k ) represents the a priori belief in the classi cation of some data sample, x, as class C k then the a posteriori belief in C k given x is :
where p(x j C k ) is a class-conditional probability density function (PDF), commonly known as the likelihood and p(x) is a class-unconditional PDF, commonly known as the evidence.`Traditional' classi cation techniques rely upon a variety of methods for estimating the likelihood functions for each class. As the class priors are equal (for a balanced data set, with equal`cost' associated with each outcome) and the evidence is constant over all classes, so a posteriori class beliefs may be ranked. The determination of the likelihood functions, however, is a di cult task, and becomes exponentially di cult for nite data sets as the dimensionality of the data (x) increases (the socalled`curse of dimensionality'). Feedforward neural network classi ers have, it may be argued, become so popular because they can estimate a posteriori probabilities directly by forming a mapping function from the data space to a probability space 6], 2 so circumventing many of the problems which dog other methods.
Regression
In the case of regression (or prediction) each input is mapped, not to a probability space, but onto another continuous number sequence. Again, a mapping function may be learned using a feed-forward neural network from a training set consisting of input-output pairs, (x; t) where t may, for example in the case of prediction, be the value of a data series some number of samples in the future (we need o -line data, of course, to construct such a training data set). Given a set of examples, then, what is the`best' a system can do? It turns out (see 11, 2] for details) that, given a training set, our best guess for the output in response to an input x is the conditional average of t evaluated over the training set. We denote this as y best (x) = ht j xi and note that this expression codes a common-sense interpretation; if we are given an input, x, we look at what the target responses were for inputs close to x in the training set and our`best' output response is the average of all these values. In a similar way to that of the classi cation case, traditional' methods look to estimate the joint probability distribution of inputs and targets in the training set, but this incurs the same problems as the dimensionality of the inputs increases. Once more neural networks, it may be shown, are able to create an input-output mapping that estimates the conditional average response directly 2, 11] . There is one word of caution, however, before we leave regression. This caution really applies both to non-neural and neural techniques but it may be more di cult to spot its consequences in the latter case. We refer to Figure (1) ; plot (a) shows a target distribution in which the conditional average gives a correct result as the distribution is unimodal given any arbitrary input, x o say. Plot (b), however, has a multimodal distribution. In this case the conditional average gives a poor representation. To tackle this form of data a much more sophisticated methodology is required (see 2, 15] for example).
Network form and training
We have said that feedforward neural networks are able to estimate mappings which evaluate quantities at their output which are of use in both classi cation and regression problems. We now 2 We must, however, be careful in the choice of error function and learning algorithm to make sure that posteriors are indeed estimated as the network outputs. Interested readers may wish to refer to 2] for more information. detail the form of a general feedforward network. We note that, in a short article, there is not space to cover the (less widely used) area of feedback systems and dynamic networks. Indeed the latter are poorly covered in either of the most recent neural network texts 11, 2] and one is referred to 5] for further details and references. Feedforward networks (which we shall refer to simply as networks' henceforth) have two major forms: the multi-layer perceptron (MLP) and the radialbasis function network (RBF). These two architectures are very similar and share many features in common. Both are based around a two-part data transformation. When an input x is presented to the network a set of simple non-linear functions are used to transform this input into a set of hidden' variables, which are regarded as being responses to the input by`neurons' which form a hidden layer. This set of responses is, in turn, then treated as an input to another set of functions to give the subsequent output of the network. This format, in which a network has three`layers', input, hidden and output, has been shown to be able to form any arbitrary mapping and hence networks with more than three layers are not normally required. This architecture is depicted in Figure ( 2) and we introduce the partial mappings f 1 and f 2 to denote the two transform functions. The network output response to an input x is hence y = f 2 f 1 (x)]. The di erence between the MLP and the RBF may be hence seen as merely a di erence in the form of the two transform functions. We note that the form of the functions (f 2 ) coupling the hidden layer to the outputs will, if we are to be pedantic, specify the error or objective function with which we will monitor the network's performance during training. For this reason the form of f 2 is often chosen so that the error function has a simple and mathematically tractable form, such as a sum-of-squares error (SSE). The most common choices for f 2 are a set of linear functions { which give rise to a SSE { and sigmoidal functions (sometimes referred to as logistic) { which give rise to a cross entropy error term which is particularly well-suited to classi cation problems. As the latter error is less widely known about however, we will restrict subsequent discussion in this paper to the SSE. Details about the entropy term may, however, be found in 2] in particular.
The Radial-Basis Function Network (RBF)
In the RBF network each hidden-layer function (neuron) produces a response which is based upon some distance measure (metric) between the input vector and a vector (location) in the input space which speci es the neuron's position. We may thus regard these hidden-layer neurons as being located at a series of points in the input space. The commonest choice of non-linear function for these neurons is the (un-normalised) Gaussian. The response of the j-th neuron to an input x is hence where c represents the location of the neuron (its centre position or mean) and j is the spread or width parameter (the standard deviation). The latter can be a scalar (as shown here), a diagonal matrix or a full covariance matrix. The`training' of this layer of an RBF network can hence be seen as the optimisation of the centre locations and the width parameters of all the neurons which form it. We shall discuss methods which may do this later in this subsection. The most favoured form of the RBF network couples this layer of Gaussian neurons via linear functions to the output nodes. We may thence regard the output of the network as being given by
In the above equation the linear coupling is performed via a set of connection weights, w j and an additional bias term, w j b , is added. The latter takes into account the fact that the mean (DC) levels of the targets may not be zero.
Training of such an RBF network consists of optimising the means and width parameters of the Gaussian functions and the set of linear connection weights, w including the bias term. For the Gaussian parameters, this is a traditional non-linear optimisation problem, and may be approached as a supervised problem { whereby the mismatch between output and target is minimised using, for example, a conjugate gradient method { or as an unsupervised problem in which the set of Gaussians is optimally tted to the probability density function of the data using, for example, a maximum likelihood algorithm 2, 12]. For a linearly connected nal layer, the set of w may be optimised using matrix inverse techniques. It would not be appropriate in this short review to cover the details of the mathematics involved in this optimisation, but it is fully detailed in 12, 14, 2, 11], for example.
The Multi-Layer Perceptron (MLP)
The RBF network, as we have seen, has strong links with traditional statistical methods such as Gaussian mixture modelling. Although we may treat each free parameter in the network as a`connection weight' and so see the system in a more biological light, this is probably misleading. The MLP, unlike the RBF, arose from early (biologically motivated) work on systems of`neurons' (simple non-linear elements) interconnected via connection weights (which were often termed synaptic weights to add force to the biological metaphor). This still gives rise to a feedforward network which has a similar architecture to the RBF and can be similarly analysed. The MLP remains the most common type of neural network used in the literature, and the terminology used to describe its training and internal parameters tends to re ect the original biological inspiration. If we ignore such biological metaphor, we may regard the MLP as a feedforward network with an architecture as in Figure (2) . Like the RBF it may be seen as a system governed by two transform functions, f 1 ; f 2 . The form of the input-hidden function, f 1 , is based around the activation of a smooth sigmoidal function, such as the tanh function, or more commonly the function (Figure 3b ) and is also equivalent to the traditional statistical method of logistic regression. The set of w j i are connection (synaptic) weights which connect the neuron to the input nodes. Normally the second transform of the MLP, f 2 , is also sigmoidal and hence the outputs from the set of hidden-layer neurons are treated as inputs to the next layer. We may thus regard the MLP as a set of two nested layers of SLPs. The training of an MLP consists, therefore, of nding, for a given training set, values for all the connection weights which minimise an error function between the actual network outputs and the targets in the training set. Once more, this is a non-linear optimisation problem, the precise mathematics of which would be out of place here. For the most part, however, the neural nets community has been reluctant to stop using the original back-propagation approach of the 1980s. This algorithm, also known as steepest or gradient descent is known to be a poor one for such optimisation tasks and if a network algorithm is being written it is better to use a conjugate gradient or quasi-Newton method. Full details may be found in 2, 11, 3] for example.
Generalisation
One of the perennial problems of optimising a parameter set (mapping) using a training set of data is that the apparent performance of the network using the parameters improves with their number. Such a system runs the risk of over-tting to the training data set and would thus perform poorly on new data. What is required is a network mapping, obtained from a training set, which is capable of generalising to new data. This is a classic model-tting problem and the neural network community have adopted several methods from this eld to ensure generalisation. By far the most favoured is that of splitting the training data to provide a separate validation set as well as a training set. Increasing the number of free parameters in a feedforward network simply requires increasing the number of hidden-layer neurons, N hidden , say. 3 One successful strategy is therefore to successively increase N hidden and re-train a network each time on the training set thus optimising the set of network weights. The performance of the network for each N hidden is thence evaluated on both the training and validation set. A typical set of results gives rise to curves such as in gure (4) in which the training-set error decreases with increasing N hidden whilst the validation error reaches a minimum and thence increases. We may perform several`runs' of such a validation procedure by randomly re-splitting the original data into many di erent training and validation sets. We may then choose the network size which, on average, generalises best (i.e. has lowest validation-set error). We must still, however, test the performance of our optimal network on a test set which is independent from either training or validation sets and is unused in the network development procedure. In many`real-world' problems, however, the available data set may be small. In this situation n-fold cross-validation and bootstrapping methods may be employed 10]. What do we mean by small, however? Studies such as 1, 7] address the issue of the number of pieces of information in the training set as a ratio to the number of adaptive weights in the network. Their results suggest that a factor of three or more is required. A general rule of thumb is to be even more pessimistic, however, and a factor of 5-10 is often suggested. The major problem with the validation approach is that the available data for training is reduced as some of it must be used to form a validation set. This has prompted current research in the neural network community to use methods which estimate the`optimal' network complexity from a training set alone. The majority of these methods are based around the theory of Bayesian learning and minimal coding theory and a detailed discussion would be out of place in this review. More details may be found in 2, 11, 5] with the original Bayesian methods being introduced in 8].
Typical application procedure
The most commonly used (validation) approach gives rise to a simple methodology with which a network may be trained and tested :
1. A labelled set of data is formed. This set consists of input-output pairs (x; t). We will furthermore assume that each component of the input set (x 1 etc.) has a similar numerical magnitude. This avoids numerically large components being given unfair weighting over those (possibly more useful) components whose magnitudes happen to be smaller. We will also assume that, in the classi cation case, this set is balanced i.e. equal numbers of examples from each class are contained in it. 2. The data is randomly split into, typically, three data sets: training, validation and test. 3. a. Starting with a network (RBF or MLP) with a low number of hidden-layer neurons, optimise its free parameters (weights) to minimise the error on the training set.
b. Obtain performance measures for the network on the validation set. c. Increase the number of hidden-layer units and re-train the network. d. Repeat these steps until a levelling or minimum in the validation error vs N hidden curve is passed. 4. Repeat steps 2 and 3 with di erent random splits of the original data set. This may be performed ten times, say. 5. Find the network size that gives the best average (over the ten runs, say) performance on the validation set. Use a network with this con guration to assess performance on the (hitherto unseen) test set.
Conclusions
Neural networks have found a well-deserved place in the data-analysis toolbox. They may be trained so as to estimate quantities at their outputs which are, from theory,`optimal' for both classi cation and regression problems. We must stress, however, that, if the problem is linearly soluble then application of neural networks will not result in any improvement in performance { indeed as they have more parameters than simple solely linear methods, the results may even be worse. If an MLP is being used then a simple check is to assess the performance with only one hidden-layer unit (thus linearising the network). If performance with N hidden = 1 is close to that of N hidden > 1 then`traditional' linear regression methods may outperform the network and are the method of choice. Neural networks : friends or foes? In the end, if neural networks are applied with the same common-sense as any other analysis method and are not treated as some`magic' solution, then they will, typically, outperform all other methods. Especially in the case of complex data analysis problems their internal representations and complexity of solution may make inference di culte.g. rule extraction. For very complex data sets, however, the closest thing an analyst may have to a friend is a foe.
