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Abstract
This paper studies a generalization of the internal path length of a random digital search tree
to bucket trees, which are capable of storing up to b records per node. We show that under
the assumption of the symmetric Bernoulli probabilistic model the expected path length of a
tree built from N records is asymptotically N log2 N + (A + 1(log2 N ))N and the variance is
(C + 1(log2 N ))N , where A and C depend on b only. The continuous functions 1 and 1
are periodic with mean 0 and period 1. The proofs are analytical and make use of generating
functions, harmonic sums and the Mellin integral transform. An important and very general tool
for the analysis is Mellin’s convolution integral. These results and techniques are motivated by
a paper by Flajolet and Richmond and by Kirschenhofer, Prodinger, and Szpankowski. c© 2000
Elsevier Science B.V. All rights reserved.
Keywords: Digital search trees; Algorithm analysis; Mellin transform
1. Introduction
The b-digital search tree, also called bucket digital tree, is a data structure derived
from the digital search tree [2, 15, 17]. Although it allows to demonstrate new, powerful,
and general methods for the mathematical analysis of algorithms and data structures,
it was not invented for that purpose, but emerged in the late 1970s from practical
considerations in the context of paged hash tables.
For the reader’s convenience we repeat the construction given in [6], which is one of
our main references to the subject. A set of records with keys consisting (for simplicity)
of bit streams is stored in a binary tree in the following way: If there are b or fewer
records they are put in a node and we are done. If there are more than b records, put
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Fig. 1. Examples of generalized digital search trees for b = 1; 2; 3 built from the a set of 16 keys.
the rst b records in a node, which becomes the root of the tree. Split the remaining
set into two groups according to the rst bit of their keys. Those with 0 rst bit go to
the left subtree, those with 1 to the right subtree. The subgroups are split recursively
by the same process, whereby the second bits are decisive in the second level and
so on. The number b is an integer design (or system) parameter and throughout the
paper is assumed xed, except when stated otherwise. For b=1 we obtain the classical
digital search tree mentioned above. A few examples are shown in Fig. 1.
We study the performance of b-digital trees under the Bernoulli probabilistic model:
the number of keys is xed, say N , and keys are independent and identically distributed,
each key is a sequence of independent bits with P(0)=p and P(1)= 1 − p. In this
paper we consider the symmetric case p= 12 only.
The splitting probability N; k , which is the probability that a b-digital tree built
from N records splits into a root containing b records, a left subtree with k records
F. Hubalek / Theoretical Computer Science 242 (2000) 143{168 145
and a right subtree containing N−b−k records (k =0;    ; N − b), is given by N; k
=1=(2N−b)

N−b
k

. Since we think of b as xed, we do not denote the dependency of
N; k on b explicitly.
The internal path length of digital search trees, as studied, e.g., in [14], which is our
second source of motivation, is dened recursively by
where jDj denotes the number of records stored in D. Using this denition for bucket
digital trees we measure the cost of visiting every record in the tree, a quantity related
to searching.
2. A streamlined analysis { main results
Let DN denote the family of b-digital search trees built from N records and FN :
DN 7!N the generalized internal path length of trees in DN . As a consequence of
denition (??) the corresponding probability generating functions FN (z)=E[zFN ] satisfy
for N>0
FN+b(z) = zN
NP
k=0
2−N

N
k

Fk(z)FN−k(z); F0(z) =    = Fb−1(z) = 1: (2)
We follow [6] and obtain as rst result:
Theorem 1. The expected generalized internal path length of a b-digital search tree
built from N records satises as N !1
E[FN ] =N log2 N +

1
L
J 0(0) +
1
2
+

L
− 1
L
+ 1(log2 N )

N + b log2 N
+

b
L
J 0(0) +
5b
2
+
b
L
− 1
2L
+ 2(log2 N )

+O

logN
N

; (3)
where L= log 2;  denotes Euler’s constant;
J 0(0) =
Z 1
0

1
Q(t)b
− 1

t−1 dt +
Z 1
1
t−1dt
Q(t)b
 − log b− − L as b!1
and
Q(t) =
1Q
j=0
(1 + 2−jt): (4)
The functions
1(x) =
1
L
P
k 6=0
I(k)
 (2 + k)
e2kix; 2(x) =
1
L
P
k 6=0

b− k
2
 I(k)
 (1 + k)
e2kix
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are analytic; periodic functions with mean 0 and period 1; and
I(k) =
1
k
+
Z 1
0

1
Q(t)b
− 1

tk−1dt +
Z 1
1
tk−1dt
Q(t)b
:
The case b=1 was studied in [7, 14{16]. In [22] the expected cost of a successful
search, which is fN =N is computed for the asymmetric Bernoulli model as well. For
b>1, the main N log2 N -term is mentioned in [6] already.
We proceed to show in detail how to apply the method to compute variances. These
extensions are straightforward whereas the essential ingredients to overcome the dif-
culties and peculiarities which often appear in the analysis of higher moments of
parameters of digital structures under the Bernoulli model are relegated to Section 3,
in particular to Section 3.4. Our main result is:
Theorem 2. The variance of the generalized internal path length of a b-digital search
tree built from N records satises as N !1
Var[FN ] = (C + 1(log2 N ))N +O(log
2 N )
where
C =
2b
L2
J 0(0) +
1
L
[1’0]0 +
23b
6
+
1
2L
F

0 (0)−
3
2L
J 0(−1)− 
2b
3L2
− 9b
L
J 0(0)
+
3b
2L
F

1 (1) +
1
12
+
6b
L
J 0(−1) + 2b[21]0 +
3
L
− b
L2
J 00(0) +
1
L
J 00(0)2
− 1
L2
J 0(0)2 +
2
6L2
− 2b
L
[1’2]0 +
1
L
K 0(0)− 2b
L2
− [21]0 −
b
L2
J 0(0)  F1 (1)
+
1
L2
J 0(0)  J 0(−1) + b
L2
F

1 (1) +
1
L
[1’1]0 +
b
L2
F

1
0
(1) +
1
L2
J 0(0)  F0 (0)
− 4b
L
M

2 (2)−
1
L2
F

0 (0)−
1
L2
J 0(−1)− 1
2L2
J 00(−1)− 1
L2
F

0
0
(0)
+
2
L
1 (1) +
2
L
M

1 (1)−
3b
L
− 2[12]0: (5)
The various constants and functions herein have the following meaning:
1. J (s) is an entire function dened by the Hankel type integral
J (s) =
1
2i
Z
K
1
Q(t)b
(−t)s−1 dt;
or alternatively by series (46). In Lemma 4 we nd
K 0(0) = −b
Z 1
0
(t)
Q(t)b
dt
t
; (t) = 2
P
j>0
j2−jt=(1 + 2−jt): (6)
2. The constants M2 (2) and M1 (1) appear when continuing
M

(s) =
1
2i
Z 3=2+i1
3=2−i1
 s


F

() F

(s− ) d; (7)
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they are given by; cf. (91) and (93);
M

2 (2) =
1
4i
Z 1=2+i1
1=2−i1
F

()
 (1 + )
F

(2− )
 (3− ) d;
M

1 (1) =
1
4i
Z −1=2+i1
−1=2−i1
F

()
 (1 + )
F

(1− )
 (2− ) d: (8)
3. Similarly F

1 (s) and F

0 (s) are used to continue the Mellin transform of
F(t) =
1
t
P
j>0
1
(1 + t)b    (1 + 2jt)b :
We have
F

1 (s) =
Z 1
0
[ F(t)− H (t)]ts−1dt;
F

0 (s) =
Z 1
0
[ F(t)− (1 + bt)H (t)]ts−1dt;
where H (t)= (1=t)
P
j>0 1=Q(2
jt)b.
4. The uctuations 1(x) and 2(x) are dened in Theorem 1. Like
’2(x) =
P
k 6=0
"
1
L
I0(k)
 (2 + k)
+
1
2
I(k)
 (2 + k)
+
F

1 (1 + k)
 (2 + k)
+
1
L
I(k)
 (2 + k)
( 32 − −  (2 + k))

e2kix; (9)
’1(x) =
P
k 6=0
"
b
L
I0(k)
 (1 + k)
+
b
2
I(k)
 (1 + k)
+
F

0 (k)
 (1 + k)
− I
(−1 + k)
 (1 + k)
+
b
L
I(k)
 (1 + k)
(1− −  (1 + k))

e2kix (10)
and
’0(x) =
P
k 6=0
(1 + k)
"
1
L
I0(k)
 (2 + k)
+
1
2
I(k)
 (2 + k)
+
F

1 (1 + k)
 (2 + k)
+
1
L
I(k)
 (2 + k)
(1− −  (2 + k))

e2kix (11)
they are analytic and periodic with mean 0 and period 1.
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Table 1
C for b=1; : : : ; 5
b 1 2 3 4 5
C 0.26600 0.13285 0.08883 0.07032 0.06109
5. Finally 1 (1); cf. (105); can be calculated by the integral
1 (1) =
1
(2i)2
Z −3=2+i1
−3=2−i1
M(s)I(1− s) ds; (12)
which is; since M

(s) is given by (7); actually a double integral.
Numerical evidence, see Fig. 3, suggests that the uctuation becomes more important
as b becomes large. Our method gives explicit Fourier coecients of 1 as well, but
since the expressions are rather involved, they are omitted.
In [9] it was shown how to obtain numerical approximations for C. Results for small
values of b are given in Table 1.
2.1. The expectation
The expectation fN =EFN can be obtained from the probability generating function
FN (z) by fN =F 0N (1), hence we derive from (2) (see Fig. 2)
fN+b = N + 21−N
NP
k=0

N
k

fk; f0 = f1 =    = fb−1 = 0 (N>0): (13)
The exponential generating function f(z)=
P
N>0 fNz
N =N ! satises the dierence-
dierential equation
f(b)(z) = zez + 2ez=2f
 z
2

; f(0) = f0(0) =    = f(b−1)(0) = 0: (14)
The Poisson generating function ~f(z)= e−zf(z) fullls the somewhat simpler equation
bP
j=0

b
j

f
(j)
(z) = z + 2 f
 z
2

; f(0) = f
0
(0) =    = f(b−1)(0) = 0: (15)
Extracting coecients ~fN = [z
N =N !] ~f(z) yields
bP
j=0

b
j

~fN+j = N;1 + 2
1−N ~fN ; ~f0 = ~f1 =    = ~fb−1 = 0 (N>0): (16)
One of the innovations in [6] was to consider the ordinary generating functions F(z)=P
N>0 fNz
N and ~F(z)=
P
N>0
~fNz
N . Since we have the following equivalent relations
fN =
NP
k=0

N
k

~fk , ~fN =
NP
k=0

N
k

(−1)N−kfk ; (17)
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Fig. 2. The expectation fN with 06N6128 and 16b65, computed by recursion (13).
f(z) = cz f(z), ~f(z) = c−zf(z); (18)
F(z) =
1
1− z
~F

z
1− z

, ~F(z) = 1
1 + z
F

z
1 + z

; (19)
we can express F easily through F . Multiplying (16) by zN+b and summing over N>0
gives
(1 + z)b ~F(z) = zb+1 + 2zb ~F
 z
2

: (20)
Dividing by (1 + z)b and iterating gives the solution
F(z) = zb+1
P
j>0
2−(
j+1
2 )
b
zjb
(1 + z)b    (1 + z=2j)b :
It is convenient to introduce some new notation. Let F(t)= F(t−1), so that
(1 + t)b F(t)= t−1 + 2 F(2t), or explicitly
F(t) = t−1
P
j>0
1
(1 + t)b    (1 + 2jt)b : (21)
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Fig. 3. The variance with 06N6128 and 16b65; computed with recursions (13) and (31).
Introducing product (4) we can decompose (21) as
F(t) = Q
 t
2
b
H (t); (22)
where
H (t) = t−1
P
j>0
1
Q(2jt)b
=
P
j>0
2j
2jtQ(2jt)b
is a harmonic sum [4]. Because of
Q
 t
2
b
= 1 + bt +O(t2) (23)
it suces to know the asymptotics of H . This is done via the Mellin transform
H(s) =
1
1− 21−s I
(s− 1) (R s > 1); (24)
where I(s)= R10 Q(t)−bts−1 dt converges for Rs>0 absolutely (cf. [6]). Applying
the inversion formula we arrive at
H (t) =
1
2i
Z 3=2+i1
3=2−i1
H(s)t−s ds: (25)
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It is a standard technique to shift the line of integration to the left and collect residues
corresponding to asymptotic terms. We know from the discussion of I(s) in [6],
which is partly repeated and slightly extended in Section 3.1, that H(s) has a double
pole at s=1 and simple poles at s=1+ k , where k =2ki=L (k 2Z) with L= log 2;
and where ‘log’ denotes the natural logarithm. The residues under consideration follow
from (52){(54), and the remainder term is due to a simple pole at s=− 1:
H (t) =−1
L
t−1 log t +

1
L
J 0(0) +
1
2

t−1 +
1
L
P
k 6=0
J (k)t−1−k + 2b+O(t)
(26)
as t! 0. Eqs. (22) and (23) give immediately
F(t) =−1
L
t−1 log t +

1
L
J 0(0) +
1
2

t−1 +
1
L
P
k 6=0
I(k)t−1−k
− b
L
log t +

b
L
J 0(0) +
5b
2

+
b
L
P
k 6=0
I(k)t−k +O(t log t); (27)
and by the elementary substitution (19) we obtain
F(z) =
1
L
(1− z)−2 log 1
1− z +

1
L
J 0(0) +
1
2

(1− z)−2
+
1
L
P
k 6=0
I(k)(1− z)−2−k +

−b
L
− 1
L

(1− z)−1 log 1
1− z
+

b
L
J 0(0) +
5b
2
− 1
L
J 0(0)− 1
2
− 1
L

(1− z)−1
+
1
L
P
k 6=0
(b− 1− k)I(k)(1− z)−1−k +O

log
1
1− z

: (28)
Using a -transfer from [5] we obtain Theorem 1. Rewriting
J 0(0) =
Z 1
0

1
Q(t)b
− 1

t−1 dt +
Z 1
1
t−1 dt
Q(t)b
=−b
Z 1
0
Q(t)−b
Q0(t)
Q(t)
log t dt: (29)
yields
J 0(0)  −2b
Z 1
0
e−2bt log t dt = 2b
d
ds
(2b)−s (s)js=1 = − log b− − L (30)
as b!1.
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2.2. The variance
To compute the variance we use the formula Var[FN ] = sN + fN − f2N , where sN is
the second factorial moment of FN , which can be computed as sN =F 00N (1). It fullls
sN+b =N22−N
NP
k=0

N
k

fk + N (N − 1) + 21−N
NP
k=0

N
k

fkfN−k
+21−N
NP
k=0

N
k

sk (31)
with intial values s0 = s1 =    = sb−1 = 0. We follow tradition [13, 14] and split this
linear recurrence into three components, sN = uN + vN + wN ; where
uN+b = N22−N
NP
k=0

N
k

fk + 21−N
NP
k=0

N
k

uk ; u0 =    = ub−1 = 0; (32)
vN+b = N (N − 1) + 21−N
NP
k=0

N
k

vk ; v0 =    = vb−1 = 0; (33)
wN+b = 21−N
NP
k=0

N
k

fkfN−k + 21−N
NP
k=0

N
k

wk;
w0 =    = wb−1 = 0: (34)
All these recurrences are, as (13), of the general structure
xN+b = aN+b + 21−N
NP
k=0

N
k

xk ; x0 = a0; x1 = a1; : : : ; xb−1 = ab−1: (35)
If we set (z)=
P
N>0 xN z
N and A(z)=
P
N>0 aN z
N and proceed as we did for the
expectation, we can derive the following lemma.
Lemma 1. The generating function (z) is given by (z)= 1=(1−z) (z(1−z)); where
~ satises the functional equation
(1 + z)b ~(z) = (1 + z)b A(z) + 2zb ~
 z
2

(36)
and A(z)= 1 + zA(z(1 + z)).
We can proceed just as in Section 2.1 in general. We iterate the functional equation
and extract Q(t=2)b:
(t) = A(t) +
2
(1 + t)b
(2t) =
P
j>0
2j A(2jt)
(1 + t)b    (1 + 2j−1t)b
=Q
 t
2
b P
j>0
2j
A(2jt)
Q(2j−1t)b
:
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The harmonic sum to be considered is now 
(t)=
P
j>0 2
j A(2jt)=Q(2j−1t)b=P
j>0 2
j P(2jt)=Q(2jt)b, where P(t)= (1 + t)b A(t) is introduced merely for cosmetic
reasons. So we have (t)=Q(t=2)b
(t), where 
(t) has Mellin transform

(s) =
1
1− 21−s 
 P(t)
Q(t)b

(s):
Applying Lemma 1 to (32){(34) yields
(1 + z)b ~U (z) = 4zb+1 ~F
 z
2

+ 2zb+1 ~F
0  z
2

+ 2zb+2 ~F
0  z
2

+ 2zb ~U
 z
2

; (37)
(1 + z)b ~V (z) = 2zb+2 + 2zb V
 z
2

; (38)
(1 + z)b ~W (z) = 2zb M (z) + 2zb ~W
 z
2

; (39)
where
mN = 2−N
NP
k=0

N
k

fk fN−k (N>0): (40)
In principle, we could now apply the machinery of shifting the line of integration in
the inversion integral to the left, collecting residues, substituting back to (z) as z! 1
and extracting coecients with -transfer Lemma 2 from the appendix. However, it is
not trivial to compute the required Mellin transforms and to study the properties of its
analytic continuation, especially for (39), because of the appearance of the ‘binomial
convolution’ (40).
Supposing we have solved these problems, we get terms of order N 2 log2 N for the
second factorial moment sN . But, according to (2:2), the subtraction of f2N results in
cancellation of the non-uctuating terms up to order N . By the following continuity
argument [14] we can show without calculating the uctuations explicitely that the
order of the variance is actually N: If Var[FN ](log2 N )  N log N , where  is a
continuous, periodic function with mean 0 and period 1, it must vanish identically.
Otherwise, since the fractional part of log2 N is dense in [0; 1], the variance would
become negative innitely often, which is clearly impossible.
3. Mellin transform
3.1. Computations related to fN
In the analysis of b-digital search trees the function I(t)=
Q
j>0 (1 + 2
−jt)−b plays
a fundamental role. Therefore let us consider the innite product (4) rst. It is the
Weierstra representation [23, 7.6] of an entire function with zeros t=−2−j, j>0.
Euler’s well-known partition identity [15, Examples 5.1.1.{5.1.16]
Q
j>0
(1 + 2−jt) =
P
j>0
2−(
J
2 )tj
(1− 12 )(1− 14 )    (1− 1=2j)
(41)
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displays the power series expansion at t=0. As t!1 an elementary consideration
(splitting the sum at j= log2 jtj) shows
log Q(t) =
P
j>0
log(1 + 2−jt)  (2L)−1 log2 t (42)
uniformly in the cone jarg tj60 for any xed 2 (0; ). Mellin himself used in [18]
log Q(t) = − 1
2i
Z −1=2+i1
−1=2−i1

sin s
t−s
s(1− 2s) ds (43)
to derive (42). In [8] this method is extended to study functions of the form Q(z)=Q
n>0 b
−1
0 P(
nz), where P(z) is a polynomial, P(0)= b0 and 0<<1. Lindelof, see
[20], has found related asymptotic developments for canonical products, depending on
the location of their zeros.
We nd immediately
I(t) =
(
1− 2bt +O(t2); t ! 0;
O(e−(b=2L) log
2 t); t !1 (44)
in the cone. By Mellin’s reciprocity [3, 10, 19] it follows, that I(s)= R10 I(t)ts−1 dt
converges for Rs>0 absolutely, and that I(s) is exponentially small as =s! 1
in any substrip of nite width. Using the power series as t! 0 we can continue I(s)
to the left of Rs=0 to obtain a meromorphic function with poles s= − j, j>0.
Alternatively, we could have used 2
I(s) =

sin s J (s) with J (s) =
1
2i
Z
H
1
Q(t)b
(−t)s−1 dt; (45)
where H is a Hankel-type contour starting at +1− 0  i, turning around 0 clockwise
before returning to +1+ 0  i. Evaluating the integral via residue calculation Flajolet
and Richmond [6] obtain
J (s) =
b−1P
r=0
(s− 1)rAr(2s): (46)
They also provide explicit Taylor coecients for the entire functions Ar(z) and deduce
the more precise bound I(c + iy)− O(jyjb−1e−jyj) as y! 1.
Since I(s)= J (s)= sin s is analytic for Rs>0 and J (s) is entire we conclude
without further calculations J (j)= 0, j>1. Furthermore (44) implies j(s)s−1 as
s! 0 and I(s)−2b(s+1)−1 as s!−1, hence J (0)= 1 and J (−1)=2b. Collecting
these results we have
I(s) = s−1 + J 0(0) +

2
6
+
1
2
J 00(0)

s+

2
6
J 0(0) +
1
6
J 000(0)

s2
+

74
360
+
2
12
J 00(0) +
1
24
J (4)(0)

s3 + O(s4) (s! 0); (47)
2 Actually [6] set J (s)=
R
H
Q(t)−b(−t)s−1 dt.
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I(s) =−2b(s+ 1)−1 − J 0(−1) +

−b
2
3
− 1
2
J 00(−1)

(s+ 1) (48)
+

−
2
6
J 0(−1)− 1
6
J 000(−1)

(s+ 1)2
+

−7b
4
180
− 
2
12
J 00(−1)− 1
24
J (4)(−1)

(s+ 1)3
+ O(s+ 1)4 (s! −1); (49)
I(s) =−J 0(1)− 1
2
J 00(1)(s− 1) +

−
2
6
J 0(1)− 1
2
J 000(1)

(s− 1)2
+

−
2
12
J 00(1)− 1
24
J (4)(1)

(s− 1)3 + O(s− 1)4(s! 1); (50)
I(s) = J 0(2) +
1
2
J 00(2)(s− 2) +

2
6
J 0(2) +
1
2
J 000(2)

(s− 2)2
+

2
12
J 00(2) +
1
24
J (4)(2)

(s− 2)3 + O(s− 2)4(s! 2): (51)
For later usage we write down the developments of H(s)= I(s− 1)=(1− 21−s):
H(s) =
1
L
(s− 1)−2 +

1
L
J 0(0) +
1
2

(s− 1)−1 +

2
6L
+
1
L
J 0(0)
+
1
2
J 0(0) +
L
12

+

2
6L
J 0(0) +
1
6L
J 000(0) +
2
12
+
1
2
J 00(0)
+
L
12
J 0(0)

(s− 1) +    (s! 1); (52)
H(s) =
1
L
I(k)
s− 1− k +

1
L
I0(k) +
1
2
I(k)

+    (s! 1 + k ; k 6= 0);
(53)
H(s) = 2bs−1 + fJ 0(−1) + 4bLg+

b2
3
+
1
2
J 00(−1)
+2LJ 0(−1) + 6bL2} s+    (s! 0); (54)
H(s) = −I(−1− k) +    (s! k ; k 6= 0): (55)
Finally, we observe, that H(s) exhibits the same exponential decrease as I(s),
namely H(c+ iy)=O(jyjb−1e−jyj) as y! 1 in a substrip of nite width and a
xed distance away from the poles s=1 + k , since 1− 21−s is periodic in =(s).
3.2. Calculations related to uN and vN
We proceed with uN from recursion (32). Following Section 2.2 we obtain from the
functional equation (37) an expression for U (t)= ~U (t−1), namely U (t)=Q(t=2)b
(t)
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with 
(t)=
P
j>0 2
j P(2 jt)=Q(2 jt), where P(t)= 4t−1 F(2t)− 8 F 0(2t)− 8t F 0(2t). Re-
calling (22) we dierentiate F(2t)=Q(t)bH (2t) and put (t)= P(t)=Q(t)b. If T (t)=
Q0(t)=Q(t) denotes the logarithmic derivative of Q, then
(t) = 4t−1H (2t)− 4b(T (t)− 2)H (2t)− 8bH (2t)
− 8H 0(2t)− 4btT (t)H (2t)− 8tH 0(2t): (56)
Now T (x)=
P
j>0 2
−j=1 + 2−jx is a harmonic sum with Mellin transform
T (s) =

sin s
1
1− 2s−1 (0< R s < 1): (57)
It is not dicult to see
T (x) =

2 + O(x); x ! 0;
O(x−1); x !1 (58)
and therefore T(s)=M[T (x)−2; s] for −1<Rs<0. Using the formulaM[F 0(t); s] =
− (s− 1)F(s− 1) to compute the Mellin transform of the derivative of a function we
can compute (s) from Eq. (57) as
(s) = s23−sH(s− 1)− 4b0 (s)− b  23−sH(s)− 4b1 (s) + s22−sH(s)
(59)
for Rs>2, where 0 (s)=M[(T (t)− 2)H (2t); s] and 1 (s)=M[T (t)H (2t); s] exist
for Rs>0. By Mellin’s convolution formula [3]
M[F(t)  G(t); s] = 1
2i
Z c+i1
c−i1
F()G(s− ) d; (60)
valid for c and s− c in the fundamental strip of F resp. G, we nd for j=0 resp.
j=1
j (s) =
1
2i
Z 1=2+i1
1=2−i1
T (+ j)2−(s−)H(s− ) d: (61)
Because we have put c= 12 , these integral representations are valid for Rs>
1
2 . We
know from the previous section that H(s) is meromorphic, so we have found the
analytic continuation of (s) to Rs> 12 . For the asymptotic analysis of uN it is
necessary to know the poles and principal parts of 
(s)=(s)=(1− 21−s). At s=2
there is a double pole, s=2 + k (k 6=0) are simple, s=1 is even a triple pole and
s=1 + k (k 6=0) are double poles. Because of the factor 1=(1 − 21−s) knowing the
principal part of (s) is not sucient. We need the constant coecient as well,
therefore we have to take 0 (1) and 1 (1) into account.
We do not want to bother with explicit expressions for the contributions from the
complex poles and are content with the observation that they give rise to terms of the
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form N 2+k ; N 1+k logN and N 1+k . Altogether they constitute periodic functions of
log2 N . Inserting the Laurent expansions into (59) we obtain
(s) =
4
L
(s− 2)−1 +

4
L
J 0(0)− 2 + 2
L

(s− 2)−1 +    (s! 2); (62)
(s) =

2
L
− 4b
L

(s− 1)−2 +

10b+
2
L
J 0(0)− 1− 4b
L
J 0(0) +
2
L

(s− 1)−1
+

4J 0(−1) + 23Lb
3
+ 8b+
2
3L
+
2
L
J 00(0)− J 0(0) + L
6
− 2b
2
3L
− 4b
L
J 00(0) + 2bJ 0(0) +
2
L
J 0(0)− 1− 4b0 (1)− 4b1 (1)

+   
(s! 1): (63)
Now, we are in the position to shift the contour of integration Rs= 52 in the Mellin
inversion formula for 
(s) to the left. As above we rewrite the expansion for 
(t) in
terms of U (z) as z ! 1 and apply singularity analysis. Finally, using simplications
for 0 (1) and 1 (1) from the next section, we arrive at:
Lemma 2. As N !1
uN =
4
L
N 2 logN +

4
L
− 4
L
+
4
L
J 0(0)− 6 + 3(log2 N )

N 2
+

1
L2
− b
L2

N log2 N +

−4
L
+
2
L2
− 4b
L2
+
4b
L2
+
16b
L
+
2
L2
J 0(0)
− 4b
L2
J 0(0) + 4(log2 N )

N logN
+

2
L2
J 0(0)− 
2b
3L2
− 2b
2
L2
+
4b
L2
− 4
L
+
b
3
+
4b
L2
J 0(0)− 2b
L2
J 00(0)
− 4b
L2
J 0(0) +
1
L
K 0(0) +
2
L
+
35
6
− 4
L
J 0(0) +
16b
L
− 12b
L
− 4b
L2
+
1
L2
J 00(0) +
2
6L2
+
8
L
J 0(−1) + 
2
L2
+ 5(log2 N )

N +O(log2 N ); (64)
where
J 0(−1) = 1−
Z 1
0

1
Q(t)b
− 1 + 2bt

dt
t2
−
Z 1
1
1
Q(t)b
dt
t2
 −2b log b+ f−2− 2L+ 2g (b!1); (65)
J 00(0) =−
2
3
+ 2
Z 1
0

1
Q(t)b
− 1

log t
t
dt + 2
Z 1
0
1
Q(t)b
log t
t
dt
 log2 b+ f2+ 2Lg log b+

2 + 2L+ L2 − 
2
6

(b!1); (66)
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and
K 0(0) = −b
Z 1
0
(t)
Q(t)b
dt
t
 −2 (b!1); (67)
with (t)= 2
P
j>0 j2
−jt=(1 + 2−jt).
To evaluate the constants numerically we use the series representation (46) or
numerical quadrature. Finally, we want to get an idea what happens if b becomes
large. We expect that the main contributions in Hankel integral (45) for J stems from
the neighborhood of t=0, where we have the approximations
I(t) = e−2btf1 + O(t2)g and Iq(t) = −4bte−2btf1 + O(t)g: (68)
From Hankel’s classical integral [23] (1=2i)
R
K
c−2bt(−t)s−1 dt=(2b)−s= (1−s) (and
derivatives) we get the results. A standard argument makes the above derivation rigor-
ous [1]. The asymptotic evaluation of vN , given by (33) is rather simple. From Eq. (38)
we express V (t)= ~V (t−1) as V (t)=Q(t=2)b
(t) with 
(t)=
P
j>0 2
j P(2 jt)=Q(2 jt),
where P(t)= 2t−2. Thus 
(s)= 2I(s − 2)=(1 − 21−s). Exploiting the properties of
I(s) we obtain:
Lemma 3. As N !1
vN = 2N 2 − 4bL N logN +

(2b− 2)− 2
L
J 0(−1)− 4b
L
+
4b
L
+ −1(log2 N )

N
+O(logN ); (69)
where
−1(x) =
2
L
P
k 6=
I(−1− k)
 (2 + k)
e2kix:
3.3. Evaluation of two convolution integrals
To simplify the integral 0 (1)= (1=2i)
R −1=2+i1
−1=2−i1 T
()2−(1−)H(1 − ) d from
(61), which appeared in the computation of uN in Section 3.2, we split
T ()2−(1−)H(1− ) = 
sin 
2−1
(1− 2−1)(1− 2) I
(0− )
=

sin 
1
1− 2 I
(0− )− 
sin 
1
1− 2−1 I
(0− )
=−T (+ 1)I(0− )− T ()I(0− ): (70)
F. Hubalek / Theoretical Computer Science 242 (2000) 143{168 159
Both parts can be seen as Mellin transforms of products. But we have T (t)I(t)=
− b−1I 0(t) and (3:2) to transform a derivative, so that
1
2i
Z −1=2+i1
−1=2−i1
T (+ 1)I(0− ) dt =M[tT (t)I(t); s = 0]
=M[T (t)I(t); s = 1]
=−1
b
M[I 0(t); s = 0]
=
s− 1
b
I(s− 1)

s−1
=
1
b
: (71)
The second term in the last line of (70) yields
1
2i
Z −1=2+i1
−1=2−i1
T ()I(0− ) d=M[(T (t)− 2)I(t); s = 0]
= lim
s!0

−1
b
M[T (t)I(t); s]− 2M[I(t); s]

= lim
s!0

s− 1
b
I(s− 1)− 2I(s)

=
1
b
J 0(−1)− 2J 0(0)− 2: (72)
More dicult is the evaluation of
1 (1) =
1
i
Z −1=2+i1
−1=2−i1
T (+ 1)2−(1−)H(1− ) d (73)
from (61). As we know from the corresponding result from [14] we cannot express it by
the functions encountered so far. So let us consider more generally Q(t; q)=
Q
j>0 (1+
q jt) and I(t; q)=Q(t; q)−b with 0<q<1 varying. Dierentiate these expressions with
respect to q and set Qq(t; q)= (@=@q)Q(t; q) and Iq(t; q)= (@=@q)I(t; q). Now dene
(t; q)=Qq(t; q)=Q(t; q), which gives (t; q)=
P
j>0 jq
j−1t=1 + q jt ) (s; q)=
=(sin s)=q−s−1=(1− q−s)2 in −1<Rs<0. So we arrive at
1
2i
Z −1=2+i1
−1=2−i1

sin 
q1−
(1− q−)2 I
(0− ) d=−q2M[(t; q)I(t; q); s = 0]
=−q2
Z 1
0
(t; q)
Q(t; q)b
dt
t
: (74)
We can rewrite this expression using J : Let I(s; q)= =(sin s)J (s; q), so that J (s; q)
is an entire function with respect to s, which can be represented by a Hankel-type
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integral, as in the case q= 12 . Now Iq(t; q)= −bI(t; q)(t; q), we change dierentiation
and Mellin transformation, and
Iq (s; q) =M

@
@q
I(t; q); s

=
@
@q
M

I(t; q)− 1
1 + t
; s

= K 0(s; q) (75)
with K(s; q)= (@=@q)J (s; q). The prime always denotes dierentiation with respect to
the rst argument. Finally, set q= 12 , and for convenience K(s)=K(s;
1
2 ) and (t)=
(t; 12 ).
Lemma 4.
0 (1) = −
1
b
− 1
b
J 0(−1) + 2J 0(0) + 2; 1 (1) = −
1
4b
K 0(0) (76)
and; with (t)= 2
P
j>0 j2
−jt=(I + 2−jt);
K 0(0) = −b
Z 1
0
(t)
Q(t)b
dt
t
 −2 (b!1): (77)
The statement about K 0(0) as b!1 follows from (77) by considering (t) as t ! 0.
3.4. The binomial convolution
Before we turn to the analysis of (34) we study the generating function ~M (z)=P
N>0 ~mNz
n and its Mellin transformation, where ~mN is dened in (40). The main dif-
culty is that we do not have a nice translation of this ‘binomial convolution’ into ordi-
nary generating functions. However, the exponential generating function ~m(z)=
P
N>0
~mNzN =N ! satises m(z)= f(z=2)2. Fortunately the Laplace{Borel transform [23, 7.8]
is a suitable device to recover the ordinary generating function A(z) from the corre-
sponding exponential generating function a(z):
A(z) =
Z 1
0
e−ta(tz) dt; (78)
where the integral converges inside the singularity polygon [23, 7.8] of A(z). Now we
are tempted to apply the Mellin transform to (78).
Lemma 5. For s in the intersection of the fundamental strip of a(s) and the half-
plane Rs<1
A(s) =  (1− s)a(s):
Proof. The iterated integralZ 1
0
Z 1
0
je−tzs−1a(tz)j dz dt =
Z 1
0
e−t
Z 1
0
zR s−1ja(tz)j dz dt
=
Z 1
0
e−t t−R s dt
Z 1
0
zR s−1ja(z)j dz (79)
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is nite according to the assumptions of the lemma. By the Fubini{Tonelli theorem [3,
p. 541] we conclude, that (78) denes the analytic continuation of A(z) into Rz>− 1
and we can change the order of integration:
A(s) =
Z 1
0
zs−1
Z 1
0
e−ta(tz) dt dz =
Z 1
0
e−1
Z 1
0
zs−1a(tz) dz dt
=
Z 1
0
e−t t−s dt  a(s) =  (1− s)a(s):
Observing the notations F(t)= ~F(t−1) and f(t)= ~f(t−1) and M (t)= ~M (t−1) and
m(t)= ~m(t−1) this yields
~f(s) =
F(s)
 (1− s) and
M(s) =  (1 + s) m(s) (80)
in the intersection of Rs>−1 and the fundamental strip of ~f(s) resp. m(s). Setting
m(t)= c(2t) implies m(s)= 2−s c(s). We rewrite the Mellin transform of c(t)= f(t)2
as convolution integral:
c(s) =
1
2i
Z 3=2+i1
3=2−i1
f() f(s− ) d: (81)
Finally, another application of the above lemma shows, that the Laplace{Borel trans-
form of m(z) denes the analytic continuation of M (z) and M(s)= (1 − s) m(s).
Let M (t)= ~M (t−1). If we dene complex binomial coecients as
s


=
 (1 + s)
 (1 + ) (1 + s− ) ; (82)
we can summarize the above results to
M(s) = 2−s  1
2i
Z 3=2+i1
3=2−i1

s


F() F(s− ) d (83)
which is a beautiful analogy to (40). The keen reader will object that this formula
involves F(s), whereas it was one goal of the method of Flajolet and Richmond to
replace F(s) by the simpler H(s). But, in fact, when we computed the expectation
we derived with the aid of H (t) enough asymptotic properties of F(t) to see the
existence of its Mellin transform, the meromorphic continuation and its principal parts.
More precisely,
F(t) = fb+1t
−b−1 + ~fb+2t
−b−2 +    (84)
as t ! 1 by denition. As t ! 0 Eq. (27) shows that F(s) has fundamental strip
1<Rs<b + 1, and it can be continued to −1<Rs<b + 1 except for double poles
at s=1 and s=0 and simple poles at s=1 + k and k (k 6=0). The corresponding
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Laurent series start
F

(s) =
1
L
(s− 1)−2+

1
L
J 0(0) +
1
2

(s− 1)−1+F1+F 01(s− 1)+    (s! 1);
(85)
F

(s) =
1
L
I(k)
s− 1− k + F1;k +    (s! 1 + k); (86)
F

(s) =
b
L
s−2 +

b
L
J 0(0) +
5b
2

s−1 + F0 + F 00s+    (s! 0); (87)
F

(s) =
b
L
I(k)
s− k + F0;k +    (s! k): (88)
To get an explicit continuation we set F0(t)= F(t)−H (t)− btH (t). From (26), (27),
(84) and the exponential smallness of H (t) as t!1 we conclude
F0(t) =

O(t log t); t ! 0;
O(t−b−1); t !1: (89)
This implies, that F0(s)=M[ F0(t); s] exists and decreases exponentially in a nite
width substrip of −1<Rs<b+1. Obviously, F(s)=H(s)+ bH(s+1)+ F0(s) is
the meromorphic continuation of F(s) to −1<Rs<b + 1, and again, exponentially
decreasing, if we avoid the poles of H(s) and H(s+1) by a xed distance. Explicit
expressions for the coecients F1, F 01 , F1; k and F0, F0, F0; k can be found in [9].
In contrast to most classical theorems on the continuation of convolution integrals,
as they can be found, e.g., in [3], we must deal with innitely many singularities on
vertical lines, namely R=1 and 0. Yet, no diculties arise due to the exponential
decrease (a xed distance away of the poles) of the involved functions as I! 1.
Moreover, inserting the explicit exponential bounds in the convolution integrals shows,
that M(s) is exponentially small, even outside of the fundamental strip.
Next, we use (85){(88) and take the Taylor series of (82) and of F(s − ) as a
functions of . This yields
M

(s) = 2−s
(
− s
L
F
0
(s− 1) +
h s
L
 (s)− s
L
+
s
L
+
s
L
J 0(0) +
s
2
i
F

(s− 1)
+
1
L
P
k 6=0

s
1 + k

I(k) F

(s− 1− k)
)
+ M

2 (s); (90)
for 32<Rs<2b+
3
2 with  (s)= 
0(s)= (s) and
M

2 (s) = 2
−s  1
2i
Z 1=2+i1
1=2−i1

s


F

(t) F

(s− ) d: (91)
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Applying the same procedure once more in =0 resp. = k gives
M

(s) = 2−s
(
− s
L
F
0
(s− 1) +
h s
L
 (s)− s
L
+
s
L
+
s
L
J 0(0) +
s
2
i
F

(s− 1)
+
1
L
P
k 6=0

s
1 + k

I(k) F

(s− 1− k)
− b
L
F
0
(s) +

b
L
 (1 + s)− b
L
+
b
L
J 0(0) +
5b
2

F

(s)
+
b
L
P
k 6=0

s
k

I(k) F

(s− k)
)
+ M

1 (s) (92)
for 12<Rs<2b+
1
2 with
M

1 (s) = 2
−s  1
2i
Z −1=2+i1
−1=2−i1

s


F

(t) F

(s− ) d: (93)
We are content to know, that the poles s=2 + k and 1 + k contribute terms of
the form N 2+k logN , N 2+k , N 1+k logN , and N 1+k , altogether functions, which are
periodic in log2 N ; we concentrate on the real poles.
Let us consider M(s) as s! 2 rst: Here representation (91) has to be used. For
the complex binomial coecient we take denition (82) by the gamma function,

s
1 + k

=
2
 (2 + k) (2− k) +
3− 2− 2 (2− k)
 (2 + k) (2− k) (s− 2) +    (s! 2):
(94)
With (86) we get
1
L

s
1 + k

I(k) F

(s− 1− k)
=
2
L2
I(k)I(−k)
 (2 + k) (2− k) +
2
L
I(k)
 (2 + k)

F1;−k
 (2− k)
+
1
L

3
2
− −  (2 + k)

I(−k)
 (2− k)

+    (s! 2): (95)
Only to have a shorthand notation for convolution sums as zeroth Fourier coecient
we introduce the auxiliary function
’2(x) =
P
k 6=0

F1;k
 (2 + k)
+
1
L

3
2
− −  (2− k)

I(k)
 (2 + k)

e2kix (96)
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and incorporating (1) and (95) we can write
1
L
P
k 6=0

s
1 + k

I(k) F(s− 1− k)
= 2[21]0(s− 2)−1 + 2[1’2]0 +    (s! 2) (97)
Now, we plug in (85) for F(s) and F0(s), in order to obtain
M

(s) =
1
L2
(s− 2)−3 +

1
2L2
+
1
L2
J 0(0)− 2 1
2L

(s− 2)−2
+

− 1
2L2
+
1
2L2
J 0(0)− 1
4L
+
1
2L2
J 0(0)2 − 1
2L
J 0(0)
1
8
+
2
12L2
+
1
2
[21]0

(s− 1)−1 +

2
12L2
J 0(0) +
1
2L
J 0(0)  F1 (1)−
1
48L
+
1
8
J 0(0) +
1
4L2
J 0(0)  J 00(0) + 1
2
[1’2]0 +
1
4L
+ M

2 (2)−
1
4L
J 0(0)
+
1
4L2
J 0(0)2 +
1
4
F

1 (1)−
2
24L
− 1
2L2
J 0(0) +
1
4L2
− 1
4L
J 0(0)2 +
2
24L2
− L
2
[21]0 +
1
16
− (3)
2L2
− 1
12L2
J 000(0)− 1
2L
F

1
0
(1)

+    (s! 2):
(98)
Quite similar is the case s! 1, just more laborious, because we must now use (93).
We introduce more auxiliary functions, namely
’1(x) =
P
k 6=0

F0;k
 (1 + k)
+
b
L
(1− −  (1 + k)) I
(k)
 (1 + k)

e2kix (99)
and
’0(x) =
P
k 6=0
(1− k)

F1;k
 (2 + k)
+
1
L
(1− −  (2 + k)) I
(k)
 (2 + k)

e2kix:
(100)
Then we can simplify
b
L2
P
k 6=0
I(k)
 (2 + k)
I(−k)
 (1− k) =
b
L2
P
k 6=0
f1− kg I
(k)
 (2 + k)
I(−k)
 (2− k)
=
b
L2
P
k 6=0
I(k)
 (2 + k)
I(−k)
 (2− k)
− b
L2
P
k 6=0
k  I
(k)
 (2 + k)
I(−k)
 (2− k)
= b[21]0 (101)
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by symmetry. Finally,
1
L
P
k 6=0

s
1 + k

I(k) F(s− 1− k)
= b[21]0(s− 2)−1 + [1’1]0 +    (s! 1) (102)
and
1
L
P
k 6=0

s
k

I(k) F(s− k) = b[21]0(s− 2)−1 + [1’0]0 +    (s! 1):
(103)
At last we derive with the aid of (85) and (87)
M

(s) =
2b
L2
(s− 1)−3 +

b
L
+
2b
L2
J 0(0) +
b
L2

(s− 1)−2
+

− b
2L
+
b
L2
J 0(0) +
b
L
J 0(0) +
b
L2
J 0(0)2 − 3b
4
− b
L2
+
2b
6L2
+ b[21]0

+

b
2L2
J 0(0)2 − b
L2
J 0(0)− b(3)
L2
− 11b
8
+
b
L2
J 0(0)  J 00(0)
+
2b
6L2
J 0(0)− 1
2L
F

0 (0)−
1
2L
J 0(−1)− b
2L
J 0(0)2 +
2b
12L2
+
b
2L
J 0(0)
+
1
2L
J 0(0)  J 0(−1) + b
2L
F

1 (1) +
b
2L
J 00(0) +
1
2
[1’1]0 +
1
2
[1’0]0
− b
6L2
J 000(0) +
b
2L
J 0(0) F

1 (1) +
5b
4
F

1 (1)−
b
2L
F

1
0
(1)− 1
4L
J 00(−1)
− 1
2L
F

0
0
(0) +
1
2L
J 0(0) F

0 (0) +
2b
12L
+
b
2L2
− Lb[21]0 + M1 (1)
−47Lb
24
− 3
4
J 0(−1)− b
2L
+
1
4
F

0 (0) +
3b
4
J 0(0)

+    (s! 1):
(104)
3.5. Calculations related to wN
Finally we face recursion (34). From Eq. (34) we get for W (t)= W (t−1)= W (t)=
Q(t=2)b
(T ) with 
(t)= 2
P
j>0 2
j(2jt), where (t)= M (t)I(t). Anticipating a few
properties of  we claim 
(s)= 2(s)=(1− 21−s), where
(s) =
1
2i
Z 1=2+i1
1=2−i1
I() M

(s− ) d (105)
represents the Mellin transform of  in 52<Rs<2b +
5
2 . Shifting the contour to the
left provides an analytic continuation. First, we note
(s) = M

(s) + 2 (s); (106)
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where in 32<Rs<2b+
3
2
2 (s) =
1
2i
Z −1=2+i1
−1=2−i1
I() M

(s− ) d: (107)
Shifting further to the left yields
(s) = M

(s)− 2b M(s+ 1) + 1 (s) (108)
in 12<Rs<2b+
1
2 , where
1 (s) =
1
2i
Z −3=2+i1
−3=2−i1
I() M

(s− ) d: (109)
Now we have reduced the analytic continuation of (s) and 
(s) to that of M(s),
and we get the Laurent series of (s) from (106); as s! 2
(s) =
1
L2
(s− 2)−3 +

1
2L2
+
1
L2
J 0(0)− 1
2L

(s− 2)−1
+

− 1
2L2
+
1
2L2
J 0(0)− 1
4L
+
1
2L2
J 0(0)2 +
1
2L
J 0(0)
+
1
8
+
2
12L2
+
1
2
[21]0

(s− 2)−1 +    (s! 2): (110)
As s! 1:
(s) =
2b
L
(s− 1)−2 +

2b
L
J 0(0)− b

(s− 1)−1 +

−3b
2
− 1
2L
F

0 (0)
− 1
2L
J 0(−1) + b
L
J 0(0) +
1
2L
J 0(0)  J 0(−1) + b
2L
F

1 (1) +
b
2L
J 00(0)
+
1
2
[1’1]0 +
1
2
[1’0]0 +
b
2L
J 0(0)  F1 (1) +
3b
4
F

1 (1) +
b
2L
F

1
0
(1)
− 1
4L
J 00(−1)− 1
2L
F

0
0
(0) +
1
2L
J 0(0)  F0 (0) +
2b
6L
+ 1 (1)
− b[1’2]0 − 2b M2 (2) + M1 (1)−
23Lb
12
− 3
4
J 0(−1)− b
L
+
1
4
F

0 (0) +
b
2
+ J 0(0)

+    (s! 1): (111)
The reason for calculating the series up to the linear term is an additional pole at s=1
produced by the harmonic summation. That makes the result so dicult, or at least
bulky.
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Lemma 6. As N !1 we have
wN =
1
L2
N 2 log2 N +

2
L2
− 2
L2
+
2
L2
J 0(0)− 3
L
+ 6(log2 N )

N 2 logN


2
L2
+
1
L2
− 2
L2
+
2
L2
J 0(0)− 3
L
− 2
L2
J 0(0) +
3
L
+
1
L2
J 0(0)2
− 3
L
J 0(0) +
17
4
+ [21]0 + 7(log2 N )

N +

4b
L2
− 1
L2

N log2 N
+

−2
L2
− 1
L2
− 2
L2
J 0(0) +
3
L
+
8b
L2
− 6b
L2
+
8b
L2
J 0(0)− 6b
L
+ 8(log2 N )

N logN +

2b
L2
J 0(0)2 − 4b
L2
J 0(0)− 6b
L2
+
1
L
[1’0]0
− 6b
L
+
4b2
L2
− 2
L2
J 0(0) + 4b+
1
2L
F

0 (0)−
3
2L
J 0(−1)− 3b
L
J 0(0)
+
3b
2L
F

1 (1) +
3
L
+ 2b[21]0 +
3
2L
+
b
L2
J 00(0) +
3
L
J 0(0)− 1
L2
J 0(0)2
− 
2
L2
− 
L2
− 1
L2
J 0(0) +
1
L2
− 2b
L
[1’2]0 − 174 +
2b
L2
− [21]0
− b
L2
J 0(0)  F1 (1) +
1
L2
J 0(0)  J 0(−1) + b
L2
F

1 (1) +
1
L
[1’1]0
+
b
L2
F

1
0
(1) +
1
L2
J 0(0) F

0 (0)−
4b
L
M

2 (2)−
1
L2
F

0 (0)−
1
L2
J 0(−1)
− 1
2L2
J 00(−1)− 1
L2
F

0
0
(0) +
2
L
1 (1) +
2
L
M

1 (1) +
8b
L2
J 0(0)
+ 9(log2 N )

N +O(log2 N ): (112)
4. Conclusion and open questions
We have analyzed the generalization of the internal path length for binary, symmetric
b-digital search trees. The extension to symmetric, M -ary trees are quite obvious.
Recently Jacquet and Szpankowski [11] have calculated the limiting distribution for
classical digital search trees, both for the symmetric and asymmetric case, the latter
being normal with variance of order N logN . We expect that this result persists for
b>1. The diculty when using our approach is, that nice factorization (22) works
only in the symmetric case.
In analogy with radix tries [12] we conjecture that C =O(b−3=2) as b!1. Also,
a more thorough and ecient numerical evaluation of the constants for small and
moderate values of b would be desirable.
Finally, the author is optimistic that this approach permits a sharpening of
Schachinger’s general results [21] on the smallness of variances of random variables
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dened by probability generating functions
FN+1(z) = zrN
NP
k=0
2−N

N
k

Fk(z)FN−k(z) (N>0); (113)
at least under some smoothness condition on rN .
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