Abstract. In this paper, we investigate Cauchy problem of the two-dimensional full Maxwell-Navier-Stokes system, and prove the global-in-time existence and uniqueness of solution in the borderline space which is very close to L 2 -energy space by developing the new estimate of sup j∈Z 2
Introduction
We consider a coupled system of equations consisting of the Navier-Stokes equations of fluid dynamics and Maxwells equations of electromagnetism. The coupling comes from the Lorentz force in the fluid equation and the electric current in the Maxwell equations which takes the following form            u t + (u · ∇)u − ν∆u + ∇π = j × B (t, x) ∈ R + × R 2 , E t − curl B = −j, B t + curl E = 0, div u = div B = 0, j = σ(E + u × B).
(1.1) System (1.1) should be supplemented with an initial condition u(0, x) = u 0 (x), B(0, x) = B 0 (x), E(0, x) = E 0 (x), where u 0 (x) and B 0 (x) satisfy div u 0 = div B 0 = 0. Here, u = (u 1 , u 2 , u 3 )(t, x 1 , x 2 ) stands for velocity of the fluid. E = (E 1 , E 2 , E 3 )(t, x 1 , x 2 ) and B = (B 1 , B 2 , B 3 )(t, x 1 , x 2 ) electric field and magnetic field, respectively. The scalar function π is the pressure which can be recovered at least formally by u and j × B via Calderón-Zygmund operators, that is,
where P is the Leray projector. j is the electric current which is given by Ohm's law and j × B is the Lorentz force. In addition, ν is the viscosity and σ is the electric conductivity. For simplicity, we will take ν = σ = 1 in the following parts.
This system has strong physical background, the reader can refer to [3, 7] for more physical introduction concerning on magnetohydrodynamics. By the divergence-free condition and the following vanishing condition that it is easy to show that for a smooth solution,
3) This natural energy equality is very similar to that for the bi-dimensional Navier-Stokes equations. As we know, with the help of the energy estimate, Leray [15] showed that the bi-dimensional Navier-Stokes system has a unique global-in-time weak solution. Inspired by this Leray theory, a natural question is that does system (1.1) exist a unique globalin-time weak solution enjoying the energy estimate (1.3). However, due to the hyperbolic nature of the Maxwell equation, it is difficult to get compactness of B and hence passing to the limit in the product j × B seems to be a challenge problem. This leads to that it is difficult to get global-in-time existence of the L 2 energy weak solution. The essential reason is the lack of the control of [16] proved the existence and uniqueness of global strong solutions in the H s (R 2 ) framework to problem (1.1) with s > 0. His proof highly relies on a time-space logarithmic inequality that enabled him to upper estimate the L ∞ -norm of the velocity field by the energy norm and higher Sobolev norms. Another line of research was pursued by Ibrahim and Keraani [13] , they proved a local-in-time strong solution in the borderline spaceḂ
2 by using parabolic regularization arguments giving control of the L ∞ norm of the velocity field of the solution. Based on this, a global-in-time result for small initial data and a local-in-time result for the large initial data in the borderline space L 2 ×(L 2 log ) 2 were obtained in [12] by establishing an L 2 t L ∞ estimate on the velocity field. Very recently, Ibrahim, Masmoudi and Lemarié-Rieusset in [10] proved the existence of time-periodic small solutions and their asymptotic stability for the 3D Navier-Stokes-Maxwell problem in the presence of external time-periodic forces.
In our paper, our target is to show the global-in-time existence and uniqueness of solution for the large initial data in the borderline space L 2 × (L 2 log ) 2 . Therefore, the main task is to bridge the gap between (1.1) including the argument used in [16] do not work. This requires us to develop a new method to overcome this difficulty. Now, we take the linear heat equation as an example to illustrate our main idea. Our strategy is to use micro-analysis in physical space to bootstrap the regularity of solution. Let f be the smooth solution of the linear heat equation ∂ t f − ∆f = 0. Multiplying this linear heat equation by ϕ j,k f , we see that 1 
2
∂ t ϕ j,k f 2 − ϕ j,k f ∆f = 0, where ϕ j,k is the solution of the eigenvalue problem, see Lemma 2.6 for details. Integrating the above equality in space variable over R 2 and using Corollary 2.7, one has
By the trace theorem and the Hölder inequality, we finally get that
This together with the following natural L 2 -energy estimate
allows us to infer that
which plays the key role in our proof. In virtue of the Morrey-Campanato type characterization of L ∞ (R 2 ), we know that this quantity is very close to L 2 t L ∞ . Thus, with this global-in-time bound, we further establish the global-in-time bound of solution in in the borderline space L 2 × (L 2 log ) 2 in terms of techniques in harmonic analysis. As a result, we eventually get the control of
This enables us to remove the small assumption for initial data in [12] . Now we state our main result as follows:
Compared with result in [13, 12] , we extend the local-in-time solution established in [13] to the global-in-time solution in theorem 1.1, while we removes the small assumption for initial data in [12] . Remark 1.3. Let us point out that in our paper, we develop the following new estimate
In terms of the Morrey-Campanato type characterization of L ∞ (R 2 ), we easily find that it is very close to L 2 t L ∞ -estimate for u. In the other words, this type space can be viewed as the Chemin-Lerner space in the framework of localization.
, ϕ is supported in the ring ξ ∈ R d 3 4
≤ |ξ| ≤ 8 3 and
For any u ∈ S ′ (R d ), one can define the dyadic blocks as
We also define the following low-frequency cut-off:
According to the support in frequency space, it is easy to verify that
and this is called the inhomogeneous Littlewood-Paley decomposition. It has nice properties of quasi-orthogonality:
We shall also use the homogeneous Littlewood-Paley operators as follows:
which enjoy the properties of quasi-orthogonality as above for inhomogeneous operator.
, the product uv has the homogeneous Bony decomposition:
, where the paraproduct terṁ
and the remainder termṘ
In the similar way, we can define the inhomogeneous Bony decomposition:
one can refer to [2] for the details. Now we introduce the Bernstein lemma which will be useful throughout this paper.
Then there exists a positive constant C such that for q, k ∈ N,
Then we define the inhomogeneous Besov spaces as
Then we define the inhomogeneous Fourier-Herz spaces as
Definition 2.5. For s, σ ∈ R and α > 0, we define the spaceḢ
Finally, we define L
Through the whole paper, we denoteḢ
for the sake of simplicity. Next, we introduce localization in physical space. Firstly, we define partition of unity that we shall use through our paper.
There exists radial function φ, valued in the interval [0, 1] , belonging to D(B 1 (0)), and such that
2)
Here and what in follows, we denote φ j,k = φ(2 j x − k).
Proof. Let us choose a radial smooth function ζ satisfying
Thus, we have that if a couple (i, k) satisfying |k − i| ≥ 5,
It is obvious that S(x + k) = S(x) for all k ∈ Z 2 . According to property (2.4), we know that the above summation S(x) is finite on R 2 . Thus, the function S(x) is smooth on R 2 . On the other hand, we have
Since the function ζ is nonnegative and has value 1 near B √ 2 2
(0), it follows from the covering property that the function S is positive. Now, we claim that the function φ = ζ S is suitable. In fact, it is obvious that φ belongs to D(B 1 (0)) and
Now, it remains for us to prove (2.3). Let us denote that for m = 0, 1, 2, 3,
where k = (k 1 , k 2 ) T and i ∈ Z. Thanks to property (2.2), it is obvious that 1 =
This estimate yields (2.3) and we end the proof of Proposition 2.2.
where C is a positive constant independent of f .
(ii) Let i, j ∈ Z and i ≤ j. Then, we have that for each q ∈ [1, ∞],
Proof. Estimate (2.6) follows from the covering theorem directly. So we just show estimate for (2.5). In view of (2.1), one can write
On one hand, it is obvious from the Hölder inequality that
≤C sup
On the other hand, by the Hölder inequality and the property of support of φ, we readily have
Collecting estimate (2.7) and estimate (2.8) yields the desired result (2.5).
where C is a positive constant independent of j and f .
Proof. By changing a variable, one can conclude that
By using the first estimate in Lemma 2.3 and the Hölder inequality, we know that
Clearly, we have by changing a variable that
Inserting this estimate into (2.9) yields the desired result. 
Furthermore, the above minimum is attained for a function w 1 , positive in U, which solves
then u is a multiple of w 1 .
Next, we will introduce an important property of the solution of the eigenvalue problem, which is the main ingredient of our proof. Lemma 2.6. Let f ∈ S(R 2 ) and ϕ be the solution of the above eigenvalue problem
. Then, we have that for ϕ r = ϕ(x/r),
Proof. Integration by parts yields
Integrating by parts again and using that ϕ r solves the following eigenvalue problem
we easily find that
Plugging this estimate into (2.11) yields the desired result and then we finish the proof of the lemma.
(2.12)
(ii) there exits two positive constants M l and M u such that
With this test function in hand, we will give a refined L 2 -estimate for smooth solution of the linear heat equation. 
(2.14)
Then, there hold that
and
Remark 2.9. Since the convergence of the series is not uniform pertaining to parameter j, estimate (2.15) does not imply
Proof of Proposition 2.8. Firstly, the standard L 2 -inner argument enables us to conclude that for all t ≥ 0,
Multiplying (2.14) by ϕ j,k f , we see that
Integrating the above equality in space variable over R 2 and using equality (2.12), one has 1 2
By the Cauchy-Schwartz inequality, we can infer that
By the trace theorem (see for example Theorem 5.36 in [1] ) and the Hölder inequality, we easily find that 
With this estimate, summing equality (2.17) over k ∈ Z 2 and integrating the resulting equality with respect to time t, we immediately have
By the discrete Young inequality and (2.1), one has
On the other hand, according to the property of (2.13), we easily find that
, which implies that
.
In a similar fashion as above, it is easy to conclude that
dτ.
Collecting these estimates above, we readily have
Taking supremum the above inequality over j ∈ Z together with estimate (2.16) gives the required result.
In the last part of this section, we are devoted to show a estimate for the tri-linear term which will be used in the proof.
Lemma 2.10. There holds that
Remark 2.11. Note that for any i ≤ −1, we have from the support property thaṫ
Proof of Lemma 2.10. According to the Bony para-product decomposition, one writes
For the first term in the right side of the above equality, by the Hölder inequality and the support property of paraproduct, we have
where
For the para-product term, by the property of support and the Hölder inequality, we see that
On the other hand, we find that
In a similar way as above, we can obtain
and q∈Z |k−q|≤5
Now we need to tackle with the term involving the middle frequency of f . By the discrete Young inequality, we readily have
By the Hölder inequality, the second term can be bounded as follows:
As for the remainder term, by the support property of the remainder term and the Hölder inequality, we get
Furthermore, by the Hölder inequality, we obtain
Inserting this estimate into (2.22), we get from the discrete Young inequality and the Hölder inequality that
. Collecting all these estimates yields the desired result.
A priori estimates
This section is devoted to show some useful a priori estimates for the smooth solution of problem (1.1) which can be viewed as an preparation for proving our theorems. Let us begin by proving the L 2 -energy estimate of solution (u, B, E).
, and (u, B, E) be a smooth solution of problem (1.1). Then we have that for all t ≥ 0,
Proof. The proof of the theorem is standard, we also give the proof for completeness. Taking the L 2 -inner product of (u, E, B), we immediately have
Note that
and from the relation
Collecting all these estimates, we readily have
Integrating the above equality with respect to time t yields the desired result (3.1).
Proof. Multiplying the first equations of system (1.1) by the cut-off function ϕ i,k u, we have that
Integrating the above equality with respect to space variable x over R 2 yields
Next, summing the above equality over k ∈ Z 2 and integrating the resulting inequality in time t provides 1 2
By the Hölder inequality and (2.13), we easily find that
By Lemma 2.10, we see that
For the second term, the Hölder inequality and the interpolation inequality allow us to conclude that
From this, it follows that
Now, we turn to show the term involving the pressure. Since div u = 0, the pressure can be expressed by
Therefore, we have
To bound the second integral in the right side of the above equality, we need to resort to the following lemma.
Lemma 3.3. For each ε > 0, there exist a absolute constant C > 0 such that
Proof of Lemma 3.3 . Firstly, we split the integral into the following two parts:
For the first term in the above equality, by integrating by parts and using the Hölder inequality, we have
By the Hölder inequality, we easily find that
Thanks to the Bony paraproduct decomposition, we have
A simple calculation allows us to conclude that
In the similar fashion as above,Ṫ φ i,k ′ u ℓ ∂ ℓ ϕ i,k can be bounded as follows:
We turn to show the remainder termṘ(
Hence, we have
(3.6)
Now, we turn to bound the integral term
where the kernel K(x) satisfies |K| ≤ c 1 |x| 2 . Hence, the above equality allows us to write
Since | k − k| > 5, by the Hölder inequality, we have
(0) deduced from the support property of ϕ i,k and φ i, k .
We get from the Young inequality that
Therefore, in virtue of the discrete Young inequality and Cauchy-Schwarz inequality, we obtain
This estimate together with (3.6) yields
Hence, we end the proof of Lemma 3.3. Now, we need to bound the integral R 2 ϕ i,k (u·∇)π 1 dx which is contained in the lemma below.
Lemma 3.4. For each ε > 0, there exist a absolute constant C > 0 such that
Proof of Lemma 3.4 . We see that
One can write
Integration by parts leads to
Moreover, by the Hölder inequality, we immediately have
The Hölder inequality and the interpolation theorem give
Plugging this estimate in (3.9) provides
On the other hand, we observe that
Since |k ′ − k| > 5, we find that the supports of ϕ i,k and φ i,k ′ are disjoint and thus we have
and using the Hölder inequality, we immediately get
By the discrete Young inequality, we have
This estimate enables us to infer that
This estimate together with estimate (3.10) gives the desired result in Lemma 3.4.
From Lemma 3.3 and Lemma 3.4, we know that
(3.11)
Repeating the same argument as used in (2.21), we can show that
. (3.12)
Combining (3.4), (3.7) (3.11) and (3.12) gives
(3.13)
Inserting estimate (3.3) into the above estimate, we readily have
(3.14)
Moreover, by estimate (3.1), we have
(3.15)
where the positive constant C only depends on the initial data, independent of t.
Next, applying∆ q to the second equation and the third equation, respectively, and taking L 2 -norm of the resulting equations, we have
(3.16) Lemma 3.5. There holds that
17)
where c q ∈ ℓ 2 .
Proof of Lemma 3.5. Thanks to the Bony decomposition, we decompose u ℓ B m into three parts:
By the Hölder inequality, we have
where c q ∈ ℓ 2 . This estimate means
By the Hölder inequality again and the Bernstein inequality, the remainder term can be bounded as follows:
Moreover, by the Young inequality, we obtain
where c q ∈ ℓ 2 . Thus we have
At last, we deal with the para-product term involving the low frequency of u. Note that 
Summing the above inequality over q ∈ Z provides us
(3.20)
On one hand, by the Hölder inequality, one has
On the other hand, the high-low frequency technique enables us to infer that
where the positive integer N to be fixed later. Plugging both estimates (3.21), (3.22) in (3.20) yields
This together with estimate (3.15) entails
(3.24)
By resorting to Lemma 2.4, we readily have
Inserting this estimate into (3.24) and using the Cauchy-Schwarz inequality, we immediately have
(3.25)
we can choose the integer N sufficiently large such that
From this, estimate (3.25) reduces to
So, we complete the proof of this proposition.
Based on the estimates for u established in Proposition 3.2, we further show the globalin-time a priori estimates for smooth solutions in the borderline space.
Proof. First of all, the same argument as in proving (3.16) provides 1 2
Thanks to the Bony-paraproduct decomposition, the integral in the right side of the above equality can be written as
By the Hölder inequality, we find that for q > 5,
where c q ∈ ℓ 2 . Note that
Plugging this estimate in (3.27) and applying the Cauchy-Schwarz inequality to the resulting estimate, we get
(3.28)
As for the remainder term, it can be bounded as follows:
A simple calculation yields that for q > 5,
Moreover, by the discrete Young inequality, one has that for q > 5,
where c q ∈ ℓ 2 . Inserting this estimate into (3.29) leads to
(3.30)
Lastly, we tackle with the para-product term R 2∆q (Ṫ u ℓ B m )∆ q E i dx. We see that for q > 5,
By the Cauchy-Schwarz inequality, we readily have that for q > 5,
Collecting all these estimates (3.28), (3.30), (3.31) yields that for q > 5,
. In view of the Gronwall inequality, we immediately have that for q > 5,
Multiplying (3.32) by q and summing the resulting inequality over q > 5, we get by using the L 2 -estimate (3.1) that
log (R 2 ) dτ. By the Gronwall inequality again, we eventually get that
dτ .
(3.33)
Based on this regularity, we turn to show that
dτ < ∞, we just need to show that
dτ < ∞. Thanks to the Bony paraproduct decomposition, one writes
According to the definition of L 2 log (R 2 ), we have
By the Hölder inequality, we immediately have
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Similarly, we have
From both estimates for I and II, we have
Next, according to the definition of L 2 log (R 2 ), we see that
By the Hölder inequality and the Bernstein inequality, one gets
Similarly, we see that
As for the remainder term, we find that
By the Hölder inequality and the discrete Young inequality, one has
In the similar fashion, we can obtain
. Therefore, we finally get
. By Proposition 3.2 and estimate (3.33), we know that
dτ < ∞. So, we finish the proof of the proposition.
Based on this regularity in the borderline space, we can show the global-in-time bound for
dτ , which plays an important role in the proof of some known results such as [12] .
. Then, for any smooth solution (u, E, B), there holds that
Proof. By Duhamel formula, one writes the solution u in the following form
which is a solution of the following equations governed by
First of all, we are going to show
which is the direct consequence of the following proposition. 
Remark 3.9. Let us point out that in this proposition we give a new method to show that the Leray solution of the two-dimensional Navier-Stokes equations satisfies
which was shown in [6] . More importantly, we also prove that Taking Fourier transform yieldŝ
For the linear part, Proposition E.2 allows us to get
For the nonlinear part, we see that
Thanks to the Bony paraproduct decomposition and div u = 0, we have the following estimate for the bilinear term
where we have used the following lemma.
Lemma 3.10 ( [9, 18] ).
• Let 1 < p, q, r < ∞, 0 < s 1 , s 2 ≤ ∞,
+ 1, and
• Let 0 < p, q, r ≤ ∞, 0 < s 1 , s 2 ≤ ∞,
, and
Then we have the Hölder inequality for Lorentz spaces
Collecting these estimates, we immediately get
This together with the energy estimate
and the Hausdorff-Young inequality entails the desired result.
Next, we just need to bound the following the quantity including u 2 . Taking the Fourier transform and taking L 1 -norm, we readily have
The inhomogeneous Bony paraproduct decomposition allows us to write
:=I + II + III,
By the Minkowski inequality, the Hölder inequality and the Young inequality, we have
(3.36)
Plugging this estimate in (3.36) and using the Plancherel theorem, we see that
In the similar way, one has
It remains for us to bound the term III. We bound it as follows:
(3.37)
By the Young inequality and the Hölder inequality, one has
Inserting this estimate into (3.37) and using Fubini theorem, we readily have
. Collecting estimates for I, II, III, we end the proof of this proposition.
Proof of main results
In this section, we are going to show the main theorems. Let us begin with the uniqueness of solution.
4.1.
Uniqueness. This subsection is devoted to prove the uniqueness of solutions established in our theorems. To do this, it suffices to show the following proposition.
Assume that (u, E, B, p) and ( u, E, B, p) be two solutions of system (1.1) associated with the same initial data.
Proof. Letting (δu, δE, δB, δp) := (u −ũ, E −Ẽ, B −B, π −π), then we easily find that the difference (δu, δE, δB, δp) satisfies
where δj = δE + δu × B +ũ × δB. It corresponds to the following initial condition
Taking the standard L 2 -estimate of δu yields
By the Hölder inequality and the interpolation theorem, we see that
. By the same argument as in the proof of Proposition 3.6, we have
. Collecting the above estimates, we readily have
Taking L 2 log -norm of (δE, δB) and integrating the resulting equality with respect to time t, we obtain
By the same argument as in the proof of Proposition 3.6, we have
Collecting all estimates of (δE, δB) gives
This estimate together with (4.2) enables us to conclude that
Since (δu, δE, δB)| t=0 = (0, 0, 0), there exists a time t 0 ∈ [0, T ] such that
If t 0 = T then the uniqueness follows. Therefore, we assume t 0 < T . By the Gronwall inequality, it follows that (δu, δE, δB) ≡ 0 on [t 0 , T ]. So, we eventually get the uniqueness of solution.
4.2.
Existence. In this subsection, we focus on the existence statement of Theorem 1.1.
To do this, we will adopt the following approximate scheme:
From the main theorem proved in [16] , we know that the approximate system (4.3) exists a unique global
for all s > 0. Thanks to some a priori estimates established in Section 3, it follows from the Fatou lemma that
where the constant C does not depend on parameter N.
(4.5) By the same argument in proving the uniqueness, we can infer that
Performing the Gronwall inequality and using the uniform estimate (4.4), we get
Ct.
(4.6)
This implies that {(u N , B N , E N )} ∞ N =1 is a Cauchy sequence in the Banach space
Therefore, there exists a strong limit (u, E, B) such that With the help of the Bony para-product decomposition and the Hölder inequality, we can show that
This together with the uniform estimate (4.4), (4.7) and estimate (4.6) entails
→ 0 as N → ∞.
In the same way, we have
Hence, we have the required convergence (4.10). The main task is now to show that (u, E, B) is a solution of system (1.1) in the sense of distribution. Let the vector ω ∈ S(R 2 ) satisfying div ω = 0, and ϑ(t) ∈ D([0, T )). Then, we have u N (0), ω ϑ(0) + By the Hölder inequality, one has
This combined with the uniform estimate (4.4) and (4.7) leads to Performing the same argument, we can obtain For all t 1 , t 2 ∈ R + , we assume t 2 > t 1 without lose of generality. By computations, one has
(4.12)
Recall that ∂ t u = ∆u − P (u · ∇)u + j × B .
It follows form the Bernstein inequality that
Inserting this estimate into (4.12) leads to
According to the low-high decomposition technique and (4.11), we obtain
This implies u(t) ∈ C(R + ; L 2 (R 2 )). In the same way as used for u, we can obtain that E(t) ∈ C(R + ; L 2 log (R 2 )) and B(t) ∈ C(R + ; L 2 log (R 2 )). Now, we begin to show the existence statement in Theorem 1.1. By the compact argument, we know that system (1.1) admits a unique global-in-time solution (u, B, E). By Proposition 3.6 and Corollary 3.7, we get from Fatou's lemma that (E, B) L ∞ t L 2 log (R 2 ) ≤ C(t) and u ∈ L 2 loc (R + ; L ∞ (R 2 )). Thus, we finish the proof of our theorems. The proposition is thus proved.
