Abstract. The log-polar image geometry, first introduced to model the space-variant topology of the human retina receptors in relation to the data compression it achieves, has become popular in the active vision community for the important algorithmic benefits it provides. Despite these advantages, foveated sensing has not been widely used due to the lack of specific image processing tools. We demonstrate that it is possible to perform multichannel space-variant image processing with high computational efficiency through Gabor-like steerable kernels in the cortical domain.
INTRODUCTION
Studies made on primate visual systems reveal that there is a compromise that simultaneously provides a wide field-of-view, high spatial resolution in the region of interest, and a small fast-to-process output. The basis of this compromise is the use of a variable resolution (or space-variant) sensory system as an image data reduction scheme. The distribution of the photoreceptors in the retina is denser in the central region, the fovea, whereas it is more sparse in the periphery. Consequently, the resolution has a radial symmetry, which can be approximated by a polar distribution. Furthermore, the projection of the photoreceptor array into the primary visual cortex can be well described by a logarithmic-polar (log-polar) distribution mapped in an approximately uniform way onto a rectangular-like surface (the cortex) [1] . Beyond the geometric properties of the polar and log-polar mapping, in terms of massive data reduction [2] and similarity invariance [3] [4] (the resulting cortical projection is invariant, under certain conditions, to linear scalings and rotations of the retinal image), the approximate spatial uniformity of the resulting cortical image has also important ecological implications in terms of optimal resource allocation [5] [6] . Despite these advantages, when one wants to exploit the log-polar mapping in combination with multichannel image analysis, one experiences the lack of specific image processing tools, and this has prevented a wide diffusion and use of such foveated sensors in real-world applications. Indeed, except some exceptions, such as the Exponential Chip Transform proposed by [7] to virtually extend the use of all frequency domain technique to log-polar sampled images, elegant image processing techniques that take advantage of the logarithmic space-variant imaging are very seldom.
MULTICHANNEL SPACE-VARIANT REPRESENTATION
There is both biological and computational evidence that local spatial features of the visual signal can be efficiently extracted through elementary functions that are confined both along the spatial and spectral axes. More specifically, the local spatial structure of images can be best represented -in terms of maximal joint resolution in space and spatial frequency domains -on the basis of two-dimensional (2D) Gabor functions [8] [9], which are alike to visual cortical receptive fields [10] [11] . From a signal processing point of view, such functions are characterised by a band-pass behaviour, around their peak frequency and of width inversely proportional to their spatial extension. The average receptive field size increases with retinal eccentricity, being smaller in the fovea and broader in the periphery. This architectural solution, complementary to the nonuniform density of retinal photoreceptors, assures a "uniform" cortical representation with respect to aliasing problems. Combination of both multiple scales and multiple orientations of the Gabor basis functions defines a multichannel representation of the visual signal, allowing us to optimally detect and localise different features at different levels of resolution [12] .
Accordingly, the measurement of the amount of orientation at a fixed angle θ around an image point´x yµ in the retinal plane can be obtained by applying a 2-D scale-variant filter F α´x yµ, oriented along θ , to the image I´x yµ:
where ¡ ¡ denotes the inner product, and α α´x yµ ¾ ℜ denotes the scale parameter dependent on the spatial position in the retinal plane. The same orientation can be measured in the cortical plane´u vµ. Considering the log-polar transformation T :´x yµ ´u vµ (e.g., [13] [2]),
with a a small constant necessary to remove the singularity of the logarithm in the origin, the corresponding measure can be obtained, equivalently, in the cortical plane´u vµ as:
Á is the cortical projection of the retinal image, and ϑ is the kernel mapped in the cortical domain. Due to the topological tranformation of the retinal image I into the cortical projection Á , the scale-variance (with fixed orientation) of the kernel F α in the retinal plane is transformed into an orientation-variance (with fixed scale) of the corresponding mapped kernel ϑ in the cortical plane. In other words, in the retinal plane the deformation of the filter concerns the scale of the filter, whereas in the cortical plane it mainly concerns its orientation ϑ ϑ´u vµ ϑ T´x yµ . Computing in the cortical domain a variant filtering in the orientation is still highly expensive, when implemented directly, since an infinite (or, in practice, very large) number of 2D convolutions are needed to gain M´ϑ µ at any cortical position. However, the advantage of this transformation is in the fact that, now, we can approximate the filter ϑ with a steerable filter [14] :
where A k´u vµ and b k´ϑ µ are the basis filters and interpolation functions, respectively. The responses of a given family of the filter ϑ´u vµ with ϑ ¾ ℜ are thus reduced to a linear combination of N basis filter responses (see Fig.1 ). The number of the basis filters is much less than that of the deformed versions of the original filter, and the computational load is thus reduced:
c o r t i c a l p l a n e r e t i n a l p l a n e It is worth noting that the filters A k are space-invariant. Consequently, the inner products can be made mathematically equivalent to convolutions, thus taking the advantages of using Fourier-based tools. Fast and simple implementation can be achieved by FFT-based global filtering of the cortical image with the basis kernels, followed by a weighting process with the values of the interpolation function, and the inverse logpolar trasformation. The proper values of the interpolation functions can be easily and efficiently stored into look-up-tables. For a fixed orientation channel, assuming N 1 and N 2 be the radial and angular samples, respectively, and L the average size of the filter kernel, the computational cost of direct space-variant filtering is O´N 1 N 2 L 2 µ, whereas our method has the same complexity of a 2-D FFT times the number of basis filters used:
The value of N depends on the desired degree of approximation of the mapped filter.
Gabor-like filtering by separable deformable filter banks
When we use steerable filters in the cortical domain to obtain a Gabor-like band-pass representation of the visual signal, two levels of approximations must be considered. To the error made by approximating a retinal Gabor filter with a steerable function, we have to incorporate an additional error in the cortical domain. Actually, indeed, we do not approximate true Gabor filters, but their cortical projections, which are prone to areal deformations due to the non-linearity of the log-polar mapping.
Retinal approximation
Following [14] , an approximation of a complex-valued Gabor-like filter h´u vµ of arbitrary orientation ϑ can be synthetized by taking a linear combination (i.e., a deformation) of steerable quadrature pairs of 2D Gaussian directional derivatives, along the cardinal axes. Formally, for one of the two components of the Gabor filter (sine or cosine, for an odd or even differentiantion order, respectively), we will have the following expressions of the interpolation functions b k´ϑ µ and of the basis filters A k´u vµ in Eq. (4):
where G´u v; σ 2 µ is a radially symmetric Gaussian function, whose spatial extension is controlled by σ , N is the order of differentiation, and P k and Q k are polynomial functions defined as:
The periodicity of the orientation variable ϑ guarantees a perfect interpolation 1 [14] , and the u-v separability of the Gaussian derivative functions (and then of the A k´u vµ basis functions) allows an affordable computational cost. The steerable expressions for the corresponding quadrature components can be obtained by the least square approximation of the Hilbert transforms of the functions A k´u vµ.
It is worth noting that Gaussian derivatives represent a sort of "fuzzy" (i.e., bandlimited) derivative by which it is possible to measure the local geometry of the image and, for a very high order of differentiation, they asymptotically coincide to a Gabor function with a radial peak frequency ω 0 σ 1 Ô N · 1 and an absolute bandwidth ∆ω σ 1 Ô 2 2 [15] . Though, the peak frequency and the bandwidth are jointly defined by σ . Therefore, it is not possible to design banks of steerable filters with an arbitrarily constant relative bandwidth. Earlier work [14] demonstrated that for the major part of the visual processing applications, good approximations of Gabor filters can be obtained by a limited number of basis filters. In particular, Gaussian derivatives of 2nd-or 4th-order revealed an acceptable compromise between the representation efficacy (i.e., optimality in terms of the Heisenberg-Weyl uncertainty principle) and the computational efficiency.
Cortical approximation
In the following, we will analyse the error we make by approximating the mapped Gabor filter in the log-polar (i.e., cortical) domain with complex-valued steerable filters g N´u vµ of order N 2 and N 4. For each retinal position we can derive the warped Gabor-like kernel h N´x yµ by inverse mapping of the steerable approximation of T h´x yµ in the cortical domain: With reference to the usual Gabor filter specification used in computer vision applications, we have chosen a bank of filters with a constant spatial frequency bandwidth of one octave. This choice penalizes the approximations achieved through the steerable filters (due to the their limited design properties) 2 , but allows a more severe benchmark of the processing capabilities of our approximated kernels in the log-polar domain with reference to real-world applications. To make the comparison, we adjusted the parameter σ of the steerable filter in order that the approximate Gabor-like filters have unitary energy h N h £ N 1 and maximize the matching with a reference Gabor function h´u vµ ( h N h £ max). Note that the deformation introduced by the inverse log-polar mapping decreases with the eccentricity. For what concerns the degradation of the orientation selectivity respect with the angular position, since the log-polar transformation is a conformal mapping, it preserves the angular relationships. Hence, to a uniformlyspaced local jet spanning the whole orientation space (ψ i iπ K i 0 K 1) in the cortical domain, there corresponds an isomorphic local jet back in the retinal domain (θ i iπ K · ϑ T´x yµ i 0 K 1), which still spans the orientation space uniformly. Though, the degree of deformation undergone by the oriented filters is not uniform with respect to the angular position, and, in general, we cannot conclude on the uniformity of the representation of the feature space, since the steerable approximation could introduce undesired anisotropies. In the next Section, we will perform a systematic analysis on this issue with respect to the feature extraction capabilities of the resulting filters.
DIRECT LOCAL FEATURE EXTRACTION
We consider local feature attributes obtained by a local harmonic analysis of the visual signal. Linear band-pass quadrature filters are, indeed, properly suited to estimate local information from images. In general, spatially localized harmonic measures can be obtained by multichannel filtering operations with complex-valued band-pass kernels:
h´x yµ h C´x yµ · jh S´x yµ (9) For each channel, filtering an image I with a complex-valued filter results in a complexvalued analytic image
Q´x yµ I £ h´x yµ ρ´x yµe jφ´x yµ
C´x yµ · jS´x yµ (10) whose amplitude ρ´x yµ and phase φ´x yµ envelopes measure the harmonic information content in a limited range of frequencies and orientations to which the channel is tuned. C´x yµ and S´x yµ denote the responses of the quadrature filter pair. Through a tensorbased method [16] [17] , by combining the magnitude responses from basis channels with different orientations θ i i 0 K 1, but a common frequency, it is possible to derive information about the local energy E l , the local phase φ l and the dominant local orientation θ l around each pixel location of the image:
θ l´x yµ arg´4 3
C´x yµ (13) witĥ C´x yµ
For the purpose of characterisation of our log-polar steerable filters, we applied them to a Gabor patch image (characterised by a fixed phase of π 3 and a variable orientation) and we compared the information extracted by our warped Gabor-like filters with that obtained by a set of reference Gabor filters h ref´x yµ, matched to the stimulus image. The resulting local estimates of energy, orientation, and phase (see Eqs. (11)- (13)), for three different locations in the retinal plane are shown in Fig. 3 . We observe that there are only negligible differences between the measures obtained with N 2 and N 4. The precision of the energy and orientation measures monotonically improves in the periphery, where the deformation effect of the log-polar mapping is minor. The phase information exhibits a slight worsening beyond a certain value of eccentricity. In general, repeated analysis for different angular positions revealed no anisotropies in the representation of the local features, but only a progressive degradation as we approach the fovea, which gives rise to a non uniform representation of the feature space. To quantify the importance and the extent of such an irregularity, we calculated, for each eccentricity (radial sample n), the mean errors in the measures obtained by the warped Gabor-like kernels respect to those obtained by the reference Gabor filters, by averaging over the whole orientations of the stimulus Gabor patch (p 0 1 R 1) and over the angular positions (q 1 2 N 2 ):
The results are shown in Fig. 4 . To alleviate the effects of the logarithmic expansion/compression, proper retinotopic transformations can be introduced, which smoothly vary from a linear map in the fovea to a logarithmic one in the periphery, such as a complex log trasformation [13] or an explicit overlap of a pure linear polar and a log polar transformation around the fovea. Though, there remain the kernels' deformations due to the polar organization of the mapping, thereby introducing distortions in the feature space representation. Hence, to implement an "economic" space-variant multichannel feature analysis through steerable mapped filters, we suggest to adopt a "hybrid" sensing scheme that is linear Cartesian in the foveal region and log-polar in the periphery. The analysis of the errors we derived on the representation of some elementary features can help fixing the size of the linear region.
CONCLUSIONS
The relationships existing between multiscale local spectrum analysis and log-polar foveation have already been pointed out in the literature [18] for low-pass variant filtering applications (see also [19] ). However, the development of a general method to obtain a space-variant harmonic multichannel representation of the visual signal through band-pass oriented filters has never been faced systematically. In this paper, we tackled the problem of the use of oriented filters in the warped cortical domain, asking ourselves to what extent this is equivalent to the use of oriented scale-variant filters "backwards" in the retinal domain. By exploring the steerable scheme, we verified that it is possible to reduce the computational weight associated with a multioriented multiscale decomposition of the image in the log-polar domain, gaining, by example, a factor of 100 on general purpose hardware, for standard VGA images and an average kernel's size of 75 pixels. The quality evaluation of the local harmonic representation of the visual signal, provided by the resulting filters, proved out that the method can be efficiently used (e.g., in active vision systems) for direct feature measuring in foveated images, possibly in combination with a dedicated linear and Cartesian sampling scheme to get rid of the approximation error in the foveal region.
