Abstract. Numerical simulation of the non-linear reaction-diffusion equations in computational electrocardiology requires locally high spatial resolution to capture the multiscale effects related to the electrical activation of the heart accurately, namely the strongly varying action potential. Here, we propose a novel lightweight adaptive algorithm which aims at combining the plainness of structured meshes with the resolving capabilities of unstructered adaptive meshes. Our "patch-wise adaptive" approach is based on locally structured mesh hierarchies which are glued along their interfaces by a non-conforming mortar element discretization. To further increase the overall efficiency, we keep the spatial meshes constant over suitable time windows in which error indicators are accumulated. This approach facilitates strongly varying mesh sizes in neighboring patches as well as in consecutive time steps. For the transfer of the dynamic variables between different spatial approximation spaces we compare the L 2 -projection and a local approximation. Finally, since an implicit-explicit time discretization is employed for stability reasons, we derive a spatial preconditioner which is tailored to the special structure of the patch-wise adaptive meshes.
1. Introduction. In recent years the mathematical modeling and numerical simulation of the electrophysiology of the heart has been an active field of multidisciplinary research. New possibilities have been opened up for the in-silico study of the electrical processes underlying the mechanical contraction of the heart as well as the study of disease-related disorders in the electrical activation sequence [31] .
The electrical activation of the heart can be modeled by non-linear reactiondiffusion equations, in particular, by the bidomain and monodomain equation. Since the action potential features high temporal and spatial gradients, full heart simulations on uniform meshes require between O(10 6 ) and O(10 8 ) degrees of freedom and O(10 4 ) time steps. At the same time, since the action potential exhibits wave-like behavior, spatial adaptivity is a promising approach for reducing the computational demands of electrophysiological simulations. Yet, the design of efficient adaptive methods for this problem class is a challenging task and still an open issue in many regards.
The main contribution of this article is the presentation and analysis of a novel adaptive scheme for time-dependent non-linear reaction-diffusion equations. The presented method was designed to exhibit a low memory footprint, to be well suited for contemporary central processing units and to be relatively simple to implement and parallelize. To this end we use non-conforming locally structured adaptive meshes and matrix-free block preconditioning. The use of a non-conforming discretization is central as it gives flexibility in the choice of the local mesh widths.
Focusing on the monodomain cardiac reaction-diffusion equation, this work contributes to the ongoing exploration of the design space for adaptive methods which is particularly large and complicated when the architecture of contemporary parallel computers is taken into account. Our numerical tests show that the presented techniques achieve the design goals specified above. The patch-wise adaptivity approach turns out to be a reasonable compromise between ease of implementation and reduction of numbers of degrees of freedom.
Outline. In the remainder of Section 1 related work is reviewed. In Section 2 we introduce the problem setting and discuss an implicit-explicit temporal discretization of the monodomain equation. In Section 3 we present our novel adaptive algorithm and its implementation. Section 4 is devoted to numerical studies, the results of which are discussed in Section 5.
Related work. Most adaptive schemes in the literature can be classified as either unstructured adaptive mesh refinement (UAMR) or structured adaptive mesh refinement (SAMR) algorithms. UAMR methods are popular in the finite element community and usually characterized by the use of multilevel finite element spaces constructed on locally refined conforming meshes [23] . Conforming UAMR methods usually require complicated mesh management code and tend to exhibit only low sustained performance and scalability on contemporary architectures. More recently, discontinuous Galerkin discretizations on conforming and in particular non-conforming meshes have been studied [20] .
In contrast, SAMR methods mostly use non-conforming locally structured meshes organized either in a tree structure or as a collection of nested, overlapping patches (block-structured SAMR methods) [5, 17, 36] . These methods are often employed with finite difference or finite volume discretizations. In the context of finite element discretizations one often uses algebraic constraints to cope with hanging nodes. Similar to closures used in conforming UAMR, one enforces 2:1 or 4:1 coarse-to-fine ratios, adding additional complexity. SAMR algorithms have been shown to perform well on contemporary architectures and to be weakly scalable [37, 40] . Burstedde et al. [11] discuss the extension of tree-based SAMR to forests of octrees.
The approach presented in this article uses a conforming unstructured coarse domain tessellation similar to Burstedde et al. [11] but instead of local octrees we employ local structured tensor meshes. One could view this as the block-structured equivalent of the forest-of-octrees approach, except that we do not allow local refinement within elements of the coarse tessellation. This restriction serves the simplicity of the approach which is a major goal of this work. Another difference is the use of a non-conforming discretization instead of an algebraic treatment of hanging nodes.
In this work we employ a mortar element discretization [7] which is known to permit stable numerical solution of elliptic problems in the presence of large jumps in mesh widths across subdomain interfaces. The mortar element method has been used before for the adaptive discretization of static elliptic problems, e.g., by Bernadi and Maday [6] . In contrast to this work, we use locally structured conforming meshes with weak constraints only on interfaces between elements of the coarse tessellation. Hoppe et al. [21] present an adaptive method using UAMR together with a mortar discretization.
Adaptive mesh refinement techniques in cardiac simulation have been covered by a large number of publications. Deuflhard et al. [14, 16, 38 ] study multilevel adaptive finite elements for the solution of the monodomain and bidomain reaction-diffusion equations. Bendahmane et al. [4] study a wavelet-based multiresolution algorithm including local time stepping for the bidomain equation. Whiteley [39] describes a two-level adaptive method. Spatial refinement is controlled by the gradient of the extra cellular potential or the transmembrane voltage. The high coarse-to-fine ratio is handled by imposing interpolated coarse values as Dirichlet boundary condition to the fine mesh. Cherry et al. [12, 13] apply standard AMR techniques [5] for the solution of the monodomain equation. Belhamadia [3] describes the use of anisotropic mesh adaptation for the bidomain equation. Lines et al. [24] combine multilevel finite elements with wave-front tracking to solve the bidomain equation on a two-dimensional adaptive mesh. In the SAMR algorithm presented by Tragenstein et al. [35] weak constraints are enforced at the interface between coarse and fine meshes during the diffusion step. A second-order operator splitting method is combined with local time stepping for the integration of the gating and state variables of the Ruo-Ludy I model. Ying [44, 45] describes an AMR algorithm on general body-fitted hexahedral finite elements. In this work the same second-order splitting is used as in Tragenstein et al. [35] but with local time stepping for the diffusion term. The interpolated values from coarser meshes serve as boundary conditions for finer levels. Pennacchio [27, 28] analyzes the mortar element method for the computation of extra-celullar potentials on statically refined non-conforming meshes.
We draw further comparisons between our new approach and the related work in the discussion of the numerical results in Section 5.
Problem.
In this section we introduce the monodomain equation and discuss the temporal discretization by a semi-implicit Euler method.
The monodomain equation.
The focus of this article is the numerical solution of the monodomain equation which describes the evolution of the transmembrane voltage u(x, t) and the S state variables s(x, t) (which are cellular gating variables or ionic concentrations) by a non-linear coupled parabolic equation:
with initial conditions at time t = 0. Here, Ω ⊂ R 3 , T > 0, C m = 1 µF/cm 2 , χ = 10 3 cm −1 is the membrane surface-to-volume ratio, I ion denotes the non-linear ionic current and I s = I s (x, t) is an externally applied stimulus current. The tuple (S, s, Z, I ion ) is referred to as the membrane model.
In this study we consider the relatively simple yet physiologically realistic membrane model described by Bernus et al. [9] . This model features five gating variables and no variable ionic concentrations.
Implicit-explicit Euler integration.
We consider the discretization of the monodomain equation using a finite element approximation space Y ⊂ L 2 (Ω) with π = {π α }. The construction of appropriate ansatz and test spaces will be discussed in Section 3.2. For the sake of clarity of presentation, we consider a single approximation space here. In the adaptive scheme presented in Section 3, the space Y is fixed only over a time interval (t 1 , t 2 ) ⊂ (0, T ), a so-called time window. The final solution at time t 2 , transferred to the new approximation space as discussed in Section 3.3, then serves as initial condition on the next interval (t 2 , t 3 ).
The weak formulation of Equation (2.1) for test functions v ∈ Y is given by
Note that we use a globally non-conforming but locally conforming space Y such that Equation (2.2) is well defined. Due to the strongly non-linear terms I ion , Z and because of the potentially large number of state variables, explicit or implicit-explicit (IMEX) time discretizations for Equation (2.2) are usually preferred over fully implicit discretizations. In this study we use a first-order splitting between the parabolic equation and the ODEs. For the parabolic equation we use an IMEX Euler method, treating the stiff diffusion current implicitly and the non-linear ionic current explicitly. For the gating variables we use Rush-Larsen integration [33] . Even though the employed time discretization is only conditionally stable, previous work with a finite difference code [22] showed that it is stable for reasonable time step sizes even for very high resolution heart models.
In order to be able to apply Rush-Larsen integration we need to decouple the ODE terms in Equation (2.2). We do so by approximating
and then lump the mass matrices on the left and right-hand side of the second equation in (2.2), such that the masses cancel out. The operator I Y is defined as follows. For a map g ∈ C 0 (R × R S ), and two finite element functions u =
We moreover approximate
to reduce the cost involved in the evaluation of this term. Since I ion u x, t), s(x, t) is a strongly non-linear function of x and expensive to evaluate, quadrature is of high cost. Using the approximation (2.4) we can compute the contribution of the ionic current to the parabolic equation by evaluating I ion at the mesh nodes and multiplying by a mass matrix. A similar approximation was used by Colli Franzone and Pavarino [15] . For a time step size τ > 0, the IMEX Euler step from time t = i · τ to time t + τ requires the solution of a linear system of equations. Denoting by u i , s i the transmembrane voltage and state variables at time t, we obtain the new transmembrane voltage at time t + τ by solving
As stated above, we approximate the coupled system of ordinary differential equations governing the dynamics of s by a lumped version where the masses cancel out. Hence, all the equations decouple and we are left with solving dim Y individual ordinary differential equations
with initial conditions s i α . Rush-Larsen integration exploits the special form of Z to solve (2.7) exactly on the interval (t, t + τ ); see [33] .
3. Methods. In Algorithm 1 we present a schematic of the time integration scheme used in this work.
We employ a time window based dynamic adaptation procedure [10, 34] . Instead of constructing new spatial approximation spaces in each time step we fix the approximation space over one so-called lap, which consists of several time steps. The adaptation of the approximation is then based on accumulated error indicators. The integration over a lap is repeated multiple times to find an optimal approximation space that captures the solution behavior.
The advantage of this approach is that the overhead of the adaptive strategy (construction of a new approximation space and transfer of dynamic variables between spaces) is reduced. On the downside, however, this scheme typically leads to approximation spaces with higher dimensions. end for t cur ← t cur + lap · τ end while 3.1. The geometric setup. In classical h-adaptive unstructured (multilevel) finite element methods, the approximation space is usually chosen as piecewise polynomials on a conforming mesh. Adaptation of the approximation space is achieved 1 1 (b) Assignment of levels 1 ≤ ℓ i ≤ 3 to patches.
(c) Patch-wise structured non-conforming mesh. through local refinement and coarsening of the underlying mesh. This fine-grained control however comes at the expense of complex and inefficient data structures. Here, we follow an approach which trades control over the refinement process with the efficiency of the data structures. This is done by grouping mesh elements into batches that are collectively refined and coarsened. By using locally structured meshes and appropriate data structures we can efficiently handle these meshes.
In the following we assume that the computational domain Ω permits a conforming (in the sense of finite element meshes) tessellation
into a finite number of patches Ω i . Each patch shall be equivalent to (0, 1) 3 up to translation and a trilinear mapping, i.e., there exists an invertible transformation from the unit cube to the patch, and hence Ω i has the shape of a hexahedron.
In our adaptive scheme, each patch inherits a structured mesh from the unit cube via the transformation (0, 1) 3 → Ω i . However, each patch is individually meshed with no regards to conformity on the interfaces
, be an arbitrary (but fixed) sequence of admissible mesh widths. Each δ ℓ defines a structured meshT δ ℓ on (0, 1) 3 with edge length δ ℓ . In our adaptive algorithm we choose a level 1 ≤ ℓ i ∈ N, 1 ≤ i ≤ N , individually on each patch, allowing us to resolve spatial features of the PDE solution at the optimal resolution. We obtain a tensor-structured mesh T ℓi on Ω i which is the image ofT δ ℓ i under the transformation from (0, 1) 3 to Ω i . For simplicity, in this article we assume δ ℓ = 2 −j for some 1 ≤ j ∈ N but our approach is not limited to this special choice. In this setting, the mesh T ℓ is uniquely defined by the vector ℓ = (ℓ i ) N i=1 of patch levels or equivalently by the local mesh widths δ = (δ ℓi ) N i=1 . In a time-dependent simulation, ℓ and δ are piecewise constant time-dependent functions. Figure 3 .1 shows a sketch of the mesh creation process starting from the coarse tessellation, the assignment of a level to each patch and the mapping of structured meshes to each patch.
3.2. The approximation space. Associated with the mesh T ℓi on Ω i we define a local approximation space
where Q 1 (E) denotes the space of functions on the element E whose pull-backs are trilinear polynomials on the reference element [18] .
It is well known that the product space
X ℓi is not well suited for the discretization of (2.5) since it provides no control over the jump of functions on an interface Γ ij and hence one cannot bound the consistency error in terms of the mesh size [43] . The mortar finite element method [7] fixes this by forcing the jump of the solution on the skeleton to be zero in a weak sense. This is accomplished either by incorporating the condition into the space (in which case ansatz and test space are subspaces of X ℓ ) or by introducing Lagrange multiplier, hence, replacing problem (2.5) by a saddle point problem. Here, we follow the first approach, though we will not assemble operator represenations on the constrained subspace but implement them in a matrix-free fashion using the space X ℓ .
In the following we briefly review the key aspects of the mortar element method as we employ it. For more information we refer to Bernardi, Maday and Rapetti [8] .
3.2.1. Mortar constraints. Let S = N i,j=1 Γ ij denote the skeleton of codimension one. On the interface Γ ij , two potentially different hypersurface meshes are induced by the adjacent patches. For each Γ ij = Γ ji we designate one side as mortar (or master ) side whereas the other side is termed non-mortar (or slave). This choice induces a decomposition
of the skeleton into the mortars (and similarly into non-mortars).
To define a suitable subspace
For the discretization of (2.5) we use the following constrained space (space of admissible functions) as ansatz and test space:
For our choice of M γm we have Y ℓ ⊂ C 0 (Ω) only in case of ℓ i = ℓ j for all i, j. In our method, the mortar side is always associated with the finer mesh, i.e., γ m = Γ ij if δ ℓi < δ ℓj . If δ ℓi = δ ℓj we make an arbitrary (but fixed) choice.
The following sets of mesh nodes are used in subsequent sections. Note that throughout the paper we use small greek letters for mesh nodes and use a dot to identify nodes on non-mortar sides.
= Interior mesh nodes of T ℓi , N γm,i = Mesh nodes on interface γ m induced by the mortar side , N γm,j = Mesh nodes on interface γ m induced by the non-mortar side ,
we denote the nodal basis of X ℓ .
Dual Lagrange multipliers.
We use dual Lagrange multipliers [42, 43] to span the multiplier space M γm . Dual Lagrange multipliers have the advantage that the resulting nodal basis functions of Y ℓ have local support (or, equivalently, that the mortar projection matrix is sparse). For a fixed interface γ m = Γ ij we define
i.e., we associate one basis function with each mesh node located in the interior of the non-mortar side. As we retain the degrees of freedom associated with mesh nodes on the wire basket M m=1 ∂γ m , the space M γm has the correct dimension. To compensate for the fact that no multipliers are associated with the nodes on ∂γ m , we need to modify the basis functions in boundary elements in order to preserve the approximation properties of the multiplier space.
Dual multipliers are characterized by the biorthogonality condition
Biorthogonality does not hold forβ ∈ ∂γ m . Since γ m is the image of (0, 1) 2 under a bilinear mapping (up to translation) and since the surface mesh induced by T ℓj is a structured mesh, we can define the basis functions in terms of one-dimensional dual multiplier functions [43] . We account for the non-constant area element of the potentially curved surface γ m by rescaling the functions appropriately by the inverse area element [19] .
Mortar projection.
Let us briefly discuss the algebraic representation of the constraints (3.2). For a mortar γ m = Γ ij we can write the values of u ∈ X ℓ on the mortar side as u| γm = α u m α θ α . Similar, on the non-mortar side, we can write
We introduce the matrices D, M, C with
The mortar projection is represented by
We obtain a basis of the constrained space Y ℓ by eliminating the basis functions associated with nodes in the interior of the non-mortar side of each interface. More precisely, we categorize all mesh nodes as follows: The inner nodes are mesh nodes located in the interior of a patch Ω i . Master nodes are mesh nodes located on a mortar or at the boundary of a non-mortar (i.e., on the wire basket). The remaining slave nodes are precisely mesh nodes in
Starting from the nodal basis θ we construct a new basis π of Y ℓ ⊂ X ℓ as follows:
• Basis functions associated with inner nodes are not modified, i.e., π α = θ α for α ∈ N • ℓi .
• Basis functions associated with slave nodes are dropped. The number of slave nodes is exactly the codimension of Y ℓ ⊂ X ℓ .
• Basis functions associated with master nodes are modified in the following way: If α ∈ N γm,i andα ∈ N ∂ γm,j for a mortar γ m = Γ ij , we define
Since D is diagonal, π α and πα have local support. In shorthand notation we can write π = Q T θ with
Here, we ordered the degrees of freedom in X ℓ and Y ℓ so that inner nodes come first, then master nodes, and finally all slave nodes. For more details we refer to Maday et al. [25] and Bernardi et al. [8] .
Because the basis functions in π are linear combinations of basis functions of X ℓ , we can easily express the stiffness matrix on Y ℓ in terms of the block-diagonal stiffness matrix on X ℓ . A short calculation reveals that
which we use to implement the sparse matrix-vector multiplication by A Y ℓ in a matrixfree fashion. In fact, only A X ℓ is assembled in parallel on all patches.
Transfer operator.
The transfer of dynamic variables (transmembrane voltage and state variables) between two approximation spaces Y ℓ(t) and Y ℓ(t ′ ) at two different times t and t ′ is needed in Algorithm 1 to obtain a representation of the discrete solution in a new tailored approximation space.
The choice of mortar and non-mortar sides of an interface Γ ij = Γ ji depends on the level and hence differs for Y ℓ(t) and Y ℓ(t ′ ) . Consequently, even though the meshes T ℓi(t) and T ℓi(t ′ ) are nested for every patch Ω i (with either one being the finer or the coarser) there is no simple relationship (in the sense of an interpolation operator or alike) between the basis functions π and π ′ . In particular, patch-wise local transfer defines a mapping
In the context of a finite element discretization, the transfer via an L 2 -projection is a natural choice. However, since the L 2 -projection is a non-local operator, its evaluation requires the solution of a linear system for (1 + S) right-hand sides (one for each dynamic variable). For this reason we consider a second local transfer operator.
We realize the transfer between the approximation spaces Y ℓ(t) and Y ℓ(t ′ ) by means of an L 2 -orthogonal projection, ignoring the embedding into the product spaces for the time being. Hence Π :
In contrast to a patch-wise local transfer operator, the L 2 -projection Π is a global operator, the evaluation of which requires the solution of a linear system (unless Y ℓ(t) ⊂ Y ℓ(t ′ ) ). Precisely, with respect to the bases π and π ′ , Π is represented by
Here, T 1 is the standard mass matrix on the space Y ℓ(t ′ ) , i.e., the matrix representation of the L 2 -scalar product with respect to basis π ′ and
Using the definition of π and π ′ in terms of the standard nodal basis functions, we can implement multiplication by T 1 and T 2 via multiplication of block matrices, cf. (3.4) .
We use a (preconditioned) conjugate gradient method for solving T 1 (Πz) = T 2 z. The size of this linear system depends on the number of dynamic variables (e.g., the number of gating variables and ionic concentrations in the chosen membrane model) and hence the solution can be expensive.
Local transfer.
To reduce the cost of the transfer operator, we consider the following alternative operator
Here, T i 3 denotes a local interpolation or projection operator
by simply omitting slave values. We note thatΠ is a local operator similar to the interpolation and projection operators used in unstructured adaptive finite element methods.
Linear solver and preconditioning.
In this study we use a preconditioned conjugate gradient solver in the constrained space Y ℓ to solve the linear systems arising in the IMEX Euler time discretization (Equation (2.5)) and the application of the L 2 -transfer Π (Equation (3.5)). For conforming discretizations, block Jacobi ILU preconditioners have proven to be efficient and exhibit good strong scalability in the number of subdomains, cf. [22] . This motivates the use of the same preconditioning strategies for the adaptive method. However, a block decomposition of the stiffness matrix on the product space X ℓ is insufficient as we have verified experimentally. Hence, we need to use a block decomposition of the basis π of Y ℓ . Here, again, explicit assembly of the local blocks of A Y ℓ is to be avoided as they feature a relatively high bandwidth in rows corresponding to master nodes and are cumbersome to handle efficiently with commonly used sparse matrix formats. Therefore, we prefer to refrain from constructing a local ILU decomposition.
In the present study we apply a fixed number of steps of a CG solver to the local system A Y ℓ i z = r starting from a zero initial guess. Our experiments have shown that a very small number of iterations (e.g., four) is optimal in terms of the time to solution for this preconditioner.
The sparse matrix-vector multiplication is implemented as follows. Considering the patch Ω i , 1 ≤ i ≤ N , let us write u = u I u M T , i.e., we order the degrees of freedom such that interior nodes come first. Then we can write the square subblock of A Y ℓ corresponding to the degrees of freedom in Ω i as
where A X ℓ i itself is a 3 × 3 block matrix according to a decomposition of nodes into interior, master and slave nodes. By A X ℓ op,SS we denote the slave-slave matrix entries on the non-mortar side opposite to the mortar face. Comparing (3.6) and (3.4) we find that applying A Y ℓ i requires one additional sparse matrix-vector multiplication on the mortar side of patch faces.
3.
for some chosen values 0 ≤ a < b ≤ 1. Hence, the patch level ℓ i changes by at most one level in each mesh adaptation step. An average-based strategy is applicable as well but was found to be less efficient in early tests. We use a weighted estimated error [23] for comparison against a given tolerance:
A mesh is accepted (i.e., no further passes are performed) if either a) Equation (3.7) is fulfilled, b) no elements are marked for refinement or c) the maximal number of repetitions is reached in Algorithm 1. Note that it might not be possible to satisfy Equation (3.7), e.g., due to a bound on the level ℓ i ≤ ℓ max .
Measuring depolarization times.
The depolarization time is an important observable in electrophysiological simulation. Usually it is defined as
for a given (membrane model-dependent) index 1 ≤ i ≤ S and threshold q. For the Bernus membrane model we use i = 1 (the m gate) and q = 0.98.
In practice, t depol is measured at mesh nodes and interpolated between them. Since t depol is not time-dependent, however, it is not possible to treat the depolarization time like other dynamic variables in a monodomain simulation. In particular, the approximation space Y ℓ(t) is not well suited to approximate t depol since Y ℓ(t) will have (by design) low approximation quality far away from the depolarization front.
Here, we propose to use a second approximation space for the depolarization front. Since t depol is an observable, we are flexible in the choice of the space. In this study, we use a product space
with a fixed level 1 ≤ ℓ depol on all patches. The level ℓ depol is chosen a priori. In many cases, it is sufficient to capture t depol on a coarser mesh than required for the computation of u and s. However, even for moderate ℓ depol , the memory required for storing t depol can be a significant portion of the total memory usage, defying the purpose of an adaptive approach. Fortunately it is not necessary to hold all components of t depol in memory at all times since cells depolarize only once during the depolarization phase. The array storing t depol Ωi can be allocated on demand when the first mesh node in the patch Ω i depolarizes and is removed from main memory (and written to disk) when all nodes in Ω i are depolarized. In this way, memory has to be committed only for relatively few patches. The reduction of the memory usage achieved by this implementation is directly proportional to the reduction in the number of degrees of freedom due to the adaptive strategy.
3.8. Implementation aspects. By design, the data structures required for the implementation of Algorithm 1 are straightforward extensions of data structures used in standard conforming (structured) finite element codes. In the implementation used in this study we maintain an array of pointers (with fixed length N ) pointing to instances of a structure storing
• the coefficients of the dynamic variables u, s with respect to the product space nodal basis; • local product space mass and stiffness matrices; • projection matrices D, C and M for each of the six faces; as well as • auxiliary (temporary) variables. For mass and stiffness matrices we only need to store coefficients due to the structured nature of the local meshes. Multiplication is implemented as a stencil operation.
For fine level patches containing on the order of 32 3 elements, this data structure naturally leads to "blocked" traversal of the degrees of freedom. In particular, the working set of the local block preconditioner discussed in Section 3.4 potentially fits into the level-three (or even level-two) cache of contemporary central processing units.
Only a minimal amount of metadata must be maintained. Each patch stores, for each of its neighbors, the index of the patch on the other side of the face, the level of this patch and the choice of the master/slave side.
3.9. Parallelization. Our adaptive scheme permits parallelization using techniques well known in the finite element community. The presented parallelization scheme is optimized for moderately large systems (up to several hundreds of processing elements) but not for massively parallel processing, cf. Section 4.3.
For the parallelization of the method we use a non-overlapping decomposition of the coarse tessellation. Hence, each patch Ω i is assigned to one processing element. The patch data structure discussed above can be reused without much modification. Only the metadata must be extended to store the owner processing element (identified by its rank) and the local index of neighboring patches.
An effective load balancing scheme must take into acount weights (w i )
that are assigned to each patch to account for the differences in computational intensity. A natural choice for these weights is the number of elements δ −3
ℓi . In our implementation we augment this estimate for the load per patch by measured timings to improve the load estimation. In this study we use a Knapsack solver [32] to compute a well balanced partition of the coarse tesselation. This load balancing algorithm takes into account the weights but not the topology of the tesselation. Point-to-point communication is required for the repartitioning of the mesh, i.e., to exchange patch data when patches migrate, and in the implementation of the mortar operations, i.e., for the application of the operators Q and Q T used for mapping between constrained and product space.
In our implementation we exchange one message per patch per face. Messages can be distinguished by using the local patch index and face number as message tag. By storing the projection matrices D, C and M for the same mortar on both processing elements we can tune the implementation to only communicate slave values (of which there are fewer on the interface) and hence reduce the communication volume.
Results.
The following tests have been performed on the Cray XE6 "Monte Rosa" at the Swiss National Supercomputing Center, featuring dual-socket nodes with AMD Interlagos CPUs, 32 GiB main memory per node and a Gemini interconnect. To avoid a negative impact of the shared floating point units in the Bulldozer microarchitecture, in all experiments we placed only one process per Bulldozer module.
Our codes are written in Fortran 90 and compiled with the PGI 12.5-0 compiler.
Small-scale problem.
In this section, we analyze the performance of the presented adaptive scheme for a model problem as used by Colli Franzone et al. [14] . We considered the domain Ω = (0, 1) 2 × (0, • with respect to the axes, i.e.,
We applied a stimulation current of I s = 250 µA/cm 2 for 2 ). We set ℓ max = 3 and chose (δ ℓ ) 3 ℓ=1 so that level one corresponded to 4 3 elements/patch, level two to 8 3 elements/patch and level three to 16 3 elements/patch. The mesh width on the finest level corresponded to a 256× 256× 16 structured mesh on Ω. We used a time step size τ = 0.025 ms, lap = 20 and an absolute tolerance of 10 −8 for the linear solver. The mesh adaptation was driven by the marking strategy described in Section 3.6 with parameters a = 0.2, b = 0.5, atol = 10 −3 , rtol = 1 and tol = 10 −2 . We compared our adaptive solution method to a structured grid solution method on a 256 × 256 × 16 finite element mesh using a Block Jacobi ILU method with 16 subdomains. Figure 4 .1a shows the depolarization time computed by the structured code. In Figure 4 .1b we plot the difference of the depolarization time computed by the adaptive code relative to the result of the structured code. The adaptive scheme computes the depolarization time within a 4% window. The peak of the relative difference is attained at the boundary of the activation site. In the remainder of Ω the difference is below ∼ 1.5%. In particular, the computation of the activation velocity is feasible with a small deviation. Note that, due to the differences in the discretization, a discrepancy of ∼ 1% in the depolarization time is found between a 256 × 256 × 16 conforming discretization and a mortar discretization using 16 × 16 × 1 subdomains with structured 16 3 meshes per patch. The relative spatial difference in the energy norm attains its highest value of ∼ 13.7% during the depolarization phase ( Figure  4 .2). In Figure 4 .4 the execution time per lap is plotted for the adaptive and the structured code. The red curve shows the speedup (or slowdown) of the adaptive code relative to the structured code. While the adaptive code is ∼ 18.8× faster during the repolarization phase, it does not achieve a speedup during the depolarization phase. In fact, during the first 20 ms of simulation time, the adaptive code is up to ∼ 6.3× slower than the structured code. From the accumulated lap time shown in Figure  4 .4 it is apparent that the overall execution time of the adaptive code during the depolarization phase from t = 0 to t = 20 ms is 2.3× higher than the execution time of the structured code. The number of iterations required per time step is ∼ 2× higher for the adaptive code. Hence, since multiple repetitions of each lap are required, the total number of iterations per lap is up to 8× higher. We note that restricting the number of passes would affect the accuracy of the method: In Figure 4 .1c the relative error in t depol for nrep = 2 is shown. In comparison with Figure 4 .1b it is apparent that choosing nrep = 2 results in a relative error that is up to 3× higher. Moreover, the numerical activation velocity is affected.
Comparison of L
2 and local transfer. The use of the local transfer operatorΠ instead of an L 2 -projection has only minor impact on the accuracy of the computed depolarization time, see Figure 4 .1d. However, significant reduction in the execution time can be achieved. During the first 20 ms of simulation time, which are highly demanding for any adaptive approach, the reduction in execution time amounts to ∼ 28%. Compared to the structured code we therefore get a lower factor 1.8 (instead of 2.3).
Comparison with UAMR.
To better understand the performance of the presented method in comparison to other state-of-the-art approaches we implemented an unstructured adaptive monodomain solution method on conforming tetrahedral meshes. This code is based on the Ug mesh manager [2] and Petsc [1] . For the simulation we used the same parameters as described above with the exception of a = 2 · 10 residual based error estimator for the Poisson equation was used. The initial mesh was obtained from a 16 × 16 × 1 element structured mesh by subdividing each hexahedron into six tetraheda. The maximal number of refinements was set to four. Figure 4 .3 shows wireframe plots of the meshes constructed by the non-conforming method and by the UAMR code at different stages of the simulation. The UAMR algorithm captures the anistropy of the solution better but it also requires refinement in a broader area around the depolarization front due to closures. During the simulation time t = 5 ms to t = 15 ms the non-conforming meshes consist of up to 3.38× more mesh nodes. At the same time, the weighted estimated error measured by the non-conforming code is 2.4× lower than the estimated error measured by the UAMR algorithm. Note, though, that the residual error estimators used in both algorithms feature different efficiency indices. The UAMR algorithm requires on average 3.9× more passes over a lap. Even though we use an ILU preconditioner in our UAMR method (instead of a block version as in the non-conforming adaptive method), we see an increase to up to 16 iterations per time step (compared to 15 for the non-conforming code), most likely due to the worsening quality of the finite element mesh.
Since our UAMR implementation is not as well optimized as the non-conforming adaptive code we refrain from reporting execution times for this example.
Large-scale problem.
In this section we analyze the performance of the proposed adaptive method on a realistic large-scale problem. We considered the model of a left ventricle, cropped at base and apex, as presented in Colli Franzone and Pavarino [15] with the same fiber orientations. The conductivity values were chosen as in Section 4.1; the geometry of [15] was scaled by 1.4 to match it to previously applied models, cf. [30] . We applied a stimulation current of I s = 250 µA/cm 2 for 1 ms in the image of (0. We used a time step size τ = 0.05 ms, lap = 20 and an absolute tolerance of 10 −8 for the residual norm in the linear solver. For the marking strategy we used the parameters a = 0.01, b = 0.02, atol = 1, rtol = 0 and tol = 3. The local transfer strategy from Section 3.3.2 was employed. We compare the adaptive method to a structured grid finite element method which uses a Block Jacobi ILU solver.
All simulations where run in parallel on 128 (adaptive) and 256 (structured) processing elements, respectively. We report timings as the sum of the time measured on each processing element. Under the assumption of ideal scalability, these timing The measured execution times (Figure 4.7) show a similar picture as we obtained for the small-scale problem, i.e., while the adaptive procedure achieves significant speedup during the repolarization phase, this does not hold for the depolarization phase. During the first ∼ 150 ms of simulation time, each lap is on average integrated three times, with some laps requiring four or five passes. At its minimum, the reduction in number of mesh nodes is found to be 4.4 and 5.2 for A and B, respectively.
As in Section 4.1, the number of linear solver iterations per time step is ∼ 2× higher for A than for the structured code. For B, however, the number of solver iterations is very high. In fact, for some time steps the linear solver did not reach the desired tolerance within 100 iterations (the maximal number specified).
Finally, for setting A, in Figure 4 .9 we analyze the distribution of the execution time over the individual components of the algorithm. For times t = 50, t = 100 and t = 150 ms, the majority of the execution time is spent in the linear solver. In Figure 4 .11a we plot the normalized execution times of the adaptive code for different laps. For comparison, the scaling of a monodomain solver on a structured 512 2 × 128 mesh is shown (this solution method uses a block Jacobi ILU from the Petsc [1] package). The scaling of the adaptive code is good up to a certain number of processing elements (which depends on the lap) where execution time stagnates when adding additional processing elements. The fact that the execution time stays constant and does not increase thereafter indicates that the loss of scalability is associated with a poor load balance rather than, e.g., communication inefficiencies. This hypothesis is supported by Figure 4 .11b which plots the imbalance measure max p=1,...,P #elements assigned to p 1 P P p=1 #elements assigned to p = P max p=1,...,P #elements assigned to p #elements for different numbers of processing elements P . By Figure 4 .11 it is obvious that the loss of scalability is directly related to the increase in load imbalance. By definition, a linear increase in the imbalance measure is equivalent to a constant maximal load. Since patches are assigned as a whole to processing elements and since the high coarse-to-fine ratios result in large differences in their costs (patches Ω i with ℓ i = 3 are ∼ 4096× more expensive than patches Ω j with ℓ j = 1), scalability is lost as soon as the number of processing elements exceeds the number of patches on the finer levels. Scalability is however not limited to 128 cores. For lap 27, the code scales up to 512 processing elements with an efficiency of 90.6% relative to 128 cores.
5. Discussion. We have proposed and investigated a novel adaptive scheme for reaction-diffusion equations based on a geometrically conforming mortar element method (cf. Section 3). The design goal was a method that is lightweight in the data structure, is relatively easy to implement and parallelize, and exhibits good performance on contemporary central processing units. In comparison to UAMR and octree-based SAMR, we chose a non-conforming discretization that allows simplified mesh data structures. The method is based on patch-wise structured meshes encoded in a single vector ℓ ∈ Z N ≥1 . Therefore, the memory required to store and modify meshes is minimal.
When assembled as a sparse matrix, the stiffness matrix on the mortar-constrained space has a relatively high bandwidth at master nodes on interfaces where patches with fine and coarse local meshes intersect. Storing this matrix in standard formats (e.g., CRS or CCS), though possible, does not allow for full exploitation of the structure of T ℓ . For this reason we implemented matrix-vector multiplications in a matrix-free setup using stencil type operations. Motivated by the success of Block Jacobi ILU preconditioning reported in previous work [22] , we have chosen a Block Jacobi method for the adaptive scheme as well. By using a local CG solver for the preconditioner we remain in a matrix-free setup and obtain a very memory-efficient method.
For the small-scale problem and problem A in Section 4.2, our method requires approximately twice as many iterations as an ILU or Block Jacobi ILU preconditioner on a conforming structured mesh. In Figures 4.5 and 4 .8 the total number of iterations (taking into account multiple repetitions) are shown. The results for setting B indicate that the iteration numbers are influenced by the coarse-to-fine ratio. However, it is well known that also for conforming discretizations and, e.g., multigrid solvers, spatial adaptivity can have a negative impact on the solver efficiency. In fact, the ILU-preconditioned CG used in the UAMR algorithm required more iterations than the linear solver in the non-conforming algorithm, as reported in Section 4.1.
To reduce the overhead due to adaptivity, we have applied two optimization techniques in this study. First, we used a low-order quadrature to approximate the residual error estimator (Section 3.5). The error in the estimated error due to this modification is within a few percent. Moreover, we have introduced a local transfer operator (Section 4.1.1) which can be used as a drop-in replacement for the L 2 -transfer.
The proposed parallelization scheme has been shown to be effective up to several hundreds of cores (Section 4.3). When the number of patches on the finer mesh levels is too low compared to the number of processing elements, maintaining the load balance may become difficult. As one expects in an adaptive scheme with varying number of degrees of freedom, parallel efficiency varies over the course of a simulation. A hybrid MPI+threads implementation (e.g., using OpenMP for loop-level parallelism) might be used to improve the scaling at larger core counts.
The design of adaptive numerical algorithms necessitates a trade-off between computational efficiency and the "optimality" of the constructed approximation spaces. The presented method represents an edge case in this spectrum of adaptive methods, as it vigorously favors efficiency of the datastructures over a reduction in the degrees of freedom. This choice has two important consequences that can be observed in our experiments. On the one hand, we measure a relatively low reduction in the degrees of freedom compared to other UAMR and SAMR methods. Considering a two-level method with coarse-to-fine ratio r, a back-of-the-envelope calculation shows that r 3 is an upper bound for the reduction in the degrees of freedom achieved if the depolarization front is an axis-aligned hyperplane and the coarse tesselation is a (sufficiently fine) structured mesh. For setting A in Section 4.2 this means that the adaptivity gain is bounded by 4 3 = 64. For a more complicated shape of the depolarization front, the gain by adaptivity will be smaller. This is in fact what we observe. For A, the reduction in the number of mesh nodes is only about 4.4× at its minimum. On the other hand, the number of repetitions required to find a tailored mesh (given a desired error tolerance and a bound on the maximal level) is low compared to, e.g., an UAMR algorithm (cf. Section 4.1.2). In all our experiments, our marking strategy terminated within 3 -5 passes over a time window. Since the mesh T ℓ is encoded by the vector ℓ it is possible to adapt the mesh to the solution disregarding the refinement history. This could be used to develop more effective problem-tailored marking strategies that would further speed up the adaptive method.
In the presented numerical experiments we have compared our adaptive method to a state-of-the-art structured solver for the monodomain equation. The observed net slowdown of the adaptive code relative to a structured code that we measure in Section 4.2, is explained by the combination of a comparably low reduction in the degrees of freedom, the higher solver cost (2×), the need to repeat laps multiple times, additional overhead (data transfer, matrix reassembly, error estimation) and differences in the parallel scalability. An improved preconditioner and marking strategy might help to narrow or close this gap. Let us point out that all comparisons have been made between the adaptive strategy and a structured uniform monodomain code, which typically outperform unstructured uniform monodomain codes that are most relevant for practical applications.
As is the case for any adaptive method, in order to deal with complex geometries, a suitable coarse tesselation has to be constructed. For complicated geometries as obtained from medical imaging, the construction of a suitable coarse tesselation as used in Section 3.1 might be difficult. Another aspect is that many models for heart tissue feature jumps in the coefficients and use different membrane models in different regions. Also these heterogeneities have to be to be taken into account when constructing the coarse tesselation.
Among the related work listed in Section 1, only Deuflhard et al. [14, 16, 38] and Ying and Hendriquez [45] considered (semi-)implicit time discretization for threedimensional problems. Weiser et al. [38] reported that for a fibrillation study the employed adaptive scheme does not provide a reduction in the compute time despite a remarkable reduction of degrees of freedom by a factor of 150.
Ying and Hendriquez [45] reported a 17× speedup for a simulation of a dog heart ventricle. They used a second-order CBDF scheme for the Luo-Rudy I membrane model and a geometric multigrid solver for the diffusion. Local time stepping was used for computing the transmembrane voltage on spatially nested meshes. In our study, we have chosen a first-order time integration scheme that is currently most popular in computational electrocardiology [22, 29] . For comparison, our structured code requires about 3.6 µs per time step per degree of freedom on a 2.1 GHz AMD Interlagos CPU. Based on the parameters given by Ying and Hendriquez [45] their uniform grid solution method requires about 50 µs per time step per degree of freedom on a 3.6 GHz Intel Xeon. Moreover, we only consider spatial adaptivity to allow for an unbiased assessment of the efficiency of the non-conforming adaptive scheme.
In contrast to Ying and Hendriquez [45] we used timings per time step/lap to assess the performance of the proposed method. In general, we do not consider endto-end computing time a good measure for the efficiency of an adaptive scheme since a sufficiently long repolarization phase can mask potential inefficiencies of the adaptive scheme during the (more interesting) depolarization phase.
Note that none of these studies have addressed the issue of computing depolarization times on the adaptive meshes (Section 3.7) or parallelization (Section 3.9).
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