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The dependence on applied electric field (0 - 40 kV/cm) of the scintillation light produced by
fast electrons and α particles stopped in liquid helium in the temperature range of 0.44 K to 3.12
K is reported. For both types of particles, the reduction in the intensity of the scintillation signal
due to the applied field exhibits an apparent temperature dependence. Using an approximate
solution of the Debye-Smoluchowski equation, we show that the apparent temperature dependence
for electrons can be explained by the time required for geminate-pairs to recombine relative to the
detector signal integration time. This finding indicates that the spatial distribution of secondary
electrons with respect to their geminate partners possesses a heavy, non-Gaussian tail at larger
separations, and has a dependence on the energy of the primary ionization electron. We discuss the
potential application of this result to pulse shape analysis for particle detection and discrimination.
PACS numbers: Valid PACS appear here
I. INTRODUCTION
Scintillation of liquid helium1 (LHe) in response to the
passage of charged particles was discovered in the late
1950s [1, 2]. Since then extensive studies have been car-
ried out to illuminate the behavior of ions and neutrals
in this unique substance [3–13]. More recently, there has
been renewed interest in studying liquid helium scintil-
lation because of the potential application of LHe as a
particle detector and/or a target material in which to
conduct nuclear, particle, and astroparticle physics ex-
periments [14–22]. These experiments include solar neu-
trino detection [23–25], a search for the permanent elec-
tric dipole moment of the neutron [26–28], measurement
of the free neutron lifetime [29], and detection of light
dark matter particles [30–33].
These wide-ranging applications are motivated by one
or more of the following unique properties of LHe: (1)
LHe can be made with very high purity. Apart from
3He, the only solute of any significance in liquid 4He is
hydrogen, which has a solubility of 10−14 at 1 K [34]. (2)
Superfluid helium provides multiple signal channels, in-
cluding electric charge, prompt scintillation, delayed scin-
tillation, and elementary excitations, allowing for par-
ticle identification. (4) The low mass of 4He provides
relatively good kinematic matching to search for GeV
scale dark matter particles. (5) Superfluid helium can
be used to produce ultracold neutrons via downscatter-
ing [35]. (6) LHe is a good electrical insulator [36]. (7)
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1 Here the term “liquid helium” refers to either liquid 4He or liquid
helium with the natural isotropic abundance.
Dissolved spin-polarized 3He atoms can serve as a cohab-
iting magnetometer [26]. (8) Dissolved 3He atoms allow
neutron detection via the reaction 3He(n,p)3H, whose re-
action products produce scintillation light in LHe [26].
The passage of a charged particle in LHe deposits en-
ergy into the medium by ionizing and exciting helium
atoms. Ionization creates electrons and ions, which then
thermalize with the LHe. The electron subsequently
forms a “bubble” in the liquid, pushing away surround-
ing helium atoms as a consequence of Pauli exclusion.
The He+ ion, on the other hand, forms a “snowball”
attracting surrounding helium atoms. The bubbles and
snowballs recombine to form excited helium molecules
(excimers). The excited atoms also form excimers by
attracting nearby helium atoms. These excimers are
formed in singlet and triplet states. The lowest singlet-
state molecule radiatively decays in less than 10 ns to the
(unbound) ground state, emitting an ∼16 eV (80 nm)
extreme-ultraviolet (EUV) photon and generating the
prompt component of the LHe scintillation. The triplet
state molecule, on the other hand, has a lifetime of ∼13 s
in LHe [17]. In a high-excitation-density environment,
the triplet-state excimers can undergo the Penning ion-
ization process
He∗2 + He
∗
2 → 3He + He+ + e−, (1)
or
He∗2 + He
∗
2 → 2He + He +2 + e−. (2)
If a singlet excimer is formed as a result of Penning ion-
ization, it produces the delayed scintillation component
(sometimes referred to as “afterpulses”).
The ionization density, and as a consequence, the
charge distribution about the particle track, depends on
the type of charged particle. For example, a 5.5 MeV α
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2particle, such as those from an 241Am source, has a range
of ∼0.3 mm in superfluid helium (ρ = 0.145 g/cm3) [37].
As a result, it produces dense, interpenetrating columns
of positive and negative charges. The radius of the
columns was estimated to be ∼60 nm [21]. The proton
and triton from the 3He(n,p)3H reaction, which share a
kinetic energy of 760 keV, produce similar columns of
charges, but with a lower density [21].
On the other hand, a 364 keV electron, such as those
from 113Sn, has a range of ∼7 mm in superfluid he-
lium [38]. With a W value, defined as the average en-
ergy loss by the incident particle per ion pair formed, of
43 eV [39], the average separation of ionization events
is ∼840 nm, whereas the average separation between
the electron bubble and the helium snowball from an
electron-ion pair after they thermalized is ∼40 nm [22].
As a result, the thermalized ions from electron tracks are
most likely to recombine with their partners, a situation
referred to as geminate recombination.
In both cases, if an electric field is applied, the re-
combination process is suppressed since some fraction of
the charges that would have otherwise recombined are
pulled apart, resulting in a reduced scintillation yield for
both the prompt and delayed components. The separated
charges are collected at the electrodes used to apply the
electric field. Importantly, only the component of scin-
tillation light that results from recombination is affected
by the electric field. The component that results from
excited atoms is left unaffected.
To describe recombination under an applied electric
field, Jaffe’s columnar theory of recombination [40, 41]
is most applicable to the high ionization density case,
such as α particles and the protons and tritons from the
3He(n,p)3H reaction. On the other hand, Onsager devel-
oped a theory to describe geminate recombination [42],
taking into consideration the applied external field and
the Coulomb attraction between the two charges, as well
as thermal diffusion. The length scale of most rele-
vance in this analysis is the so called Onsager radius,
R = e2/(4pikBT ), which is the separation distance be-
tween the two charges where the Coulomb potential is
comparable to the thermal energy. In LHe, this radius
is larger than 3.7 µm, therefore thermal diffusion can be
ignored for moderate or higher fields [22].
In applications of LHe to particle detection, an electric
field is often applied either to collect charge as one of the
signal channels or to satisfy other experimental require-
ments. Therefore, it is of general interest to understand
the light/charge response of LHe as a function of the
strength of the applied electric field. We have measured
the effect of an electric field on LHe scintillation produced
by fast electrons using monoenergetic electrons with a ki-
netic energy of 364 keV from a 113Sn for electric fields up
to 40 kV/cm for helium temperatures between 0.44 K
and 3.12 K at a pressure of 600 Torr. This work was
conducted as part of the effort to develop an experiment
to search for the permanent electric dipole moment of
the neutron [26–28]. Previous works related to this effort
as well as that for the measurement of the neutron life-
time are found in Ref. [16–19]. Our group has previously
measured the effect of an electric field on LHe scintilla-
tion produced by α-particles [21]. We have also reported
on the field dependence of the ionization current from
electrons in LHe and the resulting determination of the
charge thermalization distribution [22]. Guo et al. [20]
have reported on a measurement of the effect of an elec-
tric field on LHe scintillation produced by electrons up
to an electric field of 5 kV/cm at a single temperature of
1.5 K. The work presented in this paper significantly ex-
pands on both the electric field and temperature ranges.
As described below, our data not only provide important
information for using LHe for particle detection in a wide
range of physics experiments but also give new insights
into the process of geminate charge recombination and its
time and temperature dependence. Furthermore, it may
be possible to apply these findings to particle detection
and identification through pulse shape analysis.
This paper is organized as follows. Section II describes
the experimental apparatus and methods. Section III
presents the data and the details of the analysis method
employed. Section IV discusses the results and their in-
terpretation.
II. EXPERIMENTAL APPARATUS AND
PROCEDURE
A. Apparatus
The Medium-Scale High Voltage (MSHV) Test Appa-
ratus [36] was used to perform the experiment presented
in this paper. The MSHV Test Apparatus is a cryo-
genic apparatus designed and constructed to study elec-
trical breakdown in LHe at temperatures as low as 0.4 K
for pressures between the saturated vapor pressure and
600 Torr. In this apparatus, the 6-liter Central Volume
(CV), which can accommodate a pair of electrodes as
large as 12 cm in diameter, is cooled down to 0.4 K us-
ing a 3He refrigerator. A potential of up to ±50 kV
can be applied to each of the electrodes. For this ex-
periment, we replaced the MSHV electrode system with
the assembly depicted in Fig. 1. This assembly consists
of (1) a high voltage electrode 3.18 cm in diameter, on
which 113Sn and 241Am radioactive sources were electro-
plated, (2) an electropolished wire mesh that serves as
a ground electrode, (3) a cylindrical light guide made of
poly(methyl methacrylate) (PMMA), 2.54 cm in diam-
eter and 2.54 cm in length, whose end facing the wire
mesh was coated with vacuum evaporated tetraphenyl
butadiene (TPB), which converts the 80 nm EUV light
to 400 nm visible light, and (4) a G10 structure to hold
these components together. As shown in Fig. 1, this as-
sembly was mounted on one of the ports of the MSHV
CV. The 400 nm light from the TPB-coated end of the
light guide is guided to the other end, through a sapphire
viewport, and finally to a Hamamatsu R7725 photomuli-
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FIG. 1: A diagram of the MSHV Test Apparatus (left) and an enlarged view of the light detection system (right).
plier tube (PMT) for detection. This PMT is a modified
version with a Pt (platinum) underlay on the photocath-
ode, which was shown to function at temperatures as low
as 2 K [21, 43].
The PMT was thermally anchored to the 4 K shield
of the MSHV system [36]. As was done in Refs. [21] and
[43], the base circuit for the PMT adopted the split de-
sign, where the voltage dividing resistor chain, which is
thermally anchored to the 4 K heat shield, was separated
with a cryogenic ‘ribbon cable’ from the charge storing
capacitors, located directly on the PMT. The HV to bias
the PMT was supplied using a cryogenic HV coaxial ca-
ble.
Previous work has shown that the quantum efficiency
of the type of PMT used in this experiment decreased
by about 10% from room temperature down to 77 K,
but became stable below this point [43]. Such an effect
would impact any comparison made between measure-
ments taken far apart in time (many hours to a day)
when the photocathode could potentially be at different
temperatures, and hence result in different quantum effi-
ciencies between measurements. To monitor the temper-
ature of the PMT during the experiment, a temperature
sensor was attached to the base of the PMT. This part
was <10 K when the first set of data were acquired.
We chose 113Sn as our electron source since it pro-
vides monoenergetic electrons, giving a higher sensitiv-
ity to the electric field effect than was possible with an
electron source with a continuous energy spectrum [20].
The 241Am source served as a calibration source and
was co-electrodeposited with the 113Sn in a 6.35 mm
diameter spot at the center of the high voltage elec-
trode. The 113Sn and 241Am sources had activities that
corresponded to emission rates of 850 s−1 and 195 s−1
for 364 − 391 keV electrons and 5.388 − 5.544 MeV α-
particles, respectively, into the liquid at the time of the
experiment; 113Sn has a half-life of 115 days whereas the
half-life of 241Am is 432.2 years.
The gap between the wire mesh ground electrode and
the high-voltage (HV) electrode was 3.8 mm. This is
smaller than the range of 364 keV electrons, which is
∼7 mm. This arrangement results in a fraction of emit-
ted electrons hitting the light guide. This gap size was
chosen as a compromise between the following two con-
siderations: (1) the larger the gap, the larger the fraction
of electrons that “range out” in LHe in the gap; (2) the
larger the gap, the larger the electrical potential differ-
ence that is needed to achieve the same electric field.
With a gap size of 3.8 mm, ∼62% of the emitted 364 keV
electrons ranged out in LHe. Those electrons that do not
range out in the liquid in the gap hit the PMMA surface
coated with TPB or are backscattered toward the elec-
trode. Due to the high penetrating power, < 1% of the
electron’s energy is deposited in the TPB layer, and so
the number of photons produced by these electrons di-
rectly hitting the surface is negligibly small [38].
One of the HV feedlines of the MSHV system [36] was
used to supply an electrical potential of up to 15 kV to the
HV electrode. From the HV feedthrough on the CV to
the HV electrode, a HV feedline made of a polytetrafluo-
roethylene (PTFE) insulated metal wire was used. When
the supplied HV was 15 kV, the electric field in the gap
was 40 kV/cm, and the highest field on the wire mesh
was 90 kV/cm.
4FIG. 2: A sample digitized waveform. The red triangles
mark the locations of the detected peaks.
B. Data acquisition system
The signal from the PMT was sent to an ORTEC 474
timing filter amplifier set with an 100 ns integration time
and 100 ns differentiation time. One of the outputs from
the timing filter amplifier was sent to a linear amplifier
and discriminator. The other output was transferred di-
rectly to a DDC10 100 MHz waveform digitizer [44]. The
discriminator, whose threshold level can be adjusted, was
used to trigger the digitizer. The digitized waveforms
were continuously transferred to a DAQ computer and
saved to disk as the data were being acquired.
The data for α-particles and electrons were acquired
simultaneously with the trigger threshold set to a level
that corresponded to ∼3 photoelectrons (PEs). This trig-
ger level was chosen to avoid triggering on single photo-
electron pulses that are generated by PMT dark current
emission or afterpulses generated in the liquid. In terms
of the number of photoelectrons, this threshold drifted
slightly over the duration of the experiment due to a drift
in the PMT gain. The gain drift was a result of a lag in
the cooling rate of the internal PMT dynode structure
relative to that of the glass phototube. To account for
these drifts, the signals within a given dataset were cal-
ibrated against the single photoelectron response of the
PMT for that same dataset. This is further discussed in
Sec. III C 1.
For each trigger, a 20.47 µs waveform was captured.
Each waveform consisted of 2048 samples which were cap-
tured at rate of 10 ns per sample. The trigger was offset
by 2.1 µs from the start of the waveform time window
so that there was 2.1 µs of pre-trigger data and 18.37 µs
of post-trigger data. Figure 2 shows a sample digitized
waveform.
It was found after the data had already been acquired
that input reflection at the linear amplifier used in the
data acquisition system caused a reduction in the am-
plitudes of the digitized signals. To correct for this, a
pulse generator was used to measure the reduction as a
function of the amplitude of the input signal. We found
that only the large signals produced by α scintillation
were affected, and the amplitudes of these signals were
corrected using the calibration measurements made with
the pulse generator.
III. DATA AND ANALYSIS
A. Range of the measurements
Data were acquired for six different temperatures,
ranging from 0.44 K to 3.12 K, at a pressure of approxi-
mately 600 Torr rather than at saturated vapor pressure
(SVP). Measurements were made at two temperatures
above the lambda transition and four below it. For a set
of measurements at a fixed temperature, the potential
difference between the electrode and the wire mesh that
acts as a ground plane was ramped up from 0 to 15 kV.
At 0.44 K, measurements were made with both polarities
on the high voltage electrode. Table I summarizes the pa-
rameters for each of the datasets. The temperatures and
pressures shown represent the average of the start and
end values for each dataset. Here, we are referring to
a dataset as a complete series of measurements over the
range of voltages – for both polarities, when applicable –
at one temperature.
Uncalibrated ruthenium oxide (ROX) sensors were
used to monitor the temperature of the experimental vol-
ume. The ROX sensors have a stated accuracy of ±25
mK at 0.5 K and ±75 mK at 2.0 K [45]. The largest tem-
perature variation (2.43 - 2.27 K), one which was well
outside the stated uncertainty of the ROX sensors was
exhibited by dataset V, and was the result of difficulty
in stabilizing the temperature over the duration of these
measurements. With the exception of the 3.12 K dataset,
where the pressure varied between 648−605 Torr between
the start and end of the measurement cycle, the varia-
tion in pressure for all other datasets was only a few Torr
during the data acquisition of that dataset.
In total, the measurements consisted of 43 subsets of
data, and for each subset at a particular temperature,
pressure, and electrode voltage setting, 2 × 105 events
were acquired. Of these, approximately 30% were 241Am
α-particles [5485.7 keV (85.2%), 5443.0 keV (12.80%),
TABLE I: Dataset and conditions
Dataset T [K] P [Torr] E [kV/cm] ρ [g/cm3]
I 0.44 607 (-40, 40) 0.1466
II 0.84 611 (0, 40) 0.1466
III 1.15 600 (0, 40) 0.1466
IV 1.65 597 (0, 40) 0.1468
V 2.35 601 (0, 40) 0.1472
VI 3.12 627 (0, 40) 0.1418
55388.0 keV (1.40%)] and 70% were 113Sn conversion elec-
trons [363.76 keV (28.2%), 387.46 keV (5.48%), 391.0 keV
(1.245%)]. Here the paired values in square brackets
represent the energies of the particles and their corre-
sponding branching ratios, restricted to cases where the
branching ratio is at least one percent. The average en-
ergy, ε, for the α-particles and electrons were 5446 keV
and 368 keV, respectively. An event trigger was catego-
rized as either an α-particle or an electron by the number
of photoelectrons in the prompt pulse. The total acqui-
sition time for each data subset was approximately 10
minutes, and each subset was calibrated with the single
photoelectron distribution acquired in the same subset.
B. Waveform analysis
A peak detection algorithm is applied to each digitized
waveform. The algorithm detects the amplitude and lo-
cation of each peak in the waveform. Examples, marked
by red triangles, are shown in Fig. 2. Peaks are classi-
fied based on their time locations as one of the follow-
ing: a pre-trigger peak, a trigger peak (prompt pulse),
an afterpulse. The afterpulses are generated by single
photoelectrons, and their distribution is used to deter-
mine the PMT gain. For this purpose, only afterpulses
after 6 µs are used for fitting the afterpulse ADC spec-
trum. Furthermore, to prevent distortion to the single
photoelectron spectrum from overlapping afterpulses, a
pulse time separation analysis cut is made to remove af-
terpulses separated by less than 800 ns. However, these
analysis cuts are not used in analyzing the time spectrum
of the afterpulses, results of which will be presented in a
forthcoming paper.
C. Spectrum fitting
1. Afterpulse spectrum
Single photoelectron (SPE) pulses in the afterpulse re-
gion of both the α and electron triggered waveforms are
used to characterize the PMT gain, providing for the con-
version between the measured ADC channel to number
of photoelectrons. The SPE spectrum is fitted with the
PMT response function proposed by Bellamy et al. [46].
There are 7 free parameters in the fitting function: Q0,
σ0, Q1, σ1, µ, w, and α. The parameters Q0 and σ0 char-
acterize the mean and width of the pedestal distribution.
Q1, σ1, and µ characterize the PMT gain, distribution
width, and source intensity, respectively. The final two
parameters, w and α describe the discreet background
distribution. Once Q0 and σ0 are determined from a fit
of the pedestal distribution, their values are fixed in the
fit of the SPE distribution. Shown in Fig. 3a is a fit of the
SPE distribution for one subset of the data. The energy
resolution of the SPE response (σ1/Q1) obtained from
the fit is ∼32% and is consistent with the value expected
for the type of PMT used in this experiment. The fitting
procedure is performed to determine the PMT gain for
each data subset.
2. α prompt scintillation spectrum
The α ADC spectrum of the prompt scintillation signal
is fitted with an analytic peak-shape function proposed
by Bortels & Collaers [47] to fit α spectra in Si detectors.
The function consists of the convolution of a Gaussian
with the weighted sum of two left sided exponential func-
tions to model the low energy tail in the spectrum and is
given by
f(x) =
A
2
{
1− η
τ1
exp
(
x− µ
τ1
+
σ2
2τ21
)
× erfc
[
1√
2
(
x− µ
σ
+
σ
τ1
)]
+
η
τ2
exp
(
x− µ
τ2
+
σ2
2τ22
)
× erfc
[
1√
2
(
x− µ
σ
+
σ
τ2
)]}
. (3)
In Eq. 3, µ and σ are the mean and standard deviation
of the Gaussian component, τ1 and τ2 are the param-
eters of the two exponential functions, η is a weighing
factor, and A is the overall normalization. A third expo-
nential can also be included to further improve the fit in
some instances, but we find that two terms are sufficient
for a good fit to our data and choose not to include the
additional term in our analysis. In principle, the α spec-
trum for 241Am is fitted with multiple peaks and Eq. 3
is written as a sum over the number of peaks in the fit.
However, we choose to fit the spectrum with only one
peak because the secondary peaks in the spectrum are
very close in energy to the primary peak and also have
much smaller branching ratios. The number of photo-
electrons in the peak, NPE , is equal to µ/Q1, where Q1
is the ADC gain determined from a fit of the afterpulse
ADC spectrum. Figure 3b shows a fit to the α prompt
scintillation spectrum of one data subset using Eq. 3.
3. Electron prompt scintillation spectrum
The 113Sn electron prompt scintillation spectrum is fit-
ted by a function composed of the sum of three Gaus-
sians, each representing one of the energies of the con-
version electrons, and an exponential function. The fit
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FIG. 3: (a) A sample fit of the afterpulse ADC spectrum for one subset of the data. The fit returns the PMT gain,
Q1, which is the ADC channel corresponding to one photoelectron. The left edge corresponds to an analysis
threshold for identifying pulses above the noise level. (b) A fit of the α ADC spectrum for one subset of the data
using the fit function given by Eq. 3. (c) A fit of the electron ADC spectrum for one subset of the data using the
fitting function given by Eq. 4.
FIG. 4: Simulated spectrum of the scintillation signal
produced by 364 keV electrons arriving at the PMT in
the experimental setup. The contributions to the total
spectrum (solid-filled gray) are from back-scattered
electrons that range out in the electrode (dashed red),
electrons that range out in the PMMA light guide
(dotted purple), and electrons that range out in LHe
(solid blue). Detector efficiency, resolution, and noise
are not included in the simulation.
function is given by
f(x) = N
{
a1 exp
[
−1
2
(
x− µ
σ
)2]
+a2 exp
[
−1
2
(
x− b2µ
σ
)2]
+a3 exp
[
−1
2
(
x− b3µ
σ
)2]}
+A exp (−λx) . (4)
There are five free parameters in the fit. Two of the pa-
rameters are the mean, µ, and width, σ, of the Gaussian
function for the 364 keV peak. The mean values of the
other two peaks are expressed as the mean of the first
peak weighted by the energy of these two peaks relative
to the first. The widths are taken to be the same for all
three peaks, and the amplitude of each peak is weighted
by its branching ratio. N is the overall normalization for
the Gaussian component. Two other parameters, A and
λ characterize the exponential component.
A fit of the electron prompt scintillation spectrum of
one subset of the data is shown in Fig. 3c, where the left
edge is due to an analysis threshold. The events that do
not range out in the gap between electrodes form a low
energy tail that extends below this threshold as shown in
the simulated spectrum in Fig. 4, which is obtained with
GEANT4 [48] and the PENELOPE Low Energy Elec-
tromagnetic Physics Model [49, 50]. In the simulation,
the geometry of the light detection setup (Fig. 1) is mod-
eled in GEANT4. Electrons with an energy of 364 keV
are emitted from the surface of the electrode isotropically
into the liquid, generating EUV photons, some of which
strike the TPB surface. These photons are then wave-
length shifted by the TPB, and a fraction of them are
captured and transmitted down the light guide, through
the sapphire window, and finally end up at the PMT
where they are counted. There are two components that
contribute to the low energy tail, one from electrons that
range out in the PMMA light guide(∼30%), and the sec-
ond from electrons that are back-scattered and range out
in the high voltage electrode (∼8%). Their contribution,
however, is smaller than the fraction of electrons that
range out in the liquid (∼62%), which forms a distinct
peak in the spectrum.
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FIG. 5: PMT gain from fits of the afterpulse spectra for
all 43 datasets acquired during this experiment. The
size of the statistical error bars is smaller than the data
points.
D. Results
1. PMT gain
The PMT gain for all subsets of the data acquired in
the experiment is shown in Fig. 5. The time order of the
data is as follows: 3.12 K (VI), 2.35 K (V), 0.44 K (I),
0.84 K (II), 1.15 K (III), and 1.65 K (IV). For the 0.44 K
data, the order of the voltage settings is the following:
0 kV, 3 kV, 6 kV, 9 kV, 12 kV, 15 kV, 1 kV, 2 kV,
-3 kV, -6 kV, -9 kV, -12 kV, -15 kV. We observed a
trend of decreasing PMT gain with time, highlighting
the importance of individually calibrating each subset of
the data with the afterpulse distribution from the same
subset.
2. Mean number of prompt photoelectrons
The mean number of photoelectrons in the prompt sig-
nal (first 100 ns), NPE , is defined as the fitted ADC
channel peak value of the α(electron) spectrum divided
by the PMT gain, Q1, measured at the same temperature
and field. The mean number of prompt photoelectrons
as a function of electric field for all temperature datasets
is shown in Figures 6a and 6b.
For the zero-field α data in this work, an approximately
8% decrease in the detected prompt scintillation yield
between 2.35 K and 0.44 K is observed (Fig. 7a). In
comparison, the data from Ito et al. [21] which were taken
at SVP show about a 9% reduction over approximately
the same temperature range. Density effects are a likely
explanation for this small difference. For more discussion,
see Sec. IV A.
For the zero-field electron data, we observe an increase
in the detected prompt scintillation signal with decreas-
ing temperature as shown in Fig. 7b. The trend exhibited
by these data is the inverse of the trend observed for α-
particles (Fig. 7a). In comparison, the results for electron
scintillation from Kane et al. [11] are strikingly differ-
ent. They observe a relatively flat yield for temperatures
above the lambda transition and a similarly flat yield for
temperatures below it. However, the low temperature
yield is reduced by about 5% relative to their high tem-
perature yield and a very steep, almost discontinuity-like
change around the lambda transition is observed, form-
ing a step-like function. We discuss in detail the origin
of the observed temperature dependence in Sec. IV B.
Our data and our understanding of the phenomenon are
not consistent with the sharp discontinuity observed by
Kane et al.. Their observation could be the result of their
particular methodology and experimental setup.
3. Normalized prompt scintillation yield
For analyzing the effect of the applied field on the scin-
tillation signal, it is more convenient to examine the zero-
field normalized scintillation yield, y, which is defined as
y(E, T ) ≡ NPE(T,E)
NPE(T,E = 0)
. (5)
Here, NPE is mean number of detected prompt pho-
toelectrons at a given temperature T and electric field
E and NPE(T,E = 0) is the number of photoelectrons
detected at the same temperature T and zero field. In
Fig. 8a and 8b, the zero-field normalized detected prompt
scintillation yield as a function of the applied electric field
is shown. The normalized α prompt scintillation yield
exhibits an interesting, and perhaps surprising, temper-
ature dependence of the yield reduction with field. This
feature was not observed by Ito et al. [21] over the tem-
perature range of 0.2 K to 1.1 K. Consistent with their
observation is the absence of a temperature dependence
in our data below 1.15 K. The yield reduction that we
observe between 0 and 40 kV/cm at 0.44 K is about 11%,
which is in good agreement with the results from Ito et
al.. Small differences are attributable to the uncertainty
in the electric field in both experiments. For this ex-
periment, the estimated uncertainty in the gap spanned
by the the high voltage electrode and the ground grid,
and hence the electric field, is ∼5-10%. Furthermore, the
measurements in this work are acquired at ∼600 Torr
while those from Ref. [21] are taken at SVP, and den-
sity effects may play a role. The electron light yield and
its field dependence will be discussed in more detail in
Section IV B.
4. Effect of voltage polarity on electrons
Given that most of the ∼364 keV electrons from the ra-
diation source used in this experiment will transverse the
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FIG. 6: The absolute mean number of detected PEs in the prompt signal (first 100 ns) for α-particles (a) and
electrons (b) as a function of the applied electric field.
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FIG. 7: The absolute mean number of detected PEs in the prompt signal (first 100 ns) at zero field for (a) 241Am
α-particles and (b) 364 keV electrons from 113Sn.
entire high field region between the electrodes, the effect
of the electric field on their energy and trajectories must
be considered. For this purpose, measurements were ob-
tained for a potential difference between the electrode
and wire mesh of -15 kV to +15 kV. These measure-
ments are only made at T = 0.44 K, and the normalized
scintillation yield of the prompt signal at this tempera-
ture for the two electrode polarities is shown in Fig. 9
(top plot). Note that the horizontal axis represents the
absolute value of the electric field.
With a range of ∼7 mm for 113Sn conversion electrons
in LHe and a high field region gap size of ∼3.8 mm,
only electrons tracks with steep angles relative to the
electrode surface normal will range out in the liquid.
This implies that the effect of the electric field (rel-
ative to no field) should be of order a few percent
(40 kV/cm x 0.38 cm/364 kV = 4%). Plotted in
Fig. 9(bottom plot) is the half-difference between the
negative and positive polarity light yield, showing that
the effect is indeed small and only ∼1% at the highest
field measured. Also notice that the normalized detected
light yield for the negative polarity data is higher than
that for the positive polarity data over the entire range
of electric fields. This is consistent with the expectation
that the electron energy is slightly boosted by the field
when the voltage on the source plated electrode is nega-
tive.
5. α/β ratio
The co-electrodeposition of the α and conversion elec-
tron sources in our experiment allows for simultaneous
measurements of the scintillation yield produced by these
90 5 10 15 20 25 30 35 40
0.84
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
(a) Normalized detected prompt yield y(E) for α-particles
0 5 10 15 20 25 30 35 40
0.5
0.6
0.7
0.8
0.9
1
(b) Normalized detected prompt yield y(E) for electrons
FIG. 8: The normalized detected scintillation yield of the prompt signal (first 100 ns) as a function of the applied
electric field at six different temperatures for (a) α-particles and (b) electrons. The temperature dependence seen in
the electron data is due to the signal integration time and is discussed further in Sec. IV B.
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FIG. 9: Top: The normalized scintillation yield in the
prompt signal as a function of electric field for the two
voltage polarities at T = 0.44 K. Bottom: The half
difference in the yield between the polarity
measurements.
two sources. From this, a determination of the α/β ratio,
or “quenching factor”, η, is quite straightforward. This
quantity is the ratio of the number of prompt photo-
electrons from α excitation per unit energy deposition to
prompt photoelectrons from electron excitation per unit
energy deposition and is defined as
η ≡ Rα
Rβ
, (6)
with
Rα(β) =
NPEs,α(β)
εα(β) × ωα(β) . (7)
The parameters ε and ω are the primary particle en-
ergy and the scintillation photon geometric acceptance
factor, respectively. The latter is the fraction of emit-
ted EUV photons generated by the corresponding par-
ticle that strike the TPB surface, which is determined
through a GEANT4 simulation using the PENELOPE
Low Energy Electromagnetic Physics Model. For every
α decay, Nγ,α primary photons are generated and emit-
ted isotropically, and of those, the number that strike
the TPB surface on top of the light guide, NTPB,α, is
counted. A histogram of NTPB,α is accumulated and fit-
ted with a Gaussian. The fitted mean value is divided
by the number of primary photons to obtain the photon
geometric acceptance factor, ωα. The same procedure is
carried out for electrons from 113Sn to obtain the elec-
tron geometric acceptance factor, ωβ , but the fit function
used for the electrons is given by Eq. 4. The simulation
is carried out for each liquid density listed in Tab. I. For
α-particles, the average geometric acceptance factor is
0.350 ± 0.001 with negligible changes with liquid den-
sity. The factor for electrons is 0.378 ± 0.002 between
0.44− 1.15 K, 0.379± 0.002 between 1.65− 2.35 K, and
0.377± 0.003 at 3.12 K. All stated errors are statistical.
We note that the estimated uncertainty in the positions
of the components of the light collection system is ∼5-
10%. However, the systematic errors on the absolute
geometric acceptances due to this uncertainty is small
(∼ 1%) and do not affect any of the discussion that fol-
lows.
Fig. 10 shows the ratio, η, as a function of the temper-
ature at zero field. The error bars are statistical and are
derived from the errors in the fits of the spectral peaks.
The ratio has a striking temperature dependence, and
this dependence is not merely a density effect because
simulations shows that the geometric acceptance factor
changes very little over the temperature range in the ex-
periment for both particle types. This effect is tied to
the temperature dependence of the zero-field scintillation
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FIG. 10: The α/β ratio as a function of temperature
corrected for geometric acceptance. Note that the
prompt signals from both particles are integrated over
the first 100 ns and the apparent temperature
dependence of the ratio is a result of this. Refer to
Sec. IV B for more details.
yield as shown in Figs. 7a and 7b. The reason behind this
is discussed in more detail in Sec. IV.
Several previous investigations of the α/β ratio have
been made. One of the earliest measurements was made
by Miller[12], who measured a value of 0.182 (3% stated
uncertainty). The two sources used in his experiment
were 241Am and 60Co, and the wavelength shifters were
POPOP and DPS. Presumably, the measurement was
made at ∼4 K, although the exact temperature is not
stated in the paper. Moreover, the integration time of the
signal pulse is not specified so it is not known if the ratio
is only of the prompt component of the scintillation or has
a contribution from the afterpulses as well. Given these
uncertainties, a direct comparison of the results from this
work with those of Miller is tenuous. Nevertheless, at
face value, the results in this work do not appear to be
reconcilable with those of Miller, and the reason behind
the disagreement is unclear.
Other measurements of the α/β ratio in the literature
include those from Adams [14] and Adams et al. [15]. In
the former work, it is stated that 35% of an electron’s
energy goes into scintillation light while for an α particle
it is only 10%. This implies an α/β ratio of 0.29. How-
ever, in Ref. [15], the fraction of energy that goes into
scintillation is stated to be 24% and 10% for the electron
and α, respectively. The ratio implied by these values
is 0.42, and this value appears to be consistent with our
lowest temperature result of 0.45.
McKinsey et al.[19] has also measured the ratio, stating
a value of 0.50±0.10. The α and electron sources used in
their experiment were 241Am and 113Sn, respectively, and
the wavelength shifter used was TPB doped polystyrene
at 40% concentration; thus the setup of their experiment
is very similar to the one used in this work. Within the
stated uncertainty, their result is consistent with our new
results.
IV. DISCUSSION
A. Temperature and electric field dependence of α
prompt scintillation
The temperature dependence of the prompt scintilla-
tion yield at zero electric field for α-particles plotted in
Fig. 7a is consistent with what was reported in Ref. [21].
A similar temperature dependence, that is, a reduction
in scintillation yield with decreasing temperature, was
observed in the past [4–10]. As pointed out in Ref. [21],
however, the results from these past experiments cannot
be directly compared to the results reported here and in
Ref. [21]. The electronics integration time for the scin-
tillation pulse was ∼1 µs in the previous experiments,
whereas it was ∼100 ns in the experiments reported here
and in Ref. [21]. The scintillation pulse in the past ex-
periments are likely to have included part of what we call
“afterpulses”, which have their own temperature depen-
dence [21].
In a series of papers, Hereford and collaborators (see
Ref. [10] and references therein) described a model for
scintillation light production. They attributed LHe scin-
tillation to radiative destruction of some metastable
states due to interactions with some collision partners.
The temperature dependence of the scintillation yield
comes from the temperature dependent diffusion con-
stant of these species in LHe, which affects the rate of
expansion of the column that contains these species.
However, this picture is incompatible with our current
understanding of the phenomenon. Here, the prompt
scintillation is due to radiative decay of excited singlet
species (excimers and atoms). Furthermore, the temper-
ature inside the column created by the passage of an α
particle is about 2 K irrespective of the temperature of
the bulk LHe when it is below ∼1.8 K [21].
The temperature dependence of the zero-field scintilla-
tion yield can be more naturally attributed to the effect
of phonons and rotons confining the columns of positive
and negative species. At lower temperatures, where the
density of phonons and rotons is lower, the column ex-
pands faster, lowering the recombination rate and reduc-
ing the scintillation light emitted during the electronics
integration time.
The same process can explain the temperature depen-
dence of the effect of an electric field on the yield of the
α-induced scintillation shown in Fig. 8a. As discussed in
Ref. [21], in the presence of an electric field, the fraction
of ions that recombine depends on a single parameter
f =
√
pi0bE/(N0e), where b is the Gaussian width of
the charge column and N0 is the number of charges per
unit length along the track. At lower temperatures, b
tends to expand faster, but an increase in b has the same
effect as increasing the electric field, E. Thus, at a given
field, its effect is magnified when b increases.
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B. Temperature and electric field dependence of
electron prompt scintillation
At the highest field measured, the electron data show
a reduction in the prompt scintillation yield of > 30%.
Furthermore, the normalized prompt scintillation yield
as a function of applied field in Fig. 8b possesses an in-
triguing feature – a conspicuous temperature dependence
that is most notable when comparing data obtained at
temperatures above the lambda transition against those
acquired below it. Below we discuss these observed fea-
tures in more detail and outline a possible explanation
for our observations.
1. Model of scintillation yield vs electric field
Consider the following model for the dependence of the
prompt scintillation yield on electric field. Let a be the
number of electrons and positive ions that recombine as
singlets, b the number that recombine as triplets, and x
the ratio of the number of singlet excitations to the to-
tal number of ionizations. Then the prompt scintillation
yield as a function of field is
Y (E) = a− a
a+ b
I(E) + x(a+ b), (8)
with I(E) being proportional to the ionization current.
The first term corresponds to the prompt scintillation
yield due to excimers in the absence of an electric field.
The second term represents the reduction due to the
electric field. The third term represents the contribu-
tion from excited atoms. Normalizing the current to the
value at E = ∞, I(∞) = a + b, the normalized current,
i.e. the fraction of charges that escape recombination at
the given electric field, is
i(E) =
I(E)
a+ b
. (9)
The prompt scintillation normalized to the value at E =
0, namely,
Y (0) = a+ x(a+ b), (10)
results in the normalized prompt scintillation as
y(E) = 1− i(E)
1 + x(1 + b/a)
= 1− fsi(E), (11)
where fs is the fraction of the prompt scintillation light
from ionization.
Sato et al. [51] calculated the ratio of the number of
direct excitations to ionizations in helium to be 0.45 for
electron recoils. Among the excited atoms, 83% are in
the spin-singlet state and the remaining 17% are in the
spin-triplet states[51]. For the excimers that form on
recombination, experiments indicate that approximately
50% are in excited spin-singlet states and 50% are in spin-
triplet states [14]. With x = 0.37 and b/a = 1.0, Eq. 11
reduces to
y(E) ' 1− 0.57i(E). (12)
Thus, the zero-field normalized electron scintillation yield
has a very simple dependence on the ionization current,
and measurements of the latter have been made by Seidel
et al. [22]. However, there is some uncertainty in the
prefactor, fs = 0.57, in front of the ionization current
term in Eq. 12. This is primarily due to the uncertainty
in the parameter b/a. Conservatively, we can take the
uncertainty of this parameter to be 50%, and this would
correspond to an estimated lower and upper bound on the
prefactor of fs = 0.52 and fs = 0.64, respectively. Hence,
the sensitivity of Eq. 12 to deviations of the parameter
b/a from 1.0 appears to be quite modest. In the following,
we will perform calculations using all three values of fs
to gauge the robustness of the model to the imperfect
knowledge of its parameters, and whenever not specified,
the value of fs is taken to be 0.57.
Utilizing i(E) from Seidel et al. [22], a comparison of
the model prediction with data is shown in Fig. 11. There
is fair agreement between the fs = 0.57 curve and the
low temperature data (< 2 K), but there are two imme-
diate observations of note. First, the model is not able to
account for the observed temperature dependence of the
light yield regardless of the value of fs. Additionally, even
though the model appears to have better agreement with
our low temperature data, there still exists a discrepancy,
particularly in the low field region (below ∼ 8 kV/cm).
We address these observations in the following discussion.
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FIG. 11: The normalized prompt light yield as a
function of the applied electric field for 364 keV
electrons from 113Sn. The curves are the expected yield
from Eq. 12 with the ionization current from Seidel et
al. [22] for different values of fs. Refer to text for more
details about the apparent temperature dependence.
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2. Zero-field temperature dependence
It is clear that the model is unable to account for the
observed temperature dependence shown in Fig. 11, and
it is possible that this is merely a consequence of an in-
adequate model. But from a different perspective, the
reasonable agreement between model and data even with
the use of an independently obtained ionization current
measurement and numerical values of model parameters
indicates there is at least some merit to this model. Let us
then suppose that there is an alternative explanation for
the discrepancy and that our model has some veracity. If
such is the case, a clue to the origin of the temperature
dependence appears to lie in the zero-field scintillation
data given that the normalization is performed with re-
spect to them. That an effect emergent at zero field could
also appear in the finite field data is not surprising. The
absolute scintillation yield shown in Fig. 6b is suggestive
of this very possibility. It shows that for fields greater
than approximately 15 kV/cm, the absolute yield for dif-
ferent temperature datasets converge to approximately
the same value. This is indicative of an effect that is
manifested at zero or low fields but become greatly di-
minished, or possibly vanishes entirely, at higher fields.
If we consider the prompt signal at zero field as a func-
tion of temperature as shown in Fig. 7b, it is immediately
apparent that the amount of detected light is much higher
for the data measured at temperatures below the lambda
transition. For instance, the detected yield at 3.12 K is
approximately 12% lower than that measured at 0.44 K.
Perhaps, the behavior is merely a result of a liquid den-
sity temperature dependence? However, a more careful
examination reveals that a change in the liquid density
cannot be the primary reason for the observed behav-
ior. Since our measurements are acquired with the liquid
under a pressure of ∼600 Torr, the difference in density
between 0.44 K and 3.12 K is only about 3%, and there
are very small density differences for temperatures in the
range of 0.44 K to 2.35 K (Tab. I). Therefore, density
effects alone cannot explain the observed temperature
dependence of the zero-field data, particularly the < 3 K
data.
3. Ion mobility and recombination time
Of the many properties of LHe that are known to
change with temperature, the mobilities of ions are of
particular interest because they affect the recombina-
tion process. As shown in Fig. 12 the zero-field mobil-
ity of both the positive and negative ions changes rather
rapidly below the lambda transition [52]. The change
here mirrors what is observed in the absolute scintilla-
tion yield of Fig. 7b. It is therefore conceivable that an
effect arising from a temperature dependent ion mobil-
ity may explain the zero-field temperature dependence of
the electron prompt scintillation yield.
The mechanism by which the temperature dependent
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FIG. 12: The zero-field mobility of positive and
negative ions in LHe as a function of temperature from
Donnelly & Barenghi [52].
mobility would affect the detected prompt light yield has
to due with the finite recombination time for the thermal-
ized ion pairs. In this experiment, the integration time
for the prompt pulse is set to 100 ns, so that scintillation
light emitted by excimers formed through recombination
after this time will not be accumulated in the prompt sig-
nal. Qualitatively, the trend of the ion mobilities shown
in Fig. 12 is not inconsistent with the observed lower
light yield detected at higher temperatures; the mobili-
ties are much smaller at these temperatures, so that the
ions will take longer to recombine as compared to when
the temperature is below the lambda transition, resulting
in a reduced detected light yield for a given finite signal
integration time window.
To illustrate this point more quantitatively, consider
the simple case of a single pair of ions separated by dis-
tance r0. Once they have thermalized, the pair will drift
towards one another due to their mutual Coulomb at-
traction. Under the assumption of a field-independent
mobility and ballistic ion motion, an estimate of the re-
combination time, τr, is given by
τr =
4pi0r
3qµ
r30 =
4pi
3q(µ+ + µ−)
r30, (13)
where µ = µ+ + µ− is the combined mobility, q the
electric charge, and  = 0r is the permittivity of LHe.
Williams [53] obtained the same estimate of the recom-
bination time and also applied the Nernst-Einstein rela-
tion, D = µkBT/q, to relate the mobility to the diffusion
coefficient.
From Seidel et al. [22], the typical separation for ion-
pairs produced by an electron is ∼ 40 nm with 10% of
the ion-pairs having an initial separation greater than
100 nm. Considering that the difference in the zero-field
light yield between 0.44 K and 3.12 K is ∼12%, we take
the latter separation distance as representative of the rel-
evant length scale to consider. The estimated recombi-
nation time at a separation of r0 = 100 nm is τr ≈ 38 ns
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for T = 3.12 K but is < 1 ns for temperatures below 1 K.
Hence, the estimate for T = 3.12 K is of the same order
as the signal integration time. Certainly, the assumption
of ballistic motion is not entirely accurate because diffu-
sion is present. But in the more accurate description that
includes the effects of diffusion, the true recombination
time is longer than the estimate obtained from Eq. 13.
In fact, Ludwig [54] has shown that Eq. 13 overestimates
the recombination rate (i.e. underestimates the recombi-
nation time). Thus, this estimate can be thought of as
representing somewhat of a lower bound on the recombi-
nation time.
An upper bound on recombination time can be ob-
tained by considering the case of diffusion dominated mo-
tion. In such a case, the average time for a displacement,
r0, is
τr,D =
r20
2(D+ +D−)
, (14)
with D+ and D− being the coefficients of diffusion for
the positive and negative ions, respectively [55]. For
r0 = 100 nm and T = 3.12 K, the diffusion dominated
recombination time is τr,D ≈ 2900 ns. The true recombi-
nation time as well as the experimental integration time
both lie within the calculated bounds, so the significance
of this effect on the detected light signal cannot be im-
mediately dismissed.
There are, of course, other effects that must also be
considered in this analysis. These include the field de-
pendence of the mobility and the effect of vortex rings
on ion motion. The latter effect, however, appears not
to be significant for temperatures close to Tλ; the pos-
itive ion does not become trapped in a vortex ring un-
less T . 0.65 K, and a negative ion will bind only up
to T ∼ 1.7 K [56]. At a temperature of T = 1.12 K,
the transit time for a negative ion to transverse some
given distance is about a factor of four higher when it
is trapped versus when it is free [56]. But at this tem-
perature, the estimated recombination time is < 1 ns for
r0 = 100 nm, suggesting that the effect of vortex rings is
mostly negligible to the present discussion.
A more rigorous treatment of the time-dependent
problem of geminate recombination, that of isolated
pairs of ions undergoing diffusive motion in their mutual
Coulomb field, must start with the Debye-Smoluchowski
equation,
∂ρ(~r, t)
∂t
= ∇D ·
[
∇ρ+ ρ
kBT
∇U(r)
]
, (15)
where ρ(~r, t) is the probability density of one ion relative
to its partner at time t, D = D+ + D− is the diffusion
coefficient, T is the absolute temperature, and U is the
interaction energy for an isolated pair of ions [57].
The well-known Onsager theory of geminate recombi-
nation [42] corresponds to the solution of this equation
in the limit of t → ∞. As such, the solution is only
applicable in the steady-state situation and does not in-
clude any time dependence of the recombination process.
Nonetheless, approximate time-dependent solutions have
been obtained by several authors [58–66], and the full
analytic solution was obtained by Hong & Noolandi for
both the special and general cases of without and with an
externally applied electric field [67, 68]. Unfortunately,
their full analytic solutions are found in Laplace trans-
form space and as a consequence are immensely compli-
cated and difficult to evaluate numerically, so that ap-
plication to the analysis of experimental data is not en-
tirely straightforward. In the discussion that follows, an
approximate solution in the time domain developed by
Green et al. [66], which is applicable to the situation in
which the initial ion pair separation distance is signifi-
cantly smaller than the Onsager radius and the medium
has a low permittivity, is used for the analysis of our
data.
4. Recombination survival probability
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FIG. 13: The recombination survival probability as a
function of time for two different values of r0 at
T = 1.0 K and T = 3.0 K. The curves are calculated
using the approximate solution developed by Green et
al.[66].
When discussing recombination, the quantity of partic-
ular interest is the survival probability, Ω(r, t, T ), which
is the fraction of particles that have not recombined in
the system at time t, temperature T , and initial sep-
aration r. Shown in Fig. 13 is the calculated survival
probability using the Green et al. approximate solution
[66] to the Debye-Smoluchowski equation. The probabil-
ity is calculated for two different initial ion separations
of 100 nm and 150 nm at a temperature of 1.0 K and
3.0 K by making use of the mobility data from Donnelly
& Barenghi [52]. The results indicate that the survival
probability at 3.0 K approaches 1.0 for an initial separa-
tion of r0 = 150 nm with t = 100 ns, the signal integra-
tion time in the experiment. At 1.0 K, the survival proba-
bility is zero for both initial separations when t = 100 ns.
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Notably, the survival probability changes rather rapidly,
falling from one to zero within a single decade of time.
This behavior is implied by the power-law dependence of
the initial separation in the recombination time from our
earlier estimate from Eq. 13.
The implication of this is that any geminate pairs with
an initial separation greater than ∼150 nm will not con-
tribute to the prompt scintillation signal for the chosen
integration time at 3.0 K but will contribute at 1.0 K.
The degree to which the recombination of geminate pairs
contributes to the signal will depend on the distribution
of their initial separation.
5. Thermalization distribution
A determination of the temperature dependence of the
light yield requires knowledge of the thermalization dis-
tribution. The initial separation of an ion-pair is also
typically referred to as the thermalization length, so we
will adopt this latter terminology in the discussion that
follows. The secondary electrons produced in the wake
of an ionization track will have a distribution of thermal-
ization lengths relative to their geminate partners, N(r),
and in general the thermalization length distribution is
also a function of temperature. The survival probability
averaged over this distribution is given by
Ω(t, T ) =
∫ ∞
0
Ω(r, t, T )N(r)4pir2dr. (16)
It then follows that the normalized detected light yield
as a function of temperature is
y(t, T, E = 0) = fr
[
1− Ω(t, T )]+ fex, (17)
where fr and fex are the fraction of scintillation due to
recombination and excitation at zero field, respectively.
Implicit in Eq. 17 is the assumption that any time depen-
dence in the excitation component of the signal is negligi-
ble compared to the experimental integration time. This
is supported by experimental observation that the singlet
excimers radiatively decay within 10 ns of the initial ion-
ization event [18], a significantly shorter timescale than
the signal integration time of our experiment.
As discussed below, N(r) can be determined from the
ionization current data, or equivalently the scintillation
yield dependence on the electric field. We will determine
N(r) from our scintillation data. However, fitting the
light yield for the two highest temperature datasets to
derive the distribution is not possible because the pres-
ence of the recombination effect on the zero-field signal
directly affects the field dependence. For this reason, we
will use the 0.44 K data to derive the distribution.
The thermalization distribution is determined by using
the analytic method developed by Seidel et al. [22]. The
ionization current, i(E), is determined from the normal-
ized detected light yield, y(E), from Eq. 12. Then, N(r)
is obtained from the relation
N(r) =
4pi1/2
3/2
0 E
5/2
e3/2
d
dE
(
i+ E
di
dE
)
(18)
which applies to motion in a viscous medium [22].
For fitting the detected light yield, the use of a spline
polynomial model is not preferred because it would re-
strict the fit to the range of the data. Furthermore, the
sparseness of our data points makes such a fit model un-
reliable. Instead, a more reliable fit can be obtained by
specifying a functional form. For this, we choose the
simple analytic expression proposed by Boag [69] and
rediscovered by Thomas & Imel [70] in their efforts to
determine the fraction of charges escaping initial recom-
bination.
We note that there are possible objections to using this
model given its lack of physical justification. However,
its experimental success and general applicability to both
columnar and cluster recombination show its usefulness,
even if only as an empirical model. But it is also im-
portant to note that although the model’s use provides a
straightforward and convenient means for obtaining the
sought after thermalization distribution, our use is lim-
ited to only its functional form and does not represent a
means to obtain a determination of any physical param-
eters.
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FIG. 14: Fits of the normalized current derived from
the scintillation measurements and the model in Eq. 12
for the T = 0.44 K data with a function of the form
proposed by Refs. [69] and [70].
The fit of the normalized current for the T = 0.44 K
dataset using the chosen functional form is shown in
Fig. 14. The goodness of fit is indicated by the degree of
freedom (DOF) adjusted R2 value. We note that the data
points used in these fits are derived from the midpoints
spanned by the positive and negative polarity datasets.
For the two field data points (∼2.5 and 5 kV/cm) in the
positive polarity set that are not present in the negative
polarity set, the values are simply taken from the posi-
tive polarity set without alterations. The polarity effect
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at those two points is negligible as indicated by Fig. 9.
Fitting of the ionization current is done for the three val-
ues of fs, and the best fit is obtained for fs = 0.57.
10-6 10-5 10-4
106
108
1010
1012
1014
1016
FIG. 15: The thermalization distribution derived from
scintillation measurements in this work for different
values of fs and the distribution from Seidel et al. [22].
In Fig. 15, the distributions obtained from the fit of
the T = 0.44 K dataset with different fs values along
with the distribution derived from the ionization current
measurements of Seidel et al. [22] are shown. The de-
rived distributions are similar regardless of the value of
fs, and so the shape of the distribution appears to be
robust against uncertainty in the parameter b/a of the
model. The important feature to highlight is the presence
of a much heavier tail in the distributions derived from
the scintillation measurements in this work. In particu-
lar, the fraction of charges with separation greater than
100(150) nm is 25%(15%) for the distribution (fs = 0.57)
derived in this work compared to only 10%(3%) for the
distribution from Seidel et al. [22]. At separations greater
than 100 nm, our distribution has approximately an r−4
dependence. The probability density function for a ther-
malization length r is N(r)r2 and thus has a r−2 depen-
dence. Interestingly, in a Levy walk, the distribution of
step sizes is f(x) ∼ |x|−(1+α) with 0 < α < 2 [71].
The distribution derived from our scintillation mea-
surements suggests there is a larger fraction of ion-pairs
separated by distances greater than 100 nm than what
is obtained from the distribution of Seidel et al. [22]. In
fact, this result is expected if the field dependence of the
electron scintillation is well described by the model pro-
posed in Section IV B 1. The reason for this expectation
is that the curves from Fig. 11 are suggestive of a heavier
tailed thermalization distribution; the data show a larger
yield reduction at low fields than what the model predicts
with the ionization current from Seidel et al. [22]. How-
ever, it is important to note that this does not necessarily
suggest that the distribution from their work is in error.
Rather, it is likely that their distribution is not applicable
to the scintillation data from this work due to differences
in experimental setups. In particular, the energies of the
electron sources used in the two experiments are quite
different (mean energy of 17 keV for 63Ni vs 364 keV for
113Sn ), and so the distribution of separation distances of
the thermalized charges need not necessarily be the same
because the initial energy and spatial distribution of the
secondary electrons are not necessarily identical. We will
expand upon this point in more detail in Section IV C.
Utilizing the model derived thermalization distribu-
tions, the predicted light yield as a function of tempera-
ture at zero field as given by Eq. 17 is shown in Fig. 16.
The distributions are obtained from a fit of the scintilla-
tion data at 0.44 K. The fraction of prompt scintillation
light due to recombination and excitation is taken to be
fs and 1−fs, respectively. Corrections for density effects
on the thermalization distribution are included in the cal-
culations. This is done by letting r → r(ρ0/ρT ), where ρ0
is the density at 0.44 K and ρT is the density at tempera-
ture T . Additionally, the data points incorporate changes
to the photon geometric acceptance onto the TPB wave-
length shifting coating due to density/temperature ef-
fects, and these are accounted for with simulations.
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FIG. 16: The normalized scintillation yield as a
function of temperature normalized to the yield at
0.44 K (black triangles), and the yield obtained from
calculations of the recombination probability for the
thermalization distributions derived from model fits
with different values of fs.
The calculated temperature dependence of the zero-
field yield reproduces the general trend of the data. Un-
certainties in the value of the prefactor fs does not appear
to significantly alter the behavior of the yield with tem-
perature. The lack of complete agreement between calcu-
lations and data may be due to the presence of other ef-
fects besides finite recombination time. Perhaps, another
temperature dependent effect influencing the scintillation
yield exists, one which is not accounted for by our model.
Moreover, it must also be mentioned that in the discus-
sion thus far we have assumed a field-independent mo-
bility. However, experiments show that this assumption
is only valid for fields up to a few 100 V/cm, beyond
which point the mobility decreases. When the ion-pair
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separation is less than ∼100 nm, the field strength is
> 1000 V/cm and the drift velocity of the ions at low
temperatures may approach the Landau limit (∼60 m/s),
above which the mobility reduces with increasing field
strength [3]. But when the drift velocity is at the Lan-
dau limit, the time to transverse the final 100 nm is only
a few ns, so this effect appears negligible when compared
to the signal integration time. At higher temperatures,
a decrease in mobility at high fields may still play a sig-
nificant role.
C. Energy dependence of thermalization
distribution
The spatial distribution of thermalized secondary elec-
trons with respect to their geminate partners depends on
the initial energy distribution of the electrons and the en-
ergy loss processes they undergo in the medium. For in-
stance, a 10 eV electron is estimated to require on the or-
der of 104 collisions before being thermalized in a sphere
of approximately 100 nm from its positive ion partner
[22]. In principle, knowledge of the initial energy distri-
bution and all the energy loss processes allows for the
determination of the spatial distribution of the thermal-
ized electrons. However, in practice, that determination
is not so straightforward. By restricting our attention to
only the energy distribution of secondary electrons, the
problem is made much more tractable while still provid-
ing useful information about the energy dependence of
the thermalization distribution.
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FIG. 17: The single differential ionization cross-section
for primary electron energies of ε = 17 and 364 keV in
helium calculated using the model proposed by Kim
and Rudd [72].
To start, let us consider the single differential ioniza-
tion cross-section for electron impact, dσ/dW , as a func-
tion of the secondary electron energy, W , in helium. This
is plotted for two different primary electron energies in
Fig. 17 [72]. The formulas used for this calculation are
valid for relativistic primary electron energies and are
an extension of the binary-encounter-dipole model pro-
posed by Kim and Rudd [73]. The lower energy curve
represents the energy distribution of secondary electrons
from the 63Ni source (mean primary electron energy of
17 keV) used in the ionization current measurements of
Seidel et al. [22], while the 364 keV curve represents the
distribution of the 113Sn source used in the scintillation
measurements from this work.
Interestingly, the shape of the energy distribution of
secondary electrons is nearly identical for the two pri-
mary electron energies being considered as shown in
Fig. 17. The main difference is that the lower primary en-
ergy distribution is shifted upwards towards higher cross-
sections relative to the other distribution. Therefore, this
would seem to imply that the thermalization distribu-
tion is independent of the energy of the primary electron.
However, even though the shape of the energy distribu-
tion of secondaries is similar, the relative shift between
the two is key to understanding the energy dependence
of the thermalization length distribution which is ulti-
mately related to the difference in the ionization density
and the mean separation distance between ion-pairs.
Before discussing the importance of the ionization den-
sity, let us further inspect the shape of the energy distri-
bution by considering the fraction of the secondary elec-
trons having energies in the range of 10 eV to 19.8 eV.
The estimated thermalization length for an electron with
an energy of 10 eV is 100 nm [22], and 19.8 eV corre-
sponds to the energy of the first excitation level in he-
lium, below which electrons can only lose energy through
the inefficient process of scattering with helium atoms.
To estimate the fraction of secondary electrons that has
a thermalization length greater than 100 nm, we inte-
grate the distribution in Fig. 17 from W = 10 eV to
W = 19.8 eV and take the ratio of the result to the to-
tal ionization cross-section. This results in ∼ 21% and
20% of secondary electrons being thermalized at separa-
tions > 100 nm for a primary electron energy of 364 keV
and 17 keV, respectively. These values represent only a
lower bound because very high energy secondary elec-
trons can further ionize, producing tertiary electrons,
some of which will have energies in the range of 10 to
19.8 eV. Interestingly, the fraction obtained from this es-
timate is similar to the value (25%) obtained from the
distribution derived from the model fit of our scintilla-
tion data, but at the same time is significantly higher
than the value (10%) obtained from the distribution by
Seidel et al. [22].
The difference between the thermalization distribution
derived from the scintillation data in this work and that
obtained from the ionization current measurements of
Seidel et al. [22] is likely the result of the energy of the
electron source used in the experiment. The electrons
from the 63Ni electron emitter used in Seidel et al. [22]
have an end point energy of 66 keV and a mean energy
17 keV. Taking the value of 17 keV as the characteristic
electron energy of the 63Ni source and a W value of 43 eV
in helium, the electron average range is ∼ 4.3×10−3 mm
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in LHe and the average separation distance between ad-
jacent ion-pairs, x¯, is ∼100 nm. By comparison, the
364 keV electrons from the 113Sn conversion source used
in this work have an average range of ∼7 mm, corre-
sponding to an average separation between ion-pairs of
∼840 nm. Considering that the thermalization length
for an electron is a few 10s to 100s of nm, there is a non-
negligible chance for an electron, once thermalized, to
become paired/matched with a new positive ion partner,
one in which it did not originate from, when the average
separation between ion-pairs is much smaller than the
thermalization length. This shifts the distribution N(r)
to shorter r values. On the other hand, when the en-
ergy of the electron is such that the average separation
between ion-pairs is much greater than the average ther-
malization length, the exchange of ion partners does not
occur.
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FIG. 18: A diagram showing the model setup used in
the simulation of the thermalization distribution and its
dependence on the primary electron energy. Red-dashed
circles represent the ion locations and blue circles the
associated electrons.
We further explore such an effect on the thermalization
distribution through Monte Carlo simulations. Consider
three electron-ion pairs as shown in Fig. 18. The first
pair is located at the origin while the second and third
pairs are located at distances x12 and x13 from the first
pair, respectively. The pairs are arbitrarily chosen to
lie on the x-axis, and the x’s, which are the separations
between ion-pairs, are sampled from an exponential dis-
tribution. The mean of this distribution, λ, is dependent
on the energy of the primary electron. The appropriate
value for λ can be set in the simulation for an arbitrary
primary electron energy. For the case of a 17 keV elec-
tron in LHe, λ ∼ 100 nm. At the location of each ion-
pair, a random isotropic vector direction, rˆ, is chosen.
The length of the vector is sampled from the scintillation
data derived distribution, N(r)r2. These two randomly
generated quantities represent the direction and thermal-
ization length of the electron. The distance between the
positive ion at the origin and the three thermalized elec-
trons are then calculated, and the minimum distance, r′,
is determined. The process is repeated many times to
accumulate a distribution of r′.
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FIG. 19: The simulated thermalization distributions for
17 keV (blue dash-dotted) and 80 keV (purple dashed)
primary electrons and the distributions from Seidel et
al. [22] (red-dotted ) and this work (fs = 0.57) (black
solid). The red dotted and black solid vertical line
segments at r = 4.3× 10−6 cm and r = 1.9× 10−6 cm
denote, respectively, the reach of the measurement of
the corresponding experiment. Refer to text for further
details.
The results of the simulations are shown in Fig. 19
along with the thermalization distribution from Seidel et
al. [22] and the one derived from the scintillation mea-
surements in this work with fs = 0.57. There is relatively
good agreement between the simulated distribution and
the one from Seidel et al. [22] from r ≈ 2 × 10−5 cm
to r ≈ 4.3 × 10−6 cm, with the latter separation corre-
sponding to the highest field measurement in their ex-
periment. Here, r is related to the applied field by
r = (e/4pi0E)
1/2. The small vertical separation be-
tween the two in this region is likely due to a normal-
ization difference, whereas the wider separation at large
thermalization distances is most probably the result of
the simplistic nature of the simulations. One such sim-
plification is the use of a single primary electron energy,
which does not describe the full emission spectrum of the
63Ni source which has an end point energy at 66 keV. As
a result, the high electron energy component is missing
from the simulation, and this can be seen as the steeper
tail at large thermalization distances in Fig. 19. Further
highlighting this point is the simulated distribution for
80 keV electrons, which shows an enhancement of the
tail with primary electron energy.
We note that these rudimentary simulations are only
meant to illustrate some qualitative features of the ther-
malization distribution and its energy dependence. The
complexity necessary to accurately simulate the distri-
bution for an arbitrary electron energy is considerable
and well beyond the scope of this work. But in prin-
ciple, once the thermalization distribution is known, it
is a straightforward excercise to determine the scintilla-
tion and ionization current yields as a function of applied
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electric field.
Figure 20 shows the ionization current yields deduced
from our scintillation measurements for fs = 0.57 along
with those from Ref. [22]. Just as the thermalization
distribution has an energy dependence, the same depen-
dence is present in the ionization yield. This has impor-
tant implications for particle detection in that the mea-
sured ionization yield at one energy cannot be assumed
to be applicable to the entire range of the measurements
in the experiment. For example, with an applied field
of 1 kV/cm, approximately 10% of charges are extracted
from the ionization produced by 364 keV electron, but
this decreases to ∼2% when the mean energy is 17 keV.
At even lower energies, the yield should further decrease
and approach that for heavier ionizing particles. How-
ever, a determination of the precise level of reduction
becomes untenable with the present analysis because the
conditions for geminate recombination are no longer met
when the charge density is sufficiently high, as is the case
for electron energies of a few keV.
The ionization yields are shown to converge when the
electric field increases. The characteristic field strength
for this is approximately the strength required to pull
apart a pair of ions separated by the mean length of the
thermalization distribution, above which the contribu-
tion to the total ionization yield from the tail of the distri-
bution becomes less significant. This behavior is perhaps
the reason for the improvement in particle discrimination
observed for noble liquid detectors with increasing drift
field in the detection volume.
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FIG. 20: The ionization current as a function of applied
electric field. The solid black line is the ionization
current deduced from the scintillation measurements in
this work and the red-dotted curve is the measurements
of Ref. [22].
D. Prompt pulse shape and particle identification
The existence of a temperature dependent recombina-
tion time in LHe may provide for a potential application
in particle detection and identification. As we have dis-
cussed, this dependence results from the thermalization
distribution of the ion-pairs produced in the wake of an
ionizing particle and the influence of a temperature de-
pendent mobility on the recombination of the ions. As it
is known that the ionization density produced is related
to the properties of the charged particle, the effect is pos-
sibly very different for minimally ionizing particles (e.g.
fast electrons) as compared to heavy ionizing particles
(e.g. α particles and heavier nuclei). For instance, the
recombination time for α-particles is estimated to occur
on a timescale of only ∼0.1 ns [21] whereas that for elec-
trons is temperature dependent and can be much longer.
The consequence of this is that the shape of the prompt
scintillation signal may encode in it the identity of the
type of ionizing particle. Such an analysis of the scintil-
lation signal shape for particle identification is commonly
employed in detectors using solid-state or liquid scintil-
lators [74].
In LHe, the prompt scintillation signal is composed
of two components, one from the recombination of ions
leading to the production of molecular excimer states,
and the other due to the neutral excitations that are cre-
ated in the original ionization event. Notably, before
recombination occurs, the processes leading to the local-
ization and thermalization of the ions to create snowball
and bubble states happen very rapidly. The timescale
for these processes is of order a few 10s of ps [75], and
once thermalized, these species drift towards each other
to recombine. As shown in this work, the recombination
time scale is temperature dependent and can be longer
than 100 ns. For this reason, in the following discussion
we will neglect the time required for the localization and
thermalization of the ions. It then follows that the criti-
cal time scale, besides the recombination time, affecting
the shape of the prompt scintillation signal and which
is independent of both the temperature and the type of
ionizing particle is the singlet state mean lifetime, τd.
This implies that regardless of how quickly recombina-
tion proceeds, the singlet state lifetime will represent an
irreducible time resolution for any measurement.
In practical applications, the experimental quantity of
interest for particle detection and identification is the
rate at which the signal is generated rather than the sur-
vival probability of charges, a quantity that has thus far
been the focus of our discussion. The signal shape is de-
fined by the probability of emission of scintillation light
within a time interval t and t + dt and temperature T .
We denote this probability as S(t, T )dt with
S(t, T ) =
∫ ∞
0
R(t, t− t′)F (t− t′, T )dt′ (19)
19
-20 0 20 40 60 80
0
0.2
0.4
0.6
0.8
1
(a) 0.1 ns detector resolution
-20 0 20 40 60 80
0
0.2
0.4
0.6
0.8
1
(b) 2 ns detector resolution
FIG. 21: Calculations of the expected prompt scintillation signal pulse shape for electron ionization in LHe for
temperature of 0.4 K and 4.0 K and for detector resolutions of 0.1 ns (a) and 2 ns (b). The singlet-state decay time
constant is taken to be 5 ns.
where
F (t, T ) = fr
∂
∂t
[
1− Ω(t, T )] ∗H(t) + fexH(t). (20)
Here, fr and fex are the fraction of the prompt scintilla-
tion signal due to recombination and excitation, respec-
tively, and H(t) = e−t/τd/τd is the rate of scintillation
emission from singlet state decays. The component of
the prompt signal due to recombination is the convolu-
tion of the rate of recombination, ∂(1−Ω(t))/∂t and the
rate of decay of the singlets, H(t), that are created by
the recombination process. The second term in Eq. 20
is the contribution to the signal from the radiative decay
of singlet state excimers produced from neutral excited
atoms in the initial ionization process. Both terms are
convolved with the function, R(t, t′), which represents
the detector response at time t to an input at time t′,
to produce the measured signal. The contribution from
instrument noise is neglected.
Measurements from Ref. [16] show a scintillation pulse
shape decay time constant of < 7 ns for signals gener-
ated by ionizing radiation in LHe at 1.8 K. This, how-
ever, should represent an upper bound on the singlet-
state decay lifetime because the effects of recombination
are not negligible at this temperature. Therefore, we as-
sume a singlet state mean lifetime of 5 ns and use Eq. 19
and 20 to calculate the expected prompt scintillation sig-
nal from electron energy loss in helium at temperatures
of 0.4 K and 4.0 K. The detector response function is
taken to be Gaussian with widths of 0.1 ns and 2 ns,
where the former represents a near-ideal but still very
much achievable experimental resolution with the use of
fast response photo-detectors such as SiPMs. The results
of these calculations are shown in Fig. 21. Absent from
these figures are the calculated pulse shapes for α particle
induced scintillation. However, if α recombination hap-
pens on a very fast timescale as suggested by [21], then
the pulse shape will be comparable to that for electrons
at 0.4 K and will be primarily determined by the singlet
state lifetime. If this presumption holds true, then a LHe
detector operated around a temperature of 4 K will be
able to observe a difference in the prompt pulse shape
of the scintillation induced by α versus that from a fast
electron.
Measurements of the prompt scintillation pulse shape
generated by α-particles and 1 MeV electrons in LHe
at 4.2 K and 1.8 K made by Habicht [16] do show that
there is, indeed, a difference between the pulses gener-
ated by these two types of particles at 4.2 K. This dif-
ference, however, appears to vanish at 1.8 K. Altogether,
their observations are consistent with our discussion of
the temperature dependence of recombination.
There are several important aspects that must be con-
sidered in implementing this idea for particle identifica-
tion. First, the energy of the electron needs to be suf-
ficiently high that the particle is truly minimally ioniz-
ing and the description of geminate recombination ap-
plies. More precisely, the thermalization distribution
must have a sufficiently heavy tail so that the effects
of recombination are more easily detected. Moreover,
to accurately characterize the scintillation pulse shape, a
sufficient number of photons needs to be detected, and
processes that can further distort the time profile of the
photons must be keep to a minimum. One such process
is the conversion of the EUV scintillation light to longer
wavelengths by wavelength shifting fluors such as TPB.
The choice of wavelength shifter must then be guided by
the need for both high conversion efficiency and fast de-
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cay time, but if possible, the removal of the wavelength
shifter from the light detection process is most preferred.
Another process that must also be suppressed is multi-
ple scattering of photons as it would further degrade the
timing resolution of the measurement.
Missing from the discussion thus far is the presence of
an applied electric field which is commonly utilized in
particle detectors employing liquid and gaseous scintilla-
tors as the detection medium. This allows for a secondary
signal (S2), in addition to the primary scintillation sig-
nal (S1), to be observed by extracting the ions onto a
charge readout. The purpose of this is to make use of
the parameter S2/S1 for particle discrimination. How-
ever, the collection of charges produced by a heavy ioniz-
ing particle in LHe is difficult. For instance, at a field of
10 kV/cm, less than 10% of the charges from an α particle
is collected [21]. Whenever the application requires large
scale detectors, the voltages needed on electrodes are im-
mensely high and may not be achievable in practice. If
the scintillation pulse shape (S1) can solely provide for
the necessary discrimination power, then this potential
problem may be circumvented, and detector design and
operation are greatly simplified. If in the case the elec-
tric field is necessary for the application, the pulse shape
of S1 may be used in conjunction with S1/S2 to further
enhance discrimination power.
A very different possibility is to use helium in the
gaseous rather than liquid phase. In such a situation,
the S2 signal can be measured through either charge
avalanche amplification or proportional electrolumines-
cence. The latter is more advantageous from both an en-
ergy resolution and electrical stability standpoint. Fur-
thermore, the singlet state lifetime in helium gas at a
pressure of 700 Torr is determined to be 0.55 ns [76],
which should help in distinguishing the effect of the ra-
diative decay of singlet states relative to the recombi-
nation time on the pulse shape. A more comprehensive
consideration of this possibility, however, is beyond the
scope of this work.
For temperatures below the lambda transition, exploit-
ing the effects of recombination time for particle iden-
tification and discrimination seems less workable given
that recombination proceeds in similar swift fashion for
both electrons and α particles. However, this should not
be entirely ruled out without definitive experimental ev-
idence. The zero-field prompt scintillation yield data in
Section III D 2 hint at the possibility that the tempera-
ture dependent recombination effect for α-particles may
in fact be the inverse of electrons, though this is merely
speculation and requires further study for clarification.
Future measurements of the temperature and field depen-
dence of the prompt scintillation pulse shape produced
by the stopping of α-particles and electrons in LHe will
help answer this question.
Finally, considering that free electrons also form bub-
ble or localized states in liquid neon [77–81] as it does
in LHe, the effects of recombination time may be also
applicable to particle discrimination in liquid neon de-
tectors. Previous studies of particle discrimination in
liquid neon [82, 83] have been made but in the context of
measuring the ratio of the prompt to delayed scintillation
components. The latter is analogous to the afterpulses
observed in LHe scintillation. Whether discrimination
can be obtained through only the shape of the prompt
pulse and what operational parameters (pressure, tem-
perature, field, etc.) will maximize it are open questions
worth considering. Answers to these, however, are left to
future work.
V. CONCLUSION
The prompt scintillation signal generated by the pas-
sage of ∼364 keV electrons in LHe at 0.44 K exhibits a
∼42 % reduction at a field of 40 kV/cm. We show that
the apparent temperature dependence of this reduction
for electrons can be explained by an effect due to finite
ion recombination time and signal integration time. To
the best of our knowledge, this is the first time that the
effects of recombination time have been used to explain
such an observation in noble liquids. The observation of
this effect indicates the existence of a heavy-tailed distri-
bution of thermalization distances produced by electrons
as has been suggested by the work of Seidel et al. [22].
Furthermore, this thermalization distribution appears to
have a dependence on the energy of the primary electron,
with higher energy electrons producing a heavier-tailed
distribution. A potential application of the recombina-
tion time effect is the use of pulse shape analysis for par-
ticle identification and discrimination in particle/nuclear
physics experiments.
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