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Il monitoraggio delle prestazioni dei sistemi controllati (Control Loop Performance 
Monitoring, CLPM), è un aspetto molto importante nell’ottimizzazione della 
conduzione di un processo industriale. Una gestione ottimale comporta il rispetto delle 
specifiche (ad esempio sulla qualità dei prodotti e sulle emissioni di inquinanti) e la 
minimizzazione dei consumi di energia.  
Il mantenimento di condizioni operative, costanti o variabili nel tempo come 
conseguenza di una ottimizzazione dell’impianto effettuata dal sistema gerarchicamente 
superiore, è in genere demandato agli anelli di regolazione di base, costituiti da 
regolatori ad algoritmo semplice (PID), operanti su valvole di regolazione di tipo 
pneumatico. Lo scostamento delle variabili di processo rispetto ai valori ottimali si 
traduce in una perdita di prestazione e quindi in una diminuita competitività 
dell’impianto.  
La crescente complessità e automazione dei  moderni impianti ha fatto sì che il numero 
degli anelli di regolazione che gli operatori devono tenere sotto osservazione sia 
considerevolmente aumentato. Le aziende in genere non assegnano specifiche risorse 
per la funzione di verifica del funzionamento ottimale dei loop di regolazione, 
operazione che in genere viene effettuata al momento dell’avviamento dell’impianto o 
in corrispondenza di modifiche di una certa entità (ad esempio adozione di controllo 
avanzato). Come conseguenza, il tempo che un operatore può dedicare ad ogni loop di 
controllo è limitato, e la loro gestione è lontana dalle condizioni ottimali. 
Diviene quindi molto utile la possibilità di eseguire  un monitoraggio automatico e negli 
ultimi anni sono stati proposti dalle società che sviluppano e commercializzano i sistemi 
di controllo, numerosi pacchetti di software aventi questo scopo; alcuni prodotti 
commerciali, il cui nome fa capire chiaramente le finalità, sono ad esempio PID watch 
(AspenTech) e LoopScout (Honeywell). 
Nonostante la diffusione di prodotti commerciali orientati al monitoraggio dei processi 
industriali, le problematiche relative non sono del tutto risolte. A livello di base ci sono 
ancora molti punti oggetto di approfondimento in università e centri di ricerca; tra 
questi: la definizione di indici di prestazione di validità generale per valutare lo stato di 
funzionamento di sistemi complessi e sottoposti a controllo avanzato (ottimizzazione, 
controllo predittivo), la possibilità di risalire alle cause di funzionamenti anomali o 
perturbazioni in impianti di grandi dimensioni, lo sviluppo di tecniche automatiche per 
il riconoscimento dell’insorgere di anomalie, l’assegnazione delle cause e l’indicazione 
delle modalità di intervento. Una rassegna aggiornata è riportata in (Thornhill e Horch; 
Qin e Yu, 2006). 
Anche a livello applicativo ci sono punti aperti di non minore importanza, ad esempio: 
il giusto grado di automazione e quindi di interazione tra sistema di monitoraggio e 
operatore, il confronto tra architetture operanti fuori-linea (su dati registrati in 
precedenza) o in linea (dati acquisiti in tempo reale). Questi aspetti fanno sì che molti 
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dei sistemi di monitoraggio a cui prima si è accennato trovino un’accoglienza piuttosto 
debole da parte dei gestori del processo e siano spesso sotto-utilizzati o non utilizzati 
del tutto. 
Inquadrate in queste problematiche generali, sono in svolgimento da diversi anni presso 
il Laboratorio di Controllo dei Processi Chimici (CPCLab) del Dipartimento di 
Ingegneria Chimica dell’Università di Pisa attività di ricerca e sviluppo relative ad un 
sistema di monitoraggio delle prestazioni dei loops di controllo di base dei processi 
industriali, a cui abbiamo contribuito con il nostro lavoro di tesi. 
Il deterioramento delle prestazioni nel controllo di processo si manifesta con andamenti 
lenti oppure troppo oscillanti della variabile controllata; le cause possono essere diverse: 
progetto o sintonizzazione non corretta dei regolatori, malfunzionamento dei sensori, 
presenza di attrito negli attuatori e perturbazioni esterne. Il problema verso il quale c’è 
stata maggiore attenzione è certamente quello di un tuning non corretto dei regolatori a 
causa di un’eccessiva prudenza iniziale o di cambiamenti nelle condizioni operative, 
non seguite da un opportuno retuning del regolatore. In realtà la causa più comune di 
bassa prestazione degli anelli di regolazione è la presenza di attrito negli attuatori 
(generalmente valvole di regolazione). Questo fenomeno causa ritardo e rallentamento 
nell’attuazione delle modifiche richieste dal regolatore con possibilità di blocco 
dell’azione correttiva. Si ritiene che circa il 30% degli anelli di regolazione presenti 
negli impianti di produzione della carta oscillino per problemi alle valvole (Bialkowski, 
1993). 
L’obiettivo del sistema di monitoraggio è quindi quello di scoprire quali anelli di 
regolazione lavorano lontano dalle condizioni ottimali, perchè caratterizzati da una 
risposta troppo oscillante o troppo lenta, capirne le cause e fornire agli operatori    
suggerimenti sull’intervento da effettuare: manutenzione o sostituzione delle valvole, 
azioni sulle apparecchiature a monte del processo esaminato o retuning del regolatore. 
Il monitoraggio delle prestazioni può essere realizzato sia off-line, ovvero i dati dei 
loops da monitorare vengono acquisiti su un computer esterno per poi essere analizzati 
in seguito, che on-line, in tempo reale vengono messi sotto controllo un certo numero di 
anelli di regolazione. Ovviamente il principale vantaggio di un’applicazione on-line è 
quello di poter conoscere in continuo lo status degli anelli di regolazione e, in caso di 
scarsa prestazione, intervenire tempestivamente sulla causa; tuttavia esistono vincoli 
restrittivi legati ai tempi di calcolo, alle caratteristiche del sistema di controllo 
distribuito commerciale in uso, allo spazio di memoria occupato, alle interazioni con 
l’operatore. Per un’attuazione di tipo off-line tali vincoli divengono meno rilevanti. 
Dunque, oltre al continuo sviluppo di tecniche in grado di descrivere realisticamente la 
performance di anelli di regolazione industriali, l’altra problematica oggetto di studio è 
il tipo di applicazione. 
Negli ultimi anni, nel laboratorio  è stato sviluppato un pacchetto denominato PCU 
(Plant Check Up), avente lo scopo di individuare anelli di regolazione con 
comportamento non ottimale, andandone poi a scoprire la causa. Il sistema contiene 
diversi indici di prestazione e tecniche per la valutazione delle condizioni di 
funzionamento di un impianto utilizzando soltanto i dati normalmente registrati, senza 
richiedere sperimentazioni specifiche o introdurre perturbazioni. Si tratta di una 
procedura idonea per applicazioni off-line, con una architettura aperta per l’introduzione 
di nuove tecniche, e con un grado di interazione limitato con l’operatore. La validità e 
affidabilità del sistema è stata testata con successo su numerosi set di dati relativi ad 
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anelli di regolazione appartenenti a diversi impianti della raffineria Eni di Livorno, con 
cui da tempo è in corso una collaborazione. 
Lo sviluppo di questa attività è focalizzata attualmente all’implementazione di una 
versione del sistema per un monitoraggio in continuo degli impianti, tenendo conto 
delle implicazioni che questo tipo di applicazione comporta. In una prima fase di questo 
studio (Ulivari et al. 2006), si è giunti alla conclusione che lo schema più idoneo è un 
sistema “ibrido” con l’implementazione on-line dell’algoritmo che permette 
l’individuazione dei loops anomali (Modulo 1 della PCU), ed effettuare 
l’individuazione delle cause di scarsa prestazione fuori linea (Moduli 2 e 3 della PCU). 
Il nostro lavoro di tesi ha avuto essenzialmente due obiettivi fondamentali:   
1. Realizzazione di un Modulo di Identificazione delle Anomalie (MIA) in grado di 
funzionare in linea, e quindi in automatico sui dati industriali acquisiti da DCS. 
2. Implementazione del MIA nel sistema di monitoraggio delle prestazioni “ibrido”, 
attualmente in via di sviluppo presso la raffineria Eni di Livorno. 
Il percorso che ci ha permesso di ottenere il modulo MIA è stato caratterizzato da varie 
fasi: 
? Riesame critico delle tecniche implementate nella PCU, in particolare relative al 
Modulo 1, per comprendere quali modifiche predisporre al fine di realizzare una 
procedura di calcolo totalmente automatica. 
? Riesame attento e completo di dati acquisiti precedentemente al fine di avere una 
maggiore sensibilità sulle problematiche ricorrenti presentate dai dati industriali e 
sugli andamenti tipici delle variabili di interesse (set-point SP, apertura percentuale 
della valvola OP e variabile controllata PV). 
? Sviluppo di nuovi algoritmi e ottimizzazione di quelli precedentemente realizzati. 
? Scrittura della procedura di analisi in ambiente Visual Basic (VB), linguaggio di 
programmazione molto versatile, utilizzato presso la raffineria Eni di Livorno come 
interfaccia tra il sistema di controllo operante sull’impianto (DCS) e le altre 
applicazioni. 
? Convalida del buon funzionamento del codice mediante applicazioni su dati di 
impianto. 
Da quanto detto, si può comprendere che il codice realizzato, pur essendo basato sul 
Modulo 1 della PCU, presenta modifiche sostanziali rispetto ai tests e agli algoritmi 
precedentemente sviluppati. I risultati positivi ottenuti porteranno all’adozione dei 
nuovi algoritmi nella versione aggiornata del programma PCU.  
La fase successiva all’ottenimento del MIA è stata quella di passare alla messa in opera 
vera e propria del codice in linea; il programma è stato implementato, infatti, in una 
serie di moduli MAi, parti integranti del più complesso sistema di monitoraggio in via di 
sviluppo in raffineria. In questo stadio del lavoro, effettuato in collaborazione con il 
personale dell’Eni, si sono affrontate problematiche diverse da quelle riscontrate nella 
fase di sviluppo, più precisamente è stato necessario tener conto di una serie di vincoli: 
? Eterogeneità dei vari DCS in uso nelle diverse raffinerie della società Eni e 
necessità  di rendere il sistema di uso generale. 
? Numero massimo di processi di analisi da attivare contemporaneamente, in base 
alla disponibilità delle risorse di calcolo messe in esercizio e alle potenzialità del 
sistema di acquisizione dati. 
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? Semplicità nella configurazione e nell’attivazione da parte dell'utente dei 
controlli sui loops, e verifica agevole dei risultati ottenuti. 
L’ultima fase del progetto è consistita, mediante applicazioni in linea, nel verificare il 
corretto funzionamento del sistema e nello stabilire il numero di loops ottimale da 
analizzare contemporaneamente. 
Tutti gli argomenti citati sono ampiamente sviluppati all’interno di questo lavoro di tesi, 
che si articola nelle seguenti quattro sezioni: 
Capitolo 1 – Monitoraggio delle prestazioni di sistemi controllati 
Panoramica sulle problematiche generali del monitoraggio dei sistemi controllati, 
caratteristiche generali dei Sistemi di Controllo Distribuiti (DCS) commerciali, 
descrizione degli algoritmi che permettono di individuare loops a scarsa prestazione, 
introduzione al fenomeno dell’attrito nelle valvole e analisi di alcune tecniche 
automatiche per la sua individuazione. 
Capitolo 2 – Implementazione sistema di monitoraggio 
Presentazione dell’architettura e delle caratteristiche generali del pacchetto PCU (Plant 
Check Up) sviluppato nel CPCLab, e aspetti relativi alla possibilità di implementazione 
on-line delle tecniche di monitoraggio in esso contenute. Descrizione di un primo 
progetto per la realizzazione di un sistema di monitoraggio “ibrido”, in parte operante in 
linea su DCS e in parte operante fuori linea su un computer esterno.  
Capitolo 3 – Sviluppo Modulo Individuazione Anomalie (MIA) 
Esposizione del lavoro svolto al fine di ottenere una procedura di analisi, denominata 
Modulo di Identificazione Anomalie (MIA), in grado di operare totalmente in 
automatico e in linea. Descrizione delle peculiarità del programma sviluppato in Visual 
Basic e suo schema logico di funzionamento. Presentazione dei risultati ottenuti dalle 
analisi effettuate su dati di impianto al fine di testare il corretto funzionamento del 
codice. 
Capitolo 4 – Caratteristiche sistema di monitoraggio Eni 
Descrizione dettagliata di tutte le caratteristiche del sistema di monitoraggio delle 
prestazioni di anelli di regolazione industriali, attualmente in via di sviluppo presso la 
raffineria Eni R&M di Livorno. Presentazione delle modalità con cui si è effettuata 
l’implementazione in linea del MIA nei moduli MAi. Descrizione del Modulo di 
Identificazione Cause (MIC) in cui saranno implementati tutti gli algoritmi per 
l’individuazione off-line delle cause delle anomalie identificate con il modulo in linea. 
Caratterizzazione del sistema di comunicazione tra i moduli MAi e MIC. Applicazioni 






Monitoraggio delle prestazioni di sistemi controllati 
1.1 Introduzione 
Il monitoraggio delle prestazioni di sistemi controllati (Control Loop Performance 
Monitoring: CLPM) ha un ruolo di primaria importanza nell’ottimizzazione della 
conduzione degli impianti, come richiesto dalle crescenti esigenze di efficienza e di 
competitività dell’industria. 
L’obiettivo è un’analisi automatica per individuare gli anelli di regolazione a bassa 
prestazione perché caratterizzati da risposte lente o oscillanti, comprendere le cause di 
tali fenomeni e fornire all’operatore dei suggerimenti su come intervenire.  
In questo capitolo verrà effettuata una trattazione sulle problematiche generali del 
monitoraggio dei sistemi controllati, in particolare verranno sviluppati i seguenti 
argomenti: 
? Caratteristiche generali dei Sistemi di Controllo Distribuiti (DCS) commerciali, 
usati industrialmente per controllare i processi di una larga tipologia di impianti e 
peculiarità del DCS in uso presso la raffineria Eni di Livorno. 
? Descrizione degli algoritmi implementati nella PCU che permettono di individuare 
la presenza di risposte lente e oscillanti. 
? Introduzione al fenomeno dell’attrito nelle valvole e analisi di alcune tecniche 
automatiche per la sua individuazione: Bicoerenza (Choudhury et al., 2004), Cross-
Correlazione (Horch, 1999), Relay (Rossi e Scali, 2005) e Test di Yamashita 
(Yamashita, 2006). 
1. Monitoraggio delle prestazioni di sistemi controllati 
 2 
1.2 Sistemi di Controllo Distribuiti 
Per controllare i processi di una larga tipologia di impianti, che possono essere 
caratterizzati da centinaia di anelli di regolazione, vengono utilizzati dei Sistemi di 
Controllo Distribuiti (DCS) commerciali. Esistono vari produttori che offrono DCS con 
caratteristiche diverse tra loro; i più diffusi sono quelli della ABB, della Bailey, della 
Emerson-Fisher, della Foxboro e della Honeywell.  
Un generico sistema di controllo distribuito deve essere facile da configurare e da 
modificare, e deve essere in grado di comandare un numero elevato di anelli di 
controllo. Un DCS comprende un numero considerevole di anelli di regolazione 
operanti sulle singole variabili di processo, che sono gestiti da sistemi di controllo a 
livello superiore con funzione di supervisione e ottimizzazione. Tra i diversi 
componenti viene realizzato un intenso scambio di dati, trasferendo informazioni sullo 
stato del processo e sulle modifiche da effettuare (set-point, parametri del regolatore, 
ecc…).  
Da un punto di vista prettamente informatico, un DCS consiste in un certo numero di 
nodi basati su microprocessori che sono interconnessi da una rete di comunicazione 
digitale, spesso chiamata “autostrada dei dati”. Le funzioni di controllo dei processi 
possono essere distribuite funzionalmente e/o geograficamente. Una distribuzione 
funzionale permette di raggruppare e implementare funzioni di controllo collegate in un 
singolo nodo. Una distribuzione geografica, invece, permette ai nodi del controllo di 
processo di essere fisicamente posizionati vicino alle apparecchiature messe sotto 
controllo. Dato che i nodi all’interno del DCS sono collegati tra loro attraverso una 
connessione veloce, questi possono essere fisicamente lontani centinaia di metri.  
Gli elementi di un generico DCS sono mostrati in fig. 1.2.1. Un numero elevato di 
computer locali è connesso al processo: ognuno di essi è responsabile del rilevamento di 
alcuni processi e di una parte dell’azione di controllo locale. Questi riportano i risultati 
delle misurazioni e dell’azione di controllo imposta ad altri computer attraverso 
l’autostrada di dati. L’autostrada rende poi disponibili le informazioni agli schermi delle 
varie postazioni di controllo degli operatori, invia nuovi dati e richiama dati storici 
dall’archivio, e connette il computer di controllo principale alle altre parti della rete.  
Invece un computer di supervisione è responsabile di funzioni ad alto livello, come 
l’ottimizzazione delle operazioni di processo su vari orizzonti di tempo (giorni, 
settimane o mesi) e lo svolgimento di speciali procedure di controllo all’avviamento e 
alla fermata degli impianti. Il collegamento dati tra il computer di supervisione e il 
computer di controllo principale ha generalmente prestazioni inferiori rispetto a quello 
dell’autostrada, poiché in quest’ultimo caso vengono trasferiti dati con scansione meno 
frequente.  
Normalmente su un DCS è prevista una certa ridondanza: esistono due autostrade di dati 
indipendenti, ovvero due nodi vicini collegati da due cavi diversi. Questo per evitare di 
non poter effettuare un trasferimento di dati in caso di interruzione sull’autostrada dei 
dati. Un’alternativa è quella di avere un’autostrada di dati fatta ad anello, in modo che 
l’informazione possa passare in entrambe le direzioni, sopperendo così ad una possibile 
interruzione. 
Sono anche previste più postazioni di controllo operatore in modo da ridurre l’impatto 
del malfunzionamento di una di queste. Un DCS come quello mostrato in fig. 1.2.1 
permette agli operatori un accesso immediato ad una grande quantità di informazioni 
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dall’autostrada di dati e consente di visualizzare le vecchie condizioni di un processo 

















fig. 1.2.1 Elementi principali di un generico DCS 
Il sistema di controllo in uso presso la raffineria Eni di Livorno è un DCS Honeywell 
TDC3000, la cui scansione per il controllo di base può variare da 250 millisecondi fino 
a 1 secondo, in base alle esigenze. Scansioni più lunghe vengono utilizzate per i 
controlli avanzati (multivariabile) e per gli ottimizzatori. I dati di impianto vengono 
campionati a DCS con frequenze in tempo reale di 4 ÷ 8 secondi e in alcuni casi, limitati 
in genere alla variabile controllata (PV), sono memorizzati con frequenze di un minuto 
in un archivio storico. 
Processo
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1.3 Test di Hägglund 
L’algoritmo del Test di Hägglund (Hägglund, 1995) è una procedura per individuare 
quando le prestazioni di un circuito di controllo si stanno deteriorando per l’insorgere di 
oscillazioni anomale e persistenti. 
Per prima cosa è fondamentale stabilire quando un’oscillazione può considerarsi 
significativa. A tal fine la procedura di Hägglund sancisce che un’oscillazione può 
considerarsi significativa quando il valore assoluto dell’errore, IAE (Integral Absolute 
Error) supera un certo limite denominato IAElim. I due indici sono definiti come segue:  













             (2) 
dove l’errore (e = PV - SP) rappresenta quanto la variabile controllata PV si discosta dal 
set-point SP e ti e ti+1 sono due tempi consecutivi in cui si attraversa lo zero; è necessario 
che il regolatore abbia azione integrale in modo tale che l’errore oscilli intorno allo 
zero. Si suppone che l’errore abbia le caratteristiche di un’onda puramente sinusoidale 
con ampiezza a e frequenza ω. Con questa scelta l’errore commesso per ogni 
oscillazione della risposta può essere paragonato a quello di metà periodo dell’onda 
sinusoidale descritta, il valore di riferimento è perciò quello riportato nell’equazione (2).  
Con questa procedura devono essere individuate oscillazioni che hanno frequenza bassa 
o media ma non elevata, per escludere tutte le oscillazioni legate al rumore della 
strumentazione; come limite si considera quello della frequenza ultima del sistema (ωu) 
e si rilevano tutte le oscillazioni con frequenza minore. La frequenza ultima del sistema 
è sconosciuta a meno che non si abbia a disposizione un modello. Se il regolatore è 
sintonizzato in base a regole che non richiedono la conoscenza di ωu, l’unica 
informazione sul tempo caratteristico del sistema è l’azione integrale τi del regolatore, 
in accordo con quanto previsto dalla tecnica di tuning di Ziegler-Nichols. Di 
conseguenza, se il regolatore PI(D) è sintonizzato adeguatamente, la costante di tempo 
integrale deve essere dello stesso ordine di grandezza della pulsazione ultima Pu che può 
essere riportata in funzione di ωu nel modo seguente:  
                                                        uu /2P ωπ⋅=                                                           (3) 
La scelta dell’ampiezza dell’onda sinusoidale di riferimento (a) dipende dal range di 
controllo del sistema (RangeCTRL), in modo tale da pesare l’oscillazione da analizzare. 
In base a quanto detto l’espressione per il valore limite dell’IAE diviene: 









π⋅=ω                         (5) 
Dunque, come già accennato in precedenza, l’unico parametro da scegliere per questo 
test è a; Hägglund propone come scelta ragionevole un valore dell’1%.  
Ricapitolando quindi, per ogni oscillazione si calcola il valore di IAE e si confronta col 
valore di riferimento IAElim: se IAE > IAElim si ha un’oscillazione anomala, mentre se 
IAE < IAElim l’oscillazione rientra nella norma ed è associabile alla presenza di rumore 
sulla strumentazione. Naturalmente quando l’errore cambia segno inizia una nuova 
oscillazione e lo IAE parte nuovamente da zero.  
L’idea base del test originale è quella di individuare e segnalare oscillazioni anomale 
ma anche persistenti; a tal fine si stabilisce un intervallo di tempo di supervisione Tsup 
nel quale eseguire l’analisi. Se il numero di oscillazioni supera un determinato limite 
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(nlim) durante questo periodo, la prestazione dell’anello di regolazione è considerata 
scadente a causa della presenza di una risposta troppo oscillante.  
E’ molto importante scegliere un tempo di supervisione adeguato, sufficientemente 
lungo da permettere la stabilizzazione della risposta in modo da individuare tutte le 
oscillazioni significative che la caratterizzano: 
                                                      
2
P
nT ulimsup ⋅≥                                                         (6) 
La pulsazione ultima del sistema Pu viene divisa per due poiché con questa analisi si 
considera un’oscillazione per ogni mezzo periodo dell’onda sinusoidale. Hägglund ha 
proposto come scelta adeguata un valore per nlim  pari a 10. In questo modo il tempo di 
supervisione risulta essere cinque volte la pulsazione ultima del sistema. Per essere 
sicuri di identificare anche oscillazioni con un periodo significativamente più grande di 
Pu si utilizza un tempo di supervisione dieci volte maggiore, per cui, riferendoci alle 
equazioni (3) e (5), si ha: 
                                                         isup 50T τ⋅=                                                           (7) 
La procedura così descritta è di difficile applicazione, poiché non si hanno informazioni 
sulla durata di ogni oscillazione. E’ stato introdotto, quindi, un parametro γ legato al 
tempo di campionamento (h) e al tempo di supervisione così definito: 
                                                           
supT
h1−=γ                                                            (8) 
In questo modo, ad ogni istante di campionamento k, è possibile utilizzare la seguente 
procedura, andando a calcolare una variabile x: 
                                                load)k(x)1k(x +⋅γ=+                                                   (9) 
dove il parametro load assume valore uno se l’oscillazione è anomala (se IAE > IAElim), 
in caso contrario ha valore zero. E’ da sottolineare che se una oscillazione è anomala, 
load assume valore uno solo al tempo di campionamento in cui si scopre IAE > IAElim, 
e per il resto dell’oscillazione torna ad avere valore zero. Il parametro γ, sempre minore 
di uno, smorza il parametro x, e permette di tener conto della durata di ogni 
oscillazione. Questa analisi si esegue per la durata del tempo di supervisione; se alla 
fine di questo la variabile x ha superato il numero limite di oscillazioni (x ≥ 10), il loop 
viene classificato come oscillante, nel caso in cui non siano state individuate dieci 
oscillazioni significative (x < 10), si inizia una nuova analisi per un altro tempo di 
supervisione, facendo ripartire la variabile x da zero.  
In fig. 1.3.1 è mostrato l’andamento dell’IAE e il valore dell’IAElim per un loop che 
viene segnalato come oscillante in un tempo di supervisione pari a 50 minuti; si vede 
che è sufficiente un T* pari a  8 minuti e 50 secondi per avere x = 10. Da quanto detto è 
evidente il fatto che il tempo di supervisione è fisso e strettamente legato alla costante 
integrale del regolatore. 
Una modifica importante a questo test, proposta in precedenti lavori di tesi (Ulivari, 
2004), è stata quella di utilizzare una finestra di osservazione mobile e indipendente dai 
parametri del regolatore. Si è proposto di aggiornare il tempo di supervisione tutte le 
volte che viene individuato un semiciclo anomalo, in questo modo:  
                                                  )TT(TT 011sup −⋅β+=                                                   (10) 
dove T1 e T0 rappresentano il punto rispettivamente di fine e di inizio dell’oscillazione 
significativa precedente e β un fattore moltiplicativo, assunto pari a 1.5. Tale modifica 
































all’algoritmo è stata introdotta poiché, dall’analisi dei dati, è risultato che spesso con un 
tempo di supervisione fisso non si riusciva ad individuare 10 oscillazioni significative 
anche nel caso di loops affetti da evidente attrito, fenomeno che può presentarsi con 
periodi molto lunghi.  
In fig. 1.3.2 riportiamo come esempio l’andamento dell’IAE e il valore dell’IAElim per 
un anello di regolazione affetto da attrito; il loop in esame viene individuato come 
oscillante dopo 1 ora, 41 minuti e 50 secondi. Tuttavia, il test tradizionale non l’avrebbe 



































fig. 1.3.2 Andamento IAE e valore IAElim per un loop affetto da attrito 
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1.4 Test sulla risposta lenta 
In generale, il tuning dei parametri di un regolatore viene effettuato al fine di 
ottimizzare o l’inseguimento del riferimento o l’abbattimento dei disturbi in ingresso al 
sistema. Per poter valutare la velocità di abbattimento di un disturbo è stato proposto da 
Hägglund (1999) un indice di prestazione denominato Idle Index. Si tratta di un indice 
di lentezza basato sull’andamento del gradiente della variabile controllata (PV) e del 
segnale di controllo (OP) ed è definito come:  






−=                                                         (11) 
dove tpos e tneg rappresentano la somma di tutti i periodi in cui il prodotto tra i gradienti 
della variabile controllata e di quella manipolata è rispettivamente positivo e negativo. 
Indicando con h il tempo di campionamento è possibile calcolare i due tempi 
caratteristici ad ogni istante come: 






                              (12) 






                                 (13) 
L’Idle Index è compreso nell’intervallo [-1, 1]. Per una risposta molto lenta tpos >> tneg e 
quindi l’Idle Index assume valori prossimi ad 1, viceversa per una risposta molto veloce 
tneg >> tpos e l’indice assume valori prossimi a −1. Hägglund propone di accettare 
risposte con un Idle Index compreso nell’intervallo [−0.4, 0.4] perché sopra il limite 
superiore la risposta è troppo lenta e sotto il limite inferiore la risposta è molto veloce e 
quindi in genere molto oscillante. 
La valutazione di questo indice è problematica nel caso di presenza di rumore di fondo, 
poiché esso causa variazione del gradiente sia dell’azione di controllo che della 
variabile controllata. Inoltre, essendo il rumore della strumentazione di tipo 
probabilistico, la sua influenza sull’Idle Index non è facilmente determinabile e 
modellabile. Infatti, il prodotto del gradiente della variabile controllata e di quello del 
segnale di controllo subisce un continuo cambio di segno per effetto della componente 
probabilistica legata al rumore. Questo fenomeno influenza pesantemente il calcolo dei 
due tempi caratteristici necessari alla valutazione dell’indice, fornendo un risultato 
falsato. Per quanto detto, tale indice è difficilmente utilizzabile se non si effettua una 
preventiva filtrazione dei dati da esaminare. 
Per ovviare a questi problemi è stato proposto un metodo diverso per classificare 
un’oscillazione come risposta lenta (Ulivari, 2004); più precisamente, una risposta viene 
rilevata come lenta se si verifica che: 
                                                     limIAE10IAE ⋅>                                                        (14) 
In fig. 1.4.1 - 1.4.2 sono mostrati rispettivamente l’andamento del set-point, della PV e 
della OP e l’andamento dell’IAE per un anello di regolazione caratterizzato da una 
risposta lenta di durata pari a circa 1 ora, 55 minuti e 50 secondi. 
Come si vedrà successivamente (Paragrafo 3.2.4), è stato necessario apportare 
sostanziali modifiche al criterio appena descritto poiché, se utilizzato senza altre 
condizioni, non permette di rilevare oscillazioni con andamento tipico di una risposta 
lenta (fig. 1.4.1). 
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1.5 Analisi del fenomeno di attrito 
Si faccia riferimento allo schema di un anello di regolazione a singolo ingresso e 
singola uscita (fig. 1.5.1) caratterizzato da: un controllore PID, una valvola pneumatica 
come attuatore, un valore di set-point (SP), un segnale di ingresso e uno di uscita dalla 
valvola che rappresentano rispettivamente l’uscita dal controllore (OP) e la posizione 









fig. 1.5.1 Schema semplificato processo a singolo ingresso e singola uscita (SISO) 
L’unica parte in movimento di un loop di controllo è la valvola e la presenza di attrito si 
può manifestare soltanto in questa apparecchiatura introducendo un ritardo e un 
comportamento non lineare tra OP e MV e generando delle oscillazioni in uscita al 
processo. Nel caso di valvola perfetta la curva caratteristica (grafico MV vs. OP) 
dovrebbe essere una retta con pendenza di 45°, sia per la fase di apertura che per quella 
di chiusura (vedi fig. 1.5.2 a).  
In caso di attrito, invece, si verifica un ciclo di isteresi dovuto ad una zona in cui la 
valvola non si muove. Infatti, fino a che la forza attiva Fa, proporzionale all’uscita del 
controllore, è minore della forza di attrito statico FS la valvola rimane bloccata in una 
posizione che può generare un offset tra la variabile controllata PV e il set-point SP. Un 
errore costante, in presenza di una componente integrale sul regolatore, porta ad un 
aumento della OP e quindi ad un aumento di Fa. Una volta superata la forza di attrito 
statico la valvola si sblocca compiendo un salto e, nella successiva fase di movimento, è 
rallentata dalla componente di attrito dinamico Fd. Nel movimento della valvola l’errore 
tra SP e PV cambia segno. Il controllore riduce l’azione di controllo, la forza attiva 
torna ad essere minore dell’attrito statico e la valvola si blocca in una nuova posizione. 
La sequenza descritta porta ai seguenti andamenti della MV: 
1. Valore costante (dead-band): MV rimane costante col passare del tempo, la 
valvola è bloccata per la presenza di attrito statico (fig. 1.5.2 b) 
2. Salto (jump): MV cambia bruscamente appena la forza attiva sblocca la valvola 
(fig. 1.5.2 c) 
3. Movimento (slip): MV varia in modo graduale, solo l’attrito dinamico si oppone 









                         (a)                                                (b)                                                (c) 
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fig. 1.5.3 Stick-slip motion 
Diversi modelli a complessità crescente sono stati proposti in letteratura. Il più diffuso è 
il modello di Karnopp (1985) per la sua semplicità sebbene i parametri da utilizzare per 
descrivere l’attrito siano comunque in numero elevato e taluni di difficile valutazione. 
Per superare questi inconvenienti, è stato proposto da Choudhury et al. (2005) un 
modello basato sulla forma della curva caratteristica assunta dalla valvola quando 
soggetta a fenomeni di attrito. L’algoritmo riceve in ingresso i valori di OP e restituisce 
i relativi valori di MV, basandosi sull’uso dei soli due parametri S e J: S è una misura 
dell’attrito statico e J rappresenta il salto che la valvola compie quando si sblocca. 
In fig. 1.5.4 sono riportati gli andamenti della curva caratteristica di una valvola affetta 





















                       (c) S < J 
 fig. 1.5.4 Andamenti curva caratteristica valvola al variare dei parametri S e J 
Questo modello non si basa su equazioni matematiche che descrivono il fenomeno di 
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risultati simili e di riprodurre situazioni reali con semplicità, utilizzando soltanto due 
parametri. 
La presenza di attrito genera un’oscillazione sulla variabile manipolata che, una volta 
filtrata dalla dinamica del processo, si manifesta anche sulla PV. A causa del 
movimento di stick-slip, la variabile MV presenta una forma d’onda 
approssimativamente quadra con una forte non linearità, le cui caratteristiche non 
dipendono dai parametri del processo (rapporto tra tempo di ritardo θ e costante di 
tempo τ) e dai parametri dell’attrito. Al contrario la forma d’onda della PV risente di 
entrambi: per i casi  θ/τ  << 1 o un rapporto S/2·J < 1 si ottiene un’onda triangolare (fig. 
1.5.5), più facilmente confondibile con disturbi di tipo sinusoidale. Tali risultati sono 
stati ottenuti nel corso di precedente attività di ricerca su questo argomento (Mori, 2003; 


















 fig. 1.5.5 Forme d’onda (OP, MV, PV) nel caso di θ/τ  = 0,33 e S/2·J = 0,375 
Da quanto detto, si può comprendere come sia più agevole individuare la presenza di 
attrito conoscendo l’andamento della MV, tuttavia questa variabile non è mai 
disponibile in dati industriali poiché non viene registrata.  
1.5.1 Tecniche automatiche per l’individuazione dell’attrito 
In letteratura sono state proposte molte tecniche per l’individuazione dell’attrito. In 
questa sede, scartando tecniche non facilmente automatizzabili (Hägglund, 1995), 
tecniche che richiedono una conoscenza specifica della valvola in esame (Taha et al., 
1996) e tecniche eccessivamente influenzabili dalla presenza di rumore (Horch and 
Isaksson, 2001), verranno richiamate brevemente tre tecniche automatiche già 
diffusamente presentate in un precedente lavoro di tesi (Ulivari, 2004) ovvero la Cross-
Correlazione (Horch, 1999), la Bicoerenza (Choudhury et al., 2004) e la tecnica del 
Relay (Rossi e Scali, 2005); più dettagliatamente verrà descritta un quarta tecnica, cioè 
il test di Yamashita (Yamashita, 2006). 
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Disturbo Indecisione Attrito 
0 < ∆τ < 1/3 1/3 < ∆τ < 2/3 2/3 < ∆τ < 1 
0 < ∆ρ < 0.072 0.072 < ∆ρ < 1/3 1/3 < ∆ρ < 1 
1.5.1.1 Cross-Correlazione 
La tecnica della Cross-Correlazione è la più semplice e diffusa nelle applicazioni 
industriali: si basa sulla costruzione della seguente funzione di correlazione incrociata 
fra le variabili OP e PV:  
                          
[ ] [ ]{ }
















)(C                             (15) 
Horch ipotizza che nel caso di disturbo esterno OP e PV siano entrambi sinusoidi, 
mentre in caso di attrito PV sia un’onda quadra e OP triangolare. Nel primo caso si 
ottiene una CXY pari, nel secondo caso dispari, riuscendo in questo modo a distinguere 
le due cause di scarsa prestazione. Sono stati proposti due parametri (∆ρ e ∆τ) cui 
riferirsi per valutare la fase di Cxy come mostrato in tab. 1.5.1.1.1. I due parametri sono 










−=ρΔ  (17)  dove )C(signC 0max =  [ ] )(Cmax XY, rl τττ−∈τ  (18) 
Come si può notare in fig. 1.5.1.1.1 b,  τr   rappresenta l’attraversamento dello zero con 
ritardo positivo, – τl l’attraversamento dello zero con ritardo negativo e C0 il valore 
della funzione di cross-correlazione a ritardo zero. E’ interessante, inoltre, notare la 
differenza tra la funzione di cross-correlazione (CXY) pari nel caso di disturbo (fig. 
1.5.1.1.1 a) e dispari nel caso di attrito (fig. 1.5.1.1.1 b). 























                        (a) CXY  pari                                                              (b) CXY dispari                                                        
fig. 1.5.1.1.1 Andamento della funzione CXY nel caso di disturbo (a) e attrito (b) 
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1.5.1.2 Bicoerenza 
Questa tecnica si basa su statistica di ordine elevato. E’ stato infatti osservato che 
statistiche del primo e del secondo ordine (media, varianza, autocorrelazione. . . ) sono 
in grado di descrivere solo sistemi lineari. Un comportamento non lineare deve essere 
individuato usando statistiche elevate, come il Bispettro e la Bicoerenza, e 
l’applicazione ai fenomeni d’attrito si può considerare un caso particolare (Choudhury 
et al., 2004). 
Il Bispettro è basato sulla trasformata di Fourier discreta del segnale, indicata in seguito 
con Y. Definiamo una coppia di frequenze (f1, f2); il Bispettro B(f1, f2) e la Bicoerenza 
bic2(f1, f2) si calcolano come segue: 
                                      [ ])ff(Y)f(Y)f(YE)f,f(B 21*2121 +=                                       (19) 










2bic                           (20)                              
dove E[Y] è il valore di aspettazione di Y e Y* è il complesso coniugato di Y. Ogni 
punto di bic2(f1, f2), plottato rispetto a f1 e f2 in un grafico tridimensionale, misura 
l’interazione tra le due frequenze. La presenza di picchi nel grafico tridimensionale 
indica la presenza di non linearità e quindi di attrito (fig. 1.5.1.2.1 a), mentre l’assenza 


















             (a) Presenza di attrito                                                            (b) Assenza di attrito 
fig. 1.5.1.2.1 Grafico tridimensionale della funzione di Bicoerenza 
Sono stati proposti due indici che si basano sulla funzione di Bicoerenza: NGI (Non 
Gaussian Index) e NLI (Non Linear Index), definiti come: 




bicbicNGI −=              (21)      e      ( )2bic22max 2bicbicNLI σ+−=Δ               (22) 
dove 
2
bic  e 2bicσ  sono il valore medio e la deviazione standard della Bicoerenza; il 
fattore 
2
Crbic  dipende dalla probabilità di ottenere una falsa indicazione (la Bicoerenza 
ha una distribuzione come χ2). 
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Per valori di NGI < 0.001 e NLI < 0.1 il segnale è ritenuto rispettivamente gaussiano e 
lineare. Se il segnale è gaussiano o lineare l’anello di controllo analizzato non è affetto 
da attrito. 
1.5.1.3 Relay 
Tale tecnica si basa sulla forma d’onda della PV, simile a quelle ottenute in un processo 
controllato con un relay (Marchetti e Scali, 2000). Ogni semiciclo viene analizzato 
separatamente e viene approssimato con un’onda sinusoidale, un’onda triangolare ed 
un’onda ottenuta come uscita da un sistema del primo ordine con ritardo in serie ad un 
relay. Il criterio di scelta si basa sul confronto fra gli errori ottenuti con le tre 
approssimazioni: l’oscillazione è associata ad un disturbo esterno (fig. 1.5.1.3.1 a) se è 
migliore il seno (errore: ES) mentre è associata all’attrito (fig. 1.5.1.3.1 b) se è migliore 
l’onda a relay o l’onda triangolare (errore: ERT). Mediando i due errori su tutti i 
semicicli esaminati si ottengono rispettivamente i valori ES,m e ERT,m con cui è possibile 
definire un indice SI: 






−=                                                       (23) 
Questo indice, compreso nell’intervallo [-1, 1], assume valori negativi quando 
l’approssimazione sinusoidale risulta migliore, assume valori positivi in caso di attrito. 
E’ stata definita una zona di incertezza per valori di |SI| < 0.21 corrispondente al 
rapporto ES,m/ ERT,m = 0.66 in analogia con quanto proposto da Horch (1999). Viene 
anche calcolato un indice di attrito per i soli semicicli positivi (SI+) e un indice di attrito 
per i soli semicicli negativi (SI−). Se, infatti, soltanto uno dei due indici SI+ e SI− assume 




















           (a) Disturbo esterno                                                                          (b) Attrito 
 
 fig. 1.5.1.3.1 Andamento dei dati reali (in nero), dell’approssimazione con seno (in rosso) e 
dell’approssimazione migliore tra relay e triangolo (in blu) per un ciclo 
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x/y D S I 
I ID IS II 
S SD SS SI 
D DD DS DI 
1.5.1.4 Test di Yamashita (2006) 
Tale tecnica si basa sulla tipica forma del grafico MV vs. OP che si osserva nel caso in 
cui una valvola risulti affetta da attrito. Per questo motivo, il test è applicabile solo a 
controllori FC per i quali si può affermare, non commettendo un grande errore, che la 
variabile misurata e controllata PV (portata) è proporzionale alla manipolata MV 
(posizione dello stelo). Per controllori di altro tipo non si hanno informazioni sulla MV 
in quanto non viene registrata. 
Yamashita propone di identificare i cammini caratteristici, descritti in dettaglio nel  
Paragrafo 1.5, con una sequenza di simboli; la rappresentazione più semplice nel tempo 
richiederebbe solo tre simboli: I per crescente, S per fermo e D per decrescente (fig. 
1.5.1.4.1). Ciascuno di questi viene a volte indicato con “più”, “zero” e “meno”, a 
seconda del segno della sua derivata prima. Per riprodurre invece i cammini in un piano 







 fig. 1.5.1.4.1 Tre simboli per la rappresentazione semplificata 
 
                        
                                                                    tab. 1.5.1.4.1 Nove simboli  
 
                    
 
                                
 
 
                  fig. 1.5.1.4.2 Simbologia e direzioni 
Il simbolo SS non si muove nel piano e rappresenta il centro della fig. 1.5.1.4.2. Una 
sequenza di questi simboli descrive un cammino nel piano MV - OP; per esempio, la 
sequenza IS-II-DS-DD riproduce un cammino trapezoidale in senso orario. L’idea più 
semplice è quella di individuare la presenza di attrito contando i cammini IS e DS in un 
grafico MV vs. OP dell’anello di controllo in esame. A questo scopo, è stato introdotto 
l’indice ρ1 così definito: 
                                            )/()(1 SStotalDSIS ττττρ −+=                                              (24) 
dove τtotal rappresenta la finestra temporale di analisi, τIS, τDS e τSS sono i tempi in cui si 
manifestano rispettivamente i cammini IS, DS e SS. Il valore di ρ1 è compreso da 0 e 1; 
tale indice assume valore tanto più alto quanto più il fenomeno d’attrito è presente nella 
valvola, nel caso estremo in cui l’analisi restituisca un ρ1 pari ad 1 sta ad indicare che la 
valvola è completamente bloccata. Si può affermare che il loop è affetto da attrito se tale 
indice assume un valore maggiore  di 0.25 (2/8).  
Tuttavia i cammini IS e DS possono essere causati anche da fenomeni diversi 
dall’attrito come: disturbi e rumore. Proprio per questo motivo, al fine di migliorare 
l’accuratezza dell’analisi sono stati introdotti altri due indici: ρ2 e ρ3.  












? ρ2 → L’andamento tipico in un grafico MV vs. OP per una valvola affetta da attrito 
può essere rappresentato mediante questi quattro frammenti (fig. 1.5.1.4.3): IS-II, 









fig.  1.5.1.4.3 Quattro frammenti  
L’indice ρ2 si basa sull’idea di contare i cammini IS e DS seguiti da cammini 
specifici come risulta evidente dal modo in cui è definito: 
                          )/()(2 SStotalSDDSDDDSSIISIIIS ττττττρ −+++= −−−−                            (25) 
dove τIS-II e τIS-SI rappresentano gli intervalli temporali in cui si sono presentati 
cammini IS seguiti rispettivamente da cammini II o SI, τDS-DD e τDS-SD sono gli 
intervalli temporali in cui si sono presentati cammini DS seguiti rispettivamente da 
cammini DD o SD. Per stabilire se il loop è affetto da attrito si utilizza lo stesso 
criterio già impiegato per  ρ1 ovvero deve essere: ρ2 > 0.25.  
? ρ3 → Considerando che rispetto ai cammini considerati in ρ1, cinque non sono 
correlati alla presenza di attrito, per non tenerne conto nelle analisi è stato definito 
il parametro ρ3: 
 
                                                                                                                                       (26) 
 
La tecnica per l’individuazione della presenza di attrito in anelli di controllo descritta, 
può essere riassunta nei seguenti punti: 
 Acquisizione dei dati relativi alla MV e alla OP. 
 Calcolo, per ciascuna delle due variabili, delle differenze tra due valori consecutivi 
nel tempo (ΔMV, ΔOP). 
 Calcolo della media e della deviazione standard per i due vettori di dati ΔMV, 
ΔOP. 
 Normalizzazione di ciascun elemento dei due vettori mediante la media e la 
deviazione standard calcolate. 
 Conversione di tali valori in simboli che descrivono qualitativamente cammini 
caratteristici (IS, DS, DI, DD, SI, SD, II, ID, SS) sul piano MV vs. OP. 
 Eliminazione dalla matrice così ottenuta dei cammini SS. 
 Valutazione del numero (n) dei cammini IS e DS, del numero (α) dei cammini IS 
seguiti da DD, DI, SD, ID, DS e del numero (β) dei cammini DS seguiti da DI, SI, 
ID, II, IS. 
 Valutazione del parametro ρ1 definito come il rapporto tra n e il numero dei 
cammini totali (“depurati” dei cammini SS). 
 Valutazione del parametro ρ3 definito come la differenza tra ρ1 e il rapporto tra la 
somma di α e β e il numero dei cammini totali (“depurati” dei cammini SS). 
 Verifica della presenza di attrito: se il parametro ρ3 risulta maggiore di 0.25 allora 
si può concludere che il loop è affetto da attrito. 
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1.6 Conclusioni 
In questo capitolo sono stati messi a fuoco gli aspetti del monitoraggio delle prestazioni 
di sistemi controllati, verso i quali è orientato il sistema PCU, e in particolare quelli 
relativi al riconoscimento di risposte oscillanti o lente e quelli relativi all’individuazione 
delle cause (tuning, attrito, disturbo). 
Le tecniche di analisi richiamate sono adottate nel pacchetto e permettono di dare delle 
valutazioni di merito sulle prestazioni di anelli di regolazione industriali.  
Queste stesse tecniche saranno sottoposte ad un’analisi critica e verranno 
opportunamente modificate in vista dell’applicazione in linea del sistema (illustrato nel 









Illustrazione sistema di monitoraggio  
2.1 Introduzione 
Il monitoraggio delle prestazioni di anelli di regolazione di impianti industriali può 
essere effettuato off-line in cui i dati dei loops da monitorare vengono acquisiti per poi 
essere analizzati in un secondo tempo oppure on-line, cioè l’analisi di un numero 
definito di loops viene realizzata in tempo reale. Ovviamente il principale vantaggio di 
un’applicazione on-line è quello di poter conoscere in continuo lo status degli anelli di 
regolazione e, in caso di scarsa prestazione, intervenire tempestivamente sulla causa.  
Per l’implementazione on-line di un sistema di monitoraggio, tuttavia, esistono vincoli 
più restrittivi legati ai tempi di calcolo, allo spazio di memoria occupato e alle 
interazioni con l’operatore; per un’attuazione di tipo off-line tali vincoli divengono 
meno rigidi. In generale, comunque, è desiderabile che un’applicazione per il 
monitoraggio delle prestazioni sia semplice da capire, rapida da applicare, non intrusiva 
e dotata di una certa flessibilità, che permetta di poterla applicare a diverse tipologie 
d’impianto.  
Negli ultimi anni, in commercio sono stati presentati diversi pacchetti di software (Loop 
Scout – Honeywell, Aspen Watch – Aspentech) orientati a questo scopo; in questo 
capitolo si descriverà il lavoro svolto nel corso degli anni nel CPCLab del dipartimento 
di Ingegneria Chimica dell’Università di Pisa, più precisamente verranno illustrati i 
seguenti argomenti: 
? Le caratteristiche del pacchetto PCU (Plant Check Up), un sistema di monitoraggio 
delle prestazioni dei circuiti di controllo sviluppato nel CPCLab e consolidato per 
applicazioni off-line. Questo sistema è stato testato con successo su numerosi dati 
acquisiti da impianti di raffineria e petrolchimici; i molteplici tests hanno 
confermato e messo in evidenza le principali peculiarità del sistema: si tratta di una 
procedura totalmente automatica (dopo un’iniziale calibrazione), non è necessario 
introdurre perturbazioni aggiuntive nell’impianto, l’architettura è aperta con 
possibilità di introdurre facilmente nuove tecniche di monitoraggio, richiede 
un’interazione con l’operatore semplice e limitata.  
? Alcuni aspetti relativi alla possibilità di implementazione on-line delle tecniche di 
monitoraggio che costituiscono la PCU. 
? Un primo progetto per la realizzazione di un sistema di monitoraggio “ibrido”, in 
parte operante in linea sul DCS e in parte operante fuori linea su un computer 
esterno.
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2.2 PCU (Plant Check Up) 
Il sistema di monitoraggio PCU, realizzato in ambiente Matlab®, effettua una 
valutazione delle condizioni di funzionamento degli anelli di regolazione utilizzando 
soltanto i dati normalmente registrati e disponibili in un sistema di controllo, senza 
introdurre perturbazioni o effettuare ulteriori test specifici sugli impianti; più 
precisamente il pacchetto utilizza i valori del set-point SP, del segnale di controllo OP, 
della variabile controllata PV, dei parametri di tuning del regolatore e del range di 
controllo della valvola. Il valore della variabile manipolata MV, che permetterebbe una 
identificazione più semplice dei fenomeni d’attrito tramite un confronto diretto con OP, 
non è necessario. Escludendo la scelta dei circuiti di controllo da sottoporre ad analisi e 
la calibrazione iniziale del test di Hägglund (scelta del parametro a), ad ora, l’utilizzo di 
questo pacchetto è totalmente automatico. La finestra di navigazione del PCU è 
riportata in fig. 2.2.1, lo schema semplificato della sua architettura e il suo 
funzionamento dettagliato sono mostrati rispettivamente in fig. 2.2.2 e fig. 2.2.3. 
La struttura del sistema è gerarchica. In ingresso (importazione dati) il pacchetto di 
monitoraggio utilizza i valori delle variabili degli anelli di regolazione collezionati in 
data-base organizzati in tabelle strutturate a celle. Nei tre moduli centrali si eseguono 
tutte le analisi per determinare le cause delle anomalie nei dati di impianto. Infine, viene 
fornito un report in cui, per ogni loop, si riporta se la prestazione attuale è buona o 
scarsa. Per gli anelli di controllo a prestazione non ottimale ne viene indicata la causa e 
vengono suggerite delle contromisure; più precisamente, se la causa di bassa prestazione 
è dovuta ad un tuning non corretto del controllore, si può passare al modulo di 
“Identificazione e Retuning” (I&R), nel caso in cui invece è stata identificata la 
























fig. 2.2.1 Finestra di navigazione PCU 
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Modulo 1: Test di Hägglund















   
   
   












































   
   
   




































































































NO Disturbo non regolare
3 Tecniche per attrito
SI NO Disturbo sinusoidale
Incerto
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Verranno ora analizzate dettagliatamente le funzioni dei tre moduli citati, del report 
finale, del modulo di I&R e dell’indice di attrito. 
2.2.1 Modulo 1 o Analisi Primaria dei Dati (APD) 
Tutti i circuiti di controllo sono processati con il modulo di individuazione di 
oscillazioni significative; si rileva se la risposta è eccessivamente oscillante, sfruttando 
il test di Hägglund e, in caso negativo, se è eccessivamente lenta. Anche il test sulla 
risposta lenta, come il test di Hägglund, si basa sull’integrale dell’errore assoluto (IAE); 
si valuta se lo IAE di ogni semiciclo è molto più grande del valore di riferimento ovvero 
se: 




>                                                          (1) 
Nella schermata (fig. 2.2.1.1) il test di Hägglund e il test sulla risposta lenta sono 
indicati rispettivamente come ODT (Oscillation Detection Technique) e SDT (Sluggish 
Detection Technique). Nella schermata è possibile visualizzare l’errore di ogni loop da 
analizzare. Mediante un grafico a barre vengono poi indicati i risultati dei due tests: se 
la barra è di colore blu il test è negativo, mentre se è di colore rosso il test è positivo. 
Gli anelli che risultano positivi a uno dei due tests sono classificati a bassa prestazione e 
vengono inviati alle analisi successive, mentre gli altri sono classificati a buona 















fig. 2.2.1.1 Schermata del Modulo 1 
2.2.2 Modulo 2 o Analisi Secondaria dei Dati (ASD) 
I circuiti evidenziati dall’Apd vengono esaminati con test preliminari per stabilire se la 
mancata prestazione è dovuta a problemi di tuning del regolatore o alla presenza di un 
disturbo non regolare. Questo modulo esamina prima se la risposta mostra uno 
smorzamento e poi esegue lo spettro di potenza. Se la risposta è smorzata (vedi 
schermate in fig. 2.2.2.1) siamo in presenza di un controllo troppo aggressivo e gli anelli 
relativi vengono inviati alla fase di identificazione del processo e retuning del 
controllore. Sui loops per i quali non si individua uno smorzamento, si esegue lo spettro 
di potenza: se sono presenti molti picchi la risposta non è propriamente oscillante, 
ovvero non si riesce ad individuare una frequenza dominante, e i loops vengono 
classificati come affetti da disturbi non regolari. Nel caso in cui siano presenti pochi 
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picchi (fino a quattro) è possibile che sia presente il fenomeno di attrito e i relativi loops 
















fig. 2.2.2.1 Schermate del Modulo 2 
2.2.3 Modulo 3 o Analisi Attrito/Disturbo (AAD) 
In questa parte del pacchetto vengono eseguite tre tecniche automatiche di analisi per 
individuare la presenza di attrito: la Cross-Correlazione, la Bicoerenza e il Relay. E’ 
possibile visualizzare il grafico di MV vs. OP (se MV non è disponibile al suo posto 
viene rappresentato la PV), che permette con immediatezza di accorgersi visivamente 
della presenza o meno di attrito grazie al manifestarsi di andamenti tipici (la schermata è 



















 fig. 2.2.3.1 Grafico MV vs. OP 
Per quanto riguarda la Cross-Correlazione (la schermata è mostrata in fig. 2.2.3.2) viene 
riportato il grafico della funzione e il valore dei due indici a cui fa riferimento la 
tecnica: Δρ e Δτ. Se il segnale esaminato ha frequenza bassa, i risultati della tecnica 
possono non essere affidabili e ne viene data indicazione.  





















fig. 2.2.3.2 Cross-Correlazione 
Durante l’esecuzione della Bicoerenza (la schermata è riportata in fig. 2.2.3.3), invece, 
viene riportata in un grafico tridimensionale la funzione di bicoerenza e vengono 




















fig. 2.2.3.3 Bicoerenza 
Per la tecnica a Relay (la schermata è mostrata in fig. 2.2.3.4), infine, si riporta il valore 
dell’indice SI totale e il valore dell’indice per i semicicli positivi e per quelli negativi 
(per vedere se ci sono oscillazioni asimmetriche). In più, per ogni semiciclo, è 
disponibile un grafico in cui vengono riportati i dati di impianto in nero, 
l’approssimazione col seno in rosso e l’approssimazione migliore tra il triangolo e il 
relay in blu.  





















fig. 2.2.3.4 Relay 
E’ stato deciso di assegnare un verdetto nel caso in cui due tecniche su tre sono concordi 
o nel caso in cui due risultano indecise; in alternativa si ha incertezza. 
Qualora sia stata evidenziata la presenza di un disturbo non regolare o le tecniche non 
abbiano fornito un verdetto certo, si esegue un test per verificare se tali loops sono in 
condizioni di stabilità marginale; è necessario verificare che 0.5 < ω/ωu < 2, dove con  ω 
ed ωu si indicano rispettivamente la frequenza stimata del sistema e la frequenza ultima 
di questo. Se anche questo test dà esito negativo, allora, visto che la causa che ha 
portato all’individuazione dell’anomalia rimane non determinata, il loop finisce in un 
“cestino”. 
2.2.4 Report 
I risultati delle analisi condotte nei tre moduli descritti vengono mostrati in un report 
finale (schermata in fig. 2.2.4.1). Ciascun loop viene classificato dal sistema in uno dei 
seguenti modi: 
• Excluded (escluso): loop che l’operatore ha scelto di non sottoporre ad analisi. 
• Sluggish C. (regolatore lento): il regolatore è caratterizzato da un tuning troppo 
blando per quel loop. 
• Aggressive C. (regolatore aggressivo): il regolatore è caratterizzato da un tuning 
troppo aggressivo per quel loop. 
• Not Regular Disturbance (disturbo non regolare): loop oscillante per il quale non 
è stata individuata una frequenza dominante. 
• Stiction (attrito): loop oscillante caratterizzato da una frequenza dominante, e per il 
quale, almeno due tecniche su tre del modulo Aad sono state concordi 
nell’individuare la presenza di attrito. 
• Disturbance (disturbo): loop le cui oscillazioni mostrano prevalentemente un 
andamento sinusoidale. 
• Possibility of MS: (possibilità di stabilità marginale): loop oscillante caratterizzato 
da una frequenza prossima a quella critica del sistema. 
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• Not Examined (non esaminati): loop classificato come oscillante dal modulo 1 ma 
non sottoposto al modulo 3. 
• Junk (cestino): loop per il quale non si è riusciti a determinare la causa di 
un’anomalia individuata. In questo caso è necessario effettuare analisi 















fig. 2.2.4.1 Schermata esemplificativa di un report 
2.2.5 Indice di attrito 
Per i loops classificati a bassa prestazione a causa della presenza di attrito nell’attuatore, 
si può procedere con il calcolo di un indice Iman, utile per decidere se consigliare la 
compensazione o se è necessario effettuare la manutenzione della valvola. Per ogni 
semiciclo sono definibili due grandezze: IAEreg e IAEmax, rispettivamente l’integrale del 
valore assoluto dell’errore di un semiciclo del segnale di controllo registrato e il valore 
massimo che questo può assumere in caso di completo blocco della valvola: 
                                 { }%m%moscmax OP100% ;OPmintIAE −⋅=                                      (2) 
dove OP%,m è il valore medio del segnale di controllo e tosc è il tempo di durata di un 
semiciclo. Si definisce un indice Iman mediante il quale si può avere una stima 
quantitativa della presenza di attrito: 





I =                                                           (3) 
L’indice è compreso nell’intervallo [0, 1]: più elevato è il suo valore e maggiore è 
l’influenza dell’attrito sulle variabili registrate. Considerando che la variabile 
manipolata presenta, in caso di attrito, una forma d’onda approssimativamente 
triangolare, la soglia di saturazione della valvola corrisponde ad un valore dell’indice  
Iman pari a 0.5; per valori inferiori o superiori allo 0.5 si consiglia rispettivamente la 
compensazione e la manutenzione. Una soglia minima dell’indice Iman sotto la quale si 
possa considerare trascurabile l’attrito presente deve ancora essere definita, allo stato 
attuale si utilizza un valore pari a 0.1, corrispondente al 20% della saturazione. 
L’indice Iman può anche essere utilizzato per un’analisi storica dei fenomeni d’attrito: 
ripetendo l’analisi in tempi diversi sullo stesso circuito e collezionando il valore di tale 
indice è possibile osservare come si evolve l’attrito stesso. Interpolando i valori di Iman è 
poi possibile dare una stima del tempo di raggiungimento della saturazione, riuscendo 
così a programmare in anticipo la manutenzione delle valvole (fig. 2.2.5.1). 






















fig. 2.2.5.1 Previsione del tempo di raggiungimento saturazione mediante Iman 
2.2.6 Modulo di Identificazione e Retuning (I&R) 
Per i loops classificati a bassa prestazione a causa di un’azione di controllo lenta o 
aggressiva, è possibile procedere con il modulo di identificazione e retuning. Prima di 
tutto il sistema identifica un modello di processo e disturbo applicando il metodo del 

















 fig. 2.2.6.1 Identificazione del processo e del disturbo 
L’utente può scegliere la tecnica di retuning di Ziegler-Nichols (PI e PID) oppure una 
tecnica che minimizzi una delle funzioni obiettivo disponibili (IAE, ITAE, ISE) (fig. 
2.2.6.2); in questo ultimo caso l’operatore può modificare il margine di guadagno e di 
fase del regolatore, tali parametri di default sono rispettivamente pari a 1.6 e 30° (fig. 
2.2.6.3). 
 



























       
fig. 2.2.6.3 Margine di guadagno e di fase 
Infine il modulo di I&R mostra i parametri di retuning ottenuti con le tecniche scelte e 
permette di visualizzare le risposte ottenibili con l’utilizzo di tali parametri; inoltre nella 
prima colonna a sinistra della schermata (fig. 2.2.6.4) vengono indicati degli indici che 


















 fig. 2.2.6.4  Parametri di retuning  
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2.3 Implementazione delle tecniche di monitoraggio 
L’implementazione dell’Apd, richiedendo solo la valutazione dell’indice IAElim e IAE 
(tk), può essere eseguita in modo rapido sfruttando pochi comandi di un qualsiasi 
linguaggio di programmazione. La durata di questo test dipende ovviamente dal numero 
di dati collezionati e dal numero di loops da analizzare. In ogni modo, dovendo 
effettuare solo operazioni a costo computazionale molto basso, generalmente i tempi di 
calcolo per questa analisi sono trascurabili. 
Anche l’analisi secondaria dei dati (Asd) può essere sviluppata con programmi di 
semplice implementazione. I test, comprendenti l’analisi del numero di oscillazioni, la 
ricerca dei massimi e dei minimi per ogni ciclo e il calcolo della frequenza 
dell’oscillazione, vengono realizzati sui dati relativi a quei loops risultati positivi 
all’analisi primaria; la riduzione del numero di circuiti di controllo da analizzare rende 
trascurabile, anche in questo caso, il tempo di calcolo richiesto per l’esecuzione dei tre 
tests. 
L’analisi attrito/disturbo (Aad) rappresenta il modulo fondamentale dell’intera 
procedura: si eseguono tre tecniche per individuare la presenza di attrito. La Cross-
Correlazione è la più facilmente programmabile (richiede solo il calcolo di un integrale 
che nel dominio discreto è ridotto ad una sommatoria) e per questo è impostata come 
tecnica di default ma solo con valenza univoca: quando indica attrito questo è realmente 
presente, con altro tipo di indicazione non è comunque esclusa la sua presenza. Per 
evitare falsi allarmi, è sufficiente fare un test sulla frequenza dell’oscillazione: il 
risultato è valido quando ω/ωu è maggiore di 0.2. In caso di esito negativo o di 
incertezza, devono essere applicate le altre due tecniche. Le tecniche della Bicoerenza e 
del Relay, al contrario della Cross-Correlazione, si basano su procedure più complesse 
di implementazione. 
Varie strutture per l’implementazione sull’impianto delle tecniche presentate sono state 
considerate nel corso di precedenti attività (Ulivari et al., 2006). L’idea di passare ad 
un’istallazione on-line di tutta la struttura del PCU mantenendo il tempo di acquisizione 
dei dati a dieci secondi (ritenuto necessario per avere esatte indicazioni da parte del 
pacchetto) è stata subito abbandonata poiché avrebbe generato un eccessivo traffico di 
dati, con problemi di intasamento sui bus di comunicazione dal DCS al computer 
esterno.  
L’altra possibilità presa in considerazione è stata quella di accedere alla banca dati 
storica del DCS per ottenere i dati da analizzare col pacchetto e identificare la causa 
dell’anomalia. I moduli storici del DCS, però, memorizzano i dati dei loops utilizzando 
un tempo di campionamento di 60 secondi, maggiore del tempo di acquisizione attuale 
(10 secondi) determinando un deterioramento delle prestazioni della PCU 
nell’individuazione delle anomalie e delle loro cause. Anche questa ipotesi è stata 
dunque scartata.  
La terza soluzione analizzata che ha condotto ai migliori risultati, ha riguardato 
l’installazione in linea del primo modulo di individuazione dell’anomalia, sulla base 
delle considerazioni sopra esposte relative alla semplicità di implementazione di questa 
tecnica, con acquisizione dei dati soltanto dopo che l’anomalia si è verificata, evitando 
così il trasferimento dei loops aventi buona prestazione all’esterno. Ciò in accordo con 
quanto suggerito da Hägglund (2005) che propone di implementare su DCS il test in 
grado di individuare la presenza di anomalie in un loop di controllo e di indicarlo 
all’operatore con un segnale d’allarme. 
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In conclusione, è stato proposto di sviluppare in collaborazione con la raffineria Eni di 
Livorno, una struttura ibrida, in parte operante in linea e in parte fuori linea: 
implementare su DCS il modulo uno e prevedere per i restanti due moduli, caratterizzati 
da un carico computazionale troppo elevato, un’applicazione di tipo off-line utilizzando 
un tempo di campionamento non superiore ai 10 secondi e limitando l’analisi di 
individuazione delle cause soltanto ai dati successivi all’anomalia senza inficiare i 
risultati delle analisi.  
Di seguito si riportano in dettaglio le caratteristiche del progetto citato, di particolare 
interesse poiché è il diretto predecessore del sistema di monitoraggio (descritto nel 
Capitolo 4) che è attualmente in via di sviluppo in raffineria. 









Test di Hägglund:       
Individua le anomalie
PCU:            
Individua le cause
2.4 Sistema di monitoraggio “ibrido” 
Lo schema semplificato del sistema di monitoraggio definito "ibrido" è riportato in fig. 
2.4.1; ulteriori dettagli possono essere trovati in Ulivari et al. (2006). Come si può 
notare, direttamente in linea è implementato il modulo 1 (individuazione delle 
anomalie), mentre tutto il resto del pacchetto PCU è posizionato su un computer 
esterno. I loops, scelti dal modulo di Gestione della Supervisione (GS), vengono messi 
sotto controllo, utilizzando dei parametri stabiliti, tramite il modulo di Gestione dei 
Parametri (GP). Per gli anelli di regolazione classificati a bassa prestazione vengono 
attivati dei flags, riconosciuti dal modulo di Acquisizione Dati (AD), che effettua 
l’estrazione dei dati per un numero di campioni fissato. I dati vengono poi inviati al 
modulo di individuazione delle cause (PCU). A seconda dei risultati ottenuti (riassunti 

















fig. 2.4.1 Schema semplificato dell’architettura del sistema di monitoraggio  
La messa in opera di questo sistema di monitoraggio richiede le fasi riportate di seguito: 
? Implementazione in linea degli indici di individuazione delle anomalie 
Questa operazione è facilmente realizzabile e richiede la riscrittura degli algoritmi 
del modulo Apd in linguaggio macchina leggibile dal DCS. L’analisi viene 
effettuata utilizzando un tempo di campionamento dei dati non superiore a 10 
secondi e, per i loops indicati come anomali (oscillanti o lenti), vengono attivati dei 
flags.  
? Interfaccia tra DCS e Computer Esterno 
I due moduli GP (Gestione dei Parametri) e AD (Acquisizione Dati) permettono di 
acquisire i dati di processo e di gestire i parametri del modulo 1 su DCS. Più 
precisamente il GP è un modulo che permette all’operatore di modificare i 
parametri di calibrazione del modulo 1 in base alle esigenze specifiche 
dell’impianto in esame, mentre il modulo AD fa partire l’acquisizione dati per un 
numero di campioni fissato (Nsam) non appena un loop è stato individuato come 
anomalo e quindi c’è stata l’attivazione di un flag. Generalmente si acquisiscono 
700 dati con tempo di campionamento a 10 secondi, per un tempo totale di 
acquisizione di quasi due ore, ma il numero di dati da acquisire può essere 
impostato all’interno del modulo AD. 
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? Installazione sul Computer Esterno delle tecniche di individuazione delle cause 
La struttura del modulo PCU da installare sul computer esterno è mostrata in fig. 
2.4.2. Il modulo PCU analizza i dati che gli vengono forniti dal modulo AD e 
quindi deve esaminare soltanto i loops già classificati a bassa prestazione. Per 
prima cosa viene investigato il comportamento in frequenza; se viene individuata 
una risposta smorzata si realizza una procedura di identificazione del processo e 
retuning del controllore, mentre se non si riesce ad individuare una frequenza 
dominante, il loop viene classificato come interessato da un disturbo non regolare. 
Per gli anelli di controllo caratterizzati da una frequenza dominante, invece, si 
esegue l’analisi con le tre tecniche di individuazione dell’attrito: la Cross-
Correlazione, la Bicoerenza e il Relay. Qualora venisse segnalata la presenza di 
attrito, si procede con il calcolo dell’indice (Iman), utile per prendere decisioni 
inerenti alla manutenzione. Alla fine dell’analisi viene compilato un Report che 




















 fig. 2.4.2 Schema del modulo PCU ridotto 
? Modulo di supervisione 
Questo modulo realizza la strategia di supervisione, assegnando priorità diverse al 
monitoraggio e agli interventi sui loops analizzati. In teoria un sistema di 
monitoraggio è in grado di effettuare una supervisione di tutti gli anelli di controllo 
degli impianti (Hägglund riporta un’applicazione effettuata sul 90% dei loop 
totali), ma in dipendenza del numero dei loops e della capacità del DCS possono 
insorgere limitazioni. È quindi di fondamentale importanza tenerne conto nella 
messa a punto della strategia di supervisione. 
In questo schema è il modulo GS che gestisce la scelta dei loops da mettere sotto 
controllo, effettuando una rotazione tra tutti quelli che si vogliono analizzare in 
base a delle priorità assegnate, tenendo conto dei risultati delle analisi precedenti. I 
loops indicati a buona prestazione, per esempio, verranno mantenuti ad alta 
priorità, in modo da individuare l’insorgere di un’anomalia prima possibile. Loops 
affetti da attrito, invece, possono essere monitorati con una frequenza minore 
(priorità più bassa), considerando la lenta evoluzione di questo fenomeno. Nel caso 
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che non sia possibile effettuare la pulizia, ovvero fino alla successiva fermata 
dell’impianto. Il modulo GS, quindi, va ad impostare direttamente sul DCS i tags 
dei loops da analizzare tenendo conto delle priorità individuate. La strategia di 
supervisione proposta può essere riassunta nei seguenti punti: 
- Un numero fissato di loops (Nloop < Ntot, loops totali), indicato dal modulo GS, è 
mantenuto sotto osservazione dal modulo in linea per un tempo Tobs considerato 
sufficiente per individuare le anomalie (un Tobs di 8 ore è molto cautelativo). 
- Il generico loop Ni che non mostra anomalie in Tobs è classificato a “Buona 
Prestazione” e il suo monitoraggio si conclude con Tobs. 
- Il generico loop Nj che mostra anomalie in Tobs è classificato a “Bassa 
Prestazione”, si alzano dei flags e il modulo AD comincia l’acquisizione dati al 
tempo Tdet (tempo al quale si è manifestata l’anomalia) per un totale di Nsam 
campioni (di norma 700), concludendola al tempo Tend = Tdet + Nsam*Ts (dove Ts 
è il tempo di campionamento dei dati, generalmente utilizzato di 10 secondi). 
Questi dati vengono passati al modulo PCU che si occupa di individuare le 
cause di scarsa prestazione. 
- Raggiunto Tobs per un loop a “Buona Prestazione” o Tend per un loop a “Bassa 
Prestazione” il modulo GS  passa l’analisi ad un altro loop in base alle priorità. 
Adottando questa strategia di monitoraggio tutti gli anelli di regolazione di un 
impianto vengono monitorati in un tempo Tplant. Assumendo di avere un impianto 
con 50 loop di controllo (Ntot = 50) e di poterne supervisionare 10 allo stesso tempo 
(Nloo p= 10) utilizzando Ts = 10 e Nsam= 700 (circa 2 ore di tempo di acquisizione) 
andiamo a stimare Tplant:  
                                        endendlooptotplant TTNNT ⋅=⋅= 5)/(                                    (4) 
La durata del tempo di supervisione per ogni loop è stimata facendo diverse ipotesi 
riguardanti il tempo in cui si manifestano le anomalie. Esaminiamo i seguenti 
esempi: 
1. Tutti i loops sono a bassa prestazione alla fine del periodo di osservazione:  
     Tdet = Tobs = 8h;  Tend = Tdet + Tacq = 10h ? Tplant = 50h 
2. Tutti i loops sono a buona prestazione:  
     Tend = Tobs = 8h; ? Tplant = 40h 
3. Tutti i loops sono a bassa prestazione con Tdet = 4h:  
     Tend = Tdet + Tacq = 6h ? Tplant = 30h 
La prima e la seconda ipotesi sono molto conservative, comunque c’è da 
sottolineare che  la supervisione di tutto l’impianto avverrebbe al massimo in due 
giorni. Uno scenario più realistico, però, deve tenere conto che la situazione di ogni 
loop è diversa e che le anomalie che si manifestano in poco tempo permettono una 
supervisione molto più veloce. 
La realizzabilità di tale sistema, come già accennato, è stata testata utilizzando molti 
dati provenienti dalla raffineria ma non si è mai concretizzata poiché lo schema 
prevedrebbe di intervenire direttamente sul DCS con il programma che realizza il test di 
individuazione delle anomalie; questa caratteristica è sembrata penalizzante in quanto 
richiederebbe di personalizzare il test per ogni DCS, dato che questo può essere diverso 
per ogni raffineria. Per questa ragione questa struttura è stata poi abbandonata.  
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2.5 Conclusioni 
Il sistema di monitoraggio PCU, descritto in questo capitolo, basato sulle tecniche 
illustrate nel capitolo precedente, è stato rianalizzato criticamente per una sua 
installazione in linea in modo da tener conto dei vincoli posti (in termini di tempi di 
carico computazionale, di traffico dati e di eterogeneità dei vari DCS) dai sistemi di 
controllo operanti nelle varie raffinerie Eni. Come già accennato nell'introduzione, 
questo aspetto costituisce l'oggetto della presente tesi di laurea.  
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Capitolo 3 
Sviluppo Modulo Individuazione Anomalie (MIA) 
3.1 Introduzione 
Il primo punto del progetto è consistito nello sviluppo di un Modulo di Individuazione 
delle Anomalie (MIA) in grado di funzionare in linea, e quindi in automatico sui dati 
industriali acquisiti da DCS.  
Il Modulo Uno del pacchetto PCU, sviluppato precedentemente per applicazioni fuori 
linea, presuppone una preselezione dei dati acquisiti in modo da eliminare situazioni 
palesemente irregolari (ad esempio valvole in saturazione, passaggio dello stato della 
valvola da automatico a manuale, disturbi sovrapposti, etc….). Inoltre, l’analisi basata 
sull’utilizzo degli indici di Hägglund fornisce risultati attendibili solo in condizioni di 
stazionario (set-point costante), mentre loops industriali si trovano spesso ad operare in 
condizioni di set-point variabile per intervento dell’operatore o di un loop 
gerarchicamente superiore (cascata tradizionale, sistema di controllo avanzato). 
Quindi, al fine di realizzare un modulo in grado di operare in condizioni completamente 
automatiche, la fase di sviluppo è stata preceduta da un riesame attento e completo dei 
dati acquisiti precedentemente, in modo da caratterizzare gli andamenti tipici osservati 
sui dati, e predisporre le necessarie modifiche. Queste hanno riguardato aspetti diversi, i 
più importanti sono relativi a un pretrattamento dei dati per escludere dall’analisi set di 
dati non idonei, ad un nuovo test per l’individuazione delle risposte lente ed alla 
definizione di una serie di indici ausiliari in più rispetto a quelli implementati nel 
Modulo Uno della PCU. 
A tali considerazioni, si aggiunge il fatto che è stata anche presa in esame la possibilità 
di adottare nel MIA in linea la tecnica di individuazione dell’attrito nelle valvole, basata 
sul test di Yamashita (2006), poichè analisi preliminari hanno mostrato risultati 
promettenti (Manum e Scali, 2006): tempi di elaborazione molto contenuti, buona 
robustezza al rumore e il vantaggio di poter individuare la presenza di attrito in anticipo 
rispetto al sistema PCU originale (le tecniche per analisi dell’attrito sono implementate 
nel Modulo Tre). Inoltre, è stato necessario sviluppare l’algoritmo del MIA in ambiente 
Visual Basic (VB), utilizzato presso la raffineria Eni di Livorno come interfaccia tra il 
DCS e le altre applicazioni. 
La fase successiva all’elaborazione è stata quella di testare il buon funzionamento del 
codice sviluppato, inizialmente in condizioni off-line (simili alla PCU) e 
successivamente simulando le condizioni il più possibile affini a quelle in cui il 
programma verrà posto ad operare, grazie ad un’applicazione fornita dal personale 
dell’Eni. In base a quanto detto finora, si può comprendere che il programma sviluppato 
in VB, pur essendo basato sul Modulo Uno della PCU, presenta modifiche sostanziali 
rispetto ai tests e agli algoritmi precedentemente sviluppati. I risultati positivi ottenuti, 
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quindi, porteranno all’adozione dei nuovi algoritmi nella versione aggiornata del 
programma PCU.  
Tutte le tematiche citate verranno ampiamente sviluppate in questo capitolo che si 
articola in tre sezioni: 
1. Analisi critica e sviluppo del MIA: in questo paragrafo vengono descritti 
dettagliatamente i seguenti argomenti: 
→ Andamenti irregolari osservati sui dati di impianto: controllori posti in 
modalità manuale e valvole operanti ai limiti del range di apertura. 
→ Variazioni di set-point: schemi di regolazione, tipologie di cambi di set-point 
(SP), pretrattamento dati. 
→ Adattamento del Test di Hägglund ad analisi on-line: parametri introdotti 
nell’algoritmo affinché sia idoneo ed efficace nell’individuazione automatica di 
oscillazioni persistenti. 
→ Modifiche introdotte al test sulla risposta lenta: problemi riscontrati 
nell’utilizzo del test implementato nella PCU, nuovi parametri introdotti per 
caratterizzare in modo più efficace una risposta lenta. 
→ Analisi dell’attrito con il test di Yamashita: cammini osservati sui dati di 
impianto e in simulazione, e modifiche apportate al test originale. 
2. Caratteristiche del programma in VB: in questo paragrafo vengono illustrate le 
peculiarità del programma sviluppato, il suo schema logico di funzionamento e i 
principali parametri utilizzati. 
3. Applicazioni sui dati di impianto: in questo paragrafo viene presentata la 
metodologia utilizzata per le analisi off-line: si tratta di un’analisi completa, 
sistematica e critica dei dati relativi a ciascun loop, al fine di ottenere una sorta di 
archivio di andamenti tipici, facilmente consultabile e utile per successivi 
approfondimenti. Si riporteranno inoltre i risultati delle prove off-line su dati di 
impianto effettuate al fine di testare il corretto funzionamento del codice. Infine 
verranno mostrati i risultati delle analisi realizzate simulando condizioni on-line per 
avere un’idea sui tempi di analisi necessari, in base al numero di loops che si 
suppone di poter esaminare contemporaneamente. 


















































3.2 Analisi critica e sviluppo del MIA 
In questo paragrafo vengono descritti gli andamenti irregolari che più spesso si sono 
osservati sui dati di impianto, gli andamenti tipici del set-point e le tecniche che 
costituiscono il modulo di individuazione delle anomalie. Più precisamente si parlerà 
delle tecniche già presentate nel Capitolo 1, con le modifiche proposte al fine di 
renderle idonee per un’applicazione on-line automatica. 
3.2.1 Andamenti irregolari osservati sui dati di impianto 
Tra i molteplici andamenti irregolari osservati sui dati industriali, ci si soffermerà in 
particolare su due fenomeni che si manifestano molto frequentemente: controllori posti 
in modalità manuale e valvole operanti ai limiti del range di apertura (0 ÷ 100%). In fig. 
3.2.1.1 è mostrato un esempio di passaggio dello stato della valvola da automatico a 















fig. 3.2.1.1 Controllore posto in modalità manuale 
Una valvola può essere interessata dal fenomeno della saturazione ad esempio per: 
? L’ingresso di un disturbo (fig. 3.2.1.2) → il controllore cerca di abbattere il 















fig. 3.2.1.2 Esempio di saturazione per l’ingresso di un disturbo 
? Un Cambio di SP imposto dall’operatore → nell’esempio riportato in fig. 
3.2.1.3, l’ingegnere di controllo ha impostato un valore di SP troppo basso e il 




























































sistema non ha le potenzialità per raggiungerlo (la PV assume sempre valori 















fig. 3.2.1.3 Esempio di saturazione causato da un cambio di SP imposto 
? Cause non comprensibili con la sola osservazione dei dati → come si nota 
dall’esempio mostrato in fig. 3.2.1.4, la valvola si apre prima che ci sia stato un 
cambiamento del valore della PV. Tale comportamento singolare potrebbe essere 
attribuito al passaggio da un controllo a set-point fisso a un controllo avanzato (SP 
variabile). Comunque, è evidente che in questi casi occorrono informazioni più 
















fig. 3.2.1.4 Esempio di saturazione per cause non comprensibili dall’osservazione dei dati 
Il manifestarsi di tali andamenti irregolari non costituisce una problematica rilevante nel 
caso in cui debba effettuarsi un’analisi off-line con la PCU, poiché l’operatore provvede 
a selezionare opportunamente i dati da esaminare. L’esigenza, invece, di realizzare una 
procedura totalmente automatica comporta la necessità di definire degli indici in grado 
di rilevare il verificarsi di tali fenomeni. Per quanto riguarda lo stato della valvola in 
manuale, non c’è possibilità di scoprirlo dall’analisi automatica dei dati registrati, 
l’unica soluzione è quella di acquisire l’informazione dall’impianto, come si vedrà nel 
Capitolo 4. 
Per quanto riguarda, invece, il fenomeno della saturazione, è possibile rendersi conto se 
questo avviene monitorando ad ogni step il valore assunto dalla OP; in base a questa 
considerazione è stato proposto di introdurre nell’algoritmo di analisi un indice  
3. Sviluppo Modulo Individuazione Anomalie (MIA) 
38 
(RangeOP), che alla fine dell’elaborazione restituisce i valori massimo e minimo della 
OP. Qualora questi risultino rispettivamente > 100 o < 0 l’analisi viene invalidata. Tale 
parametro offre l’ulteriore vantaggio di informare se la valvola lavora sempre in un 
range di controllo ottimale (20% < OP < 80%). 
3.2.2 Variazioni di set-point 
Come già accennato, i dati industriali possono essere caratterizzati da set-point fisso 
oppure da SP variabile, in relazione allo schema di regolazione adottato.  
Prima di presentare qualche esempio osservato di andamento del set-point, è opportuno 
fare un breve richiamo ai quattro schemi di regolazione cui si farà riferimento: 
1. Schema di regolazione in retroazione semplice (un esempio in fig. 3.2.2.1 a) → 
il controllore agisce direttamente su una valvola. Si ha una variabile controllata e 
una variabile misurata. 
2. Schema di regolazione in cascata (un esempio in fig. 3.2.2.1 b) → può 
comprendere due o più anelli di regolazione; nel caso di cascata semplice il 
regolatore del loop esterno imposta il SP del controllore del loop interno. Si hanno 
una variabile controllata e più variabili misurate. 
3. Schema di regolazione avanzato (Advanced Process Control, APC) → il SP 
dell’anello di regolazione viene impostato da un regolatore avanzato che svolge 
funzioni di supervisione e ottimizzazione. Si hanno più variabili controllate e più 
variabili misurate (un esempio in fig. 3.2.2.2 a). 
4. Schema di regolazione selettivo (split-range) → viene utilizzato nei sistemi in cui 
si deve controllare una singola uscita con più variabili manipolate. Il segnale in 
uscita dal controllore viene opportunamente suddiviso e inviato ai singoli attuatori 
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 Dalle analisi dei dati industriali sono stati osservati i seguenti andamenti del SP: 
• Set-point fisso o a gradino → si rileva nel caso di schema di regolazione semplice 
o split-range o nel caso di anello primario di cascata. Nell’esempio mostrato in fig. 
3.2.2.3, per tutto il periodo analizzato il SP rimane costante al valore del 65% (si 
tratta di un controllore di livello). In fig. 3.2.2.4 si può notare una variazione del SP 















fig. 3.2.2.3 Esempio di SP costante per un LC 
• Set-point variabile → si ha nel caso di controllo avanzato e per loops che 
costituiscono l’anello secondario di una cascata. Si è osservato che per schemi APC 
le variazioni di SP sono molto piccole e, in genere, si mantengono puntualmente 
all’interno di un range del 2% [(SPi − 0.02·SPi) < SPi+1 < (SPi + 0.02·SPi)] come 
mostrato nell’esempio indicato in fig. 3.2.2.5.  
Nel caso, invece, di anello secondario di una cascata, si rilevano variazioni di SP 
molto più grandi; come si nota in fig. 3.2.2.6 è più difficile che i punti siano 

















fig. 3.2.2.4 Esempio di variazione di SP a gradino 
 






























































fig. 3.2.2.6 Esempio di variazione di SP per anello secondario di cascata 
Poiché l’analisi condotta utilizzando gli indici di Hägglund è valida a rigore soltanto in 
condizioni di stazionario, visto che è molto difficile in dati industriali avere solo periodi 
con SP fisso, si è posto il problema di valutare l’entità delle variazioni di SP per poterle 
assimilare ad un periodo di stazionario e realizzare comunque l’analisi senza 
commettere grandi errori nel calcolo puntuale dell’IAE.  
Il primo passo è stato quello di scegliere in modo opportuno il valore del parametro a, 
parametro di calibrazione del test di Hägglund, che rappresenta la minima ampiezza 
affinché un’oscillazione di frequenza pari alla pulsazione ultima del sistema possa 
essere considerata significativa. Una serie di analisi ha permesso di concludere che il 
valore ottimale di questo parametro è pari al 2% del range di controllo, in accordo con 
quanto già evidenziato in precedenti lavori di tesi (Ulivari, 2004). Analogamente, si è 
scelto come massimo scostamento puntuale dal set-point un valore del 2% e si è 
verificata la bontà di tale assunzione.  
In base a tutte queste considerazioni, si è proposto di introdurre nell’algoritmo di 
Hägglund una fase iniziale di prefiltraggio dei dati, un’operazione che consente di 
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sospendere l’analisi se vengono rilevate variazioni significative di set-point ovvero se: 
|SPi – SPi-1| > 0.02·SPi-1.  
Di seguito viene brevemente descritto il funzionamento del pretrattamento dati in base 
alla tipologia di cambi di SP: 
 SP a gradino → l’analisi viene sospesa nel periodo di transitorio, finché la PV non 
si riporta ad oscillare intorno al nuovo valore di set-point. Come mostra l’esempio 
riportato in fig. 3.2.2.7, in questi casi sono presenti due periodi di stazionario ben 
determinati da poter analizzare. 
 SP variabile per controllo APC → le variazioni di SP generalmente non superano 
puntualmente il 2%, quindi si può assimilare ad un andamento costante. 
 SP variabile per loops secondari di cascata → vengono eliminate tutte le 
variazioni di SP significative. Tuttavia, molto spesso accade che queste variazioni 
siano frequenti, quindi si è deciso di imporre che, qualora venga individuato più di 
un cambio significativo di SP ogni venti minuti, l’analisi venga invalidata. 
Nell’esempio riportato in fig. 3.2.2.8, vi sono 94 cambi significativi  di SP 
(quadrati verdi) in 20 minuti. I risultati ottenuti dall’analisi non possono essere 































fig. 3.2.2.8 Analisi non valida a causa di eccessivi cambi significativi di SP in 20 minuti 
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In base a quanto detto, si può comprendere come la fase di prefiltraggio dati permetta di 
ovviare al problema di un’analisi automatica con l’algoritmo di Hägglund, poiché 
permette o di scartare i periodi di transitorio o, nel caso di troppe variazioni di SP (più 
di una ogni 20 minuti), di invalidare l’analisi a causa della eccessiva frammentarietà dei 
dati esaminati. 
L’ulteriore beneficio offerto da tale procedura è legata ai due indici che vengono 
calcolati, ovvero Cambi_SP e Cambi_SP_significativi, che informano rispettivamente 
sul numero di cambi di SP complessivamente registrati e su quelli significativi (>2%) 
individuati. Tali informazioni permettono di avere un’idea del tipo di schema di 
controllo che caratterizza il loop, qualora questo non sia noto per qualche motivo.  
Come conclusione su questo punto, si può affermare che: 
a) In schemi di regolazione semplice → il numero di variazioni totali di SP coincide 
con il numero delle variazioni significative e, solitamente, non è superiore a 
qualche unità. 
b) In schemi di regolazione in cascata →  Le variazioni di SP sono in numero 
all’incirca uguale alle variazioni significative e, solitamente, si presentano ad ogni 
tempo di campionamento. 
c) In schemi di regolazione avanzati → generalmente si presenta un cambio di SP 
ad ogni tempo di campionamento mentre il numero di variazioni significative non 
supera qualche unità. 
Quindi, i casi a) e c) sono facilmente analizzabili, mentre il caso b) presenta maggiori 
difficoltà. 
3.2.3 Adattamento del test di Hägglund ad analisi on-line  
automatiche 
Le problematiche manifestate dal test di Hägglund in applicazioni automatiche e on-line 
sono essenzialmente due: 
? Tempo di supervisione fisso e dipendente dalla costante integrale del 
regolatore → come già descritto nel Paragrafo 1.3, questo inconveniente era già 
stato evidenziato in precedenti lavori di tesi (Ulivari, 2004) ed era già stata 
proposta una modifica all’algoritmo. 
? Valore dell’IAElim dipendente dalla costante integrale del regolatore →  il test 
di Hägglund presuppone la conoscenza della pulsazione ultima del sistema, 
generalmente non nota. Per ovviare a ciò si utilizza come grandezza caratteristica la 
costante integrale del regolatore; tuttavia, questa dipende dal tuning effettuato 
dall’ingegnere di controllo e quindi la frequenza critica calcolata in base a questo 
parametro può differire, anche sensibilmente, dal suo valore effettivo. Il parametro 
a viene quindi utilizzato per ottenere valori ragionevoli dell’IAElim. La possibilità 
di scegliere e modificare tale parametro in base al loop esaminato è prerogativa di 
una procedura off-line; in applicazioni on-line sono necessari degli indici che 
permettano di verificare a posteriori la bontà della scelta. 
Per ovviare ai problemi esposti, sono state proposte una serie di modifiche all’algoritmo 
di analisi.  
In linea con quanto già compiuto in precedenti lavori di tesi (Ulivari, 2004), si è cercato 
di conferire al tempo di analisi la maggior flessibilità possibile. Per far ciò, è stato 
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necessario introdurre due finestre temporali (tempo di osservazione e tempo di 
supervisione), anziché una come proposto da Hägglund, e definire due parametri (β e 
TM) che ne determinano la lunghezza consentendone l’ampliamento. Più in dettaglio: 
? Il tempo di osservazione: è un orizzonte di osservazione. Se necessario, 
l’algoritmo amplia la finestra di osservazione mediante il parametro β, e termina 
l’analisi non appena vengono individuate dieci oscillazioni significative (con IAE > 
IAElim). E’ evidente, quindi, la necessità di impostare dei valori di default per il 
tempo di osservazione: un valore minimo e un valore massimo che determinano la 
durata minima e massima dell’analisi. Questi valori di default, scelti pari a due e sei 
ore, consentono di disporre di un set di dati significativo per eventuali analisi 
successive e di contenere il tempo complessivo di analisi di ogni loop. 
? Tempo di supervisione: è una grandezza locale, indipendente dal tempo di 
osservazione e si aggiorna tutte le volte che viene rilevata un’oscillazione 
significativa. Per cercare di individuare loops caratterizzati da oscillazioni 
abbastanza regolari e quindi probabilmente interessati dal fenomeno di attrito, si è 
introdotto un tempo massimo entro il quale è necessario che si ripresenti 
un’oscillazione significativa; tale tempo massimo è stato posto pari al prodotto tra 
un fattore moltiplicativo TM e la durata dell’ultima oscillazione significativa 
individuata. 
Da quanto detto, risulta chiara l’importanza dei parametri β e TM poiché, determinando 
l’ampiezza delle finestre temporali, incidono profondamente sui risultati delle analisi. 
I due esempi riportati di seguito chiariscono quanto detto: 
→ Esempio 1: se la finestra di osservazione non fosse stata allungata di un’ora, 
trentaquattro minuti e quaranta secondi, non sarebbero state individuate dieci 
oscillazioni significative, ma solo quattro (fig. 3.2.3.1). 
→ Esempio 2: la finestra di supervisione si aggiorna ad ogni oscillazione significativa 
individuata (Tsup1,  Tsup2) mediante il parametro TM come si può osservare in fig. 
3.2.3.2. 
Un valore troppo alto di TM fa sì che un numero eccessivo di loops venga classificato 
come oscillante, con un inutile aumento dei costi computazionali e di tempo; un valore 
troppo basso di TM o troppo alto di β determina un aumento non necessario dei tempi di 
analisi; un valore troppo basso di β rende praticamente fisso il tempo di osservazione. 
Da tutta una serie di analisi effettuate, si è concluso che i valori ottimali per i due fattori 















fig. 3.2.3.1 Allungamento finestra di osservazione mediante β 


















































fig. 3.2.3.2 Allungamento finestra di supervisione mediante TM 
E’ stato inoltre definito un altro indice (delta), che risulta completamente indipendente 
dal tempo di supervisione, mentre influisce in minima parte sul tempo di osservazione. 
E’ stato introdotto per evitare di considerare significativa un’oscillazione di durata 
inferiore ad una certa percentuale della durata dell’oscillazione immediatamente 
precedente. Questo poiché tale oscillazione, molto più corta della precedente, è da 
considerarsi come il risultato dello smorzamento di un disturbo ad opera del controllore, 
come esemplificato nell’esempio di fig. 3.2.3.3. A seguito di numerose prove, il valore 















fig. 3.2.3.3 Importanza del parametro delta 
Per quanto riguarda, invece, l’esigenza di disporre in applicazioni on-line e automatiche 
di un qualche indice, che permetta di verificare a posteriori la bontà del valore attribuito 
al parametro di calibrazione del test di Hägglund, è stata proposta l’introduzione di due 
parametri: Scostamento_IAElim_max e Scostamento_IAElim_min. Questi 
permettono di capire se si sta utilizzando un valore dell’IAElim troppo basso o troppo 
alto in relazione al sistema in esame. Tali parametri sono definiti come: 




Err_max ax o_IAElim_mScostament ⋅π⋅=                        (1) 
 




Err_min in o_IAElim_mScostament ⋅π⋅=                         (2) 
 






















dove Err_max e Err_min sono rispettivamente gli scostamenti massimi e minimi della 
PV dal set-point e Frequenza_osc rappresenta la frequenza di oscillazione calcolata 
come l’inverso del numero degli zero crossing. In generale, è consigliabile controllare il 
valore della costante integrale del regolatore nel caso in cui entrambi i parametri 
risultino o minori di 0.1 o maggiori di 10.  I due valori di riferimento sono stati scelti in 
base alle seguenti considerazioni: 
→ Se Scostamento_IAElim_max e Scostamento_IAElim_min risultano maggiori di 10, 
tutte le risposte oscillanti sarebbero caratterizzate da un’IAE maggiore di 10 volte 
l’IAElim, che è una delle condizioni affinché una risposta possa essere classificata 
come lenta (Paragrafo 3.2.4). In questo caso è probabile che si stia utilizzando una 
costante di Hägglund (a) troppo bassa. 
→ Se Scostamento_IAElim_max e Scostamento_IAElim_min risultano minori di 0.1, 
ciò implica che sia stata ipotizzata per il sistema una frequenza critica minore di 
quella effettiva. In questo caso è probabile che si stia utilizzando una costante di 
Hägglund (a) troppo alta. 
Per comprendere l’utilità di questi parametri, è sufficiente considerare l’esempio 


















fig. 3.2.3.4 Loop a buona prestazione 
Il loop presentato viene indicato come oscillante dal test di Hägglund, tuttavia è 
evidente che si tratta di un loop a buona prestazione, infatti un’analisi approfondita ha 
mostrato che: non si ha saturazione né cambi di SP e la PV segue molto bene il SP, con 
un’ampiezza dell’oscillazione molto ridotta (< 1%) e con una frequenza alta (si registra 
in media un attraversamento del set-point ogni 50 s) .  
Se si osservano i valori dei parametri Scostamento_IAElim_max e 
Scostamento_IAElim_min, pari rispettivamente a 20.59 e 18.37, si individua il 
problema poiché sono entrambi maggiori di 10. Ciò deve far pensare che il valore 
dell’IAElim non è corretto, infatti la costante integrale del regolatore è pari a 1 s. In 
questi casi è necessario scegliere un valore della costante a più alto. Viceversa, nel caso 
in cui i due parametri fossero risultati entrambi minori di 0.1, avrebbe voluto dire che si 
stava adottando un valore di a troppo alto. 






















































3.2.4 Modifiche introdotte al test sulla risposta lenta 
Per prima cosa è stato necessario comprendere e decidere quale tipologia di oscillazione 
anomala fosse da classificare come “risposta lenta”. Dopo una serie di considerazioni, si 
è  giunti alla seguente conclusione: una risposta lenta ha il tipico andamento riportato in 
fig. 3.2.4.1 ed è causata da un’azione di controllo troppo blanda, quindi un opportuno 
modulo di identificazione e retuning (Modulo I & R della PCU) deve essere in grado di 















fig. 3.2.4.1 Tipico andamento di una risposta lenta  
Si può osservare che: 
? l’azione di controllo (OP) subisce una variazione apprezzabile  
? il set-point (SP) rimane costante durante l’oscillazione 
? la risposta è preceduta e seguita da periodi di stazionario 
? la risposta ha forma sovrasmorzata 
Basandosi solo sulla condizione IAE > 10·IAElim, implementata nella PCU per 
l’individuazione di risposte lente (Paragrafo 2.2.1), si identificano, oltre a risposte con 
andamento simile a quello mostrato in fig. 3.2.4.1, tutta una serie di altri casi. Un 
esempio è mostrato in fig. 3.2.4.2: è indubbio che l’IAE sia maggiore di 10·IAElim (fig. 
3.2.4.3) ma tale comportamento è assolutamente lontano da ciò che si definisce 















fig. 3.2.4.2 Andamento di una risposta sicuramente non classificabile come lenta 


























































fig. 3.2.4.3 Andamento dell’IAE per la risposta non lenta 
Il problema dei falsi allarmi nell’indicazione di risposte lente non sussiste nel caso di 
analisi fuori linea grazie all’intervento dell’operatore che rimuove gli andamenti 
palesemente anomali. Invece, nel caso di procedure completamente automatiche il 
problema si pone, e non è sufficiente far riferimento soltanto alla condizione IAE > 
10·IAElim. 
Per ovviare all’inconveniente esposto, si è deciso di introdurre una serie di condizioni 
aggiuntive. Una risposta viene considerata lenta solo se: 
 IAE > 10·IAElim 
 il SP resta costante durante la durata dell’oscillazione 
 la durata dell’oscillazione risulta maggiore di 30 minuti 
 non si ha saturazione della valvola 
Si consideri un esempio di analisi condotta con il nuovo algoritmo: da tutto il set di dati 
disponibili (fig. 3.2.4.4), si isola la finestra caratterizzata dall’oscillazione lenta (fig. 
















fig. 3.2.4.4 Dati complessivi disponibili (3 ore, 53 minuti e 40 secondi) 










































fig. 3.2.4.5 Zoom sulla risposta lenta (46 minuti e 40 secondi) 
Si può notare che l’andamento individuato è caratterizzato da: SP costante, 
l’oscillazione è durata 46 minuti e 40 secondi, la OP subisce una variazione di circa il 
24%, la risposta è preceduta e seguita da due periodi di stazionario.   
Analizzando questa finestra di dati con il modulo di identificazione e retuning della 
PCU, si ottiene una buona identificazione (fig. 3.2.4.6) del processo e del disturbo 
ottenendo i parametri indicati in tab. 3.2.4.1. Il modulo I&R inoltre fornisce, per 
ciascuno dei metodi di retuning disponibili, dei valori dei parametri del regolatore da 
poter adottare per ottimizzare la risposta. In questo caso, il retuning risultato ottimale è 
stato il PIDmin1 (fig. 3.2.4.7) che ha calcolato i parametri di retuning riportati in tab. 
3.2.4.2. Da un confronto con i parametri in uso, si può concludere che effettivamente il 


















fig. 3.2.4.6 Identificazione del processo e del disturbo (Modulo I&R) 
 
 
1 Si ricordi che il metodo PIDmin restituisce i parametri che minimizzano una funzione obiettivo; in questo 
caso si è scelto di minimizzare l’ITAE (Integral Time Absolute Error). Le altre funzioni obiettivo 
disponibili sono l’ISE e l’IAE.  
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Parametri del processo 
Parametro Valore 
Guadagno 0.696 
Costante di tempo (s) 15.407 
Ritardo (s) 75 
Fattore di smorzamento risposta 14.748 
Parametri del disturbo 
Parametro Valore 
Guadagno 3.587 
Costante di tempo (s) 118.25 
Ritardo (s) 0.019 
Fattore di smorzamento risposta 3 
Parametro Valore in uso Valore consigliato da I&R 
Guadagno regolatore 2 11.1614 
Costante integrale regolatore(s) 600 127.4371 
Costante derivativa regolatore (s) - 33.3785 































fig. 3.2.4.7 Retuning con metodo PIDmin 






Naturalmente, l’analisi dei dati industriali non fornisce sempre dei casi così chiari e 
facilmente analizzabili come quello che è stato appena presentato; a volte anche se 
l’andamento identificato risponde a tutte le limitazioni imposte affinché si possa parlare  
di risposta lenta, tuttavia non si riesce ad effettuare una buona identificazione del 
processo e del disturbo e quindi ad ottenere parametri di retuning per il regolatore.  
Un esempio tipico è mostrato in fig. 3.2.4.8. Si può notare che l’oscillazione 
significativa individuata dura 3 ore, 39 minuti e 40 secondi, il set-point resta costante, la 
OP subisce una variazione apprezzabile, non si ha saturazione; tuttavia, analizzando con 
il modulo I&R la finestra di dati riportata, non si riesce ad effettuare una buona 
identificazione, principalmente per due motivi:  
• la risposta non è preceduta né seguita da periodi ben definiti di stazionario 

























































fig. 3.2.4.8 Esempio di risposta lenta non identificabile con il modulo I&R 
Concludendo, si può affermare che le modifiche proposte all’algoritmo permettono di 
evitare l’analisi di dati non rappresentativi di una reale risposta lenta. 
3.2.5 Analisi dell’attrito con il test di Yamashita 
Come già detto nel Paragrafo 1.5.1.4, l’algoritmo di Yamashita è un metodo per 
l’individuazione del fenomeno di attrito in loops di controllo industriali mediante 
l’analisi dei dati relativi alla variabile manipolata (MV) e alla variabile OP (apertura 
percentuale della valvola in funzione del segnale di controllo).  
Il metodo consiste nell’individuazione per i controllori di portata del cammino 
















fig. 3.2.5.1 Cammino diretto antiorario 
L’implementazione del test, richiedendo la valutazione dei due indici ρ1 e ρ3 e lo 
svolgimento di medie, deviazioni standard e normalizzazioni, può essere eseguita in 


































modo abbastanza rapido sfruttando pochi comandi di un qualsiasi linguaggio di 
programmazione. La durata di questo test dipende ovviamente dal numero di dati 
collezionati e dal numero di loops da analizzare. In ogni modo, dovendo effettuare solo 
operazioni a costo computazionale basso, generalmente i tempi di calcolo per l’analisi 
sono trascurabili. 
Dall’analisi dei dati industriali si rileva spesso, oltre al cammino tipico sopra citato (fig. 
3.2.5.1), un altro andamento, mostrato in fig. 3.2.5.2. Tale comportamento, denominato 
“cammino inverso antiorario”, è risultato ancora più chiaro da un’analisi visiva 
realizzata con l’applicazione “movie” di Matlab ma non era mai stato rilevato2 con il 
programma di modellazione dell’attrito di Choudhury (2005). La presenza di attrito è 
tuttavia evidente dall’osservazione dell’andamento della OP e della MV che mostrano i 






























fig. 3.2.5.3 Andamenti MV (onda quadra) e OP (onda triangolare) 
 
2 Bisogna precisare che tale cammino (inverso antiorario) non era mai stato osservato in simulazione nei 
grafici MV vs. OP; tale andamento era ed è invece tipico dei diagrammi PV vs. OP in cui ovviamente i 
parametri del processo (τ, θ), approssimato con un modello del primo ordine più ritardo, rivestono 
fondamentale importanza. 










































Dopo varie analisi e osservazioni, si è compreso che si manifestano cammini di tipo 
inverso antiorario in quanto è presente un certo ritardo tra la OP e la MV. Stimando, 
infatti, tale ritardo visivamente e sottraendolo alla MV si passa dal cammino inverso 
antiorario al diretto in senso antiorario (cammino tipico di Yamashita).  
Per comprendere meglio cosa avviene è sufficiente riflettere sui due esempi riportati di 
seguito: 
? Esempio 1: dalla fig. 3.2.5.3 si può stimare la presenza di circa 40 secondi di 
sfasamento tra la OP e la MV e tale condizione fornisce il cammino inverso 
antiorario mostrato in fig. 3.2.5.2. Eliminando i 40 secondi di ritardo, si ottiene il 
















fig. 3.2.5.4 Cammino diretto antiorario (senza ritardo) 
? Esempio 2: anche per questo loop la presenza di attrito nell’attuatore si può 
constatare visivamente dagli andamenti della MV e della OP (fig. 3.2.5.5), che 
presentano uno sfasamento di circa 30 secondi e determinano il grafico MV(OP) 

















fig. 3.2.5.5 Andamenti MV (onda quadra) e OP (onda triangolare) 




































fig. 3.2.5.6 Andamenti MV (OP) con ritardo di 40 secondi 
Il passaggio da un cammino inverso antiorario ad uno diretto antiorario è evidente 











       
 
fig. 3.2.5.7 Andamenti MV (OP) senza ritardo di 30 secondi  
In base a quanto detto, il solo cammino proposto da Yamashita non è sufficiente ad 
individuare i vari casi di attrito; allora ci si è chiesto quante tipologie di cammini 
potrebbero manifestarsi, tenendo sempre in considerazione l’importante distinzione tra 
valvole ad azione diretta e valvole ad azione inversa, che si può così riassumere: 
• Valvole ad azione diretta: ad un aumento dell’azione di controllo OP corrisponde 
un aumento della variabile manipolata MV. 
• Valvole ad azione inversa: ad un aumento dell’azione di controllo OP corrisponde 
una diminuzione della variabile manipolata MV. 
Si sono effettuate una serie di simulazioni sia con il modello di Choudhury originale, 
riportato schematicamente in fig. 3.2.5.8, che con una versione leggermente modificata 
(fig. 3.2.5.9) introducendovi un blocchetto di ritardo tra la MV e la OP e un blocchetto 
per tener conto dell’azione diretta o inversa della valvola. I risultati delle simulazioni 
hanno evidenziato che: 
? I possibili cammini rilevabili sono quattro come mostrato in fig. 3.2.5.10: (a) 
diretto antiorario, (b) inverso antiorario, (c) diretto orario e (d) inverso orario. 
? I cammini (a) e (b) si rilevano nel caso di azione diretta della valvola mentre i 
cammini (c) e (d) nel caso di azione inversa 
? Osservando gli andamenti della MV, della OP e della PV sia nel caso di azione 
diretta (fig. 3.3.2.11 a) che inversa (fig. 3.3.2.11 b) della valvola, si nota che la MV 
è praticamente uguale alla PV (ipotesi basilare di tutte le presenti considerazioni) e 
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che esiste uno sfasamento tra la OP e la MV a conferma di quanto già evidenziato 







































                 
        (c)         (d) 
fig. 3.2.5.10 Cammini osservabili 















                                      (a)                                                                           (b) 
fig. 3.3.2.11 Andamenti di OP, MV e PV per valvola ad azione diretta (a) e inversa (b)  
Ricapitolando, sui quattro cammini identificati, si può dire che: 
- Cammino diretto antiorario (a) → è correlabile ad una valvola ad azione diretta, 
è stato rilevato sia in simulazione con il modello di Choudhury che sui dati 
industriali. 
- Cammino inverso antiorario (b) → è correlabile ad una valvola ad azione diretta, 
è stato rilevato sia in simulazione con il modello di Choudhury modificato che sui 
dati industriali e si manifesta poiché c’è un ritardo tra la MV e la OP. 
- Cammino diretto orario (c) → è correlabile ad una valvola ad azione inversa, è 
stato rilevato in simulazione con il modello Choudhury modificato ma non sui dati 
industriali e si manifesta poiché c’è un ritardo tra la MV e la OP.  
- Cammino inverso orario (d) → è correlabile ad una valvola ad azione inversa, è 
stato rilevato in simulazione con il modello di Choudhury ma non sui dati 
industriali. 
E’ molto strano che i cammini di tipo (c) e (d) possano esistere ma non vengano 
osservati sui dati industriali, e soprattutto che un impianto sia caratterizzato da sole 
valvole ad azione diretta. In realtà, ci sono sia valvole ad azione diretta che ad azione 
inversa ma sugli impianti Eni, per facilitare il lavoro dell’ingegnere di controllo, 
vengono utilizzati degli accorgimenti particolari (Farina, 2006). Questi consistono in: 
inversione del fondo scala del range di apertura della valvola nella lettura a video DCS, 
inversione dell'azione del posizionatore o anche inversione dell'azione del trasduttore 
elettrico/pneumatico, affinché ad un aumento della OP corrisponda sempre un aumento 
della MV. 
Sulla base di tutte queste considerazioni, si è proposto un algoritmo in grado di 
individuare complessivamente i quattro cammini indicati in fig. 3.2.5.11: (a) diretto 






















(a) (b) (c) (d)
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Valore dell’elemento ∆MVN(i) e ∆OPN(i) Simbolo associato 
< −1 D 
Compreso tra −1 e +1 S 
> 1 I 
L’algoritmo proposto è in grado di realizzare le seguenti operazioni:  
 Acquisire i dati relativi alla MV e alla OP. 
 Calcolare, per ciascuna delle due variabili, delle differenze tra due valori 
consecutivi nel tempo (ΔMV, ΔOP).  
 Calcolare media e deviazione standard per i due vettori di dati ΔMV e ΔOP. 
 Normalizzare ciascun elemento dei due vettori mediante la media e la deviazione 
standard calcolate, ottenendo due vettori: ΔMVN e ΔOPN. 
 Convertire in simboli ogni elemento dei due vettori, indicati con ΔMVN(i) e 
ΔOPN(i), secondo le regole indicate in tab. 3.2.5.1. In questo modo si ottengono 
due vettori contenenti simboli: ΔMVS e ΔOPS. 
tab. 3.2.5.1 Regole per associare elementi dei due vettori a simboli 
 
 
 Costruire una matrice S caratterizzata da due colonne (ΔOPS e ΔMVS) e n righe. 
Ciascuna riga di S descrive qualitativamente una direzione (IS, DS, DI, DD, SI, 
SD, II, ID, SS) sul piano MV vs. OP. 
 Eliminare dalla matrice S così ottenuta i cammini SS. 
 Valutare il numero (n) dei cammini IS e DS. 
 Valutare il parametro ρ1 definito come il rapporto tra n e il numero dei cammini 
totali (“depurati” dei cammini SS). 
 Valutare il numero (α) dei cammini IS seguiti da DD, DI, SD, ID, DS e il numero 
(β) dei cammini DS seguiti da DI, SI, ID, II, IS. 
 Calcolare il parametro ρ3(a) definito come la differenza tra ρ1 e il rapporto tra la 
somma di α e β e il numero dei cammini totali (“depurati” dei cammini SS). 
 Valutare il numero (γ) dei cammini IS seguiti da II, DS, DD, SD, ID e il numero 
(δ) dei cammini DS seguiti da DD, IS, II, SI, DI. 
 Calcolare il parametro ρ3(b) definito come la differenza tra ρ1 e il rapporto tra la 
somma di γ e δ e il numero dei cammini totali (“depurati” dei cammini SS). 
 Valutare il numero (ε) dei cammini IS seguiti da ID, II, SI, DI, DS e il numero (ζ) 
dei cammini DS seguiti da DI, DD, SD, ID, IS. 
 Calcolare il parametro ρ3(c) definito come la differenza tra ρ1 e il rapporto tra la 
somma di ε e ζ e il numero dei cammini totali (“depurati” dei cammini SS). 
 Valutare il numero (η) dei cammini IS seguiti da DD, DS, DI, SI, II e il numero (θ) 
dei cammini DS seguiti da II, IS, ID, SD, DD. 
 Calcolare il parametro ρ3(d) definito come la differenza tra ρ1 e il rapporto tra la 
somma di η e θ e il numero dei cammini totali (“depurati” dei cammini SS). 
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 Verificare la presenza di attrito: se il parametro ρ3 risulta maggiore di 0.253 allora 
si può concludere che il loop è affetto da attrito. 
Concludendo si può affermare che: 
1. Un attuatore affetto da attrito può presentare, in un grafico MV vs. OP, oltre al 
cammino proposto da Yamashita (cammino diretto antiorario), altri tre cammini 
caratteristici (cammino inverso antiorario, cammino diretto orario e cammino 
inverso orario). I cammini diretti e inversi in senso antiorario sono correlabili ad 
una valvola ad azione diretta, mentre i cammini diretti e inversi in senso orario ad 
una valvola ad azione inversa. 
2. Tutti e quattro i cammini descritti sono osservabili in simulazione, mentre solo due 
(cammino diretto e inverso antiorario) sono stati rilevati sui dati industriali. Il fatto 
che gli altri due cammini, correlabili ad una valvola ad azione inversa, non 
vengono identificati, è legato all’utilizzo sull’impianto Eni di accorgimenti che 
risolvono i problemi di congruenza tra visualizzazione da DCS ed effettivo 
azionamento delle valvole. 
3. Le modifiche apportate all’algoritmo, consentendo di rilevare tutti e quattro i 
cammini possibili, permettono di identificare un maggior numero di loops affetti da 
attrito. 
4. Il ritardo esistente tra la OP e la MV, essendo dovuto a tempi caratteristici di 
effettiva applicazione del segnale di controllo e non al processo, non pregiudica, 
come si è dimostrato, l’asserzione che la variabile manipolata coincide con la 
variabile controllata (MV = PV). 
5. Poiché, solitamente non si dispone dei valori della MV ma solo di quelli relativi al 
set-point, alla PV e alla OP, il test di Yamashita può essere effettuato solo nel caso 






















3 Il valore di 0.25 è stato proposto da Yamashita e rappresenta il fatto che 2 direzioni su 8 sono tipiche del 
fenomeno di attrito. In realtà le direzioni di interesse dovrebbero essere 2 su 7 poiché, nel caso in cui si 
abbia una serie di IS e corrispondentemente di DS, si contano tutti gli elementi della serie solo se seguiti 
da direzioni “buone”. Il valore di riferimento, quindi, dovrebbe essere pari a circa 0.286.  
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Sigla Spiegazione 
K Guadagno regolatore 
Taui Costante di tempo integrale del regolatore 
Taud Costante di tempo derivativa del regolatore 
CTRLinf Limite inferiore del range di controllo 
CTRLsup Limite superiore del range di controllo 
Tc Tempo di campionamento 
Sigla Spiegazione Valori di default 
N Tempo minimo di analisi 2 ore 
HA Parametro del test di Hägglund 0.02 
beta Parametro per allungamento finestra di osservazione 1 
delta 
Parametro che permette di considerare 
significativa un’oscillazione di durata superiore 
ad una certa percentuale della durata 
dell’oscillazione immediatamente precedente  
40% 
TM Parametro per allungamento finestra di supervisione 1.1 
T0min Durata minima di un’oscillazione affinché possa considerarsi lenta  30 minuti 
deltaSP Minimo valore della variazione di SP affinché questa possa considerarsi significativa 2% 
MaxdeltaSP Numero massimo di variazioni di SP significative 0.05 (minuti-1) 
3.3 Programma sviluppato in Visual Basic 
Il programma elaborato in Visual Basic (VB), orientato verso applicazioni automatiche 
e on-line, ha lo scopo di fornire una prima valutazione delle prestazioni dei circuiti di 
controllo di impianti industriali, permettendo di selezionare loops che presentano 
anomalie significative, come oscillazioni persistenti o risposte lente e, nel caso di 
controllori di portata oscillanti, dare una prima informazione sulla presenza di attrito.  
Gli algoritmi utilizzati per l’individuazione di risposte oscillanti persistenti, delle 
risposte lente e della presenza di attrito sono rispettivamente: il test di Hägglund 
(Paragrafo 1.3) con le modiche descritte nel Paragrafo 3.2.3, il test sulla risposta lenta 
(Paragrafo 3.2.4) e il test di Yamashita con i 4 cammini (Paragrafo 3.2.5).  
Come si può notare dallo schema logico semplificato, mostrato in fig. 3.3.1, il 
programma importa inizialmente i parametri di controllo e il tempo di acquisizione dati 
(tab. 3.3.1), e ad ogni passo, i valori del set-point (SP), della variabile controllata (PV) e 
dell’apertura percentuale della valvola (OP). 










Durante l’esecuzione delle routines, il programma utilizza i parametri di inizializzazione 
dell’analisi indicati in tab. 3.3.2, a cui sono stati attribuiti dei valori di default, che sono 
stati scelti in seguito a tutte le considerazioni esposte nei paragrafi precedenti, e che 
l’operatore può modificare in base al loop esaminato e/o al tipo di analisi. 






















































Regolatore FC & 
risposta oscillante? Test di Yamashita
Sì
No
In Appendice A sono riportati tutti i parametri e le variabili informatiche utilizzate dal 















































fig. 3.3.1 Schema a blocchi semplificato del programma sviluppato in VB 
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Il funzionamento del programma può essere riassunto nei seguenti punti: 
 Fase di inizializzazione → il programma acquisisce i parametri di controllo (K, 
Taui, Taud, CTRLinf, CTRLsup) e il tempo di campionamento (Tc), e legge i 
parametri di inizializzaione  (tab. 3.3.2). 
 Fase di pretrattamento dati → ad ogni passo il programma acquisisce i valori di 
SP, PV e OP e controlla che sia verificata la condizione: |SPi – SPi-1| < 0.02·SPi-1. 
Se ciò non avviene, sospende temporaneamente l’analisi (Pausa) in attesa che si 
ritorni in condizioni di stazionario, altrimenti procede regolarmente. 
 Fase di esecuzione tests → il programma esegue il test di Hägglund e il test sulla 
risposta lenta individuando risposte oscillanti persistenti e/o risposte lente. E’ 
interessante sottolineare che la positività al test di Hägglund non esclude quella al 
test sulla risposta lenta, quindi un loop può risultare contemporaneamente sia 
oscillante che lento.  
Dopo l’esecuzione dei due tests, viene realizzato anche il test di Yamashita per 
rilevare la presenza di attrito, nel caso in cui:  
− Il loop analizzato è un controllore di portata 
− Il loop è risultato oscillante dal test di Hägglund 
− Non c’è stata saturazione 
− Non si è verificato un numero eccessivo di cambi significativi di set-point  
 Fase di stesura report → alla fine di tutta l’elaborazione viene fornito un report 
contenente le seguenti voci principali: 
• Nome loop analizzato 
• Durata dell’analisi 
• Responso test di Hägglund (negativo, positivo) 
• Responso test risposta lenta (negativo, positivo) 
• Responso test di Yamashita: (non effettuato, attrito, no attrito) 
• Warning analisi non valida: Saturazione  
• Warning analisi non valida: Cambi di SP eccessivi  
• Warning: Possibile errore nella scelta di HA 
Come si può notare, vengono fornite informazioni relative all’esito dei tre tests e 
tre messaggi di warning;  tali messaggi indicano se si sono manifestatati fenomeni, 
quali la saturazione o eccessivi cambi significativi di SP, per cui è necessario 
invalidare l’analisi o se probabilmente, si è scelto un valore del parametro di 
calibrazione di Hägglund (HA) errato per lo specifico loop (Paragrafo 3.2.3).  
Oltre a queste indicazioni, vengono mostrati anche i valori assunti dai nuovi indici 
introdotti nell’algoritmo e che sono stati presentati nel corso di questo capitolo, 
ovvero: 
→ RangeOP: restituisce i valori massimo e minimo della OP registrati durante 
l’analisi. Tale parametro offre il vantaggio di informare se la valvola lavora 
sempre in un range di controllo ottimale (20% < OP < 80%) e, nel caso di loop 
affetto da attrito, dà un’idea dell’entità di tale fenomeno (Choudhury at al., 
2005). 
3. Sviluppo Modulo Individuazione Anomalie (MIA) 
61 
→ Cambi_SP e Cambi_SP_significativi: indicano rispettivamente il numero di 
cambi di SP complessivamente registrati e quelli significativi (>2%) 
individuati. Permettono di comprendere il tipo di schema di regolazione 
adottato, nel caso in cui non si abbia alcuna informazione in merito. 
→ Scostamento_IAElim_max e Scostamento_IAElim_min: permettono di 
verificare la bontà della scelta del parametro a. Se entrambi i parametri 
risultano > 10 o < 0.1, si ha il messaggio di Warning riportato sopra (Warning: 


































































3.4 Applicazioni su dati di impianto 
Per dimostrare l’efficienza e l’affidabilità del test in Visual Basic che è stato presentato, 
vengono mostrati i risultati di una serie di analisi condotte facendo riferimento a dati di 
impianto acquisiti a dicembre 2004, già riportati in precedenti lavori di tesi (Ulivari, 
2004), relativi a 60 anelli di regolazione della raffineria Eni di Livorno. Tali analisi sono 
state volte inizialmente a testare il buon funzionamento del codice in condizioni off-line 
(simili alla PCU), analizzando tutto il set di dati disponibile, e successivamente nelle 
condizioni il più possibile affini a quelle in cui il codice verrà posto ad operare, ovvero 
on-line. 
Prima di esporre i risultati delle analisi, si effettuerà una breve descrizione della 
metodologia utilizzata nell’esame off-line dei dati. 
3.4.1 Metodologia utilizzata nell’analisi off-line dei dati 
La metodologia utilizzata risulta di particolare interesse poiché si tratta di un’analisi 
completa e sistematica dei dati industriali relativi a ciascun loop, al fine di ottenere una 
sorta di archivio di andamenti tipici, facilmente consultabile e utile per successivi 
approfondimenti. Più precisamente la procedura utilizzata è consistita nel: 
? Visualizzare tutto il set di dati disponibile per identificare andamenti irregolari, 
come valvole in saturazione o in manuale. 
? Effettuare le analisi dello specifico loops con il programma in VB e con la PCU. 
? Focalizzare l’attenzione su una particolare anomalia, se presente, per cercare di 
caratterizzarla meglio, isolando la finestra di dati in cui essa si manifesta. 
Di seguito si riporta un esempio per il loop 15FC, uno dei 60 anelli di regolazione 
esaminati: 
Parola chiave: ATTRITO 
Nome loop: 15FC 
Dati: 14/12/2004 
→ Analisi visiva degli andamenti di SP, OP e PV per tutto il set di dati (5 ore, 33 minuti e 
















fig. 3.4.1.1 Andamenti di SP, OP e PV per il loop 15FC (set di dati completo) 
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Nome loop: 15FC 
Modulo 3 Modulo 1 Modulo 2 
Cross-Correlazione Bicoerenza Relay 
Report 






















Nome loop analizzato 15FC 
Durata dell’analisi (hh.mm:ss) 5.33:20 
Responso test di Hägglund Positivo 
Responso test risposta lenta Negativo 
Responso test di Yamashita Positivo 
Info addizionali 
RangeOP 58.79-63.76% 
Numero cambi di SP 0 
Numero cambi SP significativi 0 
Scostamento_IAElim_max 4.183 
Scostamento_IAElim_min 4.183 
Osservazioni: non è stato rilevato nessun andamento irregolare (saturazione o 
valvola in manuale), il set-point è costante. 
→ Risultati analisi condotte con la PCU (tab. 3.4.1.1) e il programma in VB off-line 
(tab. 3.4.1.2) 





















Osservazioni: il loop risulta affetto da attrito, la valvola lavora in un range 
ottimale, scelta corretta del valore del parametro di calibrazione del test di 
Hägglund a. 



















fig. 3.4.1.2 Andamenti di SP, OP e PV per il loop 15FC (100 punti di campionamento) 
 











Osservazioni: gli andamenti della OP e della PV presentano una sfasamento di 
circa 40 s e confermano la presenza di attrito (onda triangolare). 


















fig. 3.4.1.3 Grafico MV(OP) per il loop 15FC 
Osservazioni: si osserva un cammino inverso antiorario che conferma la presenza 
di attrito.  
Come si può notare si ottiene una scheda tecnica specifica per ogni loop contenente 
le seguenti voci: 
1. Parola chiave: BUONA PRESTAZIONE / ATTRITO / DISTURBO / ANDAMENTI 
IRREGOLARI 
2. Nome Loop: nome del loop esaminato 
3. Dati: Data (gg/mm/aa) di acquisizione  
4. Set completo dei dati: analisi visiva degli andamenti di SP, OP e PV per tutto 
il set di dati, e osservazioni in merito 
5. Risultati analisi condotte con gli algoritmi disponibili 
6. Zoom su una particolare andamento rilevato e osservazioni in merito 
7. Osservazioni conclusive 
Tutte le schede tecniche così ottenute possono essere catalogate a costituire un archivio 
storico da poter facilmente consultare in base al tipo di fenomeno che si sta analizzando, 
sfruttando la parola chiave (in questo caso ATTRITO) introdotta all’inizio di ogni 
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Tipo di controllore N° loops analizzati Set point costante o variabile? 
17 loops con SP fisso FC 39 
22 loops con SP variabile* 
10 loops con SP fisso PC 11 
1 loop con SP variabile* 
6 loops con SP fisso TC 10 
4 loops con SP variabile* 
*per SP variabile si intende sia SP a gradino, sia con andamenti particolari dovuti a     
  controlli avanzati o in cascata 
Tipo di controllore N° loops analizzati Responso PCU Risultati test in VB  off-line 
FC 39 
Buona prestazione: 14
Loops oscillanti: 20 
Loops lenti: 5 
Buona prestazione: 15 
Loops oscillanti: 17 
Loops lenti: 1 
Loops oscillanti e lenti: 1
Analisi non valida: 5 
PC 11 
Buona prestazione: 4 
Loops oscillanti: 4 
Loops lenti: 3 
Buona prestazione: 4 
Loops oscillanti: 3 
Loops lenti: 1 
Loops oscillanti e lenti: 0
Analisi non valida: 3 
TC 10 
Buona prestazione: 4 
Loops oscillanti: 5 
Loops lenti: 1 
Buona prestazione: 4 
Loops oscillanti: 1 
Loops lenti: 1 
Loops oscillanti e lenti: 1
Analisi non valida: 3 
3.4.2 Risultati delle analisi off-line e on-line 
I 60 loops analizzati possono essere classificati, in base al tipo di controllore e 
all’andamento del set-point, come indicato in tab. 3.4.2.1. 











In tab. 3.4.2.2 è riportato un riepilogo (dettagli in Appendice B.1, tab. b.1.1) dei risultati 
ottenuti con il programma in Visual Basic a confronto con i responsi forniti dalla PCU 
utilizzata senza effettuare una preselezione dei dati. 
Abbiamo scelto di mostrare questo confronto per evidenziare l’impossibilità di 
utilizzare in applicazioni on-line e automatiche un sistema concepito per applicazioni 
off-line. 


















Otteniamo risultati discordi per 16 loops su 60, ovvero nel 27% dei casi. Di questi 16 
casi (vedere tab. b.1.1): 
 In 11, l’analisi risulta non valida per il manifestarsi di saturazione (9 casi) o cambi 
eccessivi di SP (2 casi) 
 In 2 (27FC e 32FC), la PCU individua risposte lente causate da cambi di SP a 
gradino come evidente da fig. 3.4.2.1. I loops sono quindi a buona prestazione sulla 
base delle modifiche apportate all’algoritmo. 
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5FC 0.0935 0.0185 0.0686 0 0.0238 No attrito Dist.non reg. 
14FC 0.3653 0.3245 0.3318 0.0003 0.0231 Attrito Attrito 
15FC 0.3779 0.3395 0.3735 0 0.0022 Attrito Attrito 
18FC 0.3183 0.2374 0.2402 0.0031 0.0616 No attrito Dist.non reg. 
19FC 0.4735 0.3673 0.2956 0.0068 0.1059 Attrito Attrito 
24FC 0.1271 0.0304 0.1271 0 0 No attrito Poss. di SM 
25FC 0.0608 0.027 0.0574 0 0 No attrito Attrito 
33FC 0.0946 0.0946 0.0946 0 0 No attrito Attrito 
48FC 0.7691 0.3227 0.4064 0.0212 0.066 Attrito Attrito 
49FC 0.6716 0.2882 0.4066 0.0289 0.0846 Attrito Attrito 
50FC 0.4751 0.2634 0.2888 0.0371 0.1385 Attrito Attrito 
52FC 0.4413 0.0742 0.1721 0.0403 0.0709 No attrito Attrito 
53FC 0.2709 0.1267 0.2228 0.0004 0.0449 No attrito Dist.non reg. 
58FC 0.3542 0.2365 0.3098 0.0097 0.0212 Attrito Attrito 
68FC 0.3768 0.1179 0.36 0 0.0147 Attrito Attrito 
74FC 0.203 0.0694 0.1574 0 0.0457 No attrito Cestino 
75FC 0.3564 0.2311 0.2325 0.0141 0.0993 No attrito Cestino 


























































Risposta lenta causata 
































fig. 3.4.2.1 Risposte lente dovute a cambi di SP per il 27FC (a) e 32FC (b) 
E’ interessante evidenziare che di 9 loops segnalati dalla PCU come lenti a causa di un 
tuning blando del regolatore, solo 3 (2FC, 62TC e 28PC) possono essere classificati 
come effettivamente lenti, mentre gli altri 6 presentano saturazione. Riassumendo, di 60 
loops: 
? 23 loops sono risultati a buona prestazione 
? 9 loops hanno presentato saturazione e quindi l’analisi è stata invalidata 
? 2 loops hanno mostrato un numero eccessivo di cambi significativi di SP e quindi 
l’analisi è stata invalidata 
? 21 loops sono risultati oscillanti: 17 controllori di portata, 3 controllori di pressione 
e un controllore di temperatura  
? 3 loops sono risultati lenti  
? 2 loops (77FC e 31TC) sono risultati sia oscillanti che lenti  
Per i 17 controllori di portata risultati oscillanti, e per il 77FC (oscillante e lento), il 
programma ha eseguito il Test di Yamashita con i quattro cammini, fornendo i risultati 
indicati in tab. 3.4.2.3.  
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Si può osservare che: 
 In tre casi (25FC, 33FC e 52FC) il verdetto del test di Yamashita è discorde 
rispetto alla PCU. L’assenza di attrito è confermata in tutti e tre i casi da un’analisi 





















fig. 3.4.2.2 Andamenti MV(OP) per 25FC (a), il 33FC (b) e il 52FC (c) 
 Nel 78% dei casi di attrito si manifesta prevalentemente il cammino di tipo inverso 
antiorario, mentre i cammini di tipo (c) e (d) non vengono mai rilevati.  
 I loops 58FC e 68FC, affetti da attrito, non sarebbero stati individuati con 
l’algoritmo originale di Yamashita poiché ρ3(a) < 0.25. 
Testata la bontà del programma in condizioni off-line, si sono effettuate delle prove on-
line grazie ad un’applicazione fornitaci dal personale dell’ENI con cui si è collaborato. 
Tale applicazione ha permesso di simulare la lettura da DCS, e non da files piatti, e di 
avvicinarsi quindi alle condizioni reali di messa in opera del programma. 
L’obiettivo di queste analisi on-line è stato quello di verificare se l’esecuzione del 
programma per un tempo minimo di due ore fornisse verdetti affidabili e realistici. La 
necessità di disporre di almeno due ore di dati è legata al fatto che gli algoritmi 
implementati nella PCU (Cross-Correlazione, Bicoerenza, Relay) richiedono, per un 
buon funzionamento, almeno 7204 campioni. Questo, dunque, è un vincolo che è 
necessario rispettare se si vogliono effettuare analisi successive con le tecniche citate 
della PCU. In tab. 3.4.2.4 è riportato un riepilogo dei risultati dell’analisi on-line a 




4 Si ricorda che tutti i dati analizzati in questo lavoro di tesi sono stati acquisiti da DCS con una scansione 
temporale di 10 secondi. Ovviamente se il tempo di campionamento viene ridotto, è necessario aumentare 








































3. Sviluppo Modulo Individuazione Anomalie (MIA) 
68 
Tipo di controllore N° loops analizzati Risultati test in VB  off-line  
Risultati test in VB  
on-line 
FC 39 
Buona prestazione: 15 
Loops oscillanti: 17 
Loops lenti: 1 
Loops oscillanti e lenti: 1
Analisi non valida: 5 
Buona prestazione: 21 
Loops oscillanti: 15 
Loops lenti: 0 
Loops oscillanti e lenti: 0
Analisi non valida: 3 
PC 11 
Buona prestazione: 4 
Loops oscillanti: 3 
Loops lenti: 1 
Loops oscillanti e lenti: 0
Analisi non valida: 3 
Buona prestazione: 8 
Loops oscillanti: 2 
Loops lenti: 0 
Loops oscillanti e lenti: 0 
Analisi non valida: 1 
TC 10 
Buona prestazione: 4 
Loops oscillanti: 1 
Loops lenti: 1 
Loops oscillanti e lenti: 1
Analisi non valida: 3 
Buona prestazione: 5 
Loops oscillanti: 1 
Loops lenti: 1 
Loops oscillanti e lenti: 0
Analisi non valida: 3 















E’ interessante evidenziare che: 
→ Nel 77% dei casi si ottengono risultati concordi. 
→ I 14 casi su 60 in cui si hanno responsi discordi sono caratterizzati dal manifestarsi 
di fenomeni, quali disturbi non regolari, risposte lente, numero eccessivo di cambi 
di SP e/o saturazione, che dipendono strettamente dal momento in cui si effettua 
l’analisi. 
→ Tutti i loops affetti da attrito vengono segnalati come tali, a testimonianza del fatto 
che l’attrito è un fenomeno persistente e indipendente dal momento di analisi; ciò 
che può variare nel tempo è la sua entità (indice di attrito). 
Esaminando la tab. b.1.3 riportata in Appendice B.1, si può comprendere meglio il 
significato dell’estrema flessibilità del tempo di analisi che caratterizza il programma 
in VB e di cui si è parlato nel Paragrafo 3.2.3. A questo punto, è opportuno realizzare 
una ulteriore distinzione tra la durata dei tests e la durata del campionamento: 
? Durata tests → tempo impiegato per l’esecuzione delle routines e quindi, per 
l’individuazione delle anomalie, se presenti. E’ risultato variare da un  minimo di 7 
minuti e 10 secondi ad un massimo di 10 ore, 23 minuti e 20 secondi. 
? Durata campionamento → posto di default pari a un minimo di due ore e 
ampliabile dal programma in base alle esigenze; per i loops analizzati è stato 
ampliato fino ad un massimo di 10 ore, 23 minuti e 20 secondi. 
Ipotizzando di avere un impianto caratterizzato dai 60 loops di controllo presentati, e di 
poter analizzare 5 loops alla volta, si è stimato che occorrono circa 38 ore per 
completare l’analisi. Prendendo inoltre in considerazione le informazioni addizionali 
fornite nel report (Paragrafo 3.3), si può dire che: 
? Dei 60 loops analizzati, escludendo i 9 loops affetti da saturazione, 39/51 
presentano un range di lavoro della valvola ottimale (20 – 80%); principalmente i 
controllori di temperatura sono caratterizzati da un range di apertura della valvola 
non ottimale.  
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Nome loop Scostamento_IAElim_max Scostamento_IAElim_min τi 
Valore di a 
da adottare 
19FC 54.41 47.08 12 s > 0.02 
27FC 0.076 0.073 900 s < 0.02 
35FC 0.036 0.036 300 s < 0.02 
? Se si considera valido come criterio per stimare l’entità dell’attrito il range di 
apertura della valvola, i 9 controllori di portata affetti da attrito possono essere 
ordinati come indicato in tab. 3.4.2.5.  














? Per tutti i loops, escludendo gli 11 per i quali l’analisi è stata invalidata, si è 
verificato che i due parametri Scostamento_IAElim_max e 
Scostamento_IAElim_min sono sempre risultati compresi nell’intervallo 0.1 – 10, 
ovvero che si è scelto un valore buono della costante di Hägglund a (per ulteriori 
spiegazioni vedere Paragrafo 3.2.3), ad eccezione dei tre casi indicati in tab. 
3.4.2.6; per questi tre loops sarebbe stato opportuno modificare leggermente il 
valore di a. 
tab. 3.4.2.6 Valori dei parametri Scostamento_IAElim_max e Scostamento_IAElim_min 
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3.5 Conclusioni 
In questo capitolo è stato descritto tutto il percorso che ha permesso di ottenere una 
procedura di analisi, denominata Modulo di Identificazione Anomalie (MIA), in grado 
di operare in linea e totalmente in automatico: la fase preliminare di riesame di dati di 
impianto precedentemente acquisiti, la fase di sviluppo e ottimizzazioni algoritmi e, 
infine, la fase di applicazioni su dati di impianto per testare la bontà e l’affidabilità del 
programma. 
Il codice realizzato, pur essendo basato sul modulo 1 della PCU, presenta modifiche 
sostanziali rispetto ai test e agli algoritmi precedentemente sviluppati. Le modifiche 
introdotte hanno riguardato vari aspetti: il pretrattamento dei dati, un nuovo modo di 
individuazione delle risposte lente, la definizione di una serie di indici ausiliari e il test 
di Yamashita con quattro cammini.  
I cambiamenti introdotti hanno avuto come obiettivo quello di rendere la procedura di 
analisi totalmente automatica in vista di un’applicazione in linea. I risultati positivi 
ottenuti porteranno all’adozione dei nuovi algoritmi nella versione aggiornata del 
programma PCU.  
A questo punto, si procederà nella descrizione del secondo punto di questo lavoro di 
tesi, ovvero l’architettura del sistema di monitoraggio attualmente in via di sviluppo 
presso la raffineria Eni di Livorno, nel quale il MIA prima descritto sarà applicato in 





Caratteristiche sistema di monitoraggio Eni 
4.1 Introduzione 
In questo capitolo vengono descritte in dettaglio le caratteristiche del sistema di 
monitoraggio delle prestazioni di anelli di regolazione industriali attualmente in via di 
sviluppo presso la raffineria Eni R&M di Livorno. Alcune peculiarità del sistema che ne 
hanno condizionato la scelta riguardano: 
 La necessità di un utilizzo generale, per una installazione su tutti i sistemi di 
controllo della società Eni.  
 L'obiettivo di ottenere un funzionamento in automatico, con una minima 
interazione con l’operatore. 
 La struttura "ibrida", in parte operante in linea e in parte fuori linea; più 
precisamente prevede l’individuazione in linea di loops a scarsa prestazione, 
ovvero caratterizzati da risposte lente e/o oscillanti, e l’implementazione fuori linea 
degli algoritmi per l’assegnazione delle cause (disturbi esterni, tuning dei 
regolatori, attrito nelle valvole). 
Viene anche descritta l'implementazione del  modulo operante in linea (presentato nel 
Capitolo 3), effettuata in collaborazione con il personale dell'impianto, e la sua verifica 
mediante analisi condotte su anelli di regolazione dell’impianto carburanti (Sezione 
idrodesolforazione 1,2,3) e TIP (Total Isomerization Process). 
L’illustrazione del lavoro svolto può riassumersi nelle seguenti fasi:  
1) Presentazione dell’architettura del sistema di monitoraggio con descrizione 
funzionale dei diversi moduli che la caratterizzano. 
2) Analisi dettagliata dei Moduli di Analisi (MAi)  in cui è stato implementato il test 
in linea, da noi realizzato in Visual Basic. 
3) Descrizione del Modulo di Identificazione Cause (MIC) in cui saranno 
implementati tutti gli algoritmi per l’individuazione off-line della cause delle 
anomalie, identificate con il modulo in linea. 
4) Caratterizzazione del sistema di comunicazione tra i moduli MAi e MIC. 
5) Applicazioni in linea e convalida del sistema. 
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4.2 Architettura del sistema di monitoraggio 
Il disegno dell’architettura del sistema di monitoraggio, eseguito dal personale dell’Eni, 
è stato realizzato tenendo conto dei seguenti vincoli: 
• Eterogeneità dei DCS delle diverse raffinerie del circuito Eni, da cui vengono 
reperiti i dati di base per effettuare i vari controlli. 
• Possibilità di scegliere il numero di processi di analisi da attivare 
contemporaneamente in base alla disponibilità delle risorse di calcolo messe in 
esercizio. 
• Semplicità nella configurazione e nell’attivazione da parte dell'utente dei controlli 
sui loops, e verifica agevole dei risultati ottenuti. 
• Organizzazione dei dati, sia di campo che dei risultati, in una base dati che 
consenta la storicizzazione per futuri approfondimenti. 
Come si può notare, tali vincoli sono di tipo prettamente informatico e quindi è stata di 
fondamentale importanza la “guida” di persone con adeguate competenze. 
In base alle considerazioni sopra elencate, si è scelto di organizzare il sistema nei 



















fig. 4.2.1 Architettura del sistema di monitoraggio  
Come si può notare, sono stati implementati i seguenti moduli: 
? Modulo di Scheduling e Memorizzazione (MS) → Il modulo di scheduling riceve 
dal modulo utente (MU) il comando di attivazione di controllo su di una sequenza 
di loops, schedula l’avvio dell’analisi dei loops tenendo conto del numero di 
moduli di analisi (MAi) disponibili nel sistema, riceve dai singoli moduli di analisi 
la conferma di disponibilità per l’inizio dell’attività su di un altro loop della 
sequenza da controllare, riceve dal modulo utente il comando di disattivazione 
dell’analisi sulla sequenza in corso, avvia  il modulo di identificazione delle cause 
(MIC) per ogni loop e riceve dal modulo di identificazione delle cause il messaggio 
di disponibilità. Il modulo di memorizzazione carica nel data-base i dati collezionati 
dai moduli di analisi e invia al modulo di scheduling un messaggio di avvenuta 
memorizzazione del flat file per un certo loop. 
OPC Server
MA1 MA2 MA3 MAn
MSMIC
SQL MU
OPC Server OPC Server
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? Modulo Utente (MU) → Invia messaggi di inizio/fine attività su una certa 
sequenza di loops al modulo di scheduling, visualizza lo stato di analisi dei singoli 
loops, visualizza i risultati del modulo di identificazione delle cause e consente la 
stampa dei risultati. 
? Moduli di Analisi (MAi) → Vengono attivati dal modulo di scheduling, leggono 
da DCS i parametri di configurazione necessari, collezionano da DCS, con un 
tempo di campionamento pari a 10 secondi, i parametri di calcolo fondamentali e li 
storicizzano in un flat file, eseguono l’analisi fino a fine periodo e inviano un 
messaggio di disponibilità al modulo di scheduling per un’altra analisi.  
I cosiddetti “flat file” memorizzano le informazioni in modo non strutturato in un 
unico file (di solito leggibile), ma forniscono ben poche funzionalità a parte la 
memorizzazione ed il recupero delle stesse informazioni. In genere l'accesso ai dati 
è estremamente veloce, ma occorre ritrovare le informazioni utilizzando una ricerca 
di tipo "preciso", inoltre raramente supportano la multiutenza. 
? Modulo di Individuazione delle Cause (MIC) → Viene attivato dal modulo di 
scheduling, esegue, accedendo al data-base, gli algoritmi necessari alla 
determinazione delle cause di anomalia, registra nel data-base i risultati di tali 
elaborazioni e invia un messaggio di disponibilità ad iniziare un’altra attività al 
modulo di scheduling. 
Per ragioni di opportunità, nell’implementazione del progetto presso la raffineria Eni di 
Livorno, i moduli descritti sono stati localizzati fisicamente in due server (fig. 4.2.2): 
 Server 1: contiene i moduli MU, MS e MIC e il data-base relazionale (Un data-
base relazionale RDBMS permette la composizione di interrogazioni o query che 
collegano più tabelle, stabilendo delle "relazioni" tra i contenuti delle singole 
tabelle) 






















fig. 4.2.2 Localizzazione fisica dei processi 
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In uniformità agli standard definiti in raffineria, si è scelto Microsoft SQL come motore 
per il data-base relazionale, l’ambiente WEB per la stesura dell’applicazione MU di 
accesso al sistema ed il meccanismo di Message and Queueing (M&Q), abilitato dal 
prodotto IBM MQSeries, per lo scambio messaggi tra i vari moduli del sistema. 
L’adozione della tecnica di M&Q è stata preferita ad altri tipi di comunicazione tra 
processi, in quanto permette un’indipendenza delle piattaforme software su cui i singoli 
moduli devono essere attivati ma, soprattutto, garantisce sempre il corretto 
instradamento del messaggio. Inoltre fornisce la possibilità di associare, alle code dei 
messaggi, processi che vengono attivati automaticamente (triggering) all’arrivo di un 
messaggio nella coda stessa. Questo meccanismo è molto interessante ed è stato 
utilizzato in modo tale che un certo processo fosse attivo su di un calcolatore solo 
quando serve, e per il solo tempo necessario all’espletamento delle funzioni cui è 
deputato. 
Brevemente di seguito si cerca di descrivere il modo in cui è stata effettuata la 
























  fig. 4.2.3 Sincronizzazione dei vari processi con il metodo delle code 
Il modulo MU, attraverso cui l’utente configura i parametri fondamentali del loop da 
controllare, permette l’avvio del processo di analisi dei loops stessi. Per fare ciò il 
programma marca per l’esecuzione i loops interessati nel data-base MSSQL, ed invia un 
messaggio al modulo MS sulla coda TO_MS. 
Il trigger associato alla coda, all’arrivo del primo messaggio di attivazione loops, lancia 
il programma che implementa il modulo MS. Il programma, verificando la disponibilità 
di risorsa, attiva un numero di istanze definito di moduli MA per server, leggendo i 
loops da data-base MSSQL ed inserendo nella coda TO_MAx, una per ciascun server,  
un messaggio per ogni loop che deve essere attivato. Per esempio, supponendo di dover 
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Loop run Log
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analizzare 12 loops, che il numero di processi concorrenti di tipo MA su ogni server non 
deve essere superiore a 5 e, infine, di avere disponibilità di due server, allora il modulo 
MS inserirà nella coda TO_MA1, che comunica con il primo server, 5 messaggi 
contenenti ciascuno i parametri dei primi 5 loops e, nella coda TO_MA2, che comunica 
con il secondo server, altri 5 messaggi contenti i parametri dei 5 loops successivi. Gli 
altri due verranno attivati al termine dell’analisi di qualcuno di questi. Dopo aver 
attivato i loops, il modulo MS termina. 
Come verrà spiegato dettagliatamente in seguito (Paragrafo 4.3), ogni processo di tipo 
MA in esecuzione invia messaggi significativi al processo MS sulla coda TO_MS. Per 
lo stesso meccanismo di triggering, la presenza di un qualsiasi messaggio in questa coda 
attiva il programma MS. Un particolare messaggio inviato in tale coda è il  messaggio 
di fine analisi del loop. Tale messaggio porta con sé, oltre al risultato dell’analisi on-
line, anche tutti i dati letti dal campo che hanno determinato quel risultato. Il modulo 
MS, analizzando il risultato (vedi successivamente sistema di comunicazione tra MAi e 
MIC), può attivare il processo MIC. L’attivazione del MIC, che per scelta di progetto 
può essere presente in istanza singola sul sistema, viene effettuata con il solito 
meccanismo inserendo un messaggio nella coda TO_MIC di comunicazione tra MS e 
MIC stesso. 
Il processo MIC legge dal data-base SQL i dati del run desiderato, esegue le sue 
verifiche, produce un output che viene storicizzato nel data-base SQL, e invia un 
messaggio di fine elaborazione al modulo MS nella coda TO_MS, informando di essere 



























4. Caratteristiche sistema di monitoraggio Eni 
 76 
4.3 Caratteristiche Moduli di Analisi (MAi) 
In ognuno di questi moduli è stata implementata una parte del programma più 
complesso realizzato in Visual Basic; più precisamente si è scelto di implementare in 
linea solo gli algoritmi che permettono di prefiltrare i dati con l’eliminazione dei periodi 
di transitorio (variazioni del set-point > 2%) e di individuare la presenza di anomalie 
(risposte lente e/o oscillanti). Si è deciso, inoltre, di effettuare  l’analisi dell’attrito con il 
“Test di Yamashita 4 cammini” fuori linea, per non appesantire eccessivamente il 
sistema in modo da poter acquisire il maggior numero di loops possibile. Le peculiarità 
di tali algoritmi sono state presentate nel Capitolo 3. 
Lo schema a blocchi completo del programma è riportato in Appendice C, di seguito ne 
evidenzieremo le caratteristiche più importanti. Il funzionamento del programma può 
essere riassunto nei seguenti punti: 
1. Lettura di un file di inizializzazione e di informazioni addizionali relative al 
loop in esame  → Il programma accede al data-base, dove legge un file di 
inizializzazione (file .ini), che contiene le informazioni indicate in tab. 4.3.1. Come 
si può notare, ciascun parametro ha un suo valore di default che può tuttavia essere 
modificato e personalizzato dall’operatore in base al tipo di loop e/o alle esigenze 
di analisi. Vengono inoltre lette alcune informazioni addizionali relative al loop in 
esame; più precisamente, nel caso in cui il loop analizzato sia interessato da un 
controllo in cascata, è possibile conoscere il nome dei loops master e/o slave  
(padre/figlio). E’ opportuno sottolineare che queste ultime indicazioni (loop padre, 
loop figlio) non vengono acquisite automaticamente, ma è necessario che vengano 
preventivamente inserite dall’operatore nel data-base.  
2. Lettura da DCS e verifica dei parametri di interesse → Il programma legge da 
DCS ogni dieci secondi i valori del set-point (SP), della variabile controllata (PV) e 
dell’apertura percentuale della valvola (OP) e ne verifica la bontà (DATI 
GOOD/NO GOOD).  Inoltre ogni 5 minuti vengono letti e verificati i parametri di 
tuning (il guadagno del regolatore, la costante integrale e la costante derivativa 
dello stesso) e lo stato della valvola, per controllare che non siano cambiati. Molto 
interessante è il fatto di poter esaminare periodicamente se la valvola è in manuale 
o in automatico; qualora si rilevasse all’inizio dell’analisi la valvola in manuale, il 
programma viene subito terminato. Nel caso in cui venga identificato un 
dato/parametro NO GOOD, il programma inizia nuovamente l’acquisizione; se tale 
evento si ripete per tre volte (ResetMax), l’elaborazione viene definitivamente 
conclusa.  
3. Esecuzione tests → Il programma, dopo aver opportunamente prefiltrato i dati, 
esegue il test di Hägglund e il test sulla risposta lenta. Nel caso in cui il test di 
Hägglund risulti positivo in un tempo inferiore alle due ore (Nc_min), il 
programma informa l’operatore dell’evento e continua l’acquisizione dei dati fino 
alla scadenza delle due ore. Viceversa, se il programma non è riuscito a concludere 
correttamente l’analisi nell’arco di sei ore (Nmax), ad esempio per il manifestarsi 
di eccessivi cambi significativi di set-point, che interrompono continuamente 
l’elaborazione, questo viene terminato.  
4. Files restituiti al termine dell’elaborazione → A meno di casi particolari, il 
programma restituisce al termine dell’elaborazione i seguenti due files: 
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50PC104.SP; 1.021102; 192; 13/09/2006 15.44.51
50PC104.OP; 51.77083; 192; 13/09/2006 15.44.51
50PC104.PV; 1.015164; 192; 13/09/2006 15.44.51
50PC104.SP; 1.021727; 192; 13/09/2006 15.45.01
50PC104.OP; 52.58681; 192; 13/09/2006 15.45.01
50PC104.PV; 1.013185; 192; 13/09/2006 15.45.01
50PC104.SP; 1.030164; 192; 13/09/2006 15.45.13
50PC104.OP; 54.57292; 192; 13/09/2006 15.45.13
50PC104.PV; 1.014852; 192; 13/09/2006 15.45.13
Nome_variabile Valore Qualità Timestamp
Parametro Descrizione Valore di default 
ResetMax 
Numero di tentativi che si effettuano 
prima di terminare definitivamente 
l’analisi nel caso in cui si manifestino 
problemi 
3 
HA Parametro di calibrazione del Test di Hägglund 0.02 
N Tempo di osservazione 2 ore 
Nmax Durata massima analisi 6 ore 
Nc_min Durata minima analisi 2 ore 
SecondiAttesa Tempo di campionamento 10 secondi 
beta Parametro per allungamento finestra di osservazione 1 
delta 
Parametro che permette di considerare 
significativa un’oscillazione di durata 
superiore ad una certa percentuale della 
durata dell’oscillazione immediatamente 
precedente  
0.4 
TM Parametro per allungamento finestra di supervisione 1.1 
T0min Durata minima di un’oscillazione affinché possa considerarsi lenta  30 minuti 
Nosc_max Numero massimo di variazioni di SP significative 0.05 (minuti
-1) 
Delta_SPmax 
Minimo valore della variazione di SP 
affinché questa possa considerarsi 
significativa 
2% 
T1_Multiplier Parametro di conversione unità di misura DCS/secondi 60 
 Filename.dat: contiene i dati acquisiti ogni 10 secondi, i parametri di tuning del 
regolatore e il limite inferiore e superiore del range di controllo. Ciascun dato 
contenuto nel file è caratterizzato da quattro voci: Nome_variabile, Valore, Qualità 
e Timestamp; un esempio è mostrato in fig. 4.3.1. Questo file non viene 
memorizzato nel data-base in due casi: se sono stati effettuati tre reset e se è 
avvenuto il passaggio dello stato della valvola da automatico a manuale prima di 
aver effettuato due ore di campionamento. 








































fig. 4.3.1 Esempio di voci in un filename.dat 
 




Inizio analisi Data e ora 
Fine analisi Data e ora 
Status B/NB/BS/NS/NC 
Test di Hägglund Positivo/Negativo 
Test risposta lenta Positivo/Negativo 
Analisi completata Sì/No 
Numero di cambi di SP Valore 
Numero di cambi di SP eccessivo Sì/No 
Saturazione Sì/No 
MAN_AUTO Iniziale MAN/AUTO/CAS/BCAS 
MAN_AUTO Finale MAN/AUTO/CAS/BCAS 
LoopPadre Loop tag 
LoopFiglio Loop tag 
 Loopname.out: contiene tutte le voci riportate in tab. 4.3.2.  















Come si può notare, sono presenti i responsi dei due tests, le informazioni relative ai 
cambi di set-point significativi individuati e se sono risultati eccessivi o meno, se si è 
avuta saturazione della valvola e se l’analisi è stata completata correttamente o si è 
verificato qualche problema (tre reset, superamento delle sei ore, valvola in manuale) 
per cui si è terminata l’elaborazione. Inoltre ci vengono fornite indicazioni riguardanti 
lo schema di controllo adottato e, nel caso di controllo in cascata, i nomi dei loops 
master e slave. 
Particolare importanza riveste la voce Status, da cui anche il nome di LoopStatus 
attribuito a questo file; come vedremo nel Paragrafo 4.5, è proprio questa informazione 
che indirizzerà le analisi successive da effettuare con il modulo MIC. La voce Status 
può assumere i valori B (loop a buona prestazione), BS (loop a buona prestazione allo 
stazionario), NB (loop a scarsa prestazione), NC (loop non classificato), NS (non so); di 
seguito si illustreranno i criteri con cui si è effettuata tale classificazione. 
 Loop Buono (B) → un loop viene etichettato a buona prestazione se il test di 
Hägglund e il test sulla risposta lenta sono risultati negativi, se l’analisi è stata 
completata correttamente, se non si sono registrati eccessivi cambi significativi di 
SP, se durante l’analisi non si è avuta saturazione della valvola e se lo stato della 
stessa non è passato in manuale. 
 Loop buono allo stazionario (BS) → un loop viene classificato a buona 
prestazione in condizioni di stazionario se il test di Hägglund e il test sulla risposta 
lenta sono risultati negativi, se l’analisi è stata completata correttamente, se non si 
sono registrati eccessivi cambi significativi di SP ma si è rilevato, durante tutta 
l’analisi, un solo cambio significativo, se non si è avuta saturazione della valvola e 
se lo stato della stessa non è passato in manuale. 
 Loop non buono (NB) → un loop viene etichettato a scarsa prestazione se il test di 
Hägglund e/o il test sulla risposta lenta sono risultati positivi, se l’analisi è stata 
completata correttamente o meno, se non si sono registrati eccessivi cambi 
significativi di SP, se non si è avuta saturazione della valvola e se lo stato della 
stessa non è passato in manuale. 
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Parametro Tipo Descrizione 
LoopName CHAR(20) Nome del loop [es. 30FR14] 
K CHAR(20) Nome del parametro K (guadagno regolatore) [es. 30FR14.K] 
T1 CHAR(20) 
Nome del parametro T1 (costante integrale 
regolatore) [es. 30FR14.T1] 
T2 CHAR(20) 
Nome del parametro T2 (costante derivativa 
regolatore) [es. 30FR14. T2] 
PVEULO CHAR(20) Nome del parametro PVEULO (Limite superiore di contollo) [es. 30FR14.PVEULO] 
PVEUHI CHAR(20) Nome del parametro PVEUHI (Limite inferiore di contollo) [es. 30FR14.PVEUHI] 
SP CHAR(20) Nome del parametro SP [es. 30FR14.SP] 
OP CHAR(20) Nome del parametro OP [es. 30FR14.OP] 
PV CHAR(20) Nome del parametro PV [es. 30FR14.PV] 
Mode CHAR(20) E’ un parametro che identifica lo stato della valvola (manual/automatic/cascade/backup cascade)  
ServerName CHAR(20) Nome del server di lettura. [es. APP37_L] 
CodiceModulo CHAR(30) 
E’ il codice assegnato al modulo per questo run. 
Deve essere inserito in ogni messaggio che il modulo 
stesso invia al sistema. 
LoopPadreFiglio CHAR(20) Il parametro permette, nel caso di loop in cascata, di conoscere il nome del loop master e del loop slave  
 Loop non classificato (NC) → un loop viene catalogato come non classificato 
quando, indipendentemente dall’esito dei due tests e al fatto che l’analisi sia stata 
completata correttamente o meno, si sono manifestati cambi eccessivi di SP e/o 
saturazione della valvola e lo stato della valvola non è passato in manuale durante 
l’elaborazione. 
 Loop non so (NS) → non è possibile dare alcun giudizio sull’elaborazione 
effettuata poiché si è manifestato il passaggio della stato della valvola in manuale, 
indipendentemente dall’esito dei due tests, dal fatto che l’analisi sia stata 
completata correttamente o meno, che si sia verificata saturazione della valvola e/o 
cambi eccessivi di SP. 
Questo file viene sempre memorizzato nel data-base, indipendentemente dai valori 
assunti dalle diverse voci indicate in tab. 4.3.2, poiché, a prescindere da come sia andata 
l’elaborazione, rappresenta un tassello della storia del loop, utile per approfondimenti 
successivi.  
Poiché, come si è visto nel Paragrafo 4.2, i blocchi MAi devono “dialogare” con gli altri 
moduli, è stato necessario definire una serie di interfacce, più precisamente: 
? Interfaccia di partenza: all’inizio dell’analisi ogni modulo chiama una dll 
(dynamic-link library) mediante un messaggio di questo tipo: 
MA(LoopName, K, T1, T2, PVEULO, PVEUHI, SP, OP, PV, Mode,  CodaMA, 
CodaMS, ServerName, CodiceModulo, LoopPadreFiglio) 
Tale messaggio di chiamata viene inviato all’OPC server e quindi al DCS, per 
ricevere tutti i parametri necessari per iniziare l’analisi. In tab. 4.3.3 è indicato il 
significato dei principali parametri di chiamata.   
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Parametro Tipo Descrizione 
ServerName Char(30) − Input Nome del server da cui leggere i dati 
Variables Array Char(30) – Input Array di nomi di variabili da leggere 
VarValues Array variant – output Array di valori delle rispettive variabili 
TimeStamp Array date – output Array di timestamp di lettura 
VarQuality Array Char(30) – output 
Array di stringhe indicanti la 
bontà della lettura 
[es. GOOD, NO READ] 
? Interfaccia di lettura: durante l’esecuzione delle routines è necessario leggere dal 
DCS (tramite l’OPC server), ogni 10 secondi, i seguenti dati: CodiceModulo, 
LoopName, SP, PV, OP. Si deve quindi chiamare una nuova dll per ricevere una 
matrice con le caratteristiche riportate in tab. 4.3.4.  











? Interfaccia di verifica: ogni 5 minuti viene richiamata la stessa dll dell’interfaccia 
di partenza per verificare che non siano cambiati i parametri di tuning e che la 
valvola sia sempre in automatico. 
? Interfaccia utente: durante lo svolgimento dei tests, il programma invia dei 
messaggi che, attraverso il modulo di scheduling, vengono recapitati al modulo 
























fig. 4.3.2 Schermata del modulo utente 
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Parametro Tipo Descrizione 
CodiceModulo CHAR(30) Nome modulo 
LoopName CHAR(20) Nome del loop [es. 30FR14] 
CodiceMessaggio CHAR(10) Vedi tab. 4.3.6 
TimeStamp Date/Time Data/ora 
Messaggio Descrizione 
MA0 Inizio Elaborazione 
MA1 Fine Elaborazione 
MA2 Analisi invalidata causa cambio tuning regolatore 
MA3 Dato NO GOOD 
MA4 Test di Hägglund positivo, continua l’acquisizione fino a 2 ore 
MA5 Valori dei parametri del regolatore NO GOOD 
MA6 Analisi del loop non riuscita causa 3 reset effettuati 
MA7 Allungamento tempo di osservazione 
MA8 Cambio di stato automatico/manuale 
Tali messaggi servono a “informare” l’operatore di come l’analisi sta procedendo, 
contengono le informazioni indicate in tab. 4.3.5 e sono del tipo: 
LogMsg(CodiceModulo, LoopName, CodiceMessaggio, TimeStamp) 
In tab. 4.3.6 riportiamo tutti i messaggi che possono essere visualizzati dall’utente. 
















? Interfaccia di output dei risultati: terminata l’elaborazione, il programma chiama 
nuovamente la dll di inizio analisi per controllare se ci sono stati cambiamenti dei 
parametri del loop analizzato e, in caso negativo, restituisce i due files di output 
(filename.dat e loopname.out) che, riuniti in un unico file vengono memorizzati nel 
data-base. 
Il programma, così realizzato, permette di individuare in linea loops a scarsa 
prestazione, ovvero affetti da risposte lente e/o oscillanti, e di fornire tutti i dati e le 
informazioni necessarie per effettuare l’identificazione fuori linea delle cause delle 
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4.4 Caratteristiche Modulo di Identificazione Cause (MIC) 
In questo modulo (Modulo di Identificazione Cause, MIC) verranno implementati tutti 
gli algoritmi per l’identificazione delle cause di scarsa prestazione di un loop (disturbi 
esterni, tuning dei regolatori, attrito nelle valvole). Sostanzialmente questo modulo 
ospiterà una versione ristrutturata, sia in termini di architettura che di algoritmi, della 
versione originale della PCU (Capitolo 2).  
E’ interessante evidenziare che, mentre i moduli MAi interagiscono costantemente con 
il resto del sistema di monitoraggio, il MIC dialoga con gli altri moduli solo nella fase 
di attivazione e nella fase di output dei risultati, come si può notare dallo schema 
semplificato mostrato in fig. 4.4.1; più precisamente, il MIC viene attivato dal modulo 
di scheduling, accede al data-base per acquisire tutte le informazioni relative al loop da 
analizzare e, solo dopo aver terminato l’elaborazione, comunica al modulo di 


















fig. 4.4.1 Schema semplificato di comunicazione MIC−MS e MIC−data-base 
In relazione all’architettura, la diversità principale del MIC rispetto alla PCU è che non 
si ha più una struttura gerarchica e rigorosa, ovvero le analisi non vengono 
necessariamente realizzate secondo una sequenza prefissata, ma in base alle 
informazioni contenute nel LoopStatus, come si vedrà in dettaglio nel Paragrafo 4.5. 
In particolare i moduli contenuti nel MIC saranno: 
→ Modulo di Inizializzazione: è un modulo di particolare importanza poiché svolge 
una doppia funzione di gestione, sia con i moduli esterni al MIC sia proprio 
all’interno di esso (Paragrafo 4.5). Riceve il messaggio di attivazione da MS,   
acquisisce da data-base il LoopStatus e i dati del loop da analizzare, effettua un 
riesame off-line per avere delle informazioni aggiuntive e, in base allo Status del 
loop indirizza ai moduli successivi. 
→ Modulo di Analisi in frequenza: individua le frequenze dominanti tramite spettri 































frequenza dominante e non, e con risposta smorzata (Paragrafo 2.2.2 “Modulo 2 o 
Analisi Secondaria dei Dati ASD”). 
→ Modulo di Identificazione Cause di Scarsa Prestazione: individua la causa di 
risposte lente (regolatore) e oscillanti con risposta non smorzata (attrito/disturbo). 
Nel caso di risposte lente e quindi di tuning blando del regolatore, viene effettuata 
l’identificazione del processo e del disturbo, per ottenere valori ottimali dei 
parametri di tuning (Paragrafo 2.2.6 “Modulo di Identificazione e Retuning 
(I&R)”). Alle tre tecniche (la Cross-Correlazione, la Bicoerenza e il Relay) di 
analisi dell’attrito presenti nella PCU originale, verrà aggiunto anche l’algoritmo di 
Yamashita con i 4 cammini (Paragrafo 3.2.5). Nel caso in cui il loop venga 
etichettato come affetto da attrito, si procederà con il calcolo di un indice di attrito 
per quantificarne l’entità (Paragrafo 2.2.5 “Indice di attrito”). 
→ Modulo di identificazione della dinamica del processo: questo modulo è 
attualmente in via di sviluppo presso il CPCLab, e consentirà di identificare la 
dinamica del processo in caso di variazioni di set-point. 
→ Modulo di elaborazione report: alla fine di tutte le analisi, il MIC elabora un 
report che riassume in sé tutta una serie di informazioni: risultati delle analisi in 
linea e fuori linea. Questo report caratterizza in modo completo il loop in esame e 
viene memorizzato nel data-base. L’idea è quella di poter conoscere la storia di un 
loop richiamando tutti i report relativi a questo, ottenuti in analisi effettuate in 
tempi diversi. 
In base a quanto detto, lo schema logico di funzionamento interno del MIC può essere 
riassunto mediante l’interazione fra i tre blocchi mostrati in fig. 4.4.2: il Modulo di 
Inizializzazione (Attivazione e riesame off-line), i Moduli di Analisi (Modulo di 
Analisi in Frequenza, Modulo di Identificazione Cause di Scarsa Prestazione e Modulo 














fig. 4.4.2 Schema semplificato di funzionamento interno del MIC 
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4.5 Sistema di comunicazione tra MAi e MIC 
Nel corso di questo capitolo, si è più volte sottolineato l’importanza del file LoopStatus, 
fornito come output dai moduli di analisi (MAi), e delle informazioni in esso contenute 
al fine di decidere le analisi da effettuare fuori linea con il Modulo di Individuazione 
Cause (MIC); di seguito si cercherà di spiegare cosa si intende dire. 
Finora si è parlato di comunicazione tra i moduli e di sincronizzazione dei processi 
affinché tutto il sistema funzioni in modo coerente; a questo punto, invece, si tratterà un 
tipo di comunicazione che non ha una funzionalità prettamente informatica, ma che 
riguarda il modo di utilizzare i risultati ottenuti con i moduli in linea al fine di 
recuperare una sequenzialità logica delle analisi da effettuare complessivamente su 
ciascun loop. Lo schema semplificato, mostrato in fig. 4.5.1, evidenzia che il ruolo 
centrale nel collegare le analisi condotte in linea e fuori linea, è svolto proprio da questo 
file.  
Come già ampiamente spiegato nel Paragrafo 4.3, il file LoopStatus contiene tutta una 
serie di informazioni e, in particolare la voce Status, che può assumere cinque diversi 
valori (B, BS, NB, NC, NS), in base ai quali il MIC decide a quali esami sottoporre lo 
specifico loop (fig. 4.5.2); più precisamente: 
? I loops classificati come buoni (B) → non necessitano di alcuna analisi 
successiva. 
? I loops classificati come buoni allo stazionario (BS) → saranno sottoposti ad 
un’analisi specifica con il modulo dedicato (Modulo di identificazione della 
Dinamica del Processo). 
? I loops classificati come non buoni (NB) →  se oscillanti, viene effettuata 
l’analisi in frequenza e l’analisi attrito/disturbo; se lenti, vengono inviati al modulo 
di identificazione e retuning; se lenti e oscillanti, si effettueranno entrambi i 
percorsi descritti. 
? I loops non classificati (NC) → non necessitano di alcuna analisi successiva. 
















fig. 4.5.1 Centralità del file LoopStatus nel collegare analisi condotte in linea e fuori linea 














































dal LoopStatus Analisi con il MIC
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Tipo di controllore Numero loops Status: n° loops Causa: n° loops 
B: 17 - 
BS: 1 - 
NB: 3 Oscillanti: 3 
NC: 5 
Saturazione: 3 
Cambi di SP eccessivi: 1 
Tempo di analisi > 6 ore: 1 
FC 27 
NS: 1 Valvola in manuale: 1 
B: 3 - LC 4 
NC: 1 Tempo di analisi > 6 ore: 1 
B: 6 - 
NB: 9 Oscillanti: 9 PC 19 
NC: 4 Saturazione: 1 Cambi di SP eccessivi: 3 
TC 1 NB: 1 Oscillanti: 1 











TC 1 Auto: 1 
4.6 Applicazioni in linea e convalida del sistema 
Per testare l’affidabilità e il buon funzionamento del programma implementato in linea 
nei moduli MAi, si è effettuata l’analisi di 51 anelli di regolazione della raffineria Eni di 
Livorno: 21 appartenenti all’impianto carburanti (sezione idrodesolforazione 1, 2, 3) e 
30 all’impianto TIP. Le prove sono state condotte utilizzando, per i parametri di 
inizializzazione del programma, i valori indicati in tab. 4.3.1. 
I 51 loops esaminati possono essere classificati in base al tipo di controllore e allo 
schema di regolazione presente, come indicato in tab. 4.6.1. 












In tab. 4.6.2 è mostrato un quadro riepilogativo dei risultati delle analisi, riportati in 
dettaglio in Appendice B.2 (tab. b.2.1 e tab. b.2.2). 

















Complessivamente sono stati individuati (fig. 4.6.1): 
→ 26 loops (51%) a buona prestazione  
→ 1 loop (2%) a buona prestazione allo stazionario  
→ 13 loops (25%) a scarsa prestazione a causa di oscillazioni persistenti 
→ 10 loops (20%) non classificati di cui: 4 presentano saturazione della valvola, 4 
mostrano un numero eccessivo di cambi significativi di SP e per 2 loops non è stato 
possibile completare l’analisi entro il tempo massimo, impostato di default pari a 6 
ore   







B BS NB NC NS

















 fig. 4.6.1 Distribuzione risultati delle analisi 
 
I risultati delle applicazioni in linea, oltre ad evidenziare l’efficienza e l’affidabilità del 
modulo implementato, hanno dimostrato che il numero massimo di loops analizzabili 
contemporaneamente è pari a 5; una quantità superiore determina un eccessivo 
appesantimento del sistema di acquisizione dei dati, che risulterebbe rallentato 
(TimeStamp > 10 s). Abbiamo notato che già con l’analisi contemporanea di 5 loops si 
hanno dei ritardi di circa 7 minuti ogni ora. In generale, il tempo di analisi è variato tra 
le due e le sei ore come stabilito di default e il tempo complessivo impiegato per 
esaminare i 51 loops di interesse è stato di circa 30 ore. 
4. Caratteristiche sistema di monitoraggio Eni 
 88 
4.7 Conclusioni 
L’architettura del sistema di monitoraggio descritta in questo capitolo risponde 
pienamente alle specifiche richieste: 
→ L’interazione con l’operatore è minima, infatti il suo intervento è limitato alla fase 
della configurazione del loop e alla scelta dei parametri di calibrazione, della 
sequenza dei loops da analizzare e delle priorità; per il resto il sistema funziona 
totalmente in automatico. 
→ La struttura “ibrida” permette di accoppiare i vantaggi di poter supervisionare in 
continuo un numero prefissato di loops e di sfruttare le maggiori potenzialità di 
calcolo di un’analisi off-line.  
→ L’andamento dell’analisi può essere supervisionato in tempo reale mediante il 
Modulo Utente. 
→ La struttura standard dei report forniti, unita ad un efficiente sistema di 
archiviazione storica permette un’agevole consultazione dei risultati da parte 
dell’operatore. 
Le applicazioni in linea hanno permesso di testare con successo il funzionamento del 
sistema evidenziando la possibilità di analizzare contemporaneamente un numero di 5 
loops, consentendo la supervisione di un impianto medio (con 50 loops) in un tempo 
considerato ragionevole (circa 30 ore). Peraltro questa apparente limitazione dipende 
dalla potenzialità del sistema di acquisizione dati. 
Ad ora, il modulo in linea è funzionante e fornisce risultati attendibili; nell’immediato 
futuro l’obiettivo sarà quello di completare la ristrutturazione della PCU e realizzare la  





Conclusioni e Sviluppi Futuri 
Questo lavoro di tesi si inquadra nella collaborazione tra il Laboratorio di Controllo dei 
Processi Chimici (CPCLab), del Dipartimento di Ingegneria Chimica dell’Università di 
Pisa con la raffineria Eni di Livorno, che ha lo scopo di sviluppare un sistema di 
monitoraggio in continuo degli impianti. 
In particolare gli obiettivi specifici sono stati: 
• Sviluppo di un modulo di analisi, denominato MIA (Modulo di Individuazione 
Anomalie) operante in linea e quindi in automatico su dati industriali acquisiti da 
DCS. Tale procedura permette di individuare anelli di regolazione caratterizzati da 
risposte lente e/o oscillanti e fornisce tutte le informazioni necessarie per effettuare 
una successiva analisi off-line per l’identificazione delle cause di tali anomalie. 
• Implementazione del MIA nel sistema di monitoraggio delle prestazioni, 
attualmente in via di sviluppo in raffineria, all’interno di specifici moduli dedicati 
(MAi) e collaborazione alla realizzazione dell’architettura del sistema. 
Lo sviluppo del MIA è stato caratterizzato da varie fasi: 
→ Riesame critico delle tecniche contenute nel sistema di monitoraggio denominato 
PCU (Plant Check Up), sviluppato precedentemente per applicazioni fuori linea, 
per comprendere quali modifiche apportare al fine di renderle adatte per 
applicazioni on-line. 
→ Analisi completa e sistematica di dati industriali precedentemente acquisiti per 
avere una maggiore sensibilità sui molteplici andamenti irregolari osservabili e sui 
comportamenti tipici delle variabili di interesse (il set-point, la variabile controllata 
e la percentuale di apertura della valvola). 
→ Scrittura della procedura di calcolo in ambiente Visual Basic poiché è il linguaggio 
di programmazione utilizzato in raffineria come interfaccia tra il DCS e le altre 
applicazioni. 
→ Applicazioni su dati di impianto per testare il buon funzionamento del codice. 
Di seguito sono riportati i principali risultati ottenuti dall’attività svolta. 
È stata introdotta nella procedura di analisi dei dati una fase di pretrattamento per 
escludere periodi di transitorio, caratterizzati da eccessivi cambi significativi di set-
point e situazioni irregolari (valvole in saturazione o in modalità manuale).  
I tests base per l’individuazione della presenza di risposte anomale sono stati modificati 
significativamente rispetto alle definizioni originarie di Hägglund, dato che per una 
analisi completamente automatica, come richiesta dal test in linea, potevano dare luogo 
a indicazioni sbagliate  in un numero rilevante di casi.  
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Il test sulla risposta lenta, che si basava sulla positività di un unico indice, dava luogo 
in diversi casi a falsi allarmi: si è ovviato all’inconveniente con l’introduzione di tre 
parametri ausiliari. 
Il test sulla risposta oscillante soffriva del fatto che, per la definizione del valore di 
errore minimo con il quale confrontarsi, era necessario conoscere la costante di azione 
integrale del regolatore; essendo evidente che in molti casi il suo valore non era 
ottimale, anche la stima dell’errore minimo ne poteva risentire falsando i risultati. 
Anche in questo caso, è stato necessario introdurre due parametri ausiliari per avere 
un’indicazione sulla bontà del valore assunto per l’errore minimo e di effettuarne delle 
correzioni. 
Il test di Yamashita, che permette di riconoscere la presenza di attrito nelle valvole dal 
confronto dei valori dell’uscita dal regolatore e della posizione dello stelo, è stato esteso 
con la definizione di nuovi indici in grado di scoprire “cammini” tipici, previsti in 
simulazione e riscontrati sui dati di impianto, non contemplati nella formulazione 
originaria.  
Come conseguenza dell’analisi off-line completa e sistematica di dati di impianto 
precedentemente acquisiti, è stato proposto di riportare le indicazioni per ciascun loop 
in una scheda tecnica avente un formato standard, al fine di ottenere una sorta di 
archivio di andamenti tipici, facilmente consultabile e utile per successivi 
approfondimenti. 
Le modifiche richiamate sopra sono state tradotte in un programma in linguaggio Visual 
Basic, che successivamente è stato implementato in moduli dedicati (MAi) con cui si è 
realizzata l’acquisizione in tempo reale di dati di processo dal DCS per due impianti 
campione (idrodesolforazione e isomerizzazione).  
Circa le prestazioni del modulo in linea, in base alle potenzialità del sistema di 
acquisizione dati, è stata evidenziata la possibilità di analizzare contemporaneamente un 
numero di 5 loops, consentendo la supervisione di un impianto medio (con 50 anelli di 
regolazione) in un tempo di circa 30 ore, tempo che viene considerato ragionevole per 
una verifica periodica dello stato dei loops di base.  
L’architettura proposta per il sistema di monitoraggio è risultata rispondente  
pienamente a tutte le specifiche richieste. In particolare, lo schema “ibrido” adottato 
permette di accoppiare i vantaggi di poter supervisionare in continuo un numero 
prefissato di loops per individuare la presenza di anomalie, e di sfruttare le maggiori 
potenzialità di calcolo di un’analisi off-line per l’assegnazione delle cause. Inoltre, 
l’interazione con l’operatore è minima, infatti il suo intervento è limitato alla fase di 
configurazione del loop e alla scelta dei parametri di calibrazione, della sequenza dei 
loops da analizzare e delle priorità; per il resto il sistema funziona totalmente in 
automatico. Se desiderato, l’andamento dell’analisi può essere comunque 
supervisionato in tempo reale mediante il Modulo Utente dedicato. 
I prossimi sviluppi di questa attività riguardano in primo luogo l’adozione dei nuovi 
algoritmi, messi a punto in questo studio, nella versione aggiornata del programma 
PCU. Questo sarà completamente ristrutturato per poter interagire con l’architettura 
proposta e saranno effettuate nuove applicazioni sull’impianto, per verificare il corretto 
funzionamento di tutto il sistema nelle varie fasi di: acquisizione dati, individuazione 
delle anomalie on-line, assegnazione delle cause off-line e archiviazione dei risultati. 
Dopo i test sull'impianto di Livorno, la fase finale sarà quella di implementare il sistema 
di monitoraggio su altri impianti della società Eni. 
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tab. a.1 Parametri e variabili informatiche per il test di Hägglund in VB 
Parametro Spiegazione 
unit Unità di misura del tempo di campionamento 
NomeLoop Nome del loop analizzato 
K Guadagno del regolatore 
Taui Costante integrale del regolatore 
Taud Costante derivativa del regolatore 
Fil Filtro del regolatore 
Tc Tempo di campionamento 
CTRLinf Limite inferiore del range di controllo 
CTRLsup Limite superiore del range di controllo 
wu Frequenza critica 
IAELIM Valore dell’IAE limite 
RangeOP Range di controllo 
Directory  + Nome_Loop Directory del file di dati da analizzare 
f Variabile informatica 
j Variabile informatica 
i Contatore dei punti totali campionati 
Nzero_cross Numero di attraversamenti del set-point 
T_sat Contatore della durata della saturazione 
jj Contatore numero di cambi di SP significativi 
kkj Variabile informatica 
sat Flag che segna il loop come interessato da saturazione 
Test_per_FC Variabile informatica 
SP Valore del set-point al passo i-esimo 
OP Valore della OP al passo i-esimo 
VP Valore della variabile controllata al passo i-esimo 
Err Valore dell’errore al passo i-esimo 
olderr Valore dell’errore al passo (i-1)-esimo 
Tsup Tempo di supervisione 
TsupOld Tempo di supervisione precedente 
Scostamento_IAELIM_max 
Scostamento_IAELIM_in 
Valore dei parametri per la verifica della costante 
di Hägglund scelta 
T0_mean Durata media delle oscillazioni 
IAE_max Valore massimo registrato dell’IAE 
OP_min Valore minimo registrato della OP 
OP_max Valore massimo registrato della OP 
T_media_osc Durata media delle oscillazioni 
Frequenza_osc Frequenza media delle oscillazioni 
IAE Valore dell’IAE al passo i-esimo 
VPup, VPdown Flags di verifica ritorno alle condizioni di stazionario 
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CambioSP Flag che identifica la condizione di transitorio 
Saturazione Flag di presenza di saturazione 
 
tab. a.2 Parametri e variabili informatiche per il test di Yamashita con 4 cammini in VB 
Parametro Spiegazione 
OPc Valore della OP al passo i-esimo 
SPf Valore del set-point al passo i-esimo 
VPc Valore della variabile controllata al passo i-esimo 
OldSP Valore del set-point al passo (i-1)-esimo 
SP_Yama() Vettore in cui vengono memorizzati tutti i valori del SP del set di dati da analizzare 
OP_Yama() Vettore in cui vengono memorizzati tutti i valori della OP del set di dati da analizzare 
VP_Yama() Vettore in cui vengono memorizzati tutti i valori della PV del set di dati da analizzare 
Rho3() Vettore dei valori assunti dai parametri Rho3(a), Rho3(b), Rho3(c), Rho3(d) 
Rho3_max Massimo valore degli elementi del vettore Rho3() 
deltaOP Differenza fra l’elemento i-esimo e l’elemento  (i-1)-esimo del vettore OP_Yama() 
deltaVP Differenza fra l’elemento i-esimo e l’elemento  (i-1)-esimo del vettore VP_Yama() 
SommaOP Sommatoria dei deltaOP 
SommaVP Sommatoria dei deltaVP 
MeanOP Valor medio dei deltaOP 
MeanVP Valor medio dei deltaVP 
OPDevSt Deviazione standard dei deltaOP 
VPDevSt Deviazione standard dei deltaVP 
nOP Valore normalizzato del deltaOP al passo i-esimo 
nVP Valore normalizzato del deltaVP al passo i-esimo 
SymOP Simbolo associato a nOP al passo i-esimo 
SymVP Simbolo associato a nVP al passo i-esimo 
TagIS Flag che si accende quando si trova una direzione IS 
TagDS Flag che si accende quando si trova una direzione DS 
CSS Contatore dei cammini di tipo SS trovati 
CR1 Contatore di tutte le direzioni IS e DS trovate 
m1 Contatore delle direzioni IS consecutive  
m2 Contatore delle direzioni DS consecutive 
ma Contatore delle coppie di direzioni associate al cammino di tipo (a) 
mb Contatore delle coppie di direzioni associate al cammino di tipo (b) 
mc Contatore delle coppie di direzioni associate al cammino di tipo (c) 
md Contatore delle coppie di direzioni associate al cammino di tipo (d) 
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B.1 Risultati analisi condotte con il programma elaborato in VB 
tab. b.1.1 Risultati del programma in VB off-line e responso PCU 
Risultati Test inVB off-line 
Nome 
loop Responso PCU 
Test di Hägglund 
Test risposta lenta
Test di Yamashita
Cambi di SP 
eccessivi? Saturazione? Osservazioni 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop lento Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 
6FC Loop lento Controllore - NO Sì Analisi non valida




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 




NO NO Attrito Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 




NO NO Attrito Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 
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NO NO Loop oscillante Analisi valida 
26FC Loop lento Controllore - NO Sì Analisi non valida




NO NO Buona prestazioneAnalisi valida 












NO NO Loop oscillante Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 




NO NO Attrito Analisi valida 




NO NO Attrito Analisi valida 
51FC Loop oscillante Attrito - NO Sì Analisi non valida




NO NO Loop oscillante Analisi valida 




NO NO Loop oscillante Analisi valida 
54FC Buona prestazione - Sì NO Analisi non valida




NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 
59FC Loop oscillante Dist.non regolare - Sì NO Analisi non valida




NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 
70FC Buona prestazione Negativo Negativo NO NO 
Buona prestazione
Analisi valida 
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Negativo 




NO NO Loop oscillante Analisi valida 




NO NO Loop oscillante Analisi valida 












NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 
21TC Loop oscillante Controllore aggr. - NO Sì Analisi non valida
22TC Loop oscillante Attrito - NO Sì Analisi non valida












NO NO Loop lento Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 
80TC Loop oscillante Controllore aggr. - NO Sì Analisi non valida




NO NO Buona prestazioneAnalisi valida 
8PC Loop lento Controllore - NO Sì Analisi non valida




NO NO Loop oscillante Analisi valida 




NO NO Loop lento Analisi valida 
29PC Loop lento Controllore - NO Sì Analisi non valida
30PC Loop oscillante Attrito - NO Sì Analisi non valida
61PC Loop oscillante Attrito 
Positivo 
Negativo NO NO 
Loop oscillante 
Analisi valida 
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Non effettuato 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 




NO NO Buona prestazioneAnalisi valida 
 
tab. b.1.2 Risultati delle analisi on-line a confronto con risultati off-line 
Risultati test in VB on-line (2 ore) 
Nome 
 loop 
Risultati test in VB 
off-line 
Responso 
Test di Hägglund 
Test risposta lenta
Test di Yamashita
Cambi di SP 
eccessivi? Saturazione? Osservazioni 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 




NO NO Attrito Analisi valida 
16FC Buona prestazione Analisi valida 
Negativo 
Negativo NO NO 
Buona prestazione
Analisi valida 
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Negativo 




NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 




NO NO Attrito Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 




NO NO Loop oscillante Analisi valida 
26FC Analisi non valida - Sì Sì Analisi non valida




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 




NO NO Attrito Analisi valida 




NO NO Attrito Analisi valida 
51FC Analisi non valida - - Sì Analisi non valida




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 
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NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 
59FC Analisi non valida - Sì NO Analisi non valida




NO NO Buona prestazioneAnalisi valida 




NO NO Attrito Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 












NO NO Loop oscillante Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 
21TC Analisi non valida - NO Sì Analisi non valida








NO NO Loop lento Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 
80TC Analisi non valida - NO Sì Analisi non valida




NO NO Buona prestazioneAnalisi valida 
8PC Analisi non valida Negativo Negativo NO NO 
Buona prestazione
Analisi valida 
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Negativo 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 
29PC Analisi non valida - NO Sì Analisi non valida




NO NO Loop oscillante Analisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Buona prestazioneAnalisi valida 




NO NO Loop oscillante Analisi valida 




NO NO Buona prestazioneAnalisi valida 
 
tab. b.1.3 Durata tests e durata campionamento nell’analisi on-line 
Risultati test in VB on-line Nome 
loop 
Risultati test in VB 
off-line Responso Durata tests(h.mm:ss) 
Durata campionamento
(h.mm:ss) 
1FC Buona prestazione Buona prestazione 2.10:20 2.10:20 
2FC Loop lento Buona prestazione 3.38:40 3.38:40 
3FC Buona prestazione Buona prestazione 2.14:10 2.14:10 
4FC Buona prestazione Buona prestazione 2.13:20 2.13:20 
5FC Loop oscillante Buona prestazione 3.21:00 3.21:00 
6FC Analisi non valida Buona prestazione 3.02:30 3.02:30 
12FC Buona prestazione Buona prestazione 2.22:10 2.22:10 
13FC Buona prestazione Buona prestazione 2.05:20 2.05:20 
14FC Attrito Attrito 0.09:40 2.00:00 
15FC Attrito Attrito 0.09:50 2.00:00 
16FC Buona prestazione Buona prestazione 2.54:30 2.54:30 
17FC Buona prestazione Buona prestazione 3.05:40 3.05:40 
18FC Attrito Attrito 4.07:00 4.07:00 
19FC Attrito Attrito 1.41:50 2.00:00 
23FC Buona prestazione Buona prestazione 2.03:10 2.03:10 
24FC Loop oscillante Loop oscillante 0.07:10 2.00:00 
25FC Loop oscillante Loop oscillante 0.12:00 2.00:00 
26FC Analisi non valida Analisi non valida 3.05:00 3.05:00 
27FC Buona prestazione Buona prestazione 4.00:30 4.00:30 
32FC Buona prestazione Buona prestazione 2.21:50 2.21:50 
33FC Loop oscillante Loop oscillante 3.34:40 3.34:40 
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34FC Buona prestazione Buona prestazione 2.00:00 2.00:00 
35FC Buona prestazione Buona prestazione 2.00:00 2.00:00 
48FC Attrito Attrito 0.44:50 6.12:40 
49FC Attrito Attrito 0.37:30 7.06:10 
50FC Attrito Attrito 0.37:30 2.00:00 
51FC Analisi non valida Analisi non valida 3.44:40 3.44:40 
52FC Loop oscillante Buona prestazione 3.12:30 3.12:30 
53FC Loop oscillante Buona prestazione 3.24:00 3.24:00 
54FC Analisi non valida Buona prestazione 3.37:20 3.37:20 
55FC Buona prestazione Buona prestazione 2.06:40 2.06:40 
58FC Attrito Attrito 2.33:40 2.33:40 
59FC Analisi non valida Analisi non valida 6.09:50 6.09:50 
60FC Buona prestazione Buona prestazione 2.00:00 2.00:00 
68FC Attrito Attrito 0.18:50 2.00:00 
70FC Buona prestazione Buona prestazione 2.00:30 2.00:30 
74FC Loop oscillante Loop oscillante 0.41:50 2.00:00 
75FC Loop oscillante Loop oscillante 1.16:40 2.00:00 
77FC Loop oscillante Loop lento Loop oscillante 2.35:40 2.35:40 
9TC Buona prestazione Buona prestazione 4.20:50 4.20:50 
10TC Buona prestazione Buona prestazione 3.36:00 3.36:00 
11TC Buona prestazione Buona prestazione 2.00:00 2.00:00 
21TC Analisi non valida Analisi non valida 3.57:30 3.57:30 
22TC Analisi non valida Analisi non valida 5.06:50 5.06:50 
31TC Loop oscillante Loop lento Loop lento 7.30:20 7.30:20 
62TC Loop lento Buona prestazione 3.43:50 3.43:50 
67TC Buona prestazione Buona prestazione 2.00:00 2.00:00 
76TC Loop oscillante Loop oscillante 1.48:40 2.00:00 
80TC Analisi non valida Analisi non valida 10.23:20 10.23:20 
7PC Buona prestazione Buona prestazione 2.40:00 2.40:00 
8PC Analisi non valida Buona prestazione 2.00:00 2.00:00 
20PC Loop oscillante Buona prestazione 2.00:00 2.00:00 
28PC Loop lento Buona prestazione 2.22:20 2.22:20 
29PC Analisi non valida Analisi non valida 4.22:20 4.22:20 
30PC Analisi non valida Loop oscillante 6.14:50 6.14:50 
61PC Loop oscillante Buona prestazione 3.13:50 3.13:50 
66PC Buona prestazione Buona prestazione 3.15:50 3.15:50 
71PC Buona prestazione Buona prestazione 2.00:00 2.00:00 
72PC Loop oscillante Loop oscillante 1.32:50 2.00:00 
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B.2 Risultati analisi condotte sull’impianto (moduli MAi) 
 tab. b.2.1 Risultati analisi con modulo in linea per 21 loops (sezione idrodesolforazione 1, 2, 3) 
Informazioni fornite dal modulo in linea 
Nome loop 
Status 
Test di Hägglund 
Test sulla risposta lenta 
Cambi di SP eccessivi? 
Saturazione? 



































































55FC1001 B Negativo Negativo Auto 


























































tab. b.2.2 Risultati analisi con modulo in linea per 30 loops (impianto TIP) 
Informazioni fornite dal modulo in linea 
Nome loop 
Status 
Test di Hägglund 
Test sulla risposta lenta 
Cambi di SP eccessivi? 
Saturazione? 













52FIC06 NS - Man 






































































































































































































































































2 ore di dati?
Flat files (.dat e .out)
MA01
Confronto dei parametri del 
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