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Abstract 
Surfactant Templated Titania Films 
 
The development of mesoporous titania films is a considerable research goal in 
the field of mesoporous material development due to proven applicability in 
photochemical and photovoltaic applications. The formation of thick, robust, mesoporous 
titania films is of particular interest and the focus of this thesis has been the study and 
comparison of the surfactant templated formation of such materials by three methods. 
Film structure has been studied using TEM and small angle X-ray and neutron scattering 
while formation was studied using Brewster angle microscopy and X-ray and neutron 
reflectometry. 
Repetitive dip-coating was used to produce films for development into dye 
sensitized solar cells allowing development of cells of reasonable efficiency when four 
depositions were used. This research showed that repetitive deposition does not 
necessarily lead to a linear increase in film thickness, as subsequent depositions may be 
thinner making the future application of this method for solar cells problematic. 
In contrast to dip-coating, a fluorinated surfactant was used in a largely alcohol 
solvent to produce mesostructured films at the air-solution interface. Film formation 
occurred by a surface driven mechanism via addition of individual precursors and 
micelles producing a lamellar structure in-situ. After removal from the interface a cubic 
phase developed after drying of the film. Although films are not stable to calcination the 
calcined material remains porous. The surfactant templated formation of ZnO films at the 
air-solution interface was also studied. 
The di-block copolymer PEPEG2250 was also used to template titania films at the 
air-solution interface from alcoholic solvent. Film formation occurred via a bulk driven 
mechanism. Although these films were found to be disordered at the interface and not 
stable to calcination they were unusually robust and self supporting after removal from 
the interface. Studies of subphase development allowed the first time-resolved 
observation of surfactant templated titania particle formation. 
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Chapter 1 
Introduction 
 
 
1.1  Templated mesoporous materials 
 
The development of materials possessing an ordered, porous structure, larger than 
the micropores typically achieved in zeolites, has been a persistent research goal in recent 
years. This is particularly true for materials possessing structure on the mesoscale that 
have shown application in catalysis, sensing and photochemistry among other areas.1-7 
The mesoporous size range is defined as 20 - 500Å, in adsorption studies as the range in 
which capillary condensation, with a characteristic hysteresis loop between adsorption 
and desorption, occurs.8,9 Below 20Å, the microporous range, adsorption is dominated by 
interactions with the pore walls due to their close proximity. In the larger than 500Å, 
macroporous, range channels are sufficiently large that adsorption processes are 
comparable to the condensation in the bulk. However, the designated size limits for 
mesostructure are somewhat arbitrary as interactions and limiting distances vary between 
different solids.8  
Mesoporous materials have been area that has seen a large expansion since the 
publication of the molecular sieve, MCM-type materials by researchers from Mobil in 
1992.10 These novel materials generated a wealth of international interest and a great deal 
of research has been conducted into both new materials and the formation mechanisms 
that lead to them. It was noted at the time that some natural materials possess an intricate 
structure of both organic and inorganic material and some processes used presently are 
regarded as mimicking biology.9-11 Recent research has noted, among other things, the 
high strength of inorganic-organic materials in nature. One such example is Nacre, a 
material that makes up seashell, that is formed of layers of calcium carbonate and protein 
material and is both considerably less brittle and more robust than pure calcium carbonate 
as a result.11  
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 Although recent advances in understanding the role and benefits of these hybrid 
materials show great advantages for many desired applications a purely inorganic 
material is also desirable. A wider range of application conditions, such as higher 
temperature and varied pH, are accessible with an inorganic material. The formation 
mechanisms used in natural systems provide instruction and inspiration for new materials 
however, as the organic phase may be removed after formation to yield an ordered, 
porous inorganic material. Self-assembly is perhaps the most prevalent class of 
mechanisms used in nature and has been defined by Brinker as, “the spontaneous 
organisation of materials through non-covalent interactions without external 
intervention”.12 Such a process is clearly desirable for a biological organism as it requires 
minimal energy input and is similarly desirable for research and application as it can 
provide a one-step process that does not require time consuming repetition to produce a 
functional material.13  
Using self-assembly to form ordered materials is not necessarily straightforward 
as the structure and ordering, or lack thereof, in the product is highly sensitive to the 
initial reaction conditions.1,14 Being able to direct the formation to a desired final 
structure is a valuable research goal and has been achieved since 1992 using an 
increasingly wide range of surface active compounds as templates for the final 
structure.1,2,10 A number of different approaches have been used  to form ordered 
materials possessing an internal structure on the mesoscale with a wide range of particle 
shapes reported up to 1cm in size and film materials also becoming accessible.14,15  
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1.2 Surfactant Templated Self-Assembly 
1.2.1 Ionic, block copolymer and fluorinated surfactants 
 
 Surface active compounds, surfactants, are amphiphilic molecules that find use in 
many everyday and esoteric applications. Properties arising from the combined 
hydrophilic - hydrophobic nature of surfactants give rise to uses in fields as wide ranging 
as laundry detergent to industrial explosives. The competing stabilisation and 
destabilisation of the respective hydrophilic and hydrophobic domains in water drives the 
complex behaviour of surfactants and as surfactant concentration increases a point is 
reached where well defined structure begins to appear in solution. Hydrophobic domains 
group together to form a water-free environment leading, initially, to spherical micelle 
formation.16 Defined as the critical micelle concentration (cmc), the point at which 
micelles appear depends upon a range of factors such as the surfactant, solvent, 
temperature and ions in solution. As surfactant concentration increases beyond the cmc, a 
range of liquid crystals can form including cylindrical micelles, cubic and hexagonal 
phases and lamellar sheets as shown in Figure 1-1. 
 Although aqueous surfactant solutions represent the most common and most 
studied area within surfactant chemistry, surfactants may produce micelles and liquid 
crystal phases in other solvent systems. In non-polar solvents micelle formation is similar 
to, but the reverse of, that occurring in aqueous media with many surfactants producing 
reverse micelles where hydrophilic headgroups gather together to exclude the solvent. 
Mixed solvent systems of polar and non-polar solvents can also be used to create or 
enhance the surface activity of compounds that possess more limited surface activity in 
either system alone.17 
 Surfactants have been used to direct the structure formation in self-assembled 
materials since the early 1990’s when Mobil researchers reported the use of the cationic 
surfactant cetyltrimethylammonium chloride (C16TAC) in water for the formation of 
MCM-41.10 In 1992 these materials were proposed to form by a Liquid Crystal 
Templating (LCT) mechanism, see § 1.2.2, in which inorganic material forms around a 
surfactant liquid crystal phase that is extant in solution.18 The organic, surfactant phase 
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may then be removed to leave a porous inorganic solid with the inverse structure of the 
liquid crystal phase. 
 
Spherical
Cubic
Cylindrical
Hexagonal
Lamellar
 
Figure 1-1 : Diagrams of different micelle phases (after Clint).19 Hexagonal and cubic 
structures are of particular interest for mesoporous material formation. 
 
 Following on from the publication of MCM-41 a wider range of surfactants have 
been successfully used in forming mesoporous materials with initial research continuing 
to use ionic surfactants. Typically featuring a hydrophobic hydrocarbon tail and 
hydrophilic, charged headgroup cationic surfactants provided well studied materials as 
templates and provided strong electrostatic interactions with anionic silica oliogmers at 
high pH to form materials. After the 1992 publication of MCM-41 cationic surfactants 
remained dominant in the production of mesoporous materials for some time.  A reversal 
of the cationic surfactant – anionic oligomer interaction allowed an anionic surfactant at 
low pH to be used as a template for the first time in 1994 and neutral surfactant use soon 
followed in both acidic and basic conditions.20 
 Subsequently Pluronic tri-block copolymers of the form PEOxPPOyPEOx began to 
be used as amphiphilic surfactant templates with the first mesoporous silica material 
using such a surfactant reported in 1995.21 The block copolymers possess a surface active 
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nature due to their regions of differing hydrophobicity and it has been argued that their 
relative biological safety, cheapness and ability to form micelles at low concentration 
makes  them desirable material templates.21 Furthermore the materials formed using 
Pluronic surfactants, a widely used class of block copolymer surfactants, were found to 
have thicker inorganic walls and longer structural length scales. These factors make such 
materials more robust in addition to allowing access to larger pore sizes than those 
possible using short chain ionic surfactants.6,15,22,23 
However, although block copolymers have been widely used as material 
templates in aqueous and mixed alcohol-water systems, the difference in hydrophobicity 
between the PPO and PEO segments is insufficient to generate ordered micelle phases as 
a template in very low water systems in which critical micelle concentrations are 
considerably higher.17,24 Increasing the hydrophobicity of the hydrophobic block by using 
a poly-(butylene oxide) or a long polyethylene segment are recommended approaches to 
creating more ordered micelles17,25 although neither have yet been very widely used. It 
has been shown that short polyethylene-poly(ethylene-oxide), Brij, surfactants can 
template silica materials in aqueous conditions21,23,26 and KLE polymers, derived from 
Krayton liquids, may be used in mesoporous material and films formation27-29 however 
the use of high alcohol systems remains relatively rare. 
 Fluorinated surfactants, on the other hand, possess considerable surface activity in 
any non-fluorinated solvents, a range that includes aqueous and non-aqueous conditions 
such as alcohols and supercritical CO2.
26 Perfluorocarbons, in which all hydrogen atoms 
have been replaced with fluorine, and derived surfactants, develop the same micelle 
phases as other surfactants but are more surface active and more thermally stable than 
hydrocarbon surfactants.27-29 The fluorine – carbon bond, one of the strongest covalent 
bonds known, and greater size of fluorine make fluorocarbon chains very rigid and 
unable to freely dissolve in aqueous or alcohol systems, creating their surfactant nature.30 
Less environmentally harmful than CFCs, fluorocarbon surfactants have been attracting 
considerable attention recently and represent an area of ongoing research.31 
 Although less is known about the characteristics of partially fluorinated 
surfactants it has been reported that the highly hydrophobic nature of the fluorinated 
chain favours the formation of the bilayer structures of lamellar sheets and vesicles.32 
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Fluorinated surfactants have, however, been used in the successful synthesis of ordered 
silica materials. 28,32 In 2003 the use, in combination with the Pluronic surfactant P-123, 
of a fluorinated surfactant to form mesoporous silica materials at low and high 
temperatures was reported.29 Subsequently fluorinated surfactants alone have since been 
reported in the formation of silica materials, including films, and a mixed titania and 
silica analogue to MCM-41 has been reported using an aqueous system.33-36 
1.2.2 Surfactant Templating Mechanisms 
 
During the formation of mesoporous materials the precursors undergo a series of 
reactions during their growth into a uniform, solid network as shown in Figure 1-2, in 
which the reactions of silica precursors are displayed, since these are more 
straightforward than those of titania precursors. Although comparable occur for titania 
precursors the rates of reaction are considerably higher, see § 1.4. 
Initially the precursors undergo hydrolysis reactions to form hydroxide species 
that subsequently undergo alkoxolation and condensation with neighbouring silica 
species to form oligomers that ultimately condense into a continuous network.37 
Molecular dynamics simulation of silica formation has shown that steric considerations 
and reverse reactions are not of particular importance during the early formation of 
materials.38 
 
Hydrolysis 
 
Alkoxolation 
 
Condensation 
Figure 1-2 : Inorganic precursors undergo hydrolysis and condensation reactions prior 
to and during the formation of mesoporous materials37 
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The mechanism by which ordered mesoporous materials are formed and 
templated by surfactants has also been the subject of considerable research in recent years 
and a variety of different mechanisms have been suggested and investigated.6,39 These 
investigations have often been hampered by the rapid precipitation of silica-surfactant 
composite materials within the terminal stages of the reaction.6 Liquid crystal templating, 
LCT, a schematic of which is shown in Figure 1-3, was the first mechanism proposed for 
the formation of MCM-41 formation in 1992 and describes a process of true liquid crystal 
templating.18 It was suggested that surfactant in solution formed an ordered liquid crystal 
phase, hexagonal in the case of MCM-41, around which inorganic material, silica in this 
case, occupying the solvent region gathers and creates inorganic walls between the 
micelles. Growing silica continues to undergo condensation to form a uniform solid 
around the micelle. Subsequent calcination removes the organic, surfactant phase to leave 
a porous silica solid with the inverse structure to the original liquid crystal phase. 
 
 
Figure 1-3 : The Liquid Crystal Templating mechanism proposed by Kresge, et. al. in 
1992 (after Kresge, et. al.).18 Inorganic material forms around a surfactant micelle 
phase. Removal of the surfactant by calcination produces a stable inorganic material. 
 
 However, the mechanism was not fully understood at this time. It was suggested 
that micelle encapsulation occurs due to the anionic inorganic species balancing the 
charge of the cationic surfactant or that it may be the inorganic material itself that 
mediates the hexagonal ordering.18 In this case micelles may exist freely in the reaction 
solution and the encapsulation by inorganic material acts to induce the ordering of the 
micelles into a hexagonal array.  
Studies in 1993 utilising in situ 14N and 29Si NMR found that the hexagonal 
phase, H1, does not exist in solution during the CTAB templated formation of MCM-41 
and that it could not be directing the structure as proposed in the LCT mechanism.40 This 
seemed reasonable given that the concentration of surfactant used in forming MCM-41 
(14% wt.) was much closer to the 17% wt. at which cylindrical micelles form in solution 
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than the 34% wt. at which a hexagonal phase appears. Chen, et. al. reported that 
randomly oriented cylindrical micelles interact with silica species to become 
encapsulated by 2-3 layers of silica around the exterior of the micelles.40 During the 
subsequent condensation of the silica precursors, enhanced by their close proximity 
around the micelles, the composite species interact to form the hexagonal structure of 
MCM-41, see Figure 1-4.40 It is thus possible to form materials with structure 
corresponding to liquid crystal phases observed at much higher surfactant concentration 
than that used in the precursor solution of the reaction. The same researchers also 
reported that the electrostatic interactions between anionic inorganic species (I-) and 
cationic surfactants (S+) and the development of charge balancing are the driving forces 
behind material formation. As a consequence, in alkaline preparations, complete 
condensation of the silica does not occur until heat is applied as SiO- species persist to 
maintain charge matching.  
Molecular dynamics simulations support this mechanism of development into 
composite species followed by joining of the growing silica clusters once they exceed 40 
silica monomer units.38 Subsequent research in 1994 extended the electrostatic charge 
matching mechanism to the use of anionic surfactants (S-) and cationic inorganic (I+) 
precursors and also reported ion mediated processes in which surfactants and inorganic 
species shared a common charge (S-X+I- and S+X-I+).41  
 
 
Figure 1-4 : The formation mechanism for MCM-41 reported by Chen, et. al. in 1993.40 
Micelles free in solution are encapsulated by silica precursors and the composites 
subsequently order into a hexagonal phase. 
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Development of mesostructured materials without the use of electrostatic 
interactions was published in 1995 when neutral amine surfactants (S0) were utilised with 
neutral inorganic (I0) precursors in the formation of mesoporous solids.42,43 The authors 
reported that hydrogen bonding interactions between the surfactant and growing 
inorganic species led to the development of ordered materials. When block copolymer 
surfactants became used in mesoporous material formation, hydrogen bonding was also 
suggested as the driving force for interaction between the surfactant and inorganic 
groups.21 More recently, a counter-ion mediated interaction between the silica precursor 
species (X-I+) and the surfactants headgroups (S0H+) has been described, as the ethylene 
oxide groups of the surfactant are argued to become positively charged in the acidic 
conditions used in such syntheses.6,17,44 However, this mechanism is has been 
conclusively argued to be unlikely as there remains insufficient evidence to support it.45,46 
The research of Flodström et al., investigating the formation of silica materials in 
acidic systems using copolymer surfactants, has found that adsorption of hydrolyzed 
silica species onto disordered micelles is followed by the gathering of these micelles into 
conglomerates.22 Subsequent precipitation of these conglomerates occurs concurrently 
with coalescence of micelles into long cylinders prior to the formation of a hexagonal 
phase. Hydrogen bonding between conglomerates of micelles was reported to be 
inconsequential as it is in competition with water in the aqueous system. Recent research 
has suggested that aggregation of micelles and conglomerates is due to micelle collisions 
after cooperative phase separation has occurred.47 As aggregates combine and grow the 
assembly process can form materials with structure comparable to liquid crystal phases of 
higher surfactant concentrations than those used.1,6  
In general the formation of mesoporous materials using copolymer surfactants at 
concentrations below liquid crystal formation and in acidic conditions may be considered 
to occur in three phases as outlined over the page.6 However, only the first of these 
phases is specific to non-ionic surfactants as similar processes occur in the development 
of aggregates and formation of a final structure when ionic surfactants are used as 
material templates. 
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1. Silica precursors and surfactant micelles cooperatively assemble due to 
hydrogen bonding and hydrophobic interactions between silica species 
and PEO groups of the surfactant. 
2. Collisions between micelles and van Der Waals forces between silica-
surfactant conglomerates create larger aggregates as silica 
condensation connects the conglomerates. This gives rise to a new 
liquid-crystal phase that separates from the water phase of the solution 
as it becomes denser, corresponding to the first observation of 
precipitation in the solution. 
3. Energy competition between the free energy of mesophase formation 
and surface free energy occurs and determines the final particle 
structure and morphology. 
 
As with the use of ionic surfactants, the structure of materials produced using 
copolymer surfactants has been found to vary greatly with the reaction conditions. Of 
particular importance are the size ratio of the hydrophilic EO headgroup to the 
hydrophobic region (usually PPO) and the surfactant concentration in the reaction.48,49 A 
very large EO headgroup has been found to produce disordered wormlike structures 
while a small EO group produces materials with small pores and no order.49 Changing the 
surfactant concentration is found to produce materials of varied order as concentration 
increases as outlined below:1,49 
 
Disordered → Hexagonal → Wormlike → Hexagonal → Disordered 
 
The initial disordered phase corresponds to surfactant molecules free in solution, 
too dilute for ordered materials to form. A higher concentration is able to yield ordered 
materials as outlined in the three steps above while a still higher concentration reaches a 
boundary on the surfactant phase diagram and a disordered, wormlike phase is formed. 
Further surfactant creates a hexagonal phase and corresponds to true liquid crystal 
templating of silica material around a hexagonal phase present in the solution. At the 
highest concentration disordered materials are again formed as a surfactant – water phase 
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is formed that partially excludes the silica materials. Further research using liquid 
nitrogen to freeze solutions at different times during material formation supports this 
transition.50 Inorganic material was found to form around an existing micelle phase at 
high surfactant concentration while at lower concentrations, at which micelles are present 
but liquid crystal phases are not, the inorganic precursors drive the formation of ordered 
materials. 
However, unlike ionic and block copolymer surfactants no extensive work has 
been undertaken examining the mechanisms of mesoporous material formation utilising 
perfluorinated and partially fluorinated surfactants. Although recent work has proven the 
utility of such surfactants in producing ordered materials, formation mechanisms have 
only been described from phase diagrams and compared to those for copolymer 
surfactants rather than receiving specific research attention.33-35  
Additionally, work on mesoporous materials using non-aqueous solvents remains 
limited.6 The use of surfactants that micellise in ethanol, such as fluorinated surfactants 
or novel block copolymer surfactants, allows research to utilise non-aqueous solvents. 
This is of particular interest as such solvents allow for greater control of the high 
reactivity of transition metal precursors that would otherwise prevent the formation of 
ordered materials, see § 1.4.  
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1.3  Surfactant Templated Thin Films 
 
 Early mesoporous materials were formed as structured particles and powders and 
throughout the expansion of this area, particulate materials have continued to represent 
the majority of materials.2 However, for applications such as membranes, sensors, 
coatings and solar cell technology the production of a continuous mesoporous film is 
preferable.14,51-53 The first surfactant templated silica films were reported in 1996 and 
since that time many further thin films have been reported on a substrate or, less 
commonly, at the air-liquid interface.14,54,55 Film formation on substrates often utilises dip 
or spin-coating processes in which film formation process are designated as the 
Evaporation Induced Self Assembly (EISA) technique published in the late 1990’s and 
described in greater detail later, § 3.1.12 
 Remarkably straightforward in premise, the dip-coating process consists of 
dipping a substrate into a reaction solution, using mixed solvent of ethanol and water, and 
withdrawing the substrate at a controlled speed. The reaction solution drains away from 
the substrate to leave a coating of a thickness dependent upon evaporation, viscosity and 
dipping/withdrawing speed.12 Spin-coating is a comparable process in which the layer of 
film material is deposited by placing a drop of solution on a substrate and spinning the 
substrate to spread out the solution. In both cases no ordered phase is present in the bulk 
reaction solution and it is during aging of the film at elevated temperature, generating the 
preferential evaporation of alcohol from the solution, that leads to the development of a 
surfactant liquid crystal phase as the relative surfactant concentration increases as shown 
in Figure 1-5.56  
 
Figure 1-5 : Progression along the ternary phase diagram of a  
reaction solution during evaporation induced self assembly 
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 Concurrent to the evaporation of the solvent, the inorganic precursors in the film 
react to form small inorganic oligomers that bind to surfactant micelles. Once a surfactant 
liquid crystal phase has formed in the film, the network becomes coated by the inorganic 
precursors that subsequently bind together due to their increased proximity to each other 
and the film formation is an example of Liquid Crystal Templating as shown in Figure 1-
3, § 1.2.2. It is also noted that this formation mechanism requires a specific series of 
reactions that is brought about by the careful aging, under controlled conditions, of the 
films after dip or spin coating. 
The aging steps of the EISA process are the most problematic part of technique as 
the presence or absence of a final structure, and its type, are highly dependant upon the 
temperature and humidity to which the film is exposed to.56 If inorganic precursors form 
solid networks before the solvent has evaporated sufficiently for an ordered liquid crystal 
phase to form, a disordered material results. Furthermore, crystalline titania formed in the 
films may be unable to match the curvature of the surfactant structure and the material 
may collapse upon calcination.57 High temperatures and long calcination times may also 
lead to the development of larger crystals destroying a pore network as a result. 
These effects demand fine control over the temperature and humidity conditions 
during film aging as the surfactant structure is not established until the final aging steps. 
The technique is also limited to producing films no thicker than several hundred 
nanometres, as in thicker films the difference in solvent loss from the surface and from 
deeper within the film becomes more pronounced.57 As the films shrink as they dry, if 
this difference becomes too great, the films crack as the surface contracts. Nevertheless, 
dip-coating has become a well established method of film formation and recently 
repetitive dip-coating has been extended to develop titanium dioxide films and has 
established films of sufficient thickness for the development of solar cells.58,59  
 Recent developments in film formation on a substrate by dip-coating suggest that, 
using a rather painstaking process, thick films may be formed but in general films formed 
on substrates are of limited thickness and are often subject to cracking as the inorganic 
phase dries and contracts.14,57 However, film formation at an air-solution interface does 
not present these drawbacks and the development of interface formation therefore 
represents a promising area of research.14 Formation at the air-liquid interface may occur 
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via a number of different mechanisms that are often related to the formation mechanisms 
described in § 1.2.2. 
 For example, the formation of surfactant – silica films at the air-solution interface 
has been shown to occur via two different mechanisms as shown in Figure 1-6. A bulk 
driven mechanism, consisting of the development of a number of silica coated micelles 
into silica-surfactant aggregates in solution, followed by the rapid joining of aggregates 
to form a uniform film at the interface has been observed under specific concentration 
conditions.60-63 This proceeds by a liquid-liquid phase separation process analogous to 
that discussed above for silica particle formation. X-ray reflectometry experiments 
showed the rapid loss of specular reflection after a concentration dependent induction 
time, showing film formation to be a rapid process, an observation supported by Brewster 
Angle Microscopy images taken during film formation.61  
 
 
Figure 1-6 : The bulk driven, (a), and interface driven, (b), formation mechanisms  
observed for silica-surfactant films at the air-liquid interface. 
 
Experiments have used both ionic and block copolymer surfactants and the 
formation processes appears to be similar to that for the formation of ordered particulate 
materials using copolymer surfactants. Interactions between the inorganic precursor and 
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surfactant are driven by charge density. The elongation from spherical to cylindrical 
micelles prior to film formation is also comparable to the developments that occur in the 
solution phase development of copolymer templated materials.63 
Outside the specific concentration region in which a bulk-driven mechanism 
operates, film formation is reported to occur by a slower, gradual, surface-driven 
formation mechanism. At higher and lower inorganic precursor concentrations reported 
reflectometry results show the narrowing of an initially broad peak due to Bragg 
reflection from the film.61 This is what would be expected for a thin film of micelles 
getting thicker very slowly due to addition of individual micelles to an existing ordered 
structure, rather than aggregates of micelles coming to the surface, then packing to make 
a continuous film. In the case of a disordered film becoming ordered, it is expected that 
specular reflection will be lost first followed by the narrowing of a broad peak. The 
retention of the specular peak during structure formation, and ripples observed in the 
specular peak, show a very smooth film of increasing thickness suggesting a thin film 
getting thicker, rather than a thick but disordered film becoming ordered. 
Similar observations of peak development and narrowing have subsequently been 
reported for formation of a titania-surfactant film at the air-water interface.64,65 In this 
case the narrowing of the peak was assigned to the development of additional repeat units 
at the interface as no evidence was found for the existence of a coacervate phase prior to 
film formation. This is analogous to the second, surface driven, mechanism of 
development for silica films described above. 
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1.4  Titanium Dioxide Materials 
 
 As the development of silica materials began, the potential utility of mesoporous 
transition metal-based materials was also rapidly realised for applications such as 
catalysis and photochemistry.58,66 Due to the greater challenges in using transition metal 
precursors, the development of such materials has persistently lagged behind that of silica 
materials and the first successful materials were developed as mixed transition metal – 
silica structures.67 Solely transition metal oxide powders were subsequently developed 
with the production of a range of lamellar powders and structured tungsten oxide 
materials followed by the first thermally stable titanium dioxide based material.20,67,68 A 
similar delay has also been present between the development of silica and transition 
metal film materials. Nonetheless a wide range of film materials containing and formed 
from transition metals have now been achieved, predominantly via evaporation induced 
self assembly.2,20  
 Titanium dioxide is arguably the most promising transition metal material for 
widespread application as it is biologically and chemically inert, stable to corrosion, is 
inexpensive and its band gap of 3.2 eV holds great potential for photochemical and 
photoelectric applications.69-71 Indeed, titanium dioxide-based mesoporous materials have 
been successfully studied for use in sensors, catalysts for pollutant decomposition and 
solar cells among other areas.53,58,59,66,72 The development by Gratzel et. al. of titanium 
dioxide particles into dye sensitized solar cells has been one development of particular 
significance and improving the efficiency to such cells to rival that of silicon solar cells 
remains a considerable research goal.53,66,73 Already it has become possible to create 
titanium dioxide solar cells that are more efficient than silicon cells at high temperatures 
and low solar angles.74 
 However, the continued development of new titanium dioxide materials has been 
hampered by the highly reactive nature, particularly in the presence of water, of the 
Titanium (IV) chlorides and alkoxide that are most commonly used precursor materials.75  
The reactivity of these materials is partially derived from a low electronegativity and a 
desire to fill the metal coordination sphere of Titanium (IV), as the precursors typically 
posses four ligands rather than the preferred six.3,13,37,75-77 Alkoxides represent a 
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particularly common reagent for the formation of both silica and transition metal 
materials, however transition metal alkoxides are an order of magnitude more reactive 
than their silica equivalents.75,76 The precursors readily undergo hydrolysis, alcoxolation 
and hydrolysis reactions, comparable to those of silica precursors, shown in Figure 1-2, 
leading to disordered inorganic polymers that precipitate from solution.13,37  
 In organic solvents, such as alcohols with little water present, alkoxides undergo 
alcohol exchange reactions in which the metal ligands are replaced with solvent as below: 
 
M(OR)z + xR’OH → M(OR)z-x(OR’)x + xROH 
 
Alcohol exchange reactions also occur with metal chloride species which are also 
commonly used precursors. Silicon chlorides typically react completely in excess 
alcohols, while larger metals undergo partial reactions, forming species such as 
TiCl2(OEt)2•EtOH, in the case of titanium.
37 
 Additionally, the drive to fill the coordination sphere of the metal leads to 
formation of metal alkoxides oligomers, with alkoxides acting as bridging ligands that are 
considerably more stable in solution than monomer species, such as Ti3(OR)12 shown in 
Figure 1-7. Titanium alkoxides with primary alkoxide ligands form trimeric species in 
solution while secondary and tertiary alkoxides are restricted to tetrahedral monomers 
due to steric hindrance.3 Such oligomers slow hydrolysis reactions due to the stability of 
the bridging alkoxides. 
 
 
Figure 1-7 : Molecular structure of the Ti3(OR)12 trimeric alkoxides 
 oligomer (After Sanchez, et. al. 1990).3 
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 The use of competing ligands with alkoxide precursors, of which trimer formation 
is an example, is one way to slow and control the reaction of titanium precursor 
compounds. Reactions may also be slowed by other means such as limiting the 
availability of water, to restrict hydrolysis, and by using highly acidic conditions.2 The 
presence of acids acts to catalyse the hydrolysis of alkoxides, but slows the subsequent 
condensation. Protonation of the alkoxide ligands generates good leaving groups, as 
shown below, thus hastening hydrolysis.37 
 
 
 
Acid catalysis is directed to the ends of growing inorganic chains, leading to the 
formation of extended polymers with limited branching, however, when the H+ to Ti ratio 
is greater than one, the highly acidic conditions slow all condensation considerably.37 
This combination is ideal for the formation of mesostructured materials for many 
applications, as fully hydrolysed precursors most readily lead to the formation of 
crystalline TiO2. When hydrolysis and condensation occur concurrently the formation of 
Ti(OH)x(OR)4-x species and presence of alkoxides ligands can prevent the generation of 
pure TiO2 and amorphous products become predominant.
3 However, at high acid and low 
water concentrations there is greater polydispersity in the titanitum oxide oligomers 
formed in solution.78 
Therefore, controlling both the hydrolysis and condensation reactions of the 
titanium (IV) precursors is of fundamental importance in the generation of ordered 
titanium dioxide-based materials. However, these demands must also be balanced with 
the knowledge that the surface activity of the surfactant templates, and therefore the final 
morphology of materials produced, depend upon factors such as solvent composition, 
water content and acidity.6,17 Unfortunately the high reactivity of the precursor materials 
means that little information is presently available about the mechanisms that exist in 
titanium dioxide material formation and debates in this area are ongoing.6 
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Some mechanistic information has been reported for the use of metal oxides and 
copolymer surfactants in which charged metal ion species were found to associate 
preferentially with hydrophilic PEO blocks.6,79 Subsequent aggregation and organisation 
occurs based upon the hydrophobic and hydrophilic regions of the copolymer surfactant. 
However, the interactions between titanium species and copolymer surfactants have been 
found to vary considerably with the hydrolysis ratio, the ratio of water to titanium. When 
little water is present, the desired expansion from 4 to 6 coordination can lead to strong 
chelation between the titanium metal and ethylene oxide groups and alkoxylation can 
create a covalent bond between the hydroxide terminal group of the surfactant and the 
metal.75 Both of these interactions with the polymer are capable of disrupting ordering of 
the surfactant due to hydrophobicity considerations resulting in disordered products. 
The presence of water reduces the metal – surfactant interactions and allows 
greater freedom to form micelles. In this case hydrogen bonding is reported to become of 
greater importance and the relatively hydrophilic nature of hydroxide groups in growing 
titania oligomers present multiple sites for interaction and leads to the formation of an 
inorganic layer around surfactant micelles.75 Subsequent joining together of the coated 
micelles by inorganic condensation allows the formation of a structured inorganic 
network.75 These results further emphasise the importance of the amount of water present 
in solution during the formation of titanium dioxide materials.  
It has been reported that the complexity added by having water present in the 
reaction makes non-aqueous preparations the most promising for transition metal 
materials including titania.80 However, completely non-aqueous preparations typically 
require rigorous control of reaction conditions, elevated temperatures and produce 
disordered materials.17,75,80 Therefore it is probable that the inclusion of a limited amount 
of water to an otherwise non-aqueous preparation has the greatest chance of forming 
mesoporous titania materials under mild reaction conditions leading to the present 
research. 
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Chapter 2 
Experimental 
 
 
2.1 Principles of Analysis 
2.1.1 Specular Reflection 
 
The scattering of radiation from a sample surface provides a number of powerful 
analytical tools for research, among which specular reflection is particularly useful for 
the study of thin films. Comprehensive discussions of the theory of specular reflection 
exist in the literature1-4 and this section is restricted to a brief overview. The basis of 
reflectometry is measuring the intensity, or reflectivity, of radiation from an interface 
during specular reflection, at which the angles of incidence and reflection are equal. This 
reflection is associated with a change in the refractive index. The reflectivity, R, 
measured in these techniques is defined as reflectance, r, multiplied by its complex 
conjugate, r*. 
Rigorous mathematical calculations of scattering include both the real and 
imaginary components, due to scattering and absorption respectively, of the refractive 
index. However, if the imaginary component is excluded as being much smaller than the 
real component, as is the case in our experiments,1 the refractive index, n, of a material is 
given by: 
bNn π
λ
2
1
2
−=                (2-1) 
 
where λ is the wavelength of the radiation and Nb is the scattering length density. The 
scattering length density is dependent upon the different interactions of different types of 
radiation. Thus it is understood that when Nb is greater than zero the refractive index is 
dependent upon the type of radiation. In the case of neutron radiation scattering occurs 
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due to interactions with the nuclei of atoms in the sample and the scattering length 
density is given by the relationship 
 
∑ = ×=
N
i
A
ib
MW
N
bN
1
ρ
      (2-2) 
 
where ρ is the physical density, NA is Avogadro’s number, MW is the molecular weight of 
the atom and bi is the neutron scattering length of the element. Across the periodic table 
bi varies randomly and variation between both different elements and isotopes gives rise 
to a range of experimental techniques including contrast matching. Tables of atomic 
neutron scattering lengths may be readily found in the literature.2 For X-rays, on the other 
hand, scattering length density is given by the equation 
 
eeb rN ρ×=            (2-3) 
 
where ρe is the electron density of the scattering species or atom and re is the radius of the 
electron cloud. In this case the scattering length density is observed to increase steadily 
with atomic number across the periodic table. As differences in refractive index are 
dependent upon differences in scattering length density the contrast typically referred to 
during analysis of neutron and X-ray scattering results is the difference in scattering 
length density. A summary of the neutron and X-ray scattering length densities (SLD) of 
the materials used in this work is shown in Table 2-1. 
 
Table 2-1 : Summary of X-ray and neutron scattering length densities of materials used. 
Compound Neutron SLD X-ray SLD 
TiO2 2.59 x10
-6 Å-2 3.42 x10-5 Å-2 
ZnO 4.76 x10-6 Å-2 4.26 x10-5 Å-2 
(C2F4)n 2.94 x10
-6 Å-2 1.11 x10-5 Å-2 
(C2H4)n -3.57 x10
-7 Å-2 9.80 x10-6 Å-2 
(C2H4O)n 5.66 x10
-7 Å-2 9.28 x10-6 Å-2 
C2H5OH -3.44 x10
-7 Å-2 7.58 x10-6 Å-2 
C2H5OD 7.14 x10
-7 Å-2 7.58 x10-6 Å-2 
C2D5OD 5.39 x10
-6 Å-2 7.58 x10-6 Å-2 
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 For specular reflectivity techniques calculations of interfacial scattering utilise 
Snell’s law 
2211 sinsin θθ nn =      (2-4) 
 
where n1 and n2 are the refractive indices of the first and second media and θ1 and θ2 are 
the angles of incidence and transmission respectively as illustrated in Figure 2-8. 
 
 
Figure 2-8 : Reflection and transmission from an interface transiting from a higher to a 
lower refractive index. Angles of incidence and reflection are observed to be equal. 
 
The magnitude of the propagation number of the wave vectors, ki, kr and kt shown in 
Figure 2-8 are defined such that θ 
i
k
λ
π2
=          (2-5) 
 
The information gained from a specular reflection scattering curve corresponds to depth 
profile perpendicular to the interface, along the z-axis, as it is horizontal interfaces at 
various depths through the sample that give rise to the reflection. Thus it is the z-
component, kz, of the wave vectors incident to and reflected from the surface, that are of 
particular significance. These components may be calculated geometrically as 
 
θ
λ
π
sin
2
=zk            (2-6) 
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Interfacial structures are probed by specular reflectivity by plotting reflectivity, R, against 
the scattering vector, Q that is defined as the difference between the incident and 
reflected wave vectors 
ir kkQ −=         (2-7) 
 
This relationship may be shown diagrammatically as in Figure 2-9 where it is observed 
that, if the scattering is considered to be elastic, only the z-components of the wave 
vectors are different and it is, therefore, Qz that is of particular interest. 
 
 
Figure 2-9 : Derivation of the scattering vector Q. Z-components 
of kr and –ki add while the other components are canceled. 
 
As only the sign of the z-component has changed between the incident and reflected 
wave vectors it is readily found that 
 
)()( incidentkreflectedk iz −=         (2-8) 
 
and, after consideration of equation (2-6), that 
 
λ
θπ i
zz kQ
sin4
2 ==              (2-9) 
 
 It is seen from this definition that scattering vector varies with both the angle of 
incidence and the wavelength of the radiation allowing two different approaches to 
reflectivity measurements, angle dispersive and energy dispersive. However, the 
mathematical treatment of reflectivity is also commonly considered in two different 
ways. Fresnel reflectivity provides more exactly represents reflectivity while the 
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kinematic approximation is a simplification that is only valid at higher values of Qz, both 
methods are detailed below. 
Fresnel reflectivity, arising from a difference in scattering length densities 
between two media, is observed to show total reflection below a certain critical angle that 
varies depending upon the media. Specifically, the critical angle, θc, is given by the 
relationship 
 
 bc N∆= πθ 16           (2-10) 
 
where ∆Nb is the change in scattering length density between the two media. As noted 
earlier the mathematical definition of the real number quantity reflectivity, R, is the 
complex quantity reflectance, r, multiplied by its complex conjugate, r*. For reflection 
from an interface the reflectance is defined by the Fresnel equation 
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where ni and nt are the refractive indices of the incident and transmitting media 
respectively while θi and θt are the angles of incidence and transmittance. The increased 
loss of reflection for a rough interface may also be accounted for through multiplication 
by the Debye – Waller factor in which σ represents the roughness of the interface. 
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The kinematic approximation, on the other hand, does not establish a critical angle for an 
interface and is only valid at higher Q, beyond the critical edge of a reflectivity profile. 
Above this critical angle reflectivity from interfaces within the sample may be 
considered, as some radiation is refracted. Furthermore, reflectivity is less than one and is 
approximated in the kinematic method by 
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and is found to be proportional to the change in scattering length density and is observed 
to drop away with a Q-4 relationship for an ideally smooth interface, as shown in Figure 
2-10. For both rougher and poorly defined interfaces reflectivity drops away more 
steeply. 
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Figure 2-10 : Calculated reflectivity profile from an ideal interface without surface 
roughness. Reflectivity drops away with a Q-4 dependence. 
 
Although reflection from a single, smooth interface is relatively straightforward, the 
reflectivity profile of an interface becomes more complex if a sample has multiple layers 
of different scattering length density. In this case scattering occurs at each interface 
requiring a more complex mathematical description, illustrated in Figure 2-11. 
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Figure 2-11 : Scattering occurs at each interface between media of different refractive 
index giving rise to a series of reflected and transmitted wave vectors. 
 
A special case of this scattering from multiple layers is when long range order of a 
periodic structure, such as hexagonal, cubic or lamellar, exists in the sample. In such 
cases the regular spacing of the layers leads to constructive interference of the radiation 
reflected from subsequent layers as shown over the page in Figure 2-12. 
 
 
Figure 2-12 : Diagram of Bragg diffraction. Rays reflected from subsequent layers 
traverse a path length 2dsinθ longer than those reflected from the previous layer. 
  
As the path length differs between subsequent layers, radiation reflected from each layer 
becomes out of phase by 2dsinθ which gives the requirement for constructive 
interference as Braggs’ law 
θλ sin2dn =      (2-14) 
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where n is the order of diffraction (an integer), λ is the radiation wavelength, θ is the 
angle of incidence and d is the spacing between repeat layers in angstroms. This 
constructive interference gives rise to Bragg peaks in a reflectivity profile if there are 
sufficient repeat layers. As demonstrated in Figure 2-13, for a single layer, fringes are 
visible in reflectivity profile while peaks develop with an increased number of layers and 
greater long range order. 
 
 
Figure 2-13 : Calculated reflectivity profiles for 1, 5 and 50 layers of TiO2 and 
fluorinated surfactant shown in (a), (b) and (c) respectively. 
 
If peaks are observed in a reflectivity profile it is possible to calculate a layer spacing 
within the sample without recourse to data modeling. By combining Equations (9) and 
(14) it is possible to calculate the interlayer distances using 
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 From the definition of scattering vector in Equation (9) it follows that there are 
two possible methods for obtaining a reflectivity profile, energy dispersive and angle 
dispersive. In energy dispersive reflectometry a fixed geometry is established and a range 
of incident radiation energies, and therefore wavelengths, is utilized to cover the Qz range 
studied. On the other hand, the angle dispersive technique, suitable for monochromatic 
radiation sources, uses a single incident radiation wavelength and uses changes in the 
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reflection geometry to change θ and thereby vary Qz. Both techniques have been used in 
this research for neutron and X-ray reflection and scattering experiments. 
 Neutron and X-ray scattering are complementary techniques as the different 
radiation interactions yield the ability to gain different information. Modern X-ray 
sources are capable of generating orders of magnitude greater fluxes than neutron sources 
and as such X-ray techniques are suitable for the rapid collection of data in time-resolved 
experiments. A high flux is also suitable for scattering experiments in which low 
reflectivity conditions are present.  
However, the atomic number dependence of X-ray scattering due to interaction 
with the electron cloud mean that light elements are weak scatters. The nuclear 
interactions of neutron scattering vary considerably with different isotopes for some 
elements, including hydrogen. This allows the possibility of studying different interfaces 
to X-ray techniques as lighter elements can produce considerable scattering. Additionally, 
it is possible, through use of a mixture of isotopes, to reduce the contrast of a specific 
interface to zero (contrast matching) and eliminate the scattering arising from it to allow 
the study of specific interfaces within a sample. Furthermore the uncharged nature of 
neutrons makes them deeply penetrating radiation and this allows for the study of a 
sample over long length scales. 
2.1.2  Small Angle Scattering 
 
Small angle X-ray and neutron scattering (SAXS and SANS) provide an 
additional tool for sample analysis. As with specular reflection, a full derivation of the 
principles of small angle scattering is beyond the scope of this section which is restricted 
to a brief overview, however detailed discussions of scattering theory are freely available 
in the literature.3-6 In the case of powdered materials and particles in solution, small angle 
scattering may be regarded as being directly related to specular reflection techniques as 
scattering from the particles may be regarded theoretically as ‘reflection’ from a series of 
planes.7 The numerous randomly oriented particles of powdered samples and particles in 
solution present different scattering geometries to the incident radiation, effectively 
covering an angularly disperse scattering range. If a range of incident radiation 
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wavelengths is utilised, as is often the case, the scattering range may be covered in an 
energy dispersive manner. 
As shown in Figure 2-14 some particles in a scattering sample will have the 
correct orientation for a periodic structure, if one is present, to be observed in a similar 
manner to reflectivity. In addition to internal ordering, the external ordering between 
particles and of the particles themselves may be examined. 
 
 
Figure 2-14 : Geometry of scattering from a particle in small angle scattering. 
 
 For liquid and solution samples a similar combination of properties are observed 
in small angle scattering. Scattering occurring from molecules in solution may be due to 
individual molecules, such as polymer coils, or from structures formed in solution such as 
surfactant micelles and liquid crystal phases. A small angle scattering profile thus 
consists of both a component, known as the Form Factor, due to scattering from 
individual species and a Structure Factor due to scattering from interactions between the 
individual species in the sample as given below: 
 
bgdQSQPpNVQI +∆= )()()()( 22           (2-16) 
 
where I(Q) is the intensity of the scattered radiation, NV is the number volume of 
scattering species, or concentration, and the scattering intensity is observed to increase 
linearly as concentration increases. V is the sample volume and ∆p is the contrast 
between the scattering species and solvent. P(Q) is the form factor, representing 
scattering from single particles and S(Q) is the structure factor arising from structure in 
the sample due to interparticle interactions while bgd is the background.8  
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 More specifically, the form factor, P(Q), represents interference effects between 
radiation scattered from different parts of a single scattering body (such as a surfactant 
micelle or particle) in which atoms are treated as point sources of scattering. If the 
scattering body has regions of different scattering power, such as different atoms or 
molecules, the form factor may be highly dependent upon the shape and orientation of the 
scattering body. This may be defined in general in terms of particle volume and a shape 
parameter averaged for all orientations, however this may be simplified as expressions 
exist for the most common shapes such as that for spheres of radius Rs 
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In addition to the size and shape of the scattering bodies the degree of uniformity 
of shape has a considerable impact upon the form factor. Cusps are observed to appear in 
systems with a large number of uniform particles. Variation, or polydispersity, of the 
particle dimensions, such as the radius, Rs, in Equation 2-17, makes the cusps less sharp 
as the range of particle dimensions leads to scattering from multiple sizes of particles and 
makes the pattern less clear as it is disrupted. At higher polydispersities cusps may be lost 
completely as shown in Figure 2-15 (c). 
In comparison the interparticle structure factor, S(Q), represents interference 
effects between radiation scattered from different scattering bodies and is therefore 
dependent upon local order in the scattering system. For non-interacting particles S(Q) 
becomes important due to the exclusion of one body from the space occupied by another 
while in interacting bodies a specific arrangement or exclusion may be favoured such as 
that imposed by repulsive interactions between like charged particles. In non-interacting 
bodies, the simplest case, the structure factor depends upon the number of scattering 
bodies, N, and their volume, V, and is defined in general as 
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where r is the distance outward radially from any particle. It is observed that as N 
approaches zero, S(Q) approaches 1 and that for dilute or weakly interacting systems the 
structure factor is 1, as interparticle interactions are minimal. Additionally, if the system 
is sufficiently disordered, interparticle effects may not be apparent in the scattering 
pattern. Although a structure factor should always be considered in analysis of small 
angle scattering, no information on long range order may be gained from the structure 
factor in dilute systems in which interparticle interactions are minimal. At higher 
concentrations and for highly interacting systems the structure factor has a considerable 
effect and must be considered. Approximations for the structure factor have been derived 
for various types of systems offering an expedient alternative to derivation from Equation 
2-18. 
 The calculated small angle neutron scattering profiles in Figure 2-15 show some 
of the differences in scattering patterns arising from different shapes in solution, P(Q), 
and from different structure factors due to different interparticle interactions, S(Q). Some 
effects of different form factors, corresponding to different particle shapes, are shown in 
Figure 2-15 (a) and Figure 2-15 (b) which display the differences between spherical and 
ellipsoidal particles in otherwise identical samples. The effect of polydispersity, also part 
of form factor considerations, is shown in Figure 2-15 (c) that shows scattering from 
spheres with a polydispersity of 0.2 otherwise identical to those in Figure 2-15 (a). 
In comparison, some effects on the small angle scattering pattern arising from 
different structure factors are shown in Figure 2-15 (d), (e) and (f).  Diffraction peaks 
begin to be observed due to the effect of the structure factor for a 0.6 volume fraction of 
non-interacting 60 Å TiO2 spheres shown in Figure 2-15 (d) while the effect of a ‘sticky 
hard spheres’ structure factor in which the 0.6 volume fraction of TiO2 spheres have a 
very high stickiness parameter is shown in Figure 2-15 (e). The final example, Figure 
2-15 (f) shows the effect of moderately charged particles in which like – like repulsion 
between 120 x 60 Å prolate ellipsoids is observed to significantly reduce low angle 
scattering. 
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Figure 2-15 : Theoretical SANS patterns from TiO2 particles. Profiles for 60Å TiO2 
spheres, 120 x 60 Å TiO2 ellipsoids and 60 Å TiO2 spheres with a polydispersity of 0.2, 
(a), (b) and (c) respectively,  show the effects of different form factor, P(Q). Structure 
factors, S(Q), effects are shown in (d), 0.6 volume fraction 60Å hard spheres, (e) 0.6 
volume fraction sticky hard spheres and (f), charged ellipsoids. 
 
Although consideration of the form factor and structure factor allow detailed 
information to be gained from small angle scattering profiles it is also possible derive 
some information directly. The two most relevant examples of such analyses are Guinier 
analysis and calculation of the Porod slope.3 The first of these, Guinier analysis, allows 
the estimation of the size of scattering bodies. At low concentrations, i.e. where S(Q) = 1, 
and assuming spherical particles and for small values of Q the scattering intensity, I, may 
be approximated as 
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where Rg is the radius of gyration of the scattering body. Therefore a plot of ln(I) vs. Q
2 
will have a slope of –⅓Rg
2 allowing the straightforward calculation of Rg. However, this 
analysis is only valid where RgQmax < 1 where Qmax is the highest value of Q used in the 
analysis. Rg Defined as the root mean square of the distances of all scattering species 
(electrons for X-rays, atomic nuclei for neutrons) from the centre of gravity of the 
particle and provides a measure of the size of the scattering particles. If the shape of the 
scattering body is known dimensions such as radius or volume may subsequently be 
calculated. 
 Whereas Guinier analysis is only valid for small values of Q calculation of the 
Porod slope is only valid at high values of Q and allows analysis of the roughness of the 
interface or surface or a rough estimate of the shape of scattering bodies. The Porod law 
states that  
4)( −∝ SQQI            (2-20) 
 
in the limit of Q →∞ where S represents the surface area of the scattering body. After 
consideration of fractal surfaces, where the scale of the measurement may change the 
result, the equation becomes 
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 where d is a measure of how fractal the surface is. It follows from the Porod law that a 
plot of ln(I) vs. ln(Q) the slope is indicative of the surface roughness. Smooth two 
dimension and three dimensional surfaces give slopes of -2 and -4 respectively while a 
slope in the range -3 – -4 is indicative of a fractal, or rough, surface. 
Calculation using Guinier analysis and Porod slope provides some information 
about the scattering system, however, the most detailed information from both reflectivity 
and small angle scattering profiles is gained by modelling of an overall scattering pattern. 
Such modelling can provide information on solution phases that may be present in 
addition to information on the size, shape and interactions of species or particles in 
solution. 
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2.1.3 Reflectivity and Small Angle Scattering Data Modelling 
 
For both reflectivity and small angle scattering data, computer modelling of the 
data is a recognised method to gain detailed information about the system. In both cases 
this is undertaken by using a computer to vary the parameters of a predefined model to 
generate the best agreement between theoretical and experimental data, typically by using 
a least squares error analysis. Fresnel reflection may be modelled in the case of 
reflectometry while modelling of small angle scattering models the form factor and 
structure factor of a sample, although the structure factor may be excluded as equal to 1 
in sufficiently dilute, non-interacting systems.  
Although model fitting provides a tool for gaining information from experimental 
data, care must be taken to confirm that the values for produced by a model are both 
physically possible and realistic for the sample system. To this end it is preferable to fix 
as many variables as possible prior to data modeling and to place limits on the range of 
values that other variables to ensure their values are physically realistic. The results of the 
models may be further confirmed by trying alternative models and trying different 
starting conditions for a model to check that a given model has not become stuck in a 
local minima of the error analysis. In the case of neutron scattering data further 
confirmation may be achieved by fitting multiple data sets simultaneously in which the 
physical structure of the samples is the same but scattering lengths densities of layers, or 
parts of a particle, have been varied. 
Modelling of a reflectivity profile is typically undertaken by one of two methods 
both of which treat the sample as a series of uniform layers of different scattering length 
density. Such an approximation is valid in the reflectometry case as the observed Qz wave 
provides only information perpendicular to the interface. The first method is that of the 
recursion modelling of the series of reflected and transmitted waves generated at a series 
of interfaces. Although an accurate method this rapidly becomes cumbersome as a larger 
number of interfaces and reflected waves are considered. A second widely used method, 
as used in this work, is the matrix method proposed by Abeles in 1950 that assigns a 
characteristic matrix to describe individual layers and treats the sample as a sequence of 
uniform layers and as shown in Figure 2-16.9 
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Figure 2-16 : The matrix method of reflectivity modeling 
 treats samples as a series of uniform layers.  
 
If it is not possible to divide a sample into layers of uniform composition the 
contents of a non-uniform layer may be averaged and a characteristic matrix derived. 
Utilising a complex exponential the Abeles method defines a characteristic matrix, Mi, 
for a uniform layer of refractive index ni as 
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Where ri is the reflectance as defined by the Fresnel equation and  βi is a phase factor for 
the incident light. The phase factor is used to calculate interference between light 
reflected from different layers by taking account of the distance travelled in each layer. 
As such it depends upon the layer thickness, di, the angle of incidence, θi, and the 
refractive index of the previous medium, ni-1, and is defined as 
 
iii
i
i nn
d
θ
λ
π
β 221
2 cos
2
−−=        (2-23) 
 
For reflection from a number of layers, l, above a substrate a characteristic matrix for the 
sample, MS, is derived through multiplication of the characteristic matrices for each layer 
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where C denotes a matrix element in the characteristic matrix of the sample. This matrix 
multiplication is well suited to computer calculation and the reflectivity, R, from the 
sample may be calculated as 
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where n0 and ns are the refractive indices of the medium above the sample and the 
substrate respectively. This matrix multiplication calculation is frequently used in the 
fitting of both X-ray and neutron reflectometry data and is the model used in the 
reflectometry fitting program Motofit used in this work.10 In the case of reflectometry 
data it is noted that comparatively small errors for low Q data points, due to a high 
number of counts, may dominate a least squares analysis of the data modeling leading to 
incorrect analysis at higher Q. 
 For small angle scattering data, on the other hand, data modeling requires the 
definition of a three dimensional particle shape for modeling of the form factor, P(Q), 
and definition of interparticle interactions to model the structure factor, S(Q). The form 
factor models the three dimensional geometry and size range of the particles in solution 
and may, in the case of polydisperse spheres, be given by 
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where <V> is the average volume and <r3> is, in turn, given by 
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in which R is the total radius of the particle and z is a width parameter describing the 
particle size distribution as below. Additionally, a similar calculation for the form factor 
may be used when describing and core – shell particle in which case R is the combined 
radius given by the core radius and shell thickness. 
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When considering a range of particle sizes in solution the two most commonly 
used distributions for polydispersity considerations are the Gaussian distribution and the 
Schulz distribution, an example of which is shown in Figure 2-17, with the latter of these 
two being the most relevant to this work. As larger particles scatter more than small 
particles they are more noticeable in small angle scattering and this is reflected in the 
Schulz distribution, used in this work, shown below: 
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Figure 2-17 : Shultz distribution for polydisperse spheres with a  
mean radius of 40Å and a polydispersity of 0.2. 
 
In the Schulz distribution the probability of a particle of radius a is given by f(a) such 
that11 
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where, a  is the average radius, and z is the width parameter related to the variance, σ2, of 
the distribution by 
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In addition to the effects of the particle shape and varied size range that are 
considered in terms of the form factor the presence of interactions between the particles 
must be considered for their influence on the distribution of scattering species and the 
resulting scattering pattern. The simplest model for the structure factor is that of a hard 
sphere model that assumes the particles in solution do not interact other than to provide 
physical exclusion to the area they occupy in solution. Although simple this model is 
sufficient for dilute systems in which there are weak interparticle interactions. 
Alternatively an assumption may be made that there are no interparticle interactions at all 
and that S(Q) = 1. 
Once models have been settled upon for the form factor and the structure factor a 
calculation of the theoretical small angle scattering profile may be undertaken using 
Equation (13), see § 2.1.2 and Figure 2-15. This model may then undergo refinement, 
typically using a least squares analysis, to find the closest match between theoretical and 
experimental scattering profiles. 
 
2.1.4 The Brewster Angle 
 
Light is known to have both a magnetic and an electric component, perpendicular 
to each other, and in unpolarised light these components may be of any orientation with 
respect to the direction of travel. The Brewster Angle, also referred to as the polarisation 
angle, θP, is the angle at which only light with an electric vector perpendicular to the 
plane of incidence is reflected, as shown in Figure 2-18 in which only the electric vector 
of the light is shown.12,13 This selective reflection of the incident light means that plane 
polarisation occurs as light with an electric vector not perpendicular to the plane of 
incidence is refracted. 
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Figure 2-18 : Diagram of polarization by reflection at the Brewster Angle. 
 
The condition at which polarization by reflection occurs is given by 
 
°=+ 90tP θθ  or Pt θθ −°= 90     (2-30) 
 
where θP is the polarization angle and θt is the angle of transmission or refraction. It is 
possible to combine this equation with Snell’s law, shown in Equation 4, to give 
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where ni and nt are the refractive indices of the incident and transmission media 
respectively. Given that the functions of cos and sin are 90° out of phase it is possible to 
straightforwardly rearrange Equation 2-31 to give the familiar form of Brewster’s Law, 
that 
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The phenomenon of plane polarization has led to the use of the Brewster Angle in a 
number of devices such as Brewster windows for lasers that transmit a specific 
polarisation of light. 
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 However, if the incident light is already plane polarised all incident light will 
either be reflected or refracted depending on the orientation of the electric vector. It is 
also noted from Brewster’s Law that the polarization angle is dependent upon the 
refractive indices of the media involved and, therefore, that θp changes with changes in 
either the incident of transmission refractive index. It is this knowledge that has led to the 
examination of surfaces using Brewster Angle Microscopy (BAM), a technique 
developed in the 1990’s.14 
 If plane polarized light is incident upon a sample at the Brewster angle such that 
no reflection occurs, a change in the refractive index of the sample leads to a change in 
the polarization angle and reflection begins to occur as the incident angle and polarization 
angles diverge. Thus changes in the sample media or the development of an interfacial 
layer may be observed and it is possible to distinguish between different areas of a 
sample with micrometer resolution. Both local and global changes such as the formation 
of monolayers or films and phase separation may be followed and imaged and the BAM 
technique has seen considerable use in research since its development.15,16 
2.1.5 Electron Microscopy 
 
Light microscopy has a resolution that is ultimately limited by wavelength. 
Visible light has a wavelength of hundreds of nanometres while shorter wavelengths 
frequently suffer great absorption or, as in the case of X-rays, are too weakly interacting 
to allow focussing and imaging. A way that this may be overcome arises from the 
hypothesis that all moving particles have an associated wave put forward by De Broglie 
in the 1920s and described as 
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where λ is the wavelength, h is Plank’s constant, m is the mass of the particle, v is the 
velocity of the particle and c is the speed of light. 
A beam of electrons with a wavelength less than a nanometre may be used to 
generate a considerably magnified image in a similar manner to light microscopy but 
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with greater magnification and depth of field.17 The first electron microscope was 
developed in the 1930’s and scanning electron microscopes (SEM) and transmission 
electron microscopes (TEM) are in frequent use today. 
Scanning electron microscopy uses the scattering of secondary electrons from a 
sample to produce an image and this properly termed secondary electron imaging is the 
most commonly used SEM technique. Electrons in a beam incident upon the sample 
interact with weakly bound electrons of atoms in the sample and undergo inelastic 
scattering that may leave them with greatly reduced energy. They are then collected by 
using a high positive potential to deflect the scattered electrons to a scintillator and 
photomultiplier to produce a measurable signal. However, secondary electrons can also 
be produced in scattering events with the sample chamber walls and other area away from 
the sample. Collection of electrons from such scattering results in background noise 
during imaging and is a factor limiting the resolution. 
Transmission electron microscopy offers greater resolution and magnification 
than SEM but is restricted to examining thin samples as electrons are passed through the 
sample, as shown in TEM schematic in Figure 2-19. 
 
 
Figure 2-191 : Schematic diagram of a transmission electron microscope 
                                                 
1 Figure based upon, and redrawn from, 2004 lecture notes of optical and electron microscopy course at the 
Research School of Biological Sciences (RSBS), Australian National University. 
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In a typical TEM, a tungsten hairpin wire filament within a shield that carries a 
high negative potential acts as a source of electrons as they are drawn from the heated 
filament by the potential of the shield. A largely unfocused beam of electrons then passes 
out of the shield and through a grounded anode. Many electrons are lost at this point due 
to collisions with the walls or exclusion by the condenser aperture, an adjustable opening 
that allows only a narrow beam of electrons to pass through. Concurrently the condenser 
lens provides beam focusing through the use of a magnetic field and can control the 
illumination of the sample by focusing a greater or lesser number of electrons through the 
aperture. 
Electrons then reach the sample where they may be scattered, refracted or 
diffracted although in the case of TEM electrons passing through the sample are of 
interest. In this case an objective lens acts to exclude diffracted and widely scattered 
electrons. The objective lens then produces a magnified image of the sample with one or 
more projector lenses subsequently further enlarging the image to achieve very high 
magnification. The final image is typically viewed on a fluorescent screen or may be 
recorded with either a photographic plate or CCD camera. 
The attainment of a magnified image of the sample represents only one of a range 
of observations that may be made using transmission electron microscopy. Periodic 
structure in a sample may be observed in an electron diffraction pattern and regions of 
different crystal orientation may be observed in a dark field image. These measurements 
involve moving or removing the objective aperture to allow diffracted electrons to be 
observed rather than being excluded. 
Additionally, the electron beam used in electron microscopy may be used for 
elemental analysis of a sample using the electron probe microanalysis (EPMA) technique. 
This technique takes advantage of the fact that incoming electrons in the beam may 
interact with an inner shell electron in an atom of the sample and eject it from the atom as 
shown in Figure 2-20. The now ionised atom is left in an excited state and a higher shell 
electron drops down to fill the inner vacancy emitting an X-ray as it loses energy in the 
process. 
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Figure 2-202 : Diagram of X-ray generation during EPMA 
 
The energy of this emitted X-ray is characteristic to each electron transition and 
therefore characteristic to each element, allowing for the elemental analysis of a sample. 
Qualitative EPMA is a relatively straightforward process of observing the characteristic 
X-ray that are produced from a given region of a sample and therefore which elements 
are present. Quantitative measurements are also possible however they require a precise 
experimental setup and the use of a known standard of a known composition as close to 
that of the sample as possible. Thus quantitative measurements of new and unknown 
materials are problematic. 
2.1.6 Nitrogen Adsorption 
 
In 1777 it was noted that charcoal releases considerable volumes of gas when 
heated in a reversible process that is now understood in terms of adsorption. By the mid 
19th Century it was becoming understood that surface area and porosity both play an 
important role in such processes and today the isothermic adsorption of gases, 
particularly nitrogen at 77 K, is the most commonly used technique for the determination 
of surface area and porosity for powdered materials and is detailed thoroughly 
                                                 
2 Figure is based upon, and redrawn from, a series of figures in 2004 lecture notes of optical and electron 
microscopy course at the Research School of Biological Sciences (RSBS), Australian National University 
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elsewhere.18 Adsorption, defined as the enrichment or depletion of an interfacial layer, is 
understood to be distinct from absorption in which atoms of gas penetrate into the mass 
of the solid.19 As an adsorbate gas remains outside the physical mass of a sample the 
accurate measurement of the amount of gas adsorped to a sample can allow the 
calculation of surface area. 
Simple adsorption, so called as it does not include polarity or electrostatic 
considerations, is understood to occur through dispersion forces. Fluctuations in the 
electron density of an atom can introduce a dipole in neighbouring atoms generating an 
attractive force. As the atoms near each other this is balanced by a repulsive force as the 
electron clouds begin to overlap giving a description of forces in adsorption as the 
Lennard-Jones potential in which a negative force is understood to be attractive20 
 
126)( −− +−= BrCrrε      (2-33) 
 
Here C denoted an atom, r the radius, ε the force and B is a constant. It is readily 
observed that the forces in adsorption are highly distance dependant. 
For ease of calculation it is useful to know the number of moles of gas adsorped 
to a sample and it is understood that the quantity of gas taken up by a sample is 
proportional to the mass of sample material, temperature, pressure and the nature of both 
the solid and the gas as shown by 
n α P, T, gas, solid            (2-34) 
 
where n is the number of moles of gas adsorped, T is the temperature and P is the 
pressure. If a specific gas is adsorped onto a particular sample under constant temperature 
a relationship for isothermal gas adsorption may be written as 
 
Tpfn )(=        (2-35) 
 
Furthermore, if the temperature is equal to or below the critical temperature of the gas the 
relationship may be written in terms of p°, the saturation vapor pressure, as 
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The equations, (2-35) and (2-36), define an adsorption isotherm, a relationship at constant 
temperature between the amount of gas adsorbed and the pressure. Although these 
relationships are understood in terms of the number of moles of gas adsorbed for practical 
measurement this may be expressed in terms of a mass or volume of gas, measured by 
monitoring the mass of a sample on a microbalance or monitoring a change in pressure. 
 It may be understood that if a monolayer of an adsorbate condenses to cover the 
surface of a sample, and the number of moles of gas in the monolayer, nm, is known, the 
surface area may be calculated straightforwardly by the equation 
 
Amm NanA =         (2-37) 
 
where A is the surface area, am is the area of a single molecule of the adsorbate and NA is 
Avogadro’s number. Alternatively, this relationship may be expressed in terms of a 
measured quantity, such as the volume of adsorbate, by a simple conversion 
 
22414
Amm NavA =         (2-38) 
 
where vm is the volume of adsorbed gas in the monolayer and 22414 is the volume of one 
mole of an ideal gas under STP conditions in mL. Division by the sample mass yields the 
surface area per gram for the material, typically expressed in square metres per gram, 
m2g-1. 
Although the possibility of using the adsorption of gases to measure a surface area 
has been understood for many years and theoretical models continue to be advanced it is 
not yet possible to derive an accurate adsorption isotherm from modelling alone.18 
Arguably the most influential theory for the calculation of a surface area for adsorption 
was published by Brunauer, Emmett and Teller (BET) in 1938.21 Despite being somewhat 
over simplified attempts to further this theory have been largely unsuccessful thus far and 
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the BET calculation remains the most widely used method of surface area calculation. 
For the such calculations a convenient form of the BET equation may be written as 
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where 
°p
p
 is the relative pressure, v is the volume of absorbed gas, vm is the volume of 
gas in a monolayer and c is a constant relating to the strength of the interaction between 
the adsorbate and adsorbtive. By plotting the adsorbed volume and relative pressure as in 
Equation (2-39) it is possible to calculate both vm and c by solving the simultaneous 
equations for the slope and intercept shown below 
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Using these equations it is readily shown, where s is the slope and i is the intercept, that 
 
1+=
i
s
c  and 
is
vm +
=
1
    (2-41) 
 
from which the surface area may be calculated as shown in Equation 2-38. 
 However, the simplifications used in generating the BET equation mean that the 
equation is only valid in the relative pressure range of 0.05 < p < 0.3 and for adsorption 
isotherms showing a point of inflection at low relative pressure. If used to calculate an 
adsorption isotherm the BET equation produces a point of inflection at low relative 
pressure corresponding to the completion of an adsorbed monolayer. That a monolayer is 
completed prior to formation of any multilayer regions is one assumption of the BET 
equation and in samples where this is not the case the BET equation cannot be applied.18 
 More precisely the BET equation may be applied to Type II and Type IV 
isotherms corresponding to non-porous and mesoporous solids respectively. Since gas 
adsorption began to be used, many thousands of adsorption isotherms have been collected 
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and the vast majority of them may be classified into one of five different classes 
designated in 1940 and shown in Figure 2-21.18,22 Type I isotherms are characteristic of 
microporosity, Type II and Type IV are characteristic of non-porous and mesoporous 
materials respectively and Type III and Type V isotherms are special cases corresponding 
to non-porous and porous materials with particularly weak interactions between the 
adsorbate and adsorptive. 
 
 
Figure 2-21 : Types of adsorption isotherm as classified in 1938. (After Brunauer22) 
 
Hysteresis effects characteristic of Type IV isotherms vary between different 
samples but are due to reduced desorption at a given partial pressure compared with 
increased uptake at the same partial pressure due to capillary condensation. It is stated 
that the vapour pressure over a concave meniscus, such as that growing in a pore during 
adsorption, is less than the saturation vapour pressure, p°. Therefore liquid may condense 
at the meniscus of a pore when the pressure, p, is less than p° and the relative pressure is 
less than one.  
If, for simplification, the assumption is made that the contact angle of the 
adsorbing gas/liquid with the wall of pore is 0° the liquid meniscus will be hemispherical 
and the radius of curvature of the meniscus, rm, is equal to the pore radius. This 
assumption allows the definition of the Kelvin equation 
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where γ is the surface tension of the liquid, VL is the molecular volume of the liquid, T is 
the temperature and R is a constant. This equation allows the calculation of the relative 
pressure at which capillary condensation will occur for a given pore size. It is also 
necessary to add the thickness of a monolayer to rm when calculating pore size as 
capillary condensation does not occur until a monolayer has formed and the pores are 
therefore narrower during condensation.  
Comparison of the amount of gas adsorbed at different relative pressures to the 
pore size corresponding to these pressures can then give an indication of a pore size 
distribution, the relative number of pores of different sizes, in a sample. Such calculations 
may be carried out in a number of ways but use of the Kelvin equation is the most 
common method for determination of pore size distribution. It is generally taken that the 
Kelvin equation is valid for pore sizes in the range of 10 – 250 Å although these limits 
are largely experimental limits. Few pores less than 10 Å, that may be considered 
mesoporous, have been observed and measurement of the pressure differences 
corresponding to different pore sizes greater than 250 Å are difficult to measure with 
sufficient accuracy. Unfortunately the Kelvin equation is subject to considerable 
inaccuracies and must be used with an acknowledgement of its limitations. 
It is understood that for small pores the attractive forces between the gas will be 
higher due the close proximity of the pore walls, an interaction not accounted for in the 
Kelvin equation resulting in underestimated pore sizes. Studies have suggested that this 
error begins to appear for pore sizes less than 500 Å becoming more pronounced with 
small pores. This error has been calculated to be 10% for 100 Å and 30% by the time 20 
Å pores are considered suggesting pores calculated to be of this size are actually 110 Å 
and 26 Å respectively. 
Additionally, although it is predicted theoretically that a pore size distribution will 
be the same when calculated from either the adsorption or desorption branch on an 
isotherm this is rarely observed experimentally. In particular, the use of the desorption 
branch is likely to suffer error due to pore blocking and tensile strength effects. Pore 
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blocking arises when the diverse pores of a particle are interconnected but are not all 
directly open to the surface. If a larger pore is connected to the surface via a smaller pore 
the liquid in the large pore will be prevented from desorping until desorption occurs in 
the small pore at a lower partial pressure. The increased desorption at this lower partial 
pressure will be interpreted as a large number of pores corresponding to the smaller size 
and will create an artificially narrow pore size distribution. 
The tensile strength error, on the other hand, arises from the finite tensile strength 
of the adsorbed liquid. As the partial pressure drops below unity tension is created across 
the meniscus of the condensed liquid in the pores. As the tension increases it eventually 
exceeds the tensile strength of the liquid that is then pulled apart into the gas phase. If not 
considered carefully this rapid desorption will be interpreted as a large number of pores 
of a size corresponding to the partial pressure at which the tensile strength is exceeded. 
For nitrogen, the most commonly used adsorbate, the tensile strength is exceeded at a 
partial pressure of roughly 0.40 corresponding to roughly 17 Å pores although this varies 
slightly for different adsorbants. 
These effects provide a lower limit to the application of the Kelvin equation of 
approximately 17Å. Given that errors arising from pore blocking and tensile strength are 
of greater influence when considering the desorption branch of an isotherm it is 
recommended that the adsorption branch of an isotherm is used for the calculation of a 
pore size distribution.18 This is in spite of the fact that the use of the desorption branch 
remains the most common in the literature. 
2.1.7  Thermogravimetric Analysis 
 
Thermogravimetric analysis (TGA) is an analytical technique that may be used to 
measure the thermal stability and composition of a sample by precisely monitoring the 
mass of a sample under increasing temperature. Given the limited use of TGA in the 
present work a brief overview only is provided here, however, detailed descriptions of 
TGA measurement are readily available from research institutions, textbooks and 
publications.23-25 As a sample is heated a temperature will be reached at which solvent, 
e.g. water, in the sample is removed and at higher temperatures samples may partially or 
completely decompose as organics are burnt or a structure breaks down. By carefully 
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monitoring the mass of the sample during such decompositions it is possible to obtain a 
composition of a sample, in terms of relative mass. Common examples of such 
measurements are solvent content, organic content and decomposition temperature which 
may be measured in this manner. 
A range of different experimental set-ups may be used for TGA measurements 
although perhaps the largest distinction is between experiments using horizontal balances 
and those using vertical balances. If a horizontal balance is used a sample is placed on 
one side of a balance and a reference is placed on the other. This allows additional 
measurements such as a comparison of temperature between the sample and reference 
and differential scanning calorimetry to be conducted. A vertical balance, in comparison 
uses a pan suspended from a balance arm to hold a sample and is a more straightforward, 
if more restricted, method of measurement. In both cases isolation from vibrations is 
important for accurate measurement given the sensitivity of the balances. 
The rate of temperature increase is also of great importance in collecting accurate 
data as limited rate of heat transfer may create a difference between the programmed 
temperature and sample temperature. Additional errors may occur if rapid decomposition 
leads to a portion of a sample spitting out of the balance pan as this generates a 
misleading loss of mass. A heating rate of 5 °C/min may be considered a compromise 
between accuracy and reasonable measurement time, however slower rates allow greater 
accuracy. It is relatively common for analysis to be conducted in a low oxygen 
atmosphere, such as nitrogen or argon, to reduce the rate of decomposition for more 
accurate results.  
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2.2  Methods of Analysis 
2.2.1 Neutron Reflectometry 
 
Neutron reflectometry was performed at the ISIS pulsed spallation neutron source 
facility that is part of the Rutherford Appleton Laboratories. The energy dispersive 
reflectometer instruments SURF and CRISP, described in detail elsewhere and shown 
schematically in Figure 2-22, were used to conduct reflectometry experiments.1,26,27 Both 
instruments have been established for the study of surfaces using specular neutron 
reflectivity and the SURF instrument has been specifically optimised for the study of 
liquid interfaces. The instruments are normally operated using 50 Hz pulses of neutrons 
in the 0.55 – 6.8 Å wavelength range to give a q range of 0.048 – 0.60 Å-1. For both 
instruments a hydrogen moderator at 25 K is used to cool the neutrons in each pulse prior 
to travel down a flight path defined by four slits, two before and two after the sample. An 
optical laser is used as an aid during alignment of the sample height that is controlled on 
a sample stage with 0.05mm accuracy. The detectors in each case are a He3 gas detector 
in which the destructive interactions of neutrons with the gas are observed. 
 
 
Figure 2-223 : Schematic diagram of the CRISP reflector at ISIS. c, chopper; B, 
beryllium filter; J, coarse collimating jaws; s2, collimating slit; F, frame overlap 
mirrors; R, downstream collimation; M, neutron beam monitor; s, sample; D, detector. 
 
                                                 
3 Figure reproduced from Penfold, J.; Ward, R. C.; Williams, W. G. Journal of Physics E-scientific 
Instruments 1987, 20, 1411-1417  with the permission of IOP Publishing LTD; Dirac House; BS1 6BE.  
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For work on both instruments, scattering at the air-solution interface was 
performed by pouring a film precursor solution into a 4 x 15 cm PTFE trough to provide 
a meniscus above the edge of the trough. Reflection experiments from the interface were 
performed at 25°C, controlled by a Eurotherm controller, and a measured 35-45% relative 
humidity. In order to reduce the incoherent background air contrast matched ethanol 
(ACME) was used in the film solutions, prepared by addition of deuterated (33% wt. 
C2H5OD) and hydrogenated ethanol to produce a scattering length density (SLD) of zero. 
To aid in subsequent modeling of results a second solvent contrast, 3.26 x10-6 Å-2 using 
60% wt. C2D5OD, was used to exceed the SLD of titanium dioxide, 2.59 x10
-6 Å-2. 
2.2.2 Small Angle Neutron Scattering 
 
Small angle neutron scattering (SANS) experiments were performed using the 
D11 instrument at the ILL in Grenoble, France.26,28 D11 is a long, pinhole geometry 
instrument for small angle neutron scattering (SANS), designed for the study of large 
scale structures and suitable for observing particle development in solution. The ILL high 
flux reactor is the source of neutrons and a helical slot monochromator is used to reduce 
the polychromatic beam to a wavelength range of 4.5 – 40 Å prior to collimation. 
Neutron detection is via a 64 x 64 cm CERCA 3He multi-detector mounted on a 
moveable trolley within an evacuated tube to increase the accessible angular range. The 
sample to detector distance may thereby be varied to give an accessible Qz range of 5 x 
10-4 to 0.44 Å-1. The layout of the D11 SANS instrument is shown in Figure 2-23. 
Time resolved SANS experiments were performed with the use of 2 minute scans 
and detector positions of 1.1 m and 5 m giving Qz ranges of 0.05 – 0.33 Å
-1 and 0.01 – 
0.07 Å-1 respectively. Reaction solutions were pipetted into 1 cm wide, 1 mm path length 
quartz cells and mounted on the D11 beamline. Experiments were conducted using 100% 
and 70% deuterated ethanol solvent in the reaction solutions to provide multiple contrasts 
for subsequent data modelling by simultaneous fitting. 
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Figure 2-234 : Schematic diagram of the D11 SANS instrument at the ILL. 
 
 Detector distances of 1.1m, 5m and 10m were used in collecting SANS patterns 
from developed film material, removed from the air-solution interface and calcined to 
remove the surfactant phase and from surfactant solutions in ethanol. A range of 
surfactant solutions utilised a range of ethanol solvents of different deuterium 
percentages in order to establish the scattering length density of the surfactant. These 
experiments were performed using deuterated ethanol to provide contrast with the film 
material. In these experiments powdered film material was placed in sample cells that 
were subsequently filled with ethanol and placed on the beamline. 
2.2.3 X-ray Reflectometry 
 
X-ray reflectometry experiments were performed in the Department of Chemistry 
at the University of Bath and on the ID10B Tröika II beamline at the European 
Synchrotron Radiation Facility in Grenoble, France, a picture of which is shown in 
Figure 2-24.29 The ID10B beamline is a high-brilliance undulator beamline at the ESRF 
designed for high resolution X-ray scattering and surface diffraction.30 ID10B uses 
photons within the energy range of 8 keV and 22.2 keV provided by a diamond double-
crystal monochromator. Study of thin film formation at the air-liquid interface was 
                                                 
4 Figure reproduced from www.ill.eu/d11 with the permission of the Institut Laue-Langevin; BP 1566, rue 
Jules Horowitz; 38042 Grenoble Cedex 9; France 
  
