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Abstract
In general weak domination number γw(G) can be made to increase
or decrease by the removal of vertices from a graph G. In this pa-
per. Our main objective is the study of this phenomenon. Further, the
stability of the weak domination number of a graph G is investigated.
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1 Introduction
Domination alteration sets in graphs was ﬁrst used by Bauer, Harary,
Nieminen and Suﬀel [1]. The open neighborhood N(v) of the vertex v is the
set {u ∈ V (G)| uv ∈ E(G)} and its closed neighborhood N [v] = N(v) ∪ {v}.
Similarly, the open neighborhood of a set S ⊆ V is the set N(S) = ⋃v∈S N(v),
and its closed neighborhood is N [S] = N(S) ∪ S. A subset D of V (G) is
dominating set in G if every vertex of V (G) − D has at least one neighbour
in D. Let γ(G) be the minimum cardinality among all dominating sets in G.
Further, for a graph G = (V,E), a set D ⊆ V is a weak dominating set if every
vertex v in V − D has a neighbour u in D such that the degree of u is not
greater than the degree of v. The minimum cardinality of a weak dominating
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set of G is the weak domination number, γw(G). Strong (weak) domination
was introduced by E. Sampathkumar and L. Pushpa Latha in [6]. For any
graph theoretic parameter, the study of determining the eﬀect of removal of
a vertex or an edge from the graph has several important application such as
fault tolerance in networks. The terminology of changing and unchanging was
ﬁrst suggested by Harary [4].
In this paper we initiate the eﬀect of removal of vertices on the weak dom-
ination number, to study the increasing or decreasing of weak domination
number of a graph G when a vertex is deleted and obtain some new results.
Finally we investigate the stability of the weak domination number of a graph.
Any undeﬁned term we may refer to Harary [3].
2 weak domination critical vertices
We partition the vertices of G into three disjoint sets according to how their
removal aﬀects γw(G). Let V = V
0
w ∪ V +w ∪ V −w for
V 0w = {v ∈ V : γw(G− v) = γw(G)}
V +w = {v ∈ V : γw(G− v) > γw(G)}
V −w = {v ∈ V : γw(G− v) < γw(G)}.
When the graph under consideration is clear from the context we simply write




w . The graph in Figure 1, has V
0
w = {v3, v5}, V +w = {v2, v4, v7},















We begin with following observations.
Observation 1.
(i) If I is the set of all isolated vertices of G then I ⊆ V −w .
(ii) Removing a vertex can increase the weak domination number by more
than one (e.g. complete bipartite Kn,n, n ≥ 4) and can decrease more than
one (e.g. complete bipartite Kn,n+1, n ≥ 2)
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(iii) If S is a weak dominating set, removing any vertex in V − S can not
increase the weak domination number then |V +w | ≤ γw(G).
Theorem 2. If a vertex v of V (G) is in V +w (G) then there is no weak domi-
nating set of G− v with γw(G) vertices.
Proof. Let v ∈ V +w (G). Then γw(G − v) > γw(G). Suppose there exists a
weak dominating set of G− v with γw(G) vertices. Then γw(G− v) ≤ γw(G),
a contradiction. 
Proposition 3. If a vertex v is in V −w (G), then N(v) ⊆ ∪u∈D−{v}N [u], for
some γw − set D containing v.
Proof. Suppose there is w belong to N(v) such that w /∈ ∪u∈D−{v}N [u]. So
by removing v we see that u belong to weak dominating set. Since there is no
vertex in weak dominating set such that dominate u, so γw(G − v) = γw(G),
a contradiction. 
Lemma A. [2] The weak domination numbers of the Km,n are,
γw(Km,n) =
{
n if 1 ≤ m < n,
2 if 2 ≤ m = n.
Theorem 4. A vertex v of V (G) is in V +w (G) if and only if G = ∪ni=3Ki,i,
where n ≥ 3 and Ki,i, i = 3, 4, ..., n are complete graphs.
Proof. This follows by above Theorem 4. 
The following deﬁnition will be useful. The neighborhood of a vertex v is
the set N(v) of all vertices u which are adjacent to v. The closed neighborhood
of v is N [v] = N(v)∪{v}. For a minimum weak dominating set D and v ∈ D,
let
A∗(v) = {u : u /∈ D and N(u) ∩D = {v}}
In addition let
γ∗(G) = min{|A∗(v)| : v ∈ D, a minimum weak dominating set}. 
Proposition 5. For any graph G, if γ−w (G) = 1 then γ
∗(G) = 0.
Proof. Suppose γw(G − v) < γw(G) for some vertex v ∈ G, and let S be a
minimum weak dominating set for G− v. Clearly D = S ∪ {v} is a minimum
weak dominating set for G with A∗(v) = ∅, consequently γ∗(G) = 0. 
Proposition 6. If the removal of a vertex v from G increase γw(G), then
(i) v is not isolated and end-vertex and.
(ii) there is no weak dominating set for G − N [v] having γw(G) vertices
which also dominates N(v).
For some γw − set D containing v.
Proof. (i) Suppose γw(G − v) > γw(G) and v ∈ D. Then clearly v is not
an isolated vertex, and also v is not end-vertex, since For any graph G if v is
end-vertex, then γw(G− v) ≤ γw(G), a contradiction.
(ii) Suppose there exists a weak dominating set of G−v with γw(G) vertices.
Then γw(G− v) ≤ γw(G), a contradiction, Hence (ii) holds. 
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Proposition 7. If there exists at least u1, u2 ∈ A∗(v), then γw(G − v) >
γw(G), for some γw − set D containing v.
Proof. Suppose there exists at least u1, u2 ∈ A∗(v) such that u1 and u2 are not
adjacent so by removing v, there are no vertices in weak dominating set such
that at least dominates u1 and u2 (and maybe more) hence γw(G−v) > γw(G).

Proposition 8. For any graph G (G = Km,n), then |V 0w | ≥ 2|V +w |
Proof. For each v ∈ V +w , we consider following two cases.
Case 1. If v in minimum weak dominating set, then N(v) contains at least
two nonadjacent vertices u1 and u2, since u1, u2 ∈ D, if γw(G−u1, u2) = γw(G)
we have done. If not, again u1 or u2 (and maybe both) is adjacent with another
vertex such that, that vertex is not in minimum weak dominating set, so by
removing that vertex we see that γw(G) is not change, otherwise we continue
this process, then we see that |V 0w | ≥ 2|V +w |.
Case 2. Suppose v is not in minimum weak dominating set, then N(v)
contains at least one (and maybe more) vertex, such that, that is not in min-
imum weak dominating set that is and v. If not, we use case one. Hence
|V 0w | ≥ 2|V +w |. 
Theorem 9. For any graph G (G = Km,n), γw(G− v) = γw(G) for all v ∈ V
if and only if V = V −w
Proof. Obviously, if V = V −w then γw(G− v) = γw(G) for all v ∈ V . Assume
that γw(G − v) = γw(G) for all v ∈ V . Then V +w and V −w partition V . But
if v ∈ V +w , then by Proposition 9, V 0w is not empty, a contradiction. Hence
V = V −w . 
3 Stability of the weak domination number of
a graph
Definition.
(i) γw − stability of graph G is the minimum number of vertices whose
removal changes γw(G).
(ii) γ+w − stability (γ−w − stability) of a graph G written γ+w (γ−w ) is the
minimum number of vertices whose removal increase (decrease) γw(G).
In the graph G of Figure 2 we see that γw(G) = 4, γw(G − v6) = 5 and
γw(G− v1, v2) = 3. Thus γ+w (G) = 1 and γ−w (G) = 2.













v6 v7 v8 v9
Proposition 10. Let u1, u2, ..., un be a minimal vertex set of G whose removal
decrease γw(G). Then γw(G−u1−u2− ...−un) = γw(G)−1 and γw(G−U) =
γw(G) for any subset U of {u1, u2, ..., un} with cardinality n− 1.
For graphs in general γw(G), γ
+
w (G) and γ
−
w (G) can be made as large as
we wish. In particular, the graph G constructed by joining a vertex v to one
vertex in each of m distinct copies of Km has γw(G) = γ
+
w (G) = γ
−
w (G) = m.
However graphs with large γ+w (G) and γ
−
w (G) are constrained to have a large
minimum degree δ.
Theorem 11. For all graph G, min{γ+w (G), γ−w (G)} ≤ δ(G) + 1.
Deﬁne a support to be a vertex in a tree which is adjacent to an end-vertex
.
Proposition 12. Every tree T with (n ≥ 4) has at least one of the following
conditions.
1. A support adjacent to at least 2 end-vertex.
2. A support is adjacent to a support of degree 2.
3. A vertex is adjacent to 2 support of degree 2.
4. The support of a leaf and the vertex adjacent to the support are both of
degree 2.
Proof. Root of any tree T with more than 3 vertices at a root r and let l
be an end-vertex farthest from r. Let s be the support of l. If s has degree
greater than 2, then it must be adjacent to at least two end-vertices, or else
it will get Case 1. If s has degree 2 then consider the other vertex x adjacent
to it. If degree x = 2, then we get Case 1. If degree of x is greater than 2,
then it may have an end-vertex adjacent to it, achieving Case 2 or else it may
be adjacent to a support of degree 2, thereby demonstrating Case 3. All other
case yield contradiction to the assumption that l is farthest from r. These
cases are exhaustive. 
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Proposition 13. [5] If v is a leaf of tree, u is the parent of v and w is the
parent of u, then v ∈ D and u /∈ D.
Theorem 14. For any tree T , γ−w (T ) ≤ 3
Proof. If the tree has less than 4 vertices then it can checked that γ−w (T ) ≤ 2.
So, consider a tree T with |V (G)| ≥ 4. We want to show that by removing
at most 3 vertices suﬃced in decreasing the value of γw for any tree. We use
Observation 13 to prove this result. Case 1 occurs in the given tree T , then
l and m are in any minimum weak dominating set of T . Delete one of the
vertices l or m. Now any minimum weak dominating does not l or m and
so γw decreases. Hence in this case γ
−
w (T ) = 1, the second case, delete the
vertex m. If γw(T −m) < γw(T ), we are done, if not, only by removing l and
s in tree T . We see that γw decreases (since m and l are in minimum weak
dominating set). Then in this case γ−w (T ) ≤ 2. The third case is similar to
the second, delete one of the vertices l or k. If γw(T − l or k) < γw(T ), we are
done, if not. Only by removing l and s in tree T . We see that γw decreases.
In the last case, either x or k is in minimum weak dominating set of T (by
Proposition 13, s is not in weak dominating set). If the vertex x is in any
minimum weak dominating set, then only by removing vertices l and s, we see
that γw decreases. If x is not in minimum weak dominating set of T . Then k
is in minimum weak dominating set. otherwise by removing vertices l, s and
x, we see that γw decreases. Then in this case γ
−
w (T ) ≤ 3. This completes the
proof. 
Proposition 15. If T is a tree, and γw(T ) > n/2, then γ
−
w (T ) = 1 and
γ+w (T ) = 0.
Theorem 16. For any tree T of order n ≥ 3 there exists a vertex v ∈ T such
that γw(T − v) = γw(T ).
Proof. Assume T = Pn and n ≥ 4. Let v1, v2, ..., vn the vertices of Pn, and
n ≡ 1 (mod 3), then Pn−{v3} consists of an K2 and a path of order n−3. thus
γw(Pn − v3) = γw(K2) + γw(Pn−3) = 1 + 
(n − 3)/3 = 
n/3 = γw(Pn). Let
n ≡ 1 (mod 3), then γw(Pn−v3) = γw(K2)+γw(Pn−3) = 1+ 
(n−3)/3+1 =

n/3 + 1 = γw(Pn). Let T = Pn and v be the maximum degree of T and
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D be the minimum weak dominating set of T . If N(v) ∩ D = N(v), then
γw(T − v) = γw(T ). If not, then N(v) contain at least one vertex u ∈ D,
if γw(T − u) = γw(T ) we have done, otherwise we continue this process and
we see that γw(T ) is not change. Thus there exists a vertex v ∈ T such that
γw(T − v) = γw(T ). 
Lemma 17. [2] The weak domination number of the n − cycle and the path
of order n are respectively
i) γw(Cn) = 




n/3 if n ≡ 1 (mod3) ,

n/3+ 1 otherwise.
Theorem 18. For any path Pn with n ≥ 9,




3 if n ≡ 0, 2 (mod3) ,
4 if n ≡ 1 (mod3) .
Proof. We consider the following three cases.
Case 1. Let n ≡ 0 (mod3) and n ≥ 9. Let v1, v2, ..., vn be the vertices of
Pn, then Pn − {v4} consists of P3 and Pn−4. Thus




n/3 + 2 > 
n/3 + 1 = γw(Pn), hence γ+w (Pn) = 1 (if n ≡ 0 mod3). To see
that γ−w (Pn) = 2 ﬁrst note that γw(Pn−2) = γw(Pn) − 1, hence γ−w (Pn) ≤ 2.
Since γw(Pn−1) = γw(Pn) the only way to lower the weak domination number
of Pn by removing either one or two vertices is to disconnect Pn. Suppose we
create two components, A and B, containing a and b vertices respectively, by
removing either one or two vertices from Pn. Let k = n/3, and since n ≡ 0
(mod3) so we have two components, a ≡ 2, b ≡ 1 (mod3) or a ≡ b ≡ 0 (mod3).
Let a ≡ 2, b ≡ 1 (mod3) and k = n/3.
Thus γw(A) + γw(B) = 
a/3+ 1+ 
b/3 ≥ a/3 + b/3 + 1 ≥ k− 2/3 + 1 =
k +1/3 and so γw(A) + γw(B) ≥ k. The last possibility, namely removing two
vertices from Pn and creating three components, is immediate and we omit the
details and so for a ≡ b ≡ 0 (mod3).
Case 2. n ≡ 2 (mod3). Now γw(Pn−1) = γw(Pn) and hence γ−w (Pn) = 1. If
we remove v4 from Pn we obtain P3 and Pn−4. Thus
γw(Pn−{v4}) = γw(P3) + γw(Pn−4) = 2+ 
(n− 4)/3 = 
(n− 1)/3+1 =

n/3+ 1 = γw(Pn)
Since n − 4 ≡ 1 (mod3) by Case 1 γ+w (Pn−4) = 1. Hence γ+w (Pn) = 2
(mod3).
Case 3. Let n ≡ 1 (mod3). If we remove v4 from Pn we obtain P3 and
Pn−4. Thus
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n/3+ 1 > 
n/3 = γw(Pn), hence γ+w (Pn) = 1 if n ≡ 1 (mod3). To see that
γ−w (Pn) = 3 ﬁrst note that γw(Pn−3) = γw(Pn) − 1, hence γ−w (Pn) ≤ 3. Since
γw(Pn−2) = γw(Pn−1) = γw(Pn) the only way to lower the weak domination
number of Pn by removing either one or two vertices is to disconnect Pn. To
see that γ−w (Pn) = 1 and 2 we appeal to an argument similar to that used in
Case 1. 
Theorem 19. For n ≥ 9,




6 if n ≡ 0, 2 (mod3) ,
5 n ≡ 1 (mod3) .
Proof. It suﬃces to show that for n ≡ 0, 1, and 2 (mod3), we have respectively
γ+w (Cn) = 1, γ
−
w (Cn) = 5 and γ
+
w (Cn) = 2, γ
−
w (Cn) = 3 and γ
+
w (Cn) = 2,
γ−w (Cn) = 4. We indicate how to prove that γ
+
w (Cn) = 2 when n ≡ 1 (mod3).
The remaining cases follow easily from the proof of Proposition 18. Let n ≡ 1
(mod3) and we denote Cn by v0, v1, ..., vn, then removal of the set of vertices
{v0, v4} leaves P3 and Pn−5. Hence γw(Cn − {v0, v4}) = γw(P3) + γw(Pn−5) =
3 + 
(n− 5)/3 = 
n/3+ 1 > 
n/3 = γw(Cn). Thus γ+w (Cn) = 2. 
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