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CNRS UMR 8506, Universite´ Paris-Sud, France.
Re´sume´
Nous e´tudions le proble`me de la mode´lisation d’une se´rie chronologique non stationnaire
a` longue me´moire au moyen d’un processus localement autore´gressif a` moyenne mobile
fractionnairement inte´gre´e. Le nombre de points de ruptures et leurs localisations sont
inconnus ainsi que les parame`tres de chaque sous-se´rie. Nous pre´sentons une me´thode
d’estimation des points de ruptures et des parame`tres des sous-se´ries dont nous montrons
les bonnes performances au moyen de simulations de Monte Carlo.
Abstract
We consider the problem of modeling a non-stationary long-memory time series using
a piecewise fractional autoregressive integrated moving average process. The number as
well as the locations of structural break points and the parameters of each segment are
assumed to be unknown. A four-step procedure is proposed to find out the break points
and to estimate the parameters of each segment. Its effectiveness is shown by Monte Carlo
simulations.
1 Mode`le
Le mode`le autore´gressif a` moyenne mobile fractionnairement inte´gre´e (FARIMA) est un
processus stationnaire a` longue me´moire introduit il y a une vingtaine d’anne´es et qui
est utilise´ dans de nombreux domaines de l’hydrologie a` l’e´conomie, voir Beran (1994) et
Doukhan et al. (2003). Cependant, certaines donne´es ne sont pas stationnaires meˆme apre`s
e´limination de la tendance. En particulier, le parame`tre de longue me´moire dans le mode`le
FARIMA peut de´pendre du temps. On rencontre ce cas par exemple en ge´ophysique, en
oce´anographie et en me´te´orologie, voir Ray & Tsay (2002), Wang & Wang (2006) et
Stoev et al. (2006). Pour mode´liser ces donne´es, nous proposons un processus FARIMA
localement stationnaire. Plus pre´cise´ment, nous supposons que la se´rie non stationnaire
{Yt}, t = 1, . . . , n, peut eˆtre divise´e en m+1 blocs stationnaires de types FARIMA. Pour
j = 1, . . . ,m, τj de´signe le point de rupture (PR) entre le j-e`me et le (j+1)-e`me processus
FARIMA, et on pose τ0 = 1 et τm+1 = n+1. Le j-e`me bloc de {Yt} est donc mode´lise´ par
Yt = Xt,j, τj−1 ≤ t < τj, (1)
1
ou` Xt,j est le mode`le FARIMA (pj, dj, qj) de´fini par
Φj(B)Xt,j = Θj(B)(1−B)
−djǫt (2)
avec ǫt ∼ iid N(0, 1), Φj(z) = 1 − φj,1z − · · · − φj,pjz
p, Θj(z) = 1 + θj,1z + · · · + θj,qjz
q
et dj ∈ (0, 1/2). Soit p ≥ max(pj), q ≥ max(qj), αj = (dj, φj,1, . . . , φj,p, θj,1, . . . , θj,q) ou`
φj,k = 0 si k > pj et θj,k = 0 si k > qj, et βj = (pj, qj, αj). Le vecteur βj contient les
parame`tres du j-e`me mode`le et βj est constant sur chaque intervalle [τj−1, τj).
2 Estimation
Le proble`me d’ajustement du mode`le (1)–(2) consiste a` estimer (τ1, . . . , τm, β1, . . . , βm+1).
On divise la se´rie {Yt} en blocs de longueur E et on conside`re la se´rie (e´ventuellement
tronque´e) forme´e des K = [n/E] blocs de´finis sur les intervalles Ik = ((k− 1)E, kE] pour
k = 1, . . . , K. On suppose que E est suffisamment petit pour qu’il y ait au plus un PR
par intervalle Ik et qu’au moins un intervalle se´pare deux PR conse´cutifs. Par ailleurs, on
suppose pour l’instant que m est connu (voir remarque 1). Notre me´thode d’estimation
est constitue´e des quatre e´tapes suivantes :
E´tape 1 : estimation locale. Pour chaque intervalle Ik, on estime le vecteur αk par
l’estimateur du maximum de vraisemblance gaussien (EMV) αˆk et on se´lectionne une
paire (pˆk, qˆk) au moyen du crite`re BIC.
E´tape 2 : se´lection des intervalles contenant un PR. Si {Yt} satisfait (1)–(2), on
s’attend a` ce que βˆk soit proche de βk s’il n’y pas de PR dans Ik et si E est suffisamment
grand. A` l’inverse, s’il y a un PR dans Ik et pas de PR dans Ik−1 et Ik+1, βˆk doit eˆtre
assez diffe´rent de βˆk−1 et βˆk+1. Posons k0 = 0, km+1 = K, et
















αˆk, p¯j (resp. q¯j) est l’ordre le plus fre´quemment se´lectionne´
parmi les ordres pˆk (resp. qˆk) pour k = kj−1 + 1, . . . , kj. Dans le cas ou` p¯j (resp. q¯j) n’est
pas unique, on choisit l’ordre le plus petit. La fonction ψ(·) est positive et croissante. Soit
Jk = ((k − 0.5)E, (k + 0.5)E] pour k = 1, . . . , K − 1. On choisit (Jkˆ1 , . . . , Jkˆm) comme
e´tant les intervalles contenant un PR.
E´tape 3 : estimation des PR. Supposons que tous les intervalles Jkˆj sont les bons,
i.e., τj ∈ Jkˆj pour j = 1, . . . ,m. Soit j fixe´. Alors il n’y a pas de PR dans l’intervalle
“pre´ce´dant”, ((kˆj−1 + 0.5)E, (kˆj − 0.5)E] ou` kˆ0 + 0.5 = 0, et on de´finit βˆp comme l’EMV
de βj utilisant toutes les donne´es de cet intervalle. De la meˆme manie`re, soit βˆs l’EMV
de βj+1 base´ sur les donne´es dans l’intervalle “suivant”, ((kˆj + 0.5)E, (kˆj+1 − 0.5)E] ou`
2
kˆm+1 − 0.5 = K. Les estimateurs βˆp et βˆs sont plus pre´cis que des estimateurs locaux
calcule´s a` l’e´tape 1 car ils sont base´s sur plus de donne´es. Supposons que l ∈ Jkˆj est le
PR τj et soit βˆlp et βˆls les EMV de βj et βj+1 base´s respectivement sur les donne´es dans
les intervalles ((kˆj−1 + 0.5)E, l] et (l, (kˆj+1 − 0.5)E]. Ces estimateurs doivent eˆtre proches






2 + ψ(|pˆlp − pˆp|) + ψ(|qˆlp − qˆp|) +
‖αˆls − αˆs‖
2 + ψ(|pˆls − pˆs|) + ψ(|qˆls − qˆs|)
)
. (4)
Pour re´duire la complexite´, βˆlp et βˆls sont calcule´s respectivement en utilisant les donne´es
dans (l−E, l) et (l, l+E), et ceci donne de bons re´sultats en pratique (voir la simulation).
E´tape 4 : estimation des parame`tres de chaque bloc stationnaire. Les PR
(τˆ1, . . . , τˆm) e´tant se´lectionne´s, on estime les parame`tres βj des se´ries stationnaires Xt,j
pour j = 1, . . . ,m + 1 par MV au moyen des donne´es dans les intervalles (τˆj−1, τˆj] ou`
τˆ0 = 1 et τˆm+1 = KE.
Remarque 1. La me´thode suppose que le nombre m de PR est connu, ce qui n’est pas le
cas en pratique. Une proce´dure pour estimer m consiste a` augmenter un a` un le nombre
de PR dans la me´thode. Lorsque ce nombre est e´gal a` m + 1, on trouve deux intervalles
tre`s proches qui correspondent en fait au meˆme PR. Ceci permet de de´terminer m quand
les PR ne sont pas trop proches les uns des autres. En pratique, cette me´thode fonctionne
bien quand au moins 2E donne´es se´parent chaque PR.
3 Simulation
Nous ge´ne´rons 100 re´alisations de tailles n = 40000 du mode`le (1)–(2) de´fini dans le
tableau 1 avec les quatre PR τ1 = 7829, τ2 = 16341, τ3 = 23623 et τ4 = 32176. On prend
E = 2000, on a donc K = 20 et les PR sont dans les intervalles J4, J8, J12 et J16. On
prend ψ(x) = ln(x+ 1) dans (3)–(4).
Le tableau 2 contient les ordres les plus fre´quemment se´lectionne´s a` l’e´tape 1 pour chaque
intervalle Ik dans les 100 simulations. Notons que les PR appartiennent aux intervalles I4,
I9, I12 et I17. On voit que les bons ordres sont choisis en majorite´, sauf lorsqu’il y a un
PR dans l’intervalle (voir les colonnes en gras).
On effectue l’e´tape 2 pour 1 ≤ m ≤ 6. Pour m ≤ 4, tous les intervalles se´lectionne´s sont
bien se´pare´s, tandis que pour m = 5, 6, nous trouvons des intervalles proches les uns des
autres ce qui conduit a` prendre m = 4. La figure 1 montre les intervalles trouve´s dans
l’e´tape 2 ou` m = 4. Les intervalles les plus fre´quemment choisis sont bien les bons.
Soit λj = τj/n. Le tableau 3 contient les moyennes µˆ(λˆj) et les erreurs standards σˆ(λˆj)
sur les 100 expe´riences des estimations des PR obtenues dans l’e´tape 3. On voit que les
estimations sont tre`s pre´cises.
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Parame`tres Se´rie Xt,j
βj 1 2 3 4 5
pj 1 0 1 1 0
qj 2 0 0 1 1
dj 0.20 0.45 0.15 0.35 0.10
φj 0.50 0 -0.80 0.30 0
θj (-0.60, -0.20) 0 0 -0.70 0.40
Tab. 1 – Ordres et parame`tres du mode`le.
Intervalle 1 2 3 4 5 6 7 8 9 10
Ordres (pˆj, qˆj) (1,2) (1,2) (1,2) (2,0) (0,0) (0,0) (0,0) (0,0) (1,0) (1,0)
Fre´quence 48 50 57 37 79 78 86 82 37 67
Intervalle 11 12 13 14 15 16 17 18 19 20
Ordres (pˆj, qˆj) (1,0) (2,0) (1,1) (1,1) (1,1) (1,1) (4,3) (0,1) (0,1) (0,1)
Fre´quence 66 59 66 68 66 66 9 70 67 71





2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Fig. 1 – Intervalles se´lectionne´s dans l’e´tape 2.
λj 0.1957 0.4085 0.5906 0.8044
µˆ(λˆj) 0.1946 0.4099 0.5959 0.8095
σˆ(λˆj) 0.038 0.0146 0.0295 0.0209
Tab. 3 – Estimations des PR dans l’e´tape 3.
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Le tableau 4 contient les ordres les plus fre´quemment se´lectionne´s ainsi que les moyennes
et les erreurs standards des parame`tres estime´s dans l’e´tape 4 sur les 100 expe´riences.
Nous omettons les parame`tres φˆj,k et θˆj,k pour k > 2 car ceux-ci sont tre`s proches de ze´ro.
On voit que les valeurs estime´es des parame`tres sont proches des vraies valeurs donne´es
dans le tableau 1.
Estime´e Se´rie Xt,j
βˆj 1 2 3 4 5
(pˆj, qˆj) (1,2) (0,0) (1,0) (1,1) (0,1)
Fre´quence 59 91 68 77 76
µˆ(dˆj) 0.22 0.44 0.14 0.36 0.10
σˆ(dˆj) 0.02 0.07 0.02 0.05 0.07
(µˆ(φˆj,1), µˆ(φˆj,2)) (0.56,-0.05) (0.01,0.00) (-0.65,0.05) (0.32,0.00) (-0.05,-0.02)
(σˆ(φˆj,1), σˆ(φˆj,2)) (0.07,0.02) (0.01,0.01) (0.14,0.02) (0.02,0.07) (0.03,0.02)
(µˆ(θˆj,1), µˆ(θˆj,2)) (-0.57,-0.24) (-0.01,0.00) (0.02,0.00) (-0.69,-0.01) (0.33,0.00)
(σˆ(θˆj,1), σˆ(θˆj,2)) (0.13,0.10) (0.05,0.02) (0.03,0.01) (0.14,0.01) (0.07,0.01)
Tab. 4 – Ordres et parame`tres estime´s dans l’e´tape 4.
En conclusion, quand chaque sous-se´rie stationnaire contient suffisamment de donne´es,
les performances pratiques de notre me´thode d’estimation pour le mode`le (1)–(2) sont
bonnes, non seulement pour estimer le nombre et les emplacements des PR mais aussi les
parame`tres des sous-se´ries.
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