ABSTRACT Cross domain sentiment classification (CDSC) aims to adopt a model trained by a source domain to a target domain. It has received considerable attention in recent years. Most existing models mainly focus on learning representations that are domain independent in both the source domain and the target domain. However, domain specific features, which should also be informative are ignored by these models. In this paper, we propose an end to end model. It can capture both the source domain and target domain features at the same time. This model includes two parts; one is a cloze task network (CTN), we use it as an auxiliary task to fine-tune words embedding in both domains. Another is a Convolutional hierarchical attention networks (CHAN), we use it for sentiment classification. The CHAN can capture important words and sentences concerning sentiment based on its two stages of attention mechanism. The CTN and CHAN conduct jointly learning we abbreviate this model as CCHAN. The experiments on the Amazon review datasets demonstrate that the proposed CCHAN can significantly outperform the state-of-the-art methods.
I. INTRODUCTION
Sentiment classification is an important task in natural language processing (NLP). It aims to automatically predict sentiment polarity (positive or negative) of users generated sentiment data like product reviews. It also can be used to identify spam mail, applied in the recommendation system or public opinion analysis [1] . However, it is difficult to gather annotated training data for all domains because it requires expensive manual labeling and is time-consuming. In order to bypass the dependence on large labeled data, cross domain sentiment classification (CDSC) has become a promising direction. A CDSC task is to adapt a model that is trained with labeled data from a source domain to a target domain.
Over the last decades, many methods, which focus on learning domain independent features like pivots (the words have same sentiment polarity in both domains) have been proposed for CDSC. An appealing method is the Structural Correspondence Learning (SCL) method [2] . It uses pivots feature prediction task to induce a projected feature space.
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A classifier obtained from this process works well for both source domains and target domains. This method is based on traditional discrete feature representations such as a bag of words with a linear classifier. Along with the advances of deep neural networks in NLP, multi-layer neural network models such as Recurrent Neural Network (RNN) and Convolutional Neural Network (CNN) have achieved excellent performance in sentiment classification [3] [4] . Glorot et al. [5] has demonstrated that a deep learning system based on Stacked Denoising Auto-Encoders(SDA) with sparse rectifier units can perform unsupervised feature extraction. This mechanism pulls the features of source domains and target domains close. It is highly beneficial for the domain adaptation of sentiment classifiers. Ganin et al. [6] proposed a Domain-Adversarial training of Neural Networks (DANN) for domain adaptation. DANN can extract a representation that preserves domain independent sentiment information but ignore domain specific information. Based on DANN, to improve the interpretability of deep models, Li et al. [7] proposes an end to end Adversarial Memory Network (AMN). AMN can automatically capture pivots and obtain the best accuracy on same datasets compared with those methods only used domain independent features. However, those features that only appear in target domains like non-pivots often play an important role in CDSC. To take advantages of such a phenomenon, Li et al. [8] propose a Hierarchical Attention Transfer Network (HATN) based on AMN. It consists of two parts with one named P-net for pivots identification and the other named NP-net for aligning the non-pivots by using the pivots previously identified as a bridge. Although HATN utilizes both domain specific features and domain independent features, there are two downsides to such an approach. Firstly, labelling pivots increased the complexity of HATN and workload. Secondly, inevitable annotation errors (i.e., the word ''sad'' is labelled as a positive word in Video domain to ''Kitchen'' domain) introduce new noise to the CDSC task when training HATN.
To solve these problems, in this paper we propose an end to end model CCHAN for CDSC task. CCHAN consists of two words-embedding shared networks, where one network CTN is for predicting the masked word from candidate words and the other network CHAN is for sentiment classification. CTN can automatically fine-tune words embedding for both source domain and target domain without additional tagging task. Specifically, we mask one word in each document. The selected word should follow two rules, one is it must be an adjective or adverb, the other is it has a high frequency in a source domain or a target domain. These two rules ensure that words-embedding, which are importatnt domain specfic and domain independent features can be udatated by CTN in training porcess. The CHAN can capture n-gram information based on the added convolutional architecture. In the meantime, hierarchical attention mechanism in CHAN can pay more attention to important words and sentences in sentiment classification. The CTN and CHAN are jointly trained so that the updated words embedding contains contextual semantic from both source domain and target domain.
Our contributions are summarized as follows: 1) We propose an end to end model CCHAN for CDSC task, it uses cloze task as an auxiliary task to updata words embedding for important words in both the source domain and target domain. 2) In order to capture n-gram information, a 3-layer CNN is attached to HAN. 3) We have conducted empirical experiments to test the performance of CCHAN. Experimental results show that CCHAN can achieve state-of-the-art performance on CDSC task. The rest of this paper is organized as follows: Section II presents related work. The details of CCHAN are given in Section III. Experimental results and discussion are presented in Section IV. We draw conclusions in Section V.
II. RELATED WORK A. CONVOLUTIONAL NEURAL NETWORK
In the field of image classification, in order to verify the transferability of each layer in a deep CNN (DCNN) [9] , yosinski [10] design five control experiments. These experiments show that the features learned from the bottom layers (first three layers) of DCNN are more generality compared with middle and top layers. Based on this result, Long et al. [11] propose a new Deep Adaptation Network (DAN), which generalizes DCNN to the domain adaptation scenario. It uses three fully connected layers adapted with multiple kernel variant maximum mean discrepancies (MK-MDD) instead of three convolutional layers at the top of DAN. MK-DNN further verify that the features extracted from the first three layers of DCNN are domain independent. CNN not only has the characteristic of transfer but also can learn n-gram information [12] , [13] . N-gram information is very important in sentiment classification [14] , [15] . To take advantage of the transferability and n-gram information of CNN structure, we induce a 3-layer CNN in HAN for CDSC task in our model.
B. CLOZE TASK
Cloze task is a kind of reading comprehension task and has been extensively studied in recent years [16] - [19] . The close task is masking one word or the ending of a document and giving some words or sentences as candidate answers. One line of work is focusing on using the attention mechanism or matching mechanism to obtain the relationship between document, query, and answers. Cui et al. [20] proposed a simple but novel model attention-over-attention Reader (AoA Reader). The AoA Reader aims to compute the attention value for both the document and the query side, which will benefit from the mutual information. Experimental results show that AoA significantly outperforms various state-of-art system in several public datasets. Another work utilizing an LSTM with attention mechanisms to match the question with its corresponding document, and results on commonly used datasets are competitive [21] . Last year, Google AI Language propose a pre-trained model for language representation model Bidirectional Encoder Representations from Transformers (BERT) [22] . It use cloze task as one of the pre-trianed task and verified the effectiveness of this task. It achieve best result in 11 NLP tasks. In this paper, we also use cloze task to obtain words embedding and we use a matching mechanism to describe the matched-degree between a document and its candidate answers.
C. JOINTLY LEARNING
Recent years, jointly learning is regarded as an effective means to solve many difficult NLP problems. To address the sensitive to noisy outputs of error-prone natural language understanding (NLU), Yang proposes an end-to-end model. This model is trained by joint NLU and system action prediction (SAP) on multi-domain human-human dialog datasets. It improves both these two tasks [23] . Gao et al. addresses jointly learning on sentiment and emotion classification. The objective of this joint-learning is to benefit the two tasks from each other for improving their performances [24] . Except for solving traditional sentiment classification task, some models using jointly learning for CDSC tasks. Yu and Jiang [25] use two auxiliary tasks to help induce a sentence embedding that VOLUME 7, 2019 FIGURE 1. This is the framework of CCHAN model. It consists of two parts, CHAN is for document representation, and CTN is an auxiliary task for learning both source and target domain information.
supposedly works well for CDSC tasks. The sentence embedding is jointly learning with sentiment classifier. Experiment results show that jointly learning is sufficient for CDSC tasks. In our proposed model CCHAN, we also use jointly learning for two tasks to improve the accuracy of CDSC tasks.
III. HANP
In this section, we introduce the proposed CCHAN model for CDSC tasks. We first present the problem definition and notations. Then, we give an overview of the CCHAN model and introduce components in CCHAN one by one. 
A. PROBLEM DEFINITION AND NOTATION

Given two domains
, where N t is the number of unlabelled data in target domain.
The CDSC task is to learn a robust classifier trained on D s and adapt it to predict the sentiment polarity on D t .
The overall architecture of CCHAN is shown in Figure 1 . It consists of two parts: a Convolutional Hierarchical Attention Network (CHAN) and a Cloze Task Network(CTN). CTN is used for learning both source domain features and target domain features by predicting masked words. CHAN is used for sentiment classification. We describe the details of these two networks in the following sections.
B. CHAN
The input of CHAN is a document x, and the output is representation v d of x. CHAN contains three components, i.e., word attention layer, 3-layer CNN and sentence attention layer. The word attention layer and sentence attention layer are the two parts of HAN [3] . In the following, we introduce each component in CHAN.
1) WORD ATTENTION LAYER
This part is used to obtain new representation for each word in a sentence. It includes two sub-parts, one is word encoder by bidirectional LSTM (BLSTM), the other is word attention mechanism, which is used to extract important words to the meaning of a sentence. By this way of word encoding, the new representation of word contains both contextual information and importance weight.
Given a document sample x with sentences s j = {w
, n is the total number of words in one sentence s, while m denotes the total number of sentences in one document x. We first map each word into its embedding vector as e 
We obtain an annotation for a given word w j k by concatenating the forward hidden state − → h j k and the backward hidden state
Then, we introduce our attention mechanism to assign a weight for each word in a sentence. Specifically, [26] , image classification [27] and transfer learning [11] . According to the experiment result by Yosinski et al. [10] , in VDCNN, the generalized features (domain-independent features) is extracted in the bottom (first three layers). The middle and top of VDCNN extracted features that are domain specific. Therefore, we induce a 3-layer CNN into HAN.
2) 3-LAYER CNN
The vector h 
where b is a bias term and f is a non-linear function, in this paper the f is ReLU activation. This filter is applied to each possible windows of new representation in a sentence {h The convolutional block is a sequence of two convolutional layers, each one followed by a temporal BatchNorm layer [28] . The number of feature maps in the convolutional block are same. The convolutional operation in a convolutional block is consistent with our description above. It generates a new feature matrix fm j cb . We then apply a k_max_pooling operation over each column in fm j cb . Finally, we obtain a vector s j p to represent sentence s j .
3) DOCUMENT-LEVEL REPRESENTATION
Given a sentence vector s j p from 3-layer CNN, we can generate a document vector v d by a BLSTM and a sentence attention mechanism.
First, we use a BLSTM to encoder the sentence s j p into its annotation h j :
where m is the total number of sentences in one document. We concatenate − → h j and
Similar to the word attention, we also use sentence attention mechanism to measure the importance of each sentence.
where µ j is a higher representation for h j and µ s is a sentence level context vector. α j is the importance weight of sentence annotation h j . We compute the document vector v d as a weighted sum of the sentence annotations based on the weights.
C. CTN
In this section, we introduce the CTN in details. This network aims to measure a score between a masked document and candidate answers. The CTN has two inputs. One is a masked document x m . Another is a candidate answer dictionary cad. All documents in D s and D t will be used in CTN. A POS tagging is applied for all documents in D s ∪ D t . This is done by a NLTK tookit. 1 Such words are selected into the cad, if the POS is adjectives or adverbs with a frequency of at least 50 in D s ∪ D t . We also record the frequency of each word in cad. The masked word must be in cad. For each x, we only mask one word and replace this word to XXX. If there are more than one words in x can be masked, we mask the word that has the lowest frequency in cad.
, z is the total number of words in x i m .
1) DOCUMENT REPRESENTATION LAYER
Given the x i m , we can obtain a new document representation M i a2 by a two layers BLSTM. We use h i a1 to present the output of first layer of BLSTM for word w i a , while the output of second layer denotes as h i a2 . Specifically, The v d and MatchScore are two inputs for two different fully connected (FC) layers. Each FC layers contains three layers and is described as:
Then, we apply a softmax to the final outputs of FC layer to obtain the predictions for each input document. Suppose that L d denotes the loss functions to minimize the cross-entropy of using v d for sentiment predictions, while the L c denotes the loss function using MatchScore to minimize the cross-entropy for cloze task.
where y i ∈ {0, 1} are the ground truth for the ith document, while c i l ∈ [0, L] are the ground truth for the x i m .ŷ i d andĉ i l represent the sentiment prediction result and the cloze task result, respectively. The CTN and CHAN are jointly learning, so the sentiment classification can utilize both a source domain and a target domain information in the training and testing process. We combine these two losses with regularization to constitute the overall objective function:
where ρ is a regularization parameter to balance the regularization term and other terms. The regularization term L r eg is responsible for avoiding the over-fitting by placing the squared l 2 regularization on parameters for two sentiment classifiers. All the parameters are optimized jointly with the standard back-propagation algorithm.
IV. EXPERIMENT
In this section, we empirically evaluate the performance of the CCHAN model. 
A. DATESETS
Experiments are conducted on the Amazon reviews datasets [29] , which has been wildly used for CDSC task. These datasets contain reviews from five domains; they are Books (B), DVD (D), Electronics (E), Kitchen (K) and Video (V). The specific composition of the dataset is shown in the Table 1 . The proportion of positive and negative reviews are 1:1 in all domains for train data and valuation data. By following li's work [8] , we construct twenty CDSC tasks, for example, B → D, where the letter B represents the source domain and D represents the target domain. The CHAN is trained on all labelled source dataset, and CTN is trained on both source and target datasets. The proposed model is tested on the target dataset.
B. IMPLEMENTATION DETAILS
The word embedding W e is first initialized with the public 300-dimensional word2vec vectors [30] and fine-tuned in the training process. The hyper-parameters of CCHAN are tuned on the validation set. We set the maximum number of words in one sentence to 20 and the maximum number of sentences in one document to 10 according to the average number of words and sentences in each domain in Table 1 . The size of LSTM in word representation and document representation are both 100 in CHAN, and the size of LSTM in CTN is 300. The size of the attention vector for µ w and µ s are both 50. The filter size in all convolutional operation is 3, and the numbers of filters are 8 and 16 for convolutional layer and the convolutional block, respectively. The pooling size is 8 for k_max_pooling in CNN.
For training, we use a mini-batch size of 20. The model is optimized with the Adaptive Moment Estimation (Adam) with the learning rate set to 0.001 for all tasks. We perform early stopping on the validation set during the training process. 2) CNN-aux [25] : it is based on the CNN model proposed by [12] . They presented a domain adaptation method for sentiment classification by jointly learning the cross-domain sentence embedding and the sentiment classifier. 3) AMN [7] : it learns domain-shared representation based on memory networks and adversarial training. It can capture some pivots by using two shared memory networks with attention mechanism. 4) HATN h [8] : it can capture some non-pivots based on AMN. It uses a ''NP-net'' to predict whether a sentence has positive pivots or negative pivots. 5) CHAN: this model is the proposed CHAN modified for ablation experiments. It adds a 3-layer CNN structure into HAN to verify the effect of 3-layer CNN for CDSC tasks. 6) CCHAN_pivots: it only selects pivots, which are chosen by Li [8] to cad in CTN and joint learning with CHAN. It is a controlled trial to verify that CCHAN can capture features not limit to pivots. 7) CCHAN: it uses all words, which we select from both a source domain and a target domain as candidate answer words in CTN and joint learning with CHAN. Table 2 reports the classification accuracies of different methods on the twenty transfer pairs about Amazon reviews datasets. We evaluate our method on the same datasets and use 5-fold cross validation on each transfer pair.
The proposed model CCHAN achieves the best performance on all transfer pairs except V → K . It may be because that the unlabelled data amount of Video domain is twice over Kitchen domain, which makes the cad for cloze task in V → K task more likely coming from Video domain. As a result, the embedding of some non-pivots from Kitchen domain cannot be learned.
Compared to the dictionary based approach CNN-aux, CCHAN outperforms CNN-aux by 4.94% on average. It verifies that our model is more effective on utilizing dictionary information. Our approach exceeds HATN h by 0.26% on average in capturing domain independent features and domain specific features. Although this is a slight improvement, our model is an end to end model, which with no need for labelled pivots as bridge compared with HATN h . The structure of CCHAN is also simpler compared with HANN h . All models with a hierarchical structure (HATN h , CHAN, CCHAN_Pivots, and CCHAN) have better performance than AMN, which indicates that the hierarchical structure is useful for CDSC task.
To validate the effectiveness of each part of CCHAN, we list the accuracy of adding each component to HAN. First, we can see that CHAN outperforms the HAN by 3.02% on average, it shows that the CNN equipped with capturing n-gram information functionality has a positive effect on domain adaptation.
CCHAN_Pivots and CCHAN outperform CHAN by 1.65% and 2.83%, receptively on average. It shows that CTN is effective for CDSC task. The result that CCHAN outperforms CCHAN_Pivots by 1.26% on accuracy means CCHAN indeed capture features not limit to pivots.
To analysis the wordload of the two model HANP and HATN h , we list the parameters of these two models at label 3. The comparison is for one batch. The first line is paramters of these two models. As we can see, the paramter of HANP is less than HATN h , which should run for two times. The run time of HATN h is also more than HANP.
V. CONCLUSION
In this paper, we propose an end to end model, CCHAN for CDSC task. The proposed CCHAN can pay higher attention to important words and sentences for sentiment classification. The effectiveness of the auxiliary task cloze task and the structure CNN we added in HAN are also verified for CDSC task. Because our model does not require labelled pivots as input, it is easy to apply to other cross domain classification task. Experiments on the Amazon review datasets show the effectiveness of CCHAN. We obtain the state-of-the-art accuracy on these datasets.
APPENDIX CASE STUDY
In order to validate that our model can identity domain independent features and domain specific features, we visualize the word attention layer of CCHAN in Figure 2 . Figure 2 shows that CCHAN tends to pay higher word attention to the important domain independent features and domain specific features. The domain independent feature such as great, excellent, outstanding, incredible in positive examples, and waste, bad in negative cases have obtained higher word attention. The domain specific feature such as stereo in a positive example and bulky in a negative example also have obtained higher word attention.
