Abstract
Introduction
to the description of the lytic infection cycle. This comparison may prove very useful to assess the evolutionary consequences of the simplifying assumptions in these models, and therefore the long-term reliability of a whole group of different models for host-virus 86 dynamics available in the literature. The rate-based approach is used to model not only diverse aspects of host-lytic virus interactions [20] , but also other types of viral 88 infection cycles such as lysogeny [21] or shedding [22] . In the latter, viruses continuously produce and release virions during the entire infection period. Some examples include 90 filamentous phages, and viruses of an enormous importance for humans such as Ebola, SARS, smallpox, varicella-zoster virus, and HIV [23] . In some retroviruses such as HIV, As a model case, we use bacteriophages, due to their importance for biogeochemical cycles; it also allows us to resort to the extensive modeling bibliography available, in 98 which the two approaches to the infection cycle are used. On the other hand, we consider mutations only in the holin gene, in order to isolate the effects of evolution on the key 100 differentiating trait for the two strategies: the latent period (or, equivalently, lysis rate).
Thus, we first present the two models for lytic infection. After briefly comparing them 1 Modeling host-virus interactions 110 
Environment
In order to compare the two approaches to the infection cycle, we first set common 112 idealized environmental conditions by using two-stage chemostats [24] . Two-stage chemostats are basically composed of a continuous culture for bacterial 114 hosts, coupled to a continuous culture of co-existing bacteria and viruses. A flow of nutrients from a fresh medium to the first chemostat facilitates bacterial growth, and 
124
Such a steady state is very convenient from the mathematical standpoint, as is the continuous source of hosts, which helps alleviate the oscillations that are frequently 126 observed in standard predator-prey models [24] (see below). In addition, the continuous flow of uninfected hosts constitutes a relief for the bacterial population from the viruses. 136 
Ecological analysis of the delay model (DM)
Let us study first the approach to lysis in which the individuals of the viral population the concentration of infected bacteria, the dynamics of the interactions between host and 142 virus can be modeled using the equations [16] :
where µ represents the growth rate of uninfected hosts; k, the adsorption rate; m, the 144 viral mortality or decay rate; w, the washout rate; L and b, the viral latent period and burst size, respectively; and the subscript t − L indicates that the term is evaluated a 146 lytic cycle (latent period) in the past.
We initially consider a monomorphic viral population (i.e. all individuals share the same (first term), and decreases due to dilution (last term), and lysis of cells (second term); the latter term is the result of correcting the number of cells that were infected L time steps
t−L , using the probability for those cells to survive dilution during that time (e −wL term) [16] . Likewise, the free virus population grows owing to those lysed 156 cells (first term, number of lysis events times the burst size), and is reduced by adsorption (second term), natural mortality (third term) or dilution (last term).
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We assume a simple Monod formulation for the growth rate of bacteria, given by:
in which mu max is the maximum growth rate for the cell and K N its half-saturation 160 constant (defined as the concentration at which the growth rate of the cell equals half its maximum infected cells effectively allocate all their resources to viral production (i.e. µ I ∼ 0).
To these equations, we must add the dynamics of the nutrient: 
[I] st = (µ − w)(w + m) k w
[
feasible as long as L < ln(b)/w and µ > w (1 literature devoted to study of the local and global stability of host-virus systems similar to the one presented here [28] . On the other hand, oscillations are a common outcome of 184 predator-prey interactions, and frequently seen in bacteriophage models [29] . For the sake of mathematical tractability (especially for evolutionary matters), we focus our analysis 186 on the region of the parameter space where stationarity can be found (but see Discussion).
With these words of caution, we assume hereafter that the generic feasible steady state 188 above fulfills those stability conditions and proceed with the rest of the analysis. Indeed, Eqs. (6)- (8) prove to be stable for the realistic range of parameters used in this study,
190
as shown in our simulations below. The chosen parametrization represents generically marine lytic T bacteriophages and a bacterial species (see table A ).
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Finally, the stationary growth rate for the viral population (per-capita change in the concentration of free virus) is given by:
Because the average number of surviving offspring per cell is given by:
Eq. (9) indicates that stationary co-existence is possible (i.e. µ v = m + w) only when
+ 1 (i.e. R 0 = 1), which ensures that the average number of offspring per cell is larger than one. 
Ecological analysis of the rate model (RM)
Following the same notation above, infections in which the offspring are released at a 200 certain lysis rate k L = 1/L can be described by the equations:
where the delay terms have been replaced by instantaneous terms (i.e. evaluated at time 
, leads once more to a potential transcritical 210 bifurcation for [C] st given by Eq. (14), which results from the condition R 0 = 1. Also similarly to the previous model, our realistic parametrization is able to yield stable 212 solutions. Thus, we assume that the stationary state fulfills the stability conditions and refer the reader to the existing literature for a detailed study of these [17] . Lastly,
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we can deduce the viral growth rate as in the case of the DM:
for which, by realizing that:
we can conclude again that the nontrivial stationary state is maintained thanks to the
+ 1, again equivalent to R 0 = 1. 
The trade-off latent period -burst size
It is advisable to note that latent period and burst size are not independent. The number 220 of offspring is determined by the timing of the lysis. Moreover, the time spent in producing new virions increases the generation time (sum of extra-and intra-cellular viral lifetime).
reproduction" and "delayed but larger offspring" that shapes the evolution of b and L.
224
Little information about life-history trade-offs is available for marine viruses.
However, two mathematical forms have been suggested for this specific trade-off in 226 the general bacteriophage literature. One takes into account that the parental virus is utilizing limited host resources to synthesize the virions [30] :
where M is the maturation rate, E represents the eclipse period, and γ is the decay rate for the bacterial resources. The other form assumes that the time needed to deplete host 230 resources is much larger than the latent period, therefore simplifying the exponential relationship above to a linear function [31] :
Although the first option seems more mechanistic, most experimental evidence points to the linear relationship as the more frequently observed form for the trade-off [31] . In 
Evolutionary Analysis
Aiming to gain some knowledge on the evolutionary consequences linked to one or the 240 other lytic descriptions, we now focus our attention on invasion experiments. Invasion analysis provides a unified framework with which we can reach some classic results,
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together with novel ones (see Appendix B). As explained above, we consider only alterations on the gene t, controlling the duration of the latent period. Thus, mutants 244 and residents differ only in L (and, therefore, in b as well). We consider that the form of the trade-off, f (L), is the same for both viral populations.
246

An evolutionarily stable strategy (ESS) for the delay model
If we assume that the invading mutant (subscript M) perturbs the otherwise stable state
248
of the resident population (subscript R), the possibility for invasion is decided by the sign of the invasion-matrix eigenvalue (see Appendix B):
where W n (z) is the so-called Lambert function, defined as the solution to W n (z)e Wn(z) = z [32] . The analysis of the sign of λ provides the condition for strategy L * to resist any 
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The sign of the invasion fitness depicted in the PIP provides essential information. 
An ESS for the rate model
After following similar steps to those of the previous section, the condition to be fulfilled
268
for L * to be an ESS candidate is (see Appendix B):
We can now combine Eq. (23) 
272
This singularity maximizes fitness (see above) and, therefore, is an ESS. Furthermore, L * is, at least for the chosen parametrization, a CSS. These results can be easily confirmed, due to its competitive advantage, the population size of the dominant phenotype will eventually be much larger than that of any other species in the system, and the average 308 (L, b) of the population will converge in the long term to this species' trait pair, (L * , b * ).
The evolutionary succession described above can be observed in Fig.2 using random mutation times or periodic immigration events. Moreover, this result is also reached when an "everything-is-everywhere" (EiE) approach is used [36, 37] . In
318
EiE approaches, a large number of fixed phenotypes, that is, with no possibility for evolutionary change, is used to initialize the system; these phenotypes, intended to 320 represent all possible genetic variability, compete for the available resource until only one strain remains. As we observe in Fig.2 
Ecological comparison
The steady-state value of the observables deduced above, and how they change with 332 environmental (chemostat) conditions, can give us some initial insight on the ecological behavior of the two lytic models.
334
As stated before, the ecological outcome of the two modes is qualitatively similar. For instance, for both release models, [C] st and µ v are positively correlated with w (Fig.3,   336 left).
[V ] st , on the other hand, shows non-monotonicity (Fig.3, right) . These results remain valid for any of the two trade-off functions above. This positive correlation of the 338 amount of resources needed (host cells) and viral growth rate with the dilution rate is not trivial, attending to Eqs. (6) and (9), and Eqs. (14) and (17). For the host population,
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increasing the dilution rate increases the nutrient input rate, fostering host growth; in consequence, the viral population can grow faster as well.
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On the other hand, we can measure the relative difference ∆ in the stationary concentrations of host, virus and infected cells between the two models (defined as mean that it can out-compete the delayed strategy when present in the same environment [11] . Moreover, the fact that delayed lysis and not shedding dominates in, e.g. marine
360
environments highlights the limitation of these simplified models to produce reliable ecological and evolutionary predictions without the proper modifications [34, 39] . (Fig.5, left) . In other words, DM viruses need more infections to maintain growth, population density and resource 376 requirements similar to those of the RM. However, for the same values of (b, L), the RM shows a much larger amount of surviving offspring than the DM (Fig.5, right) , explaining 378 why the former out-performs the latter in Figs.3-6 . Note that these relative differences depend only on the latent period, and therefore are not influenced by the particular 380 trade-off assumed.
Evolutionary comparison
Focusing now on the ESS, for both delay and rate models not only does the ESS minimize the amount of resources needed by the virus (i.e.
[C] st , Eqs. (22) and (23)),
384
but it also maximizes the viral population size and its fitness (Fig.6) (9) and (17)). The hump shape shown in Fig.6 (right)
390
has been experimentally observed [31] , pointing to the possibility of singular strategies in controlled environments.
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On the other hand, the DM results in a smaller fitness than the rate-based release for any value of the latent period, including the ESS (Fig.6, right) . Importantly, the selection It is noteworthy to mention that the maturation period at the ESS, L * − E (step iii) 398 of the cycle description above) is phage-independent for the DM. In this model, the time needed to assembly the new virions depends exclusively on the dilution rate and/or the 400 host physiological state (a function of γ). In the RM, however, maturation also depends on E. This is due to the fact that for this model the end of the eclipse period immediately 402 leads to a possible start of the infectious stage of the population (release of offspring).
This dependence on E provides the phage with control over its entire reproductive cycle.
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Let us delve now into the reasons for the lack of ESS in the case of the RM and linear trade-off. Mathematically, the condition for the mutant to invade,
translated into b R < b M using Eqs. (14) and (20); the phenotype with the larger burst size always invades. Furthermore, there is no limit to this alternation, as there is no 408 extrema to the viral fitness (Fig.7, left) . This is owing to the fact that, for a linear relationship between burst size and latent period, the fitness cost of increasing b and L
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in the RM is always smaller than the benefit. In consequence, there is no change in sign for the invasion fitness other than that expected when the roles of mutant and resident 412 are exchanged (see Fig.1, right) .
From an evolutionary point of view, the key is again the timing of the offspring release.
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In the rate-based model, the trade-off between latent period and burst size influences the average number of virions liberated per unit time in the population, but offspring start to virions [34] . This enhanced differentiation between approaches is eventually translated into the larger selection strength observed in Fig.6 (right).
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Finally, Fig.7 (right) shows the behavior of L * when w, positively correlated with host quantity (see Fig.3 ), varies. For both models, a larger host availability or quality select 426 for shorter latent periods (Fig.7, right) . Thus, improved growth conditions favor shorter generation times. This result has been observed experimentally [11, 40] populations to be larger than that of DM ones to the smaller impact of varying the latent period for the former (Fig.6, right) . host co-evolution, leading to a much slower (or even eventually vanishing) Red-Queen dynamics. However, the expected changing fitness landscape will influence non-trivially 474 the adaptation rate in both descriptions. For viruses that can show either infection cycle, shedding provides quick invasion whereas burst lysis provides quick adaptation.
The role of oscillations
476
On the other hand, we have mathematically proved that the linear form for the trade-off between burst size and latent period yields an endless evolutionary succession Another open issue relates to finding a theoretical framework able to tackle the eco-evolutionary interactions in host-virus systems. In this paper, we focused on the 502 analytical description of stationary states in both ecological and evolutionary timescales, ensured by the chosen environmental conditions and parametrization. However, such a 504 framework could describe analytically more realistic situations such as the evolutionary succession (i.e. transients) observed in our simulations. This theoretical framework would 506 be able to capture the feedback loop between ecology and evolution provided by rapid evolutionary events, non-vanishing evolutionary jumps, and overlapping generations.
508
These three features break in one way or another the simplifying assumptions of the available theoretical frameworks such as adaptive dynamics.
510
This study evidences the importance of taking into account both ecological and evolutionary aspects of the dynamics between host and virus, subject to rapid evolution.
512
This is especially relevant if we are interested in reliable long-term predictions for the system under scrutiny. The inclusion of viruses in the description of biogeochemical 514 cycles is one important example, as reliable estimates of viral dynamics are crucial to understand any future climate change scenario. Another sound example is phage therapy,
516
which is re-emerging as an alternative to antibiotics. The design of efficient treatments requires a reliable estimate not only of instantaneous population sizes but also of possible 518 co-evolutionary events between phages and bacteria. The new theoretical alternatives suggested here will prove to be essential to this end.
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A Appendix A: 
or, rearranging terms: 
and, L ≤ ln b/w for the DM, whereas for the RM the latter condition becomes L ≤
546
(b − 1)/w.
B.3.1 Delay Model:
If we assume that the invader perturbs the otherwise stable state of the resident 550 population (subindex R), the dynamic equations for the mutant (subindex M) can be written as:
where 
where J is the Jacobian matrix associated with the instantaneous terms of the equations,
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J D that of the delayed terms, and I is the identity matrix. The condition above can be translated into:
One eigenvalue is, trivially, given by λ = B = −w. Thus, if the other eigenvalue, resulting from solving the implicit equation
positive, the mutant can invade, whereas a negative value will ensure unbeatability for the resident. This remaining eigenvalue is given by:
where W n (z) is the so-called Lambert function, defined as the solution to W n (z)e Wn(z) = z [32] . The condition λ = 0 provides the marginal case:
For the resident to resist invasion (i.e.
Therefore, the phenotype that minimizes
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[C] st will be an ESS candidate. Thus: 
It is also possible to show that both the second derivative of We now follow similar steps to deduce the expressions for the ESS in the case of the rate 582 model. The equations for the mutant are, in this case:
and the characteristic equation for the invasion eigenvalue is given by:
A and D are by definition negative in any feasible scenario. Thus, the only remaining condition to be fulfilled for the resident state to be uninvadable is, following the 586 Routh-Hurwitz criteria, BC < AD. After some algebra, this condition is translated 
This same condition can be reached by defining the invasion fitness function s L R (L M ) =
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BC − AD and using Eventually, a strategy resisting any invasion (ESS sim ) is reached. Right: Relative difference between the evolutionarily stationary value of the population latent period in simulations, ESS sim , and the analytic solution for each model, L * . The evolutionary simulations shown here are those with the DM for exponential (red) and linear (green) trade-offs, the RM with exponential trade-off (blue), and their respective EiE counterparts (pink, cyan and yellow, respectively). The difference with the analytical result is never beyond 4%. (7) and (10), and Eq. (15) and (18)). Right: Relative comparison between the surviving offspring per cell using ∆ as a function of each model's < b >.
2.0x10 and linear (orange) forms of the trade-off. While the exponential trade-off yields a maximum for fitness at L * , the fitness associated with the linear trade-off unceasingly grows with L. Right: Dependence of the ESS on w, as a proxy for host quantity, for the DM (red) and RM (green); for both strategies and trade-off forms, an improved host quantity selects for shorter latent periods. The ESS for the RM is larger for any realistic value of w.
