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The Falkner–Skan equation is a reversible three-dimensional system of ordinary
differential equations with two distinguished straight-line trajectories which form a
heteroclinic loop between ﬁxed points at inﬁnity. We showed in the previous paper
(1995, J. Differential Equations 119, 336–394) that at positive integer values of the
parameter l there are bifurcations creating large sets of periodic and other interesting
trajectories. Here we show that all but two of these trajectories are destroyed in
another sequence of bifurcations as l!1; and by considering topological
invariants and orderings on certain manifolds we obtain unusually detailed
information about the sequences of bifurcations which can occur. # 2002 Elsevier
Science (USA)
Key Words: Falkner–Skan; bifurcation; Poincar!e compactiﬁcation; large para-
meter theory.1. INTRODUCTION
We continue our study of the behaviour of the Falkner–Skan [4] equation
y000 þ y00y þ lð1 y02Þ ¼ 0 ð1Þ
for values of the parameter l > 0: For consistency with our previous paper
[12], differentiation in (1) is with respect to an independent variable x;
though we think of x as a time variable. This equation admits a symmetry,
obtained by reversing the signs of x and y: We continue to concentrate on1
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SPARROW AND SWINNERTON-DYER2the set of admissible trajectories: that is, the set of trajectories on which y0 is
bounded.
In [12] we showed that as the parameter l increases through positive
integer values greater than 1, large and complicated sets of admissible
trajectories are created by bifurcation away from the two inﬁnite straight-
line trajectories Y	 given by y0 ¼ 	1; y00 ¼ y000 ¼ 0: We mainly focussed on
two particular types of admissible trajectory created in these bifurcations;
these were periodic trajectories, which we called P -orbits, and trajectories
bi-asymptotic to Yþ which we called Q-orbits. (Note that Yþ itself should be
regarded as a Q-orbit.) We showed that for l > 1 each bifurcation creates
inﬁnitely many of each of these two types of orbit, and for l ¼ 1 we obtain a
single P -orbit but inﬁnitely many Q-orbits. In establishing these results we
obtained considerable details about the geometry of these orbits, and in
particular showed that P - and Q-orbits created at l ¼ n each contain
segments (one or many) where in one passage through the region y050 the
trajectory winds n times around the straight-line trajectory Y:
This analysis built on the results of [8] in which Hastings and Troy
recognized the importance of integer values of l and, by quite different
techniques, proved many details of the bifurcations at l ¼ 1 and 2. In this
paper we mainly study an aspect of the behaviour not recognised in [8]; that
is the destruction of P - and Q-orbits in other bifurcations as l increases
further.
In Section 2, we describe brieﬂy an important feature of the behaviour of
the equations at inﬁnity, which throws new light on the main results from
[12] and which allows a slight restatement of the main theorems from [12].
We also introduce a generalisation of (1). The details of the calculations at
inﬁnity are postponed until Section 6.
In Section 3 we discuss, in general terms, the main business of this
paper, which is the study of the sequences of bifurcations which destroy
Q-orbits as l increases. Theorem 3.1 tells us that all but two P - and
Q-orbits are destroyed as l increases, and is a prime motivation for our
study. In Section 4 we outline some of the constraints on the bifurcation
sequences that can occur, and discuss the extent to which we can deduce
general principles and details of the sequences from theoretical considera-
tions alone. In particular, we give the rule for the ordering of Q-orbits on the
stable and unstable manifolds of Yþ; which gives us a great deal of
information in this direction. Section 5 contains some comments on the
problem of the destruction of P -orbits, though we do not go into this in
great detail.
Section 7 contains the detailed calculations which establish Theorem 3.1.
Sections 8 and 9 contain detailed arguments about the sequences of
Q-orbit bifurcations which can occur both in (1) and in the generalization,
including a proof of the ordering rule (Theorem 8.1). Finally, Section 10
THE FALKNER-SKAN EQUATION 3discusses in a little more detail the extent to which our results will hold for a
wider class of equations; we give reasons why we believe that this will be so.
References in the present paper to sections, theorems or ﬁgures I. n are to
sections, theorems or ﬁgures n of [12]. We are greatly indebted to the referee,
who read an earlier version with great care and whose advice has made the
ﬁnal version more readable than it otherwise would have been.
2. BEHAVIOUR ON THE SPHERE AT INFINITY, AND LABELLING
OF ORBITS
In Section 6 we study the Poincar!e compactiﬁcation and the behaviour of
trajectories on the sphere at inﬁnity. We are grateful to Robert MacKay for
pointing out to us the importance of this point of view, which throws light
on our earlier results in [12] and, in particular, justiﬁes our concentrating on
the set of admissible trajectories.
On the sphere at inﬁnity, the two points of primary interest are the points
which we shall call Qþ and Q; which are the points with y ¼ þ1 and 1;
respectively, on either of the straight-line trajectories Y	: By Lemma I.5.1,
Y is the unique heteroclinic trajectory which runs from Qþ to Q; and the
heteroclinic trajectories which run from Q to Qþ are just the Q-orbits
(including Yþ) of (1). In what follows, by a heteroclinic sequence we shall
mean a ﬁnite sequence of heteroclinic trajectories, starting at Q and ending
at Qþ; which consists of a sequence of Q-orbits alternating with instances of
Y: We insist that the sequence contains at least one instance of Y; so does
not consist of a single Q-orbit. By a heteroclinic loop we shall mean a cyclic
sequence of such heteroclinic trajectories. When we refer to heteroclinic
orbits we mean either heteroclinic sequences or heteroclinic loops.
The heteroclinic orbits which we consider may pass through Qþ and Q
more than once, and sections of such an orbit may be traversed more than
once. In fact, we consider all heteroclinic loops that consist of some
minimally periodic ﬁnite sequence of alternating passages from Qþ to
Q and back again, where we go from Qþ to Q along Y and from Q to
Qþ along any available Q-orbit (including possibly Yþ). In the same way,
we consider all heteroclinic sequences that consist of a similar sequence
starting at Q and ending at Qþ:We shall say that a heteroclinic sequence or
loop exists at a particular value of l if all its component Q-orbits exist at that
value.
It turns out that the values of l for which there is a bifurcation from one
of these heteroclinic sequences or loops depends only on the behaviour of
trajectories near Y; and not at all on their behaviour near the Q-orbits
which are the other constituent components of orbits. That these values
happen to be the positive integers depends on the precise shape of Eq. (1).
SPARROW AND SWINNERTON-DYER4Since every heteroclinic orbit contains at least one instance of Y; for any
integer n > 0 there is a bifurcation from each heteroclinic orbit existing at
l ¼ n as l increases through n:
We can now restate the main results of [12] in terms of bifurcations
from these heteroclinic orbits as l increases through positive integer
values. This point of view does not allow us to dispense with the calcula-
tions of [12], but does provide an arguably more natural statement
of the results. In this language, Theorems I.3 and I.4 from [12] can be
rewritten as follows.
Theorem 2.1. Let n be a positive integer.
(i) Let P be a heteroclinic loop which exists at l ¼ n; then there is just
one P -orbit which bifurcates from P as l increases through n:
(ii) Let Q be a heteroclinic sequence running from Q to Qþ which exists
at l ¼ n and is not simply a single Q-orbit; then there is just one Q-orbit which
bifurcates from Q as l increases through n:
(iii) For each P - or Q-orbit created at l ¼ n in the bifurcations described
above, there is an interval ðn; nþ eÞ of l-values (where e will depend on the
orbit under consideration), with the following property. Corresponding to each
occurrence of Y in the heteroclinic orbit that generated it, there is a segment
of the P - or Q-orbit entirely contained in y 050 and winding n times around Y:
(iv) Orbits created in the bifurcations described in (i) and (ii) above will
be symmetric if the generating heteroclinic orbit is symmetric.
The symmetry referred to in part (iv) of the theorem is given by changing
the signs of x and y: Part (iii) of the theorem implies that as l # n; the values
of jyj at the points where the newly created P - or Q-orbits cross y0 ¼ 0 fall
into two sets; those corresponding to intersections already existing in the
constituent Q-orbits of the underlying heteroclinic orbit, which remain
bounded, and those corresponding to the joins between constituent Q-orbits
and Y, which tend to inﬁnity. If r is the number of times that Y appears in
P or Q; there are 2r of the latter, and the values of y at them can be
estimated rather accurately as functions of l n: Close enough to the
bifurcation, the segments corresponding to the occurrences of Y lie between
pairs of these values and entirely in y40; and except near the ends lie very
close to Y: Furthermore, in each such segment there are exactly n minima
of y0; all of which lie in y05 1; and exactly n 1 maxima of y0; all of
which lie in 0 > y0 > 1; and so the segment spirals around Y: The
description of the segment as winding n times around Y will be made
precise in Section 4 where we describe rotation numbers around Y for
P - and Q-orbits, but the meaning is already clear.
THE FALKNER-SKAN EQUATION 5The theorem does not describe how the bifurcating orbits look or
behave as l moves further from n: This is why it does not attempt to
describe the geometry of the segments in the newly created orbits which
correspond to the Q-orbits in the underlying heteroclinic orbit; these
Q-orbits are already far from the bifurcation at which they were created, and
though they will still have the same total number of windings around Y as
they did at creation, the division into segments lying entirely within y40
will typically alter. Nor does the theorem describe all the admissible
solutions created at l ¼ n; though it does describe all the P - and Q-orbits
created.
Remark. Behaviour of this kind seems to be not at all unusual; certainly
behaviour like (i) has been observed in the Nos!e equations [5, 9], though the
reason why there also the most interesting phenomena occur at a discrete set
of values of the parameter appears quite different. For those equations,
however, there is nothing analogous to our Q-orbits. (See [5].)
Theorem 2.1 allows us to label with ﬁnite strings of positive integers the
P - and Q-orbits created in bifurcations from inﬁnity; these are the labels
already introduced in [12]. The process is iterative, and proceeds as follows.
Give Yþ the empty name. To obtain the name of a P - or Q-orbit which is
created at l ¼ n; list the segments (Yþ; other Q-orbits and Y as appropriate)
forming the heteroclinic orbit that generated it. In this list, replace every
instance of a Q-orbit by its name and every instance of Y by n; the sequence
of integers so generated is the required name. The letter P or Q precedes the
name as appropriate, but should not be thought of as part of it. Note that a
P -orbit can be described by any cyclic permutation of its name, so for
example P21 and P12 describe the same orbit.
For P - and Q-orbits close (after the Poincar!e compactiﬁcation) to the
orbit from which they were created, the names correspond in an obvious
way to the geometry of the orbit; see, for example, Fig. I.3(c) which shows
Q12: However, given an orbit (discovered numerically for example) at an
arbitrary value of l it is normally necessary to follow its behaviour as l
varies to discover its name; typically, once a P - or Q-orbit has moved well
away from the bifurcation in which it was created, the loops which it makes
around Y all lie relatively close to each other and to P1; and it is difﬁcult to
determine the name just by inspection.
To illustrate the theorem, consider the ﬁrst two bifurcations. In [12] we
showed that at l ¼ 1 the only Q-orbit which exists is Yþ: The only
heteroclinic loop that is possible therefore consists of Yþ followed by Y:
This generates, by bifurcation into l > 1; a periodic orbit with name P1
which winds once around Y: For the same parameter value, inﬁnitely many
heteroclinic sequences exist (since we may use segments more than once, and
for Q-orbits there is no question of periodicity), each consisting of Yþ
SPARROW AND SWINNERTON-DYER6followed by r > 0 repetitions of Y and Yþ: Each of these generates a Q-orbit
with name Q1r (i.e. Q followed by r 1’s). For example, orbits Q1 and Q11 ¼
Q12 were shown in Fig. I.3. We shall prove in Section 8 that all the Q-orbits
created at l ¼ 1 continue to exist beyond l ¼ 2; in fact, our arguments
strongly suggest that Q11 is the ﬁrst Q-orbit to be destroyed, and numerical
evidence is that this bifurcation does not occur in (1) until l > 255:
For the bifurcation at l ¼ 2; we now have all the orbits Q1r created at
l ¼ 1; in addition to Yþ; available for the formation of heteroclinic
sequences and loops. This bifurcation from inﬁnity will therefore produce
Q-orbits with names Qa where a is any ﬁnite sequence of 1’s and 2’s
including at least one 2. The P -orbits produced in this bifurcation are the Pb
where b is any minimally periodic sequence (modulo cyclic permutation) of
1’s and 2’s and again including at least one 2. In the rest of this paper, as
here, a greek letter in the name of an orbit will stand for a ﬁnite sequence of
integers.
If we are correct about the l-value for the ﬁrst bifurcation destroying
Q-orbits, then for each n4255 the bifurcation from inﬁnity at l ¼ n
produces Q-orbits corresponding to each ﬁnite sequence of integers 14i4n
that contains at least one n; and periodic orbits corresponding to each
similar (modulo cyclic permutation) sequence of minimal period. However,
the destruction of Q-orbits at large enough l-values ensures that we cannot
state Theorem 2.1 simply in terms of full shifts on n symbols; the destroyed
orbits are not available for the formation of heteroclinic orbits at larger l-
values, and the set of P - and Q-orbits created at l ¼ n; though still inﬁnite,
does not contain orbits corresponding to all the names which can be
constructed from the integers 1 to n:
The arguments and results of [12] apply with very little change to the more
general system
y000 þ y00y þ 2lð1þ cÞ1ðc y0Þð1þ y0Þ ¼ 0 ð2Þ
for any ﬁxed c > 0; the line Yþ is now y0 ¼ c; but the linearized equation near
Y; which plays such a crucial role in the arguments of [12], remains
unchanged. The same remark holds for the present paper, though the details
of Section 7 would become even less attractive. The fact that system (1) is a
special case of a two-parameter system having the same properties,
including the time-reversing symmetry, will play a certain role below. We
shall also use the existence of inﬁnitesimal non-symmetric perturbations of
(1), but their existence is so obvious that we do not need to make them
explicit. It would be of interest to study the behaviour of (2) at or near the
limiting cases c ¼ 0 and 1: Another limiting case is the equation
y000 þ y00y  ly02 ¼ 0;
THE FALKNER-SKAN EQUATION 7we are indebted to Don Zagier for pointing out to us that when l ¼ 3
2
this
can be solved by means of elliptic modular forms of weight 2.
3. DESTRUCTION OF ADMISSIBLE ORBITS
It is important for the rest of the paper that all the bifurcations from
infinity create rather than destroy P - and Q-orbits as l increases. Our main
concern is with the bifurcations which destroy P - and Q-orbits as the
parameter l increases. In Section 7 we prove the following theorem which
establishes which of the P - and Q-orbits are in fact destroyed as l increases.
Theorem 3.1. Let m be any fixed integer. Then for large enough l (the
lower bound depending on m), the only P - and Q-orbits other than Yþ which
wind at most m times around Y are one P -orbit and one Q-orbit each of which
winds around Y exactly once.
This result shows that a periodic orbit winding once around Y is the only
periodic orbit which continues to exist as l!1; and that Yþ and a Q-orbit
winding once around Y are similarly unique amongst Q-orbits. We already
know that a P1 and a Q1 orbit are created with these properties in the
bifurcation when l ¼ 1: Using a shooting method (see for example [6]),
Hastings and Troy [8] have shown directly that there is a unique symmetric
P1 for each l > 1; their argument would work equally well for Q1: This fact
does not follow from our Theorem 3.1, but we can conﬁrm at least that part
of their result which shows that these orbits can be continued from l ¼ 1 to
l!1 along some path in l/orbit space. This is because there is no possible
machinery for destroying either of these orbits as l increases. We cannot
establish the uniqueness for all values of l since our arguments do not
exclude the possibility that the path switches back on itself through two or
more saddle-node bifurcations; on the other hand, our argument does not
use the symmetry, which appears vital for their argument.
Theorem 3.1 also implies, of course, that all other P - and Q-orbits created
in the bifurcations of Theorem 2.1 must be destroyed by bifurcations
occurring in l > 1:
We prove Theorem 3.1 by showing that when l is large every P - or
Q-orbit other than P1; Q1 and Yþ has large rotation number about Y:
Perversely, the theory when l is large turns out to be an example of
generalized small parameter theory. (‘Generalized’ here means that in the
limit as l!1 the equations become conservative but do not generate
simple harmonic motion.) If we write l1=2x; l1=2y in place of x; y; then (1)
becomes
y000 þ l1y00y þ 1 y02 ¼ 0: ð3Þ
SPARROW AND SWINNERTON-DYER8The limit of (3) as l!1 is
y000 þ 1 y02 ¼ 0 ð4Þ
and there is a region in which the trajectories of this equation are all closed
orbits. Hence a trajectory of (3) in that region can be approximated by a
slow drift in the two-dimensional parameter space of the orbits. We
therefore expect that the singular points in this parameter space will
correspond to periodic trajectories of (3) which approximate to a single
circuit of an orbit of (4), and that any other periodic solution of (3) will be
approximated by the union of a number of orbits of (4) which is large with l;
and we show in Section 7 that this is indeed so. Our argument is
quantitative, and can be modiﬁed to give an upper bound for the value of l
at which a given orbit is destroyed. Because it involves more notation, we
postpone the full statement until after Lemma 4.1; the proof merely requires
an elaboration of the ideas of Section 7 and we omit it.
Unfortunately, the exact solution of (4) involves elliptic functions, so the
details of the argument are very much more tiresome than they would be in
the usual case in which the limiting equation is that of simple harmonic
motion. Readers not excited by elliptic functions are strongly advised not to
penetrate Section 7; all that they will need for the rest of this paper is
Theorem 3.1 and a remark used in the proof of Lemma 4.1.
4. ORBIT INVARIANTS AND BIFURCATION OF Q-ORBITS
We now turn to considering what happens to the inﬁnity of Q-orbits
created at each integer l-value which do not survive as l!1: More details
can be found in Sections 8 and 9. We know that for Eq. (1) there is an actual
sequence of bifurcations which destroys these orbits as l increases, and we
and others (see for example [1]) have investigated this sequence numerically
for a few of the simplest orbits; but it is clearly not possible to proceed in
this way for an inﬁnity of orbits, and numerical difﬁculties prevent the direct
study of orbits with large rotation numbers about Y: Moreover, if we
consider (2) for constant c as l increases, we have no reason to suppose that
this sequence of bifurcations is independent of c: Our aim, therefore, is to
investigate the extent to which we may make precise statements about this
sequence from theoretical considerations alone. Our arguments will be
largely combinatorial and deal with various invariant properties of the
orbits. Our motivation is that it is very rare, in the study of differential
equations with complicated behaviour, to be able to say anything signiﬁcant
about sequences of bifurcations beyond what can be discovered numerically,
and that such statements as we can make will have implications for the
invariant sets which may exist for different values of l:
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paper) would specify the bifurcation which destroys each of the Q-orbits
other than Q1 created as described in Theorem 2.1, and the order in which
these bifurcations occur. It would also tell us the interval ðn 1; n of
l-values in which each occurred, since the destruction of a Q-orbit in this
interval will affect the set of Q-orbits created at the bifurcation from inﬁnity
when l ¼ n: It is, of course, unrealistic to hope to determine the actual
annihilation scheme for the Q-orbits in this much detail. The interaction
between the creating and destroying bifurcations is subtle; if we consider (2)
rather than (1), the set of Q-orbits available (i.e. already created and not yet
destroyed) at l ¼ n will undoubtedly vary with c; at least for moderately
large values of n: It is conceivable that one could determine the full answer
for (2) in one or both of the limiting cases c! 0 or c!1; but this is not a
question which we ourselves plan to address, though we think it is both
interesting and practicable.
The next best thing we could hope for, therefore, would be a formal
description of a family of bifurcation schemes which again speciﬁes the
orbits destroyed in each bifurcation and the order of the bifurcations, but
which allows ﬂexibility for the l-values at which the bifurcations occur. In
an ideal world, there would be no other ﬂexibility in our scheme, and so for
each value of c the pattern of bifurcations for (2) would belong to one
member of this family. However, the discussion in the latter part of Section
8 strongly suggests that as c varies, the annihilation pattern may vary
through a codimension 2 bifurcation even if all the orbits involved continue
to exist, and so this aim too may be unrealistic. Furthermore, we shall see
below that some bifurcations have to happen before others, but it is not
clear whether these constraints are enough to impose a complete ordering on
the associated l-values.
We are, therefore, restricted to describing (in Sections 8 and 9) properties
of a scheme that allow somewhat more ﬂexibility and which therefore give
commensurably less precise information about what actually occurs in the
equations. It is worth stressing, however, that our scheme is tight enough to
prescribe completely what happens to all the Q-orbits with names whose
symbols sum to 7 or less, and in particular to all those Q-orbits which we
have been able to study numerically; it also gives considerable information
about the bifurcations of all Q-orbits. Similar information about bifurcation
sequences is usually only available for one-dimensional maps where the
order properties of the line allow much tighter control than is available in
higher dimensional differential equations.
There are a number of reasons why we are able to make progress with this
investigation. First, we need only consider two kinds of bifurcations of
Q-orbits}saddle-node bifurcations and pitchfork bifurcations. Both of
these bifurcations destroy or create Q-orbits in pairs; Q-orbits do not have
SPARROW AND SWINNERTON-DYER10anything analogous to the period-multiplying bifurcations of periodic
orbits. Saddle-node bifurcations have codimension 1, so there is no reason
not to expect them. Pitchfork bifurcations, in general, have codimension 2,
but they have codimension 1 in the presence of symmetry; so we may expect
these too in the study of the bifurcations of Eq. (1). But we do not expect to
have to appeal to higher codimension bifurcations; for general c in (2)
bifurcations of Q-orbits will generically have codimension 1, and there is no
obvious reason why the value c ¼ 1 should be in any way special. On the
other hand, the change from one bifurcation scheme to another will happen
at a particular value of c; so we expect the transitional scheme to involve
codimension 2 bifurcations. An explicit example of this can be found near
the end of Section 8.
Second, the initial segment of a Q-orbit lies on that part of the two-
dimensional unstable manifold of Yþ for which y is large and negative. We
can, therefore, regard the initial segments of Q-orbits as ordered (by their
closeness to Yþ), and this ordering will not depend on l because trajectories
cannot move across one another as l varies. Similar remarks apply to the
ﬁnal segments of Q-orbits on the stable manifold of Yþ as y !1; as can
be seen by applying the time-reversing symmetry. Bifurcations between
Q-orbits will have to respect these orderings; for example, two Q-orbits may
annihilate each other in a saddle-node bifurcation only if all Q-orbits
between them in both these orderings have already been destroyed.
We will write a > b if Qa and Qb both exist for a common value of l and
Qa lies between Yþ and Qb on the unstable manifold of Yþ; this does not
depend on the value of l: We will need to determine the ordering between
sequences. For convenience, when comparing sequences a and b we imagine
each to be augmented by the addition of inﬁnity as a terminal symbol; the
motivation for this is that two different augmented sequences must differ
before either of them terminates. We will show (in Section 8, Theorem 8.1)
that provided we adopt a suitable convention for naming the survivor of a
pitchfork bifurcation, the ordering relation is alternating lexicographic,
which is deﬁned as follows:
Alternating Lexicographic Order Rule 4.1. Let a1 ¼ a1a2 . . . and
b1 ¼ b1b2 . . . be augmented sequences, and let v be the least value of n such
that an=bn: Then a > b if and only if either v is odd and av > bv or v is even and
av5bv:
There is an additional ordering of symmetric Q-orbits since each of these
intersects the line y ¼ y00 ¼ 0 exactly once, and we believe that this ordering
is given by a very similar rule; but we do not explore or exploit this. A
similar ordering for labelled orbits of a quite different equation appears
in [7].
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the same rotation number about any P -orbit which exists when l ¼ l0; and
about Y: (There is a slight abuse of language here, because Q-orbits and
Y are not closed curves. But we can, as in Section 6, regard the two ends of
a Q-orbit as being joined along Yþ; and a similar convention allows us to
work with the rotation number of a Q-orbit about Y:) It would be desirable
to be able to evaluate the rotation number of an arbitrary Q-orbit about an
arbitrary P -orbit, but we are uncertain what the correct formula would be.
We do not even know whether the rotation number of Qa about Pb is for
ﬁxed b a linear combination of the rotation numbers of Qa around Y and
around P1; if this were not so, there would be further constraints on the
possible patterns of bifurcation.
We restrict our attention to rotation numbers of Q-orbits around P1 and
around Y; and establish formulae for these in Lemma 4.1 below. We write
oY ðaÞ and oP ðaÞ for the rotation numbers of Qa about Y and P1;
respectively.
Lemma 4.1. Let Qa be any Q-orbit. Then oY ðaÞ is the sum of the symbols
in a and oP ðaÞ is the number of symbols in a; except that the contribution from
2n or 2nþ 1 consecutive 1’s is only n:
The proof of this lemma is given in Section 8. To prove it by
direct calculation would be onerous; instead we make use of
Theorem 3.1.
Using this notation, we can put Theorem 3.1 into quantitative form.
Theorem 4.1. There is a constant A such that any orbit Qa with oY ðaÞ > 1
is destroyed before l ¼ AoY ðaÞ=oP ðaÞ:
There are corresponding deﬁnitions and results for Pa: The value of A
here is large by the standards of this subject; the case of Q2 is enough to
show that we must have A > 127: We believe that the reason for this is that
in the limit P1 passes rather close to Yþ:
Finally, we ought if possible to exhibit an explicit scheme for the
destruction of Q-orbits which is compatible with our ordering and the other
constraints described above. (Of course, for the actual ordering the
behaviour of the Q-orbits of (1) or (2) provides such a scheme.) We do
this in Section 9, the result being as follows:
Theorem 4.2. There is a consistent annihilation scheme for Q-orbits,
compatible with the Alternating Lexicographic Order Rule.
For the meaning of ‘consistent’, see Section 9.
SPARROW AND SWINNERTON-DYER12We have to admit that our proof of this theorem involves a construc-
tion which in certain respects is extremely unlikely to correspond to
what happens in reality. But the unplausible parts of the scheme relate
only to Q-orbits whose name contains a symbol n5l0; where l ¼ l0
is the ﬁrst value of l at which two Q-orbits destroy each other.
We conjecture that there are equations of Falkner–Skan type contain-
ing a parameter and such that l0 !1 as the parameter tends to a
limiting value, and that in this limit the annihilation scheme which
we construct in the proof of Theorem 4.2 coincides with the actual
annihilation scheme.
5. BIFURCATION OF P -ORBITS
In contrast to the situation with Q-orbits, we have found the process
of bifurcation of P -orbits difﬁcult to describe in general. Non-symmetric
P -orbits undergo period-doubling and saddle-node bifurcations; symmetric
P -orbits suffer saddle-node and pitchfork bifurcations, in addition to period-
multiplying bifurcations whenever their Floquet multipliers are complex
with argument a rational multiple of 2pi: These last bifurcations are well
known in Hamiltonian systems (which the Falkner–Skan equation is not),
or in reversible systems of even dimension [11]; it is of interest to have a
further explicit example in a three-dimensional system. In addition, there is
nothing to correspond to the ordering of Q-orbits on the stable and unstable
manifolds of Yþ; and so no obvious ordering available for non-symmetric
orbits at all.
There are, however, a number of features of the ﬂow that can be exploited
to construct bifurcation diagrams on the basis of theory and a small number
of reasonable hypotheses. Perversely, though it is more difﬁcult and
probably ultimately unrewarding to try and formalize these schemes, in
practice it is relatively easy to determine the bifurcations of at least the
orbits with relatively short names. Symmetric P -orbits meet the line y ¼
y00 ¼ 0 exactly twice, and so this can be exploited; each orbit occurs twice in
the ordering, and all bifurcations that occur must be compatible with both
positions of the orbits in the ordering. In particular, there are relatively few
P -orbits created with short names (in comparison with the number of
Q-orbits); furthermore, all those which have oY ðaÞ45 are symmetric.
For a symmetric orbit the product of the Floquet multipliers is 1. We can
combine Theorem 7.2 with numerical investigations to suggest that the
Floquet multipliers of P1 start real, reach f1;1g for some l-value for
which there is a period-doubling bifurcation which kills P2; and then
progress monotonically round the unit circle towards fþ1;þ1g: If correct,
this determines a sequence of period-multiplying bifurcations on P1; the
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p
q)
there is a bifurcation involving P1 that destroys two symmetric orbits each
with oY ¼ q and oP ¼ p: Noting that the period-multiplied orbits in the
bifurcation must have Floquet multipliers that are þ1 at the bifurcation, we
might suppose that they reach this position through a sequence of
bifurcations similar to that undergone by P1 as l!1: On the other hand,
if a P -orbit is unsymmetric there is no reason to suppose that the product of
the Floquet multipliers is 1 and if not, there will be no period-multiplying
bifurcations on such orbits.
To the extent that we have pursued this, the results appear to be less easy
to formalize than those described in Sections 8 and 9. It is clear, however,
that there is an interesting and very constrained combinatorial interaction
between the set of P -orbits created (in one sort of combinatorial operation)
and the available methods for their disposal (in a quite different
combinatorial operation).
We have made even less progress in looking at the relationship between
the bifurcations of P - and Q-orbits. There appears to be no simple relation
between the patterns of destruction of P - and of Q-orbits based on their
names. Indeed we shall see that
Q211111; Q121111; Q112111 ð5Þ
are, respectively, destroyed in saddle-node bifurcations with
Q111112; Q12112; Q22111: ð6Þ
But the P -orbits corresponding to (5) are all the same, whereas the P -orbits
corresponding to (6) are all different. (In fact, P211111 is destroyed together
with P22111 in a 37 period-multiplying bifurcation on P1 while P21211 is
destroyed in a saddle-node bifurcation with P2221:)
Looking at combinatorial considerations alone, we can consider the
ordering of the intersections of both symmetric P -orbits and symmetric
Q-orbits with the line y ¼ y00 ¼ 0: We can, for example, show in this way
that the saddle-node bifurcation which destroys Q2 and Q11 must happen
before the period-doubling bifurcation in which P2 is absorbed into P1;
computation shows that the former happens near l ¼ 255 and the latter
near l ¼ 350: However, our impression is that at the end of this particular
rainbow there is no pot of gold.
6. POINCAR !E COMPACTIFICATION
It is implicit in the language used in Section 2 that Qþ and Q can be
treated as respectable points; indeed, the use of the word heteroclinic implies
SPARROW AND SWINNERTON-DYER14that they can be treated as ﬁxed points of the system. The simplest way to
justify this is by means of the Poincar!e compactiﬁcation, which is discussed
in this section. In strict logic, we could do without this section by reverting
to the terminology of [12]; the reader will notice that except in Section 2 we
make almost no reference to this analysis. Our main interest in this and the
previous paper is in the trajectories on which y0 remains bounded, which we
have called admissible. Their study leads to consideration of the
compactiﬁed system at the points (	1; 0; 0; 0), which are at the end-points
of the lines Y	; and therefore to the point of view presented in Section 2. To
validate this a more extended investigation of the behaviour at inﬁnity is
required.
In this section, we provide a reasonably complete analysis of the
behaviour of trajectories at inﬁnity, by means of the Poincar!e compactiﬁca-
tion. One conclusion is that Qþ and Q are the only points at inﬁnity from
which trajectories enter normal space, it is really because of this that our
decision to conﬁne ourselves to admissible trajectories appears well-judged.
The ﬁrst step in studying the behaviour at inﬁnity is to form the Poincar!e
compactiﬁcation. Write
y ¼ x1; y0 ¼ x2; y00 ¼ x3; ð7Þ
so that the Falkner–Skan equation is replaced by the system
x01 ¼ x2; x
0
2 ¼ x3; x
0
3 ¼ x1x3 þ lðx
2
2  1Þ: ð8Þ
We describe the Poincar!e compactiﬁcation for systems of the form
x0i ¼ Piðx1; x2; x3Þ for i ¼ 1; 2; 3; ð9Þ
though it applies to systems in any number of variables. Here the Pi are
polynomials and we write k ¼ maxðdeg PiÞ; for simplicity we assume k > 1:
Set
D ¼ 	ð1þ x21 þ x
2
2 þ x
2
3Þ
1=2
and write
yi ¼ xi=D for i ¼ 1; 2; 3; y4 ¼ 1=D; ð10Þ
thus to each point of R3 there correspond two points on the hypersphere
y21 þ y
2
2 þ y
2
3 þ y
2
4 ¼ 1; ð11Þ
one in y4 > 0 and one in y450: Conversely, each point of (11) with y4=0
corresponds to a point of R3; and the points with y4 ¼ 0 correspond, also in
THE FALKNER-SKAN EQUATION 15a two-to-one manner, to the points at inﬁnity. In particular, the points at
inﬁnity which we called Qþ and Q in Section 2 can now be identiﬁed with
(1; 0; 0; 0) and (1; 0; 0; 0), respectively. It follows from (10) that
y0i ¼ x
0
i=D xiðx1x
0
1 þ x2x
0
2 þ x3x
0
3Þ=D
3 for i ¼ 1; 2; 3;
y04 ¼ ðx1x
0
1 þ x2x
0
2 þ x3x
0
3Þ=D
3:
We can multiply the right-hand sides of these equations by D1k with-
out altering the trajectories, though if k is even we do thereby alter the
direction in which the trajectories lying in y450 are traversed. If we deﬁne
Qiðy1; . . . ; y4Þ to be the homogeneous polynomial of degree k such that
Qiðx1; x2; x3; 1Þ ¼ Piðx1; x2; x3Þ;
then our modiﬁed system of equations takes the form
y0i ¼ ðy
2
1 þ y
2
2 þ y
2
3 þ y
2
4 ÞQi  yiðy1Q1 þ y2Q2 þ y2Q3Þ;
y04 ¼ y4ðy1Q1 þ y2Q2 þ y3Q3Þ
ð12Þ
for i ¼ 1; 2; 3; where the right-hand sides are homogeneous polynomials of
degree ðk þ 2Þ: This system is deﬁned at every point of hypersphere (11), and
since
y1y01 þ y2y
0
2 þ y3y
0
3 þ y4y
0
4 ¼ 0;
the hypersphere is the union of complete trajectories. By setting the right-
hand sides of (12) to zero we can discover the singular points of the system.
System (12) is useful if we wish to make a global analysis of the behaviour
at or near inﬁnity; but if we wish to analyse the behaviour near a particular
point at inﬁnity P ; it is easier to proceed as follows. After permuting xi if
necessary, we can assume that y1=0 at P : Write zi ¼ yi=y1 for i ¼ 2; 3; 4 so
that zi  ziðP Þ are local coordinates on (11) near P ; then, we have
z2 ¼ x2=x1; z3 ¼ x3=x1; z4 ¼ 1=x1: ð13Þ
If we form the expressions for z0i from (9) and multiply them by x
1k
1 ; then we
obtain the system
z02 ¼ Q2  z2Q1; z
0
3 ¼ Q3  z3Q1; z
0
4 ¼ z4Q1 ð14Þ
in which the arguments of Qi are 1; z2; z3; z4: The trajectories of (14) near P
are the same as those of the original system, though if k is even and x1 is
negative the direction in which they are traversed is reversed.
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transformation (7), there are considerable simpliﬁcations. We have P1 ¼ x2;
P2 ¼ x3 and k ¼ deg P3: Thus the singular points are given by
y2 ¼ y3 ¼ 0; Q3ðy1; 0; 0; y4Þ ¼ 0
or
y4 ¼ 0; Q3ðy1; y2; y3; 0Þ ¼ 0
together with ð0; 0;	1; 0Þ: On y4 ¼ 0 all trajectories are arcs of the great
circles given by y1=y2 constant (possibly inﬁnite). In the special case (8) of
this paper, the singular points are given by ly22  y1y3 ¼ 0; hence they
consist of ð0; 0;	1; 0Þ and the points
ðc11 ; cc
1
1 ; lc
2c11 ; 0Þ; where c1 ¼ 	ð1þ c
2 þ l2c4Þ1=2; ð15Þ
so that the great circle y2 ¼ cy1; y4 ¼ 0 contains four singular points.
If we denote points (15) by Pþ and P according to the sign of c1; then
the trajectories of (12) on the great circle run towards Pþ but away from
P and on y1 ¼ y4 ¼ 0 they run from ð0; 0;1; 0Þ towards ð0; 0; 1; 0Þ:
(See Fig. 1.)
We consider ﬁrst the behaviour of trajectories near a point Pþ for which
c=0: We take as local variables near Pþ;
w1 ¼ x11 ; w2 ¼ x2x
1
1  c; w3 ¼ ðx3x1  lx
2
2Þx
2
1 ;
after multiplying the expressions for w0i derived from (8) by a factor w1; we
ﬁnd that the trajectories of (8) are the same as those of
w01 ¼ w
2
1ðcþ w2Þ;
w02 ¼ w1fðl 1Þðcþ w2Þ
2 þ w3g;
w03 ¼ w3  lw
2
1  w1ðcþ w2Þflð2l 1Þðcþ w2Þ
2 þ w3ð2lþ 1Þg:
We conﬁne ourselves to the case l > 1: Consider a trajectory through the
point ðw10;w20;w30Þ where w10 > 0 and all wi0 are small. In a time Oðlog w110 Þ
the changes in w1 and w2 are oðw10Þ and w3 becomes w10lð2l 1Þ
c3ð1þ oð1ÞÞ: Over a time ew110 thereafter, w1 and w3 change by Oðew10Þ and
w2 changes by eðl 1Þc2 þ oðeÞ; hence the motion is essentially a gradual
increase in c: In other words, trajectories in y1=y4 > 0 and close to the
singular locus ly22  y1y3 ¼ y4 ¼ 0 drift slowly in the direction of increasing
y2=y1; while remaining near the singular locus, until they come close to
ð	1; 0; 0; 0Þ or ð0; 0;	1; 0Þ:
FIG. 1. The part of the sphere at inﬁnity with y150:
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local variables as in the previous paragraph, with c ¼ 0; but it is simpler to
use recipe (13). The resulting system (14) is now
z02 ¼ z3z4  z
2
2z4;
z03 ¼ z3 þ lðz
2
2  z
2
4Þ  z2z3z4; ð16Þ
z04 ¼ z2z
2
4:
The associated linearized system has eigenvalues 0;1; 0; and the centre
manifold M clearly has the form z3 ¼ lðz22  z
2
4Þ þ    . We can, therefore,
use z2 and z4 as local coordinates on M ; and deﬁne polar coordinates on M
by z2 ¼ r cos y; z4 ¼ r sin y: The restriction of system (16) to M has the form
z02 ¼ ðl 1Þz
2
2z4  lz
3
4 þ z4Oðr
3Þ; z04 ¼ z2z
2
4;
FIG. 2. Behaviour on the centre manifoldM near the critical point ð1; 0; 0; 0Þ: The line z4 ¼ 0
consists of ﬁxed points. The dotted lines are where r0 ¼ 0:
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r0 ¼ r3 sin y cos yflðcos2 y sin2 yÞ  1g þ Oðr4Þ sin y cos y;
y0 ¼ lr2 sin2yðcos2 y sin2 yÞ þ Oðr3Þ sin2 y:
Bearing in mind that y ¼ 0 and p are lines of ﬁxed points on M ;
consideration of the signs of r0 and y0 shows that the trajectories on
M near this critical point must behave as in the diagram attached.
Note that the two lines y ¼ 1
4
p and 3
4
p correspond, respectively, to Yþ and
Y: (See Fig. 2.)
For completeness we also consider the behaviour of trajectories near the
critical point ð0; 0; 1; 0Þ: Here we choose as our local variables
z1 ¼ x1=x3; z2 ¼ x2=x3; z3 ¼ 1=x3;
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z01 ¼ z
2
1 þ z2z3  lz1ðz
2
2  z
2
3Þ;
z02 ¼ z3 þ z1z2  lz2ðz
2
2  z
2
3Þ;
z03 ¼ z1z3  lz3ðz
2
2  z
2
3Þ:
If z3 is large compared to z21 þ z
2
2; then (taking z3 > 0 for convenience) z2
increases while z1 and z3 remain almost constant. If z3 is small compared to
z21 þ z
2
2 then, after rescaling again, the trajectories are close to those of z
0
i ¼ zi
ði ¼ 1; 2; 3Þ and hence close to the trajectories on y4 ¼ 0 which we have
already described. To see what happens when z3 and z21 þ z
2
2 are comparable,
we make the transformation
z1 ¼ r cos y; z2 ¼ r sin y; z3 ¼ r2u:
After rescaling again, we obtain a system of the form
r0 ¼ rðcos yþ u sin yÞ þ Oðr2Þ;
y0 ¼ u cos yþ OðrÞ;
u0 ¼ u cos y 2u2 sin yþ OðrÞ:
This completes the analysis of the trajectories at inﬁnity. It shows, in
particular, that the only singularities at inﬁnity from which trajectories enter
normal space (that is y4=0) are Qþ and Q:
7. DETAILS OF LARGE l THEORY
In this section we shall be concerned with the behaviour of admissible
trajectories of Falkner–Skan equation (1) when l is large and positive, even
though in some parts of the section our formal hypothesis will only be
log l > 1: For this section only, we therefore write l1=2x; l1=2y in place of
x; y so that the equation we are considering is
y000 þ l1y00y þ 1 y02 ¼ 0: ð17Þ
Under this rescaling y0 remains unchanged; hence so do the deﬁnitions of an
admissible trajectory and of the special trajectories Yþ and Y: We also have
Lemma I.5.1: if y0 ! c as x!1 or x! 1; then c ¼ 1 or y0 ¼ 1
identically.
The detailed arguments in this section are unavoidably complicated, but
the basic idea is straightforward. Formally, the limit of (17) as l!1 is
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(22) where F is constant. (The second integral involves Jacobian elliptic
functions, and for this section k; E and K will be as in the standard notation
for these functions.) If l is large, then we expect trajectories of (17) to
approximate the curves given by (22). The arguments up to the end of the
corollaries to Lemma 7.3 give a precise meaning to this statement; the
arguments involved are of the same kind as those in Section I.5. However,
going once round a closed curve in the y0; y00 plane given by (22) will in
general change the value of y: The change involved is given by (41); so
the right-hand side of (41) must vanish for any P1 with l large. This gives
an estimate for the corresponding value of k; and hence also of F:
(Along such a P1 both k and F will vary, but only by oð1Þ:) We denote by
kn and Fn the values at which ð2 k2ÞK  3E ¼ 0; which correspond to
the limit as l!1:
Now let P0 be a point close to this limit curve at which y005 1 and
y000 ¼ 0; and suppose P1 is the next point on the trajectory through P0 at
which y05 1 and y00 ¼ 0: There is a Poincar!e return map c on the
transversal y00 ¼ 0; given by P0/P1: The P - or Q-orbits which go round Y
at most m times correspond to the periodic points of c which have period at
most m; and to show that there is just one of these close to the limit curve,
what we need to do is obtain good enough estimates for c and its ﬁrst
derivatives. This is the part of the argument that involves Jacobian elliptic
functions.
The argument works provided the interesting part of the trajectory lies in
F5 e for some e > 0 independent of l: To deal with the remaining case,
we need to consider the solution of y000 þ 1 y02 ¼ 0 having F ¼ 0: This is
simpler in that a further integration does not involve elliptic functions so
that trajectories near this solution are easier to describe; on the other hand,
there is no Poincar!e return map and the interesting parts of the trajectories
may take an unbounded time to traverse. The argument for the case m > 1 is
based on the same ideas as the previous case, though this fact is not obvious;
the argument for m ¼ 1 is very ad hoc and depends on ideas already to be
found in Hastings and Troy [8]. (It is worth noting that in [8] both existence
and uniqueness of P1 is demonstrated; as we have mentioned, our methods
do not show uniqueness of P1 for general l values.)
Because we are considering what happens as l!1; we need to make
explicit the dependence on l of the various constants which occur in the
argument. Instead of the conventions for N and the Ni stated at the
beginning of Section I.2, we shall in this section denote by A1;A2; . . .
absolute constants; an unsubscripted A will obey the same convention (as
will the constants implicit in the ‘O’ notation) but its value need not be the
same from one occurrence to the next. With this convention, we can now
replace Theorem I.1 by the following result.
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admissible trajectory of (17) satisfies
15y05 A1; ð18Þ
if jyj5A2l then y05 1; ð19Þ
jyy00j4A3l; ð20Þ
jy00j4A4: ð21Þ
Proof. The constants which appear in Lemmas I.5.2–I.5.6 and their
corollaries are only constrained by certain inequalities which are explicitly
stated in the course of the proofs. From these we see that we can successively
choose the relevant Ni so as to satisfy
N25Al
1=2; N75Al
1=2; N15A;
N8 > Al
1=2; N95Al; N105Al
for suitable constants A: Taking account of the effects of rescaling, this
proves (18)–(20).
To prove (21) it is convenient to write the energy of the system as
F ¼ 1
2
y002  1
3
ð1 y0Þ2ð2þ y0Þ; ð22Þ
where the additive constant has been chosen so that F ¼ 0 on Yþ; note that
F is invariant under symmetry. We derive from (17) the energy equation
F0 ¼ l1yy 002; ð23Þ
so that energy is increasing in y50 and decreasing in y > 0:
Now let P0 be a point of an admissible trajectory at which y000=0; we
remind readers of the convention introduced at the beginning of Section I.5,
by which a subscript on a variable denotes the value at the associated point.
Without loss of generality, we can assume that y00050: Since y
0 cannot be
monotone decreasing as x!1; there must be a point after P0 at which
y00 ¼ 0; let P1 be the ﬁrst such point, and integrate (23) between P0 and P1;
giving
½12 y
002  ½13ð1 y
0Þ2ð2þ y0Þ ¼ l1
Z
yy002 dx: ð24Þ
The second term on the left is Oð1Þ; by (18), and the right-hand side is
absolutely bounded by
A3
Z
jy00j dx ¼ A3½y0 ¼ Oð1Þ
in view of (20) and (18); hence y000 ¼ Oð1Þ; which is (21). ]
SPARROW AND SWINNERTON-DYER22Lemma 7.2. There is a constant A5 such that if log l > 1; then at every
point of an admissible trajectory F5A5l
1 log l:
Proof. Suppose that P0 is a point of an admissible trajectory with F0 > 0:
Without loss of generality, we can assume that y040: We claim that the
trajectory enters y > 0 somewhere after P0: For if not, F is monotone
increasing after P0; and in particular positive. Since any maximum of y0 lies
in jy0j41 and therefore has F40; this means that y0 is eventually monotone
and therefore tends to a limit. By Lemma I.5.1 either the trajectory is Y; in
which case F50; or y0 ! 1 in which case the trajectory eventually enters
y > 0:
Let P1 be the ﬁrst point after P0 at which the trajectory enters y50; then F
is increasing in P0P1 so that it is enough to prove the assertion for P1: We
have y1 ¼ 0; 1 > y0150; and since P0 will play no further part in the
argument, we may drop the hypothesis y040: Using symmetry if necessary,
we can therefore assume that y00150: We write for convenience C ¼ F1=3;
where F1 > 0: The ﬁrst time y00 ¼ 0 after P1; if this ever happens, we have
1 > y050 and therefore F50; thus y00 > 0 so long as F50:
Let P2 be the ﬁrst point after P1 for which
F ¼ 2C or y051 C1=2 or x x15 12 log C: ð25Þ
Suppose temporarily that P2 is not the same as P1 so that in particular C51:
Since F > 0 in P1P2 we have y00 > 1 y0; whence on integration
1
2
log C5½logð1 y0Þ4x2  x1;
so the third alternative in (25) does not happen. But also y5x x1 because
y051; so the decrease in F is at most
l1
Z
yy 002 dx4 1
2
l1A4ðlog CÞ
Z
y00 dx: ð26Þ
Here the integral is ½y051; so the decrease in F is less than C provided we
ensure that
C > 1
2
l1A4 log C: ð27Þ
Subject to this, the ﬁrst possibility in (25) cannot occur and so the second
one must. If instead P2 ¼ P1 and C51; neither the ﬁrst nor the third
possibility in (25) can occur and so the second one must, and if P2 ¼ P1
and C51; the second one plainly holds. Hence in all cases (27) implies
y0251 C
1=2:
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F ¼ C or y0 ¼ 1 or x x2 ¼ 1: ð28Þ
In P2P3 we have F > C and therefore y00 > C1=2; by considering the increase
in y0 we obtain x3  x251 so that the third possibility in (28) cannot
happen. Hence
y5x3  x151þmax 12 log C; 0
 
and an argument much like that in (26) shows that if
C > l1A4C1=2 1þmax 12 log C; 0
  
; ð29Þ
then the ﬁrst possibility in (28) also cannot happen; hence the second one
must. But the only admissible trajectory for which y0 ¼ 1 happens is Yþ;
which is here irrelevant. Hence if (27) and (29) both hold, we obtain a
contradiction; and if A5 is large enough, then F15A5l
1 log l implies (27)
and (29). ]
Corollary. Still assuming log l > 1; let P0 be a point of a Q-orbit with
y0050; then there is a point after P0 at which y54A5 log l:
Proof. We have F! 0 as x!1: If the corollary is false, the Q-orbit
does not enter y40 after P0; so F is monotone decreasing and
A5l
1 log l > F50 ð30Þ
from P0 onwards. As in the proof of the lemma, it follows that y0 has no
maxima after P0; so there are unique points P1; P2 after P0 such that y01 ¼ 0;
y02 ¼
1
2
: It follows from (30) that y00 > 1
2
in P1P2; whence the decrease in F
between P1 and P2 is
l1
Z
yy002 dx > 1
2
l1y1
Z
y00 dx ¼ 1
4
l1y1:
Since this is less than the total decrease in F; the corollary follows from
(30). ]
The corresponding result for P -orbits is that every P -orbit crosses y ¼ 0;
for otherwise F would be monotone, which is absurd. In fact, the corollary
remains true if we merely assume that P0 with y0050 is a point of an
admissible trajectory; but the proof becomes considerably more compli-
cated.
SPARROW AND SWINNERTON-DYER24Lemma 7.3. There are constants A6; A7; A8 with the following property.
Let P0; P1 be two consecutive minima (for y0) on some admissible trajectory. If
l > A6 and jy0j5A7l; then y1 > y0  A8:
Proof. We can assume that the trajectory is not Y so that we can deﬁne
further variables r; y by
r cos y ¼ ð1þ y0Þ; r sin y ¼ y00: ð31Þ
The minima are now given by y  0 mod 2p; and we can assume that P0 is
given by y ¼ 0: From (31) and (17) we obtain
y0 ¼ 1þ ð1þ r cos yÞ cos2 y l1y sin y cos y;
where the second term on the right is non-negative in y040: Take
A6 ¼ 12pA1; A7 ¼ 13; A8 ¼ 4pA1:
We consider ﬁrst the simpler case, when the trajectory between P0 and P1
lies entirely in y040: Let P2 be the ﬁrst point after P0 at which
y ¼ 2p or jyj ¼ 2l=3; ð32Þ
or P1 if neither of these happens before P1: In P0P2 we have y
052
3
; so
x2  x043p and jy2  y0j43pA1: Hence the second possibility in (32) does
not happen, so that the ﬁrst one must and P2 ¼ P1; from which the lemma
follows.
If the trajectory between P0 and P1 does enter y0 > 0; let P3 be the point
where it enters y0 > 0 and P4 the point where it leaves it again. The unique
maximum of y0 in P0P1 lies in y0 > 0; so sin y50 in P0P3 and an argument like
that in the previous paragraph shows that jy3  y0j43pA1=2: Similarly,
jy4  y1j53pA1=2: But y050 in P3P4; so y4 > y3; and it follows that
y1  y0 > 3pA1: ]
Corollary 1. Let P6P7 be an interval of an admissible trajectory lying
entirely in y040; overlapping jyj5A7l and on which y0 is monotone. Then
jy6  y7j512 A8:
Proof. Since y0 is monotone, y00 has ﬁxed sign and hence jy6  y7j4p:
The corollary now follows from the same argument as was used in the proof
of the lemma. ]
Corollary 2. With the notation of the lemma, suppose y05A7l; then
y1 > A7l A8:
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subintervals P0P8 and P9P1 in each of which y0 is monotone; here either P8
and P9 are the two points at which P0P1 meets y0 ¼ 0; in which case y9 > y8;
or P8 and P9 coincide at a maximum. Each of these subintervals either lies
entirely in y5A7l or satisﬁes the conditions of Corollary 1, and the result
follows by considering the four cases separately. ]
Corollary 3. Assume that l > A6 and log l > 1: Let T be a P - or Q-orbit
which goes exactly m times round Y: Suppose l is so large that
A7l > 4A5 log lþ mA8; ð33Þ
then every minimum of y0 on T and every extremum of y satisfy
jyj54A5 log lþ mA8: ð34Þ
Proof. Since trajectories cross y0 ¼ 1; y00 > 0 upwards and y0 ¼ 1;
y0050 downwards, m is also the number of distinct minima of T : Suppose
ﬁrst that T is a Q-orbit. By the corollary to Lemma 7.2, the last point at
which T crosses y0 ¼ 0 upwards satisﬁes y54A5 log l; whence by Corollary
1 the last minimum of T satisﬁes
y44A5 log lþ 12 A8:
Using the lemma, Corollary 2 and (33), we deduce by downward induction
on n that the nth minimum of T satisﬁes
y44A5 log lþ ðm nþ 12 Þ A8:
Corollary 1 now shows that every extremum of y (that is, every point at
which T crosses y0 ¼ 0) is within 1
2
A8 of a minimum of y0; using symmetry,
this completes the proof of (34) in this case. The proof when T is a P -orbit is
similar, starting from the fact that T crosses y ¼ 0: ]
Our main concern in this section is to show that for ﬁxed m > 1 the sets of
P - and Q-orbits which go round Y exactly m times become empty as l!1
and that for m ¼ 1 these sets consist of one orbit P1 and one orbit Q1:
Corollary 3, though a good deal weaker than the truth, enables us to say
that the right-hand side of (23) is Oðl1 log lÞ at least on the interesting parts
of the orbits we are concerned with. But as we shall see below, unless F is
close to 0 the period of the approximate equation on F ¼ constant is
bounded; hence unless F is close to 0 trajectories are approximately unions
of closed curves F ¼ constant; and the question of interest is the drift of the
trajectory in the space of such curves.
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need to involve elliptic functions. To make the argument rigorous would
imply considerable extra complications, even though the process is
completely routine; in the interests of brevity and relative readability, we
therefore present parts of the argument in a purely formal fashion. We shall
use the standard notation of Jacobian elliptic functions, so far as undashed
letters are concerned; in particular, k2 will be the modulus and K; E the
standard elliptic integrals. But dashes will continue to denote derivatives
with respect to x: The formulae which we quote are in general copied or
adapted from [2].
We suppose that F is constant and not too near 0, and write
ð1 y0Þ2ð2þ y0Þ þ 3F ¼ ðy0  aÞðy0  bÞðy0  cÞ; ð35Þ
where a; b; c are ordered so as to satisfy
a > 1 > b > 1 > c;
we deﬁne the modulus of our elliptic functions by
k2 ¼ ðb cÞ=ða cÞ: ð36Þ
Because the following expression occurs so often, we shall use the notation
a ¼ 21=2ðk4  k2 þ 1Þ1=4:
From (35) and (36) we now obtain
a ¼ 2a2ð2 k2Þ; b ¼ 2a2ð2k2  1Þ; c ¼ 2a2ð1þ k2Þ;
F ¼ ð2þ abcÞ=3:
On the closed curve F ¼ constant in the y0; y00 plane write
y0 ¼ fbð1 cn uÞ  að1 dn uÞg=ðdn u cn uÞ; ð37Þ
so that
a y0 ¼ ða bÞð1 cn uÞ=ðdn u cn uÞ;
b y0 ¼ ða bÞð1 dn uÞ=ðdn u cn uÞ;
y0  c ¼ 6a2ð1 dn uÞð1 cn uÞ=sn2 u:
Since expression (35) is equal to 3
2
y002 on this closed curve, we deduce
y00 ¼ 12a3ð1 k2Þð1 cn uÞð1 dn uÞ=ðdn u cn uÞsn u; ð38Þ
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below. Here u  0 mod 4K when y0 ¼ c and u  2K mod 4K when
y0 ¼ b}that is, at the bottom and top, respectively, of the closed curve.
To obtain the equation of motion on the curve, we differentiate (37) and
compare the result with (38); after some reduction we obtain
u0 ¼ 2a: ð39Þ
We can now integrate (37) and obtain
y ¼ afð2 k2Þu 3EðuÞ  3ð1 cn uÞð1 dn uÞ=sn ug þ Z; ð40Þ
where the constant of integration Z is the value of y at y0 ¼ c: All this is
formally valid if a; b; c are real and therefore 04k241; this is equivalent to
requiring 4
3
4F40: There are no problems for F near 4
3
; but when F is
near 0 we have
F 9ð1 kÞ2; K  1
2
logð8=ð1 kÞÞ
and the period of the closed curve is unbounded.
We now revert to the actual trajectory, assuming that F is negative and
not too near 0. We can take F; Z; u as instantaneous coordinates, and we
know that the ﬁrst two vary only slowly, because their change is generated
by the middle term in (17) and, on the sections of trajectory which interest
us, y ¼ Oðlog lÞ by Corollary 3 to Lemma 7.3. For ﬁxed m; let P0 and P1 be
consecutive minima of a P - or Q-orbit which goes round Y exactly m times.
It follows from (40) that
y1  y0 ¼ 4afð2 k2ÞK  3Eg þ Oðl
1Þ: ð41Þ
Here and in (42) the error terms come from the change in F over P0P1; which
is Oðl1Þ by (23). If we take u ¼ 0 at P0 and therefore u ¼ 4K at P1; then in
an obvious (but temporary) notation we have
y00ð4K  uÞ ¼ y00ðuÞ; yð4K  uÞ þ yðuÞ ¼ y0 þ y1
with errors oð1Þ; and therefore
F1  F0 ¼  ð2alÞ
1
Z 4K
0
yy002 duþ Oðl2Þ
¼ 
y0 þ y1
2al
Z 2K
0
y002 duþ Oðl2Þ ð42Þ
in which the integral is strictly positive. In fact, it can be evaluated explicitly
and is equal to
48a6f2ð1 k2 þ k4ÞE  ð2 k2Þð1 k2ÞKg=5:
SPARROW AND SWINNERTON-DYER28The expression inside the curly brackets in (41) is a monotone increasing
function of k2; it vanishes at k ¼ kn where kn2  0:961: We believe that the
underlying reason why P -orbits do not start to disappear until l is quite
large is because kn is so close to 1.
If we ignore the error terms, the effect of (41) is that a trajectory drifts to
the right if k > kn and to the left if k5kn: Similarly, the effect of (42) is that k
decreases if the current loop is mostly to the right of y ¼ 0 and increases if
the current loop is mostly to the left. The underlying reason for our
remaining assertions is as follows. An easy index number argument would
already show that there is at least one periodic orbit which goes once round
Y and has Z close to 0 and k close to kn: Let knðlÞ and ZnðlÞ be the values of
k and Z at the minimum of such an orbit P1: As before, let P0 and P1 be
consecutive minima of an admissible trajectory such that F5 e
throughout P0P1; here e is a small positive number independent of l:
Provided the error terms in (41) and (42) behave sensibly, those equations
imply that
tan1fðZ ZnðlÞÞ=l1=2ðk  knðlÞÞg
increases strictly from P0 to P1 if l is large enough, but only by an amount
Oðl1=2Þ: Provided l > Am2; it follows that the region F5 e cannot
contain any P -orbit which goes round Y at most m times, other than P1
itself.
To make this last argument rigorous, and to remove the need to appeal to
index number theory, we need to show that if we take the difference of two
equations (41), or two equations (42), for two nearby trajectories then the
resulting error terms are oðdÞ and oðdl1Þ respectively, where d measures the
distance between the points P0 on the two trajectories. Explicitly, denote
quantities relating to one trajectory by the superscript sharp (]) and those
relating to the other by the superscript ﬂat ð[Þ; and recall that any two of y00;
F0 and k0 are functions of the third; then we take
d ¼ jy]0  y
[
0 j þ l
1=2jF]0  F
[
0j: ð43Þ
Write v ¼ u=4K so that the points P0; P1 correspond to v ¼ 0; 1; respectively;
the purpose of this is that we can now deﬁne corresponding points on the
two trajectories as points having the same value of v: Now let z denote either
of F0 and y0; using (23), (38) and (40) we can write down expressions for
@F0
@z
;
@ðy  y0Þ
@z
in terms of v; y0 and F0; the error terms are Oðl
2Þ and Oðl1Þ; respectively,
because they come from the change in value of k over the interval P0P1:
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ðy  y0Þ
]  ðy  y0Þ
[; ðF F0Þ
]  ðF F0Þ
[
which are those which one would expect to obtain from differentiating (40)
and the integral of (23). The right-hand side of the ﬁrst formula is
OðmaxjðF]  F[ÞjÞ
and the right-hand side of the second formula is
l1OðmaxjðF]  F[ÞjÞ þ l1Oðmaxjðy]  y[ÞjÞ;
where in each case the max is taken over all pairs of corresponding points on
the two trajectories. Deﬁning d by (43) we now derive
maxjðy  y0Þ
]  ðy  y0Þ
[j ¼Oðl1=2dÞ;
maxjðF F0Þ
]  ðF F0Þ
[j ¼Oðl1dÞ:
We now repeat the derivation of the differenced forms of (41) and (42),
using these results to replace F by F0 and y by the right-hand side of (40)
evaluated at F ¼ F0: The differenced form of (41) now becomes
ðy1  y0Þ
]  ðy1  y0Þ
[ ¼f4að2 k2ÞK  3Eg]0
 f4að2 k2ÞK  3Eg[0 þ Oðl
1dÞ;
the difference of the ﬁrst two terms on the right is
ðF]0  F
[
0Þ
d
dF
f4að2 k2ÞK  3Eg þ OðF]0  F
[
0Þ
2Þ;
where the derivative is evaluated at F]0: Similar statements hold for the
differenced form of (42). The standard theory of almost linear maps now
shows that the map P0/P1 has exactly one ﬁxed point, and this clearly
determines a unique closed trajectory going once round Y:
Now let m be ﬁxed and l large enough. For any r with 15r5m let
P0; . . . ; Pr be ðr þ 1Þ successive minima of a trajectory. We can apply the
arguments above to the interval P0Pr; the only change is that certain terms
on the right-hand sides acquire an extra factor r: Using the same reasoning
as before, we ﬁnd that there is just one trajectory such that Pr ¼ P0; clearly,
this is just the closed trajectory going once round Y which we have already
found.
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where F05 e and jy0j5A9 log l; the second inequality here comes from
Corollary 3 to Lemma 7.3. We wish to show that the trajectory has a further
minimum P1 with 05x1  x05A log l and that jF1  F0j5Al
1ðlog lÞ3: For
this purpose, choose any positive constants A10;A11 and let Pn be the ﬁrst
point after P0 at which
y0 has a minimum
or x x0 ¼ A10 log l ð44Þ
or jF F0j ¼ A11l
1ðlog lÞ3:
By (19) and the hypothesis jy0j5A9 log l; in P0Pn we have
jyj5A9 log lþ ðA1 þ 1Þðx x0Þ4ðA9 þ A10ðA1 þ 1ÞÞ log l;
hence by (22) and (23)
jF F0j4A10A24ðA9 þ A10ðA1 þ 1ÞÞl
1ðlog lÞ2: ð45Þ
Provided l is large enough, it follows that the third condition in (44) is not
the one which determines Pn: But if it is the second condition in (44) that
determines Pn; then it follows from (44) and (38) that there is a point of PPn
with u ¼ 4K0 þ Oðl
1ðlog lÞ2Þ at which y00 changes from negative to
positive}in other words, a minimum of y0: Hence, it is the ﬁrst of the
three possibilities in (44) which happens ﬁrst, as asserted.
Hence if the ﬁrst minimum is in F05 2e; then there are at least m
further minima (not necessarily distinct except in respect of the values of x).
Thus all the conditions of the previous arguments are satisﬁed, and
moreover the trajectory cannot be a Q-orbit which winds around Y at
most m times. To sum up, the only P - or Q-orbit which has a minimum in
F5 2e and goes around Y at most m times is P1 itself, provided l is large
enough compared to m:
It only remains to consider P - and Q-orbits other than Yþ which go round
Y at most m times and satisfy F5 2e at each minimum. For the time
being we exclude the case of a Q-orbit with m ¼ 1; thus the trajectory has at
least one maximum P0; and without loss of generality we can assume that
y050: Clearly, y00 is close to 1 and F0 is negative. Let P1; . . . ; P4 respectively
be the next points after P0 at which the trajectory crosses y0 ¼ 12 downwards,
crosses y0 ¼ 0 downwards, has a minimum, and crosses y0 ¼ 0 upwards. In
any interval of the form x x3 ¼ Oð1Þ; we have y  y3 ¼ Oð1Þ by (18). So in
such an interval the actual trajectory is close to the solution of
y000 þ 1 y02 ¼ 0
THE FALKNER-SKAN EQUATION 31which passes through the point y ¼ y3; y0 ¼ 2; y00 ¼ 0; for this last point is
close to P3: But this solution is
y0 ¼ 1 6f1þ cosh 21=2ðx x3Þg
1 ð46Þ
and it follows easily that x4  x25A; whence y4  y2 > A and jF F2j ¼
Oðl1 log lÞ throughout P2P4: Since F is decreasing in P0P2 and F35 2e; it
follows that F05 3e provided l is large enough. Hence 1 y005Ae
1=2; and
since F and y0 are both decreasing in P0P1; we have
3
2
y0024ð1 y0Þ2ð2þ y00Þ þ 3F0 ¼ ð2þ y
0
0Þð2 y
0  y00Þðy
0
0  y
0Þ
in that interval. Integrating, we obtain
y05y00  2ð1 y
0
0Þ sinh
2fð1þ 1
2
y00Þ
1=2ðx x0Þg
whence x1  x0 > A log e1 and then y1  y0 > A log e1 because y0512 in
P0P1: Provided e is small enough, it follows that the whole interval P0P4
lies in y > 0; hence F is monotone decreasing there and in particular F450:
Thus F4F4 after P4 for at least as long as the trajectory remains in y050;
hence it has a further maximum P5 with y5  y0 > A log e1: Repeating
this argument m times, we see that the trajectory has at least mþ 1
consecutive maxima each strictly to the right of its predecessor. This
contradicts the original hypothesis, and therefore no trajectory of this kind
can exist.
We have still to consider Q-orbits which go exactly once round Y: Here
we make essential use of the symmetry of (17); it appears that any argument
which does not use this symmetry would need to be a great deal more
complicated.
Lemma 7.4. Let yðxÞ; ZðxÞ be trajectories which, for some given b; cross
y0 ¼ b or Z0 ¼ b respectively upwards and thereafter have y0; Z0 monotone
increasing and tending to 1. Suppose that y > Z when y0 ¼ Z0 ¼ b; then y00 > Z00
there.
Proof. We shall write z for both y0 and Z0; and regard y; y00; Z and Z00 as
functions of z in b4z51: It is enough to assume y005Z00 at z ¼ b and
derive a contradiction. Moreover, if y00 ¼ Z00 at z ¼ b then y0005Z000 there
and so y005Z00 immediately after z ¼ b; thus we can actually assume y005Z00
at z ¼ b: Now
dy00
dz
¼
y000
y00
¼ l1y 
1 z2
y00
;
dy
dz
¼
z
y00
with corresponding results for Z: It follows from the ﬁrst equation that
y00  Z00 is monotone non-increasing for at least as long as y5Z; and from
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least as long as y004Z00: Thus neither y ¼ Z nor y00 ¼ Z00 can happen for
the ﬁrst time until strictly after the other one has happened; so neither
of them can happen at all. Hence y00  Z00 is strictly non-increasing
throughout b4z51; and this contradicts the fact that y00 and Z00 both tend
to 0 as z! 1: ]
Now let yðxÞ be a Q-orbit which goes once round Y and whose minimum
P0 does not satisfy y0 ¼ 0; without loss of generality we can take y0 > 0: In
Lemma 7.4 we take ZðxÞ ¼ yðxÞ and b slightly larger than y00: Since y
000 is
positive and monotone decreasing at P0; we have y005Z00 at y0 ¼ Z0 ¼ b; this
contradicts the lemma and hence no such yðxÞ can exist.
Thus all Q-orbits which go once round Y have their minima on y ¼ 0:
If there were more than one such, let yðxÞ and ZðxÞ be distinct ones
and assume that the minimum of Z0ðxÞ is below that of y0ðxÞ: If we
choose b to be slightly larger than the minimum of y0ðxÞ; we again
obtain a contradiction to the lemma. It only remains to prove the
existence of such an orbit, and for this we consider the behaviour of
trajectories through the point y ¼ y00 ¼ 0; y0 ¼ d as d varies. We have
already seen that if F5 2e at this minimum then the trajectory
eventually turns downwards before reaching y0 ¼ 1; and as in the proof
of Lemma 7.2, if F > A5l
1 log l then the trajectory is monotone
increasing and eventually crosses y0 ¼ 1: A standard argument now
shows that there is at least one value of d for which neither of these
happens, and the trajectory associated with this value of d can only be a Q-
orbit with exactly one minimum. It also follows that the limit of Q1 is given
by F ¼ 0: Hence for l large enough (and therefore by continuity for all
l > 1) the rotation number of Q1 about P1 is zero}a fact which we shall
need in the proof of Lemma 4.1.
We can now sum up the main results of this section so far, in the theorem
stated also in the Introduction:
Theorem 7.1. Let m be any fixed integer. Then for large enough l (the
lower bound depending on m), the only P - or Q-orbits which wind around Y at
most m times are Yþ and one P -orbit and one Q-orbit each of which winds
around Y exactly once.
The rest of this section is concerned with obtaining better estimates for P1
and Q1; and some estimates for the behaviour of trajectories inﬁnitesimally
near to them. We have already seen that the limits of P1 and Q1 as l1 ! 0
are given by (21) with k ¼ kn and by F ¼ 0; respectively. In each case we
denote this limiting trajectory by y ¼ f ðxÞ; normalized so that the unique
minimum of y0 on the trajectory is given by x ¼ 0; thus f ðxÞ is an odd
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f 000 þ 1 f 02 ¼ 0:
Let y ¼ yðxÞ be the actual trajectory P1 or Q1; normalized in the same way,
write d ¼ y0ð0Þ  f 0ð0Þ and let ZðxÞ be the solution of
Z000 þ l1f 00f  2f 0Z0 ¼ 0 ð47Þ
subject to the boundary conditions
Zð0Þ ¼ Z00ð0Þ ¼ 0; Z0ð0Þ ¼ d; ð48Þ
thus ZðxÞ is also an odd function.
We now turn to the solution of (47). One solution of the homogeneous
equation x000  2f 0x0 ¼ 0 is given by x ¼ f 0: Hence a second one is given by
x0 ¼ f 00g where g0 ¼ f 002; we shall normalize g to be odd. Write c0 ¼
lim f 00ðxÞgðxÞ as x!1; then the method of variation of parameters shows
that the solution of (47) subject to (48) is
Z ¼ c10 f
00gd l1f 00
Z x
0
f 002ðsÞ
Z s
0
f ðtÞf 002ðtÞ dt ds; ð49Þ
as can easily be veriﬁed directly.
Consider ﬁrst the case of Q1; for which c0 ¼ 13: Each of the two terms on
the right-hand side of (49) is exponentially large; indeed
48f 00g ¼ expð21=2xÞ þ Oð1Þ
and the last term in (49) is
l1ðf 00gþ Oð1ÞÞ
Z 1
0
f ðtÞf 002ðtÞ dt:
The exponentially large parts of these terms must cancel; so
d ¼ 3l1
Z 1
0
f ðtÞf 002ðtÞ dt þ Oðl2Þ;
where the integral probably cannot be expressed in closed terms.
We also need to estimate the stable manifold near the minimum of Q1: If
Q1 is given by yðxÞ as above, then the behaviour of inﬁnitesimally near
trajectories is given by zðxÞ where y þ ez is a solution of (17) up to terms
Oðe2Þ: This is equivalent to
z000 þ l1yz00  2y0z0 þ l1y00z ¼ 0: ð50Þ
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value of x; but with y at a point xþ eu chosen so that the normal to
the actual trajectory at xþ eu contains the point of the inﬁnitesimally
near trajectory at x: Thus the true measure of the displacement
is z uy 0; the derivatives of which are to be taken with u constant, and u
is determined by
ðz uy0Þy0 þ ðz0  uy00Þy00 þ ðz00  uy000Þy000 ¼ 0: ð51Þ
We are primarily interested in that part of the stable manifold which lies
above Q1 when x is large and positive, so we have the further condition that
z0  uy00 > 0 then. With relative error Oðl1Þ we can drop the second and
fourth terms in (50) and replace y by f throughout (50) and (51).
Consequently, z0 becomes a linear combination of f 00 and f 00g; the latter is
unacceptable because it is exponentially increasing. Moreover, we can
ignore a multiple of f 0 in z because it merely corresponds to translation
along the trajectory, and is cancelled by a corresponding increase in u: Thus
without loss of generality we can take
z ¼ 	1; u ¼ 	f 0=ðf 02 þ f 002 þ f 0002Þ;
since f 0 and f 00 are both positive for x large and positive, we must take the
lower sign. When x is small, f 0 ¼ 2þ 3
2
x2 þ    and therefore
z uð0Þf 0 ¼  913
3
13 x
2     :
We can use these calculations to estimate the rotation number of P1:Near
P1 we can replace the error terms in (41) and (42) by Oðl1Þ and Oðl2Þ;
respectively, and knðlÞ  kn ¼ Oðl1Þ also. In terms of the variables k and Z;
the linearized return matrix has the form
1 2anl1B1B2 þ Oðl
2Þ l1B2 þ Oðl
1Þ
4anB1 þ Oðl
1Þ 1þ Oðl1Þ
 !
;
where an  0:714 is the value of a at k ¼ kn and B1  25:43;B2  9:288 are
respectively the values of
d
dk
fð2 k2ÞK  3Eg ¼
ð2k2  1Þ
kð1 k2Þ
E þ
1 k2
k
K
and
a1
dF
dk
 	1Z 2K
0
y002 du ¼
1
288k3ð1 k2Þa11
Z 2K
0
y002 du
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determinant is 1; for the symmetry operation which replaces x; y by x;y
replaces the matrix by its inverse (because it corresponds to following the
trajectory backwards), but because it leaves Eq. (17) invariant and changes
the sign of Z; it merely changes the signs of the off-diagonal terms. Hence the
trace of the matrix is
2 4l1anB1B2 þ Oðl
2Þ
and if the characteristic roots are exp ð	iyÞ we have
1 cos y ¼ 4l1anB1B2 þ Oðl
2Þ:
Hence we derive
Theorem 7.2. For large l the Floquet multipliers of P1 have the form
exp ð	iyÞ where y ¼ Al1=2 þ Oðl3=2Þ for a certain constant A > 0 as
l!1:
We cannot expect this argument to give a good numerical approximation
until y is quite small; for example, at the very interesting point where y ¼ p;
one of the two off-diagonal terms in the matrix must vanish. But even for
this point it gives the correct order of magnitude for l:
8. COMBINATORICS OF Q-ORBITS
In this section and the next we consider primarily the symmetric case, but
we shall also need to consider what happens when we make a small
perturbation of the original equation (1) which destroys the symmetry. The
theory of orbit creation goes through in the presence of unsymmetric
perturbations, and the naming of orbits is done in just the same way; in
particular there will be some orbits with symmetric names, even if the orbits
themselves are no longer symmetric.
We concern ourselves only with orbits that can be continued in l back to
the bifurcations from inﬁnity occurring at integer values of l: An advantage
of this is that it means that every orbit has a name. (The special case of
orbits which exist as the survivor of a pitchfork bifurcation will be discussed
further below.) If any other Q-orbits exist, they are created in pairs and will
take care of themselves; we have seen no numerical evidence of such
phenomena.
Also, in identifying the bifurcation that destroys an orbit, we use
terminology which suggests that we believe that the orbit can be continued
monotonically (in l) from the moment of creation to the moment of
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orbit in existence. We cannot rule out the more complicated situation in
which the continuation is non-monotonic (for example if there are
intervening pairs of saddle-node bifurcations), but even if this were to
occur (and again we have seen no numerical evidence of it) we would still
regard this as the continuous variation in phase space of a single orbit.
We begin this section by proving Lemma 4.1.
Proof of Lemma 4.1. It follows from the nature of the gluing process
used to prove Theorem 2.1 that oY ðaÞ is equal to the sum of the values of oY
for the components which make up a; ‘components’ being taken in the sense
of that theorem. The formula for oY ðaÞ for general a now follows by
induction from the special case a ¼ n; and this is contained in Theorem 2.1.
For the same reason, oP ðaÞ is equal to the sum of the values of oP for the
components which make up a provided that Qa is created at l ¼ n > 1: (The
reason why the argument fails for n ¼ 1 is that P1 is unbounded as l! 1; or
alternatively that P1 is close to the region in which gluing takes place.)
Using induction, we are therefore reduced to proving the result in the special
cases a ¼ n and 1n: The former, with n > 1; holds because if l n is small
and positive the part of Qn with y bounded consists of two traverses close to
Yþ and one close to Y:
The result for Q1 follows from the estimates in Section 7 for P1 and Q1
when l is large, as was pointed out just before the statement of Theorem 7.1.
For Q1n with n > 1 we proceed by induction on n: The idea is to consider the
set of orbits Qa satisfying
oY ðaÞ ¼ n; oP ðaÞ ¼ 12 n for n even; ð52Þ
oY ðaÞ ¼ n; oP ðaÞ ¼ 12 ðn 1Þ for n odd: ð53Þ
Because all such Q-orbits are eventually destroyed, and Q-orbits are
destroyed in pairs, the number of such orbits must be even. If we can show
that the number of orbits other than Q1n satisfying these conditions is odd,
it will follow that Q1n also satisﬁes the appropriate conditions and Lemma
4.1 will be proved.
Suppose ﬁrst that n is even. An element r > 2 of a contributes more than
twice as much to oY ðaÞ as it does to oP ðaÞ; and the same is true of a sequence
of an odd number (less than n) of 1’s. On the other hand, an element 2 or a
sequence of an even number (less than n) of 1’s contributes exactly twice as
much to oY ðaÞ as it does to oP ðaÞ: Thus, apart from the possibility of a ¼ 1n;
the sequences a which satisfy (52) can only contain 2’s and sequences of even
numbers of 1’s. In other words, they must be composed entirely from the
subsequences 2 and 11. There are just 2n=2 sequences composed in this way,
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case.
If n is odd, a similar argument shows that a must contain either one 3 or
one sequence containing an odd number of 1’s; apart from this it must
consist of 2’s and sequences of even numbers of 1’s. To count the number of
such sequences would be complicated; but for our purposes it is enough to
show that the set of such sequences (including 1n) can be partitioned into
disjoint subsets each containing an even number of sequences. When n ¼ 3
the available sequences are 3, 21, 12, 111. For n > 3 we take the subsets to be
those of the form
2b2; 2b11; 11b2; 11b11;
where b determines the subset, or
2g; 11g if g ends . . . 3 or . . . 21
or
g2; g11 if g begins 3 . . . or 12 . . . ;
where g determines the subset. This partitioning does what we need, which
completes the proof of the Lemma. ]
We now introduce some notation. If a is a ﬁnite sequence, we denote by a0
the same sequence read backwards. If a=1 is such that Qa exists for some l;
then an will normally be the sequence such that Qan annihilates Qa; and
LðaÞ ¼ Lða; anÞ will be the value of l at which this annihilation happens. But
if we are discussing a hypothetical annihilation scheme, then Qan will be the
orbit which annihilates Qa under the scheme and LðaÞ will be a logically
acceptable possibility for the value of l at which this happens. If Qa1 and
Qa2 both exist for the same value of l; then a1 > a2 will mean that Qa1 lies
above Qa2 on the unstable manifold of Yþ as y ! 1; the corresponding
statement on the stable manifold of Yþ as y !1 can then be written a01 >
a02: These relations do not depend on the value of l: Moreover, ‘ðaÞ will be
the number of symbols in a: Finally, we adopt the convention that m; with or
without a subscript, always denotes an integer greater than 1.
We have seen that, as l increases, each Q-orbit other than Q1 eventually
disappears, and that all the bifurcations from inﬁnity create rather than
destroy orbits as l increases. Numerical evidence shows that Q-orbits are
destroyed in saddle-node and pitchfork bifurcations. In the former case, two
orbits annihilate one another, and in the latter case a pair of orbits with the
form Qa;Qa0 for some a annihilate each other on a third symmetric orbit
(which continues to exist). Because of the reversible symmetry, these are the
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occur without complicated readjustment of the geometry of the stable and
unstable manifolds of Yþ; since in the absence of such readjustment the
bifurcations must occur between nearby trajectories lying on these two
dimensional manifolds and the problem reduces to one of ﬁnding the
appropriate local bifurcations in a one-dimensional map. Furthemore, we
are unable to imagine any such global rearrangement of manifolds other
than the one already studied in understanding the bifurcations from inﬁnity.
Consequently, we will assume that all bifurcations that occur are of one
of these two simple local types, at least part of the point being to show
that we do not need to seek further complicated global bifurcations in
order to explain the disappearance of the Q-orbits as implied by our
earlier results. Of course, we appreciate that for some values of the
parameters in (2) there will almost certainly be codimension 2 or higher local
bifurcations; but these can be unfolded into collections of codimension 1
bifurcations by perturbation, and our aim is therefore to demonstrate that
we can dispose of all the Q-orbits except Q1 using only these two types of
bifurcation.
The lemma below summarizes simple facts about the relation between
invariants of orbits involved together in bifurcations, translates the
symmetry into the language of sequences, and speciﬁes the combinatorial
consequences of the existence of an ordering of Q-orbits on the unstable and
stable manifolds of Yþ: In the statements concerning pitchfork bifurcations,
note that we refer to the names of the orbits before the bifurcation; we will
come back to the naming of the survivor of the bifurcation a little later. The
proofs are trivial and are left to the reader.
Lemma 8.1. Suppose that Qa;Qa1;Qa2 exist. Then
(i) a0n ¼ a0 and LðaÞ ¼ Lða0Þ;
(ii) if a is symmetric, so is an;
(iii) oY ðanÞ ¼ oY ðaÞ; oP ðanÞ ¼ oP ðaÞ and oY ðaÞ52oP ðaÞ;
(iv) if Qa1 and Qan1 are annihilated in a pitchfork bifurcation on Qa2; then
oY ða1Þ ¼ oY ða2Þ; oP ða1Þ ¼ oP ða2Þ and Lða1Þ5Lða2Þ; moreover, a2 is between
a1 and an1 whereas a
n
2 is not;
(v) conversely, if a1 > a2 > an1 > a
n
2 ; then either Qa1;Qa
n
1 have a pitchfork
bifurcation on Qa2 or Qa2;Qan2 have a pitchfork bifurcation on Qa
n
1 ;
(vi) if a1 > a2 > an2 > a
n
1 ; then Lða1Þ > Lða2Þ and either a
0
2; a
0n
2 lie between
a01 and a
0n
1 or the two intervals ða
0
1; a
0n
1 Þ and ða
0
2; a
0n
2 Þ are disjoint;
(vii) if a; a0; an and a0n are all distinct, then the intervals ða; anÞ and ða0; a0nÞ
are disjoint even when their endpoints are included.
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simpler. We no longer have pitchfork bifurcations (generically), as they are
no longer codimension one; so (i), (ii), (iv) and (vii) disappear and (v) is
replaced by the statement that a1 > a2 > an1 > a
n
2 is impossible. This does not
create a difﬁculty, even if the unsymmetric equation we consider is an
inﬁnitesimal perturbation of symmetric system (1). The symmetric pitchfork
bifurcation involving two orbits a1 ¼ b and an1 ¼ d on a symmetric orbit
an2 ¼ g will unfold generically into a saddle-node bifurcation between g
and one of the other two orbits, with the third orbit uninvolved in
the bifurcation. So in the unsymmetric system we can, without loss of
generality, assume that we have b5g5d and either a15b or a1 > d; either b
or d is gn; and the other is an1 : We do not know which of the two orbits
b and d will annihilate g; and which will survive. We return to this
situation later.
The next few lemmas are all special cases of the Alternating Lexicographic
Order Rule, leading up to the complete proof of that rule. Lemma 8.2 states
the basic fact that ordering on the ﬁrst symbol of a name is lexicographic. In
the statement of the lemma n1 > n2 is potentially ambiguous, in that the ni
can be regarded as integers (as in the statement of the lemma) or as
sequences. However, the lemma shows that the two interpretations are
equivalent.
Lemma 8.2. Suppose that ai ¼ nibi for i ¼ 1; 2 and Qa1 and Qa2 exist for
a common value of l: If n1 > n2 then a1 > a2:
Proof. For any Qa and any y0 such that the initial section of the
trajectory Qa is monotone increasing in y until it reaches y0; we shall denote
by z0ðl; aÞ the value of y0 when y ﬁrst reaches y0: It is easy to see that
z0ðl; a1Þ > z0ðl; a2Þ is equivalent to a1 > a2 and hence does not depend on the
values of y0 and l: Consider ﬁrst the case when neither a1 nor a2 contains a
symbol greater than n1: We can write a2 ¼ g2 or a2 ¼ g2n1d2 according as a2
does not or does contain the symbol n1; here g2 is non-empty and does not
contain the symbol n1; and Qg2 exists immediately to the right of g ¼ n1 even
in the second case, because otherwise we could not construct Qa2: As l
tends to n1 from above, with y0 ﬁxed, we have z0ðl; a1Þ ! 1 and
z0ðl; a2Þ ! z0ðn1; g2Þ51: Thus z0ðl; a1Þ > z0ðl; a2Þ for l near enough to n1;
whence a1 > a2:
We now proceed by induction on ‘ða1Þ þ ‘ða2Þ: Let n be the largest symbol
which occurs in a1 or a2; in view of the previous paragraph we can assume
n > n1: We can write ai ¼ gindi or ai ¼ gi for i ¼ 1; 2; where gi does not
contain the symbol n; we are in the ﬁrst case for at least one ai: As in the
previous paragraph, both Qgi exist immediately to the right of l ¼ n and
z0ðl; aiÞ ! z0ðn; giÞ as l tends to n from above. But z0ðn; g1Þ > z0ðn; g2Þ by the
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hence a1 > a2: ]
Lemma 8.3. Suppose that a1 > a2 and that all the symbols in a1; a2 are
strictly less than n: Suppose also that the initial symbols of b1;b2 are both at
least n: Then
a1b1 > a2b2; a1b1 > a2; a1 > a2b2 ð54Þ
provided in each case that the two Q-orbits involved exist for the same value
of l:
Proof. Let n1 be the largest symbol which occurs in either name so that
n15n: We argue by induction on n1; and to ﬁx ideas we consider the ﬁrst
assertion in (54). If n1 appears in b1 write b1 ¼ g1n1d1 where g1; d1 may be
empty and all the symbols in g1 are less than n1; if n1 does not appear in b1
write g1 ¼ b1: Derive g2 from b2 similarly. As l tends to n1 from above, we
have
z0ðl; a1b1Þ ! z0ðn1; a1g1Þ; z0ðl; a2b2Þ ! z0ðn1; a2g2Þ:
But we have z0ðn1; a1g1Þ > z0ðn1; a2g2Þ because for n1 > n the induction
hypothesis implies a1g1 > a2g2; and if n1 ¼ n then g1 and g2 are empty and
a1 > a2 by hypothesis. ]
These two lemmas are enough to get us started. Q1 is the only orbit
with oY ¼ 1; and it is never destroyed. So pairs of annihilating orbits
Qa and Qan must always lie on the same side of Q1; for by Lemma 8.1
(iv) no pitchfork bifurcation can happen on Q1: Also, Q2 lies above Q1
and Q11 by Lemma 8.2. Q2 and Q11 are the only orbits with oY ðaÞ ¼ 2;
oP ðaÞ ¼ 1 so they must annihilate each other in a saddle-node bifurcation,
and so must be on the same side of Q1: So the order of these three orbits
is 2 > 11 > 1:
For the Q-orbits with oP ¼ 1 and oY ¼ n; n53; it is easy to establish the
annihilation pattern as there are only 4 of them. These are the symmetric
ones Qn and Q1ðn 2Þ1 and the unsymmetric ones Q1ðn 1Þ and Qðn 1Þ1;
all of which are certainly created. By Lemma 8.1(ii) the ﬁrst pair must
annihilate each other (in a saddle-node bifurcation), and hence so must the
second pair (either in a saddle-node bifurcation or in a pitchfork bifurcation
on one or other of the symmetic orbits). We claim that
n > ðn 1Þ1 > 1ðn 2Þ1 > 1ðn 1Þ > 1; ð55Þ
hence by Lemma 8.1(v), Qðn 1Þ1 and Q1ðn 1Þ must have a pitch-
fork bifurcation on Q1ðn 2Þ1: For the ﬁrst two inequalitites follow
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previous paragraph, ðn 1Þ1 > 1 and fðn 1Þ1gn ¼ 1ðn 1Þ together imply
1ðn 1Þ > 1:
We may similarly deduce the order of orbits in two consecutive
quadruples of this kind. This allows us, by induction, to order all the
orbits with oP ¼ 1:
Lemma 8.4. If n > 2 the orbits with oP ¼ 1 and oY ¼ n or oY ¼ nþ 1 are
ordered as follows:
ðnþ 1Þ > n1 > n > ðn 1Þ1 > 1ðn 2Þ1
> 1ðn 1Þ > 1ðn 1Þ1 > 1n > 1: ð56Þ
Proof. We know from (55) that each of the two quadruples is ordered
within itself as shown in (56). But then the two sets of pitchfork bifurcations
must be nested as shown, or they are impossible. ]
Using a different technique we can show
Lemma 8.5. Suppose that a1 > a2 > 1 and that each sequence contains no
symbol greater than n: Then
n5na15na2: ð57Þ
Proof. This results follows from the geometry of the stable and
unstable manifolds of Yþ for l a little larger than n: This was established
in [12] in the course of proving the main theorem there, and the situation is
illustrated in Fig. 3. It shows the intersection of pieces of the stable and
unstable manifold of Yþ with a plane y ¼ M for some M chosen large
enough that Qa1;Qa2 and Q1 intersect the plane on the unstable manifold
of Yþ close to Yþ: By next choosing l near enough to n we ensure that the
orbit Qn intersects the plane three times, with the last intersection occurring
for increasing y close to Yþ as shown in the ﬁgure. But all these orbits are
on both the stable and unstable manifolds of Yþ; so there are additional
pieces of the stable and unstable manifolds as illustrated. It was established
in [12] that these intersect transversally as shown, on additional Q-orbits
na1; na2 and n1 (which is essentially how we showed that these orbits are
created). But this shows there is a piece of the unstable manifold of Yþ on
which the sequence n; na1; a2n1 is monotonic. The lemma now follows
because n1 > n by (56). ]
It follows that nn > n for all n except perhaps n ¼ 1; and we have already
proved that 11 > 1: Now Lemma 8.5 shows that n2 > n3 > n: Repeated
FIG. 3. Schematic section with y large and negative and l just larger than n: The ﬁgure
illustrates the proof of Lemma 8.5. Each Q-orbit is on both the stable and unstable manifold of
Yþ; so there are intersections of pieces of these manifolds with the section as shown. The fact
that these pieces intersect transversally on compound Q-orbits as shown is established in [12].
The orientation of Qn is determined (see Lemma 8.7) because it follows from Lemma 8.4 that
n1 > n; which implies that Qn1 is closer than Qn to Yþ on its unstable manifold, which
establishes that the direction on the piece of unstable manifold through Qn is as shown in the
ﬁgure.
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n5n35n55   5n45n2 ð58Þ
inductively.
Using the lemmas above it is possible to determine the order of the 15 Q-
orbits with oY44 which exist if we assume that there are no annihilating
bifurcations in l54: This is shown in Fig. 4, with the orbits listed for both
y !	1; the information in this diagram can also be shown more
compactly as in Fig. 5.
The lemmas above do not appear, by themselves, sufﬁcient to complete
the proof, even in the absence of pitchfork bifurcations, that the alternating
lexicographic order is the correct one. For example, we can ﬁnd nothing in
them to choose between two slightly different orders for orbits with oY45;
one containing the sequence 2 > 23 > 113 > 11 and the other the sequence
23 > 2 > 11 > 113: The second of these is compatible with the alternating
FIG. 4. Annihilations for oY44: Orbit Q1 is not annihilated. Orbits Q2 and Q11 annihilate
in a saddle-node bifurcation. The remaining 12 orbits annihilate in three quadruples each
involving a pitchfork bifurcation and a symmetric saddle-node bifurcation. The annihilation
scheme is consistent with the order on both manifolds.
FIG. 5. The annihilations for oY44 shown in more compact way. The orbit Q1 is not
shown. The order on the unstable manifold as y ! 1 can be read down the left-hand column
and back up the right-hand column. Horizontal lines represent saddle-node bifurcations, and
crossed diagonals represent the destruction of a quadruple in a symmetric pitchfork and saddle-
node bifurcation. For these few orbits the order in which the bifurcations must occur can be
read up from the bottom to the top of the diagram.
THE FALKNER-SKAN EQUATION 43lexicographic order, and the ﬁrst is not. To complete the proof, we require
the following lemma.
Lemma 8.6. Let a be a non-empty sequence such that Qa exists at l ¼ n;
and let b1;b2 be sequences such that Qb1;Qb2 exist immediately to the right of
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an > anb1 > anb2 > a if ‘ðaÞ is odd ;
an5anb15anb25a if ‘ðaÞ is even:
Proof. Using the same technique as in the proof of Lemma 8.5 on a
section with y large and positive, it is straightforward to show that the
sequence an; anb1; anb2; a is monotonic, but we need a new idea to decide if
it is increasing or decreasing.
We will assign an orientation to each Q-orbit as follows. Let Qa be any
Q-orbit other than Yþ: As y ! 1; Qa tends to Yþ; so when y is large and
negative they have the same unstable manifold. (We cannot extend this
statement to arbitrary y; because as y increases parts of the unstable
manifold between Qa and Yþ tend to inﬁnity; so the unstable manifolds of
Qa and Yþ become disconnected from each other.) We ﬁx an orientation on
this manifold to correspond to the local variables y and y0; so that as one
follows Qa with increasing x (time) Yþ will be on one’s left, and the positive
direction on the unstable manifold is away from Yþ: If we conﬁne ourselves
to a small local strip of the unstable manifold of Qa and let x increase, we
retain an orientation; so we can talk about the orientation of the unstable
manifold of Qa when y is large and positive. Moreover, this orientation
varies continuously with l:
We can in exactly the same way deﬁne an orientation on the stable
manifold of Qa for y large and positive, and can extend it to a small strip of
the stable manifold of Qa throughout its length. We choose this orientation
to be derived from the previous one by means of the time-reversing
symmetry; thus, as one follows the last part of Qa with x increasing, Yþ will
be on one’s right, and the positive direction on the stable manifold is toward
Yþ: All this allows us to ascribe an orientation to Qa: For let P be a
manifold of section for Qa;meeting Qa in a point P (where y is increasing on
Qa at P ) and the stable and unstable manifolds in curves through P which
we can call Cu and Cs; respectively. We know that Cu and Cs do not again
come arbitrarily close to P ; the simplest reason for this is that they are real
analytic. The orientations which we have deﬁned on the unstable and stable
manifolds imply directions on Cu and Cs; we shall say that the orientation
pðQaÞ of Qa is 1 or 1 according as the rotation about P in P; which goes
from the outward branch of Cu to the outward branch of Cs; is clockwise or
anticlockwise (as seen when approaching P along Qa with increasing x). To
complete the proof of Lemma 8.6 it is enough to prove the following result;
for we can then exploit the orientation to obtain the ordering of an and a: ]
Lemma 8.7. If a ¼ a1 . . . ar then pðQaÞ ¼ Pri¼1pðQaiÞ: Furthermore, for
each n; pðQnÞ ¼ 1: Thus pðQaÞ ¼ ð1Þ‘ðaÞ:
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two. For the ﬁrst, we need to show that p is multiplicative under the gluing
process that creates orbits from inﬁnity. A typical case is illustrated in Fig. 6
which shows intersections of orbits Qb and Qn with a section on which y is
large and positive, for l a little larger than n: Pieces of the stable and
unstable manifolds of Yþ are shown, intersecting transversely (cf. the proof
of Lemma 8.5) at a point where the orbit Qbn intersects the section. As
explained in the caption, the orientation of Qbn is the product of the
orientations of the other two orbits; the particular case illustrated is the one
where Qn has orientation 1; and Qb has orientation þ1: The orientation in
other cases, and that of more complicated orbits created by gluing, can be
established in a similar way.
The second statement can, in principle, be extracted from the calculation
in Section I.7 of [12], the crucial fact presumably being that the determinant
of the 4 4 matrix on page 385 of [12] is negative. But it is far easier to look
again at the proof of Lemma 8.5 and note that the order reversal established
there is equivalent to pðQnÞ ¼ 1 (see Fig. 3). ]
Once annihilating pitchfork bifurcations begin to occur, we have to face a
question which may appear at ﬁrst sight purely philosophical. That is: whatFIG. 6. Schematic section with y large and positive for l just larger than n; illustrating the
proof of Lemma 8.7. Segments marked with a single (respectively double) arrow show the
intersection of part of the unstable (respectively stable) manifold of Yþ with the section. The
arrows show the directions on Cu and Cs on these segments. In this ﬁgure Qn is shown with
orientation 1; Qb with orientation þ1; and so Qbn has orientation 1:
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bifurcation, and only one leaves. The natural choice would appear to be that
the surviving orbit, which is symmetric, has the name of the symmetric orbit
that entered the bifurcation. However, if we take the point of view that the
symmetric system is the limit of a family of unsymmetric systems, then in the
unsymmetric systems we would have only a saddle-node bifurcation. For
example, if the symmetry is disturbed there will be a saddle-node bifurcation
between Q111 and either Q21 or Q12; and the surviving orbit would be Q12
or Q21; respectively. In this point of view, in the symmetric case the
surviving orbit should have the name Q12 or Q21; or since we do not know
which, it should possibly have both names! This is an important question,
since (provided it survives past another integer value of l) the surviving
orbit is involved in more orbit creating bifurcations from inﬁnity, and the
name of the surviving orbit will determine, under our conventions, the
names of these orbits and more importantly their ordering.
In fact the second convention is the more convenient, for it allows us to
retain the alternating lexicographic order rule, which has a particular
elegance and simplicity. If we insisted instead on the ﬁrst convention, we
would need to make subtle and difﬁcult-to-formalize amendments to the
ordering rule. We ﬁrst illustrate this combinatorially.
We assume both that the ordering rule is indeed alternating lexicographic,
and that orbits surviving a pitchfork bifurcation have the symmetric name,
and derive a contradiction. For n > 2 we write a1 ¼ n and a2 ¼ n1 so that
an1 ¼ 1ðn 2Þ1 and a
n
2 ¼ 1n: The sequences between a1 and a2 are those
of the form n . . . ; and those between an1 and a
n
2 are those of the form
1ðn 1Þ . . . : It follows from Lemma 8.1 that if a is of the form n . . . or
1ðn 1Þ . . . and is not one of n; n1; 1ðn 1Þ or 1ðn 1Þ1; then the same is
true of an; for anything else would involve an unallowable pitchfork
bifurcation. Now choose n1 so that n15Lð21Þ4n1 þ 15Lð3Þ; such an n1
exists since numerical investigation shows that Lð21Þ  453 and Lð3Þ 
538: If a is any one of the sequences 3n11; 3ðn1 þ 1Þ and 12n11 then Qa exists;
applying the result earlier in this paragraph to a with n ¼ 3 and to a0 with
n ¼ n1 þ 1 and using Lemma 8.1(iii), we see that an is also one of these
sequences because Q12ðn1 þ 1Þ does not exist. Since we are considering an
odd number of sequences, this is absurd. Again, if n2 satisﬁes Lð21Þ5n25
Lð3Þ4n2 þ 1 then by a similar argument Q3n21 exists and there is no Q-orbit
which could annihilate it.
The difﬁculty arises because a pitchfork bifurcation has an orientation-
reversing effect. The orientations of the symmetric orbits on either side of
the bifurcation are opposite, as the assiduous reader may check on diagrams
in the style of Fig. 6.
We are now in a position to describe the ordering on Q-orbits
completely.
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of a pitchfork bifurcation, then the Alternating Lexicographic Order Rule
holds.
Proof. By means of an inﬁnitesimal unsymmetric perturbation of our
equation, we can assume that there are no pitchfork bifurcations. Now the
theorem follows from Lemmas 8.3 and 8.6. ]
We can now ask whether the bifurcation sequence is completely
determined by Theorem 8.1. It appears to us that it is not, even in the
absence of the effects of pitchfork bifurcations. For simplicity, let us assume
that no Q-orbits are destroyed until l > 8: There are 126 Q-orbits with
15oY58; and there is only one map a/an on these orbits which is
compatible with Lemma 8.1 and the proven order. The map on the 62 Q-
orbits with 15oY57 is shown, for the alternating lexicographic order, in
Fig. 7. This map agrees with the annihilation scheme exhibited in the next
section.
In contrast, Lemma 8.1 does not give a unique pairing on the Q-orbits
with oY ¼ 8 and oP ¼ 2: The relevant part of the pairing map is shown in
Fig. 8. The approximate rule in the next section would produce pairings
ð3113; 121121Þ; ð323; 12221Þ;
ð31121; 12113Þ; ð3221; 1223Þ;
here the bifurcations in the second row would be pitchfork bifurcations on
Q33113 and 12221, respectively, as illustrated at top right in Fig. 8. But we
can see nothing which would prevent the pairings
ð3113; 323Þ; ð121121; 12221Þ
with either ð31121; 12113Þ; ð3221; 1223Þ (as in the middle right, Fig. 8) or
ð31121; 3221Þ; ð12113; 1223Þ (as in the bottom right, Fig. 8). In the former
case there are two successive pitchfork bifurcations on the same symmetric
orbit.
Thus our rules are either incomplete, or there is a genuine possibility for
changes in the bifurcation scheme as c varies in Eq. (2). The reader will
observe that we can pass from the ﬁrst to the second of the three possibilities
through the intervention of a codimension 2 bifurcation, and similarly from
the second to the third. Of course, these changes will have to be
accompanied by an inﬁnity of changes in the annihilation pattern for orbits
with larger oY ; but we have been unable to detect any impossibility in this,
and it seems likely that this is what occurs.
FIG. 7. The annihilation scheme for oY46 shown in the same compact form as used in Fig.
5. This is the only scheme compatible with our results. The orbits appear (down the left column
and up the right column) in the order in which they appear on the unstable manifold of Yþ as
y ! 1: Horizontal lines and crossed diagonals have the same meaning as in Fig. 5 and the
bifurcations lower in the ﬁgure must occur ﬁrst as l increases. Note that saddle-node
bifurcations between non-symmetric orbits which are adjacent in this list (such as Q411 and
Q42) must occur at the same parameter value as the bifurcation involving their symmetric
images (Q114 and Q24), and so, for example, this bifurcation must occur before the saddle-node
bifurcation between Q1311 and Q132: The reader may easily check that this scheme is also
compatible with the order on the stable manifold as y ! þ1:
SPARROW AND SWINNERTON-DYER48
FIG. 8. The left-hand side ﬁgure shows part of the annihilation scheme for orbits with
oY48: As far as we can see, the eight orbits unaccounted for in this diagram can annihilate each
other in the three different ways illustrated on the right and described in the text, all of which are
compatible with the results of this section.
FIG. 9. Schematic section through the ﬂow with y large and negative, to illustrate the proof
of Lemma 8.8. The orbits Qa and Qan are close to a saddle-node bifurcation, and so are close
together on both the stable and unstable manifolds of Yþ: The curved line shows a part of the
intersection, Cs; of the stable manifold of Yþ with the section, and one of two possibilities for the
direction on this curve. The two orbits Qa and Qan have opposite orientation.
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compatible with the following lemma.
Lemma 8.8.
ðiÞ If Qa; Qan annihilate each other in a saddle-node bifurcation, then one
of ‘ðaÞ and ‘ðanÞ is even and the other is odd.
ðiiÞ If Qa1; Qan1 are annihilated in a pitchfork bifurcation on Qa2; then one
of ‘ða1Þ; ‘ða2Þ is even and the other odd.
Proof. The ﬁrst part follows from Lemma 8.7 because the two orbits
involved in a saddle-node bifurcation must have opposite orientation; see
Fig. 9. It is still meaningful, and true, in the unsymmetric case. Part (ii)
reduces to (i) if we perturb the pitchfork bifurcation to a saddle-node
bifurcation, and since our naming conventions are unaffected by small non-
symmetric perturbations, this completes the proof. ]
9. A COMBINATORIALLY POSSIBLE ANNIHILATION SCHEME
In this section, we ﬁrst deﬁne exactly what we mean by a consistent
combinatorial annihilation scheme. We then show that at least one such
scheme, consistent with the alternating lexicographic order, exists.
Numerical evidence shows that the exhibited scheme is not the one that
occurs in (1), but its existence shows that there is no inherent combinatorial
contradiction in our various hypotheses and results.
Let S be any set of sequences, and assume for simplicity that if a is in S
so is a0: A logically consistent annihilation scheme for S consists of
specifying for each a in S except a ¼ 1 a sequence an in S and a positive
real number LðaÞ greater than any symbol in either of the sequences a and
an; these must be chosen to satisfy Lemma 8.1. To make the scheme
complete, we must add the further condition thatS contains every sequence
predicted by the machinery of Theorem 2.1 so that all Qa for which LðaÞ > n
are available for the creation of new orbits from inﬁnity at l ¼ n:
The natural way to construct a logically consistent annihilation scheme
for a given set S is ﬁrst to choose a pairing a/an satisfying those parts of
Lemma 8.1 which do not involve L-values, then to construct a satisfactory
ordering of the LðaÞ; and ﬁnally to assign values to the LðaÞ: We start by
considering the second step in this process.
Let S be a set of sequences with a pairing P : a/an satisfying the
relevant parts of Lemma 8.1. If a;b are in S; then we shall write a . b to
denote that one of the intervals ða; anÞ and ða0; a0nÞ strictly contains one of the
intervals ðb;bnÞ and ðb0;b0nÞ: Note that in general this is not a partial
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LðaÞ > LðbÞ: We shall say that P contains a fundamental obstruction to
constructing an ordering of the LðaÞ if there is a cycle a1; a2; . . . ; an ¼ a1 such
that an . anþ1 whenever 14n5n:
Lemma 9.1. We can construct an ordering of LðaÞ for a in S which
satisfies Lemma 8.1 if and only if P does not contain a fundamental
obstruction.
Proof. ‘Only if’ is trivial, so we can assume that P does not contain a
fundamental obstruction. We start with the case when S is ﬁnite, and
proceed by induction on the order of S: We ﬁrst claim that there is an
element a of S such that there is no b with a. b: For otherwise we could
construct a sequence a1; a2; . . . of elements ofS such that an . anþ1; sinceS
is ﬁnite we would eventually have a repetition, and therefore a fundamental
obstruction. We can further assume that P contains no pitchfork
bifurcation of Qg;Qgn on Qa or Qan; for otherwise we could replace a by
g: (Recall that in this case a; an are symmetric and gn ¼ g0; by the
codimension 1 hypothesis; so g. b if and only if a. b: The purpose of this
step is to take care of Lemma 8.1(iv).) Now let S be obtained from S by
deleting a; a0; an and a0n: By the induction hypothesis we can construct a
satisfactory ordering of the L-values for S; we can extend it to S by
taking LðaÞ to be less than any of the other L-values.
Now suppose that S is inﬁnite. Since S is a subset of the set of all
ﬁnite sequences of positive integers, it is countable; so we can write it
as a union of an increasing sequence of ﬁnite sets Sn: For r5s; any
satisfactory ordering of the L-values in Ss induces a satisfactory ordering
of the L-values on Sr by restriction. Since there are only ﬁnitely
many orderings on S1; there is at least one which is a restriction of a
satisfactory ordering on Ss for some arbitrarily large s}and hence a
restriction of a satisfactory ordering on Sr for every r > 1: Now apply
the same argument to the orderings on S2 which extend the chosen
ordering on S1; and so on. Eventually, we obtain a compatible system of
satisfactory orderings on all the Sn; and this system induces a satisfactory
ordering on S: ]
Our next task is to exhibit a satisfactory pairing on the set of all ﬁnite
sequences of positive integers. We have already remarked that there is only
one possible pairing for the sequences with oY47; and it is not hard to show
that there is also only one possible pairing for the sequences with oP42:
Naturally, our pairing will be compatible with these results.
We recall the convention that m and any mi stand for integers greater
than 1. The two Q-orbits with oP ¼ 0 are Yþ and Q1; which are outside any
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orbits with oP ¼ 1: A symmetric sequence with oP > 1 must have the form
of one of the ﬁrst two sequences in the quadruplet
mbm; 1ðm 1Þbðm 1Þ1; mbðm 1Þ1; 1ðm 1Þbm; ð59Þ
where b is symmetric and may be empty. We pair the ﬁrst two sequences in
(59), and also the last two. We have
mbm > mbðm 1Þ1 > 1ðm 1Þbðm 1Þ1 > 1ðm 1Þbm ð60Þ
if b contains an odd number of symbols, and
mbðm 1Þ1 > mbm > 1ðm 1Þbm > 1ðm 1Þbðm 1Þ1
if b contains an even number of symbols; in either case mbðm 1Þ1 and
1ðm 1Þbm annihilate each other in a pitchfork bifurcation according to this
scheme.
Any other sequence a belongs to a quadruplet of the form
m1bm2; m1bðm2  1Þ1; 1ðm1  1Þbm2; 1ðm1  1Þbðm2  1Þ1; ð61Þ
where either m1=m2 or b is not symmetric. It is easy to check that one of a
and a0; but not both, satisﬁes the additional condition
either m2 > m1 or m2 ¼ m1 and b > b
0; ð62Þ
this is equivalent to ðm1bm2Þ
0 > m1bm2: If (62) holds we pair the ﬁrst and
third sequences (61), and also the second and fourth. Since a0n ¼ a0n; this
means that if (62) does not hold then we pair the ﬁrst and second sequences,
and also the third and fourth.
Lemma 9.2. The pairing just described satisfies those parts of Lemma 8.1
which do not involve L-values, and it does not contain a fundamental
obstruction.
Proof. It will be convenient to say that two sequences are consecutive if
they have the forms bm and bðm 1Þ1 for some b;m; the reason for this
terminology is that if two sequences are consecutive, then there is no
sequence lying between them. Clearly, any sequence other than 1 or the
empty sequence has just one sequence consecutive to it, which is the one
obtained by changing a ﬁnal m to ðm 1Þ1 or vice versa; a and an are of one
of the three following kinds:
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and a; an are consecutive;
(b) a is contained in a quadruplet (61) for which (62) holds, and a; an
have the form mg and 1ðm 1Þg in some order;
(c) a is contained in a quadruplet (59), and one of a; an has the form mg
and the other is the sequence consecutive to 1ðm 1Þg:
By the ordering rule
m1g1 > m2g2 implies 1ðm1  1Þg151ðm2  1Þg2: ð63Þ
The case of Lemma 8.1(v) can only occur when a1 is as in (c) above and a2 is
consecutive to a1; hence pitchfork bifurcations only occur in our pairing in
the cases that have already been pointed out, and Lemma 8.1(iv) holds.
Again, in case (b) it follows from (62) that a0 and a0n do not lie between a
and an; and similarly in case (a) a and an do not lie between a0 and a0n1 ; this
proves (vii). Given this, the only way in which (vi) could fail would be if
ða02; a
0n
2 Þ contained ða
0
1; a
n
1Þ: This would imply that a2; a
n
2 are consecutive, as
are a01; a
0n
1 : Without loss of generality, we can assume that ða
0
2; a
0n
2 Þ contains
ða1; an1Þ; hence it also contains ða2; a
n
2Þ; which contradicts (vii). Finally, if a; a
n
are not consecutive then the pairing rule shows that 11 and 2 lie between
them. Hence if neither a1; an1 nor a2; a
n
2 are consecutive and we are not in a
situation like that of (v) then one of the intervals ða1; an1Þ and ða2; a
n
2Þ
contains the other. It follows that for this particular pairing a. b and b. g
together imply a. g; hence there cannot be a fundamental obstruction
because such an obstruction would imply a. a for each member of it, which
is absurd. ]
Using Lemma 8.1(iv) we can deduce from this last argument that the
ordering of the L-values associated with our pairing is unique. Unfortu-
nately, as soon as we ascribe L-values some of our sequences cease to
correspond to Q-orbits. That causes no problems if both the sequences in
a pair become virtual, where we call a sequence virtual if the corresponding
Q-orbit cannot be created; but if just one of them becomes virtual, we have
to adjust the pairing. We would have liked to conclude this paper by
exhibiting an acceptable modiﬁcation of the pairing and ordering above, to
cope with the situation in which a virtual sequence is paired with a non-
virtual sequence. The only way in which this can happen is when the virtual
sequence has the form a ¼ b1ng where a
n ¼ b2ng is not consecutive to a but
bn1 is consecutive to b1 and Lðb2Þ > n5Lðb1Þ}or of course the transpose of
this situation. We have been unable to formulate a systematic modiﬁcation
of the original pairing which copes with this situation, and we do not expect
any such modiﬁcation to be straightforward. We can however prove
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do this, all we have to do is to rule out the possibility above and we can do
this by imposing on the L-values the additional condition that if a1 and a2
belong to the same quadruplet (61) then there is an integer n ¼ nða1; a2Þ such
that both Lða1Þ and Lða2Þ lie between n and nþ 1: It is easy to check that
there is no g such that a1 . g. a2; so such an assignation is legitimate. And
this condition ensures that if a is virtual so is an; and therefore removing
both a and an from S cannot cause any difﬁculties.
10. CONCLUSION
It is natural to ask to what extent the properties we have established will
hold for a wider class of equations, perhaps even deﬁned axiomatically, and
to what extent our proofs of them can be generalized. We regard the major
properties as being the creation of P - and Q-orbits by bifurcation from
inﬁnity at a discrete set of values of the parameter l; their construction by
gluing from simpler orbits, the fact that each of them other than P1; Q1 and
Yþ is eventually annihilated, and the ordering properties of Q-orbits on the
stable and unstable manifolds of Yþ: A generalization might take something
like the crude estimates of [12] as axiomatic. The proof that bifurcations
from inﬁnity only happen at discrete values of the parameter depends on a
detailed study of the behaviour of Weber’s equation [12, pp. 364–369], and
this can certainly be generalized. For the validity of the gluing process (by
which we deduce the existence of many new orbits once we have proved the
existence of Qn), we only need to study admissible trajectories when jyj is
large, or y0 is close to 	1; generalization would probably clarify the
somewhat turgid arguments of the last two sections of [12] in the direction of
more familiar arguments about hyperbolicity and transverse intersection of
manifolds. The alternating lexicographic order rule proved in Section 4 is a
very general property, which is no harder to prove in a wider context; indeed
its proof does not make use of the exact shape of (1). But though there is a
very simple idea underlying the proof that every P - or Q-orbit other than P1;
Q1 and Yþ is eventually annihilated, the present proof relies on detailed
calculations of a very speciﬁc nature, tied to the exact form of (1).
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