United States based companies have invested more heavily in cloud services than companies in other nations. Despite numerous benefits claimed by cloud service providers, many organisations are still uncertain about the implementation of cloud computing. The aim of this study is to gain a better understanding of the factors that are important to the usage adoption decision of this information technology delivery model and the implications for organisations in the United States. Decision makers were surveyed to discover which attributes were important in their determination of cloud computing utilisation. Using a sample of executives from manufacturing and service sectors in the United States, multiple factors contributing to the recent growth in cloud computing have been identified using a factor analysis. Four factors emerged from the data analysis include extrinsic motivation, intrinsic motivation, perceived risks, and resource constraint.
I. INTRODUCTION
International Data Corporation (IDC) has predicted that total annual spending on public cloud services and infrastructure will grow 23.8 percent in 2019 to reach $210 billion based on their study of 20 industries across 49 countries [1] . Further, the United States has been forecasted to be the largest spender in 2019, expected to reach $124.6 billion [2] . Relatively speaking, cloud computing was ranked as the fourth largest information technology (IT) investment for organisations [1] . The 2016 SIM IT issues and trends study also showed that cloud computing was ranked third in the "get-more-investment" and fifth in the "most-worrisome" lists [3] . These rankings reflect not only the potential of cloud computing to affect the IT delivery practices but the need to obtain a better understanding of drivers influencing the adoption and usage of cloud services in organisations.
Cloud computing has emerged as an alternative technologydelivery model that has altered the rules around technology acquisition, deployment, and support [4] . Unlike the traditional organisational governance model utilised for buying/installing or leasing software and/or hardware, cloud computing calls for a different governance model that requires a core competency in vendor and service-level agreement management. Further, many executives predicted that because of cloud computing potential to free businesses from corporate IT (such as building and maintaining huge server farms) the cloud could be an engine for small businesses and job creation [5] .
Given the challenges associated with fulfilling the potential organisational benefits of cloud computing, this study addresses the following research question: "What factors do decision makers use when deciding whether or not they should move an IT operation to the cloud?" To address this question, a review of related literature is used to develop a set of survey questions to measure possible contributors to cloud computing adoption. Next, data collection and data analysis are performed; results obtained are explained. The paper concludes with practical implications and suggestions for future research.
II. LITERATURE REVIEW
This review seeks to examine previous research to identify possible drivers of cloud computing adoption. A brief overview of cloud computing is provided, followed by a discussion of numerous previously identified benefits as well as obstacles that could influence decision makers in choosing whether to migrate toward cloud solutions.
A. An Overview of Cloud Computing
Cloud computing is a model of using a networked IT environment and/or the Internet to provide IT services to a client location [6] . More specifically, the definition from the National Institute of Standards and Technology (NIST) considers cloud computing to be a three-part model of service provisioning composed of essential characteristics, service models, and deployment models. A brief summary is provided here (see [7] for a detailed explanation).
Essentially, cloud computing consists of five characteristics: on-demand self-service, broad network access, resource pooling, rapid elasticity, and measured service. Among the three models to provide cloud services, software as a service (SaaS) is expected to be the largest public cloud spending category in 2019which is comprised of applications and system infrastructure softwarefollowed by infrastructure as a service (IaaS)which is comprised of servers and storage devicesand platform as a service (PaaS),which is comprised of data management software application platforms, integration and orchestration middleware, and data access, analysis and delivery applications [2] . Finally, organisations can utilise the following four models to deploy a cloud computing infrastructure: private, public, community, and hybrid cloud [8] . These models reflect the nature of ownership regarding service infrastructure and access authority, i.e., whether it is owned by a private organisation, a cloud service provider (CSP), or a restricted community. [9] , [10] revealed several benefits that favour a transition to cloud computing. The most cited benefit is cost advantages, including (1) cost reduction due to reduced investment in hardware and information and communications technology (ICT) staffing [11] , [12] , [13] , [14] , [15] ; (2) low cost of implementation and management [16] and (3) the ability to predict cost and outcome [17] due to the fact that companies are able to estimate the costs, requirements, and functionality before committing to an established cloud solution.
Second, cloud services help to improve business focus by keeping a leaner business model. Specifically, cloud computing frees up employees from maintenance and non-core activities; thus, they could focus on core skills and competencies [4] , [18] , [19] , [20] , [21] .
Third, the "pay-as-you-use" cloud services transform a large amount of fixed costs into variable costs [22] . In other words, organisations can convert capital expenditures (CAPEX) to operating expenses (OPEX) and pay-per-use basis [23] , [24] , [20] , [21] , [25] , increasing their operational flexibility.
Fourth, a cloud environment also allows easy change in IT solution whenever there are changes in the business environment. The increased agility/adaptability [23] , [26] , [27] , [28] , [29] , [30] , [25] and flexibility/scalability [11] , [12] , [13] , [14] further create an illusion of availability of infinite resources in the users' mind [18] , [23] , [26] , [31] , [32] , [21] , [33] while creating a greener computing environment [25] . This flexibility also improves business continuity, mobility, and productivity [34] .
Fifth, broad network access nurtures a growing generation of teleworkers and project teams across geographic locations, allowing increased interconnection and collaboration [35] , [36] , [20] .
Sixth, with on-demand services and streamlined systems/processes provided in the cloud environment, organisations have seen increased efficiency in their operations and stronger customer relationships [32] .
Seventh, to reduce training costs and improve user satisfaction, organisations demand an easy-to-use computing environment. Previous study [37] , [28] has shown a relatively high perceived ease of use among users of cloud services. For example, a simpler user interface is among major factors leading many commercial off-the-shelf (COTS) ERP systems in cloud environment to be usable with little or no training.
Eighth, the high backlog of projects dampened the performance of the IT department, causing management to replace in-house development with COTS/outsourcing/offshoring and now with cloud computing [38] . This shifting is considered necessary to organisational survival in an increasingly competitive environment. In fact, extant research demonstrated that through cloud computing, organisations are able to access advanced technology and skilled labour that could provide them with new capabilities through numerous value-added services [39] , [40] , [41] , which in turn further enhance their competitive advantage [42] , [43] , [44] .
Ninth, cloud computing is often a by-product of business process reengineering; it allows an organisation to immediately realise the benefit of accelerated reengineering by having a world-class outsider, i.e., the cloud computing vendor taking over the process [45] .
Tenth, the risk of adopting a new and advanced technology can be shared with the cloud service provider.
Eleventh, cloud services are available 24/7 with worldwide access to IT application developers; more importantly, high redundancies [27] provide developers with fast and easy resources for testing and development [29] . Easy access also increases mobility, allowing employees to obtain information at every moment from any location [12] , [14] .
Twelfth, because IT plays the role of a strategic necessity [46] , [47] , firms prefer to minimise spending on IT applications; this can be achieved in cloud environments where IT resources can be utilised at significantly lower costs. For example, numerous off-the-shelf/ERP solutions with minimum customisations are available in the cloud [26] .
Thirteenth, the standardisation of IT functions will lead to simplification and reduction of efforts by the management in handling the problematic and complex IT function [8] , [48] . Cloud users are able to concentrate on aspects of innovation without concerns on constant server updates and other computing issues. The ability to deploy new applications quickly shortens the time to market for IT application development [4] , [26] , [32] . It follows that cloud services allow organisations to cope with the rapid changes in business process as well as to shorten IT system life cycle.
Finally, as the technology behind cloud computing is approaching maturity and standards have been developed, the risk of adopting cloud services is significantly reduced.
C. An Inventory of Obstacles (Risks or Disadvantages) to Cloud Services Adoption
Being a new and growing technology-delivery model, cloud computing offers companies several benefits but exposes them to various kinds of risk in such an environment. Organisations that deploy cloud computing may be exposed to four categories of risk: organisational, operational, technical, and legal risks [49] . Organisational risks cover those related to potential changes in areas such as IT governance, compliances to individual regulations, in-house IT specialists, business continuity and resilience, and IS risk planning and management. Operational risks relate to those influencing daily business and IT operation such as service level agreement, financial issues, data and application movabilityinteroperability, system users, and service reliability. Technical risks are realised through the lack of IT expertise in companies that adopt cloud computing; potential issues include data quality and maintenance, system performance, system integration, and data security. Finally, legal risks pertain to data privacy, intellectual property, and contracts.
Although there are many kinds of risks involved when adopting a new technology, concerns about security, privacy, and availability seem to be critical for cloud computing [26] , [50] . In particular, previous research has extensively examined Information Technology and Management Science ________________________________________________________________________________________________ 2019/22 39 security issues [7] , [51] , [52] . Neumann [53] provided many real cases of risky exposure such as Dropbox's sharing services, and Amazon Web services. These incidents call for the need to consider several newly appeared security and privacy risks in cloud environment [23] , [26] , [11] , [7] , [29] . Juels and Oprea [30] , for instance, proposed an auditing framework to increase security as well as cloud-service operation visibility to enterprise adopters. Another framework [55] to assess risk was suggested based on two dimensions: the criticality of the business process being supported by the cloud computing solution, and the sensitivity of the data that will be stored in the cloud; the overall risk level should be equated with the highest risk realised for either dimension. By realising their risk exposure, companies could effectively manage and substantially reduce risks associated with cloud computing [56] .
III. METHODOLOGY
To explore the important attributes of cloud computing that may contribute to the adoption decision, an exploratory study was conducted in the United States using a sample of senior managerial IT professionals (directors, chief information officers, IT managers, etc.) from manufacturing and service sector firms who had some responsibility for making IT management decisions for U.S. based organisations. Survey administration followed the guidelines in [57] , [58] ; the sampling frame of a fee-based online panel offered by Qualtrics, a leading online survey research platform, was used. As indicated in [59] , such online panels were of lower cost, provided faster responses, and had the ability to obtain a targeted sample of people who were scarce in the general population.
Following [60] , the analysis was performed in three stages. First, based on the literature and expert feedback, we generated a pool of 29 items (or attributes) that decision makers perceive to be important for the adoption of cloud computing (see Table I ). In the second stage, we further ranked these items based on their average scores. Finally, we used exploratory factor analysis to classify different groups of measured items that contribute to the adoption decision.
A. Stage 1: Item Generation
A list of items found in the literature was generated for usage in the survey. To establish face validity (i.e., a subjective assessment of whether an item or question measures what it claims to measure), a three-step approach was used. First, a pool of measured items was initiated by the authors with expertise in the Management, MIS, and IT disciplines; a preliminary consensus was reached among them on the question-phrasings that evoked acceptable face-validity. Next, each judge independently again assessed the face validity of each item; these independent assessments were then compared with each other for inter-rater concordance and the questions were rephrased as required. Finally, four IT executives from different firms were asked to comment on the question phrasing and the time required to respond.
A Delphi-like technique was used to finalise the phrasing of measured items. The Delphi technique is designed to solve problems in domains that are not suitable for more structured models or in areas of limited research where a generally accepted standard does not exist [61] . In the Delphi method, experts are consulted across multiple rounds to anonymously answer the question under consideration. After each round, the results are presented and the experts perform the analysis again based on the new information gained. The process continues across multiple rounds until either consensus is achieved or no additional perspectives are obtained. For this study, the classification of the questions into variables was conducted using a panel of seven industry experts from various backgrounds using the above approach. The face validity of the twenty-nine items was established by revising questions until consensus was reached. 
B. Stage 2: Ranking of Measured Items Respondents' profile:
A web-based survey was conducted. IT professionals who had agreements with Qualtrics to participate in online surveys and polls in return for compensation were contacted via emails. An opt-out option was also provided to all subjects. Non-responses were minimised through only using close-ended questions. Participants were first asked to indicate the industry they were employed in; this information was used to ensure adequate representation of industry type. The target quotas consisted of 80 service sector responses (with 40 respondents in the Computer Software industry sector and 40 respondents in other service industry sectors) and 70 manufacturing sector responses. Once a quota was reached, Qualtrics deactivated the links given to participants in that sector. Respondents who began a survey before the link was deactivated were allowed to finish the survey. One hundred and forty-eight usable responses were received from the initial sample of 153, resulting in a 97 % response rate. Tables II and III show a fair representation of the intended population in the sample. Seventy-nine percent of the respondents were from IT departments, as intended. The remaining respondents were directly associated with the IT department. The senior level management was represented to a higher degree than mid-level managers were. In most of the respondents' organisations, the full-time IT employees were 100 or higher and having an IT department budget of more than $10 million.
Ranking of attributes: Responses to the questionnaire were analysed using the R programming language. Respondents ranked the contribution of each item to their overall decision from 1 (None) to 7 (Very High). The mean and standard deviation of each item was calculated. Since higher numbers are associated with a stronger preference; we ranked items based on means and counting occurrences of data. Table IV shows the mean and standard deviation of each item sorted in descending order of preference. Column 3 of Table IV shows a very high perceived importance for all items; in particular, the mean varies from 4.51 to 5.06. Surprisingly, the median of all items was 5. On the one hand, this result confirms the validity of stage 1 that these items were indeed considered contributors to the adoption decision; on the other hand, their low variability in terms of central tendency prevents us from focusing on a smaller set of items (say, the top 10 contributors). Interestingly, items describing benefits of cloud services tended to have higher rankings than obstacles. To some extent, this result confirms the recent growth of cloud computing adoption. Further examination of item description did not provide unambiguous groupings of closely ranked items. As a result, we focus more on the item correlation via exploratory factor analysis to better classify items.
In an effort to understand the distribution of the responses, the authors counted occurrences of data; items were ranked by a process that consisted of summarising the count of each importance response for each item. Responses of 5, 6, and 7 were considered to be favourable responses so the counts of those responses were summed at the item level for a favourability count. For items that were tied, the sum of the counts for items 7 and 6 was used as the next sorting item. If there were still ties, the count for item 7 was used to break the tie. At that point there were no more ties. The results are shown in descending order of preference and can be found in a bar chart, see Fig. 1 . The bar chart shows the cumulative percentage for each item's responses along the x-axis. The count for each response type is contained within the item's bar and is out of 128 total responses. 
C. Stage 3: Construct Validation
Exploratory factor analysis was used to classify the items into constructs (or factors) and to eliminate items with low factor loadings. This allowed us to explore new relationships among ranked items. A confirmatory factor analysis (CFA) was later conducted to evaluate the identified constructs; we used CFA for classification purposes only, not to extensively validate the scales for the construct or to develop a survey instrument [60] .
IV. RESULTS AND DISCUSSION
The number of factors was selected based on [62] . More specifically, using a principle component analysis extraction
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43 method with varimax rotation, we first considered the number of factors that would exceed sixty percent of variance explained and dropped items whose loadings were less than 0.6 [60] . The more factors were considered, the higher number of items was dropped, except the four-factor and five-factor models where the twelve dropped items were almost identical (only one item was different). With this outcome, we run subsequent factor analyses on the remaining items with both four-factor and fivefactor models. The five-factor model was abandoned because of the high cross-factor loadings and a single-item factor. Hence, we selected the four-factor model; the initial model accounted for 73.4 % of the total variation among items. Table V shows the factor loadings of 13 measured items. The four-factor model indicates that there are four main constructs that are most salient to executives considering cloud computing; the first two contain items that have higher rankings in Table I , while the last two consist of items with lower rankings. The first construct, named "Extrinsic Motivation," was measured using five items: "Simplifying overall IT environment and data centre or IT consolidation"; "Rapid change in business process cycle"; "Shrinkage in system life cycle"; "Access to world-class capabilities, including 24/7 services"; and "Maturity and standardisation of technology". These items reflect the fact that executives were more likely to move to cloud-based services when they believed that doing so would allow them to better cope with a rapidly changing business environment.
The second construct, named "Intrinsic Motivation," was measured by three items: "Saving energy and reducing carbon footprint (Greener IT)"; "Improving mobility, collaboration, and productivity"; and "Firms to become more flexible, dynamic, adaptable, agile, and having scalability". These items reflect that executives were more likely to move to cloud computing when they perceived that it would strengthen the company, assisting them to gain a competitive advantage in implementing their business strategy.
The third construct, named "Perceived Risks," was measured using three items: "Higher resistance from employeesjob losses, lower employee morale, potential for poor quality"; "Potential breach of security"; and "Risks during transition". This construct echoes many aspects of risks and the salience of security, privacy, and availability mentioned in our literature review. The organisational risks represent that executives are concerned about the risks that are presented by the dependence on IT. If they perceive that there is less risk associated with using cloud computing instead of their owned resources, they are more likely to switch to cloud-based systems. Finally, the fourth construct, named "Resource Constraint" was measured by two items: "Lack of internal resources"; and "Cost of failure." These items taken together would seem to indicate the degree to which executives saw cloud computing as an inexpensive and supplementary solution to acquiring and managing IT resources.
Finally, we used a confirmatory factor analysis (CFA) to validate the four factors contributing to cloud computing adoption/usage; we used the lavaan package in R to fit the model. The CFA supported the model overall. In particular, a value above 0.90 for the Comparative Fit Index (CFI = 0.935) and the Tucker-Lewis Index (TLI = 0.914) indicates that the model is a good fit [63] .
V. CONCLUSION
Technology has significantly changed how business is conducted. While technology governance in the 20th century mainly focused on standards and centralised management, the Information Technology and Management Science ________________________________________________________________________________________________ 2019/22 44 21st century has been experiencing a transition to federated and then to participatory governance models. As an alternative technology-delivery model, cloud computing has been evolving since the past decade to increasingly respond to cost cutting and business demand.
In addition to being a tool for streamlining internal operations, cloud computing has recently evolved to provide companies with a competitive advantage, i.e., operational flexibility. According to [64] , a company's real value relies on creating competency and the ability to continuously restructure its value chain, i.e., a network of competence [65] . Nowadays, the business environment constantly changes, making any core competences only temporary; thus, companies need to refine their core competences while modifying the existing pool of knowledge, skills, and resources. Increasingly critical and knowledge-intensive business components are outsourced and often developed in close cooperation with the vendor. This demands a flexible organisation, in which key value creating competences are kept in-house while procuring the rest of the value to outside specialists.
As with any research study, the present research has limitations that need to be discussed. First, there were several items on the questionnaire that were eliminated using an exploratory factor analysis. Although the literature was thoroughly reviewed and additional perspectives were obtained from IS academicians and managers, the description of these items should be improved to prevent ambiguity and high crossloadings. Second, the sample was obtained from the manufacturing sector (automobile, computer hardware, pharmaceutical, telecommunicationhardware, and other) and the service sector (banking, retail, hotels, computer software, construction, government, healthcare, insurance, technology, transportation, utilities, and other). Other types of organisations such as airlines manufacturing, railway, chemicals, airlines operations, etc. were not included in the sample. Hence, any inferences based on the results might be restricted to the companies listed in the directory.
There are several opportunities for future research from this study. First, further refinement of the measuring items is warranted; while the current survey items were able to help advance this exploratory research, the number of items that are cross-loaded is a concern. Last but not least, a longitudinal study (if possible) would improve the robustness of the result.
