Small ball properties and representation results by Mishura, Yuliya & Shevchenko, Georgiy
ar
X
iv
:1
50
8.
07
13
4v
1 
 [m
ath
.PR
]  
28
 A
ug
 20
15
Small ball properties and representation results
Yuliya Mishuraa, Georgiy Shevchenkoa,∗
aNational Taras Shevchenko University of Kyiv, Mechanics and Mathematics Faculty,
64 Volodymyrska, 01601 Kyiv, Ukraine
Abstract
We show that small ball estimates together with Ho¨lder continuity assump-
tion allow to obtain new representation results in models with long memory.
In order to apply these results, we establish small ball probability estimates
for Gaussian processes whose incremental variance admits two-sided esti-
mates and the incremental covariance preserves sign. As a result, we obtain
small ball estimates for integral transforms of Wiener processes and of frac-
tional Brownian motion with Volterra kernels.
Keywords: integral representation, generalized Lebesgue–Stieltjes integral,
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1. Introduction
One of the most important questions for financial modeling is the question
of replication, which loosely can be formulated as follows. Suppose that a
continuous time financial market model is driven by a stochastic process X =
{Xt, t ∈ [0, 1]} given on some stochastic basis (Ω,F ,F = (Ft)t∈[0,1],P) satis-
fying usual assumptions. A contingent claim, modeled by an F1-measurable
random variable ξ, is hedgeable, if it admits the representation
ξ =
∫ 1
0
ψtdXt, (1.1)
with some F-adapted (replicating) process ψ. In the case where X is a
Wiener process there are two main representation results. The famous Itoˆ
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representation theorem establishes (1.1) for centered square integrable ran-
dom variables ξ. Less known is a result of Dudley [3], who proved that every
random variable ξ has representation (1.1). There are also a lot of results
for martingales or semimartingales, we will not cite them, as this is not our
main concern here.
The case where X is not a semimartingale is less studied. The pioneering
results were established in [9] for fractional Brownian motion (fBm) BH with
Hurst index H > 1/2. The construction used in [9] relies on the Ho¨lder
continuity and a small ball estimates for BH . This fact was later used in
[14, 15] to extend the results of [9] to a larger class of integrands. In [14],
it is also shown that in the case where X = W + BH is a sum of a Wiener
process and an fBm with H > 1/2, any random variable has representation
(1.1). It is worth to mention also the article [13], where the existence of a
continuous integrand ψ is shown in the fBm case.
The main problem with the specific small ball property assumed in the
papers [14, 15] is that it is hard to verify. As it was mentioned in [7], an upper
bound in small ball probability gives lower estimates for metric entropy, which
are usually hard to obtain. On the other hand, the assumptions of [14, 15]
are not optimal for establishing representation results.
The goal of this paper is twofold. First, we investigate precise condi-
tions needed to obtain the representation results and compare them to the
small ball estimates. Second, we analyze carefully how to get an upper
bound for small ball probability for Gaussian processes with variation dis-
tance E|Xt−Xs|2 satisfying two-sided power bounds, possibly, with different
powers. These two steps allow us to establish the representation results for
a wide class of processes. This class includes some Gaussian processes X
having non-stationary increments, e.g. processes that can be represented as
the integrals of smooth Volterra kernels w.r.t. a Wiener process or fBm.
The paper is organized as follows. In Section 2, we prove representa-
tion theorems for Ho¨lder continuous processes satisfying small ball property.
In Section 3, we establish the small ball estimates for Gaussian processes
whose incremental variance satisfies two-sided power estimates and incre-
mental covariance preserves sign. In Section 4, we prove representation re-
sults for the Gaussian processes considered in Section 3, and give examples
of processes, for which the representation results are in place. The examples
include subfractional Brownian motion, bifractional Brownian motion, and
integral transforms of Wiener process and fractional Brownian motion with
Volterra kernels.
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2. Representation theorems for Ho¨lder continuous processes satis-
fying small ball estimates
This section is concerned with the representation results of the form (1.1).
Here we establish general results for processes satisfying Ho¨lder continuity
and small ball assumptions.
Consider an adapted process X satisfying the following assumptions,
where Cθ[0, 1] denotes the class of Ho¨lder continuous functions of order θ.
(H) Ho¨lder continuity: X ∈ Cθ[0, 1] a.s. for some θ > 1/2.
(S) Small ball estimate: there exist positive constants λ, µ,K1, K2 such
that for all ε > 0, ∆ > 0, s ∈ [0, 1−∆]
P
{
sup
s≤t≤s+∆
|Xt −Xs| ≤ K1ε
}
≤ exp {−K2ε−λ∆µ} . (2.1)
Remark 2.1. In [15], the author establishes existence of representation (1.1)
for a centered Gaussian process. The assumptions of [15] are close to be
a particular case of (H) and (S). Namely, the author assumes (S) with
λ = 1/H , µ = 1. Instead of (H), the incremental variance is assumed to
satisfy E(Xt − Xs)2 ≤ C|t − s|2H , which in the Gaussian case implies that
X ∈ Cθ[0, 1] for any θ ∈ (0, H).
Remark 2.2. It is clear that the exponents λ, µ, θ must satisfy θ ≤ µ/λ.
Indeed, assume on the contrary that θ > µ/λ and take arbitrary δ ∈ (µ/λ, θ).
Then for each n ≥ 1
P
{
sup
0≤t≤n−1
|Xt −X0| ≤ n−δ
}
≤ exp{−K2n(λδ−µ)} ,
whence by the Borel-Cantelli lemma, sup0≤t≤n−1 |Xt − X0| > n−δ for all n
large enough, which contradicts (H).
Further we give basic facts on fractional integration; for more detail, see
[12, 16]. Consider functions f, g : [0, 1] → R, and let [a, b] ⊂ [0, 1]. For
α ∈ (0, 1) define fractional derivatives
(
Dαa+f
)
(x) =
1
Γ(1− α)
(
f(x)
(x− a)α + α
∫ x
a
f(x)− f(u)
(x− u)1+α du
)
1(a,b)(x),
(
D1−αb− g
)
(x) =
eiπα
Γ(α)
(
g(x)
(b− x)1−α + (1− α)
∫ b
x
g(x)− g(u)
(x− u)2−α du
)
1(a,b)(x).
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Assuming that Dαa+f ∈ L1[a, b], D1−αb− gb− ∈ L∞[a, b], where gb−(x) = g(x)−
g(b), the generalized Lebesgue–Stieltjes integral is defined as
∫ b
a
f(x)dg(x) = e−iπα
∫ b
a
(
Dαa+f
)
(x)
(
D1−αb− gb−
)
(x)dx.
It is well known that for f ∈ Cβ[a, b], g ∈ Cγ[a, b] with β + γ > 1, the
generalized Lebesgue–Stieltjes integral
∫ b
a
f(x)dg(x) exists and equals the
limit of Riemann sums.
In order to integrate w.r.t. X , fix some α ∈ (1 − θ, 1/2) and introduce
the following norm:
‖f‖α,[a,b] =
∫ b
a
( |f(s)|
(s− a)α +
∫ s
a
|f(s)− f(z)|
(s− z)1+α dz
)
ds.
For simplicity we will abbreviate ‖·‖α,t = ‖·‖α,[0,t]. Denote Λα := sup0≤s<t≤1 |D1−αt− Xt−(s)|.
In view of (H), Λα <∞.
Then for any t ∈ (0, 1] and any f such that ‖f‖α,t < ∞, the integral∫ t
0
f(s)dXs is well defined as a generalized Lebesgue–Stieltjes integral, and
the following estimate is clear:
∣∣∣∫ t
0
f(s)dXs
∣∣∣ ≤ Λα ‖f‖α,t .
Lemma 2.1. Let an adapted process X satisfy conditions (H), (S). Then
there exists an adapted process φ such that ‖φ‖α,t <∞ for every t < 1 and
lim
t→1−
∫ t
0
φsdXs = +∞ (2.2)
almost surely.
Remark 2.3. A slight modification of the argument allows to construct an
integrand φ which is additionally continuous on [0, 1). As this is not our
primary concern here, we refer to [13] for an idea how the modification is
carried out.
Proof. Choose some γ ∈ (1, 1/θ) and define ∆k = Kk−γ, k ≥ 1, where
K = (
∑∞
k=1 k
−γ)
−1
. Set t0 = 0, tn =
∑n
k=1∆k, n ≥ 1. Then tn ↑ 1, n→∞.
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Further define the sequence of continuously differentiable functions gn(x) =√
x2 + 4−n − 2−n, n ≥ 1. Obviously, |x| ≥ gn(x) ≥ (|x| − 2−n) ∨ 0. Finally,
fix some β > µ/λ, introduce a sequence of stopping times
τn = min
{
t ≥ tn−1 : |X(t)−X(tn−1)| ≥ n−β
} ∧ tn,
and set
φs =
∞∑
k=1
kβ−1g′k(Xs −Xtk−1)1[tk−1,τk)(s).
We will check that φ is as required. The finiteness of the norm ‖φ‖α,t is
shown exactly as in [9] and therefore will be omitted. Thanks to the change
of variable integration formula for the generalized Lebesgue–Stieltjes integral
(see e.g. [10]), for t ∈ [tk−1, tk)∫ t
tk−1
φsdXs = k
β−1gk(Xt∧τk −Xtk−1).
Then for any n ≥ 1 and t ∈ [tn−1, tn)∫ t
0
φsdXs =
n−1∑
k=1
∫ tk
tk−1
φsdXs +
∫ t
tn−1
φsdXs
=
n−1∑
k=1
kβ−1gk(Xτk −Xtk−1) + nβ−1gn(Xt∧τn −Xtn−1)
≥
n−1∑
k=1
kβ−1
(|Xτk −Xtk−1 | − 2−k) ≥
n−1∑
k=1
kβ−1|Xτk −Xtk−1 | −
∞∑
k=1
kβ−12−k.
In order to prove the claim, we need to show that the series
∑n−1
k=1 k
β−1|Xτk−
Xtk−1 | diverges. To this end it suffices to show that, almost surely, τk < tk
for all k large enough so that kβ−1|Xτk −Xtk−1 | = k−1 eventually.
Clearly, τk = tk implies supt∈[tk−1,tk] |Xt −Xtk−1 | ≤ k−β, so by (S),
P(τk = tk) ≤ K1 exp
{−K2kβλ−γµ} .
If the exponent near k is positive, then we are done. The positivity is easily
seen to be equivalent to γ < βλ/µ. On the other hand, we must have γ > 1.
Due to the choice of β, we can choose γ satisfying both requirements, thus
finishing the proof.
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We are ready to state the main result of this section. While its proof
heavily borrows from [9, 13, 14], we decided nevertheless to give it for two
reasons. Firstly, we aimed to keep the article self-consistent. Secondly, we
desired to stress all the key points of the proof in order to make sure that
the assumptions are optimal.
Theorem 2.1. Let an adapted process X satisfy conditions (H), (S), and a
random variable ξ be such that ξ = Z1 for some adapted process Z such that
Z ∈ Cρ[0, 1] with ρ > µ/(λθ) − 1 a.s. Then there exists an adapted process
ψ such that ‖ψ‖α,1 <∞ for some α ∈ (1− θ, 1/2) and∫ 1
0
ψsdXs = ξ (2.3)
almost surely.
Remark 2.4. One might hope to get this representation result for Ho¨lder con-
tinuous process of any order provided that µ/(λθ) ≤ 1 (so that the restriction
on ρ is void). This, however, is possible only if θ = µ/λ, as it was explained
in Remark 2.2.
Proof. Let {tn, n ≥ 1} ∈ (0, 1) be some sequence of points such that tn ↑ 1,
n→∞. We will construct an adapted process ψ such that
(Φ1) For all n large enough
∫ tn
0
ψsdXs = Ztn−1 .
(Φ2) ‖ψ‖α,[tn,1] → 0, n→∞.
Since Ztn → Z1, n→∞, by continuity, these properties imply (2.3).
Denote for n ≥ 1 ξn = Ztn , ∆n = tn+1 − tn, δn = |ξn − ξn−1|.
We construct the process ψ inductively on [tn, tn+1]. To this end, we take
some positive sequences {σn, n ≥ 1} and {νn, n ≥ 1} such that σn → ∞,
n→∞.
We start the construction setting ψt = 0 for t ∈ [0, t1]. Further, assume
that ψ is constructed on [0, tn) and denote Vt =
∫ t
0
ψsdXs. The construction
will depend on whether some event An ∈ Ftn , which will be specified later,
or its complement Bn = Ω \ An holds.
Case 1: ω ∈ An. Thanks to Lemma 2.1, there exists a process {φt, t ∈ [tn, tn+1]}
such that
∫ t
tn
φsdXs → +∞, t→ tn+1−. Define vn = Vtn − ξn,
τn = inf
{
t ≥ tn :
∫ t
tn
φsdXs ≥ |vn|
}
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and set
ψs = φs sign vn 1[tn,τn](t), t ∈ [tn, tn+1].
It is clear that
∫ tn+1
tn
φsdXs = vn, hence, Vtn+1 = Vtn + vn = ξn.
Case 2: ω ∈ Bn. Similarly to the proof of Lemma 2.1, define gn(x) =√
x2 + ν2n − νn so that gn ∈ C∞(R), |x| ≥ gn(x) ≥ (|x| − νn) ∨ 0. Introduce
the stopping time
τn = inf {t ≥ tn : σngn(Xt −Xtn) ≥ δn} ∧ tn+1
and set
ψs = σng
′
n(Xt −Xtn) sign(ξn − ξn−1)1[tn,τn](t), t ∈ [tn, tn+1].
By the change of variable formula for the generalized Lebesgue–Stieltjes
integral,
Vtn+1 − Vtn =
∫ tn+1
tn
ψsdXs = σngn(Xtn+1∧τn −Xtn).
Therefore, Vtn+1−Vtn = ξn−ξn−1 provided that τ ≤ τn. In turn, thanks to the
properties for gn, the latter holds if σn supt∈[tn−1,tn] |Xt−Xtn−1 | ≤ δn + σnνn.
In view of this, define
An+1 = Bn ∩
{
sup
t∈[tn−1,tn]
|Xt −Xtn−1 | ≤ δnσ−1n + νn
}
, n ≥ 1,
and A1 = Ω.
Now we identify conditions under which this construction works. First
note that for (Φ1) it is suffices to ensure that
P
(
lim sup
n→∞
An
)
= 0. (2.4)
Indeed, let N = N(ω) = max {n ≥ 1 : ω ∈ An}. Then by construction,
VtN+1 = ξN . Moreover, since ω ∈ Bn for all n ≥ N +1, we have Vtn+1 −Vtn =
ξn − ξn−1 for all n ≥ N + 1, whence (Φ1) follows.
Now turn to (Φ2). Write for n ≥ N
‖ψ‖α,[tn,1] = I1 + I2,
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where
I1 =
∫ 1
tn
|ψt|
(t− tn)αds, I2 =
∫ 1
tn
∫ t
tn
|ψt − ψs|
(t− s)α+1ds dt.
Estimate, taking into account that |g′k| ≤ 1,
I1 =
∞∑
k=n
∫ tk+1
tk
|ψt|
(t− tn)αdt ≤
∞∑
k=n
∫ tk+1
tk
σk
(t− tk)α ≤ C
∞∑
k=n
σk∆
1−α
k .
Further, denoting ψ(t, s) = |ψt − ψs| (t−s)−α−1 and taking into account that
ψt = 0 for t ∈ (τk, tk+1], write
I2 =
∞∑
k=n
∫ τk
tk
∫ t
tn
ψ(t, s)ds dt+
∞∑
k=n
∫ tk+1
tk
∫ t
tn
ψ(t, s)ds dt
=
∞∑
k=n
∫ τk
tk
∫ tk
tn
ψ(t, s)ds dt+
∞∑
k=n
∫ tk+1
τk
∫ τk
tn
ψ(t, s)ds dt
+
∞∑
k=n
∫ τk
tk
∫ t
tk
ψ(t, s)ds dt =: J1 + J2 + J3.
Estimate the terms separately:
J1 ≤ 2
∞∑
k=n
σk
∫ τk
tk
∫ tk
tn
ds dt
(t− s)α+1 ≤ C
∞∑
k=n
σk
∫ tk+1
tk
dt
(t− tn)α ≤ C
∞∑
k=n
σk∆
1−α
k .
Similarly, J2 ≤ C
∑∞
k=n σk∆
1−α
k . To estimate J3, denote rk = ν
1/θ
k and
decompose
J3 =
∞∑
k=n
∫ τk
tk
(∫ t−rk
tk
+
∫ t
t−rk
)
ψ(t, s)ds dt =: J31 + J32.
Then
J31 ≤ 2
∞∑
k=n
σk
∫ τk+1
tk
∫ t−rk
tk
(t− s)−α−1ds dt
≤ C
∞∑
k=n
σk
∫ τk
tk
r−αk dt = C
∞∑
k=n
σk∆kν
−α/θ
k .
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To estimate J32, note that |g′′k(x)| ≤ ν−1k . Therefore,
J32 ≤
∞∑
k=n
σkν
−1
k
∫ τk
tk
∫ t
t−rk
|Xt −Xs|
(t− s)α+1ds dt
≤ C
∞∑
k=n
σkν
−1
k
∫ τk
tk
∫ t
t−rk
(t− s)θ−α−1ds dt
≤ C
∞∑
k=n
σkν
−1
k ∆kr
θ−α
k = C
∞∑
k=n
σk∆kν
−α/θ
k .
Note that the estimation of the summand should be modified for rk > ∆k,
i.e. νk > ∆
θ
k. In this case the summand is bounded by σkν
−1
k ∆
θ−α+1
k <
σk∆kν
−α/θ
k , which leads to the same estimate.
Summing up, we get that ‖ψ‖α,[tn,1] → 0, n→∞, iff
∞∑
n=1
σn∆
1−α
n <∞ and
∞∑
n=1
σn∆nν
−α/θ
n <∞. (2.5)
Let us discuss the choice of parameters. First we need to ensure (2.4).
Suppose that κ ∈ (0, ρ). Then the Ho¨lder assumption Z ∈ Cρ implies that
δn = o(∆
κ
n), n→∞ a.s. Setting νn = ∆κnσ−1n , we get that
lim sup
n→∞
An ⊂ lim sup
n→∞
Cn,
where
Cn =
{
sup
t∈[tn−1,tn]
|Xt −Xtn−1 | ≤ 2∆κnσ−1n
}
, n ≥ 1.
Then, but virtue of the Borel–Cantelli lemma, it suffices to ensure that∑∞
n=1P(Cn) <∞. In view of the small ball estimate (S),
P(Cn) ≤ K1 exp
{−2−µK2∆µ−κλn σλn} .
Taking σn = n
ǫ∆
κ−µ/λ
n with ǫ > 0, we get
∑∞
n=1P(Cn) <∞, as required.
Now turn to (2.5). With the above choice of σn and νn, they transform
to
∞∑
n=1
nǫ∆1+κ−µ/λ−αn <∞
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and
∞∑
n=1
nτ∆1+κ−µ(1+α/θ)/λn <∞,
where τ = ǫ(1 + α/θ). Taking ∆n = 2
−n, it is enough to make the both ex-
ponents near ∆n positive. Since µ/(λθ) ≥ 1, the second exponent is smaller,
so we end up with the requirement that
1 + κ− µ(1 + α/θ)/λ > 0.
The other restrictions we have are κ < ρ and α > 1 − θ. So the choice of κ
and α is possible iff
1 + ρ− µ(1 + (1− θ)/θ)/λ > 0,
which is easily seen to be equivalent to ρ > µ/(λθ) − 1. The proof is now
complete.
Remark 2.5. With our approach, the assumption that Z is Ho¨lder continuous
is unavoidable. Indeed, in order for the argument to work, one must have
δnσ
−1
n = O(∆
θ
n), n→∞, as in the opposite case we would have a contradic-
tion with (H). On the other hand, the series
∑∞
n=1 σn∆
1−α
n must converge.
Consequently,
∑∞
n=1 δn∆
1−θ−α
n < ∞, whence δn = o(∆θ+α−1n ), n → ∞, as
claimed.
Remark 2.6. Assumption (S) is not optimal for establishing Theorem 2.1. It
is easy to see that the conclusion is of “probability zero” spirit, in particular,
it does not change with switching to an equivalent measure. Assumption (S)
is more delicate and in general will not hold for an equivalent measure. It is
possible to formulate a relevant “almost sure” assumption, for example:
(S ′) There exists a number a > 0 such that for any sequence of points
{tn, n ≥ 1} ∈ (0, 1) such that tn ↑ 1, n → ∞, tn+1 − tn ∼ Kn−γ with
some K > 0, γ > 1, it holds
lim
n→∞
nγa sup
t∈[tn−1,tn]
|Xt −Xtn−1 | = +∞.
It is easy to check that if one assumes (S ′) instead of (S), then Theorem 2.1
holds with ρ0 = a/θ − 1. Also, similarly to the proof of (2.4), (S ′) implies
(S) with any a > µ/λ.
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However, (S ′) is not easy to check. Alternatively, one can assume that
the distribution of X is equivalent to that of a process satisfying (S), which
seems more natural. However, one needs to ensure that the adaptedness
is preserved with the change of measure, e.g. by using some version of the
Girsanov theorem.
3. Small ball probability estimates and representation results for
Gaussian processes
In this section we first establish the small ball property for Gaussian pro-
cesses satisfying two-sided estimates on the incremental variance and preserv-
ing the sign of incremental covariance. We remark that similar assumptions
on the incremental variance were imposed in [1], however, the assumptions
on the covariance differ significantly, so the findings are different. Using
the small ball estimates, we derive representation results for such Gaussian
processes. Finally we give the examples of the processes satisfying these
conditions, including integral transforms with Volterra kernels of a Wiener
process and of an fBm.
3.1. Small ball property for Gaussian properties with variance distance sat-
isfying two-sided estimates
LetX = {Xt, t ∈ [0, 1]} be a centered Gaussian process on a finite interval
[0, 1], whose variance distance E|Xt − Xs|2 satisfies the following two-sided
power bounds:
(A1) There exist H1 ∈ (0, 1] and C1 > 0 such that for any s, t ∈ [0, 1]
E(Xt −Xs)2 ≥ C1|t− s|2H1 .
(A2) There exist H2 ∈ (0, 1] and C2 > 0 such that for any s, t ∈ [0, 1]
E(Xt −Xs)2 ≤ C2|t− s|2H2 .
Clearly, H1 ≥ H2. In the particular case where H1 = H2, such process is
called a quasi-helix, see [5, 6].
Furthermore, assume that the increments of X are either positively or
negatively correlated. More precisely, we assume one of the following condi-
tions:
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(B±) For any s1, t1, s2, t2 ∈ [0, 1], s1 ≤ t1 ≤ s2 ≤ t2
±E(Xt1 −Xs1)(Xt2 −Xs2) ≥ 0.
Remark 3.1. It is worth to mention that (A1) and (B+) imply thatH1 ≥ 1/2.
Indeed, write for any n ≥ 1
C2 ≥ E(X1 −X0)2 =
n∑
k=1
E(Xk/n −X(k−1)/n)2
+
∑
i 6=j
E[(Xi/n −X(i−1)/n)(Xj/n −X(j−1)/n)] ≥ C1n1−2H1 ,
whence the claim follows by letting n→∞. Similarly, (A2) and (B−) imply
that H2 ≤ 1/2.
Further, introduce some notations for different constants. More precisely,
denote
C0 =
64
C1
, C3 =
C
H1/2
0
4H1
, C4 =
(
16C22C
(H2+1)/2H1
0
)−1
, C5 =
(
32C22C
(4H2+1)/2H1
0
)−1
.
The following theorem establishes an upper bound for small deviations of
the process X .
Theorem 3.1. Let X = {Xt, t ∈ [0, 1]} be a Gaussian process satisfying
(A1) and (A2).
(1) If (B+) holds, then for any ε ∈ (0, C3]
P
{
sup
0≤s≤t≤1
|Xt −Xs| ≤ ε
}
≤ exp{−C4ε4−(2H2+2)/H1} . (3.1)
(2) If (B−) holds, then for any ε ∈ (0, C3]
P
{
sup
0≤s≤t≤1
|Xt −Xs| ≤ ε
}
≤ exp{−C5ε4−(4H2+1)/H1} .
Remark 3.2. The small ball estimates of Theorem 3.1 are useful only when-
ever the exponents of ε are negative. It is easy to see that in case (1) this
happens if H2 > 2H1 − 1, in case (2), if H2 > H1 − 1/4. Recall also that in
case (1), H1 ≥ 1/2, in case (2), H2 ≤ 1/2; in both cases H2 ≤ H1.
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Proof. We use Theorem 4.4. from [7]. According to this result, for any any
a ∈ (0, 1/2] and any ε > 0 the inequality
P
{
sup
0≤s≤t≤1
|Xt −Xs| ≤ ε
}
≤ exp
{
− ε
4
16a2
∑
2≤i,j≤a−1(E(ξiξj))
2
}
(3.2)
holds provided that
a
∑
2≤i≤a−1
Eξ2i ≥ 32ε2, (3.3)
where ξi = Xia −X(i−1)a. Thanks to (A1) and (A2),
C1a
2H1 ≤ Eξ2i ≤ C2a2H2 . (3.4)
Therefore, a
∑
2≤i≤a−1 Eξ
2
i ≥ C1a ([a−1]− 1) a2H1 ≥ C1 (1− 2a) a2H1 . If a ≤
1
4
, inequality (3.3) holds whenever a2H1 ≥ 64C1−1ε2 = C0ε2. Thus, we get
the estimate (3.2) by setting a = C
1/2H1
0 ε
1/H1 (the assumption ε ≤ C3 entails
that a ≤ 1/4).
(1) If (B+) holds, then∑
2≤i,j≤a−1
(E(ξiξj))
2 ≤ max
2≤i,j≤a−1
|E(ξiξj)|
∑
2≤i,j≤a−1
Eξiξj
≤ C2 max
2≤i≤a−1
Eξ2i E
( ∑
2≤i≤a−1
ξi
)2
= C2a
2H2E(Xa[a−1] −Xa)2 ≤ C22a2H2 .
(3.5)
Substituting (3.5) into (3.2), we arrive at the desired estimate.
(2) If (B−) holds, then
∑
2≤i,j≤a−1
(
E(ξiξj)
)2 ≤ max
2≤i,j≤a−1
|E(ξiξj)|

 ∑
2≤i≤a−1
Eξ2i − 2
∑
2≤i<j≤a−1
Eξiξj


≤ C2a2H2

2 ∑
2≤i≤a−1
Eξ2i −
∑
2≤i,j≤a−1
Eξiξj


= C2a
2H2

2 ∑
2≤i≤a−1
Eξ2i −E(Xa[a−1] −Xa)2

 ≤ 2C22a4H2−1.
(3.6)
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Plugging (3.6) into (3.2) and recalling that a = C
1/2H1
0 ε
1/H1 , we get the
desired estimate.
As a corollary, we establish a small ball property on any interval.
Proposition 3.1. Let X = {Xt, t ∈ [t0, t0 + ∆]} be a Gaussian process
satisfying (A1) and (A2).
(1) If (B+) holds, then for any ε ∈ (0, C3∆H1 ]
P
{
sup
t0≤s≤t≤t0+∆
|Xt −Xs| ≤ ε
}
≤ exp{−C4ε4−(2H2+2)/H1∆2−2H2} .
(2) If (B−) holds, then for any ε ∈ (0, C3∆H1 ]
P
{
sup
t0≤s≤t≤t0+∆
|Xt −Xs| ≤ ε
}
≤ exp{−C5ε4−(4H2+1)/H1∆} .
Proof. Define X ′t = ∆
−H1(Xt0+∆t − Xt0), t ∈ [0, 1]. Then X ′ satisfies (A1)
on [0, 1]. It also satisfies (A2), but with a different constant, namely, C ′2 =
C2∆
2(H2−H1). Setting ε′ = ε∆−H1 and applying Theorem 3.1, we arrive at
the required statement.
4. Representation results for Gaussian processes
Now we apply the obtained representation results to processes from Sec-
tion 1.1. We could omit the following auxiliary result and derive the required
results directly from Theorem 2.1. However, we give it not only for the sake
of completeness, but also to identify relation between assumptions (H), (S)
and those from Section 3.
Lemma 4.1. Assume that an adapted Gaussian process X satisfies condi-
tions (A1), (A2), (B+) with 0 < 2H1 − 1 < H2 ≤ H1. Then there exists an
adapted process φ such that ‖φ‖α,t <∞ for every t < 1 and
lim
t→1−
∫ t
0
φsdXs = +∞
almost surely.
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Remark 4.1. It is not possible to state similar results for processes satisfying
(A1), (A2) and (B−), since (H) with θ > 1/2 requires that H2 > 1/2.
Proof. From (A2) it follows that X is Ho¨lder continuous of any order less
than H2, so (H) holds. Proposition 3.1 (1) yields
P
{
sup
s≤t≤s+∆
|Xt −Xs| ≤ ε
}
≤ exp{−C4ε−λ∆µ} . (4.1)
with λ = (2H2 + 2)/H1 − 4 = 2(H2 + 1− 2H1) > 0, µ = 2− 2H2 > 0 for all
ε ∈ (0, C3∆H1 ]. Setting K1 = exp
{
C4C
−λ
3
}
, K2 = C4, we obtain (2.1): for
ε ∈ (0, C3∆µ/λ] use (4.1) and the observation that H1 ≤ µ/λ, for ε > 0, the
left-hand side exceeds 1. Thus, the statement follows from Lemma 2.1.
The following result is a consequence of Theorem 1.1.
Theorem 4.1. Assume that an adapted Gaussian process X satisfies condi-
tions (A1), (A2), (B+) with 0 < 2H1 − 1 < H2 ≤ H1. Let also a random
variable ξ be such that ξ = Z1 for some adapted process Z ∈ Cρ[0, 1] with
ρ > ρ0, where
ρ0 =
(1 +H2)(H1 −H2)
H2 + 1− 2H1 . (4.2)
Then there exists an adapted process ψ such that ‖ψ‖α,1 < ∞ for some
α ∈ (1−H2, 1/2) and ∫ 1
0
ψsdXs = ξ
almost surely.
Remark 4.2. Consider the case where H1 = H2. The processes X satisfying
(A1) and (A2) are called quasi-helices, see [5, 6]. For such processes ρ0 = 0,
so all values of ρ are possible, which agrees with the results of [9, 15].
Remark 4.3. It is natural to study the representation question in the case
where ξ = Z1, and the process Z has the same regularity as X . In the general
case this translates to the requirement that θ(1−θ) > µ/λ. In the particular
case of Corollary 4.1 this translates to the inequality
H1 <
2H2(H2 + 1)
1 + 3H2
.
A simpler sufficient condition for this is that H1 ≤ 4H2/5− 1/5.
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4.1. Examples
Here we present some examples of processes which satisfy the assumptions
(A1), (A2), (B+) so that the representation result of Theorem 4.1 is true.
We remark that it is enough to require the properties to hold on a subinterval
[t0, 1].
4.1.1. Subfractional Brownian motion
Recall the definition of subfractional Brownian motion: this is a centered
Gaussian process GH =
{
GHt , t ≥ 0
}
with the covariance function
EGHt G
H
u = t
2H + s2H − 1
2
(
(t+ s)2H + |t− s|2H
)
,
where H ∈ (0, 1) is the self-similarity parameter of GH , a counterpart of the
Hurst parameter of fractional Brownian motion. It is easy to check that the
increments of GH are not stationary.
It is proved in [2] that GH satisfies properties (A1), (A2) with H1 = H2 =
H , so GH is a quasi-helix. It also satisfies (B+) for H ∈ (1/2, 1), and (B−)
for H ∈ (0, 1/2). Consequently, the conclusion of Theorem 4.1 holds for GH
with any ρ > 0.
4.1.2. Bifractional Brownian motion
The bifractional Brownian motion is a centered Gaussian process BH,K ={
BH,Kt , t ≥ 0
}
with the covariance function
R(t, s) = EBH,Kt B
H,K
u =
1
2K
((
t2H + s2H
)K − |t− s|2HK) ,
where H ∈ (0, 1), K ∈ (0, 1]. This is an HK-self-similar process with non-
stationary increments, which is also a quasi-helix, that is, it satisfies (A1)
and (A2) with H1 = H2 = HK (see [4]).
Concerning (B+), assume that HK > 1/2 and write
∂R(t, s)
∂t∂s
=
2HK
2K
(
2H(K − 1)t2H−1s2H−1 (t2H + s2H)K−1 + (2HK − 1) |t− s|2HK−2)
= C1s
2HK−2
(|u− 1|2HK−2 − C2u2H−1(u2H + 1)) ∼ C1s2HK−2|u− 1|2HK−2, u→ 1.
where u = t/s and C1, C2 are some positive constants. Hence, (B
+) holds
on some interval [t0, 1]. As a result, we have Theorem 4.1 for B
H,K with any
ρ > 0.
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4.1.3. Volterra integral transform of Wiener process
Let W = {W (t), t ≥ 0} be a standard Wiener process. Consider the
processes of the form X(t) =
∫ t
0
K(t, s)dW (s) with non-random kernels K =
{K(t, s) : [0, 1]2 → R} such that K(t, ·) ∈ L2[0, t] for any t ∈ [0, 1]. Our goal
is to establish the conditions on the kernel K that supply (A1), (A2), and
(B+), so that small ball property of Proposition 3.1 is in place but only on
the intervals separated from 0. In what follows the constant r ∈ [0, 1/2) is
fixed.
Theorem 4.1. Let the kernel K = {K(t, s), t, s ∈ [0, 1]} satisfy conditions
(B1) The kernel K is non-negative on [0, 1]2 and for any s ∈ [0, 1] K(·, s) is
non-decreasing in the first argument.
(B2) There exist constants Di > 0, i = 2, 3 and 1/2 < H2 < 1 such that
|K(t2, s)−K(t1, s)| ≤ D2|t2 − t1|H2s−r, s, t1, t2 ∈ [0, 1]
and
K(t, s) ≤ D3(t− s)H2−1/2s−r,
and at least one of the following conditions
(B3, a) There exist constants D1 > 0 and H1 ≥ H2 such that
D1|t2 − t1|H1s−r ≤ |K(t2, s)−K(t1, s)|, s, t1, t2 ∈ [0, 1];
(B3, b) There exist constants D1 > 0 and H1 ≥ H2 such that
K(t, s) ≥ D1(t− s)H1−1/2s−r, s, t1, t2 ∈ [0, 1].
Then the Gaussian processX(t) =
∫ t
0
K(t, s)dW (s), satisfies conditions (A1),
(A2), and (B+) on any subinterval [1−δ, 1] for 0 < δ < 1 with powers H1, H2.
Proof. Note that the process X is correctly defined due to condition K(t, ·) ∈
L2[0, t] for any t ∈ [0, 1], and it has a covariance function of the form
EX(t1)X(t2) =
∫ t1∧t2
0
K(t1, z)K(t2, z)dz.
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Further, for any 0 < t1 < t2 < 1
Xt2 −Xt1 =
∫ t1
0
(K(t2, z)−K(t1, z))dW (z) +
∫ t2
t1
K(t2, z)dW (z).
Therefore, for any s1, t1, s2, t2 ∈ [0, 1], s1 ≤ t1 ≤ s2 ≤ t2
E(Xt1 −Xs1)(Xt2 −Xs2) =
∫ s1
0
(K(t1, z)−K(s1, z))(K(t2, z)−K(s2, z))dz
+
∫ t1
s1
K(t1, z)(K(t2, z)−K(s2, z))dz.
(4.3)
If the kernel is non-negative and non-decreasing in the 1st argument, the
right-hand side of (4.3) is non-negative so, condition (B+) holds. Further-
more, for any 0 ≤ s < t ≤ 1
E(X(t)−X(s))2 =
∫ s
0
(K(t, z)−K(s, z))2dz +
∫ t
s
K2(t, z)dz. (4.4)
Let δ ∈ [0, 1] be fixed. Suppose that s > 1 − δ and estimate the right-hand
side of (4.4) from above:∫ s
0
(K(t, z)−K(s, z))2dz +
∫ t
s
K2(t, z)dz ≤ D22|t− s|2H2
∫ s
0
z−2rdz
+D23
∫ t
s
z−2r(t− z)2H2−1dz ≤ D
2
2
1− 2r |t− s|
2H2 +D23(1− δ)−2r|t− s|2H2 = D4|t− s|2H2 ,
(4.5)
where D4 =
D22
1−2r
+ D23(1 − δ)−2r. The estimate under condition (B3, a) is
evident:∫ s
0
(K(t, z)−K(s, z))2dz +
∫ t
s
K2(t, z)dz ≥ D21|t− s|2H1
∫ 1−δ
0
z−2rdz
≥ (1− δ)1−2r D
2
1
1− 2r |t− s|
2H1 .
(4.6)
The estimate under condition (B3, b) is also simple:∫ s
0
(K(t, z)−K(s, z))2dz +
∫ t
s
K2(t, z)dz ≥ D21
∫ t
s
(t− z)2H1−1z−2rdz
≥ (1− δ)1−2r D
2
1
1− 2r |t− s|
2H1 .
(4.7)
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Proof follows immediately from (4.5)–(4.7).
Remark 4.4. Let H ∈ (1/2, 1) and consider the kernel
K(t, s) = CHs
1/2−Hϕ(s)
∫ t
s
uH−1/2(u− s)H− 32du,
where ϕ = {ϕ(s), s ∈ [0, 1]} is nonnegative measurable function satisfying
assumption 0 < k < ϕ(s) < K, CH > 0 is some constant. Then the kernel
is nonnegative and increasing in the first variable, so, condition (B+) holds
and we can state with evidence that for any 0 < z < s < t ≤ 1
|K(t, z)−K(s, z)| ≤ CHKs1/2−HtH−1/2(t−s)H−1/2 ≤ CHKs1/2−H(t−s)H−1/2,
so, we can put r = H − 1/2 and H2 = H − 1/2. Moreover, the bound from
below has the form
K(t, s) ≥ CHk(t− s)H−1/2 ≥ CHks1/2−H(t− s)H−1/2,
and condition H2 > 2H1 − 1 is satisfied since H1 = H2 = H . Therefore pro-
cess X(t) =
∫ t
0
K(t, s)dW (s) has the properties supplying small ball bound.
In the case when ϕ(s) = 1 and the constant CH is defined correspondingly,
process
∫ t
0
K(t, s)dW (s) is a fractional Brownian motion. Now we can see
that the small ball property of fBm is not a consequence of its stationary
increments as one can deduce from previous results ([7], for example), but of
its property to be a quasi-helix.
4.1.4. Volterra integral transform of fractional Brownian motion
Consider now fractional Brownian motion BH = {BH(t), t ∈ [0, 1]}, the
kernel K = {K(t, s) : [0, 1]2 → R} and create Volterra fractional process of
the form
X(t) =
∫ t
0
K(t, s)dBH(s)
that exists under sufficient condition∫ t
0
∫ t
0
|K(t, u)K(t, v)||u− v|2H−2dudv <∞, t ∈ [0, 1].
One of the simplest examples of Volterra fractional processes is a fractional
Ornstein-Uhlenbeck process X = (Xt, t ∈ [0, T ]) satisfying the equation
Xt = X0 + a
∫ t
0
Xsds+B
H
t (4.8)
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with a ∈ R. For H > 1
2
the unique solution of equation 4.8 admits the
representation
Xt = X0e
at + eat
∫ t
0
e−asdBHs . (4.9)
Considering the particular caseX0 = 0, we get the processXt =
∫ t
0
ea(t−s)dBHs
with kernel K(t, s) = ea(t−s).
Theorem 4.2. Let H > 1
2
and let the kernel K = {K(t, s), s, t ∈ [0, 1]}
satisfy (B1) and the following conditions:
(B4) The kernel K is bounded, i.e. there are constants k and K such that
0 < k ≤ K(t, s) ≤ K for any s, t ∈ [0, T ];
(B5) There exist constants C > 0 and H3 ≥ 1/2 for which |K(t2, s) −
K(t1, s)| ≤ C|t2 − t1|H3, s, t1, t2 ∈ [0, 1].
Then the Gaussian process X with kernel K, Xt =
∫ t
0
K(t, s)dBHs , satis-
fies conditions (A1), (A2) and (B+) with exponents H1 = H3 ∧H, H2 = H3.
Proof. Firstly, we note that the process X is correctly defined due to condi-
tion (B1) and has a covariance function of the form ( see, e.g., [10], [11])
EXt1Xt2 = H(2H − 1)
∫ t1
0
∫ t2
0
K(t1, s)K(t2, v)|s− v|2H−2dsdv. (4.10)
Further, for any 0 < t1 < t2 < 1
Xt2 −Xt1 =
∫ t1
0
(K(t2, s)−K(t1, s))dBHs +
∫ t2
t1
K(t2, s)dB
H
s . (4.11)
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Therefore, for any s1, t1, s2, t2 ∈ [0, 1], s1 ≤ t1 ≤ s2 ≤ t2 we have that
E(Xt1 −Xs1)(Xt2 −Xs2)
= E
(∫ s1
0
(K(t1, v)−K(s1, v)) dBHv +
∫ t1
s1
K(t1, v)dB
H
v
)
×
(∫ s2
0
(K(t2, v)−K(s2, v)) dBHv +
∫ t2
s2
K(t2, v)dB
H
v
)
= H(2H − 1)
(∫ s1
0
∫ s2
0
(K(t1, v)−K(s1, v)) (K(t2, z)−K(s2, z)) |v − z|2H−2dvdz
+
∫ s1
0
∫ t2
s2
K(t2, v) (K(t1, z)−K(s1, z)) |v − z|2H−2dvdz
+
∫ t1
s1
∫ s2
0
(K(t2, v)−K(s2, v))K(t1, z)|v − z|2H−2dvdz
+
∫ t2
s1
∫ t2
s2
K(t1, v)K(t2, z)|v − z|2H−2dvdz
)
≥ 0,
therefore, property (B+) holds.
Furthermore,
E|Xt −Xs|2 = E
∣∣∣ ∫ s
0
(K(t, v)−K(s, v))dBHv +
∫ t
s
K(t, v)dBHv
∣∣∣2
≤ 2E
∣∣∣∣
∫ s
0
(K(t, v)−K(s, v))dBHv
∣∣∣∣
2
+ 2E
∣∣∣ ∫ t
s
K(t, v)dBHv
∣∣∣2.
According to [8], there exists a constant CH depending only on H such
that
E
∣∣∣∣
∫ s
0
(K(t, v)−K(s, v))dBHv
∣∣∣∣
2
≤ CH
(∫ s
0
(K(t, v)−K(s, v)) 1H dv
)2H
≤ CH K2 |t− s|2H3
(4.12)
and
E
∣∣∣∣
∫ t
s
K(t, v)dBHv
∣∣∣∣
2
≤ CH
(∫ t
s
(K(t, v))
1
H dv
)2H
≤ CHK2|t− s|2H ,
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and condition (A1) holds with H2 = H3 ∧H . Finally,
E|Xt −Xs|2 ≥ CH
∫ t
s
∫ t
s
K(t, v)K(t, z)|v − z|2Hdvdz ≥ k2|t− s|2H ,
whence condition (A2) follows.
Remark 4.5. Evidently, a fractional Ornstein-Uhlenbeck process with positive
drift a and zero initial value satisfies the assumptions of the above theorem.
But the representation result of Theorem 4.1 is also valid for a fractional
Ornstein–Uhlenbeck process with a negative drift. Indeed, by the fractional
Girsanov theorem (see e.g. [10]), its law is equivalent to that of the fractional
Brownian motion driving it. Moreover, the fractional Brownian motion gen-
erates the same filtration as the fractional Brownian motion. Therefore, the
representation theorem for fractional Brownian motion can be transfered to
the fractional Ornstein–Uhlenbeck process via the Girsanov transform. Nat-
urally, the same may be done for a wide class of processes, e.g. solutions of
stochastic differential equations with fractional Brownian motion. (See also
the discussion in Remark 2.5 above.)
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