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ABSTRACT 
In this Thesis we consider several distinct problems in linear systems theory and encompass 
the implementation of such work via the symbolic computational language Maple. 
Our analytical contribution is split into three main areas these being: the solution to a 
regular, discrete-time ARMA-Representation; the computation of the generalised inverse of 
a rational matrix P(s) E IR(s)nxm; and the computation of the invariant direction vectors 
associated with a regular polynomial matrix description (PMD}. 
Firstly two distinct approaches are given for the solution of a regular, discrete-time 
ARMA-Representation namely via a boundary mapping technique (BMT) and alterna-
tively via a fundamental matrix technique (FMT). The solution to a regular, discrete-time 
generalised state-space system is also presented via these two techniques. 
Next an algorithm for the computation of the generalised inverse of a rational matrix 
P(s} E IR(s)nxm is developed and its computational implications discussed. Several ap-
plications of such a matrix are considered in particular the solution to the non-regular 
ARMA-Representation. 
Finally a novel recursive algorithm for the computation of the invariant direction vectors 
associated with a regular polynomial matrix description (PMD) is given. Here the funda-
mental significance that such invariant direction vectors have in the solution to the general 
output zeroing problem is also considered. 
In this Thesis the implementation of these solution techniques have been developed in 
the symbolic computational language Maple and an extensive set of Maple commands has 
consequently been produced. This set of commands has been extended herein to comprise 
the linsys package designed for use in linear systems theory. This can considered to be a 
development of the existing inherent linear systems Maple package linalg. 
xii 
CHAPTER 1 
INTRODUCTION 
In this Thesis we consider the solution to several distinct problems in linear multivariable 
systems theory and encompass the implementation of such work via the symbolic compu-
tational language Maple (Heal et al. [15]). 
The theory of linear multivariable systems was developed some thirty years ago by 
Rosenbrock [69], [71] who combined the state-space methods of Kalman [25] with the pow-
erful polynomial matrix theory seen earlier in MacDuffe [51] and Gantmacher [12]. The 
Introduction 2 
theory draws upon and applies the fundamental theory of linear algebra and matrix theory 
to describe the properties, behaviour and solutions of such systems which are summarised 
in terms of a polynomial system matrix termed the Rosenbrock system matrix (Rosenbrock 
[70], [71]). This polynomial matrix approach used to describe linear multivariable systems 
is documented in such texts as Wolovich [86], Kailath [24] and Vardulakis [80]. 
In this Thesis several distinct linear multivariable system representations will be consid-
ered namely the state-space matrix description (SSD) (Kalman [25]), the singular descriptor 
system or generalised state-space matrix description (GSSD) (see for example Lewis [43]) 
and the generalised polynomial matrix description (PMD) (Rosenbrock [72]) or equivalent 
Autoregressive Moving Average (ARMA)-Representation (Willems [84]). 
Symbolic packages such as Maple are ideally suited to solving problems in linear systems 
as they have the ability to manipulate and simplify expressions involving unevaluated vari-
abies which enables polynomial operations in several indeterminates to be defined. Secondly 
the structure of Maple allows purpose built packages each consisting of a set of developed 
Maple commands to be constructed. This has lead in this Thesis to the development and 
construction of a linear systems package termed linsys which extends Maple's inherent 
linear algebra package linalg. This package consists of over fifty purpose built Maple corn-
mands which implement the corresponding algorithms and solution techniques presented 
-
throughout the following Chapters. Consequently the linsys package can be considered to 
encompass the Thesis as a whole. The linsys package can be divided into three distinct 
sub-packages: the !instruct package which considers the structure of systems; the linrep 
package which considers alternative representation of systems; and the linsol package 
which considers the solution of systems. 
In Chapters 2 and 3 the basic theory and preliminary results that are required in the 
subsequent Chapters are given. In Chapter 2 the concept of a system is introduced and 
several distinl:t linear system representations are defined. In Chapter 3 the importance of 
polynomial matrix theory in defining the inherent properties of such system representations 
is recognised. Here an introduction to both the finite and infinite frequency aspects of 
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polynomial and rational matrices of the form P(s) E lf!.[s)PXm and P(s) E lf!.(s)pxm respec-
tively is given. Consequently the finite and infinite zeros and poles associated with such 
matrices are defined. Finally the system structure relating to a regular PMD is considered 
and analogous definitions for the associated zeros and poles of such a system are given via 
a corresponding system matrix. 
In Chapters 4 and 5 the properties and solution of a regular, discrete-time ARMA-
Representation is considered. In Luenberger (49), [50) a solution to the singular, discrete-
time descriptor system denoted by y(k) E lf!.r, k = 0, ... , N, is given in terms of a recursive 
algorithm which realises a unique solution given a unique boundary pair [v(O), y(N) ]. Sub-
sequently it was shown that all such admissible boundary pairs can be computed by forming 
a boundary mapping equation for the system represented by, 
Zoy(O) + ZNy(N) = C (1.1) 
for some matrix set Zo, ZN, C. The boundary mapping equation (1.1) represents the 
restrictions placed by the system on the boundary variables y(O) and y(N) in order for 
the system to be solvable. Furthermore a unique solution can be realised by specifying a 
unique boundary pair [v(O), y(N)] from (1.1). This introduces the notions of solvability (or 
existence of a solution) and conditionability (or uniqueness of a solution) associated with 
the system (Luenberger (49), Lewis (41)). In Karamanioglou [27) a solution to the singular, 
discrete-time d_escriptor system has been computed by expressing the matrix ( zE- A) -l E 
lf!.[z)rxr as a finite rational matrix series. In this case a boundary mapping equation of the 
form (1.1) has been formed to realise a unique solution to the system. This technique is 
extended later in Chapter 4 to the case of the regular, discrete-time ARMA-Representation 
and the notions of solvability and conditionability are extended for both the regular and 
non-regular cases (Jones et al. (21)). 
Conversely in Mertzios et al. (55) and Lewis et al. (44) a solution to the singular, discrete-
time descriptor system has been given in terms of the forward and backward fundamental 
matrix sequences of the matrix ( zE- A) E lf!.[z)rxr. The extension of this technique to 
the regular, discrete-time ARMA-Representation is considered in Chapter 5 where several 
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interpretations of the system and therefore its solution are considered. This results in the 
forward, backward and symmetric ARMA-Representation solutions being defined (Jones et 
al. (19], Karampetakis et al. (33], [35]). 
In Chapter 6 a recursive algorithm to compute the generalised inverse of a rational matrix 
A(s) E IR(s)nxm is given (Jones et al. [20], [22], [23]). This algorithm is a generalisation of 
the one seen in Decell [4] and Karampetakis [29] which consider the constant and polynomial 
matrix cases respectively. Such an inverse has numerous applications in linear systems 
theory and can be used to solve the non-regular, discrete-time ARMA-Representation using 
the techniques seen in Chapters 4 and 5 respectively. The solution of the homogeneous 
AR-Representation is considered along with the solution to general matrix diophantine 
equations and the computation of respective left and right matrix inverses. 
In Chapter 7 a novel recursive algorithm is presented which computes the invariant 
direction vectors of a Rosenbrock polynomial system matrix P(s) E IR[sj(n+p)x(n+m) associ-
ated with a general PMD. These vectors are defined as the invariant zero-direction vectors, 
infinite invariant zero-direction vectors and invariant right index-direction vectors and cor-
respond to the finite invariant zeros, infinite invariant zeros and invariant right minimal 
indices of P(s) respectively. Such vectors have been defined in Karampetakis et al. [31] 
and have numerous applications in linear systems, among them, the solution to the general 
output zeroing problem (Karcanias et al. [38]). 
Finally in Chapter 8 the development and implementation of a bespoke linear systems 
package termed linsys is considered in the symbolic language Maple (Heal et al. [15]). The 
linsys package includes commands for: determining equivalent alternative linear system 
representations as considered in Chapter 2; analysing the finite and infinite structure of such 
systems as considered in Chapter 3; analysing and computing the solution of discrete-time, 
ARMA-Representations as considered in Chapters 4 and 5; computing generalised matrix 
inverses of singular rational matrices as considered in Chapter 6; and computing the index-
direction vectors associated with a PMD as considered in Chapter 7. The corresponding 
Maple code for each of the commands in the linsys package is reserved to Appendix 1 
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) 
where the implementation of each command in a 'live' Maple session is illustrated. The 
linsys package is documented in Jones et al. (18] and Karampetakis et al. (34]. 
CHAPTER 2 
FUNDAMENTAL SYSTEM 
CONCEPTS 
2.1 Introduction 
The concept of a system is used to facilitate the study of the interaction between forces 
and matter and serves as a model for a physical phenomenon. This phenomenon can be 
subsequently represented in terms of three sets of variables referred to as the input, output 
and the state variables. 
The input represents the stimulus or external force acting on the system while the output 
represents the response or behaviour of the system resulting from such an input. Conse-
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quently there exists within the system an input-output relationship. In general however the 
output behaviour depends on both the current input and the past history of the system 
and therefore in formulating the system model the state of the system is introduced. This 
general relation among the input, output and state of a system is illustrated in Fig. 2.1.1. 
INPUT OUTPUT 
PREVIOUS INPUT 
Fig. 2.1.1 Conceptual Representation of a System 
In Section 2.2 the notion of a system hierarchy resulting from the modelling of the 
physical phenomenon is introduced. Here the terms physical system, idealised model and 
mathematical description will be defined. Finally in Section 2.3 the principal system descrip-
tions which will be considered in this Thesis are defined namely: the state-space description 
(SSD); the generalised state-space description (GSSD); the polynomial matrix description 
(PMD) or Autoregressive Moving Average (ARMA) Representation (see Willems [84]); the 
transfer function matrix description; the system matrix description; and the matrix frac-
tion description (MFD). The realisation of such descriptions in both the continuous and 
discrete-time domains is also addressed. 
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2.2 Physical Systems, Models and Mathematical Descriptions 
A physical system can be defined as any physical process which is encountered in the real 
world. Such a physical process may be a simple device, i.e. a transistor or a capacitor, a 
complicated interconnection of devices, i.e. an airplane or a communication system, or even 
a more abstract process, i.e. the economy. 
In general however such physical systems are extremely complex and difficult to treat 
as they stand and for the purposes of analysis and design such a system is replaced by a 
drastically simplified model referred to as an idealised model. The idealised model will in 
general ignore many of the attributes of the physical system and make assumptions about 
others but it will retain those attributes which are deemed crucial to the problem under 
study. Clearly different investigations of the same physical system may lead to different and 
varying assumptions being made in forming an idealised model and consequently several 
idealised models of the same physical system can be studied. For example in the study 
of the voltage-current characteristics of a transistor, circuits may be defined that are valid 
at low frequencies, high frequenCies or, if semiconductor impurities are of interest, a third 
vastly different circuit may be required. Here the transistor represents the physical process 
while the three circuit designs represent different idealised models. 
Given a model the next step is to obtain a mathematical description of it which involves 
forming mathematical expressions or equations that relate the variables of interest in the 
model. Again a given idealised model of a physical system may give rise to several different 
mathematical descriptions depending on how these equations are derived. For example a 
given mechanical system can be defined by using either Newton's equations, Lagrange's 
equations or Hamilton's equations or by choosing different coordinate axes for the system. 
Following the finalisation of the mathematical description for the chosen idealised model 
the final step is to analyse the model and assess its properties, capabilities and limitations. 
The process of moving from the physical system to that of the idealised model and finally 
to the mathematical description is known as mathematical modelling and in the words of 
Antsaklis et al. [1], 'This process of mathematical modelling, ''from a physical phenomenon 
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to a model to a mathematical description," is essential in science and engineering'. This 
system hierarchy is illustrated in Fig. 2.2.1. below. 
MODEL2 
MATHEMATICAL 
DESCRIPTION 
MEASUREMENTS r------
ANALYSIS 1---r SIMULATION 
Fig. 2.2.1. Physical System Hierarchy 
In the context of this Thesis only a mathematical description of a system will be consid-
ered which can be visualised by either an external or an internal representation. An external 
representation, commonly referred to as a 'black box' representation, shows pictorially the 
embedded cause-effect relationship between the input and output of a system and is shown 
in Fig. 2.2.2. 
INPUT OUTPUT 
SYSTEM 
Fig. 2.2.2. Internal System Representation 
An internal representation on the other hand provides a more detailed and complete 
view of the what is happening inside the system and is illustrated in Fig. 2.1.1. This is 
used to detail how the internal states react to changes in input and how this combination 
leads to an resultant change in output. 
,--------------------------------------------------------------------- I 
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The various forms that both these representations can take will be considered in the 
following section. 
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2.3 Linear System Representations 
In general the dynamic behaviour of systems is characterised by a combination of both 
algebraic and differential equations which are usually nonlinear in their type. The solution to 
such equations however is in general highly complicated and involves the use of convolution 
integrals which often cannot be solved analytically. 
It is therefore usual to consider a linearised approximation of these nonlinear equations 
which is valid over a specified or required range. Consequently a linearised model will simply 
consist of a mixed set of ordinary linear differential and algebraic equations. Such linear 
system equations will be considered in this Thesis. 
Consider the defining system equations after linearisation as a mixed set of linear alge-
braic and differential equations of the form (Rosenbrock [72]), 
{ 
T(p)(J(t) = U(p)u(t) 
E· 
y(t) = V(p)(J(t) + W(p)u(t) 
(2.3.1) 
where p ~~ ! denotes the differential operator, T(p) E IR[p]rxr, U(p) E IR[p]"xm, V(p) E 
IR[p]pxr and W(p) E IR[p]pxm. In (2.3.1), j3(t) : ( 0-, +oc) --> !Rr is defined as the pseu-
dostate, u(t) : ( 0-, +oc) --> !Rm is defined as the input and y(t) : ( 0-, +oc) -> ]RP is 
defined as the output of the system E respectively. 
Definition 2.3.1 The polynomial matrix list [r(p), U(p), V(p), W(p)] is termed a polyno-
mial matrix description (PMD) of a linear system E whose dynamical behaviour is governed 
by a set of linear differential and algebraic equations with constant coefficients as in (2.3.1 ). 
The system E is called multivariable iff m > 1 or p > 1 or, in other words, if there is a 
multiple input or output. D 
Taking Laplace transforms of (2.3.1) assuming zero initial conditions gives, 
T(s)P(s) = U(s)u(s) 
y(s) = V(s)P(s) + W(s)u(s) 
(2.3.2) 
where P(s), u(s) and y(s) denote the respective Laplace transforms of (J(t), u(t) and y(t) 
respectively and T(s), U(s), V(s) and W(s) are corresponding polynomial matrices over 
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R[s]. Note that the Laplace transformation of (2.3.1) under non-zero initial conditions will 
not be considered in the context of this Thesis. 
Definition 2.3.2 The order n of the representation (2.3.1) is equal to the degree of the 
determinant of T(s) in (2.3.2). 0 
Equations (2.3.2) can be written in the more concise form, 
[ 
T(s) U(s) l [ /J(s) l [ Or,p ]-
-V(s) W(s) -u(s) = -lp y(s) 
(2.3.3) 
where r ;?: n, i.e. the dimension of T(s) ;?: the order of T(s), by trivially expanding the 
matrices T(s) E IR[s]"xr, U(s) E lR[s]"xm and V(s) E IR[s]Pxr respectively (Rosenbrock 
[72]). 
Definition 2.3.3 (Rosenbrock [70], [71]) The polynomial matrix, 
P(s) = [ T(s) U(s) l E lR[s](r+p)X(r+m) 
-V(s) W(s) 
(2.3.4) 
from (2.3.3) is defined as the Rosenbrock polynomial system matri:t associated with ~ as in 
(2.3.1). 0 
The Rosenbrock polynomial system matrix (2.3.4) is of fundamental importance as 
it contains all the mathematical information relevant to the system needed for analysis 
purposes. Eliminating /J(s) in (2.3.2) gives an alternative description for the system ~ 
given by, 
y(s) = [v(s)T(s)- 1U(s) + W(s)ju(s) (2.3.5) 
This describes the input-output behaviour of the system and is termed the transfer function 
matri:t description. It can be considered to be an external representation of the system ~ 
as discussed in Section 2.2 and as described in Fig. 2.2.2. 
Definition 2.3.4 (Rosenbrock [72]) The rational matrix, 
G(s) = [v(s)T(s)- 1U(s) + W(s)] E JR(s)pxm (2.3.6) 
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from (2.3.5} is defined as the transfer function matrix of the system I: as in (2.3.1}. 0 
If the defining system equations as a result from linearisation are described by a set of 
first order ordinary differential equations then they may be written in the form (Kalman 
[25]}, 
{ 
x(t) = Ax(t) + Bu(t) 
I:
2 
: y(t) = Cx(t) + D(p)u(t) 
(2.3.7} 
d 
where A E lRnxn, B E lRnxm, C E lRpxn, D(p) E lR[p]pxm, p = dt' and where x(t) : 
( 0-, +oo) ---> lRn denotes the state vector, u(t) : ( 0-, +oo) ---> lRm denotes the input 
vector and y(t) : ( 0-, +oo) ---> JRP denotes the output vector of the system I:2 respectively. 
The equations (2.3.7} define a regular state-space matrix description (SSD} of the linear 
system I:2 which has been generalised by including a linear combination of the derivatives 
of u to appear in the matrix D(p). 
The properties of state-space descriptions have been widely investigated and their be-
haviour is well understood. However the disadvantage of considering such descriptions is 
that they can not adequately describe the impulsive behaviour of a system or, in other 
words, the behaviour attributable to the point at infinity in the frequency domain. This 
has led to the more recent and continued analysis of singular descriptor systems of the form, 
Ex(t) = Ax(t) + Bu(t) 
y(t) = Cx(t) + D(p)u(t) 
(2.3.8} 
where A E lRrxr, BE lRrxm, C E lRpxr, DE lRpxm and where E E lR~xr, !El = 0, is a 
constant singular matrix. A survey of such systems can be seen in Lewis [43]. 
In the case where T(p) = (pE-A) E lR[p]"xr, U(p) = BE lRrxm, V(p) = C E ]Rpxr 
and W(p) =DE JRPXm the PMD (2.3.1} reduces to the singular descriptor system (2.3.8}, 
while if in addition T(p) = (pin- A) E lR[p]nxn, r = n, the PMD (2.3.1} reduces to the 
state-space matrix description (2.3.7}. Consequently the PMD (2.3.1} can be seen to be the 
most general representation of a linear multivariable system. Following (2.3.4} and (2.3.6} 
the Rosenbrock system matrix and transfer function matrix representations associated with 
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the PMD (2.3.1) can analogously be defined for both the singular descriptor system (2.3.8) 
and the state-space matrix desc~iption (2.3.7). 
Consider now the transfer function matrix G(s) E JR(s)pxm of a given system. 
Definition 2.3.5 The rational matrix G(s) E lR(s)pxm is said to be proper if£ lims~ooG(s) 
exists. If this limit exists and is zero then G( s) is said to be strictly proper. Else if 
lim8~00G(s) does not exist then G(s) is said to be non-proper. If G(s) arises from a 
system matrix in the state-space matrix description form (2.3.7) then it is strictly proper 
iff D(s) = 0 and proper iff D(s) =DE lRpxm. 
The transfer function matrix G(s) E JR(s)pxm can be expressed in the form, 
G( ) = N(s) 
s d(s) 
0 
(2.3.9) 
where N(s) E JR(s]pxm, d(s) E lR(s] and where d(s) represents the monic least common 
denominator of all elements of G(s). Then G(s) can be written in the alternate forms, 
G(s) = [d(s)lpr1 N(s) = D1(s)-1N1(s) 
G(s) = N(s) [d(s)Imr1 = N2(s)D2(s)-1 
(2.3.10) 
which define a left and right matrix fmction description (MFD) of G(s) respectively. Here 
the matrix pair D1(s), D2(s) are termed the denominators of G(s) while the matrix pair 
N1(s), N2(s) are termed the numemtors of G(s). The MFD's given in (2.3.10) can be 
compared to the transfer function matrix description given in (2.3.5)-(2.3.6). Here the two 
system descriptions coincide in the cases V(s) = Ip, W(s) = Op,m and U(s) = Im. W(s) = 
Op,m respectively. Consider a left MFD of G(s) E lR(s)pxm to be given by, 
(2.3.11) 
where dL(s) E JR(s], DL(s) E lR(s]pxp and NL(s) E JR(s]pxm and consider a non-singular 
matrix W(s) E JR(s]PXP such that, 
(2.3.12) 
Clearly, 
(2.3.13) 
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where fh,NL constitute a second MFD of G(s). Rearranging (2.3.12) gives, 
DL = W(s)DL(s) 
NL = W(s)NL(s) 
15 
(2.3.14) 
where the matrix W(s) E JR[s]PXP has provided a left factorisation of both NL and DL· Here 
W(s) E lR[sjPXP is termed a left divisor of NL(s) E lR[s]pxm and DL(s) E JR[s)PXP while NL 
and D L are both termed right multiples of W ( s). Furthermore if W ( s) is a right multiple 
of every common left divisor of N L and D L then W ( s) is termed a greatest common left 
divisor (g.c.l.d) of NL and D£. In this case the resulting matrices Iih and lh from (2.3.14) 
are defined as being left prime while the resulting MFD, 
(2.3.15) 
is defined as a left coprime polynomial MFD of G(s). Such MFD's are used to define the 
finite and infinite zero and pole structure of systems (Pugh et al. [65]) and will be considered 
further in Chapter 3. Similar theory applies to right MFD's. 
To illustrate the system representations above consider the following example. 
Example 2.3.6 (Pate! et al. [60]) Consider the physical system consisting of two springs 
and 2 masses as shown in Fig. 2.3.1. The springs have spring rates r1 and r2 and the 
masses have mass m1 and m2 respectively. We are interested in the displacement x2 of m2 
when the system is subjected to an input force u applied to mass mt. In this case y = X2 
represents the output of the system. 
/. 
~(t)=y(t) 
l o(t) ~(t) 
Fig. 2.3.1 Simple Mechanical System 
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Following Section 2.2 several idealised models which represent the physical system as in 
Fig. 2.3.1 can be realised. One such idealised model can be represented by the following 
Jinearised equations of motion, 
m1x1(t) = u-r1(x1(t) -x2(t)) 
m2fi2(t) = Tj( XJ(t)- X2(t))- r2X2(t) 
y(t) = X2(t) 
By introducing additional variables xa(t) and x4(t) given by, 
X3(t) = Xj(t) 
(2.3.16) 
(2.3.17) 
the original system equations (2.3.16) can be rewritten in the state-space description form, 
0 0 1 0 
x1 (t) XJ(t) 0 
:i;2(t) 0 0 0 1 X2(f) 0 
= + 1 u(t) 
x3(t) Tj Tj 0 0 X3(t) 
ml m1 m1 
:i;4(t) Tj r 1 + r 2 0 0 X4(t) 0 
m2 m2 (2.3.18) 
X1(t) 
y(t) = [ 0 0 0] 
X2(t) 
1 
X3(f) 
X4(t) 
as in (2.3.7) . The corresponding transfer function g(s) is given as, 
g(s) = C(s/4- A) -l B = TJ 
m1m2s4 + [m2r1 + m1(r1 + r2J] s2 + r1r2 (2.3.19) 
while the corresponding left and right MFD's are trivial. 
The state-space equations (2.3.18) represent a specific mathematical description of the 
given idealised model (2.3.16). An alternative mathematical description of (2.3.18) can 
therefore be realised by introducing a different set of additional variables x3 (t) and x4(t) 
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into (2.3.16) given by, 
(2.3.20) 
which transforms the original system equations (2.3.16) into the state-space description 
form, 
1 0 1 0 
:h(t) X1(t) 0 
±z(t) 0 1 0 1 xz(t) 0 
= + 1 u(t) Tj Tj 
±3 ( t) -1-- -1 0 X3(t) 
m1 m1 m1 
x4 ( t) Tj 
-1- r1 + rz 0 -1 
X4(t) 0 
mz mz 
X1(t) 
y(t) = [ 0 0 ] 
xz(t) 
1 0 
xa(t) 
X4(t) 
(2.3.21) 
as in (2.3.7) . The corresponding transfer function g(s) is given as in (2.3.19) while the 
corresponding left and right MFD 's are again trivial. 
A PMD could equally be formed from the defining equations (2.3.16). Applying Laplace 
transforms to (2.3.16) under zero initial conditions gives, 
m1s2x1(s)- u(s) + r1x1(s)- r1x2(s) = 0 
mzs2xz + r1xz(s) + r2x2(s)- r1x1(s) = 0 
y(s) = x2(s) 
(2.3.22) 
and the PMD form (2.3.2) follows immediately. Express equations (2.3.22) in the more 
2.3 Linear System Representations 18 
concise form, 
1 0 0 0 0 X3(s) 0 
0 1 0 0 0 X4(s) 0 
0 0 m1s2 + Tj -rl 1 XJ(s) 0 (2.3.23) 
0 0 -Tj m2s2 + r1 + r2 0 x2(s) 0 
0 0 0 -1 0 -u(s) -y(s) 
P(s) 
where P(s) E 1R[s]5x5 indicates the corresponding Rosenbrock polynomial system matrix 
as given in (2.3.4). In forming (2.3.23) the two additional variables x3 (s) and x4(s) were 
introduced to ensure that the dimension of the corresponding matrix T(s) ;:: the order of 
the system. 0 
Although so far in this Chapter only system representations in the continuous-time 
domain have been considered, analogous system representations exist in the discrete-time 
domain also. These will equally be considered in this Thesis and have particular relevance 
in Chapters 4 and 5 where the solution to a discrete-time ARMA-Representation (Willems 
[84]) or equivalent PMD (2.3.1) is considered. Such a representation can be expressed in 
the form, 
A(<7)y(k) = B(<7)u(k) (2.3.24) 
and describes a non-homogeneous system of linear difference and algebraic equations. Here 
A(<7) E lR[<7]"xr, B(<7) E lR[<7]"xm, <7 denotes the forward shift operator, i.e. <7iy(k) = 
y(k + i), and y(k) E lRr, k = 0, ... , N, denotes a vector sequence in the closed time 
interval k E [o, NJ. 
Following (2.3.7) the discrete-time state-space representation can be written in the form, 
x(k + 1) = Ax(k) + Bu(k) 
y(k) = Cx(k) + Du(k) 
(2.3.25) 
assuming that the inputs u(k) are held constant over the sampling period T, x(k) represents 
the state at timet= kT, u(k) represents the input in the interval (k- l)T < t $ kT and 
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y(k) represents the output at time t = kT. In (2.3.7) the continuous-time state-space 
representation was generalised by including a linear combination of the derivatives of u via 
the matrix D(p). This generalisation is not carried over to discrete-time systems via the 
matrix D(<7) as the output would then rely on future values of the input. 
Following (2.3.2)-(2.3.6) the corresponding transfer function matrix and other related 
representations can similarly be defined for the discrete-time case. 
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2.4 Conclusions 
In this Chapter the concept of a linear system has been introduced through the process of 
mathematical modelling. This process is used to transform a physical system into a math-
ematical model which can subsequently be analysed and the concepts of physical systems, 
idealised models and mathematical descriptions have been considered. Several such mathe-
matical descriptions have been defined and will be referred to throughout this Thesis among 
them: the polynomial matrix description; the generalised state-space matrix description; 
and the state-space matrix description. Of particular relevance is the discrete-time ARMA-
Representation (Willems (84]) which will be considered in greater detail in Chapters 4 and 
5. 
3.1 Introduction 
CHAPTER 3 
GENERAL MATRIX 
THEORY & SYSTEM 
PROPERTIES 
The linear system representations presented in Chapter 2 are defined primarily in terms 
of both polynomial and rational matrix expressions. Consequently the inherent properties 
of such representations, and in linear systems theory as a whole, are highly reliant on and 
embedded in matrix theory. Therefore in this Chapter a brief introduction to the polynomial 
and rational matrix theory relevant to this Thesis is given and how this theory is applied in 
~-----~--------- --------- - -
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a linear systems context is considered. A comprehensive range of texts are available on this 
subject among them Gantmacher (12], Rosenbrock (72], Rosenbrock et al. [73], Wolovich 
(86], Kailath (24] and Vardulakis [80]. 
In Section 3.2 finite frequency polynomial and rational matrix theory is considered, i.e. 
for 8 E C, and in particular the finite zeros and poles associated with such matrices are 
defined. This introduces the Smith and Smith-McMillan standard forms (Gantmacher [12]) 
which respectively define equivalence relations over lR[8], defined as the ring of polynomials, 
between polynomial and rational matrices. The minimal realisation of a strictly proper 
matrix Tsp(8) E 1Rspr(8)pxm to a system in the state-space form (2.3.7) is also considered. 
Infinite frequency polynomial and rational matrix theory, i.e. for 8 = oo, is considered in 
Section 3.3, and analogous definitions for the infinite zeros and poles associated with such 
matrices are presented. This leads to the introduction of the Smith-McMillan standard 
form at s = oo (Vardulakis et al. [79]) which defines an equivalence relation between 
rational matrices over 1Rpr ( s) defined as the ring of proper rational functions. The minimal 
realisation of a general non-proper rational matrix T(8) E lR(8)pxm to a system in the 
generalised state-space form (2.3.8) is similarly considered here. 
Finally in Section 3.4 the application of matrix theory to that of linear systems is 
considered. This leads to the definition of the various zeros and poles of a linear system and 
emphasises the importance of the associated system matrix and transfer function matrix 
representations. 
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3.2 Finite Frequency Polynomial and Rational Matrix Theory 
Let lR denote the field of real numbers, JR[s] denote the ring of polynomials with coefficients 
in lR and JR(s) denote the field of fractions over lR[s] where, 
JR(s) := { t(s) I t(s) ~ ~i:~, n(s),d(s) E JR[s], d(s) #- 0} (3.2.1) 
Here lR(s) is termed the field of {real) rational functions. This can be extended to the 
theory of matrices where 1R(s)pxm denotes the set of all p x m matrices with elements in 
JR(s). As a subset of this define JR[s]pxm to be the set of allpx m polynomial matrices with 
elements in lR[s]. A polynomial matrix T(s) E lR[s]PXm can be written in the form, 
T(s) = T~s~ + T~-1s~-l + · · · + T1s +To (3.2.2) 
h ,., mpxm · w ere .Li Em.. , z E x. 
Definition 3.2.1 A square polynomial matrix T(s) E lR[sJPXP as in (3.2.2) is called regular 
D 
Definition 3.2.2 A polynomial matrix T(s) E lR[s]PXP is called !Rt[s] - unimodular, or 
simply unimodular, if there exists a polynomial matrix T(s) E lR[sJPXP such that, 
T(s)T(s) = Iv (3.2.3) 
or equivalently iff IT(s)l = c E JR,c # 0, where c represents a unit of R[sj. D 
Unimodular matrices are important in polynomial matrix theory as they represent a form 
of equivalence through certain elementary row and column operations. These equivalence 
operations are given by the following. 
Definition 3.2.3 The elementary row and column operations for polynomial matrices of 
the form T( s) E lR[s]PXm are defined as follows: 
i) multiply any row or column of T(s) by a unit in lR[s], that is a non-zero constant in R 
ii) add a multiple, by any non-zero element t(s) E lR[s], of any row or column of T(s) to 
any other row or column. 
3.2 Finite Frequency Polynomial and Rational Matrix Theory 24 
iii) interchange any two rows or any two columns of T(s). D 
It can be seen that any series of the above elementary row ( resp. column) operations 
that are applied to a polynomial matrix T(s) E lR[s]pxm can be represented as the pre 
( resp. post) multiplication of T( s) by a unimodular matrix. Such matrices can be obtained 
from performing the above elementary operations on the identity matrix Ip ( resp. I m)· 
Further it can be shown that the product of a finite number of unimodular matrices is itself 
a unimodular matrix. This leads to the following definition of equivalence. 
Definition 3.2.4 Two polynomial matrices T1(s) E IR[s]pxm and T2 (s) E IR[s]pxm are said 
to be unimodular equivalent iff 3 unimodular matrices M(s) E IR[s]pxp and N(s) E IR[s]mxm 
such that, 
(3.2.4) 
where the matrices M(s) and N(s) correspond to elementary row and column operations 
as in Definition 3.2.3 respectively. D 
The unimodular equivalence relation (3.2.4) can similarly be applied to rational matrices 
of the form T(s) E IR(s)pxm. Consequently the following standard form of unimodular 
equivalence can be defined. 
Lemma 3.2.5 Let T(s) E IR(s)pxm, rankll!.(s)T(s) = r, r:::; min{p,m}. Then T(s) is 
unimodular equivalent to a diagonal matrix s~(s) E IR(s)PXm termed the Smith-McMillan 
form of T(s) and of the form, 
c . [ c1 (s) 
ST(s) = dtag '1/JI(s)' 
cr(s) 
' .Pr(s)' Op-r,m-r ] (3.2.5) 
where the variables ci(s), '1/Ji(s), i E r, are monic, ci(s) divides Ei+I(s), i = 1, ... , r- 1, 
i.e. division down the diagonal, and '1/Ji+I(s) divides '1/Ji(s), i = 1, ... , r- 1, i.e. division 
up the diagonal. The rational functions ~:i:~, i E r, are defined as the invariant rational 
functions of T(s). D 
Similarly the Smith form of a polynomial matrix T(s) E IR[s]pxm can be defined as 
follows. 
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Corollary 3.2.6 Let T(s) E IR[s]pxm, rankiR[sjT(s) = r, r :S min{p,m}. Then T(s) is 
unimodular equivalent to a diagonal matrix s¥(s) E IR[s]PXm termed the Smith form ofT( s) 
and of the form, 
Ar(s), Op-r,m-r ] (3.2.6) 
where the polynomial functions Ai(s), i E r, are manic and Ai(s) divides Ai+l(s), i = 
1, ... ,r- 1, i.e. division down the diagonal. The polynomial functions Ai(s), i E r, are 
defined as the invariant polynomials of T( s). 0 
The invariant polynomials Ai(s), i Er, as in (3.2.6) can be decomposed into their manic 
irreducible factors over lR to give, 
(3.2.7) 
where for iik # 0, i E r, k E h, the terms et{'" ( s) are referred to as the elementary divisors 
of T(s). 
Instead of performing unimodular operations over IR[s] to create the Smith form of a 
polynomial matrix T(s) it can be seen that the invariant polynomials Ai, i Er, as in (3.2.6) 
can be defined by, 
'· _ ~i(s) 
"·- ()' ~i-1 s i = 1, ... ,r (3.2.8) 
where ~o(s) = 1 and ~i(s), i = 1, ... , r, denote the greatest common divisor of minors of 
order i in T( s) E IR[s]pxm. This is illustrated in the following example. 
Example 3.2.7 Consider the polynomial matrix, 
1 -1 1 
T(s) = 0 0 s E IR[s]3x3 
s2 s -s 
The minors of T(s) of respective orders 1, 2 and 3 are given by, 
Order 1- [1, -1, 1, 0, 0, s, s2 , s, -s] ==;. ~1 (s) = 1 
Order 2- [o, s, -s, s + s2 , -s- s2, 0, 0, -s3, -s2] ==;. b.2(s) = s 
Order 3- [- s2 - s3] ==;. ~3 (s) = -s2 - s3 
(3.2.9) 
(3.2.10) 
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def ll.1(s) def ll.2(s) def ll.3(s) 
and therefore .\1 = ll.o(s) = 1, .\2 = ll.l(s) =sand .\3 = ll.2(s) = s(s+1). Consequently 
from (3.2.6) and (3.2.8) the Smith form of T(s) denoted by Sf(s) E lR[sj3X3 is given by, 
se -T(s)-
1 0 0 
0 8 0 
0 0 s(s + 1) 
(3.2.11) 
D 
This approach can be extended to the rational matrix case T(s) E lR(s)pxm where the 
invariant rational functions ~: i ~ , i E r, are obtained by extracting the least common 
multiple d(s) appearing in all denominator terms of T(s). Such a technique has been used 
to develop the smi thmillan Maple command as given in Chapter 8 and in Appendix 1 
which computes the Smith-McMillan form (3.2.5) of a given rational matrix. This command 
· extends the inherent Maple command smith which is only able to compute the Smith form 
(3.2.6) of a polynomial matrix. 
The zeros of a polynomial matrix T(s) E lR[s]pxm can be defined as follows. 
Definition 3.2.8 Let T(s) E lR[s]pxm. Then from (3.2.7), so E C is a finite zero of degree 
k of T(s) if (s- so)k is an elementary divisor of T(s). The multiplicity of such a zero is 
equal to the number of elementary divisors of the form (s- s0)k, k > 0. D 
Furthermore the finite zeros and poles associated with a rational matrix T(s) E lR[s]pxm 
can be defined from considering its corresponding Smith-McMillan form (3.2.5). This is 
given in the following. 
Definition 3.2.9 Let T(s) E lR(s)pxm with Smith-McMillan form Sf(s) E lR(s)pxm as given 
in (3.2.5). Then the zeros of T(s) are defined as the zeros of the numerator polynomials 
c;(s), i E r, of Sf(s) while the poles of T(s) are defined as the zeros of the denominator 
polynomials ,P;(s), i Er, of Sf(s)' Clearly polynomial matrices of the form T(s) E JR[s]pxm 
can only possess finite zeros. D 
The finite zeros and poles relating to the Rosenbrock polynomial system matrix (2.3.4) 
will be considered in more detail in Section 3.4. Consider now the degree of a polynomial 
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matrix and the properties associated with it. The degree of a polynomial vector t(s) E IR(s]P 
is defined to be the highest degree among all the degrees of its polynomial terms. Similarly 
the degree of the i'th row (resp. j'th column) of a polynomial matrix T(s) E IR[s]pxm 
is defined to be the highest degree among all the degrees of the polynomial terms that 
constitute the i'th row (resp. j'th column) of T(s). This leads to the following general 
definition for polynomial matrices. 
Definition 3.2.10 The degree of a polynomial matrix T(s) E IR(s]pxm denoted by deg T(s) 
is defined as the maximum degree among the degrees of all its maximum order (non-zero) 
minors. If p =m and T(s) is non-singular, i.e. T(s) E R[s]PXP, rankll![sjT(s) = p, then, 
deg T(s) = deg IT(s)l (3.2.12) 
Furthermore from Definition 3.2.2 if deg T(s) = 0 =;. IT(s)l = c, c E IR then T(s) E R[s]PXP 
is unimodular. 0 
Consider T(s) E IR(s]pxm, rankll![sJT(s) = min{p,m}, and express it in the alternate 
forms, 
T(s) = (3.2.13) 
and, 
T(s) = [r(s)J: (3.2.14) 
where ri,i E p (resp. qj,j Em) denotes the degree of the i'th row (resp. j'th column) of 
T(s) and the matrix Tr(s) E IR(s]PXm (resp. Tc(s) E IR(s]pxm) has lower row (resp. column) 
degrees than ri (resp. qj)· This leads to the following. 
Definition 3.2.11 The constant scalar matrix [T(s)J: E !Rpxm (resp. [r(s)J: E !Rpxm) as 
given in (3.2.13) (resp. (3.2.14)) is defined as the high order row {resp. column) coefficient 
matrix of T(s). 0 
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Definition 3.2.12 A polynomial matrix T(s) E IR[s]pxm, rankll!.[sJT(s) = min{p, m}, is 
termed row (resp. column) proper, or row (resp. column) reduced, iff its corresponding high 
order row (resp. column) coefficient matrix [r(s)J: E JRpxm (resp. [r(s)J~ E JRpxm) as in 
(3.2.13) (resp. (3.2.14)) has full row (resp. column) rank. 0 
Example 3.2.13 Consider the polynomial matrix, 
T(s) = 1 0 (3.2.15) 
2 -8 
Then from (3.2.13)-(3.2.14), 
0 3 
[r(s)J: = 1 0 
0 -1 
(3.2.16) 
1 3 
[r(s)J: = 0 0 
0 0 
Consequently from Definition 3.2.12 T(s) is row reduced but is not column reduced. 0 
In Chapter 8 and in Appendix 1 Maple commands have been developed which reduce a 
polynomial matrix T( s) E IR[s]pxm which is not row ( resp. column) reduced to a row ( resp. 
column) reduced form. This is achieved by using a recursive algorithm which pre ( resp. 
post) multiplies T(s) by a set of unimodular matrices represented by TL(s) E IR[sJPXP (resp. 
TR(s) E IR[sJmxm) such that the resulting matrix, 
T(s) = TL(s)T(s) E IR[sJpxm (resp. T(s) = T(s)TR(s) E IR[s]pxm) (3.2.17) 
is row ( resp. column) reduced. These corresponding Maple commands are denoted by 
colprop and roYprop and realise a column reduced and row reduced polynomial matrix 
respectively. Furthermore the unimodular matrices TL(s) E IR[sJPXP and TR(s) E IR[s]mxm 
as in (3.2.17) can be returned via these Maple commands if desired. 
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The property of row (resp. column) properness can be used to define a particular class 
of matrix fraction description (MFD) as defined in Chapter 2. First let us extend the results 
of Section 2.3 in regard to the coprimeness of two polynomial matrices. 
Lemma 3.2.14 Let T1 (s) E JR.[s)px!, Tz(s) E lR.[s)Pxt, l + t =m?: p = rank11[s) [r1 ( s)Tz(s) J 
( [
T1(s)l) resp. T1(s) E lR.[sjlxm, Tz(s) E lR.[s)txm, l + t = p ?: m = rankll[s] . Then 
Tz(s) 
T1(s), Tz(s) are left (resp. right) coprime if one of the following equivalent statements hold: 
i) the g.c.l.d (resp. g.c.r.d) of T1(s), Tz(s) is unimodular. 
ii) rank [r1(s) T2(s)J = p (resp. rank [ TJ(s) ] =m) Vs E IC. 
Tz(s) 
iii) sc[r1(s) T2 (s)] = [Ip Op,l+t-p] (resp. se [ T1(s)] = [ Im ] ) where se[·] 
Tz( s) Ol+t-m,m 
denotes the Smith form of the indicated matrix as in (3.2.6). 0 
Following (2.3.15) define, 
(3.2.18) 
to represent a left ( resp. right) coprime polynomial MFD of T(s) E JR.( s )pxm where D1 ( s) E 
JR.[s)PXP and N1(s) E lR.[s)pxm (resp. D 2(s) E lR.fsrxm and N2(s) E lR.[s)pxm) are left 
(resp. right) coprime and denote a respective denominator and numerator of T(s). If 
[ 
Dz(s) ]) is also row ( resp. 
Nz(s) 
in (3.2.18) the augmented matrix [Dt(s) N1(s)] (resp. 
column) reduced according to Definition 3.2.12 then (3.2.18) is defined to be a left {resp. 
right) minimal factorisation of T(s). In this case the polynomial matrices D 1(s) E JR.[s)PXP, 
N1(s) E JR.[s)pxm (resp. Dz(s) E lR.[s)mxm, N2(s) E lR.[s)pxm) define a minimal basis (Forney 
[7)) which are used in defining the finite and infinite zero and pole structure of rational 
matrices and will be considered in the following Section. 
In Chapter 8 and Appendix 1 several Maple commands have been developed which 
compute the respective left and right polynomial MFD's associated with a rational matrix 
T(s) E JR.(s)pxm. These are defined by the following: 
3.2 Finite Frequency Polynomial and Rational Matrix Theory 30 
i) DNsep - Computes a trivial left MFD of a rational matrix T( s) E lR( s )PXm by extracting 
the least common denominator of all elements of T(s). 
ii) LMFD- Computes a left coprime MFD of a rational matrix T(s) E lR(s)pxm. 
ii) LMFDrowred- Computes a left coprime MFD of a rational matrix T(s) E lR(s)pxm using 
the LMFD Maple command. Subsequently a left minimal factorisation of a rational 
matrix T(s) E lR(s)pxm is computed using the Maple command rowprop. 
The Maple commands NDsep, RMFD and RMFDcolred which compute corresponding right 
MFD's of a rational matrix T(s) E lR(s)pxm are defined analogously in Chapter 8 and 
Appendix 1. 
Following Definition 3.2.9 the finite zeros and poles of T(s) E lR(s)pxm can also be 
defined by expressing T(s) in the coprime MFD form (3.2.18). 
Definition 3.2.15 Let T(s) E lR(s)pxm. Then so E IC is a finite zero (resp. pole) of 
degree k of T(s) if it is a zero of degree k of any numerator (resp. denominator) of T(s). 
The multiplicity of such a zero ( resp. pole) is equal to the corresponding zero ( resp. pole) 
multiplicity of the numerator ( resp. denominator). D 
Associated with any rational matrix T(s) E lR(s)pxm is a given least order represented 
by v(T) (Rosenbrock [72]). In the context where T(s) denotes the transfer function matrix 
(2.3.6) the least order of T(s) is defined as the least order of a corresponding system which 
gives rise to T( s) via a realisation (2.3.6). The least order v(T) can be computed using 
either of the following results which remove the need to form a least order system. 
Definition 3.2.16 Consider a rational matrix T(s) E lR(s)pxm and let (3.2.18) define a left 
and right MFD ofT(s). Then the least orderofT(s) denoted by v(T) is given by, 
v(T) = degD1(s) = degD2(s) 
= deg,D1(s)l = degiD2(s)l 
(3.2.19) 
D 
Definition 3.2.17 Consider a rational matrix T(s) E lR(s)pxm and compute the corre-
sponding minors of orders 1, 2, ... , min{p, m} of T(s). Then the least order of T(s) 
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denoted by v(T) is given by deg( <p( s)) where <p( s) denotes the least common denominator 
of all these minors. D 
As an extension of the notion of least order now consider the M cMillan degree (Kalman 
[26], Pugh [63]) of a rational matrix. This plays an important role when considering the 
infinite frequency structure of matrices and is utilised in realisation theory as a generalisation 
of the definition of order. It is defined by first expressing T(s) E IR(s)PXm in the form, 
T(s) = T8p(s) + Tpol(s) (3.2.20) 
where T,p E IRspr(s)pxm and Tpol(s) E IR[s]Pxm represent the strictly proper and polynomial 
components of T(s) respectively. 
Definition 3.2.18 (McMillan [53], Kalman [26]) The McMillan degree of T(s) E IR(s)pxm 
denoted by 6 M (T) is defined as, . 
(3.2.21) 
where v ( ·) indicates the least order of the indicated matrix. D 
Given T(s) E IR[sJPXm its corresponding McMillan degree 8M(T) is equal to the highest 
degree among the degrees of all minors of T( s) of all orders (Rosenbrock [72]). In the case 
where T(s) = T E !Rpxm then bM(T) = 0. 
Finally in this section consider the minimal realisation of a strictly proper rational 
matrix Tsp(s) E IR,pr(s)PXm to a system in the state-space form (2.3.7). 
Definition 3.2.19 Let Tsp(s) E JR,pr(s)pxm and strictly proper. Then [A, B, c] where 
A E !Rnxn, BE !Rnxm, c E JRPXn and nE z+ such that, 
(3.2.22) 
is defined as a (state-space) realisation ofTsp(s). The realisation (3.2.22) is defined to be a 
minimal, or a least order, (state-space) realisation ofTsp(s) iff one of the following equivalent 
conditions is satisfied: 
(3.2.23) 
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ii) rankiR[B, AB, ... , An-!B] = rank111. 
c 
CA 
=n 
where v ( ·) indicates the least order of the indicated matrix. 
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(3.2.24) 
D 
Clearly following (3.2.20) and (3.2.22) a general rational matrix T(s) E !R(s)pxm can be 
expressed in the form, 
T(s) = Tsp(s) + Tpat(s) 
c(sln- A) -l B + D(s) (3.2.25) 
where Tpal = D( s) E IR[s]pxm. The corresponding realisation of a general non-proper 
rational matrix T(s) E IR(s)PXm to a system in the generalised state-space form (2.3.8) will 
be considered in the following Section. 
A Maple procedure is presented in Chapter 8 and in Appendix 1 which computes a 
minimal state-space realisation of a strictly proper matrix Tsp(s) E IRspr(s)pxm as given in 
(3.2.22). This command is denoted by real prop. 
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3.3 Infinite Frequency Polynomial and Rational Matrix Theory 
In this Section the properties of polynomial and rational matrices at the point s = oo are 
considered and in particular the infinite zero and pole structure of such matrices. 
The finite zeros and poles of a rational function t(s) = ~i:i are defined as the finite 
zeros ofn(s) and d(s) respectively. However if lims~oot(s) = 0 then t(s) is said to possess a 
zero at s = oo while if lim8~00 t(s) = oo then t(s) is said to possess a pole at s = oo. In these 
cases t( s) is defined to be a strictly proper and non-proper .mtional function respectively. In 
the case of rational matrices infinite zeros and poles may exist simultaneously. 
One way of investigating the infinite zero and pole structure of a rational matrix is to 
1 
apply a bilinear transformation of the form s = - which has the effect of sending the point 
w 
s = 0 to w = oo and bringing the point s = oo to the point w = 0 where it may be studied 
by considering the finite Smith-McMillan form given in (3.2.5). This leads to the following 
definition 
Definition 3.3.1 (Pugh et al. [64], Verghese [82]) A rational matrix T(s) E lR(s)pxm is 
said to have an infinite zero (resp. pole) of degree kif w = 0 is a finite zero (resp. pole) of 
degree k for the rational matrix T (~).The multiplicity of an infinite zero (resp. pole) is 
equal to the multiplicity of the zero ( resp. pole) at w = 0 of the rational matrix T ( ~) . 0 
This method leads to the investigation of the zero and pole structure at w = 0 of the 
rational n:atrix T ( ~) by forming a coprime factorisation ofT ( ~) . However if both the 
finite and infinite zero and pole structures are to be investigated together then two coprime 
factorisations are required, one for T ( ~) and one for T( s). This problem was considered 
by Pugh et al. [65] who employed a single minimal factorisation ofT( s) from which both the 
finite and infinite zero and pole structure could be analysed. This is given in the following. 
Lemma 3.3.2 (Pugh et al. [65]) Consider a right minimal factorisation ofT(s) E lR(s)pxm 
represented by, 
T(s) = N(s)D(s)- 1(s) (3.3.1) 
I 
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where N(s) E lR[s]pxm, D(s) E lR[s]mxm and right coprime, and the matrix [ D(s) ] E 
N(s) 
lR[sJ(p+m)xm is column reduced with column degrees c;, i Em. Define the matrix, 
A(s) = diag [ sC!, se', ..• , sCm ] (3.3.2) 
whereby: 
i) The finite pole structure ofT(s) is the finite zero structure of D(s). Similarly the infinite 
pole structure ofT(s) is given by the zero structure at w = 0 of the polynomial matrix, 
(3.3.3) 
ii) The finite zero structure of T(s) is the finite zero structure of N( s ). Similarly the infinite 
zero structure ofT(s) is given by the zero structure at w = 0 of the polynomial matrix 
An analogous result holds when a left minimal factorisation ofT( s) is considered. 0 
An alternative way of investigating the infinite zero and pole structure of a rational 
matrix is to consider an equivalent relation to that of the finite Smith-McMillan form seen 
in (3.2.5). It was seen that this standard form preserved the finite zero and pole structure 
of a rational matrix T(s) E lR(s)pxm by performing unimodular elementary row and column 
operations on T( s) which represent polynomial matrices with no finite zeros or poles. In 
general however such operations will destroy the infinite zero and pole structure ofT( s) as 
they may contain infinite zeros and poles. Consequently for the infinite frequency case only 
those elementary row and column operations whose corresponding matrix representations 
possess no infinite zeros or poles are considered. Such matrices are termed biproper and are 
defined as follows. 
Definition 3.3.3 A proper matrix T(s) E lRpr(s)PXP is said to be lRpr(s)-unimodular, or 
biproper, iff there exists a proper matrix T(s) E lRpr(s)PXP such that, 
T(s)T(s) = Ip (3.3.5) 
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0 
In the same way that unimodular matrices specify a form of equivalence over lf!.[s] 
biproper matrices define a similar form of equivalence over lf!.pr(s), defined as the ring 
of proper rational functions. This equivalence can be represented through the following 
elementary row and column operations. 
Definition 3.3.4 The elementary row and column operations over lRpr(s) for rational ma-
trices of the form T(s) E lR.(s)pxm are defined as follows: 
i) multiply any row or column of T(s) by a unit in lR.pr(s). 
ii) add a multiple, by any non-zero element tpr(s) E lR.pr(s), of any row or column of T(s) 
to any other row or column. 
iii) interchange any two rows or any two columns of T(s). 0 
These operations can be represented by the pre (resp. post) multiplication of T(s) by 
biproper matrices which are obtained by performing the above operations on the identity 
matrix Ip (resp. Im). This leads to the following definition of equivalence over 1Rpr(s). 
Definition 3.3.5 Two rational matrices T1(s) E Jf!.(s)pxm and T2(s) E lR.(s)pxm are said to 
be equivalent over 1Rpr(s) iff 3 biproper rational matrices TL(s) E lRpr(s)PXP and TR(s) E 
1Rpr(s)mxm such that, 
(3.3.6) 
where the matrices TL(s) and TR(s) correspond to elementary row and column operations 
over 1Rpr(s) respectively. 0 
The following standard form of equivalence over lR.pr(s) can now be defined. 
Lemma 3.3.6 (Vardulakis et al. [79]) Let T(s) E lf!.(s)pxm, rankll!.(s)T(s) = r. Then T(s) 
is equivalent over lf!.pr(s) to a diagonal matrix ST(s) E JR.(s)pxm termed the Smith-McMillan 
form at oo of T(s) and of the form, 
ST(s) = diag [ sq'' ... ' sq"' 1, ... ' 1, ..___,.._., 
k-v 
1 
stik+l ' 
1 
Op-r,m-r ] (3.3.7) 
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where 1 :'0 k :o; r and, 
(3.3.8) 
0 
This leads to the following definition for the zeros and poles at s = oo of a rational 
matrix T(s) E lR(s)pxm. 
Definition 3.3.7 Let T(s) E JR(s)pxm and let ST(,) denote its Smith-McMillan form at 
oo as given in (3.3.7). If Poo E z+ denotes the number of q;'s satisfying qi :;:: 1 then T(s) 
possesses p00 poles at s = oo each of order qi. Similarly if Zoo E z+ denotes the number of 
iji's satisfying ij; :::: 1 then T(s) possesses z00 zeros at s = oo each of order iii· In the case 
where T(s) E 1Rpr(s)pxm then T(s) only possesses zeros at s = oo and ST(,) is defined as 
the Smith form at oo of T(s). 0 
A technique to compute the Smith-McMillan form at s = oo of a rational matrix T(s) E 
JR(s)pxm has been presented in Vardulakis [80]. This approach avoids the need to perform 
biproper row and column operations on T(s) in reducing it to the required form (3.3.7). 
• n(s) 
Consider t(s) = d(s) E lR(s) where n(s), d(s) E lR[s], d(s) of 0, and define a mapping 
Ooo 0 : lR( s) -> Z U { +oo} such that, 
000 (t(s)) = deg d(s)- deg n(s) , t(s) i 0 (3.3.9) 
Ooo (t(s)) = +oo , t(s) = 0 
The mapping 600 (-) as in (3.3.9) is defined as a discrete valuation of JR(s). 
Lemma 3.3.8 (Vardulakis (80]) Let T(s) E JR(s)pxm, rankll!.(sjT(s) = r, and denote ~i(T) E 
Z, i E r, where eo(T) = 0 to be the least <>coO of all minors ofT( s) of order i. Then define, 
eo(T)- 6(T) = -6(T) 
6(T)- ~2(T) 
Qr = er-t(T)- (r(T) 
(3.3.10) 
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whereby the Smith-McMillan form at s = oo ofT( s) is given by, 
This approach is illustrated in the following example. 
Example 3.3.9 Consider, 
1 8
2 l (s+1) 2x3 
1 
E IR(s) , rankiR(s)T(s) = 2 
(s + 2)2 
(s+ 1)2 
s+2 1 
(s+1)2 s3 
Then, 
6(T) = min{2, -3, -1, 1, 3, 2} = -3 =? q1 = 3 
6(T) = min{- 2, 0, -1} = -2 =? q2 = -3- (-2) = -1 
and from (3.3.11) the Smith-McMillan form at s = oo of T(s) is given by, 
ST(s) = [
s
0
a o~ o
0
] 
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(3.3.11) 
0 
(3.3.12) 
(3.3.13) 
(3.3.14) 
From Definition 3.3.7 T(s) has one pole at 8 = oo of order three and one zero at 8 = oo of 
order one. 0 
In Chapter 8 and in Appendix 1 a Maple command to compute the Smith-McMillan 
form at 8 = oo of a rational matrix T(s) E IR(8)pxm is presented. This command denoted 
by SmRatinf uses the technique given in Lemma 3.3.8 by computing the least .500 (-) of all 
corresponding minors of T(8) according to (3.3.9) via the Maple command MINrat. The 
MINrat command is also presented in Chapter 8 and in Appendix 1. 
In Section 3.2 the realisation of a strictly proper rational matrix Tsp( 8) E IRspr( 8 )pxm 
to a system in the state-space form (2.3. 7) was considered and conditions were given for 
the minimality of such a realisation. In the following the corresponding realisation of a 
general non-proper rational matrix T(s) E IR(s)pxm to a system in the generalised state-
space form (2.3.8) is considered. Such a realisation is formed by expressing T(s) as the sum 
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of its strictly proper and polynomial matrix components as in (3.2.20). First consider the 
realisation of the polynomial component of T(s) denoted by Tpot(s) E IR[s]pxm. 
Definition 3.3.10 Let Tpot(s) E IR[s]pxm. Then [A00 ,B00,C00,D00] where A00 E JRI'xl', 
Boo E JRI'Xm, Coo E ]RP XI', Doo E ]RP X m and '" E z+ such that, 
(3.3.15) 
is defined as a realisation o/Tpot(s). 0 
A realisation of Tpot(s) E IR[s]pxm as in (3.3.15) can be obtained by considering the 
corresponding realisation of the proper rational matrix, 
(3.3.16) 
as given in Definition 3.2.19. This follows due to the state-space realisation of T( w) E 
IRpr(w)pxm represented by, 
(3.3.17) 
being equivalent to (3.3.15) under the substitution .!_ = s. Consequently a realisation 
w 
of Tpot(s) E IR[s]pxm as in (3.3.15) is minimal iff it is a minimal realisation of T(w) E 
IRpr(w)pxm according to Definition 3.2.19. This leads to the following. 
Lemma 3.3.11 (Pugh et al. (66], Vardulakis [80]) Let Tpot(s) E IR[s]pxm, rank!R(6)Tpol(s) = 
r, and define its Smith-McMillan form at 8 = oo to be given by (3.3.7). Then, 
i) The McMillan degree of T(w) = ~ Tpol ( ~) E IRpr(w)pxm is given by, 
(3.3.18) 
where Qi > 0, i E v, represent the degrees of the poles at 8 = oo of Tpot(8) as in 
Lemma 3.3.6. 
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]RPX~t, Doo E !Rpxm and p. E :z+ as in (3.3.15) where J00 is in the Jordan form, 
Joo = block diag [ Jool, ... , Joo"' ok-",k-" ] 
0 1 0 
(3.3.19) 0 E IR(q,+l)x(q,+l), i E V 
1 
0 0 
is a minimal realisation of Tpol ( s) iff, 
(3.3.20) 
i=l i=l 
D 
Two Maple commands to compute a realisation (3.3.15) of a polynomial matrix Tpol(s) E 
IR[s]pxm are presented in Chapter 8 and in Appendix 1. The commands denoted by 
realpoly and MINrealpoly differ in that the realpoly command computes a realisation 
of the form, 
Tpoz(s) =Coo (rl'- sA00 ) -l B00 (3.3.21) 
while the MINrealpoly command extracts a constant matrix D 00 from (3.3.21) to form a 
realisation of the form (3.3.15). As a consequence the MINrealpoly command generally 
computes a lower dimension polynomial realisation ofTpol(s) than the realpoly command 
and is minimal. 
Let us now consider the following. 
Definition 3.3.12 Let T(s) E IR(s)pxm. Then [.E,A,B,C,.D] where E E !Rrxr, A E !Rrxr, 
BE !Rrxm, C E JRPxr, DE !Rpxm and rE z+ such that, 
(3.3.22) 
is defined as a generalised state-space realisation ofT(s) as in (2.3.8). D 
Following (3.2.20) a realisation of T(s) E IR(s)pxm as in (3.3.22) can be formed by 
computing the corresponding realisations of its strictly proper and polynomial components 
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denoted by Tsp(s) E lRspr(s)pxm and Tpol(s) E JR[s]pxm respectively. Therefore let [A, B, c] 
and [AcXJ,Boo,Coo,Doo] where A E ]Rnxn, BE ]Rnxm, c E JRPXn and nE z+ and where 
Aoo E JRI"f.l' Boo E JRf.!Xm' Coo E JRPX/.1' Doo E JRPXm and J1, E z+ denote the respective 
realisations ofTsp(s) and Tpol(s). Then [.E,A.,B,C,.D] where, 
.E = [ ~ -~oo l A= [ ~ _:J 
C = [ C Coo ] B = [ :oo l , D = Doo (3.3.23) 
defines a generalised state-space realisation of T(s) as in (3.3.22). 
Lemma 3.3.13 (Pugh et al. [66]) Consider T(s) E JR(s)pxm. If the realisations [A, B, c] 
and [A00,B00,C00 ,Doo] as in (3.2.22) and (3.3.15) corresponding to the strictly proper 
and polynomial realisations of T(s) are minimal according to (3.2.23) and (3.3.20), i.e. 
V 
n = v(Tsp(s)) and J1, = L(q; + 1), then (3.3.23) defines a minimal realisation of T(s). In 
i~l 
this case, 
r= n+Jl, 
V 
= v( Tsp(s)) + L(g; + 1) 
i=l 
(3.3.24) 
is defined the generalised least dimension ofT(s). 0 
It should be noted that no direct Maple command is presented in Chapter 8 to compute a 
realisation of a general non-proper matrix T(s) E JR(s)pxm as in (3.3.22). However by using 
the previously defined Maple commands realprop and MINrealpoly such a realisation is 
trivial to compute using (3.3.23). 
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3.4 System Matrix Structure 
In Section 3.2 the notion of matrix equivalence has been considered in the context of pre-
serving the finite zero and pole structure of a given polynomial or rational matrix under 
a specific set of matrix operations. Such operations are termed unimodular and define a 
corresponding equivalence relation over IR[s] as in Definition 3.2.3. An analogous form of 
equivalence has also been considered in Section 3.3 which results in the infinite zero and pole 
structure of a given matrix to be preserved under certain matrix operations over IRpr(s). 
Such operations are termed biproper and are given in Definition 3.3.4. 
In the same way that equivalence exists between given matrices, equivalence between 
systems can similarly be defined when such systems are expressed in their corresponding 
Rosenbrock system matrix form (2.3.4) (Rosenbrock [70], [71]) and denoted by P(s) E 
IR[s]Cr+p)x(r+m). Clearly the key matrix operations or transformations of P(s) are those 
which leave its corresponding transfer function matrix G(s) E IR(s)PXm invariant since 
this ensures that the fundamental system structure is being maintained. A corresponding 
equivalence relation between two Rosenbrock system matrices is given in the following. 
Definition 3.4.1 (Hayton et al. [14]) Consider P1(s) E IR[sJ(r,+p)x(r,+m) and Pz(s) E 
IR[s]h+p)x(r,+m) to represent two Rosenbrock system matrices where, 
[ 
7j(s) U;(s) l P;(s) = , i = 1, 2 
-V;(s) W;(s) 
(3.4.1) 
where T1(s) E IR[s]'1 xr1 , U1(s) E IR[s]'1 xm, V1(s) E IR[s]pxr, and W1(s) E IR[s]pxm and 
Tz(s) E IR[s]'2 xr2 , Uz(s) E IR[s]'2 xm, Vz(s) E IR[s]Pxr, and Wz(s) E IR[s]pxm. Further 
denote the orders of P1(s) and P2 (s) to be x1=degJr1J and x2=degJr2 J respectively where 
r1 2: Xi, rz 2: xz from (2.3.3). Then P1(s), Pz(s) are said to be system equivalent (s.e) in 
case 3 matrices M(s) E IR(s)'2 xr1 , N(s) E IR(s)'2 xr1 , X(s) E IR(s)mxr, and Y(s) E IR(s)'2 xp 
such that, 
[ 
M(s) Or,,m ] [ T1(s) 
X(s) Im -V1(s) [ 
Tz(s) 
-Vz(s) 
Uz(s) l [ N(s) Y(s) l 
Wz(s) Op,r1 Ip 
(3.4.2) 
0 
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The system equivalence transformation (3.4.2) can be represented in terms of a finite 
series of specific row and column operations over If!.( s) which are given by the following. 
Definition 3.4.2 Two Rosenbrock system matrices P1(s) E lf!.[sJ(r,+p)x(rt+m) and P2 (s) E 
lf!.[s]<n+p)x(r,+m) are defined to be system equivalent in case P1(s) (resp. P2 (s)) can be 
generated from P2 ( s) ( resp. P2 ( s)) via a finite sequence of the following row and column 
operations: 
i) multiply any one of the first r1 (resp. r2) rows or columns of P1(s) (resp. P2(s)) by a 
non-zero rational function from lf!.(s). 
ii) add a multiple, by any non-zero element of lf!.(s), of any one of the first r1 (resp. r2) 
rows or columns of P1(s) (resp. P2(s)) to any other row or column. 
iii) interchange any two of the first r1 (resp. r2) rows or columns of P1(s) (resp. P2(s)). 
iv) trivially extend the Rosenbrock system matrix P1(s) (resp. P2(s)) to the form, 
[ lq l ( [ lq l ) resp. P1(s) P2(s) (3.4.3) 
or given the corresponding system matrix is already in the form (3.4.3) delete the first 
q rows and columns to leave P1(s) (resp. P2(s)). 0 
Although system matrices which are related under system equivalence will possess the 
same transfer function matrix their corresponding system orders as in Definition 2.3.2 will 
generally be different. It is therefore often a requirement to compute a least order Rosen-
brock system matrix which has the following property. 
Definition 3.4.3 The Rosenbrock system matrix P(s) E lf!.[s]<r+p)x(r+m) as in (3.4.1) has 
least order iff the matrices [ T(s) U(s) ] and [ T(s) ] are relatively left and right 
-V(s) 
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prime respectively. Equivalently from Lemma 3.2.14, 
se [ T(s) U(s) ] = [ Ir Or,m ] 
se [ T(s) ] = [ Ir ] 
-V(s) Op,r 
(3.4.4) 
where se [ ·] denotes the Smith form of the indicated matrix as in (3.2.6). 0 
Consider a Rosenbrock system matrix P(s) E lR[sJ(r+p)x(r+m) which does not have least 
order according to Definition 3.4.3. In this case, 
se [ T(s) U(s) ] [ Q(s) Or,m ] 
se [ T(s) ] [ X(s) ] 
-V(s) Op,r 
(3.4.5) 
where se[·] denotes the Smith form of the indicated matrix as in (3.2.6) and Q(s) E lR[s]rxr, 
X(s) E lR[s]"xr. 
Definition 3.4.4 (Rosenbrock [72]) Following (3.4.5) the zeros of Q(s) E lR[s]"xr denoted 
by {b} are defined as the input decoupling zeros, or i-d zeros, of P(s) while the zeros of 
X(s) E JR[s]rxr denoted by {c} are defined as the output decoupling zeros, or o-d zeros, of 
P(s). 0 
The corresponding i-d and o-d zeros associated with a system matrix P(s) can be re-
moved via the operations of system equivalence as in Definition 3.4.2. Consequently a least 
order system matrix will possess no i-d zeros and no o-d zeros respectively. 
Consider removing the i-d zeros associated with a system matrix P(s) as in (3.4.1) under 
the operations of system equivalence. Then the o-d zeros of the resulting system matrix 
P(s) denoted by {0} are given by the zeros of X(s) where, 
se [ T~s) ] = [ X(s) ] 
-V(s) Op,r 
(3.4.6) 
and se [ ·] denotes the Smith form of the indicated matrix as in (3.2.6). 
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Definition 3.4.5 (Rosenbrock (72]) Following (3.4.5)-(3.4.6) the set { d} where, 
{d} = {c}- {0} (3.4. 7) 
defines the input-output decoupling zeros, or i-o-d zeros, of P(s). Such i-o-d zeros represent 
the o-d zeros of P( s) which are also i-d zeros. 0 
The finite zeros and poles of a transfer function matrix G(s) E lR.(s)pxm associated with 
the system matrix P(s) E lR.(s]Cr+p)x(r+m) have been defined in Definition 3.2.15. The finite 
zeros and poles associated with the system matrix P( s) can similarly be defined as follows. 
Definition 3.4.6 (Rosenbrock (74], (76]) Consider the Rosenbrock system matrix P(s) E 
lR.[s]Cr+p)x(r+m) and define q, where 0 S: q S: min{p,m}, to be the largest value of k for 
which there is a non-zero minor of order (r + k). Then the finite zeros of P(s) denoted by 
{a} are given by the zeros of cp( s) where <p( s) is defined as the g.c.d of all these (r + q) order 
minors of P(s). The finite poles of P(s) denoted by{!} are given by the zeros of T(s) as 
in (3.4.1). 
Alternatively the finite zeros and poles of P( s) can be represented by, 
{a}= {b, c, e}- {d} 
{!} = {b, c, g}- {d} 
(3.4.8) 
where {b} denotes the i-d zeros of P(s), {c} denotes the o-d zeros of P(s), {e} denotes the 
finite zeros of G(s), {g} denotes the finite poles of G(s) and {d} denotes the i-o-d zeros of 
P(s) respectively. 0 
The finite frequency structure associated with a system E as in (2.3.1) has been described 
above by considering the system matrix P( s) which corresponds to such a system. Similarly 
the infinite frequency structure associated with a system E can be described by expressing 
(2.3.1) in the form, 
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T(p) U(p) Dr,p (3( t) Dr,m 
-V(p) W(p) Ip -u(t) = Dp,m u(t) 
Om,r -I m Om,p y(t) I m 
'"-v----" '--v--' 
T(p) ~(t) u (3.4.9) 
(J(t) 
y(t) = [ Op,r Op,m Ip] -u(t) 
V y(t) 
"-v---' 
Wl 
or, 
T(p)~(t) = Uu(t) 
(3.4.10) 
y(t) V~(t) 
where T(p) E lR.[pjlxl, U E JR.lxm, VE JR.Pxl, l = (r+p+m), and where~(t): (o-,+oo)-> 
lR.1 is defined as the pseudostate, u(t) : ( 0-, +oo) --> JR. m is defined as the input and 
y(t) : ( 0-, +oo) --> JR.P is defined as the output of (3.4.10) respectively. Following (2.3.3)-
(2.3.4) the polynomial matrix P(s) E lR.[s](l+p)x(l+m) where, 
P(s) = [ T(s) 
O:m l -V 
T(p) U(p) Or,p Dr,m (3.4.11) 
-V(p) W(p) Ip Op,m 
= 
Om,r -Im Om,p I m 
Op,r Op,m Ip Op,m 
is defined as the normalised form (Verghese [82]) of the system matrix P(s). Following 
Definitions 3.4.4-3.4.6 the infinite zeros, infinite poles and infinite decoupling zeros of P( s) 
can be realised directly from P(s) E lR.[s]<l+p)x(l+m) as in (3.4.11). Such a matrix has the 
advantage over the conventional system matrix P(s) in that it allows both the finite and 
infinite frequency structure of the system E to be defined. The matrix P(s) will not be 
considered in the context of this Thesis. 
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3.5 Conclusions 
In this Chapter a brief overview to polynomial and rational matrix theory and its subsequent 
extension to the context of linear systems has been presented. This has been shown by 
considering the Rosenbrock system matrix associated with a linear system :E as in (2.3.1) 
and by applying the results seen for general polynomial matrices to define the various zeros 
and poles associated with the corresponding system. 
The general theory presented in this Chapter will be considered throughout this Thesis. 
However the specialised theory such as the realisation of proper and polynomial matrices 
and polynomial matrix coprimeness are of greater importance in Chapter 8 and in Appendix 
1 where the construction and implementation of the linear systems package linsys in the 
symbolic language Maple is presented. 
CHAPTER 4 
ARMA-REPRESENTATION 
SOLUTION VIA ITS 
BOUNDARY MAPPING 
EQUATION 
4ol Introduction 
Consider a non-homogeneous system of linear difference and algebraic equations described 
by the matrix equation, 
where, 
A(o-)y(k) = B(o-)u(k), k = 0, o o o, N- q (4o1.1a) 
A(,-) = Ao + o o 0 + Aq<rq E JR[o-)PXr 
B(o-) = Bo + o o. + Bqo-q E JR[o-JPXm 
(4.1.1b) 
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where at least one of Aq and Bq is non zero, u denotes the forwards shift operator, i.e. 
· . + m ) '71+ l!l>T a'y(k) = y(k+t), and u(k): Z --> lR , k=O, ... ,N, and y(k : "-' --> n, k =O, ... ,N, 
define the input and output of the system respectively. Following the terminology of Willems 
(84] (4.1.1) is defined as an ARMA-Representation of B where B is the solution space of 
( 4.1.1) defined by, 
(4.1.2a) 
where, 
Bt = { (v(k) u(kJ) : z+--> lRr X lRm I (4.1.1) is satisfied \f k E [o,Nl} (4.1.2b) 
and 1fy: lRr x lRm --> lRr is given by 1fy(y(k) u(k)) = y(k). The ARMA-Representation 
(4.1.1) is regular if£ A( a) E lRrxr, IA(u)i i= 0, while it is non-regulariff A( a) E lRpxr, pi= r, 
or A(u) E lRrxr, IA(a)l = 0. In this Chapter the regular case is predominantly considered. 
ARMA-Representations of the form (4.1.1) have numerous applications namely: in the 
analysis of circuits (Newcomb [57]); neural networks (DeClaris et al. [5]); and economics 
and power systems. Such representations can be considered to be a generalisation of the 
singular descriptor system (2.3.8) which itself has been the subject of much work in recent 
years (Luenberger (49], (50], Lewis (42], [43], Lewis et al. [44], Karamanioglou [27]). Indeed 
for the case A(a) ~f aE- A E lR[u]'xr, (IEI = 0 E lRrxr), B(a) = B E lRrxm, the 
ARMA-Representation (4.1.1) reduces to the singular descriptor system, 
Ey(k + 1) = Ay(k) + Bu(k), k = 0, ... , N- 1 (4.1.3) 
while for IEI i= 0 (4.1.3) reduces to the state-space description, 
y(k + 1) = Ay(k) + Bu(k), k = 0, ... , N -1 ( 4.1.4) 
The solution to the singular descriptor system (4.1.3) has been studied via several dif-
ferent techniques among them Luenberger [49], [50], Karamanioglou [27], Mertzios et al. 
[55] and Lewis et al. [44]. In Lewis et al. (44] a solution to (4.1.3) was given in terms of 
the forward and backward fundamental matrix sequences of the matrix (zE- A) E JR[z]'xr. 
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The subsequent extension of this technique to the solution of the regular, discrete-time 
ARMA-Representation (4.1.1) will be considered in Chapter 5. 
In Luenberger (49], (50] the solution to (4.1.3) y(k) E lRr, k = 0, ... , N, was given in 
terms of a recursive algorithm which realised a unique solution given a unique boundary pair 
[y(O),y(N)j. All such admissible boundary pairs can be computed by forming a boundary 
mapping equation for the system represented by, 
Zoy(O) + ZNy(N) = C (4.1.5) 
for some matrices Z0 , ZN, C. This represents the restrictions placed by the system (4.1.3) 
on the boundary variables y(O) and y(N) in order for the system to be solvable. To specify 
a unique boundary pair [y(O), y(N)] from (4.1.5), and therefore to realise a unique solution 
to (4.1.3), additional restrictions can be applied at the boundary points of the system 
(Luenberger [50]) in the form of an auxiliary equation, 
ZoY(O) + ZNy(N) = 6 (4.1.6) 
for some matrices Z0 , ZN, 6. This introduces the notions of solvability (or existence of 
a solution) and conditionability (or uniqueness of a solution) associated with (4.1.3). In 
Karamanioglou [27] a solution to ( 4.1.3) has been computed by expressing the matrix (zE-
A)-1 E lR[z]"xr as a finite rational matrix series. In this case a boundary mapping equation 
(4.1.5) has been formed so as to realise a unique solution to (4.1.3). 
In Section 4.2 the notions of solvability and conditionability associated with the non-
regular and regular ARMA-Representation (4.1.1) are defined. It will be shown that for 
the regular ARMA-Representation case the criteria for solvability and conditionability are 
always satisfied. 
In Section 4.3 a solution to the regular ARMA-Representation (4.1.1) is presented. This 
solution technique involves the construction of a boundary mapping equation of the form, 
(4.1.7) 
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for some matrices Zo, ZN, C. In (4.1.7), 
y(O) y(N- q+ 1) 
E lRqr , Y(jin) = E JRqr ( 4.1.8) 
y(q -1) y(N) 
represent the initial and final boundary conditions of (4.1.1) which can be seen to be ex-
tensions of the boundary conditions y(O) and y(N) associated with the singular descriptor 
system (4.1.3). This solution technique is taken from Karamanioglou (27] who considered 
the solution of the singular dynamical system (4.1.3). 
Finally in Section 4.4 the solution to the singular descriptor system (4.1.3) is considered 
using the technique of Section 4.3. Such a solution is shown to coincide with that of 
Karamanioglou (27]. 
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4.2 Notions of Solvability and Conditionability 
The notions of solvability and conditionability have been defined by Luenberger [49], [50] and 
Lewis [41 J for the singular descriptor system ( 4.1.3) and by Kazcorek [39] for the respective 
2-d system. In this Section these notions of solvability and conditionability are extended 
to the regular and non-regular ARMA-Representation of the form (4.1.1). The notion of 
solvability can be defined as follows. 
Definition 4.2.1 (Luenberger [49]) The system (4.1.1) is solvable in the interval [o, Nj iff 
for any input sequence [u(O), ... , u(N)] there exists at least one sequence [y(O), ... , y(N)] 
which satisfies ( 4.1.1). 0 
A criteria for the solvability of the non-regular ARMA-Representation (4.1.1) is given 
by the following. 
Theorem 4.2.2 The non-regular ARMA-Representation (4.1.1) where A(a) E JR[a]pxr is 
solvable iff, 
(4.2.1) 
where the matrices AN E JR(N-q+!)px(N+!)r and EN E JR(N-q+!)px(N+l)m are defined by, 
Ao Eo 
(4.2.2) 
Ao Eo 
Proof Substituting for the expansions of A( a) and E(a) from (4.1.1b) in (4.1.1a) gives, 
A0y(k) + A1y(k + 1) + · · · + Aqy(k + q) = E0u(k) + E 1u(k + 1) + · · · + Equ(k + q) (4.2.3) 
where aiy(k) = y(k + i). Fork= 0, ... , N- q, (4.2.3) can be written in the matrix form, 
Ao Eo 
y(O) u(O) 
= 
y(N) u(N) 
Ao Eo 
( 4.2.4) 
--------- ------··--·-- -----·--··--
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from which (4.1.1) will possess a solution for every input sequence [u(O), ... , u(N)] iff, 
Im[EN] <;; lm[AN] <=? rank[AN EN]= rank[AN] 
where I m [ ·] denotes the image of the indicated matrix. 
(4.2.5) 
0 
An alternative criteria for the solvability of a non-regular ARMA-Representation (4.1.1) 
is given by the following. 
Theorem 4.2.3 The ARMA-Representation (4.1.1) is solvable iff, 
(4.2.6) 
except for a finite number of z where A(z) E lR[z]PXr and E(z) E lR[z]PXm are given in 
(4.1.1b). 
Proof Define Q = [QN-q QN-q-1 ... Qo] E lR 1x(N-q+1lP, Q; E lR1xp, i = 0, ... , N- q, 
and define Q(z) = Qo + Q1z-1 + · · · + QN-qz-N+q E JR(z)lxp. From (4.2.2), 
Q X AN= [ QN-qAo QN-qAl + QN-q-1Ao Q1Aq + QoAq-1 QoAq ] 
Q X EN= [ QN-qEo QN-qE1 + QN-q-1Eo Q1Eq + QoEq-1 QoEq ] 
where Q x AN E lR1x(N+l)r and Q X EN E lR1x(N+1)m. From (4.1.1b), 
Q(z)A(z) = ( QoAq)zq + ( QoAq-1 + QlAq)zq-1 + · · · + ( QN-qAo)z-N+q 
Q(z)B(z) = ( QoBq)zq + ( QoBq-1 + Q1Bq)zq-1 + · · · + ( QN-qBo )z-N+q 
whereby comparing (4.2.7) and (4.2.8) gives, 
Q X AN= o1,(N+l)r {=} Q(z)A(z) = 01,r 
Q X EN= 01,(N+l)m <=? Q(z)B(z) = 01,m 
Assume that the system (4.1.1) is solvable. From (4.2.5) (Lewis [41]), 
lm[EN] <;; lm[AN] <=? [Q X AN= 01,(N+1)r =? Q X BN = 01,(N+l)r] 
(
4
.
2
.
9
) [Q(z)A(z) = 01,r =? Q(z)B(z) = 01,m] 
= Im[E(z)] <;; Im[A(z)] 
<=? rank[A(z) B(z)] = rank[A(z)] 
(4.2.7) 
(4.2.8) 
(4.2.9) 
(4.2.10) 
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except for a finite number of z. The proof of sufficiency follows in a similar manner. 0 
Corollary 4.2.4 In the case where the matrix A(z) E IR[z)Pxr in (4.2.6) has full row rank, 
except for a finite number of z, then the matrix [A(z) B(z)] also has full row rank. In this 
case (4.2.6) is satisfied and the system (4.1.1) is solvable. 0 
If system (4.1.1) is solvable by either (4.2.1) or (4.2.6) then the solution to (4.1.1) is 
given by (Rao et al. [67]), 
(4.2.11) 
where A~ E JR(N+l)rx(N-q+l)p denotes the generalized inverse of AN and, 
y(O) u(O) zo 
Y= (4.2.12) 
y(N) u(N) 
In (4.2.12) the vector Z E JR(N+l)r is arbitrary and consists of the additional conditions 
which must be specified to yield a unique solution. The number of additional conditions 
required is equal to the rank deficiency of [r- A},AN] (Luenberger [49]). The theory of 
generalized inverses is discussed in depth in Chapter 6. 
Generally if the system ( 4.1.1) is solvable then its solution will be non-unique. To specify 
a unique solution additional conditions must be specified to the system and it is natural 
to apply these additional conditions at the boundary variables of the interval concerned. 
The notion of conditionability is used to define such a unique solution and can be defined 
as follows. 
Definition 4.2.5 (Luenberger [49]) The system ( 4.1.1) is conditionable in the interval [ 0, N] 
iff 3 a unique solution yT = [y(Of, ... , y(Nfr for any input sequence [u(O), ... , u(N)] 
by the specification of additional restrictions of the system at the boundary variables of the 
interval. 0 
Following Theorem 4.2.2 and Theorem 4.2.3 the criteria for the conditionability of a 
non-regular ARMA-Representation (4.1.1) is given by the following. 
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Theorem 4.2.6 The non-regular ARMA-Representation (4.1.1) where A(u) E IR[uJPXr is 
conditionable iff, 
ii) TN has full column rank where, 
Ao E JR(N-q+l)px(N-2q+l)r (4.2.13) 
Ao 
Proof Suppose that conditions i) and ii) hold and define 1(1) E JR(N+l)r and 1(2) E JR(N+l)r 
to be two distinct solutions to (4.1.1) with identical boundary conditions such that, 
Y(I) = Hw, .. . ,y(q -l)T,fj(q)T, ... ,fj(N- qf,y(N- q + w, ... ,y(Nfr 
Y(I) = [y(Of, .. ·, y(q- 1f, y(qJT, ... , y(N- qf, y(N- q + W, ... ,y(N)Tr 
( 4.2.14) 
Assume that the input vector for both solutions l(l) and 1(2) in ( 4.2.14) is given by uT = 
[u(Of, ... ,u(Nfr and express the matrix AN E JRCN-q+l)px(N+l)r from (4.2.2) in the 
partitioned form, 
Ao Aq-1 Aq 
(4.2.15) 
where the central matrix in (4.2.15) is defined as TN E JR(N-q+l)px(N-2q+l)r. From (4.2.4) 
--------------------------------------------------------------------------
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the difference in solutions 1(1) and 1(2) is represented by, 
AN Y(l) = BNU } 
===? AN[Y(J)- 1(2)] = O(N-q+l)p 
ANY(2) = BNU 
whereby from (4.2.14) and (4.2.15), 
y(q) - y(q) 
y(q+1)-y(q+1) 
y(N- q)- y(N- q) 
X 
= o(N-q+J)p 
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(4.2.16) 
( 4.2.17) 
By definition the matrix TN has full column rank and consequently (4.2.17) is satisfied iff 
the vector X= O(N-2q+l)r ===? (4.1.1) possesses a unique solution. 
To prove the converse assume that TN E JR(N-q+l)px(N-2q+l)r does not have full column 
rank whereby (4.2.17) holds for Xi O(N-2q+l)r· From the left hand side of (4.2.16) the 
ARMA-Representation (4.1.1) has two distinct solutions 1(1) E JR(N+l)r and 1(2) E JR(N+l)r 
and is therefore not conditionable from Definition 4.2.5. 0 
In Luenberger [49] it was shown that the solvability and conditionabi!ity criteria for a 
regular singular descriptor systems (4.1.3) were always satisfied. Consequently consider the 
solvability and conditionability criteria for the regular ARMA-Representation ( 4.1.1). 
Lemma 4.2.7 (Vardulakis [80]) Let A(a) E R[a]"xr, IA(a)l i 0, be given as in (4.1.1b) 
and define, 
Ao Aq 
E m(J+l)rx(q+j+l)r 1. = O 1 2 Jr:::... ) ' ' ' ••• (4.2.18) 
Ao Aq 
Then 
(4.2.19) 
0 
- - -- - --------------------------------------------------------------------------
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Lemma 4.2.8 (Jones et al. [21]) The regular ARMA-Representation (4.1.1) where A( a) E 
lR[a]"xr, IA(a)ll 0, is always solvable. 
Proof Consider Lemma 4.2.7 for j = 0, ... , N- q, whereby from (4.2.19), 
(4.2.20) 
and therefore AN E JR(N-q+l)rx(N+I)r has full row rank. From Theorem 4.2.2 the solvability 
criteria (4.2.1) is satisfied for an arbitrary matrix BN E JR(N-q+I)rx(N+I)m. 0 
Lemma 4.2.9 (Jones et al. (21]) The regular ARMA-Representation (4.1.1) where A( a) E 
lR[a]"xr, /A(a)l i 0, is always conditionable. 
Proof Let A(a) E lR[a]"xr be given as in (4.1.1b) and define, 
Ao 
E llll(q+j+l)rx(J+l)r 3. = O 1 2 lfu ' ' ; ' ••• (4.2.21) 
Ao 
Consider Lemma 4.2.7 for j = 0, ... ,N- 2q, whereby from (4.2.21), 
(4.2.22) 
and therefore TN E JR(N-q+!)px(N-2q+!)r from (4.2.15) has full column rank. From Theorem 
4.2.6 the conditionability criteria is satisfied. 0 
4.3 Discrete ARMA-Representation Solution 57 
4.3 Discrete ARMA-Representation Solution 
In this Section the solution y(k) E lRr, k = 0, 1, ... , N, to the regular, discrete-time ARMA-
Representation (4.1.1) is considered where A(a) E R[a]'xr, \A(a)\ #- 0. This solution is an 
extension of the technique used in Karamanioglu [27] for the regular, discrete-time singular 
descriptor system ( 4.1.3). From Lemma 4.2.8 and Lemma 4.2.9 the respective solvability and 
conditionability criteria associated with (4.1.1) are satisfied and a unique solution can be 
realised. In the following it is assumed that the input sequence u(k) E lRm, k = 0, 1, ... , N, 
is given and, 
y(N + i) =Or } 
, lii > 0 
u(N +i) = Om 
(4.3.1) 
Consider the Z transforms of y(k) and u(k) denoted by Y(z) and U(z) respectively to 
be given by (Freeman [11]), 
N 
Y(z) ~~ z[y(k)] = LY(k)z-k 
k=O 
N 
U(z) ~~ z[u(k)] = Lu(k)z-k 
k=O 
whereby applying Z transforms to both sides of (4.1.1) gives, 
(4.3.2) 
(4.3.3) 
Consider first the left hand side of (4.3.3). Substituting for A(a) from (4.1.1) and using 
tJiy(k) = y(k + i) gives, 
Z [A(tJ)y(k)] = z[Aoy(k) + A1y(k + 1) + · · · + Aqy(k + q)l 
( 4.3.4) 
= A0Z [y(k)] + · · · + AqZ [y(k + q)] 
From Freeman [11], 
z[u(k+l)] = zY(z)- zy(O) 
z[y(k+ 2)] = z2Y(z)- z2y(O)- zy(1) (4.3.5) 
z [y(k + q)l = zqY(z)- zqy(O)- zq-ly(1)- · · ·- zy(q -1) 
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and substituting for ( 4.3.5) in ( 4.3.4) gives, 
Z [A(o-)y(k)] = AoY(z) + A1 [zY(z)- zy(O)] + .. · 
· · · + Aq[zqY(z)- zqy(O)- zq-ly(1)- · · ·- zy(q -1)] 
( 4.3.6) 
[Ao + A1z + .. · + Aqzq] Y(z) 
- [A1zy(O)]- .. ·- [Aqzqy(O) + ... + Aqzy(q- 1)] 
or, 
0 y(O) 
(4.3.7) 
y(q- 1) 
Clearly a similar result for the right hand side of ( 4.3.3) can be derived resulting in, 
0 u(O) 
A(z)Y(z) - B(z)U(z)- [ zqlr · · · zlr ] 
u(q- 1) 
(4.3.8) 
0 y(O) 
y(q- 1) 
where A(z) E IR[z]'xr and B(z) E IR[z]'xm are given by (4.l.lb). Expanding the term 
B(z)U(z) from (4.1.1b) and (4.3.2) gives, 
B(z)U(z) = [so+ B1z + · · · + Bqzq] [u(O) + u(1)z-1 + ·· · + u(N)z-N] 
= [ Bou(N)] z-N 
+[Bou(N -1) + B1u(N)]z-N+1 
+ .. ·+ 
+ [Bou(N- q + 1) + B1u(N- q + 2) + .. · + Bq_1u(N)] z-N+q-1 
+ [Bou(N- q) + B1u(N- q + 1) + .. · + Bq-1u(N- 1) + Bqu(N)] z-N+q 
(4.3.9) 
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or, 
+ [Eou(N- q- 1) + · · · + Eq_1u(N- 2) + Equ(N- 1) ]z-N+q+l 
+···+ 
+ [ Eou(1) + E1u(2) + · · · + Eq-1u(q) + Equ(q + 1)] z-1 
+ [Eou(O) + E1u(1) + · · · + Eq-1u(q- 1) + Equ(q)j 
+ [E1u(O) + E2u(1) + · · · + Equ(q- 1)] z 
+···+ 
+ [ Eq-1u(O) + Equ(1)] zq-1 
+ [ Equ(O)] zq 
0 
Eo 
u(O) 
u(q- 1) 
0 u(N) 
Consider from (4.3.10) the matrix term, 
Eou(N) 
Eo 0 u(N) E1u(N) + Eou(N- 1) 
-
Eq-1 Eo u(N -q+ 1) Eq-2u(N) + · · · + E0u(N- q + 2) 
Eq-1u(N) + · · · + Eou(N- q + 1) 
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( 4.3.11) 
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which from ( 4.2.3) for k = N, .. . , N- q + 1, can be written as, 
Bou(N) 
B1u(N) + Bou(N- 1) 
Bq-2u(N) + · · · + Bou(N- q + 2) 
Bq_1u(N) + · · · + Bou(N- q + 1) 
= 
= 
Substituting ( 4.3.10)-( 4.3.12) into ( 4.3.8) gives, 
A(z)Y(z) = [ zqlr · · · zlr ] 
0 
0 
Aoy(N) 
AJY(N) + Aoy(N- 1) 
Aq-2Y(N) + · · · + Aoy(N- q + 2) 
Aq-lY(N) + · · · + Aoy(N- q + 1) 
Ao 
Aq-l 
Bo 
0 
Ao 
y(O) 
y(q- 1) 
y(N) 
y(N- q+ 1) 
(4.3.12) 
Aq-l y(N- q + 1) 
Ao y(N) 
0 u(O) 
u(N) 
Q(3l(z) 
del Q(z) 
( 4.3.13) 
where, 
(4.3.14) 
4.3 Discrete ARMA-Representation Solution 
Denote the inverse of A(z) E JR(z]'xr by A(z)-1 E lR(z)rxr and let, 
where, 
A( )_1 = F(z) z d(z) 
V 
F(z) = L F;zi E lR(zyxr 
i=O 
V 
d(z) = L dizi E lR[z] 
i='O 
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(4.3.15a) 
(4.3.15b) 
where FiE JE.rxr, d; E lE., i = 1, ... , v, and at least one of Fv, dv is non zero. The inversion 
of A(z) as in (4.3.15) is easily implemented through a numerical Leverrier type algorithm 
(Fragulis et al. (10]). Multiplying both sides of (4.3.13) by A(z)-1 as in (4.3.15) gives, 
Y(z) = A(z)-1Q(z) 
= F(z) Q( ) 
d(z) z 
===> [a(z)Ir]Y(z) = F(z)Q(z) ( 4.3.16) 
and consider the left hand side of (4.3.16). Substituting for Y(z) and d(z) from (4.3.2) and 
( 4.3.15b) respectively gives, 
[a(z)Ir) Y(z) = [ao + d1z + · · · + dvzv] [y(O) + y(1)z-1 + · · · + y(N)z-N J 
= [aolry(N)j z-N 
+ [aoiry(N- 1) + d1Iry(N) ]z-N+I 
+··· 
+ [aolry(N- v + 1) + d1Iry(N- v + 2) + · · · + dv-IIry(N)] z-N+v-l 
+ [aoiry(N- v) + · · · + dv-llry(N- 1) + dvlry(N)] z-N+v 
+ [aoiry(N- V- 1) + · · · + dv-liry(N- 2) + dvlry(N- 1)] z-N+v+l 
+··· 
(4.3.17) 
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or, 
+ [dolry(O) + d!Iry(1) + · · · + dv-!Iry(v- 1) + dvlry(v)] 
+ [d!Iry(O) + d2Iry(1) + · · · + dvlry(v- 1) J z 
+··· 
+ [dv-Jlry(O) + dvlry(l)] zv-l 
+ [ dvlry(O) ]zv 
dv 0 
y(O) 
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do ( 4.3.18) 
rx(N+v+!)r 
0 do 
(N+v+J)rx(N+l)r 
y(N) 
"-v--' 
(N+l)rxl 
where 0 denotes the Kronecker product of the corresponding matrices. 
Now consider the right hand side of (4.3.16) which from (4.3.13)-(4.3.15) is given by, 
F(z)Q(z) = [Fo + F1z + · · · + Fvz"] [ Q(l)(z) + Q(2)(z) + Q(3)(z)] 
[Fo + F1z + · · · + Fvz"] Q(l)(z) + [Fo + F1z + · · · + Fvz"] Q(2)(z)+ 
+ [Fo + F1z + · · · + Fvz"] Q(3)(z) 
Fv 0 
Aq 0 y(O) 
= [ zq+v Ir ... zlr ] Fo Fv 
rx(q+v)r A1 Aq y(q- 1) 
'-.,-' 
0 Fo qrxqr qrxl 
(q+v)rxqr 
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Fo 
rx(N-q+v+l)r 0 Bo u(N) 
~-------v------~~ 0 Fo (N-q+l)rx(N+l)m (N+l)mxl 
(N-q+v+l)rx(N-q+l)r 
(4.3.19) 
In (4.3.18) and (4.3.19) the left and right hand sides of (4.3.16) have been expressed in 
terms of four different series expansions of z. Clearly to equate (4.3.18) and (4.3.19) each 
of these terms need to be considered over the general series expansion, 
(4.3.20) 
which gives, 
Oq,N+l 
0 
y(O) 
= 
do dv 
y(N) 
0 do 
I 
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0 
0 y(O) 
Fo 
y(q- 1) 
0 Fo 
O(N+!)r,qr 
O(N+!)r,qr 
0 
Ao Aq-1 y(N -q+ 1) 
+ 
Fo (4.3.21) 
0 Ao y(N) 
0 Fo 
Oqr,(N-q+!)r 
0 
Eo 0 u(O) 
+ Fo 
0 Eo u(N) 
0 Fo 
Oqr,(N-q+!)r 
or, 
( 4.3.22) 
where 0 denotes the Kronecker product and, 
r 
y(O) y(N- q + 1) u(O) 
del def U ~~ 
Y(in) = Y(fin) = ' -
y(q- 1) y(N) u(N) 
'--v-" ~
qr qr (N+l)m 
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4.3 Discrete ARMA-Representation Solution 
Oq,N+! 
dv 0 
y(O) 
DdJf 
, 
y~f 
do dv 
y(N) 
~
(N+!)r 
0 do 
(N+v+q+J)x(N+!) 
Following ( 4.3.15) redefine d(z) E lR[z] to have the form, 
8 
d(z) = Ld;i =do+ d1z + · · · + d8 z8 
i=O 
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( 4.3.24) 
where d8 # 0, s :::; v. Subsequently the left hand side of ( 4.3.22) can be rewritten as, 
(4.3.26) 
In (4.3.26) the vector Y E JR(N+I)r represents the complete solution to the system 
(4.1.1). However the left hand side of (4.3.26) does not realise Y directly as it is pre-
multiplied by a constant non-square matrix [D' Gl Ir] E JRCN+v+q+!)rx(N+J)r as given in 
(4.3.25). Consequently consider a non-singular matrix P E JRCN+v+q+J)x(N+v+q+!) such 
that, 
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1 0 
' PD = (4.3.27) 
0 1 
Os,N+l 
where, 
r 
p(l,l) p(1,2) Oq+v-s,N+l 
ds 0 
P= ' 'D = ( 4.3.28) 
do ds 
p(2,1) p(2,2) 
0 do 
and p(l,l) E ]R(q+v-s,q+v-s), p(1,2) E ]R(q+v-s,N+s+l), p(2,1) E ]R(N+s+l,q+v-s) and p(2,2) E 
]R(N+s+l,N+s+l)_ From (4.3.27)-(4.3.28) the block matrices p(l,l) and p(2,l) can be chosen 
arbitrarily and subsequently the matrix P is in general non-unique. Therefore define the 
block matrices p(l,l), p(l,2) and p(2,l) to take the forms, 
p(l,l) def I(q+v-s) 
p(1,2) def O(q+v-s)x (N+s+l) ( 4.3.29) 
p(2,1) def 
O(N+s+l)X(q+v-s) 
where p(l,l) has been defined to preserve the non-singularity of P. Consider from ( 4.3.28) 
the block matrix P<2•2) where, 
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0 
1 0 
p(2,2) do ds = (4.3.30) 
0 1 
0 do 
Os,N+l 
and define p(2,2) to be of the form, 
ar ao 
p(2,2) = (4.3.31) 
where ak E IR, k = 0, ... , N + s. Substituting for p(2•2) from (4.3.31) in (4.3.30) gives 
(N + s + 1) equations in the (N + s + 1) variables ak, k = 0, ... , N + s, and given by, 
as-lds + as-2ds-! + · · · + aod1 = 0 
(4.3.32) 
asds + as-lds-1 + · · · + a1d1 + aodo = 0 
as+lds + asds-1 + · · · + a2d1 + a1do = 0 
which can be solved sequentially to give, 
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1 
, k = 0 
1 s 
d L [-a(k-i)d(s-i)] , s + 1:::; k:::; N + s 
s i=l 
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(4.3.33) 
From (4.3.29) and (4.3.31) the non-singular matrix PE JR(N+v+q+l)x(N+v+q+l) is given by, 
la Oa, !1 
ao 
P= 
a! (4.3.34) 
OJl, "' 
UN+s-l ao 
where a~f (q+v-s) and jJ~f (N + s+ 1). Multiplying the left hand side of (4.3.26) by 
the matrix [P0Ir] E JR(N+v+q+l)rx(N+v+q+l)r where Pis given in (4.3.34) gives, 
Oq+v-s,N+l 
1 0 y(O) 
0 1 y(N) 
Os,N+l 
y(O) 
y(N) 
(4.3.35) 
as required. Similarly multiplying the right hand side of ( 4.3.26) by the matrix [P @ Ir] 
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gives, 
y(O) 
y(N) 
where, 
R(in) 
R(Jin) 
R(u) 
def [P®lr]R(in) E JR((N+v+q+l)rxqr 
[ p@ lr l R(jin) E JR((N+v+q+l)rxqr def 
def [P@ lr l R(u) E JR((N+v+q+l)rx(N-q+l)r 
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(4.3.36a) 
(4.3.36b) 
Theorem 4.3.1 (Jones et al. [21]) The solution yr = [u(O)r, ... ,y(NjTr to the regular, 
discrete-time ARMA-Representation (4.1.1) in the interval k E [o,N] is given by (4.3.36). 
This is defined as the solution equation associated with (4.1.1). 
Proof See constructive proof above. 0 
The first (2q +v-s )r and last (s + q)r equations of the solution equation ( 4.3.36) only 
involve the boundary output conditions [u(O), ... , y(q- 1) J, [u(N- q + 1), ... , y(N) J and 
the input sequence [u(O), ... , u(N)] which is assumed known. These (3q + v)r boundary 
conditions are defined as the boundary equations associated with (4.1.1) and can be written 
in the matrix form, 
(4.3.37) 
where Z(in) E JR(3q+v)rxqr, Z(!in) E JR(3q+v)rxqr and C E JR(3q+v)r are corresponding constant 
matrices and Y(;n) and Y(jin) are as in ( 4.3.23). The matrix equation ( 4.3.37) is defined 
as the boundary mapping equation associated with the ARMA-Representation ( 4.1.1) and 
represents the restrictions that the system places on the boundary conditions Y(in) and Y(fin) 
in order for the system to be solvable. Solving the boundary mapping equation ( 4.3.37) 
yields all the possible boundary value pairs [Yiin)> Y(jin)] which can appear in the solution 
of (4.1.1). Consider now realising a unique boundary value pair by the introduction of an 
4.3 Discrete ARMA-Representa.tion Solution 71 
auxiliary matrix equation of the form, 
(4.3.38) 
where Z(in), Z(Jin) and Care constant matrices of appropriate dimension and where ( 4.3.38) 
represents additional constraints placed on the boundary conditions Y(in) and Y(Jin) of the 
system ( 4.1.1). Combining the boundary mapping equation ( 4.3.37) and auxiliary equation 
( 4.3.38) gives, 
[ 
Z(in) Z(fin) ] [ Y(;n) ] [ C ] 
Z(inJ .iu;nJ YiJinJ = c 
~--~~--~~ ~ 
(4.3.39) 
Z Y X 
In this case (4.3.39) will define a unique boundary value pair Y, and hence unique solution 
to (4.1.1), iff Z has full column rank and zztx = X where zt denotes the generalised 
inverse of Z. In this case Y = ztx. 
It is clear from ( 4.3.36) that a unique boundary value pair [ Y(in), Y(jin)] will realise a 
unique set of intermediate output vectors [y(q), ... , y(N- q)] and hence a unique solution. 
Lemma 4.3.2 The existence of a unique solution to (4.1.1) is equivalent to the existence 
of a unique boundary pair [Yiin)• Y(jin)] which satisfies the combined boundary mapping 
equation (4.3.39). 
Proof This can be seen directly from the solution equation ( 4.3.36). 0 
Given a unique boundary pair [ Y( in), Y(Jin)] the intermediate output vectors represented 
by [y(q), ... , y(N- q)] are computed from, 
(4.3.40) 
where i = q, ... , N - q, and [ · J (j) denotes the lh block row of the indicated matrix. Fur-
thermore the intermediate output vectors can be computed via ( 4.3.40) in any chosen order. 
Example 4.3.3 Consider the system represented in Fig. 4.3.1 and by the equations, 
(J+mL2) :>(t)-mgLsin(B(t))+mL !:d(t) cos(B(t))= 0 
( )
d2 d2 
M+ m dt2 d(t) + mL dt2 B(t) = 
( 4.3.41) 
u(t) 
4.3 Discrete ARMA-Representation Solution 
M~ Mass of trolley 
m = Mass of rod 
L ~ 112 length of rod 
theta( I) ~Angle subtended 
u(t) 
0 
d(t) 
I 
:lheta(t)f 
I L 
I 
M 
Fig. 4.3.1. Pendulum Model. 
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In the case where J = 10, m= 1, L = 2, M= 5 and g = 10 (4.3.41) can be represented 
in its linearised form, 
(4.3.42) 
and further under the approximations, 
d2 ]" d(t + 2h)- 2d(t +h)+ d(t) 
dt2d(t) = h~ h2 
d2 r ll(t+2h)-211(t+h)+ll(t) 
dt211(t) = h~ h2 
(4.3.43) 
the discrete form of (4.3.41) is given by, 
[ 
14a2 - 28a + 13.998 2a2 - 4a + 2] 
2a2 - 4a + 2 6a2 - 12a + 6 [ 
ll(k) l [ 0 l = u(k) 
d(k) 0.0001 
(4.3.44) 
where a represents the backwards shift operator and the step length h = 0.01. Comparing 
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( 4.3.44) to the regular, discrete-time ARMA-Representation ( 4.1.1) gives, 
A( er)= 
B(cr) = 
y(k) = 
[ 
14cr2 - 28cr + 13.998 
2cr2 - 4cr + 2 
[ 0 l E IR2xl 0.0001 
[ 
()(k) l E JR2Xl 
d(k) 
2cr
2 
- 4cr + 2] E IR[cr]2x2 
6cr2 - 12cr + 6 
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( 4.3.45) 
where r = p = 2, m = 1 and q = 2. From Lemma 4.2.8 and Lemma 4.2.9 the system 
( 4.3.44) satisfies the criteria for solvability and conditionability and therefore consider the 
solution to (4.3.44) in the interval k E [o, 50h]. Such a solution can be represented in the 
form, 
y(O) y(O) 
y(h) y(0.01) 
Y= (4.3.46) 
y(49h) y(0.49) 
y(50h) y(0.50) 
where Y(in) = [ y(O) ] = [ y(O) ] and Yctin) = [ y(49h) ] = [ y(0.49) ] represent 
y(h) y(0.01) y(50h) y(0.50) 
the initial and final boundary conditions of (4.3.44) respectively. In the following consider 
the input sequence u( k) = 1 'V k E [ 0, 50h J. 
Following ( 4.3.37) the boundary mapping equation for ( 4.3.44) is given by, 
(4.3.47) 
h Z m18x4 z ml8x4 d C m18 • b w ere (in) E "' , (fin) E "' an E "' are given y, 
er = [ o6 -0.003 0.0206 -0.0031 0.0215 -0.0033 0.0223 -0.0034 
0.0232 -0.0035 0.024 -0.0037 0.0249 ] T 
(4.3.48a) 
4.3 Discrete ARMA-Representation Solution 74 
Z(in) = 
-50.6259 0 51.8068 0 
0.8752 -48 -0.9356 49 
-51.799 0 52.988 0 
0.933 -49 -0.9964 50 
0 
0 
0 
-1 
0 
-1 
-1 
0 
0 
0 
-52.98 0 54.177 0 , z(!in) = 0.9998 
0 
0 
-1 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0.9934 -50 -1.059 51 
-54.1689 0 55.3739 0 
1.0563 -51 -1.1246 52 
-55.3656 0 56.579 0 
1.1219 -52 -1.193 53 
-56.5705 0 57.7924 0 
1.1902 -53 -1.2641 54 
0 0 
.9998 0 0.0003 
0.0001 0 .00005 1 
-1.0003 .9998 0 0 
0.0001 -1 .0001 2 
-2.0003 0 3 0 
0.0001 -2 .0001 3 
( 4.3.48b) 
Solving the boundary mapping equation (4.3.47)-(4.3.48) gives, 
6(0) 
d(O) 
-- = 
6(1) 
d(1) 
-0.0032 
0.0215 
-0.003 
0.0206 
-
' Y(Jin) = 
6(49) 
d(49) 
6(50) 
d(50) 
-
-
0 
0 
0 
0 
( 4.3.49) 
where Y(in) and Y(Jin) in ( 4.3.49) represent an admissible set of boundary conditions for the 
system (4.3.44). Following (4.3.40) the intermediate output vectors are given by, 
( 4.3.50) . def [ 6( i) l . y(z) = , 1=2, ... ,48 
d(i) 
given the boundary conditions Y(in) and Y(Jin) as in (4.3.49). The solution to (4.3.44) in the 
range k E [o, 50h] is represented in Fig. 4.3.2 where the solution to the linearised system 
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( 4.3.43) has also been computed over the same interval. In this case the two solutions match 
closely throughout the interval concerned. 
0.02 
0 Discrete 
0.015 Continuous 
0.01 
0.005 
0 0.1 0.2 0.3 0.4 0.5 
Plot of d(t), t=O, ..... , 0.5 
0 0.1 0.2 0.3 0.4 0.5 
-0.0005 
-0.001 
-0.0015 0 Discrete Continuous 
-0.002 
-0.0025 
-0.003 
Plot of theta(t), t=O, ..... , 0.5 
Fig. 4.3.2. Solution Representation. 
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4.4 Reduction to Singular Systems 
In Section 4.3 a technique has been presented for the solution of a regular, discrete-time 
ARMA-Representation of the form (4.1.1) in the interval k E [o, Nj. This solution was given 
in terms of the solution equation ( 4.3.36). In this Section a analogous solution equation is 
given for the solution of a regular, discrete-time singular descriptor system (4.1.3) where 
izE-AJ #0. 
Consider the regular ARMA-Representation (4.1.1) under the conditions, 
A(a) = Ao + Aw E IR[a]rxr 
B(a) = Bo E IR.rxm (4.4.1a) 
q= 1 
where, 
E= AI 
A= -Ao (4.4.1b) 
B= Bo 
Under the conditions (4.4.1) the ARMA-Representation (4.1.1) reduces to the singular 
dynamical system (4.1.3) whereby the individual matrix terms of the solution equation 
( 4.3.36) are given by, 
R 
(4.4.1) 
(in) = 
ao 0 
aN+s ao 
(N+v+2)x(N+v+2) 
Fa 
o(N+I)r,r 
'---v---' 
(N+v+2)rxr 
A (4~1) A - E (in) - 1 = 
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R (4.4.1) (fin) = A . ) (4~1) A =A , (!m - 0- ( 4.4.2) 
Fo 
(N+v+2)rxr 
Or,Nr 
B 0 0 
R (4.4.1) (u) = Fo 
0 · ··· B 0 
0 Fo Nrx(N+!)m 
Or,Nr 
(N+v+2)rxNr 
u(O) 
v (4.4.1) ( ) v (4.4.1) (N) U 
L (in) = Y 0 ' L (fin)· = Y ' = 
u(N) 
h (4.4.1) 1 (3 (4.4.1) N 1 S b . . £ ( 4 ) I . w ere a = v - s + and = + s + . u st1tutmg or 4 .. 2 in the so utwn 
equation ( 4.3.36) gives, 
y(O) 
y(N) 
(4.4.3a) 
---------------------------------------
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Theorem 4.4.1 The solution yT = [y(O)T, ... , y(NjT r to the regular, discrete-time 
singular descriptor system (4.1.3) in the interval k E [o, N] is given by (4.4.3). This is 
defined as the solution equation associated with (4.1.3). 
Proof See constructive proof above. 0 
Following Section 4.3 the first (v-s+ 2)r and last (s + 1)r equations of the solution 
equation (4.4.3) only involve the boundary output conditions [y(O), y(N)j and the input 
sequence [u(O), ... , u(N)j. These (3 + v)r boundary conditions are subsequently defined as 
the boundary equations associated with (4.1.3) and can be written in the matrix form, 
Z(o)Y(O) + Z(N)Y(N) = C ( 4.4.4) 
where Z(o) E JRCv+3)rxr, Z(N) E JRCv+3)rxr and C E JRCv+3)r are corresponding constant 
matrices. Following Section 4.3 the matrix equation ( 4.4.4) is defined as the boundary 
mapping equation associated with the system (4.1.3). The intermediate output vectors 
[y(1), .. . ,y(N -1)] are given for a given unique boundary pair [y(O),y(N)] by, 
(4.4.5) 
where i = 1, ... , N- 1, and [ · ](j) denotes the lhblock row of the indicated matrix. 
In Karamanioglou [27] the solution to the singular descriptor system (4.1.3) was also 
presented in the form of a solution equation but of the format seen in (4.3.26), i.e. the 
solution vector Y is left pre-multiplied by a constant matrix. Under further simplification 
this solution equation of Karamanioglou [27] can be seen to be identical to the solution 
equation given in (4.4.3). 
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4.5 Conclusions 
In this Chapter a solution technique has been presented to solve the regular, discrete-
time ARMA-Representation of the form (4.1.1) in the interval k E [o, N]. This technique 
involves the formulation of the boundary mapping equation associated with the system 
(Luenberger [49]) and is a direct extension of the technique seen in Karamanioglou [27] 
for the solution of the regular, discrete-time singular descriptor system. This approach is 
documented further in Jones et al. [21]. Solving the boundary mapping equation realises 
all the admissible boundary value pairs [ l(in), l(Jin)] associated with the system which 
can subsequently be used to solve for the respective intermediate output conditions. This 
enables any of the intermediate output conditions to be expressed as a linear combination 
of the boundary and the input conditions. The solution approach can be easily extended 
to 2-d systems (Karamanioglou [27]) and for this reason can be seen to be superior to the 
recursive solution technique presented in Luenberger [49]. 
The same solution techniques may also be applied to solve the non-regular, discrete-
time ARMA-Representation. This can be realised by utilising the generalized inverse of 
A(z) E lR.[z]PXr in (4.3.15) by considering the solution to the rational matrix equation, 
A(z)X(z) = B(z), (4.5.1) 
A solution to (4.5.1) is given by X(z) = A(z)lB(z) E IR(z)rxm iff A(z)A(z)lB(z) = B(z) 
where A(z)l E IR.(z)rxp is defined as the generalized inverse of A(z). Such a solution is not 
considered in the context of this Thesis however a comprehensive discussion of generalized 
inverses is given in Chapter 6. 
The notions of solvability and conditionability as defined for singular descriptor systems 
by Luenberger [49], [50] and Lewis [41 J have also been extended to the more general regular 
and non-regular, discrete-time ARMA-Representation (4.1.1). In this respect the regular 
ARMA-Representation was shown to always satisfy the criteria for solvability and condi-
tionability and can be considered to be a direct extension of the regular singular descriptor 
case. 
.------------------------- I 
CHAPTER 5 
FORWARD, BACKWARD & 
SYMMETRIC SOLUTIONS 
OF ARMA-
REPRESENTATIONS 
5.1 Introduction 
In this Chapter the solution to the non-homogeneous system of linear difference and algebraic 
equations described by the matrix equation, 
A(a)y(k) = B(a)u(k), k = 0, .. , , N- q (5.1.1) 
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is considered where A( a) E JR[a]"xr and B(a) E lR[a]"xm as in (4.1.1). 
Such a system is defined as being a regular, discrete-time ARMA-Representation and was 
solved in Chapter 4 by forming a boundary mapping equation for the system from which a 
unique set of boundary conditions, and subsequent unique solution, could be realised. Such 
two-point boundary value problems have been considered by Luenberger [49], [50], Lewis [42] 
and Karamanioglou [27] for the regular, discrete-time singular descriptor system ( 4.1.3) and 
by Jones et al. [21] for the regular, discrete-time ARMA-Representation (5.1.1). 
An alternative technique to solve the regular singular descriptor system (4.1.3) is given in 
Mertzios et al. [55] and Lewis et al. [44]. This technique recognises the inherent importance 
of the fundamental matrix sequence in relation to the analysis, properties and solution of 
singular descriptor systems. Consequently a solution to (4.1.3) can be realised directly in 
terms of this fundamental matrix sequence. In this Chapter an extension of this technique to 
solve the regular, discrete-time ARMA-Representation (5.1.1) is given. In in particular three 
distinct solutions to (5.1.1) are considered namely (Lewis et al. [44]): 
i) The Forward Solution - Given an admissible set of initial output conditions of the 
form [v(O), ... ,y(q-1)] and the input sequence [u(O), ... ,u(N)J then compute y(k), 
k = q, ... , N, in a forward fashion from the input sequence and previous values of the 
output. Such a solution is termed the forward solution to (5.1.1). 
ii) The Backward Solution - Given an admissible set of final output conditions of the 
form [v(N), ... ,y(N -q+1)] and the input sequence [u(O), ... ,u(Nl] then compute 
y(k), k = N- q, ... , 0, in a backuard fashion from the input sequence and future values 
of the output. Such a solution is termed the backward solution to (5.1.1). 
iii) The Symmetric Solution - Given an admissible set of initial and final output con-
ditions [v(O), ... ,y(q- 1)] and [v(N), ... ,y(N- q + ll] and the input sequence 
[u(O), ... , u(N)j then compute the intermediate output conditions y(k), k = q, ... , N-
q, in any chosen order. Such a solution is termed the symmetric solution to (5.1.1). 
In Section 5.2 the forward and backward fundamental matrix sequences associated with 
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the matrix A(z) E IR[z]"xr are defined. The forward fundamental matrix sequence of A(z) 
can be computed using a generalised Leverrier technique (Fragulis et al. [10]) and it will be 
shown that by considering the dual polynomial matrix of A(z) the same technique can be 
applied to compute the backward fundamental matrix sequence. 
In Sections 5.3, 5.4 and 5.5 closed formulae are presented for the respective forward, back-
ward and symmetric solutions to the regular, discrete-time ARMA-Representation (5.1.1) as 
given in Jones et al. [19] and Karampetakis et al. [33], [35]. These solutions are realised 
directly in terms of the forward and backward fundamental matrix sequences of A( z). Fi-
nally in Section 5.6 the forward, backward and symmetric solution formulae defined earlier 
in the Chapter are applied to the singular descriptor system ( 4.1.3) and it is shown that such 
solutions coincide with those given in Lewis et al. [44] for this case. 
The closed solutions presented in this Chapter have been implemented in the symbolic 
computational language Maple (Heal et al. [15]) in the form of a linear systems Maple package 
linsys. This package consists of various commands to compute: the forward and backward 
fundamental matrix sequences of A(z) E IR[z]"xr; the admissible forward, backward and 
symmetric solutions of the regular ARMA-Representation (5.1.1); and the admissibility con-
ditions to determine whether such solutions exist. This package will be referenced throughout 
this Chapter and is presented in detail in Chapter 8 and Appendix 1. 
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5.2 Preliminary Results 
The forward and backward fundamental matrix sequences of A(z) E IR[z]"xr, IA(z)l of. 0, are 
defined as follows (Fragulis et al. [10], Lewis et al. (44]). 
Definition 5.2.1 The Laurent series expansion about z = oo of the inverse of A(z) E IR[z]"xr, 
IA(z)l # 0, is given by, 
00 
= L H_iz-i 
i=-Qr 
(5.2.1) 
where iir is the greatest order of the zeros of A(z) at z = oo as defined in Definition 3.3.7. 
The coefficient matrices Hi E !Rrxr, i :<:; iir, in (5.2.1) constitute the forward fundamental 
matrix sequence of A(z). 0 
Definition 5.2.2 The Laurent series expansion about z = 0 of the inverse of A(z) E IR[z]"xr, 
IA(z)l # 0, is given by, 
00 
= L:V;i 
(5.2.2) 
i=-l 
The coefficient matrices V; E !Rrxr, i ;::: -1, in (5.2.2) constitute the backward fundamental 
matrix sequence of A( z). 0 
Corresponding Maple commands for the computation of the forward and backward fun-
damental matrix sequences of A(z) E IR[z]"xr, IA(z)l of. 0, have been developed. These 
commands denoted by Forlaur and Backlaur respectively are included in the linsys pack-
age which is detailed in Chapter 8 and in Appendix 1. 
The forward fundamental matrix sequence (5.2.1) corresponding to a regular polyno-
mial matrix A(z) E IR[z]"xr, IA(z)l of. 0, can be computed via a generalised Leverrier tech-
nique (Fragulis et al. (10]). However no similar technique exists to compute the back-
ward fundamental matrix sequence (5.2.2) of A(z). Consequently define the dual matrix of 
A(z) E IR[z]"xr to be, 
(5.2.3) 
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and consider the Laurent expansion of A( w) about w = oo. This is related to the Laurent 
expansion of A( z) - 1 about z = 0 by the following Lemma. 
Lemma 5.2.3 Given that the Laurent series expansion of A(w)-1 about w = oo is, 
(5.2.4) 
and the Laurent series expansion of A(z)-1 about z = 0 is given as in (5.2.2) then the two 
expansions are related by, 
q+ f= l (5.2.5) 
Proof From (5.2.3), 
(5.2.6) 
whereby substituting for A [ ~ ] - 1 from (5.2.4) in (5.2.6) gives, 
(5.2.7) 
Similarly A(z)- 1 can be expanded in the form, 
A( )-1 V -1 V -1+1 V -1 v; v; 1 Z = -IZ + -I+!Z + · · · + -1Z + 0 + 1Z + · · · (5.2.8) 
which represents the Laurent series expansion of A(z)-1 about z = 0. Equating the coefficient 
powers of z from (5.2.7) and (5.2.8) gives (5.2.5) as required. 0 
A direct result from Lemma 5.2.3 is that the backward fundamental matrix sequence 
(5.2.2) of A(z) can be computed by considering the Laurent series expansion of the dual 
matrix A(w)-1 at w = oo. Consequently the Leverrier technique presented in Fragulis et al. 
[10] can be used to compute both the forward and backward fundamental matrix sequences 
of A(z). 
Consider now the dual ARMA-Representation to (5.1.1), 
A(a)y(k) = B(a)ii(k) (5.2.9a) 
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where, 
(5.2.9b) 
B(a) = Boaq + · · · + Bq E lR[a]"xm 
a denotes the forwards shift operator, i.e. aiy(k) = fi(k + i), and u(k) : z+ --+ JRm, k = 
0, ... , N, and y(k) : z+ --+ lRr, k = 0, ... , N, define the input and output of (5.2.9) respec-
tively. This leads to the following Theorem. 
Theorem 5.2.4 Let the respective solutions of (5.1.1) and (5.2.9) in the closed interval 
k E [0, NJ be represented by y(k)T = [y(O)T, ... , y(N)Tr and fi(kjT = [fi(O)T, ... , fi(N)T J 
respectively. Then, 
i) If y(k) is the solution of the dual ARMA-Representation (5.2.9) for a non-zero input 
sequence u(k), k = 0, ... , N, then y(k) = fi(N- k) is a solution of the ARMA-
Representation (5.1.1) for a non-zero input u(k) = u(N- k), k = 0, ... , N. 
ii) If y(k) is the solution of the ARMA-Representation (5.1.1) for a non-zero input u(k), 
k = 0, ... , N, then fi(k) = y(N- k) is a solution of the dual ARMA-Representation 
(5.2.9) for a non-zero input u(k) = u(N- k), k = 0, ... , N. 
Proof Let fi(k) be a solution of (5.2.9) and set y(k) = fi(N- k) and u(k) = u(N- k) in 
(5.1.1). Assuming, 
y(k + j) = ii (N- (k+ j)) ) . _ 
, J- o, ... ,q 
u(k + j) = u (N- (k + j)) 
(5.2.10) 
gives, 
A(a)y(k) = A(a)y(N- k) 
= Aqfi(N- k-q)+Aq-Ifi(N -k-q+ 1) +···+Aofi(N -k) 
Bqu(N- k- q) + Bq-!u(N- k- q + 1) + · · · + Bou(N- k) (5.2.11) 
= B(a)u(N- k) 
B(a)u(k) 
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which verifies the first part of the Theorem. Following the same approach as in (5.2.10)-
(5.2.11) the second part of the Theorem can similarly be proved. 0 
A direct result of Theorem (5.2.4) is that the backward solution to the regular ARMA-
Representation (5.1.1) can be computed directly from the forward solution of the dual regular 
ARMA-Representation (5.2.9). This technique is employed in Section 5.4 where a backward 
solution to (5.1.1) is presented. 
From Chapter 3 the inverse A(z)-1 E lR(z)"xr of a polynomial matrix A(z) E lR[z]"xr 
can be expressed in terms of a polynomial and strictly proper realisation. Subsequently 
define [J,B,C] where J E lRnxn, BE lRnxr, C E lRrxn and nE z+ to be a strictly proper 
realisation of A(z);rl,p E lRpr(z)"xr as in (3.2.22) such that, 
(5.2.12) 
and define [J00 ,B00 ,Coo] where Joo E JRI'Xf', Boo E JRI'xr, C00 E JRrXf' and p, E z+ to be a 
polynomial realisation of A(z);0~ E lR[z]"xr as in (3.3.21) such that, 
A(z);0~ =Coo (rl'- zJ00 ) - 1 B00 
Consequently from (5.2.1), 
A(z)-1 = Hq"zlic + · · · + H1z +Ho I + H_1z- 1 + H-2z- 2 + · · · 
= A(z);0~ + A(z)P:,.~p 
= Coo(IJ.!-zJoo)-
1
Boo+C(zin-Jr
1
B 
(5.2.13) 
= Coo [r + zJ00 + z2f;., + · · · + zlic Ji:, ]Boo+ c[z-1In + Jz-2 + · · · ]B 
= [ C00Ji:,B00 z<lc + · · · + CooJooBooZ +Coo Boo]+ 
+ [cBz-1 + CJBz-2 + CJ2Bz-3 + · .. ] 
(5.2.14) 
whereby equating powers of z gives, 
H; = C00J/x,B00 , i = 0, 1, 2, ... , iir 
(5.2.15) 
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This result will be used extensively in Section 5.3 where a forward solution to (5.1.1) is 
realised. 
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5.3 Forward ARMA-Representation Solution 
In this Section the forward solution to the regular, discrete-time ARMA-Representation 
(5.1.1) is considered where A(a) E IR[a]"xr, IA(a)l # 0. Such a solution is represented 
by y(k) E !Rr, k = O, ... ,N, where the initial output conditions [y(O), ... ,y(q -1)] and 
input sequence [u(O), ... ,u(N)j are given. Further assume that conditions (4.3.1) hold and 
define the Z-transforms of y(k) and u(k), denoted by Y(z) and U(z) respectively, to be given 
by (4.3.2). Following (4.3.8) the regular, discrete-time ARMA-Representation (5.1.1) can be 
expressed in the form, 
0 y(O) 
y(q- 1) 
0 u(O) 
u(q- 1) 
(5.3.1) 
or, 
Y(z) = Yhom(z) + YJor(z) (5.3.2) 
In (5.3.2) Yhom(z) represents the Z transform of the homogeneous AR-Representation solution 
Yhom(k), i.e. Yhom(z) = z[Yhom(k)], such that, 
A(a)Yhom(k) =Or. k = O, ... ,N (5.3.3) 
and Yfor ( z) represents the Z transform of the forced response ARMA-Representation solution 
YJor(k), i.e. YJor(z) = z[Yfor(k)], such that, 
A(a)YJor(k) = B(a)u(k)}, k=O, ... ,N, i=O, ... ,q- 1 
y(i) = Or 
(5.3.4) 
5.3 Forward ARMA-Representation Solution 89 
Consequently the forward solution to (5.3.1) y(k) can be expressed as the sum of its ho-
mogeneous and forced response components. Consider the solution to the homogeneous 
AR-Representation (5.3.3) denoted by Yhom(k). This leads to the following Theorem. 
Theorem 5.3.1 The forward solution Yhom(k) E l!r, k = q, ... , N, to the homogeneous 
AR-Representation (5.3.3) is given by, 
Aq 0 y(O) 
Yhom(k) = [ H-k-q ... H-k-1 ] , k=q, ... ,N (5.3.5) 
A1 Aq y(q- 1) 
where the coefficient matrices Hi, i = -k-q, ... , -k-1, constitute the forward fundamental 
matrix sequence of A(z) E IR[z]"xr as given in (5.2.1). 
Proof From (5.3.2), 
0 y(O) 
y(q- 1) 
~--~~--~~ 
A (in) Y(in) 
(5.3.6) 
Substituting for the Laurent expansion of A(z)-1 about z = oo from (5.2.1) in (5.3.6) gives, 
(5.3.7} 
whereby expanding the first 2 terms of (5.3. 7) and extracting powers of z gives, 
Hq, 0 
Yhom(z) = [ zq+§, Ir ... zlr ] Hq,-q+l H-q, A(in)Y(in) 
H-q+l Ho 
(5.3.8) 
H-q H-1 
+ [ Ir z-1Ir ... ] H-q-l H-2 A(in)i(in) 
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= Y:O:)(z) + Y~:;1(z) 
where Y~=)(z) and Yh~(z) in (5.3.8) represent the polynomial and proper components of 
Yhom(z) respectively. Proceed now to show that the polynomial component of (5.3.8) Y~~~)(z) 
reduces to the zero matrix Or. Clearly, 
(5.3.9) 
whereby substituting for the expansions of A(z) E IR[z]'xr and A(z)-1 E IR(zyxr from (5.1.1) 
and (5.2.1) and equating powers of z gives, 
(5.3.10) 
z-i H-q-iAq + · · · + H-1-;A1 + H_;Ao = Or,r, Vi > 0 
Here the first (q+qr) relations in (5.3.10), corresponding to [zq+<i", ... ,z], can be written in 
. the matrix form, 
0 
Aq 0 
Hqc 
= 
Hqc-1 
A1 Aq 
Ho 
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0 0 
H1 Hq 
whereby substituting (5.3.11) in (5.3.8) gives, 
A (fin)Y(in) (5.3.12) 
H1 Hq 
To show that Yh<;;;)(z) in (5.3.12) reduces to the zero matrix Or consider the following two 
cases: 
i) q > iir From (5.3.12), 
0 Ao Aq-1 
(pal)( ) [ • J Yhom z = - zqr Ir · · · zlr 
Ao Aq-qr 
(5.3.13) 
The homogeneous form of ( 4.2.3) is given by, 
AoY(k) + A1y(k + 1) + · · · + Aqy(k + q) =Or (5.3.14) 
which fork= 0, 1, ... , iir- 1, can be used to express the last two terms of (5.3.13) as, 
Ao Aqr-1 Aq-1 Or,r y(q) 
Y(in) =-
0 Ao Aq _ y({jr +q-1) _ 
(5.3.15) 
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Substituting (5.3.15) in (5.3.13) gives, 
Hq, 0 0 y(q) 
Hq, y(<.ir + q- 1) 
Or,r 
(5.3.16) 
as required. This can be seen by considering the first q relations of (5.3.10) corresponding 
to [z<J,+q, ... , zli'+l]. Only the first <.lr relations are required in (5.3.16) and by definition 
q;::: <lr· 
ii) q < <ir For k = 0, ... , q, write (5.3.14) in the matrix form, 
Ao Aq-1 y(O) Aq 0 y(q) 
(5.3.17) 
0 Ao y(q-1) AI Aq y(2q- 1) 
whereby substituting (5.3.17) into Y~~)(z) using (5.3.11) gives, 
Hq, 
Aq-I y(q) 
Y. (pol) ( ) z hom Z = - (q,-q,I) 
Hq,-q+l 
Hq,-q 
Ao y(2q- 1) 
(5.3.18) 
where Z(q,-q,I) = [ zli,-qr .. . zir l Here the initial output conditions [v(O), ... , y(q-
1)] in (5.3.12) have been replaced by the successive q output conditions [y(q), ... , y(2q -1)] 
in (5.3.18). Therefore consider <ir = vq + (, ( < q. Comparing Yh~)(z) in (5.3.12) and 
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(5.3.18) directly and performing the recursive procedure as seen in (5.3.17)-(5.3.18) gives, 
Hij, 0 
Ao Aq-t y((v- 1)q) 
~(pol)( ) _ z hom Z - - (q,-(v-l)q,l) Hq,-q+! Hij, 
0 Ao y(vq- 1) 
(5.3.19) 
where Z(ij,-(v-l)q,l) = [ z<l,-(v-!)qfr zlr ] . Fork= (v- 1)q, ... , vq- 1, (5.3.14) can 
be written in the form, 
Ao Aq-t y((v- 1)q) 0 y(vq) 
(5.3.20) 
0 Ao y(vq- 1) y((v + 1)q- 1) 
whereby substituting (5.3.20) in (5.3.19) using (5.3.11) gives, 
0 Ao .. · · · · Aq-1 y(vq) 
v(pol) ( ) z 
L hom Z = - (q,-vq,!) 
0 Ao · · · Aq-( y((v + 1)q- 1) 
(5.3.21) 
where Z(q,-vq,!) = [ zij,-vqlr . . . zlr ] . Expanding the last two terms of (5.3.21) using 
(5.3.14) for k = vq- k, ... , vq- k + (- 1, gives, 
0 0 y((v + 1)q) 
Aq-(+1 y((v+ 1)q+( -1) 
Or,r 
(5.3.22) 
as required. This can be seen by considering the first q relations of (5.3.10) corresponding to 
[ zij,+q, ... , zij,+t]. Only the first ( relations are required in (5.3.22) and by definition ( < q. 
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Consequently from (5.3.8) Yhom(z) has only a proper component given by, 
0 y(O) 
y(q- 1) 
(5.3.23) 
Substituting for the coefficient matrices H_;, i = 1, 2, ... , from (5.2.15) gives, 
B 0 I 
J A (in)y(in) (5.3.24) 
0 B 
whereby expanding the central two terms of (5.3.24) using, 
results in, 
0 
Finally applying inverse Z transforms to both sides of (5.3.26) gives, 
which under the relation, 
and from (5.2.15) gives (5.3.5) as required. 
(5.3.25) 
y(O) 
y(q- 1) 
(5.3.26) 
(5.3.27) 
(5.3.28) 
0 
Corollary 5.3.2 The forward solution Yhom(k) E ffii." to the homogeneous AR-Representation 
(5.3.3) as in (5.3.5) can also be derived directly from (5.3.23). From (4.3.2), 
N 
Yhom(z) ~ LY(i)z-i = y(O) + y(l)z-1 + y(2)z-2 + · ·. (5.3.29) 
i=O 
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from which the coefficient of z-k is y(k). Similarly from (5.3.23) the coefficient of z-k is, 
[ ] A(in)Yi H-k-q · · · H-k-l (in) (5.3.30) 
Comparing coefficients of z-k gives (5.3.5) as required. 0 
Consider now the solution to the forced response component of y(k) denoted by Ytor(k) 
as in (5.3.4). 
Theorem 5.3.3 The forward solution YJor(k) E JR:.r, k = q, ... , N, to the ARMA-Representa-
tion (5.3.4) is given by, 
Bq · ·· ··· 0 
u(k) 
Ytor(k) = [ H-q · · · Hq, ] Bo 
0 Bo (5.3.31) 
k-l 
+ L [H-n-q-lBq + · · · + H-n-lBo]u(k- 1- n) 
n=O 
0 u(O) 
- [ H-k-q · ·· H-k-1] ] 
u(q -1) 
Proof From (5.3.1), 
0 u(O) 
Ytor(z) = A(z)-1 B(z)U(z)- A(z)- 1 [ zqlr . . . zlr ] 
Y};!.(z) B 1 u(q- 1) 
(2) ( ) Yfor z 
(5.3.32) 
and consider from (5.3.32) the term Y};!.(z). Substituting for A(z)-1 from (5.2.14) gives, 
Y};!.(z) = [coo[I~'-zJoorBoo+C[zin-JrB]B(z)U(z) 
= Coo [rl' + zJ00 + z2 J&, + · · · + zli' Ji;] B00 B(z )U(z) 
+C [z-1 In+ Jz- 2 + · · ·] BB(z)U(z) 
(5.3.33) 
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which upon substituting for E(z) from (5.1.1) and extracting coefficients of z reduces to, 
Eq-l 
U(z) 
Eo 
-lr Z r 
Eq-l 
U(z) 
Eo 
(5.3.34) 
Expanding further each of the terms in (5.3.34) gives, 
0 
Eo zlm 
U(z) 
0 Eo ... 
Eq 0 ... ... ... 0 
+C [ Jq-!E Jq-2E E] 
Bq-l Bq 
... U(z) 
E1 B2 Bq ... 0 
(5.3.35) 
+C[Inz-1 +Jz-2+J2z-3+ .. ·] [ JqB Jq-!E ... E] Eq-l U(z) 
(zln-Jt Eo 
where the second term of (5.3.34) has been divided into its polynomial and strictly proper 
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components. Simplifying (5.3.35) gives, 
Y (1)(z) = for 
or, 
[ C Coo] [-J_q-_1_B_J_q-_2_B_·_··_B--f ___ o_n_,(<i_r+_1~)r ___ l X 
OJL,qr BooJooBoo · · · Ji:;Boo 
x Bo 
0 
+C[zin- Jr1 [JqBBq + Jq- 1BBq-1 + ... + BBo] U(z) 
0 
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Yj~(z) = [ C Coo J w<l> zlm (5.3.37) 
where WE JR:.(n+JL)X(qr+q+l)r, <]) E JR:.(<ir+q+l)rx(qr+q+1)m and 0 E rn:.nxm. 
Consider now the term Yj~;(z) from (5.3.32) which upon substitution for A(z)-1 from 
(5.2.1) and extracting coefficients of z reduces to, 
0 
Bq 0 u(O) 
Hqr 
Hqr-1 
B1 u(q- 1) 
Ho 
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0 u(O) 
(5.3.38) 
Bq u(q-1) 
By substituting for the coefficient matrices H-;, i = 1, 2, ... , from (5.2.15) the second term 
of (5.3.38) can be written in the form, 
I 
J 
B 
0 
0 
B 
0 u(O) 
u(q- 1) 
(5.3.39) 
whereby expanding the third and fourth terms of (5.3.39) using (5.3.25) gives, 
0 u(O) 
(5.3.40) 
Bt u(q -1) 
u,(O-) 
Substituting for Yj~(z) and Yj~(z) from (5.3.37) and (5.3.38)-(5.3.40) in (5.3.32) gives, 
I m 
Yjor(z) = [ C Coo ] w<I> 
zim 
U(z) + c[zin- Jr\w(z)- cz [zin- Jr1 us(O-) 
zQr+qJm Yj~(z) Yj~(z) 
Yj~(z) 
Hq, 0 
Bq 0 u(O) 
- [ zq+{j, Ir zlr ] 
Hq,-q+! Hq, (5.3.41) ... 
Hq,-q Hq,-1 
Bt Bq u(q -1) 
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whereby substituting for the expansion of U(z) from (4.3.2) in Y};;.(z) gives, 
+ [ C Coo ] >llil> 
0 
zu(O) 
z2u(O) + zu(1) 
z<ldqu(O) + · · · + zu(lir + q- 1) 
Ypoly(z) 
u(O) + z-1u(1) + · · · 
u(1) + z-1u(2) + · · · 
Yprop(z) 
(b)() (c)() + Yfor Z - Yfor Z 
(5.3.42) 
In (5.3.42) Ypoly(z) and Yprop(z) denote the polynomial and proper components of Yfor(z) 
respectively. Proceed now to show that Ypoly(z) in (5.3.42) reduces to the zero matrix Or. 
Denote the first term of I";oty(z) in (5.3.42) by r;,~Yy(z) where from (5.2.15), 
[ C Coo ] W = [ CJq-1 B · · · CB I C00 B 00 • • • C00 JZ!,B00 ] 
= [ H-q · · · H-1 I Ho · · · Hq, ] 
Expanding Yp~l~(z) in (5.3.42) and substituting for (5.3.43) gives, 
0 
(5.3.43) 
Bq 0 u(O) 
Hq,-q+l Hq, 
Hq,-1 
B1 u(q- 1) 
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0 Eo 
0 
whereby from (5.3.42) and (5.3.44), 
0 Eo 
0 
0 
Eo 
0 
Eo 
100 
u(O) 
u(ijr+ q- 1) 
(5.3.44) 
u(O) 
u(ijr +q-1) 
(5.3.45) 
Consider (4.2.3) fork = 0, ... ,ijr- 1, which under the iuitial conditious y(i) = 0., i = 
0, ... , q - 1, can be used to express (5.3.45) in the form, 
0 0 y(q) 
Or,r 
= o,. 
(5.3.46) 
as required. This can be seen by considering the first iir relations of (5.3.10) which correspond 
to [ zq+<l,, .•. , zq+l]. Therefore from ( 5.3.41), 
Ytor(z) = Yj~(z) + Yj~(z)- Yj2(z)- Yj~;(z) 
Yj~(z)- Yp~l~(z) + Yj~(z)- Yj~(z) + r;,~{y(z)- Yj:;(z) (5.3.47) 
Or 
Applying inverse Z transforms to each individual term of (5.3.47) gives, 
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U(z) 
zU(z)- [zu(O)] 
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z4c+qU(z)- [zq,+qu(O) + · · · + zu(<lr + q -1)) 
(5.3.48) 
whereby using the relation (Freeman [11]), 
(5.3.49) 
and from (5.2.15) and (5.3.36), 
Eq ··· ··· 0 
u(k) 
(a) ( ) (1) ( ) _ [ ] Ytar k - Ypoly k - H_q · · · Hq, Eo 
u(k + <lr + q) 
0 Eo 
(5.3.50) 
z-1 [Yj~(z)] = vj%(k) Expanding Yj~(z) in (5.3.41) gives, 
vjb~(k) = cz-1 [z[zr- Jr1[JqBBq + Jq-1BBq-1 + ... + BBo] u;z>] (5.3.51) 
whereby using the relation (Freeman [11]), 
k 
z-1 [F(z)H(zl] = LJ(n)h(k- n) 
n=O 
(5.3.52) 
and from (5.2.15) and (5.3.28), 
k-1 
(b) - "' [ ] Ytor(k)- 6 H-n-q-1Bq + H-n-qBq-1 + · · · + H-n-1Bo u(k- 1- n) 
n=O 
(5.3.53) 
where z-1 [F(zJ] = f(k) and z-1 [H(z)] = h(k). 
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z-1 [Yj~(z)] = yj%,(k) From (5.3.26)-(5.3.28), 
0 u(O) 
(5.3.54) 
Bt Bq u(q-1) 
Finally substituting (5.3.50), (5.3.53) and (5.3.54) into (5.3.47) gives (5.3.31) as required. D 
In Theorem 5.3.1 and Theorem 5.3.3 solutions to the forward homogeneous and forced 
response components of y(k) have been given. Following (5.3.1) the following Theorem can 
be given. 
Theorem 5.3.4 The forward solution y(k) E lRr, k = q, ... , N, to the regular, discrete-time 
ARMA-Representation (5.1.1) is given by, 
0 
y(k) = [ H~k-q . . . H-k-l l 
Bo 
+ [ H_k ... Hq,] 
0 Bo 
y(O) 
y(q- 1) 
0 u(O) 
u(k + <ir + q) 
(5.3.55) 
Proof Following (5.3.1) the solution to (5.1.1) is the sum of its corresponding homogeneous 
(5.3.5) and forced response (5.3.31) components. Therefore, 
Or,r y(O) 
y(k) = [ H-k-q .. · H-k-t l 
y(q- 1) 
----·---------------------------------------------------------------------
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Eq ··· ··· 0 
u(k) 
+ [ H-q · · · Hq, ] Eo 
0 Eo 
k-! 
+ L [H-n-q-!Eq + · · · + H-n-tEoju(k -1- n) 
n=O 
y(4)(k) 
Expanding yC3l(k) from (5.3.56) gives, 
0 
0 ..... . 
u(O) 
u(q- 1) 
0 
Eq 
Eo 
-
whereby combining y(2l(k) in (5.3.56) with y<3•2l(k) in (5.3.57) gives, 
r 
Eo 
L 0 
0 
Eo 
103 
(5.3.56) 
u(O) 
(5.3.57) 
u(k -1) 
u(O) 
u(k+<ir+q) 
(5.3.58) 
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Consequently from (5.3.56)-(5.3.57), 
y(k) = y(l)(k) + y(2)(k) + y(3)(k)- y(4)(k) 
y(l)(k) + y(2)(k) + [y(4)(k) + y(3,2)(k)]- y(4)(k) 
y(l)(k) + y(2)(k) + y(3,2)(k) 
104 
(5.3.59) 
and substituting for y(l)(k), y(2)(k) and y(3,2)(k) from (5.3.56) and (5.3.58) gives y(k) as in 
(5.3.55) as required. 0 
The forward solution to (5.1.1) as in (5.3.55) is given primarily in terms of the coefficient 
matrices [H-k-q, ... , Hq"] and the initial output conditions [y(O), ... , y(q-1) ]. An obvious 
disadvantage of such a solution is that for each successive output required in the range 
k E [ q, N] the coefficient matrices Hj that comprise each solution change. For example 
consider computing the solution y(k) over the range [y(q), y(q+1), ... , y(lOO)], i.e. k = q, q+ 
1, ... , 100. This would require the computation of the coefficient matrices [H-q-lOO, ... , H<ic ]. 
To remove this problem an alternative forward solution to that presented in (5.3.55) is 
now given. In this case the solution y(k), k = q, ... , N, is dependent on the previous q output 
conditions [y(k-1), ... ,y(k-q)] and not solely on the initial conditions [y(O), ... ,y(q)] as in 
(5.3.55). This allows the coefficient matrices H1 in the subsequent solution to be independent 
of the solution index k. In fact the only coefficient matrices that are required to be computed 
are in the fixed range [ H_q, ... , Hq" ]. 
Theorem 5.3.5 The forward solution y(k) E IRr, k = q, ... , N, to the regular, discrete-time 
ARMA-Representation (5.1.1) can be expressed in the alternative form, 
Ao Aq-1 y(k- q) 
0 Ao y(k- 1) 
(5.3.60) 
Bo 0 u(k- q) 
0 Bo u(k+<Jr+q) 
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Proof Consider, 
(5.3.61) 
where yC•)(k) and y(b)(k) represent the first and second terms of (5.3.55) respectively. Ex-
panding yC•)(k) in (5.3.61) using (5.3.10) gives, 
Ao Aq-1 y(O) 
(5.3.62) 
0 Ao y(q -1) 
Expanding the last 2 terms of (5.3.62) using (5.3.10) and ( 4.2.3) for k = 0, ... , q- 1, gives, 
Ao 
0 
Bo 
- [ H_k · · · H-k+q-1 ] 
0 Bo 
Aq-1 
Ao 
0 
y(q) 
y(2q- 1) 
u(O) 
u(2q- 1) 
while again expanding the first term of (5.3.63) in a similar manner gives, 
Ao 
y(a)(k) = - [ H-k+2q · · · H-k+3q-1 ] 
0 
Eo 
- [ H_k · · · H-k+2q-1 ] 
0 Bo 
Aq-1 
Ao 
0 
y(2q) 
y(3q- 1) 
u(O) 
u(3q- 1) 
(5.3.63) 
(5.3.64) 
Consider k = vq + w, w < q, where k is some forward solution. Performing the recursive 
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procedure (5.3.63)-(5.3.64) enables yC•l(k) to be expressed in the form, 
Ao 
y(a)(k) = - [ H-k+(v-l)q · · • H-k+vq-1 ] 
0 
Bo 
- [ H_k · · · H-k+(v-l)q-1 ] 
0 Bo 
Aq-1 
Ao 
0 
y((v-1)q) 
y(vq- 1) 
u(O) 
u(vq- 1) 
(5.3.65) 
for v 2: 2, where (5.3.63) and (5.3.64) correspond to v = 2 and v = 3 respectively in (5.3.65). 
In the following assume v 2: 2 although the same analysis holds for v = 1 given that y(a)(k) 
in (5.3.65) is replaced by (5.3.62). Substituting for w = k- vq in (5.3.65) gives, 
Y(a) (k) = - [ H .. . H 1 ] 
-w-q -w-
r 
Ao 
0 
Aq-1 
Ao 
y(a,l)(k) 
Bo 
- [ H_k ·.. H-w-q-1 ] 
0 Bo 
y(a,2) (k) 
and express y(a,l)(k) in (5.3.66) as, 
Ao Aw-l 
Y(a,l)(k) - - [ H H ] - -q-w · · · -q-1 
0 Ao 
y(k- w- q) 
y(k-w-1) 
0 u(O) 
u(k- w -1) 
(5.3.66) 
y(k-q-w) 
y(k-q-1) 
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Aw Aq-1 
y(k- q) 
- [ H-q-w ... H-w-1 ] Ao Aq-w-1 (5.3.67) 
y(k-w-1) 
0 Ao 
Consider each of the terms in (5.3.67) in turn. Using (5.3.10) the second term of (5.3.67) can 
be written as, 
0 y(k-q) 
[ H_zq · · · H-w-q-1 ] (5.3.68) 
y(k- w -1) 
whilst the first term of (5.3.67) can be written using ( 4.2.3) for k = k- q- 1, ... , k- q- w, 
as, 
[ H-q-w · · · H-q-1 ] 
0 
- [ H-q-w · · · H-q-1 ] 
0 Bo 
0 y(k- q) 
y(k - 1) 
u(k-q-w) 
u(k- 1) 
(5.3.69) 
Therefore substituting for y(a,1l(k) from (5.3.68)-(5.3.69) in (5.3.66) gives, 
0 y(k- q) 
yCal(k) = [ H-q-w . . . H-q-1 l 
Aq-w+l Aq y(k-1) 
0 u(k-q-w) 
- [ H-q-w · · · H-q-1 ] 
0 Bo u(k- 1) 
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where the first and third, and second and fourth terms of (5.3.70) can be combined respec-
tively using (5.3.10) to give, 
Ao Aq-1 
0 Ao 
Eo 
- [ H_k .. · H-q-1 ] 
0 Eo 
From (5.3.55) y(b)(k) can be written in the form, 
Bo 
0 Eo 
Bo 
0 Eo 
y(k- q) 
y(k- 1) 
0 
0 
u(O) 
u(k- 1) 
u(O) 
Eq 
0 
u(k- 1) 
u(k- q) 
u(k+lir+q) 
(5.3.71) 
(5.3.72) 
whereby substituting for y(a)(k) and y(bl(k) from (5.3.71) and (5.3.72) respectively in (5.3.61) 
gives y(k) as in (5.3.60). 0 
Corollary 5.3.6 The forward solution to the homogeneous AR-Representation (5.3.3) as in 
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(5.3.5) can be written in the alternative form, 
Ao Aq-l y(k- q) 
Yhom(k) = - [ H-1 . . . H-q ] (5.3.73) 
0 Ao y(k -1) 
This can be seen directly from (5.3.60). 0 
Example 5.3.7 Consider the regular, discrete-time ARMA-Representation (5.1.1) and given 
by, 
-
a 2 +5a+6 a+1 0 Yl (k) 0 
2a-5 3a+2 1 yz(k) = 0 u(k) (5.3.74) 
0 -1 0 Ya(k) 1 
'--v----' '-v-" 
A( a) y(k) B(a) 
where A( a) E IR[a]3X3, B(a) E IR3, y(k) E lR3 and u(k) ER From (5.2.1) the Laurent series 
expansion of A(a)-1 E IR(a)3 X3 about a= oo is given by, 
0 0 0 0 0 0 0 0 1 
A(a)-1 = 0 0 0 a+ 0 0 -1 + 0 0 0 a- I+ 
0 0 3 0 1 0 -2 0 13 
'---v-' 
Ht Ho H-l (5.3.75) 
1 0 -4 -5 0 14 
+ 0 0 0 a-2 + 0 0 0 a-3+ ... 
15 0 -48 -63 0 162 
H-2 H-3 
whereby from (5.3.60) the forward solution to (5.3.74) is given by, 
y(k) = -[ J[Ao o][y(k-1)] H-1 H-2 + A1 Ao y(k- 2) 
Bo 0 0 0 u(k- 2) (5.3.76) 
+[H-2 H_l Ho H1] 0 Bo 0 0 u(k- 1) 
0 0 Bo 0 u(k) 
0 0 0 Eo u(k + 1) 
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-5yi(k -1)- 6y1(k- 2)- 5y2(k- 2)- 4u(k- 2) + u(k- 1) 
-u(k) 
-63yl(k- 1)- 90yi(k- 2)- 63y2(k- 2)- 48u(k- 2) + 13u(k- 1) + 3u(k + 1) 
0 
In Theorems 5.3.4 and 5.3.5 two forward solutions to the regular, discrete-time ARMA-
Representation (5.1.1) have been presented. In the case where the solution to (5.1.1) is 
required in the specific interval k E [ n, +oo], n » q, then the solution formulae (5.3.55) 
should be used. This is because the previous q outputs needed to generate the alternative 
solution (5.3.60) will not be available without first solving up to y(n). In the case where 
the solution y(k) is required in the specific interval k E [ q, +oo] then the solution formulae 
(5.3.60) should be used. This is because the previous q output solutions required to generate 
the solution (5.3.60) will always be available if the solutions are computed in a forward 
sequence. Additionally the computational time incurred in computing the coefficient matrices 
[H-q, ... , Hiir] in the solution (5.3.60) will be significantly less than that incurred in solution 
(5.3.55). 
In some cases however a forward solution to the regular, discrete-time ARMA-Representa-
tion (5.1.1) may not exist. Indeed (5.1.1) will only possess a forward solution iff the initial 
output conditions [v(O), ... , y( q - 1)] satisfy ( 4.2.3) for k = 0, ... , q - 1. This leads to 
following Theorem. 
Theorem 5.3.8 Define 1i;u as the admissible initial condition space of (5.1.1) under non-zero 
inputs where, 
Ho 
1{ . ~f (") (") (·- 0 1) . A(fin) zu- y~,ut t , ... ,q- . 
Ho 0 Eo 
0 
Hq-1 
Ho 
0 
Eo 
y(O) 
y(q- 1) 
u(O) 
u(2q + fJ.r -1) 
(5.3.77) 
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and, 
Ao Aq-1 
(5.3.78) 
0 Ao 
Proof Consider ( 4.2.3) for k = 0, ... , q -1, and express these q equations in the matrix form, 
Ao Aq-1 y(O) 0 y(q) 
+ 
0 Ao y(q- 1) y(2q- 1) 
(5.3.79) 
Bo 0 u(O) 
= 
0 Bo u(2q- 1) 
From (5.3.55) the forward output solutions [v(q), ... , y(2q -1)) can be written in the form, 
y(q) 0 y(O) 
y(2q- 1) y(q- 1) 
0 Bo 0 u(O) 
+ 
0 Bo u(3q+<Jr -1) 
(5.3.80) 
whereby substituting (5.3.80) in (5.3.79) gives, 
Ao Aq-1 y(O) 0 
+ 
0 Ao y(q-1) 
Bo 0 u(O) 
= (5.3.81) 
0 Bo u(2q- 1) 
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From (5.3.81) consider the term, 
0 y(O) 
(5.3.82) 
y(q- 1) 
A(in) 
whereby expanding the first 3 terms of (5.3.82) using (5.3.10) gives, 
0 Ho Hq-1 y(O) 
~1 == A(fin) A (fin) 
A1 Ho y(q -1) 
(5.3.83) 
y(O) 
-A (fin) 
y(q- 1) 
Similarly consider from (5.3.81) the term, 
0 0 
X 
AI 
A(in) (5.3.84) 
Bo 0 u(O) 
X 
0 Eo u(3q+tir -1) 
which by expanding the first 2 terms of (5.3.84) using (5.3.10) gives, 
0 Ao Aq-1 Ho 0 
X 
0 Ao 
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Eo Eq 0 u(O) 
X 
0 Eo Eq u(2q +fir- 1) 
(5.3.85) 
Eo Eq 0 u(O) 
+ 
0 Eo Eq u(2q- 1) 
Substituting (5.3.83) and (5.3.85) in (5.3.81) gives (5.3.77) as required. D 
Example 5.3.9 Consider the regular, discrete-time ARMA-Representation (5.1.1) as given 
in (5.3.74). From (5.3.77) the admissible initial condition space of (5.3.74) under non-zero 
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4 -1 0 
0 0 0 
u(O) 
1 0 0 
u(1) (5.3.87) 
6 -1 0 
u(2) 
8 -2 3 
0 1 0 
which can be solved to give the admissible initial condition space, 
Yl(O) _tl 
Y2(0) _t2 
y(O) Ya(O) 5_11- 2_12- 2_la- 3_14 
y(1) Y1(1) _la 
u(O) Y2(1) = _t4 (5.3.88) 
u(1) Ya(1) 12 -~1 + 2-12 + 15 -la - 3 -Is 
u(2) u(O) -~2 
u(1) _t4 
u(2) _Is 
D 
Maple commands for the computation of the forward solution (5.3.60) and of the admis-
sible initial condition space (5.3.74), both concerned with the regular, discrete-time ARMA-
Representation (5.1.1), have been implemented in the Maple package linsys. These com-
mands denoted by FORWARD and FORADMISS respectively are further detailed in Chapter 8 and 
later in Appendix 1 where they are illustrated via a 'live' Maple session. Both these com-
mands use the Forlaur Maple command previously defined in Section 5.2 which computes the 
forward fundamental matrix sequence (5.2.1) of a regular polynomial matrix A(z) E lR.[z]"xr. 
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5.4 Backward ARMA-Representation Solution 
In this Section the backward solution to the regular, discrete-time ARMA-Representation 
(5.1.1) is considered where A(<7) E ffit[<7]"xr, jA(<1)j of 0. Such a solution is represented by 
y(k) E ffitr, k = N, ... , 0, where the final output conditions [y(N), ... , y(N- q + 1)] and 
input sequence [u(O), ... ,u(N)] are given where, 
y(i) =Or } . 
''oh< 0 
u(i) = Om 
(5.4.1) 
Define the Z transforms of y(k) and u(k), denoted by Y(z) and U(z) respectively, to be, 
-00 
Y(z) ~! z[y(k)] = LY(k)z-k 
k=N (5.4.2) 
-00 
U(z) ~~ Z [ u(k)] = L u(k)z-k 
k=N 
whereby applying Z transforms to both sides of (5.1.1) gives (4.3.3). Substituting for A(<1) 
from (5.1.1) in the left hand side of (4.3.3) gives, 
and consider the relations, 
z[y(k + 1)] zY(z) + z-Ny(N + 1) 
z[y(k+2)] = z2Y(z)+z-Ny(N+2)+z-N+ly(N+1) 
z[y(k+q)l = zqY(z)+z-Ny(N+q)+···+z-N+q-1y(N+1) 
Substituting (5.4.4) in (5.4.3) gives, 
z[A(<7)y(k)] =A(z)Y(z)+ [ z-Nfr ··· z-N+q-!Ir] 
0 
(5.4.3) 
(5.4.4) 
y(N + q) 
y(N + 1) 
(5.4.5) 
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which can be expanded using (4.2.3) fork= N- q + 1, ... , N, to give, 
Ao 0 
Aq-1 Ao 
Eo 0 
0 Eo 
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y(N) 
y(N -q+ 1) 
y(N + q) 
y(N-q+1) 
(5.4.6) 
A similar result can be derived for the right hand side of ( 4.3.3) and pre·multiplying both 
sides by A(z)-1 E IR(zyxr gives, 
Ao 0 y(N) 
Y(z) = A(z)-1 [ z-N Ir . . . z-N+q-1 Ir ] 
Aq-1 Ao y(N- q+ 1) 
Eo 0 u(N) 
+ A(zr1 E(z)U(z) - A(z)-1[ z-N Ir ... z-N+q-l Ir ] 
Eq-1 Bo u(N-q+1) 
(5.4. 7) 
or, 
Y(z) = Yhom(z) + Yjor(z) (5.4.8) 
Analogous to the technique taken in Section 5.3 to compute the forward solution to (5.1.1), 
the analogous backward solution can be realised by considering the corresponding homoge- . 
neous and forced response components of y(k) denoted by Yham(k) and YJor(k) respectively. 
However in light of Theorem 5.2.4 the backward solution to (5.1.1) is given by the following. 
Theorem 5.4.1 The backward solution Yhom(k) E !Rr, k = N- q, ... , 0, to the regular, 
r------------------------------------------------------------------------------1 
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discrete-time ARMA-Representation (5.1.1) is given by, 
where the coefficient matrices v;, i = N- k, ... , -l, constitute the backward fundamental 
matrix sequence of A(z) E lR.[z]'xr as in (5.2.2). 
Proof Consider the dual regular, discrete-time ARMA-Representation of (5.1.1) given by, 
A(o")y(k) = B(")u(k) (5.4.10) 
as in (5.2.9) where .A(") E JR.["]'xr, JA(")j # 0. From (5.2.4) the Laurent series expansion 
about z = oo of A(w)-1 is given by, 
(5.4.11) 
where the coefficient matrices H;, i :::; /, constitute the forward fundamental matrix sequence 
of the dual matrix A(w). Consequently the solution y(k) to the dual ARMA-Representation 
(5.4.10) can be derived directly from Theorem 5.3.4 as, 
I 
I 
I 
I 
I 
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and further under ( 5.2.5), 
Ao 0 y(O) 
Ao y(q- 1) 
(5.4.13) 
Bo 0 u(o) 
+ [ V-q+k . . . v_z ] 
0 Bo u(k+ f+q) 
From Theorem 5.2.4 if y(k) is the solution of the dual ARMA-Representation (5.4.10) for 
a non-zero input u(k) then y(k) = y(N- k) is a solution of the ARMA-Representation 
(5.5.1) for a non-zero input u(k) = u(N- k). Consequently substituting for the terms 
[:if(O), .... , y(q-1)], [u(O), ... , u(k + f +q)] and [ Vk, ... , V_z] in (5.4.13) with the dual terms 
[y(N), ... , y(N- q + 1l], [ u(N), ... , u(k - l)] and [vN-k, ... , V-z] realises the backward 
solution y(k) as in (5.4.9). 0 
The backward solution to (5.1.1) as in (5.4.9) is expressed in terms of the coefficient 
matrices [v-N-k.···· V_z] and the final output conditions [y(N), ... ,y(N -q+ 1)]. As in 
Section 5.3 a disadvantage of such a solution is that for each successive output required in 
the range k E [N - q, 0 J the coefficient matrices Vj that comprise each solution change. 
Consequently an alternative backward solution to (5.4.9) is now presented which can be seen 
to be dependent on the future q outputs [y(k + q), ... , y(k + 1)) and not on the q final 
output conditions [y(N), ... , y(N- q + 1)). This results in the coefficient matrices Vj in 
the resulting solution being fixed given by [ Vq, ... , V_z) for each output condition. This 
alternative solution is given in the following Theorem. 
Theorem 5.4.2 The backward solution y(k) E lR.r, k = N- q, . .. , 0, to the regular, discrete-
time ARMA-Representation (5.1.1) can be expressed in the alternative form, 
Ao 0 y(k + q) 
y(k) = [ Vq . . . V1 ] (5.4.14) 
Aq-J Ao y(k + 1) 
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Bo 0 u(k + q) 
+ [ Vo ... V_t] 
0 Bo u(k -l) 
Proof Substituting for the expansions of A(z) E IR[z]"xr and A(z)-1 E IR(zyxr from (5.1.1) 
and (5.2.2) in (5.3.9) gives, 
[V-tz-l + · · · + V-1z-1 + Vo + V1z + · · ·] [Aqzq + · · · + Ao] = Ir 
whereby expanding (5.4.15) and equating powers of z gives, 
V_tAo = Or,r 
V_tA1 + V-t+!Ao = Or,r 
z-l+q-1 V_tAq-1 + V-t+!Aq-2 + · · · + V-t+q-1Ao = Or,r 
V_tAq + V-t+!Aq-1 + · · · + V-l+q-1A1 + V-l+qAo = Or,r 
z-1 V-q-1Aq + · · · + V_2A1 + V-1Ao = Or,r 
I V-qAq + · · · + V-1A1 + VoAo = Ir 
(5.4.15) 
(5.4.16) 
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Consider the first l equations of (5.4.16) which can be expressed in the form, 
0 0 
0 
0 
Ao 0 
V_z V_z 
=-
V-t+l 
Aq-1 Ao 
V-t+q-J 
V_q 
V-q-J 
From (5.4.9) define, 
(5.4.18) 
where y(a)(k) and y(b)(k) represent the first and second terms of (5.4.9) respectively. Ex-
panding y(a)(k) using (5.4.16) gives, 
y(N) 
(5.4.19) 
0 y(N-q+1) 
whereby expanding the last two terms of (5.4.19) under (5.4.16) and using (4.2.3) for k = 
N - q, .. . , N - 2q + 1, gives, 
0 
Bo 0 
- [ VN-k-q · · · VN-k-2q+l ] 
0 Bo 
y(N- q) 
y(N-2q+l) 
u(N) 
u(N-2q+1) 
(5.4.20) 
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Similarly expauding the first term of yla)(k) in (5.4.20) using (5.4.16) and ( 4.2.3) gives, 
which can be compared to y(a)(k) in (5.4.19) and (5.4.20). Consequently let k = N -(vq+w), 
w < q, where k is some backward solution and carry out the successive recursive procedure 
(5.4.19)-(5.4.21) giving, 
y(N- (v- 1)q) 
0 y(N- vq + 1) 
Bo 0 u(N) 
(5.4.22) 
0 Bo u(N-vq+1) 
Substituting for w = N- k- vq in (5.4.22) gives, 
y(k+w+q) 
0 y(k+w+ 1) 
Eo 0 u(N) 
- [ VN-k-q • • · Vw+I ] (5.4.23) 
0 Bo u(k+w+1) 
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and express the term y(a,l)(k) in (5.4.23) in the form, 
whilst using (4.2.3) fork== k + 1, ... , k + g, the first term of (5.4.24) can be written as, 
Aq-w Ao 0 y(k + q) 
Aq-J Aw-l Ao y(k + 1) 
5.4 Backward ARMA-Representation Solution 
Bo 
0 
Ao 
+ [ Vq '· · Vw+l ] 
Aq-w+l 
- [ VN-k-q · · · Vw+l ] 
0 
0 
Bo 
0 
Ao 
Bo 
u(k+q+w) 
u(k + 1) 
y(k + q) 
y(k+w+1) 
0 u(N) 
Eo u(k+w+ 1) 
123 
(5.4.27) 
whereby combining the first and third, and second and fourth terms of (5.4.27) gives, 
0 
+ [ Vo · · · V-1 ] 
0 
Eo 
Eq 
Bo 
0 
Eo 
0 
Bo 
u(N) 
u(k + 1) 
u(k + q) 
u(k -l) 
(5.4.29) 
and substituting for y(a)(k) from (5.4.28) and y(b)(k) from (5.4.29) in (5.4.18) gives the 
alternative backward solution (5.4.14) as required. 0 
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Corollary 5.4.3 The alternative backward solution to the homogeneous AR-Representation, 
A(a)Yhom(k) =Or, k = N- q, ... 1 0 (5.4.30) 
is given by, 
Ao 0 y(k + q) 
Yhom(k) = [ Vq ... v1 ] (5.4.31) 
Aq-l Ao y(k + 1) 
This can be seen directly from the backward solution to the ARMA-Representation (5.1.1) 
given in (5.4.14). 
Corollary 5.4.4 The alternative backward solution to the ARMA-Representation, 
A(a)Ytor(k) = 
y(i) = 
is given by, 
B(a)u(k)), k=N-q, ... ,O, i=N-q, ... ,N 
Or 
Bo 0 u(k + q) 
YJor(k) = [ Vo . .. V_z ] 
0 Bo u(k- l) 
0 
(5.3.32) 
(5.4.33) 
and can be seen directly from (5.4.14). In this case YJor(k) is termed the forced response 
solution of (5.1.1). 0 
Example 5.4.5 Consider the regular, discrete-time ARMA-Representation (5.1.1) as given 
by (5.3.74). From (5.2.2) the Laurent series expansion of A(a)-1 E !R(a)3X3 about a= 0 is 
given by, 
1 0 1 -5 0 1 19 0 -11 
6 6 36 36 216 216 
A(a)-1 = 0 0 -1 + 0 0 0 a+ 0 0 0 CT2 + • .. (5.4.34) 
5 1 17 -37 0 101 155 0 -67 6 6 36 36 216 216 
Vo V1 v2 
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and from (5.4.14) the backward solution to (5.3.74) is given by, 
y(k) == [v2 v1] [ Ao 0 ] [ y(k + 2) ] + VoBou(k) 
A1 Ao y(k+1) 
1 5 1 1 
6Yl(k + 2)- 6Yl(k + 1)- 6y2(k + 1) + 6u(k) (5.4.35) 
== -u(k) 
5 37 23 17 
--Yl(k+2)- -yl(k+1)- -y2(k+ 1) + -u(k) 6 6 6 6 
0 
Following Section 5.3 a backward solution to the regular, discrete-time ARMA-Represent-
ation (5.1.1) may also not exist. Indeed (5.1.1) will only possess a backward solution iff the 
final output conditions [y(N- q + 1), ... , y(N)] satisfy ( 4.2.3) fork== N- 2q+ 1, ... , N -q. 
This leads to following Theorem. 
Theorem 5.4.6 Define 1iiu as the admissible final condition space of (5.1.1) under non-zero 
inputs where, 
1i . d!!.f (") ("J(·- N N 1) · A-(in) w- yz,uz 1. , ... , -q+ . 
0 Bo 
= A_(in) 
0 
and, 
J(in) = 
0 
v-2q+l 
V-q 
0 
Bo 
y(N) 
J(in) 
y(N- q + 1) 
u(N) 
u(N -q-l + 1) 
(5.4.36) 
(5.4.37) 
Proof Consider (4.2.3) fork= N- 2q + 1, ... , N- q, and express these q equations in the 
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matrix form, 
Aq A! y(N) Ao 0 y(N- q) 
+ 
0 Aq y(N- q+ 1) Aq-1 Ao y(N- 2q+ 1) 
(5.4.38) 
Bq Eo 0 u(N) 
0 Bo u(N- 2q+ 1) 
From (5.4.9) the backward output solutions [y(N- 2q + 1), ... , y(N- q)] can be written in 
the form, 
y(N- q) Ao 0 y(N) 
y(N- 2q + 1) Aq-1 Ao y(N-q+1) 
Vo v_z 0 Bq Bo 0 u(N) 
+ 
Vq-l Vq-l-1 v_z 0 Bq Bo u(N-2q-l+1) 
x2 
(5.4.39) 
whereby substituting (5.4.39) in (5.4.38) gives, 
Aq A! y(N) Ao 0 
+ [xi+x2] = 
0 Aq y(N-q+1) Aq-1 Ao 
Bq Bo 0 u(N) 
= (5.4.40) 
0 Bq Bo u(N -2q+ 1) 
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From (5.4.40) consider the term, 
Ao 0 y(N) 
XI= _A(!in) _A (fin) (5.4.41) 
Aq-1 Ao y(N-q+1) 
_A (fin) 
whereby expanding the first three terms of (5.4.41) using (5.4.16) gives, 
_A (fin) XI = _A(in) _A(in) 
Similarly consider from (5.4.40) the term, 
Ao 0 Vo 
x2 = _A(fin) 
Aq-1 Ao Vq-1 
_A (fin) 
X 
0 
y(N) 
y(N- q + 1) 
Vq-l-1 
Bo 0 
Bo 
_ _A(in) 
0 
X 
y(N) 
y(N -q+ 1) 
(5.4.42) 
u(N) 
u(N- 2q -l + 1) 
(5.4.43) 
whereby expanding the first two terms of (5.4.43) using (5.4.16) gives, 
Ao 0 Aq 0 
X2= - X 
Aq-1 Ao 0 
Bq Eo 0 u(N) 
X 
0 Eo u(N-l-q+1) 
(5.4.44) 
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Bo 0 u(N) 
+ 
0 Bo u(N- 2q + 1) 
Substituting (5.4.42) and (5.4.44) in (5.4.40) gives (5.4.36) as required. 0 
Example 5.4.7 Consider the regular, discrete-time ARMA-Representation (5.1.1) as given 
in (5.3.74). From (5.4.36) the admissible final condition space of (5.3.74) under non-zero 
inputs is given by, 
(5.4.45) 
and consequently from (5.4.45) there are no restrictions placed on the boundary variables 
[y(N), y(N -1)] for a backward solution to the ARMA-Representation (5.3.74). 
0 
As in Section 5.3 Maple commands for the computation of the backward solution (5.4.14) 
and of the admissible final condition space (5.4.36), both concerned with the regular, discrete-
time 1\RMA-Representation (5.1.1), have been implemented in the Maple package linsys. 
These commands denoted by BACKWARD and BACKADMISS respectively are further detailed in 
Chapter 8 and in Appendix 1 where they are illustrated via a 'live' Maple session. Both 
these commands use the Backlaur Maple command previously defined in Section 5.2 which 
computes the backward fundamental matrix sequence (5.2.2) of a regular polynomial matrix 
A(z) E lR[z]"xr. 
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5.5 Symmetric ARMA-Representation Solution 
In this Section the symmetric solution to the regular, discrete-time ARMA-Representation 
(5.1.1) is considered where A(o') E lR[O']'xr, IA(O')I ,P 0. Such a solution is represented by 
y(k) E R.r, k = 0, ... , N, where the initial and final output conditions [y(O), ... , y(q- 1)] 
and [y(N- q + 1), ... , y(N)] and the input sequence [u(O), ... , u(N)] are given. 
It was shown in Section 4.3 that the admissible initial and final output conditions to (5.1.1) 
could be obtruned via the formulation of a boundary mapping equation (Luenberger [49]). 
In this Section the symmetric solution to (5.1.1) is again realised by forming a boundary 
mapping equation, however, this is expressed directly in terms of the coefficient matrices 
Hi, i :::; fir. which constitute the forward fundamental matrix sequence of A(z) E lR[z]'xr as 
in (5.2.1). This dramatically simplifies the formulation of the boundary mapping equation 
and therefore the symmetric solution (Lewis et al. [44]). First consider the following Lemma. 
Lemma 5.5.1 Given the expansions of A(z) and A(z)-1 as in (5.1.1) and (5.2.1) respectively 
then, 
0 0 
H-1 H-N+q-1 Ao 0 0 0 
Ho H-N+q Ir 0 
Aq Ao = (5.5.1) 
HN-2q H-q 0 Ir 
HN-2q+l H-q+l 0 Aq 0 0 
Ho 0 0 
Proof This can be seen directly from (5.3.10). 0 
This leads to the following Theorem. 
Theorem 5.5.2 The symmetric solution y(k) E lRr, k = q, ... , N -q, to the regular, discrete-
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time ARMA-Representation (5.1.1) is given by, 
r 
y(N) 
y(k) = - [ HN-q-k · · · HN-2q-k+l ] 
0 Aq y(N-q+1) 
Ao 0 y(q-1) 
(5.5.2) 
Ao y(O) 
Bo 0 u(N) 
+ [ HN-k-q · • · H-k ] 
0 Bo u(O) 
Proof Consider (4.2.3) fork= 0, ... , N- q, and express these (N- q + 1) equations in the 
matrix form, 
Aq Ao 0 y(N) Bq Bo 0 u(N) 
= (5.5.3) 
0 Aq Ao y(O) 0 Bq Bo u(O) ~ '---v---' 
AN y BN u 
where multiplying both sides of (5.5.3) by the matrix HN E IR(N+l)rx(N -q+l)r as in (5.5.1) 
gives, 
(5.5.4) 
From Lemma 5.5.1 the left hand side of (5.5.4) can be written in the block matrix form, 
H(l) A (I) 
N N 0 
H(l) A(3) 
N N 
y(l) 
HNANY = H(2) A(J) N N I H(2) A(3l N N y(2) (5.5.5) 
H(3) A(!) 
N N 0 H(3) A(3) N N y(3) 
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where, 
H (1)-N-
H-N+q-1 
qr x (N -q+ 1)r 
HN-2q+l H-q+l 
Ho 
(N -2q+1)r x (N -q+1)r 
Aq A1 
H(3)-
N -
A(1)-
' N- 0 Aq 
A(2)-N-
HN-q Ho 
qr x (N- q+ 1)r 0 0 
(N- q + 1)r x qr 
Ao 0 0 0 
Ao A(3)-' N- Ao 0 
0 Aq-1 Ao 
(N-q+1)rx (N-2q+1)r (N -q+ 1)r x qr 
y(N) y(N- q) y(q- 1) 
y(1) = , y(2) = , y(3) = 
y(N- q + 1) y(q) y(O) 
------qr (N -2q+ l)r qr 
Substituting for (5.5.5) in (5.5.4) and expanding both sides gives, 
H(l) A (lly(1) + H(1) A (3)y(3) 
N N N N 
H(3) A (1ly(1) + H(3) A (3ly(3) 
N N N N 
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(5.5.6) 
(5.5.7) 
and consider the second block equation in (5.5.7) which consists of the output conditions 
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[v(O), ... , y(N) ]. This can be written in the block form, 
y(N- q) 
y(q) 
HN-Zq HN-3q+l 0 Aq y(N- q + 1) 
H-N+Zq-1 H-N+q Ao 0 y(q- 1) 
H-1 H_q Aq-1 Ao y(O) 
Ho H-N+q Eq Eo 0 u(N) 
+ 
HN-Zq H_q 0 Eq Eo u(O) 
(5.5.8) 
which for general y(k), k E (q, N- q], gives (5.5.2). 0 
The first and third block equations in (5.5.5) only involve the initial and final output 
conditions [v(O), ... ,y(q-1)] and [v(N-q+1), ... ,y(N)j of(5.1.1). Thisleadstothe 
following Theorem. 
Theorem 5.5.3 A symmetric solution to (5.1.1) exists in the range k E [o, N] iff the 
symmetric boundary condition space 1tiu of (5.1.1) is satisfied under non-zero inputs where, 
[ [ 
W
11 
W12] [ XA y(l) l [ H~l l l "-'. ~f y(l) y(3) . - E U 
ILzu - , · - N 
W21 Wz2 Xs y(a) H~l 
(5.5.9) 
and, 
Wn = 
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y(l) = 
0 
H (l)-N -
y(N) 
y(N- q + 1) 
Ao 
, Xs= 
Aq-1 
y(q- 1) 
, y(3) = 
y(O) 
0 
Ao 
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Ho 
Hq-J Ho 
u(N) 
,U= (5.5.10) 
u(O) 
Ho 
Bo 0 
0 Bo 
Proof Consider the first and third block equations in (5.5.7) and express them in the matrix 
form, 
(5.5.11) 
Expanding the left hand side of (5.5.11) gives (5.5.9) as required. 0 
Corollary 5.5.4 The symmetric boundary condition space 1i;u as in (5.5.9) can be written 
in the form, 
(5.5.12) 
where, 
[ 
WnXA l [ Wz1Xs l [ H~) l Zo= , ZN= , C= BNU 
Wz1XA WzzXs H~) 
(5.5.13) 
and following (4.1.5) is defined as the boundary mapping equation associated with (5.1.1). 0 
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Example 5.5.5 Consider the regular, discrete-time ARMA-Representation (5.1.1) as given 
in (5.3.74) where k E [o, 6]. From (5.5.9) the symmetric boundary condition space 1iiu of 
(5.3.74) under non-zero inputs is given by, 
'LJ. ~f 
ILa.u - [ 
y(1) l ' [ y(6) l 
y(O) y(5) 
0 
H-2 H-3 H-5 H_6 
H-1 H-2 H-4 H_5 
0 
0 
0 
0 
Eo 0 0 0 0 u(4) 
0 Eo 0 0 0 
0 0 Eo 0 0 
u(3) 
u(2) 
0 0 0 Eo 0 u(1) 
0 0 0 0 Eo u(O) 
[ 
y(6) l 
y(5) 
[ 
y(l) l 
y(O) 
(5.5.14) 
Solving (5.5.14) gives a set of admissible initial and final conditions for a symmetric solution 
to the regular, discrete-time ARMA-Representation (5.1.1) to exist. This has been considered 
in Appendix 1 to illustrate the Maple command SYMADMISS which computes the symmetric 
boundary condition space 1iiu as in (5.5.9) and a corresponding set of unique boundary 
conditions. D 
The symmetric solution to (5.1.1) as in (5.5.2) is expressed in terms of both the initial and 
finaloutputconditions [y(O), ... ,y(q-1)] and [y(N-q+1), ... ,y(N)j. Consequentlytwo 
alternative symmetric solutions are presented which correspond to the alternative forward 
and backward solutions (5.3.60) and (5.4.14) given in Sections 5.3 and 5.4 respectively. The 
forward symmetric solution to (5.1.1) is given by the following. 
Theorem 5.5.6 The symmetric solution to the regular, discrete-time ARMA-Representation 
(5.1.1) as in (5.5.2) can be written in the alternative form, 
y(N) 
y(k) =- [ HN-q-k . . . HN-2q-k+l ] 
0 y(N-q+1) 
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and is defined as the forward symmetric solution to (5.1.1). 
Proof Denote the second term of (5.5.2) by yCbl(k) which can be written in the form, 
and substituting (5.5.18) in (5.5.2) and rearranging gives (5.5.15) as required. 0 
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The backward symmetric solution to (5.1.1) is similarly defined as follows. 
Theorem 5.5. 7 The symmetric solution to the regular, discrete-time ARMA-Representation 
(5.1.1) as in (5.5.2) can be written in the alternative form, 
Ao 0 y(k + q) 
y(k) = [ Hq . . . H1 ] 
Ao y(k + 1) 
and is defined as the backward symmetric solution to (5.1.1). 
Proof Denote the first term of (5.5.2) by y(a)(k) and expand it using (5.3.10) and (4.2.3) for 
k = N -q, ... ,N -2q+1, giving, 
y(N -q) 
0 y(N-2q+1) 
Bo 0 u(N) 
- [ HN-q-k · · · HN-2q-k+1 ] (5.5.20) 
0 Bo u(N- 2q + 1) 
Expanding the first term of (5.5.20) in a similar manner gives, 
y(N- 2q) 
0 y(N- 3q + 1) 
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Bo 0 u(N) 
- [ HN-q-k · · · HN-3q-k+l ] (5.5.21) 
0 Bo u(N- 3q + 1) 
and let k = N - (vq + w), w < q, where k is some backward solution. Carrying out the 
recursive procedure (5.5.20)-(5.5.21) gives, 
y(N- (v-1)q) 
Y(a)(k) =- [ HN-vq-k · · · HN-(v+l)q-k+l ] 
0 y(N -vq+ 1) 
Bo 0 u(N) 
- [ HN-q-k ·.. HN-vq-k+l ] (5.5.22) 
0 Bo u(N- vq + 1) 
for v 2 2, where y(a)(k) in (5.5.20) and (5.5.21) correspond to v = 2 and v = 3 respectively. 
In the following assume v 2 2 although the same analysis holds for the case v = 1 given that 
y(a)(k) in (5.5.22) is replaced by the first term of (5.5.2). Substituting for w = N- vq- kin 
(5.5.22) gives, 
y(w+k+q) 
0 y(w+k+l) 
Bq Bo 0 u(N) 
- [ HN-q-k ". Hw+l] (5.5.23) 
0 Bq Bo u(w+k+1) 
y(a,2)(k) 
------ ------------------------------------------------------------------------
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where y(a,l)(k) in (5.5.23) can be expressed in the form, 
y(k + q + w) 
0 Aq y(k+q+l) 
Aq-w A1 (5.5.24) 
y(k + q) 
- [ Hw · · · Hw-q+l ] Aq Aw+l 
y(w+k+l) 
0 Aq 
Using (5.3.10) the second term of (5.5.24) can be expressed as, 
Ao 0 y(k + q) 
[ Hq ... Hw+l] (5.5.25) 
Ao y(k+w+l) 
Substituting for y(a,l)(k) from (5.5.25)-(5.5.26) in (5.5.23) gives, 
Ao 0 y(k + q) 
Aq-1 Aw-l Ao y(k + 1) 
--------------------------------------
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Bo 0 u(k + q + w) 
0 Bo u(k + 1) 
Ao 0 y(k + q) 
+ [ Hq ·· · Hw+l] (5.5.27) 
Ao y(k+w+1) 
Bo 0 u(N) 
- [ HN-q-k · · · Hw+l ] 
0 Bo u(w+k+1) 
and combining the first and third, and second and fourth terms of (5.5.27) respectively using 
Substituting (5.5.28) in (5.5.2) and rearranging gives (5.5.19) as required. 0 
The forward symmetric and backward symmetric solutions as in (5.5.15) and (5.5.19) both 
solve the regular, discrete-time ARMA-Representation (5.1.1) in the interval k E [ 0, N] where 
y(k) E lRr, k = q, ... , N- q. The forward symmetric solution depends explicitly on both the 
finalandpreviousoutputconditions [y(N-q+1), ... ,y(NJ] and [y(k-1), ... ,y(k-qJ] and 
can therefore be considered to solve (5.1.1) in a forward manner in the interval concerned. 
Conversely the backward symmetric solution depends explicitly on the initial and future 
output conditions [y(O), ... ,y(q- 1)] and [y(k + 1), ... ,y(k + q)J and can therefore be 
considered to solve (5.1.1) in a backward manner in the interval concerned. 
In Chapter 8 and Appendix 1 the Maple commands SYMMETRIC, FORSYM and BACKSYM 
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are defined. These compute the respective symmetric, forward symmetric and backward 
symmetric solutions to the regular, discrete-time ARMA-Representation (5.1.1) as in (5.5.2), 
(5.5.15) and (5.5.19) respectively. Each of these commands utilise the Forlaur Maple com-
mand which computes the forward fundamental matrix sequence (5.2.1) of a polynomial 
matrix A(z) E JF!.[z]"xr. 
Example 5.5.8 Consider the regular, discrete-time ARMA-Representation (5.1.1) as in 
(5.3.74) where the corresponding Laurent series expansion of A(o-)-1 E 1Ri.(o-)3 X3 about o- = oo 
is given in (5.3.75). From (5.5.2) the symmetric solution to (5.3.74) in the interval k E [o,6] 
is given by, 
y(2) = 
y(3) = 
y(4) = 
-5YI(1)- 6yr(O)- 5y2(0) + u(1)- 4u(O) 
-u(2) 
-63yr(1)- 90yr(O)- 63y2(0) + 3u(3) + 13u(1)- 48u(O) 
19y1 (1) + 30yr(O) + 19y2(0) + u(2)- 4u(1) + 14u(O) 
-u(3) 
225yt(l) + 378yt(O) + 225y2(0) + 3u(4) + 13u(2)- 48u(1) + 162u(O) 
-65y1(1)- 114yt(O)- 65y2(0) + u(3)- 4u(2) + 14u(1)- 46u(O) 
-u(4) 
-747yr(1) -1350yr(O) -747y2(0)- 3Y2(5) + 13u(3)- 48u(2) + 162u(l) 
-522u(O) 
(5.5.29) 
which depends explicitly on the admissible set of initial and final output conditions, 
Yt(i) 
y( i) = y2 ( i) , i = 0, 1, 5, 6 (5.5.30) 
Ys(i) 
Following (5.5.15) and (5.5.19) the forward symmetric and backward symmetric solutions to 
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(5.3.74) in the interval k E [o,6] are given by, 
-5yl (1) - 6y1 (0) - 5y2(0) + u(1) - 4u(O) 
y(2) = 
-u(2) 
-63yl(l)- 90yl(O)- 63y2(0) + 3u(3) + 13u(l)- 48u(O) 
-5y1(2)- 6y1(l)- 5y2(1) + u(2)- 4u(1) 
y(3) = 
-u(3) 
-63y1(2)- 90y1(1)- 63y1(2) + 3u(4) + 13u(2)- 48u(1) 
-5y1(3)- 6Y1(2)- 5y2(2) + u(3)- 4u(2) 
y(4) = -u(4) 
-63y1(3)- 90Y1(2)- 63y2(2) + 3u(5) + 13u(3)- 48u(2) 
-5y1(1)- 6y1(0)- 5y2(0) + u(1)- 4u(O) 
y(2) = -u(2) 
y(3) = 
y(4) = 
-63Y1(1)- 90yl(O)- 63Y2(0)- 3y2(3) + 13u(1)- 48u(O) 
19y1(1) + 30Yl(O) + 19y2(0) + u(2)- 4u(1) + 14u(O) 
-u(3) 
225y1(1) + 378Yl(O) + 225Y2(0)- 3y2(4) + 13u(2)- 48u(1) + 162u(O) 
-65y1(1) -114yl(O)- 65Y2(0) + u(3)- 4u(2) + 14u(1)- 46u(O) 
-u(4) 
141 
(5.5.31) 
-747y1(1)- 1350y1(0)- 747y2(0)- 3y2(5) + 13u(3)- 48u(2) + 162u(1) 
-522u(O) 
(5.5.32) 
Furthermore it can be seen that under the same set of admissible initial and final conditions 
(5.5.30) the symmetric, forward symmetric and backward symmetric solutions to (5.3. 7 4) as 
in (5.5.29), (5.5.31) and (5.5.32) are identical. 0 
Example 5.5.8 is considered further in Appendix 1 where the Maple commands SOLSYM, 
SOLFORSYM and SOLBACKSYM are defined. These commands utilise the previously defined 
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Maple commands SYMMETRIC, FDRSYM and BACKSYM respectively to realise a symmetric, for-
ward symmetric and backward symmetric solution to (5.1.1). However these commands 
compute a direct solution to ( 5.1.1) in that they additionally require an admissible set of 
output conditions and corresponding input sequence to be supplied. 
Finally the symmetric, forward symmetric and backward symmetric solutions to the ho-
mogeneous AR-Representation (5.3.3) in the interval k E [ 0, N], can be derived directly 
from (5.5.2), (5.5.15) and (5.5.19) respectively by setting u(i) = 0, i = 0, ... , N. Although 
no specific Maple commands exist within the linsys package to compute such solutions the 
defined SYMMETRIC, FORSYM and BACKSYM commands can be applied under zero inputs. 
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5.6 Reduction to Singular Systems 
In Sections 5.3, 5.4 and 5.5 solutions to the regular, discrete-time ARMA-Representation 
(5.1.1) have been considered. These solutions are realised in terms of the forward and back-
ward fundamental matrix sequences of A(z) E IK[z]'xr as in (5.2.1) and (5.2.2) and lead 
to the forward, backward and symmetric solutions of (5.1.1) being defined. In this Section 
analogous forward, backward and symmetric solutions to the regular, discrete-time singular 
descriptor system (4.1.3) are presented for which (5.1.1) reduces to under conditions (4.4.1). 
The forward, backward and symmetric solutions to (4.1.3) have already been considered 
by Lewis et al. (44]. These solutions are derived explicitly in terms of the forward and 
backward fundamental matrix sequences of (zE- A) E IK[z]'xr, izE- AI oJ 0, and it can be 
seen that the solutions presented in this Section are indeed equivalent to this case. 
Definition 5.6.1 (Lewis et al. [44]) The Laurent series expansion about z = oo ofthe inverse 
of the matrix (zE- A) E IK[z]"xr, l(zE- A)l 'I 0, is given by, 
00 
(zE- A)-1 = z-1 L </Jiz-i 
i=-p, (5.6.1) 
= </J-"zP.-1 + · · · + <P-t + <foz-l + hz-2 + · · · 
where !J. is index of nil potence. The coefficient matrices </Ji, i ~ -tJ., constitute the forward 
fundamental matrix sequence of (zE- A). 0 
Definition 5.6.2 (Lewis et al. (44]) The Laurent series expansion about z = 0 of the inverse 
of the matrix (zE- A) E IK[z]"xr, l(zE- A) I 'I 0, is given by, 
00 
(zE- A)-1 = L LiZi 
i=-7!" (5.6.2) 
= 1'7/'z-11' + · · • + 1'1Z-1 + 1'0 + 1' -!Z + ·'' 
The coefficient matrices ri, i ::; -71', constitute the backward fundamental matrix sequence of 
(zE-A). 0 
Following (5.2.1) and (5.2.2) the following equivalence relation is given. 
Corollary 5.6.3 Under conditions (4.4.1) the Laurent series expansion of A(z) E IK[z]"xr 
about z = oo as in (5.2.1) is equivalent to the Laurent series expansion of (zE- A) E IK(z]"xr 
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about z = oo as in (5.6.1) where, 
lir = 
!-'-1 l 
</>-i-1 , i::::; i!r = J1,- 1 
(5.6.3) 
Hi= 
which represents a direct relationship between the forward fundamental matrix sequences 
of A(z) and (zE- A). Similarly under conditions (4.4.1) the Laurent expansion of A(z) E 
JR[z]"xr about z = 0 as in (5.2.2) is equivalent to the Laurent series expansion of (zE- A) E 
JR[z]"Xr about z = 0 as in (5.6.2) where, 
l= 71' 
i ?: -l = -71' } 
(5.6.4) 
Vi= T-i , 
which represents a direct relationship between the backward fundamental matrix sequences 
of A(z) and (zE- A). 0 
Consider the forward solution to (4.1.3). 
Theorem 5.6.4 The forward solution y(k) E JRr, k E [o, N], to (4.1.3) is given by, 
k+M-1 
y(k) = </!kEy(O) + L </!k-i-1Bu(i), k = 1, ... ,N (5.6.5) 
i=O 
where the initial output condition y(O) and input sequence u(i), i = 0, ... , N, are given. 
Proof From the regularity of (zE- A) E 1R[z]"xr, 
( zE -A) ( zE- A) -I = Ir (5.6.6) 
and substituting for the expansion of (zE-A)- 1 from (5.6.1) and equating powers of z gives, 
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z E<P-1 - A<P-2 = Or,r 
I E</>o- A</>-1 = Ir (5.6.7) 
or, 
Or,r , i = -jl 
' i > -p i -1 0 (5.6.8) 
A<f>-I + Ir , i = 0 
The forward solution to the ARMA-Representation (5.1.1) as in (5.3.55) reduces under con-
ditions (4.4.1) to the form, 
B 0 u(O) 
(5.6.9) 
0 B u(k+<Jr) 
which under conditions (5.6.3) gives (5.6.5) as required. 0 
Following Theorem 5.3.5 the alternative forward solution to (4.1.3) is given by the follow-
ing. 
Theorem 5.6.5 The forward solution to (4.1.3) as in (5.6.5) can be expressed in the alter-
native form, 
I' 
y(k) = <PoAy(k- 1) + 'L>-iBu(k- i -1) (5.6.10) 
i=O 
Proof The alternative forward solution to the regular ARMA-Representation (5.1.1) as in 
(5.3.60) reduces under conditions (4.4.1) to the form, 
B 0 u(k- 1) 
y(k) = H-1Ay(k- 1) + [ H-1 · · · Hlir ] (5.6.11) 
0 B 
which under conditions (5.6.3) gives (5.6.10) as required. 0 
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The two forward solutions to ( 4.1.3) as in (5.6.5) and (5.6.10) depend explicitly on the 
initial output condition y(O) and the previous output condition y(k- 1) respectively. Con-
sequently either of these formulae should be used depending on the interval of the solution 
required. In Lewis et al. [44] the alternative forward solution to (4.1.3) is given by, 
y(k) = </JoAy(k -1) + </J-1Bu(k) + </JoBu(k- 1)- </J-1Evk+I 
k+~-1 
Vk = L f/!k-i-IBu(i) 
i=D 
This reduces to (5.6.10) by expanding the last term of (5.6.12) in the form, 
k+~ 
</J-1E L </JHBu(i) = -</J-2Bu(k + 1)- · · ·- </J-~-1Bu(k + JJ.) 
i=O 
where the relation (Lewis et al. [44]), 
-</J-!E</J; = { 
has been used. 
Or,r i ;:: 0 
<Pi-1 i < 0 
Consider now the backward solution to (4.1.3). 
Theorem 5.6.6 The backward solution y(k) E ll!.r, k E [o, N], to (4.1.3) is given by, 
N-1 
y(k) = -rk-N+!Ey(N) + L Tk-;Bu(i), k = N- 1, ... ,0 
(5.6.12) 
(5.6.13) 
(5.6.14) 
(5.6.15) 
where the final output condition y(N) and input sequence u(i), i = 0, ... , N, are given. 
Proof Substituting for the expansion of (sE- A) from (5.6.2) in (5.6.6) and equating powers 
of z gives, 
Ar-rr = Or,r 
(5.6.16) 
I Er1 - Aro = Ir 
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or, 
Or,r i = 7r 
, i<1r i,,O (5.6.17) 
Er1- Ir , i = 0 
The backward solution to the regular ARMA-Representation (5.1.1) as in (5.4.9) reduces 
under conditions ( 4.4.1) to the form, 
B 0 u(N- 1) 
(5.6.18) 
0 B u(k -l) 
This can be seen to be equivalent to (5.6.15) under conditions (5.6.4) and from (5.6.17) for 
i=-N+k. 0 
Following Theorem 5.4.2 the alternative backward solution to (4.1.3) is given by the 
following. 
Theorem 5.6.7 The backward solution to (4.1.3) as in (5.6.15) can be expressed in the 
alternative form, 
l 
y(k) = -r_1Ay(k + 1) + L r_;Bu(k- i) (5.6.19) 
i=O 
Proof The alternative backward solution to the regular ARMA-Representation (5.1.1) as in 
(5.4.14) reduces under conditions (4.4.1) to the form, 
B 0 u(k) 
y(k)=-V1Ay(k+1)+ [ Vo ... V_t] (5.6.20) 
0 B u(k- l) 
which under conditions (5.6.4) gives (5.6.19) as required. 0 
The two backward solutions to (4.1.3) as in (5.6.15) and (5.6.19) depend explicitly on the 
final output condition y(N) and the future output condition y(k + 1) respectively. As for 
the forward solution either of these should be used depending on the interval of the solution 
required. 
Finally consider the symmetric solution to (4.1.3). 
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Theorem 5.6.8 The symmetric solution y(k) ElF!&.", k E [o,NJ to (4.1.3) is given by, 
N-l 
y(k) = <PkEy(O)- <P-N+kEy(N) + L <Pk-i-!Bu(i) , k = 1, ... , N- 1 (5.6.21) 
i=O 
where the initial and final output conditions y(O) and y(N) and the input sequence u(i), 
i = 0, ... , N, are given. 
Proof The symmetric solution to the regular ARMA-Representation (5.1.1) as in (5.5.2) 
reduces under conditions ( 4.4.1) to the form, 
B 
y(k) = -HN-k-!Ey(N) + H_kAy{O) + [ HN-k-! · · · H-k ] 
0 
0 
B 
u(N -1) 
u{O) 
(5.6.22) 
This can be seen to be equivalent to (5.6.21) under conditions (5.6.3) and from (5.6.8) for 
i ~ 1. 0 
Following Theorems 5.5.6 and 5.5.7 the symmetric solution to {4.1.3) can be expressed 
in two alternate forms namely the forward symmetric and backward symmetric solutions. 
These are given in the following. 
Theorem 5.6.9 The symmetric solution to ( 4.1.3) as in (5.6.21) can be expressed in the 
alternative form, 
N-k 
y{k) = <jJ0Ay(k-1)-<P-N+kEy(N)+ L <P-N+k-iBu(N-i-1), k= 1, ... ,N-1 (5.6.23) 
i=O 
and is defined as the forward symmetric solution to (4.1.3). 
Proof The forward symmetric solution to the regular ARMA-Representation (5.1.1) as in 
(5.5.15) reduces under conditions (4.4.1) to the form, 
B 
y(k) = -HN-k-!Ey(N)+H-!Ay(k-1)+ [ HN-k-1 · · · H-1 ] 
0 
which under conditions (5.6.3) gives (5.6.23) as required. 
0 
B 
u(N -1) 
u(k -1) 
(5.6.24) 
0 
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In Lewis et al. [44] the forward symmetric solution to (4.1.3) is given by, 
y(k) = :i~A01 y(k -1)- </>-N+kEy(N) + </>-1Bu(k) + </>oBu(k -1)- </>-1Evk+l } Vk = ~ <f>k-i-!Bu(i) 
(5.6.25) 
which can be seen to reduce to (5.6.23) by expanding the last term of (5.6.25) in the form, 
N-1 
</>-1E L <!>k-iBu(i) = -</>-2Bu(k + 1)- · · ·- <!>k-NBu(N -1) (5.6.26) 
i=O 
Theorem 5.6.10 The symmetric solution to (4.1.3) as in (5.6.21) can be expressed in the 
alternative form, 
k 
y(k) = -</>-!Ey(k + 1) + <f>kEy(O) + L </>HBu(k- i) , k = 1, ... , N- 1 (5.6.27) 
i==O 
and is defined as the backward symmetric solution to (4.1.3). 
Proof The backward symmetric solution to the regular ARMA-Representation (5.1.1) as in 
(5.5.19) reduces under conditions (4.4.1) to the form, 
B 0 u(k) 
y(k) = -H1Ay(k + 1) + H_kAy(O) + [ Ho · · · H-k ] (5.6.28) 
0 B u(O) 
which under conditions (5.6.3) gives (5.6.27) as required. 0 
In Lewis et al. [44] the backward symmetric solution to (4.1.3) is given by, 
y(k) = <f>kEy(O)- </>-1Ey(k + 1) + </>-1Bu(k) + </>oBu(k- 1)- </>oAvk-1 } 
N-1 
Vk = L <f>k-i-!Bu(i) 
i=O 
(5.6.29) 
which can be seen to reduce to (5.6.27) by expanding the last term of (5.6.29) in the form, 
N-1 
</>oA L </>H-2Bu(i) = <l>k-!Bu(O) + · · · + </>1Bu(k- 2) (5.6.30) 
i=O 
0 
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5.7 Conclusions 
In this Chapter three interpretations of the regular, discrete-time ARMA-Representation 
(5.1.1) have been defined and for each a closed solution formulae has been presented. These 
interpretations correspond to a forward, backward and symmetric solution to (5.1.1) in the 
closed interval k E [o, N] and can be seen in Jones et al. [19] and Karampetakis et al. [33], 
[35]. 
The solution formulae are realised in terms of the forward and backward fundamental 
matrix sequences of the matrix A(z) E IR[z]"xr which can be computed via a Leverrier type 
algorithm (Fragulis et al. [10]). This solution technique can be compared to the one presented 
in Chapter 4 which involves the formulation of a boundary mapping equation associated with 
the regular, discrete-time ARMA-Representation (5.1.1). Such a technique was devised by 
Luenberger [49], [50] for singular descriptor systems of the form (4.1.3) and in the context 
of this Chapter represents a symmetric solution to (5.1.1). It is clear that by comparing 
the symmetric solutions realised in Chapter 4 and in Section 5.5 that the introduction of 
the fundamental matrix sequence has dramatically simplified the solution formulae obtained. 
This was noted by Mertzios et al. [55] and Lewis et al. [44] who considered such solutions to 
the singular descriptor system ( 4.1.3) and the extension of the technique to 2-d systems. 
Several other interpretations to the regular ARMA-Representation (5.1.1) have also been 
defined and closed solution formulae also presented. Such interpretations realise the alterna-
tive forward, alternative backward, forward symmetric and backward symmetric solutions. 
These can be used as an alternative to the 'standard' forward, backward and symmetric 
solutions depending on the interval of solution that is required. 
Finally in Section 5.6 closed solution formulae have been presented for the regular singular 
descriptor system ( 4.1.3) where the solutions obtained are equivalent to those in Lewis et al. 
[44] following the same notation. 
Throughout the Chapter reference has been made to the symbolic computational package 
Maple (Heal et al. [15]) and the implementation of the closed solution formulae in the linear 
systems package linsys. In this package 13 Maple commands are directly concerned with 
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the solution of the regular, discrete-time ARMA-Representation (5.1.1). These commands 
are all dependent upon the Forlaur and Backlaur Maple commands as defined in Section 
5.2 which compute the forward and backward fundamental matrix sequences of a polynomial 
matrix A(z) E lR[z]rxr as in (5.2.1) and (5.2.2). The Maple package linsys is discussed in 
detail in Chapter 8 and in Appendix 1. 
CHAPTER 6 
COMPUTATION OF THE 
GENERALISED INVERSE 
6.1 Introduction 
Consider a matrix A E lRnxm. For A non-singular, i.e. n =m and IAI I 0, there exists a 
unique non-singular matrix B E lRnxn such that, 
AB= BA=In (6.1.1) 
where In is defined as the (n x n) identity matrix. Here B is defined as the inverse of A. 
However for A singular, i.e. n I m or lA I = 0, no such "two-sided" matrix inverse B exists. 
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Instead A possesses a "one-sided" matrix inverse A(R) E lRmxn (resp. A(L) E lRmxn) where, 
AA(R) =In (resp. A(L) A= I m) (6.1.2) 
iff rank[A] = n (resp. rank[A] =m), i.e. iff A has full row (resp. column) rank. Here 
A(R) (resp. A(L)) is termed a right (resp. left) inverse of A. Clearly A will only possess 
both a left and right inverse iff it is non-singular. 
Now consider the solution of a set of consistent linear equations of the form, 
Ax=b (6.1.3) 
where A E lRnxm, x E lRm and bE !Rn. For A non-singular there exists a unique solution to 
(6.1.3) given by x = A-1b where A-1 E lRnxn is the inverse of A. However for A singular 
there are three distinct cases: 
i) rank[A] = n (full row rank) : 3 a right inverse A(R) E lRmxn such that (6.1.2) holds. 
The vector x = A(R)b is a solution to (6.1.3) and such a solution is unique iff A is 
non-singular, i.e. A(R) = A- 1• 
ii) rank[A] =m (full column rank): 3 a left inverse A(L) E !Rmxn such that (6.1.2) holds. 
The vector x = A(L)b is a solution to (6.1.3) iff AA(L)b = b and in this case the 
solution is unique. 
iii) rank [A] = k :;:; m in{ m, n} : A solution of the form x = Pb may still exist. 
Subsequently a more generalised class of inverse is required which enables such solutions 
to (6.1.3) to be obtained. The investigation into computing such a generalised inverse for 
matrices of the form A E lRnxm and A(s) = Aqsq + Aq-1Sq-1 + · · · + A1s + Ao E lR[s]nxm 
has been considered by many authors (Faddeev et al. [6], Decell [4], Rao et al. [67], 
Karampetakis [29]) due to the large number of applications that it has in multivariable 
system analysis. These include: the computation of the transfer function matrix of a system 
(Fragulis et al. [10], Karampetakis et al. [28]); inverse systems (Lovass Nagy et al. [45], 
[46], [47], [48]); solution of systems (Karampetakis [28]); controllability and observability 
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matrices of general polynomial matrix descriptions (PMD's) (Fragulis (9]); and the solution 
of diophantine equations which gives rise to numerous other applications (Kucera [40], 
Tzekis et al. (78]). 
The inverse of the non-singular matrix A E JR.nxn has been considered by Faddeev et al. 
[6] and Zadeh et al. (87] while this work has been extended by Mertzios (54] and Fragulis 
et al. [10] for the non-singular polynomial matrix A(s) E JR.[s]nxn for the cases q = 1 and 
q E N respectively. 
For the singular matrix A E JR.nxm, where n i m or /A/ = 0, the generalised inverse of 
A has been defined by Penrose [61] and a numerical algorithm for the computation of this 
matrix has been given by Decell [4]. This algorithm has been extended by Karampetakis 
(29] for the singular polynomial matrix A(s) E IR[s]nxm. 
In Section 6.2 several classes of generalised inverse are defined and following Decell [4] an 
algorithm is presented for the computation of the generalised inverse of a constant singular 
matrix A E JR.nxm. Following Karampetakis [29] this algorithm is extended in Section 6.3 
to the rational singular matrix A(s) E !R(s)nxm. Finally in Section 6.4 four applications of 
the generalised inverse are presented: 
i) The solution of matrix diophantine equations. 
ii) The computation of a right ( resp. left) inverse. 
iii) The investigation of the solution of a continuous-time AR-Representation. 
iv) The solution of specific feedback problems. 
The algorithms and results presented in this Chapter have been implemented in the sym-
bolic computational language Maple (Heal et al. (15]). This implementation is considered 
later in this Chapter and can be seen in detail in Chapter 8 and Appendix 1. 
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6.2 Preliminary Results 
In this Section the generalised inverse of a constant matrix A E IR.nxm is considered. Such 
an inverse is defined by the following. 
Definition 6.2.1 (Penrose [61]) A generalised inverse of a matrix A E IR.nxm is defined as 
a matrix G E IR.mxn which satisfies at least the first or second of the conditions, 
(i) AGA:: A 
(ii) GAG:: G 
(iii) [Aar"" AG 
(iv) [cAr"" aA 
(6.2.1) 
where [ · ]T denotes the transpose of the indicated function. For A E JR.nxn non-singular, 
i.e. IAI # 0, then G = A-1 E IR.nxn. 0 
Following (6.2.1) a generalised inverse of a polynomial matrix A(s) E lR.[s]nxm (resp. a 
rational matrix A(s) E JR.(s)nxm) can be defined as a matrix G(s) E JR.(s)mxn which satisfies 
at least the first or second equivalent polynomial (resp. rational) conditions (6.2.1). 
Several distinct classes of generalised inverse can be defined depending on which of 
conditions (6.2.1) are satisfied. Following Ben-Israel et al. [2] the following notation is 
used. 
Definition 6.2.2 Any matrix A E JR.nxm which satisfies equations (a), (b), ... , from among 
(i)- (iv) in (6.2.1) is termed a {a,b, .. . }-inverse of A and is denoted by A(a,b, ... ). 0 
Several such classes of generalised inverse are outlined below. 
{1}-inverse '1t A(1l: {1}-inverses are not unique and can be used to solve a set of consis-
tent linear equations as in (6.1.3). 
{1, 3}-inverse ~f A(1•3l: Can be used to form a least squares solution to a set of inconsis-
tent linear equations (6.1.3). 
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{1, 4}-inverse ctg A(1,4l: Can be used to form a minimum norm solution to a set of 
consistent linear equations (6.1.3). 
{1, 2, 3}-inverse ~f A(1•2•3l: Every right inverse A(R) E IF!.mxn of A E IF!.nxm as in (6.1.2) 
is a {1, 2, 3}-inverse of A. 
{1,2,4}-inverse ~f A(1•2•4l: Every left inverse A(L) E IF!.mxn of A E IF!.nxm as in (6.1.2) is 
a {1, 2, 4}-inverse of A. 
{1, 2, 3, 4}-inverse ~ Al: Can be used to form a minimum-norm least squares solution 
to a set of inconsistent linear equations (6.1.3). 
The generalised inverse class AI E IF!.mxn satisfies all four properties in Definition 6.2.1 
and is unique for a given matrix A E IF!.nxm. Furthermore such a matrix can be shown to 
always exist (Penrose [61]) where, 
A1 c A(1•2•4l c .. · c A(1) (6.2.2) 
i.e. At can be defined as the most general class of generalised inverse as it belongs to each 
and every generalised inverse class as given by Definition 6.2.1. Therefore in this Chapter 
Al is defined to be "the generalised inverse" of A and from Decell [4] can be computed by 
the following Theorem. 
Theorem 6.2.3 (Decell [4]) Consider A E IF!.nxm and let, 
(6.2.3) 
a0 = 1, be the characteristic polynomial of AAT. If k is the largest integer such that ak # 0 
then the generalised inverse At E IF!.mxn of A is given by, 
At -1 T [( T)k-1 ( T)k-2 l = -ak A AA + a1 AA + · · · + ak-1In 
If k = 0 is the largest integer such that ak # 0 then At = Om,n· 
(6.2.4) 
0 
This can be implemented into the following algorithm which computes the generalised 
inverse AI E IF!.mxn of a constant matrix A E IF!.nxm. 
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Algorithm 6.2.4 (Decell [4]) 
Step 1: Consider A E JE.nxm and form the sequences [Ao,AJ, ... ,An], [ao,aJ, ... ,an] 
and [ Bo, B~, ... , Bn] which are constructed recursively as follows: 
Ao = On,n 
i=O =;.. ao = 1 
Bo =In 
(6.2.5) 
i=l, ... ,n ==? ai =-
trace (A;) 
i 
B; =A;+ a;ln 
Step 2 : Let an = · · · = ak+l = 0 while ak oft 0. Then the generalised inverse AI E JE.mxn 
of A E JE.nxm is given by, 
1 -1 r [C r)k-1 ( r)k-2 ] -1 T A = -ak A AA + a1 AA + · · · + ak-iln = -ak A Bk-1 (6.2.6) 
If k = 0 is the largest integer such that ak oft 0 then AI = Om,n· D 
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6.3 Generalised Inverse of a Rational Matrix 
In this Section an algorithm for the computation of the generalised inverse of a singular 
rational matrix A(s) E JR(s)nxm denoted by A(s)l E JR(s)mxn is presented. This can be 
seen to be an extension of the work seen in Decell (4] and Karampetakis (29] who considered 
the constant and polynomial matrix cases respectively. Two independent interpretations 
for the computation of A(s)l will be considered firstly when sE lR and secondly when s is 
considered to be an indeterminate. Consider first the case s E R 
Theorem 6.3.1 Consider A(s) E JR(s)nxm and let, 
a(z, s) = /zln- A(s)A(sf/ = ao(s)zn + a1(s)zn-l + · · · + an-l(s)z + an(s) (6.3.1) 
a0 (s) = 1, be the characteristic polynomial of A(s)A(sf. Let an(s) = 0, .. . ,ak+J(s) = 0 
while ak(s) # 0 and let A:= {Si E lR: ak(si) = 0 }· Then the generalised inverse A(s)l of 
A(s) fors E lR- A is given by, 
A(s)l = -ak(s)-1 A(sjT [ ( A(s)A(sf/-l + a1(s)( A(s)A(s)T/-2 + .. · + ak-l(s)In] 
(6.3.2) 
If k = 0 is the largest integer such that ak ( s) # 0 then A( s) t = Om,n. For Si E A let ki < k 
be the largest integer such that ak.(si) # 0 whereby the generalised inverse A(s;)l of A( si) 
is given by, 
A(si)l = -ak,(si)-1 A(sif [ ( A(si)A(sif/'-1 + a1(si) ( A(si)A(si)rr•-2 + .. · 
· · · + ak,-1 (si)ln] 
(6.3.3) 
If ki = 0 is the largest integer such that ak,(si) # 0 then A( si) I= Om,n· 
Proof Consider the matrix A(s)A(sf E JR(s)nxn and let a(z, s) in (6.3.1) denote its charac-
teristic polynomial. From the Cayley-Hamilton Theorem (Rosenbrock et al. (73]) A(s )A(s )T 
satisfies its own characteristic polynomial (6.3.1) and therefore, 
(6.3.4) 
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Let k # 0 be the largest integer such that ak(s) # 0 and define B(s) = A(s)A(s)T E !R(s)nxn 
from which ( 6.3.4) can be rewritten in the form, 
or, 
Bn(s) + at(s)Bn-l(s) + · · · + ak(s)Bn-k(s) = On,n 
= Bn-k(s) [Bk(s)+at(s)Bk-!(s)+ .. ·+ak(s)In] =On,n 
X(s) 
(6.3.5) 
(6.3.6) 
where X(s) E !R(s)nxn. From Theorem 6.4.1 (6.3.6) clearly satisfies the solvability condition 
(6.4.1) and from (6.4.2) all such solutions are given by, 
(6.3.7) 
where Bn-k(s)l E JR(s)nxn denotes the generalised inverse of Bn-k(s) E !R(s)nxn and 
Y(s) E !R.(s)nxn is arbitrary. Let Y1(s) E !R(s)nxn determine a particular solution to (6.3.7) 
whereby equating X(s) from (6.3.5) and (6.3.7) gives, 
The matrix B(s) = A(s)A(s)T is normal, i.e., 
B(s)TB(s) = B(s)B(s)T = B(s)IB(s) = B(s)B(s)l 
= [B(s)Pr = [B(s)lr. p E JR. 
while the matrix B(s)IB(s) is idempotent, i.e., 
Following (6.3.9)-(6.3.10), 
and furthermore (Price [62]), 
B(s)IB(s) = [A(s)A(sJTf[A(s)A(s)Tl 
= A(s)A(s)l 
(6.3.8) 
(6.3.9) 
(6.3.10) 
(6.3.11) 
(6.3.12) 
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Substituting from (6.3.11)-(6.3.12) in (6.3.8) gives, 
(6.3.13) 
whereby pre-multiplying (6.3.13) by A(s)t E JR(s)mxn and using Definition 6.2.1(ii) gives, 
or for ak(s) # 0, 
Substituting for B(s) = A(s)A(s)T gives, 
A(s)t = -ak(s)-1 [A(s)t( A(s)A(sJT)k + a1(s)A(s)t( A(s)A(s)T/-! + ... 
· · · + ak_ 1(s)A(s)t ( A(s)A(s)T)] 
(6.3.14) 
(6.3.16) 
which under the relation A(s)tA(s)A(sjT = A(s)T (Price [62]) reduces to (6.3.2) as required. 
If k = 0 then from (6.3.4), 
[A(s)A(sfr = On,n ==?- A(s) = On,m ==?- A(s)t = Om,n (6.3.17) 
as required. The proof of (6.3.3) for Si EA follows immediately. 0 
Corresponding to Theorem 6.3.1 the following algorithm is presented which computes 
the generalised inverse A(s)t E JR(s)mxn of a rational singular matrix A(s) E JR(s)nxm. 
Algorithm 6.3.2 
Step 1: Consider A(s) E lR(s)nxm and form the sequences [Ao(s),AI(s), ... ,An(s)], 
[ao(s), a 1(s), ... ,an(s)] and [Bo(s),BI(s), ... ,Bn(s)] which are constructed recur-
sively as follows: 
Ao(s) = On,n 
i=O '* ao(s) = 1 
Bo(s) =In 
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i = 1, ... , n => ai(s) = trace (Ai(s)) i 
Bi(s) = Ai(s) + ai(s)In 
161 
(6.3.18) 
Step 2: Let an(s) = 0, ... ,ak+J(s) = 0 while ak(s) ;i 0 and let A:= {Si El!!'.: ak(si) = 
0 }· Then the generalised inverse A(s)l of A(s) fors El!!'.- A is given by, 
A(s)t = -ak(s)-1A(s)r[(A(s)A(s)rr-1 +a1(s)(A(s)A(s)rr-2 + ... 
· · · + ak-1(s)In] 
(6.3.19) 
If k = 0 is the largest integer such that ak(s) oft 0 then A(s)l = Om,n· For Si EA let 
ki < k be the largest integer such that ak.( s;) oft 0 whereby the generalised inverse 
A(s;)l of A( si) is given by, 
A(s;)l = -ak, (s;)-1 A(si)T [ (A(s;)A(si)T)k'- 1 + a1(si) (A( si)A(s;f)k'-2 + · · · 
· · · + ak,-1(si)In] 
If ki = 0 is the largest integer such that ak,(si) oft 0 then A(si)l = Om,n· 
(6.3.20) 
0 
The generalised inverse of A(s) E IR(s)nxm where s is defined as an indeterminate is 
also given by Theorem 6.3.1 and Algorithm 6.3.2. However in this case A := { 0} as no 
individual values of s will be considered. This significantly simplifies the above algorithm. 
Algorithm 6.3.2 has been implemented in the symbolic computational package Maple 
and is considered in Chapter 8 and in Appendix 1. Here two Maple commands are presented 
denoted by GINVERSE and GINVcomp. These commands both compute the generalised inverse 
of a rational singular matrix A(s) E IR(s)nxm but for the cases where s is defined as an 
indeterminate and where s E IR respectively. Indeed several remarks can be made concerning 
these commands, there computational implementation and the originating algorithm. 
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i) Algorithm 6.3.2 is a simple recursion where each of the three sequences are added to at 
each step. Consequently it is very computationally attractive. 
ii) The storage requirement can be significantly reduced via two means. Firstly the se-
quence [A;(sJ], i =O, ... ,n, is not required in the final result (6.3.19) and therefore 
the sequence can be updated at each successive step. Secondly it is only required to 
store the last non-zero a; ( s) term. These savings become more evident as the row 
order n of A(s) E JE.(s)nxm is increased. 
iii) There is no matrix inversion required and therefore the algorithm can be considered 
stable in this respect. 
iv) The dimension of the matrix sequences involved remain fixed throughout the algorithm 
and do not increase at any step. 
v) The matrix [A(s)A(s)T] E JE.[s]nxn in (6.3.18) is constant at each step and subsequently 
only needs to be calculated once outside the algorithms main loop. 
vi) The computational cost of the algorithm is dependent on the row dimension of A(s) E 
JE.(s)nxm as this indicates the number of steps required in (6.3.18). This is considered 
below. 
vii) For n > m the generalised inverse of the transpose of A(s) E lE.( s )nxm can be computed 
instead where A(s)t = [(A(s)T)t( and A(sf E JE.(s)mxn denotes the transpose of 
A(s). This will in general be computationally faster to compute as the algorithm will 
now be one of m rather than n steps. 
viii) The same algorithm holds for when A(s) is rational (A(s) E IR(s)nxm), polynomial 
(A(s) E JE.[s]nxm) or indeed constant (A(s) =A E JE.nxm) and consequently only one 
computer procedure is required. 
ix) The algorithm holds for n-d matrices of the form A(s;), i = 1, ... ,n, for which Karam-
petakis [32] considered the 2-d case. 
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The remarks ii), v) and vii) have all been incorporated in the corresponding Maple 
procedures GINVERSE and GINVcomp. As noted in vi) and vii) the computational cost of 
Algorithm 6.3.2 is dependent on the least dimension of A(s), i.e. min{n,m}. Consider the 
set of polynomial matrices, 
1 sdeg 
1 
A(s) = E IR[stx(n+l), n = 1, ... , 24 (6.3.21) 
Using the GINVERSE Maple command as defined earlier and in Appendix 1 the computational 
times to compute the generalised inverse of A(s) where deg = 5, 10, 15, 20, 25 and 30 are 
calculated. This is indicated in Fig. 6.3.1 below and shows that the computational time 
depends explicitly on the dimension n of the matrix and not explicitly on its degree. 
eo 
60 
Time, s 
40 
20 
10 15 20 
Dimension,n 
Fig. 6.3.1 Time (s) vs. Dimension for deg = 5, 10, ... , 30 
In Fig. 6.3.1 the flattest curve represents the plot deg = 5 while the steepest curve 
represents the plot deg = 30. 
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6.4 Applications of the Generalised Inverse 
In this Section four direct applications of the generalised inverse of a matrix A(s) E lE.( s )nxm 
are considered namely: 
A. The solution of matrix diophantine equations. 
B. The computation of a right (resp. left) inverse. 
C. The investigation of the solution of a continuous-time AR-Representation. 
D. The solution of specific feedback problems. 
A. Solution of matrix diophantine equations 
In proving Theorem 6.2.3 Decell (4] used a earlier result given in Penrose [61] for the 
solution of the matrix equation AX B = C where A E JE.nxm, B E JE.kxl, C E JE.nxl and the 
solution X E JE.mxk. This is extended to the rational matrix case as follows. 
Theorem 6.4.1 The matrix equation A(s)X(s)B(s) = C(s) where A(s) E JE.(s)nxm, B(s) E 
JE.(s)kxl and C(s) E JE.(s)nxl has a solution X(s) E JE.(s)mxk iff the consistency condition, 
A(s)A(s)IC(s)B(s)l B(s) = C(s) (6.4.1) 
is satisfied in which case all solutions X ( s) are given by, 
X(s) = A(s)IC(s)B(s)l + Y(s)- A(s)IA(s)Y(s)B(s)B(s)l (6.4.2) 
where A(s)l and B(s)l are the generalised inverses of A(s) and B(s) respectively and Y(s) E 
JE.(s)mxk is arbitrary. 
Proof The proof follows from Penrose [61 J for the constant matrix case. D 
Clearly from (6.2.2) Theorem 6.4.1 holds when the generalised inverses of A(s) and B(s), 
denoted by A(s)l and B(s)l, are replaced with respective {1}-inverses denoted by A(s){ll 
and B(s){ll respectively. 
Corollary 6.4.2 Let A(s) E lE.(s)nxm and let A(s){ll E R(srxn be a particular {1}-inverse 
of A(s). Then the set of all {1}-inverses of A(s) denoted by A(s) {1} is given by, 
A(s) {1} = A(s)(i) + Z(s)- A(s)(llA(s)Z(s)A(s)A(s)(i) (6.4.3) 
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where Z(s) E IR(s)mxn is arbitrary. 
Proof From Theorem 6.4.1 consider the matrix equation A(s)X(s)A(s) = A(s) where 
A(s) E IR(s)nxm and X(s) E IR(s)mxn and let A(s)C1) E R(srxn be a particular {1}-
inverse of A(s). From Definition 6.2.1 (i) X(s) = A(s)C1) is a solution of the matrix equation 
A( s )X( s )A(s) = A(s) and the equivalent consistency condition (6.4.1) is satisfied. Therefore 
from (6.4.2) all such solutions are given by, 
A(s) {1} = A(s)C1)AA(s)C1) + Y(s)- A(s)C1)AY(s)AA(s)C1) (6.4.4) 
which reduces to (6.4.3) under the substitution Y(s) = A(s)C1) + Z(s), Z(s) E IR(s)mxn. 0 
Clearly as A(s)l C A(s)C1) the {1}-inverse A(s)Cl) in (6.4.3) can be replaced with A(s)l 
which can be computed using Algorithm 6.3.2. 
Example 6.4.3 Consider the matrix equation, [ : : : l X(•) [: J [: 2: l (6.4.5) 
"----v-----' '-'v-" ~
A(s) B(s) C(s) 
where s is considered to be an indeterminate and A(s) E IR[sj2x 3 , X(s) E IR[sj3x 2 , B(s) E 
IR[sj2X 2 and C(s) E IR[s] 2x2• From Algorithm 6.3.2 the generalised inverses of A(s) and 
B(s) denoted by A(s)l E IR(s) 3X2 and B(s)l E IR(s)2X2 respectively are given by, 
s 
0 
s2 + 1 
[ ~I !] A(s)l = 0 1 , B(s)t = (6.4.6) s 
1 
s2 + 1 
0 
It can be seen that (6.4.5) satisfys the corresponding compatibility condition (6.4.1) and 
consequently from (6.4.2) the solution X(s) E IR[sj3X 2 is given by, 
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X(s) = A(s)tc(s)B(s)t + Y(s)- A(s)tA(s)Y(s)B(s)B(s)t 
= 
= 
_s_ 0 
g2 + 1 
0 
1 
8 
_1_ 0 
s 2 + 1 
_s_ 0 
s2 + 1 
0 
1 
s 
1 
-- 0 
g2 + 1 
[ 
1 0 1 l 
0 s 0 
s-p(s) 1-q(s) 
1 0 
p(s) q(s) 
a(s) d(s) 
b(s) e(s) 
c(s) f(s) 
Y(s) 
a(s) d(s) 
b(s) e(s) 
c(s) f(s) 
Y(s) 
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(6.4.7) 
where the terms p(s) = Hs + c(s)- a(sJ] and q(s) = H1 + f(s)- d(s)] are arbitrary. 0 
The solution to diophantine equations of the form, 
A(s)X(s) + B(s)Y(s) = C(s) (6.4.8) 
has been considered in detail in Tzekis et al. [78] and a corresponding Maple package has 
been developed. This includes algorithms to solve (6.4.8) for a general, constant, polynomial, 
proper or proper and Hurwitz-stable solution. 
B. Computation of a right (resp. left) inverse of a rational matrix 
A right (resp. left) inverse of A(s) E JR(s)nxm is defined as a matrix A(s)(R) E lR(s)mxn 
(resp. A(s)(L) E lR(s)mxn) which satisfies (6.1.2). The computation of such an inverse is 
given by the following Theorem. 
Theorem 6.4.4 A matrix A( s) E JR( s )nxm possesses a right ( resp. left) inverse denoted 
by A(s)(R) E JR(s)mxn (resp. A(s)(L) E lR(s)mxn) iff the consistency condition (6.1.2) is 
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satisfied. In this case the set of all right (resp. left) inverses of A(s) denoted by A(s) {R} 
(resp. A(s) {L}) is given by, 
A(s) {R} = A(s)l + [rm- A(s)lA(s)jY(s)(R) 
(6.4.9) 
(resp. A(s) {L} = A(s)l + Y(s)(L) [rn- A(s)A(s)t] ) 
where Y(s)(R) E IR(s)mxn (resp. Y(s)(L) E IR(s)nxm) is arbitrary. 
Proof Directly from Theorem 6.4.1. 0 
Following Algorithm 6.3.2 Theorem 6.4.4 gives an approach for the computation of all 
the {1,2,3}-inverses (resp. {1,2,4}-inverses) of A(s) and denoted by A(s){1,2,3} (resp. 
A(s){1,2,4}). 
Example 6.4.5 Consider the matrix equation, 
[ 
1 S 0 l (R) [ 1 0 l A(s) = 
0 1 s 0 1 
(6.4.10) 
'----v-' 
A(s) 
where s E IR, A(s) E IR[sj2x3 and A(s)(R) E IR(sj3x 2 and compute the set of all right 
inverses A(s)(R) of A(s). From Algorithm 6.3.2 the generalised inverse of A(s) denoted by 
A(s)l E IR(s)3xZ is given by, 
s2 + 1 -s 
1 (6.4.11) 
Vs E JR. The corresponding compatibility condition (6.1.2) which ensures the existence of 
a right inverse of A(s) is satisfied and consequently from (6.4.9) the solution to (6.4.10) is 
given by, 
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A(s) {R} = A(s)t + (h- A(8)tA(8)] Y(8)(R) 
82 + 1 -s 84 -83 82 a(s) d(s) 
1 83 -83 82 84+82+1 1 + -8 b(8) e(8) 
-82 8+s3 -82 -8 1 c(8) f(s) 
Y(8)(R) 
82 + 1 + 82g(8) -8 + 82h(8) 
1 
83 -8g(8) = 84+82+1 1- 8h(8) 
-82 + g(8) 8+83 +h(8) 
(6.4.12) 
where the rational terms g(s) = s2a(8)-8b(8)-c(s) E JR(s) and h(s) = s2d(s)-se(s)- f(s) E 
IR(s) are arbitrary. For the parameter substitution [g(s) = 82, h(s) = -8-s3] a polynomial 
right inverse of A(8) is computed given by, 
1 -8 
A(s)(R) = 0 1 
0 0 
C. Solution of AR-Representations 
Consider the continuous-time AR-Representation (Willems [84]) given by, 
A(p),B(t) =On 
where ,B(t) : [o-, +oo) --> lRm, p ~ ft denotes the differential operator and, 
(6.4.13) 
0 
(6.4.14) 
(6.4.15) 
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where Ai E !Rnxm, i = 0, 1, ... , q. Using Laplace transforms (6.4.14) can be rewritten in 
the form (Pugh [63]), 
Aq 0 ,8(0-) 
A(s)S(s) = [ sq-1In sq-2In 000 In ] def '( ) =as 
Sq-1 A1 Aq ,a<q-1) (0-) 
XA {3(0-) 
(6.4.16) 
where .c[,B(t)j = S(s) indicates the Laplace transform of ,8(t). 
Theorem 6.4.6 The AR-Representation (6.4.14) has a solution iff, 
A(s)A(s)la(s) = a(s)In (6.4.17) 
in which case all solutions are given by, 
(6.4.18) 
where y(s) is arbitrary to within having the same dimension as /3(s) and .c-1 [ ·] denotes 
the inverse Laplace transform of the indicated function. 
Proof Directly from Theorem 6.4.1. 0 
Example 6.4. 7 Consider the solution of the AR-Representation, 
p p4 p2 + p ,81(t) 0 
1 p3 p+1 ,82(t) = 0 (6.4.19) 
0 p+1 0 
,83(t) 0 
A(p) ...___,_, 
,8(t) 
with corresponding initial condition vector {3(0-) E IR12 given by, 
(6.4.20) 
6.4 Applications of the Generalised Inverse 170 
Following (6.4.15), 
A(p) = Ao + Arp + A2p2 + A3p3 + A4p4 
0 0 0 1 0 1 
= 1 0 1 + 0 0 1 p+ 
0 1 0 0 1 0 (6.4.21) 
0 0 1 0 0 0 0 1 0 
+ 0 0 0 p2+ 0 1 0 p3 + 0 0 0 p4 
0 0 0 0 0 0 0 0 0 
where rank[A(pJ] = 2, n =m= 3 and q = 4. Subsequently taking Laplace transforms of 
(6.4.19) under the initial conditions (6.4.20) gives, 
8 84 82 + 8 ~!(8) 82 
1 83 8+1 ~2(8) = 8 (6.4.22) 
0 s+1 0 ~3(8) 0 
'-v-' 
A(8) ...___,__. ii(8) ~(8) 
where /3;(s) = c[,B;(tJ]. From Algorithm 6.3.2 the generalised inverse of A(8) in (6.4.22) 
denoted by A( s) t is given by, 
A(8)l = [ 1 ] (8 + 1)2(82 + 1)(82 + 2s + 2) 
-8(s + 1)2 -(8 + 1)2 
(6.4.23) 
X 0 0 -(8 + 1)(82 + 1)(82 + 28 + 2) 
-s(s + 1)3 -(8 + 1)3 83(8 + 1)2(82 + 1) 
't/8 E lR- {-1}, and by, 
1 1 
0 4 4 
A(-1)t = 1 1 0 4 4 
(6.4.24) 
0 0 0 
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fors= -1. It can be seen that the compatibility condition (6.4.17) associated with (6.4.22) 
is satisfied Vs E lR and consequently from (6.4.18) the solution to (6.4.22) is given by, 
where, 
/3(s) = A(s)la(s) + [h- A(s)IA(s)]y(s) 
s- (s + 1)a(s) 
l 
= 
s2 + 2s + 2 0 
s(s + 1) + a(s) 
,VsElR-{-1} 
/3(-1) = A(-1)1&(-1) + [h- A(-1)1A(-1)]Y 
1 
- 2(1 - Yr - Y2) 
= 
1 
2(1 + Yi. + Y2) 
Ya 
Yr(s) 
y(s) = y2(s) 
ya(s) 
,s = -1 
Ya 
(6.4.25) 
(6.4.26) 
and a(s) = -yr(s)(s + 1) + Ya(s) E IR(s) is arbitrary. Assuming that Yr = -Y2- 1 and 
Ya = a(-1) = Ya(-1) then the solution /J(s) given in (6.4.25) is continuous at s = -1 and 
its inverse Laplace transform is given by, 
(3(t) = 0 (6.4.27) 
O(t) - e-t [cos(t) + sin(t) l + 1~ e-(t-r) sin(t- T )x( r)dr 
where x(t) = c-1 [a(s)] is arbitrary. 0 
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D. Feedback Problems 
In the following both the feedback compensation and feedback matching problems are 
considered. Initially consider an open loop system with transfer function matrix G( s) E 
JR(s)nxm where u(s) E lR(s)m and y(s) E JR(s)n represent the input and output to the 
system respectively as in Fig. 6.4.1. 
--"~(s~)--~·IL_ _____ G-(s-)----~~~Y~(s~)-
Fig.6.4.1 Open loop system 
In the feedback compensation problem the aim is to compute an output feedback of the 
form, 
u(s) = -F(s)y(s) + v(s), (6.4.28) 
where F(s) E JR(srxn such that the resulting closed loop system as in Fig.6.4.2 has a 
specified transfer function matrix H(s) E JR(s)nxm. 
r-----------------1 
I + u(s) : y(s) I G(s) 
I 
-
I 
v(s) 1 I 
I I 
I I 
I I 
I I 
I F(s) I 
I I 
H(s) 
Fig.6.4.2 Closed loop system (Compensation) 
If such an output feedback (6.4.28) exists then the controller F(s) is required to satisfy 
the condition, 
H(s) = [In+ G(s)F(s)]-l G(s) <=* G(s)F(s)H(s) = G(s)- H(s) (6.4.29) 
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where [rn + G(s)F(s)] is non-singular. 
Theorem 6.4.8 A feedback controller F(s) E lR(s)mxn satisfies (6.4.29) iff, 
G(s)G(s)l [c(s)- H(s)jH(s)lH(s) = G(s)- H(s) (6.4.30) 
in which case all feedback compensators F(s) are given by, 
F(s) = G(s)l [ G(s)- H(s)] H(s)l + Y(s)- G(s)l G(s)Y(s)H(s)H(s)l (6.4.31) 
where Y(s) E lR(s)mxn is arbitrary. 
Proof This follows directly from Theorem 6.4.1 where A(s) = G(s), X(s) = F(s), B(s) = 
H(s) and C(s) = G(s)- H(s). 0 
In the feedback matching problem the aim is to compute compensator matrices F( s) E 
lR(s)mxn and K(s) E lR(s)mxm such that the resulting closed loop system as in Fig.6.4.3 
has a specified transfer function matrix H(s) E JR(s)nxm. 
~-------------------, 
I 
+ ly( 
I u(s) G(s) I K(s) 
./_ 
v(s) I I 
s) 
I I 
I I 
I I 
I F(s) I 
I I 
L ______ _ _ ________ I 
H(s) 
Fig.6.4.3 Closed loop system (Matching) 
If such a compensator pair [F(s) K(s)] exist then the following condition must hold, 
H(s) = [rn + G(s)F(s)rG(s)K(s) <=- G(s)F(s)H(s) = G(s)K(s)- H(s) (6.4.32) 
where [rn + G(s)F(s)] is non-singular which can be written in the matrix form, 
(6.4.33) 
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Theorem 6.4.9 A compensator pair [F(s) K(s)] where F(s) E lR(s)mxn and K(s) E 
R(s)mxm satisfies (6.4.33) iff, 
ll(s) ll(s) [ l t [ l -G(s)G(s)lll(s) -Im -Im = -ll(s) (6.4.34) 
in which case all compensator pairs [F(s) K(s)] are given by, 
[ lt [ l [ lt 
H(s) ll(s) ll(s) 
[F(s)K(s)] = -G(s)lll(s) + Y(s)- G(s)IG(s)Y(s) 
-Im -Im -Im 
(6.4.35) 
where Y(s) E JR(srx(n+m) is arbitrary. 
Proof This follows directly from Theorem 6.4.1 where A(s) = G(s), X(s) = [F(s) K(s)], 
[ 
ll(s) l B(s) = and C(s) = -ll(s). 
-I m 
0 
In Theorem 6.4.8 and Theorem 6.4.9 the general solution to the feedback compensation 
and feedback matching problems have been computed. In each case parameter values in-
herent in the solution can be specified to obtain, for example, a stable system, a proper 
compensator F(s) or a proper compensator pair [F(s)K(s) ]· 
Example 6.4.10 Consider an open loop system as in Fig.6.4.1 with given transfer function 
matrix G(s) E 1R(s)2x3 where, 
0 
1 
s-2 : l (6.4.36) 
and compute a feedback controller of the form (6.4.28) where F(s) E JR(s)3 X2 such that the 
corresponding closed loop system has a specified transfer function matrix ll(s) E R(s)2X 3 
where, 
ll(s) = [ (s: 1)2 
0 1 (s + 1) 
0 : l (6.4.37) 
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Clearly G(8) has two finite poles at 8 = 1 and 8 = 2 while H(8) has 3 finite poles at 8 = -1, 
s = -1 and s = -1. From Algorithm 6.3.2 the generalised inverses of G(s) and H(s) 
denoted by G(s)l and H(s)l respectively are given by, 
G(s)l = 
s-1 
0 
0 
0 0 
s-2 , H(s)1 = s+1 
0 0 
(s+1)2 
0 
0 
(6.4.38) 
where the values sE {1, -1, 2} are not considered due to the definition of G(s) and H(8). 
It can be seen that the corresponding compatibility condition (6.4.30) is satisfied whereby 
from (6.4.31) all feedback controllers F(8) which give rise to the closed loop transfer function 
matrix H(s) are given by, 
F(s) = G(s)l [G(8)- H(s)jH(s)l + Y(8)- G(s)IG(s)Y(s)H(s)H(s)l 
-(s-1) (s+1)2 
(s+1) -(s-2) 
Ya1(s) Ya2(s) 
where Y31(s) E IR(s) and Yaz(s) E IR(s) are arbitrary functions of s. 
(6.4.39) 
D 
The results presented in this Section and in Section 6.3 have been implemented in the 
symbolic computational language Maple (Heal et al. [15]) and several Maple commands 
concerned with the computation of a generalised inverse and its applications have been 
developed. These commands briefly consist of the following: 
GINVERSE : Computes the generalised inverse of a rational matrix A(s) E IR(s)nxm 
where s is considered to be an indeterminate as in Algorithm 6.3.2. 
GINVcomp : Computes the generalised inverse of a rational matrix A(s) E lR(8)nxm 
where s E lR as in Algorithm 6.3.2. 
PLINSOLVE: Solves the rational matrix equation A(8)X(s)B(s) = C(s) where A(s) E 
IR(s)nxm, B(s) E IR(s)kxl, C(s) E IR(s)nxl and X(s) E IR(s)mxk as in Theorem 6.4.1. 
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ARSOLVE: Solves the continuous-time AR-Representation A(p)!J(t) =On as in Theorem 
6.4.6. 
COMSOLVE : Solves the feedback compensation problem as in Theorem 6.4.8. 
MATCH : Solves the feedback matching problem as in Theorem 6.4.9 
These subsequent commands are considered in more detail in Chapter 8 and in Appendix 
1 where the corresponding Maple code is given. 
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6.5 Conclusions 
In this Chapter an algorithm has been presented for the computation of the generalised 
inverse of a singular rational matrix A(s) E JR(s)nxm denoted by A(s)t E JR(s)mxn. This 
algorithm can been seen to be a direct extension of that presented in Decell [4] and Karam-
petakis [29] where the constant and polynomial matrix cases have been considered respec-
tively. Indeed it has been recognised that the algorithm can be applied to the constant, 
polynomial and rational matrix cases resulting in only one 'combined' Maple command be-
ing developed. It can similarly be applied to the multivariable case (Karampetakis [32]) 
under some modifications. The work presented in this Chapter for rational matrices of the 
form A(s) E JR(s)nxm can be seen in Jones et al. [20], [22], [23]. 
In this Chapter several other classes of generalised inverse have also been considered in 
particular the {1}, {1,2,3} and {1,2,4}-inverses and an approach for the computation of 
these has also been presented. 
Finally several distinct problems in linear systems theory have been considered where 
the computation of the generalised inverse is required. Furthermore for each case a working 
example has been provided. Such applications illustrate the diverse environment associated 
with such a generalised inverse and the wide set of problems that can be solved by applying 
the results given in this Chapter. For a more comprehensive list of applications refer to 
Karampetakis [29], [32]. 
The results and algorithms presented in this Chapter have been implemented in the 
symbolic computational language Maple (Heal et al. [15]). This has the advantage over 
existing computational languages in that it enables polynomial operations in an indetermi-
nate, says, to be defined. These procedures are part of a complete linear systems package 
linsys which is detailed in depth in Chapter 8 and in Appendix 1. 
CHAPTER 7 
AN ALGORITHM FOR THE 
COMPUTATION OF THE 
INVARIANT DIRECTION 
VECTORS 
7.1 Introduction 
Consider a linear, time-invariant multivariable system described by a set of differential and 
algebraic equations represented in the form, 
I A(p),B(t) = B(p)u(t) ~· y(t) = C(p),B(t) + D(p)u(t) (7.1.1) 
where p ~f :t denotes the differential operator, A(p) E lR.[p]"x", JA(p)J # 0, B(p) E 
lR.[p]"xm, C(p) E lR.[p]pXn and D(p) E lR.[p]pxm. Also define ,B(t) : ( 0-, +oo) --> lR.n as 
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the pseudostate, u(t) : ( 0-, +oo) --> lE. m as the input and y(t) : ( 0-, +oo) --> JRP as the 
output of the system (7.1.1) respectively. Following Definition 2.3.1 (7.1.1) is defined as a 
Polynomial Matrix Description (PMD) of E and can be written in the matrix form, 
[ -A~;:) ;::: l [ ~:;:) l ~ [ 0~ l Y(') (7.1.2) 
P(p) 
where, 
(7.1.3) 
and P; E JR(n+p)x(n+m), i = 0, ... ,q1. Taking Laplace transforms of (7.1.2) assuming zero 
initial conditions gives (2.3.3) where the corresponding matrix P(s) E IR[sJ(n+p)x(n+ml, 
rankJR[sJP(s) = r, is defined as the Rosenbrock system matrix of E. 
Given the Rosenbrock system matrix P(s) it is possible to define its associated finite 
invariant zeros, infinite invariant zeros and invariant right minimal indices. Furthermore 
corresponding to each of these are a set of finite invariant zero-direction vectors, infinite in-
variant zero-direction vectors and invariant right index-direction vectors respectively. These 
have numerous applications in linear systems among them in the solution to the general 
output zeroing problem. This is defined by Karcanias et al. [38] as finding the set of ini-
tial conditions (or pseudostates) and control inputs such that the output to the system 
(7.1.2) is identically zero. Consequently from (7.1.2) this problem is reduced to studying 
the structure and properties of the vector space of solutions of the system, 
[ 
A(p) B(p) l [ (3(t) l = O(n+p)x(n+m) 
-C(p) D(p) -u(t) 
~---v----~·~ 
(7.1.4) 
P(p) z(t) 
In the case where the system E is in the state-space form (2.3.7) then the output zeroing 
problem has been studied by Karcanias [36], MacFarlane et al. [52] and Karcanias et al. 
[37], [38] while Karampetakis et al. [31] has studied the corresponding problem for systems 
of the general form (7.1.2). 
---------------- -----------------------------------------------------------
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In Section 7.2 preliminary results regarding the invariant direction vectors associated 
with the polynomial matrix P(s) E lR[sJ(n+p)x(n+m) are defined and following Karampetakis 
et al. [31] the corresponding solution to the general output zeroing problem is given. In 
Section 7.3 a computational recursive algorithm is presented which computes the infinite 
invariant zeros, invariant right minimal indices and corresponding invariant direction vectors 
associated with a polynomial matrix P(s) E JR[sJ(n+p)x(n+ml. This algorithm is based on 
the preliminary results given in Section 7.2 and is described using both a step-by-step and 
graphical representation. To illustrate the algorithm three examples are considered which 
between them describe each of the key steps involved. 
The algorithm has been implemented in the symbolic computational language Maple 
(Heal et al. [15]) and the linear systems package linsys. Both of these are considered in 
detail in Chapter 8 and in Appendix 1. 
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7.2 Preliminary Results 
The finite zeros of a polynomial matrix P(s) E JR[sJ(n+p)x(n+m), rankll![sjP(s) "'r, can be 
computed by analysing the Smith form of P(s) as given in Corollary 3.2.6. Consequently 
consider P(s) to have l distinct finite eigenvalues .\;, i == 1, ... ,l, each with respective 
algebraic multiplicity u; and for simplicity assume that .\; E IR, i "' 1, ... , l. From (3.2.6) 
the Smith form of P(s) denoted by S~(s) E IR[sJ(n+p)x(n+m) is given by, 
se -P(s) -
fr(s) 
, 1 ~ J1. ~ r (7.2.1) 
0 ( n+p-r) x ( n+m-r) 
where the polynomials fj(s) E IR[s], j "' Jl, J1. + 1, ... , r, denote the non-unit invariant 
polynomials of P(s) with the divisibility property fj(s )/ fj+I (s ), j "' Jl, J1. + 1, ... , r -1. The 
invariant polynomials [!l'(s), ... , fr(s) J can be further decomposed into their respective 
irreducible elementary divisors, 
(7.2.2) 
where associated with each eigenvalue .\;, i "' 1, ... , l, of respective algebraic multiplicity 
u; are an associated set of partial multiplicities, 
r 
where u; == 2:::: u;,k, i "' 1, ... , l. 
k=p. 
(7.2.3) 
The finite invariant zeros of (7.1.3) were first defined in Rosenbrock [74] while the cor-
responding finite invariant zero-direction vectors were defined in MacFarlane et al. [52] for 
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the state-space system (2.3.7). This has been extended by Karampetakis et al. [31] to define 
the finite invariant zero-direction vectors associated with the system (7.1.2) as follows. 
Theorem 7.2.1 (Karampetakis et al. [31]) Let P(s) E lR[sJ(n+p)x(n+m), rank111[sJP(s) = r, 
be the associated Rosenbrock system matrix of 'E as in (7.1.1). Then the finite invariant 
zeros of 'E are defined to be the finite zeros of P( s) denoted by .A;, i = 1, ... , l. Furthermore 
associated with each finite invariant zero .A;, i = 1, ... , l, of respective algebraic multiplicity 
O'i and partial multiplicities O'i,j, j = p,, ... , r, there exists a finite invariant zero-direction 
vector, 
z}o ~ [ f3J,o ] s.t. P(.A;)z),0 = O(n+p)• P(s)zJ,o # O(n+p)• j = p,, ... , r 
, -u),o 
and a sequence of generalized finite invariant zero-direction vectors, 
i def [ f3j:.q ] , 
zj,q = . 
-uj,q 
q = 1, ... , O'i,j - 1 
such that, 
P(.A;)zj,0 = O(n+p) 
p(!)(.A;)z),o + P(.A;)zh = O(n+p) 
(O'i,j ~ 1)!p(u,,r1)(.A;)z},o + ... + p(1)(.A;)z).u;,;-2 + P(.A;)z},u,,;-1 = O(n+p) 
which satisfy the condition, 
P(s) [z},o + (s- .A;)zj,1 + · · · + (s- .A;)"'·;-1z},u,,;-1] # O(n+p) 
where i E 1, j = p,, ... , r, and p(P) (.\;) ~ ddP [r(s)JI . 
sP s=>.i 
(7.2.4) 
(7.2.5) 
(7.2.6) 
(7.2.7) 
0 
In Theorem 7.2.1 the vectors zj,0 , i = 1, ... , l, j = p,, ... , r, represent the eigenvectors 
of P(s) while the vectors z),q, q = 1, ... ,O"i,j- 1, represent the generalized eigenvectors of 
P(s). These can be used to solve the general output zeroing problem (7.1.4) as follows. 
Theorem 7.2.2 (Karampetakis et.al. [31]) Let P(s) E lR[sJ(n+p)x(n+m), rank111[sjP(s) = r, 
be the Rosenbrock system matrix of E as in (7.1.1) and let .A;, i = 1, ... , l, be an invariant 
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zero of E of respective algebraic multiplicity a; and partial multiplicities a;,j, j = p, ... , r. 
Then to an input of the form, 
u· ;-q-1 k 
. ., [ . t"'·;-1-q- ] 
u'· (t) ·= u'· k e>-,t [ M L · L J, (a .. - q- 1- k)! ' k=O t,J u q = 0, ... , (Ji,j - 1 (7.2.8) 
with initial conditions of the form, 
i(a)( ) _ a i a-1 i . a! a-q i 
uj,q 0- - .>-; uj,q +a>.; uj,q-l + · · · + q!(a _ q)! .>.; uj,O• a= 0, ... ,q1 -1 (7.2.9) 
there corresponds a pseudostate of E of the form, 
q = 0, ... , (Ji,j - 1 (7.2.10) 
with initial conditions of the form, 
(Ji(bl(o ) _ .xb(Ji b'b-lf3i + b! .xb-qf3i j,q - - i j,q + -"i j,q-1 + "' b!(b _ q)! i j,O• b = 0, ... ,ql- 1 (7.2.11) 
which leads to a zero output of E. i.e., 
y(t) = Op (7.2.12) 
where the vector terms f3],k and u],k constitute the finite invariant and generalized finite 
invariant zero-direction vectors as in Theorem 7.2.1. 0 
The infinite zeros of a polynomial matrix P(s) E IR[s]Cn+p)x(n+m) can be realised by 
computing the Smith-McMillan form at s = oo of P(s) as in Lemma 3.3.6. Furthermore the 
infinite invariant zeros associated with the PMD (7.1.2) were defined by Walker [83] while 
Macfarlane et al. [52] utilised the notion of the infinite invariant zero-direction vectors to 
solve the state-space output zeroing problem. This has been extended by Karampetakis 
et al. [31] to define the infinite invariant zero-direction vectors associated with the system 
(7.1.2) as follows. 
Theorem 7.2.3 (Karampetakis et al. [31]) Let P(s) E IR[s]Cn+p)x(n+ml, rankiR[sjP(s) = r, 
be the associated Rosenbrock system matrix of E as in (7.1.1). The infinite invariant zeros 
of E are defined to be the infinite zeros of P(s). Furthermore for each infinite invariant zero 
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of order i'fi, j = k + 1, ... , r, there exists an infinite invariant zero-direction vector, 
s.t. Pq1 ZJ:b = O(n+p)• P(s)zJ:b of O(n+p)• j = k + 1, ... ,r (7.2.13) 
and a sequence of generalized infinite invariant zero-direction vectors, 
ZJoo,m ~~ [ -f3uf:oom. l ' m = 1, ... , q1 + lji - 1 
J,m 
(7.2.14) 
such that, 
(7.2.15) 
which satisfy the condition, 
(7.2.16) 
0 
The infinite invariant and infinite generalized invariant zero-direction vectors above can 
similarly be used to solve the output zeroing problem (7.1.4) as follows. 
Theorem 7.2.4 (Karampetakis et.al. [31]) Let P(s) E lR[sj(n+p)x(n+m), ranklR[sJP(s) = r, 
be the Rosenbrock system matrix as in (7.1.3) and let ljj, j = k + 1, ... , r, be a respective 
infinite invariant zero of I:. Then to an input of the form, 
q 
[ C:O(t)J ·-"' [ OO<(q-!)(t)J -0 '. -1 UJ,q u .- L. uJ,lu u' q- , ... ,qJ+% 
!=0 
(7.2.17) 
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with initial conditions of the form, 
j = k + 1, .. . ,r 
oo(a) (O ) _ oo 
uj,q - - -uj,q+l+a' q = 0, ... 'ql + qj - 1 (7.2.18) 
a= 0, ... ,q1 -1 
there corresponds a pseudostate of E of the form, 
q 
[.aM(tl] il = I: [.afto(q-1) (t)] p' q = o, ... , q~+ <ij - 1 
1=0 
(7.2.19) 
with initial conditions of the form, 
j = k+ 1, ... ,r 
,.,oo(a) (O ) _ aoo 
Vj,q - - -1-"j,q+l+a, q = 0, ... 'ql + qj - 1 (7.2.20) 
a= 0, ... ,q1 -1 
which leads to a zero output of E. i.e., 
y(t) = Op (7.2.21) 
where the vector terms ,8J:k and urk constitute the infinite invariant and infinite generalized 
invariant zero-direction vectors as in Theorem 7.2.3. D 
Finally in this Section consider a polynomial matrix P(s) E IR(sJ(n+p)x(n+m) where 
ranklll[s) P( s) = r ::; m in( n + p, n + m). This implies that the dimension of the right null 
space of P(s) is equal to (n +m- r) and consequently consider U(s) E IR[sJ(n+m)x(n+m-r) 
to be a minimal polynomial basis of the right null space of P(s) where, 
P(s)U(s) = O(n+p)x(n+m-r) (7.2.22) 
In (7.2.22) let U(s) take the form, 
(7.2.23) 
where u;(s) E IR[sJ(n+m), i = 1, ... ,n+m-r, and ranklll[sJU(s) = (n+m- r), i.e. U(s) 
has full column rank. Then the following can be defined. 
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Definition 7.2.5 The greatest column degrees of the columns ii; E lR[s]n+m, i = 1, ... , n+ 
m- r, as in (7.2.23) and denoted by, 
(7.2.24) 
are defined as the right minimal indices of P(s). 0 
The associated right index-direction vectors are considered in the following Theorem. 
Theorem 7.2.6 (Karampetakis et al. [31]) Consider the Rosenbrock system matrix P(s) E 
lR[sJ(n+p)x(n+m), rank111[sjP(s) = r 5 min(n + p, n +m), and let U(s) be a corresponding 
minimal basis for its right null space as in (7.2.23). Then the invariant right indices of 
E as in (7.2.2) are defined as the right minimal indices of P(s). Furthermore associated 
with each invariant right index of order e;, i = 1, ... , n +m- r, there exists a sequence of 
invariant right index-direction vectors, 
such that, 
Case 1: e; > qr 
z~. = 
•,J [ /3'·] I,J -u~. 
•,J 
' 
j = 0, ... ,e; 
Pazf,o + Przf,1 + · · · + Pq1 zfm = O(n+p) 
Pozf,1 + Przf,2 + · · · + Pq, zf,q, +I = O(n+p) 
Pazf,,,_1 + Przf,,, = O(n+p) 
P0zf,,, = O(n+p) 
(7.2.25) 
(7.2.26a) 
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Case 2: q1 > t'i 
Pozf,0 + P1zf,1 + · · · + P,,z[,,, = O(n+p) 
Pozf,l + · · · + Pe,-lZ[,,, = O(n+p) 
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(7.2.26b) 
D 
By computing the invariant right index-direction vectors as in Theorem 7.2.6 a minimal 
polynomial basis for P(s) represented by U(s) in (7.2.22)-(7.2.24) is realised. To show this 
consider each column of U(s), denoted by Ui(s) and of degree ci, to be represented in the 
form, 
(7.2.27) 
where u;,j E JR(n+m), i = 1, ... , n +m- r, j = 0, ... ,10;, and therefore from (7.2.23), 
(7.2.28) 
P(s) u;(s) 
Expanding (7.2.28) and extracting powers of s gives equivalent relations to (7.2.26) under 
the transformation, 
i=l, ... ,n+m-r, j=O, ... ,ci (7.2.29) 
as required. The invariant right index-direction vectors as in Theorem 7.2.6 can be used to 
solve the output zeroing problem (7.1.4) according to the following. 
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Theorem 7.2.7 (Karampetakis et al. [31]) Consider the Rosenbrock system matrix P(s) E 
lR[sJ(n+p)x(n+m), rankiR[sjP(s) =r :':: min(n+p, n+m). Then to an input of the form, 
k 
uf,k(t) := L [uf,18(k-ll(t)], k=O, ... , Ei 
l=O 
with initial conditions of the form, 
i = 1, ... , n +m - r 
<(a)(O ) - < 
ui,k - - -ui,k+l+a' k = 0, ... , Ei 
a= 0, ... , q1 - 1 
there corresponds a pseudostate of L: of the form, 
k 
/Jf,k(t) = L [!3f.t8(k-l)(t)], k = 0, ... , Ci 
l=O 
with initial conditions of the form, 
i=1, ... , n+m-r 
,•(a)(O ) - R< 1-'i,k - - -,...,i,k+l+a, k = 0, , , , , Ei 
a= 0, ... , q1 -1 
which leads to a zero output of L:. i.e., 
y(t) = Op 
(7.2.30) 
(7.2.31) 
(7.2.32) 
(7.2.33) 
(7.2.34) 
where the vector terms iJj,k and uj,k constitute the invariant right index-direction vectors 
as defined in Theorem 7.2.6. 0 
7.3 Computation of the Invariant Direction Vectors 189 
7.3 Computation of the Invariant Direction Vectors 
The computation of the finite invariant zero-direction vectors, the infinite invariant zero-
direction vectors and the invariant right index-direction vectors associated with the Rosen-
brock system matrix P(s) E JK[sj(n+p)x(n+m) have been presented in Theorems 7.2.1, 7.2.3 
and 7.2.6 respectively. It is obvious that the construction of such direction vectors by hand 
would be extremely lengthy and error prone and it is therefore natural to apply these con-
struction techniques computationally due to the repetitive step-by step manner in which 
they are each defined. Subsequently in this section an original recursive algorithm will be 
presented for the construction of the following: 
1) The infinite invariant zeros of the system I: as defined in Theorem 7.2.3. 
2) The associated infinite invariant and infinite generalized invariant zero-direction vectors 
denoted by zJ:b and zf.'m respectively as defined in Theorem 7 .2.3. 
3) The invariant right indices of the system I: as defined in Theorem 7.2.6. 
4) The associated invariant right index-direction vectors denoted by z[,1 as defined in The-
orem 7.2.6. 
The algorithm does not consider the computation of the finite invariant zeros and corre-
sponding finite invariant zero-direction vectors as defined in Theorem 7.2.1. This is because 
the recursive construction of such vectors as in (7.2.4)-(7.2.7) is significantly different from 
the construction technique for the infinite invariant zero-direction vectors and invariant 
right index-direction vectors as in (7.2.13)-(7.2.16) and (7.2.25)-(7.2.26) respectively. The 
similar notation of these later two sets of vectors has made it possible to compute them 
both using a single algorithm. This is given in the following. 
Algorithm 7.3.1 (Computation of the infinite invariant zero-direction vectors and the 
invariant right index-direction vectors) 
The algorithm is based on Theorems 7.2.3 and 7.2.6 and in particular the constructions 
(7.2.15) and (7.2.26). Define the matrix P(s) E lK[sJ(n+p)x(n+mJ, rankJR[a[P(s) = r, to be 
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the Rosenbrock system matrix of the system I: as in (7.1.1) and consider the following 
step-by-step procedure: 
STEP 1: Check for an invariant right index of order '0' 
1.1) Define a vector Xo E IR(n+m) such that, 
Xo= 
Vo,l 
Vo,2 
Va,n+m 
(7.3.1) 
where the vector terms Vo,i E IR, i = 1, ... , n + m, are left initially unassigned. 
1.2) Check for an invariant right index of order '0'. Consider the 'diagonal condition', 
(7.3.2) 
where Xo is given in (7.3.1) and solve (7.3.2) for the vector Xo. 
1.3) If Xo = O(n+m) is the only vector which satisfies (7.3.2) then STOP: 3 no infinite 
invariant zeros or invariant right indices. 
Otherwise if Xo I' O(n+m) satisfies (7.3.2) then update Xo accordingly. Consider the 
further conditions, 
Pq,-!Xo = O(n+p) 
Pq1 -2Xo = O(n+p) 
PoXo = O(n+p) 
and solve (7.3.3) simultaneously for the vector Xo. 
(7.3.3) 
1.4) If Xo = O(n+m) is the only vector which satisfies (7.3.3) then RESULT: 3 no in-
variant right index of order '0'. Proceed to Step 2.1 with Xo updated to satisfy 
(7.3.2). 
Otherwise if Xo I' O(n+m) satisfies (7.3.3) then RESULT: 3 (at least) 1 invariant 
right index of order 'O'. If there is 1 independent term in the final vector Xo 
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then Xo itself defines the single invariant right index-direction vector. If there is more 
than 1 independent term in the final vector Xo then these need to be split out to 
form individual invariant right index-direction vectors. Proceed to Step 2.1 with all 
such independent terms in the final vector Xo set to zero and where Xo is updated to 
satisfy (7.3.2). 
STEP 2: Check for an invariant right index of order '1' 
2.1) Define a vector X1 E JR(n+m) such that, 
(7.3.4) 
where the vector terms V1 i E IR, i = 1, ... , n + m, are left initially unassigned. 
' 
2.2) Check for an invariant right index of order '1'. Consider the 'diagonal condition', 
(7.3.5) 
where Xo and X1 are given in (7.3.2) and (7.3.4) respectively and solve (7.3.5) for the 
vectors Xo and X1. 
2.3) If (7.3.5) is satisfied only by setting Xo = O(n+m) or X1 = O(n+m) then STOP: :3 no 
further infinite invariant zeros or invariant right indices. 
Otherwise if (7.3.5) is satisfied for Xo # O(n+m) and X1 # O(n+m) then update Xo 
and X1 accordingly. Consider the further conditions, 
PoXo + P1X1 = O(n+p) 
PoX1 = O(n+p) 
and solve (7.3.6) simultaneously for the vectors Xo and X1. 
(7.3.6) 
7.3 Computation of the Invariant Direction Vectors 192 
2.4 If (7.3.6) is satisfied only by setting Xo = O(n+m) or X1 = O(n+m) then RESULT: 3 
no invariant right index of order '1'. Proceed to Step 3 with Xo and X1 updated 
to satisfy (7.3.5). 
Otherwise if (7.3.6) is satisfied for Xo oft O(n+m) and X1 oft O(n+m) then RESULT: 3 
(at least) 1 invariant right index of order '1'. If there is 1 independent term 
in the final vector Xo then Xo and X1 define the single set of invariant right index-
direction vectors. If there is more than 1 independent term in the final vector Xo then 
these need to be split out to form the individual sets of invariant right index-direction 
vectors. Proceed to Step 3 with all such independent terms in the final vector Xo set 
to zero in both Xo and X1 where X 0 and X 1 satisfy (7.3.5). 
STEP 3: Check for an invariant right index of order '2', '3', ... , 'q1' 
3) Repeat Steps 2.1 to 2.4 repeatedly as required for the successive vectors X 2 , X 3 , ... , Xq1 
and check for invariant right indices of orders '2', '3', ... , 'q1' respectively. 
STEP 4: Check for an infinite invariant zero of order '1' and invariant right 
index of order 'q1 + 1' 
4.1) Define a vector Xq1+J E JR(n+m) such that, 
(7.3.7) 
where the vector terms Vq1 +l,i E lR, i = 1, ... , n +m, are left initially unassigned. 
4.2) Check for an infinite invariant zero of order '1'. Consider the 'diagonal condition', 
(7.3.8) 
where the vectors [x1, ... , Xq>+l] are given in the steps above. Solve (7.3.8) for the 
vector sequence [xJ, ... ,Xq1+J] and update [x0 , ... ,Xq1+1] accordingly. 
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4.3) If (7.3.8) is satisfied only by setting Xo = O(n+m) or ... or Xq1+! = D(n+m) then 
STOP: 3 (at least) 1 infinite invariant zero of order '1' as defined in Step 
4.3. No further right indices or infinite invariant zeros exist. 
Otherwise compare the vector Xo before and after its update according to (7.3.8). 
If any independent terms of Xo have been removed then RESULT: 3 (at least) 1 
infinite invariant zero of order '1'. If 1 independent term in Xo has been removed 
then [ X 0 , ... , Xqi+l] defines the single set of infinite invariant zero-direction vectors. 
If more than 1 independent term in Xo has been removed then these need to be split 
out to form the individual sets of infinite invariant zero-direction vectors. Proceed to 
Step 4.4 with all independent terms removed from Xo (in the update from Step 4.2) 
set to zero in [xo, ... , Xq1 +1]· 
4.4) If (7.3.8) is satisfied for Xo # D(n+m)> ... ,Xq1+1 # O(n+m) then check for an invariant 
right index of order 'q1 + 1 '. Consider the further conditions, 
PoXz + · · · + Pq,-!Xq1+! = O(n+p) 
PoXs + · · · + Pq1 -2Xq1 +1 = D(n+p) 
PoXq1 +1 = o(n+p) 
and solve (7.3.9) simultaneously for the vectors [x2, ... ,Xq1+t]· 
(7.3.9) 
4.5) If (7.3.9) is satisfied only by setting Xo = D(n+m) or ... or Xq1 +1 = O(n+m) then 
RESULT: 3 no invariant right index of order 'q1 + 1'. Proceed to Step 5 with 
[xo, ... ,Xq1+t] updated to satisfy (7.3.8). 
Otherwise if (7.3.9) is satisfied for Xo # D(n+m)> ... , Xq1+! # O(n+m) then RESULT: 
3 (at least) 1 invariant right index of order 'q1 + 1 '. If there is 1 independent 
term in the final vector Xo then [xo, ... , Xq1+t] defines the single set of invariant 
right index-direction vectors. If there is more than 1 independent term in the final 
vector Xo then these need to be split out to form individual sets of invariant right 
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index-direction vectors. Proceed to Step 5 with all independent terms in the final 
vector X 0 set to zero in [xo, ... , Xq1+1]· 
STEP 5: Check for an infinite invariant zero of order ;::: '2' and invariant right 
index of order ;::: 'q1 + 2' 
5) Repeat Steps 4.1 to 4.5 recursively to compute the vectors [Xq1+2, Xq1 +3, ... ] and check 
for infinite invariant zeros of orders '2', '3', ... , and invariant right indices of orders 
'q1 + 2', 'q1 + 3', ... , respectively. STOP when Xo = O(n+m)> i.e. there are no more 
independent terms in Xo. 0 
An alternative graphical representation of Algorithm 7.3.1. is given in Fig. 7.3.1. which 
illustrates more clearly the step-by-step and progressive nature of the algorithm. 
Algorithm 7.3.1 has been implemented in the symbolic computational language Maple 
(Heal et al. (15]) and is denoted by the direction command. This command follows the 
recursive steps given in the algorithm and is considered further in Chapter 8 and Appendix 
1 where it is a component of the linear systems package linsys. 
I Pq,-tXo+Pq,Xt=O 
YESt 
PoXt+PtX2+···+Pq,-tXq, = 0 
INTERMEDIATE 
STEPS HERE 
t 
I STEP q1+11 
ZERO 
ORDER 1 
NO 
PoXq,+PtXq,+t=O 
t 
INDEX 
ORDERql+l 
STEP q1+2 
ZERO 
ORDER2 
NO 
PoX2+PtXJ+···+P q, Xq,+2=0 
YESt 
PoXJ+···+P _1x +2=0 f q, 
INDEX 
ORDERql+2 
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In the following three distinct examples are presented which between them illustrate each 
distinct step of Algorithm 7 .3.1. These consider the cases where: there exist multiple infinite 
invariant zeros; there exist multiple invariant right indices; and there exists a combination 
of both infinite invariant zeros and invariant right indices. 
Example 7.3.2 (Multiple Infinite Invariant Zeros} Consider a system~ of the form (7.1.2) 
with Rosenbrock system matrix P( s) E JR3x3 represented by, 
1 s 83 
P(s) = 0 1 s2 = Po + P1s + Pzs2 + P3s3 (7.3.10) 
0 0 1 
where ql = 3 and, 
1 0 0 0 1 0 0 0 0 0 0 1 
Po= 0 1 0 'p! = 0 0 0 , P2= 0 0 1 'p3 = 0 0 0 (7.3.11) 
0 0 1 0 0 0 0 0 0 0 0 0 
From Lemma 3.3.6 the Smith-McMillan form at s = oo of P(s) denoted by SP(s) is given 
by, 
S'P(s) = 0 1 0 (7.3.12) 
s 
0 0 1 
s2 
indicating from Definition 3.3.7 that P(s) has 1 pole at s = oo or order '3' and 2 zeros 
at s = oo of orders '1' and '2' respectively. Clearly from (7.3.10) rankllisJP(s) = 3 and 
therefore P( s) contains no invariant right indices. 
STEP 1: Check for an invariant right index of order 'O' 
Define a vector Xo E JR3 such that, (Step 1.1) 
Vo,! 
Xo = Vo,2 
Vo,3 
(7.3.13) 
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and consider the 'diagonal condition', {Step 1.2) 
Vo,1 
P3Xo = 03 ==* Xo = Vo,2 
0 
As Xo # 03 (Step 1.3) consider the further conditions, 
P2Xo = 03 
P1X0 = 03 ==* Xo = 03 
PoXo = 03 
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(7.3.14) 
(7.3.15) 
which indicates {Step 1.4) that no index of order '0' exists. Therefore let Xo be as in 
(7.3.14). 
STEP 2: Check for an invariant right index of order '1' 
Define a vector X1 E IR3 such that, {Step 2.1) 
Vi,! 
X1 = v1,2 
Y1,3 
and consider the 'diagonal condition', {Step 2.2} 
Yo,I 
0 
As Xo # 03 and X1 # 03 (Step 2.3) consider the further conditions, 
P1Xo + P2X1 = 03 
P0Xo + P1X 1 = 03 ==* Xo = X1 = 03 
PoX1 = 03 
(7.3.16) 
(7.3.17) 
0 
(7.3.18) 
which indicates (Step 2.4) that no index of order '1' exists. Therefore let [xo, X1) be as 
in (7.3.17). 
- - ------~~~~~~--~~~~~~~~~~-
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STEP 3: Check for an invariant right index of order '2' 
Define a vector X 2 E JR3 such that, 
and consider the 'diagonal condition', 
lfo,I 
0 0 
As Xo i 03, X1 i 03 and X2 i 03 consider the further conditions, 
PoXo + P1X1 + P2X2 = 03 
V2,2 
-Vo,2 
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(7.3.19) 
(7.3.20) 
PoX1 + P1X2 = 03 ==> Xo = X1 = X2 = 03 (7.3.21) 
which indicate that no index of order '2' exists. Therefore let [ Xo, X1, X2] be as in 
(7.3.20). 
STEP 3: Check for an invariant right index of order '3' 
Define a vector X 3 E lR 3 such that, 
and consider the 'diagonal condition', 
V3,! 
X3 = V:!,2 
Vs,3 
Vo,J 
0 
V2,1 
'X3= 
-Vo,2 
(7.3.22) 
0 
V3,1 
V3,2 
-Vo,l- V1,2 
(7.3.23) 
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As Xo # 03, X1 # 03, Xz # 03 and X3 # 03 consider the further conditions, 
PoX!+ P1X2 + PzX3 = 03 
PoXz + P1X3 = 03 
PoX3 = 03 
199 
(7.3.24) 
which indicate that no index of order '3' exists. Therefore let [xo, X1, Xz, X3] be as in 
(7.3.23). 
STEP 4: Check for an infinite invariant zero of order '1' and invariant right 
index of order '4' 
Define a vector X 4 E JR3 such that, (Step 4.1) 
V4,! 
X4 = v4,z 
V4,3 
and consider the 'diagonal condition', {Step 4.2} 
0 
PoX!+ P1X2 + PzX3 + P3X4 = 03 ==> Xo = V0,2 
0 
(7.3.25) 
(7.3.26) 
Therefore (Step 4.3) by comparing Xo in (7.3.26) to that in (7.2.23) there exists an infinite 
invariant zero of order '1' corresponding to the term Vo,! of Xo with infinite invariant zero-
direction vectors given by, 
Vo,! V!,! Vz,! v3,! 
Xo= 0 'X!= V1,2 , Xz= Vz,z 'X3= V3,2 (7.3.27) 
0 0 0 -Vo,!- Y1,2 
It can be seen that the compatibility conditions (7.2.13) and (7.2.16) are satisfied where 
zJ:l = X;, i = 0, ... , 3, j = 1. The updated vector sequence [xo, X1, Xz, X3, X4] is 
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consequently given by, 
0 
Xo= Vr , XI= 0,2 
0 0 
(Step 4.4) 
PoX2 + P1X3 + P2X4 = 03 
V2,1 
-Vo,2 
V3,2 
-V1,2 
v4,1 
X4 = v4,2 
-VI,!- V2,2 
PoX3 + P1X4 = 03 ==> Xo = X1 = X2 = X3 = X4 = 03 
PoX4 = 03 
' 
200 
(7.3.28) 
(7.3.29) 
which indicates (Step 4.5) that no index of order '4' exists. Therefore let [xo, X1, X2, X3, 
x4] be as in (7.3.28). 
STEP 5: Check for an infinite invariant zero of order '2' and invariant right 
index of order '5' 
Define a vector X 5 E IR3 such that, 
and consider the 'diagonal condition', 
V5,1 
X5 = v5,2 
V5,3 
(7.3.30) 
(7.3.31) 
Therefore by comparing Xo in (7.3.31) to that in (7.2.28) there exists an infinite invariant 
zero of order '2' corresponding to the term Vo,2 of Xo with infinite invariant zero-direction 
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vectors given by, 
0 V1,1 V2,1 V3,1 
Xo= Vo,2 , X1= V1,2 , x2 = V2,2 , X3= V3,2 
0 0 -Vo,2 -V1,2 
(7.3.32) 
V4,1 
X4 = v4,2 
-V1,1- V2,2 
It can be seen that the compatibility conditions (7.2.13) and (7.2.16) are satisfied where 
zj,i =X;, i = 0, ... , 4, j = 2. Now stop (Step 5} as Xo = 03. D 
Example 7.3.3 (Multiple Invariant Right Indices) Consider a system E of the form (7.1.2) 
with Rosenbrock system matrix P( s) E JR3x6 represented by, 
1 s 0 0 0 0 
P(s) = 0 0 1 s 0 0 (7.3.33) 
0 0 0 1 s 1 
where, 
P(s) = Po + P1s (7.3.34) 
In (7.3.34) q1 = 1 and, 
1 0 0 0 0 0 0 1 0 0 0 0 
Po= 0 0 1 0 0 0 , pl = 0 0 0 1 0 0 (7.3.35) 
0 0 0 1 0 1 0 0 0 0 1 0 
From Lemma 3.3.6 the Smith-McMillan form at s = oo of P(s) denoted by S~s) is given 
by, 
8 0 0 0 0 0 
s~s) = 0 s 0 0 0 0 
0 0 s 0 0 0 
(7.3.36) 
indicating from Definition 3.3.7 that P(s) has 3 poles at s = oo each of order '1' and no 
zeros at 8 = oo. Clearly from (7.3.33) rankiR[sjP(8) = 3 and therefore P(s) contains 3 
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invariant right indices. Consequently in this example a minimal polynomial basis for the 
right null space of P( s) will be computed. 
STEP 1: Check for an invariant right index of order '0' 
Define a vector Xo E 1R6 such that, (Step 1.1) 
Yo,l 
Vo,2 
Xo= 
Va,a 
Va,4 
Vo,s 
Vo,6 
and consider the 'diagonal condition', (Step 1.2) 
Vo,l 
0 
Vo,a 
0 
0 
Vo,6 
As Xo # 06 (Step 1.3) consider the further conditions, 
PoXo = Oa ==> Xo = 06 
(7.3.37) 
(7.3.38) 
(7.3.39) 
which indicates (Step 1.4) that no index of order '0' exists. Therefore let Xo be as in 
(7.3.38). 
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STEP 2: Check for an invariant right index of order '1' 
Define a vector X1 E JR6 such that, (Step 2.1) 
V1,1 
V:i.,2 
Xt= 
Vt,3 
. Vt,4 
V1,s 
V1,6 
and consider the 'diagonal condition', (Step 2.2) 
Vo,I VI,! 
0 
-Vo,I 
PoXo+P1X1 = 03 = Xo = 
Vo,3 
'XI= 
Vt,3 
0 
-Vo,3 
0 
-Vo,6 
Vo,6 V:i.,6 
As Xo # 06 and X1 # 06 (Step 2.3) consider the further conditions, 
Vo,I 0 
0 
-Vo,I 
Vo,3 0 
P0X 1 = 03 = Xo = 'XI= 
0 -Vo,3 
0 -Vo,6 
Vo,6 Vo,3 
203 
(7.3.40) 
(7.3.41) 
(7.3.42) 
which indicates (Step 2.4) that 3 invariant right indices each of order '1' exist corresponding 
to the terms Vo,I, Vo,3 and Vo,6 of Xo. The corresponding sets of invariant right index-
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direction vectors are given by, 
Vo,I 0 0 0 
0 -Vo,I 0 0 
0 0 Vo,3 0 
Xo= 'XI= 'Xo= 'XI= (7.3.43) 
0 0 0 -Vo,3 
0 0 0 0 
0 0 0 0 
Index A Index B 
0 0 
0 0 
0 0 
Xo= 'XI= 
0 0 
0 -Vo,6 
Vo,6 0 
Index C 
Now stop {Step 5} as Xo = 05. 
Consider U(s) E JR.[s] 6X3 to be a minimal polynomial basis of the right null space of 
P(s) as given in (7.2.22) and represented by, 
(7.3.44) 
where ui(s) E JR.[s]6 , i = 1, ... ,3, ranklR[sJU(s) = 3. Clearly as all three invariant right 
indices of P(s) are of order '1' then ui(s), i = 1, ... , 3, will take the form, 
u·(s) = u· 0 + u 1s t t, t, (7.3.45) 
whereby from (7.2.29), 
i) u 1,0 = X1 of Index A, u1,1 = Xo of Index A 
ii) u 2,o = X1 of Index B, ii2,1 = Xo of Index B 
iii) U3,0 = X1 of Index C, ii3,1 = Xo of Index C 
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Therefore a minimal polynomial basis of the right null space of P(s) represented by U(s) 
in (7.3.44) is given by, 
s 0 0 
-1 0 0 
U(s) = [ii!(s), u2(s), u3(s)] = 0 s 0 (7.3.46) 
0 -1 0 
0 0 -1 
0 1 s 
0 
Example 7.3.4 (Combination of Infinite Invariant Zero and Invariant Right Index) Con-
sider a system E of the form (7.1.2) with Rosenbrock system matrix P( s) E JR3 x 3 represented 
by, 
1 83 s+1 
P(s) = 0 s+1 0 (7.3.47) 
s 84 s2 + s 
where, 
P(s) = Po + P1s + P2s2 + P3s3 + P4s4 (7.3.48) 
In (7.3.48) q1 = 4 and, 
1 0 1 0 0 1 0 0 0 
Po = 0 1 0 , PI= 0 1 0 , p2 = 0 0 0 
0 0 0 1 0 1 0 0 1 
(7.3.49) 
0 1 0 0 0 0 
p3 = 0 0 0 , p4 = 0 0 0 
0 0 0 0 1 0 
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From Lemma 3.3.6 the Smith-McMil!an form at s == oo of P(s) denoted by SPr_s) is given 
by, 
84 0 0 
S'P(s) = 1 (7.3.50) 0 - 0 
s 
0 0 0 
indicating from Definition 3.3.7 that P(s) has 1 pole at s = oo or order '4' and 1 zero at 
s = oo of order '1'. Clearly from (7.3.47) rankiR[sjP(s) = 2 and therefore P(s) contains 1 
invariant right index. As in Example 7 .3.3 a minimal polynomial basis for the right null 
space of P( s) will be computed. 
STEP 1: Check for an invariant right index of order 'O' 
Define a vector Xo E IR3 such that, (Step 1.1) 
Vo,l 
Xo = Vo,2 
Vo,3 
and consider the 'diagonal condition', {Step 1.2) 
Vo,l 
0 
Vo,3 
As Xo of 03 {Step 1.3) consider the further conditions, 
(7.3.51) 
(7.3.52) 
(7.3.53) 
which indicates {Step 1.4) that no index of order '0' exists. Therefore let Xo be as in 
(7.3.52). 
7.3 Computation of the Invariant Direction Vectors 
STEP 2: Check for an invariant right index of order '1' 
Define a vector X1 E IR3 such that, (Step 2.1) 
v1,1 
X1 = V1,2 
v1,3 
and consider the 'diagonal condition', (Step 2.2) 
Yo,l 
0 
Vo,3 
As Xo # 03 and X1 # 03 (Step 2.3) consider the further conditions, 
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(7.3.54) 
0 (7.3.55) 
which indicates (Step 2.4) that au invariaut right index of order '1' exists corresponding to 
the term Vo,1 of Xo. The corresponding set of invariant right index-direction vectors are 
given by (7.3.56) and the subsequent updated vectors Xo and X1 are given by, 
Xo= 
0 
0 
Vo,3 
, xl = 
V1,1 
0 
V1,3 
STEP 3: Check for an invariant right index of order '2' 
Define a vector X2 E IR3 such that, 
V2,1 
X2 = V2,2 
V2,3 
(7.3.57) 
(7.3.58) 
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and consider the 'diagonal condition', 
0 
0 
Vo,a 
lli,l 
0 
lli,a 
V2,1 
'X2 = -Vo,3 
V2,3 
As Xo # 03, X1 # Oa and X2 # 03 consider the further conditions, 
P1Xo + P2X1 + P3X2 = 03 
PoXo + P1X1 + P2X2 = 03 
PoX1 + P1X2 = 03 
PoX2 = 03 
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(7.3.59) 
(7.3.60) 
which indicate that no index of order '2' exists. Therefore let [xo, X 1, X2] be as in 
(7.3.59). 
STEP 3: Check for an invariant right index of order '3' 
Define a vector X 3 E JR3 such that, 
and consider the 'diagonal condition', 
V3,1 
X3 = Va,2 
V3,3 
0 
0 
Vo,3 
(7.3.61) 
0 
X2 = -Vo,3 , X3 = -Vo,3- Y1,3 
(7.3.62) 
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As Xo # 03, X1 # 03, X2 # 03 and X3 # 03 consider the further conditions, 
PoXo + P1X1 + P2X2 + P3X3 = 03 
PoX1 + P1X2 + P2X3 = 03 
PoX2 + P1X3 = 03 
PoX3 = 03 
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(7.3.63) 
which indicate that no index of order '3' exists. Therefore let [xo, X1o X2, X3] be as in 
(7.3.62). 
STEP 3: Check for an invariant right index of order '4' 
Define a vector X 4 E JR3 such that, 
1-4,1 
and consider the 'diagonal condition', 
0 
0 
Vo3 
' 
V3,3 "'4,3 
(7.3.64) 
0 
(7.3.65) 
As Xo # 03, X1 # 03, X2 # 03, X3 # 03 and X4 # 03 consider the further conditions, 
PoX1 + P1X2 + P2X3 + P3X4 = 03 
PoX2 + P1X3 + P2X4 = 03 
PoX3 + P1X4 = 03 
==>Xo=03 (7.3.66) 
which indicate that no index of order '4' exists. Therefore let [xo, X1, X2, X3, X4] be 
as in (7.3.65). 
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STEP 4: Check for an infinite invariant zero of order '1' and invariant right 
index of order '5' 
Define a vector X5 E !R3 such that, {Step 4.1) 
Vs,! 
Xs = Vs,2 
Vs,3 
and consider the 'diagonal condition', {Step 4.2) 
(7.3.67) 
(7.3.68) 
Therefore (Step 4.3) by comparing Xo in (7.3.68) to that in (7.3.65) there exists an infinite 
invariant zero of order '1' corresponding to the term Vo,3 of Xo with infinite invariant zero-
direction vectors given by, 
Xo= 
0 
0 
Vo,3 
0 
V2,1 Vs,! 
, X2 = -Vo,3 , X3 = -Vo,3- V1,3 
V2,3 V3,3 
1.-'4,! 
X4 = - V1,1 - V1,3 - V2,3 
1.-'4,3 
(7.3.69) 
It can be seen that the compatibility conditions (7.2.13) and (7.2.16) are satisfied where 
zj,i =X;, i = 0, ... , 4, j = 1. Now stop (Step 5) as Xo = 03. 
The invariant right index-direction vectors (7.3.56) correspond to a invariant right index 
of order '1'. Consequently a minimal polynomial basis of the right null space of P(s) denoted 
by U( s) E IR[sfx 1 is given by, 
1+s 
0 
-1 
which is seen by following the same procedure as given in (7.3.44)-(7.3.46). 
(7.3.70) 
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7.4 Conclusions 
In this Chapter the invariant zero-direction vectors, infinite invariant zero-direction vectors 
and invariant right index-direction vectors associated with the Rosenbrock system matrix 
P(s) E JR[s]<n+p)x(n+m) have been defined. These have numerous applications in linear 
systems and among them the solution to the general output zeroing problem associated 
with the Polynomial Matrix Description (7.1.1) has been highlighted through the work of 
Karcanias et al. [38] and Karampetakis et al. [31]. 
The main contribution of this Chapter is given in Section 7.3 where a step-by-step 
algorithm is presented for the computation of the infinite invariant zero-direction vectors 
and invariant right index-direction vectors of P(s). It was noted that these vectors can 
be computed using a single algorithm due to their computational structures (7.2.15) and 
(7.2.26) being similar. This is in contrast to the computational structure (7.2.6) used to 
define the finite invariant zero-direction vectors for which an analogous algorithm to that 
presented in Section 7.3 could be developed. 
The step-by-step nature of the algorithm has been shown by considering three examples 
which exhibit varying infinite zero and right index properties. Between them these three 
examples illustrate each key step involved in the algorithm. 
Finally the algorithm has also been implemented in the symbolic computational package 
Maple (Heal et al. [15]) and is denoted by the command direction. This is considered 
further in Chapter 8 and in Appendix 1 along with the developed linear systems package 
linsys. 
CHAPTER 8 
MAPLE & THE LINEAR 
SYSTEMS PACKAGE 
LINSYS 
8.1 Introduction 
The manual analysis of extensive numerical problems is generally both time consuming 
and error prone. Although these issues can be minimised by performing the intermediary 
numerical steps by computer exact solutions to certain numerical problems are still not 
possible. This is because, as computers have only finite capabilities, calculations can only 
be carried out to a limited precision resulting in rounding errors which ultimately affect 
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the final results. Furthermore an exact solution to a problem may only be able to be 
approximated by numerical techniques. 
For these reasons computer algebra systems which can manipulate both symbolic and 
numerical expressions have been developed which emulate the methods used in handwritten 
computations. In conventional mathematical packages numerical values are required for all 
variables which are defined. In computer algebra packages however this requirement does 
not hold and instead the underlying symbols and expressions can be manipulated symbol-
ically to obtain exact analytical solutions. Such system packages can be separated into 
low-range packages such as DERIVE, medium-range packages such as Macsyma, Mathe-
matica (Wolfram [85]), MATLAB, Mathcad, Maple V (Heal et al. [15]) and REDUCE 
(Hearn [16]), and high-range packages such as AXIOM and MuPAD. In general their main 
advantages lie in the following. 
i) Variables can be stored in an 'exact' form, i.e. 1/3 as opposed to 0.3333 .... , resulting in no 
loss of accuracy during a calculation. Additionally variables can be left 'unassigned', 
i.e. without holding any numerical value, which enables polynomial operations to be 
defined, say, in an indeterminate s. 
ii) Inherent system commands and packages exist which cover both generic and specialised 
mathematical topics. For example in Maple the linalg package consists of a set of 
commands that have been developed for use specifically in linear algebra. 
iii) Comprehensive inherent high-level programming languages exist which allow custom 
functions and applications to be developed. For example over 90% of the commands 
in the Maple language are written in its own high-level procedural language which 
enables them to be implemented in any new commands written. 
iv) Graphical routines exist for visualising complicated mathematical information. 
v) Results and commands can be exported into other programming languages such as C 
or FORTRAN. This is useful if the developed numerical algorithm runs faster as a 
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native C or FORTRAN program. Furthermore workstation sessions can generally be 
exported to typesetting languages such as Ib-'IE;X. 
vi) Both symbolic and numeric routines exist which can be used depending on the type of 
solution required and on any restrictions applied, i.e. time constraints. Also numerical 
algorithms exist which can be used to solve problems where there is no exact solution. 
vii) The systems can generally be accessed through a worksheet based Graphical User 
Interface (GUI). 
In the following the symbolic computer algebra system Maple is considered and is shown 
to encompass the results and theory seen in the previous Chapters. It is emphasised that 
any one of the alternative computer algebra systems above could of been considered and 
that Maple was used primarily for its accessibility and ease of use. 
As is true of other available computer algebra systems Maple understandably does not 
contain commands for use in specialised areas of mathematics such as linear systems and 
control theory. However it can be used to develop such commands firstly by virtue of 
its inherent procedural programming language and secondly by treating existing Maple 
commands as 'building-blocks' from which any required bespoke command can be built. An 
added benefit of Maple is that its inherent commands are written in its own programming 
language and subsequently can be viewed, changed and analysed. For these reasons the 
Maple language has been designed so that 'add-on' packages can easily be created and 
with them specific Maple libraries. Indeed help files can also be associated with these 
'add-on' packages and associated commands. Much work has been done recently on the 
development of specialised mathematical packages in Maple which have concentrated on: 
the analysis of state-space systems ( Ogunye et al. [58], [59]); nonlinear dynamics (Forsman 
[8]); neural networks (Tsang [77]); diophantine equations (Tzekis et al. [78]); the analysis 
and computation of generalised inverses (Jones et al. [20], [22], [23]); and analysis and 
solution of ARMA-Representations (Jones et al. [19], Karampetakis et al. [33], [35]). 
In this Chapter a comprehensive linear systems package termed linsys (see Jones et 
- - ·- - - - ----------------------------
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al. (18], Karampetakis et al. (34]) is presented which extends Maple's inherent linear 
algebra package linalg. In Section 8.2 the corresponding Maple system and specifically 
the Maple language is considered in more detail and the statement, expression and procedure 
types which are the basis of the system are defined. These are used in Section 8.3 where 
the linsys package, the subsequent sub-packages linstruct, linrep and linsol and 
the corresponding individual Maple commands are considered. The Maple code is left to 
Appendix 1. 
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8.2 Maple: A Symbolic Computational Language 
Maple at its simplest level is defined to be 'a computer environment for doing mathematics' 
(Redfern [68]) or more generally 'an integrated symbolic, numeric, graphical and program-
ming system'. It was developed by the University of Waterloo, Canada in 1980 and was in 
response to a need for a compact, flexible, portable and efficient computer algebra system 
that could be used by engineers and scientists worldwide. There exists comprehensive doc-
umentation on the Maple package and the reader is referred to Heal et al. [15], Monagan 
et al. [56], Redfern [68] and Heck [17]. 
Similar to the other mainstream packages Maple is comprised of three main components: 
i) The Kernel. This is the 'mathematical engine' of Maple and contains the set of routines 
upon which the system is based. These routines include the Maple language inter-
preter, algorithms for numerical calculations and routines to display results. These 
routines are written and compiled in highly optimised C code and constitute approx-
imately 10% of the total system size. The kernel is loaded at the commencement of 
every Maple session and is where the majority of the system computations are done. 
The kernel is the same for all machines. 
ii) The Library. The remaining 90% of the systems mathematical commands are stored in 
the Maple library and are written in Maple's own procedural programming language. · 
The Maple library is divided into three parts namely the main library, the miscella-
neous library and a set of packages. The main library consists of the most frequently 
used Maple commands, apart from those which reside in the kernel, and are loaded 
directly upon being called. The miscellaneous library consists of the less frequently 
used commands and must be explicitly loaded (Heal et al. [15]). Finally each package 
in Maple, of which there are currently 31, consists of a group of related commands. 
The commands relating to a specific package are generally read into a Maple session 
as a whole. The Maple library is again the same for all machines. 
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iii) The Interface. This is Maples' 'front-end' and determines to a great extent the level of 
interaction between the user and the Maple commands and procedures. The interface 
is different for each machine and typically takes advantage of the graphical capabilities 
available 
The Maple language and its syntax is now considered in more detail. It is noted that 
all Maple expressions and syntax will be displayed in the typewriter font for clarity. 
i) The Maple character set consists of letters, digits and special characters. These are the 
52 letters 'a-z' and 'A-Z', the 10 digits '0-9', and 32 special characters. 
ii) A name in Maple consists of a letter followed by zero or more letters, digits and under-
scores. Names are case sensitive. 
iii) A string in Maple in its simplest form consists of a sequence of letters, digits and 
underscores which does not start with a digit. All names are strings. A string can 
also be formed by surrounding a sequence of characters in back quotes. 
iv) There are 32 reserved words in Maple which cannot be assigned to names or strings. 
Also names or strings beginning with an underscore should be avoided as these are 
used for internal use only. A reserved word enclosed in back quotes becomes a valid 
string where the back quotes are suppressed. 
v) Forward quotes are used in delaying the evaluation of expressions while backward quotes 
are used in forming strings. 
vi) The semicolon and colon are used as statement separators. The distinction between the 
two is that a colon suppresses the output from being displayed during an interactive 
session. 
vii) There are 4 escape characters: '?' which accesses Maple's help facility; '#' which treats 
characters following it as comments; ' ! ' which passes the remainder of the line as a 
command to the host operating system; and '\'which is used to continue expressions 
across multiple lines. 
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Three main components of the Maple language namely statements, expressions and 
procedures are now considered. Throughout: name denotes a name variable; string denotes 
a string variable; natural denotes a natural integer; stat denotes any statement; and expr 
denotes any expression. A corresponding sequence is denoted by the post-fixing of seq to 
any of the above terms. 
8.2.1 Maple Statements 
There are eight statement types in Maple which define the structure of the Maple language. 
1. Assignment Statement. This has the syntax 'name : = expr ; ' and assigns the name 
variable name to the value of the expression expr. The assignment operator ': =' is 
different to the equation operator '=' (Heal et al. [15]). 
2. Selection Statement. This takes one of the four syntax forms: 
if expr then statseq fi; 
if expr then statseq else statseq fi; 
if expr then statseq elif expr then statseq fi; 
if expr then statseq elif expr then statseq else statseq fi; 
where 'elif expr then statseq' can appear more than once. The construct 'elif expr 
then statseq' has the same syntax as the construct 'else if expr then statseq' but 
only requires one closing 'f i'. 
3. Repetition Statement. This takes one of the two syntax forms: 
for name from expr by expr to expr Yhile expr do statseq od; 
for name in expr Yhile expr do statseq od; 
In the first syntax any of the clauses 'for name', 'from expr', 'by expr', 'to expr' or 
'Yhile expr' may be omitted. The default values for the clauses 'from', 'by', 'to' and 
'Yhile' are 1, 1, 'infinity' and 'true' respectively. There are two additional loop 
constructs within the Maple language namely. 
break: Causes Maple to exit from the innermost repetition statement within which it 
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occurs. Execution then proceeds with the first statement following this repetition 
statement. 
next: Causes Maple to immediately proceed with the next iteration. 
4. read Statement. This has the syntax 'read filename ; ' and causes Maple to read the 
file filename into the Maple session. The file must be either a Maple internal format 
file, i.e. a ' . m' file (Heal et al. [15]), or a plain text file. 
5. save Statement. This has the syntax 'save filename ; ' and causes Maple to save the 
current session into the file file name. If filename ends with '.m' then Maple saves the 
file in its internal format or otherwise as a plain text file. 
6. quit Statement. Terminates the current Maple session. 
7. Empty Statement. This represents the null or blank statement. 
8. Expressions. These will be considered separately in the following subsection 
8.2.2 Maple Expressions 
Expressions are the fundamental entities of the Maple language and in their simplest form 
consist of a single value or string. Types of expressions include constants, variable names 
and strings, formulae, sets, lists, boolean expressions and arrays and are considered further 
below. 
1. Names and Strings. These were considered in Section 8.2.1. Additionally a name 
variable name can also be formed using the concatenation operator ' . ' in one of the 
three forms: 'name . naturar, 'name . string' or 'name . ( expr) '. The concatenation 
operator is a binary operator which requires a name variable as its left operand. If the 
right operand evaluates to an integer or a string then the result of the concatenation 
is a name. Another form of a name variable, in addition to strings, is the indexed 
name which has the form 'name [ exprseq ] '. As an indexed name is a valid name 
variable itself, there can be a succession of subscripts associated with it. For example 
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defining the indexed name B [1, 3] does not necessarily imply that B is an array as 
in some languages. If B does evaluate to an array however then B [1, 3] refers to the 
element (1,3) of that array. 
2. Expression Sequences. These are defined to be one or more Maple expressions sepa-
rated by commas and of the form 'expr_l , expr_2 , . . . , expr_n'. 
3. Sets and Lists. A set is an expression of the form ' { exprseq } ' while a list is an 
expression of the form ' [ exprseq ] '. As the expression sequence exprseq may be 
empty so { } and [ ] are defined to be the empty set and empty list respectively. 
The primary difference between a set and a list is that a set is an unordered sequence 
of unique expressions while a list is an ordered sequence of expressions where any 
duplicate entries are retained, e.g. given a sequence L:= 2,4,3,4,4,1; then {L}; 
may result in {2, 1,3,4} while [ L ] ; would result in [ 2,4,3,4,4, 1]. 
4. Selection Operator. This has the syntax 'name [ exprseq]' or 'op( exprseq , name 
) '. In the first case if name evaluates to a table or array then Maple returns that 
table or array entry. If name evaluates to a list, set or expression sequence and 
exprseq evaluates to an integer, a range, or NULL then Maple performs a corresponding 
selection operation. In the second case name must evaluate to a list or set. 
5. Ranges. In Maple the ellipsis operator is used to form ranges and possesses the syntax 
'expr 1 . . expr2'. The operator ' .. ' can be specified by using 2 or more consecutive 
periods. Ranges can be used to extract a sequence of operands from an expression 
and can be used in conjunction with the concatenation operator to form an expression 
sequence, e.g. op(1. .3,c); would extract the first 3 operands of the expression c 
while x. (1. .5); would result in the expression sequence x1, x2, x3, x4, x5 being 
formed. 
6. Arrays and Tables. In Maple these data types are used for representing data in tables. 
The array data type is a specialisation of the table data type in that an array has 
specified dimensions with each dimension being an integer range. 
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7. U nevaluated Expressions. An expression expr enclosed in a pair of single forward 
quotes '' expr ';' is defined an unevaluated expression. The effect of evaluating a 
quoted expression is to strip off one level of quotes, e.g. the statements a:= 1; and 
x:= 'a' + b; result in a:= 1 and x:= a + b where the value of a has not been 
substituted into x. Unevaluation is also used to unassign or clear a name variable 
name which has previously carried an assigned value. This is done via the syntax 
'evaln(name)' or 'name:== 'name';'. 
8.2.3 Maple Procedures 
The proc commands defines procedures in Maple. A Maple procedure definition has the 
general syntax: 
proc ( nameseq_l ) ; 
local nameseq ; 
global nameseq ; 
options nameseq ; 
description nameseq ; 
statseq 
end; 
where the formal parameters nameseq_l along with the clauses local, global, options and 
descriptions may be omitted. A procedure is executed or invoked by the syntax 'name 
( argseq ) ; ' where argseq denotes the argument sequence. Maple first evaluates name and 
then forms the actual parameter sequence exprseq from the argument sequence. This is 
required if any of the calling arguments in argseq evaluate to sequences themselves. Maple 
then substitutes the actual parameters exprseq for the formal parameters nameseq_l and 
executes the statements statseq in the body of the procedure sequentially. 
It is possible that the number of actual parameters may be different to the number of 
formal parameters. If too few actual parameters are specified then an error will only occur 
if the missing formal parameter is referenced in the body of the procedure during execution. 
Any additional actual parameters that are specified are ignored by Maple. 
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Several aspects of Maple procedures are now considered. 
1. Local and Global Variables. In the general procedure syntax above it is possible to 
declare variables to be either local to that procedure or global. Variables which are 
declared to be local in different procedures are considered by Maple to be different 
variables even if they have the same name. Variables outside of procedures are declared 
as global. 
2. Argument Sequences. In a procedure the following names can be accessed: 
args: denotes the actual parameter sequence exprseq. Consequently args [i] returns 
the ith parameter passed to the procedure. 
nargs: denotes the number of arguments passed to the procedure. 
procname: denotes the procedure name. 
3. Procedure Return. The value returned from a procedure is in general the value of 
the last executed statement in the body of the procedure. However there are three 
other types of return possible: 
Parameter Return. The value returned from a procedure is via a parameter. 
Once an assignment has been made to a parameter that parameter should not 
be referenced again. 
Explicit Return. This occurs when the RETURN command is invoked and has the 
syntax 'RETURN ( exprseq ) ; '. The RETURN command causes an immediate exit 
from the procedure with exprseq becoming the value returned from it. 
Error Return. This occurs when the ERROR command is invoked. This has the 
syntax 'ERROR( exprseq ) ; ' and causes an immediate exit from the procedure. 
The error message 'Error, (in procname ) , exprseq' is subsequently printed. 
4. Saving and Reading Procedures. These have the same format as given in Section 
8.2.1. Consider a text file number which contains a Maple procedure which can be 
read into a Maple session via 'read number ; ' and subsequently saved in Maple's 
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internal format via 'save 'number. m' ; '. It can now be read into any future Maple 
session via 'read 'number. m' ; ' which is generally faster to import than a plain text 
file. Alternatively a procedure can be copied from any available text editor and simply 
pasted into the Maple session. 
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8.3 The Linear Systems Package linsys 
In was seen in Section 8.2 that the Maple library can be divided into a main library, a mis-
cellaneous library and a set of packages. Packages in Maple consist of a number of related 
commands which have been grouped together. Such packages include student which con-
sists of commands for calculus, numtheory which consists of commands for classical number 
theory and linalg which consists of commands for linear algebra and matrix manipulation. 
Commands from packages can be invoked in Maple in one of three ways: 
i) Use the package name and the desired command via the syntax 'package [ cmd ] ( ... 
) ; '. 
ii) Load all commands from a package via the syntax 'yith( package);' from which the 
required command can be invoked using 'cmd ( ... ) ; '. 
iii) Load a single command from a package via the syntax 'Yith( package , cmd);' from 
which the required command can be invoked using 'cmd ( ... ) ; '. 
Maple has been designed so that 'add-on' packages can easily be created and by config-
uring the host Maple system each 'add-on' package can be invoked identically to an inherent 
Maple package by using any of the three approaches above. This process is considered in 
detail in Heal et al. [15]. With this in mind the development of a package of commands for 
use in linear systems is now presented termed the linsys package. The package currently 
consists of 56 Maple commands which are split into the following three sub-packages: 
1. The System Structures Package !instruct. This consists of Maple commands for 
determining the finite and infinite structure and properties of a linear system. 
2. The System Representations Package linrep. This consists of Maple commands 
for determining alternative and equivalent representations of a linear system. 
3. The System Solutions Package linsol. This consists of Maple commands for ob-
taining solutions to a linear system. 
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The host system can be configured to invoke the linsys package and in particular the 
linsys command cmd as follows: 
>with(linsys); 
[ARSOLVE, BACK, BACKADMISS, BACKSYM, BOSred, Backlaur, COMSOLVE, 
DIFFPOW, DNsep, Dcolprop, Drowprop, FORADMISS, FORSYM, 
FORWARD, Forlaur, GINVERSE, GINVcomp, HOCcol, HOCrow, HPOW, 
!DEN, LMFD, LMFDrowred, MATCH, MATEXP, MATPOLY, 
MATSEP, MINORS, MINrat, MINrealpoly, NDsep, PLINSOLVE, POS, 
PenEquiv, RMFD, RMFDcolred, SOLBACK, SOLBACKSYM, 
SOLFOR, SOLFORSYM, SOLSYM, SYMADMISS, SYMMETRIC, 
SmRatinf, VAR, VRED, colprop, consolve, direction, linindcols, linindrows, 
realpoly, realprop, rowprop, smithinf, smithmillan] 
>cmd( .. ); 
which indicate that the linsys commands have been loaded into the Maple session. A 
description of these 56 commands are given below. The three independent sub-packages 
!instruct, linrep and linsol have been designed so that they can run independently of 
each other in case of space or memory restrictions. For this reason several of the commands 
in the !instruct package have also been duplicated in the linrep and linsol packages. 
It should also be noted that the linsys package is highly dependent on the inherent Maple 
package linalg. For this reason the linalg package should always be loaded into the 
Maple session before invoking the linsys package or any of its three sub-packages. The 
Maple code associated with each command contained within the linsys package is given 
in Appendix 1. 
8.3.1 The System Structures Package !instruct 
The !instruct package consists of 25 individual commands. The host system can be 
configured to invoke the !instruct package and in particular the !instruct command 
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cmd as follows: 
> with(linstruct); 
[Backlaur, DIFFPOW, Dcolprop, Drowprop, Forlaur, GINVERSE, 
GINVcomp, HOCcol, HOCrow, HPOW, !DEN, MATEXP, 
MATPOLY, MATSEP, MINORS, MINrat, POS, SmRatinf, VAR, 
col prop, linindcols, linindrows, rowprop, smithinf, smithmillan] 
>cmd( .. ); 
A description of the linstruct commands are given as follows. 
(STl) The Backlaur command 
Syntax: Backlaur ( A, q ) ; 
Parameters: A- (matrix) A polynomial matrix in the indeterminate s 
q- (integer) Final degree of expansion 
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Returns the backward fundamental matrix sequence of a non-singular polynomial matrix 
A(s) E IR[s]"xr, rankiR[sJA(s) = r. This is the sequence of matrices V; E !Rrxr, i 2': -1, which 
constitutes the Laurent series expansion of A(s)-1 about s = 0 as given in (5.2.2). Returns 
the matrix sequence in the list form [ V_t, V-t+l, ... , Vq- 1. Vq] where -I :::; q. 
(ST2) The DIFFPOW command 
Syntax: DIFFPOW( A,n,m); 
Parameters: A- (matrix) A rational matrix in the indeterminate s 
n- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Returns the greatest difference in degree between the numerator and denominator of 
each element of a rational matrix A(s) E IR(s)nxm. 
(ST3) The Dcolprop command 
Syntax: Dcolprop( DN,' U '); 
Parameters: DN- (matrix) A polynomial matrix in the indeterminate s 
U- (optional) Parameter 
8.3 The Linear Systems Package linsys 227 
Consider a rational matrix G(s) E lR(s)mxn written in the right matrix fraction de-
scription (MFD) form G(s) = N(s)D(s)-1 as in (3.2.18) where N(s) E lR[s]mxn and 
D(s) E lR[s]nxn. This command inputs the matrix DN(s) E JR[s](n+m)xn where, 
DN(s) = [ D(s) ] 
N(s) 
(8.3.1) 
and checks whether the matrix D(s) is column reduced according to Definition 3.2.12. If it 
is not then unimodular column operations are performed on the matrix DN(s) until this is 
true. The matrix DN(s) E lR[sJ(n+m)xn is subsequently returned where, 
DN(s) = [ ~(s) ] = [ D(s) ] T(s) 
N(s) N(s) 
(8.3.2) 
and D( s) is column reduced. If the optional parameter U is included then this is assigned 
the unimodular matrix T(s) E lR[s]nxn as in (8.3.2). 
(ST4) The Drowprop command 
Syntax: Drowprop ( DN, ' U '); 
Parameters: DN- (matrix) A polynomial matrix in the indeterminate s 
U- (optional) Parameter 
Consider a rational matrix G(s) E JR(s)mxn and let this be written in the left MFD 
form G(s) = D(s)-1 N(s) as in (3.2.18) where D(s) E lR[s]mxm and N(s) E lR[s]mxn. This 
command inputs the matrix DN(s) E lR[s]mx(m+n) where, 
DN(s) = [ D(s) N(s) ] (8.3.3) 
and checks whether the matrix D(s) is row reduced according to Definition 3.2.12. If it is 
not then unimodular row operations are performed on the matrix DN(s) until this is true. 
The matrix DN(s) E JR[s]mx(m+n) is subsequently returned where, 
DN(s) = [ iJ(s) N(s) ] = T(s) [ D(s) N(s) ] (8.3.4) 
and D(s) is row reduced. If the optional parameter Uis included then this is assigned the 
unimodular matrix T(s) E lR[s]mxm as in (8.3.4). 
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(ST5) The Forlaur command 
Syntax: Forlaur( A, q); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Final degree of expansion 
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Returns the forward fundamental matrix sequence of a non-singular polynomial matrix 
A(s) E JR[s]"xr, ranklll[sjA(s) = r. This is the sequence of matrices Hi E lRrxr, i ~<Jr. which 
constitutes the Laurent series expansion of A(s)-1 about s = oo as given in (5.2.1). Returns 
the matrix sequence in the list form [H-q, H-q+b ... , Hfir-1' Hfir J where -q ~ <ir· 
(ST6) The GINVERSE command 
Syntax: GINVERSE( A ) ; 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
Returns the generalised inverse A(s)t E JR(s)mxn of a rational matrix A(s) E JR(s)nxm 
according to Algorithm 6.3.2. In this case s is considered to be an indeterminate. 
(ST7) The GINVcomp command 
Syntax: GINVcomp( A, 'q '); 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
q- (optional) Parameter 
Returns the generalised inverse A(s)t E IR(s)mxn of a rational matrix A(s) E JR(s)nxm 
according to Algorithm 6.3.2 where s E R If the optional parameter q is included then this 
is assigned the list [si,A(si)t] where Si EA is defined in Algorithm 6.3.2. 
(ST8) The HOCcol command 
Syntax: HOCcol ( A, p, m ) ; 
Parameters: A- (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Returns the high order column coefficient matrix of a polynomial matrix A(s) E JR[s]pxm 
according to Definition 3.2.11. 
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(ST9) The HOCroY command 
Syntax: HOCroY ( A, p, m ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Returns the high order row coefficient matrix of a polynomial matrix A(s) E R[s)PXm 
according to Definition 3.2.11. 
(STlO) The HPOW command 
Syntax: HPOW( A ,p, m); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Returns the highest degree of sin a polynomial matrix A(s) E R[s]pxm. 
(STll) The IDEN command 
Syntax: IDEN ( n ) ; 
Parameters: n- (integer) Row/ column dimension of the identity matrix 
Returns the (n x n) identity matrix. The negative (n x n) identity is returned via 
'evalm(-1 * IDEN(x)) ;'. 
(ST12) The MATEXP command 
Syntax: MATEXP( A,q,st,n,m); 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
q - (integer) Initial degree of expansion 
st- (integer) Final degree of expansion 
n- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Returns the matrix expansion of a rational matrix A(s) E R(s)nxm in the degree range 
st:::; s:::; q. This is returned in the list form [A.,, Ast+b ... , Aq-1, Aq], q ~ st, where 
A; E Rnxm, i :::; q, corresponds to the matrix coefficient of si. Note that the individual 
terms of A( s) must be in a series form. 
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(ST13) The MATPOLY command 
Syntax: MATPOLY( A ) ; 
Parameters: T- (matrix) A polynomial matrix in the indeterminate 8 
Given a polynomial matrix, 
this returns the corresponding matrix sequence in the list form [To, T1, ... , Tq ]. 
(ST14) The MATSEP command 
Syntax: MATSEP( A ,p, m); 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
p - (integer) Row dimension of A 
m- (integer) Column dimension of A 
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(8.3.5) 
Given a rational matrix of the form A(s) E !R(8)pxm this command returns the matrix 
list [Asp(8), Apol(8)] where Asp(s) E IRsp(8)pxm and Apol(8) E !R[8]pxm denote the strictly 
proper and polynomial matrix components of A(8) respectively from (3.2.20). 
(ST15) The MINORS command 
Syntax: MINORS( A, q,' U '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate 8 
q - (integer) Order of minors considered 
U- (optional) Parameter 
Returns the greatest degree of all (qxq) minors of the polynomial matrix A(8) E !R[8]pxm 
where q :::; min {p, m}. If the optional parameter U is included then this is assigned the list 
of all these subsequent (q x q) minors. The pre-existing choose command from Maple's 
combinat package needs to be loaded into the Maple session before the MINORS command 
can be invoked. 
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(ST16) The MINrat command 
Syntax: MINrat( A,q,' U '); 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
q- (integer) Order of minors considered 
U- (optional) Parameter 
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Used as in the MINORS command but computes the least 600 (-) of all corresponding 
minors of A(s) E lR(s)PXm according to (3.3.9). 
(ST17) The POS command 
Syntax: POS ( S ) ; 
Parameters: S- (set) A set of indexed names 
Given a set of indexed names S = {x[i,j, ... ,zj,x[i,j], ... ,-x[i,j, ... ,zj} this com-
mand returns a set S where all indexed terms -x[i, j, ... , z] will be deleted if x[i, j, ... , zj 
exists within S. This command is embedded in procedures within the linsys package. 
(ST18) The SmRatinf command 
Syntax: SmRatinf ( A ) ; 
Parameters: A- (matrix) A rational matrix in the indeterminate s 
Returns the Smith-McMillan form at s = oo of a rational matrix A(s) E JR(s)pxm 
according to Lemma 3.3.6. 
(ST19) The VAR command 
Syntax: VAR( S); 
Parameters: S- (set) A set of indexed expressions 
Given a set of indexed expressions of the form S = { x[i] + x[jj + · · · + x[zj, ... } this 
command returns the set of individual indexed names of the form S = { x[i], x[jj, x[zj, . .. } . 
This command is embedded in procedures within the linsys package. 
(ST20) The colprop command 
Syntax: col prop ( A, ' U '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
U- (optional) Parameter 
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Consider a polynomial matrix A(s) E lR[s]PXm with full column rank, i.e. rankiR[s[A(s) = 
m. This command first checks whether the matrix A( s) is column reduced according to 
Definition 3.2.12. If it is not then unimodular column operations are performed on A(s) 
until it is column reduced. The matrix A(s) E lR[s]PXm is returned where A(s) = A(s)T(s) 
and A( s) is column reduced. If the optional parameter U is included then this is assigned 
the unimodular matrix T(s) E JR[s]mxm. 
(ST21) The linindcols command 
Syntax: linindcols ( A, p, m, ' U ') ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
U- (optional) Parameter 
Returns a list containing the linearly independent column numbers of a polynomial 
matrix A(s) E JR[s]pxm. If the optional parameter U is included then this is assigned the 
corresponding submatrix of A(s) formed from these linearly independent columns. 
(ST22) The linindrows command 
Syntax: linindrows( A,p,m,' U '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
p - (integer) Row dimension of A 
m- (integer) Column dimension of A 
U- (optional) Parameter 
Returns a list containing the linearly independent row numbers of a polynomial ma-
trix A( s) E lR[s]pxm. If the optional parameter U is included then this is assigned the 
corresponding submatrix of A(s) formed from these linearly independent rows. 
(ST23) The rowprop command 
Syntax: rowprop ( A, ' U ' ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
U- (optional) Parameter 
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Consider a polynomial matrix A(8) E lR[8]pxm with full row rank, i.e. rank111[sJA(8) = p. 
This command first checks whether the matrix A( 8) is row reduced according to Definition 
3.2.12. If it is not then unimodular row operations are performed on A(8) until it is row 
reduced. The matrix A(8) E lR[8]pxm is returned where A(8) = T(8)A(8) and A(8) is row 
reduced. If the optional parameter U is included then this is assigned the unimodular matrix 
T(8) E lR[8]PXP, 
(ST24) The smithinf command 
Syntax: smi thinf ( A ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate 8 
Used as in the Sm.Ratinf command but considers the polynomial matrix case A(8) E 
lR[8]pxm. 
(ST25) The smithmillan command 
Syntax: smithmillan( A,p,m, 'l', 'r '); 
Parameters: A - A matrix 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
l- (optional) Parameter 
r - (optional) Parameter 
Returns the Smith-McMillan form of a rational matrix A(8) E lR(s)pxm denoted by 
S~(s) E lR( 8 )PXm as given in Lemma 3.2.5. If the optional parameters land r are included 
then these are assigned to the unimodular matrices L(8) E lR[8]pxp and R(s) E lR[8]mxm 
respectively where, 
A(8) = L(8)S~(s)R(8) (8.3.6) 
8.3.2 The System Representations Package linrep 
The linrep package consists of 12 individual commands. The host system can be configured 
to invoke the linrep package as follows: 
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>Yith(linrep); 
[BOSred, DNsep, Dcolprop, HOCcol, LMFD, HOCrow, HPOW, !DEN, 
LMFDrowred, MATPOLY, MATSEP, MINrealpoly, NDsep, POS, 
PenEquiv, RMFD, RMFDcolred, VAR, VRED, colprop, consolve, 
linindcols, linindrows, realpoly, realprop, rowprop, smithmillan] 
>cmd( .. ); 
which indicates that the linrep commands have been loaded into the Maple session. A 
description of the linrep commands are given as follows. 
(R.El) The BOSred command 
Syntax: BOSred( G,r,p,m, 'M',' N '); 
Parameters: G- (matrix) A polynomial matrix in the indeterminate s 
r- (integer) Row dimension 
p- (integer) Column dimension 
m- (integer) Row/Column dimension 
M- (optional) Parameter 
N- (optional) Parameter 
Consider a Rosenbrock polynomial system matrix G(s) E lR[sJ(r+p)x(r+m) of the form 
(2.3.4) associated with the system E as in (2.3.1) and given by, 
[ 
T(s) U(s) l G(s) = 
-V(s) W(s) 
(8.3.7) 
where T(s) E lR[s)"Xr, U(s) E lR[s]"xm, V(s) E JR[s]pxr and W(s) E lR[s]pxm. Similarly 
consider the Rosenbrock system matrix GR(s) E lR[sJ(A+p)x(-\+m) ass~~iated with the system 
ER as in (2.3.8) and given by, 
[
sE -A B l GR(s) = 
-C D 
(8.3.8) 
-- ------------------------------------------------------------------------
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Given the polynomial matrix G(s) the BOSred command returns the corresponding ma-
trix list [E, A, B, c] according to the Bosgra & Van Der Weiden equivalence algorithm 
(Bosgra et al. [3]) such that E and ER, represented by G(s) and GR(s) respectively, are 
'equivalent', i.e. they possess the same finite and infinite behaviour as defined in Karam-
petakis et al. [30]. If the parameters M and N are included then these are assigned the 
respective transformation matrices [M1(s) M2(s)] and [N1(s) N2(s)] such that, 
(8.3.9) 
which define the transformations of full system equivalence as in Hayton et al. [14]. In this 
command D == Op,m in (8.3.8). 
(RE2) The DNsep command 
Synta:x: DNsep( G); 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
Returns a left matrix fraction description (MFD) of a rational matrix G(s) E JR(s)pxm 
as in (3.2.18). This is in the form of the matrix list [D(s) N(s)] where D(s) E lR[s]Pxv, 
N(s) E lR[s]pxm and G(s) = D(s)-1N(s). 
(RE3) The LMFD command 
Synta:x: LMFD( G,p,m); 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Used as in the DNsep command but returns a left coprime MFD of a rational matrix 
G(s) E JR(s)pxm where left coprimeness is defined as in Lemma 3.2.14. Returns the matrix 
list [D(s) N(sJ] where D(s) E lR[s]PxP, N(s) E lR[s]pxm and G(s) = D(s)-1N(s). 
(RE4) The LMFDrowred command 
Synta:x: LMFDrowred ( G ) ; 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
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Used as in the LMFD command and returns a left coprime MFD of a rational matrix 
G(s) E lR.(8)pxm where the augmented matrix [D(8) N(8)] is additionally row reduced 
according to Definition 3.2.12. In this case the MFD is termed a left minimal factorisation 
of G(8) as in Section 3.2. Returns the matrix list [D(8) N(8)] where D(s) E lR.[8]pxv, 
N(s) E lR[8]pxm and G(8) = D(8)-1N(8). 
(RE5) The MINrealpoly command 
Syntax: MINrealpoly( G,p,m); 
Parameters: G- (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Given a polynomial matrix G(8) E lR[s]PXm the MINrealpoly command returns the 
matrix list [ J00 , B00 , C00 , Doo] where J00 E JR.f'Xf', Boo E JR.f'Xm, C00 E JR.PXf' and D00 E 
lR.pxm such that, 
(8.3.10) 
From Definition 3.3.10 the matrix list [ J00 , B00 , C00 , D00], where ] 00 is in block Jordan 
form, is defined as a polynomial realisation of G(8) and is minimal. Generally it has lower 
dimension that the polynomial realisation obtained via realpoly from (RES). 
(RE6) The NDsep command 
Syntax: NDsep ( G ) ; 
Parameters: G- (matrix) A rational matrix in the indeterminate 8 
Returns a right matrix fraction description (MFD) of a rational matrix G(8) E lR(s)pxm 
as in (3.2.18). This is in the form of the matrix list [N(s) D(8)] where N(s) E lR[s]pxm, 
D(8) E lR.[8]mxm and G(8) = N(8)D(8)- 1. 
(RE7) The PenEquiv command 
Syntax: PenEquiv( G, 'M',' N '); 
Parameters: T- (matrix) A polynomial matrix in the indeterminate 8 
M- (optional) Parameter 
N- (optional) Parameter 
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Given a polynomial matrix T(s) E JR[s]nxm then this command returns a matrix pencil 
Tp(s) of the form, 
Tp(s) = [ TAB- TE TBs l 
Tcs T1s+To 
(8.3.11) 
which is fully equivalent to T(s) as defined in Hayton et al. [13]. If the parameters M and 
N are included then these are assigned the respective transformation matrices M(s) and 
N(s) such that, 
M(s)T(s) = Tp(s)N(s) 
which defines the transformation of full equivalence between T(s) and Tp(s). 
(RES) The realpoly command 
Syntax: realpoly( G,p,m); 
Parameters: G- (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
(8.3.12) 
Given a polynomial matrix G(s) E IR[s)pxm the real poly command returns the matrix 
list [ Joo, Boo, Coo J where J00 E JRI'X!<, Boo E JRI'xm and Coo E JRPXI' such that, 
(8.3.13) 
From D~finition 3.3.10 the matrix list [ J00 , B00 , C00 J, where J00 is in block Jordan form, is 
defined as a polynomial realisation of G(s) and is minimal. 
(RE9) The realprop command 
Syntax: real prop( G,p, m); 
Parameters: G- (matrix) A strictly proper matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Given a strictly proper matrix G(s) E IR,pr(s)PXm this command returns the matrix list 
[ J, B, C J where J E IRnxn, B E lRnxm and C E JRPXn such that, 
(8.3.14) 
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From Definition 3.2.19 the matrix list [ J, B, c] is defined as a strictly proper realisation of 
G(s) and is minimal. 
(RElO) The RMFD command 
Syntax: RMFD( G,p,m); 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
Used as in the NDsep command but returns a right coprime MFD of a rational matrix 
G(s) E IR(s)pxm where right coprimeness is defined as in Lemma 3.2.14. Returns the matrix 
list [N(s) D(sJ] where N(s) E IR[s]pxm, D(s) E IR[s]mxm and G(s) = N(s)D(s)-1• 
(REll) The RMFDcolred command 
Syntax: RMFDcolred ( G ) ; 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
Used as in the RMFD command and returns a right coprime MFD of a rational matrix 
G(s) E IR(s)pxm where the matrix [ D(s) ] is additionally column reduced according to 
N(s) 
Definition 3.2.12. In this case the MFD is termed a right minimal factorisation of G(s) 
as defined in Section 3.2. Returns the matrix list [N(s) D(s)] where N(s) E IR[s]pxm, 
D(s) E IR[s]mxm and G(s) = N(s)D(s)- 1. 
(RE12) The VRED command 
Syntax: VRED( G, r,p, m); 
Parameters: G- (matrix) A polynomial matrix in the indeterminate s 
r - (integer) Row dimension 
p- (integer) Column dimension 
m- (integer) Row/Column dimension 
The VRED command returns the matrix list [E, A, B, C, v] where E E IR>-x», A E IR>-x», 
B E IR>.xm, C E IRpx>. and D E JRPXm according to the Vardulakis equivalence algorithm 
(Vardulakis [81], Karampetakis et al. [30]) such that ~ and ~R. represented by G(s) 
and GR(s) in (8.3.7) and (8.3.8) respectively, are 'equivalent'. The Vardulakis equivalence 
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algorithm is generally superior to that ofBosgra & Van Der Weiden (REl) in that it realises 
a lower dimension .A. 
8.3.3 The System Solutions Package linsol 
The linsol package consists of 19 individual commands. The host system can be configured 
to invoke the linsol package as follows: 
>Yi th(linsol); 
[ARSOLVE, BACK, BACKADMISS, BACKSYM, COMSOLVE, DIFFPOW, 
FORADMISS, FORSYM, FORWARD, GINVERSE, !DEN, MATCH, POS, 
MATEXP, PLINSOLVE, SOLBACK, SOLBACKSYM, SOLFOR, 
SOLFORSYM, SOLSYM, SYMADMISS, SYMMETRIC, VAR, consolve, direction] 
>cmd( .. ); 
which indicates that the linsol commands have been loaded into the Maple session. A 
description of the linsol commands are given as follows. 
(SOl) The ARSDLVE command 
Syntax: ARSOLVE(A,B,q); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (vector) Constant initial condition vector 
q - (integer) Highest degree of 8 in elements of A 
Solves the continuous-time AR-Representation where A(8) E IR[8)nxm and the initial 
condition vector ~(0-) E !Rmq as in Theorem 6.4.6. Returns the solution vector (3(t) via 
(6.4.18) if such a solution exists. 
(S02) The BACK command 
Syntax: BACK(A,B,q); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate 8 
B- (matrix) A polynomial matrix in the indeterminate 8 
q- (integer) Highest degree of 8 in elements of A or B 
-----------------------------------
8.3 The Linear Systems Package linsys 240 
Returns the alternative backward ARMA-Representation solution y(k) E lRr as in The-
orem 5.4.2 where A(s) E JR[s)"xr and B(s) E lR[s]"xm. The solution y(k) is expressed in 
terms of the proceeding q output conditions [v(k + 1), ... , y(k +q)] and the input sequence 
and is for general index k. 
(803) The BACKADMISS command 
Syntax: BACKADMISS( A,B,q,'L '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
L- (optional) Parameter 
Returns the admissible final condition space 1iiu ofthe ARMA-Representation (5.1.1) as 
in Theorem 5.4.6. This represents the restrictions that the final output conditions [v(N-
q+ 1), ... , y(N)) are required to satisfy for the existence of a backward solution y(k). If the 
parameter L is included then this is assigned the solution to the admissible final condition 
space represented by, 
[v(N), . .. ,y(N -q+ 1),-u(N), .. . ,-u(N- q-l + 1)] 
where l is given in Definition 5.2.2. 
(804) The BACKSYM command 
Syntax: BACKSYM(A,B,q,k); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B - (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
k - (integer) Solution index required 
(8.3.15) 
Returns the backward symmetric ARMA-Representation solution y(k) E lRr as in The-
orem 5.5.7 where A(s) E JR[s]rxr and B(s) E JR[s]rxm. The solution y(k) is expressed in 
terms of the proceeding q output conditions [v(k + 1), ... , y(k + q)], the initial q output 
conditions [v(O), ... , y(q -1)] and the input sequence and is for a specific solution index k. 
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(805) The COMSDLVE command 
Syntax: COMSDLVE( G, H); 
Parameters: G- (matrix) A rational matrix in the indeterminate 8 
H- (matrix) A rational matrix in the indeterminate 8 
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Solves the feedback compensation problem as in Theorem 6.4.8 where G(8) E 1Rt(8)nxm 
and H(s) E IRt(s)nxm denote the open and closed loop transfer function matrices respec-
tively. Returns the feedback compensator matrix F(8) E IRt(8)mxn via (6.4.31) if such a 
solution exists. 
(806) The FORADMISS command 
Syntax: FORADMISS( A,B, q, 'L '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate 8 
q - (integer) Highest degree of 8 in elements of A or B 
L- (optional) Parameter 
Returns the admissible initial condition space 1i;u of the ARMA-Representation (5.1.1) 
as in Theorem 5.3.8. This represents the restrictions that the initial output conditions 
[y(O), ... , y(q - 1)] are required to satisfy for the existence of a forward solution y(k). 
If the parameter L is included then this is assigned the solution to the admissible initial 
condition space represented by, 
[y(O), ... , y(q- 1), -u(O), ... , -u(2q +fir- 1)] 
where fir is given in Definition 5.2.1. 
(807) The FORSYM command 
Syntax: FORSYM( A,B,q,N,k); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q- (integer) Highest degree of 8 in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [o,N] 
k- (integer) Solution index required 
(8.3.16) 
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Returns the forward symmetric ARMA-Representation solution y( k) E lRr as in The-
orem 5.5.6 where A(s) E JR[s]rxr and B(s) E JR[s]"xm. The solution y(k) is expressed in 
terms ofthe previous q output conditions [y(k- 1), ... , y(k- q)], the final q output condi-
tions [y(N- q + 1), ... , y(N)] and the input sequence and is for a specific solution index 
k. 
(SOS) The FORWARD command 
Syntax: FORWARD ( A, B, q ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
Returns the alternative forward ARMA-Representation solution y(k) E lRr as in The-
orem 5.3.5 where A(s) E JR[s]rxr and B(s) E lR[s]"xm. The solution y(k) is expressed in 
terms of the previous q output conditions [y(k -1), .. . ,y(k- q)] and the input sequence 
and is for general index k. 
(809) The MATCH command 
Syntax: MATCH( G, H, • F•; • K '); 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
H- (matrix) A rational matrix in the indeterminate s 
F- (optional) Parameter 
K- (optional) Parameter 
Solves the feedback matching problem as in Theorem 6.4.9 where G(s) E JR(s)nxm and 
H(s) E JR(s)nxm denote the open and closed loop transfer function matrices respectively. 
Returns the matrix list [F(s) K(s)] E JR(s)mx(n+m) where F(s) E JR(srxn and K(s) E 
JR(s)mxm via (6.4.35) if such a solution exists. If the parameters F and K are included then 
these are assigned the feedback matrices F(s) and K(s) respectively. 
------------------------------------------------------------------
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(SOlO) The PLINSOLVE command 
Syntax: PLINSOLVE( A, B, C); 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
B- (matrix) A rational matrix in the indeterminate 8 
C- (matrix) A rational matrix in the indeterminate s 
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Solves the matrix equation A(s)X(s)B(s) = C(8) where A(8) E lR(s)nxm, B(s) E 
lR.(8)kxl, G(s) E JR(s)nxl and X(s) E lR(8)mxk according to Theorem 6.4.1. Returns the 
solution matrix X(s) via (6.4.2) if such a solution exists. 
(SOll) The SOLBACK command 
Syntax: SDLBACK( A, B, q,l, Yfin, Ufin, Uinput, N, 'X '); 
Parameters: A- (matrix) A polynomial matrix in the indeterminate 8 
B- (matrix) A polynomial matrix in the indeterminate 8 
q - (integer) Highest degree of 8 in elements of A or B 
l- (integer) Lowest degree of expansion (5.2.2) 
Yfin- (matrix) A constant matrix 
Ufin- (matrix) A constant matrix 
Uinput- (matrix) A constant matrix 
N- (integer) Interval of solution required, i.e. k E [ 0, N] 
X- (optional) Parameter 
Returns the backward ARMA-Representation solution [y(N), ... , y(O)] E JR.rx(N+l) in 
the interval k E [ 0, N] as in Theorem 5.4.1. The command substitutes for the final q 
output conditions Y(fin) = [y(N), ... , y(N- q + 1)] and the corresponding input sequences 
Uu;n) = [u(N), ... , u(N- q -l + 1)] and U(input) = [u(N- q -l), ... , u( -l)] respectively. 
If the parameter X is included then this is assigned the backward solution [ y(N), . .. , y(O)] 
in list form for plotting purposes. 
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(8012) The SOLBACKSYM command 
Syntax: SDLBACKSYM( A,B,q,kfin, Yin, Yprec, Uvect, •X '); 
Parameters: · A- (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
kfin- (integer) Specified initial solution vector y(kfin) 
Yin- (matrix) A constant matrix 
Yprec- (matrix) A constant matrix 
Uvect- (matrix) A constant matrix 
X- (optional) Parameter 
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Returns the backward symmetric ARMA-Representation solution [v(O), ... , y(kfin + 
q)] E Rrx(kfin+q+l) in the interval k E [o,kjin] as in Theorem 5.5.7. The command 
substitutes for the initial and proceeding q output conditions Y(in) = [v(O), ... , y(q-1)] and 
Y(prec) = [y(kfin+l), ... , y(kfin+q)] and the input sequence U(vect) = [ u(O), ... , u(kfin+ 
q) ]. If the parameter X is included then this is assigned the subsequent backward symmetric 
solution [ y(O), ... , y(kfin + q)] in list form for plotting purposes. 
(8013) The SDLFDR command 
Syntax: SDLFOR( A, B, q, qr, Yin, Uin, Uinput,N, 'X '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
qr- (integer) Highest degree of expansion (5.2.1) 
Yin- (matrix) A constant matrix 
Uin- (matrix) A constant matrix 
Uinput- (matrix) A constant matrix 
N- (integer) Interval of solution required, i.e. k E [o, Nj 
X- (optional) Parameter 
Returns the forward ARMA-Representation solution [v(O), ... , y(N)] E Rrx(N+l) in the 
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interval k E [ 0, N] as in Theorem 5.3.4. The command substitutes for the initial q output 
conditionsY(in) = [y(O), ... ,y(q-1)] andtheinputsU(in) = [u(O), ... ,u(2q+qr-l)J and 
U(input) = [u(2q +fir), ... , u(N + q +fir)] respectively. If the parameter X is included then 
this is assigned the forward solution [y(O), ... , y(N)] in list form for plotting purposes. 
(S014) The SOLFORSYM command 
Syntax: SOLFORSYM( A, B, q, N, kin, Yprev, Yfin, Uvect, 'X '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [o, N] 
kin- (integer) Specified initial solution vector y(kin) 
Yprev- (matrix) A constant matrix 
Yfin- (matrix) A constant matrix 
Uvect- (matrix) A constant matrix 
X- (optional) Parameter 
Returns the forward symmetric ARMA-Representation solution [y(kin-q), ... , y(N)] E 
!Rrx (N -kin+q+l) in the interval k E [kin, N] as in Theorem 5.5.6. The command substitutes 
for the final and previous q output conditions Y(fin) = [y(N -q+l), ... , y(N)] and Y(prev) = 
[y(kin- q), ... , y(kin -1)] and the input sequence U(vect) = [u(kin- q), ... , u(N) ]. If the 
parameter X is included then this is assigned the subsequent forward symmetric solution 
[y(kin- q), ... , y(N)] in list form for plotting purposes. 
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(S015) The SOLSYM command 
Syntax: SOLSYM( A ,B, q, N, Yin, Yfin, Uvect, 'X '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [ 0, N] 
Yin- (matrix) A constant matrix 
Yfin- (matrix) A constant matrix 
Uvect- (matrix) A constant matrix 
X- (optional) Parameter 
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Returns the symmetric ARMA-Representation solution [v(O), ... , y(N) J E lRrx(N+l) in 
the interval k E [ 0, N J as in Theorem 5.5.2. The command substitutes for the supplied 
initial and final q output conditions Y(in) = [v(O), ... ,y(q- 1)] and Y(fin) = [v(N-
q+ 1), ... ,y(N)] and the input sequence U(vect) = [u(O), ... ,u(NJ] respectively. If the 
parameter X is included then this is assigned the symmetric solution [v(O), ... , y(N) J in 
list form for plotting purposes. 
(S016) The SYMADMISS command 
Syntax: SYMADMISS( A,B,q,N,'L '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [ 0, N J 
L- (optional) Parameter 
Returns the symmetric boundary condition space 'H;u of the ARMA-Representation 
(5.1.1) as in Theorem 5.5.3. This represents the restrictions that the initial and final q 
output conditions [v(O), ... ,y(q-1)] and [v(N-q+l), ... ,y(NJ] arerequiredtosatisfy 
for the existence of a symmetric solution y(k) in the range [o, NJ. If the parameter L 
is included then this is assigned the solution of the symmetric boundary condition space 
8.3 The Linear Systems Package linsys 
represented by, 
[y(N), ... , y(N- q + 1), y(q- 1), ... , y(O), -u(N), ... , -u(O)] 
(S017) The SYMMETRIC command 
Syntax: SYMMETRIC( A,B,q,N,k); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [o, Nj 
k- (integer) Particular solution index required 
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(8.3.17) 
Returns the symmetric ARMA-Representation solution y(k) E lRr as in Theorem 5.5.2 
where A(s) E lR[s]"xr and B(s) E lR[s]"xm. The solution y(k) is expressed in terms of the 
initial and final q output conditions [y(O), ... , y(q- 1)] and [y(N- q + 1), ... , y(N)] and 
is for a specific solution index k. 
(S018) The consolve command 
Syntax: consolve( A,C,p,m,n ); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
C- (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A and C 
n - (integer) Row dimension of C 
Solves the matrix equation A(s) = BC(s) where A(s) E lR[s]pxm, B E JRPXn and 
C(s) E JR[s]nxm. Returns the constant matrix B. 
(S019) The direction command 
Syntax: direction( PCON); 
Parameters: PCON- (sequence) A sequence of constant matrices 
Given a polynomial matrix P(s) E lR[s]nxm where, 
(8.3.18) 
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this command returns the infinite invariant zero-direction vectors and the invariant right 
index-direction vectors of P(s) according to Algorithm 7.3.1. The input to the command is 
the matrix sequence Po, P1, ... , Pq from (8.3.18). 
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8.4 Conclusions 
In this Chapter the symbolic computational system Maple (Heal et al. [15], Monagan et al. 
[56], Redfern [68], Heck [17]) has been considered and its application to problems in linear 
systems has been illustrated. Such problems are particularly suited to Maple as it allows 
variables to remain unassigned throughout a corresponding session or within a command 
which enables polynomial vectors and matrices to be defined. 
The main body of the Chapter considers the development of a bespoke linear systems 
package termed linsys which extends Maple's inherent linear algebra package linalg. 
The linsys package consists of 56 Maple commands dealing with three main areas of linear 
systems: system structures; system representations; and system solutions. As a consequence 
three stand alone Maple sub-packages have also been defined termed linstruct, linrep 
and linsol which consider each of these three areas respectively. The development and 
implementation of this package has been documented by Jones et al. [18] and Karampetakis 
et al. [34]. 
The commands which constitute the linsys package include those for: determining 
equivalent alternative linear representations as considered in Chapter 2; analysis of the 
finite and infinite structure of such systems as considered in Chapter 3; analysis and com-
putation of various ARMA-Representation solutions as considered in Chapters 4 and 5; 
computation of generalised inverse solutions and applications as considered in Chapter 6; 
and the definition and subsequent computation of specific index-direction vectors as con-
sidered in Chapter 7. Consequently the linsys package, and this Chapter as a whole, can 
be considered to encompass and unite the results and theory seen in the previous Chapters. 
Finally in Appendix 1 the corresponding Maple code for the commands contained within 
the linsys package is given. Here the implementation of each subsequent command in a 
'live' Maple session is also presented. 
CHAPTER 9 
CONCLUSIONS & 
FURTHER WORK 
The results presented within this Thesis can be divided into two distinct components 
namely the theoretical analysis and solution of specific problems in linear systems and the 
subsequent computational implementation of these solutions. 
The theoretical analysis is mainly associated with the properties and solutions of a 
polynomial matrix description (PMD) and the equivalent ARMA-Representation as defined 
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in (2.3.1) and (4.1.1) respectively. Such analysis includes: the computation of admissible 
solutions to the regular, discrete-time ARMA-Representation ( 4.1.1); the computation ofthe 
generalised inverse of a rational matrix P( s) E IR( s )nxm; and the definition and computation 
of the invariant direction vectors associated with a Rosenbrock polynomial system matrix 
P(s) E IR[sJ(n+p)x(n+m) as in (2.3.4). 
In Chapters 2 and 3 a brief presentation to polynomial and rational matrix theory, 
and the subsequent extension of this theory to linear system representations of the form 
(2.3.1), has been considered. Here the fundamental and preliminary results which are used 
throughout this Thesis are given. 
Both Chapters 4 and 5 consider the solution to the regular, discrete-time ARMA-
Representation (4.1.1) which is presented via two distinct solution techniques. 
Firstly in Chapter 4 the solution to (4.1.1) is considered in the interval k E [o, N] 
via a Boundary Mapping Technique (BMT). As was seen in Section 4.3 this involves the 
construction of a boundary mapping equation (Luenberger [49]) of the system where the 
corresponding polynomial matrix A(z) E IR(z]'xr, [A(z)[ 'f 0, from (4.1.1b) is expressed 
as a finite rational matrix series. Such a technique was considered in Karamanioglou [27] 
to solve the singular descriptor system (2.3.8) and to solve its 2-d equivalent. Given the 
existence of a solution it was shown in Section 4.3 that a unique solution to ( 4.1.1) can 
be realised by the provision of a unique set of admissible initial and final output boundary 
conditions. These are formed by solving the associated boundary mapping equation of the 
system as in (4.1.7). 
The existence and uniqueness of such a solution has been analysed via the notions 
of solvability and conditionability which were defined for the singular descriptor system 
(2.3.8) by Luenberger [49], [50] and Lewis [41]. These notions have subsequently been 
extended in Section 4.2 for both the general regular and non-regular, discrete-time ARMA-
Representation (4.1.1). Furthermore the regular, discrete-time ARMA-Representation has 
been shown to always satisfy the criteria for solvability and conditionability which can be 
seen to be a direct extension from the regular, singular descriptor system (2.3.8). In Section 
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4.4 the solution to the singular descriptor system (2.3.8) was realised by applying the BMT 
seen in Section 4.3 under certain simplifying conditions. In this case the resulting solution 
formulae obtained is equivalent to that given in Karamanioglou [27]. 
In Chapter 5 an alternative solution technique to the BMT given in Chapter 4 has 
been used to solve the regular, discrete-time ARMA-Representation (4.1.1) in the interval 
k E [o, N]. This technique, referred to as the Fundamental Matrix Technique (FMT), 
realises a solution to ( 4.1.1) in terms of the forward and backward fundamental matrix 
sequence of a polynomial matrix A(z) E lR[z]"xr. Following Section 5.2 these fundamental 
matrix sequences can be computed via a Leverrier type algorithm (Fragulis et al. [10]) by 
considering A(z) directly and the respective dual matrix A(w) E lR[w]rxr. 
This has resulted in three interpretations of (4.1.1) being defined where for each a closed 
solution formulae is presented. These interpretations correspond to a forward, backward 
and symmetric solution to (4.1.1). Several other alternative interpretations to (4.1.1) are 
also defined which can be utilised instead of the 'standard' forward, backward and sym-
metric solutions depending on the interval of solution that is required. These alternative 
interpretations realise the corresponding alternative forward, alternative backward, forward 
symmetric and backward symmetric solutions of (4.1.1). The respective forward, backward 
and symmetric solution formulae are given in Sections 5.3, 5.4 and 5.5 (Jones et al. [19], 
Karampetakis et al. [33], [35]) where the conditions for the existence of each respective 
solution is also considered. Such existence criteria is given by the admissible initial, admis-
sible final and symmetric boundary condition spaces corresponding to a forward, backward 
and symmetric solution. Furthermore the symmetric boundary condition space relating to 
a symmetric solution to ( 4.1.1) is equivalent to the boundary mapping equation as defined 
in Chapter 4. 
The FMT was considered by Mertzios et al. [55] and Lewis et al. [44] to compute 
a corresponding solution to the singular descriptor system (2.3.8). Again under certain 
simplifying conditions the FMT presented in Sections 5.3, 5.4 and 5.5 has been applied to 
solve the regular, singular descriptor system (2.3.8). This has been considered in Section 
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5.6 where the resulting forward, backward and symmetric solutions to (2.3.8) coincide with 
those seen in Lewis et al. (44]. 
In comparing the solution techniques of Chapter 4 and Chapter 5 the FMT is clearly 
superior for several reasons. Firstly several alternative interpretations of the discrete-time 
ARMA-Representation (4.1.1) can be realised enabling the corresponding solution to be 
computed using the most cost effective formulae. In the BMT only one interpretation of 
(4.1.1) is defined which corresponds to a symmetric solution. Secondly the FMT realises 
closed solution formulae which only require the external computation of the corresponding 
forward and backward fundamental matrix sequences .. Consequently these formulae can 
easily be implemented computationally or even by hand. In contrast the BMT is highly 
involved and is concerned mainly with matrix manipulations which become increasingly 
problematic as the interval of the solution, and hence the dimension of the inherent matrices, 
increases. 
In Chapter 6 a recursive algorithm has been presented which computes the generalised 
inverse A(s)tJR(s)mxn of a singular rational matrix A(s) E JR(s)nxm (Jones et al. (20], [22], 
[23]). The algorithm is a direct extension of that presented in Decell (4] and Karampetakis 
(29] as in Section 6.2 where the respective constant and polynomial matrix cases were con-
sidered. Indeed the algorithm can be applied to the constant, polynomial and rational 
matrix cases as well as the multivariable case (Karampetakis [32]). The recursive structure 
of the algorithm and its computational implications are considered in Section 6.3 and have 
resulted in a single computational procedure GINVERSE being developed in the symbolic 
language Maple. The computation of several other classes of generalised inverse, in partic-
ular the {1}, {1, 2, 3} and {1, 2, 4}-inverses, have also been considered and techniques based 
on the developed algorithm have been given for their construction. In Section 6.4 several 
applications of the generalised inverse in linear systems theory are presented which include: 
the solution to general matrix diophantine equations; the computation of right ( resp. left) 
inverses; the solution to the homogeneous AR-Representation; and the solution to specific 
feedback matching problems. 
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In Chapter 7 a novel step-by-step algorithm is presented which computes the infinite 
invariant zeros, invariant right indices and corresponding infinite invariant zero-direction 
vectors and invariant right index-direction vectors associated with the Rosenbrock system 
matrix P(s) E lR.[s]in+p)x(n+m) as in (2.3.4). These vectors are defined in Section 7.2 and 
have numerous applications in linear systems theory. Among these applications the solution 
to the general output zeroing problem associated with the polynomial matrix description 
(2.3.1) has been highlighted (Karcanias et al. [38], Karampetakis et al. [31]). 
In the second component of this Thesis the computational implementation of the results 
and theory seen in Chapter 2 through to Chapter 7 have been considered in the symbolic 
computational package Maple (Heal et al. [15], Monagan et al. [56], Redfern [68], Heck [17]). 
This computational implementation in Maple has been considered in detail in Chapter 8 and 
has lead to the development of over 50 original Maple commands. These commands have 
been amalgamated together in the development and construction of a linear systems package 
termed linsys (Jones et al. [18], Karampetakis et al. [34]) which extends Maple's inherent 
linear algebra package linalg. Furthermore the linsys package has been further divided 
into three sub--packages namely: the linstruct package which deal with the structure of 
systems; the linrep package which deals with alternative representation of systems; and 
the linsol package which deals with specific solution of systems. The corresponding Maple 
code for each of these commands is contained within Appendix 1 where the implementation 
of each command in a 'live' Maple session is illustrated. 
The Maple package is ideally suited to solving problems in areas such as linear systems 
because it has the ability to manipulate and simplify expressions involving unevaluated 
variables thus enabling polynomial operations in several indeterminates to be defined. This 
ability can be seen to be true of other symbolic languages in general such as Mathematica 
(Wolfram [85]) and Matlab. 
In summary the linsys package includes commands for: determining equivalent al-
ternative linear system representations as considered in Chapter 2; determining the finite 
and infinite structure of such linear systems as considered in Chapter 3; analysing and 
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computing the solutions of regular, discrete-time ARMA-Representations as considered in 
Chapters 4 and 5; computing generalised matrix inverses as considered in Chapter 6; and 
computing specific index-direction vectors associated with a PMD as considered in Chapter 
7. Consequently the linsys package encompasses and unites the Thesis as a whole. 
Possible further work can be divided into several distinct areas. Firstly the Boundary 
Mapping Technique (BMT) given in Chapter 4 can be applied to realise a solution of the 
2-d regular, discrete-time ARMA-Representation following an identical approach to that 
seen for the 1-d case. Additionally the same solution technique can be used to solve the 
non-regular, discrete-time ARMA-Representation (4.1.1) where A(z) E IR[z)Pxr, p # r, or 
A(z) E IR[z]"xr, IA(z)i = 0. This can be seen by considering the generalized inverse of 
A(z) E IR[z]PXr in (4.3.16) in the solution to the matrix equation, 
A(z)X(z) = B(z), (9.1) 
From Chapter 6 a solution to (9.1) can be seen to be given by X(z) = A(z)l B(z) E IR(z)rxm 
iff A(z)A(z)IB(z) = B(z) where A(z)l E IR(z)"XP is defined as the generalized inverse of 
A(z). 
Similarly the Fundamental Matrix Technique (FMT) given in Chapter 5 can also be 
extended to solve the corresponding non-regular, discrete-time ARMA-Representation. This 
follows the same lines as (9.1) where the generalised inverse of A(z) E IR[z)Pxr given by 
A(z)l E IR(z)rxp is used in (5.3.1) instead. The FMT could also be applied to solve the 
2-d ARMA-Representation following similar work by Lewis et al. [44] for the 2-d singular 
descriptor system. 
It is envisaged that the FMT used in Chapter 5 would be better suited to realise a 
solution to both the non-regular and the 2-d ARMA-Representations respectively compared 
to the BMT given in Chapter 4. Such benefits of the FMT have been considered above. 
In Chapter 6 several classes of generalised inverse were defined and approaches for their 
respective computation given. The extension of similar work for the remaining classes of 
generalised inverse, such as the {1,3} and {1,4}-inverses, could also be considered along 
with their subsequent implementation in Maple. 
- -----------------------
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It has already been noted that the algorithm given in Section 7.3 does not compute the 
finite invariant zeros and finite invariant zero-direction vectors of P(s) E IR[sj(n+p)x(n+m). 
This is due to the definition and subsequent construction of the finite invariant zero-direction 
vectors being significantly different to that seen for the infinite invariant zero-direction 
and invariant right index-direction vectors. Although this reduces the effectiveness of the 
algorithm to a certain extent a second algorithm could be developed to compute these finite 
vectors following the same technique seen in Section 7.3. An algorithm could also be derived 
to realise the invariant left indices and corresponding invariant left index-direction vectors 
associated with P( s) in a similar manner. 
Finally there are several areas for further work in regard to the linsys package as given 
in Chapter 8. It is realised that the Maple commands which constitute the linsys package 
can ~ refined and optimised significantly. Such refinements can be made through: using 
better programming techniques; considering alternative governing algorithms; improving 
error trapping within the commands; and inherent improvements to the Maple software 
and language. Additionally the existing linsys package could also be improved upon by 
the inclusion of specific help files for the associated commands and by extending the current 
scope of the linsys package further by developing additional Maple commands if and when 
they are required. 
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APPENDIX 1 
Al.l Introduction 
MAPLE CODE: THE 
LINSYS PACKAGE 
In Chapter 8 the development and implementation of a bespoke linear systems package 
termed linsys has been considered in the computer algebra system Maple V. This pack-
age consists of 56 Maple commands which can be used to aid the analysis and solution of 
problems that arise in linear systems as a whole. Such commands include those for: the 
analysis of the finite and infinite structure of linear system representations; realising alter-
native equivalent representations of given linear systems; and obtaining solutions to specific 
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types of linear system representations. Each of these areas is addressed by the formulation 
of the Maple sub-packages linstruct, linrep and linsol respectively. 
In Sections A1.2, A1.3 and A1.4 the Maple code for each of the commands contained 
within these three sub-packages is presented and a brief description of each given. Further-
more the implementation of each such command in a 'live' Maple session is considered. 
As only an overview of the Maple language and its syntax is established in Chapter 8 
and in this appendix the reader is referred to comprehensive texts such as Heal et al. (15], 
Monagan et al. (56], Redfern (68] and Heck (17] for the complete picture. 
A1.2 Maple Code: The System Structures Package linstruct 
A1.2 Maple Code: The System Structures Package !instruct 
The Maple code for the following Maple commands will be considered in this Section: 
(STl) The Backlaur command 
{ST2) The DIFFPDW command 
(ST3) The Dcolprop command 
(ST4) The Drowprop command 
(ST5) The Forlaur command 
{ST6) The GINVERSE command 
(ST7) The GINVcomp command 
(ST8) The HOCcol command 
(ST9) The HOCrow command 
(STlO) The HPDW command 
(STll) The !DEN command 
(ST12) The MATEXP command 
(ST13) The MATPOLY command 
(ST14) The MATSEP command 
(ST15) The MINORS command 
(ST16) The MINrat command 
(ST17) The PDS command 
(ST18) The SmRatinf command 
(ST19) The VAR command 
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(ST20) The colprop command 
(ST21) The linindcols command 
(ST22) The linindrows command 
(ST23) The rowprop command 
(ST24) The smi thinf command 
(ST25) The smithmillan command 
Al.2 Maple Code: .The System Structures Package !instruct 
A1.2.1 (STl) The Backlaur command 
Syntax: Backlaur ( A, q ) ; 
Parameters: A- (matrix) A polynomial matrix in the indeterminate 8 
q - (integer) Final degree of expansion 
(STl) Description 
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Returns the backward fundamental matrix sequence of a non-singular polynomial matrix 
A(s) E IR.[s]"xr, rankiR[sjA(8) = r. This is the sequence of matrices Vi E ]Rrxr, i ~ -l, which 
constitutes the Laurent series expansion of A(s)-1 about 8 = 0 as given in (5.2.2). Returns 
the matrix sequence in the list form [v-z. V-l+!• ... , Vq-1, Vq] where -l:::; q. 
(STl) Command Code 
Backlaur:=proc(A,q) 
local r,IA,IAS,l,a,b; 
r:=rowdim(A); 
IA:=inverse(A); 
IAS:=map(series,IA,s=0,3); 
IAS:=map(convert,IAS,polynom); 
l:=ldegree(IAS[1,1]); 
for a from 1 to r do 
for b from 1 to r do 
l:=min(l,ldegree(IAS[a,b])) 
od 
od; 
l:=-1; 
IAS:=map(series,IA,s=O,l+q+1); 
IAS:=map(convert,IAS,polynom); 
MATEXP(IAS,q,-l,r,r) 
end; 
(STl) Example 
Consider the polynomial matrix, 
A(s) = 2s- 5 
0 
3 s + 2 1 E IR[s]3x3 (Al.2.1) 
-1 0 
In the following Maple session the backward fundamental matrix sequence of A(8) is com-
puted. This comprises the matrix sequence [ Vo, Vt. Vz, V3, V4] where V; E JR.3x3 , i = 
0, ... , 4 and q = 4. 
A1.2 Maple Code: The System Structures Package linstruct 
libname := / usr /local/ maple/ lib,/ home/ Ice/ majj2 / mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(3,3, [s"2+5•s+6,s+1,0,2•s-5,3•s+2,1,0,-1,0]); 
s2 +5s+6 s+1 0 
·A:= 2s-5 3s+2 1 
0 -1 0 
> Backlaur(A,4); 
1 0 1 -5 0 1 19 0 -11 
[ 
6 6 36 36 216 216 
0 0 -1 0 0 0 0 0 0 
5 1 17 -37 0 101 155 0 -67 6 6 36 36 216 216 
-65 0 49 211 0 -179 1296 1296 7776 7776 j 0 0 0 0 0 0 
-553 0 377 1835 0 -1483 1296 1296 7776 7776 
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A1.2.2 (ST2) The DIFFPOW command 
Syntax: DIFFPOW ( A, n, m ) ; 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
n - (integer) Row dimension of A 
m - (integer) Column dimension of A 
(ST2) Description 
Returns the greatest difference in degree between the numerator and denominator of 
each element of a rational matrix A(s) E JR(s)nxm. 
(ST2) Command Code 
DIFFPOW:=proc(A,r,m) 
local Anorm,diff,i,j,F; 
Anorm:=map(normal,A); 
diff:=O; 
for i from 1 to r do 
for j from 1 to m do 
F:=degree(numer(Anorm[i,j]),s)-degree(denom(Anorm[i,j]),s); 
if F>diff then 
od 
od; 
diff 
end; 
fi 
diff:=F 
(ST2) Example 
Consider the rational matrix, 
B(s)= [ (s~1)2 
( 8 + 1 )2 
(A1.2.2) 
In the following Maple session the greatest difference in degree between the numerator and 
denominator of each element of B(s) is computed. 
A1.2 Maple Code: The System Structures Package linstruct 
libname := fusrflocalfmaplef lib, /home/ Icefmajj2jmymaplelib 
> with (linalg) : 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> B:=matrix(2,2,[1/(s+1)~2,1/((s+1)*(s+2)),s/(s+1)~2, 
(s~4+1)/((s~2+1)*(s+2))]); 
1 l (s+1)(s+2) 
s 4 + 1 
> DIFFPDW(B,2,2); 
1 
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A1.2.3 (ST3) The Dcolprop command 
Syntax: Dcolprop ( DN, ' U ') ; 
Parameters: DN- (matrix) A polynomial matrix in the indeterminate s 
U- (optional) Parameter 
(ST3) Description 
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Consider a rational matrix G(s) E IR(s)mxn written in the right matrix fraction de-
scription (MFD) form G(s) = N(s)D(s)-1 as in (3.2.18) where N(s) E IR[s]mxn and 
D(s) E IR[s]nxn. This command inputs the matrix DN(s) E IR[sJ(n+m)xn where, 
DN(s) = [ D(s) l 
N(s) 
(A1.2.3) 
and checks whether the matrix D(s) is column reduced according to Definition 3.2.12. If it 
is not then unimodular column operations are performed on the matrix DN(s) until this is 
true. The matrix DN(s) E IR[sJ(n+m)xn is subsequently returned where, 
• [b(s)l [D(s)] DN(s) = • = T(s) 
N(s) N(s) 
(A1.2.4) 
and D(s) is column reduced. If the optional parameter U is included then this is assigned 
the unimodular matrix T(s) E IR[srxn as in (A1.2.4). 
(ST3) Command Code 
Dcolprop:=proc(DN,U) 
local m,expDN,A,expDD,H,vec,alpha,varset,unityset,a,ALPHA,b,e,deglist,f,\ 
cDzero,g,iDzero,UN,h,B,j,nextDD,Unimod; 
m:=coldim(DN); 
expDN:=map(simplify,map(expand,DN)); 
for A from 1 do 
expDD:=submatrix(expDN,1 .. m,1 .. m); 
H:=HDCcol(expDD,m,m); 
if rank(H)<m then 
vec:=vector(m,O); 
alpha:=linsolve(H,vec); 
varset:=VAR(alpha) minus {0}; 
unityset:={}; 
for a from 1 to nops(varset) do 
unityset:=unityset union {varset[a]=1} 
A1.2 Maple Code: The System Structures Package linstruct 
od; 
ALPHA:=convert(subs(unityset,convert(alpha,list)),vector); 
for b from 1 to m do 
cD.b:=O; 
for e from 1 to m do 
od 
od; 
if degree(expDD[e,b])>cD.b then 
cD.b:=degree(expDD[e,b]) 
fi 
deglist: = [] ; 
for f from 1 to m do 
if ALPHA[f]<>O then 
deglist:=[op(deglist),cD.f] 
fi 
od; 
cDzero:=max(op(deglist)); 
for g from 1 to m do 
if cDzero=cD.g and ALPHA[g]<>O then 
break 
fi 
od; 
iDzero:=g; 
UN:=matrix(m,m,O); 
for h from 1 to m do 
UN[h,h]:=1 
od; 
B:=matrix(m,1,0); 
for j from 1 to m do 
if j=iDzero then 
B[iDzero,1]:=ALPHA[iDzero]; 
else 
B[j,1] :=ALPHA[j]*s"(cDzero-cD.j); 
fi 
od; 
nextDD:=copyinto(B,UN,l,iDzero); 
expDN:=map(simplify,map(expand,evalm(expDN &* nextDD))); 
if A=1 then 
Unimod:=op(nextDD) 
else 
Unimod:=map(simplify,evalm(Unimod &* nextDD)) 
fi 
else 
fi 
od; 
break 
if nargs=2 then 
U:=op(Unimod) 
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fi; 
op(expDN) 
end; 
(ST3) Example 
Consider the rational matrix, 
( 8 + 1 )2 
T(8) = 
[ 
1 
(8+1)\8+2) 
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(A1.2.5) 
In the following Maple session a right matrix fraction description (MFD) is first com-
puted where the corresponding denominator matrix DD(8) E lR[8j2x2 is not coiumn re-
duced. Consequently a right MFD is computed where the corresponding denominator ma-
trix DDnew(8) E lR[8]2X 2 is column reduced. 
libname := ju8r/localjmaple/lib, /home/ Icejmajj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> wi th(linsys): 
> T:=matrix(2,2,[1/(s+1)-2,1/((s+1)*(s+2)),1/((s+1)*(s+2)),(s+3)/(s+2)-2]); 
> ND:=RMFD(T,2,2): 
> DD:=ND[2]; NN:=ND[l]; 
DD := [ -8 ( 8 + 2 )3 ( 8 + 1 )2 
-( 8 + 1 )2 ( 8 + 2 )2 
1 
(8+1)(8+2) 
8+3 
( 8 + 2 )2 
( 8 + 1 ) ( 82 + 3 8 + 1 ) l 
8+2 
NN:= [ -(8+2)(83 +482 +58+1) 8+2] 
- ( 8 + 1 )( 83 + 5 82 + 8 8 + 3) 8 + 2 
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> map(simplify,evalm(NN &* inverse(DD))); 
[ 
s2+~s+1 s2+~8+2 j 
1 8+3 
s2 + 3 s + 2 s2 + 4 s + 4 
> X:=HOCcol(DD,2,2); 
X·- [ -: : l 
> rank(X); 
1 
> DNst:=stackmatrix(DD,NN); 
-s ( s + 2 )3 ( s + 1 )2 
DN8t := 
-( s + 1 )2 ( s + 2 )2 s+2 
-(8+2)(83 +4s2+5s+1) s+2 
-( 8 + 1) ( 83 + 5 s2 + 8 s + 3) s + 2 
Dcprop:=Dcolprop(DNst,'b'); 
8+1 
-s-2 
Dcprop := 
0 
-1 
> DDnew:=submatrix(Dcprop,1 .. 2,1 .. 2); 
DDnew := [ 
8 
+ 
1 
-8-2 
> Y:=HOCcol(DDnew,2,2); 
> rank(Y); 
s3+482+4s+1 
s+2 
s+2 
s+2 
2 
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A1.2.4 (ST4} The Drowprop command 
Syntax: Drowprop( DN,' U '); 
Parameters: DN- (matrix) A polynomial matrix in the indeterminate s 
U- (optional) Parameter 
(ST4} Description 
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Consider a rational matrix G(s) E IR(s)mxn and let this be written in the left MFD 
form G(s) "'D(s)-1N(s) as in (3.2.18) where D(s) E IR[s]mxm and N(s) E IR[s]mxn. This 
command inputs the matrix DN(s) E IR[s]mx(m+n) where, 
DN(s)"' [ D(s) N(s) ] (Al.2.6) 
and checks whether the matrix D(s) is row reduced according to Definition 3.2.12. If it is 
not then unimodular row operations are performed on the matrix DN(s) until this is true. 
The matrix D.N(s) E IR[s]mx(m+n) is subsequently returned where, 
DN(s)"' [ D(s) N(s) ] "'T(s) [ D(s) N(s) ] (A1.2.7) 
and D( s) is row reduced. If the optional parameter U is included then this is assigned the 
unimodular matrix T(s) E IR[s]mxm as in (A1.2.7). 
(ST4} Command Code 
Drowprop:=proc(DN,U) 
local p,expDN,A,expDD,H,vec,a,vecH,termset,b,equset,c,solset,alpha,\ 
alpharow,varset,unityset,e,ALPHA,f,g,deglist,h,rDzero,j,iDzero,k,B,\ 
l,UN,nextDD,Unimod; 
p:=rowdim(DN); 
expDN:=map(simplify,map,expand(DN)); 
for A from 1 do 
expDD:=submatrix(expDN,1 .. p,1 .. p); 
H:=HOCrow(expDD,p,p); 
if rank(H)<p then 
vec:=matrix(1,p,O); 
for a from 1 to p do 
vec[1,a] :=d[a] 
od; 
vecH:=evalm(vec &*H); 
termset:={}; 
for b from 1 to p do 
termset:=termset union {vecH[1,b]} 
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od; 
termset:=POS(termset) minus {0}; 
equset: ={}; 
for c from 1 to nops(termset) do 
equset:=equset union {termset[c]=O} 
od; 
sclset:=solve(equset); 
alpha:=op(subs(solset,[cp(vec)])); 
alpharcw:=convert(row(alpha,l),list); 
varset:=VAR(alpharow) minus {0}; 
unityset:={}; 
fer e from 1 to ncps(varset) do 
unityset:=unityset union {varset[e)=l} 
od; 
ALPHA:=convert(subs(unityset,alpharow),vector); 
for f from 1 to p de 
rD.f:=O; 
for g from 1 to p de 
if degree(expDD[f,g])>rD.f then 
rD.f:=degree(expDD[f,g]) 
fi 
od 
od; 
deglist: = [] ; 
for h from 1 to p do 
if ALPHA[h)<>O then 
deglist:=[op(deglist),rD.h] 
fi 
od; 
rDzero:=max(op(deglist)); 
for j from 1 to p do 
if rDzero=rD.j and ALPHA[j]<>O then 
break 
fi 
od; 
iDzero:=j; 
UN:=matrix(p,p,O); 
for k from 1 to p do 
UN[k,k] :=1 
od; 
B:=matrix(l,p,O); 
for 1 from 1 to p do 
if l=iDzero then 
B[l,iDzero]:=ALPHA[iDzero] 
else 
fi 
od; 
B[l,l] :=ALPHA[l]*s"(rDzerc-rD.l) 
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nextDD:=copyinto(B,UN,iDzero,l); 
expDN:=map(simplify,map(expand,evalm(nextDD &* expDN))); 
if A=l then 
Unimod:=op(nextDD) 
else 
Unimod:=map(simplify,evalm(nextDD &* Unimod)) 
fi 
else 
fi 
od; 
break 
if nargs=2 then 
U:=op(Unimod) 
fi; 
op(expDN) 
end; 
(ST4) Example 
Consider the rational matrix, 
(Al.2.8) 
In the following Maple session a left matrix fraction description (MFD) is first computed 
where the corresponding denominator matrix DD(s) E lR[sj2x2 is not row reduced. Conse-
quently a left MFD is computed where the corresponding denominator matrix D Dnew ( s) E 
JR[sj2X 2 is row reduced. 
libname := fusr/localfmaple/lib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> T:=matrix(2,2,[1/(s+1)"2,1/((s+l)*(s+2)),1/((s+l)*(s+2)),(s+3)/(s+2)"2]); 
( s + 1 )2 
[ 
1 
T := ( s + 1 )\ s + 2) 
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> DN:=LMFD(T,2,2): 
> DD:=DN[1]; NN:=DN[2]; 
[ 
(8+1j2(8+2)2 
DD := ( 8 + 1 )( 8 3 + 5 s2 + 8 8 + 3) 
-( 8 + 1 )2 ( 8 + 2 )2 l 
-( 8 + 2 )( 83 + 4 82 +58+ 1) 
> map(simplify,evalm(inverse(DD) &* NN)); 
[ 
82+~8 +1 82+~8+2] 
1 8+3 
8 2 + 3 8 + 2 82 + 4 8 + 4 
> X:=H0Crow(DD,2,2); 
[ 
1 -1 l X:= 
1 -1 
> rank(X); 
1 
> DNaug:=augment(DD,NN); 
DNaug := 
[ ( 8 + 1 )2 ( 8 + 2 )2 '-( 8 + 1 )2 ( 8 + 2 )2' 8 + 2' 
-( 8 + 1) ( 8 2 + 3 8 + 1) l 
[ ( 8 + 1 )( 83 + 5 82 + 8 8 + 3)' -( s + 2) ( 83 + 4 82 +58+ 1) '8 + 2 
,-(s+2)28] 
> Drprop:=Drowprop(DNaug,'a'); 
Drprop := 
[8+1,-8-2,0,-1] 
[ -5 83 - 3 - 11 8- 13 8 2 ,4 83 + 11 8 + 2 + 13 8 2 , -8 - 2, 4 8 2 + 4 8] 
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> DDnew:=submatrix(Drprop,1 .. 2,1 .. 2); 
DDnew := [ 
8 
+ 
1 
-5 s3 - 3 - 11 s- 13 s2 
-s -2 l 
4 s3 + 11 s + 2 + 13 s2 
> Y:=HOCrow(DDnew,2,2); 
y := [ 1 -1 l 
-5 4 
> rank(Y); 
2 
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A1.2.5 (ST5) The Forlaur command 
Syntax: Forlaur ( A, q ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Final degree of expansion 
(ST5) Description 
282 
Returns the forward fundamental matrix sequence of a non-singular polynomial matrix 
A(s) E lR[s]"xr, ranklR[sjA(s) = r. This is the sequence of matrices H; E lRrxr, i::::; tJr, which 
constitutes the Laurent series expansion of A(s)-1 about s = oo as given in (5.2.1). Returns 
the matrix sequence in the list form [ H-q, H-q+J, ... , Hq,-b Hq, J where -q::::; fir· 
(ST5) Command Code 
Forlaur:=proc(A,q) 
local r,qr,IA,IAS,i,j,K; 
r:=rowdim(A); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,q+qr+l); 
for i to r do 
for j to r do 
forK from 1 to nops(IAS[i,j]) do 
od 
od 
if type(op(K,IAS[i,j]),function)=true then 
if K=l then 
fi 
IAS[i,j] :=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
break 
elif K=nops(IAS[i,j]) then 
IAS [i, j] : =sum(op(y, !AS [i, j]) , y=1. . nops (IAS [i, j]) -1) ; 
break 
else 
fi 
IAS[i,j]:=sum(op(za,IAS[i,j]),za=l .. K-1)+\ 
sum(op(zb,IAS[i,j]),zb=K+1 .. nops(IAS[i,j])); 
break 
od; 
MATEXP(IAS,qr,-q,r,r) 
end; 
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(ST5) Example 
Consider the polynomial matrix, 
A(s) = 2s- 5 3 s + 2 1 E IR[s]3x3 (A1.2.9) 
0 -1 0 
In the following Maple session the forward fundamental matrix sequence of A(s) is com-
puted. This comprises the matrix sequence [H-4, H_3, H_2, H_1, H0 , H1] where 
H; E JR3x3, i = -4, ... , 1 and q = 4. 
libname := fusrflocalfmaple/lib, /home/Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
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A1.2.6 (ST6) The GINVERSE command 
Syntax: GINVERSE( A ) ; 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
(ST6) Description 
Returns the generalised inverse A(s)l E JR(s)mxn of a rational matrix A(s) E JR(s)nxm 
according to Algorithm 6.3.2. In this case s is considered to be an indeterminate. 
(ST6} Command Code 
GINVERSE:=proc(G) 
local n,m,NeYG,dum,NewGtran,tag,a,k,ID,Gt,i,A; 
n:=rowdim(G); 
m:=coldim(G); 
if n=l and m=l then 
if G[1,1]=0 then 
RETURN(O) 
else 
RETURN(inverse(G)) 
fi 
fi; 
if n>m then 
NewG:=transpose(G); 
dum:=n; 
n:=m; 
m:=dum; 
NewGtran:=copy(G); 
tag:=! 
else 
NewG:=copy(G); 
NewGtran:=transpose(G); 
tag:=O 
fi; 
a:=1; 
k:=O; 
ID: =IDEN (n); 
B.k:=copy(ID); 
Gt:=map(simplify,evalm(NewG &* NewGtran)); 
for i from 1 to n do 
if i=l then 
if trace(Gt)<>O then 
a:=-trace(Gt); 
B.i:=map(simplify,evalm(Gt+a*ID)); 
k:=l 
else 
B.i:=evalm(Gt) 
-----------------------------------------
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fi 
else 
fi 
od; 
A:=map(simplify,evalm(Gt &* B.(i-1))); 
if trace(A)<>O then 
a:=-trace(A)/i; 
B.i:=map(simplify,evalm(A+a*ID)); 
k:=i 
else 
B.i:=evalm(A) 
fi 
if tag=1 then 
if k=O then 
matrix(n,m,O) 
else 
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map(factor,map(normal,transpose(evalm(-(1/a*NeYGtran &* B.(k-1)))))) 
fi 
else 
if k=O then 
matrix(m,n,O) 
else 
map(factor,map(normal,evalm(-(1/a*NeYGtran &* B.(k-1))))) 
fi 
fi 
end; 
(ST6) Example 
Consider the rational matrix, 
V(8) = 
1 
8+1 
8 
0 
1 
8 
2 0 
(A1.2.10) 
In the following Maple session the generalised inverse V(8)l E IR(8JZX3 of V(8) is computed. 
This is in accordance with Algorithm 6.3.2 where 8 is considered to be an indeterminate. 
Furthermore the generalised inverse conditions as in Definition 6.2.1 are shown to be satis-
fied. 
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libname := I usr I local I maple I lib, I home I Ice I majj2 I mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> V:=matrix(3,2,[1/(s+1),0,s,1/s,2,0]); 
V:= 
> GV:=GINVERSE(V); 
1 
s+l 
8 
0 
1 
s 
2 0 
GV := [ 5+:~~8s 0 2 5~~:21tss ] 
s2(s+l) s2(s+1)2 
s - 2 .,--,--'-;-,;-.,--';;-
-5+4s2+8s 5+4s2+8s 
> map(simplify,evalm(V &* GV &*V- V)); 
map(simplify,evalm(GV &*V&* GV- GV)); 
map(simplify,evalm(transpose(evalm(V &* GV)) 
map(simplify,evalm(transpose(evalm(GV &* V)) 
0 0 
0 0 
0 0 
0 0 0 
0 0 0 
0 0 0 [: : l 
- evalm(V &* GV))); 
- evalm(GV &*V))); 
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A1.2. 7 (ST7) The GINVcomp command 
Syntax: GINVcomp( A,' q '); 
Parameters: A- (matrix) A rational matrix in the indeterminate s 
q- (optional) Parameter 
(ST7) Description 
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Returns the generalised inverse A(s)l E IR(s)mxn of a rational matrix A(s) E IR(s)nxm 
according to Algorithm 6.3.2 where s E JR. If the optional parameter q is included then this 
is assigned the list [si,A(si)t] where s; EA is defined in Algorithm 6.3.2. 
(ST7) Command Code 
GINVcomp:=proc(G,q) 
local n,m,NeYG,dum,NewGcontran,tag,k,ID,Gt,i,A,C,L,d,e,T,GEN,z,M; 
n:=rowdim(G); 
m:=coldim(G); 
if n>m then 
NewG:=transpose(G); 
dum:=n; 
n:=m; 
m:=dum; 
NewGcontran:=map(conjugate,G); 
tag:=1 
else 
NewG:=copy(G); 
NewGcontran:=transpose(map(conjugate,G)); 
tag:=O 
fi; 
k:=O; 
a.k:=1; 
ID:=IDEN(n); 
B.k:=copy(ID); 
Gt:=map(normal,map(expand,evalm(NewG &* NewGcontran))); 
for i from 1 to n do 
if i=1 then 
a.i:=normal(expand(-trace(Gt))); 
B.i:=map(normal,map(expand,evalm(Gt+a.i*ID))); 
if a. i<>O then 
k:=1 
fi 
else 
A:=map(normal,map(expand,evalm(Gt &* B.(i-1)))); 
a.i:=normal(expand(-trace(A)/i)); 
B.i:=map(normal,map(expand,evalm(A+a.i*ID))); 
if a. i<>O then 
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fi 
od; 
fi 
k:=i 
if nargs>l then 
M:=[solve(a.k)]; 
C:= []; 
for z from 1 to nops(M) do 
if type(M[z],realcons)=true then 
C:=[op(C) ,M[z]] 
fi 
od; 
L:= []; 
for d from 1 to nops(C) do 
for e from k-1 to 1 do 
T:=simplify(expand(subs(s=C[d] ,a.e))); 
if T<>O then 
if tag=! then 
GEN:=map(normal,transpose(map(simplify,subs(s=C[d],\ 
evalm(-(1/a.e)•NewGcontran &• B.(e-1)))))); 
L:=[op(L),[C[d],op(GEN)]]; 
break 
else 
fi 
GEN:=map(normal,map(simplify,subs(s=C[d] ,\ 
evalm(-(1/a.e)•NewGcontran &• B.(e-1))))); 
L:=[op(L),[C[d] ,op(GEN)]]; 
break 
elif T=O and e=l then 
fi 
if tag=! then 
L:=[op(L),[C[d],matrix(n,m,O)]] 
else 
L:=[op(L),[C[d],matrix(m,n,O)]] 
fi 
od 
od; 
q:=L 
fi; 
if tag=! then 
if k=O then 
matrix (n, m, 0) 
else 
fi 
else 
map(factor,map(normal,transpose(map(normal,\ 
map(expand,evalm(-(1/a.k)•NewGcontran &• B.(k-1))))))) 
if k=O then 
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fi 
end; 
matrix(m,n,O) 
else 
fi 
map(factor,map(normal,\ 
map(expand,evalm(-(1/a.k)*NeYGcontran &* B.(k-1))))) 
(ST7) Example 
Consider the singular polynomial matrix, 
A(s) = 1 83 8 + 1 E 1R[s]3x3 
0 8+ 1 0 
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(A1.2.11) 
where rankJR[sJA(8) = 2. In the following Maple session the gener(tlised inverse A(8)f E 
lR(8)3X 3 of A(8) is computed from Algorithm 6.3.2 where 8 E JR. Here the parameter lis 
assigned the list sequence [ -1, A( -1)1 ]. Furthermore it is shown that when 8 is considered 
to be an indeterminate, i.e. under the substitution conjugate(s)=s, then the GINVERSE 
and GINVcomp procedures coincide. 
libname := /u8r/local/maple/lib, /home/ Ice/majj2/mymaplelib 
> Yith(linalg): 
Warning: neY definition for norm 
Warning: neY definition for trace 
> Yith(linsys): 
> A:=matrix(3,3,[s,s"4,s"2+s,1,s"3,s+1,0,s+1,0]); 
A:= 1 8 3 8 + 1 
0 8+ 1 0 
> GAc:=GINVcomp(A,'l'); 
GAc:= [ 
conjugate( s) 1 
%1 ( 1 + 8 conjugate( 8)) ' %1 ( 1 + 8 conjugate( 8) ) ' 
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(s/:)%1] 
[o,o, s~ 1] 
[ 
( 1 +conjugate( s)) conjugate( s) 1 + conjugate( s) 
%1 ( 1 + s conjugate( 8) ) ' %1 ( 1 + s conjugate( s)) ' 
_ ( 1 + conjugate( 8) ) s3 ] 
(s+ 1)%1 
%1 := s conjugate( 8 ) + s + conjugate( s) + 2 
> 1; 
-1 1 0 
4 4 
-1, 1 -1 0 
4 4 
0 0 0 
> Gacc:=subs(conjugate(s)=s,op(GAc)); 
Gacc := 
(8+1)(82 +28+2) 
[o,o,8~1] 
[ 
(s+1)s s+1 83 ] 
( s2 + 2 s + 2) ( 1 + 82 ) ' ( 82 + 2 8 + 2 ) ( 1 + s2 ) ' - 82 + 2 8 + 2 
> map(factor,GINVERSE(A)); 
(8+1)(82 +28+2) 
[o,o, 8~ 1] 
[ 
(8+1)8 8+1 83 ] 
( 82 + 2 8 + 2 ) ( 1 + 82 ) ' ( s2 + 2 8 + 2) ( 1 + 82 ) ' - 82 + 2 8 + 2 
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A1.2.8 (STS) The HOCcol command 
Syntax: HOCcol( A, p, m ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
p - (integer) Row dimension of A 
m - (integer) Column dimension of A 
(STS) Description 
Returns the high order column coefficient matrix of a polynomial matrix A(s) E lR[s]pxm 
according to Definition 3.2.11. 
(STS) Command Code 
HOCcol:=proc(Y,p,m) 
local U,V,b,a,c,g,f; 
U:=map(expand,Y); 
V:=matrix(p,m,O); 
for b from 1 to m do 
DEG.b:=O; 
for a from 1 to p do 
if degree(U[a,b])>DEG.b then 
DEG.b:=degree(U[a,b]) 
fi 
od 
od; 
for g from 1 to m do 
for f from 1 to p do 
V[f ,g) :=coeff (U[f ,g) ,s,DEG.g) 
od 
od; 
op(V) 
end; 
(STS) Example 
Consider the polynomial matrix, 
C(s) = 
0 
(A1.2.12) 
In the following Maple session the high order column coefficient matrix of C(s) is computed. 
Here it can be seen that C(s) in (A1.2.12) is not column reduced. 
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libname := fusrflocalfmapleflib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> C:=matrix(3,4,[s"4-2*s"3+2,2*s+1,3*s"3,0,s"4+1,2*s"4-1,s"3+1,2*s·4+1, 
3*s"3+2*s,0,3*s,4*s"2-s-1]); 
84 -2s3 +2 28 + 1 383 0 
C:= 84 + 1 284 -1 83 + 1 284 + 1 
383 + 2 8 0 38 482 -8-1 
> HC:=H0Ccol(C,3,4); 
1 0 3 0 
HC:= 1 2 1 2 
0 0 0 0 
> rank(C); 
3 
> rank(HC); 
2 
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Al.2.9 (ST9) The HOCrow command 
Syntax: HO Crow ( A, p, m ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m - (integer) Column dimension of A 
(ST9) Description 
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Returns the high order row coefficient matrix of a polynomial matrix A(s) E lR[s]pxm 
according to Definition 3.2.11. 
(ST9) Command Code 
HOCrow:=proc(Y,p,m) 
local U,V,b,a,c,g,f; 
U:=map(expand,Y); 
V:=matrix(p,m,O); 
for a from 1 to p do 
DEG.a:=O; 
for b from 1 to m do 
if degree(U[a,b])>DEG.a then 
DEG.a:=degree(U[a,b]) 
od 
od; 
fi 
for f from 1 to p do 
for g from 1 to m do 
V[f,g] :=coeff(U[f,g],s,DEG.f) 
od 
od; 
op(V) 
end; 
(ST9) Example 
Consider the polynomial matrix, 
C(s) = 
0 
E 1R[s]3x4 (A1.2.13) 
In the following Maple session the high order row coefficient matrix of C(s) is computed. 
Here it can be seen that C(s) in (Al.2.13) is not row reduced. 
--------------------------
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libname := fusrflocal/maple/lib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> C:=matrix(3,4,[s-4-2*s-3+2,2*s+1,3*s-3,0,s-4+1,2*s-4-1,s-3+1,2*s-4+1, 
3*s-3+2*s,0,3*s,4*s-2-s-1]); 
s4 -2s3 +2 2s + 1 3s3 0 
C:= s4 + 1 2s4 -1 s3 + 1 2s4 + 1 
3 s3 + 2s 0 3s 4s2 -s-1 
> HR:=H0Crow(C,3,4); 
1 0 0 0 
HR:= 1 2 0 2 
3 0 0 0 
> rank(C); 
3 
> rank(HR); 
2 
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A1.2.10 (STlO) The HPOW command 
Syntax: HPOW(A,p,m); 
Parameters: A- (matrix) A polynomial matrix in the indeterminate 8 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
(STlO) Description 
Returns the highest degree of 8 in a polynomial matrix A(8) E 1Ft[8]pxm. 
(STlO) Command Code 
HPOW:~proc(A,n,m) 
local INdegree,ExpA,i,j,Deg; 
INdegree:~O; 
ExpA:~map(expand,A); 
for i from 1 to n do 
for j from 1 to m do 
Deg:~degree(A[i,j],s); 
if Deg>INdegree then 
INdegree:=Deg 
fi 
od 
od; 
INdegree 
end; 
(STlO) Example 
Consider the polynomial matrix, 
0(8) = 
0 
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(A1.2.14) 
In the following Maple session the highest degree of 8 appearing in the matrix C( 8) in 
(Al.2.14) is computed. 
A1.2 Maple Code: Tbe System Structures Package linstruct 
libname := / usr /local/ maple/ lib, /home/ Ice/ majj2 / mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> C:=matrix(3,4,[s"4-2*s"3+2,2*s+1,3*s"3,0,s"4+1,2*s"4-1,s"3+1,2*s"4+1, 
3*s"3+2*s,0,3*s,4*s"2-s-1]); 
s4 -283 +2 2s+ 1 3 83 0 
C:= 84 + 1 284 -1 s3 + 1 2s4 + 1 
383 + 28 0 38 482 -8-1 
> HPOW(C,3,4); 
4 
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A1.2.11 (STll) The !DEN command 
Syntax: !DEN ( n ) ; 
Parameters: n - (integer) Row/ column dimension of the identity matrix 
(STll) Description 
Returns the (n x n) identity matrix. The negative (n x n) identity is returned via 
'evalm(-1 * IDEN(x)); '. 
(STll) Command Code 
IDEN:=proc(x) 
local Initiali,i; 
Initiali:=matrix(x,x,O); 
for i from 1 to x do 
Ini tiali [i, i] : =1 
od; 
op(Initiali) 
end; 
(ST11) Example 
In the following Maple session the identity matrix X E R 4x4 and the corresponding 
negative identity matrix X min E R 4 x4 are assigned. 
libname := /usr/local/maplejlib, /home/ Icejmajj2jmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> X:=IDEN(4); 
1 0 0 0 
0 1 0 0 
X:= 
0 0 1 0 
0 0 0 1 
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Al.2.12 (ST12) The MATEXP command 
Syntax: MATEXP( A, q, st, n, m); 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
q- (integer) Initial degree of expansion 
st - (integer) Final degree of expansion 
n - (integer) Row dimension of A 
m - (integer) Column dimension of A 
(ST12) Description 
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Returns the matrix expansion of a rational matrix A(s) E IR(s)nxm in the degree range 
st :<::: s :<::: q. This is returned in the list form [Ast• Ast+b ... , Aq-!, Aq], q 2: st, where 
A; E IRnxm, i :<::: q, corresponds to the matrix coefficient of si. Note that the individual 
terms of A( s) must be in a series form. 
(ST12) Command Code 
MATEXP:=proc(A,q,st,n,m) 
local Aexp,i,j,k,L,X; 
Aexp,=map(expand,A); 
L:=[]; 
for i from q by -1 to st do 
X:=matrix(n,m,O); 
for j from 1 to n do 
for k from 1 to m do 
X[j,k]:=coeff(Aexp[j,k] ,s,i) 
od 
od; 
L:=[op(X),op(L)] 
od; 
L 
end; 
(ST12) Example 
Consider the rational matrix, 
B(s)= [ (s~1)2 
( s + 1 )2 
( s + 1 )\ s + 2) l E IR(s)2x2 
s4 + 1 
(A1.2.15) 
--------------------------------------------------
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In the following Maple session the matrix expansion of B(s) is computed in the matrix list 
form [B-3, B-2, B_l, Bo, Bl]· Here B(s) is first expressed as the corresponding series 
matrix Bexp E IR(s) 2x2 . 
libname := fusr flocalfmapleflib, /home/ Icefmajj2fmymaplelib 
> "ith(linalg): 
Warning: ne" definition for norm 
Warning: ne" definition for trace 
> "ith(linsys): 
> B:=matrix(2,2, [1/(s+1)•2,1/((s+l)*(s+2)),s/(s+1).2,(s•4+1)/ 
((s.2+1)*(s+2))]); 
1 l (s+l)(s+2) 
s4 + 1 
> Bexp:=map(convert,map(series,B,s=infinity,4),polynom); 
--2-
[ 
1 1 
s2 s3 
Bexp := 
1 1 
--2-
s s2 
> MATEXP(Bexp,i,-3,2,2); 
1 1 l --3-s2 s3 
1 1 1 
s - 2 + 3- - 6- + 14-
s s2 s3 
[ [ -: ~: l· [ _: _: ].[: : l· [ : _: l· [ : : ]] 
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A1.2.13 (ST13) The MATPOLY command 
Syntax: MATPDLY( A ) ; 
Parameters: T- (matrix) A polynomial matrix in the indeterminate s 
(ST13) Description 
Given a polynomial matrix, 
(A1.2.16) 
this returns the corresponding matrix sequence in the list form [To, Tb ... , Tq ]. 
(ST13) Command Code 
MATPOLY:=proc(T) 
local n,m,DegT,ExpT,k,X,a,b,L; 
n:=rowdim(T); 
m:=coldim(T); 
DegT:=HPOW(T,n,m); 
ExpT:=map(expand,T); 
L:= []; 
for k from DegT by -1 to 0 do 
X:=matrix(n,m,O); 
for a from 1 to n do 
for b from 1 to m do 
X[a,b] :=coeff(ExpT[a,b] ,s,k) 
od 
od; 
L:=[op(X),op(L)] 
od; 
L 
end; 
(ST13) Example 
Consider the polynomial matrix, 
C(s) = 
0 
(A1.2.17) 
In the following Maple session the matrix expansion of C(s) is computed in the matrix list 
form [ Co, C1, C2, C3, c4]· This relates to the expansion (A1.2.16). 
A1.2 Maple Code: The System Structures Paclmge linstruct 
libname := fusr/localfmaple/lib, /home/ Ice/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> wi th(linsys): 
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A1.2.14 (ST14) The MATSEP command 
Syntax: MATSEP( A,p,m); 
Parameters: A- (matrix) A rational matrix in the indeterminate s 
p - (integer) Row dimension of A 
m - (integer) Column dimension of A 
(ST14) Description 
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Given a rational matrix of the form A(s) E IR(s)pxm this command returns the matrix 
list [Asp(s), Apol(s)] where Asp(s) E IRsp(s)pxm and Apol(s) E IR[s]pxm denote the strictly 
proper and polynomial matrix components of A(s) respectively from (3.2.20). 
(ST14) Command Code 
MATSEP:=proc(T,p,m) 
local nT,spropmat,polymat,a,b,parta,A,n,d,q,r; 
nT:=map(normal,T); 
spropmat:=matrix(p,m,O); 
polymat:=matrix(p,m,O); 
for a from 1 to p do 
for b from 1 to m do 
if nT[a,b]<>O then 
parta:=nT[a,b]; 
for A from 0 do 
fi 
od 
if degree(denom(parta))>degree(numer(parta)) then 
spropmat[a,b] :=parta; 
break 
elif degree(denom(parta))=O then 
polymat[a,b]:=parta; 
break 
else 
n:=numer(parta); 
d:=denom(parta); 
fi 
od 
q:=(lcoeff(n) I lcoeff(d)) * s-(degree(n)-degree(d)); 
r:=collect(n- d*q,s); 
parta:=r/d; 
polymat[a,b]:=normal(polymat[a,b]+q) 
od; 
[op(spropmat),op(polymat)] 
end; 
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(ST14) Example 
Consider the rational matrix, 
XI(s) 0 1 
0 0 
1 
8 
1 
s2 
E !R(s)3x3 
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(A1.2.18) 
In the following Maple session the strictly proper and polynomial matrix components of 
XI(s), denoted by sep1(s) E !R,p(s)3X3 and sep2(s) E !R[sj3x3, are computed. Furthermore 
these are used to compute corresponding strictly proper and polynomial realisations of 
XI(s) via the commands real prop and realpoly as in (RE12) and (REll). 
libname := /u8r/ local/maple/lib, /home/ Ice/majj2/mymaplelib 
> with (linalg) : 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> XI:=inverse(matrix(3,3,[1,s-3,0,0,1,s,O,O,s-2])); 
1 -83 82 
0 1 
1 
XI:= 8 
0 0 
1 
82 
> sep:=MATSEP(XI,3,3); 
0 0 0 1 -83 82 
0 
1 
8ep := 0 0 1 0 8 
0 
1 0 0 0 0 82 
> sep1: =sep [1] : sep2:=sep[2]: 
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> prop:=realprop(sep1,3,3); 
> map(simplify,evalm(prop[3] 
prop[2] )) ; 
> poly:=realpoly(sep2,3,3); 
0 1 0 
0 0 1 
poly:= 
0 0 0 
0 0 0 
0 0 
0 -1 
1 0 
&* inverse(s * IDEN(2) - prop [1]) 
0 0 0 
0 0 1 
8 
0 0 1 
s2 
0 -1 1 0 
-1 0 0 1 
0 0 0 0 
0 0 0 1 
1 0 0 -1 
0 0 0 0 
0 0 1 0 
&* 
> map(simplify,evalm(poly[3] &* inverse(IDEN(4) - s * poly[1]) &* 
poly[2])); 
0 1 0 
0 0 0 
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- - - - - - - -- -- - --------------------------
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A1.2.15 (ST15) The MINORS command 
Syntax: MINORS( A, q,' U '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Order of minors considered 
U- (optional) Parameter 
(ST15) Description 
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Returns the greatest degree of all (q x q) minors of the polynomial matrix A(s) E IR[s]pxm 
where q::; min{p, m}. If the optional parameter U is included then this is assigned the list 
of all these subsequent (q x q) minors. The pre-existing choose command from Maple's 
combinat package needs to be loaded into the Maple session before the MINORS command 
can be invoked. 
(ST15) Command Code 
MINORS:=proc(A,q,U) 
local p,m,L,M,a,b,Rowch,Colch,i,j,MAT,k,l,NEXT,Dn; 
p:=rowdim(A); 
m:=coldim(A); 
L:=[]; 
M:=[]; 
if q=1 then 
for a from 1 to p do 
od 
for b from 1 to m do 
M:=[op(M),simplify(A[a,b])]; 
L:=[op(L),degree(A[a,b] ,s)] 
od 
else 
Rowch:=choose(p,q); 
Colch:=chcose(m,q); 
for i from 1 to nops(Rowch) do 
for j from 1 to q do 
if j=1 then 
MAT:=row(A,Rowch[i][j]); 
else 
MAT:=stackmatrix(MAT,row(A,Rowch[i] [j])) 
fi 
od; 
for k from 1 to nops(Colch) do 
for 1 from 1 to q do 
if 1=1 then 
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NEXT:=col(MAT,Colch[k] [1]) 
else 
NEXT:=augment(NEXT,col(MAT,Colch[k] [1])) 
fi 
od; 
Dn:=simplify(det(NEXT)); 
M:=[op(M),Dn]; 
L:=[op(L),degree(Dn,s)] 
od 
od 
fi; 
if nargs>2 then 
U:=M 
fi; 
L:=max(op(L)) 
end; 
(ST15) Example 
Consider the polynomial matrix, 
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(A1.2.19) 
In the following Maple session the greatest degree of all (1 x 1) and all (2 X 2) minors of the 
polynomial matrix Y(s) are computed. Furthermore the parameter q is assigned the list of 
all the respective (1 x 1) and (2 x 2) minors of Y(s). 
libname := /usr/ local/maple/lib, /home/ lce/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with (linsys) : 
> with(combinat,choose); 
[choose] 
> Y:=matrix(2,2, [1,0,s+1,1)); 
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> MINORS(Y,l,'q'); 
1 
> q; 
[1,0,s+ 1,1] 
> MINORS(Y,2,'q'); 
0 
> q; 
1 
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A1.2.16 (ST16) The MINrat command 
Syntax: MINrat ( A, q, ' U ') ; 
Parameters: A- (matrix) A rational matrix in the indeterminate s 
q - (integer) Order of minors considered 
U- (optional) Parameter 
(ST16) Description 
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Used as in the MINORS command but computes the least 800 (-) of all corresponding 
minors of A(s) E lR(s)pxm according to (3.3.9). 
(ST16) Command Code 
MINrat::proc(A,q,U) 
local p,m,L,M,ExpA,a,b,Rowch,Colch,i,j,MAT,k,l,NEXT,DetN; 
p::rowdim(A); 
m::coldim(A); 
L::[]; 
M::[]; 
ExpA::map(expand,A); 
if q:1 then 
for a from 1 to p do 
od 
for b from 1 to m do 
M::[op(M),simplify(ExpA[a,b])]; 
od 
if ExpA[a,b]<>O then 
L::[op(L),degree(denom(ExpA[a,b]),s)-degree(numer(ExpA[a,b]),s)] 
fi 
else 
Rowch::choose(p,q); 
Colch::choose(m,q); 
for i from 1 to nops(Rowch) do 
for j from 1 to q do 
if j:l then 
MAT::row(ExpA,Rowch[i][j]) 
else 
MAT::stackmatrix(MAT,row(ExpA,Rowch[i] [j])) 
fi 
od; 
for k from 1 to nops(Colch) do 
for l from 1 to q do 
if 1:1 then 
NEXT::col(MAT,Colch[k] [l]) 
else 
NEXT::augment(NEXT,col(MAT,Colch[k] [l])) 
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od 
fi; 
fi 
od; 
DetN:=simplify(det(NEXT)); 
M:=[op(M),DetN]; 
if DetN<>O then 
od 
L:=[op(L),degree(denom(DetN),s)-degree(numer(DetN),s)]; 
fi 
if nargs>2 then 
U:=M 
fi; 
L:=min(op(L)) 
end; 
(ST16) Example 
Consider the rational matrix, 
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(Al.2.20) 
In the following Maple session the least 000 (·) of all (1 x 1) and all (2 x 2) minors of the 
rational matrix S( s) are computed. Furthermore the parameter w is assigned the list of all 
the respective (1 x 1) and (2 x 2) minors of S(s). 
libname := jusrjlocal/maple/lib, /home/ Icejmajj2jmymaplelib 
> Yith(linalg): 
Warning: neY definition for norm 
Warning: ney definition for trace 
> Yith(linsys): 
> Yith(combinat,choose); 
[choose J 
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> S:=matrix(2,3,[1/(s+1)"2,s"3,s"2/(s+1),(s+2)/(s+1)"2,1/s"3,1/(s+2)"2]); 
> MINrat(S,l,'w'); 
-3 
> Vlj 
[ 
1 3 s2 s + 2 1 1 ] 
( s + 1 )2' 8 ' s + 1' ( s + 1 )2 ' 8 3 ' ( 8 + 2 )2 
> MINrat(S,2,'w'); 
> Wj 
-2 
[
- s6 + 85 - 84 + s3 - s2 + s - 1 _ -8 - 1 + s5 + 6 84 + 12 83 + 8 52 
8 3 ( s + 1) ' ( 8 + 1 )3 ( 8 + 2 )2 ' 
55 + s4 - 82 - 4 8 - 4] 
( s + 2 )2 8 ( s + 1) 
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A1.2.17 (ST17) The PDS command 
Syntax: PDS ( S ) ; 
Parameters: S- (set) A set of indexed names 
(ST17) Description 
Given a set of indexed names S = { x[i, j, ... , z], x[i, j], ... , -x[i, j, ... , z]} this com-
mand returns a set S where all indexed terms -x[i,j, 00., z] will be deleted if x[i, j, 00., z] 
exists within S. This command is embedded in procedures within the linsys package. 
(ST17) Command Code 
POS:=proc(SS) 
local LL,A; 
LL:=convert(SS,list); 
for A from 1 to nops(LL) do 
if nops(op(A,LL))=2 then 
fi 
if type(op(l,op(A,LL)),negative) then 
LL:=subsop(A=op(2,op(A,LL)),LL) 
fi 
od; 
convert(LL,set) 
end; 
(ST17) Example 
Consider the set, 
(A1.2.21) 
In the following Maple session a set L is formed from the set L as in (A1.2.21) where all 
negative forms of existing indexed terms are removed. 
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libname := jusr/localjmaplejlib, /home/ Icejmajj2Jmymaplelib 
> Yi th(linalg): 
Warning: neY definition for norm 
Warning: neY definition for trace 
> Yith(linsys): 
> L:={x[1] ,x[1,2] ,-x[1] ,x[1,3,5] ,-x[1,2] ,x[1,2]}; 
> Lhat:=PDS(L); 
Lhat := {x1,2, x1, XJ,3,5} 
313 
Al.2 Maple Code: The System Structures Package linstruct 314 
A1.2.18 (ST18) The SmRatinf command 
Syntax: SmRatinf ( A ) ; 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
(ST18) Description 
Returns the Smith-McMillan form at s oo of a rational matrix A(s) E JR(s)pxm 
according to Lemma 3.3.6. 
(ST18) Command Code 
SmRatinf:=proc(G) 
local p,m,Sinf,R,M,i,j; 
p:=rowdim(G); 
m:=coldim(G); 
Sinf:=matrix(p,m,O); 
R:=rank(G); 
M:=[]; 
for i from 1 to R do 
M:=[op(M),MINrat(G,i)] 
od; 
for j from 1 to nops(M) do 
if j=1 then 
Sinf[1, 1] : =s· (-M [1]) 
else 
Sinf[j ,j] :=s"(M[j-1]-M[j]) 
fi 
od; 
op(Sinf) 
end; 
(ST18) Example 
Consider the rational matrix, 
(A1.2.22) 
In the following Maple session the Smith-McMillan form at s = oo of S(s) is computed. 
This indicates that S(s) possesses one pole at s = oo of respective order '3' and one zero at 
s = oo of respective order '1 '. 
A1.2 Maple Code: The System Structures Package !instruct 
lib name := / usr /local/ maple /lib, /home/ Ice/ majj2/ mymaplelib 
> with (linalg) : 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> with(combinat,choose); 
( choose] 
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> s:~matrix(2,3,[1/(s+1)"2,s"3,s"2/(s+1),(s+2)/(s+1)"2,1/(s"3),1/(s+2)"2]); 
1 
82 l (:;:)2 
> SmRatinf(S); 
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A1.2.19 (ST19) The VAR command 
Syntax: VAR( S); 
Parameters: S- (set) A set of indexed expressions 
(ST19) Description 
Given a set of indexed expressions of the form S = { x[i] + x[j] + · · · + x[z], ... } this 
command returns the set of individual indexed names of the formS= { x[i], x[j], x[z], ... }· 
This command is embedded in procedures within the linsys package. 
(ST19) Command Code 
VAR:=proc(Q) 
local M,G,A,TERMa,B,TERMb,C,TERMc; 
M:=POS(Q); 
G:={}; 
for A from 1 to nops(M) do 
TERMa:=op(A,M); 
if nops(TERMa)=1 and type(TERMa,indexed) then 
G:=G union {TERMa} 
elif nops(TERMa)>1 then 
for B from 1 to nops(TERMa) do 
TERMb:=op(B,TERMa); 
od 
if nops(TERMb)=1 and type(TERMb,indexed) then 
G:=G union {TERMb} 
elif nops(TERMb)>1 then 
fi 
for C from 1 to nops(TERMb) do 
TERMc:=op(C,TERMb); 
od 
if nops(TERMc)=1 and type(TERMc,indexed) then 
G:=G union {TERMc} 
fi 
fi 
od; 
G 
end; 
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(ST19) Example 
Consider the set, 
(A1.2.23) 
In the following Maple session a set M is formed from the set M as in (A1.2.23) which 
consists of all the individual indexed terms in M. 
libname : = I usr I local/ maple I lib, I home I Ice I majj2 I mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> M:={x[1]+x[3)-x[4] ,x[2]+x[3) ,-x[l] ,-x[3)+x[1]}; 
> Mhat:=VAR(M); 
- I 
I 
! 
I 
I 
I 
A1.2 Maple Code: The System Structures Package linstruct 
Al.2.20 (ST20) The colprop command 
Syntax: col prop ( A, ' U '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
U- (optional) Parameter 
(ST20) Description 
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Consider a polynomial matrix A(s) E lR[s]pxm with full column rank, i.e. rankll!.[s[A(s) = 
m. This command first checks whether the matrix A( s) is column reduced according to 
Definition 3.2.12. If it is not then unimodular column operations are performed on A(s) 
until it is column reduced. The matrix A(s) E lR[s]pxm is returned where A(s) = A(s)T(s) 
and A(s) is column reduced. If the optional parameter U is included then this is assigned 
the unimodular matrix T(s) E lR[s]mxm. 
(ST20) Command Code 
colprop:=proc(T,U) 
local p,m,expT,A,H,vec,alpha,varset,unityset,a,ALPHA,b,e,deglist,f,\ 
czero,g,izero,UN,h,B,j,nextT,Unimod; 
p:=rowdim(T); 
m:=coldim(T); 
expT:=map(simplify,map(expand,T)); 
for A from 1 do 
H:=HOCcol(expT,p,m); 
if rank(H)<min(p,m) then 
vec:=vector(p,O); 
alpha:=linsolve(H,vec); 
varset:=VAR(alpha) minus {0}; 
uni tyset: ={}; 
for a from 1 to nops(varset) do 
unityset:=unityset union {varset[a]=1} 
od; 
ALPHA:=convert(subs(unityset,convert(alpha,list)),vector); 
for b from 1 to m do 
c.b:=O; 
for e from 1 to p do 
od 
od; 
if degree(expT[e,b])>c.b then 
c.b:=degree(expT[e,b]) 
fi 
deglist: = [] ; 
for f from 1 to m do 
A1.2 Maple Code: The System Structures Package linstruct 
if ALPHA[f]<>O then 
deglist:=[op(deglist),c.f) 
fi 
od; 
czero:=max(op(deglist)); 
for g from 1 to m do 
if czero=c.g and ALPHA[g)<>O then 
break 
fi 
od; 
izero:==g; 
UN:=matrix(m,m,O); 
for h from 1 to m do 
UN[h,h) :=1 
od; 
B:=matrix(m,1,0); 
for j from 1 to m do 
if j=izero then 
B[izero,1):=ALPHA[izero]; 
else 
B[j,1] :=ALPHA[j]•s-(czero-c.j); 
fi 
od; 
nextT:=copyinto(B,UN,1,izero); 
expT:=map(simplify,map(expand,evalm(expT &• nextT))); 
if A=1 then 
Unimod:=op(nextT) 
else 
Unimod:=map(simplify,evalm(Unimod &* nextT)) 
fi 
else 
fi 
od; 
break 
if nargs=2 then 
U: =op (Unimod) 
fi; 
op(expT) 
end; 
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(ST20) Example 
Consider the polynomial matrix, 
C(s) = (A1.2.24) 
0 
In the following Maple session the matrix C( s) is first shown not to be column reduced. Con-
sequently a corresponding matrix Ccolp E lR[s]3X4 is computed from·C(s) where Ccolp(s) 
is column reduced. Furthermore a is assigned the unimodular matrix a(s) E lR[s] 4 X4 such 
that Ccolp(s) = C(s)a(s). 
libname := jusr/localjmaplejlib, /home/ Icejmajj2jmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> C:~matrix(3,4,(s"4-2*s"3+2,2*s+1,3*s"3,0,s"4+1,2*S"4-1,S"3+1,2*S"4+1, 
3*s"3+2*s,0,3*s,4*s"2-s-1]); 
s4 - 2 s3 + 2 2s + 1 3s3 0 
C:= s4 + 1 2s4 -1 s3 + 1 2s4 + 1 
3s3 + 2s 0 3s 4s2 -s-1 
> HC:=H0Ccol(C,3,4); 
1 0 3 0 
HC:= 1 2 1 2 
0 0 0 0 
> rank(HC); 
2 
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> Ccolp:=colprop(C,'a'); 
Ccolp := 
6s3 - 6 
-2+8 
-9 8 3 - 7 8 + 7 82 - 1 
> HCcolp:=HOCcol(Ccolp,3,4); 
HCcolp := 
6 
0 
-9 
> rank(HCcolp); 
3 
> op(a); 
-3 0 0 
0 1 0 
8 0 1 
1 0 0 
0 
0 
2 
0 
0 
0 
0 
1 
> map(simplify,map(expand,evalm(C &*a))); 
3 0 
1 2 
0 0 
2 8 + 1 3 8 3 
0 
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Al.2.21 (ST21) The linindcols command 
Syntax: linindcols( A,p,m,' U '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
p - (integer) Row dimension of A 
m- (integer) Column dimension of A 
U- (optional) Parameter 
(ST21) Description 
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Returns a list containing the linearly independent column numbers of a polynomial 
matrix A(s) E R[s]pxm. If the optional parameter U is included then this is assigned the 
corresponding submatrix of A(s) formed from these linearly independent columns. 
(ST21) Command Code 
linindcols:=proc(G,p,m,U) 
local i,J,nev,j,mat; 
for i from 1 to m do 
if equal(col(G,i),vector(p,O)) then 
next 
else 
J:=[i]; 
break 
fi 
od; 
if rank(G)=l then 
if nargs=4 then 
U:=convert(col(G,i),matrix) 
fi; 
RETURN(J) 
else 
new:=col(G,i); 
for j from i+l to m do 
mat:=augment(new,col(G,j)); 
if rank(mat)=nops(J)+l then 
new:=op(mat); 
od 
fi; 
fi 
J:=[op(J) ,j]; 
if nops(J)=rank(G) then 
break 
fi 
if nargs=4 then 
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U:=op(new) 
fi; 
J 
end; 
(ST21) Example 
Consider the polynomial matrix, 
F(s) = 1 -2+s 0 E IR[sfx3 
323 
(A1.2.25) 
In the following Maple session the column numbers corresponding to the linearly indepen-
dent columns of the polynomial matrix F(s) are computed. Furthermore d(s) E IR[s]3 X2 is 
assigned the matrix comprising these respective columns. 
libname := jusrjlocaljmaple/lib, /home/ Icefmajj2jmymaplelib 
> wi th(linalg) : 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> with(combinat,choose); 
[choose J 
> F:=matrix(3,3, [s+1,s"2-s-2,1,1,-2+s,O,s"2,s"2*(-2+s),s"2]); 
F:= 1 -2+s 0 
> rank(F); 
2 
> linindcols(F,3,3,'d'); 
[1,3] 
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> op(d); 
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Al.2.22 (ST22) The linindroys command 
Syntax: linindro~<s( A,p,m,' U '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
p - (integer) Row dimension of A 
m - (integer) Column dimension of A 
U- (optional) Parameter 
(ST22) Description 
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Returns a list containing the linearly independent row numbers of a polynomial ma-
trix A(s) E lR[s]pxm. If the optional parameter U is included then this is assigned the 
corresponding submatrix of A(s) formed from these linearly independent rows. 
(ST22) Command Code 
linindro~<s:=proc(G,p,m,U) 
local i,I,new,j,mat; 
for i from 1 to p do 
if equal(ro~<(G,i),vector(m,O)) then 
next 
else 
I:=[i]; 
break 
fi 
od; 
if rank(G)=1 then 
if nargs=4 then 
U:=transpose(convert(ro~<(G,i),matrix)) 
fi; 
RETURN(I) 
else 
ney: =ro~<(G, i); 
for j from i+1 to p do 
mat:=stackmatrix(ne~<,ro~<(G,j)); 
if rank(mat)=nops(I)+1 then 
ney:=op(mat); 
od 
fi; 
fi 
I:=[op(I) ,j]; 
if nops(I)=rank(G) then 
break 
fi 
if nargs=4 then 
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U:=op(new) 
fi; 
I 
end; 
(ST22) Example 
Consider the polynomial matrix, 
F(s) = 1 -2+s 0 E IR[s]3x3 
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(A1.2.26) 
In the following Maple session the row numbers corresponding to the linearly independent 
rows of the polynomial matrix F(s) are computed. Furthermore e(s) E IR[sj2x3 is assigned 
the matrix comprising of these respective rows. 
libname := jusrjlocaljmaplejlib, /home/ Icejmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> with(combinat,choose); 
(choose J 
> F:=matrix(3,3, [s+l,s"2-s-2,1,1,-2+s,O,s"2,s"2*(-2+s),s"2]); 
F:= 1 -2+s 0 
> rank(F); 
2 
> linindrows(F,3,3,'e'); 
(1,2] 
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> op(e); 
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A1.2.23 (ST23) The roYprop command 
Syntax: roYprop ( A, ' U ' ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
U- (optional) Parameter 
(ST23) Description 
328 
Consider a polynomial matrix A(s) E IR[s]pxm with full row rank, i.e. rankll!.[sJA(s) = p. 
This command first checks whether the matrix A(s) is row reduced according to Definition 
3.2.12. If it is not then unimodular row operations are performed on A(s) until it is row 
reduced. The matrix A(s) E IR[s]pxm is returned where A(s) = T(s)A(s) and A(s) is row 
reduced. If the optional parameter U is included then this is assigned the unimodular matrix 
T(s) E IR[s]PXP. 
(ST23) Command Code 
rowprop:=proc(T,U) 
local p,m,expT,A,H,vec,a,vecH,termset,b,equset,c,solset,alpha,alpharow,\ 
varset,unityset,e,ALPHA,f,g,deglist,h,rzero,j,izero,UN,k,B,l,nextT,\ 
Unimod; 
p:=rowdim(T); 
m:=coldim(T); 
expT:=map(simplify,map(expand,T)); 
for A from 1 do 
H:=HOCrow(expT,p,m); 
if rank(H)<min(p,m) then 
vec:=matrix(1,p,O); 
for a from 1 to p do 
vec[1,a] :=d[a] 
od; 
vecH:=evalm(vec &*H); 
termset:={}; 
for b from 1 to m do 
termset:=termset union {vecH[1,b]} 
od; 
termset:=POS(termset) minus {0}; 
equset:={}; 
for c from 1 to nops(termset) do 
equset:=equset union {termset[c]=O} 
od; 
solset:=solve(equset); 
alpha:=op(subs(solset,[op(vec)])); 
alpharow:=convert(row(alpha,1),list); 
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varset:=VAR(alpharow) minus {0}; 
uni tyset : ={}; 
for e from 1 to nops(varset) do 
unityset:=unityset union {varset[e]=1} 
od; 
ALPHA:=convert(subs(unityset,alpharow),vector); 
for f from 1 to p do 
r.f:=O; 
for g from 1 to m do 
od 
od; 
if degree(expT[f,g])>r.f then 
r.f:=degree(expT[f,g]) 
fi 
deglist: = [] ; 
for h from 1 to p do 
if ALPHA[h]<>O then 
deglist:=[op(deglist),r.h] 
fi 
od; 
rzero:=max(op(deglist)); 
for j from 1 to p do 
if rzero=r.j and ALPHA[j]<>O then 
break 
fi 
od; 
izero :=j; 
UN:=matrix(p,p,O); 
for k from 1 to p do 
UN[k,k] :=1 
od; 
B:=matrix(1,p,O); 
for 1 from 1 to p do 
if l=izero then 
B[1,izero] :=ALPHA[izero] 
else 
B[1,1] :=ALPHA[l]*s"(rzero-r.l) 
fi 
od; 
nextT:=copyinto(B,UN,izero,1); 
expT:=map(simplify,map(expand,evalm(nextT &* expT))); 
if A=1 then 
Unimod:=op(nextT) 
else 
Unimod:=map(simplify,evalm(nextT &* Unimod)) 
fi; 
else 
break 
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fi 
od; 
if nargs=2 then 
U:=op(Unimod) 
fi; 
op(expT) 
end; 
(ST23) Example 
Consider the polynomial matrix, 
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C(s) = E 1R[s]3x4 (A1.2.27) 
0 
In the following Maple session the matrix C(s) is first shown not to be row reduced. Conse-
quently a corresponding matrix Crowp E 1R[sj3x4 is computed from C(s) where Crowp(s) 
is row reduced. Furthermore b is assigned the unimodular matrix b(s) E 1R[sj3x3 such that 
Crowp(s) = b(s)C(s). 
libname := /usr/local/maple/lib, /home/ Ice/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> C:=matrix(3,4,[s"4-2•s"3+2,2•s+1,3•s"3,0,s"4+1,2•s"4-1,s-3+1,2•s-4+1, 
3•s"3+2•s,0,3•s,4•s"2-s-1]); 
s4 - 2s3 + 2 2s+ 1 3s3 0 
C:= 84 + 1 2s4 -1 83 + 1 284 + 1 
383 + 2 s 0 3s 4s2 -s-1 
> HC:=H0Crow(C,3,4); 
1 0 0 0 
HR:= 1 2 0 2 
3 0 0 0 
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> rank(HC); 
> CroYp:=rowprop(C,'b'); 
Crowp := 84 + 1 
3 83 + 2s 
> HCroYp:=HDCrow(CroYp,3,4); 
2 
2s4 -1 
0 
6 0 -9 4 
HCrowp := 1 2 0 2 
> rank(HCrowp); 
> op(b); 
3 0 0 0 
3 
-3 0 8 
0 1 0 
0 0 1 
> map(simplify,map(expand,evalm(b &*C))); 
6 83 - 6 + 2 82 -6 s- 3 -9 83 + 3 82 8 ( 4 82 - 8- 1) 
284 -1 
0 
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A1.2.24 (ST24) The smithinf command 
Syntax: smi thinf( A ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
(ST24) Description 
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Used as in the SmRatinf command but considers the polynomial matrix case A(s) E 
JR[s]pxm. 
(ST24) Command Code 
smithinf:=proc(G) 
local p,m,Sinf,R,M,i,j; 
p:=rowdim(G); 
m:=coldim(G); 
Sinf:=matrix(p,m,O); 
R:=rank(G); 
M:=[]; 
for i from 1 to R do 
M:=[op(M),MINDRS(G,i)] 
od; 
for j from 1 to nops(M) do 
if j=1 then 
Sinf[1,1]:=s"M[1] 
else 
Sinf [j ,j] :=s"(M[j]-M[j-1]) 
fi 
od; 
op(Sinf) 
end; 
(ST24) Example 
Consider the polynomial matrix, 
Y(s) = [ 1 0 l E JR[s]2x2 
s + 1 1 
(A1.2.28) 
In the following Maple session the Smith-McMillan form at s = oo of Y(s) is computed. 
This indicates that Y(s) possesses one pole at s = oo of respective order '1' and one zero 
at s = oo of respective order '1'. 
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libname := /usrflocalfmaple/lib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> with(combinat,choose); 
[choose] 
> Y:=matrix(2,2,[1,0,s+1,1]); 
> smithinf(Y); 
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A1.2.25 (ST25) The smithmillan command 
Syntax: smithmillan( A,p,m,'l','r'); 
Parameters: A - A matrix 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
l- (optional) Parameter 
r- (optional) Parameter 
(ST25) Description 
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Returns the Smith-McMillan form of a rational matrix A(s) E ffi.(s)pxm denoted by 
S~(s) E ffi.( s )pxm as given in Lemma 3.2.5. If the optional parameters land rare included 
then these are assigned to the unimodular matrices L(s) E ffi.[s]PXP and R(s) E ffi.[s]mxm 
respectively where, 
A(s) = L(s)S~(s)R(s) 
(ST25) Command Code 
smithmillan:=proc(T,p,m,l,r) 
local TS,denomset,a,b,ds,Ns,SNs,STs; 
TS:=map(normal,T); 
denomset:={}; 
for a from 1 to p do 
for b from 1 to m do 
denomset:=denomset union {denom(TS[a,b])} 
od 
od; 
ds:=factor(lcm(op(denomset))); 
Ns:=map(normal,evalm(TS * ds)); 
SNs:=map(factor,smith(Ns,s,'U','V')); 
STs:=map(normal,evalm(SNs I ds)); 
if nargs>3 then 
l:=map(factor,inverse(U)); 
r:=map(factor,inverse(V)); 
fi; 
op(STs) 
end; 
(A1.2.29) 
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(ST25) Example 
Consider the rational matrix, 
8
2 l 8:1 E lR(8)2x3 
( 8 + 2 )2 
(A1.2.30) 
In the following Maple session the Smith-McMillan form of 8(8) denoted by Sjin(8) E 
lR(8) 2 X3 is computed. This indicates that 8(8) possesses seven respective finite poles at '0', 
'0', '0', '-1', '-1', '-1', '-2' and '-2' and no finite zeros. Furthermore the unimodular matrices 
e(8) E lR[8j2x2 and f(s) E IR[sj3X3 are assigned such that 8(8) = e(8)Sfin(8)j(8). 
libname := fusrflocalfmaple/lib, /home/ Icefmajj2/mymaplelib 
> "ith(linalg): 
Warning: ne" definition for norm 
Warning: ne" definition for trace 
> "ith(linsys): 
> S:=matrix(2,3,[1/(s+1)"2,s"3,s"2/(s+1),(s+2)/(s+1)"2,1/(s"3),1/(s+2)"2]); 
> Sfin:=smithmillan(S,2,3,'e','f'); 
> op(e); op(f); 
[ 
83 (8+2) 2 
8 6 + 6 85 + 12 84 + 8 83 + s + 1 
[- s3 (8+2)2 ,-
0 
1 
8+1 
:] 
( 8 11 + 5 s 10 + 7 s9 + s8 - s7 + 3 8 6 - 84 - 3 83 - s2 + s- 1) ( s + 1 )2 
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(s+2)2, 
-s3 ( 8 + 1 )( s9 + 9 s8 + 31 s7 + 49 86 + 30 85 - 84 + 4 83 + 12 8 2 - 1) J 
[- 1, -( s8 + 5 s7 + 7 s6 + 85 _· s4 + 2 83 - 82 - 4) ( s + 1 )2 , 
-82 ( 12 84 + 8 s3 + 1 - s2 + 86 + 6 85 ) J 
[ 
317013 26195 3323 3 123333 2 2053 5 
O, 136912 s+ 8557-17114 8 + 136912 8 -17114 8 
1991 4 562805 7 51699 6 84981 9 530871 8 1 
+ 17114 8 - 68456 s - 8557 s - 136912 s - 136912 s , - 4 
216021 3 11 2 1 84965 5 18433 4 84981 7 
+ 136912 s - 16 s + 2 s - 17114 s - 17114 s - 136912 s 
_ 222945 86] 
68456 
> map(simplify,evalm(e &* Sfin &* f)); 
336 
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The Maple code for the following Maple commands will be considered in this Section: 
(REl) The BOSred command 
(RE2) The DNsep command 
(RE3) The LMFD command 
(RE4) The LMFDroYred command 
(RE5) The MINrealpoly command 
(RE6) The NDsep command 
(RE7) The PenEqui v command 
(RES) The realpoly command 
(RE9) The realprop command 
(RElO) The RMFD command 
(REll) The RMFDcolred command 
(RE12) The VRED command 
The linrep package consists of these 12 Maple commands and the following 15 Maple 
commands from the linstruct and linsol packages: 
(ST3) The Dcolprop command 
(STS) The HOCcol command 
(ST9) The HOCroY command 
(STlO) The HPOW command 
(STll) The !DEN command 
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(ST13) The MATPOLY command 
(ST14) The MATSEP command 
(ST17) The POS command 
(ST19) The VAR command 
(ST20) The colprop command 
(ST21) The linindcols command 
(ST22) The linindrows command 
(ST23) The rowprop command 
(ST25) The smi thmillan command 
(S018) The consolve command 
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A1.3.1 (REl) The BOSred command 
REl The BOSred command 
Syntax: BOSred( G,r,p,m,'M','N'); 
Parameters: G- (matrix) A polynomial matrix in the indeterminate s 
r- (integer) Row dimension 
p- (integer) Column dimension 
m- (integer) Row/Column dimension 
M- (optional) Parameter 
N- (optional) Parameter 
(REl) Description 
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Consider a Rosenbrock polynomial system matrix G(s) E lR[sJ(r+p)x(r+m) of the form 
(2.3.4) associated with the system E as in (2.3.1) and given by, 
G(s) = [ T(s) U(s) j 
-V(s) W(s) 
(A1.3.1) 
where T(s) E JR[s]"xr, U(s) E IR[s]"xm, V(s) E JR[s]pxr and W(s) E JR[s]pxm. Similarly 
consider the Rosenbrock system matrix GR(s) E lR[sJ(A+p)x(A+m) associated with the system 
ER as in (2.3.8) and given by, 
GR(s)= [sE-A B l 
-C D 
(A1.3.2) 
Given the polynomial matrix G(s) the BOSred command returns the corresponding ma-
trix list [E, A, B, c] according to the Bosgra & Van Der Weiden equivalence algorithm 
(Bosgra et al. [3]) such that E and ER, represented by G(s) and GR(s) respectively, are 
'equivalent', i.e. they possess the same finite and infinite behaviour as defined in Karam-
petakis et al. [30]. If the parameters M and N are included then these are assigned the 
respective transformation matrices [M1(s) M2(s)] and [N1(s) N2(s)] such that, 
M1(s)GR(s) = G(s)M2(s) 
(Al.3.3) 
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which define the transformations of full system equivalence as in Hayton et al. [14]. In this 
command D = Dp,m in (Al.3.2) 
(REl) Command Code 
BDSred:=proc(T,r,p,m,X,Y) 
local MPoly,N,PiE,a,b,PiA,c,d,PiB,PiC,Iset,Jset,pE,pA,e,pB,f,pC,E,A,B,C; 
MPoly:=MATPOLY(T); 
N:=nops(MPoly); 
PiE:=matrix((N-2)*(r+p),(N-2)*(r+m),O); 
for a from 1 to N-2 do 
for b from 1 to N-2 do 
od 
if a+b<N then 
PiE:=copyinto(MPoly[a+b+1],PiE,1+(a-1)*(r+p),1+(b-1)*(r+m)) 
fi 
od; 
PiA:=matrix((N-2)*(r+p),(N-2)*(r+m),O); 
for c from 1 to N-3 do 
for d from 1 to N-3 do 
od 
od; 
if c+d<N-1 then 
PiA:=copyinto(MPoly[c+d+2],PiA,1+(c-1)*(r+p),1+(d-1)*(r+m)) 
fi 
PiB:=submatrix(PiE,1 .. (N-2)*(r+p),1 .. r+m); 
PiC:=submatrix(PiE,1 .. r+p,1 .. (N-2)*(r+m)); 
Iset:=linindrows(PiE,(N-2)*(r+p),(N-2)*(r+m)); 
Jset:=linindcols(PiE,(N-2)*(r+p),(N-2)*(r+m)); 
pE:=matrix(nops(Iset),nops(Jset),O); 
pA:=matrix(nops(Iset),nops(Jset),O); 
for e from 1 to nops(Iset) do 
if e=1 then 
pB:=row(PiB,Iset[e]) 
else 
pB:=stackmatrix(pB,row(PiB,Iset[e])) 
fi; 
for f from 1 to nops(Jset) do 
if e=1 then 
if f=1 then 
pC:=col(PiC,Jset[f]) 
else 
pC:=augment(pC,col(PiC,Jset[f])) 
fi; 
fi; 
pE[e,f]:=PiE[Iset[e] ,Jset[f]]; 
pA[e,f]:=PiA[Iset[e] ,Jset[f]] 
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od 
od; 
pC:=convert(pC,matrix); 
if nops(Iset)=1 then 
pB:=transpose(convert(pB,matrix)) 
fi; 
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if nargs>4 then 
X:=stackmatrix(augment(IDEN(r),matrix(r,p,O)),matrix(p+nops(Iset)+m,\ 
r+p,O),augment(matrix(p,r,O),IDEN(p))); 
Y:=stackmatrix(IDEN(r+m),evalm(inverse(pE-s*pA) &* pB *S),augment(\ 
evalm(-1 * submatrix(T,r+1 .. r+p,1 .. r)),evalm(-1 * submatrix(\ 
T,r+1 .. r+p,r+1 .. r+m))),augment(matrix(m,r,O),IDEN(m))); 
fi; 
E:=blockmatrix(3,3,[MPoly[2] ,pC,matrix(r+p,p,O),pB,pA,matrix(nops(\ 
Iset),p,O),matrix(m,r+m,O),matrix(m,nops(Iset),O),matrix(m,p,O)]); 
A:=blockmatrix(3,3,[evalm(-1 * MPoly[1]),matrix(r+p,nops(Iset),O),\ 
stackmatrix(matrix(r,p,O),evalm(-1 *IDEN(p))),matrix(nops(Iset),\ 
r+m,O),pE,matrix(nops(Iset),p,O),augment(matrix(m,r,O),IDEN(m)),\ 
matrix(m,nops(Iset),O),matrix(m,p,O)]); 
B:=stackmatrix(matrix(r+p+nops(Iset),m,O),IDEN(m)); 
C:=augment(matrix(p,r+m+nops(Iset),O),IDEN(p)); 
[op(E),op(A),op(B),op(C)] 
end; 
(REl) Example 
Consider the Rosenbrock polynomial system matrix, 
s+l 
of the form (A1.3.1). In the following Maple session the matrix list [ E, A, B, c] is returned 
which corresponds to the equivalent system matrix (A1.3.2). In this case the Bosgra & Van 
Der Weiden algorithm realises the dimension >. = 7. Furthermore it is shown that both 
corresponding polynomial system matrices realise the same transfer function matrix, i.e. 
V(s)T(s)- 1U(s) + W(s) = c(sE- A)-lB. The parameters M and N are assigned the 
respective transformation matrices as given in (A1.3.3) which define full system equivalence. 
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libname := fusrflocalfmapleflib, fhome/Icefmajj2/mymaplelib 
> Yith(linalg): 
Warning: neY definition for norm 
Warning: neY definition for trace 
> Yith(linsys): 
> P:=matrix(3,3,[s+l,s"3+2•s"2,s"2+1,s"2+3•s+2,s"4+4•s·3+4•s"2+s+2, 
s"3+2•s"2+s+3,s"2+3•s+l,s"4+4•s"3+4•s"2-1,s"3+2•s"2+s+2]); 
s+1 
P:= 82 +3s+2 84 + 4 8 3 + 4 s2 + 8 + 2 s3 +2s2 +8+3 
82 +3s+1 s4 + 4s3 + 4 s2 -1 s3 +2s2 +s+2 
> B0Sred(P,2,1,1,'M','N'); 
1 0 0 0 2 1 0 -1 0 -1 0 0 0 0 
3 1 1 1 4 2 0 -2 -2 -3 0 0 0 0 
3 0 1 1 4 2 0 -1 1 -2 0 0 0 -1 
BB:= 0 2 1 0 1 0 0 0 0 0 0 2 1 0 
1 4 2 0 4 1 0 0 0 0 1 4 2 0 
0 1 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 
0 
0 
0 
0 , [ 0 0 0 0 0 0 1 ] 
0 
0 
1 
> El:=BB[l]: Al :=BB[2]: Bl:=BB[3]: C1:=BB[4]: 
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> map(simplify,evalm(C1 &* inverse(evalm(s *El- A1)) &* B1)); 
> T:=submatrix(P,1 .. 2,1 .. 2): 
V:=evalm(-1 * submatrix(P,3 .. 3,1 .. 2)): 
U:=submatrix(P,1 .. 2,3 .. 3): 
W:=submatrix(P,3 .. 3,3 .. 3): 
> map(simplify,evalm(V &* inverse(T) &* U + W)); 
> op(M); 
> op(N); 
1 
0 
0 
s 
0 
0 
-82 -3 s- 1 
0 
[ 
2s+3 ] 
(s+1)(8+2) 
1 0 0 
0 1 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 1 
0 
1 
0 
s ( 2 s + 82 ) 
8 
82 
-84 -483 -482 +1 
0 
0 
0 
1 
82 
0 
8 
-83 - 2 82 - 8 - 2 
1 
343 
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A1.3.2 (RE2) The DNsep command 
Syntax: DNsep ( G ) ; 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
(RE2) Description 
Returns a left matrix fraction description (MFD) of a rational matrix G(s) E JR(s)pxm 
as in (3.2.18). This is in the form of the matrix list [D(s) N(s)] where D(s) E JR[s]PXP, 
N(s) E JR[s]pxm and G(s) "'D(s)-1N(s). 
(RE2) Command Code 
DNsep:=proc(G) 
local p,m,NN,DD,a,termset,b,c,n,r; 
p:=rowdim(G); 
m:=coldim(G); 
NN:=matrix(p,m,O); 
DD:=matrix(p,p,O); 
for a from 1 to p do 
terms et:={}; 
for b from 1 to m do 
if G[a,b]<>O then 
termset:=termset union {denom(G[a,b])} 
fi 
od; 
DD[a,a] :=lcm(op(termset)); 
for c from 1 to m do 
if G[a,c]=O then 
NN[a,c]:=O 
else 
NN[a,c]:=DD[a,a] * G[a,c] 
fi 
od 
od; 
[op(DD) ,op(NN)] 
end; 
(RE2) Example 
Consider the rational matrix, 
T(s)"' (s+ 1)2 
[ 
1 
(s+ 1)\s+2) 
(Al.3.5) 
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In the following Maple session a left matrix fraction description (MFD) is computed. It is 
seen that this resulting left MFD is row reduced but is not left coprime. 
libname : = / usr /local/ maple /lib, /home I Ice I majj2 / mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> T:=matrix(2,2,[1/(s+1)•2,1/((s+l)•(s+2)),1/((s+l)•(s+2)),(s+3)/(s+2)•2]); 
T := [ ( s ~ 1 )2 ( s + ~ ~; + 2 ) l 
(s+1)(s+2) (s+2)2 
> DN:=DNsep(T); 
DN:= [ 
[ s3 + 4 82 
0
+ 5 s + 2 
> DD:=DN[l]; NN:=DN[2]; 
DD:= [ s3 +4s
2
+5s+2 0 l 
0 s3+582+88+4 
NN := [ : : : ( 8 + : ~: + 3) l 
> map(factor,map(simplify,evalm(inverse(DD) &• NN))); 
[ 
1 
( s + 1 )2 
(8+1)\s+2) 
> DDNN:=augment(DD,NN); 
[ 
s
3 + 4 s2 + 5 s + 2, 0 , s + 2, s + 1 l DDNN:= 
0 , s3 + 5 s2 + 8 s + 4, s + 2 , ( s + 1 ) ( 8 + 3) 
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> smith(DDNN,s); 
[ 0
1 o oo
0
] 
s2 +3s+2 0 
> HOCrow(DDNN,2,4); 
> rank("); 
2 
A1.3 Maple Code: The System Representations Package linrep 
A1.3.3 (RE3) The LMFD command 
Syntax: LMFD( G,p,m); 
Parameters: G - (matrix) A rational matrix in the indeterminate s 
p- (integer) Row dimension of A 
m - (integer) Column dimension of A 
(RE3) Description 
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Used as in the DNsep command but returns a left coprime MFD of a rational matrix 
G(s) E IR(s)pxm where left coprimeness is defined as in Lemma 3.2.14. Returns the matrix 
list [D(s) N(s)] where D(s) E lR[s]PXP, N(s) E lE.[s]PXm and G(s) = D(s)-1N(s). 
(RE3) Command Code 
LMFD:=proc(G,p,m) 
' , local GS,numlist,denlist,k,X,C,y,D,w,A,B; 
GS:=smithmillan(G,p,m,'L','R'); 
numlist: = [] ; 
denlist:=[]; 
for k from 1 to min(p,m) do 
if GS[k,k]<>O then 
numlist:=[op(numlist),numer(GS[k,k])]; 
denlist:=[op(denlist),denom(GS[k,k])] 
fi 
od; 
for X from 1 do 
if nops(denlist)<p then 
denlist:=[op(denlist),l] 
else 
break 
fi 
od; 
C:=matrix(p,p,O); 
for y from 1 to p do 
C[y,y]:=denlist[y] 
od; 
D:=matrix(p,m,O); 
for w from 1 to nops(numlist) do 
D[w,w]:=numlist[w] 
od; 
A:=map(factor,map(normal,evalm(C &:* inverse(L)))); 
B:=map(factor,map(normal,evalm(D &:* R))); 
[op (A) , op (B)] 
end; 
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(RE3) Example 
Consider the rational matrix, 
[ 
1 
T(s)= (s+1)2 
( s + 1 )
1
( s + 2) 
(s+l)\s+2) l ElR(s?x2 
s+3 
( s + 2 )2 
(A1.3.6) 
In the following Maple session a left matrix fraction description (MFD) is computed. It is 
seen that this resulting left MFD is left coprime but is not row reduced. 
libname := /usr/ local/maple/lib, /home/ Ice/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> T:~matrix(2,2,[1/(s+1)"2,1/((s+1)*(s+2)),1/((s+1)*(s+2)),(s+3)/(s+2)"2]); 
(s+ 1)\s+2)] 
s+3 
( s + 2 )2 
> DN:~LMFD(T,2,2); 
> DD:~DN[1]; NN:~DN[2]; 
[ 
(s+1)2(s+2? 
DD:= (s+1)(s3 +5s2+8s+3) 
-( s + 1 )2 ( s + 2 )2 l 
-( s + 2 )( s3 + 4 s2 + 5 s + 1) 
NN:= [ s+2 -(s+1)(s2 +3s+l) l 
s+2 -(s+2)2s 
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> map(factor,map(simplify,evalm(inverse(DD) &* NN))); 
[ 
1 
( s + 1 )2 
( s + 1 )\ s + 2) 
> DDNN:=augment(DD,NN); 
DDNN:= 
[ ( s + 1 )2 ( s + 2 )2 ' -( s + 1 )2 ( s + 2 )2 ' s + 2' 
-( s + 1) ( s2 + 3 s + 1) J 
[ ( s + 1) ( s3 + 5 s2 + 8 s + 3), -( s + 2) ( s3 + 4 s2 + 5 s + 1), s + 2 
,-(s+2ls] 
> smith(DDNN,s); 
[: 
0 0 : l 1 0 
> HOCrow(DDNN,2,4); 
[ ~ -1 0 : l -1 0 
>rank("); 
1 
349 
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Al.3.4 (RE4) The LMFDrowred command 
Syntax: LMFDrowred ( G ) ; 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
(RE4) Description 
Used as in the LMFD command and returns a left coprime MFD of a rational matrix 
G(s) E JR.(s)pxm where the augmented matrix [D(s) N(s)] is additionally row reduced 
according to Definition 3.2.12. In this case the MFD is termed a left minimal factorisation 
of G(s) as in Section 3.2. Returns the matrix list [D(s) N(s)] where D(s) E JR.[s]PXP, 
N(s) E IR[s]pxm and G(s) = D(s)-1 N(s). 
(RE4) Command Code 
LMFDrowred:=proc(G) 
local p,m,left_mfd,DD,NN,DN,DN_rprop,D_rprop,N_rprop; 
p:=rowdim(G); 
m:=coldim(G); 
left_mfd:=LMFD(G,p,m); 
DD:=left_mfd[l]; 
NN:=left_mfd[2]; 
DN:=augment(DD,NN); 
DN_rprop:=rowprop(DN); 
D_rprop:=submatrix(DN_rprop,l .. p,l .. p); 
N_rprop:=submatrix(DN_rprop,l .. p,p+l .. p+m); 
[op(D_rprop),op(N_rprop)] 
end; 
(RE4) Example 
Consider the rational matrix, 
T(s)= (s+1)2 
[ 
1 
(s+ 1)\s+2) 
(Al.3.7) 
In the following Maple session a left matrix fraction description (MFD) is computed. It is 
seen that this resulting left MFD is both left coprime and is row reduced. 
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libname := ju8r/local/maple/lib, /home/ Ice/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
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> T:=matrix(2,2,[1/(s+1)-2,1/((s+1)•(s+2)),1/((s+1)•(s+2)),(s+3)/(s+2)-2]); 
T :=. [ ( 8 : 1 )2 ( 8 + 1 )
1
( 8 + 2) l 
1 8+3 
( 8 + 1) ( s+ 2) ( 8 + 2 )2 
> DN:=LMFDrowred(T,2,2); 
[[ 
8+ 1 
DN:= 
-5 83 - 11 8- 3- 13 s2 
-s-2 l 
4 83 + 11 s + 2 + 13 82 , 
[ _,'_ 2 ,,,-~" ]l 
> DD:=DN[1]; NN:=DN[2]; 
DD:= [ 8+ 1 
-5 s3 - 11 8 - 3 - 13 s2 
-8-2 l 
4 83 + 11 8 + 2 + 13 82 
[ 
0 -1 l NN·-
.- -8-2 4s2 +48 
> map(factor,map(simplify,evalm(inverse(DD) &• NN))); 
[ 
1 
( 8 + 1 )2 
( 8 + 1)\ 8 + 2) 
> DDNN:=augment(DD,NN); 
DDNN:= 
[s+1,-s-2,0,-1] 
[ -5 s3 - 11 8 - 3- 13 s2 , 4 s3 + 11 8 + 2 + 13 82 , -8- 2, 4 8 2 + 4 s] 
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> smith(DDNN,s); 
[ ~ 0 0 : l 1 0 
> HOCroY(DDNN,2,4); 
[ _: -1 0 : l 4 0 
>rank("); 
2 
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A1.3.5 (RE5) The MINrealpoly command 
Syntax: MINrealpoly( G,p,m); 
Parameters: G · (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m - (integer) Column dimension of A 
(RE5) Description 
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Given a polynomial matrix G( s) E IR[s]pxm the MINrealpoly command returns the 
matrix list [ 100 , B00 , C00 , D00 J where 100 E JRI'XI', Boo E JRI'xm, C00 E JRPXI' and D00 E 
IRpxm such that, 
(A1.3.8) 
From Definition 3.3.10 the matrix list [ 100 , B00 , C00 , D 00 J, where 100 is in block Jordan 
form, is defined as a polynomial realisation of G(s) and is minimal. Generally it has lower 
dimension that the polynomial realisation obtained via realpoly from (RES). 
(RE5) Command Code 
MINrealpoly:=proc(G,p,m) 
local ABC,Jinf,Binf,Cinf,DimJ,Z,count,L,i,Cex,Bex,j,Dinf; 
ABC:=realpoly(G,p,m); 
Jinf:=ABC[l]; 
Binf:=ABC[2]; 
Cinf:=ABC[3]; 
DimJ:=roYdim(Jinf); 
if equal(Jinf,matrix(DimJ,DimJ,O)) then 
RETURN( [op(G)]) 
fi; 
Z:=matrix(DimJ,l,O); 
count:=!; 
L:=[]; 
for i from 1 to DimJ do 
if equal(convert(col(Jinf,i),matrix),Z) then 
if i=DimJ or Jinf[i,i+l]=O then 
if count=! then 
Cex:=col(Cinf,i); 
Bex:=row(Binf,i); 
count: =count+!; 
L:=[op(L) ,i] 
else 
Cex:=augment(Cex,col(Cinf,i)); 
Bex:=stackmatrix(Bex,roY(Binf,i)); 
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fi 
fi 
od; 
fi 
L:=[op(L) ,i] 
if count> 1 then 
for j from 1 to nops(L) do 
Jinf:=delcols(Jinf,L[j)-j+l .. L[j]-j+1); 
Jinf:=delroYs(Jinf,L[j]-j+1 .. L[j]-j+1); 
Cinf:=delcols(Cinf,L[j)-j+l .. L[j]-j+l); 
Binf:=delroys(Binf,L[j]-j+1 .. L[j]-j+1) 
od; 
if nops(L)=1 then 
Cex:=convert(Cex,matrix); 
Bex:=transpose(convert(Bex,matrix)) 
fi; 
Dinf:=map(simplify,evalm(Cex &* Bex)); 
[op(Jinf),op(Binf),op(Cinf),op(Dinf)] 
else 
[op(Jinf),op(Binf),op(Cinf)] 
fi 
end; 
(RE5) Example 
Consider the polynomial matrix, 
s+1 
8 
P(s) = 
1 
2 
s+1 1 
2s + 1 82 
0 0 
1 1-s 
2 
1 
E lR[s]4x4 
0 
0 
354 
(A1.3.9) 
In the following Maple session the matrix list M R = [ ] 00 , B00 , C00 , Doo] is computed 
which corresponds to a polynomial realisation of P(s) as given in (A1.3.8). In this case the 
dimension f.' = 5 which is seen to be lower than that returned via tbe real poly command 
in (RES). 
libname := jusr/localjmaplejlib, /home/ lcejmajj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
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> Yith(linsys): 
> P:=matrix(4,4,[s+1,s+1,1,2,s,2*s+1,s"2,1,1,0,0,0,2,1,1-s,O]); 
s+1 s+1 1 2 
s 2s + 1 s2 1 
P·-.
1 0 0 0 
2 1 1-8 0 
> MR:=MINrealpoly(P,4,4); 
-1 -1 -1 
0 6 6 3 
0 1 0 0 0 1 -7 
0 3 3 0 0 0 1 0 0 
MR:= 0 0 
1 
0 0 0 0 0 3 0 
0 0 0 0 1 
-1 -1 -1 
0 6 6 3 0 0 0 0 0 
-1 -1 -5 
0 6 6 2 
0 -45 -66 -6 -6 0 14 -98 0 
0 17 -119 D 3 -24 9 -6 0 2 2 
0 0 -66 D -6 0 -1 7 0 
0 -3 -108 0 -12 0 0 0 0 
> map(simplify,evalm(MR[3] &* inverse(IDEN(5) - s * MR[1]) &* MR[2] + 
MR[4))); 
8+1 8+1 1 2 
8 28 + 1 82 1 
1 0 0 0 
2 1 1-s D 
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A1.3.6 (RE6) The NDsep command 
Syntax: NDsep ( G ) ; 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
(RE6) Description 
Returns a right matrix fraction description (MFD) of a rational matrix G(s) E IR(s)pxm 
as in (3.2.18). This is in the form of the matrix list [N(s) D(sJ] where N(s) E IR[s]pxm, 
D(s) E IR[s]mxm and G(s) = N(s)D(s)- 1• 
(RE6) Command Code 
NDsep:~proc(G) 
local p,m,NN,DD,a,termset,b,c,n,r; 
p:~rowdim(G); 
m:~coldim(G); 
NN:~matrix(p,m,O); 
DD:~matrix(m,m,O); 
for a from 1 to m do 
termset:~{}; 
for b from 1 to p do 
if G[b,a]<>O then 
termset:~termset union {denom(G[b,a])} 
fi 
od; 
DD[a,a]:=lcm(op(termset)); 
for c from 1 to p do 
if G[c,a]=O then 
NN[c,aJ:~o 
else 
NN[c,a]:~DD[a,a] * G[c,a] 
fi 
od 
od; 
[op(NN) ,op(DD)] 
end; 
(RE6) Example 
Consider the rational matrix, 
T(s) = (s+ 1)2 
[ 
1 
( s + 1)\ s + 2) (A1.3.10) 
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In the following Maple session a right matrix fraction description (MFD) is computed. It 
is seen that this resulting right MFD is column reduced but is not right coprime. 
libname := /usr/local/maple/lib, /home/ Ice/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> T:=matrix(2,2,[1/(s+l)-2,1/((s+l)*(s+2)),1/((s+l)*(s+2)),(s+3)/(s+2)-2]); 
> ND:=NDsep(T); 
ND := [ 
[::: 
> DD:=ND[2]; NN:=ND[l]; 
DD := [ s
3 
+ 4 s
2 
+ 5 s + 2 0 l 
0 83 + 5 8 2 + 8 8 + 4 
NN ·- [ ::: ( 8 + : ~: + 3) l 
> map(simplify,evalm(NN &* inverse(DD)); 
[ 
1 
(8+ 1)2 
( 8 + 1)\ 8 + 2) 
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> DDNN:=stackmatrix(DD,NN); 
DDNN:= 
> smith(DDNN,s); 
> HOCcol(DDNN,4,2); 
> rank("); 
0 
s+2 
s+1 
1 0 
s3 +5s2 +8s+4 
s+2 
(s+1)(s+3) 
0 s2 +3s+2 
0 0 
0 0 
1 0 
0 1 
0 0 
0 0 
2 
358 
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A1.3. 7 (RE7) The PenEqui v command 
Syntax: PenEquiv( G, 'M',' N '); 
Parameters: T- (matrix) A polynomial matrix in the indeterminate s 
M- (optional) Parameter 
N- (optional) Parameter 
(RE7) Description 
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Given a polynomial matrix T(s) E JR[s]nxm then this command returns a matrix pencil 
TF(s) of the form, 
Tp( ,1 ~ [ TA~::TE T\ ~:To l (A1.3.11) 
which is fully equivalent to T(s) as defined in Hayton et al. [13]. If the parameters M and 
N are included then these are assigned the respective transformation matrices M(s) and 
N(s) such that, 
M(s)T(s) = TF(s)N(s) (A1.3.12) 
which defines the transformatio::> of full equivalence between T(s) and TF(s). 
(RE7) Command Code 
PenEquiv:=proc(T,U,V) 
local n,m,MPoly,N,PiE,a,b,PiA,c,d,PiB,PiC,Iset,Jset,pE,pA,e,pB,f,pC; 
n:=rowdim(T); 
m:=coldim(T); 
MPoly:=MATPOLY(T); 
N:=nops(MPoly); 
PiE:=matrix((N-2)*n,(N-2)*m,O); 
for a from 1 to N-2 do 
for b from 1 to N-2 do 
if a+b<N then 
PiE:=copyinto(MPoly[a+b+1],PiE,1+(a-1)*n,1+(b-l)*m) 
fi 
od 
od; 
PiA:=matrix((N-2)*n,(N-2)*m,O); 
for c from 1 to N-3 do 
for d from 1 to N-3 do 
if c+d<N-1 then 
PiA:=copyinto(MPoly[c+d+2],PiA,1+(c-1)*n,1+(d-1)*m) 
fi 
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od 
od; 
PiB:=submatrix(PiE,1 .. (N-2)*n,1 .. m); 
PiC:=submatrix(PiE,1 .. n,1 .. (N-2)*m); 
Iset:=linindrows(PiE,(N-2)*n,(N-2)*m); 
Jset:=linindcols(PiE,(N-2)*n,(N-2)*m); 
pE:=matrix(nops(Iset),nops(Jset),O); 
pA:=matrix(nops(Iset),nops(Jset),O); 
for e from 1 to nops(Iset) do 
if e=l then 
pB:=row(PiB,Iset[e]) 
else 
pB:=stackmatrix(pB,row(PiB,Iset[e])) 
fi; 
for f from 1 to nops(Jset) do 
if e=1 then 
if £=1 then 
pC:=col(PiC,Jset[f]) 
else 
pC:=augment(pC,col(PiC,Jset[f])) 
fi 
fi; 
pE[e,fJ :=PiE[Iset[e],Jset[fJJ; 
pA[e,fJ :=PiA[Iset[e],Jset[fJJ 
od 
od; 
pC:=convert(pC,matrix); 
if nops(Iset)=1 then 
pB:=transpose(convert(pB,matrix)) 
fi; 
if nargs> 1 then 
U:=stackmatrix(matrix(nops(Iset),n,O),IDEN(n)); 
V:=stackmatrix(map(simplify,evalm(-1 * inverse(evalm(pE -s*pA)) \ 
&* pB *s)),IDEN(m)) 
fi; 
blockmatrix(2,2,[map(simplify,evalm(pE- s*pA)),evalm(pB*S),\ 
evalm(-s*pC),map(simplify,evalm(MPoly[2]*s + MPoly[lJ))J) 
end; 
(RE7) Example 
Consider the polynomial matrix, 
360 
A(s) = 2s -5 3 s + 2 1 E IR.[s]3x3 (A1.3.13) 
0 -1 0 
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In the following Maple session the matrix pencil PenA(s) E IR[s]4X 4 is computed which is 
fully equivalent to A(s). The matrices a(s) E IR[s)4X3 and b(s) E IR[s]4x3 are assigned the 
unimodular matrices which defines the full equivalence transformation (A1.3.12). 
libname := I usr I local I maple I lib, I home I Ice I majj2 I mymaplelib 
> wi th(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:~matrix(3,3,[s-2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-1,0]); 
A·-.
> PenA:=PenEquiv(A,'a','b'); 
PenA := 
> op(a); 
> op(b); 
s2 +5s+6 
2s-5 
0 
1 s 
-s 5s+6 
0 2 s- 5 
0 0 
0 0 0 
1 0 0 
0 1 0 
0 0 1 
-s 0 0 
1 0 0 
0 1 0 
0 0 1 
s+1 0 
3s+2 1 
-1 0 
0 0 
s+1 0 
3s +2 1 
-1 0 
A1.3 Maple Code: The System Representations Package linrep 
> map(simplify,evalm(a &*A- PenA &*b)); 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
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A1.3.S (RES) The realpoly command 
Syntax: realpoly( G,p, m ) ; 
Parameters: G - (matrix) A polynomial matrix in the indeterminate s 
p- (integer) Row dimension of A 
m- (integer) Column dimension of A 
(RES) Description 
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Given a polynomial matrix G(s) E lR[s]PXm the realpoly command returns the matrix 
list [Joo,Boo,coo] where Joo E JRI'XI', Boo E JRI'Xm and Coo E JRPXI' such that, 
(A1.3.14) 
From Definition 3.3.10 the matrix list [ J00 , B00 , Coo], where J00 is in block Jordan form, is 
defined as a polynomial realisation of G(s) and is minimal. 
(RES) Command Code 
realpoly:=proc(G,p,m) 
local suba,Gw,subb; 
suba:=subs(s=l/w,op(G)); 
Gw:=map(normal,evalm((l/w) • suba)); 
subb:=subs(w~s,op(Gw)); 
realprop(subb,p,m) 
end; 
(RES) Example 
Consider the polynomial matrix, 
s+1 s+1 
s 2s + 1 
P(s) = 
1 0 
2 1 
1 2 
1 (A1.3.15) 
0 0 
1- s 0 
In the following Maple session the matrix list RE = [ J 00 , Boo, Coo] is computed which 
corresponds to a polynomial realisation of P(s) as given in (A1.3.14). In this case the 
dimension Jt = 6 which is higher than that returned via the MINrealpoly command in 
(RE5). 
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libname := / usr /local/ maple/ lib,/ home/ Ice/ majj2 / mymaplelib 
> Yi th(linalg): 
Warning: neY definition for norm 
Warning: neY definition for trace 
> Yith(linsys): 
> P:=matrix(4,4,[s+1,s+1,1,2,s,2*s+1,s"2,1,1,0,0,0,2,1,1-s,O]); 
s+1 s+1 1 2 
8 2s + 1 s2 1 
P·-.
1 0 0 0 
2 1 1-s 0 
> RE:=realpoly(PP,4,4); 
-1 -1 -1 
0 4 4 2 
0 1 0 0 0 0 1 -5 
0 2 2 0 0 0 1 0 0 0 
0 
1 
0 0 0 0 0 0 0 2 0 
RE:= 
0 0 0 0 1 0 -1 -1 -1 0 4 4 2 
0 0 0 0 0 0 
-1 -1 -11 0 
0 0 0 0 0 0 4 4 4 
0 
-1 5 0 8 8 
0 -22 -32 -4 -4 -80 
2 -12 4 -4 0 -52 
0 0 -32 0 -4 8 
0 -2 -52 0 -8 0 
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> map(simplify,evalm(RE[3] &* inverse(IDEN(6) - s * RE[l]) &* RE[2])); 
s+1 s+1 
s 2s + 1 
1 0 
2 1 
1 2 
s2 1 
0 0 
1- s 0 
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Al.3.9 (RE9) The realprop command 
Syntax: real prop( G,p, m); 
Parameters: G - (matrix) A strictly proper matrix in the indeterminate s 
p- (integer) Row dimension of A 
m - (integer) Column dimension of A 
(RE9) Description 
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Given a strictly proper matrix G(s) E lR.spr(s)pxm this command returns the matrix list 
[ J, B, C] where J E JR.nxn, B E JR.nxm and C E JR.pxn such that, 
(A1.3.16) 
From Definition 3.2.19 the matrix list [J, B, c] is defined as a strictly proper realisation of 
G(s) and is minimal. 
(RE9) Command Code 
realprop:=proc(G,p,m) 
local right_mfd,NN,DD,DN,DN_cprop,D_cprop,N_cprop,a,b,n,hcmD,diags,\ 
c,Dc,S,Btilde,Azero,rowsum,e,shat,f,azero,Dbc,Bmhat,Ahat,Bhat,Chat,\ 
A bar; 
right_mfd:=RMFD(G,p,m); 
NN:=right_mfd[1]; 
DD:=right_mfd[2]; 
DN:=stackmatrix(DD,NN); 
DN_cprop:=Dcolprop(DN); 
D_cprop:=submatrix(DN_cprop,l .. m,l .. m); 
N_cprop:=submatrix(DN_cprop,m+l .. p+m,l .. m); 
for a from 1 to m do 
degD.a:=O; 
for b from 1 to m do 
od 
od; 
if degree(D_cprop[b,a])>degD.a then 
degD.a:=degree(D_cprop[b,a]) 
fi 
n:=sum('degD.i','i'=l .. m); 
hcmD:=HOCcol(D_cprop,m,m); 
diags:=matrix(m,m,O); 
for c from 1 to m do 
diags[c,c]:=s"(degD.c) 
od; 
Dc:=map(factor,map(collect,evalm(D_cprop- hcmD &* diags),s)); 
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S:~matrix(n,m,O); 
Btilde:~matrix(n,m,O); 
Azero:~matrix(n,n,O); 
rowsum:=1; 
for e from 1 to m do 
if degD.e>O then 
shat:~matrix(degD.e,1,0); 
for f from 1 to degD.e do 
fi 
shat[f,1]:~s·(f-1) 
od; 
s:~copyinto(shat,S,rowsum,e); 
azero:~JordanBlock(O,degD.e); 
Azero:~copyinto(azero,Azero,rowsum,rowsum); 
rowsum:~rowsum + degD.e; 
Btilde[rowsum-1,e]:~1 
od; 
Dbc:~consolve(Dc,S,m,m,n); 
Bmhat:~inverse(hcmD); 
Ahat:~map(normal,evalm(Azero- &* evalm(Btilde &* Bmhat &* Dbc))); 
if equal(Ahat,jordan(Ahat)) then 
Bhat:~map(normal,evalm(Btilde &* Bmhat)); 
Chat:~map(normal,evalm(consolve(N_cprop,S,p,m,n))); 
[op(Ahat),op(Bhat),op(Chat)] 
else 
Ahat:~jordan(Ahat,'x'); 
fi 
end; 
Bhat:~map(normal,evalm(inverse(x) &* evalm(Btilde &* Bmhat))); 
Chat:~map(normal,evalm(consolve(N_cprop,S,p,m,n) &* x)); 
[op(Ahat),op(Bhat),op(Chat)] 
(RE9) Example 
Consider the strictly proper matrix, 
T(s) = (s + 1)2 
[ 
1 
(s+ 1)\s+2) 
367 
(A1.3.17) 
In the following Maple session the matrix list real = [ J, B, C] is computed which corre-
sponds to the proper realisation (A1.3.16). In this case the dimension n = 4. 
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libname := jusrjlocal/maple/lib, /home/Ice/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
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> T:=matrix(2,2, [1/(s+1)"2,1/((s+1)*(s+2)),1/((s+1)*(s+2)),(s+3)/(s+2)"2]); 
T ~ [ 1 1 l (s+ 1)2 (s+1)(s+2) 1 s+3 (s+1)(s+2) ( 8 + 2 )2 
> real:=realprop(TT,2,2); 
-1 1 0 0 1 1 
0 -1 0 0 1 0 
·[: -1 0 _: l real:= 0 0 -2 1 1 1 1 -1 
0 0 0 -2 0 -1 
> map(simplify,evalm(real[3] &* inverse(s * IDEN(4) - real[1]) &* 
real[2])); 
[ 1 
1 l (s+1)2 (s+l)(s+2) (s+l)\s+2) s+3 ( 8 + 2 )2 
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A1.3.10 (RElO) The RMFD command 
Syntax: RMFD( G,p,m); 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
p - (integer) Row dimension of A 
m- (integer) Column dimension of A 
(RElO) Description 
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Used as in the NDsep command but returns a right coprime MFD of a rational matrix 
G(s) E JFI.(s)pxm where right coprimeness is defined as in Lemma 3.2.14. Returns the matrix 
list [N(s) D(s)) where N(s) E JFI.(s]pxm, D(s) E JFI.(s]mxm and G(s) = N(s)D(s)-1 . 
(RElO) Command Code 
RMFD:=proc(G,p,m) 
local GS,numlist,denlist,k,X,Q,y,P,w,A,B; 
GS:=smithmillan(G,p,m,'L' ,'R'); 
numlist: = [) ; 
denlist:=[]; 
for k from 1 to min(p,m) do 
if GS[k,k]<>O then 
numlist:=[op(numlist),numer(GS[k,k])]; 
denlist:=[op(denlist),denom(GS[k,k])] 
fi 
od; 
for X from 1 do 
if nops(denlist)<m then 
denlist:=[op(denlist),1] 
else 
break 
fi 
od; 
Q:=matrix(m,m,O); 
for y from 1 to m do 
Q[y,y]:=denlist[y] 
od; 
P:=matrix(p,m,O); 
for w from 1 to nops(numlist) do 
P [w, w]: =numlist [w] 
od; 
B:=map(factor,map(normal,evalm(L &* P))); 
A:=map(factor,map(normal,evalm(inverse(R) &* Q))); 
[op (B), op (A)] 
end; 
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(RElO) Example 
Consider the rational matrix, 
T(s) = (s+ 1)2 
[ 
1 
( s + 1 /( s + 2) 
(A1.3.18) 
In the following Maple session a right matrix fraction description (MFD) is computed. It 
is seen that this resulting right MFD is right coprime but is not column reduced. 
libname := jusr/localjmaplejlib, /home/ Icejmajj2jmymaplelib 
> Yith(linalg): 
Warning: neY definition for norm 
Warning: neY definition for trace 
> Yith(linsys): 
> T:~matrix(2,2,[1/(s+1)'2,1/((s+1)*(s+2)),1/((s+1)*(s+2)),(s+3)/(s+2)'2]); 
( s + 1 )2 
[ 
1 
T := ( s + 1 )
1
( s + 2) 
> ND:=RMFD(T,2,2); 
ND := [[ -(s+2)(s3 +4s2 +5s+1) s+2], 
-( s + 1) ( s3 + 5 s2 + 8 s + 3) s + 2 
[ 
-s ( s + 2 )3 ( s + 1 )2 ( s + 1) ( s2 + 3 s + 1) l] 
-(s+1)2 (8+2J2 s+2 
> DD:=ND[2]; NN:=ND[l]; 
DD := [ -s ( s + 2 )3 ( 8 + 1 )2 
-(8+1)2 (s+2J2 
( s + 1 ) ( 82 + 3 s + 1 ) l 
s+2 
NN := [ -( s + 2 )( 8 3 + 4 82 +58+ 1) 8 + 2] 
-( 8 + 1) ( 83 + 5 s2 + 8 8 + 3) 8 + 2 
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> map(factor,map(simplify,evalm(NN ~* inverse(DD)))); 
[ 
1 
( s + 1 )2 
( s + 1 )\ s + 2) 
> DDNN:=stackmatrix(DD,NN); 
-s ( s + 2 )3 ( s + 1 )2 
DDNN:= 
-(s+1)2 (s+2)2 s+2 
-(s+2)(s3 +4s2 +5s+l) s+2 
> smith(DDNN,s); 
> HOCcol(DDNN,4,2); 
> rank("); 
-( s + 1) ( s3 + 5 s2 + 8 s + 3) s + 2 
1 0 
0 1 
0 0 
0 0 
-1 1 
0 0 
0 0 
0 0 
1 
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Al.3.11 (REll) The RMFOcolred command 
Syntax: RMFOcolred ( G ) ; 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
(REll) Description 
Used as in the RMFD command and returns a right coprime MFD of a rational matrix 
G(s) E IR(s)pxm where the matrix [ D(s) ] is additionally column reduced according to 
N(s) 
Definition 3.2.12. In this case the MFD is termed a right minimal factorisation of G(s) 
as defined in Section 3.2. Returns the matrix list [N(s) D(s)] where N(s) E JR[s]Pxm, 
D(s) E IR[s]mxm and G(s) = N(s)D(s)-1• 
(REll) Command Code 
RMFOcolred:=proc(G) 
local p,m,right_mfd,NN,DD,ON,ON_cprop,O_cprop,N_cprop; 
p:=rowdim(G); 
m:=coldim(G); 
right_mfd:=RMFD(G,p,m); 
NN:=right_mfd[l]; 
OD:=right_mfd(2]; 
DN:=stackmatrix(DD,NN); 
DN_cprop:=colprop(DN); 
D_cprop:=submatrix(DN_cprop,l .. m,l .. m); 
N_cprop:=submatrix(DN_cprop,m+l .. p+m,l .. m); 
[op(N_cprop),op(O_cprop)) 
end; 
(REll) Example 
Consider the rational matrix, 
1 
( s + 1 )2 
1 
(s+1)(s+2) 
(A1.3.19) 
In the following Maple session a right matrix fraction description (MFD) is computed. It 
is seen that this resulting right MFD is both right coprime and is column reduced. 
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libname := fusrflocalfmaple/lib, /home/ Ice/majj2fmymaplelib 
> wi th(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
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> T:=matrix(2,2,[1/(s+1)-2,1/((s+l)*(s+2)),1/((s+l)*(s+2)),(s+3)/(s+2)-2]); 
rr,~ [ 1 1 l ( s + 1 )2 (s+ 1)(s+2) 1 s+3 (s+1)(s+2) (s+2)2 
> ND:=RMFDcolred(T); 
ND := [ [ 0 s + 2] ' [ s + 1 s
3 
+ 4 s
2 
+ 4 s + 1 ]] 
-1 s + 2 -s- 2 s + 2 
> DD:=ND[2]; NN:=ND[l]; 
DD:= [ s+1 
-s-2 
NN := [ 
0 
-1 
s+2] 
s+2 
> map(factor,map(simplify,evalm(NN &* inverse(DD)))); 
[ 
1 
( s + 1 )2 
( s + 1 )\ s + 2) 
> DDNN:=stackmatrix(DD,NN); 
s+1 s3 +4s2 +4s+1 
-s-2 s+2 
DDNN:= 
0 s+2 
-1 s+2 
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> smith(DDNN,s); 
1 0 
0 1 
0 0 
0 0 
> HOCcol(DDNN,4,2); 
1 1 
-1 0 
0 0 
0 0 
> rank("); 
2 
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A1.3.12 (RE12) The VRED command 
Syntax: VRED(G,r,p,m); 
Parameters: G- (matrix) A polynomial matrix in the indeterminate s 
r- (integer) Row dimension 
p- (integer) Column dimension 
m- (integer) Row/Column dimension 
(RE12) Description 
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The VRED command returns the matrix list [E, A, B, C, D] where E E JRAX\ A E JRAx\ 
B E JRAxm, C E JRPXA and D E lRpxm according to the Vardulakis equivalence algorithm 
(Vardulakis [81], Karampetakis et al. [30]) such that E and ER, represented by G(s) and 
GR(s) in (A1.3.1) and (A1.3.2) respectively, are 'equivalent'. The Vardulakis equivalence 
algorithm is generally superior to that ofBosgra & Van Der Weiden (REl) in that it realises 
a lower dimension .>.. 
{RE12) Command Code 
VRED:=proc(G,r,p,m) 
local T,U,V,W,INVtor,sep,Hprop,Hpoly,RealPROP,RealPOLY,Jin,Bin,Cin,Jbar,\ 
Bbar,Cbar,u,n,E,A,B,C,Din,D; 
T:=submatrix(G,1 .. r,l .. r); 
U:=submatrix(G,1 .. r,r+1 .. r+m); 
V:=evalm(-1 * submatrix(G,r+l .• r+p,l .. r)); 
W:=submatrix(G,r+1 .. r+p,r+1 .. r+m); 
INVtor:=blockmatrix(3,3,[inverse(T),matrix(r,p,O),map(simplify,\ 
evalm(inverse(T) &* U)),matrix(m,r,O),matrix(m,p,O),evalm(-1 * \ 
IDEN(m)),map(simplify,evalm(V &* inverse(T))),IDEN(p),map(simplify,\ 
evalm(V &* inverse(T) &* U + W))]); 
sep:=MATSEP(INVtor,r+p+m,r+p+m); 
Hprop:=sep[1]; 
Hpoly:=sep[2]; 
RealPROP:=realprop(Hprop,r+p+m,r+p+m); 
RealPOLY:=MINrealpoly(Hpoly,r+p+m,r+p+m); 
Jbar:=RealPROP[l]; 
Bbar:=RealPROP[2]; 
Cbar:=RealPROP[3]; 
n:=rowdim(Jbar); 
if nops(RealPOLY)=l then 
E:=IDEN(n); 
A:=op(Jbar); 
B:=map(simplify,evalm(Bbar &* blockmatrix(2,1,[matrix(r+p,m,O),\ 
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IDEN(m)]))); 
C:=map(simplify,evalm(blockmatrix(1,2,[matrix(p,r+m,O),IDEN(p)])\ 
&* Cbar)); 
D:=map(simplify,evalm(blockmatrix(1,2,[matrix(p,r+m,O),IDEN(p)])\ 
&* RealPOLY[1] &* blockmatrix(2,1,[matrix(r+p,m,O),IDEN(m)]))); 
[op(E),op(A),op(B),op(C),op(D)] 
else 
fi 
end; 
Jin:=RealPOLY[1]; 
Bin:=RealPOLY[2]; 
Cin:=RealPOLY[3]; 
u:=rowdim(Jin); 
E:=diag(IDEN(n),evalm(-1 * Jin)); 
A:=diag(RealPROP[1] ,evalm(-1 * IDEN(u))); 
B:=map(simplify,evalm(stackmatrix(Bbar,Bin) &* blockmatrix(2,1,\ 
[matrix(r+p,m,O),IDEN(m)]))); 
C:=map(simplify,evalm(blockmatrix(1,2,[matrix(p,r+m,O),IDEN(p)]) &* \ 
augment(Cbar,Cin))); 
if nops(RealPOLY)=4 then 
Din:=RealPOLY[4]; 
D:=map(simplify,evalm(blockmatrix(1,2,[matrix(p,r+m,O),IDEN(p)]) &* \ 
Din&* blockmatrix(2,1,[matrix(r+p,m,O),IDEN(m)]))); 
[op(E),op(A),op(B),op(C),op(D)] 
else 
[op(E),op(A),op(B),op(C)] 
fi 
(RE12) Example 
Consider the Rosenbrock polynomial system matrix, 
s+l 
of the form (A1.3.1). In the following Maple session the matrix list [ E, A, B, C, D] is 
returned which corresponds to the equivalent system matrix (A1.3.2). In this case the 
Vardulakis algorithm realises the dimension .\ = 5 which is lower than that seen when the 
Bosgra & Van Der Weiden algorithm was implemented in (REl). Furthermore it is shown 
that both corresponding polynomial system matrices realise the same transfer function 
. -1 
matrix, i.e. V(s)T(s)- 1U(s) + W(s) = c(sB- A) B +D. 
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libname := / usr /local/ maple/ lib, /home/ Ice/ majj2 / mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> P:~matrix(3,3,[s+1,s-3+2*s"2,s"2+1,s-2+3*s+2,s"4+4*s-3+4*s-2+s+2, 
s"3+2*s-2+s+3,s"2+3*s+1,s"4+4*s"3+4*s"2-1,s"3+2*s"2+s+2]); 
s+1 8 3 + 282 82 + 1 
P:= 82 + 3s + 2 84 + 4 83 + 4 82 + s + 2 83 +282 +8+3 
s2 +38+1 84 + 4 83 + 4 82 - 1 83 +282 +8+2 
> VV:~VRED(P,2,1,1); 
1 
1 0 0 0 0 -1 0 0 0 0 4 
-1 
0 1 0 0 0 0 -2 0 0 0 2 
VV:= 0 0 0 -1 0 0 0 -1 0 0 13 
11 
0 0 0 0 -1 0 0 0 -1 0 
0 
0 0 0 0 0 0 0 0 0 -1 
0 
[ 4 -2 3 -6 15 ] , [ ~~9 ] 
> E2:~VV[1): A2:~VV[2): B2:~VV[3]: C2:~VV[4]: D2:~VV[5]: 
> map(simplify,evalm(C2 &* inverse(evalm(s * E2- A2)) &* B2 + D2)); 
[ 
28+3 ] 
(s+1)(8+2) 
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> T:=submatrix(P,1 .. 2,1 .. 2): 
V:=evalm(-1 * submatrix(P,3 .. 3,1 .. 2)): 
U:=submatrix(P,1 .. 2,3 .. 3): 
W:=submatrix(P,3 .. 3,3 .. 3): 
> map(simplify,evalm(V &* inverse(T) &* U + W)); 
[ 2s+3 ] (s+l)(s+2) 
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A1.4 Maple Code: The System Solutions Package linsol 
The Maple code for the following Maple commands will be considered in this Section: 
(SOl) The ARSOLVE command 
(S02) The BACK command 
(S03) The BACKADMISS command 
(S04) The BACKSYM command 
(S05) The COMSOLVE command 
(S06) The FORADMISS command 
(S07) The FORSYM command 
(SOS) The FORWARD command 
(S09) The MATCH command 
(SOlO) The PLINSOLVE command 
(SOU) The SOLBACK command 
(S012) The SOLBACKSYM command 
(S013) The SOLFOR command 
(S014) The SOLFORSYM command 
(S015) The SOLSYM command 
(S016) The SYMADMISS command 
(S017) The SYMMETRIC command 
(S018) The consolve command 
(S019) The direction command 
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The linsol package consists of these 19 Maple commands and the following 6 Maple 
commands from the linstruct package: 
(ST2) The DIFFPOW command 
(ST6) The GINVERSE command 
(STll) The IDEN command 
(ST12) The MATEXP command 
(ST17) The POS command 
(ST19) The VAR command 
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Al.4.1 (SOl) The ARSOLVE command 
Syntax: ARSOLVE( A, B, q); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B - (vector) Constant initial condition vector 
q - (integer) Highest degree of s in elements of A 
(SOl) Description 
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Solves the continuous-time AR-Representation where A(s) E IR[s]nxm and the initial 
condition vector i3{0-) E !Rmq as in Theorem 6.4.6. Returns the solution vector j3(t) via 
(6.4.18) if such a solution exists. 
(SOl) Command Code 
ARSOLVE:=proc(A,B,q) 
local n,m,ExpA,b,c,d,CO,termA,e,termB,i,j,ys,ashat,GA,left,Xs; 
n:=rowdil!l(A); 
m:=coldim(A); 
ExpA:=map(expand,A); 
for b from q by -1 to 0 do 
A.b:=matrix(n,m,O); 
for c from 1 to n do 
for d from 1 to m do 
od 
od 
CO:=coeff(ExpA[c,d],s,b); 
A.b[c,d] :=CO 
od; 
termA:=IDEN(n); 
for e from 1 to q-1 do 
termA:=augment(s"e * IDEN(n),termA) 
od; 
termB:=matrix(q•n,q•m,O); 
for i from 1 to q do 
for j from 1 to q do 
if i >= j then 
termB:=copyinto(A.(q-(i-j)),termB,(i-1)•n+1,(j-1)•m+1) 
fi 
od 
od; 
ashat:=map(normal,evalm(termA &• termB &• B)); 
GA:=GINVERSE(A); 
left:=map(normal,evalm(A &• GA &• ashat)); 
if equal(left,ashat) then 
ys:=vector(n); 
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Xs:=map(normal,evalm(GA &* ashat + evalm(evalm(IDEN(m) - \ 
GA hA)&* ys))); 
map(invlaplace,Xs,s,t) 
else 
fi 
endi 
RETURN('the system is not solvable') 
(SOl) Example 
Consider the continuous-time AR-Representation given by, 
p p4 p2+p /3J(t) 
1 p2 p+1 f32(t) = 
b p+1 0 f33(t) 
"---v---' 
A(p) f3(t) 
0 
0 
0 
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(A1.4.1) 
where A(p) E lR[p]3X3 and f3(t) E JR3 • In the following Maple session the solution to the AR-
Representation (A1.4.1) is computed according to Theorem 6.4.6 under the corresponding 
initial condition vector, 
~(0-) = [o 0 0 0 1 0 0 0 0 0 0 or 
libname := I usr I local I maple I lib, I home I Ice I majj2 I mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> with(inttrans,laplace,invlaplace); 
[laplace, invlaplace] 
> A:=matrix(3,3, [s,s"4,s"2+s,1,s"3,s+1,0,s+1,0]); 
A:= 1 s3 s + 1 
0 s + 1 0 
(A1.4.2) 
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> Binit:~matrix(12,1,[0,0,0,0,1,0,0,0,0,0,0,0]); 
> ARSOLVE(A,Binit,4); 
[vs 1 Dirac( t)- e< -t) sin( t) + e< -t) cos( t)- ys1 e< -t) sin( t) 
- ys3 e< -t) cos( t l] 
(0] 
[ 
Dirac( t)- e< -t) sin( t)- e< -t) cos( t)- ys 1 e< -t) cos( t) + ys3 e< -t) sin( t) 
l 
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A1.4.2 (S02) The BACK command 
Syntax: BACK( A,B,q); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q- (integer) Highest degree of s in elements of A or B 
(S02) Description 
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Returns the alternative backward ARMA-Representation solution y(k) ERr as in The-
orem 5.4.2 where A(s) E R[s]'xr and B(s) E R[syxm. The solution y(k) is expressed in 
terms of the proceeding q output conditions [y(k + 1), ... , y(k + q)) and the input sequence 
and is for general index k. 
(S02) Command Code 
BACK:= proc(A,B,q) 
local r,m,Aseries,Bseries,IA,IAS,l,aa,bb,Vseries,termA,v,w,\ 
In,C,termB,z,INVone,t,INVtwo,g,N,Y,Z,YY,Ma,U,X,UU,Mb; 
r:=rowdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
IAS:=map(series,IA,s=0,6); 
IAS:=map(convert,IAS,polynom); 
l:=ldegree(IAS[1,1)); 
for aa from 1 to r do 
for bb from 1 to r do 
l:=min(l,ldegree(IAS[aa,bb))) 
od 
od; 
1:=-1; 
if (l+q+1)>6 then 
IAS:=map(series,IA,s=O,l+q+1) 
fi; 
IAS:=map(convert,IAS,polynom); 
Vseries:=MATEXP(IAS,q,-l,r,r); 
termA:=matrix(q*r,q*r,O); 
for v from 1 to q do 
for w from 1 to q do 
if v>=w then 
od 
termA:=copyinto(Aseries[v-w+1) ,termA,(v-1)*r+1,(w-1)*r+1) 
fi 
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od; 
In:=Bseries[q+1]; 
for C from q by -1 to 1 do 
In:=augment(In,Bseries[C]) 
od; 
termB:=matrix((l+1)*r,(l+q+1)*m,O); 
for z from 1 to 1+1 do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-1)*m+1) 
od; 
INVone:=Vseries[l+q+1]; 
for t from l+q by -1 to 1+2 do 
INVone:=augment(INVone,Vseries[t]) 
od; 
INVtwo:=Vseries[1]; 
for g from 2 to 1+1 do 
INVtwo:=augment(Vseries[g] ,INVtwo) 
od; 
for N from q by -1 to 1 do 
Y:=matrix(r,1); 
for Z from 1 to r do 
Y[Z,1] :=y.kplus.N.Z 
od; ' 
if N=q then 
YY:=op(Y) 
else 
YY:=stackmatrix(YY,Y) 
fi 
od; 
for Ma from q by -1 to 0 do 
U:=matrix(m,1); 
for X from 1 to m do 
U[X,1] :=u.kplus.Ma.X 
od; 
if Ma=q then 
UU:=op(U) 
else 
UU:=stackmatrix(UU,U) 
fi 
od; 
for Mb from 1 to 1 do 
U:=matrix(m, 1); 
for X from 1 to m do 
U[X,1] :=u.kmin.Mb.X 
od; 
UU:=stackmatrix(UU,U) 
od; 
evalm(INVone &* termA &* YY + INVtwo &* termB &* UU) 
end; 
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(802) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
Yl(k) 0 
y2(k) = 0 u(k) (A1.4.3) 
0 -1 0 Y3(k) 
~------~--------~ 
y(k) 
where A(O") E !R[0"]3X 3, B(O") E JR3, y(k) E JR3 and u(k) E JR. In the following Maple session 
the alternative backward solution to the ARMA-Representation (A1.4.3) is computed ac-
cording to Theorem 5.4.2. This solution is denoted in the Maple session by Backyk where 
k is generic. The solution uses the vector notation, 
Yl(k+ 1) 
y(k + 1) = y2(k + 1) 
Y3(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
libname := fusrflocalfmapleflib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(3,3,[s-2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-1,0]); 
A·- 2s- 5 3s+2 1 
0 -1 0 
(A1.4.4) 
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> B:=matrix(3,1, [0,0,1]); 
0 
B:= 0 
1 
> Backyk:=BACK(A,B,2); 
1 5 1 1 
- 6 ykplus21 - 6 ykplus11 - 6 ykplus12 + 6 ukplus01 
Backyk := 
-ukplus01 
5 37 23 17 
- 6 ykplus21 - 6 ykplus11 - 6 ykplus12 + 6 ukplus01 
387 
A1.4 Maple Code: The System Solutions Package linsol 
A1.4.3 (S03) The BACKADMISS command 
Syntax: BACKADMISS ( A, B, q, 'L ') ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q- (integer) Highest degree of sin elements of A or B 
L - (optional) Parameter 
(S03) Description 
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Returns the admissible final condition space H;u of the ARMA-Representation (5.1.1) as 
in Theorem 5.4.6. This represents the restrictions that the final output conditions [y(N-
q+ 1), ... , y(N)] are required to satisfy for the existence of a backward solution y(k). If the 
parameter L is included then this is assigned the solution to the admissible final condition 
space represented by, 
[y(N), ... ,y(N- q + 1), -u(N), .. . , -u(N- q -l + 1)] 
where l is given in Definition 5.2.2. 
(S03) Command Code 
BACKADMISS:= proc(A,B,q,L) 
local r,m,Aseries,Bseries,IA,IAS,l,aa,bb,Q,Vseries,termA,v,w,\ 
{A1.4.5) 
In,C,termB,z,INVone,tt,dd,gg,Vtwo,INVtwo,ww,TT,Y,Z,YY,M,U,X,UU,BB,CC; 
r:=rowdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
IAS:=map(series,IA,s=0,6); 
IAS:=map(convert,IAS,polynom); 
l:=ldegree(IAS[1,1]); 
for aa from 1 to r do 
for bb from 1 to r do 
l:=min(l,ldegree(IAS[aa,bb])) 
od 
od; 
1:=-1; 
if 1<1 then 
RETURN('No restrictions apply') 
e1if 1>6 then 
IAS:=map(series,IA,s=O,l); 
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fi; 
IAS:=map(convert,IAS,polynom); 
Q:=-min(-l,-2*q+1); 
Vseries:=MATEXP(IAS,-1,-Q,r,r); 
termA:=matrix(q*r,q*r,O); 
for v from 1 to q do 
for y from 1 to q do 
od 
if v<:=y then 
termA:=copyinto(Aseries[-y+q+v+1],termA,(v-1)*r+1,(w-1)*r+1) 
fi 
od; 
In:=Bseries[q+1]; 
for C from q by -1 to 1 do 
In:=augment(In,Bseries[C]) 
od; 
termB:=matrix(l*r,(l+q)*m,O); 
for z from 1 to 1 do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-1)*m+1) 
od; 
INVone:=matrix(q*r,q*r,O); 
for tt from 1 to q do 
for dd from 1 to q do 
INVone:=copyinto(Vseries[Q-q+tt-dd+1],INVone,(tt-1)*r+1,(dd-1)*r+1) 
od 
od; 
for gg from 1 to q do 
Vtwo:=Vseries[Q+1-gg]; 
for YY from gg+1 to 1 do 
VtYo:=augment(VtYo,Vseries[Q+1-yy]) 
od; 
VtYo:=copyinto(Vtwo,matrix(r,l*r,0),1,1); 
if gg=1 then 
INVtyo:=op(VtYo) 
else 
INVtYo:=stackmatrix(VtYo,INVtwo) 
fi 
od; 
for TT from 0 to q-1 do 
Y:=matrix(r,1); 
for Z from 1 to r do 
Y[Z,1]:=y.Nmin.TT.Z 
od; 
if TT=O then 
YY:=op(Y) 
else 
YY:=stackmatrix(YY,Y) 
fi 
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od; 
for M from 0 to q+l-1 do 
u:~matrix(m, 1); 
for X from 1 to m do 
U[X,1]:=u.Nmin.M.X 
od; 
if M~o then 
UU:~op(U) 
else 
UU:~stackmatrix(UU,U) 
fi 
od; 
if nargs>3 then 
BB:~augment(evalm(termA &* INVone &* termA),\ 
evalm(termA &* INVtwo &* termB)); 
CC:~linsolve(BB,matrix(q*r,1,0)); 
if cc~NULL then 
L:~print('No solution') 
else 
fi 
fi; 
L:~cc 
print(evalm(termA &* INVone &* termA),op(YY),'~~' ,\ 
evalm(termA &* INVtwo &* termB),op(UU)) 
end; 
(S03) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
Yi(k) 0 
20'- 5 30' + 2 1 y2(k) = 0 u(k) 
0 -1 0 Y3(k) 
~------v-------~~ 
1 
~ 
B(u) A(u) y(k) 
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where A(u) E JE.[uj3x 3, B(u) E JR3 , y(k) E JR3 and u(k) E lE.. In the following Maple session 
the admissible final condition space of the ARMA-Representation (A1.4.6) is computed 
according to Theorem 5.4.6. It is seen that for the representation (A1.4.6) no restrictions 
on the final output conditions apply. Consequently the admissible final condition space of 
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the ARMA-Representation (A1.4.6) is also computed where A(<T) is replaced by, 
20' 30' 0 E illi.[s]3x3 (A1.4.7) 
0 0 0' 
The solution of this admissible initial condition space denoted by L E illi.9 is given. The 
command uses the vector notation, 
Y!(k+ 1) 
y(k + 1) = y2(k + 1) 
y3(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
libname := jusrjlocal/maple/lib, /home/ Ice/majj2/mymaplelib 
> with (linalg) : 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(3,3,[s"2+5•s+6,s+1,0,2•s-5,3•s+2,1,0,-1,0]); 
A:= 
> B:=matrix(3,1,[0,0,1]); 
> BACKADMISS(A,B,2,'L'); 
2s- 5 3s + 2 1 
0 -1 0 
0 
B:= 0 
1 
No restrictions apply 
(A1.4.8) 
--------------------------------------------------------------------------------~ 
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> A2:=matrix(3,3,[s'2+5*s,s,0,2*s,3*s,O,O,O,s]); 
A2:= 2s 3s 0 
0 0 s 
> BACKADMISS(A2,B,2,'L'); 
1 0 0 5 1 0 yNminOJ 0 0 0 
0 0 0 2 3 0 yNmin02 0 0 0 
0 0 0 0 0 1 yNmin03 0 0 1 
uNminOJ 
3 0 0 1 0 0 
,==, 
13 yNminll 0 0 0 
uNminll 
uNmin21 
0 0 0 0 0 0 yNmin12 0 0 0 
0 0 0 0 0 0 yNmin13 0 0 0 
> op(L); 
13 
2-t3 
_tl 
_t2 
3 
-- t3 2-
_t3 
--t6 
_t4 
_t5 
_t6 
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> subs(_t[4]=-l,_t[5]=-1,_t[6]=-l,_t[3]=2,_t[1]=1,_t[2]=1,op(L)); 
13 
1 
1 
-3 
2 
1 
-1 
-1 
-1 
In this case, 
13 -3 
y(N) = 1 , y(N- 1) = 2 , u(N) = u(N -1) = u(N- 2) = 1 
1 
according to (A1.4.5). 
1 
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A1.4.4 (804) The BACKSYM command 
Syntax: BACKSYM( A,B,q,k); 
Parameters: A- (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q- (integer) Highest degree of s in elements of A or B 
k- (integer) Solution index required 
(804) Description 
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Returns the backward symmetric ARMA-Representation solution y(k) E !Rr as in The-
orem 5.5.7 where A(s) E lR[s]"xr and B(s) E lR[s]"xm. The solution y(k) is expressed in 
terms of the proceeding q output conditions [v(k + 1), ... , y(k + q) J, the initial q output 
conditions [v(O), ... , y(q- 1) J and the input sequence and is for a specific solution index k. 
(804) Command Code 
BACKSYM:= proc(A,B,q,k) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,a,Hseries,termA,v,w,\ 
In,C,termB,z,INHone,t,INHtwo,g,INHthree,pp,N,Y,Z,YYone,QQ,RR,\ 
YYtwo,M,U,X,UU; 
r:=rowdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,k+q+qr+1); 
for i to r do 
for j to r do 
for a from 1 to nops(IAS[i,j]) do 
if type(op(a,IAS[i,j]),function)=true then 
if a=1 then 
fi 
IAS[i,j] :=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
break 
elif a=nops(IAS[i,j]) then 
IAS[i,j]:=sum(op(y,IAS[i,j]),y=1 .. nops(IAS[i,j])-1); 
break 
else 
fi 
IAS[i,j]:=sum(op(za,IAS[i,j]),za=1 .. a-1)+\ 
sum(op(zb,IAS[i,j]),zb=a+1 .. nops(IAS[i,j])); 
break 
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od 
.od 
od; 
Hseries:=MATEXP(IAS,O,-k-q,r,r); 
termA:=matrix(q*r,q*r,O); 
for v from 1 to q do 
for Y from 1 to q do 
if v<=y then 
termA:=copyinto(Aseries[v-y+q+1] ,termA,(v-1)*r+1,(Y-1)*r+1) 
fi 
od 
Odi 
INHone:=Hseries(l]; 
for t from 2 to q do 
INHone:=augment(Hseries[t],INHone) 
od; 
for N from 0 to q-1 do 
Y:=matrix(r,1); 
for Z from 1 to r do 
Y[Z,l]:=y.N.Z 
od; 
if N=O then 
YYone:=op(Y) 
else 
YYone:=stackmatrix(Y,YYone) 
fi 
od; 
INHtYo:=Hseries[k+2]; 
for g from k+3 to k+q+l do 
INHtYo:=augment(Hseries[g],INHtYo) 
od; 
for QQ from 1 to q do 
Y:=matrix(r, 1); 
for RR from 1 to r do 
Y[RR,l]:=y.(k+QQ).RR 
od; 
if QQ=1 then 
YYtYo:=op(Y) 
else 
YYtYo:=stackmatrix(Y,YYtYo) 
fi 
od; 
INHthree:=Hseries[k+q+1]; 
for pp from k+q by -1 to q+1 do 
INHthree:=augment(INHthree,Hseries[pp]) 
od; 
In:=Bseries[q+l]; 
for C from q by -1 to 1 do 
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In:=augment(In,Bseries[C]) 
od; 
termB:=matrix((k+1)*r,(k+q+1)*m,O); 
for z from 1 to k+1 do 
termB:~copyinto(In,termB,(z-1)*r+1,(z-1)*m+1) 
od; 
for M from 0 to k+q do 
U:=matrix(m,1); 
for X from 1 to m do 
U[X,1] :=u.M.X 
od; 
if M=O then 
UU:=op(U) 
else 
UU:=stackmatrix(U,UU) 
fi 
od; 
evalm(INHone &* termA &* YYone - INHtwo &* termA &* YYtwo + \ 
INHthree &* termB &* UU) 
end; 
{804) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
YI(k) 0 
2o-5 3o+2 1 y2(k) = 0 u(k) 
0 -1 0 Y3(k) 
~------v-------J~ 
1 
.__,._, 
A( a") y(k) B(a) 
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(A1.4.10) 
where A( a) E IK[a]3X\ B(a) E JR3, y(k) E JR3 and u(k) ER In the following Maple session 
the backward symmetric solution to the ARMA-Representation (A1.4.10) is computed ac-
cording to Theorem 5.5.7 in the interval k E [2, 4). Such solution vectors y(2), y(3), y(4) 
are denoted in the Maple session by Bsymy2, Bsymy3 and Bsymy4 respectively. The 
solution uses the vector notation, 
Yl(k+ 1) 
y(k + 1) = y2(k + 1) 
y3(k + 1) 
= 
ykplusll 
ykplusl2 
ykplusl3 
where the output vector y(k + 1) has been taken arbitrarily. 
(A1.4.11) 
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libname := jusr/localfmaple/lib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(3,3,[s•2+5•s+6,s+1,0,2*s-5,3•s+2,1,0,-1,0]); 
A:= 
> B:=matrix(3,1,[0,0,1]); 
> for b from 2 to 4 do; 
Bsymy.b:=BACKSYM(A,B,2,b) 
od; 
2s -5 3s+2 1 
0 -1 0 
0 
B:= 0 
1 
-5 y11 - 6 y01 - 5 y02 + ull - 4 uOl 
Bsymy2 := 
-u21 
-63 y11- 90 yOJ -63 y02- 3 y32 + 13 ull- 48 uOl 
Bsymy3 := 
[ 19 y11 + 30 y01 + 19 y02 + u21 - 4 ull + 14 uOl] 
[ -u31] 
225 y11 + 378 yOJ + 225 y02- 3 y42 + 13 u21 - 48 ull + 162 uOl 
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Bsymy4 := 
[ -65 y11 - 114 y01 - 65 y02 + u31 - 4 u21 + 14 u11 - 46 u01] 
[ -u41] 
[-747 yll -1350 y01- 747 y02- 3 y52 + 13 u31 -48 u21 
+ 162 u11 - 522 u01] 
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A1.4.5 (S05) The COMSOLVE command 
Syntax: COMSOLVE ( G, H ) ; 
Parameters: G- (matrix) A rational matrix in the indeterminate s 
H- (matrix) A rational matrix in the indeterminate s 
(S05) Description 
Solves the feedback compensation problem as in Theorem 6.4.8 where G( s) E lR( s )nxm 
and H(s) E lR(s)nxm denote the open and closed loop transfer function matrices respec-
tively. Returns the feedback compensator matrix F(s) E lR(s)mxn via (6.4.31) if such a 
solution exists. 
(S05) Command Code 
COMSOLVE:=proc(G,H) 
PLINSOLVE(G,H,evalm(G - H)) 
end; 
(S05) Example 
Consider G(s) E lR(s) 2X3 and H(s) E lR(s)2X3 to represent the respective open and 
closed loop transfer functions of a given system where, 
[ ·: 1 : l ' H(•) ~ [ 0 1 : ]0 s+1 G(s) = (A1.4.12) 1 1 0 
s-2 ( s + 1 )2 
In the following Maple session the corresponding feedback compensation problem as in 
Theorem 6.4.8 is solved for the feedback matrix F(s) E lR(s)3 x2 associated with (A1.4.12). 
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libname := fusrflocalfmaple/lib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> G:=matrix(2,3,[1/(s-1),0,0,0,1/(s-2),0]); 
G := [ •: 
1 
: : l 
s-2 
> H:=matrix(2,3,[0,1/(s+1),0,1/(s+1)"2,0,0]); 
> F:=CDMSDLVE(G,H); 
F·-
1 
s+1 
0 
-s + 1 ( s + 1 )2 
s+1 -s+2 
: l
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Al.4o6 (S06) The FDRADMISS command 
Syntax: FORADMISS( A,B, q, 'L '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
L- (optional) Parameter 
(S06} Description 
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Returns the admissible initial condition space 7i;u of the ARMA-Representation (5ol.1) 
as in Theorem 5o3o8o This represents the restrictions that the initial output conditions 
[y(O), 0 0 0, y(q- 1)) are required to satisfy for the existence of a forward solution y(k)o 
If the parameter L is included then this is assigned the solution to the admissible initial 
condition space represented by, 
[y(O), o o o, y(q- 1), -u(O), o o o, -u(2q + Qr- 1) J 
where fir is given in Definition 502.1. 
(S06} Command Code 
FORADMISS:=proc(A,B,q,L) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,k,Hseries,termA,v,Y,Q,\ 
(A1.4.13) 
In,C,termB,z,termHL,ih,jh,pm,InHR,sm,termHR,N,Y,Z,YY,M,U,X,UU,BB,CC; 
r:=rowdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
Q:=max(q-1,qr); 
IAS:=map(series,IA,s=infinity,q+Q); 
for i to r do 
for j to r do 
for k from 1 to nops(IAS[i,j]) do 
if type(op(k,IAS[i,j]),function)=true then 
if k=1 then 
IAS[i,j] :=sum(op(x,IAS[i,j]),x=2oonops(IAS[i,j])); 
break 
elif k=nops(IAS[i,j]) then 
IAS[i,j] :=sum(op(y,IAS[i,j]),y=1o onops(IAS[i,j])-1); 
break 
A1.4 Maple Code: The System Solutions Package linsol 
od 
else 
fi 
fi 
IAS[i,j] :=sum(op(za,IAS[i,j]),za=1 .. k-1)+\ 
sum(op(zb,IAS[i,j]),zb=k+1 .. nops(IAS[i,j))); 
break 
od 
od; 
Hseries:=MATEXP(IAS,Q,-q+1,r,r); 
termA:=matrix(q•r,q*r,O); 
for v from 1 to q do 
for Y from 1 to q do 
if v<=y then 
termA:=copyinto(Aseries[y-v+1],termA,(v-1)•r+1,(y-1)•r+1) 
fi 
od 
od; 
In:=Bseries[l]; 
for C from 2 to q+l do 
In:=augment(In,Bseries[C]) 
od; 
termB:=matrix((q+qr)•r,(2•q+qr)•m,O); 
for z from 1 to q+qr do 
termB:=copyinto(In,termB,(z-1)•r+1,(z-1)*m+1) 
od; 
termHL:=matrix(q•r,q•r,O); 
for ih from 1 to q do 
for jh from 1 to q do 
termHL:=copyinto(Hseries[jh+q-ih],termHL,(ih-1)*r+1,(jh-1)*r+1) 
od 
ad; 
for pm from 1 to q do 
InHR:=Hseries[pm]; 
for sm from pm+1 to q+qr do 
InHR:=augment(InHR,Hseries[sm]) 
od; 
InHR:=copyinto(InHR,matrix(r,(q+qr)•r,0),1,1); 
if pm=1 then 
termHR:=op(InHR) 
else 
termHR:=stackmatrix(InHR,termHR) 
fi 
od; 
for N from 0 to q-1 do 
Y:=matrix(r,1); 
for Z from 1 to r do 
Y[Z,1]:=y.kplus.N.Z 
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od; 
if N=O then 
YY:=op(Y) 
else 
YY:=stackmatrix(YY,Y) 
fi 
od; 
for M from 0 to 2*q+qr-1 do 
U:=matrix(m, 1); 
for X from 1 to m do 
U[X,1] :=u.kplus.M.X 
od; 
if M=O then 
UU:=op(U) 
else 
UU:=stackmatrix(UU,U) 
fi 
od; 
if nargs>3 then 
BB:=augment(evalm(termA &* termHL &* termA),\ 
evalm(termA &* termHR &* termB)); 
CC:=linsolve(BB,matrix(q*r,1,0)); 
if CC=NULL then 
L:=print('No solution') 
else 
fi 
fi; 
L:=CC 
print(evalm(termA &* termHL &* termA),op(YY),'==',\ 
evalm(termA &* termHR &* termB),op(UU)) 
end; 
(806) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
YI(k) 0 
2a- 5 3a+2 1 y2(k) = 0 u(k) 
0 -1 0 Y3(k) 
~------~------~~ 
1 
--._,....., 
B(a) A(a) y(k) 
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(A1.4.14) 
where A( a) E IR.[a] 3X 3, B(a) E IR.3, y(k) E JR.3 and u(k) ER In the following Maple session 
the admissible initial condition space of the ARMA-Representation (A1.4.14) is computed 
according to Theorem 5.3.8. The solution of this admissible initial condition space denoted 
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by P E IR.11 is also given. The command uses the vector notation, 
Yl(k+1) 
y(k + 1) = y2 (k + 1) 
Y3(k+ 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
libname := / usr /local/ maple /lib, /home/ Ice/ majj2/ mymaplelib 
> Yi th (linalg) : 
Warning: neY definition for norm 
Warning: ne1.1 definition for trace 
> Yith(linsys): 
> A:;matrix(3,3,[s"2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-1,0]); 
s2 +5s+6 s+1 0 
A·-. 2s- 5 3s+2 1 
0 -1 0 
> B:;matrix(3,1,[0,0,1]); 
0 
B·-. 0 
1 
> FORADMISS(A,B,2,'P'); 
0 -4 0 0 1 0 ykplus01 
-5 2 1 2 3 0 ykplus02 
0 -1 0 0 0 0 ykplus03 
,==, 
0 -6 0 0 1 0 ykplusll 
-12 -10 0 -15 2 1 ykplus12 
0 0 0 0 -1 0 ykplus18 
4 -1 0 
0 0 0 
1 0 0 
6 -1 0 
8 -2 3 
0 1 0 
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(A1.4.15) 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
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> op(P); 
ukplusOl 
ukplusll 
ukplus21 
ukplus:Jl 
ukplus41 
_I) 
_t2 
5_1)- 2_t2- 2_t3- 3_t4 
_t3 
_t4 
12 _tl + 2 _t2 + 15 -t3 - 3 -t5 
_t2 
_t4 
_t5 
_t6 
_t7 
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> P:=subs(_t[2]=-1,_t[4]=-1,_t[5]=-1,_t[6]=-1,_t[7]=-1,_t[1]=1, 
_t[3]=1,op(P)); 
1 
-1 
8 
1 
-1 
P:=o 28 
-1 
-1 
-1 
-1 
-1 
In this case, 
1 1 
y(O)"' -1 , y(1)"' -1 , u(O) = u(1) "'u(2) = u(3) "'u(4) = 1 
8 28 
according to (A1.4.13). 
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(A1.4.16) 
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A1.4. 7 (807) The FOR.SYM command 
Syntax: FOR.SYM( A, B, q, N, k); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
. q - (integer) Highest degree of s in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [ 0, N] 
k - (integer) Solution index required 
(807) Description 
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Returns the forward symmetric ARMA-Representation solution y(k) E IR.r as in The-
orem 5.5.6 where A(s) E IR.[s]"xr and B(s) E IR.[s]"xm. The solution y(k) is expressed in 
terms of the previous q output conditions [y(k- 1), ... , y(k- q)], the final q output condi-
tions [y(N- q + 1), ... , y(N)] and the input sequence and is for a specific solution index 
k. 
(807) Command Code 
FOR.SYM:=proc(A,B,q,N,k) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,a,Hseries,termA,v,w,\ 
INHone,t,SS,Y,Z,YY,INHtwo,TT,PP,W,WW,INHthree,stval,BB,In,C,termB,z,\ 
KK,U,X,UU; 
r:=rowdim(A); 
m: =coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,q+qr+1); 
for i to r do 
for j to r do 
for a from 1 to nops(IAS[i,j]) do 
if type(op(a,IAS[i,j]),function)=true then 
if a=1 then 
IAS[i,j]:=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
break 
elif a=nops(IAS[i,j)) then 
IAS[i,j) :=sum(op(y,IAS[i,j]),y=1 .. nops(IAS[i,j])-1); 
break 
else 
IAS[i,j) :=sum(op(za,IAS[i,j]),za=1 .. a-1)+\ 
sum(op(zb,IAS[i,j]),zb=a+1 .. nops(IAS[i,j))); 
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ad 
od 
fi 
break 
fi 
ad; 
Hseries:=MATEXP(IAS,qr,-q,r,r); 
termA:=matrix(q*r,q*r,O); 
for v from 1 to q do 
for w from 1 to q do 
if v>=w then 
termA:=copyinto(Aseries[v-w+1),termA,(v-1)*r+1,(w-1)*r+1) 
fi 
ad 
od; 
INHone:=Hseries[1); 
for t from 2 to q do 
INHone:=augment(Hseries[t),INHone) 
od; 
for SS from 1 to q do 
Y:=matrix(r,1); 
for Z from 1 to r do 
Y[Z,1]:=y.(k-SS).Z 
od; 
if SS=1 then 
YY:=op(Y) 
else 
YY:=stackmatrix(YY,Y) 
fi 
od; 
if (N-k-q+1)<=qr then 
INHtwo:=Hseries[N-k+2); 
for TT from N-k+3 to min(N-k+q+1,qr+q+1) do 
INHtwo:=augment(Hseries[TT),INHtwo) 
od; 
INHtwo:=copyinto(INHtwo,matrix(r,q*r,0),1,q*r-coldim(INHtwo)+1); 
for PP from 0 to q-1 do 
W:=matrix(r,1); 
for Z from 1 to r do 
W[Z,1):=y.(N-PP).Z 
ad; 
od 
fi; 
if PP=O then 
WW:=op(W) 
else 
WW:=stackmatrix(WW,W) 
fi 
-~ 
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INHthree:=Hseries(1]; 
stval:=min(q+qr+1,N-k+1); 
for BB from 2 to stval do 
INHthree:=augment(Hseries[BB],INHthree) 
od; 
In: =Bseries [1] ; 
for C from 2 to q+1 do 
In:=augment(Bseries[C],In) 
od; 
termB:=matrix((stval)*r,(stval+q)*m,O); 
for z from 1 to stval do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-1)*m+1) 
od; 
for KK from -q to stval-1 do 
U:=matrix(m, 1); 
for X from 1 to m do 
U(X,l] :=u.(k+KK).X 
od; 
if KK=-q then 
UU:=op(U) 
else 
UU:=stackmatrix(U,UU) 
fi 
od; 
if (N-k-q+l)>qr then 
evalm(-1* INHone &* termA &* YY + INHthree &* termB &* UU) 
else 
fi 
end; 
evalm(-1* INHone &* termA &* YY + INHtwo &* termA &* WW \ 
+ INHthree &* termB &* UU) 
(807) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
o-2 +5o-+6 o-+1 0 Yl(k) 0 
2o-- 5 3o- + 2 1 Y2(k) = 0 u(k) 
0 -1 0 Y3(k) 1 
......____...., 
'-.r-' 
A(o-) y(k) B(<r) 
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(A1.4.17) 
where A(<r) E JR[o-]3X3, B(o-) E JR3, y(k) E JR3 and u(k) E JR. In the following Maple 
session the forward symmetric solution to the ARMA-Representation (A1.4.17) is computed 
according to Theorem 5.5.6 in the interval k E [2, 4]. Such solution vectors y(2), y(3), y(4) 
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are denoted in the Maple session by Fsymy2, Fsymy3 and Fsymy4 respectively. The 
solution uses the vector notation, 
Y1(k+1) 
y(k+ 1) = Y2(k+ 1) 
y3(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
libname := / usr /local/ maple/lib, /home/ Ice/ majj2 /mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(3,3,[s-2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-l,OJ); 
A:= 
> B:=matrix(3,1,[0,0,1J); 
> for a from 2 to 4 do; 
Fsymy.a:=FORSYM(A,B,2,6,a) 
od; 
2s- 5 3s+2 1 
0 -1 0 
0 
B·- 0 
1 
-5 yll - 6 y01 - 5 y02 + u11 - 4 uOJ 
Fsymy2 := 
-u21 
-63y11-90y01-63y02+3u31 + 13u11 -48u01 
-5 y21 - 6 yll - 5 y12 + u21 - 4 ull 
Fsymy3 := 
-u31 
-63y21-90y11-63y12+3u41 +13u21-48u11 
(A1.4.18) 
-----------------------------------------------------------------------------~ 
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-5 y31 - 6 y21 - 5 y22 + u31 - 4 u21 
Fsymy4 := 
-u41 
-63 y31 - 90 y21 - 63 y22 + 3 u51 + 13 u31 - 48 u21 
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A1.4.8 (S08) The FORWARD command 
Syntax: FORWARD( A,B,g); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate 8 
B- (matrix) A polynomial matrix in the indeterminate 8 
q - (integer) Highest degree of 8 in elements of A or B 
(S08) Description 
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Returns the alternative forward ARMA-Representation solution y(k) E JRr as in The-
orem 5.3.5 where A(s) E JR[s]rxr and B(s) E JR[s]rxm. The solution y(k) is expressed in 
terms of the previous q output conditions [y(k -1), ... ,y(k- q)] and the input sequence 
and is for general index k. 
(S08) Command Code 
FORWARD:=proc(A,B,q) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,k,Hseries,termA,v,w,\ 
In,C,termB,z,INHone,t,INHtwo,g,N,Y,Z,YY,Ma,U,X,UU,Mb; 
r:=rowdim(A); m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,q+qr+1); 
for i to r do 
for j to r do 
for k from 1 to nops(IAS[i,j]) do 
od 
od 
if type(op(k,IAS[i,j]),function)=true then 
if k=1 then 
fi 
IAS[i,j]:=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
break 
elif k=nops(IAS[i,j]) then 
IAS[i,j]:=sum(op(y,IAS[i,j]),y=1 .. nops(IAS[i,j])-1); 
break 
else 
fi 
IAS[i,j]:=sum(op(za,IAS[i,j]),za=1 .. k-1)+\ 
sum(op(zb,IAS[i,j]),zb=k+1 .. nops(IAS[i,j])); 
break 
od; 
Hseries:=MATEXP(IAS,qr,-q,r,r); 
I 
I 
I 
I 
I 
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termA:=matrix(q*r,q*r,O); 
for v from 1 to q do 
for v from 1 to q do 
od 
od; 
if v>=v then 
termA:=copyinto(Aseries[v-v+1],termA,(v-1)*r+1,(v-1)*r+1) 
fi 
In: =Bseries [1] ; 
for C from 2 to q+1 do 
In:=augment(In,Bseries[C]) 
od; 
termB:=matrix((q+qr+1)*r,(2*q+qr+1)*m,O); 
for z from 1 to q+qr+1 do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-1)*m+1) 
od; 
INHone:=Hseries[1]; 
for t from 2 to q do 
INHone:=augment(Hseries[t],INHone) 
od; 
INHtvo:=Hseries[1]; 
for g from 2 to q+qr+1 do 
INHtvo:=augment(INHtvo,Hseries[g]) 
od; 
for N from 1 to q do 
Y:=matrix(r,1); 
for Z from 1 to r do 
Y[Z,1] :=y.kmin.N.Z 
od; 
if N=1 then 
YY:=op(Y) 
else 
YY:=stackmatrix(YY,Y) 
fi 
od; 
for Ma from q by -1 to 0 do 
U:=matrix(m,1); 
for X from 1 to m do 
U[X,1]:=u.kmin.Ma.X 
od; 
if Ma=q then 
UU:=op(U) 
else 
UU:=stackmatrix(UU,U) 
fi 
od; 
for Mb from 1 to q+qr do 
U:=matrix(m,1); 
413 
A1.4 Maple Code: The System Solutions Package linsol 
for X from 1 to m do 
U[X,1]:=u.kplus.Mb.X 
od; 
UU:=stackmatrix(UU,U) 
od; 
evalm(-1 * INHone &* termA &* YY + INHtwo &* termB &* UU) 
end; 
(S08) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
<T2 +5<T+6 <T+l 0 Yl(k) 0 
20'- 5 30' +2 1 Y2(k) = 0 u(k) 
0 -1 0 Y3(k) 1 
~ ~ 
A(<T) y(k) B(<T) 
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(A1.4.19) 
where A(<T) E :IR[O"j3x 3 , B(<T) E JR3, y(k) E IR3 and u(k) E R In the following Maple 
session the alternative forward solution to the ARMA-Representation (A1.4.19) is computed 
according to Theorem 5.3.5. This solution is denoted in the Maple session by Foryk where 
k is generic. The solution uses the vector notation, 
Y!(k+1) 
y(k + 1) = y2(k+ 1) 
Y3(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y( k + 1) has been taken arbitrarily. 
(A1.4.20) 
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libname := /usr /local/maple/lib, /home/ Icejmajj2/mymaplelib 
> Yith(linalg): 
Warning: neY definition for norm 
Warning: neY definition for trace 
> Yith(linsys): 
> A:=matrix(3,3,[s"2+5*s+6,s+1,0,2*s·5,3*s+2,1,0,-1,0]); 
A:= 
> B:=matrix(3,1, [0,0,1]); 
> Foryk:=FORWARD(A,B,2); 
Foryk := 
2s- 5 3s + 2 1 
0 -1 0 
0 
B·- 0 
1 
[ -5 ykmin11 - 6 ykmin21 - 5 ykmin22 - 4 ukmin21 + ukmin11 J 
[ -ukmin01 J 
[-63 ykmin11 - 90 ykmin21 - 63 ykmin22 - 48 ukmin21 
+ 13 ukmin11 + 3 ukplus11 J 
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A1.4.9 (809) The MATCH command 
Syntax: MATCH( G,H, 'F', 'K '); 
Parameters: G- (matrix) A rational matrix in the indeterminate 8 
H- (matrix) A rational matrix in the indeterminate 8 
F- (optional) Parameter 
K- (optional) Parameter 
(809) Description 
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Solves the feedback matching problem as in Theorem 6.4.9 where G(8) E lR(8)nxm and 
H(8) E lR(8)nxm denote the open and closed loop transfer function matrices respectively. 
Returns the matrix list [F(s) K(8)] E lR(8)mx(n+m) where F(s) E lR(8)mxn and K(8) E 
JR(s)mxm via (6.4.35) if such a solution exists. If the parameters F and K are included then 
these are assigned the feedback matrices F(s) and K(8) respectively. 
(809) Command Code 
MATCH:=proc(G,H,F,K) 
local n,m,HI,FK; 
n:=rowdim(G); 
m:=coldim(G); 
HI:=stackmatrix(H,evalm(-1 * IDEN(m))); 
FK:=PLINSOLVE(G,HI,evalm(-1 *H)); 
print('F is given by' ,map(normal,submatrix(FK,1 .. m,l . . n))); 
print('K is given by' ,map(normal,submatrix(FK,1 .. m,n+1 .. m+n))); 
if nargs>2 then 
F:=map(normal,submatrix(FK,1 .. m,1 .. n)); 
K:=map(normal,submatrix(FK,1 .. m,n+1 .. m+n)) 
fi 
end; 
(809) Example 
Consider G(s) E lR(s)2x3 and H(s) E lR(s)2X 3 to represent the respective open and 
closed loop transfer functions of a given system where, 
G(s) = [ s~1 ° 0 l,H(s)=[O s!1 °] 0 10 ~ 0 0 
s 
(A1.4.21) 
In the following Maple session the corresponding feedback matching problem as given in 
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Theorem 6.4.9 is solved for the feedback matrices F(s) E IR(s)3X 2 and K(s) E IR(s)3X 3 
associated with (A1.4.21). 
libname := jusrjlocaljmaplejlib, /home/ Icejmajj2jmymaplelib 
> with (linalg) : 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> G:=matrix(2,3, [1/(s-1),0,0,0,1,0]); 
> H:=matrix(2,3,[0,1/(s+1),0,1/s,O,O]); 
> MATCH(G,H,'f','k'); 
F is given by, 
[ 
-s + 1 + Y1,1 s2 + 2 Y1,1 s + Y1,1 + Y1,4 s + Y1,4 s (Yi,3 + s Y1,2) 
s2 + 2s + 2 ' s2 + 1 
] 
[
Y2,1 s2 + 2 Y2,1 s + Y2,1 + Y2,4 s + Y2,4 -1 + Y2,2 s2 + Y2,3 s] 
s2 + 2 s + 2 ' s2 + 1 
[Y3,1, Y3,2] 
Y1,3 + sY1,2 s2 - 1 + Yi,4 + Y1,1 s + Y1,1 0 
s2 + 1 s2 + 2s + 2 
K is given by, s + Y2,3 + s Y2,2 Y2,4 + Y2,1 s + Y2,1 0 
s2 + 1 s2+2s+2 
Y3,3 Y3,4 Y3,5 
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A1.4.10 (SlO) The PLINSOLVE command 
Syntax: PLINSOLVE ( A, B, C ) ; 
Parameters: A - (matrix) A rational matrix in the indeterminate s 
B- (matrix) A rational matrix in the indeterminate s 
C- (matrix) A rational matrix in the indeterminate s 
(SOlO) Description 
Solves the matrix equation A(s)X(s)B(s) = C(s) where A(s) E JR(s)nxm, B(s) E 
JR(s)kxl, C(s) E JR(s)nxl and X(s) E JR(s)mxk according to Theorem 6.4.1. Returns the 
solution matrix X(s) via (6.4.2) if such a solution exists. 
(SOlO) Command Code 
PLINSOLVE:=proc(A,B,C) 
local GA,m,GB,k,Y,Cn,left; 
GA:=GINVERSE(A); 
m:=rowdim(GA); 
GB:=GINVERSE(B); 
k:=coldim(GB); 
Cn:=map(normal,C); 
left:=map(normal,evalm(A &* GA &* Cn &*GB&* B)); 
if equal(left,Cn)=true then 
Y:=matrix(m,k); 
map(normal,evalm(GA &* Cn &*GB+ Y- GA &*A&* Y &* B &*GB)); 
else 
RETURN('the system is not solvable') 
fi 
end; 
(SOlO) Example 
Consider the polynomial matrix equation given by, [ ~ : ~ l X(s) [ : : l [: 2: l 
'-----v----' '----v--" '-.r---" 
A(s) B(s) C(s) 
(A1.4.22) 
where A(s) E JR[s] 2x3, X(s) E 1R[sj3x2, B(s) E JR[s]2 x2 and C(s) E 1R[sj2x2. In the following 
Maple session the polynomial matrix X(s) in (A1.4.22) is computed according to Theorem 
6.4.1. 
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libname := /usr/local/maple/lib, /home/ lce/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:~matrix(2,3,[1,0,1,0,s,O]); 
> B:~matrix(2,2,[0,1,s,s]); 
> C:~matrix(2,2, [s,2*s,O,s]); 
> sol:~PLINSDLVE(A,B,C); 
sol:= 
1 1 1 1 1 1 
-s+-Y11--Y31 -+-Y12--Y32 2 2' 2'22' 2' 
1 0 
1 1 1 1 1 1 
-s+-Y31--Y11 -+-Y32--Y12 2 2' 2'22' 2' 
419 
Under the substitution p( s) = ~ [ s + Y3,1 - Y1,1], q(s) = H 1 + 1'3,2 - Y1,2] this reduces to 
s-p(s) 1-q(s) 
sol:= 1 0 
p(s) q(s) 
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A1.4.U (SOU) The SOLBACK command 
Syntax: SOLBACK( A, B, q, l, Yjin, Ufin, Uinput, N, 'X '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q- (integer) Highest degree of s in elements of A or B 
l- (integer) Lowest degree of expansion (5.2.2) 
Yfin- (matrix) A constant matrix 
Ufin- (matrix) A constant matrix 
Uinput- (matrix) A constant matrix 
N- (integer) Interval of solution required, i.e. k E [ 0, N] 
X- (optional) Parameter 
(SOU) Description 
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Returns the backward ARMA-Representation solution [y(N), ... ,y(O)j E JR.rx(N+l) in 
the interval k E [o,N] as in Theorem 5.4.1. The command substitutes for the final q 
output conditions Y(fin) = [y(N), ... , y(N- q + 1)] and the corresponding input sequences 
U(fin) = [u(N), ... , u(N- q -l + 1)] and U(input) = [u(N- q -l), ... , u( -l)] respectively. 
If the parameter Xis included then this is assigned the backward solution [y(N), ... ,y(o)] 
in list form for plotting purposes. 
(SOil) Command Code 
SOLBACK:=proc(A,B,q,l,Yfin,Ufin,Uinput,N,X) 
local r,m,Aseries,Bseries,IA,IAS,Vseries,termA,v,w,\ 
In,C,termB,z,INVone,t,INVtYo,g,VA,VB,TT,k,Yvect,Uvect,a,b,LL,kl,\ 
list_sel,FF,j; 
r:=roYdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
IAS:=map(series,IA,s=O,l+q+1); 
IAS:=map(convert,IAS,polynom); 
Vseries:=MATEXP(IAS,q,-l,r,r); 
termA:=matrix(q•r,q•r,O); 
for v from 1 to q do 
for y from 1 to q do 
if v>=y then 
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termA:=copyinto(Aseries[v-w+1] ,termA,(v-1)*r+1,(w-1)*r+1) 
fi 
od 
ad; 
In:=Bseries[q+1]; 
for C from q by -1 to 1 do 
In:=augment(In,Bseries[C)) 
od; 
termB:=matrix((1+1)*r,(l+q+1)•m,O); 
for z from 1 to 1+1 do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-1)•m+1) 
od; 
INVone:=Vseries[l+q+1]; 
for t from l+q by -1 to 1+2 do 
INVone:=augment(INVone,Vseries[t]) 
od; 
INVtwo:=Vseries[1); 
for g from 2 to 1+1 do 
INVtwo:=augment(Vseries[g],INVtwo) 
od; 
VA:=evalm(INVone &* termA); 
VB:=evalm(INVtwo &• termB); 
TT:=op(Yfin); 
for k from N-q by -1 to 0 do 
if k=N-q then 
Yvect:=submatrix(Yfin,1 .. r,1 .. 1); 
Uvect:=submatrix(Ufin,1 .. m,1 .. 1); 
for a from 2 to q do 
Yvect:=stackmatrix(Yvect,submatrix(Yfin,1 .. r,a .. a)) 
od; 
for b from 2 to q+l do 
Uvect:=stackmatrix(Uvect,submatrix(Ufin,1 .. m,b .. b)) 
od; 
Uvect:=stackmatrix(Uvect,submatrix(Uinput,1 .. m,1 .. 1)) 
else 
Yvect:=stackmatrix(submatrix(Yvect,r+1 .. q*r,1 .. 1),y.(k+1)); 
Uvect:=stackmatrix(submatrix(Uvect,m+1 .. (q+l+1)•m,1 .. 1),\ 
submatrix(Uinput,1 .. m,N-k-q+1 .. N-k-q+1)) 
fi; 
y.k:=evalm(VA &• Yvect +VB &• Uvect); 
TT:=augment(TT,y.k) 
od; 
if nargs>8 then 
LL:=[]; 
for kl from 1 to r do 
list_sel:=convert(row(TT,kl),list); 
FF:=(]; 
for j from 0 to nops(list_sel)-1 do 
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FF:=[op(FF),j,op(j+l,list_sel)] 
od; 
LL:=[op(LL) ,FF] 
od; 
X:=LL 
fi; 
op(TT) 
end; 
(SOll) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
cr2+5cr+6 cr+1 0 YI(k) 0 
2cr - 5 3cr+2 1 Y2(k) = 0 u(k) 
0 -1 0 Ys(k) _ 1 
'--v---' '-v--' 
A(cr) y(k) B(cr) 
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(Al.4.23) 
where A(cr) E IR[cr]3x3, B(cr) E IR3 , y(k) E IR3 and u(k) E JR. In the following Maple 
session a backward solution to the ARMA-Representation (A1.4.23) is computed according 
to Theorem 5.4.1 in the interval k E [o, 6]. This solution is represented by, 
where, 
Solback = [v(6) y(5) y(4) y(3) y(2) y(1) y(o)] E JR3x7 
-1609 501 
-1 
-18122 5728 
U(fin) = [1 1 ] E JR2 
U(input) = [ 1 1 1 1 1 ] E JR5 
(A1.4.24) 
(A1.4.25) 
Such conditions can be seen to satisfy the admissible final condition space of (A1.4.23) as 
given in Theorem 5.4.6. The solution uses the vector notation, 
y(k + 1) = 
YI(k+ 1) 
Y2(k + 1) 
Ys(k + 1) 
ykplusll 
ykplus12 
ykplus13 
(A1.4.26) 
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where the output vector y(k + 1) has been taken arbitrarily. 
libname := fusrflocalfmaple/lib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:~matrix(3,3,[s"2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-1,0]); 
A:= 2s- 5 3s+2 1 
0 -1 0 
> B:~matrix(3,1,[0,0,1]); 
0 
B:= 0 
1 
> Yfin:=matrix(3,2, [-1609,501,-1,-1,-18122,5728]); 
Yfin := 
> Ufin:=matrix(1,2,[1,1]); 
Uinput:=matrix(1,5,[1,1,1,1,1]); 
-1609 501 
-1 -1 
-18122 5728 
Ufin := [ 1 1 ] 
Uinput := [ 1 1 1 1 1 ] 
> Solback:=SDLBACK(A,B,2,0,Yfin,Ufin,Uinput,6); 
-1609 501 -149 41 
Solback := 
-1 -1 -1 -1 
-9 1 1 
-1 -1 -1 
-18122 5728 -1742 508 -122 28 8 
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A1.4.12 (8012) The SDLBACKSYM command 
Syntax: SOLBACKSYM( A, B, q, kjin, Yin, Yprec, Uvect, 'X '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
kfin- (integer) Specified initial solution vector y(kfin) 
Yin- (matrix) A constant matrix 
Yprec- (matrix) A constant matrix 
Uvect- (matrix) A constant matrix 
X- (optional) Parameter 
(8012) Description 
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Returns the backward symmetric ARMA-Representation solution [y(O), ... , y(kjin + 
q)] E JR.rx(kfin+q+l) in the interval k E [o, kfin] as in Theorem 5.5.7. The command 
substitutes for the initial and proceeding q output conditions Y(;n) = [y(O), ... , y(q-1)] and 
Y(prec) = [y(kfin+l), ... , y(kjin+q)j and the input sequence U(vect) = [u(O), ... , u(kfin+ 
q)]. If the parameter X is included then this is assigned the subsequent backward symmetric 
solution [y(O), ... , y(kfin + q)] in list form for plotting purposes. 
(8012) Command Code 
SOLBACKSYM:=proc(A,B,q,kfin,Yin,Yfin,Uvect,X) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,K,Hseries,termA,v,w,\ 
YLOW,a,INHtwo,t,AYin,HtwoA,TT,k,Yvect,p,INHone,c,INHthree,d,In,C,\ 
COLH,termB,z,U,f,LL,kl,list_sel,FF,g; 
r:=rowdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,kfin+q+qr+1); 
for i to r do 
for j to r do 
forK from 1 to nops(IAS[i,j]) do 
if type(op(K,IAS[i,j]),function)=true then 
if K=1 then 
IAS[i,j]:=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
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fi 
od 
od 
break 
elif K=nops(IAS[i,j]) then 
!AS [i ,j] :=sum(op(y, !AS [i,j]) ,y=1. .nops (!AS [i ,j] )-1); 
break 
else 
fi 
IAS[i,j] :=sum(op(za,IAS[i,j]),za=1 .. K-1)+\ 
sum(op(zb,IAS[i,j]),zb=K+1 .. nops(IAS[i,j])); 
break 
od; 
Hseries:=MATEXP(IAS,O,-kfin-q,r,r); 
termA:=matrix(q*r,q*r,O); 
for v from 1 to q do 
for w from 1 to q do 
if v<=w then 
od 
od; 
termA:=copyinto(Aseries[v-w+q+1] ,termA,(v-1)*r+1,(w-1)*r+1) 
fi 
YLOW:=submatrix(Yin,1 .. r,1 .. 1); 
for a from 2 to q do 
YLOW:=stackmatrix(submatrix(Yin,1 .. r,a .. a),YLOW) 
od; 
INHtwo:=Hseries[kfin+q+1]; 
for t from kfin+q by -1 to kfin+2 do 
INHtwo:=augment(INHtwo,Hseries[t]) 
od; 
AYin:=evalm(termA &* YLOW); 
HtwoA:=evalm(INHtwo &* termA); 
TT:=op(Yfin); 
for k from kfin by -1 to q do 
if k=kfin then 
Yvect:=submatrix(Yfin,1 .. r,1 .. 1); 
for p from 2 to q do 
Yvect:=stackmatrix(submatrix(Yfin,1 .. r,p .. p),Yvect) 
od; 
INHone:=Hseries[1]; 
for c from 2 to q do 
INHone:=augment(Hseries[c],INHone) 
od; 
INHthree:=Hseries[k+q+1]; 
for d from k+q by -1 to q+1 do 
INHthree:=augment(INHthree,Hseries[d]) 
od 
else 
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Yvect:=stackmatrix(submatrix(Yvect,r+1 .. q*r,1 .. 1),y.(k+1)); 
INHone:=augment(Hseries[q-k+kfin],submatrix(INHone,l .. r,1 .. (q-1)*r)); 
INHthree:=submatrix(INHthree,1 .. r,1 .. coldim(INHthree)-r) 
fi; 
In:=Bseries[q+1]; 
for C from q by -1 to 1 do 
In:=augment(In,Bseries[C]) 
od; 
COLH:=coldim(INHthree)/r; 
termB:=matrix(COLH*r,(COLH+q)*m,O); 
for z from 1 to COLH do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-l)*m+1) 
od; 
U:=submatrix(Uvect,1 .. m,l .. 1); 
for f from 2 to k+q+1 do 
U:=stackmatrix(submatrix(Uvect,1 .. m,f .. f),U) 
od; 
y.k:=evalm(INHone &* AYin- HtwoA &* Yvect + INHthree &* termB &* U); 
TT:=augment(y.k,TT) 
od; 
TT:=augment(Yin,TT); 
if nargs>7 then 
LL:=[]; 
for kl from 1 to r do 
list_sel:=convert(row(TT,kl),list); 
FF:=(J; 
for g from 0 to nops(list_sel)-1 do 
FF:=[op(FF),g,op(g+l,list_sel)] 
od; 
LL: = [op (LL), FF] 
od; 
X:=LL 
fi; 
op(TT) 
end; 
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(S012) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
0 
2<r- 5 3<r + 2 1 = 0 u(k) (A1.4.27) 
0 -1 0 1 
'-------~~------~~ ~ A(<r) y(k) B(<r) 
where A(<r) E lf!.[O"j3x3 , B(<r) E lf!.3, y(k) E lf!.3 and u(k) E JR. In the following Maple 
session a backward symmetric solution to the ARMA-Representation (A1.4.27) is computed 
according to Theorem 5.5.7 in the interval k E [o, 6]. This solution is represented by, 
Solbacksym = [v(O) y(1) y(2) y(3) y(4) y(5) y(6)] E JR3x7 (A1.4.28) 
where, 
1 1 
Y(in) = [v(O) y(l)] = -1 -1 E Jf!.3X2 
8 28 
501 -1609 (A1.4.29) 
Y(prec) = [v(5) y(6)] = -1 -1 E Jf!.3X2 
5728 -18122 
U(vect) = [ 1 1 1 1 1 1 1] E lf!.7 
Such conditions can be seen to satisfy the admissible final condition space of (A1.4.27) as 
given in Theorem 5.4.6. The solution uses the vector notation, 
y(k + 1) = 
YJ(k+ 1) 
Y2(k + 1) 
Y3(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
(Al.4.30) 
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libname := jusr/local/maple/lib, /home/ Icejmajj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(3,3,[s"2+5•s+6,s+1,0,2•s-5,3•s+2,1,0,-1,0]); 
s2 +5s+6 s+1 0 
A·-. 2s- 5 3s+2 1 
0 -1 0 
> B:=matrix(3,1,[0,0,1]); 
0 
B·-. 0 
1 
> Yin:=matrix(3,2,[1,1,-1,-1,8,28]); 
1 1 
Yin := 
-1 -1 
8 28 
> Yprec:=matrix(3,2, [501,-1609,-1,-1,5728,-18122]); 
501 -1609 
Yprec := 
-1 -1 
5728 -18122 
> Uvect:=matrix(1,7,[1,1,1,1,1,1,1]); 
Uvect := [ 1 1 1 1 1 1 1 ] 
> Solbacksym:=SDLBACKSYM(A,B,2,4,Yin,Yprec,Uvect); 
1 1 -9 41 -149 501 -1609 
Solbacksym := -1 -1 
-1 -1 -1 -1 -1 
8 28 -122 508 -1742 5728 -18122 
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A1.4.13 (8013) The SOLFOR command 
Syntax: SOLFDR( A, B, q, qr, Yin, Uin, Uinput,N, 'X '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q- (integer) Highest degree of s in elements of A or B 
qr- (integer) Highest degree of expansion (5.2.1) 
Yin- (matrix) A constant matrix 
Uin- (matrix) A constant matrix 
Uinput- (matrix) A constant matrix 
N- (integer) Interval of solution required, i.e. k E [o,N] 
X- (optional) Parameter 
(8013) Description 
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Returns the forward ARMA-Representation solution [y(O), ... , y(N)] E lRrx(N+l) in the 
interval k E [o, N] as in Theorem 5.3.4. The command substitutes for the initial q output 
conditionsY(in) = [y(O), ... ,y{q-1)] andtheinputsU(in) = [u(O), ... ,u(2q+</r-1)] and 
U(input) = [u(2q + <lr ), ... , u(N + q + <lr)] respectively. If theparameter X is included then 
this is assigned the forward solution [ y(O), ... , y( N)] in list form for plotting purposes. 
(8013) Command Code 
SOLFOR:=proc(A,B,q,qr,Yin,Uin,Uinput,N,X) 
local r,m,Aseries,Bseries,IAS,i,j,K,Hseries,termA,v,w,In,C,termB,z,\ 
INHone,t,INHtwo,g,HA,HB,TT,k,Yvect,Uvect,a,b,kl,LL,FF,list_sel; 
r:=rowdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IAS:=map(series,inverse(A),s=infinity,q+qr+1); 
for i to r do 
for j to r do 
for K from 1 to nops(IAS[i,j]) do 
if type(op(K,IAS[i,j]),function)=true then 
if K=1 then 
IAS[i,j]:=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
break 
elif K=nops(IAS[i,j]) then 
IAS[i,j]:=sum(op(y,IAS[i,j]),y=1 .. nops(IAS[i,j])-1); 
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fi 
break 
else 
fi 
IAS[i,j]:=sum(op(za,IAS[i,j]),za=1 .. K-1)+\ 
sum(op(zb,IAS[i,j]),zb=K+1 .. nops(IAS[i,j])); 
break 
od 
od 
od; 
Hseries:=MATEXP(IAS,qr,-q,r,r); 
termA:=matrix(q•r,q•r,O); 
for v from 1 to q do 
for v from 1 to q do 
if v>=v then 
od 
termA:=copyinto(Aseries[v-v+1] ,termA,(v-1)*r+1,(v-1)•r+1) 
fi 
od; 
In:=Bseries[1]; 
for C from 2 to q+l do 
In:=augment(In,Bseries[C]) 
od; 
termB:=matrix((q+qr+1)•r,(2•q+qr+1)*m,O); 
for z from 1 to q+qr+1 do 
termB:=copyinto(In,termB,(z-l)*r+1,(z-1)•m+1) 
od; 
INHone:=Hseries[l]; 
for t from 2 to q do 
INHone:=augment(Hseries[t],INHone) 
od; 
INHtvo:=Hseries[l]; 
for g from 2 to nops(Hseries) do 
INHtvo:=augment(INHtvo,Hseries[g]) 
od; 
HA:=evalm(-1 * INHone &• termA); 
HB:=evalm(INHtvo &• termB); 
TT:=op(Yin); 
for k from q to N do 
if k=q then 
Yvect:=submatrix(Yin,l .. r,1 .. 1); 
Uvect:=submatrix(Uin,1 .. m,1 .. 1); 
for a from 2 to q do 
Yvect:=stackmatrix(submatrix(Yin,l .. r,a .. a),Yvect) 
od; 
for b from 2 to 2*q+qr do 
Uvect:=stackmatrix(Uvect,submatrix(Uin,l .. m,b .. b)) 
od; 
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Uvect:~stackmatrix(Uvect,submatrix(Uinput,1 .. m,1 .. 1)) 
else 
Yvect:~stackmatrix(y.(k-1),submatrix(Yvect,1 .. (q-1)*r,1 .. 1)); 
Uvect:~stackmatrix(submatrix(Uvect,m+1 .. (2*q+qr+1)*m,1 .. 1),\ 
submatrix(Uinput,1 .. m,k-q+1 .. k-q+1)); 
fi; 
y.k:~evalm(HA &* Yvect + HB &* Uvect); 
TT:~augment(TT,y.k) 
od; 
if nargs>S then 
LL:~[]; 
for kl from 1 to r do 
list_sel:~convert(row(TT,kl),list); 
FF:~[]; 
for j from 0 to nops(list_sel)-1 do 
FF:=[op(FF),j,op(j+1,list_sel)] 
od; 
LL: ~ [op (LL), FF] 
od; 
X:~LL 
fi; 
op(TT) 
end; 
(S013) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
0 
2o-- 5 3o- + 2 1 y2(k) = 0 u(k) 
0 -1 0 Y3(k) 
~------v-------~~ 
1 
'-v-" 
B(o-) A(o-) y(k) 
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(A1.4.31) 
where A(o-) E JR.[o-j3x 3 , B(o-) E JR.3 , y(k) E JR.3 and u(k) E JR.. In the following Maple 
session a forward solution to the ARMA-Representation (A1.4.31) is computed according 
to Theorem 5.3.4 in the interval k E [ 0, 6]. This solution is represented by, 
Solfor = [y(O) y(1) y(2) y(3) y(4) y(5) y(6)] E JR.3x7 (A1.4.32) 
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where, 
1 1 
Y(;n) = [y(O) y(l)l = -1 -1 E lR.3x 2 
8 28 
U(in) = [ 1 1 1 1 1 ] E 1R.5 
U(input) = [ 1 1 1 1 1 ] E 1R.5 
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(A1.4.33) 
Such conditions can be seen to satisfy the admissible initial condition space of (A1.4.31) as 
given in Theorem 5.3.8. The solution uses the vector notation, 
y(k + 1) = 
Yl(k+ 1) 
Y2(k + 1) 
y3(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
libname := jusrjlocaljmaple/lib, /home/ Icejmajj2jmymaplelib 
> Yith(linalg): 
Warning: ney definition for norm 
Warning: neY definition for trace 
> Yith(linsys): 
> A:=matrix(3,3, [s-2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-1,0]); 
A:= 
> B:=matrix(3,1,[0,0,1]); 
2s- 5 3s+2 1 
0 -1 0 
0 
B·- 0 
1 
(A1.4.34) 
A1.4 Maple Code: The System Solutions Package linsol 
> Yprev:=matrix(3,2,[1,1,-1,-1,8,28]); 
1 1 
Yprev := -1 -1 
> Uin:=matrix(1,5,[1,1,1,1,1]); 
Uinput:=matrix(1,5,[1,1,1,1,1]); 
8 28 
Uin := [ 1 1 1 1 1 ] 
Uinput := [ 1 1 1 1 1 ] 
> Solfor:=SOLFOR(A,B,2,1,Yprev,Uin,Uinput,6); 
1 1 
Solfor := -1 -1 
-9 41 -149 501 -1609 
-1 -1 -1 -1 -1 
8 28 -122 508 -1742 5728 -18122 
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A1.4.14 (8014) The SDLFORSYM command 
Syntax: SOLFORSYM( A, B, q,N, kin, Yprev, Yfin, Uvect, 'X '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [o, N] 
kin- (integer) Specified initial solution vector y(kin) 
Yprev- (matrix) A constant matrix 
Yfin- (matrix) A constant matrix 
Uvect- (matrix) A constant matrix 
X- (optional) Parameter 
(8014) Description 
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Returns the forward symmetric ARMA-Representation solution [y(kin-q), ... , y(N) J E 
]Rrx(N-kin+q+l) in the interval k E [kin, N J as in Theorem 5.5.6. The command substitutes 
for the final and previous q output conditions Y(fin) = [y(N -q+l), ... , y(N) J and Y(prev) = 
[y(kin- q), ... , y(kin -1)] and the input sequence U(vect) = [u(kin- q), ... , u(N) J. If the 
parameter X is included then this is assigned the subsequent forward symmetric solution 
[y(kin- q), ... , y(N) J in list form for plotting purposes. 
(8014) Command Code 
SOLFORSYM:=proc(A,B,q,N,kin,Yprev,Yfin,Uvect,X) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,K,Hseries,termA,v,w,INHone,\ 
t,YHIGH,a,HoneA,AYfin,TT,count,k,Yvect,p,INHtwo,b,INHthree,d,In,C,\ 
COLH,termB,z,U,f,LL,kl,list_sel,FF,g; 
r:=rowdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,q+qr+1); 
for i to r do 
for j to r do 
for K from 1 to nops(IAS[i,j]) do 
if type(op(K,IAS[i,j]),function)=true then 
if K=1 then 
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fi 
od 
od 
IAS[i,j] :=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
break 
elif K=nops(IAS[i,j]) then 
IAS[i,j]:=sum(op(y,IAS[i,j]),y=1 .. nops(IAS[i,j])-1); 
break 
else 
fi 
IAS[i,j]:=sum(op(za,IAS[i,j]),za=1 .. K-1)+\ 
sum(op(zb,IAS[i,j]),zb=K+1 .. nops(IAS[i,j])); 
break 
od; 
Hseries:=MATEXP(IAS,qr,-q,r,r); 
termA:=matrix(q*r,q*r,O); 
for v from 1 to q do 
for y from 1 to q do 
if v>=y then 
termA:=copyinto(Aseries[v-y+1],termA,(v-1)*r+1,(Y-1)*r+1) 
fi 
od 
od; 
INHone:=Hseries[1]; 
for t from 2 to q do 
INHone:=augment(Hseries[t],INHone) 
od; 
YHIGH:=submatrix(Yfin,1 .. r,1 .. 1); 
for a from 2 to q do 
YHIGH:=stackmatrix(submatrix(Yfin,1 .. r,a .. a),YHIGH) 
od; 
HoneA:=evalm(INHone &* termA); 
AYfin:=evalm(termA &* YHIGH); 
TT:=op(Yprev); 
count:=!; 
for k from kin to N-q do 
if k=kin then 
Yvect:=submatrix(Yprev,1 .. r,1 .. 1); 
for p from 2 to q do 
Yvect:=stackmatrix(submatrix(Yprev,1 .. r,p .. p),Yvect) 
od; 
INHtYo:=matrix(r,q*r,O); 
if (N-k-q+1)<=qr then 
for b from 1 to q do 
od 
if (N-k+1-b)<=qr then 
INHtYo:=copyinto(Hseries[N-k+q-b+2],INHtYo,1,(b-1)*r+1) 
fi 
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fi 
else 
if (N-k-q+1)<=qr then 
INHtYo:=augment(submatrix(INHtYo,1 .. r,r+1 .. q*r),Hseries[N-k+2]) 
fi; 
Yvect:=stackmatrix(y.(k-1),submatrix(Yvect,1 .. (q-1)*r,1 .. 1)) 
fi; 
INHthree:=Hseries[1]; 
for d from 2 to min(q+qr+1,N-k+1) do 
INHthree:=augment(Hseries[d],INHthree) 
od; 
In:=Bseries[1]; 
for C from 2 to q+1 do 
In:=augment(Bseries[C),In) 
od; 
COLH:=coldim(INHthree)/r; 
termB:=matrix(COLH*r,(COLH+q)*m,O); 
for z from 1 to COLH do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-1)*m+1) 
od; 
U:=submatrix(Uvect,1 .. m,count .. count); 
for f from count+! to (COLH+q+count-1) do 
U:=stackmatrix(submatrix(Uvect,1 .. m,f .. f),U) 
od; 
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y.k:=evalm(-HoneA &* Yvect + INHtYo &* AYfin + INHthree &* termB &* U); 
TT:=augment(TT,y.k); 
count:=count+1 
od; 
TT:=augment(TT,Yfin); 
if nargs>8 then 
LL:=[]; 
for kl from 1 to r do 
list_sel:=convert(roY(TT,kl),list); 
FF:=[]; 
for g from 0 to nops(list_sel)-1 do 
FF:=[op(FF),g,op(g+1,list_sel)] 
od; 
LL:=[op(LL),FF] 
od; 
X:=LL 
fi; 
op(TT) 
end; 
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(S014) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
a-2 +5a-+6 a-+1 0 Yl(k) 0 
2o-- 5 3cr + 2 1 Y2(k) 0 u(k) (A1.4.35) 
0 -1 0 Y3(k) 1 
'---v----' ..___.._, 
A( er) y(k) B(cr) 
where A(o-) E lR[a-j3x3, B(cr) E JR3, y(k) E JR3 and u(k) E JR. In the following Maple 
session a forward symmetric solution to the ARMA-Representation (A1.4.35) is computed 
according to Theorem 5.5.6 in the interval k E [ 0, 6]. This solution is represented by, 
Solforsym = [v(O) y(1) y(2) y(3) y(4) y(5) y(6J] E JR3x7 (A1.4.36) 
where, 
1 1 
Y(prev)= [v(O) y(l)] = -1 -1 E lfli.3x2 
8 28 
501 -1609 (A1.4.37) 
l'ifin) = [v(5) y(6J] = -1 -1 E JR3x2 
5728 -18122 
U(vect) = [ 11 1 1 1 11 ] E !R7 
Such conditions can be seen to satisfy the admissible initial condition space of (A1.4.35) as 
given in Theorem 5.3.8. The solution uses the vector notation, 
Yl(k+1) 
y(k + 1) = y2(k + 1) 
Ys(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
(Al.4.38) 
I 
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libname := jusrjlocaljmaplejlib, /home/ Ice/majj2jmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:~matrix(3,3, [s-2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-1,0]); 
s2 + 5s +6 s+1 0 
A:= 2s- 5 3s+2 1 
0 -1 0 
> B:~matrix(3,1, [0,0,1]); 
0 
B:= 0 
1 
> Yprev:~matrix(3,2,[1,1,-1,-1,8,28]); 
1 1 
Yprev := 
-1 -1 
8 28 
> Yfin:=matrix(3,2,[501,-1609,-1,-1,5728,-18122]); 
501 -1609 
Yfin := 
-1 -1 
5728 -18122 
> Uvect:=matrix(1,7,[1,1,1,1,1,1,1]); 
Uvect := [ 1 1 1 1 1 1 1 ] 
> Solforsym:=SOLFORSYM(A,B,2,6,2,Yprev,Yfin,Uvect); 
1 1 -9 41 -149 501 -1609 
Solforsym := -1 -1 
-1 -1 -1 -1 -1 
8 28 -122 508 -1742 5728 -18122 
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A1.4.15 (8015) The SOLSYM command 
Syntax: SOLSYM( A,B,q,N,Yin, Yfin,Uvect,'X '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B - (matrix) A polynomial matrix in the indeterminate 8 
q - (integer) Highest degree of 8 in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [ 0, N] 
Yin- (matrix) A constant matrix 
Yfin- (matrix) A constant matrix 
Uvect- (matrix) A constant matrix 
X - (optional) Parameter 
(8015) Description 
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Returns the symmetric ARMA-Representation solution [y(O), ... , y(N)) E !Rrx(N+I) in 
the interval k E [ 0, N] as in Theorem 5.5.2. The command substitutes for the supplied 
initial and final q output conditions Y(in) = [y(O), ... , y(q- lJ] and Y(fin) = [y(N-
q+ l), ... ,y(NJj and the input sequence U(vect) = [u(O), ... ,u(NJ] respectively. If the 
parameter X is included then this is assigned the symmetric solution [y(O), ... , y(N)] in 
list form for plotting purposes. 
(8015) Command Code 
SOLSYM:=proc(A,B,q,N,Yin,Yfin,Uvect,X) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,K,Hseries,termAUP,v,w,termALO,\ 
t,u,YLOW,YHIGH,d,AYin,AYfin,TT,k,Hone,a,HtYo,b,Hthree,c,In,C,COLH,\ 
termB,z,U,f,LL,kl,list_sel,FF,g; 
r: =roYdim (A) ; 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,qr+N+1); 
for i to r do 
for j to r do 
for K from 1 to nops(IAS[i,j]) do 
if type(op(K,IAS[i,j]),function)=true then 
if K=1 then 
IAS[i,j] :=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
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od 
break 
elif K=nopS(IAS[i,j]) then 
IAS[i,j] :=sum(op(y,IAS[i,j]),y=1 .. nops(IAS[i,j])-1); 
break 
else 
fi 
fi 
od 
IAS[i,j]:=sum(op(za,IAS[i,j]),za=1 .. K-1)+\ 
sum(op(zb,IAS[i,j]),zb=K+1 .. nops(IAS[i,j])); 
break 
od; 
Hseries:=MATEXP(IAS,qr,-N,r,r); 
termAUP:=matrix(q•r,q•r,O); 
for v from 1 to q do 
for w from 1 to q do 
od 
if v<=w then 
termAUP:=copyinto(Aseries[v-w+q+1],termAUP,(v-1)•r+1,(w-1)•r+1) 
fi 
od; 
termALO:=matrix(q•r,q•r,O); 
for t from 1 to q do 
for u from 1 to q do 
if t>=u then 
termALO:=copyinto(Aseries[t-u+1] ,termALO,(t-1)•r+1,(u-1)*r+1) 
fi 
od 
od; 
YLOW:=submatrix(Yin,1 .. r,1 .. 1); 
YHIGH:=submatrix(Yfin,1 .. r,1 .. 1); 
for d from 2 to q do 
YLOW:=stackmatrix(submatrix(Yin,1 .. r,d .. d),YLOW); 
YHIGH:=stackmatrix(submatrix(Yfin,1 .. r,d .. d),YHIGH) 
od; 
AYin:=evalm(termAUP &• YLOW); 
AYfin:=evalm(termALO &• YHIGH); 
TT:=op(Yin); 
for k from q to N-q do 
if k=q then 
Hone:=Hseries[N-q]; 
for a from 1 to q-1 do 
Hone:=augment(Hone,Hseries[N-q-a]) 
od; 
Htwo:=matrix(r,q•r,O); 
if (N-2•q+1)<=qr then 
for b from 1 to q do 
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if (N-q+1-b)<=qr then 
HtYo:=copyinto(Hseries[2*N-q-b+2],HtYo,1,(b-1)*r+1) 
fi 
od 
fi 
else 
Hone:=augment(submatrix(Hone,l .. r,r+1 .. q*r),Hseries[N-k-q+1]); 
if (N-k-q+l)<=qr then 
Htwo:=augment(submatrix(HtYo,1 .. r,r+1 .. q*r),Hseries[2*N-k-q+2]) 
fi 
fi; 
Hthree:=Hseries[N-k+l]; 
for c from N-k+2 to min(N+qr+1,2*N-k-q+1) do 
Hthree:=augment(Hseries[c],Hthree) 
od; 
In:=Bseries[l]; 
for C from 2 to q+l do 
In:=augment(Bseries[C] ,In) 
od; 
COLH:=coldim(Hthree)/r; 
termB:=matrix(COLH*r,(COLH+q)*m,O); 
for z from 1 to COLH do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-1)*m+1) 
od; 
U:=submatrix(Uvect,1 .. m,1 .. 1); 
for f from 2 to (COLH+q) do 
U:=stackmatrix(submatrix(Uvect,l .. m,f .. f),U) 
ad; 
y.k:=evalm(Hone &* AYin + Htwo &* AYfin + Hthree &* termB &* U); 
TT:=augment(TT,y.k) 
od; 
TT:=augment(TT,Yfin); 
if nargs>7 then 
LL:=[]; 
for kl from 1 to r do 
list_sel:=convert(roY(TT,kl),list); 
FF:=[]; 
for g from 0 to nops(list_sel)-1 do 
FF:=[op(FF),g,op(g+1,list_sel)] 
od; 
LL := [op(LL) ,FF] 
od; 
X:=LL 
fi; 
op(TT) 
end; 
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(8015) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
0 
20"- 5 30" + 2 1 y2(k) = 0 u(k) (A1.4.39) 
0 -1 0 1 
'--------v--------~~ ~ 
A(<7) y(k) B(<7) 
where A(<7) E !R[O"j3x 3, B(<7) E IR3, y(k) E IR3 and u(k) ER In the following Maple session 
a symmetric solution to the ARMA-Representation (A1.4.39) is computed according to 
Theorem 5.5.2 in the interval k E [ 0, 6]. This solution is represented by, 
Solsym = [y(O) y(1) y(2) y(3) y(4) y(5) y(6)] E IR3x7 (A1.4.40) 
where, 
1 1 
Y(in) = [y(O) y(1)] = -1 -1 E IR3x2 
8 28 
501 -1609 (Al.4.41) 
Yctin) = [y(5) y(6) l = -1 -1 E IR3x2 
5728 -18122 
U(vect) = [ 1 11 1 1 1 1 ] E !R7 
Such conditions can be seen to satisfy the admissible symmetric condition space of (A1.4.39) 
as given in Theorem 5.5.3. The solution uses the vector notation, 
Y1(k+1) 
y(k+1)= Y2(k+1) 
y3(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
(A1.4.42) 
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libname :== /usrjlocaljmapleflib, /homejicejmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(3,3, [s"2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-1,0]); 
s2 + 5s + 6 s+1 0 
A·- 2s- 5 3s+2 1 
0 -1 0 
> B:=matrix(3,1,[0,0,1]); 
0 
B·- 0 
1 
> Yin:=matrix(3,2,[1,1,-1,-1,8,28]); 
1 1 
Yin :== 
-1 -1 
8 28 
> Yfin:=matrix(3,2,[501,-1609,-1,-1,5728,-18122]); 
501 -1609 
Yfin := 
-1 -1 
5728 -18122 
> Uvect:=matrix(1,7,[1,1,1,1,1,1,1]); 
Uvect := [ 1 1 1 1 1 1 1 ] 
> Solsym:=SOLSYM(A,B,2,6,Yin,Yfin,Uvect); 
1 1 -9 41 -149 501 -1609 
Solsym := -1 -1 
-1 -1 -1 -1 -1 
8 32 -122 508 -1742 5728 -18122 
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A1.4.16 (8016) The SYMADMISS command 
Syntax: SYMADMISS( A, B, q, N, 'L '); 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q- (integer) Highest degree of s in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [o, N] 
L - (optional) Parameter 
(8016) Description 
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Returns the symmetric boundary condition space 1-l;u of the ARMA-Representation 
(5.1.1) as in Theorem 5.5.3. This represents the restrictions that the initial and final q 
output conditions [y(O), ... , y(q -1)] and [y(N- q + 1), ... , y(N)] are required to satisfy 
for the existence of a symmetric solution y(k) in the range [o, N]. If the parameter L 
is included then this is assigned the solution of the symmetric boundary condition space 
represented by, 
[y(N), ... , y(N- q + 1), y(q- 1), ... , y(O), -u(N), ... , -u(O)] 
(8016) Command Code 
SYMADMISS:=proc(A,B,q,N,L) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,K,Hseries,\ 
Waa,a,b,Wab,c,d,Wba,e,f,Wbb,g,h,XAbar,k,XA,t,u,Zone,v,w,\ 
ZtYo,x,z,In,C,termB,DD,EE,W,Z,WW,FF,Y,T,YY,GG,U,X,UU,BB,CC,KK; 
r:=roYdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,qr+N+1); 
for i to r do 
for j to r do 
forK from 1 to nops(IAS[i,j]) do 
if type(op(K,IAS[i,j]),function)=true then 
if K=1 then 
IAS[i,j] :=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
break 
elif K=nops(IAS[i,j]) then 
(A1.4.43) 
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fi 
od 
od 
IAS[i,j]:=sum(op(y,IAS[i,j]),y=1 .. nops(IAS[i,j])-1); 
break 
else 
fi 
IAS[i,j]:=sum(op(za,IAS[i,j]),za=1 .. K-1)+\ 
sum(op(zb,IAS[i,j]),zb=K+1 .. nops(IAS[i,j])); 
break 
od; 
Hseries:=MATEXP(IAS,qr,-N,r,r); 
Waa:=matrix(q*r,q*r,O); 
for a from 1 to q do 
for b from 1 to q do 
Waa:=copyinto(Hseries[N+1-q+a-b] ,Waa,(a-1)*r+1,(b-1)*r+1) 
od 
od; 
Wab:=matrix(q*r,q*r,O); 
for c from 1 to q do 
for d from 1 to q do 
Wab:=copyinto(Hseries[q+c-d],Wab,(c-1)*r+1,(d-1)*r+l) 
od 
od; 
Wba:=matrix(q*r,q*r,O); 
if N-3*q+2<=qr then 
for e from 1to q do 
for f from 1 to q do 
od 
od 
if (N-2*q+e-f+2)<=qr+1 then 
Wba:=copyinto(Hseries[2*N-2*q+e-f+2] ,Wba,(e-1)*r+1,(f-1)*r+1) 
fi 
fi; 
Wbb:=matrix(q*r,q*r,O); 
for g from 1 to q do 
for h from 1 to q do 
if g-h<=qr then 
Wbb:=copyinto(Hseries[N+1+g-h] ,Wbb,(g-1)*r+1,(h-1)*r+1) 
fi 
od 
od; 
XAbar:=matrix(q*r,q*r,O); 
for j from 1 to q do 
for k from 1 to q do 
if j>=k then 
XAbar:=copyinto(Aseries[j-k+1],XAbar,(j-1)*r+1,(k-1)*r+1) 
fi 
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od 
od; 
XA:=matrix(q•r,q•r,O); 
for t from 1 to q do 
for u from 1 to q do 
od 
if t<=u then 
XA:=copyinto(Aseries[q+1+t-u],XA,(t-1)•r+1,(u-1)•r+1) 
fi 
od; 
Zone:=matrix(q•r,(N-q+1)•r,O); 
for v from 1 to q do 
for Y from 1 to N-q+1 do 
Zone:=copyinto(Hseries[N-q+1+v-y],Zone,(v-1)•r+1,(Y-1)•r+1) 
od 
od; 
ZtYo:=matrix(q•r,(N-q+1)•r,O); 
for x from 1 to q do 
for z from 1 to N-q+1 do 
if (N-2•q+x-z+2)<=qr+1 then 
Ztyo:=copyinto(Hseries[2•N-2•q+x-z+2],ZtYo,(x-1)•r+1,(z-1)•r+1) 
fi 
od 
od; 
In:=Bseries[q+1]; 
for C from q by -1 to 1 do 
In:=augment(In,Bseries[C]) 
od; 
termB:=matrix((N-q+1)•r,(N+1)•m,O); 
for DD from 1 to N-q+1 do 
termB:=copyinto(In,termB,(DD-1)•r+1,(DD-1)•m+1) 
od; 
for EE from 0 to q-1 do 
W:=matrix(r, 1); 
for Z from 1 to r do 
W[Z,1]:=y.(N-EE).Z 
od; 
if EE=O then 
WW:=op(W) 
else 
WW:=stackmatrix(WW,W) 
fi 
od; 
for FF from 0 to q-1 do 
Y:=matrix(r, 1); 
for T from 1 to r do 
Y[T,1] :=y.FF.T 
od; 
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if FF=O then 
YY:=op(Y) 
else 
YY:=stackmatrix(Y,YY) 
fi 
od; 
for GG from 0 to N do 
U:=matrix(m, 1); 
for X from 1 to m do 
U[X,1] :=u.GG.X 
od; 
if GG=O then 
UU:=op(U) 
else 
UU:=stackmatrix(U,UU) 
fi 
od; 
if nargs>4 then 
BB:=blockmatrix(2,3,[evalm(Waa &* XA),evalm(Wab &* XAbar),\ 
evalm(Zone &* termB),evalm(Wba &* XA),evalm(Wbb &* XAbar),\ 
evalm(ZtYo &* termB)]); 
CC:=linsolve(BB,matrix(2*q*r,1,0)); 
if CC=NULL then 
L:=print('No solution') 
else 
L:=CC 
fi 
fi; 
print(blockmatrix(2,2,[evalm(Waa &* XA),evalm(Wab &* XAbar),\ 
evalm(Wba &* XA),evalm(Wbb &* XAbar)]),stackmatrix(WW,YY),'==' ,\ 
evalm(stackmatrix(Zone,ZtYo) &* termB),op(UU)) 
end; 
(8016) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
a2 +5a+6 a+1 0 Yl(k) 0 
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2a-5 3a+2 1 Yz(k) 0 u(k) (A1.4.44) 
0 -1 0 Y3(k) 1 
'-v--' ~ 
A( a) y(k) B(a) 
where A(a) E IR[aj3x3, B(a) E !R3, y(k) E !R3 and u(k) E R In the following Maple 
session the admissible symmetric condition space of the ARMA-Representation (A1.4.44) is 
computed as given in Theorem 5.5.3. The solution of this admissible symmetric condition 
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space denoted by T E lR 19 is also given. The command uses the vector notation, 
y(k + 1) = 
Yl(k + 1) 
Y2(k + 1) 
y3(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
libname := / usr /local/ maple/ lib,/ home/ Ice/ majj2 / mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> wi th(linsys): 
> A:=matrix(3,3,[s"2+5*s+6,s+1,0,2*s-5,3*s+2,1,0,-1,0]); 
A:= 
> B:=matrix(3,1,[0,0,1]); 
2s- 5 3s + 2 1 
0 -1 0 
0 
B:= 0 
1 
448 
(A1.4.45) 
A1.4 Maple Code: The System Solutions Package linsol 449 
> SYMADMISS(A,B,2,6,'T'); 
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> op(T); 
[- 4 _tg - _t!O + 179 _t12 + 294 _t5 + 49 _t6 + 2 _t3 - 10 _t4 + 38 _t13 
l 
l-171 
[-ts] 
[-tg] 
[-tJO] 
[-tu] 
[-t12] 
[-t13] 
[-t3] 
[-t4] 
[-td 
[-t6] 
450 
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> subs(_t[7]=-1,_t[8]=-18122,_t[9]=501,_t[10]=-1,_t[11]=5728,_t[12]=1, 
_t[13]=-1,_t[5]=1,_t[6]=-1,_t[1]=-1,_t[2]=-1,_t[3]=-1,_t[4]=-1, 
_t[13]=-1,op(L)); 
In this case, 
-1609 
y(6) = 
-1 
501 
-1609 
-1 
-18122 
501 
-1 
5728 
1 
-1 
28 
1 
-1 
8 
-1 
-1 
-1 
-1 
-1 
-1 
-1 
1 1 
, y(5) = -1 , y(1) = -1 , y(O) = -1 
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(A1.4.46) 
-18122 5728 28 8 
u(O) = u(1) = u(2) = u(3) = u(4) = u(5) = u(6) = 1 
according to (A1.4.43). 
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A1.4.17 (S017) The SYMMETRIC command 
Syntax: SYMMETRIC( A,B, q,N, k); 
Parameters: A- (matrix) A polynomial matrix in the indeterminate s 
B- (matrix) A polynomial matrix in the indeterminate s 
q - (integer) Highest degree of s in elements of A or B 
N- (integer) Interval of solution required, i.e. k E [ 0, N] 
k- (integer) Particular solution index required 
(S017) Description 
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Returns the symmetric ARMA-Representation solution y(k) E lRr as in Theorem 5.5.2 
where A(s) E JR[s]'xr and B(s) E lR[s]'xm. The solution y(k) is expressed in terms of the 
initial and final q output conditions [y(O), ... , y(q- 1)] and [y(N- q + 1), ... , y(N)] and 
is for a specific solution index k. 
(S017) Command Code 
SYMMETRIC:=proc(A,B,q,N,k) 
local r,m,Aseries,Bseries,IA,qr,IAS,i,j,K,Hseries,termAUP,v,w,\ 
INHone,t,SS,Y,Z,YY,termALD,INHtwo,TT,PP,W,WW,INHthree,stval,BB,\ 
In,C,termB,z,KK,U,X,UU; 
r:=rowdim(A); 
m:=coldim(B); 
Aseries:=MATEXP(A,q,O,r,r); 
Bseries:=MATEXP(B,q,O,r,m); 
IA:=inverse(A); 
qr:=DIFFPOW(IA,r,r); 
IAS:=map(series,IA,s=infinity,qr+k+q+1); 
for i to r do 
for j to r do 
forK from 1 to nops(IAS[i,j]) do 
if type(op(K,IAS[i,j]),function)=true then 
if K=1 then 
IAS[i,j] :=sum(op(x,IAS[i,j]),x=2 .. nops(IAS[i,j])); 
break 
elif K=nops(IAS[i,j]) then 
IAS[i,j] :=sum(op(y,IAS[i,j]),y=1 .. nops(IAS[i,j])-1); 
break 
else 
fi 
IAS[i,j]:=sum(op(za,IAS[i,j]),za=1 .. K-1)+\ 
sum(op(zb,IAS[i,j]),zb=K+1 .. nops(IAS[i,j])); 
break 
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fi 
od 
od 
od; 
Hseries:~MATEXP(IAS,qr,-k-q,r,r); 
termAUP:~matrix(q*r,q*r,O); 
for v from 1 to q do 
for w from 1 to q do 
od 
if v<~w then 
termAUP:=copyinto(Aseries[v-w+q+1],termAUP,(v-1)*r+1,(w-1)*r+1) 
fi 
od; 
INHone:=Hseries[1]; 
for t from 2 to q do 
INHone:=augment(Hseries[t] ,INHone) 
od; 
for SS from 1 to q do 
Y:=matrix(r,1); 
for Z from 1 to r do 
Y[Z,1]:=y.(q-SS).Z 
od; 
if SS=1 then 
YY:=op(Y) 
else 
YY:=stackmatrix(YY,Y) 
fi 
od; 
if (N-k-q+1)<=qr then 
termALO:=matrix(q*r,q*r,O); 
for v from 1 to q do 
od 
for w from 1 to q do 
if v>=w then 
termALO:=copyinto(Aseries[v-w+1],termALO,(v-1)*r+1,(w-1)*r+1) 
fi 
od; 
INHtwo:=Hseries[N+2]; 
for TT from N+3 to min(N+q+1,k+qr+q+1) do 
INHtwo:=augment(Hseries[TT],INHtwo) 
od; 
INHtwo:=copyinto(INHtwo,matrix(r,q*r,0),1,q*r-coldim(INHtwo)+1); 
for PP from 0 to q-1 do 
W:=matrix(r,1); 
for Z from 1 to r do 
W[Z,1] :=y.(N-PP).Z 
od; 
if PP=O then 
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od 
WW:=op(W) 
else 
WW:=stackmatrix(WW,W) 
fi 
fi; 
INHthree:=Hseries[q+1]; 
stval:=min(k+qr+1,N-q+1); 
for BB from 2 to stval do 
INHthree:=augment(Hseries[q+BB],INHthree) 
od; 
In:=Bseries[1]; 
for C from 2 to q+1 do 
In:=augment(Bseries[C] ,In) 
od; 
termB:=matrix((stval)*r,(stval+q)*m,O); 
for z from 1 to stval do 
termB:=copyinto(In,termB,(z-1)*r+1,(z-1)*m+1) 
od; 
for KK from 0 to stval+q-1 do 
U: =matrix (m, 1) ; 
for X from 1 to m do 
U[X,1]:=u.(KK).X 
ad; 
if KK=O then 
UU:=op(U) 
else 
UU:=stackmatrix(U,UU) 
fi 
od; 
if (N-k-q+1)>qr then 
evalm(INHone &* termAUP &* YY + INHthree &* termB &* UU) 
else 
fi 
end; 
evalm(INHone &* termAUP &* YY + INHtwo &* termALO &* WW \ 
+ INHthree &* termB &* UU) 
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(8017) Example 
Consider the regular, discrete-time ARMA-Representation given by, 
a 2 +5a+6 a+1 0 YJ(k) 0 
2a-5 3a+2 1 Yz(k) = 0 u(k) (A1.4.47) 
0 -1 0 Ys(k) 1 
'--v--' '-v-' 
A( a) y(k) B(a) 
where A( a) E 1R(aj3x3, B(a) E 1R3, y(k) E JR3 and u(k) E JR. In the following Maple session 
the symmetric solution to the ARMA-Representation (A1.4.47) is computed according to 
Theorem 5.5.2 in the interval k E [2, 4]. Such solution vectors y(2), y(3), y(4) are denoted 
in the Maple session by Symy2, Symy3 and Symy4 respectively. The solution uses the 
vector notation, 
YJ(k+ 1) 
y(k+ 1) = Y2(k+ 1) 
Ya(k + 1) 
= 
ykplusll 
ykplus12 
ykplus13 
where the output vector y(k + 1) has been taken arbitrarily. 
libname := jusrflocalfmaple/lib, /home/ Icefmajj2fmymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(3,3,[s'2+5•s+6,s+1,0,2•s-5,3•s+2,1,0,-1,0]); 
A:= 
> B:=matrix(3,1,[0,0,1]); 
2s- 5 3s + 2 1 
0 -1 0 
0 
B:= 0 
1 
(A1.4.48) 
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> for c from 2 to 4 do; 
SYM.c:=SYMMETRIC(A,B,2,6,c) 
od; 
-5y11-6y01-5y02+u11-4u01 
Symy2 := 
-u21 
-63 y11 - 90 y01 - 63 y02 + 3 u31 + 13 ull - 48 u01 
Symy3 := 
[19y11 +30y01 + 19y02 +u21-4u11 + 14u01 J 
[ -u31 J 
(225 yll + 378 y01 + 225 y02 + 3 u41 + 13 u21 - 48 u11 
+ 162u01] 
Symy4 := 
[ -65 y11 - 114 y01 - 65 y02 + u31 - 4 u21 + 14 u11 - 46 u01 J 
[ -u41) 
[-747 y11 - 1350 y01 - 747 y02 - 3 y52 + 13 u31 - 48 u21 
+ 162 u11 - 522 u01] 
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A1.4.18 (S018) The consolve command 
Syntax: consolve ( A, C, p, m, n ) ; 
Parameters: A - (matrix) A polynomial matrix in the indeterminate s 
C- (matrix) A polynomial matrix in the indeterminate s 
p - (integer) Row dimension of A 
m- (integer) Column dimension of A and C 
n - (integer) Row dimension of C 
(S018) Description 
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Solves the matrix equation A(s) = BC(s) where A(s) 'E IR[s]pxm, B E !Rpxn and 
C(s) E IR[s]nxm. Returns the constant matrix B. 
(S018) Command Code 
consolve:=proc(A,C,p,m,n) 
local B,unityset,a,b,BCA,termsetBCA,c,d,conset,e,degBC,k,consolution; 
B:=matrix(p,n); 
unityset:={}; 
for a from 1 to p do 
for b from 1 to n do 
B[a,b] :=z[a,b]; 
unityset:=unityset union {B[a,b]=1} 
od 
od; 
BCA:=map(collect,evalm(B &* C- A),s); 
termsetBCA:={}; 
for c from 1 to p do 
for d from 1 to m do 
termsetBCA:=termsetBCA union {BCA[c,d]} 
od 
od; 
termsetBCA:=PDS(termsetBCA); 
conset: ={}; 
for e from 1 to nops(termsetBCA) do 
if type(termsetBCA[e],indexed) and nops(termsetBCA[e])=2 then 
conset:=conset union {termsetBCA[e]=O}; 
next 
else 
fi 
degBC:=degree(termsetBCA[e],s); 
for k from 0 to degBC do 
conset:=conset union {coeff(termsetBCA[e],s,k)=O} 
od 
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od; 
consolution:=solve(conset); 
op(subs(unityset,[op(subs(consolution,[op(B)]))])) 
end; 
(8018} Example 
Consider the matrix equation given by, 
s+1 0 
3s 2s3 + 1 
[ 
s
2 + Ss + 1 s + 4s3 + 2] = B 
3s+3 0 
A(s) 
C(s) 
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(A1.4.49) 
where A(s) E JR[sj2x 2, BE JR2x3 and C(s) E lR[s]3x2• In the following Maple session the 
constant matrix B in (A1.4.49) is computed. 
libname := jusr/localjmaple/lib, /home/ Ice/majj2/mymaplelib 
> with(linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
> with(linsys): 
> A:=matrix(2,2,[s-2+8*s+1,s+4*s-3+2,3*s+3,0]); 
> C:=matrix(3,2,[s-2+2*s+1,s,s+1,0,3*s,2*s-3+1]); 
C:= s+1 0 
> Bsol:=consolve(A,C,2,2,3); 
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A1.4.19 (8019) The direction command 
Syntax: direction ( PCON) ; 
Parameters: PCON- (sequence) A sequence of constant matrices 
(S019) Description 
Given a polynomial matrix P(s) E JR[s]nxm where, 
P(s) = Po + P1s + · · · + Pq-!Sq-l + Pqsq (A1.4.50) 
this command returns the infinite invariant zero-direction vectors and the invariant right 
index-direction vectors of P(s) according to Algorithm 7.3.1. The input to the command is 
the matrix sequence Po, P1, ... , Pq from (A1.4.50). 
(S019) Command Code 
direction:=proc() 
local L,n,m,nL,dequset,dtermset,vectset,j,EL,w,k,d,e,t,z,q,LW,r,s,R,g,\ 
A,v,T,G,S,H,F,M,Q,P,C,NEL,b,U,Z,LL,UU,SS,YY,DD,GG,PP,CB,K,f,a,u,V,QQ,\ 
AA,BB,MM,TT,KK,WW,LP,YU,LQ,WU; 
L: = [args]; 
nL:=nops(L); 
n:=rowdim(L[nargs]); 
m:=coldim(L[nargs]); 
dtermset: ={}; 
dequset:={}; 
vectset:=[]; 
for j from nL by -1 to 1 do 
sum.(nL-j):=array(l .. n,sparse); 
X. (nL-j) :=array(l .. m,[]); 
for EL from 1 to m do 
X.(nL-j)[EL] :=v.(nL-j)[EL] 
od; 
initvarset.(nL-j):={}; 
for w from 1 to m do 
initvarset.(nL-j):=initvarset.(nL-j) union {XO[w]} 
od; 
initvarset.(nL-j):=initvarset.(nL-j) minus {0}; 
initvarset.(nL-j):=POS(initvarset.(nL-j)); 
for k from 0 to nL-j do 
dterms.(nL-j).k:=map(simplify,evalm(L[j+k] &* X.k)); 
sum.(nL-j):=evalm(sum.(nL-j) + dterms.(nL-j).k) 
od; 
for d from 1 to n do 
dtermset:=dtermset union {sum.(nL-j)[d)} 
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od; 
dtermset:=dtermset minus {0}; 
dtermset:=POS(dtermset); 
dvarset.(nL-j):=VAR(dtermset); 
for e from 1 to nops(dtermset) do 
dequset:=dequset union {dtermset[e]=O} 
od; 
dumsolset.(nL-j):=solve(dequset); 
if dumsolset.(nL-j)=NULL then 
RETURN('No/No more indices found') 
elif j=nL then 
X.(nL-j):=op(subs(dumsolset.(nL-j),[op(X.(nL-j))])); 
vectset:=[op(X.(nL-j))]; 
if equal(vectset[1],array(1 .. m,sparse))=true then 
RETURN('Zero Vector. No Indices/Zeros found') 
fi 
else 
dvarset.(nL-j):=dvarset.(nL-j) minus initvarset.(nL-j); 
dsolset.(nL-j):=solve(dequset,dvarset.(nL-j)); 
if dsolset.(nL-j)=NULL then 
fort from 1 to nops(initvarset.(nL-j)) do 
if has(dumsolset.(nL-j),initvarset.(nL-j)[t]=O) then 
dvarset.(nL-j):=dvarset.(nL-j) union {initvarset.(nL-j)[t]} 
fi 
od; 
dsolset.(nL-j):=solve(dequset,dvarset.(nL-j)) 
fi; 
if dsolset.(nL-j)=NULL then 
dsolset.(nL-j):=dumsolset.(nL-j) 
fi; 
vectset:=[op(vectset),op(X.(nL-j))]; 
vectset:=[op(subs(dsolset.(nL-j),vectset))]; 
for z from 1 to nops(vectset) do 
X.(z-1):=vectset[z] 
od; 
for q from 1 to nops(vectset) do 
od 
if equal(vectset[q],array(1 .. m,sparse))=true then 
RETURN('Zero Vector. No/No more Indices/Zeros found') 
fi 
fi; 
initvarset.(nL-j):={}; 
for LW from 1 to m do 
initvarset.(nL-j):=initvarset.(nL-j) union {XO[LW]} 
od; 
initvarset.(nL-j):=POS(initvarset.(nL-j)); 
intermset.(nL-j):={}; 
inequset.(nL-j):={}; 
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for r from 1 to j-1 do 
Aisum.(nL-j).r:=array(1 .. n,sparse); 
for s from 0 to nL-j do 
Aiterm.(nL-j).r.s:=map(simplify,evalm(L[j-r+s] &* X.s)); 
Aisum.(nL-j).r:=evalm(Aisum.(nL-j).r + Aiterm.(nL-j).r.s) 
od; 
for R from 1 to n do 
intermset.(nL-j):=intermset.(nL-j) union {Aisum.(nL-j).r[R]} 
od 
od; 
for g from 1 to nL-j do 
Bisum.(nL-j).g:=array(1 .. n,sparse); 
for A from 1 to nL+1-g-j do 
Biterm.(nL-j).g.A:=map(simplify,evalm(L[A] &* X.(A+g-1))); 
Bisum.(nL-j).g:=add(Bisum.(nL-j).g + Biterm.(nL-j).g.A) 
od; 
for v from 1 to n do 
od 
od; 
intermset.(nL-j):=intermset.(nL-j) union {Bisum.(nL-j).g[v]} 
intermset.(nL-j):=intermset.(nL-j) minus {0}; 
intermset. (nL-j):=PDS(intermset.(nL-j)); 
forT from 1 to nops(intermset.(nL-j)) do 
inequset.(nL-j):=inequset.(nL-j) union {intermset.(nL-j)[T]=O} 
od; 
indumsolset.(nL-j):=solve(inequset.(nL-j)); 
if not indumsolset.(nL-j)=NULL then 
invarset.(nL-j):=VAR(intermset.(nL-j)); 
invarset.(nL-j):=invarset.(nL-j) minus initvarset.(nL-j); 
insolset.(nL-j):=solve(inequset.(nL-j),invarset.(nL-j)); 
if insolset.(nL-j)=NULL then 
for G from 1 to nops(initvarset.(nL-j)) do 
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if has(indumsolset.(nL-j),initvarset.(nL-j)[G]=O) then 
invarset.(nL-j):=invarset.(nL-j) union {initvarset.(nL-j)[G]} 
fi 
od; 
insolset.(nL-j):=solve(inequset.(nL-j),invarset.(nL-j)) 
fi; 
if insolset.(nL-j)=NULL then 
insolset.(nL-j):=indumsolset.(nL-j) 
fi; 
Testset.(nL-j):={}; 
indvectset.(nL-j):=[op(subs(insolset.(nL-j),vectset))]; 
forS from 1 to nops(indvectset.(nL-j)) do 
Tterm.(nL-j).S:=equal(indvectset.(nL-j)[S] ,array(1 .. m,sparse)); 
Testset.(nL-j):=Testset.(nL-j) union {Tterm.(nL-j).S} 
od; 
if not has(Testset.(nL-j),true) then 
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XZterms.(nL-j):={}; 
for H from 1 to m do 
XZterms.(nL-j):=XZterms.(nL-j) union {indvectset.(nL-j)[1] [H]} 
od; 
XZterms.(nL-j):=XZterms.(nL-j) minus {0}; 
XZterms.(nL-j):=POS(XZterms.(nL-j)); 
XZequ.(nL-j):={}; 
for F from 1 to nops(XZterms.(nL-j)) do 
XZequ.(nL-j):=XZequ.(nL-j) union {XZterms.(nL-j)[F]=O} 
od; 
for M from 1 to nops(XZterms.(nL-j)) do 
if nops(XZterms.(nL-j))=1 then 
vectset:=[op(subs(XZterms.(nL-j)[M]=O,vectset))]; 
print('Index of order' ,nL-j); 
print('Index direction vectors given by' ,indvectset.(nL-j)); 
for Q from 1 to nops(vectset) do 
od 
else 
X.(Q-1):=vectset[Q] 
XZequ.(nL-j).M:=XZequ.(nL-j) minus {XZterms.(nL-j) [M]=O}; 
indvectset.(nL-j).M:=[op(subs(XZequ.(nL-j).M,\ 
indvectset.(nL-j)))]; 
vectset:=[op(subs(XZterms.(nL-j)[M]=O,vectset))]; 
print('Index of order' ,nL-j); 
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print('Index direction vectors given by' ,indvectset.(nL-j).M); 
for P from 1 to nops(vectset) do 
fi 
fi; 
fi 
od 
X.(P-1):=vectset[P] 
od 
if j=1 and equal(vectset[1],array(1 .. m,sparse))=false then 
for C from 0 do 
X. (nL+C) :=array(1 .. m,[]); 
for NEL from 1 to m do 
X.(nL+C)[NEL]:=v.(nL+C)[NEL] 
od; 
ztermset.C:={}; 
zequset.C:={}; 
zsum.C:=array(1 .. n,sparse); 
for b from 1 to nL do 
zterm.C.b:=map(simplify,evalm(L[b] &* X.(C+b))); 
zsum.C:=evalm(zsum.C + zterm.C.b) 
od; 
for U from 1 to n do 
ztermset.C:=ztermset.C union {zsum.C[U]} 
od; 
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ztermset.C:=ztermset.C minus {0}; 
ztermset.C:=POS(ztermset.C); 
for Z from 1 to nops(ztermset.C) do 
zequset.C:=zequset.C union {ztermset.C[Z]=O} 
od; 
Zinitvarset.C:={}; 
for LL from 1 to m do 
Zinitvarset.c:~Zinitvarset.C union {vectset[1] [LL]} 
od; 
Zinitvarset.C:=Zinitvarset.C minus {0}; 
Zinitvarset.C:=POS(Zinitvarset.C); 
zdumsolset.C:=solve(zequset.C); 
if not zdumsolset.C=NULL then 
zvarset.C:=VAR(ztermset.C); 
zvarset.C:=zvarset.C minus Zinitvarset.C; 
zsolset.C:=solve(zequset.C,zvarset.C); 
if zsolset.C=NULL then 
for UU from 1 to nops(Zinitvarset.C) do 
if has(zdumsolset.C,Zinitvarset.C[UU]=O) then 
zvarset.C:=zvarset.C union {Zinitvarset.C[UU]} 
fi 
od; 
zsolset.C:=solve(zequset.C,zvarset.C) 
fi; 
if zsolset.C=NULL then 
zsolset.C:=zdumsolset.C 
fi; 
Ztestset.C:={}; 
Zvectset.C:=[op(vectset),op(X.(nL+C))]; 
Zvectset.C:=[op(subs(zsolset.C,Zvectset.C))]; 
for SS from 1 to nops(Zvectset.C) do 
Zterm.C.SS:=equal(Zvectset.C[SS] ,array(1 .. m,sparse)); 
Ztestset.C:=Ztestset.C union {Zterm.C.SS} 
od; 
if not has(Ztestset.C,true) then 
Zel.C:={}; 
for YY from 1 to m do 
Zel.C:=Zel.C union {Zvectset.C[1] [YY]} 
od; 
Zel.C:=Zel.C minus {0}; 
Diff.C:=Zinitvarset.C minus Zel.C; 
for DD from 1 to nops(Diff.C) do 
if nops(Diff.C)=1 then 
Zequassign.C:={}; 
for GG from 1 to nops(Zel.C) do 
Zequassign.C:=Zequassign.C union {Zel.C[GG]=O} 
od; 
zerovectset.C:=[op(subs(Zequassign.C,vectset))]; 
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print('One zero of order' ,C+1); 
print('Zero direction vectors given by' ,zerovectset.C) 
else 
fi 
Ztermassign.C.DD:=Zinitvarset.C minus {Diff.C[DD]}; 
Zequassign.C.DD:={}; 
for PP from 1 to nops(Ztermassign.C.DD) do 
Zequassign.C.DD:=Zequassign.C.DD union \ 
{Ztermassign.C[PP]=O} 
od; 
zerovectset.C.DD:=[op(subs(Zequassign.C.DD,vectset))]; 
print('Zero of order',C+1); 
print('Zero direction vectors given by' ,zerovectset.C.DD) 
od; 
vectset:=Zvectset.C; 
for CB from 1 to nops(vectset) do 
X.(CB-1):=vectset[CB] 
od; 
ZINtermset.C:={}; 
ZINequset.C:={}; 
for K from 1 to nL-1 do 
ZINsum.C.K:=array(1 .. n,sparse); 
for f from 1 to nL-K do 
ZINterm.C.K.f:=map(simplify,evalm(L[f] &* X.(K+f+C)); 
ZINsum.C.K:=evalm(ZINsum.C.K + ZINterm.C.K.f) 
od; 
for a from 1 to n do 
od 
od; 
ZINtermset.C:=ZINtermset.C union {ZINsum.C.K[a]} 
ZINtermset.C:=ZINtermset.C minus {0}; 
ZINtermset.C:=POS(ZINtermset.C); 
for u from 1 to nops(ZINtermset.C) do 
ZINequset.C:=ZINequset.C union {ZINtermset.C[u]=O} 
od; 
ZINdumsolset.C:=solve(ZINequset.C); 
if not ZINdumsolset.C=NULL then 
ZINvarset.C:=VAR(ZINtermset.C); 
ZINvarset.C:=ZINvarset.C minus Zel.C; 
ZINsolset.C:=solve(ZINequset.C,ZINvarset.C); 
if ZINsolset.C=NULL then 
for V from 1 to nops(Zel.C) do 
if has(ZINdumsolset.C,Zel.C[V]=O) then 
ZINvarset.C:=ZINvarset.C union {Zel.C[V]}; 
fi 
od; 
ZINsolset.C:=solve(ZINequset.C,ZINvarset.C) 
fi; 
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if ZINsolset.C=NULL then 
ZINsolset.C:=ZINdumsolset.C 
fi; 
ZINtestset.C:={}; 
ZINvectset.C:=[op(subs(ZINsolset.C,vectset))]; 
for QQ from 1 to nops(ZINvectset.C) do 
ZINterm.C.QQ:=equal(ZINvectset.C[QQ] ,array(1 .. m,sparse)); 
ZINtestset.C:=ZINtestset.C union {ZINterm.C.QQ} 
od; 
if not has(ZINtestset.C,true) then 
XZINterms.C:={}; 
for AA from 1 to m do 
XZINterms.C:=XZINterms.C union {ZINvectset.C[1] [AA]} 
od; 
XZINterms.C:=XZINterms.C minus {0}; 
XZINterms.C:=POS(XZINterms.C); 
XZINequ.C:={}; 
for BB from 1 to nops(XZINterms.C) do 
XZINequ.C:=XZINequ.C union {XZINterms.C[BB]=O} 
od; 
for MM from 1 to nops(XZINterms.C) do 
if nops(XZINterms.C)=1 then 
print('Index of order',nL+C); 
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print('Index direction vectors given by',ZINvectset.C); 
vectset:=[op(subs(XZINterms.C[MM]=O,vectset))]; 
od 
fi 
for TT from 1 to nops(vectset) do 
X.(TT-1):=vectset[TT] 
od; 
else 
XZINequ.C.MM:=XZINequ.C minus {XZINterms.C[MM]=O}; 
ZINvectset.C.MM:=[op(subs(XZINequ.C.MM,ZINvectset.C))]; 
print('Index of order',nL+C); 
print('Index direction vectors given by',\ 
ZINvectset.C.MM); 
vectset:=[op(subs(XZINterms.C[MM]=O,vectset))]; 
for KK from 1 to nops(vectset) do 
X.(KK-1):=vectset[KK] 
od; 
fi 
fi; 
FINtestset.C:={}; 
for WW from 1 to nops(vectset) do 
FINterm.C.WW:=equal(vectset[WW],array(1 .. m,sparse)); 
FINtestset.C:=FINtestset.C union {FINterm.C.WW} 
od; 
if has(FINtestset.C,true) then 
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od 
fi 
od 
fi 
else 
RETURN('End(O)') 
for LP from 1 to nops(Zinitvarset.C) do 
od 
if nops(Zinitvarset.C)=1 then 
print('Zero of order' ,C+1); 
print('Zero direction vectors given by' ,vectset); 
RETURN('End(1)') 
else 
fi 
Zeroset.C.LP:=Zinitvarset.C minus {Zinitvarset.C[LP]}; 
Zeroequ.C.LP:={}; 
for YU from 1 to nops(Zeroset.C.LP) do 
Zeroequ.C.LP:=Zeroequ.C.LP union {Zeroset.C.LP[YU]=O} 
od; 
Zerovectset.C.LP:=[op(subs(Zeroequ.C.LP,vectset))]; 
print('Zero of order' ,C+1); 
print('Zero direction vectors given by',\ 
Zerovectset.C.LP); 
if LP=nops(Zinitvarset.C) then 
RETURN('End(2)') 
fi 
fi 
else 
fi 
for LQ from 1 to nops(Zinitvarset.C) do 
od 
if nops(Zinitvarset.C)=1 then 
print('Zero of order' ,C+1); 
print('Zero direction vectors given by',vectset); 
RETURN('End(3)') 
else 
fi 
Zeroset.C.LQ:=Zinitvarset.C minus {Zinitvarset.C[LQ]}; 
Zeroequ.C.LQ:={}; 
for WU from 1 to nops(Zeroset.C.LQ) do 
Zeroequ.C.LQ:=Zeroequ.C.LQ union {Zeroset.C.LQ[WU]=O} 
od; 
Zerovectset.C.LQ:=[op(subs(Zeroequ.C.LQ,vectset))]; 
print('Zero of order' ,C+1); 
print('Zero direction vectors given by' ,Zerovectset.C.LQ); 
if LQ=nops(Zinitvarset.C) then 
RETURN('End(4) ') 
fi 
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end; 
(8019) Example 
Consider the polynomial matrix, 
P(s)= 0 s+l 0 (A1.4.51) 
In the following Maple session the infinite invariant zero-direction vectors and the invariant 
right index-direction vectors associated with P(s) are computed according to Algorithm 
7.3.1. It can be seen from Example 7.3.4 that P(s) possesses one zero at s = oo of order '1' 
and one invariant right index. 
libname := / usr /local/ maple/lib, /home/ Ice/ majj2/ mymaplelib 
> with(linalg): 
Warning: new definition for 
Warning: new definition for 
> with(linsys): 
> with(combinat,choose); 
norm 
trace 
[ choose] 
> P:=matrix(3,3,[1,s·3,s+l,O,s+l,O,s,s·4,s·2+s]); 
1 83 s+1 
P·-. 0 s+1 0 
s 84 s2 + s 
> smithinf(P); 
84 0 0 
0 
1 
0 -
s 
0 0 0 
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> PO:=matrix(3,3,[1,0,1,0,1,0,0,0,0]); 
Pl:=matrix(3,3,[0,0,1,0,1,0,1,0,1]); 
P2:=matrix(3,3,[0,0,0,0,0,0,0,0,1]); 
P3:=matrix(3,3,[0,1,0,0,0,0,0,0,0]); 
P4:=matrix(3,3,[0,0,0,0,0,0,0,1,0]); 
1 0 1 
PO:= 0 1 0 
0 0 0 
0 0 1 
P1 := 0 1 0 
1 0 1 
0 0 0 
P2:= 0 0 0 
0 0 1 
0 1 0 
P3:= 0 0 0 
0 0 0 
0 0 0 
P4:= 0 0 0 
0 1 0 
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> direction(PO,P1,P2,P3,P4); 
Index of order, 1 
Index direction vectors given by, 
[ [ vO[l], 0, 0 ], [ vO[l], 0,- vO[l] J J 
Zero of order, 1 
Zero direction vectors given by, 
[ [ 0, 0, v0[3]], [ vl[l], 0,- v0[3]- v3[2]], 
[ v2[1], - v0[3], v2[3] ], [ v3[1], v3[2], v3[3] ], 
[ v4[1], - vl[l] + v0[3] + v3[2] - v2[3], v4[3]]] 
End(l) 
Here the index-direction vectors are given in the order [ Xo, X1] while the zero-direction 
vectors are given in the order [xo, X1, Xz, X3, X4]· 
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