n , then for every f(z) = X a n z n in 9e\%), the Cauchy product B(z)f (z) = ^(Σ n k=0 B k a n -k )z n is in X 2 (^) and defines a bounded operator, which will be denoted by T β , on ffl 2^) . Finally, we 1-zw where for each | w | < 1, B(w) is the adjoint of B(w) on ^, is a reproducing kernel function for !%(B): for each vector c in <# and for each | w | < 1,
K{w,z)c is in %(B), and if /(z) is any element of %(B), then (f( W ),c) = (f(z),K(w,z)c) B .

If /(z) is in %(B), then (/(z)-/(0))/z is in ^(B) and
\\ m^m l^\\f(z)\\l-
A contraction T on a Hubert space X is said to have no isometric part if there is no nonzero vector / in $f such that ||Γ"/|| = ||/|| for every n = l,2, •••. Let T be an arbitrary contraction with no isometric part. Then T is unitarily equivalent to the backward shift operator acting on a space $?(B), for some coefficient space <£ and some analytic function B(z) which is bounded by 1. Furthermore, the difference quotient identity holds in the space X(B): ||Λ ( 
+--+ a n -x ) belongs to ffl{B) for every n = 1,2, , and the set is bounded, with the norm given by ||(
The difference quotient operator on 3)(B) is the bounded linear transformation whose adjoint is given by D*(/(z),g(z)) = (z/(z)-B(z)g(0),i?(0)g(z)) and satisfies ||D*(f(z),g(z))|p 9 =||(f(z),g(z))|| We recall that an operator T on a Hubert space X is a partial isometry if || Γ/1| = ||/1| for every vector / in Sίf which is orthogonal to the kernel of Γ (or equivalent^, if T= TT*T) [8] . (0), and
Suppose that B o , B 1? , B N are partial isometries on c €. For every vector c in % which is orthogonal to the kernel of B y for fixed /, 0^/^N, we have that so that JBfC =0 for all ΪV/. Since i and / were arbitrarily chosen, it follows that BiBj = 0 for all i and / such that i ϊ j and 0^/^JV. Since the operator-function B*(z) = ΣB n z n is also analytic and bounded by 1 where B n is a partial isometry for n = 0,1, , N, we have that 2?,!?, = 0 for all «V / such that O^j^N. Therefore for fc = 1,2, , ΛΓ + 1, F k (z) = 0 in the above identity, and the nth coefficient of G k {z) becomes Since f(z) was arbitrary, we therefore conclude that M = CL B (\-T B T%)N CJV, and the desired form of M now follows from Lemma 2.1.
When the dimension of the coefficient space <# is one and B (z) is not a constant, the range oil-R (O)JR (0)* is one-dimensional and therefore the only possible nontrival reducing subspaces of R (0) on $f(J?) are the closed span of the polynomials in 2ΐ(B) and its orthogonal complement (necessarily, the polynomials must be orthogonal to (B (z) -B (0))/z in X(B)). However, according to Theorem 2.1, these possibilities fail to exist under any of the following conditions on B(z).
COROLLARY 2.1. Let ffl(B) be a de Branges-Rovnyak space and suppose the dimension of the coefficient space is one. If either B(z) is a polynomial, B(0) = 0, or the difference quotient identity holds in ffl(B), then JR(0) on ffl(B) has no nontriυial reducing subspaces.
We recall that if T is a contraction on a Hubert space ^, then there exists a unique minimal co-isometry V acting on a Hubert space % containing U such that T is the restriction of V to $f [11, Theorem 4.1] . The space ffl is said to be hyperinvariant for V if Sif is invariant for every operator that commutes with V. The contraction T belongs to the class C o . If lim^H T n f\\ = 0 for every vector / of W [11] .
THEOREM 2.2. Suppose that T is a C o -contraction on a Hubert space $f, and that ffl is hyperinvariant for the minimal co-isometric extension of T. Then the reducing subspaces ofTare exactly ofthe form M = V {T*
n S: n = 0,1,2, } where S is an arbitrary subspace of%, the closure of the range of l-T*T.
In this case, HQM= V{Γ"(«0S): n = 0,1,2, • }.
Proof By the canonical model of de Branges and Rovnyak, T is unitarily equivalent to the backward shift R(0) on ffl(B) where B(z) is an inner function and the space $f(£) is hyperinvariant for T* on ( X\%). Hence by [11, p. 199] and [4, Theorem 5] , B(z) is a scalar inner function. Therefore, since A η = B, B f is a scalar multiple of the identity for all /, / = 0,1,2, , Theorem 2.2 follows from Theorem 2.1.
Theorem 2.1 has a direct counterpart for an arbitrary C o -contraction in terms of its minimal co-isometric extension. The proof of Theorem 2.1 may be modified to verify the following. 
Power partial isometries.
We recall that an operator T on Hubert space is a power partial isometry if T k is a partial isometry for every fc = 1,2, . P. R. Halmos and L. J. Wallen in [10] characterized in a unique manner an arbitrary power partial isometry as a direct sum of unitary operators, pure isometries, pure co-isometries, and truncated shifts, with each type of summand occurring at most once. The following result enables us to generalize this structure to partial isometries T with no isometric part such that T k is a partial isometry for every k = 1,2, ,N + 1. The operator JR(O) on the following ^(JB)-space is the canonical model for an arbitrary power partial isometry with no isometric part. In the next section, a direct proof of the above theorem is obtained. To prove sufficiency, note that V 1 V* J = I on the kernel of V for every / = 1,2, , N. Therefore by Theorem 2 in [5] , it follows that V' is a partial isometry for every / = 1,2, , N + 1. Uniqueness of the above representation and the form of projections commuting with T follow from the explicit nature of the decomposition in Theorem 3.2. 
4.
A direct proof of Theorem 3.2. We begin by establishing two auxiliary results, the first of which is similar to [10, Lemma 2J. and by [6] WQM = V{Γ*"(kerΓΘ5): n = 0,1,2, }.
Conversely, if M is of the above form, let S = (Σf0 S fc )φ S N+1 . By Lemmas 4.1 and 4.2, S is invariant under (1 -T*T)T*T*' for every ΐ, / = 0,1,2, , and M = V {Γ*"5: n = 0,1,2, }. Therefore by [6] M reduces Γ.
