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1. INTRODUCTION 
Let k be a commutative ring with unity, let s, t be positive integers, and 
for each (i, j) with 1 ,< i < s, 1 Q j < t let X( i, j) be an indeterminate over k. 
Let X be the s x t matrix formed by X(i, j) and by k[X] denote the 
polynomial ring in st variables X(i, j) with coefficients in k. It is a well- 
known but nontrivial theorem that the ideal Z,,(X) generated by all p x p 
minors of X (where p is a positive integer) is a prime ideal in k[X]. If one 
assumes k to be a field then this theorem is nothing but the so-called 
“Second Fundamental Theorem” of invariant theory. In characteristic zero 
case it was first proved by E. Pascal in 1888 (e.g., see [27]) and the version 
stated above is proved in Kung and Rota [14]. On the other hand, the 
ideals Z,(X) arise naturally in the study of Grassmannians. In Musili [23] 
it is proved that the ideal Z,(X) defines an affine variety obtained by inter- 
secting a Schubert variety in a Grassmannian with the so-called “opposite 
big cell.” It is customary to refer to the aMine variety defined by Z,(X) as a 
&terminal locus. 
This article has arisen from an attempt to study the connection between 
a recent generalization of the “Second Fundamental Theorem” due to 
Abhyankar [l] and the geometry of the flag variety. A subset 9 of the 
matrix X, similar to the one shown by the shaded region in Fig. 1, is called 
a ladder (for a precise definition see Section 4). In particular a simplest 
ladder has the shape of a rectangle as shown in Fig. 2. For a positive 
integer p and a ladder 9 let Z,(Y) denote the ideal generated by all p x p 
minors of X contained in .Y (i.e., determinants of p x p submatrices of X 
with entries contained in 9). As a natural extension of the above stated 
“Second Fundamental Theorem” one may ask whether the ideal Z,(B) is a 
prime ideal in k[X]. This question has been answered in the affirmative in 
[ 1 ]. In fact the results in [ 1 ] hold for subsets more general than ladders. 
Of course, the primality of Z,(X) becomes a special case of the primality 
of Z,(9). 
In order to explain the relation between Z,(9) and the flag variety we 
1 
OOOl-8708/89 57.50 
Copyright Q 1989 by Academic Press, Inc. 
All rights of reproduction in any kxm reserved. 
S. B. MULAY 
FIGURE 1 
need to introduce some notation. Let n be a positive integer and let k be a 
field. Let E(n) denote the set of all full-flags (for a definition see Section 3) 
on a fixed n-dimensional k-vector-space. It is well known that FL(n) is a 
nonsingular projective variety of dimension $z(n - 1) (in a natural man- 
ner). Furthermore, if S, denotes the group of all permutations of n objects, 
then FL(n) can be canonically decomposed as FL(n) = II IV(t), where the 
disjoint union is taken over all r E S,. The sets W(r) are isomorphic to 
afline spaces and they are called Bruhat cells. The Zariski closure a W(z) in 
FL(n) is denoted by X(r) and it is referred to as a Schubert variety in 
FL(n). In particular if z denotes he identity permutation then X(z) = W(z) is 
a point of FL(n) which will be called the distinguished poinl. There also 
exists an anti-canonical decomposition FL(n) = II q(r) (also termed the 
“opposite decomposition”), where p(7) are affine cells and the closure of 
l&= I&‘(r) is the entire FL(n). The cell I$’ is called the “opposite big cell.” 
(For more details see Section 3.) 
Abhyankar discovered a class of Schubert varieties (in FL(n)) each 
having the property that its tangent-cone at the distinguished point is 
defined by I,(Y) for some appropriate pair (p, 9). In particular these 
X= 
FIGURE 2 
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constitute a class of singular Schubert varieties. This led him to the study of 
ladders and ideals Z,(Y) in general. From the main theorems of this article 
it can be seen that, in general, the tangent-cones have a more complicated 
structure than do the Z,(9). 
Let Z = [Z(i, j)] be an n x n matrix whose entries are indeterminates 
over k. As before, k[Z] will denote the polynomial ring in n2 indeter- 
minates .Z(i, j). For technical reasons we shall assume that n > 2 and con- 
sider only those ladders in Z which are disjoint from the first row and the 
last column. For a ladder 9 in Z and a positive integer p, let V(p, 9) 
denote the afline variety corresponding to Z,(9) and let L denote the linear 
variety defined by the set of equations { Z(i, j) = 6,I 1~ i < j < n}, where 6, 
is the Kronecker delta symbol. A ladder 9 in Z is said to be (n, p)- 
admissible provided V(p, 9’) n L is nonempty. In Theorem 3 of Section 4 
we show that for each (n, p)-admissible ladder dp in Z there exists a 
Schubert variety X(T) in FL(n) such that we have X(r) n I&‘= V(p, 9) A L. 
Observe that if 9 is an (n, l)-admissible ladder then V(p, 9) is a cylinder 
over V(p, 9) n L and therefore irreducibility of V(p, 9) follows from that 
of V(p, 9’) n L. This provides an alternative proof of the primality of 
Z&Y). On the other hand, if Y is an (n, I)-admissible ladder then 
X(T) n I@= V(p, 9) n L is a cone with the distinguished point as its 
vertex. Hence the tangent-cone to X(z) (at the distinguished point) is 
defined by Z,(9). In case 9 is a rectangular ladder (as in Fig. 2) V(p, 9’) 
is a determinantal locus and therefore we call the corresponding X(z) a 
determinantal-type Schubert variety. 
In general, for a Schubert variety X(z) in FL(n) we have X(z) = 
X(8,)n ... nX(0,) with X(O,)n W=V(p,,g)nL, where l<p,< ... 
< pm < n are integers and Y1 $ Yz s; . . . $ 9m are ladders in Z (see 
Theorems 3 and 5 of Section 4). Since a ladder is a union of its rectangular 
subladders, V(p, 9) is an intersection of determinantal loci and con- 
sequently each Schubert variety X(T) in FL(n) is an intersection of deter- 
minantal-type Schubert varieties. All these results hold ideal-theoretically 
and their proofs are essentially combinatorial in nature. We give an explicit 
construction of a permutation corresponding to each V(p, P’) (see 2.9). 
Using the combinatorics involved in this construction one sees rather easily 
that each Schubert divisor is a determinantal-type Schubert variety, there 
are exactly @(n + l)(n - 1) determinantal-type Schubert varieties in FL(n) 
of which precisely n - 1 are divisors in FL(n), and finally, a determinantal- 
type Schubert variety has codimension <n2/4 in FL(n) (see Theorem 6 of 
Section 4). 
Obviously the varieties V(p, .Y) share many properties of the Schubert 
varieties such as normality, Cohen-Macaulayness, etc. On the other hand, 
Abhyankar and Kulkarni [3] have recently shown that the Hilbert 
functions of V(p, 9) are polynomial functions and he&e in case of (n, l)- 
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admissible ladders, the corresponding Schubert varieties X(z) have the 
same property at the distinguished point. 
We have not attempted to include an exhaustive list of references; 
instead, the reader may look into the bibliographies of the articles cited. 
2. BIVECTORS, PERMUTATIONS, AND THEIR COMBINATORICS 
In this section we introduce most of the notation and definitions which 
will be used in the rest of the article. This section contains all the key 
theorems of the article. The reader is advised to read the next two sections 
and refer back to the results in this section as needed. 
(2.1). By Z we shall denote the set of all integers. For integers r 
and s we define [r, s] to be the empty set if s < r, otherwise let [r, s] = 
{m~Z~r<m~s}.Similarlylet [r,~)=[r,s]\{~},(r,~]=[r,s]\{r},and 
(r, s) = [r, s] \ {r, s}. If A is a nonempty subset of Z then max A and min A 
will denote the greatest and the least integer in A, respectively. By conven- 
tion the empty set has co as its min and -co as its max (where the 
symbols cc and -cc have their traditional meaning). 
Let I be a nonnegative integer and u : [ 1, A] + [ 1, co ) be a map. Then u 
is called a univector if u(i) < u(i + 1) for all i E [ 1, A). If 1~ 1 then u is said 
to be the empty univector. The integer A(u) = 1 is called the length of u and 
the integer p(u) defined as 
P(U) = 
0 if ;1<1 
u(n) if 1121 
is called the magnitude of u. For a positive integer c and a univector u we 
define 
qc, u) = 
i 
n(u) + l if p(u)<c, 
min(tlc<u(t)} if p(u)2c, 
and I*(c, u) = min{A(u), A.(c, u)}. Next we define maps ult(c, u): 
[l, A(u)- A(c, u) + l] + [l, co) and inf(c, u): [l, 2*(c, u)] --f [l, co) given 
by ult(c,u)(i)=u(i+i(c,u)- 1) for all i in [1,1(u)-A(c, u)+ l] and 
inf(c, u)(i) = 
{ 
u(i) if 1 <i<A(c, u), 
c if i= l(c, u) = l*(c, u). 
Observe that both ult(c, u) as well as inf(c, u) are univectors, ult(c, u) is the 
empty univector if and only if p(u) < c, and inf(c, u) is the empty univector 
if and only if u is the empty univector. For a nonnegative integer m and a 
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univector u let u[m] be the empty univector if m =O, let u[m] = u if 
m 2 n(u), otherwise let u[m]: [l, m] --f [l, co) be the map given by 
u[m](i)= u(i) for all in [l, m]. Also let u(m) be the empty univector if 
m>A(u), otherwise let u(m): [l, A(u)-m] + [l, co) be the map given by 
u(m)(i) = u(m + i) for all iE [l, A(u)-m]. 
Finally, let d(m, u) be the empty univector if m <p(u), otherwise let 
d(m, u): [l, 1(u)] + [l, co) be the map given by d(m, u)(i)= 
m - u(l2(u) - i + 1) + 1 for all i in Cl, L(u)]. Observe that u[m], u(m), and 
d(m, u) are all univectors. An ordered pair b = (b,, b,) of univectors b,, bz 
is called a biuector provided A(b,)=A(b,). In this case set A(b)=l(b,) = 
A(b,), p(b)=max{u(b,), p(b,)} and call A(b) the length of b and p(b) the 
magnitude of b. If A.(b) = 0, then b is called the empty bivector. 
(2.2). For a bivector b = (b,, b2) and a positive integer p, define a 
pair of univectors 
T(P, b)= (UW, blCm21), Wp, b2Cm11)h 
where m, = A(b) - A(p, bi) + 1 for in [ 1,2]. 
PROPOSITION 1. For every positive integer p and every bivector b, T(p, 6) 
is a bivector whose magnitude is not greater than the magnitude of b. 
Proof: If b is the empty bivector then it is clear that T(p, b) is also the 
empty bivector. Now assume that b is nonempty. Then, p(b,[m,]) < p if 
and only if we have A(p, bJ>m, =A(b)-il(p, b,) + 1. But, in that case 
A(p, b,) > 1(b) - I(p, b2) + 1 = m2 and thus p(bl[mz]) c p. It follows that 
p(bz[m,])<p if and only if p(b,[m,])<p and hence ult(p, bl[mz]) is 
empty if and only if ult(p, bz[ma]) is also empty. If p(b2[m,])>p then 
4~~ MmJ) = 4~~ b2) and we must have p[bl[mz]) <p, yielding the 
equality A(p, bl[mz]) = A(p, b,). Therefore ult(p, bl[m2]) is a univector of 
length~(b,Cm,l)-~(p,b,Cm,l)+1=m,-~(p,b,)+1andult(p,bzCm,l) 
is a univector of length l(bz[m,]) - A(p, b,[m,]) + 1 = m, - I(p, b,) + 1. 
Observe that m2 - A(p ,b,) + 1 = m, - A(p, b2) + 1. 1 
PROPOSITION 2. Let p be a positive integer, b = (6,) b2) be a bivector, 
b: = ult(p, b,[mz]), and b; = ult(p, b2[m,]), where m,, m2 are as in the 
definition of T(p, b). Zf T(p, b) is nonempty then b:( 1) 2 p and b:( 1) > p. 
Proof Obvious. 1 
PROPOSITION 3. Let p be a positive integer and b = (b,, b2) be a non- 
empty bivector. Zf b,( 1) 2 p and b,( 1) > p then T(p, b) = b. 
6 S. B. MULAY 
Proof: Ifb,(l)>pforiE[1,2] thenwehaveL(p,b,)=@,b,)=land 
consequently ml = m2 = L(b). Since I(b) = I(b,) = i(b,) we get b,[m,] = 6, 
and bZ[ml]=b. Again, b,(l)ap implies that ult(p, 6,)=b, and b,(l)>p 
implies that ult(p, b2) = b,. 1 
We shall call a bivector b a p-trimmed (where p is a positive integer) 
bivector if T(p, b) = 6. Note that a bivector b is p-trimmed if and only if 
either b is the empty bivector or b = (b,, 6,) with b,( 1) > p and b2( 1) > p. 
For each positive integer m and for every bivector b = (b,, b,), define a 
pair of univectors 
preh b) = (h(4b) - I*@, bJ), Mm, &I). 
PROPOSITION 4. For every positive integer m and every bivector b, 
pre(m, 6) is a bivector. 
Proof: If b is the empty bivector then clearly pre(m, b) is also the empty 
bivector. If b is nonempty then, due to the positivity of I*(m, b2), both 
bl<4b) - n*h bd) and inf(m, b2) are nonempty univectors. Now 
bI(A(b) - I*(m, 6,)) has length I(b,) -I(b) + J.*(m, b,) = A*(m, b2) and 
similarly inf(m, b2) has length A*(m, b,). 1 
(2.3). For a bivector b = (b,, b2) and a nonnegative integer 
n 2 p(b), define D(n, b) to be the empty set if b is empty, otherwise let 
D(n, 6) be the set of all bivectors a = (aI, a2) satisfying 
(1) i4aK4 
(2) there exists in [l, A(b)] with p(a2)<bz(i) and d(n, b,)(i)<a,(l). 
For a positive integer p let D(n, 6, p) be the set {a E D(n, b) I A(a) = p}. By 
L(n, 6) we denote the subset of [ 1, n] x [ 1, n] consisting of all ordered 
pairs (r, s) such that r = aI( 1) and s = a*( 1) for some bivector (a,, az) in 
W, b, 1). 
PROPOSITION 5. Let b = (b,, b,), c= (c,, c2) be nonempty bivectors and 
let n be a positive integer such that p(b) < n, p(c) < n. Then the following are 
equivalent: 
(i) W, c) c D(n, b), 
(ii) D(n, c, 1) c D(n, b, l), 
(iii) for each Jo [l, A(c)] there exists ie [l, A.(b)] such that c*(j) < 
h(i) and 0, b,)(i) < 0, cl)(j), 
(i-v) L(n, c) c L(n, 6). 
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ProoJ Letj be an integer in [l, n(c)] and let a= (a,, a2) be a bivector 
of length one, defined by al(l) = d(n, cl)(j) and u2( 1) = c*(j). Clearly a is 
an element of D(n, c, 1) and ,~(a~) = c&). If D(n, c, 1) c D(n, b, l), then 
there exists ie [l, n(b)] with ,~(a~) = c*(j) i b,(i) and d(n, b,)(i) < 
a,( 1) = d(n, cl)(j). Thus (iii) follows from (ii). Let c1= (~1~) 01~) E D(n, c), 
then ~(a) <n and there exists Jo [l, J(c)] such that /J(CQ) < c,(j) together 
with d(n, cl)(j)<a,(l). Now assuming (iii) we conclude that aED(n, b). 
Thus (i) follows from (iii). Note that (iv) and (ii) are obviously equivalent 
and (ii) follows from (i). 1 
PROPOSITION 6. Let n be u positive integer and let b = (b,, b2) be a 
bivector with p(b) Gn. Then we have the following: 
0) L(n, T(P, b))cLhb)for ~NPE [L ~01, 
(ii) Wn, b, PI = W, T(P, b), p) for all P E CL ~01, 
(iii) L(n,pre(m,b))={(r,s)~L(n,b)~s~m}foruZZm~[1, co). 
Proof: If b is the empty bivector then all assertions are obviously true. 
Assume that b is nonempty. It suffices to prove (i) in case T(p, b) is non- 
empty. Let T(p, b)= (b:, b:) b e nonempty, then from the proof of 
Proposition 1 it follows that A(b:) = I(b:) = A(b) - A(p, b,) - A(p, b2) + 2. 
Let (r, s) be an element of L(n, T(p, b)), then there exists i in [l, I(b:)] 
with s< b:(i) and d(n, b:)(i) 6r. From the computations involved in 
the proof of Proposition 1 it follows that b:(i) = b,(i + I(p, b2) - 1) and 
d(n,b:)(i)=n-b,(A(b)-t+l, where t=R(p,b,)+i-l<A(b). Now we 
have d(n, b:)(i) =n - bI(A(b) - t + 1) + 1 = d(n, b,)(t) and b:(i) = 
bz(i+ A(p, b2) - 1) = b*(t). It is clear that t E [l, A(b)], s < b,(t), and 
d(n, b,)(t) 6 r. Consequently (r, s) E L(n, b) and therefore L(n, T(p, b)) c 
L(n, b). This proves the validity of(i). Applying Proposition 5 we obtain the 
inclusion D(n, T(p, b), p) c D(n, b, p). If D(n, b, p) is empty then clearly 
D(n, T(p, b), p) is also empty. Assume that D(n, b, p) is nonempty. Let a = 
(aI, 4~Nn, b, PI, then pu(a)<n and p(uZ)<bz(t), d(n, b,)(t)<u,(l) for 
some t E [ 1, A(b)]. Since n(u) = p, we have p < P(Q) < b,(t), p < ~(a~) < n, 
and n - b,(A(b) - t + 1) + p <al(p) <n. Therefore 1~ A(p, b,) < t < I(b) as 
well as 1 GA(p, b,)<A(b) - t + 1 <A(b). Recalling the notation in the 
definition of T(p, b) we write A(b)--l(p, b,) + 1 =m, and A(b)- 
l(p, b2) + 1 = m2. Now it is clear that 1 < t < m, and 1 <A(b) - t + 1~ m2. 
Furthermore p < b2(t) < bJm,), p < 6,(1(b) - t + 1) < b,(m,) and hence 
T(p, b) is a nonempty bivector. Setting i= t - A(p, b2) + 1 we see 
that p(uz) < b;(i) = b,(t), d(n, b:)(i) = d(n, b,)(t) < u,(l) and thus 
u~D(n, T(p, b), p). This establishes (ii). In order to prove (iii), we first 
observe that pre(m, b) is a nonempty bivector and set pre(m, b) = (6,) &). 
Also let Z(m) denote the set {(r, s) E L(n, b)) s < m> Since 6, = inf(m, b2), 
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we have ,u(&) = m if A(m, b,) < A(&), otherwise ~(6~) cm. It is easy to see 
that d(n, b^,)(i)=d(n, b,)(i) and &(i)=min{m, b,(i)} for all i in 
[ 1, A*(m, b,)], where R*(m, b2) = min(l(b,), A(m, b,)}. It follows that 
(v, s) E L(n, pre(m, 6)) if and only if (r, s) E Y(m). 1 
We leave the proof of the following proposition to the reader. 
PROPOSITION 7. Let b and c be two bivectors such that p(b) <n, p(c) <n, 
and L(n, c) = L(n, b), then we have b = c. If b is a p-trimmed bivector (for a 
positive integer p) then pre(m, b) is a p-trimmed bivector for all integers 
m 3 p. 
(2.4). Let b = (b,, b,) and c = (c,, cl) be nonempty bivectors. Let 
q=min{db,h Acl)). F or each integer i in [l, q] let 
s[i] = A(b) - A(i, b,) + 1, 
t[i] = A(c) - A(i, cl) + 1, 
and 
x[i] = min{b2(s[i]), c2(t[i])}. 
Then, observe that s[i], t[i], x[i] are all positive integers, s[i] 6 I(b) and 
t[i] <A(c) for all iE [l, q]. If i,jE [l, q] are such that i< j, then s[i] 3 
s[j], t[i] 2 t[j] and consequently x[i] 3 x[j]. Let e = card(x[i]) i.~ 
[1, q]), Clearly, there exists a sequence m, cm, < ... cm, of positive 
integers with the property m, = q, x[ml] > x[mz] > ... > x[m,] and 
furthermore mi=max{j~x[j]=x[mi]} for all i in [l,e]. Let a, be the 
univector of length e given by al(i) = mi for all i E [l, e] and let a2 be the 
univector of length e given by a2(e - i + 1) = x[mJ for all i E [ 1, e]. The 
bivector a = (aI, a*) will be denoted by b n c. If either b or c is the empty 
bivector then we declare b n c to be the empty bivector. Observe that 
bnc=cnb. 
PROPOSITION 8. Let b = (b,, b,), c = (c,, c2) be bivectors and let n be a 
positive integer such that p(b)<n as well as p(c)<n. Then we have the 
following: 
(i) Ab n cl G min(Ab), 1.4~1) <n, 
(ii) D(n, b n c) = D(n, b) n D(n, c), 
(iii) L(n, b n c) = L(n, b) n L(n, c). 
Proof Since (i) follows from the definition, we only need to prove (ii) 
and (iii). 
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If either b or c is the empty bivector then there is nothing to prove. 
Hence, assume that b and c both are nonempty. Let a = (a,, az) denote the 
bivector b n c, A(a) = e, etc., as before. Let u = (ui, u2) be a nonempty 
bivector in D(n, a) and let Jo [l, e] be such that p(+) < a,(j), 
d(n, al)(j) d ul( 1). Set i= s[h], where h E [ 1, q] with a,(j) = x[h] 
and a,(e-j+ l)=h. Then a*(j)=x[h] <b,(i), l(b)-i+ 1 =d(h, b,), 
and d(n, b,)(i) = n - b,(A(h, b,)) + 1 <n-h + 1 = d(n, a,)(j). Accordingly 
P(u*) <b,(i) and d(n, b,)(i) < u,(l). Hence D(n, a) c D(n, b). Similarly 
D(n, a) c D(n, c). On the other hand, assume that U= (ur, u2) is a non- 
empty bivector in D(n, b) n D(n, c) and let i, j be positive integers, in 
[ 1, A(b)], [ 1, n(c)], respectively, with 
,dd G h(i), d(n, b,)(i) < ul( l), 
144 G 4jL 44 cl)(j) G ~~(1). 
Let h=min{b,(;l-i+l),c,(l’-j+l)}, where A=A(b) and n’=A(c). 
Observe that h E [l, q], s[h] z i, and t[h] 2 j. In consequence we have 
p(uz) <x[h] and n-h + 1 6 u,(l). Now it is easy to see that u~D(n, a). 
This establishes (ii). Also note that (iii) follows from (ii). 1 
(2.5). Let b= (b,, b2) and c= ( ci, CJ be nonempty bivectors. For 
the sake of convenience we define b2(0)=O=c2(0). Let Q= 
maxb-4bl), PL(cJI. Al so, for each integer i in [ 1, Q] let 
s[i] = A(b) - A(i, 6,) + 1, 
t[i] = l(c) - A(i, cl) + 1, 
and 
dil =max{bhCilh cAfCil)I 
Then, we observe that s[i], t[i] are nonnegative integers with s[i] <A(b), 
t[i] <J(c) for all i in [l, Q] and r[i] is a positive integer for all i in 
[l, Q]. As before, observe that for i, jE [l, Q] with i< j we have s[i] 2 
s[j], t[i] >t[j], and y[i] >y[j]. Let I denote the cardinality of 
{y[i]l in [l, Q]}. Clearly, there exists a sequence m, cm, < . . . cm, of 
positive integers with m, = Q, y[m,] > y[m2] > . . . > y[m,] and where 
mi=max{jI~[j]=~[m,]} for all iE [l, r]. Let c(, be the univector of 
length r given by cri(i) = mi for all i in [ 1, r] and let ~1~ be the univector of 
length r obtained by putting a,(r-i+ l)= y[mi] for all i in [l, r]. The 
bivector a = (a,, a*) will be denoted by b u c. If b is empty then let b u c = c 
and if c is empty then let b u c = b. In this manner, for any two bivectors 
b, c, we have defined b v c. Note that b v c = c v b and b v c is nonempty 
whenever either b or c is a nonempty bivector. 
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PROWSITION 9. Let b = (b, b2), c = (c,, c2) be biuectors and let n be a 
positive integer such that u(b) < n, u(c) <n. Then we have the following: 
0) p(b u c) = max{u(b), p(c)} <n, 
(ii) D(n, b u c) = D(n, b) u D(n, c), 
(iii) L(n, b u c) = L(n, b) u L(n, c). 
Proof Clearly (i) always holds and (ii), (iii) hold if either b or c is 
empty. Assume that b and c both are nonempty. Let a = b u c, I(a) = r, etc., 
as in the definition. Let (u,, u2) = u be a nonempty bivector in D(n, LX) and 
let Jo [l, r] be such that .~(u~)<a,(j), d(n, aI)(j)<u,(l). Let h = 
a,(r--j+ 1). Then h E [l, Q], a&] = y[h], and d(n, al)(j) = n - h + 1. 
Assume y[h] = b,(s[h]) and let i= s[h]. Then in [ 1, A(b)], d(n, b,)(i) 6 
n-h + 1 and hence u is in D(n, b). Similarly, in case y = c*(t[h]) we 
can conclude that u E D(n, c). In consequence we have D(n, b u c) c 
D(n, 6) u D(n, c). Conversely, let u = (ui, u2) be a nonempty bivector in 
D(n, b) and let ie [l, A(b)] be such that p(y2) < b,(i), d(n, b)(i) < u,(l). Set 
h=b,(A-i+l), where 2=1(b). Clearly hE[l,Q] and s[h]>i. Observe 
that p(u2) < b2(i) < y[h] and d(n, b,)(i) = n - h + 1~ ui( 1). Now it follows 
that u~D(n, b u c) and thus we have D(n, b) c D(n, b u c). Likewise 
D(n, c) c D(n, b u c). This proves the assertion. 1 
(2.6). We call b u c the union of b, c and b n c the intersection of 
b, c. It is left to the reader to verify that the union and the intersection 
(both) are associative binary operations on the set of all bivectors and one 
distributes over the other. Now it is needless to point out that finite unions 
and finite intersections of bivectors are well defined. 
Let b and c be bivectors. We define the containment b t c by requiring 
that for each positive integer n with u(b) <n, p(c) <n we have L(n, b) c 
L(n, c). It is easy to see that containment is a partial order on the set of all 
bivectors, the empty bivector is contained in every bivector, and if 
(b,, b2) = b c c = (ci, c2) then from Proposition 5 we obtain p(bl) < p(ct), 
u(bJ < p(cz). Also, observe that b u c = c if and only if b c c. We have 
b c b u c, b n cc 6, etc. 
Let b = (b,, b2) be a nonempty bivector and let (n, d) be an ordered pair 
of positive integers. Then b is said to be (n, d)-admissible if u(b) < n and 
b?(i)<d(n, b,)(i) +d- 1 for all i in [l, A(b)]. The empty bivector will be 
regarded as (n, d)-admissible for all positive integers n, d. A bivector b is 
said to be n-triangular (where n is a positive integer) if either b is the empty 
bivector or b is (n, 1)-admissible. Note that a bivector b is (n, n + l)- 
admissible for all positive integers n 2 p(b) and n-triangular for all positive 
integers n 2 2p(b). Obviously an (n, d)-admissible bivector is (m, e)- 
admissible for all integers m 2 n and e 2 d. 
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PROPOSITION 10. Let n be a positive integer and b, c be bivectors with 
p(b) 6 n, p(c) d n. 
(1) Assume b to be nonempty. Then b is (n, d)-admissible if and only if 
s < r + d - 1 for all (r, s) E L(n, b). 
(2) Zf cc b and b is (n, d)-admissible then c is (n, d)-admissible. 
(3) The bivector b v c is (n, d)-admissible if and only if both b and c 
are (n, d)-admissible. 
(4) The bivector b n c is (n, d)-admissible $ either b or c is (n, d)- 
admissible. 
Proof Note that (2) follows from (1) due to Proposition 5, (3) follows 
from (1) due to Proposition 9, and (4) follows from (1) due to 
Proposition 8. Recall that (r, s) E L(n, b) if and only if s ,< b2(i) and 
d(n, b,)(i) <r for some iE [l, 1(b)]. Therefore, b2(i) < d(n, b,)(i) + d- 1 
for each i E [ 1, k(b)] if and only if s < r + d- 1 for all (r, s) E L(n, b). This 
proves (1). 1 
(2.7). For each nonnegative integer m let [m] denote the unique 
univector of length m whose magnitude also equals m. By [[ml] denote 
the bivector ([ml, [ml). Observe that [[ml] is (m + 1)-triangular and a 
bivector b is (m + l)-triangular if and only if b c [[ml]. For each univec- 
tor u let O(U) denote the bivector (u, [A]), where A=A(u). Let O(1) and 
Q(2) denote the set of all univectors and the set of all bivectors, respec- 
tively. Let Q(i, n)= (aES2(i)Jp(a)dn) for all in [l, 21 and all ~ZE [l, co). 
For positive integers q, n, d let Q(2, n, d) denote the set of all (n, d)- 
admissible bivectors and let Q(2, n, d, q) be the subset of Q(2, n, d) 
consisting of all q-trimmed bivectors. Let U, v be two univectors. Then we 
define u < v by requiring that A(u) <A(u) and u(i) < v(i) for all ic [ 1, A,(v)]. 
It is easy to see that < is a partial order on sZ( 1). We extend this partial 
order to Q(2) by declaring (b,, b2) = b < c = (cl, c2) if 6, < ci and b, < c2. 
Let o: Q(1) -Q(2) be the map given by u + w(u). Observe that o 
preserves the partial order. 
(2.8). Let m, n be positive integers, A be a set, and t: Cl, n] + A be 
a map. By Im(r, m) we mean the set (t(i)(i~ [l,m]n [l,n]). If A is a 
finite subset of [l, co) of cardinality II then clearly there exists a unique 
univector [A] of length 1 with Im( [A], A) = A. Moreover [A] is empty if 
and only if A is empty. Let S, be the group of all permutations of [l, n]. 
For positive integers m, n and a permutation 0 in S,, define O[m] = 
[Im(& m)]. Observe that, for all m E [ 1, n], O[m] is a univector of length m 
whereas G[m] = [n] for all m > n. We define a partial order (the Bruhat 
order) on S, by declaripg c1< p (where a, /?E S,) if cr[m] </I[m] for all 
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positive integers m. Note that cl[m] = b[m] for all positive integers m if 
and only if o! = 8. Let z denote the identity permutation in S, and pn denote 
the permutation given by p,(i) = n - i + 1 for all i E [ 1, n]. Then, it is easy 
to see that r<adp, for all OZES,. 
PROPOSITION 11. Let u, v be nonempty univectors and let 8 be a 
permutation in S,. 
(i) Zf Im(u, s)c Im(v, t), where 3=1(u) and t = A(v), then u(i)< 
v(t-s+i)for all iE[l,s]. 
(ii) Zf 1, m are positive integers with 1 <m < n then e[l](i) < 
B[m](m - 1+ i) for all iE [l, 11. 
Proof: Since Im(u, s) c Im(u, t) we must have s < t. Furthermore for 
each ic [ 1, s] there exists jE [ 1, t] with u(i) = v(j). Therefore we must have 
441), v) < . . . < Iz(u(s), v) < t. Consequently A(u(i), v) 6 t - s + i for all 
ie[l,s]. In other words, u(i)<v(t-s+i) for all iE[l,s]. Now (ii) 
follows from (i) by setting 8[Z] = u and e[m] = u. 1 
PROPOSITION 12. Let z, 8 be in S, and let m E [l, n). Zf z[m] < e[m] 
and ife(t)Ge(m+ 1)f oralZtE(m,n], thenwehaver[m+1]<8[m+l]. 
Proof. For CL E S,, and m E [I, n) set c = cr(m + 1) and observe that 
i 
dml(4 if i < A(c, a[m]), 
cr[m + l](i) = c if i= A(c, @ml), 
cr[m](i- 1) if i > A(c, a[m]), 
for all ie [ 1, m]. Let r = r(m + 1) and s = e(m + 1). For each element I of 
(s, n] there exists Jo [l, m] with e(j) = 1. Consequently if r[m + l](i) > 
e[m + l](i) for some i> A(s, 8[m]) then for each j in [i, m + 1) we must 
have r[m + l](j) = e[m + l](e) with e in (i, m + 1). But this is obviously 
impossible. Therefore t[m + l](i) < e[m + l](i) for all i 2 A(s, @ml). 
If A(r, z[m]) < A(s, e[m]) then 7[m + l](i) < z[m](i) < e[m](i) = 
e[m + l](i). Finally, if i< A(s, e[m]) as well as i < A(r, t[m]) 
then z[m + l](i) = z[m](i) < @m](i) = e[m + l](i). Thus z[m + l] d 
O[m+l]. 1 
(2.9). Let n, d, q be positive integers such that 2 < n and d < q. Let 
b = (b,, b2) be a nonempty bivector in Q(2, n, d, q) A Q(2, n - 1) and let p 
be an integer in [d, q]. For each i in [0, A(b) + 11 define 
Seg(b’p’ j)= 
CL nl if i=Oori=A(b)+l 
[l, d(n, b,)(i)- 1) otherwise. 
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Since ,~(b,) < p(b) < n - 1, Seg(b, p, i) is a nonempty subset of [ 1, n] for all 
in [0,1(b) + 11. For each integer t in [ 1, n] define 
i= 0 
if 1 <t < p, 
4~ bd if pQ t <n. 
Since I(b,) = I(b), we have 0 <i< I(b) + 1 for all t in [l, n]. Let 
n(b, p): [ 1, n] * 2 u { - cc } be the map given recursively by putting 
db, PHI I= max Seg(b, P, 1) 
z(b, p)(t) = max s(t), 
where 
g(t) = Seg(b, P, I)\ Wdb, p), t - 1) 
for all t in (1, n]. 
PROPOSITION 13. The above described map z(b, p) is a permutation of 
[ 1, n] for all nonempty bivectors b E O(2, n, d, q) n Q(2, n - 1) and all 
P E Cd, 41. 
Proof Since b is p-trimmed, d(n, b,)(i) <n - p for all in [l, I(b)], 
hence Seg(b, p, i) and [n - p + 1, n] are disjoint for all i in [ 1, I(b)]. If A 
is a set containing [n-p + 2, n] and such that card A <b*(i) for some 
in [l, l(b)] then it is clear that the cardinality of Seg(b, p, i)\A is at least 
d(n, b,)(i) + p - 1 -b,(i). Since b is (n, p)-admissible it follows that 
Seg(b, p, i) is nonempty. In context of x(b, p), observe that n(b, p)(l) 
is in [l, n] and n(b, p)(t) =n - t + 1 for all t in [l, p). If 1 <t 
and if ‘ZE [ 1, l(b)] then p 6 t G b,(T). Also, Im(rr(b, p), t - 1) contains 
[n - p + 2, n] and has cardinality at most t - 1~ b,(i). Therefore s(t) is 
nonempty and consequently x(b, p)(t) is in Cl, n]. For t > 1 with i= 
I(b) + 1 it is obvious that x(b, p)(t) is in [l, n]. From the definition it 
follows that x(b, p)(i) # n(b, p)(j) for 1 < i<j< n. Hence x(b, p) is a 
permutation. i 
We adopt a convention that if b is the empty bivector, considered as an 
element of Q(2, n - 1 ), then Ir(b, p) = p,, for all positive integers p. 
(2.10). Let n be a positive integer and 0 be an element of S,. For 
each positive integer m in [ 1, n] define 
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B(n, 0, ml= {UEQ(l, n)lu<O[ml}, 
44 0, ml = Q(1, n)\B(n, e, m), 
D(n, 8, m) = {o(u) 124 E A(n, 8, m) and Ww}, 
T(n, 0, m) m, 0, 1) if m= 1, = i 
W4 0, m)\D(n, 0, m - 1) if 1 <m <n. 
Note that B(n, 8, m) and A(n, 8, m) are subsets of Q(1, n) whereas 
D(n, 8, m) and T(n, 0, m) are subsets of .Q(2, n) for all m E [ 1, n]. Further, 
D(n, 8, m) is empty for all m in [ 1, n] if and only if 0 = pn. Also, f(n, 8, m) 
is empty for all m E [ 1, n] if and only if D(n, 8, m) is empty for all 
m E [l, n]. 
PROPOSITION 14. Let 6 be in S, and let m be an integer in [I, n). Then 
r(n, 8,m+ 1) is empty ifand only ife(m+ 1)20(t) for all t in [m, n]. 
Proof. We prove the if part first. Let u E B(n, 6, m) be such that n(u) 2 
m + 1 and let r = O(m + 1). Note that for every integer s in (I, n] there exists 
j in [l, m] such that s = 0(j), assuming r >, O(t) for all t E (m, n]. Con- 
sequently if n(r, @ml) <i<m+ 1 and if ll[m + l](i)<u(i), then for each 
jE [i, m + l] we must have u(j)= 8[m + l](e) with eE (i, m + 11. This 
being obviously impossible we conclude that u(i) 6 O[m + 1 ](i) when- 
ever n(r, fl[m]) < i<m + 1. If 1 < i < J(r, O[m]), then u(i) < O[m](i) = 
O[m + l](i) since u E B(n, 8, m). Thus u < e[m + l] and this in turn implies 
that r(n, 19, m + 1) is empty. 
Now in order to prove the remaining implication it is sufficient to prove 
that if e(t) > @(m + 1) = r, for some t E (m, n], then T(n, 8, m + 1) is non- 
empty. Let t E (m, n] be such that 0(r) > O(m + 1) and let s=O(t). Observe 
that s#d(i) for iE[l,m]. Therefore the map u:[l,m+l]+[l,n] 
defined by 
1 .WW) 
if 1 < i < A(s, O[m]), 
u(i)= s if i = n(s, O[m]), 
O[m](i- 1) if n(.s, e[m]) < i < m + 1, 
is a univector of length m + 1 and of magnitude at most n. If 
i = l(s, d[m]) < l(r, OCm]), then u(i)=s>r>B[m+ l](i), and if 
i= n(r, @ml) < n(s, @ml), then r = O[m + l](i) < O[m](i) = u(i). Thus 
u E A(n, 8, m + 1). Clearly u(i) < O[m]( ) f i or all i in [ 1, m]. In other words, 
UE B(n, 8, m). It follows that o(u) is in T(n, 8, m + 1). B 
PROPOSITION 15. Let 8, r be elements of S, and let m be a positive 
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integer in [l, n]. Then D(n, t, m) is a subset of D(n, 8, m) tf and only tf 
d[ml Q s[m]. 
Proof: If O[m] <~[m], then B(n, 8, m) is a subset of B(n, r, m) and 
hence A(n, r, m) is a subset of A(n, 8, m). Consequently D(n, T, m) is a 
subset of D(n, 8, m). Conversely if D(n, r, m) is a subset of D(n, 8, m) then 
since w(B[m]) is not in D(n, 8, m) it cannot be in D(n, t, m). Observe that 
e[m) must be in B(n, z, m), i.e., e[m] <~[m]. m 
Remark. From the above proposition it follows that if 8 <r then 
D(n, r, m) is a subset of D(n, 8, m) for all m in [ 1, n] and hence r(n, r, m) 
is also a subset of T(n, 8, m) for all m in [l, n]. 
PROPOSITION 16. Let D(n, e)= U;:; D(n, 0, m) and let I’(n, e)= 
U; 1; r(n, 8, m), where 8 E S,. Then T(n, 0) = D(n, t3) for all 8 E S,. For ~1, /? 
in S,, T(n, a) is a subset ofr(n, fl) zfand only tfp<a. 
Proof Obviously f(n, 0) = D(n, 0) for all 8 in S,. Observe that 
8[m + 1] ,< e[m] for all 8e S, and m E [l, n). Therefore o(e[m]) is not an 
element of D(n, 0) for m E [ 1, n]. If r(n, a) is a subset of r(n, /I) then for 
each m in [l, n] we must have B[m] E B(n, a, m). In consequence B< a. 
The converse follows immediately from the remark accompanying 
Proposition 15. [ 
Remark. Note that T(n, a) = lJn, /I) if and only if a = /I. 
(2.11). 
PROPOSITION 17. Let n be an integer in [2, CO), let m be an integer in 
[ 1, n - 11, and let 8 E S, be a permutation. For each univector u with 
w(u) E D(n, 8, m), there exists a bivector b and an integer p in [ 1, m] (both 
depending on u) such that b E Q(2, n, p, p) n Q(2, n - l), I(b) = 1, w(u) is in 
Dh 4b, P), ml, and 0 < n(b, pi 
Proof Clearly A.(u) 2 m and for some integer i in (1, m] we must have 
u(i)>O[m](i). Therefore if r=max{iliE [l, m] and u(i)>B[m](i)} then 
r E [ 1, m]. Define univectors b,, 6, of length one by setting b,( 1) = 
n-u(r)+ 1, b2(1)=m and let p=m-r+ 1. Since u(r)+m-r<u(m)<n 
and rGB[m](r)<u(r), we have r<u(r)dn-m+r. Now observe that 
p~[l,m],p~b,(l)~n-l,andp~b,(l)<u(r)+p-l~n.Consequently 
letting b = (b, , b2) we see b to be a length one, p-trimmed, (n, p)-admissible 
bivector of magnitude at most n - 1. 
Denote n(b, p) by 7~. It is easy to see that 
n(i) = 
n-i+1 if lQi<p, 
u(r)-i+p- 1 if p<i<m. 
607/74/l-2 
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Hence rc[mJ(i)=n(m-i+l) for all ie[l,m] and U(T)-l=rr(p)= 
rr[m](r) <u(r). It follows that w(u) E D(n, ~t(b, p), m). Further, since 
8[m](r) < U(Y), we get e[m](i) < u(r) - r + i- 1 = z[m](i) for all iE [l, r] 
and obviously e[m](i)<~[m](i) for all i in (r, m]. Thus 0[m] <n[m]. 
For an integer I in [l,m] we have rc[Z](i)=rr[m](m-Z+i) as long 
as 1 6 i < 1. Applying (ii) of Proposition 11 we obtain Z3[Z]( i) 6 
B[m](m-I+ i) < n[Z](i) and in turn this implies e[Z] <z[Z] for all Z in 
[l, m]. To get e[Z] < n[Z] for various 1 in (m, n] we only need to make 
repeated applications of Proposition 12. Thus the inequality 8 6 rc(b, p) is 
established. 1 
PROPOSITION 18. Let n be an element of S, and let u E Q( 1, n) be a non- 
empty univector. Assume that there exists a positive integer p and a non- 
empty bivector b with 7c = n(b, p). Zf w(u) E I(n, 71, m) then p <m 6 b,(r) and 
A(n, b,)(r)<u(m-p+ l), where (b,, b,)=b andr=l(m, b,). Conversely if 
m is an integer in [p, n(u)] and if u(m -p + 1) > A(n, b,)(r) with 
r = n(m, b,), then w(u) E D(n, TT, m). 
Proof Since D(n, n, m) is empty for all m in [ 1, p), we must have 
p Q m. From Proposition 14 it follows that f(n, IL, m) is empty for all m in 
[J.(b) + 1, n], hence r 6 I(b). For the sake of convenience let b2(0) = p - 1. 
Referring to the definition of n it can be easily seen that for each integer t 
with n(m) ,< t < n(b,(r - 1) + l), there exists an integer i in [ 1, m] such that 
t = z(i). Furthermore we have n(b2(r - 1) + 1) = A(n, b,)(r) - 1 and n(i) 6 
A(n, b,)(r)- 1 for all i in [p, b2(r)]. Now observe that 
n[m](i) = 
n-m+i if m-p+ 1 <i<m, 
d(n, b,)(r) - 1 if i=m-p+ 1. 
Let s=l(a(m), zr[m]) and let j be the least integer in Cl, m} with 
?r[m](j)<u(j), If j<s<m then O(U) is in D(n, rt, m- l), which con- 
tradicts the assumption that o(u) E r(n, rr, m). On the other hand, since 
m < n(u) and p(u) d n, it is impossible to have m - p + 1 < j. Therefore we 
must have s < j G m - p + 1. We also have the equality 
{~[m](i)ls<i<m-p+ l}= [n(m), z(b,(r- l)+ l)]. 
Consequently we have 7c[m](m-p+ i)=z[m](j)+m-p+ 1-j. 
Finally, u(m-p+l)>u(j)+m-p+l-j>x[m](m-p+l) and therefore 
u(m-p+ l)>d(n, b,)(r). If u(m-p+l)>A(n, b,)(r) then u(m-p+ l)> 
n[m](m - p + 1) and hence w(u) E D(n, 71, m)- 1 
(2.12). Let a = (a,, a2) be a nonempty bivector and let I= u(az) - 
n(a). Then 1, is a nonnegative integer. Let Gz be the empty univector if I= 0, 
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otherwise let ii, be the unique univector of length 1 such that Im(d,, 1) u 
Im(a2, 44) = CL ~(41. BY ii we denote the bivector (&, ii*). In case 
Im(a,, n(a)) and Im(d,, 1) are disjoint subsets of Z, we define ci to be the 
unique univector of length 1(a) + n(Z) with the property that Im(ci, n(a) + 
A(5)) = Im(a,, 1(a)) u Im(Z,, n(Z)). 
PROPOSITION 19. Let p < n be positive integers and let b = (b,, b,) be a 
nonempty, p-trimmed, (n, p)-admissible bivector in Q(2, n - 1). Let 
a= (a,, a*) be a nonempty biuector in D(n, b, p) such that Im(a,, n(a)) n 
Im(G,, I)= 0. Then ~(4) is in D(n, 7c, m), where m=,l(ci) and 
x=n(b,p)ES,,. 
Proof: Since a is in D(n, b), there exists an integer i in [I, A(b)] such 
that ~(a~) 6 b2(i) and d(n, b,)(i) 6 al(l). Note that m = A(6) = ~(a*) and 
p=l(a) <m. Set r =l(m, b?). Then we have 1 <r < i and therefore 
d(n, b,)(r) < d(n, b,)(i) < a,( 1). It is easy to see that ci(m - p + 1) > a,(l). 
Now from Proposition 18 it follows that o(k) E D(n, 71, m). 1 
PROPOSITION 20. Let u, ii, v, v” be nonempty univectors such that A(u) = 
A(v), l(C) = A(G), 17d ii, Im(u, A(u)) n Im(ii, l(C)) = 121, and Im(u, n(u)) u 
Im(ii,~(ii))=[1,~(u)]=Im(v,~(v))uIm(i?,~(v’)). Then we have u<v. 
Proof. Note that I(U) + n(ii) = n(u) + J(fi) = p(u). Assume, if possible, 
that for some iE [ 1, n(u)] we have v(i) < u(i). Let r be the greatest positive 
integer in [l, n(u)] such that u(r) > v(r). Then u(r) < p(u), v(i) < u(r) for all 
i in [l, r] and u(r)<v(i) for all i in [r+ 1,1(v)]. In particular u(r) is not 
an element of Im(v, n(v)). It follows that there exists t in [l, n(C)] with 
u(r) = t?(t). Since E(t) < i(t) and since Im(u, n,(u)) is disjoint from 
Im(tl, J(G)), we get u(r) < G(i) for all i in [t, l(G)]. Observe that the set 
(u(r), 14~11 n Id& 4fi)) h as at least n(G) - t + 1 elements whereas the set 
(u(r), p(u)] n Im(u, n(u)) has exactly n(u) - r elements. Therefore 
E,(C) - t + 1 + A(U) - r < P(U) - u(r) and hence p(r) < r + t - 1. On the other 
hand, we observe that Im(v, n(v)) is disjoint with Im(6, n(E)), the set 
[ 1, u(r)] n Im(v, n(u)) has cardinality r, and the set [ 1, u(r)] n Im(C, n(C)) 
has cardinality t. Therefore we must have u(r) = r + t, which is impossible. 
In conclusion we have u < v. 1 
(2.13). Let m, n be integers in [2, co) and letf: [l, m] + [l, n] be 
a map. Let m,,m, be nonnegative integers and fi: [l, m,] -P [l, n], 
f2: [l, mz] + [l, n] be univectors. If m, + m2 =m and if there exist 
injective maps bl: [l, m,] + [l, m], &: [l, m2] + [l, m] such that 
Im(~,,m,)uIm(~,,m,)=Cl,ml, .f,=S~II, and f2=fo42, then the 
ordered pair (f,, f2) is called an (m, , m,)-partition off By [Tp, (m,, m,, f) 
we denote the set of all (m,, m,)-partitions of J: Let R be a commutative 
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ring with unity and let Z= [z(i, j)] be an n x n matrix with entries z(i, j) in 
R for all (i, j) in [l, n] x [l, n]. Let g,h: [l, m] --) [l, n] be two maps. For 
each (i, j) in [l, m] x [l, m] define y(i, j) by the equality y(i, j) = 
z(g(i), h(j)) and Z(g, h) to be the m x m matrix [y(i, j) J. By M(g, h, Z) 
denote the determinant of Z(g, h). Note that M(g, h, Z) E R and if either g 
or h is noninjective then M(g, h, 2) = 0. 
PROPOSITION 21. (Laplace Expansion). Let (g,, gJ and (h,,h,) be 
elements of P(m,, m2, g) and P(n,, n2, h), respectively. Then we have 
(i) Wg, h, Z) = C da, a) Mk,, cc, Z) M(g,, 8, Z), where the sum 
ranges over all (~1, B) in P(m,, m2, h) and E(U, 8) E( 1, - l} for all (cc, B); 
(ii) M(g, h, Z) = C E(CI, /?) M(cl, hl, Z) M(B, hz, Z), where the sum 
ranges over aN (OL, /I) in IFD(n,, n,, g) and E(CI, 6) E (1, - I > for aIZ (a, /I). 1 
Remark. If g,(k) = g(ik) for all k in [l, ml], where ik are elements of 
[l, m], then by the Laplace expansion of M(g, h, 2) with respect to the 
row-sequence g(ii), . . . . g(i,,) we mean the right-hand side of the 
equality (i). 
Similarly if h,(k)= h(j,) for all k&Cl, n,], where j, are elements of 
[l, m], then the right-hand side of the equation (ii) is referred to as the 
Laplace expansion of M(g, h, Z) with respect to the column-sequence 
WI 1, . . . . h(j,,). I 
(2.14). For a bivector b = (b,, b2) in Q(2, n) define M(b, Z) = 1 if b 
is the empty bivector, otherwise let M(b, Z) = M(b,, b2, Z). If D is a subset 
of 52(1, n) then define M(D, Z) = {M(b, Z) I b E D} and let Z(D, Z, R) be 
the ideal generated by M(D, Z) in R. Note that Z(D, 2, R) = 0 if D is empty 
and Z(D, Z, R) = R if D contains the empty bivector. In case D = D(n, 0) 
for some 6 E S,, the ideal Z(D, Z, R) will be denoted by Z(0, Z, R). 
PROPOSITION 22. Let m be an integer in [ 1, n], let 8 be an element of S,, 
and iet D = D(n, 9, m). Zf D* = (be D( l(b) = m} then Z(D, Z, R) = 
Z(D*, Z, R). 
Proof Assume that D is nonempty and let u be a univector such that 
O(U)E D. Observe that if v is a univector of length m with Im(v, m)c 
Im(u, n(u)), then u[m] <v and hence o(v) ED*. Now the Laplace expan- 
sion of M(w(u), Z) with respect to columns 1, . . . . m shows that 
M(w(u), Z) E Z(O*, Z, R). Therefore Z(D, Z, R) c Z(D*, Z, R). Clearly 
Z(D*, Z, R) c Z(D, Z, R). 1 
PROPOSITJON 23. Assume that z(i, j) = 0 for all (i, j) with 1 < i < j < n. 
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Let b = (b,, b,) be a nonempty bivector in Q(2, n). If there exists an integer i 
in [l, A(b)] with b,(i)<b,(i) then M(b, Z)=O. 
Proof Let B= {iE Cl, A(b)] 1 b,(i) < b,(i)}. Assume B is nonempty and 
let r = min B. The Laplace expansion of M(b, Z) with respect to the row 
sequence b,(l), . . . . b,(r) shows that M(b, Z) = 0. [ 
PROPOSITION 24. Assume that z(i, j) = 0 for all (i, j) with 1 < i < j d n 
and z(i, i) = 1 for all i in [l, n]. Let n: be an eZement of S, such that 
7~ = n(b, p) for some nonempty bivector b = (b,, 6,) and some positive integer 
p. Let a = (a,, a*) be a bivector in D(n, b, p) and let D(a, < ) = {(a,, j?) E 
D(n, b, p) (a, # 0, a2 < p>. Then there exists an element ME I(n, Z, R) such 
that M(a,Z) - A4 is in Z(D(a, < ), Z, R). 
Proof: Let ii, be the univector as defined in (2.12). Let m = p(az) and 
let f: [l, m] + [l, n] be the map given by 
f(i) = 
i 
h(i) if 1 <i<m-p=l(&), 
a,(i-m+p) if m-p<i<m. 
Let M* = M(f, [m], Z). Observe that if f is injective, then M* = 
&(o(ci), Z), where 6 is the univector defined in (2.12). Otherwise M* =O. 
From Proposition 19 it follows that M(w(ri), Z) E Z(n, Z, R). Hence in any 
case M* is in 1(rc, Z, R). Note that (ii*, a,) is in P(m-p, p, f), where 
p= A(a). Let (CI, /.Q be an element of p(m - p, p, [ml). It follows from 
Proposition 20 that if c1< & then a2 < p. It is easy to see that (a,, p) is in 
D(n, b, p). Since a2 = /I implies c1= d,, we conclude that (a,, j?) is in 
D(a, < ) whenever a d d2 and /I # a,. Employing the Laplace expansion of 
M(J [ml, Z) with respect to the rowsequence f(l), . . . . f(m - p) we get 
By Proposition 23, if CI 4 ii2 then M(&, a, Z) = 0. Hence the above sum 
may be taken to range over the subset of p(m - p, p, [ml) consisting of 
(a, /?) with c( < ii,. Now it is evident that 
M* = E(&, az) M(&, dz, Z) - M**, 
where M** E Z(D(a, < ), Z, R). We leave it to the reader to verify that 
M(&,&,Z)=l. Set M=~(ii~,a,)M*. Since ~(fi~,aJ~(l, -1) we have 
MEZ(R, Z, R) and’M(a, Z)-M= +M**. 1 
PROPOSITION 25. With the notation and hypotheses of the previous 
proposition we have the containment I(D, Z, R) E Z(X, Z, R), where 
D = D(n, b, p). 
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Proof For each bivector u = (c(i, CQ) in D let 6(a) be the cardinality of 
D(a, <). Then 6(a) is a nonnegative integer for all bivectors a in D. Let a 
be a bivector in D. If 6(a) = 0 then M** =0 and hence M(a, 2) is in 
I(rr, Z, R). We prove the assertion by induction on the values of 6. Assume 
that M(a, Z) is in I(rc, Z, R) for all bivectors a ED with 6(u) < t, for some 
nonnegative integer t. If possible let u E D be such that 6(u) = t + 1. Note 
that for each CI E D(u, <) we have 6(c() < 6(u). Therefore M(M, Z) E 
Z(n, Z, R) for all t(~ D(u, <). Consequently Z(D(u, <), Z, R)GZ(X, Z, R). 
Now it follows from the previous proposition that M(u, Z) E Z(rr, Z, R). 1 
PROPOSITION 26. With the notation and hypotheses of Proposition 24, we 
have the equality Z(D, Z, R) = Z(n, Z, R), where D = D(n, b, p). 
Proof: Let r= r(n, n), where r(n, rc) is the union of sets r(n, 71, m) 
over all m in [l, n]. Since r= D(n, 7~) we have Z(r, Z, R) = 1(x, Z, R). Let 
r*(n, n, m) = {ue T(n, 8, m) 1 A(u) = m} for all m in [l, n] and let r* be 
the union of r*(n, z, m) over all m in [ 1, n]. From Proposition 22 it 
follows that Z(T*, Z, R) = Z(r, Z, R). If f * is empty then we have nothing 
to prove. Assume that r* is nonempty. Let m be an integer in [ 1, n] such 
that T*(n, 71, m) is nonempty and let u be a univector such that O(U)E 
T*(n, n, m). From Proposition 18 it follows that m = A(u) > p. Let (o’, u) be 
the (m - p, p)-partition of u with u( 1) = u(m - p + 1) and let (a, j?) be an 
element of p(m - p, p, [ml). Then Proposition 18 shows that the bivector 
(u, /I) is in D(n, b, p). Now the Laplace expansion of M(w(u), Z) with 
respect to rows u(l), . . . . u(m - p) exhibits M(w(u), Z) as an element of 
Z(D, Z, R). Hence Z(n, Z, R) E Z(D, Z, R). In view of the previous 
proposition we get the desired equality. 1 
PROPOSITION 27. Assume that z(i, j) = 0 for all (i, j) with 1 < i < j d n 
and z(i, j) = 1 for all i in [ 1, n]. Let 0 be an element of S,. Then there exists 
a sequence of positive integers p( 1) < ... < p(m) <n and a sequence 
b(l)c . . . c b(m) of nonempty bivectors (both depending on f3) such that b(i) 
is in the set Q(2,n,p(i))nQ(2,n-1) for all iE[l,m], b(i)#b(i+l) for 
all iE [l, m) and 
i=m 
I(& Z, R) = c W(i), Z RI, 
i=l 
where D(i) = D(n, b(i), p(i)) for all i in [l, m]. 
ProoJ If 8 = pn then Z(0, Z, R) =0 and hence the assertion holds 
vacuously. From now on assume that I3 # pn. For each p in [ 1, n) let Q*(p) 
denote Q(2, n, p, p) n Q(2, n - 1) and define 
fw PI = {b E Q*(P) I8 G n(b, PI and 46) < I}. 
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Note that since F((e, p) contains the empty bivector, F(tI, p) is a nonempty 
subset of Q*(p). Let a(p) denote the union of all bivectors in F(0, p). Then 
it follows from Proposition 9, Proposition 15, and Proposition 26 that 
Z(D,, Z, R) c Z(0, Z, R), where D, = D(n, u(p), p). Since D(n, 0) is non- 
empty, Proposition 17 implies that there exists p in [ 1, n) with a(p) non- 
empty. Furthermore D(n, 0) is a subset of the union of Z(D,, Z, R) for 
16 p < n. Therefore we have 
p=n-1 
40, Z, R) = c W,, Z R). 
p=l 
Next, define u*(p) to be the union of bivectors a(l), . . . . a(p) and D: = 
D(n, u*(p), p). Observe that Z(D(n, u(i), p), Z, R) c Z(Dj, Z, R) for 
1 < i < p < n. Hence we obtain the equality 
p=n-1 
Z(e, Z, R) = c Z(D,*, Z, R). 
p=i 
Clearly each u*(p) is an (n, p)-admissible bivector (not necessarily 
p-trimmed) in 52(2, n- 1) and u*(i)cu*(j) for 1 < i<jcn. Finally, let 
p(l)< ..A <p(m) be the unique sequence of positive integers such that 
p(m) < n, u*(i) is the empty bivector for 1 ,< ic p(l), u*(i) = u*(p(r)) for 
p(r)<i<p(r+l), l<r<m,anda*(i)=u*(p(m))forp(m)<i<n. Alsolet 
b(i)=u*(p(i)) for all i in [l, m]. Evidently 
i=m 
Z(e, Z, R) = c W(i), Z, RI, 
i= I 
where D(i) = D(n, b,(i), p(i)) for all in [ 1, m]. 1 
Remark. Let b*(i) = T(p(i), b(i)) f or all i in [l, m]. Then b*(i) is a 
p( i)-trimmed, (n, p( i))-admissible bivector in Q( 2, n - 1 ), and D(i) = 
D(n, b*(i), p(i)) (see Proposition 6) for all i in [l, m]. If n(i) denotes the 
permutation n(b*(i), p(i)) then it follows from Proposition 26 that 
Z(n(i), Z, R) = Z(D(i), Z, R) 
for all i in [l, m]. Consequently we obtain 
Z( 0, Z, R) = c Z(n(i), Z, R). 
i=l 
Observe that if all elements of F(0, p) are n-triangular, for 1 < p <n, then 
each b(i) is n-triangular for 1 < i<m. Assume that 8 #p, and let 
F*(6,p)=(b~Q*(p)lf3<n(b,p) and A(b)=l], wherep is in [l,n). Let 
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F*(e) denote the union of sets F*(& p) for all p in [l, n). Then F*(B) is 
nonempty. If F*(8)= {b,, . . . . b,) and ~~=rnin{p~b,~F*(~, p)} for 1 <i<Z, 
then we have 
i=/ 
w-4 z, RI = 1 m(i), 2, RI, 
i= I 
where z(i) = n(bi, sj) for 1 <i < 1. 
3. BRUHAT DECOMPOSITION OF THE FLAG VARIETY 
This section consists of a brief account of Bruhat decomposition and its 
geometric aspects. For a more general theory (which will not be needed 
in this article) the reader may refer to “Groupes et Algebres de Lie” 
(chapitres 4, 5, 6) of Bourbaki. 
(3.1). Let k be a field, n be a positive integer, V be an n-dimen- 
sional vector-space over k, and let GL(n, k) be the multiplicative group of 
all n x n invertible matrices g = [ g(i, j)] with g( i, j) E k for all (i, j) E 
[ 1, n] x [ 1, n]. By a (full) flag on V we mean a sequence V,, . . . . V, of sub- 
spaces of I/ such that Vi c Vi+, for all i E [ 1, n) and dimension of Vi = 
dim V, = i for all in [ 1, n]. Let F(V) denote the set of all flags on V. Let 
E = {e,, . . . . e,} be a basis of V. For a matrix g in GL(n, k) and an integerj 
in [ 1, n J define a vector u( g, j, E) = g(f, j) e, + . . . + g(n, j) e,. Then, note 
that the set (u(g, 1, E), . . . . v( g, n, E)} is a basis of I/. For each i E [ 1, n] let 
Vi(g, E) denote the subspace of V spanned by the set, (u(g, 1, E), . . . . 
u(g, i, E) ). Clearly the sequence V,(g, E) ,..., V,(g, E) is a flag on Y and we 
shall denote it by $(g, E). We define 4(E): GL(n, k) + F(V) to be the map 
which sends g to &g, E). Observe that 4(E) is surjective. Furthermore, it is 
easy to see that #(g, E) = #(h, E) if and only if g = hb for some b E B(n, k), 
where B(n, k) is the subgroup of GL(n, k) consisting of all upper-triangular 
matrices. By G/B we shall denote the set of all left cosets of B(n, k) in 
GL(n, k). Then it follows that d(E) induces a bijection of G/B onto F(V). 
Henceforth we shall identify G/B with F(V) without an explicit reference to 
the map 4(E). 
(3.2). Let [g(i, j)] = g E GL(n, k) and m be in [0, n]. We say that 
g is in m-canonical form if, for each r E [ 1, m], there exists an integer 
e(m, g, r) in Cl, n] with 
I 
1 if j = r and i = O(m, g, r), 
g(i,j)= 0 if j=randi>B(m, g,r), 
0 if j>randi=Qn,g,r), 
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for all (i, j) E El, n] x [ 1, n]. Let C[m] denote the set of all matrices g in 
GL(n, k) which are in m-canonical form. Observe that C[O] = GL(n, k) 
and C[m + l] c C[m] for all m in [0, n]. Also observe that each 
permutation matrix in GL(n, k) is in C[m] for all m E [0, n]. If m E [ 1, n] 
and gE C[m] then it follows from the definition that the map e(m, g): 
[ 1, m] -+ [ 1, n] given by r -+ e(m, g, r) is an injection. In particular when 
gf C[n], the map 0(n, g) is a permutation of [ 1, n]. Since each per- 
mutation matrix is in n-canonical form, the map e(n): C[n] + S, (where S, 
denotes the group of all permutations of [ 1, n]) given by g -+ e(n, g) is 
surjective. 
LEMMA 1. Let m be in [0, n] and g be in C[m J. Then there exists a 
matrix b (depending on g) in B(n, k) such that gb E C[m + 11. 
ProojY Let g=[g(i,j)], where (i,j)E[l,n]x[l,n], and let 
A = {il iE [l, n] with g(i, m + 1) #O}. Note that since gE GL(n, k), A is 
nonempty. Let t = max A and further let ,J E k be such that g( t, m + 1) A = 1. 
Set 
I 
1 if i#m+ 1 and i= j, 
b(i, j) = 
A if i=m+l=j, 
-3Lg(4 i) if i=m+ 1 and j>i, 
0 otherwise, 
for all (i, j) in [ 1, n] x [ 1, n]. Clearly the matrix b = [b(i, j)] is in B(n, k). 
For i, j in [ 1, n] let h(i, j) = x g(i, I) b(1, j), where the sum ranges over all 1 
in [l, n]. Then the matrix h = [h(i, j)] is precisely the product gb. Let 
e(m + 1, h): [l, m + l] + [l, n] be the map given by r + e(m + 1, h, r), 
where 
if rE [l,m], 
if r=m+l. 
Since h( i, j) = g(i, j) for all j in [ 1, m] and i in [ 1, n], we have 
I 
1 if j=randi=B(m+l,h,r), 
h(i, ij)= 0 if j = r and i > e(m + 1, h, r), 
0 if j > r and i = t?(m + 1, h, r), 
whenever iE[l,n] and je[l,m]. Second, for all ie[l,n], h(i,m+l)= 
Ag(i,m+l), yielding h(t,m+l)=l, h(i,m+l)=O if i>t as well as 
h(i,m+l)=O if m+l>r with i=B(m+l,h,r). Finally, for all j in 
(m+ 1, n], i in [l,n] we have h(i, j)=g(i,j)-Ag(i,m+ l)g(t, j) and 
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hence h(i, j) = 0 if i = 0(m + 1, h, r) for any TE [ 1, m + 11. This proves h to 
be in C[m+l]. 1 
LEMMA 2. Let m be an integer in [l, n] and g= [g,(i, j)] as well us 
h = [h(i, j)] be two matrices in C[m]. Zf there exists b E B(n, k) with h = gb 
then g(i,j)=h(i,j)for all iE [l,rt] andjE [l,m]. 
Proof: We shall prove this by induction on m. Since h(i, 1) = 
g(i,1)6(1,1)fori~[1,n]andbecauseb(1,1)#0,wehaveh(i,1)=0ifand 
only if g(i, 1) = 0. Therefore e(m, h, 1) = 0(m, g, 1). Now we get 
1 = h(t, 1) = g(t, 1) b( 1, 1) = b( 1, l), where t = 0(m, h, t) and thus h(i, 1) = 
g(i, 1) for all ie [l, n]. This settles the case m = 1. Now assume m to be 
greater than 1 and h(i,j)= g(i, j) for all jE [l, m), iE [l, n]. Then we 
also have t&m, h, r) = e(m, g, r) for all r E [l, m). Now 0= h(t, m) = 
C g(t, 1) b(l, m) = g(t, 1) b(l, m) = b( 1, m), where the sum ranges over all 
ZE Cl, n] and where t = e(m, h, 1) = e(m, g, 1). If e is the least integer in 
[ 1, n] with b(e, m) # 0 (such an e exists since b E GL(n, k)) then e cannot 
be less than m, otherwise by setting t, = 0(m, h, e) = Qm, g, e) we get 
0 = h(t,, m) = C g(t,, l)b(l, m) = g(t,, e)b(e, m) = b(e, m), which is a con- 
tradiction. On the other hand, since b E B(n, k), b(i, m) = 0 for all iE (m, n] 
thus we must have e=m. It follows that h(i, m)= g(i, m) b(m, m) for 
all i E [ 1, n] and hence h(i, m) = 0 if and only if g(i, m) = 0, yielding 
e(m, h, m) = e(m, g, m). Now b(m, m) = 1 and consequently h(i, j) = g(i, j) 
foralliin [l,n]andjin [l,m]. 1 
THEOREM 1. Let H be a left coset of B(n, k) in GL(n, k) then 
card( H n C[n] ) = 1, where card stands for cardinality. 
ProojI From repeated applications of Lemma 1 it follows that for 
each gE GL(n, k) there exists b E B(n, k) with gbE C[n], thus 
card(Hn C[n] B 1. But Lemma 2 shows that two distinct elements of 
C[n] cannot be in a same left coset of B(n, k) and hence 
card(Hn C[n]) = 1. 1 
In view of the above theorem we may identify C[n] with G/B and 
thereby with P’(V). The map e(n): C[n] + S, induces a surjective map 
8: F(V) + S, via the above-mentioned identifications. For a permutation 
r E S, let W(z) be {~EF( V) 1 ecf) = r}. Then the sets W(z), for various 
permutations t, are mutually disjoint subsets of F(V) giving us a decom- 
position of F(V), i.e., F(V) = LI W(r) (where the union ranges over entire 
S,). We shall call this decomposition the canonical Bruhat decomposition of 
4 0 
(3.3). Let [g(i, j)] = g E GL(n, k) and let m be an integer in [0, n]. 
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We say that g is in m-anti-canonical form if, for each r in [ 1, m], there 
exists an integer 8(m, g, r) in [ 1, n] such that 
d&j)= 0 
i 
1 if j=randi=&m,g,r), 
if j = r and i < 8(m, g, r), 
0 if j>randi=&m,g,r), 
for all (i, j) in [ 1, n] x [ 1, n]. Let c[m] denote the set of all matrices g in 
GL(n, k) which are in m-anti-canonical form. Observe that c[O] = 
GL(n, k) and c[m + l] c d[m] for all m in [0, n]. Also observe that each 
permutation matrix in GL(n, k) is in c[n]. If m E [ 1, n] and g E c[m] then 
it follows from the definition that the map 8(m, g): [ 1, m] + [ 1, n] given 
by r + &m, g, r) is an injective map. In particular when g E c[n], the map 
8(n, g) is a permutation of [ 1, n]. Since each permutation matrix in 
GL(n, k) is in e[n], the map e(n): e[n] + S, given by g + &n, g) is a 
surjection. By methods similar to those employed in Lemma 1, Lemma 2, 
and Theorem 1, we obtain the following three results. 
LEMMA 3. Let m be in [0, n] and ge c[m]. Then there exists a matrix 
b E B(n, k) (depending on g) with gb E c[rn + 11. 
LEMMA 4. Let m be in [l, n] and let g, h be two matrices in c[m] such 
that h = gb for some b E B(n, k). Then, g(i, j) = h(i, j) for all i in [ 1, n] and 
allj in [l, m]. 
THEOREM 2. Let H be a left coset of B(n, k) in GL(n, k) then 
card( H n c[n] ) = 1, where card stands for cardinality. 
As before, the above theorem enables us to identify c[n] with G/B and 
thereby with F(V). The map d(n): c[n] --+ S, induces a surjective map 
4 F(V) -+ S, which gives us a decomposition LI k(r) = F( V), where 
I&‘(z) = {f E F( V) 1 d(f) = T} and the union ranges over all permutations z 
in S,. We shall refer to this decomposition as the anti-canonical Bruhat 
decomposition of F(V). 
(3.4). Now we list some well-known facts about F(V). For the 
proofs and further details concerning these facts, the reader may refer to 
C181. 
(3.4.1). F(V) is a nonsingular projective variety of dimension 
in(n - 1). Henceforth we shall adopt a more suggestive notation FL(n) to 
denote F(V). 
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(3.4.2). For each r in S,, W(r) as well as p(r) are isomorphic 
to afline-spaces over k. (Hence they are referred to as Bruhat cells.) If r 
denotes the identity permutation in S,, then l@(z) is an alTine-space of 
dimension $r(n - 1) whereas W(r) is a zero-dimensional cell, i.e., a point of 
FL(n). This point is called the distinguished point of FL(n). 
(3.4.3). For a permuation r in S, let X(t) denote the (Zariski) 
closure of W(7) in FL(n) and let V(7) denote the afine variety X(7) n I@(I). 
Then X(r) is called a Schubert-subvariety of FL(n) and V(z) is Zariski- 
dense in X(7) for all permutations 7 in S,. 
(3.4.4). For each 7 E S,, varieties X(7) and V(7) are irreducible 
and X(7) = LI W(0), where the union ranges over all permutations 8 in S, 
with 867. In particular the point W(z) lies on X(7) (and hence on V(7)) 
for all 7~s~. 
(3.4.5). Let x(i, j) be an indeterminate over k for each (i, j) with 
1 < i < j < n. Denote the polynomial ring k[x(i, j) 11~ i < j < n] by R. Let 
Z = [z( i, j)] be an n x n matrix such that z( i, j) = 0 if i > j, z( i, j) = x( i, j) if 
i c j, and (z(i, i) = 1 for all (i, j) with 1 < i < n and 1 < j < n. If we regard R 
as the afline coordinate-ring of G(r), then for each BE S, the ideal 
I(& Z, R) (see (2.14)) of R is the defining ideal of V(0). 
(3.4.6). For 8, 7 in S,, we have X(7) c X(e) if and only if 
V(t) c V(e) if and only if r G 8. Thus I(& 2, R) c 1(7,-Z, R) if and only if 
7 G 8. 
(3.4.7). For eES,, let H(e)={(i,j)l l<i<jdn with e(i)<e(j)} 
and let h(8) = card H(0). Then we have codimension A’(O) = codimension 
v(e)=h(e) for all e in S,. 
4. DETERMINANTAL LOCI 
(4.1). In this section n will denote an integer in [Z, co), R will 
denote a commutative ring with unity, and Z= [z(i, j)] will denote an 
n x n matrix with entries in R. A subset 9 of Z (or, strictly speaking, a sub- 
configuration Y of Z) is called a ladder in Z if there exists a bivector b in 
52(2, n - 1) with 9 = (z(i, j) 1 (i, j) E L(n, 6)). In such a case there is a uni- 
que bivector b with this property and it will be referred to as the shape of 
9. Note that 3 is empty if and only if its shape is empty. If P’i, . . . . 9,,, are 
ladders in Z of shapes b, , . . . . b,, respectively, then their union is a ladder in 
Z of shape bl u ... u b, whereas their intersection is a ladder in Z of 
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shape b,n ... nb,. A ladder in Z is said to be p-trimmed if its shape is a 
p-trimmed bivector, and it is said to be (n, @admissible (resp. 
n-triangular) if its shape is an (n, &admissible bivector (resp. an 
n-triangular bivector). If 9 is a ladder in Z of shape b and if p is a positive 
integer, then by Z(p, 9, R) we mean the ideal Z(D, Z, R), where 
D = D(n, b, p). Let 9, Y* be ladders in Z of shapes b, b*, respectively. 
Then 9’ is said to be a sub-ladder of 9* if b c b*. In this case we write 
Yc~*; furthermore, if b# b* then we write 9<9*. If ~cC* and 
p < q are positive integers then its is evident that Z(p, 9, R) c Z(q, Y*, R). 
For a positive integer p and a ladder 9 in Z of shape b, let T(p, 9) denote 
the ladder in Z of shape T(p, b). Then note that T(p, 9) is a p-trimmed 
ladder and Z(p, 9, R) = Z(p, Y*, R), where 9* = T(p, 2). Henceforth we 
shall assume that z(i, i) = 1 for 1 < i < n and z(i, j) = 0 for 1 6 i < j < n. 
From Proposition 26 of (2.14) we obtain the following. 
THEOREM 1. Zf p is a positive integer and 9 is an (n, p)-admissible 
ladder in Z then there exists a permutation t in S, such that Z(p, 9, R) = 
Z(G Z RI. 
Similarly from Proposition 27 of (2.14) we obtain the following. 
THEOREM 2. Let z be a permutation in S. Then there exist positive 
integers p1 < ... < pm and (n, pi)-admissible ladders x. in Z for 1 6 i < m 
such that m<n, 9, < ... ~9~ and Z(T,Z, R)=Z(p,,YI, R)+ . . . + 
Z(P,, -%, R). 
Now assume that R=k[Z] =k[z(i,j)I 1 <j<i<n], where k is a field 
and z( i, j) is an indeterminate over k for 1 6 j -C i < n. Let V(p, 9) denote 
the affme variety defined by the ideal Z(p, 9, R), where p is a positive 
integer and 9’ is an (n, p)-admissible ladder in Z. From (3.4.5) it follows 
that, for an element r of S,, the aftine Schubert variety V(r) is defined by 
the ideal Z(r, Z, R). Thus, as a consequence of Theorems 1 and 2 we get the 
following theorem. 
THEOREM 3. For a positive integer p and an (n, p)-admissible ladder 9 
in Z there exists z in S, such that V(z) = V(p, A?) (ideal-theoretically). 
Furthermore for any T in S, there exist positive integers p1 c . . . < pm and 
(n, pi)-admissible ladders z. in Z, where 1 < i< m, such that m c n, 
Y,< ..- < Ym and V(r) = V(p,, =YI) n . . n V(p,, Ym) (again, this holds 
ideal-theoretically). 
Remark. Let b, b* be two bivectors in 52(2, n - 1) and p 2 q be positive 
integers such that b is an (n, p)-admissible, p-trimmed bivector, and 
similarly b* is an (n, q)-admissible, q-trimmed bivector and b t b*. Then 
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the above theorem in conjunction with (3.4.6) shows that z(b*, q) < 
4P? b). 
It is easy to verify that a nonconstant minor of Z is an irreducible 
polynomial. Hence, V(p, 9) is a l-dimensional variety if and only if 9 is a 
square of size p with 16 p <n. Combining this observation with the above 
theorem we obtain: 
THEOREM 4. For z in S, the affine variety V(z) is 1-codimensional (in 
F&‘(z)) if and only if V(z) = V(p, Z’), w h ere 9 is a square ladder of size p 
(i.e., ifb=(b,,b,) is the shape of Y then J(b)=1 and b,(l)=p=b,(l) 
with 1 d p d n. 
If 9’ is an n-triangular ladder in Z then for any positive integer p, 
Z(p, 9, R) is a homogeneous ideal in the polynomial ring R and therefore 
V(p, 9) is a cone. Similarly for an element t of S, if the ideal Z(r, Z, R) is a 
homogeneous ideal in R then the variety V(T) is a cone. It follows that V(t) 
is a 1-codimensional cone if and only if the square associated to it is an 
n-triangular ladder in Z. Hence there are [n/2] such cones, where [n/2] 
denotes the greatest integer not exceeding n/2. In general it is not clear 
whether V(s) is a cone only if it is an intersection of V(p, 9’)‘s where the 
ladders 9 are n-triangular in Z. 
(4.2). Let A, denote the subset of S, consisting of all permutations 
0 such that V(O) = V(p, 9) for some positive integer p and some ladder 9 
in Z. For a permutation r in S, let n,(z) denote the set of all 8 in /i, with 
r < 0 and let n,*(r) be the set of all minimal elements (with respect to the 
Bruhat-order) of /i,(r), adopting the convention that 437) is the empty 
set if n,(7) is empty. Note that unless 7 = P,,, n,*(7) is nonempty. As a con- 
sequence of Theorem 3 we have V(7) = fi V(e), where the intersection 
ranges over all 8 in /i,*(z). Employing the cell-decomposition of X(7) and 
the fact that V(7) = X(7), in conjunction with Theorems 3 and 4, we obtain 
the following theorem. 
THEOREM 5. For each 7 ES, we have X(7) = fiA’(t9) (set-theoretically), 
where the intersection ranges over all elements 8 of the set A,*(z). There are 
exactly n - 1 Schubert divisors (subvarieties of codimension one) in the flag 
variety FL(n) and if X(z) is a Schubert divisor then n,*(z) = {z}. 
By a rectangular ladder in Z we mean a ladder 9’ in Z of shape b with 
A(b) = 1. An afline Schubert variety V(7) is said to be determinantal, if 
V(7) = V(p, 9) for some positive integer p and some p-trimmed rec- 
tangular ladder 9 in Z. In this case the corresponding Schubert variety 
X(7) is said to be a determinantal-type Schubert variety. It has been shown 
that Schubert divisors are determinantal-type Schubert varieties. Note that 
DETERMINANTAL LOCI 29 
FL(n) = X(p,) is not a determinantal-type variety according to the above 
definition. Let p be a positive integer and let 9 be a p-trimmed rectangular 
ladder in 2 of shape b. Set m, = b,( 1) and m2 = b,( 1). Assuming that 9 is 
(n, p)-admissible, we get 0 < p - 1 < m2 < n - ml + p d n. Conversely, if 
e, < e2 < e3 is a sequence of integers with 0 <e, and e3 Q n then setting 
p*=e,+ 1, b:(l)=e,, and bT(l)=n-e,+e,+l we see that the rec- 
tangular ladder Y* in Z of shape b* = (b:, b;) is a p*-trimmed, (n, p*)- 
admissible ladder. It is easy to verify that x(b, p) = x(6*, p*) if and only if 
p=p* and b = b*. Hence there are exactly i (n + 1) n(n - 1) = (“: ‘) deter- 
minantal-type Schubert subvarieties of FL(n). Furthermore, if 2 is a 
p-trimmed (n, p)-admissible rectangular ladder of shape b = (b,, b,) in Z 
then it is easy to see that V(p, 2) is a variety of codimension 
(b,(l)-p+ l)(b,(l)-p+ 1). For a positive integer I let N(r) denote the 
set of all divisors s of r such that 1 < s + (r/s) < n. If 1 < r d &z(n - 1) then a 
straightforward computation shows that there are exactly C(n + 1 - s - r/s) 
determinantal-type Schubert variaties of codimension Y, where the sum 
ranges over all s in N(r). Observe that for an r 3 an2 there does not exist 
any determinantal-type Schubert variety of codimension r, because in this 
case N(r) is empty. Now in view of the remark following Proposition 27 
(see (2.14)) it is evident that each Schubert variety X(r) is an intersection 
of determinantal-type Schubert varieties (set-theoretically). We compile the 
above facts in the following. 
THEOREM 6. There are (n : l) d t e erminantal-type Schubert subvarieties of 
FL(n) and each of these has codimension <an’. Furthermore, each Schubert 
subvariety of FL(n) is an intersection of determinantal-type Schubert 
varieties. 
Remark. From the description of a basis for the multihomogeneous 
ideal of X(r) given in [ 191 it follows that the intersections in Theorem 5 
and Theorem 6 are ideal-theoretic. 
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