New type Paley-Wiener theorems for the modified multidimensional Mellin and inverse Mellin transforms are established. The supports of functions are described in terms of their modified Mellin (or inverse Mellin) transform without passing to the complexification.
Introduction
The modified multidimensional Mellin transform M γ : R n + → R n is defined by
The transform M γ is the restriction of the classical Mellin transform [3] to the imaginary space γ + iR n . Its inverse has the form
For references on the Mellin transform in L 2 (R n ) see [3] . The theory of the Mellin transform on L p in the one-dimensional case is treated in [6] . In the multidimensional case it can be easily obtained from similar results for the multidimensional Fourier transform [5] by using an exponential change of variables. In particular, the Plancherel theorem has the form 1
for the Mellin transform (1) , and the form
for the inverse Mellin transform (2) . Similarly, the Hausdorff-Young inequality has the form
, 2 ≤ p < ∞,
for the Mellin transform (1) and the form
for the inverse Mellin transform (2) . Hereafter q is assumed to be the conjugate exponent of p (i.e., p −1 + q −1 = 1), and C is a universal constant. In this paper we apply the transmutation operator method to establish a relation between the support of a function f on R n + and differentiability properties of its Mellin transform M γ f as well as the support of a function f * on R n and differentiability properties of its inverse Mellin transform M −1 γ f * . The classical Paley-Wiener theorems for integral transforms translate the information on the support of a function to the growth order of its transform in the complex plane. Here we investigate the support of a function only in terms of its Mellin (or inverse Mellin) transform without passing to the complexification. Similar "real variable" results have been obtained for the Fourier transform [1, 2, 7, 8] , the Hankel transform [10] , the Y-transform [9] , and the Airy transform [11] .
By a, b, c, . . ., we denote real numbers, whereas α, β, γ, . . ., will denote n-tuples of real numbers, R n + is the set of all n-tuples of positive real numbers, τ = (τ 1 , . . . , τ n ) is always assumed to belong to R n + , and α = (α 1 , . . . , α n ) is a multi-index, τ aξ−b = τ
2. The Paley-Wiener theorem for the Mellin transform
Lemma
Let Ω ⊂ R n and g, Q be defined on Ω such that
. ., and let Q be continuous on Ω. Then
Here supp g denotes the support of the function g, that is, the smallest closed set, outside of which the function g vanishes almost everywhere.
Proof. The case g ≡ 0 is trivial, since in this case supp g = Ø. Let now g ≡ 0. We define a measure µ on Ω by
We have
Since µ(Ω) = 1, we have Lp(Ω) = 1, we obtain formula (7). 2
Let P (τ ) be a polynomial with real coefficients. It is not difficult to see that
Hence, P (−iD ξ ) is a transmutation operator for the Mellin transform
Notice that the domain Ω P (ln) may be unbounded and nonconvex.
Theorem
In particular, a function f has support belonging to a domain Ω P (ln) if and only if
Proof. It is sufficient to consider the case f ≡ 0. The function (1 + | ln
Applying the Plancherel theorem for the Mellin transform (3) to formula (11) we obtain
Invoking Lemma 1.1 with
Formula (12) follows now from (15) and (14).
Because supp f ⊂ Ω P (ln) if and only if sup τ ∈supp f |P (ln τ )| ≤ 1, hence from formula (12) we get formula (13) . 2
Taking n = 1 and P (t) = t/r, where r hereafter always denotes a positive number, we obtain
Corollary
A function f * is the Mellin transform M γ of a square integrable function f vanishing almost everywhere outside the interval [e −r , e r ] if and only if
By S(R n ) we denote the Schwartz' space of rapidly decreasing and smooth functions, and by S γ (R n + ) the set of functions f : R n + → C n such that e γξ f e ξ ∈ S(R n ). The Mellin transform M γ is a bijection from the space S γ (R n + ) onto the space S(R n ).
Theorem
For any function f from S γ (R n + ) the following relation holds
In particular, a function f * ∈ S(R n ) is the Mellin transform M γ of a function f vanishing outside the domain Ω P (ln) if and only if
Proof. The case f ≡ 0 is trivial, so we assume that f ≡ 0.
Suppose that 2 ≤ p < ∞. Applying the Hausdorff-Young inequality (5) for the Mellin transform to formula (11) we get
Therefore, by Lemma 1.1 we have lim sup
Let now 1 ≤ p < 2. By virtue of the Hölder inequality we obtain
applying the Plancherel theorem (3) for the Mellin transform to formula (22), from formula (21) we get
. Therefore,
By induction one can show that
Therefore, lim sup
(26) Let now p = ∞. By virtue of the Hölder inequality we have
Hence,
Consequently, by Lemma 1.1 we obtain lim sup
Since f ∈ S γ (R n + ), we have M γ f ∈ S(R n ). The function M γ f and its partial derivatives vanish at infinity, therefore, integration by parts gives
(30) Hence, by the Hölder inequality,
Because f ∈ S γ (R n + ), the function f satisfies the condition of Theorem 1.1. Consequently, applying formula (12) we obtain
In formula (31) replacing M γ f by P (−iD ξ )M γ f we have
.
Since P (ln τ )f (τ ) ≡ 0, then P (−iD ξ ) M γ f ≡ 0, and applying again formula (12) we have
Hence, from (32) and (34) we get lim inf
Formula (35) together with formulas (20), (26) and (29) give formula (17). 2
The Paley-Wiener theorem for the inverse Mellin transform
For the inverse Mellin transform (2), the following formula holds
Hence, P (iτ 1−γ D τ τ γ ) is a transmutation operator for the inverse Mellin transform M −1
γ . Put Ω P = {ξ ∈ R n : |P (ξ)| ≤ 1}. The domain Ω P may be unbounded and nonconvex. For example, the domain Ω P with P (ξ) = ξ 
Theorem
Let (1 + |ξ| 2 ) k f * (ξ) ∈ L 2 (R n ) for all k = 0, 1, . . .
. Then the following relation holds
In particular, a function f * has support belonging to a domain Ω P if and only if
Proof. It is sufficient to consider the case f * ≡ 0. We have (1 + |ξ|
. ., if and only if the partial derivative (τ
belongs to L 2 (R n + ) for all multi-indices α. Hence, , . . . , 1 2 for the inverse Mellin transform to formula (36) we obtain
Using Lemma 1.1 with g = f * , p = 2, Ω = R n , Q = P , we have
Hence, formula (37) follows. In particular, sup ξ∈supp f * |P (ξ)| ≤ 1 if and only if supp f * ∈ Ω P . Consequently, formula (38) follows. 2
Taking n = 1 we get
Corollary
A function f is the inverse Mellin transform M 
for all k = 0, 1, . . . , and
Indeed, we can take P (x) =
. Then Ω P = [−r, r] and P it
, hence, we obtain
Theorem
For any function f * from S(R n ) the following relation holds
In particular, a function f ∈ S 1/p (R n + ) is the inverse Mellin transform M
−1
1/p of a function f * ∈ S(R n ) vanishing outside the domain Ω P if and only if
Proof. The case f * ≡ 0 is trivial, so we assume that f * ≡ 0.
Suppose that 2 ≤ p < ∞. Applying the Hausdorff-Young inequality (6) with γ = 1 p , . . . , to formula (36) we obtain
Hence, by Lemma 1.1,
Let now 1 ≤ p < 2. By virtue of the Hölder inequality we have
Since
applying the Plancherel theorem (4) with γ = to formula (48), from formula (47) we get
Therefore,
Let now p = ∞. We have
Consequently, by virtue of Lemma 1.1,
The Parseval equation for the inverse Mellin transform (2) has the form
Taking h
and
(58) Therefore, by the Hölder inequality,
Since f * ≡ 0, we have τ
1/p f * ) (τ ) ≡ 0, and therefore,
Consequently, applying Lemma 1.1 we obtain
In formula (56) replace h * (ξ) by P 2k−1 f * (ξ) and g * (ξ) by P (ξ)f * (ξ). We have
Consequently,
Applying the Hölder inequality we get
Lq(R n )
Since P (ξ)f * (ξ) ≡ 0, we have τ .
Hence, from (60) and (63) we get lim inf
Formula (64) together with formulas (46), (52) and (55) give formula (43). 2
Remark. The classical Paley-Wiener theorems for the Fourier and other integral transforms describe only functions with bounded or convex supports, and by means of analytic properties and growth order of their transforms in the complex domain. On the other hand, Theorems 1.2 and 2.2 characterize also functions with unbounded and nonconvex support. Even in the one-dimensional case, Corollaries 1.1 and 2.1 differ from the classical Paley-Wiener theorems since inequalities (16) and (42) do not require estimation in the complex domain.
