Abstract. We solve the problem of characteristic numbers of elliptic curves in any dimensional projective space. The answers are given in the form of effective recursions. A C++ program implementing most of the recursions is available upon request.
introduction
Computing the charateristic numbers of curves in projective spaces is a classical problem in algebraic geometry: how many curves in P r of given degree and genus that pass through a general set of linear subspaces, and are tangent to a general set of hyperplanes? These types of problems have provided a wealth of inspiration for classical algebraic geometers, such as Schubert, Zenthen, Mailard, and have been one of the main drives of the development of intersection theory. They have achieved remarkable success despite the technology of their time (in mathematical and literal sense). For example, Schubert has correctly computed the number of twisted cubics in P 3 that are tangent to 12 quadric surfaces (5, 819, 539, 783, 680) , and this represents the summit of enumerative geometry at the time (see [KSX] ).
However, not until recently are characteristic numbers computed in certain generality, as all of the results obtained by classical algebraic geometers are bounded by degree. Moduli space of stable maps provide a powerful tools to attack characteristic numbers problems of curves with low genus. The case of rational space curve of any degree was solved in [P1] . The author actually gave algorithms to compute intersections of divisors on M 0,n (r, d) and derived characteristic numbers as a corollary. However, if one is only interested in the characteristic numbers, then a small tweak would give a much faster and easier to implement algorithm. The case of elliptic plane curves, any degree, was solve in [V2] . The difficulty to extend that result to P r was due to two factors. Firstly, there was yet a result calculating incidence-only (no tangency) numbers for elliptic space curves in any dimensional projective space. Secondly, because the tangency divisor on M 1,n (r, d) is related to the divisor of elliptic curves with fixed j-invariant, hence one also needs to compute the characteristic numbers of elliptic curves with fixed j-invariant. The latter was solved in a separate paper by the author ( [N1] ). The algorithms for characteristic numbers of genus two plane curves were given in [GKP] , although no actual numbers were shown.
In this paper, we solve the full characteristic numbers problem for elliptic curves in projective spaces by using the moduli space of stable maps. Note that, even in the incidence-only case our result is already new. For example, no incidence-only characteristic numbers for elliptic curves in P 4 and P 5 have been computed. The number of elliptic curves in P 3 were computed in [G] and the proof was scheduled to appear in another paper. However, the In the case of rational curve, the WDVV equation is a rational equivalence of divisors, hence we can pull back via the forgetful morphism and obtain a relation on the stable map space. This is no longer true for the genus one stable map space. The reason is that Getzler relation is a rational equivalence of codimension 2 strata on M 1,4 , and that the forgetful morphism M 1,4 (r, d) * → M 1,4 have fibre dimensions that could jump : for example, the preimage of the stratum δ 2,2 , has two components, one of which is of codimension 2, and the other is a Weil divisor. We can get around this as follows. First we use enough enumerative constraints to cut down the space M 1,n (r, d) * into a 2-dimensional family. Then we pushforward via the forgetful morphism, and then intersect with Getzler's relation. As a result we obtain a relation of the enumerative invariants of elliptic curves with that of rational curves, rational cuspidal curves, and elliptic curves with fixed j invariants. The first is well-known, and the latter two were computed in [N2] and [N1] respectively.
To go from incidence-only to full characteristic numbers, we study the relation between the tangency divisor and the incident and boundary divisors. We will not obtain a rational equivalence, due to the present of enumeratively irrelevant divisors, those that are intersections of M 1,n (r, d)
* with other components. However, we obtain a numerical equivalence whenever we intersect with only curves in M 1,n (r, d)
* that has empty intersection with the irrelevant divisors. This is true for 1-dimensional families of elliptic curves cut down by enumerative constraints, so this is enough for our purpose.
The structure of this paper is as follows. In Section 2, we introduce basic notions such as various stacks of stable maps and the enumerative constraints. In Section 3 we review Getzler's relation and give an example of using the relation to count elliptic curves. In Section 4, we give the recusion computing incidence-only numbers of elliptic space curves based on Getzler's relation. In Section 5, we give the recursions computing full characteristic numbers of elliptic space curves. We end with some tables with numerical examples in Section 6.
The author would like to thank Ravi Vakil for many helpful suggestions and some of the arguments used in this paper, and for suggisting this problem.
Definitions and Notations
2.1. The moduli space of rational and elliptic curves in P r . We denote M 0,n (r, d) the Kontsevich compactification of the moduli space of genus zero curves with n marked points of degree d in P r . Let M 1,n (r, d) * be the main component of the moduli space of stable maps of genus one, that is, the closure of the locus of maps with smooth domains. We will also use the notation M 0,S (r, d) and M 1,S (r, d) where the markings are indexed by a set S.
2.2.
The constraints and the ordering of constraints. We will be concerned with the number of curves passing through a constraint, and each constraint is denoted by a (r + 1)-tuple ∆ as follows : (i) ∆ (0) is the number of hyperplanes that the curves need to be tangent to.
(ii) For 0 < i ≤ r, ∆(i) is the number of subspaces of codimension i that the curves need to pass through.
In [N1] and [N2] , the constraints may have (r + 2) coordinates because we want to impose conditions on the node or cusp, but we will not need that here.
Note that because in general a curve of degree d will always intersect a hyperplane at d points, introducing an incident condition with a hyperplane has the same effect as that of multiplying the enumerative number by d. For example, if we ask how many genus zero curves of degree 4 in P 3 that pass through the constraint ∆ = (1, 2, 3, 4, 0), that means we ask how many genus zero curves of degree 4 pass through three lines, four points, are tangent to one hyperplane, and then multiply that answer by 4 2 . We will also refer to ∆ as a set of linear spaces, hence we can say, pick a space a in ∆.
We consider the following ordering on the set of constraints, in order to prove that our algorithm will terminate later on. Let r(
2 , and this will be our rank function. We compare two constraints ∆, ∆ using the following criteria, whose priority are in the following order. We only proceed to using the next criterion if using the current one give us a tie.
• If ∆(0) > ∆ (0) then ∆ < ∆ .
• If ∆(0) = ∆ (0) and ∆ has fewer non-hyperplane elements than ∆ does, then ∆ < ∆ .
• If r(∆) < r(∆ ) then ∆ < ∆ .
Informally speaking, characteristic numbers where the constraints are more spread out at two ends are computed first in the recursion. We write ∆ = ∆ 1 ∆ 2 if ∆ = ∆ 1 + ∆ 2 as a parition of the set of linear spaces in ∆.
2.3. The stacks R, N , C, N R, RR, RR 2 , E, ER, ERR, RER . We list the following definitions of stacks of stable maps that will occur in our recursions. 1) Let R(r, d) be the usual moduli space of genus zero stable maps, M 0,0 (r, d).
2) Let N (r, d) be the closure in M 0,{A,B} (r, d) of the locus of maps of smooth rational curves γ such that γ(A) = γ(B). Informally, N (r, d) parametrizes degree d rational nodal curves in P r .
3) Let CU(r, d) be the closure in M 0,{C} (r, d) of the locus of maps of smooth rational curves γ such that the differential γ (C) is zero. Informally, C(r, d) parametrizes degree d rational cuspidal curves in P r .
4)
Let E(r, d) be the main component of the moduli space of genus one stable maps
2 ) where the fibre product is taken over evaluation maps ev C to P r .
6) Similarly we can define
(the projections are evaluation maps e C ) of the locus of maps γ such that γ(A) = γ(B). We call maps in this family rational two-nodal reducible curves.
9) We define J (r, d) to be the closure in E(r, d) of the locus of maps whose domains are smooth and have a fixed but generic j-invariant. The enumerative geometry of this stack is studied in [N1] . 2.4. Stacks of stable maps with constraints. Let F be a stack of stable maps of curves into P r . For a constraint ∆, we define (F, ∆) be the closure in F of the locus of maps that satisfy the constraint ∆. For maps of reducible source curves, tangency condition include the case where the image of the node lies on the tangency hyperplane, as the intersection multiplicity is 2 in this case. For a stack F that is supported on a finite number of points then we denote #F to be the stack-theoretic length of F.
If F is a closed substack of the stacks N R, RR, ER then we denote (F, Γ 1 , Γ 2 , k) to be the closure in F of the locus of maps γ such that the restriction of γ on the i−th component satisfies constraint Γ i , and that the image of the node lies on a codimension k subspace. We use the notation (F, ∆, k) if we don't want to distinguish the conditions on each component. If k is 0 we omit it from the notation.
If F is a closed substack of the stack RR 2 then we denote (F, Γ 1 , Γ 2 ) to be the closure in F of the locus of maps γ such that the restriction of γ on the i−th component satisfies constraint Γ i . We use the notation (F, ∆).
If F is a closed substack of the stacks ERR, RER then we denote (F, Γ 1 , Γ 2 , Γ 3 ) to be the closure in F of the locus of maps γ such that the restriction of γ on the i−th component satisfies constraint Γ i . We use the notation (F, ∆) if we don't want to distinguish the conditions on each component.
The enumerative geometry of all the stacks defined above are known, except for the stacks that involve E. But the enumerative geometry of the stacks ER, RER, ERR can be easily deduced from that of E (see [N1] , Section 3). Note the small difference between the notation here and in [N1] , [N2] , as we have remove some conditions on the nodes as they are not necessary.
Getzler's relation on M 1,4
We review some of the basic intersection theory on M 1,4 and especially Getzler's relation. For a more complete treatment see [G] . Consider the moduli space M 1,4 with the S 4 action by permuting the marked points. In [G] , the following S 4 -invariant codimension 2 strata are defined:
Getzler computed the intersection matrix of these cycles and found a non-trivial null vector 12δ 2,2 − 4δ 2,3 − 2δ 2,4 + 6δ 3,4 + δ 0,3 + δ 0,4 − 2δ β ∼ = 0 These cycles are understood stack-theoretically. Pandharipande gave a beautiful argument in [P3] showing that the above relation is actually a rational equivalence, by using the auxilliary space of admissible covers.
Note that it is easy to get relations on M 1,n induced by WDVV. Let δ 0 be the boundary stratum of irreducible nodal curves on M 1,n . We have a map η : M 0,n+2 → M 1,n by identifying the last two marked points. Pushing forward the WDVV relation on M 0,n+2 yields a relation on M 1,n . Unfortunately, these type of relations does not help us counting elliptic curves cause the general curves in the strata involed in the relations do not have a smooth elliptic component. Now as an example, we use Getzler's relation to compute a trivial example.
Example 3.1. There is 1 elliptic cubic in P 3 that passes through 3 points and 6 lines.
Proof. The 3 point conditions determine the plane of the elliptic cubic. The other 6 conditions translate to 6 other point conditions for a smooth plane cubic. There is 1 elliptic plane cubic through 9 points is a fact followed easily from linear algebra. We give another proof using Getzler's relation. Call the number of elliptic cubics satisfying the given constraint X. First we consider a 2-dimensional of F maps γ on M 1,A,B,C,D (3, 3) * satisfying the following conditions : -γ(A), γ(B), γ(C), γ(D) each belongs to a general plane. -The image of γ passes through 3 point and 4 lines. By elementary dimension counting it is easy to see that F is 2 dimension. Let p : M 1,4 (r, d) * → M 1,4 be the forgetful morphism. Now we intersection G = p * (F) with the Getzler's relation.
-G ∩ δ 2,2 : There are no map of elliptic curves with degree 1. Maps of degree 2 are double covers, but with incidence-only constraints, these will not contribute. Thus the degree on the elliptic components are 3 and the two rational twigs are contracted. (We will see in Section 4 and 5 that the maps that contracted the elliptic component do not contribute either). For each possible way of distributing the marked points on the two rational twigs we see that the count is X, thus we have 3X in total. Multiply this by the coefficient of δ 2,2 we get 36X.
-G ∩ δ 2,3 : Argue similarly, the two rational twigs must contract. Then the node on the elliptic curve must satisfy incidence conditions of 3 of the points of A, B, C, D (whichever on the contracted components). Thus we get the numbers of elliptic curves passing through 4 points and 4 lines, multiplied by 3 due to a marked point on the elliptic component satisfying a hyperplane condition. But this is 0 cause an elliptic cubic is planar and cannot pass through 4 general points.
-Similarly G ∩ δ 2,2 and G ∩ δ 2,4 are 0.
-G ∩ δ 0,3 : If the rational twig is contracted, then we get the numbers of nodal plane cubics passing through 4 points and 3 lines, which is 0. If the genus 1 component is contracted, then by a result in section 4, the resulting image curve has a cusp (corresponding to the node on the domain). The cusp must satisfy an hyperplane incidence condition. By dimension counting, the contribution in this case is also 0.
-G ∩ δ 0,4 : Similarly, if the rational twig get contracted, then there is no contribution. If the genus 1 component gets contracted, then we the number of rational cuspidal cubic curves passing through 3 points and 4 lines. Translating this to the plane curve counting problem we get the number of rational cuspidal cubic passing through 7 points, which is 24. There are 4 marked points each satisfying a hyperplane condition, and each map has automorphism group of order 2. Thus the total contribution is 3 4 · 24/2 = 972.
In general, counting maps with this type of domains (RR 2 ) is not trivial, and an algorithm for this is given in [N1] . In this particular example, however, it is easy. If any of the twig gets contracted, we have rational nodal curve with conditions on the node, but by simple dimension counting we see that there is no contribution. Thus the pair has to be line-conic intersecting at 2 points. The 3 points conditions determine the plane for this pair, so we can translate this into a plane curve counting problem. How many pair of line-conics passing through 7 points. The answer is 1, multiplied by the number of ways to distribute the conditions, which is 7 2 = 21. We also have incidence on the marked points, especially on the conics (each contributes a factor of 2). For each marked points distribution, the contribution is 2 2 = 4. There are six total ways to distribute the marked points. Thus the total contribution of this stratum is 21 · 4 · 6 = 504. Multiplying with the coefficient of the stratum, we get 504 · (−2) = −1008.
Thus we end up with the equation 36X + 972 − 1008 = 0 hence X = 1.
4. Incidence-only characteristic numbers of elliptic space curves via
Getzler's relation
First we need a lemma to tell us which maps can occur as boundary of the main component
The Euler characeristic is an important invariant in a family of curves. It is 1 minus the arithmetic genus. The Euler characteristic can be defined for any scheme X as the Euler characteristic of its structure sheaf χ(X). The following lemma is useful to compute Euler characteristic of reducible curves.
Lemma 4.1. Euler characteristic satisfies the inclusion-exclusion property. That is, if S 1 , S 2 are two subschemes of an ambient scheme, then χ(
Proof. We have the following exact sequence of sheaf on S 1 ∪ S 2 :
where all the sheaves on smaller schemes are pushforwarded to S 1 ∪ S 2 . The identity follows from the fact that Euler characteristic is additive along an exact sequence. Proposition 4.2. Let γ : (C, S) → P r be a map in M 1,S (r, d) * (d = 1) from a nodal, n-pointed curve C of arithmetic genus one that contracts a connected union of irreducible components having total arithmetic genus one. Let R j 's ( 1 ≤ j ≤ m) be the non-contracting rational tails and let n j be the intersection of R j with the contracted subcurve. Then the images of the tangent vectors to R j 's at n j 's are not independent.
Proof. First note that contracted subcurve has arithmetic genus one, hence each R j intersects it at exactly one point. Let C → B be a one dimensionsinal family with general fibers smooth of genus 1 and the central fiber being C. If γ contracts the central fiber then it factors through a contraction c : C → C . The central fiber of C , denoted by C consists m rational twigs connected at one node. However, the tangent vectors to these twigs at the node are not independent for the following reason. The Euler characteristic of the general fiber is 0 (equals 1− the arithmetic genus), and this is a constant of the fibers in the family. If the tangent vectors were independent, then the node (with the intersection scheme structure ) is reduced, and by a repeat application of Lemma 4.1, we see that the Euler characteristic would be 1. It follows that the images of the tangent vectors in P r are also not independent.
Using the lemma, one can see that the following loci are intersections of the main component with other components. For 1 ≤ m ≤ r, M m 1,n (r, d) is the closure of the locus of maps γ having the following property: -The domain of γ has a smooth elliptic component joined with m rational tails R j at the node n j . -γ has degree 0 on the elliptic component, and the images of the tangent vectors to R j at n j are linearly dependent.
For m = 1, the image curve has a cusp, for m = 2, the image curve is a two-component rational curves meeting at a tacnode. In general , for m ≤ r the image curve has a m-fold elliptical singularity. For m > r, M We are now ready to derive a recursion counting elliptic space curves. First we need some notations. Let ∆ be a constraint such that ∆(0) = 0, and assume i ≥ 2 is an index such that ∆(i) ≥ 2. Let p , q be two subspaces in ∆ of codimension i. Let h, k be two general hyperplanes in P r and let p, q be subspaces of codimension i − 1. The following constraints are derived from ∆ : -∆ by removing p and q . -∆ 0 by removing p , q but adding a codimension i − 1 and a codimension i + 1 subspaces.
-∆ 1 by removing p , q but adding a codimension 2 and a codimension 2(i − 1) subspaces. -∆ 2 by removing p , q but adding a hyperplane and a codimension 2i − 1 subspace. -∆ c by removing p , q but adding p, q, h, k. We denote 1 ST be the indicator function where ST is a logical statement. Let S 4 acts on the set {p, q, h, k}. It is easy to see that ∆ i , 0 ≤ i ≤ 2 is of lower rank than that of ∆.
Theorem 4.3. We have the following recursive formula, providing the left-hand side is finite (it is understood that if a constraint contains the empty subspace then the corresponding enumerative term is automatically 0).
Proof. We consider the moduli space M 1,4 (r, d) * , where there is a one-to-one correspondence µ : set of marked points → {h, k, p, q}. Let F ⊂ M 1,4 (r, d) * be the subfamily cut out by the constraint ∆ and the condition that γ(P i ) ∈ µ(P i ) for each mark point P i . F is either empty or 2-dimensional. If F is empty then all the summands in the equation are 0 so there is nothing to prove. Assume F is 2-dimensional. Let G be the pushforward of F under the forgetful morphism M 1,4 (r, d) → M 1,4 . We intersect G with Getzler's relation. -G ∩ δ 2,2 : If the elliptic component is contracted, then by Proposition 4.2, then there are two possibilities for the image curves. It can be a two-component rational curves intersecting at a tacnode. By simple dimension counting (it lies in a family of one fewer dimension than that of a rational cuspidal curve) we see that the image curves (of those in F that contract the elliptic component) move in a family of 3 dimension fewer than F. But F is 2-dimensional so, this loci must be empty. The other possibility is again two-component rational curve, but one has a cusp at the intersection. Dimension counting again shows that this locus on F is empty. (Note that if F has at least 3 dimensional , then these loci are generally not empty and are in fact a divisor on F. However, a contributor to the dimensions of these loci comes from varying the two nodes on the elliptic components, which is irrelevant for enumerative reason). If both rational components are contracted, then we either get (2 + 1 (i=2) )#(E(r, d), ∆) depending on if p is 1-dimensional. If p is not 1-dimensional, then we also get #(E(r, d), ∆ 1 ). Next, if 1 of the rational tails is contracted, then we get 1 4
The factor 1/4 comes from the fact that permuting marked points on the same rational tail gives us the same stratum. If non of the rational tails are contracted, then the contribution is 1 8
The factor 1/8 comes from the fact that permuting marked points on each tail and permuting the two tails give us the same stratum (given that we consider all possible degree distributions, contrary to the situation in the previous remark, where one of the tail is contracted while the other is not). 12 is the coefficient of δ 2,2 in Getzler's relation.
can be found similarly, and these summands explain all the terms until the first N R term.
-G ∩ δ 0,3 : If the nodal elliptic component is contracted, then by Proposition 4.2, we must have a cuspidal curve joined with a smooth rational curve by a node. But this locus on F must be empty since a smooth rational cuspidal curve is moving in a 2 dimensions fewer family than that of a smooth elliptic curve (a general member of F). The rational tail can not be contracted also : if it were contracted , then moving the marked points on the rational tail (one-dimensional family) change the map but does not change the image curves, meaning than the image curves can not satisfy all the enumerative constraint. Thus non of the components can be contracted, and we have the contribution from this stratum is 1 6
The factor 1/6 comes from the fact that we can permute the marked points on the rational component, and the factor 1/2 comes from the fact that we can permute the branches over the node of the image for maps in N (r, d).
-G ∩ δ 0,4 : Argue similarly, the rational tail can not be contracted. If the nodal elliptic component is not contracted, then the contribution is
If the nodal elliptic component is contracted, then the contribution is 1 2 #(S, ∆ c )
The factor 1/2 comes from the fact that any map that contracts the nodal elliptic component has automorphism group of order 2.
-G ∩ δ b : Argue as above, we can show that non of the rational bridges can be contracted. The contribution is 1 8
We can permute the marked points on each component and permute the two component themshelves, hence the factor 1/8. The factors 1/2 comes from the fact that we can permute two branches over one of the node of the image for maps in RR 2 (r,
Except the terms involving E(r, d), all other terms can be computed either from algorithms in [N1] and [N2] or recursively. For example ER terms ERR and RER can be computed using the "splitting the diagonal" method described in Section 3 of [N1] . The term E(r, d i ) for i = 0, 1, 2 can be assumed known by induction since ∆ i is of lower rank than that of ∆.
Note that we can choose p , q being any two subspaces in ∆ having same codimensions: they could be two points, two lines, two planes etc. For each choice we have a different recursion. Hence a good check of the formulas is that different choices giving same numbers. We have confirmed this is true for all elliptic space curves in P 3 , P 4 , P 5 of degree at most 5, and so far no contradiction has been found.
Characteristic numbers of elliptic space curves
In this section we give a recursive formula counting elliptic space curves with tangency conditions. First we need the following lemma.
Lemma 5.1. Let ∆ be a constraint, and F a family of maps in
Then the maps in F do not contract an elliptic component. Moreover, the number of maps in F whose images are tangent to a general hyperplane is given by
where I is the number of maps in F satisfying top incident condition, J is the number of maps in F whose domain is a smooth elliptic curve having a fixed j-invariant (j is not 0 or 1728), and R i is the number of rational tails of domains of maps in F that are mapped with degree i.
Proof. The loci of maps that contract an elliptic component are at most divisors on M 1,0 (r, d). Since we can change such maps by moving the nodes on the elliptic component without changing the images, the images must move in a family of at most 2 dimensions fewer than those of maps of smooth elliptic curves. Since F is one-dimensional, and enumerative constraints impose conditions on the image curves only, this shows those loci must be empty. Let T , H be the divisor on F corresponding to tangency condition and top incidence condition respectively. Assume the F is represented by the total family π : C → F and a map µ : C → P r . Let H be a general hyperplane in P r . Then D = µ (−1) H is a smooth curve in C and T is given by the branch divisor of the covering π : D → F. Thus
where the last equality follows from adjunction. It is easy to see that I = H · F = π * (D 2 ). Let R be the divisor of C corresponding to rational tails, and let δ 0 be the divisor of C corresponding to nodal elliptics. Then we have
This follows from Theorem 12.1 in [BPV] , corrected by the rational tails. Since δ 0 is equivalent to the locus of fibers having fixed j-invariant, we have
Using the lemma, we can easily deduce the following result.
Theorem 5.2. Let ∆ be a constraint with ∆(0) > 0. Let ∆ be the constraint derived from ∆ by removing a tangency condition and adding a top incidence condition. Let ∆ be the constraint derived from ∆ by removing a tangency condition. Then we have the following equality, provided the left-hand side is finite.
This gives a recursive formula for all characteristic numbers of elliptic space curves with at least one tangency condition. The characteristic numbers #(J (r, d), ∆ ) were computed in [N1] .
Numerical examples
In this section we give numerical examples of characteristic numbers of elliptic curves of low degree in P 2 , P 3 , P 4 , P 5 . For elliptic curves in P 2 and P 3 of low degrees, we give all characteristic numbers. For curves in higher dimensional projective spaces, we give a random sample of these numbers as there are too many possible characteristic numbers (in addition to long running time). Note that degree 2 elliptic curves are understood as degree 2 covers of P 1 .
0 (4, 2) 2 (5, 1) 10 (6, 0) 45/2 Table 1 . Degree 2 elliptic plane curves.
64 (4, 5) 256 (5, 4) 976 (6, 3) 3424 (7, 2) 9766 (8, 1) 21004 (9, 0) 33616 Table 2 . Degree 3 elliptic plane curves. Table 5 . Degree 6 elliptic plane curves. 3424 (6, 2, 2) 18560 (6, 4, 1) 116768 (6, 6, 0) 836480 (7, 1, 2) 47936 (7, 3, 1) 269440 (7, 5, 0) 1809040 (8, 0, 2) 114248 (8, 2, 1) 553176 (8, 4, 0) 3439024 (9, 1, 1) 1024404 (9, 3, 0) 5768584 (10, 0, 1) 1774680 (10, 2, 0) 8656240 (11, 1, 0) 11875120 (12, 0, 0) 15480640 Table 6 . Degree 3 elliptic curves in P 3 . Table 11 . Some characteristic numbers of elliptic space curves of degree 5 in P 4 . Table 12 . Some characteristic numbers of elliptic space curves of degree 3 in P 5 .
