Part-of-speech (POS) tagging and named entity recognition (NER) are crucial steps in natural language processing. In addition, the difficulty of word segmentation places extra burden on those who deal with languages such as Chinese, and pipelined systems often suffer from error propagation. This work proposes an endto-end model using character-based recurrent neural network (RNN) to jointly accomplish segmentation, POS tagging and NER of a Chinese sentence. Experiments on previous word segmentation and NER competition datasets show that a single joint model using the proposed architecture is comparable to those trained specifically for each task, and outperforms freely-available softwares. Moreover, we provide a web-based interface for the public to easily access this resource.
Introduction
Natural language processing (NLP) tasks often rely on accurate part-of-speech (POS) labels and named entity recognition (NER). Moreover, for languages that do not have an obvious word boundary such as Chinese and Japanese, segmentation is another major issue. Approaches that attempt to jointly resolve two of these tasks have received much attention in recent years. For example, Ferraro et al. (2013) proposed that joint solutions usually lead to the improvement in accuracy over pipelined systems by exploiting POS information to assist word segmentation and avoiding error propagation. Recent researches (Sun, 2011; Qian and Liu, 2012; Zheng et al., 2013; Zeng et al., 2013; Qian et al., 2015) also focus on the development of a joint model to perform Chinese word segmentation, POS tagging, and/or informal word detection.
However, to the best of our knowledge, no existing system can perform word segmentation, POS tagging, and NER simultaneously. In addition, even though there are methods that achieved high performances in previous competitions hosted by the Special Interest Group on Chinese Language Processing (SIGHAN) 1 , there is no off-the-shelf NLP tools for Traditional Chinese NER but only two systems for word segmentation and POS tagging, which poses a significant obstacle for processing text in Traditional Chinese. These problems motivate us to devise a unified model that serves as a steppingstone for future Chinese NLP research.
In light of the recent success in applying neural networks to NLP tasks (Sutskever et al., 2014; Lample et al., 2016) , we propose an end-to-end model that utilizes bidirectional RNNs to jointly perform segmentation, POS tagging, and NER in Chinese. This work makes the following major contributions. First, the proposed model conducts multi-objective annotation that not only handles word segmentation and POS tagging, but also can recognize named entities in a sentence simultaneously. We also show that these tasks can be effectively performed by the proposed model, achieving competitive performances to state-of-the-art methods on word segmentation and NE recognition of previous SIGHAN shared tasks. Moreover, our system not only outperforms off-theshelf NLP tools, but also provides accurate NER results. Lastly, we provide an accessible online API 2 that has been utilized by several research groups. Figure 1 : Overview of the encoder-decoder model with attention mechanism. Character embeddings C 1 to C n of the input sentence is sequentially fed into the bidirectional LSTM, and the concatenated output is multiplied by attention weights and sent to the decoder for predicting the tag sequence T 1 to T n . For simplicity, multiple layers of encoder and decoder as well as dropout layers between them are omitted. Figure 1 illustrates the overview of our model, which in essence is an encoder-decoder (Sutskever et al., 2014) with attention mechanism (Luong et al., 2015) . The input is a sequence of Chinese characters that may contain named entities, and the output is a sequence of POS tags and possibly NEs in the form of BIES tags. Our model mainly consists of: embedding layer, recurrent encoder layers, attention layer, and decoder layers. Detailed description of these layers are as follows.
Methods
Embedding Layer converts characters into embeddings (Mikolov et al., 2013) , which are dense, low-dimensional, and real-valued vectors. They capture syntactic and semantic information provided by its neighboring characters. In this work, we utilize pre-trained embeddings using word2vec and over 1 million online news articles. Recurrent Encoder Layers use LSTM, or Long Short-Term Memory (Hochreiter and Schmidhuber, 1997) , cells which have been shown to capture long-term dependencies (Greff et al., 2017 ). An LSTM cell contains a "memory" cell c t and three "gates", i.e., input, forget, and output. The input gate modulates the current input and previous output. The forget gate tunes the content from previous memory to the current. Finally, the output gate regulates the output from the memory. Specifically, let x t be the input at time t, and i t , f t , o t correspond to input, forget, and output gates, respectively. c t denotes the memory cell and h t is the output. The learnable parameters include W i,f,o,c and U i,f,o,c . They are defined as:
where "•" denotes the element-wise product of vectors and σ represents the sigmoid function. We employ a straightforward extension named Bidirectional RNN (Graves et al., 2005) , which encodes sequential information in both directions (forward and backward) and concatenate the final outputs. In this way, the output of one time step will contain information from its left and right neighbors. For tasks such as POS and NER where the label of one character can be determined by its context, bidirectional learning can be beneficial. Attention Layer is proposed by Luong et al. (2015) in an attempt to tackle the problem of finding corresponding words in the source and target languages when conducting machine translation. It computes a weighted average of all the output from the encoder based on the current decoded symbol, which is why it is also named "Global Attention." We consider it to be useful for the current tasks based on the same reasoning as using bidirectional encoding. Finally, Recurrent Decoder Layers take the sequence of output from the attention layer and project them onto a Vdimensional vector where V equals the number of possible POS and NE tags. The loss of the model is defined as the averaged cross-entropy between a output sequence and true label sequence.
Experiments
Test corpora from five previous SIGHAN shared tasks, which have been widely adopted for Traditional Chinese word segmentation and NER, were used to evaluate the proposed system. Besides the participating systems in the above shared tasks, we also compare with existing word segmentation toolkits Jieba and CKIP (Hsieh et al., 2012) . The word segmentation datasets were taken from SIGHAN shared tasks of years [2003] [2004] [2005] [2006] [2007] [2008] , and NER dataset is from 2006. We follow the standard train/test split of the provided data, where 10,000 sentences of the training set are used as the validation set. Details of the word segmentation and NER datasets are shown in Table 1 and 2, respectively. Three metrics are used for evaluation: precision (P), recall (R) and F 1 -score (F), defined by
For word segmentation, a token is considered to be correct if both the left and right boundaries match those of a word in the gold standard. For the NER task, both the boundaries and the NE type must be correctly identified. We implemented the RNN model using pytorch 4 . The maximum sentence length is set to 80, where longer sentences were truncated and shorter sentences were padded with zeros. The forward and backward RNN each has a dimension of 300, identical to that of word embeddings. There are three layers for both encoder and decoder. Dropout layers exist between each of the recurrent layers. The training lasts for at most 100 epochs or when the accuracy of the validation set starts to drop.
Results and Discussion
Note that since we combined external resources, performances of the compared methods are from the open track of the shared tasks. Table 3a lists the results of the RNN-based models and top-performing systems for the word segmentation subtask on the Academia Sinica (AS) dataset. First of all, RNNs exhibit consistent capabilities in handling data from different years and is comparable to the best systems in the competition. In addition, it is not surprising that the RNN YA model perform better than RNN CU . Nevertheless, our method can be further improved by integrating the CU06 corpus, demonstrated by the results from Gao et al. (2005) 95.8 Yang et al. (2003) 90.4 Low et al. (2005) 95.6 Chen et al. (2005) 94.8 Zhao et al. (2006) 95.9
Jacobs and Wong (2006) 95.7 Wang et al. (2006) 95.3 Chan and Chong (2008) 95.6 Mao et al. (2008) Ma and Chen (2003) 95.6 Gao et al. (2005) 95.4 Peng et al. (2004) 94.6 Yang et al. (2003) 87.9 Low et al. (2005) 96.2 Chen et al. (2005) 94.5 Zhao et al. (2006) 97.7 Wang et al. (2006) 97.7 Jacobs and Wong (2006) 97. Table 3b , all of the RNN models show considerable decrease in F-score. We postulate that it may be due to the training data, which is processed using an external tool focused on texts from a different linguistic context. It is also reported by ) that segmentation criteria in AS and CU datasets are not very consistent. However, by fusing two corpora, the RNN CU06+YA can even surpass the performances of CKIP. Finally, comparison with Jieba validates that the RNN model can serve as a very effective toolkit for NLP researchers as well as the general public. Table 4 lists the performances of proposed models and the only system that participated in the open track of the 2006 SIGHAN NER shared task. We can see that RNN CU06 outperforms the model from , confirming RNN's capability on jointly learning to segment and recognize NEs. Interestingly, RNN YA obtains a much lower F-score for all NE types. And RNN CU06+YA can only obtain a slightly better F-score for person recognition but not the overall performance of RNN CU06 , even with the combined corpus. We believe that boundary mismatch may be a major contributing factor here. We also observe that there are a large number of one-character NEs such as abbreviated country names, which can not be easily identified using solely character features. 
Conclusions
We propose an end-to-end model to jointly conduct segmentation, POS and NE labeling in Chinese. Experimental results on past word segmentation and NER datasets show that the proposed model is comparable to those trained specifically for each task, and outperforms freely-available toolkits. Additionally, we implement a web inter-face for easy access. In the future, we will integrate existing knowledge bases, in order to provide a more advanced tool for the NLP community.
