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It is foreseen that Databases Management Systems(DBMS) of the future shall 
be able to handle a lot of non-standard data representation. These data are 
often represented by spatial data. Spatial Access Method(SAM) are the data 
structures and algorithms to organize and retrieve the spatial data. In the past, 
little work has been done in developing a parallel spatial access method using 
multiple processors and multiple disks to improve the access of spatial data. 
The thesis investigates parallel processing of R-trees, spatial access method, 
using multiple processors and multiple disks. Due to the high complexity of the 
spatial data, we consider the case where one disk page contains one index key 
only. We build our work on existing R-trees and parallel schemes. We have 
constructed some experiments to demonstrate the effectiveness of our design. 
We first study the frequently cited spatial data structure “ R-tree" and the 
parallel approaches for R-tree. We propose a new parallel spatial access method, 
named Parallel Binary R-tree, which accelerates the costly node access of the 
R-tree. Applying Parallel Binary R-tree on Multiplexed R-tree, we propose 
Multiplexed Parallel R-tree for data base servers which the multimedia data are 
presented in high dimensional space. 
We then study the performance of R-tree using Parallel Binary R-tree for 
node access. Finally, we compare the searching performance of Super Node, 
Space partition, and Multiplexed Parallel R-tree. 
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During the last decade, Non-standard computer application such as robotics, 
computer vision, computer aided design, geographical information system, mul-
timedia data base, and so on are widely used[6]. These applications process and 
manipulate a large sets of non-standard data which are usually represented by 
spatial data. 
Because of the distinct differences between conventional data representation 
such as text, numbers, and so on, and spatial data, we have to develop new 
management schemes to store, update, and access the spatial data. As the 
complexity of the spatial data are usually high, it requires much more processing 
power and computing resources to manage them. 
1.1 Problems and Definitions 
1.1.1 Spatial Data 
Spatial Data are points, lines, rectangles, volumes, and so on in a multidimen-
sional space. When the number of dimensions is n, we represent a spatial data 
by n vectors(bounding values). The n bounding values represent the minimum 
bounding rectangle(MBR) which covers the data objects. 
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The bounding values [maXi, m m J for dimension i describes the extent of the 
data object A along dimension i. For every point S in A, maxi is the minimum 
value and mini is the maximum value such that maxi > Si > mini. 
Without lost of generality, we normalize the coordinates, and assume that 
all the spatial data are in the n dimensional unit cube E^ = [0,1]^. Hence for 
every i, 1 > maxi > mirii > 0. 
Assumpt ion 1.1.1 We assume the value ofn is very large such that the spaces 
required to store these large representation of spatial data fits into one disk page. 
Assumption 1.1.1 gives a specific case only, in reality, an index entry may fit 
into e disk pages where e is an integer value. 
1.1.2 Spatial Queries 
The searching of the spatial objects consists of two steps[l]: 
1. Filtering: 
Find all objects whose MBR intersects the query rectangle. 
2. Refinement: 
For those objects, check whether they really fulfill the query condition 
of that specific query. 
The spatial queries include[15, 4]: 
Point Query Given a point r G E^, find all n dimensional rectangles p G E^ 
such that T G p. 
Rectangle Overlapping(Range Query) Given a n dimensional rectangle a G 
E�find all n dimensional rectangles p G E^ such that a fl p + 0. 
2 
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Rectangle Enclosure Given a n dimensional rectangle a G E�find all n 
dimensional rectangles p G E^ such that p 2 cr. 
Rectangle Containment Given a n dimensional rectangle a G E�find all n 
dimensional rectangle p G E^such p C a. 
Spatial Joins This query is used to combine spatial objects of two sets accord-
ing to some spatial properties. In most cases the spatial join predicate 
will specify some geometrical relationship between matched objects, such 
as distance, intersection, containment and so on. The efficient processing 
of a spatial join is extremely important since its execution time is super-
linear in the number of spatial objects of the participating relations, and 
this number of objects may be very large[4, 8 . 
Since the result of range query is the super set of the other 4 queries, we will 
consider the performance of the range query only. 
1.1.3 Spatial Access Method 
Since traditional data structures can be used to store one-dimensional data, 
like integer, real numbers, and string, the underlying structures, they are not 
sufficient for manipulation of more complex data. Several Spatial Access Meth-
ods(SAM) have been proposed for handling these data. SAMs are data structure 
and algorithm to organize and manage the spatial data so that the data can be 
retrieved efficiently. 
Most of the SAMs use a hierarchical structure to manage the data. Hierarchi-
cal data structures are useful because of their ability to focus on the interesting 
subsets of the data[14]. A recent survey can be found in [14, 8’ 11]. R-tree[9 
and its variants: packed R-tree[13], R*-tree[3], and R+-tree[16] are among the 
most common cited and popular SAMs. 
3 
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l A A Motivations 
In the past, most of the SAMs proposed are using single processor and single 
disk architecture. Recently, several parallel SAMs have been proposed because 
of the following reasons: 
1. Increase the Database capacity. 
2. Increase the throughput. 
3. Minimize the response time. 
1.2 Architecture for Parallel SAM 
The architecture of a parallel SAM consists of r processors connected by a 
network(bus), see figure 1.1. Each processor has a local disk attached. When a 
query arrives, the transaction manager will submit the request to the processors. 
The messages are sent through the network. 
During the searching, a message will be sent to a processor if it stores the 
disk pages required for that query. Each processor has a non-preemptive request 
queue. The request for reading a page(or a node) will be put at the end of the 
queue and will be executed if it is the head of the queue. 
According to the content in the page(node) and the parallel algorithm ap-
plied, the processor will sent a message to the processors for accessing next 
pages(nodes) through the network in order to complete that query. 
1.2.1 Parameters 
Definition 1.2.1 Service time is defined as the time between the submission of 
a query and the end of access for the last disk page in that query, 
4 
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I I Def in i t ion 1.2.2 Let a be the arrival rate of the query in term of number of 
•,i 
I 
4 query per second. 
i j 
I Def in i t ion 1.2.3 Waiting time is defined as the time between the query sub-
I mitted and the start of accessing the first page in the R-tree for that query. 
i 
j 
j Since the inter-query arrival time is ^ seconds, the current query should be 
started execution before the next query is submitted. 
j 
=i 
� Def in i t ion 1.2.4 A database system is saturated when the waiting time is equal 
1 to ^. 
•^ a 
-d 
I Def in i t ion 1.2.5 A database system is overloaded when the waiting time is 
= ^ 1 3 greater than -. 
二 If the database system is overloaded, the length of the request queue will 
5 be increased infinitely. Hence we can measure the throughput of the system by 
: finding the maximum query arrival rate such that the database system is not 
:j over-loaded. 
H The constraints determining the throughput and the service time of the par-
i allel SAM includes: 
1 1. Number of processors 
^ 
肖 2. Disk access time � 
"3 
,1 
t 3. Data processing time 
， 
1-. . . 
J 4. Processor-to-Processor communication time — 
3 5. Allocation of the data among the disks 
j 6. Data distribution in the unit space 
7. Properties of the queries 
6 
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1.3 Objectives of the thesis 
In order to accelerate the searching of the spatial database, this thesis develops 
algorithms and architecture based on existing spatial access methods and parallel 
algorithms. 
We propose a parallel SAM based on R-tree which fulfills the requirements[7, 
10]: 
Scalable No distinguished processor will be a bottleneck. As a corollary, queries 
with large search rectangle should activate as many processors as possible. 
M i n i m u m Load Queries with small search rectangle should activate few pro-
cessors so that other processors can be used to handle concurrent queries. 
1.4 Overview of the thesis 
In chapter 2, we will review the literature on R-trees. We start with the dis-
cussion of the most commonly cited SAM, R-tree. We then move on to present 
different approaches in designing a parallel R-tree using multiple processors and 
multiple disks. 
In chapter 3，we will compare the different designs of parallel R-trees. We 
will evaluate the performance of the parallel R-trees by experimental results. 
We will draw conclusions based on the results. 
In chapter 4, we will discuss the design of Parallel Binary R-tree. We will 
evaluate the performance of Parallel Binary R-tree by constructing an analytic 
cost model and experimental results. 
In chapter 5, the extended design of Parallel Binary R-tree named Multi-
plexed Parallel R-tree will be discussed. 
In chapter 6, we will compare the performance of Multiplexed Parallel R-tree 
with the methods described in chapter 3. 
7 
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Finally, in chapter 7, we summarize our contributions and suggest possible 
future extensions to our works. 
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Rev iew of the Literature 
2.1 R-tree 
A R-tree[9] is a height-balanced tree similar to a B-tree[2, 5] with index records 
in its leafnodes containing pointers to the data objects. Each non-leaf node in an 
R-tree represents the MBR enclosing the n dimensional rectangles represented 
by the child nodes. Since the MBR of the parent node should enclose that of 
the child nodes, it is possible that the MBR contains some spare area and the 
MBRs of the sibling nodes are overlapped. 
Packed R-tree[13], R*-tree[3], and R+-tree[16] are variants SAM of R-tree. 
The structure of these variants are identical but they differentiate in the node 
splitting algorithms and re-organization techniques. 
2.1.1 Structure 
Each node in a R-tree must contain between M and m(m < 警）entries unless it 
is the root node. Every non-leaf node contains entries of the form (6>n, P) where 
0^ is the MBR associated with a child node P. Each leaf node contains entries 
of the form (0i, A) where Oi is the MBR associated with the data object A. 
The height of an R-tree containing H index records is at most | log^ H . 
9 
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Because the minimum number of entries in each node is m, the maximum number 
of nodes to hold H index records is 
H H 1 1 Ii�sgl-i H . _ . 
H + ] + . . . + i = i + E ] l (2.1) 
m m? 台 rn^ 
According to the assumption 1.1.1，the storage space required to build the R-tree 
is at most m + E j = ! " ^ ' ' ^ I & l disk pages. 
2.1.2 Searching 
The search algorithm descends the tree from the root node in a manner similar 
to a B-tree. In the following we denote an index entry by I. I.9n and LOi denotes 
the MBR part of the entry in a non-leaf node and leaf node respectively. LP 
and LA represent the child node pointer and data object pointer part of the 
entry respectively. 
Given the current node T and the query rectangle a . The searching algorithm 
for overlapping queries OSearch{T,a) is shown in Figure 2.1. The searching is 
begun where the root node is the initial node. Since the query rectangle a may 
overlap with more than one LOs in the node, therefore more than one subtrees 
should be searched. Unlike the searching in B-tree, the queries often requires 
traversing several search paths before ascertaining the presence or absence of a 
particular object in R-tree. 
For large query(large query rectangle), many child nodes will be activated 
and traversed. On the other hand, for small query(small query rectangle), few 
child nodes will be activated. 
Since more than one subtrees under a node visited may need to be searched, 
hence it is not possible to guarantee good worst-case performance. Guttman[9 
has studied the factors affecting the number of nodes should be visited in search-
ing a R-tree: 
1. The values of M and m. 
10 
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OSearch[T^ a) 
If T is a non-leaf node then 
For every I contained in T do 
If L9n n cr then 




If T is a leaf node then 
For every I contained in T do 
If I.9i n cr then 




Figure 2.1: R-tree Searching Algorithm for Overlapping Queries 
2. Node-splitting algorithms. 
2.1.3 Searching Costs 
Assumpt ion 2.1.1 We assume the average fanout of any non-leaf node is u; 
unless it is a root node. 
The expected height of the R-tree and number of leaf nodes is log^ H and | ^ 
respectively. We denote 入 as the number of data objects retrieved for a specific 
query. 
Assumpt ion 2.1.2 We assume the number of data objects retrieved X is directly 
related to the query rectangle size. 
For the result objects of a query are distributed into one subtree, dark cir-
cles in Figure 2.2a, the minimum number of nodes should be accessed, dark 
rectangles, is 
11 
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^ ^ ^ ^ 
j h f r , ^ ^ j ^ 
m m m m m m m m m 
a) The result objects are concentrated into one subtree. 
• i ^ f ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
W ^ W m m m m m m m 
b) A < ^ , The result objects are evenly distributed among the subtrees. 
^ ¾ ^ ^ ¾ ½ ^ ^ ¾ ½ 
c) A > 吾，The result objects are evenly distributed among the subtrees. 
Figure 2.2: Nodes accessed for researching 
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U o g � - i入 
| l o g w 7 7 h | l o g J | + l + E 1^1 (2.2) j=i 
For the result objects are evenly distributed(diverging) among the subtrees, 
the minimum number of nodes to be accessed depends on the value A. If A is less 
than the number of leaf nodes 吾，see Figure 2.2b, then the minimum number of 
nodes to be accessed is 
|log^A| ^ 
| l o g . i / | - | l o g . A | + E l # (2.3) i=i 
If A is larger than or equal to the number of leaf nodes, all the nodes should be 
visited, see Figure 2.2c. Hence the number of nodes to be accessed is 
|log^^^|-l ff 
1 + E 1^1 (2.4) j=i 
Considering the best case, Figure 2.3 and 2.4 show the searching cost against 
the average fanout and query size respectively. 
1 8 0 , ~ \ , , ~ ^ . . . i . 1 2 _ | ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 
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~ \ ^ 10000 • / • 
U。 - ^ , \ Z 
* concentrated, 20 objects retrieved ^ v "§ ^ 
" | 1 2 0 - o concentrated, 150 objects retrieved ^ ^ ^ ^ > ^ “ ^ ^ 
: + diverge, 20 objects retrieved ^ ^ o y ^ 
0 ^ ° ° “ X diverge, 150 objects retrieved . “ §>6000 y ^ 
, g Q . - ^ / * concentrated, 20 objects retrieved 
^ !H y ^ o concentrated, 150objectsretrieved 
1 QQ . - o 4000 • y ^ + diverge, 20 objects retrieved 
y ^ X diverge, 150 objects retrieved 
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average fanout average fanout a) nodes access cost b) disk pages access cost 
Figure 2.3: Searching cost vs. avg. fanout 
Since the cost for searching is directly proportional to the number of nodes 
examined, hence the performance of searching depends on the following factors: 
1. The number of data objects 
When the number of data increase, the performance of R-tree is degraded. 
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Figure 2.4: Searching cost vs. no. of objects retrieved 
2. The number of entries in the nodes The R-tree with larger average fanout have a better searching performance. 
3. The distribution of the data objects 
If the nearby data objects in the multidimensional space are located under 
the same subtree, the number of nodes to be accessed is reduced. 
2.1.4 Insertion 
The insertion of new data into a R-tree is similar to that of B-tree. The insertion 
algorithm Insert{Inew) where 1卿 is the new index record is shown in Figure 
2.5. The leaf node which needs the minimum enlargement of the MBR LOn 
along the parent nodes is selected for insertion of 1卿. 
When the node is full, the node will be split. The split algorithm will be 
discussed in later section. The structure of the R-tree is maintained by the 
algorithm AdjustTree shown in Figure 2.5. 
14 
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Insert{Inew) 
let T be the root node 
invoke ChooseLeaf{Inew^ T) to select the leaf node L for placing Inew 
insert Inew into L 
invoke AdjustTree[L) 
ChooseLeaf[Inew, T) 
If T is a non-leaf node then 
find an entry Is in T such that ls.0n needs the minimum 
enlargement to cover Inew.Oi. resolve ties by choosing Is with 
the smallest Ig-Oi 
continue the selection with ChooseLeaf{Inew^ h-P) 
endIf 




update every entry I in node T 
If node T has more than M entries then 
invoke SplitNode to split node T into T and T' 
If T is the root node then 
create a new root which the child nodes are T and T' 
else 
insert T' into the parent node 
endIf 
endIf 
If T is not root node 
let Tparentbe the parent node of T 
invoke AdjustTree{Tparent) 
end 
Figure 2.5: Insertion Algorithm 
2.1.5 Deletion 
The algorithm for deleting a record in R-tree is show in Figure 2.6. The al-
gorithm Delete{Id) first find out the leaf containing the index record matching 
/^. When the record is removed, the structure of the R-tree is maintained by 
15 
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CondenseTree. 
2.1.6 Splitting Algorithm 
In order to maintain the number of entries in a R-tree node, a over-loaded node 
should be split into two. The division should be done in a way that makes 
it as unlikely as possible that both new nodes will need to be examined on 
subsequent searches. Since the decision whether to visit a node depends on 
whether its covering rectangle overlaps the search area, the total area of the two 
covering rectangles after a split should be minimized. 
According to the complexity of the algorithms, Guttman[9] has classified 
three types of node splitting algorithms: 
1. Exhaustive Algorithm 
This algorithm generates all possible groupings and chooses the best to 
find the minimum area node split. The complexity is approximately 2^"^ 
which the cost is vary large. 
2. Quadratic-Cost Algorithm 
This algorithm, Figure 2.7, picks two of the M + 1 entries to the first 
elements of the two new groups by choosing the pair that would waste the 
most area if both were put in the same group. The remaining entries are 
then assigned to groups one at a time. At each step the area expansion 
required to add each remaining entry to each group is calculated, and the 
entry assigned is the one showing the greatest difference between the two 
groups. 
3. Linear-Cost Algorithm 
This algorithm is linear in M and in the number of dimensions. Linear 
split is identical to quadratic split but uses a simply version of PickSeeds, 
Figure 2.8,. PickNext simply choose any of the remaining entries. 
16 
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Delete{Id) 
let the current node T to be the root node 
invoke FindLeaf{T, Id) to locate the leaf node L containing h 
remove Id from L 
invoke CondenseTree{L) 
If the root node has only one child after adjustment then 
make the child node be the new root node 
endIf 
FmdLeaf{T, h) 
If T is no a leaf node then 
for every I in T do 
if I.0n n ld.0 




If T is a leaf node 





let Q be a empty set 
if T has less than m entries then 
add every I in T into Q 
delete T from Tparent 
else 
adjust all entries in T 
endIf 
invoke CondenseTree{Tparent) 
reinsert all entries of nodes in set Q 
Figure 2.6: Deletion Algorithm 
17 
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3 
j QuadSplit 
丨 apply PickSeeds to choose 2 entries to be the first elements 
I of the groups, assign each entry to a group 
Until all entries are assigned do 
,| invoke PickNext to choose the next entry to assign 
I add the entry to the group whose covering rectangle will have 
to be enlarged least to accommodate it. resolve ties by 
adding the entry to the group with smaller area, then to 
the one with fewer entries, then to either 
endDo 
PickSeeds 
For each pair of entries li .0 and I2.O do 
i compose a rectangle Oe covering Ii.9 and I2.Q 
calculate d = area(6>e) - area(/i.^) - area(/2.^) 
丨 endFor 
choose the pair with the largest d 
PickNext 
For each entry I not yet in a group do 
calculate di = axea increase required for group 1 to include L0 
calculate d2 二 area increase required for group 2 to include 1.6 
endFor 
choose any entry with the maximum difference between di and d2 
Figure 2.7: Quadratic Node Split Algorithm 
: LinearPickS eeds 
\ For each dimension do 
i find the entry whose MBR has the highest low side and the 
I one with the lowest high side record the separation 
] endFor 
.； normalize the separations by dividing by the width of the 
i entire set along the corresponding dimension 
j choose the pair with the greatest normalized separation 
along any dimension 
.； Figure 2.8: Linear Node Split Algorithm 
18 
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2.2 Independent R-tree 
Since the height of the R-tree grows with the size of data set, the performance 
of searching in R-tree can be improved if each processor stores and manipulates 
a subset of the data set. 
In Independent R-tree scheme, the data set is divided into r subsets. Each 
subset is assigned to a processor. Each processor builds an independent R-tree 
for indexing. Searching is executed in each processor separately, there are two 
types of data distribution[10]. 
2.2.1 Data Distribution 
The data objects are assigned to different processors in a round robin fashion. 
Every processor will store y data. Hence the data load of each processor will 
be balanced. 
However, since all the processors should be activated for all size of search 
rectangle, it violates the minimum load requirement. 
2.2.2 Space Partit ion 
The data objects are inserted into the tree according to the multidimensional 
space assigned to the processors. Since the objects may not be evenly distributed 
in the space, it is possible that most of the data are inserted into the same tree 
so that this processor becomes the bottleneck of the system. 
2.3 Super N o d e 
In this scheme, the R-tree is built by large node(super node). A super node is 
partitioned into r subnodes, each processor stores one of them only. A node is 
19 
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accessed by reading the constitute subnodes in parallel for each processor. A 
similar design of B-tree can be found in [12], [15]. 
Due to the parallel access of the node, the node access cost will be lowered, 
hence the performance of searching will be improved. However, it violates the 
minimum load requirement since all processors are activated regardless of the 
size of query. 
2.4 Mult iplexed R-tree 
In this scheme, the child nodes are distributed over the processors, see Figure 
2.9, a detail description can be found in [10]. The assignment of the nodes will 
be discussed later in this section. 
Root 
r ^^^r^^^l^^^Yr^^ I � 
T ^ " " " 2 3 ^ ^ g ^ ^ ^ i ^ ^ 
4 7 11 6 9 12 5 8 10 
\ J \ J V y 
Processor 1 Processor 2 Processor 3 
Figure 2.9: Structure of Multiplexed R-tree 
Unlike the pointer in ordinary R-tree, each pointer in multiplexed R-tree 
contains a processor ID. At each tree level, the processor of the current node 
activates the processors storing the child nodes which should be accessed at the 
next level. For a small query, only one or few processors will be activated at each 
level. For a large query which overlaps with more than one bounding rectangles, 
the nodes can be accessed in parallel by different processors. Besides, the idle 
processors can serve the other queries at the same time. hence these fulfill the 
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2.4.1 Node Allocation Algori thm 
I A survey of the processor assignment heuristics can be found in [10]. Heuristics 
丨 include: 
i 
R o u n d Rob in A new node is assigned to a processor in a round robin fashion. 
I 
M i n i m u m Area This heuristic tries to balance the area covered by each pro-
cessor. A new node is assigned to the processor with the smallest area 
covered. 
丨 M i n i m u m Intersect ion This heuristic tries to minimize the intersection area 
of the nodes assigned to the same processor. 
P r o x i m i t y Index This heuristic will assign the node to the processor with the 
lowest proximity index. 
A study done by Kamel and Faloutsos[10] shows that the node assignment al-
gorithm based on proximity index gives the best performance of searching in 
R-tree. 
Proximity is a measurement of similarity between two n dimensional rectan-
gles A and B. It is defined as the probability that a query rectangle will overlap 
both rectangles[10]. Let q be the number of queries retrieving both A and B 
and Q be the total number of queries. Thus, 
Proximityj(^A, B) = ~^ (2.5) Q 
A detail description of proximity measure will be found in appendix A. 
The proximity index PIn{0, 0 ) measures the similarity of a rectangle d with 
a set of rectangles 0 = { 0 i , . . . , 0^}- It is defined as: 
PIJ^0, 0 ) = max Proximityj{e, Bj) (2.6) 
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In assigning a subnode to a processor, let 0 be the MBR of the new node and 
0 j be the MBR of its sibling nodes being assigned to a specific processor, each 
processor calculate the PIn value. The processor having the lowest value is 
selected for that subnode. A low PIn value means that is is unlikely that a 
processor should access more than one nodes simultaneously in a query after the 
new node is assigned. 
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Comparison of Different Parallel 
R- tree M e t h o d s 
The previous works done by Kamel and Faloutsos have not considered the case 
which 1 index entry fits into 1 disk page. In order to evaluate the performance of 
different parallel R-tree methods under this assumption, we have implemented 
simulation programs on SUN sparc20 under Solaris operating system. 
The R-trees are constructed by 50000 3-dimensional cubes. One set of the 
cubes are evenly distributed in a 3-dimensional unit cube. The other set are 
distributed into 4 clusters. The objects are generated by Matlab and the side of 
the cubes are 0.00002. 
The configuration of R-tree is M = 2m. Quadratic splitting algorithm is 
used in the insertion. 
We have performed searching on different parallel R-tree to measure the 
performance of them. The query set generated by Matlab consists of 5000 3-
dimensional cubes evenly distributed in a unit cube space. The side of the cubes 
are 0.0002, 0.04 0.1 respectively. 
In the simulation, we assume all the disk access time are constant and the 
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is 0.0001 sec. We assume the processor is fast enough such that the CPU time 
is negligible. 
Table 3.1 and 3.2 summarize the information of data set and query set re-
spectively. The summaries of the height of the R-trees and the average fanout 
of the nodes(number of child nodes) for data set 1 are shown in Table 3.3 and 
3.4. For each set of query, Table 3.5 and 3.6 show the average number of child 
nodes activated in the next step for data set 1. 
Data number of number of Size of 
set Distribution Objects Dimensions Objects 
~~1 ~ ~ evenly distributed 50000 3 O.QQQOF 
~ Y ~ 4 clusters 50000 3 O.QQQO^ 
Table 3.1: Summary of data set 
Query number of number of Size of 
set Distribution Rectangles dimensions Rectangles 
" " " 1 " ~ evenly d i s t r i k I ^ 5000 3 0.0002 
^ ^ 2 ~ ~ evenly distributed 5000 3 0.04 
3 evenly distributed 5000 3 0.1 ~ 
Table 3.2: Summary of query set 
3.1 Throughput 
Figure 3.1, 3.2, 3.3, and 3.4 show the query waiting time. If the waiting time is 
above the Maximum waiting time line, the database will be overloaded. 
In most cases, super node method has shorter waiting time and higher 
throughput than the other methods. It is due to the fact that all processors 
participate in the searchings to decrease the node access cost. 
24 
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M Height of the R-tree avg. fanout 
T T 5 11.29 -
~ W 4 14.06 一 
~ W 4 16.73 — 
~ W 4 19.32 
~ W 4 22.24 一 
~ W 4 25.06 
~40~ 4 27.82 一 
~U 4 30.99 
48 3 33.74 — 
Table 3.3: Properties of the R-trees(single R-tree) 
Space Partition Data Distribution 
^ ~ ~ a v g . Height avg. fanout avg. Height avg. fanout 
16 4 11.22 4 11.22 
20 4 14.05 4 14.09 
i 4 19.00 4 16.83 
" ^ 4 19.62 4 1 9 . 3 2 ~ ~ 
32 3 22.29 3 22.33 
36 3 25.12 3 25.07 
40 3 28.03 3 27.69 
44 3 30.59 3 30.62 
48 3 33.41 3 33.72 
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I • 
i M Query Set 1 Query Set 2 Query Set 3 
\ ~ W 1.13 1.71 3.87 
20 1.19 1.83 4.46 
I 24 1.19 2.04 6.10 
28 1.22 2.03 5.84 
^ 1.22 2.14 6.68 
36 1.25 2.20 6.77 
40 1.21 2.52 8.79 
44 1.25 2.41 8.46 
1 48 1.29 2.75 11-29 
Table 3.5: Average no. of child nodes activated(Single R-tree) 
Space Partition Data Distribution 
Query Query Query Query Query Query 
M set 1 set 2 set 3 set 1 set 2 set 3 
1 ^ 1.13 1.84 " T 3 7 1.07 “ 1.55 3.15— 
20 1.13 2.03 5 . l ^ 1.12 1.60 ~ T 2 6 ~ 
~ W 1.16 2.12 5.95 1.14 — 1.67 3.69— 
~ W 1.18 2.15 6 . � 1 . 1 4 1.63 " T Y ^ 
" ^ " ~ r i 7 2.68 9.49 1.20 1.91 4 .89~ 
~W 1.20 2.74 1^47 1.17 ~ 1.90 5.11— 
^ 1.24 2.85 l Q . 7 ^ 1.19 1.96 ~ ~ b M ~ 
^ i " ~ 1 . 2 4 2.75— 10.86 1.20 1.76— 5.46 
~ 4 S ~ ~ n ? 2：92 IsTO O r r ^ 5.92 
！ I I • 
Table 3.6: Average no. of child nodes activated(4 Independent R-trees) 
J 
« 5 •j 
有 I 
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I 
I 
I For the value of M is slightly greater than 32, the space partition methods 
I is saturated at higher arrival rate especially for small query size. It is because 
1 the height of the trees is decreased by 1 when M equals to 32, see table 3.4, and 
the performance of R-tree depends on the height of the tree for small queries. 
As all processors are activated for all size of query rectangles in data dis-
tribution, no idle processor can serve for the other queries. Hence the data 
distribution method has the lowest throughput. 
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I The service t ime for different query set are shown in figure 3.5, 3.6, 3.7, and 3.8. 
i I 
j In general, super-node can perform the queries in shorter t ime due to its fastest 
I node access time. 
For the query rectangles are small, the space partition performs better than 
super-nodes when the query arrival rate is high. It is because the maximum 
throughput of space partition is higher as explained in the previous section. 
For large query rectangles, since only one processor is activated for an indi-
vidual R-tree in space partition, the queries require longer time to be completed. 
Hence the space partition has the worst performance. 
As fewer child nodes will be activated in data distribution, see table 3.6, 
fewer nodes will be traversed in each individual tree. Hence it performs better 
than space partition for large queries. 
When more than one child nodes are activated, the child nodes can be ac-
cessed in parallel for multiplexed R-trees. Hence it performs better than data 
distribution and space partition especially for large query rectangles. However, 
as the node access time is higher than the super-nodes, it does not out-perform 
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3.3 Summary 
3.3.1 Da ta Distr ibut ion 
Although the data loads in data distribution are equal, all processors are acti-
vated in all size of queries. The data distribution has the lowest throughput and 
the single cost for single query does not have significant improvement. 
3.3.2 Space Part i t ion 
Since all multi-dimensional rectangles in the data set and query set are evenly 
distributed in the space. For space partition methods, the data load for each 
processor is roughly equal, and the queries will activate the processors equally. 
In case of unevenly distribution of data objects and query rectangles, one or few 
of the processors will have a higher data load and the others will become idle in 
most queries. 
Hence the performance of space partition depends on the data set and query 
set. 
3.3.3 Mult iplexed R-trees 
Although multiplexed R-trees fulfills the requirements of minimum load and 
scalable, the experimental results show that it does not perform better than 
super-nodes because of its high node access cost. 
3.3.4 Super-nodes 
Because of the shorter node access time, super-nodes method shows the highest 















j The experimental results show that in most cases, the super-nodes out-performs 
,j 
I the other methods. Unless the query rectangles are large and the query arrival 
rate is low, space partition has higher throughput and lower service t ime than 
super-nodes when data load and work load are shared equally. 
The multiplexed R-trees shows that it is the second best methods among 
them. Although multiplexed R-trees fulfills the minimum load and scalable 
requirements, it does not out-perform the super-nodes due to its high node 
access cost. Hence if we can reduce the node access cost, the multiplexed R-






















Paral lel Binary R- tree 
For accessing a node with c<; entries, u disk pages should be accessed according 
to assumption 1.1.1. However, typically only a few entries contain the satisfied 
MBR when the query rectangle is small, so that most of the page accesses are 
wasted. We propose Parallel Binary R-tree(PBR-tree)[17] to divide the node 
into L0 subnodes and introduce parallel processing of binary R-tree. 
4.1 Architecture 
The structure of a binary R-tree, figure 4.1, is similar to that of R-tree proposed 
by Guttman[9]. The M and m value of PBR-tree is 2 and 1 respectively. Each 
node in a PBR-tree composes of two subnodes. Every subnode contains tuple 
< 6,p, s � . 
For all non-leaf s u b n o d e s ( s u b n o d e of a non-leaf node), p and s are pointers 
pointing to the child subnode. For all leaf subnodes(subnode of a leaf node), p 
is a pointer pointing to a data object and s is a null pointer. 
For each subnode, only one pointer is pointing to it unless it belongs to the 
root node. The p and 3 pointers in the same tuple are pointing to subnodes 
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丨 subnode and s pointer of the other subnode are pointing to the same node. 
The subnode pointer contains the node ID which the pointed subnode belongs 
to. Given two node IDs aid and bid, there is a predicate ChildNode{aidMd) 
indicates that if node a is the parent node of node b. 
The 0 in the tuple is the MBR of the child node which one of its subnode is 
pointed to by p or the data object pointed to by p. 
a a_ 
• nodes in 
processor 1 
P ‘ . L _ _ L_ , , , ^ i , 國 nodes in 
" " 7 ^ b ^ ^ ^ 7 : ^ - p ^ ^ ^ C _ processor2 
I d _ ^ ^ ^ ^ ^ - > V _ r L [ : ^ ^ ^ l f c ^ r ^ ^ ^ l I I ] I ^ ^ 
i ^ ^ ^ J ^ M ^ M W^M^^ 
Figure 4.1: Structure of Parallel Binary R-tree 
The proposed architecture, see figure 4.1, consists of two processors con-
nected by a network. Each processor has a disk attached and an unique ID for 
identification. In each node, the two component subnodes are stored in different 
processors, say processor 1 and processor 2. 
For each processor, the number of subnodes stored is: 
|i0g2tl 
^ 2^ ' < ” - 1 < ” (4.1) 
i=o 
and the height of PBR-tree is l0g2v where v is the number of leaf subnodes in 
the R-tree. 
The t ime complexity G for a query a is: 
G{a) e [ l 0 g 2 ^ , ^ - l ] ( 4 . 2 ) 
40 
•v I 1i\ 
I 
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4.1.1 Extension of PBR-tree 
In PBR-tree, the storage size of an index entry can be expanded to e disk pages. 
In this case, an index entry(subnode) will use up e disk pages in the disk of 
a processor. The processor accesses a subnode by accessing the e disk pages 
allocated for that subnode. 
4.2 Searching Algorithm 
The searching of PBR-tree likes that proposed by Guttman[9]. When the search 
rectangle is cr, all the nodes having the index key 0 that overlaps with cr will be 
traversed. Since the content of a node is partitioned into two subnodes and the 
subnodes are stored separately, we can access the node in parallel. Depending 
on the communication model, there are two heuristics for searching in PBR-tree. 
1. Asynchronous 
In this heuristic, the processor proceeds to the next subnode without ac-
knowledging the other processor. At the same time, The to be accessed 
subnodes selected by the processors may not belong to the same node. 
The communication cost in this heuristic is minimized. 
2. Synchronous 
In this heuristic, the processors should synchronize before they proceeds 
to the next subnode. 
4.2.1 Asynchronous 
In this heuristic, the beliefin the processors is that at least one of them access the 
subnode containing the satisfied tuple. Hence if a processor access the subnode 
that 0 does not overlap with cr, it may assume that 6 read by the other processor 
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The searching algorithm is shown in figure 4.2. If the processor accessing 
subnode t finds that 9 overlaps with cr, it proceeds to the subnode pointed to by 
p. The result of checking < 6>,p, s > will be a boolean value of overlap{p, a) and 
is sent in a message to the other processor. If the subtree of p is traversed or 0 
does not overlap with a , it proceeds to the subtree pointed to by s. The subnodes 
in the child nodes of node x will not be accessed if the message overla^[x,a) 二 
False is received. 
Searching[t, a) 
If the current subnode is the root subnode then 
set DN := 0 
set RESULT := 0 
endIf 
If t is a leaf subnode then 
If 0 overlaps with a then 
add the object pointed to by p into RESULT 
endIf 
endIf 
If t is a non-leaf subnode then 
If 0 overlaps with a then 
send overlap{p^ a) = True 
invoke Searching{p, a) 
else 
add p into DN 
send overlap{p, a) = False 
endIf 
I fVx e DN,^ChildNode{x,s) then 




If Overlap{x, a) = False 
add X into DN 
endIf 
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！ Each processor starts searching by invoking Search{root subnode,cr), see 
.S figure 4.2. DN is a set of pointers recording the subnodes with tuple < 0,p, s > 
i that 0 n cr + 0. RESULT is the set of data objects satisfying the requirement. 
The processor accesses all the subnodes stored until no subnode should be 
二 accessed. In this heuristic, the processors need not any synchronization. How-
- ever, since a processor will determine to access the child node of node x before 
-,a 
： the message Overlay{x,a) = False is received, the processor may access more 
1 ^ subnodes. 
:' Figure 4.3 shows the timing diagram in searhing a asynchronous PBR-tree. 
. i 
Let the satisfied data objects are located in leaf subnode d' and e. In the first 
step, the processors access the root subnode a and a'. Since the 0 in a/ does not 
overlap with the search rectangle. Processor 2 selects b' as the next subnode and 
� sends the message Overlap{a',a) = False to processor 1. Similarly, at step 4, 
’ processor 1 and processor 2 will access subnode e and d' respectively. After the 
fourth step, since processor has received the message Overlap{a', a) = False, it 
stops. Similarly, processor 2 stops searching too. 
Proof of C o m p l e t e n e s s 
We can prove this by contradiction. Assume there is a data object S that its 
MBR overlapping with the search rectangle a is not in RESULT, it implies that 
‘ 1. The 6 in the tuple of the leaf subnode does not overlap with a 
Since the MBR of the data object overlaps with cr, according to the search-
ing algorithm shown in figure 4.2, the object will be retrieved. Hence it 
: violates the assumption. 
...:.< 
2. Some subnodes from the root subnode to the leaf subnode have not been 
accessed. 
According to the algorithm shown in figure 4.2, a subnode would not be 
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Figure 4.3: Timing diagram of Asynchronous PBR-tree 
accessed i f t h e pointer pointing to it or its parent node is in DN. However, 
for all element in DN, the 0 in the tuple of that node does not overlap 
with a , this violates the fact that the MBR of the parent nodes overlaps 
with a . 
Proof of Soundness 
Assume there is a data object S that its MBR does not overlap with the search 
rectangle cr is retrieved in the RESULT. According to the algorithm shown in 
figure 4.2, a data object is retrieved if the 6 in the leaf subnode overlaps with 
a which violates the assumption. By contradiction, we can prove the soundness 













I In this heuristic, the processors should process the subnodes of the same node 
j in each step. 
i 
1 We assume each processor has an unique priority value. For example, the 
value can be calculated by using the processor ID. The searching algorithm is 
shown in figure 4.4. The lookup of a node consists of two phases. 
P h a s e 1 Each processor reads in the subnode t and examine that if 0 in tuple 
< e , p , s > overlaps with a . Boardcasts the t m t h value Overlap{x,a) and 
its priority value. 
P h a s e 2 On receiving the message Overlap{xj,a) from the other processor, 
the processor determines which subnodes should be accessed by the t ru th 
value. If more than one subnode are selected, the subnode having the 
higher priority value would be accessed first. 
The PN in Searching offigure 4.4 is a list of pointers recording the subnodes 
to be accessed. At the beginning, PN contains the root subnodes only. When 
processor 1 accesses subnode ti and finds that the Oi overlaps with cr, it adds pi 
to the list. Processor 2 is acknowledged by the message Overlap{ti,a) to adds 
52, pointing to the same node as pi, into its list. 
Figure 4.5 shows the timing diagram in searching a synchronous PBR-tree. 
In this case, the processors synchronize before they access the next subnodes. 
Hence there is a communication overhead in this searching. 
4.3 Performance Evaluation 
To study the properties of Parallel Binary R-tree, we derive a cost model for it. 
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j Searching{a) 
丨 set t := root subnode I set PN := {t} 
j set NEXT := {} 
I While PN + {} do 
j remove the first element from PN and assign the value to t 
I read in subnode t 
If t is a leaf node then 
j I f6>nc r7^0 then 
i add the data object p to the RESULT 
'i e n d I f 
j else 1 If 0 n a + 0 then ； add p into NEXT 
j endIf 
j send message Overlay{t^ a) 
1 invoke Synchronize to wait for the message 




\ on receiving message Overlap{x, a) 
I If Overlap{x, cr) 二 True then 
add 5 into NEXT \ endIf sort the elements in NEXT in the descending order of the priority value j set PN := concatenate{NEXT, PN) 
.|j 
\ -1 ‘ 
• ！ '•] Figure 4.4: Searching Algorithm for Synchronous r-tree 
i 、 
] 
i 1. Size of the R-tree 
i 
I According to equation 2.1, it depends on the number of data objects. In 
I 
I this case the number of data objects equals to number of leaf subnodes. 
::' ’ t -¾ ^ •'i 
丨 2. Search rectangle size 
According to assumption 1.1.1, it is related to the number of data objects 
� to be retrieved. 
3 4 6 •i 
1 
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Figure 4.5: Timing diagram of Synchronous PBR-tree 
3. Subnode access time 
It is the length of time taken for a processor to read in a subnode from its 
local disk. 
4. Data processing time 
The computation time of the processor to check the content of a subnode. 
5. Processor-to-Processor communication time 
The message delay time between the two processors. 
6. MBR enlargement in the parent node 
Since the decision whether to visit a node depends on whether its MBR 
overlaps the search rectangle, the number of accessed nodes can be mini-
mized i f t h e MBRs contain less spare area. The searching cost are affected 
by the distribution of the data objects in the multidimensional space and 
the node splitting algorithm. 
\ 1 j 















I V total number of leaf subnodes •| -~‘ 
I q total number of data to be retrieved 
丨 u data processing time 
I c processor-to-processor communication t ime 
I g | p ( 6 U " d f 1 a = 0|6>parenfAc^#0) — 
Table 4.1: Symbol used in the PBR-tree searching cost model 
The symbol used in the cost model is listed in table 4.1. In the cost model, 
we normalize a disk page(subnode) access time to be 1. u is the ratio of data 
i processing t ime to subnode access time. c is the ration of processor-to-processor 
communication t ime to the sum of subnode access time and data processing 
i time. We assume the processor-to-processor communication t ime is sufficient 
small such that c is less than 1. 
In order to represent the effect of MBR enlargement in parent node, g is the 
probability that a processor inspecting subnode t determines that cr overlaps 
with 6t given that a does not overlap with 6>^  for any child subnode x of t. That 
is, cr overlaps with the spare area enclosed by the MBR. 
Since the desired data objects are located in different leaf subnodes, the 
cost C of searching for q data objects in a PBR-tree having ” leaf subnodes is 
measured as 
C — average time to retrieve q objects (4.3) 
Let di{t) be the time required to finish the searching when processor i is 
going to access subnode t, then 
C = a/ueragem2ixdi[troot) (4.4) i=l,2 
troot is the root subnode. 
For a particular PBR-tree and search rectangle a , let PATT be the minimum 
set of subnodes accessed for that searching operation. Hence the MBR of all 
48 
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i 
subnodes in PATT overlaps with a . 
4.3,1 Asynchronous 
In the asynchronous PBR-tree, we have 
0 if end of searching 
d(ot) if t is a leaf node 
^/(t) = l + c + i " ) (4.5) 
d{pt) if Pt e PATT 
g . d{pt) + (1 — g) . d{ot) otherwise 
Oi is the next subnode to be accessed algorithm shown in figure 4.2. Assume c 
is 0, figure 4.6 shows the characteristic of asynchronous PBR-tree. 
The access t ime of asynchronous PBR-tree increases with parameter g. When 
g tends to zero and q is 1, the processors searching the subnodes in PATT 
only. Hence each processor has to access l0g2 v subnodes and the searching t ime 
approaches the lower bound. When g approaches 1 or q equals to v, all the 
subnodes stored in the processor should be accessed. Hence the searching t ime 
approaches the upper bound. 
4.3.2 Synchronous 
In the synchronous PBR-tree, we have 
0 if t is a leaf subnode 
g . d{p^) + g. d{s,) if jH g PATT A & 牛 PATT 
d{t) = 1 + c + n + d{pt) + g . d{s,) if pt e PATTA s^ 0 PATT (4.6) 
g . d{pt) + d{s^) if pt g PATT A 5, G PATT 
d{pt) + d{s,) if pt e PATT 八 & G PATT 
< 
Assume c and n are 0, figure 4.7 shows the characteristic of synchronous PBR-
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Figure 4.6: Performance of Asynchronous PBR-tree 
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4.3.3 Comparison of the Cost models 
For n equal to 0, figures 4.8，4.9，4.10, and 4.11 compare the performance of 
asynchronous and synchronous PBR-tree for different values of c. 
35, , , , , , , , , , 1 3 5 j — — ^ 1 ' 1 ‘ ‘ ‘ ‘“‘ ； 
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I I p ] / 
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c) c 二 0.2 d) c = 0.3 
Figure 4.8: Comparison of Asynchronous and Synchronous PBR-tree {q 二 1) 
For small c, the synchronous PBR-tree performs better than the asynchronous 
PBR-tree since the overall number of subnodes accessed by each processor is 
fewer in synchronous one. . 
However, when the message costs become significant(in these cases, c > 
0.3), the asynchronous PBR-tree out-performs synchronous PBR-tree since its 
performance is not affected by c for c < 1. 
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Figure 4.11: Comparison of Asynchronous and Synchronous PBR-tree {q 二 4) 
4.4 Applicat ion of P B R - t r e e 
In order to improve the searching in R-tree, we apply the PBR-tree such that 
each node in a R-tree is re-constructed by a PBR-tree. A lookup of a node 
in R-tree is done by the searching of the corresponding PBR-tree. Due to the 
parallel processing in PBR-tree, we can access the node faster. 
In the best case, the maximum ratio of R-tree searching time to PBR-tree 
one is M . In the worst case, the R-tree using PBR-tree for node access will 
l 0 g 2 M 
perform as fast as the R-tree without modification. 
4 .4 .1 E x p e r i m e n t a l Setup 
In order to show the effectiveness of parallel binary R-tree, we have done a 
series of simulations. The simulation program is written in GNU C + + under 
SUN Solaris 2.4 on a SUN SPARCstation 20 machine. We have generated a set 
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of data objects and query rectangles to evaluate the performance of searching 
using PBR-tree. 
The data set are multi-dimensional cube randomly generated by MATLAB 
using 931316785 as the seed. Table 4.2 records the detail of the data set. Simi-
larly, the query rectangle is also generated by MATLAB, the detail description 
of them is shown in table 4.3. The R-tree configuration is M 二 2m. 
We assume a message is received within one disk access time(c < 1). We 
measure the relative cost(rx.) of searching when PBR-tree is used. The relative 
cost is defined as 
r.c. 二 "CR-tree (4.7) 
^PBR-tree 
where CR_tree ^nd CpBR-tree are the searching cost of ordinary R-tree and 
R-tree using PBR-tree respectively. 
Data number of number of Size of 
set Distribution Objects Dimensions Objects 
~ " 1 " ~ evenly distributed 5Q0Q^~~ 3 0.00002 
~ " 2 ~ " evenly distributed 30000 10 0.002 
3 4 clusters 5QQQQ 3 0.00002 
Table 4.2: Summary of data set 
4.4.2 Experimental results 
For u and c equal 0，Figure 4.12, 4.13, and 4.14 show the r.c. of searching using 
PBR-tree for various value of M. 
Since most of the subnodes need not to be accessed for large M, and the 
maximum r.c. ) : ^ increases with M, we can obtain a higher r.c.. From the 
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Query number of number of Size of 
set Distribution Rectangles Dimensions Rectangles 
1 " ^ n l y distr ibuteI" 5000 3 0.0002 — 
• ^ 2 " " evenly distributed 5000 3 0.04 
~ ~ 3 ^ evenly distributed 5000 3 0.1 
~ " 4 ~ ~ evenly distributed 10000 10 0.04 
" ^ 5 “ evenly distributed 10000 10 0.06 
~ ~ 6 ~ ~ evenly distributed 10000 10 0.08 
7 evenly distributed 10000 ~ T 10 0.1 — 
Table 4.3: Summary of query set 
Considering the processor-to-processor communication cost, the R-tree using 
asynchronous PBR-tree out-performs the synchronous one when c is larger than 
0.3. 
4.5 Conclusions 
We have showed that the proposed PBR-tree can improve the searching cost of 
R-tree by re-constructing a R-tree node into a binary R-tree. The node access 
t ime to the tree is further accelerated by introducing parallel processing of the 
tree. The analytic and experimental results showed that we can obtain a relative 
cost of more than 2. 
The results have showed that there is a significant improvement of the search-
ing when the query rectangle size is small. For the processor-to-processor com-
munication t ime is small(c < 0.3), the synchronous PBR-tree performs better 
than asynchronous PBR-tree. Otherwise, the asynchronous PBR-tree shows the 
best result. 
Since only two processors are used, the problem in PBR-tree is that it cannot 
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M u l t i p l e x e d Parallel R- trees 
Since a node access involves a large amount of disk accesses for high dimensional 
data, these increase the node access and overall searching cost for every query. 
We proposed a Multiplexed Parallel R-tree(MPR-tree) which adapts the idea of 
multiplexed R-tree and Parallel Binary R-tree. 
5.1 Architecture 
We assume that there are r processors connected by a network, each processor 
has a local disk attached. The processors are paired up such that there are • 
pairs of processors. 
We decompose a R-tree node of uj entries into to subnodes and a PBR-tree 
is built to access these subnodes, see Figure 5.1. A pair of processors are chosen 
for accessing this PBR-tree. The assignments of the processors are based on 
proximity[10], hence the binary R-trees built in the same pair of processors 
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Figure 5.1: Multiplexed Parallel R-trees 5.2 Searching 
The searching algorithm is similar to that of MXR-tree. However, unlike MXR-
tree, a node access will activate 2 processors to search the PBR-tree built for 
tha t node. 
Hence for large queries, almost all processors will be activated in every level. 
Only one or few processors are activated for small queries in all levels. These 
satisfies the scalable and minimum load requirements. 
According to the communication model as explained in Chapter 4, mul-
tiplexed parallel R-trees are classified into Synchronous MPR-tree and Asyn-
chronous MPR-tree. 
5.3 N o d e Allocation Algorithm 
In order to maximize the degree of concurrence for searching in MPR-tree, the 
child nodes should be allocated such that a query will activates as many proces-
sors as possible. Hence for each pair of processors, the nodes allocated in them 
under the same parent node should have the lowest proximity. 
When node T in processors pi and pj is over-loaded, it is split into two nodes 
as described in section 2.1.6. the new node is allocated to the pair of processors 
such that the sibling nodes are having the least proximity. 
The pair of processors which create the new node will send the MBR of the 
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\ •j 
•！ new node to the processors which hold the parent node. The processors of the 
； parent node determine which processor will be assigned. Then the content of 
: | 
the new node will be send to the processors and the index key of the tree will 
I be maintained. The algorithm for new node allocation is shown in figure 5.2. 
For the over-loaded node is T in processors pi and pj. 
Let p- and pj be the processors storing the parent node of T 
split node T into Ti and T2 
if T is not the root node then 
send the MBR of T\ and T2, node id T to processor p[ and p'-
read in the content of parent node T' 
update the entry of node T' 
find a pair processors pk and pi having the least proximity 
send the content of the node T2 to pk and pi 
construct a new node in pk and pi 
if T' is not full then 
insert a new entry for the new node 
elseif 
invoke node split on T' 
endif 
elseif 
allocate Ti and T2 to the pairs of lowest data load processors 
construct a new node with T\ and T2 as the child nodes endif 















Compar i sons and Exper iment 
6.1 Assumpt ions and Experimental Setup 
In order to evaluate the performance of MPR-tree, We have implemented simu-
lation programs written in GNU C + + under SUN Solaris operating system on 
SUN sparc20 machine In the simulations, we measure the searching performance 
of parallel R-tree. 
The testing data objects and query data set are generated by MATLAB 
version 4.2c on a SUN Sparc20. The seed used is 931316785. Table 6.1 and Table 
6.2 summarize the information of the data set and the query set respectively. 
The parameters of the system is shown in table 6.3. 
As stated in chapter 3，the super-nodes is the best method among the parallel 
R_trees described in chapter 2. In some cases, the space partition performs 
better . Hence in this chapter, we compare the performance of MPR-tree with 
super-nodes and space partition. 
Since the number of processors is a deterministic factor, we have to study 
the performance for different number of processors. First of all, we compare the 
cases for number of processors is 4’ then we evaluate the performance when the 





I 1 '.j 









.1 ^ ^ _ _ _ ^ _ _ ^ ^ _ ^ ^ ^ _ _ ^ ^ _ ^ _ ^ ^ _ _ . „ _ ^ . ^ ^ _ „ _ _ — 
1 Data “ number of number of Size of 
set Distribution Objects Dimensions Objects 
！ 1 ~ ^ W y distributed 50000 “ 3 0.00002 
i 2 4 clusters 50000 3 0.00002 
Table 6.1: Summary of data set 
Query “ number of number of Size of 
set Distribution Rectangles dimensions Rectangles 
^ " i ~ ~ evenly distributed 5000 3 0.0002 
" ~ " 2 ~ ~ evenly distributed 5000 3 0.04 
~ ~ 3 ~ ~ evenly distributed 5000 3 0.1 
Table 6.2: Summary of query set 
Variable V a l u � 
CPU time 0 — 
； Page access t ime 0.005 
Proces so r - to -P roces so r c o m m u n i c a t i o n t i m e 0.0001 
Table 6.3: Summary of Parameters 
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6.2 Exper imenta l Resul ts 
6.2.1 Wai t ing t ime 
Figures 6.1，6.2, 6.3, and 6.4 show the waiting time for different methods. The 
MPR-trees show that it has higher throughput than the others methods. 
Due to the small value of p r o c e s s o r - t o - p r o c e s s o r communication time, the 
synchronous MPR-tree has higher throughput than the asynchronous. 
6.2.2 Service t ime 
Figures 6.5，6.6, 6.7，and 6.8 show the service time of the methods. From the 
figures, the MPR-tree perform better the other methods especially when the 
query arrival rate is high. The service time of super-nodes is close to that of 
MPR-trees when the query arrival rate is low. 
For small query rectangles, the node access cost is minimized in MPR-tree 
due to the small value of q, see chapter 4. Since the super-nodes does not fulfill 
the minimumload r e q u i r e m e n t , the service time becomes longer when the query 
arrival rate is high. 
For large query rectangles, the node access cost in MPR-tree become higher 
due to the large value of q. However, since the MPR-tree activates the child 
nodes in parallel, it performs better than the other methods when the query 
arrival rate is high. 
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Figure 6.7: Comparison of the service t ime(data set 1, query set 3) 
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I 6 .3 Exper imenta l results for large number of 
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！ Figures 6.9, 6.10, 6.11, 6.12 show the waiting t ime and Figures 6.13, 6.14, 6.15, 
； and 6.16 show the service t ime for difference method. The R-tree properties for 
the independent R-trees is shown in table 6.4. 
4 independent R-trees 8 independent R-trees — 
M avg. Height avg. fanout avg. Height avg. fanout 
1 ^ _ _ _ ^ ^ 11.2^ 4 11.31 
" ^ ^ _ _ ^ ^ ^ ^ ^ 2 3 j 0 5 _ 4 13.97 
~ W ^ 19.0"5 _ _ _ _ j _ _ _ _ _ 16.72 
~ W 4 i ^ 3 19.54 
^ 3 22.29 3 22.36 
" ^ 3 2 5 . 1 _ 2 _ _ _ _ _ j _ _ _ _ 25.26 
^ " ~ 3 J M L _ Z L j _ _ _ _ 27.87 
" i i ^ _ _ J g j ^ Z I _ _ _ _ A _ I Z 31.08 
^ 3 3 ^ 3 33.55 
I I 1 
Table 6.4: Properties of the R-trees(Space partition) 
Since the height of the independent R-trees is not reduced largely when the 
m m b e r of processor doubled, the space partition does not have large improve-
ment in term of throughput and service time. 
Because of shorter node access time, the super-nodes can finish a query faster. 
Hence it has higher throughput and shorter service time. However, because it 
does not fulfill the minimum load requirement, it has longer waiting t ime than 
MPR-trees for high query arrival rate. 
As the node access t ime in MPR-tree does not change for all number of 
processors, the super-nodes can finish a query faster than MPR-tree especially 
when there is a larger m m b e r of processors and the query rectangle is small. 
Although more child nodes can be activated in parallel for MPR-tree, it does not 
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perform better than super-nodes due to its longer node access time. However, 
due to the higher throughput, MPR-tree has shorter service t ime than super-
nodes when the query arrival rate is high. 
i 
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Figure 6.9： Comparison of the waiting t ime(data set 1, query set 1) 
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Due to the fact that we should handle a lot of non-standard data such as spatial 
data, many spatial access methods(SAMs) such as R-tree have been proposed 
for managing them. However, as the size of the data set are usually large and 
the operation cost on these data are high, parallel processing on the SAMs have 
been studied. 
The previous works on parallel R-tree did not consider the case which an 
index entry fits into one disk page. And they did not evaluate the throughput of 
the methods. In this thesis, we have studied the performance of different design 
of parallel R-trees under such situation. 
7.1.1 Studies on the previous works 
Simulations have been done in order to compares the performance of the pro-
posed methods under out assumption. The experimental results showed that 
super-nodes method performs better than other methods. Although the multi-
plexed R-trees proposed by Kamel and Faloutsos has the best performance for 
j multiple entries fitting into one disk page, super-nodes slightly out-performs it 
I 
a 
I 8 3 
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！ 7.1.2 Parallel Binary R-tree 
j 
.1 
I The experimental results has initiated us to try to improve the node access time. 
In order to minimize the p r o c e s s o r - t o - p r o c e s s o r communication over-head, we 
proposed parallel binary R-tree(PBR-tree). 
According to the communication model, we have Asynchronous PBR-tree 
and Synchronous PBR-tree. We have evaluated these two approaches analyti-
cally and experimentally. The results showed that PBR-tree can improve the 
searching performance of ordinary R-tree using single processor. 
When the ratio of p r o c e s s o r - t o - p r o c e s s o r communication time to disk ac-
cess t ime is greater than 0.3, asynchronous PBR-tree out-performs synchronous 
PBR-tree due to its minimized communication over-head. 
7.1.3 Mult iplexed Parallel R-trees 
Since the multiplexed R-trees suffers from high node access cost, we proposed 
multiplexed parallel R-trees(MPR-trees) which adapts the ideas of multiplexed 
R-trees and PBR-tree. 
According to our e x p e r i m e n t a l results, our proposed Multiplexed Parallel R -
tree shows its superiority over the other methods especially when there is limited 
number of processors. 
Figure 7.1 summarizes which parallel R-tree method will perform better in 
the specified condition. 
7.2 Future Works 
The proposed Asynchronous PBR-tree has showed its advantage of low commu-
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A p p e n d i x A 
Prox imi ty Measure 
\ The proximity of n dimensions can be generalized into: 
n 
Proximityn[A, B) 二 J | Proximityi{Aj, Bj) (A.1) 
j=i 
A, and Bi are the projection of rectangle A and B on dimension j respectively. J J 
The n dimensional proximity can be simplified into 1-D case. 
Without loss of generality, the coordinates can be normalized such that all 
projected line segments are fall within [0’ 1]. For instance, each line segment A, 
is represented in the form { A M r t , A M ) ^ These line segment can be mapped 
easily into a 2-D point, see figure A.1. 
： The possible queries are line segments whose size are < 1 and who intersect 
the unit segment, hence these are the points enclosed by the trapezoidal within 
！ the dashed line in figure A.1. 
If A and B intersect and f3 is the intersecting length, see figure A.2a, then 
； 1 + 2 ^ 
Proximityi{A,B) = "“^-~~" (A.2) 
j 
1 If A and B are disjoint and p is the distance between them, see figure A.2b, 
then 
Proximityi{A, B) 二 - ^ (A.3) 
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A p p e n d i x B 
S u m m a r y of Variables and 
Symbol s 
n Number of dimensions. 
max. Maximum value of the bcmnding values of dimension z. 
miTU Minimum value of the bounding values of dimension i. 
E^ n dimensional unit cube. 
A A spatial object. 
S A point in a spatial object. 
S- The co-ordinate of point S along dimension i. 
M Maximum number of entries in a R-tree node. 
m Minimum number of entries in a R-tree node. 
oj Average number of entries in a R-tree node. 
0^ MBR of the child node. 
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i Appendix B. Summary of Variables and Symbols 
Ol MBR of the data object. 
:| 
P Child node. 
j 
I H Number of data object in the data base. I 
I An index entry in a R-tree node. 
I i 
T Current node, 
i Tparent The paicnt node of node T , 
\ X The number of data object retrieved for a query. 
\ r The number of processors/disks in the system, 























A p p e n d i x C 
Proof of Equat ions 
Equat ion 2.1 
In the worst case, all nodes excluding the root node contain m entries 
s 
(minimum rmmber of entries). Let no.node, be the m m b e r of nodes of 
level j in a R-tree, then no^node, 二 |吉 x no.node,^,l For there are H 
data objects, the number of leaf nodes, n o W e | i o g ^ i i | , is | ^ | - Hence the 
total number of nodes is 
|iog^ii|-i H 
1 + n0-n0de2 + n0-n0de3 + • . . + nodejnode\iog^ H\ 二 1 + Y^ I ^ j=i 
Equat ion 2.2 
In order to retrieve the objects, all the nodes in the subtree should be 
\ accessed. Until the root node of the subtree is reached, a node of each 
) 
level started from the root of the R-tree should be visited. 
•i 
According to equation 2.1, the number of nodes in the subtree is 1 + 
i vlioswAhi 丄 and the number of nodes to reach the root node of the 
j Lj = l Uj3 
subtree is the difference between the height of the trees. 
Hence the minimum number of nodes to be accessed is 
|l�gu;A|-l 入 
i | l o g J - | l o g � + l + E 1^1 
j==l 
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Appendix C. ProofofEquations 
Equat ion 2.3 
The number of leaf node of the subtree is A: Substituting A by X'to into 
equation 2.2, the number of nodes to be accessed is 
| l � g a ^ V | 入/ 
| i o g . ^ l - | i o g . v i + E 1 ^ 1 J = 1 
Equat ion 2.4 
Substituting m by � in equation 2.1，the total m m b e r of nodes is 
|iogo;^^l-i H 
1 + E l" r l ~ L0^ J = 1 
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