ABSTRACT BETTII (Balloon Experimental Twin Telescope for Infra-red Interferometry) is designed to provide high angular resolution spectroscopic data in the far-infrared (FIR) wavelengths. The most significant limitation for BETTII is its sensitivity; obtaining spectral signal-to-noise ratio >5 in <10 minutes requires sources >13 Jy. One possible way to improve the signal-to-noise ratio (SNR) for future BETTII flights is by reducing the spectral bandwidth post beam-combination. This involves using a dispersive element to spread out a polychromatic point source PSF on the detector array, such that each pixel corresponds to a small fraction of the bandwidth. This results in a broader envelope of the interferometric fringe pattern allowing more fringes to be detected, and thereby improving the spectral SNR. Here we present the analysis and optical design of the dispersive backend, discussing the tradeoffs and how it can be combined with the existing design.
INTRODUCTION
The balloon-borne interferometer BETTII combines the techniques of Michelson Interferometry and Fourier Transform Spectroscopy (FTS) to obtain spatially resolved far-infrared (FIR) spectra of protostellar clusters.
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The design of BETTII involves collecting light from two apertures 8 meters apart, modulating the optical path lengths between the two arms systematically, combining the beams and focusing them onto detectors. BETTII has two bands in the FIR: 30-55 µm short wavelength (SW) band and 55-100 µm long wavelength (LW) band respectively, and uses two 9 × 9 detector arrays per channel to record the interferograms. 
SENSITIVITY IMPROVEMENT FROM THEORY
A conventional FTS works on the principle of interference of light waves. It involves splitting a light beam into two, followed by a delay line mechanism modulating the optical path difference (OPD) between the two beams, which on re-combination and focusing produces interferograms at the image plane. The interferograms are power measurements as a function of OPD. A Fourier transform of the interferograms gives the spectrum of the original beam. FTS is often combined with imaging, such that independent interferograms are obtained simultaneously on each pixel of the detector array together covering a 2-D scene of interest. 6, 7 BETTII also involves an imaging FTS, but instead of splitting a single beam, it uses two beams obtained with two 0.5 meter diameter apertures that are 8 meters apart and pointed at the same astrophysical target.
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The vector from one aperture to the other is called a baseline vector. Multiple images are obtained at different baseline vectors with respect to the target source/field. The image intensities as a function of the baseline vectors, and the sky plane intensities are Fourier conjugates in the spatial domain. These multiple images can be used to reconstruct the image of the target at a spatial resolution of λ/2B where λ is the wavelength and B is the baseline length. This is the spatial interferometry aspect of BETTII, and together with the FTS, it is called a double-Fourier interferometer. Thus to summarize, BETTII obtains interferograms for each of the 9 × 9 pixels on the detector arrays, and for each of the baselines covered over its duration of observing an astrophysical scene. This data can be used to obtain information about the astrophysical scene at a spatial resolution of 0.5-1 and a spectral resolution of R ∼ 50 in the FIR bands of BETTII.
Rizzo et al.(2015)
9 studied the sensitivity of the BETTII instrument, and the effects of intensity noise and phase noise. For N discrete measurements of an interferogram with a step size of x i and a noise variance σ in the interferogram domain, the noise standard deviation in the spectral domain is given by σ s = σ i x i N/2. In the interferogram domain, the signal-to-noise ratio can be expressed as SN R i ≡ I 0 /σ i , where I 0 is the peak intensity of the interferogram. For photon noise limited operation, σ i ≈ √ I 0 and the SN R i expression can be simplified as SN R i = √ I 0 = S w s , whereS is the mean spectral intensity over the spectral bandwidth of interest w s . In the spectral domain, we define 10 the signal-to-noise SN R s ≡S/σ s , which can be simplified as
Using the above relations, we can also derive a relation between the signal-to-noise ratios in the two domains as
This shows that even though SN R i is directly proportional to √ w s , SN R s is inversely proportional to √ w s .
In other words, on decreasing the spectral bandwidth, even though the central fringe has lesser SNR, the fringe envelope is more extended resulting in more number of fringes being detected over the noise. This is the concept behind using a dispersive element in the BETTII optics train to improve the spectral SNR. The concept has been studied previously by multiple authors. 11-13 A mathematical treatment including the effect of readout noise is given in Pritt et al. (1997) . 10 
INTERFEROMETRIC SIMULATIONS
We modeled the outputs of BETTII to understand the instrument response to various input fields and to study the effects of various errors, such as intensity noise, OPD noise and filtering.
14 Using the propagation of electromagnetic fields in the two arms, we simulated the SW and LW detector outputs in the form of interferograms for each pixel, and for each baseline. The simulation also serves as a test-bed to test effects of design modifications, and for devising a technique to derive astrometric and spectroscopic information iteratively from the raw data.
The dispersive grating concept was implemented in this simulation to compare the effects with that of the previous design and with the theoretical results. Figures 3 and 4 show the results for a single point source with a model spectra. The spectra includes a representative transmission function for the BETTII bands. The BETTII plate scale ensures Nyquist sampling of the point spread function (PSF). We carried out the simulations for the source to be at the center of the field of view (FOV) and used only the central pixel interferogram (having most of the signal) in the non-dispersive case for the spectral analysis. The dispersive grating spreads the signal along the columns, according to wavelength. In this case, we used all the interferograms in the central column to recover the spectra. In both cases, the photon noise was approximated as a normal distribution with a standard deviation of √ I, where I is the signal intensity at the pixel and the OPD.
As is evident from the figures, for the dispersed case, the interferograms include more detectable fringes and consequently the spectra has lesser noise compared to the non-dispersed case. The absorption features in the spectra are identifiable in the new design, but not in the previous design. Since grating dispersion is proportional to wavelength and not wavenumber, there is a slight deviation from the theoretical SNR improvement. The higher wavelengths have greater improvement in spectral SNR than the lower wavelengths within a band. Overall, the spectral SNR improves by a factor of 2.8 when dispersing the signal over 8 pixels in the BETTII TES detectors and considering photon noise as the only noise source. However in reality, the lower the recorded intensities, the more important thermal background noise and detector noise becomes relative to the interferogram signal. Also other errors like phase errors and filtering effects which independently contribute to the overall spectral noise, result in lowering the effective spectral SNR.
The analysis from the interferograms shown here does not represent the actual spectral extraction process, which would require iterative modeling. However, this technique combined with preliminary astrometry can produce the starting model for the iterations. The use of dispersion makes the disentanglement of multiple sources more challenging. In a more complex field, the interferograms of two sources may overlap, not only based on their projected distances along the baseline vector, and/or because of partially overlapping PSFs, but also based on the spectral energy distributions of the individual sources. Information from multiple baselines obtained through field rotation can be used to break these degeneracies. Figure 4 . Model input spectra and recovered spectra for SW band (left) and LW band (right). The source is assumed to be in the center of the BETTII FOV. The recovered spectra are shown for (i) interferograms with no noise, (ii), interferograms with photon noise in the no dispersion case and (iii) interferogram with photon noise in the dispersed case. In the non-dispersive case, only the central pixel interferogram is used to extract the spectral information. In the dispersive case, the interferograms for the central column of pixels (see figure 3 lower-left panel) are used for obtaining spectral information. The extracted spectra in the dispersive case have better SNR than the non-dispersive case.
DISPERSIVE BACKEND DESIGN
The optics was re-modeled in Zemax (as shown in figure 5 ). The dispersive element is required to be placed after the dichroic separating the two BETTII bands at 55 µm. In the previous model, the dichroic separation was occurring in non-collimated space. Modeling showed that placing a reflective grating between the dichroic and the detector plane for all 4 outputs is able to disperse the sources along the columns of the detector arrays (see figure 6 ). A grating of 2.79 lines/mm for the SW band linearly disperses the wavelengths 30 µm to 55 µm over 8 mm on the square detector array of sides 9 mm. The first order diffraction requires a blaze angle of 4.60
• to maximize the efficiency of the waveband, producing a minimum relative efficiency of 78% at the band extremes. For the LW band, the grating spacing is 2.58 lines/mm, the blaze angle is 5.84
• and the minimum relative efficiency is 73%. The non-linear effects of not being in the collimated space are negligible for the small range of wavelengths involved here. The SW and LW band specifications are summarized in Table 1 .
Some diagnostics for the two channels such as the footprint, spot diagram and wavefront distortions are shown in figures 7, 8 and 9 respectively. The SW band has greater aberrations even after introduction of a toroidal mirror to control astigmatism. However they don't affect the interferograms appreciably. Although the spot is distorted, it is still well within the diffraction limited airy disk over the entire FOV.
The optics train has a focus inside the cryostat prior to the cold pupil. A slit needs to be introduced here to obtain the spectra of sources, that are point-like based on the aperture diffraction limit, but has extended structure in the interferometer resolution limit -for example, individual protostars having a disk and an envelope around them, whose physical parameters we want to study. If a slit is not used, we will retain the full FOV, but full spectral information would be obtained only for sources in a narrow central part of the FOV. More importantly, the background noise contribution will be much higher, thereby nullifying the spectral sensitivity gain from dispersing. Additionally, in the no-slit case, the dispersion will result in overlap of fringes from multiple sources corresponding to different parts of the spectra. The disentangling of the spatio-spectral information is more complex in this scenario.
OTHER OPTICS DESIGN CHANGES
In addition to the dispersive backend, a number of changes are incorporated in the new optics design. In the previous design, each of the two input beams first entered a 4 K liquid He cooled chamber of the cryostat, where a dichroic divided it into a NIR part (for the tracking channel) and a FIR part (for the science channels). The FIR part continued in the He chamber until the detectors, while the NIR was relayed to a 77 K liquid N 2 cooled chamber. This resulted in a heavy thermal loading on the He cooled chamber. The current model houses the dichroic in the liquid N 2 cooled chamber, such that the compressed beam from the external optics enters the 77 K chamber of the cryostat first (see figure 5 ). The thermal blockers present here will absorb the unwanted IR radiation, and will deposit lesser heat in the more critical 4 K chamber housing the detectors. This will lead to longer cryogen hold time and improved detector performance.
Another important modification also involves the entry of light onto the FIR optics bench. Obtaining interferometric fringes in the laboratory using coherent and collimated FIR light is valuable to test the performance of the instrument prior to launch. In the previous model, the two input beams were at diametrically opposite points of the cryostat. In such a case, feeding a coherent FIR beam into both the arms was extremely challenging, because of the requirement of a beam splitting and relaying assembly. The entire input assembly required to be in a cold chamber (to eliminate thermal IR radiation). Further, this assembly would have introduced additional sources of error that would have required disentangling from the instrument errors to determine the instrument performance. The current design bypasses these problems by having two parallel and adjacent input beams into the liquid He cooled chamber. Thus, for laboratory testing, a collimated FIR beam of diameter roughly 3 times that of the input beam can be used to generate coherent inputs for both arms simultaneously through the FIR port (see figure 5) .
Some of the optics have been re-designed to ensure that there is only one reflective surface per physical optical element. Mirrors like the double-sided focusing parabola were challenging to align for both arms simultaneously because of the presence of non-negligible tip-tilt errors of one reflective surface with respect to the other. The new design avoids such mirrors. The detector planes have been re-oriented to ensure that the detector packaging containing all the four detector arrays has a regular cuboidal shape. The modifications have been checked for compatibility with the mechanical model, and are being implemented on BETTII-2.
