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Abstract
We study the relativistic version of Schro¨dinger equation for a point
particle in 1-d with potential of the first derivative of the delta function.
The momentum cutoff regularization is used to study the bound state
and scattering states. The initial calculations show that the reciprocal
of the bare coupling constant is ultra-violet divergent, and the resul-
tant expression cannot be renormalized in the usual sense. Therefore a
general procedure has been developed to derive different physical prop-
erties of the system. The procedure is used first on the non-relativistic
case for the purpose of clarification and comparisons. The results from
the relativistic case show that this system behaves exactly like the delta
function potential, which means it also shares the same features with
∗Contact information: M. H. Al-Hashimi: hashimi@itp.unibe.ch, +41 31 631 8878; A. Shalaby,
amshalab@qu.edu.qa, +974 4403 4630.
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quantum field theories, like being asymptotically free, and in the mass-
less limit, it undergoes dimensional transmutation and it possesses an
infrared conformal fixed point.
1 Introduction
Investigating a one particle relativistic quantum mechanical system proves to be a
nontrivial process. Even for a free quantum mechanical relativistic point we can
get some interesting properties [1–4]. For example, it was shown that a minimal
position-velocity wave packet of a particle can spread in such a way that probability
leaks out of the lightcone. Therefore, studying relativistic contact interactions is
expected to give even more rich and interesting features.
In non-relativistic quantum mechanics, contact interactions have been studied
in great detail [5–14]. Unlike the non-relativistic case, the relativistic δ-function
potential gives rise to ultra-violet divergences, which is regularized and renormal-
ized using dimensional regularization. The approach is widely used in quantum
field theories [15–18]. The need for any regularization method can be avoided by
studying the problem as an application of the theory of the self-adjoint extensions of
the pseudo-differential operators. This has already been investigated in the math-
ematical literature, by using an abstract mathematical approach[19]. Recently, we
studied the problem by directly solving the relativistic version of the Schro¨dinger
equation of the Hamiltonian H =
√
p2 +m2 + λδ(x) in 1-d, where we used dimen-
sional regularization to show that the system has remarkable features. For example,
the relatively simple system shares many features with some complex quantum field
theories, like asymptotic freedom, dimensional transmutation in the massless limit,
and it also possesses an infra-red conformal fixed point [20]. The same problem was
studied using cutoff regularization [21]. The solution gives the same results obtained
using dimensional regularization.
The problem of the δ′-function potential has attracted less attention than the
δ-function potential, that is aside from being studied generally in the context of
contact interactions. It has been studied non-relativistically [22–24, 26–30], and in
the context of Dirac equation [31, 32]. The main difference between the δ-function
potential and the δ′-function potential is that the problem in the later needs to be
regularized even in the 1-d non-relativistic case.
In this paper, we study the relativistic version of the Schro¨dinger equation of the
Hamiltonian H =
√
p2 +m2 + λ1δ
′(x) in 1-d using cutoff regularization. Normally,
equivalent theories in quantum field theory are considered to be non-renormalizable,
that is because the coupling constant has a positive power of length, and thus the
theory is non-renormalizable by power counting [25]. However, in this work it has
been proven that the relativistic theory can be regularized. The non-relativistic
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δ′-function potential problem has also been investigated in details for the sake of
comparison, and to present a general method to treat this problem. Our results
for the δ′-function potential shows the same remarkable properties of the δ-function
potential case. It also shares several non-trivial features with relativistic quantum
field theories. In particular, just like quantum chromodynamics (QCD) [33], it is
asymptotically free [34, 35]. On the other hand there is a subtle difference in the
expression of the wave function from the δ-function potential, which is a requirement
for satisfying the boundary condition at the contact point.
In our previous work [20, 21], we proved that the bound state wave function
takes the following form
ΨB(x) =
λΨB(0)
2pi
∫
∞
−∞
dp
exp(ipx)
EB −
√
p2 +m2
= λΨB(0)
[
1
pi
∫
∞
m
dµ
√
µ2 −m2
E2B −m2 + µ2
exp(−µ|x|) + EB exp(−
√
m2 − E2B|x|)√
m2 − E2B
]
,
(1.1)
where EB is the energy of the bound state. It is clear from eq.(1.1) that the wave
function is real up to a phase constant. The bound state wave function diverges
logarithmically at the origin, nevertheless it is renormalizable. The normalization
condition is
2pi
λ2|ΨB(0)|2 =
2EB
m2 −E2B
+
m2
(m2 − E2B)3/2
(
pi + 2 arcsin
EB
m
)
. (1.2)
The above equation gives unusual statement; although ΨB(0) is divergent, λΨB(0) =
C1 is finite. This can be better understood in the context of the cutoff regularization
[21]. For this case, λ can be obtained as a function of the cutoff momentum Λ;
λ(Λ) =
1
I(EB,Λ)
, (1.3)
where
I(EB,Λ) =
1
2pi
(∫ Λ
−Λ
1
EB −
√
p2 +m2
dp
)
. (1.4)
From eq(1.4) and eq(1.3), it is obvious that λ(Λ) → 0 as Λ → ∞. On the other
hand eq.(1.1) gives
ΨB(0) = C1I(EB), (1.5)
where
I(EB) = lim
Λ→∞
I(EB,Λ), (1.6)
and C1 is a constant. Eq.(1.5) means that ΨB(0) → ∞ as Λ → ∞. Under this
framework, it is understandable how a vanishing quantity times a divergent quantity
give a finite quantity that depends on the energy of the bound state and the mass.
This concept, as basic as it is, is very important to understand the mathematical
approach that we are using to study the present problem.
3
2 The Non-Relativistic Case
To understand the relativistic δ′(x)-function potential problem, it is important to
study the non-relativistic solution using certain procedure of cutoff regularization.
The Schro¨dinger equation in this case is
p2
2m
Ψ(x) + λ1δ
′(x)Ψ(x) = ∆EΨ(x), (2.1)
where λ1 is the bare coupling constant. In momentum space, the above equation is
p2
2m
Ψ˜(p) + λ1
∫
∞
−∞
δ′(x)Ψ(x)e−ipxdx = ∆E Ψ˜(p), (2.2)
where∫
∞
−∞
δ′(x)Ψ(x)e−ipxdx = −
∫
∞
−∞
δ(x)
dΨ(x)
dx
e−ipxdx+ip
∫
∞
−∞
δ(x)Ψ(x)e−ipxdx. (2.3)
Therefore, eq.(2.2) can be written as
p2
2m
Ψ˜(p) + λ1(ipΨ(0)−Ψ′(0)) = ∆EΨ˜(p), (2.4)
where
Ψ(x) =
1
2pi
∫
dp Ψ˜(p) exp(ipx), Ψ(0) =
1
2pi
∫
dp Ψ˜(p),
Ψ′(x) =
1
2pi
∫
dp ipΨ˜(p) exp(ipx), Ψ′(0) =
1
2pi
∫
dp ipΨ˜(p). (2.5)
Accordingly, we can write eq.(2.2) as
p2
2m
Ψ˜(p) + λ1(ipΨ(0)−Ψ′(0)) = ∆EΨ˜(p). (2.6)
For the bound state, the wave function in coordinate space can be obtained using
eq.(2.6)
ΨB(x) =
mλ1
pi
∫
∞
−∞
ipΨ(0)−Ψ′(0)
2m∆EB − p2 e
ipxdp, (2.7)
where ∆EB is the binding energy. The above equation can be written in a more
compact form, that is
ΨB(x) = λ1 (−I0(x,∆EB)Ψ′B(0) + I1(x,∆EB)ΨB(0)) , (2.8)
where
Ik(x,∆EB) =
m
pi
(
P.V.
∫
∞
−∞
(ip)keipx
2m∆EB − p2dp
)
=
∂kI0(x,∆EB)
∂xk
, (2.9)
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From eq.(2.8), a general expression for wave function for the bound state in coordi-
nate space can be obtained using contour integral (see Figure.1 top panel).
ΨB(x) = λ1 exp(−
√
−2∆EBm|x|)
(
Ψ′B(0)
√
m
−2∆EB +mΨB(0)sgn(x)
)
. (2.10)
The above expression can be considered as the unregularized expression of the wave
function. From eq.(2.8) we get
ΨB(0) = −λ1I0(∆EB)Ψ′B(0), (2.11)
Ψ′B(0) = λ1I2(∆EB)ΨB(0), (2.12)
where Ik(∆EB) ≡ Ik(0,∆EB). From the above two equations, we get the gap
equation, that is
1
λ1
= ±
√
−I0(∆EB)I2(∆EB) = ± 1|λ1| . (2.13)
The right hand side of eq.(2.13) diverges. Therefore, the problem needs to be reg-
ularized. This can be done by regularizing the integrals Ik(x,∆EB). For cutoff
regularization, the interval of the integral in eq.(2.9) should be changed to [−Λ,Λ],
where Λ is the cutoff momentum. We define Ik(∆EB,Λ) ≡ Ik(0,∆EB,Λ), accord-
ingly eq.(2.9) can be written as
Ik(∆EB,Λ) =
m
pi
(∫ Λ
−Λ
(ip)k
2m∆EB − p2dp
)
. (2.14)
The values of the integrals I0(∆EB,Λ) and I2(∆EB,Λ) can be calculated from
eq.(2.14), which gives
I0(∆EB,Λ) = −1
pi
√
2m
−∆EB arctan
(
Λ√−2∆EBm
)
,
I2(∆EB,Λ) =
2m
pi
(
Λ−
√
−2m∆EB arctan
(
Λ√−2∆EBm
))
. (2.15)
It is obvious from the above equations that I0(∆EB,Λ) is finite for Λ→∞. On the
other hand I2(∆EB,Λ) is linearly ultra-violet divergent. Therefore, we have
I0(∆EB) = − lim
Λ→∞
1
pi
√
2m
−∆EB arctan
(
Λ√−2∆EBm
)
= −
√
m
−2∆EB .(2.16)
In this context, the gap equation is
1
λ1(Λ)
= ±
√
−I0(∆EB,Λ)I2(∆EB,Λ), (2.17)
and the wave function in eq.(2.8) can be written as
ΨB(x) = lim
Λ→∞
mλ1
pi
∫ Λ
−Λ
ipΨ(0,Λ)−Ψ′(0,Λ)
2m∆EB − p2 e
ipxdp, (2.18)
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Figure 1: The integration contours for obtaining the wave function of the bound
state. In the non-relativistic case, there is a pole inside the contour at i
√−2m∆EB,
but no branch cut(top panel). For relativistic case, there is a branch cut along the
positive imaginary axis, starting at p = im, and there is a pole at p = i
√
m2 − E2B
(bottom panel).
therefore we get
ΨB(x) = lim
Λ→∞
ΨB(x,Λ)
= lim
Λ→∞
λ1(Λ) [−I0(x,∆EB,Λ)Ψ′B(0,Λ) + I1(x,∆EB ,Λ)ΨB(0,Λ)] ,
(2.19)
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also we have
Ψ′B(x) = lim
Λ→∞
Ψ′B(x,Λ). (2.20)
In addition, eq.(2.19) gives
ΨB(0,Λ) = −λ1I0(∆EB,Λ)Ψ′B(0,Λ), (2.21)
Ψ′B(0,Λ) = λ1I2(∆EB,Λ)ΨB(0,Λ), (2.22)
therefore we get
Ψ′B(0,Λ) = ±
√
−I2(∆EB,Λ)
I0(∆EB,Λ)
ΨB(0,Λ), (2.23)
where ± sign is correspond to λ1 = ±|λ1|. The above equation means that Ψ′B(x)
is singular at the origin as one can also verify this from eq.(2.7).
The normalization condition for the bound state imposes conditions on the values
of λ1ΨB(0) and λ1Ψ
′
B(0). From the normalization condition, we have∫
∞
−∞
|ΨB(x)|2dx = lim
Λ→∞
2m2λ21
pi
∫ Λ
−Λ
p2|ΨB(0)|2 + |Ψ′B(0)|2
(2m∆EB − p2)2 dp = 1. (2.24)
We can verify from eq.(2.7) that ΨB(x) is real up to a phase constant, therefore the
above equation can be written as∫
∞
−∞
|ΨB(x)|2dx = λ21Ψ′B(0)2
√
m
(−2∆EB)3/2 + λ
2
1ΨB(0)
2 m
3/2
√−2∆EB
= λ21Ψ
′
B(0)
2
( √
m
(−2∆EB)3/2 −
I0(∆EB)
I2(∆EB)
m3/2√−2∆EB
)
= 1. (2.25)
The above equation means that λ1Ψ
′
B(0) is a finite non-zero number, which is given
by the following relation
λ1Ψ
′
B(0) = ±
( √
m
(−2∆EB)3/2 −
I0(∆EB)
I2(∆EB)
m3/2√−2∆EB
)−1/2
. (2.26)
Since
lim
Λ→∞
I0(∆EB,Λ)
I2(∆EB,Λ)
=
I0(∆EB)
I2(∆EB)
= 0, (2.27)
we can write eq.(2.26) as
λ1Ψ
′
B(0) = ±
(−2∆EB)3/4
m1/4
. (2.28)
The above equation together with eq.(2.21) and eq.(2.13) gives λ1ΨB(0,Λ) ∼ Λ−1/2,
therefore we get
lim
Λ→∞
λ1(Λ)ΨB(0,Λ) = 0. (2.29)
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From previous discussion, the wave function for the bound state can finally be
written as
ΨB(x) = ±κ
3/2
m
(
m
κ
exp(−κ|x|)
± lim
Λ→∞
m
pi
√
− I0(∆EB)
I2(∆EB,Λ)
∫ Λ
−Λ
ipeipx
2m∆EB − p2dp
)
, (2.30)
where ∆EB = −κ2/2m. The ± sign inside the bracket in eq.(2.30) is correspond
to λ1 = ±|λ1|. The second term in the bracket of eq.(2.30) vanishes as Λ → ∞,
however it is very important to keep in mind that the term cannot be simply put to
zero in the expression of Ψ′B(x). This can be better understood from eq.(2.8) that
gives
Ψ′B(x) = λ1 (−I1(x,∆EB)Ψ′B(0) + I2(x,∆EB)ΨB(0)) , (2.31)
which means that we can no longer ignore the second term, because I2(x,∆EB)
diverges at the origin such that I2(∆EB)ΨB(0)λ1 → ∞. As a consequence of this
argument, we can not say that the wave function in eq.(2.30) is even, but we can
say that it has a diminishing odd part for any x ∈ (−∞,∞). Only with such setting
we can satisfy the boundary condition in eq.(2.11) and eq.(2.12) simultaneously.
Now we study the scattering wave function for the non-relativistic case. For this
case we use the following ansatz
Ψ˜E(p) = Aδ(p−
√
2m∆E) +Bδ(p +
√
2m∆E) + Φ˜E(p), ∆E =
k2
2m
, (2.32)
where A and B are arbitrary constants that will be defined later. To calculate the
scattering states, we must calculate ΦE(x). Substituting for Ψ˜E(p) from eq.(2.32)
into eq.(2.6), and then solving for Φ˜E(p) we get
Φ˜E(p) =
2mλ1
2m∆E − p2
(
ip
(
A+B
2pi
+ ΦE(0)
)
−
((
A− B
2pi
)
ik + Φ′E(0)
))
.
(2.33)
In coordinate space
ΦE(x) =
mλ1
pi
∫
∞
−∞
eipxdp
2m∆E − p2
(
ip
(
A+B
2pi
+ ΦE(0)
)
−
((
A− B
2pi
)
ik + Φ′E(0)
))
,
(2.34)
or in a more compact form
ΦE(x) = −λ1I0(x,∆E)
(
Φ′E(0) + ik
A− B
2pi
)
+ λ1I1(x,∆E)
(
ΦE(0) +
A +B
2pi
)
,
(2.35)
where the expression of Ik(x,∆E) can be obtained from eq.(2.9) by replacing ∆EB
with ∆E. Since ∆E > 0, we have
I0(∆E) = P.V.
∫
∞
∞
m
pi
1
2m∆E − p2dp = 0. (2.36)
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Figure 2: Bound state wave function in coordinate space for the non-relativistic
case. The value of the binding energy is ∆EB = −0.01m, with different values of
Λ = 2m, 5m, 20m, and ∞. The wave function turns to an even function with the
increase of Λ.
From eq.(2.35) we get
ΦE(0) = −λ1I0(∆E)
(
Φ′E(0) + ik
A− B
2pi
)
, (2.37)
Φ′E(0) = λ1I2(∆E)
(
ΦE(0) +
A +B
2pi
)
. (2.38)
From eq.(2.35), and using momentum cutoff we get
ΦE(0,Λ) = −λ1I0(∆E,Λ))
(
Φ′E(0,Λ) + ik
A− B
2pi
)
, (2.39)
Φ′E(0,Λ) = λ1I2(∆E,Λ)
(
ΦE(0,Λ) +
A+B
2pi
)
. (2.40)
Again here, we have ΦE(x) = limΛ→∞ΦE(x,Λ), and Φ
′
E(x) = limΛ→∞Φ
′
E(x,Λ). For
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Figure 3: The integration contours for obtaining the wave function of scattering
states. In the non-relativistic case, there are two poles on the reals axis at ±√2m∆E,
but no branch cut(top panel). For relativistic case, there is a branch cut along the
positive imaginary axis, starting at p = im, and there are two poles on the real axis
at p = ±√E2 −m2 (bottom panel).
Λ→∞, the above two equations give
− λ1
(
A− B
2pi
ik + Φ′E(0)
)
=
A +B
2pi(I0(∆EB)− I0(∆E)) ,
λ1(Λ)
(
A +B
2pi
+ ΦE(0,Λ)
)
∼
√
1
Λ
. (2.41)
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Therefore we get
ΦE(x) = (A+B)
(
m
2pi2I0(∆EB)
∫
∞
−∞
eipxdp
2m∆E − p2
± lim
Λ→∞
√
1
Λ
√
m
−8pi3I0(∆EB)
∫ Λ
−Λ
ip eipxdp
2m∆E − p2
)
, λ1 = ±|λ1|.(2.42)
From the above two equations and eq.(2.35) we get
ΨE(x) = Ae
ikx +Be−ikx +
(A+B)
I0(∆EB)
m sin(k|x|)
k
± lim
Λ→∞
(A+B)
√
m
−2piI0(∆EB)
√
1
Λ
∫ Λ
−Λ
ip eipxdp
k2 − p2 ,
λ1 = ±|λ1|. (2.43)
We define the coupling constant as
λ(∆EB) ≡ λ = 1
I0(∆EB)
=
√
−2∆EB
m
⇒ ∆EB = −mλ
2
2
, (2.44)
and therefore, when we remove the cutoff, the scattering wave function can be
written as
ΨE(x) = Ae
ikx +Be−ikx + λ(A+B)
m
k
sin(k|x|), ∆E = k
2
2m
. (2.45)
It is important to mention here that for both case λ1 = |λ1| and λ1 = −|λ1|, we get
attractive scattering states given by eq.(2.45) with λ(∆EB) < 0. This means that
the regularization does not lead to a repulsive δ′-function potential. Like in the case
of the bound state, we can not say that ΦE(x) is an even function, but we can say
that it has a diminishing odd part for any value of x ∈ (−∞,∞).
The reflected wave function in the region I to the left of the contact point, and
transmitted wave function in the region II to the right of the contact point are
defined as
ΨI(x) = exp(ikx) +R(k) exp(−ikx), ΨII(x) = T (k) exp(ikx). (2.46)
From the above two equations and from eq.(2.45) we get
R(k) = − imλ
k + imλ
, T (k) =
k
k + imλ
,
A =
2k + imλ
2k + 2imλ
, B = − imλ
2k + 2imλ
⇒ A +B = T (k). (2.47)
Accordingly, eq.(2.45) can be written as
ΨE(x) = Ae
ikx +Be−ikx + T (k)
m
k
sin(k|x|), (2.48)
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To prove that the resulting system is self-adjoint, we have to prove that the
scalar product of the bound state with a scattering state vanishes, or
〈ΨB|ΨE〉 = 0, λ1 = ±|λ1|, (2.49)
also we must prove that the scalar product of a scattering state with energy E ′ with
another scattering state with energy E gives
〈ΨE′|ΨE〉 ∼ δ(
√
2m∆E −
√
2m∆E ′), λ1 = ±|λ1|. (2.50)
This has been proved in details in appendix B.
3 The Bound State of the Relativistic Problem
The relativistic time-independent Schro¨dinger equation for the δ′-function potential
is √
p2 +m2Ψ(x) + λ1δ
′(x)Ψ(x) = Eψ(x). (3.1)
In momentum space, the above equation takes the following form√
p2 +m2Ψ˜(p) + λ1(ipΨ(0)−Ψ′(0)) = EΨ˜(p). (3.2)
For the bound state, the above equation gives
ΨB(x) =
λ1
2pi
∫
∞
−∞
ipΨ(0)−Ψ′(0)
EB −
√
p2 +m2
eipxdp. (3.3)
It is obvious from eq.(3.3) that ΨB(x) is real up to a phase constant. The above
equation can be written in a more compact form, that is
ΨB(x) = λ1(−Ψ′B(0)I0(x, EB) + ΨB(0)I1(x, EB)), (3.4)
where Ik(x, EB) is defined as
Ik(x, EB) =
1
2pi
(∫
∞
−∞
(ip)keipx
EB −
√
p2 +m2
dp
)
=
∂kI0(x, EB)
∂xk
. (3.5)
From the expression of Ψ(x) in eq.(3.3), and the definition of Ik(x, EB), it is possible
to express the wave function for the bound state in terms of the K-Bessel functions.
This can be done by calculating first I0(x, EB) in terms of the K-Bessel functions
I0(x, EB) =
1
2pi
∫
∞
−∞
∞∑
n=1
−En−1B
(p2 +m2)n/2
eipxdp
= − 1√
pi
∞∑
n=0
(
EB
m
)n(
m|x|
2
)n/2 Kn/2(m|x|)
Γ
(
n+1
2
) . (3.6)
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From eq.(3.6) and eq.(3.3), we get
ΨB(x) =
λ1√
pi
∞∑
n=0
((
EB
m
)n(
m|x|
2
)n/2
×
(
Kn/2(m|x|)Ψ′B(0) + sgn(x)Kn/2−1(m|x|)ΨB(0)
)
Γ
(
n+1
2
) ). (3.7)
For a bound state 0 < EB < m, or strongly bound state −m < EB < 0, the above
series converges. On the other hand, in the case of the ultra-strong bound state
when EB < −m, the series diverges.
It is possible to obtain the wave function for all cases, bound, strongly bound,
and ultra-strong bound, using the elegant contour integral method [20]. Again, here
it is sufficient to calculate I0(x, EB) in order to calculate the wave function. For
the bound state 0 < EB < m, the contour has one pole inside the upper half circle
at p = i
√
m2 − E2B, and it also has a branch cut along the positive imaginary axis
starting at p = im as it is illustrated in Figure.1 top panel. In this case I0(x, EB) is
I0(x, EB) = −1
pi
∫
∞
m
dµ
√
µ2 −m2
E2B −m2 − µ2
exp(−µ|x|)− EB exp(−
√
m2 − E2B|x|)√
m2 − E2B
.
(3.8)
Accordingly, the wave function is
ΨB(x) = λ1Ψ
′
B(0)
(
1
pi
∫
∞
m
dµ
√
µ2 −m2
E2B −m2 + µ2
exp(−µ|x|) + EB exp(−
√
m2 −E2B|x|)√
m2 − E2B
)
−λ1ΨB(0)sgn(x)
(
1
pi
∫
∞
m
dµ
µ
√
µ2 −m2
E2B −m2 + µ2
exp(−µ|x|) + EB exp(−
√
m2 − E2B|x|)
)
.(3.9)
For ultra-strong bound states, the pole is outside the contour, therefore we get
I0(x, EB) = −1
pi
∫
∞
m
dµ
√
µ2 −m2
E2B −m2 − µ2
exp(−µ|x|), (3.10)
as a result, the wave function for this case is
ΨB(x) = λ1Ψ
′
B(0)
(
1
pi
∫
∞
m
dµ
√
µ2 −m2
E2B −m2 + µ2
exp(−µ|x|)
)
− λ1ΨB(0)sgn(x)
(
1
pi
∫
∞
m
dµ
µ
√
µ2 −m2
E2B −m2 + µ2
exp(−µ|x|)
)
. (3.11)
It is important to note here that the strongly bound and ultra-strong bound states
have no equivalence in the non-relativistic solution. They are pure relativistic states.
Their expression in eq.(3.11) is a result of the contribution of the branch cut in
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Figure.1. As we already know, the branch cut does not exist in the contour of the
non-relativistic case. Again here, the expressions for ΨB(x) in eq.(3.9) and eq.(3.11)
are unregularized expressions of the bound state.
Like the non-relativistic case, the wave function in eq.(3.11) is not normalizable
because of the second term. In general, the expression of the wave function for
δ′-function potential is not normalizable. That is because the integral∫
∞
−∞
p2
(EB −
√
p2 +m2)2
→∞. (3.12)
However, using the momentum cutoff regularization changes this, and the wave
function can indeed be normalized, as we will explain later.
4 The Gap Equation and Cutoff Regularization
for the Relativistic Case
First, we define
Ik(EB) = Ik(0, EB) =
1
2pi
P.V.
(∫
∞
−∞
(ip)k
EB −
√
p2 +m2
dp
)
. (4.1)
For odd k, and using eq.(4.1) we get
I2j+1(EB) = 0, j = 0, 1, 2, 3, ... (4.2)
The gap equation can be derived from the expression of ΨB(x) and Ψ
′
B(x) in eq.(3.4)
at x = 0, which gives
ΨB(0) = −λ1I0(EB)Ψ′B(0), (4.3)
Ψ′B(0) = λ1I2(EB)ΨB(0). (4.4)
By solving eq.(4.3) and eq.(4.4) for λ1, we get
1
λ1
= ±
√
−I0(EB)I2(EB). (4.5)
The right hand side of eq.(4.5) diverges, and therefore it must be regularized. This
can be done by regularizing the integrals Ik(EB). For cutoff regularization, the
interval of the integral in eq.(4.1) should be changed to [−Λ,Λ]. Accordingly, the
gap equation can be written as
1
λ1(Λ)
= ±
√
−I0(EB,Λ)I2(EB,Λ), (4.6)
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where
Ik(EB,Λ) =
1
2pi
P.V.
(∫ Λ
−Λ
(ip)k
EB −
√
p2 +m2
dp
)
. (4.7)
In addition, eq.(4.3) and eq.(4.4) can be written as
ΨB(0,Λ) = −λ1I0(EB,Λ)Ψ′B(0,Λ), (4.8)
Ψ′B(0,Λ) = λ1I2(EB,Λ)ΨB(0,Λ). (4.9)
To evaluate I0(EB,Λ), the right hand side of eq.(4.7) for k = 0 is expanded in powers
of EB/
√
p2 +m2. This gives
I0(EB,Λ) = − 1
2pi
∫ Λ
−Λ
(
1√
p2 +m2
+
∞∑
n=2
(
EB√
p2 +m2
)n)
dp. (4.10)
If we take the limit Λ→∞, we find that all the terms in the summation are finite.
On the other hand, the first term is logarithmically ultra-violet divergent. All the
rest of the terms can be integrated separately when Λ → ∞ and then re-summed.
The summation is convergent for a bound state 0 < EB < m and a strong bound
states 0 > EB > −m as it was explained in [20], and we get
I0(EB,Λ) =
1
2pi
log
(√
Λ2 +m2 − Λ√
Λ2 +m2 + Λ
)
− EB
2pi
√
m2 − E2B
(
pi + 2 arcsin
EB
m
)
. (4.11)
We denote the finite part of Ik(EB) as Ikc(EB). For example
I0c(EB) = − EB
2pi
√
m2 −E2B
(
pi + 2 arcsin
EB
m
)
, (4.12)
For an ultra-strong bound state with energy EB < −m, the series diverges. Still,
the result can be obtained by directly integrating the convergent expression, and
taking the limit Λ→∞
I0c(EB) =
1
2pi
∫
dp
(
1
EB −
√
p2 +m2
+
1√
p2 +m2
)
=
EB
pi
√
E2B −m2
arctanh
(√
E2B −m2
EB
)
, EB < −m. (4.13)
The expression of I2(EB,Λ) can be obtained similarly, and we get
I2(EB,Λ) =
1
2pi
(
Λ
√
Λ2 +m2 +
m2 − 2E2B
2
log
(√
Λ2 +m2 − Λ√
Λ2 +m2 + Λ
)
+ 2EBΛ
)
+ I2c(EB), (4.14)
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where I2c(EB) is the finite part of I2(EB). It is needless to calculate the value of
I2c(EB) because it will never play a role in the calculations, as we will show this
later. It is obvious that I2(EB) is Λ
2 ultra-violet divergent.
It is important to compare the order of smallness of λ1ΨB(0) relative to λ1Ψ
′
B(0).
From eq.(4.8) and eq.(4.9) we get
Ψ′B(0,Λ) = ±
√
−I2(EB,Λ)
I0(EB,Λ)
ΨB(0,Λ), λ1 = ±|λ1|. (4.15)
It is true that both of Ψ′B(x) and ΨB(x) are singular at the origin, as one can
verify from eq.(3.11). However, eq.(4.15) means that Ψ′B(0) is even more divergent
than ΨB(0). The normalization condition for the bound state can give the values of
λ1ΨB(0) and λ1Ψ
′
B(0). From the normalization condition, we have∫
∞
−∞
|ΨB(x)|2dx = lim
Λ→∞
λ21
∫ Λ
−Λ
p2ΨB(0,Λ)
2 +Ψ′B(0,Λ)
2
(EB −
√
p2 +m2)2
dp = 1, (4.16)
by using eq.(4.15), the above equation can be written as∫
∞
−∞
|ΨB(x)|2dx = lim
Λ→∞
1
2pi
λ21Ψ
′
B(0,Λ)
2
(
2EB
m2 − E2B
+
m2
(m2 − E2B)3/2
(
pi + 2 arcsin
EB
m
)
− I0(EB,Λ)
I2(EB,Λ)
G(Λ)
)
= 1, (4.17)
where
G(Λ) =
∫ Λ
−Λ
p2
(EB −
√
p2 +m2)2
dp. (4.18)
By obtaining the above integral, we find that the expression of G(Λ) diverges like
Λ. In order that the bound state to be normalizable, we must have
λ1Ψ
′
B(0) = ±
√
2pi lim
Λ→∞
(
2EB
m2 − E2B
+
m2
(m2 −E2B)3/2
(
pi + 2 arcsin
EB
m
)
− I0(EB,Λ)
I2(EB,Λ)
G(Λ)
)
−1/2
. (4.19)
For Λ → ∞, the term (I0(EB,Λ)/I2(EB,Λ)) G(Λ) vanishes in the above equation,
and we get
C1 = λ1Ψ
′
B(0) = ±
√
2pi
(
2EB
m2 −E2B
+
m2
(m2 − E2B)3/2
(
pi + 2 arcsin
EB
m
))−1/2
,(4.20)
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this means that for this case, the wave function in eq.(3.3) is normalizable, and
λ1Ψ
′
B(0) is a finite number. According, the wave function in eq.(3.4) can be written
as
ΨB(x) = C1 lim
Λ→∞
(
−I0(x, EB,Λ)±
√
−I0(EB,Λ)
I2(EB,Λ)
I1(x, EB,Λ)
)
, (4.21)
where I0(EB,Λ) is given by eq.(3.8) for bound and strong bound states, while it
is given by eq.(3.10) for the ultra-bound state. As for the second term in the
above equation, it can be proved that I1(x, EB,Λ) has a pulse with peaks at x =
±a(EB)Λ−1 near the origin, where a(EB) is a constant, also we get
I1(±a/Λ, EB,Λ)± ∼ b(EB)Λ, where b(EB) is another constant. Nevertheless, the
pulse is suppressed by the term
√
I0(EB,Λ)/I2(EB,Λ) as Λ→∞. Therefore, after
taking the limit Λ→∞, the second term can be neglected in comparison with the
first term for any value of x ∈ (−∞,∞). This issue has been discussed in more
details in appendix A. Like the non-relativistic case, we can not simply say that
the second term is zero, because we can not neglect this term in the expression of
Ψ′B(x).
5 The Scattering States for the Relativistic Case
For the scattering states, we have E > m. A suitable ansatz for this case must be
neither even or odd. Therefore, we assume that the solution has the following form
Ψ˜E(p) = Aδ(p−
√
E2 −m2) +Bδ(p+
√
E2 −m2) + Φ˜E(p), (5.1)
By substituting eq.(5.1) into eq.(3.2), we get
(
√
p2 +m2 − E)Φ˜E(p) +
(
ip
(
A +B
2pi
+ ΦE(0)
)
−
((
A− B
2pi
)
ik + Φ′E(0)
))
= 0
⇒ Φ˜E(p) = 1
E −
√
p2 +m2
(
ip
(
A+B
2pi
+ ΦE(0)
)
−
((
A−B
2pi
)
ik + Φ′E(0)
))
.
(5.2)
From eq.(5.2), we get Φ˜E(p) in coordinate space, that is
ΦE(x) =
λ1
2pi
∫
∞
−∞
eipxdp
E −
√
p2 +m2
(
ip
(
A+B
2pi
+ ΦE(0)
)
−
((
A− B
2pi
)
ik + Φ′E(0)
))
.
(5.3)
We can write the above equation in a more compact form, that is
ΦE(x) = λ1
(
−
(
(A−B)ik
2pi
+ Φ′E(0)
)
I0(x, E) +
(
A+B
2pi
+ ΦE(0)
)
I1(x, E)
)
.
(5.4)
17
-10 -5 0 5 10
x
0
0.3
0.6
0.9
Ψ
B(x
)
-10 -5 0 5 10
x
0
0.4
0.8
1.2
Ψ
B(x
)
-10 -5 0 5 10
x
0
0.6
1.2
1.8
Ψ
B(x
)
-10 -5 0 5 10
x
0
3
6
9
Ψ
B(x
)
Λ=2m Λ=5m
Λ=20m Λ
EB=0.5 m EB=0.5 m
EB=0.5 m EB=0.5 m
8
Figure 4: Bound state wave function in coordinate space for the relativistic case with
EB = m/2, and different values of Λ = 2m, 5m, 20m, and ∞. The wave function
turns to an even function when Λ→∞.
From eq.(5.4), and using momentum cutoff we get
ΦE(0,Λ) = −λ1(Λ)I0(E,Λ)
(
A−B
2pi
ik + Φ′E(0,Λ)
)
,
Φ′E(0,Λ) = λ1(Λ)I2(E,Λ)
(
A+B
2pi
+ ΦE(0,Λ)
)
, (5.5)
where
Ik(E,Λ) =
1
2pi
∫ Λ
−Λ
(ip)k
E −
√
p2 +m2
. (5.6)
The divergent part of I0(E) is similar to the divergent part I0(EB). By using
eq.(4.13) for the scattering case, we get
I0(E,Λ) =
1
2pi
log
(√
Λ2 +m2 − Λ√
Λ2 +m2 + Λ
)
+
E
pi
√
E −m2 arctanh
(√
E −m2
E
)
.(5.7)
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Similarly, we get
I2(E,Λ) =
1
2pi
(
Λ
√
Λ2 +m2 −
(
E2 − m
2
2
)
log
(√
Λ2 +m2 − Λ√
Λ2 +m2 + Λ
)
+ 2EΛ
)
+ I2c(E), (5.8)
where I2c(E) is the finite part of I2(E,Λ). Again here, it is needless to calculate the
value of I2c(E) because it will never play a role in the calculations as we will show
this later. From eqs.(5.5) we get
ΦE(0,Λ) = −I0(E,Λ)λ1(Λ)
2pi
(
(A−B)ik + λ1(Λ)I2(E,Λ)(A+B)
1 + I0(E,Λ)I2(E,Λ)λ
2
1
)
, (5.9)
Φ′E(0,Λ) =
I2(E,Λ)λ1(Λ)
2pi
(
(A +B)− (A−B)ikλ1I0(E,Λ)
1 + I0(E,Λ)I2(E,Λ)λ21(Λ)
)
. (5.10)
By substituting for the value of λ1(Λ) from eq.(4.6) into eq.(5.9) and eq.(5.10), after,
we substitute for I0(E,Λ) and I2(E,Λ) from eq.(5.8) and eq.(5.7), then taking the
limit Λ→∞ we get
− λ1
(
A− B
2pi
ik + Φ′E(0)
)
=
A+ B
2pi(I0c(EB)− I0c(E)) , λ1 = ±|λ1|, (5.11)
λ1(Λ)
(
A+B
2pi
+ ΦE(0,Λ)
)
∼ ∓ (A+B)
√
log(2Λ)
2piΛ(I0(EB)− I0(E)) , λ1 = ±|λ1|. (5.12)
By substituting eq.(5.11) and eq.(5.12) into eq.(5.4), we get
ΦE(x) =
(A +B)
4pi2(I0(EB)− I0(E))
(∫
∞
−∞
eipxdp
E −
√
p2 +m2
∓ lim
Λ→∞
√
log(2Λ)
Λ
∫ Λ
−Λ
ipeipxdp
E −
√
p2 +m2
)
, λ1 = ±|λ1|. (5.13)
The odd part of ΦE(x) term has a factor of
√
log(2Λ)/Λ, multiplied by I1(x, E,Λ)
which has a pulse at x = ±a(E)Λ−1 with a hight b(E)Λ when Λ→∞, as we explain
in Appendix A. On the other hand, the even term diverges logogrammatically at
the origin, therefore the odd term can be ignored in the expression of ΦE(x) for
any x ∈ (−∞,∞). However, this term can not be ignored when taking Φ′E(x),
as we explained in the case of the bound state. The expression I0(EB) − I0(E) =
I0c(EB)−I0c(E) is finite, that is because the divergent terms cancel each other. Our
previous non-relativistic treatment suggests that the energy-dependent relativistic
running coupling constant renormalized at the scale EB is given by
λ(E,EB) =
1
I0c(EB)− I0c(E) = −
[
EB
2pi
√
m2 − E2B
(
pi + 2 arcsin
EB
m
)
+
E
pi
√
E2 −m2 arctanh
√
E2 −m2
E
]
−1
. (5.14)
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It is easy to prove that for ∆E = E −m ≪ m, and ∆EB = EB − m ≪ −m, the
expression of λ(E,EB) reduced to the expression of λ(∆EB) in eq.(2.44).
Again here, the first integral in eq.(5.13) can be solved using the contour inte-
gration of Figure.2. Accordingly, we get
ΨE(x) =
[
Aeikx +Be−ikx + λ(E,EB)(A+B)
√
k2 +m2
sin(k|x|)
k
−
(
1
pi
λ(E,EB)(A+B)
∫
∞
m
dµ
√
µ2 −m2
µ2 + k2
exp(−µ|x|)
)
∓ lim
Λ→∞
√
log(2Λ)
Λ
(A+B)λ(E,EB)
∫ Λ
−Λ
ip eipxdp√
k2 +m2 −
√
p2 +m2
]
,
λ1 = ±|λ1|, E =
√
k2 +m2. (5.15)
To understand more the meaning of the wave function in eq.(5.15), and the
constants A and B, we study the reflected and transmitted wave functions for this
case. In region I to the left of the contact point, i.e. for x < 0, the relativistic
reflected wave function takes the following form [20]
ΨI(x) = exp(ikx) +R(k) exp(−ikx) + C(k)λ(E,EB)χE(x). (5.16)
In region II to the right of the contact point, i.e. for x > 0, the relativistic trans-
mitted wave function takes the following form
ΨII(x) = T (k) exp(ikx) + C(k)λ(E,EB)χE(x). (5.17)
Here, C(k) is a constant that will be determined later, R(k) and T (k) are the
reflection and transmission coefficients, and
χE(x) =
1
pi
∫
∞
m
dµ
√
µ2 −m2
µ2 + E2 −m2 exp(−µ|x|), (5.18)
is the branch-cut contribution, which arises in the relativistic case only. This con-
tribution decays exponentially away from the contact point x = 0, therefore it has
no effect on the scattering wave function at asymptotic distances. By comparing
eq.(5.15) for x < 0 with eq.(5.16), and for x > 0 with eq.(5.17), we get the following
relations
T =
k
k + iλ(E,EB)
√
k2 +m2
, R = − iλ(E,EB)
√
k2 +m2
k + iλ(E,EB)
√
k2 +m2
, (5.19)
A =
1
2
2k + i
√
k2 +m2
k + i
√
k2 +m2
, B =
1
2
R, C(k) = −1
pi
T. (5.20)
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To verify that the resulting system is self-adjoint, we must examine the orthog-
onality of the various states. In other words, the scalar product of the bound state
and the scattering states has to vanish, or
〈ΨB|ΨE〉 = 0, (5.21)
also the scalar product of two scattering states has to vanish too
〈ΨE′|ΨE〉 = 0. (5.22)
The proof of self-adjointness is explained in appendix B in eq.(7.15)and eq.(7.29),
where we prove that the system is self-adjoint for λ1 = ±|λ1|.
6 Repulsive and Attractive Scattering States, and
the Non-relativistic Limit for the Relativistic
Case
For the relativistic case, and once we remove the cutoff we have the same bound
state for both λ1 = ±|λ1|, and the same scattering states for both λ1 = ±|λ1|.
Moreover, the wave function of the scattering state is like the one for the δ-function
potential. To see that, let us take the even part of the wave function in eq.(5.15)
ΨE(x) + ΨE(−x) = A(k)
[
cos(kx) + λ(E,EB)
√
k2 +m2
k
sin(k|x|)
− λ(E,EB)
pi
∫
∞
m
dµ
√
µ2 −m2
µ2 + k2
exp(−µ|x|)
]
, (6.1)
This exactly the same expression of the scattering wave function of the δ-function
potential that was derived in [20]. The same goes for the bound state.
From eq.(5.14) and eq.(4.12), bound and strong bound states (|EB| < m) are
correspond to attractive δ′-function potential, because then λ(E,EB) < 0 . On the
other hand, for ultra- strong bound state (EB < −m ), the value of I0c(EB) is given
by eq.(4.13), and therefore it gives λ(E,EB) > 0 for E > EB, (see Figure 5). This
correspond to a repulsive δ′-function potential.
By taking κ/m → 0, we get the non-relativistic limit for the relativistic bound
state. Accordingly, eq.(4.21) gives
ΨB(x) =
√
κ
[
κ
mpi
∫
∞
m
dµ
√
µ2 −m2
µ2 − κ2 exp(−µ|x|) + exp(−κ|x|)
]
± √κ lim
Λ→∞
2m
√
log(2Λ)
Λ
(A+B)λ(E,EB)
∫ Λ
−Λ
ip eipxdp
2∆EBm− p2 . (6.2)
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Figure 5: The running coupling λ(E,EB) as a function of the scattering energy E
in the units of m, for EB = −1.1m,−2m,−3m, and −4m. The graph in the lower
right corner was extended to large values of E in order to illustrate the asymptotic
freedom of the system when λ(E,EB)→ 0 as E →∞
This means that the wave function reduces to the bound state for the non-relativistic
case in eq.(2.30). However, the divergence at the origin of the relativistic wave
function persists for any non-zero value of κ/m. Moreover, the last integral in
eq.(6.2) does not reduce to the analogous form in eq.(2.30), however, this term can
be ignored if we remove the cutoff. The non-relativistic limit for the relativistic
scattering states is
ΨE(x) = Ae
ikx +Be−ikx + (A+B)λ(EB)
m sin(k|x|)
k
−
(
1
pi
λ(EB)(A+B)
∫
∞
m
dµ
√
µ2 −m2
µ2 + k2
exp(−µ|x|)
)
∓ lim
Λ→∞
2m
√
log(2Λ)
Λ
(A+B)λ(EB)
∫ Λ
−Λ
ip eipxdp
k2 − p2
]
,
(6.3)
where E = k2/2m. The same argument goes for the non-relativistic limit of the
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scattering states.
If we take the limit EB → −∞, the running coupling constant in eq.(5.14) takes
the form
λ(E,EB)→ −
[
E
pi
√
E2 −m2 arctanh
√
E2 −m2
E
− 1
pi
log
(−2EB
m
)]−1
. (6.4)
For small non-relativistic energies ∆E = E −m≪ m, this reduces to
λ→ pi
log(−2EB/m) > 0. (6.5)
Therefore we are reaching the non-relativistic limit for a repulsive δ′-function poten-
tial with a coupling parameter λ(EB) > 0. This exactly the same as the case of the
δ- function potential [20]. An important feature of the non-relativistic case is that
it has only an attractive δ′-function potential, a result that has been also reached
by [29]. In contrast, the non-relativistic limit of the relativistic case for ultra-strong
bound state gives a repulsive δ′-function potential with λ(EB) > 0 in eq.(6.3). At
first glance, this seems to be a paradox. However, the fact that contact interac-
tions happen at very short distances can explain the issue. Very short distances
mean high momentum transfer, therefore even for non-relativistic limit energies, the
particle still influenced by the powers of p higher than two in the expansion of the
pseudo-differential operator.
7 Conclusions
The investigation of the δ′- function potential in 1-dimensional non-relativistic and
relativistic quantum mechanics require regularization. On the other hand, renor-
malizing the coupling constant λ1 using renormalization methods in the usual sense
is not possible due to the square root in eq.(2.17) and eq.(4.6). However, λ1 always
appears in the equation of motion as λ1ΨB(0), and λ1Ψ
′
B(0), and therefore this
suggests to redefine the concept of renormalization in this case to a renormalized
λ1ΨB(0), and λ1Ψ
′
B(0). This could be done by proving that they are finite quantities
under the regularization scheme. The cutoff regularization is successful in calculat-
ing the order of smallness of λ1, ΨB(0), and Ψ
′
B(0). When removing the cutoff we
get λ1ΨB(0) → 0, while the value of λ1Ψ′B(0) is obtained from the normalization
condition. Having these information we are able to obtain the wave function for the
bound state, and scattering states in both relativistic and non-relativistic cases, and
without the the need for the explicit form of λ1. Before removing the cutoff, in both
of the non-relativistic and relativistic cases, there are 2-parameters family of self-
adjoint extensions λ1 = ±|λ1|. However, once we remove the cutoff, we end up only
with one parameter, that is the coupling constant λ(∆EB) in the non-relativistic
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case, and λ(E,EB) energy-dependent relativistic running coupling constant in the
relativistic case.
After removing the cutoff, the resultant wave functions, bound and scattering
states have exactly the same expression of the analogous ones in the relativistic
δ-function potential case. As a result, we have the same interesting features of
the δ-function potential like, asymptotic freedom, dimensional transmutation, and
an infra-red conformal fixed point in the massless limit that was discussed in our
previous paper [20]. The only difference is that λ1Ψ
′
B(0) is a non-zero constat while
λ1ΨB(0) → 0 in the case of the δ′-function potential, while λ1ΨB(0) is non-zero
constant in the case of the δ-function potential. However this will not affect the
probability density in both problems, because in the two problems, both of λ1Ψ
′
B(0)
and λ1ΨB(0) have the same dependency on EB, as it is clear from eq.(4.16) and
eq.(4.20). It is not clear if the work in [19] leads to the same conclusion.
One of the important results of this work is highlighting the fact that the non-
relativistic limit of the relativistic case does not lead exactly to the non-relativistic
solution. The non-relativistic case has only an attractive δ′-function potential. In
contrast, the non-relativistic limit of the relativistic case, and for ultra-strong bound
state gives a repulsive δ′-function potential, where λ(EB) > 0. This is explained by
the notion that δ′-function potential is a contact interaction that takes place at very
short distances, which mean high momentum transfer. Therefore, even for non-
relativistic limit energies, the particle still influenced by powers of p higher than
two in the expansion of the pseudo-differential operator. This also explain why
the divergence at the origin persist when taking the non-relativistic limit of the
relativistic case. The δ′-function potential reveal this issue more than the δ-function
potential, because in the the δ-function potential, we do have a repulsive solution
for the non-relativistic case.
The ideas and procedures discussed in this paper can be useful in solving the rel-
ativistic, and non-relativistic Schro¨dinger equation for potentials with higher deriva-
tives of the delta function. We can also investigate higher dimensions, and check
the self-adjointness of such systems using the procedure explained in appendix B.
It is well known that some regularization methods give rise to a nonself-adjoint
Hamiltonian [14], and It would be interesting to verify this independently. In fu-
ture work, there is a possibility of a successful investigation of a contact interaction
for a two-particles system using this approach. Such system has a total energy
E =
√
P 2 +M2, where P , and M are the total momentum, and the rest-energy of
the system respectively. In this case, we have to construct a boost operator, and
prove that the Poincare´ algebra is respected. The mass spectrum for this case offers
an interesting result that could be matched with a mass spectrum from a quantum
field theory.
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Appendix A: The Order of Smallness of the Odd
Part of the Relativistic Wave Function
The wave function in eq.(3.4) can be written as
ΨB(x,Λ) = ΥBe(x,Λ) + ΥBo(x,Λ), (7.1)
where ΥBe(x,Λ) and ΥBo(x,Λ) is the even and odd part of the relativistic bound
state respectively. Accordingly, ΥBo(x,Λ) can be written as
ΥBo(x,Λ) = ±C1
√
−I0(EB,Λ)
I2(EB,Λ)
I1(x, EB,Λ)
= ±C1
√
−I0(EB,Λ)
I2(EB,Λ)
∫ Λ
−Λ
ip exp(ipx)
EB −
√
p2 +m2
dp
= ±C1
√
−I0(EB,Λ)
I2(EB,Λ)
∞∑
k=1
∫ Λ
−Λ
(ip)kxk−1
(EB −
√
p2 +m2)(k − 1)!dp. (7.2)
For arbitrary x, the value of ΥBo(x,Λ) in eq.(7.2) vanishes as Λ → ∞. That is
because
√−I0(EB,Λ)/I2(EB,Λ) goes to zero as Λ→∞. However, this is not correct
for all values of x, there is a spike in the value of ΥBo(x,Λ) in the neighborhood of
x = ±ς. The numerical calculations show that the extrema values of I1(x, EB,Λ)
is proportional to Λ, and the value of ς is inversely proportional to Λ, as Λ → ∞.
For large enough Λ, the series in eq.(7.2) converges. The integral in the right hand
side of eq.(7.2) can be obtained analytically for all values of k. Accordingly, we can
write the above equations as
ΥBo(x,Λ) = ±C1
√
−I0(EB,Λ)
I2(EB,Λ)
×
∞∑
k=1
2Λ2k+1
(
mF1(
1
2
+ k;−1
2
, 1; 3
2
+ k; −Λ
2
m2
,− Λ2
m2−E2
B
)
(m2 − E2B)(2k + 1)(2k − 1)!)
+
EB 2F1(1,
1
2
+ k; 3
2
+ k;− Λ2
m2−E2
B
)
(m2 − E2B)(2k + 1)(2k − 1)!
)
(−1)k−1ς2k−1, (7.3)
where F1(a1; a2, a3; a4; z1, z2) is the Appel hypergeometric function with two vari-
ables, and 2F1(a1, a2; a3; z) is a hypergeometric function with one variable. The
value of ς can be obtained from the first maximum of I1(x, EB,Λ), or
∂I1(x, EB,Λ)
∂x
|x=ς =
∫ Λ
−Λ
−p2 exp(ipx)
(EB −
√
p2 +m2)2
dp|x=ς = 0. (7.4)
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From the above equation, and using eq.(7.3), the value of ς can be calculated by
solving numerically the following equation
∞∑
k=1
2Λ2k+1
(
mF1(
1
2
+ n;−1
2
, 1; 3
2
+ n; −Λ
2
m2
,− Λ2
m2−E2
B
)
(m2 −E2B)(2k + 1)(2k − 2)!
+
EB 2F1(1,
1
2
+ n; 3
2
+ n;− Λ2
m2−E2
B
)
(m2 −E2B)(2k + 1)(2k − 2)!
)
(−1)k−1ς2k−2 = 0. (7.5)
There are infinite number of values for ς that satisfie the above equation. We are
only interested in the smallest ς. As Λ→∞, it can be proved that ς → a(EB)Λ−1.
By substituting the obtained value of ς in eq.(7.3) we get
ΥBo(±ς,Λ) = ±C1
√
−I0(EB,Λ)
I2(EB,Λ)
b(EB)Λ, λ1 = ±|λ1| (7.6)
For the scattering states, we write
ΦE(x,Λ) = ΥEe(x,Λ) + ΥEo(x,Λ). (7.7)
where ΥEe(x,Λ) is the even part, and ΥEo(x,Λ) is the odd part of ΦE(x,Λ). From
eq.(5.13), the odd part takes the following form
ΥEo(x,Λ) = ∓
√
log(2Λ)
Λ
∫ Λ
−Λ
ip exp(ipx)
E −
√
p2 +m2
dp, λ1 = ±|λ1| (7.8)
The same mathematical treatment of the bound state can be repeated for scattering
states, mainly by replacing EB with E in eq.(7.2), eq.(7.3) and eq.(7.5). In this
case, we also find numerically that when Λ→∞, the extrema of I1(x, E,Λ) are at
x = ς → a(EB)Λ−1, and
ΥEo(±ς,Λ) = ∓
√
log(2Λ)
Λ
b(E)Λ, λ1 = ±|λ1|. (7.9)
Appendix B: Self-Adjointness of the System
The non-relativistic case
The scalar product of ΨB(x) and ΨE(x) is
〈ΨB|ΨE〉 = lim
Λ→∞
C1
pi
∫ Λ
−Λ
dp
1
2m∆EB − p2
(
1± ip
√
−I0(∆EB,Λ)
I2(∆EB,Λ)
)
× [Aδ(p−
√
2m∆E) +Bδ(p+
√
2m∆E) + Φ˜E(p,Λ)], (7.10)
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where
Φ˜E(p,Λ) =
2mλ1(Λ)
2mE − p2
(
ip
(
A+B
2pi
+ ΦE(0,Λ)
)
−
((
A− B
2pi
)
ik + Φ′E(0,Λ)
))
.
(7.11)
From the above equation and eq.(7.10) we get
〈ΨB|ΨE〉 ∼ A+B
2m(∆EB −∆E) + limΛ→∞
(
±
√
2m∆E
A−B
2m(∆EB −∆E)
√
− I0(EB,Λ)
I2(∆EB,Λ)
+
(A+B)
2piI0(∆EB)
∫ Λ
−Λ
dp
(
1± ip
√
− I0(∆EB ,Λ)
I2(∆EB ,Λ)
)
2m∆EB − p2
1
2m∆E − p2
± (A+B)
√
m
−2piI0(∆EB,Λ)
√
1
Λ
∫ Λ
−Λ
dp
((
1± ip
√
− I0(∆EB ,Λ)
I2(∆EB ,Λ)
)
2m∆EB − p2
× ip
2m∆E − p2
))
. (7.12)
The integrals in the above equation can be obtained by using the following relation
m
pi
∫ Λ
−Λ
dp
(ip)k
2m∆EB − p2
1
2m∆E − p2 =
Ik(∆EB,Λ)− Ik(∆E,Λ)
∆E −∆EB . (7.13)
The above relation means that any integral involves odd powers of p vanishes.
For Λ→∞, the term involves p2 gives
m
pi
∫ Λ
−Λ
dp
−p2
2m∆EB − p2
1
2m∆E − p2 =
I2(∆EB,Λ)− I2(∆E,Λ)
∆E −∆EB
∼
√
∆EB + i
√
∆E, (7.14)
This means that after taking the limit Λ→∞, the only terms left in eq.(7.10) are
〈ΨB|ΨE〉 ∼ A+B
2m(∆EB −∆E) +
A+B
2m(∆E −∆EB) = 0 λ1 = ±|λ1| (7.15)
The scalar product of ΨE′(x) and ΨE(x) is
〈ΨE′|ΨE〉 = lim
Λ→∞
∫ Λ
−Λ
dp
2pi
[A∗′δ(p−
√
2m∆E ′) +B∗′δ(p+
√
2m∆E ′) + Φ˜∗E′(p,Λ)]
× [Aδ(p−
√
2m∆E) +Bδ(p+
√
2m∆E) + Φ˜E(p,Λ)] (7.16)
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Using eq.(7.11), we can write eq.(7.16) as
〈ΨE′|ΨE〉 ∼ (A∗′A+B∗′B)δ(
√
2m∆E −
√
2m∆E ′)
+
(A+B)(A∗′ +B∗′)λ(∆EB)
4pim(∆E −∆E ′) +
(A+B)(A∗′ +B∗′)λ(∆EB)
4pim(∆E ′ −∆E)
lim
Λ→∞
(
±
√
−λ(∆EB)m
2pi
√
1
Λ
(A+B)(A∗′ −B∗′)
2m∆E − 2m∆E ′ i
√
2m∆E ′
±
√
−λ(∆EB)m
2pi
√
1
Λ
(A−B)(A∗′ +B∗′)
2m∆E ′ − 2m∆E i
√
2m∆E
+ (A+B)(A∗′ +B∗′)
∫ Λ
−Λ
dp
( λ(∆EB)m
pi
+ ip
√
−λ(∆EB)m
2pi
√
1
Λ
2m∆E − p2
×
λ(∆EB)m
pi
− ip
√
−λ(∆EB)m
2pi
√
1
Λ
2m∆E ′ − p2
))
. (7.17)
We can use eq.(7.13) in the above equation by replacing ∆EB with ∆E
′, then any
integral involves power one of p vanishes. Moreover, we get
m
pi
∫ Λ
−Λ
dp
−p2
2m∆E ′ − p2
1
2m∆E − p2 =
I2(∆E
′,Λ)− I2(∆E,Λ)
∆E −∆E ′
∼
√
∆E ′ −
√
∆E. (7.18)
Accordingly, after taking the limit Λ→∞, we can write eq.(7.17) as
〈ΨE′|ΨE〉 ∼ δ(
√
2m∆E −
√
2mE ′) = δ(k − k′) λ1 = ±|λ1|. (7.19)
7.1 The relativistic case
The scalar product of ΨB(x) and ΨE(x) is
〈ΨB|ΨE〉 = lim
Λ→∞
C1
2pi
∫ Λ
−Λ
dp
1
EB −
√
p2 +m2
(
1± ip
√
−I0(EB,Λ)
I2(EB,Λ)
)
× [Aδ(p−
√
E2 −m2) +Bδ(p+
√
E2 −m2) + Φ˜E(p,Λ)], (7.20)
where
Φ˜E(p,Λ) =
λ1(Λ)
E −
√
p2 +m2
(
ip
(
A +B
2pi
+ ΦE(0,Λ)
)
−
((
A− B
2pi
)
ik + Φ′E(0,Λ)
))
.
(7.21)
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The above two equations together with eq.(5.11) and eq.(5.12) give
〈ΨB|ΨE〉 ∼ A+B
EB −E + limΛ→∞
(
± i
√
E2 −m2 A−B
EB − E
√
−I0(EB,Λ)
I2(EB,Λ)
± (A+B)
2pi(I0(EB)− I0(E))
∫ Λ
−Λ
dp
(
1± ip
√
− I0(EB,Λ)
I2(EB,Λ)
)
EB −
√
p2 +m2
1
E −
√
p2 +m2
∓ (A+B)
√
log(2Λ)
2piΛ(I0(EB)− I0(E))
∫ Λ
−Λ
dp
(
1± ip
√
− I0(EB ,Λ)
I2(EB ,Λ)
)
EB −
√
p2 +m2
ip
E −
√
p2 +m2
)
(7.22)
The integrals in the above equation can be obtained by using the following relation
1
2pi
∫ Λ
−Λ
dp
(ip)k
EB −
√
p2 +m2
1
E −
√
p2 +m2
=
Ik(EB,Λ)− Ik(E,Λ)
E −EB (7.23)
The above relation means that any integral involves odd power of p vanishes. For
Λ→∞, the term involves p2 gives
1
2pi
∫ Λ
−Λ
dp
−p2
EB −
√
p2 +m2
1
E −
√
p2 +m2
=
I2(EB,Λ)− I2(E,Λ)
E −EB ∼ Λ. (7.24)
From the above two equations, and after taking the limit Λ→∞, we get
〈ΨB|ΨE〉 = 0, λ1 = ±|λ1|. (7.25)
The scalar product of ΨE′(x) and ΨE(x) is
〈ΨE′|ΨE〉 = lim
Λ→∞
∫ Λ
−Λ
dp
2pi
[A∗′δ(p−
√
E ′2 −m2) +B∗′δ(p+
√
E ′2 −m2) + Φ˜E′(p,Λ)]
× [Aδ(p−
√
E2 −m2) +Bδ(p+
√
E2 −m2) + Φ˜E(p,Λ)]. (7.26)
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Using eq.(7.21) we can write eq.(7.26) as
〈ΨE′|ΨE〉 ∼ (A∗′A+B∗′B)δ(
√
E2 −m2 −
√
E ′2 −m2)
+
(A+B)(A∗′ +B∗′)λ(E,EB)
2pi(E − E ′) +
(A+B)(A∗′ +B∗′)λ(E ′, EB)
2pi(E ′ − E)
lim
Λ→∞
(
∓
√
log(2Λ)
Λ
(A+B)(A∗′ − B∗′)λ(E,EB)
2pi(E −E ′) i
√
E ′2 −m2
∓
√
log(2Λ)
Λ
(A− B)(A∗′ +B∗′)λ(E ′, EB)
2pi(E ′ −E) i
√
E2 −m2
+ λ(E ′, EB)λ(E,EB)(A+B)(A
∗′ +B∗′)
∫ Λ
−Λ
dp
4pi2
( 1∓ ip√log(2Λ)
Λ
E −
√
p2 +m2
× 1∓ ip
√
log(2Λ)
Λ
E ′ −
√
p2 +m2
))
. (7.27)
We can use eq.(7.23) in the above equation by replacing EB with E
′, then any
integral involves power one of p vanishes. I addition, we get
1
2pi
∫ Λ
−Λ
dp
−p2
E ′ −
√
p2 +m2
1
E −
√
p2 +m2
=
I2(E
′,Λ)− I2(E,Λ)
E −E ′ ∼ Λ. (7.28)
Accordingly we can write eq.(7.27) as
〈Ψ′E|ΨE〉 ∼ δ(
√
E2 −m2 −
√
E ′2 −m2), λ1 = ±|λ1|. (7.29)
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