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Uvod v teorijo informacij
Povzetek
V delu diplomskega seminarja sem se ukvarjal z iskanjem kodiranja, ki ima naj-
manjˇso pricˇakovano dolzˇino. Taksˇnemu kodiranju pravimo optimalno kodiranje.
Najprej sem dolocˇil omejitve dolzˇin optimalnega kodiranja in dokazal Kraftovo
neenakost za predponska kodiranja in kodiranja, ki se jih da enolicˇno odkodirati
(enolicˇna kodiranja). Kraftova neenakost nam namrecˇ daje potreben in zadosten
pogoj za obstoj predponskega kodiranja ali enolicˇnega kodiranja za dano mnozˇico
dolzˇin. V zakljucˇku dela pa sem se osredotocˇil na Huffmanovo kodiranje. Na prime-
rih sem predstavil idejo Huffmanovega algoritma ter povezave z nekaterimi drugimi
matematicˇnimi problemi. Nato sem podal teoreticˇno ozadje algoritma in dokazal,
da je kodiranje, ki ga dobimo s Huffmanovim algoritmom, optimalno.
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Abstract
In the course of the diploma seminar I was looking for code with the smallest expec-
ted length. Such code is called optimal code. First I defined the limits of lengths of
optimal code and presented Kraft inequality for prefix code and uniquely decodable
code. Kraft inequality gives us a necessary and sufficient condition for the existence
of a prefix code or a uniquely decodable code for a given set of codeword lengths.
At the end of my work I focused on Huffman codes. Using examples I presented
the idea of Huffman algorithm and the connection with some other mathematical
problems. Then I gave the theoretical background to the algorithm and concluded
that the code obtained with the Huffman algorithm is optimal.
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1. Uvod
Teorija informacij je veja matematike, ki se je zacˇela resneje razvijati na polovici
prejˇsnjega stoletja. Claude Elwood Shannon je razvil matematicˇne osnove teorije,
svoje delo pa je objavil v cˇlanku z naslovom ”Matematicˇna teorija komunikacij”
(angl. ”A Mathematical Theory of Communication”). Uporabe temeljnih tem teorije
informacij vsebujejo stiskanje podatkov brez izgube (angl. lossless data compression)
(npr. ZIP datoteke) in stiskanje podatkov z izgubo (angl. lossy data compression)
(npr. MP3 in JPEG). Teorija ima pomembno vlogo pri razvoju mobilnih telefonov,
razvoju interneta, sˇtudiranju jezikoslovja in cˇlovesˇkega zaznavanja, razumevanju
cˇrnih lukenj itd.
Podatke lahko stiskamo tako, da simbolom, ki se pojavijo najpogosteje, dodelimo
kratek predpis, simbolom, ki se pojavijo najmanj pogosto, pa daljˇsi predpis (cˇe je to
sploh potrebno). Cˇe vzamemo za primer Morsejevo abecedo, je najbolj pogost znak
(to je cˇrka e) predstavljen z eno piko.
V diplomski nalogi bomo najprej spoznali vecˇ tipov kodiranj ter njihove lastnosti.
Nato bomo definirali pojem informacije in entropije. Tako bomo imeli vsa potrebna
orodja za izpeljavo pomembnih rezultatov. Prvi izmed njih je Kraftova neenakost
za predponska kodiranja. Z nekaj izracˇuni bomo pokazali, da je pricˇakovana dolzˇina
vecˇja ali enaka entropiji. Sledila bo sˇe Kraftova neenakost za enolicˇna kodiranja, v
zadnjem delu naloge pa bomo s pomocˇjo razlicˇnih primerov spoznali Huffmanovo
kodiranje ter pokazali njegovo optimalnost.
2. Tipi kodiranj
V tem poglavju bomo najprej opisali izraze, ki jih bomo uporabljali v nadaljevanju
dela. Nato bomo definirali, kaj je kodiranje in predstavili, kaksˇne tipe kodiranj
poznamo.
Najprej nekaj terminologije.
• Abeceda bo v tem kontekstu pomenila mnozˇico elementov.
• Izvorna abeceda X je mnozˇica elementov, katerih vrednosti zavzame slucˇajna
spremenljivka X.
• Kodirna abeceda D je mnozˇica elementov, s katerimi bomo kodirali nize.
• Naj bo A koncˇna mnozˇica. Z A∗ = {a1a2 . . . ak; k ≥ 1, ai ∈ A,∀i} oznacˇimo
mnozˇico vseh zaporedij elementov iz A s koncˇno dolzˇino.
• Niz a1...an je predpona niza b1...bm, cˇe je n ≤ m in a1...an = b1...bn.
Definicija 2.1. Kodiranje simbolov (angl. source code) C za slucˇajno spreme-
njivko X je preslikava C : X → D∗. Vrednosti C(x) pravimo koda za x, z l(x)
pa oznacˇujemo dolzˇino C(x).
Definicija 2.2. Razsˇiritev kodiranja C je preslikava C∗ : X ∗ → D∗ definirana s
predpisom:
C∗(x1 . . . xn) = C(x1) . . . C(xn),
kjer je C(x1) . . . C(xn) zdruzˇitev (zlozˇenka) ustreznih kod.
Primer 2.3. Naj bo X={a,b,c,d} izvorna abeceda in D={0,1} kodirna abeceda.
a) C(a) = 0, C(b) = 10, C(c) = 110, C(d) = 111
C∗(aacb) = C(a)C(a)C(c)C(b) = 0011010
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b) C(a) = 101, C(b) = 00, C(c) = 0001, C(d) = 1
c) C(a) = 0, C(b) = 1, C(c) = 01, C(d) = 10
C∗(ab) = 01, C∗(c) = 01 ♦
V primeru c) vidimo, da nam razsˇiritvi dveh razlicˇnih nizov dasta isto kodo. Tako
ne moremo na podlagi kode ugodoviti, kateri niz se skriva v ozadju. To nam daje
motivacijo za naslednje definicije.
Definicija 2.4. Kodiranje C je nesingularno, cˇe se dva razlicˇna elementa iz X
preslikata v dva razlicˇna elementa iz D∗; to je,
x 6= x′ ⇒ C(x) 6= C(x′).
Z drugimi besedami: kodiranje C je nesingularno, cˇe je C injektivna preslikava.
Definicija 2.5. Kodiranje C se da enolicˇno odkodirati (angl. uniquely decodable),
cˇe je njegova razsˇiritev nesingularna.
Z besedami lahko zadnjo definicijo opiˇsemo tako: vsaka koda, ki jo dobimo s ko-
diranjem, ki se da enolicˇno odkodirati (v nadaljevanju z enolicˇnim kodiranjem), ima
natanko en niz, iz katerega je nastala.
Kodiranje iz primera 2.3.c) ni enolicˇno, saj vidimo, da je C∗(ab) = C∗(c), kar pa
je v nasprotju z definicijo.
Kodiranje iz primera 2.3.b) pa je enolicˇno. Na primer, nizu 1101000001001 lahko
pripada le niz dabcbd.
Definicija 2.6. Pravimo, da je kodiranje C predponsko (angl. prefix), cˇe ni nobena
koda predpona katerekoli druge kode.
V nasˇem primeru kodiranje 2.3.b) ni predponsko, saj je C(d) = 1 predpona od
C(a) = 101. Je pa ocˇitno 2.3.a) predponsko.
Predponsko kodiranje lahko enostavno odkodiramo. Ko preucˇujemo kodo in gle-
damo simbole po vrsti enega za drugim, lahko takoj, ko zaznamo znano kodo,
pripiˇsemo pripadajocˇ znak; na tem mestu nam ni potrebno gledati nadaljnih simbo-
lov, da ugotovimo, za kateri znak gre.
Slika 1. Razredi kodiranj
Predponsko kodiranje si lahko ponazorimo tudi z drevesom. Brez sˇkode lahko
privzamemo, da je kodirna abeceda enaka D = {0, 1, . . . , D − 1} (pravimo, da je
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kodiranje D-narno, cˇe je mocˇ mnozˇice D enaka D). Mislimo si, da vozliˇscˇa pred-
stavljajo simbole iz izvorne abecede, da iz vsakega vozliˇscˇa gre D poti ven in da je
vsaka pot iz vozliˇscˇa utezˇena z razlicˇnim elementom iz kodirne abecede. Potem za
predponsko kodiranje velja naslednje: pot od korena drevesa do vozliˇscˇa, ki pred-
stavlja simbol, ne vsebuje nobenega drugega vozliˇscˇa, ki bi predstavljalo kateri drug
simbol iz izvorne abecede.
Na spodnji shemi je z drevesom predstavljeno kodiranje iz primera 2.3.a).
Koren
a
b
c
d
0
1 0
1
0
1
3. Entropija in pricˇakovana dolzˇina
V teoriji informacij je zelo pomemben pojem entropije (Shannonova entropija),
zato bomo v tem poglavju spoznali potrebne definicije in nekatere lastnosti.
Definicija 3.1. Naj bo X diskretna slucˇajna spremenljivka z verjetnostno funkcijo
p(x) in x ∈ X , kjer je X mnozˇica vrednosti, ki jih slucˇajna spremenljivka zavzame.
Kolicˇina Shannonove informacije je definirana kot
IX(x) = logD
1
p(x)
.
S kolicˇino Shannonove informacije merimo stopnjo presenecˇenja pri vrednosti x.
Manjˇsa kot je verjetnost pri x, bolj smo nad izidom presenecˇeni. Cˇe ima nek x iz X
verjetnost enako ena, je IX(x) = 0, kar pomeni, da nad izidom nismo presenecˇeni.
Merimo jo v enotah informacije, ki pa je odvisna od baze D. Najbolj obicˇajne so
naslednje enote: cˇe D = 2 je enota bit, cˇe D = e je enota nat (natural units), cˇe pa
je D = 10 je enota hartley oziroma dits (decimal digits).
Definicija 3.2. Entropija diskretne slucˇajne spremenljivke X je pricˇakovana vre-
dnost Shannonove informacije:
HD(X) = E[IX(X)] =
∑
x∈X
p(x) logD
1
p(x)
.
Sledi nekaj lastnosti, ki veljajo za entropijo:
• Cˇe dodamo ali odstranimo element z verjetnostjo 0, se entropija ne spremeni.
• H(X) ≥ 0 (nenegativnost). Res: ker je p(x) ≤ 1, je 1
p(x)
≥ 1. Cˇe sedaj
uporabimo na tej neenakosti narasˇcˇajocˇo funcijo g(x) = logD(x) (ker D
6
obicˇajno ≥ 2), je logD 1p(x) ≥ logD(1) = 0. Torej je
H(X) =
∑
x∈X
p(x) logD
1
p(x)
≥ 0,
ker sta oba faktorja v vsakem cˇlenu vsote nenegativna.
• HD(X) ≤ logD(n), kjer je n sˇtevilo elementov, ki jih slucˇajna spremenljivka
X zavzame. Res: uporabili bomo Jensenovo neeankost.
HD(X) = E
[
logD(
1
p(x)
)
]
≤ logD
(
E
[
1
p(X)
])
= logD(n).
Kaj bi se pa zgodilo, cˇe ne bi poznali porazdelitve slucˇajne sprmeneljivke X in
bi predpostavili, da gre za neko drugo porazdelitev z verjetnostno funkcijo q(x)?
Pricˇakovali bi, da bomo v povprecˇju porabili vecˇ enot (bitov), kot bi s pravo poraz-
delitvijo. Koliko vecˇ, pa nam pove relativna entropija.
Definicija 3.3. Denimo, da imamo dve (diskretni) porazdelitvi z verjetnostnima
funkcijama p(x) in q(x), x ∈ X . Relativna entropija (Kullback-Leiblerjeva razdalja)
q(x) do p(x) je definirana kot
D(p||q) =
∑
x∈X
p(x) logD
p(x)
q(x)
.
Definicija 3.4. Pricˇakovana dolˇzina L(C) kode C(x) za slucˇajno spremenljivko X
s funkcijo verjetnosti p(x) je definirana s predpisom:
L(C) =
∑
x∈X
p(x)l(x).
Zgled 3.5. Gledamo avte, ki se peljejo po avtocesti. 1/2 avtov je cˇrnih, 1/4 belih,
1/8 rdecˇih in 1/8 modrih. Naj bo pretok avtov nasˇ vir informacij s sˇtirimi besedami:
cˇrna, bela, rdecˇa, modra. Na preprost nacˇin lahko besede (barve) zakodiramo v
binarnem zapisu na nasledni nacˇin:
cˇrna=00, bela=01, rdecˇa=10, modra=11.
Povprecˇje je ocˇitno 2 bita na besedo.
Lahko pa bi uporabili ”boljˇse” kodiranje:
cˇrna=0, bela=10, rdecˇa=110, modra=111.
Zakaj bi bilo to kodiranje boljˇse?
1
2
∗ 1bit+ 1
4
∗ 2bit+ 1
8
∗ 3bit+ 1
8
∗ 3bit = 1, 75bit
Torej v povprecˇju porabimo z drugim kodiranjem manj bitov kot s prvim. ♦
4. Kraftova neenakost
Radi bi skonsturirali predponsko kodiranje za predstavitev danega vira s cˇim
manjˇso pricˇakovano dolzˇino. Pri predstavi predponskega kodiranja z drevesom je
jasno, da ne bodo imeli vsi simboli kratkih kod. Velja pa za mnozˇico dolzˇin kod
predponskega kodiranja naslednji izrek.
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Izrek 4.1 (Kraftova neenakost). Za vsako predponsko kodiranje na kodirni abecedi
D velja, da njihove dolˇzine l1, l2, . . . , lm zadosˇcˇajo Kraftovi neenakosti:
m∑
i=1
D−li ≤ 1.
Obratno: za vse l1, l2, . . . , lm, ki zadosˇcˇajo Kraftovi neenakosti, lahko skonsturiramo
predponsko kodiranje s kodami pripadajocˇih dolˇzin.
Dokaz. Predstavljajmo si D-narno drevo, kjer ima vsako vozliˇscˇe D potomcev in
naj veje drevesa predstavljajo simbole kode (npr. D poti, ki izhajajo iz korena
drevesa, predstavlja D mozˇnih vrednosti za prvi simbol kode). Tako je vsaka koda
predstavljena z nekim listom na drevesu. Binarni primer je predstavljen na spodnji
shemi.
Koren
0
10
110
111
Predponski pogoj kod nam implicira to, da nobena koda ni predpona katerekoli
druge kode na drevesu. Tako vsaka koda izlocˇi svoje potomce kot mozˇne kode.
Oznacˇimo sedaj z lmax dolzˇino najdaljˇse kode iz mnozˇice kod in poglejmo vsa
vozliˇscˇa drevesa na razdalji lmax. Nekatera od njih predstavljajo kodo, nekatera so
potomci kaksˇne kode, nekatera pa nimajo posebne lastnosti. Koda na dolzˇini li ima
Dlmax−li potomcev na dolzˇini lmax. Mnozˇice teh potomcev so disjunktne, vsota vseh
potomcev v teh mnozˇicah pa mora biti manjˇsa ali enaka Dlmax . Torej, cˇe sesˇtevamo
po vseh kodah, dobimo ∑
Dlmax−li ≤ Dlmax
oziroma ∑
D−li ≤ 1,
kar je ravno Kraftova neenakost.
Poglejmo sˇe drugi del dokaza. Za poljubno mnozˇico dolzˇin kod l1, l2, . . . , lm, ki
zadosˇcˇajo Kraftovi neenakosti, lahko skonstruiramo drevo, kot je predstavljeno na
zgornji shemi. Oznacˇimo prvo vozliˇscˇe na globini l1 kot kodo za 1 in odstranimo
njegove potomce. Nato izmed preostalih vozliˇscˇ izberemo vozliˇscˇe na globini l2,
ga oznacˇimo kot kodo za 2 in odstranimo njegove potomce. Cˇe tako nadaljujemo,
dobimo ustrezno predponsko kodiranje. 
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Sedaj pa bomo pokazal, da tudi neskoncˇno predponsko kodiranje zadosˇcˇa Kraftovi
neenakosti.
Izrek 4.2 (Razsˇirjena Kraftova neenakost). Za vsako sˇtevno neskoncˇno mnozˇico
kod, ki tvorijo predponsko kodiranje, njihove dolˇzine zadosˇcˇajo Kraftovi neenakosti:
∞∑
i=1
D−li ≤ 1.
Velja tudi obratno: za vsako sˇtevno neskoncˇno mnozˇico dolˇzin kod, ki zadosˇcˇajo
razsˇirjeni Kraftovi neenakosti, lahko konsturiramo predponsko kodiranje s kodami
ustreznih dolˇzin.
Dokaz. Naj bo D = {0, 1, . . . , D − 1} D-nomska kodirna abeceda. Predstavljajmo
si i-to kodo kot y1y2 . . . yli . Naj bo 0, y1y2 . . . yli realno sˇtevilo dano v D-nomskem
sˇtevilskem sistemu
0, y1y2 . . . yli =
li∑
j=1
yjD
−j.
Ta koda pripada intervalu
[0, y1y2 . . . yli , 0, y1y2 . . . yli +D
−li),
to je mnozˇica vseh realnih sˇtevil, katerih predpis se v D-nomskem sˇtevilskem sistemu
zacˇne z 0, y1y2 . . . yli . Ta interval je podinterval intervala [0,1]. Ker je kodiranje po
predpostavki predponsko, so intervali disjunktni za vse li. Iz tega sledi, da mora
biti njihova vsota manjˇsa ali enaka 1, kar nam da zˇeljeni rezultat.
Poglejmo sedaj sˇe drugi del dokaza. Isˇcˇemo predponsko kodiranje z ustreznimi
dolzˇinami, ki zadosˇcˇajo Kraftovi neenakosti. Najprej razvrstimo indekse tako, da
velja l1 ≤ l2 ≤ . . . . Sedaj pa razvrstimo intervale po vrsti od spodaj navzgor. Cˇe bi
na primer zˇeleli konstruirati binomsko kodiranje z dolzˇinami kod l1 = 1, l2 = 2, . . .
bi bili nasˇi intervali [0, 1/2), [1/2, 3/4), . . . s pripadajocˇimi kodami 0, 10, . . . . 
V nadaljevanju bomo videli, da enolicˇna kodiranja prav tako zadosˇcˇajo Kraftovi
neenakosti, pred tem pa si oglejmo problem iskanja najkrajˇsega predponskega kodi-
ranja.
5. Optimalno kodiranje
V tem poglavju si bomo pogledali problem iskanja predponskega kodiranja z mi-
nimalno pricˇakovano dolzˇino. Na podlagi rezultatov iz prejˇsnjega poglavja je to
ekvivalentno iskanju mnozˇice dolzˇin l1, l2, . . . , lm, ki zadosˇcˇajo Kraftovi neenakosti
in je njihova pricˇakovana dolzˇina L =
∑
pili manjˇsa ali enaka od pricˇakovane dolzˇine
kateregakoli drugega predponskega kodiranja. To je standardni optimizacijski pro-
blem: minimiziramo
L =
∑
pili
po vseh celih sˇtevilih l1, l2, . . . , lm, ki zadosˇcˇajo neenakosti∑
D−li ≤ 1.
Da bi lahko uporabili Lagrangev multiplikator si za zdaj mislimo, da so li realna
sˇtevila in da imamo v pogojih enakost. Tako dobimo enacˇbo
J =
∑
pili + λ(
∑
D−li − 1).
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S parcialnim odvajanjem po li dobimo
∂J
∂li
= pi − λD−li logeD.
Cˇe izenacˇimo to z 0, dobimo
(1) D−li =
pi
λ logeD
.
Cˇe parcialno odvajamo sˇe po λ in odvod izenacˇimo z 0, dobimo sˇe zadnji pogoj∑
D−li − 1 = 0.
Z uposˇtevanjem (1) za vse i dobimo
p1
λ logeD
+ . . .+
pm
λ logeD
= 1
1
λ logeD
= 1
λ =
1
logeD
,
od koder pa sledi
(2) pi = D
−li ,
od tod pa dobimo
(3) l∗i = − logD pi.
Tako je optimalna pricˇakovana dolzˇina
L∗ =
∑
pil
∗
i = −
∑
pi logD pi = HD(X).
V tej izpeljavi smo uposˇtevali, da so dolzˇine poljubna realna sˇtevila, jasno pa je, da bi
se morali omejiti le na cela sˇtevila, s katerimi pa ne moremo vedno zadostiti enakosti
(3). Namesto tega bi lahko vzeli mnozˇico kod z dolzˇinami li, ki je ”blizu”optimalni
mnozˇici.
Da je l∗i = − logD pi res lokalni minimum, se bomo prepricˇali v dokazu naslednjega
izreka.
Izrek 5.1. Pricˇakovana dolˇzina L kateregakoli predponskega D-narnega kodiranja
slucˇajne spremenljivke X je vecˇja ali enaka entropiji HD(X), t. j.
(4) L ≥ HD(X).
Enakost velja cˇe in samo cˇe je D−li = pi.
Dokaz. Iz neenakosti (4) in uporabo enakosti (2) in (3) dobimo
L−HD(X) =
∑
pili − (−
∑
pi logD pi) =
∑
pili −
∑
pi logD
1
pi
= −
∑
pi logDD
−li +
∑
pi logD pi.
Naj bo sedaj ri = D
−li/
∑
j D
−lj in c =
∑
D−li :
L−H = −
∑
pi logDD
−li +
∑
pi logD pi
= −
∑
pi logDD
−li +
∑
pi logD pi +
∑
pi logD(
∑
j
D−lj)−
∑
pi logD(
∑
j
D−lj)
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=
∑
pi logD pi −
∑
pi logD
D−li∑
j D
−lj −
∑
pi logD(
∑
j
D−lj)
=
∑
pi(logD pi − logD ri)−
∑
pi logD c
=
∑
pi logD
pi
ri
− logD c = D(p||r) + logD
1
c
≥ 0,
kar sledi iz nenegativnosti entropije in Kraftove neenakosti (c ≤ 1). Tako dobimo
L ≥ H z enakostjo cˇe in samo cˇe je pi = D−li (z drugimi besedami: cˇe in samo cˇe je
− logD pi celo sˇtevilo za vse i). 
Definicija 5.2. Verjetnostna porazdelitev je D-aticˇna, cˇe je verjetnost vsakega ele-
mentarnega izida enaka D−n za neko naravno sˇtevilo n.
Z uporabo te definicije imamo v prejˇsnjem dokazu enakost cˇe in samo cˇe je po-
razdelitev X D-aticˇna.
Ta dokaz nam da tudi proces iskanja optimalnega kodiranja: poiˇscˇi D-aticˇno po-
razdelitev, ki je najblizˇje porazdelitvi X (v smislu entropije). Dobljena porazdelitev
nam da mnozˇico dolzˇin kod. Kodiranje nato konstruiramo s pomocˇjo drevesa, kot v
dokazu Kraftove neenakosti. Tako dobimo optimalno kodiranje za X.
6. Omejitve dolzˇin optimalnega kodiranja
Proces iskanja optimalnega kodiranja je vse prej kot lahek, saj iskanje najblizˇje
D-aticˇne porazdelitve ni enostavno. V tem poglavju bomo spoznali podoptimalni
proces (Shannon-Fanovo kodiranje), pozneje pa sˇe enega (Huffmanovo kodiranje) za
iskanje optimalnega kodiranja.
Demonstrirali bomo kodo, ki dosezˇe pricˇakovano dolzˇino L znotraj ene enote (v
binarnem znotraj enega bita) spodnje meje, to je
H(X) ≤ L < H(X) + 1.
Spomnimo se nasˇega minimizacijskega problema: zˇelimo minimizirati L =
∑
pili
pod pogoji, da so l1, l2, . . . , lm cela sˇtevila in
∑
D−li ≤ 1. Pokazali smo zˇe, da so lahko
optimalne dolzˇine kod najdene tako, da najdemo D-aticˇno verjetnosto porazdelitev
blizu porazdelitve X (v smislu enotropije). To pomeni iskanje D-aticˇne porazdelitve
r (ri = D
−li/
∑
j D
−lj), ki minimizira
L−HD = D(p||r)− log(
∑
D−li) ≥ 0.
Izbira dolzˇin li = logD
1
pi
nam da enakost L = H. Ker pa logD
1
pi
ni vedno celo
sˇtevilo, zaokrozˇimo to sˇtevilo navzgor na celo sˇtevilo
li = dlogD
1
pi
e.
Ker je dxe ≥ x, tudi te dolzˇine zadosˇcˇajo Kraftovi neenakosti:∑
D
−dlog 1
pi
e ≤
∑
D
− log 1
pi =
∑
pi = 1.
Izbrane dolzˇine kod zadosˇcˇajo
logD
1
pi
≤ li < logD
1
pi
+ 1.
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Cˇe to pomnozˇimo s pi ≥ 0 in sesˇtejemo po vseh i, dobimo:
(5) HD(X) ≤ L < HD(X) + 1.
Iz dejstva, da je optimalno kodiranje lahko le boljˇse od tega kodiranja, sledi spodnji
izrek.
Izrek 6.1. Naj bodo l∗1, l
∗
2, . . . , l
∗
n optimalne dolˇzine kod in naj bo L
∗ pripadajocˇa
optimalna pricˇakovana dolˇzina (L∗ =
∑
pil
∗
i ). Potem velja
HD(X) ≤ L∗ < HD(X) + 1.
Dokaz. Naj bo li = dlogD 1pi e. Potem li zadostujejo Kraftovi neenakosti in iz (5) sledi
HD(X) ≤ L =
∑
pili < HD(X) + 1.
Ker pa je L∗ (pricˇakovana dolzˇina optimalne kode) manj od L in ker L∗ ≥ HD, sledi
iskana neenakost. 
6.1. Omejitve dolzˇin kod glede na posamezne simbole. V izreku 6.1 je odsto-
panje od spodnje meje najvecˇ 1 enota zaradi dejstva, da log 1
pi
ni vedno celo sˇtevilo.
V tem razdelku pa si bomo pogledali, kako lahko zgornjo mejo zmanjˇsamo, cˇe jo
razprsˇimo na vecˇ simbolov.
Recimo, da imamo zaporedje n simbolov, ki prihajajo neodvisno med sabo in z
enako porazdelitvijo iz nakljucˇnega generatorja (slucˇajne spremenljivke) X. Z Ln
oznacˇimo pricˇakovano dolzˇino kode za simbol. Torej, cˇe je l(x1x2, . . . , xn) dolzˇina
kode za (x1x2, . . . , xn), potem je
Ln =
1
n
∑
p(x1x2, . . . , xn)l(x1x2, . . . , xn) =
1
n
E (l(X1, X2, . . . , Xn)).
Sedaj lahko uporabimo meje, ki smo jih izpeljali zgoraj:
H(X1, X2, . . . , Xn) ≤ E (l(X1, X2, . . . , Xn)) < H(X1, X2, . . . , Xn) + 1.
Ker so v tem primeru X1, X2, . . . , Xn neodvisne in enako porazdeljene, je
H(X1, X2, . . . , Xn) =
∑
H(Xi) = nH(X).
Cˇe delimo z n, dobimo
H(X) ≤ Ln < H(X) + 1
n
.
Cˇe imamo poljubno dolgo zaporedje simbolov, ki jih kodiramo, dobimo pricˇakovan
delezˇ kode na simbol blizu entropije.
Isti argument lahko uporabimo za zaporedja simbolov, ki niso nujno neodvisni in
enako porazdeljeni. V tem primeru imamo sˇe vedno neenakost
H(X1, X2, . . . , Xn) ≤ E (l(X1, X2, . . . , Xn)) < H(X1, X2, . . . , Xn) + 1.
Cˇe spet delimo z n, dobimo
H(X1, X2, . . . , Xn)
n
≤ Ln < H(X1, X2, . . . , Xn)
n
+
1
n
.
Cˇe je stohasticˇni proces stacionaren, velja
H(X1, X2, . . . , Xn)
n
→ H(X )
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in pricˇakovana dolzˇina gre proti entropiji, ko gre n → ∞. Iz tega premisleka sledi
spodnji izrek.
Izrek 6.2. Minimalni pricˇakovan delezˇ dolˇzine na simbol zadosˇcˇa neenakosti
H(X1, X2, . . . , Xn)
n
≤ L∗n <
H(X1, X2, . . . , Xn)
n
+
1
n
.
Velja sˇe vecˇ: cˇe je X1, X2, . . . , Xn stacionaren stohasticˇni proces, je
L∗n → H(X ),
kjer je H(X ) vrednost entropije procesa.
Ta izrek nam ponuja sˇe eno mozˇno interpretacijo entropije - kot pricˇakovano sˇtevilo
enot na simbol potrebnih za opis procesa.
6.2. Napacˇno kodiranje. Sedaj si poglejmo, kaj se zgodi, cˇe za kodiranje pred-
postavimo napacˇno porazdelitev. Na primer, napacˇna porazdelitev bi lahko bila
najboljˇsa ocena za neznano pravo porazdelitev. Denimo, da je Shannonovo kodira-
nje dlog 1
q(x)
e skonstruirano za verjetnosti q(x), kjer pa so prave verjetnosti p(x).
Izrek 6.3 (Napacˇno kodiranje). Pricˇakovana dolˇzina kodiranja za p(x) z dolˇzinami
dolocˇenimi z l(x) = dlog 1
q(x)
e zadosˇcˇa:
H(p) +D(p||q) ≤ Epl(X) < H(p) +D(p||q) + 1,
kjer je D(p||q) relativna entropija med porazdelitvama p in q.
Dokaz. Pricˇakovana dolzˇina kode je
E (l(x)) =
∑
x
p(x)dlog 1
q(x)
e
<
∑
x
p(x)(log
1
q(x)
+ 1)
=
∑
x
p(x) log
p(x)
q(x)
1
p(x)
+ 1
=
∑
x
p(x) log
p(x)
q(x)
+
∑
x
p(x) log
1
p(x)
+ 1
= H(p) +D(p||q) + 1.
Dokazˇimo sedaj sˇe spodnjo mejo:
E (l(x)) =
∑
x
p(x)dlog 1
q(x)
e ≥
∑
x
p(x) log
1
q(x)
=
∑
x
p(x) log
p(x)
q(x)
1
p(x)
= H(p) +D(p||q)

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7. Kraftova neenakost za kodiranje, ki se da enolicˇno odkodirati
Kot smo zˇe videli, je razred kodiranj, ki se jih da enolicˇno odkodirati, vecˇji od
razreda predponskih kodiranj. Pricˇakovali bi, da bomo dobili manjˇso pricˇakovano
dolzˇino kode, cˇe L minimiziramo po vseh kodiranjih iz vecˇjega razreda. V tem
poglavju pa bomo videli, da nam razred enolicˇnih kodiranj ne ponuja kaksˇnih boljˇsih
mozˇnosti za mnozˇico dolzˇin kod kot razred predponskih kodiranj.
Izrek 7.1 (McMillan). Dolˇzine kod poljubnega D-narnega kodiranja, ki se ga da
enolicˇno odkodirati, zadosˇcˇajo Kraftovi neenakosti
(6)
∑
D−li ≤ 1
Obratno: naj bo dana mnozˇica dolˇzin kod, ki zadosˇcˇajo tej neenakosti. Potem se da
konstruirati kodiranje, ki se da enolicˇno odkodirati, s pripadajocˇimi dolˇzinami.
Dokaz. Oznacˇimo z a(m) sˇtevilo nizov x1, . . . , xk ∈ X k, ki se preslikajo v kodo
dolzˇine m. Vidimo, da velja spodnja neenakost, ki jo bomo kasneje uporabili v
dokazu:
(7) a(m) ≤ Dm.
Premislimo, da to res velja: po predpostavki je kodiranje enolicˇno. Torej se najvecˇ
en niz preslika v neko kodo dolzˇine m, vseh kod dolzˇin m pa je najvecˇ Dm. Torej
velja neenakost (7).
Z l(x) oznacˇimo dolzˇino kode simbolov x ∈ X . Potem je dolzˇina zaporedja
l(x1, x2, . . . , xk) =
k∑
i=1
l(xi).
Dokazati zˇelimo ∑
x∈X
D−l(x) ≤ 1.
Poglejmo k-to potenco leve strani:
(
∑
x∈X
D−l(x))k =
∑
x1∈X
∑
x2∈X
. . .
∑
xk∈X
D−l(x1)D−l(x2) . . . D−l(xk) =
(8) =
∑
x1,x2,...,xk∈Xk
D−l(x1)D−l(x2) . . . D−l(xk) =
∑
x1,x2,...,xk∈Xk
D−
∑k
i=1 l(xi).
Ker je mnozˇica X koncˇna, obstaja maksimum dolzˇin lmax in zato velja
∑k
i=1 l(xi) ≤
klmax.
V vsoti, ki smo jo dobili v (8), ima vsak cˇlen dolocˇeno vrednost eksponenta.
Vendar za tiste, ki imajo enak eksponent, velja da je njihova vrednost isto sˇtevilo.
Torej zdruzˇimo sedaj cˇlene glede na vrednost eksponenta:
∑
x1,x2,...,xk∈Xk
D−
∑k
i=1 l(xi) =
klmax∑
m=1
∑
x1,x2,...,xk∈Xk∑
l(xi)=m
D−
∑k
i=1 l(xi) =
14
=
klmax∑
m=1
D−m
∑
x1,x2,...,xk∈Xk∑
l(xi)=m
1 =
klmax∑
m=1
D−ma(m)
Iz zveze (7) dobimo
(
∑
x∈X
D−l(x))k =
klmax∑
m=1
a(m)D−m ≤
≤
klmax∑
m=1
DmD−m = klmax.
Tako sledi ∑
j
D−lj ≤ (klmax)1/k.
Ker ta neenakost velja za vse k, velja tudi v limiti, ko posˇljemo k → ∞. Ker velja
(klmax)
1/k → 1, dobimo ∑
j
D−lj ≤ 1,
kar smo zˇeleli dokazati.
Obratno: naj bo dana mnozˇica dolzˇin l1, l2, . . . , lm, ki zadosˇcˇajo Kraftovi neena-
kosti. Potem zˇe znamo skonstruirati predponsko kodiranje. Ker pa je vsako pred-
ponsko kodiranje tudi enolicˇno, smo tako skonstruirali tudi enolicˇno kodiranje. 
Posledica 7.2. Enolicˇno kodiranje neskoncˇne izvorne abecede X tudi zadosˇcˇa Kraf-
tovi neenakosti.
Dokaz. Do enakosti ∑
j
D−lj ≤ (klmax)1/k
je dokaz enak kot v zgornjem izreku. Ker pa je mnozˇica X neskoncˇna, je lmax lahko
neskoncˇno. To tezˇavo odpravimo z naslednjim razmislekom: vsaka podmnozˇica
enolicˇnih kodiranj je tudi enolicˇna, zato poljubna koncˇna podmnozˇica neskoncˇne
mnozˇice kod zadosˇcˇa Kraftovi neenakosti. Dobimo:
∞∑
i=1
D−li = lim
N→∞
N∑
i=1
D−li ≤ 1.
Obratno: naj bo dana mozˇica dolzˇin l1, l2, . . ., ki zadosˇcˇa Kraftovi neenako-
sti. Vemo, da lahko skonstruiramo predponsko kodiranje ustreznih dolzˇin. Ker
je predponsko kodiranje tudi enolicˇno, smo skonstruirali tudi enolicˇno kodiranje z
neskoncˇno mnogo kodami. Torej McMillanov izrek velja tudi za neskoncˇne abe-
cede. 
Sledi zgled, v katerem bomo skonstruirali predponsko kodiranje (torej tudi eno-
licˇno) za koncˇno mnozˇico dolzˇin, ki zadosˇcˇajo Kraftovi neenakosti.
Zgled 7.3. Naj bo D = 2 in l = {2, 3, 3, 3, 4, 4, 6} mnozˇica dolzˇin. Najprej se
prepricˇajmo, da te dolzˇine zadosˇcˇajo Kraftovi neenakosti:
15
14
+
1
8
+
1
8
+
1
8
+
1
16
+
1
16
+
1
64
=
49
64
≤ 1.
Sedaj si predstavljajmo pravokotnik viˇsine 1, ki je razdeljen na dele z viˇsinami,
ki ustrezajo nasˇim dolzˇinam (viˇsina vsakega dela je 2−lk) (slika 2). Vsako sˇtevilo
napiˇsimo v binarnem zapisu:
1
4
= 0.01
1
8
= 0.001
1
16
= 0.0001
1
64
= 0.000001.
Na robu sedaj sesˇtejmo viˇsine pravokotnikov in tudi te zapiˇsimo v binarni obliki
(slika 3).
Slika 2 Slika 3
Cˇe sedaj mesta za decimalno vejico, ki smo jih dobili na robu (na sliki 3 so
odebeljena), dopolnimo do ustreznih dolzˇin, dobimo iskano predponsko kodiranje z
zˇeljenimi dolzˇinami:
00,010,011,100,1010,1011,110000
Pred zadnjim korakom smo zˇe imeli kodiranje, ki ima celo krajˇse dolzˇine od
koncˇnega. Vendar v zadnjem koraku smo zagotovili, da je kodiranje predponsko
in da imamo kode zˇeljenih dolzˇin. ♦
McMillanov izrek nam podaja nekoliko presenetlijv rezultat: razred enolicˇnih ko-
diranj nam ne da vecˇjih mozˇnosti za mnozˇico dolzˇin kot razred predponskih kodiranj.
Mnozˇica dosegljivih dolzˇin kod je enaka za enolicˇna in predponska kodiranja. Zato
se meje za optimalne dolzˇine kod ne spremenijo, cˇe povecˇamo razred dovoljenih
kodiranj na razred enolicˇnih kodiranj.
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8. Huffmanovo kodiranje
Optimalno (t. j. z najmanjˇso pricˇakovano dolzˇino) predponsko kodiranje za dano
porazdelitev se da skonstruirati z algoritmom, ki ga je razvil David Albert Huff-
man. Velja, da katerokoli drugo kodiranje na isti abecedi, ne more imeti manjˇse
pricˇakovane dolzˇine kot kodiranje, skonstruirano s tem algoritmom. V tem razdelku
bomo najprej s pomocˇjo razlicˇnih primerov opisali, kako algoritem deluje, potem pa
bomo sˇe dokazali optimalnost tega algoritma.
8.1. Primeri povezani s Huffmanovim kodiranjem.
Primer 8.1. Naj bo X slucˇajna spremenljivka, ki zavzema vrednosti iz mnozˇice
X = {1, 2, 3, 4, 5} s pripadajocˇimi verjetnostmi 0.25, 0.25, 0.2, 0.15, 0.15 in denimo,
da kodiramo v binarnem sistemu. Na podlagi teh podatkov lahko pricˇakujemo, da
bo imela koda, ki predstavlja simbola 4 in 5, najdaljˇso dolzˇino. Ti dve dolzˇini bosta
morali biti enaki, sicer bi lahko iz daljˇse odstranili eno enoto in bi sˇe vedno imeli
predponsko kodiranje, ki bi imelo krajˇso pricˇakovano dolzˇino. V splosˇnem lahko
skonstruiramo kodiranje, v katerem se dve najdaljˇsihi kodi razlikujeta le v zadnjem
znaku. Za kodiranje v tem primeru, lahko zdruzˇimo simbola 4 in 5 v nov simbol, ki
mu priprada verjetnost 0.30. Cˇe nadaljujemo s tem postopkom, torej da zdruzˇujemo
dva simbola z najmanjˇsima verjetnostima v en simbol, pridemo do enega simbola z
verjetnostjo 1. Postopek je predstavljen v spodnji shemi:
Simboli: 1 2 3 4 5
Verjetnosti: 0.25 0.25 0.2 0.15 0.15
0.25 0.25 0.2 0.3
0 1
0.25 0.45 0.3
0 1
0.55 0.45
0 1
1.0
0 1
Kode: 00 10 11 010 011
Ustrezne kode preberemo iz sheme tako, da gremo od zadnjega vozliˇscˇa proti
prvemu in zaporedoma odcˇitujemo znake (kjer nismo naredili nobenega spoja ni
nobenega znaka). To kodiranje ima pricˇakovano dolzˇino 0.25 ∗ 2 + 0.25 ∗ 2 + 0.2 ∗
2 + 0.15 ∗ 3 + 0.15 ∗ 3 = 2.3 bitov. ♦
Primer 8.2. Sedaj pa si poglejmo kodiranje v 3-narnem sistemu za isto slucˇajno
spremenljivko. Sedaj bomo zdruzˇevali po tri simbole z najmanjˇsimi verjetnostmi.
Dobimo spodnjo shemo:
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Simboli: 1 2 3 4 5
Verjetnosti: 0.25 0.25 0.2 0.15 0.15
0.25 0.25 0.5
0
1
2
1.0
0
1
2
Kode: 0 1 20 21 22
To kodiranje ima pricˇakovano dolzˇino 1.5 3-narnih enot. Dobimo torej manj kot
v binarnem sistemu. ♦
Primer 8.3. Lahko pa se zgodi, da nimamo primernega sˇtevila simbolov, da bi jih
zdruzˇevali po D skupaj. Cˇe pride do tega primera, dodamo pomozˇne simbole (p.
s.), ki imajo verjetnost 0. Opazimo, da je na koncu vsakega koraka sˇtevilo simbolov
zmanjˇsano za D−1. Torej zˇelimo, da je vseh simbolov k(D−1)+1, kjer je k sˇtevilo
zdruzˇevanj. Tako dodamo dovolj pomozˇnih simbolov, da pridemo do ustreznega
sˇtevila simbolov.
1 2 3 4 5 6 p. s.
0.25 0.25 0.2 0.1 0.1 0.1 0.0
0.25 0.25 0.2 0.1 0.2
0
1
2
0.25 0.25 0.5
0
1
2
1.0
0 1
2
0 1 20 21 220 221 222
♦
Primer 8.4. Optimalno zastavljanje vprasˇanj. Recimo, da zˇelimo najti cˇim bolj
ucˇinkovito zaporedje vprasˇanj, na katerih odgovor je da ali ne, da dolocˇimo nek
objekt iz neke mnozˇice objektov. Predpostavimo, da poznamo verjetnostno porazde-
litev objektov. Ali lahko potem najdemo najbolj ucˇinkovito zaporedje vprasˇanj? (Da
dolocˇimo objekt, moramo zagotoviti, da zaporedje odgovorov na vprasˇanja enolicˇno
dolocˇi objekt v mnozˇici.)
Najprej bomo pokazali, da je zaporedje vprasˇanj ekvivalentno kodi za objekt.
Vsako vprasˇanje je odvisno le od vprasˇanja, ki je bilo postavljeno na prejˇsnjem
koraku. Ker zaporedje odgovorov enolicˇno dolocˇa objekt, ima vsak objekt razlicˇno
zaporedje odgovorov. Cˇe torej odgovore da/ne predstavimo z 0 oziroma 1, imamo bi-
narno kodiranje za mnozˇico objektov. Povprecˇna dolzˇina kod je enaka povprecˇnemu
sˇtevilu vprasˇanj.
18
Iz kodiranja za mnozˇico objektov lahko dolocˇimo tudi zaporedje vprasˇanj z enakim
pricˇakovanim sˇtevilom vprasˇanj kot je pricˇakovana dolzˇina kod. Prvo vprasˇanje v
tej shemi se torej glasi: ”Ali je prvi bit v kodi objekta enak 1?”.
Ker je Huffmanovo kodiranje najboljˇse kodiranje za slucˇajno spremenljivko, je
optimalno zaporedje vprasˇanj dolocˇeno s Huffmanovim kodiranjem. V primeru 8.1.
je optimalno prvo vprasˇanje: ”Ali je X enak 2 oziroma 3?”. Odgovor na to vprasˇanje
dolocˇa prvi bit kode. Recimo da je odgovor na prvo vprasˇanje ”Da”, potem je drugo
vprasˇanje: ali je X enak 3? Tako dolocˇimo drugi bit. Sedaj pa lahko opazimo
naslednje: da postavimo drugo vprasˇanje, nam ni treba cˇakati odgovora na prvega.
Cˇe postavimo drugo vprasˇanje: ”Ali je X enak 1 oziroma 3?”, dolocˇimo s tem drugi
bit kode neodvisno od prvega.
Pricˇakovano sˇtevilo vprasˇanj EQ zadosˇcˇa neenakosti
H(X) ≤ EQ < H(X) + 1.
♦
Primer 8.5. Huffmanovo kodiranje za utezˇene kode. Huffmanov algoritem lahko
uporabimo tudi za minimiziranje vsote
∑
wili za poljuben nabor wi ≥ 0. Taki vsoti
recˇemo vsota utezˇenih dolzˇin. To bi bilo uporabno, cˇe bi imel vsak znak svojo ceno,
mi pa bi zˇeleli minimizirati skupno pricˇakovano ceno. ♦
Primer 8.6. Huffmanovo kodiranje in rezinska vprasˇanja. Prej smo zˇe pokazali
ekvivalenco z optimalnim zastavljanjem vprasˇanj. Optimalno zaporedje vprasˇanj
ustreza optimalnemu kodiranju za slucˇajno spremenljivko. Huffmanovo kodiranje
si namrecˇ lahko predstavljamo kot vprasˇanja oblike ”Ali je X ∈ A?” za poljubno
mnozˇico A ⊆ {1, 2, . . . ,m}.
Sedaj si predstavljajmo igro ”20 vprasˇanj” s spremenjeno mnozˇico vprasˇanj. Po-
drobneje, naj bodo elementi slucˇajne spremenljivke X = {1, 2, . . . ,m} urejeni tako,
da je p1 ≥ p2 ≥ · · · ≥ pm in da so dovoljena le vprasˇanja oblike ”Ali je X > a?” za
nek a. Huffmanovo kodiranje skonstruirano s Huffmanovim algoritmom ne ustreza
nujno rezinam (t. j. mnozˇicam oblike {x : x < a}). Cˇe vzamemo kode enakih dolzˇin,
kot jih dobimo pri Huffmanovem kodiranju, in simbole kodiramo s pomocˇjo drevesa
tako, da simbolu z dolocˇeno dolzˇino priredimo prvo mozˇno vozliˇscˇe, ki ustreza tej
dolzˇini, bomo imeli sˇe vedno optimalno kodiranje. Dobljeno kodiranje je tudi rezin-
sko kodiranje, kajti vsako vprasˇanje (vsak bit kode) razdeli drevo na mnozˇici oblik
{x : x > a} in {x : x < a}.
Poglejmo spet primer 8.1. Kodiranje, ki smo ga dobili s Huffmanovim algorit-
mom ni rezinsko. Cˇe pa uporabimo dolzˇine pridobljene s Huffmanovim kodiranjem,
torej {2, 2, 2, 3, 3} in simbolom dodelimo prvo primerno vozliˇscˇe v drevesu, dobimo
naslednje kodiranje:
1→ 00, 2→ 01, 3→ 10, 4→ 110, 5→ 111.
To kodiranje je res rezinsko. ♦
Primer 8.7. Huffmanovo in Shannonovo kodiranje. Sedaj bom primerjali Huffma-
novo in Shannonovo kodiranje. Pri Shannonovem kodiranju uporabljamo dolzˇine
oblike li = dlogD 1pi e, kar pa je lahko v dolocˇenih primerih precej slabsˇe od opti-
malnega kodiranja. Na primer, recimo da imamo dva simbola. Prvi se pojavlja z
verjetnostjo p1 = 0, 9999, drugi pa z verjetnostjo p2 = 0, 0001. Poglejmo si najprej
primer za Shannonovo kodiranje.
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p1 = 0, 9999, p2 = 0, 0001
dlog2
1
p1
e ≈ d0, 0001e = 1, dlog2
1
p2
e ≈ d13, 29e = 14
Dobimo, da bo imel prvi simbol kodo dolzˇine 1, drugi pa kodo dolzˇine 14. Ocˇitno
pa je, da ima optimalno kodiranje za ta primer obe kodi dolzˇine 1. ♦
Na spodnjem primeru si bomo pogledali, da v splosˇnem ne velja, da ima optimalno
kodiranje dolzˇine kod vedno manj kot dlogD 1pi e.
Primer 8.8. Imamo slucˇajno spremenljivko s porazdelitvijo (1
3
, 1
3
, 1
4
, 1
12
). Cˇe upo-
rabimo Huffmanov algoritem dobimo kode dolzˇin (2, 2, 2, 2) ali (1, 2, 3, 3), odvi-
sno v kaksˇnem vrstnem redu zdruzˇujemo verjetnosti. Obe kodiranji imata enako
pricˇakovano dolzˇino. Opazimo pa, da ima v drugem kodiranju tretji simbol dolzˇino
3, kar je vecˇ od dlog2 1p3 e = 2. Tako vidimo, da je dolzˇina kode v Shannonovem kodi-
ranju manj kot koda istega simbola v optimalnem (Huffmanovem) kodiranju. Na tem
primeru vidimo tudi to, da mnozˇica dolzˇin kod optimalnega kodiranja ni enolicˇno
dolocˇena (t. j. lahko obstaja vecˇ mnozˇic dolzˇin z enako pricˇakovano dolzˇino). ♦
Videli smo, da imajo posamezni simboli lahko krajˇso kodo ali v Shannonovem ali
Huffmanovem kodiranju, je pa Huffmanovo kodiranje krajˇse v povprecˇju. Velja tudi,
da se ti dve kodiranji ne razlikujeta za vecˇ kot 1 bit v smislu pricˇakovane dolzˇine,
kajti obe lezˇita med H in H + 1.
Primer 8.9. Fanovo kodiranje. Fano je opisal podoptimalni proces za konstrukcijo
kodiranja, ki je podoben ideji rezinskega kodiranja. Pri tej metodi najprej razvrstimo
verjetnosti v padajocˇem vrstnem redu. Nato izberemo tak k, da je izraz |∑ki=1 pi−∑m
i=k+1 pi | minimalen. Tako razdelimo simbole na dve mnozˇici s skoraj enakimi
skupnimi verjetnostmi. Sedaj priredimo 0 za prvi bit v prvi mnozˇici in 1 za prvi
bit v drugi mnozˇici. Nato ponovimo ta proces za vsako podmnozˇico posebej. Tako
dobimo rekurzivno kodo za vsak simbol. Ta shema v splosˇnem ni optimalna, velja
pa L(C) ≤ H(X) + 2. ♦
8.2. Optimalnost Huffmanovega kodiranja. V tem razdelku bomo s pomocˇjo
indukcije pokazali, da je binarno Huffmanovo kodiranje optimalno. Imejmo pa ves
cˇas v mislih, da obstaja veliko optimalnih kodiranj: npr. cˇe zamenjamo vrstni red
bitov. Huffmanovo kodiranje nam tako da le eno od optimalnih kodiranj.
Za dokazovanje optimalnosti Huffamnovega kodiranja pokazˇimo najprej nekaj la-
stnosti, ki veljajo posebej za optimalna kodiranja.
Brez sˇkode za splosˇnost lahko predpostavimo, da so verjetnosti urejene padajocˇe,
t. j. p1 ≥ p2 ≥ . . . ≥ pm in kot prej je kodiranje optimalno, cˇe je vsota
∑
pili
minimalna.
Lema 8.10. Za poljubno porazdelitev obstaja optimalno predponsko kodiranje (t. j.
z minimalno pricˇakovano dolˇzino), ki zadosˇcˇa spodnjim lastnostim:
1. Dolˇzine so urejene nasprotno kot verjetnosti (t. j. cˇe je pj > pk, potem je
lj ≤ lk).
2. Dve najdaljˇsi kodi imata isto dolˇzino.
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3. Dve najdaljˇsi kodi se razlikujeta le v zadnjem znaku in pripadata simboloma
z najmanjˇsima verjetnostima.
Dokaz. Oznacˇimo optimalno kodiranje s Cm.
1. Cˇe je pj > pk, potem je lj ≤ lk. Zamislimo si kodiranje C ′m, ki ima zamenjani
j-to in k-to kodo iz kodiranja Cm. Potem velja:
L(C ′m)− L(Cm) =
∑
pil
′
i −
∑
pili =
= pjlk + pklj − pjlj − pklk = (pj − pk)(lk − lj).
Ker je pj−pk > 0 in ker je Cm optimalno kodiranje, je tudi L(C ′m)−L(Cm) ≥
0, torej mora biti tudi lk ≥ lj.
2. Dve najdaljˇsi kodi imata isto dolˇzino. Cˇe dve najdaljˇsi kodi nimata iste
dolzˇine, lahko iz daljˇse odstranimo zadnji bit in s tem ohranimo lastnost pred-
ponskega kodiranja in dosezˇemo manjˇso pricˇakovano dolzˇino. Tako morata
imeti dve najdaljˇsi kodi isto dolzˇino in iz zgornje tocˇke sledi, da pripadata
simboloma z najmanjˇso verjetnostjo.
3. Dve najdaljˇsi kodi se razlikuje le v zadnjem znaku in pripadata simboloma
z najmanjˇsima verjetnostima. Vsa optimalna kodiranja ne zadosˇcˇajo tej
lastnosti, vendar z malo preureditve lahko najdemo optimalno kodiranje, ki
zadosˇcˇa tej lastnosti. Cˇe vozliˇscˇe, ki predstavlja najdaljˇso kodo, nima brata
(vozliˇscˇi sta v razmerju brat-brat, cˇe imata isto predhodno vozliˇscˇe), lahko
odstranimo zadnji bit iz kode in sˇe vedno ohranimo lastnost predponskega
kodiranja. Torej v vsakem optimalnem kodiranju ima vsako vozliˇscˇe, ki
predstavlja kodo z najdaljˇso dolzˇino, brata. Sedaj lahko zamenjamo kode
tako, da najdajˇsi kodi pripadata simboloma z najmanjˇsima verjetnostima in
sta na drevesu v razmerju brat-brat. Tako smo dosegli, da imata simbola z
najmanjˇsima verjetnostima najdaljˇso kodo ter da se razlikujeta le v zadnjem
bitu (slednje je res, ker sta v razmerju brat-brat).

Poglejmo ta dokaz sedaj sˇe na spodnji shemi. Recimo, da je p1 ≥ p2 ≥ . . . ≥ pm.
Eno mozˇno kodirane je predstavljeno z drevesom (a). Cˇe odstranimo povezave,
ki nimajo bratov, dobimo drevo (b). Nato drevo preuredimo tako, da so dolzˇine
razporejene narasˇcˇajocˇe od zgoraj navzdol, kot pri drevesu (c). Na koncu pa sˇe
zamenjamo verjetnosti tako, da zmanjˇsamo pricˇakovano globino drevesa (tako, da
krajˇsim potem pripiˇsemo vecˇjo verjetnost in obratno). To je predstavljeno z dreve-
som (d). Vsako optimalno kodiranje se da v nekaj korakih preoblikovati v obliko,
kot je drevo (d), kjer so l1 ≤ l2 ≤ . . . ≤ lm in lm−1 = lm.
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p1
p5
p3
p4
p2
(a)
p1
p5
p3
p4
p2
(b)
p2
p5
p3
p4
p1
(c)
p1
p2
p4
p5
p3
(d)
Cˇe povzamemo zgornjo lemo smo dokazali, da cˇe velja p1 ≥ p2 ≥ . . . ≥ pm, potem
obstaja optimalno kodiranje z dolzˇinami l1 ≤ l2 ≤ . . . ≤ lm−1 = lm in kodi C(xm−1)
in C(xm) se razlikujeta le v zadnjem bitu. Tako kodiranje imenujemo kanonicˇno
kodiranje.
Za slucˇajno spremenljivko z zalogo vrednosti v neki abecedi dolzˇine m, z verje-
tnostmi p = (p1, p2, . . . , pm) in p1 ≥ p2 ≥ . . . ≥ pm definirajmo Huffmanovo skrcˇitev
s p’ = (p1, p2, . . . , pm−2, pm−1 + pm) na abecedi dolzˇine m − 1. Naj bo sˇe C∗m−1(p’)
optimalno kodiranje za p’ in C∗m(p) optimalno kanonicˇno kodiranje za p.
Dokaz optimalnosti bo sledili iz dveh delov. Najprej bomo razsˇirili optimalno
kodiranje za p’, da dobimo kodiranje za p, potem pa bomo naredili optimalno kano-
nincˇno kodiranje za p, tako da bomo iz tega skonstruirali kodiranje za Huffmanovo
redukcijo p’.
Optimalno kodiranje za p’ razsˇirimo v kodiranje za m elementov na nasledji nacˇin:
vzemimo kodo iz C∗m−1 ki pripada simbolu z verjetnostjo pm−1 + pm in jo razsˇirimo
tako, da mu enkrat dodamo na konec 0 za simbol m−1, enkrat pa dodamo na konec
1 za simbol m. Spodaj je prikazana kosntrukcija:
C∗m−1(p’) Cm(p)
p1 w
′
1 l
′
1 w1 = w
′
1 l1 = l
′
1
p2 w
′
2 l
′
2 w2 = w
′
2 l2 = l
′
2
...
...
...
...
...
pm−2 w′m−2 l
′
m−2 wm−2 = w
′
m−2 lm−2 = l
′
m−2
pm−1 + pm w′m−1 l
′
m−1 wm−1 = w
′
m−10 lm−1 = lm−1 + 1
wm = w
′
m−11 lm = l
′
m−1 + 1
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Za to kodiranje velja:
(9) L(p) =
m∑
i=1
lipi =
m−2∑
i=1
l′ipi + (l
′
m−1 + 1)pm−1 + (l
′
m−1 + 1)pm =
= L∗(p’) + pm−1 + pm.
Podobno iz kanonicˇnega kodiranja za p skonstruiramo kodiranje za p’ tako, da
zdruzˇimo dva simbola z najmanjˇsima verjetnostima, torej simbola m − 1 in m s
pripadajocˇima verjetnostima pm−1 in pm. Iz lastnosti kanonicˇnega kodiranja sledi
tudi to, da sta ta dva simbola tudi v razmerju brat-brat. Novo kodiranje za p’ ima
tako pricˇakovano dolzˇino
(10) L(p) =
m−2∑
i=1
lipi + (lm−1 + 1)pm−1 + (lm + 1)pm =
=
m∑
i=1
lipi − pm−1 − pm = L∗(p)− pm−1 − pm.
Iz 9 in 10 dobimo
L(p’) + L(p) = L∗(p) + L∗(p)
oziroma
(11) (L(p’)− L∗(p’)) + (L(p)− L∗(p)) = 0.
Poglejmo sedaj oba cˇlena v zvezi 11. Ker je po predpostavki L∗(p’) optimalna
pricˇakovana dolzˇina za p’, je L(p’) − L∗(p’) ≥ 0. Podobno ima razsˇiritev, ki jo
dobimo iz p’, pricˇakovano dolzˇino vsaj toliksˇno kot optimalno kodiranje za p, torej
je tudi L(p) − L∗(p) ≥ 0. Ker pa je vsota dveh nenegativnih cˇlenov enaka 0 le, cˇe
sta oba cˇlena enaka 0, dobimo enakost L(p) = L∗(p), torej je razsˇiritev optimalnega
kodiranja za p’ optimalna za p.
Cˇe sedaj povzamemo vse skupaj: na zacˇetku imamo optimalno kodiranje za p’
z m − 1 simboli. Nato z razsˇiritvijo kod, ki pripadajo pm−1 in pm, skonstruiramo
kodiranje, ki je prav tako optimalno. S pomocˇjo indukcije bomo tako pokazali
naslednji izrek.
Izrek 8.11. Huffmanovo kodiranje je optimalno. To pomeni: cˇe je C∗ Huffmanovo
kodiranje in C ′ katerokoli drugo enolicˇno kodiranje, velja L(C∗) ≤ L(C ′).
Dokaz. Dokazovali bomo z indukcijo, uporabili pa bomo zgornji razmislek.
• Za abecedo z dvema simboloma je ocˇitno, da dobimo s Huffmanovim algori-
mom optimalno kodiranje.
• Predpostavimo sedaj, da dobimo s Huffmanovim algoritmom optimalno kodi-
ranje za abecedo z m− 1 elementi. Naj bodo p=(p1, . . . , pm), p1 ≥ . . . ≥ pm,
verjetnosti za abecedo z m elementi in naj bo C∗ Huffmanovo kodiranje za
p. Ker je C∗ razsˇiritev nekega Huffmanovega kodiranja na m− 1 elementih,
ki je po predpostavki optimalno, sledi iz zgornjega razmisleka da je tudi C∗
optimalno kodiranje.

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8.3. Huffmanovo kodiranje za D-narno abecedo. Zgoraj smo videli dokaz, da
je Huffmanovo kodiranje optimalno za binarni sistem. Sedaj pa bomo pokazali sˇe
idejo za Huffmanov algoritem na D-narni abecedi.
V ta namen potrebujemo najprej naslednjo definicijo.
Definicija 8.12. Popolno D-aticˇno drevo je koncˇno drevo, na katerem imajo vsa
vozliˇscˇa, ki niso listi, D potomcev in vsi listi so na enaki razdalji od korena.
Sˇtevilo listov v popolnemD-aticˇnem drevesu je oblikeD+n(D−1), kjer je n sˇtevilo
notranjih vozliˇscˇ drevesa (to so vozliˇscˇa, ki niso ne list in ne koren). Najmanjˇse
netrivialno popolno drevo ima D listov. Nato vsakicˇ, ko naredimo iz lista vozliˇscˇe s
potomci, izgubimo en list in dobimo D novih, torej se sˇtevilo listov povecˇa za D−1.
Izkazˇe se, da se optimalno kodiranje da predstaviti s popolnim drevesom, pri ka-
terem pa ne potrebujemo nekaterih listov.
Za Huffmanov algoritem na izvorni abecedi z m elementi in kodirni D-narni abe-
cedi velja podobno kot v lemi za binarni primer, le da ima sedaj 2+(m−2)(mod (D−
1)) simbolov z najmanjˇsimi verjetnostmi isto dolzˇino in da se razlikujejo le v zadnji
enoti.
Razmislimo sedaj, od kod dobimo to sˇtevilo. Oznacˇimo sˇtevilo listov ki jih ne
potrebujemo v popolnem drevesu, s katerim ponazorimo optimalno kodiranje, z B.
Za B velja, da je B ≤ D − 2. Cˇe to ne bi bilo res, bi lahko z nekaj zamenjavami
zdruzˇili neuporabljene liste v mnozˇico velikosti D− 1. V tem primeru bi lahko nato
odstranili elemente te mnozˇice in eno kodo zapisali na krajˇse (podobno kot v izpe-
ljavi za binarni primer).
Ker imamo kodiranje za abecedo z m elementi in popolno D-narno drevo, mora
veljati
B +m = n(D − 1) +D
B − 2 +m = n(D − 1) +D − 2
D − 2−B = m− 2− n(D − 1)
Spomnimo se, da za dve realni sˇtevili a in b in naravano sˇtevilo n velja, da je
a = b(mod n), cˇe obstaja tako celo sˇtevilo k, da je
a = b+ kn
V nasˇem primeru to pomeni, da je D − 2 − B = (m − 2)(mod (D − 1)), od koder
sledi
B = D − 2− (m− 2)(mod (D − 1)).
Torej pri Huffmanovem algoritmu za D-arno kodiranje in izvorno abecedo velikosti m
najprej zdruzˇimo q = 2+(m−2)(mod (D−1)) simbolov z najmanjˇsimi verjetnostmi.
8.4. Optimalna in Huffmanova kodiranja. Zgoraj smo na primerih pokazali
idejo Huffmanovega kodiranja in dokazali njegovo optimalnost. Naravno vprasˇanje,
ki si ga lahko sedaj zastavimo je, ali je vsako optimalno kodiranje tudi Huffmanovo?
Na spodnjem primeru bomo videli, da to ni res. To velja tako za optimalna
enolicˇna kot tudi za optimalna predponska kodiranja.
Primer 8.13. Poglejmo najprej primer za enolicˇno optimalno kodiranje. Za verje-
tnosti (1
2
, 1
4
, 1
8
, 1
8
) je optimalno kodiranje 0, 10, 110, 111. Cˇe to kodiranje malo spre-
menimo, bomo dobili enolicˇno kodiranje, ki je optimalno, ni pa predponsko, iz cˇesar
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bo sledilo, da ni Huffmanovo (vsako Huffmanovo kodiranje je namrecˇ tudi pred-
ponsko). Cˇe zgornje kodiranje spremenimo v 0, 01, 011, 111 dobimo kodiranje, ki
zadosˇcˇa omenjenim lastnostim.
Poglejmo sedaj sˇe primer za predponsko optimalno kodiranje. Imejmo verjetnosti
( 3
10
, 3
10
, 2
10
, 2
10
). Shema Huffmanovega algoritma:
Verjetnosti: 0.3 0.3 0.2 0.2
0.6 0.4
1.0
Kakorkoli postavimo utezˇi na povezave, dobimo Huffmanovo kodiranje.
00,01,10,11;
10,11,00,01;
01,00,10,11; . . .
Na ta nacˇin dobimo osem razlicˇnih Huffmanovih kodiranj. Vsa ta kodiranja imajo
skupno lastnost, da je prvi znak pri simbolih z verjetnostjo 0.3 isti in hkrati nasproten
prvemu znaki pri simbolih z verjetnostjo 0.2. Osredotocˇimo se sedaj na primer, ko
imamo 00, 01, 10, 11. Cˇe to kodiranje preuredimo v 00, 10, 01, 11 imamo ocˇitno sˇe
vedno predponsko kodiranje, ki je optimalno, ni pa Huffmanovo.
♦
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Slovar strokovnih izrazov
code alphabet kodirna abeceda
codeword length dolzˇina kode
D-ary alphabet D-narna abeceda
D-atic probability distribution D-aticˇna verjetnostna porazdelitev
entropy entropija
expected length of a code pricˇakovana dolzˇina kodiranja
extension of a code razsˇiritev kodiranja
Huffman code Huffmanovo kodiranje
Huffman reduction Huffmanova skrcˇitev
natural unit naravna enota
nonsingular code nesingularno kodiranje
optimal coding optimalno kodiranje
prefix code predponsko kodiranje
relative entropy relativna entropija
Shannon-Fano coding Shannon-Fanovo kodiranje
source alphabet izvorna abeceda
source code kodiranje simbolov
slice questions rezinska vprasˇanja
uniquely decodable code kodiranje, ki se ga da enolicˇno dekodirati
weighted codewords utezˇene kode
wrong code napacˇno kodiranje
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