Purpose To investigate how nodule size, nodule density, scan dose, slice thickness and reconstruction methods affect the performance of a deep learning (DL) model for detection of pulmonary nodules in phantom CT scans. Materials and methods Spherical lung nodule phantoms of two different densities (− 630 HU and + 100 HU) and five different sizes (3, 5, 8, 10, and 12 mm) were inserted into an anthropomorphic chest phantom. CT data were scanned and reconstructed using three different tube current (10, 50, 200 mAs), two different slice thickness of 1 and 2 mm, four reconstruction methods (FBP-standard (FBP-STD), FBP-Y sharp kernel (FBP-YA), iDose4-standard kernel (iDose4-STD) and iDose4-Y sharp kernel (iDose4-YA). Evaluation of deep learning model focused on detection sensitivity and precision. Results According to the statistical results from the study, we found that the sensitivity and precision performance depends on the nodule sizes, nodule type, tube current, reconstruction methods and image thickness. Comparing the solid (100 HU) and ground-glass (GGO, − 630 HU) nodule phantoms, solid nodule phantom predictions are rarely affected by tube current, reconstruction methods and nodule sizes. Both sensitivity and precision are close to 100% in all solid nodule phantom prediction cases. While the sensitivity and precision metrics of GGO nodule phantoms change in a wide range from 42.9 to 100%. Larger nodule size and higher tube current gives a better sensitivity and precision for GGO nodule phantoms in most cases. We also analyze the relationships between the image thickness and the reconstruction methods. For 1-mm thickness images, iDose4-STD and FBP-STD shows a better result in both sensitivity and precision metrics. As for 2-mm thickness images, iDose-YA and FBP-YA gain a better performance. Conclusion The results of this phantom study demonstrated that high stability and flexibility of deep learning model can be used in daily clinical and screening practice.
Introduction
The early identification of pulmonary nodules is an important task for the management of lung cancer. However, reading of CT images by radiologists for detecting the presence of pulmonary nodules is a tedious and time-consuming work. The increased clinical demand on radiologists and heavier workload have resulted in less time for interpretation of images together with high risk potential for more detection or interpretation errors to occur [1, 2] . Studies have reported that the double reading by radiologist showed a detection rate of 59.1% and a missed rate of 40.9% [3] . Missed lung cancers are an important diagnostic concern. Hence, computer-aided detection (CAD) of lung nodules would be valuable for lung cancer screening.
Although many traditional academic and commercial computer-aided detection (CAD) systems have been developed to improve the nodule detection rate [4] [5] [6] [7] , they are still not commonly used in our routine work. Based on conventional image-processing techniques, these algorithms showed a wide range of sensitivity and high falsepositive rates (FPR), ranges from 73 to 96.7% with FP rates of 0.55-8.2 per scan on an average, and may not be robust Qiong Li, Qing-chu Li and Rui-ting Cao contributed equally to this work. across various data sources [8] . Recently, deep learning has been widely used in many real fields, particularly it has been used for the detection and diagnosis of the lesions in medical images, improving the accuracy with efficiency. Deep learning (DL) allows computational models that are composed of a large number of hidden layers to learn representation of data with multiple levels of abstraction. Now more and more studies have explored their use for detection and diagnosis of pulmonary nodules [9] [10] [11] .
Data are the core of data mining required by deep learning algorithm. It is impossible to obtain better results by only mastering algorithm and lacking data. However, imaging data from clinical studies or lung cancer screening programs are usually varied by slice thickness, reconstruction algorithm and scan parameters, may have implications for the robustness of the DL model. In our previous clinical study, no significant dependence regarding radiation dose was observed, and the DL model showed elevated overall sensitivity compared with manual review of lung nodules [12] . For accurate analysis, images acquired with different parameters should be normalized to the same conditions. Employing the lung nodule phantom allowed us to scan the identical anatomical and lesion conditions repetitively at multiple settings from standard to ultra low dose, which is clearly not possible in patients. Therefore, we tried to use the diversified phantom data to investigate the influence of radiation dose settings, reconstruction algorithm and slice thickness on the performance of the DL model.
Materials and methods

Phantom and synthetic nodules
An anthropomorphic thoracic phantom (Lungman, Kyoto Kagaku, Tokyo, Japan) was used in this study. The phantom has artificial thoracic wall, heart, mediastinum, diaphragm and pulmonary vessels. The simulated spherical nodules included five different sizes (3, 5, 8, 10 , and 12 mm), two different densities: − 630 HU (ground-glass nodule), 100 HU (solid nodule). In each scan, The 10 synthetic nodules were randomly placed at different sites of the phantom, such as the lung apex, tracheal bifurcation, subpleural, attached to the vasculature and so on.
Scan protocols
All CT data were obtained with a 256-slice MDCT scanner (Brilliance iCT, Philips Healthcare, Cleveland, OH, USA). The following data acquisition parameters were kept constant: detector configuration: 128 × 0.625 mm, beam pitch: 0.99; rotation time: 0.5 s; and FOV: 350 mm. The effective tube current time products (mAs) were 10, 50, and 200 mAs ( Fig. 1 ). Thin-section CT images at all tube currents were reconstructed as a contiguous section thickness of 1 mm and 2 mm with the FBP-standard (FBP-STD), FBP-Y sharp kernel (FBP-YA), iDose4-standard kernel (iDose4-STD) and iDose4-Y sharp kernel (iDose4-YA). iDose4 (Philips Healthcare) was one of the iterative reconstruction algorithms. At each tube current, the chest phantoms were scanned 3 times. Thus, yielding a total of 72 datasets.
Fig. 2 Flowchart of image analysis and nodule prediction
Data analysis
Aitrox (Shanghai, China) provided software and hardware support. The authors who were not affiliated with Aitrox had control of data and information submitted for publication.
As shown in Fig. 2 , we analyzed the CT images and do nodule prediction by four main stages: preprocess, detection, classification and postprocess. CT images are the input of the whole prediction process. Before predicted, they first go through the preprocess stage to reduce the unrelated region in further process so as to promote the computation efficiency. Specifically, we used watershed and morphological analysis to extract the lung regions in CT images. After segmenting the lung region through thresholding, the intact lung region mask was generated, while the unrelated objects were removed by size and location analysis. Then the masked image will be normalized between zero to one and its spacings will be uniformed to one.
The second stage is the detection stage. To extract possible pulmonary nodule from the lung region and ensure high sensitivity, we developed a nodule detector with the framework of RPN (Region Proposal Network), where using U-net, a commonly used network in medical image segmentation, as its backbone. Different from classic U-net [13] , we use dilated convolution layers as well as self-designed block which combine dense block and residual block. This progress may generate more various features which can provide more choices for optimizing the model behavior.
With the encoder-decoder workflow of U-net, the features of nodule are enhanced. After obtaining the feature map by U-net, RPN is presented to achieve the precise location and the probability of each objects. In our implementation, the RPN generated 3 potential objects with different window size as input and computed classification score for each object proposals during bounding box regression. After that, the precise centroid was computed by weighting the location and probability of cluster of bounding boxes.
Since the detection results still contain false-positive prediction, we added a classification stage after the detection to eliminate them. In the classification stage, we implemented a WRN (Wide Residual Network) based on a classical structure-ResNet [14] , where residual learning allows deeper network to classify whether each patch contains a nodule. However, as the model goes deeper, the model will encounter overfitting problem even though residual block is applied. As the result, we put the inception module into the residual block and Global Average Pooling is also applied in substitute for Fully Connected Layer. We use these techniques to reach the balance between width and depth of deep networks. After the classification stage, most of the false-positive nodules can be removed by filtering low-probability patches.
The final stage is the postprocess stage which is to calculate the features of predicted nodules. For each nodule candidate, we form another classification model to predict its density. Then, the nodule is segmented along is edge by watershed and region grow algorithms. Finally, we apply morphological method to the segmentation result to calculate the nodule's maximum and minimum diameter. We get the final output from the postprocess stage. The output is a list of predicted nodules in the CT image, and each nodule contains information of its position, probability of being a nodule, diameter, density and its segmentation results.
The models mentioned above were trained based on real patients' CT data from hospitals. We randomly crop a patch from processed image, whose size is 128*128*128 and with at least a nodule in it. Then, we use a data generator to send the patch into the training process which will give the coordinates(X, Y, Z) and size as well as the probability of all potential nodules. Then, based on the label (coordinates and size of true nodules), we get the difference between our predictions and labels, and use back propagation techniques which is mainly an optimizer to get the update of weights to lower the difference. With thousands of iterations, the deep network learned to imitate the observations of doctors' and achieve good metrics of the test set.
To give the detection metrics, we refer to the rule of LUNA competition to determine whether the prediction matches the annotation. The hit criterium is that, a predicted nodule should be in the range of the radius of the annotated nodule center. If hit, the predicted nodule is considered to be a true positive (TP). Predicted nodules that do not hit any annotated nodule are considered false positives (FP), and annotated nodules not matched to any predicted nodule are counted as false negatives (FN). We further calculate the sensitive and precision based on TP, FP, and FN using the two equations below: 
Results
The sensitivity performance of nodule phantom for images with thickness of 1 mm is shown in Table 1 and Fig. 3 . For all − 630 HU nodule phantoms, the sensitivity ranges from 42.9 to 100.0% in different nodule sizes, reconstruction methods and mAs values. For small GGO nodule phantoms of − 630 HU and 3 mm, best sensitivity performances for 10 mAs, 50 mAs, 200 mAs are 58.3% with iDose4-STD, 75.0% with iDose4-STD, and 90.9% with FBP-STD, respectively. As for 100 HU nodule phantoms, we got sensitivity ranging from 95.2 to 100.0%. FBP-STD gains the best average sensitivity performance among all four reconstruction methods for solid nodule phantoms with all sizes and mAs values. Table 2 and Fig. 4 show the sensitivity performance for images with thickness of 2 mm. The sensitivity of − 630 HU nodule phantoms still ranges from 42.9 to 100.0% with a larger thickness, but the best sensitivity results for small 3 mm GGO phantoms are obtained by different reconstruction methods. We got 63.6% for 10 mAs with iDose4-YA, 81.8% for 50 mAs with FBP-YA, and 86.7% for 200 mAs with iDose4-YA. In 2-mm CT images, the sensitivity of 100 HU nodule phantoms goes a bit lower than 1 mm images, which ranges from 86.4 to 100.0%. Reconstruction method of iDose4-YA gains the best average sensitivity results.
In addition to the sensitivity, we also calculated the statistical data for precision performance. Table 3 and Fig. 5 give the precision for images with thickness of 1 mm. For all − 630 HU nodule phantoms, the precision ranges from 42.9 to 100.0%. Best small 3 mm GGO nodule phantoms' precision result for 10 mAs is 55.6% with FBP-STD, for 50 mAs is 66.7% with iDose4-STD, and for 200 mAs is 84.6% with iDose4-YA. Precision of 100 HU nodule phantoms, the precision is from 95.5 to 100.0%. FBP-YA gets the best average precision performance in overall mAs values and solid nodule sizes.
Precision performance for images with thickness of 2 mm is demonstrated in Table 4 and Fig. 6 . For − 630 phantom nodules, the precision ranges from 42.9% to 100% which is the same as images with 1-mm thickness. Among small 3 mm GGO nodule phantoms, we got highest precision 50.0% for 10 mAs with FBP-YA, 81.8% for 50 mAs still with FBP-YA, and 66.7% for 200 mAs with both iDose4-YA and FBP-STD. As for solid nodule phantoms with 100 HU, the precision ranges from 90.9 to 100.0%. FBP-YA gains the best average precision among all reconstruction methods. 
Discussion
Previous studies have demonstrated that several factors, such as tube current, detector collimation, beam pitch, slice thickness, reconstruction kernels as well as iterative reconstruction algorithms will affect nodule detection by radiologists [15, 16] , these scan parameters can affect the image quality or noise. High spatial frequency reconstruction algorithms are good for showing fine structures within lung tissue. The use of this kernel will result in high image noise, also provides a peripheral edge enhancement effect [17] . In this study, we compared two different kernels combined with iterative reconstruction algorithm (iDose) or not: one with higher image noise, and the other with lower image noise.
Wielpütz et al. employed an ex vivo lung phantom and prepared with 162 artificial nodules (20 ± 20HU) of a clinically relevant volume and maximum diameter (46-1063 µl, and 6.2-21.5 mm), showed that the sensitivity of a commercially available CAD system on low-dose MDCT scans with a CTDI between 0.25 and 8.07 mGy is 88.9-91.4% for FBP and 88.3-90.1% for IR [18] . Our results also showed that decreasing tube current had no effect on the detection sensitivity and precision of 100 HU phantom nodules, even for small one. DL model is robust over a wide range of exposure settings for solid nodule. However, we found that the change of tube current can affect the performance of deep learning model for the small size of − 630 HU nodule phantom. An increase in the image noise may impair the detection of ground glass opacity (GGO) nodules at the minimal tube current second product (10 mAs). The difference of CT images between lung nodules and lung parenchyma is relatively small and the increase in image noise at the level of minimal tube current may affect the detection rate. Our study also indicates that DL model's performance at 2 mm is comparable with that at 1 mm. Importantly, iterative reconstruction (IR) algorithm is not detrimental to DL model's sensitivity and accuracy, appears that IR can be applied alongside DL model for the comprehensive management of low-dose CT screening.
A conventional CAD framework used for nodule detection requires several steps including organ of interest segmentation, lesion candidate detection, feature extraction, selection, and integration via image processing and pattern recognition [19] . In such a pipeline, every step depends heavily and easily on the performance of the previous step. Besides, because medical image combined of many nonlinear transformations always has high complexity, the performance of conventional CAD scheme is affected seriously by volume effect, intensity inhomogeneities, artifacts, and the similarity of intensity in different soft tissues. However, deep learning architectures, which can capture more abstract information, are an effective method to avoid some above problems in the conventional CAD scheme. Unlike traditional studies, deep learning architectures have the advantage of automatic exploitation feature by multi-scale convolution regardless of the limitation of the feature extraction method, and tuning of performance in a seamless fashion. In this study, we proposed a CAD system with deep learning framework. The empirical results of our studies indicate the deep learning method performs well on nodule detection. Otherwise, as a classification model of supervised learning, deep learning presented here shows detection of high stability and flexibility in various conditions including different X-ray tube current, reconstruction method, phantoms diameters, and densities. Moreover, deep learning has the capability to combine information from various medical image types for further diagnosis and analysis.
Our study has several limitations. First, we adopted a commercially available chest CT phantom which included several perfectly round simulated GGOs and solid nodules, their frequency was quite different from that observed in our daily clinical work. Real pulmonary nodules also have several factors affect their detection including shape, margin and density. Second, only several scan and reconstruction parameters were evaluated in this study. Another limitation is the relative small sample size of nodules in our study, and this made us refrain from analyzing even smaller subdivisions.
Conclusion
This chest phantom study demonstrated that the change of tube current can affect the performance of deep learning model for the small size of ground glass opacity nodule phantom, whereas for phantom density of 100 HU, deep learning presented here shows detection of high stability and flexibility in various conditions including different tube current and reconstruction methods. Going forward, this makes deep learning model appropriate to be used in daily clinical and screening practice, provide evidence for future studies with real patients. 
