Abstract-Two asymptotic tracking controllers are designed in this paper, which combine model reference adaptive control and dynamic inversion methodologies in conjunction with the robust integral of the signum of the error (RISE) technique for output tracking of an aircraft system in the presence of parametric uncertainty and unknown, nonlinear disturbances, which are not linearly parameterizable (non-LP). The control designs are complicated by the fact that the control input is multiplied by an uncertain, non-square matrix. A robust control design is presented first, in which partial knowledge of the aircraft model along with constant feedforward estimates of the unknown input parameters are used with a robust control term to stabilize the system. Motivated by the desire to reduce the need for high-gain feedback, an adaptive extension is then presented, in which feedforward adaptive estimates of the input uncertainty are used. These results show how asymptotic tracking control can be achieved for a nonlinear system in the presence of a non-square input matrix containing parametric uncertainty and nonlinear, non-LP disturbances. Asymptotic output tracking is proven via Lyapunov stability analysis, and high-fidelity simulation results are provided to verify the efficacy of the proposed controllers.
I. INTRODUCTION

F
EEDBACK linearization is a general control method where the nonlinear dynamics of a system are canceled by state feedback yielding a residual linear system. Dynamic inversion (DI) is a similar concept as feedback linearization that is commonly used within the aerospace community to replace linear aircraft dynamics with a reference model [1] - [8] . For example, in [3] a general DI approach is presented for a reference tracking problem for a minimum-phase and left-invertible linear system. A DI controller is designed for a nonminimum-phase hypersonic aircraft system in [1] , which utilizes an additional controller to stabilize the zero dynamics. A finite-time stabilization design is proposed in [2] , which utilizes DI given a full rank input matrix. Typically, DI methods assume the corresponding plant models are exactly known. However, parametric uncertainty, additive disturbances, and unmodeled plant dynamics are always present in practical systems. Parametric uncertainty in the input matrix presents a particularly challenging scenario for DI controller design. Further complications arise in designing DI controllers for systems containing column-deficient input matrices. For systems containing parametric uncertainty in the input matrix, inversion error is an inevitable challenge. Robust design methods are often utilized in DI controllers to compensate for parametric uncertainty and inversion error [9] - [12] . In [10] , a stochastic robust DI technique is applied to a nonlinear aircraft model at high angle of attack. The controller in [10] is designed to compensate for uncertainties in the aerodynamic parameters, and is applicable to systems for which the nominal model is feedback linearizeable. In [11] , a robust trajectory tracking controller is designed for an unmanned aerial vehicle (UAV) using a two-time-scaled dynamic inversion method. The controllers in [10] and [11] are based on the assumption that one subset of the state components evolves much faster than the other subset. While robust techniques can be utilized to stabilize systems containing parametric uncertainty, such techniques often require high gain or high frequency feedback to compensate for a worst case scenario of the uncertainty.
Motivated by the desire to adapt online for parametric uncertainty as opposed to designing based on the worst-case scenario, adaptive dynamic inversion (ADI) was also developed as a method to compensate for parametric uncertainty [3] , [5] , [6] . Typically, ADI methods exploit model reference adaptive control (MRAC) techniques, where the desired input-output behavior of the closed-loop system is given via the corresponding dynamics of a reference model [4] , [6] , [13] . Therefore, the basic task is to design a controller which will ensure the minimal error between the reference model and the plant outputs despite uncertainties in the plant parameters and working conditions.
Traditional Lyapunov-based adaptive control is applicable to systems with constant uncertainty that appears linearly in the system dynamics. However, several efforts (cf., [7] , [14] - [17] ) have been developed for the more general problem where the uncertain parameters or the inversion mismatch terms do not satisfy the linear-in-the-parameters assumption (i.e., non-LP). One method to compensate for non-LP uncertainty is to exploit a neural network as an online function approximation method as in [15] and [16] ; however, all of these results yield uniformly ultimately bounded stability due to the inherent function reconstruction error. In [14] and [18] , bounded aircraft tracking is proven using DI-based control strategies, where neural networks are utilized to compensate for model error. Motivated by the desire to achieve asymptotic tracking as opposed to bounded tracking, the control design presented here augments the typical RISE-based control structure with a feedforward element to compensate for parametric uncertainty in the input matrix. Further, the design presented here satisfies the need for a continuous controller, which is capable of achieving asymptotic output tracking for systems containing a column-deficient, uncertain input matrix and unmodeled nonlinear disturbances.
In contrast to neural network-based methods to compensate for the non-LP uncertainty, a robust control approach was recently developed in [19] (coined RISE control in [20] ) to yield an asymptotic stability result. The RISE-based control structure has been used for a variety of fully actuated systems in [19] , [21] - [28] . A contribution in this result is the use of the RISE control structure to achieve asymptotic output tracking control of a model reference system, where the plant dynamics include a bounded additive disturbance (e.g., potential disturbances include: gravity, inertial coupling, nonlinear gust modeling, etc.). This result represents application of the RISE method to a multiinput multi-output (MIMO) aircraft system containing a nonvanishing, non-LP disturbance, where the control input is multiplied by a column-deficient matrix containing parametric uncertainty. To achieve the result, the typical RISE control structure and closed-loop error system development are first modified by including a constant feedforward estimate of the input uncertainty along with a novel robust control term, which is designed to compensate for the resulting inversion error. Motivated by the desire to develop an adaptive controller, the robust control design is then extended to an ADI-based method, where a Lyapunov-based adaptive law is utilized to compensate for the parametric uncertainty in the input matrix. Asymptotic tracking results are proven via a Lyapunov stability analysis, and high fidelity numerical simulations are provided to show the performance of the proposed control designs. This current result is only applicable to relative degree 1 systems. Yet, results such as [21] and [29] provide inroads to apply the RISE control structure to systems of arbitrary relative degree.
The rest of the paper is organized as follows. In Section II, we introduce the aircraft model and present its mathematical properties. In Section III, a robust control design is presented, where a constant, best-guess feedforward estimate for the input uncertainty is used in the control law. A Lyapunov-based stability analysis of the robust control design is given in Section IV. In Section V, the control design is extended to an adaptive controller, where the motivation is to have an online adaptive feedforward estimate for the input uncertainty, as opposed to a constant estimate. In Section VI, the stability of the adaptive controller is proven via Lyapunov-based analysis, and numerical simulation results are presented in Section VII to complement the theoretical development.
II. AIRCRAFT MODEL AND PROPERTIES
The aircraft system under consideration in this paper can be modeled via the following state space representation [1] , [5] , [8] , [30] , [31] : (1) where denotes the uncertain state matrix, for represents the uncertain input matrix, is the known output matrix, is a vector of control inputs, 1 and represents an unknown, nonlinear disturbance.
Assumption 1: The nonlinear disturbance and its first two time derivatives are assumed to exist and be bounded by known constants.
Assumption 2: A large magnitude disturbance (e.g., wind gust) could cause the aircraft to become unstable or uncontrollable; however, the subsequent development is based on the assumption that the dynamics in (1) are controllable.
The disturbance introduced in (1) can represent several bounded nonlinearities. For smaller aircraft flying around trim, an example of a bounded nonlinear disturbance that can be represented by in (1) is a sudden, individual gust. The model given in [32] , for example, defines such a bounded nonlinearity along the longitudinal axis (see [9] for details). A similar model can also be used to define bounded nonlinearities due to lateral gusts.
III. ROBUST CONTROL DEVELOPMENT
A contribution of the development in this section is a robust technique that yields asymptotic tracking for an aircraft in the presence of parametric uncertainty in a non-square input matrix and an unknown nonlinear disturbance. To this end, the control law is developed based on the output dynamics, which enables us to transform the uncertain input matrix into a square matrix. By utilizing a feedforward (best guess) estimate of the input uncertainty in the control law in conjunction with a robust control term, we are able to compensate for the input uncertainty. Specifically, asymptotic tracking is proven based on the assumption that an estimate of the uncertain input matrix can be selected such that a diagonal dominance property is satisfied in the closed-loop error system.
A. Error System
The control objective in this section is to ensure that the system outputs track desired time-varying reference outputs despite unknown, nonlinear, non-LP disturbances in the dynamic model. To quantify this objective, a tracking error, denoted by , is defined as (2) where the reference state and reference output are generated by the following reference model: (3) where the reference state and input matrices are denoted by and , respectively, and denotes an input to the reference model. To facilitate the subsequent analysis, a filtered tracking error [33] , denoted by , is defined as
where denotes a positive definite, diagonal matrix of constant control gains. The subsequent development is based on the assumption that and are measurable, and hence, , and are measurable. While the requirement for these measurements is a potential deficit, sensors can be used to provide this feedback (e.g., see [34] - [38] for aircraft controllers with similar feedback requirements). The time derivative contains , and the acceleration along the flight path, where , and denote the pitch, roll, and yaw rates, respectively. Angular accelerometers could realistically be used to measure , , and online, but measuring the true value of the acceleration along the flight path would be difficult in practice since it depends on the aircraft velocity in the body -direction. It is assumed in this paper that the time derivative can be estimated by combining an estimate of (e.g., using an angle of attack estimator and an air data system such as a pitot static tube) with an axial accelerometer measurement.
Assumption 3: The unmeasurable states in (1) and the corresponding time derivatives are bounded in terms of the measurable error signal such that the following inequalities hold: (5) where is defined as (6) and are known nonnegative bounding constants (i.e., the constants could be set to zero). This assumption is tantamount to assuming that the system in (1) is detectable.
The open-loop tracking error dynamics can be developed by taking the time derivative of (4) and utilizing the expressions in (1) and (3) to obtain the following expression: (7) where the auxiliary function is defined as (8) the auxiliary function is defined as (9) and the constant, unknown matrix is defined as (10) In (8) and (9) [19] , [24] : (11) where are known positive bounding constants, and the function is a positive, globally invertible, nondecreasing function. Based on (10), a constant feedforward estimate is defined as (12) where is a constant, best-guess estimate of the uncertain matrix . The constant, user-defined matrix is assumed to be invertible. Based on the expression in (7) and the subsequent stability analysis, the control input is designed as (13) where are positive definite, diagonal matrices of constant control gains, was defined in (4), and denotes the identity matrix. To simplify the notation in the subsequent stability analysis, the constant auxiliary matrix is defined as (14) where can be separated into diagonal (i.e., ) and off-diagonal (i.e., ) components as (15) After substituting the time derivative of (13) into (7), the following closed-loop error system is obtained:
The subsequent development is based on the assumption that the constant estimate given in (12) can be selected as (17) where is a known positive constant, denotes the induced infinity norm of a matrix, and denotes the minimum eigenvalue of the argument. Preliminary testing results show this assumption is mild in the sense that (17) is satisfied for a wide range of .
IV. STABILITY ANALYSIS
Let be a domain containing , where is defined as (18) and the auxiliary function is defined as
The auxiliary function in (19) is defined as (20) The following lemma is provided to facilitate the main result in Theorem 1. Lemma 1: Provided the sufficient gain condition (21) is satisfied, the following inequality can be obtained:
Hence, (22) can be used to conclude that . Theorem 1: The controller given in (13) ensures that the output tracking error is regulated in the sense that (23) provided the control gain introduced in (13) is selected sufficiently large (see the subsequent stability proof), is selected to satisfy (21) , and is selected according to the following sufficient condition: (24) where and are introduced in (11) , is defined in (17), and and are introduced in (15) .
Proof: Let be a continuously differentiable, positive definite function defined as (25) where and are defined in (2) and (4), respectively, and the positive definite (see Lemma 1) function is defined in (19) . The positive definite function satisfies the inequality (26) provided the sufficient condition introduced in (21) is satisfied. In (26), the continuous, positive definite functions are defined as (27) where , and . After taking the time derivative of (25) and utilizing (4), (15) , (16) , (19) , and (20) , can be expressed as (28) By utilizing (11) , can be upper bounded as (29) If the sufficient gain condition in (24) is satisfied, the bracketed term in (29) is negative, and can be upper bounded using the squares of the components of as follows:
Completing the squares for the bracketed terms in (30) yields (31) where , and is introduced in (11). The following expression can be obtained from (31): (32) where , for some positive constant , is a continuous, positive semi-definite function that is defined on the following domain:
The inequalities in (26) and (32) can be used to show that in ; hence in . Given that in , standard linear analysis methods can be used to prove that in from (4). Since in , the assumption that in can be used along with (2) to prove that in . Given that in , the assumption that in can be used along with the time derivative of (13) (35) Based on the definition of , (35) can be used to show that (36)
V. ADAPTIVE CONTROL EXTENSION
The robust DI control technique presented in the previous sections can be extended to an ADI-based control method. Robust control methods can be utilized to compensate for both structured and unstructured bounded uncertainty; however, since robust control methods are based on worst-case uncertainty and disturbances, high gain or high frequency feedback is often required to achieve stability. The subsequent analysis illustrates how asymptotic output tracking can be achieved for the aircraft system in (1) by utilizing a Lyapunov-based adaptive law to compensate for the parametric uncertainty in the input matrix.
Assumption 5: The matrix product is assumed to be invertible. The invertibility condition means that the control development and stability analysis presented in this paper is applicable to relative degree 1 systems.
A. Error System
After taking the time derivative of (4) and utilizing the expressions in (1) and (3), the open-loop error dynamics can be expressed as (37) In (37), the auxiliary functions and are defined as (38) (39) Motivation for the selective grouping of the terms in and is derived from the fact that (38) and (39) can be shown to satisfy (11) . Also in (37), denotes a measurable regression matrix, and is a vector containing the unknown parameters of the matrix, defined via the parameterization (40) In (37) and the subsequent stability analysis, denotes the parameter estimation error defined as (41) where denotes a subsequently designed parameter estimate vector. The estimate matrix is introduced in (37) to facilitate the control development, where the elements of the matrix are composed of the elements of . Based on the expression in (37) and the subsequent stability analysis, the control input is designed as (42) where the auxiliary function is defined as (43) where are defined in (13) , and is defined in (4). The adaptive estimate (or in vector form) in (43) is generated online according to the adaptive update law (44) In (44), is a constant, positive definite, symmetric adaptation gain matrix, and denotes a projection operator utilized to guarantee that the th element of is bounded as (45) where denote known, constant upper and lower bounds, respectively, for each element of . On an element by element basis, the projection operator in (44) can be used to ensure that the matrix estimate is invertible under the assumption that is invertible [1] , [8] , [42] for all elements of contained within some bounded region (i.e., ). After substituting the time derivative of (42) into (37), the closed-loop error system can be determined as where the auxiliary function is defined as
The following lemma is provided to facilitate the main result in Theorem 2. Lemma 2: Provided is selected according to the sufficient condition (50) where and were introduced in (11), the following inequality can be obtained:
Hence, (51) can be used to conclude that . Proof: See [19] , [20] for proof of Lemma 2. 
Theorem 2:
The controller given in (42) ensures that the output tracking error is regulated in the sense that as , provided the control gain matrix introduced in (43) is selected sufficiently large, and the sufficient condition in (50) is satisfied.
Proof: The proof of Theorem 2 is similar to that given in Section IV and [43] and is omitted here for brevity.
VII. SIMULATION RESULTS
A. Simulation Model
Numerical simulations were created to test the efficacy of the developed controllers. While numerical simulation results are being presented as opposed to experimental results, the sensor noise, actuator saturation and rate limits, and disturbances used in the numerical simulation are based on detailed analyses and specifications from typical sensors and actuators for an Osprey UAV. Table I of [9] , [43] shows the simulation parameters used that correspond to these hardware constraints. The simulations are based on the Osprey fixed wing aerial vehicle, for which the model can be represented using the state space system given in (1), where , and . The lateral mode is represented using four states. The yaw angle is left out because it imparts no accelerations to the aircraft [44] . The numerical values used for the state and input matrices and are based on experimentally determined data for the Osprey aircraft at a cruising velocity of 25 m/s at an altitude of 60 m. Based on the standard assumption that the longitudinal and lateral modes of the aircraft can be decoupled, the state matrix and input matrix can be expressed in block diagonal form, and the input and output vectors can be segregated in terms of the longitudinal and lateral subsystems (for details on the structure of , and , see [9] and [43] ). The reference model for the simulation is represented by the reference state space system given in (3), where the state matrix and input matrix are designed with the specific purpose of decoupling the forward velocity and pitch rate within the longitudinal system as well as decoupling the roll rate and yaw rate within the lateral system.
In (1), the nonlinear disturbance term , where are defined as (52) (53) where represents a disturbance due to a sudden, individual gust as defined in [32] . The remainder of the additive disturbances in (52) and (53) represent nonlinearities not captured in the linearized state space model (e.g., due to small angle assumptions). All states and control inputs were initialized to zero for the simulation. To test the scenario in which the input parameters are uncertain, the adaptive estimates were initialized to values that differ from the true parameter values by approximately 60%. For the robust DI controller presented in Section III, the constant feedforward estimates and [i.e., see (13) and (12)] were selected with values that vary by as much as 40% from nominal, and (17) is still satisfied (for details on and , see [9] ). Simulation parameters were selected based on detailed data analyses and specifications. The sensor noise values are based upon Cloud Cap Technology's Piccolo Autopilot and analysis of data logged during straight and level flight. These values are also corroborated with the specifications given for Cloud Cap Technology's Crista Inertial Measurement Unit (IMU). The thrust limit and estimated rate limit were measured via a static test using a fish scale. The control surface rate and position limits were determined via the geometry of the control surface linkages in conjunction with the detailed specifications sheet given with the Futaba S3010 standard ball bearing servo. For details on the actual simulation parameters, see [9] and [43] .
The objectives for the longitudinal controller simulation are to track pitch rate and forward velocity commands. For the lateral controller simulation, the objectives are to track roll rate and yaw rate commands. The reference commands used in the robust and adaptive controller simulations are shown in Fig. 1 . The control gains for the robust and adaptive longitudinal and lateral controller simulations [e.g., see (13) , and (42)- (44)] were selected such that the controllers exhibit the best possible performance. Fig. 2 shows the forward velocity, pitch rate, roll rate, and yaw rate responses for the closed-loop robust longitudinal and lateral controller simulations. Fig. 3 shows the for-ward velocity, pitch rate, roll rate, and yaw rate responses of the closed-loop adaptive systems.
B. Discussion of Results
Based on the results from the pitch rate and forward velocity simulation, the adaptive controller is capable of achieving better tracking of the maneuvers tested in the simulation. Specifically, the closed-loop system with the adaptive controller exhibits less chattering and greater tracking accuracy than that of the robust controller. The excessive chattering exhibited by the robust controller is likely due to the additional signum term in the corresponding control law. The rms error calculated for the adaptive lateral controller simulation are significantly lower than those calculated for the robust lateral controller. The results show that the rms values of the tracking errors can be reduced significantly (i.e., by more than 94%) with a marginal increase in the control effort (i.e., less than 5%).
VIII. CONCLUSION
A robust aircraft controller is presented, which achieves asymptotic tracking control of a model reference system where the plant dynamics contain input uncertainty and a bounded non-LP disturbance. The developed controller exhibits the desirable characteristic of tracking the specified decoupled reference model. An example of such a decoupling is demonstrated by examining the aircraft response to tracking a roll rate command while simultaneously tracking a completely unrelated yaw rate command. This result represents application of the RISE control strategy in a DI and MRAC framework to a nonlinear system with additive, non-LP disturbances, where the control input is multiplied by a non-square matrix containing parametric uncertainty. To achieve the result, a novel robust control technique is combined with a RISE control structure. An adaptive control extension is also presented, which achieves an asymptotic output tracking result. The extension represents the application of a continuous control strategy in an ADI framework to a nonlinear system with additive, non-LP disturbances, where the control input is multiplied by a non-square matrix containing parametric uncertainty. A Lyapunov-based stability analysis is provided to verify the theoretical result, and numerical simulation results are provided, which demonstrate the robustness of the controllers to sensor noise, exogenous perturbations, parametric uncertainty, and plant nonlinearities, while simultaneously exhibiting the capability to emulate a reference model designed offline. Future work will focus on extending this control design to handle systems of arbitrary relative degree, perhaps by building on the result in [21] , [29] . In addition, future efforts will focus on control designs for the considered class of problems where there are fewer inputs than outputs (i.e., where and with ).
