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Introduction
This paper contributes to the emerging eld of transformation engineering. We dene transformation engineering as the discipline of (i) decomposing complex transformation problems into manageable parts, (ii) making reproducible decisions when designing a transformation solution, (iii) benchmarking and selecting transformation languages and tools, and (iv) verifying transformation results. is relatively new to study the strengths and weaknesses from transformation approaches across community boundaries. In this paper, we illustrate how a transformation program from the BPM domain can be systematically compared with a behaviorally equivalent solution based on graph rewriting techniques.
This provides novel insights in the strengths and weaknesses of the two approaches. The instrument for comparing these approaches is the taxonomy of model transformation [29, 30, 44] . In contrast to previously published work, this paper classies the approaches on various levels (the conceptual, design, the language, and the tool level) and puts quantitative results in a proper qualitative perspective. Moreover, all results from this paper can be reproduced in an online virtual machine [45] .
The taxonomy is based on various workshops and a substantial amount of reection [29, 30, 44] . In general, a taxonomy can be used for a wide variety of purposes [19] . We have used this taxonomy for example to provide students a comprehensive overview of the eld. It turns out that having some of the taxonomy's terms in mind even helps in decomposing too monolithic transformation problems. Most frequently though, the model transformation taxonomy is used it to assess the strengths and weaknesses of a new transformation approach (see [48, 23, 44] for examples).
In this paper, we apply the taxonomy to identify the strengths and weaknesses of two radically dierent transformation approaches. In this context, the organization in four levels (conceptual, design, language and tool ) is often inspiring, as one can for example observe that a particular limitation of a Java based transformation program is not a consequence of using that language but merely the consequence of a design decision. The organization can also be useful to quickly prune candidates from a large set of seemingly similar transformation approaches. In this paper, we do not aim to present the complete taxonomy. We will use the parts that are of interest to our case study and we will clarify new terms where needed but refer to [44] for a more general and detailed coverage.
In the next section, we present related work from the eld of transformation engineering. Section 3 introduces the case study that we solved using Java as well as using GrGen. Section 4 briey describes these solutions. Section 5 contains the actual evaluation of the solutions. In Section 6, we reect on our use of the taxonomy. In the two remaining sections, we present our conclusions and outline future work.
mapping rules for which we compare the two implementations in detail. In contrast, solutions to the BPMN2BPEL case from the 2008 contest implement dierent sets of mapping rules, which makes it unfair to compare the solutions from a non-functional point of view. Focusing on non-functional properties is important since in transformation engineering all platforms under study are equally expressive. Therefore, any set of conceptual mapping rules can eventually be implemented using any of the evaluated platforms and the added value of these platforms relates to other properties.
So far unrelated to these events, van Amstel et al. have proposed a set of metrics to quantify the quality of model transformation programs [2] . We are collaborating with van Amstel et al. to integrate that work with the model transformation taxonomy. In summary, that work should be extended with metric implementations for more transformation languages. In the long term, one will be able to (i) use our instrument rst, to understand for which artefacts it is fair to make a metric-based comparison. Then, one would automatically compute van Amstel's metrics to quantify properties such as transformation complexity.
Case Study: petri-nets to statecharts
This section introduces the concrete transformation problem that this paper uses to compare a rule-based transformation solution with an imperative transformation program. Subsection 3.2 informally presents the underlying mapping rules that need to be realized by both solutions. Subsection 3.3 characterizes these mapping rules according to the model transformation taxonomy.
1 e use the short GrGen nme to denote GrGen.NET ITDUF This paper assumes that the reader is at least aware of petri-nets [32] and statecharts [22] (the language of the input and output models of our case study).
We do not assume in-depth knowledge of advanced petri-net analysis methods (such as coverability graphs, incidence matrices, ...) or any knowledge of high level petri-nets (color, time, hierarchy, ... ) . Similarly, we only assume basic familiarity with statecharts and do not rely on advanced concepts such as event processing. Instead, we present in subsection 3.1 a refresher of the basic Petri-Net execution semantics while introducing our running example. We also introduce statecharts by example and refer to [22] for a general treatment of the semantics.
Having two executable Petri-Net to Statechart (PN2SC) implementations is not considered a BPM contribution in itself, and we also refer the reader to [12] for a general description of why the proposed mapping makes sense from a theoretical as well as from a practical point of view. In summary however, the relevance of the mapping under consideration is that it makes concurrent regions syntactically explicit. This is for example useful for increasing the (human)
understandability of large process models. A key characteristic of petri-nets in general (and the above example in specic) is that it is cumbersome for humans to identify which parts of the process can be active at the same point in time. In the above example, it is clear that the sequences after T0 can be active concurrently. Then again, the above two sequences merge together at join point T1, whereas there is no transition that consumes tokens from P11. Additionally, transition T2 represents a second synchronization point. Only trained and alert minds will quickly see that the arcs that merge in P4 are unrelated to the parallel decomposition of the process. This eect is investigated empirically by Sarshar and Loos [40] . In summary, petrinets are at a too low level of abstraction to convey the parallel decomposition of a process to the human mind. Notice that these hyper-edges can either be shown explicitly (as in Fig. 2 (a) ) or transformed into additional start and nal states within the concurrent OR regions (as in Fig. 2 (b) The rule shown on shown on Fig. 3 (b) shows that the algorithm does not accept arbitrary sequential structures: again, the dashed cross syntax is used to depict patterns that prevent the rule from matching. In summary, it seems desirable that these rules are implemented on a platform that supports the spec- translating model elements to another modeling language, (ii) blindly" enumerating all model elements, or (iii) rephrasing model fragments using dierent model element types than those in the input model, but still relying only on constructs from the input modeling language.
Example Input and Output Model
The core problem is a translation, since the input modeling language (petrinets) is clearly dierent from the output modeling language (statecharts). Reading input models in standard Petri-Net Markup Language (PNML) is a reiteration since all elements from the input model should be retrieved verbatim for further processing. This transformation sub-problem is of kind text-to-model (T2M) since the PNML inputs are stored as XML text whereas the output models are models (sets of elements and relationships, conforming to a metamodel).
Another sub-problem related to the PN2SC case study involves converting PNML inputs to the particular Petri-Net metamodel that is prescribed by [12] .
In Table 1 , that sub-problem is labeled as "PN MM'" and the classication clearly indicates that this sub-problem is of kind model-to-model. It is a simple reiteration of elements that simply changes some syntactic characteristics (typically, a change of metaclass) of the input elements.
Similar observations can be made about the parts of the transformation that deal with other le formats (GRPN 2 , GRSC 3 and XMI 4 for serializing/reading petri-nets and respectively statecharts in/from le-formats for graph-based and model-based tools.) The sub-problem that is responsible for mapping statecharts to UML style" is classied as a rephrasing, since it involves changing basic states into decision, start and nal nodes. Although that signicantly improves the readability of the Statechart models, it is not classied as a translation since the language of the input and output models is the same (UML Statemachines).
The row labeled abstraction dimension makes explicit that this sub-problem does increase the level of abstraction of models. The column labeled rm. HE' '
relates to the transformation of Hyper-edge nodes (fork and join constructs) into 
Description of Solutions
This section presents and compares the two solutions to the case study. We rst indicate which parts of the case study are solved by which solution. Then, we zoom in on the solutions to the core sub-problem. Subsection 4.1 considers the completeness of the solutions, Subsection 4.2 shows code fragments to make the subsequent discussion understandable. Finally, Subsections 5.1, 5.2 and 5.3 classify the solutions from the design, language and tool perspective respectively. Table 2 shows that besides the core problem, both solutions tackle a series of other challenges. Several features are support model-level interoperability for benchmarking purposes: the read/write PNML and read/write GRPN features have enabled us to test both solutions on (conceptually) the same set of input models.
Completeness and Correctness
A unique feature of the Java solution exporting statecharts to the so-called GRSC le format. This le format is in fact specic to the GrGen tool-suite and 2 he qgen etriExets @qxA (le formt is sed on the Varró enhmrk RF 3 he qgen tteghrts @qgA (le formt is synttilly omprle to qxF 4 he wv wetdt snterhnge @wsA formt is metmodelEindependent industry stndrd ut we refer to the wv PFI vrint from ilipse IS spei(llyF the aforementioned export feature enables us to visualize the results of the Java solution using a tool from the GrGen suite.
The GrGen solution is unique in that it implements several extensions to the basic mapping rules from [12] : it implements the remove Hyper-edges feature (as discussed in the context of Fig and performing a clone and merge operations to incrementally compute models of twice the size but with a similar distribution of language constructs.
After xing some errors, we agreed that the core parts of both solutions were adequate for a detailed comparison. For end-users, the Java solution diers from the GrGen solution in that it only produces an output model if a complete output Statechart can be derived. The GrGen solution is more resilient in that it can generate partial results in the case that no valid complete Statechart exists for the input. This occurs for example when the input Petri-Net is not safe.
Notice that during process model development, this can occur by mistake and inspecting the partial output of the GrGen solution may help xing modeling errors. The Java solution represents a large class of other Java based transformation approaches in that input elements are traversed explicitly: a while loop ((cfr., lines 2 to 41) iteratively checks whether there are still transitions (from the Petri-Net) that need to be transformed. Notice that the Java execution infrastructure has no means to traverse the elements from the transitions collection automatically in an order that is optimized for the transformation task under consideration.
Example Code Fragments
In the original Java version, each of the two reduction rules was implemented by a separate method. The reduction procedure was started by invoking the method for rule 2 5 . In the method for rule 2, transitions were processed one by one. For each transition it was checked whether the precondition for rule 2 was satised and if so, rule 2 was applied, and the method was called again recursively. If rule 2 was not applicable to any transition, then the method for rule 1 6 was invoked. In this method, each transition was processed to check whether the precondition for rule 1 was satised. If so, rule 1 was applied and the method for rule 2 was invoked again. If rule 1 was not applicable to any transition, the complete reduction procedure failed.
Clearly, in this initial design, the set of transitions was traversed many times and sometimes unnecessary. This observation led to the current version of the Java solution, which uses a search algorithm (see line 7 to 13 and lines 43 to 57) to select a transition to which the rules can be applied in order, that is, rst rule 1 is applied to the preset and postset, and next rule 2. If one of the rules fails for the selected transition, the complete reduction procedure fails. In contrast, if in the original Java version all reduction rules failed on a certain part of the net, another part of the net was searched to which the reduction rules could be applied. The search algorithm has been formalized in pseudo code [12, 13] too.
Initially, the GrGen solution was implemented based on the Java solution, as described in [12] , so using the search algorithm. It turned out that it was dicult to specify the search criterion in GrGen and the runtime performance was poor. We therefore decided to also implement a GrGen solution without the search algorithm. This new GrGen solution, which is presented in this paper, resembles the initial Java version, but with the distinction that in GrGen the ordering of the rules does not need to be explicitly specied by the user: the GrGen engine determines the ordering (scheduling) of the rules automatically.
The new GrGen solution turns out to be much more ecient than the initial GrGen solution. Apparently, the ordering for processing rules as determined by the GrGen engine is more ecient than a user specied, hard-coded ordering.
In retrospect, the search algorithm is redundant from a conceptual viewpoint, since it only inuences the runtime of the Java solution. The pseudo code style used in [12, 13] to formalize the reduction procedure facilitated the preservation of the search algorithm in the conceptual algoritm. In retrospect, we conclude that the development of model transformations using imperative programming languages like Java may bias researchers towards optimizations that are specic to imperative programming and it may blur the distinction between conceptual mapping rules and technical details that are specic to an implementation technology.
A perhaps unconventional feature of the Java solution is that it heavily relies on vector indexing (cfr. A third property of the Java solution is that it does not leverage Java classes to check the type-safety of the generated output elements. More specically, the setAnd and setOr calls (cfr., lines 21 and 24) are used for dynamic changing the metaclass of the transformed elements. by variable p, exactly as in Fig. 3 (a) . Also notice that elements that have no name in the informal specication (i.e., in the rules shown on Fig. 3) can be left anonymous in the formal GrGen specication too (e.g., the two anonymous edge variables of type pre on line 2.)
Another characteristic of the GrGen solution is that it heavily relies on subpatterns (e.g., :RoguePrePlace(t) on line 3). Such subpatterns enable reuse and encapsulation (similar to methods or procedures in mainstream programming languages.)
The example fragment also shows how the right-hand side of the trans_-AND_join triggers another rule (the handlePrePlace_AND_join rule) using the exec statement (e.g., lines 11 and 21). Within exec statements, subrules can be orchestrated using various control ow constructs (where [] for example denotes the concurrent execution of a rule on all possible matches in the host graph).
Unlike the imperative Java solution discussed above, GrGen programs require no explicit element traversal, nor element indices. Also unlike the Java solution, the GrGen solution does not implement a dedicated search optimization. Instead, it relies on the built-in optimizations from the underlying engine.
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Evaluation of Solutions Table 3 . Classication of the transformation designs.
The rst row (scope) from Table 3 indicates whether all elements (or a controlled subset thereof ) from the input model are visited during pattern matching.
This classication is important, since a smaller and less complex transformation specication can be constructed when one can assume that all elements from the input model are candidates for the transformation.
For the core challenge, both the Java and the GrGen solution assume that all input model elements are candidate inputs. Notice that it is well possible to change both solutions into the other variant. However, taking the GrGen fragment from Fig. 5 input-preserving all input elements are unaected, input-polluting some observable (as dened in the metamodel) properties from the input elements have changed, input-destructive some (or all) input elements have been removed.
For both solutions, the core is input-destructive. This means that these solutions are probably not directly deployable in CASE tools, where the input models typically need to persist also after transformation application.
Notice that we also added columns for other parts than the core. This claries that the input-destructive nature of the core solutions can be bypassed by introducing some pre-and post-processing steps. More specically, one can rst serialize the input petri-nets to PNML or GRPN text, then parse it as a new model and transform that into a Statechart without destroying the original Petri-Net.
Notice again though that without additional mechanisms, that approach may break model-based traceability. Moreover, when comparing the size of the two core solutions to a (hypothetical) third solution that is input-preserving, one would for example need to take into account the size of the PNML related code on top of the size of the core code of the Java solution.
A related feature that distinguishes the Java and GrGen solutions is that the Java implementation transforms the input model elements in-place to elements that conform to the output metamodel. In contrast, the GrGen solution creates a new output element for each place, transition and arc from the input model. Therefore, it is classied as out-place. For the PN2SC case study, this is relevant since the conceptual mapping rules (as shown on Due to space considerations, we omit a further description of the cells from Table 3 (all taxonomy elements are dened in [44] .) The key message from this section is that dierent design choices will have an impact on the usability of the solution fragments under consideration. In order to make comparisons concerning size and complexity, one rst needs to take these dierences into account.
Moreover, it should be clear that these choices are design (not language ) specic and conclusions should be derived accordingly.
Language Specic Classication
This section classies the transformation (programming) languages from both Table 4 . Classication of the transformation languages (1/3).
The rst feature column of the Based on our knowledge of TGG engines, we predict that a bidirectional TGG implementation of the rules from Section 3 is feasible (at the cost of time and memory resources) and we invite fellow experts to explore this challenge further.
From the perspective of rule scheduling the GrGen language is particularly interesting, since it supports a declarative specication style (leaving it implicit in which order rules will be executed) as well as a more operational style (explicitly dening execution orders.)
From the perspective of rule modularization, the GrGen language clearly needs improvement, since it only supports le-based, unscoped rule modularization. Obviously, concepts such as packages are desirable when solving problems with the complexity of the case presented in this paper.
The genericity column from Table 5 indicates that, as a mature programming language, Java has several language constructs for factoring out commonality.
GrGen does not provide any of the features mentioned for Java. Within the transformation community, Higher Order Transformation (HOTs) have been proposed as a promising mechanism in the context of genericity [25] . Unfortunately, the GrGen language does not (yet) enable the writing of higher order transformations. To illustrate that there are graph transformation languages without these limitations, Table 5 Table 5 . Classication of the transformation languages (2/3).
Traceability support needs to be programmed explicitly in both the Java as well as the GrGen approach. Concerning the specic solutions compared in this paper, the (-) from Table 5 indicates that the Java solution does not support traceability at all whereas the GrGen solution supports traceability during transformation execution. More specically, the GrGen solution does maintain covert traceability links between source and target elements but since the solution is input-destructive (as indicated in Table 3 ), these links are no longer accessible after transformation execution. Table 5 indicates that the TGG and QVT/Relations languages provide more declarative support for traceability.
The error-proneness column (as well as all columns from Table 6 ) is based on the framework of cognitive dimensions by Green and Petre [20] . The error-prone vector operations are discussed in Section 4.2.
For GrGen, the matching semantics may lead to unexpected errors since it is rather uncommon compared to other graph transformation languages. More specically, elements are by default matched isomorphically in positive as well as negative patterns (PACs and NACs). However, when embedding NACs in PACs (or other NACs), variables in the NAC pattern can be bound again to elements that are already bound to other variables. Although this semantics is properly documented [7] , it has caused mistakes during the construction of our GrGen solution. Notice for example the hom statements from line 6 to line 8. This expresses that the involved pairs of variables can be bound homomorphically. This is required to make the rule transform_singleton_pre_post applicable also for the case where the transition t starts and ends in one and the same place. All other variables are matched using the default isomorphic semantics. As mentioned before, the exception to this default is that variables within embedded NACs are hom by default with all variables that were introduced so far. Consequently, in order to express that besides q (cfr., line 2) there is no other input place for transition t, it is not sucient to specify negative { qOther:
Place -:pre-> t } (since qOther is allowed to be bound to the same element as q ). Fortunately, the correct solution is intuitive once the relation between NAC variables and others is understood: lines 9 to 12 can simply be interpreted as it should not occur that t has two or more incoming arcs . Then again, this detail may cause errors for transformation writers that are inexperienced with GrGen.
A perhaps more problematic code fragment is that of subpattern NoForkJoinOnDif ferentPlaces (cfr., lines 35 to 52): this subpattern is used to express that for transitions between dierent places, a NAC should be enforced, whereas transitions that go to the one and same place as the one they start from (i.e., selfloop transitions) are unconstrained. We nd lines 37 to 40 rather cumbersome, since the verbose hom and if combination would not be required when the matching semantics were homomorphic by default. Instead, the ConstrainedOtherwise subpattern would include if { prePl <> postPl }. Notice that in a mathematical specication 7 (or a specication in any mainstream programming language) two variables are also allowed to be bound to the same element unless specied otherwise. Remark that there are also graph transformation languages that have homomorphic matching semantics by default. 7 he mthemtil de(nition of the pplition ondition for rule transform_singleton_pre_post isX ∃t ∈ T (∃q, r ∈ P (t = {q} ∧ t = {r} ∧ (q = r → ¬∃t ∈ T (q, r ∈ t ∨ q, r ∈ t)))D where T represents the set of input rnsitionsD P represents the set of input les nd t nd t represent the preE nd postE rs of t respetivelyF Table 6 . Classication of the transformation languages (3/3). Table 6 outlines some other elements that are based on the cognitive dimensions framework. To understand why graph transformation languages enable a closer mapping between the transformation solutions and the descriptions from the problem domain, please do not take the detailed remarks related to Fig. 6 out of context and refer back to the discussion surrounding Fig. 4 and 5. That discussion illustrates that the GrGen solution does not require variables beyond those that are used in the informal mapping rules from Fig. 3 too. In contrast, the Java solution requires for example various variables for array indexing.
Also notice the GrGen cell for pre-mature commitment: indeed the order of the textual statements is a form of over-specication that can be avoided in (semantically comparable, yet) visual languages such as Story Diagrams. As an example, the handlePrePlace_AND_join rule shown on the right side of Fig. 5 contains a left-hand side consisting of three textual statements. When using a visual language, one could simply model one integrated pattern (the order of the textual statements does not matter anyhow.) Additionally, one could use layout and color to convey some additional semantical clues (use of the co-called secondary notation feature).
Tool Specic Classication
The rst two feature columns from Table 7 rate those tool features that we have found most useful during the development of the PN2SC solutions. The rows then indicate how usable that feature was for a particular tool (such as Eclipse for Java). The rst cell for example indicates that in the context of the PN2SC case study, we classify the debugger usability of Eclipse as low. The reasons are that (i) the Java debugger from Eclipse has no rule-oriented user interface so developers should know which particular methods or parts thereof happen to implement a transformation rule and that (ii) the Eclipse debugger shows irrelevant technical variables on the same level as pattern variables.
The second cell on the rst row indicates that Eclipse also does not provide a generic visualizer for the transformed models. The Java solution does include integration code for the dot framework but since Eclipse is unaware thereof there is for example no integration with the Eclipse debugger.
Debugger Visualizer
Model Standards Usability Usability Interface Java (Eclipse) low no visualizer serialized none in-memory GrGen (GrShell, yComp) high high serialized XMI (-) Story Diagrams (Fujaba) high medium serialized XMI in-memory JMI, EMF Table 7 . Classication of the transformation/programming tools.
The two last columns from Table 7 as the result of the rm. HE which is discussed in Section 3.3. The interesting yComp feature shown there is that hierarchical nodes can be (un)folded. This feature requires no eort from the transformation writer and is highly useful when exploring larger models.
As a threat to the generalizability of our experiment, we highlight that we did not have to perform large changes to the solution designs once they were nished. Therefore, we did not need much tool support for refactoring. Therefore, we indicate independently of our experiment that the refactoring support for Java is very elaborate in tools such as Eclipse whereas it is not supported at all for GrGen.
Quantitative Evaluation
The previous sections enable the reader to assess the two solutions from a quali- are not yet applicable in a Java/GrGen context. Fig. 8 (a) shows the size of the two solutions, in terms of their lines of code (LOC). Obviously, more complex measurements are conceivable but only a LOC measurement is feasible today. Conceptually, one could also compare the number of functions (see [2] ). In that case, one would treat Java methods and GrGen patterns/rules as functions. One would also need to quantify the size of the functions. That is far outside the scope of this work, also due to the unavailability of tools that automate the computation of the metrics. Fig. 8 (a) shows that the size the implementations of the core mapping rules only diers by a factor ve. The main dierence in size (and hence specication eort) relates to user interface (UI) aspects: for the Java solution, all user interface widgets for loading the input model and triggering the transformation is programmed specically for the case study. The Java code also integrates with a visualization framework. That code is reused from another tool (see the leftmost bar in Fig. 8 (a) ) and therefore it is not counted as part of the solution specic UI code. As mentioned in Section 5.3, GrGen programs can rely on a exible shell that makes user interface code unnecessary. Moreover, GrGen includes a congurable visualization engine, as mentioned in Section 5.3 too. As a result, the Java solution contains about ten times as much case study specic UI code, compared to the GrGen solution. suite of test-model that is discussed in Section 4.1. As shown on the horizontal axis, these test-models vary in size, from about 100 elements (left of Fig. 9 ) to about 300.000 elements (right of Fig. 9 .) Remark that we have used a standard desktop machine for running the performance tests.
Size of Solutions
On the graph from The Java solution cannot process more than about 15.000 elements, due to limitations of the address space of the 32 bits Java virtual machine that we have used. Notice that Fig. 8 indicates that for inputs models with more than 10.000 elements, the required processing time increases signicantly as well. The graph on the right of Fig. 9 shows how the GrGen solution scales beyond models of that size: for huge models, the engine optimizations always give a speedup factor of almost two.
To give an idea of the scalability, we remark that the (engine-optimized) transformation requires 600 seconds (10 minutes) for models of about 150.000 elements whereas it requires about 40 minutes for a model of twice that size.
More generally, one can draw the following conclusions: the performance of both solutions scales linearly for models of normal size (requiring always far less than a second.) For models with thousands of elements, the GrGen solution exhibits an (x 2 ) time complexity. 6 Discussion
According to the knowledge of the authors, this is the rst paper that investigates the strengths and weaknesses of two transformation approaches while preserving a clear separation between conceptual, design, language, and tool elements. In many other publications, these elements are treated together, which makes it dicult to assess the generalizability of the results. The main reason for discussing conceptual elements (e.g., classifying the core conceptual mapping rules) are that:
1. it emphasizes that both implementations should realize the same conceptual mapping rules (cfr., Fig. 3 ), 2. it helps decomposing a set of seemingly intermingled features into clearly separated sub-challenges (cfr., Table 1 ), 3. it enables a comparison of the solutions from an end user-oriented perspective (cfr., Table. 2.)
In relation to (1), we emphasize that (hypothetically other) solutions that rely on dierent mapping rules should not draw unfair conclusions about elements from other taxonomy levels (design, language and tool). For example, it is quite easy to change the conceptual mapping rules such that the folded elements are annotated, rather than removed. This enables one to derive a straight-forward design that is not input-destructive anymore, for both Java and GrGen. When the conceptual mapping rules are not allowed to be changed in such a manner, it becomes much more challenging to develop a small and simple design that is not input-destructive.
The main reason for discussing design elements is that one should separate the skills of the transformation writer from the potential of the transformation language and tool. Our primary driver for discussing language and tool elements separately is that the Transformation Tool Contest has learned us that several languages are semantically almost equivalent and very often new languages are supported by inferior, ad-hoc, tools. Classications such as the one presented in this paper may help in deciding which features from languages (or tools) should be adopted by (or from) other approaches. After learning from one another, some research initiatives could be merged. This may be essential for disseminating knowledge and skills across communities and towards industry.
This paper illustrates that it is very hard to provide a holistic view of all four perspectives within the page limit of a typical research paper. Therefore, we underline the importance of adopting standard terminology. Moreover, in future work we may dedicate a complete paper to one or two perspectives and refer to this paper to provide an integrated view.
Conclusions
From a completeness perspective, both the Java solution and the GrGen solution solve the core mapping problem of the PN2SC case study adequately for a headto-head comparison.
From a solution design perspective, both approaches share the property that they destroy the input Petri-Net while producing the output Statechart model.
Unlike the GrGen solution, the Petri-Net solution does not provide traceability information during transformation execution. This introduces a risk for a metrics-based comparison of these solutions in the sense that the Java solution would become larger (or more complex) when extending it with such traceability support. On the other hand, the Java design contains an explicit optimization whereas the GrGen solution only relies on engine optimizations. Finally, one can remark that only the GrGen design is exogenous whereas the Java design is endogenous. Typically, exogenous approaches require more specication eort, since two metamodels need to be dened. All these design decisions could have been made dierently by other transformation writers. We emphasize that such decisions inuence a quantitative (metrics-based) evaluation.
Moreover, some other languages provide built-in support for more advanced designs. This paper illustrates this by comparing Java and GrGen with other transformation languages: we explain for example why it would be unfair to compare the size or complexity of the Java and GrGen solutions with that of a (hypothetical) TGG solution, since the latter would for example support change propagation.
Both Java and GrGen enforce some hard mental operations and both languages are error-prone. However, this paper also explains why the GrGen language enables a solution specication that is closer to the problem domain.
Finally, from a transformation tool perspective, we observe that the GrGen solution is supported by more usable debugging and visualization tools. Java on the other hand has much better support for refactoring.
With all these considerations in mind, one can put the results of our quantitative analysis in perspective. The Java solution requires more specication eort without yielding a better runtime performance. Therefore, for developing mappings such as the PN2SC translation, the use of the GrGen language and tool is more appropriate.
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Future Work
Due to the lack of more literature and experience, we cannot identify yet which properties of the PN2SC case could potentially favor the GrGen approach (if that is the case at all.) Nevertheless, in our future work, we aim to investigate mapping problems for which imperative programming languages are allegedly more appropriate. We will characterize solutions again using the proposed four-level framework. As more experimental results become available, we aim to investigate correlations between problem characteristics and solution techniques. Such insights should enable the development of guidelines for selecting (or developing new) designs, languages and tools.
Additionally, we learn from the observation that the GrGen engine optimizations are especially relevant for transforming huge graphs: we aim to apply GrGen on process mining problems, since that involves the transformation of huge logs of dynamic information [43] . Moreover, in rather unstructured domains such as health care [28, 36] , there is a still a clear need for better abstraction rules and the use of declarative languages may speed up the development thereof.
Finally, it should be investigated how graph transformation languages with a visual syntax can be mapped to GrGen (or other textual languages with the appropriate semantics.) That is already known to be useful for transformation language integration [46] , and this paper indicates that it is also useful for a cheap (yet eective) comparison of the specication eort (via the LOC metric.)
