On the error correcting capacity of finite automata  by Harrison, Michael A.
INFORMATION -&ND CONTROL 8, 430-450 (1965) 
On the Error Correcting Capacity of Finite Automata* 
MICHAEL A. HARRISON 
Department of Electrical Engineering and Electronics Research Laboratory, 
University of California, Berkeley, California 
INTRODUCTION 
One interesting application of sequential machines is to consider them 
us encoders and decoders for an information channel. In a sequence of 
papers, Neumann (1962, 1962, and 1964) has exploited the properties 
of automata to study such codings. Schiitzenberger (1964) has studied 
the synchronizing properties of such codes. In Neumann's work, the 
possibility of noise in the channel was considered. Winograd (1964) 
generalized the model to the case where the decoder was a finite au- 
tomaton which corrected a set of errors prescribed by an error relation; 
the idea being that the noise in the channel is describable by a relation. 
A related study of errors on regular sets has been made by Hartmanis 
and Stearns (1963). In this paper, we obtain results concerning the 
structure of error correcting automata. 
Another eason for the study of these automata is that the regular sets 
which they recognize are particularly simple. In fact, these events are 
the natural generalization of the definite events (Perles, Rabin, and 
Shamir, 1963; Brzozowski, 1963. 
NOTATIONAL CONVENTIONS 
The notation used in this paper is derived from Rabin and Scott (1959) 
and Biichi (1962). 
Let Z be a fixed finite nonempty set called the alphabet. Z* is the 
free monoid generated by Z with identity element A and the operation 
of concatenation. If x E Z*, then the length of x is the number of ele- 
ments of Z in x; of course lg (A) = 0. 
* This study was supported by the Air Force Office of Scientific Research Grant 
AF-AFOSR-639-64. Some of the material in this paper was presented at an Inter- 
national Colloquium on Automata Theory and Algebraic Linguistics, Jerusalem, 
Israel, August 24-25, 1964. 
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A finite automaton (over 2) is a quadruple S = (S, M, a, F) where S 
is a finite nonempty set of internal states, a C S is the initial state, 
F _ S is the set of final states, and 3I is the transition function or table 
which is a mapping from S X 2 into S. M is extended to 2" by the rules 
(Vs)~ M(s ,A)  = s 
(vs )~(Vz)~, (w)~ :u(s, z~) : M(M(s, z), ~) 
(The subscript on the quantifier indicates the set from which the ele- 
ment is taken; the last equation is read, for all s 6 S, any x 6 ~*, and 
all ~ 6 2, M(s, x~) = M(M(s,  x), ~).) The response of the automaton 
S to an input x is the state into which S is taken by input x if S was 
started in the initiN state a. The response is a map from 2" into S and 
is denoted by rps(x). More precisely, 
(Vx)~, rps(x) = M(a, x) 
The behavior of a finite automaton S = (S, M, a, F } is defined to be 
~s = {xtrps(x) 6 F} 
and is exactly the same as what Rabin and Scott (1959) call the set of 
accepted tapes. 
A state s is called accessible iff there is an x 6 2" such that s = rps(x). 
I t  is well known that if s is accessible, there is a tape y such that rps(y) 
= s and lg (y) < n where n is the number of internal states. One can 
easily construct he connected submachine of S = (S, M, a, F) which 
consists of all accessible states by drawing the transition tree of S (Bfichi, 
1962). The construction is best illustrated by an example which is taken 
from B/iehi (1962). Let S = (S, M, a, F} over 2 = {so, ~,1 where F = 
{b, el and M is given by 
s M(s, ~o) M(s, ~t) 
a b c 
b d c 
c c d 
d b e 
e b e 
One constructs a labeled binary tree whose root is labeled a and such 




c c d 
~t 
FIG. 1 
F = {b,e} 
the next branch reading from left to right is labeled zl ,  etc. The tree is 
infinite since there are infinitely many words in Z*. However, a finite 
representation may be obtained by eliminating redundant occurrences 
of states. Drawing the tree for the example should make the construc- 
tion clear. Cf. Fig. 1. If we assume that all machines are connected, 
then it is sufScient o draw the tree and give the set of final states to 
uniquely determine a fixed machine. 
Following Rabin and Scott we will call an equivalence relation 
R c ~* X ~*, right (left} insariant iff for any z C Z*, (x, y) E R implies 
(xz, yz) ~ R( (x, y) ~ R ~ (zx, zy) ~ R). If an equivalence relation is 
right and left invariant, then R is a congruence relation. The rank of an 
equivalence r lation R is denoted by rk (R) and is defined as the number 
of equivalence classes of R. 
If R is an equivMence relation on the set of states S of some finite 
automaton S = (S, M, a, F}, then R is a right congruence relation iff 
(s, t) C R implies that for all z E ~, (M(s, ~), M(t, ~r)) E R. If R is a 
right congruence on S and if R refines F, i.e., (s, t) C R ~ (s E F w 
t C F),  then the quotient machine S/R is defined as S/R = (T, N, b, G) 
where T = IRis]Is ~ S}, N(R[s], ~) = RIM(s, ~)], b = R[a], G = 
IRis] } s C F}. 
Given any machine S = iS, ]1, a, F}, define the induced right con- 
gruence relation RF by (s, t) C Rr ~ (Vz)~.M(s, z) C F ¢=~ M(t, z) E F. 
One then constructs the machine S/RF. I t  is well known that S/R~ is 
the unique minimal machine with the same behavior as S. On S/RF, 
the induced congruence r lation is the equality relation, 0, on S. 
If one is given S = (S, M, a, F} and the behavior of S is 5, then define 
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the induced right congruence Re on ~* by (x, y) C R~ ¢=~ (Vz)z, xz C 
¢=*yz C B. 
I. BASIC PROPERT IES  OF ERROR L IM IT ING SETS 
The basic properties of input error limiting (hereafter abbreviated 
IEL) sets are now given. 
DEFINITION l. o~ is weakly (p, 8) IEL  iff 
(Vx, z)~,(V(wi, ~'~))~ 
lg (z) >= p ~ (xwlz C a ¢=* xw2z ~ a). 
In other words, if the suffix of a word containing wl is long enough ( => p), 
then w2 may be substituted for wl and vice versa. Clearly, if a is weakly 
(p, ~) IEL and q >= p, then a is weakly (q, 8) IEL. 
DEFINITION 2. For p = 1, a is (p, ~) IEL iff a is weakly (p, 8) IEL, 
but not weakly (p - 1, 8) IEL. a is (0, g) IEL iff a is weakly (0, 8) IEL. 
If ~ is weakly (p, 8) IEL, then ~ is (p, 8) IEL iff there exists x ~ ~, 
y 5 E* - a, and there is a (wl, w2) ~ 8 such that x = xlwlx2 and y = 
x~w2x~ where ]g (x2) = p - 1. It  is clear that every weakly (p, ~) IEL 
set is (q, 8) IEL for some q such that 0 _-< q =< p; furthermore q is unique. 
DEFINITION 3. If ~ iS (p, g) IEL, then p is called the degree of a. a is 
called 8-IEL iff there exists a natural number p such that a is (p, 8) IEL. 
Every set of words is (0, 0) IEL where the second 0 denotes the 
equality relation on E*. Every finite set a is (p, ~) IEL where p = 1 + 
max {Ig (x) I x ~ a}. If ~ is weakly (p~, ~)  IEL and fl is weakly (p2, &) 
IEL, then ~ U ~ is weakly (max (p~, p:), 8, n 82) IEL while a n ~ is 
weakly (max (p~, p2), 81 n 82) IEL. If ~ is weakly (p, 8) IEL, then 
a -- Z* - a is weakly (p, 8) IEL. Also note that every set is (p, ¢) IEL 
where ¢ is the empty relation. 
Our major concern is with the automata that define IEL sets. More 
formally, we have the following definition. 
D~FIN~TION 4. An automaton S = (S, M, a, F) is said to be (weakly) 
(p, 8) IEL  iff flz is a (weakly) (p, ~) IEL set. 
We now study a rather estricted class of tables or transition functions 
which help to give insight into the structure of IEL automata. 
DEFINITION 5. S has a weakly (p, ~) IEL  table iff 
(V(w~ , w~) ~(Vs)~(Vx)z. lg (x) >-- p ~ M(s, w~x) = M(s, w~x). 
A table M is (p, 8) I EL  iff M is weakly (p, ~) IEL, but not weakly 
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(p - 1, 8) IEL. A table M is 8-IEL iff there is a p such that M is (p, 8} 
IEL. A table M is IEL iff there is an 8 such that M is 8-IEL. 
If M is weakly (p, G) IEL and q > p, then M is weakly (q, ~) IEL° 
We now begin to relate IEL tables to IEL  sets. 
TH~on~ 1. I f  S = <S, M, a, F> is a connected minimal machine which 
is weakly (p, 8) IEL, then S has a weakly (p, 8) IEL table. 
Proof: Any state s E S can be written 
s -- rp~(u) u E ~* 
since S is connected. Let (w~, w2) ~ 8 and x E Z* such that lg (x) ~ p~ 
We must show that M(s, wlx) = M(s, w2z). 
Since S is weakly (p, 8) error limiting, 
uw~xz ~ ~ *=~ uw~xz E Bz. 
That is, rps(uwlxz) = M(s, wtxz) ~ F ~ M(s, w2xz) E F. Equivalently, 
for any word z E Z* 
M(M(s,  wlx), z) C F ¢=~ M(M(s,  w2x), z) E F. 
That is M(s, w~x)R~M(s, w2x) where R~ is the induced right congruence 
on S. Since S is minimal, RF = 0 and we have 
M(s, wlx) = M(s, w2x). 
THEOI~EM 2. I f  S iS a minimal machine whose behavior is a (p, 8) IEL 
subset, then S has a (p, 8) IEL table. 
Proof: We must show that there is a state s, an input x of length 
p - 1, and there is a (w~, w2) E 8 such that M(s, w, x) ~ M(s, w2x). 
Since fls is not weakly (p - 1, 8) IEL, there exists a tape x of length 
p - 1, another tape u and finally there exists (w~, w~) E 8 such that 
uwlx E ~s and uw2x ~ ~z 
or vice versa. In either event, rpz(uwlx) ~ rpz(uw2x) or M(s, wlx) 
M(s, w2x) where s = rps(u). 
Thus the IEL  machines possess IEL  tables. We now show the converse. 
T~EonE~ 3. I f  S has a weakly (p, 8) IEL table, then fls is weakly (p, 8} 
IEL. 
Proof: Assume u, x ~ 2~*, lg (x) >= p, (w~, w~) E 8. We must show thal~ 
uwlx E ~ ~ uw2x E ~.  
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Let s = rps(u). Since ]g (wlx) >= p and lg (w2x) > p, 
~I(s, wlx) = M(s, w2x) 
because M is a weakly (p, ~) error limiting table. Thus 
rpz( uw,x ) = rps( uw2x )
so that uw,x C ~s ¢=~ uw2x C fls. 
THEOREM 4. I f  S is a connected minimal machine which has a (p, 8) 
IEL table, then fl~ is a (p, 8) [EL subset. 
Proof: Since M is not a (p - 1, 8) error limiting table, there is an x 
such that lg (x) ~ p - 1, there are (wl, w~) ~ ~ and s C S such that 
M(s, w~x) ~ M(s, w~x). 
Let s = rp~(u) since S is connected. Thus 
rpz(uw,x) ~ rp~(uw2x). 
Let tl = rpz(uw,x) and t~ = rps(u, w~x). Since S is minimal, and tl ~ t2, 
there must exist a tape y such that 
(M(h ,y )  C F AM(t : ,y )  ~ F) or (M( t , ,y )  ~ FAM(t2 ,y )  ~ F). 
Since lg (xy) => p - 1, either 
rp(uw,xy) ~ ~ /~ rp(uw2xy) C ~s or vice versa. 
Since we have exhibited two words, uw~(xy) and uwz(xy) where 
lg (xy) >= p - 1 and (w~, w2) C 8 with the property that one is in the 
behavior and the other is not, therefore ~s is not weakly (p - 1, 8) 
error limiting. 
I I. SUMMARY OF PROPERTIES OF IEL MACHINES 
At this time, we recall the results of Winogr~d (1964) which will be 
needed later. 
PROPOSITIO~ 1. I f  ~ is a (p, 8) IEL  set, then a is a (p, ~) IEL set 
where g denotes the least congruence relation containing 8. 
THEOREM 5. a is a regular 8-IEL set iff there is a natural number j such 
that a may be written 
J 
= ~0 U U U~o~ 
i=1  
where the ai(i -- O, . . .  j )  are finffe sets and the Ui are regular subsets 
which are unions over some of the classes of g. 
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The number of terms in the union, j, is a parameter of an IEL  set 
which characterizes its complexity. The proof of Theorem 1 shows that 
] 
p = max l lg (x )  Ix ~ Ual} -k 1. 
i=0 
We now summarize the test for the ][EL property and the condition 
for a relation 8 to be correctable by a finite automaton. 
DEFINITION 6. Let S = (S, M, a, F) be a machine and define the rela- 
tions E~ (read "i-equivalence") as follows for i -> 0. 
(s, t) CEi~=~ (Vx)~lg(x )  = i ~ M(s,  x) = M(t,  x). 
The E~ have the following simple properties. 
(a) El ___ E.~+I for i >_- 0. 
(b) (u, v) C E~+I ~ (Vo)~ (M(u, ~), M(v, ~)) E E~. 
(c) 3h Eh ---- Eh+l if S i!s finite. 
(d) EL = E~+~  Et~ = E~+z for every 1 ~_ 1. 
(e) If E~ = E~+I, EL is a right invariant equivalence relation. In 
the terminology of pair-algebras due to Hartmanis and Stearns (1963), 
Eh is exactly Mh(0). 
We now recall Winograd's test for the ][EL property. Note that the 
test may be used on any automaton to assess its error correcting ca- 
pacity. Given any machine, S -- (S, M, a, F), construct E1 c E2 ___ 
• .. __. EL = Eh+~. Since Eh is a right invariant equivalence relation, 
construct S/Eh ,  the quotient machine of S modulo E~ (without output). 
Let S/E~ = (T, N, b} where T = {Eh[s] I s ~ S}, b -- Eh[a], N(E~[s], ~,) --- 
E~[M(s, z)]. S is 8-IEL iff 
(V(w~ , w2) )~(Vt)~, N(t,  w~) = N(t ,  w2). 
This test does not yield the transient length p, although it does show 
that p =< h. 
The test given above does not appear to be effective ('since ~ is infinite). 
In fact it is effective since by Proposition 1, it sufSces to consider con- 
gruence relations. By Winograd's necessary and sufficient condition for a 
relation to be correctable, such a congruence r lation has finite rank. We 
now show that any finite rank right congruence is finitely generated. 
The idea of the proof is to discard the "loops" in the relation. To be 
more precise, we have the following definition. 
DEFINITION 7. Let 8 ___ E* X ~*. w ~ 2;* is said to have an ~-loop 
iff there exists tapes w~, w2, and w~ such that w = w~w2ws, w~ ~ A, and 
(w~, w~w~) E ~. 
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PROPOSITmN 2. Let g be a right congruence relation on Z*. Every class 
of 8 has at least one loopless tape. 
Proof: Let x be an element of an equivalence class of 8 where lg (x) 
is minimal.  Suppose that  x has an &loop. Then there exist wl,  w2, wa 
where w2 ~ A and x = w~w2wa and 
( w~ , w~w~ ) ~ 8 
By the subst i tut ion property, 
(WlWs, WlW2W3) = (WlW3, X) ~ 
Thus w~wa is in the same class as x, but  lg (w~wa) < lg (x), which con- 
tradicts that  the length of x was minimal.  
PROPOSITmX 3. Let ~ be a right congruence relation on Z*. I f  x has the 
property that lg (x) > r£(3),  then x has a loop. 
Proof: Let x = ~ . . .  z,~ where z¢ C Z for i = 1, . . -  , m and m > 
rk (3). The m + 1 initial segments of x must  have two segments in the 
:salne class.  
(~1"'"  %,~""  ~q) ~ 8 fo r0_< p < q =< m 
(the case p = 0, corresponds to A). Thus wl = z~ • • • zp, w2 = Zp+l • • • 
%,  and w8 = ~+~ • • - ~ and x has a loop. 
THEOREM 6. Let 8 be a right congruence of finite rank on Z*. There exists 
a finite relation R such that R = ~ where f~ is the least right congruence 
containing R. 
Proof: Choose 
R= ~n( ~J  y i x Y.J) 
0<_ i<_n 
O_<j <_n 
where n = rk (8). 
Clearly R is finite and R _ g. Since g is a right congruence relation 
containing R, then R C 3. We must  show that 8 ~ i~. ! 
I t  is sufficient o show that  if w and w are in the same class of 8 where 
w' is loopless, then w and w' are in the same class of/}. To see this, assume 
that  wl and w2 are in the same class of 3. By Propositiml 2, there exists a 
loopless sequence in the same class; call the word w'. 
(wl,  w') C 8 ~ (wl , w') E R while (w2 , w') ~ 8 ~ (w2, w') C [~ 
By symmetry  (w', w=) ~ R and by transit iv ity,  (wl,  w2) ~ 1~. 
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The argument will be complete when we show that if w and w' are 
in the same class of 8 and w' is loopless, then they are in the same class 
of/~. This is proven by induction on the length of w. 
If lg (w) =-< n, then (w, w') C 8 ~ (w, w') E R by the construction 
of R. Hence (w, w') E /~. Suppose the result is true for all tapes x such 
that Ig (x) < p where p > rk (8). Let w C ~* such that Ig (w) = p. 
By Proposition 3, w hasan 8-loop. LetL~ = {(wl, w2) t w2 # A, 3wa w = 
wlw2wa, (wl, w~w2) E 8} be the (finite) set of all loops of w. Choose 
(wl, w2) E L~ such that lg (wlw2) is least. It must be that lg (w~ws) <_ n 
by Proposition 3. Thus 
(wl, w~w~) E R ~ (w~, w~w~) E [~ 
(1) 
(WlW3, ~)l~W2W3) E n ==:} (WlW3 , W) E 
Let w' be a loopless element in the same class as w. Then 
(w, w') E g 
and (wl , wlw2) E 8 ~ (wlwa , wlw2wa) E g ~ (wlwa , w) E 8. lg (w~wa) < 
lg (w) = p so that by the induction hypothesis 
(wlu,a, w') E/~ (2) 
By (1), (2), symmetry, and transitivity, 
(w, w') E /~ Q.E.D. 
For practical purposes, the construction of R can be improved. One 
can delete from R all ordered pairs (x, x). Similarly only one of the 
pairs (x, y) or (y, x) must be kept. In general, one keeps (x, y) where x 
precedes y in lexicographic order. 
Example: 8 = 1, the universal relation on {0, 1}*. rk (8) = 1 
R - {(A,A), (h, 0), (A, 1), (0, A), (1,A), (0,1), (1,0), (0, 0), (1, 1)} 
Reducing R yields R' = {(A, 0), (A, 1), (0, 1)}. Clearly (0, 1) is ob- 
tainable from the other pairs by symmetry and transitivity. Thus the 
smallest finite set whose closure is the universal relation is 
{(A, 0), (a, 1)} 
With the aid of this theorem, it is clear that there is an algorithm for 
determining the IEL property. We now indicate a simple algorithm for 
determining the length of transient p. 
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ALGO~ITn~I 1, Given an ~-IEL machine S - {S, M, so, F) where S = 
{so, . . .  , s~} and 
g= ! 
• .. , Eh where h is the least positive integer such 1. Construct E~ , E2, 
that Eh = Eh+~ .
2. For every (w~l, wi2) in 6, construct wo state vectors (M(so, w~), 
M(s l ,  w~l ) , " .  ,M(s,~, w.~l)) and (M(so, w~), M(s l ,  w~2) , . . . ,  
M(s~,, w,~) ) ,  i = 1, - - .  , m.  
3. Examine corresponding coordinates and find the smallest E~ such that 
every pair of corresponding components in the vectors is in E~ for i = 
4. p ~ InD~Xl<i~m ri 




E~ = lib, d]l E2 = {[a, c], [b, d]} E3 = {[a, b, c, d,]} ~- 1 
S/E3 is the machine a~/a  
a 
Thus g .... = ~* X ~*. By replacing g .... with a finite relation 
= {(A, oo), (A, ~)} 
Let s = (a, b, c, d). 
M(s ,A)  = (a ,b ,c ,d)  
M(s,z~)  = (a ,c ,a ,c )  
~/](s, if1) = (b, b, d, b) 
Comparing M(s ,  A) with M(s ,  Go) implies that a, b, c, and d nmst be all 
in the same class so rl --= 3. Likewise r2 -- 3, so p = 3. 
440 HARRISON 
III. A LOWER BOUND ON THE NUMBER OF STATES 
We will now obtain a lower bound on the number of states of a 
(p, 5 ) IEL  machine. The proof will involve relating a number of prop- 
erties of a given machine to the quotient machine S/E~. 
PROPOSITION 4. E~ is a right congruence relation. 
Thus if S = <S, M, a}, then S/E~ = (T, N, b} is well defined. Recall 
that T = [El[s]]s C S}, b = Ella], and N(E~[s], z) = E~[M(s, o)]. 
DEFINITION 8. On S/E~, denote the/-equivalence r lation by Ei'. 
(U, V) ~ El' ~ (VX)~* lg (x) = i ~ N(u, x) = N(v, x) 
for every u, v C T. 
To investigate the correspondence b tween the relations on S and on 
S/E~, we need the concept of a quotient relation. 
DEFINITION 9. If R1 and R2 are equivalence relations on a set S and 
if R1 _c R2, then the quotient equivalence relation is defined as 
R~/R~ = {(R~[s], R~[t]) [ (s, t) C R2} 
The results that are needed are consequences of the second isomor- 
phism theorem for abstract algebras, but we include a simple direct 
proof. 
TIIEOREM 7. For every natural number i, Ei ~ = E~÷~/E~ . 
Proof: The argument is an induction on i. 
Basis: (E~[s], E~[t]) ~ Eo' *:~ E~[s] = E~[t] 
¢=> (s, g) ~ E1 ¢:v (Ells], El[t]) ~ El/E1 
Induction Step: Assume the result true for some i ~ 1. 
(E~[s], E~[t]) C E'~+~ ¢:* (Vo)~(N(E~[s], o), N(E~[t], 0)) C E~' 
(Vo)~(E~[M(s, o)], E~[M(t, 0)]) C E~' 
¢:* (Wo)~(E~[M(s, o)], EI[M(t, 0)]) ~ E~+~/E~ 
¢:* (Vo)z(M(s ,  0), M(t, 0)) C E~+~ 
(s, t) C E~+2 
¢:* (E~[s], E~[t]) ~ E~+~/E1 
From this result, we find that the chain of equivalence r lations E~' in 
S/Ex breaks off at h - 1 instead of at h. 
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COROLLARY 1. ]f h i8 the least integer such that Et~ = Eh+i , then h - 1 
is the least integer such that E[~_~ = E~'. 
Proof: E'h-1 = E~,/EI = E/,+~/E~ = E~,'. 
COROLLARY 2. rk (Eh) = rk (E~-I). 
Proof: The mapping ~: Ej,[s] --~ E/h_l[El[S]] will be shown to be one- 
to-one. Suppose Fi~,,_~[E~[s]]" ~ = ?i~_1[,~[t]],v E then (EllS], E~[t]) ~ E~-I .  
However 
Thus ~ is one-to-one and the result is established. 
I t  is now necessary to show that the error correcting properties of M 
are inherited by N. The case p = 0 must be handled separately. 
PROPOSITmN 5. I f  M is (0, 8)IEL, then N is (0, 8)IEL. 
Proof: Suppose M is (0, g) IEL,  then 
(Vz)~,(V(wl ,  w2))~,(Vs)sM(s, wlz) = M(s, w2z) 
(Vz)z(Vz)z*(V(wl,  w~) ~(Vs)sM(s, wlzz) = M(s, wlzz) 
(~¢z)z,(V(wl , w2) )a(Vs)s(M(s, wlz), M(s, w2z)) C E1 
¢=~ (Vz)~,(V(wl , w2))~(Vs)~N(EI[s], wlz) -- N(EI[s], w:z) 
(Vz)z,(V(w~, w~) ~(Vt)rN(t, w~z) = N(t, w~z) 
and N is (0, 8) IEL.  
THEOREM 8. For p >- 1, if M is (p, 8)IEL, then N is (p - 1, 8)IEL. 
Proof: Since M is weakly (p, 8) IEL,  
(Vz)z,(V(w~, w~))~(Vs)slg (z) >= p ~ M(s, w~z) = M(s, w:z) 
Since p >- 1, any z can be written z = xz where ~ ~ ~ and lg (x) >- 
p -1 .  
lg (x) >= p - 1 ~ M(s, w~xa) = M(s~wex~) 
(Vx)~,(V(v~,, w~))~(Vs)~ 
lg (x) = p -- 1 ~ EI[M(s, WlX)] -= E~[M(s, w~x)] 
(Vx)~,(V(~,, w~))~(Vs)~ 
lg (x) => p -- 1 ~ N(E~[s], w~x) = N(E~[s], w~x) 
and N is weakly (p - 1, 8) IEL.  
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Conversely, since M is not (p - 1, ~)IEL, (3x)~,('~s)s(3(w~, w2))~, 
lg (x) = p - 1 and M(s, wlx) ~ M(s, w2z). If p = 1, we have already 
shown that N is weakly (0, ~)IEL, hence (0, 8)IEL. Suppose p ~ 2 
~nd write x = yz where lg (y) - p - 2. We must have 
N(Ei[s], wly) ~ N(E~[s], w2y) 
since if this were not true, we would have (M(s, wly), M(s, w2y) C E1 
or M(s, wlyz) = M(s, wlx) = M(s, w2x) = M(s, w2ycr) which contra- 
dicts M(s, wlx) ~ M(s, w2x). 
I t  will be necessary to know that if N is weakly (p, 5) IEL, then M is 
weakly (p + 1, 5) IEL. 
T~Eoan~ 9. I f  N is weakly (p, ~) IEL, then M is weakly (p + 1, ~) 
IEL. 
Proof: Since N is weakly (p, ~) IEL, 
(Ys)~(Y(wl , w2) )~(Yz)~* Ig (z) > p ~ N(EI[s], w~z) = N(EI[s], w2z) 
(~fs)s(V(wl, w~))~(Vz)z, lg (z) 
p ~ (~/~(S, WlZ), M(s, w2z)) ~ E1 
(VS)S(Y(WI , W2) E(~fZ)~*(~fO')y, lg (Z) 
> p ~ M(s, w~z~) = M(s, w~z~) 
(Vs)s(Y(wi , w2) )s(Vx)~* ]g (x) 
>_ p + 1 ~ M(s, wlx) = M(s, w2x) 
THEOREM 10. I f  S has a (p, 5 ) IEL table and if S has n states, then S 
has a weakly (n - j, ~) IEL table where j = rk (Eh). 
Proof: The argument is an induction on h. Recall that h is the least 
integer such that E~ = Et~+~ • 
Basis: h = 0 implies that p = 0 since p ~ h. Thus S has a weakly (0, 
~) IEL  table and the assertion is true. 
Induction Step: Suppose h = m ~ 1. E~ is a right congruence r lation 
so form S/E1 = {T, N, b}. 
For S/E1, the least integer such that E~' = E~i+l will be h - 1. The 
table N is (p - 1, 8) IEL if p >= 1 and (0, 3) IEL  if M is (0, 5) IEL. 
If [ T [ = r = n -- 1, then by the induction hypothesis N is weakly 
(r - j, 5) IEL, hence weakly (n - 1 - j, ~) IEL. By Theorem 9, M is 
weakly (n -- j, ~) IEL  and the result follows by the induction principle. 
TnEonn~ 11. I f  S = (S, M, a, F} is a (p, 5) IEL automaton, then S 
has at least p + j internal states where j = rk (Eh). 
Proof: Construct he minimal machine S/R~ = (T, N, b, G} and sup- 
pose ! T I = n. N is a (p, 5) IEL transition table by Theorem 1. N is a 
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weakly (n - j, g) IEL  table by the previous result. Since N is (p, g) 
IEL, p is the least integer such that N is (p, 3) IEL  and therefore 
p<=n- j  
or n>-_p+j  
IS i  >= IT I  =n>-_p+j  
Ferles, Rabin, and Shamir (1963) have shown (for the case 8 = 
~* × Z*) that this result does not generalize to nondeterministic auto- 
mata. 
IV. RELATION BETWEEN TIME AND ERRORS 
DEFINITION 10. A machine S = <S, M, a, F} is said to correct an error 
(x, y) iff there exists a natural number p such that 
(Vs)s(Vz)~, lg (z) => p ~ M(s, xz) = M(s, yz) 
A machine S corrects a relation R iff S corrects every member of R. 
A relation R is said to be correctable iff there is a machine which corrects R. 
Intuitively (p, 5) IEL  machines correct errors in g in p units of time, 
that is, after the errors are received, then any tape of length p causes the 
machine to overcome the influence of the errors by resuming the correct 
internal state transitions. 
Suppose that a given machine S is (p, 8) IEL and g' is some subset of 
g, then S is weakly (p, g') IEL. In general, S will be (q, g') IEL with q 
smaller than p because if one wishes to correct fewer errors~ it can be done 
faster. There are real time applications for which one cannot wait for 
p time units. What error correction can then be accomplished within q 
time units where q < p? 
As an example, consider the machine shown be]ow. 
d. d d, d 
C g 
F = : e 
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With a transient length p = 1, this machine corrects any two errors 
of the same length, i.e., 8' = { (0, 1)}. When p = 4, the machine corrects 
any inputs, i.e., 8 = Z* X ~*. 
DEFINITION 11. Let S = (S, M, a, F}. For k => 0 and for x, y C Z*, 
define the relations F~ ~ ~* X ~* by 
(x, y) C Fk ~ (Vs)z(M(s, x), M(s, y)) ~ Ek 
where E~ is given in Definition 6. Recall that E0 = 0. Note that (x, y) C 
F0 ¢=v (Vs)s M(s, x) = M(s, y). In other words F~ is the natural con- 
gruence relation on S and 2*/Fo is isomorphic to the semigroup of S. 
The results which follow can also be obtained by semigroup methods. 
THEOREM 12. For any i >= O, F~ is a right and left invariant equivalence 
relation, i.e., a congruence relation. 
Proof: Suppose (x, y) ~ F~: and w C ~* 
(x, y) ~ Fi ¢=* (Vz)~.(VS)s lg (z) = i ~ M(s, xz) = M(s, yz) 




M(s, xvl) = M(s, yvl) 
M(s, xw) = M(s, yw) 
M(s, xwz) = M(s, ywz) 
(xw, yw) ~ Fi 
If lg (w) < i, choose v = ww' where lg (w') = i. Thus 
M(s, xww') = M(s, yww') 
and we conclude that F~ is a right congruence relation. Choose w ~ Z* 
andz  C Z* such that lg (z) = i. Then 
M(s, wxz) = M(M(s,  w), xz) = M(M(s ,  w), yz) = M(s, wyz) 
and F~ is a left congruence. 
Now we define precisely what is meant by being correctable in time p. 
DEFINITION 12. An error relation ~ is said to be correctable in time p 
iff there is a minimal machine S = <S, M, a, F) such that M is a weakly 
(p, 8) IEL table. 
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This terminology may be misleading, because we start to compute 
the correction time after the errors are read into the machine. This point. 
of view is very similar to Neumunn's work on input synchronizing se- 
quences. (Neumann, 1962a, b, 1964). We need a few properties of the 
relations F~ before the applications can be made. 
THEOREM 13. (x, y) ~ Fi+l iff (V~).~(x~, y~) ~ Fi 
Proof." 
(x, y) C Fi+l ¢:* (VS)s(M(s, x), M(s, y)) C E~+I 
¢:* (VS)s(VZ)~, lg (z) = i ~- 1 ~ M(s, xz) -- M(s, yz) 
¢=* (V~)~(VS)s(VW)~, lg (w) = i ~ M(s, xGw) = M(s, yaw) 
~=* (Vz)~(Vs)s(M(s,  xa), M(s, y~)) ~ F~ 
~,  (v~)~(x~, y~) c f~ 
TI~EOREM 14. Fi C Fi+~ 
Proof: 
(x, y) C Fi ~ (Vs)~(M(s, x), M(s, y)) ~ Ei 
(Vs)s(Vz)~, lg (z) = i ~ M(s, xz) = M(s, yz) 
(VS)s(VZ)z.(V~)z lg (z) = i ~ M(s, xz¢) = M(s, yzz) 
(VS)s(VW)~., lg (w) = i + 1 ~ M(s, xw) = M(s, yw) 
(VS)s(M(s, x), M(s, y)) C Ei+l 
(x, y) C Fi+~ 
THEOREM 15. I f  there exists a natural number h such that Eh = Eh+~ , 
then F~ = Fh+l. 
Proof." Clearly Fh __. Fh+~. Suppose 
(x, y) C F~+~  (YS)s(M(s, x), M(s, y)) C Eh+~ 
(Vs)~(M(s, x), M(s, y)) C E~ 
COROLLARY 3. I f  S = (S, M, a, F) is a finite automaton with n states 
then there is a natural number h such that Fh = Fh+~ and h <= n -- 1. 
Proof: Suppose Eo c Et c - . .  c E~ = Eh+~. Thus rk (E~) = n > 
rk (E~) > . . .  > rk (E~) => 1. There are at most n distinct values for 
the ranks and h + 1 =-< n. 
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T~oaE~ 16. Fh = Ft,+l implies Fh+k = F~, for every k >= 1. 
Proof: The argument is an induction on k. Assume 
Fh = Fh+~ where m >= 2 
(x, y) E F~+~+~ ¢  (Va)z(xa, yz) E Fh+~ 
<:~ (x, y) E Fh+l 
¢=* (x, y) E Fh 
COnOLLAaY 4. If Fh = Fh+l, then Fh = F~_~ = 5 F~. 
i=0 
The reason for introducing the relations F~ is that F~ is the maximum 
set of errors which can be corrected in i units of time. 
TnEonE~ 17. Given a machine S = <S, M, a, F} and a natural number p, 
M is weakly (p, F~) IEL . / f  M is weakly (p, 8) IEL then ~ c__ Fv, i.e., 
Fp is the maximal get of errors which are correctable in time p. 
Proof: 
(V(x, y))r~(Vs)s(M(s, x), M(s, y))  C E~ 
(V(x, y) )F~(Vs)s(Vz)~. lg (z) = p ~ M(s, xz) = M(s, yz) 
This implies that M is a weakly (p, F~) IEL table. 
SinceM isweakly (p, 8) IEL, M isweakly (p, ~) IEL. Let (w~, w2) C ~. 
(Vs)~(Vz)~. lg (z) >= p ~ M(s, wlz) = M(s, w2z) 
(Vs)s(Vz)~, lg (z) = p ~ M(s, wlz) = M(s, w2z) 
It will now be shown that Fh is the m~ximum set of errors which S can 
correct. 
THEORE~ 18. Given any machine S = <S, M, a, F}, the maximal set of 
errors which S can correct is Fh where h is the least number such that Fh = 
Fh-4-1 • 
Proof: Let 3 .... be the maximum error relation. We shall show that 
Fh  ~- ~max. 
Suppose (x, y) C Fh, then 
(Vs)s(Vz)z, lg (z) > h ~ M(s, xz) = M(s, yz) 
and S corrects (x, y). Thus F~ ~ 8 . . . .  
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Suppose there exists a natural number p and let (wl, w2) C 8 . . . . .  
Then 
(Vs)z(•z)z, lg (z) > p ~ M(s, wlz) -- M(s, w~z) 
k=0 
COROLLARY 5. Let S be a finite sequential machine with n states. I f  
(x, y) is corrected by S, then it can be corrected by S in at most n - 1 time 
units. 
Proof: F,-1 [J~ 
To summarize, the error correcting capacity of a given finite au- 
tomaton can be examined by constructing 
Fo ___FI C . . .  cFh  = Fh~l---- 5 Fi 
i=0 
where F~ is the maximal error relation which is correctable in time i. 
The interpretation of the result F~ C F~+~ is that the longer one waits, 
more errors may be corrected. If S is finite, then there is some finite 
time h such that the machine has corrected anything which it will ever 
correct. Further if an error is correctable, it is correctable in n - 1 units 
of time. 
V. STATE ERRORS 
Hartmanis and Stearns (1963) have also studied errors on sequential 
machines; their paper assumed that the errors occurred because the 
machine was in the wrong internal state. They gave algorithms for de- 
termining which state errors could be corrected within/~ units of time. 
After giving the precise definitions of their model, it will be shown that 
their model is equivalent to the IEL model; furthermore, a model will 
be defined which includes both types of errors and this model will be 
seen to be  equivalent  to an  IEL  automaton .  
DEFINITION 13. Let S = (S, M, a, F} and let ~ c S X S, then M is a 
weal~ly (p, ~) state error limiting ( SEL) table iff 
(V(s~, s~))~(Vz)~, lg (z) > p ~ M(s~, z) = M(s~, z) 
Note that ~s = 0 makes the property trivial while 58 = I is the case of 
weakly p-definite tables (Perles, Rabin, and Shamir, 1963). 
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DEFINITION 14. For p _>-- 1, M is a (p, g) SEL table iff M is a weakly 
(p, g) SEL table while M does not have a weakly (p -- 1, gs) SEL table. 
M is (0, g) SEL iff M is weakly (0, g) IEL. 
THEOREM 19 (Hartmanis-Stearns 1963). I f  S has a weakly (p, 8) SEL 
~table, then S has a weakly (p, ~ ) SEL table where ~ is the least congruence 
relation containing 8. 
We now establish the link between SEL and IEL machines. The result 
is established for tables, the corresponding results for subsets follow from 
Theorems 3 and 4. 
TI-I~OnEM 20. I f  S = (S, M, a, F} has a weakly (p, g) IEL  table, then 
S has a weakly (p, gs) SEL table where gs = {(M(s, wl), M(s, w2)) ] 
( wl  , w2 ) C a, s ~ S} . 
Proof: Choose any @1, s2) C gs • There exists s C S, and (wl, w2) C 8 
such that sl = M(s, wl) and s~ = M(s, w2). Since M is weakly (p, ~) IEL, 
(Vz)~. lg (z) ~ p ¢:* M(s, WlZ) = M(s, w2z) 
However 
M(s, wlz) = M(M(s, wl), z) = M(sl, z) = M(s~, z) 
We have shown that 
(V(s~, s2))8a(Vz)z, lg (z) _-> p ~ ]~r(81 , z )  = M(s2, z) 
TI-IEOREM 21. I f  S = (S, M, a, F) has a weakly (p, g) SEL table, then 
S has a weakly (p, gz) IEL table where g~ = {(x, y) I M(sl,  x) = 
M(s~, y), (s~, s2) ~ ~}. 
Proof: Choose any (w~, w~) ~ gz. M is weakly (p, g) SEL, hence weakly 
(p, ~) SEL. Since (s, s) C g for any s, we must have that M(s, wl) = 
M(s, w2). 
(Vs)s(V(Wl, w2))~z(Vz)~* lg (z) > p ~ M(s, wlz) = M(M(s, wl), z) 
= M(M(s, w~), z) = M(s, w2z) 
and M is weakly (p, gz) IEL. 
It  is clear that the construction given in Theorem 19 is effective since 
there are only a finite number of states and the error relation g may be 
replaced by a finite set. In Theorem 20, g~ will be infinite even when S 
is finite; however, gz is a right congruence of finite rank and Theorem 6 
may be used to give a finite representation for ~ .  
Next we define the most general sort of error correcting table and show 
that one may convert it to a IEL table. 
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DEFINIT ION 15. Let S = (S, M,  a, F} be a finite automaton, let 
8s c S X S and 8~ _ ~* X ~*. M is said to be a weakly (p, gs, 8~) 
error limiting (EL) table iff 
(V(sl, s2))~(V(wl, w2) ~(Vz)~, 
lg (z) >= p ~ M(sl , wlz) = M(s2 , w2z) 
As one would suspect, the (p, 8z, 8~) EL machines can be converted 
to IEL  (or SEL) machines as we shall now show. 
TI-IEORE~ 22. I f  S = (S, M, a, F) is finite automaton with a weakly 
(p, 8z, 8z) EL table, then S has a weakly (p, ~ U 8') IEL table where 
8' = {(z, y) I (V(s~ , s2) )~sM(sl , x) = M(s2, y)} 
Proof: Analogous to the proof of the previous theorem. 
Of course, one may convert he (p, 8s, 8z) table to a SEL table just 
as readily. 
VI. UNRESOLVED PROBLEMS 
Very little is known regarding synthesis methods for error limiting 
automata. Some interesting questions might be; can one characterize the 
induced congruence r lation of IEL sets in order to give a synthesis pro- 
cedure for IEL  automata which produces a machine with p q- j states? 
A similar restflt has been obtained by Perles, Rabin, and Shamir  (1963) 
for definite automata. The  only upper bounds on the number  of states 
of IEL  autonmta which are known are rather trivial. A sharp upper 
bound would be helpful. 
The error relations 8 can be described by transduetions (Elgot-Mezei, 
1963). Using these transduetions, can one give improved synthesis pro- 
eedures for IEL  automata? 
There are a number of questions regarding synthesis and decomposi- 
tion using the following remark. Given a regular expression, one may 
construct he corresponding machine S in the usual manner. On S, the 
relations E0 __C_ E~ C_ E2 • • • ___ E~ = E~+~ are constructed. E~ is a right 
eongruenee r lation and this means that S may be decomposed as the 
cascade product of two machines in the conventional way. 
The decomposition is interesting because S/Eh is completely oblivious 
to errors in g. Only the machine T will be thrown off by errors in 8. This 
suggests that in synthesis procedures, machine T should deserve the most 
attention. 
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One can generalize the idea of error correction in a var iety  of ways and 
can consider a probabi l i ty  d istr ibut ion on the errors. The work on prob- 
abil istic automata  then becomes very  relevant.  
I t  appears that  sti l l  more results about  the interp lay between codes 
and automata  will be forthcoming. 
ACKNOWLEDGM~,NT 
I wish to thank S. Winograd for his comments and suggestions. 
RECEIVED : May  8, 1964 
REFERENCES 
BnZOZOWSKI, J. A. (1963), Canonical regular expressions and minimal state graphs 
for definite events. In "Mathematical Theory of Automata," J. Fox, ed. 
Polytechnic Press, Brooklyn, New York. 
Bi~cHI, J. R. (1962), Mathematische Theorie des Verhaltens endicher Automaten. 
Z. Angew. Math. u. Mech. 42, 9-16. 
El, GOT, C. C., AND 1V[EZEI, J. E. (1963), "Two-Sided Finite State Transduetions." 
IBM Res. l~ept. RC 1017. 
HARTMaNIS, J., ~ I )  STEARNS, R. E. (1963), A study of feedback and errors in 
sequential machines. IEEE Trans. Electron. Comput. EC-12,223-232. 
NEUMANN, P. G. (1962a), Efficient error-limiting variable length codes. IRE 
Trans. Inform. Theory IT-8, 292-304. 
NEUMANN, P. G. (1962b), On a class of efficient error-limiting variable length 
codes, IRE Trans. Inform. Theory IT-8, 260-266. 
NEUMANN, P. G. (1964), Error-limiting coding using information-lossless se- 
quential machines. IEEE Trans. Inform. Theory. IT-10, 108-115. 
PERLES, M., RABIN, !VI. O., ANn SHAMIR, E. (1963), The theory of definite automata, 
IEEE Trans. Electron. Comput. 1~.C-12, 233-243. 
I:~NBIN, ~V[. O., AND SCOTT, D. (1959), Finite automata nd their decision problems. 
IBM J. Res. Develop. 3, 114-125. 
SCniS'TZENB~nO~R, M. P. (1964), On the synchronizing properties of certain prefix 
codes. Inform. Control, 7, 23-36. 
WlNOGRAD, S. (1962), Bounded transient automata. Proc. A IEE Third Ann. 
Switching Theory Logical Design Symp., pp. 138-141. 
WlNOGmaD, S. (1964), Input error limiting automata. J Assoc. Comput. Mach., 11, 
No. 3, 338-351. 
