Given a weighted undirected graph G with a set of pairs of terminals {s i , t i }, i = 1, ..., d, and an integer L ≥ 2, the two node-disjoint hop-constrained survivable network design problem (TNHNDP) is to find a minimum weight subgraph of G such that between every s i and t i there exist at least two node-disjoint paths of length at most L. This problem has applications to the design of survivable telecommunications networks with QoS-constraints. We discuss this problem from a polyhedral point of view. We present several classes of valid inequalities along with necessary and/or sufficient conditions for these inequalities to be facet defining. We also discuss separation routines for these classes of inequalities. Using this, we propose a Branch-and-Cut algorithm for the problem when L = 3, and present some computational results.
Introduction
Given a weighted undirected graph G = (N, E), an integer L ≥ 2, and a set of demands D ⊆ N ×N, the two node-disjoint hop-constrained survivable network design problem (TNHNDP) consists in finding a minimum wieght subgraph of G containing at least two node-disjoint paths of at most L hops between each pair of nodes {s, t} in D. The case in which there are one source and several destinations is called the rooted TNHNDP.
In this work, we consider the associated polytope. We give some classes of valid inequalities along with necessary and/or sufficient conditions for these inequalities of the formulation to define facets. We also derive separation procedures for these inequalities. Using these results, we finally develop a branch-and cut algorithm and discuss some computational results for L = 3.
Given an edge subset F ⊆ E, the 0 − 1 vector x F ∈ R |E| , such that x F (e) = 1 if e ∈ F and x F (e) = 0 otherwise, is called the incidence vector of F . The convex hull of the incidence vectors of the solutions to the TNHNDP on G, denoted by P (G, L), will be called the TNHNDP polytope. Given a vector w ∈ R |E| and an edge subset F ⊆ E, we let w(F ) = e∈F w(e). If W ⊂ N is a node subset of G, then the set of edges that have only one node in W is called a cut and denoted by δ(W ). We will write δ(v) for δ({v}). A cut δ(W ) such that s ∈ W and t ∈ N \ W will be called an st-cut. Given a node z ∈ N, the graph G − z is the subgraph obtained from G by deleting the node z and all its incident edges (but not their other end nodes). Let V 0 , V 1 , . . . , V L+1 be a partition of N such that s ∈ V 0 , t ∈ V L+1 , and V i = 0 for all i = 1, . . . , L. Let T be the set of edges e = uv, where u ∈ V i , v ∈ V j , and |i − j| > 1.
In [3] , Gouveia et al. discuss the TNHNDP within the context of an MPLS (Multi-Protocol Label Switching) network design model. The authors propose two extended formulations involving one set of variables for each path between each pair of terminals. The first model uses standard flow variables, and the second uses hop-indexed variables. Each subsystem of constraints associated with a path is a flow model with additional cardinality constraints. The authors also introduce a third model involving one set of hop-indexed variables for each pair of terminals. They show that this aggregated and more compact model produces the same linear programming bound as the multipath hop-indexed model. They also present computational results for L = 4, 5, and 6 using these formulations. Unfortunately, as the number of variables of the resulting models grows with L (and the number of pairs of terminals), the size of the corresponding linear programming relaxation may lead to excessive computational time when more dense instances (or instances with a larger value of L or a larger number of nodes) are considered. As mentioned in [3] , this points out the need for looking for formulations using only natural variables.
The edge version of the problem (TEHNDP) has been already investi-gated by several authors when L = 2, 3. In particular, [4] give a complete and minimal linear description of the corresponding polytope when L = 2, 3 and |D| = 1. In [16] and [21] , Huygens et.al. and Diarrassouba have studied the problem when |D| ≥ 2 and when two and k edge-disjoint paths, respectively, are required. They devise Branch-and-Cut algorithms for the problem when L = 2, 3 and give some computational results. Also, Huygens and Mahjoub [2] have studied the two versions of the problem (TNHNDP and TEHNDP) when L = 4. They give an integer programming formulation for the problem in the two cases. In [6] , Dahl considers the hop-constrained path problem, that is the problem of finding between two distinguished nodes s and t a minimum cost path with no more than L edges when L is fixed. He gives a complete description of the dominant of the associated polytope when L ≤ 3. Dahl and Gouveia [1] consider the directed hop-constrained path problem. They describe valid inequalities and characterize the associated polytope when L ≤ 3. In [5] , Coullard et al. investigate the structure of the polyhedron associated with the st-walks of length L of a graph, where a walk is a path that may go through the same node more than once. Dahl et al. [7] also consider the hop-constrained walk polytope in directed graphs when L = 4. This is the first work that addresses a polyhedral analysis for a hop-constrained network design problem with L = 4. By introducing extended variables in addition to the design variables, the authors characterize the polytope. They also introduce a large class of facet-defining inequalities for the dominant of that polytope, which surprisingly shows that describing the hop-constrained walk polytope for L = 4 is easier than describing its dominant. Moreover, one of their conclusions is that the structure of the hop-constrained path polytope for L = 4 is considerably more complicated. Further hop constrained survivable network design problems are studied in [9, 10, 11, 13, 14, 15] . A survey of survivability, which also includes a section with hop-constraints, can be found in [12] .
To the best of our knowledge, this paper is the first work for node case of the problem from a polyhedral point of view.
The following linear system along with the integrality constraints formulates the THNDPP as an integer program when L = 2, 3, 4 (see [2] ).
for all st-cuts δ(W ), (1.1)
for all L-path-cuts T G−z , for all z ∈ N \ {s, t}, (1.4)
x(e) ≤ 1, for all e ∈ E, (1.5)
x(e) ≥ 0, for all e ∈ E.
(1.6) Inequalities (1.1),(1.2),(1.3) and (1.4) are called st-cut inequalites, stnode-cut inequalites, L-path-cut inequalites and L-path node-cut inequalites, respectively. The remaining inequalities are called trivial inequalites.
This formulation is called the Natural Formulation. We will also call inequalities (1.1)-(1.4) the basic inequalities (here "basic" means that they are necessary in the natural formulation).
The above formulation is not complete that is its linear relaxation is not integral when L = 3, 4. Consider the graph G = K 5 in Figure 1 , where the edges in solid lines have value 1/2, the ones in bold have value 1, and the remaining edges have value zero. It is easy to verify that this solution is a fractional extreme point of the polyhedron given by the linear relaxation of the node TNHNDP with L = 3 and {s, t} = {1, 4}. This point can be cut off by the following valid inequality
x(e 1 ) + 2x(e 2 ) + x(e 3 ) + 2x(e 4 ) + x(e 5 ) + 2x(e 8 ) ≥ 3.
Moreover, this inequality is facet defining for the polytope on this graph. A solution which is a fractional extreme point of the polyhedron given by the LP relaxation of TNHNDP when L = 4 is given in [2] . Therefore, for a complete description of TNHNDP when L = 3, 4, some valid inequalities addition to (1.1)-(1.6) are necessary. Theorem 1. If the graph G is complete and all edge costs are equal to 1, the rooted TNHNDP can be solved in polynomial time for every L ≥ 2.
Proof. In [16] , Huygens at al. proposed a polynomial algorithm for the rooted two-edge connected hop-constrained network design problem if the graph is complete and all edge costs are equal to 1. This algorithm actually produces two-node connected graph. The paper is organized as follows. In the next section, we present a new class of valid inequalities for TNHNDP. In Section 3, we give further valid inequalities for the rooted TNHNDP. Necessary and sufficient conditions for these inequalities to be facet defining are discussed in Section 4. In Section 5 and 6, we study the separation of these inequalities and propose a heuristic algorithm to find good lower bound, respectively. In Section 7, we derive a branch-and-cut algorithm and present our experimental results. Finally, we give some concluding remarks in Section 8.
Valid Inequalities
In this section we present valid inequalities for the TEHNDP that have been introduced in the literature. As we will see in the following, they are also valid for the TNHNDP.
Generalized L-path-cut Inequalities
Theorem 2.
[1] Let V 0 , . . . , V L+r be a partition of N such that r ≥ 1, s ∈ V 0 and t ∈ V L+r . Then the generalized jump inequality is
is valid for the L-hop-constrained path problem.
These inequalities can be easily extended to the TNHNDP as follows:
Note that inequalities (2.7) generalize the L-path-cut inequalities (by setting r = 1). [16] Let L = 3 and T = {t 1 , . . . , t p } be a subset of p destination nodes relative to node s. Let π = (V 0 , V 1 , . . . , V p ) be a partition of N such that s ∈ V 0 , and t i ∈ V i , for all i = 1, . . . , p. Then the inequality
is valid for the two-edge connected hop-constrained network design problem.
Double Cut Inequalities
] is chosen such that |F | is odd, then the inequality
Since every solution of the TNHNDP is also solution of the TEHNDP, Inequalities (2.8) and (2.9) are also valid for TNHNDP.
Further Valid Inequalities
In this section, we introduce several classes of inequalities that are valid for the TNHNDP polytope. As we see in Section 4, they define facets of P(G,L) under some conditions and reinforce the linear relaxation of the integer programming formulation presented in the previous section.
3.1. st-jump Inequalities Theorem 5. Let L = 3 and G = (N, E) with |N| ≥ 5 and (V 0 , V 1 , . . . , V 4 ) be a partition of N such that s ∈ V 0 and t ∈ V 4 . Then the st-jump inequality
,where u i ∈ V i , i = 1, 2, 3 is valid for the TNHNDP polytope.
Proof. Let u ∈ V 1 , w ∈ V 2 , z ∈ V 3 and T 1 , T 2 , T 3 and T 4 be the L-pathcuts induced by (V 0 , {u},
Then the following inequalities are valid for the TNHNDP:
By summing these inequalities, dividing the sum by 5, and rounding up the right-hand side, we obtain inequality (3.10).
Rooted Node Partition Inequalities
Theorem 6. Let L = 3 and T = {t 1 , . . . , t p } be a subset of p destination nodes relative to node s. Let π = (V 0 , V 1 ..., V p ) a partition of N \ {u} such that u ∈ N \ {s}, s ∈ V 0 , and t i ∈ V i , for all i = 1, . . . , p. Then the rooted node partition inequality
is valid for the rooted TNHNDP.
Proof. Let u be a node in N \ {s}. G − u is a complete graph after deleting u and its incident edges in G. x(δ G−u (V 0 , . . . , V p )) ≥ p is valid inequality for the 1ECON(G − u) polytope [18] . We can easily say that the
polytope and the T NHNDP (G) polytope. If p is 1, then inequality (3.11) is redundant with respect to the st-nodecut inequalities.
3.3. Node Double Cut-1 Theorem 7. Let {s 1 , t 1 } and {s 2 , t 2 } be two demands and π = (V 0 , ..., V 4 ) a partition of the graph such that s 1 ∈ V 0 , t 1 ∈ V 4 , t 2 ∈ V 2 and s 2 / ∈ V 2 . Let T be the 3-path-cut induced by {s 1 , t 1 },
Then, the inequality
is valid for the TNHNDP.
Proof. Let T be the 3-path-cut of G induced by the partition π and {s 1 , t 1 }. As T is a 3-s 1 t 1 -path-cut, and s 2 / ∈ V 2 and s 1 ∈ V 4 , V 2 induces a valid s 2 t 2 -cut and V 3 ∪ V 4 induce a valid s 1 t 1 -cut. Then, the inequalities below are valid for the TNHNDP polytope
By summing these inequalities, dividing by 2 and rounding up the right hand side, we obtain inequality (3.12).
Node Double Cut-2
Theorem 8. Let {s 1 , t 1 } and {s 2 , t 2 } be two demands and π u = (V 0 , ..., V 4 ) a partition of N \ {u}, with u ∈ N \ {s 1 , s 2 , t 1 , t 2 } and s 1 ∈ V 0 , t 1 ∈ V 4 , t 2 ∈ V 2 and s 2 / ∈ V 2 . Let T u be the 3-path-cut induced by {s 1 , t 1 },
By summing these inequalities, dividing by 2 and rounding up the right hand side, we obtain inequality (3.13).
Optimality Constraints
In the following theorem, we introduce a new class of inequalities which allows to describe the optimal solutions of the TNHNDP in the case where the demands are rooted and when the edge weights satisfy the triangle inequalities.
Theorem 9. Suppose that L = 3, all the demands are rooted in a node s ∈ N and the weight of the edges of G satisfy the triangle inequalities. Let u ∈ N be a steiner node and F ⊆ E an optimal solution of the rooted TNHNDP w.r.t to these edges weights. If
Proof. Consider that there exists an optimal solution induced by an edge set F ⊆ E such that F ∩ [s, u] = ∅, for some steiner node u ∈ N. If F ∩ δ(u) = ∅, then F ′ = F and the result is obvious. Hence, we consider that, for a given steiner node u ∈ N, F ∩ [s, u] = ∅ and that F ∩δ(u) = ∅. We will show that there exists an edge set F ′ ⊆ E obtained from F , which induces a feasible solution for the rooted TNHNDP such that F ′ ∩[s, u] = and F ′ ∩δ(u) = ∅, and whose weight, c(F ′ ), is equal to that of F .
Remark that, in the subgraph induced by any feasible solution of the problem, each terminal belongs to a cycle of length at most 4 and using the source 9 node s.
If node u does not belong to any of these cycles, then the edge set F ′ = F \ {uv} induces a feasible solution with a lower weight, c(F ′ ) < c(F ). But this contradicts the fact that F is optimal.
Hence, u belongs to at least one of the cycles described above. Let C 1 , ..., C p−1 , p ≥ 2, denote these cycles. Since cycles C i , i = 1, ..., p − 1, share nodes s and u, they are formed by p paths P 1 , ..., P p . Let u 1 , ..., u p be the nodes of these paths that are incident to u.
First, suppose that for some p 0 ∈ {1, ..., p − 1}, the edge u p 0 u p 0 +1 belongs to F . W.l.o.g., we will suppose that, for i = 1, ..., p 0 , edges u i u i+1 belong to F , and for i = p 0 + 1, ..., p − 1, edges u i u i+1 do not belong to F . Then,
.., uu p 0 } is feasible for the rooted TNHNDP. This point is obvious since u is not used in any other cycle of length at most 4 and all the terminals still belong to a cycle of length at most 4. Also, it is obvious that c(F ′ ) < c(F ), and that F is not optimal, a contradiction.
Thus, we suppose now that for all i ∈ {1, ..., p}, the edge u i u i+1 does not belong to F . We denote by f i and g i edges of the form uu i and su i , respectively, and by e ij an edge of the form u i u j , for all i, j ∈ {1, ..., p}. Recall that, by the triangle inequalities, we have that c(e ij ) ≤ c(f i ) + c(f j ) and c(e ij ) ≤ c(g i ) + c(g j ), for all i = 1, ..., p. We distinguish two cases.
Case 1. p is even (see Figure 2 ).
In this case, we let
Also, note that F ′ induces a feasible solution of the rooted TNHNDP since every terminal still belongs to a cycle of length at most
, and by the triangle inequalities, we have c(e 2i+1,2i+2
As F is an optimal solution for the rooted TNHNDP, we obtain that F ′ is also optimal. Since F ′ ∩ [s, u] = ∅ and F ′ ∩ δ(u) = ∅, the result holds in the case where p is even.
Case 2. p odd (see Figure 3) . Let, in this case,
It is not hard to see that F ′ induces a feasible solution of the rooted TNHNDP since every terminal belongs to a cycle of length at most 4. Also, we have that
In the following, we will show that c(
For this, we will show that c(f i ) = c(g i ), for all i ∈ {1, ..., p}. Suppose, on the contrary, that c(
. Also, by the triangle inequalities, c(e 12 ) ≤ c(f 1 ) + c(f 2 ). Therefore, we get c(F ′ ) < c(F ), a contradiction since F is optimal. Now if c(g i ) > c(f i ), then we suppose, w.l.o.g., that c(g 1 ) > c(f 1 ). In a similar way, we have that c(e 12 ) ≤ c(f 1 ) + c(f 2 ) < c(f 2 ) + c(g 1 ). Also, by the triangle inequalities, c(e 13 ) ≤ c(f 1 ) + c(f 3 ). This implies, that c(F ′ ) < c(F ), a contradiction. Therefore, we have that c(f i ) = c(g i ), for all i ∈ {1, ..., p}.
This yields that c(e 12 ) ≤ c(f 1 )+c(f 2 ) and c(e 13 ) ≤ c(f 1 )+c(f 3 ) = c(g 1 )+c(f 3 ), and hence, c(F ′ ) ≤ c(F ). As F induces an optimal solution for the rooted TNHNDP, we obtain that c(F ′ ) = c(F ) and F ′ also induces an optimal solution. Since F ′ ∩ [s, u] = ∅ and F ′ ∩ δ(u) = ∅, the result also holds in the case where p is odd, which ends the proof of the theorem.
Corollary 10. Consider the rooted TNHNDP and let s denotes the root of the demand set. When L = 3 and when the weight of the edges satisfy the triangle inequalities, then the incidence vector of an optimal solution of the rooted TNHNDP satisfies
x(uv), for every steiner node u ∈ N.
(3.14)
Inequalities (3.14) are called optimality constraints. They are in polynomial number and, as we will see in Section 6, they are effective in solving the TNHNDP in the rooted case.
Facets of the TNHNDP Polytope
In this section, we give necessary and sufficient conditions for inequalities (1.1)-(1.6) and the other types of inequalities to be facet defining for P (G, L). This conditions will be used later to derive efficient separation procedures. First, we discuss the dimension of P (G, 3). Let G = (N, E) be a graph. An edge e is essential if e belongs to an st-cut of cardinality 2 or 3-st-path cut of cardinality 2 and st-node cut of cardinality 1 or 3-st-path node cut of cardinality 1.
Theorem 11. dim(P (G, 3)) = |E| − |E * |, where |E * | is the set of essential edges.
In the remainder of this paper, G = (N, E) is a complete and simple graph with |N| ≥ 4. Thus, P (G, L) is full dimensional. It is clear that, this assumption can be met by adding missing edges with sufficiently high costs in the graph. L-path-cut inequalities can be revealed in the graph when |N| ≥ L + 2. L-path-node-cut inequalities can be revealed in the graph when |N| ≥ L + 3.
Theorem 12. Inequality x(e) ≤ 1 defines a facet of P (G, 3) for all e ∈ E.
Proof. As |N| ≥ 4 and G is complete, the edge set E f = E \ {f } is a solution of TNHNDP, for all f ∈ E \ {e}. Hence, the sets E and E f , for all f ∈ E \ {e}, constitute a set of |E| solutions of the TNHNDP. Moreover, their incidence vectors satisfy x(e) = 1 and are affinely independent.
Theorem 13. Inequality x(e) ≥ 0 defines a facet of P (G,
Now suppose that |N| = 4. If e = uv with {u, v} = N \ {s, t}. then x(e) ≥ 0 is redundant with respect to the inequalities
and cannot hence be facet defining. If e = uv with {u, v} = N \ {s, t}, then the edge sets E \ {e} and E f , f ∈ E \ {e}, introduced above, are still solutions of TNHNDP. Moreover, their incidence vectors satisfy x(e) = 0 and are affinely independent. Theorem 14. Every st-cut inequality defines a facet of P (G, 3).
Theorem 15. Every st-node-cut inequality defines a facet of P (G, 3) other than those induced by {s} or {t}.
Proof. Let G = (N, E) be a complete graph. Diarrassouba et al. show that st-cut inequalities for kHNDP (k-edge disjoint hop constrained network design problem) are facets for any k ≥ 1 [17] . The st-node cut inequality x(δ G−u (W )) ≥ 1 is a valid st-cut inequality for 1HNDP (G − u), where u ∈ N and W ⊂ N − u. This implies that x(δ G−u (W )) ≥ 1 is a facet for 1HNDP (G − u). Since 1HNDP (G − u) is full dimensional, there are |E| − (|N| − 1) solutions whose incidence vectors are affinely independent and satisfy x(δ G−u ) = 1. Let x Figure 4 induce a solution of TNHNDP(G) and its incidence vector satisfies the st-node inequality with equality. The entries below x ′ 1 , x ′ 2 and so on belong to the deleted node u, since the graph is completed, u has |N| − 1 edges. The last two rows represent the edges of u adjacent to the source node s and to the destination node t. . . . If the system of m i=1 λ i x i = 0 and m i=1 λ i x i = 0 has a unique solution λ i = 0 for i = 1, . . . , m, then there are m affinely independent vectors satisfy the st-node cut inequality that concludes it is a facet defining inequality.
14 The system above can be simplified by algebraic operations as follows: Theorem 16. Let L = 3 and G = (N, E) be a complete graph with |N| ≥ 5, st-jump inequality (3.10) defines a facet of P (G, 3) different from a trivial inequality, if one of the following conditions meet
Proof. Let us denote the inequality (3.10) by a T x ≥ α, and let b T x ≥ β be a facet defining inequality of P (G, 3) such that
We will show that b = ρa for some ρ > 0.
1. Suppose that |V 1 | = |V 3 | = 1. Let T be the st-jump cut induced by the partition (V 0 , . . . , V 4 ). Let a T x ≥ α denote the st-jump cut inequality produced by T . Let Figure 5 shows the edges of st-jump inequality for this case. Let v 1 ∈ V 1 , v 2 ∈ V 2 and v 3 ∈ V 3 . Let e 1 = sv 2 , e 5 = v 1 v 3 , e 8 = v 2 t and e 2 , e 3 , e 4 , e 6 , e 7 , e 9 , e 10 , e 11 are any edge of the form sV 2 \ {v 2 }, V 0 \ {s}v 2 , V 0 \ {s}V 2 \ {v 2 }, v 1 V 2 \ {v 2 }, V 2 \ {v 2 }v 3 , v 2 V 4 \ {t}, V 2 \ {v 2 }t, V 2 \ {v 2 }V 4 \ {t}, respectively. Notice that e 1 , . . . , e 11 form all edges of E 2 . As the graph G is complete, it is easy to see that the sets given by F 1 = E 1 ∪ {e 1 , e 5 , e 8 }, F 2 = E 1 ∪ {e 1 , e 5 , e 9 }, F 3 = E 1 ∪ {e 1 , e 2 , e 10 }, F 4 = E 1 ∪ {e 1 , e 2 , e 11 }, F 5 = E 1 ∪ {e 1 , e 6 , e 10 }, F 6 = E 1 ∪ {e 2 , e 5 , e 8 }, F 7 = E 1 ∪ {e 2 , e 7 , e 8 }, F 8 = E 1 ∪{e 3 , e 5 , e 8 }, F 9 = E 1 ∪{e 4 , e 5 , e 10 }, F 10 = E 1 ∪{e 4 , e 8 , e 10 } and F 11 = E 1 ∪ {e 6 , e 8 , e 10 } induce a solution of TNHNDP and their incidence vector satisfies a T x ≥ α with equality. Thus,
s t Figure 5 : Support graph of a st-jump cut inequality when |V 1 | = |V 3 | = 1.
. As e is an arbitrary edge, we then obtain that b(e) = ρ for all e ∈ E 2 , for some ρ ∈ R.
(4.15)
Consider now F * = E 1 ∪ {e 1 , e 5 , e 8 }, where e 1 , e 5 , e 8 ∈ E 2 . It is obvious that F * induces a solution of TNHNDP and its incidence vector satisfies a T x ≥ α with equality. Moreover, F * * = (F * \ {e 5 , e 8 }) ∪ {st} induces a solution of TNHNDP and its incidence vector belongs to F . Thus,
, implying that b(st) = 2ρ since by (4.15). Let F * = E 1 ∪ {e 1 , e}, where e 1 ∈ E 2 and e ∈ E 3 . It is easy to see that F * induces a solution of TNHNDP and its incidence vector satisfies a T x ≥ α with equality. Moreover, F * * = (F * \ {e}) ∪ {st} induces a solution of TNHNDP and its incidence vector belongs to F . Hence,
Since b(st) = 2ρ, we then obtain that b(e) = 2ρ for all e ∈ E 3 .
(4.16) Now, we shall show that b(e) = 0 for all e ∈ E 1 . Suppose first that e ∈ [V 0 , V 1 ]. Consider an edge f ∈ [s, w] with w ∈ V 2 . F * = E 1 ∪{st, f } and F * \ {e} induce a solution of TNHNDP and their incidence vector satisfies a T x ≥ α with equality.
. Similarly, we obtain that b(e) = 0 for all e ∈ a solution of TNHNDP. As 
for all, e ∈ E 3 , 0 if not.
Since ax ≥ α is not a trivial inequality, we have that ρ > 0, and therefore, b = ρa. 2. Suppose that |V 1 | = |V 2 | = |V 4 | = 1. Let T be the st-jump cut induced by the partition (V 0 , . . . , V 4 ). Let a T ≥ α denote the st-jump cut inequality produced by T . Let Figure 6 shows the edges of st-jump inequality for this case. Let v 1 ∈ V 1 , v 2 ∈ V 2 and v 3 ∈ V 3 . Let e 1 = sv 2 , e 2 = v 1 v 3 , e 3 = v 2 t and e 5 is any edge of the form V 0 \{s}v 2 , e 4 is any edge of the form v 1 V 3 \{v 3 }, e 6 is any edge of the form V 3 \ {v 3 }t. Notice that e 1 , e 2 , e 3 , e 4 , e 5 , e 6 form all edges of E 2 . As the graph G is complete, it is easy to see that the sets given by F 1 = E 1 ∪ {e 1 , e 4 , e 6 }, F 2 = E 1 ∪ {e 1 , e 2 , e 3 }, F 3 = E 1 ∪ {e 2 , e 3 , e 5 }, F 4 = E 1 ∪ {e 1 , e 2 , e 6 }, F 5 = E 1 ∪ {st, e 1 } and F 6 = E 1 ∪ {st, e 2 } induce a solution of TNHNDP and its incidence vector satisfies a T x ≥ α with equality. Thus,
. As e is an arbitrary edge, we then obtain that b(e) = ρ for all e ∈ E 2 , for some ρ ∈ R. (4.18)
Consider now F * = E 1 ∪ {e 1 , e 2 , e 3 }, where e 1 , e 2 , e 3 ∈ E 2 . It is obvious that F * induces a solution of TNHNDP and its incidence vector satisfies a T x ≥ α with equality. Moreover, F * * = (F * \ {e 1 , e 2 }) ∪ {st} induces a solution of TNHNDP and its incidence vector belongs to F . Thus,
, implying that b(st) = 2ρ since by (4.18) . Let F * = E 1 ∪ {e 2 , e}, where e 2 ∈ E 2 and e ∈ E 3 . It is easy to see that F * induces a solution of TNHNDP and its incidence vector satisfies a T x ≥ α with equality. Moreover, F * * = (F * \ {e}) ∪ {st} induces a solution of TNHNDP and its incidence vector belongs to F . Hence,
(4.19)
Now, we shall show that b(e) = 0 for all e ∈ E 1 . Suppose first that e ∈ [V 0 , V 1 ]. Consider an edge f ∈ [s, w] with w ∈ V 2 . F * = E 1 ∪{st, f } and F * \ {e} induce a solution of TNHNDP and their incidence vector satisfies a T x ≥ α with equality.
Consider now an edge e = uv ∈ E(V 0 ). Denote by f the edge between v and t. Obviously, F * = E 1 ∪ {st, f } and F * \ {e} induce a solution of TNHNDP. As 
Since ax ≥ α is not a trivial inequality, we have that ρ > 0, and therefore, b = ρa.
3. This case is the symmetric of the case 2. Hence, the proof follows by symmetry. Figure 7 shows the edges of st-jump inequality for this case. 
This partition induces the L-path-cut inequality x(T ′ ) ≥ 2, where
′ is strictly contained in T . Thus, x(T ) ≥ 2 is redundant with respect to the inequalities
and hence cannot define a facet of P (G, L). Sufficiency: Suppose that |V 0 | = |V L+1 | = 1 such that V 0 = {s} and V L+1 = {t}. Let us denote the inequality (1.3) by a T x ≥ α, and let b T x ≥ β be a facet defining inequality of P (G, L) such that
We will show that b = ρa for some ρ > 0. Let T be the L-path-cut induced by the partition (V 0 , . . . , V L+1 ). Let a T ≥ α denote the L-path-cut inequality produced by T . Let
and T f = T \{f }. As the graph G is complete, it is easy to see that the sets given by
induce solutions of the TNHNDP whose incidence vectors satisfy a T x ≥ α with equality. Hence, we have b
Clearly, F * induces a solution whose incidence vector satisfies a T x ≥ α with equality. We have that
This together with (4.21) yields b(e) = ρ for all e ∈ T, for some ρ ∈ R. Now, we shall show that b(e) = 0 for all e ∈ E ′ . Suppose first that e ∈ [V 0 , V 1 ]. Consider an edge h ∈ [s, w] with w ∈ V 2 . F h \{e}, where F h is as defined above. It is obvious that F h \{e} still induces a solution of TNHNDP and its incidence vector satisfies a T x ≥ α with equality. Thus, Since ax ≥ α is not a trivial inequality, we have that ρ > 0, and therefore,
Theorem 18. Every L-path-node-cut inequality defines a facet of P (G, L).
Proof. The proof can be done in a similar way with the proof of theorem 15.
Theorem 19. The rooted-partition inequality 2.8 defines a facet of P (G, L) if |V i | = 1 for all i = 1, . . . , p and p is not a multiple of 3.
Proof. Sufficiency: Suppose that |V i | = 1 for all i = 1, . . . , p and p is not a multiple of 3. Let us denote the inequality (2.8) by a T x ≥ α, and let b T x ≥ β be a facet defining inequality of P (G, 3) such that
We will show that b = ρa for some ρ > 0. Let p = 3q + r, where q is a positive integer and r is either 1 or 2. Consider the edge sets
If p = 3q + 1, it is easy to see that F 0 and F e induce a solution whose incidence vector satisfies a T x ≥ α with equality. Hence, we have b
induces a solution of TNHNDP and its incidence vector satisfies a T x ≥ α with equality. As b T x F ′ 0 = β, we obtain that b(st p ) = b(t 1 t p−1 ), This together with (4.24) yields b(e) = b(e ′ ) for all e, e ′ ∈ δ(t p ).
If p = 3q+2, it is easy to see that F 0 and F ′ e induce a solution whose incidence vector satisfies a T x ≥ α with equality. Hence, we have b
for all e, e ′ ∈ δ(t p ).
By exchanging the role of t p and t i 's, i = p, we get b(e) = ρ for all e ∈ δ(V 0 , . . . , V p ), for some ρ ∈ R.
Now assume that E(V 0 ) = ∅ and let e ∈ E(V 0 ). It is obvious that F 0 \{e} still induces a solution of TNHNDP and its incidence vector satisfies a T x ≥ α with equality. Thus, 0 = b
. Consequently, we have
for all E(V 0 ).
Branch-and-Cut Algorithm
In this section we devise a Branch-and-Cut algorithm for solving the TNHNDP. In order to solve the linear relaxation of the natural formulation of the TNHNDP, we need to address the separation problem associated with the basic inequalities (1.1)-(1.4), since they are in exponential number. One may also add further valid inequalities in the Branch-and-Cut algorithm in order to reinforce the linear relaxation of the natural formulation. To do this, we consider Double Cut and Rooted Partition inequalities (2.9) and (2.8), as well as the Optimality constraints (3.14). Notice that constraints (3.14) are in polynomial number. Thus, we add all these constraints in the linear program associated with the linear relaxation.
In the following, we discuss the separation problem associated with the basic inequalities (1.1)-(1.4), the Double Cut and Rooted Partition inequalities.
Another important issue in a Branch-and-Cut algorithm is to determine a good upper bound from a fractional solution of the problem. For this we devise a primal heuristic for the problem. This point is also discussed in the following.
Separation procedures 5.1.1. Separation procedures for the basic inequalities
To separate st-cut, st-node-cut, L-path-cut and L-path-node-cut inequalities (1.1)-(1.4), we consider the following argument from [17] . Consider an undirected graph G = (N, E). Let V = N \ {s, t}, V ′ be a copy of V and N = V ∪ V ′ ∪ {s, t}. The copy of a node u ∈ V will be denoted by u ′ in V ′ . LetG = (Ñ,Ã) be the directed graph such thatÑ = V ∪ V ′ ∪ {s, t} and A is obtained from as follows. For the edge between s and t, we associate an arc from s to t inG. To each edge su ∈ E (resp. vt ∈ E), we associate inG the arc (s, u), u ∈ V (resp. (v ′ , t), v ′ ∈ V ′ ). To each edge uv ∈ E, with u, v / ∈ {s, t}, we associate two arcs (u, v ′ ) and (v, u ′ ), with u, v ∈ V and u ′ , v ′ ∈ V ′ . Finally, to each node u ∈ N \ {s, t}, we associate an arc (u, u ′ ) inG. (see Figure 8 for an illustration).
Note that any st-dipath inG is of length no more than 3. Also note that each 3-st-path in G corresponds to an st-dipath inG and vice versa. All the separation procedures are performed on the directed graphs obtained using the above transformation for every {s, t} ∈ D. The separation of the st-cut inequalities (1.1) and L-path-cut inequalities (1.3) can be performed by computing minimum weight st-dicut inG st for every {s, t} ∈ D. By minimum cut-maximum relationship, computing a minimum weight st-dicut ofG st is equivalent to computing a maximum flow separating s and t. The maximum flow computations are handled by the Edmonds-Karp algorithm [20] that runs in O(m 2 n) time where m and n are the number of edges and nodes inG st , respectively. Since this operation is repeated |D| times, the whole algorithm runs in O(m 2 n|D|), and hence is polynomial time.
The separation of the st-node-cut inequalities (1.2) and L-path-node-cut inequalities (1.4) can be performed by deleting the edges one by one in the graph and using the procedure explained above.
Separation procedure for the Double cut inequalities
To separate the Double Cut inequalities (2.9), we use the separation heuristic developed by [21] . Note that the complexity of the separation problem of these inequalities is still an open question.
Separation procedure for Rooted Partition inequalities
Now, we discuss the separation problem of the Rooted Partition inequalities (2.8). Recall that a rooted partition inequality is induced by a set of p terminals T = {t 1 , ..., t p } which are destinations relatively to a source node s and a partition π = (V 0 , V 1 , ..., V p ) such that s ∈ V 0 and t i ∈ V i , i = 1, ..., p.
In the following we will describe a separation algorithm for these inequalities when L = 3 and |V i | = 1, for all i ∈ {1, ..., p}. To do this, we will reduce the separation problem in this case to finding a maximum flow with lower bounds in a special graph.
First, we can easily see that Inequality (2.8) is equivalent to if p = 3q + 2, for some q ∈ N.
where
Now we describe our separation algorithm. We start by contracting with node s all the steiner nodes, every terminal u such that {s, u} / ∈ D, and every terminal u such that {s, u} ∈ D and y u < 0.
In order to find violated Rooted Partition inequalities, we look for violated inequalities (5.26) by looking for feasible flow with lower bounds in a directed graph G = (N, A) . This graph is as follows.
For every edge uv ∈ E with x(uv) > 0, we add two arcs (u, v) and (v, u) in G with capacities (0, x(uv)). For every node u ∈ N \ {s}, we add an arc (s, u) in G with capacities (y u , +∞). Finally we add an arc (s, u 0 ) for some node u 0 = s, with capacities (0, +∞). This latter arc transforms the feasible flow problem into a feasible circulation problem (see [22] for more details). For each arc a of G, we denote by L a and U a the lower and upper bounds of the flow on this arc.
Since the flows in the graph are subject to lower bounds, a flow from a terminal, say t 1 ∈ N \ {s} to s in G may not be feasible with respect to these lower bounds. We have two cases. Case 1. If there is no feasible flow from t 1 to s, then there exists a node set W ⊆ N in G with W = {t 1 , t 2 , ..., t p }, s ∈ N \ W and
It is not hard to see that
x(e) and
From W , we built a rooted partition π = (V 0 , V 1 , ..., V p ) with V 0 = N \ W , V i = {t i }, i = 1, ..., p. Obviously, the inequality (5.26), and hence the rooted partition inequality, induced by π is violated by x.
Case 2. If there exists a feasible flow from t 1 to s, then we compute a maximum feasible flow by augmenting as much as possible the current feasible flow from t 1 to s. If W = {t 1 , ..., t p }, with p ≥ 1, denotes a node set obtained from this maximum flow, then we built the partition π as in the previous case and check if Inequality (5.26) is violated or not. If it violated, then we have found a violated rooted partition inequality. If it is not violated, then we choose another terminal node, say t 2 , and compute a maximum feasible flow. We repeat this procedure until we find a violated rooted partition inequality or we have selected all the terminals. This procedure is heuristic and runs in polynomial time since the maximum feasible flow problem is solved in polynomial time.
Primal Heuristic
An important issue in the efficiency of the Branch-and-Cut algorithm is to compute a good upper bound at each node of the Branch-and-Cut tree. We improve a primal heuristic described in Algorithm 1 to find good upper bounds. We first round up to 1 all the variables that are smaller than a threshold value (0.9 in the beginning), otherwise round down to 0. Then, we check whether the resulting integer solution is feasible as follows. In the supported directed graphG for every demand, we calculate the node-disjoint paths between the source and the destination. If the number of node-disjoint paths is greater than 1 for every demand, then the integer solution is feasible. If not, we decrease the threshold value by 0.5 and apply the same procedure for the initial fractional solution. After finding a feasible solution, we try to improve this solution by deleting all edges which are not used in any path.
Computational Results
Based upon the previous theoretical results, we have developed a branchand-cut algorithm to solve efficiently the TNHNDP when L = 3. The algorithm has been implemented in C++, using ABACUS to manage the branching tree and CPLEX 12.2 as the linear solver. It was tested on a Xeon QuadCore E5507 machine at 2.27 GHz with 8GB RAM, running under Linux. The maximum CPU run time has been fixed to 5 hours. The test problems are complete graphs with Euclidian edge costs taken from TSPLIB [19] and complete graphs randomly generated on a 250×250 grid. The demands used in these tests are randomly generated. Each set of demand is either rooted at the same node s or arbitrary having multiple sources and destinations. The random graphs were generated with the same size as TSPLIB graphs. For each random problem, five instances were tested and the results given are rounded up averages.
If an optimal solution x * of the linear relaxation of the TNHNDP is not feasible, the Branch-and-Cut algorithm generates additional valid inequalities of P (G We note that all inequalities are global (i.e., valid at every node of the branch-and-cut tree) and several of them can be added at each iteration. Furthermore, we go to the next class only if we do not find any violated inequalities in the current class. In order to store the generated inequalities, we use a dynamic pool. Inequalities in the pool can be removed from the current linear program when they are not active. Also, they are the first inequalities to be separated. If all the inequalities in the pool are satisfied by the current solution, we then separate the classes of inequalities according to the order given above.
Abbreviations used in tables are:
|N| : the number of nodes of the problem, |D| : the number of demands, NC : the number of generated st-cut inequalities NNC : the number of generated st-node-cut inequalities LPC : the number of generated L-path-cut inequalities LPNC : the number of generated L-path-node-cut inequalities RP : the number of generated rooted-partition inequalities RNP : the number of generated rooted node partition inequalities DC : the number of generated double cut inequalities SP : the number of subproblems in the branch-and-cut tree Gap1 : the relative error between the best upper bound and the lower bound obtained at the root node of the branch-and-cut tree Gap2 : the relative error between the best upper bound and the best lower bound of the branch-and-cut tree COpt : optimum solution (value of the best upper bound) CPU : total time in hours:min.sec. Table 1 presents the results obtained for instances with graphs having up to 96 nodes. For each instance, we give the type of the demand set ("a" for arbitrary, "r" for rooted). Remark that a value of 0 for Gap2 indicates that COpt is the optimal solution of the problem, 15 instances over 28 has been solved to optimality. For the instances solved to optimality, the CPU time varies from 1 sec to 1h36min. We notice that a small number of double cut
Conclusion
In this work, we have studied the two-node connected hop-constrained network design problem (TNHNDP). We have presented an integer programming formulation for the TNHNDP when L = 3, and study the polytope associated with this formulation. We have then introduced several new classes of inequalities and study the conditions under which these inequalities define facets.
We have discussed the separation problem of the basic inequalities, the Rooted Partition and the Double Cut inequalities based on the polyhedral results, and devised a Branch-and-Cut algorithm for the problem when L = 3. The computational results presented in this paper show that the Branch-andCut algorithm is effective in solving the problem when L = 3, even if some improvments are needed in the separation of the basic inequalities, especially for instances with a large sized graphs and with a large number of demands. The results also shows that the rooted partition and optimality constraints are very effective in the solving the problem.
The polyedral and compuational study realized in this paper raise several questions. First, it would be interesting to further investigate the polytope of the problem in order to find more facets especially when the demand set contains multiple sources. Also, the separation of the different inequalities may be improved, in particular for the basic inequalities. Finally, the case where L = 4 (and L > 3 in general) should also be addressed since in telecommunication networks, the QoS-constraint may be be set up by paths with more than 3 hops.
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