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Maxime Jérémie Kinet, Ph.D.
The Rockefeller University 2016
Cell death is prevalent in animal development, homeostasis, and disease. While
apoptotic cell death has been extensively studied, many dying cells in development do not
exhibit apoptotic morphology, and mice lacking core apoptotic regulators have mostly
normal rates of developmental programmed cell death. However, little is known about
how alternative death programs are set in motion. In the nematode Caenorhabditis
elegans, most cells fated to die by apoptosis are eliminated as young, undifferentiated
cells, for no obvious functional reasons. The male nematode’s linker cell, in contrast, dies
as an older, differentiated cell, whose life and death subserve precise and important
functions. The linker cell first undertakes a long migration along a characteristic path,
elongating the male gonad into its proper, mature shape. Once the gonad has attained its
final shape and the linker cell has completed its migration, the linker cell then dies to
connect the gonad to the environment and allow male fertility. Linker cell death is
genetically and morphologically non-apoptotic. Instead, this death program requires the
temporal regulator LIN-29, the SARM-like protein TIR-1, the mitogen-activated protein
kinase kinase (MAPKK) SEK-1, and the glutamine-rich protein PQN-41. SARM and
MAPKKs have been implicated in non-apoptotic degeneration of axon distal segments
following axotomy, and some developmental and pathological cell death events in
vertebrates resemble the morphology of the dying linker cell. Thus, the molecular
mechanism governing linker cell death may be conserved; however, neither the initiating
death signals nor the target/s of linker cell death regulators are known. Using classical

genetics, I have investigated the initiating mechanisms of linker cell death. I have
characterized the cell-autonomous involvement of a histone 3, lysine 4 methyltransferase
complex centered on the Trithorax/MLL-like catalytic subunit SET-16. I then
demonstrated that two opposing spatial cues, the Wnt ligands EGL-20 and LIN-44,
cooperate with LIN-29 to control linker cell death initiation. I showed that the AbdominalB-like Hox transcription factor NOB-1 likely acts upstream of these two Wnt pathways,
and that the Tailless/Tlx nuclear hormone receptor NHR-67 acts in parallel to these
regulators to promote linker cell death in addition to linker cell migration. Finally, I show
that the Wnt pathways and all known linker cell death mediators require the heat shock
factor HSF-1 for cell death. Importantly, HSF-1 function in linker cell death is distinct
from, and competes with, its role in stress responses. My studies demonstrate that HSF-1,
previously thought to be primarily protective, is a key downstream regulator of a nonapoptotic cell death program. I have also developed a method to isolate large numbers of
linker cells from staged worms populations, to enable a comprehensive characterization of
the transcriptional program driving linker cell death.
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1 Introduction
1.1 Programmed cell death – a historical perspective
In his 1665 tome, Micrographia, the British polymath Robert Hooke coined the term
“cell” to describe the biological units he observed under the newly invented microscope.
Close to 200 years passed before the German zoologist Karl Vogt argued, in 1842, that
the regression of the notochord he observed in tadpoles of the midwife toad Alytes
obstetricians must be physiologic. Two decades later, the great German evolutionary
biologist August Weisman, better known as the formulator of the so-called “germ plasm”
theory, made essentially the same observation with the degenerating larval structures of
pupating insects. During the latter half of the 19th century, cell biologists working in
Germany and France accumulated instances of cells dying for no clear pathological
reason during the development of organisms representing a wide range of taxa. Ludwig
Stieda observed chondrocytes dying during the ossification of growth plates; Elie
Metchnikov, the father of cellular immunity, coined the term “histolysis” for the
regression of muscles during the metamorphosis of amphibians; Walther Fleming saw
cells dying in rupturing and atretic rabbit ovarian follicles; Franz Nissen, in the mammary
glands of cats and dogs; Walther Felix, in the uninnervated myocytes of human fetuses;
John Beard, in fish sensory neurons1.
These observations continued into the 20th Century with Rémy Collin, who in
1906 reported on the death of neurons in chick spinal cords, and the concept of cell death
as a means to eliminate transient developmental structures became a part of histology
textbooks at this time2. In the 1930s, Viktor Hamburger and Rita Levi-Montalcini began
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their seminal work on cell death in developing nervous systems, and in 1951 Alfred
Glucksman published an influential review of cell death in developing vertebrates,
organizing it by organ system and developmental function, thus establishing that cell
death is a widespread and physiologic phenomenon.
Returning to insect metamorphosis, Richard Lockshin and Carroll Williams
proposed, in 1965, the concept of “programmed cell death” properly speaking3, and the
next year, Jamshed Tata, applying actinomycin D and cycloheximide to tadpole tails,
showed that new RNA and protein synthesis is necessary for their regression, implying an
active process4. In 1972, Kerr, Wyllie, and Currie coined the term “apoptosis” in
reference to a particular morphological type of organized cell death, contrasting it with
accidental necrosis, and identifying it as a common phenomenon in development,
homeostasis, and disease, particularly cancer5. Although chromatin compaction is the
morphological feature most associated with apoptosis today, the morphology they
observed of membrane-bound blebs “falling away” from the cell corpse reminded them
of leaves falling off a tree in the fall.
In 1973 Schweichel and Merker proposed classifying cell deaths into three
morphological classes on the basis of electron microscopic studies6. Their type I cell
death is now associated with apoptosis. Type II cell death exhibits autophagic
morphology, with many large cytoplasmic vesicles containing organellar remnants. Type
III cell death has a necrotic morphology, with relatively intact chromatin but bloated and
vacuolated cytoplasmic contents6.
While most of these early observations of programmed cell death were restricted
to the deletion of temporary anatomical structures during organismal development, today
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we recognize that programmed cell death is required for the proper development,
homeostasis, and response to pathological insults of virtually all animals, from sponges to
humans7. Cell death is crucial for the elimination of supernumerary cells produced during
development, as strikingly apparent in vertebrate nervous system, where up to half of all
neurons eventually die8, and especially in certain brainstem nuclei where up to 85% of
neurons die9. Cell death is also essential in creating a self-tolerant adaptive immune
system. Developing lymphocytes with auto-reactive T-cell or B-cell-receptors must killed
to prevent autoimmunity, and more than 96% of all T-cell precursors are deleted in the
thymus10,11. The extra cells produced during an acute inflammatory response must also be
eliminated once the instigating insult is over11. Many tissues within our bodies, including
most of our epithelia, as well as more static tissues such as bone, turn over with varying
frequency over the course of our lifetime5. Finally, cells that have suffered some
pathological insult, whether a viral infection, DNA damage, or excessive metabolic
stress, are eliminated via programmed cell death12. Thus, a broad understanding of
programmed cell death is likely to yield valuable insights into, and, ultimately, treatments
for human pathologies.

1.2 Apoptosis
1.2.1

C. elegans perspective

Over the past three decades, the nematode Caenorhabditis elegans has proved an
invaluable tool for dissecting the molecular mechanisms behind programmed cell death.
Several aspects of this remarkable organism make it so well suited to cell death research.
Like most or all nematodes, C. elegans has a virtually invariant cell lineage, where death
features as a prevalent, pre-determined fate13. The 131 somatic cells that die in a
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developing C. elegans hermaphrodite come in several waves. The earliest and largest
wave occurs in the embryo, where 113 cells die. Eighteen more cells die during the first
two larval stages. In the male worm, a third wave of cell deaths helps sculpts the
elaborate tail fan, the male’s mating structure, just before the last molt into adulthood. In
both sexes, a last, more prolonged wave of programmed cell deaths occurs in the adult
gonad, but these deaths do not manifest as the deterministic events of the somatic
lineage13.
The worm being small and transparent, these cell deaths are easy to observe in the
intact, developing organism. Combined with simple genetics and culture methods14 as
well as a fully sequenced and well-annotated genome15, these attributes of C. elegans
have enabled investigators to conduct large-scale, forward genetic screens to search for
genes involved in programmed cell death in an biased manner and to ask precise
molecular questions regarding the expected deaths of individual cells.
Indeed, the foundations of our molecular understanding of programmed cell death
were laid in the worm. In the 1980s, Horvitz and colleagues screened for mutants
abrogating the death of several pharyngeal cells. The mutants isolated in these screens
came to define the four core genes16 of the program known as apoptosis. In the nematode
worm, the core apoptotic pathway consists of just four proteins. EGL-1, a Bcl-2
Homology (BH)-3-domain-only protein, is transcriptionally induced in cells fated to
die17. In these cells, it binds CED-918, a pro-apoptotic Bcl-2 family member which
contains all four Bcl-2 homology domains (BH1-4). CED-9, when free, binds and
sequesters CED-4, an Apaf1-like protein19,20. Upon binding of EGL-1 to CED-9, newly
liberated CED-4 molecules assemble into octamers known as apoptosomes which force
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two CED-3 molecules into such close proximity that they cleave and activate each
other21. CED-3 is a protease that is translated as an inactive precursor, or zymogen, which
must be cleaved to be activated. Active CED-3 uses a catalytic cysteine residue to cleave
other proteins specifically after aspartyl residues, a property which led to the common
name “caspase”. Activated CED-3 cleaves to activate or degrade a multitude of
downstream targets, leading to controlled shut-down and eventual destruction of the
cell16,22. These interactions are summarized in Figure 1A.

Figure 1. Evolutionary
Core Apoptotic Machi

A comparison between
in C. elegans, Drosophila
conservation and expan
pathway during evolution
(A) In C. elegans, apopto
interplay between Egl-1 (B
CED-9 (Bcl-2 family hom
(Apaf-1 homolog) to act
homolog) for programme
(B) In Drosophila, many
ways regulate the IAP a
and Grim (RHG) and the a
(Apaf-1 homolog) and D
log). On the one hand, th
mediated degradation of
of caspases, and on the
Dronc (caspase-9 homolo
creating active apoptosom
effector caspases DrICE
ways are required for effi
and are coordinately reg
driving a car with ‘‘gas’’
removal of the ‘‘brakes’’
cient induction of apop
initiates it. The P35 prote
the activity of Dcp-1 and
(C) In mammals, the ba
ptotic and antiapoptotic
a key factor in the comm
regulating the release of
antagonists from mitoch
chrome c to Apaf-1 pro
sembly, which recruits a
IAP antagonists liberate
Figure
1: Summary
coreinhibitor
apoptotic
pathway
in C.targets
elegans,
Drosophila,
and
bition of IAPs,
most notably of
X-linked
of apoptosis
(XIAP), which
both initiator
and effector
caspases. The XIAP antagonis
mitochondrial outer membrane and acts prior to the release of cytochrome
c, Smac, and other proteins released from the mitochondria
12
mammals.
Adapted
fromfunction
Fuchsorand
Steller,
Homologous proteins
(by either
sequence)
are 2011
similarly .illustrated.

a homolog of the adaptor protein apoptosis activating factor 1
(Apaf-1), which promotes assembly and activation of caspases;
CED-9 is a multidomain Bcl-2 family member; and EGL-1 is
similar to proapoptotic BH3-only proteins5(Hengartner, 2000;
Figure 1). Additional genes have been identified in C. elegans
that affect the decision of cells to die, including the transcriptional regulators CES-1, CES-2, and CEH-30 (Metzstein et al.,
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How is cell death initiated in C. elegans? Upstream of this conserved pathway,
transcription factors have been identified which activate death in specific cells by
transcriptional upregulation of egl-1, for example, in the M4 sister cell23,24 or in
hermaphrodite-specific neurons in the male25,26. Some of these transcription factors
appear to be specific for a select cell type, while others appear to function more generally
in several cells that are fated to die24. While upstream transcriptional signals that instruct
cell death are known for a few cells in C. elegans, the molecular requirements for proper
induction of egl-1 transcription across the embryo, especially in the early lineage
branches, where divisions and deaths happen quickly, are not well understood. The
elucidation of these rules awaits a detailed functional analysis of egl-1 regulatory regions.
In at least a few cells, however, proper execution of cell death requires a more complex
regulatory strategy involving regulation of cell death genes downstream of egl-1.
1.2.1.1 Tail-spike cell death
The C. elegans tail-spike cell is a binucleate cell, which arises by cell fusion and sends a
slender posterior process that seems to serve as a scaffold for molding the C. elegans tail.
ced-3 and ced-4 are absolutely required for tail-spike cell death, but egl-1 plays only a
minor role, and a gain-of-function mutation in ced-9 has no effect27. Studies of ced-3
transcription revealed that its expression is induced in the tail-spike cell about 25 minutes
before morphological signs of cell death are apparent. The homeodomain transcription
factor PAL-1 promotes ced-3 expression in the tail-spike cell by binding to three
redundant sites upstream of the ced-3 gene. These results suggest that transcriptional
induction of ced-3, and not of egl-1, may be the key regulatory event promoting tail-spike
cell death.
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Additional layers of control also exist. A recent study demonstrated that tail-spike
cell death requires the F-box protein DRE-128. Genetic and molecular evidence supports
the idea that DRE-1 functions in a Skp/Cullin/F-box (SCF) complex in parallel to EGL-1
and likely upstream of CED-9. An attractive model is that DRE-1 substitutes for EGL-1
by inactivating CED-9 through ubiquitination and degradation, thereby creating a
permissive environment for newly translated CED-3. Support for this model comes from
studies of human FBX010 and BCL2, proteins similar to DRE-1 and CED-9,
respectively. In a subset of B-cell lymphomas, FBX010 expression can promote BCL2
degradation. Furthermore, in these same lines, FBX010 expression promotes cell
death28.
Mutations in FBX010 are found in some patients with B-cell lymphomas, and
expression of the gene is reduced in many others. Furthermore, RNAi against FBX010 in
tumor cells promotes their survival28. These results suggest that FBX010 may function
as a tumor suppressor gene. Mutations in Cdx2, the human homolog of C. elegans pal-1
promote intestinal tumors29, suggesting that this gene is a tumor suppressor as well.
These observations raise the intriguing possibility that while tail-spike cell death control
exhibits non-canonical features in C. elegans, similar regulatory mechanisms may play
integral roles in controlling tumorigenesis in humans.
1.2.1.2 Sex-specific death of CEM neurons
The sexually dimorphic CEM cells survive in males, differentiating into neurons that help
orchestrate the male’s complex mating behavior30. In hermaphrodites, which do not
exhibit this behavior, the neurons die13. CEM cell death requires all four core cell death
genes. Yet, as in the tail-spike cell, CEM cell death regulation appears to require
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transcriptional activation of the ced-3 caspase gene. Although egl-1 expression is still
induced in CEM neurons, this induction is not always sufficient to promote CEM death.
In males carrying mutations in unc-86, a gene encoding a POU homeodomain
transcription factor, egl-1 expression is unaltered, but CEMs fail to die. Genetics and
expression studies revealed that UNC-86 protein, LRS-1, a tRNA synthetase, and UNC132, a novel protein, control CEM demise by promoting ced-3 transcription 25,26.
Nonetheless, whether ced-3 or egl-1 transcription is the rate-determining step in CEM
cell death remains unclear.
ced-3 transcription in CEMs seems to be counteracted by CEH-30, a BarH1related transcription factor. CEH-30 functions genetically downstream of egl-1 and ced925,31. A ceh-30 gain-of-function allele alters an intronic consensus sequence for binding
by TRA-1A, a Gli-related protein that is an effector of the sex determination machinery
promoting hermaphrodite identity32,33. This observation suggests that TRA-1A normally
represses ceh-30 in hermaphrodites.
CEM neurons and the tail-spike cell survive for an extended duration after they
are generated and before succumbing to cell death. Likewise, both cell types actively
control transcription of ced-3. This correlation raises the possibility that in these longlived cells destined to die, there is a need to replenish CED-3 protein to promote cell
death. Indeed, ced-3 transcriptional reporter studies suggest that while the gene is widely
expressed, its transcription is mainly confined to early embryogenesis34, before most cell
death takes place. Thus, cells that are longer lived may need to re-express the gene to
promote their demise.
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1.2.1.3 The use of alternate caspases in dying cells
The C. elegans genome contains three caspase-encoding genes in addition to ced-3: csp1, csp-2, and csp-335. While CSP-1 protein has caspase activity in vitro35, and its
overexpression can promote cell death in C. elegans36, neither csp-2 nor csp-3 seem to
encode catalytically active enzymes. CSP-2 has a catalytic cysteine, but lacks conserved
residues surrounding the active site, and CSP-3 lacks the large caspase subunit and its
active site.
csp-1 may play a minor role in somatic cell death. While mutants in the gene
have no obvious cell death defects, enhanced cell survival is observed in conjunction with
weak mutations in ced-3 caspase36. Enhancement is cell-specific, as only some cells
destined to die, such as the sister of the pharyngeal M4 neuron, are affected. The activity
of CSP-1 does not appear to be regulated by CED-4, as ced-4 lesions do not inhibit
ectopic cell death mediated by CSP-1. It seems, therefore, that if CSP-1 has a role in cell
death, it may respond to different cues than CED-3.
Loss-of-function mutations in the csp-2 and csp-3 genes have been reported to
enhance cell death in the germline37 and soma38 respectively, although this observation
has been challenged36. A suggested mechanism for these effects is that these caspaserelated proteins bind CED-3 or CSP-1 to inhibit their activities37,38. However, given the
weak cell death effects of mutants in these genes, testing models regarding their activities
remains challenging.
1.2.1.4 Germ line cell death
In well-fed, unstressed worms, about half of all germ cells born die within the gonad
before reaching maturity. Importantly, due to the relatively undifferentiated and syncytial
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nature of the germ line, the deaths of germ line nuclei do not appear as the deterministic
events of the somatic lineage. How are germ line deaths initiated? ras/let-60/MAPK
signaling, perhaps modulated by ephrin signaling through the VAB-1 receptor39 or insulin
signaling through the DAF-2 receptor40, promotes exit from the pachytene stage of
meiosis I41 and subsequent death39,41. However, ras/let-60(gf) mutations do not increase
the amount of death42. Therefore, MAPK signaling likely imparts germ cells with
competence for death, without being instructive. Germ line deaths, like most somatic
deaths, require ced-3 and ced-4. Similarly, ced-9 functions in a protective capacity.
However, egl-1(lf) does not prevent germ line cell death, and ced-9(gf), which in the
soma blocks cell death, has no such effect in the germ line43. Thus, in the healthy, fed
state, ced-9 must be regulated differently in the germ line than in the soma.
Mutations in the Pax2-related genes egl-38 and pax-2 promote excess germ cell
death44. Genetically, egl-38 and pax-2 function upstream of ced-9, a model supported by
the observation that EGL-38 and PAX-2 proteins bind to regulatory sequences near the
ced-9 gene and promote transcription at this locus. This protective role of egl-38 and pax2 extends to the soma, likely through the same mechanism, because these mutants also
exhibit enhanced somatic apoptosis that is suppressed by ced-3, ced-4, and, perhaps
because the egl-38 and pax-2 alleles used are not nulls, by egl-144. An interesting
possibility is that MAPK signaling directly controls the activity of egl-38 and pax-2,
transcriptionally or post-translationally. Alternatively, MAPK signaling could control
levels of CED-9 translationally, similarly to how MAPK activity determines Mcl-1 levels
to control the amount of breast tissue during puberty and lactation45.
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The amount of germ cell death increases in response to a variety of stressors,
including DNA damage42, starvation46, infection47, and osmotic, oxidative, and heat
insults48, presumably as a way to ensure the propagation of the fittest and most intact
genomes and to focus resources on fewer but healthier germ cells49. Interestingly,
hypoxia suppresses germ cell death50, perhaps because worms are often but transiently
exposed to hypoxia as they feed on aerobic bacteria, their preferred source of food. In the
stressed state, a role for BH3-only proteins in the germ line comes into focus. The worm
homolog of p53, cep-1, is activated in response to various stressors, including DNA
damage and infection, in a manner that is modulated positively and negatively by MAPK
signaling42. Following activation, CEP-1 directs the transcription of two BH3-only genes,
egl-1 and ced-1351, much like mammalian p53 directs the transcription of a number of
BH3-only genes in response to stressors. As mutants for both egl-1 and ced-13 block
DNA damage-induced germ line death, these genes may perform non-redundant
functions, perhaps responding to different genome-integrity meiotic checkpoints52.
Whether dying germ line nuclei succumb to stochastic fluctuations around the
baseline permissiveness to death set by MAPK, egl-38, and pax-2, or whether they
deterministically signal their own death, is unknown. The involvement of genes acting in
gonadal sheath cells in germ cell death competence53,54 raises the possibility that
regulation of germ cell death could have cell-autonomous and non-autonomous
components. Individual nuclei could instruct their own death, depending on CEP-1/p53’s
assessment of their own genomic integrity. How faithfully this signal is obeyed could
depend on its strength relative to the gonad-wide permissiveness to death. This
permissiveness, as we have seen, might in turn be set by diffusible insulin-like-peptides
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or Ephrins, originating in the gonad sheath and controlling MAPK pathway activity and
levels of CED-9 throughout the death-competent gonad, in a manner that is responsive to
certain types of organismal stress. In particular, the observation that germ cells and the
gonadal sheath form a bidirectional signaling circuit to control death offers a simple
model system to study stromal effects on programmed cell death, a process that is
dysregulated in many human cancers.
While we have some idea of how apoptotic pathways are induced and initiated in
a variety of cell types in the worm, the picture of what happens downstream of CED-3 is
less clear. Indeed, caspases do not simply digest the contents of the cell non-specifically,
as cytoplasmic release of calpains or other lysosomal proteases55 induces a necrotic death
rather than an apoptotic one. While a few effector substrates of CED-3, such as the DNA
endonuclease NUC-156 and the Xk-family transmembrane protein CED-8, which
promotes phosphatidylserine exposure57,58, have been identified, they largely cannot
promote cell death on their own. Rather, their mutant phenotypes suggest that they
function in efficient corpse clearance. However, removal of individual pieces of the
execution machinery downstream of ced-3 may result in some parts of the dying cell
being dismantled appropriately while others persist. This mixed effect may therefore
obscure the prima facie clear demarcation between cell killing and corpse clearance.
Furthermore, Jagasia et al. found that in the course of developmental apoptosis, the
characteristic mitochondrial fragmentation requires egl-1 and ced-9 but not ced-4 or ced359, showing that not all features of apoptosis need be caspase-mediated. Clearly, much
remains to be learned about how apoptotic demise is orchestrated downstream of the core
pathway.
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1.2.2

Drosophila perspective

The study of apoptosis in the fruit fly Drosophila melanogaster has revealed a number of
important regulatory layers not obviously present in worms. In contrast to C. elegans,
where a single major apoptotic caspase, CED-3, exists, the fly genome encodes seven
caspases. These fly caspases can be classified into two groups based upon the length of
their N-terminal pro-domain. Long prodomain caspases, such as Dronc (or, in fact, CED3), contain Caspase activation and recruitment domains (CARDs), which mediate
recruitment of caspases to the apoptosome60,61 and are also present on CED-4/Apaf-like
proteins. Other long-prodomain caspases, such as Dredd62, contain death effector
domains (DED)63,64 which recruit caspases to another type of activation complex, the
death inducing signaling complex (DISC). These complexes are usually, but not always,
scaffolded on a transmembrane receptor65,66. However, the relevance of DISCs and DEDdomain caspases in initiating apoptosis in Drosophila is not clear62,67. Upon activation,
the initiator caspase Dronc68,69 cleaves and activates the caspases Drice70, Dcp-171, or
others, which then perform the executioner functions associated with CED-3. This twostep caspase activation sequence allows for signal amplification of the cascade, as one
activated Dronc can activate many molecules of Drice. The fly genome encodes a CED4-like protein, Dark72, which also forms octameric apoptosomes73. However, unlike in the
worm, Drosophila Dark does not appear to be regulated by Bcl-2 family members in
most developmental or pathological deaths74,75. Curiously, Drosophila Debcl, a homolog
of the mammalian pro-apoptotic Bcl-2 family members Bax and Bak, does appear to
promote developmental cell death specifically in the nervous system75. The reason for
this tissue-specific Bcl-2 requirement is unclear.
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How is this cascade regulated in flies? Steller and colleagues isolated a deletion
mutant spanning the gene reaper in which most developmental cell deaths in the fly were
abolished76. However, in reaper mutants, cells are still able to undergo apoptosis in
response to X-ray irradiation, showing that reaper does not affect the core execution
machinery. Still, overexpression of reaper is able to cause ectopic cell death76. A first
clue to how reaper promotes cell death came from the isolation of loss of function
mutations in thread, a gene encoding Drosophila Inhibitor of Apoptosis (Diap1), which
dominantly enhanced reaper-overexpression-induced cell death77. Other IAPs were
identified in vertebrates78-80, and form a family of proteins which are able to bind to and
inhibit the action of caspases81-83. Drosophila Diap1 is a RING-finger E3 ubiquitin ligase,
which targets the initiator caspase Dronc for proteasomal degradation, but which can also
auto-ubiquitinate in response to apoptotic stimuli to allow Dronc accumulation77,84.
Reaper and its homologs Hid, Grim, and Sickle76,85-87 can physically sequester IAPs, and
Reaper also stimulates the auto-ubiquitinating and proteasomal destruction of Diap184,
thereby freeing caspases to kill cells. These interactions are summarized in Figure 1B.
Interestingly, certain viruses that primarily infect arthropods, the baculoviruses,
encode caspase inhibitors of uncertain evolutionary origin88. One such inhibitor, p35,
prevents apoptosis in diverse phylae89-91. P35 is as direct caspase inhibitor whose
cleavage by executioner caspases results in the formation of an extremely avid direct
caspase inhibitor92-94.
Unlike in the worm, where transcriptional induction of egl-1 appears to be the
main avenue for induction of apoptosis, in Drosophila, transcriptional induction of
reaper-family IAP inhibitors76, in response to a variety of developmental or homeostatic
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impulses95-97, seems to be the primary mediator of the decision to die. In addition, hid is
subject to inhibitory phosphorylation, notably through epidermal growth factor receptor
(EGFR)-Ras-MAPK signaling98.
In some cases, apoptosis in the fly can be induced from another cell by the TNF
family ligand Eiger, through its receptor Wengen67,99. However, unlike its mammalian
counterparts (see below), this extracellular pathway does not involve a DED-domain
caspase such as Dredd, but rather functions through JNK signaling, and, like most other
fly programmed cell deaths, transcriptional upregulation of an IAP inhibitor gene, in this
case, hid99.The developmental significance of this pathway in flies is unclear, and it may
be relevant mostly in pathological settings99,100, but studies of this pathway in flies has
implications for the synchronization of cell death across a structure that must be
deleted100,101, a problem first raised by early zoologists observing developmental
programmed cell death and one with clear pathological correlates.
1.2.3

Vertebrate perspective

Vertebrates have evolved a sort of synthesis of the worm and fly models. Although
vertebrates have conserved the essential architecture of the core worm pathway, the core
genes have accrued various family members, the molecular details of their interactions
have diverged, and additional regulatory layers have emerged. Importantly, apoptosis in
mammals can be initiated through two parallel, though interacting, pathways. In one, the
intrinsic pathway, analogous to the worm pathway, signals originating from within the
cell entrain the apoptotic machinery. In the other, extrinsic pathway, signals from outside
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the cell are relayed within to activate the death program. Both pathways converge on the
same central event, the activation of caspases102.
In mammals, a number of caspases have been identified. Some perform functions
primarily unrelated to cell death; indeed, C. elegans CED-3 was first identified as a
caspase through its homology to mammalian caspase 1, also known as interleukin
converting enzyme for its role in the proteolytic activation of the cytokine interleukin1β103. Like in flies, two or three mammalian caspases are needed to recapitulate the role
of worm CED-3: caspase 9, the initiator caspase, is activated by Apaf1104 and can
proteolytically activate executioner caspases 3, 6, and 7105,106. Interestingly, although
worm and fly apoptosomes are octamers, mammalian Apaf1 appears to form a
heptameric apoptosome107. The functional significance of this difference is unclear.
Further upstream, a number of Bcl-2 family members have been described, which
fall into three broad structural categories. In the first, the proteins Bcl-2108,109, Bcl-XL110,
and Mcl-1111 contain all four BH domains112-115, similarly to worm CED-9. Like CED-9,
these proteins also antagonize apoptosis116-118.
Two mammalian Bcl-2 family members, Bax119 and Bak120, lack the BH4 domain.
Under physiological conditions, these are bound by the CED-9-like, full-length Bcl-2
proteins119. Upon release, Bax and Bak form or promote the formation of large pores in
the mitochondrial outer membrane121,122, an event termed mitochondrial outer membrane
permeabilization (MOMP). MOMP depolarizes mitochondria and allows for the
cytoplasmic release of mitochondrial-resident factors that promote apoptosis through a
variety of mechanisms. These include the reaper-like Second mitochondrial activator of
caspase / Direct inhibitor of apoptosis-blocking protein with low pI (Smac/DIABLO)123-
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; Omi/HTRA2, a serine protease that binds to and cleaves IAP-type direct caspase

inhibitors, including XIAP126-128; the flavoprotein apoptosis inducing factor (AIF)129,130,
which further permeabilizes mitochondria and also translocates to the nucleus to induce
chromatin condensation and DNA fragmentation through unclear mechanisms; and
cytochrome c131. The latter, in particular, is required for the formation of mature Apaf1
apoptosomes132, caspase 9 activation104 and apoptosis.
Mammalian BH3-only-domain proteins make up the third class of Bcl-2 family
members, and appear to fall into two sub-classes. One, comprised of Bid133 and Bim134, is
able to induce, through direct physical interaction, oligomerization of Bax/Bak and their
insertion into the outer mitochondrial membrane135,136. The other, comprised of
Puma137,138, Noxa139, Bik140, and Hrk141, activates Bax/Bak indirectly, by binding to and
inactivating the full-length Bcl-2 family members142. Although such a classification
suggests a functional hierarchy where the indirect activators act upstream of the direct
activators, different models exist for how indirect and direct inducers interact functionally
to promote Bax/Bak-mediated MOMP143,144. Which one is correct or predominates may
depend on the cellular context.
Regardless of the precise biochemical mechanism, the different BH3-only-domain
proteins appear to be regulated by a variety of transcriptional and post-translational
mechanisms to signal death in response to various stressors and external signals. Indeed,
in contrast to the situation in flies, where somatic cells are killed primarily by
transcriptional induction of IAP-antagonists, mammalian IAP antagonists seem to be
ubiquitously expressed. Rather, the mammalian intrinsic pathway largely reprises the
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somatic worm model of requiring transcriptional induction of BH3-only proteins to
induce death145. These interactions are summarized in Figure 1C.
As discussed above, in the extrinsic apoptotic pathway, the core pathway can be
activated from without the cell. This is accomplished by ligation and activation of death
receptors such as Fas/CD95 or TNF-R146, recruitment of adaptor molecules including
FADD66 and TRADD147, and activation of DED-domain relay caspase 8 or 1064,148. These
relay caspases can then activate the initiator and executioner caspases, thus bypassing
mitochondria, as is demonstrated by the fact that Bax/Bak double-knockout T cells can be
killed by Fas ligation149. Caspase 8 can also proteolytically activate the BH3-only protein
Bid, thus engaging the intrinsic pathway150. This cross-talk between the extrinsic and
intrinsic pathways appears to be most important in cells expressing high levels of IAPs151.
The mammalian cellular immune system can also directly induce caspase
activation. Cytotoxic lymphocytes, such as CD8+ T cells or NK cells, upon activation,
release their cytoplasmic granules containing perforins and granzyme proteases onto their
target cells152. Perforins insert into the plasma membrane of the target cells153, forming
large pores through which granzymes154,155 then enter to proteolytically activate caspases
in the target cell cytoplasm156.

1.3 Cell death without caspases – evidence for alternative death programs
As we have seen, apoptosis is an essentially conserved cell death program throughout the
animal kingdom with important clade-specific variations. However, evidence from a
range of taxa suggests that other forms of cell death exist. Indeed, 19th century zoologists
observed a range of morphologies in dying cells, and we are beginning to appreciate that
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these varied morphologies may reflect different molecular underpinnings. Here I briefly
review candidate models for non-apoptotic cell death programs.
1.3.1

Non-apoptotic cell death in mammals

Apaf1 knockout mice have greatly sub-Mendelian survival, but this reduced viability
appears to be mostly due to exencephaly caused by accumulation of neuronal precursors
in one particular brain region, rather than a general overabundance of neurons or other
cells. Furthermore, this overabundance may be caused by excess proliferation rather than
decreased cell death157. In these mice, intra-uterine regression of inter-digital webbing is
only briefly delayed157. If able to survive past the perinatal period, Apaf1 mutants
generally are able to survive into adulthood, with no gross anatomical or physiological
abnormalities. Indeed, male infertility is caused by increased death of sperm precursor
cells, and females are fertile158. Finally, Apaf1-deficient mice do not harbor excessive
neurons in their spinal cords or in dorsal root ganglia159.
Similarly, Bax/Bak double mutant mice are also able to survive to adulthood,
albeit, again, at greatly sub-Mendelian frequencies149. These mice exhibit a phenotype
distinct from the Apaf1 mutants. Notably, although Bax/Bak and Apaf1 mutants appear
to share the neuronal precursor hyperproliferation defect149, the exencephaly that causes
most of the perinatal death in Apaf1 mutants is absent. Bax/Bak mutant mice do have
increased numbers of leukocytes, manifesting as peripheral leukocytosis, hypercellular
lymphoid organs, and lymphocytic infiltrates in various organs; females also have
imperforate vaginas149. Further, Bax/Bak mutants retain some amount of inter-digital
webbing into adulthood149. However, this latter phenotype remains quite weak when
compared to the frank syndactyly that mutants for certain Wnt and BMP pathway
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regulators exhibit160-162, suggesting that, in Bax/Bak mutants, much of the cell death
necessary to separate digits163 can take place.
How, in these mutants, the cell death undoubtedly necessary for proper animal
development occurs remains a mystery. One possibility is that none of the mouse mutants
created to date fully blocks apoptotic, caspase-dependent cell death. Indeed, the extrinsic
and intrinsic pathways function through a set of caspases that only partially overlap, and
to date no mutant has been created that could truly be considered a pan-caspase molecular
null mutant. However, some evidence suggests that the deaths seen in Apaf-1 and
Bax/Bak mutants, where apoptosis can safely be said to be substantially impaired, are not
due to redundancy in the apoptotic machinery.
Chautan et al. described the physiological occurrence of a necrotic death
morphology in the same mouse inter-digital cell death164 which seemed, from the Apaf-1
and Bax/Bak knockouts, to rely at least partially on non-apoptotic mechanisms. These
authors first treated wild-type limb buds with a stimulator of BMP signaling, to promote
the death fate, and a pan-caspase inhibitor, to block apoptosis, and subsequently observed
dying cells with necrotic morphology. They then showed that this morphology was
prevalent in untreated Apaf1 mutants. Finally, Chautan et al. examined untreated wildtype mice, and found roughly equal rates of morphologically necrotic and apoptotic cell
deaths in the inter-digital spaces164. Thus, at least in this tissue, a non-apoptotic cell death
program may act not simply as a backup to apoptosis, but as the primary mechanism for
killing a subset of cells.
Oppenheim et al. found that in mouse Apaf1-mutant embryonic spinal cords,
neuronal death was delayed by a few days, but final numbers of all types of neurons
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examined were unaffected159. Cells in the process of dying were present in these tissues,
suggesting that the normal cell numbers were not exclusively due to an adjusted
production of cells. Furthermore, when examined by electron microscopy, dying motor
neurons in these mutants exhibited non-apoptotic morphology, with many large
cytoplasmic vesicles, organellar swelling, and nuclei and chromatin that remained intact
until late in the death process159.
In another setting, Oppenheim and colleagues showed that in caspase 9 and
caspase 3 mutant mice, neuronal cell death in the peripheral nervous system seems
relatively unaffected, with normal numbers of spinal interneurons and sensory, motor,
and autonomic neurons165. Again, dying cells did not exhibit apoptotic morphology, with
little chromatin condensation and cell blebbing, but extensive cytoplasmic vacuolation
and organellar swelling165, as in Apaf1 mutants.
Even in wild-type animals, non-apoptotic morphology can be observed. Pilar and
Landmesser surgically removed the optic vesicle from chick embryos166 and examined
the morphological consequences of this treatment on the ciliary ganglion neurons which
normally innervate this organ. Interestingly, they find structures reminiscent of those seen
in apoptotic mutants: dilated ER, swollen mitochondria, but also highly crenelated
nuclear envelopes with relatively open chromatin167. These studies argue that nonapoptotic death could occur in a wild-type developing nervous system, just as they seem
to occur in wild-type inter-digital tissue removal.
Indeed, some authors have argued, based on cell culture results showing that cells
supposedly blocked for apoptosis have reduced clonogenic potential, that apoptotic
processes only speed or organize death, without acting as the bone fide life/death
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switch168,169. However, these cell culture results belie the fact that both in C. elegans and
in mammalian nervous systems, extra cells due to blockade of apoptosis are able to
survive and differentiate into functional neurons170,171 and extra cells in mammalian
hematopoietic lineages can differentiate into functional lymphocytes and
erythrocytes149,172.
Schweichel and Merker also proposed a third type of cell death, or Type III cell
death, characterized primarily by cytoplasmic changes6. Recently, a signaling pathway
resulting in morphological similarities to necrosis has been reported173 and termed
necroptosis174. Necroptosis requires signaling through any of a variety of receptors such
as Fas, TNF-R1, TRAIL-R, Toll-like-receptors 3 or 4, all receptors implicated in
mutually inhibitory apoptotic and inflammatory signaling. Downstream of these
receptors, in the absence of caspase 8 activity, a DISC-like “necrosome” is formed,
composed, at a minimum, of the death-domain-containing kinases RIP1173 and RIP3175.
The latter appears to act on the pseudokinase MLKL176 to induce its oligomerization and
insertion into cell membranes177, permeabilizing them and causing necrotic cell death.
Given the requirement for low caspase 8 activity, the relevance of necroptosis in normal
development is still an open question. However, this pathway may be engaged in
pathological situations where caspase 8 is inactive, either because it has been inactivated
by mutation or by pathogens, or because the cell of interest does not express sufficient
caspase 8 to inhibit necroptosis178.
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1.3.2

C. elegans and Drosophila non-apoptotic deaths

Other types of programmed cell death have been proposed to act at least to some extent
independently of apoptosis. Schweichel and Merker described a “Type II” autophagic cell
death morphology 1960s1. Recently, interest in the role of autophagy in cell death has
revived, and a genetic program controlling autophagy is being pieced together179.
However, it is not clear to what extent autophagy is a true cell death program capable of
killing cells. Autophagy is a cellular survival program, which, when overwhelmed, may
result in dead cells with autophagic morphology. Alternatively, autophagy may
accompany apoptosis in cases where large-scale tissue destruction is required. This
appears to be the case in Drosophila salivary gland regression, where inhibition of
autophagy delays, but does not ultimately prevent, cell death180. Even here, caspases are
crucial in tissue lysis181. In most cases, perhaps, canonical apoptotic features develop
more quickly, but in cases where these are inhibited or slowed, autophagic features
develop. However, genetic evidence that autophagy per se can kill cells is unconvincing:
mice defective in autophagic genes exhibit defects in corpse clearance but not cell
death182; in C. elegans, inactivating autophagy genes promotes cell death183. Thus,
perhaps except in rare cases, autophagy is unlikely to constitute bona fide cell death
program, backup or otherwise184.
In Drosophila, the TNF family member Eiger has been shown to promote
apoptosis, but may also function through a caspase-independent mechanism185.
Interestingly, this caspase-independent death requires JNK signaling and dysregulation of
energetic homeostasis, a set of requirements similar to that observed in at least some
forms of axonal degeneration186. However, the physiological relevance of this pathway in
Drosophila cell death is unclear.
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One bona fide non-apoptotic pathway appears to play an important role in the
adult male Drosophila testis, where about a quarter of developing spermatogonial cysts
physiologically undergo programmed cell death through a mechanism that does not
appear to require effector caspases187. Indeed, Drice and Dcp appear to inhibit this cell
death program, although whether this inhibition occurs at initiation or execution remains
unclear. Conceptually, though perhaps not mechanistically, this role of caspases parallels
the protective effect of caspase 8 against necroptosis (see above). Interestingly, the
initiator caspase Dronc appears to promote this germ cell death, independently of Dark
and, presumably, of the apoptosome.
How then does Drosophila male germ cell death proceed? Using electron
microscopy, the authors found that dying germ cells exhibited morphological features of
both necrosis and apoptosis, including cytoplasmic contraction and chromatin
condensation, consistent with the latter, and swollen mitochondria and vesicular,
membranous structures, consistent with the former. Genetically, the authors found several
pathways that appear to promote germ cell death. In the first clear involvement of Bcl-2
family members in Drosophila programmed cell death, the authors found that Debcl and
Buffy are required for efficient execution. In addition to these molecules, the authors
identify several other mitochondrial proteins: the kinase Pink1, the serine protease
Htra2/Omi, and endonuclease G, as being required for germ cell death. In a partially
parallel pathway, the authors find that lysosomes and lysosomal-resident hydrolases,
including the protease cathepsin D and the nuclease Dnase II, promote germ cell death.
How this program is initiated, how its effectors are coordinated, and what their targets
might be remains unclear. Omi and endonuclease G have previously been implicated in
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apoptosis, and cathepsins in necrosis (see section 1.3.2.4), suggesting that the mixed
morphological features reminiscent of these two pathways may have specific molecular
underpinnings.
In worms, null and even dominant-negative ced-3 alleles do not prevent all cell
death. Even in quadruple caspase mutants, a few inconsistent cell corpses are
occasionally visible36 in hatched L1 larvae, and these corpses exhibit many features of
wild-type apoptotic corpses, including phosphatidyl serine exposure, engulfment,
cytoplasmic contraction and chromatin condensation. Additionally, these corpses persist
for longer than wild-type corpses, suggesting that engulfment or processing of these
corpses is less efficient than for wild-type corpses. While ced-3 can promote the activity
of engulfment genes58, another explanation for this delay in corpse clearance is that these
cells die by a process fundamentally different from apoptosis, which promotes fast
clearance.
How apoptotic morphology can be generated in C. elegans in the absence of a
functional core apoptotic pathway is unclear. One possibility is that engulfment pathways
can kill cells fully independently; quadruple caspase mutants that are additionally mutant
for both arms of the engulfment pathway were not examined. Alternatively, other backup
pathways may exist. Whether either of these two backup mechanisms is able to bypass
caspases and engage mechanisms that caspases normally activate, or whether they
generate apoptotic morphology entirely independently of events normally downstream of
caspases, is unknown. Some evidence suggests that there may be non-ced-3-dependent
death mechanisms that are part and parcel of apoptosis. RNAi against icd-1, the C.
elegans beta subunit of the nascent polypeptide associated complex (β-NAC), causes
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widespread ectopic cell death resembling apoptosis188. Loss of ced-4, but not of ced-3,
suppresses this icd-1(RNAi)-mediated death, suggesting that ced-4 can promote caspaseindependent killing activities, or that ced-4 can function through other caspases.
However, other pro-apoptotic caspases in the worm play only minor roles in cell death
and do not seem to function through ced-436. Therefore, ced-4 may indeed be able to kill
without caspases, and morphologically apoptotic death may not require caspases in all
situations.
1.3.2.1 lin-24/lin-33 mutants
Dominant mutations in two genes, lin-24 and lin-33, were initially isolated in screens for
the vulvaless phenotypes. These mutations were found to cause the inappropriate death,
late in the L1 larval stage, of Pn.p cells, the descendants of some of which eventually
form the vulva189.
Morphologically, dying cells in lin-24 and lin-33 mutants are refractile and oval
by Nomarsky optics. By electron microscopy, corpses exhibit electron-dense nuclear
puncta but otherwise normal nucleoplasm, dilation of the nuclear envelope, dense
membranous cytoplasmic whorls, and disrupted mitochondria. While the last two in
particular are features of the channel-mediated degenerative deaths we will review below,
together these four features circumscribe a distinct morphological entity. Interestingly,
cells that survive the insult can either recover fully normal morphology or be left with an
abnormally small nucleus. Recovered, surviving cells exhibit cell fate defects in Pn.p
cells. Deletion alleles of these genes, presumably representing the molecular null
phenotype, are phenotypically wild-type, suggesting that lin-24 and lin-33 are not
involved in the fate of Pn.p cells. Rather, recovered cells may have experienced the insult
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during a period critical for the reception of some developmental signal. Indeed, P3-8.p
commit to a vulval fate at this time period in a process that requires the homeodomainencoding (HOX) gene lin-39190.
The gene product of the lin-24(d) allele contains a domain similar to bacterial
toxins, and most recovered alleles contained mutations in this conserved domain. While
the lin-33 gene is not homologous to any known genes, wild-type activity of each gene is
required to express the dominant mutant phenotype of the other, which suggests that LIN33 may traffic or otherwise activate LIN-24. Bacterial toxins homologous to LIN-24 kill
eukaryotic cells by forming oligomeric pores in the plasma membrane, a mechanism
shared with the membrane attack complex of the vertebrate blood complement system191
as well as with the perforins of cytotoxic lymphocytes152.
Galvin et al. note that wild-type lin-24 is primarily expressed in the gut. However,
the reporter used may be incomplete, and the gut does not show ectopic death in the gain
of function mutants. Still, adhering to this result, one possibility is that the gain-offunction mutations in both genes cause selective ectopic expression in the Pn.p cells in
addition to the novel gene product function. Because the two mutations were isolated
independently, this explanation seems highly unlikely.
A second, perhaps more plausible explanation is that lin-24 and lin-33 are more
widely expressed than previously thought, and that certain cells are somehow more
susceptible to death by the lin-24/lin-33 system. Supporting the idea of cell-typedependent variability in propensity towards death is the observation that in weak ced3(n2427) mutants, the surviving cells are not randomly distributed but appear to form a
consistent subset of cells normally fated to die. In a similar way, lin-24 and lin-33 gain of
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function might be able to kill only a certain subset of cells as a consequence of some
particularity of those cells.
lin-24(d) and lin-33(d)-mediated death proceeds efficiently in the absence of
functional CED-3 caspase. However, alleles of egl-1, ced-4, and of the two classical
engulfment pathways were able to suppress this death, albeit weakly, with the
suppression being especially apparent in lin-24(d) and lin-33(d) heterozygotes. Therefore,
lin-24 and lin-33 could be downstream of ced-4 or of ced-3 in some cells, with the gainof-function mutations reducing, but not eliminating their ced-4 dependence.
A related explanation for the action of lin-24 and lin-33 is that they are
downstream of the engulfment genes. Mutations in the engulfment pathways enhance the
inappropriate phenotype of weak ced-3 alleles, and may frankly block the death of one
cell, the B.al/rapaav, a death which is nonetheless also ced-3-dependent192. Reddien et al
showed that this killing function of engulfment genes resides in the engulfing cell
themselves. lin-24/lin-33-mediated death is also very sensitive to perturbations in the
engulfment pathway. Therefore, in a scenario that would be closer to a cytotoxic T cell’s
use of perforins, lin-24 or lin-33 might function in neighboring cells to kill the P cells,
either both, or with one acting as the receptor for the other on the Pn.p cells. Perhaps lin24 and lin-33 act as downstream mediators of the death-promoting effect of the
engulfment pathway, able to kill the Pn.p cells because of some pre-existing
susceptibility of these cells to death.
1.3.2.2 pvl-5 mutants
The results of Joshi and Eisenmann corroborate the idea that lin-24/lin-33 mediated death
may have more in common with apoptosis than initially appears. They identify loss of
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function mutants in a gene, pvl-5, which also cause inappropriate death of Pn.p cells, at
the same developmental time as the lin-24- and lin-33-mediated deaths, and frequently
with the same ovoid morphology and shrunken nucleus after recovery193.
The two processes are not identical. pvl-5(lf) sometimes causes a swollen,
necrotic morphology not reported in lin-24/lin-33 animals. Moreover, while neither death
process preferentially targets any specific subset of the 11 Pn.p cells, the cell fate defects
resulting from the two lesions are likely to be different: lin-24 and lin-33 animals are
vulvaless, whereas pvl stands for protruding vulva. It is also not clear to what extent pvl-5
surviving or recovered Pn.p cells are able to assume their normal fate.
Strikingly, while lin-24/lin-33-mediated death does not require ced-3, pvl-5mediated death does. Further, pvl-5(lf)-mediated death is suppressed by ced-9(gf), but not
by egl-1(lf) or by ced-4(lf), whereas lin-24(d) and lin-33(d) can be suppressed, though
weakly, by alleles of all core apoptotic genes except ced-3. Finally, pvl-5 mutants suffer a
small number of ced-3-dependent ectopic cell deaths in tissues other than the Pn.p cells,
something that was not reported one way or the other in lin-24 and lin-33 mutants.
Notably, these other ectopic deaths exhibit more varied morphologies than the
dying Pn.p cells, suggesting that the ovoid morphology of the dying Pn.p cells seen in
pvl-5, lin-24, and lin-33 mutants may result in part from some pre-existing aspect of those
cells rather than from the death process per se, and lending additional support to the idea
that death processes affect different cells in different ways.
Unfortunately, the molecular identify of pvl-5 is unknown to this day. Genetically,
pvl-5 functions upstream of ced-3 and in parallel to ced-9. PVL-5 could represent a worm
caspase inhibitor. However, the worm genome has not been found to contain caspase
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inhibitors like the IAP proteins194. Still, it is possible that nematodes independently
evolved an IAP-like function, obscuring its identification by primary sequence homology.
Alternatively, pvl-5 may control ced-3 at a pre- or co-translational level. It is difficult to
explain why pvl-5 is suppressed by the ced-9(gf) and ced-3(lf) but not by ced-4lf). Xue
and Horvitz described a direct inhibition of CED-3 by CED-9195. As Joshi and Eseinmann
note, if the ced-9(n1450gf) allele also affects this function of CED-9, their results might
be evidence that this function of CED-9 is particularly relevant in Pn.p cells.
1.3.2.3 A latent apoptotic pathway in Pn.p cells?
How can we reconcile the results of these two papers? Comparative anatomy may be
useful. In Pristionchus pacificus and other distantly related nematodes, some or all Pn.p
cells that are not destined to take part in the vulva die by ced-3-dependent apoptosis196,197.
Additionally, in Pristionchus, all Pn.p have the capacity to die: Ppa-lin-39 mutants are
vulvaless because all Pn.p cells die, and this phenotype can be suppressed by Ppa-ced-3
mutations. Thus, in Pristionchus, lin-39 functions as a cell-specific inhibitor of ced-3.
How might Ppa-lin-39 inhibit cell death? One possibility is that it antagonizes the
activity of Ppa-egl-1 or Ppa-ced-4, or that it promotes the activity of Ppa-ced-9. Since
none of these genes were cloned at the time of these studies, this possibility was not
investigated. However, some clue may be gained from the method of isolation of the
Ppa-ced-3 alleles. Sommer et al. identified Ppa-ced-3 in a screen for suppressors of the
vulvaless phenotype of lin-39. After screening over 60,000 genomes, 22 of 24 isolated
alleles exhibit lesions in Ppa-ced-3, suggests that Ppa-lin-39’s main function may be to
transcriptionally repress Ppa-ced-3. It is striking that pvl-5(lf), lin-24(gf), lin-33(gf) and
Ppa-lin-39(lf) all cause the death of the same cells, at the same developmental time.
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Perhaps these alleles, rather than being evidence of separate processes, affect the same
process in different ways.
1.3.2.4 Degenerative necrosis
Forward mutagenic screens have generated several classes of mutants, most of which
were isolated in search of phenotypes other than cell death, that cause inappropriate cell
death in the course of the worm’s development. Early work from the Chalfie lab isolated
alleles of mec-4198, deg-1199, and unc-8200 that dominantly cause certain neurons to swell
and eventually die with a vacuolar morphology reminiscent of necrosis. Upon closer
inspection, these cells accumulate progressively larger electron-dense membranous
whorls and vacuoles, and in parallel begin to form chromatin clumps and nuclear
crenellations46. Later, organelles may swell, lyse, and disappear.
All three genes encode ENaC-type cation channels that conduct predominantly
sodium201, but also small amounts of calcium202. The causative mutations have been
shown to increase channel open probability203. Gain of function mutations in the nicotinic
acetylcholine receptor DEG-3, an ionotropic receptor subunit that functions as a cation
channel, also cause necrosis204.
In screens for suppressors of the channel-mediated necroses, Xu et al. identified
mutants in the C. elegans homolog of the ER calcium-binding chaperone calreticulin, crt1, as being required for MEC-4(d)-mediated necrosis205. Mutations in another
endoplasmic reticulum (ER) calcium-binding protein, the calnexin CNX-1, also suppress
necrosis, as do mutations in the ER-resident IP3 receptor, ITR-1, and in the ryanodinereceptor ER calcium release channel, UNC-68. Moreover, necrosis could be restored in
these mutants by thapsigargin, a drug that both blocks the ER calcium influx pump and
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causes calcium release from the ER. Finally, EGTA, a calcium chelator, blocked
necrosis. These results establish that cytosolic calcium elevations are required for this
type of necrosis. Interestingly, thapsigargin treatment of wild-type worms occasionally
caused the necrosis of several other cells in the worm apparently at random, suggesting
that sustained cytosolic calcium elevation may be sufficient to cause necrosis in many
cell types. Indeed, the deg-3(gf) mutations, which likely directly cause cytosolic calcium
increase without the need for additional ER calcium, cannot be suppressed by any
mutations that block ER calcium release205.
Is elevated cytosolic calcium inherently toxic to cells? Syntichaki et al. instead
show that cytosolic calcium activates two classes of proteases, the calcium-activated
calpains CLP-1 and TRA-3, and the cathepsin E-like aspartyl proteases ASP-3 and ASP4, which are responsible for killing the cell55. Indeed, overexpression of these proteases
was sufficient to cause death in some cells. How might these two classes of proteases
interact? RNAi-mediated knockdown of both calpains synergized over the RNAi of the
single calpains, and knockdown of both cathepsins synergized over the single cathepsins.
However, knockdown of one calpain and one cathepsin did not show enhancement over
either single gene knockdown, suggesting that the calpains and the cathepsins could
function in a linear pathway. In such a pathway, the elevated cytosolic calcium might
activate the calpains, which would in turn activate the cathepsins to kill the cell; however,
the evidence for such a genetic pathway has not been rigorously tested. Additionally,
several other cytoplasmic cathepsin genes are present in the worm. It is not clear if the
requirement for just two of these in neuronal necrosis reflects cell-type-specific
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expression of various cathepsins or substrate specificity. If the latter, finding the relevant
substrates of cathepsins becomes of paramount importance.
These same authors also show that alleles for subunits of the vacuolar-H+ATPase (V-ATPase) are able to suppress degenerin-mediated death as well as
thapsigargin-induced necrosis206, suggesting that acidification of the cytosol contributes
to channel-mediated necrosis downstream of calcium elevation, and possibly in parallel
to cathepsin activation. This is in contrast to mouse studies that suggest that acid may be
upstream of calcium release207, although the two could be mutually enhancing. Further,
Artal-Sanz et al. propose that the source of this acid in the worm is lysosomes, as treating
worms with lysotropic weak bases as well as impairing lysosomal biogenesis could
prevent necrosis208. We do not yet know if, in C. elegans, cytoplasmic acidification is
sufficient for cathepsin activation, and, in turn, necrosis.
Interestingly, neuronal necrosis can also be induced by expression of a
constitutively active G s209,210. Death by such a protein requires the adenylyl cyclase
α

ACY-1, which transmits signals from metabotropic neurotransmitter receptors, and is
more modestly dependent on voltage-gated calcium channel subunit UNC-36 and the
vesicular glutamate transporter EAT-4209. Together, these data suggest that neuronal
activity modulates sensitivity to necrosis. Our evolving understanding of stroke
pathophysiology suggests that the primary hypoxic injury depletes cellular ATP, which
powers the Na+/K+ ATPase that maintains the electrochemical gradient across neuronal
membranes. Later, an equally dangerous secondary insult occurs upon reperfusion, when
the weakened electrochemical gradient allows massive glutamate-mediated neuronal
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excitation occurs211, leading to a rise in cytoplasmic calcium. Necrotic brain foci are also
observed in epilepsy212, which is perhaps more clearly an excitotoxic injury.
In the worm, as in humans, it is still unclear whether necrosis by activation of
cytosolic and lysosomal proteases leads to a rather general, poorly controlled digestion of
the cell, or whether specific sequences of proteolytic events are required. Elucidating this
question may provide insights into the progression of excitotoxic injury after stroke.
1.3.2.5 Other necrotic mutants
Several mutations have been found to cause necrotic cell deaths in cell types other than
neurons. In pnc-1 mutants, the uterine uv1 cells die in mid-to-late L4 stage with a
vacuolated morphology in a process that is dependent on necrotic calpains and aspartyl
proteases213. Since supplementing wild-type worms with NAM reproduces the uv1
necrosis phenotype of pnc-1214, this necrosis is likely due to an overabundance of
nicotinamide (NAM), which the protein PNC-1 converts to nicotinic acid. It is unclear
why these uterine precursor cells are so sensitive to NAM. Other cells whose energy
requirements are likely much higher than those of uv1 cells, such as muscle cells, do not
necrose in pnc-1 mutants. Further, boosting EGFR signaling, which is normally active in
uv1 cell specification, suppresses the death, suggesting that a specific EGFR-repressible
NAD+ consumer, or its product, may be involved. However, how such an NAD+
consumer would cause calpain or aspartyl protease activation is unclear.
Other types of mutations also cause cell-type-specific necroses. Loss of the
transcription factor lin-26 causes hypodermal-specific vacuolated necroses through an
unknown mechanism215. Generally, since downstream events of differentiation are not
guided by a single transcription factor, discord between pieces of a cell’s differentiation
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program may set up energetic, mechanical or other imbalances that facilitate necrosis.
Necrosis in the worm has come to be defined by the vacuolar morphology seen in
degenerin mutants, but we do not know whether this morphology always requires
cathepsin activation. It would be interesting to know whether lin-26(lf)-mediated necrosis
requires calcium or cathepsins.
Chelur et al. observed vacuolated, necrotic morphology after reconstituting
human caspase-3 activity in body wall muscle using the strong hsp-16.2 promoter. In
contrast, this system caused the more classical, refractile morphology in other cells216.
Whether the muscle vacuolations resulted from cathepsin activation is unknown.
Regardless, the phenomenon supports the notion that apoptosis is not simply wholesale
caspase-mediated digestion of the cell, but rather a precise sequence of events, with celltype-specific idiosyncrasies, that can been overwhelmed by excessive caspase activity.
Additionally, other forms of necrosis, secondary to some catastrophic cellular disruption
distinct from cathepsin-mediated destruction, may not result in a vacuolated morphology.
One such example might occur in unc-83 and unc-84 mutants, where the nuclei of
the P epithelial blast cells fail to migrate ventrally along with the rest of the cell body,
causing the cell to die in a ced-3-independent manner217,218. This death is not classically
necrotic, in that the corpse morphology is refractile rather than vacuolated. unc-83 and
unc-84 encode KASH and SUN domain proteins, respectively, that anchor the nucleus to
the cytoskeleton219. Alone, the absence of unc-84 does not kill, since double mutants of
unc-84 with genes that block all aspects of P cell migration do not cause death217.
Conversely, the failure of nuclear migration itself is not lethal in all cases, since, in unc83 mutants, other nuclei fail to migrate correctly without entraining cell death218.
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It is not immediately clear, then, what kills the P cells in these mutants. Neurons
span much greater distances between their distal appendages and their somata but employ
special adaptations to bridge this distance efficiently; perhaps the mutant P cells die
because they do not harbor these mechanisms. Alternatively, the particular location of the
P cells might expose them to mechanical stress that a cell so stretched is unable to
sustain. Supporting the latter hypothesis is the observation of large cellular fragments
disconnected from the nuclear position. By analogy with the requirement for cathepsins
in necrosis, the question of whether this death requires any action of the part of the P cells
remains open. In other words, is it possible to interrupt the death without restoring proper
nuclear migration, or are the two inherently linked? Here, a simple forward mutagenic
screen might uncover yet additional death mechanisms.

1.4 Linker cell death: a non-apoptotic programmed cell death in C. elegans
At least one cell in the worm dies by a mechanism that does not appear to require any
known cell death gene. The male worm’s linker cell is born at the beginning of the
second larval stage, L2, near the middle of the animal. Over the course of the next 36
hours, the linker cell migrates along a stereotyped path, leading the developing male
gonad behind it, thereby inducing the gonad to adopt the proper, reflexed morphology
(Figure 2). Upon reaching the cloaca at the middle of the fourth larval stage, the linker
cell dies, and its corpse is engulfed by one or both of two occasionally fused rectal
epithelial cells, the Ul/r.p cells (Figure 3)220. The death and clearance of the linker cell is
usually complete just prior to the animal’s final molt from the fourth and last larval stage
(L4) into adulthood. This cell death is thought to be necessary to fuse lumen of the vas
deferens, a channel connecting the gonad’s sperm maturation compartments to more
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distal structures, with the cloaca, the worm’s excretory orifice, thereby enabling sperm
exit and male fertility220.

*"
*"

LC"

Figure 2: Wild-type young adult male showing linker cell migration path and
gonad morphology. The linker cell is born at the beginning of the L2 stage near
the middle of the animal (green circle, LC), and then migrates along a stereotyped
path (dashed green arrow), leading the developing male gonad (blue outlines)
behind it. At the end of the L4 stage, the linker cell dies (red asterisk) near the
cloaca. Figure adapted from Wormatlas, 2009.

Although C. elegans males comprise only about 0.1% of a healthy wild-type
population221, male mating provides clear fitness benefits to stressed populations222.
Furthermore, other closely related nematodes are gonochoristic223, a sexual strategy
where males are absolutely required for the propagation of the species. Thus, the death of
the linker cell, which gates rhabditid male fertility, is likely under strong selective
pressure.
The death of the linker cell is remarkable for several reasons. Unlike most cell
deaths in C. elegans, which occur in young (~30 min), undifferentiated cells, the linker
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cell dies after a long life spent performing a defined, differentiated function. Ellis and
Horvitz, in their initial characterization of ced-3 mutants, found that the linker cell died
efficiently in ced-3 mutants16. Abraham et al. confirmed and extended this finding,
showing that the death of the linker was not blocked by any alleles that normally block
apoptosis, and additionally did not require known engulfment genes or proteases involved
in the worm necrotic processes discussed previously224. Denning et al. confirmed the
caspase-independent nature of linker cell death by finding no surviving linker cells in
quadruple caspase csp-3; csp-1; csp-2 ced-3 mutant males36. Sulston initially described
the death of the linker cell as a “murder”, suggesting that its execution is carried out by
U.l/rp rectal epithelial cells, which also abut the terminal vas deferens13,220. However,
Abraham et al. disproved the “murder” hypothesis, at least by the Ul/r.p cells, as ablating
their grandmother cell did not cause the linker cell to survive224.
In addition to being genetically non-apoptotic, the death of the linker is
morphologically distinct. In contrast to the condensed chromatin, persistently (until late)
spherical nucleus, delaminating nuclear envelope, and compacted cytoplasm seen in
apoptosis, linker cell corpses maintain an open chromatin, with a mostly tight adherence
between nuclear envelope leaflets, while the contour of the envelope progressively
crenellates, as in degenerative death (Figure 4). Additionally, early mitochondrial and
possibly endoplasmic reticulum (ER) swelling can be observed, as well as large,
membrane-bound vesicles containing what may be organellar remnants. Occasionally,
large vesicles appear in or near the linker cell, reminiscent of the vesiculated appearance
of necrotic cells, although the death does not require calpains or cathepsins224.
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Figure 3: Progression of linker cell death in a late L4 male. A. Late L4 male
with an engulfed linker cell. B-D. Closer view of linker cell death and
engulfment over time. Note that in B, although the linker cell appears generally
healthy, the nucleus envelope harbors a notch on its ventral aspect (black
arrow), indicating that the death process has likely begun. Left column, DIC and
GFP overlay. Right column, lin-48p::GFP, marking the engulfing U.l/rp cells.
Figure adapted from Wormatlas, 2009.
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Figure 4: Linker cell death is morphologically non-apoptotic. Electron
micrographs adapted from Abraham et al. (2007)224. Salient contrasting features
are indicated.
How is linker cell death initiated? Abraham et al. found that the death requires the
heterochronic genes let-7 and lin-29224. Heterochronic genes function to ensure that
developmental processes occur at the right time in the worm, and a variety of
heterochronic mutations have been isolated in which certain events happen too early, too
late, not at all, or repeatedly instead of once225. As lin-29 controls many events occurring
at the transition to adulthood226, its involvement in linker cell death is consistent with a
temporal signal being required to specify the death of the linker cell. Harris et al.
extended these findings by showing that it is specifically a function of LIN-29 dependent
on its cofactor MAB-10, which interacts with the C-terminus of LIN-29, that controls
linker cell death227. However, both LIN-29 and MAB-10 are present in the nucleus of the
linker cell during its migration, at least as early as the L3 stage. Further, lin-41, which
negatively regulates lin-29 and is in turn antagonized by let-7228, has no effect on linker
cell death224. In contrast, for events, such as seam cell division, in which lin-29 is

40

instructive, lin-41(lf) causes precocious expression of developmental fates228. Thus, LIN29 may act permissively or redundantly for linker cell death.
While the linker cell is but one cell in the male worm, several pieces of evidence
suggest that the molecular mechanisms behind linker cell death may be conserved.
Interestingly, the morphology of linker cell death is reminiscent of the peripherally
deprived chick ciliary ganglion neurons observed by Pilar and Landmesser, suggesting
that linker cell death167. Furthermore, these morphological features have also been
observed in dying neurons of patients with poly-glutamine expansion diseases, such as
Huntington’s or some spinocerebellar ataxias, as well as in mouse models for those
disease229.
In a genome-wide RNAi screen for linker cell death regulators, Blum et al. found
that the gene pqn-41, which encodes a protein containing N-terminal coiled-coils and a
C-terminal polyglutamine region, the conserved mitogen activated protein kinase kinase
(MAPKK) SEK-1, and its adapter TIR-1 may function together to promote linker cell
death229. The morphological parallels with polyglutamine diseases are striking in light of
the involvement of PQN-41, itself a poly-glutamine protein. However, pqn-41 is not
required for other cell deaths, nor can ectopic expression of the rescuing PQN-41C
isoform precociously kill the linker cell or other cells. Thus, pqn-41 cannot be the ced-3like executioner of the linker cell. Nonetheless, it is possible that human
neurodegenerative polyglutamine proteins cause disease by reactivating a cryptic linkercell-death-like program. Additionally, the occasional appearance of vacuoles in wild-type
linker cell death suggests that linker cell death may share some downstream events with
necrosis, although upstream initiating events are different.
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Finally, the TIR-1 homolog SARM1 has been implicated in the Wallerian
degeneration of severed axons in both flies and mammals230, a caspase-independent
process which may involve SEK-1 in a MAPK cascade186. Intriguingly, SARM1 gain-offunction mutations can also induce non-apoptotic neuronal death231. Thus, the study of
linker cell death may yield insights into both normal human development as well as
several types of pathology. However, little is known about how linker cell death is
initiated or executed.

1.5 Methodological primer on the study of linker cell death
The linker cell dies at a very specific time and place in the worm. Therefore, to
reproducibly score linker cell death, we utilize a two-step synchronization process. First,
we collect a population of worms where numerous eggs are present, either laid on the
plate or within gravid hermaphrodites, and treat that population with an alkaline bleach
solution that kills larvae and adults but leaves embryos intact. Then, we let these embryos
hatch overnight in sterile M9 salts buffer. Because no source of food is present in this
medium, newly hatched larvae arrest their development in the early L1 stage, and a
synchronized population is obtained. Once released on an E. coli lawn, these animals
resume their development approximately synchronously. However, two days later, by the
L4 stage, synchronized animals are no longer at precisely the same developmental stage.
Therefore, we pick late L4-larval-stage males, as identified by their retracted tail tip and
developing adult rays visible under the still-unshed L4 cuticle (Figure 5D), to a new
plate, and wait for exactly two hours before mounting the animals on a microscope slide
for scoring under DIC and widefield fluorescence. Because animals exibit the
morphological criteria we use to define the very late L4 stage for a maximum of two
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Morphogenesis of the C. elegans Male Tail Tip

hours, at the time of scoring, all males are newly molted adults at most 2 hours old
(Figure 5E). The strains we use all contain a cytoplasmic marker for the linker cell driven
either by a mig-24 or a lag-2 promoter fragment, allowing us to quickly identify the
linker cell and assess its shape.
87

Morphogenesis of the C. elegans Male Tail Tip

Figure 5: Morphological changes in the male tail at the L4-adult molt. A.
Early L4 stage. B-D. Progression of adult tail tip morphogenesis in mid-late L4.
E. Adult tail tip. To score linker cell death, animals are picked as in (D) and
scored two hours later, as (E). Compare tail morphology in (D) with Figure 3A.
Figure 3A, where linker cell is already dying and engulfed, is earlier than (D).
Images from Nguyen et al.232.

We use a strictly binary scoring system. To score a linker cell as surviving, we

FIG. 1. Male tail morphogenesis in two species (anterior at left, lateral views, except ventral views in F and
male from late L3 (A) through L4 morphogenesis (B–D) to adulthood (E, F). (B) The arrow marks the extracell
anteriorward retraction of the tail tip. (E) Side view of the “peloderan” adult male tail with rays (num
hermaphrodite retains the pointed shape of the larval tail. Failure in tail tip retraction during male morphog
also results in a leptoderan adult tail (arrows in K and L). In O. myriophila, fluid still accumulates in th
leptoderan tail tip is maintained (J). (M) Adult hermaphrodite of O. myriophila.

use a strict set of criteria, all of which must be met. A linker cell is counted as surviving
if it is not rounded, does not have any large cytoplasmic blebs, and has not appreciably

Copyright © 1999 by Academic Press. All rights of reproduction in any form reserved.

shrunk its volume, as assessed by a cytoplasmic fluorescent protein; and if its nuclear
envelope is still round and contains a prominent nucleolus, as assessed by DIC. Other
cells containing any of the defects outlined here are counted as dead or dying. Almost all
FIG. 1. Male tail morphogenesis in two species (anterior at left, lateral views, except ventral views in F and L). (A–F) Wild-type C. elegans
male from late L3 (A) through L4 morphogenesis (B–D) to adulthood (E, F). (B) The arrow marks the extracellular space left in the wake of
anteriorward retraction of the tail tip. (E) Side view of the “peloderan” adult male tail with rays (numbered). (G) The C. elegans
hermaphrodite retains the pointed shape of the larval tail. Failure in tail tip retraction during male morphogenesis in O. myriophila (H–J)
also results in a leptoderan adult tail (arrows in K and L). In O. myriophila, fluid still accumulates in the extracellular space while a
leptoderan tail tip is maintained (J). (M) Adult hermaphrodite of O. myriophila.

linker cells are dead in newly molted adults (Table 1), whereas various mutants have
Copyright © 1999 by Academic Press. All rights of reproduction in any form reserved.
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inappropriate linker survival in varying percentages of animals. To perform RNAi,
animals are fed dsRNA-expressing E. coli233 from the L1 stage onward to avoid possible
embryonic lethality or other early developmental defects.
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2 SET-16, an MLL-type histone methyltransferase, promotes
linker cell death
2.1 Preliminary studies on swd-2.2
I began my work studying the role of another hit from the genome-wide RNAi screen
conducted by Blum et al., swd-2.2. Importantly, the complex migration of the linker cell,
as well as the expression of the lag-2 marker gene, is unaffected by RNAi against swd2.2(RNAi) (Figure 7), suggesting that swd-2.2 controls death specifically, and not linker
cell fate generally. I confirmed that RNAi against swd-2.2 results in reproducible linker
cell survival, using two different RNAi clones, in an RNAi-sensitized rrf-3 background
(Table 1).
DIC$

GFP$

Figure 6: swd-2.2(RNAi) causes linker cell survival without other overt
defects in linker cell fate. Representative photomicrographs of an rrf-3(pk1426);
him-8(e1489); lag-2p::GFP animal fed set-16 RNAi. A 2-hour old adult male is
shown. Left: DIC channel. Right: GFP channel. Red arrow: linker cell. As shown,
lag-2p::GFP marks the linker cell.
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Table 1: A SET-16/MLL complex promotes linker cell death.
RNAi*
% LC survival†
Empty vector
4±2
swd-2.2
31 ± 5
swd-2.2 24h
16 ± 5
swd-2.2 (2) §
22 ± 5
swd-2.1
3±2

n‡
122
90
45
81
102

swd-2.2(RNAi) + mig-24p::Cbr. swd-2.2 (1)
+ mig-24p::Cbr. swd-2.2 (2)
+ mig-24p::Cbr. swd-2.2 (3)

84
97
68

7±3
8±3
9±3

set-16
49 ± 5
109
set-16 (2) §
50 ± 6
60
utx-1
140
18 ± 3
ash-2
17 ± 4
90
rbbp-5
10 ± 3
84
wdr-5
10 ± 3
109
pis-1
70
14 ± 4
set-2
2±2
55
hcf-1
0
48
dpy-30
69
3±2
cfp-1
5±3
56
Note: *All strains also contain the qIs56 reporter transgene to visualize the linker cell;
him-8(e1489) or him-5(e1490) to increase the incidence of males; and rrf-3(pk1426),
an RNAi-sensitizing mutation. All un-numbered clones from Ahringer library.
†

±SEM. ‡Number of animals scored. §swd-2.2 (2) and set-16 (2) clones constructed as

in methods.
Surviving cells persist until at least 24 hours past their usual time of death, suggesting
that swd-2.2 is able to fully block, rather than just slow, linker cell death. By fusing a 4kb upstream swd-2.2 promoter region to GFP, I found that swd-2.2 is expressed in all
cells in C. elegans, including the linker cell (Figure 7).
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swd$2.2pro::GFP((

Figure 7: swd-2.2 is expressed in the linker cell. unc-119; him-8 animals
harboring a 4-kb swd-2.2p::GFP transgene were examined for GFP expression.
An L3 male is shown. Top: GFP channel. Bottom: DIC channel. Arrow: linker
cell.
To find out in which cell swd-2.2 might function, I needed to rescue the swd-2.2
phenotype in a cell-specific manner. Since swd-2.2 is essential in the worm, I could not
rescue a genetic mutant. Instead, I decided to rescue the RNAi phenotype using a cDNA
that encodes a nearly identical protein but which diverged significantly at the primary
nucleid acid sequence. I therefore cloned the cDNA for its homolog from a closely
related species, C. brenneri. This homolog is identical at the protein level to swd-2.2 but
only ~70% homologous at the nucleotide level, with, importantly for preventing RNAi,
no stretches of perfect homology longer than 20 nucleotides. Expressing this cDNA in the
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linker cell specifically using the mig-24 promoter234, I found that Cbr-swd-2.2 could
rescue the swd-2.2 RNAi phenotype in three independently isolated lines (Table 1),
strongly suggesting that swd-2.2 functions cell-autonomously to promote linker cell
death.

2.2 Background: swd-2.2 and histone methyltransferase complexes
swd-2.2 is predicted to encode an homolog of the yeast swd2p and the human Wdr82, a
family of highly conserved (>92% from yeast to humans) WD40-repeat-containing
nuclear proteins with two still unreconciled functions. I will describe these functions
primarily in the context of the yeast Saccharomyces cerevisiae literature and
nomenclature, as this is where much of the work on these two functions has been carried
out. In one function, the protein associates with a histone 3-lysine 4 (H3K4)
methyltransferase complex, called the COMPASS or Set1 complex (Set1C), for the
catalytic set1p subunit235,236. It is thought that swd2-like proteins recruit the Set1C to the
5’ end of active genes237 and promote the addition of a second and third methyl group to
the histone tail238, in a fashion which is dependent on swd-2’s own mono-ubiquitylation
at the conserved K68/69 residues239. In turn, this regulatory activity may be regulated in
trans by mono-ubiquitylation of H2B at lysine 123 by rad6/bre1240, aided by the Paf1
complex241. The H3K4 trimethyl mark is often present at the 5’ end of actively
transcribed genes242, and COMPASS has been implicated in global anti-silencing243, a
function which is not inconsistent with the open chromatin seen in dying linker cells. In
addition to swd2, the yeast COMPASS is made of 7 other polypeptides: set1, bre2, swd1,
swd3, spp1, shg1, and sdc1244, most of which have identified human homologs. Sdc1 is
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the homolog of dpy-30, first identified as part of the C. elegans dosage compensation
machinery245.
In yeast, only one catalytic H3K4 methyltransferase subunit, Set1, exists. In
higher eukaryotes, a second class of catalytic subunits has been described. The founding
member of this class, trithorax (trx), was isolated in Drosophila as a homeotically
transformed mutant more than 35 years ago246, and eventually found to encode a large
protein that occupies and activates the promoters of homeodomain genes such as
Antennapedia and Bithorax complex genes247-249. Compared to the relatively small Set1like methyltransferases, Trx-like proteins harbor a long N terminus with a number of
regulatory domains, in addition to their C-terminal catalytic SET domain. A C. elegans
trx homolog, set-16, was found by homology after the worm genome was sequenced, but
few specific functions have been ascribed to set-16. Where worms and flies each encode
one Trx-like gene, humans harbor 6, named MLL1-6 for the mixed lineage leukemias in
which they are often found translocated to transcriptional elongation factors250,251. Set1type and MLL-type complexes harbor similar, but distinct sets of accessory subunits 251.
Whereas Set1-like complexes are thought to control global levels of H3K4-trimethyl, in
flies and humans, Trx complexes are thought to regulate the transcription of a small
subset of developmentally important genes, such as Hox genes and Wnt target genes, to
ensure the tissue specificity of their expression252-254. This may also be the case in C.
elegans, where the Set1-like set-2 and the Ash2L-like ash-2 genes appear to be
responsible for most somatic and germline H3K4-trimethylation255.
Of the 8 yeast COMPASS subunits, only swd2 is essential for cell survival256,
plausibly because of its other described function, in the RNA cleavage and
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polyadenylation factor (CPF), which is involved in polyadenylating pre-mRNAs to form
the mature message. In yeast, the holocomplex is composed of many subunits assembled
into sub-complexes as defined by their co-elution under increasingly stringent
conditions257. Swd2p may be the subunit which holds the various subcomplexes
together258.

2.3 set-16 promote linker cell death cell-autonomously
Which swd-2.2-containing complex, then, promotes linker cell death? To answer this
question, I performed a targeted RNAi mini-screen for other subunits of both complexes.
Strikingly, RNAi against many H3K4 methyltransferase complex components (Table 1),
but not CPF components (Table 2), caused inappropriate linker cell survival.

Table 2: RNA cleavage and polyadenylation factor subunits are not
involved in linker cell death
RNAi*
% LC survival†
n‡
ztf-1
4±2
90
nrd-1
6±2
104
leo-1
6±2
100
cpf-2
0
82
pcf-11
2±2
52
nab-3
4±2
90
clpf-1
82
7±3
pap-1
2±2
51
Notes: *All RNAi performed in strain containing the qIs56 reporter
transgene to visualize the linker cell; him-8(e1489) to increase the
incidence of males; and rrf-3(pk1426), an RNAi-sensitizing mutation.
All clones from Ahringer library. †± SEM. ‡Number of animals scored.
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Of the catalytic H3K4 methyltransferase subunits, only set-16, and not set-2, appear to be
involved in linker cell death, interesting in light of the tissue-specific roles of MLL-type
complexes (Table 1). Furthermore, RNAi against utx-1, which encodes a UTX-type
H3K27 demethylase that can associate with MLL-type complexes, also resulted in linker
cell survival, as did RNAi against accessory subunit genes rbbp-5, wdr-5, ash-2, and pis1/PTIP also resulted in linker cell survival (Table 1). However, RNAi against pap-1, the
gene encoding the catalytic poly-A polymerase in the RNA CPF complex, induced no
significant linker cell survival, nor did RNAi against accessory subunits of that complex
(Table 2). Finally, I confirmed the role of set-16 in linker cell death using an additional
RNAi clone (Table 1). Therefore, an H3K4 methyltransferase complex containing SET16/MLL as its core catalytic subunit likely promotes linker cell death.
To assess whether set-16 could function in the linker cell, I created a strain in
which only the linker cell is competent to perform RNAi. The gene rde-1 encodes an
Argonaute protein acting at the most downstream step in the RNAi machinery, the
processing of target mRNAs. RNAi is abrogated in rde-1 mutants259, and set-16(RNAi) in
an rde-1 mutant causes no linker cell survival. I cloned the C. elegans rde-1 cDNA and
expressed it from the mig-24 promoter, creating a linker-cell-rescued rde-1 strain. In this
strain, presumably, dsRNA can be taken up from the gut and transferred between cells
through the SID-1 transporter260,261, but can create a functional, RDE-1-containing RNAinduced silencing complex (RISC) only in the linker cell (Figure 8A). In three lines of
this strain, set-16(RNAi) was again able to induce linker cell survival (Figure 8B),
showing that set-16 functions in the linker cell to promote death.
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Figure 8: set-16 functions in the linker cell to promote death. A. Schematic of
linker-cell-specific RNAi strain. him-8(e1489); rde-1(ne219) lag-2p::GFP
animals harboring an extrachromosomal array containing an mCherry-marked
mig-24p::rde-1 (3 lines) were fed set-16 RNAi. L3 males were selected for those
containing the array in the linker cell (or not) based on mCherry expression in the
linker cell. B. These animals were then scored for surviving linker cells 2 hours
after the L4/adult transition, as usual. Error bars, +/- SEM. Asterisk, p<.02, twotailed T test.
To examine the expression of set-16, I engineered a set-16-containing fosmid
genomic clone, placing GFP in frame at the set-16 C-terminus. This fosmid showed
ubiquitous nuclear expression of SET-16-GFP, including in the linker cell up to its death
(Figure 9), consistent with a role in death. Like swd-2.2(RNAi), set-16(RNAi) does not
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affect linker cell migration or expression of lag-2, suggesting that set-16 controls the
linker’s death specifically, and not its fate.
DIC$

SET(16::GFP$

Figure 9: set-16 is expressed in the linker cell. L4 male harboring a fosmid
with GFP engineered in frame with the start codon of the set-16 genomic locus
were examined for GFP expression. Left: DIC channel. Right: GFP channel.
White arrow: Linker cell nucleus.

2.4 SET-16 complex: conclusions
Together, my results point to an MLL-type H3K4 methyltransferase complex,
centered around the catalytic subunit SET-16, acting cell-autonomously to promote linker
cell death. How might set-16 function to promote linker cell death? Jennifer ZuckermanMalin in our lab has studied the role of another gene identified in the genome-wide RNAi
screen for linker cell death regulators, the E2 ubiquitin ligase gene let-70. Jennifer found
that let-70, as well as other genes encoding members of the ubiquitination and
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proteasomal machinery, including ubq-1/ubiquitin itself, are transcriptionally induced
shortly before linker cell death. Further, she showed that set-16 is required for the
expression of let-70 and ubq-1 (Malin et al., unpublished results). Thus, SET-16 H3K4
methyltransferase activity may be required at the promoters of these genes, or of genes
controlling them, for efficient expression at the time of linker cell death.
MLL complexes are recruited to promoters through a variety of mechanisms. In
mammals, MLL complexes may bind directly to DNA-binding transcription factors,
constitutively or upon their modification. In one case, the coactivator Carm1 must
methylate an arginine residue on the DNA-binding transcription factor Pax7 to recruit
MLL262. In another example, a long non-coding RNA, HOTTIP, recruits MLL to the
HoxA locus263. In yet other instances, MLL, through a number of its N-terminal domains,
can directly bind pre-existing histone modifications. Thus, SET-16 could be recruited to
the promoters of let-70 or other target genes through a number of mechanisms.
The study of set-16’s role in linker cell death is hampered by methodological
obstacles. The set-16 deletion mutants I examined, gk438 and gk445, are unconditionally
embryonic lethal. I could rescue these with my GFP-engineered set-16 reporter fosmids,
but to rescue these lines necessarily transmitted very well and the identification of mosaic
animals in sufficient numbers to assess cell-autonomy was extremely laborious, and,
ultimately, unsuccessful. Nonetheless, the strategy of expressing tagged SET-16 in a cellautonomous manner could conceivably be used for cell-specific chromatin
immunoprecipitation followed by high throughput sequencing (ChIP-seq) in order to
identify relevant SET-16 targets.
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3 Two Wnt pathways exert opposing control over linker cell
death
To discover additional regulators of linker cell death, I returned to the observation that
lesions of the gene him-4, which encodes the secreted immunoglobulin superfamily
member hemicentin, prevent posterior migration of the linker cell and also result in lowlevel (~17%) survival of the linker cell224. Initially, this result was taken as evidence that
linker cell death is largely determined cell-autonomously224. However, this result could
also suggest that the position of the cell within the animal might dictate the fidelity of cell
death execution. To determine whether spatial cues promote linker cell death, I
considered the possibility that secreted ligands of the Wnt pathway, which are expressed
in restricted domains in the animal264, contribute to linker cell death.

3.1 Introduction to Wnt signaling
The first Wnt gene was cloned by Nusse and Varmus from mouse breast tumors infected
with the oncoretrovirus mouse mammary tumor virus (MMTV). They found that many
independent tumors harbored proviral insertions near a common gene, which they named
Int1265. Because the provirus was not always integrated in the same precise site near the
gene, and because Int1 was highly expressed in these tumors, Nusse and Varmus
speculated that the presence of the provirus near the gene depressed the Int1 protooncogene265. Nusse and colleagues later found that Int1 was the mouse homolog of the
fly gene wingless266. This gene had been isolated as a homeotically transformed mutant267
with seemingly non-autonomous function, as growth of relatively normal tissue could be
restored to the defective wingless imaginal discs by juxtaposition with wild-type tissue268.

55

Nüsslein-Volhard and Wieschaus further showed that wingless mutant larvae exhibit
segmental polarity defects, deleting the posterior aspects of larval segments and
implicating the gene as a broad developmental regulator.
Correspondingly, Nusse and colleages found that both Int1 and wingless
transcripts encode N-terminal signal sequences, and presciently postulated that the
Wingless and Int1 protein products act as secreted glycoprotein growth factors or
differentiation factors266. Soon thereafter, a similar role for Int1 in patterning was shown
in verterbrates. In Xenopus laevis, overexpression of Int1 led to duplication of the
posterior axis269, and in mouse, in the first use of homologous recombination to create
targeted mutant lines, Int1 was shown to be involved in cerebellar formation270. In mice,
several Int1-like genes were identified, and the class was renamed Wnt271. In fact, Wnt
genes appear to be involved in antero-posterior axis specification, or antero-posterior
specifications in sub-domains (e.g., the cerebellum is a posterior segment of the
vertebrate brain) in most if not all animals, and may therefore have been one of the
signaling pathways that allowed the emergence of multicellular animals272.
Clues to how Wnt/Wingless signaling functions in its target cells emerged from
the study of phenotypically similar Drosophila mutants273 as well as from studies of
human cancers. Interestingly, while wingless appeared to function cell-non-autonomously
in Drosophila, the gene mutated in armadillo, which also exhibits segment polarity
defects, was found to function cell-autonomously274. Subsequently, further work from
Wieschaus and colleagues showed that Armadillo is post-transcriptionally regulated by a
number of other segment polarity genes, including wingless, porcupine and disheveled275
and to function in the same genetic pathway276. In particular, Wingless was shown, as
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expected, to be a secreted protein that could act in a soluble, extracellular form277,
whereas Armadillo is surprisingly similar to cytoskeletal proteins involved in cell-cell
adhesion278,279, but acts in a manner that is distinct from cell adhesion to promote cell fate
changes280. The identity of the Wnt receptor remained elusive for a number of years until
work from Nusse and colleagues showed that the frizzled gene, previously shown to
encode a 7-pass transmembrane protein281 involved in setting tissue polarity throughout
the adult fly cuticle282 and acting in the, could transmit the Wg signal to Armadillo283 and
required the function of the gene disheveled284. Interestingly, early evidence showed that
Frizzleds did not necessarily act monomolecular receptors but as complexes, with other
Frizzled molecules285,286 and/or low-density-lipoprotein receptor-related proteins
(LRPs)287,288.
Crucial additional insights into Wnt signaling began, as did the identification of
Wnts themselves, with human cancer biology. In 1991, two groups reported the
molecular cloning of the gene mutated in a familial form of colon cancer, familial
adenomatous polyposis coli, in which patients develop innumerable polyps in the colon at
a young age, some of which inevitably transform into cancer. In these families, the gene,
APC, was found to harbor predicted loss-of-function mutations289,290. Amazingly, two
years later, the APC protein product was shown to physically associate with the
Armadillo homolog ß-catenin291,292, and to regulate its abundance in vivo along with
glycogen synthase kinase 3ß (GSK3ß)293,294 and Axin295-297. The role of ß-catenin as the
bona fide transducer of Wnt signaling in vertebrates awaited the demonstration that ßcatenin bound TCF/Lef family transcription factors in Xenopus298,299 and that a complex
of these two proteins could translocate to the nucleus to activate a transcriptional program
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that phenocopied the posterior axis duplication found in the early Int1 overexpression
experiments. Interestingly, TCF/Lef factors were first identified as transcription factors
necessary for the expression of T cell receptor α chains300, suggesting that Wnts could be
active in a number of cellular contexts beyond early development. These results were
then recapitulated in Drosophila, providing the conclusive evidence that Armadillo and
ß-catenin function as transcriptional coactivators of TCF/Lef in response to Wnt
signalling301,302.
Based on these pioneering studies and subsequent confirmatory studies, a
canonical Wnt signaling pathway could be proposed (Figure 10). In the absence of Wnt
ligand, a complex of Axin, APC, GSK3ß, and casein kinase303 phosphorylate ß-catenin,
leading to its ubiquitination and degradation by the proteasome304-307. Upon ligation by
Wnts, Frizzled receptors recruit Dishevelled. Through still incompletely understood
mechanisms, this event leads to the inhibition of the ß-catenin phosphorylation complex,
the resulting cytoplasmic accumulation of ß-catenin, and its nuclear translocation,
displacement of Groucho transcriptional repressors308, and transactivation of TCF/Lef
transcription factors309.

58

stage of B-cell development
in the bone marrow that are
characterized by complete
immunoglobulin heavy-chain
rearrangement in the absence
of immunoglobulin light-chain
rearrangement. They express
the pre-B-cell receptor, and
are phenotypically CD19+
cytoplasmic IgM+ or are
sometimes defined as
B220+CD43–cell-surface IgM–
(by the Hardy classification).

a

DOUBLE-NEGATIVE SUBSETS

(DN subsets). The most
immature thymocytes lack
expression of the co-receptors
CD4 and CD8, and are
referred to as DN cells. This
compartment can be further
subdivided on the basis of
CD25 and CD44 expression
into four subpopulations:
DN1 (CD25–CD44+),
DN2 (CD25+CD44+),
DN3 (CD25+CD44–) and
DN4 (CD25–CD44–).

b

CRD

Plasma
membrane
LRP5
or LRP6

LRP5
or LRP6

?

?
CK1 or CK2

P

DVL
P

GSK3β
AXIN

GSK3β

CK1

APC

AXIN

P

APC

β-Catenin

(ISP population). Cells at
a stage of thymocyte
differentiation that occurs
between CD4–CD8– doublenegative cells and CD4+CD8+
double-positive cells. They
are characterized by rapid
proliferation and,
phenotypically, by the presence
of either CD8 (mouse) or CD4
(human), with low levels of
CD3 expression (in contrast to
the more mature single-positive
cells, which are CD3hi).

P

Ub
Ub
Ub

P
β-Catenin β-TRCP
P

β-Catenin

Proteasome

β-Catenin
fragments

PLANAR-CELL POLARITY

Specialized intercellular
junctions of the plasma
membrane, in which the
cadherin molecules at the
surface of adjacent cells interact
in a Ca2+-dependent manner.
Actin filaments are linked to
these cadherin structures
through catenins that are located
underneath the junctions.

Frizzled

DVL

POPULATION

ADHERENS JUNCTIONS

WNT

Frizzled

IMMATURE SINGLE-POSITIVE

A morphogenic process in
Drosophila melanogaster that
orients parallel arrays so that
the plane of the epithelium is
perpendicular to the apical–basal
axis. A homologous process
occurs in vertebrates during
gastrulation and is sometimes
called convergent extension.
WNT signalling through JNKs
(JUN amino-terminal kinases)
is thought to transduce the
planar-cell polarity signal.

of β-catenin and its physical binding to and activation
of TCF and/or LEF transcription factors (FIG. 2). So,
how does this occur? β-catenin is the vertebrate orthologue of the D. melanogaster protein armadillo and the
key mediator of the canonical WNT pathway (FIG. 1).
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plex : first, the well-defined canonical WNT pathway,
with β-catenin and proteins of the T-cell factor
(TCF)/lymphocyte-enhancer-binding factor (LEF)
family as important components (FIG. 1); second, a partially understood pathway that involves calcium ions;
and third, the ‘PLANAR-CELL POLARITY pathway’. We confine
our discussion to the canonical WNT pathway because
most studies of haematopoietic systems have been
restricted to this pathway.
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Figure 1 | Overview of the WNT-signalling pathway. a | In the absence of WNT, β-catenin associates with a multiprotein
destruction complex that minimally consists of the tumour-suppressor gene products AXIN (axis inhibitor) and APC (adenomatous
polyposis coli) and the serine/threonine kinases CK1 (casein kinase 1) and GSK3β (glycogen-synthase kinase 3β). β-Catenin is
phosphorylated by CK1 and GSK3β. This phosphorylation leads to recognition by β-TRCP (β-transducin-repeat-containing protein),
leading to the ubiquitylation of β-catenin and its degradation by the proteasome. Members of the TCF (T-cell factor)/LEF (lymphocyteenhancer-binding factor) family are bound in the nucleus by repressors that belong to the GRG (groucho-related gene) family and are
therefore inactive. b | WNT proteins bind their receptors, frizzled proteins, through the cysteine-rich domain (CRD) of the receptor, and
they also bind a co-receptor, which can be LRP5 (low-density-lipoprotein-receptor-related protein 5) or LRP6. The binding of WNT
proteins to frizzled proteins and LRP results in the inactivation of GSK3β by dishevelled (DVL; the mammalian homologue of the
Drosophila melanogaster protein DSH). β-Catenin (most probably in its dephosphorylated form) migrates to the nucleus, where it
binds TCFs to activate target genes. The transcriptional activity of β-catenin depends on two additional nuclear proteins, pygopus
homologue (PYGO) and legless homologue (LGS).

Figure 10: Diagram of the canonical Wnt signaling pathway. A. In the absence
of WNT, β-catenin associates with a multiprotein destruction complex that
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(CK1), and GSK3β. β-catenin is phosphorylated by CK1 and GSK3β. This
phosphorylation leads to recognition by β-TRCP (β-transducin-repeat-containing
protein), leading to the ubiquitination of β-catenin and its degradation by the
proteasome. Members of the TCF (T-cell factor)/LEF (lymphocyte- enhancerbinding factor) family are bound in the nucleus by repressors that belong to the
GRG (groucho-related gene) family and are therefore inactive. B. WNT proteins
bind their receptors, Frizzled proteins, they also bind a co-receptor, LRP5 (lowdensity-lipoprotein-receptor-related protein 5) or LRP6. The binding of WNT
proteins to Frizzled and LRP results in the inactivation of GSK3β by Dishevelled
(DVL). β-Catenin migrates to the nucleus, where it binds TCFs to activate target
genes. (Figure and legend adapted from Staal and Clever, 2005310).
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In addition to this canonical Wnt pathway, a number of non-canonical variations
have been uncovered in worms, flies, and vertebrates. While the seven-pass Frizzled
proteins were the first type of Wnt receptor to be identified, at least two more types have
since been uncovered, each single-pass tyrosine-kinase-type receptors. Derailed is
required in Drosophila for proper axon guidance of a subset of interneurons311. However,
Derailed does not require kinase activity in vivo312. Instead, remarkably, Derailed could
bind and respond to Wnt ligands, both in flies312, worms313, and mammals314. Ryk could
signal through Dishevelled and TCF and bind to Frizzled proteins314 in some instances,
but act independently of canonical Wnt signaling in others315, suggesting that whether
Ryk/Derailed acts as a Frizzled co-receptor or as a sole receptor may depend on the
cellular context.
A third type of Wnt receptor, the ROR-type tyrosine-kinase-like proteins, was
found in a screen for genes involved in axial patterning in Xenopus316. In this study,
Xror2 was found to functionally and physically interact with Wnts, again with kinase
activity being dispensable. Interestingly, the C. elegans ROR protein, CAM-1, functions
in a variety of Wnt-dependent contexts, some of which require a functional kinase
domain and some of which do not317. In some cases, ROR proteins function to antagonize
canonical Wnt signaling318,319, whereas in others they appear to function independently of
canonical signaling, acting instead through Jun-N-terminal kinases (JNK)320 or other
mechanisms321.
The myriad modalities of Wnt signaling frustrate any attempt to concisely present
a comprehensive view of this pathway. However, this complexity also testifies to the
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pathway’s centrality in much of animal biology. Several Wnts exist in every organism
where they have been found, and Wnts appear to have the ability to be modified and
secreted in different ways. Furthermore, secreted Wnt agonists, such R-spondins322,323,
which act through their own set of LGR4/5/6 receptors324 can potentiate Wnt signaling or
signal to receptive Wnt components on their own. Several types of secreted Wnt
antagonists exist. Secreted frizzled-related peptides325,326 and WIF1327 directly sequester
unbound Wnts, whereas Dickkopfs328, which inhibit the LRP5/6 coreceptors329,330 either
directly331 or through their own Kremen receptors332, refine the organism’s Wnt
responses. Similarly, as we have seen, at least three classes of Wnt receptors exist, with,
in vertebrates, several Frizzled and several RORs. Each of these receptors appears to
have different affinity for different Wnts333 and can interact with other receptors in
various combinations. Downstream of Wnts, signaling can happen canonically through βcatenin or through a number of transcriptional or non-transcriptional β-cateninindependent pathways, with cross-talk possible between these pathways and with
additional modes of regulation possible within pathways. Complexity exists at every level
of Wnt signaling, and every level appears to have the ability to interact with in any
number of ways with the levels above and below it.
In fact, while Wnt signaling was first studied in the context of developmental
patterning and cancer biology, Wnts are now known the play roles in a number of facets
of biology, including, importantly, the regulation of stem cell maintenance and
production of cells for homeostasis and repair in many tissues334. This latter aspect, of
course, is likely responsible for the involvement of Wnt signaling in many types of
cancer335.
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Given the role of Wnts in axial patterning in many organisms, it is not surprising
that in C. elegans as well, Wnts promote antero-posterior fate events in a number of
contexts. For example, at the embryonic four-cell stage, the EMS blastomere divides into
the anterior MS cell and the posterior E cell, and the orientation of this division is
dependent on the P2 blastomere’s posterior location relative to EMS336. If P2 is removed
entirely, two anterior MS cells are formed from EMS, and if P2 is moved anteriorly, the
anterior EMS daughter becomes E and the posterior daughter becomes MS336. Thorpe et
al. showed that P2 is a source of the Wnt MOM-2, which in the unperturbed embryo
therefore acts on the EMS cell to posteriorize the surface it contacts337. In addition to
mom-2, the worm genome encodes four more Wnt genes: lin-44, egl-20, cwn-1 and cwn2. In larvae, although Wnts can promote asymmetric cell divisions in a number of planes,
the five C. elegans Wnts are mostly expressed in the posterior of the animal; indeed, the
anterior of the animal expresses a secreted Wnt antagonist, the secreted frizzled-related
peptide SFRP-1338. egl-20 promotes the posterior migration of the Q neuroblasts339 and
refines the polarity of posterior vulval precursor cells321, while lin-44 promotes the proper
antero-posterior orientation of a number of rectal blast cell divisions340.
The worm genome encodes homologues of most of the canonical Wnt pathway
components, and studies have shown that these worm proteins can act largely in the same
way as in flies and vertebrates. In addition to its five Wnt genes, the worm harbors four
Frizzled homologues, MIG-1, LIN-17, MOM-5 and CFZ-2; one ROR, CAM-1; one
Ryk/Derailed, LIN-18; three Dishevelleds, MIG-5, DSH-1 and DSH-2; two Axins, PRY1 and AXL-1; the APC-like APR-1; the GSK3ß GSK-3; and a single TCF-like protein,
POP-1.
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Interestingly, whereas vertebrates harbor one β-catenin, C. elegans has four. The
worm reserves one β-catenin, HMP-2, for cell-adhesion341. The remaining three, BAR-1,
WRM-1, and SYS-1, function in Wnt signaling but exhibit distinct modes of regulation.
Nonetheless, all four β-catenins can to some extent functionally substitute for the
others342,343. Canonical Wnt signaling in C. elegans can function through essentially any
Wnt and any Frizzled receptor, but converges on one β-catenin, BAR-1. BAR-1
associates with POP-1, and the complex activates transcription341,344,345, much as in flies
and vertebrates. In contrast, when allowed to accumulate upon Wnt binding to Frizzled
receptors, the β-catenin WRM-1 acts a scaffold that facilitates Nemo-like-kinase LIT-1’s
phosphorylation of POP-1, causing POP-1 to be exported from the nucleus and relieving
repression of POP-1-bound promoters346-348. Finally, the divergent β-catenin SYS-1 acts
as a limiting co-factor for POP-1, such that the ratio of SYS-1 to POP-1 directs
transcriptional output343,349, a mechanism exploited in the worm to specify asymmetric
cell divisions.

3.2 A canonical EGL-20/Wnt signal promotes linker cell death
To determine whether Wnt signaling is involved in linker cell death, I examined
animals carrying lesions in each of the five C. elegans Wnt genes. In egl-20/Wnt mutants,
the linker cell survives inappropriately (Table 3), and surviving cells are not engulfed
(Figure 11). Importantly, migration of the cell and expression of reporter genes within it
are unaffected in egl-20 mutants (Figure 12A), suggesting a specific function in linker
cell death control. A previous study reported that cells surrounding the cloaca of the
hermaphrodite, the site at which the linker cell dies in the male, express EGL-20339. I
demonstrated that these epithelial cells, including the U.l/rp cells that engulf the linker
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cell, but not the linker cell, express EGL-20 in males at the time of linker cell death
(Figure 12B).
To determine whether EGL-20 promotes linker cell death in the context of Wnt
signaling, I examined mutants defective in other pathway components (Figure 12; Table
3). I found that animals carrying mutations in the mig-14/Wntless gene, which is required
for Wnt secretion350, also exhibit surviving linker cells at the cloaca (Table 3). Similarly,
mig-5/Dishevelled and bar-1/β-catenin mutants, as well as lin-17/Frizzled; mom5/Frizzled double mutants, exhibit linker cell survival without defects in migration or
reporter expression (Table 1). Other Wnt mutants or mutant combinations I examined do
not block linker cell death (Table 4, Table 5). The kinase GSK3β functions to curtail
Wnt signaling by promoting degradation of β-catenin351-353. I found that a gsk-3 mutation
restores linker cell death to egl-20 mutants (Table 3). Furthermore, a heat-shockinducible promoter driving a cDNA encoding a stabilized, N-terminally-truncated BAR1/β-catenin protein (hsp-16.2::ΔN-BAR-1), displays heat-shock-dependent restoration of
linker cell death not only to bar-1/β-catenin mutants, but also to mig-5/Dishevelled
mutants (Figure 12D, E). These genetic data support involvement of a canonical Wnt
pathway in promoting linker cell death.
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Table 3. An EGL-20/Wnt pathway promotes linker cell (LC) death.
Genotype*

% LC survival†

n‡

Wild type
egl-20(n585)
mig-14(ga62)
mig-5(rh147)
bar-1(ga80)
lin-17(n3091)
mom-5(RNAi)
lin-17(n3091); mom-5(RNAi)

1±1
58 ± 5
36 ± 5
38 ± 5
52 ± 5
0
1±1
37 ± 5

72
96
111
112
86
31
67
115

gsk-3(nr2047) §
gsk-3(nr2047); egl-20(n585)

3±2
18 ± 4

91
84

lin-29(n333)
lin-29(n333); egl-20(n585)
lin-29(n333); bar-1(ga80)

56 ± 6
90 ± 3
81 ± 3

75
79
123

pop-1(q624)
0
31
pop-1(hu9)
0
61
pop-1(q645)
15 ± 4
75
pop-1(RNAi); rrf-3(pk1426) ||
16 ± 4
109
pop-1(hu9); egl-20(n585)
45 ± 9
33
pop-1(RNAi); egl-20(n585)
49 ± 6
59
*
All strains also contain the qIs56 reporter transgene to visualize the
linker cell and him-5(e1490) to increase the incidence of males. Allele
numbers are in parentheses. †± SEM. ‡Number of animals scored. §gsk3(nr2047) allele is linked to an unc-101(sy216) allele. ||rrf-3(pk1426) is
an RNAi-sensitizing mutation.
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E!
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F!

Figure 11: Surviving linker cells in egl-20 mutants are not engulfed, but
dying ones are. A-C, 2-h-old egl-20(n585) adult male with a surviving linker
cell. D-F, 2-h-old egl-20(n585) adult male with a dying linker cell. A, D, DIC. B, E,
DIC/lag-2::GFP/lin-48::mCherry merge. C, F, lin-48::mCherry, marking the U.l/rp cells
(arrowheads). Note that in C, the U.l/rp cells abut the surviving linker cell without
surrounding it completely, whereas in D, the U.l/rp cells have entirely engulfed the linker
cell. White carets in A, B, D, E, linker cell. Scale bars, 10 µm.
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Figure 12: Antagonistic Wnt pathways control linker cell death. In (A-C), white
caret, linker cell; arrow, Ul/r.p cells; scale bars, 10 µm. (A) Young adult egl-20(n585)
male expressing a lag-2p::GFP reporter. (B) egl-20p::EGL-20-GFP expression in an L4
male. (C) bar-1p::GFP expression in an L4 male. (D) Linker cell survival in mig5(rh147) animals harboring indicated transgenes. *p<.002; **p<10-4; n>50 for each
condition. (E) bar-1(ga80) with and without hsp-16.2::ΔN-BAR-1 transgene were heat
shocked for 10 min at 34C at the indicated stage and scored as 0-2h adults. *p<10-4; n>60
for all conditions. (F) Electron micrograph of surviving linker cell in a bar-1(ga80) adult.
Representative section from 2 animals examined. Arrows, healthy mitochondria.
Arrowheads, healthy nuclear envelope. Carets, healthy endoplasmic reticulum. The
imperfectly smooth nuclear contour is an artifact of fixation and is apparent in other cells
from these same sections but not on DIC image of the animal prior to fixation. Scale bar,
1 µm. (G) Linker cell survival in egl-20(n585) and mig-1(e1787); egl-20(n585) animals
harboring a mig-24p::MIG-1 transgene. *p<.001. n>69 for each condition. (H) Model for
Wnt pathway interactions in linker cell death. Electron microscopy performed by Yun
Lu.
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bar-1/β-cat!

Table 4. Wnt pathway genes not affecting linker cell death
Genotype*

Human homolog

% LC survival†

n‡

cwn-1(ok546)
Wnt
3±2
91
cwn-2(ky756)
Wnt
0
67
mom-2(ne834)
Wnt
0
51
cwn-1(ok546); cwn-2(ky756)
Wnt
2±2
80
egl-20(n585) cwn-2(ok895)
Wnt
54 ± 6
63
cwn-1(ok546); egl-20(n585)
Wnt
MIG¶
cam-1(gm122)
Ror
7±3
73
lin-18(e620)
Ryk
6±3
80
egl-20(n585); lin-18(e620)
65 ± 5
112
§
mom-4(or39)
MAPKKK7
0
31
mom-4(ne1539)
MAPKKK7
3±2
74
sys-1(RNAi)
β-catenin
0
69
daf-16(mu86)
FOXO
1±1
60
daf-21(p673)
HSP90
0
48
*
All strains also contain the qIs56 reporter transgene to visualize the linker cell, except
for the mom-2(ne834) and daf-21(p673) strains which contained the nsIs64 transgene.
Allele numbers are in parentheses. †± SEM. ‡Number of animals scored. ¶This strain
had a severe migration defect which precluded accurate scoring of a survival
phenotype. §This strain also contained the unc-13(e1091) allele.

To determine whether receptive Wnt components function in the linker cell to
promote its demise, I examined their expression patterns. An 11-kb regulatory region
upstream of the bar-1/β-catenin gene fused to GFP354 is not expressed in cloacal cells or
in the trailing gonad, but is strongly expressed in the linker cell (Figure 12C). Likewise,
mig-5/Dishevelled::GFP and lin-17/Frizzled::GFP reporters are expressed in the linker
cell (Figure 13A-D). Consistent with these data, expression of a mig-5/Dishevelled
cDNA using a linker-cell-specific promoter restored cell death to mig-5 mutant males,
indicating a cell-autonomous role for this gene (Figure 12D).
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To examine when Wnt signaling is required for linker cell death, I expressed hsp16.2::ΔN-BAR-1 in bar-1/β-catenin mutants at different time points during larval
development, and assessed restoration of cell death. I found that expression as late as the
early L4 stage rescues inappropriate linker cell survival (Figure 12E), suggesting that
bar-1 controls linker cell death and not identity. Supporting a role for the Wnt pathway in
cell death initiation, surviving linker cells in bar-1/β-catenin mutants do not exhibit
ultrastructural features of dying linker cells (Figure 12F;224), unlike surviving cells in
pqn-41 or sek-1 mutants, in which organelle changes accompanying cell death initiation
are evident in electron micrographs229. Taken together, these data suggest that the linker
cell responds to an EGL-20/Wnt signal emanating from surrounding cells just prior to its
death, and does so using redundant activities of the receptors LIN-17 and MOM-5, and
the signal transduction components MIG-5/Dishevelled and BAR-1/β-catenin (Figure
12H).
While null alleles of egl-20/Wnt block linker cell death, they do so in only about
60% of animals (Table 3), suggesting that another cue likely participates in linker cell
death initiation. The linker cell dies at a specific place and time during C. elegans male
development, and previous studies showed that a developmental timing cue transduced
by the Zn-finger transcription factor LIN-29 partially controls linker cell death (Table 3;
224

). I found that in lin-29; egl-20/Wnt and lin-29; bar-1/β-catenin double mutants most

linker cells now survive inappropriately, suggesting that the LIN-29 timing cue and the
EGL-20/Wnt positional cue are the main regulators of linker cell death initiation (Table
3).
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Figure 13: Expression of receptive Wnt components in the linker cell. Shown
are typical L4 males harboring reporters for (A, B), mig-5; (C, D) lin-17. Top panels,
DIC. Bottom panels, GFP. (E) Expression of lin-44p::GFP reporter in an L4 male.
Intestinal expression is an artifact of the vector. (F) Expression of wrm-1p::GFP in an L4
male. White carets and dashed circles, linker cell. Scale bars, 10 µm.
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3.3 A LIN-44/Wnt pathway promotes linker cell survival
While testing genetic interactions between egl-20/Wnt mutants and other C. elegans Wnt
mutants, I found, surprisingly, that mutations in lin-44/Wnt strongly suppressed
inappropriate linker cell survival in egl-20 mutants (Table 5). These data suggest that two
opposing Wnt pathways control linker cell death: an EGL-20/Wnt pathway promotes, and
a LIN-44/Wnt pathway prevents cell death. To test this idea, I examined genetic
interactions between EGL-20/Wnt pathway components and other related genes. Linker
cell death is restored to egl-20/Wnt mutants by mutations in mig-1/Frizzled, cfz2/Frizzled, lit-1/NLK or wrm-1/β-catenin. lin-44/Wnt mutations also suppress
inappropriate linker cell survival in bar-1 mutants (Table 3, Table 5).
lin-44 is expressed in the C. elegans male tail (Figure 13E;355), consistent with a
role in linker cell death. wrm-1/β-catenin is expressed in the linker cell, as well as other
cells (Figure 13F). Furthermore, expression of a mig-1/Frizzled cDNA specifically in the
linker cell restores inappropriate linker cell survival to mig-1/Frizzled; egl-20/Wnt double
mutants (Figure 12G). These results therefore suggest that a tail-derived LIN-44/Wnt
signal impinges on the MIG-1/Frizzled and CFZ-2/Frizzled receptors. These receptors
function together in the linker cell, through lit-1/NLK and wrm-1/β-catenin, to promote
its survival (Figure 12H). While we were unable to score wrm-1; bar-1 double mutants,
as these have a fully penetrant block in linker cell migration (100%, n = many), our
results suggest that the EGL-20/Wnt pathway antagonizes the LIN-44/Wnt pathway at or
downstream of WRM-1/β-catenin.
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Table 5. A LIN-44/Wnt pathway protects against linker cell death
Genotype*

% LC survival†

n‡

lin-44(n1792)
lin-44(n1792); egl-20(n585)
lin-44(n1792); bar-1(ga80)

2±2
16 ± 5
18 ± 5

62
63
66

mig-1(e1787)
mig-1(e1787); egl-20(n585)

8±2
8±3

179
91

cfz-2(ok1201)
egl-20(n585); cfz-2(ok1201)

2±2
19 ± 5

45
52

wrm-1(ne1982) lit-1(t512)
6±3
66
§
lit-1(t512); egl-20(n585)
30 ± 4
113
wrm-1(ne1982); egl-20(n585)
19 ± 5
63
*
All strains also contain the qIs56 reporter transgene to visualize the
linker cell, except for cfz-2(ok1201)-containing strains, which contained
the nsIs65 transgene. Allele numbers are in parentheses. †± SEM.
‡

Number of animals scored. §lit-1(t512) allele used in this table is linked

to an unc-32(e189) allele.

Interestingly, while no Wnt gene appears to singly control migration, cwn-1; egl20 double mutants have a highly penetrant synthetic migration phenotype (Table 4),
suggesting that egl-20 is required, albeit redundantly, for linker cell migration. This egl20 synthetic migration phenotype is unique to cwn-1, as lin-44;egl-20 and egl-20 cwn-2
mutant linker cells migrate correctly (Table 4, Table 5). cwn-1 is expressed in a domain
just anterior to egl-20338, in the final segment of the linker cell’s migration, after its final
ventral turn. This greater redundancy in Wnt roles for migration is teleologically
satisfying; after all, the linker cell’s death is functionally and evolutionarily useless if it
does not happen at the correct place.
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Although lin-44/Wnt mutations suppress ectopic linker cell survival in egl20/Wnt and bar-1/β-catenin mutants, we found no significant suppression of lin-29, sek1, or pqn-41 lesions (Table 6). Thus, the antagonistic Wnt pathways we uncovered likely
act in parallel to these other components. Indeed, double mutants between the null alleles
of either egl-20 or bar-1 and other known linker cell death factors show dramatic
enhancement over each single mutant defect (Table 3, Table 6). Furthermore, expression
of neither ΔN-BAR-1/β-catenin in wild-type animals nor EGL-20/Wnt in lin-44/Wnt
mutants using a heat-induced promoter causes premature linker cell death or cell death
initiation in other cells, suggesting that linker cell death is likely under the control of
parallel, partially redundant inputs.

Table 6. Interactions of lin-44 and egl-20 with known linker cell
death components
Genotype*
% LC survival†
n‡
lin-29(n546)
63 ± 6
77
lin-44(n1792); lin-29(n546)
54 ± 7
52
sek-1(ag1)
lin-44(n1792); sek-1(ag1)

42 ± 5
38 ± 6

83
73

pqn-41(ns294)
lin-44(n1792); pqn-41(ns294)

21 ± 5
21 ± 4

63
125

egl-20(n585); sek-1(ag1)

84 ± 4

71

lin-44(n1792); hsf-1(sy441)

43 ± 6

*

76
All strains also contain the qIs56 reporter transgene to visualize the

linker cell. Allele numbers are in parentheses. †± SEM. ‡Number of
animals scored.
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3.4 pop-1/TCF does not appear to play a role in linker cell death
Unexpectedly, mutations in pop-1, the sole C. elegans homolog of the canonical Wnt
signaling transcription factor Tcf, cause no or weak defects in linker cell death (Table 3).
Similarly, while RNAi against pop-1/Tcf promotes highly penetrant defects in other
contexts in C. elegans356,357, only low-level linker cell survival is evident even in RNAisensitized backgrounds (Table 3). Furthermore, pop-1 lesions do not enhance or suppress
linker cell survival in egl-20/Wnt mutants (Table 3). Finally, I employed a pop-1 activity
reporter, in which 6 concatenated canonical POP-1 binding sites are placed upstream of a
basal promoter driving an mCherry-tagged histone HIS-24. In this strain, cells in which
canonical Wnt signaling is active and POP-1 drives gene expression are labeled with a
nuclearly localized mCherry-tagged histone321.
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Figure 14: A pop-1 activity reporter is not expressed in the linker cell early or
late. All panels are images of strain unc-119(ed4); him-5(e1490);
syIs187[POPTOP::HIS-24-mCherry]. Linker cell outlined in dashed white. (A, B) Late
L3/early L4 male. (C, D) Mid-L4 male. Note the already-apparent linker cell cytoplasmic
changes in the DIC image. (E, F) Late L4 male. mCherry-staining nucleus at the top right
of the linker cell in (C) belongs to a neighboring overlying cell. Scale bars, 10 µm.
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I found that this reporter is not expressed in the linker cell before or during death (Figure
14). While BAR-1/β-catenin has been shown to physically and functionally interact with
the transcription factor DAF-16/FOXO358, I found that a daf-16 mutation did not block
linker cell death (Table 4). Therefore, the immediate target/s of Wnt signaling in the
linker cell remain unknown.
While β-catenin interaction with TCF/Lef-family transcription factors is the beststudied, if not the dominant mode of Wnt signaling, β-catenin is known to interact,
physically and functionally, with transcription factors from a variety of structural
families. β-catenin can associate with nuclear hormone receptors, including androgen and
estrogen receptors359-362, and homeodomain transcription factors, including Oct4363,364
and Prop1365. Thus, in the context of the linker cell, BAR-1 may well interact with
another, as yet unidentified transcription factor. Such factors might be identified in the
future through continued genetic screens, through biochemical screens for BAR-1
interactors, or through direct biochemical tests with existing candidates.
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4 The Abd-B-like Hox gene nob-1 controls linker cell death
through Wnts
4.1 Background: rationale for Hox gene involvement
Upon discovering that a β-catenin-mediated Wnt pathway is necessary for linker cell
death, I wondered whether a Hox gene could be a target of this pathway. Indeed, in C.
elegans344,345 and other organisms366, canonical Wnt pathways can exert their effects
through transcriptional control over Hox genes. The name Hox itself is a contraction of
the word homeobox, designating a ~180 bp sequence encoding a characteristic and highly
conserved helix-turn-helix DNA-binding domain called the homeodomain367-369 that
binds specific DNA sequences370. In turn, these domains are named after the homeotic
mutant phenotypes found in flies mutant for many of these genes. In these mutants, while
the total segment number is unchanged, certain segments or groups of segments adopt the
wrong identity. Thus, in antennapedia gain-of-function mutants, a cephalic segment
adopts a thoracic identity, and ectopic legs grow in place of antennas371.
While the homeodomain is found in a wide variety of DNA-binding transcription
factors, Hox genes proper represent a special set of homeobox-containing genes. Hox
genes control antero-posterior identity of segments or regions of animals, and their
expression in the animal is reflected in their order on the chromosome that encode
them372-375, a phenomenon known as colinearity. Hox genes typically reside in
chromosomal clusters. Flies have two Hox clusters, the Antennapedia complex and the
Bithorax complex, encoding 5 anterior and 3 posterior Hox genes, respectively. Humans
have four Hox clusters, HoxA-D, each encoding 8-10 Hox genes. The C. elegans genome
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harbors one Hox cluster with 6 Hox genes. The worm Hox cluster is not quite collinear,
as the anterior gene ceh-13 resides 3’ to the central gene lin-39, but 5’ to the rest of the
posterior genes376, mab-5, egl-5, nob-1, and php-3.

4.2 nob-1 promotes linker cell death autonomously
I examined mutants for the five positional Hox genes expressed in the middle and
posterior of the animal, reasoning that the linker cell, being born in the mid-body but
migrating posteriorly, might express any of these. I observed that 31% of nob-1(os6)
adult males harbor a surviving linker cell, whereas no other positional Hox gene mutant
examined exhibited a significant linker cell death phenotype (Table 7). While the
relatively strong egl-5(n486) allele causes a weak, 10% linker cell survival phenotype,
the linker cell is not thought to express egl-5377. Similar to pop-1(RNAi) animals, these
egl-5 mutant males have severely disorganized posterior morphologies, with abnormal
division and differentiation of rectal blast cells378, suggesting that the weak linker cell
death phenotype is likely non-cell-autonomous and may result from defects in cells that
normally express the linker-cell-death-promoting Wnt gene, egl-20.
The allele nob-1(os6) is a nonsense allele of nob-1, truncating the last 31 amino
acids of NOB-1B after N187, including the R-R-M-K-X-K-K motif of the DNA-binding
2nd homeodomain helix, encoded by an alternative fourth exon, that is perfectly
conserved among C. elegans and Drosophila Hox genes. os6 leaves NOB-1A intact, as
this isoform, which is not predicted to encode a homeodomain, does not utilize the fourth
exon. Therefore, os6 is likely a strong loss of function allele for nob-1B.
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Table 7: nob-1 is required cell-autonomously for linker cell death and
may function upstream of death-controlling Wnt signaling.
Genotype*
% LC survival†
n‡
WT
72
1±1
lin-39(n1880)
70
1±1
egl-5(n486)
80
10 ± 3
mab-5(e1239)
61
2±2
php-3(ok919)
0
73
nob-1(os6)
131
31 ± 4
nob-1(os6); mig-24p::nob-1b (1)
106
11 ± 3
nob-1(os6); mig-24p::nob-1b (2)
0
71
nob-1(os6); mig-24p::nob-1b (3)
52
2±2
lin-44(n1792); nob-1(os6)
64
1±1
a
gsk-3(nr2047)
3±2
91
a
gsk-3(nr2047) ; nob-1(os6)
74
11 ± 4
*
All strains also contain the qIs56 reporter transgene to visualize the linker
cell. Allele numbers are in parentheses. †± SEM. ‡Number of animals
scored. agsk-3(nr2047) linked to unc-101(sy216)

To ask whether nob-1 functions in the linker cell to promote its death, I expressed
a nob-1b cDNA from the mig-24 promoter. In three independent lines, mig-24p::nob-1b
could rescue the linker cell death phenotype of nob-1(os6) (Table 7), strongly suggesting
that nob-1 functions cell-autonomously in linker cell death. Consistent with such a cellautonomous role, a 15-kb genomic fragment of nob-1 fused to GFP, including about 9 kb
of sequence upstream of the common NOB-1 ATG and generating a GFP-tagged NOB1379, expressed strongly in the linker cell nucleus as early as the L3 stage and through its
death (Fig. 3). As expected, I detected NOB-1-GFP in many cells in the tail of the male,
but the linker cell and several cells of the developing vas deferens were the only cells not
born in the tail that expressed nob-1 (Fig. 3). Thus, nob-1 is likely the only positional
Hox gene that cell-autonomously controls linker cell death.
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Figure 15: The linker cell expresses nob-1 for most of its life. A, B. Late L3
male expressing NOB-1::GFP. C, D. mid-late L4 male expressing NOB-1::GFP.
White arrows, linker cell. Top panels, DIC; bottom panels, fluorescence. Scale
bars, 10 µm.

4.3 nob-1 likely functions upstream of Wnts to promote death
Although I previously showed that an EGL-20-BAR-1 Wnt pathway is necessary only
just before death to kill the linker cell, these experiments could not address whether this
late requirement for BAR-1 activity reflected its physiological time of action. Therefore,
it was still possible that this Wnt pathway controlled nob-1 expression. However, I found
that the linker cell’s expression of nob-1 in egl-20(n585) and bar-1(ga80) animals was
unaffected (Table 8). Furthermore, nob-1 was correctly expressed in sek-1(ag1), lin29(n333), nhr-67(pf159), and set-16(RNAi) linker cells, as well as in egl-20; sek-1 double
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mutant linker cells (Table 8). Together, these data show that nob-1 expression is not
controlled by any known linker cell death genes and that nob-1 functions upstream or in
parallel to all of these genes.
Table 8: NOB-1-GFP expression is not controlled by linker cell death genes.
Genotype (+ NOB-1::GFP) ‡
% L4 linker cells expressing NOB-1-GFP*
egl-20(n585)
100
bar-1(ga80)
100
sek-1(ag1)
100
egl-20(n585); sek-1(ag1)
100
lin-29(n333)
100
†
set-16(RNAi)
100
nhr-67(pf159)
100
‡
All strains also contained the him-5(e1490) to increase the incidence of males and
a qIs56[lag-2p::GFP] transgene to visualize the linker cell. *n=40 for all. †Strain
contained RNAi-sensitizing rrf-3(pk1426).

As shown in Table 5, lin-44 mutation suppresses the phenotype of egl-20 and of
bar-1 mutants. I constructed lin-44(n1792); nob-1(os6) double mutants, and found that
lin-44(n1792) efficiently suppresses the nob-1 phenotype (Table 7), suggesting that nob1 functions upstream of the Wnt pathway. Furthermore, gsk-3(nr2047), an allele of the
Wnt-antagonizing kinase Gsk3β353, could also suppress the nob-1 phenotype (Table 7).
Taken together, the suppression of the nob-1 phenotype by alleles of lin-44 and gsk-3 and
the fact that nob-1 expression is not regulated by egl-20 or bar-1 suggest that nob-1
functions upstream, not downstream, of Wnt signaling to promote the death of the linker
cell.
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4.4 nob-1 and Wnts: a conserved circuit?
In fact, such a pathway would not be without precedent, in flies380 or in worms. Ji
et al. have described regulation of Wnt receptor expression by the Wnt-induced Hox gene
mab-5381. These positive and negative feedback loops help confer robustness on the
expression level of mab-5 and thus on the migration of QL neuroblast progeny. In
contrast, we have found that nob-1 likely functions primarily upstream of Wnt signals.
By extension of the model in Ji et al, it is not hard to imagine that Wnt-Hox regulatory
loops may exist on a continuum, from the more classical model where Wnts primarily
function upstream of Hox genes and control their expression, to the situation in the linker
cell, where the Hox gene primarily functions upstream of Wnt signaling components. In
the Ji et al. study, the Frizzled-regulating activity of the Hox gene mab-5 in QL
descendants is regulated cell-non-autonomously, by Wnts. Work from the same group
has shown that the QR.pa neuroblast uses a cell-intrinsic timing mechanism to regulate
expression of MIG-1/Fz and terminate its migration382. However, this study did not
identify the timing mechanism in this cell.
One might speculate that in the linker cell, a similar cell-intrinsic timing
mechanism might terminate the expression of the pro-survival Wnt receptors, or
upregulate the expression of pro-death receptors. Indeed, lin-29 might be a prima facie
good candidate for this timing mechanism, given the known roles of lin-29 in cellautonomous timing activities. However, the fact that lin-44(n1792) cannot suppress lin29 mutations suggests that lin-29 does not function upstream of the linker cell’s Wnt
response. Rather, in light of my data showing that nob-1 functions upstream of Wnt
pathway components, and in parallel to all known linker cell death transcriptional
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regulators, nob-1 may be responsible for tuning the linker cell’s levels of Frizzleds, in a
cell-autonomous way. This hypothesis awaits experimental query, and if confirmed
would of course only raise the question of what, in turn, times the activity of nob-1.
The linker cell’s expression of a posterior Hox gene is interesting in regards to its
position. The linker cell spends most of its life outside of the domain of nob-1 expression,
reaching it only at the end of its life. In other C. elegans cells with relatively long
migrations, cells also express the Hox gene typical of cells at their destination rather than
their origin383,384. However, in these cases, the Hox gene is required for migration to that
domain385. Unlike these other migrating cells, the linker cell’s migration does not seem to
be singularly controlled by nob-1, as nob-1(os6) does not cause a migration defect as a
single mutant. nob-1 may still be required for some aspects of migration, as we have
observed that nob-1(os6) enhances the migration defect of other mutants, notably that of
sek-1(ag1) and lin-29(n333) (data not shown), but the linker cell is certainly more
dependent on nob-1 for its death than for its migration.
While the study of nob-1 might provide insight into how the linker cell responds
to the various Wnt signals around it, the targets of the Wnt pathway in the linker cell
remained elusive.
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5 HSF-1 promotes linker cell death
While exploring possible roles for stress response genes in linker cell death, I found that a
weak loss-of-function allele of the C. elegans heat shock factor gene, hsf-1(sy441), which
lacks part of a region encoding the transcriptional transactivation domain, causes linker
cell survival (Table 9). Compromised stress responses do not generally block linker cell
death, as neither unfolded protein response mutants229, nor daf-16/FOXO or daf21/HSP90 mutants (Table 4) show linker cell death defects. A single-copy hsf-1
promoter::hsf-1(R145A) transgene, expressing a DNA-binding-defective HSF-1
protein386, further increases linker cell survival in hsf-1(sy441) mutants (Table 9),
revealing a major role for this gene and its DNA-binding activity in promoting linker cell
death. A single copy hsf-1 promoter::hsf-1-GFP transgene386 restores linker cell death to
hsf-1(sy441) mutants, as does expression of an hsf-1 cDNA using the mig-24 linker-cellspecific promoter (Table 9), suggesting a cell-autonomous role in promoting linker cell
death. Indeed, a rescuing HSF-1::GFP protein is expressed in the linker cell nucleus
(Figure 16). Thus, HSF-1 functions in the linker cell to promote death.
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Table 9. HSF-1 promotes linker cell death.
Genotype*

% LC survival†

n‡

Wild type, 20C
Wild type, 25C
Wild type +heat shock, -4h§
Wild type +heat shock, -6h§

1±1
17 ± 4
17 ± 4
5±2

72
71
70
105

hsf-1(sy441), 20C
hsf-1(sy441); hsf-1 promoter::hsf-1¥
hsf-1(sy441); mig-24 promoter::hsf-1 cDNA line 1
hsf-1(sy441); mig-24 promoter::hsf-1 cDNA line 2
hsf-1(sy441); mig-24 promoter::hsf-1 cDNA line 3

29 ± 5
13 ± 3
5±2
6±3
3±2

87
129
86
80
60

hsf-1 promoter::hsf-1(R145A)(1)¶, ¥, 20C
2±1
95
hsf-1 promoter::hsf-1(R145A)(1), 25C
3±2
105
hsf-1(sy441); hsf-1 promoter::hsf-1(R145A)(1), 20C
67 ± 6
67
hsf-1(sy441); hsf-1 promoter::hsf-1(R145A)(2), 20C
54 ± 5
81
*
All strains also contain the qIs56 reporter transgene to visualize the linker cell.
Allele numbers are in parentheses. Unless otherwise noted, hsf-1(R145A) refers to
drSi28 transgene. †± SEM. ‡Number of animals scored. §Heat shock was performed
4 or 6 hours before scoring by exposing worms to 37C for 10 minutes. See Chapter
9, Methods and Materials, for details. ¥In these transgenes, hsf-1 cDNA is fused to
GFP.
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Figure 16: HSF-1-GFP is present in the LC, can form nuclear stress granules
in the LC, but does not normally do so. (A, B) L4 male imaged in NaN3 to
induce HSF-1 nuclear stress granules (A) DIC (B) GFP. Dashed square magnified
1.5x in inset. (C, D) L4 male imaged in tetramisole to maintain unstressed HSF-1
(C) DIC (D) GFP. Inset in (B), close-up of LC region. White carets, LC. White
arrowheads in (B) inset, nuclear stress granules in the LC. Black arrowhead, stress
granule in another cell. Scale bars, 10 µm.

5.1 Introduction to heat shock factors and the heat shock response
The heat shock response was first observed in Drosophila as short-lived puffs in the
salivary gland polytene chromosomes upon exposure to elevated temperatures, whose
appearance was closely followed by the synthesis of large amounts of a number of
specific proteins387. Many of these proteins where named heat shock proteins (HSP) of a
certain size according to their migration on acrylamide gel electrophoresis, so HSP70 and
HSP90 migrate at 70 kDa and 90kDa, respectively. While the function of HSPs remained
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elusive from quite some time, clues came from observations that polypeptides likely need
to unfold to be transported into organelles 388-390, and that HSPs bind to these proteins, are
required for their transport, and consume ATP389,391,392. Further, HSP70 was found to
bind unfolded proteins independently of their transport393. Thus, HSPs and their
homologs help in folding nascent proteins and in refolding proteins that were denatured,
by heat or other noxious treatments394-396, acting as molecular chaperones.
Indeed, a chaperone production response similar to the heat shock response was
found to be induced by a wide variety of cellular stressors, including various
mitochondrial uncoupling agents and other oxidizers, and the appearance of the heat
shock RNAs was not dependent on new protein synthesis, suggesting that the relevant
transcription factor is constitutively present in cells but inactive397,398. Promoters for the
genes encoding various heat shock proteins were found to contain similar motifs, termed
heat shock elements (HSEs), consisting of inverted GAA repeats separated by two or
more nucleotides, that were sufficient to drive expression of irrelevant genes in response
to heat399-401. These sequences were then used to identify the heat shock transcription
factor by affinity chromatography and cDNA expression screening402,403, and individual
heat shock factor molecules were found to bind individual GAA binding sites404.
Upon heat shock, the Saccharomyces cerevisiae heat shock factor (HSF1) was
found to be phosphorylated403, and the amount of phosphorylation correlated with an
early and a late phase of heat shock factor activation405. Further, yeast HSF binds DNA
constitutively in a trimeric state406,407, suggesting that phosphorylation may be the
primary mode of HSF regulation in yeast. In contrast, HSF1 in Drosophila and humans
was found to be monomeric at rest, and heat shock to induce HSF1 trimerization in
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addition to phosphorylation408-411. Indeed, HSF1 is thought to be kept in a monomeric
state by HSP90412,413 until the presence of unfolded competes HSP90 away from HSF1,
allowing its trimerization. Subsequently, HSP70 may play a role in reducing HSF1
activity back to baseline414, although this process may require many additional regulatory
events415.
Still, in multicellular eukaryotes, HSF1 trimerization alone appears insufficient to
promote transcription416 and phosphorylation, following trimerization, remains crucial for
transcriptional activity417,418. Furthermore, not all stresses induce HSF1 phosphorylation
to the same extent410, and different stressors may induce phosphorylation of different
sites419,420. Interestingly, however, phosphorylation, presumably of different sites or of
different combinations of sites than those induced by stress, is also able to repress heat
shock factor activity421-424. Indeed, HSF1 can be a substrate for number of kinase
families, including ERK, JNK, p38, GSK, PKC, and CamKII423,425-427. Therefore, the
precise combination of phosphorylation sites, in response to an array of different inputs,
may play a crucial role in tuning HSF1 activity428,429.
Interestingly, in Drosophila, HSF trimers were found to bind not just loci
encoding genes induced in response to heat shock, but also of genes known to be induced
during specific developmental events408, suggesting that HSF1 is either able to act as a
repressor of these genes or that non-heat-shock protein genes are induced in response to
heat shock.
In both Drosophila and C. elegans, HSF1 is required for early larval
development; however, induction of HSPs does not appear to mediate this
requirement386,430. Similarly, mice deficient for HSF1 exhibit unaltered levels of basal
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HSP expression and a variety of developmental defects431. These results raise the
tantalizing possibility that HSF1 regulates developmental transcription independently of
its role in the stress response.
Conversely, the heat shock response can vary with development. Even though
they express HSF1, early Drosophila and mouse embryos are refractory to heat shock
protein induction432,433, and mouse testes have a lower threshold for heat shock factor
induction than mouse liver434. One explanation for these results is that proteins from
different tissues have different propensities to unfold and trigger a heat shock response;
however, it seems more likely that the HSF1 set point is developmentally regulated.
Indeed, the basal nuclear localization of embryonic Drosophila HSF1 is developmentally
regulated433, and the temporary loss of a heat shock response in Xenopus embryos
correlates not with a loss of trimerization and DNA binding capacity, which are
unaffected, but with a loss of transcriptional transactivation435. Concordantly, genomewide studies of HSF1 promoter occupancy before and after heat shock suggest that
enhancer binding by HSF1 is not sufficient to induce transcription436,437. Further, these
studies found a number of genes occupied by HSF1 not known to be involved in the heat
shock response, suggesting that HSF1 might be able to induce a broader set of targets
than previously appreciated, developmentally or otherwise. Indeed, an examination of
HSF1 targets in several types of cancer suggests that HSF1 can drive transcriptional
programs distinct from the heat shock response438.
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5.2 HSF-1 functions independently of the heat shock response to promote
linker cell death
HSF-1 is thought to function primarily in a cytoprotective role; therefore, the observation
that HSF-1 instead promotes linker cell death is surprising. I examined whether HSF-1
functions in linker cell death in the context of a stress response. While nuclearcytoplasmic shuttling does not appear to control HSF-1 activity in C. elegans 386, HSF-1
forms nuclear aggregates in all cells, including the dying linker cell, following exposure
to certain stressors (Figure 16A,B; 386). However, no such aggregates are evident in the
dying linker cell, or the surrounding cells, of unstressed animals (Figure 16C,D).
Furthermore, I find that HSF-1-dependent target genes of the heat-shock response are not
induced in the linker cell as it dies (Figure 17A-D). Finally, as shown in Figure 12E, hsp16.2::ΔN-BAR-1 rescued bar-1/β-catenin mutants only after heat-shock, again suggesting
that this heat shock promoter is not active in the linker cell in unstressed animals. I
conclude, therefore, that HSF-1 likely functions independently of the stress response in
linker cell death.
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Figure 17: Induction of typical and atypical heat-shock-inducible promoters
is not seen in dying linker cells. Shown are L4 males harboring reporters for (A)
hsp-1; (B) hsp-16.2; (C) hsp-16.41; (D) hsp-4. At least 20 animals were examined
for each reporter. hsp-4 is not a typical heat shock hsf-1 target but harbors cryptic
heat shock elements in its proximal promoter.

I wondered whether the linker-cell-death and stress-response functions of HSF-1
might compete with each other. Indeed, I found that while the linker cell of wild-type
males raised at 20C always dies, some wild-type adult males raised at 25C harbor a
surviving linker cell (Table 9). Likewise, males subjected to a 37C heat shock four hours
prior to linker cell death also exhibit a surviving linker cell, whereas males heat-shocked
just two hours earlier, or six hours prior to death, exhibit fewer surviving linker cells
(Table 9). These results suggest that heat shock may functionally sequester HSF-1 away
from its linker cell death role, and that activity of HSF-1 just before the cell dies is
required to promote linker cell death.
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Previous studies described developmental activities for HSF proteins that are
independent of the stress response. Some of these activities may be mediated by
monomeric forms of the protein386,439 or by complexes of HSF with other transcription
factors440,441. My initial attempts to test this idea in the context of linker cell death using
mutant trimerization domain transgenes suggested that this domain may be important for
protein expression (8/8 lines). As an alternative, I reasoned that expression of an HSF-1
protein containing a DNA-binding-domain mutation might preferentially disrupt the
stability or function of higher order HSF-1 complexes, as trimer binding to DNA heat
shock elements is cooperative and promotes trimer stability442. Indeed, I found that unlike
the wild type, animals carrying a single-copy hsf-1 promoter::hsf-1(R145A) transgene
exhibit no linker cell survival at 25C (Table 9). This transgene, therefore, behaves as a
gain of HSF-1 linker-cell-death function, and allowed me to explore the relationship
between HSF-1 and Wnt signaling.

5.3 HSF-1 functions downstream of known linker cell death regulators
Strikingly, I found that HSF-1(R145A) expression could restore linker cell death to egl20/Wnt and bar-1/β-catenin mutants (Table 10). Importantly, a lin-44/Wnt mutation
could not restore cell death to hsf-1(sy441) animals (Table 6). While I was not able to
demonstrate direct physical interactions of BAR-1/β-catenin or WRM-1/β-catenin
proteins with HSF-1, my results nonetheless provide strong support for the notion that
HSF-1, or an HSF-1 target, function downstream of or in parallel to the Wnt cell death
initiation signal to promote linker cell death.
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Table 10. HSF-1 acts downstream of known linker cell death genes.
% LC
Genotype*
survival†
Wild type, 20C
1±1

72

egl-20(n585); hsf-1 promoter::hsf-1(R145A)(1)

31 ± 6

70

hsf-1(sy441); bar-1(ga80)
hsf-1 promoter::hsf-1(R145A)(1); bar-1(ga80)
hsf-1 promoter::hsf-1(R145A)(2); bar-1(ga80)
hsf-1 promoter::hsf-1(R145A)(3); bar-1(ga80)

74 ± 5
22 ± 4
33 ± 5
29 ± 5

85
92
91
79

pqn-41(ns294), 20C
pqn-41(ns294), 25C
pqn-41(ns294), 15C
hsf-1(sy441); pqn-41(ns294) 20C
pqn-41(ns294); hsf-1 promoter::hsf-1(R145A)(1), 20C
pqn-41(ns294); hsf-1 promoter::hsf-1(R145A)(1), 15C

21 ± 5
34 ± 5
45 ± 6
82 ± 4
9±3
16 ± 3

63
88
60
96
75
149

sek-1(ag1), 20C
sek-1(ag1), 25C
hsf-1(sy441); sek-1(ag1)
sek-1(ag1); hsf-1 promoter::hsf-1(R145A)(1)

42 ± 5
46 ± 5
86 ± 3
18 ± 4

83
86
174
111

n‡

lin-29(RNAi)
53 ± 5
96
hsf-1(sy441); lin-29(RNAi)
70 ± 4
138
lin-29(RNAi); hsf-1 promoter::hsf-1(R145A)(1)
28 ± 5
71
*
All strains also contain the qIs56 reporter transgene to visualize the linker cell.
Allele numbers are in parentheses. Unless otherwise noted, hsf-1(R145A) refers
to drSi28 transgene. †± SEM. ‡Number of animals scored. ¥In these transgenes,
hsf-1 cDNA is fused to GFP. ¶Three independent R145 transgenic lines were
tested. These are labeled (1), (2), (3) after the transgene name.
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I also examined the interactions of hsf-1 mutations with other known linker cell
death mutations. sek-1/MAPKK and pqn-41/Q-rich are thought to act in the same
pathway to promote linker cell death229. I found synergistic interactions between
mutations in these genes and the hsf-1(sy441) mutation (Table 10). Importantly, I
demonstrated that HSF-1(R145A) expression restores linker cell death to sek-1 and pqn41 mutants (Table 10). These interactions are interesting in light of the known central
role of MAPK pathways in regulating HSF-1 function443,444. Intriguingly, cultivation of at
25C enhances the linker cell death defect of pqn-41 mutants, but not of sek-1 mutants
(Table 10), suggesting that sek-1 may have a specific role in restricting HSF-1 function
in the linker cell. Finally, restoration of linker cell death was also observed in lin-29
mutants expressing HSF-1(R145A) (Table 10). Taken together, our results demonstrate
that HSF-1 or its targets function downstream of, or in parallel to, all known linker cell
death genes. Intriguingly, MLL/Trx has been shown to function as an HSF-1 coactivator
in both flies445 and mammals446, suggesting that set-16 might also function through hsf-1
in linker cell death.
The studies presented here demonstrate for the first time that cell death during C.
elegans development can be regulated cell non-autonomously. The data allows the
construction of a model framework for the initiation and execution of linker cell death.
Linker cell death is controlled by spatial and temporal cues, provided by Wnt and LIN-29
genes, respectively. These activities, together with the functions of SEK-1/MAPKK and
PQN-41/Q-rich, impinge on HSF-1, or key HSF-1 targets, to promote linker cell death.
Importantly, HSF-1 functions in a capacity distinct from its role in the stress response to
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promote cell death, a novel role for a protein previously thought to be primarily
protective.

5.4 HSF-1’s pro-death role: discussion and relevance to other contexts
Such a model places HSF-1’s linker cell death function under both cell-autonomous and
cell-non-autonomous control. Several recent studies have shown that HSF-1’s role in the
C. elegans heat shock response is also coordinated cell-non-autonomously, through the
AFD thermosensory neuron447,448 and through insulin receptor signaling449. However,
these studies do not ascribe an active role to the heat-shock-inactive HSF-1. Instead,
these authors regard inactive HSF-1 as a reservoir on which to draw to enhance the
capacity of the heat shock response. Our evidence suggests that this – or another “reservoir” pool may have active developmental roles. A non-heat-shock-response HSF1driven program has been described in aggressive cancers438, although we believe that the
role of hsf-1 in linker cell death represents the first instance of a precise developmental
function of hsf-1 function.
How might HSF-1 promote linker cell death? As mentioned previously, Jennifer
Malin-Zuckerman in our lab has characterized a set of ubiquitin-proteasome system
components, including the E2 ligase LET-70 and ubiquitin UBQ-1 itself, which required
for linker cell death and are transcriptionally induced shortly before death (Malin et al,
unpublished data). Intriguingly, ubiquitin was previously known to be inducible by heat
shock in a number of organisms450,451, though not in C. elegans, and both let-70 and ubq1 contain candidate HSE in their proximal promoter region that are conserved in
sequence and location relative to the translational start site in related nematodes (Malin et
al, unpublished data). Therefore, it is possible that HSF-1 directly induces the
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transcription of ubiquitin-proteasome machinery genes in the linker cell to promote its
ordered destruction. If chaperones are involved in linker cell death, they are likely a set
distinct from those induced by heat shock, as inducing a heat shock response prevents
death. However, chaperones have been implicated in dismantling certain macromolecular
structures in cells. Notably, the constitutively expressed HSC70, an HSP70 homolog, is
required for the uncoating of clathrin from exocytic vesicles452,453, acting in an enzymatic
manner rather than by sequestering clathrin monomers454. Characterizing the HSF-1dependent linker cell transcriptome should uncover additional mechanisms that promote
linker cell death.
Disruptions in proteostasis play a central role in a number of diseases, including
cancer and neurodegeneration438,455,456. Given that in patients and murine models of
polyglutamine expansion diseases, some dying cells exhibit morphology similar to linker
cell death229, my identification of a novel, pro-death role of a key proteostatic regulator,
HSF-1, that competes with its protective role, is intriguing. In addition, these results
suggest an additional explanation for the frequent activation of stress response pathways
in tumors438,457-459. Specifically, these pathways may not only relieve genotypic and
environmental stress that accompany the tumor state, but may also directly sequester prodeath HSF-1 activity.
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6 The nuclear hormone receptor NHR-67 promotes linker cell
death
In the genome-wide RNAi screen for genes required for linker cell death229, Blum et al.
recovered the Tailless/Tlx-like nuclear hormone receptor gene nhr-67. Tailless was
discovered as an essential gene encoding an orphan nuclear hormone receptor required
for early anterior and posterior ectodermal patterning in the Drosophla embryo as well as
in central nervous system patterning460-462. In the fly, Tailless appears to act in a fairly
upstream role, controlling expression of gap and pair-end homeotic genes463. In contrast,
in mammals, the homolog Tlx/NR2E1 appears to have more restricted functions, in
nervous system patterning464 and neurogenesis465. Previously, C. elegans nhr-67 has been
implicated in neuronal, uterine, and vulval development466-468, some of which roles are
reminiscent of its worm and mammalian functions. nhr-67 is also a key regulator of
linker cell migration, required for progression through various morphological stages
during the cell’s migration and the expression of many migration-associated genes469,470. I
found that RNAi against nhr-67 induces 72% of linker cells to survive (Table 11), and
that, as previously reported469, 100% of nhr-67(RNAi) linker cells also prematurely
arrested their migration.
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Table 11: nhr-67 is required cell-autonomously for linker cell death
Genotype*
% LC survival†
WT
1±1
Empty vector RNAi
4±2
nhr-67(RNAi), full postembryonic
72 ± 5
nhr-67(pf159)
67 ± 3
nhr-67(pf159); mig-24p::nhr-67 (1)
25 ± 4
nhr-67(pf159); mig-24p::nhr-67 (2)
16 ± 4
nhr-67(pf159); mig-24p::nhr-67 (3)
10 ± 4

n‡
72
122
76
202
96
74
58

nhr-67(RNAi), 7h postembryonic§
50
20 ± 6
lin-29(n333) §
75
56 ± 6
§
lin-29(n333); nhr-67(RNAi), 7h postembryonic
42
81± 6
§
egl-20(n585)
96
58 ± 5
egl-20(n585); nhr-67(RNAi), 7h postembryonic§
43
91± 4
lin-44(n1792); nhr-67(RNAi)
87
57± 5
*
All strains also contain the qIs56 reporter transgene to visualize the linker cell.
Allele numbers are in parentheses. †± SEM. ‡Number of animals scored. §Only fully
migrated cells were scored in these experiments.

I then examined nhr-67(pf159), an allele which deletes 484 bp from a region of
the nhr-67 promoter that may be required for nhr-67 expression in the anchor cell468, the
linker cell’s lineal homolog in hermaphrodites. I found that this allele causes 67% of
linker cells to survive until 2 hours past the L4 to adult transition (Table 11), along with a
fully penetrant migration defect (Figure 18A,B). Furthermore, 40% of 24-h-old nhr67(pf159) males exhibited healthy-appearing surviving linker cells (n=82) (Figure 18C,
D), showing that nhr-67 lesions can fully block linker cell death rather than merely delay
the process.
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Figure 18: The linker cell survives in nhr-67 mutants. A, B. Two-hour-old
male of genotype nhr-67(pf159); qIs56[lag-2p::GFP] him-5(e1490). C, D. Day2hr$
old male of the same genotype. White
arrows, linker cell. Asterisks, approximate

final destination of the linker cell in wild type. Left panels, DIC; right panels,
GFP. lag-2p::GFP marks the linker cell. White arrows, linker cell. Scale bars, 10
µm.
While nhr-67 has been shown to act cell-autonomously for linker cell
migration469, I wondered whether this was the case for linker cell death. Re-expressing
NHR-67 specifically in the linker cell efficiently rescued the death defect in 3
independent lines (Table 11). Thus, nhr-67 acts specifically in the linker cell to promote
its death. Surprisingly, the mig-24p::nhr-67 transgene entirely failed to rescue the
migration defect of pf159 in all 3 lines. I favor a technical explanation for this apparent
discrepancy between this result and those of Kato and Sternberg469, which I discuss
below. This discrepancy notwithstanding, my results show that the inappropriate linker
cell survival seen in nhr-67 mutants can be decoupled from arrested migration and is
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therefore not simply a consequence of this earlier defect. Consequently, nhr-67’s role in
linker cell death is functionally distinct from its role in migration. This conclusion is in
keeping with Kato and Sternberg’s analysis of nhr-67’s role in migration, in which they
show that enactment of later nhr-67 migratory functions is not contingent upon
completion of earlier ones469. To further buttress a migration-independent role of nhr-67
in linker cell death, I released synchronized, arrested L1 larvae on nhr-67 RNAi E. coli
and fed them this treatment for 7h, before switching them to non-RNAi-expressing OP50
E. coli for the remainder of their development. I found that this treatment allowed about
half of linker cells to complete their migration, of which 20% inappropriately survived
(Table 11), clearly showing that nhr-67 promotes linker cell death independently of its
function in linker cell migration.
Consistently with a cell-autonomous role of nhr-67 in linker cell death, I
confirmed that the linker cell expresses nhr-67 through its death, using a 2 kb upstream
promoter region, which includes the sequence deleted from pf159 mutants, fused to
mCherry (Figure 19A,B). This promoter expressed quite specifically in the linker cell,
although other nhr-67 regulatory regions drive expression in other tissues467. I then fused
just the 484 bp sequence deleted in the pf159 allele to a pes-10 minimal promoter driving
GFP and observed robust linker cell expression using this construct up to the time of
death (Figure 19C,D). Thus, the pf159 sequence likely contains a DNA element required
for linker cell expression of nhr-67.
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Figure 19: The linker cell expresses nhr-67 until its death. A, B. L4 male
expressing a 2 kb nhr-67p::mCherry. C, D. L4 male expressing the 484 bp pf159pes-10min::GFP construct. E. bar-1(ga80) and F. lin-29(RNAi) adult males
expressing 484 bp pf159-pes-10min::GFP construct in their surviving linker cells.
White arrows, linker cell. Scale bars, 10 µm.

None of our other strong linker cell death mutants shows the same robust
migration phenotype as nhr-67 loss of function, suggesting that they do not control the
linker cell’s expression of nhr-67. To confirm this, I placed the 484 bp nhr-67-pes-10minimal::GFP construct in a bar-1(ga80) background and observed unabated expression
(Figure 19E), nor did lin-29(RNAi) prevent expression from this construct (Figure 19F).
How then might nhr-67 promote linker cell death? Linker cell death is controlled
by lin-29224) and the Wnt egl-20 (Table 11). To examine nhr-67’s genetic interactions
with these genes independently of the confounding effect of nhr-67’s migration
phenotype, I performed the 7h nhr-67(RNAi) treatment on the strong or null lin-29(n333)
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and egl-20(n585) mutants. Counting only cells which completed their migration, I found
that nhr-67(RNAi) strongly enhanced the phenotype of both of these mutants (Table 11),
suggesting that nhr-67 acts in parallel to both lin-29 and egl-20 to promote linker cell
death. Mammalian beta-catenin is known to associate with nuclear receptors (see section
3.4), suggesting that NHR-67 might associate with BAR-1 in linker cell death. However,
lin-44 mutation fails to appreciably suppress the nhr-67 death phenotype (Table 11),
corroborating the idea that the Wnt pathways and nhr-67 function in parallel to each
other.
How might nhr-67 function to promote linker cell death? Interestingly, Jennifer
Zuckerman-Malin has found that nhr-67(RNAi) induces transcriptional let-70::GFP and
ubq-1::GFP reporters earlier, and the let-70 reporter to higher levels, than seen in the wild
type or in control RNAi, suggesting that nhr-67 works to limit these genes’ expression
(Malin et al, unpublished results). In Drosophila, Tailless is known to function in both
activating and repressive capacities463, a duality which is probably conserved471. As a
master regulator of linker cell migration, nhr-67 could be responsible for repressing death
effectors during migration. Additionally, it is possible that NHR-67 functions at least in
part to tune the levels of LET-70 and other proteasomal degradation machinery
components, perhaps to ensure proper stoichiometry of components or to prevent
induction of compensatory responses that would promote linker cell survival.
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7 Discussion and concluding remarks
The work I have presented here significantly advances our understanding of the
regulatory mechanisms governing the death of the linker cell. Linker cell death appears to
require several parallel instigating lines of input. The heterochronic transcription factor
LIN-29 may provide temporal information. The EGL-20/Wnt and LIN-44/Wnt pathways
provide spatial input, and the Hox protein NOB-1 regulates the linker cell’s
responsiveness to these Wnt signals. These temporal and spatial inputs converge onto the
activity of the heat shock factor HSF-1, which induces the transcription of a set of genes,
possibly including components of the ubiquitin-proteasome machinery, necessary to kill
the linker cell. This developmental function of HSF-1 exists in competition with its heat
shock role, and the MAPKK SEK-1 functions upstream of HSF-1 to promote its
developmental function, possibly by curtailing its heat shock role. A histone H3K4
methyltransferase complex structured around the catalytic SET-16/MLL subunit also
promotes the transcription of ubiquitin-proteasome genes and possibly others. In parallel,
the nuclear hormone receptor NHR-67 promotes linker cell death through less clear
mechanisms. These pathways are summarized in Figure 20.

103

LIN$29&

EGL$20&

PQN$41&

BAR$1&
HSF$1LC&

NOB$1&
WRM$1&

SET$16&

LET$70&
UBQ$1&
Others?&

death&

HSF$1HS&
NHR$67&

LIN$44&

SEK$1&
linker&cell&

Figure 20: Current model of linker cell death regulatory mechanisms. Dashed
arrows represent less clear interactions. See text for details.
Clearly, my work raises many questions concerning how these players interact with each
other to promote linker cell death. Below I will summarize a few of the major questions
remaining and outline possibilities and prospects for addressing them.

7.1 How does nob-1 regulate Wnt signaling from within the linker cell?
As mentioned previously, nob-1 functions genetically upstream of Wnt signaling to
promote linker cell death. Because nob-1 functions in the linker cell, the most likely
possibility is that nob-1 controls the expression of receptive Wnt components. Knowing
which Wnt pathway, EGL-20 or LIN-44, nob-1 primarily regulates would facilitate this
task. Preliminary data suggests that induction of hsp-16.2::ΔN-BAR-1 cannot rescue the
nob-1 mutant phenotype, and that nob-1 therefore likely does not function to allow BAR-
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1 accumulation. First, I will attempt to confirm this result. If correct, this conclusion
would suggest that nob-1 functions instead to curtail the linker cell’s responsiveness to
WRM-1. Since Hox genes have previously been implicated in regulating the expression
of Frizzled Wnt receptors381, I will test whether nob-1 controls the expression of mig-1 or
cfz-2 using the same single molecule fluorescent in situ hybridization (smFISH) that was
previously used to investigate expression of Frizzled genes in C. elegans381,382. In
parallel, I will also test whether nob-1 controls the expression of lin-17 or mom-5, as it is
formally possible that nob-1 acts on both arms of the linker cell death Wnt pathway. nob1 may also control the expression or activity of receptive Wnt components downstream
of Wnt receptors, although such a role has not yet been described in C. elegans. If the
studies of nob-1 control of Frizzled expression are not instructive, however, finding other
possible targets of nob-1 will be challenging.
Finally, it may be possible to identify NOB-1 binding regions or motifs within the
Frizzled genes, using promoter deletion studies and electrophoretic mobility shift assays
(EMSA). Candidate sequences similar to the canonical Drosophila Abd-B binding site472,
TTTATGGC, are present only a few times in each C. elegans Frizzled gene, although the
actual NOB-1 binding site may differ from that of its fly cousin. If nob-1 does directly
control expression of Frizzled genes, the temporal dynamics of its control will be
interesting to observe, and may raise the question of what, in turn, controls the action of
nob-1, as no other linker cell death genes whose phenotypes can be suppressed by lin-44
mutation are known.
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7.2 What is the role of kinases in regulating HSF-1 in the linker cell?
Phosphorylation represents one of the main modes of HSF-1 regulation in multicellular
eukaryotes (see section 5.1). Therefore, the involvement of both sek-1 and hsf-1 in linker
cell death, as well as their striking genetic interactions, raises the possibility that a MAPK
cascade involving SEK-1 phosphorylates HSF-1, either to promote its linker cell death
role or to repress its heat shock role. Because the HSF-1 C-terminus is much less
conserved at the primary sequence level than its N-terminus, mapping potential
phosphorylation sites by homology to known Drosophila and mammalian sites is
difficult. Furthermore, the HSF-1 C-terminus, depending on how it is defined, can harbor
as many as 20 serine and threonine residues, as well as 3 tyrosine residues, making a
systematic mutagenic study of potential phosphorylation sites laborious. One avenue for
narrowing the range of possibilities would be to immunoprecipitate the rescuing GFPtagged HSF-1 protein from wild-type and sek-1 mutants and to identify differentially
phosphorylated sites by mass spectrometry of tryptic fragments473. A possible drawback
of this method is that obtaining enough material would likely require starting with whole
worms, which may obscure the relevant modification sites if they are rarely used outside
of the linker cell. Still, if a manageable number of such sites is identified, one might
envision then studying the effect of phosphomimetic or unphosphorylatable HSF-1
mutants on both linker cell death and on the heat shock response in wild-type, sek-1, and
hsf-1 mutants.
A second question regarding SEK-1’s action is what kinases it works through, or
with, if any. Blum et al., in a candidate screen of single genetic mutants, did not identify
any other kinases involved in linker cell death229. I have begun to examine the possibility
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of redundancy at other levels of the MAPK cascade. In other contexts, SEK-1 is known
to function directly through the p38-like MAPK PMK-1474,475, which is transcribed in an
operon along with two neighboring p38-like paralogs, pmk-2 and pmk-3. I have found
that pmk-2(qd279qd171)pmk-1(km25) double mutants have a weak linker cell death
defect (15%, n=72), which can be enhanced by RNAi against the third C. elegans p38
homolog, pmk-3 (25%, n=88). Thus, in the linker cell, SEK-1 may function partially
redundantly through the three p38 homologs.
In preliminary studies using hsf-1(sy441) and a weak sek-1 allele as sensitizing
backgrounds for the identification of other kinase genes, I found that a double dlk1(tm4024); sek-1(km4) mutant exhibits a dramatic enhancement (67%, n=66) over the
single sek-1(km4) mutant phenotype (21%, n>87). In the worm, dlk-1 encodes a dual
leucine zipper kinase, which is thought to act as a MAPKKK. DLK-1 has never been
shown to work through SEK-1; rather, it is thought to work through the MAPKK MKK4476,477. Intriguingly, however, DLK-1 and MKK-4 appear to work through the MAPK
PMK-3, which may itself have a role in the linker cell death (see above). Further, DLKtype kinases have been implicated in axonal degeneration mediated by the TIR-1
homolog Sarm1186. These results show that additional kinases, which may function with
SEK-1 or act in parallel MAPK cascades to promote linker cell death, remain to be
found, and may also function through HSF-1. Additionally, given that HSF-1 can be both
positively and negatively regulated by phosphorylation, kinase pathways that inhibit
linker cell death may exist. Given the centrality of phosphorylation in regulating HSF-1,
characterizing the complete set of involved kinases may prove crucial in understanding
how HSF-1’s role in linker cell death is specified.
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7.3 What transcriptional programs kill the linker cell?
The pathways known to control linker cell death are largely transcriptional. LIN-29,
HSF-1, NOB-1, and NHR-67 are all DNA-binding transcription factors. MAPK
pathways, of which SEK-1 is a member, often function to regulate the activity of
transcription factors, and β-catenin and MLL are known transcriptional co-activators. At
least one isoform of the protein of unknown function, PQN-41, is an ubiquitously
expressed, nuclear polyglutamine protein, making it, too, a good candidate for being a
transcriptional regulator478-480. In fact, the only genes we know to be transcriptionally
induced in the linker cell before death are those encoding members of the ubiquitin
proteasome machinery, which may be controlled by Wnts, HSF-1, the SET-16 complex,
NHR-67, and minorly by LIN-29 (Jennifer Zuckerman-Malin, unpublished data).
However, precocious linker-cell expression of even several members of the ubiquitinproteasome machinery fails to induce an early death, nor does ectopic expression of these
components in other cells induce death (Jennifer Zuckerman-Malin, unpublished data).
Therefore, other induced genes remain to be discovered.
To identify genes that are transcriptionally induced in the linker at the time of
death, I have developed a method to isolate intact linker cells from large numbers of
worms (Appendix I). This method should allow a temporally resolved characterization of
the linker cell transcriptome in any desired genetic background using high throughput
sequencing of cDNA (RNAseq). At a minimum, the transcriptomes of wild-type linker
cells from much before and just before death can be compared, and one can imagine
sequencing the transcriptomes of linker cells from bar-1, lin-29, and hsf-1 mutants, at a
minimum.
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To fully elucidate which genes set-16 controls to promote linker cell death, one
would have to consider two parallel approaches. Firstly, one might want to sort linker
cells (Appendix 1) from wild-type animals and from animals that have been fed set-16
RNAi, and perform RNA-seq transcriptome characterization. Secondly, using an
analogous method, one might want to perform chromatin immunoprecipitation followed
by high throughput sequencing (ChIP-seq) against SET-16::GFP on sorted linker cells or
linker cell nuclei. While the techniques available are likely be a major hurdle in the latter
experiment, recent advances on performing ChIP-seq on genetically labeled, cross-linked,
and sorted nuclei might be a fruitful starting point481, because one could use an arbitrarily
large number of worms and collect material over the course of several preparations to
obtain enough for ChIP-seq.

7.4 Why linker cell death?
Why would animals have evolved what seems to be an entirely separate cell death
program in addition to apoptosis? The precise lineage of the worm tells us that the linker
cell is the longest-lived cell to die, living almost two full days before dying. The linker
cell is also one of very few fully differentiated cells to die a natural death, and one of the
largest. Most other cells die shortly after their birth as relatively small, undifferentiated
daughters of blast cells. Perhaps, therefore, cells that have accumulated enough functional
machinery or are simply larger require other mechanisms for efficient death. Indeed, as
discussed previously, inducing caspase-dependent death in the very large body wall
muscle of hatched C. elegans larvae resulted in a necrotic, vacuolated morphology,
whereas inducing death in these cells in embryos, where they are smaller, resulted in a
more classical refractile death216. Alternatively, engulfing cells may have different
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requirements for the kinds of corpses they are able to process. Supporting this idea is the
fact that linker cell death seems to be accompanied by an entirely novel engulfment
pathway. Indeed, doubly mutating both engulfment pathways has very little effect on
linker cell death, and the cloacal linker cell corpse is not ringed by CED-1::GFP, as are
corpses of any other apoptotic cells. Further, when linker cells migrated incorrectly and
die, corpse ringing with CED-1 can be observed but is often slower than for apoptotic
corpses and incomplete224. In contrast, apoptotic corpses almost always exhibit fully
encircling CED-1482. The difference suggests some incompatibility between linker cell
death and classical engulfment. How effective the linker cell engulfment pathway would
be at engulfing an apoptotic corpse is unknown. These questions might be answered in
the worm by examining the consequences of inducing apoptosis in the linker cell. Would
it be killed efficiently? Would it be engulfed properly, and by the correct cells? Would
the male be fertile? Answers to these questions might provide some guidance as to where
to look for linker-cell-death-like processes in vertebrates.

7.5 Closing remarks
Although we likely still know little regarding what actually kills the linker cell,
mechanisms governing death initiation are arguably of equal pathological importance
than the details of the execution. Indeed, Apaf1 and caspases are seldom directly mutated
in cancer, and Bcl-2 lesions promote only a small subset of all cancers. Rather, most
cancers seem to dysregulate the mechanisms that initiate apoptosis. One of the many
physiological functions of p53, the most commonly mutated gene in cancer, is to induce
the transcription of a variety of pro-apoptotic BH3-only-domain proteins, much as most
C. elegans cells induce egl-1 transcription to die. In another example, one physiological
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function of EGF signaling in normal breast tissue is to upregulate the anti-apoptotic Bcl2-like protein Mcl-1. While Mcl-1 was identified in a myeloid cell leukemia, Mcl-1
mutations are typically not found in breast cancer. Rather, activating EGFR mutations
define a subset of breast cancer, which inhibit apoptosis through inappropriate
upregulation of Mcl-1. In a similar way, if a linker-cell-death-like program is to be
relevant in human pathology, its regulatory mechanisms may provide crucial therapeutic
insights that may be hard to glean from the execution machinery alone.
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8 Appendix – A method for collecting rare cell populations in
C. elegans
In mammalian systems, and especially in the hematopoietic lineage, obtaining differential
transcriptomics data is, if not straightforward, then at least fairly common. One obtains
the cell population of interest, extracts RNA, and then characterizes that RNA using
microarrays of RNA-seq. Two classes of methods have been developed to obtain RNA
from defined cell populations. In the first, one obtains the desired amount of tissue,
dissociates the tissue into a single-cell suspension, and then sorts the desired cell
population based on its expression of certain markers, through magnetic (MACS) and/or
fluorescence-assisted cell sorting (FACS) methods. In the second, RNAs from a
genetically defined cell population are obtained using genetically-encoded affinitytagging of RNA or RNA-binding proteins. The latter method has been adapted in C.
elegans with varying degrees of success, but the linker cell presents a unique challenge:
to date, no reporter exists that uniquely labels the linker cell in a mixed population of
hermaphrodites and males, which would be necessary to harvest cells in sufficient
quantities. Our best reporter, the mig-24 promoter, also labels the hermaphrodite distal tip
cells234, and although a temperature-sensitive strain doubly mutant for two sexdetermination genes, tra-2(ar221); xol-1(y9), grows as a nearly 100% XX male
population at 25C, I found that this strain grows too slowly and is too sick to be of use,
especially if I wanted to cross linker-cell-death mutants into this background. Therefore, I
chose to explore the possibility of adapting a cell sorting method to isolate large numbers
of linker cells for transcriptional profiling.
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I began by creating a strain in which the linker cell would be uniquely labeled in a
mixed population of hermaphrodites and males. I integrated an array harboring two
reporter constructs: 1.2-kb-mig-24p::Venus, which, as discussed previously, labels the
linker cell and the hermaphrodite distal tip cells, and 2-kb-nhr-67p::mCherry, which
strongly labels the linker cell and weakly labels a few neurons in the head of postembryonic animals of both sexes 467. These fluorescent proteins’ excitation and emission
spectra are well separated, which enables excitation using different lasers on the FACS
machine and minimizes bleed-through from one channel to the other. Further, both are
bright and stable in vivo. I obtained two stably integrated strains with the array integrated
on different chromosomes, which will enable crossing this set of markers into any single
mutant genetic background. I backcrossed each integrant five times to the parent unc119(ed3); him-5(e1490) and observed that the linker cell was indeed the only cell in the
mixed population that was doubly labeled with Venus and mCherry, whereas the distal
tip cells are strongly labeled with only Venus (Figure 21).
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A"

C"

2kb"nhr$67p::mCherry"

B"

mig$24p::Venus"

DIC/mCherry/Venus"

Figure 21: L4 male and hermaphrodite expressing linker cell sorting marker.
Animals harboring an integrated nhr-67p::mCherry + mig-24p::Venus transgene.
A. mCherry. B. Venus . C. DIC/mCherry/Venus overlay. Note that linker cell is
only cell in the population that is double-labeled. Arrow, linker cell. Arrowhead,
distal tip cell. Note B, the gut granule autofluorescent granules are not cells.
This expression pattern turns out to be ideal for the broader experimental design. We
are interested in death-specific genes, which should be upregulated near or at the end of
the linker cell’s migration. However, it is possible that the linker cell would still contain
migration-related transcripts at the time of its death. Distal tip cells are the close
hermaphrodite functional homolog of the male linker cell, acting as the migrating leader
cell for the hermaphrodite gonad and also as a germ line nurse cell, a function which the
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linker cell does not perform483. Importantly, the distal tip cells do not die. Therefore,
comparing linker cell transcripts to distal tip cell transcripts and unlabeled cell transcripts
should distinguish housekeeping genes, general leader-cell-migration genes, and linkercell-specific genes. However, as evidenced by the fact that nhr-67 controls linker cell but
not distal tip cell migration469, the linker cell’s migration program is not identical to the
distal tip cell’s, and the linker cell will express migration-specific genes not found in the
distal tip cells. Furthermore, death-specific genes may not be present at all times within
the linker cell. I will therefore include a temporal component to the experiment, by
comparing linker cells collected well before death, in the early L4 period, to linker cells
in the mid-late L4 period, where most linker cells have at least reached the cloaca. In this
way, I will be able to distinguish genes that are upregulated in the linker cell at the time
of death. Additionally, by comparing linker cells from a number of our death-mutant
backgrounds, I can identify genes controlled by the transcriptional pathways I have
studied. Importantly, the linker cell is constantly performing active functions requiring a
number of transcriptional programs and on EM contains numerous ribosomes. The cell
should therefore be amenable to gene expression profiling.
Working with Dr. Menachem Katz, a postdoctoral fellow in the lab, who wanted to
isolate and transcriptionally profile his own cell population of interest, I optimized
existing C. elegans dissociation protocols to allow for the isolation and immediate ex vivo
sorting of a rare cell from a large number of L4 larvae. Existing methods rely, briefly, on
treating the worms with a solution of SDS and 200 mM DTT to reduce the extensive
cuticle crosslinks, then triturating worms in a solution containing the non-specific
protease Pronase, then filtering the resulting cell soup through a 5 µm filter to obtain a
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single cell suspension484. However, applying these methods to our cells did not yield
sufficient cells for RNAseq, and we had to improve the protocol. Compared to previous
methods, the key improvements have been: to extend the time of SDS-DTT treatment of
the cuticle; to use two, instead of one, protease treatment steps, separated by a step where
broken worm body fragments are washed with EDTA to remove Ca2+ from within the
body, thereby loosening cadherin and integrin interactions, then washing Ca2+ back in to
permit protease activity in the second protease treatment step; to further include EDTA in
all wash steps in an effort to progressively loosen intercellular junctions; to include
collagenase and elastase alongside pronase in the protease cocktail in order to better
attack the different layers of the cuticle485 and elements of the extracellular matrix; to
optimize the composition of the buffers used in order to maximize protease activity486; to
use a glass Dounce homogenizer with very slow strokes instead of trituration through a
needle, which allowed starting with an arbitrarily large number of worms, as Dounce
homogenizers come in a wide range of sizes, and better preservation of cellular integrity,
as Dounce homogenizers have a fixed clearance between the mortar and pestle; to use
slower centrifugation spins in the wash steps to allow progressive removal of subcellular
debris without affecting cell yield; to use a sequence of 40, 20, and 10 µm filters after the
dissociation to obtain a single cell fraction that includes large cells; and to further purify
the cells on a Percoll gradient prior to sorting, removing much of the subcellular debris
and allowing for enrichment of linker cells in the target fraction.
To sort the cells, I include the cell-impermeable, near-UV chromatin dye DAPI, to
label damaged cells, and the cell-permeable, far-red DNA dye DRAQ5 to distinguish
singly nucleated cells from large cellular aggregates as well as non-nucleated debris. I
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gate first on singly nucleated, live cells on the DRAQ5 vs. DAPI plot, then, examining
these events on an mCherry vs. Venus plot, I gate for linker cells and distal tip cells, and
for each I then perform forward- and side-scatter-based singlet selection to ensure that a
pure population is obtained. Importantly, after the first DRAQ5 vs DAPI gate, all gated
populations are obvious, well-circumscribed populations of cells (Figure 22). To obtain a
negatively labeled cell population, I gate on the unlabeled cells in the mCherry vs. Venus
plot, then select a population with roughly the same forward-to-side-scatter ratio as distal
tip cells and linker cells.
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The linker cell comprises at most approximately 1 in 2500 somatic cells in a mixed
him-5(e1490) population, where males comprise about 40% of animals. This is not
counting the many germ line nuclei that are born in the L4 stage and begin to cellularize
by the end of the L4 stage. Therefore, despite these protocol improvements, the sortable
linker cell population remains at most 0.2% of the total cell population, still a marked
improvement over the expected number. Over 5 hours of sorting, I can collect 10,00050,000 linker cells, as well as, usually, twice to three times that number of distal tip cells,
and an arbitrarily large number of non-fluorescent-protein-labeled cells. Previous
methods used the Trizol reagent to collect cells for RNA extraction, but Menachem and I
found that Trizol is not ideally suited to the preparation of high-quality RNA from this
number of cells. Therefore, I sort my cells into the extraction buffer of a kit designed for
isolating RNA from small numbers of cells (Arcturus PicoPure kit). Using this method, I
am able to reliably extract low-nanogram amounts of un-degraded, high-quality RNA
from this number of cells.
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9 Materials and methods
Strains and alleles
C. elegans were cultured using standard methods14, at 20C unless otherwise
indicated. Temperature-sensitive mutants were hatched and synchronized as starved L1s
at 15C before being transferred to plates seeded with E. coli OP50 and raised to
adulthood at 20C, except where indicated. Most strains harbor one of two mutations that
generate a high percentage of male progeny, him-8(e1489) IV or him-5(e1490) V, as well
as one of two integrated linker cell markers, qIs56[lag-2::GFP] V or nsIs65[mig24::Venus] X. Other alleles and transgenes used are as follows:
LG I: hsf-1(sy441), lin-44(n1792), mig-1(e1787), lin-17(n3091), unc-101(sy216), gsk3(nr2047), pop-1(q624), pop-1(q645), pop-1(hu9), daf-16(mu86), unc-13(e1091), hlh2(bx115)
LG II: mig-14(ga62), lin-29(n333), lin-29(n546), mig-5(rh147), cam-1(gm122), cwn1(ok546), rrf-3(pk1426), drSi13[hsf-1p::hsf-1-gfp], drSi28[hsf-1p:: hsf-1(R145A)-GFP],
nsSi2[hsf-1(R145A)-GFP], nsSi3[hsf-1(R145A)-GFP].
LG III: pqn-41(ns294), wrm-1(ne1982), lit-1(t512), unc-32(e189), mom-4(ne1539), mom4(or39), unc-119(ed4), nob-1(os6), egl-5(n486), lin-39(n1880), mab-5(e1239), php3(ok919)
LG IV: egl-20(n585), cwn-2(ky756), cwn-2(ok895), nhr-67(pf159)
LG V: cfz-2(ok1201), mom-2(ne834), daf-21(p673).
LG X: bar-1(ga80), sek-1(ag1), lin-18(e620).
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Sequencing of nob-1(os6)
The nob-1 exonic regions of nob-1(os6) animals were amplified by PCR in fragments and
subjected to Sanger sequencing. The sequences obtained were compared to the reference
genome on Wormbase. A single C to T mutation was found, which is predicted to change
Arg188 to an opal stop.

Transgenic strains
Transgene

Constructs

syIs187

POPTOP::HIS-24-mCherry

mhIs9

lin-17::GFP

wyEx806

lin-44::GFP + odr-1p::GFP

huIs7

hsp-16.2::ΔN-BAR-1, dpy-20(+), mec-7::GFP

muIs49

egl-20::GFP, unc-22(+)

sEx10067

hsp-1::GFP

otIs198

hsp-16.2::NLS-mCherry

nsIs230

hsp-16.41::mCherry

deIs12

10.8kb-bar-1p::GFP

muIs53

hsp-16.2::egl-20 + unc-22(as)

nsEx2779-80

pMJK03[swd-2.2p::GFP] (50 ng/uL) + unc-119(+) (50 ng/uL)

nsEx3060,

pMJK15[mig-24pro::C.brenn. swd-2.2::SL2-mCherry] (25ng/uL) +

nsEx3061,

lag-2p::YFP (25 ng/uL) + pSL1180 (50 ng/uL)

and
nsEx3149
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nsEx3081,

pMJK13[mig-24p::rde-1::SL2-mCherry] (50 ng/uL) + pEB30[lag-

3148

2::mCherry] (25 ng/uL) + pSL1180 (25 ng/uL)

nsEx3269-71

GFP-SET-16 fosmid (30 ng/µL) + unc-119(+) (50 ng/µL)

nsEx4592

pGO80[2.5kb wrm-1p::GFP], 25 ng/µL + unc-119(+), 75 ng/µL

nsEx4584-5

pMJK61[mig-24::mig-5B] (10 ng/µL) + pEB30[lag-2::mCherry] (25
ng/µL) + odr-1::rfp (25 ng/µL) + L4440, 40 ng/µL

nsEx4589-90

pMJK62[mig-24::mig-1B] (50 ng/µL) + pEB30[lag-2::mCherry] (25
ng/µL) + odr-1::rfp (25 ng/µL)

nsEx4591

pMJK62[mig-24::mig-1B] (25 ng/µL) + pEB30[lag-2::mCherry] (25
ng/µL) + odr-1::rfp (25 ng/µL)

nsEx4586-8

pMJK60[mig-24::HSF-1] (1 ng/µL) + pEB30[lag-2::mCherry] (25
ng/µL) + odr-1::rfp (25 ng/µL) + pBluescript, 49 ng/µL

nsSi2-3

MosSCI integrants of pOG124[hsf-1::HSF-1(R145A)-GFP]

nsIs346

UV/TMP integration of mhEx127[5kb mig-5p::mig-5A-gfp + unc-119],
a gift of M. Herman.

nsIs495

lin-48p::mCherry (25 ng/µL) + pBluescript (75 ng/µL), a gift of L.
Kutscher.

ctIs57

nob-1p::nob-1::GFP + pRF4[rol-6(d)]

nsEx3433,

mig-24p::nhr-67 (10 ng/µL) + lag-2::mCherry (25 ng/µL) + pSL1180

nsEx3577

(65 ng/µL).

nsEx3726,

pMJK33[mig-24p::nob-1B] (20 ng/µL) + lag-2::mCherry (20 ng/µL) +
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3735, 3736

pSL1180 (60 ng/µL)

nsIs497

pMJK62[2kb nhr-67::SL2-mCherry] (25 ng/µL) + mig-24::Venus (20
ng/µL) + unc-119(+) (25 ng/µL)+ pSL1180 (30 ng/µL), integrated with
UV/TMP

Scoring linker cell survival and imaging
Linker cell death was scored as previously described229. Briefly, worms were
synchronized by treating gravid hermaphrodites with alkaline bleach and allowing the
eggs to hatch in M9 medium overnight. Synchronized L1s were released onto fresh NGM
plates seeded with OP50 or HT115 E. coli containing the RNAi clone of interest, and
maintained at 20C. Animals were picked to a new plate as late L4s with a fully retracted
tail tip with rays visible under the unshed L4 cuticle. Two hours later, newly molted
adults were mounted on slides on 2% agarose-water pads, anaesthetized in 30 mM
sodium azide or 5 mM tetramisole, and examined on a Zeiss Axioplan 2 or AxioScope
A1 under Nomarski optics and widefield fluorescence at 40x or 63x. Images were
acquired through a Zeiss AxioCam and the Axiovision software. The linker cell was
identified by green fluorescence (from reporter transgenes) as well as by its location and
morphology. A linker cell was scored as surviving if its nucleus was circular with an
intact nucleolus, if the cell shape was not rounded, and if the cell had not shed any large
blebs. All other cells were scored as dead or dying. Rescuing extrachromosomal arrays
contained a lag-2p::mCherry construct, and, in an effort to prevent selection bias towards
survival, males with Cherry-expressing linker cells were picked as L3s for scoring the
following day as young adults, as above. Some Wnt pathway mutants exhibited two
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linker cells. For these strains, animals with only one visible linker cell were picked as L3s
to score the following day. Only correctly migrated cells that had reached the cloaca were
used in determining survival percentages.

RNA interference
Standard feeding RNAi methods233 were used. All RNAi clone was from the
Ahringer library except pop-1 clone, which was from the Vidal library (both libraries
Source BioScience). For scoring, late L4 animals were picked from an RNAi plate,
seeded with HT115 bacteria containing the clone of interest, to a fresh OP50 plate as
above.

Germline transformation
Germline transformation was performed as previously described487. Rescuing
transgenes were injected into strain OS238[qIs56 him-5(e1490)] and crossed into the
relevant mutant backgrounds.

MosSCI
Two additional lines of hsf-1p::HSF-1(R145A)-GFP were generated from
pOG124 (a gift of T. Lamitina), by the ‘direct’ method, as previously described488. One
line failed to exhibit bar-1 mutant suppression, but also did not enhance hsf-1(sy441)
survival, suggesting it was inactive, and was therefore not used in analysis. Inserts were
verified by PCR and expression of HSF-1::GFP.
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Fosmid recombineering
Fosmid WRM066cA03 (containing set-16) was recombineered using pBALU1
according to the method of Tursun et al.489.

Plasmid construction
All cDNAs amplified from mixed staged cDNA (C. brenneri cDNA prepared from liquid
culture of C. brenneri).

swd-2.2 (2) RNAi clone: swd-2.2 cDNA fragment was amplified from mixed stage cDNA
using oligos 5’-TATGGATCCAACGAAGACAACGTGGAATG-3’ and 5’GAGGGATCCCAAGTGATTACGATTGTTGTGC-3’, and ligated into L4440 as
BamHI and KpnI fragment.

pMJK03: swd-2.2p:: GFP. A ~4 kb swd-2.2 promoter fragment was amplified from
genomic DNA using oligos 5’-CAGGCATGCTCTGCTTTTCTCTCGGCTTC-3’ and 5’CAGGTCGACGTTGTGTCATTTGGTTGCTG-3’ and subcloned into pPD95.75 as an
SphI/SalI fragment.

set-16 (2) RNAi clone: set-16 cDNA fragment was amplified from mixed stage cDNA
using oligos 5’-ACTAGTAAGAAGCAGAAAGAGCCGCGAC-3’ and 5’ACTAGTCTGGTGCTGCTCTTGTAGTAACAAC-3’, cloned into L4440 SpeI site.
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pMJK15: mig-24pro::C.brenn. swd-2.2::SL2-mCherry. First cloned 1.2kb mig-24
promoter into pSM-SL2-mCherry (gift of C. Bargmann) as BamHI/KpnI fragment. Then
amplified C. brenneri swd-2.2 cDNA using oligos 5’GGTACCCATGAATGCATCAAAAGAG-3’ and 5’GGTACCTTATTGATGCGCTTGTGCTT-3’, and cloned this fragment into this vector
as KpnI/KpnI fragment to make pMJK15.

pMJK13: mig-24pro::rde-1::SL2-mCherry. rde-1 cDNA was amplified from phage clone
yk296b10 (a gift of Y. Kohara) using oligos 5’- AGTACCCATGTCCTCGAATTTTCC3’ and 5’- CGGTACCTTATGCGAACGACATTC-3’ and subcloned into pMJK15 as a
KpnI/KpnI fragment, replacing the swd-2.2 fragment in pMJK15.

pMJK33: mig-24p::nob-1b. A 1.2 kb mig-24 promoter was amplified as an FseI/AscI
fragment using oligos 5’- ACTGGGCCGGCCTTTATCAGTTATCAGCAAG-3’ and 5’CCATGGCGCGCCTCATTTTAATAAAATTGTGTAAG-3’ and subcloned into pSMSL2-mCherry, a gift of C. Bargmann. NOB-1B cDNA, a gift of W. Wood, was amplified
using oligos 5’-CAAGGCGCGCCATGATTTCGGTGATGCAACAAATG-3’ and 5’CAAGTCGACTCAGTTGATCAATCGCTCGATG-3’ and cloned into this vector as an
AscI/SalI fragment to create pMJK33, in which the NOB-1B ATG is in frame with the
endogenous mig-24 ATG.

pMJK60: mig-24::hsf-1. A ~1.2kb mig-24 promoter, a gift of E. Blum, was amplified as a
PstI/XmaI fragment using oligos 5’-
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ACACTGCAGTTTATCAGTTATCAGCAAGCAGAGAAATG -3’ and 5’ACACCCGGGCGCCATTTTAATAAAATTGTGTAAGATG -3’ and subcloned into
pTB4[vap-1::hsf-1::unc-54 3’UTR] to generate pMJK60.

pMJK61: mig-24::mig-5B. mig-5B cDNA, a gift of H. Korswagen, was amplified as an
XmaI/SalI fragment using oligos 5’-AGTCCCGGGATGGAGCCGCCATGCAC-3’ and
5’-ATCGTCGACCTACTGTTCTCCCCGTCGAAATC-3’ and subcloned into pMJK60,
to generate pMJK61.

pMJK62: mig-24::mig-1B. The mig-24 promoter was amplified as an FseI/AscI fragment
using oligos 5’- ACTGGGCCGGCCTTTATCAGTTATCAGCAAG-3’ and 5’CCATGGCGCGCCTCATTTTAATAAAATTGTGTAAG-3’ and subcloned into pSMSL2-mCherry, a gift of C. Bargmann. mig-1B cDNA, on pJRK135, also a gift from C.
Bargmann, was amplified as an AscI/EcoRI fragment using oligos 5’TGAGGCGCGCCATGGGACCATTTCGTGGTTAC-3’ and 5’ACTGAATTCTCAAATCATATTATTAGTTCGAAACGTC-3’ and subcloned into this
plasmid to generate mig-24::mig-1B.

pMJK62: 2 kb nhr-67::SL2-mCherry. A ~2 kb nhr-67 upstream promoter just upstream
of the nhr-67 ATG was amplified from a mixture of fosmids WRM0623aD02 and
WRM0631bG05 using oligos 5’TGTGGCCGGCCAGAAGTTAATGCCTACGTGATG-3’ and 5’-
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TGTGGTACCTCTTGGCGCCAGATTC-3’ and cloned into pSM-SL2-mCherry, a gift
of C. Bargmann, as an FseI/KpnI fragment, to create pMJK62.

pMJK63: 484 bp nhr-67- pes-10 minimal::GFP: A 192 bp “basal” pes-10 promoter was
amplified from N2 genomic DNA using oligos 5’ACACCTGCAGGAATCGATTTTTTGCAAATTACG -3’ and 5’TGTGGATCCAATCAATGCCTGAAAGTTAAAAATTACAGTATAAAG -3’ and
cloned into pPD95.75 as a SbfI/BamHI fragment to create pMJK44. A 484 bp sequence
of the nhr-67 promoter, corresponding to the sequence deleted in nhr-67(pf159) 468, was
amplified from pMJK62 using oligos 5’ACTAAGCTTTGTCTATCTCTCTTCAACGAC-3’ and 5’ACTCTGCAGAAATCGAACCAAAAAACCAATATC -3’ and cloned into pMJK44 as
a HinDIII/PstI fragment to create pMJK63.

pGO80 a gift from G. Oikonomou
mig-24p::nhr-67 and lag-2p::YFP a gift of E. Blum
mig-24::Venus a gift of K. Nishikawi

Heat shock assays
Animals were cultured on 4 cm NGM agar plates seeded with E. coli OP50. These plates
were sealed with parafilm, placed in a water bath at the indicated temperature for the
indicated time, agar face down, and subsequently returned to the 20C incubator, until
animals were picked for scoring as above.
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Electron microscopy
Just-molted (0-2h) qIs56 him-5(e1490); bar-1(ga80) adult males with surviving linker
cells were imaged using a Zeiss Axioplan 2 compound microscope to measure the
relative location of the linker cell within the worm. Animals were then fixed, stained,
embedded in resin, and sectioned using standard methods229. Images were acquired on a
FEI TECNAI G2 Spirit BioTwin Transmission Electron Microscope with a Gatan 4K x
4K digital camera.

Protocol for linker cell isolation for FACS – one day’s sorting experiment.

Preparation
Make ~30 10 cm 6x peptone plates with 1.2 g NaCl + 20 g peptone + 25 g agar per liter
of medium. Seed each plate with 1.5 mL an overnight culture of NEP NA22 E. coli in
LB, spread culture around plate so that it covers most of the plate, and incubate to dry
overnight at 37C.

7d before sort
Collect worms from 4-5 6x peptone plates full of gravid hermaphrodites and eggs in M9.
C. elegans tends to burrow into 6x peptone plates when cultured at too high density, so a
strain-dependent titration of the approximate number of worms per plate should be done.
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-Treat worms with alkaline bleach. All bleach treatments are as follows:
Wash worms off plates in M9 medium and into one or several 15 mL conical tubes, as
needed. To obtain the maximum number of eggs, use a plastic cell lifter (Corning), with
the edge flamed briefly and melted to prevent cutting into the agar, to gently scrape eggs
off the plate. Wash worms once with M9. For each tube of worms collected, make up 10
mL of fresh bleaching solution as follows:
7 mL ddH2O + 0.4 mL 10N NaOH + 2.5 mL 5% NaOCl. Resuspend worms in this
solution and immediately vortex on full speed for 5 min. Then wash eggs 3 times in M9
and hatch in M9 on a rotator in a 20C environment overnight.

6 days before sort
-Seed synchronized L1s on 20-25 6x peptone plates.

3 days before sort
-Bleach synchronized gravids and eggs again. The resulting animals will form the
population that will be dissociated and sorted. To date, I have sorted from a maximum of
~1.5 million mixed males and hermaphrodites in a full 5-6h day of sorting, with left over
cell suspension by the end of the day. The number of animals to grow up in each two-step
synchronization and expansion step will be strain-dependent.

-Preferably in the early afternoon, seed 1 to 2 2L flasks with 1L LB each and inoculate
with NEP NA22.

130

2 days before sort
-Pour saturated overnight culture of NEP NA22 into centrifuge bottles, spin 15 min,
5000g, 4C on a pre-cooled SLA-3000-type rotor. Pour off LB supernatant.

-Place a 40 µm cup filter over a 50 mL conical tube. Gently pour the synchronized L1
population over filter and allow to drain into the tube. Rinse 15 mL tubes with M9 and
pour over filter again. Add M9 to filter until the surface of the M9 just touches the bottom
of the filter, and cover top of filter with the cap of the tube. Incubate for at least 15 min to
allow as many L1s as possible to swim through the filter.

-Make up complete S medium. I grow ~200,000 worms in 35-40 mL of S medium in one
250 mL flask, with several flasks depending on the size of the experiment.

-For 4 flasks’ worth of S medium, use a spatula to spoon 1.5L’s worth (~3 centrifuge
bottles) of packed NEP NA22 into the S medium, and break up into large chunks with the
spatula. Then use a 25 mL serological pipette to triturate medium until no more chunks of
E. coli settle to the bottom. This process also helps oxygenate the medium.

-Take L1 population in the 50 mL conical and split into 15 mL conicals again, spin 1 min
500g to collect. Combine L1s into one 15 mL conical and bring volume to 4 mL.
-Using a marker, draw a 5x5 grid on a 18-22 mm square coverslip. Take 5 µL of wellmixed L1 worm suspension, apply to a glass slide, cover with gridded coverslip, and
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count the number of worms under a dissecting microscope. Repeat twice and average to
obtain an estimate of the concentration of L1s.

-Transfer ~200,000 L1s per flask of S medium with NEP NA22. Place on a horizontal
shaker at 20C and rotate at 150 rpm to keep culture aerated.

-Thaw frozen bottle of AccuMax protease solution at 4C.

1 day before sort
-Monitor culture in afternoon or evening to ensure that it does not starve. If necessary,
add drops of concentrated NEP NA22 in S basal.

-Prepare SDS-DTT solution as described484, freeze at -20C in 5 mL aliquots.

-Prepare 8L of sterile-filtered (CN high flow filters) egg buffer as described484, but omit
Ca and Mg salts. This will be the sheath fluid for sorting; bring to sorting facility for
overnight degassing.

-Prepare the three dissection buffers, adjust each to ~330 mmol/kg (320-340 should be
fine) on a vapor pressure osmometer.
-Buffer 1: 130 mM NaCl, 5 mM KCl, 5 mM CaCl2, 50 mM HEPES pH 7.5
-Buffer 2: 130 mM NaCl, 5 mM KCl, 5 mM NaEDTA, 50 mM HEPES pH 7.5
-Buffer 3: 140 mM NaCl, 5 mM KCl, 50 mM HEPES pH 7.5
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-Prepare “100%” Percoll. Mix 9 vol Percoll to 1 vol 10x PBS. Adjust osmolarity using
Percoll to 330 mmol/kg. This is the “100%” Percoll.

-Prepare 65%, 35%, and 10% Percoll dilutions with Buffer 3. Mix well and store at 4C.
-Adjust osmolarity of AccuMax (Stem cell technologies) to 330 mmol/kg, return to 4C.

Day of sort
-Take 10 µL worm culture out of a flask, drop onto a plate and examine under dissecting
microscope to make sure worms are at the right stage.

-Thaw aliquots of SDS-DTT solution to room temperature. Do not thaw on ice, SDS will
not re-dissolve well.

-Find a P1000 pipette with very smooth action. In a 50 mL conical, taking care not to
splash, add 5 mL 65% Percoll, and mark the level. Then, tilt the tube to ~45° angle, and
very gently layer 5 mL of 35% Percoll on top of the 65% layer, 1 mL at a time. Using a
P1000 pipette, touch the pipette tip to the side of the tube a few cm above the meniscus
and depress pipette very slowly and smoothly so that the 35% Percoll trickles out at a
constant rate. Aim for dispensing 1 mL in about 30s. Mark the level of the 35% Percoll.
Repeat with another 5 mL of 10% Percoll. Cap the tube and gently place gradient at 4C.
This takes practice – do not try for the first time on an actual sort.
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-Make 10 mL protease cocktail. Bring protease powders to scale on ice. In a 15 mL
conical, measure out 150 mg collagenase type 1 (Sigma), 100 mg Pronase E (Sigma), 25
mg lyophilized Elastase (Worthington). Gently add 10 mL buffer 1, cap, vortex a few
times, put on ice. Vortex occasionally to break up chunks. Enzymes will go into solution
over time even on ice.

-Turn on refrigerated microcentrifuge and refrigerated clinical centrifuge to cool to 4C.

-Take worm cultures and distribute into 15 mL conicals. Spin all conicals at 500g, 30s.
Aspirate supernatant, combine worms into one or two conicals. Wash with ddH2O 7-8x,
spinning at 500 g for 20 s after each new wash. Combine worms into one conical, wash
once again, spin 1000 g for 30 s, and take off as much supernatant as possible. Estimate
pellet volume.

-Take protease cocktail off ice and onto a rotator to warm to room temp. To worm pellet,
add 2x pellet volume room-temperature SDS-DTT solution, mix well, start 5 min timer.
Split worm suspension into as many 2 mL microfuge tubes as needed and set on a rotator.
When timer is up, quickly place tubes into the refrigerated microfuge and spin for 30 s,
1000 g. Place tubes on ice, pipette off supernatant, resuspend in ice-cold buffer 2, spin
again. Wash for a total of 4 times in cold buffer 2, then wash once in cold buffer 1.
Complete wash steps as quickly as possible to maximize cell viability.
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-Take buffer 1 supernatant off, split 2x original pellet volume of room-temperature
protease cocktail into the microfuge tubes, resuspend worms, and transfer to a 7 mL
Dounce homogenizer. Rinse microfuge tubes with 1 mL protease cocktail and add to
Dounce homogenizer. Pipette up and down with P1000 to mix well.

-Dounce very slowly with B-type (tight) pestle for 20 min, taking ~15 s for each
downstroke and ~15 s for each upstroke, taking care not to introduce bubbles. Every 5
min, pipette up and down 10x with P1000, taking care not to introduce bubbles

-If doing for first time, monitor dissociation by briefly pipetting up and down with P1000,
placing 5 µL of just-mixed worm suspension on slide, and examining under 10x
brightfield.

-After 20 min, mix with P1000 and split worms into 2 mL microfuge tubes. Spin 3 min
3000g 4C, take off supernatant, wash with 1 mL cold buffer 2 per tube. To wash, disrupt
pellet with tip of pipette first, then triturate gently to break apart clumps. Completely
resuspending pellet is not essential. Wash a total of twice with cold buffer 2 and once
with cold buffer 1.

-Add 2x original pellet volume between microfuge tubes, resuspend worms, and return to
Dounce homogenizer. Dounce gently with B pestle for 20 more min with pipetting up
and down with P1000 every 5 min. The length of this homogenization can vary a little bit
more. Monitor as before.
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-After 20 min, mix with P1000 and split worms into 2 mL microfuge tubes. Spin 3 min
3000g 4C, take off supernatant, wash with 1 mL cold buffer 2 per tube. To wash, disrupt
pellet with tip of pipette first, then triturate gently to break apart clumps. Completely
resuspending pellet is not essential. Wash a total of twice with cold buffer 2 and once
with cold buffer 3.

-Completely resuspend in 3 mL cold AccuMax, combine in a 15 mL conical.

- Stack adapter ring, 10 µm, 20 µm, and 40 µm filters (all Pluristrainer) on top of a 50 mL
conical and place on ice. Prewet filters with 0.5 mL buffer 3. Apply AccuMax cell
suspension to top filter and allow to drain through, applying suction by affixing a 5 mL
syringe on the adapter ring if necessary. Wash tubes with 1 mL buffer 3, apply this wash
to the top filter and allow drain. Wash filters again with 1 mL buffer 3.

- Take filtered cell suspension and gently apply it to cold gradient as before.

-Spin on a refrigerated swinging-bucket clinical centrifuge with precooled tube adapters
for 20 min at 400 g. Set to lowest possible acceleration and deceleration settings.
Removing the brake adds 10-15 min to spin time.

- Gently remove gradient from centrifuge, collect 35%-65% interface with P1000 and
place into a new 15 mL conical. I usually collect this fraction in 3-4 mL, as well as the
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65% pellet and the 10%-35% interface, each into separate tubes, in case there is left over
time on the sorter, although the 35%-65% interface is most enriched in linker cells and
many more linker cells will be sorted if this fraction can be sorted for the entire duration
of the sort.

-Add cold buffer 3 to all tubes up to 15 mL, spin in cold swinging-bucket centrifuge for 8
min, 2000 g, with acceleration and break on.

-During spin, prepare a few FACS tubes of 600-900 µL Trizol LS (Invitrogen) and a few
siliconized microfuge tubes of 135 µL Extraction Buffer from Arcturus PicoPure RNA
extraction kit. Number of tubes depends on number of cells expected; I usually bring
around 9 of each.

-Remove most of supernatant, resuspend cell pellet in 1-2 mL cold buffer 3.

-Add DRAQ5 (Thermo) to 5 µM and DAPI to 0.5 µg/mL, mix gently, place in ice and
cover. Bring stained cell suspension to sorting facility in ice.

-Establish gates to sort single live cells (DRAQ5 med/DAPI-). From these, gate on linker
cells (Cherry+/Venus+ in nsIs497), distal tip cells (Cherry-/Venus+ in nsIs497), and
negative controls (Cherry-/Venus-). Use doublet discrimination gates on forward scatter
and side scatter plots.
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-Linker cells are usually rare enough that 1-3 tubes of 135 µL Arcturus picopure
extraction buffer can each be filled with 10,000 linker cells. I collect an equivalent
number of tubes of distal tip cells and negative control cells, which are more abundant,
and once those are exhausted, I collect the more abundant populations in Trizol. Every
10-15 min, vortex and spin down collection tubes.

-After sort, process RNA using Arcturus kit. Incubate tubes at 42C for 30 min, then spin
3000g 2min, transfer supernatant to new tube, and freeze at -80C. Freeze Trizol tubes at 80C.

-Follow directions for Arcturus Picopure extraction kit. Perform on-column DNase
digestion with Qiagen RNase-free DNase set. Freeze RNA or submit directly for high
throughput sequencing.
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