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ABSTRACT
We propose a fast method to reconstruct the curve of tip-surface force v.s. distance
in Atomic Force Microscopy (AFM). A precise and fast force curve reconstruction can
help improve research in material science, biological science, chemistry, etc. Existing
techniques require multiple sinusoids at the input to introduce intermodulation terms,
i.e., exponential components at equally spaced frequencies, and the estimation is done
by balancing those terms. Instead of using intermodulation terms, our method tries to
balance time domain samples. The method is based on the assumption that a discrete
model approximates the continuous AFM model well when sampled at high frequency.
Least Squares method is used to derive a polynomial approximating the force curve.
The new method can make use of samples in the transient process and does not require
multiple sinusoids at the input. It has potential benefits in taking less testing time,
getting more accuracy and acquiring force curves of several materials in one experiment.
1CHAPTER 1. INTRODUCTION
Nanotechnology, which involves “seeing” and “manipulating” atoms and molecules,
has been an intense research area for decades. The atomic force microscope (AFM) is
an instrument that is one of the primary drivers of nanotechnology; it is used to image
and manipulate sample materials in nano-scale. AFM has led to important discoveries
in many areas of science, e.g., imaging the atoms and inter-atomic bonds in molecules in
[1].
AFM interrogation includes topographic imaging [2] where one is interested in getting
the material surface image and material characterization where one is interested in get-
ting the material properties such as adhesion [3][4] and stiffness [5]. One of the problems
that needs to be solved is the estimation of the tip-surface force vs. distance curve, which
represents the properties of the material. Knowledge of such curves will also help the
imaging process. A fast method of estimating the curve will help speed up the discovery
process for material scientists. These curves are usually nonlinear (see Figure 1.2) and
not easy to obtain. Our goal in this work is to develop a fast method to estimate the
tip-surface force curve. The vast majority of prior approaches use a frequency domain
analysis of the cantilever trajectory to infer the force curve. As we shall see, this requires
the cantilever to reach a steady state orbit and tends to be slow. In contrast, in this
work we propose a time domain method that is clearly faster on simulated data.
21.1 Background
An AFM has the basic mechanism in Figure 1.1. It has a cantilever probe with a tip
to interrogate the sample. This tip can be excited by a dither piezo. The deflection of
the probe cantilever is measured by a laser beam reflecting from the cantilever to a split
photodiode. The sample sits on a platform that can be positioned in lateral dimensions
and also the vertical dimension at sub-nanometer precision. The probe tip’s atoms
and the samples atoms exert forces on each other side, affecting the probe cantilever’s
deflection (See Figure 1.2 the tip-surface force curve). The atom to atom forces are
mainly decided by the property of material and the tip-surface distance l = (y − ζs) (y
is the vertical position of the tip, ζs is the vertical position of sample surface; see Figure
1.3). Typically, the probe is moved through the material at different lateral positions to
obtain the surface image or the properties’ image.
Figure 1.1 AFM Schematic
The cantilever dynamics can be accurately described as a damped string-mass system:
y¨ +
ω0
Q
y˙ + ω20y = f(t), w = y + ν (1.1)
Output y is the deflection of the cantilever tip, ω0 (in angular velocity) is the resonant
frequency of the cantilever, Q is the quality factor, f(t) is the total force exerted on
the cantilever tip (as a function of time), w is the measurement by the photodiode and
ν is the measurement noise. Input f(t) = x(t) + z(t) + η(t), where x is the driving
3Figure 1.2 Typical shape of a tip-surface force curve. Note that it contains a weak
long-range attractive force section and a strong short-range repulsive force
section.
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Figure 1.3 Block diagram of an AFM interrogating a sample.
force from dither piezo, z is the tip-surface force exerted on the tip, and η is the thermal
noise. y and the sample topographic profile ζs decide z through the nonlinear relationship
z = φ(y − ζs). See Figure 1.3 the block diagram. In applications when giving the AFM
a driving force signal x, one can get information about the material (for example, the
topology ζs) from the measured signal w.
In general, there are two methods to image the topology ζs, . First is the static
mode, under which there is no dither piezo forces on the cantilever (x = 0). When
the probe moves across the material laterally, AFM can lift or lower the material (or
the probe) slowly at sub-nanometer precision to keep a steady output w. One can
obtain the topographic image by examining the position of the material platform. In
4this method there are significant tip-surface forces and lateral fractional forces in the
imaging process, causing wear and tear of the tip and potential damage to the sample
[6]. So, the static mode is not suitable in many cases (for example, when the material is
soft). The second mode is dynamic mode, in which the cantilever is excited at or near
the resonant frequency ω0, so that in one oscillation period, the tip has only a very small
portion of time to interact closely with the sample. While this interaction can cause
enough change in oscillation amplitude and phase (which is used for imaging), the tear
and wear to the tip and sample is reduced [6]. In our work we work exclusively with the
dynamic mode method.
1.2 Problem Identification
From the block diagram in Figure 1.3 (b) we know:
w(t) = y(t) + ν(t)
= g(t) ∗ (x(t) + z(t) + η(t)) + ν(t)
= g(t) ∗ x(t) + g(t) ∗ φ(w(t)− ν(t)− ζs)
+ g(t) ∗ η(t) + ν(t).
(1.2)
When imaging the sample topography, the AFM interrogates at different lateral posi-
tions. However, for estimating φ, the AFM only needs to interrogate at one fixed lateral
point, i.e. ζs is fixed. So in this problem we can redefine z(t) = φ(y(t)) to replace
z(t) = φ(y(t) − ζs). In (1.2), input signal x(t) and output signal w(t) are known. The
input-output transfer function G(s) = 1
s2+
ω0
Q
+ω20
, which is linear time-invariant, can be
identified off-line precisely using standard sine-sweep methods. Noise η(t) and ν(t)’s
distribution are known, thus the distribution of g(t) ∗ η(t) is also known. The unknown
φ is our goal and we want to create the curve of z(t) = φ(y(t)) within as short time as
possible.
5CHAPTER 2. RELATED WORK
Knowledge of the force curve can help improve topographic imaging of AFM, and fur-
ther help improve other possible applications. For example, [7] introduced an application
of signal processing techniques in AFM. At the same time, signal processing techniques
become important for solving problems in AFM [8]. Problems of this nature have been
discussed in system identification [9], e.g., the Hammerstein model deals with a series of
a linear system and a nonlinear system and tries to identify both based on the input and
output (see [10]). This method requires noise free input while our problem contains input
noise and the linear system has been identified. Hammerstein model cannot apply to our
problem directly. Some other approaches use steady-state techniques such as harmonic
balance [11, 12, 13, 14, 15] that operate via a frequency domain analysis of the deflection
signal. But these methods ignore noise. Reference [16] applies higher eigenmodes of the
cantilever while it also requires the vibration to be in steady state.
The work that is most closely related to our work is by Hutter et al. [15]. The main
idea is that when the driving force (or driving signal, meaning the signal the dither piezo
uses to excite the cantilever) is sum of two (or even more) sinusoids near the resonant
frequency ω0 (in angular velocity), because of the nonlinearity of φ, the cantilever de-
flection signal, in steady state, is periodic with a fundamental frequency. For example,
when the driving force is sum of two sinusoids with frequency ω1 and ω2, the steady state
deflection signal is sum of sinusoids at frequencies k∆ω where ∆ω = gcd(ω1, ω2) and k
is an integer. This phenomenon is called intermodulation and these k∆ω components
are called intermodulation terms. Figure 2.1 is an example of intermodulation terms.
6Hutter’s method is basically estimating nonlinear force by expanding the equation (1.1)
into discrete Fourier series and balancing the components in each discrete frequency. His
method assumes there is no noise. Because transfer function’s gain near ω0 is larger,
driving forces’s frequencies will be chosen near ω0.
Figure 2.1 The fast Fourier transform of the deflection signal of an AFM simulation.
The cantilever is driven by two sinusoids of frequency 998
999
ω0 and
1000
999
ω0 where
ω0 is the resonant frequency of the cantilever. So ∆ω0 =
1
499.5
ω0. Each peak
is an intermodulation term. ω0 = 2pif0 and f0 = 2.947e+ 05Hz.
Because the method assumes there is no noise, the block diagram can be expressed
as Figure 2.2. So the system can be expressed as a differential equation in (2.1), where
the variables are labeled in the figure.
y¨ +
ω0
Q
y˙ + ω20y = z + x (2.1)
Here, the driving force is a combination of two sinusoidal functions, i.e. x(t) = A1 sin(ω1t+
7Figure 2.2 Block diagram for estimating φ. x(t) notes the force dither piezo exerts.
g(t) is the impulse response function of cantilever. y(t) notes the deflection.
z(t) notes the tip-surface nonlinear force.
ψ1) +A2 sin(ω2t+ψ2). Q is a known variable, the quality factor of cantilever. When the
two sinusoids of x are carefully chosen, the method assumes that y is periodic with period
∆ω = gcd(ω1, ω2). So y can be expanded as discrete Fourier series y(t) =
∑
k yke
ik∆ωt
and similarly z(t) =
∑
k zke
ik∆ωt and x(t) =
∑
k xke
ik∆ωt. If we take the components in
eik∆ωt of both sides of equation (2.1), we get:
− (k2∆ω2)yk + ikω0∆ω
Q
yk + ω
2
0yk = zk + xk (2.2)
which can also be written as:
yk = Gk(zk + xk) (2.3)
k are positive and negative integers. Gk = 1/(ω
2
0 − k2∆ω2 + ikω0∆ω).
Next, the output of the nonlinear block in the feedback z(t) can be approximated
by a polynomial of y(t), z(t) =
∑∞
j=0 αjy(t)
j. Then estimating φ is estimating αj.
Define matrix H where Hk,j is the kth spectral component of Fourier series of y(t)
j, i.e.
y(t)j =
∑
kHk,je
ik∆ωt. Then from equation (2.3) we get:
...
yk
...
 =

. . . 0 0
0 Gk 0
0 0
. . .

H

...
αj
...
+

...
xk
...

 (2.4)
8Which expresses equation (2.3) in all k at the same time. Notice:
...
zk
...
 = H

...
αj
...
 (2.5)
From equation (2.4), the least square estimation of αj is
...
αˆj
...
 = H
†


. . . 0 0
0 G−1k 0
0 0
. . .


...
yk
...
−

...
xk
...

 (2.6)
Where H† is the pseudo inverse. Equation (2.6) gives the estimated polynomial param-
eters, i.e. the solution of φ(y). The process from equation (2.1) to (2.6) is the method
Hutter uses to estimate φ.
9CHAPTER 3. FAST NONLINEAR FORCE ESTIMATION
This section is on our approach to solve the problem. This approach is promising in
that under the same settings its estimation MSE is lower than Hutter’s method, it saves
experiment time and it can be applicable to test a series of samples at one time.
Our intuition is that Hutter’s method works well only when the cantilever vibration
is steady, so that the Fourier series can be estimated accurately. This means that in the
experiment, after the interrogation begins, one must wait for the AFM to vibrate, pass
the transient state and accumulate enough steady state samples to get a good analysis of
the spectrum. If we don’t need to wait for such long process, we can save a lot of time.
Our basic idea is using a discrete model to approximate the continuous time AFM
model, and then estimate the parameters of the polynomial φ in the time-domain.
3.1 Discrete Approximation
A discretized model of Figure 2.2 is as Figure 3.1 (ignoring the noise).
y[n] = g[n] ∗ (x[n] + z[n]) (3.1)
where z[n] = φ(y[n − 1]). Define z[0] = 0. When sample time decreases, the discrete
model approximates the continuous model (T is the sample time):
y(t) =g(t) ∗ (x(t) + z(t))
=
+∞∫
−∞
g(t− τ)(x(τ) + z(τ)) dτ
(3.2)
10
φunit delay
x[n]
z[n]
g[n] y[n]
Figure 3.1 Diagram of discrete model
y(nT ) =
+∞∫
−∞
g(nT − τ)(x(τ) + z(τ)) dτ
≈
+∞∑
m=−∞
g((n−m)T )(x(mT ) + z(mT ))T.
(3.3)
Table 3.1 Simulation parameters’ setting to justify discrete model’s approximation to
continuous model.
f0 = 2.947e+ 05 Hz
ω0 = 2pif0
Q = 50
z = 2θ(exp(−2(y − δ)/λ)− exp(−(y − δ)/λ))
g(t) = u(t) exp(− ω0
2Q
t) sin(ωt)/ω
(where u(t) is the unit step function)
ω = ω0
√
1− 1/4Q2
To justify that discrete model can approximate the continuous one, we can compare
the discrete deflection y[n] and samples of continuous model deflection y(t) in MATLAB
simulation. The simulation parameters’ settings are in Table 3.1.
Figure 3.2 shows that the discrete model’s deflection approximates the continuous
model. Figure 3.3 is the horizonal zoom in of Figure 3.2. These two figures is obtained
when the discrete model’s sampling rate is 80f0. The MSE of discrete model deflection
with the continuous model deflection samples is 1.9e − 03. When the sampling rate is
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160f0, the MSE is 3.4164e − 04. As can be expected, a higher sampling rate leads to
better approximation of the continuous time model.
Figure 3.2 deflection signal curves
3.2 Least Square Estimation
Given the block diagram in Figure 3.1, we can write out an expression for the value
of y[n] by simply iterating the recursive equation an appropriate number of times. Note
that y[n] will be a function of the unknown parameters of φ. For simplicity, use notation
yn to replace y[n] and do the same for other time domain samples. The normalization
is ignored in the following process. Let g[n] have length p + 1: g0, g1, ...gp, then yn =
+∞∑
i=−∞
gn−i(xi+zi). φ is approximated by a q order polynomial: zn = φ(yn−1) =
q∑
j=0
αjy
j
n−1.
12
Figure 3.3 deflection signal curves zoom in
Then yn can be calculated iteratively:
z0 =0
y0 =g0x0; z1 =
q∑
j=0
αjy
j
0
y1 =
1∑
i=0
gix1−i +
1∑
i=0
giz1−i =
1∑
i=0
gix1−i + g0
q∑
j=0
αjy
j
0; z2 =
q∑
j=0
αjy
j
1
...
yn =
p∑
i=0
gixn−i +
p∑
i=0
gizn−i
=
p∑
i=0
gixn−i +
p∑
i=0
gi
q∑
j=0
αjy
j
n−i−1
=
p∑
i=0
gixn−i +
q∑
j=0
αj
p∑
i=0
giy
j
n−i−1
(3.4)
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Which can be written as:
g0y
q
0 g0y
q−1
0 · · · g0
g0y
q
1 + g1y
q
0 g0y
q−1
1 + g1y
q−1
0 · · · g0 + g1
...
...
...
...
p∑
i=0
giy
q
n−i−1
p∑
i=0
giy
q−1
n−i−1 · · ·
p∑
i=0
gi


αq
...
α0
 =

y1 − g0x1 − g1x0
...
yn −
p∑
i=0
gixn−1
 (3.5)
Thus, the equation above can be expressed as Aα¯ = β¯ and only α¯ is unknown, and can
be solved as αˆ = A†β¯, where A† is a pseudo inverse of A.
3.3 Simulation Results
In this section we present simulation results that demonstrate the effectiveness of
our method. Our main comparison is with the work of Hutter et al.[15] which is a
frequency domain method and works with two excitation frequencies. When doing so,
a modification is made: there is no delay in feedback, i.e., zn = φ(yn) =
q∑
j=0
αjy
j
n. We
compared our results on two different data sets.
In the first set, the input x is the sum of two sinusoids, and the samples of output y
are measured when y is in steady state. In the second set, input x is one sinusoid, and the
samples of output y are measured from the beginning of the simulation. The harmonic
components used by Hutter’s method are calculated using Fast Fourier Transform (FFT)
(as suggested in their article). In the simulation, each method gives its estimation of a
known force curve and we compare the Mean Square Error (MSE) of the reconstructed
force curves under different SNRs.
The simulation model’s parameters are in Table 3.2. The nonlinear force φ is defined as
a Morse Potential force z = 2θ(exp(−2(y− δ)/λ)− exp(−(y− δ)/λ)) (also used in [15]).
Let f0 = ω0/2pi and T0 = 1/f0. All the measurements are sampled at rate 20f0. The
transfer function’s gain is normalized by 2ω20 so that when the input x is a sinusoid of
amplitude 0.07 and frequency f0, the output y has an amplitude 0.7. Table 3.3 shows
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the parameters in simulation set 1, where ω1 and ω2 are the radian frequencies and A is
each sinusoid’s amplitude. Let the simulation begin at time t0 = 0, then y is measured
from t1 to t2. The transfer function g[n] has a length that equals tm. Table 3.4 show
the parameters of simulation set 2. In both methods the estimated result is a 15-order
polynomial approximating the nonlinear force φ. The signal to noise ratio (SNR) is
defined as 10 log10
0.72/2
σ2
, where 0.7 is the free air amplitude of the output (when it is
not interacting with the sample) and σ2 is the variance of random values added to the
output samples.
Table 3.2 Parameters of the AFM simulation model and the Morse potential.
f0 Q θ δ λ
15kHz 50 0.01 -0.6 0.1
Table 3.3 Parameter values for simulation set 1.
ω1 ω2 t1 t2 tm A
998
999
ω0
1000
999
ω0 2001T0 3000T0 500T0 0.007
Table 3.4 Parameter values in simulation set 2
ω1 t1 t2 tm A
ω0 0 50T0 500T0 0.007
Figure 3.4 demonstrates the reconstructed curves in simulation set 2 when SNR=50dB.
It clearly shows that in this example, time domain method estimates the curve better.
Figure 3.5 is an overall picture, showing the MSEs of both methods in simulation set 1
and 2 under different SNRs (for detailed data, see Table 3.5). We can see in the first set
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Figure 3.4 Force curve reconstructed in the second simulation set, SNR=50dB
of simulations, our method’s MSE decreases faster and is lower than Hutter’s method
as SNR increases. In the second set of simulation, our method lowers the MSE even
further. Meanwhile Hutter’s MSEs are higher in simulation set 2 than set 1. To make
Hutter’s method work, y should be measured only when it is steady, which is satisfied
in simulation set 1 but not in simulation set 2 because in set 2 only a short portion of
y at the beginning transient state is measured. In simulation set 1, y is measured for
a time length of 999T0 to make the FFT more precise, which is not satisfied in simu-
lation set 2. We should also keep in mind that Hutter’s method requires at least two
sinusoids at the input to introduce intermodulation terms at the output, which cannot
be realized when there is only one sinusoid, as in simulation set 2. And that’s why
Hutter’s method performs worse in simulation set 2. The results show that our method
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Figure 3.5 Comparison of time domain and Hutter’s methods in simulation set 1 and
2.
takes much less experiment time than Hutter’s with lower MSE, and it does not require
multiple frequencies at the input.
3.4 Multimaterials Estimation
Next, we want to show how the time-domain method can be used to test a series
of materials one after the other. This is often the setting in which material scientists
perform estimation of material properties. Instead of testing only one material in one
experiment,we want to prepare several samples at a time and test them sequentially in
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Table 3.5 MSEs of in both sets of both methods
SNR 1st set: time domain 1st set: Hutter 2nd set: time domain 2nd set: Hutter
30 1.797e-05 1.410e-06 2.666e-06 1.153e-05
40 1.248e-06 1.017e-06 3.892e-07 1.197e-05
50 7.247e-08 7.210e-07 2.475e-08 1.233e-05
60 1.271e-08 6.556e-07 2.042e-09 1.238e-05
70 1.726e-08 6.403e-07 2.233e-10 1.233e-05
80 1.320e-08 6.361e-07 7.453e-11 1.231e-05
90 1.137e-08 6.348e-07 6.943e-11 1.230e-05
100 1.077e-08 6.344e-07 7.200e-11 1.230e-05
no noise 1.048e-08 6.342e-07 7.388e-11 1.230e-05
one experiment. Such operation is difficult for Hutter et al. method because it can not
make use of the data in the transient phase when the probe moves from one material to
another. On the other hand, time domain method can handle the data in the transient
process. Beginning from t = 0, we test material 1 and move to material 2 at t = N1T and
material 3 at t = N2T , ending at t = NT (T is the sampling time). Following procedure
similar to those in Section 3.2 to derive equation (3.4) and (3.5), the problem can be
written as 
A11 0 0
A21 A22 0
A31 A32 A33


α¯1
α¯2
α¯3
 = β¯ (3.6)
β¯ = [y0 − x0g0 · · · yN −
N∑
i=0
xigN−i]T (3.7)
where each one of α¯1, α¯2, α¯3 is a (1 + q) × 1 vector corresponding to one material’s
polynomial curve. All the expressions are based on no-feedback-delay case, i.e., zn =
φ(yn) =
q∑
j=0
αjy
j
n.
One straightforward way is treating it as a least square problem and estimate all the
parameters at once. This requires us to wait until all the materials are tested. This
requires us to wait until all the materials are tested. Alternatively, we can estimate each
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material’s curve from the sub-matrix of A. For example: first get αˆ1 = A
†
11β¯1 where β¯1 is
the row 1 to row N1 of β¯, then similarly, use
 A11 0
A21 A22

†  β¯1
β¯2
 to estimate α¯2, where
β¯2 is the row N1+1 to N2 of β¯. Here we only show the results of the second method. From
the beginning of probe vibration we test 3 materials in a sequence, and each material
is tested for a time length of 50T0. Each material’s nonlinear force is defined in the
same way as in section III. The parameters are in Table 3.6. See the reconstructed force
curves when SNR=80dB in Figure 3.6. We can see that three curves are reconstructed,
but the second and third MSEs increase, higher than when tested separately. Further
work needs to be done to solve this problem. That said, we can still see the potential of
testing materials in a sequence.
Table 3.6 Force curve parameters of the three materials.
θ δ λ
material 1 0.01 -0.6 0.1
material 2 0.009 -0.6 0.1
material 3 0.01 -0.6 0.11
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Figure 3.6 Three material’s original force curve and estimated curve, SNR= 80dB.
Material 1 MSE= 8.068e − 11, material 2 MSE= 2.377e − 7, material 3
MSE= 7.921e− 7.
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CHAPTER 4. CONCLUSION AND DISCUSSION
We proposed a different approach to estimate nonlinearities in a closed loop system,
which is useful in applications of AFM. Our simulation results show that this new ap-
proach can use the data in the transient phase, thus saving experimental time. It also
has the potential to test a series of material samples in a single experiment.
In this article, we approximate the nonlinear force as a polynomial. So theoretically any
kind of nonlinear force curve can be approximated. In practice, prior knowledge on the
shape of the force curves is often available.For example, typical tip-surface force con-
tains a weak long-range attractive force section and a strong short-range repulsive force
section. Moreover, the force goes asymptotically to zero for large y. Using this prior
knowledge can help improve the method further. Finally, rigorously analyzing the effect
of noise in the time-domain method appears to be challenging. We note however, that
none of the frequency domain methods provide a noise analysis of their scheme either.
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