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Abstract 
Saito, A., Cycles of length 2 modulo 3 in graphs, Discrete Mathematics 101 (1992) 285-289. 
We prove that if a graph G of minimum degree at least 3 has no cycle of length 2 (mod 3), then 
G has an induced subgraph which is isomorphic to either K4 or Ks,s. The above result together 
with its relatively short proof gives a short proof to the result by Dean et al. that every 
2-connected graph of minimum degree at least 3, except for K4 and K,,, (n 3 3), has a cycle of 
length 2 (mod3). Furthermore, it gives the following immediate corollary: Every cubic 
connected graph except for K4 and K3,3 has a cycle of length 2 (mod 3). 
For integers a and b a cycle is said to be an (a mod 6)-cycle if its length is a 
(mod b). In [l] it has been conjectured that every graph of minimum degree at 
least 3 contains a (0 mod 3)-cycle. This conjecture has recently been proved by 
Chen and Saito [3]. 
On the other hand, when we consider (1 mod 3)-cycles and (2 mod 3)-cycles we 
find that the situation is different. For i = 1, 2, there are infinitely many graphs of 
minimum degree at least 3 which have no (i mod 3)-cycle. For example, neither 
K4 nor K3,,, has a (2 mod 3)-cycle. Then a graph all of whose blocks are subgraphs 
of K4 or K3,n has no (2 mod 3)-cycle. In a similar way we can construct infinitely 
many graphs without a (1 mod 3)-cycle, using the Petersen graph. 
However, if we put additional assumptions, we may be able to assure the 
existence of (2 mod 3)-cycles (resp. (1 mod 3)-cycles), possibly with a few 
exceptions. In fact Dean, Kaneko, Ota and Toft [4] have proved the following 
theorem. 
Theorem A (Dean et al. [4]). Let G be a 2-connected graph of minimum degree at 
least 3. 
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(1) If G is not isomorphic to K4 or K3,” for some n 2 3, then G has a 
(2 mod 3)-cycle. 
(2) Zf G is not isomorphic to the Petersen graph, then G has a (1 mod 3)-cycle. 
The essential part of the proof of (1) of Theorem A in [4] is the following 
claim: If a 3-connected graph has no (2 mod 3)-cycle, then it contains K4 or K,,, 
as an induced subgraph. 
In this paper we give the following theorem on the structure of graphs of 
minimum degree at least 3 without (2 mod 3)-cycles, which is stronger than the 
above claim. 
Theorem 1. Let G be a graph of minimum degree at least 3. Zf G has no 
(2 mod 3)-cycle, then G contains either K4 or K3,3 as an induced subgraph. 
The proof of Theorem 1 we give here is shorter than the corresponding part in 
[4]. (The graph K3,,, in (1) of Theorem A appears in the following way. Let G 
be a 2-connected graph of minimum degree at least three which has no 
(2mod3)-cycle, and suppose G has an induced subgraph H isomorphic to 
K 3,m7 m 2 3. It is proved in [4] that G is 3-connected. Let x E V(G) - V(H) and 
consider three disjoint paths from x to V(H). Then by the arguments in [4], the 
endvertices of these three paths other than x must be in the same partite set of 
order exactly three. Then it is not difficult to see that all these three paths have 
length exactly one.) 
From Theorem 1 we see that almost all 3-regular connected graphs have a 
(2 mod 3)-cycle. 
Corollary 2. Every 3-regular connected graph except for K4 and K3,3 has a 
(2 mod 3)-cycle. 
For basic graph-theoretical notation not defined in this paper, we refer the 
reader to [2]. When we consider a cycle, we always consider its orientation. We 
write Cc for the orientation of C and C- for its reverse orientation. Let 
C’ =x1x2. . . x,x,+1 =x1 be a cycle. For xi, xi E V(C), we define subpaths 
C’[xi, xi] and C-[xi, xi] by 
C+[X~, xi] =xixi+l * . . ~,-Ixj and C-[x,, x,] = x;x~_~ . . . x~+Ix~. 
Let P =x1x2. .-x, and Q=y,y,.- . y, be two paths such that y, =x,. Then we 
denote by P.Q the walk x,x2 . . . x,( =y,)yz . . . y,. The length of a walk W is the 
number of edges in W and is denoted by l(W). We denote the minimum degree 
of a graph G by 6(G). For x E V(G), Z”(x) is the neighborhood of x in G. 
Let C be a cycle of a graph G and U, v E V(C). If e = uu E E(G) - E(C), then 
e is said to be a chord of C. Let f = U’U’ be another chord of C. If 
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{u’, v’} c V(C’[u, v]) or {u’, v’} c V(C-[u, v]) (possibly {u’, v’} n {u, v} ZO), 
then e and fare said to be parallel chords of C. 
Before we prove Theorem 1, we prove two easy lemmas. 
Lemma 3. Let G be a graph which has no (2 mod 3)-cycle and let C be a cycle in 
G. Suppose C has a chord uv E E(G). 
(1) Zf I(C) =O (mod 3), then l(C+[u, v]) = l(C-[u, v]) = 0 (mod 3) 
(2) Zf I(C) = 1 (mod 3), then l(C+[u, v]) = l(C-[u, v]) = 2 (mod 3). 
Proof. Trivial. 0 
Lemma 4. Zf a cycle C of a graph G has parallel chords, then G has a (2 
mod 3)-cycle. 
Proof. Assume G has no (2 mod 3)-cycle. Let C+ =x1x2 * . . x,,J,+~ = x1 and let 
its parallel chords be xix;,, xjxj,, 1 c i < i’ s j <j’ < m. By the assumption 1(C) = 0 
or 1 (mod 3). 
Case 1: I(C) = 0 (mod 3). 
By Lemma 3, 
/(C+[X,, xi,]) z I(C+[Xj, Xiv1) G 0 (mod 3). 
Since I(C) = 0 (mod 3), I(C+[Xj,, xi]) + I(C+[xi,, xi]) = 0 (mod 3). Then the cycle 
CO = C+[Xj’, Xi] ’ XiXi’ . C+[Xi’, Xj] . XjXj’ 
has length 2 (mod 3), a contradiction. 
Case 2: I(C) = 1 (mod 3). 
In this case I(C+[Xi, Xi,]) = I(C’[x,, x,,]) = 2 (mod 3) by Lemma 3. Then we 
have l(C’[xj,, xi]) + I(C+[x,,, xi]) = 0 (mod 3) and f(C,) = 2 (mod 3), a 
contradiction. 0 
Proof of Theorem 1. Assume that G has no cycle of length 2 (mod 3). Let $9’ be 
the set of longest paths in G. For each P =x1x2. . * x, E 9, we may assume 
max{l: x, E &(x1) fl V(P)} 2 max{n - I’ + 1: xl, E &(x,) fl V(P)}. For P = 
x1x2. . . x, E 9, let 
m(P) = max{l: x1 E rG(x,) n V(P)}. 
Then m(P) is well defined and m(P) 2 3 for each P E 9’. Choose P E B so that 
m(P) is as large as possible. Let m(P) = m. Then C =x1x2. * - x,x1 is a cycle and 
the path x,-~x~-~ * - * x~x,x,+~ . . -x, belongs to 9. Because of the maximality 
of m(p), T&X,-~) c V(C). Since 6(G) 2 3, &(x1) - {x2, x,} f 0 and 
&(X,-l) - {&P-21 x,> += 0. Let xk E T,(x,) - {x2, x,} and xl E &(x,-,) - 
{x,,_*, x,}. By Lemma 4, k > 1, and if 2 = 1, then k = m - 1. Since G has no (2 
mod 3)-cycle, I(C) = 0 or 1 (mod 3). We consider two cases. 
288 A. Saito 
Case 1: 1(C) = 0 (mod 3). 
By Lemma 3, Ifl. And by Lemma 3, k-l=m-l-l=0 (mod3). Then 
k = 1 (mod 3) and, since m = I(C) = 0 (mod 3), 1 = 2 (mod 3). 
Since the path 
C-[+-I, xi] ’ XlXk . c+[xk, %n] . f+m, &I 
belongs t0 g’, we have F&&i) c V(C) by the maximality of m(P). Since C has 
no parallel chords by Lemma 4, we have F&k-1) = {xk-_2, xk, x,}. By similar 
arguments we have Fc(x,+i) = {xl, x1+2, x, }. Since G has no parallel chords, this 
is possible only if k - 1 = I+ 1, or k = It 2. 
We claim that I = 2. If 1 > 2, then 12 5 since I = 2 (mod 3). The path 
C-[&i, Xl * x1x1+2 . c+h+2> &-II * &-l-w~+lG?I . mm, x,1 
belongs to 9. Thus I&x_~) c V(C) by the maximality of m(P). Let xp E 
T,(x,-1) - h-21 Xl>. s ince G has no parallel chords, I+ 2 <p < m - 1. By 
Lemma 3, p - 1+ 13 0 (mod 3) and hence p = 1 (mod 3). Then the cycle 
has length 2 (mod 3), a contradiction. Thus we have I = 2. 
Similarly we have m - 1= 5, or m = 6. Since G has no parallel chords, V(C) 
mduces K3,3. 
Case 2: I(C) = 1 (mod 3). 
First, assume I # 1. By Lemma 3, k - 1s m - 1 - 13 2 (mod 3). Then k = 0 
(mod 3) and, since m = 1 (mod 3), I = 1 (mod 3). Because of the maximality of 
m(P), &(x&r) C v(C). Let x,, E rG(xk_l) - {&__2, xk}. Since G has n0 parak~ 
chords, p = m. Then the length of the cycle 
C+[xi, XI] . ~~~,-lxmxk-l~kxl 
is I - 1 + 5 = 2 (mod 3), a contradiction. Therefore, we have I = 1 and k = m - 1. 
Since C+[x2, .x,-J *x,_lxlx, . P[x,, x,] E 9, I’&,) c V(C) because of the ma- 
ximality of m(f’). Similarly F,(x~-~) c V(C). Then by Lemma 4, &(x2) = 
{xi, x3, x,} and F&,,-2) = {x,_~, x,-i, x,}. By Lemma 4 this is possible only 
if m - 2 = 2, or m = 4. Then V(C) induces K4. Cl 
We conjecture that the essential part of the proof of (2) of Theorem A can also 
be strengthened. 
Conjecture. Let G be a graph of minimum degree at least three. If G has no (1 
mod 3)-cycle, then G contains the Petersen graph as an induced subgraph. 
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