In this article we study statistical properties of a commonly used network model -an Erdős-Rényi random graph G(n, p). We are interested in the performance of distributed algorithms on large networks, which might be represented by G(n, p). We concentrate on classical problems from the field of distributed algorithms such as: finding a maximal independent set, a vertex colouring, an approximation of a minimum dominating set, a maximal matching, an edge colouring and an approximation of a maximum matching. We propose new algorithms, which with probability close to one as n → ∞ construct anticipated structures in G(n, p) in a low number of rounds. Moreover, in some cases, we modify known algorithms to obtain better efficiency on G(n, p).
Introduction

Background
In many distributed systems, such as for example internet network, ad hoc networks or sensor networks, there are many entities, which operate in the system. Their processors are active at any moment and may perform some local computations. Moreover the entities have ability to communicate with each other to achieve some goals. We study a theoretical model called LOCAL, which captures some properties of those distributed systems (see [29] ). LOCAL is a massage passage model, i.e. each processor wishing to communicate with an other, sends a message via an available link. In the described model the network of possible links is represented by an undirected graph, whose vertices represent processors (computational units) and edges stand for communication channels (links) . A vertex may communicate directly only with its neighbours in the graph. It is generally assumed that in the distributed systems the communication is the cost that dominates others more traditional ones, such as processing or storage capacity of a single vertex. Therefore in the LOCAL model the time complexity of an algorithm is expressed in the number of rounds in which processors send messages. We assume that the network is synchronized and in one round a vertex can send and receive messages from its neighbours as well as perform some local computations. Neither the amount of local computations nor the size of messages sent is restricted in any way.
Most known distributed algorithms either work on general graphs, i.e. study the worst cases, or concentrate on a particular family of graphs, such as for example: trees, bounded growth graphs, planar graphs or bounded degree graphs. In this work we analyse the performance of distributed algorithms on average graphs. To this end we use an Erdős-Rényi random graph G(n, p) with independent edges. Given an integer n and p = p(n) ∈ [0, 1], G(n, p) is a graph with the vertex set V = {1, . . . , n}, in which each pair of vertices is added to the edge set independently with probability p. The aim of this paper is by means of G(n, p) analyse statistical properties of large distributed networks. We concentrate on the case, where the set of processors is large and examine asymptotic properties of G(n, p), when p = p(n) is a function of n and the size of G(n, p) is tending to infinity.
A motivation for our research is the fact that random graphs are a commonly used tool to depict and analyse statistical behaviour of large networks. Moreover the structure of random graphs is usually less complicated than this of general graphs in the worst case. Therefore we should expect that there exist algorithms, which perform better on random graphs then in general graphs. The investigation of properties of G(n, p) may be regarded as a step in the study of statistical properties of performance of distributed algorithms on many types of large networks. To the best of our knowledge the only known distributed algorithm designed to work on G(n, p) was introduced by Levy et al. in [24] and constructs a Hamilton cycle in G(n, p).
We concentrate on several problems, which are considered important in the distributed computing. In order to present the problems we recall some notation and definitions. For any graph G we denote by V (G) and E(G) its vertex set and its edge set, respectively. For any graph G and V ⊆ V (G), N G (V ) is the set of neighbours in G of vertices from V and
is a maximal independent set (a MIS) if there is no other independent set which contains V . By a colouring (a vertex colouring) of G with k colours we mean a division of V (G) into k disjoint independent sets (each set of the division gets a distinct colour). A matching in G is a subset of E(G) such that no two edges of the matching share a vertex. Maximal matching is a matching, which is not contained in any other matching in G. Moreover a maximum matching in G is a matching of the maximum size in G. An edge colouring of G with k colours is a division of
Note that any MIS is a dominating set, however it is not necessarily a minimum dominating set (a dominating set with the minimum number of vertices). Given C > 0, a C-approximation of a maximum matching M (minimum dominating set D) is a matching (a dominating set) of size at least C|M | (at most C|D|).
All results in the paper are asymptotic. We use the standard Landau notation consistently with [18] . All limits as well as asymptotic notation are taken as n → ∞, where n stands for the number of vertices of the considered graph. We use the phrase with high probability to say with probability tending to one as n → ∞. All inequalities hold for n large enough. All logarithms are natural except this in the definition of log * n.
Our contribution and related results
We start with a general remark concerning all distributed algorithms on G(n, p).
For a connected graph G we denote by d G (v, w) the length of the shortest path connecting v and w in G and by diam(G) = max{d G (v, w) : v, w ∈ V (G)} the diameter of G. For a disconnected graph G the diameter is the largest diameter of the components. By the definition of the LOCAL model, each problem in a graph G may be solved in O(diam(G)) rounds (if G is disconnected then the problem is solved in each component independently). Usually for G(n, p) this heuristic with high probability gives better running time than most known distributed algorithms. Namely, by classical results on random graphs we have the following theorem.
Theorem 1.1. Let c > 0 be a constant and p = p(n) be such that np > c then with high probability diam(G(n, p)) = O ln n ln np .
For proofs and tight estimates on the constants see for example [8, 10, 20, 31] and references therein. In particular Theorem 1.1 implies that if np ≥ n ε for some constant ε > 0, then with high probability G(n, p) has a constant diameter. We also recall that for np = o(1) with high probability G(n, p) is a forest with all components of size O(ln n), therefore with high probability known algorithms working on trees perform efficiently on such graphs. Thus we might concentrate on the case c < np < n ε , for some constants c, ε > 0. However, for the sake of completeness, we state results for a wider range of parameters even if with high probability diam(G(n, p)) is smaller than the complexity of the proposed algorithm.
For an overview of the distributed algorithms we refer the reader to handbooks such us for example [6] or [29] . Here we just mention some results concerning general graphs and relate them to our algorithms. The algorithms introduced in this article exploit statistical properties of G(n, p) and with high probability have running time o(diam(G(n, p))) for a wide range of parameters. Moreover they perform on an average graph far better than known algorithms for general graphs.
First we consider the problem of constructing a MIS and a vertex colouring. In general graphs in the LOCAL model a MIS may be found by a randomised algorithm in O(log n) time (see [1] , [21] and [25] ). Moreover it may be constructed deterministically using an algorithm of Panconesi and Srinivasan [28] in O(2 O( √ ln n) ) rounds or an algorithm of Barenboim and Elkin [3] in O(a + a ε log n) rounds, for an arbitrarily small constant ε > 0. Here a = a(G) is the arboricity of G, i.e. the minimum number of edge disjoint forests F 1 , . . . , F a(G) , whose union covers the entire edge set of G. In known distributed algorithms colouring verices with k colours, k is either a function of ∆(G) (the maximum vertex degree of an input graph G) or depends on a(G). In the case np = Ω(1) with high probability a(G) = Θ(np) (see Lemma 2.3). Moreover ∆(G(n, p)) = Θ(ln n/ ln(ln n/ ln(np))) for np = o(ln n) and np = Ω(1) and ∆(G(n, p)) = Θ(np) for np = Ω(ln n). The algorithms presented in [3] and [28] give colourings of an input graph with O(∆) colours in O(∆ ε ln n) rounds (for an arbitrarily small constant ε > 0) and O(2 O( √ ln n) ) rounds, respectively. Moreover in the result from [4] ∆ may be replaced by a = a(G).
In Section 3 we present algorithms GnpMIS and GnpColour. GnpMIS with high probability finds a MIS in G(n, p) in O(ln ln n · ln(a(G(n, p)))) rounds and GnpColour constructs a colouring with O(a(G(n, p))) colours in O(ln ln n) rounds. This combined with Theorem 1.1 shows that in the worst case in G(n, p) with high probability a MIS may be constructed in O(min{ln ln n · ln a, ln n/ ln a}) = O( ln n/ ln ln n) rounds and the colouring may be found in O(min{ln ln n, ln n/ ln a}) = O(ln ln n) time.
We also show that GnpMIS with high probability resolves the problem of (2 + ε)-approximation of a minimum dominating set and we argue that possibly the constructed MIS might be (1 + ε)-approximation of a minimum dominating set. It should be stressed that in general graphs best algorithms are randomised and achieve a constant approximation only in the case of graphs with either bounded degree or bounded arboricity (see [19, 22, 23] ).
The remaining algorithms resolve the edge colouring and the matching problems. In a general case a maximal matching problem may be resolved deterministically in polylogarithmic time [26] and using a randomised algorithm in O( √ ln n + ln ∆) rounds [7] . The running times of the algorithms constructing edge colourings depend on the number of colours one want to use. For algorithms, which efficiently construct edge colouring with more than 2∆−1 colours we refer the reader to [5] . Here we propose an algorithm, which using a similar heuristic to this of Panconesi and Rizzi from [27] with high probability colours G(n, p) with 2∆ − 1 colours. A modification allows to reduce the running time from O(a + ln n) in general graphs to O(a + ln ln n) in G(n, p). Moreover we show how to adapt the algorithm to construct a maximal matching in the same number of rounds.
Our last algorithm resolves the problem of (1 − ε)-approximation of a maximum matching in G(n, p). We show that in the case of random graphs the problem reduces to the problem for graphs with bounded arboricity and we propose an algorithm which bases on the one introduced by Czygrinow, Hanćkowiak and Szymańska in [12] .
The article organisation
In Section 2 we gather some properties of random graphs, which will be used in the analysis of the proposed algorithms. In Section 3 we introduce algorithms, which find a maximal independent set and a vertex colouring. Moreover we give there a note on the dominating set problem, which in G(n, p) is closely related to the MIS problem. Section 4 is devoted to the construction of a matching and an edge colouring in G(n, p).
Useful properties of G(n, p)
In this section we state some useful results concerning G(n, p). For a proof of the following lemma see for example the proof of Theorem 5.4(i) in [18] .
Lemma 2.1. Let 0 < C < 1 be a constant and p = p(n) ∈ [0; 1] be such that np ≤ C. Then with probability at least 1 − n −1 all connected components in G(n, p) are of size at most 4 ln n/(1 − C) 2 .
Remark 2.2. In the statement of Lemma 2.1 values 1−n −1 and 4 ln n/(1−C) 2 may be replaced by 1 − Cp and
Interesting bounds on the arboricity of G(n, p) and the relationship of arboricity with tree packing in G(n, p) may be found in [15] . Obviously with high probability np ≤ a(G(n, p)). We state an upper bound on a(G(n, p)), which is not included in [15] . Constants in bounds on a(G(n, p)) might be improved, but we state them so for simplicity.
(ii) If C > 1/2 then a(G(n, p)) ≤ 8C with probability at least 1 − 8Cn −1 .
Remark 2.4. In the statement of Lemma 2.3 value 1 − 2n −1 may be replaced by 1 − 7p and 1 − 8Cn −1 by 1 − 28p.
Proof. (i) If C ≤ 1/2 then by classical results (see for example the proof of Theorem 5.5 in [18] ) with probability at least 1−2n −1 G(n, p) has no components with more than one cycle. Thus a(G(n, p)) ≤ 2.
(ii) Now assume that C > 1/2. Let t = 2C+1 . Denote by t i=1 G(n, 1/(2n)) a sum of t independent random graphs G(n, 1/(2n)). Each edge appears in t i=1 G(n, 1/(2n)) independently with probability 1
2 ). Therefore, for n large enough, there exists a coupling of G(n, p) and
with probability 1. Thus, by the coupling and (i) we get that G(n, p) ≤ 2t with probability 1 − 2tn −1 .
Denote by µ(G) the size of a maximum matching in G. By [30] (see also [2] ) we have the following. Lemma 2.5. Let C > 0 and ε > 0 be constants. If np = C, then with high probability µ(G(n, C/n))
, where a 1 = a 1 (C) is the smallest solution of the equation x = Ce exp(−Ce −x ) and Ce −a2 = a 2 .
Denote by γ(G) the size of the minimum dominating set in G. The following lemma presents a simple fact concerning the domination number γ(G(n, p)) of G(n, p). Denote by I g (G) the independent set constructed by the greedy sequential algorithm in G (i.e. the algorithm, which adds one by one vertices to a constructed independent set if they are not neighbours of any vertex of the independent set constructed so far). Partially the following result is a corollary of the results presented in [16, 32] . We give here a short proof for completeness.
is a constant approximation of the minimum dominating set in G(n, p).
Proof. We prove only (i). Note that any MIS is a dominating set. It is a folklore result that in this range of parameters with high probability
We are left with showing that there are no asymptotically smaller dominating sets. Let k = (ln np − 3 ln ln np)/p and X k be the number of dominating sets of size k in G(n, p) then
which shows that there are no dominating sets of size at most k.
3 Maximal independent set, vertex colouring and dominating set
The algorithms presented in this section use as a procedure an algorithm introduced by Elkin and Barbenboin in [3] (Algorithm 3 in [6] ). We call it ArbColour(ε, a) as in [6] . Given ε > 0 and a = a(G), ArbColour(ε, a) finds a legal colouring of a connected graph G with (2 + ε)a colours in O(a ln |V (G)|) time. Moreover ArbColour(ε, a) may be easily modified to give algorithm ArbMIS(ε, a), which using O(a) additional rounds constructs a MIS basing on the colouring constructed by ArbColour(ε, a). We denote the outputs of the algorithms ArbColour(1, 2) and ArbMIS(1, 2) on a graph G by ArbColour(G) and ArbMIS(G), respectively.
ID assignment
In the algorithms below, as an input we have a value r v attributed to each vertex v ∈ V . Here we explain how assign r v to each vertex. In many distributed networks, a natural assumption is that IDs of the vertices are subsequent numbers from the set {1, . . . , n} or are assigned in a uniform manner from a larger set of size polynomial with n. Moreover whether an edge appears or not does not depend on IDs of the ends of the edge. In this case we set r v equal to ID of vertex v divided by the size of the set from which IDs are taken. However in some settings the above assumptions might fail. Then we assume that each vertex v is assigned a number chosen independently of all other vertices, uniformly at random from {1, . . . , N } (N ≥ n) with or without replacement. Note that in this case the presented algorithms become random. By r v we denote the number chosen by v divided by N . In the proofs we consider the case in which r v are random, because it is technically a little more complicated. However we stress that the proofs may be easily rewritten to the other case. In the case with random r v we will need the following fact. 
and E|Z| ≥ n(b − a)/2. By Chernoff's inequality (see for example Theorems 2.1 and 2.10 in [18] ) for any 0 < ε < 1
A note on the average degree np
In the following algorithms, one of the inputs is the value np. We should note here, that if np = ln n + c n for some c n → ∞ (i.e. when with high probability G(n, p) is connected), then with high probability the value np in G(n, p) may be easily approximated by each vertex independently in O(1) time. In this case each vertex needs just to calculate an average degree of several vertices in the closest neighbourhood (i.e. at distance at most C from v, where C is a constant). The correctness of the procedure follows by the standard facts that in this range of p with high probability each vertex in G(n, p) has many vertices in the closest neighbourhood and the degree of each vertex has the binomial distribution with parameters n and p. Therefore to prove that this procedure works it is enough to apply Chernoff's inequality to the sum of degrees of vertices at distance at most C from v ∈ V and use the union bound over all v ∈ V . Exactness of the approximation depends on the choice of the value C.
MIS in G(n, p)
Given an integer n and p ∈ (0, 1). Let K = 8 ln(3np(e 1/8 − 1) + 1) ,
Define values
output: an independent set I.
I := ∅.
For each v, if s
Theorem 3.1. Let p = p(n) = o(1/ ln n). Then with high probability GnpMIS constructs a maximal independent set in G(n, p) in O ln(np) · ln ln p −1 rounds.
The main idea of algorithm GnpMIS is to choose constants s k so that with high probability for all k, k = 1, . . . , K, G[R k ] is a vary sparse random graph, namely with the average degree at most 1/2. Then by classical results with high probability all connected components of G[R k ] are of logarithmic size and have arboricity at most 2. ArbMIS(1,2) runs on each component of G[R k ] independently, therefore the number of rounds necessary to construct ArbMIS(G[R k ]) is O(ln ln p −1 ). The following lemma will be used on each
Lemma 3.2. Let p = p(n) ∈ [0; 1] and n 0 = n 0 (n) → ∞ be such that n 0 p ≤ 1/2. Then with probability at least 1 − 8p ArbMIS(1,2) constructs a maximal independent set in G(n 0 , p) in O(ln ln p −1 ) rounds.
Proof. We have n 0 p ≤ 1/2 thus by Lemmas 2.1 and 2.3 with probability at least 1−p−7p all components of G(n, p) are of size at most 16 ln p −1 and a(G(n 0 , p)) ≤ 2. Therefore with probability at least 1 − 8p ArbMIS(1,2) constructs a MIS in each component in O(2 ln(16 ln p −1 )) rounds.
The following fact we will use to ensure that the set constructed in step 4(b) is not too small. 
Obviously Y 0 ≥ n 0 − 2Y 1 thus the lemma follows.
Finally recall that algorithm GnpMIS relies on the assignment of r v . Let Z k , 1 ≤ k ≤ K, be defined as in GnpMIS. Recall that we present the proof for r v which are assigned randomly. If in Fact 3.1 we substitute ε = 1/8 and use the union bound over all k, then we get that there exists a constant c 1 > 0 such that with probability at least 1 − 2Ke
Proof of Theorem 3.1. Let Z k and R k be defined as in GnpMIS and let
Our aim is to prove that with probability 1
We might think of the execution of GnpMIS as of the random process during which we construct (or equivalently discover) an instance of G(n, p). For all k = 0 . . . , K − 1, in the (k + 1)-st step of the process we first discover edges between Z k+1 and I constructed in k first steps (Step 3a of GnpMIS). This gives R k+1 . Then we discover edges between vertices of R k+1 and finally we run
are independent of edges discovered until step k. Therefore in the (k + 1)-st step of the process G[R k+1 ] may be considered a random graph on |R k | vertices with independent edges and with edge probability p. Thus if |R k |p ≤ 1/2 we may apply Lemma 3.2.
Define a random variable A k = X 1 + X 2 + . . . + X k for k = 1, . . . , K − 1, where X i = |ArbMIS(G[R i ])|, for i = 1, . . . , K. Note that the value of A k depends only on the first k steps of the above described process. Let A be the event that (1) holds. For each k = 1, . . . , K − 1 let A k be the event that
We will prove that there exists c > 0 such that for all k = 0, 1, . . . , K − 1
Here we set
Each edge in G[R 1 ] appears independently with probability p thus by Fact 3.3 with probability at least 1 − e −c2p
rounds with probability at least 1 − 8p. Therefore
Assume now that
Note that, whether k i=1 A i ∩A occurs, depends only on the first k steps of the above defied process. Let B k be such that
First consider the case 0 ≤ B k ≤ 1 8 . Given values B k and |Z k+1 | (such that (1) holds), the random variable |R k+1 | has the binomial distribution Bin |Z k+1 |, (1 − p)
A k with 7 24
Thus by Chernoff's inequality for some c 3 > 0 with probability at least 1 − e −c3p
Recall that G[R k+1 ] is a random graph with |R k+1 | edges and edge probability p. Under condition (4) by Lemma 3.2 with probability at least 1−8p
thus under condition that (4) holds by Fact 3.3 with probability at least 1 − e −c2p
hold them with probability at least 1 − e −c2p
and
.
Thus by Chernoff's inequality there exists c 4 > 0 such that with probability at least 1 − e −c4p (2) . Therefore by (1) and the chain rule
So after applying Lemma 3.2 to G[R k+1 ] we get that if
which finises the proof of Theorem 3.1.
Vertex colouring in G(n, p)
Recall that ArbColour(ε, a) introduced by Elkin and Barbenboin [3] finds a colouring of a connected graph G with (2+ε)
Algorithm 2. GnpColour input: G , np -an average degree in G, {r v , v ∈ V (G)}. output: a vertex colouring of G.
3. Run ArbColour(1,2) on each G[Z k ], using palette {6(k − 1), . . . , 6k}.
Algorithm GnpColour with high probability finds a colouring of G(n, p) with 18np = O(a (G(n, p) 
Proof. By Fact 3.1 and the union bound there exists a constant c > 0 such that with probability at least 1 − Ke −c/p we have |Z k | ≤ 1/2p for all k = 1, . . . , K. Moreover, given sets Z k , k = 1, . . . , K, G[Z k ] are independent random graphs with edge probability p. Therefore by the union bound, Lemmas 2.1 and 2.3 with probability at least 1−12Kp for all k = 1, . . . , K ArbColour(2,1) constructs a legal colouring of G[Z k ] with 6 colours in O(ln ln p −1 ) rounds. Thus all those colourings together give a legal colouring of G(n, p) with probability
A note on the dominating set problem
Let np → ∞ but p = o(1). We recall that any MIS is as well a dominating set. By classical results on random graphs [9, 14] , if p = o(1) and np → ∞ then with high probability the size of the maximum independent set in G(n, p) is (1 + o(1))2 ln np/p. This combined with Lemma 2.6 and Theorem 3.1 gives the following result.
Theorem 3.3. Let ε > 0 be a constant and p = p(n) be such that np → ∞ and p = o(1). Then Algorithm GnpMIS with high probability constructs a (2 + ε)-approximation of a minimum dominating set in G(n, p).
We should mention that there is no known sequential polynomial time algorithm, which with high probability constructs an independent set of size (1 + δ) ln np/p for some constant δ > 0 (see for example discussion concerning colouring in [13] ). Therefore we may conjecture that in fact GnpMIS constructs a (1 + ε)-approximation of a minimum dominating set in G(n, p).
Matchings and edge colouring
In this section we introduce an algorithm for edge colouring and two algorithms, which construct matchings in G(n, p). In all of them we use a choice of a random subgraphs of G(n, p), therefore the algorithms presented in this section are random.
Maximal matching and edge colouring
First we present algorithm GnpEdgeColour, which resolves the problem of edge colouring in G(n, p). GnpEdgeColour may easily be rewritten to give algorithm GnpMaximalMatching constructing a maximal matching. GnpEdgeColour relies on the same heuristic as the edge colouring algorithm in [27] (see also Algorithm 14 in [6] ). In the presented algorithm first we divide G(n, p) into np + 1 random graphs with components of size O(ln n) and arboricity 2. Then on each of those graphs we run algorithm ForestDecomposition(a,ε) developed by Barenboim and Elkin in [3] (see also Algorithm 2 in [6] ), which partition a connected graph of arboricity a into (2 + ε)a oriented forests with roots in O(a ln |V (G)|) rounds. Using this decomposition we construct a vertex colouring of each forest separately using classical algorithm of Cole and Vishkin (see [11, 17] ), called here TreeColour, which in O(log * n) rounds constructs a 3-colouring of any rooted tree. This colourings combined with orientations of edges given by the forest decomposition allow to divide the edge set into O(np) sets consisting of disjoint stars and colour the stars in parallel.
3. For each e ∈ E(G), e adds itself to E i with probability 1/2np, independently for all i = 1, . . . , 2np . Proof. Let G 0 = G 0 and G i = (V (G), E i ), for i = 1, . . . , 2np . Note that each G i is a random graph G(n, p i ), where p i ≤ 1/2n, however G 0 , . . . , G 2np are not independent. By Lemmas 2.1 and 2.3 each G i with probability at least 1 − 3n
G
is a graph with components of size at most 16 ln n and arboricity at most 2.
Thus by the union bound the probability that all G i , i = 0, . . . , 2np , have all components of size at most 16 ln n and arboricity at most 2 is 1 − O(p). Therefore with high probability ForestDecomposition(2,1) performs properly on each G i (since G i ⊆ G i ). Moreover, in any oriented forest F i,j , for any two vertices v and v of the same colour prescribed by TreeColour and any children w and w of v and v , respectively, edges {v, w} and {v , w } are disjoint. Therefore in Step 7a all intersecting edges get distinct colours. Therefore the constructed edge colouring is proper. Moreover each edge intersects at most 2∆ − 2 other edges, thus there are enough colours to use in Step 7a.
Finally with high probability Step 5 takes O(ln ln n) rounds (since with high probability all G i have components of logarithmic size), Step 6 takes O(log * n) time and each iteration of Step 7 takes O(1) rounds. Therefore all together this gives O(ln ln n + np) rounds.
It is easy to modify GnpEdgeColour to get algorithm GnpMaximalMatching. In GnpMaximalMatching instead of ϕ the output is a set M . We only need to rewrite steps 2 and 7 in the following way. Theorem 4.2. Let p = p(n) ∈ (0, 1) be such that np = o(1). Then with high probability algorithm GnpMaximalMatching finds a maximal matching in G(n, p) in O(ln ln n + np) synchronous rounds.
(1 + ε)-approximation of a maximum matching
Recall that by µ(G) we denote the size of a maximum matching in G. In [12] Czygrinow et al. proposed an algorithm, which finds a matching of size at least (1 − ε)µ(G) in O(log * n) rounds in any graph with bounded arboricity. We call this algorithm ArbMatching. Lemma 2.3 implies the following theorem. Theorem 4.3. Let p = p(n) ∈ (0, 1) and C > 0 be a constant. If np ≤ C then with high probability ArbMatching finds in G(n, p) a matching of size at least (1 − ε)µ(G(n, p)) in O(log * n) rounds.
Corollary 4.4. For every ε > 0 there exists C = C(ε) such that with high probability ArbMatching constructs in G(n, C/n) a matching of size at least (1 − ε)n/2 in O(log * n) rounds.
Proof. Let ε > 0 and β(C) be defined as in Lemma 2.5. Note that β(C) tend to 1/2 as C → ∞. Thus there exists C = C(ε) such that with high probability µ(G(n, C/n)) ≥ (1 − 2ε/3)n/2. Thus by Theorem 4.3 with high probability ArbMatching finds in G(n, C/n) a matching of size at least (1 − ε)n/2 in O(log * n) rounds.
The following algorithm finds a (1−ε)-approximation of a maximum matching in G(n, p) with np → ∞. 
Conclusions
We have presented several algorithms, which solve classical problems of the distributed computing theory for G(n, p). We have shown that statistical properties of random graphs allow to develop efficient algorithms, which construct a maximal independent set, a (2 + ε)-approximation of a minimum dominating set, a maximal matching, a (1 − ε)-approximation of a maximum matching, a vertex colouring and an edge colouring.
We believe that this article shows some general tools for designing distributed algorithms for G(n, p). Moreover it gives rise to many other questions. For example, it would be interesting to find distributed algorithms for other random graph models, especially those, which might depict the structure of some networks. Moreover one could ask about lower bounds on the number of rounds needed to solve problems on G(n, p) in the distributed models. In addition the LOCAL model considered here do not have any constraints on the size of the messages nor on the amount of local computations. Taking into account some additional limitations should inspire some new interesting questions.
