Treating games of incomplete information, we demonstrate that the existence of an ex post stable strategy vector implies the existence of an approximate Bayesian equilibrium in pure strategies that is also ex post stable. Through examples we demonstrate the 'bounds obtained on the approximation' are tight.
Ex post Nash equilibrium and purification of Bayesian equilibrium
For games of incomplete information, a number of papers have highlighted the importance of 'ex post stability' of Bayesian equilibrium, see, for example, Cremer and McLean (1985) , Wilson (1987) , Green and Laffont (1987) , McLean and Postlewaite (2002) and Kalai (2004) . If an equilibrium is ex post stable then no agent has an incentive to change his behavior after observing the actions and types of others. This implies many desirable characteristics of equilibrium such as the revelation principle holds (Cremer and McLean 1985) and implementation without binding contracts is possible (Green and Laffont 1987) . In this paper we demonstrate a further important property; the existence of a Bayesian equilibrium that is ex post stable implies the existence of a Bayesian equilibrium in pure strategies that is also ex post stable. The desirability of pure strategy equilibria has long been recognized in the literature (Harsanyi 1973 and Schmeidler 1973) . We derive our result using the notion of approximate ex post stability introduced by Kalai (2004) . For a strategy vector to be (ε, ρ) ex post Nash it must be that with high probability (1−ρ) no player can gain, ex post, by more than some small amount (ε) by deviating from his given strategy. For games of incomplete information, the existence of a (0, 0) ex post Nash strategy vector immediately implies the existence of a Bayesian equilibrium in pure strategies that is (0, 0) ex post Nash (we shall formally demonstrate this below). For games of complete information the existence of an (ε, ρ) ex post Nash strategy vector implies the existence of a Nash ε equilibrium in pure strategies. 1 This leaves open the important and interesting question of whether, for games of incomplete information, the existence of an (ε, ρ) ex post Nash strategy vector, with either ε or ρ (or both) greater than zero, implies the existence of an approximate Bayesian equilibrium in pure strategies. 2 In this paper, we demonstrate that the existence of an (ε, ρ) ex post Nash strategy vector implies the existence of a Bayesian α-equilibrium in pure strategies that is also (ε, ρ) ex post Nash, where α ≤ (1 − ρ)ε + ρD and D is an upper bound on payoffs. The bound on α is shown to be tight and thus, in contrast to the special case of games of complete information, the existence of an (ε, ρ) ex post Nash stable strategy vector is not enough to imply the existence of a Bayesian ε-equilibrium in pure strategies. We provide an example to illustrate this point.
One corollary of our result is a purification result for Bayesian games. Recall that Kalai (2004) demonstrates that in large semi-anonymous games every Bayesian equilibrium is approximately ex-post Nash. Thus, applying our result, we see that in a large semi-anonymous game there exists an approximate 1 If a strategy vector is (ε, ρ) ex post Nash then with positive probability it yields a profile of actions where no player can gain by more than ε by deviating and thus, there must exist a Nash ε equilibrium in pure strategies.
2 See Section 3.2 of Kalai (2004) for further discussion of these issues.
Bayesian equilibrium in pure strategies. It is worth highlighting that our result is not restricted to semi-anonymous games with many players. Thus, in general, the existence of an ex post Nash strategy vector implies the existence of an ex post stable Bayesian equilibrium in pure strategies. This serves to illustrate the usefulness of ex post stability. Existence of an ex post Nash strategy vector has been demonstrated in specific contexts such as auctions (Cremer and McLean 1985) and bargaining (Green and Laffont 1987) . In situations where directly proving the existence of a pure strategy Bayesian equilibrium is more difficult than proving the existence of an ex-post Nash strategy vector our result may be of practical use.
Model
There exists a finite set of possible player actions, denoted A, and finite set of possible player types, denoted T . Set C ≡ T × A will be used to denote the possible type-action characters of a player. Finiteness of C is assumed for transparency and the analysis can be extended to a non-finite C. A Bayesian game is given by a tuple G = (N, T, p, A, u) where: N = {1, ..., n} is a finite player set. T = × i T i is a set of type profiles where each T i ⊆ T describes the feasible types of player i.
is a prior probability function where p(t) gives the probability of type profile t ∈ T . A = × i A i is the set of action profiles where each A i ⊆ A describes the feasible actions of player i. u = (u 1 , ..., u n ) is a vector describing the players utility functions. Let C i = T i × A i denote the feasible type-action characters of player i and let C = × i C i denote the set of feasible profiles of type-action characters. Each u i takes the form
where D is some real number.
A Bayesian game G is played as follows: According to the prior probability function p each player i is assigned a type t i . Informed of his type (but not the types of the other players) a player chooses an action (possibly using some randomization). This determines the type-action character of each player and payoffs can be calculated according to the realized profile of type-action characters. A strategy of player i is defined by a vector σ i where σ i (a i |t i ) gives the probability of player i choosing action a i if of type t i ∈ T i . Given a vector of strategies σ and the prior probability function p one can determine the probability of each possible profile of type-action characters. By use of mathematical expectation, this allows utility functions to be extended to strategy vectors by assuming that
We say that strategy σ i is a pure strategy if for each t i ∈ T i there exists some a i such that σ i (a i |t i ) = 1. A strategy vector σ is said to be a pure strategy vector if σ i is a pure strategy for each i. We say that a set of pure strategy vectors {s 1 , ..., s M } constitute a support for a strategy vector σ if and only if there exists real numbers β 1 , ..., β M satisfying
Every strategy vector σ must have a support.
A purification result for Bayesian games
We begin by defining two distinct equilibrium concepts. As is standard, we say a strategy vector σ is a Bayesian (Bayesian Nash) ε-equilibrium if and only if:
for all σ 0 i , t i ∈ T i and i ∈ N . Thus, if σ is a Bayesian ε-equilibrium no player i expects to gain more than ε by deviating from σ i . If s is a pure strategy vector and a Bayesian ε-equilibrium then we say that s is a Bayesian ε-equilibrium in pure strategies.
The notion of an ex post equilibrium, as discussed earlier, appears in a number of papers, (e.g. Cremer and McLean 1985) . We now introduce the notion of approximate ex post Nash as defined by Kalai (2004) . A profile of typeaction characters c = (c 1 , ..., c n ) = ((t 1 , a 1 ) , ..., (t n , a n )) is an ε best response for player i if
A profile of type-action characters is ε Nash if it is an ε best response for every player i ∈ N . Finally, a strategy profile σ is (ε, ρ) ex post Nash if the probability that it yields an ε Nash profile of type-action characters is at least 1 − ρ.
We can now state our main result.
Theorem 1: Take as given a Bayesian game G and non-negative real numbers ε and ρ (both less than 1). If a strategy vector σ is (ε, ρ) ex post Nash then in the support of σ there is a pure strategy vector s that is (ε, ρ) ex post Nash and a Bayesian α-equilibrium where α ≤ (1 − ρ)ε + ρD.
Note that both ε and ρ could be zero implying that α is also zero. Before detailing the proof we provide a simple example to illustrate Theorem 1 and demonstrate that the bound provided is tight. There are three players, two types H and L and two actions B and G. Player 1 is of type H with probability ρ and type L with probability 1 − ρ. Player 1 always receives a payoff of zero. Players 2 and 3 are always of type L. When player 1 is of type L players 2 and 3 play the matrix game:
where D > 1. Consider the pure strategy vector s = (B, B, B) . Given that player 2 is playing B player 3 expects to gain by (1 − ρ) + ρD ≡ k by deviating to G instead of B. From this, it can be seen that s is a Nash k equilibrium and, furthermore, there can be no pure strategy vector that is a Bayesian α-equilibrium for any α < k. Next note that strategy vector s is (1, ρ) ex post Nash because with probability 1 − ρ player 1 is of type L and no player can gain by more than 1 by changing action.
Proof of Theorem 1
Let σ * be (ε, ρ) ex post Nash and let P ≡ {s 1 , ..., s M } be a support of σ * . Denote by C * the set of ε Nash type-action character profiles of game Γ. Given a strategy vector σ 0 let y(c, σ 0 ) denote the probability of a type-action character profile c occurring.
From the definition of a support there exists real numbers β 1 , ..., β M where
for all c ∈ C. Thus,
That σ * is (ε, ρ) ex post Nash implies,
Using (3) and (4) and the fact that
By definition strategy vector s is (ε, ρ) ex-post Nash. Also, given strategy vector s, with probability less than ρ a type-action character profile c / ∈ C * occurs and each player can gain by at most D by a change of action. With probability greater than 1 − ρ an ε Nash type-action character profile arises and each player can gain by at most ε. Ex-ante, therefore, the maximum a player can expect to gain by changing his strategy is (1 − ρ)ε + ρD. Thus, s is a Bayesian α equilibrium.¥
Semi-anonymous games
A game is semi-anonymous if the payoffs of players depend only on the proportion of players choosing each strategy. Informally, Kalai (2004) , with D = 1, demonstrates that for any ε and any family of semi-anonymous games Γ there exist positive constants α and β such that all the equilibria of games with n or more players are (ε, αβ m ) ex post Nash. Values for α and β, dependent on the primitives of family Γ, are derived by Kalai. An immediate Corollary of Theorem 1 is that any game belonging to family Γ with n or more players has a Bayesian α-equilibrium in pure strategies where α = ε + αβ m (1 − ε). Thus, one obtains a purification result for Bayesian games. Note, however, that the existence of an (ε, ρ) ex post Nash strategy vector does not imply the existence of a Bayesian ε-equilibrium in pure strategies even if ρ is arbitrarily small. [As pointed out in the introduction, this is not the case in games of complete information.] Further this holds when ε = 0. We provide an example, treating a family of semi-anonymous games, to illustrate this point.
There are, for notational simplicity, 3n players where n is odd. There are two actions B and G and four types P oor (P ), Rich (R), High (H) and Low (L). Players 1, 2, ..., n (called rich) have type R with probability 1. Players n + 1, n + 2, ..., 2n (called poor) have type P with probability 1. Players 2n + 1, ..., 3n (called managers) have type H with probability 1 n and type L with probability (1 − 1 n ). Managers are assigned types independently. Given an action profile a, type t 0 and action a 0 let w(t 0 , a 0 , a) be the number of players with type t 0 who choose action a 0 . Thus, for example, w(R, B, a) denotes the number of players who are rich and choose action B. If player i is poor then his payoff function is given by,
Thus, the payoff of a poor player depends positively on the proportion of rich players who choose the same action as himself. Given a type profile t let h(t)
denote the proportion of managers who are type high. If player i is rich then his payoff is given by,
Thus, the payoff of a rich player depends negatively on the proportion of poor players playing the same action as himself. As the proportion of managers who have type H increases above 2 3 then his payoff is influenced more by the actions of the poor players. Let the payoff of a manager be 1 independent of the type-action character profile. 3 First, consider the existence of a Bayesian ε-equilibrium in pure strategies. Given a strategy vector in which all rich players or all poor players play the same strategy there must exist at least one player who can gain by 1 or more by changing strategy. Thus, assume there to be at least one rich player and one poor player playing G and one rich player and one poor player playing B. As n is odd, the number of poor players playing G is distinct to the number playing B. Given that Pr[h(t) > 2/3] > 0, for any pure strategy vector s there must be at least one rich player i who can expect, ex-ante, to gain by strictly more than choose action G. With some probability 1 − ρ 0 strategy vector s 0 will yield a type-action character profile c where h(t) ≤ 2/3. When this occurs c is 1 n Nash. Thus, s 0 is ( 1 n , ρ 0 ) ex post Nash. We shall now show that ρ 0 → 0 as n → ∞. Assuming, for simplicity that n is divisible by 3, we obtain,
where F v1,v2 is the F distribution with parameters v 1 and v 2 and where
→ 0 as n → ∞. 3 Intuitively it may be that if managers have type H they prefer some policy or action that makes the payoff of rich players more sensitive to the actions of poor players. This is, however, not necessary for the example. 4 A known result (see p110 of Johnson, Kotz qnd Kempis 1993) is that,
where F v 1 ,v 2 is the F distribution with parameters v 1 = 2r and v 2 = 2(n − r + 1). See, Also note that v 1 , v 2 → ∞ as n → ∞. It follows that ρ 0 → 0 as n → ∞. An alternative, if less formal, way of obtaining the same result is to note that if we let p denote the probability that a manager has type H then as n → ∞, p → 0 but np = 1. Thus, as n becomes large the binomial distribution determining the number of managers who have type H can be approximated by a Poisson distribution with parameter 1. It follows that the Pr[x ≥ 2 3 n] → 0 as n → ∞.
In summary: There does not exist a Bayesian α-equilibrium in pure strategies for any α ≤ 
Consider the pure strategy vector s 00 where all players choose G. If h(t) ≤ 6 10 then the type-action character profile is 0 Nash. If ρ 00 is the probability that h(t) ≤ 6 10 then we can repeat the above argument to show that ρ 00 → 0 as n → ∞. Thus, strategy profile s 00 is (0, ρ 00 ) ex post Nash for arbitrarily small ρ 00 . There does not exist, however, a Bayesian 0 equilibrium in pure strategies for the same arguments given above.
It is clear that the existence of an (ε, ρ) ex-post Nash strategy vector need not guarantee the existence of a Bayesian ε-equilibrium in general and not just in specific examples. Indeed, given the nature of ex-post stability when applied to Bayesian games, it is almost to be expected. Ex-post stability requires that with probability 1 − ρ a type-action character profile occurs where any gains from a change of action must be less than ε. This means, however, that with probability ρ a type-action character profile occurs where some player could gain well in excess of ε from a change of action. If a player will be able to gain by ε from changing action with probability 1 − ρ and will be able to gain by more than ε from changing action with probability ρ then this clearly need not be consistent with a Bayesian ε equilibrium.
3.3 Does existence of a pure strategy Bayesian equilibrium imply ex-post Nash?
One may ask whether there is a converse to Theorem 1: Is it the case that a pure strategy Bayesian α equilibrium is (ε, ρ) ex post Nash for some ε and ρ where (1 − ρ)ε + ρD ≤ α or, more generally, ε and ρ are small when α is small? In general, the answer is no as two simple examples illustrate.
First, even if every player has a very small probability of being able to gain by ε ex post, the probability that some player may have the possibility to gain by more than ε ex post can be very high. Suppose that there are n players and two types H and L. A player is type H with probability α. There are two strategies B and G. A player of type L gets a payoff of 1 irrespective of his action. A player of type H gets a payoff of 1 if he plays B and 0 if he plays G. Note that D = 1 and the pure strategy vector s where all players play G irrespective of type is a Bayesian α equilibrium. Suppose that α = 1 n and the prior probability function over types is such that one (and only one) player is of type G. With probability 1 a type-action character profile occurs where one player can gain D = 1 from a change of strategy. Thus, s is (0, 1) ex post Nash. Clearly, ρD > α.
[Alternatively one could put ε = 1 and ρ = 0 to say that s is (1, 0) ex post Nash but now (1 − ρ)ε > α.] As an alternative suppose that types are distributed independently to players but each player still has probability α of being type H. The number of players with type H is given by a binomial distribution. The probability that all players have type L is given by (1 − α) n . Thus, with probability 1 − (1 − α) n a type-action character profile occurs where at least one agent can gain D = 1 from a change of strategy. So, s is (0, 1 − (1 − α) n ) ex post Nash. Clearly, for α < 1 and n large enough ρD > α.
Second, there may be strategic value in knowing another player's type. For example consider a game with two players, two types H and L and two strategies G and B. Suppose that player 1 maximizes his payoff by playing G if he is of type H and by playing B if he is of type L. The probability that player 1 is type H is 0.6. Player 2 is always of type H and gets 1 if he matches the choice of player 1 and 0 otherwise. The pure strategy vector where player 1 maximizes his payoff and player 2 plays G is a Bayesian 0 equilibrium. Clearly, however, there is a 0.4 probability that once player 2 knows the type of player 1 he can gain 1 by changing action. Thus, this strategy vector is, at best, (0, 0.6)-ex post Nash.
