Nowadays, we are immersed in tens of newly-proposed evolutionary and swam-intelligence metaheuristics, which makes it very difficult to choose a proper one to be applied on a specific optimization problem at hand. On the other hand, most of these metaheuristics are nothing but slightly modified variants of the basic metaheuristics. For example, Differential Evolution (DE) or Shuffled Frog Leaping (SFL) are just Genetic Algorithms (GA) with a specialized operator or an extra local search, respectively. Therefore, what comes to the mind is whether the behavior of such newly-proposed metaheuristics can be investigated on the basis of studying the specifications and characteristics of their ancestors. In this paper, a comprehensive evaluation study on some basic metaheuristics i.e. Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC), Teaching-Learning-Based Optimization (TLBO), and Cuckoo Optimization algorithm (COA) is conducted, which give us a deeper insight into the performance of them so that we will be able to better estimate the performance and applicability of all other variations originated from them. A large number of experiments have been conducted on 20 different combinatorial optimization benchmark functions with different characteristics, and the results reveal to us some fundamental conclusions besides the following ranking order among these metaheuristics, {ABC, PSO, TLBO, GA, COA} i.e. ABC and COA are the best and the worst methods from the performance point of view, respectively. In addition, from the convergence perspective, PSO and ABC have significant better convergence for unimodal and multimodal functions, respectively, while GA and COA have premature convergence to local optima in many cases needing alternative mutation mechanisms to enhance diversification and global search.
INTRODUCTION
Most of the combinatorial optimization problems in economics, engineering and industry are of such problems cannot be solved using heuristics or exact methods in timely and efficient way because of the NP-hard nature of their search space. Meanwhile, other interesting paradigms inspired by biology and artificial life were introduced named metaheuristics with significant power and potential to cope with such kinds of difficult problems. In such methods, which most of them are originated from natural phenomena, the guarantee of finding exact optimal solutions is sacrificed in favor of obtaining suboptimal solutions in a significantly reduced amount of time. Based on the different criteria being considered, such as population-based, iterative based, stochastic, deterministic, etc., these algorithms can be classified into the different groups. Of them, two important groups introduced in the literature are Evolutionary Algorithms (EA) and Swarm Intelligence (SI).
The most recognized evolutionary algorithm is Genetic Algorithm (GA) introduced by Holland in 1975 (Holland, 1975) . GA works on the principle of the Darwinian theory of the survival of the fittest, and the theory of evolution of the living beings. In natural evolution, each species searches for beneficial adaptations in a dynamic environment based on the environmental feedback. As the species evolve, some new attributes are encoded in the chromosomes of their individual members. Although this information does change by random mutation, the real driving force behind the evolutionary development is the combination and exchange of chromosomal material during breeding. Of the other evolutionary algorithms are Differential Evolution (DE) introduced by Storn and Price in 1997 (Storn and Price, 1997) , which is similar to GA, but with a specialized crossover and selection method, Evolution Strategy (ES) introduced by Rechenberg in 1973 (Rechenberg, 1973) , Evolution Programming (EP) introduced by Fogel et al. in 1966 (Fogel et al., 1966 , Artificial Immune Algorithm (AIA) introduced by Farmer et al. in 1986 (Farmer et al., 1986 which works on the basis of immune system of the human being, Shuffled Frog Leaping (SFL) introduced by Eusuff and Lansey in 2003 (Eusuff and Lansey, 2003) , which works on the principle of communication among the frogs, and Bacteria Foraging Optimization (BFO) introduced by Passino in 2002 (Passino, 2002) , which works on the behavior of bacteria.
On the other hand, some well-known swarm intelligence based algorithms are Particle Swarm Optimization (PSO) introduced by Kennedy and Eberhart in 1995 (Kennedy and Eberhart, 1995) , which works on the foraging behavior of the swarm of birds, Ant Colony Optimization (ACO) introduced by Dorigo et al. in 1991 (Dorigo et al., 1991 , which works on the foraging behavior of the real ant for food, and Artificial Bee Colony (ABC) algorithms introduced by Karaboga and Dervis in 2005 (Karaboga and Dervis, 2005) which works on the foraging behavior of a honey bee, Cuckoo Optimization Algorithm (COA) first introduced by Rajabioun in 2011 (Rajabioun, 2011) , inspired from the exotic lifestyle in parasite-brooding of a bird family called cuckoo. Besides the evolutionary and swarm intelligence based algorithms, there are some other algorithms which work on the principles of different natural phenomena. Some of them are the Harmony Search (HS) algorithm introduced by Geem et al. in 2001 (Geem et al., 2001 , which works on the principle of music improvisation in a music player, the Gravitational Search Algorithm (GSA) introduced by Rashedi et al. in 2009 (Rashedi et al., 2009 , which works on the principle of gravitational force acting between the bodies, Biogeography-Based Optimization (BBO) introduced by Simon in 2008 (Simon, 2008) , which works on the principle of immigration and emigration of the species from one place to the other, the Grenade Explosion Method (GEM) introduced by Ahrari and Atai in 2010 (Ahrari and Atai, 2010) , working based on the principle of explosion of a grenade, the League Championship Algorithm (LCA) introduced by Kashan in 2011 (Kashan, 2011) , the Charged System Search (CSS) introduced by Kaveh and Talatahari in 2010 (Kaveh and Talatahari, 2010) , and Teaching-Learning-Based Optimization (TLBO) algorithm introduced by Rao et al. in 2011 (Rao et al., 2011 , working based on the interacting behavior of a teacher and some learners in a classroom.
It is clear that some of the aforementioned metaheuristics are basic and underlying algorithms to inspire and propose the others in the literature. We should be aware of that a derived algorithm such as DE or SFL, which are originated from GA, inherit most of their properties from their parent. To exemplify, in (Adam et al., 2017) , it has been proved that most of the DE variants are efficient only if there is a large initial population (sometimes up to 1000 individuals!) as well as large number of iterations and Fitness Function Evaluations (FFEs); this property is also valid for the parent of DE i.e. GA to a large extent. Of course, we have to be familiar with these properties to select a proper metaheuristic for applying on the specific optimization problem at hand. On this basis, a comprehensive comparison and evaluation study on these basic metaheuristics will open up a new insight into a deeper estimation of the performance and applicability of a large number of newly proposed variations of such metaheuristics. In this paper, a comprehensive evaluation study on some basic metaheuristics i.e. GA, PSO, ABC, TLBO and COA is conducted, and the results is analyzed from two different perspectives i.e. performance and convergence speed. Actually, introducing and comparing newly-proposed metaheuristics, their structures and performance are out-of-agenda for this paper, and we suggest referring to (Adam et al., 2017) and (Nabaei et al., 2016) or follow CEC'2017 optimization competitions (IEEE CEC, 2017) for this purpose. Instead, the readers of this study can find the answers to the following questions by reading this paper: 1) what is the overall performance ranking among the basic metaheuristics? 2) which metaheuristic or its extended variations is suggested to be applied on simpler engineering optimization problems with unimodal search space? 3) which metaheuristic or its extended variations is suggested to be applied on more complex optimization problems with multimodal search space? 4) what are the convergence natures of the basic metaheuristics? 5) which metaheuristic or its extended variations is suggested to be applied where the time is not convenience for the problem at hand such as real-time applications/communications?
The rest of the paper is organized as follows. The basic metaheuristics under the consideration in this study are described in the following Section. Section 3 explains the implementation details and configurations. Section 4 is devoted to the achieved experimental results and comparison study, and finally the paper is concluded in the last Section.
Metahuristic Algorithms to Be Studied and Evaluated
This Section is devoted to introduce those conventional basic metaheuristics among which the comparison study will be made i.e. GA, PSO, ABC, TLBO and COA. For a rational judgment, either an evolutionary computation algorithm i.e. GA or four swarm intelligence-based algorithms named PSO, ABC, TLBO and COA are considered and described as follows:
Genetic Algorithm (GA)
GA was first introduced by Holland in 1975 (Holland, 1975) . It is a stochastic searching method based on the theory of Darwinian natural evolution of the living beings. This algorithm is started with a set of randomly generated solutions called initial population. Each member in the population is called a chromosome which is actually a solution of the given problem, and itself consists of a string of genes. The number of genes in each chromosome, and their acceptable value's ranges are depended on the problem specification e.g. in combinatorial function optimization, the number of genes for each chromosome is corresponding to the number of optimization variables, and the gene values are bounded by an upper and lower bounds of these variables. A set of chromosomes (population) in each iteration is called a generation. The generation is evaluated by a fitness function in order to find the desirability of each individual. Afterwards, some offspring (the new generation) is created by applying some operators on the current generation. These operators are crossover which selects two chromosomes as parents, combines them and generates two new offspring, and mutation which changes randomly value of some genes in a selected chromosome, and creates a new offspring ( Fig. 1) . Then, the best children and maybe their parents are selected by evolutionary selection operator according to their fitness values using methods like ranking, roulette-wheel, tournament and so on. These three phases of production, i.e. manipulation, evaluation and selection, are repeated until some conditions are satisfied, and finally, the best chromosome in the last generation is returned as the best global solution. 
Particle Swarm Optimization (PSO)
PSO was first introduced by Kennedy and Eberhard in 1995, originated from the mystery of migration and the foraging behavior of the flocks of birds (called particles) for food (Kennedy and Eberhard, 1995) . In this technique, all the particles search for the food in multidimensional search space based on their two important characteristics i.e. the current position referred to as the suggested solution ( . ( )) and velocity or changing rate of the particle position ( . ( )) using (1) and (2).
. ( ) = . ( − 1) + . ( ) | i = 1, 2, …, Npop and j = 1, 2, …, Nvar (1)
where w is an inertia factor to tune the velocity in each iteration, is the personal best position visited yet by the particle , is the global best particle in the population, 1 = 1 × (0. 1) and 2 = 2 × (0. 1) are randomly generated personal and global coefficients, respectively, for knowledge exploitation in the algorithm (where c1 and c2 are set to 2 in most the cases). Obviously, if any particle finds a better path to the food's location, it becomes the global best, and attracts other particles to follow its path (global search). On the other hand, each particle exploits its own personal best location as a local search around itself. All particles move slowly towards the obtained solution updating their personal best and the global best solution. At the end, all particles reach the same position supposed to be the best global solution of the given problem.
Artificial Bee Colony (ABC)
ABC algorithm was first introduced by Karaboga and Dervis in 2005, working based on the foraging behavior of a colony of honey bees (Karaboga and Dervis, 2005) . In the ABC algorithm, the colony of artificial bees is divided to three groups of different bees just like their real-world counterparts i.e. employed bees, onlookers and scouts. A bee waiting on the dance area for making decision to choose a food source is called an onlooker, and a bee going to the food source previously visited by itself is named an employed bee. On the other hand, a bee carrying out random search to find probably undiscovered food source yet is called a scout. In the ABC algorithm, the first half of the colony consists of employed artificial bees, and the second half constitutes the onlookers. For every food source, there is only one employed bee i.e. each individual employed bee is associated to a certain food source. The employed bee whose food source is exhausted becomes a scout starting new randomly flights around the hive. At the initialization stage, a set of food source positions are randomly selected by the employed bees, and their nectar amounts are determined using the given fitness function. Then, the iterative searching algorithm begins, each cycle of which consists of three steps: 1) each employed bee e.g. i-th selects another food source e.g. k-th, randomly, and goes toward it from its associated food source using (3).
where j  {1, 2, …, Nvar} is a randomly selected index as an individual dimension, and w1 is the migration coefficient used to tune and control global search in ABC. Then, the nectar amount of this location ( . ( )) is measured; if the fitness value of this location is better than the previous food source location ( . ( )), it is replaced with newly discovered location; else, it will be remained unchanged. 2) each onlooker bee selects a food source e.g. i-th using a roulette-wheel selection based on the nectar amount of the foods. It selects another food source e.g k-th randomly, and goes from the i-th food source to the selected k-th one using (3) again where w2 is used instead. Actually, w2 is a coefficient used to tune and control local search in ABC. At this time, the onlooker bee measures the nectar amounts of the neighborhood ( . ( )); if the fitness value of the neighborhood is better than the current food source location ( . ( )), it is replaced with its neighborhood location; else, it will be remained unchanged. 3) determining each scout bee e.g. i-th one (each food source that has not been changed for a limited number of iterations simply known as limit), and then sending it to search for the potential yet undiscovered food sources using (4).
By means of these simple steps, the bees will converge to the most profitable locations in terms of the given fitness function.
Teaching-Learning-Based Optimization (TLBO)
TLBO algorithm was first introduced by Rao et al. in 2011, working based on the interacting behavior of a teacher and some learners in a classroom (Rao et al., 2011) . Teaching-learning is an important motivating process where any individual tries to learn something from the others. Traditional classroom teaching-learning environment is one sort of motivating process where the students try to learn from a teacher as well as to share their learned subjects to improve their knowledge. Based on this interacting process, TLBO has been proposed which simulates the traditional teaching-learning phenomenon in a classroom. Actually, TLBO is a populationbased algorithm where a group of students (i.e. solution-vectors) is considered, and the different subjects offered to the learners is analogous with the manipulation of different decision variables of the given optimization problem. The algorithm simulates two fundamental modes of learning: 1) learning through teacher known as the teacher phase (global search) and 2) interacting with the other learners known as the learner phase (local search). In each iteration, the best solution in the entire population is considered as the teacher to perform teacher phase, and then leaners starts to share their knowledge to each other as to perform learner phase. In this way, whole the population converge to a same position supposed to be the best global solution of the problem under the consideration.
Cuckoo Optimization Algorithm (COA)
Cuckoo Optimization Algorithm (COA) is a new swarm-intelligence-based metaheuristic first introduced by Rajabioun in 2011 (Rajabioun, 2011) , inspired from the exotic lifestyle of a bird family called cuckoo. Specific egglaying and breeding characteristics of cuckoos called parasite-brooding is the basis of constituting this novel optimization algorithm. Each solution vector in the COA is represented by a "habitat vector" e.g. Hi = [xi,1, xi,2, …, xi,Nvar] T , which is the current location of either a mature cuckoo in the society or an individual egg. Mature cuckoos lay their eggs in some other bird's nests by mimicking their egg's color, pattern and size. In the nature, each cuckoo lays from 5 to 20 eggs, which are suitable as the upper and lower bounds of egg dedication to each cuckoo for most of the problems. Another habit of real cuckoos is that they lay eggs within a limited distance from their habitats called Egg Laying Radius (ELR) (Fig. 2) . In an optimization problem with upper and lower bound as xmax and xmin for the decision variables, respectively, each cuckoo has an ELR which is proportional to the total number of eggs laid by all the cuckoos, the number of current cuckoo's eggs, and also the difference between xmax and xmin. On this basis, the ELR for each cuckoo to lay its eggs is defined as
where Neggi is the number of eggs laid by the i-th cuckoo, and α is the egg-laying coefficient, a constant real value supposed to handle the maximum value of ELR.
If these eggs cannot be recognized and killed by the host birds, they grow and become a mature cuckoo, too. Environmental features and the immigration of societies (groups) of cuckoos hopefully lead them to converge and find the best environments for breeding and reproduction using the following migration equation:
where F is the migration coefficient, and rand (0, 1) generates random number in the range of [0, 1]. As it is shown in Fig. 3 , it is worth to mention that the cuckoos do not fly all the way to the destination habitat when they move toward the goal point, but they only fly a part of the way (λ) and also with some deviation (φ). A λ randomly selected in range of (0, 1], and φ generated randomly in range of (-π/6, + π/6) are introduced suitable for good convergence in the basic COA (Rajabioun, 2011) ; therefore, the migration coefficient (F) should be tuned up according to these bases.
Actually, these the most profitable environments that cuckoos are considered to migrate supposed to be the global optima of the given objective function, and in this way they are able to find optimal solutions for the given optimization problem. The COA has gained an increasing popularity in the past few years, and been applied on the verity of industrial and engineering applications such as task scheduling (Akbari and Rashidi, 2016) , cancer classification (Elyasigomari et.al, 2017) , Prediction of blast-induced ground vibration (Faradonbeh and Monjezi, 2017) , and load balancing in transshipment terminal (Bazgosha, Ranjbar and Jamili, 2017) .
IMPLEMENTATION DETAILS AND CONFIGURATIONS
The evaluating system to compare the metaheuristics in consideration was implemented on a Pentium IV (8core 3.9 GHz i7-3770K processor) desktop computer with Microsoft Windows 7 (X64) platform using Microsoft Visual Basic 6.0 programming language. A set of 20 numerical unimodal and multimodal benchmark functions with various search-space structures are considered to fully evaluate the aforementioned approaches. All of these benchmark functions are minimization ones described in the following sub-Section. A full list of configurations used to tune these algorithms is shown in the Table I. Since the overall performance of each algorithm is fully dependent to its configuration, we pay a full attention to this issue, and propose the most adequate configuration for each individual algorithm based on the large number of experiments, and this is considered to be another contribution of this paper. On the other hand, some parameters are identical for all of the utilized algorithms e.g. the population size is set to 40 for all of them (except for COA that is set to 20), the number of iterations is set to 1000, and each algorithm will be terminated after 1333×D times of Fitness Function Evaluation (FFE), where D is the number of dimensions for the given benchmark function under the experiment. Since in all the experiments in this paper, D is set to 30, the termination criterion is 40,000 FFE for all the algorithms. We believe that, instead of CEC competitions where the maximum number of FFE is often bounded to 10000×D, using 1333×D times of FFE is fully enough for all the algorithms considered in this study to release their full potential, as it can be seen and proved in Section 4.1 (Convergence Study). -1,1) is used instead of rand(0,1) for φ1 and φ2 in (7). 
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TLBO
This algorithm has no parameter to be tuned. Table II and Table III list two different sets of 10 multidimensional unimodal and multimodal combinatorial numerical benchmark functions, respectively, which are very popular and applicable in the literature; most of them are adopted in the IEEE Congress on Evolutionary Computation (CEC) competitions of 2013 and 2017 (Liang, 2013; Awad, 2016) , for example. By definition, the unimodal functions are those that have only one pick and valley as global optimal point, while the multimodal ones have a number of global and local minima/maxima distributed over the search space, and almost very harder to be solved. Besides, multidimensionality of these functions enable us to conduct the experiments using different number of decision variables ranging from low dimensions (easy-to-be-solved) to the very high ones (hard-to-be-solved). [-5.12, 5.12] [0, 0, …, 0] T 0 10
Comparison Benchmark Functions
Discus min ( ) = (10 6 × 1 2 ) + ∑ 2 =2 [-5.12, 5.12] [0, 0, …, 0] T 0 -8 -* The minimum value for the Quartic function is variable based on the generated value by rand(0, 1) Table IV shows the results obtained by each optimization algorithm on the unimodal benchmark functions listed in Table II with a dimension of 30 decision variables. Worth mentioning that each result illustrated in this paper is extracted from 30 independent runs as mean and Standard Deviation (SD) for the algorithm under the consideration. As can be seen, the TLBO outperforms the others by far in this set of experiments. Actually, the rank-sum based raking for the algorithms drown by these experiments is {TLBO, PSO, ABC, GA, and COA}, which indicates that the TLBO is the best, and COA is the worst from the performance point of view. Nevertheless, as stated in (Li et al., 2013) , we should not exclusively rely on these results because most of the benchmark functions have a global minimum in [0, 0, …,0] T , which can be exploited as a background knowledge for some algorithms to promptly converge to this point. In order to address the issue, Ref. (Liang, Suganthan and Deb, 2005) suggests the utilization of randomly shift-rotated of these benchmark functions. On this basis, another set of experiments were conducted. Table V shows the results obtained by each optimization algorithm on the shift-rotated of previous unimodal functions. Surprisingly, the TLBO not only loses its efficiently versus other methods but also disable to find best solution for any function among other algorithms! The resulting rank-sum based raking for the algorithms drown by this set of experiments is {ABC, PSO = TLBO, GA, and COA}, suggesting the superiority of ABC, and retardation of COA in terms of performance. On the other hand, most of the actual engineering optimization problems have multimodal nature, i.e. the objective function under the consideration may have a large number of suboptimal local minima as well as a few identical global ones distributed over the search space. Therefore, it is very important for each algorithm to illustrate a high potentiality to solve such kinds of problems efficiently. Table VI shows the results achieved by each optimization algorithm on the multimodal benchmark functions listed on Table III with a dimension of 30 decision variables. As one can see, the ABC outperforms the others in this set of experiments. It can be say that the rank-sum based raking for the algorithms drown by this set of experiments is {ABC, TLBO, GA, PSO, and COA}, indicating the superiority of ABC versus the others from the performance perspective. Again, another set of experiments should be conducted using the shift-rotated of aforementioned multimodal benchmark functions. Table VII shows the results obtained by each optimization algorithm in these experiments. For another time, we observe a reordering among the algorithms where the resulting rank-sum based raking for the algorithms drown by this set of experiments is {ABC, GA, PSO, TLBO, and COA}, i.e. ABC has the best performance, while COA is the worst. The results of previous sets of experiments along with this experiments reveal us the following conclusions. Firstly, TLBO has a significant performance on the minimization benchmark functions of which their global optimum is located on [0, 0, …,0] T , while when the global minima is relocated randomly, it lose much of its efficiency! As a consequence, there is a bias movement toward the center of search space in TLBO. We hope this defect had been resolved in the next variations. Secondly, ABC is strongly suggested for complex real-world combinatorial optimization problems since it shows an outstanding performance in both unimodal and multimodal benchmark functions. Thirdly, although PSO is very good on unimodal functions, it gives up its 2 nd rank to GA on multimodal benchmark functions; however, PSO is very faster, but GA consume a huge time and resource to be performed so that we do not suggest it where time is not convenient for application e.g. real-time decision or communication. Finally, considering all the experiments on shift-rotated of both unimodal and multimodal benchmark functions leads us to the following ranking, {ABC, PSO, TLBO, GA, COA}. 
THE ACHIEVED RESULTS AND COMPARISON STUDY
Convergence Study
In order to study the convergence speed of the metaheuristics under the consideration in this study, four unimodal benchmark functions (Sphere, Rosenbrock, BentCigar, and Schwefel N2.22) as well as four multimodal benchmark functions (Ackley, Schwefel, Rastrigin, and Inverted Vincent) among Table II and Table III were considered. The setting and configuration are exactly as same with the previous experiments e.g. the dimension is 30, and the maximum number of FFE is 40000. In case that the algorithms are terminated before the maximum number of FFE is reached is for all the population is trapped in a same point, and no further investigation is possible. Fig. 4 and Fig. 5 are the convergence diagram between the function value (in logarithmic scale) and algorithm iterations (the fitness value of the best solution yet achieved is plotted) for the aforementioned functions. The plotted convergence graphs for both unimodal and multimodal functions reveal to us following conclusions. First of all, GA and COA have terminated before a complete 40000 FFEs in some cases, while others not, and this justifies their occasional degraded results versus PSO, ABC, and TLBO, which is rational based on the no free launch theorem for optimization (Wolpert et al., 1997) ; on this basis, we suggest that they are adequate for those problems needing fast decisions e.g. real-time applications or communications; nevertheless, some extra mutation mechanisms may have a good contribution in their performance, too. Secondly, among PSO, ABC, and TLBO, which exploit all of their accessible FFEs, PSO is very good in unimodal functions while ABC has significant convergences in multimodal ones; hence, we strongly suggest the utilization of PSO in simple engineering problems, where the problem can be modeled as a standard unimodal optimization problem, while applying the ABC on the complex engineering and industrial problems, where the search space has some global optima among a number of local minima/maxima around. 
CONCLUSION
In this paper, a comprehensive empirical study on some basic metaheuristics i.e. Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC), Teaching-Learning-Based Optimization (TLBO), and Cuckoo Optimization algorithm (COA) was conducted, and various results and conclusions were obtained. The achieved results were analyzed from two different points of view; On one hand, from the performance perspective, the results revealed to us the following conclusions. Firstly, TLBO had a significant performance on the minimization benchmark functions of which their global optimum is located on [0, 0, …,0] T , while when the global minimum was relocated randomly, it lost much of its efficiency, and this was as a consequence of a bias movement toward the center of search space in TLBO. Secondly, ABC is strongly suggested for complex real-world combinatorial optimization problems since it showed an outstanding performance in both unimodal and multimodal benchmark functions. Thirdly, although PSO was very good on unimodal functions, it gave up its 2 nd rank to GA on multimodal benchmark functions; however, PSO was very faster, but GA consume a huge time and resource to be performed so that we do not suggest it where time is not convenient for the application e.g. real-time decision or communication. Finally, considering all the experiments on shift-rotated of both unimodal and multimodal benchmark functions leaded us to the following ranking, {ABC, PSO, TLBO, GA, COA}. On the other hand, from the convergence perspective, plotted convergence graphs for both unimodal and multimodal functions revealed to us the following conclusions. First of all, GA and COA have terminated before a complete 40000 FFEs in some cases, while others not, and this justifies their occasional degraded results versus PSO, ABC, and TLBO; on this basis, we suggest that they are adequate for those problems needing fast decisions e.g. real-time applications or communications; nevertheless, some extra mutation mechanisms may have a good contribution in their performance, too. Secondly, among PSO, ABC, and TLBO, which exploit all of their accessible FFEs, PSO is very good in unimodal functions while ABC has significant convergences in multimodal ones; hence, we strongly suggest the utilization of PSO in simple engineering problems, where the problem can be modeled as a standard unimodal optimization problem, while applying the ABC on the more complex engineering and industrial problems, where the search space has some global optima among a number of local minima/maxima around.
