Motivated by Wick-rotations of pseudo-Riemannian manifolds, we study real geometric invariant theory (GIT) and compatible representations. We extend some of the results from earlier works [1, 2] , in particular, we give some sufficient as well as necessary conditions for when pseudoRiemannian manifolds are Wick-rotatable to other signatures. For arbitrary signatures, we consider a Wick-rotatable pseudo-Riemannian manifold with closed O(p, q)-orbits, and thus generalise the existence condition found in [2] . Using these existence conditions we also derive an invariance theorem for Wick-rotations of arbitrary signatures.
Introduction
Let (M, g) be a real analytic pseudo-Riemannian manifold. Here we will ask the question: When can such a manifold be Wick-rotated to a (different) pseudoRiemannian manifold?
A partial answer to this question has already been given in the special case where (M, g) (of arbitrary signature) is Wick-rotated to a Riemannian space at a fixed point p, implying that (M, g) would have to be Riemann purely electric (RPE), see [2] . Standard examples of Wick-rotations can be found within Lie groups, indeed any two semi-simple real forms: G ⊂ G C ⊃G, of a complex Lie group are Wick-rotated, where the Lie groups are equipped with their leftinvariant Killing forms: −κ(·, ·) respectively. As explored in [1] , the existence of a Wick-rotation at a fixed point p implies the existence of a Wick-rotation of the isometry groups of the pseudo-inner products on the tangent spaces at p: O(p, q) ⊂ O(n, C) ⊃ O(p,q) at the identity element. We continue this study by using results of real GIT applied to actions of these groups. The results are then applied to Wick-rotations, and we give partial answers to the question above in the case of arbitrary signatures (not necessarily Riemannian).
Another motivation behind studying such Wick-rotations are considering pseudo-Riemannian spaces having identical polynomial curvature invariants [3, 4, 5, 6] . Consider two pseudo-Riemannian manifolds (M, g) and (M ,g). Assume that all of their polynomial curvature invariants are identical, what can we then say about the relation between the two spaces? Indeed, here we will address this question locally and we reach a partial classification of spaces with identical invariants. Indeed, again, the Wick-rotations play an important role in this classification.
Our paper is organised as follows. We begin by the study of real GIT, and apply the results to compatible representations, which are defined and purely motivated by the study of Wick-rotations in [1, 2] . Many of these results obtained are generalisations of previous results [7, 1, 2, 8] . These results are then applied to pseudo-Riemannian manifolds and holomorphic Riemannian manifolds. The main GIT results of our paper is Section 5, which we apply to the setting of Wick-rotations (Section 6).
In this paper we will reserve the notion of Riemannian space to the case when the metric is positive definite (of signature (+ + ..+)) while a Lorentzian space has signature (− + +..+). Note also that the existence of the "antiisometry" which switches the sign of the metric, g → −g which induces the group isomorphism O(p, q) → O(q, p).
Mathematical Preliminaries

Real slices and compatibility
Definition 2.1. A holomorphic inner product space is a complex vector space E equipped with a non-degenerate complex bilinear form g.
For a holomorphic inner product space E we can always choose an orthonormal basis. By doing so we can identify E with C n and the holomorphic inner product can be written as
where X = (X 1 , ..., X n ) and Y = (Y 1 , ..., Y n ). Using this orthonormal basis it is also convenient to consider the group of transformation leaving the holomorphic inner product invariant. Consider a complex-linear map A : E −→ E. Using an orthonormal basis, we can represent the map as a complex matrix A : C n −→ C n . Requiring that g 0 (A(X), A(Y )) = g 0 (X, Y ), for all X, Y , implies that A t A = 1. Consequently, the matrix A must be a complex orthogonal matrix; i.e., A ∈ O(n, C).
Definition 2.2. Given a holomorphic inner product space (E, g). Then if
W ⊂ E is a real linear subspace for which g W is non-degenerate and real valued, i.e., g(X, Y ) ∈ R, ∀X, Y ∈ W , we will call W a real slice.
A non-degenerate symmetric real bilinear form shall be called a pseudo-inner product.
We recall that a conjugation map σ of a complex vector space E, is a real linear isomorphism: E σ − → E, which is anti-linear, i.e σ(ix) = −iσ(x) for all x ∈ E. The fix points of such a map, defines what is called a real form of E. Thus for a complex Lie group G, an anti-holomorphic involution (or real structure): G F − → G, is an involution of real Lie groups such that the differential at 1: g dF − − → g, is a conjugation map. Let W ⊂ (E, g) be a real slice of dimension: Dim R (W ) = Dim C (E) (i.e W is a real form of E). Denote (p, q) for the signature of the restricted pseudoinner product: g W (−, −). Let O(p, q) denote the real Lie group consisting of isometries of the pseudo-inner product space: W, g W (−, −) , then O(p, q) is a real form of O(n, C) (the isometries of (E, g)), by noting the anti-holomorphic involution (real structure): A → σ • A • σ, where σ is the conjugation map of W in E. Definition 2.3. Let W ⊂ (E, g) be a real slice. We say an involution W θ − → W , is a Cartan involution of W , if g θ (·, ·) := g W (·, θ(·)), is an inner product on W .
We note that the definition generalises the notion of a Cartan involution of a semi-simple Lie algebra. Let V,Ṽ and W be real slices of (E, g) (all of the same real dimension as Dim C (E)). Assume g W (−, −) is an inner product, such a real slice is referred to as a compact real slice. If all of their conjugation maps are pairwise compatible, then we shall refer to the triple: V,Ṽ , W , as a compatible triple.
We shall say that V ⊂ (E, g) is a real form, to mean that V is a real slice and Dim R (V ) = Dim C (E).
For Lie groups we define compatibility locally: Definition 2.5. Let G ⊂ G C ⊃G be two real Lie subgroups of a complex Lie group such that the real Lie algebras are real forms of g C . Then we say G and G are compatible if the Lie algebras are compatible.
For example the abelian Lie groups: S 1 ⊂ C × ⊃ R × are compatible w.r.t to the real structures: z → 1 z and z → z respectively. This is also an example of a compatible triple: R × , S 1 , S 1 , in the sense of the following definition:
Definition 2.6. Let G ⊂ G C ⊃G and U ⊂ G C be real Lie subgroups of a complex Lie group such that the real Lie algebras are real forms of g C . Moreover assume U is compact. Then we say G,G, U is a compatible triple if the Lie algebras are pairwise compatible.
A Wick-rotation implies a standard Wick-rotation
We recall some definitions from [1] , and prove the equivalence:
Definition 2.7. Given a complex manifold M C with complex Riemannian metric g C . If a submanifold M ⊂ M C for any point p ∈ M we have that T p M is a real slice of (T p M C , g C ) (in the sense of Defn. 2.2), we will call M a real slice of (M C , g C ).
This definition implies that the induced metric from M C is real valued on M . M is therefore a pseudo-Riemannian manifold. This further implies that real slices are totally real manifolds. Definition 2.8 (Wick-related spaces). Two pseudo-Riemannian manifolds M andM are said to be Wick-related if there exists a holomorphic Riemannian manifold (M C , g C ) such that M andM are embedded as real slices of M C .
Wick-related spaces were defined in [8] . However, we also find it useful to define: Definition 2.9 (Wick-rotation). If two Wick-related spaces (of the same real dimension) intersect at a point p in M C , then we will use the term Wick-rotation: the manifold M can be Wick-rotated to the manifoldM (with respect to the point p).
Remark 2.10. Throughout this paper, we shall always assume that
Definition 2.11 (Standard Wick-rotation). Let the M andM be Wick-related spaces (of the same dimension) having a common point p. Then if the tangent spaces T p M and T pM are embedded:
such that they form a compatible triple with a compact real slice
C , then we say that the spaces M andM are related through a standard Wick-rotation.
It is useful to note that a standard Wick-rotation:
), at a common point p, induces a Wick-rotation of Lie groups at 1:
. This observation is for instance used in [2] , and is seen as follows. Let {e 1 , . . . , e p , . . . e n } be a pseudo-orthonormal basis of g(−, −), and θ denote the Cartan involution of g w.r.t this basis. Then {e 1 , . . . , e p , ie p+1 , . . . ie n } := {y 1 , . . . y n } is an orthonormal basis of g C (−, −). Thus define a holomorphic inner product g C on End(T p M C ) by:
It is easy to check that End(
forms, precisely because T p M and T pM are compatible with the compact real slice: W := y 1 , . . . , y p , iy p+1 , . . . iy n . A natural choice of Cartan involution Θ of the induced pseudo-inner product g on End(T p M ) is given by:
Note that if we restrict to the pseudo-orthogonal Lie algebra o(p, q) ⊂ End(T p M ), then Θ leaves invariant o(p, q). Moreover if p + q ≥ 3 then Θ is a Cartan involution of the semi-simple Lie algebra: o(p, q). An easy calculation shows that g is invariant under the conjugation action of O(p, q) on End(T p M ):
Thus g induces a bi-invariant metric on O(p, q). If p + q = 4 but p + q ≥ 3, then the Lie algebra o(n, C) is simple, thus g is proportional to the Killing form. If p + q = 4, then because o(4) is simple, and Θ is a Cartan involution of o(p, q) and of g, then it follows that g is again proportional to the Killing form. Finally we note that the setup above is really just a tensor action by viewing
be defined by the matrix (f ij ) ij = 1, and otherwise zero, w.r.t the basis: Y := {y 1 , . . . , y n } defined above. Then {f ij } ij running over all 1 ≤ i, j ≤ n form a basis for End(T p M C ). We define an isomorphism:
An easy calculation shows that φ
To see this we note that since T pM is compatible with W , then we may choose a pseudo-orthogonal basis: {ẽ 1 , . . . ,ẽp, . . . ,ẽ n } ofg, and define analogously a map:
w.r.t the real basis: {ỹ 1 , . . . ,ỹ n } := {ẽ 1 , . . . ,ẽp, iẽp +1 , . . . , iẽ n } of W . Thus let g ∈ O(n) be the map sending y j →ỹ j , thenf
Thus sinceφ C maps analogously End(T pM ) into T pM ⊗ T pM , then so does φ C . Therefore we conclude that the map φ C also induce an isomorphism of O(p, q), O(p,q) and O(n) modules respectively.
We explore the induced isometry action of O(n, C) on a more general tensor product space in Section 6.
The motivation behind the definition of a standard Wick-rotation comes from the following lemma together with results from real GIT. We begin by observing that the definition of a Wick-rotation is in fact equivalent to the definition of a standard Wick-rotation, i.e we may always find such an embedding of the tangent spaces, we only need to use the following lemma: Lemma 2.13. Let C n , −, − be the standard holomorphic inner product
. Then there exist a compatible triple:
of any signatures p + q =p +q = n + 0 = n.
Proof. For a signature p + q = n, there is a conjugation map C n → C n , defined by Z → I p,qZ where I p,q is the diagonal matrix with diagonal entries: (+1, . . . , +1, −1, . . . , −1) (+1 p-times, −1 q-times). It gives rise to a real slice R(p, q) ⊂ C N , so because [I p,q , Ip ,q ] = 0 we have a compatible triple:
The lemma is proved.
Corollary 2.14. If M andM are Wick-rotated at p ∈ M ∩M , then they are also Wick-rotated by a standard Wick-rotation.
Proof. Let M andM be Wick-rotated at p ∈ M ∩M . By Lemma 2.13 and since (T p M ) C ∼ = C n as holomorphic inner product spaces, then we can also find a real slice V of (T p M ) C with signature (p,q), such that T p M and V form a compatible triple with a compact real slice W . Thus we can extend a real isomorphism: Thus the results from [1] , [2] hold for Wick-rotated spaces, and we shall therefore always assume a Wick-rotation instead of a standard Wick-rotation.
Real GIT for semi-simple groups
Convention: For a Lie group G which has finitely many connected components we say G is fcc.
Let G be a real semi-simple linear group which is fcc, and G The following theorem by Richardson and Slodowy in [7] , which relates the closure of a real orbit to the existence of a minimal vector, is worth mentioning: 
If v is a minimal vector then
3. If Gv is not closed then there exist p ∈ p such that e tp · v → α ∈ V exist as t → ∞, and Gα ⊂ V is closed. Moreover Gα ⊂ Gv is the unique closed orbit in the closure. 4 . A vector v ∈ V is minimal if and only if ∀x ∈ p x · v, v = 0 , where (2) and (4) of the theorem is known as the Kempf-Ness Theorem, for which it was first proved for linearly complex reductive groups. One shall also remark that Theorem 2.15 also holds for a more general class of real reductive Lie groups which includes the class of semi-simple linear groups which are fcc ( [10] ).
We also recall:
(abstract group product). If U ⊂ G C is a real form which is compact, then we shall say it is a compact real form.
Note that G is fcc if and only if G C is fcc, and moreover if G C is fcc, and U a compact real form, then U must be a maximally compact subgroup of G C .
For a real form
. Let G be semi-simple and the notation as above, then if τ denotes the conjugation map of the compact real form:
iu is the corresponding Cartan decomposition w.r.t τ , then it is possible to choose a U -invariant Hermitian inner product: H(−, −) on V C which is compatible with V , note that K ⊂ U , and we have that:
Let G ⊂ GL(V ) (V a real vector space) be a semi-simple linear Lie group which is fcc, and G C ⊂ GL(V C ) be the Zariski-closure of G. We recall the following known result: We end the section with an example. Consider the notation of the example in the previous section (paragraph after Defn 2.11), i.e the conjugation action:
Put the O(n)-invariant Hermitian inner product:
, where T is the conjugation map:
and τ is the conjugation map of the compact real slice W ⊂ T p M C . It is not difficult to see that f ∈ End(T p M C ) is a minimal vector if and only if
where f = f + + f − is the eigenspace decomposition w.r.t to T . Thus the closed orbits: O(n, C)·f , are precisely those which intersect M(O(n, C), End(T p M C )). If we moreover restrict our vector space to the Lie algebra: o(n, C), then the action is just the adjoint action, and thus the minimal vectors are precisely those
Real GIT for linearly real reductive groups
In this subsection we shall extend Theorem 2.17 to real forms: G ⊂ G C , which are linearly real reductive.
Remark 2.19. Note that in the definition of a real form, although
However since SL 2 (C) is the universal complexification group of SU (2), then we may find a real vector space V such that SU (2) ⊂ GL(V ), and SL 2 (C) ⊂ GL(V C ), but this is not part of our assumptions in the definition of a real form. Thus G is also a real reductive Lie group in the sense of ( [10] ), i.e there is a faithful representation with closed image: G ⊂ GL(V ), together with a global Cartan involution of GL(V ) leaving G invariant.
All semi-simple complex Lie groups are linearly complex reductive, and all real semi-simple linear groups which are fcc are linearly real reductive. One shall also note that the class of linearly real reductive Lie groups G are precisely the Lie groups (fcc) which are completely reducible (i.e every representation is completely reducible).
In contrary to semi-simple real forms, not all real forms of a linearly complex reductive group are linearly real reductive. Indeed take G C := C × , then it is linearly complex reductive, with a compact real form U ∼ = S 1 . But G := R × is also a real form, however it is not linearly real reductive, but it's nevertheless a real reductive Lie group in the sense of ( [10] ). We also see that if G is linearly real reductive and is a real form of some complex group G C , then Z(G C 0 ) 0 has compact real form: Z(G 0 ) 0 , which must be a torus, and thus G C is linearly complex reductive.
The following extends a property of semi-simple groups:
Proof. Since G is fcc then we may assume w.l.o.g that G is connected. Now the Lie algebra g is reductive thus g = g ′ ⊕ z(g). Now Z(G) ⊂ G is compact and has Lie algebra: z(g). Let G ′ ⊂ G be the unique connected Lie subgroup of G with Lie algebra g ′ . Then G ′ is semi-simple and connected, and since G is connected then it is generated by G ′ , Z(G) . Also since Z(G) is compact then the image
) is compact, and by ( [12] , Corollary 14.5.7), the image
Recall that the topology of GL(V ) ⊂ End(V ) is a metric subspace with an induced norm metric:
′′ is compact then (b n ) is a bounded sequence, and so we may choose a subsequence (b m(k) ) converging to β ∈ H ′′ . It follows that (a m(k) ) must converge as well using the norm metric, thus it converges for some α ∈ H ′ . But then Proof. Now since G C is algebraic, and ρ C is a rational representation w.r.t the algebraic structure ( [14] , Theorem 5.11), then the image
The group H C is fcc since G C is fcc, and is a linearly complex reductive group, since if U ⊂ G C is a compact real form, then ρ C (U ) is a compact real form of H C . Now since H is assumed to be ffc then
and in particular H
C is defined over R. Thus denote the real algebraic subgroup:
then it is a real form under the anti-holomorphic involution:
and H have the same Lie algebras, and moreover note that H ⊂ H C (R) is closed. Thus if we consider the identity representation: H C → GL(V C ), then we have exactly the assumptions in [7] , and we can mimic the proof of ( [11] , Lemma 2.2). But given v ∈ V then H C v := G C v and Hv := Gv so the proposition follows.
We also make a note of the following theorem, which is well-known for semisimple linear Lie groups which are fcc, and also holds for reductive algebraic groups in the context of rational representations ( [15] ). The theorem also applies to the class of linearly real reductive groups: Theorem 2.24. Let G ⊂ GL(E) be a linearly real reductive Lie group. Then the following statements hold:
1. There exist a global Cartan involution of GL(E) leaving G invariant.
If gl(E)
where Θ is the global Cartan involution of GL(E) with differential θ.
3. All Cartan involutions of G are conjugate by an inner automorphism of G.
Proof. Since the center: z(g), of g is algebraic because Z(G 0 ) is compact, then g is also algebraic since it is a reductive Lie algebra, thus we can mimic the proof of ( [11] , Remark p.3). Therefore by the results of ( [7] ) cases (1), (2) and (3) follows. Case (4). Since
is an algebraic subgroup with Lie algebra dρ G V (z(g)), and so the image dρ G V (g) is an algebraic reductive subalgebra in gl(V ). Thus following the steps in the proof of ( [15] , Proposition 13.5), case (4) follows. The theorem is proved.
Corollary 2.25. Let G ⊂ G C ⊃ U be two compatible real forms where G is linearly real reductive, and U is a compact real form. Suppose G C ⊂ GL(V C ), then there exist a U -invariant Hermitian form on V C such that G C and G are both self-adjoint.
Proof. Let u ⊂ g C be the Lie algebra of U , i.e it is a compact real form of g C . By ( [13] ) the group G C is self-adjoint w.r.t a Hermitian inner product
be the conjugation map of gl(V C ) with fix points: u(n), leaving g C invariant w.r.t H(−, −). Now since g is compatible with u, then g = k ⊕ p, with k ⊂ u and p ⊂ iu. Thus τ also leaves invariant g. Now by identifying the real groups:
Cartan involution of gl (V C ) R w.r.t the real part of H(−, −), leaving the copy (2) of Theorem 2.24, and so the global conjugation map of GL(V C ) with differential τ must also leave the original copy of G invariant. The corollary is proved.
Remark 2.26. Let V ⊂ (V C , g C ) be a real form of a holomorphic inner product space, and consider the linear isometry groups:
Then as a Lie group G
C is linearly complex reductive for all n ≥ 1, and for n > 2 the real form O(p, q) is semi-simple, while for n = 1 the group G is finite thus is linearly real reductive. For n = 2 then G is not linearly real reductive, but is the real points of O(2, C), i.e is a reductive algebraic group, thus the group satisfies the assumptions of the setup in [7] . Therefore all the results obtained here in this section, can also be applied to a real form: O(p, q) ⊂ O(n, C) for all p + q = n.
In regards to Wick-rotations we are mainly interested in the real forms:
Balanced representations
Throughout sections 3, 4 and 5, when considering a complex Lie group G C it shall always be of type linearly complex reductive. Moreover a real form G ⊂ G C shall always be assumed to be either linearly real reductive or in the case where G C is defined over R, the real points: G = G R . The groups to have in mind are 
For example in the case of the adjoint action of a semi-simple Lie group G, then the involutions balancing the action are precisely: ±θ, where g θ − → g is a Cartan involution of the Lie algebra: g. Note also that any real representation: U → GL(W ) of a compact Lie group U is balanced, since the global Cartan involution of U is 1 U and thus 1 W is an involution balancing the action.
It is also worth noting that if our group G has the property that a global Cartan involution of G: Θ = Ad(k) for some k ∈ K of order 2, then all representations are naturally balanced, since one may take V It is not difficult to see that an involution θ balancing a representation gives rise to a G-invariant symmetric non-degenerate bilinear form: −, − on V such that θ is a Cartan involution, i.e v, θ(v) > 0 for all v = 0, (see for example [7] , Section 5.2). Note that −θ is also an involution balancing the action, and θ can not be conjugate to −θ by the action of G. We shall also consider complex representations, and therefore define analogously:
Note that the definition is a generalisation of the adjoint action of semisimple Lie groups to general actions. We also extend Definition 3.2 to balanced complex actions ρ C , i.e if τ balances ρ C then any real involution:
One observes that given a τ which balances a complex action, then we may choose a
In the case where V C is an irreducible g C -module there are restrictions on the involutions balancing the representation:
C is an irreducible g C -module. Then any two real involutions: 
Now since Θ andΘ are conjugate by an inner automorphism of G C , then it is not difficult to see that there exist h ∈ G
•τ is a complex linear map which is a G C -module isomorphism, using the exponential map this is also a g C -module isomorphism on Lie algebra level, i.e for the differential action: g
C is irreducible, then by Schur's lemma we must have that f = λ1 V C , for some λ ∈ C. Thus λ 2 = 1 since
and so the proposition is proved.
Remark 3.6. Note that Proposition 3.5 fails in the case of the trivial representation, indeed any conjugation map σ of V C = 0 will balance the trivial representation. So if σ is a conjugation map of V C then σ and iσ are not conjugate by the action of G C up to ±1. In general it even fails for a non-trivial reducible representation as well. Indeed let Ad be the adjoint action, then it is non-trivial, and τ be a conjugation map of a compact real form, then τ will balance Ad. Consider the representation 0 V C ⊕ Ad for V C any non-zero complex vector space. Then this is a non-trivial representation, and for example if σ is any conjugation map of V C then the two involutions: σ ⊕ τ and iσ ⊕ τ both balance this representation, however they cannot be conjugated by the action of G C up to ±1.
A complex action is balanced in the following sense:
is a complex representation. Then there is a compact real form: U ⊂ G C , and a real form W ⊂ V C , such that ρ C (U )(W ) ⊂ W if and only if ρ C is balanced.
Proof. Suppose a compact real form: U ⊂ G C restricts to an action on a real form: W ⊂ V C . Denote Θ for the corresponding Cartan involution of (G C ) R with fix points U . Then clearly:
Also if g := e ix for x ∈ u (the Lie algebra of U ), then:
and so τ (ρ
C is balanced w.r.t τ . Conversely this is clear, since if the action is balanced then one has the equation:
where Θ is some Cartan involution of (G C ) R , and τ is some conjugation map in V C . Denote U for the compact real form of G C which is the fix points of Θ, and W for the real form of V C , which is the fix points of τ , then clearly ρ C (U )(W ) ⊂ W as required. The proposition is proved.
In other words a complex action is balanced if and only if it is a complexified action of a real action of a compact real form. An example of a complex action which is not a complexification of any real action of a compact real form, is the faithful action of
Indeed it is enough to show it for the compact real form: U := SU (2) ⊂ G C (as all compact real forms are isomorphic). If this was the case, then the restricted action of SU (2) on a real form W ⊂ V C would also be faithful locally, and thus we could embed su(2) ֒→ gl(2, R). However all semi-simple Lie subalgebras of gl(2, R) are contained in sl 2 (R), and hence we would obtain: su(2) ∼ = sl 2 (R), which is false. It is however a complexified action of the real form:
is a Lie subalgebra for some p + q = 2, this is impossible, as o(2) and o(1, 1) are both abelian.
Note that this example can be generalised to the faithful action of SL n (C) acting on V C := C n for any n ≥ 2.
Recall that two representations:
said to be isomorphic if there are Lie group isomorphisms:
is an irreducible g C -module. Let U ⊂ G C ⊃Ũ be compact real forms, and
Proof for some g ∈ GL(V ), hence Ad(g)(θ) := θ ′ is an involution that will satisfy:
, ∀g ∈ G, and so ρ Note that a real representation G → GL(V ) with a complexification is always compatible with itself, and moreover if U ⊂ G C is a compact real form, then a real Lie group action: U → GL(W ), can always be complexified to a complex action: G C → GL(W C ), simply because G C is the universal complexification group of U . We now extend this result for compatible triples. We recall that an Hermitian inner product H(−, −) on V C which is real on a real subspace V ′ ⊂ V C is said to be compatible with V ′ .
is a compatible triple. Then there exist a U -invariant Hermitian inner product H(−, −) on V C which is compatible with V,Ṽ and W .
Proof. Since U is compact then so is ρ
R for the real vector space with complex structure J. Then the complex structure on E: E J − → E is an element of GL(E), and so are all the conjugation maps: σ V ,σṼ and τ W . Define the subgroup
and the quotient group U * ρ C (U) is finite, using that V,Ṽ , W is a compatible triple. Now by the compatibility conditions on the Lie algebras we have that:
The inclusion φ: U * ֒→ GL(E), is a real representation of a compact Lie group. So there exist a U * -invariant inner product −, − on E. Since −, − is J-invariant then it is easy to see that there exist a unique Hermitian inner product H(−, −) on V C with real part −, − on E. It is easy to check that H(−, −) is U -invariant and therefore:
consists of Hermitian operators on H(−, −). Also H(−, −) is clearly
V,Ṽ , W -compatible by construction. The lemma is proved.
We thus also have an extended version of ([1], Corollary A.2), concerning minimal vectors, which is essentially ( [7] , Lemma 8.1) applied to each real representation:
Note that M(U, W ) = W , since U is a compact real form. Now it follows from Proposition 3.7, that a compatible triple must be a balanced triple, i.e every real representation in the triple must be balanced: Proof. By Proposition 3.7, the conjugation map τ with fix points: W , which balance ρ C . Now since W is pairwise compatible with V andṼ , then obviously τ leaves V andṼ invariant. Thus since the global Cartan involution of (G C ) R w.r.t the compact real form U restricts to global Cartan involutions of G andG respectively, then obviously θ := τ V andθ := τṼ balance ρ G V and ρG V respectively. The corollary follows.
Remark 4.7. We note in the proof of Lemma 4.4, that the U -invariant Hermitian inner product on V C may be chosen to be invariant under τ from Corollary 4.6.
We have the following criterion for a vector to be a minimal vector w.r.t a balanced Cartan involution: θ: Lemma 4.8 ( [7] , Lemma 5.1.1). Let G → GL(V ) be a balanced real representation, and θ be an inner Cartan involution. Let v = v + + v − ∈ V be the Cartan decomposition, then v ∈ M(G, V ) if and only if x · v + , v − = 0 for all x ∈ p, where g = t ⊕ p is the Cartan decomposition of g for which θ is balanced.
In particular we see that if
There are cases where V + ∪ V − = M(G, V ), for example the adjoint action of SL 2 (R) on sl 2 (R) or the matrix action of O(p, q) on R n with n = p + q. )) is a U -invariant Hermitian inner product compatible with V,Ṽ and W , then we can characterise the minimal vectors as follows:
Compatible real orbits
Definition 5.1. Let ρ G V , ρG V be a compatible pair. Suppose v ∈ V andṽ ∈Ṽ are such thatṽ ∈ G C v, then we shall say that Gv is compatible withGṽ.
We shall write Gv ∼Gṽ for two compatible real orbits. One notes that if U is compact, then by ( [7] ): U v 1 ∼ U v 2 if and only if U v 1 = U v 2 , this is however not true for general groups, see for example the adjoint action of SL 2 (R) on sl 2 (R). Gv + ∼Gṽ + , and Gv − ∼Gṽ − .
Proof. Since G C v ⊂ V C , is closed, then so are the real orbits: Gv ⊂ V , and Gṽ ⊂Ṽ by Proposition 2.23, thus we can choose minimal vectors X ∈ Gv andX ∈Gṽ. Now since X andX are also minimal vectors in G C v, theñ X ∈ U · X (by Corollary 4.5). So X andX have components which lie in the same G C -orbit, this follows since the U -action preserves the W -components and iW -components. But there exist g ∈ G andg ∈G, such that g · v = X and g ·ṽ =X. So by conjugating our fixed inner Cartan involution of ρ G V by the action of g, and similarly for ρG V by the action ofg we obtain the result. The theorem is proved.
Following the proof of the theorem, then an interesting corollary is the following:
be a compatible triple. Suppose v ∈ V and v ∈Ṽ are such that:Gṽ ∼ Gv. Then Gv ∩ V + = ∅ (respectively Gv ∩ V − = ∅) if and only ifGṽ ∩Ṽ + = ∅ (respectivelyGṽ ∩Ṽ − = ∅).
Proof. If v + ∈ Gv ∩ V + then as V + ⊂ M(G, V ), the real orbit: Gv ⊂ V , must be closed. ThusGṽ ⊂Ṽ must also be closed, and so we may choose a minimal vector β ∈Gṽ. But since v + ∈ W and U v + ⊂ W , because U acts on W , then by Lemma 4.5, we have β ∈ U v + ⊂ W , thus β ∈Ṽ ∩ W =Ṽ + . The other case is identical, since U · iW ⊂ iW . The corollary is proved. A There exist w ∈ W such that U w ∼ Gv.
B There exist an inner Cartan involution
C There exist w ∈ W such that U w ∩ Gv = ∅.
Let v ∈ V , then the following statements are equivalent:
A There exist iw ∈ iW such that U · iw ∼ Gv.
B There exist an inner Cartan involution
Proof. We prove case (1) as case (2) is identical. (A ⇒ B) . Let v ∈ V and write v = v + + v − w.r.t our inner Cartan involution: θ. If there exist w ∈ W such that Gv ∼ U w, then by Theorem 5.2, it follows that Gv − ∼ U w − = {0}, since the inner Cartan involution of ρ U W is just the identity, and thus there exist g ∈ G such that g · v ∈ U w, i.e θ(g · v) = g · v. Therefore by conjugating θ by the action of g, we get a new inner Cartan involution θ ′ , such that θ
′ (v) = v for some inner Cartan involution, then since θ ′ is conjugated to θ by definition, then it follows that there exist g ∈ G such that θ(g ·v) = g ·v, i.e g ·v ∈ V + ⊂ W , and thus Gv ∩U ·(g ·v) = ∅, but U w = U ·(g ·v).
Thus the equivalences are established, and so the theorem is proved.
Observe that the equivalence A ⇔ C of case (1) (1), Gv ∩ U w = ∅ for some w ∈ W . Thus the minimal vectors of G C v is just U w ⊂ W . In particularGṽ must be closed as well, and thusGṽ ∩ U w = ∅, so we can choose an inner Cartan involutionθ of ρG V such thatθ(ṽ) =ṽ. The converse is identical, and so the corollary is proved. 
For non-closed orbits we can also apply Theorem 5.2 to their boundaries: Corollary 5.7. Suppose we have compatible triple:
C v is not closed, and Gv ∼Gṽ. Let p ∈ p andp ∈p be such that the limits exist: e tp · v → α ∈ Gv − Gv and e tp ·ṽ →α ∈Gṽ −Gṽ where Gα andGα are closed (Theorem 2.15). Then there exist inner Cartan involutions θ andθ of V andṼ respectively, such that if α = α + + α − and α =α + +α − are the Cartan decompositions, then:
Gα + ∼Gα + , and Gα − ∼Gα − .
Proof. Since there is a unique closed G C -orbit in the closure G C v (Theorem 2.15), and Gv ∼Gṽ, then the real orbits in the closures must be compatible, i.e Gα ∼Gα. Thus we may apply Theorem 5.2, and the corollary follows.
We end this section with an example illustrating the falsehood of Theorem 5.4 in the case where both groups are non-compact:
be the standard matrix representations, and consider the adjoint actions of these groups on their Lie algebras respectively. It is easy to see that G is compatible with U . We can find
Consider the induced product action of the semi-simple groups:
acting on h := g × g andh := g × u respectively. Then H,H, U × U is a compatible triple, and h,h, u × u is also a compatible triple. Thus we have the setup of compatible representations. Now we note that:
are compatible real orbits, but cannot intersect.
6 Applications to Wick-rotations of arbitrary signatures
The isometry action of O(n, C) on tensors
In this subsection we consider Wick-rotations and recall the setup from [1] . We use the isometry action of the complex orthogonal group: O(n, C) on a tensor product space, induced from the isometry action of the holomorphic metric, and apply the results of Section 5 to obtain necessary conditions for the existence of a Wick-rotation at a common fix point p. We begin by observing that we indeed have the setup of compatible representations (see Section 4) .
) are Wick-rotated at p ∈ M ∩M , and consider now the complex isometry action ρ C of O(n, C) on T p M C :
Now by using an isomorphism: 
, in the sense of Definition 4.2.
The map ψ and the isometry action ρ C naturally extends tensorially to complexified tensors:
Then it is easy to check that the triple: V, Ψ −1 (Ṽ), W also form a compatible triple, where we define:
and
Thus the real isometry tensor actions also naturally form a compatible triple:
Let {e 1 , . . . , e p , . . . , e n } be a pseudo-orthonormal basis of the metric g, and θ the Cartan involution w.r.t this basis. Then {y 1 , . . . , y n } := {e 1 , . . . , e p , ie p+1 , . . . , ie n }, is an orthonormal basis of g C . Note that the span of {y 1 , . . . , y n } is precisely the compact real slice W , and moreover the conjugation map τ of W in T p M C restricts to θ. We can extend the holomorphic metric g C (at p) to a holomorphic inner product g C on V C by defining:
using the isomorphism:
are real forms (i.e real slices). Denote g for the induced pseudo-inner product on V. The Cartan involution θ of g extends in the obvious way to a Cartan involution Θ of g, by
which is just the action of θ on tensors, i.e Θ = ρ O(p,q) V (θ)(v). Now the inner Cartan involutions of the action (w.r.t g) are just those conjugate to Θ by definition (see definition in Section 3). This means that the inner Cartan involutions are precisely those which are extensions from a Cartan involution of the metric g.
Moreover because T p M and ψ −1 (T pM ) are both compatible with W , then we also have that V and Ψ −1 (Ṽ) are compatible with the O(n)-invariant Hermitian inner product: g C (·, T (·)), where T is the conjugation map of W ⊂ V C defined by the action:
Thus the isometry actions lend themselves to the results of Section 5.
Remark 6.1. The isometry tensor product action and everything defined in this section extends in the natural way to finite sums of the form:
Thus from heron and to the end of this paper we assume the isometry tensor action on such sums and thus replace: V C with this sum.
Definition 6.2. Let M andM be two Wick-rotatable real slices at p ∈ M ∩M . Then two tensors v ∈ V andṽ ∈Ṽ are said to be Wick-rotatable at p, if they lie in the same O(n, C)-orbit, i.e
Note that if v andṽ are two Wick-rotatable tensors, then using the map Ψ above, we see that O(p, q)v ∼ O(p,q)Ψ −1 (ṽ) are two compatible real orbits (see Definition 5.1).
The most obvious example of two Wick-rotatable tensors, are of course the real metrics themselves: g ∈ T 2 (T p M ) andg ∈ T 2 (T pM ) at the common point p, simply because they are restrictions of the holomorphic metric at p. Thus from the metrics it follows that the real Levi-Civita connections: ∇ ∈ T 2 (T p M ) and∇ ∈ T 2 (T pM ) must also be restrictions of the holomorphic Levi-Civita connection: ∇ C , on the tangent spaces at p. Thus furthermore the real Riemann tensors: R andR restricted to the tangent spaces at p are also restrictions of the holomorphic Riemann tensor. As seen in [2] , one can for instance view them as vectors: R ∈ End(o(p, q)) andR ∈ End(o(p,q)). From the Riemann tensors it also follows that the real Ricci curvatures: ric g ∈ T 2 (T p M ) and ricg ∈ T 2 (T pM ) and the real Ricci operators: Ric g ∈ End(T p M ) and Ricg ∈ End(T pM ) must also be Wick-rotatable respectively.
Purely electric/magnetic spaces
Let (M, g) be a pseudo-Riemannian space of signature (p, q), and let p ∈ M be a point, and θ ∈ O(p, q) be a Cartan involution of g p (−, −). Consider the isometry tensor action of O(p, q) on V from the previous section:
Then θ naturally extends to an involution Θ := ρ O(p,q) V (θ) on V, and the metric naturally induces a pseudo-inner product: g(−, −) on V such that Θ is a Cartan involution.
Let now R ∈ V be the Riemann tensor of M at p for V some tensor product. If there exist a Cartan involution Θ such that Θ(R) = R (respectively Θ(R) = −R), then the space (M, g) at p is called Riemann purely electric (RPE) (respectively Riemann purely magnetic (RPM)). If there is such a Θ for the Weyl tensor at p, then (M, g) at p is called purely electric (PE) (respectively purely magnetic (PM)).
Invariance theorem for Wick-rotation at a point p
We now follow the notation of Section 6.1 for the isometry action on tensor products, and apply the results of Section 5 to these actions. For the results in this section and the next we can for instance consider the Wick-rotatable tensors mentioned in the last paragraph after Defn 6.2. Recall the result given in [2] , where a Wick-rotation of a Riemannian real slice and an arbitrary pseudoRiemannian real slice was considered. There the following result was proven:
) is Riemannian. Then the pseudo-Riemannian space (M, g) is Riemann purely electric (RPE) at p.
We note in the case where (M ,g) is Riemannian, then the complex orbit: O(n, C)v ⊂ V C , for two Wick-rotatable tensors is always closed. Moreover any Cartan involution for a Riemannian space is just the identity (θ = 1), and thus when extended to tensors, this is just the identity as well (Θ = 1).
Thus for arbitrary signatures the following result is a generalisation: Proof. We apply Theorem 5.2 to the compatible triple: ρ
, as defined in Section 6.1, together with the compatible real orbits:
The results then follow toṽ, as Ψ(−) = g · − for some g ∈ O(n, C).
Thus from the theorem there are Cartan involutions such that the components must be Wick-rotated also at p. Note that Theorem 5.4 (case 1), is precisely Theorem 6.3. Recall now the definition given in Section 6.2, then we have the following invariance result for Wick-rotation at a point which also extends Theorem 6.3: Proof. This is precisely Corollary 5.5 with v = R (respectively v = W ) and v :=R (respectivelyṽ =W ) being the Riemann tensors at p (respectively the Weyl tensors at p), applied to the compatible triple:
, as defined in Section 6.1.
One may conjecture that Theorem 6.4 also hold for non-closed orbits: O(n, C)v, so this is a natural follow-up question to ask. However for a non-closed orbit: O(n, C)v, we do have the following result on the boundaries of the orbits: Corollary 6.6. Let (M, g) and (M ,g) be Wick-rotated at p ∈ M ∩M of arbitrary signatures. Let v ∈ V andṽ ∈Ṽ. Assume O(n, C)v is not closed, and that v is Wick-rotatable toṽ at p. Let x ∈ p andx ∈p be such that the limits exist: Proof. We apply Corollary 5.7 to the compatible triple:
ρ
, as defined in Section 6.1, and to the compatible real 
Proof. Since v ∈ V andṽ ∈Ṽ are Wick-rotatable tensors at p, then Ψ −1 (ṽ) ∈ O(n, C)v, where we may choose ψ to be an isomorphism:
Thus for two Wick-rotated Riemannian real slices at a common point we have:
Corollary 6.8. Suppose (M, g) and (M ,g) are Wick-rotated Riemannian slices at p ∈ M ∩M . Let v ∈ V andṽ ∈Ṽ be two Wick-rotatable tensors at p. Then there is a diffeomorphism of embedded submanifolds:
Proof. By ( [7] , Proposition 8.3.1), we can apply Proposition 6.7, and the result follows.
Wick-rotatable metrics
Here we will consider two pseudo-Riemannian metrics (M, g) and (M ,g) of possibly different signature and give sufficient conditions when such are Wickrotated.
Proposition 6.9. Assume that v ∈ V andṽ ∈Ṽ have closed orbits Gv andGṽ, and that their polynomial invariants are identical. Then they are Wick-rotated in the sense that there is a G C ⊃ G,G so that
Proof. Since v andṽ have identical invariants and their corresponding orbits are closed, then due to Thm. 2.17, then the corresponding complex orbits are closed too. Then, since the invariants separate the complex orbits, the complex orbits are identical and the result follows.
Let now V (k) be the vector space associated with the components of tensors, ref. Section 6.1, so that
, where ∇ (i) Riem indicates the ith covariant derivative of the Riemann curvature tensor. Then:
be the curvature tensors of (M, g) and (M ,g), respectively. Assume that there exists points q ∈ M andq ∈M so that the corresponding orbits Gv k andGṽ k are closed and their invariants are identical for all k. Then the metrics are Wick-rotated w.r.t a common point q =q.
Proof. By the above proposition, Gv k andGṽ k are Wick-rotated for a q ∈ M andq ∈M , for all k. Since the metrics are real analytic, there exists neighbourhoods U ⊂ M andŨ ⊂M , of q andq respectively, which can be embedded into a complex neighbourhood U C so that q =q ∈ U C . The real analytic structure can now be extended to an analytic structure on U C and the complexified orbit G C v k at q =q give rise to complex curvature tensors. These can now be (maximally) analytically extended to an analytic metric g C on a neighbourhood in U C (for simplicity, call this neighbourhood U C ). These real analytic structures (U, g| U ) and (Ũ ,g|Ũ ) thus are Wick-rotated, both being restrictions of the complex holomorphic (U C , g C ). Since Wick-rotation is a local criterion, the theorem now follows.
This implies that for closed orbits, the metrics are necessarily Wick-rotated as long as their invariants are identical. If the orbits are not closed, we have a result which is point-wise. By evaluating the curvature tensors at a point, we can use the following result.
Theorem 6.11. Assume that v ∈ V andṽ ∈Ṽ have identical invariants. Then there exist p ∈ p andp ∈p so that v 0 := lim t→∞ e tp · v andṽ 0 := lim t→∞ e tp ·ṽ are Wick-rotated.
Proof. This follows from Theorem 2.15, and the fact that a point in the orbit, x ∈ Gv and any point its closure x 0 ∈ Gv have identical invariants. Since there is a unique closed orbit in the closure Gv, the result follows.
Note that we say that a metric (M, g) is characterised by its invariants is exactly when v has a closed orbit. This implies that for two metrics being characterised by its invariants which have identical invariants are related by Wick rotations.
Universal metrics
A pseudo-Riemannian metric is called universal if all conserved symmetric rank-2 tensors constructed from the metric, the Riemann tensor and its covariant derivatives are multiples of the metric. Hence, universal metrics are metrics which obey T µν = λg µν , for all symmetric conserved tensors T µν constructed from the metric and the curvature tensors (recall that conserved implies ∇ µ T µν = 0) [16] . We note that this constuction can be lifted holomorphically to the holomorphic Riemannian manifold and thus implies T In the Riemannian case, all such metrics are classified. Indeed, all Riemannian universal spaces are locally homogeneous space where the isotropy group acts irreducibly on the tangent space [17] . In other signatures this is no longer true as there are universal examples of both Kundt and Walker type which are not locally homogeneous [16, 18] . It is, however, interesting to study those that are Wick-rotatable to the Riemannian case and relate these to the irreduciblyacting isotropy group.
As an example, consider the following four-dimensional Riemannian metric,
where g S 2 is the unit metric on the sphere. This has an isotropy group O(2) × O(2) × Z 2 , where the Z 2 interchanges the two spheres. Each of the two spheres can be Wick-rotated to other two-dimensional spaces of constant curvature:
where (A)dS is (anti-)de Sitter space, and H 2 is the unit hyperbolic space. These can now be combined in various ways to get various Wick-related spaces being universal. For example,
is a universal metric of neutral signature, and
is a universal metric of Lorentzian signature. We note that the interchange symmetry Z 2 of the Riemannian metric is not necessarily an isotropy of the Wick-related metrics. Indeed, in both examples above, there exist vectors X ∈ T p M so that g • (X, X) > 0, while g • (A(X), A(X)) < 0, where A(X) is the action of the non-trivial element of Z 2 on X. Thus, the Z 2 action cannot be an isotropy of g • . On the other hand, the symmetry Z 2 preserves the signature and maps metrics onto other Wick-related metrics.
On the set of tensors with identical invariants
Let (M, g) be a pseudo-Riemannian manifold and denote v (l) := ∇ (l) Riem for the lth covariant derivative of the Riemann tensor at a fixed point p ∈ M . Define V (l) to be a tensor product space for which
, then it contains all the covariant derivatives v (l) , up to order k of the Riemann tensor at the fixed point p. The isometry group O(p, q) of the pseudo-inner product g(−, −) (at p) acts on V (k) by the tensor product action (as defined in Section 6.1). Consider the algebra of polynomial invariants R[
of the action. Let I be the polynomial invariants restricted to the set of all the covariant derivatives of the Riemann tensor. Then I is defined to be the set of polynomial curvature invariants. Moreover let I k denote the polynomial invariants R[V (k) ] O(p,q) restricted to the set of all the v (l) up to kth order. Moreover, I = I k is finitely generated [6] , which means that we can find a finite number of generators for I: I = f 1 , f 2 , . . . , f N . Set V := V (k) then the set of invariants I defines a polynomial function:
We recall that the space (M, g) is said to be VSI if I = {0}, and is said to be V SI k if I k = 0. Let x p ∈ V, and consider the set S := I −1 (I(x p )) ⊂ V, which is the set of all tensors in V having identical invariants as x p .
Let S i be the connected components of S so that S = ∪ n i=1 S i , and S i ∩ S j = ∅, i = j. Then, regarding the topology of the set S: Proposition 6.13. Let S be as above. Then:
1. If I(S) = 0 (VSI), then S is connected, and {0} ⊂ S is the unique closed orbit in S.
2. If S consists of n ≥ 1 connected components, S i , then there exist unique closed orbits Gx i ⊂ S i , for each i = 1, ..., n. These closed orbits are necessarily Wick-rotated.
Proof. First we note that since the function I is polynomial, the set S is closed in V. Recall also that there is a finite number of closed orbits in S, hence, also in each component S i . Furthermore, each non-closed orbit has a unique closed orbit on its boundary. Let S i be one of the connected components and assume that A 1 and A 2 are two disjoint closed orbits in S i ; A 1 , A 2 ⊂ S. Let U I := Gx ⊂ S i : A I ∩ Gx = ∅ , I = 1, 2;
i.e., the union of sets having A I as part of their closure. Consider the intersection V = U 1 ∩ U 2 . There are now two possibilities: V = ∅: Since the intersection of two closed sets are closed, V is nonempty and closed. Moreover, there are no orbits Gx in V which are closed since orbits in U I have a unique closed orbit on their boundary (namely A I ). Choose therefore a non-closed orbit Gx in V . Then Gx contains a (unique) closed orbit, but since this is necessarily in V , this leads to a contradiction. V = ∅: Then U 1 and U 2 are disconnected. Define W := S i \ U 1 ∪ U 2 which is necessarily nonempty. Using the same argument as above, there needs to be a non-closed orbit in W with a closed orbit A 3 ⊂ W in its closure. Note that A 3 cannot be A 1 or A 2 , because then the non-closed orbit in W should have been in U I (hence, not in W ). We can now do the same as above and define
Then this again implies that there is another closed orbit A 4 , etc. This must terminate since there is a finite number of closed orbits in S i . Hence, this leads to a contradiction and the closed orbit in S i is thus unique. The first part of the proposition now follows since {0} is obviously the only closed orbit in S for which I(S) = 0.
So in the sense of curvature tensors with identical invariants, each component S i is characterised by its unique closed orbit. Of course, this closed orbit could be S i itself (which it would be in the Riemannian case), but in the pseudoRiemannian case more complicated structures of S i are possible. We should also recall that this is the structure at a point p ∈ M . To study the structure in a neighbourhood of M is a considerably more difficult task.
Consider now a Wick-rotation at p: (M, g) ⊂ (M C , g C ) ⊃ (M ,g). Let v ∈ V andṽ ∈Ṽ be the curvature tensors of covariant derivatives of the Riemann tensors (respectively) of lth order, i.eṽ ∈ O(n, C)v are Wick-rotatable. Consider the function I defined for (M, g) as above. Then we can also consider (in exactly the same way as for V above) a function: , and denote by the previous propositionGṽ j (respectively Gv i ) for the unique closed orbits in each componentS j (respectively S i ).
By Section 6.1 and the notation there, we can choose Ψ(−) := g · − for some g ∈ G C such that Gv ∼ g(G) · (g ·ṽ) are compatible real orbits, where
as real representations via g. Now the map Ψ is a morphism of affine complex varieties, and therefore the algebra of polynomial invariants:
g(G) of the actions are related precisely via the action of g. Thus the setS is mapped to g ·S, andĨ is mapped to g ·Ĩ and so on.
We have the following result:
Corollary 6.14. Let S andS be defined as above, andṽ ∈ O(n, C)v be as above. Then
Proof. For all cases it is enough to assume Gv ∼Gṽ are compatible (see the paragraph before the statement). For case (1) , suppose first that Gv ⊂ V is closed, thus so isGṽ ⊂Ṽ. Hence since v ∈ S j for some j, then Gv ⊂ S j and is the unique closed orbit in S j . SimilarlyGṽ ⊂S i is the unique closed orbit for some i. So because Gv ∼ Gv j for all j andGṽ ∼Gṽ i for all i, j by the previous proposition, then also Gv j ∼Gṽ i for all i, j, and the closed case follows. Suppose now that Gv is not closed. Then let Gx ⊂ Gv andGx ⊂Gṽ be the unique closed orbits in the closures. Now since x and v (respectivelyx and v) have the same invariants then there are i, j such that Gx ⊂ S i andGx ⊂S j . But since Gv ∼Gṽ, then also Gx ∼Gx by uniqueness of closed orbits in the closure: G C v, and so the statement follows. For case (2) , if J (S) = 0, then 0 ∈ S, and thus if Gv j ⊂ S j is closed and Gṽ i ⊂S i is closed, then by the proof of (1):Gṽ i ∼ Gv j ∼ G · 0 = {0}, proving that J (ṽ i ) = 0, and thus J (S) = 0. The converse is symmetric so identical. The second statement follows since 0 ∈ S ∩S.
For case (3), sinceS =Gṽ, and Gv j ∼Gṽ for all j by following the proof of (1), then Gv j ∩Gv = ∅, i.e it follows that Gv j ∩S = ∅, and so S j ∩S = ∅. Now by Theorem 5.4, the last part of the statement follows.
