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SUMMARY 
Elementary excitations of solids are explored in numerous ways. 
In this thesis these excitations are studied by means of a low energy 
electron probe which impinges on a well-defined single crystal surface. 
The energy analysis of the back-scattered electrons in terms of various 
scattering mechanisms is then used to identify various aspects of the 
elementary excitations. Scattering mechanisms considered in the charac-
teristic energy-loss region of the spectrum are those due to collective 
excitations of the electron gas in the solid, the surface and bulk plas-
ma resonances, and the single-electron excitations such as umklapp, in-
traband and interband transitions. 
In initial exploratory studies it is usually assumed that the sol-
id can be represented by a perfectly ordered, infinite lattice and the 
electronic structure is that which results from this assumption. Fur-
thermore, in verifying basic aspects of the theory of an electron gas, 
one often performs experiments on selected materials that are not compli-
cated by other factors. Thus, much of the previous work on collective 
excitations has been done on simple free-electron-like metals such as al-
uminum and beryllium. The purpose of this thesis is therefore two-fold: 
(1) to examine the characteristic energy losses in the scattering of low 
energy electrons from copper and nickel in which there is a significant 
coupling between collective and single-electron excitations and (2) to 
utilize this coupling to examine the effect of thermal disorder. 
In order to understand the dependence of the collective excitation 
viii 
ix 
on electronic structure, the theory of plasmon excitations was studied 
with emphasis on interactions between the collective and individual 
electron modes. Perturbations on the crystalline potential were then 
examined and it was shown that these lead to a line broadening in the 
one-electron energy band structure. These studies were then combined 
to obtain a description of the plasmon dispersion in a partially dis-
ordered crystal which could be compared with the experimental results. 
The energy loss spectra were obtained in a low-energy electron-
diffraction system using the electron optics as an energy analyzer to 
obtain the distribution of electrons backscattered from the copper and 
nickel single crystal surfaces. Diffraction patterns were observed at 
all stages of the experiment to insure that the data were representa-
tive of well-defined scattering surfaces. The surface plasmon loss peak 
was identified in the spectra from its intensity dependence on changes 
in the surface dielectric constant caused by oxygen adsorption at the 
surface. Optical reflectivity data were taken on the same surfaces and 
energy loss functions derived from the real and imaginary parts of the 
dielectric constant were used to identify both interband transitions and 
the surface plasmon peak in the energy loss spectra. The plasmon excita-
tions were found to involve both the 3d- and 4s-electrons where a strong 
interaction between the plasmons and tightly bound electrons depressed 
the plasmon energies far below their free-electron values. The half-
widths of the surface and bulk plasmon loss peaks found at 8.5 and 20 ev 
in nickel were measured at room temperature as 1.6 and 2.5 ev, respec-
tively; these widths were due to an electron-plasmon interaction mani-
fested as plasmon induced single-electron excitations. Changes in the 
x 
characteristic loss spectra obtained at elevated sample temperatures 
were shown to arise from increased bulk and surface plasmon half-widths. 
These half-widths increased by about 50 per cent at 70 per cent of the 
melting point as a result of energy level broadening in the electronic 
band structure in qualitative agreement with predictions of the effects 
of energy level broadening in the plasmon dispersion relation developed 
from collective electron theory. 
CHAPTER I 
INTRODUCTION 
The Problem  
In discussions of the physical properties of solids, it is 
frequently tacitly assumed that the solid state may be characterized by 
a perfectly ordered, infinite lattice. This assumed model is greatly 
oversimplified since crystals in natural form contain many imperfections 
which may significantly alter their electronic properties. At a confer-
ence solely concerned with crystal imperfections, Seitz stated, "It is 
very improbable that we are yet familiar with all the intricate proper-
ties of imperfections and with all the ways in which they may combine to 
impart new and unusual properties to crystals. 	Many of these proper- 
ties arise from crystal disorders such as lattice imperfections, inter-
stitial impurities and vacancies, crystalline stresses, and from discon-
tinuities at the crystal boundaries. The effects of these disorders are 
not easily predicted, and empirical stuAies are complicated by interac-
tions among the different types of imperfections simultaneously present 
in a real solid. 
The properties of solids are determined mainly by electron be-
havior, and thus the effects of disorder on electron motion are of major 
interest to solid state physicists. This dissertation is a study of dis-
order effects, emphasizing thermal perturbations on the electronic band 
structure in metals. The method employed is to examine the collective 
1 
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electron excitations in a partially disordered crystal by contrasting 
excitation spectra obtained at high temperatures with those obtained at 
room temperature. As these excitations are characteristic of the metal's 
electronic structure, the differences in the spectra are attributed to 
thermal disorder effects on the band structure. 
A number of mechanisms are responsible for the characteristic ex-
citations including bulk and surface plasmon resonances, and umklapp, 
intraband, and interband transitions. The plasma resonances are collec-
tive excitations of the electron gas in the metal, and their existence 
reflects long-range Coulomb effects which couple the motions of many in-
dividual electrons. Umklapp processes are excitations of single elec-
trons in which there is a momentum exchange with the lattice as a whole; 
intraband and interband transitions are special umklapp processes in 
which electrons in a particular band are excited to unoccupied levels in 
the same band or in higher energy bands, with momentum conserved in the 
two-body interaction. These characteristic excitations can be studied 
by energy loss analyses of electrons backscattered from metallic single 
crystals. 
In order to interpret the effects of disorder on inelastically 
scattered electrons, the electron interactions in solids which give rise 
to the characteristic energy losses must first be examined to show how 
the collective excitations are related to the electronic band structure. 
It is also necessary to establish theoretical results concerning the 
effects of thermal disorder on electronic structure in order that these 
perturbations may be properly treated in analyses of the characteristic 
energy loss spectra. Finally, these studies should be combined to pre- 
3 
dict the behavior of elementary excitations in a disordered crystal. 
For the disorder effects on electronic structure to be experimen-
tally observable, the samples studied were selected to display signifi-
cant electron-plasmon coupling. The transition metals have long been 
recognized as having complex 4s- and 3d-electron energy bands. Further-
more, it has been suggested that the plasmon excitation energies in 
copper and nickel are determined by their spectrum of s- and d-electron 
interband transitions.
2 
If this is the case, these excitations are in-
deed sensitive to the electronic band structure, and, as disorder 
effects appear, the plasmon behavior would be influenced in such a way 
as to reflect the changes in the electronic structure. On the other 
hand, the plasmon excitations in these metals have been attributed to 
a free gas of 4s-electrons. 3 In this case, no differences in the ex-
citation spectrum would be seen since the free-electron behavior would 
not be affected except by small phonon interactions. 
In this study, the plasmon behavior in copper and nickel was 
first investigated to establish that the collective excitations were 
sensitive to the electronic band structure because of plasmon excita-
tions of tightly-bound d-electrons. The plasmon excitations were ob-
served through energy analyses of characteristically scattered low-
energy electrons. Optical reflectivity data were also obtained since 
the surface plasmon loss function could be determined from the optical 
constants to support the identifications made in the energy loss stud-
ies. Finally, the energy loss data were obtained at elevated sample 
temperatures to reveal the effects of increased disorder on the plas-
mon excitation spectra. An ultrahigh vacuum, low-energy electron- 
4 
diffraction (LEED) system was used in this investigation in order that 
the sample surface conditions could be carefully monitored. The elec-
tron optics was used as a spherical retarding potential energy analyzer 
to obtain the plasmon excitation spectra in energy distributions of 
backscattered electrons. Further, an optical monochromator was added 
to the TEED system to permit optical reflectivity measurements from well 
characterized sample surfaces. 
The experimental methods outlined above were employed to give the 
following results: (1) the characteristic energy losses in copper and 
nickel were obtained for various surface conditions permitting the iden-
tification of the different loss mechanisms; (2) optical reflectivity 
measurements were made to support the identification of the surface plas-
mon; (3) the plasmon excitations in both metals were shown to be sensi-
tive to the spectrum of 3d-electron excitations; and (4) changes in plas-
mon excitation spectra produced by elevated sample temperatures were ex-
plained on the basis of thermal disorder effects on the electronic band 
structure, in agreement with the theoretical description of plasmon dis-
persion in a disordered crystal. 
The remainder of this thesis is concerned with the concepts, ex-
perimental methods and results summarized here. The following introduc-
tory section in this chapter contains background information about col-
lective excitations and disorder studies relevant to this dissertation. 
In the next chapter, the collective theory of metals is discussed, and 
a model is presented to explain the effects of thermal disorder on elec-
tronic structure and on the plasmon excitations. In Chapter III, the 
experimental apparatus and techniques used to obtain the characteristic 
energy loss spectra and optical reflectivities are described. The 
energy loss and optical data for the clean surfaces and for surfaces 
with different amount of adsorbed oxygen are presented in Chapter IV, 
and the characteristic energy loss data obtained at high temperatures 
are discussed in terms of the energy band structure in the disordered 
surface layers. 
Background  
Characteristic Energy Losses  
The study of characteristic excitations using electron energy 
loss analysis involves monoenergetic electrons incident on a crystal. 
These electrons are scattered while interacting with the sample and are 
collected as a function of their energy. The energy distributions con-
tain elastically scattered electrons usually assumed to appear in LEED 
patterns, inelastically scattered electrons which have lost character-
istic amounts of energy to the solid through umklapp processes or by 
exciting plasmon resonances, and electrons which are emitted as true 
secondaries because of multiple inelastic collisions or discrete proc-
esses such as Auger emission. The characteristically scattered elec-
trons are of primary interest here as they would contain information 
concerning the effects of thermal disorder on the electronic structure. 
Electron scattering as a technique for investigating the charac-
teristic excitations of a metal began in 1930 with Rudberg's qualita-
tive analyses of backscattered low-energy electron energy losses. 4 The 
majority of recent work, however, has employed either modified electron 
microscopes using transmission of high-energy electrons through thin 
films or deflection spectrometers using reflection from freshly evapo- 
5 
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rated surfaces. 5 The development of these measurements has been 
troubled by inconsistencies both in qualitative observations and quan-
titative measurements. The principle cause of discrepancies in reported 
results appears to have arisen from different sample surface conditions; 
the addition of TEED to electron scattering studies has already provided 
more consistent results as this combination of techniques can be used to 
obtain energy loss data from well defined and reproducible scattering 
surfaces. 
Several explanations have been given to the peaks in the charac-
teristic energy loss spectra. Rudberg and Slater originally suggested 
that the loss peaks arose from interband excitations of single electrons, 
and this suggestion has been employed by Wanatabe 7 and by Leder, Mendlo-
witz and Marton8 to explain their observations on a number of metals, in-
cluding copper and nickel. If the characteristic losses are .interband 
transitions, some similarity is expected with the absorption maxima found 
on the short-wavelength side of x-ray absorption edges. The difference 
in energy between the absorption edge and the fine structure on the high 
energy side of that edge represents the difference in energy between the 
unoccupied density of states above the Fermi level and the maxima in the 
occupied density of states immediately below the Fermi level. These en-
ergy values should correspond to interband transitions in which the inci-
dent electron excites a band electron to one of the vacant states above 
the Fermi level. A comparison between x-ray absorption and characteris-
tic energy loss data has been made by Leder et al.
8 
and some correlation 
was found. However, Gauth 9 has since suggested that the corresponding 
x-ray emission line rather than the absorption edge should be the point 
7 
from which the absorption maxima should be measured. For the compounds 
studied by Leder et al.8 the difference between these reference points 




proposed that the losses be interpreted as individual 
atomic excitations and calculated the energy loss spectrum of aluminum 
in good agreement with the results of Ruthemann6 and Marton and Leder.
11 
Yet, a series of electron energy loss measurements in the vapors of a 
number of materials confirmed the known atomic transitions but showed no 
correlation with the energy losses in the solid state.
12 
Since it is 
expected that the materials should display the same atomic ionization 
losses in the solid and the vapor states, the agreement in the case of 
aluminum may be accidental. 
Bohm and Pines' collective theory of metals has given a very sat-
isfactory understanding of the loss mechanisms as many-particle excita-
tions of conduction electrons.
13 
The first observation of characteristic 
energy losses in multiples of a basic quantum, as expected for multiple 




on beryllium and 
aluminum, metals for which one expects to find a free-electron plasma 
with sharp lines in the energy loss spectrum. Powell and Swan have also 
shown the loss spectrum of aluminum to consist of combined bulk and sur-
face plasmon losses.
15 
Furthermore, the variation of energy loss inten-





18 The collective theory has also been successful 
in predicting incident energy and surface effects on the intensity of 
the bulk and surface plasmon losses. 
8 
In summary, the characteristic energy losses may be interpreted 
as either collective or single-particle excitations. These processes 
are usually treated independently although they are strongly coupled in 
some materials with the result that the plasmon energies may be shifted 
from the free-electron values. Failure to recognize this electron-plas-
mon interaction has sometimes made interpretation of energy loss data 
quite difficult. This is particularly true for the transition metals 
for which there is no satisfactorily theoretical description of the in-
teractions between 3d- and 4s-electrons. 
The collective modes of behavior of a free-electron gas are class-
ical plasma oscillations at characteristic frequencies w , and their 
energy quanta are called plasmons. The collective behaviors may be de-
scribed as an oscillatory motion of the electrons in the body of a metal 
and as similar motion of the electrons located near the metal's surface 
where the effect of the surface potential is to shift the surface oscil-
lation frequency below the bulk oscillation frequency. The nature of 
these oscillations can be visualized by considering a momentary charge 
fluctuation in the electron gas created by a passing electron. The 
neighboring electrons rush into the affected area in an attempt to screen 
out the disturbance. These electrons acquire momentum and more electrons 
accumulate in the region than are necessary to restore charge neutrality. 
The excess negative charge thus created repels electrons outwards again 
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The excitation of collective resonances is easily described in 
metals with free valence electron gases, but when the valence electrons 
interact strongly with the electrons bound to the periodic ion cores, 
the oscillation frequencies cannot be readily predicted. In these met-
als, collective excitations of the electrons are damped by single-elec-
tron excitations in which the plasmon decays into an individual-particle 
excitation of the same momentum. The plasmon still exists as an elemen-
tary excitation but the breadth of its loss line is increased and its 
energy may be substantially shifted from the free-electron value, hw , 
toward either higher or lower energies. 
Theoretical attempts to account for the electron-plasmon interac-




the way for the more advanced calculations of Bohm and Pines.
13 
These 
latter authors considered collective excitations in which an interaction 
between the plasmon field and the individual electrons was included to 
account for the damping of the collective motion. They obtained a plas-
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in which the single-particle excitations that damp the plasmon motion 
are described by oscillator strengths f on and frequencies w on . This re- 
lation determines the shifted bulk plasmon frequency w from the f on 's 
and won's characteristic of the metal considered. Generally, there is 
a lack of knowledge concerning these parameters so Equation 2 cannot be 
10 
solved explicitly for other effects on plasmon behavior, for instance 
those caused by crystal imperfections, which also need to be considered 
in a complete treatment. 
Disorder Effects in Crystals  
The influence of crystal imperfections on the physical properties 
of solids can not be overemphasized. Electrical resistance, semiconduc-
tivity, deformation characteristics, and the diffusion of matter are just 
a few phenomena which depend on defects of one kind or another. Some 
crystal defects such as surface steps, vacancies, and foreign atoms in 
either interstitial or substitutional positions are of a localized nature 
and, when they exist singly, are not easily observed. These defects in-
troduce energy levels which are not representative of an ideal lattice 
and which can not be easily detected when the imperfections are several 
atoms apart. Fortunately, the imperfections normally interact with one 
another and form stable, long-range groups making them more susceptible 
to experimental measurements. 
An "extended defect" which interacts with imperfections in every 
crystal is the surface itself. When a crystal is terminated at some 
plane, large stresses arise between the atoms in layers at the surface 
as they adjust their positions to account for the new boundary. Since 
the penetration depth of low-energy electrons is limited to the first 
few atomic layers, TEED is ideally suited to study the scattering poten-
tials near a surface. Stresses existing in surface layers have been ob-
served to change the lattice constants between atoms both normal and 





surfaces are apparently large enough to cause 
11 
reordering of the atomic positions from the bulk arrangement. 
Feuchtwang
23 
has described the static equilibrium configuration 
of a lattice surface in terms of a set of displacements relating the ac-
tual positions to those which the atoms would assume if they were in an 
infinite crystal. The displacements were calculated from a set of dif-
ference equations which described small, time dependent displacements of 
the lattice atoms from their equilibrium condition resulting from remov-
al of all the crystal above a lattice plane. The general conclusion was 
that the two-dimensional structure parallel to the surface could be lar-
ger than that of the bulk lattice structure. The model also showed that 
changes in the spacing of atomic planes normal to the boundary varied 
monotonically with distance from the boundary. These results provided 
initial support for interpretations of TEED patterns which required re-
assignment of lattice constants. 
Talon and Haneman
24 
have reported computer calculations of Si 
and Ge surface structures in which a Morse-like potential with an adjust-
able bonding energy and shape factor was used for the interatomic poten-
tial. Surface free-energies, elastic constants, and sublimation ener-
gies were calculated for various spacings of surface atoms normal and 
parallel to the surface. The surface structure which gave the minimum 
free-energy and agreed with experimentally measured elastic constants 
was found to correspond to surface arrangements predicted for Ge from 
TEED analysis. Similar calculations were carried out for Si and showed 
that departures from the bulk interlayer separation were expected and 
that they agreed with the surface model presented by Haneman.
25 
Although 
these calculations give soundness to the models proposed for reconstruc-
ted Si and Ge surfaces, Bauer
26 has recently attributed the rearrangement 
12 
of surface atoms to impurity effects on the surface free energy. These 
questions are yet unanswered and form the basis for current research. 
Another fundamental imperfection, designated by Tam
27 
as the pho-
non, is associated with quantum excitation of the vibrational modes with-
in a crystal. The contributions of these phonons are most important in 
thermal conductivity, in producing large displacements which can lead to 
interstitial and vacancy defects, in semiconductivity, and in creating 
excitons. Interactions between atomic thermal vibrations and the surface 
defect in a crystal have recently received much theoretical and experi-
mental attention with the advent of electron scattering as a tool for 
studying atomic behavior at surfaces. 
TEED investigations of surface atom vibrations have been reported 
by MacRae
28 
from data concerning the intensity of beams diffracted from 
nickel samples at elevated temperatures. These studies indicate that the 
mean-square vibrational amplitude of atoms in the surface plane is great-
er than that of the atoms in the crystal bulk for the same vibrational 
direction. Other studies
29 
have shown that the component of vibrational 
amplitude normal to the surface is not equal to the tangential component. 
A theoretical basis for these observations was first given by Wallis and 
Gazis
30 
who calculated the relations between atomic mean-square velocity 
and interatomic force constants and showed that the different forces act-
ing on surface atoms lead to a corresponding difference in the mean-square 
velocity. Theoretical descriptions of surface atom motions have also 
been given by Clark, Harris and Wallis 31 and by Maradudin and Melngail-
lis.
32 In general, their results are in qualitative agreement with ex-
perimental data although detailed comparisons have not been possible. 
13 
Jones, McKinney and Webb 33 and Aldag and Stern34 have experimen-
tally observed an anisotropic background superimposed on LEED patterns. 
This background is attributed to extraordinary phonon modes associated 
with the surface defect. The temperature dependence of the diffuse back-
ground is due to a combination of the Debye-Waller factor and single pho-
non scattering, and thus the background increases with increasing temper-
ature. In the kinematical approximation, Huber 35 has investigated this 
thermal diffuse scattering of low-energy electrons. The diffraction was 
assumed to arise mainly from the surface layer, and the thermal motion 
in the crystal was approximated by vibrations in an isotropic, elastic 
continuum. His results showed that the surface boundary conditions do 
not change the qualitative behavior of the scattering and except for a 
doubling factor in the intensity of the Bragg diffraction spots agreed 
with the work of Wallis and Maradudin
36 
who applied Green's function 
techniques to a discrete lattice. In both cases, thermal diffuse scat-
tering was attributed to nonpenetrating radiation reflected by surface 
phonon modes created by the introduction of surface boundary conditions. 
These authors have emphasized the study of imperfections using 
elastically scattered electrons. The electrons characteristically scat-
tered from the crystal have lost energy to excitations involving the 
electronic structure in the sample bulk. The effects of thermal disor-
der on the electronic structure could therefore be reflected in the char-
acteristically scattered electrons. No previous work has specifically 
dealt with this problem but perturbations on the electronic structure in 
a disordered solid have received some attention. 
The very high degree of regularity among atoms in a perfectly 
14 
ordered crystal is the guide to its structure and electronic properties. 
The long-range periodic potential gives rise to an energy band structure 
and Brillouin zones. As disorder is introduced into a crystal, the po-
tential becomes an aperioaic function of position and electron wave-
functions can no longer be easily found. In recent years, the proper-
ties of electrons in disordered solids and liquids have been investigated 
by Edwards, 37 Jones, 38 Ziman, 39 and others through Green's function tech-
niques. These studies have shown that short-range atomic order created 
by a densely-packed assembly of ions causes a general electronic struc-
ture, including gaps in the energy spectrum, to persist into a completely 
disordered liquid. Sergeeva 4o and Jones
41 
have studied the effects on 
the band structure as the temperature is raised to the melting point. 
They concluded that the energy bands are broadened by displacement of 
energy levels and that the line widths of the individual levels are in-
creased by ionic disorder. These effects would be reflected in the plas-
mon excitation spectrum obtained from metals with considerable plasmon 
scattering since the oscillator strengths and frequencies of the single 
particle excitations in Equation 2 would be affected in the disordered 
crystal. To take fullest advantage of this opportunity for research re-
quires that the results from disorder studies be combined with the col-
lective theory of metals to provide a theoretical description of the 
characteristic excitations in disordered crystals which can be compared 
with experimental observations. This is the purpose of the next chapter. 
CHAPTER II 
THEORETICAL CONSIDERATIONS 
This chapter is concerned with the effects of thermal atomic 
motion on the distribution of characteristically scattered electrons. 
The majority of the characteristic electrons are scattered in the 
solid after losing energy to collective excitations whose breadth and 
energy are determined mainly by the electronic energy band structure 
of the metal considered. Thus, disorder effects on the characteristic 
excitations are realized through thermal perturbations on the electron-
ic band structure. In the next section of this chapter, the nature of 
plasmon excitations is fully explored in order to demonstrate the coup-
ling of plasmon behavior with the electronic structure in a solid. 
Following this, the effects of thermal disorder on the electronic band 
structure are discussed, and a plasmon dispersion relation for collec-
tive motion coupled to single-electron excitations in a disordered 
crystal is developed. 
Collective Excitations in Solids  
Although plasma oscillations are implicit in much work on the op-
tical properties of solids, their existence as an elementary excitation 
was probably first suggested by Steenbeck in 1932
42 
when he studied the 
problem of selective reflection of light from metals. In 1943, Kronig 
and Korringa
43 treated the energy losses of charged particles passing 
through a metal in a plasma oscillation theory; however, the full sig- 
15 
16 
nificance of these oscillations was not recognized until the appear-
ance in 1951 of a series of apeprs by Bohm and Pines
13 
who developed the 
collective theory of metals to explain certain electrical and magnetic 
properties previously not understood. Since that time, considerable em-
phasis has been placed on the importance of plasmon excitations in de-
termining properties of solids. An initial understanding of these exci-
tations can be gained by a consideration of collective motion in the 
free-electron gas. 
Plasma Oscillationsin Free-Electron Gases  
We begin with a study of the manner in which Coulomb interactions 
in an assembly of free-electrons bring about organized collective oscil-
lations. Instead of following the motion of a particular particle, as 
is done in the single-electron model, the gas is described in terms of 
Fourier components of the electron density which are proportional to the 
density fluctuations of the electron gas. It is found that these compo-
nents can be split into two groups. One group represents an organized 
oscillation at the characteristic plasma frequency cep ;  the other is 
associated with random thermal motion of the individual electrons and 
shows no collective behavior. 
Each electron in the assembly is acted on by the sum of forces 
from all of the other electrons plus that force resulting from a uniform 
positive background. It is convenient to expand the potential energy of 
.th 	th 
interaction between the 1— and j-- electron, 
e V.. = 	   
13 
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The system Hamiltonian is then 
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where the last term describes the interparticle Coulomb interactions. 
.th 
We find the equation of motion of the 1— electron from 





where V.1  is the Coulomb potential of the 1— electron, 
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The electron density operators, p(x), are introduced under the assumption 
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which has Fourier components 
- ik • x 	- k • x. 
Pk = J P()e 
Note here that k = 0 corresponds to p o = n, the total number of parti-
cles, but since we are working in a unit volume, p o is the mean electron 
density and is exactly cancelled by the uniform positive background. 
Hence, k = 0 is neglected in the Fourier expansion of the interaction as 
denoted by a prime on the sum. For k 0, the pk describe fluctuations 
of the gas about the mean electron density. In terms of these density 
.th fluctuations, then, the equation of motion of the a.— electron can be 
written as 
. 
471 e 2 
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The equations which describe fluctuations in the electron density 
caused by Coulomb interactions between the particles can be obtained by 
simple time differentiation of the p k ; thus, 
- ik •• x. 
- 	-1 
13 k = 	ik • v.) e 
and 
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In this last equation we can substitute for v. from Equation 4 to get 
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If we consider the terms in the second sum with k' = k, this part 
of that sum becomes 
— 	• x. 
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and that part with k' k is 
20 
7e
2 	 x. 
	 1 
k • k' - ik' •  i(k' - k) • x. - 	- 	- 
(k1)2 	
- e 
Here we have separated the sum 
i(k' - k) • x. 
- 	 -1 
which is a phase factor and tends to vanish since there is a very large 
number of particles distributed throughout the gas in random positions. 
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To first order we drop these terms, the TTrandom phase approximation " 
and the equations of motion of the electron density fluctuations become 
C3 k 
- ik • x. 	47ne 2 — - ik • x. 
-1 • 17.) 2 e 
-1 	 2_, e (6) 
The first term on the right-hand-side would be present even in the ab-
sence of particle interactions since it arises from the thermal motion 
of the electrons. The second term represents the effects of particle 
interactions which dominate the electron motion when the thermal effects 
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Therefore, when the disruptive thermal effects are small, the equation 
of motion describes simple harmonic motion through 
13k ( 	IT 
2 	
k P 	' 
so as a result of the Coulomb interactions, the electron density oscil-
lates at the well-known plasma frequency 
1 2 
47ne  2 
W p 	( 	m 	) • (7) 
The plasma frequency LI) is of the order of 10 16 sec -1 and the 
quantum of excitation, called a plasmon, has a corresponding energy in 
the range 10 to 20 ev for most metals. This energy is greater than that 
of an electron at the top of the Fermi distribution, so the probability 
that an electron in the metal can excite a plasma oscillation is vanish-
ingly small. A fast particle traversing the sea, however, has the ener-
gy required to create one or more plasmons, and in an energy analysis of 
the electrons either transmitted through a metallic foil or back-
scattered from a crystal, these excitations are seen as appropriate en-
ergy losses. 
The plasma oscillations just described represent fluctuations of 
the free-electron density in the bulk of the material, and their excita-
tion would represent the only collective "characteristic loss mechanism" 
if the crystal were infinite. However, when a bounding surface is pres-
ent, the electric field extends beyond the specimen boundary and polar- 
22 
izesthe charges in the surface layers to produce an electric field oppos-
ing the bulk field. Thus the electric field at the surface is weakened 
compared to that in the bulk, leading to a reduction in frequency of the 
oscillations of surface electrons relative to the bulk electron oscilla-
tion frequency. The frequency of this charge oscillation in the surface 












for an ideal free-electron metal with a clean, planar surface bounded by 
vacuum. 
Because the frequency of the surface plasmon oscillation depends 
on the magnitude of the depolarizing field produced at the surface, its 
energy may be affected by any films or contaminants on the specimen sur-
face. Stern and Ferrell
46 
showed that the presence of a thin layer of 
oxide should lead to disappearance of the surface plasmon loss given by 
Equation 8 and to the appearance of a modified surface plasmon loss with 
an energy hwms given by 
hw ms hwp 
1+e' 
where e'is the dielectric constant of the surface medium. This lowest 
loss is predicted to rise to a maximum intensity approximately 40 per 




The above results were derived on the assumption that the 
metal's valence electrons may be treated as a free gas neutralized by a 
continuous positive background charge representing the fixed ion cores. 
This description may be applied ideally to metals such as aluminum, 
since the binding energy difference between the core electrons and the 
three 3p valence electrons is large and since the core electrons are 
not easily polarized. For aluminum, one predicts the bulk plasmin ex- 
citation energy to be 15.8 ev using Equation 7; the surface plasmon val-
ue for the clean surface is similarly predicted using Equation 8 to be 
11.2 ev. These values have been experimentally confirmed by Powell and 
Swan
15 
 in measurements of electron energy losses from evaporated Al 
films; measured losses were 15.3 and 10.3 ev and other losses repre-
senting multiple excitations of bulk and surface plasmons. Furthermore, 
later work
47 
showed that the 10.3 ev loss displays the predicted inten-
sity dependence on the degree of oxidation of the surface and that a 
modified surface loss appears at a lower energy as expected. The agree-
ment between the experimental observations and predictions of the col-
lective theory demonstrates the applicability of the collective theory 
to free-electron metals, although the results of this model may not be 
applied directly to more complicated metals. 
Plasma Oscillations in Real Solids  
So far we have considered only the free-electron model of a metal 
in which the ionic lattice is replaced by a uniform distribution of pos-
itive charge. This model is likely to give reasonable results for met-
als in which the core electrons are very tightly bound; the periodic 
potential of the lattice must somehow affect the plasma frequency, how- 
ever, since it causes the electron wavefunctions to differ to some ex-
tent from free-electron plane waves. In an extreme case when the energy 
distinction between core and valence electrons is small, direct partici-
pation of core electrons in the plasmon excitations may occur and seri-
ous discrepancies are expected with the free-electron theory. 
A logical step to account for the periodic lattice is to replace 
the electron mass in the expression for w by the electron's effective 
mass. This was employed by Wolff in 1953
19 
 in his semi-classical treat-





Wolff accounted for the periodic po-
tential in a self-consistent Hartree calculation which led to the plas-


















and the averages are taken over occupied electron states. Hence, this 
relation includes only the effects of intraband transitions; Adams 
 
extended the work to include interband transitions in the plasmon scat-




and, although the resulting dispersion relation 
does admit transition between bands, it can be interpreted only if the 
excitation frequencies are either large or small compared to the plas-
mon energy. In the former case, Adams concluded that a shift of some 
magnitude above w was generally expected although it will be shown 
later that this conclusion is incorrect. For low-energy transitions, 
he concluded that the shift was almost always negligible. 
When single-electron transitions between bands are considered 
along with the transitions within the conduction band, one finds that a 
broadening in the observed plasmon loss distribution is expected in ad-
dition to the energy shift. It was suggested that this broadening in 
the transition metals may be due to a strong coupling between electrons 
in overlapping s and d bands which makes possible a rapid transfer of 
energy from a plasma oscillation in the s-band to a single d-electron, 
thus leading to a short lifetime and large energy width for the oscil-
lations.
19 
Therefore to calculate the width of a plasmon loss line due 
to such interband transitions, one first determines the rate at which 
plasma oscillations excite electrons and then uses the Uncertainty Prin-
ciple to obtain the energy broadening. This calculation was first car-
ried out in detail by Adams,
20 
who showed that the matrix element for 
excitation of an electron by a plasma oscillation is identical with 
that for the absorption of a phonon of the same energy. Taking advan-
tage of this fact, Wolff
19 
expressed the energy width of the plasmon 
oscillation in terms of the parameter nk for optical absorption as 
E/hwp = nk . 
26 
A plasmon dispersion relation which accounts for the effects of 
interband transitions on the plasmon excitations may be obtained using 
a model suggested by Mott.
51 
According to this model, the electron-
plasmon scattering is described in terms of a classical treatment of 
harmonically bound electrons excited by an electromagnetic field of 
varying frequency. The plasma oscillation is pictured as an electric 
field E = Eo  cost oscillating at frequency w in a solid where elec-
trons are bound by Hooke's law forces to their respective atoms and 
thus exhibit oscillatory motion about that atom. If the natural fre-
quency of each electron oscillation is wo , then the equation of motion 
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where damping of the electron response has been set to zero. The solu-
tion of this equation is 
x = xoe-
ot 	2 e/m  
2 
Eocoswt , 
w - Wo 
where the first term disappears rapidly. The problem is now to relate 
this expression for the electronic displacement to the electron response 
in the metal. 
The plasma oscillation can be thought of as a longitudinal wave 
of electron motion so we consider the polarization of each electron, 
27 
-ex, arising from the plasma electric field. The polarizability of each 
single electron is 
-ex 	e
2




from Equation 11. To include in this model the many oscillation fre-
quencies which would exist for electrons bound in a solid, we replace 
wo loyaseriesofoscillationfrequenciesw.and include a factor f. 
which describes the strength or magnitude of the charge oscillations 
at each frequency w i . The total polarizability of the solid is thus 
a sum over the frequencies and oscillator strengths of the solid and 
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Further, the possibility that electrons are excited from the ground 
state to a series of higher energy levels by the plasma oscillation 
may be accounted for by summing over the occupied ground state energy 
levels in a reduced zone and considering excitations to all energy 
levels above the ground level. 	To do this, we define k as the reduced 
wave vector of a one-electron state and n = 0 as the level occupied in 
the ground state in the first Brillouin zone. The energy absorbed by 





occupied level n = 0 to a higher unoccupied level in the zone n is then 
hwkn
. The polarizability of the entire solid is therefore expressed as 
2 	— 	kn 
2 	2 
k n W  kn  - w 
The plasmon dispersion relation can now be obtained by determin-
ing the polarizability a for the longitudinal response. This can be 
done by describing the fluctuations in the electronic charge density due 
to the plasma oscillation and using the definition of charge polariza-
tion. Thus if n is density at any moment during the oscillation, 
Poisson's equation 
V • E = - 47p = 47e(n - n') , 	 (15) 
gives the plasma electric field in terms of the electronic charge flue-
tuations. The polarization current density J is defined by 
aE 
J = a at 
and must satisfy the continuity equation 
v • j = (v • E) • 
- 	at 	at 
(16) 
(17) 
From Equations 15 and 17 we therefore have 
- e at (n - n') = u4 	a7e (n - n') 
so u = - 1/47 for a longitudinal wave charge fluctuation. 
Returning to Equation 13 and substituting for u leads to a final 
plasmon dispersion relation 
f
kn 2 	
'_,— ),— 	2 	2 
k n - Lulu, 
(18) 
which determines the plasma frequency w from the oscillator strengths 
and frequencies of the interband transitions coupled to the plasmon 
motion. In spite of the simplicitly of the model, this relation is 
essentially that determined by Bohm and Pines. 13 As shown in Appendix 
A, an involved quantum mechanical treatment which includes the inter-
band scattering of electrons by the plasma motion through an interac-
tion between plasmon field and single-particle density operators leads 
to this same result. 
This dispersion relation includes both intraband and interband 
scattering of the plasmon motion. The effects of intraband excitations 
can be separated and handled without much difficulty; a proper identi-





which is the effective mass approximation used by Wolff
19 
to success-
fully account for free-electron excitations. However, no simple relation 
such as this can account for the shift and broadening of plasmon loss 
lines due to interband scattering. In fact, when single-particle excita-
tion frequencies exist near w, a resonance occurs in Equation 18 and may 
substantially raise or lower the plasmon energy. This possibility pre-
cludes an accurate perturbation treatment such as that suggested by Adams 
and shows why his conclusions are subject to error. Fortunately, a die-
lectric treatment of the electron gas is able to describe the collective 
excitations in more complicated systems. 
Dielectric Response of an Electron Gas  
Collective excitations in solids are conveniently described using 
the dielectric model, which offers the advantage that one is able to de-
scribe both collective and individual electron interactions within the 
same framework. Furthermore, this approach clearly illustrates the im-
portant connection between the energy distributions of electrons under-
going characteristic energy losses and the energy loss function determ-
ined from optical reflectivity data, as mentioned earlier. In the die-
lectric approach, it is assumed that the ensemble of conduction electrons 
in a metal may be characterized by a dielectric constant which is a func-
tion of both the frequency and wavevector of an electromagnetic disturb-
ance in the solid. If, for example, the solid is bombarded by a beam of 
relatively fast electrons, then the response of the electron gas to the 
external probe is described by the complex dielectric constant c(k,w); 
the magnitude represents the coefficient of proportionality of the re-
sponse and the phase represents the time delay of the retarded response. 
31 
Several authors 52,53 have investigated this longitudinal dielec-
tric constant and have showed that the expression 
2 










describes the response of a nearly free-electron gas to perturbing 
Coulomb forces. Previously, the plasmon dispersion relation which 
accounts for the effect of a plasmon interaction with single-particle 
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(18) 
The momentum dependence of the single-particle excitations in Equation 
18 may frequently be neglected; if all excitations are considered to 
arise from the ground state, the oscillator strengths and frequencies 
are w and f and the sum is taken over only the excited states. Com-
on 	on 
parison with Equation 19 then shows that the dielectric constant vanish-
es when Equation 18 is satisfied. This singularity of the dielectric 
constant at the plasma frequency can be used to determine the plasmon 
energy when it cannot be evaluated straightforwardly. It is also possi-
ble to determine the qualitative effect of interband transitions on the 
plasmon frequency. In Figures 1(a) and 2(a), the dielectric behavior of 
a free gas is shown. We have already seen that when the plasmon disper- 
Figure 1. Dielectric Behavior When Interband 










Figure 2. Dielectric Behavior When Interband 
Transition Exists Near but Above w . 
P 
3 1+ 
sion relation is satisfied , 	will be zero with E2  small; this locates 
the plasma frequency as illustrated in the figures. To illustrate the 
change in the plasmon frequency produced by plasmon interactions with 
core" electrons, we consider a single electron bound to an ion core with 
a natural frequency w on but responding to the plasmon oscillation at fre-
quency w . The amplitude response of this electron can be described by 
analogy with the response of a classical oscillator driven by an external 
force. Thus, if the binding frequency is less than the driving plasmon 
frequency, the driven oscillator will move out of phase with the plasmon 
field and will contribute to the dielectric response of the solid as in-
dicated by the dashed curve in Figure 1(b). When this oscillator-like 
response is added to the free-gas dielectric behavior, the response, c i , 
passes through zero at a frequency greater than w , and thus the plasma 
frequency is shifted upwards. A similar picture describes the effect of 
a plasmon interaction with a single-particle excitation of frequency Won 
greater than w . In this case, the oscillator response is in phase with 
the plasmon field and its dielectric contribution depresses the point at 
which e
1 
is zero as illustrated in Figure 2(b). Therefore, in a solid 
with many electrons bound to the ion cores, the plasma frequency will be 
decreased below its free-electron value if the majority of oscillator 
strengths are associated with interband transitions having excitation 
frequencies greater than w . On the other hand, if the oscillator 
strengths are associated mainly with transitions having frequencies less 
than w then the plasmon frequency is shifted above its free-electron 
value. 
The condition c = 0 at the plasma frequency is rarely satisfied in 
35 
a real solid because the plasmon behavior is damped at all energies by 
single-particle excitations and 0 2 is thus displaced from zero. The di-
electric approach, however, may be used to determine the collective en-
ergy losses of a moving charged particle since these losses are reflected 
in the total energy change in the electric field. Based on this method, 
Frohlich and Pelzer have shown the bulk plasmon loss probability to be a 
maximum when the w-dependent function 55 
e 2  
- Im(1/E) - 
	
2 	2 
e 1 c2 
is greatest. For free-electron gases, the plasmon energies determined 
from s = 0 and from the maximum in -Im(1/0) are the same, but for the 
more complicated metals, the dielectric energy loss function must be used 
to more accurately locate the plasmon frequency. 
When interband transitions are important in determining the bulk 
plasmon frequency, the surface plasmon energy is also affected by the 
single-particle excitations as can be seen by examining the dielectric 
response. Stern and Ferrell
46 
have shown that the condition for a sur-
face plasmon oscillation is 0(k,w s ) = -e l , where o' is the dielectric 
constant of the bounding medium. For the clean surface, o' = 1, so the 
surface plasmon dispersion relation can be written 
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This relation accounts for the effect of the periodic potential on the 
surface plasmon frequency but can not be explicitly evaluated to deter-
mine w
s . The dielectric approach is again helpful as Ritchie has 
shown that the probability for excitation of a surface plasmon is pro-
portional to 
(1 - c) 2 
- Ira [ 	1 . c (c + 1) 
Near the surface resonance frequency, e l is near -1, so this loss prob-
ability locates the surface plasmon energy from the maximum in the func-
tion 
2 
- Im(1A+1) - 
Because the interaction between a transverse electromagnetic wave 
with a metal's valence electrons is similar to the interaction between 
these electrons and the plasmon field, a close connection exists between 
the optical and collective properties of a metal.- The system response 
to the incident charged particle is a density fluctuation of the elec-
trons, so the dielectric constant in Equation 19 describes the longitud-
inal response of the system. The electromagnetic field of the photons 
employed in optical investigations is a transverse disturbance, however, 
so an optical determination of the system response is described by the 
transverse dielectric constant. In the limit of long wavelengths such 






as those describing the collective properties of isotropic or cubic 
solids, the quite general result  
C 1 (0,W) =
11
(0,1) 
is valid, so the results of an optical determination of c 1 (00.0 can 
be used to help interpret the loss spectrum of a charged incident paxti-
cle traversing that solid since they determine the real and imaginary 
parts of the dielectric constant and thus the energy loss function 
-Im(1/e), and the surface plasmon loss function -Im(l/e+l). 
Electron Energy States in a Disordered CrystnJ  
With an understanding of the coupling between collective and 
single-particle excitations, it is possible to discuss the effects on 
electronic band structure. This treatment might include a plasmon-pho-
non interaction, although the influence of this interaction has been 
suggested to be small in view of the large plasmon energy. The situation 
we are concerned with, therefore, is a non-periodic ion distribution 
which varies in time and how the consequent changes in potential disturb 
the electronic structure of the disordered solid. Rather than attempt-
ing to solve the severely difficult mathematical problem concerning elec-
tron eigenfunctions and their energy distributions in an irregular poten-
tial, we seek only to demonstrate how the thermal disorder affects the 
plasmon dispersion. 
In the classical model employed earlier to obtain the plasmon dis-
persion relation, harmonically bound electrons were allowed to freely 
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elude thermal perturbations on the electron structure by subjecting the 
electrons to a viscous force which damps the electron response in pro-
portion with its velocity. The characteristics of the electron coupling 
to the plasmon field might be modified by increased viscous damping to 
illustrate the effects of thermal disorder in the plasmon dispersion 
arising from perturbations on the individual electron states. 
In this model, the damped harmonic motion is described by 





where b describes the viscous damping proportional to electronic veloc-
ity. The solution of this equation is 57 
where 
2/ 







and a = cos
-1 w . The amplitude of electronic oscillation is well 
known to display a dependence on the driving frequency and becomes in-
creasingly large as that frequency approaches the natural oscillation 
frequency. This resonance phenomenon predicted from the inverse propor-




The behavior of the electron response depends on the magnitude of 
the damping force as well as on the driving frequency. This is best 
illustrated through a graphical analysis of x as shown in Figure 3 where 
the oscillation amplitude is sketched as a function of 	for a series 
wo 
of progressively larger damping constants. Curve (a) shows the ampli-
tude when there is no damping and when energy is continuously fed into 
the system. The other curves indicate an increased half-width of the 
oscillatory response as the damping due to dissipative forces is in-
creased. We also see that the resonant frequency is no longer exactly 
equal to the natural frequency of the bound electron. Both of these 
qualitative effects should influence the plasmon excitation spectrum as 
thermal disorder, corresponding to damping in this model, is increased. 
One probable result of the thermal perturbations is easily anti-
cipated; extra energy levels may be introduced into the original energy 
band structure or existing levels may be shifted from their unperturbed 
positions because of the changed potential felt by the electrons. This 
is suggested by displacement of the resonant frequency from the natural 
response frequency in the damped harmonic oscillator. In the plasmon 
dispersion relation, some changes in the spectrum of interband transi-
tion frequencies which affect the collective motion might occur. These 
changes are not expected to be significant, however, since there already 
exists a complex of transitions which are responsible for the original 
shift of the plasmon energy; the overall composition of excitations in 
the dispersion relation would therefore not change enough to influence 
the plasmon energy. The other factor which enters the new spectrum of 
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Figure 3. Amplitude of a Driven Harmonic Oscillator Versus the 
Ratio of the Driving Frequency to the Undamped Natural 











single-particle transitions is an increased line width of each energy 
level; this appeared in the model as an increased half-width of the 
electronic response to an oscillating plasmon field. 
Unfortunately, there is no straightforward way to verify these 
properties of the energy band structure in a partially disordered 
solid. In fact, they were obtained only after much theoretical work on 
the electronic structure of liquid metals had developed the techniques 
for studies of non-periodic potentials. In Appendix B, a Green's func-
tion perturbation calculation is presented in which the difference be-
tween the original potential and that in a partially disordered crystal 
is considered as a perturbation on the original energy level spectrum. 
In this calculation, the unperturbed density of states is obtained from 
the imaginary part of the Fourier transform of the Green's function in-
tegrated over all momentum space. The Green's function is then gener-
alized to include one term indicative of energy level displacements and 
another which describes increased line widths of the levels; this extend-
ed function is used as a solution of the perturbed crystal Schroedinger's 
equation. To complete the calculation, the new density of states is de-
termined in terms of the displacement and line widths introduced by the 
thermal disorder perturbation. These two factors are related to matrix 
elements of the perturbing potential but since neither the electron wave 
functions in the disordered crystal nor the explicit form of the pertur-
bing potential are known, only the qualitative effects on band structure 
can be determined. 
The main conclusions drawn from the analysis are that both dis-
placement and line broadening of the energy levels in the ordered system 
42 
occurs as disorder is introduced by thermal agitation. Since the energy 
level displacements are not expected to affect the plasmon behavior, only 
the line broadening needs to be appropriately included in the plasmon 
dispersion relation. This line broadening, LE, in the energy of a level 
and is related to the lifetime of a state in which an electron occupies 
that level through the Uncertainty Principle 
TAE = h . 
The lifetime T is inversely proportional to a parameter F which describes 
the probability that the excited state will make a transition to a lower 
energy state. Through this decay probability, the effect of energy level 
broadening in a disordered system can be included in the plasmon disper-
sion relation. 
In time-dependent perturbation theory,
58 
 the probability that a 
system makes a transition from the state m to the state n is given by 
a (t) = ejWnmt 
where hw = En 
- E
m
. In order that this excited state decay, it is nec- 
essary that an exponential decay factor e
-Fnmt be included in a so that 
nm 
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Thus, line broadening, system lifetime and other decay effects can be 
)43 
considered in any interaction by adding an imaginary contribution to 
the excitation frequencies of the transitions involved. 
The half-widths of the broadened energy levels must be included 
in any expression involving excitations between the energy levels. For 
metals in which the collective excitations are coupled to the energy 
band structure, the plasmon dispersion relation has been found as 
2 
UJ 
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(18) 
Since the thermal disorder causes increased decay probabilities in the 
interband transition spectrum, the plasmon decay probability is probably 
also increased. We have already seen that these effects can be account- 
	
ed for by replacing 
won by won + ir
on and w by w + 	in Equation 18, 
where d is indicative of the addition to the plasmon decay probability 
which would arise from broadening of the single-particle energy levels. 
These terms have been inserted in the following plasmon dispersion rela-
tion which therefore describes plasmon excitations in heated samples 
when there is strong coupling between the plasmons and single electrons: 
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From this relation, it is seen that increases in the F on are necessar- 
ily accompanied by decreases in the plasmon decay probability p in order 
that the equation still hold. It is noted that there are disorder con-
tributions to the decay probability of excited single-particle states 
other than those affected by thermal motion. Crystal dislocations, im-
purities, and similar imperfections also decrease the lifetimes and in-
fluence the plasmon dispersion through FL decay contributions. These 
effects do not significantly change with increased sample temperature 
and hence can be observed in the plasmon excitation spectra obtained at 
room temperature. Thus, as the sample temperature is raised, the line-
widths of the levels in the energy band structure due to thermal disor-
der increase and the plasmon half-widths increase in turn. 
This prediction is derived from theoretical results concerning 
both disorder effects on band structure and the electron-plasmon inter-
action in metals. Because of the proximity of the 3d- and 4s-electron 
energy levels in transition metals, a strong electron-plasmon interac-
tion involving the 3d-electrons is likely to exist and the plasmon dis-
persion relation at elevated temperatures would be given by Equation 25. 
This relationship is therefore appropriate for an investigation of the 
effects of disorder on the electron excitation spectrum obtained at high 
temperatures from transition metals copper and nickel. 
In the next chapter, the experimental apparatus used to obtain 
the data necessary to test these observations is described. Next, the 
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question of whether the plasmon oscillations involve an interaction with 
the 3d- and 4s-electrons or involve only the free-gas of 4s-electrons is 
answered. Then, the plasmon excitation spectra are obtained at elevated 
sample temperatures to study the effects of a perturbed electronic struc-
ture on the plasmon dispersion. 
CHAPTER III 
EXPERIMENTAL METHODS 
Collective excitations in solids have been discussed in Chapter 
II in terms of backscattered electron energy losses and optical data. 
The discrepancies in previously reported energy loss data emphasize the 
need for surface characterization; the optical constants of a metal are 
also known to be affected by formation of a dielectric layer at the 
surface. 59 An ultrahigh vacuum, low-energy electron diffraction system 
was therefore used in this study since the low pressure capabilities of 
the system could be used to maintain surface conditions for extended 
periods of time and since the electron optics could be used to generate 
electron energy distribution curves along with TEED patterns. Further-
more, this instrumentation could be conveniently combined with optical 
apparatus to obtain the optical constants of samples with known surface 
conditions in the TEED system. The instrumentation used in this exper-
iment to obtain energy distributions of electrons emitted from the sam-
ple consisted mainly of a three grid electron optics package which could 
be used as a spherical retarding field analyzer with differentiation of 
the current transmitted to the display screen. In the optical measure-
ments, light derived from a grating monochromator was focused onto the 
sample and the reflected radiation was monitored with photomultiplier 
tubes placed in two view ports on the TEED chamber. The apparatus and 
techniques employed to obtain the energy loss and optical reflectivity 
data are described in this chapter; in addition, the sample preparation 
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and cleaning procedures are discussed. 
Apparatus and Procedures  
Ultrahigh Vacuum System  
In view of the sensitivity of the energy loss and optical data 
to surface conditions, it was desirable to maintain a chamber pressure 
on the order of 10
-10 
 Torr throughout these measurements. This ultra- 
high vacuum was required because a clean surface can adsorb a full mono-
layer of a foreign gas with a unit sticking probability in one second at 
10 6 Torr. The TEED system was therefore designed for routine operation 
at pressures near 2 x 10 -10  Torr. The system was constructed mainly 
from 304 stainless steel and employed either metal-to-metal or metal-to-
glass seals on all flanges and vacuum feedthroughs in order that it be 
totally bakeable. Conventional vacuum techniques as discussed by Roberts 
and Vanderslice
6o 
and by Brunser and Batzer
61 
were employed in all stages 
of handling the TEED system and samples studied. 
Vacuum pressure in an experimental system is limited to several 
factors, the most important of which are virtual leaks due to backstream-
ing vapors from diffusion pumps and desorption of gases from surfaces in-
side the system. Backstreaming vapors were eliminated in the TEED system 
through use of ion-gettering pumps to produce a clean, high vacuum with 
cryogenic sorption pumps employed as roughing pumps to produce the vacuum 
(10
-2 
Torr) required for starting the ion pumps. In the present system, 
a 80 liter/second ion pump was used to maintain the pressure in the sample 
chamber, a 40 liter/second pump was used in the gas delivery system, and 
a 8 liter/second pump was used in the roughing manifold. During the 
course of the experiment, the vacuum system was equipped with a titanium 
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ion-sputtering pump which was used to further lower the chamber pres-
sure. The schematic diagram of the vacuum system in Figure 4 shows the 
pumps, valves, and gas handling system. 
The procedure for attaining a vacuum in the system when starting 
from atmospheric pressure is outlined below. With all valves open and 
the Granville-Phillips leak-valve controller removed, the system was ex-
posed to one of the two cryogenic pumps already chilled to liquid nitro-
gen temperature. When the TEED chamber pressure was reduced to approx-
imately 500 microns, the first sorption pump was closed and the second 
used to obtain a system pressure of five microns so that it was possible 
to start the ion pumps. The sorption pumps were then closed, and, after 
the system had attained a pressure in the 10 -7 Torr range, resistance 
heating elements located near the vacuum plumbing and a shell-like oven 
placed around the exposed chamber were activated. Gas desorption from 
inner parts of the system was reduced by baking the entire system at 
250° C for eight to ten hours. Pressure sensitive relays were incorpor-
ated into the oven power supplies so that whenever the pressure in the 
system rose above 5 x 10 -6 Torr, the ovens were automatically turned 
off. After the system was baked out, the pressure was generally 5 x 10 -9 
 Torr and dropped to 5 X 10
-10 
 Torr within 48 hours. A nude ionization 
gauge located on the far side of the sample chamber from the pumping 
throat was used to determine the pressure. 
During the sample cleaning procedure and during exposures of the 
cleaned sample to oxygen, oxygen and argon gases were admitted from spec-
troscopically pure one-liter glass flasks to the sample chamber through 
pressure-regulated leak valves. The 40 liter/second pump was turned off 
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Figure L. Schematic Diagram of LEED Vacuum System. 
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and the 80 liter/second pump was throttled during the oxygen exposures 
in order to maintain a continuous flow of gas in the chamber at any pres-
sure desired between 5 X 10 -9 and 5 x 10
6 
Torr. When argon was used in 
cleaning the sample, the necessary quantity of gas was admitted into the 
chamber with all the pumps turned off. Any other gas could be intro-
duced into the system through a third gas inlet assembly. Furthermore, 
through use of multiple leak-valve controllers, a mixture of gases could 
be admitted into the system. 
The vacuum system included an Electronic Associates, Inc. quadru-
pole residual gas analyzer which was used to monitor the background pres-
sure and to test the purity of the gases admitted into the chamber. It 
was found that the light gas hydrogen not adequately retained in the ion-
pump plates and carbon monoxide released from the optics filaments con- 
stituted about 75 per cent of the background pressure at 5 X 10 -10  Torr. 
Electron Optics  
The electron optics of the TKED apparatus consisted of an elec-
tron gun, fluorescent screen, and grid assembly. The basic geometry and 
electronics of the optics are illustrated in Figure 5. Beam voltages 
supplied by a Keithley Model 240-A power supply were continuously vari-
able between 0 and 1200 volts but were digitally selected for operating 
convenience. A bariated nickel cathode was heated using a Kepco Model 
0K-3M do current source which could be operated in either a constant cur-
rent or constant voltage mode to control the emission current. The elec-
tron beam was accelerated toward the sample by a grounded drift tube 
which passed through the tungsten mesh grids and was focused at differ-
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Figure 5. Schematic Diagram of TEED Optics and Electronics 
for Obtaining Diffraction Patterns and Electron 
Energy Distribution Curves. 
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of the drift tube. Because the backscattered electrons did not have 
energies capable of exciting the fluorescent screen, they were "post-
accelerated" onto the screen by operating the screen at a positive 5000 
volt potential supplied by a Fluke Model 408 high voltage supply. 
Because of the high strength of the magnets in the ion pumps, 
the low-energy electron beams in the sample chamber were deviated from 
their free-field paths unless compensation was made for the stray mag-
netic fields. Two Helmholtz coils with adjustable currents were placed 
outside the diffraction chamber and used to bring the electron beams in-
to aligment. The compensated fields were arranged so that when the 
sample was removed from the beam path, the electron beam was not deflec-
ted from an aligned path. When the sample was replaced, the resulting 
diffraction patterns could be photographed through the chamber window. 
The grid nearest the target was grounded to shield the region about the 
target so that it remained free of electric fields which otherwise dis-
turbed the electron trajectories. The grid next to the fluorescent 
screen was also grounded to give a field-free region between it and the 
screen. The potential on the middle grid could be adjusted to suppress 
electrons having energy less than that of the primary beam. Since most 
of the electrons are reflected inelastically from the crystal and con-
tain no diffraction information, the middle or suppressor grid potential 
was used to pass only the electrons with the primary electron energy 
when diffraction patterns were of interest. 
The diffraction patterns characteristic of low-energy incident 
electrons have features which result from two as well as three-dimen-
sional effects. In terms of the usual reciprocal space and Ewald con- 
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structions, 62  diffraction conditions are satisfied whenever the Ewald 
sphere intersects elements in the reciprocal space appropriate for the 
scattering centers involved. One-dimensional periodic adsorption on a 
sample surface is represented by a set of sheets in reciprocal space 
which are perpendicular to a preferred adsorption direction. The Ewald 
sphere intersects cones in reciprocal space and produces streaks in the 
diffraction pattern orthogonal to the direction of adsorption. 
When scattering is produced by a two-dimensional array, another 
set of sheets appropriate to that array is added to the previous one-
dimensional reciprocal space. The reciprocal space of a two-dimensional 
structure is thus composed of rods whose spacings and positions reflect 
those same properties of the scattering array. Diffraction takes place 
when the Ewald sphere intersects the rods common to both sets of sheets. 
In the construction of reciprocal space for scattering from a 
three-dimensional periodic structure, another set of sheets is added to 
the two-dimensional reciprocal space. This produces a lattice of points 
which reflects all the symmetries and spacings of the scattering crystal. 
With low-energy electrons, diffraction from a crystal involves more than 
the single surface layer, so the rods of the reciprocal space appropri-
ate for an explanation of diffraction patterns for low-energy electrons 
are modulated in intensity. This explains the appearance in TEED pat-
terns of spots which are "forbidden" in pure three-dimensional diffrac-
tion and the absence of spots expected in pure two-dimensional diffrac-
tion. 
TEED patterns reveal surface contamination in two ways: features 
other than those predicted for the clean surface arise from adsorbates 
with a periodic structure, while a disordered adsorbate gives increased 
background in the pattern. From the previous discussion, it is seen 
that an adsorbate ordered in parallel rows on a crystal surface produces 
a diffraction pattern representative of that adsorption structure on the 
clean crystal substrate. This pattern can sometimes be used to identify 
the particular surface contaminant. Of course contamination is not al-
ways revealed in the TEED patterns, but when they are used along with 
measurements of the secondary electron distributions, it is possible to 
determine if a surface is free from contamination. 
Energy Loss Measurements  
The energy loss measurements were made by varying the potential 
on the middle grid linearly from the negative cathode potential toward 
ground. The current collected by the fluorescent screen was composed of 
all electrons with energy greater than E' where E' was the difference 
between the retarding potential on the middle grid and the cathode poten-
tial. This curve was not very sensitive to the fine structure in the 
backscattered current; instead, the energy derivative of this curve, the 
number of electrons with a particular energy, was desired as a function 
of their energy. This curve was obtained through an ac differentiation 
method described by Leder and Simpson.
63 
In the differentiation technique, a small sinusoidal signal, typi-
cally one volt peak-to-peak at 150 Hz, was superimposed on the retarding 
potential to modulate the current transmitted to the screen. That com-
ponent of the screen current at the same ac frequency and phase as the 
modulating signal represented the energy derivative of the transmitted 
current and was proportional to the number of electrons backscattered 
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from the sample with a particular energy.
63 
The small ac voltage was 
taken from the reference output of a Princeton Applied Research Model 
JB-4 lock-in amplifier and was added to the retarding grid voltage 
through an audio transformer. The screen current was collected and the 
ac component preamplified by a low-noise Princeton Applied Research 
CRIt-A amplifier; the current was then sent to the JB-4 lock-in amplifier 
where only that part of the current with the same frequency and phase as 
the original modulating signal was selected. In the latter stages of 
the experiment, the signal/noise ratio was increased by a factor of 100 
by replacing the CR4-A and JB-4 amplifiers with a Princeton Applied Re-
search Model 121 lock-in amplifier which contained its own low-noise 
preamplifier. The lock-in amplifier generated a dc voltage proportion-
al to the magnitude of the in-phase current, the derivative of the total 
current curve, which was sent to the Y-axis of an X-Y recorder. 
By coupling the carriage displacement of a Varian Model F-80 
X-Y recorder to the retarding potential, the time-sweep mode of the re-
corder was used to control the retarding potential so the energy distri-
bution curves were automatically obtained as a function of electron en-
ergy. This connection was accomplished by adding a potentiometer to the 
X-axis drive mechanism; a resistance signal from the potentiometer was 
used to program the voltage output of a Kepco Model ABC 1000M power sup-
ply and this voltage was used as the retarding potential. Provision was 
also made for manual adjustment of the grid voltage and voltage sweep 
rate so the recorder trace could be concentrated on any particular por-
tion of the loss curve. The curves could be taken at energy sensitivi-
ties of 0.5, 5, 10, 15, 20, 25, and 50 ev per inch of recorder trace. 
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The energy loss curves generated with this equipment were affect-
ed by an inherent energy resolution characteristic of the retarding 
electrostatic grid system as discussed by Simpson. 6 
	
This resolution 
was realized as an energy half-width added to the natural structure in 
the loss curves and arose because the retarding field produced by the 
grid system was not perfectly spherical about the sample. Thus, elec-
trons radially reflected from the sample had a momentum component para-
llel to the retarding equipotential surfaces. The retarding potential 
affected only the normal component of electron momentum so electrons 
may not have traversed the retarding region even though their energy 
was larger than the suppressor potential. The resolution was also en-
ergy-dependent as illustrated in Figure 6 where the energy half-width 
of the elastically scattered primary peak is shown as a function of the 
primary energy. The relative resolution AE/E was approximately two per 
cent and had to be considered whenever half-widths of structure in the 
loss curves were analyzed. 
Optical Measurements  
In order to exploit the close relationship between the optical 
and collective properties of solids, optical reflectivity measurements 
were also made on the copper and nickel samples. The equipment used to 
obtain the optical constants was designed to cover the largest possible 
energy range and also to be compatible with the existing TEED system. 
The upper energy limit, 11.8 ev, was imposed by the transmission charac-
teristics of the lithium fluoride windows on the TEED chamber, and the 
lower limit, 1.65 ev, was imposed by the response characteristics of the 
photomultiplier tubes employed. Extension of these measurements to 
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Figure 6. Energy Resolution of Electron Optics as a Function 
of Electron Energy. 
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energies higher than 11.8 ev would require either thin-film windows to 
replace the LIP windows or differential pumping for windowless operation. 
To make the measurements at energies much lower than 1.65 ev would re-
quire photo-diode-like detectors and infrared light sources. Fortunate-
ly, the purpose of the optical studies could be satisfied within the 
bounds of the apparatus as described. 
The experimental apparatus shown in Figure 7 produced a monochro-
matic beam of light which was focused onto the sample and reflected 
through each of the view ports on the TEED chamber to obtain the reflec-
tivity of the sample at two angles of incidence. A LIP pile-of-plates 
polarizer was used to produce radiation polarized either normal or paral-
lel to the plane of incidence when desired. The light source was a water 
and air-cooled, low-pressure spark discharge in hydrogen gas which gave 
light from the infrared to below 1000I. This source was manufactured by 
the McPherson Instrument Corporation and was mounted directly onto the 
entrance arm of the monochromator. In order to maintain as low a pres-
sure as possible in the monochromator, the light source was equipped 
with a cam operated sliding plunger which sealed against the entrance 
slit jaws on the monochromator thus limiting the gas leak to an opening 
of the slit width times six millimeters. The spark discharge which ex-
cited the hydrogen gas in the lamp was obtained from a McPherson Model 
720 power supply. The spark was provided when a 0.0048 microfarad cap-
acitor discharged between two tapered tungsten rods connected in paral-
lel with the capacitor. The gap between the rods was adjusted to give 
a spark repetition rate of 6.5 kilocycles per second. This spark then 
passed through the hydrogen-filled capillary in the lamp to produce the 
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Figure 7. Optical Apparatus as Attached to LEED System. 
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stability, the gap between the tungsten rods was irradiated with a 
quartz mercury lamp and was swept continuously with a jet of compressed 
air. 
The monochromator was also manufactured by the McPherson Instru-
ment Corporation and employed a plane grating to monochromatize the light 
from the entrance slit. An unconventional two-mirror and grating system 
in which the entrance and exit beams were crossed was employed to give 
minimum off-axis conditions at the collimating and focusing mirrors. To 
further reduce the optical aberrations, the mirrors were formed with as-
pheric focal lengths. The grating chosen for the monochromator was a 
Bausch and Lomb replica with 600 lines per millimeter with the grove 
faces inclined at 2 ° 35' to the surface. This angular setting made the 
angle of incidence equal to the angle of reflection for the 150a. wave-
length in the first order and thus concentrated the first order of re-
flected light in this wavelength region. Other gratings are available 
which can be interchanged directly in this system to give monochromatic 
light at wavelengths up to 160,0001. The mirrors and their gratings 
were overcoated with magnesium fluoride to increase their efficiency be-
low 17001 and to retard oxidation of the aluminum surfaces. Because of 
atmospheric absorption of wavelengths below 20001 the instrument was 
evacuated using a two-stage, mechanical pump. To minimize the remain-
ing absorption, the optics were purged with hydrogen gas prior to an in-
vestigation since this gas is fairly transparent to its own radiation. 
The cam seal at the gas entrance slit permitted the pressure in the 
chamber to be held at 200 microns while a hydrogen pressure of 2 milli-
meters was used in the lamp with aslit width of 0.010 inch. 
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The light beam from the monochromator was partially reflected 
into a 9529B EMI photomultiplier tube used to monitor the light incident 
on the sample. The undeflected beam passed through a LiF lens which had 
been ground from a rectangular plate using standard lens-maker techniques 
to a plano-convex form with a 5.5 centimeter radius of curvature. This 
lens was mounted in a gear-driven barrel so that its position could be 
changed to produce a beam of parallel rays from the exit slit. Since the 
index of refraction of the lens changed so rapidly in the shortest wave-
length region, a dial on the gear-driven housing was calibrated from the 
lens equation
65 
1 = (n-1) ( 1,1 
	
r2 
so that the lens focal point could be positioned exactly on the exit 
slit of the monochromator at each wavelength. In this equation, n is the 
index of refraction at a given wavelength, f is the focal distance, and 
r
1 
and r2 are the radii of curvature of the lens. 
A 9698QB EMT photomultiplier tube was used to detect the radiation 
reflected from the sample through LiF windows placed in the view ports on 
the TFED chamber. The tube was held in a solid aluminum housing to elim-
inate stray light and to insure that the same relation always existed be-
tween the tube cathode and the rest of the apparatus. In order to elim- 
inate the effects on the light beam reflected from the aluminum mirror at 
the "incident" tube and passed through the LiF lens and windows on the 
LEED chamber, the tube responses were calibrated at each wavelength. 
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This was accomplished for both exit windows and their respective housings 
by placing the housings and windows opposite the entrance window on the 
DEED chamber at a distance equal to that when the tube was in the reflec-
ted position and determining the ratio of signals from the reflected and 
incident tubes. The sample reflectivity was obtained by comparing this 
ratio with that ratio found when the sample intercepted the light beam 
and reflected it to either the 22.5 ° or 67.5° viewport. In this manner 
no indirect comparisons of currents or reference mirrors were used so the 
resulting photomultiplier tube calibration was exact. 
Since the photomultiplier tube responses were restricted below 
20001, the entrance face of the incident light tube and the outsides of 
the viewport windows were coated with sodium salicylate by spraying a 
solution saturated in methyl alcohol onto those surfaces. In the pres-
ence of radiation shorter than 3000P, this phosphor fluoresced at 44001, 
a wavelength to which both tubes were especially sensitive. It was 
important to position the photomultiplier tubes in their housings on the 
windows in exactly the same position for calibration and for measurements 
since the phosphor coatings were not uniform. If this was not done, dif-
ferent tube positions changed the amount of light received by the photo-
cathode or the area of the cathode on which the light fell. 
In passing through the optical system the light beam was severely 
attentuated so that the signal intensity was often near the dark current 
level in the 9698QB photomultiplier tube. Phase-sensitive detection of 
the reflected signal was employed to eliminate this source of error. 
Similar detection of the incident signal was not necessary as the dark 
current in that tube was always three orders of magnitude less than the 
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signal current. In this technique, the light beam was chopped at 30 Hz 
by electrically interrupting the power to the discharge lamp power sup-
ply, and a phase-sensitive lock-in amplifier, Princeton Applied Research 
Model 121, was used to detect the in-phase component of the signal from 
the reflected photomultiplier tube. A voltage signal in phase with the 
lamp discharge was taken from the capacitor bank in the power supply and 
provided the reference signal for the phase-sensitive detector. This 
correlation technique achieved an extremely high signal/noise ratio and 
eliminated all errors due to the background currents. 
It was desirable to obtain the reflectivity data in as little time 
as possible since gaseous adsorption onto the sample surface affected the 
optical constants in an unpredictable manner. An automated method for 
obtaining the ratio of reflected and incident signals was therefore deve-
loped. The voltage output of the current meter used to measure the inci-
dent photomultiplier tube response and the lock-in amplifier output were 
first averaged over five seconds to eliminate high frequency noises aris-
ing from fluctuations in the discharge lamp intensity. The "reflected" 
signal was then divided by the "incident" signal and that ratio was plot-
ted on an X-Y recorder versus the photon wavelengths which were swept at 
50 l/min. The signal averaging and division were performed using a Sys-
tron Donner Model 3500 Analog Computer incorporating a Model 3732P elec-
tronic division circuit which was adjusted for an output accurate within 
0.25 per cent. A schematic of this measurement apparatus is illus-
trated in Figure 8. Using this technique, sample conditions were main-
tained constant throughout the measurements, dark current effects were 
eliminated, and the task of directly reading photomultiplier currents 
was abolished. 
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Figure 8. Schematic Diagram for Obtaining Optical Reflectivity Data. 
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The analysis of the reflectivity data to obtain the optical con-
stants n and k was made using a Burroughs B-5500 computer program similar 
to that mentioned by Hunter
66 
and is discussed in Appendix C. The tech-
nique started from given values for n and k and calculated the reflecti-
vity at the two angles of incidence for that point and other points in 
the n-k plane surrounding the starting point. The point which gave the 
smallest error between the calculated and measured reflectivities was 
chosen as a new starting point and the procedure was repeated until the 
starting point gave the smallest error. That point was taken to give 
the correct values for n and k. The initial starting point in the n-k 
plane was determined from a graphical method for finding approximate 
values for n and k from reflectivity measurements. This analysis con-
sisted of comparing isoreflectance curves calculated at 22.5 ° and 67.5° 
 from a computer analysis of the Fresnel equations over a substantial 
range of n and k values. The intersection of the isoreflectance curves 
determined the starting n-k point for each set of measured reflectivi-
ties. In this analysis, the photon beam was assumed completely unpolar-
ized although reflection from the grating in the monochromator did in-
troduce a small degree of polarization. 
Sample Preparation and Cleaning Procedures  
Sample Preparation  
Considerable efforts were made to obtain well-oriented crystals 
with smooth, defect-free surfaces in view of the effects of surface ir-
regularities on TEED results and optical reflectivity data. Conventional 
cutting and polishing methods on soft crystals such as copper introduce 
crystal damage several microns below the surface. Attempts to remove 
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this damaged volume by etching frequently destroy the smooth surface and 
require that the crystal be cut again. 
In this study, damage to the copper and nickel crystals was mini-
mized by employing the acid cutting and polishing techniques described 
by Young and Wilson.
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The copper crystals were cut from single crystal 
bars of 99.999 per cent purity using the acid string saw seen in Figure 
9(a). A 90 per cent nitric acid cutting solution was fed onto a recipro-
cating ten mil stainless steel wire which was lowered through the crystal 
at a rate consistent with the removal of copper by the acid solution. 
The appropriate cutting rate was one inch per sixteen hours. To facili-
tate mounting of the crystal on the sample holder, two grooves, approxi-
mately 15 mils wide by 30 mils deep, were cut on opposing edges of the 
sample. 
Even though the crystals were cut from oriented bars, orientation 
after cutting was necessary to guarantee that the desired lattice face 
existed at the crystal surface. Orientation corrections were made from 
Laue back-reflection x-ray diffraction patterns taken with the sample 
held in a goinometer which could be mounted directly onto the acid pol-
ishing wheel seen in Figure 9(b). A solution of concentrated hydrochlo-
ric acid saturated with cupric chloride was used as the polishing solu-
tion to remove the undesired bulk and to produce a smooth surface on the 
copper crystals. When necessary, the cupric ion solution was replenished 
during the polishing by adding a 30 per cent hydrogen peroxide solution 
to the polishing mixture. A 10-15 minute polish was usually required to 
correct the surface orientation. 
After the acid polish the copper crystal was rinsed in hydrochlo-
ric acid and distilled water and was electropolished to remove any 
(a) 
(b). 




remaining disturbed surface layers and to produce a mirror-smooth, highly 
reflective surface. The electropolishing solution was 50 per cent phos-
phoric acid in distilled water. During the polishing process, care had 
to be taken to prevent etching and pitting of the surface. Pitting was 
reduced by stirring the solution to remove the gas evolved to the surface 
and to agitate the viscous polishing layer at the crystal surface. The 
sample was then rinsed in distilled water and placed in the TEED chamber. 
The nickel crystal was obtained from Research Crystals, Ltd. and 
was of 99.999 per cent purity; it was noted that carbon formed the major 
part of the impurities in the sample. Mounting grooves were cut in 
opposing edges of the crystal with the acid string saw using a 5 per cent 
hydrochloric acid in nitric acid cutting solution. Attempts to chemical-
ly polish the crystal resulted in a surface with visible contours; pref-
errential etching was also unsuccessful as the surface became rough after 
sufficient etching to remove even 0.1 millimeter of damaged crystal. To 
obtain the flat surfaces desired for both TEED and optical measurements, 
it was necessary to mechanically polish the crystal first using 400 grit 
metallographical polishing paper and next using a suspension of aluminum 
oxide in water on a rotating felt disk. During this procedure, the 
crystal was held in an especially designed holder which could be mounted 
on an x-ray gon.iometer and the desired crystal face aligned parallel to 
a polishing surface. In this manner, orientation corrections determined 
from x-ray Laue photographs were made, and a surface parallel to the de-
sired crystallographic plane was obtained. 
Because of surface damage to the nickel crystal which occurred 
during the mechanical polish, extensive electropolishing was required 
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to produce a defect-free undamaged surface. A 5 ampere anode current 
passing through a 50 per cent sulfuric acid solution resulted in a highly 
reflecting, flat surface suitable for the optical studies. The polish-
ing mechanism for nickel involved vigorous gas evolution but produced no 
surface etch pits. Immediately after the electropolish the nickel crys-
tal was rinsed in distilled water and mounted on a sample holder in the 
TEED system with platinum wires placed in the grooves along the upper 
and lower edges. 
The stainless steel sample holder was mounted on a vacuum manipu-
lator flanged to the TEED chamber. The crystals were heated indirectly 
by radiation from a hot tungsten filament which was insulated from the 
holder by a ceramic tube which had a small opening in the side toward 
the crystal. A chromel-alumel thermocouple imbedded in the holder was 
used with a potentiometer to measure the temperature. The crystal could 
be heated to a maximum temperature near 500° C by the radiation from the 
filament, but for temperatures up to 1000 ° C, an adjustable potential, 
0-500 volts, was applied between the filament and the holder. The re-
sulting electron bombardment was capable of producing these higher tem-
peratures. 
The sample holder was attached to a universal motion, vacuum 
feedthrough which could make 15° angular tilts with the vertical and 
could be rotated through 360° except when inhibited by heated and ther-
mocouple wires. The sample could also be moved one and one-half inches 
vertically and one inch laterally from the axis centerline. These de-
grees of freedom in the TEED chamber allowed positioning of the sample 
for both energy loss and optical analysis. 
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Sample Surface Conditions  
After the sample was placed in the TEED chamber and the system 
pressure reduced into the 10 -10  Torr range, the surface was cleaned by 
cycles of argon ion bombardments and high temperature annealings. In 
the cleaning procedure, argon gas was admitted to the sample chamber 
through leak valves to a pressure of 5 x 10 -5 Torr and the surface bom-
barded with positive argon ions to remove adsorbed gas layers from the 
crystal surface. The bombardment gun generated ions and by means of 
several grids, focused and accelerated them toward the target. The ion 
energies could be adjusted from 0 to 390 ev to clean the surfaces with-
out causing excessive crystal damage; an ion current monitor was avail-
able to estimate the ion current density of the beam. 
The copper samples were annealed at 250 ° C for ten hours during 
the system bakeout and then at 850 ° C for five hours. The initial argon 
bombardment used 390 ev ions with a sample current of 6 x 10 -7 amp/cm
2
. 
The surface was then annealed at 500 ° C for one-half hour. This proced-
ure was repeated until no surface contamination was seen in the diffrac-
tion patterns. Similar procedures were used to clean the nickel surface 
except the annealing temperature was 850 ° C. The clean surface was de-
fined by two criteria. First, the diffraction patterns for the clean 
surface were required to show sharp reflections, high contrasts, and 
no diffraction features other than those predicted for the clean sur-
face. Second, since TEED patterns depend on periodic structures and 
hence do not always reveal surface contaminants, the energy loss data 
which are very sensitive to surface conditions were also used to define 
the surface conditions. The surface was not accepted as clean until the 
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energy distributions showed no changes upon additional ion bombardment 
or extended annealing. During investigations of the clean surface the 
system background was monitored with the residual gas analyzer, con-
sisted mainly of carbon monoxide and hydrogen and was always less than 
-ao 
5 x 	Torr. Under these circumstances, the copper surface could be 
kept clean about eight hours; the nickel surface remained clean only 
four hours but a ten minute flash at 800 ° C gave clean surface results. 
CHAPTER IV 
RESULTS AND DISCUSSION 
In previous chapters, the effects of thermal disorder on char-
acteristically scattered electrons have been discussed, and apparatus 
which can be used to obtain the desired data concerning elementary ex-
citations in a partially disordered crystal has been described. In 
this chapter, experimental evidence of a strong electron-plasmon inter-
action in transition metals is presented, and the effects of thermal 
disorder on the inelastically scattered characteristic electrons are 
demonstrated. The collective excitations were nvestigated through 
TEES and optical reflectivity measurements; high temperature TEES data 
were obtained to examine the effects of increasing crystal disorder on 
the plasmon excitations. 
Copper  
Energy distributions of electrons reflected from (100) and (110) 
faces of copper single crystals and optical reflectivity data from a 
(100) face were obtained using the techniques described in Chapter III. 
Characteristic energy loss peaks in the energy distribution curves were 
interpreted as arising from many-particle collective excitations and 
single-particle interband transitions; optical data helped identify the 
collective characteristic energy losses. These data show that plasmon 
excitations in copper are strongly coupled to the electronic structure 
through high-energy single-particle excitations which depress the bulk 
72 
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plasmon energy from a free-electron value of 36 ev to 19.5 ev. The sur-
face plasmon energy was similarly affected by single-particle excita-
tions as it was reduced from the free-electron value of 25 ev to 7.5 ev. 
The data and their interpretation in terms of interacting individual and 
collective excitations are presented in the remainder of this section. 
Characteristic Energy Losses  
Energy loss spectra of electrons backscattered from clean copper 
(100) and (110) surfaces were obtained for primary electrons with ener-
gies between 30 and 350 ev. An energy loss distribution curve typical 
of those obtained from both the clean Cu (100) and (110) surfaces, char-
acterized by TEED patterns in Figures 10(a) and 11(a), and which was 
obtained by bombarding a clean (100) surface with 190 ev primary elec-
trons is seen in Figure 12 The curve is characterized by three regions; 
I, the elastically scattered electrons usually assumed to appear in the 
TEED patterns; II, the characteristic loss region representing primary 
electrons which have undergone losses characteristic of the sample stud-
ied; and III, the secondary electrons emitted from the sample. The 
energy losses in Figure 12 occur at 9.0, 19.5, 27.5, and 39 ev. The 
measured value of the low-lying characteristic loss depended on the en-
ergy of the bombarding electrons because the resolution of the electron 
energy analyzer decreases with increasing energy of the backscattered 
electrons. The decreasing resolution causes this peak to shift toward 
a nearby, more intense peak as the incident electron energy increases. 
This instrumental effect was reproduced in a graphical, computer program 
using parameters appropriate for the analyzing grid system, and it was 






Figure 10. LED Patterns of Copper (100) Surface for Successive Stages of Oxygen 
Adsorption. (a) Shows Clean Surface at 190 Volts, (b) Primitive 






Figure 11. TFRD Patterns of Copper (110) Surface for Successive Stages of Oxygen 
Adsorption. (a) Shows Clean Surface at 63 Volts, (b) Initial 
Adsorption at 73 Volts, (c) Further Adsorption at 69 Volts. 
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Figure 12. Electron Energy Distribution for 190-Volt Primary 
Electrons Incident on Clean (100) Copper Surface. 
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should be noted also that this value was observed in energy loss spec-
tra taken with 50 ev primary electrons. 
In view of the small energy distinction between 4s- and 3d-
electrons in copper, the plasmon excitation energies cannot be directly 
predicted from either the free-electron or the collective theory, Equa-
tions 7 and 18, thus requiring that the surface plasmon loss peak be 
identified from its intensity dependence on the surface dielectric con-
stant. As mentioned in Chapter II, Stern and Ferre11 46 showed that the 
clean surface loss decreases in probability when the dielectric constant 
at the surface is affected such as by adsorbing oxygen onto the crystal, 
and they predicted that another loss, the modified surface plasmon exci-
tation would appear in the loss spectrum with a lower energy. These 
predictions concerning plasmon behavior have been verified by Powell and 
Swan
47 
in their investigations of the energy loss spectra of Al and Mg. 
Therefore, to make the identification of the surface loss in copper, the 
clean surface was exposed to increasing amounts of oxygen to affect the 
surface dielectric constant and reduce the surface plasmon loss proba-
bility. 
In order to insure well-defined scattering surfaces, TEED patterns 
were obtained at all stages of the experiment to accompany the energy 
loss and optical data. A clean (100) copper surface diffraction pattern 
is shown in Figure 10(a) for comparison with the patterns produced after 
exposure of this surface to oxygen. Oxygen adsorption was first observed 
after a 5 x 10 -5 Torr-min exposure at room temperature, and the resulting 
primitive (1 x 1) structure is shown in the 64 volt TEED pattern of Fig-
ure 10(b). Further exposure, totalling 2 x 10-4 Torr-min, to oxygen pro- 
78 
duced the diffraction pattern shown in Figure 10(c). This pattern can 
be explained by superimposing diffraction patterns resulting from the 
two possible orientations of a (2 x 1) structure on the substrate unit 
mesh. Annealing at approximately 500° C resulted in sharper spots and 
higher contrast in the diffraction pattern. Exposure of the clean (110) 
surface, diffraction pattern of Figure 11(a), to 1 x 10 -6 Torr-min of 
oxygen followed by annealing at 200 ° C produced the diffraction pattern 
shown in Figure 11(b). When this (2 x 1) surface structure was heated 
to 00°C and the sample exposed to 5 x 10 Torr-min of oxygen, the 
(6 x 2) structure seen in Figure 11(c) was observed. These oxygen ad-
sorption structures are consistent with those reported by Simmons, 
Mitchell and Lawless.
68 
Exposure of the clean copper surfaces to increasing amounts of 
oxygen did affect the characteristic energy loss spectra as predicted 
by the dielective theory. The increased dielectric constant at the sur-
fare resulted in a decrease in intensity of the loss at 7.5 ev as shown 
in Figures 13 and 14 for the two surfaces studied. The intensity de-
creases in the top three curves in each figure correspond to the oxygen 
coverages indicated by the diffraction patterns in Figures 10 and 11. 
In view of Stern and Ferrell's predictions concerning the intensity de-
pendence of the surface plasmon loss on surface conditions, this loss 
was considered to correspond to the excitation of a surface plasmon. 
The amount of oxygen adsorbed at the surface was not sufficient to pro- 
duce a modified surface plasmon loss peak, although this peak could have 
been hidden under the elastically scattered primary peak which was 
broadened because of the resolution of the gun and grid system. The 
CLEAN 
TORR- MIN. 
2 X10-4 TORR - MIN. 
5 X 10 3 TORR- MIN. 
ENERGY LOSS (AE) 
Figure 13. Variation of Surface Plasmon Intensity with Increased 
Oxygen Exposure on Copper (100) Surface. 
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I X 10-6 TORR- MIN. 
5X 10 4 TORR- MIN. 
9 X 10 3 TORR- MIN. 
ENERGY LOSS (AE) 
Figure 14. Variation of Surface Plasmon Intensity with Increased 
Oxygen Exposure on Copper (110) Surface. 
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8 1 
bulk plasmon excitation is not affected by surface conditions and could 
be responsible for either the 19.5 or 27.5 ev loss peak. On the basis 
of copper alloy data discussed later, the 19.5 ev peak was identified as 
the bulk plasmon excitation. 
Two peaks representing electrons which had excited combinations 
of surface and bulk and two bulk plasmon resonances were observed at 27.5 
and 39 ev. The 39 ev loss was difficult to separate from the spectrum 
background and was resolved only with primary energies between 100 and 
200 ev. The 27.5 ev loss was observed to have an unexpectedly high in-
tensity compared to the bulk and surface losses so it might not be com-
posed of only combined bulk and surface losses. Beeman and Friedman's 
x-ray absorption data69 indicate that interband transitions in copper 
are expected at 18 and 27 ev. Thus, a 27 ev single-particle transition 
may have contributed to the loss at that energy in view of its intensity. 
In this case, the collective and individual excitations are not complete-
ly distinguished as the loss peak is probably due to both an interband 
transition and a combined bulk and surface plasmon excitation. 
The characteristic energy losses observed in this study and the 
interpretations of previous investigations are grouped by energy in 
Table 1. The interpretation given by the respective authors is indicated 
in the table title. The 4.5 ev loss in that table arises from an inter-
band transition involving the excitation of a d-electron to the vacant 
levels above Fermi energy, and was seen only at the lower primary ener-
gies where the optics resolution was greatest. In the optical data dis-
cussed later, this transition is accompanied by a loss at 2.5 ev which 
is always hidden in the energy loss data by the primary peak but did 
Table 1. Characteristic Energy Losses Observed by Various Authors. (The identified losses are 
denoted by: a = bulk plasma loss, b = interband transition loss, c = surface plasma 
loss). 
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contribute to the asymmetry of that peak. The only agreement with 
Stephenson's x-ray data, 70 which Leder, Mendlowitz and Marton8 used for 
comparison with characteristic energy loss spectra, is with the 7.5 ev 
loss. This energy has already been interpreted as a surface plasmon ex-
citation, and since the observed intensity dependence on surface condi-
tions can not be expected for an interband transition, this agreement is 
considered accidental. It is of course possible that a single-particle 
excitation does contribute to the intensity of the loss peak, but the 
main contribution is from the surface plasmon loss. Viatskin's pertur-
bation calculations
71 
on inelastic scattering of primary electrons by 
interactions with the lattice electrons predict and interband transition 
at 11.5 ev. This value is close to a loss resolved by Creuzberg, 72 but 
Viatskin's other calculated losses do not agree with the observed loss 
spectrum. Thus, agreement between the characteristic losses and inter-
band transitions is observed for the 4.5 and 27 ev losses. Interband 
transitions at 7.5 and 18 ev may constitute part of the collective loss 
intensities at 7.5 and 19.5 ev, since at these energies the interband 
transitions can not be distinguished from collective excitations. 
The true secondary electrons with energies less than 50 ev seen 
in region III of Figure 12 are usually considered to be electrons which 
were originally bound in the crystal but were emitted from the solid 
after some inelastic process. The quantum theory of the production of 
secondary electrons has been reviewed by Hachenberg and Brauer, 75 while 
the experimental aspects and general features of the curve have been de-
scribed by Dekker.
76 	
The shape of this part of the energy loss curve 
is generally the same for all metals, but is sensitive to surface prop- 
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erties and impurities in the body of the crystal. 
Superimposed on the secondary end of the curve in Figure 12 is a 
peak representing electrons with energies distributed about 58 ev. This 
peak represents Auger electrons ejected from the 3d band because of elec-
tron transitions from the same 3d band to 3p states which have been ion-
ized by the incident electrons. Based on the distribution shape of Auger 
electrons ejected after neutralization of low-energy incident ions, 
Hagstrum77 has investigated the density of states in copper. This anal-
ysis required a detailed knowledge of the electronic transition proba-
bilities for the levels involved, the perturbing effects of the ionized 
level, and transport properties of the excited electrons, problems which 
have recently received considerable attention. 7879 Part of this inter-
est arises because Auger electrons with energies characteristic of the 
low-lying levels in a foreign element can be seen in the secondary emis-
sion spectra and thus used to identify that contaminating element.
79 
These electrons are most easily observed when higher energy (1 to 3 kev) 
electrons are used for the ionizing beam.
80 
Optical Studies  
The results of optical reflectivity measurements from a clean (100) 
face of a copper single crystal made at two angles of incidence for pho-
ton energies between 1.65 and 11.8 ev are shown by the solid curves in 
Figures 15 and 16. The surface conditions for these data were determined 
by TEED patterns and secondary electron distributions. Similar data were 
obtained for the surface after exposures to 5 x 10 -5 and 2 X 10
-4 
Torr-
min of oxygen. The diffraction patterns describing the adsorption struc-
tures are those seen in Figures 10(b) and 10(c), respectively, and corres- 
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Figure 16. Reflectivity of Copper at 67.5 ° Incident Angle for Different 
Surface Conditions. 
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pond very roughly to one-quarter and three-quarter monolayer coverages. 
These data are shown in the dashed and dotted curves in Figures 15 and 
and were taken to see if changes occurred in the surface plasmon 
loss function corresponding to those observed in the energy loss data. 
The reflectivity data were analyzed by an iterative computer pro-
cedure to obtain a solution of the Fresnel reflectivity equations in 
terms of the optical constants n, the refractive index, and k, the re-
flection coefficient. These constants were then used to calculate C
l 
and e 2' the real and imaginary parts of the dielectric constant, the 
energy loss function, -Im(1/e), and the surface plasmon loss function, 
-Im(1/1+e). The results of this analysis are shown in Figures 17, 18, 
19, and 20 where the curves have been drawn to correspond to the same 
surface conditions as in Figures 15 and 16. 
Many of the optical properties of copper can be discussed in de-





The high reflectance region seen 
in Figure 15 extending up to about 2 ev arises from a lack of optical 
absorption; the abrupt decrease near 2 ev is caused by the onset of in- 
terband transitions. Interband absorption can be identified with struc-
ture in the imaginary part of the dielectric constant. The transition 
at 2 ev is seen as the first peak in € 2 (w) in Figure 18; the second peak 
in that figure gives evidence for a transition near 4.5 ev. In copper 
the Fermi surface is known to contact the (111) faces of the first Bril-
louin zone at the points conventionally labeled L, but do not touch the 
(100) faces at X.
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	Furthermore, there is a high density of states at 
both X and L so one might suppose that the peaks at 2.5 and 4.5 ev are 
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Figare l3. Imaginary Part of Copper Dielectric Constant for Different 
Surface Conditions. 













0 	I 	2 	3 	4 	5 	6 	7 
E (ev) 









E ( ev) 
10 	II 	12 	13 
Figure 20. Surface Plasmon Loss Function of Copper with Different Surface Conditions. 
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associated with excitations of d-electrons into these regions; these 
transitions are indicated by arrows in Figure 21 which shows the gener-
al features of Segal's calculated energy band structure. It is also 
possible that valence electron excitations from occupied p-like states 
near L to s-like states contribute to the peak in e
2 near 5 ev. 
Collective excitations of the electron gas are also excited by 
phonons and give structure to the energy loss functions -Im(1/e) and 
-Im(1/1+e) for the bulk and surface plasmons. In the absence of damp-
ing the surface plasmon is located by e l = - 1 which would be near 7 ev 
according to Figure 17. The corresponding peak in the surface plasmon 
loss function is exhibited near 8 ev in Figure 20 and serves to further 
support the identification made from the energy loss data. The energy 
range of the optical data was limited such that the bulk plasmon exci-
tation near 20 ev was not observed in the energy loss function -Im(1/e); 
however, this loss is seen considerably broadened about 20 ev in the 
optical energy loss function determined by Ehrenreich and Philipp. 3 
The reflectivity data determined for different surface conditions 
are consistent with previously reported decreases in reflectivity with 
continued exposure of the sample to poor vacuum conditions. 59 The 
clean surface reflectivities averaged about 5 per cent higher at 22.5 ° 
and about 4 per cent higher at 67.5° incident angle. The surface plasmon 
peak seen in Figure 20 at 7.5 ev did not decrease in intensity as oxygen 
was adsorbed onto the crystal. That this peak actually increased in amp-
litude can be explained by examining the behavior of e l and 6 2 for the 
different surface conditions shown in Figures 17 and 18. When oxygen was 















representing the unclean surface. These dependences 
were a direct consequence of the higher reflectivities observed on the 
cleaned surface, and their effect was to decrease the surface plasmon ex-
citation probability for the smaller e l and e 2 observed on the uncleaned 
surface. These effects on -Im(1/1+e) were so large that decreases in the 
probability of surface plasmon excitation were obscured. For this reason 
the optical identification of the surface plasmon was not as sensitive to 
surface conditions as the characteristic energy loss measurements. 
Discussion  
The transition metals copper and nickel were chosen as samples 
in this study since their valence 4s-electrons do not move independently 
of the 3d core electrons and the lattice potential. A strong electron-
plasmon interaction was therefore anticipated to affect the collective 
oscillation frequencies so that the plasmon loss spectra obtained at 
high temperatures would reveal the effects of thermal disorder on elec-
tronic structure. There are two points concerning the unperturbed ener-
gy loss spectra which had to be established before the disordered spec-
tra could be confidently analyzed. First, a strong plasmon interaction 
with tightly bound d-electrons had to be demonstrated -- this would in-
sure that the loss spectra are sensitive to the detailed single-particle 
energy band structure. Second, the characteristic energy loss spectra 
had to be shown to be composed mainly of collective excitations in order 
that the disorder effects be experimentally observable. These matters 
are the subject of this discussion. 
The first quantitative measurements of characteristic energy loss-
es of copper were made in 1930 by Rudberg
4 
in an analysis of 50-400 ev 
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electrons scattered from the sample surface. Since that time, the 
majority of characteristic energy loss measurements have employed an 
energy analysis of electrons transmitted through thin films, a method 
first introduced by Ruthemann. 5 
	
As shown in Table 2, the character- 
istic energy losses measured for copper before 1958 agree on only two 
values -- 7 and 20 ev. The variations in reported data reflect the dif-
ferent sample preparations and vacuum conditions of the many experiments. 
As seen in Table 3, however, the energy loss values reported since 1958 
are in much better agreement. The improvement in results reflects more 
uniform sample preparation techniques and advanced pumping capabilities 
which have allowed experimentalists to study samples with similar bulk 
and surface properties. 
It has generally been difficult to determine the origin of certain 
energy losses because precise knowledge concerning the electronic struc-
ture is not available, and because the various mechanisms often predict 
energy losses and intensities of roughly the same value. Rudberg and 
Slater's original suggestion that the losses were due to interband trans-
itions
6 
has been employed by Wanatabe, 7 and by Leder, Mendlowitz and 
Marton
8 
to explain their loss spectra. On the other hand, the collec-
tive description of metals has been very successfully employed to explain 
characteristic energy losses of metals with free-electron valence gases. 
13 
In the cases of copper and nickel, two conflicting concepts of the collec-
tive excitations have been presented in the literature and each has been 
adopted by different investigators. One group has assigned the 7.5 ev 
loss in copper to a bulk plasmon excitation of the free 4s-electron gas. 
Others have included the 3d-electrons in the oscillation and interpreted 
Table 2. Energy Losses for Copper Found Before 1958. 
Rudberdl 	 3.4 	6.9 	12.3 	 25.5 
Reichertz and 	3.0 	6.0 	12.3 	20 
Farnesworth 
Marton and 	 6.9 	11.3 	19.6 
Lede?.5 
Kleir28 	 3.1 	6.4 	 21 
Wanatabe87 	 7 	 19.5 
Gauthe' s 	 7.3 	 18.7 	23.7 
Pradul and 	 5 	 20 
Saporte89 
Table 3. Energy Losses for Copper Found Since 1958. 
Powell"- 	 4.4 	7.2 	 19.9 	27.1 
Robins and 	 4.5 	7.6 	 19.1 	27.3 
Swan2 
Marklund3° 	 4.3 	7.6 	10.0 	19.0 	27.2 
Ehrenreich and 	2.5 	5.0 	7.5 
Philip? 
Beaglehole91 	 2.5 	5.0 
Present Work 	 4.5 	7.5 	 19.5 	27.5 
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the 7.5 ev loss as arising from a surface plasmon excitation of the com-
bined 3d4s-electron gas. 
The initial suggestion that the plasmon excitation involved only 
the 4s-electrons was made by Ehrenreich and Philipp. 3 	Their optical 
data were interpreted in terms of a free-electron model with one elec-
tron per atom which was supported by observations that single-particle 
excitations from the s- and d-bands were insignificant below 10 ev and 
that no prominant transitions occurred near 10 ev to affect the collec-
tive motion. In a comprehensive treatment of electron-electron interac-
tions and elementary excitations in solids, Pines
56 
also regarded the 7.5 
ev loss peak in copper as arising from free 4s-electron plasmon excita-
tion modified only slightly by d-electron transitions. The d-electron 
interband transitions were suggested to cause a depression of the bulk 
plasmon energy from 9.3 ev, the energy predicted in the free-electron 
formalism after one accounts for intraband transitions in the gas. Pines 
therefore recognized the effect of the d-electrons in shifting the plas-
mon energy, but did not consider the possibility of their direct partici-
pation in the collective motion. Raether
73 
further advanced this inter-
pretation in his analysis of Ehrenreich and Philipp's optical data and 
also in his description of characteristic energy loss data obtained by 
one of his associates. 
72 
 Theoretically, then, both observers recog-
nized the existence of electron-plasmon interactions in the transition 
metals; they failed, however, to consider the excitation of a surface 
plasmon in interpreting the energy loss data. Thus, one objection to 
interpreting the 7.5 ev loss as a bulk plasmon excitation is the absence 
of a peak remaining in the loss spectrum which could represent the sur- 
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face plasmon excitation since all the lower-lying losses are known to 
be single-particle excitations. It is of course possible that one of 
these single-particle excitations obscures a surface plasmon excitation 
near 4 ev, but then the loss at 7.5 ev can not be interpreted as a bulk 
plasmon excitation in view of the sensitivity of this loss peak to sur-
face conditions. This particular point was not mentioned by Ehrenreich 
and Philipp, Pines or Raether; neither did these authors explain why 
the surface plasmon excitation might not appear in the spectrum. 
Other investigators have identified the 7.5 ev loss peak as aris-
ing from a surface plasmon excitation which indirectly included all the 
3d-electrons in the collective motion. Robins and Swan
2 
measured the 
characteristic energy losses of the transition metals between titanium 
and copper by examining the energy distributions of 1200 ev electrons 
reflected from evaporated films. When the loss spectra were examined 
as a group and all the electrons outside the 3p shell considered to par-
ticipate in collective excitations, a consistent qualitative analysis of 
the effect of interband transitions in raising and lowering the plasmon 
energies depending on whether the 3d-electrons were tightly bound was 
made. In another experiment particularly valuable for showing that the 
7.5 and 19.5 ev losses arise from collective excitations, Powel1 74 in-
vestigated Al-Cu alloy films for various concentrations of Al in Cu. 
As the Al concentration increased, the free electron density decreased 
continuously; one loss was observed to shift from that of Cu at 20 ev 
to that of Al at 15 ev, and another loss to shift from 7.5 ev to 10 ev. 
This direct dependence on electron density indicates a collective nature 
for these two losses in agreement with Robins and Swan's treatment of 
99 
the copper characteristic energy loss spectra. 
When the 3d-electrons are considered to participate freely in 
the collective excitations, the free-electron surface and bulk plasmon 
energies predicted for copper are 25.5 and 35.8 ev. Data obtained in 
this experiment were interpreted in terms of a 3d- and 4s-electron col-
lective oscillation in which high-energy excitations of tightly bound 
3d-electrons depress the bulk plasmon energy from 35.8 to 19.5 ev. The 
surface plasmon was identified at 7.5 ev from its intensity dependence 
on the surface dielectric constant. The optical data gave support for 
this interpretation through the surface plasmon loss function which 
showed a broad maximum near 8 ev. Several factors contributed heavily 
to this interpretation, the most important being the positive identifi-
cation by electron energy loss and optical measurements of the surface 
plasmon excitation at 7.5 ev, the energy sometimes assigned to a bulk 
oscillation of free 4s-electrons. The question then remained as to 
whether the lack of agreement with free-electron theory was due to a 
frequency shift in oscillation of only the 4s-electron gas or if the 3d-
electrons also participated in the plasmon oscillations. In the former 
case, the discrepancy could have been due to a strong lattice potential 
which caused the 4s-electrons to differ significantly from plane waves; 
in the latter case, plasmon excitations of "core" 3d-electrons are ex-
pected to reduce the plasmon energies. Both Powell's energy loss data 
on Al-Cu alloys and Robins and Swan's consistent analysis of energy loss 
spectra of the entire transition series metals support the participation 
of 3d-electrons in the plasmon motion, and, on this basis, the above in-
terpretation was made. In this model, the plasmon dispersion depends 
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strongly on the oscillator strengths and excitation frequencies of the 
interband transitions available to the 3d- and 4s-electrons; the large 
energy shifts of the plasmon excitations from free-gas predictions give 
evidence of the extremely strong coupling between single electrons and 
the plasmon fields in transition metals. 
Obviously, all the 3d-electrons in copper do not directly parti-
cipate in a free-electron oscillation; a physical model of the bulk os-
cillation as freely involving only two of the least tightly bound d-
electrons is consistent with a free-electron plasmon energy of 19.5 ev, 
using Equation 7 to relate plasmon energy and free-electron density. 
This total density of three electrons per atom is in agreement with the 
effective number of electrons per atom which contributes to the optical 
properties up to 20 ev found by Ehrenreich and Philipp 3  from consider-
ations of the optical sum rule normally used to describe semiconductor 
properties. In terms of the plasmon dispersion relation which involves 
the frequencies and oscillator strengths of the single-electron excita-
tions, Equation 18, the only non-vanishing oscillator strengths would 
be associated with the two "free" d-electrons and the single 4s-electron. 
This treatment is not intended to replace the plasmon dispersion rela-
tion, Equation 18; it is meant only to illustrate the mutual support be-
tween optical and electron energy loss data, and to emphasize the plas-
mon sensitivity to the electronic band structure and thus to thermal dis-
ruptions in that structure. The energy loss spectra can therefore be 
expected to change with increased sample temperature to indicate line 
broadening of the energy levels in a heated crystal. 
101 
Nickel  
Electron energy loss and optical reflectivity measurements were 
made on a (100) face of a nickel single crystal using the apparatus de-
scribed in Chapter III. The data and their interpretation are similar 
to that of copper and, in view of the detailed discussion just presented 
are only briefly described in this section. Characteristic energy loss 
measurements taken at elevated sample temperatures showed that increased 
half-widths resulted from increased disorder in the crystal. In view 
of the strong electron-plasmon coupling in the transition metals, the 
increased half-widths were attributed to an energy level broadening in 
the electronic band structure induced by thermal atomic disorder. 
Characteristic Electron Energy Losses  
Energy loss spectra of electrons backscattered from a clean nickel 
(100) surface were obtained for primary electrons with energies between 
30 and 350 ev. After the crystal was electropolished to attain a smooth, 
undamaged surface, it was placed inside the TEED chamber and cleaned us-
ing the previously described techniques. The characteristic energy loss-
es of clean nickel obtained with 200 ev primary electrons are shown in 
the energy loss spectrum of Figure 22; the diffraction pattern for this 
surface is seen in Figure 23(a). The energy losses in Figure 22 occur 
at 10, 19, and 28 ev; an apparent shifting of the lowest loss from 8.5 
ev was caused by the resolution dependence of the electron optics on the 
energy of the electrons being analyzed. This loss was observed at 8.5 
ev when the energy loss spectrum was obtained with 50 ev primary elec-
trons. 
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Figure 22. Electron Energy Distributions for 200-Volt Primary Electrons Incident on 
Clean Nickel (100) Surface. 




Figure 23. 1- FED Patterns for: (a) Clean Nickel (100) 
Surface, (b) Primitive Adsorption. 
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teristic losses to show that the collective electron motions in this 
transition metal are similar to those of its neighboring element copper. 
Except for exchange splitting in the 3d-band, the electron band structure 
of copper and nickel are quite similar, and, for this reason, it seemed 
appropriate to consider the plasmon excitations as a collective motion of 
both the 3d- and 4s-electrons. The bulk plasmon frequency would then be 
depressed below the free-electron value of 35 ev by an electron-plasmon 
coupling. In view of this coupling, the surface plasmon energy could not 
be predicted from the free-electron relations either; instead, it has to 
be determined by observing changes in the energy loss spectra as the sur-
face was exposed to increasing amounts of oxygen. The reasoning here is 
that employed earlier in describing the copper characteristic energy loss-
es. 
Primitive (1 x 1) adsorption of oxygen on the nickel (100) face 
was observed after an exposure of 5 x 10 -7 Torr-min as shown by the dif-
fraction pattern of Figure 23(b). Further exposure did not give diffrac-
tion patterns but continued to affect the energy loss data. The effects 
of the changing dielectric constant at the vacuum interface with in-
creased oxygen exposure are shown in the characteristic loss portion of 
the energy loss spectra in Figure 24. The diffraction patterns for the 
top two curves in Figure 24 are shown in Figure 23(a) and (b). The de-
creased intensity of the loss at 8.5 ev indicates that this is the sur-
face plasmon energy in nickel. If the collective properties of the elec-
tron gas were not affected by interband transitions, the bulk plasmon en-
ergy would be 35 ev, and the surface plasmon would have an energy of 25 
ev. It is evident that the free-electron model cannot be used when de- 
(a) Clean 
(b) 5X107 Torr-min 02 
2.5X10 5 Torr- nin 0 2 
(d) 5X10 4 Torr-min 02 
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Figure 24. Variation of Surface Plasmon Intensity with Increased 






scribing the collective properties of nickel since the loss at 19 ev is 
the bulk plasmon loss, in analogy with the identification made for cop-
per, and the surface loss is 8.5 ev. Instead, the collective calcula-
tions must be based on an s- and d-electron model in which a strong coup-
ling between the plasmons and high-energy interband transitions depresses 
T below its free-electron value. This concept was further supported by 
an optical determination of the surface plasmon loss probability as a 
function of photon energy. 
Optical Studies  
The optical reflectivites of a (100) face of a nickel single crys-
tal determined at two angles of incidence for photon energies between 
1.65 and 11.8 ev are shown in Figures 25 and 26. The solid curves repre-
sents data taken on a clean surface which had been defined from IFED 
 patterns and secondary electron energy distributions; Figures 22 and 23 
(a). Similar data were obtained for the surface with roughly a full mon-
olayer of adsorbed oxygen, exposure of 5 x 10
4 
Torr-min, as indicated by 
the dashed curve, and for the surface where no cleaning other than anneal-
ing at 250° C had been attempted, as indicated by the dotted curve. The 
dielectric constants e l and e o , the energy loss function -Im(1/e), and 
the surface loss function -Im(1/1+e) were derived from the reflectivity 
data for various surface conditions to support the identification of the 
surface plasmon loss energy in nickel and are shown in Figures 27, 28, 
29, and 30. 
The reflectivity spectra of nickel shown in Figure 25 for the var-
ious surface conditions differ qualitatively from copper only below about 
2.5 ev. In nickel, the Fermi level intersects the d-bands, making possible 
	 Clean 























Figure 25. Reflectivity of Nickel at 22.5 ° Incident Angle for Different 
Surface Conditions. 
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Figure 2i. Imaginary Part of Nickel Dielectric Constant for Different 
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very low energy interband transitions from the 3d to 4s and 4p levels. 
In copper, the d-bands are found 2-4 ev below the Fermi level; above 
photon energies such that d-band excitations arc possible, the optical 
properties of nickel and copper are thus very similar. The somewhat 
monotonic decrease in the Ni optical reflectivity is caused by these 
low-lying d-electron excitations. Optical data below 2 ev reported by 
Roberts and by Beattie and Conn
93 
reveal an interband transition with 
energy 1.4 ev and a loss at 0.3 ev probably due to free-carrier effects. 
As seen in Figure 28, interband transitions were resolved in e 2 on the 
clean surface data at 5 and 6.3 ev. Hanus 94 has reported band struc-
ture calculations for nonferromagnetic nickel which interpolate very 
well between the results of corresponding calculations for copper and 
face-centered cubic iron. The 6.3 ev transition fits rather well be-
tween the high symmetry noints L2 ' and L1 shown as a vertical arrow in 
Figure 31. No direct transition can be matched with the loss observed 
at 5 ev although this does not necessarily imply the existence of a non-
direct transition at this energy. Above 5 ev, the reflectivity is de-
termlned by single-particle and many-electron excitations. The detailed 
optical properties have been discussed in the literature 95 and need not 
be considered further except as they pertain to identification of the 
collective excitations. 
Optical identification cf the surface plasmon involves the fre-
quency dependence of both e l and -Im(1/1+c). In Figure 27, e l is seen 
equal to -1, the condition for surface plasmon oscillations at a clean 
surface, near 8 ev. The surface plasmon loss function plotted in Figure 
30 displays a broad maximum near 7.5 ev. These results are in agreement 
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with the electron energy loss determination of the surface plasmon loss 
at 8.5 ev and provide the desired support for the participation of B-
and s-electrons in the collective excitations. No optical data have 
been reported at photon energies up to 20 ev so the bulk plasmon exci-
tation has not been optically determined. 
Plasmon Excitations at Elevated Temperatures  
Characteristic energy loss spectra obtained from the nickel crys-
tal heated to temperatures near 1000° C are shown in Figure 32. These 
data were determined using 100 ev primary electrons -- this was the low-
est primary energy which gave a well-resolved spectrum and which was not 
high enough to give deep penetration into the crystal. Below 700° C, the 
sample temperature was measured with a chromel-alumel thermocouple locat-
ed inside the sample heater block; above 700 ° C, an optical pyrometer was 
used to measure the block temperature. For these reasons, the tempera-
tures in Figure 32 may be subject to as much as ± 25 ° C errors although 
the sample and block were at equilibrium during the energy loss analyses. 
Several observations are immediately made when these curves are 
compared at increasing sample temperatures. Significantly, no shifts 
in loss energies are observed; furthermore, the primary peak intensities 
and half-widths are not affected at the elevated temperatures. Both of 
these results are anticipated from previous remarks; phonon effects on 
electron scattering are too small to be resolved here, and, since the 
electron optics is not sensitive to the backscattered angle, decreases 
in Bragg diffraction were offset by increases in thermal diffuse scatter-
ing. Above 500°C there is a gradual "smearing" of the bulk and surface 
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ENERGY LOSS AE 
Fi gure 32. Variation of Characteristic Energy Loss 
Spectra of Nickel with Sample Temperature. 
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is expected from the previous discussions concerning electron-plasmon 
interactions and the effects of disorder on band structure in metals. 
Also, the surface plasmon loss peak is somewhat decreased in intensity 
relative to the bulk excitation. Intuitively, this seems reasonable 
since the sample surface temperature is higher than that of the bulk so 
the thermal vibrations could have more strongly affected the long-range 
Coulomb excitations in the surface layers. 
In order to more explicitly determine what the effects of in-
creased disorder were on the plasmon excitations, a computer technique 
which generated three Gaussian distributions and plotted their super-
position was employed. The peak locations, heights, and half-widths 
could be adjusted to reproduce the observed plasmon spectrum. A basic 
assumption, which could be justified by comparisons between the gener-
ated and observed spectra, was made by assigning Gaussian shapes to the 
individual plasmon excitations. The individual plasmon loss distribu-
tions were approximated by a Gaussian distribution 




where A is the peak height, Eo the loss energy, and E the half-width of 
the loss peak measured at that point where the peak height equals Ae 2 . 
The increased plasmon half-widths determined from this analysis reflect 
the electron-plasmon coupling which is broadened through thermal pertur-
bations on the electron energy band structure. These observations fur-
ther support the participation of 3d-electrons in the collective motion 
since thermal effects on free-electron plasmon excitations are negligible 
118 
and would not produce the damping seen here. The results of this curve-
fitting are seen in Table 4 for the three losses resolved in the room 
temperature data. It was found that essentially only the half-widths of 
the collective excitations needed to be increased to reproduce the energy 
loss data obtained at elevated sample temperatures. 
Table 4. Parameters Describing Gaussian Distribution of 
Plasmon Spectrum versus Sample Temperature. 
Temp E
o 
A E Eo A E Eo A 
25°C 8.5 7.0 3.5 19 6.5 4.3 28 5.9 4.5 
300°C 8.5 7.0 3.5 19 6.5 4.3 28 5.9 4.5 
500°C 8.5 6.5 3.6 19 6.5 4.4 28 5.9 4.6 
700° C 8.5 6.5 3.8 19 6.5 4.6 28 5.9 4.8 
900°C 8.5 6.5 4.0 19 6.5 4.8 28 5.9 5.0 
1000°C 8.5 6.5 4.1 19 6.5 4.9 28 5.9 5.1 
Discussion 
The characteristic energy losses previously reported for nickel 
are shown in Tables 5 and 6. In recent years, only Robins and Swan
2 
have reported electron energy loss data, and only Ehrenreich, Philipp, 
and Olechna95 have determined the optical constants up to 11 ev. These 
authors differed in their interpretation of the energy losses as Robins 
and Swan assigned values of 8.3 and 19.5 ev to the surface and bulk 
plasmon excitations of the 3d- and 4s-electron gas. Ehrenreich et al. 

















Table 6. Energy Losses for Nickel Found Since 1958. 
Robins and afar? 
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observed a loss near 10 ev which they interpreted as a bulk plasmon res-
onance arising from a free-electron concentration of nearly one electron 
per atom. They concluded that "the plasma frequency should be determined 
largely by the free-electrons and little affected by the presence of in-
terband transitions. Thus, the same disagreement discussed in the case 
of copper persists in nickel. 
The interpretation presented in this study was based on the re-
sults of characteristic energy loss and optical data obtained from sur-
faces with various degrees of cleanliness. The effect on the energy loss 
spectra of an increased dielectric constant at the surface was to de-
crease the excitation probability of the loss found at 8.5 ev in agree-
ment with theoretical predictions concerning the surface plasmon excita-
tion on surface conditions. This loss was therefore considered to arise 
from an excitation involving the electrons near the surface. The surface 
plasmon loss function obtained from the optical data peaked near 8 ev and 
supported interpretation of the loss peak as arising from a surface plas-
mon excitation. In view of nickel's similarity to copper, it was not 
surprising that these data firmly established the sensitivity of the 
collective oscillations to excitations of both the 3d- and 4s-electrons, 
and that they also comprise the major part of the characteristic energy 
loss spectra. In nickel, a strong plasmon interaction with individual 
electrons depresses the bulk plasmon energy of free 3d- and 4s-electrons 
from 36 to 19 ev and the surface plasmon energy from 25 to 8.5 ev. The 
sizes of these shifts reflect the intimate coupling existing between the 
long-range Coulomb excitations and the single-particle excitations char-
acteristic of nickel's electronic band structure. 
121 
The characteristic energy loss spectra obtained at elevated 
sample temperatures also reflect the effects of extended thermal disor-
der on electronic band structure. Earlier in this study, line broaden-
ing of the energy levels in metals was seen to result from perturbations 
on the potential of an ideal lattice. The plasmon dispersion relation 
in Equation 25, 
2 
f




- (Won iron )
2 
was derived to describe collective excitations in disordered systems 
with a strong electron-plasmon interaction. From this equation, in-
creases in the single-particle energy level broadening at elevated temp-
eratures were predicted to cause corresponding increases in the plasmon 
half-widths. In the empirical observations, the plasmon half-widths were 
found to increase with sample temperature in agreement with the theoreti-
cal analysis. 
There are three contributions to the plasmon half-widths which 
had to be considered before analyzing these results. First there is the 
natural breadth of the collective loss peak which exists even in the com-
plete absence of crystal imperfections. The width of a plasmon loss line 
is an indication of an extremely short lifetime due to a number of possi-
ble electronic interband transitions with similar excitation energies; 
in free gases, this loss breadth is very small as there are no strong 
damping or perturbing forces acting on the plasmon. An interaction of 
the plasmonsin copper and nickel has already been seen to greatly affect 
122 
the plasmon energy -- a second consequence of this interaction is to 
shorten the plasmon lifetime so that its loss line has a finite half-
width. This "natural" loss breadth could be determined more exactly 
from energy loss data obtained at very low sample temperatures with a 
high resolution instrument, but it is likely that the deviation from the 
value observed here at room temperature is small. 
Another factor which affects the width of the plasmon loss peak 
is the experimental resolution of the retarding potential analyzing sys-
tem. It has already been noted that this resolution is energy dependent 
so a constant half-width has not been added to each of the plasmon loss-
es. This resolution had to be accounted for before the final contribu-
tion to the plasmon loss breadth, that due to a decreased lifetime of 
the interband transitions coupled to the plasmon motion, was determined. 
The data concerning the electron optics resolution showed that over the 
energy range in the plasmon spectrum, the resolution half-widths were 
1.85, 1.75, and 1.60 ev for the surface, bulk, and combined loss peaks, 
respectively. These values contributed to the observed plasmon half-
widths, and when they were subtracted from the computer analysis, the 
plasmon half-width variation with sample temperature seen in Figure 33 
was obtained. In these curves, the small slope at room temperature in-
dicates that the room-temperature plasmon half-widths are close to those 
obtained when all thermal effects are removed; these values are thus 
considered to arise only from electron-plasmon coupling and contrast 
with half-widths of roughly 0.5 ev observed on metals such as Al and Mg 
where the valence electrons oscillations are not coupled to disruptive 
single-particle excitations. The surface plasmon half-width measured 
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for nickel at room temperature corresponds to an excited state life- 
time of approximately 3 X 10-16  sec. This lifetime decreased about 50 
per cent at a sample temperature 70 per cent of the bulk melting point 
as a result of decreases in single-particle excited state lifetimes. 
Similar observations were made for the loss peaks corresponding to bulk 
and combined plasmon excitations. 
The increases in half-width above room temperature are attri-
buted to broadening in the individual energy levels of the electronic 
band structure in agreement with the qualitative predictions of Equa-
tions 25 and 26 where thermal disorder was seen to decrease single-
particle excitation lifetimes and consequently decrease the coupled 
plasmon lifetimes. Above 800 00, a rapid increase in half-widths occurs 
in Figure 33; since the penetration depth of 100 ev primary electrons 
is limited to a few layers and these layers are known to "melt" at temp-
eratures well below the bulk melting point, this increase may be due to 
a radical change in the electronic structure accompanying a physical 
change which can not be treated as a perturbation on the ideal lattice 
structure. As mentioned earlier, MacRae
28 
found that disorder increases 
much more rapidly in the surface layers than in the bulk layers at temp-
eratures well below the melting point. Although detailed calculations 
regarding the temperature dependence of disorder are required before 
these observed effects can be further related to band structure pertur-
bations, the qualitative effects of thermal disorder in broadening 
single-particle energy levels has been successfully demonstrated. 
CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
The main results of this investigation can be summarized as 
follows. Copper and nickel characteristic energy losses were shown to 
be mainly composed of collective excitations. These collective modes 
however were strongly coupled to single electron modes so that the ob-
served energy loss values were significantly different from the free-
electron value. Because of the coupling of collective and individual 
electron modes it was also possible to study the effect of thermal dis-
order on the plasmon dispersion relation. This was done by first stud-
ying the theory of collective oscillations with emphasis on the coupling 
of plasmon and single electron excitations to demonstrate the potential 
sensitivity of the plasmon excitations to changes in the structure of 
the one-electron energy bands. Then perturbations on the crystalline 
potential were examined and shown to lead to line broadening in the band 
structure. This line broadening was then used to predict an increase in 
the plasmon loss half-widths due to the presence of single-particle ex-
citation frequencies and oscillator strengths in the plasmon dispersion 
relation. 
The applicability of the plasmon dispersion relation to the met-
als studied was demonstrated by identification of the bulk and surface 
plasmon energies from both electron energy loss and optical analyses of 
the surface plasmon excitation probability for various surface condi-
tions. The energy loss data showed a decrease in the surface plasmon 
125 
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loss probability as predicted from the dielectric theory
46 
and in agree-
ment with previous observations on Al and Mg. '5 The optical data did 
not reveal a similar decrease in the surface excitation probability be-
cause of the overall effect of surface conditions on the optical reflec-
tivities. However, the behavior of the dielectric constants at the sur-
face plasmon frequency did support the results of energy loss analyses. 
The plasma oscillations were found to include both the 3d-elec-
trons and the free 4s-electrons with a strong coupling between the plas-
mons and tightly bound electrons damping the collective excitations. 
The lifetimes of the surface and bulk plasmon excitations found at 8.5 
and 20 ev in nickel were measured at room temperature as 4.1 and 2.6 X 
10
-16 
 sec respectively and a decrease of about 50 per cent at 70 per 
cent of the bulk melting point was observed. Similar data were ob-
tained for copper. These results were explained in terms of broadening 





and suggested by the viscously damped response 
of harmonically bound electrons to the oscillating electric field of a 
plasmon excitation. This broadening arises from perturbations on the 
ideal crystal potential caused by the random thermal motion of the atom-
ic ions with a resulting reduction in single-particle excitation life-
times. The consequent reduction in plasmon lifetimes was in agreement 
with a theoretical description of plasmon dispersion in a thermally dis-
ordered crystal. 
Throughout this dissertation, several problems were encountered 
suggesting further research which would beneficially extend the results 
described here. Characteristic energy loss data obtained from a series 
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of metals chosen to display different types of collective behavior could 
be used to study plasmon half-widths as a function of the degree of 
coupling with the valence electrons. These data should be obtained at 
low temperatures in a system which provides better energy resolution 
than that which was available for this work. 
In this work, the effects of initial crystal disorder on inelas-
tically scattered low-energy electrons have been described. Energy loss 
spectra have also been obtained from some materials in both the solid 
and liquid states, 99 but these materials demonstrated free-electron be-
havior in both phases so no information concerning changes in the elec-
tronic band structure was obtained. Investigations of the plasmon exci-
tation spectrum of liquid transition metals would extend this study to 
a completely disordered system where a coupling has been shown to exist 
between the collective excitations and the electron band structure. In-
formation pertinent to electronic structure in liquid metals could be 
obtained in this manner. 
Structural modifications also affect the characteristic energy 
loss spectrum when there is a strong interaction between the plasmons 
and individual electrons. Metals exhibiting phase transformations at 
temperatures such that thermal effects are negligible would have dif-
ferent crystal potentials, energy band structures, and coupling effects 
on the plasmon excitation spectrum. In the theoretical description of 
the effects of crystal disorder, the possibility that a crystal might 
assume a superlattice structure was mentioned. When a superlattice ex-
ists, the matrix elements which determine the increase in energy level 
line widths could assume values which would give different amounts of 
128 
line broadening. If investigated with a high resolution electron spec-
trometer, the spectra for the different phases might reflect the differ-
ent couplings between plasmons and the electron energy band structure. 
Other inelastically scattered electrons are also affected by crys-
tal disorder. Auger electrons emitted from samples at elevated tempera-
tures would reflect broadening of energy levels in solids and could af-
ford a test for some of the theoretical work concerning these electrons. 
Multiply-scattered secondary electrons would also show some temperature 
dependence although this behavior might not be easily analyzed. 
Studies of electrons inelastically scattered from surfaces have 
only recently been employed to investigate solid state properties of met-
als and metal surfaces. This dissertation was concerned with one of many 
areas for research introduced by the combination of low-energy electron 
diffraction and low energy electron spectroscopy. Experimental and theo-
retical research in the areas suggested above could be used to advance 
the understanding of electron interactions in solids and to extend the 
usefulness of electron scattering as a tool for experimental studies of 




COLLECTIVE EXCITATIONS IN SOLIDS 
The purpose of this appendix is to develop the plasmon disper-
sion relation for metals whose valence electrons are affected by the 
periodic potential in the solid. This calculation is expected to be 
most successful for solids with an energy separation between the core 
and valence electrons which is larger than the plasmon energy. 
Examples of the simple valence solids are the light alkali metals, 
alkaline earths and the solids just beyond them -- their electrons 
move in a periodic potential which can be accurately described by an 
average Hartree potential depending only on the positions of the val-
ence electrons. In this case, the interaction of valence electrons 
and the plasma's electric field leads to electronic excitations with-
in the valence band and the resulting effect on the plasmon frequency 
can be easily determined. For transition and noble metals, the plas-
mon energies are large enough so that the core electrons, isolated 
from plasma fields in the simple metals, are now available for inter-
band transitions to the valence levels. This affects the potential in 
which the plasmons move and makes possible drastic shifts in the col-
lective energies. For these more complicated metals, the collective 
theory presented here as developed by Nozieres and Pines51 provides a 
qualitative description of the electron perturbations on plasmon motion 
and is able to successfully indicate the shift in plasmon frequency. 
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where the term involving n, the number of valence electrons, is neces-
sary to account for the sum over i = j in the expression for p kp k . The 
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frequency w will reflect the effect of plasmon-electron coupling. Here, 
the Qk and P
k are Fourier coefficients in the expansion of real field 
quantities 
Q (r) = 	QkeiL .11 
	
(A-4) 
and obey the usual commutation relations 
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We now make a canonical transformation on the Hamiltonian -- this 
leaves the energy spectrum eigenvalues unaltered, but the new form of 
the operators has classical analogs. We make the operator transformations 
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The above designations are for: 
HF 	describing the plasmon field, 
HINT describing a linear interaction between electrons 
and plasmons, 
H




	describing a non-linear interaction between electrons 
and plasmons. 
The subsidiary conditions are also transformed from Pky to 
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with the new plasma frequency WB . First, we neglect the term NI since 
the phase factors depend on the randomly distributed electron coordinates 
and hence tend to cancel one another. Neglecting this term constitutes 
The above designations are for: 
Hp 	describing the plasmon field, 
HINT describing a linear interaction between electrons 
and plasmons, 
H
SR describing the short-range part of the Coulomb 
interaction, 
describing a non-linear interaction between electrons 
NL 
and plasmons. 
The subsidiary conditions are also transformed from PkT to 
(S-12
kS) (S 1T)= 0 
or 
. 	*- 
P 	1MkP k._ _—k = 0 
where = S 1Y is the new system wavefunction. 
Our program is to now perform another canonical transformation 





Si = p m 
with the new plasma frequency wB. First, we neglect the term H  
the phase factors depend on the randomly distributed electron coordinates 
and hence tend to cancel one another. Neglecting this term constitutes 
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the random-phase-approximation always employed early on a collective-type 
calculation. The Hamiltonian will then describe two systems: 
1) n electrons interacting through a short-range Coulomb 
interaction 
2) a collection of plasmons of maximum wavevector kc interacting 
via HINT with the individual electrons 
We write the new Hamiltonian as 
1 	 Q _ 	_ 	4 H = Ho + 










to cancel the terms 
w 123) :Qk 
k<k 
c 
which we added to the Hamiltonian when redescribing H F as 
F * 	2 * 7 
HF 
	




A perturbation expansion of any operator O old is made 
0
old - new • h ["new' S'] - —
1 
2h 
2 1[0new' 5'1, S I ] + 	(A-10) 
so we want to choose S' such that 




cancel HINT to zeroth order. Furthermore, the second-order terms 







be seen by considering 
+ (HrAT) + (Hillew) + 
F r(Hnew
0 	






S i ] + 
s'] 
[(Hilew),S 
2h 2  
where the terms arising from H
SR 




L [(HOew 	HF) ' s'1, Si ] = 2 [ It [(H1(1Dew 	HF),S'] 
- — [HINT , s'] 2h 	INT' 
since we have already agreed to choose 
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2h 
HINT = 	LCHrOlew 	HF)' SI] • 
Thus, the Hamiltonian, void of interaction terms to one-half of second- 
144 
order is 
ew 	 1 \ 	2 _2\QkQ: H= 
0 HF) 72 [HINT' Si] 	
,_ 
L w B ) 	2 2 	
2 
L n 
k<k 	 k<k 
C C 
(A-11) 
For this canonical transformation, we choose 




k and Bk 






E 2 	2 	(Pk)mn 
wB wmn 
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-Wmn  
2 	2 	(Pk)mn ' w
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- wmn 
we will have 




v(ri .N ) 1 - 
2m / S _ mn 
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3 -ihw 2 
	
- Y., MR L 2 	2 "jk)mn Pk- 	mn 	, ) 	] 2 	2 ( jkimn k 
k<k
c 	
w B - wmn 	 w B - wmn 
Here, we have used the fact that 
- ik • ri 
‘ )] Lii• C (Pi 	hk) e Jinn [H0 , r 
n 
 kJ mn 	m - = 
fig.; 	(Pk) 
ri 	* 	2 * 
[HF' Siimn 	L -2 2_, (P P w Qk Qk )' 	Ak4 	BkQkl 
t<k 	 k<k 
2 * 








Evaluating these commutators gives 
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B 2 	(P k ) mn Qk 
k<k 	 1)B 13  wMI 
mn
Mk 2 " Winn 	2 	2 	(Pk)mn
k<k
c 	
11) B ujmn 
So, finally, 







We wanted this commutator to equal 
(ih INT ) mn 
or 
ik • r. 
ih [2-7 	k • (P. -k) 	Qk e 	-1 
k<k 	
mn 
These expressions for [Ho + HF , S'] and (ihHINT) have equal matrix ele- 
ments, so the choice of Ak and Bk does satisfy the previously mentioned 
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w 
Nik h w 	
mn  
B  w 	w 2 






h w 2 
mn 2 
Inn  
2 	(Pk)mn Qk 
- 
k<k 	
w 	w B mn 
So, finally, 
H + 	, S I 
-0 —F _ = 	Mkhuumn (Pk )mn Qk • 
(A-13) 
k<k 
We wanted this commutator to equal 
(ih HINT ) mn 
or 




k • (Pi - hk) MkQk e 	
mn 
[Ho , O k] Qk = 	MkQk "j2nn (PO= 
k<k 	 mn k<k 
These expressions for [H0 + HF , S I ] and (ihHinT ) have equal matrix ele- 
ments, so the choice of Ak and Bk does satisfy the previously mentioned 
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requirements on [H
o + HE , S I ] as long as w 2 wB
2 
In order to allow 
mn 
for this possibility, we must split all electron operators, X, into two 
-narts 
X = X + 
where X is defined by 
Rmn  = Xmn if 1(1wmnI - 1w1)1 > n 
- 0 	if i(kumn1 - 	< n mn 
where n will be related to the plasmon lifetime. We must also replace 
S I by 
S 	 -Ok 	-k 	k.1 
k<k  
in which event, the HINT in the second-order term is unaffected and we 
have 
	
new 	new 	_ 
H 	 V] 	I- CH 	V] 	(A-14) = (H0 ) ( HF ) [HINT' 	h 	INT' 
Now, HINT has the form Vk -lc  Q, where Vk is an electron operator, so 
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IN2 	(cTk vk) 
and we can write the second-order terms as 
r- TT LH, s ] 	[ HINT' (A-15) 
_ 









+ 2QkQz 1\it, 	]7 k] 
i 7 
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2 [ 	+ 	) ,] -tRy 
,t,<k 
- QkP -k 2(Vt, +Vd Ak + PO0Ak2(Vt + 	+ 2QkQt [Ift, + Vt ,T3k] 
i 
- L 	T k 	k , A lc] 	 + [Q,k , p 	-{_vk + 
+ 2Qk0t [Vk + 	B] 	, 




„ 3 + h - INT' S ] 
- i 7 
- L { (14111 kP 	P 	[V 	A-k] 
k,t<ke 
+ 2Q0it [Vk 	B_k] 
L [(Vk + 	A-k + A-k (Vk +7d] ' - 
k<k 
where the second term is a screened long-range electron interaction, 
independent of the plasmons. The first term is quadratic in the plasmon 




- wB ) Qkql.k
* 
k<k 
Separating the sum into two parts with 1 = - k and 1 / - k, we get for 
1 = - k, 
1 	\ 




We now evaluate the commutators for the diagonal elements: 
[Vk, kk1 00 = 	(Vk) op (A_k)po 	(A-k) op (Vk ) po 
P 	 P 
2 
Apo 2 
L l'ik 	2 
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2 [ (P k ) op (P k ) po - (Pk ) poI 
liJ 
P wB 	po 
= 0 












2 (Pk )  op 
- P 	wB 	po 
Thus, the electron-plasmon part of the Hamiltonian is 
2 
i 	 47 	 Apo 2 	) 2 		] 2Q, 
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2 wpo (Pk)op 	2 - 2 
k<k 
	P 	 po 
(A-16) 
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 at which the plasma oscillates is then found by 
1 	2 	2, 
2 w w ) B 	-k 
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wB ajp N 	on 2 	2 
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Rewriting this gives 
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(A-18) 
as the plasmon dispersion relation considering the plasmon-electron 
interaction. 
APPENDIX B 
ELECTRON ENERGY STATES IN A DISORDERED CRYSTAL 
The motion of electrons in a disordered system can be treated 
by a perturbation technique in which the perturbing force arises from 
randomly (9istributed scattering centers. The unperturbed Hamiltonian 
H
o
, represents the electrons in a periodic field where orthonormal 
Bloch functions, 4rk (r), describe individual electronic states of 
energy Ek . The essence of the perturbation calculation consists of 
finding formulae for the energies, wavefunctions, and density of sta-
tionary states in terms of the known energy values and wavefunctions 
of the unperturbed system. The Green's function formalism has proved 
very useful in these efforts.
41 
The Schroedinger equation describing electronic motion in a 
periodic potential Vo (r) = Vo
(r + R) is 
2 
(T 	- an  h V2 + Vo (r))(r,t) = 0 . 
The Green's function G of the operator Ho 
is the kernel of the inte-
0 
gral operator which inverts Ho and is thus a solution of 




Vo (r))  	Go (r,r 1 .,t,t i ) = 5(r-rWt-t i ) . (B-2) am 
155 
Substitution verifys that 
1 E (t - 
Go (r,r 1 ;t,t 1 ) 	*k (r) k* (r i )e " 	e(t - t') 
k 
(B-3)  
is a solution of this -quation where 4;
k
(r) are Bloch solutions of the 
Schroedinger equation, an3 where 
0 = 1, t > t l 
e = 0, t < t i . 
Go can be expressed in terms of energy E by Fourier transforming with 
respect to (t - t'): 
- 	E (t - t') 	E(t - t i ) 
h G
o
(r,r i ;E) = T 	 h k 	e d(t-t') 
k o 
(B-4)  




T 	J 	Ivk (r i )e .h 	 d(t-t') 
k 
*k*(r') 
h L , E - Ek + ie 
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The ie in the denominator is necessary to define the direction in 
which the pole at E - Ek is to be taken; the sign is chosen so that 
the solution corresponds to outgoing waves. Fourier space proves to 
be most useful for performing these calculations: the transformation 
to k-space is given by 
, 
Go (t,m;E) = j Go
(r,r1;E)* * (r)*
m
(r') drdr ' (B-5) 
6
ktkm 












In a disordered crystal, the potential V(r) arises from N posi-
tive ionic charges randomly distributed through a unit volume. If the 
electron-electron interactions are assumed to be accounted for by 
screening the ionic charges, the potential V(r) can be represented as 
a sum over all the atomic positions R
a
; thus 
V(r) = 	u (r - Ru) . 
158 
The periodic potential results are carried straightforwardly into this 





V + 	U(r - Rte )) 
	
= 0 . (B-7)  
For the field defined by V(r), the Green's function G(r,r';E) is given 
by 
(
h a 	h 2 2 j7 	 - Tm- V + 	U(r-Rce )) G(r,r';t,t') = b(r-r 1 )6(t-t i ) . 
(B-8)  
Hence 
*nn*(r I ) 





7  11 11 (r) n* (r) 




1 	 *, „ „ 
E - E + ie 	*n(r4k*(r) dr 










/ n (k) = I Iltn (r)*k* (r)dr 




1/n(k)12 dk - 	1 (27)3 	klin* (r) drdr'S *k* (r)Iltk (r') dk 
= 	*n(r) 4f ri* (r 1 ) drdr i 6(r - r i ) 
= 	kn (r)C dr = 1 • 
Therefore, 








and if the sum over states can be replaced by an integral, a density 
of states N(En
) appears. That is, 
16o 








The right hand side can be evaluated to give N(E) by letting e -4 0 
and using the relation 
1 	 P - 
Lim± 
iE 	 + i78(X), X  
e-H-0 
(B- 13 ) 
where P indicates principal value. Taking the imaginary part of both 
sides gives 
N(E) - 1 4 	 Im j G(k,k;E)dk . (B-14) 87 
Later the approximation that G depends only on k through the 
energy Ek will be made; it is convenient, then, to transform from the 
integration over dk to an integration over energy. This is done by 
writing dk = dSndki where dSn is an element of area on the constant 





is also normal to this energy surface, 






	 k Im  4 
87 	
G(E .E) 







- E(k,E) + ir(k,E) ' 
1 	 (B-18) 
In the periodic field the density of states No (E) not counting 
spin is given by 
dS
n  
No (Ek ) 	1311 
873 E=E 	17kEni 
n k 
(B-16) 
so in terms of the unperturbed density of states, the density of states 
in the disordered crystal is given by 
Im  N(E) - 	G(E E)N (E )dE 
k' 	0 k k 
(B-17) 
An expression for G is now needed to determine the effects of disorder 
on No (E). 
If E is regarded as complex, then G(k,k;E) as defined in Eq. 
B-11 is an analytic function of E in the region above a line parallel 
to the real axis and is below the axis. If the analytical continuation 
of G below this line is supposed to have form 
G(k,k;E) - 
then from Eq. B-14 











 + r2 
This relation will be useful only if E and r can be determined. From 
the way in which they were included in Eq. B-18, an association of E 
with energy level displacement and F with broadening in the disordered 
state can be anticipated. Analytic expressions for E and F can be ob-
tained from a perturbation calculation of G. 
The calculation proceeds by noting that 
*(r) = 	+ 	Go (r,r 1 ;E)V(r')*(r')dr' 	 (B-20) 
and 
= * 0 (r) + j G(r,r';E)V(r 1 )* 0 (r i )dr l 	 (B-21) 
as can be easily verified by applying the operators (Ho + Vo - E + ic) 
and (H + V - E + ic) to Eqs. B-20 and B-21, respectively. The results 
of operating on the integrals are obtained by using the equations that 
define the Green's functions Go 
and G, Eqs. B-2 and B-8. Now, placing 
Eq. B-21 into Eq. B-20 gives (suppressing all variables) 
* = 110 + 	GoV'(t o + j GV I Iii'dr l ) dr' 
	
(B-22) 
= 0 + $ GoV i * odr' + $GoV I GV\V`dr i dr' 
= *0 + j (Go + GoVG) 





 VG . 	 (B-23) 
Next, matrix elements of G between the original unperturbed 
Bloch functions are found. G(4„, k; E) is determined from 
(tiGo 	G oVG1k) 	(edGoVGik) 
	
(B-24) 
since only the diagonal elements of Go are nonzero in this representa-
tion. Also 
41GovG110 = ] (0 Go k) ( ilvG1k) 	 (B- 25) 
= 	4 1Go li> 	ilvtm) (IAGIk) 





G(k,k;E) = 	Got,t;E) V 	,k;E) . 	 (B-26) 
m 
The diagonal elements are similarly obtained except the Go 
 matrix elements do not vanish. Thus, 
G(k, k; E) = G (k, k, E) 	Go (k, k; E)V
kt G(t'' 
k.E) . 	(B-27) 
In order to substitute for G(t,k;E) in Eq. B-27 from Eq. B-26, the sum 
in Eq. B-27 must be broken into diagonal and off-diagonal elements: 
G(k,k;E) = Go (k,k;E) + Go (k,k;E) V G(k,k,E) 	 (B-28) 
+ 	Go (k,k;E) V G(t,k;E) 
so Eq. B-27 becomes 
G(k,k;E) = Go (k,k;E) + Go (k,k;E) V G(k,k;E) 
	
+ t: Go (k,k;E) Vkt ] Go (t,t;E) V 	,k;E) . 
Thus far no approximations have been made; to proceed, however, 
all off-diagonal elements of G will be set to zero since they 
165 
introduce higher than second order powers of V (see Eq. B-26). To 
this approximation, the last equation becomes 
Go (k,k;E) = G(k,k;E) [1 - 
VkkGo (k ' k;E) 	Go (k ' IgE)\i VktGo (t ' t;E) ] 
t/k 
or 
1  1 2 	 1  
Go (k,k;E) 	Vkk - 2, Ivkt1 Gok,-t;E) = 	G(k,k;E) 
Lk 
(B-30) 
Substituting for G and Go from Eqs. B-18 and B-6 and taking the limit 
E-0 gives 
E - ir = v + Lim 	
Vkz 
2 
kk 	L E - E + ic 
E-40 
(B-31) 
as a defining equation for E and T. Thus, an expression for N(E) has 
been found in terms of No (E). 
If U(r - R
a
) represents the difference in potential energy of an 
electron due to displacement of the atom at R.
ce 
from its periodic lat-
tice site, then V(r) will represent the total perturbing potential seen 
by the electron. The matrix elements of V can then be obtained by 









and if r is translated to r + R
u 
, 
i (k- ,0 • R







it • R 
111 ,t, (r + Roe ) 	= 	e a 11r t  (r) 	. 
Similarly, 











= It 	1 2_, kt 
i(k - 	• (R - R) 
1  ( B- 35) 
where 
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'1 kt = 	
(r) U(r)4rk (r)dr 
	
(B-36) 




the explicit form of the 	and 
all atomic positions would have to be known. Clearly this information 




be inferred. If the disordered crystal were to form a superlattice, 
then the sum in Eq. B-35 would add to zero for arbitrary k - t. In the 
special case that k - IL formed a reciprocal superlattice vector, each 
term in the sum would be unity and the entire sum would equal N 2 , where 
N is the number of atoms per unit volume. In general, k - is not a 
reciprocal lattice vector and tV
kt
12 
will take on values between those 
corresponding to the extremes of complete disorder and local order. 
The band structure in the solid will undergo changes in the disordered 
system which reflect the different possible IVkt
12 
. 
In Eq. B-15, the method for changing the sum over E t in Eq. B-31 
into an integral over the energy range was demonstrated. Applying these 
results to Eq. B-31 gives 
1  
V 	 (27 ) 3 -15 E -VE.kt1
2 
	d
S lv kk k ti 
	 dEt = E(k,E) - i7(k,E). 
 
(B-3 7) 
By applying Eq. B-13 to evaluate the integral over dEt and defining 
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2 dS 
- F(k,E) = 	1 j IV 
(27) 3 	kt 	17kEt 1 Et 
(B-38) 
Eq. B-37 above leads to 
F(k,E ) 





F(k,E) = 7F(k,Et ) . 	 (B-40) 
Earlier, the way in which E and F were introduced into the ex-
pression for G lead to an association of E with displacement of energy 
levels and F with their broadening as disorder was increased. In gen-
eral, then, from the remarks concerning 1Vm)
2 
when a superlattice 
exists, IVkt
12 
and hence F and F will be zero. Thus, there will be no 
level broadening although the displacement of the levels, E, will not 
vanish. The existence of a superlattice is not to be expected, how-
ever, so consider the density of states in an unperturbed system depic-
ted below in Fig. B-1. Here, No (E) = 0 for El ( E ( Bo . From Eq. B-38 
F(k,E) is seen to be zero since the integration is to be performed 
over a constant energy surface in the ordered system where No (E) = 0 
dS 
17E1 
. Since F 0 at the band 
edges, F ---. 0 too, and 
(E - E
k 
 - E)2 
	F2 
5(E - Ek - E). Thus, F 
E 
F = F = 0 
F = F = 0 
No (E) 
Figure B-1. Energy Band in Unperturbed System. 
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Eo 






from Eq. B-18. 
If E can be assumed to depend on k only through E k, then com-
parison with the expression for the unperturbed density of states 
1 	dSn  
87
3 i vkEn Ek=En 
(B-42) No (Ek ) 
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gives N(E) = No (Ek) where Ek is the solution of E - E k - E = 0. Con-
sequently, the largest energy E ) in the disordered system is obtained 






E(E)' E) = 0 
	
(B-43) 
and the lowest energy E ( is obtained from 
E ( - Eo - E(E ( , 	= 0 . 	 (B-44) 
The disorder in the system has thus introduced extra levels near the 
band edges; the sign and size of E determines exactly how the density 
of states is affected. 
If U(r - RR) is chosen appropriately , Vkk can be set to zero and 
then at the top of the band where E ) EL, the integration involves no 
poles, so 
El 	 2 
z(E) = 	P 	
(IvAl ) E No (YdEt, 
E - E 
0 
(B-45) 
V l2 )AEo o o 
where No 
is representative of the number of energy states and PE o 
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reflects the energy bandwidth. In this case, the top of the band 
in the disordered system is broadened by introduction of extra energy 
levels located E above the highest energy in the ordered system. Sim-
ilarly, if E ( Eo , then 








E 	- E 
E 
0 
- (1 17m, 1 2 ) 0 1\10 /AE0 ' 
so the extra levels are introduced E below those in the ordered system. 
From Eq. B-38, one can anticipate that the energy dependence of 
F(k,E) is determined mainly by the character of the density of states 
in the unperturbed crystal. For an ideal crystal, a free-electron like 
density of states could be assumed to be the smooth function depicted 
in Fig. B-2. 
No ( E ) 
E 	 E
1 
Figure B-2. Density of States in an Ideal Lattice. 
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The maximum in the curve will lead to a maxima in the damping, F, for 
those energy levels nearest the center of the band. Furthermore, 
Sergeeva has shown that, for the density of states assumed above, 
the behavior of the energy level displacement, E, is typically that 
shown in Fig. B-3. 
Figure B-3. Energy Level Displacement in Disordered Crystal. 
For this model, then, the maximum damping and minimum displacement of 
energy levels in the disordered system occurs near the center of the 
band. Also, the minimum damping and maximum displacement occur near 
the band edges. 
For these reasons, the density of states at any particular 
energy, say the Fermi level for convenience, in the disordered crystal 
will depend on the position of that energy in the unperturbed energy 
spectrum. In particular, if E F is near the center of the band, N(E F ) 
173 
is reduced because of the increased broadening of the nearby energy 
levels. Conversely, if E F is located near a band edge, N(EF) will be 
increased because the original state density is smaller than that near 
the center of the band. 
APPENDIX C 
ANALYSIS OF OPTICAL REFLECTIVITY DATA 
The particular method employed in this study for obtaining the 
optical constants n and k was chosen to be compatible with both the 
existing TEED system and the dimensions of the single crystals used in 
the electron energy loss measurements. The optical reflectivity was 
obtained at two angles of incidence for photon wavelengths between 1050 
and 8000 A and these functions were simultaneously fitted by a least-
squares computer program which searched the n-k plane to find the point 
of minimum error between the calculated and measured reflectivities. 
From the n and k values, the dielectric function c(w), the energy loss 
function -Im(l/e), and the surface plasmon loss function -Im(l/l + 
were evaluated. These results were used to identify the surface plas-
mon losses in copper and nickel. In this appendix, the analytical meth-
ods necessary for treating the optical data are presented in a manner 
such that the most significant results and relationships remain obvious. 
We want to discuss the propagation of electromagnetic waves into 
and through solids. The Maxwell equations 
174 
V • D = 47P free ' 
(C-1) 
7 X E = 1 B c at 
D = E + 47P 
H = B - 47M 
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V • B = 0 
V X H = 
aB 
1 - + 47 
— — — , 
c at 	c =free 
describe the response of the system to the disturbance. Suppose the 
medium is excited by monochromatic fields originating in external sour-
ces, and make the simplifying assumptions that all the macroscopic vec-
tors E, P, B, M, and 
free  oscillate sinusoidally at each point with the 
frequency of the incident fields. We then have the complex representa-
tion 
E = E e -iwt P = P e -iwt =j e
-iwt 
-s 	5 	 -5 	 'lfree 	-s 
and assume that at each point of the medium 
P =XEs ,M -s 	e 	 -s 	m -s - 	-s 
This implies that the electric and magnetic polarization depend, respec-
tively, only on the electric and magnetic field and that the free cur-
rent density also depends only on the electric field. In general, these 
assumptions are not valid but in the absence of strong static fields, 
they are acceptable. Furthermore, the susceptibilities and conductivity 
above are in general complex, so that P and E, say, do not oscillate 
with the same phase. In particular, they depend on frequency and den-
sity. 
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We first rewrite Maxwell's equations with only E and H and then elimi-
nate H to obtain a description of E. If we assume time independent 
solutions of form 
ik 	 ik -c - -c - E = E e H = H e 5 
- s 	-o 	 -s 	-o 
(C- 2) 
and note that 
ik•r% 	 ik•r • ce - -) = ik • ce - • 
ik.r x (ce - -) = 
ik•r 
ik X ce - 
and 
then the Maxwell equations reduce to 
k •E 	=0,k•H 	= 0 	 (C-3) 
-c 	-o -c 	-o 
k 	E -c x  -o 	c 	-o 
k XH = - 	+ i 1) 	E 
-c 	-o 	 w c -o (c- 5) 
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= e4 i 4700.  
o 	c ' Ui 
We call k
o the vacuum wave number, and nc the complex refractive index 
of the medium. We indicate the real and imaginary parts of these quan-
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These terms are: n, the refractive index; x, the extinction index; k, 
the wave vector; and a, the attenuation vector. 
When electromagnetic waves pass from one medium into another, 
certain boundary conditions must be satisfied, giving rise to the pheno-
mena of reflection and refraction. In the case of radiation on incident 
177 
= — n 2 
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upon a boundary containing no currents or charges of external origin, 
the boundary conditions are that the normal components of B and D are 
continuous and that the tangential components of E and H are contin-
uous. In order to satisfy these conditions, it is necessary to assume 
the existence of a reflected wave in the first medium and of a trans-
mitted wave in the second. We write 
E = Re
_ Eoe iCI-E-wt) 	for the incident wave 
E' = 	L- 0 





for the reflected wave . 
The similar time dependence follows from the requirement that the 
boundary conditions must be satisfied at all points on the boundary at 
all times. 
From Maxwell's equations, we can write the boundary conditions as 
n • [AA2' - e BB] = 0 	
(0-7) 






= 0 	 (C-10) 
If we go back to equations (C-4) and (C-5) and recall that we are 
restricting ourselves to boundaries where there are no free charges 







] = 0 
or 
n x [(I x 'Yo  ') + 0.i'" x ''o  11 ) - M
1 x 'E'o 1 )] = 0 
'i,.- (n • E) - 'E' (n • ii') + 1-e (n • i'-,' " ) - 1 " (n • 1-c" ) -o - 	- 
- k' (n • 'E' ') +'-g 1 (n • V) = 0 
- - 	-o 	-o - 	- 
Now consider the case when the electric field is polarized per-
pendicular to the plane of incidence. The terms (n • k) will vanish 
and we are led to 
k (E 	- E ") = k 1E ' 
y os os 	y os 
(c-11) 
and E os 
 + E os " = E os
' from equation (C-10). Here we have made use of 
the fact that 
(1-• • n) = - C1V • n) 
since the phase factors of all the fields must be equal there and we 
have already shown the time dependence to be the same. If we look at 
a diagram for the case when E is perpendicular to the plane of inci-
dence, Figure C-1 below, it then follows that the components of k, k / , 
ku , in the boundary plane must be equal so In'c X n 	X n = r X n or 
x = -x 
I = -x in Figure C-1. 
-  
Figure C-1. Incident Electric Field Perpendicular to 
the Plane of Incidence. 
Now, the amplitude reflection coefficient r s and the amplitude 
transmission coefficient i s are defined by 
18o 
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" =  os 	rsEos ' 'Os 	= 6." s os 
(C-12) 
so for the case of perpendicular incidence consi dered here 
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(c-14) 
since 
= 	(ff 	- 	) 
y os 	y os os 
or 
OS 
II /I =  





y os  
+ 
When the electric field vector lies in the plane of incidence, 
it is more convenient to make the calculation in terms of the magnetic 
field vector which is then perpendicular to the plane. Proceeding in 
a manner exactly as above, we find 
182 
= 
os 	p os 
where 
r 







-T 	= 	y 	= 1 + r 	 (C-17) 
+ 
Y 
The general case of elliptical polarization can be handled by an 
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appropriate linear combination of these results since any field can 
be decomposed into parts parallel and perpendicular to the plane of 
incidence. 
When we speak of optical measurements on a material, we are con-
sidering an experimental determination of the ratio of the reflected or 
transmitted intensity to the incident intensity. These intensities are 
proportional to an energy flow, and in this connection, the reflecti- 
vity of the material is defined by 
T_ 1 • n_ 
R = 	 (C-18) 
• n 
where S is the average value of the Poynting vector which describes the 
energy flow in the two media. 
In the case when the first medium is a dielectric, k 2 = k2" = 0, 
and the total field there is the sum of the incident and reflected 
waves. The average energy flow is then 
S. 	= z Re (E + 	) x c+) )-in _ 	_ 
(0-19) 
-ik •r 	iki .r 	 ik "•r-
.  
-1 - 
= 	Re { 	-e 	x e 	+ e 




fo 	 -o 
* -ik 	 ik -1 - 
+ 	e 	x If "e 1 	+"* -j-11•1: X H e
ik •r 
-o -o 	
E 	e -o-o 
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-i(k - k ").r 	 -i(k - k )•r * 	 -1 	-1 	- ,* 	 -1 	-1 1 
+(x H i )e 	 + (o 	H )e -o o -o -o 
= 
-in- 	- 
+ " + S
i
. 	with obvious definitions. 
nt 
The experiments with which we are usually concerned are such 
that the first medium is a vacuum, hence a lossless dielectric, and we 
can have the incident electric field either parallel or perpendicular 
to the plane of incidence. Under these conditions, we can write 
-ik .r 
E 	 * 	1 
= 	
* = E e -o -os 	-os 










* 	 * 
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	]+f 	x H 	] . 
- -os -os 	os 
We can also find the energy flow in the reflected wave 
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2410 os 	os J -1 2EW "'os os I -1 
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1 — 	„, *— 	\ = 	 r 
*— E )k " + P 	(H H )k 
24J o - 
r 
s s 	os os -1 	2ew
p — 
os os -1 
using the definition of r
s 
and r . 
p 
The interference termsint can be calculated in a similar man- 
- 
ner, but the calculation is much more complicated. The result shows 
that this part gives an energy only parallel to the boundary plane, and 
arises only from the overlap in the incident and reflected beams. In a 
typical reflectance experiment, collimated beams are used and the only 
overlap occurs near the surface. Phase cancellation will cause this 
part to approach zero at normal distances from the surface allowing us 
to ignore it. 
Now, we have already related the amplitude reflection coeffi-
cients to the k 's, so if we can show what these k 's reveal about the 
complex index of refraction, we will have shown how to obtain this in-
dex from optical reflectivity measurements. 
From Maxwell equations (C-4) and (C-5) we obtain 
"rc x CTE' x 	w4k x 	= -w E 
= rc (rc • ') - -g(a" • 1,- ) 
— 	— 	
2 












But by the previous definition of the complex index of refraction, 
2 
nc 
= n + ix , k T'c = w 	2 - 	- 	2 nc 
s o 
= k 2 
+k 2 = 
2 
2 
- 	- 	x 	y 	- 	- 	x 	y 	7 
	
= k + k 112 = 	(n + ix ) 
and 
2 
= 	+ 	,2 	(n , +ix , ) 2 
2 
2 	 i 
. 	,-5- We can solve this for 1.-' ' = [-- (n' + ix, ) 2  - kx
12 
 1 - and sub- 
Y 	2 c 
stitute into the expression for r s to yield 
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r =  	 (c -23) 
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Now, if we are dealing with a lossless first medium, e.g., a 
vacuum, then from Snell's law or from the previously found relation 
kx =TCx 1 = '1'.;( 11 , we get Ikl l sine = Ikl 'l sine and k2 1 sine = 
k2 ( 1 sine' so if Tc2 = 0, then lk2l  sine = 0 = 1k2 / 1 sine' in Figure 1, 
so 0' = 0 or '1-1'2 ' = 0. In this case, then, 
rc ' 2 =x 	x  1* = Elk1  'Isine 1 1 2 
/2 	12 s . n2 so 	= Ikl i 	B. We have also ky = Ikl icose, so 
2 1 2 
l 
,-) 
U.) 	I 	 . 	/ •■ 2 	. 	, 1 	I c] k loose - [ —2- (n ' + ix ) - sin2  e ik1 1 1 	 c  75 - 2 	 1_ 
lki lcose , + [ 2)7 (n ' + iY. ' ) 2 - sin
2e 1k1  19 2 c 
(C-22) 
2 	c.9..) 2 	2 
But in the vacuum 1k1 1 = —7 n and 
r 
2 - sin2el cose - [(-11-1--) 
N / N 	 2 / cose + 	- sin 0 1 2 n 
(c-2)+) 
where N' = n' + ik'. 
From this reflection coefficient, the reflectivity for normal 
incidence is easily found as 






(n + n 2  ) + k /2 
(C-25) 
but for off-normal incidence, the problem is more complicated. After 
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thus yielding the optical constants n and k from reflectivity measure-
ments. 
In the remainder of this appendix, computer techniques employed 
to analyze the optical reflectivity data are described. Once the 
reflectivities at 22.5° and 67.5° were known, approximate values of n 
and k which gave those reflectances were determined by superimposing 
isoreflectance curves calculated at the two angles for a substantial 
range of n and k values. The common point of the curves represented an 
approximate solution of the Fresnel equations for the observed reflec-
tances which could then be used to determine a more refined solution. 
The final analysis was a least-squares, iterative approach by 
computer to a solution of the Fresnel equations which gave the smallest 
error between calculated and observed reflectivity values at the two 
angles. The computer technique calculated reflectivities at 22.5 ° and 
67.5° for sixteen nearest-neighbors in the n-k plane and compared 
these values with the observed data. That point which gave the least 
squared error was chosen as a new approximate solution and the proce-
dure was repeated. When the "approximate" solution gave the smallest 
error of all the points nearby in the n-k plane, that point was assumed 
to be the most accurate solution for the input reflectivity data. 
Roughly ten iterations were required to produce the final solution when 
accurate data and good initial approximations were available. From 
these final n and k values, the real and imaginary parts of the dielec-
tric constant and the bulk and surface plasmon excitation probabilities 
were calculated. This method was used to analyze the optical data at 
photon energies selected to describe the dielectric response at all 
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interesting energies. In the computer program reproduced here, the 
input data are arranged as 22.5 ° reflectivity, 67.5° reflectivity, pho-
ton energy, approximate n solution and approximate k solution. The 
program output lists all the calculated errors at each n-k point tested 
before the final solution was reached so that trends in the data analy-
sis can be used to shorten the required computer time. 
The response of a medium to an electromagnetic disturbance may 
be described in part by the complex dielectric constant e(w). The fre-
quency dependence of this parameter characterizes the physical proper-
ties of the medium and may be used to obtain valuable information con-
cerning its fundamental electronic structure. This dielectric constant 
may be separated into real and imaginary parts, e(w) = e l (w) + ie 2 (w). 
The real part e l describes dispersion of the electromagnetic wave, the 
imaginary part 6 2 describes dissipation. e itself is not directly de-
termined from optical measurements; instead one determines the related 
optical constant n and, the refractive index, and attenuation index, 
respectively. The relations between e and n and k are then easily de-
termined by considering Maxwell's equations for a medium in which re-
fraction and attenuation of an electromagnetic field are permitted. 
One finds 





6 2 = 2nk . 
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Using e(w) to describe the system response one seeks to determine the 
excitation frequencies and probabilities for single-particle transitions 
and the excitation energies of collective resonances in the solid. 
The excitation of bulk and surface collective resonances by the 
incident photon is revealed by the behavior of c(w). For metals ade-
quately described as a free electron gas, these excitation energies can 
be calculated from 
1 2 
(  417ne  
hw = h 
 )
2 






for the surface oscillation. Here e l is the dielectric constant of 
the metal-vacuum interface, so the energy of the surface plasmon is 
dependent on the sample surface conditions. The probabilities for ex-
citation of these collective modes are proportional to 
-Im (—) and -Im (-) 
6+1 
for the bulk and surface plasmon oscillations respectively. A further 
condition that these oscillations exist as a well-defined excitation is 
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that e(w) = 0 and e(w) - -e l at the oscillation frequencies of the bulk 
and surface plasmons. When damping of the collective excitation by 
single-particle excitations is small, e 2 1 0, and so the resonance fre-
quencies would be found when e l 0 and e l - 1 for the bulk and sur-
face plasmon oscillations of a clean metal sample. For metals where the 
free electron model is not applicable because of strong core-valence 
coupling, this analysis must be applied cautiously. 
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Computer Analysis of Optical Reflectivity Data. 
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