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ABSTRACT
Conventional automatic speech recognition (ASR) typically
performs multi-level pattern recognition tasks that map the
acoustic speech waveform into a hierarchy of speech units.
But, it is widely known that information loss in the ear-
lier stage can propagate through the later stages. After the
resurgence of deep learning, interest has emerged in the pos-
sibility of developing a purely end-to-end ASR system from
the raw waveform to the transcription without any prede-
fined alignments and hand-engineered models. However,
the successful attempts in end-to-end architecture still used
spectral-based features, while the successful attempts in us-
ing raw waveform were still based on the hybrid deep neural
network - Hidden Markov model (DNN-HMM) framework.
In this paper, we construct the first end-to-end attention-based
encoder-decoder model to process directly from raw speech
waveform to the text transcription. We called the model as
Attention-based Wav2Text. To assist the training process
of the end-to-end model, we propose to utilize a feature
transfer learning. Experimental results also reveal that the
proposed Attention-based Wav2Text model directly with raw
waveform could achieve a better result in comparison with
the attentional encoder-decoder model trained on standard
front-end filterbank features.
Index Terms: speech recognition, end-to-end neural net-
work, raw speech waveform
1. INTRODUCTION
Conventional large-vocabulary continuous speech recogni-
tion (LVCSR) systems typically perform multi-level pattern
recognition tasks that map the acoustic speech waveform into
a hierarchy of speech units such as sub-words (phonemes),
words, and strings of words (sentences). Such systems ba-
sically consist of several sub-components (feature extractor,
acoustic model, pronunciation lexicon, language model) that
are trained and tuned separately [1]. First, the speech signal
is processed into a set of observation features based on a care-
fully hand-crafted feature extractor, such as Mel frequency
cepstral coefficients (MFCC) or Mel-scale spectrogram. Then
the acoustic model classifies the observation features into sub-
unit or phoneme classes. Finally, the search algorithm finds
the most probable word sequence based on the evidence of
the acoustic model, the lexicon, and the language model. But,
it is widely known that information loss in the earlier stage
can propagate through the later stages.
Deep learning algorithms have produced many state-of-
the-art performances in various tasks that have revitalized the
use of neural networks for ASR. One of the important fac-
tors behind the popularity of deep learning is the possibil-
ity of simplifying many complicated hand-engineered models
by letting DNNs find their way to map from input to out-
put spaces. Interest has emerged recently in the possibil-
ity of learning DNN-based acoustic models directly from the
raw speech waveform without any predefined alignments and
hand-engineered models. In this way, the feature extractor
and acoustic model can be integrated into a single architec-
ture. Palaz et al. [2, 3] proposed a convolutional neural net-
work (CNN) to directly train an acoustic model from the raw
speech waveform. Sainath et al. [4] used time-convolutional
layers over raw speech and trained them jointly with the long
short-term memory deep neural network (CLDNN) acous-
tic model. The results showed that raw waveform CLDNNs
matched the performance of log-mel CLDNNs on a voice
search task. Ghahremani et al. [5] recently proposed a CNN
time-delay neural network (CNN-TDNN) with network-in-
network (NIN) architecture, and also showed that their model
outperformed MFCC-based TDNN on the Wall Street Jour-
nal (WSJ) [6] task. But despite significant progress that has
been made, the successful models were mostly demonstrated
only within the hybrid DNN-HMM speech recognition frame-
works.
On the other hand, some existing works constructed
end-to-end neural network models for ASR and replaced
the acoustic model, the lexicon model, and the language
model with a single integrated model, thus simplifying the
pipeline. Graves et al. [7, 8] successfully built an end-to-
end ASR based on the connectionist temporal classification
(CTC) framework. Amodei et al. [9] also constructed an
end-to-end CTC-based ASR that directly produced character
strings instead of phoneme sequences. But the CTC-based
architecture still predicts the target outputs for every frame
without any implicit knowledge about the language model.
Another approach uses a sequence-to-sequence attention-
based encoder-decoder that explicitly uses the history of
previous outputs. Chorowski et al. [10] and Chan et al.[11]
has successfully demonstrated encoder-decoder based ASR
frameworks. Unfortunately, most of these works still used
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the standard spectral features (i.e., Mel-scale spectrogram,
MFCC) as the input. The only attempt on end-to-end speech
recognition for a raw waveform was recently proposed by
[12]. Their system used a deep CNN and was trained with
the automatic segmentation criterion (ASG) as an alternative
to CTC. However, similar with CTC, the model did not ex-
plicitly use the history of the previous outputs assuming they
were conditionally independent of each other. Furthermore,
its performance was only reported using a very large data set
(about 1000h of audio files).
To the best of our knowledge, few studies have explored
a single end-to-end ASR architecture trained on raw speech
waveforms to directly output text transcription, and none of
those models were built based on an encoder-decoder archi-
tecture. In this paper, we take a step forward to construct an
end-to-end ASR using an attentional-based encoder-decoder
model for processing raw speech waveform, naming it as
“Attention-based Wav2Text”. We investigate the perfor-
mance of our proposed models on standard ASR datasets. In
practice, optimizing an encoder-decoder framework is more
difficult than a standard neural network architecture [11].
Therefore, we propose a feature transfer learning method to
assist the training process for our end-to-end attention-based
ASR model.
2. ATTENTION-BASED ENCODER DECODER FOR
RAW SPEECH RECOGNITION
The encoder-decoder model is a neural network that directly
models conditional probability p(y|x) where x = [x1, ..., xS ]
is the source sequence with length S and y = [y1, ..., yT ]
is the target sequence with length T . It consists of encoder,
decoder and attention modules. The encoder task processes
an input sequence x and outputs representative information
he = [he1, ..., h
e
S ] for the decoder. The attention module is
an extension scheme that assists the decoder to find relevant
information on the encoder side based on the current decoder
hidden states [13, 14]. Usually, the attention module produces
context information ct at time t based on the encoder and de-
coder hidden states:
ct =
S∑
s=1
at(s) ∗ hes (1)
at(s) = Align(hes, h
d
t ) =
exp(Score(hes, h
d
t ))∑S
s=1 exp(Score(hes, h
d
t ))
. (2)
There are several variations for score function :
Score(hes, h
d
t ) =

〈hes, hdt 〉, dot product
heᵀs Wsh
d
t , bilinear
V ᵀs tanh(Ws[h
e
s, h
d
t ]), MLP
(3)
where Score : (RM ×RN )→ R, M is the number of hidden
units for the encoder and N is the number of hidden units
Fig. 1. Attention-based Wav2Text architecture.
for the decoder. Finally, the decoder task, which predicts the
target sequence probability at time t based on previous output
and context information ct, can be formulated as:
log p(y|x) =
T∑
t=1
log p(yt|y<t, ct) (4)
The most common input x for speech recognition tasks is a
sequence of feature vectors such as log Mel-spectral spectro-
gram and/or MFCC. Therefore, x ∈ RS×D where D is the
number of the features and S is the total length of the utterance
in frames. The output y can be either phoneme or grapheme
(character) sequence.
In this work, we use the raw waveform as the input repre-
sentation instead of spectral-based features and a grapheme
(character) sequence as the output representation. In con-
trast to most encoder-decoder architectures, which are purely
based on recurrent neural network (RNNs) framework, we
construct an encoder with several convolutional layers [15]
followed by NIN layers [16] as the lower part in the encoder
and integrate them with deep bidirectional long short-term
memory (Bi-LSTM) [17] at the higher part. We use convo-
lutional layers because they are suitable for extracting local
information from raw speech. We use a striding mechanism
to reduce the dimension from the input frames [18], while the
NIN layer represents more complex structures on the top of
the convolutional layers. On the decoder side, we use a stan-
dard deep unidirectional LSTM with global attention [14] that
is calculated by a multi-layer perceptron (MLP) as described
in Eq. 3. For more details, we illustrate our architecture in
Figure 1.
3. FEATURE TRANSFER LEARNING
Deep learning is well known for its ability to learn directly
from low-level feature representation such as raw speech [2,
4]. However, in most cases such models are already condi-
tioned on a fixed input size and a single target output (i.e.,
predicting one phoneme class for each input frame). In the
attention-based encoder-decoder model, the training process
is not as easy as in a standard neural network model [11]
because the attention-based model needs to jointly optimize
three different modules simultaneously: (1) an encoder mod-
ule for producing representative information from a source
sequence; (2) an attention module for calculating the correct
alignment; and (3) a decoder module for generating correct
transcriptions. If one of these modules has difficulty fulfilling
its own tasks, then the model will fail to produce good results.
Fig. 2. Feature transfer learning: train lower layers of the en-
coder (convolutional and NIN layers) to predict spectral fea-
tures given corresponding raw waveform; then transfer the
trained layers and parameters (marked by orange square) into
attention-based encoder decoder model (see Figure 1).
To ease the burden on training the whole encoder-decoder
architecture directly to predict the text transcription given the
raw speech waveform, we utilize a transfer learning method
on the encoder part. Specifically, we only train the encoder’s
lower layers consisting of the convolutional and NIN layers
to predict the spectral features given the corresponding raw
waveform. In this work, we utilize two widely used spectral
features: MFCC and log Mel-scale spectrogram as the trans-
fer learning target. Figure 2 shows our feature transfer learn-
ing architecture. First, given segmented raw speech waveform
x = [x1, ..., xS ], we extract corresponding D-dimensional
spectral features f = [f1, .., fS ], ∀s, fs ∈ RD. Then we
process raw speech xs with several convolutions, followed by
NIN layers in the encoder part. In the last NIN-layer, we set
a fixed number of channels as D channels and apply mean-
pooling across time. Finally, we get predictions for corre-
sponding spectral features zs ∈ RD and optimize all of the
parameters by minimizing the mean squared error between
predicted spectral features z and target spectral features f :
Ltf = 1
S
S∑
s=1
D∑
d=1
(fs(d)− zs(d))2. (5)
In this paper, we also explore multi target feature transfer us-
ing a similar structure as in Figure 2 but with two parallel NIN
layers, followed by mean-polling at the end. One of the out-
put layers is used to predicts log Mel-scale spectrogram and
another predicts MFCC features. We modify the single target
loss function from Eq. 5 into the following:
Ltf = 1
S
S∑
s=1
(
Da∑
d=1
(fas (d)− zas (d))2 +
Db∑
d=1
(f bs (d)− zbs(d))2
)
.
(6)
where zas , z
b
s are the predicted Mel-scale spectrogram and the
MFCC values, and fas , f
b
s are the real Mel-scale spectrogram
and MFCC features for frame s. After optimizing all the con-
volutional and NIN layer parameters, we transfer the trained
layers and parameters and integrate them with the Bi-LSTM
encoder. Finally, we jointly optimize the whole structure to-
gether.
4. EXPERIMENTAL SETUP AND RESULTS
4.1. Speech Data
In this study, we investigate the performance of our proposed
models on WSJ [6]. We used the same definitions of the train-
ing, development and test set as the Kaldi s5 recipe [19]. The
raw speech waveforms were segmented into multiple frames
with a 25ms window size and a 10ms step size. We normal-
ized the raw speech waveform into the range -1 to 1. For spec-
tral based features such as MFCC and log Mel-spectrogram,
we normalized the features for each dimension into zero mean
Fig. 3. Example of our transfer learning model output: top is the original Mel-spectrogram, and bottom is the predicted Mel-
spectrogram.
and unit variance. For WSJ, we separated into two exper-
iments by using WSJ-SI84 only and WSJ-SI284 data. We
used dev 93 for our validation set and eval 92 for our test set.
We used the character sequence as our decoder target and fol-
lowed the preprocessing step proposed by [20]. The text from
all the utterances was mapped into a 32-character set: 26 (a-z)
alphabet, apostrophe, period, dash, space, noise, and “eos”.
4.2. Model Architectures
Our attention-based Wav2Text architecture uses four convo-
lutional layers, followed by two NIN layers at the lower part
of the encoder module. For all the convolutional layers, we
used a leaky rectifier unit (LReLU)[21] activation function
with leakiness (l = 0.1). Inside the first NIN layers, we
stacked three consecutive filters with LReLU activation func-
tion. For the second NIN layers, we stacked two consecu-
tive filters with tanh and identity activation function. For the
feature transfer learning training phase, we used Momentum
SGD with a learning rate of 0.01 and momentum of 0.9. Ta-
ble 1 summarizes the details of the layer settings for the con-
volutional and NIN layers.
Table 1. Layer setting details for convolutional and NIN lay-
ers. Sorted from the input layer to the output layer.
Layer
(Transfer) Channels Filter Stride Act.
1D Conv (X) 128 80 4 LReLU
1D Conv (X) 128 25 2 LReLU
1D Conv (X) 128 10 1 LReLU
1D Conv (X) 128 5 1 LReLU
NIN (X) [128,128] 1 1 LReLU×2
NIN (×) [128,N] 1 1 TanhIdentity
On the top layers of the encoder after the transferred con-
volutional and NIN layers, we put three bidirectional LSTMs
(Bi-LSTM) with 256 hidden units (total 512 units for both
directions). To reduce the computational time, we used hier-
archical subsampling [22, 23, 11]. We applied subsampling
on all the Bi-LSTM layers and reduced the length by a factor
of 8.
On the decoder side, the previous input phonemes / char-
acters were converted into real vectors by a 128-dimensional
embedding matrix. We used one unidirectional LSTM with
512 hidden units and followed by a softmax layer to output the
character probability. For the end-to-end training phase, we
froze the parameter values from the transferred layers from
epoch 0 to epoch 10, and after epoch 10 we jointly optimized
all the parameters together until the end of training (a total
40 epochs). We used an Adam [24] optimizer with a learning
rate of 0.0005.
In the decoding phase, we used a beam search strategy
with beam size = 5 and we adjusted the score by dividing
with the transcription length to prevent the decoder from fa-
voring shorter transcriptions. We did not use any language
model or lexicon dictionary for decoding. All of our models
were implemented on the PyTorch framework 1.
For comparison, we also evaluated the standard attention-
based encoder decoder with Mel-scale spectrogram input as
the baseline. Here, we used similar settings as the proposed
model, except we replaced the convolutional and NIN layers
with a feedforward layer (512 hidden units).
1PyTorch https://github.com/pytorch/pytorch
4.3. Result
Table 2. Character error rate (CER) result from baseline and
proposed models on WSJ0 and WSJ1 dataset. All of these
results are produced without using language model or lexi-
con dictionary. Word error rate (WER) for Att Wav2Text +
transfer multi-target is 17.04%, compared to Joint CTC+Att
(MTL)[25] 18.2% and standard Enc-Dec Att [23] 18.6%.
Models Features Results
WSJ-SI84 CER (%)
Baseline
CTC [25] fbank 20.34%
Att Enc-Dec Content [25] fbank 20.06%
Att Enc-Dec Location [25] fbank 17.01%
Joint CTC+Att (MTL) [25] fbank 14.53%
Att Enc-Dec (ours) fbank 17.68%
Proposed
Att Wav2Text
(direct) raw speech
(not
converged)
Att Wav2Text
(transfer from fbank) raw speech 16.87 %
Att Wav2Text
(transfer from MFCC) raw speech 15.74%
Att Wav2Text
(transfer from multi target) raw speech 14.71%
WSJ-SI284 CER (%)
Baseline
CTC [25] fbank 8.97%
Att Enc-Dec Content[25] fbank 11.08%
Att Enc-Dec Location[25] fbank 8.17%
Joint CTC+Att (MTL) [25] fbank 7.36%
Att Enc-Dec (ours) fbank 7.69%
Proposed
Att Wav2Text
(direct) raw speech
(not
converged)
Att Wav2Text
(transfer from fbank) raw speech 6.78 %
Att Wav2Text
(transfer from MFCC) raw speech 6.58%
Att Wav2Text
(transfer from multi target) raw speech 6.54%
An example of our transfer learning results is shown in Fig-
ure 3, and Table 2 shows the speech recognition performance
in CER for both the WSJ-SI84 and WSJ-SI284 datasets. We
compared our method with several published models like
CTC, Attention Encoder-Decoder and Joint CTC-Attention
model that utilize CTC for training the encoder part. Besides,
we also train our own baseline Attention Encoder-Decoder
with Mel-scale spectrogram. The difference between our
Attention Encoder-Decoder (“Att Enc-Dec (ours)”, “Att Enc-
Dec Wav2Text”) with Attention Encoder-Decoder from [25]
(“Att Enc-Dec Content”, “Att Enc-Dec Location”) is we used
the current hidden states to generate the attention vector in-
stead of the previous hidden states. Another addition is we
utilized “input feedback” method [14] by concatenating the
previous context vector into the current input along with the
character embedding vector. By using those modifications,
we are able to improve the baseline performance.
Our proposed Wav2Text models without any transfer
learning failed to converge. In contrast, with transfer learn-
ing, they significantly surpassed the performance of the CTC
and encoder-decoder from Mel-scale spectrogram features.
This suggests that by using transfer learning for initializing
the lower part of the encoder parameters, our model also
performed better then their original features.
5. RELATEDWORK
Transfer learning is the ability of a learning algorithm to con-
vey knowledge across different tasks. The initial idea is to
reuse previously obtained knowledge to enhance the learn-
ing for new things. The standard procedure are : first, train
the model on a base dataset and task, then the learned fea-
tures and/or parameters are reused for learning a second tar-
get dataset and task. Bengio et al. [26] provided deep reviews
about multi-task and transfer learning on deep learning mod-
els. Jason et al. [27] showed that a model with transferred
parameter consistently outperformed a randomly initialized
one.
In speech recognition research, transfer learning has been
studied for many years, including successful cases of speaker
adaptation and cross-lingual acoustic modeling [28]. One
popular scheme for utilizing DNNs for transfer learning
within ASR frameworks is a tandem approach [29]. This idea
first trains a DNN with a narrow hidden bottleneck layer to
perform phoneme classification at the frame level and then
reuses the activations from the narrow hidden bottleneck
layer as discriminative features in conventional GMM-HMM
or hybrid DNN-HMM models [30]. Another study introduced
a convolutional bottleneck network as an alternative tandem
bottleneck feature architecture [31]. However, although such
a feature transfer learning framework provides many advan-
tages in ASR, the usage in an end-to-end attention-based ASR
framework has not been explored.
This study performs feature transfer learning on the en-
coder part of the end-to-end attention-based ASR architec-
ture. We train the convolutional encoder to predict the spec-
tral features given the corresponding raw speech waveform.
After that, we transfer the trained layers and parameters, in-
tegrate them with the LSTM encoder-decoder, and eventually
optimize the whole structure to predict the correct output text
transcription given the raw speech waveform.
6. CONCLUSION
This paper described the first attempt to build an end-to-
end attention-based encoder-decoder speech recognition that
directly predicts the text transcription given raw speech in-
put. We also proposed feature transfer learning to assist
the encoder-decoder model training process and presented a
novel architecture that combined convolutional, NIN and Bi-
LSTM layers into a single encoder part for raw speech recog-
nition. Our results suggest that transfer learning is a very
helpful method for constructing an end-to-end system from
such low-level features as raw speech signals. With trans-
ferred parameters, our proposed attention-based Wav2Text
models converged and matched the performance with the
attention-based encoder-decoder model trained on standard
spectral-based features. The best performance was achieved
by Wav2Text models with transfer learning from multi target
scheme.
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