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THE ENDLESS BETA INTEGRALS
GOR A. SARKISSIAN AND VYACHESLAV P. SPIRIDONOV
Abstract. We consider a special degeneration limit ω1 → −ω2 (or b→ i in the context
of 2d Liouville quantum field theory) for the most general univariate hyperbolic beta
integral. This limit is also applied to the most general hyperbolic analogue of the Euler-
Gauss hypergeometric function and its W (E7) group of symmetry transformations. The
resulting functions are identified as hypergeometric functions over the field of complex
numbers related to the SL(2,C) group. A new similar nontrivial hypergeometric degen-
eration of the Faddeev modular quantum dilogarithm (or hyperbolic gamma function) is
discovered in the limit ω1 → ω2 (or b→ 1).
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1. Introduction
The story of beta integrals (the integrals of hypergeometric type admitting exact eval-
uation) starts from Euler’s proof of the following formula [1]∫ 1
0
tα−1(1− t)β−1dt = Γ(α)Γ(β)
Γ(α + β)
, Re(α),Re(β) > 0, (1)
where Γ(x) is the Euler gamma function. Note that the Gaussian integral
∫∞
−∞
e−x
2
dx =√
π emerges in a special degeneration limit of this exact relation. Over the years identity
(1) has found many generalizations. In particular, the q-hypergeometric line of develop-
ments brought to light the following Askey-Wilson q-beta integral
(q; q)∞
4πi
∫
T
(z2; q)∞(z
−2; q)∞∏4
j=1(tjz; q)∞(tjz
−1; q)∞
dz
z
=
(t1t2t3t4; q)∞∏
1≤j<k≤4(tjtk; q)∞
, |q|, |tj| < 1, (2)
serving as a measure for the most general classical orthogonal polynomials [3]. Here T
denotes the unit circle of counterclockwise orientation and (z; q)∞ :=
∏∞
n=0(1− zqn).
Jumping over the Rahman q-beta integral [28] extending (2), we come to the elliptic
beta integral evaluation formula [33] — currently the top identity of the type of interest,
(p; p)∞(q; q)∞
4πi
∫
T
∏6
j=1 Γ(tjz
±1; p, q)
Γ(z±2; p, q)
dz
z
=
∏
1≤j<k≤6
Γ(tjtk; p, q), (3)
where |p|, |q|, |tj| < 1,
∏6
j=1 tj = pq, and
Γ(z; p, q) :=
∞∏
j,k=0
1− z−1pj+1qk+1
1− zpjqk
is the elliptic gamma function. Here we apply the standard compact notation
Γ(tz±1; p, q) := Γ(tz; p, q)Γ(tz−1; p, q).
The form of this identity is somewhat universal — 14 generalized gamma functions in the
integral definition and 15 gamma functions in its exact evaluation expression, a pattern
that will be seen several times below in other instances.
As formally shown in [39] (see also [11]), in the limit |p|, |q| → 1 relation (3) reduces to
the following hyperbolic beta integral evaluation formula, which is a hyperbolic analogue
of the Rahman integral identity [28],∫ i∞
−i∞
∏6
k=1 γ
(2)(gk ± z;ω)
γ(2)(±2z;ω)
dz
2i
√
ω1ω2
=
∏
1≤j<k≤6
γ(2)(gj + gk;ω), (4)
and the following balancing condition holds true
6∑
k=1
gk = Q, Q := ω1 + ω2. (5)
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Since this identity plays the key role in the following considerations, we shall describe its
ingredients in full detail.
First, we explain the compact notation γ(2)(g ± u;ω) := γ(2)(g + u;ω)γ(2)(g − u;ω),
where
γ(2)(u;ω) = γ(2)(u;ω1, ω2) := e
−pii
2
B2,2(u;ω)γ(u;ω), (6)
with the second order multiple Bernoulli polynomial
B2,2(u;ω) =
1
ω1ω2
(
(u− ω1 + ω2
2
)2 − ω
2
1 + ω
2
2
12
)
,
and
γ(u;ω) :=
(q˜e
2πi u
ω1 ; q˜)∞
(e
2πi u
ω2 ; q)∞
= exp
(
−
∫
R+i0
eux
(1− eω1x)(1− eω2x)
dx
x
)
. (7)
The latter function is known as the Faddeev modular quantum dilogarithm [14,15] or the
hyperbolic gamma function [30] (its inverse is called also the double sine function, see
Appendix in [36] for a description of different notations used in the literature).
If Re(ω1),Re(ω2) > 0, then the integral in (7) converges for 0 < Re(u) < Re(ω1 + ω2).
For Re(ω1),Re(ω2) < 0 it is well defined in the strip Re(ω1 + ω2) < Re(u) < 0. For
Re(ω2) ≤ 0 and Re(ω1) > 0, we have no singularities for Re(ω2) < Re(u) < Re(ω1). The
infinite product representation (7) is well defined and allows analytical continuation in u
to the whole complex plane, provided |q| < 1, where
q = e
2πi
ω1
ω2 , q˜ = e
−2πi
ω2
ω1 , for Im(ω1/ω2) > 0, (8)
or q = e
2πi
ω2
ω1 , q˜ = e
−2πi
ω1
ω2 , if Im(ω2/ω1) > 0. Note that the integral representation in
(7) is manifestly symmetric in ω1 and ω2 and, moreover, it shows that this function still
remains analytical for ω1/ω2 ∈ R/{0} (i.e., when |q| = 1) in appropriate domains of u. In
the following we stick to the parametrisation (8).
Now it is necessary to explain admissible choices of the integration contour in (4). It is
not difficult to see that true poles of function γ(2)(u;ω) are located at the following points
up ∈ {−nω1 −mω2}, n,m ∈ Z≥0.
Therefore poles of the integrand function in (4) form two separate arrays going to infinity
in different directions
zpoles ∈ {gk + nω1 +mω2} ∪ {−gk − nω1 −mω2, }, n,m ∈ Z≥0, k = 1, . . . , 6.
The contour of integration in (4) should separate these two sets of points. It remains to
explain the conditions of the convergence of the integral in (4). For that one should use
the following asymptotic formulas:
A : lim
z→∞
e
pii
2
B2,2(z;ω1,ω2)γ(2)(z;ω1, ω2) = 1, for arg ω1 < arg z < arg ω2 + π, (9)
B : lim
z→∞
e−
pii
2
B2,2(z;ω1,ω2)γ(2)(z;ω1, ω2) = 1, for arg ω1 − π < arg z < arg ω2. (10)
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Applying these formulas to the integrand in (4) when the integration variable goes to
infinity within the indicated cones, one finds the asymptotics
A→ e6πi
z(ω1+ω2)
ω1ω2 , B → e−6πi
z(ω1+ω2)
ω1ω2 . (11)
So, the contour of integration should be chosen in such a way that both these factors are
vanishing exponentially fast. It is standard to assume that Re(ω1),Re(ω2) > 0 in which
case it is sufficient to take z → +i∞ in the region A and z → −i∞ in the region B.
Assuming that Re(gk) > 0, the contour of integration can be taken as the imaginary axis.
After rotating the integration contour by passing to the integration variable x = z/
√
ω1ω2
the integral converges for x → ±i∞, if Re(√ω1/ω2) > 0, and for Re(gk/√ω1ω2) > 0 the
imaginary axis of x can be taken as the integration contour.
For completeness we indicate also the way how formula (3) is reduced to (4). Namely,
one should parametrise [39]
tj = e
−2πvgj , z = e−2πvu, p = e−2πvω1 , q = e−2πvω2
and take the limit v → 0+ using the limiting relation
Γ(e−2πvu; e−2πvω1 , e−2πvω2) =
v→0+
e
−π
2u−ω1−ω2
12vω1ω2 γ(2)(u;ω1, ω2). (12)
As shown in [29] this transition from the elliptic gamma function to the hyperbolic one
is uniform on compacta. Therefore the degeneration procedure from (3) to (4) is actually
fully legitimate.
We squeezed the history of beta integrals to a few examples and wish to state that it
is far from complete, i.e. its ending is not seen yet, even at the univariate integrals level.
To justify this claim we shall present two more beta integrals which extend the picture in
the directions not expected even after discovery of the elliptic beta integral (3).
The first new case. Recently we have extended identity (4) to the beta integral associ-
ated with the general lens space [32]. Corresponding formula has the following form
∑
m∈Zc+ν
∫ i∞
−i∞
∏6
j=1 ΓM(gj ± z, nj ±m)
ΓM(±2z,±2m)
dz
2ic
√
ω1ω2
=
∏
1≤ℓ<j≤6
ΓM(gℓ + gj, nℓ + nj), (13)
where Zc = {0, 1, . . . , c− 1}, nj ∈ Z+ ν, ν = 0, 12 . The continuous variables ω1, ω2, gj ∈
C, Re(ω1), Re(ω2),Re(gj) > 0, and discrete ones nj satisfy the balancing condition
6∑
j=1
gj = ω1 + ω2,
6∑
j=1
nj = −d − 1. (14)
Here the rarefied hyperbolic gamma function ΓM(µ,m) has the form
ΓM(µ,m) := Z(m)e
− pii
2c
B2,2(µ;ω1,ω2)γM(µ,m). (15)
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The γM(µ,m)-function was introduced by Dimofte [12] as the modular quantum diloga-
rithm associated with the general lens space
γM(µ,m) = γM(µ,m;ω1, ω2) :=
(q˜e2πiu˜(µ,m); q˜)∞
(e2πiu(µ,m); q)∞
, |q| < 1, (16)
where q := e2πiτ , q˜ := e2πiτ˜ ,
τ :=
ω1 − dω2
cω2
, τ˜ :=
aτ + b
cτ + d
=
aω1 − ω2
cω1
, M =
(
a b
c d
)
∈ SL(2,Z),
and
u(µ,m) :=
µ+mω2
cω2
, u˜(µ,m) :=
µ+ amω1
cω1
= mτ˜ +
u(µ,m)
cτ + d
.
The normalizing factors of (15) were suggested in [32]. In particular, Z(m) was chosen
in the form
Z(m) =
e−
pii
4
(1− a+d+3
3c
)
ε(a, b, c, d)
eπi
(1+b)c+a
2c
m(m+d+1), (17)
where ε(a, b, c, d) is a 24-th root of unity emerging in the general modular transformation
law for the Dedekind η-function
η
(
aτ + b
cτ + d
)
= ε(a, b, c, d)
√
−i(cτ + d)η(τ), η(τ) = epiiτ12 (e2πiτ ; e2πiτ )∞. (18)
As promised, relation (13) contains 14 generalized gamma functions on the left-hand side
and 15 such gamma functions on the right-hand side.
As the second new formula, which is the main goal of this work, we describe a special
degeneration limit ω1 + ω2 → 0 of the ordinary hyperbolic beta integral (4). In a further
step, we describe also similar reduction of the symmetry transformations of the most
general hyperbolic analogue of the Euler-Gauss hypergeometric function.
2. Gamma function over the complex numbers
Let us take α, α′ ∈ C such that α− α′ = nα ∈ Z and for z ∈ C denote
[z]α := zαz¯α
′
= |z|2α′znα ,
∫
C
d2z :=
∫
R2
d(Re z) d(Im z),
where z¯ is a complex conjugate of z. Then one has the following complex beta integral
evaluation formula [17]∫
C
[w − z1]α−1[z2 − w]β−1d
2w
π
=
Γ(α)Γ(β)
Γ(α + β)
Γ(1− α′ − β ′)
Γ(1− α′)Γ(1− β ′) [z2 − z1]
α+β−1, (19)
which is a clear analogue of relation (1).
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This formula suggests the definition of a gamma function over the field of complex
numbers as a particular ratio of Euler’s gamma functions
Γ(x, n) = Γ(α|α′) := Γ(α)
Γ(1− α′) =
Γ(n+ix
2
)
Γ(1 + n−ix
2
)
, α =
n + ix
2
, α′ =
−n + ix
2
, (20)
where x ∈ C and n ∈ Z. From the reflection relation for the Euler gamma function
Γ(x)Γ(1− x) = π/ sin πx, it follows that
Γ(α|α′) = (−1)α−α′Γ(α′|α), Γ(x,−n) = (−1)nΓ(x, n), (21)
and
Γ(α|α′)Γ(1− α|1− α′) = (−1)α−α′ , Γ(x, n)Γ(−x − 2i, n) = (−1)n. (22)
The functional equation takes the form
Γ(α + 1|α′ + 1) = −αα′Γ(α|α′), Γ(x− 2i, n) = n
2 + x2
4
Γ(x, n).
Now one can rewrite the right-hand side of (19) in the following forms
Γ(α|α′)Γ(β|β ′)
Γ(α + β|α′ + β ′) [z2 − z1]
α+β−1 =
Γ(α, β, γ)
[z1 − z2]γ , Γ(α1, . . . , αk) :=
k∏
j=1
Γ(αj |α′j),
where α+ β + γ = α′ + β ′ + γ′ = 1.
After making the inversion transformations w → w−1, z1 → z−11 , z2 → z−12 and the
shifts w → w − z3, zz → z1 − z3, z2 → z2 − z3, relation (19) takes the form of a star-
triangle relation: ∫
C
[z1 − w]α−1[z2 − w]β−1[z3 − w]γ−1d
2w
π
=
Γ(α, β, γ)
[z3 − z2]α[z1 − z3]β[z2 − z1]γ , α + β + γ = 1. (23)
Multidimensional analogues of complex integrals (19) and (23) were considered by Dot-
senko and Fateev within the context of 2d conformal field theory [13]. An independent
study of the complex Selberg integral was performed in [2]. Such integrals naturally
emerge also in the theory of non-compact SL(2,C) spin chains [8, 9].
The well known trigonometric q-gamma function [1] is defined as
Γq(x) :=
(q; q)∞
(qx; q)∞
(1− q)1−x, |q| < 1, x ∈ C. (24)
For fixed x, in the limit q → 1− one obtains the Euler gamma function
lim
q→1−
Γq(x) = Γ(x). (25)
As shown in [22,29], this convergence to gamma function is uniform on compacta, which
allows degeneration of the q-beta integral (2) with a compact measure support to the de
Branges-Wilson integral [1] with an infinite Mellin-Barnes type integration contour.
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We would like to consider now a similar limit for the hyperbolic gamma function (7)
γ(u;ω1, ω2) =
(e
2πi u
ω1 e
−2πi
ω2
ω1 ; e
−2πi
ω2
ω1 )∞
(e
2πi u
ω2 ; e
2πi
ω1
ω2 )∞
. (26)
In the context of 2d quantum Liouville theory it is customary to use notations [13,18,31]
b :=
√
ω1
ω2
, q = e2πib
2
, q˜ = e−2πib
−2
.
The central charge c of this theory, the key characteristic of 2d conformal field theory [13],
has the form c = 1+6(b+ b−1)2, i.e. b is the variable parametrising c. Let us consider the
cases when simultaneously q → 1 and q˜ → 1, so that in (26) there starts to emerge a ratio
of the Euler gamma functions. Clearly this is possible, if b2 → n, b−2 → m, n,m ∈ Z.
Evidently the only admissible choices are b = ±i, when c = 1 (this case can be considered
as a p→∞ limit of the minimal models [31]), and b = ±1, when c = 25.
Consider the first of these possibilities. Namely, let us take small δ > 0 and set
b =
√
ω1
ω2
= i + δ, δ → 0+. (27)
Obviously one has now√
ω2
ω1
= −i + δ +O(δ2), ω1
ω2
= −1 + 2iδ + δ2, ω2
ω1
= −1− 2iδ +O(δ2), (28)
as well as Q = ω1+ω2 = 2δ
√
ω1ω2+O(δ
2). In addition to this choice, we parametrise the
argument u in (26) as follows
u = i
√
ω1ω2(n+ xδ), n ∈ Z, x ∈ C, (29)
and consider the limit δ → 0+. Let us investigate behavior of each of the infinite products
in (26). In the denominator we have
(e
2πi u
ω2 ; e
2πi
ω1
ω2 )∞ = (e
−2πδ(n+ix+δx); q)∞ =
(q; q)∞(1− q)1−n+ix2 +O(log q)
Γq
(
n+ix
2
+O(log q)
) ,
where q = e−4πδ(1−iδ/2). Analogously, for the numerator we obtain
(e
2πi u
ω1 e
−2πi
ω2
ω1 ; e
−2πi
ω2
ω1 )∞ = (q˜
1+n−ix
2
+O(log q˜); q˜)∞ =
(q˜; q˜)∞(1− q˜)−n+ix2 +O(log q˜)
Γq
(
1 + n−ix
2
+O(log q)
) ,
where
q˜ = e
−4πδ
1+ 12 δ
(1−iδ)2 .
As a result we obtain,
γ(u;ω1, ω2) =
Γq
(
n+ix
2
+O(log q)
)
Γq˜
(
1 + n−ix
2
+O(log q˜)
) (q˜; q˜)∞
(q; q)∞
(1− q˜)−n+ix2 +O(log q˜)
(1− q)1−n+ix2 +O(log q)
.
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Now we apply a slightly stronger limiting relation than (25), namely for q → 1 we take
Γq(x+ O(log q))→ Γ(x). As follows from the considerations of [22] (see there Appendix
B) and [29] this limit is uniform over the compact domains excluding poles similar to (25)
for real q → 1− and complex x away from the poles. The arguments of [29] show that
this property is preserved even for complex q, provided it approaches 1 with the angle
away from ±π/2, which is satisfied in our case, since this angle is proportional to δ. This
uniformity will be very useful for consideration of such a limit for hyperbolic integrals.
Using the modular transformation rule η(−1/τ) = √−iτ η(τ) for the Dedekind eta-
function (18), we find
(q˜; q˜)∞
(q; q)∞
= e
pii
12
(
ω2
ω1
+
ω1
ω2
)(
−iω1
ω2
) 1
2
=
δ→0+
e
pii
12 . (30)
Note that for δ → 0+ one has q˜ = q + O(δ2), but formal substitution of this relation
to (q˜; q˜)∞ in (30) and termwise cancellation of the individual multipliers in the ratio of
infinite products of interest yields 1, instead of the nontrivial phase factor e
pii
12 .
Finally, we come to the leading asymptotics
γ(u;ω1, ω2) =
δ→0+
e
pii
12 (4πδ)ix−1Γ(x, n), (31)
where Γ(x, n) is the complex gamma function defined in (20). This result was presented
first in [4] without any derivation details and rigorous justifications. Recalling definition
(6), we obtain
γ(2)(i
√
ω1ω2(n+ xδ);ω1, ω2) =
δ→0+
e
pii
2
n2(4πδ)ix−1Γ(x, n),
√
ω1
ω2
= i + δ, (32)
where n ∈ Z, x ∈ C. Thus in this limit the function γ(2)(u;ω) starts to blow up around a
special discrete set of points of the argument u passing through the whole complex place
along a particular line.
Note that the choice b = −i is equivalent to (27): the ansatz b := −i + δ, δ < 0, yields
for δ → 0− the same limit as in (32) and leads to results identical to the ones described
below for (27).
3. General complex beta integral (ω1 = −ω2)
We are going to apply the limit considered in the previous section to an integral of the
form ∫ i∞
−i∞
∆(z)
dz
i
√
ω1ω2
=
∫ i∞
−i∞
∆(
√
ω1ω2x)
dx
i
, x =
z√
ω1ω2
, (33)
where ∆(z) is a product of γ(2)(u;ω1, ω2) functions. Here we assume that these integrals
converge when the integration contour is taken as the imaginary axis for both integration
variables z and x, i.e. the integration contour can be rotated by the angle arg
√
ω1ω2.
THE ENDLESS BETA INTEGRALS 9
The function γ(2)(u;ω) is uniform, i.e. we can scale all variables and it does not change
the form of this function,
γ(2)(λu;λω1, λω2) = γ
(2)(u;ω1, ω2), λ 6= 0,
Therefore we can fix the product ω1ω2 to be any nonzero number. E.g. in the quantum
Liouville theory the standard normalization is ω1ω2 = 1, or ω1 = b, ω2 = b
−1 [11, 18, 31],
which corresponds to the choice λ = 1/
√
ω1ω2.
First, we rewrite this integral as an infinite sum∫ i∞
−i∞
∆(
√
ω1ω2 x)
dx
i
=
∑
N∈Z
∫ i(N+1/2)
i(N−1/2)
∆(
√
ω1ω2 x)
dx
i
=
∑
N∈Z
∫ N+1/2
N−1/2
∆(i
√
ω1ω2 x)dx =
∑
N∈Z
∫ 1/2
−1/2
∆(i
√
ω1ω2(N + x))dx.
In the last two steps we changed the variable x→ ix with the subsequent shift x→ x+N .
Now we parametrise x = yδ, δ > 0, and take the limit δ → 0+. Then we have
lim
δ→0
∑
N∈Z
∫ 1/2
−1/2
∆(i
√
ω1ω2(N + x))dx =
∑
N∈Z
lim
δ→0
∫ 1/2δ
−1/2δ
δ∆(i
√
ω1ω2(N + yδ))dy.
At this step we changed the order of taking the infinite sum and the limit in the parameter.
Since the integration contour becomes the noncompact real axis (−∞,∞), we need again
the uniform convergence of the limit (25) in order to justify these formal computations.
Next, taking the limit inside of all definite integrals, we obtain∑
N∈Z
∫ ∞
−∞
[
lim
δ→0
δ∆(i
√
ω1ω2(N + yδ))
]
dy. (34)
So, the behaviour of the initial integral (33) for δ → 0 is determined by the asymptotics
of integrands in (34), provided they are well defined.
Now we apply this reasoning to the beta integral (4). Besides taking the integration
variable in the above mentioned form
z = i
√
ω1ω2(N + δy), y ∈ C, N ∈ Z+ ν, ν = 0, 1
2
, (35)
where δ is taken to 0+, we scale also the parameters gk according to the same rule,
gk = i
√
ω1ω2(Nk + δak), ak ∈ C, Nk ∈ Z+ ν, ν = 0, 1
2
, (36)
where ak and Nk satisfy the constraints
6∑
k=1
ak = −2i,
6∑
k=1
Nk = 0, (37)
following from the balancing condition (5). Note the appearance of a new discrete pa-
rameter ν = 0, 1
2
in formulas (35) and (36). It emerges from the fact that only the sums
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N +Nk or the differences N −Nk should be integers in the arguments of the hyperbolic
gamma functions, as required in the limit (32). Considerations given in the derivation
of formula (34) remain valid after the replacement of N by N + ν, ν = 0, 1
2
, i.e. we can
replace summations over N ∈ Z by the sums over N ∈ Z+ ν.
In terms of the integration variable x = z/
√
ω1ω2 the original integrand asymptotics
(11) for x → ±i∞ takes the form e−12πδ|x|, i.e. for finite δ the integral does converge.
However, for δ → 0+ is starts to diverge and we need to estimate the rate of this divergence.
Inserting parametrisations (35) and (36) in (4), and recalling the asymptotics (32), we
find the limiting relations
6∏
k=1
γ(2)(gk ± z;ω)→ (−1)
2ν
(4πδ)8
6∏
k=1
Γ(ak + y,Nk +N)Γ(ak − y,Nk −N),
∏
1≤j<k≤6
γ(2)(gj + gk;ω)→ (−1)
2ν
(4πδ)5
∏
1≤j<k≤6
Γ(aj + ak, Nj +Nk),
γ(2)(±2z;ω)→ (−1)
2ν
(4πδ)2
Γ(N + iy)
Γ(1 +N − iy)
Γ(−N − iy)
Γ(1−N + iy) =
(4πδ)−2
y2 +N2
. (38)
Collecting all the multipliers and cancelling the diverging factor (4πδ)−5 on both sides of
the equality (4), we obtain our key complex beta integral:
1
8π
∑
N∈Z+ν
∫ ∞
−∞
(y2 +N2)
6∏
k=1
Γ(ak ± y,Nk ±N)dy =
∏
1≤j<k≤6
Γ(aj + ak, Nj +Nk), (39)
where
∑6
k=1 ak = −2i,
∑6
k=1Nk = 0, and
Γ(x1 ± x2, n1 ± n2) := Γ(x1 + x2, n1 + n2)Γ(x1 − x2, n1 − n2) .
Here we have the variables Nk, N ∈ Z + ν, ν = 0, 12 , so that their sums or differences
take integer values. Again, this formula contains 14 generalized gamma functions on the
left-hand side and 15 such gamma functions on the right-hand side.
Formal poles of the integrands in (39) are located at the points
y(1)p ∈ {i(N +Nk)− ak + 2iℓ1}, y(2)p ∈ {−i(Nk −N) + ak − 2iℓ2}, ℓ1, ℓ2 ∈ Z≥0,
and the corresponding formal zeros are
y(1)z ∈ {−2i− i(Nk +N)− ak − 2iℓ3}, y(2)z ∈ {2i+ i(Nk −N) + ak +2iℓ4}, ℓ3, ℓ4 ∈ Z≥0.
The sets y
(1)
p and y
(2)
z (or y
(2)
p and y
(1)
z ) may overlap only if simultaneously Re(ak) = 0
and Im(ak) ∈ Z. Let us demand that Im(ak) /∈ Z/{0} and discuss the special case of real
ak separately. Analyzing the overlap of y
(1)
p with y
(1)
z jointly with the overlap of y
(2)
p with
y
(2)
z , leading to cancellations of poles and zeros, we come to the conclusion that for any
N true poles on the integrand are located at
ypoles ∈ {i|N +Nk| − ak + 2iℓ1,−i|N −Nk|+ ak − 2iℓ2}, ℓ1, ℓ2 ∈ Z≥0. (40)
THE ENDLESS BETA INTEGRALS 11
Therefore for the choice Im(ak) < 0 (which follows from the conditions Re(gk/
√
ω1ω2) >
0 and δ → 0+) the real axis separates sequences of poles going to infinity upwards from
the ones falling down and the derived formula is true under these conditions. As to the
case ak ∈ R, we can perform analytical continuation. Namely, we deform the contour of
integration slightly below the real axis in such a way that for Im(ak) = 0 no poles emerge
on the integration contour and the formula remains true in this case as well.
For ν = 0 the functions of the type standing in the left-hand side of (39) appeared
for the first time in Naimark’s investigation of the representation theory of the Lorentz
group SL(2,C) [25]. In particular, for ak ∈ R one deals with the unitary principal series
representation of this group. In the modern time, continuation of the investigation of
such functions has been launched by Ismagilov [19], who constructed 6j-symbols for the
SL(2,C) group (for a verification of his result reached via a different approach, see [10]).
As shown in [8] (see there Appendix B), a particular subcase of relation (39) (see details
below) corresponds to the Mellin-Barnes representation of the complex beta integral (23),
which is equivalent to identity (19) initially considered in [17]. The first understanding
that such mathematical structures emerge as a special limit of q-hypergeometric func-
tions defined with the help of Faddeev’s modular quantum dilogarithm, or the hyperbolic
gamma function, was reached in [4]. Thus, joint efforts of the works [19] and [4, 8] have
shown that the representation theory of Faddeev’s modular double [16] comprises the rep-
resentation theory of the SL(2,C) group. A rigorous consideration of the Hilbert space
aspects of this class of special functions of hypergeometric type is given in [24]. Another
recent related study can be found in [23].
The class of functions emerging for ν = 1/2 is a new one and its group-theoretical
understanding is still missing. For the first time existence of such a nontrivial additional
discrete parameter was noticed in [37] in the investigation of elliptic hypergeometric func-
tions related to the lens space, where the choice ν = 1/2 resulted in the discovery of a
novel class of q-special functions. A similar situation holds true for the rarefied hyper-
bolic functions described above (13) [32]. Existence of the discrete variable ν = 1/2 in
the Mellin-Barnes type representation of complex hypergeometric integrals was noticed
first in [9].
As shown in [36], the original hyperbolic beta integral evaluation formula (4) can be
represented in the star-triangle form useful for solving the Yang-Baxter equation [6].
Therefore its limiting relation we have derived (39) also can be written in this attractive
form which is useful for solvable models in statistical mechanics. A special case of identity
(4) corresponding to ν = 0 and a reduced number of discrete parameters Nk appeared
first in [21] exactly in the form of the star-triangle relation.1
1After presenting relation (39) at the Nordita conference in June 2019, there appeared the work
by Derkachov and Manashov [7] where it was independently derived (as well as its substantially more
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Beta integrals play a key role in the construction of symmetry transformations for
higher order hypergeometric functions of the corresponding type. At the top elliptic level
such consequences of identity (3) were considered in [34] and in a more general setting
in [37, 38]. Let us derive symmetry transformations for the top complex hypergeometric
function generalizing the Euler-Gauss 2F1-function by reducing such transformations for
an elliptic hypergeometric function.
4. Transformation rule I
Consider the V -function, an elliptic analogue of the Euler-Gauss hypergeometric func-
tion [35],
V (t1, . . . , t8; p, q) =
(p; p)∞(q; q)∞
4πi
∫
T
∏8
a=1 Γ(taz
±1; p, q)
Γ(z±2; p, q)
dz
z
, (41)
where the parameters satisfy the constraints |ta| < 1 and the balancing condition
∏8
a=1 ta =
p2q2. This function has theW (E7) Weyl group symmetry transformations, whose key gen-
erating relation has been established in [34]:
V (t1, . . . , t8; p, q) =
∏
1≤j<k≤4
Γ(tjtk; p, q)
∏
5≤j<k≤8
Γ(tjtk; p, q) V (s1, . . . , s8; p, q), (42)
where
sj = ρ
−1tj, sj+4 = ρtj+4, j = 1, 2, 3, 4, ρ =
√
t1t2t3t4
pq
=
√
pq
t5t6t7t8
. (43)
Consider the function Ih(g) defined by the integral
Ih(g) =
∫ i∞
−i∞
∏8
j=1 γ
(2)(gj ± z;ω1, ω2)
γ(2)(±2z;ω1, ω2)
dz
2i
√
ω1ω2
, (44)
with gj satisfying the conditions Re(gj) > 0 and
8∑
j=1
gj = 2Q, Q := ω1 + ω2. (45)
This is the most general hyperbolic analogue of the Euler-Gauss hypergeometric 2F1-
function satisfying a second order difference equation. It represents a one-parameter
extension of the function built in [30].
complicated multidimensional version) by a completely different method. Namely, our identity (39)
corresponds to the choice N = 2 in formulas (3.7) and (3.8) in [7] (formula (3.8) was obtained from (3.7)
after applying the reflection formula (22) to the Γ-functions depending on x6 with a small typo on the
right-hand side, where 2N + 3 should be replaced by 2N + 1). The difference in the sign factors on the
right-hand sides emerges from different representations of the product of complex gamma functions in
the kernel denominator (38). Since the star-triangle relation form of (39) was considered in detail in [7],
we skip its discussion here.
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Applying the hyperbolic degeneration limit (12) to the transformation rule (42), one
comes to the following relation [5]
Ih(g) =
∏
1≤j<k≤4
γ(2)(gj + gk;ω1, ω2)
∏
5≤j<k≤8
γ(2)(gj + gk;ω1, ω2) Ih(λ) , (46)
where
λj = gj + ξ, λj+4 = gj+4 − ξ, j = 1, 2, 3, 4, ξ = 1
2
(ω1 + ω2 −
4∑
j=1
gj). (47)
As a next step, let us take the parametrisations (27), (35) and (36) of variables in (46)
and consider the limit δ → 0+. The balancing condition (45) passes to the following
constraints
8∑
k=1
ak = −4i, ak ∈ C,
8∑
k=1
Nk = 0, Nk ∈ Z+ ν, ν = 0, 1
2
. (48)
This leads to the parametrisation
ξ
i
√
ω1ω2
= −L
2
+ δ
(
−i− X
2
)
, X :=
4∑
j=1
aj, L :=
4∑
j=1
Nj . (49)
Using considerations of the previous section, now it is straightforward to see that the
asymptotic formula (32) allows the δ → 0+ reduction of identity (46) to the following
symmetry transformation relation
∑
N∈Z+ν
∫ ∞
−∞
(y2 +N2)
8∏
k=1
Γ(ak ± y,Nk ±N)dy
= (−1)L
∏
1≤j<k≤4
Γ(aj + ak, Nj +Nk)
∏
5≤j<k≤8
Γ(aj + ak, Nj +Nk)
×
∑
N∈Z+µ
∫ ∞
−∞
(y2 +N2)
4∏
k=1
Γ(ak ± y − 12X − i, Nk ±N − 12L)
×
8∏
k=5
Γ(ak ± y + 12X + i, Nk ±N + 12L)dy, (50)
where the balancing condition (48) holds true. Here the simultaneous choice of the in-
tegration contours as the real axis is valid under the constraints Im(ak) < 0 for all k
together with Im(ak − 12X) < 1, k = 1, 2, 3, 4, and Im(ak + 12X) < −1, k = 5, 6, 7, 8. In
this relation we have two discrete parameters ν, µ = 0, 1
2
. If the integer L is even, then
one has µ = ν. If L is an odd integer, then µ 6= ν. This is completely similar to the
W (E7) group generating transformation for the rarefied elliptic hypergeometric function
derived in [37] (see also [38]). Analytical continuation of the functions standing in (50)
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to other domains of parameters can be reached by proper deformations of the integration
contours.
5. Transformation rule II
The second type of identities follows from (42) after a group action composition,
V (t1, . . . , t8; p, q) =
4∏
j,k=1
Γ(tjtk+4; p, q) V
(
T 1/2
t1
, . . . , T
1/2
t4
, U
1/2
t5
, . . . , U
1/2
t8
; p, q
)
, (51)
where T = t1t2t3t4 and U = t5t6t7t8. The hyperbolic degeneration limit (12 for integrals
described in the previous sections reduces (51) to the following identity for Ih(g) function
Ih(g) =
4∏
j,k=1
γ(2)(gj + gk+4;ω) Ih(G− g1, . . . , G− g4, Q−G− g5, . . . , Q−G− g8), (52)
where G := 1
2
∑4
j=1 gj and Q = ω1 + ω2.
Let us apply a further degeneration limit to the complex hypergeometric integrals. For
ak and Nk satisfying the balancing condition (48), we denote
Y1 =
4∑
j=1
aj , L1 =
4∑
j=1
Nj, Y2 =
8∑
j=5
aj , L2 =
8∑
j=5
Nj , (53)
so that Y1+ Y2 = −4i, L1+L2 = 0. Now the asymptotic relation (32) and the arguments
given in previous sections reduce (52) to
∑
N∈Z+ν
∫ ∞
−∞
(y2 +N2)
8∏
k=1
Γ(ak ± y,Nk ±N)dy = (−1)L1
4∏
j,k=1
Γ(aj + ak+4, Nj +Nk+4)
×
∑
N∈Z+µ
∫ ∞
−∞
(y2 +N2)
4∏
k=1
Γ(1
2
Y1 − ak ± y, 12L1 −Nk ±N)
×
8∏
k=5
Γ(1
2
Y2 − ak ± y, 12L2 −Nk ±N)dy. (54)
Here we have µ = ν for even integers L1 (and, so, even L2 as well), whereas µ 6= ν for
odd L1. The contours of integration can be taken as the real axis, provided imaginary
parts of the continuous parameters entering arguments of the complex gamma functions
in (54) are negative.
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6. Transformation rule III
The third form of the symmetry transformation for the V -function follows from equating
right-hand side expressions in (42) and (51),
V (t1, . . . , t8; p, q) =
∏
1≤j<k≤8
Γ(tjtk; p, q) V
(√
pq
t1
, . . . ,
√
pq
t8
; p, q
)
. (55)
The hyperbolic degeneration limit (12) brings the following relation for the Ih(g) function
Ih(g) =
∏
1≤j<k≤8
γ(2)(gj + gk;ω1, ω2) Ih (λ) , λj =
ω1 + ω2
2
− gj. (56)
Now we use the parametrisation (27), (35) and (36), and consider the δ → 0+ limit (32).
Then we have again the balancing condition (48) and the relation
ω1 + ω2
2
− gk = i√ω1ω2(−Nk + δ(−ak − i)) +O(δ2), k = 1, . . . , 8. (57)
As a result of the same steps as in previous cases, we obtain the formula
∑
N∈Z+ν
∫ ∞
−∞
(y2 +N2)
8∏
k=1
Γ(ak ± y,Nk ±N)dy =
∏
1≤j<k≤8
Γ(aj + ak, Nj +Nk)
×
∑
N∈Z+ν
∫ ∞
−∞
(y2 +N2)
8∏
k=1
Γ(−i− ak ± y,−Nk ±N)dy, (58)
where −1 < Im(ak) < 0.
7. Limiting case of the beta integral I
The beta integral (4) can serve as a source of many other calculable integrals with a
smaller number of the hyperbolic gamma functions in the kernel. To derive them one
should take to infinity some of the parameters gk in a smart way and use the asymptotic
behaviour (9) and (10). Here we will consider a couple of examples.
Let us set in (4)
gj = fj + iξ, gj+3 = hj − iξ, j = 1, 2, 3,
3∑
j=1
(fj + hj) = Q, (59)
and also shift the integration variable z → z − iξ. Now we take the limit ξ → ∞ using
the asymptotics (9) and (10) and obtain∫ i∞
−i∞
3∏
j=1
γ(2)(fj + z;ω)γ
(2)(hj − z;ω) dz
i
√
ω1ω2
=
3∏
j,k=1
γ(2)(fj + hk;ω). (60)
Let us apply now the parametrisation (27) and set in (60)
fj = i
√
ω1ω2(Nj + δsj), hj = i
√
ω1ω2(Mj + δtj), j = 1, 2, 3, (61)
16 GOR A. SARKISSIAN AND VYACHESLAV P. SPIRIDONOV
and z = i
√
ω1ω2(N + δy), where N,Nj,Mj ∈ Z + ν, ν = 0, 12 . As a result, the balancing
condition takes the form
3∑
j=1
(Nj +Mj) = 0,
3∑
j=1
(sj + tj) = −2i.
In the limit δ → 0+, using the arguments of previous sections and formula (32), one can
see that relation (60) reduces to
i2ν
4π
∑
N∈Z+ν
∫ i∞
−i∞
3∏
j=1
Γ(sj + y,N +Nj)Γ(tj − y,N −Mj)dy
=
3∏
j,k=1
Γ(sj + tk, Nj +Mk). (62)
For ν = 0 this identity was obtained earlier in [4] for special values of Nj,Mj and in [8]
it was derived for general Nj ,Mj. As shown in the latter paper, for ν = 0 this is nothing
else than the Mellin-Barnes representation of the general complex star-triangle relation
(23). The case ν = 1/2 of formula (62) defines a new complex beta integral.
8. Limiting case of the beta integral II
Consider now the following limit in the identity (4)
g5 → i∞, g6 = Q− g5 −
4∑
j=1
gj → −i∞.
Using the asymptotics (9) and (10), we come to the hyperbolic analogue of the Askey-
Wilson q-beta integral established by Ruijsenaars [30]
∫ i∞
−i∞
∏4
k=1 γ
(2)(gk ± z;ω)
γ(2)(±2z;ω)
dz
2i
√
ω1ω2
=
∏
1≤j<k≤4 γ
(2)(gj + gk;ω)
γ(2)(
∑4
k=1 gk;ω)
. (63)
Setting
gk
i
√
ω1ω2
= Nk + δak, k = 1, 2, 3, 4,
z
i
√
ω1ω2
= N + δy, (64)
and using the same limit δ → 0+ as before (32), one can see that (63) reduces to
1
8π
∑
N∈Z+ν
∫ ∞
−∞
(y2 +N2)
4∏
k=1
Γ(ak ± y,Nk ±N)
= (−1)2ν
∏
1≤j<k≤4Γ(aj + ak, Nj +Nk)
Γ(
∑4
k=1 ak,
∑4
k=1Nk)
. (65)
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For ν = 0 (i.e. for integer values of N) and all Nk = 0 this relation was obtained in [26]
(with the contradiction that instead of our 1/8π factor on the left-hand side there stands
1/4π2).2
9. Limiting case of the transformation rules I
Obviously, the same limiting transitions can be performed also for the transformation
rules (46), (52), and (56). In this way we will obtain a number of new relations between
integrals with a smaller number of hyperbolic gamma functions. Let us apply this pro-
cedure to the last rule (56). It is straightforward to do the same with relations (46) and
(52), but we skip them for brevity. So, consider the limit
g7 → i∞, g8 = 2Q−
6∑
j=1
gj − g7 → −i∞
in (56). As a result we obtain∫ i∞
−i∞
∏6
j=1 γ
(2)(gj ± z;ω)
γ(2)(±2z;ω) dz =
1
γ(2)(G−Q;ω)
×
∏
1≤j<k≤6
γ(2)(gj + gk;ω)
∫ i∞
−i∞
∏6
j=1 γ
(2)(g˜j ± z;ω)
γ(2)(±2z;ω) dz, (66)
where
g˜j =
1
2
Q− gj, j = 1, . . . , 6, G =
6∑
j=1
gj, Q = ω1 + ω2. (67)
Taking the parametrisation of variables (28), (35), and (36), we also have
G−Q
i
√
ω1ω2
=
6∑
k=1
Nk + δ
( 6∑
k=1
ak + 2i
)
+O(δ2).
Now, in the limit δ → 0+ we use formula (32), and then relation (66) reduces to3
∑
N∈Z+ν
∫ ∞
−∞
(y2 +N2)
6∏
j=1
Γ(aj ± y,Nj ±N)dy
= (−1)2ν
∏
1≤j<k≤6Γ(aj + ak, Nj +Nk)
Γ(
∑6
j=1 aj + 2i,
∑6
j=1Nj)
×
∑
N∈Z+ν
∫ ∞
−∞
(y2 +N2)
6∏
j=1
Γ(−i− aj ± y,−Nj ±N)dy, (68)
2 Exactly the same relation (65) was obtained also independently in [7] as formula (2.3b) for N = 2.
3 This formula corresponds to the choice n = m = 1 in formula (6.7) in [7].
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where we assume that the contours of integration are either real axes for −1 < Im(ak) < 0
or their proper deformations allowing analytical continuations of the functions on both
sides in the variables ak.
10. Limiting case of transformation rules II
For deriving another symmetry transformation, we replace in (56)
gj → gj + iξ, gj+4 = fj − iξ, j = 1, . . . , 4, z → z − iξ.
The balancing condition takes the form
∑4
j=1(fj + gj) = 2Q. After taking the limit
ξ → +∞, we come to the identity
∫ i∞
−i∞
4∏
j=1
γ(2)(fj + z;ω)γ
(2)(gj − z;ω)dz =
4∏
j,k=1
γ(2)(gj + fk;ω)
×
∫ i∞
−i∞
4∏
j=1
γ(2)(1
2
Q− fj + z;ω)γ(2)(12Q− gj − z;ω)dz. (69)
Now we take the parametrisation (28), (35) jointly with
gj
i
√
ω1ω2
= Nj + δsj,
fj
i
√
ω1ω2
= Mj + δtj , j = 1, 2, 3, 4. (70)
The balancing condition takes the form
4∑
j=1
(Nj +Mj) = 0,
4∑
j=1
(sj + tj) = −4i. (71)
In the limit δ → 0+, in the same way as in many cases before, equation (69) yields the
following identity
∑
N∈Z+ν
∫ i∞
−i∞
4∏
k=1
Γ(sk + y,Nk +N)Γ(tk − y,Mk −N)dy
= (−1)
∑4
k=1Nk
4∏
j,k=1
Γ(sj + tk, Nj +Mk) (72)
×
∑
N∈Z+ν
∫ i∞
−i∞
4∏
k=1
Γ(−i− tk + y,N −Mk)Γ(−i− sk − y,−N −Nk)dy.
After resolving the balancing condition in favor of f4,
f4 = 2Q− g4 −
3∑
k=1
(fk + gk),
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and taking the limit g4 → i∞ in (69), we obtain:∫ i∞
−i∞
e
piiz
ω1ω2
(Q−
∑3
k=1(fk+gk))
3∏
k=1
γ(2)(gk + z;ω)γ
(2)(fk − z;ω)dz
= e
pii
2ω1ω2
(Q
∑3
k=1(fk−gk)+2
∑
1≤j<k≤3(gjgk−fjfk))
∏3
j,k=1 γ
(2)(gj + fk;ω)
γ(2)(
∑3
k=1(gk + fk)−Q;ω)
×
∫ i∞
−i∞
e
piiz
ω1ω2
(−2Q+
∑3
k=1(gk+fk))
3∏
k=1
γ(2)(1
2
Q− fk + z;ω)γ(2)(12Q− gk − z;ω)dz. (73)
Taking the same parametrization (28), (35) and (70), the limit δ → 0+ yields the identity4
∑
N∈Z+ν
(−1)N−ν
∫ ∞
−∞
3∏
k=1
Γ(y + sk, N +Nk)Γ(−y + tk,Mk −N)dy
=
(−1)
∑3
k=1(Nk+Mk)
∏3
k,j=1Γ(sk + tj , Nk +Mj)
Γ(
∑3
k=1(sk + tk) + 2i,
∑3
k=1(Nk +Mk))
(74)
×
∑
N∈Z+ν
∫ ∞
−∞
(−1)N−ν
3∏
k=1
Γ(y − i− tk, N −Mk)Γ(−y − i− sk,−N −Nk)dy.
It is easy to see that for ν = 1/2 this formula is identical with the ν = 0 case after
replacing Nk by Nk − 1, i.e. the parameter ν becomes redundant. As usual, the contours
of integration separate sequences of poles of the integrands going upwards from the ones
falling down.
11. A new degeneration of the hyperbolic gamma function (ω1 = ω2)
Now we consider the limit ω2 → ω1, or b→ 1 corresponding to the central charge c = 25
(the case b → −1 is equivalent to it and we skip it). In this case for generic values of u,
the hyperbolic gamma function (7) (or (6)) remains a well defined meromorphic function
of u. However, for special choices of u we have a divergence which we describe below.
Namely, we take small δ > 0 and set
b =
√
ω1
ω2
= 1 + iδ. (75)
As a consequence, Q = ω1 + ω2 = 2
√
ω1ω2 +O(δ
2) and√
ω2
ω1
= 1− iδ +O(δ2), ω1
ω2
= 1 + 2iδ − δ2, ω2
ω1
= 1− 2iδ +O(δ2).
Also we parametrise the argument u in (26) as
u =
√
ω1ω2(n+ yδ), n ∈ Z, y ∈ C, (76)
4This identity was also obtained in [7], see there formula (6.6) for n = m = 1.
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and consider the limit δ → 0+. For infinite products entering (26) we have
(e
2πi u
ω2 ; e
2πi
ω1
ω2 )∞ = (q
n−iy
2
+O(log q); q)∞ =
(q; q)∞(1− q)1+−n+iy2 +O(log q)
Γq
(
n−iy
2
+O(log q)
) ,
where q = e−4πδ(1+iδ/2). Analogously,
(e
2πi u
ω1 e
−2πi
ω2
ω1 ; e
−2πi
ω2
ω1 )∞ = (q˜
1−n+iy
2
+O(log q˜); q˜)∞ =
(q˜; q˜)∞(1− q˜)n+iy2 +O(log q˜)
Γq˜
(
1− n+iy
2
+O(log q)
) ,
where
q˜ = e
−4πδ
1+ 12 δ
(1+iδ)2 .
As a result we obtain,
γ(u;ω1, ω2) =
Γq
(
n−iy
2
+O(log q)
)
Γq˜
(
1− n+iy
2
+O(log q˜)
) (q˜; q˜)∞
(q; q)∞
(1− q˜)n+iy2 +O(log q˜)
(1− q)1+−n+iy2 +O(log q)
.
Using the modular transformation rule for the Dedekind eta-function, we find
(q˜; q˜)∞
(q; q)∞
= e
pii
12
(
ω2
ω1
+
ω1
ω2
)(
−iω1
ω2
) 1
2
=
δ→0+
e−
pii
12 . (77)
Finally, applying the strong limit Γq(x+O(log q))→ Γ(x) for q → 1, which is uniform on
compacta [22,29], and combining all factors together, we come to the leading asymptotics
γ(u;ω1, ω2) =
δ→0+
e−
pii
12 (4πδ)n−1
(
1− n + iy
2
)
n−1
, (a)n :=
Γ(a+ n)
Γ(a)
, (78)
where (a)0 = 1 and
(a)n =
{
a(a+ 1) · · · (a + n− 1), for n > 0,
1
(a− 1)(a− 2) · · · (a+ n) , for n < 0,
is the standard Pochhammer symbol. For function (6) this yields
γ(2)(u;ω1, ω2) =
δ→0+
e−
pii
2
(n−1)2(4πδ)n−1
(
1− n+ iy
2
)
n−1
.
Since here n is an arbitrary integer, we can shift n → n + 1 in this formula, which
noticeably simplfies its form
γ(2)
(√
ω1ω2(n+ 1 + yδ);ω
)
=
δ→0+
e−
pii
2
n2(4πδ)n
(1− n− iy
2
)
n
,
√
ω1
ω2
= 1 + iδ, (79)
where n ∈ Z, y ∈ C. This is a new degeneration limit for the hyperbolic gamma function
or the Faddeev modular quantum dilogarithm. In this case the function γ(2)(u;ω) starts
either to vanish or to blow up around a special discrete set of points of the argument u
passing through the whole complex plane along a particular line. This is partially similar
to the picture taking place for ω1 + ω2 → 0, but the direction of the corresponding line
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on the complex plane is different. We postpone consideration of the consequences of such
a degeneration for hyperbolic beta integrals and its possible applications to a later work.
12. Conclusion
In the present paper we have performed a rigorous and complete analysis of the degener-
ation of hyperbolic integrals to the complex hypergeometric functions in the Mellin-Barnes
representation, which was noticed for the first time in [4]. The limit ω1 + ω2 → 0 corre-
sponds to b → ±i in the context of 2d Liouville quantum field theory (which is related
to the p → ∞ limit of minimal models leading to the central charge value c = 1 [31]).
Additionally, we have discovered a new nontrivial degeneration of the hyperbolic gamma
function, or Faddeev’s modular quantum dilogarithm, in the limit ω1 → ω2, which corre-
sponds to b→ ±1 for the Liouville theory leading to the central charge c = 25. It would
be interesting to investigate applications of our formulas in the context of fusion matrices
of the corresponding two-dimensional quantum field theories.
Another interesting application should emerge within the theory of Painleve´ transcen-
dents. Namely, as follows from the analysis of c = 1 conformal blocks in [18], the de-
generation of the function standing in the left-hand side of the identity (50) to the one
in (68) should define the fusion matrix of interest with a direct relation to a particular
tau-function of the Painleve´-VI function. Similar question can be raised for the c = 25
conformal blocks and their manifestations for the Painleve´ equations.
The third application in the quantum field theory is expected to emerge in the topo-
logical field theory. Namely, one can extend considerations of [20] and realize the corre-
sponding Pachner moves using the unusual integral identities derived by us.
From the point of view of representation theory of the complex group SL(2,C), it
is necessary to clarity the group-theoretical meaning of the parameter value ν = 1/2,
showing very interesting phenomena [37]. In this context, one of the unsolved problems
is the inversion of the Mellin-Barnes form of our functions – infinite bilateral sums of
integrals standing in identities (39), (50), etc – to the integrals over complex planes of the
type (19) and (23). For ν = 0 some examples of such conversions are given in [8, 10, 19].
However, for ν = 1/2 it is not clear how it can be performed yet.
There are also applications to integrable systems. Namely, since hyperbolic beta inte-
grals serve as measures of the orthogonality relations for wave functions of the Ruijsenaars
type many body systems [30], one can consider what happens with them in the taken
limits. In particular, this requires construction of proper generalizations of the hyperge-
ometric equation to a finite-difference equation for the function standing in the left-hand
side of equality (50). As another manifestation in integrable systems, it is straightfor-
ward to build the corresponding solution of the Yang-Baxter equation just by appropriate
degeneration of the results of [6] (or, in a more general setting, the results of [38]).
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Obviously, the degenerations similar to the one we considered in the present paper for
the most general univariate hyperbolic beta integral and symmetry transformations for
the corresponding analogue of the Euler-Gauss hypergeometric function can be applied to
the rarefied hyperbolic integrals associated with the general lens space [32]. In particular,
the first task would be to consider the most general way of approaching the unit circle
simultaneously by q and q˜ in the rarefied q-beta integral (13).
Finally, we have presented the degeneration hierarchy only for the simplest identities for
elliptic hypergeometric integrals [33,35] and one can extend our approach to all relations
between multidimensional integrals of such type established to the present moment.
Acknowledgements. We thank T. H. Koornwinder and E. M. Rains for explanations
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