A new fast multipole formulation for solving elliptic PDEs on unbounded domains and its parallel implementation are presented. This method formally discretizes the PDE on an infinite Cartesian grid, and then solves the corresponding difference equations. In the analog to solving continuous inhomogeneous differential equations using Green's functions, the proposed method uses the fundamental solution of the discrete operator on an infinite grid, or lattice Green's function. Fast solutions O(N ) are achieved by using a kernel-independent interpolation-based fast multipole method. Unlike other fast multipole algorithms, our approach exploits the regularity of the underlying Cartesian grid and the efficiency of FFTs to reduce the computation time. Our parallel implementation allows communications and computations to be overlapped and requires minimal global synchronization. The accuracy, efficiency, and parallel performance of the method are demonstrated through numerical experiments on the discrete 3D Poisson equation.
Introduction
Numerical simulations of physical phenomena often require fast solutions to linear, elliptic PDEs with constant coefficients on unbounded domains. Grid-based methods typically approximate free-space boundary conditions by large computational domains and imposing approximate Dirichlet or Neumman boundary conditions. Such techniques increase the number of computational elements and often employ solvers that are less efficient than those used on regular grids (FFT techniques, multigrid, etc.). In contrast, many particle-methods have efficient nodal distributions and are able to satisfy freespace boundary conditions automatically. Recent developments in kernelindependent fast multipole methods (FMMs) [1, 2, 3, 4, 5, 6 ] have allowed such particle-methods to achieve fast solutions for a wide range of physical problems. The present method attempts to combine some attractive features of grid-based methods (FFT techniques, efficient data structures, etc.) with particle-methods (efficient nodal distribution, fast free-space solvers, etc.) in order to achieve fast solutions for system of difference equations on unbounded domains.
Our formulation formally discretizes the PDE on an infinite Cartesian grid. The infinite grid is then made finite by removing cells that contain negligible source strength. Solutions to the difference equations are obtained through the convolution of the fundamental solution of the discrete operator with the source terms of the difference equation [7, 8, 9, 6] . The fundamental solution of the various discrete operators, often referred to as lattice Green's functions (LGFs), have been studied in various fields, such as random walks [10] , crystal physics [11] , modeling in quantum physics [12] , and numerical analysis [13] . Although LGFs have been extensively studied, they have rarely been used for solving large systems of inhomogeneous difference equations (exceptions include 2D problems [14, 9, 6] ).
We are particularly interested in using fast LGF algorithms to solve difference equations obtained from numerical discretization schemes that enforce discrete conservation laws. In such cases, physical fidelity is achieved through accurate solutions to the discrete equations, and not necessarily the original PDE. Examples of these discretization techniques include finite-volume methods, mimetic schemes, covolume methods, and discrete calculus methods. It is beyond the scope of this paper to provide a detailed description of these methods and their applications, instead we refer the reader to the recent review article [15] and the works included in [16] .
Expressions for
LGFs can be readily obtained in the form of Fourier integrals, but it is generally difficult to reduce the integral representations to expressions only involving a few elementary functions [17, 18] . Procedures for obtaining the asymptotic expansions of LGFs have been developed in [19, 20, 8] . Despite the availability of asymptotic expansions, such expressions are typically more complicated than the Green's functions of their analogous continuous operators.
Solving the system of difference equations using LGFs requires evaluating discrete convolutions of the form
K(x i , y j )f (y j ), i = 0, 1, . . . , N − 1,
where K(x i , y j ) is the kernel describing the influence of a source located at y j with strength f (y j ) has on the field u(x) at location x i . For the case of M = N , the straightforward approach to evaluate Eq. 1 requires O(N 2 ) operations. There are several techniques for evaluating Eq. 1 in O(N ) or O(N log N ) operations. A few of these techniques are FMMs, FFT-based methods, particle-in-cell methods, particle-mesh methods, multigrid techniques, multilevel local-correction methods, and hierarchical matrix techniques. In the interest of brevity, a literature review of all the methods related to the fast evaluation of Eq. 1 is omitted; instead we focus our attention on FMMs.
The performance of FMMs relies on the existence of a compressed, or low-rank, representation of the far-field behavior of K(x, y) that can be used to evaluate Eq. 1 to a prescribed tolerance. Classical fast multipole methods [21, 22] require analytical expansions of the far-field behavior of kernels in order to derived low-rank approximations. Although classical FMMs can be developed for the asymptotic expansion of LGFs, alternative FMMs that are better suited for complicated kernel expressions have been developed. Kernelindependent FMMs [1, 2, 3, 4, 5, 6] do not require analytical expansions of the far-field; instead, for suitable kernels, these methods only require numerical evaluations of the kernel.
The present method is an extensions of kernel-independent interpolationbased FMMs [23, 4] , suitable for non-oscillatory translation-invariant kernels. Interpolation-based FMMs achieve low-rank approximations by projecting the kernel onto a finite basis of interpolation functions. The methods proposed in [23, 4] use Chebyshev interpolation and accelerate convolutions in-volving the compressed kernel using a singular-value-decomposition (SVD). In contrast, our method uses polynomial interpolation on equidistant nodes to obtain a low-rank representation of the kernel, and accelerate convolutions involving the compressed kernel using FFTs. The use of intermediate regular grids and fast FFT-based convolutions has been used by other FMMs [24, 25, 2] , and shown to particularly useful in accelerating the computations of 3D methods [2] . The use of intermediate regular grids in our method has the added advantage of simplifying the multilevel algorithm, since sources and evaluation points are defined on Cartesian grids at all levels of the multilevel scheme. The spatial regularity allows for same fast convolution techniques to be used in determining near-field and far-field contributions. In addition to the base algorithm, our method allows for pre-computations that further accelerate the solver.
A 2D FMM for LGFs has been recently introduced by Gillman and Martinsson [6] . Aside from its relevance to LGFs, we find that the method presented in [6] to be inherently different from our method. Similar reductions in the operation count that we achieve through the combined use of polynomial interpolation and convolution via FFTs are achieved in [6] through the combined use of skeleton/proxy points and rank-revealing factorizations. Although we think it is possible to extend the FMM of [6] to 3D, we refrain from speculating on the performance of the method since such extensions are not explored in present literature and their details are unclear to us.
Details regarding LGFs and their relation to solving PDEs on unbounded domains are presented in Section 2. This section also describes methods for performing fast convolutions based on kernel compression and FFT techniques, and presents a context in which these two techniques can combined to yield an even faster convolution scheme. The resulting fast multipole algorithm and its parallel extension are then described in Section 3. Finally, serial and parallel numerical experiments are reported and analyzed in Section 4.
Lattice Green's functions and fast block-wise convolution techniques

Solving difference equations on infinite Cartesian grids
The method proposed in this paper is designed to solve various inhomogeneous, linear, constant-coefficient PDEs on unbounded domains. As a representative problem, we consider in detail Poisson's equation in 3D,
where x ∈ R 3 , Ω is a bounded domain in R 3 , and u(x) decays as 1/|x| at infinity. Equation 2 has the analytic solution
where G(x) = −1/4π|x| is the fundamental solution of the Laplace operator. Discretizing Eq. 2 on an infinite uniform Cartesian grid using a standard second-order finite-difference or finite-volume scheme produces a set of difference equations
where L is the standard 7-pt discrete Laplace operator, n ∈ Z 3 , and Ω h is a bounded domain in Z 3 . In practice, the constraint on supp(f) can be relaxed by prescribing a finite tolerance and requiring that all non-negligible sources, i.e. sources with a magnitude greater than the prescribed tolerance, be located in a bounded region. The solution to Eq. 4 is given by
where G(n) is the fundamental solution of the discrete Laplace operator. An expression for G(n) in terms of Fourier integrals is provided by
The expression in Eq. 6 is readily obtained by using Discrete Fourier Transforms (DFTs) to diagonalize and invert L, and applying appropriate limiting procedures to convert infinite sums into integrals. Details regarding the construction of Eq. 6 and expressions for the fundamental solutions to other discrete operators are found in [10, 19, 8] . Additionally, Appendix A provides a outline of the numerical procedures used to evaluate G(n) for small values of |n|.
Although it is possible to compute G(n) by numerically evaluating Eq. 6, for large values of |n| it is more efficient to evaluate the LGF via its asymptotic expansion. Techniques for constructing asymptotic expansions of LGFs to arbitrary order are described in [19, 20, 8] . The asymptotic expansion of G(n) in 3D is given by
where x = (x 1 , x 2 , x 3 ). In subsequent discussions, A n G (x) denotes the asymptotic expansion of G(n) corresponding to the first n-terms of A G (x). For a fixed value number of terms, n, it can be shown that |A
As expected, the first term in Eq. 7 corresponds the fundamental solution of the Laplace operator.
Despite the fact that G(x) and G(n) share the same asymptotic behavior, there are significant differences in their behavior near the origin. Unlike G(x), which is singular at the origin, G(n) is remains finite for all values of n. G(x) is scale-invariant, i.e. there exists a k such that G(αx) = α k G(x), whereas G(n) is not scale-invariant. Furthermore, G(x) is spherical symmetric about the origin, as opposed to G(n) which has reflectional symmetry about the principal axes and is invariant under index permutations.
In addition to providing expressions for the fast evaluation of LGFs, asymptotic expansions of LGFs allow for the sum given in Eq. 5 to be decomposed into three parts,
where
and (n) is the error due to approximating G(n) with A n G (n) over the region
(n) is a subset of Ω h for which the LGF is evaluated directly, i.e. via numerical evaluation of Eq. 6, as opposed to being evaluated via its asymptotic expansion. Typically, the region Ω direct h (n) is defined by a small cubic box centered at the grid point n 1 . The first term of Eq. 8, u direct (n), is a grid function evaluated at the grid point n, whereas the second term, u asympt,n (n), is a continuous function evaluate at the 1 For the case of the 3D discrete Laplace operator, choosing Ω direct h to be a cubic box with side lengths of 14, 41, and 134 grid points is sufficient to achieve relative errors less than 10 −5 , 10 −10 , and 10 −15 , respectively, using the five term asymptotic expansion. The size of Ω direct h can be reduced by including more terms in the asymptotic expansion, for example, a box with side lengths of 38 grid points and the thirteen term asymptotic expansion achieve relative error less than 10 −15 .
location of the grid point n. As will be discussed in subsequent sections, this decomposition allows for u asympt,n (n) to be evaluated using fast techniques developed for continuous kernels.
Fast convolutions on regular grids via FFTs
Consider the one-dimensional the convolution given by
where x i = x 0 +ih for i = 0, 1, . . . , N −1, and y j = y 0 +jh for j = 0, 1, . . . , M − 1. If the kernel K(x, y) is translation invariant, i.e. K(x, y) = K(x − y), then Eq. 11 can be expressed as the discrete convolution between two vectors,
, and k N −1+j−i = K(x j −y i ). Discrete linear convolutions of this form can be casted into circular convolutions by appropriate padding of the vectors u and f . The discrete version of the Convolution Theorem can then be used to compute the DFT of the circular convolution as the product of two vectors. These observations, and the ability to perform DFTs via FFTs, leads to a fast FFT-based convolution technique given by 1. Pad sequence with zeros: append N − 1 zeros to vector f .
2. Froward DFT: compute the DFT of sequencesf and k via FFTs.
3. Convolution of DFTs: multiply complex coefficients off andk.
4. Backward DFT: compute the inverse DFT of sequenceû via FFT.
5. Truncate sequence: remove the first M − 1 entries ofū to obtain u.
This technique is considered to be fast since it requires O ((N + M ) log(N + M )) operations. Furthermore, each step of the procedure is readily generalized to higher dimensions for the case of tensor-product grids by recursively applying the 1D version to each directions.
Adaptive block-structured grid
Fast convolutions via FFTs discussed in the previous section can be used to accelerate the evaluation of Eq. 5. In order to use this technique, the support of f needs to be padded with zeros to form a box. Similarly, the region where u is evaluated needs to be extended to also form a box. For cases where the domain defined by the support of the source terms is not a box, the cost of the additional computational elements can outweigh the reduced operation count per grid point of the FFT-based convolution technique.
Computational domains defined by the union of blocks can, however, be used to avoid excessive padding and still retain sufficient regularity to benefit from the fast FFT-based convolution technique. Our formulation partitions the infinite grid into blocks defined on a logically Cartesian grid. Blocks can potentially have a different number of grid points in each direction, but all blocks are required have the same dimensions. An active source block denotes a block containing non-zero sources. Similarly, an active evaluation block denotes a block containing grid points on which the induced field is evaluated. The union of active source (evaluation) blocks is referred to as the active source (evaluation) grid.
Let B s and B e denote the sets of active source and evaluation blocks, respectively. The convolution given in Eq. 5 can be evaluated by
where u P and f P denote vectors containing the values of u(n) and f(n), respectively, evaluated on the grid points belonging to block P . Similarly, k Q−P denotes the vector containing the unique values of G(m − n), as described in previous section, for values of n and m corresponding to the indices of grid points belonging to block Q and P , respectively. If blocks P and Q are sufficiently well-separated then
for constructing k Q−P . The operator conv(k Q−P , f Q ) denotes the generalization of Eq. 11 to arbitrary dimensions. Details regarding the construction of vectors u P , f P , and k Q−P are omitted, since it immediately follows the discussion regarding the tensor-product grid generalization of Eq. 11.
Computing each instance of conv(k Q−P , f Q ) in Eq. 18 using the fast FFTbased convolution technique leads to a scheme that evaluates Eq. 5, for the case of B s = B e , in O(N Q−P , are pre-computed, and if the DFT of source and evaluation blocks are preformed as pre-processing and post-processing step, respectively. Details regarding pre-computations, and pre-and post-processing steps are discussed in subsequent sections.
Fast convolutions via interpolation-based kernel compression
Interpolation-based FMMs obtain a low-rank representation of the kernel, K(x, y), by projecting it onto a finite basis of interpolation functions. Consider a function f (x) sampled at n points, x 0 , x 1 , . . . , x n−1 . An approximation for f (x) is given byf
where φ i (x) is a interpolation function associated with the interpolation node x i . An approximation for K(x, y) is obtained by recursively applying Eq. 19 to each argument of K(x, y),
where {φ} = {φ 0 , φ 1 , . . . , φ n−1 } and {ψ} = {ψ 0 , ψ 1 , . . . , ψ n−1 } are potentially distinct bases of interpolation functions. In order to make the kernelcompression technique symmetric, only schemes with {φ} = {ψ} are considered. Directly applying this kernel compression technique to discrete convolutions of the form of Eq. 1, leads to an approximation of u(x i ) given by
For cases involving multiple sets of either evaluation points, x i , or source points, y j , it is advantageous to decompose the evaluation of Eq. 21 into three steps:
1. Regularization: compute effective source terms using the adjoint of the interpolation procedure.
2. Convolution: compute the field induced by effective source terms on interpolation nodes.
3. Interpolation: compute the field at evaluation points using the interpolation procedure.
If the values of φ q (x i ) and φ q (y j ) are known, the number of operations required by this procedure, for the case of M = N , is O(nN + n 2 ). For the case of n << N this procedures represents a significant reduction in the number of operations compared to straightforward method of evaluating Eq. 1.
Fast convolution on regular grids using polynomial interpolation and
FFTs The fast convolution techniques presented in Sections 2.2 and 2.4 can be combined to yield a faster method for evaluating the block-wise convolutions involved in Eq. 18. This technique follows from the observation that Eq. 23 can be evaluated using FFTs if the kernel is translation-invariant and the interpolation nodes on which the kernel is evaluated are restricted to be on a regular grid. The first requirement is assumed since the kernels corresponding to the fundamental solutions of the linear, constant-coefficient elliptic difference equations are translation-invariant. The second condition is achieved by using an interpolation scheme based on equidistant interpolation nodes on tensor-product grids. Although many interpolation schemes satisfy the latter condition, only polynomial interpolation schemes on tensor-product grids are presently considered since they are fast, simple to implement, and their behavior is well-understood 2 . Polynomial interpolation on tensor-product grids is performed by recursively applying 1D polynomial interpolation along each direction. This generalization has the advantage of maintaining the number of operation per grid point independent of dimension, and allows the behavior of the interpolation process to readily generalized from its 1D version.
In the absence of rounding errors, 1D polynomial interpolants converge geometrically if the function being interpolated is analytic in a region on the complex plane near the interpolation interval. The size and shape of this convergence region depends on the choice of interpolation nodes [26] . The kernels being considered correspond to the asymptotic expansion of the LGFs that are only discontinuous at the origin. Although convergences conditions should be verified for each kernel, the requirement that source and evaluation blocks be sufficiently well-separated to accurately evaluate the LGF using its asymptotic expansion is often sufficient to guarantee convergence.
Unlike Chebyshev interpolation, polynomial interpolation on equidistant nodes is ill-conditioned. Ill-conditioning can cause rounding errors due finite numeric precision to be amplified. The Lebesgue constant, Λ n (X), for a set of n interpolation points X = x 0 , x 1 , . . . , x n − 1, can be used to bound the growth of perturbations in the data [27] ,
where I is the interpolation interval, p(x) andp(x) are the polynomials interpolants resulting from the nodal values f (x i ) andf (x i ), respectively. The Lebesgue constant is given by
where φ i (x) is the Lagrange characteristic polynomial associate with x i . Equation 25 can be extended to polynomial interpolation on tensor product grids, with equal number of points and spacing in each direction, by replacing Λ(X) with (Λ n (X)) d , where d is the dimension of the problem. In the limit of very large n, the Lebesgue constant of a set of equally spaced nodes is known to grow exponentially [27] . In order to avoid very large Lebesgue constants, the present scheme restricts number nodes used for polynomial interpolation to be at most n max . If n max nodes are insufficient to achieve a desired interpolation error, additional nodes are added to the interval, but only the closest n max nodes to the evaluation point are used for interpolation. Thus, this hybrid scheme performs both p-and h-refinement to increase the accuracy of the interpolations procedure. As a result, geometric convergence rates are expected for n ≤ n max , and polynomial convergence rates of order n max − 1 are expected for n > n max . The values of n and n max required to interpolate a function f (x) over an interval I with an interpolation error less than are obtained in two steps:
1. Find the largest n max such that Λ nmax (X) p is less than , where p is the precision of the floating-point scheme. 2. Progressively increase the number of n until the difference between f (x) and it approximation are less than .
The same procedure can be used in higher dimensions by having n and n max correspond to the number of interpolation points along each direction, and replacing Λ nmax (X) with (Λ nmax (X)) d . For example, approximating a function in 3D using double-precision arithmetic to relative tolerance of = 1.25 × 10 −12 requires n max ≤ 10. We omit a step-wise description of the combined fast algorithm for blockwise convolutions, since it readily follows from the discussion. Instead, we introduce the notationf P = Interp(f Q ) and f Q = Reg(f P ) corresponding to the interpolation and regularization (adjoint of interpolation) operations, respectively. Vector f P contains the values of f(n) evaluated on the grid points of block P . Similarly, vectorf Q contains the values off (x) evaluated on the grid points of the interpolation interval Q.
The Fast Lattice Green's Function method
Basic algorithm
Thus far we have discussed methods for accelerating the evaluation Eq. 18 by performing fast block-wise convolutions involving interpolation-based ker-nel compression and/or FFT techniques. Asymptotically these schemes require O(N 2 ) operations, though the constant in front of the N 2 term can be significantly smaller compared to that of the straightforward method. For kernels that decay or exhibit progressively smoother behavior away from the origin, for example the fundamental solution of the discrete Laplace operator, it is possible to combine the fast block-wise convolution techniques of the previous sections with the multilevel scheme of the original FMM [21] . To facilitate the discussion, we will assume that the active evaluation grid is the same as the active source grid.
Our multilevel scheme follows a tree (octree in 3D) structure similar to that described in [21] . Tree nodes at all levels are said to correspond to intervals 3 Each interval is defined by the tensor-product grid associated with the nodes of the interpolation scheme. The tree is constructed by first creating one tree leaf, i.e. tree node with no children, for each active grid block. The intervals of tree leaves are defined such that they occupy the same spatial region as their associated grid blocks. After defining all tree leaves, sibling are recursively merged to generate the multilevel structure. We use the convention that all tree leaves are located at level 1 and that the root of the tree is located at level L. By construction, all intervals are Cartesian grids. As a result the union of intervals belonging to the same level defines an analogous grid to that of the underlying adaptive block-structured grid. Therefore, the techniques for fast block-wise convolutions discussed in previous sections are readily generalized to all levels of the tree structure. The overall algorithm for solving systems of difference equations on adaptive block-structured grids, referred to as the Fast Lattice Green's Function (FLGF) method, is given by 0. Pre-computation: compute and store all uniquek P −Q used in Step 2.
1. Upwards Pass: ∀P ∈ B , for = 0, 1, . . . , L (a) Regularize: compute effective source terms at interpolation nodes
(b) Padded forward DFT: prepare vectors for DFT convolutionŝ
2. Level Interactions: ∀P ∈ B , for = 0, 1, . . . , L
3. Downwards Pass: ∀P ∈ B , for = L, L − 1, . . . , 0 (a) Truncated backwards DFT: extract relevant data from DFT convolutionṽ
(b) Interpolate: compute and aggregate the induced field at interpolation nodesũ
We note that the operations performed in steps 1, 2, and 3 are commonly referred to as the multipole-to-multipole, multipole-to-local, and local-to-local operations, respectively, in the FMM literature. The lists of blocks/intervals used by the algorithm are given by
InfluenceList(P ) = near-neighbors of block
Children, parents, near-neighbors, and interaction lists follow the same definitions those of the original FMM [21] . Based on these definitions, we note that Eq. 28 reduces tof P = f P for P ∈ B 0 , and Eq. 32 reduces toũ
Algorithmic complexity
The overall complexity of our algorithm is O(N ), as is the case for the original FMM. For simplicity, the discussion concerning the cost of each step is limited to the 3D version of the algorithm. Details regarding to the cost of each block/interval are presented in Table 1 . The factor of 8 in front of C Interp for the Upwards Pass ( > 1) is due to the fact that each interval has 8 children. The constants, 27 and 189, associated with the cost of Level Interactions correspond to the number of near-neighbors and the number of members of each interaction list, respectively. Upwards pass ( = 1)
The specific values and a brief discussion of the constants presented in Table 1 is provided:
1. C EvalKernel : Cost of kernel evaluation performed in Eq. 27. Constructing the vector k Q−P , where Q and P are blocks/intervals at level , requires 8N b kernel evaluations. For small values of |n − m| a look-up table is used to evaluate G(n − m), otherwise there kernel is evaluated using A n G (n − m). addition and 1 real multiplication per operation) , where n max is described in Section 2.5. In 3D, n max is typically set to be no greater than 10. C Interp also describes the cost of performing the regularization, adjoint of interpolation, operation involved in each term of the sum in Eq. 28. The cost per level of each operation, except for the Pre-computation step, can be obtained by multiplying the values of each row by the N B . In regards to the Pre-computation step, the cost per level for = 0 and > 0 is obtained by multiplying the cost per block/interval by 27 and 317, respectively, which correspond to the number of uniquek P −Q vectors that are used at each level. If the kernel shares the same symmetry as the LGF of the discrete Laplace operator, the number of uniquek P −Q vectors per level is reduced to 4 and 36 for = 0 and > 0, respectively. If symmetry is used to reduce number of pre-computedk P −Q vectors, then C Prod is roughly doubled since a twiddle factor needs to be applied to the DFT coefficients for cases involving reflections.
Parallel implementation
It is not in the scope of this paper to provide a detail description of the parallel implementation of the FLGF method. However, a brief overview of our MPI-based algorithm is included to demonstrate that our method allows for a simple parallel implementation suitable for practical large-scale scientific computing.
Our current implementation builds the tree structure and performs the load balancing operations on a single MPI-process, and then scatters the information to all other process. As a result, all the information necessary to evaluate RegSupp, InterpSupp, and InfluenceSupp for any block/interval is known by all processes. The tree structure is constructed following the bottom-up approach discussed in Section 3.1. Prior to partitioning the problem, the load balancing scheme first assigns a weight to every block and interval based on an estimate of its runtime cost. Next, parent tree nodes are recursively grouped with one of its child tree nodes, and tree leaves are grouped with their associated grid blocks. The set of groups is then partitioned into clusters in such away that weight of each cluster (aggregate weight of all interval/blocks belonging to all groups in the cluster) is roughly the same. Each cluster is then assigned to an MPI process. Given each group contains only one block, a Morton or Z-order curve [29] is used to preserve data locality during partitioning.
The parallel algorithm closely resembles the serial algorithm, since each process executes steps analogous to the Upwards Pass, Level Interactions, and Downwards Pass. Non-blocking routines are used for all communications, allowing for computations to be overlapped with communications. Furthermore, our algorithms uses these routines to avoid any global synchronization within each steps and between steps.
The parallel execution of each step follows a similar event-driven paradigm, where processes performs "work units" based on the information they currently have and send information to other processes, or to itself, when sufficient "work units" have been completed. Send and receive buffers are used to avoid excessive memory requirements. Our algorithm gives priority to "work units" yielding results that are sent to other processes. The time spent waiting to either receive information or to clear send buffers is used to perform local "work units", i.e. operations that only require data and yield results pertinent to the same process. During the Upward and Downward Pass a non-blocking send is posted after each interval-/block-wise regulation and interpolation operation is completed. In contrast, during Level Interactions step the influence of all intervals/blocks belonging to a process on all intervals/blocks belonging another process is aggregated and packages before sending; thus each process sends at most one message to every other process during this step.
Numerical results
In this section we present numerical results that demonstrate the accuracy, computational cost, and parallel performance of the FLGF method. We solve the discrete Poisson equation in 3D. As in the previous section, the active evaluation grid is defined to be equal to the active source grid. For all test cases, blocks/intervals belonging to level are chosen to contain n b points in each directions. In the interest of brevity, we only consider schemes where the number of interpolation nodes per interval is same for all levels, n b = n I for = 1, 2, . . . , L, and require that n I = n 0 b + 1 4 . These considerations reduce the parameter space of possible schemes to cases where spacing between nodes of parent intervals is twice that of child intervals. Furthermore, there is effectively no regularization/interpolation between level 0 and level 1, since the nodes on level 1 coincide with the underlying grid points. Following the discussion of Section 2.5 we set maximum number nodes used for interpolating a value at single point, n max , to be 10 for all test cases.
We note that the previous restrictions are only imposed for the purpose of a concise exposition. The non-scale-invariant behavior of most LGFs suggests that, in general, non-trivial performance gains can be achieved by tuning n b for each level. Given the LGF of the discrete Laplace operator is approximately scale-invariant away from the origin, possible performance gains achieved by varying n b are not considered in the present discussion.
Our code is written in Fortran, and uses the third-party libraries MVA-PICH2 and FFTW 3.3 to perform MPI-based commutations and to evaluate DFTs via FFTs, respectively. Numerical experiments are performed using our local computing facility which consists of 60 compute nodes connected by a QDR InfiniBand network. Each node containing 2 Intel Xeon X5650 processor (6-core, 12MB cache, 2.66GHz clock speed) and 48GB of RAM.
Error
The accuracy of the proposed methodology is investigated on cubic active grids containing different numbers of active grid points and partitioned into blocks of different sizes. A procedure based on random manufactured solutions is used to determine the error of each test case. In this procedure a solution, u rand (n), is manufactured by assigning a random value between −1 and +1 to each grid points, except for grid points on the boundary of the active grid which are set to zero. The source distribution, f(n), which serves as the the input for each test case, is computed by taking the discrete Laplacian of the prescribed solution, i.e. f(n) = [Lu rand ](n). The error for each test case is computed by p = ||u − u rand || p /||u p || p , where u(n) is determined by solving [Lu p ](n) = f(n), and ||u|| p is the L p -norm of u computed over the active grid. The error for various problem sizes and schemes based on different blocks sizes is presented in Fig. 1 .
Test cases involving a small number blocks do not make use of the interpolationbased kernel compression technique; they only make use of the block-wise FFT-based convolution technique, which incurs an error close to machine precision. As a result, the three cases with the smallest values of N for each series have significantly smaller errors compared to their respective asymptotic (large N ) error.
Given that we chose n max = 10 and constrained n 0 b to be proportional n I , the error is expected to decay as n −10 I for n I > n max (one order greater than interpolation order due to the ∼ |x| −1 decay of the LGF). The data shown Fig. 1 are consistent with our estimates, exhibiting a behavior proportional to n −10.7 I for values of n I between 11 and 28. The significant difference in the magnitude of 1 and 2 compared to ∞ suggests that the maximum error is concentrated in lower dimensional regions of the grid. Spatial plots of the error (not included) confirm that larger errors are always observed near or on the boundary points of blocks. These observations are characteristic of the interpolation scheme being used, which is known to exhibit larger errors near the boundaries of the interpolation interval (Runge phenomena).
Although the error for schemes with n I = n 0 b + 1 are not presented, it is readily deduced from our reported results that for any choice of n 0 b the error can be controlled by changing n I . Furthermore, different choices of n max where not explored since n max = 10 allows for schemes with errors as small as ∼ 10 −12 , which are sufficient for many practical applications. Errors smaller than 10 −12 can be obtained by reducing n max and increasing n I .
Computation time
The test cases used to examine the computation time of the FLGF method follow the same setup as in the previous section, except that we now consider three types of active grid geometries: cubes, spheres, and spherical-shells (with a thickness of 0.1 diameters). For cases of spheres and spherical-shells, the union of blocks that define the active grid are distributed in such that way that they best approximate these geometries. Computation times for various schemes and problem sizes are presented in Fig. 2 , and asymptotic computation rates (total number of active grid points / computational time) for a few schemes are included in Table 2 . 3.540 * n/a n/a
As expected, the results for all schemes presented in Fig. 2 , with the exception of the one labeled "FFT Conv.", have an asymptotic computational complexity of O(N ). "FFT Conv." refers to the special case where the entire active grid is a single block for which the FLGF method reduces to a single FFT-based convolution. This special case is a useful point of comparison since the algorithmic complexity and efficiency are determined by the highlyoptimized third-party library used to compute FFTs. For the grid geometries considered, Table 2 indicates that our implementation of the FLGF method achieves computation rates that are roughly a third of the rate of the single block case (for N = 10 8 ). Furthermore, Fig. 2 demonstrates that the rates of all test cases are within a factor of 10 of those corresponding to the single block case.
A detail report of the computation time of the Pre-computation step is omitted, since this step is observed to require only a small fraction of the computation time of a single solve. We substantiate this claim by reporting that for test cases involving cubic active grids containing O(10 1 ), O(10 2 ), and O(10 4 ) blocks the Pre-computation step required less than 10%, 1%, and 0.1%, respectively, of the computation time of a single solve. These results are consistent with the fact that the operation count of the pre-computation step increase with the number of levels, which in turn increase logarithmically with the number of blocks for test cases involving cubic active grids.
Parallel performance
The parallel performance of the FLGF method is investigated by considering cubic active grids and using the scheme corresponding to n I = 13 described in the previous sections. Computation rates and parallel efficiencies for various problem sizes with core counts between 12 and 660 are included in Fig. 3 . For all reported test cases the number of cores is a multiple of 12 (there are 12 cores per node in our test machine), and each MPI-process is mapped to a single core. The parallel efficiency for each test series is defined by
where N is the total number of active grid points in the test series, p is the number of cores, p min is the minimal number of cores considered in the test series, and T N (p) is the runtime of the test problem. Both strong and weak scaling can be inferred from the left plot in Fig. 3 . Strong scaling, i.e. fixed N and increasing p, corresponds to the individual curves associated with each test series. Weak scaling, i.e. fixed N/p and increasing p, is achieved when the curves associated with different test series collapse. Figure 3 demonstrates that, over a reasonable range p, the curves for most of the test series collapse to a single line of approximately unit slope. This indicates that our implementation exhibits both good strong and weak scaling.
There are two main considerations that affect the performance of our parallel implementation. The first is the number of blocks per core. The FLGF method is broken into block-wise operations. If there too few blocks per core our total work cannot be evenly distributed across all cores. Furthermore, given our communication scheme for the Level Interactions step, fewer blocks per core is likely to increase the total number MPI messages sent and received. The second consideration is the amount work per core. If the work per core is too small then communication cost can take an overwhelming fraction of the net runtime. Based on these considerations and the reported results, we conclude that if each core has, on average, more than 300,000 active grid points and 200 blocks then the parallel efficiency is expected to be above 80%. This observation seems consistent with the results reported on other MPI-based implementations of kernel-independent FMMs, for example [30] .
In the interest of completeness, we note that computation rates reported in Fig. 3 , in particular those corresponding to 12 cores, are roughly half the rates expected based on the our serial results. This decrease in performance due to an increase in cache-misses when more than one core per node is used. We expect that future, higher-quality, implementations of the FLGF method can readily mitigate this feature.
Conclusions
We have presented a new kernel-independent fast multipole method for elliptic difference equations on infinite Cartesian grids. The FLGF method exploits the regularity of the underlying grid to achieve small computation times by using a fast convolution technique that combines interpolation-based kernel compression and FFTs. Interpolation based on equidistant nodes, along with an p-and h-refinement technique, is shown to be an effective scheme for obtaining low-rank representations of kernels, while still preserving sufficient regularity to allow discrete convolutions to be performed quickly using FFTs. The adaptive block-structured grid strategy blends well with the overall algorithm, and the reported numerical experiments demonstrate that computation rates remain roughly invariant of source distributions.
The efficiency of the FLGF method is demonstrated through several numerical experiments solving the discrete 3D Poisson equation for cases involving up to 2 billion grid points and 660 cores. Serial test cases confirm that the algorithm archives an asymptotic linear complexity. Computation rates of approximately 1.2×10 5 pts/s or, equivalently, grind times of 8.3µs are observed for problems containing 10 8 grid points. The computation rate is shown to be roughly invariant to different source distributions and block sizes. Furthermore, the time required to perform all pre-computations for typical problems is shown to negligible. Test cases investigating the parallel performance of our implementation demonstrate that parallel efficiencies higher Figure 4 : Vortex ring at a Reynolds number of 7,500. Isocontours correspond to the absolute value of vorticity (log scale), color corresponds to the streamwise velocity, and grey boxes correspond to the location of grid blocks used in the simulation.
than 80% are achieved under modest considerations (at least 200 blocks and 300, 000 grid points per core).
The FLGF method is particularly useful for solving PDEs that have been discretized using a numerical scheme that enforces discrete conservation laws. In such cases, accurate solutions to the difference equations, but not necessarily the original PDE, are necessary to preserve physical fidelity. We have applied the present method to solve incompressible, viscous, external flows using a finite volume scheme and an infinite staggered Cartesian grid. Figure 4 includes a snapshot of thin vortex ring at a Reynolds number (based on ring circulation) of 7,500 simulated using this scheme. A detailed description and results pertaining to the application of the FLGF method to the incompressible Navier-Stokes is the subject of future publications.
In the interest of brevity, our discussion and reported results only pertain to the discrete Laplace kernel, yet the FLGF method can be applied to other non-oscillatory LGFs. In fact, our method can be readily generalized to any non-oscillatory kernel (including singular kernels); the only restriction is that sources and evaluation points be defined on an regular grid. Based on these observations, and the simple/standard routines and data-structures involved in the algorithm, it is expected that the FLGF method can be readily incorporated into a wide range of existing methods and codes that solve elliptic PDEs on unbounded domains.
Appendix A. Numerical evaluation of the fundamental solution of the Laplace operator
Values of G(n) for small |n| are frequently used by the FLGF method. Therefore it is advantageous to program an accurate look-up table for values of n confined to a small cubic box centered at the origin. The symmetry of G(n), discussed in Section 2.1, suggests that only approximately 1/48-th of the total number of points in the box need to be numerically evaluated. It is possible to reduce the triple integral in Eq. 6 to a single semi-infinite integral [31] given by
where I k (x) is the modified Bessel function of the first kind of order k, and n = (n 1 , n 2 , n 3 ) ∈ Z 3 . In our experience, it is easier and faster to numerically integrate Eq. A.1 instead of Eq. 6. The integrand of Eq. A.1 is non-oscillatory and smooth throughout the domain of integration. A simple adaptive Gauss-Kronrod scheme can be used to perform the numerical integration and obtain error estimates. Furthermore, the semi-infinite integral can be partitioned into two intervals [0, α] and [α, ∞], where α is chosen such that the latter integral can be evaluated analytically using the asymptotic expansion (for large arguments) of I n (x) [32] . More efficient implementations might considered partitioning the integration interval into multiple subintervals, exploiting both the ascending series representation and the asymptotic expansion of each Bessel function.
