In this paper,
For a digraph G(U, E)
, the sample space 12a(tZ,E ) of this probability model consists of all syndrome, fault set pairs in that digraph, i.e.
flG(y,z ) = {(S, F) : F C U and S is a function from E to {0, 1}}.
Since no assumptions are made concerning the outcomes of tests performed by faulty processors, the probability of a particular syndrome given a fault set may not be specified in this model. The basic events of the model consist of sets of syndrome, fault set pairs which have the same fault set and whose' syndromes are identical except for the labels on edges out of faulty processors. Formally, a syndrome, fault set pair (S a, F e) is contained in a basic event B defined as follows:
Note that there is a unique fault set associated with each basic event but that each event may contain many distinct syndrome, fault set pairs. Now, let
The family of events 7C(U,E} in this probability space is the set of all subsets of
Ba(U,E).
A syndrome, fault set pair which is not incompatible is said to be compatible. A basic event is said to be incompatible if its syndrome, fault set pairs are incompatible, otherwise it is compatible. The probability of a basic event B in a digraph G(U, E) is defined as follows:
where F represents the unique fault set associated with B. Clearly,
and, hence, this is a legitimate probability measure.
The primary measure of the performance of a diagnosis algorithm used in this paper is the probability that the algorithm produces correct diagnosis. A produces correct diagnosis. Note that it may be the case that
will not be defined. The output of a particular diagnosis algorithm may depend on the outcomes of tests performed by faulty processor s and thus, the probability of correct diagnosis for the algorithm cannot be determined until a probability distribution on these edges is specified.
such that the family of events is equal to all subsets of fla(u,E} and VB 6 Ba(U,E),
. Such a probability function will be referred to as a refinement of Pa. Now, let PG represent the set of all refinements of Pa. Since any type of behavior of the faulty processors is allowed in this model, the probability of correct diagnosis for a deterministic algorithm A in a digraph G(U, E), denoted by DiagProba(A ) is defined to be
Thus, when calculating the probability of correct diagnosis for an algorithm it is assumed that the faulty processors perform their tests in the manner most detrimental to the algorithm. We may also define this diagnosis probability for probabilistic diagnosis algorithms. Given a syndrome S, a probabilistic diagnosis algorithm A chooses a fault set F with some probability tall it PA,s(F) where _fCtr pA,s(F) = 1. Thus, for a digraph G(U, E) and a probabilistic diagnosis algorithm A, the probability of correct diagnosis for Algorithm A is defined to be In this section, a sequence of digraphs containing n -1 edges is exhibited for which a simple diagnosis algorithm can achieve correct diagnosis with constant probability, thereby providing a counter-example to this claim.
Consider a sequence of digraphs Gn(Un,E,_)
with Un = {ul,...,u,} and E,_ defined as follows:
Ul tests all other processors. Now, consider the following simple diagnosis algorithm.
Algorithm Naive
Input: " Output:
for each v e {u2,u3,...,un} if S ((ut,v) 
Algorithm Majority

Input:
A syndrome S in a digraph
G(U, E).
Output: The following lemma shows that if the majority of testers in a tester digraph are fault-free, then the diagnosis of Algorithm Majority will be correct.
Lemma
1 For a tester digraph G(U, E), GoodMajG ___CorrectG(Majority).
• --.
- 
Proof:
We will show that if (S, F) E GoodMaja, then (S, F) E Correctc (Majority) and therefore, GoodMaj a C_ Corrects(Majority).
Consider any (S, F) _ GoodMajc and any u E U. In this section, the number of tests required to achieve a given probability of correct diagnosis in tester digraphs using Algorithm Majority is examined. For a tester digraph
G(U, E) with testing set Ta
DiagProba (Majority) ___ (I)
Note that the probability of correct diagnosis depends only on the testing set cardinality and not on n. For a given probability of failure, Inequality 1 can be used to determine the number of testers needed for Algorithm Majority to achieve a specified probability of correct diagnosis. The size of the testing set required to achieve a correct diagnosis probability of 0.99999 for various values of p is shown in Table 1 . If the probability of failure of a processor is 0.001, Algorithm Majority can achieve correct diagnosis with a probability of 0.99999 using three tests per processor regardless of the number of processors in the system. For a probability of failure of 0.005 or 0.010 the tester set need only be of cardinality five for Algorithm Majority to achieve a probability of correct diagnosis of 0. 
Diagnosis
In this section, a lower bound on the number of tests necessary to achieve correct diagnosis with high probability is p;roven. It is shown that if the number of edges in an arbitrary sequence of digraphs grows slower than n, then all diagnosis algorithms have probability approaching zero of achieving correct diagnosis. This result implies that Algorithm Majority achieves a probability approaching one of correct diagnosis on systems that are very nearly as sparse as possible.
Thus, this relatively simple diagnosis algorithm is indeed extremely powerful.
When the number of edges in a sequence of digraphs grows slower than n, isolated processors, i.e. processors which have no incident edges must exist. Intuitively, no diagnosis algorithm should be capable of correctly identifying the state of all these isolated processors with high probability, making diagnosis in such situations impossible. This is formally proven in Theorem 3. The essence of the proof of Theorem 3
can be explained quite simply.
To prove that a deterministic diagnosis algorithm
A has a probability approaching zero of achieving correct diagnosis in a sequence of digraphs Gn(Un, En), a set of (S, F) pairs disjoint from CorrectG, (A) must be exhibited that has a probability dominating'the probability of Correcta.(A). For a given syndrome from a system with isolated processors, it can be shown that so long as the number of isolated processors approaches infinity, the probability of that syndrome and a fault set with a particular labeling of the isolated processors is dominated by the probability of that syndrome and the fault sets in which the isolated processors are relabeled in all possible ways. Thus, for any (S, F) 6 Correcte.
(A), a set of syndrome, fault set pairs disjoint from Correct(;. (A) can be exhibited that has probability dominating the probability of (S,F). It is also shown that there exists a deterministic diagnosis algorithm that has perforrfiance at least as good as the performance of any probabilistic algorithm, thus completing the proof. are relabeled in all possible ways. Clearly,
and since all processors in the set ISOG. are isolated,
Therefore,
( 1 )
P£((S,F))
as n _ oo. Thus, for any algorithm A, DiagProba.
(A) -* 0, as Well. Now, consider any probabilistic diagnosis algorithm A. Then, VP_. E Pa.
Consider the deterministic algorithm A' that for any syndrome S chooses fault set F such that VF' _CU.
Pb.((S,F)) > P_.((S,F')).
Then, if S represents the set of all syndromes in G.
A few comments concerning this result are in order. While the theorem implies only that under some behavior of the faulty processors, correct diagnosis with high probability is impossible to achieve, the result can be shown to hold for all "natural" faulty processor behaviors using virtually the same proof. The key to the proof lies in the fact that the isolated processors of the system can be relabeled in arbitrary ways without affecting the probability of any test outcomes in the system or the status of other processors.
This holds as long as outcomes of tests performed by faulty processors do not depend on the status of these isolated processors. Thus, correct diagnosis with high probability cannot be achieved unless the faulty processors are, in some sense, clairvoyant.
Diagnosis in Regular Systems
The study of regular systems is important for several reasons. First, regular designs are more easily and efficiently implementable than irregular designs. Furthermore, F) Since p < 1/2, log e 2(1 -p) + log e 2p < 0 and so
In this section, we examine the consequences of Theorem 4 for hypercube systems. In a binary hypercube architecture, the constant c is equal to one. Hence, in order for the hypercube to be diagnosable with probability approaching one the probability of failure p must satisfy l°ge 2(1 -Pl) + log, <
This implies that p must be less than approximately 0.067. This condition is likely to be satisfied in the majority of fault environments. The probability of failure can be higher in many of the other members of the hypercube family which have c > 1.
Most of the previous work in the diagnosis area has utilized a bounded-size fault set model where it is assumed that no more than t faults occur in the system. A system is said to be t-diagnosable if any combination of t faulty units in the system can be uniquely diagnosed.
It is well known that a k-dimensional hypercube is k-
Since, k = log s n, where n is the number of vertices of the cube, the assumptions of the bounded-size fault set model are satisfied only when the number of faults is less than or equal to the logarithm of the number of units. It is unlikely that this condition will be met in large systems. Under the probabilistic model, however, a number of faults that is linear in the number of units can be tolerated. 1.0000
1.0000
1.0000 Majority can achieve a probability of correct diagnosis that is a constant arbitrarily close to one. It is also shown that a constant probability less than one is the best that any algorithm can hope to achieve in this situation, meaning that Algorithm Majority is optimal for digraphs with a linear number of edges.
The 'following theorem characterizes the performance of Algorithm Majority on digraphs with a linear number of edges.
Theorem5
Let e be any real number such that O < e <_ 1. 
Conclusion
A probabilistic fault model for multiprocessor systems in which processors are faulty with probability p has been studied. It has been shown that correct diagnosis can be achieved with probability approaching one in a class of systems that conducts slightly more than a linear number of tests using a simple and efficient diagnosis algorithm. This algorithm also produces a probability of correct diagnosis that is arbitrarily close to one in systems conducting a linear number of tests. It has also been shown that this result is the best possible, i.e. in systems for which the number of tests grows more slowly than n, all diagnosis algorithms, whether they be deterministic or probabilistic in nature, must have a probability approaching zero of correct diagnosis and furthermore, in systems containing a linear number of tests, all algorithms have a probability of correct diagnosis bounded above by some constant less than one. In addition, this algorithm has been shown to work with high probability on a class of regular systems which contains hypercubes as a special case. This result is nearly the best possible as it is known that no algorithm can achieve diagnosis with high probability on regular systems of degree o(log n). 
