In this paper, we present a real-time successive convexification algorithm for a generalized free-final-time 6-degree-of-freedom powered descent guidance problem. We build on our previous work by introducing the following contributions: (i) a free-ignition-time modification that allows the algorithm to determine the optimal engine ignition time, (ii) a tractable aerodynamics formulation that models both lift and drag, and (iii) a continuous state-triggered constraint formulation that emulates conditionally enforced constraints. In particular, contribution (iii) effectively allows constraints to be enabled or disabled by if -statements conditioned on the solution variables of the parent continuous optimization problem. To the best of our knowledge, this represents a novel formulation in the optimal control literature, and enables a number of interesting applications, including velocity-triggered angle of attack constraints and range-triggered line of sight constraints. Our algorithm converts the resulting generalized powered descent guidance problem from a non-convex free-final-time optimal control problem into a sequence of tractable convex second-order cone programming subproblems. With the aid of virtual control and trust region modifications, these subproblems are solved in succession until convergence is attained. Simulations using a third-party solver demonstrate the real-time capabilities of the proposed algorithm, with a maximum execution time of less than 0.7 seconds over a multitude of problem feature combinations.
B. Statement of Contribution
This paper presents three primary contributions: (i) a free-ignition-time modification that allows the algorithm to determine the optimal engine ignition time, (ii) a tractable aerodynamics formulation that models both lift and drag, and (iii) a continuous state-triggered constraint formulation that emulates conditionally enforced constraints. In particular, contribution (iii) effectively allows constraints to be enabled or disabled by if -statements in a continuous optimization framework.
To the best of our knowledge, state-triggered constraints bear the most resemblance to two existing approaches:
mixed-integer programming, and complementarity constraints. The former approach implements discrete decisions explicitly using integer variables, whereas the latter formulates such decisions implicitly using continuous variables.
Despite the existence of efficient branch and bound techniques, mixed-integer formulations can suffer from poor complexity [39] , and are not conducive to solving the generalized powered descent guidance problem in real-time. Like state-triggered constraints, complementarity constraints [40, 41] permit completely continuous formulations that can be more efficient than mixed-integer approaches (see Section 2.3 in [42] ). However, complementarity constraints represent bi-directional if-and-only-if -statements, whereas state-triggered constraints represent more general uni-directional ifstatements. Therefore, we argue that the proposed continuous state-triggered constraints are a key building block that enable the formulation of a broader set of constraints.
The secondary contributions of this paper are an improved description of the successive convexification methodology used in [38] , and timing results that demonstrate the real-time capabilities of the algorithm. This paper regards the powered descent guidance problem as a feedforward trajectory generation problem, and does not address the topic of feedback control or issues arising from trajectory re-computation.
C. Outline
In §II, we present the primary contributions of this paper in the context of a generalized powered descent guidance problem. In §III, we detail the successive convexification procedure and algorithm. In §IV, we present simulation results that highlight the paper's contributions, and timing results that demonstrate the real-time capabilities of the proposed algorithm. Lastly, §V provides concluding remarks.
II. Problem Statement
In this section, we present a 6-DoF formulation for a generalized powered descent guidance problem in the presence of atmospheric effects. This section is organized as follows. In §II.A and §II.B, we introduce the assumptions and notation used in our formulation. In §II.C, we present a baseline problem formulation. In §II.D, §II.E, and §II.F, we discuss the primary contributions of the paper, namely the free-ignition-time modification, the aerodynamic models, and state-triggered constraints. Lastly, §II.G provides a statement of the non-convex generalized powered descent guidance problem.
A. Assumptions
Most powered descent maneuvers commence at speeds substantially below orbital velocities and within only a few kilometers of the landing site. Hence, we neglect the effects of planetary rotation and assume a uniform gravitational field. We assume that the vehicle is equipped with a single rocket engine that can be gimbaled symmetrically about two axes up to a maximum gimbal angle, but stress that other thruster configurations can be readily accommodated. Further, we assume that the engine can be throttled between fixed minimum and maximum thrusts, and that once the engine is ignited it remains on until the terminal condition is reached. To tailor our treatment to applications with non-negligible atmospheric effects, we assume that the ambient atmospheric density and pressure are constant, that the aerodynamic forces are governed by the simplified models detailed in §II.E, and that the center-of-pressure is fixed with respect to a body-fixed reference frame. Further, we neglect the effects of winds, noting that constant uniform wind profiles can be readily incorporated into our formulation, and account for thrust reduction induced by atmospheric back-pressure by assuming the affine mass depletion dynamics in [38] . Lastly, to make the problem tractable, we neglect higher order phenomena such as elastic structural modes and fuel slosh, and model the vehicle as a rigid body with a constant body-fixed center-of-mass and inertia.
B. Notation
We begin by denoting time as t ∈ R, and define the initial time t in as the time at which the optimal control problem begins, the ignition time t ig as the time at which the engine turns on, and the final time t f as the time at which the vehicle reaches the terminal condition. These epochs are defined such that t in ≤ t ig < t f , and their subscripts are used to denote problem parameters associated with the respective time epochs. Further, we define coast time as t c ≔ t ig − t in and burn time as t b ≔ t f − t ig . During the coast phase, the vehicle's states passively evolve according to its engine-off dynamics, whereas during the burn phase, the vehicle actively maneuvers in order to achieve its landing objective. Without loss of generality, we define the ignition time epoch as the time at which t = 0, where it follows that t c = −t in and that t b = t f . This timeline is illustrated in Figure 1 .
The subscripts I and B are used to denote problem parameters expressed in the inertial and body-fixed reference frames F I and F B , respectively. We define F I as a surface-fixed Up-East-North coordinate frame whose origin coincides with the landing site. Likewise, we define F B such that its origin coincides with the vehicle's center-of-mass, its x-axis points along the vertical axis of the vehicle, its y-axis points out the side of the vehicle, and its z-axis completes the right-handed system. We use m(t) ∈ R ++ , r(t) ∈ R 3 , and v(t) ∈ R 3 to respectively denote the mass, position, and velocity states, and T (t) ∈ R 3 and A(t) ∈ R 3 to respectively denote the thrust vector and aerodynamic force. We denote the unit quaternion that parameterizes the transformation from F I to F B by q B←I (t) ∈ S 3 ⊂ R 4 , and its corresponding direction cosine matrix by C B←I (t) ≔ C B←I q B←I (t) ∈ SO(3) [43] . The conjugate of q B←I (t) is denoted by q * B←I (t), where it follows that C I←B (t) ≔ C T B←I (t) = C B←I q * B←I (t) . Quaternion multiplication and the identity quaternion are denoted by ⊗ and q id , respectively. The angular velocity of F B relative to F I is denoted by ω B (t) ∈ R 3 , and is expressed in body-fixed coordinates. Lastly, we use e i to denote the i th basis vector of R n , × to denote the vector cross product, and • to denote the vector dot product.
C. Baseline Problem

Dynamics
As stated in §II.A, the mass-depletion dynamics are assumed to be an affine function of the thrust magnitude, and are given by
where α m ≔ 1/I sp g 0 and β m ≔ α m P amb A noz , I sp is the vacuum specific impulse of the engine, g 0 is standard Earth gravity, A noz is the nozzle exit area of the engine, and P amb is ambient atmospheric pressure. The second term in (1) represents the specific impulse reduction incurred by atmospheric back-pressure, and assumes that the nozzle remains choked over the allowable throttle range. The translational states are governed by the following dynamics
where g I ∈ R 3 and F I (t) ≔ C I←B (t)T B (t) + A I (t) ∈ R 3 respectively denote the constant gravitational acceleration and net propulsive and aerodynamic force acting on the vehicle. The thrust vector is expressed in F B coordinates to simplify the attitude dynamics and control constraints that follow. The aerodynamic term A I (t) is defined §II.E.
The attitude states are governed by the following rigid-body attitude dynamics
where Ω(·) is a skew-symmetric matrix defined such that the quaternion kinematics in (3a) hold [43] , J B ∈ S 3 ++ denotes the body-fixed constant inertia tensor of the vehicle about its center of mass, and M B (t) ≔ r T, B × T B (t) + r cp, B × A B (t) ∈ R 3 denotes the net propulsive and aerodynamic torque acting on the vehicle. The vectors r T, B ∈ R 3 and r cp, B ∈ R
3
give the constant positions of the engine gimbal pivot point and the aerodynamic center of pressure, respectively. The aerodynamic term A B (t) is defined in §II.E.
State Constraints
We impose four state constraints in our baseline formulation. First, we constrain the mass of the vehicle to values greater than a minimum dry mass m dry ∈ R ++ by enforcing
Second, we constrain the inertial position to lie inside of a glide-slope cone with half-angle γ gs ∈ [0 • , 90 • ) and vertex at the origin of F I by enforcing
where H γ ≔ [e 2 e 3 ] T ∈ R 2×3 . Third, we define the tilt angle of the vehicle as the angle between the x-axes of F I and F B , and constrain it to be less than a maximum tilt angle θ max ∈ (0
where H θ ≔ [e 3 e 4 ] T ∈ R 2×4 if a scalar-first quaternion convention is used. Fourth, we limit the angular velocity to a maximum value of ω max ∈ R ++ by enforcing
Control Constraints
We impose two control constraints in our baseline formulation. First, we impose lower and upper bounds on the thrust magnitude such that
where T min and T max are the minimum and maximum allowable thrust magnitudes, respectively. Second, we constrain the thrust vector to lie within a prescribed maximum gimbal angle δ max ∈ (0 • , 90 • ) relative to the x-axis of F B by
Boundary Conditions
We now present a notional set of boundary conditions, with the understanding that they may be modified to accommodate different scenarios. The conditions at the ignition time epoch are given by
where m ig ∈ R ++ , r I,ig ∈ R 3 , and v I,ig ∈ R 3 are the prescribed mass, position, and velocity at ignition time t ig , respectively. We assume that m ig > m dry . The conditions at the final time epoch are given by
where v d ∈ R + is the prescribed terminal vertical descent speed.
D. Free Ignition Time
In the baseline problem formulation presented in §II.C, r I (t ig ) and v I (t ig ) are restricted to prescribed points at the time of ignition. We now introduce the free-ignition-time modification to (10), such that r I (t ig ) and v I (t ig ) are constrained to a prescribed curve as follows
where the coast time t c ∈ [0 , t c,max ] is included as a solution variable, and p r,ig : R → R 3 and p v,ig : R → R 3 are predetermined vector valued polynomials describing an engine-off trajectory. We choose these polynomials to represent an aerodynamics-free trajectory using
where r I,in and v I,in are prescribed position and velocity vectors at the initial time epoch (see Figure 1 ). Higher order effects (e.g. aerodynamics) can be embedded in p r,ig (·) and p v,ig (·) by using higher fidelity models to propagate the vehicle state over a prediction horizon of length t c,max , and fitting polynomials to the resulting path.
E. Aerodynamic Model
We now introduce a tractable aerodynamic model that approximates the relationship between the aerodynamic force and the velocity vector. The model expresses the aerodynamic force in F B coordinates as follows
where ρ is the ambient atmospheric density, V(t) ≔ v I (t) 2 , and S A ∈ R ++ is a constant reference area. We refer to C A as the aerodynamic coefficient matrix, and emphasize that it is a symmetric-positive-definite matrix that does not conform to the standard scalar definition. Our definition of C A ensures that for any V ∈ R + the set If c a,x = c a,yz , then A B (t) is always anti-parallel to v B (t). In this case, A B (t) may be interpreted as a pure drag force, and the model recovers the aerodynamic drag model used in [36] . Since the set A(V) corresponding to this choice of C A defines a sphere, we refer to the corresponding model as the spherical aerodynamic model, illustrated in Figure 2a . Under the assumptions of the spherical model, the product C I←B (t)C A C B←I (t) simplifies to c a,x I 3×3 , thus rendering A I (t) = C I←B (t)A B (t) independent of attitude.
Alternatively, if c a x c a,yz , then A B (t) can also have components orthogonal to v B (t). In this case, A B (t) may be interpreted as the vector sum of a drag and lift force. Furthermore, if we assume that c a,x < c a,yz , we ensure that the vehicle experiences minimum drag when v B is aligned with the x-axis of F B , and that the lift component of A B points in the correct direction. Since the set A(V) corresponding to this choice of C A defines an ellipsoid, we refer to the corresponding model as the ellipsoidal aerodynamic model, illustrated in Figure 2b .
F. State-Triggered Constraints
In this section, we introduce the most important contribution of this paper: a continuous formulation of statetriggered constraints (STCs). The most common type of constraints seen in the optimal control literature are enforced over predetermined time intervals; we refer to such constraints as temporally-scheduled constraints. In contrast, an STC is enforced only when a state-dependent condition is satisfied, and emulates a constraint gated by an if -statement conditioned on the solution variables. Thus, an optimal control problem containing an STC determines its solution variables with a simultaneous understanding of how the constraint affects the optimization, and of how the optimization enables or disables the constraint. While the resulting continuous formulation is still non-convex, we have found that it is readily handled by the successive convexification framework [33, 35, 44] , as demonstrated in §IV.
Formal Definition of State-Triggered Constraints
Formally, we define a state-triggered constraint as an equality constraint that is enforced conditionally according to the following logical statement
where z ∈ R n z represents the optimization variable of the parent problem, g(·) : R n z → R is a piecewise continuously differentiable function called the trigger function, and c(·) : R n z → R is a piecewise continuously differentiable function called the constraint function. Accordingly, we refer to g(z) < 0 as the trigger condition, and c(z) = 0 as the
The logical implication in (15) states that if the trigger condition is satisfied, then the constraint condition is enforced. By De Morgan's Law, (15) also implies satisfaction of the contrapositive. However, we emphasize that the satisfaction of the constraint condition does not imply satisfaction of the trigger condition (see §IV). (15) can be used to represent an inequality constraint by augmenting z with a non-negative slack variable and modifying c(z) accordingly [45] .
Remark 1. The constraint condition in
Continuous State-Triggered Constraints
The STC expressed in (15) represents a binary decision that is not readily incorporated into a continuous optimization framework. We address this issue by introducing continuous state-triggered constraints (cSTCs), which represent the logical implication in (15) using the auxiliary variable σ ∈ R + and the system of equations
The geometry of the cSTC in (16) is shown on the left side of Figure 3 , where the lower-left axes show the feasible set of the STC in (15) . The formulation in (16) ensures that σ is strictly positive if the trigger condition is satisfied.
Since σ > 0 implies that (16c) holds if and only if c(z) = 0, (15) and (16) are logically equivalent. Subject to mild assumptions on g(·) and c(·), (16) admits a solution for any z ∈ R n z .
Feasible Set of cSTC
Feasible Set of Improved cSTC
Feasible sets of corresponding STC (16), whereas the green sets on the right represent the geometry of (17) . The bottom two axes show that the feasible sets of both cSTC formulations comply with that of the STC in (15) , despite the removal of the ambiguity in σ in the improved formulation.
Improved Formulation Using Linear Complementarity
As illustrated in Figure 3 , (16) does not admit a unique σ given z. To resolve this ambiguity, we augment (16a) and (16b) to form a complementarity constraint and obtain the following improved cSTC formulation
where a ⊥ b is used to denote a · b = 0. For a given z, (17a) forms a linear complementarity problem (LCP) in σ [40] . This problem has a unique solutionσ that varies continuously in g(z) [40] , and therefore in z. The analytical solution to the LCP is given byσ
Substituting (18) into (17) guarantees satisfaction of (17a), resulting in the following equality constraint
where the negative sign is retained to allow (19) to be formulated as an inequality (see Remark 1) . Thus, the ambiguity in σ is resolved by replacing the constraints in (16) with the logically equivalent constraint given in (19) , which complies with the feasible set of the corresponding STC defined in (15) . This can be seen in the two rightmost axes of Figure 3 . Subsequent sections use the improved cSTC formulation in lieu of the original one.
Velocity-triggered body-fixed α max -cone 
Example Application
We now present an example application whose formulation within a continuous optimization framework is enabled by the state-triggered constraints introduced in §II.F.1- §II.F.3. Consider the problem of limiting the aerodynamic loads on a vehicle during a powered descent maneuver. On ascent, aerodynamic loads are often limited by imposing what are known as q-α limits, where q refers to dynamic pressure, and α refers to angle of attack. These constraints are typically valid only for small angles of attack, where aerodynamic loads are relatively easy to model. Unlike an ascent trajectory, a powered descent maneuver can exhibit a wider range of angles of attack, possibly exceeding 90 • in cases where "hopping" maneuvers are permitted. Measures must therefore be taken to ensure that the vehicle does not operate in flight regimes with large model uncertainty. Specifically, we propose a simplified q-α limit that enforces an angle of attack constraint only at high dynamic pressures. Formally, we express this constraint using the following STC
where V α ∈ R ++ is a speed above which the angle of attack is limited to α(t) ∈ [0 , α max ]. This STC is illustrated in Figure 4a . Noting Remark 1, we convert the STC in (20) into the following cSTC
Remark 2. A range-triggered field of view constraint imposed between a body-fixed downward-looking camera and
the landing site may be obtained by replacing v I (t), V α , and α max in (21) with r I (t), R fov , and λ max , respectively (see Figure 4b) . Such a constraint limits the line of sight angle to λ(t) ∈ [0 , λ max ] when the vehicle is at distances greater than R fov away from the landing site.
To conclude this section, we briefly discuss the shortcomings of three non-combinatorial alternatives to the cSTC proposed in (21):
Alternative 1: Consider a naive temporally-scheduled implementation, in which the problem is first solved without (20) , and whose solution is used to determine the set of times T over which the trigger condition in (20) is satisfied.
The problem is then solved a second time with the constraint condition enforced over t ∈ T . This new solution now
Problem 1. Non-Convex Optimal Control Problem
Cost Function: minimize
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See (4) See (5) See (6) See (7) See (8) See (9) See (21) satisfies the constraint condition over t ∈ T , but does not necessarily satisfy the trigger condition for all t ∈ T . In fact, this solution may satisfy the trigger condition for times where t T , thus necessitating a redefinition of T . Unlike cSTCs, this approach does not convey the relationship between the trigger and constraint conditions to the optimization, thus allowing this situation to persist.
Alternative 2: Next, consider an implementation that replaces the STC in (20) with −e 1 2 is a nonlinear scalar valued function that relates the maximum allowable angle of attack to the speed of the vehicle. This approach has two disadvantages: (i) it is less intuitive since the relationship between α and q is embedded in f α (t), and (ii) obtaining a satisfactory f α (t) with proper numerical scaling may be difficult.
Alternative 3: Lastly, consider an implementation using two phases: the first with an angle of attack constraint and no velocity constraint, and the second with a velocity constraint and no angle of attack constraint. Further, assume that the terminal condition of the first phase is equated to the initial condition of the second, and that both phases are solved simultaneously. Such a multi-phase optimization approach ensures satisfaction of (20) , and is well suited for applications where the temporal ordering and quantity of phases are known a priori. However, since the formulation presupposes a specific phase structure, this approach is not capable of introducing additional phases. In contrast, cSTCs can do so in order to achieve feasibility or improve optimality.
G. Non-Convex Problem Statement
We now summarize the problem developed throughout this section. We assume a minimum-fuel objective function, but note that other objective functions can be readily used (e.g. a minimum-time problem would minimize t b ). The non-convex generalized powered descent guidance problem is summarized in Problem 1.
III. Convex Formulation
The successive convexification algorithm described in this section is designed to solve Problem 1 such that the converged solution (i) exactly satisfies the original nonlinear dynamics, (ii) approximates the state and control constraints by enforcing them only at a finite number of temporal nodes, and (iii) conservatively approximates the optimality and feasibility of the problem by using a finite-dimensional representation of the infinite-dimensional control signal. The proposed algorithm works by iteratively solving a sequence of subproblems until a converged solution is attained. Each iteration consists of two steps: a propagation step responsible for obtaining a subproblem, followed by a solve step responsible for solving said subproblem to full optimality. Each subproblem is a convex approximation of Problem 1, and each solve step results in a state and control trajectory, or iterate. The propagation step in the first iteration is computed using a user-defined initialization trajectory (see §III.C.1), whereas subsequent iterations perform said approximation about the trajectory obtained by the previous iteration's solve step. Since the solve step is executed using well understood algorithms (e.g. IPMs [46] ), this section primarily focuses on the propagation step.
This section is organized as follows. In §III.A, we outline a procedure to convert a free-final-time nonlinear continuous-time optimal control problem into a general implementable fixed-final-time linear-time-varying discretetime convex parameter optimization subproblem [38] . Specifically, §III.A.1- §III.A.3 discuss three analytical steps that comprise the propagation step, and §III.A.4 introduces the virtual control and trust region modifications used to aid convergence. In §III.B, we specialize the general subproblem to Problem 1. Lastly, in §III.C, we describe two initialization strategies, and conclude by summarizing the proposed algorithm.
A. General Implementable Convex Subproblem
This section assumes the following general optimal control problem
where x(t) ∈ R n x and u(t) ∈ R n u denote respectively the state and control vectors, z(t) ≔ t c t b x T (t) u T (t) T ∈ R n z (see §II.B for definitions of t c and t b ), J : R ++ × R n x → R is a Mayer objective function [47] that is convex in its arguments, f : R n x × R n u → R n x represents the continuous-time nonlinear dynamics, and h i : R n z → R represent equality constraints imposed on the trajectory. The equality constraints in (22c) are assumed to be convex for i ∈ I cvx ≔ {1, . . . , n cvx }, and non-convex for i ∈ I ncvx ≔ {n cvx + 1, . . . , n cvx + n ncvx } and i ∈ I stc ≔ {n cvx + n ncvx + 1, . . . , n cvx + n ncvx + n stc }. The functions J and f are assumed to be continuously differentiable, whereas each h i is assumed to be at least once differentiable almost everywhere.
Normalization
The normalization step converts the free-final-time nonlinear continuous-time optimal control problem in (22) into an equivalent fixed-final-time nonlinear continuous-time problem. This is achieved by temporally normalizing the burn phase from t ∈ [t ig , t f ] to τ ∈ [0 , 1], where τ is the normalized burn phase time. Using the chain rule, the nonlinear dynamics in (22b) can be rewritten as
Defining the dilation factor s ≔ dt/dτ ∈ R ++ and replacing x(t) with the right-hand side of (22b), the temporallynormalized dynamics are expressed as
Since τ ∈ [0 , 1], it follows that s = t b . Thus, the temporal normalization of (22a) and (22c) is achieved by replacing the first argument of the cost function with s, and all subsequent t f and t arguments with 1 and τ, respectively.
Linearization
The linearization step converts the fixed-final-time nonlinear continuous-time problem obtained in §III.A.1 into a fixed-final-time linear-time-varying continuous-time problem. By approximating non-convexities to first-order, the linearization step guarantees convexity of the subproblem.
Dynamics:
The right-hand side of (24) is approximated by a first-order Taylor series, evaluated about a reference trajectory denoted byz(τ)
The resulting linear-time-varying dynamics are
given by
Non-Convex State and Control Constraints: Using the assumption that the functions h i (·) are at least once differentiable almost everywhere, we define δz(τ) ≔ z(τ) −z(τ) and approximate the constraints for each i ∈ I ncvx in (22c) using a first-order Taylor series:
Continuous State-Triggered Constraints: Similarly, since the trigger and constraint functions of each cSTC are assumed to be piecewise continuously differentiable, it follows that each h i is at least once differentiable almost everywhere for all i ∈ I stc . However, due to the min(·) function in (19), the partial ∂ h i /∂ z is not well defined when g i (·) = 0. To ensure that the constraint condition is not enforced when g i z(τ) = 0, we define ∂ h i /∂ z to hold the same value as when g i z(τ) > 0. Thus, the approximation is given as follows:
Discretization
The discretization step converts the fixed-final-time linear-time-varying continuous-time problem obtained in §III.A.2 into a fixed-final-time linear-time-varying discrete-time parameter optimization problem. This step is critical in ensuring that the converged solution exactly adheres to the prescribed nonlinear dynamics. We begin by introducing K evenly spaced temporal nodes that divide the burn phase into K −1 subintervals, and define the sets K ≔ {1, 2, . . . , K } andK ≔ {1, 2, . . . , K − 1}. Each temporal node is associated with an index k ∈ K, and corresponding normalized
To proceed, the control signal must be projected from the infinite-dimensional space it inhabits to a finitedimensional space suitable for numerical optimization. This can be done in numerous ways, including zero-order-hold (ZOH) and first-order-hold (FOH) interpolation. Alternatively, the state may be projected to a finite-dimensional space directly using pseudospectral methods [48, 49] . We have found that, compared to pseudospectral methods, ZOH and FOH interpolation yield sparsity patterns that noticeably decrease solve time. Our approach utilizes FOH interpolation because it (i) provides a noticeable increase in optimality when compared ZOH interpolation, and (ii) ensures that when the discrete-time control variables satisfy convex control constraints, the interpolated values follow suit. Formally, FOH interpolation represents the control signal over each subinterval k ∈K as
where u k ≔ u(τ k ). Substituting (28) into (25), we obtain the following for each subinterval k ∈K:
The state transition matrix Φ A ξ , τ k for ξ ∈ [τ k , τ k+1 ] associated with (29) is given by
Denoting the discrete-time state vectors by x k ≔ x(τ k ), the inverse and transitive properties of Φ A · , · [50] are used to obtain the following discrete-time solution to (29) for each k ∈K:
In implementation, the previous iteration's solve step generatest c ,s,x k ≔x(τ k ), andū k ≔ū(τ k ) for all k ∈ K. Theū k 's and (28) are used to obtainū(τ) over τ ∈ [0 , 1], and (24), (31b), and the integrands in (31c)-(31f) are computed simultaneously for each k ∈K using the intermediate quantity Φ A ξ , τ k . When the propagation reaches τ k+1 , the quantity in (31b) can be left multiplied against the integrands of (31c)-(31f) to obtain the final values of
The integration of (24) is initialized withx k , and is analogous to a multiple shooting method. We have observed that this multiple shooting strategy improves the convergence behavior of the algorithm by keepingz(τ) closer to the path obtained by the constrained optimization problem. In contrast, since the dynamics are nonlinear and may be unstable, a single shooting method is more susceptible to poor initializations, since the dynamics have more time to evolve away from feasibility. Thus, the propagation and solve steps are designed to play complementary roles, whereby the former relates the discrete-time optimization problem to the continuous-time physics in the absence of constraints, and the latter helps reset the shooting method at more frequent temporal intervals while taking into account the constraints. The state and control constraints are enforced at the temporal nodes τ k for all k ∈ K. This discretization choice is adopted for simplicity, and does not guarantee the absence of inter-node state constraint and non-convex control constraint violations. We conclude by noting that the number of temporal nodes and interpolation scheme do not affect the accuracy of the converged solution with respect to the nonlinear dynamics. Instead, these choices affect the optimality and, in extreme cases, the feasibility of the solution. Simply put, a coarser or less expressive interpolation results in a finite-dimensional control signal with fewer degrees of freedom. This yields a problem that is implicitly more constrained, and thus a solution that is generally less optimal.
Virtual Control & Trust Region Modifications
The process outlined in §III.A.1- §III.A.3 results in an implementable convex parameter optimization subproblem that may suffer from artificial infeasibility and artificial unboundedness. These issues are addressed by the virtual control and trust region modifications, respectively.
Artificial Infeasibility & Virtual Control:
Consider linearizing and discretizing Problem 1 about a burn times = 0 (or some small value). From (25) , (30) , and (31), it follows that (31a) does not admit a solution for arbitrary x k+1 x k .
This remains true even if Problem 1 admits a feasible solution, resulting in a condition we term artificial infeasibility.
To mitigate artificial infeasibility, we augment (31a) with a virtual control term ν k ∈ R n x for all k ∈K,
and add the following penalty term to (22a),
where w ν ∈ R ++ is a large weight. The virtual control modification guarantees that each subproblem has a non-empty feasible set, and thus ensures that the convergence process is not obstructed. A 1-norm minimization is employed in (33) to encourage sparsity in the vectors ν k . Upon successful convergence, the virtual control terms are zero, and (32) is equivalent to (31) .
Artificial Unboundedness & Trust Region:
The second issue that may arise is that of artificial unboundedness, which occurs when the linearized constraints permit the cost of a subproblem to be minimized indefinitely. This issue is mitigated by adding the following soft quadratic trust region to the cost function,
where δz k ≔ δz(τ k ) for all k ∈ K, and W tr ∈ S n z ++ is a symmetric positive definite weighting matrix. The trust region modification also serves to ensure that the solve step does not venture excessively far from the reference trajectory used in the propagation step.
B. Specialized Implementable Convex Subproblem
To specialize the subproblem developed in §III.A to Problem 1, we define the objective function (22a) to be the minimum-fuel objective J s ,
and concatenate (1)- (3) to form the corresponding dynamics. In accordance with (26) , the thrust lower bound constraint in (8) is approximated using the following form for each k ∈ K
Similarly, in accordance with (27) , the cSTC in (21) is approximated using the following form for each k ∈ K
Problem 2 presents a summary of the specialized convex parameter optimization subproblem used in our algorithm. This problem is primarily concerned with solving for the states x k , controls u k , and time dilation s associated with the burn phase of the trajectory. The only aspect of the coast phase optimized by Problem 2 is the coast time t c , which in turn determines the ignition time position r I,1 and velocity v I,1 via (12) and (13).
Problem 2. Convex Parameter Optimization Subproblem
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Initialization
We consider two initialization approaches: straight-line initialization and 3-DoF initialization. Both approaches assumet c = 0 and a user-specified initial guess fors. The former is equivalent to assuming t in = t ig , whereas the latter is equivalent to guessing the burn time t b (see Figure 1) . The nature of the powered descent guidance problem is such thats can typically be guessed accurately as a function of distance to the landing site, initial velocity, and available thrust. In our experience, the proposed algorithm is able to handle a wide range of initialization values fors, although poor guesses may lead to increased convergence time.
The straight-line initialization approach constructs the discrete-time state trajectoryx k by linearly interpolating the state at each temporal node between the ignition and final states. The control trajectoryū k is assumed to oppose the gravitational force at each temporal node. The initialization assumes an initial attitude q id and final mass m dry , since these quantities are not known a priori. Formally, the state and control for each k ∈ K is computed as follows
If a value other than q id is assumed for the initial attitude, this approach can be improved by interpolating the quaternion states using Spherical Linear Interpolation (SLERP) [43] .
The 3-DoF initialization approach constructs the state and control trajectories using a solution obtained from a convex 3-DoF guidance problem [15] . The 3-DoF problem is solved using the same number of temporal nodes, K, as in the 6-DoF problem. This problem may be solved once using a user-defined burn time, or in conjunction with a line-search that optimizes the burn time, and thus generatess. The mass, position, and velocity components ofx k and the controlsū k are obtained directly from the 3-DoF solution. The attitude is computed such that the vertical axis of the vehicle is aligned withū k , and the angular velocity is obtained by inverting (3a). Unsurprisingly, the initialization approach can have a significant impact on the converged solution attained by the algorithm. In our work, we have found that neither approach offers a clear and consistent advantage over the other, (see §IV.D). We ultimately regard the initialization approach as a design choice.
Algorithm
The algorithm is initialized using one of the two approaches discussed in §III.C.1. For each iteration, the algorithm performs a propagation step to compute A k , B + k , B − k , S k , and w k for all k ∈K, followed by a solve step that solves the convex second-order cone programming subproblem summarized in Problem 2. The process terminates when J vc (ν) < ǫ vc and J tr (z ,z) < ǫ tr , where ǫ vc , ǫ tr ∈ R ++ are user-specified convergence tolerances. Satisfaction of the convergence criteria ensures that the attained solution eliminates the first order terms δz k generated by the approximation without using virtual control. If an iterate satisfies the convergence criteria, then feasibility of the corresponding subproblem implies that the iterate exactly satisfies the nonlinear dynamics of Problem 1 for all t ∈ [t ig , t f ], and satisfies the state and control constraints of Problem 1 at each temporal node. However, failure to converge does not necessarily imply that Problem 1 is infeasible. A summary of the algorithm is provided in Algorithm 1.
We note that prior to convergence, the iterates may not be feasible with respect to Problem 1 due to the linearization used in the propagation step. This statement holds true even though each convex subproblem is designed to be feasible through the use of virtual control.
Finally, we highlight that no convergence guarantees are presented in this paper. However, we have found that Algorithm 1 works well in practice, and note its similarity to [34] , which does guarantee convergence to a local optima of the original problem when the converged solution requires no virtual control. 
Solve Problem 2 to obtain {t c , s, x, u, ν} ⊲ Solve Step 
IV. Numerical Results
In this section, we present simulation results that demonstrate the proposed successive convexification algorithm, while highlighting the principal contributions of this paper. In §IV.A, §IV.B, and §IV.C we present case studies that respectively illustrate the effects of the aerodynamic models introduced in §II.E, the state-triggered constraints introduced in §II.F, and the free-ignition-time modification introduced in §II.D. In §IV.D, we provide performance and timing results. To present the results, we introduce the problem feature labels given in Table 1 .
The simulations are designed around a notional non-dimensionalized scenario with time, length, and mass units U T , U L , and U M . Each scenario is defined by the problem parameters in Tables 2 and the 
A. Aerodynamic Models Case Study
In this case study, we solve three otherwise identical powered descent guidance problems, assuming no aerodynamic effects, a spherical aerodynamic model, and an ellipsoidal aerodynamic model. These problems are labeled using Figure 5c shows the trajectory for the case with the ellipsoidal aerodynamic model. In this case, the aerodynamic force vectors are seen to have a component orthogonal to the velocity vector, and may therefore be interpreted as a composition of a drag and lift force (recall Figure 2) . The vehicle is observed to exploit the lift force to bend the trajectory downwards by adjusting its attitude to control the angle of attack. As a consequence, the thrust is no longer aligned with the velocity as it was in the previous two cases, and is instead gimbaled such that the vehicle remains trimmed at an angle of attack that applies the lift force in a desirable direction.
B. State-Triggered Constraints Case Study
This case study highlights the effects of the q-α state-triggered constraint introduced in (20) Figure 6b , the temporal nodes after inset (ii) clearly exhibit larger angles of attack, indicating that the vehicle's speed has dropped below the trigger limit and that the q-α constraint has been disabled.
Figures 6c-6d show the corresponding speed and angle of attack time histories. Since case (B)+(EA) does not implement the q-α STC, the angle of attack is seen to violate the 3.0 • limit when the speed is greater than 2.0 U L /U T .
In contrast, the angle of attack in case (B)+(EA)+(ST) remains below the prescribed 3.0 • limit until t ≈ 2.0 U T , where the speed drops below the prescribed 2.0 U L /U T speed limit.
Lastly, notice that Figure 6d shows that case (B)+(EA)+(ST) rides the speed constraint for t ∈ [2.0 , 3.0]. Although the trajectory may gain optimality by traveling faster over this time interval, the angle of attack is above the specified 3.0 • limit over this time interval. Consequently, we observe the enforcement of the contrapositive of (20) (i.e. an angle of attack greater than 3.0 • implies that the speed must be less than 2.0 U L /U T ). Further, certain scenarios may allow the angle of attack to drop below the prescribed limit towards the end of the trajectory, thereby allowing the speed to increase above the STC trigger limit. Such an eventuality would cause the optimization algorithm to add a new constrained phase without a priori input, per the discussion in Alternative 3 in §II.F.4.
C. Free-Ignition-Time Case Study
The third case study considers how the free-ignition time modification affects the trajectory by comparing the cases 
D. Trajectory and Computational Performance
The trajectory and computational performance data presented in this section were generated for the cases listed in the leftmost column of Table 3 . The results were obtained by executing a batch of 10 runs for each case using the initial position and velocity vectors r I (t in ) = [5. Trajectory performance metrics are given in Table 3 . For each case, the entries represent the median values of the metrics generated in the batch. Due to the determinism of the proposed algorithm, the standard deviations of the trajectory performance metrics was zero.
To validate each solution against the nonlinear dynamics, we integrate the nonlinear equations of motion using a piecewise linear interpolation of the controls, given in (28) . The errors between the integrated trajectory and the discrete states generated by the optimization process are then used as a measure of the solution's feasibility. The position and attitude errors are defined as e pos ≔ max k ∈K r I (t k ) − r I,k 2 and e att ≔ max k ∈K 2 cos −1 q * B←I (t k ) ⊗ q B←I,k , where q B←I,k and r I,k are the discrete solution values, while q B←I (t k ) and r I (t k ) are the corresponding integrated values.
The computational performance results for the solve step is given in Table 4 , and were generated on a 2014 MacBook Pro with a 2.2 GHz Intel Core i7 processor and 16 GB of RAM. The propagation step was implemented in C++ using the Eigen matrix library [51] , and was omitted from Table 4 since the maximum propagation time per run was on the order of 10 milliseconds. The solve time results were generated in MATLAB using ECOS [52] and CVX [53] . For each case, the solve times were obtained by totaling the fifth argument reported by the cvx_toc function over all ECOS calls in a run, and computing the statistics over the entire batch. We conclude with three final observations. First, in the cases presented, the inclusion of feature (ST) yielded a decrease in both burn time and fuel consumption. This result is counter intuitive since one would expect the optimal cost of a problem to remain the same or increase when additional constraints are added. Since Problem 1 may have multiple local minima, we posit that the inclusion of the q-α state-triggered constraint forced the iterative solution process towards a more optimal local minima. On the other hand, the inclusion of feature (FI) reduced the fuel cost.
This result agrees with intuition since the free-ignition-time modification effectively adds a degree of freedom to the problem.
Second, we note that the 3-DoF initialization approach (i.e. the inclusion of feature (3I)) did not yield a clear improvement in optimality or computational performance. In fact, cases (B)+(EA)+(3I), (B)+(EA)+(3I)+(FI), and (B)+(EA)+(ST)+(FI)+(3I) all resulted in less optimal trajectories, while cases (B)+(EA)+(3I) and (B)+(EA)+(ST) +(FI)+(3I) also increased the solve time. We conclude that the straight-line initialization approach initializes the algorithm in a more favorable region of attraction, but stress that this may not be the case for different scenarios.
Lastly, the timing results presented in Table 4 show a maximum solve time of 0.7 seconds and a standard deviation on the order of milliseconds and were all obtained using the same algorithm parameters (e.g. w ν , W tr , K). We argue that these results are an important step in demonstrating the efficacy of the successive convexification methodology for real time autonomous applications. Ultimately, results obtained on representative flight hardware will be crucial in accurately assessing the viability of the proposed methodology for on-board computation in real-world applications.
V. Concluding Remarks
This paper presents a real-time successive convexification algorithm for a generalized free-final-time 6-DoF powered descent guidance problem, and introduces three primary contributions: (i) a free-ignition-time modification that allows the algorithm to determine when to begin the burn phase, (ii) an ellipsoidal aerodynamics model that provides a computationally tractable way to model lift and drag forces, and (iii) a continuous formulation for state-triggered constraints. Contribution (iii) allows continuous optimization problems to be formulated using conditionally enforced constraints, and was motivated by landing scenarios that necessitate velocity-triggered angle of attack and rangetriggered line of sight constraints.
Three simulation case studies are presented, each illustrating one of the primary contributions of this paper. The corresponding trajectory and computational performance results show that the proposed algorithm can successfully compute trajectories in under 0.7 seconds for the problem features considered. While additional work is required to provide convergence guarantees and to quantify the optimality of the computed trajectories, we argue that our results demonstrate the efficacy of the successive convexification approach for real-time powered descent guidance applications.
