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SHARP INTERFACE LIMIT OF A DIFFUSE INTERFACE MODEL FOR
TUMOR-GROWTH
MINGWEN FEI, TAO TAO, AND WEI WANG
Abstract. we consider the asymptotic limit of a diffuse interface model for tumor-growth when
a parameter ε proportional to the thickness of the diffuse interface goes to zero. An approximate
solution which shows explicitly the behavior of the true solution for small ε will be constructed by
using matched expansion method. Based on the energy method, a spectral condition in particular,
we establish a smallness estimate of the difference between the approximate solution and the true
solution.
1. Introduction
In this paper we consider the singular limit, as ε → 0, of the solutions of the following system
for (uε, σε): 
uεt −∆µε = 2σε + uε − µε, in Ω× (0, T ),
σεt −∆σε = −(2σε + uε − µε), in Ω× (0, T ),
εµε = −ε2∆uε + f ′(uε), in Ω× (0, T ),
uε(x, 0) = uε0(x), σ
ε(x, 0) = σε0(x), on Ω× {0},
∂uε
∂n
= ∂µ
ε
∂n
= ∂σ
ε
∂n
= 0, on ∂Ω× (0, T ).
(1.1)
Here Ω ⊂ RN is a bounded smooth domain, n is the unit outer normal to ∂Ω, ε2 is the diffusivity
corresponding to the surface energy, uε is the tumor cell concentration, µε is the chemical potential,
σε is the nutrient concentration, and f is a double equal-well potential taking its global minimum
value 0 at u = ±1. Without loss of generality we take f(u) = (u2 − 1)2.
The morphological evolution of tumor progression has been an area of intense research interest
recently(see, for instance [5, 9, 15, 16, 20, 22, 25, 26] and the references therein). System (1.1) is
introduced to study the evolution of a growing solid tumor which coexists with the host tissue.
The dynamics can be divided into two stages. During the first stage, two species are segregated
according to the initial data and interface appears around the common boundary of two species.
After a very fast time the dynamics enters the second stage in which the interface begins to involve.
The second stage takes a much longer time than the first stage.
Generation of the interface will be left in the forthcoming paper. In this paper we are interested
in the later stage and assume that the interface has been formed initially. There are two well-
known approaches to describe the motion of the interface so far. The classical modeling approach
is the so-called sharp interface approach which treats the interface between two phases as a N − 1
dimensional sufficiently smooth surface with zero width. The second modeling approach (the so-
called diffuse interface approach) treats the tumor/host tissue interface as a transition layer with
finite (small) width. Comparing with the sharp interface model, the diffuse interface model has
many advantages in numerical simulations of the interfacial motion(see, for instance, [11] and the
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references therein). (1.1) is a diffuse interface model related to the dynamics of tumor growth which
consists of advection-reaction-diffusion equation coupled with the Cahn-Hilliard equation.
One of important and natural problems is to investigate whether the diffuse interface model
can be related to the corresponding sharp interface model by the asymptotic limit (i.e., the sharp
interface limit) when the interfacial width tends to zero. Some formal asymptotic analyses regarding
the sharp interface limits of some different tumor-growth models can be found in [17, 18, 21] for
instance, but, up to our knowledge, only a few rigorous results are set up for such coupled systems.
The authors in [28] rewrote (1.1) as a gradient flow and used the techniques related to gradient
flow to prove that (1.1) converges to the corresponding sharp interface model in the sense of Γ-
convergence as ε→ 0. One can see [12] for some rigorous sharp interface limit for a model which is
introduced in [8] and coupled with the velocity field in a simplified case. More recently, the authors
in [27] consider Cahn-Hilliard-Darcy system (first neglecting the nutrient σε) that models tumor
growth and prove that weak solutions tend to varifold solutions of a corresponding sharp interface
model when the interface thickness goes to zero. One can see [1, 10, 23, 29] for instance for more
works on the convergence in the sense of Γ-convergence or varifold solutions, and [2] for the sharp
interface limit of the Stokes-Allen-Cahn system.
This paper focuses on the rigorous analysis on the sharp interface limit of local classical solutions
to (1.1). In [3] the authors proved the classical solutions of the Cahn-Hilliard equation tend to
solutions of the Mullins-Sekerka problem (also called the Hele-Shaw problem) assuming the classical
solutions of the latter exists. By employing the method used in [3] we will show more explicitly the
asymptotic behaviors of local classical solutions (uε, σε, µε) in the sense of pointwise when ε goes to
zero and establish a stronger convergence than the convergences in the sense of Γ-convergence and
varifold solutions in some sense. In particular we can characterize the evolution laws of (uε, σε, µε)
in the transition region, a small neighbour of Γ, in which the behaviors are different from the ones
in the two phase spaces.
The sharp interface model of (1.1) is the following two-phase flow(Theorem 5.8 and Theorem 5.9
in [28]): 
−∆µ+ µ = 2σ ± 1, in Ω±,
∂tσ −∆σ + 2σ = µ∓ 1, in Ω±,
[µ] = [σ] = 0, on Γ,
[∂µ
∂n
] = −2V, on Γ,
[∂σ
∂n
] = 0, on Γ,
µ = κ
∫ 1
−1
√
2f(u)du, on Γ,
∂µ
∂n
= ∂σ
∂n
= 0, on ∂Ω,
(1.2)
here Γ is a closed sharp interface, Ω− and Ω+ are the interior and exterior of Γ in Ω respectively,
n is the unit outer normal to Γ from Ω− to Ω+ or to ∂Ω, V is the normal velocity of the sharp
interface Γ, κ is the mean curvature of Γ and [f ] denotes the jump condition of f from Ω+ to Ω−
defined by [f ] = f |Ω+ − f |Ω− .
Specifically speaking, firstly, we use Hilbert expansion method to construct an explicit approx-
imate solution to (1.1) around the local classical solution of (1.2) by assuming the latter exists
and this process also can recover the sharp interface model (1.2). This method has been used in
[3, 4, 6, 13, 19, 30] and the references therein. In this paper Hilbert expansions will be performed
in two phase space Ω±, transition layer and near boundary ∂Ω. A kind of inner-outer matching
condition will be imposed to ensure the outer expansions in Ω± and inner expansions in transition
layer should match in the overlapped region. The same to the case that outer expansions in Ω± and
boundary layer expansion near boundary ∂Ω. Such a method is also called matched asymptotic
expansion method.
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Secondly, based on the energy method, we derive the smallness of the error between the approx-
imate solution and the true solution. Consequently we can prove rigorously that (1.1) converges to
(1.2) as ε→ 0. To estimate the error we mainly need to prove the following inequality∫
Ω
(
|∇v|2 + 1
ε2
f ′′(uA)v2
)
dx ≥ −C
∫
Ω
v2dx.
holds for any small ε and v ∈ H1(Ω). Here uA is an approximate solution of uε to be constructed
and satisfies (1.3). This inequality has been proved in [7] and used to prove the convergence of the
Cahn-Hilliard equation to the Hele-Shaw model in [3]. Here we write the details in a concise way
which shows clearly how to vanish the singularity 1
ε2
. A sketch of the proof is as follows.
Noting that f ′′(±1) > 0 and
uA ∼ ±1, in Ω±,
then 1
ε2
f ′′(uA)v2 is non-negative in Ω± and thus we only need to controll 1ε2 f
′′(uA)v2 in the transi-
tion layer Γ(δ) which is defined in (2.3). According to the construction of the approximate solution,
uA ∼ θ(z) + εu˜(1)(x, t, z) +O(ε2), z ∼ d
(0)(x, t)
ε
+ d(1)(x, t), in Γ(δ), (1.3)
where θ(z) is the solution to
θ′′(z) = f ′(θ(z)), θ(±∞) = ±1, θ(0) = 0, (1.4)
and d(0), d(1) are defined in (2.1), and u˜(1)(x, t, z) which is defined in (2.10) satisfies the important
property Lemma 3.5. Therefore one has
1
ε2
f ′′(uA)v2 ∼ 1
ε2
f ′′(θ(z))v2 +
1
ε
f ′′′(θ(z))u˜(1)(x, t, z)v2 +O(1)v2, in Γ(δ).
To deal with the most singular term 1
ε2
f ′′(θ(z))v2 we will draw support from the diffusion term
and use the estimates of the first eigenvalue, the corresponding eigenfunction and the second eigen-
value of the following Neumann eigenvalue problem
Lfq := −d
2q
dz2
+ f ′′(θ)q = λq, z ∈ Iε = (−1
ε
,
1
ε
); q′(±1
ε
) = 0, (1.5)
which has been proved in [7](proved by a new method in [14]). And the next singular term
1
ε
∫
Ω f
′′′(θ(z))u˜(1)(x, t, z)v2dx will vanish in some sense due to the property Lemma 3.5 of u˜(1).
To deal with the difficulty coming from the coupling term 2σε+uε−µε in (1.1), we consider the
auxiliary variable ϕε = uε + σε and construct an approximate solution (ϕA, σA) to approximate
the system which (ϕε, σε) satisfies. The system for (ϕε, σε) is a gradient-flow system([28]). Then
we apply the energy method to estimate the errors ϕε − ϕA and σε − σA.
Our main conclusion is
Theorem 1.1. Given a classical solution (µ, σ,Γ) of (1.2) in Ω× (0, T ) which satisfies
dist(Γ, ∂Ω) > 0, x ∈ Ω, t ∈ [0, T ]. (1.6)
Then there exist ε0 > 0 and C > 0 such that the following hold: for any 0 < ε < ε0, there exist
uε0(x), σ
ε
0(x) such that if (u
ε, σε) is the solution to (1.1) in Ω× (0, T ), we have∥∥uε − uA∥∥
C4,1(Ω×[0.T ]) +
∥∥σε − σA∥∥
C2,1(Ω×[0.T ]) +
∥∥µε − µA∥∥
C2,1(Ω×[0.T ]) ≤ Cε.
where (uA, σA, µA) which will be constructed in Section 5 is an approximate solution of (uε, σε, µε)
with the order of asymptotic expansion k large enough.
Aa a corollary we have
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Corollary 1.2. Given a classical solution (µ, σ,Γ) of (1.2) as in Theorem 1.1. Then there exist
uε0(x), σ
ε
0(x) such that if (u
ε, σε) is the solution to (1.1) in Ω× (0, T ), then as ε→ 0, there hold∥∥uε − (±1)∥∥
C(Ω±\Γ(δ)) → 0,
∥∥∥∥uε − θ(d(0)ε + d(1)
)∥∥∥∥
C(Γ(δ))
→ 0, (1.7)∥∥σε − σ∥∥
C(Ω×[0.T ]) +
∥∥µε − µ∥∥
C(Ω×[0.T ]) → 0, (1.8)
here and in what follows δ is a small positive constant satisfying δ < 12dist(Γ, ∂Ω) for (x, t) ∈
Ω× [0, T ].
Remark 1.3. uε0(x) and σ
ε
0(x) are defined in (3.10). The initial data like this form is often called
sharp interface initial data since we assume the interface has been formed initially. One can refer
to [3, 24] for this kind of data.
We organize this paper as follows. In Section 2, we do εk(k = 0, 1)-order asymptotic expansion
and get all the zeroth order terms and some 1th order terms. In Section 3 we establish a spectral
condition and give a smallness estimation of the error between the approximate solution and the
true solution. Then we complete the proof of Theorem 1.1 and Corollary 1.2. In Section 4, we do
εk(k ≥ 2)-order asymptotic expansion and get all the remained terms. In Section 5, an approximate
solution is constructed.
Through this paper C denotes a generic positive constant independent of small ε.
2. Matched asymptotic expansion
Let Γε be a smooth surface centered in the transition layer. For any t ∈ [0, T ] for fixed T > 0, let
dε(x, t) be the signed distance from x to Γε. Then dε is smooth and |∇dε| = 1 in a neighborhood
of Γε. We assume
dε(x, t) = d(0)(x, t) + εd(1)(x, t) + ε2d(2)(x, t) + · · · , (2.1)
where d(0) is a signed distance to Γ and d(i)(i ≥ 1) is to be determined later.
Since
1 = |∇dε|2 = |∇d(0)|2 + 2ε∇d(0) · ∇d(1) +
+∞∑
k=2
εk
( k∑
i=0
∇d(i) · ∇d(k−i)
)
= 1 + 2ε∇d(0) · ∇d(1) +
+∞∑
k=2
εk
( k∑
i=0
∇d(i) · ∇d(k−i)
)
,
then
∇d(0) · ∇d(k) = Dk−1(k ≥ 1) ,

0, k = 1,
−12
k−1∑
i=1
∇d(i) · ∇d(k−i), k ≥ 2.
(2.2)
Furthermore, we have Γ = {(x, t) : d(0)(x, t) = 0}, Ω± = {(x, t) : d(0)(x, t) ≷ 0}, V = −d(0)t and
κ = −∆d(0). Defining
Γ(δ) = {(x, t) ∈ Ω× (0, T ) : |d(0)(x, t)| < δ}. (2.3)
Now we do outer expansion in Ω±, inner expansion in Γ(δ) and boundary layer expansion in
∂Ω(δ) = {(x, t) : dist(x, ∂Ω) < δ, x ∈ Ω, t ∈ [0, T ]}. For clarity we only match zero-order and
ε-order, and solve all the zero-order terms and some 1-order terms in this section. Matching
εk(k ≥ 2)-order and all the remained terms will be presented in Section 4.
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2.1. Outer expansion in Ω±.
In Ω±, we set
uε = u
(0)
± + εu
(1)
± + ε
2u
(2)
± + · · · , (2.4)
µε = µ
(0)
± + εµ
(1)
± + ε
2µ
(2)
± + · · · , (2.5)
σε = σ
(0)
± + εσ
(1)
± + ε
2σ
(2)
± + · · · . (2.6)
Moreover, by using Taylor expansion we write in Ω±
f ′(uε) = f ′(u(0)± ) + εf
′′(u(0)± )u
(1)
± + · · ·+ εk
(
f ′′(u(0)± )u
(k)
± + g
(
u
(0)
± , · · · , u(k−1)±
))
+ · · · ,
here g
(
u
(0)
± , · · · , u(k−1)±
)
depends on u
(0)
± , · · · , u(k−1)± .
Substituting (2.4)-(2.6) into (1.1) and collecting all terms of zero order we have
∂tu
(0)
± −∆µ(0)± = 2σ(0)± + u(0)± − µ(0)± ,
∂tσ
(0)
± −∆σ(0)± = −
(
2σ
(0)
± + u
(0)
± − µ(0)±
)
,
f ′(u(0)± ) = 0.
We take
u
(0)
± = ±1 (2.7)
and then
−∆µ(0)± + µ(0)± = 2σ(0)± ± 1, (2.8)
∂tσ
(0)
± −∆σ(0)± + 2σ(0)± = µ(0)± ∓ 1. (2.9)
Substituting (2.4)-(2.6) into (1.1) and collecting all terms of ε-order we have
u
(1)
± =
µ
(0)
±
f ′′(u(0)± )
,
−∆µ(1)± + µ(1)± = 2σ(1)± + u(1)± − ∂tu(1)± ,
∂tσ
(1)
± −∆σ(1)± + 2σ(1)± = µ(1)± − u(1)± .
2.2. Inner expansion in Γ(δ).
Let z = d
ε
ε
∈ (−∞,+∞). In Γ(δ), we set
uε(x, t) = u˜ε(x, t, z) = u˜(0)(x, t, z) + εu˜(1)(x, t, z) + ε2u˜(2)(x, t, z) + · · · , (2.10)
µε(x, t) = µ˜ε(x, t, z) = µ˜(0)(x, t, z) + εµ˜(1)(x, t, z) + ε2µ˜(2)(x, t, z) + · · · , (2.11)
σε(x, t) = σ˜ε(x, t, z) = σ˜(0)(x, t, z) + εσ˜(1)(x, t, z) + ε2σ˜(2)(x, t, z) + · · · , (2.12)
and the following inner-outer matching conditions: there exists a fixed positive constant ν such
that as z → ±∞ there hold
DαxD
β
t D
γ
z
(
u˜(i)(x, t, z) − u(i)± (x, t)
)
= O(e−ν|z|), (2.13)
DαxD
β
t D
γ
z
(
µ˜(i)(x, t, z) − µ(i)± (x, t)
)
= O(e−ν|z|), (2.14)
DαxD
β
t D
γ
z
(
σ˜(i)(x, t, z)− σ(i)± (x, t)
)
= O(e−ν|z|) (2.15)
for (x, t) ∈ Γ(δ) and 0 ≤ α, β, γ ≤ N with N depending on actual expansion order.
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Using Taylor expansion and (2.10) one has
f ′(u˜ε) = f ′(u˜(0)) + εf ′′(u˜(0))u˜(1) + · · ·+ εk
(
f ′′(u˜(0))u˜(k) + g˜
(
u˜(0), · · · , u˜(k−1)))+ · · · , (2.16)
here g
(
u˜(0), · · · , u˜(k−1)) depends on u˜(0), · · · , u˜(k−1).
Noting that
u˜εt(x, t, z) = ∂tu˜
ε + ε−1∂zu˜ε∂tdε,
∆xµ˜
ε(x, t, z) = ε−2∂zzµ˜ε + 2ε−1∇x∂zµ˜ε · ∇xdε + ε−1∂zµ˜ε∆xdε +∆xµ˜ε,
then in the new coordinate (x, t, z) the first equation in (1.1) becomes
−∂zzµ˜ε+ε
(
∂zu˜
ε∂td
ε − 2∇x∂zµ˜ε · ∇xdε − ∂zµ˜ε∆xdε
)
+ε2
(
∂tu˜
ε −∆xµ˜ε −
(
2σ˜ε + u˜ε − µ˜ε)) = 0. (2.17)
Similarly, the second equation and the third equation in (1.1) become respectively
− ∂zzσ˜ε + ε
(
∂zσ˜
ε∂td
ε − 2∇x∂zσ˜ε · ∇xdε − ∂zσ˜ε∆xdε
)
+ ε2
(
∂tσ˜
ε −∆xσ˜ε + 2σ˜ε + u˜ε − µ˜ε
)
= 0, (2.18)
− ∂zzu˜ε + f ′(u˜ε)− ε
(
2∇x∂zu˜ε · ∇xdε + ∂zu˜ε∆xdε + µ˜ε
)
− ε2∆xu˜ε = 0. (2.19)
Generally the inner-outer exponentially decaying matching conditions (2.13)-(2.15) may not nec-
essarily hold. To ensure this conditions, we will modify (2.17)-(2.19) as follows motivated by [3].
For that we choose a smooth non-decreasing function η such that η(z) = 0 for z ≤ −1, η(z) = 1
for z ≥ 1 and define
η±(z) = η(−M ± z), z ∈ R,
here the constant M = ‖d(1)‖C0(Γ(δ)) + 2.
Now we modify (2.17)-(2.19) as follows
− ∂zzµ˜ε + ε
(
∂z u˜
ε∂td
ε − 2∇x∂zµ˜ε · ∇xdε − ∂zµ˜ε∆xdε
)
+ ε2
(
∂tu˜
ε −∆xµ˜ε −
(
2σ˜ε + u˜ε − µ˜ε))
+ η′′pε(dε − εz) + εη′gε(dε − εz)− ε2(sε+η+ + sε−η−) = 0, (2.20)
− ∂zzσ˜ε + ε
(
∂zσ˜
ε∂td
ε − 2∇x∂zσ˜ε · ∇xdε − ∂z σ˜ε∆xdε
)
+ ε2
(
∂tσ˜
ε −∆xσ˜ε + 2σ˜ε + u˜ε − µ˜ε
)
+ η′′qε(dε − εz) + εη′hε(dε − εz)− ε2(rε+η+ + rε−η−) = 0, (2.21)
− ∂zzu˜ε + f ′(u˜ε)− ε
(
2∇x∂zu˜ε · ∇xdε + ∂zu˜ε∆xdε + µ˜ε
)− ε2∆xu˜ε
+ εη′lε(dε − εz) = 0, (2.22)
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where
gε(x, t) =
+∞∑
i=0
εig(i)(x, t), hε(x, t) =
+∞∑
i=0
εih(i)(x, t), lε(x, t) =
+∞∑
i=0
εil(i)(x, t),
pε(x, t) =
+∞∑
i=0
εip(i)(x, t), qε(x, t) =
+∞∑
i=0
εiq(i)(x, t),
sε±(x, t) =
+∞∑
i=0
εis
(i)
± (x, t) =
+∞∑
i=0
εi
(
∂tu
(i)
± −∆µ(i)± −
(
2σ
(i)
± + u
(i)
± − µ(i)±
))
(x, t),
rε±(x, t) =
+∞∑
i=0
εir
(i)
± (x, t) =
+∞∑
i=0
εi
(
∂tσ
(i)
± −∆σ(i)± −
(
2σ
(i)
± + u
(i)
± − µ(i)±
))
(x, t).
Remark 2.1. Due to z = d
ε
ε
, then dε − εz = 0. Moreover, since M = ‖d(1)‖C0(Γ(δ)) + 2, we
can find rε+η
+ + rε−η− = 0 for (x, t) ∈ Γ(δ) and small ε. One can refer to Remark 4.2 in [3] for
the details. Therefore (2.17)-(2.19) are the same to (2.20)-(2.22) respectively. However, through
the modifications, we have changed the equation of every order such that the matching conditions
(2.13)-(2.15) hold.
For clarity we divide into two subsections to proceed.
2.2.1. Matching zeroth order.
Substituting (2.1) and (2.10)-(2.12) into (2.20)-(2.22) and collecting all terms of zero order we
have
∂zzµ˜
(0) = η′′p(0)d(0), (2.23)
∂zzσ˜
(0) = η′′q(0)d(0), (2.24)
∂zzu˜
(0) = f ′(u˜(0)). (2.25)
Now we argue in this subsection according to the following order:
(µ˜(0), σ˜(0))→ (p(0), q(0), [µ(0)], [σ(0)])→ u˜(0).
• (µ˜(0), σ˜(0))
From (2.23) we can write
µ˜(0)(z, x, t) = η(z)p(0)(x, t)d(0)(x, t) + a(x, t)z + b(x, t)
for some a(x, t) and b(x, t). Since the inner-outer matching condition µ˜(0)(z, x, t) → µ(0)± (x, t) as
z → ±∞ needs to be satisfied, we must have
a(x, t) = 0, b(x, t) = µ
(0)
− (x, t)
and
p(0)(x, t)d(0)(x, t) = µ
(0)
+ (x, t)− µ(0)− (x, t). (2.26)
Thus we have
µ˜(0)(x, t, z) = η(z)µ
(0)
+ (x, t) +
(
1− η(z))µ(0)− (x, t) (2.27)
and then
DαxD
β
t D
γ
z
(
µ˜(0)(x, t, z) − µ(0)± (x, t)
)
= O(e−ν|z|)
for any α, β, γ ∈ N and ν > 0.
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Similarly, we get
q(0)(x, t)d(0)(x, t) = σ
(0)
+ (x, t)− σ(0)− (x, t) (2.28)
and
σ˜(0)(x, t, z) = η(z)σ
(0)
+ (x, t) +
(
1− η(z))σ(0)− (x, t) (2.29)
which implies
DαxD
β
t D
γ
z
(
σ˜(0)(x, t, z) − σ(0)± (x, t)
)
= O(e−ν|z|)
for any α, β, γ ∈ N and ν > 0.
• (p(0), q(0), [µ(0)], [σ(0)])
Moreover, according to (2.26) and (2.28) there hold on Γ[
µ(0)
]
, µ(0)+ − µ(0)− = 0,
[
σ(0)
]
, σ(0)+ − σ(0)− = 0. (2.30)
And we can define smooth functions p(0) and q(0) in Γ(δ) as follows
p(0) =

µ
(0)
+ −µ(0)−
d(0)
, in Γ(δ)\Γ,
∇xd(0) · ∇x(µ(0)+ − µ(0)− ), on Γ,
(2.31)
and
q(0) =

σ
(0)
+ −σ(0)−
d(0)
, in Γ(δ)\Γ,
∇xd(0) · ∇x(σ(0)+ − σ(0)− ), on Γ.
(2.32)
• u˜(0)
By (2.25) and the inner-outer matching condition, u˜(0) satisfies
∂zzu˜
(0) = f ′(u˜(0)), u˜(0)(±∞) = u(0)± = ±1, u˜(0)(0) = 0,
here the condition u˜(0)(0) = 0 is imposed to ensure u˜(0) is unique. Therefore u˜(0) is independent of
(x, t) and then u˜(0)(x, t, z) = θ(z) which is defined in (1.4). In fact, we can get
u˜(0)(x, t, z) = θ(z) = tanh(
√
2z) (2.33)
and for k ∈ N ∪ {0}
dk
dzk
(
θ(z) + 1
)
= O(e−
√
2|z|), as z → −∞; d
k
dzk
(
θ(z)− 1) = O(e−√2|z|), as z → +∞,
which implies
DαxD
β
t D
γ
z
(
u˜(0)(x, t, z) − u(0)± (x, t)
)
= O(e−
√
2|z|)
for any α, β, γ ∈ N.
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2.2.2. Matching 1th order.
Substituting (2.1) and (2.10)-(2.12) into (2.20)-(2.22) and collecting all terms of ε-order we have
− ∂zzµ˜(1) +
(
∂zu˜
(0)∂td
(0) − 2∇x∂zµ˜(0) · ∇xd(0) − ∂zµ˜(0)∆xd(0)
)
+ η′′
(
p(1)d(0) + p(0)d(1)
)− η′′zp(0) + η′g(0)d(0) = 0, (2.34)
− ∂zzσ˜(1) +
(
∂zσ˜
(0)∂td
(0) − 2∇x∂zσ˜(0) · ∇xd(0) − ∂zσ˜(0)∆xd(0)
)
+ η′′
(
q(1)d(0) + q(0)d(1)
)− η′′zq(0) + η′h(0)d(0) = 0, (2.35)
− ∂zzu˜(1) + f ′′(u˜(0))u˜(1) −
(
2∇x∂zu˜(0) · ∇xd(0) + ∂zu˜(0)∆xd(0) + µ˜(0)
)
+ η′l(0)d(0) = 0. (2.36)
Next we argue according to the following order:(
µ˜(1), g(0),
[∂µ(0)
∂n
])
→
(
σ˜(1), h(0),
[∂σ(0)
∂n
])
→
(
u˜(1), l(0), µ
(0)
±
∣∣
Γ
)
.
•
(
µ˜(1), g(0),
[
∂µ(0)
∂n
])
For (x, t) ∈ Γ(δ), we write (2.34) as
−
(
µ˜(1) − η(p(1)d(0) + p(0)d(1)))
zz
= η′′zp(0) − η′g(0)d(0) − ∂zu˜(0)∂td(0)
+ 2∇x∂zµ˜(0) · ∇xd(0) + ∂zµ˜(0)∆xd(0)
, Θ0,1. (2.37)
It follows from Lemma 4.3 in [3] and direct computations that if∫ +∞
−∞
Θ0,1(x, t, z)dz = 0, (2.38)
then (2.37) has a bounded solution
µ˜(1)(x, t, z) = η(z)
(
p(1)d(0) + p(0)d(1)
)
(x, t)
+
∫ z
−∞
∫ +∞
z′
Θ0,1(z
′′, x, t)dz′′dz′ + µ(1)− (x, t)
which and µ˜(1)(+∞, x, t) = µ(1)+ (x, t) imply(
p(1)d(0) + p(0)d(1)
)
(x, t) = µ
(1)
+ (x, t)−
∫ +∞
−∞
∫ +∞
z′
Θ0,1(z
′′, x, t)dz′′dz′ − µ(1)− (x, t).
Hence we obtain
µ˜(1)(x, t, z) =η(z)µ
(1)
+ (x, t) +
(
1− η(z))µ(1)− (x, t)
− η(z)
∫ +∞
−∞
∫ +∞
z′
Θ0,1(z
′′, x, t)dz′′dz′
+
∫ z
−∞
∫ +∞
z′
Θ0,1(z
′′, x, t)dz′′dz′
and [
µ(1)
]
, µ(1)+ − µ(1)− = p(0)d(1) +
∫ +∞
−∞
∫ +∞
z′
Θ0,1(z
′′, x, t)dz′′dz′, on Γ.
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According to the results obtained in subsection 2.2.1 one has for any α, β, γ ∈ N,
DαxD
β
t D
γ
zΘ0,1 = O(e
−ν|z|), for some ν > 0,
and thus
DαxD
β
t D
γ
z
(
µ˜(1)(x, t, z) − µ(1)± (x, t)
)
= O(e−ν|z|), for some ν > 0.
Moreover, by (2.38), (2.30), (2.31) and direct computations we can get[
∂µ(0)
∂n
]
, ∇x
(
µ
(0)
+ − µ(0)−
) · ∇xd(0) = 2d(0)t , −2V, on Γ, (2.39)
and define a smooth function g(0) in Γ(δ)
g(0) =

(µ
(0)
+ −µ(0)− )△xd(0)+2∇x(µ(0)+ −µ(0)− )·∇xd(0)−p0−2∂td(0)
d(0)
, in Γ(δ)\Γ,
∇xd(0) · ∇x
(
(µ
(0)
+ − µ(0)− )∆xd(0) + 2∇x(µ(0)+ − µ(0)− ) · ∇xd(0)
−p0 − 2∂td(0)
)
, on Γ.
(2.40)
•
(
σ˜(1), h(0),
[
∂σ(0)
∂n
])
Applying the above similar arguments to (2.35), we obtain that if∫ +∞
−∞
Θ0,2(x, t, z)dz = 0, (2.41)
then (2.35) has a bounded solution
σ˜(1)(x, t, z) =η(z)σ
(1)
+ (x, t) +
(
1− η(z))σ(1)− (x, t)
− η(z)
∫ +∞
−∞
∫ +∞
z′
Θ0,2(x, t, z
′′)dz′′dz′
+
∫ z
−∞
∫ +∞
z′
Θ0,2(x, t, z
′′)dz′′dz′,
and for any α, β, γ ∈ N,
DαxD
β
t D
γ
z
(
σ˜(1)(x, t, z) − σ(1)± (x, t)
)
= O(e−ν|z|), for some ν > 0,
and [
σ(1)
]
, σ(1)+ − σ(1)− = q(0)d(1) +
∫ +∞
−∞
∫ +∞
z′
Θ0,2(x, t, z
′′)dz′′dz′, on Γ,
where
Θ0,2 , η
′′zq(0) − η′h(0)d(0) − ∂zσ˜(0)∂td(0) + 2∇x∂zσ˜(0) · ∇xd(0) + ∂zσ˜(0)△xd(0).
Moreover, it follows from (2.41), (2.30), (2.32) and direct computations that[
∂σ(0)
∂n
]
, ∇(σ(0)+ − σ(0)− ) · ∇d(0) = 0, on Γ, (2.42)
and
h(0) =

(σ
(0)
+ −σ(0)− )(△xd(0)−∂td(0))+2∇x(σ(0)+ −σ(0)− )·∇xd(0)−q0
d(0)
, in Γ(δ)\Γ,
∇xd(0) · ∇x
(
(σ
(0)
+ − σ(0)− )(∆xd(0) − ∂td(0))
+2∇x(σ(0)+ − σ(0)− ) · ∇xd(0) − q0
)
, on Γ.
(2.43)
• (u˜(1), l(0), µ(0)± ∣∣Γ)
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Based on the method of variation of constants for ODE and direct computations (or Lemma 4.3
in [3]) we find that if ∫ +∞
−∞
Θ0,3(x, t, z)θ
′(z)dz = 0, (2.44)
then the solution to (2.36) with u˜(1)(0, x, t) = 1 is
u˜(1)(x, t, z) =
θ′(z)
θ′(0)
+ θ′(z)
∫ z
0
(θ′(ς))−2
∫ +∞
ς
Θ0,3(x, t, τ)θ
′(τ)dτdς
which satisfies for any α, β, γ ∈ N,
DαxD
β
t D
γ
z
(
u˜(1)(x, t, z) − u(1)± (x, t)
)
= O(e−ν|z|), for some ν > 0,
where
Θ0,3 , 2∇x∂zu˜(0) · ∇xd(0) + ∂zu˜(0)∆xd(0) + µ˜(0) − η′l0d(0)
= θ′∆xd(0) + µ˜(0) − η′l0d(0).
Due to (2.44) there holds
µ
(0)
± (x, t) = −∆xd(0)
∫ +∞
−∞
(θ′(z))2dz = κ
∫ +∞
−∞
(θ′(z))2dz
= 2κ
∫ +∞
−∞
f(θ(z))dz = κ
∫ 1
−1
√
2f(u)du, on Γ, (2.45)
here we have used θ′(z) =
√
2f(θ(z)).
Furthermore, by (2.44) a smooth function l(0) is defined as follows:
l(0) =

1
d(0)
∫+∞
−∞
η′θ′dz
(
∆xd
(0)
∫ +∞
−∞ (θ
′)2dz +
∫ +∞
−∞ µ˜
(0)θ′dz
)
, in Γ(δ)\Γ,
1∫ +∞
−∞
η′θ′dz
∇xd(0) · ∇x
(
∆xd
(0)
∫ +∞
−∞ (θ
′)2dz +
∫ +∞
−∞ µ˜
(0)θ′dz
)
, on Γ.
(2.46)
2.3. Boundary layer expansion in ∂Ω(δ).
Let dB(x) < 0 be the signed distance from x to ∂Ω and z =
dB(x)
ε
∈ (−∞, 0]. In ∂Ω(δ) = {x ∈
Ω : −δ < dB(x) ≤ 0}, we set
uε(x, t) = uεB(x, t, z) = u
(0)
B (x, t, z) + εu
(1)
B (x, t, z) + ε
2u
(2)
B (x, t, z) + · · · , (2.47)
µε(x, t) = µεB(x, t, z) = µ
(0)
B (x, t, z) + εµ
(1)
B (x, t, z) + ε
2µ
(2)
B (x, t, z) + · · · , (2.48)
σε(x, t) = σεB(x, t, z) = σ
(0)
B (x, t, z) + εσ
(1)
B (x, t, z) + ε
2σ
(2)
B (x, t, z) + · · · , (2.49)
and the following boundary-outer matching conditions: there exists a fixed positive constant ν such
that as z → −∞ there hold
DαxD
β
t D
γ
z
(
u
(i)
B (x, t, z) − u(i)+ (x, t)
)
= O(e−ν|z|), (2.50)
DαxD
β
t D
γ
z
(
µ
(i)
B (x, t, z)− µ(i)+ (x, t)
)
= O(e−ν|z|), (2.51)
DαxD
β
t D
γ
z
(
σ
(i)
B (x, t, z) − σ(i)+ (x, t)
)
= O(e−ν|z|), (2.52)
for (x, t) ∈ ∂Ω(δ) × [0, T ] and 0 ≤ α, β, γ ≤ N with N depending on actual expansion order.
Using Taylor expansion and (2.47) one has
f ′(uεB) = f
′(u(0)B ) + εf
′′(u(0)B )u
(1)
B + · · ·+ εk
(
f ′′(u(0)B )u
(k)
B + gB
(
u
(0)
B , · · · , u(k−1)B
))
+ · · · ,
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here the function g
B
(
u
(0)
B , · · · , u(k−1)B
)
depends on u
(0)
B , · · · , u(k−1)B .
We write (1.1) in ∂Ω(δ) in the new coordinate (x, t, z) as follows
− ∂zzµεB − ε
(
2∇x∂zµεB · ∇xdB + ∂zµεB∆xdB
)
+ ε2
(
∂tu
ε
B
−∆xµεB −
(
2σεB + u
ε
B − µεB
))
= 0, (2.53)
− ∂zzσεB − ε
(
2∇x∂zσεB · ∇xdB + ∂zσεB∆xdB
)
+ ε2
(
∂tσ
ε
B
−∆xσεB + 2σεB + uεB − µεB
)
= 0, (2.54)
− ∂zzuεB + f ′(uεB)− ε
(
2∇x∂zuεB · ∇xdB + ∂zuεB∆xdB + µεB
)− ε2∆xuεB = 0. (2.55)
Moreover, homogeneous Neumann boundary conditions in (1.1) imply on ∂Ω× [0, T ]
∂zµ
ε
B(x, t, 0) + ε∇xµεB(x, t, 0) · ∇xdB(x, t) = 0, (2.56)
∂zσ
ε
B(x, t, 0) + ε∇xσεB(x, t, 0) · ∇xdB(x, t) = 0, (2.57)
∂zu
ε
B(x, t, 0) + ε∇xuεB(x, t, 0) · ∇xdB(x, t) = 0. (2.58)
Firstly substituting (2.47)-(2.49) into (2.53)-(2.55) and (2.56)-(2.58) and collecting all terms of
zero order we have
− ∂zzµ(0)B = 0,
− ∂zzσ(0)B = 0,
− ∂zzu(0)B + f ′(u(0)B ) = 0,
and on ∂Ω× [0, T ]
∂zµ
(0)
B (x, t, 0) = 0,
∂zσ
(0)
B (x, t, 0) = 0,
∂zu
(0)
B (x, t, 0) = 0.
Therefore we can take
µ
(0)
B = µ
(0)
+ , σ
(0)
B = σ
(0)
+ , u
(0)
B = u
(0)
+ = 1, (2.59)
which satisfy (2.50)-(2.52) in the case of i = 0.
Next substituting (2.47)-(2.49) into (2.53)-(2.55) and (2.56)-(2.58) and collecting all terms of
ε-order we have
− ∂zzµ(1)B = 0,
− ∂zzσ(1)B = 0,
− ∂zzu(1)B + f ′′(1)u(1)B = µ(0)B ,
and on ∂Ω× [0, T ]
∂zµ
(1)
B (x, t, 0) = −
∂µ
(0)
+
∂n
,
∂zσ
(1)
B (x, t, 0) = −
∂σ
(0)
+
∂n
,
∂zu
(1)
B (x, t, 0) = 0,
here n is the unit outer normal to ∂Ω.
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Therefore we can take
µ
(1)
B = µ
(1)
+ , σ
(1)
B = σ
(1)
+ , u
(1)
B = u
(1)
+ ,
which satisfy (2.50)-(2.52) in the case of i = 1 and imply on ∂Ω× [0, T ]
∂µ
(0)
+
∂n
=
∂σ
(0)
+
∂n
= 0. (2.60)
2.4. Solving the leading order terms.
u
(0)
± and u˜(0) are determined by (2.7) and (2.33) respectively. Collecting (2.8), (2.9), (2.30),
(2.39), (2.42), (2.45) and (2.60) one has
−∆µ(0)± + µ(0)± = 2σ(0)± ± 1, in Ω±,
∂tσ
(0)
± −∆σ(0)± + 2σ(0)± = µ(0)± ∓ 1, in Ω±,[
µ(0)
]
= [σ(0)] = 0, on Γ,[
∂µ(0)
∂n
]
= −2V, on Γ,[
∂σ(0)
∂n
]
= 0, on Γ,
µ
(0)
± = κ
∫ 1
−1
√
2f(u)du, on Γ,
∂µ
(0)
+
∂n
=
∂σ
(0)
+
∂n
= 0, on ∂Ω,
which is just the sharp interface model (1.2) of (1.1). Therefore we recover the sharp interface
model by the above matched asymptotic expansion method.
Let (1.2) has a local smooth solution (µ, σ,Γ) which satisfies (1.6). Let µ
(0)
± = µ
∣∣
Ω±
, σ
(0)
± =
σ
∣∣
Ω±
and d(0) be the signed distance to Γ. Then Γ = {(x, t) ∈ Ω × (0, T ) : d(0)(x, t) = 0} and
Ω± = {(x, t) ∈ Ω × (0, T ) : d(0)(x, t) ≷ 0}. p(0), q(0), g(0), h(0) and l(0) are determined by (2.31),
(2.32), (2.40), (2.43) and (2.46) respectively. µ˜(0) and σ˜(0) are determined by (2.27) and (2.29)
respectively. And µ
(0)
B , σ
(0)
B , u
(0)
B are determined by (2.59). Moreover, the inner-outer matching
conditions (2.13)-(2.15) and the boundary-outer matching conditions (2.50)-(2.52) hold for i = 0.
Remark 2.2. We can extend (u
(0)
± , µ
(0)
± , σ
(0)
± ) smoothly from Ω± to Ω as in Remark 4.1 in [3].
3. Spectral condition and error estimates
For clarity we leave the higher order expansions and the construction of the approximate solution
(uA, µA, σA, ϕA) which is defined in (5.1) to the last two sections. In this section we firstly establish
a spectral condition and give a smallness estimation of the error between the approximate solution
and the true solution. Then Theorem 1.1 and Corollary 1.2 will be proved.
3.1. Spectral condition.
Theorem 3.1. (Spectral condition) There exist two positive constants ε0 and C such that for any
0 < ε < ε0, v ∈ H1(Ω) and w ∈ H2(Ω) with ∆w = v there holds∫
Ω
(
ε|∇v|2 + 1
ε
f ′′(uA)v2
)
dx ≥ −C
∫
Ω
|∇w|2dx, (3.1)
where uA is an approximate solution of uε which satisfies (1.3) and will be constructed in Section
5.
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Thanks to Theorem 3.1 in [7] we only need to prove the following lemma.
Lemma 3.2. There exist two positive constants ε0 and C such that for any 0 < ε < ε0 and
v ∈ H1(Ω) there holds ∫
Ω
(
|∇v|2 + 1
ε2
f ′′(uA)v2
)
dx ≥ −C
∫
Ω
v2dx. (3.2)
In fact, if ∫
Ω
(
|∇v|2 + 1
ε2
f ′′(uA)v2
)
dx ≥ 0,
then (3.1) holds obviously. If ∫
Ω
(
|∇v|2 + 1
ε2
f ′′(uA)v2
)
dx ≤ 0,
and w ∈ H2(Ω) with ∆w = v, then the assumptions of Theorem 3.1 in [7] hold, hence we have
−ε
∫
Ω
v2dx ≥ −C
∫
Ω
|∇w|2dx
which and (3.2) immediately imply (3.1)
Theorem 3.1 and Lemma 3.2 have been used to prove the convergence of the Cahn-Hilliard
equation to the Hele-Shaw model in [3]. However the proof of Lemma 3.2 were established in
another paper [7]. Here we write the details in a concise way which will show clearly how to vanish
the singularity.
In order to prove Lemma 3.2 we show the following proposition on the spectral analyses of
Neumann eigenvalue problem (1.5). The proof has been given in [7] and proved by a new method
in [14].
Proposition 3.3. ([7]) (1)(Estimate of the first eigenvalue of Lf)
λ
f
1 , inf‖q‖=1
∫
Iε
((
q′)2 + f ′′(θ)q2
)
dz = O(e−
C
ε ), (3.3)
here C is a positive constant independent of small ε and ‖q‖ = ( ∫
Iε
q2(z)dz
) 1
2 .
(2)(Estimate of the second eigenvalue of Lf)
λ
f
2 , inf‖q‖=1,q⊥qf1
∫
Iε
((
q′)2 + f ′′(θ)q2
)
dz ≥ cf > 0, (3.4)
here q⊥qf1 ⇔
∫
Iε
qq
f
1dz = 0, q
f
1 is the normalized eigenfunction corresponding to λ
f
1 and cf is a
positive constant independent of small ε.
(3)(Characterization of the first normalized eigenfunction of Lf)
‖qf1 − αθ′‖2 = O(e−
C
ε ), (3.5)
here α = 1‖θ′‖ .
Let
d[k](x, t) = d(0)(x, t) + εd(1)(x, t) + ε2d(2)(x, t) + · · ·+ εkd(k)(x, t),
then d[k](x, t)(k ≥ 1) is a k-th approximate of the signed distance from x to the interface Γεk ,
{(x, t) : d[k](x, t) = 0} in the following sense.
Lemma 3.4. For every fixed t ∈ [0, T ], let rt(x) be the signed distance from x to Γεk. Then for
small ε ∥∥rt(x)− d[k](x, t)∥∥C1(Γt(δ)) = O(εk+1). (3.6)
SHARP INTERFACE LIMIT OF A DIFFUSE INTERFACE MODEL FOR TUMOR-GROWTH 15
Proof. Noting that |∇d[k]|2 = 1 +O(εk+1), then for small ε one gets
|∇d[k]| − 1 = |∇d
[k]|2 − 1
|∇d[k]|+ 1 = O(ε
k+1).
Since rt(x) is the signed distance, then |∇rt| = 1 and ∇rt is parallel to ∇d[k]. Consequently, we
obtain
|∇rt(x)−∇d[k](x, t)|2 = |∇rt(x)|2 − 2∇d[k](x, t) · ∇rt(x) + |∇d[k](x, t)|2
= 1− 2|∇d[k](x, t)|+ |∇d[k](x, t)|2
=
(
1− |∇d[k](x, t)|)2
= O(ε2(k+1)).
Choosing x0 ∈ Γεk, i.e., rt(x0) = d[k](x0, t) = 0, then
|rt(x)− d[k](x, t)| = |rt(x)− d[k](x, t)− rt(x0) + d[k](x0, t)|
=
∣∣∣∣ ∫ 1
0
(
∇rt(t′x+ (1− t′)x0)−∇d[k]
(
(t′x+ (1− t′)x0), t
)) · (x− x0)dt′∣∣∣
≤ Cεk+1.
Hence we complete the proof of this lemma. 
Let st(x) be the projection of x on Γ
ε
k along the normal of Γ
ε
k. Then the transformation x 7−→
(rt(x), st(x)) is a diffeomorphism in Γ
ε
k(δ) for small δ. Let J(rt, st) = det
∂x−1(rt,st)
∂(rt,st)
be the Jacobian
of the transformation, then J |Γε
k
= 1 and ∂J
∂rt
|Γε
k
= 0. Thus
0 < C1 ≤ J(rt, st) ≤ C2,
∣∣∣∣Jrt(rt, st) , ∂J∂rt (rt, st)
∣∣∣∣ ≤ C∣∣rt∣∣. (3.7)
In view of (2.36) and the similar arguments in P199 in [3] we obtain
Lemma 3.5. In Γ(δ), u˜(1) can be expressed as
u˜(1)(x, t, z)
∣∣∣∣
z=
rt(x)
ε
= p¯(st(x))θ1
(
rt(x)
ε
)
+ q¯(x) = p¯(st(x))θ1(z) + q¯(x),
where θ1 ∈ L∞(R), p¯ ∈ L∞(Γ(δ)) and
∫ +∞
−∞
f ′′′
(
θ(z)
)
θ1(z)
(
θ′(z)
)2
dz = 0,
∣∣q¯(x)∣∣ ≤ C(ε+ ∣∣rt(x)∣∣) ≤ Cε(1 + |z|).
Now we focus on the proof of Lemma 3.2.
Proof of Lemma 3.2. For clarity we divide into three steps to proceed.
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Step 1. Noting that f ′′(±1) > 0, then for small ε there holds
∫
Ω
(
|∇v|2 + 1
ε2
f ′′(uA)v2
)
dx
≥
∫
Γε
k
(δ)
(
|∇v|2 + 1
ε2
f ′′(uA)v2
)
dx
= ε−2
∫
Γε
k
∫ δ
ε
− δ
ε
(
|∂zv|2 + f ′′(uA)v2
)
J(rt(x), st(x))dzdS
≥ ε−2
∫
Γε
k
∫ δ
ε
− δ
ε
(
|∂zv|2 + f ′′
(
θ(z)
)
v2
)
J(rt(x), st(x))dzdS
+ ε−1
∫
Γε
k
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
u˜(1)(x, t, z)v2J(rt(x), st(x))dzdS − C
∫
Ω
v2dx,
where we have used the fact that in Γεk(δ)
f ′′(uA) = f ′′
(
θ(z) + εu˜(1)(x, t, z) +O(ε2)
)∣∣∣
z= d
[k]
ε
= f ′′
(
θ(z)
)
+ εf ′′′
(
θ(z)
)
u˜(1)(x, t, z) +O(ε2)
∣∣∣
z= d
[k]
ε
= f ′′
(
θ(z)
)
+ εf ′′′
(
θ(z)
)
u˜(1)(x, t, z) +O(ε2)
∣∣∣
z=
rt(x)
ε
.
Set vˆ = vJ
1
2 , from Lemma 5.8 in [14] (we show the proof in Appendix for completeness of this
paper) one gets
∫
Γε
k
∫ δ
ε
− δ
ε
(
|∂zv|2 + f ′′
(
θ(z)
)
v2
)
J(rt(x), st(x))dzdS
≥ 3
4
∫
Γε
k
∫ δ
ε
− δ
ε
(
|∂z vˆ|2 + f ′′
(
θ(z)
)
vˆ2
)
dzdS − Cε2
∫
Ω
v2dx. (3.8)
Consequently
∫
Ω
(
|∇v|2 + 1
ε2
f ′′(uA)v2
)
dx ≥ ε−2
∫
Γε
k
IdS + ε−1
∫
Γε
k
IIdS − C
∫
Ω
v2dx, (3.9)
where
I =
3
4
∫ δ
ε
− δ
ε
(
|∂z vˆ|2 + f ′′
(
θ(z)
)
vˆ2
)
dz, II =
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
u˜(1)(x, t, z)vˆ2dz.
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Step 2. To deal with term I, we decompose vˆ = γqf1 +p1, here p1⊥qf1 and then ‖vˆ‖2 = γ2+‖p1‖2.
Then
I =
3
4
∫ δ
ε
− δ
ε
(
|∂z vˆ|2 + f ′′
(
θ(z)
)
vˆ2
)
dz
=
3
4
γ2
∫ δ
ε
− δ
ε
((
(qf1 )
′)2 + f ′′(θ(z))(qf1 )2)dz + 34
∫ δ
ε
− δ
ε
(
(∂zp1)
2 + f ′′
(
θ(z)
)
p1
2
)
dz
≥ 3
4
γ2λ
f
1 +
3
4
λ
f
2‖p1‖2 ≥ −Cε2γ2 +
3
4
λ
f
2‖p1‖2
≥ −Cε2
∫ δ
ε
− δ
ε
v2Jdz +
3
4
λ
f
2‖p1‖2,
here we have used (3.3) and (3.4).
Step 3. To estimate II, we use Lemma 3.5 and then∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
u˜(1)(x, t, z)(θ′(z))2dz
= p¯(st(x))
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
θ1(z)(θ
′(z))2dz +
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
q¯(x)(θ′(z))2dz
= −p¯(st(x))
∫ − δ
ε
−∞
f ′′′
(
θ(z)
)
θ1(z)(θ
′(z))2dz − p¯(st(x))
∫ +∞
δ
ε
f ′′′
(
θ(z)
)
θ1(z)(θ
′(z))2dz
+
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
q¯(x)(θ′(z))2dz
= O(ε).
Hence we find
II =
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
u˜(1)(x, t, z)vˆ2dzdS
= γ2
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
u˜(1)(qf1 )
2dz + 2γ
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
u˜(1)q
f
1p1dz
+
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
u˜(1)p1
2dz
= γ2α2
∫ δ
ε
− δ
ε
f ′′′
(
θ(z)
)
u˜(1)(θ′)2dz +O(e−
C
ε )γ2 +O(1)‖p1‖γ +O(1)‖p1‖2
= O(ε)γ2 +O(e−
C
ε )γ2 +O(1)γ‖p1‖+O(1)‖p1‖2
≥ (O(e−Cε ) +O(ε))γ2 − 1
8ε
λ
f
2‖p1‖2
≥ −Cεγ2 − 1
8ε
λ
f
2‖p1‖2
≥ −Cε
∫ δ
ε
− δ
ε
v2Jdz − 1
8ε
λ
f
2‖p1‖2,
where we have used vˆ = γqf1 + p1 and (3.5).
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Therefore we have
ε−2
∫
Γε
k
IdS + ε−1
∫
Γε
k
IIdS ≥ −C
∫
Ω
v2dx
which and (3.9) imply the desired conclusion.
Thus we complete the proof of the lemma.
3.2. Error estimates.
Let uerr = uε−uA, µerr = µε−µA, σerr = σε−σA, ϕerr = ϕε−ϕA with ϕε = uε+σε and impose
uε0(x) = ϕ
A(x, 0) − σε0(x), σε0(x) = σA(x, 0). (3.10)
Here (uA, µA, σA, ϕA) is defined in (5.1).
By (1.1) and (5.2) there hold
∂tϕ
err −∆µerr −∆σerr = 0, in Ω× (0, T ),
∂tσ
err −∆σerr = −(2σerr + uerr − µerr), in Ω× (0, T ),
µerr = −ε∆uerr + 1
ε
f ′′(uA)uerr + 1
ε
F− ωA4 , in Ω× (0, T ),
uerr = ϕerr − σerr + ωA5 , in Ω× (0, T ),
ϕerr(x, 0) = σerr(x, 0) = 0, on Ω× {0},
∂ϕerr
∂n
= ∂µ
err
∂n
= ∂σ
err
∂n
= 0, on ∂Ω × (0, T ),
(3.11)
where
F = f ′(uerr + uA)− f ′(uA)− f ′′(uA)uerr = 4(uerr)3 + 8uA(uerr)2
and
ωA5 = −
1
|Ω|
∫ t
0
∫
Ω
(
ωA1 + ω
A
2
)
(x, t′)dxdt′ + ωA2 + µ˜
A = O(εk−1).
Theorem 3.6. For small ε and large k, there exist γ = γ(k) ∈ (1, k) which is an increasing
function of k and a positive constant C such that∥∥uerr∥∥
Lp(Ω×(0.T )) +
∥∥ϕerr∥∥
Lp(Ω×(0.T )) +
∥∥σerr∥∥
Lp(Ω×(0.T )) ≤ Cεγ .
Proof. For the sake of clarity we omit the superscript “err” in the proof and only in this proof.
Noting that ∫
Ω
ϕ(t, x)dx =
∫ t
0
∫
Ω
∂tϕ(t, x)dx =
∫ t
0
∫
Ω
(∆µ+∆σ)(t, x)dx = 0,
then there exists a function ψ(t, ·)(t ∈ (0, T )) which satisfies
−∆ψ = ϕ, in Ω,
∂ψ
∂n
= 0, on ∂Ω,∫
Ω ψ(t, x)dx = 0, t ∈ (0, T ),
(3.12)
And let ̺(t, ·)(t ∈ (0, T )) be the solution of the following equation{ −∆̺ = σ, in Ω,
̺ = 0, on ∂Ω.
(3.13)
SHARP INTERFACE LIMIT OF A DIFFUSE INTERFACE MODEL FOR TUMOR-GROWTH 19
Multiplying the first equation in (3.11) by ψ and integrating by parts we have
1
2
d
dt
∫
Ω
|∇ψ|2dx+
∫
Ω
(
ε|∇ϕ|2 + 1
ε
f ′′(uA)ϕ2
)
dx
−
∫
Ω
(
ε∇ϕ∇σ + 1
ε
f ′′(uA)ϕσ
)
dx+
1
ε
∫
Ω
Fϕdx+
∫
Ω
∇ψ∇σdx
=
∫
Ω
ωA6 ϕdx, (3.14)
where
ωA6 = ω
A
4 + ε∆ω
A
5 − ε−1f ′′(uA)ωA5 = O(εk−2).
Multiplying the second equation in (3.11) by σ and integrating by parts we have
1
2
d
dt
∫
Ω
σ2dx+
∫
Ω
|∇σ|2dx+
∫
Ω
σ2dx+
∫
Ω
(
ε|∇σ|2 + 1
ε
f ′′(uA)σ2
)
dx
−
∫
Ω
(
ε∇ϕ∇σ + 1
ε
f ′′(uA)ϕσ
)
dx− 1
ε
∫
Ω
Fσdx+
∫
Ω
∇ψ∇σdx
=
∫
Ω
ωA7 σdx, (3.15)
where
ωA7 = −ωA4 − ωA5 − ε∆ωA5 + ε−1f ′′(uA)ωA5 = O(εk−2).
Combining (3.14) and (3.15) we get
1
2
d
dt
∫
Ω
|∇ψ|2dx+ 1
2
d
dt
∫
Ω
σ2dx+
∫
Ω
|∇σ|2dx+
∫
Ω
σ2dx
+
∫
Ω
(
ε|∇(ϕ− σ)|2 + 1
ε
f ′′(uA)(ϕ− σ)2
)
dx
+ 2
∫
Ω
∇ψ∇σdx+ 1
ε
∫
Ω
(ϕ− σ)Fdx
=
∫
Ω
ωA6 ϕdx+
∫
Ω
ωA7 σdx. (3.16)
Moreover, we can easily find
(ϕ− σ)F = 4(ϕ − σ)4 + (8uA + 12ωA5 )(ϕ− σ)3 + (16uAωA5 + 12(ωA5 )2)(ϕ − σ)2
+ (8uA(ωA5 )
2 + 4(ωA5 )
3)(ϕ− σ)
≥ −C˜p|ϕ− σ|p + ωA8 |ϕ− σ|,
≥ −Cp|ϕ|p − Cp|σ|p + ωA8 |ϕ− σ|, ∀p ∈ (1, 3], (3.17)
where the positive constants C˜p, Cp depend on p and ω
A
8 = O(ε
k−1).
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Plugging (3.17) into (3.16), using the Young’s inequality and the Sobolev inequality we arrive at
1
2
d
dt
∫
Ω
|∇ψ|2dx+ 1
2
d
dt
∫
Ω
σ2dx+
1
2
∫
Ω
|∇σ|2dx+
∫
Ω
σ2dx
+
∫
Ω
(
ε|∇(ϕ− σ)|2 + 1
ε
f ′′(uA)(ϕ− σ)2
)
dx
≤ C
∫
Ω
|∇ψ|2dx+ C
∫
Ω
σ2dx+
Cp
ε
∫
Ω
|ϕ|pdx+ Cp
ε
∫
Ω
|σ|pdx
+
(∫
Ω
|ϕ|pdx
) 1
p
(∫
Ω
|ωA9 |qdx
) 1
q
+
(∫
Ω
|σ|pdx
) 1
p
(∫
Ω
|ωA10|qdx
) 1
q
, (3.18)
where ωA9 = O(ε
k−2), ωA10 = O(ε
k−2) and 1
p
+ 1
q
= 1.
According to the spectral condition Theorem 3.1 one has for small ε
∫
Ω
(
ε|∇(ϕ − σ)|2 + 1
ε
f ′′(uA)(ϕ− σ)2
)
dx ≥ −C
∫
Ω
|∇(ψ − ̺)|2dx, (3.19)
where C is a positive constant independent of t.
By the Poincare´ inequality and (3.13) one get
∫
Ω
|∇̺|2dx ≤ C
∫
Ω
σ2dx. (3.20)
Plugging (3.19)-(3.20) into (3.18) we obtain
1
2
d
dt
∫
Ω
|∇ψ|2dx+ 1
2
d
dt
∫
Ω
σ2dx+
1
2
∫
Ω
|∇σ|2dx+
∫
Ω
σ2dx
≤ C
∫
Ω
|∇ψ|2dx+ C
∫
Ω
σ2dx+
Cp
ε
∫
Ω
|ϕ|pdx+ Cp
ε
∫
Ω
|σ|pdx
+
(∫
Ω
|ϕ|pdx
) 1
p
(∫
Ω
|ωA9 |qdx
) 1
q
+
(∫
Ω
|σ|pdx
) 1
p
(∫
Ω
|ωA10|qdx
) 1
q
.
It follows from the Gronwall inequality that for any t ∈ (0, T ]
sup
0≤t′≤t
(∥∥∇ψ∥∥2
L2(Ω)
+
∥∥σ∥∥2
L2(Ω)
)
+
∥∥σ∥∥2
L2(Ω×(0,t)) +
∥∥∇σ∥∥2
L2(Ω×(0,t))
≤ C
(
ε−1
∥∥ϕ∥∥p
Lp(Ω×(0,t)) + ε
−1∥∥σ∥∥p
Lp(Ω×(0,t)) +
∥∥ϕ∥∥
Lp(Ω×(0,t))
∥∥ωA9 ∥∥Lq(Ω×(0,t))
+
∥∥σ∥∥
Lp(Ω×(0,t))
∥∥ωA10∥∥Lq(Ω×(0,t))). (3.21)
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Furthermore, by (3.18) and (3.21) one gets∥∥∇(ϕ− σ)∥∥2
L2(Ω×(0.t))
≤ ε−2
(
−
∫ t
0
∫
Ω
f ′′(uA)(ϕ− σ)2dxdt′
)
+ Cε−2
(∥∥ϕ∥∥p
Lp(Ω×(0,t)) +
∥∥σ∥∥p
Lp(Ω×(0,t))
)
+ Cε−1
(∥∥ϕ∥∥
Lp(Ω×(0,t))
∥∥ωA9 ∥∥Lq(Ω×(0,t)) + ∥∥σ∥∥Lp(Ω×(0,t))∥∥ωA10∥∥Lq(Ω×(0,t)))
≤ ε−2∥∥ϕ− σ∥∥2
Lp(Ω×(0,t))
∥∥f ′′(uA)∥∥
L∞(Ω×(0,t))measure{f ′′(uA) < 0}
1− 2
p
+ Cε−2
(∥∥ϕ∥∥p
Lp(Ω×(0,t)) +
∥∥σ∥∥p
Lp(Ω×(0,t))
)
+ Cε−1
∥∥ϕ∥∥
Lp(Ω×(0,t))
∥∥ωA7 ∥∥Lq(Ω×(0,t))
≤ Cε−1− 2p
(∥∥ϕ∥∥2
Lp(Ω×(0,t)) +
∥∥σ∥∥2
Lp(Ω×(0,t))
)
+ Cε−2
(∥∥ϕ∥∥p
Lp(Ω×(0,t)) +
∥∥σ∥∥p
Lp(Ω×(0,t))
)
+ Cε−1
(∥∥ϕ∥∥
Lp(Ω×(0,t))
∥∥ωA9 ∥∥Lq(Ω×(0,t)) + ∥∥σ∥∥Lp(Ω×(0,t))∥∥ωA10∥∥Lq(Ω×(0,t))).
Thus∥∥∇ϕ∥∥2
L2(Ω×(0,t)) ≤
∥∥∇(ϕ− σ)∥∥2
L2(Ω×(0,t)) +
∥∥∇σ∥∥2
L2(Ω×(0,t))
≤ Cε−1− 2p
(∥∥ϕ∥∥2
Lp(Ω×(0,t)) +
∥∥σ∥∥2
Lp(Ω×(0,t))
)
+Cε−2
(∥∥ϕ∥∥p
Lp(Ω×(0,t)) +
∥∥σ∥∥p
Lp(Ω×(0,t))
)
+Cε−1
(∥∥ϕ∥∥
Lp(Ω×(0,t))
∥∥ωA9 ∥∥Lq(Ω×(0,t)) + ∥∥σ∥∥Lp(Ω×(0,t))∥∥ωA10∥∥Lq(Ω×(0,t))).
Applying the Sobolev imbedding theorem and the Ho¨lder inequality we get∥∥ϕ∥∥p
Lp(Ω×(0,t)) +
∥∥σ∥∥p
Lp(Ω×(0,t))
=
∫ t
0
(∥∥ϕ∥∥p
Lp(Ω)
+
∥∥σ∥∥p
Lp(Ω)
)
(t′)dt′
≤ C
∫ t
0
∥∥ϕ∥∥θp
L2(Ω)
∥∥∇ϕ∥∥(1−θ)p
L2(Ω)
(t′)dt′ + C
∫ t
0
∥∥σ∥∥θp
L2(Ω)
∥∥∇σ∥∥(1−θ)p
L2(Ω)
(t′)dt′
+ C
∫ t
0
∥∥σ∥∥p
L2(Ω)
(t′)dt′
≤ C
∫ t
0
∥∥∇ψ∥∥ θp2
L2(Ω)
∥∥∇ϕ∥∥(1− θ2 )p
L2(Ω)
(t′)dt′ + C
∫ t
0
∥∥σ∥∥θp
L2(Ω)
∥∥∇σ∥∥(1−θ)p
L2(Ω)
(t′)dt′
+ C
∫ t
0
∥∥σ∥∥p
L2(Ω)
(t′)dt′
≤ C
(∫ t
0
∥∥∇ψ∥∥αθp2
L2(Ω)
(t′)dt′
) 1
α
∥∥∇ϕ∥∥(1− θ2 )p
L2(Ω×(0,t)) + C
(∫ t
0
∥∥σ∥∥βθp
L2(Ω)
(t′)dt′
) 1
β
∥∥∇σ∥∥(1−θ)p
L2(Ω×(0,t))
+ C
∫ t
0
∥∥σ∥∥p
L2(Ω)
(t′)dt′
≤ C
(
sup
0≤t′≤t
∥∥∇ψ∥∥
L2(Ω)
) θp
2
∥∥∇ϕ∥∥(1− θ2 )p
L2(Ω×(0,t)) + C
(
sup
0≤t′≤t
∥∥σ∥∥
L2(Ω)
)θp∥∥∇σ∥∥(1−θ)p
L2(Ω×(0,t))
+ CT
(
sup
0≤t′≤t
∥∥σ∥∥
L2(Ω)
)p
, (3.22)
22 MINGWEN FEI, TAO TAO, AND WEI WANG
where 1
p
= θ2 +
(N−2)(1−θ)
2N ,
1
α
+
(1− θ
2
)p
2 = 1 and
1
β
+ (1−θ)p2 = 1.
Setting Θ(t) =
∥∥ϕ∥∥
Lp(Ω×(0,t)) +
∥∥σ∥∥
Lp(Ω×(0,t))(t ∈ (0, T ]), then with the help of (3.21) − (3.22),
we derive a recursive inequality for Θ(t):
Θp(t) ≤
(
ε−1Θp(t) + Θ(t)
∥∥ωA11∥∥Lq(Ω×(0,t))) θp4 (ε−1− 2pΘ2(t)
+ ε−2Θp(t) + ε−1Θ(t)
∥∥ωA11∥∥Lq(Ω×(0,t)))
(
1
2
− θ
4
)
p
+ C
(
ε−1Θp(t) + Θ(t)
∥∥ωA11∥∥Lq(Ω×(0,t))) p2 (3.23)
where ωA11 = O(ε
k−2).
Noting that if we fix p ∈ (2, 3], then
θp
4
+ 2
(1
2
− θ
4
)
= 1 +
θ(p− 2)
4
> 1,
p
2
> 1.
According to the continuous argument, for small ε and large k there exits γ = γ(k) ∈ (1, k)
which tends to +∞ as k → +∞ such that
Θ(T ) ≤ εγ .
Hence ∥∥ϕ∥∥
Lp(Ω×(0,T )) +
∥∥σ∥∥
Lp(Ω×(0,T )) ≤ εγ
and then ∥∥u∥∥
Lp(Ω×(0,T )) =
∥∥ϕ− σ + ωA5 ∥∥Lp(Ω×(0,T ))
≤ ∥∥ϕ∥∥
Lp(Ω×(0,T )) +
∥∥σ∥∥
Lp(Ω×(0,T )) +
∥∥ωA5 ∥∥Lp(Ω×(0,T ))
≤ Cεγ .
Therefore the proof of the theorem is completed. 
In order to establish higher order regularity estimates of uerr, ϕerr and σerr, we consider the
equations for (uerr, σerr){
∂tu
err −∆µerr + µerr = 2σerr + uerr + ∂tωA5 , in Ω× (0, T ),
∂tσ
err −∆σerr + 2σerr = µerr − uerr, in Ω× (0, T ),
which is a Cahn-Hilliard equation coupled linearly with a heat equation. Using the similar argu-
ments in Theorem 2.3 in [3] and the boot-strap method we can give the desired conclusions. Here
we omit the detailed argument. In particular we have
Theorem 3.7. For small ε and large k,∥∥uerr∥∥
C4,1(Ω×[0.T ]) +
∥∥ϕerr∥∥
C2,1(Ω×[0.T ]) +
∥∥σerr∥∥
C2,1(Ω×[0.T ]) +
∥∥µerr∥∥
C2,1(Ω×[0.T ]) ≤ Cε.
Accordingly Theorem 1.1 can be obtained with the aid of Theorem 3.7 if we take (3.10). Next
we prove Corollary 1.2.
Proof. Recalling the definition of uA in Section 5, we easily obtain (1.7). Now we prove (1.8). More
concretely we only prove ∥∥σε − σ∥∥
C(Ω×[0.T ]) → 0, as ε→ 0.
The other one in (1.8) is similar.
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The definition of σA in Section 5 yields
the leading order of σA =

σ
(0)
+ , in Ω+\Γ(δ),
σ˜(0)ζ(d
(0)
δ
) + σ
(0)
+
(
1− ζ(d(0)
δ
)
)
, in
(
Γ(δ)\Γ( δ2 )
) ∩ Ω+,
σ˜(0), in Γ( δ2),
σ˜(0)ζ(d
(0)
δ
) + σ
(0)
−
(
1− ζ(d(0)
δ
)
)
, in
(
Γ(δ)\Γ( δ2 )
) ∩ Ω−,
σ
(0)
− , in Ω−\Γ(δ).
Based on the inner-outer matching condition we find∥∥∥∥(σ˜(0)ζ(d(0)δ ) + σ(0)± (1− ζ(d(0)δ ))
)
− σ(0)±
∥∥∥∥
C
((
Γ(δ)\Γ( δ
2
)
)
∩Ω±
) ≤ Ce− δ4ε → 0, as ε→ 0.
Consequently we only need to prove∥∥σ˜(0) − σ∥∥
C(Γ( δ
2
))
→ 0, as ε→ 0.
Note that
σ˜(0)(x, t, z) =

σ
(0)
+ (x, t), in {(x, t) : d[k](x, t) ≥ ε},
η(z)σ
(0)
+ (x, t) +
(
1− η(z))σ(0)− (x, t), in {(x, t) : −ε < d[k](x, t) < ε},
σ
(0)
− (x, t), in {(x, t) : d[k](x, t) ≤ −ε},
and
σ(x, t) =

σ
(0)
+ (x, t), in Ω+,
κ
∫ 1
−1
√
2f(u)du, on Γ,
σ
(0)
− (x, t), in Ω−.
By mean value theorem we derive in Γ( δ2 )∣∣∣∣σ(0)+ (x, t)− κ∫ 1−1√2f(u)du
∣∣∣∣, ∣∣∣∣σ(0)− (x, t)− κ∫ 1−1√2f(u)du
∣∣∣∣ ≤ C∣∣d(0)(x, t)∣∣.
Moreover,
{(x, t) : d[k](x, t) ≥ ε} ∩ Ω− ⊆ {(x, t) : |d(0)(x, t)| ≤ Cε},
{(x, t) : −ε < d[k](x, t) < ε} ⊆ {(x, t) : |d(0)(x, t)| ≤ Cε},
{(x, t) : d[k](x, t) ≤ −ε} ∩ Ω+ ⊆ {(x, t) : |d(0)(x, t)| ≤ Cε}.
Then there holds ∥∥σ˜(0) − σ∥∥
C(Γ( δ
2
))
≤ Cε,
which implies the desired result.
The proof of Corollary 1.2 is completed. 
4. Matching εk(k ≥ 2)-order expansions
4.1. Matching kth order(k ≥ 2) outer expansion.
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Substituting (2.4)-(2.6) into (1.1) and collecting all terms of εk-order(k ≥ 2) we have
u
(k)
± =
µ
(k−1)
± +∆u
(k−2)
± − g
(
u
(0)
± , · · · , u(k−1)±
)
f ′′(u(0)± )
, (4.1)
−∆µ(k)± + µ(k)± = 2σ(k)± + u(k)± − ∂tu(k)± , (4.2)
∂tσ
(k)
± −∆σ(k)± + 2σ(k)± = µ(k)± − u(k)± . (4.3)
4.2. Matching kth order(k ≥ 2) inner expansion.
Substituting (2.1) and (2.10)-(2.12) into (2.20)-(2.22) and collecting all terms of εk-order we have
− ∂zz
(
µ˜(k) − η(p(k)d(0) + p(0)d(k)))
= −
k−1∑
i=0
(
∂zu˜
(i)∂td
(k−1−i) − 2∇x∂zµ˜(i) · ∇xd(k−1−i) − ∂zµ˜(i)△xd(k−1−i)
)
−
(
∂tu˜
(k−2) −∆xµ˜(k−2) −
(
2σ˜(k−2) + u˜(k−2) − µ˜(k−2)))
− η′′
k−1∑
i=1
p(i)d(k−i) + η′′zp(k−1) − η′
k−1∑
i=0
g(i)d(k−1−i) + zη′g(k−2)
+
(
s
(k−2)
+ η
+ + s
(k−2)
− η
−)
, Θk−1,1, (4.4)
− ∂zz
(
σ˜(k) − η(q(k)d(0) + q(0)d(k)))
= −
k−1∑
i=0
(
∂zσ˜
(i)∂td
(k−1−i) − 2∇x∂zσ˜(i) · ∇xd(k−1−i) − ∂zσ˜(i)△xd(k−1−i)
)
−
(
∂tσ˜
(k−2) −∆xσ˜(k−2) + 2σ˜(k−2) + u˜(k−2) − µ˜(k−2)
)
− η′′
k−1∑
i=1
q(i)d(k−i) + η′′zq(k−1) − η′
k−1∑
i=0
h(i)d(k−1−i) + zη′h(k−2)
+
(
r
(k−2)
+ η
+ + r
(k−2)
− η
−)
, Θk−1,2, (4.5)
− ∂zzu˜(k) + f ′′(u˜(0))u˜(k) = −g˜
(
u˜(0), · · · , u˜(k−1))+ 2 k−1∑
i=0
∇x∂zu˜(i) · ∇xd(k−1−i)
+
k−1∑
i=0
∂zu˜
(i)△xd(k−1−i) + µ˜(k−1) +△xu˜(k−2)
− η′
k−1∑
i=0
l(i)d(k−1−i) + zη′l(k−2)
, Θk−1,3. (4.6)
Step 1. By induction we assume that the inner-outer matching conditions (2.13)-(2.15) hold for
order up to k − 1. It follows from Lemma 4.3 in [3] and direct computations that if
SHARP INTERFACE LIMIT OF A DIFFUSE INTERFACE MODEL FOR TUMOR-GROWTH 25
∫ +∞
−∞
Θk−1,1(x, t, z)dz = 0, (4.7)
then (4.4) has a bounded solution
µ˜(k)(x, t, z) =η(z)µ
(k)
+ (x, t) +
(
1− η(z))µ(k)− (x, t)
− η(z)
∫ +∞
−∞
∫ +∞
z′
Θk−1,1(x, t, z′′)dz′′dz′
+
∫ z
−∞
∫ +∞
z′
Θk−1,1(x, t, z′′)dz′′dz′ (4.8)
which satisfies
(
p(k)d(0) + p(0)d(k)
)
(x, t) = µ
(k)
+ (x, t)−
∫ +∞
−∞
∫ +∞
z′
Θk−1,1(x, t, z′′)dz′′dz′ − µ(k)− (x, t), (4.9)
and
[
µ(k)
]
, µ(k)+ − µ(k)− = p(0)d(k) +
∫ +∞
−∞
∫ +∞
z′
Θk−1,1(x, t, z′′)dz′′dz′, on Γ, (4.10)
and for any α, β, γ ∈ N,
DαxD
β
t D
γ
z
(
µ˜(k)(x, t, z) − µ(k)± (x, t)
)
= O(e−ν|z|), for |z| ≫ 1 and some ν > 0.
From (4.9) we can take
p(k) =

1
d(0)
(
µ
(k)
+ (x, t) − µ(k)− (x, t)−
∫ +∞
−∞
∫ +∞
z′
Θk−1,1(x, t, z′′)dz′′dz′
−p(0)d(k)
)
, in Γ(δ)\Γ,
∇xd(0) · ∇x
(
µ
(k)
+ (x, t)− µ(k)− (x, t)−
∫ +∞
−∞
∫ +∞
z′
Θk−1,1(x, t, z′′)dz′′dz′
−p(0)d(k)
)
, on Γ.
(4.11)
Moreover, by (4.7) we arrive at
2∂td
(k−1) = −g(0)d(k−1) − g(k−1)d(0) + 2∇x
(
µ
(0)
+ − µ(0)−
) · ∇xd(k−1) − (u(k−1)+ − u(k−1)− )∂td(0)
+ 2∇x
(
µ
(k−1)
+ − µ(k−1)−
) · ∇xd(0) + (µ(k−1)+ − µ(k−1)− )∆xd(0)
−
k−2∑
i=1
(
∂zu˜
(i)∂td
(k−1−i) − 2∇x∂zµ˜(i) · ∇xd(k−1−i) − ∂zµ˜(i)∆xd(k−1−i)
)
− p(k−1) −
k−2∑
i=1
g(i)d(k−1−i) + g(k−2)
∫ +∞
−∞
zη′dz +
∫ +∞
−∞
(
s
(k−2)
+ η
+ + s
(k−2)
− η
−)dz
−
∫ +∞
−∞
(
∂tu˜
(k−2) −∆xµ˜(k−2) − (2σ˜(k−2) + u˜(k−2) − µ˜(k−2))
)
dz. (4.12)
26 MINGWEN FEI, TAO TAO, AND WEI WANG
In particular, for (x, t) ∈ Γ there holds
2∂td
(k−1) = −g(0)d(k−1) + 2[∇xµ(0)] · ∇xd(k−1) − [u(k−1)]∂td(0)
+ 2
[
∂µ(k−1)
∂n
]
+
[
µ(k−1)
]
∆xd
(0)
−
k−2∑
i=1
(
∂zu˜
(i)∂td
(k−1−i) − 2∇x∂zµ˜(i) · ∇xd(k−1−i) − ∂zµ˜(i)∆xd(k−1−i)
)
− p(k−1) −
k−2∑
i=1
g(i)d(k−1−i) + g(k−2)
∫ +∞
−∞
zη′dz
+
∫ +∞
−∞
(
s
(k−2)
+ η
+ + s
(k−2)
− η
−)dz
−
∫ +∞
−∞
(
∂tu˜
(k−2) −∆xµ˜(k−2) − (2σ˜(k−2) + u˜(k−2) − µ˜(k−2))
)
dz. (4.13)
Due to (2.30) there holds
[∇xµ(0)] is parallel to ∇xd(0) on Γ and then [∇xµ(0)] = p(0)∇xd(0) on
Γ by (2.31), thus for (x, t) ∈ Γ
[∇xµ(0)] · ∇xd(k−1) =

0, k = 2,
−p(0)2
k−2∑
i=1
∇xd(i) · ∇xd(k−1−i), k ≥ 3.
(4.14)
Combining (4.14), (4.1)(k → k − 1), (4.10)(k → k − 1), (4.11)(k → k − 1) with (4.13) we obtain
∂td
(k−1) =
1
2
(
p(0)∆xd
(0) −∇xd(0) · ∇xp(0) − g(0)
)
d(k−1) +
1
2
[
∂µ(k−1)
∂n
]
+ Λk−2,1, on Γ, (4.15)
where the function Λk−2,1 depends only on terms up to order k − 2.
And by (4.12) one has
g(k−1) =

1
d(0)
(
− 2∂td(k−1) − g(0)d(k−1) + 2∇x
(
µ
(0)
+ − µ(0)−
) · ∇xd(k−1)
−(u(k−1)+ − u(k−1)− )∂td(0) + 2∇x(µ(k−1)+ − µ(k−1)− ) · ∇xd(0)
+
(
µ
(k−1)
+ − µ(k−1)−
)
∆xd
(0) − p(k−1) + Λk−2,2
)
, in Γ(δ)\Γ,
∇d(0) · ∇
(
− 2∂td(k−1) − g(0)d(k−1) + 2∇x
(
µ
(0)
+ − µ(0)−
) · ∇xd(k−1)
−(u(k−1)+ − u(k−1)− )∂td(0) + 2∇x(µ(k−1)+ − µ(k−1)− ) · ∇xd(0)
+
(
µ
(k−1)
+ − µ(k−1)−
)
∆xd
(0) − p(k−1) + Λk−2,2
)
, on Γ,
(4.16)
where the function Λk−2,2 depends only on terms up to order k − 2.
Similarly, if ∫ +∞
−∞
Θk−1,2(x, t, z)dz = 0, (4.17)
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then (4.5) has a bounded solution
σ˜(k)(x, t, z) =η(z)σ
(k)
+ (x, t) +
(
1− η(z))σ(k)− (x, t)
− η(z)
∫ +∞
−∞
∫ +∞
z′
Θk−1,2(z′′, x, t)dz′′dz′
+
∫ z
−∞
∫ +∞
z′
Θk−1,2(x, t, z′′)dz′′dz′
which satisfies[
σ(k)
]
, σ(k)+ − σ(k)− = q(0)d(k) +
∫ +∞
−∞
∫ +∞
z′
Θk−1,2(x, t, z′′)dz′′dz′, on Γ,
and for any α, β, γ ∈ N,
DαxD
β
t D
γ
z
(
σ˜(k)(x, t, z) − σ(k)± (x, t)
)
= O(e−ν|z|), for |z| ≫ 1 and some ν > 0.
Furthermore we can obtain
q(k) =

1
d(0)
(
σ
(k)
+ (x, t) − σ(k)− (x, t)−
∫ +∞
−∞
∫ +∞
z′
Θk−1,2(x, t, z′′)dz′′dz′
−q(0)d(k)
)
, in Γ(δ)\Γ,
∇xd(0) · ∇x
(
σ
(k)
+ (x, t)− σ(k)− (x, t)−
∫ +∞
−∞
∫ +∞
z′
Θk−1,2(x, t, z′′)dz′′dz′
−q(0)d(k)
)
, on Γ,
(4.18)
and [
∂σ(k−1)
∂n
]
=
(
∇xd(0) · ∇xq(0) + h(0) − q(0)∆xd(0)
)
d(k−1) + Λk−2,3, on Γ, (4.19)
and
h(k−1) =

1
d(0)
(
− h(0)d(k−1) − (σ(k−1)+ − σ(k−1)− )∂td(0) + 2∇x(σ(k−1)+ − σ(k−1)− ) · ∇xd(0)
+
(
σ
(k−1)
+ − σ(k−1)−
)
∆xd
(0) − q(k−1) + Λk−2,4
)
, in Γ(δ) \ Γ
∇xd(0) · ∇x
(
− h(0)d(k−1) − (σ(k−1)+ − σ(k−1)− )∂td(0)
+2∇x
(
σ
(k−1)
+ − σ(k−1)−
) · ∇xd(0)
+
(
σ
(k−1)
+ − σ(k−1)−
)
∆xd
(0) − q(k−1) + Λk−2,4
)
, on Γ,
(4.20)
where the functions Λk−2,3 and Λk−2,4 depend only on terms up to order k − 2.
Step 2. Based on the method of variation of constants and direct computations (or Lemma 4.3
in [3]) we find that if ∫ +∞
−∞
Θk−1,3(x, t, z)θ′(z)dz = 0, (4.21)
then (4.6) has a bounded solution u˜(k)(x, t, z) satisfying u˜(k)(0, x, t) = 0 and for any α, β, γ ∈ N,
DαxD
β
t D
γ
z
(
u˜(k)(x, t, z) − u(k)± (x, t)
)
= O(e−ν|z|), for |z| ≫ 1 and some ν > 0.
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According to (4.8) and (4.21) we get
µ
(k−1)
+
∫ +∞
−∞
η(z)θ′(z)dz + µ(k−1)−
∫ +∞
−∞
(
1− η(z))θ′(z)dz
= −∆xd(k−1)
∫ +∞
−∞
(
θ′(z)
)2
dz + l(0)d(k−1)
∫ +∞
−∞
η′(z)θ′(z)dz
+ l(k−1)d(0)
∫ +∞
−∞
η′(z)θ′(z)dz + Λk−2,5, (4.22)
where the function Λk−2,5 depends only on terms up to order k − 2. Here we have used the fact
u˜(k−1) actually depends only on terms up to order k − 2. In particular, for (x, t) ∈ Γ there holds
µ
(k−1)
+
∫ +∞
−∞
η(z)θ′(z)dz + µ(k−1)−
∫ +∞
−∞
(
1− η(z))θ′(z)dz
= −∆xd(k−1)
∫ +∞
−∞
(
θ′(z)
)2
dz + l(0)d(k−1)
∫ +∞
−∞
η′(z)θ′(z)dz + Λk−2,5, on Γ. (4.23)
It follows from (4.10)(k → k − 1) and (4.23) that
µ
(k−1)
± = −
1
2
∆xd
(k−1)
∫ +∞
−∞
(
θ′(z)
)2
dz +
1
2
l(0)d(k−1)
∫ +∞
−∞
η′(z)θ′(z)dz
+ p(0)d(k−1)
∫ +∞
−∞
(1
2
− η(z)± 1
2
)
θ′(z)dz + Λ±k−2,6, on Γ, (4.24)
where the functions Λ±k−2,6 depend only on terms up to order k − 2.
And by (4.22) one has
l(k−1) =

1
d(0)
∫+∞
−∞
η′(z)θ′(z)dz
(
µ
(k−1)
+
∫ +∞
−∞ η(z)θ
′(z)dz + µ(k−1)−
∫ +∞
−∞
(
1− η(z))θ′(z)dz
+∆xd
(k−1) ∫ +∞
−∞
(
θ′(z)
)2
dz − l(0)d(k−1) ∫ +∞−∞ η′(z)θ′(z)dz
+Λk−2,7
)
, in Γ(δ)\Γ,
1∫+∞
−∞
η′(z)θ′(z)dz
∇xd(0) · ∇x
(
µ
(k−1)
+
∫ +∞
−∞ η(z)θ
′(z)dz + µ(k−1)−
∫ +∞
−∞
(
1− η(z))θ′(z)dz
+∆xd
(k−1) ∫ +∞
−∞
(
θ′(z)
)2
dz − l(0)d(k−1) ∫ +∞−∞ η′(z)θ′(z)dz
+Λk−2,7
)
, on Γ,
(4.25)
where the function Λk−2,7 depends only on terms up to order k − 2.
4.3. Matching kth order(k ≥ 2) boundary layer expansion.
Substituting (2.47)-(2.49) into (2.53)-(2.55) and (2.56)-(2.58) and collecting all terms of εk-
order(k ≥ 2) we have
− ∂zzµ(k)B = Ξk−1,1, (4.26)
− ∂zzσ(k)B = Ξk−1,2, (4.27)
− ∂zzu(k)B + f ′′(1)u(k)B = Ξk−1,3, (4.28)
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and on ∂Ω× [0, T ]
∂zµ
(0)
B (x, t, 0) = 0, ∂zµ
(k)
B (x, t, 0) = −∇xµ(k−1)B (x, t, 0) · ∇xdB(x, t), (4.29)
∂zσ
(0)
B (x, t, 0) = 0, ∂zσ
(k)
B (x, t, 0) = −∇xσ(k−1)B (x, t, 0) · ∇xdB(x, t), (4.30)
∂zu
(0)
B (x, t, 0) = 0, ∂zu
(k)
B (x, t, 0) = −∇xu(k−1)B (x, t, 0) · ∇xdB(x, t), (4.31)
where the functions Ξk−1,1,Ξk−1,2 and Ξk−1,3 depend only on the terms up to order k − 1. More
concretely,
Ξk−1,1 = 2∇x∂zµ(k−1)B · ∇xdB + ∂zµ(k−1)B ∆xdB − ∂tu(k−2)B +∆xµ(k−2)B
+ 2σ
(k−2)
B + u
(k−2)
B − µ(k−2)B ,
Ξk−1,2 = 2∇x∂zσ(k−1)B · ∇xdB + ∂zσ(k−1)B ∆xdB − ∂tσ(k−2)B +∆xσ(k−2)B
− (2σ(k−2)B + u(k−2)B − µ(k−2)B ),
Ξk−1,3 = −gB
(
u
(0)
B , · · · , u(k−1)B
)
+ 2∇x∂zu(k−1)B · ∇xdB + ∂zu(k−1)B ∆xdB
+ µ
(k−1)
B +∆xu
(k−2)
B .
By induction we assume that the boundary-outer matching conditions (2.50)-(2.52) hold for
order up to k − 1. We then by (4.26)-(4.27) get
µ
(k)
B (x, t, z) = −
∫ z
−∞
∫ z′
−∞
Ξk−1,1(x, t, z′′)dz′′dz′ + µ
(k)
+ (x, t), (4.32)
σ
(k)
B (x, t, z) = −
∫ z
−∞
∫ z′
−∞
Ξk−1,2(x, t, z′′)dz′′dz′ + σ
(k)
+ (x, t), (4.33)
and (2.51)-(2.52) for order k are satisfied by induction arguments.
In order that µ
(k)
B defined by (4.32) satisfies (4.29)(k ≥ 2) and σ(k)B defined by (4.33) satisfies
(4.30)(k ≥ 2), we only need to assume on ∂Ω × [0, T ] that
∇xdB(x, t) · ∇xµ(k−1)+ (x, t)
= −
(
2∇xdB(x, t) · ∇x +∆xdB(x, t)
) ∫ 0
−∞
∫ z′
−∞
Ξk−2,1(x, t, z′′)dz′′dz′
−
∫ 0
−∞
(
∂tu
(k−2)
B −∆xµ(k−2)B − 2σ(k−2)B − u(k−2)B + µ(k−2)B
)
(x, t, z)dz
, Πk−2,1 (4.34)
and
∇xdB(x, t) · ∇xσ(k−1)+ (x, t)
= −
(
2∇xdB(x, t) · ∇x +∆xdB(x, t)
) ∫ 0
−∞
∫ z′
−∞
Ξk−2,2(x, t, z′′)dz′′dz′
−
∫ 0
−∞
(
∂tσ
(k−2)
B −∆xσ(k−2)B − 2σ(k−2)B − u(k−2)B + µ(k−2)B
)
(x, t, z)dz
, Πk−2,2. (4.35)
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In fact, for (x, t) ∈ ∂Ω× [0, T ] one has
−∂zµ(k)B (x, t, 0) =
∫ 0
−∞
Ξk−1,1(x, t, z)dz
=
(
2∇xdB(x, t) · ∇x +∆xdB(x, t)
)
µ
(k−1)
B (x, t, 0)
−
(
2∇xdB(x, t) · ∇+∆xdB(x, t)
)
µ
(k−1)
+ (x, t)
−
∫ 0
−∞
(
∂tu
(k−2)
B −∆xµ(k−2)B − 2σ(k−2)B − u(k−2)B + µ(k−2)B
)
(x, t, z)dz
= −
(
2∇xdB(x, t) · ∇x +∆xdB(x, t)
) ∫ 0
−∞
∫ z′
−∞
Ξk−2,1(x, t, z′′)dz′′dz′
−
∫ 0
−∞
(
∂tu
(k−2)
B −∆xµ(k−2)B − 2σ(k−2)B − u(k−2)B + µ(k−2)B
)
(x, t, z)dz
and
∇xµ(k−1)B (x, t, 0) · ∇xdB(x, t) = −∇xdB(x, t) · ∇x
(∫ 0
−∞
∫ z′
−∞
Ξk−2,1(x, t, z′′)dz′′dz′
)
+∇xdB(x, t) · ∇xµ(k−1)+ (x, t).
Then we easily get (4.29)(k ≥ 2) with the help of (4.34) and the above equalities. The other case
is complete similar.
Finally, we equip (4.28)(k ≥ 2) with the following boundary condition at z = 0
∂zu
(k)
B (x, t, 0) = −∇xu(k−1)B (x, t, 0) · ∇xdB(x, t). (4.36)
for (x, t) ∈ ∂Ω(δ) × [0, T ]. Obviously (4.36) implies (4.31).
Since (4.28)(k ≥ 1) is a linear second-order ordinary differential equation with constant coeffi-
cients, we can solve it explicitly and conclude that there exists a unique solution u
(k)
B which satisfies
(4.36) and (2.50).
4.4. Solving expansions of kth order(k ≥ 1).
Assuming u
(k−1)
± , µ
(k−1)
± , σ
(k−1)
± , d(k−1), p(k−1), q(k−1), g(k−1), h(k−1), l(k−1), u˜(k−1), µ˜(k−1), σ˜(k−1),
µ
(k−1)
B , σ
(k−1)
B , u
(k−1)
B are known and the inner-outer matching conditions (2.13)-(2.15), the boundary-
outer matching conditions (2.50)-(2.52) hold for order up to k − 1. Then u(k)± are defined by
(4.1). Combining (4.2), (4.3), (2.2), (4.24)(k − 1 → k), (4.19)(k − 1 → k), (4.15)(k − 1 → k),
(4.34)(k − 1→ k), (4.35)(k − 1→ k), we have
−∆µ(k)± + µ(k)± = 2σ(k)± + u(k)± − ∂tu(k)± , in Ω±,
∂tσ
(k)
± −∆σ(k)± + 2σ(k)± = µ(k)± − u(k)± , in Ω±,
∇d(0) · ∇d(k) = Dk−1, in Γ(δ),
µ
(k)
± = −a0∆d(k) + a1d(k) + Λ±k−1,6, on Γ,[
∂σ(k)
∂n
]
= a2d
(k) +Λk−1,3, on Γ,
∂td
(k) = a3d
(k) + 12
[
∂µ(k)
∂n
]
+ Λk−1,1, on Γ,
∂µ
(k)
+
∂n
= Πk−1,1, on ∂Ω,
∂σ
(k)
+
∂n
= Πk−1,2, on ∂Ω,
d(k)(x, 0) = 0, on Γ0,
(4.37)
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where a0 is a positive constant, the functions a1, a2 and a3 depend on p
(0), q(0), g(0), h(0), l(0) and d(0),
and Γ0 = Γ|t=0. Giving initial data σ(k)± (x, 0) and solving (4.37) leads to µ(k)± , σ(k)± and d(k). (4.37)
is a “linearized” Hele-Shaw problem(P193 in [3]) coupled linearly with a heat equation satisfied by
σ
(k)
± . The first and key strategy is to get the value of d(k) on Γ. Here we don’t aim to show the
lengthy details and one can refer to the similar arguments in Section 6 of [3].
Then p(k), q(k), g(k), h(k), l(k) are determined by (4.11), (4.18), (4.16), (4.20), (4.25) respectively.
Moreover u˜(k), µ˜(k), σ˜(k) are determined in section 4.2, µ
(k)
B , σ
(k)
B , u
(k)
B are determined in section 4.3,
and the inner-outer matching conditions (2.13)-(2.15) and the boundary-outer matching conditions
(2.50)-(2.52) hold for order k.
Remark 4.1. We can extend (u
(k)
± , µ
(k)
± , σ
(k)
± ) smoothly from Ω± to Ω as in Remark 4.1 in [3].
5. Construction of an approximate solution
In this section we divide into two steps to construct an approximate solution and determine the
system which is satisfied by the approximate solution.
Step 1. In Ω+ ∪ Ω− we define
uAO(x, t) =
( k∑
i=0
εiu
(i)
+ (x, t)
)
χΩ+(x, t) +
( k∑
i=0
εiu
(i)
− (x, t)
)
χΩ−(x, t),
µAO(x, t) =
( k∑
i=0
εiµ
(i)
+ (x, t)
)
χΩ+(x, t) +
( k∑
i=0
εiµ
(i)
− (x, t)
)
χΩ−(x, t),
σAO(x, t) =
( k∑
i=0
εiσ
(i)
+ (x, t)
)
χΩ+(x, t) +
( k∑
i=0
εiσ
(i)
− (x, t)
)
χΩ−(x, t),
where χΩ± is the characteristic function of Ω±.
Thanks to outer matching expansion procedure, we obtain in Ω+ ∪ Ω−
∂tu
A
O −∆µAO = 2σAO + uAO − µAO,
∂tσ
A
O −∆σAO = −(2σAO + uAO − µAO),
µAO = −ε∆uAO + ε−1f ′(uAO) +O(εk).
In Γ(δ) we define
uAI (x, t) =
k∑
i=0
εiu˜(i)(x, t, z)
∣∣∣∣
z=
d[k](x,t)
ε
,
µAI (x, t) =
k∑
i=0
εiµ˜(i)(x, t, z)
∣∣∣∣
z=
d[k](x,t)
ε
,
σAI (x, t) =
k∑
i=0
εiσ˜(i)(x, t, z)
∣∣∣∣
z= d
[k](x,t)
ε
.
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Thanks to inner matching expansion procedure, we obtain in Γ(δ)
∂tu
A
I −∆µAI = 2σAI + uAI − µAI +O(εk−1),
∂tσ
A
I −∆σAI = −(2σAI + uAI − µAI ) +O(εk−1),
µAI = −ε∆uAI + ε−1f ′(uAI ) +O(εk).
In ∂Ω(δ) we define
uAB(x, t) =
k∑
i=0
εiu
(i)
B (x, t, z)
∣∣∣∣
z=
dB(x)
ε
− εku(k)B (0, x, t),
µAB(x, t) =
k∑
i=0
εiµ
(i)
B (x, t, z)
∣∣∣∣
z=
dB(x)
ε
− εkµ(k)B (0, x, t),
σAB(x, t) =
k∑
i=0
εiσ
(i)
B (x, t, z)
∣∣∣∣
z=
dB(x)
ε
− εkσ(k)B (0, x, t).
Thanks to boundary matching expansion procedure, we obtain in ∂Ω(δ)
∂tu
A
B −∆µAB = 2σAB + uAB − µAB +O(εk−1),
∂tσ
A
B −∆σAB = −(2σAB + uAB − µAB) +O(εk−1),
µAB = −ε∆uAB + ε−1f ′(uAB) +O(εk−1)
and
∂uAB
∂n
=
∂µAB
∂n
=
∂σAB
∂n
= 0, on ∂Ω× (0, T ).
Step 2. We define (uA, µA, σA) as follows:
uA =

uAB , in ∂Ω(
δ
2),
uABζ(
dB
δ
) + uAO
(
1− ζ(dB
δ
)
)
, in ∂Ω(δ)\∂Ω( δ2 ),
uAO, in Ω\
(
∂Ω(δ) ∪ Γ(δ)),
uAI ζ(
d(0)
δ
) + uAO
(
1− ζ(d(0)
δ
)
)
, in Γ(δ)\Γ( δ2 ),
uAI , in Γ(
δ
2),
and µA, σA are defined similarly, where
ζ ∈ C∞c (R), ζ = 1 for |ζ| ≤
1
2
, ζ = 0 for |ζ| ≥ 1.
Based on the boundary-outer matching conditions (2.50)-(2.52) and inner-outer matching con-
ditions (2.13)-(2.15), one has for small ε∥∥uA − uAO∥∥C2(∂Ω(δ)\∂Ω( δ
2
))
=
∥∥(uAB − uAO)ζ(dBδ )∥∥C2(∂Ω(δ)\∂Ω( δ2 ))
= O(ε2e−
νδ
2ε ) +O(εk)
and ∥∥uA − uAO∥∥C2(Γ(δ)\Γ( δ
2
))
=
∥∥(uAI − uAO)ζ(d(0)δ )∥∥C2(Γ(δ)\Γ( δ2 ))
= O(ε2e−
νδ
4ε ).
And we can obtain the similar results for µA − µAO and σA − σAO.
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Consequently (uA, µA, σA) satisfies in Ω× (0, T )
∂tuA −∆µA = 2σA + uA − µA + ωA1 ,
∂tσA −∆σA = −(2σA + uA − µA) + ωA2 ,
µA = −ε∆uA + ε−1f ′(uA) + ωA3
and
∂uA
∂n
=
∂µA
∂n
=
∂σA
∂n
= 0, on ∂Ω× (0, T ),
where ωAi = O(ε
k−1)(i = 1, 2, 3) which depend on (uA, µA, σA).
Let ϕA = uA + σA, then ϕA satisfies{
∂tϕA −∆µA −∆σA = ωA1 + ωA2 , in Ω× (0, T ),
∂ϕA
∂n
= 0, on ∂Ω× (0, T ).
Define the approximate solution (ϕA, µA, σA) as follows:
ϕA(x, t) = ϕA(x, t)− 1|Ω|
∫ t
0
∫
Ω
(
ωA1 + ω
A
2
)
(x, t′)dxdt′,
µA(x, t) = µA(x, t)− µ˜A(x, t),
σA(x, t) = σA(x, t),
uA(x, t) = uA(x, t)− ωA2 (x, t)− µ˜A(x, t),
(5.1)
where µ˜A(x, t) satisfies
∆µ˜A = ωA1 + ω
A
2 − 1|Ω|
∫
Ω
(
ωA1 + ω
A
2
)
(x, t)dx, in Ω× (0, T ),
∂µ˜A
∂n
= 0, on ∂Ω× (0, T ),∫
Ω µ˜
A(x, t)dx = 0, t ∈ (0, T ).
Then the approximate solution (ϕA, µA, σA) satisfies
∂tϕ
A −∆µA −∆σA = 0, in Ω× (0, T ),
∂tσ
A −∆σA = −(2σA + uA − µA), in Ω× (0, T ),
µA = −ε∆uA + ε−1f ′(uA) + ωA4 , in Ω× (0, T ),
∂ϕA
∂n
= ∂µ
A
∂n
= ∂σ
A
∂n
= 0, on ∂Ω× (0, T ),
(5.2)
where ωA4 = O(ε
k−2).
6. Appendix
In this Appendix we give the proof of (3.8) which has been proved in [14]. Here we repeat the
proof out of the completeness of this paper.
Proof. Firstly we can observe that∫ δ
ε
− δ
ε
(
(∂zv)
2 + f ′′
(
θ(z)
)
v2
)
Jdz ≥
∫ δ
ε
− δ
ε
(
(∂z vˆ)
2 + f ′′
(
θ(z)
)
vˆ2
)
dz − ε
∫ δ
ε
− δ
ε
vˆ∂z vˆJrtJ
−1dz
− Cε2
∫ δ
ε
− δ
ε
v2dz. (6.1)
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Let vˆ = γqf1 + p1, then
−ε
∫ δ
ε
− δ
ε
vˆ∂z vˆJrtJ
−1dz = −εγ
∫ δ
ε
− δ
ε
vˆ(qf1 )
′JrtJ
−1dz − ε
∫ δ
ε
− δ
ε
vˆ∂zp1JrtJ
−1dz
= −εγ
∫ δ
ε
− δ
ε
vˆ(qf1 − αθ′)′JrtJ−1dz + εαγ
∫ δ
ε
− δ
ε
vˆθ′′JrtJ
−1dz
− ε
∫ δ
ε
− δ
ε
vˆ∂zp1JrtJ
−1dz. (6.2)
We easily find
−(qf1 − αθ′)′′ + f ′′(θ)(qf1 − αθ′) = λf1qf1 , (qf1 − αθ′)′∣∣∣∣ δε
− δ
ε
= −αθ′′
∣∣∣∣ δε
− δ
ε
.
Multiplying the above equation by qf1 − αθ′, integrating by parts and using (3.5), we have
∫ δ
ε
− δ
ε
∣∣(qf1 − αθ′)′∣∣2dz = − ∫ δε− δ
ε
f ′′(θ)(qf1 − αθ′)2dz + λf1
∫ δ
ε
− δ
ε
q
f
1 (q
f
1 − αθ′)dz
− α2θ′′(δ
ε
)θ′(
δ
ε
) + α2θ′′(−δ
ε
)θ′(−δ
ε
)
= O(e−
C
ε ). (6.3)
It follows from (6.3) that
εγ
∫ δ
ε
− δ
ε
vˆ(qf1 − αθ′)′JrtJ−1dz ≤ Cεγ
(∫ δ
ε
− δ
ε
|vˆ|2dz
) 1
2
(∫ δ
ε
− δ
ε
|(qf1 − αθ′)′|2dz
) 1
2
≤ O(e−Cε )
(∫ δ
ε
− δ
ε
|vˆ|2dz
)
≤ O(e−Cε )
∫ δ
ε
− δ
ε
v2dz. (6.4)
And from (3.7) one has
εαγ
∣∣∣∣ ∫ δε− δ
ε
vˆθ′′JrtJ
−1dz
∣∣∣∣ ≤ Cε2αγ ∫ δε− δ
ε
|vˆθ′′z|dz
≤ Cε2αγ
(∫ δ
ε
− δ
ε
|vˆ|2dz
) 1
2
(∫ δ
ε
− δ
ε
|θ′′z|2dz
) 1
2
≤ Cε2
∫ δ
ε
− δ
ε
v2dz. (6.5)
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Using (3.4) we can arrive at∫ δ
ε
− δ
ε
∣∣∂zp1∣∣2dz = ∫ δε
− δ
ε
(∣∣(∂zp1∣∣2 + f ′′(θ)(p1)2)dz − ∫ δε
− δ
ε
f ′′(θ)(p1)2dz
≤ C
∫ δ
ε
− δ
ε
(∣∣∂zp1∣∣2 + f ′′(θ)(p1)2)dz
= C
∫ δ
ε
− δ
ε
(
∂z vˆ)
2 + f ′′(θ)vˆ2
)
dz − Cλf1γ2
≤ C
∫ δ
ε
− δ
ε
(
(∂z vˆ)
2 + f ′′(θ)vˆ2
)
dz +Ce−
C2
ε
∫ δ
ε
− δ
ε
vˆ2dz. (6.6)
By (6.6) and the Young’s inequality, one has∣∣∣∣− ε∫ δε− δ
ε
vˆ∂zp1JrtJ
−1dz
∣∣∣∣ ≤ Cε(∫ δε− δ
ε
v2dz
) 1
2
(∫ δ
ε
− δ
ε
(∂zp1)
2dz
) 1
2
≤ Cε2
∫ δ
ε
− δ
ε
v2dz +
1
4
∫ δ
ε
− δ
ε
(
(∂z vˆ)
2 + f ′′(θ)vˆ2
)
dz.
Thus
−ε
∫ δ
ε
− δ
ε
vˆ∂zp1JrtJ
−1dz ≥ −Cε2
∫ δ
ε
− δ
ε
v2dz − 1
4
∫ δ
ε
− δ
ε
(
(∂z vˆ)
2 + f ′′(θ)vˆ2
)
dz. (6.7)
Substituting (6.4), (6.5) and (6.7) into (6.2) we have
−ε
∫ δ
ε
− δ
ε
vˆ∂z vˆJrtJ
−1dz ≥ −Cε2
∫ δ
ε
− δ
ε
v2dz − 1
4
∫ δ
ε
− δ
ε
(
(∂z vˆ)
2 + f ′′(θ)vˆ2
)
dz
which together with (6.1) leads to (3.8).
Hence the proof of (3.8) is finished. 
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