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Chez toi la mesure est source de de´mesure,
Me´canique Quantique es-tu si diabolique ?
Dame Re´alite´ devient une imposture
Donc sous quelle optique pourrait le scientifique
Te rendre loquace a` moins que la vanite´
Ou la queˆte de la ve´rite´, restons juste,
Ne l’aveugle et qu’il ne mesure la beaute´
De ne pouvoir percer tous les desseins qu’ajuste
La divinite´. Il est de ces particules
Qui naissent plusieurs en une, sont indiscernables.
L’Amour Absolu re´git-il ces corpuscules ?
Ensemble ils prennent une densite´ palpable.
Est-ce plutoˆt Passion qui pour l’individu
Est de´le´te`re ? Incapable d’exister, il
Fusionne en l’autre, se de´localise, perd son duˆ,
Oblite`re une communion qui sur l’ˆıle
De la Fe´licite´ l’emme`nerait entier.
D’autres e´voluent dans un e´tat extatique,
A plusieurs se superposent et prennent pied
Dans un monde e´trange dans lequel ils ne tiquent.
Quatre postulats, une singularite´,
Apportent leur magie au monde du calcul.
D’aucuns le disent froid, avec se´ve´rite´,
A tort car il est le Verbe V majuscule :
Alphabets, mots, langages, grammaires, conjugaisons,
Ses serviteurs et amis, Ses enfants be´nis,
Apportent leur contribution avec raison
ii
A l’e´difice de l’union de deux ge´nies :
l’Informatique The´orique et la Quantique.
En paralle`le, ils de´ploient des tre´sors d’astuce.
Des multi-univers, des oracles s’appliquent
A satisfaire cet embryon d’octopus.
Spe´ciale de´dicace a` Albe´ric et a` mes parents
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Introduction ge´ne´rale
L’informatique quantique... Cette discipline semble au premier abord en eˆtre a` ses
balbutiements et c’est actuellement vrai du point de vue des re´alisations concre`tes. Ce-
pendant, affirmer une telle chose serait renier les bienfaits de toute la the´orie qui en a
de´coule´, car c’est ici que des domaines aussi distincts que, la the´orie des nombres en ma-
the´matiques, celles de la complexite´ et de la calculabilite´ en informatique the´orique, et la
physique quantique, trouvent un « terrain d’entente ».
Historiquement issue de l’e´tude du rayonnement du corps noir (quantification de l’e´ner-
gie : pour une onde de fre´quence ν, les seules e´nergies possibles sont des multiples du
quantum hν), du fait que l’e´lectromagne´tisme restait impuissant quant a` expliquer ce
phe´nome`ne malgre´ le caracte`re ondulatoire de la lumie`re (diffraction, interfe´rences), la
physique quantique joua un roˆle fondamental pour la description et la compre´hension des
phe´nome`nes naturels, de`s que ceux-ci se produisent a` une e´chelle atomique ou subatomique.
Elle a permis d’unifier les deux concepts suivants : matie`re (me´canique newtonienne) et
rayonnement (e´lectromagne´tisme).
Par de´finition, ce qui est quantique – et uniquement cela – est d’associer un corpuscule
mate´riel d’impulsion p (ou quantite´ de mouvement) a` une onde, caracte´rise´e par une
longueur d’onde λ. Cette association est de´crite par la relation de Louis de Broglie : λ = h|p| ,
ou` h est la constante de Planck. L’e´volution de la fonction d’onde, ψ, de´crivant l’onde est
re´gie par l’e´quation de Schro¨dinger, en abandonnant l’ide´e classique selon laquelle, en
prenant l’exemple de la me´canique, on de´finit l’e´tat d’un syste`me par 6 parame`tres : 3 de
position et 3 de vitesse. On parlera alors de probabilite´ de pre´sence de la particule et la
notion de trajectoire, che`re a` notre intuition, n’a plus de signification.
La the´orie quantique a depuis quelque temps un impact re´el sur la technologie. Cela
tient en partie aux e´claircissements qu’elle a apporte´s dans certains domaines d’application
technologiquement importants tels que la chimie, la me´tallurgie (e´tude du comportement
des conducteurs) ou encore l’informatique (transistors). De toute fac¸on, tout objet phy-
sique, si on l’analyse suffisamment en de´tail, est un objet quantique : « Un tournevis est
un objet quantique ! » affirme par provocation Rolf Landauer. Cela dit, dans le cas d’un
ordinateur classique, ce comportement quantique est collectif : si la valeur 0 d’un bit est
repre´sente´e physiquement dans un ordinateur par un condensateur non charge´, tandis que
la valeur 1 l’est par le meˆme condensateur, mais charge´, la diffe´rence entre e´tats charge´
1
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et non charge´ se traduit par le de´placement de plusieurs millions d’e´lectrons et le coˆte´
probabiliste des phe´nome`nes quantiques est « camoufle´ ». La grande nouveaute´, depuis
les anne´es 80, est la possibilite´ pour les physiciens de manipuler et d’observer des objets
quantiques individuellement : photons, atomes, ions, . . . non plus d’agir uniquement sur le
comportement quantique collectif. C’est pourquoi il a e´te´ possible de commencer a` parler
d’information et d’informatique quantique, domaines dans lesquels ces objets quantiques
e´le´mentaires que sont les photons, atomes, ions, permettent de construire physiquement
les bits quantiques ou qubits, homologues des bits classiques.
Plus spe´cifiquement, c’est dans les anne´es 70 et 80 que les premiers ordinateurs quan-
tiques naissent par retournement dans l’esprit de physiciens, tels que Richard Feynman,
David Deutsch ou Charles Bennett : « Au lieu de nous plaindre que la simulation des
phe´nome`nes quantiques demande des puissances e´normes a` nos ordinateurs actuels, uti-
lisons la puissance de calcul des phe´nome`nes quantiques pour faire plus puissant que nos
ordinateurs actuels » est une ce´le`bre phrase de Feynman dans le domaine. De plus, la mi-
niaturisation croissante des composants e´lectroniques va trouver ses limites en raison des
effets quantiques qui vont devenir pre´dominants en dessous de la dizaine de nanome`tres,
ce qui est pre´vu pour 2020 (loi empirique de Moore).
Avant tout de´finissons pre´cise´ment ce qu’est la notion de qubit. Le bit – le « le´go », ou
encore l’atome (au sens e´tymologique, c’est-a`-dire, l’inse´cable) du monde classique – est
e´gal soit a` 0, soit a` 1. Le qubit – son homologue quantique – peut avoir non seulement les
valeurs 0 et 1, mais e´galement toutes les valeurs interme´diaires : on parle de superposition
line´aire d’e´tats. L’acte de le mesurer de´truit cette superposition (sauf dans les cas ou` le
qubit e´tait de´ja` a` 0 ou 1), et le qubit prend les valeurs 0 ou 1. On pourrait donc croire
qu’au final – au sens litte´ral puisque la mesure est la finalite´ de toute expe´rience – bit et
qubits sont semblables. On verra qu’il n’en est pourtant rien. La seconde grande proprie´te´
a` la base de l’information quantique, et visible de`s que l’on conside`re un syste`me a` 2
qubits, est celle d’intrication : deux objets, aussi e´loigne´s que l’on veut l’un de l’autre, se
comportent comme si ils e´taient une entite´ indissociable. Elle sera pre´cise´ment explique´e
car c’est en grande partie graˆce a` elle que le calcul quantique est possible. L’intrication et la
superposition line´aire sont a` la base du paralle´lisme quantique massif, qui est la possibilite´
d’effectuer un grand nombre d’ope´rations en paralle`le, mais de fac¸on diffe´rente a` ce que
l’on peut s’attendre via un ensemble d’ordinateurs classiques mis en re´seau : c’est un peu
comme si les ordinateurs quantiques avaient en plus la capacite´ de ne former qu’un durant
un petit laps de temps.
On pourrait se demander comment est-il possible d’exploiter les proprie´te´s de la me´ca-
nique quantique, par essence probabiliste, pour faire du calcul qui se doit d’eˆtre de´termi-
niste. En fait, les calculs effectue´s sur les qubits sont tout ce qu’il y a de plus de´terministes.
Le be´mol est dans l’acte d’observation lui-meˆme, c’est-a`-dire le fait de mesurer. Tout l’art
relatif au calcul quantique consiste alors a` s’arranger pour que les re´sultats soient toujours
2
les meˆmes quelque soit la mesure effectue´e. Cet arrangement est possible via des tre´sors
d’astuce qui consistent a` « forcer » un syste`me de qubits a` coup de transformations suc-
cessives, afin d’obtenir une configuration ade´quate pour un calcul. Jusqu’a` maintenant,
(a` moins que cela soit devenu du ressort des services secrets), il existe deux algorithmes
principaux exploitant le paralle´lisme quantique : l’algorithme de Shor (1994), qui permet
de factoriser de grands nombres dans un temps raisonnable a` l’aide d’un ordinateur quan-
tique, ce qui est une re´volution dans le monde du codage (RSA) et, celui de Grover, qui
permet de trouver une entre´e dans une base de donne´es non trie´e. Plusieurs cas d’e´cole en
ont e´te´ la source d’inspiration et, afin d’introduire le concept d’algorithme quantique, deux
d’entre eux, connus sous le nom d’oracle de Deutsch et d’oracle de Simon, seront aborde´s
dans le chapitre 2 de la premie`re partie. L’algorithme de Schor est assez complexe et ne
sera que peu discute´, au contraire de celui de Grover, dont l’interpre´tation ge´ome´trique
est assez simple.
Mais de´ja`, qu’est ce que le calcul quantique ou meˆme un calcul classique ? Car meˆme
si cette notion est omnipre´sente dans notre quotidien, surtout depuis qu’il est habite´ par
les ordinateurs, ce n’est pas une sine´cure que d’en de´gager une de´finition rigoureuse. On
va donc taˆcher, dans un premier temps, de de´finir ce qu’est le calcul classique en exposant
le b-a-ba de l’informatique the´orique, en espe´rant ainsi clarifier ce qu’est le calcul avant
de s’aventurer dans les me´andres de la me´canique quantique.
Une premie`re partie de cette the`se se bornera a` eˆtre une introduction, sinon exhaustive,
assez comple`te et facile d’acce`s a` cette notion de calcul tant classique (chapitre 1), que
quantique (chapitres 2, 3).
La deuxie`me partie de cet essai utilise un nouveau formalisme tire´ de plusieurs horizons
des mathe´matiques et va mettre en e´vidence de nouvelles facettes de ce domaine fantastique
qu’est le calcul quantique. Deux approches originales du calcul quantique seront aborde´es :
la premie`re est de nature alge´brique (cf. chapitre 4), la deuxie`me a plutoˆt recours a` la
ge´ome´trie projective (cf. chapitre 5).
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Chapitre 1
Excursion au sein de
l’informatique the´orique
Introduction
On ne peut pre´tendre faire du calcul de quelque nature que ce soit sans au moins de´finir
ce que c’est et sans e´voquer deux notions importantes : la calculabilite´ (cf. section 1.3.1)
et la complexite´ (cf. section 1.3.2), qui ont leurs lettres de noblesse en informatique
the´orique. La premie`re e´tudie le fait de savoir si un proble`me donne´ peut eˆtre re´solu
« de fac¸on me´canique », c’est-a`-dire algorithmiquement, la seconde traite de l’efficacite´
en termes de ressources (temps, espace, entropie au sens de la the´orie de l’information de
Claude Shannon), ne´cessaires au traitement du proble`me.
Apre`s avoir introduit certains e´le´ments de langage de l’informatique the´orique (cf.
section 1.1), on examinera des mode`les de calcul dits universels, c’est-a`-dire des mode`les
pouvant simuler toutes les fonctions dites calculables, au sens de la calculabilite´. Dans le
chapitre 2, les divers points fondamentaux du calcul quantique sont expose´s en adoptant
le mode`le des circuits logiques quantiques [CN00], mode`le de calcul qui s’impose de prime
abord pour sa simplicite´, the´orique comme pratique, et sa faculte´ d’adaptation vis-a`-vis de
ses homologues classiques (circuits e´lectroniques) ; c’est pourquoi ils seront aborde´s dans le
de´tail (cf. section 1.2.2). Ne´anmoins, ce choix est critiquable car ce n’est pas ce mode`le qui
est a` l’origine a` proprement dit de la notion de calcul : on pourrait aborder l’information
quantique et l’informatique quantique avec les yeux des machines de Turing, ce qui a
d’ailleurs e´te´ fait [Per06], ainsi que via d’autres mode`les [Lal06], [Per06], [HDE+05]. Ce
sont des machines de Turing, automates accomplis, que de´coule, originellement, le concept
de calcul. C’est pourquoi, meˆme si le choix des circuits logiques quantiques pour expliquer
le calcul quantique va s’imposer par la suite, afin de comprendre la notion de calcul, semble-
t-il, sinon ne´cessaire, du moins inte´ressant, de s’arreˆter quelques instants au moins sur les
machines de Turing (cf. section 1.3).
Ce chapitre est en partie inspire´ du livre de Pierre Wolper [Wol91] intitule´ Introduc-
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tion a` la calculabilite´ ; je le conseille a` tout un chacun qui veut explorer les me´andres de
l’informatique the´orique car c’est un chef d’oeuvre de simplicite´ et d’exhaustivite´.
1.1 Le concept de proble`me
Tout au long de cette section, certains mots seront mis en italique ; ils sont en effet
tre`s utilise´s dans le langage courant mais ont une signification bien particulie`re quand on
parle d’informatique the´orique.
Quiconque s’est amuse´ a` faire de la programmation a pu croire, du moins au de´but, que
l’informatique relevait du bricolage. Or il n’en est rien : cette science dans une certaine
mesure mode´lise de fac¸on on ne peut plus rigoureuse la notion de langage : ainsi un
poe`me de Lamartine est-il mode´lisable en terme d’alphabets, ensembles finis compose´s de
caracte`res : ({a,b,c,d,...,z} ou {0,1} ou encore {♦, ♥, ♣, ♠}), de mots, qui sont des chaˆınes
finies de ces caracte`res : («mortadelle », « 100 », «♣♣♣♣ »), d’un langage (ensemble fini
de mots) qui devra, c’est mieux, accepter tous les mots du poe`me (« arrrrrrrrrrgh » par
exemple ne sera accepte´ que par certains langages, mais pas par celui de Microsoft Word).
Si ce langage accepte tous les mots du poe`me et uniquement ceux-ci, il constitue l’ensemble
des instances positives du poe`me. Celles-ci sont re´gies par certaines grammaires (ici celle
du Becherel) qui permettent, via un ensemble de re`gles (en l’occurrence orthographe,
conjugaison), de ge´ne´rer tous les mots du langage. . . le tout exe´cute´ (en tout cas pour ce
qui est de le recopier) par des automates (des programmes), sans pour autant que le
poe`me en perdre sa saveur ! Bien au contraire.
De fac¸on plus pre´cise, on peut re´soudre n’importe quel proble`me soluble en se re-
pre´sentant les instances de celui-ci. De´terminer si un nombre naturel est pair ou non est
un proble`me. L’alphabet associe´ peut eˆtre indiffe´remment {0, 1} ou {0, 1, 2, . . . , 9} et ses
mots sont l’ensemble des entiers naturels auxquels on aura fixe´ une borne supe´rieure (les
mots de longueur infinie ne sont pas admis !). Les instances du proble`me sont l’ensemble
des questions du type : « 4444 est-il pair ? », et donnent toujours lieu a` une re´ponse :
ici « oui ». Dans ce cas, il s’agit d’une instance positive. Un proble`me peut toujours eˆtre
traduit de telle manie`re a` ce qu’il s’applique a` un ensemble d’e´le´ments : ici N, l’ensemble
des entiers naturels.
De manie`re encore plus concre`te, de´terminer la somme de deux nombres est un pro-
ble`me. Les instances du proble`me sont l’ensemble des questions du type : « la somme 4+4
a t-elle pour re´sultat 8 ? », et donnent toujours lieu a` une re´ponse : ici « oui ».
On se limitera a` la classe des proble`mes binaires ou dits de de´cision (deux re´-
ponses seulement sont possibles : oui ou non). Elle permet d’appre´hender de fac¸on efficace
l’ensemble de la proble´matique, a` savoir les limites qualitatives et quantitatives de l’in-
formatique, et nombreux sont ceux exprimables dans cette cate´gorie. Il est a` noter qu’un
programme ne de´finit pas le proble`me, il se contente de le re´soudre lorsque ses instances
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sont dans une repre´sentation qui lui convient. La preuve en est qu’il peut y avoir diffe´-
rents programmes pour re´soudre un meˆme proble`me, de´ja` du fait qu’il existe des alphabets
diffe´rents. En re´sume´, re´soudre un proble`me se re´duit a` reconnaˆıtre un langage.
Concre`tement, meˆme en se limitant a` une telle classe de proble`mes, ceux-ci peuvent se
re´ve´ler complique´s. Ainsi, usant du vieil adage « diviser pour mieux re´gner », utilise-t-on
souvent en informatique un outil qualifie´ d’oracle : il s’agit de de´composer le proble`me en
sous-proble`mes, c’est-a`-dire de de´composer une fonction (binaire en l’occurrence pour cette
classe) en sous-fonctions « internes », elles-meˆmes binaires. Leur fonctionnement interne,
comment les construire, n’inte´resse pas au pre´alable, mis a` part leur comportement en
sortie suivant l’entre´e. Ce sont des « macros » en quelque sorte. Elles sont symbolise´es
par des « boˆıtes noires » qui sont des oracles : on les « questionne » en leur affectant
une valeur a` leur entre´e et elles « re´pondent » en re´ve´lant une valeur de sortie, sans pour
autant que l’on sache ce qui s’est passe´ en elles ; un peu comme l’Oracle de la Pythie de la
Gre`ce Antique... On verra dans le chapitre 2, dans l’exemple le plus simple qui soit, que
le concept d’oracle est vraiment tre`s bien adapte´ au calcul quantique, du moins quand on
adopte le point de vue des circuits logiques.
1.2 Les mode`les de calcul
1.2.1 La machine de Turing
Son histoire :
Historiquement, le concept de la machine de Turing a e´merge´ en re´ponse a` une question
que se posait le mathe´maticien Hilbert, a` savoir : n’importe quel proble`me est-il oui ou
non re´soluble de fac¸on me´canique ? Hilbert pensait que oui, jusqu’au moment ou` Alan
Turing lui de´montra qu’il n’en e´tait rien ! Ainsi est-il des questions dont la re´ponse n’est
ni oui ni non ! Ainsi ce que les philosophes essaient en vain (sans pour autant de´me´riter)
de de´montrer, les sciences dites « dures » le de´montrent rigoureusement, procurant ainsi
semble-t-il de l’espe´rance.
Avant tout, donnons la parole a` Alan Turing [Tur36] : « Un calcul s’effectue norma-
lement sur papier en y e´crivant certains symboles. Supposons que l’on de´coupe la surface
de ce papier en petits carre´s comme pour un livre d’arithme´tique pour enfant. En cours
d’arithme´tique e´le´mentaire, le caracte`re 2D du papier est parfois exploite´, mais un tel
usage est parfaitement e´vitable et je pense que tout le monde sera d’accord avec moi pour
affirmer que ce caracte`re n’est pas fondamental pour qui veut faire de l’informatique. C’est
pourquoi, je suppose que l’on ne dispose que d’un ruban de papier, a` une dimension mais
infini, et constitue´ d’une succession de cases sur lesquelles on peut inscrire des symboles
qui sont eux-meˆmes en nombre limite´. Si l’on permet l’utilisation d’un nombre infini de
symboles, ceux-ci vont se diffe´rencier avec une pre´cision parfois petite et de toute fac¸on
arbitraire. Cette restriction n’a pas d’effets qui me´ritent d’eˆtre releve´s : ainsi, en repre´sen-
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tation de´cimale, 99999999999999999999 est un symbole unique. Dans n’importe quel lan-
gage europe´en, les mots sont conside´re´s comme des symboles uniques a` part entie`re (meˆme
si dans la langue chinoise on a tendance a` e´nume´rer toujours plus de symboles et de fait
leur nombre tend vers l’infini). De toute fac¸on, si on conside`re 9999999999999999999999
et 999999999999999999999999, un premier regard ne permet pas de les diffe´rencier. Le
comportement d’un ordinateur a` tout instant est de´termine´ par des symboles qu’il observe,
et « ses e´tats d’aˆme » au moment ou` il les observe. Supposons qu’il y ait un nombre limite´
B de symboles ou de carre´s diffe´rents que l’ordinateur puisse observer a` tel moment ; si
celui-ci veut observer toujours plus, il doit le faire de fac¸on « successive ». Supposons e´ga-
lement que ses e´tats d’esprit soient en nombre limite´. La raison d’une telle hypothe`se est
du meˆme acabit que celle formule´e a` propos du nombre de symboles. Si on admet l’exis-
tence d’un nombre infini d’e´tats d’esprit, certains d’entre eux vont eˆtre proches de fac¸on
arbitraire, et il sera possible de les confondre. Encore une fois, cette restriction n’a aucune
importance en soi pour le calcul, puisque l’utilisation d’e´tats d’aˆme « plus sophistique´s »
peut eˆtre e´vite´e en e´crivant sur le ruban un nombre plus conse´quent de symboles. »
Sa de´finition :
De fac¸on plus rigoureuse [Wol91], unemachine de Turing est de´finie par le sept-uplet
($,Γ,Σ, δ, s, B, F ), ou` :
– $ est un ensemble fini d’e´tats
– Γ est l’alphabet de ruban (l’alphabet utilise´ sur le ruban)
– Σ ⊆ Γ est l’alphabet d’entre´e (l’alphabet utilise´ pour le mot d’entre´e)
– s ∈ $ est l’e´tat initial
– F ⊆ $ est l’ensemble des e´tats accepteurs (e´tats pour lesquels la machine s’arreˆte)
– B ∈ F − Σ est le « symbole blanc », que l’on notera b
– δ : $× Σ → $× Γ× {⇐,⇒} est la fonction de transition ; ⇐ signifie que la teˆte de
lecture/e´criture du ruban se de´place d’une case vers la gauche.
Fig. 1.1 – Machine de Turing
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La figure 1.1 illustre de manie`re basique une machine de Turing (avec Γ = {0, 1, b}).
Elle est constitue´e d’un programme (que l’on notera P pour les exemples qui suivent),
pour lequel chaque ligne est une fonction de transition δij , d’un ensemble fini d’e´tats $
correspondant aux « e´tats d’aˆme» de la machine qui coordonnent les e´tapes des ope´rations,
d’un ruban infini jouant le roˆle de me´moire en lecture/e´criture, et enfin d’une teˆte de
lecture/e´criture, permettant de changer ou non les symboles figurant sur le ruban, et de
savoir a` chaque instant sur quelle case le calcul s’effectue. Une machine de Turing est un
ensemble d’instructions simples, plus une me´moire illimite´e.
Son universalite´ :
En tenant pour vraie la the`se de Turing-Church : « la classe des fonctions calculables
par une machine de Turing correspond exactement a` la classe des fonctions calculables
algorithmiquement » [Wol91], il est possible d’associer a` chaque fonction calculable, telle
l’addition, la multiplication, une machine de Turing qui, selon ses e´tats et la succession de
ses fonctions de transition, permettra de la calculer suivant les entre´es e´crites au de´part
sur le ruban. Afin de les distinguer entre elles, on peut les indexer.
On peut de´montrer l’existence d’une machine de Turing universelle et meˆme l’e´crire en
une se´rie de 0 et de 1 ! [Pen92]. Une telle machine est capable de simuler n’importe quelle
machine de Turing et constitue par la` meˆme un ordinateur universel. On peut e´galement
montrer que la repre´sentation en termes de circuits logiques est e´quivalente a` la machine
de Turing universelle [CN00].
Certes, la machine de Turing reste un mode`le du fait du caracte`re infini de son ruban et
la vitesse d’exe´cution d’un programme meˆme tre`s simple est effroyablement longue comme
le montre l’exemple ci-apre`s, mais elle a permis l’explosion d’une nouvelle discipline :
l’informatique.
Un exemple simple : construire une machine de Turing qui calcule la somme
de deux nombres repre´sente´s en base unaire
Fig. 1.2 – En entre´e, on a les chiffres 3 et 4 en base unaire, se´pare´s par le symbole « blanc » ;
en sortie, apre`s l’exe´cution du programme P, on a 7, soit 3+4, en base unaire.
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La machine de Turing pour cet exemple est le sept-uplet M=($,Γ,Σ, δ, s, b, F ) ou`
– $={q0, q1, q2, q3, q4, q5},
– Γ={1, b},
– Σ={1},
– s = q0,
– F = {q5} et
– δ contient les transitions
(1) (q0, b)→ (q1, b,⇒)
(2) (q1, b)→ (q2, 1,⇐) (q1, 1)→ (q1, 1,⇒) (3)
(4) (q2, b)→ (q3, b,⇒) (q2, 1)→ (q2, 1,⇐) (5)
(6) (q3, 1)→ (q4, b,⇒)
(7) (q4, 1)→ (q5, 1,⇐)
Illustration de l’exemple :
Fig. 1.3 – En entre´e, on a les chiffres 3 et 4 en base unaire, se´pare´s par le « symbole
blanc » ; en sortie, apre`s l’exe´cution du programme P := (1)→ (3)→ (3)→ (3)→ (2)→
(5)→ (5)→ (5)→ (4)→ (6)→ (7), on a 7, soit 3+4, en base unaire.
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Automate re´sumant le programme de l’exemple :
A` premie`re vue, l’ensemble des transitions qui caracte´risent le programme pour cette
machine de Turing peut sembler facile a` trouver, mais ce n’est pas si trivial que cela et il
y a toujours un risque d’oublier un « cas de figure ». C’est pourquoi, surtout quand les
exemples se complexifient, est-il important de disposer d’un outil visuel tel que celui qui
figure dans le sche´ma 1.4.
Fig. 1.4 – Automate qui permet de visualiser la fonction de transition de la machine de
Turing qui exe´cute l’addition de deux nombres repre´sente´s en base unaire.
1.2.2 Les circuits logiques
Leur histoire :
Pourquoi parle-t-on de circuits logiques ? A priori, la logique rele`ve du domaine de la
pense´e alors que les circuits sont des dispositifs physiques obe´issant a` des re`gles pre´cises
dont on ne perc¸oit aucune e´manation de pense´e.
Il est d’usage de vulgariser le fonctionnement des ordinateurs en disant que ce sont des
machines qui repre´sentent et traitent l’information sous forme de ze´ros et de uns (0/1).
Aussi, si on associe respectivement a` ces ze´ros et uns le sens de FAUX et VRAI, on peut
relever un pre´lude de signification au mot logique dans « circuits logiques ». Mais est-ce
tout ?
Les circuits logiques, que l’on appelle e´galement circuits nume´riques, ne se retrouvent
pas uniquement dans les ordinateurs : ils envahissent quotidiennement le domaine de la
technologique jusqu’a` le dominer presque inte´gralement.
Les termes « logique » et « nume´rique » puisent leurs origines dans une multitude de
disciplines, telles que la philosophie, la cyberne´tique, les sciences cognitives, les mathe´ma-
tiques, etc.
La philosophie grecque fut l’une des premie`res a` poser la proble´matique de la validite´
du raisonnement en termes syste´matiques. Aristote fut l’instigateur de ce projet qui consis-
tait a` e´tablir les re`gles que suit le raisonnement humain. Ce faisant, Aristote e´nonc¸a une
partie importante des re`gles de la logique que l’on connaˆıt aujourd’hui, et ces re`gles furent
conside´re´es valides et comple`tes durant plus de vingt sie`cles. Ce n’est qu’au de´but du XXe
sie`cle que ces re`gles furent interroge´es en profondeur, et il fallut pour cela que se meˆle a` la
philosophie d’autres disciplines de la connaissance, principalement les mathe´matiques. Le
lien avec les mathe´matiques put eˆtre e´tabli graˆce aux travaux de George Boole. A` la fin du
XIXe sie`cle, ce mathe´maticien britannique autodidacte propose d’e´crire les propositions
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logiques sous forme d’e´quations alge´briques. Il en simplifie ainsi la manipulation et cre´e
un heureux pont entre l’alge`bre et la philosophie.
Cette alge`bre de la logique, que l’on appelle depuis alge`bre de Boole, remplace les va-
leurs VRAI et FAUX par les e´le´ments 1 et 0 et les ope´rateurs logiques (ET, OU) par les
ope´rations arithme´tiques de multiplication et d’addition (·,+). L’ope´rateur unaire NON,
servant a` la ne´gation, est e´galement introduit (-). Elle permet ainsi d’e´crire toute pro-
position logique a` l’aide de variables logiques (boole´ennes) et de manipuler de manie`re
syste´matique le raisonnement par le de´veloppement d’e´quations mathe´matiques. L’alge`bre
de Boole n’allait cependant pas seulement outiller la philosophie d’une notation compacte,
elle allait d’une part donner aux mathe´matiques le corpus dont elles allaient avoir be-
soin pour reconstruire leurs fondements ; et, sous forme applique´e, l’alge`bre de Boole allait
prendre de l’ampleur et bouleverser le XXe sie`cle graˆce aux travaux en te´le´communication
de l’inge´nieur ame´ricain Claude E. Shannon.
A` la fin des anne´es trente, Shannon est e´tudiant a` la maˆıtrise auMassachusetts Institute
of Technology (M.I.T.) ou` il travaille sur l’automatisation des circuits a` relais (interrup-
teurs) pour les besoins grandissants de la te´le´phonie. Au M.I.T., Shannon suit un cours
de philosophie ou` il de´couvre l’alge`bre de Boole, et c’est la re´ve´lation.
Aux premiers temps de la te´le´communication, la te´le´phonie reposait sur un large re´-
seau de relais permettant de mettre en communication les usagers. Un relais e´tait un
interrupteur qu’une ope´ratrice raccordait suivant les besoins des clients des compagnies
de te´le´phone pour cre´er les connexions. Quand le re´seau commenc¸ait a` s’e´largir, le pro-
ble`me d’automatisation de ces re´seaux s’est pose´, et c’est Shannon qui allait y trouver une
solution en apportant un cadre the´orique issu de l’alge`bre de Boole.
Pour ce faire, Shannon convient qu’un circuit ouvert est repre´sente´ par un 0, un circuit
ferme´ par un 1 (cf. figure 1.5) :
Fig. 1.5 – Circuit ouvert - Circuit ferme´
Shannon e´tablit ensuite un ensemble d’ope´rateurs inspire´s de l’alge`bre de Boole (cf.
figure 1.6).
Il introduit e´galement les ope´rateurs de ne´gation et d’e´galite´ :
1. Si on dispose d’un relais X, X est un relais qui se ferme lorsque X est ouvert, et vice
et versa.
2. On dit que X = Y si X et Y se ferment et s’ouvrent en meˆme temps.
Avec ces outils en main, on comprend qu’il devenait possible de manipuler logiquement
un circuit a` relais, et, e´ventuellement, de le simplifier. La figure 1.7 illustre l’exemple d’une
telle simplification, exemple ou` les circuits a` relais (a) et (b) sont identiques.
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Fig. 1.6 – Ope´rateurs issus de l’alge`bre de Boole
Fig. 1.7 – Ce re´sultat provient de l’e´galite´ : A·C+A·D+B·C+B·D = (A+B)·(C+D).
D’abord avec les tubes e´lectroniques, et plus profonde´ment encore avec l’invention
du transistor, l’imple´mentation physique de composants jouant le roˆle de relais controˆle´s
devint possible et les circuits logiques purent prendre forme.
Leur de´finition :
Avec l’alge`bre logique de George Boole, on sait que toute fonction logique peut eˆtre
exprime´e en utilisant les ope´rateursNON, ET etOU (comme on le verra dans le prochain
paragraphe consacre´ a` l’universalite´ du mode`le des circuits logiques).
On introduit donc des composants, appele´s portes logiques, qui correspondent a` ces
ope´rateurs. La figure 1.8 donne leur forme et leur table de ve´rite´ (comportements) respec-
tives.
La figure 1.9 illustre un circuit controˆlant un relais dont la fermeture est actionne´e
lorsque (A+B)·(C +D) est vrai.
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Fig. 1.8 – Par exemple, la table de ve´rite´ de l’ope´rateur NON exprime que si en entre´e
on a 0 / FAUX, alors en sortie on a 1 / VRAI, et vice-versa.
Fig. 1.9 – Un exemple de circuit
Que se passe-t-il si A=1, B=1, C=0 et D=0 ? Injectons les valeurs des variables dans
l’e´quation (A+B)·(C +D) :
A+B | A=1, B=1 = 1 + 1 = 1,
C+D | C=0, D=0 = 0 + 0 = 0 , alors
(A+B)·(C+D) | A=1, B=1, C=0, D=0 = 1· 0 = 0.
Dans ce cas la`, le relais sera ouvert.
Comme l’exemple le montre, un circuit est fait de portes et de fils ; les uns exe´cutent de
simples instructions de calcul, les autres transportent l’information, c’est-a`-dire des bits
(des « 0 » et des « 1 »), qui sont les « atomes » de l’information.
A` ces trois portes de base, on peut en ajouter deux autres, obtenues en inversant les
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portes ET et OU. Elles s’appellerons respectivement NON-ET et NON-OU. La figure 1.10
illustre leur forme et leur comportement.
Fig. 1.10 – Sche´mas et tables de ve´rite´ des portes NON-ET et NON-OU
Un fait remarquable concerne ces deux portes : Si l’on dispose uniquement de NON-ET
(respectivement NON-OU), il serait possible d’exprimer toute fonction logique a` l’aide de
ces portes. Le paragraphe suivant le montre pour NON-ET.
Pour la suite, on aura besoin e´galement de la porte OU EXCLUSIF ; la figure 1.11
illustre leur forme et leur comportement.
Fig. 1.11 – Sche´ma et table de ve´rite´ de la porte OU EXCLUSIF
Leur universalite´ :
De fac¸on ge´ne´rale, un circuit met en sce`ne divers bits d’information en entre´e et en
sortie, divers fils et diverses portes logiques. Une porte logique est une fonction
f : {0, 1}k → {0, 1}l (1.1)
pour k et l donne´s, respectivement le nombre de bits d’entre´e et de sortie.
Exemple : la porte NON a un bit en entre´e, un bit en sortie et calcule la fonction f(a) =
1⊕ a, ou` a est un bit et ⊕ est l’addition modulo 2.
On va montrer l’universalite´ du mode`le des circuits logiques en conside´rant le cas ou`
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la fonction a` calculer est de la forme :
f : {0, 1}n → {0, 1} (1.2)
Une telle fonction est connue sous le nom de fonction boole´enne et la simplification de
la de´monstration qui va suivre qu’elle occasionne est similaire a` se limiter a` la classe des
proble`mes binaires (cf. section 1.1).
Preuve de l’universalite´ du mode`le par re´currence sur n :
Pour n = 1, il n’y a que quatre fonctions boole´ennes que l’on puisse calculer :
– l’identite´, qui consiste en un simple fil,
– la fonction qui change la valeur du bit d’entre´e (fonction bit flip en anglais) ; la porte
NON en permet la re´alisation,
– la fonction qui remplace le bit d’entre´e par un 0 ; elle peut eˆtre obtenue en utilisant
la porte ET sur le bit d’entre´e, et un bit auxiliaire (une entre´e supple´mentaire) mis
a` l’e´tat 0,
– enfin, la fonction qui remplace le bit d’entre´e par un 1 ; elle peut eˆtre obtenue en
utilisant la porte OU sur le bit d’entre´e, et un bit auxiliaire mis a` l’e´tat 1.
On suppose que toute fonction boole´enne a` n bits peut eˆtre calcule´e par un circuit.
Soit f une fonction a` n+ 1 bits. On de´finit deux fonctions boole´ennes a` n bits, note´es f0
et f1, telles que
f0(x1, x2, ..., xn) ≡ f(0, x1, x2, ..., xn) et f1(x1, x2, ..., xn) ≡ f(1, x1, x2, ..., xn) (1.3)
Par hypothe`se, il existe des circuits pour f0 et f1. La figure 1.12 montre comment alors
construire un circuit capable de calculer f . Le circuit calcule f0 et f1 sur les n derniers
bits d’entre´e. Ensuite, il donne en sortie la re´ponse approprie´e, suivant que le premier bit
d’entre´e (x1) e´tait a` « 0 » ou « 1 ».
Preuve de l’universalite´ de la porte NON-ET :
On va maintenant montrer - en images ! (cf. figures 1.13 et 1.14) - que la porte NON-ET
peut eˆtre utilise´e pour simuler les portes ET, OU EXCLUSIF et NON avec, comme
ressources, des bits auxiliaires et la possibilite´ de dupliquer un bit (ope´ration qui prend un
bit en entre´e et en donne deux copies en sortie).
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Fig. 1.12 – Circuit permettant le calcul d’une fonction arbitraire f agissant sur n+1 bits,
sous l’hypothe`se de re´currence qu’il existe des circuits capables de calculer les fonctions
sur n bits f1 et f2.
Fig. 1.13 – Expression des portes NON, ET et OU avec des portes NON-ET
On de´duit directement des figures 1.13 et 1.14 que la porte OU EXCLUSIF peut
s’e´crire en terme de portes NON-ET
On a donc montre´ d’une part que le mode`le est universel, d’autre part, qu’en terme
de ressources, seuls des bits auxiliaires, des duplications de bits, et la porte NON-ET
suffisent. On verra dans le chapitre 2 que NON-ET a un homologue quantique (Cnot),
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Fig. 1.14 – Expression de la porte OU EXCLUSIF en fonction des portes NON, ET
et OU
meˆme si il ne s’agira pas de la meˆme notion d’universalite´.
1.3 Les challenges
1.3.1 La calculabilite´
La de´cidabilite´ est a` un ensemble mathe´matique ce qu’est la calculabilite´ a` la fonc-
tion caracte´ristique de l’ensemble, c’est-a`-dire une fonction qui permet de caracte´riser si
un e´le´ment appartient ou non a` l’ensemble conside´re´. Pour que cette fonction soit cal-
culable, on devra entre autre pouvoir tester tous les e´le´ments, donc pouvoir les compter
(de´nombrabilite´). Dans ce propos qui n’est qu’un « clin d’oeil » a` ces notions, on utilisera
indiffe´remment les termes calculabilite´ (non calculabilite´), de´cidabilite´ (inde´cidabilite´) et
de´nombrabilite´ (inde´nombrabilite´).
E´tant donne´ que la de´monstration de l’existence de proble`mes inde´cidables, en terme
de machine de Turing, demanderait une introduction un peu trop de´taille´e du formalisme
inhe´rent aux langages tels qui n’ont e´te´ que brie`vement e´voque´s (section 1.1), il est pre´fe´-
rable d’aborder la calculabilite´ sous un autre angle. Heureusement, on peut constater ce
phe´nome`ne e´trange qu’est l’inde´cidabilite´ en termes mathe´matiques.
Pre´ce´demment, on a dit que les machines de Turing pouvaient eˆtre indexe´es (nombre
de Turing [CN00]). L’ensemble des machines de Turing est donc de´nombrable, c’est-a`-dire :
on peut les compter. Il s’agit d’e´tablir qu’il existe une bijection entre un ensemble et un
sous-ensemble de celui des entiers naturels N, pour dire du premier qu’il est de´nombrable.
En revanche, comme on va le voir, l’ensemble de tous les langages ne l’est pas.
20
1.3 Les challenges
On conside`re le the´ore`me suivant : l’ensemble des sous-ensembles d’un ensemble infini
et de´nombrable (ensemble que l’on peut donc par bijection identifier a` l’ensemble des en-
tiers naturels N) n’est pas de´nombrable. La de´monstration de ce the´ore`me repose sur une
technique simple, mais puissante (elle est par ailleurs utilise´e dans tout proble`me dont on
veut connaˆıtre la calculabilite´, si on ne peut le « re´duire » a` un autre dont on connaˆıt de´ja`
la re´ponse [Wol91]) : la technique de la diagonale par Cantor.
Soient un ensemble de´nombrable infini A = {a0, a1, a2, ...}, et S = {s0, s1, s2, ...},
l’ensemble de ses sous-ensembles. On suppose (par l’absurde) que S est de´nombrable et
on construit le tableau suivant :
a0 a1 a2 a3 a4 ...
s0 ! ! !
s1 ! " !
s2 ! ! !
s3 ! ! "
s4 ! ! "
Conside´rons l’ensemble D = {ai | ai /∈ si} . Graphiquement, c’est l’ensemble des "
figurant sur la diagonale du tableau ; c’est donc un sous-ensemble de A. L’ensemble D
existe mais n’est pas un des sous-ensembles si. En effet, supposons que ∃k | D = sk, or
ak ∈ D ⇔ ak /∈ sk ce qui est absurde, ainsi l’hypothe`se de de´part est-elle fausse [Wol91].
L’ensemble des langages (donc des proble`mes) est l’ensemble des sous-ensembles d’un
ensemble de´nombrable infini (l’ensemble des mots) et n’est donc pas de´nombrable. Il existe
donc des proble`mes insolubles. Du point de vue strictement mathe´matique, la notion d’in-
de´cidabilite´ a e´te´ mise en avant par Go¨del dans ses the´ore`mes de comple´tude et d’incom-
ple´tude, dont un aperc¸u plutoˆt clair peut eˆtre appre´cie´ dans [Pen92].
1.3.2 La complexite´
Apre`s la question, plus tout a` fait anodine maintenant, de savoir si oui ou non un
proble`me est soluble, se pose la question de l’efficacite´ de l’algorithme associe´. C’est en
grande partie a` cette notion que l’informatique quantique doit son e´mergence. L’efficacite´
d’un programme se mesure via trois ressources : temps, espace (me´moire), entropie. Le
dernier parame`tre ne sera pas aborde´ car il demande une connaissance profonde de la
the´orie de l’information, classique et quantique. De toute fac¸on, du moins en the´orie, du
fait que les transformations quantiques sont re´versibles (comme on le verra dans le chapitre
2), le calcul quantique l’est et donc a une entropie nulle. (En pratique, il n’en est rien mais
ce parame`tre n’est pas de´cisif, du moins quand il s’agit juste d’introduire les concepts).
Il semble au premier abord difficile de donner une de´finition de l’efficacite´ inde´pen-
damment de la technologie utilise´e : des ressources de´raisonnables pour un calcul manuel
ne le sont pas force´ment pour un calcul effectue´ par un ordinateur ; de plus, ce qui semble
inaccessible a` ces derniers, ne le sera peut-eˆtre pas pour les machines du futur. La solution
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pour pallier a` cette pseudo de´faite est de mesurer la quantite´ des ressources utilise´es par
rapport a` la taille (et non la valeur) de l’instance du proble`me pose´ (c’est-a`-dire la longueur
du mot qui la repre´sente : n ∈ N). On fait l’hypothe`se que la frontie`re entre « l’accep-
table » et « l’inacceptable » se situe a` la limite de´finie entre fonctions polynomiales (nα,
n, α ∈ N), et non polynomiales (2n). A` partir d’un certain rang n, cette hypothe`se semble
intuitivement raisonnable [Wol91].
Les diffe´rentes classes de complexite´ qui de´coulent de cette distinction ont une de´finition
rigoureuse graˆce au mode`le de Turing et seront de´finies par rapport au temps.
En effet, l’utilisation de chaque unite´ e´le´mentaire de me´moire (chaque case du ruban)
ne´cessite au moins l’exe´cution d’une instruction, donc la complexite´ en terme d’espace est
toujours infe´rieure a` celle en temps. En terme de complexite´, on se place toujours dans
« le pire des sce´narios ».
Les premie`res de´finitions concernant l’e´tude de la complexite´ portent sur des encadre-
ments de fonctions, puisqu’il s’agit d’une e´tude de comparaison entre diffe´rentes solutions
algorithmiques :
g(n) = O(f(n)) signifie : ∃c, n0 constantes telles que ∀n > n0, g(n) ≤ cf(n)
g(n) = Ω(f(n)) signifie : ∃c, n0 constantes telles que ∀n > n0, cf(n) ≤ g(n)
g(n) = Θ(f(n)) signifie : g(n) = O(f(n)) et g(n) = Ω(f(n))
Pratiquement, on utilisera plutoˆt la premie`re de´finition qui donne l’allure « la pire »
du comportement d’un algorithme, ce qui en plus simplifie l’expression de sa complexite´.
Par exemple, 4n2 + 4n = O(n2) signifie qu’a` partir d’un certain rang (on conside`re les
valeurs croissantes de n), n est ne´gligeable devant n2.
Maintenant, il faut de´finir ce que l’on entend par complexite´ en terme de temps. Soit
M une machine de Turing de´terministe (dans certains cas, une des fonctions de transition
d’une machine de Turing peut avoir divers choix ; ici on admet qu’il n’en n’est rien) et qui
s’arreˆte toujours, la complexite´ en temps de M est la fonction TM (n) de´finie par :
TM (n) = max{m | ∃ x, mot de longueur n et l’exe´cution de M sur x comporte m e´tapes}
TM (n) donne le nombre maximum (donc le cas le plus mauvais) d’e´tapes permettant de
calculer x. La complexite´ sera dite polynomiale si TM (n) est borne´e par un polynoˆme.
La classe de complexite´ P est la classe des langages calculables par une machine
de Turing polynomiale. Elle regroupe donc l’ensemble des langages calculables de fac¸on
efficace et sa de´finition est inde´pendante de la technologie utilise´e. A` partir de la`, se pose la
question de l’existence ou non d’autres classes. Une ide´e, afin de de´montrer qu’un langage
n’appartient pas a` P , serait d’utiliser la diagonalisation comme dans le cas de l’e´tude
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de la calculabilite´. Cependant, cette me´thode, si elle permet de constater l’existence de
proble`mes inde´cidables, ne permet pas de montrer si certains proble`mes pratiques, dont
on ne connaˆıt, du moins a` ce jour, aucun algorithme polynomial, ne sont pas dans P .
Par ailleurs, et c’est une des limites de la the´orie de la complexite´, on n’a pas encore pu
e´tablir de manie`re rigoureuse l’existence de tels proble`mes. Peut-eˆtre est-ce du ressort de
l’inde´cidable ? Malgre´ tout, il est admis qu’il y a de grandes chances pour que ce soit le cas.
Par respect pour cette intuition, on va de´finir mais de fac¸on intuitive une autre classe :
la classe de complexite´ NP (NP pour non polynomiale) qui regroupe les langages
calculables, mais de fac¸on inefficace. La the´orie montre que [Wol91] les proble`mes de cette
veine ont tous la meˆme caracte´ristique : c’est le nombre de cas a` explorer qui rend leur
solution algorithmique inefficace, chaque cas e´tant en lui meˆme soluble rapidement. Par
exemple, dans le cas de la factorisation d’un nombre de longueur n en facteurs premiers, une
simple succession de divisions et un temps polynomial en O(n), permettent de constater
si oui ou non un facteur donne´ (witness en anglais [CN00]) est une instance positive ou
non du proble`me. En revanche, le savoir pour tous les facteurs (compris entre 2 et n
1
2 )
prendrait un temps effroyablement long. Il y a ainsi une tre`s belle asyme´trie concernant
NP .
On peut de´montrer, au sein de chacune de ces classes, l’existence de proble`mes dits
complets c’est-a`-dire, tous les proble`mes d’une meˆme classe sont re´ductibles a` un seul
proble`me qui est alors, d’une certaine manie`re, plus difficile que les autres puisque le
re´soudre revient a` les re´soudre. Si on pouvait de´montrer qu’un proble`me NP–complet
(une de´monstration du the´ore`me de Cook, assez facile a` comprendre, qui de´montre laNP–
comple´tude d’un proble`me connu sous le nom de SAT , peut eˆtre trouve´e dans [Wol91])
admet une solution polynomiale, on aurait P = NP , ce qui reste, a` l’heure actuelle une
conjecture ! L’informatique quantique a peut-eˆtre d’ailleurs un roˆle a` jouer a` ce propos
puisque, dans le cas de la factorisation en facteurs premiers, elle a pu faire chuter la
complexite´ de ce proble`me en exploitant une structure cache´e de ce proble`me. Ne´anmoins,
dans ce cas pre´cis, du fait de l’existence d’une structure cache´e, le proble`me appartiendrait
a` une classe interme´diaire entre P et NP : NPI. Cela reste donc a` creuser.
D’autres classes de complexite´ peuvent eˆtre prises en compte, elles permettent de mieux
appre´hender le roˆle du calcul quantique. Notamment, il y a la classe PSPACE. Les pro-
ble`mes sont dans cette classe si la machine, pour les re´soudre, utilise un nombre limite´ de
bits (ressource en terme de me´moire limite´e), pendant un temps illimite´. De fac¸on e´vidente,
P ⊂ PSPACE. On a aussi NP ⊂ PSPACE : en effet, il suffit de tester tous les te´moins
d’un langage L appartenant a` NP . Leur temps d’exe´cution a` chacun n’exce´dant pas celui
d’un polynoˆme en n, ils occuperont un espace au pire de la meˆme taille et l’ensemble des
tests, si on e´crase la me´moire a` la suite de chacun d’eux, peut s’effectuer sur cette meˆme
longueur d’espace, pendant un temps illimite´ [CN00].
Mais pourquoi conside´rer une classe de complexite´ relative a` l’espace alors que l’on a
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pre´ce´demment dit que le temps e´tait un facteur plus pertinent ? Tout simplement parce que
la classe des proble`mes re´solubles par un ordinateur quantique [CN00] forme un sous en-
semble de PSPACE. De meˆme que pour NP , on ne sait pas si oui ou non PSPACE ⊂ P !
Et pourtant, il semblait e´vident que d’avoir tout le temps que l’on veut et de disposer d’une
ressource spatiale polynomiale, confe`re plus de pouvoir que d’avoir juste une ressource
temporelle polynomiale. Si jamais la dernie`re inclusion avait lieu d’eˆtre, l’informatique
quantique ne servirait a` rien ; c’est pourquoi il est clairement d’actualite´ d’e´tudier la com-
plexite´.
Conclusion
Ces mode`les, d’abord tre`s diffe´rents, sont en fait e´quivalents [CN00] mais pour le mon-
trer, il faudrait rentrer plus en profondeur dans le domaine de l’informatique the´orique ;
ce propos se voulait simplement une introduction au concept de calcul.
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Chapitre 2
Les de´buts du calcul quantique
Introduction
Apre`s avoir introduit les quelques e´le´ments de formalisme de la me´canique quantique
ne´cessaires a` la de´finition, a` la « compre´hension », et au maniement du mode`le de calcul
quantique en terme de circuits logiques quantiques, on de´finira ce qu’est un quantum bit
(ou qubit), homologue quantique du bit en informatique classique, et comment on peut
s’en servir pour faire du calcul.
Les ope´rations autorise´es U par la me´canique quantique sont les ope´rations dites uni-
taires ; elles sont de´crites par des matrices que l’on peut qualifier de portes logiques quan-
tiques, si on utilise le formalisme des circuits logiques quantiques, formalisme directement
calque´ sur celui des circuits a` portes logiques en e´lectronique et le plus facile a` appre´hender.
C’est d’ailleurs le premier mode`le de calcul quantique qui ait e´te´ envisage´.
Dans le cadre du calcul quantique, on s’inte´resse surtout a` des matrices 2× 2 et 4× 4
qui agissent respectivement sur des syste`mes a` 1 et 2 qubits, car il a e´te´ montre´ que toute
porte agissant sur n qubits pouvaient se de´composer en une succession de portes sur 1 ou
2 qubits.
Un paralle`le rapide entre monde classique et monde quantique montrera les similitudes
et les diffe´rences entre monde classique et monde quantique et des illustrations de calcul
quantique seront donne´es : l’oracle de Deutsch qui est un cas d’e´cole mais qui permet
vraiment d’appre´hender une grande partie du potentiel du calcul quantique. L’oracle de
Simon, a` peine plus complexe et qui permet de comprendre certains aspects de l’algorithme
de Shor, sera aborde´, ainsi que l’algorithme de Grover, car son interpre´tation ge´ome´trique
le rend facile d’acce`s.
Ce qui suit s’est beaucoup inspire´ de la « bible » de l’information et de l’informatique
quantique : Quantum Computation and Quantum information, par Michael A. Nielsen et
Isaac L. Chuang [CN00].
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2.1 La me´canique quantique version informatique
Postulat 1 :
La me´canique quantique est un mode`le mathe´matique construit par les physiciens
de`s le de´but du XXe sie`cle afin de rendre compte de certains comportements du monde
microscopique. Ce mode`le est construit de manie`re axiomatique a` partir de postulats.
Il ne s’agit pas ici de trouver une signification profonde a` chacun de ces postulats,
mais plutoˆt de les conside´rer comme e´tant les re`gles de ce jeu de construction que l’on
nomme me´canique quantique. Jusqu’a` aujourd’hui, ces derniers n’ayant pas e´te´ mis en
de´faut, cette philosophie semble acceptable. De toute fac¸on, en science(s), il ne s’agit
pas de comprendre mais de constater, mode´liser, valider, recommencer, jusqu’a` ce que le
mode`le devienne obsole`te.
Il existe diverses formulations e´quivalentes de ces postulats ; celle qui suit sert de sup-
port a` cette application si particulie`re de la me´canique quantique : l’informatique quan-
tique.
Les diffe´rents « eˆtres mathe´matiques » qui vont eˆtres mentionne´s dans les postulats
seront explicite´s et manipule´s dans la prochaine section.
Enonce´ du premier postulat :
L’e´tat d’un syste`me ferme´ est comple`tement de´crit par une fonction d’onde associe´e
a` un vecteur d’e´tat (ket) |ψ〉, de´crit par un vecteur colonne unitaire. Ce dernier appartient
a` un espace vectoriel complexe muni d’un produit scalaire, connu sous le nom d’espace des
e´tats (c’est un espace de Hilbert que l’on notera H).
On peut trouver une de´finition plus formelle de l’espace de Hilbert dans la section A.5
de l’annexe A.
Postulat 2 :
L’e´volution d’un syste`me quantique ferme´ est de´crite par une transformation unitaire.
Soit l’e´tat |ψ〉 d’un syste`me a` l’instant t1 et |ψ〉′ son e´tat a` t2 , alors il existe une transfor-
mation unitaire U telle que :
|ψ〉′ = U |ψ〉 (2.1)
U est juste fonction de t1 et t2.
Remarque 1 : quand U est hermitienne (toutes ses valeurs propres sont re´elles) alors
elle est mesurable et il s’agit d’une observable ; sinon, seule l’appellation d’ope´rateur
convient.
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Postulat 2′ :
L’e´volution du ket ou de l’ope´rateur (il y a e´quivalence) associe´ a` un syste`me ferme´ est
re´gie par l’e´quation de Schro¨dinger :
i!d |ψ〉
dt
= H |ψ〉 (2.2)
L’ope´rateur H est le hamiltonien du syste`me, c’est l’observable associe´e a` l’e´nergie totale
du syste`me. Par ailleurs, ! = h2pi ou` h est la constante de Planck.
Postulat 3 :
On conside`re l’e´quation aux valeurs propres d’une observable O :
O |ψn〉 = λn |ψn〉 (2.3)
avec |ψn〉 base comple`te. On peut alors de´finir |ψ〉 sur cette base :
|ψ〉 =
∑
n
cn |ψn〉 (2.4)
La probabilite´ de mesurer λn est | cn |2. Le re´sultat est ale´atoire : λ1, λ2, λ3, ... excepte´
dans le cas ou` l’e´tat |ψ〉 est de la forme |ψn〉 (auquel cas, | cn |2= 1 et la mesure donne la
valeur λn).
Remarque 2 : Soit dit en passant, il s’agit de « vrai ale´atoire » ; le monde classique, meˆme
en physique statistique, ne peut eˆtre re´git que par du « pseudo-ale´atoire ».
Remarque 3 : Comment la mesure d’une observable peut oui ou non influer sur une autre ?
Avant que de re´pondre a` cette question, il faut de´finir ce qu’est le commutateur : deux
observables A et B commutent si et seulement si :
[A,B] = AB − BA = 0 (2.5)
Quand deux observables commutent, faire la mesure deA, puis celle de B est un e´ve´nement
e´quivalent a` celui d’effectuer d’abord celle de B, puis celle de A.
Exemple :
Soient deux e´tats |ψ1〉 = |↔〉 et |ψ2〉 = |5〉 correspondant respectivement a` la pola-
risation horizontale ( λ1 = −1 ) et verticale ( λ2 = +1) d’un photon. Celui-ci sera dans
cette superposition d’e´tats : |ψ〉 = c1 |↔〉 + c2 |5〉 avant la mesure. Excepte´ dans les cas
|ψ〉 = |↔〉 ou |ψ〉 = |5〉, il est impossible de connaˆıtre a` l’avance le re´sultat de la mesure.
27
Les de´buts du calcul quantique
Postulat 4 :
L’espace des e´tats d’un syste`me physique compose´ est le produit direct des espaces des
e´tats associe´s aux sous-syste`mes qui le composent. Techniquement, si un sous-syste`me i
est repre´sente´ par le ket |ψi〉, et que le syste`me total est constitue´ de n kets nume´rote´s de
1 a` n, alors l’e´tat du syste`me est : |ψ1〉 ⊗ ...⊗ |ψi〉 ⊗ ...⊗ |ψn〉.
Remarque 4 : un e´tat quantique a comme repre´sentant mathe´matique un vecteur, une
observable, un ope´rateur hermitien, et une valeur de l’observable, une valeur propre de
l’ope´rateur hermitien associe´. Il est souvent d’usage d’identifier les uns avec les autres,
mais si il faut distinguer, par exemple, l’observable de son ope´rateur, la convention est de
changer de notation : on e´crira l’observable, A, et l’ope´rateur, A.
2.2 Syste`me a` un qubit
2.2.1 Le qubit
Avant d’aborder le formalisme inhe´rent a` un qubit (ket de dimension 2), il faut se
convaincre que celui-ci a bien une raison d’eˆtre : qu’est ce que physiquement un qubit ?
Il en existe plusieurs repre´sentations mais on e´voquera seulement deux d’entre elles : la
polarisation d’un photon, qui semble la plus simple a` appre´hender, et celle du spin 1/2,
mise en e´vidence par l’expe´rience de Stern et Gerlach et dont une repre´sentation tre`s
commode existe : la sphe`re de Bloch.
Pourquoi de´ja` le terme de qubit ? Un qubit (ou bit quantique) est l’analogue quantique
du bit classique. C’est la « description informatique » de l’e´tat d’une particule, syste`me
quantique e´le´mentaire. Alors que le bit ne peut prendre qu’une seule valeur (0 ou 1),
a` la lumie`re des postulats e´nonce´s dans la section 2.1, un qubit peut exister dans une
superposition d’e´tats. Par exemple, un e´lectron peut occuper simultane´ment deux orbites
d’un atome.
Plus formellement, en utilisant la notation de Dirac, un qubit est de´crit de la fac¸on
suivante :
|ψ〉 = α |0〉+ β |1〉 =
(
α
β
)
(2.6)
Ici α et β sont des nombres complexes, appele´s les amplitudes des e´tats classiques res-
pectifs |0〉 et |1〉. Elles ve´rifient la condition de normalisation suivante :
| α |2 + | β |2= 1 (2.7)
Quand l’e´tat |ψ〉 est mesure´, on observe soit |0〉, soit |1〉, ceci avec les probabilite´s respec-
tives | α |2 et | β |2. Par ailleurs les mesures sont irre´versibles : l’e´tat du syste`me devient
|0〉 ou |1〉 et il devient impossible de remonter aux valeurs de α et β.
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Exemples physiques de qubits :
Un premier mode`le issu de la polarisation de la lumie`re :
La polarisation de la lumie`re a e´te´ mise en e´vidence pour la premie`re fois par le chevalier
Malus en 1809 graˆce aux proprie´te´s bire´fringentes d’un cristal de spath d’Islande. Un tel
cristal peut de´composer un rayon lumineux en deux rayons polarise´s dans des directions
perpendiculaires. Le phe´nome`ne de polarisation met en e´vidence le caracte`re vectoriel des
vibrations lumineuses.
Fig. 2.1 – Description de la polarisation de la lumie`re
A la sortie d’un polariseur (sche´ma de gauche de la figure 2.1), le champ e´lectrique
est oriente´ suivant un angle θ dans le plan perpendiculaire a` la direction de propagation
(axe z). Si on analyse avec un polariseur oriente´ suivant α, on obtient une intensite´ (loi de
Malus) :
I ′ = I × cos2(θ − α) (2.8)
Conside´rons maintenant le sche´ma de droite de la figure 2.1. Dans le cas d’un champ
classique (N photons avec N grand) d’intensite´ I, les de´tecteurs mesurent (loi de Malus) :
Dx = I × cos2(θ) et Dy = I × sin2(θ) (2.9)
Dans le cas d’un champ quantique (les photons « arrivent 1 par 1 »), les de´tecteurs ne
clignent jamais simultane´ment et le font successivement avec les probabilite´s suivantes :
P (Dx, clic) = cos2(θ) et P (Dy, clic) = sin2(θ) (2.10)
0u` il est enfin question de me´canique quantique...
On ne peut pas pre´voir, pour un photon donne´, s’il va de´clencher Dx ou Dy. Si on
recombine les deux faisceaux de la premie`re lame bire´fringente (sche´ma de droite de la
figure 2.1) en utilisant une seconde lame qui lui est syme´trique, on obtient alors l’entre´e
et la sortie du syste`me du sche´ma de gauche de la figure 2.1.
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Pour traverser l’analyseur, un photon quelconque peut choisir le trajet x(y) avec une
probabilite´ cos2(θ) (sin2(θ)) de traverser l’analyseur, soit une probabilite´ totale de traver-
ser, pour le choix du trajet x(y), e´gale a` :
cos2(θ) cos2(α) (sin2(θ) sin2(α)) (2.11)
La probabilite´ totale s’obtient en additionnant les probabilite´s des deux trajets possibles :
cos2(θ) cos2(α) + sin2(θ) sin2(α), (2.12)
ce qui est faux par rapport a` la loi de Malus et le re´sultat correct (confirme´ par l’expe´rience)
est :
cos2(θ − α). (2.13)
Afin d’eˆtre cohe´rent avec les re´sultats de l’optique ondulatoire classique, il faut intro-
duire en physique quantique la notion d’amplitude de probabilite´ dont le module e´leve´ au
carre´ donne la probabilite´ :
a(θ → x) = cos(θ) , a(θ → y) = sin(θ) , a(x→ α) = cos(α) , a(y → α) = sin(α) (2.14)
On additionne les amplitudes pour des trajets indiscernables et le carre´ donne :
cos2(θ − α). (2.15)
Tout se passe donc comme si le photon empruntait les deux chemins a` la fois ! [Bel05].
Le qubit : polarisation d’un photon
On choisit une base pour mesurer la polarisation (x, y) (axes de la lame bire´fringente) :
– |0〉xy =
(
1
0
)
xy
correspond a` un photon polarise´ selon x
– |1〉xy =
(
0
1
)
xy
correspond a` un photon polarise´ selon y
Remarque : les valeurs assigne´es a` |0〉xy et |1〉xy le sont de fac¸on arbitraire, on aurait pu
aussi bien choisir une autre convention.
Si on choisit une base (x′y′), tourne´e de θ par rapport a` (x, y), on de´finit :
– |0〉x′y′ =
(
1
0
)
x′y′
correspond a` un photon polarise´ selon x′
– |1〉x′y′ =
(
0
1
)
x′y′
correspond a` un photon polarise´ selon y′
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On a alors :
|0〉x′y′ = cos(θ) |0〉xy + sin(θ) |1〉xy et |1〉x′y′ = − sin(θ) |0〉xy + cos(θ) |1〉xy
On a bien par exemple cos2(θ)+sin2(θ) = 1 qui correspond aux probabilite´s respectives
pour |0〉x′y′ d’eˆtre dans les e´tats |0〉xy ou |1〉xy.
Les coefficients attache´s aux kets sont re´els car on a conside´re´ des polarisations recti-
lignes. Le cas ge´ne´ral est la polarisation elliptique qui est de´crite par un vecteur complexe
unitaire dans un espace de Hilbert H de dimension 2, de composantes : |ψ〉 = α |0〉+ β |1〉
ou` {|0〉 , |1〉} est une base orthonormale de H. Ici, α = cos θeiφ et β = sin θ sont tels que
| α |2 + | β |2= 1.
Le vecteur |ψ〉 = α |0〉+ β |1〉 est ainsi une superposition line´aire d’un photon polarise´
selon x et d’un photon polarise´ selon y. A` ce titre, un qubit est une entite´ beaucoup plus
riche qu’un bit ordinaire car il peut prendre toutes les valeurs interme´diaires entre 0 et 1 et
contient donc une infinite´ d’information. Cependant c’est sans compter la mesure du qubit
qui ne peut donner que « 0 » ou « 1 ». Heureusement, on peut exploiter « l’information
cache´e » ( a` savoir eiφ) dans la superposition line´aire avec de l’astuce (cf. section 2.3).
Un deuxie`me mode`le : la notion de spin 1/2
Une autre re´alisation importante du qubit est le spin 1/2. C’est d’ailleurs a` celle-ci
qu’on s’inte´ressera plus particulie`rement.
Imaginez une petite aiguille aimante´e qui constitue ce que les physiciens appellent
un dipoˆle magne´tique. Il est caracte´rise´ par un moment (dipolaire) magne´tique, note´ →µ .
Place´ dans un champ magne´tique
→
B, cette aiguille s’aligne dans la direction du champ,
similairement a` l’aiguille d’une boussole dans le champ magne´tique terrestre.
La raison de cet alignement est re´gie par la relation E = −→µ .→B, ou` E est l’e´nergie du
dipoˆle magne´tique dans le champ
→
B. La position d’e´nergie minimale est donc celle pour
laquelle →µ et
→
B sont paralle`les. Lorsque
→
B n’est pas uniforme, le dipoˆle se de´place vers la
re´gion ou` le champ est le plus grand en valeur absolue, de fac¸on a` minimiser son e´nergie.
En clair, le dipoˆle est soumis a` un couple qui tend a` l’aligner avec le champ et a` une force
qui tend a` le faire bouger sous l’influence d’un gradient de champ. Il existe e´galement un
moment angulaire propre comme l’a mis en e´vidence l’expe´rience de Stern et Gerlach.
C’est cette dernie`re [Bel05] qui, a` l’aube des anne´es 20, a permis de mettre en e´vidence
la notion de spin en utilisant des atomes d’argent, chauffe´s a` blanc dans un four, puis
soumis a` un champ magne´tique. Ces atomes ont une structure relativement complique´e
et il est plus simple de conside´rer des atomes d’hydroge`ne. Chacun d’entre eux posse`de
un proton et un e´lectron en orbite. On peut conside´rer ce dernier comme un petit cou-
rant e´lectrique. Ce courant est a` l’origine du champ magne´tique de l’atome c’est-a`-dire
son moment dipolaire magne´tique. Ainsi chaque atome se comporte-t-il comme un aimant
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dont l’axe d’orientation est le meˆme que celui autour duquel l’e´lectron tourne. On soumet
ensuite ces « aimants » a` un champ magne´tique constant et de manie`re a` ce que l’atome ne
de´vie que selon une des composantes de son moment dipolaire magne´tique. Les re´sultats
sont spectaculaires : au lieu d’obtenir une distribution continue d’angles repre´sentant le
coˆte´ ale´atoire de l’orientation du moment dipolaire des atomes sortant du four, on obtient
un ensemble discret d’angles : le moment dipolaire magne´tique est quantifie´. Les atomes
d’hydroge`ne utilise´s dans l’expe´rience sont tels que leur moment dipolaire magne´tique est
nul : classiquement cela signifie que l’e´lectron n’a pas de mouvement orbital autour du
noyau mais a` l’e´poque les connaissances en me´canique quantique permettaient de com-
prendre un tel re´sultat. La ve´ritable originalite´ de l’expe´rience re´side dans le fait suivant :
au lieu d’observer un seul « rayon d’atomes » en sortie du four et non de´vie´ par le champ
magne´tique du fait de l’absence d’un moment dipolaire magne´tique, on constate l’existence
de deux rayons de´vie´s par le champ magne´tique, l’un vers le haut, l’autre vers le bas : na-
quit ainsi la notion de spin. Heisenberg fut le premier a` de´fendre l’ide´e que le spin et le
mouvement orbital de l’e´lectron sont deux contributions distinctes au moment dipolaire
magne´tique. C’est pourquoi on parle de spin pour l’e´lectron.
Au premier abord, on pourrait visualiser le spin d’un e´lectron comme un simple bit
classique indiquant si l’atome d’hydroge`ne est « dirige´ vers le haut (valeur 0) ou vers
le bas (valeur 1) », selon sa « valeur » : 12 ou −12 , mais en mettant deux dispositifs de
Stern et Gerlach en cascade et en bloquant un des rayons issus du premier syste`me, on
observe en sortie du second encore deux rayons, et ceci en ayant pris le soin d’orienter le
deuxie`me champ magne´tique dans une direction orthogonale a` celle du premier. Comme
dans le premier cas, si le spin se comportait vraiment comme un bit classique, on aurait
duˆ observer un seul rayon, celui correspondant au moment dipolaire magne´tique oriente´
selon la direction du premier champ magne´tique ! [CN00]
La notion de spin est de fait tre`s difficile a` visualiser et fait appel a` des outils mathe´-
matiques tre`s perfectionne´s qui ont abouti a` une repre´sentation tre`s fide`le du spin 1/2 :
la sphe`re de Bloch (le photon ayant un spin 1, on lui associerait une autre sphe`re, celle
de Poincare´). Formellement, cette sphe`re de´crit l’ensemble des valeurs que peut prendre
un vecteur associe´ au spin 1/2 et toutes les transformations licites (c’est-a`-dire unitaires,
comme ce sera explique´ bientoˆt) auxquelles il peut eˆtre soumis, peuvent eˆtre de´crites vi-
suellement graˆce a` cette sphe`re. Sans rentrer dans les de´tails mais afin de mettre l’accent
sur le fait que cette sphe`re n’en a en fait que le nom, cet ensemble est la projection ste´-
re´ographique de l’ensemble des rotations de dimension 3 [Alt05]. Pour sche´matiser, on
peut conside´rer la sphe`re de Bloch comme e´tant une sphe`re dont les trois axes ont la
meˆme direction que pour une sphe`re classique, mais posse´dant deux sens : par exemple,
l’axe Nord/Sud a « deux fle`ches ». Avant d’aborder cette repre´sentation, il est ne´cessaire
d’introduire les ope´rations agissant sur un qubit.
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2.2.2 Manipulations sur 1 qubit
Des transformations unitaires
Avant de visualiser la sphe`re de Bloch, il est ne´cessaire d’introduire un peu de forma-
lisme.
On conside`re un espace de Hilbert H de dimension 2 muni d’une base orthonormale
{|0〉 , |1〉}. Cette base doit eˆtre orthogonale afin que les e´tats soient distinguables lors de la
mesure : par exemple, la base {|0〉 , |0〉+|1〉√
2
} poserait des proble`mes une fois sur deux, mais
on aurait pu choisir la base { |0〉+|1〉√
2
, |0〉−|1〉√
2
}. La base est e´galement normalise´e puisque
les kets le sont. Il est e´vident, d’ape`s la dimension de H, que les ope´rations qui vont eˆtre
effectue´es sur ses e´le´ments sont mode´lisables en matrices 2× 2.
Soient U =
(
u00 u01
u10 u11
)
, |ψ〉 = α |0〉+β |1〉 et |ψ〉′ = α′ |0〉+β′ |1〉 tels que |ψ〉′ = U |ψ〉,
ce qui revient a` e´crire :
(
α′
β′
)
=
(
u00 u01
u10 u11
)(
α
β
)
.
En vertu du fait que la somme des probabilite´s (condition de normalisation des ampli-
tudes) doit toujours eˆtre e´gale a` 1, on doit avoir :
| α |2 + | β |2=| α′ |2 + | β′ |2= 1.
C’est la seule condition a` remplir et elle correspond a` U unitaire, soit, par de´finition, telle
que :
U †U = UU † = I2 (2.16)
ou` I2 est la matrice unite´ 2×2. Cette condition implique que toute transformation unitaire
est re´versible donc que tout calcul, en l’absence de mesures, est re´versible. Une des conse´-
quences est que le de´terminant de U est e´gal a` eiα ou` α ∈ R, ce qui simplifie grandement
l’ensemble des transformations a` conside´rer.
Pour de´crire un spin 1/2 et les transformations qui agissent dessus, on peut utiliser la
repre´sentation dite de Bloch [CN00] (cf. section 2.2.2), c’est la manie`re la plus simple de
visualiser un spin 1/2. Les transformations unitaires qui « fonctionnent bien » avec cette
repre´sentation sont connues sous le nom de matrices de Pauli. Elles constituent la famille
suivante : {
I2 =
(
1 0
0 1
)
;σx =
(
0 1
1 0
)
;σy =
(
0 −i
i 0
)
;σz =
(
1 0
0 −1
)}
Exemple : σx |0〉 = |1〉 pour |0〉 =
(
1
0
)
et |1〉 =
(
0
1
)
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Remarque : dans certaines litte´ratures, ces matrices sont e´galement note´es X, Y et Z.
C’est la « base » (en ce sens qu’a` partir de cette famille on retrouve toutes les ope´rations
quantiques) la plus connue car la plus simple (pre´sence de I2), et la plus naturelle : les deux
matrices σx et σz sont e´galement surnomme´es respectivement ope´rateurs shift et clock. Le
premier e´change la valeur des qubits, ope´ration des plus simples mais de´ja` indispensable
pour des registres de bits classiques, le deuxie`me introduit un retard de phase.
Des ope´rateurs rotations :
On de´finit une fonction f agissant sur une matrice A de la manie`re suivante : si A est
un ope´rateur normal, c’est-a`-dire si il ve´rifie AA† = A†A, alors, d’apre`s le the´ore`me de
de´composition spectrale [CN00], on a :
A =
∑
a
a |a〉 〈a| (2.17)
Il en de´coule :
f(A) =
∑
a
f(a) |a〉 〈a| (2.18)
Si, de plus, f peut eˆtre mise sous la forme d’une se´rie de puissance de la manie`re suivante :
f(x) =
∞∑
i=0
cix
i, (2.19)
on a alors :
f(A) = c0I + c1A+ c2A2 + c3A3 + ... (2.20)
et en particulier :
eA = I +A+
A2
2!
+
A3
3!
+ ... (2.21)
On de´finit l’ope´rateur rotation d’un ope´rateur A comme eiθA ; si, par ailleurs, A ve´rifie
A2 = I (ce qui est le cas pour les matrices de Pauli), on a :
eiθA = cos(θ)I + i sin(θ)A (2.22)
De manie`re ge´ne´rale, on de´finit ainsi l’ope´rateur rotation rattache´ a` la sphe`re de Bloch :
Rn(θ) = ei
θn.σ
2 = cos(
θ
2
)I2 − i sin(θ2)(nxσx + nyσy + nzσz) (2.23)
ou` n est un vecteur unitaire de composantes (nx, ny, nz), lesquelles composantes sont sur
les axes de la sphe`re de Bloch et ou` σ = (σx,σy,σz).
Conside´rons l’e´tat quantique suivant :
|ψ〉 = α |0〉+ β |1〉 (2.24)
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ou` α,β ∈ C tels que | α |2 + | β |2= 1. On peut se convaincre facilement [Gle05] qu’il
de´crit la sphe`re de Bloch. Une autre fac¸on d’exprimer cet e´tat, sans perdre en ge´ne´ralite´,
lorsqu’on conside`re le qubit en terme de spin 1/2 est :
|ψ〉 = eiα[cos(θ
2
) |0〉+ eiφ sin(θ
2
) |1〉] (2.25)
Avec θ,α,φ ∈ R . Au final, on a :
|ψ〉 = cos(θ
2
) |0〉+ eiφ sin(θ
2
) |1〉 (2.26)
car, lors de la mesure, la phase globale disparaˆıt. « L’information cache´e » mentionne´e
pre´ce´demment se situe au niveau de la phase relative.
Supposons que |ψ〉 soit de´crit sur la sphe`re de Bloch par un vecteur, dit de Bloch, note´
→
λ . L’effet de l’ope´rateur Rn(θ) est de faire subir a` |ψ〉 une rotation d’angle θ autour de
l’axe n.
Exemple : Rx(θ) = e−i
θX
2 = cos( θ2)I2 − i sin( θ2)X =
(
cos( θ2) −i sin( θ2)
−i sin( θ2) cos( θ2)
)
Soit U une transformation unitaire. A` ce titre, elle peut eˆtre mise sous la forme (de´-
composition d’Euler [CN00]) :
U =
(
ei(α−
β
2− δ2 ) cos(γ2 ) −ei(α−
β
2+
δ
2 ) sin(γ2 )
ei(α+
β
2− δ2 ) sin(γ2 ) e
i(α+β2+
δ
2 ) cos(γ2 )
)
soit U = eiαRz(β)Ry(γ)Rz(δ) (2.27)
Appliquer U a` |ψ〉 revient a` faire faire a` celui-ci une rotation d’angle δ autour de l’axe
z de la sphe`re de Bloch, suivie d’une rotation d’angle γ autour de l’axe y, puis d’une
rotation d’angle β autour de l’axe z. Pour finir, on fait subir un de´phasage global de α au
nouvel e´tat. Cette succession de rotations est compre´hensible en observant les valeurs des
vecteurs propres des matrices de Pauli et la sphe`re de Bloch (cf. figure 2.2) :
– σz a pour vecteurs propres |0〉 et |1〉 ; ils sont situe´s respectivement au « Nord » et
au « Sud » de la sphe`re de Bloch (axe z).
– σx a pour vecteurs propres 1√2(|0〉+|1〉) et 1√2(|0〉−|1〉) ; ils sont situe´s respectivement
en « avant » et en « arrie`re » de la sphe`re de Bloch (axe x).
– σy a pour vecteurs propres 1√2(|0〉+ i |1〉) et 1√2(|0〉 − i |1〉) ; ils sont situe´s respecti-
vement a` « droite » et a` « gauche » de la sphe`re de Bloch (axe y).
Pour conclure, toute ope´ration sur un qubit peut eˆtre vue comme une succession de
rotations : voila` un miracle du formalisme.
La porte de Hadamard :
L’exemple le plus important de ces transformations unitaires est la porte de Hada-
mard, car c’est graˆce a` elle que l’on peut exploiter les superpositions quantiques. Elle est
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Fig. 2.2 – L’e´tat quantique |ψ〉 de´crit la sphe`re de Bloch.
de´finie de la fac¸on suivante :
H =
1√
2
(σx + σz) =
1√
2
(
1 1
1 −1
)
Cette porte permet de faire rentrer un e´tat quantique connu (par exemple |0〉 qui sera une
polarisation horizontale dans le cas du photon) dans une superposition d’e´tats (proprie´te´
connue sous le nom de « pile ou face quantique », (cf. figure 2.3), et pour lequel il est
impossible de tricher !). Elle permet e´galement, si on l’applique deux fois (H2 = I2), de
conserver n’importe quel e´tat.
Le pile ou face quantique :
Afin d’illustrer ce qu’est un circuit quantique, la figure 2.3 donne la repre´sentation du
pile ou face quantique. Le registre d’entre´e est constitue´ d’un qubit dans l’e´tat |0〉.
Le temps s’e´coule de gauche a` droite. Les lignes simples transportent de l’information
quantique, les doubles de la classique, M est un syste`me de mesure (par exemple un
de´tecteur de photons).
Fig. 2.3 – Action de H en « vision circuit » et en terme de « pile ou face » quantique
Dans cet exemple plutoˆt simple, on applique la porte H a` l’e´tat |0〉, ce qui conduit a`
l’e´tat 1√
2
(|0〉+ |1〉). La mesure donne comme re´sultat soit 0 soit 1, ceci avec une probabilite´
p de | 1√
2
|2= 12 , et l’e´tat devient un e´tat observable et classique, nomme´ment 0 ou 1.
On de´finira, de manie`re naturelle puisque directement copie´ sur le calcul classique, un
calcul quantique de la fac¸on suivante : on dispose d’un registre d’entre´e de n qubits, le
calcul a` proprement parle´ est une succession de transformations unitaires qui aboutit a`
un registre de sortie de nature, soit quantique (exemple : protocole de la te´le´portation, cf.
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section 3.2 du chapitre 3), soit classique (exemple : algorithme de Deutsch, cf. section 2.3).
Dans l’exemple du pile ou face quantique, on a n = 1 et la sortie est de nature classique.
2.2.3 Syste`mes a` 2 qubits
Formalisme et intrication :
Une proprie´te´ fondamentale et purement quantique fait son apparition sous certaines
conditions de`s que l’on conside`re un syste`me a` 2 qubits : l’intrication. Le quatrie`me
postulat de la me´canique quantique permet de de´finir le formalisme suivant : soient deux
espaces de Hilbert A et B distincts a` 1 qubit, munis de deux bases orthonormales « com-
modes » : HA = {|0A〉 , |1A〉} et HB = {|0B〉 , |1B〉}. Le premier est re´git par l’observateur
« Alice », le second par « Bob ». Le syste`me total est alors - avec abus de notation -
{Alice} ⊗ {Bob}, constitue´ de la base {|0A〉 ⊗ |0B〉 , |0A〉 ⊗ |1B〉 , |1A〉 ⊗ |0B〉 , |1A〉 ⊗ |1B〉}
soit, en alle´geant les notations, {|00〉 , |01〉 , |10〉 , |11〉}.
On aura besoin, pour la suite, de de´finir de fac¸on pratique l’ope´ration produit tensoriel
entre matrices : soient MA et MB deux matrices agissant respectivement sur {Alice} et
{Bob}, alors :
MA =
(
a b
c d
)
et MB =
(
α β
γ δ
)
=⇒MA⊗MB =
(
aMB bMB
cMB dMB
)
=

aα aβ bα bβ
aγ aδ bγ bδ
cα cβ dα dβ
cγ cδ dγ dδ

De la meˆme fac¸on, on aura :
|00〉 =
(
1
0
)
⊗
(
1
0
)
=

1
0
0
0

Le quatrie`me postulat semble impliquer que l’on pourrait a priori de´composer un sys-
te`me quantique tre`s grand, complexe, en produits tensoriels de sous-syste`mes plus petits,
plus simples. Cependant c’est loin d’eˆtre toujours le cas et ceci de`s que l’on conside`re deux
qubits : soient |ψA〉 et |ψB〉 deux qubits, un e´tat quantique a` deux qubits est dit intrique´ si
il n’est pas de la forme |ψA〉⊗|ψB〉. L’exemple le plus ce´le`bre est celui des e´tats de Bell, qui
sont les suivants :
|B0〉 = 1√2(|00〉+ |11〉)
|B1〉 = 1√2(|00〉 − |11〉)
|B2〉 = 1√2(|01〉+ |10〉)
|B3〉 = 1√2(|01〉 − |10〉)
Physiquement, cela signifie que les 2 qubits sont corre´le´s de fac¸on maximale, maximale
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en ce sens que la corre´lation ne de´pend de rien. Dans le cas classique, lorsque deux valeurs
sont corre´le´es, la fonction de corre´lation qui leur est associe´e de´pend de divers parame`tres,
par exemple certaines de´croissent lorsque la distance entre deux grandeurs augmentent.
En revanche, dans le cas quantique, la corre´lation ne de´pend d’aucun parame`tre. Cette
proprie´te´ est des plus e´tonnantes car si Alice mesure |ψA〉 et trouve par exemple la valeur
« 0 », tout se passe comme si |ψB〉 « savait » que son « colle`gue » avait pris cette valeur
pour basculer instantane´ment dans le meˆme e´tat, et ceci meˆme si il se trouve a` des millions
d’anne´es-lumie`re ! Autrement dit et meˆme de fac¸on plus forte, ce phe´nome`ne est non local.
Comme on va le voir, l’intrication (mais pas son caracte`re non local) est un ingre´dient
indispensable pour faire du calcul quantique.
La porte Cnot :
Maintenant, voyons a` proprement parler les manipulations possibles sur 2 qubits. Meˆme
si de manie`re ge´ne´rale, toute matrice unitaire de dimension 4× 4 peut eˆtre une transfor-
mation unitaire sur deux qubits, les ope´rations unitaires sur 2 qubits de´coulent le plus
souvent de la question suivante : « si A alors B ». En effet, comme celle-ci reveˆtait une
grande importance en logique classique, l’ide´e est venue d’en de´finir un homologue quan-
tique, connu sous l’appellation «Controlled–U », et note´e CU . Son action est la suivante :
on conside`re un qubit de controˆle, |c〉, et un qubit-cible, |t〉. Si le qubit de controˆle est a`
« 0 » (c’est-a`-dire dans l’e´tat |0〉), le qubit-cible conserve son e´tat ; dans le cas contraire
(|1〉), l’ope´ration U est applique´e au qubit-cible. L’exemple pertinent pour ce qui est de
la compre´hension basique des proprie´te´s du calcul quantique (a` savoir de´couvrir ce qu’est
formellement l’intrication) est CU = Cσx , transformation plus connue sous le nom de Cnot,
dont voici la caracte´risation :
Fig. 2.4 – Cnot en « vision circuit »
Table de ve´rite´ de Cnot :
|00〉 9→ |00〉
|01〉 9→ |01〉
|10〉 9→ |11〉
|11〉 9→ |10〉
Ainsi que l’on peut le constater sur la figure 2.5 , c’est une des ope´rations sur deux
qubits qui permet de cre´er de l’intrication :
Fig. 2.5 – Cre´ation d’une paire intrique´e en « vision circuit »
Cette figure permet l’ope´ration suivante, qui peut se « lire » de deux fac¸on diffe´rentes :
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– |0〉 – H → 1√
2
(|0〉+ |1〉) |0〉 – Cnot → |00〉+|11〉√2 = B0
– (Cnot × (H ⊗ I2)) |00〉 = B0
2.2.4 Ge´ne´ralisation / famille universelle de portes logiques
Les syste`mes comportant plus de 2 qubits ne sont gue`re plus complique´s a` e´tudier
avec le mode`le des circuits logiques quantiques, du moins du point de vue conceptuel.
On de´finit comme pre´ce´demment, pour un nombre (n + k) de qubits donne´, des portes
« controlled− U », note´es CnU , ve´rifiant l’e´quation suivante :
CnU |x1x2...xn〉 |ψ〉 = |x1x2...xn〉Ux1x2...xn |ψ〉 (2.28)
ou` x1x2...xn est le produit des bits x1x2...xn et |ψ〉 est un syste`me de k qubits. Cela
signifie que l’ope´rateur U est applique´ sur les k qubits-cible si et seulement si les n qubits
de controˆle sont a` « 1 », sinon il ne se passe rien.
Fig. 2.6 – CU en « vision circuit » pour le cas des 2 qubits
On de´montre [CN00], ainsi que c’est exprime´ sur la figure 2.7 ci-dessous pour le cas
n + k = 3 avec n = 2 et k = 1, que n’importe quelle ope´ration unitaire agissant sur n
qubits peut eˆtre implante´e exactement par des portes logiques a` 1 qubit et des Cnot.
Fig. 2.7 – Construction de C2U via l’ope´ration sur 1 qubit V ve´rifiant V
2 = U et Cnot.
Un tel re´sultat se de´montre facilement en conside´rant le produit de matrices suivant :
I2 0 0 0
0 I2 0 0
0 0 V 0
0 0 0 V
 (Cnot ⊗ I2)(I2 ⊗ V †)(Cnot ⊗ I2)(I2 ⊗ V ) =

I2 0 0 0
0 I2 0 0
0 0 I2 0
0 0 0 V 2
 = C2(U)
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On de´montre e´galement [CN00] que la famille compose´e des portes logiques quantiques
a` 1 qubit suivante :{
H =
1√
2
(σx + σz) =
1√
2
(
1 1
1 −1
)
;S =
(
1 0
0 i
)
;T =
(
1 0
0 ei
pi
4
)}
respectivement la porte de Hadamard, la porte de « phase », la porte « pi8 », munie de la
porte Cnot, constitue une famille universelle approche´e pour le calcul quantique, approche´e
en ce sens que n’importe quelle ope´ration unitaire agissant sur n qubits peut eˆtre approxi-
me´e, avec une pre´cision arbitraire, par un circuit logique quantique construit uniquement
avec ces portes.
Une premie`re conclusion : Classique versus Quantique
Il ne s’agit pas la` d’exposer de fac¸on exhaustive les proprie´te´s respectives des mondes
classique et quantique mais plutoˆt, tout en faisant un paralle`le entre ces deux la`, de re´sumer
et de se focaliser sur leurs diffe´rences essentielles dans le cadre si particulier qu’est le calcul
et / ou l’information. Cette prise de conscience permettra de mieux cibler les proprie´te´s
du calcul quantique. Ce distinguo est issu d’un des se´minaires de Philippe Jorrand.
Physique classique :
– A` tout instant t, un syste`me physique S est dans un seul e´tat a` la fois (se´rie de 0
et/ou de 1) : un registre de 3 bits donnera la valeur 0, 1, 2, 3, 4, 5, 6 ou 7 (en notation
de´cimale).
– Les transformations qui mode´lisent l’e´volution de l’e´tat de S ne sont pas, en ge´ne´ral,
re´versibles : si on conside`re, par exemple, la porte NAND en logique classique, il
n’est pas possible de savoir, dans le cas ou` sa sortie est a` 1, si les 2 bits d’entre´e
e´taient a` 01, 10 ou 00. Dans le cas de NOT , en revanche, si la sortie est a` 0, on en
de´duit que l’entre´e e´tait a` 1, et vice-versa.
– L’observation (ou la mesure) de S dans un e´tat E ne modifie pas E : si le registre a`
3 bits e´tait a` 7, l’observateur mesurera la valeur 7.
– La mesure est de´terministe : elle fournit la meˆme information pour des syste`mes
identiques qui sont dans un meˆme e´tat E.
– On peut cloner un syste`me : FANOUT est une ope´ration, en logique classique, a`
une entre´e et a` plusieurs sorties qui sont autant de duplications de l’entre´e.
– L’e´tat d’un syste`me physique compose´ de n sous-syste`mes peut se traduire en un
n-uplet des e´tats de ces sous-syste`mes. En clair, le fait de mesurer un de ces sous-
syste`mes n’interfe´rera pas sur le re´sultat d’un des autres sous-syste`mes.
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Physique quantique :
– A` tout instant t, un syste`me physique S peut eˆtre dans une superposition d’e´tats (a`
la fois « 0 » et « 1 ») : un registre de 3 qubits aura donc les valeurs 0, 1, 2, 3, 4, 5,
6 et 7 a` la fois.
– Les transformations qui mode´lisent l’e´volution de l’e´tat d’un syste`me isole´ et inob-
serve´ sont re´versibles et de´terministes.
– L’observation de S dans un e´tat E modifie E de fac¸on irre´versible.
– La mesure est probabiliste : elle peut fournir une information diffe´rente pour des
syste`mes identiques qui sont dans un meˆme e´tat E. Le registre de 3 qubits sera dans
l’e´tat 0, 1, 2, 3, 4, 5, 6 ou 7, avec la probabilite´ qui leur est a` chacun attache´e.
– On ne peut pas cloner un syste`me (line´arite´ de la me´canique quantique).
– L’e´tat d’un syste`me quantique compose´ de n sous-syste`mes ne peut pas, en ge´ne´ral,
se traduire en un n–uplet des e´tats de ces sous-syste`mes (intrication).
2.3 Exemples de calcul quantique par requeˆte a` un oracle
2.3.1 De´finition
On a vu dans la section 1.1 que tout proble`me calculable est traduisible en terme de
proble`me de de´cision c’est-a`-dire que, pour une instance donne´e de ce proble`me, on obtient
la re´ponse « oui » si elle est positive, « non » si elle est ne´gative. Afin de bien pouvoir
mode´liser des proble`mes en apparence complexe, les questions peuvent eˆtre aussi e´labore´es
que possible et les re´ponses apporte´es par l’algorithme associe´ peuvent eˆtre « raisonna-
blement » longues. Les questions et les re´ponses font souvent appel a` des bits auxiliaires
(ancilla bits) : ce sont des entre´es et/ou des sorties supple´mentaires qui ne seront d’aucune
utilite´ pour la re´ponse du calcul elle-meˆme, mais qui constituent un « espace de travail ».
L’e´tude des algorithmes en terme d’oracle convient parfaitement a` l’ordinateur quantique
car la sortie d’un calcul quantique est probabiliste. Le but du jeu est donc de s’arranger
pour obtenir une probabilite´ e´gale a` 1 pour le « bon » re´sultat et quelques tre´sors d’astuce
vont eˆtre de´voile´s afin de montrer que l’on peut, dans certains cas, mener l’entreprise a`
bien. Mais, avant toute chose, voici la de´finition d’un oracle quantique, devance´e par une
illustration : la figure 2.8.
Fig. 2.8 – Forme de base d’un oracle quantique
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La « boˆıte noire » contient une fonction f : {0, 1}n → {0, 1} ; elle re´pond a` une question
par « oui » ou « non ».
Remarque 1 : le contexte exige parfois f : {0, 1}n → {0, 1}m.
On a vu qu’il e´tait possible d’implanter (du moins the´oriquement) n’importe quelle
ope´ration unitaire (cf. section 2.2), il existe donc des constituants pour la « boˆıte noire ».
En classique, on a besoin, en terme de complexite´, « d’appeler » O(f(n)) la fonction f
(soit O(f(n)) requeˆtes en langage d’informaticien) ; en quantique, le plus souvent il y aura
une seule requeˆte (parfois n). Le paralle`le entre classique et quantique sera mieux explicite´
dans le paragraphe qui suit.
Remarque 2 : la construction de la « boˆıte noire » exige parfois un couˆt en terme de
complexite´ plus conse´quent en quantique, qu’en classique.
2.3.2 Exemples
L’oracle de Deutsch :
C’est le point de de´part du calcul quantique en ce sens qu’il est le plus simple et, de
fait, rend compte de fac¸on presque imme´diate des vertus de la me´canique quantique en
terme d’efficacite´ de calcul. Cet exemple pourra sembler au premier abord trivial mais,
d’ores et de´ja` naˆıt la difficulte´ de faire le distinguo entre les diffe´rents roˆles joue´s par les
interfe´rences, les superpositions et l’intrication quantiques. On peut meˆme aller jusqu’a`
dire que leurs roˆles sont sacre´ment intrique´s !
Fig. 2.9 – Oracle de Deutsch
La fonction f : {0, 1}n → {0, 1} est suppose´e soit constante (f(0) = f(1)), soit balance´e
(f(0) := f(1)).
Classiquement, il faudrait effectuer deux requeˆtes a` l’oracle qui calculerait les deux
valeurs a` comparer.
Quantiquement, une seule requeˆte suffit ainsi que l’on va le constater.
Le circuit de la figure 2.9 se traduit de la fac¸on suivante :
|ψ〉 = (H |0〉)⊗ (H |1〉) = 1
2
(|0〉+ |1〉)⊗ (|0〉 − |1〉) =
(
1
2
1∑
x=0
|x〉
)
⊗ (|0〉 − |1〉)
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Rappel : Uf |x〉 |y〉 = |x〉 |y ⊕ f(x)〉
A` ce stade la`, deux posssibilite´s :
1. f(x) = 0 =⇒ (|0〉 − |1〉)→ (|0〉 − |1〉)
2. f(x) = 1 =⇒ (|0〉 − |1〉)→ (|1〉 − |0〉)→ −(|0〉 − |1〉)
De fac¸on plus compacte, on a : (|0〉 − |1〉)→ (−1)f(x)(|0〉 − |1〉)
Par suite, Uf |ψ〉 =
(
1
2
1∑
x=0
(−1)f(x) |x〉
)
⊗ (|0〉 − |1〉) = |φ〉 ⊗ 1√
2
(|0〉 − |1〉),
ou` |φ〉 = 1√
2
(
(−1)f(0) |0〉+ (−1)f(1) |1〉) est le registre dit de donne´es et (|0〉 − |1〉), le
registre–cible.
Finalement, on applique H a` |φ〉 :
H |φ〉 = 12
[
(−1)f(0)(|0〉+ |1〉) + (−1)f(1)(|0〉 − |1〉)]
= 12
[(
(−1)f(0) + (−1)f(1)) |0〉+ ((−1)f(0) − (−1)f(1)) |1〉]
Apre`s mesure, si on obtient |0〉, cela signifie qu’il y a 100% de chance pour que f soit
constante ; sinon (|1〉), toujours avec 100% de chance, f est balance´e.
A` partir de la`, une remarque s’impose : la question au pre´alable e´tait juste de savoir
si f e´tait constante ou balance´e, non pas de connaˆıtre les valeurs respectives de f(0) et
f(1). A` ce jour, l’algorithme classique connu calcule syste´matiquement ces deux valeurs,
ce qui en soi est un surplus d’information par rapport a` la proble´matique, surplus qui
ne´cessite deux requeˆtes a` l’oracle, soit deux se´quences d’ope´rations permettant de calculer
une valeur de f ; de tels calculs peuvent se re´ve´ler fastidieux en terme de complexite´ de
calcul. En revanche, dans le cas quantique, on a exactement ce que l’on veut et ceci en
faisant appel a` l’oracle qu’une seule fois, ainsi que cela a e´te´ exprime´ ci-dessus ; l’astuce ici
e´tant que l’obtient toujours, apre`s avoir mesure´ le syste`me, une probabilite´ e´gale a` 1.
Analysons de fac¸on plus pre´cise cet algorithme. Il s’agit la` bien suˆr d’un cas d’e´cole
mais il donne de´ja` une bonne petite ide´e de ce que l’on peut accomplir en exploitant le
paralle´lisme quantique. Qu’elle est la nature ve´ritable du paralle´lisme quantique ? Car,
apre`s tout, dans le monde classique, on peut tre`s bien faire agir deux ordinateurs en
paralle`le ! Il est e´galement possible de simuler classiquement une superposition d’e´tats.
Cependant, dans le cas classique, les deux processeurs ne travailleront jamais de fac¸on
vraiment simultane´e. C’est la mise en superposition d’e´tats, suivie de l’action d’intriquer
qui permettent de faire en sorte que les deux « processeurs quantiques » (ici a` 1 qubit)
agissent pleinement de concert puis, lorsqu’on les fait interfe´rer, c’est un petit peu comme
si on prenait de l’information sur le premier processeur en acceptant d’en perdre sur le
deuxie`me pour obtenir une re´ponse.
Par ailleurs, le fait de pouvoir ajouter de l’intrication aux superpositions quantiques
fait chuter la complexite´ en terme de calcul : admettons que l’on de´cide de construire
classiquement une superposition de 2n e´tats car c’est aussi une caracte´ristique des syste`mes
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classiques line´aires. On a besoin d’un unique syste`me physique capable de supporter chaque
e´tat, par exemple en conside´rant les 2n modes de vibration d’une onde vibrante. Ces modes
vont correspondre a` des niveaux de plus en plus hauts d’une ressource physique quelconque,
par exemple l’e´nergie de l’onde vibrante. Une superposition de ces 2n modes requiert une
quantite´ exponentielle (en n) de cette grandeur physique pour la repre´senter. En revanche,
dans le monde quantique, on peut repre´senter une telle superposition en utilisant seulement
n (complexite´ line´aire en n) syste`mes a` 2 niveaux, ceci graˆce au phe´nome`ne de l’intrication.
Ainsi, bien qu’il puisse y avoir des superpositions dans le monde classique, le phe´nome`ne
d’intrication permet-il un gain exponentiel en terme de ressources physiques ne´cessaires a`
la repre´sentation de grandes superpositions.
En gros les superpositions quantiques, plus l’intrication, permettent de « construire »
avec une complexite´ line´aire un nombre exponentiel « d’univers » a` vases communicants.
Pour re´sumer, il y a trois ingre´dients de base pour le calcul quantique qui sont :
superpositions, intrication, interfe´rences. Ingre´dients – de base – en ce sens que ces trois-ci
sont de´ja` ne´cessaires dans le cas de l’oracle de Deutsch.
L’oracle de Deutsch-Jozsa :
Il s’agit d’une ge´ne´ralisation de l’oracle de Deutsch avec, cette fois-ci, f : {0, 1}n →
{0, 1}. La fonction f posse`de donc 2n ante´ce´dents et 2 images. Dans ce cas, f est dite
balance´e si f = 0 pour la moitie´ de ses entre´es et 1 pour les restantes.
Classiquement, il faut, au pire, 2
n
2 + 1 requeˆtes, soit une complexite´ exponentielle en
O
(
2
n
2
)
. En effet, l’e´metteur qui s’occupe de l’entre´e, Alice, se´lectionne un nombre x tel
que 0 ≤ x ≤ 2n − 1 dont elle envoie la valeur a` Bob, charge´ de la sortie. Celui-ci calcule
f(x) et lui re´pond en lui envoyant la valeur 0 ou 1. Dans le pire des sce´narios, Bob va
toujours trouver la meˆme valeur, arbitrairement 0, pour la moitie´ des entre´es soit apre`s
2
n
2 requeˆtes, plus une afin d’achever le calcul.
Quantiquement, une requeˆte suffit !
L’oracle de Bernstein-Vazirani :
Il s’agit de l’oracle le plus simple qui e´tudie la pe´riodicite´ a d’une fonction f : {0, 1}n →
{0, 1}n. La fonction f est telle que f(x) = ax, ou` a ∈ {0, 1}n. La question qui se pose
alors est : quelle est la valeur de a ? Classiquement, il faut, au pire, 2n requeˆtes, plus la
re´solution d’un syste`me line´aire a` n e´quations, soit une complexite´ en O (2n).
Quantiquement... une requeˆte !
La Transforme´e de Fourier Quantique (TFQ) :
Avant d’aborder l’oracle de Simon et a fortiori celui de Shor, il est ne´cessaire de savoir
calculer la pe´riode d’une fonction. La transforme´e de Fourier en physique classique a la
proprie´te´ de de´composer une fonction du temps et de l’espace en une somme ou se´rie de
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fonctions e´le´mentaires sinuso¨ıdales, donc de pe´riodes constantes. De fac¸on plus image´e, elle
donne la relation entre la repre´sentation spatio-temporelle d’un signal et sa repre´sentation
en « baˆtonnets » plus ou moins longs, qui constituent son spectre, c’est-a`-dire l’ensemble
des harmoniques du signal, donnant acce`s facilement a` l’ensemble de ses pe´riodes. L’ide´e
alors d’utiliser la transforme´e de Fourier pour l’oracle de Simon ne semble plus de´nue´e de
sens.
Comme on pourra le constater par la suite, les algorithmes dits « quantiques » le
sont pour certaines e´tapes, les restantes utilisant les artifices classiques. Cela vient du fait
que le gain en terme de complexite´, du moins a` ce jour, s’obtient au niveau du nombre
de requeˆtes a` l’oracle. L’hypothe`se selon laquelle il faut continuer a` exploiter les astuces
de l’algorithmique classique semble raisonnable quand on voit toute l’inge´niosite´ qui a
e´te´ requise pour l’e´tude du « design » des algorithmes classiques, et aussi du fait qu’un
algorithme quantique doit impe´rativement eˆtre plus efficace que son homologue classique.
Le fait que la solution quantique est bien plus efficace re´side dans les proprie´te´s de
ce que l’on appelle la transforme´e de Fourier quantique (TFQ) dont on a va conside´rer
les grandes lignes. Il est a` noter que la transforme´e de Fourier classique ou quantique
est caracte´rise´e de fac¸on optimale graˆce a` la the´orie des groupes en mathe´matiques ! En
particulier, pour l’e´tude des oracles de Simon et de Shor, on conside`re les deux groupes
additifs suivants : Fn2 et Zn.
Par de´finition, on a :
– Fn2 = {0, 1}n : c’est un ensemble de 2n e´le´ments de la forme x = {x1, x2, ..., xn}. Ce
sont des n-uplets qui sont tels que ∀i, xi ∈ {0, 1}.
– Zn = Z/nZ est le groupe additif des entiers relatifs modulo n, muni de l’addition
modulo n.
Exemple : Z/4Z = {0, 1, 2, 3} est le groupe additif des entiers modulo 4, muni de l’addi-
tion modulo 4.
Dans le premier et le deuxie`me cas, pour un syste`me de n qubits, la transforme´e de
Fourier quantique est respectivement line´aire et quadratique en n, au de´triment d’une
complexite´ exponentielle dans le cas classique !
Ces proprie´te´s de´coulent directement du paralle´lisme quantique : la transforme´e de
Fourier quantique associe´e a` Fn2 est tout bonnement :
H⊗n = H ⊗H ⊗ ...⊗H, n fois. (2.29)
La transforme´e de Fourier associe´e a` Zn est l’ope´ration suivante
|x〉 9→ 1√
2n
2n−1∑
y=0
ei
2pixy
2n |y〉 (2.30)
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On peut montrer que :
2n−1∑
y=0
ei
2pixy
2n |y〉 = (|0〉+ eipixy20 |1〉)(|0〉+ eipixy21 |1〉)...(|0〉+ ei pixy2n−1 |1〉) (2.31)
On retrouve bien la notion de paralle´lisme quantique.
La transforme´e de Fourier quantique, associe´e a` Zn, est re´alisable via des portes d’Ha-
damard, de Cnot, et de Controlled − U , ou` U repre´sente des rotations d’angles pi2k , avec
k ∈ N\{0} [CN00].
L’oracle de Simon, un pas de´cisif pour l’algorithme de Shor :
Enonce´ :
Soit f : {0, 1}n → {0, 1}, f est telle que f(x) = f(y) ⇔ x = y ou x = x⊕ r (addition
modulo 2) avec r ∈ {0, 1}n ; la question est de savoir ce que vaut r. Classiquement, on a
une complexite´ > 2
n
2 ; quantiquement, il faudra n ite´rations d’un algorithme mettant en
sce`ne la transforme´e de Fourier quantique qui, pour le cas pre´sent, est en O (n), soit, au
total, une complexite´ quadratique O
(
n2
)
.
Protocole :
Fig. 2.10 – Oracle de Simon
Dans le cas ge´ne´ral, le protocole comprend n « lignes » « au sommet » (cf. figure 2.10),
semblables a` celles des autres oracles mentionne´s : dans le cas de celui de Deutsch, par
exemple, n = 1. Les n « lignes » « du bas » ont chacune pour roˆle d’implanter la sous-
fonction fi : {0, 1}n → {0, 1}. L’ensemble constitue´ par ces sous-fonctions correspond aux
crite`res de la fonction f de l’oracle de Simon.
Les « boˆıtes » Ufi dote´es d’un « fil » repre´sentent des portes CUfi dont le comportement
est re´gi par fi(x).
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En bref, l’oracle de Simon teste une fonction f : {0, 1}n → {0, 1}n, fonction que l’on
peut de´crire graˆce a` n fonctions fi a` valeurs scalaires : 1 ou 0, soit « oui » ou « non ». La
fonction f doit ve´rifier les deux conditions suivantes :
1. f est « deux en un », c’est-a`-dire : ∀y = f(x), ∃x1, x2 tels que x1 := x2 et f(x1) =
f(x2).
2. f est pe´riodique : ∃r ∈ {0, 1}n tel que f(x⊕ r) = f(x) ou` ⊕ est l’addition modulo 2
(bit a` bit).
Remarque : si au bout d’un certain temps une mesure n’a pas e´te´ effectue´e sur un e´tat
quantique, celui-ci perd ses proprie´te´s et adopte un comportement classique. Ce phe´no-
me`ne se nomme de´cohe´rence.
E´tude pour f : {0, 1}n → {0, 1}n :
1. On applique la porte de Hadamard sur les n premie`res lignes (TFQFn2 ) :
→ 1
2
n
2
(
2n−1∑
x=0
|x〉
)
⊗ |0〉⊗n pour le registre des 2n qubits, initialise´s a` 0, c’est-a`-dire
qu’ils sont dans l’e´tat |0〉.
2. On applique ensuite les portes Ufi qui font passer les n premie`res lignes de l’e´tat |0〉
a` l’e´tat |0⊕ fi(x)〉 = |fi(x)〉 9→ 1
2
n
2
(
2n−1∑
x=0
|x〉
)
⊗ f(x).
3. Apre`s de´cohe´rence des n dernie`res lignes, on obtient quelque valeur qui correspond
soit a` f(x0), soit a` f(x0 ⊕ r). Les n premie`res lignes sont donc sous la forme
1√
2
(|x0〉+ |x0 ⊕ r〉) (intrication).
L’ordinateur est alors dans l’e´tat 1√
2
(|x0〉+ |x0 ⊕ r〉)⊗ f(x0).
4. En appliquant H aux n premie`res lignes, on obtient :
1√
2
1
2
n
2
2n−1∑
y=0
(
(−1)x0.y + (−1)(x0⊕r).y
)
|y〉
 ⊗ |f(x0)〉, ou` . est le produit bit a` bit.
Le vecteur y est tel que y.r = 0 ou y.r = 1.
Dans le second cas, on a (−1)x0.y−(−1)x0.y = 0 donc seuls les vecteurs y orthogonaux
a` r vont rester.
Par suite, le registre est : 2√
2
1
2
n
2
∑
y.r=0
(−1)x0.y |y〉
⊗ f(x0).
Mesurer les n premie`res lignes donnent ainsi toujours un vecteur y orthogonal a` r. Il
faut ensuite re´pe´ter le proce´de´ un nombre suffisant de fois (complexite´ line´aire en n), afin
d’obtenir n vecteurs yi diffe´rents, vecteurs qui permettront de re´soudre de fac¸on classique
un syste`me line´aire a` n e´quations, d’inconnu r, de la forme : y1.r = 0, y2.r = 0, ..., yn.r = 0.
En re´sume´, on applique l’ope´ration H⊗n sur les n premie`res lignes initialise´es a` |0〉,
lignes qui constituent le registre des donne´es, afin d’obtenir pour ce registre une superpo-
sition de tous les nombres possibles, compris entre 0 et 2n−1. Ceci e´tant, on le couple par
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intrication avec le registre dit « cible », registre charge´ d’e´valuer la fonction f pour tous
ses ante´ce´dents possibles en meˆme temps.
Classiquement, il faudrait 2n−1 e´valuations de f , soit le meˆme nombre de requeˆtes a`
l’oracle de f , pour remplacer ce seul calcul quantique. C’est l’utilisation de portes CUfi
qui fait que le calculateur quantique tout entier est dans un e´tat intrique´. Lors de la
de´cohe´rence des n dernie`res lignes, les n premie`res restent intrique´es avec les dernie`res et
sont force´es d’eˆtre dans la superposition :
1√
2
(|x0〉+ |x0 ⊕ r〉) (2.32)
Ainsi r est-il de´ja` pre´sent dans le registre des donne´es meˆme si il reste assujetti a` x0. Il
reste donc a` e´liminer l’inde´sirable, ce qui est possible en effectuant des rotations sur chaque
qubit, avec pour re´sultat l’obtention d’un vecteur y orthogonal a` r. On re´pe`te le processus
au minimum n fois afin d’obtenir n y diffe´rents. Dans le pire des sce´narios, la complexite´
reste line´aire en n.
Autant l’oracle de Deutsch passe pour un « cas d’e´cole », autant on s’aperc¸oit que
cela se corse pour celui de Simon, meˆme si l’on peut e´viter le « bagage » mathe´matique
sous-jacent en conside´rant justeH⊗n en tant que telle, et pas en tant que la TFQ rattache´e
a` Fn2 .
Cependant, il ne faut pas se re´jouir trop toˆt car l’oracle de Simon n’a pas d’utilite´
concre`te, du moins sous la forme pre´sente´e. Il permet juste d’introduire l’oracle de Shor
dont la proprie´te´ - oˆ combien troublante pour les cre´ateurs et les briseurs de code - est
de permettre la de´composition en facteurs premiers d’un nombre de longueur arbitraire n
(nombre de bits repre´sentant le nombre), c’est-a`-dire de le factoriser, via un algorithme de
complexite´ polynomiale en n, au lieu du O
(
2n
1
3 log(n)
1
3
)
de son homologue classique, le
plus efficace connu a` ce jour, l’algorithme ge´ne´ral crible pour les nombres (General Number
Field Sieve en anglais). L’engouement provoque´ par l’informatique quantique trouve son
origine dans cet algorithme capable de briser le code RSA reste´ jusqu’alors incassable
(du moins de fac¸on efficace) avant cette de´couverte. Le code RSA exploite le caracte`re
non re´versible des fonctions modulo [Sin99] et est surtout exploite´ par les organismes qui
veulent une se´curite´ fiable dans le cryptage de leurs informations.
L’algorithme de Shor met en sce`ne la TFQ de Zn, la proce´dure d’estimation de phase
(soit un ope´rateur unitaire U dont un vecteur propre u a pour valeur propre inconnue e2ipiφ,
le but du jeu est d’estimer φ). Entre e´galement en conside´ration le fait de pouvoir rendre
e´quivalent le proble`me de l’ordre (soient x, N deux nombres entiers positifs tels que x ≤ N ,
on cherche le plus petit entier positif r tel que xr = 1mod[N ]) et celui de factorisation,
lui meˆme similaire a` la recherche de la pe´riode d’une fonction. Pour cela il faut bien
comprendre l’arithme´tique et plus particulie`rement l’arithme´tique modulaire [CN00]. On
exploite e´galement dans certains cas l’algorithme des fractions continues [CN00].
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2.4 E´tat de l’art en terme d’algorithmes quantiques
Ingre´dients essentiels et re´currents :
Un algorithme quantique est un proce´de´ physique quelconque qui utilise des effets quan-
tiques afin d’effectuer des calculs utiles. C’est toujours plus facile d’expliquer un concept
en faisant un paralle`le avec ce qui est de´ja` plus ou moins connu : a` savoir le calcul clas-
sique. Les bits de me´moire d’un ordinateur quantique, comme il a de´ja` e´te´ spe´cifie´, sont
des qubits plutoˆt que des bits et les ope´rations e´le´mentaires de´crivant le calcul quantique
sont des transformations unitaires, agissant sur un nombre fixe´ a` l’avance de qubits ; elles
remplacent les ope´rations de logique boole´enne du calcul classique.
Voici les e´tapes basiques de la partie quantique d’un algorithme dont l’essentiel se tra-
duit en terme d’oracle :
→ |0〉⊗n |1〉# E´tat initial
→ 1√
2n
2n−1∑
x=0
|x〉
[ |0〉 − |1〉√
2
]
# Superposition d’e´tats pour le registre de donne´es et/ou
le registre cible
→ Application d’une porte Uf ve´rifiant |x〉 |y〉 9→ |x〉 |y ⊕ f(x)〉
→ Application sur le registre de donne´es de portes H ou autres
(TFQ : transforme´e de Fourier quantique, G : ite´ration de Grover)
→ Mesure du registre de donne´es
Mis a` part les oracles mentionne´s ci-dessus qui restent des cas d’e´cole, les deux « vrais »
algorithmes quantiques connus a` ce jour sont l’algorithme de factorisation de Shor (on
« passe » d’une complexite´ classique en O
(
2n
1
3 logn
1
3
)
a` une complexite´ quantique en
O (n)), et l’algorithme de recherche de Grover (de O (2n) a` O
(√
2n
)
).
Dans le cas de Shor, tout se passe comme si la « boˆıte noire » avait la capacite´ de
reconnaˆıtre la pe´riode d’une fonction. Dans celui de Grover, la « boˆıte noire » reconnaˆıt
la ou les solutions a` un proble`me de recherche. Ce raisonnement en terme d’oracles dont
on ne connaˆıt aucunement le fonctionnement peut sembler, au premier abord, singulier et
de toute fac¸on abstrait. Dans l’exemple de Grover, il semblerait que l’oracle « sache » de´ja`
la re´ponse au proble`me de recherche pose´. Comment exploiter un algorithme de recherche
base´ sur les consultations d’un tel oracle ? ! Tout simplement en faisant la distinction entre
le fait de « savoir » et la capacite´ de « reconnaˆıtre » : il est possible d’eˆtre rompu a` la
seconde sans eˆtre tributaire du premier.
L’algorithme de Grover :
Posons, a` des fins d’illustration, le proble`me pour Grover : supposons qu’un voyageur de
commerce ait la taˆche harassante de devoir passer par n villes donne´es, se´pare´es chacune
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d’une distance dij et, afin d’eˆtre en accord avec le principe de Fermat qui montre que
n’importe quelle particule n’est heureuse que si elle en fait le moins possible (la lumie`re
choisit toujours le chemin le plus court, les atomes s’adonnent a` la relaxation), doit les
parcourir dans un ordre tel que la distance totale d′ qu’il aura parcouru soit plus petite
qu’une distance d donne´e. Ce proble`me est NP–complet et se traduit aussi bien en terme
de proble`me de recherche, a` savoir trouver le circuit le plus court parmi les 2n possibilite´s,
qu’en terme de proble`me de de´cision : existe t-il un circuit de distance d′ tel que d′ ≤ d pour
un d donne´ ? Afin d’e´tablir une manie`re tre`s ge´ne´rale de traiter les proble`mes de recherche
et d’en avoir eu a posteriori une vision ge´ome´trique tre`s simple, on pose le proble`me en
terme d’oracle.
Soit un espace de recherche a` N = 2n e´le´ments que l’on indexe par x, entier compris
entre 0 et N − 1, le proble`me de recherche associe´ posse`de M solutions, avec 1 ≤M ≤ N .
Une instance de ce proble`me peut eˆtre de´crite par une fonction f caracte´rise´e de la
fac¸on suivante : f(x) = 1 si x est solution du proble`me, f(x) = 0 sinon.
On conside`re alors l’oracle suivant :
O : |x〉 |q〉 9→ |x〉 |q ⊕ f(x)〉 . (2.33)
Le vecteur |q〉 est le qubit–oracle, qui change de valeur si et seulement si f(x) = 1, l’ope´ra-
teur O est bien unitaire. On peut ainsi ve´rifier si x est solution en appliquant O a` |x〉 |0〉.
Pour l’algorithme quantique en lui-meˆme, on applique O a` |q〉 = |0〉−|1〉√
2
, comme cela a
e´te´ fait dans le cas de l’oracle de Deutsch : si x n’est pas solution, q reste inchange´, sinon,
|q〉 devient |1〉−|0〉√
2
, soit − |x〉 |0〉−|1〉√
2
.
En re´sume´, on a :
O : |x〉
( |0〉 − |1〉√
2
)
9→ (−1)f(x) |x〉 |0〉 − |1〉√
2
, (2.34)
soit :
O : |x〉 9→ (−1)f(x) |x〉 . (2.35)
Le ge´nie de Grover a e´te´ de construire ce que l’on appelle l’ite´ration de Grover, note´e G,
qui a la forme suivante :
G = (2 |Ψ〉 〈Ψ|− I2)O ou` |Ψ〉 = 1
N
1
2
N−1∑
x=0
|x〉. (2.36)
Dans les grandes lignes, il s’agit d’appliquer G un certain nombre de fois
(
O
(√
N
))
sur
le registre de donne´es, dont les n premiers qubits sont en superposition d’e´tats |Ψ〉 par
l’entremise de H⊗n, et le (n+ 1)ie`me dans l’e´tat |q〉 = |0〉−|1〉√
2
par l’ope´ration HX.
Un certain nombre de qubits supple´mentaires est ne´cessaire pour « l’espace de travail »
de l’oracle ; celui-ci reste cependant ne´gligeable devant n et n’influe donc pas en terme de
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complexite´.
L’aplomb de la ge´ome´trie :
Fig. 2.11 – Action de l’ite´ration de Grover
L’ite´ration de Grover peut eˆtre vue comme une rotation dans l’espace engendre´ par les
deux vecteurs suivants :
|α〉 = 1√
N −M
∑
x
|x〉 et |β〉 = 1√
M
∑
x
|x〉 avec M = 1. (2.37)
Le vecteur |α〉 repre´sente la somme sur laquelle les x ne sont pas solutions et |β〉, celle ou`
ils sont solutions.
On conside`re le cas M = 1, c’est-a`-dire le cas ou` on ne recherche qu’une solution car
c’est le plus simple a` appre´hender et les autres cas ne sont que des ge´ne´ralisations de ce
qui va eˆtre aborde´.
On constate assez facilement que l’e´tat initial |Ψ〉 devient :
|Ψ〉 =
√
N −M
N
|α〉+
√
M
N
|β〉 . (2.38)
Si on reconside`re O, on s’aperc¸oit que :
O (a |α〉+ b |β〉) = a |α〉 − b |β〉 , (2.39)
ce qui constitue une re´flexion par rapport a` l’axe |α〉 dans la base {|α〉 , |β〉}. L’ope´rateur
2 |Ψ〉 〈Ψ| − I2 est e´galement une re´flexion, dans le meˆme plan, par rapport a` |Ψ〉. Or
le produit de deux re´flexions donne une rotation et on peut montrer que dans la base
{|α〉 , |β〉}, G peut s’e´crire [CN00] :
G =
(
cos θ − sin θ
sin θ cos θ
)
. (2.40)
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En effet, on a :
O =
(
1 0
0 −1
)
et 2 |Ψ〉 〈Ψ|− I2 = 2
√N−MN√
M
N
(√N−M
N
√
M
N
)
−
(
1 0
0 1
)
.
2 |Ψ〉 〈Ψ|−I2 =
 2N−MN − 1 2√MN N−MN
2
√
M
N
N−M
N 2
M
N − 1
 = (2 cos2 θ2 − 1 2 cos θ2 sin θ2
2 cos θ2 sin
θ
2 2 sin
2 θ
2 − 1
)
=
(
cos θ sin θ
sin θ − cos θ
)
.
Par suite,
G = 2 |Ψ〉 〈Ψ|− I2 ×O =
(
cos θ sin θ
sin θ − cos θ
)(
1 0
0 −1
)
=
(
cos θ − sin θ
sin θ cos θ
)
.
Les entiers M et N remplissent les bonnes conditions pour de´finir le cosinus et le sinus
d’un angle.
Au regard de la de´finition de θ, on a : |Ψ〉 = cos θ2 |α〉+ sin θ2 |β〉, apre`s k ite´rations de
G :
Gk |Ψ〉 = cos
(
2k + 1
2
θ
)
|α〉+ sin
(
2k + 1
2
θ
)
|β〉 . (2.41)
Si on re´pe`te un certain nombre de fois G, |Ψ〉 s’approche avec une « dangereuse certi-
tude » de |β〉. Il en de´coule que la mesure qui sera effectue´e sur |Ψ〉 donnera |β〉 avec une
probabilite´ aussi proche que l’on veut de 1, ce qui est le but recherche´ !
L’algorithme de Grover a des applications tre`s larges dans le domaine du calcul du
fait qu’il traite un proble`me NP-complet. De plus, on peut tre`s bien voir le proble`me de
factorisation sous un angle permettant de l’exploiter : supposons que pour un n donne´
on sache qu’il existe deux facteurs premiers p et q. Une fac¸on de les de´terminer est de
rechercher parmi tous les nombres compris entre 2 et n
1
2 le plus petit satisfaisant cette
condition. L’algorithme de Grover permet d’augmenter la rapidite´ du processus. On peut
e´galement le de´couvrir en terme de simulations de syste`mes physiques quantiques.
On peut de´montrer [CN00] que l’algorithme de Grover est optimal, ce qui signifie que
l’on peut conside´rer que l’e´tude du domaine de l’algorithmique quantique confinant aux
proble`mes de recherche est termine´e. Malheureusement, cela signifie e´galement que l’on ne
peut plus en diminuer la complexite´.
Pourquoi « si peu » de re´sultats, c’est-a`-dire deux algorithmes plus quelques cas parti-
culiers et quelques ge´ne´ralisations ? Tout simplement parce que les algorithmes quantiques
doivent eˆtre plus efficaces que leurs homologues classiques : exploiter les phe´nome`nes quan-
tiques n’est pas une sine´cure et, pour les proble`mes re´pute´s difficiles, de´ja` dans le domaine
classique et ceci depuis plusieurs de´cennies, des centaines d’informaticiens planchent sur di-
verses solutions permettant de diminuer la complexite´ de tel ou tel proble`me, et obtiennent
des re´sultats qui restent meilleurs que des solutions quantiques.
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Le stockage et le traitement de l’information quantique exigent des syste`mes physiques
obe´issant aux conditions suivantes [Bel05] :
1. Une repre´sentation du qubit robuste et bien de´finie
2. Des syste`mes extrapolables a` un nombre suffisant de qubits
3. Des qubits pouvant eˆtre initialise´s dans un e´tat connu (par exemple : |0〉)
4. Des qubits porte´s par des e´tats physiques de vie moyenne assez longue afin d’assurer
la cohe´rence des e´tats quantiques tout au long du calcul
5. Un ensembles de portes quantiques universelles : rotations des qubits individuelles
et porte Cnot
6. Une proce´dure efficace de mesure des qubits a` la fin du calcul
Ces conditions sont difficiles a` re´aliser simultane´ment et on en est encore aux premiers
balbutiements des re´alisations physiques d’ordinateurs quantiques. L’ennemi n˚ 1 de l’or-
dinateur quantique est l’interaction avec l’environnement, qui conduit au phe´nome`ne de
de´cohe´rence, dont une conse´quence est la perte de la phase dans la superposition line´aire
des qubits. Les calculs doivent donc eˆtre effectue´s en un temps infe´rieur a` celui de la de´co-
he´rence (entre 10−10s et 10−8s ). Dans certains cas, ce temps peut sembler effroyablement
court mais il faut aussi tenir compte, pour chacun des dispositifs, du temps que prend une
ope´ration e´le´mentaire (une porte logique) sur un qubit (entre 10−14s et 10−3s).
Voici quelques dispositifs imagine´s jusqu’a` pre´sent [Bel05] :
– L’ordinateur quantique photonique exploitant l’effet Kerr issu de l’optique non li-
ne´aire (effet en χ 3)
– Les cavite´s optiques re´sonantes
– Les cavite´s micro-ondes re´sonantes
– La RMN (re´sonance magne´tique nucle´aire)
– Les jonctions Josephson dans les circuits supraconducteurs
– Les points quantiques
– Les ions pie´ge´s
Historiquement, l’ordinateur photonique a e´te´ le premier imagine´, directement inspire´
de la the´orie sur les oscillateurs harmoniques et il re´unissait toutes les conditions mention-
ne´es ci-dessus, toutes sauf une, l’effet Kerr ne´cessaire a` l’e´laboration de Cnot s’e´tant re´ve´le´
trop faible [CN00]. Aucun des dispositifs a` ce jour ne fonctionnent vraiment car il y a
toujours une ou des conditions qui peˆchent et il s’agit encore d’une histoire de compromis.
Les diffe´rentes solutions expose´es ont, a` ce jour, au mieux, concerne´ 2 qubits, a` l’exception
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de la RMN qui est alle´e jusqu’a` 7 (et ou` il est possible de factoriser 15 [CN00]) ! Ceci dit,
du moins a priori, aucune d’elles n’est l’avenir de l’ordinateur quantique.
Conclusion :
On a parle´ d’universalite´ dans ces deux premiers chapitres mais cette notion n’est pas
identique en classique et en quantique et il est tre`s important de bien la distinguer selon
le contexte.
Dans le monde classique, quand un mode`le est dit universel, cela signifie qu’il est ca-
pable the´oriquement de re´soudre n’importe quel proble`me de´cidable. En quantique, on
de´montre [NC97] qu’il n’existe pas d’ordinateur quantique capable de re´soudre n’importe
quel algorithme quantique : le calculateur quantique qui re´soudra l’algorithme de Shor
n’aura pas la meˆme structure que celui qui exe´cutera celui de Grover. En revanche, l’uni-
versalite´ des familles de portes logiques de´veloppe´e pre´ce´demment signifie que ces deux
calculateurs les utiliseront ; c’est pourquoi on parle d’universalite´ malgre´ tout.
On a dresse´, tout au long de ce chapitre, un diaporama de ce qu’est le calcul quan-
tique avec la « vision » des circuits logiques quantiques. Pourquoi ce choix ? Et bien pour
des raisons historiques et de simplicite´ d’appre´hension puisque ce mode`le est directement
calque´ sur le calcul classique. Cependant, il serait par trop re´ducteur que de s’y conformer
car certains aspects du calcul quantique sont camoufle´s. C’est pourquoi on s’inte´ressera,
dans le chapitre suivant, a` d’autres formalismes de calcul.
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Pre´ambule
L’ide´e de l’ordinateur quantique est ne´e avec cette re´flexion de Feynman : plutoˆt que de
de´sespe´rer de ne pouvoir simuler, c’est-a`-dire, calculer l’e´volution d’un syste`me quantique
sur un ordinateur classique, pourquoi ne pas utiliser les proprie´te´s du syste`me pour effec-
tuer la simulation sur un nouveau support, ne´cessairement, du moins en partie, de nature
quantique ? A` partir de la`, puisqu’il s’agit de calcul finalement, beaucoup de scientifiques
se sont base´s sur des mode`les de calcul classique (machine de Turing, circuits logiques,
alge`bre de processus, marches ale´atoires) pour formuler des homologues quantiques afin
de pouvoir, d’une part acce´le´rer des calculs dits complique´s (classes de complexite´ autres
que P) et, d’autre part, comprendre plus en profondeur les proprie´te´s quantiques, a` savoir
l’intrication, les superpositions line´aires et les interfe´rences. Le mode`le le plus simple a`
appre´hender et qui a e´te´ le plus de´veloppe´ est celui des portes logiques quantiques (cf.
chapitre 2), mais il est tre`s difficile a` implanter car une e´volution unitaire est tre`s fragile.
C’est pourquoi : plutoˆt que de de´sespe´rer sur le fait que l’homologue quantique des circuits
de calcul classique (en terme de portes NAND) est difficilement implantable a` cause de
la nature destructive des mesures en me´canique quantique, pourquoi ne pas exploiter les
proprie´te´s de ces dernie`res ? De plus, non seulement le postulat de la mesure en physique
quantique constitue pour beaucoup de scientifiques la principale « beˆte noire » en terme
de compre´hension, mais un mode`le quantique non calque´ sur le monde classique ne peut
que se re´ve´ler inte´ressant. Ainsi est-il devenu crucial d’e´laborer une nouvelle mode´lisation
de calcul quantique et le seul a` ce jour qui ne posse`de pas d’homologue classique est le
calcul quantique base´ sur la mesure que l’on va aborder dans ce chapitre. D’autres mode`les
calque´s sur des mode`les classiques [Per06, Lal06, Kem03] (pour ne citer qu’eux), diffe´rents
des circuits logiques quantiques existent, mais ils ne seront pas aborde´s.
Un premier mode`le base´ sur la mesure a e´te´ introduit par Briegel et Raussendorf
[Rau03] : le One-Way Quantum Computing. En bref, il s’agit d’intriquer des particules de
spin 1/2 graˆce a` l’interaction d’Ising. Ce « cluster » de qubits constitue l’e´tat initial. On
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lui applique ensuite une succession de rotations de´finissant le calcul voulu, ce qui revient a`
les projeter dans une succession de bases de l’espace de Hilbert de dimension 2, pour enfin
obtenir le re´sultat du calcul.
Un deuxie`me mode`le, propose´ par Nielsen [Nie03], n’utilise, lui, que des mesures pro-
jectives, moins ge´ne´rales et plus pratiques que pour le mode`le pre´ce´dent et sans la ne´cessite´
de disposer au de´part d’e´tats intrique´s. Ce dernier mode`le fut largement ame´liore´ ensuite
[Leu04] en terme de ressources (nombre de qubits auxiliaires, nombre des diffe´rentes me-
sures projectives) pour de´boucher sur des optimisations (ressources minimales) du mode`le
[Per06, Per05] via la notion de transfert d’e´tat. Par exemple, les mesures les plus com-
plexes alors a` effectuer se re´duisent a` un unique produit tensoriel de deux observables
bien de´finies ! Meˆme si cette ame´lioration suscite la perte de la non localite´ en terme
de te´le´portation, l’implantation physique de ce produit tensoriel, ainsi qu’une meilleure
compre´hension the´orique de celui-ci, constituent des de´fis tre`s inte´ressants.
Les deux mode`les de calcul e´voque´s ci-dessus se sont re´ve´le´s par la suite e´quivalents
[Joz05] et ont e´te´ de´cortique´s afin de mieux comprendre ce qu’est le calcul quantique, en
allant au-dela` de ce que permettait les circuits logiques quantiques.
Avant de rentrer un peu plus dans les de´tails de ces deux mode`les, il est important de
mentionner que la de´marche des divers acteurs implique´s a e´te´ de conside´rer que montrer
l’universalite´ d’un nouveau mode`le de calcul e´tait e´quivalent a` montrer sa capacite´ a` si-
muler une famille universelle de transformations unitaires, notamment {SU(2), Cnot} pour
l’universalite´ exacte [CN00], et {H,T,Cnot} pour l’universalite´ approche´e [CN00] (appro-
che´e en ce sens que l’on peut approximer une transformation unitaire avec une pre´cision
arbitraire). En plus d’eˆtre universel, un mode`le de calcul, pour eˆtre pertinent, doit eˆtre
valable quelque soit la taille de la donne´e a` traiter et eˆtre tole´rant vis-a`-vis des erreurs.
Pour finir avec ce pre´ambule, il n’est pas inutile de rappeler ce qu’est le postulat de la
mesure en me´canique quantique et certains cas particuliers de mesures :
E´nonce´ : soit {Mm} une famille d’ope´rateurs tels que
∑
m
M †mMm = I, soit |ψ〉 l’e´tat
avant la mesure, la probabilite´ d’avoir le re´sultat m est p(m) = 〈ψ|M †mMm |ψ〉 et l’e´tat
|ψ〉 devient apre`s la mesure :
∣∣∣ψ′〉 = Mm|ψ〉√
p(m)
.
Cas particuliers :
-Mesures projectives (ou mesures de Von Neumann) :
Une telle mesure est de´finie par une observable (ope´rateur hermitien) M =
∑
m
mPm
(de´composition spectrale : les Pm sont des projecteurs) ; on a donc p(m) = 〈ψ|Pm |ψ〉 et∣∣∣ψ′〉 = Pm|ψ〉√
p(m)
.
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Remarque 1 : mesurer M =
∑
m
mPm revient a` choisir {Pm} tel que
∑
m
Pm = I et
PmPm′ = δmm′Pm′ .
Remarque 2 : « mesurer dans la base orthonormale {|m〉} » signifie effectuer la mesure
projective avec les Pm = |m〉 〈m|.
Remarque 3 : historiquement, « mesurer le spin le long de l’axe −→v » signifie mesurer
l’observable −→v .−→σ = v1σ1 + v2σ2 + v3σ3 , ou` les vi sont les composantes d’un vecteur re´el
unitaire, associe´es aux matrices de Pauli (excepte´ I).
-2 types de mesures de´ge´ne´re´es pour les 2 qubits :
– Mesure projective ne tenant compte que des 2 projecteurs suivant (au lieu de 4) :
|ψφ〉 〈ψφ|, I − |ψφ〉 〈ψφ|.
– Projection sur l’espace orthonormal « intrique´ » de dimension 2 : {|B0〉+|B3〉 , |B1〉+
|B2〉}, ou` les Bi sont les e´tats de Bell.
3.1 Le « one-way quantum computer » (1WQC)
3.1.1 Les ressources utilise´es
Un e´tat initial appele´ « cluster » :
Pour fabriquer un cluster (un ensemble), on proce`de de la fac¸on suivante :
1. On dispose initialement de la ressource : |ψ〉 = ⊗
i
|+〉i ou` |+〉 = |0〉+|1〉√2
2. Les qubits sont intrique´s deux a` deux via une interaction d’Ising, uniforme
et accordable : CZ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

Fig. 3.1 – Cluster 2D
– Un rond correspond a` 1 qubit dans l’e´tat |+〉.
– Une ligne correspond a` une interaction d’Ising.
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L’ensemble des qubits est intrique´ simultane´ment (complexite´ temporelle en O(1)) car les
matrices de´crivant ces interactions commutent entre elles. Par ailleurs, cette pre´paration
s’effectue avant le calcul proprement dit (pre´paration off-line). Ensuite, la simulation d’une
premie`re transformation Uin permettra celle de l’e´tat du registre d’entre´e voulu : |ψin〉.
Remarque 1 : le cluster peut se de´finir e´galement comme l’unique e´tat ve´rifiant :
K(a) |ψ〉C = |ψ〉C ou` K(a) = σax ⊗
b∈N (a)
σbz (3.1)
L’ope´rateur K(a) de´crit les corre´lations quantiques entre les divers qubits, N (a) est le voi-
sinage du qubit a. Cette de´finition du cluster, plus compacte, (issue du formalisme des
stabilisateurs) permet de de´montrer [Rau03] comment via ce mode`le de calcul on peut
simuler, par exemple, la famille universelle {SU(2), Cnot}.
Remarque 2 : un cluster 2D est une ressource universelle pour le calcul quantique, contrai-
rement au cluster 1D comme cela a e´te´ de´montre´, entre autre, par Josza dans [Joz05].
Des mesures sur 1 qubit (donc locales) :
Des mesures (bases a` de´finir) sur 1 qubit, successives (notion d’ordre), sur divers regrou-
pements (caracte`re cliffordien ou non des transformations simule´es) de qubits constituent
le calcul. Entre les diverses se´ries de mesures, il faudra corriger d’e´ventuelles erreurs.
On conside`re 2 types de mesures :
-mesure du spin par rapport a` l’observable Z : (c’est-a`-dire selon l’axe (Oz))
Fig. 3.2 – Figure 3.1 apre`s la mesure du qubit 7 selon l’axe (Oz)
Elle a pour effet de « gommer » le qubit correspondant : il se projette dans un plan
perpendiculaire au plan du cluster. Par exemple, si on mesure le qubit 7, le cluster de la
figure 3.1 changera de forme, conforme´ment a` la figure 3.2.
Cette mesure permet d’imprimer une structure de circuit logique qui, on le verra, n’est
pas indispensable.
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-mesure du spin par rapport a` l’observable cos (φ)σx + sin (φ)σy :
Elle a pour effet de faire faire une rotation quelconque au qubit correspondant. Graˆce a`
une telle mesure, on peut implanter toutes les transformations souhaite´es.
Un registre de sortie :
Le re´sultat du calcul se lit via un e´tat final : les qubits qui n’ont pas e´te´ mesure´s
constituent l’e´tat final |ψout〉 ; ils sont dans un e´tat de´pendant du calcul voulu.
Comme cela a de´ja` e´te´ mentionne´ dans le chapitre 2, un calcul quantique, en tant
que tel, aura une sortie classique mais, dans certains cas, comme c’est explique´ dans la
section 3.2 de´die´e au calcul quantique base´ sur la te´le´portation, on conside´rera parfois une
sortie quantique qui constituera l’entre´e de la se´quence de calcul suivante. Les e´tapes de
correction ne seront alors plus ne´cessaires car une simple re´-interpre´tation des re´sultats
suffira. Bien suˆr, au final, on aura une sortie classique qu’il sera ne´cessaire de corriger.
3.1.2 Un mode`le universel
The´ore`me : on simule [Rau03] {SU(2), Cnot}, de la fac¸on suivante :
1. simulation de Cnot :
Fig. 3.3 – Rappel : Cnot en « vision circuit »
Table de ve´rite´ de Cnot :
|00〉 9→ |00〉
|01〉 9→ |01〉
|10〉 9→ |11〉
|11〉 9→ |10〉
(a) Pre´paration de l’e´tat |ψin〉C15 = |ψin〉1,9⊗
( ⊗
i∈C15\{1,9}
|+〉i
)
, les qubits a et b de
la figure 3.3 correspondent respectivement aux qubits 1 et 9 de la figure 3.4.
(b) Intrication des 15 qubits via une interaction d’Ising
Fig. 3.4 – Cnot en « vision 1WQC »
Remarque : comme il s’agit de la simulation d’une porte logique, on a pre´fe´re´ imprimer
directement la structure de circuit dans le cluster en ne conside´rant que 15 qubits, mais
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on aurait pu tout aussi bien conside´rer un cluster de 21 qubits (ce qui est ge´ne´ralement le
cas ; les lignes pointille´es de la figure 3.4 repre´sentant, dans ce cas, les interactions d’Ising
supple´mentaires) et appliquer les mesures selon Z approprie´es, avec une modification sans
importance du point de vue conceptuel car locale de l’ope´rateur erreur UΣ,Cnot , de´fini dans
l’e´quation 3.2.
(c) Mesure de tous les qubits excepte´ les nume´ros 7 et 15 :
Les mesures peuvent eˆtre effectue´es toutes a` la fois comme explique´ ci-dessous. Les qubits
1, 9, 10, 11, 13 et 14 sont mesure´s dans la base de σx, les qubits 2 a` 6, 8 et 12 dans celle
de σy. Soit si le re´sultat de la mesure du qubit i, la porte logique simule´e est alors :
U
′
Cnot = UΣ,CnotCnot(a, b) ou` UΣ,Cnot = σ
(a)γ
(a)
x
x σ
(b)γ
(b)
x
x σ
(a)γ
(a)
z
z σ
(b)γ
(b)
z
z (3.2)
avec :

γ(a)x = s2 + s3 + s5 + s6
γ(b)x = s2 + s3 + s8 + s10 + s12 + s14
γ(a)z = s1 + s3 + s4 + s5 + s8 + s9 + s11 + 1
γ(b)z = s9 + s11 + s13
(3.3)
L’ope´rateur UΣ,Cnot de´crit les erreurs de a` corriger, il appartient au groupe de Pauli.
Oˆ miracle, cette porte est simulable en une e´tape ! En effet, Cnot appartient a` un
groupe particulier, le groupe de Clifford, qui est le normalisateur du groupe de Pauli
dans le groupe unitaire. Cela signifie en particulier que : UΣ,CnotCnot = CnotU
′
Σ,Cnot .
Pratiquement, on peut propager toutes les erreurs vers « le registre de sortie » de
Cnot (c’est-a`-dire vers les qubits 7 et 15) sans modifier cette dernie`re. Quant a` l’ope´-
rateur d’erreur, qu’il change ou non n’a gue`re d’importance. Le « registre de sortie »
correspond au « registre d’entre´e » de la transformation suivante, e´ventuelle a` si-
muler. Ainsi peut-on effectuer toutes les mesures a` la fois et ne corriger qu’a` la fin.
Pourquoi les guillemets ? On a exprime´ les conse´quences du caracte`re cliffordien de
Cnot dans une vision « circuit de portes logiques » qui a sa raison d’eˆtre unique-
ment pour de´montrer l’universalite´ du mode`le de Briegel et Raussendorf. En effet,
admettons par exemple que l’on veuille simuler deux portes cliffordiennes, puis une
qui ne l’est pas, et, pour finir, une dernie`re porte cliffordienne. Une premie`re se´rie
de mesures permettra de simuler les 3 portes cliffordiennes a` la fois, ce qui signifie
qu’on simulera la dernie`re porte avant l’avant dernie`re ! Il faudra ensuite simuler la
porte non cliffordienne qui demande une correction e´ventuelle au cours du calcul,
cette porte pouvant eˆtre de´pendante du re´sultat d’une se´rie de mesures ante´rieures
(cf. la simulation de U ∈ SU(2), figure 3.5, pour un exemple concret). Cette possi-
bilite´ d’effectuer ainsi des calculs de fac¸on non purement se´quentielle en ce sens
que l’on peut effectuer des ope´rations avant qu’elles « n’apparaissent », contraire-
ment a` l’ordre exige´ d’apparitions des portes dans le mode`le base´ sur les circuits
logiques quantiques, et pouvoir le faire en paralle`le, n’a pas lieu chez les homologues
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quantiques des mode`les classiques ; ce qui est tre`s inte´ressant de´ja` du point de vue
conceptuel.
2. simulation de U ∈ SU(2) :
Fig. 3.5 – U en « vision 1WQC »
D’apre`s la de´composition en angles d’Euler, on a : U = Rx[θ]Rz[β]Rx[γ]. Les rotations
autour des axes x et z sont respectivement Rx[θ] = exp(−iθ σx2 ) et Rz[θ] = exp(−iθ σz2 ).
(a) Pre´paration de l’e´tat |ψin〉C5 = |ψin〉1 ⊗
( ⊗
i∈C5\{1}
|+〉i
)
(b) Intrication des 15 qubits via une interaction d’Ising
(c) Mesure de tous les qubits excepte´ le nume´ro 5 dans une base approprie´e :
Soit la base de mesure suivante : Bj(φj) = { |0〉j+e
iφj |1〉j√
2
,
|0〉j−eiφj |1〉j√
2
}, on applique la pro-
ce´dure suivante :
• Mesure du qubit 1 dans la base B1(0)
• Mesure du qubit 2 dans la base B2(−α(−1)s1))
• Mesure du qubit 3 dans la base B3(−β(−1)s2))
• Mesure du qubit 4 dans la base B4(−γ(−1)s1+s3))
On obtient alors : U ′ = UΣ,UU avec UΣ,U = σs2+s4x σs1+s3z l’ope´rateur d’erreurs, e´ventuelles
(on peut avoir s1=s2=s3=s4=0 mais c’est rare) et/ou e´ventuellement a` corriger (c’est-a`-
dire, quand l’e´tape de correction peut eˆtre remplace´e par une re´-interpre´tation de re´sultats
classiques comme cela sera explique´ dans la section 3.2). La transformation U n’est pas (en
ge´ne´ral) cliffordienne, c’est pourquoi les mesures ne peuvent pas se faire en meˆme temps :
elles de´pendent du re´sultat de la mesure ante´rieure. De plus, il faudra corriger le registre
de sortie de U si ne´cessaire.
3.2 Le calcul quantique base´ sur la te´le´portation
3.2.1 E´tape 0 : la te´le´portation pour 1 qubit (Bennett et Brassard)
a) D’abord une petite histoire :
La petite histoire qui va suivre, issue d’un des se´minaires de Philippe Jorrand, met
bien en sce`ne d’une part, tous les ingre´dients et d’autre part, de fac¸on ludique donc mar-
quante, toute la puissance du protocole de la te´le´portation quantique :
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Il e´tait une fois . . .
. . . Alice prit un qubit et Bob prit l’autre qubit provenant de la meˆme paire EPR (e´tat
de Bell) : |EPR〉. Une fois ce partage effectue´, Bob s’envola a` destination d’une lointaine,
tre`s lointaine et secre`te galaxie.
Quelque temps plus tard . . .
. . . un qubit dans un e´tat inconnu : |ψ〉 = α |0〉+β |1〉 arrive chez Alice avec la mission
suivante pour Alice (si, si, elle l’accepta !) : transmettre |ψ〉 a` Bob.
Mais c’e´tait au-dessus des forces d’Alice que de . . .
. . . transmettre directement |ψ〉 a` Bob (pour cela il lui faudrait l’observer donc le
perturber)
. . . copier |ψ〉 pour obtenir beaucoup de qubits et leur faire prendre leur envol a` travers
l’univers (the´ore`me du non clonage : cf. remarque ci-dessous)
. . . obtenir les valeurs respectives de α et β pour les transmettre a` Bob par radio a`
travers l’espace intergalactique (|ψ〉 contient potentiellement une infinite´ d’informations
puisque sa description la plus connue en tant que spin, la sphe`re de Bloch, est un ensemble
continu ; il faudrait donc l’e´ternite´ a` Alice pour transmettre toute l’information).
Remarque : e´tant donne´ que la de´monstration du the´ore`me de non clonage peut s’effectuer
en 4 lignes, en exploitant le fait que la me´canique quantique est line´aire, il serait dommage
de re´sister a` la tentation. Pour ce faire, on effectue un raisonnement par l’absurde : soient
MC l’ope´rateur «machine a` cloner », |ψ〉 le qubit que l’on veut cloner, et |page〉 la « page
blanche ». Donc MC(|ψ〉 |page〉) doit ve´rifier par la nature meˆme de MC :
MC(|ψ〉 |page〉) = |ψ〉 |ψ〉
On a d’une part :
MC(|ψ〉 |page〉) = α2 |00〉+ αβ |01〉+ αβ |10〉+ β2 |11〉
D’autre part, comme la me´canique quantique est line´aire, on a :
MC(|ψ〉 |page〉) = αMC(|0〉 |page〉) + βMC(|1〉 |page〉)
= α |00〉+ β |11〉
ce qui n’est pas du tout la meˆme chose. Conclusion, on ne peut pas cloner un qubit ! Sauf
si α2 = α, β2 = β, et αβ = 0, conditions qui correspondent aux cas (α = 0,β = 1) et
(α = 1,β = 0). Encore faut-il savoir au pre´alable qu’il est dans un de ces deux e´tats !
Malgre´ tout, ni Alice ni Bob ne renonce`rent. Ainsi que l’on va le constater de fac¸on
plus formelle.
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b) Le protocole :
Fig. 3.6 – Protocole de te´le´portation, « en vision circuit », pour 1 qubit |ψ〉
Le´gende : – Les traits simples correspondent a` des voies par lesquelles transite un
qubit.
– Les traits doubles correspondent a` des canaux par lesquels transitent des
bits.
On peut lire la figure de la manie`re suivante :
9−→ |ψ〉 |EPR〉 (1)
= (α |0〉+ β |1〉)( |00〉+ |11〉√
2
) (2)
9−→ 1√
2
[α |0〉 (|00〉+ |11〉) + β |1〉)(|00〉+ |11〉)] (3)
9−→ 1√
2
[α |0〉 (|00〉+ |11〉) + β |1〉)(|10〉+ |01〉)] (4)
9−→ 1
2
[α(|0〉+ |1〉)(|00〉+ |11〉) + β(|0〉 − |1〉)(|10〉+ |01〉)] (5)
9−→ 1
2
[|00〉 (α |0〉+ β |1〉) + |01〉 (α |1〉+ β |0〉) + |10〉 (α |0〉 − β |1〉) + |11〉 (α |1〉 − β |0〉)] (6)
=
1
2
[|B0〉 (α |0〉+ β |1〉) + |B1〉 (α |1〉+ β |0〉) + |B2〉 (α |0〉 − β |1〉) + |B3〉 (α |1〉 − β |0〉)] (7)
NB1 : On peut re´-exprimer l’avant dernie`re ligne du calcul dans la base de Bell
(dernie`re ligne), ce qui se re´ve`le utile pour la compre´hension du mode`le de
calcul quantique base´ sur la te´le´portation. Par ailleurs, historiquement, c’est
ainsi que Bennett et Brassard ont explicite´ leur protocole.
c) Mesure d’Alice :
Alice effectue sa mesure et obtient une fois sur quatre 00, 01, 10 ou 11, soit deux bits
classiques. Voici alors ce qui se passe suivant les cas, en se re´fe´rant a` (6) et au postulat de
la mesure :
00 9−→ |ψ〉Bob = α |0〉+ β |1〉
01 9−→ |ψ〉Bob = α |1〉+ β |0〉
10 9−→ |ψ〉Bob = α |0〉 − β |1〉
11 9−→ |ψ〉Bob = α |1〉 − β |0〉
(3.4)
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NB2 : Alice effectue sa mesure soit dans la base de calcul standard comme exprime´
ci-dessus, soit dans la base de Bell (NB1).
Alice transmet le re´sultat de sa mesure a` Bob via un canal classique, par exemple en
l’e´mettant par radio, et ceci dans toutes les directions puisqu’elle ne sait pas a` quel endroit
Bob s’est re´fugie´.
d) Mesure de Bob :
Suivant la teneur de l’information rec¸ue d’Alice, Bob va devoir appliquer telle trans-
formation unitaire sur son qubit de de´part afin d’obtenir |ψ〉. Puisque X |0〉 = |1〉 , X |1〉 =
|0〉 , Z |0〉 = |0〉 et Z |1〉 = − |1〉, d’apre`s l’expression (3.4), Bob va appliquer la transfor-
mation suivante : ZM1XM2 , ou` M1 et M2 prennent respectivement les valeurs du premier
et du second bit d’Alice.
Exemple : Bob rec¸oit l’information 01, son qubit est alors dans la configuration α |1〉+β |0〉
et M1 = 0, M2 = 1. Bob appliquera donc l’ope´ration Z0X1 = X.
e) Remarque importante vis-a`-vis du calcul quantique :
Le point clef de ce protocole est le fait qu’Alice, l’e´metteur, peut diviser la totalite´ de
l’information encode´e dans l’e´tat |ψ〉 en deux parties : une purement classique et l’autre
purement quantique, et les faire parvenir a` Bob via deux voies de communication diffe´-
rentes.
Cette distinction parfaite entre classique et quantique permet, ainsi qu’on le verra, de
faire la meˆme diffe´renciation pour un algorithme quantique, traduit en terme de calcul base´
sur la te´le´portation. Ceci n’est pas le cas pour le calcul quantique dit traditionnel qui exige
la pre´paration d’un e´tat initial, l’application d’une succession de transformations unitaires
et des mesures finales, trois e´tapes dans lesquelles les mondes classique et quantique restent
me´lange´s. Un algorithme quantique contient toujours un traitement classique et il s’agira
ainsi de minimiser la partie quantique, ainsi que de comprendre toujours plus en profondeur
le ve´ritable roˆle de la me´canique quantique dans la diminution de la complexite´ d’un calcul.
3.2.2 E´tape 1 – M. Nielsen
Te´le´portation traduite uniquement en terme de mesures et interpre´te´e en
terme de simulation de la porte logique identite´, a` un ope´rateur de Pauli pre`s
[Nie03] :
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Fig. 3.7 – Protocole de te´le´portation traduit en terme de mesures
Le´gende : Bell =⇒ Base de mesures projectives sur 2 qubits : {|Bn〉 〈Bn|}n∈{0,1,2,3}
D’ou` : |00〉– Bell → |Bn〉, puis, |ψ〉 + la paire EPR |Bn〉 – Bell → σnσm |ψ〉
Nielsen a eu la bonne ide´e de traduire le protocole de´fini ci-dessus juste en terme de me-
sures. Ce, graˆce a` une base de mesure intelligemment choisie : la base dite de Bell. Selon
le re´sultat m de la mesure simultane´e des 2 qubits du registre d’entre´e, l’e´tat sortant
de la premie`re « boˆıte Bell » sera l’un des e´tats de Bell qui correspond a` la paire EPR
partage´e par Alice et Bob dans le protocole d’origine (ce n’est pas grave si ce n’est pas
B0 car l’e´ventuelle correction (de Pauli) a` appliquer sera locale). La deuxie`me mesure de
Bell correspond a` celle d’Alice. De fait, |ψ〉 a bien e´te´ te´le´porte´, a` une correction locale pre`s.
Remarque : on conside`re que la te´le´portation, sous cette forme, exprime des mesures
projectives NON DESTRUCTIVES : le vecteur |ψ〉 ne se porte en effet pas si mal.
Nielsen a montre´ que l’on peut effectuer du calcul quantique universel en
utilisant seulement des mesures projectives :
Simulation de {U ∈ SU(2), V ∈ SU(4)} , a fortiori de {U ∈ SU(2), Cnot} :
• Projection « off-line » de |00〉 sur {|Uj〉 = (I ⊗ Uσj) |B〉0} :
Fig. 3.8 – Simulation de U ∈ SU(2), « a` la Nielsen »
Comme Bell et Uσj commutent, la figure 3.8 e´quivaut a` :
Fig. 3.9 – Simulation de U ∈ SU(2) en terme de te´le´portation, « a` la Nielsen »
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• Projection « off-line » de |0000〉 sur {|Vjk〉 = (I12 ⊗ (V (σj ⊗ σk))34) |B0〉13 |B0〉24} :
Fig. 3.10 – Simulation de V ∈ SU(4), « a` la Nielsen »
Il s’agit ici de faire une mesure dans « la bonne base » d’un e´tat initial quelconque
avant tout calcul pre´alable (« off-line »), puis d’effectuer une succession de mesures dites
de Bell telles que de´crites plus haut.
Ainsi qu’on le constate, un tel mode`le ne´cessite non seulement 4 qubits auxiliaires (pour
simuler une porte a` 2 qubits on a besoin d’un e´tat initial a` 6 qubits ; 1, 2, 3 et 4 e´tant ces
qubits supple´mentaires), mais e´galement de pouvoir mesurer 4 qubits a` la fois ce qui est
difficile a` re´aliser expe´rimentalement.
Il est important de s’inte´resser au nombre de qubits auxiliaires puisque c’est un des
parame`tres de´crivant la complexite´ d’un algorithme quantique.
Deux astuces sont a` mettre au compte de D. Leung tant qualitatif (e´tape 3), que
quantitatif (e´tape 4) [Leu04].
3.2.3 E´tape 2 – D. Leung / Concept
Fig. 3.11 – Simulation de U ∈ SU(2), « a` la Leung »
Ou` BU = {(U † ⊗ I2) |Bn〉 〈Bn| (U ⊗ I2)}n∈{0,1,2,3} est une base de mesures projectives.
Ce qui e´quivaut a` :
Fig. 3.12 – Simulation de U ∈ SU(2) en terme de te´le´portation, « a` la Leung »
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Le mode`le de Nielsen e´quivaut a` la te´le´portation de |ψ〉 puis a` l’application de U , alors
que celui de Leung, c’est re´aliser U puis te´le´porter |ψ〉.
Cela peut sembler anodin a` premie`re vue mais pas si l’on conside`re que les mesures
en me´canique quantique le plus souvent ne´cessitent une e´tape de correction. C’est plutoˆt
difficile chez Nielsen [Nie03], tandis que graˆce a` Leung [Leu02], les ope´rateurs de correction
ne sont plus que des produits tensoriels d’ope´rateurs de Pauli. C’est ainsi que [JP03] dans
le cadre du calcul quantique qui se termine par des mesures dans la base de calcul standard
(c’est-a`-dire une « sortie » classique), comme il s’agit d’un produit tensoriel d’ope´rateurs de
Pauli, il suffit juste de re´-interpre´ter les re´sultats des mesures. Plus d’e´tapes de correction !
Mais plutoˆt des e´tapes de re´-interpre´tation, controˆle´es de fac¸on classique : par exemple,
si l’ope´rateur de correction a` appliquer est σx, on inverse les roˆles des re´sultats classiques
« 0 » et « 1 ». L’inte´reˆt d’un tel raisonnement, mis a` part qu’il e´vite l’e´tape de correction,
re´side dans le fait que le mode`le devient de´terministe car, dans le pire des cas, une e´tape
de correction peut ne jamais se terminer (du moins si on reste dans le cadre du calcul
quantique uniquement base´ sur la mesure) et, dans tous les cas, on ne sait jamais de toute
fac¸on quand celle-ci se termine. En revanche, si on de´sire une « sortie » quantique bien
spe´cifique, comme dans le cas du protocole de la te´le´portation originel qui a une toute autre
application que le calcul, il y a une e´tape de correction comme cela a e´te´ de´ja` explicite´.
3.2.4 E´tape 3 – D. Leung / Ressources
C’est en exploitant le fait qu’en me´canique quantique on puisse faire des mesures dites
de´ge´ne´re´es que Leung a montre´ [Leu02] qu’il suffisait de pouvoir faire des mesures projec-
tives sur au maximum 2 qubits ; c’est un optimum car il faut des interactions sur au moins
2 qubits pour exploiter les proprie´te´s de la me´canique quantique (intrication).
Le travail de D. Leung [Leu02] a donne´ e´galement lieu a` un important the´ore`me dont
voici l’e´nonce´ : {Z,X,X ⊗X,Z ⊗ Z,X ⊗ Z, X+Y√
2
⊗X} est une famille d’observables ap-
proximativement universelle en disposant de 4 qubits auxiliaires.
Constat : pour l’universalite´ approche´e, on a un ensemble discret d’observables sur 1 et 2
qubits. L’ide´e de la de´monstration est la suivante : appliquer la base de mesure BU de´finie
ci-dessus dans les cas particuliers ou` U = {H,T,Cnot} et BU = Bell.
Halte 1 ! Soit σx =
(
0 1
1 0
)
en tant qu’ope´rateur (de´crivant une ope´ration), il est hermi-
tien donc on peut lui associer une observable X.
On a alors :
|0〉 / |1〉 — σx −→ |1〉 / |0〉
|ψ〉 — X −→ sortie = + =⇒ |ψ〉 = |0〉+|1〉√
2
ou sortie = − =⇒ |ψ〉 = |0〉−|1〉√
2
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Halte 2 ! Le symbole « ⊗ » signifie simultane´ite´ (au sens de´tection de « bonnes »
corre´lations ou anti-de´corre´lations) de la mesure (ce symbole a donc une
signification bien diffe´rente de celui que l’on trouve dans le postulat traitant
de la se´parabilite´ d’un syste`me en sous-syste`mes).
Comment simplifier encore plus le mode`le ? Intuitivement, c’est fait pour le type de
mesures puisque l’interaction entre deux qubits est ne´cessaire et suffisante pour exploiter
l’intrication. En revanche, c¸a ne l’est pas pour le nombre de qubits auxiliaires : simuler une
transformation unitaire avec une mesure destructive ne´cessite au moins 1 qubit auxiliaire
et jusqu’ici il y en a 4. Se pose e´galement la question de savoir si on peut diminuer le
nombre d’observables sur 1 et 2 qubits. Dans cette optique, S. Perdrix a introduit un
nouveau concept : le transfert d’e´tat.
3.2.5 E´tape 4 – S. Perdrix
Le transfert d’e´tat [Per05] :
Fig. 3.13 – Le transfert d’e´tat
Preuve :
1. mesure par rapport a` X(b) :
→ mesure du qubit du registre d’entre´e b dans la base projective { |0〉+|1〉√
2
, |0〉−|1〉√
2
}
→ re´sultat de la mesure : j ∈ {1,−1}⇒| ψ1〉 = (α |0〉+ β |1〉)⊗ (σ
1−j
2
z ( |0〉+|1〉√2 ))
soit : |ψ1〉 = 1√2(I ⊗ σ
1−j
2
z )(α |00〉+ α |01〉+ β |10〉+ β |11〉)
2. mesure par rapport a` Z(a) ⊗ Z(b) :
→ mesure projective sur 2 qubits : soit k ∈ {−1, 1} le re´sultat
⇒ |ψ2〉 = (σ
1−j
2
z ⊗ σ
1−k
2
x )(α |00〉+ β |11〉)
3. mesure par rapport a` X(a) avec comme re´sultat : m ∈ {−1, 1}
⇒ |ψ3〉 = (σ
1−m
2
z ⊗ σ
1−j.m
2
z σ
1−k
2
x )( |0〉+|1〉√2 ⊗ α |0〉+ β |1〉)
|ψ〉 a bien e´te´ transfe´re´ du registre a au registre b, a` σ = σ
1−j.m
2
z σ
1−k
2
x pre`s.
Contrairement a` la te´le´portation, il n’y a pas de notion de non localite´ chez le transfert
d’e´tat. Apre`s tout, pour du calcul a` proprement dit, on n’a pas besoin d’une telle notion.
Le transfert d’e´tat par de´finition transfert l’e´tat |ψ〉 d’un registre a` un autre (au sens de
la machine de Turing), a` un ope´rateur de Pauli pre`s. Autrement dit, il simule l’ope´rateur
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I a` un terme correctif pre`s. De fac¸on image´e, il conserve ce qu’il faut d’intrication pour
le calcul. Cela peut paraˆıtre choquant a` premie`re vue car l’intrication est par nature non
locale mais, du point de vue du calcul, ce qui est inte´ressant est de faire « interfe´rer les
registres entre eux » de fac¸on parfaite (contrairement a` ce qui se passe dans le monde
classique) et ce, pas force´ment a` des anne´es-lumie`re. Le gain encouru : on n’a besoin d’un
seul qubit auxiliaire pour la simulation d’une transformation unitaire sur un qubit, au lieu
des deux ne´cessaires pour le protocole de te´le´portation d’un qubit.
De´cortiquons un peu plus cette merveille. Tout comme dans le the´ore`me de Leung, au
lieu de conside´rer une mesure comple`te dans la base de Bell, on ne se contente que de
mesures sur 2 qubits de´ge´ne´re´es. La mesure de Bell, comple`te, est traduisible de la fac¸on
suivante : mesurer selon l’observable Z ⊗ Z (c’est-a`-dire la mesure de´ge´ne´re´e : {|B0〉 +
|B3〉 , |B1〉+|B3〉} ), puis selonX⊗X ({P (1)X⊗X+P (−1)X⊗X , P (1)X⊗X−P (−1)X⊗X/P (λ)X⊗X = I+λX⊗X2 }).
Ces deux observables ne´cessairement commutent, partageant ainsi des vecteurs propres
communs et formant une base dans l’espace de Hilbert de dimension 4. Ceci le`ve par
de´finition le caracte`re de´ge´ne´re´ de la mesure. Intuitivement, meˆme dans un contexte de
non localite´, les mesures de´ge´ne´re´es suffisent pour du calcul car peu importe que 2 qubits
aient le « choix » de se projeter sur 4 e´tats de Bell (mesure de Bell) ou 2 : tout ce que l’on
de´sire, c’est qu’ils soient intrique´s.
En allant plus loin, cette de´ge´ne´rescence est ne´cessaire au transfert d’e´tat qui n’utilise
qu’un seul qubit auxiliaire : on souhaite conserver l’e´tat |ψ〉 malgre´ le fait que la mesure
soit destructive. Le fait que la mesure soit de´ge´ne´re´e fait que ce dernier a « deux fois moins
de chance d’eˆtre de´truit », puis on rame`ne cette chance a` ze´ro « au de´triment » du qubit
auxiliaire.
Remarque 1 : le transfert se fait entre registres voisins : la simplicite´ par excellence.
Remarque 2 : si on conservait le meˆme registre (sur la figure 3.13, |ψ〉 et le qubit
auxiliaire resteraient sur « la meˆme ligne »), il n’y aurait transfert que
d’ope´rateurs de Pauli.
Le transfert d’e´tat ge´ne´ralise´ :
Fig. 3.14 – Le transfert d’e´tat ge´ne´ralise´
Du fait qu’appliquer U puis mesurer selon l’observable O est e´quivalent a` mesurer par
rapport a` l’observable U †OU puis appliquer U [Per06], le transfert d’e´tat ge´ne´ralise´ peut
se traduire uniquement en terme de bases de mesures :
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Fig. 3.15 – Le transfert d’e´tat ge´ne´ralise´ traduit en terme de mesures
Ainsi le transfert d’e´tat ge´ne´ralise´ simule-t-il UV a` un ope´rateur de Pauli pre`s. Et si
on conside`re la famille approximativement universelle {H,HT,Cnot} qui simule de fac¸on
e´vidente, {H,T,Cnot}, on a :
Fig. 3.16 – Le transfert d’e´tat ge´ne´ralise´ : simulation de H en posant U = I et V = H
Fig. 3.17 – Le transfert d’e´tat ge´ne´ralise´ : simulation de H en posant U = I et V = HT
En ce qui concerne la simulation de Cnot, la de´marche est un peu diffe´rente mais on
peut ve´rifier que l’on a :
Fig. 3.18 – Le transfert d’e´tat ge´ne´ralise´ : simulation de Cnot
Il en de´coule le the´ore`me suivant : {Z ⊗X,Z,X, X−Y√
2
} est approximativement univer-
selle en utilisant un seul qubit auxilaire.
L’optimum est atteint en terme de nombre d’observables par rapport a` 2 qubits et
nombre de qubits auxiliaires. Reste a` savoir si on peut diminuer le nombre d’observables
par rapport a` 1 qubit.
En ce qui concerne l’universalite´ exacte vis-a`-vis de la famille {U ∈ SU(2), Cnot}, a e´te´
de´montre´ le the´ore`me suivant : {Z ⊗X,Z, cos θX + sin θY, θ ∈ [0,pi]} est universelle avec
un seul qubit auxiliaire.
Remarque : il est e´vident que pour l’universalite´ exacte il faille une infinite´ d’observables
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puisqu’il y a une infinite´ d’ope´rations unitaires. Il a e´te´ montre´ [CN00] qu’en y rajoutant
Cnot, cela suffisait pour l’universalite´ exacte : intuitivement, du moment que c¸a intrique,
on peut mode´liser toute transformation unitaire portant sur n qubits.
Conclusion
A priori les deux mode`les semblent tre`s diffe´rents. Il n’en est rien. Plusieurs approches
ont e´te´ suivies afin de de´montrer leur e´quivalence [CLN05, JP04] mais celles-ci demeurent,
malgre´ leur pertinence, moins satisfaisantes [Joz05] que celle de F. Verstraete [VC04]. Ce
dernier est le premier a` avoir eu l’ide´e, s’inspirant de la physique du solide, d’introduire
la notion d’e´tat a` liaisons de valence (VBS pour valence bond state) dans ce contexte
si particulier qu’est le calcul quantique. Graˆce a` cette notion chaque mesure locale sur 1
qubit va pouvoir eˆtre interpre´te´e comme une te´le´portation, un article tre`s complet sur le
sujet est [Cla06].
Ce chapitre termine un e´tat de l’art concernant le calcul quantique qui s’est voulu,
sinon complet, simple d’acce`s.
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Deuxie`me partie
Approches alge´briques et
ge´ome´triques du calcul quantique
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Chapitre 4
Approche alge´brique
Introduction
On a vu dans la premie`re partie de cet essai que le calcul en re`gle ge´ne´rale est avant tout
un proble`me de langage et de mode´lisation. La seconde partie va explorer certains aspects
du calcul quantique via la ge´ome´trie projective, les graphes et l’alge`bre. L’utilisation de ces
trois « langages » va permettre de mettre en e´vidence des liens entre quelques facettes du
calcul quantique et les trois domaines des mathe´matiques mentionne´s a` l’instant. Beaucoup
des travaux de mon directeur de the`se, Michel Planat, [SPR04], [PR05], [PSK06], [SP07b],
[SPP08], [SPKP07], [SPK06], [SP07a], [PS08], [PBS07], [PB07], [Pla10b], [Pla09], [PS09],
[PK10], [PJ08], [Pla10a], [Pla11], abondent dans ce sens et c’est a` partir d’eux que j’ai
effectue´ mes recherches. Les paradoxes apparents de la me´canique quantique induisent
grand nombre de questions et Michel Planat a voulu lever le voile sur certains d’entre eux
en interrogeant les mathe´matiques. Ce chapitre a pour vocation d’introduire les re´sultats
du dernier chapitre mais uniquement du point de vue de l’alge`bre. L’annexe A de´finit les
quelques notions d’alge`bre utilise´es dans ce chapitre.
La surprenante efficacite´ mathe´matique pour la physique sera illustre´e, sur le the`me
des observables de la physique quantique et du paradoxe d’Einstein, Podolsky et Rosen
(appele´ paradoxe EPR) de 1935 [EPR35]. Les travaux de Michel Planat e´tablissent un lien
fort entre, d’une part, la de´monstration de Kochen et Specker [KS67] ayant donne´ lieu
a` un the´ore`me de physique (revue et rendue simple d’acce`s par les travaux de Peres et
Mermin en 1993 [Mer93]) sur l’impossibilite´ des variables cache´es contextuelles, et d’autre
part, la machinerie mathe´matique de la the´orie de Galois [Art98], en particulier ses corps
et ses anneaux (cf. sections A.2, A.3, A.3.2). La principale caracte´ristique des corps de
Galois est qu’ils sont finis et de dimension puissance d’un nombre premier. Par extension,
la notion d’anneaux de Galois a e´te´ introduite par le mathe´maticien W. Krull en 1924.
Il s’agit [Alb06] des anneaux finis dont les diviseurs de 0 forment un ide´al principal (cf.
section A.2.2) de cardinal (cf. section A.1.3) p ou` p est un nombre premier. La structure
d’un anneau de Galois est de´crite par la caracte´ristique (cf. e´quation A.4) de l’anneau qui
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est une puissance du nombre premier p, et son nombre d’e´le´ments qui est une puissance
de sa caracte´ristique. Comme pour les corps de Galois, on peut donner une construction
polynomiale des anneaux de Galois (cf. section A.3.2 pour le cas des corps).
4.1 Le contexte
4.1.1 Historique et discussion
La me´canique quantique est non de´terministe, dans le sens ou` elle ne peut pas pre´dire
avec certitude le re´sultat d’une mesure. Elle ne peut pre´dire que les probabilite´s des re´sul-
tats d’une mesure (postulat de la me´canique quantique concernant la mesure, cf. section
2.1). Cela conduit a` une situation ou` la mesure d’une certaine proprie´te´ sur deux syste`mes
formellement identiques peut conduire a` deux re´sultats diffe´rents. La question se pose in-
e´vitablement de savoir s’il peut exister un niveau de re´alite´ plus profond, qui pourrait
eˆtre formalise´ par une the´orie plus fondamentale que la me´canique quantique, et pourrait
pre´dire avec certitude le re´sultat de la mesure.
Max Born publia en 1926 deux articles [AE88] proposant l’interpre´tation du carre´
du coefficient complexe d’un e´tat comme e´tant la probabilite´ de mesurer cet e´tat. Selon
cette interpre´tation, il fallait accepter qu’un parame`tre physique ne posse`de pas une valeur
de´termine´e avant qu’il ne soit mesure´. Cela marqua le point de de´part d’une opposition
a` cette interpre´tation, principalement mene´e par Albert Einstein, Erwin Schro¨dinger et
Louis de Broglie. Ces physiciens e´taient attache´s a` une vision dite re´aliste de la physique,
selon laquelle la physique se doit de de´crire le comportement d’entite´s physiques re´elles,
et non se contenter de pre´dire des re´sultats. Dans ce cadre, accepter un inde´terminisme
fondamental est difficile, ce que Einstein a traduit par sa ce´le`bre phrase : « Dieu ne joue
pas aux de´s » [AE88].
Environ dix ans plus tard, dans un des articles les plus cite´s du vingtie`me sie`cle
[EPR35], Einstein, Podolsky et Rosen s’interrogent sur la comple´tude de la the´orie quan-
tique et re´pondent par la ne´gative, ouvrant ainsi la voie aux the´ories dites a` variables
cache´es : « dans une the´orie comple`te [EPR35], il y a un e´le´ment correspondant a` chaque
e´le´ment de re´alite´. Une condition suffisante pour la re´alite´ d’une quantite´ physique est
la possibilite´ de la pre´dire avec certitude, sans perturber le syste`me. En me´canique quan-
tique, pour deux quantite´s physiques de´crites par des ope´rateurs qui ne commutent pas,
la connaissance de l’une exclut la connaissance de l’autre. Alors soit la description de la
re´alite´ de la fonction d’onde en me´canique quantique n’est pas comple`te (1), soit ces deux
quantite´s n’ont pas de re´alite´ simultane´e (2). Re´aliser des pre´dictions pour un syste`me,
sur la base de mesures faites pour un autre syste`me ayant interagi auparavant, conduit au
re´sultat que si (1) est faux, alors (2) est faux. On doit donc en conclure que la description
donne´e par la fonction d’onde est incomple`te ».
La contribution la plus connue, qui sans pour autant clore la discussion a fait pencher
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la balance en faveur de la me´canique quantique, est celle de John Bell avec ses fameux no-
go the´ore`mes [Bel66], connus e´galement sous le nom d’ine´galite´s de Bell [CN00]. C’est en
1964 que John Bell e´tablit ses ce´le`bres ine´galite´s, ine´galite´s qui doivent eˆtre ve´rifie´es si des
variables cache´es - au sens de´fini par Einstein - existent, et viole´es si elles n’existent pas. Les
expe´riences visant a` ve´rifier les ine´galite´s de Bell purent eˆtre mene´es au de´but des anne´es
1980 par Alain Aspect et al [AGR82], [ADR82], et aboutirent a` une violation des ine´galite´s,
invalidant la possibilite´ d’existence de variables cache´es au sens de´fini par Einstein (c’est-
a`-dire des variables dites locales, respectant le principe de causalite´, principe qui stipule
que si un phe´nome`ne (nomme´ cause) produit un autre phe´nome`ne (nomme´ effet), alors
l’effet ne peut pas pre´ce´der la cause).
Une autre contribution, datant de 1967, longtemps laisse´e aux oubliettes car tre`s com-
plexe a` appre´hender, connue sous le nom du the´ore`me de Kochen et Specker ([KS67],
[Mer93]), que l’on notera (KS), a refait surface bien plus tard, en 1993, graˆce a` Peres et
Mermin qui ont simplifie´ conside´rablement le proble`me [Mer93].
Le the´ore`me (KS) de´montre que toute the´orie a` variables cache´es rendant compte
des re´sultats des expe´riences de physique quantique est contextualiste, c’est-a`-dire que les
valeurs mesure´es des parame`tres physiques de´pendent ne´cessairement du contexte expe´ri-
mental, et non des entite´s physiques seules. Ce the´ore`me porte un autre coup a` la vision
re´aliste d’Einstein, qui supposait que chaque entite´ physique a une existence objective,
inde´pendante de son environnement et de l’observation. Cela revient a` dire qu’il est im-
possible d’attribuer aux observables de´crivant un syste`me individuel quantique une valeur
de´finie, lorsque celles-ci ne commutent pas (cf. section 2.1, e´quation 2.5).
En bref, le the´ore`me (KS) de´montre que les mesures ne re´ve`lent pas des valeurs pre´-
existantes. Toute the´orie de´terministe qui pre´tend assigner un re´sultat de´fini a` chaque
mesure quantique, et conforme aux re´sultats statistiques de la the´orie quantique, doit
ne´cessairement eˆtre contextuelle : elle de´pend de l’endroit ou` se trouve l’observateur, du
type d’appareil de mesure.
Toutefois, ce the´ore`me ne met pas tout a` fait un terme aux espoirs d’une certaine
forme de re´alisme (toutefois assez e´loigne´ du re´alisme classique selon Einstein) car il est
toujours possible d’imaginer que l’entite´ « re´elle » - posse´dant toutes les caracte´ristiques
de´terminant le re´sultat de la mesure - ne soit plus constitue´e des particules seules, mais des
particules ET leur contexte, globalement (ce qui est envisageable dans le cadre de variables
cache´es non locales). Cette forme de re´alisme est parfois nomme´e ontologie contextuelle
[Str08].
En 2003, Anthony Leggett e´tablit des ine´galite´s [Leg03], semblables a` celles de Bell,
qui doivent eˆtre ve´rifie´es par toute the´orie a` variables cache´es non locales ve´rifiant certains
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pre´-requis raisonnables. La violation de ces ine´galite´s rendraient donc un ensemble im-
portant de the´ories a` variables cache´es, mais cette fois-ci non locales, incompatibles avec
l’expe´rience.
En 2007, Anton Zeilinger re´ussit a` tester ces ine´galite´s [GPK+07], qui s’ave`rent viole´es.
Ainsi semble-t-il difficile de maintenir des the´ories a` variables cache´es, locales ou non,
car les hypothe`ses retenues par Legget pour baˆtir le mode`le aboutissant a` ses ine´galite´s
sont raisonnables [Leg03]. Toutefois, selon Alain Aspect [Asp07], la violation ave´re´e des
ine´galite´s de Legett ne remet pas en cause le mode`le a` variables cache´es non locales de
Bohm.
En ce qui concerne cette dernie`re the´orie, elle est remise en cause [Sua07] non par
les ine´galite´s de Leggett, mais notamment par un type d’expe´riences, nomme´e before-
before experiment, effectue´es en 2002 [SZGS02], qui mettent en jeu un dispositif du genre
expe´rience d’Aspect, mais avec des polariseurs en mouvement.
Ces re´sultats - encore re´cents - doivent eˆtre pris avec prudence, mais peu de physiciens
doutent de la validite´ de ces re´sultats expe´rimentaux. Dans l’e´tat actuel des choses, meˆme
l’ontologie contextuelle devient difficile a` de´fendre en l’absence de variables cache´es non-
locales, et il semble (en tout cas telle est la conclusion de Zeilinger et de son e´quipe)
qu’il faille abandonner toute forme de re´alisme, dans le sens ou` le re´sultat d’une mesure
quantique ne de´pend pas (entie`rement) des proprie´te´s objectives du syste`me quantique
mesure´.
Ce de´bat quelque peu e´sote´rique, mais primordial si on veut tenter de comprendre une
the´orie (et non pas seulement appliquer ses postulats comme les re`gles d’un jeu), a` pro-
pos de la de´finition de la re´alite´ physique, s’est mue´ en une argumentation mathe´matique
non triviale qui illustre la nature parfois ambigue¨ des rapports entre mathe´matiques et
physique. De plus, du point de vue de l’informatique quantique, c’est l’un des apanages
du scientifique qui s’inte´resse a` cette discipline que d’explorer diffe´rents formalismes, diffe´-
rents mode`les, pour arriver a` de nouvelles constructions algorithmiques. L’alge`bre, avec ces
structures, en l’occurrence plus particulie`rement ses groupes, corps et anneaux de Galois,
est une vision qui peut se re´ve´ler inte´ressante.
Par ailleurs, meˆme si les the´ore`mes de Bell et le the´ore`me (KS) sont de tre`s bons
arguments, le de´bat est-il pour autant clos ? C’est la` ce que Michel Planat a voulu explorer,
comme on va le voir dans la suite des e´ve´nements. Il montre entre autre que ces notions
de non de´terminisme et de non pre´diction en physique quantique ont une structure de
corps et d’anneaux de Galois sous-jacente, [LN97], [Con], pour finalement e´voluer vers une
formulation mathe´matique de la comple´mentarite´ quantique. Deux observables sont dites
comple´mentaires (cf. section 4.3) si une connaissance pre´cise de l’une implique que les
valeurs possibles, issues de mesures sur l’autre observable, ont la meˆme probabilite´ d’eˆtre
obtenues (sont e´galement incertaines).
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4.1.2 Le the´ore`me de Kochen et Specker et les travaux de Peres et
Mermin
Le the´ore`me de Kochen et Specker :
Avant d’e´noncer le the´ore`me (KS), il ne semble pas inutile d’expliciter les deux hy-
pothe`ses lie´es a` l’ide´e, au premier abord anodine, de re´alisme scientifique, ide´e che`re aux
partisans d’une the´orie quantique a` variables cache´es (cf. la re´fe´rence [oP00] qui constitue
une tre`s bonne introduction aux tenants et aux aboutissants du the´ore`me (KS)) :
1. (VD) Toutes les observables de´crivant un syste`me quantique ont une valeur de´finie
a` chaque instant [oP00].
Cette hypothe`se dite de la valeur de´finie est motive´e par le principe qui semblait acquis
jusqu’a` maintenant que ce qui existe dans la nature est inde´pendant des mesures que
l’on pourrait effectuer dessus, mesures qui ne servent qu’a` nous donner des informations.
Puisque la mesure d’observables en me´canique quantique donne des valeurs plus ou moins
pre´cises, il y a de bonnes raisons de penser que de telles valeurs existent inde´pendam-
ment des mesures, ce qui ame`ne a` supposer l’e´nonce´ (VD) vrai. (Il est a` noter que l’on a
pas besoin de supposer ici que les valeurs soient re´ve´le´es de manie`re exacte par une me-
sure quelconque, mais seulement qu’elles existent !) On peut comple´ter l’hypothe`se d’un
re´alisme scientifique par cette deuxie`me hypothe`se, plus concre`te, hypothe`se dite de non
contextualite´ :
2. (NC) Si un syste`me quantique posse`de une proprie´te´ (la valeur d’une observable),
celle-ci doit eˆtre inde´pendante d’un quelconque contexte de mesure, c’est-a`-dire in-
de´pendante du comment cette valeur a e´te´ mesure´e [oP00].
Cela signifie que si un syste`me posse`de une proprie´te´ donne´e, c’est de manie`re inde´pendante
a` l’e´ventualite´ d’avoir obtenu d’autres valeurs par d’autres moyens. Les hypothe`ses (VD) et
(NC) expriment l’ide´e de l’inde´pendance de la re´alite´ physique par rapport a` d’e´ventuelles
mesures.
Le the´ore`me (KS) e´tablit une contradiction entre (VD)+(NC) et la me´canique quan-
tique. Donc accepter la me´canique quantique comme the´orie comple`te, c’est renoncer a`
(VD) ou (NC).
Plus concre`tement, supposons, par exemple, que A, B et C soient des ope´rateurs her-
mitiens (cf. chapitre 2, section 2.1), dont les commutateurs satisfont [A,B] = [A,C] = 0 et
[B,C] := 0. L’hypothe`se de non contextualite´ dit que la valeur, pre´dite dans une mesure
de l’observable A, ne de´pend pas du fait que les observables B et C aient e´te´ mesure´es si-
multane´ment. Le the´ore`me (KS) montre qu’un mode`le de physique quantique a` variables
cache´es, qui est non contextuel dans ce sens, est impossible a` obtenir pour un espace de
Hilbert de dimension x ≥ 3. Dans l’hypothe`se ou` B et C commutent, cela n’a donc pas de
sens de se poser la question de la contextualite´.
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La the´orie quantique requiert que le re´sultat de la mesure d’une observable A est
l’une des valeurs propres v(A) de l’ope´rateur. Supposons qu’il existe une relation fonction-
nelle f(A,B, C, . . . ) = 0 entre les observables, dont toutes ne commutent pas entre elles.
Alors, on s’attend a` ce qu’une relation alge´brique similaire soit satisfaite par les valeurs
propres, soit f(v(A), v(B), v(C), . . . ) = 0. Cependant, il est possible de construire des
contre-exemples a` cette strate´gie, ce qui nie l’existence de variables cache´es non contex-
tuelles.
E´nonce´ du the´ore`me (KS) [oP00] :
SoitH un espace de Hilbert de dimension x ≥ 3, il existe un ensembleM d’observables,
contenant y e´le´ments, tels que les deux hypothe`ses suivantes sont contradictoires :
1. (KS1) Tous les e´le´ments y de M ont simultane´ment des valeurs, c’est-a`-dire qu’on
peut les identifier sans ambigu¨ıte´ a` des nombres re´els, note´s v(A), v(B), v(C),... pour
les observables A, B, C,...
2. (KS2) Les valeurs des observables ve´rifient :
– (a) Si A, B, C,... commutent deux a` deux et si C = A+ B,... alors v(C) = v(A) +
v(B),...
– (b) SiA, B, C,... commutent deux a` deux et si C = A.B,... alors v(C) = v(A).v(B),...
L’hypothe`se (KS1) correspond a` (VD). Il est plus difficile de relier (KS2) a` (NC). Les
e´nonce´s (a) et (b) sont connus dans la litte´rature comme respectivement la re`gle de somme
(Sum Rule) et la re`gle de produit (Product Rule). Ils sont conse´quence d’un principe appele´
principe de composition fonctionnelle qui est lui meˆme une conse´quence de (NC) [oP00].
Si on conside`re les contrapose´es (au sens logique, c’est-a`-dire si la proposition A im-
plique la proposition B, la ne´gation de B implique la ne´gation de A) de (KS1) et de (KS2),
cela revient a` dire qu’il est impossible d’attribuer aux observables de´crivant un syste`me
individuel quantique une valeur de´finie ou qu’il est impossible qu’elles ne de´pendent pas
d’un contexte d’expe´rimentation, lorsque celles-ci ne commutent pas.
La premie`re preuve de ce the´ore`me (KS) date de 1967 [KS67] et a e´te´ formule´e pour
un espace de dimension x = 3, repre´sentant les e´tats de spin d’une particule de spin 1, a`
partir de y = 117 observables, associe´es au carre´ des composantes du moment angulaire, le
long des 117 directions. Il est un fait que les carre´s des composantes, le long des directions
orthogonales, sont des ope´rateurs qui commutent et posse`dent des valeurs propres 0 ou 1,
satisfaisant a` la re`gle quantique v(A)+v(B)+v(C) = 2, quelque soit le triplet d’observables
(A,B, C). Or on montre, par un argument ge´ome´trique assez complique´ [Mer93], que cette
condition est impossible a` satisfaire pour le syste`me ci-dessus.
Plusieurs de´monstrations ont par la suite simplifie´ le proble`me en impliquant moins
d’observables : Mermin en 1990 [Mer90b],[Mer90a], Peres en 1991 [Per91], Kernaghan en
1994 [Ker94], [KP95], Cabello et al en 1997 [Cab97], [CEA97] pour ne citer qu’eux, avec,
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pour apothe´ose en terme de simplicite´, les travaux de Peres et Mermin de 1993 [Mer93]
que l’on va maintenant e´voquer.
Les travaux de Peres et Mermin
Peres et Mermin ont exhibe´ de leur e´tude de (KS) [Mer93] un syste`me de neuf obser-
vables, repre´sentant l’interaction de deux particules de spin 1/2, c’est-a`-dire interagissant
dans un espace de Hilbert de dimension q = 4.
Les ope´rateurs du syste`me de Peres et Mermin sont repre´sente´s dans le tableau 4.1 :
I2 ⊗ σz σz ⊗ I2 σz ⊗ σz
σx ⊗ I2 I2 ⊗ σx σx ⊗ σx
σx ⊗ σz σz ⊗ σx σy ⊗ σy
Tab. 4.1 – Le carre´ magique de Peres et Mermin pour la preuve (KS)
Les matrices intervenant sont les matrices de Pauli, dites e´galement ope´rateurs de Pauli
(cf. chapitre 2, section 2.2.2). Le symbole « ⊗ » repre´sente ici le produit tensoriel (dernier
postulat de la me´canique quantique, chapitre 2, section 2.1).
On observe que chacune des lignes ou des colonnes du tableau 4.1 est constitue´e d’un
triplet d’ope´rateurs qui commutent entre eux. D’autre part, chacun des ope´rateurs pos-
se`dent des valeurs propres +1 ou −1. En multipliant entre elles toutes les lignes et toutes
les colonnes, puisque chacun des ope´rateurs intervient 2 fois, le produit des valeurs propres
est 1. Au niveau des ope´rateurs, le produit des ope´rateurs dans un triplet est toujours
I2⊗ I2 = I4, sauf pour la dernie`re colonne ou` le produit est −I4. Il y a donc contradiction
entre la re`gle alge´brique pour les ope´rateurs et celle pour les valeurs propres correspon-
dantes, ce qui de´montre le the´ore`me (KS) pour ce syste`me. Cette contradiction vient du
fait que les ope´rateurs sur des lignes ou colonnes distinctes ne commutent pas ne´cessai-
rement. (cf. la table de multiplication des 16 ope´rateurs intervenant dans l’interaction de
deux spins 1/2, explicite´e dans la section 4.3.1 du pre´sent chapitre).
Concre`tement, on verra dans la section 4.3 que les travaux de Peres et Mermin [Mer93]
ont permis d’e´voluer vers une formulation mathe´matique de la comple´mentarite´ quantique
tre`s simplifie´e et entre autre, par ce biais, de re-de´montrer le the´ore`me (KS) ; certes, pour
des cas particuliers, mais de fac¸on tre`s simple et, de toute fac¸on, un seul contre-exemple
montrant qu’une the´orie quantique a` variables cache´es est fausse suffit dans l’absolu.
4.2 Un ingre´dient mathe´matique
4.2.1 Le corps fini a` 4 e´le´ments ou plus : F4
De manie`re ge´ne´rale, le corps de Galois (cf. annexe A, section A.3.2) Fq, a` q e´le´ments,
ou` q = pn avec p premier et n ∈ N\{0}, est repre´sente´ par des classes de polynoˆmes Fp[x], a`
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coefficients dans un corps de base Fp, le corps des entiers modulo p, obtenues en effectuant
les calculs modulo un polynoˆme irre´ductible sur le corps de base (cf. section A.3.2).
Par exemple, pour p = 2, le polynoˆme 1 + x + x2 est irre´ductible dans F2[X] (c’est
d’ailleurs l’unique polynoˆme irre´ductible de degre´ 2). Le corps de base est F2 = Z2, le
corps a` 2 e´le´ments 0 et 1. L’extension correspondante est un corps note´ F4 (cf. section
A.3.3). Ce corps a exactement 4 e´le´ments qui sont 0, 1, et les deux racines, x et x+ 1, du
polynoˆme 1 + x+ x2. Ses lois sont donne´es dans les tableaux, 4.2 pour la loi additive, 4.3
pour la loi multiplicative (cf. section A.3.2).
Le groupe additif de F4 :
La table du groupe est la suivante :
+ 0 1 x x+1
0 0 1 x x+1
1 1 0 x+1 x
x x x+1 0 1
x+1 x+1 x 1 0
Tab. 4.2 – Addition dans F4
Le groupe multiplcatif de F4
La table du groupe est la suivante :
. 0 1 x x+1
0 0 0 0 0
1 0 1 x x+1
x 0 x x+1 1
x+1 0 x+1 1 x
Tab. 4.3 – Multiplication dans F4
4.2.2 Un hie´roglyphe de´couvert : la table de Pauli
∗ I2 σx σy σz
I2 I2 σx σy σz
σx σx I2 iσz −iσy
σy σy −iσz I2 iσx
σz σz iσy −iσx I2
Tab. 4.4 – Multiplication des matrices de Pauli
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Avec
I2 =
(
1 0
0 1
)
,σx =
(
0 1
1 0
)
,σy =
(
0 −i
i 0
)
et σz =
(
1 0
0 −1
)
(4.1)
Il s’agit des matrices de Pauli. L’ope´ration ∗ est la multiplication des matrices.
Si on identifie : 0 et I2 a` « A », 1 et σx a` « B », x et σy a` « C », x+ 1 et σz a` « D »,
les tableaux 4.2 et 4.4 deviennent :
+ A B C D
A A B C D
B B A D C
C C D A B
D D C B A
TAB 4.a - Table d’addition du groupe F4
avec la nouvelle notation
∗ A B C D
A A B C D
B B A iD −iC
C C −iD A iB
D D iC −iB A
TAB 4.b - Multiplication des matrices de
Pauli avec la nouvelle notation
On note que les tableaux 4.a et 4.b ont une structure similaire, au symbole multiplicatif
pre`s, i ou −i (ce qui n’est pas de´rangeant du point de vue de la physique puisqu’il s’agit
d’une phase globale donc non mesurable ; dans le chapitre 2, a` la section 2.2.1, a e´te´ e´voque´e
l’information cache´e dans la description d’un qubit).
On a de´ja` vu que les matrices de Pauli sont les attributs naturels des habitants de
l’espace de Hilbert H2, les qubits (cf. chapitre 2, section 2.2.1), et qu’elles permettent de
faire les ope´rations les plus e´le´mentaires de calcul quantique (cf. chapitre 2, section 2.2.2).
A la vue des tableaux 4.a et 4.b, il semble y avoir un lien entre le groupe additif F4
(cf. tableau 4.2) et la loi de multiplication des matrices de Pauli (cf. tableau 4.4).
4.3 Formulation mathe´matique de la comple´mentarite´ quan-
tique
4.3.1 Un outil : la table de multiplication des 16 ope´rateurs intervenant
dans l’interaction de deux spins 1/2
On utilise pour le tableau 4.5 ci-apre`s la notation suivante :
0 = I4, 1 = I2 ⊗ σz, 2 = σz ⊗ I2, 3 = σz ⊗ σz,
4 = σx ⊗ I2, 5 = I2 ⊗ σy, 6 = σx ⊗ σy, 7 = σx ⊗ σz,
8 = σz ⊗ σx, 9 = σy ⊗ σy, 10 = I2 ⊗ σx, 11 = σy ⊗ I2,
12 = σy ⊗ σx, 13 = σy ⊗ σz, 14 = σx ⊗ σx, 15 = σz ⊗ σy
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* 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 0 3 2 7 -i10 -i14 4 i15 -i12 i5 i3 i9 11 i6 -i8
2 2 3 0 1 i11 15 i9 i13 10 -i6 8 -i4 -i14 -i7 i12 5
3 3 2 1 0 i13 -i8 12 i11 i5 -14 i15 -i7 6 -i4 -9 -i10
4 4 7 -i11 -i13 0 6 5 1 -i12 i15 14 i2 i8 i3 10 -i9
5 5 i10 15 i8 6 0 4 i14 -i3 11 -i1 9 -i13 i12 -i7 2
6 6 i14 -i9 1e´ 5 4 0 i10 -13 i2 -i7 i15 3 -8 -i1 -i11
7 7 4 -i13 -i11 1 -i14 -i10 0 9 8 i6 i3 -15 i2 i5 -12
8 8 -i15 10 -i5 i12 i3 -13 9 0 7 2 -i14 -i4 -6 -i11 i1
9 9 i12 i6 -14 -i15 11 -i2 8 7 0 -i13 5 -i1 i10 -3 i4
10 10 -i5 8 -i15 14 i1 i7 -i6 2 i13 0 12 11 -i9 4 i3
11 11 13 i4 i7 -i2 9 -i15 -i3 i14 5 12 0 10 1 -i8 i6
12 12 -i9 i14 6 -i8 i13 3 -15 i4 i1 11 10 0 -i5 i2 -7
13 13 11 i7 i4 -i3 -i12 -8 -i2 -6 -i10 i9 1 i5 0 15 14
14 14 -i6 -i12 -9 10 i7 i1 i5 i11 -3 4 i8 -i2 15 0 13
15 15 i8 5 i10 i9 2 i11 -12 -i1 -i4 -i3 -i6 -7 14 13 0
Tab. 4.5 – Table de multiplication des 16 ope´rateurs ge´ne´ralise´s de Pauli intervenant dans
l’interaction de deux particules de spin 1/2.
Le tableau 4.5 permet de lire directement si les ope´rateurs concerne´s commutent ou
pas. En l’occurrence, il s’agit des ope´rateurs de Pauli ge´ne´ralise´s sur 2 qubits. Ils sont dits
ge´ne´ralise´s en ce sens qu’ils ne s’appliquent plus seulement sur 1 qubit. Ce tableau va
eˆtre utile pour la suite et permettra e´galement de construire la matrice d’adjacence du
graphe de Pauli pour les 2 qubits de´fini dans le chapitre 5.
4.3.2 Structure cache´e dans le carre´ de Peres et Mermin
On de´finit une notation condense´e telle que les 3 e´le´ments d’une ligne ou d’une colonne
du tableau 4.1 s’e´crivent X1(i), X2(i) et X3(i) pour i ∈ {1, 2, 3, 4, 5, 6}. Par exemple, on
aura pour la ligne 1 :
X1(1) = I2 ⊗ σz =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 , X2(1) = σz ⊗ I2 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 ,
X3(1) = σz ⊗ σz =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

et i = 2 fera re´fe´rence a` la deuxie`me ligne, i = 3 a` la troisie`me, i = 4 a` la premie`re colonne,
i = 5 a` la deuxie`me et enfin i = 6 a` la troisie`me.
84
4.3 Formulation mathe´matique de la comple´mentarite´ quantique
Conside´rons l’ensemble Y (j) = {I4, X1(j), X2(j), X3(j)}j=1..5, constitue´ de la matrice
unite´ et d’un triplet d’ope´rateurs du tableau 4.1 correspondant aux lignes 1 a` 3 ou aux
colonnes 1 et 2. Pour chacun des Y (j), on observe les relations alge´briques suivantes :
∗ I4 X1 X2 X3
I4 I4 X1 X2 X3
X1 X1 I4 X3 X2
X2 X2 X3 I4 X1
X3 X3 X2 X1 I4
Tab. 4.6 – Structure de groupe cache´ du carre´ magique de Peres et Mermin
Par exemple, pour la ligne 1 du tableau 4.1, on ve´rifie aise´ment que :
X1(1)X2(1) = X3(1), X1(1)X3(1) = X2(1), X2(1)X3(1) = X1(1), etc. (4.2)
On montre par des calculs plutoˆt simples (cf. equation 4.2) que le tableau 4.6 est ve´rifie´
e´galement pour j = 2, 3, 4 et 5, mais qu’en revanche ce n’est pas le cas pour la colonne 3
du tableau 4.1.
En utilisant la notation condense´e X1, X2 et X3 et en identifiant respectivement I4 et
0 a` A, X1 et 1 a` B, X2 et x a` C et enfin X3 et x+1 a` D, les tableaux 4.2 et 4.6 deviennent
le tableau 4.7 :
ope´ration A B C D
A A B C D
B B A D C
C C D A B
D D C B A
Tab. 4.7 – Les tableaux 4.2 et 4.6 dans la nouvelle notation
Le tableau 4.6 est ainsi similaire au tableau 4.2. On peut dire que la multiplication des
ope´rateurs de l’espace de Hilbert de dimension 4, pre´sents dans les lignes 1 a` 3 et colonnes
1 et 2 du carre´ de Peres et Mermin (ope´rateurs du tableau 4.1 auxquels on adjoint l’unite´
I4), est isomorphe (cf. section A.4) a` l’addition du corps fini a` 4 e´le´ments F4.
On peut donc en conclure que la de´monstration du the´ore`me (KS) par le carre´ magique
de Peres et Mermin est intimement lie´e aux proprie´te´s du groupe additif dans le corps F4.
Reste que la re`gle de multiplication des lignes 1 a` 3, et colonnes 1 et 2 du carre´ de
Peres et Mermin (cf. tableau 4.6), est aussi tre`s similaire a` la re`gle de multiplication des
matrices de Pauli (cf. tableau 4.4), pour peu que l’on ignore le symbole multiplicatif i ou
−i.
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4.3.3 Bases mutuellement non biaise´es (MUBs pourMutually Unbiased
Bases)
De´finition
Deux bases de l’espace de Hilbert conside´re´/deux observables (on e´tudie leurs vecteurs
propres et, pour rappel, leurs valeurs propres sont re´elles, caracte´ristique qui leur confe`re
leur caracte`re mesurable) sont dites mutuellement non biaise´es (ou maximalement
incompatibles, ou maximalement de´corre´le´s, ou encore comple´mentaires) si une mesure
pre´cise effectue´e via l’une/sur l’une, laisse attendre des re´sultats tout a` fait ale´atoires
(parmi les re´sultats e´quiprobables pre´vus par le postulat de la mesure) pour une autre
mesure qui serait effectue´e ulte´rieurement via l’autre/sur l’autre (et re´ciproquement).
De fac¸on plus formelle, deux bases orthonormales A et B d’un espace de Hilbert de
dimension d, note´ Hd, sont dites mutuellement non biaise´es si et seulement si [CN00] :
∀a ∈ A, b ∈ B, |< a | b >|= 1√
d
(4.3)
Exemple
Pour 1 qubit, deux MUBs sont celles respectivement de´finies par les vecteurs propres
de σx et σz ; autrement dit, les deux bases de l’espace de Hilbert de dimension 2, H2,
suivantes : {|0〉 , |1〉} et { |0〉+|1〉√
2
, |0〉−|1〉√
2
} sont des MUBs. C’est pourquoi, dans le chapitre
1, a` la section 2.2, a e´te´ dit que la base {|0〉 , |0〉+|1〉√
2
} poserait « un proble`me une fois sur
2 ». Il s’agit juste d’une reformulation des choses.
Remarque : cette proprie´te´ est tre`s importante et purement quantique ; elle intervient
plus ou moins de fac¸on implicite, autant dans les protocoles quantiques (te´le´portation et
cryptographie quantiques par exemple), qu’en calcul quantique.
Application
Faisons maintenant apparaˆıtre un nouveau carre´ d’ope´rateurs qui se distingue de celui
du tableau 4.1 par les e´le´ments en colonne 2 et 3 de la deuxie`me ligne.
I2 ⊗ σz σz ⊗ I2 σz ⊗ σz
σx ⊗ I2 I2 ⊗ σy σx ⊗ σy
σx ⊗ σz σz ⊗ σx σy ⊗ σy
Tab. 4.8 – 3 bases mutuellement non biaise´es
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Ses nouvelles proprie´te´s sont les suivantes :
1. Contrairement au tableau 4.1 les ope´rateurs d’une meˆme colonne ne commutent pas
tous, les deux contre-exemples e´tant :
[(I2 ⊗ σy), (σz ⊗ σx)] := 0 et [(σx ⊗ σy), (σy ⊗ σy)] := 0
2. Les ope´rateurs sur chacune des lignes posse`dent les meˆmes valeurs propres (cette
proprie´te´ est partage´e par le tableau 4.1).
3. Le produit des ope´rateurs d’un ligne ou d’une colonne vaut I4 : on ne retrouve pas
la contradiction (KS) (explicite´e pour un espace de Hilbert de dimension 4 dans le
tableau 4.1).
4. Entre deux lignes distinctes, les observables sont mutuellement non biaise´s. On dira
encore que les observables d’une ligne sont comple´mentaires des observables d’une
autre ligne (ce n’e´tait pas le cas pour le tableau 4.1 a` cause de sa deuxie`me ligne).
Cette proprie´te´ de comple´mentarite´ vaut en fait pour un ensemble complet de 5 lignes,
repre´sente´ dans le tableau 4.9, ci-dessous [LBZ02].
I2 ⊗ σz σz ⊗ I2 σz ⊗ σz
σx ⊗ I2 I2 ⊗ σy σx ⊗ σy
σx ⊗ σz σz ⊗ σx σy ⊗ σy
I2 ⊗ σx σy ⊗ I2 σy ⊗ σx
σy ⊗ σz σx ⊗ σx σz ⊗ σy
Tab. 4.9 – Ensemble complet de 5 bases mutuellement non biaise´es
5. Conside´rons l’ensemble {I4, X1(j), X2(j), X3(j)}j=1..5, constitue´ de la matrice unite´
et d’une triade d’ope´rateurs du tableau 4.9, correspondant aux lignes 1 a` 5. On
retrouve les relations alge´briques du tableau 4.6. La multiplication des ope´rateurs de
l’espace de Hilbert de dimension 4, pre´sents au sein des lignes 1 a` 5 (auxquels on
adjoint l’unite´ I4), est isomorphe a` l’addition du corps fini a` 4 e´le´ments F4.
4.4 Corps de Galois cache´s
4.4.1 Le groupe multiplicatif de F∗4
. 1 x x+1
1 1 x x+1
x x x+1 1
x+1 x+1 1 x
Tab. 4.10 – Multiplication dans F∗4
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Le corps prive´ de l’e´le´ment ze´ro F∗4 = F4\{0} est un groupe multiplicatif d’ordre 3 (cf.
section A.1.3), ge´ne´re´ par l’e´le´ment x (puisqu’a` partir de x ∈ F∗4, on a x2 = x+ 1, x3 = 1,
x4 = x, x5 = x+ 1, etc.).
4.4.2 Les 2 qubits
Le groupe F∗4 introduit un ordre naturel des e´le´ments du corps, qui peut eˆtre utilise´
[KSSdG05] pour indicer les e´le´ments d’une base de l’espace quadridimensionnel de Hilbert
H4 : {|0〉 , |x〉 , |x2〉 , |x3〉} ou`
|0〉 = (1, 0, 0, 0), |x〉 = (0, 1, 0, 0), |x2〉 = (0, 0, 1, 0) et |x3〉 = (0, 0, 0, 1) (4.4)
4.4.3 La fonction trace et les caracte`res additifs sur F4
La fonction trace :
La trace est un outil utilise´ dans de nombreuses branches des mathe´matiques. Dans le
cadre des repre´sentations d’un groupe fini, elle est a` la base de la de´finition du caracte`re,
elle permet de mieux comprendre la structure d’un groupe.
On de´finit la trace d’un e´le´ment g de F4 par :
g ∈ F4 9−→ tr(g) = g + g2 ∈ F2
La fonction trace est une application de F4 vers le corps F2, compose´ des bits 0 et 1.
Les caracte`res additifs :
Un caracte`re est un morphisme d’un groupe (cf. section A.4 de l’annexe A pour la
de´finition d’un morphisme) dans le groupe multiplicatif constitue´ des e´le´ments non nuls
des nombres complexes (C\{0},·). Cette notion de caracte`re permet de repre´senter de
fac¸on la plus simple possible les groupes finis et ainsi de plus facilement les manipuler, les
partitionner, les comparer, les classifier, etc.
On de´finit les caracte`res additifs de F4 (c’est-a`-dire du groupe additif de F4) par :
g ∈ F4 9−→ κ(g) = eipitr(g)
qui satisfont, entre autre, aux relations suivantes :
∀g1, g2 ∈ F4,κ(g1)κ(g2) = κ(g1 + g2) et
∑
g∈F4
κ(g) = 0
Leur action sur les e´le´ments de F∗4 est κ(0) = 1,κ(x) = −1,κ(x2) = −1 et κ(x3) = 1.
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4.4.4 Les ope´rateurs ge´ne´ralise´s de Pauli
Le tableau 4.9 utilise une re`gle de construction [KSSdG05] dont les briques de base sont
les ope´rateurs de de´calage Xr et les ope´rateurs de phase Zm. Ceci est une ge´ne´ralisation
des ope´rateurs de Pauli, d’erreur de bit σx, et d’erreur de phase σz. Les actions respectives
des ope´rateurs Xr et Zm sur les kets |xk〉 sont :
Xr |xk〉 = |xk + xr〉 et Zm |xk〉 = κ(xm+k) |xk〉 pour : k = 0...3 et m, r = 0...2
Ces ope´rateurs forment des ensembles :
{Zm}m=0...2, {Xm}m=0...2 et {XmZm+r}m,r=0...2 avec r fixe´
qui ont la proprie´te´ d’eˆtre disjoints et pour lesquels chaque e´le´ment d’un ensemble (pour
r choisi) commute avec tous les autres e´le´ments.
Nume´rotons de 1 a` 15 les e´le´ments du tableau 4.9, nume´rotation qui correspond a`
celle des ope´rateurs du tableau 4.5. Avec les meˆmes notations, les bases pre´vues par la
repre´sentation dite de Galois [KSSdG05] s’e´crivent :
3 1 2
14 10 4
9 5 11
6 8 13
12 15 7
Tab. 4.11 – Construction de Galois d’un ensemble complet de 5 MUBs
On parle de repre´sentation de Galois [KSSdG05] car par construction le tableau 4.11
s’e´crit e´galement comme suit (cf. tableau 4.12) :
– la premie`re ligne ne concerne que les ope´rateurs en « Z »,
– la deuxie`me ligne ne concerne que les ope´rateurs en « X »,
– les troisie`me, quatrie`me et cinquie`me lignes correspondent respectivement a` r = 0,
r = 1 et r = 2,
– les premie`re, deuxie`me et troisie`me colonnes correspondent respectivement a` m = 0,
m = 1 et m = 2.
Z0 Z1 Z2
X0 X1 X2
X0Z0 X1Z1 X2Z2
X0Z1 X1Z2 X2Z3
X0Z2 X1Z3 X2Z4
Tab. 4.12 – Construction de Galois explicite´e de l’ensemble complet de 5MUBs du tableau
4.11
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Le tableau 4.11 est tout a` fait e´quivalent au tableau 4.9 (a` des permutations pre`s) et
posse`de par construction les meˆmes proprie´te´s.
Avec les meˆmes notations que celles utilise´es pour le tableau 4.11, le carre´ de Peres et
Mermin s’e´crit :
1 2 3
4 10 14
7 8 9
Tab. 4.13 – Le carre´ magique de Peres et Mermin du tableau 4.1 dans les meˆmes notations
que le tableau 4.11
Sous cette forme, d’apre`s le tableau 4.11 (mais cela e´tait aussi visible d’apre`s le tableau
4.9), il apparaˆıt facilement que les ope´rateurs sur deux lignes distinctes du carre´ de Peres
et Mermin sont aussi mutuellement non biaise´s. Mais des ope´rateurs ont e´te´ permute´s au
sein d’une meˆme ligne.
On peut aise´ment observer depuis le tableau 4.13 que :
3 = 1 ∗ 2, 14 = 4 ∗ 10, 9 = 7 ∗ 8, 7 = 1 ∗ 4 et 8 = 2 ∗ 10,
mais qu’en revanche :
3 ∗ 14 = −9.
Explicitons la contradiction :
7 ∗ 8 = (1 ∗ 4) ∗ (2 ∗ 10) = 1 ∗ (4 ∗ 2) ∗ 10,
tandis que :
3 ∗ 14 = 1 ∗ (2 ∗ 4) ∗ 10.
Or,
2 ∗ 4 = −i11,
tandis que :
4 ∗ 2 = i11.
La contradiction re´ve´le´e par le carre´ de Peres et Mermin provient de la non commutativite´
des ope´rateurs 2 et 4.
Il est aise´, par cette me´thode, d’exhiber d’autres carre´s « a` la Peres et Mermin » posse´-
dant la meˆme proprie´te´ d’obstruction, comme le montre le tableau 4.14 a` titre d’exemple.
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1 2 3
4 5 6
7 15 12
Tab. 4.14 – Un autre carre´ magique de Peres et Mermin dans les meˆmes notations que
4.11
Revenons au tableau 4.13. Dans la repre´sentation de Galois, on a 2 ∗ 4 = Z2 ∗ X2.
L’action de ces ope´rateurs est :
X2 |xk〉 = |xk + x2〉 et Z2 |xk〉 = κ(xk+2) |xk〉 , (4.5)
l’action du commutateur est :
(X2Z2 − Z2X2) |xk〉 = (κ(xk+2)− 1) |xk + x2〉 . (4.6)
Ainsi, l’ope´ration n’est-elle commutative que lorsque x = 0 (action sur l’e´tat |0〉 de H4)
ou k = 1, puisque κ(x3) = κ(1) = 1 (action sur l’e´tat |1〉 de H4). Dans les cas contraires,
pour k = 0 ou k=2 (actions sur les e´tats |x3〉 et |x+ 1〉), il y a une action du commutateur.
Il paraˆıt donc clair que les caracte`res additifs du corps de Galois F4 sont intimement
lie´s au the´ore`me de Kochen et Specker en dimension 4.
4.5 Anneaux de Galois cache´s
4.5.1 L’anneau de Galois R42
La de´monstration du the´ore`me de Kochen et Specker en dimension 4 s’est appuye´e sur
la contradiction entre une relation alge´brique pour les observables et celle pour les valeurs
propres (cf. section 4.1.2).
Or ces meˆmes valeurs propres sont aussi les caracte`res additifs du corps F4. On va
poursuivre et montrer de´sormais que les vecteurs propres sont les caracte`res additifs d’un
anneau note´ R42 .
De meˆme que F4 posse`de pour corps de base F2 = Z2, constitue´ des bits 0 et 1, l’anneau
R42 posse`de pour anneau de base Z4, l’ensemble des entiers modulo 4.
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+ 0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2
Tab. 4.15 – Addition dans Z4
. 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 0 2
3 0 3 2 1
Tab. 4.16 – Multiplication dans Z4
En observant les tables de Z4 ci-dessus, on peut noter la diffe´rence avec l’addition et
la multiplication dans F4, dont les tableaux sont 4.2 et 4.3 respectivement. En particulier
2 ∗ 2 = 0 ou, en d’autres termes, l’anneau posse`de 2 pour diviseur de ze´ro (non trivial).
Dans la section 4.2.1, on a introduit les polynoˆmes F2[x], a` coefficients dans le corps de
base F2 = Z2, et de´finit le corps F4 comme l’ensemble des classes de polynoˆmes obtenues
en effectuant les ope´rations modulo le polynoˆme irre´ductible x2 + x+ 1.
De´sormais, on introduit les polynoˆmes Z4[x], a` coefficients dans l’anneau de base Z4, et
on de´finit l’anneau R42 comme l’ensemble des classes de polynoˆmes obtenues en effectuant
les ope´rations modulo le meˆme polynoˆme irre´ductible x2 + x + 1 (une classification des
anneaux d’ordre plus e´leve´ que Z4 se trouve dans [PR05]).
Il est aise´ de montrer que tout e´le´ment y de l’anneau Z4 s’e´crit :
y = a+ 2.b avec a, b ∈ Z2,
ou` les ope´rations + et . ont lieu dans Z4.
La meˆme relation s’applique a` la de´composition de tout e´le´ment y de l’anneau R42 , a`
partir de l’ensemble T = {0, 1, x, x2 = 3 + 3.x} :
y = a+ 2.b, y ∈ R42 et a, b ∈ T,
ou` les ope´rations + et . (ainsi que le carre´) sont dans l’ensemble T . Cela e´tant dit, il y a
une ressemblance entre T et F4 = {0, 1, x, x2 = x+ 1}.
La de´composition ci-dessus permet d’exprimer les e´le´ments de l’anneau R42 par le
tableau 4.17.
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+2. 0 1 x 3x+3
0 0 2 2x 2x+2
1 1 3 2x+1 2x+3
x x x+2 3x 3x+2
3x+3 3x+3 3x+1 x+3 x+1
Tab. 4.17 – Synthe`se des e´le´ments de R42 par l’ope´ration +2.
Dans le tableau 4.17, +2. indique qu’un e´le´ment de la table est la somme a + 2.b de
l’e´le´ment a de la ligne et de 2 fois l’e´le´ment b de la colonne (on a omis pour simplifier la
forme du tableau 4.17 de mettre le symbole +2. pour les e´le´ments de R42).
4.5.2 Les caracte`res additifs de l’anneau R42
La section 4.4 a permis d’e´lucider le plan de montage des valeurs propres pour les
observables du carre´ de Peres et Mermin (et des MUBs), a` partir des caracte`res additifs
du corps F4. Le meˆme type d’approche s’applique aux vecteurs propres communs aux
observables d’une ligne, pour peu que l’on exhibe les caracte`res additifs de l’anneau R42 .
Dans le cas pre´sent, la trace d’un e´le´ment g de R42 , sur l’anneau de base Z4, s’e´crit :
g ∈ R42 9−→ tr(g) = +σ(g) ou` σ(g) = a2 + 2.b2
Graˆce a` cela, on obtient le caracte`re additif d’un e´le´ment de l’anneau :
g ∈ R42 9−→ κ(g) = e
2ipi
4 tr(g) = itr(g)
4.5.3 Les vecteurs propres communs des MUBs
Les vecteurs propres Θab,l communs a` chacune des lignes a = 0...4 de l’ensemble complet
de MUBs, c’est-a`-dire aussi aux 2 dernie`res lignes du carre´ de Peres et Mermin, re´sultent
imme´diatement de la de´finition du caracte`re additif de R42 . Dans cette notation du vecteur
propre, b = 0...3 de´signe l’index du vecteur, et l = 0...3 de´signe l’index de la composante
du vecteur.
Les MUBs sont constitue´es de la base de calcul :
B1 = {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)},
et des 4 suivantes qui, pour a = 0...3, comprennent les vecteurs propres :
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{Θab,l = 12κ[(a+ 2.b).l]}b,l=0...3 ; soit, de fac¸on explicite :
B2 = 12{(1, 1, 1, 1), (1, 1,−1,−1), (1,−1,−1, 1), (1,−1, 1,−1)}
B3 = 12{(1,−1,−i,−i), (1,−1, i, i), (1, 1, i,−i), (1, 1,−i, i)}
B4 = 12{(1,−i,−i,−1), (1,−i, i, 1), (1, i, i,−1), (1, i,−i, 1)}
B5 = 12{(1,−i,−1,−i), (1,−i, 1, i), (1, i, 1,−i), (1, i,−1, i)}
Les expressions de ces bases sont en accord avec les re´sultats de la re´fe´rence [Kib10],
re´sultats obtenus a` partir d’une de´composition polaire de l’alge`bre de Lie de SU(2).
Comme on pouvait s’y attendre, le produit scalaire (cf. section A.5.2) entre les vecteurs
|Θab 〉 =
∑3
l=0Θ
a
b,l d’une base (orthogonale), et le vecteur |Θcd〉 (c := d), d’une autre base,
est constant en module, e´gal a` 〈Θab | Θcd〉. Cela vaut aussi pour le produit scalaire d’un
vecteur |Θab 〉, avec ceux de la base de calcul.
Notons que cette the´orie le`ve une partie de la de´ge´ne´rescence : les valeurs propres
appartiennent en commun aux 15 ope´rateurs du tableau 4.11, tandis que les vecteurs
propres sont partage´s seulement par les ope´rateurs au sein d’une base. Le passage des
caracte`res additifs du corps F4 (a` 4 e´le´ments) a` ceux de l’anneau R42 (a` 16 e´le´ments) a
permis ce de´voilement. Si une leve´e comple`te de la de´ge´ne´rescence est possible, on pourra
peut-eˆtre conside´rer que l’on a a` faire, avec les structures de Galois, a` une re´elle the´orie a`
variables cache´es qu’Einstein appelait de ses vœux. C’est dans ce but premier que Michel
Planat a eu l’ide´e d’inte´grer certains e´le´ments de l’alge`bre a` la me´canique quantique.
Conclusion
On a vu qu’en partant de l’analyse de the´ore`mes lie´s a` la comple´tude de la the´orie
quantique, l’alge`bre permettait d’e´tablir des liens entre quelques unes de ses structures
(corps et anneaux de Galois) et des facettes du calcul quantique comme les matrices de
Pauli et la comple´mentarite´ quantique. Cependant cette vision reste trop ge´ne´rique et,
pour vraiment comprendre, pour aller plus en profondeur dans cette de´marche, il semble
inte´ressant d’e´tudier des cas plus particuliers pour ensuite si possible revenir a` des ge´ne´-
ralisations. Cette de´marche va eˆtre celle du dernier chapitre de cet essai.
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Chapitre 5
Un formalisme original des
relations de commutation :
approche ge´ome´trique
Introduction
Une importante question the´orique en me´canique quantique pour des espaces de Hil-
bert de dimension finie est partiellement reste´e en suspens : celle de trouver des ensembles
complets (c’est-a`-dire maximaux) de bases mutuellement non biaise´es (deMUBs), quelque
soit la dimension. Cela provient, entre autre, de la question de la comple´mentarite´ quan-
tique et du no-go the´ore`me de Kochen et Specker (cf. chapitre 4). Quant a` la de´finition
des MUBs, elle a de´ja` e´te´ donne´e dans le chapitre 4 (cf. e´quation 4.3).
Par ailleurs, le comportement des MUBs est intimement lie´ aux protocoles d’informa-
tion quantique (la te´le´portation quantique [BB84], par exemple) et au calcul quantique
(cf. chapitres 2, 3).
On sait par construction [BBRV02] que, pour une dimension d de l’espace de Hilbert
conside´re´ puissance d’un nombre premier, on aura d + 1 MUBs et d + 1 ensembles maxi-
malement commutant disjoints de cardinal d − 1. Cela signifie que l’on peut re´unir un
maximum de d − 1 ope´rateurs qui commutent les uns avec les autres, et qu’il y a d + 1
re´unions de ce type. Pour d quelconque, le nombre de MUBs est au maximum e´gal a` d+1
[KSSdG05].
Exemple : pour 2 qubits, d = 4. On a d2 − 1 = 42 − 1 = (22 − 1) × (22 + 1), ce qui
signifie qu’il y a 5 MUBs et 5 ensembles maximaux disjoints d’ope´rateurs qui commutent,
de cardinal 3, explicite´s dans le tableau 5.1.
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I2 ⊗ σz σz ⊗ I2 σz ⊗ σz
σx ⊗ I2 I2 ⊗ σy σx ⊗ σy
σx ⊗ σz σz ⊗ σx σy ⊗ σy
I2 ⊗ σx σy ⊗ I2 σy ⊗ σx
σy ⊗ σz σx ⊗ σx σz ⊗ σy
Tab. 5.1 – Un ensemble complet de 5 bases mutuellement non biaise´es pour 2 qubits
Cela signifie de´ja` qu’une base pour 2 qubits est totalement caracte´rise´e par les vecteurs
propres communs de 3 ope´rateurs.
Entre deux lignes distinctes, ces observables (il s’agit des ope´rateurs de Pauli ge´ne´ralise´s
pour les 2 qubits, de´ja` aborde´s dans le chapitre 4) sont mutuellement non biaise´es. Ainsi,
une mesure pre´cise effectue´e graˆce aux observables d’une ligne laisse-t-elle attendre des
re´sultats tout a` fait ale´atoires pour une autre mesure, qui serait effectue´e ulte´rieurement
sur les observables d’une autre ligne.
Quant aux lignes prises deux a` deux, elles forment des MUBs. Pour le voir, on cherche
les vecteurs propres communs sur chacune des lignes du tableau 5.1 et on constate d’une
part, qu’ils sont chacun non biaise´s avec tous ceux des autres lignes et d’autre part, que
l’ensemble des vecteurs d’une ligne constitue une base pour l’espace de Hilbert de dimension
4, H4.
Une ide´e naturelle pour l’e´tude des MUBs est ainsi d’e´tudier les proprie´te´s de commu-
tation/non commutation entre les ope´rateurs de Pauli ge´ne´ralise´s.
Afin d’en faciliter l’e´tude on peut taˆcher d’en « dessiner » les proprie´te´s et, de toute
fac¸on, commencer par le cas le plus simple et non trivial : les 2 qubits. Les 2 qubits
constituent un cas particulier car ainsi que l’on va le voir, toutes les proprie´te´s et les
diffe´rentes partitions de leur graphe de Pauli, de´finies dans la section 5.1, sont englobe´es
dans la ge´ome´trie du quadrangle ge´ne´ralise´ d’ordre 2 (cf. section B.3.1). Une ge´ne´ralisation
a` n qubits a e´te´ depuis lors e´tudie´e et sera aborde´e dans la section 5.2, de manie`re succincte
du fait que la me´thodologie employe´e ne diffe`re pas fondamentalement. La section 5.1 est
principalement une explication de´taille´e de [PS08], pour ensuite aborder, dans la section
5.3, les cas particuliers auxquels je me suis inte´resse´e [PBS07, PB07].
Beaucoup d’e´le´ments vont eˆtre e´voque´s durant ce chapitre et proviennent de divers
horizons. Les annexes A, B et C donnent les notions de base respectivement en alge`bre,
en ge´ome´trie projective et en the´orie des graphes.
5.1 Cas des 2 qubits
5.1.1 Le graphe de Pauli pour 2 qubits
On de´finit le graphe de Pauli pour 2 qubits, que l’on notera P [2, 2], de la manie`re
suivante : chaque sommet est un produit tensoriel de 2 matrices de Pauli, soit 15 sommets
diffe´rents en excluant I4, que l’on nume´rote de la fac¸on suivante :
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0 = I2 ⊗ I2, 1 = I2 ⊗ σx, 2 = I2 ⊗ σy, 3 = I2 ⊗ σz,
a = σx ⊗ I2, 4 = σx ⊗ σx, 5 = σx ⊗ σy, 6 = σx ⊗ σz,
b = σy ⊗ I2, 7 = σy ⊗ σx, 8 = σy ⊗ σy, 9 = σy ⊗ σz,
c = σz ⊗ I2, 10 = σz ⊗ σx, 11 = σz ⊗ σy, 12 = σz ⊗ σz
Remarque : Ces notations sont diffe´rentes de celles utilise´es dans le tableau 4.5 du chapitre
4, leur pertinence va se re´ve´ler au cours de cette section.
On va observer ou` conduit le fait de partitionner de diverses manie`res un tel graphe.
Sa matrice d’adjacence est donne´e par le tableau 5.2, en vertu de sa de´finition (cf. section
C.1.2). On peut la de´duire directement du tableau 4.5 du chapitre 4 mais de fait elle a e´te´
calcule´e graˆce au logiciel de calcul MATHEMATICA, qui a e´te´ d’une grande aide pour la
plupart des re´sultats obtenus.
1 2 3 a 4 5 6 b 7 8 9 c 10 11 12
1 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0
2 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0
3 0 0 0 1 0 0 1 1 0 0 1 1 0 0 1
a 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0
4 1 0 0 1 0 0 0 0 0 1 1 0 0 1 1
5 0 1 0 1 0 0 0 0 1 0 1 0 1 0 1
6 0 0 1 1 0 0 0 0 1 1 0 0 1 1 0
b 1 1 1 0 0 0 0 0 1 1 1 0 0 0 0
7 1 1 1 0 0 0 0 0 1 1 1 0 0 0 0
8 0 1 0 0 1 0 1 1 0 0 0 0 1 0 1
9 0 0 1 0 1 1 0 1 0 0 0 0 1 1 0
c 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1
10 1 0 0 0 0 1 1 0 0 1 1 1 0 0 0
11 0 1 0 0 1 0 1 0 1 0 1 1 0 0 0
12 0 0 1 0 1 1 0 0 1 1 0 1 0 0 0
Tab. 5.2 – Matrice d’adjacence de P [2, 2]
NB : On «met des 0 » sur la diagonale de cette matrice, bien que chaque ope´rateur com-
mute avec lui-meˆme, afin d’avoir a` faire a` un graphe simple : aucun sommet n’a d’areˆte
sur lui-meˆme. Les points a, b et c sont des points de re´fe´rence. Le choix de tels points
peut sembler arbitraire mais il n’en est rien : les partitions du graphe de Pauli que l’on va
expliciter en de´coulent imme´diatement.
Au pre´alable, on remarque que la matrice d’incidence de P [2, 2] a une structure de la
forme du tableau 5.3, a` ceci pre`s que l’on a supprime´ les points de re´fe´rence a, b et c. On
a pose´ : 0 = 03 et A = I3. La matrice Aˆ est le comple´ment de A, au sens de la the´orie
des graphes (on intervertit les 0 et les 1 dans la matrice d’adjacence).
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0 A A A
A 0 Aˆ Aˆ
A Aˆ 0 Aˆ
A Aˆ Aˆ 0
Tab. 5.3 – Structure « mise en abyme » de la matrice d’adjacence de P [2, 2]
Le « sous-tableau » en bas a` droite du tableau 5.3 est en fait un carre´ de Peres et
Mermin (cf. section 4.1.2 du chapitre 4) ; on aura l’occasion, apre`s l’avoir explicite´e, de
faire un petit arreˆt sur la partition du graphe de Pauli qu’il constitue en partie.
De la matrice d’incidence, on de´duit imme´diatement que P [2, 2] est re´gulier, de degre´
6 (cf. section C.1.3) et, de ce fait, pourrait eˆtre intimement lie´ au graphe complet d’ordre
6 (cf. section C.2.2), note´ K6. En fait, on a exactement P [2, 2] ≡ Lˆ(K6). Pour rappel des
notations, cela signifie que P [2, 2] est isomorphe au comple´ment du graphe d’incidence de
K6 (cf. section C.2.3). Si on calcule le recouvrement minimum des sommets de P [2, 2] (cf.
section C.2.1), on retrouve le graphe dit de Petersen (cf. section C.2.2). Par ailleurs, le
graphe de Petersen est isomorphe a` Lˆ(K5) (cf. section C.1.5). Le comple´ment du graphe
de Petersen peut e´galement eˆtre vu comme une configuration de Desargues (cf. section
B.2.3). Le graphe P [2, 2] est e´galement isomorphe au recouvrement minimum des sommets
de Lˆ(K7) (cf. section C.2.1).
5.1.2 Trois partitions du graphe de Pauli
Il de´coule de tout ceci trois partitions – tout en figure ! – qui sont les suivantes :
1. Un pinceau de lignes dans le plan de Fano (PF ) (cf. section B.2.2) et un cube (C)
Partition (PF) – (C) :
Fig. 5.1 – Partition (PF) – (C)
Le´gende : – Trait plein : « commutent »
– Trait pointille´ : « ne commutent pas »
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Pour ce choix particulier, c’est-a`-dire 1 sommet particulier du graphe de Pauli, les
lignes de (PF ) repre´sentent les bases a` 2 qubits non intrique´es.
Remarques : – 1 × a = 4, 2 × a = 5 et 3 × a = 6 : chaque paire d’ope´rateurs d’une meˆme
ligne conduit au 3ie`me.
– 4, 5, et 6 partagent une base commune, de dimension 4.
– 8 × 10 = 6 et 8 × 12 = −4 : il y a une application entre (PF ) et
(C), explicite´e pour le cycle intrique´ caracte´risant les 6 bases intrique´es
suivantes : (7, 11), (7, 12), (12, 8), (8, 10), (10, 9) et (9, 11). On les de´finit
via 2 ope´rateurs au lieu de 3, puisque le dernier ce de´duit automatiquement
des 2 autres : 8× 10 = 6, par exemple.
Ce de´coupage provient de l’e´tude des droites projectives (cf. annexe B) sur les anneaux
finis (cf. section A.2) du type Z×n2 (ou` n = 2, 3, 4), lors de travaux ante´rieurs [PSK06].
2. Un graphe bipartite (cf. section C.2.2) (GB) et un carre´ de Peres et Mermin (PM)
Partition (GB) – (PM) :
Fig. 5.2 – Partition (GB) – (PM)
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Remarques : – Une des remarques pre´ce´dentes, faite dans le cadre de la partition (PF)-(C),
s’applique a` (PM), a` savoir que chaque paire d’ope´rateurs d’une meˆme ligne
conduit au 3ie`me.
– Les bases de´finies par 2 ope´rateurs de (GB) qui commutent ne sont pas
intrique´es, (GB) est « la partie non intrique´e » du graphe de Pauli.
– Il y a une application de (GB) a` (PM).
– Le carre´ (PM) est constitue´ de 3 lignes et de 3 colonnes, l’ensemble
correspond a` 6 MUBs intrique´es : (PM) est « la partie intrique´e » du
graphe de Pauli.
3. Le graphe de Petersen (GP ) et un ensemble inde´pendant (I)
Partition (GP) – (I) :
Fig. 5.3 – Partition (GP) – (I)
Remarques : – Le graphe (GP ) admet une application reliant ses areˆtes aux sommets de
(I).
– Le comple´ment de (GP ) peut eˆtre vu comme une configuration de De-
sargues (103) (cf. section B.2.3).
Ces trois factorisations proviennent naturellement du fait que le quadrangleW (2) pos-
se`de des hyperplans ge´ome´triques de 3 types distincts (cf. section B.3.1) ; ils seront expli-
cite´s a` travers la figure 5.4, mais voici de´ja` leur nom :
– le premier est du type, ensemble perpendiculaire de points,
– le deuxie`me, du type grille,
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– le troisie`me, du type ovo¨ıde.
Ces factorisations seront e´galement explique´es du point de vue de l’alge`bre, via la
notion de droites projectives sur des anneaux finis.
Petit Arreˆt sur la partition (PM) – (GB)
En substance, comme on l’a de´ja` signale´, (PM) caracte´rise la partie intrication et (GB),
celle non intrique´e du syste`me forme´ des 15 ope´rateurs que constitue le graphe de Pauli.
C’est pourquoi, personnellement, me parait-elle la plus inte´ressante du point de vue de
l’information quantique. D’apre`s les notations utilise´es dans le tableau 4.5 du chapitre 4
et sur la figure 5.2, on a : (PM) = {4, 5, 6, 8, 9, 10, 11, 12} et (GB) = {1, 2, 3, a, b, c}. On
a vu que l’on pouvait directement « extraire » (PM) du tableau 5.3 (c’est e´galement vrai
pour (GB), apre`s rajout des points de re´fe´rence). C’est par de telles extractions que l’on
a pu re´ve´ler les diverses partitions.
Remarque : il y a d’autres choix possibles concernant la grille de 9 points et 6 lignes
qui constitue (PM) mais ils sont, de toute manie`re, tous englobe´s dans la structure de
W (2). En revanche, chacune de ces grilles ne constituera pas force´ment un carre´ de Peres
et Mermin, au sens de la contradiction (KS) (cf. chapitre 4).
Par ailleurs, (PM) peut eˆtre vu comme :
– un graphe re´gulier de degre´ 4,
– une « sous »-configuration de Pappus (cf. section B.2.3),
– une configuration projective (cf. section B.2.3), note´e (92, 63) ; du point de vue de la
the´orie des graphes, cela signifie qu’il est e´gal a` son comple´ment,
– la droite projective sur l’anneau Z2 × Z2 si on identifie, et les deux ensembles des
points, et les relations de graphe « ope´rateurs qui commutent »/« points mutuelle-
ment distants » qui les re´gissent respectivement ; c’est d’ailleurs ceci qui a motive´
une e´tude plus approfondie des droites projectives [SPKP07, SPK06] et qui a abouti
a` des liens re´ve´lateurs entre la ge´ome´trie projective et la structure de syste`mes a` plu-
sieurs qubits [PSK06, SPP08]. L’article [PS08] est un survol de ces travaux ante´rieurs.
Remarque : l’annexe B donne la de´finition d’une droite projective et l’illustre par divers
exemples. Il fournit e´galement la de´finition de la structure de graphe a` laquelle on rattache
une droite projective. A` chaque fois que l’on parlera de droites projectives, meˆme si on
omet de le mentionner, elles seront implicitement munies de cette structure.
Afin de comple´ter l’e´tude du graphe de Pauli P [2, 2], quelques uns de ses invariants
101
Un formalisme original des relations de commutation : approche ge´ome´trique
sont re´pertorie´s dans le tableau 5.6, tableau qui les listent e´galement pour certains de ses
sous graphes remarquables a` titre de comparaison [SPP08] :
G P [2, 2] GP PM GB PF C
s 15 10 9 6 7 8
a 45 15 18 9 9 12
sp(G) {−35, 19, 6} {−24, 15, 3} {−24, 14, 4} {−3, 04, 3} {−2,−13, 12, 3} {−3,−13, 13, 3}
g(G) 3 5 3 4 3 3
κ(G) 4 3 3 2 3 2
Tab. 5.4 – Principaux invariants de P [2, 2] et de quelques uns de ses sous graphes
Les symboles s, a, sp(G), g(C) et κ(G) repre´sentent respectivement, pour un graphe G,
son nombre de sommets, son nombre d’areˆtes, son spectre, sa circonfe´rence et son nombre
chromatique (cf. sections C.1.4, C.1.6).
5.1.3 Unification des trois partitions
Pour aller plus loin dans cette e´tude ge´ome´trique des ope´rateurs de Pauli pour 2 qubits,
on identifie cette fois-ci les ope´rateurs avec des points, et les ensembles maximaux d’ope´-
rateurs qui commutent, avec des lignes (de fac¸on plus prosa¨ıque, on recherche les cliques
maximaux, c’est-a`-dire les plus grands sous graphes complets, de P [2, 2] ; en l’occurence,
des triangles). Les sommets seront relie´s si les ope´rateurs correspondant commutent (dans
le langage W (2)-ien, on dit que les points sont coline´aires, cf. section B.3.1). Ainsi fait,
de´couvre-t-on que la structure ge´ome´trique englobant les 2 qubits est le quadrangle ge´ne´-
ralise´e d’ordre 2 (cf. section B.3.1), W (2), repre´sente´ sur la figure 5.4.
Fig. 5.4 – Quadrangle ge´ne´ralise´ d’ordre 2 : W (2)
Chacune des lignes de W (2) correspond a` un ensemble maximalement commutant ; en
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voici la liste exhaustive : {1, a, 4}, {2, a, 5}, {3, a, 6}, {1, b, 7}, {2, b, 8}, {3, b, 9}, {1, c, 10},
{2, c, 11}, {3, c, 12}, {4, 8, 12}, {5, 7, 12}, {6, 7, 11}, {4, 9, 11}, {5, 9, 10} et {6, 8, 10}.
Comme cela a de´ja` e´te´ mentionne´, W (2) posse`de 3 types d’hyperplans, correspondant
au 3 diffe´rentes partitions ; ce fait semble justifier qu’il soit la ge´ome´trie sous-jacente de
P [2, 2]. Il de´coule des de´finitions de W (2), et de ce qu’est un hyperplan ge´ome´trique (cf.
annexe B), qu’il y a :
– 15 ensembles de 7 points coline´aires avec un point donne´ inclus, appele´s ensembles
perpendiculaires (perp-set). Du point de vue des ope´rateurs associe´s, cela signifie
qu’il y en a 6 qui commutent avec un ope´rateur donne´. On a comme ensemble
perpendiculaire, par exemple : {1, a, 4, 2, 3, 5, 6}, c’est-a`-dire (PF ). Ils sont au nombre
de 15 car W (2) posse`de 15 sommets.
– 10 grilles de 9 points sur 6 lignes (grid) ; par exemple {4, 8, 12, 9, 10, 5, 11, 6, 7}, c’est-
a`-dire (PM). Il y en a 10 car le graphe de Petersen a 10 sommets.
– 6 ovo¨ıdes (ovo¨ıd) de 5 points. Du point de vue des ope´rateurs associe´s, cela signifie
qu’ils ne commutent pas ensemble. On a comme ovo¨ıde, par exemple : {1, 2, 6, 9, 12},
c’est-a`-dire l’ensemble inde´pendant (I). Les 6 ovo¨ıdes correspondent aux 6 configu-
rations possibles d’un ensemble complet de MUBs.
La dualite´ de W (2) s’applique a` chacun de ses hyperplans. En particulier, le dual d’un
ovo¨ıde, appele´ un drapeau (spread), est un ensemble de 5 lignes contenant 3 points, deux
a` deux disjointes, un drapeau contient donc tous les sommets du quadrangle. Chacun
des 6 diffe´rents drapeaux est un ensemble de 5 sous ensembles maximaux d’ope´rateurs
qui commutent. On a ainsi une fac¸on (ce n’est pas la seule) de recouvrir les 6 ensembles
complets de 5 MUBs pour 2 qubits, dont l’un est re´fe´re´ dans le tableau 5.1 .
Une grille duale (grille de 9 lignes a` 3 points), quant a` elle, a la proprie´te´ suivante :
chaque triplet d’ope´rateurs sur une meˆme ligne partage une base d’e´tats non intrique´s.
Partage signifie ici qu’ils posse`dent les meˆmes vecteurs propres. En l’occurrence, ils de´-
crivent tous un e´tat a` 2 qubits non intrique´s et l’ensemble constitue une base pour l’espace
de Hilbert de dimension 4.
Pour finir sur l’e´tude ge´ome´trique de W (2), puisque ce dernier est de degre´ 6 et for-
tement re´gulier, une ide´e a e´te´ de chercher si il avait un lien avec le graphe complet a` 6
e´le´ments,K6. On peut constater que :W (2) ≡ Lˆ(K6) (W (2) est isomorphe au comple´ment
du graphe d’incidence de K6). Le groupe des automorphismes de W (2) (concre`tement, ses
syme´tries) est S6 (groupe syme´trique d’ordre 6, soit l’ensemble des permutations a` 6 e´le´-
ments, ou encore les transformations laissant un hexagone invariant).
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5.1.4 Autre description du graphe de Pauli
On peut e´galement formuler P [2, 2] en terme de droite projective sur un anneau fini
et ainsi connecter la the´orie des nombres a` la ge´ome´trie. Le quadrangle W (2) peut eˆtre
associe´ a` la droite projective de´finie sur l’anneau Z2×22 des matrices 2 × 2 a` coefficients
dans Z2 ; c’est-a`-dire, l’anneau de´fini de la manie`re suivante :
Z2×22 = {
(
α β
γ δ
)
|α,β, γ, δ ∈ Z2}.
Dans une telle optique, on note les 16 e´le´ments du susdit anneau de la fac¸on suivante :
1′ ≡
(
1 0
0 1
)
, 2′ ≡
(
0 1
1 0
)
, 3′ ≡
(
1 1
1 1
)
, 4′ ≡
(
0 0
1 1
)
5′ ≡
(
1 0
1 0
)
, 6′ ≡
(
0 1
0 1
)
, 7′ ≡
(
1 1
0 0
)
, 8′ ≡
(
0 1
0 0
)
9′ ≡
(
1 1
0 1
)
, 10′ ≡
(
0 0
1 0
)
, 11′ ≡
(
1 0
1 1
)
, 12′ ≡
(
0 1
1 1
)
13′ ≡
(
1 1
1 0
)
, 14′ ≡
(
0 0
0 1
)
, 15′ ≡
(
1 0
0 0
)
, 0′ ≡
(
0 0
0 0
)
On observe que U = {1′, 2′, 9′, 11′, 12′, 13′} constitue l’ensemble des unite´s de Z2×22 (les
matrices inversibles) et Θ = {0′, 3′, 4′, 5′, 6′, 7′, 8′, 10′, 14′, 15′}, celui des diviseurs de 0.
On applique la de´finition de la droite projective : apre`s avoir ve´rifie´ l’admissibilite´ de
chaque paire (a, b), on e´limine celles qui ne le serait pas ; puis, on cherche a` quelle classe
d’e´quivalence, de la forme (qa, qb) pour q ∈ U , chacune d’entre elles appartient.
Exemple : (3′, 4′)q=1′ ≡ (3′, 7′)q=2′ ≡ (4′, 3′)q=9′ ≡ (7′, 4′)q=11′ ≡ (7′, 3′)q=12′ ≡
(4′, 7′)q=13′ .
On ne conservera que (3′, 4′)q=1′ par exemple, soit l’un des repre´sen-
tants de la classe de´finie par q = 1′.
On trouve, apre`s des calculs simples mais tre`s longs [SPKP07, SP07b] que d’une part,
la droite projective sur l’anneau Z2×22 est unique et n’existe « qu’a` gauche » (l’anneau n’est
pas commutatif et la non existence a` droite a e´te´ ve´rifie´e a` la main ; c’est pourquoi on a
« teste´ » non pas (aq, ab), mais (qa, qb)), d’autre part, que celle-ci est constitue´e des 35
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points suivants :
(1′, 1′) , (1′, 2′, (1′, 9′), (1′, 11′), (1′, 12′), (1′, 13′)
(1′, 0′) , (1′, 3′), (1′, 4′), (1′, 5′), (1′, 6′), (1′, 7′), (1′, 8′), (1′, 10′), (1′, 14′), (1′, 15′)
(0′, 1′) , (3′, 1′), (4′, 1′), (5′, 1′), (6′, 1′), (7′, 1′), (8′, 1′), (10′, 1′), (14′, 1′), (15′, 1′)
(3′, 4′) , (3′, 10′), (3′, 14′), (5′, 4′), (5′, 10′), (5′, 14′), (6′, 4′), (6′, 10′), (6′, 14′)
Le classement des points sur 4 lignes n’est pas fortuit : sur la 1e`re ligne, par exemple, les
deux composantes sont des unite´s ; les trois autres traitent des 3 cas restants.
Entre autre, en utilisant la relation voisin/distant, la partition graphe bipartite-carre´
de Peres et Mermin devient un sous ensemble de la droite projective et on s’aperc¸oit que
les diviseurs de 0 semblent jouer un roˆle important dans la « partie intrication » :
Fig. 5.5 – Points de la droite projective sur la partition PM – GB
On peut montrer que les 3 types d’hyperplans deW (2) ont une explication alge´brique :
l’anneau Z2×22 a, entre autre, 3 sous anneaux d’ordre 4 et de caracte´ristique 2 [SPP08] :
P [2, 2]
Ensemble de 5 ope´rateurs
ne commutant pas
mutuellement
Ensemble de 6
ope´rateurs
commutant avec un
des 6 donne´
9 ope´rateurs d’un
carre´ de
Peres-Mermin
W (2) Ovo¨ıde
Ensemble
perpendiculaire de
point de re´fe´rence
l’ope´rateur donne´
Grille
Droites
projectives
sur :
F4 ≡ Z2[x]/ < x2+x+1 > Z2[x]/ < x2 > Z2 × Z2
∼=
Z2[x]/ 〈x (x+ 1)〉
Tab. 5.5 – Re´sume´ des diffe´rentes correspondances
Il a e´te´ e´tabli [Tha71] qu’il y avait une bijection entre les points de la droite projective
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sur Z2×22 et les lignes de PG(3, 2), qui est le plus simple espace projectif (tous ses hyperplans
sont des plans de Fano). Les 15 points de PG(3, 2) correspondent aux 15 ope´rateurs.
Chacune des 35 lignes de PG(3, 2) correspondent a` un triplet d’ope´rateurs (σk,σl,σm)
ve´rifiant, pour k := l := m, σk × σl = µσm, ou` µ = {1,−1, i,−i}. Les ope´rateurs situe´s sur
les 15 lignes totalement isotropes de PG(3, 2) appartiennent a` W (2) (quand µ = {1,−1}).
Mathe´matiquement, on dit que l’on plonge W (2) dans PG(3, 2).
Fig. 5.6 – W2 est plonge´ dans PG(3, 2) ; les 15 points de PG(3, 2) correspondent aux 15
ope´rateurs de Pauli.
Pour conclure, la particularite´ des syste`mes a` 2 qubits provient du fait qu’il existe
une parfaite dualite´ entre les sommets (ope´rateurs) et les areˆtes (ensembles maximalement
commutant), dualite´ perdue de`s l’e´tude de syste`mes quantiques de niveau supe´rieur a` 4.
Cela n’a pas e´te´ de´montre´ pour le cas ge´ne´ral mais l’e´tude des dimensions 6, 8 et 9 [PS08]
abonde dans ce sens. Le cas des dimensions supe´rieures exige une puissance de calcul
supe´rieure a` celle des ordinateurs disponibles, ou alors faudrait-il changer de me´thode au
niveau de la recherche des ensembles maximalement commutant puisque c’est un proble`me
NP-complet. En effet, ce qui en physique e´quivaut a` la recherche de MUBs, en the´orie
des graphes, il s’agit de celle des sous graphes complets maximaux du graphe de Pauli
(ou cliques maximaux), et ce proble`me est e´quivalent a` celui du voyageur de commerce,
mentionne´ dans le chapitre 2.
5.2 Ge´ne´ralisation a` N qubits
5.2.1 Les 3 qubits
Le graphe de Pauli pour 3 qubits sera lui constitue´ de 43 − 1 = 63 sommets cor-
respondant aux ope´rateurs de Pauli ge´ne´ralise´s de la forme (σj ⊗ σk ⊗ σl), tels que
i, j, k ∈ {1, 2, 3, 4} et (i, j, k) := (1, 1, 1).
106
5.2 Ge´ne´ralisation a` N qubits
En explicitant sa matrice d’adjacence, on s’aperc¸oit que l’on a affaire a` un graphe,
note´ P [3, 2], de degre´ 30 et de spectre : {−527, 335, 30}. Sa matrice d’adjacence peut eˆtre
compacte´e en une forme tripartite (cf. section C.2.2), apre`s avoir omis les 3 points de
re´fe´rence :
a3 = σx ⊗ I2 ⊗ I2, b3 = σy ⊗ I2 ⊗ I2 et c3 = σz ⊗ I2 ⊗ I2,
comme exprime´ dans le tableau 5.6.
03 A3 A3 A3
A3 03 Aˆ3 Aˆ3
A3 Aˆ3 03 Aˆ3
A3 Aˆ3 Aˆ3 03
Tab. 5.6 – Structure « mise en abyme » de la matrice d’adjacence de P [3, 2]
La matrice 03 est la matrice d’adjacence de P [2, 2], A3 = 03 + I8, et Aˆ3 est le comple´-
mentaire de A3. Cette proprie´te´ « fractale » reste ve´rifie´e pour les N qubits, quelque soit
N . Malgre´ cela, il n’y a plus de partitions simples. En revanche, quelque soit N , le graphe
de Pauli des N qubits reste fortement re´gulier [PS08] ; et, comme on va le constater, cette
caracte´ristique se re´ve`le inte´ressante pour une ge´ne´ralisation en terme de ge´ome´trie.
Dans le cas des deux qubits, on a vu qu’il y avait un lien entre la the´orie des graphes
(cliques maximaux) et la physique (MUBs). Quelle physique peut bien se cacher derrie`re
cette proprie´te´ de fortement re´gulier ? La prochaine section met en e´vidence, pour le cas
des N qubits, une ge´ome´trie sous jacente pour leur graphe de Pauli, faisant intervenir les
espaces polaires symplectiques et les ge´ome´tries partielles (cf. section 5.2.2) mais, jusqu’a`
maintenant, n’a pas e´te´ distingue´ le sens physique qui pourrait e´ventuellement y eˆtre cache´.
5.2.2 Les N qubits
Les espaces polaires symplectiques
A partir de N > 2, les N qubits ne sont plus caracte´rise´s par un quadrangle ge´ne´ralise´
d’ordre N mais sont relie´s [SP07a, Tha07, Hav07] a` une structure plus ge´ne´rique du fait
que l’on a perdu la dualite´ : les espaces polaires symplectiques (cf. section B.2.5), note´s
W2N−1(q). Ces derniers constituent en effet, ainsi qu’on va le voir, la ge´ome´trie sous-jacente
au graphe de Pauli pour les N qubits.
Cette ide´e d’avoir tente´ et re´ussi a` relier les N qubits a` de tels objets provient du fait
que W (2) est le plus petit repre´sentant (en terme de rang) de la famille constitue´e par ces
derniers.
Pour rappel, un espace polaire symplectique est un espace vectoriel de dimension
d sur le corps de Galois Fq, note´ V (d, q), muni en plus d’une forme biline´aire alterne´e non
de´ge´ne´re´e.
Un tel espace, note´ Wd−1(q), existe si et seulement si d = 2N , ou` N est son rang (ou
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ordre). Un sous espace de V (d, q) est dit totalement isotrope si la forme associe´e est
la fonction nulle. L’espace Wd−1(q) peut alors eˆtre vu comme l’espace des sous espaces
totalement isotropes de PG(2N − 1, q), tout en tenant compte de la forme symplectique
[PS08]. Les plus grands sous espaces totalement isotropes en sont les ge´ne´rateurs.
Pour q = 2, cet espace polaire contient :
|W2N−1(2) |=| PG(2N − 1, 2) |= 22N − 1 = 4N − 1 points. (5.1)
(2 + 1)(22 + 1)...(2N + 1) ge´ne´rateurs G. (5.2)
Un drapeau (spread) S de W2N−1(2) est un ensemble de ge´ne´rateurs constituant
une partition des points de W2N−1(2), les cardinaux d’un drapeau et d’un ge´ne´rateur de
W2N−1(2) sont respectivement :
| S |= 2N + 1 et | G |= 2N − 1 (5.3)
Par ailleurs, deux points distincts de W2N−1(q) sont dits perpendiculaires si ils sont
relie´s par une ligne ; pour q = 2, il y en a :
22N−1 (5.4)
A la lumie`re de tout ceci, on peut faire correspondre :
– le nombre de points deW2N−1(2), au nombre d’ope´rateurs de Pauli ge´ne´ralise´s (e´qua-
tion 5.1),
– le concept de deux ope´rateurs qui commutent, avec celui de deux points perpendi-
culaires,
– suite a` l’identification entre les deux concepts, l’ensemble des points d’un ge´ne´ra-
teur G, avec un ensemble maximalement commutant. L’ensemble S reconstitue la
partition e´voque´e tout au de´but de ce chapitre : pour une dimension de l’espace de
Hilbert conside´re´, puissance d’un nombre premier d, on aura d + 1 MUBs et d + 1
ensembles maximalement commutant de cardinal d− 1 (e´quation 5.2),
– le nombre total de ge´ne´rateurs de W2N−1(2), au nombre des ensembles maximale-
ment commutant (disjoints ou non).
De plus, l’e´quation 5.4 indique qu’il y a 22N−1 ope´rateurs qui ne commutent pas avec
un ope´rateur donne´. Certes, le fait est que cela reste une conjecture que de dire que la
ge´ome´trie cache´e du graphe de Pauli pour les N qubits – qui sera note´ par la suite P [2, N ]
– est W2N−1(2). Cependant, il y a beaucoup de co¨ıncidences : notamment, la proprie´te´
issue de l’e´quation 5.4 a e´te´ ve´rifie´e inde´pendamment par Koen Thas [Tha07]. De fac¸on
pratique, cela a e´te´ calcule´ pour les cas des 2, 3, et 4 qubits (voir le tableau 5.7 en fin de
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section) ; et en soi, vu de quoi il retourne, il n’y a pas, du moins a priori, tellement de
raisons pour que l’hypothe`se se re´ve`le fausse.
C’est pourquoi on va conside´rer queW2N−1(2) est la bonne ge´ome´trie cache´e de P [2, N ].
Cette dernie`re cependant est une ge´ome´trie « multi-ligne » (au sens ou` un point peut
appartenir a` deux lignes par exemple) ; mais on va voir que, du fait que le graphe de Pauli
pour les N qubits soit fortement re´gulier, des relations entre W2N−1(2) et les ge´ome´tries
partielles, de´finies plus loin, permettent de retrouver toutes les proprie´te´s de P [2, N ].
L’inte´reˆt en est que les ge´ome´tries partielles sont des espaces presque line´aires (cf. section
B.2.4) qui vont « lisser » la structure ge´ome´trique sous-jacente de P [2, N ].
Les ge´ome´tries partielles :
On sait [Cle02] que la matrice d’adjacence, note´e A, d’un graphe fortement re´gulier
ve´rifie les e´quations suivantes :
AJ = DJ et A2 + (µ− λ)A+ (µ−D)I = µJ (5.5)
ou` J est la matrice ne contenant que des 1, I, la matrice identite´, D, son degre´ tel que
deux sommets adjacents sont tous les deux adjacents avec le meˆme nombre λ de sommets,
et tel que deux sommets non adjacents sont tous les deux adjacents avec le meˆme nombre
µ de sommets. On notera le graphe fortement re´gulier correspondant de la fac¸on suivante :
gfr(v,D,λ, µ)
La matrice A a ainsi comme valeur propre D avec une multiplicite´ 1 (D n’apparaˆıt
qu’une fois dans son spectre) ; ses autres valeurs propres sont r (>0) et l (<0), relie´es de
la manie`re suivante :
r + l = λ− µ et rl = µ−D (5.6)
Les graphes fortement re´guliers ont de multiples proprie´te´s [Cle02] ; en particulier, les
deux valeurs propres r et l sont (excepte´ pour les graphes connus sous le nom de graphes
de confe´rence [Cle02]) des entiers dont les multiplicite´s respectives, f et g, ve´rifient les
relations suivantes :
f =
−D(l + 1)(D − l)
(D + rl)(r − l) et g =
D(r + 1)(D − r)
(D + rl)(r − l) (5.7)
Le graphe de Pauli pour les N qubits, e´tant fortement re´gulier, ve´rifie les proprie´te´s
e´voque´es ci-dessus qui vont permettre de relier les espaces polaires symplectiques avec les
ge´ome´tries partielles.
Une ge´ome´trie partielle, note´e gp(s, t,α) [Bat97], est un objet plus ge´ne´rique qu’un
quadrangle ge´ne´ralise´ fini. C’est un espace presque line´aire {P,L} tel que, pour tout point
P n’appartenant pas a` une ligne L, on ait :
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– Le nombre de points de L relie´s a` P par une ligne est α
– Chaque ligne a s+ 1 points
– Chaque point est sur t+ 1 lignes
Le graphe de gp(s, t,α) est constitue´ de (s+ 1) st+αα sommets et de (t+ 1)
st+α
α lignes ;
il est fortement re´gulier, du type :
gfr
(
(s+ 1)
st+ α
α
, s(t+ 1), s− 1 + t(α− 1),α(t+ 1)
)
(5.8)
Par ailleurs, si le spectre d’un graphe fortement re´gulier est de la meˆme forme que
celui d’une ge´ome´trie partielle, un tel graphe est dit pseudo-ge´ome´trique. Les graphes
associe´s aux espaces polaires symplectiques W2N−1(q) sont pseudo-ge´ome´triques [Cle02],
et sont de la forme :
pseudo− g
(
q
qN−1 − 1
q − 1 , q
N−1,
qN−1 − 1
q − 1
)
(5.9)
Par suite, le graphe de Pauli pour N qubits est du type de´crit par l’e´quation 5.9.
Exemples :
Afin de fixer un peu mieux les ide´es, voici un exemple de´taille´ pour N = 3. La section
5.2.1 donne le graphe de Pauli des 3 qubits et quelques unes de ses caracte´ristiques. Du
spectre de ce dernier, {−527, 335, 30}, puis graˆce a` l’e´quation 5.6 (calcul de λ et µ), il
de´coule que P [3, 2] est, avec les notations du paragraphe pre´ce´dent, le graphe :
gfr(63, 30, 13, 15)
On va en de´duire la ge´ome´trie partielle associe´e :
gfr(v,D,λ, µ) = gfr
(
(s+ 1)
st+ α
α
, s(t+ 1), s− 1 + t(α− 1),α(t+ 1)
)
=⇒ gp(s, t,α)?
L’expression ci-dessus est issue de l’e´quation 5.8 et des notations concernant les graphes
fortement re´gulier, du paragraphe pre´ce´dent. On ne recherche finalement que 3 parame`tres,
nomme´ment s, t et α, et on dispose de 4 relations comme exprime´ ci-dessus. Eh bien qu’a`
cela ne tienne ! On utilise les 3 e´quations les plus simples ; la plus complique´e, a` savoir celle
qui contient une fraction, on s’en contentera comme ve´rification. Par identification, on a :
D = s(t+ 1) , λ = s− 1 + t(α− 1) et µ = α(t+ 1)
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Ainsi, dans le cas des 3 qubits, obtient-on la ge´ome´trie partielle gp(6, 4, 3).
A titre d’exemples, le tableau 5.7 regroupe les caracte´ristiques des graphes de Pauli
des N qubits, pour les cas N = 2, N = 3 et N = 4.
N v e D r l λ µ s t α
2 15 15 6 1 −3 1 3 2 2 1
3 63 45 30 3 −5 13 15 6 4 3
4 255 153 126 7 −9 6 63 14 8 7
Tab. 5.7 – Invariants des graphes de Pauli P [2, N ] pour N ∈ {2, 3, 4}
Les invariants des graphes de Pauli mentionne´s dans le tableau 5.7 ont e´te´ calcule´s « a`
la main », mais a posteriori ils de´coulent directement des proprie´te´s des espaces polaires
symplectiques d’ordre 2 et de rang N .
On a, en re`gle ge´ne´rale :
– le nombre de sommets du graphe : v = 4N − 1,
– le degre´ du graphe : D = v − 1− 22N−1,
– s = 22
N−1−1
2−1 ,
– t = 2N−1,
– α = 2
N−1−1
2−1 ,
– µ = α(t+ 1) = rl +D,
– λ = s− 1 + t(α− 1) = µ+ r + l,
– le fait que le nombre d’areˆtes du graphe e puisse se de´duire de α, s et t ; c’est e´gale-
ment un autre moyen de retrouver v (cf. la constitution du graphe de gp(s, t,α)).
Quel pourrait eˆtre l’inte´reˆt ve´ritable des ge´ome´tries partielles ? Eh bien, il s’agit d’une
autre partition du graphe de Pauli, «moins complexe » au sens ge´ome´trique puisque c’est
un espace presque line´aire, et qu’elle posse`de moins de lignes que l’espace symplectique
associe´. Par exemple, dans le cas des 3 qubits, l’espace polaire symplectique associe´ au
graphe de Pauli posse`de 135 lignes, tandis que la ge´ome´trie partielle, elle, « seulement »
45 (45 × 3 = 135). Peut-eˆtre – cela reste une question ouverte – que les 45 ensembles
d’ope´rateurs de Pauli ge´ne´ralise´s disjoints, « re´ve´le´s » et organise´s en partition par ces 45
lignes, ont un sens physique particulier du fait de leur particularite´, comme ce fut le cas
pour la ge´ome´trie des 2 qubits, qui « re´ve´la » les ensembles maximalement commutant.
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5.3 Les syste`mes composites
5.3.1 Motivations
5.3.1.1 Les espaces de Hilbert composites
Une ide´e naturelle, a` la suite de la ge´ne´ralisation de la section pre´ce´dente, est d’e´tudier
les cas composites, caracte´rise´s par un autre type d’ope´rateurs de Pauli ge´ne´ralise´s. Le cas
le plus simple est celui de l’alliance qubit-qutrit.
Un qutrit est un syste`me a` trois niveaux, au sens de la me´canique quantique et il
s’e´crira comme un vecteur colonne unitaire a` 3 composantes.
De manie`re ge´ne´rale, on appellera qudit le vecteur d’e´tat de´crivant un syste`me quan-
tique attache´ a` un espace de Hilbert de dimension d, Hd.
Pour d une dimension e´gale a` un nombre premier p, une manie`re de caracte´riser les
syste`mes composites est la suivante : on construit [BBRV02] une base orthonorme´e d’un
espace de Hilbert de dimension p en utilisant les ope´rateurs de Pauli X et Z, nomme´s
e´galement ope´rateurs shift et clock. Leurs actions respectives sont :
X |n〉 = |n+ 1〉 et Z |n〉 = ωnp |n〉 avec ωp = e
2ipi
p (racine pie`me de l’unite´) (5.10)
La base associe´e (il s’agit de la base des ope´rateurs de Pauli ge´ne´ralise´s) sera alors sous la
forme [BBRV02, KSSdG05] :
{Zk}; k = 1, ..., p− 1 et {(XZm)k} ; k = 1, ..., p− 1 , m = 0, ..., p− 1 (5.11)
Ses composantes sont regroupe´es en p+1 classes disjointes contenant chacune p−1 ope´ra-
teurs qui commutent deux a` deux. On a au total p2−1 ope´rateurs, plus l’ope´rateur identite´,
la matrice Ip, que l’on ne fait pas toujours intervenir du fait de son action triviale. De telles
classes sont maximales en terme de cardinal. Les vecteurs propres communs de diffe´rentes
classes forment diffe´rents ensembles complets de MUBs [BBRV02, KSSdG05].
Le cas le plus simple ( p = 2 ) correspond au qubit et il s’agit des 4 matrices de Pauli
habituelles.
Le cas suivant ( p = 3 ) correspond a` un syste`me physique a` 3 niveaux : le qutrit. Une
base orthonormale d’ope´rateurs pour un tel syste`me sera [Law04] :
σI = {I3, Z,X, Y, Z2, X2, Y 2, V, V 2} pour I = 1, 2, ..., 9 avec
X =
0 0 11 0 0
0 1 0
 , Z =
1 0 00 ω 0
0 0 ω2
 ou` ω = e 2ipi3 , Y = XZ et V = XZ2
Comment caracte´riser un syste`me de dimension composite ? Eh bien en utilisant le
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dernier postulat de la me´canique quantique : par exemple, pour un syste`me a` 6 niveaux,
on effectue le produit tensoriel entre les ope´rateurs de Pauli pour 1 qubit, et ceux pour 1
qutrit. On aurait pu e´galement de´finir une base pour un espace de Hilbert de dimension
6 directement a` partir de shift et clock, bien que ces ope´rateurs aient une forme un peu
diffe´rente des matrices de Pauli originelles [Kib08], puisque 6 n’est pas un nombre premier,
mais le choix a e´te´ fait de se´parer le syste`me a` deux niveaux de celui a` trois. En effet, il
s’agit d’une e´tude des relations de commutation et de la comple´mentarite´ quantique, et ce
choix permet de mieux appre´hender le roˆle des MUBs des diffe´rents syste`mes les unes par
rapport aux autres.
5.3.1.2 Les syste`mes composites par l’alge`bre
Dans cette section, on aura a` faire a` une dimension d, ou` d est un produit de nombres
premiers distincts. Quand on parlera de groupe de Pauli et d’ope´rateurs X et Z en dimen-
sion d, on utilisera implicitement la repre´sentation du groupe de Pauli issue de produits
tensoriels entre les ope´rateurs X et Z qui ont de´ja` e´te´ pre´sente´s dans la section 5.3.1.1.
Munis de la loi de multiplication, les ope´rateurs X et Z ge´ne`rent le groupe de Pauli G
(non commutatif) a` partir de la relation [HS07] :
ZX = ωXZ
A partir de la` a e´te´ montre´ [Vou07, HS07] que les e´le´ments de G pouvaient eˆtre mis sous
la forme suivante :
ωaXbZc ou` a, b, c ∈ Zd
On peut re´duire le nombre d’e´le´ments du groupe de Pauli, nombre e´gal a` d3, a` d2 en
conside´rant le quotient de G par son centre G′ : G/G′ (cf. section A.1.3).
La re´fe´rence [HS07] de´crit les relations de commutation entre les ope´rateurs de G et
de G/G′, d’une part en utilisant les vecteurs (b, c) appartenant a` Z2d et en conside´rant leur
sous module cyclique (cf. section A.2.3), de´fini comme suit :
Zd(b, c) = {(ub, uc), u ∈ Zd},
et d’autre part, en mettant a` contribution les points de la droite projective :
P1 (Zd) = {Zd(b, c), (b, c) est admissible}.
Pour rappel, un vecteur admissible (b, c) est tel que :
∃(x, y) ∈ Z2d,
(
b c
x y
)
est inversible,
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ce qui pour une matrice a` coefficients dans un anneau commutatif est e´quivalent a` avoir
un de´terminant e´gal a` l’une des unite´s de cet anneau.
Une classe d’e´quivalence de (b, c) est un sous module cyclique libre Zd(b, c), d’ordre d,
et aussi un point de la droite projective P1 (Zd).
On rappelle (afin de pouvoir faire un paralle`le avec le paragraphe suivant concernant
la de´finition d’un ensemble perpendiculaire) la structure de graphe de la droite projective
P1 (Zd) : deux points distincts Zd(b, c) et Zd(b′, c′) sont dits distants si
det
∣∣∣∣∣
(
b c
b′ c′
)∣∣∣∣∣ est e´gal a` une unite´ de Zd,
sinon ils sont dits voisins.
Un autre concept inte´ressant permet de re´partir les vecteurs appartenant a` Z2d diffe´-
remment : on de´finit un ensemble perpendiculaire (a` ne pas confondre avec l’hyperplan du
meˆme nom d’un quadrangle) (b, c)⊥ comme suit :
(b, c)⊥ = {(u, v) ∈ Z2d, (b, c) ⊥ (u, v)} ou`(b, c) ⊥ (u, v) si det
∣∣∣∣∣
(
b c
u v
)∣∣∣∣∣ = 0
On note [PB07] d’ores et de´ja` que deux vecteurs appartenant au sous module cyclique
libre sont mutuellement perpendiculaires. Selon [HS07], les ope´rateurs deG qui commutent
avec un ope´rateur fixe´ constituent un ensemble perpendiculaire. En utilisant cette analogie,
on peut identifier les e´le´ments d’un sous module cyclique libre qui sont mutuellement per-
pendiculaires, avec les ensembles maximaux d’ope´rateurs de Pauli qui commutent, comme
cela a de´ja` d’ailleurs e´te´ fait implicitement dans [PBS07]. A posteriori on ne devrait pas
eˆtre surpris que la droite projective P1 (Z6) corresponde a` la structure d’incidence des en-
sembles maximaux commutant du syste`me qubit-qutrit (cf. section 5.3.2). Pour comple´ter
cette vision ge´ome´trique des relations de commutation, il faut identifier les vecteurs (pas
ne´cessairement admissibles) de Z2d avec les d2 ope´rateurs de Pauli.
Le the´ore`me 1 de la re´fe´rence [HS07] e´nonce qu’un sous module cyclique libre Zd(b′, c′)
contenant un vecteur (b, c) appartient a` l’ensemble perpendiculaire (b, c)⊥. Seulement si
(b, c) est admissible, le dit module est e´gal a` (b, c)⊥.
Cela va dans le sens de l’interpre´tation [PB07] selon laquelle les ensembles maximaux
d’ope´rateurs qui commutent (qui correspondent a` Zd(b, c)) de´finissent e´galement une base
d’ope´rateurs (correspondant a` (b, c)⊥).
Une conse´quence imme´diate concerne l’application aux MUBs. Deux vecteurs d’une
bases seront perpendiculaires tandis que deux vecteurs de deux MUBs distinctes ne le
seront pas. En utilisant deux vecteurs distincts non nuls et admissibles (b, c) et (b′, c′), les
deux ensembles de vecteurs :
Zd(b, c)\{(0, 0)} = {(ub, uc), u ∈ Zd\{0}} et Zd(b′, c′)\{(0, 0)} = {(vb′, vc′), v ∈ Zd\{0}}
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sont disjoints seulement si :
uv(bc′ − cb′) := 0
c’est-a`-dire si
uv := 0 et (b, c), (b′, c′) ne sont pas perpendiculaires
On ne peut pas « partitionner » en termes d’ensembles maximaux commutant car il n’y
en a pas du fait que l’anneau Zd posse`de des diviseurs de 0, qui est donc tel que u et
v peuvent eˆtre des diviseurs de 0. Le nombre maximum de MUBs en dimension compo-
site pourrait ainsi eˆtre reformule´ comme e´tant le nombre maximum de tels ensembles de
vecteurs disjoints dans l’anneau associe´ a` la dimension en question [PB07].
Si la dimension d est la puissance de nombres premiers distincts pk, le the´ore`me 2 de
la re´fe´rence [HS07] produit des re´sultats quantitatifs a` propos de :
– le nombre de points, note´ nd, de la droite projective P1(Zd) contenant tout vecteur
(b, c)
– le partitionnement de (b, c)⊥ comme e´tant l’union (au sens de la the´orie des en-
sembles) de ces points
– la cardinalite´ de (b, c)⊥
On a en effet d’apre`s ce the´ore`me :
nd =
∏
k∈K
(pk + 1) et
∣∣∣(b, c)⊥∣∣∣ = ∏
k∈K
pk (5.12)
ou` K est un l’ensemble des indices relatives a` la de´composition des composantes de (b, c)
en ses ide´aux principaux.
On va maintenant aborder dans le de´tail des cas particuliers de syste`mes composites.
Selon les syste`mes, on privile´giera les aspects les plus pertinents.
5.3.2 Le syste`me qubit-qutrit
Rien est ve´ritablement ressorti de l’e´tude de la ge´ome´trie du graphe de Pauli associe´ :
le graphe de Pauli n’e´tant pas fortement re´gulier dans ce cas-ci, on ne peut pas lui associer
de ge´ome´tries partielles ou d’espaces polaires symplectiques comme cela avait e´te´ le cas
pour les qubits, a fortiori une ge´ome´trie plus simple comme cela a e´te´ fait dans le cas
particulier des 2 qubits. C’est pourquoi, on a directement conside´re´ son dual [PS08] : les
sommets deviennent les ensembles maximalement commutant (au nombre de 12), relie´s
si les 2 ensembles conside´re´s ont au moins un ope´rateur en commun. Le graphe obtenu
pour la dimension 6 (les re´sultats obtenus sont e´galement valables pour le cas qutrit-qubit)
est une grille 3 × 4 et donne lieu a` une ge´ome´trie « multi-ligne », contrairement au cas
des 2 qubits pour lesquels les graphes sont simples (simples, au sens de la the´orie des
graphes). En revanche, cette grille se re´ve`le eˆtre la droite projective sur l’anneau Z2 ×Z3,
munie de la structure de´finie pre´ce´demment pour les qubits, dans lesquels cas on obtenait
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seulement des « tronc¸ons » de droites projectives ; il en va de meˆme pour les 2 qutrits. On
va maintenant voir tout cela un peu plus dans le de´tail [PBS07].
Sa ge´ome´trie « multi-ligne » :
Pour un syste`me quantique de dimension d = 6, il y a 35 (62 − 1) ope´rateurs de Pauli
ge´ne´ralise´s : ∑
(i,j)
= σi ⊗ σj , i ∈ {0, ..., 3}, j ∈ {0, ..., 8}, (i, j) := (0, 0) (5.13)
On les notera de manie`re plus compacte de la fac¸on suivante :
1 = I2 ⊗ σ1, 2 = I2 ⊗ σ2, ..., 8 = I2 ⊗ σ8
a = σz ⊗ I3, 9 = σz ⊗ σ1, 10 = σz ⊗ σ2, ...
b = σx ⊗ I3, 17 = σx ⊗ σ1, ...
c = σy ⊗ I3, 25 = σy ⊗ σ1, ..., 32 = σy ⊗ σ8
On a calcule´ la matrice d’adjacence du graphe de Pauli P [6] et de´duit de celle-ci
12 ensembles maximaux d’ope´rateurs qui commutent (comme explique´ dans le cas des 2
qubits, on cherche les sous graphes complets) :
L1 = {1, 5, a, 9, 13}, L2 = {2, 6, a, 10, 14}
L3 = {3, 7, a, 11, 15}, L4 = {4, 8, a, 12, 16}
M1 = {1, 5, b, 17, 21}, M2 = {2, 6, b, 18, 22}
M3 = {3, 7, b, 19, 23}, M4 = {4, 8, b, 19, 24}
N1 = {1, 5, c, 25, 29}, N2 = {2, 6, c, 26, 30}
N3 = {3, 7, c, 27, 31}, N4 = {4, 8, c, 28, 32}
On conside`re ces ensembles comme des lignes au sens de la ge´ome´trie projective. Si
on identifie chacune de ces lignes, respectivement deux lignes concourantes, a` un sommet,
respectivement a` une areˆte du graphe dual de P [6], note´ W [6], on obtient la structure
de graphe de type grille 3× 4 repre´sente´e a` droite de la figure 5.7. Ce graphe correspond
a` L[K(4, 3)], c’est-a`-dire le graphe d’incidence du graphe bipartite K(4, 3) repre´sente´ a`
gauche de la figure 5.7.
Les lignes Li (ainsi que les lignes Mi et Ni) prises deux par deux ont un unique point
d’intersection, tandis que les lignes Li et MI (idem pour Li et Ni, Mi et Ni) posse`dent
deux points en commun. Cela signifie que les areˆtes du graphe W [6] ont deux « poids »
possibles : « 1 » ou « 2 » (les areˆtes de poids « 2 » sont indique´es sur la figure 5.7).
Le graphe L[K(4, 3)] est re´gulier et de spectre {−26, 13, 22, 5}. LesMUBs correspondent
aux lignes du graphe de Pauli P [6] qui ne sont pas concourantes, c’est-a`-dire, ici, aux
sommets de L[K(4, 3)] qui ne sont pas adjacents. Si on conside`re la partie de droite de
la figure 5.7, on en trouve au maximum trois, comme cela a de´ja` pu eˆtre constate´ dans
d’autres travaux [Gra06].
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Fig. 5.7 – Le dual du graphe de Pauli pour d = 6, W [6], est le graphe L[K(4, 3)].
Jusqu’a` maintenant on a conside´re´ le dual du graphe de Pauli mais qu’en est-il de celui-
ci ? En e´tudiant de plus pre`s sa matrice d’adjacence et en gardant la meˆme nume´rotation
que pre´ce´demment, on a pu caracte´riser sa ge´ome´trie sous-jacente. Avant d’aller plus loin,
on a besoin de la de´finition d’une figure de la ge´ome´trie projective dite ge´ome´trie finie
(0,1), c’est-a`-dire une ge´ome´trie ve´rifiant les deux axiomes suivants :
– deux points distincts sont relie´s par au maximum une ligne,
– pour une ligne donne´e et un point n’appartenant pas a` la ligne (un anti-drapeau),
soit aucune ligne, soit une ligne passe par ce point et est concourante avec la ligne
donne´e,
La ge´ome´trie de P [6] posse`de des lignes qui partagent plus d’un point et ainsi viole-
t-elle le premier axiome. Cela donne lieu a` une ge´ome´trie « multi-ligne ». En revanche,
la ge´ome´trie de P [6] respecte le deuxie`me axiome. Ainsi peut-on « partitionner » (parti-
tion analogue au fait de conside´rer les hyperplans de la ge´ome´trie (0,1)) la ge´ome´trie du
graphe de Pauli en conside´rant les sous ensembles de ses points tels que si deux points
appartiennent a` une ligne alors cette ligne appartient a` l’ensemble. Ces ensembles, note´s
Si, que par abus de langage on nommera hyperplans, sont explicite´s dans l’e´quation 5.14
et l’un d’entre eux, S1, est repre´sente´ dans la figure 5.8.
Si = {Li,Mi, Ni}, i ∈ {1, 2, 3, 4} (5.14)
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Fig. 5.8 – Structure de S1 = {L1,M1, N1}
Sa droite projective :
Dans le cas des 2 qubits, le carre´ de Peres et Mermin (cf. chapitre 4) peut eˆtre vu
comme la droite projective de´finie sur l’anneau Z2 × Z2, et la ge´ome´trie des 2 qubits est
englobe´e par la droite projective de´finie sur le plus petit anneau constitue´ des matrices 2×2
a` valeurs 0 ou 1, note´ Z2×22 [PSK06]. On va montrer que le graphe W [6] peut e´galement
eˆtre vu comme la droite projective sur l’anneau Z2 × Z3.
On note les e´le´ments de l’anneau Z2 × Z3 de la manie`re suivante :
0′ = (0, 0) , 1′ = (0, 1) , 2′ = (0, 2) , 3′ = (1, 0) , 4′ = (1, 1) et 5′ = (1, 2)
Ces tables d’addition et de multiplication sont respectivement les tableaux 5.8 et 5.9
+ 0’ 1’ 2’ 3’ 4’ 5’
0’ 0’ 1’ 2’ 3’ 4’ 5’
1’ 1’ 2’ 0’ 4’ 5’ 3’
2’ 2’ 0’ 1’ 5’ 3’ 4’
3’ 3’ 4’ 5’ 0’ 1’ 2’
4’ 4’ 5’ 3’ 1’ 2’ 0’
5’ 5’ 3’ 4’ 2’ 0’ 1’
Tab. 5.8 – La table d’addition de l’anneau Z2 × Z3
× 0’ 1’ 2’ 3’ 4’ 5’
0’ 0’ 0’ 0’ 0’ 0’ 0’
1’ 0’ 1’ 2’ 0’ 1’ 2’
2’ 0’ 2’ 1’ 0’ 2’ 1’
3’ 0’ 0’ 0’ 3’ 3’ 3’
4’ 0’ 1’ 2’ 3’ 4’ 5’
5’ 0’ 2’ 1’ 3’ 5’ 4’
Tab. 5.9 – La table de multiplication de l’anneau Z2 × Z3
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On constate d’apre`s ces tables que l’anneau Z2 × Z3 posse`de :
– 4 diviseurs de 0 : 0′, 1′, 2′ et 3′,
– 2 unite´s : 4′ et 5′.
En usant de la de´finition d’une droite projective (cf. annexe B), on calcule qu’elle est
constitue´e des 12 points suivants :
– (4′, 0′), (4′, 1′), (4′, 2′), (4′, 3′), (0′, 4′), (1′, 4′), (2′, 4′) et (3′, 4′) : 8 d’entre eux pos-
se`dent une unite´
– (4′, 4′) et (4′, 5′) : deux d’entre eux posse`dent deux unite´s
– (1′, 3′) et (3′, 1′) : deux d’entre eux posse`dent deux diviseurs de 0
Ces points munis de la structure de graphe co¨ıncident avec la structure du grapheL[K(4, 3)]
de la figure 5.7 dans laquelle ils ont d’ailleurs e´te´ explicite´s. Le graphe W [6] peut donc
bien eˆtre vu comme la droite projective sur l’anneau Z2 × Z3.
Illustration
Illustrons les relations entre le graphe de Pauli pour le syste`me qubit-qutrit et la
structure de graphe de la droite projective P1 (Z6). Les ope´rateurs x appartenant aux
ensembles maximaux sont de 3 types [PB07] :
– x est un des points de re´fe´rence : a0, b0 ou c0, il appartient a` 4 ensembles et le nombre
de points qui commutent avec lui est
∣∣x⊥∣∣ = 18 points de type (i)),
– x ∈ {1, 2, 3, 4, 5, 6, 7, 8} appartient a` 3 ensembles et ∣∣x⊥∣∣ = 12 (points de type (ii)),
– sinon x appartient a` un seul ensemble et
∣∣x⊥∣∣ = 6 (points de type (iii))
Remarque : un ensemble perpendiculaire
(
x⊥
)
inclut l’ope´rateur x lui-meˆme et l’ope´rateur
unite´ [HS07] mais pour les ensembles maximaux commutant il est d’usage d’ignorer l’ope´-
rateur unite´ car il commute avec tous les ope´rateurs [PS08, BBRV02].
Ces re´sultats sont en accord avec l’expression de l’e´quation 5.12 avec d = 6, p1 = 2 et
p2 = 3.
Un ensemble perpendiculaire
(
x⊥
)
attache´ aux points de type (ii) est repre´sente´ par
la figure 5.8. La structure comple`te comprend 4 ensembles similaires (les Si) ayant les
ope´rateurs a0, b0 et c0 en commun.
5.3.3 Le syste`me qutrit-qutrit
Suite a` l’e´tude du cas composite le plus simple et des constats qui ont e´te´ faits, il
est naturel de s’inte´resser au cas des 2 qutrits (d=9), bien qu’il ne soit pas un syste`me
composite a` proprement parler puisqu’il fait intervenir deux particules de meˆme nature,
pour mieux cerner a` quel niveau le cas qubit-qutrit diffe`re tant de celui des 2 qubits.
Pour un syste`me quantique de dimension d = 9, il y a 80 ope´rateurs de Pauli ge´ne´rali-
119
Un formalisme original des relations de commutation : approche ge´ome´trique
se´s : ∑
(i,j)
= σi ⊗ σj , i ∈ {0, ..., 8}, j ∈ {0, ..., 8}, (i, j) := (0, 0) (5.15)
On les notera de manie`re plus compacte de la fac¸on suivante :
1 = I3 ⊗ σ1, 2 = I3 ⊗ σ2, ..., 8 = I3 ⊗ σ8
a = σ1 ⊗ I3, 9 = σ1 ⊗ σ1, 10 = σ1 ⊗ σ2, ...
b = σ2 ⊗ I3, 17 = σ2 ⊗ σ1, ...
c = σ3 ⊗ I3, 25 = σ3 ⊗ σ1, ..., 32 = σ3 ⊗ σ8
d = σ4 ⊗ I3, ..., h = σ8 ⊗ I3, 64 = σ8 ⊗ σ1, ..., 72 = σ8 ⊗ σ8
En calculant le spectre du graphe P [9] : {−715,−140, 524, 25}, on constate que le graphe
est re´gulier, de degre´ 25, mais pas fortement re´gulier. Il est plus difficile d’identifier des sous
graphes pertinents comme ce fut le cas pour les 2 qubits, donc, afin de tenter de trouver
la ge´ome´trie sous jacente du syste`me, on va conside´rer le dual de P [9] (comme pour le
cas qubit-qutrit), c’est-a`-dire le graphe dont les sommets sont les ensembles maximaux
d’ope´rateurs qui commutent, en voici la liste :
L1 = {1, 5, a, 9, 13, e, 41, 45}, L2 = {2, 6, a, 10, 14, e, 42, 46}
L3 = {3, 7, a, 11, 15, e, 43, 47}, L4 = {4, 8, a, 12, 16, e, 44, 48}
M1 = {1, 5, b, 17, 21, f, 49, 53}, M2 = {2, 6, b, 18, 22, f, 50, 54}
M3 = {3, 7, b, 19, 23, f, 51, 55}, M4 = {4, 8, b, 20, 24, f, 52, 56}
N1 = {1, 5, c, 25, 29, g, 57, 61}, N2 = {2, 6, c, 26, 30, g, 58, 62}
N3 = {3, 7, c, 27, 31, g, 59, 63}, N4 = {4, 8, c, 28, 32, g, 60, 64}
P1 = {1, 5, d, 33, 37, h, 65, 69}, P2 = {2, 6, d, 34, 38, h, 66, 70}
P3 = {3, 7, d, 35, 39, h, 67, 71}, P4 = {4, 8, d, 36, 40, h, 68, 72}
X1 = {9, 22, 32, 39, 45, 50, 60, 67}, X2 = {10, 17, 27, 40, 46, 53, 63, 68}
X3 = {11, 20, 30, 33, 47, 56, 58, 69}, X4 = {12, 23, 25, 34, 48, 51, 61, 70}
X5 = {13, 18, 28, 35, 41, 54, 64, 71}, X6 = {14, 21, 31, 36, 42, 49, 59, 72}
X7 = {15, 24, 26, 37, 43, 52, 62, 65}, X8 = {16, 19, 29, 38, 44, 55, 57, 66}
Y1 = {9, 23, 30, 40, 45, 51, 58, 68}, Y2 = {10, 19, 32, 33, 46, 55, 60, 69}
Y3 = {11, 22, 25, 36, 47, 50, 61, 72}, Y4 = {12, 17, 26, 39, 48, 53, 62, 67}
Y5 = {13, 20, 27, 34, 41, 56, 63, 70}, Y6 = {14, 23, 28, 37, 42, 51, 64, 65}
Y7 = {15, 18, 29, 40, 43, 54, 57, 68}, Y8 = {16, 21, 30, 35, 44, 49, 58, 71}
Z1 = {9, 24, 31, 38, 45, 52, 59, 66}, Z2 = {10, 24, 25, 35, 46, 52, 61, 71}
Z3 = {11, 17, 28, 38, 47, 53, 64, 66}, Z4 = {12, 18, 31, 33, 48, 54, 59, 69}
Z5 = {13, 19, 26, 36, 41, 55, 62, 72}, Z6 = {14, 20, 29, 39, 42, 56, 57, 67}
Z7 = {15, 21, 32, 34, 43, 49, 60, 70}, Z8 = {16, 22, 27, 37, 44, 50, 63, 65}
Afin de trouver une « partition » pertinente pour ces 40 bases de P [9], comme cela
a e´te´ fait pour le cas des 2 qubits (mais directement sur le graphe de Pauli associe´, cf.
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section 5.1.3), on a cherche´ a` utiliser les hyperplans du quadrangle ge´ne´ralise´ d’ordre 3,
Q(4, 3). Ce quadrangle est forme´ des points et des lignes d’une quadrique parabolique dans
l’espace projectif PG(4, 3) [PBS07] (c’est-a`-dire l’espace projectif de dimension 4, de´fini
sur le corps de Galois a` 3 e´le´ments Z3).
On a vu que le quadrangle ge´ne´ralise´e d’ordre 2, W (2), posse`de 3 types d’hyperplans ;
il en va de meˆme pour le quadrangle Q(4, 3) (cf. section B.3.1).
Ou` des hyperplans re´ve`lent une ge´ome´trie « multi-ligne » :
On observe directement que les 16 lignes Li, Mi, Ni et Pi (pour i ∈ {1, 2, 3, 4}) ont
deux points communs deux a` deux et forment ainsi une grille 4 × 4 d’ordre (3,1). Une
grille de W [9] est repre´sente´e a` titre d’exemple sur la figure 5.9a. Chaque ensemble {i} des
points caracte´rise´ par :
Si = {Li,Mi, Ni, Pi}, i ∈ {1, 2, 3, 4} (5.16)
repre´sente un hyperplan « multi-ligne » de la ge´ome´trie associe´e au graphe de Pauli P [9].
Toutes les areˆtes de la grille sont de « poids » 2. La figure 5.9b explicite l’hyperplan en
question pour i=1 (pour chaque hyperplan i, on doit rajouter outre les points des lignes
concerne´s, les 8 points de re´fe´rence a, b,..., h).
Fig. 5.9 – Une grille de W [9] et la ge´ome´trie correspondante chez P [9] pour i=1
La figure 5.10 montre un ovo¨ıde constitue´ de 10 points (c’est-a`-dire un ensemble de
10 points non coline´aires deux a` deux de W [9] (a) et ce a` quoi il correspond dans la
ge´ome´trie de P [9] (b) : un ensemble de 10 lignes paralle`les, ou encore dites disjointes ; les
bases associe´es aux ope´rateurs sur deux lignes distinctes sont des MUB’s, ensemble, elles
forment un ensemble complet de MUB’s pour cette dimension.
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Fig. 5.10 – Un ovo¨ıde de W [9] et la ge´ome´trie correspondante chez P [9]
La figure 5.11 donne un exemple d’ensembles perpendiculaires deW [9] (a) ainsi que la
ge´ome´trie «multi-ligne » qui en de´coule pour P [9] (b). La figure 5.11b ne montre le de´tail
que de la ligne {L1, N4,M2, P3} et comme on le voit c’est de´ja` assez complexe.
Fig. 5.11 – Un ensemble perpendiculaire deW [9] et la ge´ome´trie correspondante chez P [9]
pour la ligne {L1, N4,M2, P3}
La droite projective pour les 2 qutrits :
Une e´tude [aMS07] a permis de de´terminer que les 2 qutrits e´taient caracte´rise´s de
fac¸on partielle (on a parle´ de « tronc¸ons » au tout de´but de cette section) par la droite
projective sur l’anneau Z×32 .
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5.3.4 Les qudits en dimension 12
Pour un syste`me quantique de dimension d = 22 × 3 = 12, les ope´rateurs de Pauli
ge´ne´ralise´s sont de la forme :
σi ⊗ σj ⊗ σk ou` i, j ∈ {0, ..., 3}, k ∈ {0, ..., 8} et (i, j, k) := (0, 0, 0) (5.17)
Comme pour les autres cas, on de´termine le graphe de Pauli correspondant et on
extrait ces sous-graphes complets maximaux. On constate que la matrice d’incidence des
ensembles maximaux commutant correspondant correspond a` la droite projective de´finie
sur l’anneau R = Zp1 × Zp2 × Fq2 , d’ordre |R| = (p1 + 1)(p2 + 1)(q2 + 1), pour lequel
p1 = q = 2 et p2 = 3.
Les ope´rateurs x appartenant aux ensembles maximaux sont de 3 types :
1. x est un des points de re´fe´rence (son produit tensoriel inclut I3), il appartient a`
(p1 + 1)(p2 + 1) = 12 ensembles et
∣∣x⊥∣∣ = dp1p2 = 72 (points de meˆme type (i) que
pour le cas qubit-qutrit),
2. x inclut I2 ⊗ I2 dans sa de´composition en produit tensoriel et appartient a` (p1 +
1)(q2 + 1) = 15 ensembles et
∣∣x⊥∣∣ = dp1q = 48 (points de type (ii)),
3. sinon x appartient a` p1 + 1 = 3 ensembles et
∣∣x⊥∣∣ = p1d = 24 (points de type (iii))
5.3.5 Les qudits en dimension 18
Pour un syste`me quantique de dimension d = 2 × 32 = 18, les ope´rateurs de Pauli
ge´ne´ralise´s sont de la forme :
σi ⊗ σj ⊗ σk ou` i ∈ {0, ..., 3}, j, k ∈ {0, ..., 8} et (i, j, k) := (0, 0, 0) (5.18)
Encore une fois, on de´termine le graphe de Pauli correspondant et on extrait ces sous-
graphes complets maximaux. On constate que la matrice d’incidence des ensembles maxi-
maux commutant correspondant correspond a` la droite projective de´finie sur l’anneau
R = Zp1 × Zp2 × Zp2 , d’ordre |R| = (p1 + 1)(p2 + 1)2, pour lequel p1 = 2 et p2 = 3.
Les ope´rateurs x appartenant aux ensembles maximaux sont de 5 types :
1. x est un des 3 points de re´fe´rence contenant I3⊗I3 dans sa de´composition en produit
tensoriel, il appartient a` (p2 + 1)2 = 16 ensembles et
∣∣x⊥∣∣ = dp22 = 162 (points de
type (i)),
2. x appartient a` (p1 + 1)(p2 + 1) = 12 ensembles et
∣∣x⊥∣∣ = dp1p2 = 108 (points de
type (ii)),
3. x appartient a` p2 + 1 = 4 ensembles et
∣∣x⊥∣∣ = dp2 = 24 (points de type (iii))
4. x appartient a` p1 + 1 = 3 ensembles et
∣∣x⊥∣∣ = dp1p2 = 108 (points de type (iv))
5. sinon x appartient a` un seul ensemble et
∣∣x⊥∣∣ = dp2 = 24 (points de type (v))
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5.3.6 Ge´ne´ralisation et discussion
De manie`re ge´ne´rale, dans le cas des dimensions autres que 2N , la ge´ome´trie associe´e est
plus complexe car «multi-ligne » (en terme de the´orie des graphes, le graphe de Pauli n’est
plus fortement re´gulier, et il n’y a plus de possibilite´ de « lissage » comme dans le cas des N
qubits). Pour les dimensions composites (par exemple ce n’est pas vrai pour les 2 qutrits qui
sont deux syste`mes physiques « de meˆme nature »), il semble (cela n’a e´te´ de´montre´ que
pour des cas particuliers [PBS07, PB07]) que tout devient tre`s simple en terme de droites
projectives, ce qui n’est pas vrai pour l’ensemble des autres dimensions puisque les droites
projectives sur les anneaux respectifs ne caracte´risent a` chaque fois qu’un « morceau » de
la partition, comme cela a e´te´ vu dans le de´tail pour les 2 qubits. L’hypothe`se actuelle
dans l’optique de ge´ne´raliser est la suivante : on conside`re la de´composition en facteurs
premiers des nombres qui repre´sentent des dimensions composites, par exemple :
6 = 2× 3; 10 = 2× 5; 12 = 22 × 3; 14 = 2× 7; 15 = 3× 5; 18 = 2× 32
On va conside´rer et les diviseurs premiers, et la totalite´ des diviseurs : par exemple, pour
« 12 », on prendra en compte « 2 », « 4 » et « 3 », pas uniquement « 2 » et « 3 ». On aura
alors une droite projective, pour les dimensions ci-dessus, sur, respectivement, les anneaux
suivants :
Z2 × Z3;Z2 × Z5;Z2 × Z4 × Z3;Z2 × Z7;Z3 × Z5;Z2 × Z3 × Z9 (5.19)
On a trouve´ en paralle`le que les ope´rateurs qui commutent associe´s aux qudits, corres-
pondent a` des vecteurs perpendiculaires appartenant au module Z2d. Les ensembles maxi-
maux commutant ont une structure similaire a` celles des sous modules libres cycliques
de´finis sur un anneau commutatif R, qui n’est pas syste´matiquement l’anneau Zd de`s que
d contient des carre´s dans sa de´composition en nombres premiers. Un vecteur admissible,
qui de´finit un tel sous module, est de deux types [SPKP07] :
1. au moins une de ses composantes est une unite´ de l’anneau R
2. les deux composantes sont des diviseurs de 0 qui n’appartiennent pas au meˆme ide´al
maximal de R
Ainsi les ide´aux maximaux sont-il a` la base du lien entre les droites projectives et la
structure des matrices d’adjacence qui de´crivent les relations de commutation des ope´ra-
teurs de Pauli ge´ne´ralise´s pour les qudits.
La figure 5.12 repre´sente les ide´aux maximaux des anneaux associe´s aux cas composites
qui ont e´te´ aborde´s sous forme d’ellipses. Leurs intersections sont repre´sente´es par de petits
ronds, le rond noir repre´sente l’e´le´ment 0 de l’anneau.
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Fig. 5.12 – (a) Repre´sentation des ide´aux maximaux de l’anneau Z2 × Z3 illustrant la
structure d’adjacence du syste`me composite qubit-qutrit. (b) Celle de Z2 × Z3 × Z3 pour
les 2 qubits-qutrit (c) Celle de Z2 × Z3 × F4
Dans une certaine mesure, on peut identifier les facteurs du syste`me composite avec
les ide´aux maximaux, et les ope´rations d’union et d’intersection particulie`res a` la the´orie
des ensembles re´gissant ces ide´aux semblent correspondre avec la structure d’adjacence des
relations de commutation au sein des syste`mes composites associe´s. Les ide´aux eux-meˆme
ont une structure d’anneau. Par exemple, les 3 ide´aux du cas (c) repre´sente´ sur la figure
5.12 sont des sous ensembles isomorphes a` Z2×Z3, Z2×F4 et Z3×F4 respectivement. Les
droites projectives correspondantes sont des grilles 3× 4, 3× 5 et 4× 5. La dernie`re grille
exhibe un nombre maximum de 4 points distants, ce qui correspond au nombre maximum
de MUBs trouve´es en dimension 12.
Un nouveau travail pourrait clarifier si un anneau R est toujours associe´ a` un quel-
conque syste`me composite. Cela pourrait avoir entre autre une application au proble`me
du sous groupe cache´ non abe´lien qui a de´ja` donne´ lieu a` des algorithmes quantiques.
Conclusion
Pour les n qubits, l’exploration en terme de ge´ome´trie a re´ve´le´ une structure connue :
un quadrangle ge´ne´ralise´ d’ordre 2 pour la dimension 4 et, au-dela`, une structure d’es-
pace symplectique (ce qui n’est pas si e´tonnant que cela puisque les formes symplectiques
sont intimement lie´es au crochet de Poisson qui n’est d’autre que l’analogue classique du
fameux commutateur utilise´ en me´canique quantique). Pour les dimensions composites,
il semblerait que l’on ait a` faire a` une ge´ome´trie « multi-lignes » que l’on ne puisse pas
« exploiter » avec les ge´ome´tries partielles, comme c’est le cas pour les N qubits, meˆme si
cela n’a e´te´ explore´ que pour des exemples.
Par ailleurs, pour les dimensions composites, on a utilise´ les ide´aux maximaux d’un
anneau R donne´ (qui peut eˆtre diffe´rent de l’anneau Zd) comme constituants des relations
de commutations. On a vu que l’incidence (cf. figure 5.7) entre les 12 lignes du syste`me
qubit-qutrit correspond exactement a` la structure de graphe associe´e a` la droite projec-
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tive de´finie sur l’anneau Z6, et obtenu des re´sultats similaires dans d’autres dimensions
composites plus grandes : pour d = 2 × 5 = 10, d = 3 × 5 = 15, d = 2 × 32 = 18 et
d = 22 × 3 = 12, l’incidence des ensembles maximaux correspondant sont similaires aux
graphes des droites projectives de´finies respectivement sur les anneaux : Z10, Z15, Z6×Z3
et Z6 × F4. L’irruption inattendue du corps de Galois a` 4 e´le´ments F4 au sein du mode`le
projectif du syste`me 2 qubits-qutrit semble interdire une ge´ne´ralisation de ce mode`le pour
n’importe quelle dimension d, malgre´ tout, une e´tude plus pousse´e des droites projectives
semble prometteuse.
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Il est clair que l’on n’a pas e´tabli dans ce travail de lien direct entre le calcul quantique
tel qu’il a e´te´ pre´sente´ en partie I et les re´sultats de la partie II. On n’a pas su exploiter
l’alge`bre et la ge´ome´trie projective, telles qu’elles ont e´te´ aborde´es, pour construire de
nouveaux algorithmes ou pour simplifier ceux qui existent, manque de temps ou tout
simplement parce que c’est peut-eˆtre impossible. Pourtant l’ide´e de faire intervenir la
the´orie des graphes, une branche importante de l’informatique the´orique, dans l’optique
particulie`re qui fut la noˆtre, se voulait pleine de promesses.
Malgre´ cela, l’e´tude de certains aspects de la me´canique quantique, qui interviennent de
fac¸on plus ou moins implicite dans le formalisme des diffe´rents mode`les de calcul quantique,
ont permis de mettre en e´vidence des analogies entre des concepts issus de diffe´rents
domaines. Il est vrai que « travailler sur des analogies » peut se re´ve´ler dangereux : il
arrive souvent qu’il ne s’agisse que de co¨ıncidences. Mais il me semble que certaines d’entre
elles qui sont apparues au cours de ce travail de the`se sont pertinentes. Par exemple, le
constat que l’intrication soit lie´e a` l’existence de diviseurs de ze´ros non triviaux pre´sents
au sein d’anneaux bien pre´cis, diviseurs en rapport e´troit avec une de´ge´ne´rescence des
valeurs propres, de´ge´ne´rescence mise en e´vidence par les travaux de Peres et Mermin et
leur fameux carre´ [Mer93], me semble une vision inte´ressante.
On a e´galement e´tabli des correspondances entre les bases mutuellement non biaise´es,
les MUBs, et des e´le´ments d’alge`bre et de ge´ome´trie projective. La notion de MUBs est
fondamentale dans tous les protocoles quantiques et omnipre´sente dans deux des postulats
de la me´canique quantique : le postulat de la mesure et celui de´crivant la de´composition
d’un syste`me quantique en sous syste`mes. S’il fallait vraiment prouver l’utilite´ de l’e´tude de
ces bases, si cela n’a pas de´ja` e´te´ fait, il suffirait de constater qu’au sein de la communaute´
scientifique, nombreux sont ceux qui s’inte´ressent a` leurs diverses applications ([BBRV02],
[Gra06], [Law04], [LBZ02], [KSSdG05], [SPR04], [PR05], et bien d’autres). Il ne s’agit pas
d’avoir l’instinct gre´gaire : on a de´ja` pu remarquer que, plusieurs fois par le passe´, bon
nombre de scientifiques avait traite´ d’une meˆme ide´e au meˆme moment. 1
A` propos des MUBs et comme re´sultat essentiel, on a vu dans le chapitre 4 qu’il y avait
1Ce fait est si bien ave´re´ que les Grecs croyaient en l’existence d’une noosphe`re, litte´ralement une sphe`re
des ide´es, dans laquelle les habitants, quelque soit leur lieu de ville´giature, pouvait « piocher » en meˆme
temps.
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une association possible entre les vecteurs propres communs d’ope´rateurs qui commutent
ge´ne´rant des MUBs et les caracte`res additifs des anneaux de Galois.
Le chapitre 5 a mis en e´vidence la particularite´ des syste`mes a` 2 qubits. Ils posse`dent
une sorte de dualite´ que l’on perd de`s que l’on s’inte´resse a` des syste`mes quantique habitant
des espaces de Hilbert de dimension supe´rieure a` 4. La ge´ome´trie associe´e au 2 qubits est
assez simple et, de ce point de vue, on a quand meˆme pu ge´ne´raliser ces re´sultats pour
les syste`mes a` n qubits. En revanche, du point de vue des droites projectives lie´es a` une
structure de graphe et rattache´es a` des anneaux, l’e´tude n’a pas e´te´ concluante, meˆme si
elles interviennent de fac¸on morcele´e.
Quant aux syste`mes composites, c’est sous une forme « sympatique », meˆme si cela n’a
e´te´ constate´ que sur des exemples, qu’ils font leur apparition quand on aborde les droites
projectives. La ge´ome´trie qu’on a voulu en de´gager n’a par contre rien donne´ de re´ellement
satisfaisant.
Pour conclure sur les chapitres 4 et 5, on a montre´ qu’il e´tait possible d’ « extraire » de
nouvelles proprie´te´s « d’eˆtres quantiques » par un formalisme fourni par la ge´ome´trie et
l’alge`bre. Mais cela reste tre`s ge´ne´ral et les travaux qui ont suivi, [Pla10b], [Pla09], [PS09],
[PK10], [PJ08], [Pla10a], ont applique´ la meˆme de´marche sur des e´le´ments plus cible´s.
Il a semble´ pertinent de conside´rer en premier lieu les ope´rations de Clifford (cf. section
3.1.2 du chapitre 3), puisqu’elles mettent en e´vidence ce qu’il y a de classique en calcul
quantique. Ainsi cela pourrait-il permettre de mettre en relief ce qu’il y a de purement
quantique en informatique quantique, comme cela a de´ja` e´te´ fait par le passe´ d’une autre
fac¸on (cf. chapitre 3).
Plus ge´ne´ralement, ces travaux se sont inte´resse´s a` la possibilite´ d’utiliser des concepts
de la the´orie des groupes tels que les commutateurs, les sous groupes normaux, les groupes
d’automorphismes, les courtes se´quences exactes, les produits couronne´s, les extensions de
groupes, etc. Ces concepts permettent de de´crire ces ope´rations quantiques particulie`res
que sont les matrices cliffordiennes, ainsi que des phe´nome`nes quantiques, tels que la
cohe´rence, afin de mieux les comprendre. Par exemple, les extensions sur les groupes finis
offrent la possibilite´ de de´crire de fac¸on tre`s compacte les aspects « cliffordiens » du calcul
quantique. En bref, il s’agit de de´crire l’action d’un ordinateur quantique en conside´rant
deux groupes finis de portes quantiques. Le premier groupe englobe les portes de´crivant
les erreurs qu’il faudra corriger apre`s l’action du calculateur, ce groupe provient du groupe
ge´ne´ral (en ce sens que l’on n’explicite plus le nombre de qubits auquel il se rattache) de
Pauli P. Le deuxie`me groupe de portes concerne les portes dites de Clifford qui de´coulent
d’une extension du groupe ge´ne´ral de Clifford C. Les proprie´te´s du groupe de Clifford sur
1 et 2 qubits en particulier ont de´ja` e´te´ de´taille´es dans [Pla09], [PS09], [PJ08], [Pla10a].
L’article [Pla11] constitue un bon re´sume´ des travaux e´voque´s dans la partie II et
dans la conclusion ge´ne´rale de cette the`se, et produit une ge´ne´ralisation de l’e´tude du
graphe de Pauli pour les qudits. Tous ces travaux finalement s’inte´ressent a` l’alge`bre et a`
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la ge´ome´trie sous jacente de syste`mes quantiques de dimension quelconque d et il serait
inte´ressant de simplifier et d’englober ces re´sultats en les reliant si possible au calcul
topologique quantique [Col06] qui, comme son nom l’indique, est un formalisme tre`s inspire´
des mathe´matiques et en particulier de la ge´ome´trie, plus que les autres mode`les de´ja`
mentionne´s.
Une autre de mes perspectives est la suivante. L’approche alge´brique qui a e´te´ e´voque´e
dans le chapitre 4 permettrait d’aborder le proble`me d’existence des MUBs expose´ dans
le chapitre 5 sous un autre angle. Pour rappel, on ne connaˆıt pas a` l’heure actuelle le
nombre maximum de MUBs pour un espace de Hilbert de dimension d quelconque, on
sait seulement qu’il est e´gal au maximum a` d + 1. De tre`s nombreuses me´thodes alge´-
briques, ge´ome´triques, ou relevant de la the´orie des graphes ([BBRV02], [Gra06], [Law04],
[SPR04], [PS08], [PB07], [LBZ02], [Kib10], [Kib09], [KABW10], etc.) ont e´te´ utilise´es pour
la de´termination des MUBs. On a aborde´ dans les chapitres 4 et 5 le proble`me du cal-
cul des MUBs via les corps et anneaux de Galois, la ge´ome´trie projective et la the´orie
des graphes. Re´cemment, ce proble`me a e´te´ aborde´ via l’introduction d’une transforme´e
de Fourier discre`te quadratique [Kib10]. Or, une telle transformation fait apparaˆıtre des
termes quadratiques qui ont des analogues en terme de caracte`res de corps et d’anneaux de
Galois. Il serait donc inte´ressant d’e´tablir un lien entre l’approche des re´fe´rences [Kib10],
[Kib09], [KABW10], et une description plus pousse´e de l’approche alge´brique du chapitre
4.
D’un point de vue plus personnel, en ce sens que cette perspective ne de´coule pas
directement de mes travaux de the`se, je souhaite m’inte´resser aux liens possibles entre
calcul quantique et intelligence artificielle ([BF02], [SG04], [ABG06], [ABG07]).
Pour re´sumer, voici la liste de perspectives possibles pour cette the`se, ainsi que les
miennes propres :
– continuer l’e´tude alge´brique et ge´ome´trique du calcul quantique pour des e´le´ments
plus cible´s / dans le cadre d’une ge´ne´ralisation,
– relier les approches alge´brique et ge´ome´trique du calcul quantique au calcul topolo-
gique,
– conside´rer le proble`me d’existence des MUBs en construisant un pont entre la trans-
forme´e de Fourier discre`te quadratique et les structures alge´briques de Galois,
– faire (si possible) un post-doc en intelligence artificielle pour ensuite revenir a` mes
premie`res amours : le calcul quantique !
sans oublier d’avoir toujours a` l’esprit que le questionnement est une des plus belles queˆtes
de l’aventure humaine.
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Annexe A
Un peu d’alge`bre
A l’origine...
Au fur et a` mesure que l’eˆtre humain apprend a` manipuler des nombres, les proble`mes
se formalisent d’une manie`re plus abstraite. On a d’abord appris a` re´soudre tel ou tel
proble`me particulier compose´ d’un ensemble de nombres et d’ope´rations bien de´termine´es
(d’abord l’addition, la soustraction, puis la multiplication et la division). En voulant ge´-
ne´raliser les me´thodes de re´solution, on est venu vers le Moyen Aˆge a` abstraire l’inconnue
(aujourd’hui le fameux x), c’est-a`-dire a` formuler des solutions de plus en plus ge´ne´riques,
pour un ensemble d’objets mathe´matiques de plus en plus large. Progressivement, les ope´-
rations elles-meˆmes ont e´te´ abstraites et ont e´te´ identifie´es a` des structures alge´briques
(groupes, anneaux, corps, espaces vectoriels, ...). Ceci a permis de de´gager des proprie´-
te´s plus universelles encore. L’inte´reˆt de ces structures alge´briques est toujours le meˆme :
ge´ne´raliser des me´thodes de re´solution de proble`mes.
Dans le meˆme souci d’efficacite´, il est apparu inte´ressant de pouvoir passer d’une
structure alge´brique a` une autre pour pouvoir transposer les proprie´te´s. Les outils qui
servent a` re´aliser ceci sont les bijections, qui garantissent la meˆme structure (on parle
d’isomorphismes), et les surjections (respectivement injections) qui permettent de
passer d’une structure a` son « mode`le re´duit » (respectivement agrandi). On parle de
morphismes ou d’homomorphismes (litte´ralement « meˆme structure »).
On e´tudie donc des objets de diffe´rents types : des points, des nombres, des vecteurs,
etc. Ces objets, nomme´s encore e´le´ments, forment, en vertu de certaines proprie´te´s, un
ensemble. Les e´le´ments d’un ensemble sont susceptibles d’avoir entre eux ou avec ceux
d’un autre ensemble, certaines relations (par exemple, la relation d’appartenance : un
e´le´ment e appartient a` un ensemble E, relation note´e e ∈ E, etc.).
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A.1 Les groupes
A.1.1 De´finition
Un groupe G est un ensemble muni d’une loi de composition interne ◦ qui posse`de
certaines proprie´te´s. La proprie´te´ fondamentale d’un groupe, c’est le fait que la loi soit
ferme´e sur cet ensemble : toutes les combinaisons possibles des e´le´ments de G avec la loi
◦ donne un autre e´le´ment de G. C’est cette proprie´te´ que Galois a identifie´e dans son
me´moire. Ce n’est que plus tard que Cayley vit la proprie´te´ d’associativite´.
Au dela` des de´finitions, il est donc important de comprendre qu’un groupe est un
ensemble d’objets que l’on peut combiner entre eux par le biais d’une transformation
(ou ope´ration) pour donner un autre objet appartenant lui aussi a` l’ensemble de de´part.
Aujourd’hui et afin d’e´tendre la de´finition d’un groupe a` des ensembles infinis, on de´finit
un groupe par quatre proprie´te´s :
– la loi est interne
– la loi est associative
– il existe un e´le´ment neutre
– tout e´le´ment admet un unique syme´trique (ou inverse)
De fac¸on plus formelle, un groupe G est un ensemble muni d’une loi ◦ caracte´rise´ par
les quatre axiomes suivants :
→ ◦ est une loi de composition interne, c’est-a`-dire une application de G×G dans G.
Remarque : une application est une relation entre deux ensembles pour laquelle chaque
e´le´ment du premier (appele´ ensemble de de´part ou source) est relie´ a` un unique e´le´ment
du second (l’ensemble d’arrive´e ou but).
→ La loi est associative : ∀g, g′, g′′ ∈ G, g ◦ (g′ ◦ g′′) = (g ◦ g′) ◦ g′′.
→ Il existe un e´le´ment neutre : ∃e ∈ G | ∀g ∈ G, g ◦ e = e ◦ g = g.
→ Tout e´le´ment admet un unique syme´trique : ∃! g′ ∈ G | ∀g ∈ G, g′ ◦ g = g ◦ g′ = e.
La loi interne n’est pas force´ment commutative, si c’est le cas elle ve´rifie :
∀g, g′ ∈ G, g ◦ g′ = g′ ◦ g. (A.1)
Le groupe est alors dit commutatif ou abe´lien (en re´fe´rence a` Niels Henrik Abel). Quand
le groupe ne contient pas trop d’e´le´ments, on peut le repre´senter par sa table de « multi-
plication » qui donne la composition de chaque couple d’e´le´ments de l’ensemble par la loi
interne. C’est une visualisation simple des proprie´te´s du groupe (cf. section A.1.2).
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La notion de sous groupe :
Soit (G, ◦) un groupe, H est un sous-groupe du groupe G si et seulement si il est non
vide et stable pour les produits et les inverses. C’est-a`-dire, H induit un sous-groupe de G
si et seulement si il est non vide, inclus dans G et :
∀(x, y) ∈ H2, x ◦ y−1 ∈ H (A.2)
A.1.2 Exemple de table
Le groupe Z2 × Z2 :
Le groupe Z2×Z2 posse`de quatre e´le´ments : (0, 0), (0, 1), (1, 0) et (1, 1), que l’on notera
respectivement 1, A, B et C
◦ 1 A B C
1 1 A B C
A A 1 C B
B B C 1 A
C C B A 1
Tab. A.1 – Table de « multiplication » de Z2 × Z2
Il est aise´ de ve´rifier que cette table correspond a` une loi de composition interne. De
meˆme, il est facile de repe´rer un e´le´ment neutre (qui reproduit a` l’identique la liste des
e´le´ments sur une ligne et une colonne). Ensuite, on peut ve´rifier que cet e´le´ment neutre
figure une fois et une seule sur chaque ligne et chaque colonne de la table, ce qui traduit
l’existence d’un e´le´ment syme´trique pour chaque e´le´ment du groupe.
Seule l’associativite´ est beaucoup moins e´vidente a` lire sur la table : elle se caracte´rise
par le fait que l’on peut passer de la case d’un e´le´ment donne´ par une autre case remplie
par le meˆme e´le´ment toujours par le meˆme «mouvement » (par exemple, un de´placement
similaire a` celui du cavalier aux e´checs). Pour ve´rifier cette dernie`re proprie´te´, on conside´-
rera que les limites de la table de multiplication ne sont en fait qu’arbitraires (car l’ordre
d’apparition des e´le´ments dans la table est lui meˆme arbitraire). Par conse´quent, si l’on
« sort » par un coˆte´, on « rentre » par le coˆte´ oppose´. Ainsi peut-on constater que l’asso-
ciativite´ est ve´rifiable sur la table, meˆme si il est vrai que cette proprie´te´ ne saute pas aux
yeux.
Pour les groupes commutatifs, on peut visualiser une syme´trie par rapport a` la pre-
mie`re diagonale qui dans la table A.1 est « compose´e de 1 », syme´trie qui caracte´rise leur
commutativite´.
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A.1.3 Quelques remarques sur les groupes
La notion d’ordre :
En the´orie des groupes, le mot ordre est utilise´ dans deux sens, intimement lie´s :
1. L’ordre d’un groupe est son nombre d’e´le´ments (ou son cardinal) si ce groupe est
fini, et l’infini sinon.
2. L’ordre (ou la pe´riode) d’un e´le´ment a d’un groupe est le plus petit nombre entier
positif m tel que am = e (ou` e de´signe l’e´le´ment neutre du groupe, et ou` am de´signe
le produit dem e´le´ments e´gaux a` a). Si aucun m de la sorte n’existe, a est dit d’ordre
infini.
Le centre d’un groupe :
On appelle centre d’un groupe G l’ensemble des e´le´ments qui commutent avec tous
les autres.
Plus formellement, soit (G,◦) un groupe, muni de la loi multiplicative ◦, le centre de
G, note´ ZG, est de´finit comme suit :
ZG = {z ∈ G | ∀g ∈ G, g ◦ z = z ◦ g} (A.3)
Une des proprie´te´s de ZG est qu’il est un sous-groupe de G.
Le groupe quotient :
Un groupe quotient (ou groupe facteur) est un groupe obtenu en identifiant les
e´le´ments d’un grand groupe en utilisant une relation d’e´quivalence. Par exemple, le groupe
cyclique des entiers relatifs modulo n peut « se diviser » (on parle en fait de partition)
en identifiant les e´le´ments qui diffe`rent par un multiple de n et de de´finir une structure
de groupe qui fonctionne sur chacune de ces classes (appele´ classe de congruence ) comme
une entite´ unique. Cette ope´ration se notera dans ce cas Z/nZ. Si on conside`re le quotient
d’un groupe G avec son centre Z(G), on parle du quotient central de G
Les groupes normaux :
Un sous-groupe normal ou sous-groupe distingue´ ou sous-groupe invariant H
d’un groupe G est un sous-groupe globalement stable par l’action de G sur lui-meˆme par
conjugaison. Les sous-groupes normaux sont importants en ce sens qu’ils partitionnent les
groupes qui leurs sont associe´s, ce qui est tre`s inte´ressant quand ces derniers sont trop
complexes pour un e´tude globale.
Deux sous-groupes A et B de (G, ◦) sont dits conjugue´s si :
∃g ∈ G | A = g ◦B ◦ g−1.
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E´tant donne´ H un sous-groupe de G, le normalisateur de H, note´ NG(H), est l’en-
semble :
NG(H) = {g ∈ G | g ◦H ◦ g−1 = H}.
Un sous-groupe N de G est normal si :
∀g ∈ G, g ◦N ◦ g−1 = N.
Un groupe est dit simple si ses seuls sous-groupes distingue´s sont {e} et G.
Remarque : le normalisateur de H « fait » de H un sous groupe normal, au sens ou` H
est normal dans son normalisateur. En fait, le normalisateur est le plus grand sous-groupe
contenant H, dans lequel H est distingue´.
Une fac¸on e´quivalente de de´finir un sous-groupe distingue´ est de dire que les classes
re´siduelles a` droite et a` gauche de H dans G co¨ıncident, c’est-a`-dire :
∀x ∈ G, xH = Hx.
A.2 Les anneaux
A.2.1 De´finition
Un anneau A est un ensemble muni de deux lois de composition interne, par exemple
+ et ×, ve´rifiant les proprie´te´s suivantes :
→ l’ensemble muni de la premie`re loi interne (ici l’addition) est un groupe abe´lien,
→ la seconde loi (ici la multiplication) est associative,
→ la multiplication est distributive par rapport a` l’addition (a` droite et a` gauche) :
∀a, a′, a′′ ∈ A, (a+ a′)× a′′ = a× a′′ + a′ × a′′ et a′′ × (a+ a′) = a′′ × a+ a′′ × a′.
Anneau unitaire, anneau inte`gre :
Un anneau est dit unitaire s’il posse`de un e´le´ment neutre pour la multiplication et
commutatif si la multiplication l’est. Un anneau unitaire et commutatif est dit inte`gre
si il est sans diviseur de ze´ro. Sans diviseur de ze´ro signifie qu’un produit nul ne´cessite
qu’un de ses facteurs soit nul.
En effet, il existe des anneaux qui ne sont pas inte`gres. Par exemple, l’anneau des
matrices carre´es d’ordre 2 (muni de l’addition et de la multiplication des matrices) est un
anneau non commutatif et avec diviseur de ze´ro :(
2 1
−2 −1
)(
2 −1
−4 2
)
=
(
0 0
0 0
)
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Caracte´ristique d’un anneau :
La caracte´ristique d’un anneau A, dont les e´le´ments neutres pour la multiplication
et l’addition seront note´s respectivement 1A et 0A, est le premier entier naturel nA > 0 tel
que :
1A + 1A + ...+ 1A = 0A (nA termes e´gaux a` 1A) (A.4)
Quand aucun entier naturel ne ve´rifie l’e´quation A.4, on dit que A est de caracte´ristique
nulle.
A.2.2 Notion d’ide´al
Dans le cadre des anneaux commutatifs, on introduit la notion d’ide´al. Un ide´al I d’un
anneau A est un sous groupe additif de (A,+), stable pour la multiplication, c’est-a`-dire :
∀x ∈ I,∀y ∈ A, x× y ∈ I
Ide´al principal :
Un ide´al qui peut s’e´crire xA est appele´ ide´al principal engendre´ par x. Un ide´al
principal est donc un ide´al engendre´ par un unique e´le´ment.
Le concept d’ide´al est fondamental pour la the´orie des nombres et permet de partition-
ner l’anneau. Par exemple, un ide´al de l’anneau des entiers relatifs Z est le sous ensemble
de Z constitue´ des multiples de l’entier relatif n, note´ nZ.
A.2.3 Notion de module
Soient A un anneau (unitaire) et (M,+) un groupe commutatif, M sera un module de
A a` gauche si il est muni d’une loi de composition externe ◦ de A×M dans M , ve´rifiant,
pour tout e´le´ment a, b de A et tout e´le´ment x, y de M , les proprie´te´s suivantes :
– a ◦ (x+ y) = a ◦ x+ a ◦ y (distributivite´ de ◦ par rapport a` l’addition dans M)
– (a+ b) ◦ x = a ◦ x+ b ◦ x (distributivite´ de ◦ par rapport a` l’addition dans A)
Remarque : la loi + du membre de gauche est celle de l’anneau A et la loi + du
membre de droite est celle du groupe M .
– (ab) ◦ x = a ◦ (b ◦ x)
– 1 ◦ x = x
Ce qui a e´te´ de´fini ici est un module de A a` gauche car, dans la loi externe, les e´le´ments
de A sont place´s a` gauche. On pourra de´finir de meˆme un module de A a` droite.
Il est important de remarquer que les structures de module a` gauche et a` droite ne
diffe`rent pas uniquement par leur e´criture : si les deux premiers axiomes sont les meˆmes,
le troisie`me s’e´crit : x ◦ (ba) = (x ◦ b) ◦ a. Si l’on transcrivait na¨ıvement cette e´galite´ en
e´crivant les e´le´ments de A a` gauche, on obtiendrait (ba) ◦ x = a ◦ (b ◦ x), ce qui, si A n’est
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pas commutatif, ne revient pas au meˆme que l’axiome qui donne la structure de module a`
gauche.
En revanche, le petit raisonnement ci-dessus montre que si l’on « inverse » la loi de A,
un module a` droite peut eˆtre vu comme un module a` gauche. Plus pre´cise´ment, notons Aop
l’anneau « oppose´ » a` A, c’est-a`-dire le groupe abe´lien A muni de la multiplication de´finie
par aop ◦ bop = b ◦ a, ou` aop et bop de´signent a et b vus comme e´le´ments de Aop. Alors, si
M est un module a` gauche de A, M peut eˆtre vu comme un module a` droite de Aop, ou`
l’action de Aop est de´finie par a ◦m = m ◦ aop. Ceci justifie que l’on puisse se restreindre
a` l’e´tude des modules a` gauche.
En bref, un module est a` un anneau A ce qu’un K - espace vectoriel E est a` son corps K.
La notion de module sur un anneau ge´ne´ralise donc celle d’espace vectoriel sur un corps ;
la notion de module ge´ne´ralise e´galement celle d’ide´al d’un anneau.
Dans un espace vectoriel l’ensemble des scalaires forme un corps tandis que dans un
module, ceux-ci sont de manie`re plus ge´ne´rale munis d’une structure d’anneau (non ne´ces-
sairement commutatif).
Module libre, module cyclique :
Certaines proprie´te´s, vraies pour les espaces vectoriels, ne le sont plus pour les modules.
Par exemple, l’existence d’une base n’y est plus assure´e mais, si c’est le cas, on parlera de
module libre.
Un module cyclique est un module engende´ par un seul e´le´ment.
Notion de sous module :
Soit E un module de A a` gauche et M une partie de E (tous les e´le´ments de M
appartiennent a` E). On dit que M est un sous module (a` gauche) de A si il ve´rifie les
conditions suivantes :
– M est un sous-groupe de (E,+),
– ∀a ∈ A, x ∈M,a · x ∈M .
A.3 Les corps
A.3.1 De´finition
Un corps est un anneau tel que la seconde loi (la multiplication) posse`de, en plus,
la proprie´te´ suivante : tout e´le´ment (diffe´rent de l’e´le´ment neutre de la premie`re loi) a
un inverse pour cette seconde loi. Un corps est donc un ensemble qui a une structure
de groupe pour l’addition et pour la multiplication, a` condition de conside´rer l’ensemble
prive´ de l’e´le´ment neutre dans le cas de la multiplication. Un corps est dit commutatif si
la seconde loi (la multiplication) est commutative.
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A.3.2 Les corps de Galois
Dans ce qui nous occupe, on va s’inte´resser au cas particulier des corps finis ou dits
corps de Galois [Art98], note´s Fn (pour corps fini a` n e´le´ments) ou encore GFn (Galois
Field : corps de Galois a` n e´le´ments). On peut de´montrer que le cardinal d’un corps
fini est ne´cessairement un nombre premier ou la puissance d’un nombre premier. On peut
e´galement montrer que tous les corps finis qui ont le meˆme nombre d’e´le´ments sont iso-
morphes (c’est-a`-dire e´quivalents, cf. section A.4), ce qui en simplifie conside´rablement
l’e´tude (ce n’est pas aussi simple pour les groupes finis ou dits de Galois comme pour
les corps). Cela signifie entre autre que pour toute puissance n d’un nombre premier p,
il existe un unique corps Fq (a` un isomorphisme pre`s). Voila` en quoi l’alge`bre, classifica-
tion intelligente par excellence des abstractions mathe´matiques, est-elle si importante et
si jolie !
Les corps finis Fp pour tous les nombres premiers p sont note´s (Zp,+,×), ils forment
les ensembles des entiers relatifs modulo p.
De´composition polynomiale :
Pour toutes les puissances d’un nombre premier : q = pn, il y a un corps Fq a` q = pn
e´le´ments. Par analogie avec l’existence et l’unicite´ de la de´composition en facteurs premiers
des entiers, on peut de´finir une de´composition dans l’anneau des polynoˆmes Fp[x]. On dira
qu’un polynoˆme est irre´ductible sur le corps Fp si on ne peut pas le factoriser en polynoˆme
de degre´ (la valeur de sa plus petite puissance en x, cf. e´quation A.5) moindre dont les
coefficients appartiennent au corps Fp.
Plus formellement, soit p(x) un polynoˆme unitaire de degre´ n a` coefficients dans Fp et
irre´ductible. Les restes des polynoˆmes a` coefficients dans Fp dans la division euclidienne
par p(x) forment un syste`me de repre´sentants de Fq (c’est-a`-dire qu’ils caracte´risent de
fac¸on non e´quivoque Fq) :
Fq ∼= Fp[x]/〈p(x)〉 ∼= {a0 + a1x+ ...+ an−1xn−1; a0, a1, ..., an−1 ∈ Fp} (A.5)
On constate que Fq est un espace vectoriel (cf. de´finition en section A.5) sur Fp, avec
pour base {1, x, ..., xn−1}, et que l’on peut identifier Fp au sous ensemble de Fq forme´ des
e´le´ments pour lesquels a1 = ... = an−1 = 0. Le polynoˆme p(x) peut donc eˆtre e´galement
conside´re´ comme un polynoˆme de Fq[x].
Le corps de base d’un polynoˆme est le corps engendre´ par les coefficients d’un poly-
noˆme ou un corps le contenant.
Il est a` noter que la notion de de´composition spectrale s’e´tend a` des corps autres que
les corps de Galois, mais ces cas-ci ne seront pas aborde´s.
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Exemple : de´composition polynomiale de F2
Soit F2 = {0, 1}, (F2,+,×) est un corps dont voici les tables d’addition et de multi-
plication :
+ 0 1
0 0 1
1 1 0
TAB A.2 (a) - Addition dans F2
× 0 1
0 0 0
1 0 1
TAB A.2 (b) - Multiplication dans F2
On note F2[x] l’anneau des polynoˆmes qui ont leurs coefficients dans F2. Certains
polynoˆmes sont re´ductibles sur F2. Ce sont, pour le premier degre´, x et x + 1. On peut
ensuite ge´ne´rer d’autres polynoˆmes en multipliant ceux-ci. Si l’on s’arreˆte au second degre´,
on obtient les polynoˆmes re´ductibles suivants : x2, x2+x et x2+1 = (x+1)2. En revanche,
x2 + x+ 1 est irre´ductible.
Soit α ∈ F2 une solution de x2 + x+ 1, α, par de´finition, ve´rifie l’e´quation :
α2 + α+ 1 = 0 =⇒ α2 = α+ 1
Si on adjoint (cf. section A.3.3) α a` F2, on obtient
F2[α] = {0, 1,α,α2} = {0, 1,α,α+ 1}
Le corps F2[α] est un corps a` 4 = 22 e´le´ments (on a vu qu’il existait un unique corps a` pq
e´le´ments a` un isomorphisme pre`s pour chaque nombre premier p et chaque entier q). Voici
les tables d’addition et de multiplication de ce corps :
+ 0 1 α α+ 1
0 0 1 α α+ 1
1 1 0 α+ 1 α
α α α+ 1 0 1
α+ 1 α+ 1 α 1 0
TAB A.3 (a) - Addition dans F2[α]
× 0 1 α α+ 1
0 0 0 0 0
1 0 1 α α+ 1
α 0 α α+ 1 1
α+ 1 0 α+ 1 1 α
TAB A.3 (b) - Multiplication dans F2[α]
On peut remarquer que α + 1 est la seconde racine du polynoˆme x2 + x = 1. Ainsi α
et α+ 1 sont-ils conjugue´s sur F2.
A.3.3 Extension de corps
Soit K un corps, si on ajoute un e´le´ment alge´brique α sur K (on dit alors que l’on
adjoint α a` K), on obtient une extension de corps, note´e K[α]. En effet, on de´montre
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que K[α] est aussi un corps. On parle parfois de sur corps pour K[α].
Soient K un corps et L une extension du corps K, pratiquement, on peut conside´rer
L comme un espace vectoriel sur K.
A.4 Les morphismes
A.4.1 De´finitions
Soient (G, ◦) et (G′, ◦′) deux groupes. On dit qu’il y a un homomorphisme de G dans
G′ si et seulement si il existe une application f telle que :
f : G→ G′ telle que ∀x, y ∈ G, f(x ◦ y) = f(x) ◦ f(y).
Exemples : • f : (R,+)→ (R∗,×) telle que f(x) = exp(x).
L’addition sur R est ainsi transpose´e en une multiplication sur R car :
f(a+ b) = exp(a+ b) = exp(a)× exp(b).
• f : (R∗,×)→ (R,+) telle que f(x) = ln(x).
La multiplication sur R\{0} est ainsi transpose´e en une addition sur R car :
f(a× b) = ln(a× b) = ln(a) + ln(b).
L’homomorphisme peut eˆtre surjectif, injectif ou bijectif (cf. section A.4.2). Si G =
G′, l’homomorphisme est appele´ endomorphisme. Dans le cas d’une bijection, on parle
d’isomorphisme. Si f est une bijection et si G = G′, on parle d’automorphisme.
Un automorphisme de G induit par la conjugaison d’un e´le´ment g de G, c’est-a`-dire
un automorphisme f ve´rifiant :
∀x ∈ G, f(x) = gxg−1,
est appele´ automorphisme inte´rieur ; sinon il s’agit d’un automorphisme exte´rieur.
L’ensemble de tous les automorphismes d’un groupe G, muni de la loi de composition
des fonctions, forme un groupe note´ Aut(G). Les automorphismes inte´rieurs forment un
sous groupe normal de Aut(G), note´ Inn(G). Le groupe Inn(G) est isomorphe au quotient
central (cf. section A.1.3) de G. Par ailleurs, le quotient Out(G) = Aut(G)/Inn(G) est
appele´ le groupe des automorphismes exte´rieurs.
Les notions de morphismes s’e´tendent pour les autres structures alge´briques (homomor-
phismes d’anneaux, de corps). Dans ce cas, ce sont les deux lois qui doivent eˆtre transpose´es
d’un ensemble a` l’autre.
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A.4.2 Surjection, injection, bijection
Une surjection ou application surjective est une application pour laquelle tout e´le´ment
de l’ensemble d’arrive´e a au moins un ante´ce´dent, c’est-a`-dire est image d’au moins un
e´le´ment de l’ensemble de de´part. De fac¸on plus formelle, une application f de E dans F
est surjective signifie :
∀y ∈ F,∃x ∈ E tel que f(x) = y.
Une injection ou application injective est une application telle que pour tout e´le´-
ment de l’ensemble d’arrive´e, il existe au plus un ante´ce´dent. De fac¸on e´quivalente et plus
formelle, une application f de E dans F est injective signifie :
∀x, x′ ∈ E, f(x) = f(x′) =⇒ x = x′.
Une bijection ou application bijective est une application telle que tout e´le´ment de
son ensemble d’arrive´e a un et un seul ante´ce´dent, c’est-a`-dire est image d’exactement un
e´le´ment de son ensemble de de´part. En bref, c’est une application a` la fois injective et
surjective.
A.5 Les espaces vectoriels
A.5.1 De´finition
En alge`bre line´aire, un espace vectoriel est un ensemble muni d’une structure permet-
tant d’effectuer des combinaisons line´aires.
E´tant donne´ un corps K, un espace vectoriel E sur K est un groupe commutatif (dont
la loi est note´e +) munie d’une action compatible de K (voir dans le paragraphe qui suit
la de´finition formelle de E). Les e´le´ments de E sont appele´s des vecteurs, et les e´le´ments
de K des scalaires. Tre`s souvent en physique, K est le corps des re´els R ou le corps des
complexes C.
Plus formellement : soient (K,+, .) un corps, E un ensemble, f l’application qui va de
K × E dans E telle que :
∀(α, x) ∈ K × E, f ((α, x)) = α× x
L’application f se nomme loi de composition externe. On appelle espace vectoriel sur
K (ou encore K - espace vectoriel), tout ensemble muni d’une loi de composition interne
+ et d’une loi de composition externe ×, tel que :
• (E,+) est un groupe commutatif
• ∀α,β ∈ K, ∀x, y ∈ E :
– α× (x+ y) = α× x+ α× y
– (α+ β)× x = α× x+ β × x
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– (α.β)× x = α× (β × x)
– 1× x = x
A.5.2 Espaces vectoriels remarquables
Au pre´alable :
Une valeur absolue sur un corps K est une application qui a` tout e´le´ment x de K
fait correspondre un nombre re´el positif note´ Abs(x) de telle sorte que :
1. ∀x ∈ K,Abs(x) = 0⇔ x = 0 (se´paration),
2. ∀(x, y) ∈ K2, Abs(x+ y) ≤ Abs(x) +Abs(y) (ine´galite´ triangulaire),
3. ∀(x, y) ∈ K2, Abs(xy) = Abs(x)Abs(y).
S’il n’y a pas de risque d’ambigu¨ıte´, la valeur absolue d’un e´le´ment x est note´e | x |.
Une norme est une application
N : E → R+,
satisfaisant les axiomes suivants :
1. ∀x ∈ E,N (x) = 0⇒ x = 0E (se´paration),
2. ∀(λ, x) ∈ K × E,N (λx) =| λ | N (x) (homoge´ne´ite´),
3. ∀(x, y) ∈ E2,N (x+ y) ≤ N (x) +N (y) (ine´galite´ triangulaire).
S’il n’y a pas de risque d’ambigu¨ıte´, la norme d’un e´le´ment x est note´e || x ||.
Une distance est une application qui formalise l’ide´e intuitive de distance, c’est-a`-dire
la longueur qui se´pare deux points. Plus formellement, on appelle distance sur un ensemble
E une application :
d : E× E→ R+,
ve´rifiant les axiomes suivants :
1. ∀x, y ∈ E, d(x, y) = d(y, x) (syme´trie),
2. ∀x, y ∈ E, d(x, y) = 0⇔ x = y (se´paration),
3. ∀x, y, z ∈ E, d(x, z) ≤ d(x+ y) + d(y + z) (ine´galite´ triangulaire).
A` partir de la de´finition d’une distance, vue comme une application satisfaisant a`
certains axiomes, d’autres notions de distance peuvent eˆtre de´finies, comme par exemple
la distance entre deux parties, ou la distance d’un point a` une partie, sans que ces dernie`res
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re´pondent a` la de´finition premie`re d’une distance. En l’occurrence, on s’inte´resse a` la notion
de distance dans un espace vectoriel norme´.
Dans un espace vectoriel norme´ (E, ‖ ‖), on peut toujours de´finir de manie`re canonique
une distance d a` partir de la norme. En effet, il suffit de poser :
∀(x, y) ∈ E× E, d(x, y) = ‖y − x‖.
Le produit scalaire est une ope´ration alge´brique s’ajoutant aux lois s’appliquant aux
vecteurs. A` deux vecteurs elle associe leur produit scalaire, qui est un nombre (ou scalaire).
Elle permet d’exploiter les notions de la ge´ome´trie euclidienne traditionnelle : longueurs,
angles, orthogonalite´ en dimension deux et trois, mais aussi de les e´tendre a` des espaces
vectoriels re´els de toute dimension, et aux espaces vectoriels complexes. Plus formellement,
soit E une espace vectoriel sur K, on appelle produit scalaire sur E une application :
f : E× E→ C
ve´rifiant les proprie´te´s suivantes :
1. ∀u, v ∈ E, f(u, v) = f(v, u),
2. ∀u, v, w ∈ E, f(u+ v, w) = f(u,w) + f(v, w),
3. ∀a ∈ C, ∀u, v ∈ E, f(u, av) = af(u, v),
4. ∀u ∈ E, f(u, u) := 0, avec l’e´galite´ si et seulement si u = 0.
Autrement dit, un produit scalaire est une forme biline´aire de´finie positive.
Espace vectoriel euclidien, hermitien, pre´hilbertien :
Un espace vectoriel E sur K muni d’un produit scalaire est dit pre´-hilbertien. En
particulier, si K = R (K = C) et E est de dimension finie, E est dit e´galement euclidien
(hermitien).
Espace me´trique/norme´ :
Un espace me´trique/norme´ est une structure mathe´matique qui de´veloppe des proprie´-
te´s ge´ome´triques de distance compatible avec les ope´rations de l’alge`bre (line´aire).
De manie`re plus formelle : soit K un corps muni d’une valeur absolue, et non dis-
cret (par exemple le corps des re´els ou des complexes). Un K-espace vectoriel E est dit
me´trique/norme´ lorsqu’il est muni d’une distance/norme.
Espace complet :
Un espace norme´ N est dit complet si toute suite de Cauchy de N a une limite dans N
(c’est-a`-dire qu’elle converge dans N). La proprie´te´ de comple´tude de´pend de la norme. Il
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est donc important de toujours pre´ciser la norme que l’on prend quand on parle d’espace
complet.
Sans rentrer dans les de´tails formels de la de´finition, il suffit de comprendre qu’intuiti-
vement, un espace est complet s’il « n’a pas de trou », s’il « n’a aucun point manquant ».
Par exemple, les nombres rationnels ne forment pas un espace complet, puisque
√
2 n’y
figure pas alors qu’il existe une suite de Cauchy de nombres rationnels ayant cette limite.
Il est toujours possible de « remplir les trous » amenant ainsi a` la comple´tion d’un espace
donne´.
Espace de Banach :
On appelle espace de Banach un espace vectoriel norme´ complet.
Espace de Hilbert :
Un espace de Hilbert est un espace de Banach dont la norme ‖ ‖ de´coule d’un
produit scalaire ou hermitien 〈 , 〉 par la formule ‖ x‖ =√〈x, x〉. C’est la ge´ne´ralisation
en dimension quelconque d’un espace euclidien ou hermitien.
De fac¸on plus « pratique » (the´ore`me de M. Fre´chet, J. von Neumann et P. Jordan),
un espace de Banach (respectivement espace vectoriel norme´) est un espace de Hilbert
(respectivement espace pre´hilbertien) si et seulement si sa norme ve´rifie l’e´galite´ :
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2).
Cette e´galite´ signifie que la somme des carre´s des coˆte´s d’un paralle´logramme est e´gale a`
la somme des carre´s des diagonales (re`gle du paralle´logramme).
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Un peu de ge´ome´trie projective
A l’origine...
La ge´ome´trie projective est le domaine des mathe´matiques qui mode´lise les notions
intuitives de perspective et d’horizon. Elle e´tudie les proprie´te´s des figures inchange´es par
projection. La ge´ome´trie projective, par rapport a` la ge´ome´trie euclidienne ordinaire, est la
« science des figures qui se tracent avec la re`gle seule », alors que la ge´ome´trie euclidienne
est, en quelque sorte, « la science des figures qui se tracent a` la re`gle et au compas ».
La premie`re ignore les droites paralle`les, les droites perpendiculaires, les isome´tries, les
cercles, les triangles rectangles, isoce`les, etc. Ainsi dans sa de´finition comporte-t-elle moins
d’axiomes que la ge´ome´trie euclidienne et en cela est-elle plus ge´ne´rale, « plus souple ».
On va donner une petite ide´e de ce qu’est la ge´ome´trie projective sur un corps (cf.
section B.1), cas le plus simple et le plus concret afin d’appre´hender ce qu’est cette ge´o-
me´trie si particulie`re. Ensuite, et c’est ce qui est de´terminant pour les chapitres 4 et 5, on
s’inte´ressera a` une vision de la ge´ome´trie projective a` la fois, plus ge´ne´rique, puisqu’elle
s’appliquera aux anneaux (finis), et plus particulie`re, puisqu’on ne parlera que de droites,
plans, et espaces projectifs (cf. section B.2). Seront introduites e´galement d’autres entite´s
de la ge´ome´trie projectives (cf. section B.3).
B.1 Sur les corps
B.1.1 De´finition alge´brique
Soit En+1 un espace vectoriel de dimension n+ 1 sur un corps K (ou` K est R ou C),
soit une relation d’e´quivalence R sur En+1\{0} telle que :
xRy signifie ∃λ ∈ K\{0} tel que y = λx (B.1)
Les classes d’e´quivalence sont donc les directions (ou les droites vectorielles) de En+1.
L’ensemble des classes d’e´quivalence est appele´ espace projectif de dimension n,
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construit a` partir de En+1, il sera note´ P [En+1].
Remarque :
Une relation d’e´quivalence R sur un ensemble E ve´rifie trois proprie´te´s :
1. R est re´flexive : ∀x ∈ E, xRx.
2. R est syme´trique : ∀x, y ∈ E, xRy =⇒ yRx.
3. R est transitive : ∀x, y, z ∈ E, xRy et yRz =⇒ xRz.
Soit n ≥ 1, soit H un hyperplan (cf. section B.2.2) de En+1 ne passant pas par l’origine,
alors on obtient une repre´sentation partielle de l’espace projectif en prenant les intersec-
tions des droites vectorielles de l’espace En+1 avecH. Ceci donne une « carte » de P [En+1],
a` ceci pre`s que les points de l’espace projectif correspondant aux directions paralle`les a` H
ne sont pas repre´sente´s sur cette carte. Ainsi l’espace projectif P [En+1] apparaˆıt-il comme
l’espace affine H auquel se rajoutent les points correspondant aux directions paralle`les a`
H, appele´s points a` l’infini de H.
NB : la notion de point a` l’infini est affine, dans l’espace projectif lui-meˆme tous les
points ont le meˆme statut. Il n’y a de notion de point a` l’infini que par rapport a` une carte
et ces points se dessinent alors a` distance finie sur une autre carte.
Quelques correspondances :
– Si n = 0 (c’est-a`-dire En+1 est une droite vectorielle) alors l’espace projectif corres-
pondant est un point.
– Si n = 1 alors l’espace projectif correspondant est une droite projective qui se de´-
compose en une droite affine a` laquelle on rajoute un point a` l’infini.
– Si n = 2 alors l’espace projectif correspondant est un plan projectif qui se de´compose
en un plan affine auquel on ajoute une droite projective a` l’infini.
Syste`me de coordonne´es projectives :
Soit {e1, e2, ..., en+1} une base de En+1, soit x = (x1, x2, ..., xn+1) un vecteur non nul
de En+1. Le point correspondant M de l’espace projectif est la classe des points dont les
coordonne´es sont de la forme (λx1,λx2, ...,λxn+1), ou` λ ∈ K\{0}. On peut donc, de la
meˆme fac¸on que pour les vecteurs, de´finir une relation d’e´quivalence sur les n-uplets des
coordonne´es. On note (x1 : x2 : ... : xn+1) la classe de (x1, x2, ..., xn+1), elles sont dites
coordonne´es homoge`nes/projectives du point M .
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Exemple : (1 : 0 : 1) = (2 : 0 : 2) repre´sentent le meˆme point ; (0 : 0 : 0) n’existe pas.
NB : si on utilise la base (λe1,λe2, ...,λen+1), M est le meˆme. En revanche, si on veut
de´finir un repe`re projectif afin que les coordonne´es des points projectifs ne de´pendent plus
d’une base de l’espace vectoriel et aboutir a` une notion plus intrinse`que de la ge´ome´trie
projective, il va falloir rajouter une information. En effet, il n’est pas suffisant de se donner
n + 1 points projectivement inde´pendants dans un espace projectif de dimension n pour
avoir un repe`re projectif. Conside´rons par exemple le cas n = 2 : soient 3 points projecti-
vement inde´pendants, ces trois points sont 3 directions de E3. Si on prend une base forme´e
d’un vecteur non nul pour chaque direction : (e1, e2, e3), on a, par rapport a` cette base,
pour tout point M , des coordonne´es homoge`nes (X : Y : Z). Si on prend, maintenant, la
base (2e1, e2, e3), les vecteurs de cette base correspondent exactement aux meˆmes points de
l’espace projectif que les pre´ce´dents, et pourtant, les coordonne´es projectives de ce meˆme
pointM ne sont plus proportionnelles aux pre´ce´dentes. Pour pallier a` ceci, on rajoute donc
une information, par exemple la position du point (1 : 1 : . . . : 1), nomme´ point unite´.
Exemple : un repe`re projectif de la droite projective est donne´ par 3 points :∞ = (1 : 0)
(point a` l’infini), 0 = (0 : 1) et 1 = (1 : 1).
Droite projective sur R :
Le cas le plus concret et le plus simple est celui pour lequel n = 1, cas que l’on e´tudie
sur le corps, lui aussi le plus simple car le plus intuitif, celui des re´els : R. Il va s’agir de
la droite projective sur R, note´e P 1R =
R2\{(0,0)}
∼ .
L’ensemble des classes d’e´quivalence est donc e´quivalent a` l’ensemble de droites vecto-
rielles (celles « passant toutes » par 0), c’est pourquoi on conside`re R2\{(0, 0)} afin d’avoir
une partition. Un point projectif correspond a` une droite vectorielle et on peut repre´senter
un point projectif ba par un point « classique » (a, b).
Pour repre´senter la droite projective sur R, on de´finit un repe`re projectif (0, 1,∞) et
on passe de la repre´sentation ba a` celle suivant (a, b), via un vecteur u de re´fe´rence situe´
sur le point projectif 1.
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Remarque : la droite projective est diffe´rente de la droite re´elle acheve´e car, dans le dernier
cas, on distingue +∞ de −∞.
B.1.2 Quelques inte´reˆts de la ge´ome´trie projective
1. « Plus de proble`mes » avec ∞ de´fini concre`tement :
Historiquement, une des causes de l’apparition de la ge´ome´trie projective, du point de vue
de l’analyse, est la discontinuite´ dont « souffre » la fonction tangente.
2. Homoge´ne´isation des the´ore`mes :
Sur les droites au sein d’un plan projectif :
– avant : distinction entre les cas droites paralle`les/droites se´cantes,
– apre`s : toutes les droites sont se´cantes, les droites paralle`les se coupant a` l’infini.
Sur les plans :
– avant : 4 cas, a` savoir 2 plans paralle`les, le 1er paralle`le et le 2nd, ...
– apre`s : on conside`re juste le plan projectif : 1 seul cas !
3. Unification de l’e´tude des coniques :
Si on change de carte (c’est-a`-dire un changement de repe`re projectif), une ellipse devient
une hyperbole, ou une parabole, et ainsi de suite.
4. Principe de dualite´ :
E´nonce´ :
Soit P [En+1], soit E∗n+1 le dual de En+1, ce dernier est aussi un espace vectoriel de
dimension n+1. Ainsi l’espace projectif P [E∗n+1] a-t-il la meˆme dimension que P [En+1]. Par
suite, on peut conside´rer une forme line´aire comme un point de E∗n+1, c’est-a`-dire comme
un repre´sentant d’un point de P [E∗n+1], mais e´galement comme un objet ge´ome´trique plus
complexe dans P [En+1]. Si on associe a` chaque forme line´aire non nulle x∗ son noyau (qui
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est un hyperplan vectoriel), puisque ce dernier caracte´rise, non pas seulement x∗, mais aussi
l’ensemble des formes line´aires λx∗, alors P [E∗n+1] est exactement l’espace des hyperplans
vectoriels de En+1 ou, ce qui revient au meˆme, l’espace des hyperplans de P [En+1].
Preuve pour n = 2 :
Le but est de relier des proprie´te´s de points de P [E∗n+1] avec des comportements ge´o-
me´triques des hyperplans correspondants de P [En+1]. Pour simplifier et pour eˆtre plus
concret, la de´monstration concerne le cas n = 2.
Soient E un espace vectoriel de dimension 3, P [E] le plan projectif associe´, {e1, e2, e3}
une base de E, la base duale associe´e est alors : {e∗1, e∗2, e∗3}, c’est une base de E∗ et de´finie
telle que : e∗i (ej) = δij = 1 si i = j, 0 sinon.
Soit P ∗ = P [E∗], soit m un point de P ∗, soit Hm la droite de P associe´e, alors on a :
Hm = {(X : Y : Z)/m(X,Y, Z) = 0}. Si les coordonne´es homoge`nes de m sont (u : v : w)
alors l’e´quation de la droite est Hm : uX + vY + wZ = 0.
Si m1 et m2 sont deux points distincts de P ∗, ils de´finissent respectivement les deux
e´quations suivantes : m1(X,Y, Z) = 0 et m2(X,Y, Z) = 0, celles-ci de´terminent deux
droites dans P . Les points m de la droite de P ∗ qui passe par m1 et m2 sont de la forme
λm1+µm2 et sont donc associe´s aux e´quations λm1(X,Y, Z)+µm2(X,Y, Z) = 0. Ce sont
aussi des e´quations de droites de P . Toutes ces droites passent par le point d’intersection
des deux droites de P , correspondant a` m1 et m2.
A` partir de la` :
– Un point m de P ∗ est caracte´rise´ par une droite Hm de P .
– Trois points distincts m1, m2 et m3 du plan P ∗ sont aligne´s si et seulement si les
droites Hm1 , Hm2 et Hm3 sont trois droites distinctes, concourantes, du plan P .
– Une droite d de P ∗ correspond a` la famille des droites de P passant par un meˆme
point, que l’on peut donc caracte´riser dans P , par un point note´Md. Une telle famille
est appele´e faisceau de droites de point de base Md.
– La figure forme´e dans P ∗ par une droite d, passant par deux points m1 et m2, cor-
respond aux deux droites Hm1 et Hm2 se coupant au point Md.
5. « Quantiquement parlant » :
Un qubit |ψ〉 = α |0〉+ β |1〉 pourrait correspondre a` un point projectif (βα).
B.1.3 De´finition ge´ome´trique (en terme d’axiomes)
1. Chaque ligne contient au moins 3 points.
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Si on conside`re la de´finition alge´brique pre´ce´dente, on constate que deux points effectuent
le meˆme office sur la ligne que celui qu’ils accompliraient pour une droite euclidienne, le
troisie`me jouant le roˆle de direction de la droite (a` l’infini ou non).
2. Deux points distincts A et B sont sur une ligne unique (AB).
3. Axiome de Veblen Young :
Soit A, B, C, et D (cf. figure B.1) quatre points tels que (AB) et (CD) aient un point
commun, alors (AC) coupe e´galement (BD) (en supposant D diffe´rent de B et C).
Fig. B.1 – Axiome 3
Il existe une autre formulation de l’axiome de Veblen Young plus concise : si une droite
(ici (BD)) coupe deux coˆte´s (ici AP et CD) d’un triangle (ici APC), alors la droite coupe
le troisie`me coˆte´ (nomme´ AC).
Cet axiome est donc un moyen inge´nieux de dire que deux droites d’un plan ont une
intersection (meˆme si on n’a pas encore de´fini ce qu’e´tait un plan, cf. Remarque 2). Il
exclue donc l’existence meˆme de droites paralle`les en matie`re de ge´ome´trie projective !
Remarque 1 : si, de plus, il y a au moins deux droites, l’espace projectif (de´finition en
section B.2.4) est dit non de´ge´ne´re´.
Remarque 2 : par de´finition, un plan projectif (de´finition en section B.2.2) est un espace
projectif dans lequel l’axiome 3 est remplace´ par l’axiome 3′ suivant : soit deux droites
alors elles ont au moins un point commun.
Remarque 3 : le principe de dualite´ se re´sume alors au fait que l’on peut intervertir le
roˆle des points et des lignes.
4. Il y a au moins deux lignes.
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B.1.4 Proprie´te´s importantes de la ge´ome´trie projective sur les corps
finis
Si on se place sur le corps fini a` q e´le´ments Fq (cf. section A.3.2 de l’annexe A), alors
le nombre de points et de lignes des espaces projectifs est connu.
Soient un espace projectif fini P de dimension d et d’ordre q, U un sous espace de
dimension t de P , alors :
– Le nombre de points de U est : S(t) = qt + ...+ q + 1 = q
t+1−1
q−1 .
– Le nombre de points de P est : S(d) = q
d+1−1
q−1 .
– Le nombre de lignes de U , passant par un point fixe´ de U , vaut : S(t).
– Le nombre total de lignes de U vaut : S(t)S(t)q+1 .
– Le nombre d’hyperplans de P est : S(d).
– Le nombre d’hyperplans de P , passant par un point fixe´ de P , est : S(d− 1).
Pour en finir avec la ge´ome´trie projective sur les corps, il existe des configurations tre`s
particulie`res, telles que celle de Pappus ou celle de Desargues (cf. section B.2.3) pour
ne citer qu’elles, du nom des mathe´maticiens qui ont e´te´ des pionniers dans ce domaine
si particulier qu’est la ge´ome´trie projective. Elles ont donne´ lieu a` deux the´ore`mes fonda-
teurs sur la perspective (au sens des peintres), deux the´ore`mes concrets montrant un pan
de l’inte´reˆt que l’on peut porter a` la ge´ome´trie projective, e´galement appele´e ge´ome´trie
de Laguerre en hommage a` son inventeur. On a donne´ une petite ide´e de ce qu’est la
ge´ome´trie projective sur un corps, cas le plus simple et le plus concret. Dans la suite de
cet expose´, il va s’agir d’une vision a` la fois, plus ge´ne´rique puisqu’elle s’applique aux
anneaux, mais e´galement plus particulie`re puisqu’on ne parlera que de droites, plans, et
espaces projectifs. Dans les chapitres suivants, on verra que la ge´ome´trie projective sur les
anneaux sera de´terminante.
B.2 Sur les anneaux finis
B.2.1 Droite projective sur un anneau fini A
La de´finition d’une droite projective sur un corps a e´te´ donne´e pre´ce´demment (cf.
e´quation B.1 pour n = 1). Dans le cas des corps, tous les points d’une droite projective
sont dits admissibles car tous les e´le´ments (sauf l’e´le´ment neutre pour la multiplication)
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d’un corps sont inversibles. Ce n’est pas le cas pour les anneaux non inte`gres pour lesquels
R (cf. e´quation B.1) n’est plus une relation d’e´quivalence.
On introduit donc un test d’admissibilite´ par rapport aux points. De fac¸on image´e, si
on a une configuration de type : , alors 1 des 2 points n’est
pas admissible.
Plus rigoureusement : soit un anneau associatif et unife`re A, soit GL(2,A) le groupe
des matrices inversibles 2× 2 sur A, une paire (α,β) est dite admissible sur A si :
∃(γ, δ) ∈ A2 tel que
(
α β
γ δ
)
∈ GL(2,A) (B.2)
La droite projective sur A est alors de´finie [Hav04] comme l’ensemble des classes
d’e´quivalence des paires ordonne´es (ordre « au sens de » q) (qα, qβ), ou` q sont les unite´s de
A, telles que (α,β) soit admissible (dans un anneau fini, il n’y a que deux types d’e´le´ments :
les unite´s, qui sont les e´le´ments inversibles, et les autres, qui sont des diviseurs de 0).
On peut ensuite de´finir sur une telle droite projective (qui n’est pour l’instant qu’un
ensemble de points) une structure de graphe, de la fac¸on suivante [Hav04] : deux points
distincts X = (qα, qβ) et Y = (qγ, qδ) sont dits voisins (et seront relie´s) si
(
α β
γ δ
)
/∈
GL(2,A) ; sinon, ils sont dits distants.
Une classification explicite car mene´e par construction des droites projectives sur les
premiers (par ordre croissant) anneaux finis a e´te´ re´alise´e [SPKP07, SPK06]. Ce n’est que
lors de l’apparition de diviseurs de 0 que la structure de graphe de´finie ci-dessus a un
quelconque inte´reˆt. On en trouve un exemple dans la section 5.1.4 du chapitre 5.
B.2.2 Plan projectif sur un anneau fini A
De´finition d’un hyperplan projectif :
Un hyperplan H d’une ge´ome´trie finie est un ensemble de points tel que chaque ligne
de la ge´ome´trie contienne exactement un point de H, ou soit incluse dans H.
Remarque 3 : la de´finition hyperplan est plus restrictive que celle de sous espace :
un ensemble de points d’un espace projectif constitue un sous espace si et seulement si
pour chaque ligne, l’ensemble contient 0 point, 1 point, ou tous les points de la ligne.
De´finition d’un plan projectif :
Un plan projectif est un espace 2D tel que tous ses hyperplans (sous espaces de dimen-
sion 2) sont des droites projectives.
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Le plan de Fano :
On aura besoin de la de´finition du plan projectif de Fano en terme d’axiomes, c’est-a`-
dire en terme de points et de lignes (cf. section B.1.3). La de´finition que l’on a donne´e de la
droite projective sur un anneau e´tait de nature analytique (cf. section B.1.1). Conside´rer
la ge´ome´trie projective en terme d’axiomes sera souvent plus simple a` utiliser.
Le plan de Fano est de´fini comme suit :
– il posse`de 7 points et 7 lignes,
– chaque ligne posse`de 3 points,
– chaque point est sur 3 lignes.
Fig. B.2 – Le plan de Fano
Ordre d’un plan :
Plus ge´ne´ralement, dans un plan projectif, chaque point/ligne (dualite´, cf. section
B.1.2) est incident avec le meˆme nombre k+1 de lignes/points, ou` k constitue l’ordre du
plan. De plus, le plan projectif posse`de k2 + k + 1 points/lignes.
On constate ainsi que le plan de Fano est le plus petit plan projectif (k = 2).
B.2.3 Les configurations projectives
Le plan de Fano appartient e´galement a` la famille des configurations projectives. Une
configuration projective est un ensemble fini de points et de lignes tel que chaque point
est relie´ a` un meˆme nombre de lignes, et chaque ligne est relie´e a` un meˆme nombre de points.
Une telle configuration peut eˆtre note´e (va, eb), ou` v et e sont respectivement le nombre de
points et de lignes, a et b les nombres de lignes et de points incidents. Si cette configuration
contient le meˆme nombre de points et de lignes, on la note (va) (bien qu’en ge´ne´ral, une
telle configuration ne sera pas unique). Le plan de Fano est la configuration (73). Il existe
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e´galement deux configurations inte´ressantes : la configuration de Pappus (93), et la
configuration de Desargues (103). N’importe quelle configuration peut e´galement eˆtre
vue comme un graphe en conside´rant ses points comme des sommets et ses lignes comme
des areˆtes.
B.2.4 Les espaces projectifs
De´finition :
Un espace projectif est un espace 3D tel que tous ses hyperplans sont des plans
projectifs.
Les espaces line´aires :
Par de´finition, un espace line´aire est un espace tel que toute ligne a au moins 2
points, et 2 points sont exactement sur une ligne.
Remarque 4 : Le plan de Fano est un espace line´aire.
Remarque 5 : si on remplace « exactement » par « au maximum », on a affaire a` un
espace presque line´aire.
Il y a, depuis un moment de´ja`, la conjecture suivante : un plan projectif d’ordre k existe
si et seulement si k est la puissance d’un nombre premier. Par la suite, cette conjecture
fut relie´e a` l’existence d’ensembles complets de MUBs pour N qudits [SPR04].
B.2.5 L’espace polaire
De´finition :
Un espace polaire S = {P,L} est un espace presque line´aire tel que pour tout point
P n’appartenant pas a` la ligne L, le nombre de points de L, relie´s a` P graˆce a` une ligne,
e´gale soit 1 (comme pour le quadrangle ge´ne´ralise´, cf. section B.3.1), soit le nombre de
points de la ligne.
Ordre :
Un espace polaire d’ordre N (N ≥ 2) peut eˆtre vu comme un ensemble {P} de
points dont certains sous ensembles, appele´s sous espaces, doivent ve´rifier :
1. Chaque sous espace, ainsi que ses propres sous espaces, est isomorphe a` l’espace
projectif PG(d, q) (la notation signifie : d’ordre d et de´fini sur le corps de Galois a` q
e´le´ments, Fq), tel que d soit au maximum e´gal a` N − 1.
2. L’intersection de deux sous espaces est un sous espace.
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3. Pour chaque point P n’appartenant pas a` un sous espace E de dimension N − 1, il
existe un unique sous espace S, de dimension N − 1, tel que E ∩S soit de dimension
N − 2.
4. Il existe au moins deux sous espaces disjoints de dimension N − 1.
Remarque 7 : un espace polaire de rang 2 est un quadrangle ge´ne´ralise´ (cf. section B.3.1).
Espace polaire symplectique :
Un espace polaire symplectique est un espace vectoriel V (d, q) de dimension d sur le
corps de Galois Fq, muni d’une forme biline´aire alterne´e non de´ge´ne´re´e. Une forme est une
application d’un espace vectoriel dans son corps de nombre (le corps de nombre de´signe
l’ensemble des nombres de´finissant la multiplication externe des vecteurs, en ge´ne´ral ce
sont les nombres re´els ou complexes). Cette forme est dite, biline´aire si elle s’applique a`
deux vecteurs, alterne´e si et seulement si la proprie´te´ suivante s’applique :
∀x ∈ V (d, q), < x | x >= 0,
et enfin non de´ge´ne´re´e si :
∀x ∈ V (d, q)\{0},∃y ∈ V (d, q) |< x | y > := 0.
B.3 Autres « figures » de la ge´ome´trie projective
B.3.1 Le quadrangle
De´finition :
Un quadrangle ge´ne´ralise´ [PT84] est un espace presque line´aire tel que pour une
ligne donne´e L, et un point P n’appartenant pas a` cette ligne, il y a exactement une ligne
K passant par P qui coupe L en un point Q.
Ordre :
Un quadrangle ge´ne´ralise´ fini est dit d’ordre (s, t) si chaque ligne contient s + 1
points, et si chaque point est sur exactement t+ 1 lignes.
Remarque 6 : si s = t alors on a un quadrangle d’ordre s.
Exemple important : le plus simple quadrangle ge´ne´ralise´, dans le cas ou` s > 1 et
t > 1, est celui d’ordre 2, note´ W (2). C’est un objet dual (on peut intervertir le roˆle des
points et des lignes), posse´dant 15 points/lignes.
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Hyperplans d’un quadrangle d’ordre (s,t) :
La grille :
Le premier hyperplan d’un quadrangle d’ordre (s,t) est un sous quadrangle d’ordre (s,t′)
tel que t′ < t.
Pour certains quadrangles, dont ceux qui nous inte´resserons en l’occurrence, un tel
hyperplan se nomme grille et est alors un quadrangle ge´ne´ralise´ fini d’ordre (s, 1) ou
(1, t).
L’ovo¨ıde :
Un ovo¨ıde d’un quadrangle ge´ne´ralise´ est un ensemble de points O tel que chaque
ligne du quadrangle contient exactement un point de O, chaque ovo¨ıde contient st + 1
points.
L’ensemble perpendiculaire :
Deux points x et y d’un quadrangle ge´ne´ralise´ sont dits coline´aires si une ligne du
quadrangle les rejoignent et on les note x ∼ y Soient x et y respectivement un point
donne´ et des points du quadrangle, on de´finit l’ensemble perpendiculaire de x, note´
x⊥, comme suit :
x⊥ = {y | y ∼ x}
Le quadrangle d’ordre 2 et ses hyperplans sont illustre´s par des figures dans la section
5.1.3, les hyperplans du quadrangle ge´ne´ralise´ d’ordre 3 le sont dans la section 5.3.3.
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Un peu de the´orie des graphes
C.1 Quelques de´finitions
C.1.1 Le graphe
Un graphe G est constitue´ de deux ensembles : un ensemble non vide de sommets
V (G) et un ensemble E(G) forme´ de couples d’e´le´ments de E(G), nomme´s areˆtes. Gra-
phiquement, ces dernie`res relient deux points qui sont deux sommets de G. Les sommets
sont appele´s e´galement points, et les areˆtes, lignes.
C.1.2 L’adjacence
Deux sommets distincts sont dits adjacents si ils sont relie´s par une areˆte ; de meˆme,
deux areˆtes le sont si elles ont un sommet en commun. Si un sommet appartient a` une
areˆte, les deux sont aussi dits adjacents.
Lamatrice d’adjacenceA = [aij ] d’un grapheG posse´dant v sommets
(| V (G) |2= v)
est une matrice v×v, pour laquelle aij = 1 si les sommets vi et vj (distincts) sont adjacents,
aij = 0 sinon.
C.1.3 Le degre´ et le caracte`re re´gulier
Le degre´ D du sommet d’un graphe G est le nombre d’areˆtes adjacentes a` celui-ci.
Un graphe re´gulier est un graphe pour lequel chacun de ses sommets posse`de le meˆme
degre´.
Un graphe fortement re´gulier est un graphe re´gulier pour lequel chacun de deux
sommets adjacents a le meˆme nombre l de sommets adjacents, et pour lequel chacun de
deux sommets non-adjacents a le meˆme nombre n de sommets adjacents. La plupart du
temps n est diffe´rent de l.
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C.1.4 Le spectre
Le spectre d’un graphe G, note´ spec(G), est l’ensemble des valeurs propres dote´es de
leur multiplicite´s respectives (c’est-a`-dire le nombre de fois ou` elles « apparaissent ») de
sa matrice d’adjacence. Pour un graphe re´gulier, la valeur propre la plus grande correspond
au degre´ du graphe et la valeur absolue des autres valeurs propres est toujours infe´rieure
a` D.
C.1.5 Isomorphisme
Deux graphes G et H sont dits isomorphes (note´s G ∼= H) si il existe une relation
sommet a` sommet qui pre´serve l’adjacence.
C.1.6 Les invariants
Un invariant d’un graphe G est un nombre associe´ a` ce dernier qui conserve la meˆme
valeur pour chacun des graphes isomorphes a` G. Un ensemble complet d’invariants carac-
te´riserait ainsi comple`tement un graphe, a` un isomorphisme pre`s ; mais, a` ce jour, on n’en
connaˆıt pour aucun graphe.
Les plus importants invariants d’un graphe G sont les suivants : le nombre de ses
sommets v (| V (G) |= v), celui de ses areˆtes e (| E(G) |= e), le degre´ de chacun de ses
sommets, sa circonfe´rence, note´e g(G) (girth) : il s’agit de la longueur du cycle (se´quence
de sommets relie´s en boucle) le plus court de G si il y en a, son diame`tre : la plus grande
distance se´parant deux sommets. La distance entre deux sommets d’un graphe est la
longueur (en terme de nombre d’areˆtes) du chemin le plus court les reliant, s’il existe. Un
autre invariant important de G s’appelle nombre chromatique, note´ κ(G). Le coloriage
d’un graphe (proble`me NP–complet) consiste a` affecter une couleur a` un sommet de telle
fac¸on a` ce que tous les sommets non adjacents entre eux soient de la meˆme couleur ; si on
note c le nombre minimum ne´cessaire de couleurs a` utiliser, on a alors κ(G) = c.
La notion d’invariants est fondamentale dans toutes les sciences, et c’est souvent en les
recherchant que les scientifiques « touchent du doigt » quelque chose d’important.
C.2 Graphes remarquables et ope´rations
C.2.1 Les sous graphes remarquables
Un sous graphe de G est un graphe dont l’ensemble des sommets et areˆtes est contenu
dans G.
Pour un ensemble S de sommets de G donne´, on de´finit le sous graphe induit 〈S〉
de G comme e´tant le sous graphe maximal de G ayant comme ensemble de sommets S.
Un sommet et une areˆte se recouvrentmutuellement si ils sont adjacents. Un ensemble
de sommets recouvrant toutes les areˆtes d’un graphe G est appele´ un recouvrement de
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s o mme t s d e G ; c e l u i q u i p o s s ` e d e l e p l u s p e t i t n o m b r e d Ψ´e l ´ e m e n t s e s t n o m m ´ e l e r e c o u -
v r e me n t mi n i m u m d e s o mme t s d e G . C e d e r n i e r i n d u i t u n s o u s g r a p h e n a t u r e l d e G ,
G  , c o m p o s ´ e d e s s o m m e t s d u r e c o u v r e m e n t m i n i m u m e t d e s a r ˆ e t e s l e s r e j o i g n a n t o r i g i n e l -
l e m e n t d a n s G .
U n e n s e m b l e i n d ´ e p e n d a n t ( o u c o c l i q u e ) I d Ψu n g r a p h e G e s t u n s o u s e n s e m b l e d e
s o m m e t s t e l q u Ψa u c u n e p a i r e d e s o m m e t s n e r e p r ´ e s e n t e u n e a r ˆ e t e d a n s G .
S i o n c o n s i d ` e r e l e r e c o u v r e m e n t m i n i m u m d e G e t l e s o u s g r a p h e i n d u i t G  , u n e n s e m b l e
i n d ´ e p e n d a n t m a x i m u m I e s t c o n s t i t u ´ e d e t o u s l e s s o m m e t s n Ψa p p a r t e n a n t p a s ` a G  . L e s
g r a p h e s G  e t I c o n s t i t u e n t e n s e m b l e u n e p a r t i t i o n d u g r a p h e G .
C.2.2 Quelques graphes remarquables
L e g r a p h e c o mp l e t K n , d Ψo r d r e n , e s t l Ψu n i q u e g r a p h e ` a i s o m o r p h i s m e p r ` e s p o s s ´ e d a n t
n s o m m e t s t o u s r e l i ´ e s d e u x ` a d e u x p a r u n e a r ˆ e t e .
L Ψe n s e m b l e d e s s o m m e t s d Ψu n g r a p h e b i p a r t i t e s e d ´ e c o m p o s e e n d e u x e n s e m b l e s
d i s j o i n t s t e l s q u e d e u x s o m m e t s d u g r a p h e a p p a r t e n a n t a u m ˆ e m e s o u s e n s e m b l e s o n t
a d j a c e n t s .
L Ψe n s e m b l e d e s s o m m e t s d Ψu n g r a p h e t r i p a r t i t e s e d ´ e c o m p o s e e n t r o i s e n s e m b l e s
d i s j o i n t s t e l s q u e d e u x s o m m e t s d u g r a p h e a p p a r t e n a n t a u m ˆ e m e s o u s e n s e m b l e s o n t
a d j a c e n t s .
L e g r a p h e d e P e t e r s e n :
Fig. C . 1 – P a r t i t i o n ( P F ) – ( C )
L e g r a p h e d e P e t e r s e n e s t , e n t h ´ e o r i e d e s g r a p h e s , u n g r a p h e p a r t i c u l i e r p o s s ´ e d a n t 1 0
s o m m e t s e t 1 5 a r ˆ e t e s . I l s Ψa g i t d Ψu n p e t i t g r a p h e q u i s e r t d Ψe x e m p l e e t d e c o n t r e - e x e m p l e
p o u r p l u s i e u r s p r o b l ` e m e s d e l a t h ´ e o r i e d e s g r a p h e s . I l p o r t e l e n o m d u m a t h ´ e m a t i c i e n
J u l i u s P e t e r s e n q u i l Ψi n t r o d u i s i t e n 1 8 9 8 .
1 6 1
Un peu de the´orie des graphes
C.2.3 Quelques ope´rations sur les graphes
Tre`s souvent il est possible de de´crire la structure d’un graphe de fac¸on plus compacte
en utilisant des graphes plus petits et des ope´rations s’appliquant sur ces derniers. On a,
par exemple, la possibilite´ d’utiliser les ope´rations usuelles de la the´orie des ensembles :
union, intersection, produit, comple´ment (pour le dernier, pratiquement, on inverse
les 0 et les 1 de la matrice d’adjacence, etc.). Une autre ope´ration, qui sera mentionne´e
a` plusieurs reprises dans le chapitre 5, est ce qu’on appelle le graphe d’incidence (line
graph en anglais), note´e L(G), de G : le nouveau graphe aura un sommet associe´ a` chacune
des areˆtes de G, et posse`dera une areˆte si et seulement si les deux areˆtes de G partagent
un sommet.
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Re´sume´
Cette the`se a pour premie`re vocation d’eˆtre un e´tat de l’art sur le calcul quan-
tique, sinon exhaustif, simple d’acce`s (chapitres 1, 2 et 3). La partie originale de
cet essai consiste en deux approches mathe´matiques du calcul quantique concernant
quelques syste`mes quantiques : la premie`re est de nature alge´brique et fait interve-
nir des structures particulie`res : les corps et les anneaux de Galois (chapitre 4), la
deuxie`me fait appel a` la ge´ome´trie dite projective (chapitre 5). Cette e´tude a e´te´
motive´e par le the´ore`me de Kochen et Specker et par les travaux de Peres et Mermin
qui en ont de´coule´.
Abstract
The first vocation of this thesis would be a state of the art on the field of quan-
tum computation, if not exhaustive, simple access (chapters 1, 2 and 3). The original
(interesting) part of this treatise consists of two mathematical approaches of quan-
tum computation concerning some quantum systems : the first one is an algebraic
nature and utilizes some particular structures : Galois fields and rings (chapter 4),
the second one calls to a peculiar geometry, known as projective one (chapter 5).
These two approaches were motivated by the theorem of Kochen and Specker and
by work of Peres and Mermin which rose from it.
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