This paper develops an optimal relative output-feedback based solution to the containment control problem of linear heterogeneous multi-agent systems. A distributed optimal control protocol is presented for the followers to not only assure that their outputs fall into the convex hull of the leaders' output (i.e., the desired or safe region), but also optimizes their transient performance. The proposed optimal control solution is composed of a feedback part, depending of the followers' state, and a feed-forward part, depending on the convex hull of the leaders' state. To comply with most real-world applications, the feedback and feed-forward states are assumed to be unavailable and are estimated using two distributed observers. That is, since the followers cannot directly sense their absolute states, a distributed observer is designed that uses only relative output measurements with respect to their neighbors (measured for example by using range sensors in robotic) and the information which is broadcasted by their neighbors to estimate their states. Moreover, another adaptive distributed observer is designed that uses exchange of information between followers over a communication network to estimate the convex hull of the leaders' state.
INTRODUCTION
Distributed control of multi-agent systems has attracted a surge of interest in variety of disciplines, due to its broad applications, including cooperation of multiple robot systems 1, 2 , satellite formation flying 3 , vehicles formation control 4 , transportation systems 5 , cooperative surveillance 6 , distributed sensor networks 7 and so forth. Distributed cooperative control offers many advantages such as less communication requirement, more flexibility, enhanced reliability, and scalability, compared with its centralized counterpart. A fundamental problem in distributed cooperative control of multi-agent systems is consensus or synchronization, in which the goal is to design distributed control policies for agents to ensure that they reach an agreement on certain quantities of interest on their states or outputs, using only the local state or output information available to each agent. A comprehensive review of consensus and synchronization problems is provided in Olfati-Saber et al. 8 . Based on the number of leaders, consensus or synchronization problems can be categorized into three classes, namely, leaderless 6, 9 , leader-following 10, 11 and containment control 2, 12, 13 . In the latest problem, which is the problem of interest in this paper, there exist multiple leaders, and the objective is to drive the followers into a convex geometric space spanned by the leaders. The containment control problem has been extensively investigated in recent years 2, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27 , due to its numerous potential applications in practical engineering, for example, in stellar observation for satellite formation 28 , removing hazardous materials for autonomous robots 2 , and so forth. In most practical situations, the full state information of agents is unavailable for measurement and/or expensive to measure. For instance, for a group of mobile agents navigating in environments that global navigation satellite systems signals are rather attenuated, such as forests, urban canyons, and even some building interiors, no position measurement might be possible using ordinary global positioning system (GPS) receivers. In this situation, one obvious solution might be attained by installing more precise and powerful GPS receivers on all the agents. However, not only a more precise and powerful GPS receiver is costly, but also it uses more electrical power due to the fact that it requires more amplifying of attenuated signal and possibly more burden of weight. Therefore, in some real world scenarios, this solution may be unfeasible or too costly. Motivating by the concept of anchor agents 29 in localization problem 30 in the context of wireless sensor networks, another solution to the aforementioned situation and scenario is to equip only small fraction of agents (leaders) with more precise and powerful GPS receivers to measure their absolute states. However, the rest of agents (followers), which are just equipped with ordinary GPS receivers, do not have access to their absolute position measurements, and they just have access to relative output measurements with respect to their neighbors and the information which is broadcasted to them through the communication network by their neighbors.
Most of existing containment control protocols focus on the case of homogeneous agents, in which all agents have identical dynamics 15, 16, 19, 24, 31 . Some recent results on the containment control problem 22, 25 have considered the case of heterogeneous followers with non-identical dynamics, but assumed that the dimensions of all agents are the same. However, in many real-world applications, for which there are different types of agents performing different tasks, not only the agents' dynamics but also their dimensions are different. This requires designing distributed control protocols to drive the followers' output into a convex hull spanned by the leaders' output. Nevertheless, existing results based on relative state measurements in zheng et al. 22 and Haghshenas et al. 25 cannot be used, as the relative state does not make sense anymore for followers with different dimensions. Although the design of distributed relative output-feedback based control protocols is considered in Li et al. 21 and Wen et al. 31 , these results are still limited to homogeneous multi-agent systems. Output containment control of heterogeneous multi-agent systems is considered in Zuo et al. 32 . However, in their method, all the followers require their absolute state or output, as well as complete knowledge of the leaders' dynamics, which may not be available to the followers in many applications. Moreover, their approach requires the restrictive assumption of requiring a strongly connected communication graph.
Besides the above mentioned shortcomings of existing results, another shortcoming is that they do not take into account the transient behavior of the followers and give importance only to the steady-state response of the followers, i.e., they only assure that the followers' states or outputs eventually converge to a convex combination of the leaders' states or outputs. However, it is desired to find optimal solutions that not only guarantee steady-state convergence, but also minimize the transient containment error over time. Another important issue which is not considered in the existing results for containment control is designing online solutions that do not require complete knowledge of the leaders. Reinforcement learning (RL) 33, 34 has been successfully used to design adaptive optimal controllers for single-agent systems 35, 36, 37, 38, 39, 40, 41, 42, 43 and multi-agent systems 44, 45, 46, 47, 48 online in real time. However, to our knowledge, there is no RL-based solution to the optimal containment control problem.
To overcome the aforementioned shortcomings of the existing work, this paper presents an observer-based adaptive optimal solution to the output containment control problem of linear heterogeneous multi-agent systems, where two distributed observers are used. A distributed adaptive observer is designed to estimate followers' state, and another distributed adaptive observer is developed to estimate the convex hull of the leaders' state. The proposed distributed adaptive observer relaxes the restrictive requirement of knowing the complete knowledge of the leaders' dynamics by all followers. Then, an off-policy reinforcement learning algorithm on an actor-critic structure is developed to solve the optimal output containment control problem online in real time. The proposed algorithm does not require any knowledge of leaders' dynamics and uses only the relative output measured data of the followers and the information which is broadcasted through the communication network by neighbors.
The main contributions of the paper are as follows :
1. A novel distributed dynamic relative output feedback control protocol is developed based on cooperative output regulation framework to solve the output containment control problem of linear fully heterogeneous multi-agent systems.
2. An adaptive distributed observer is presented to estimate the leaders' dynamics, as well as their outputs, and a convex combination of the leaders' states for each follower. In contrast to the existing work, this observer relaxes the restrictive requirement of knowing the complete knowledge of the leaders' dynamics by all followers.
3. An optimal solution to the distributed containment control problem is presented to optimize the transient output containment error of followers as well as their control efforts, while assuring a zero-steady state containment error.
4. An off-policy RL algorithm is developed to solve the formulated optimal output containment control problem online in real time, using relative output measurements of followers with respect to their neighbors and the information which is broadcasted by neighbors, and without requirement of knowing the complete knowledge of the leaders' dynamics by all followers.
The subsequent sections are organized as follows: some basic concepts of graph theory, definitions and notations are presented in Section 2. Section 3 states the output containment control problem in output regulation framework. Moreover, analysis is provided to find containment control problem offline and non-optimal solution. Distributed adaptive observer is designed in Section 4. The optimality is explicitly imposed in solving the containment control problem in Section 5, which enables us to use RL techniques to learn solution online in real time. Numerical simulation is given to validate the effectiveness of the theoretical results in Section 6. Finally, in Section 7 conclusions are drawn.
PRELIMINARIES

Notations
The following notations are used throughout the paper. Let ℜ and ℜ × represent the dimensional real vector space and the × real matrix space, respectively. 0 × denotes the × matrix with all zeros. Let 1 be a column vector with all entries equal to 1. represents an × identity matrix.
1 , ..., represents a block-diagonal matrix with matrices 1 , ..., on its diagonal. ‖.‖ 2 denotes the Euclidean norm. For any matrix
where ∈ ℜ is the -th column of . denotes the -th row of the matrix . The symbol ⊗ represents the Kronecker product. The distance from ∈ ℜ to the set  ⊆ ℜ is denoted by
Graph Theory
In this subsection, some basic concepts on algebraic graph theory are briefly reviewed. Let the communication topology among + agents be presented by a weighted directed acyclic graph  = ( , , ) with a set of nodes = { 1 , … , + }, a set of edges  ⊆ × , and a weighted adjacency matrix = [ ] with non-negative adjacency elements , i.e., an edge ( , ) ∈  if and only if > 0. Node is called the parent node, node is the child node, and is a neighbor of . We assume that there are no self-connections, i.e. ( , ) ∉ . A directed graph is acyclic if graph does not have any directed cycle. The set of node neighbors is denoted bȳ = { ∈ ∶ ( , ) ∈ , ≠ }. A directed path from node to node is a sequence of edges ( ,
, ..., ( , ) with distinct nodes , = 1, ..., in a directed graph. A directed graph is strongly connected if there is a directed path between every ordered pair of nodes. A directed graph is said to have a spanning forest if there exists at least one node such that there is a directed path from this node to all the other nodes. An agent is called leader if it does not receive any information from others, i.e., it has no neighbor. Otherwise, it is called a follower. We assume that agents 1 to are followers, and agents + 1 to + are leaders. 
where 1 ∈ ℜ × and 2 ∈ ℜ × . Note that since the last agents are the leaders, the last rows of are all equal to zero. In the sequel, we assume that the communication graph satisfies the following assumption. Assumption 1. The directed graph  is acyclic, and for each follower, there exists at least one leader that has a directed path to it. Lemma 1 (Meng et al. 14 ) . Under Assumption 1, 1 is invertible, all the eigenvalues of 1 have positive real parts, each entry of − −1 1 2 is non-negative, and each row of − −1 1 2 has a sum equal to one. Proposition 1 (Qin et al. 49 ). A directed acyclic graph  can be relabeled such that its Laplacian matrix is lower triangular matrix.
Definition 1 ( Rockafellar 50 ). A set  ⊆ ℜ  is said to be convex if (1 − ) + ∈ , whenever , ∈  and 0 ≤ ≤ 1. The convex hull ( ) of a finite set of points = 1 , ..., is the minimal convex set containing all points in . That is
OUTPUT CONTAINMENT CONTROL: AN OFFLINE AND NON-OPIMAL SOLUTION
In this section, the output containment control problem is first introduced, and some standard assumptions are listed. Then, a distributed dynamic output feedback control protocol is introduced for each follower that uses only the relative output measured data of the followers and the information which is broadcasted through the communication network by neighbors. The output containment control problem is then formulated into a linear cooperative output regulation problem and a non-optimal offline solution is provided. Consider a set of agents with heterogeneous followers whose models are described aṡ
and a set of homogeneous leaders aṡ
where ∈  is the set of followers, ∈  is the set of leaders, ∈ ℜ is the state of agent , ∈ ℜ is its control input, and ∈ ℜ is its output, ∈ ℜ̄ is the state of leader and ∈ ℜ is its output. The following standard assumptions are made on the dynamics of agents 51, 52 .
Assumption 2. The pairs ( , ) for ∈  are stabilizable.
Assumption 3. The pairs ( , ) for ∈  are detectable, and for ∈  , are full row rank.
Assumption 4.
The leaders' dynamics in (4)-(5) are marginally stable, and is full row rank.
Assumption 5. The linear matrix equations
have unique solutions Π ∈ ℜ ×̄ and Γ ∈ ℜ ×̄ for all ∈  .
Assumption 6. Each follower has access only to the relative output measured data between itself and its neighbors, and the information which is gotten by its neighbors, i.e., the absolute output measurements of followers are not available.
Assuming to be full row rank in Assumption 3, is a standard assumption for output feedback (See Gadewadikar et al. 53 ) which is made to avoid redundant measurements. Furthermore, the transmission zeros condition (Huang 51 , Assumption 1.4) is a standard assumption which is satisfied if is required to be full row rank. Therefore, Assumption 3 is a standard assumption.
Regarding Assumption 4, it is worth to mention that, in containment control problem, the leaders' dynamic cannot be unstable, due to the fact that convex hull should be bounded, and it is not reasonable to have unbounded convex hull. Assumption 6 is made here to relax the need for the full or relative state measurements in the existing literature, which might not be feasible in some scenarios.
The output containment control problem is now defined as follows.
Definition 2.
The multi-agent system (2)-(5) achieves the output containment if the followers outputs, converge to the convex hull spanned by the leaders outputs. That is,
Now, define the containment error of the follower as
which, in compact form, yields
where and are the stack column vectors of and for ∈  , respectively, 1 is defined in (1) and Δ denotes the connection weight of leader , which is a diagonal matrix with diagonal elements = where ∈  and ∈ .
Remark 1. lim →∞ ( ) = 0 with defined in (9) implies that the followers' outputs converge to the convex hull spanned by the leaders' outputs
where 1 is defined in (1) . Note that, 2 in (1) can be expressed as
then, one has
where is the stack column vector of for ∈ .
To solve the containment control problem in Definition 2, the following distributed dynamic measurement relative output feedback control protocol is introduced in this paper.
for ∈  , where ∈ ℜ denotes the estimate of the state of agent ,̂ = denotes the estimate of the output , ∈ ℜ̄ denotes the estimate of the convex combination of the leaders' states. Moreover, > 0 and ∈ ℜ × are coupling gains and gain matrices, respectively, to be designed in Lemma 3, and > 0 is a coupling gain. Finally, 1 ∈ ℜ × and 2 ∈ ℜ ×̄ are design feedback and feed-forward gain matrices, respectively, for ∈  .
Note that the (15) is a dynamic compensator which its compact form can be regarded as an observer for the convex combination of the leaders' states 25 , and (14) is a distributed observer for the state of th follower, i.e., . Note also that absolute output measurements of followers are not used in this control protocol.
Remark 2.
Since the leaders act as command generators and are usually equipped with more powerful sensors, we reasonably assume that they know their own states and can broadcast them to their neighbors. This assumption is a standard assumption in cooperative control with relative measurements literature (For instant see (Zhang et al. 54 , Section IV) and (Wu et al. 55 , Eqn. (6)). However, the followers are assumed to have not access to their absolute output measurements.
Remark 3.
Note that the leaders are autonomous agents in the sense that they do not receive information from other agents and acts autonomously to guide other followers. That is, leaders are not being influenced by followers and, therefore, the observer design in (14) and as well as the control design in (13) are only designed for the followers to assure that they converge into a convex hull of the leaders' output trajectory, which is the ultimate goal of the output containment control problem.
Consider the distributed state observer (14) and let the global state estimation error bẽ = − (16) where and are the stack column vectors of and , for ∈  , respectively. Using (14) and (2), the dynamics of the global state estimation error yieldṡ̃
where
, and = ( 1 , ..., ). Before proceeding, the following technical results are required.
Lemma 2. Let Assumptions 1 and 3 be satisfied. Let be the -th eigenvalue of 1 . Design the observer gain in (14) for
where Φ is the unique positive definite solution of the observer ARE
with = ∈ ℜ × and = ∈ ℜ × positive definite design matrices. Then, the global state estimation error dynamic (17) is asymptotically stable if the coupling gain satisfies
where min = min ∈̄ Re( ).
Proof. One can show that, using Proposition 1 and the same procedure as Theorem 3 in Fax et al. 4 , if all the matrices − , ∀ ∈  are Hurwitz, then, the global state estimation error dynamic (17) is asymptotically stable. Under Assumption 1 and based on Lemma 1, all the eigenvalues of 1 have positive real parts. The rest of proof is similar to that of Theorem 1 in Zhang et al. 54 and is omitted.
Remark 4.
It is worth noting that, the requirement for acycle assumption in Lemma 2 can be obviated if all agents have identical dynamics (See Zhang et al. 54 for more details).
The composition of (2)- (5), the containment error (9) , and the control laws (13)- (15) result in the following closed-loop systeṁ
= is the closed-loop state, is the stack column vectors of , Ω is the stack column vectors of , 21 
, ..., 1 ) and 2 = ( 2 1 , ..., 2 ). Now, by using (21)- (24), we are ready to describe the output containment control problem, defined in Definition 2, as a cooperative output regulation problem as follows.
Problem 1 (Cooperative output regulation problem). Given the multi-agent system (2)-(5) and digraph , find the control protocol of the form (13) such that the closed-loop system (21)-(23) has the following properties:
Property 1
The origin of the closed-loop system (21)- (23) with Ω being set to zero is asymptotically stable, i.e., the matrix in (24) is Hurwitz.
Property 2 For any initial conditions
Remark 5. The Property 1 indicates that all solutions of the closed-loop system (21)- (23) forget their initial conditions and converge to zero when the exosystems (i.e., leaders) are disconnected. Moreover, Properties 1 and 2 together indicate that all solutions of the closed-loop system (21)- (23) forget their initial conditions and converge to some solutions, depending only on the exosignals (i.e., for ∈ ). (See (Haghshenas et al. 25 , Problem 3) and (Huang 52 , Problem 1 and 2) for more details)
Remark 6. Note that, the error given in (23) is actually the output containment error of (9) . Therefore, based on Remark 1, by solving Problem 1, the output containment control problem, described in Definition 2, is also solved.
In order to solve Problem 1, we present following lemma on the closed-loop system (21)- (23).
Lemma 3.
Suppose that the closed-loop system (21)- (23) satisfies Property 1, under the distributed control laws (13)- (15). Then, lim →∞ ( ) = 0, if there exists a matrix that satisfies the following linear matrix equations:
Proof. Let̃ = − Ω. Using (25), one haṡ̃
Since is Hurwitz, lim Now the following theorem shows that Problem 1 can be solved using the distributed control laws (13)- (15).
Theorem 1.
Consider the multi-agent system (2)-(5). Let Assumptions 1 and 5 be satisfied and and in the control protocol (13) be designed as of Lemma 2. Design 1 such that + 1 is Hurwitz and 2 using
where Γ and Π are solutions of (6). Then, Problem 1 is solved using the distributed control laws (13)- (15), for any positive constant .
Proof. For nonsingular matrix
which has the block-triangular structure. Under Assumption 2, there exists 1 , ∀ ∈  such that + 1 is Hurwitz. Based on Lemma 2, − ( 1 ⊗ )̄ is Hurwitz, if positive constants and , ∀ ∈  are chosen as (20) and (18) 
Next we verify the Property 2 in Problem 1. Let 2 , ∀ ∈  be given by (28) . Then, under Assumption 5, one has
Then, using (21)- (23) and (30), yields
Note that̄
Moreover,
Hence, satisfies the linear matrix equations (25) and it follows from Lemma 3 that property 2 is also satisfied, i.e., lim →∞ ( ) = 0. This completes the proof.
Remark 7.
It is seen from (31) in the proof of Theorem 1 that, Assumption 1-5 guarantees the feasibility of the solution in Lemma 3, i.e., .
Remark 8. The graph condition in Haghshenas et al. 25 and Zuo et al. 32 is unnecessarily strong. In this paper, by defining the output containment error as (9), the restrictive required assumption of strongly connected communication graph in (Haghshenas et al. 25 , Assumption 6) and (Zuo et al. 32 , Assumption 1) is relaxed to a milder assumption of communication graph with spanning forest.
Remark 9. The solutions to the output regulator equations (6) as well as the distributed observer (15) need complete knowledge of leaders' dynamics. This knowledge, however, is not available to the followers in many applications. In order to obviate the requirement of the leaders' dynamics in (15), a distributed adaptive observer is designed for convex combination of the leaders' states in Section 4. Optimality is next implicitly incorporated in the design of the containment control problem in Section 5 to optimize the transient containment errors of agents. An off-policy RL algorithm is developed to solve the optimal output containment control problem online in real time and without requiring the knowledge of the leaders' dynamics.
DISTRIBUTED ADAPTIVE OBSERVER FOR LEADERS CONVEX HULL
In this section, a distributed adaptive observer is developed to estimate convex combination of the leaders' states and outputs for each follower, as well as the leaders' dynamics, simultaneously. To estimate the convex combination of the leaders' states and outputs for each follower, consider the following distributed adaptive observeṙ̂
where ∈ ℜ̄ ×̄ and ∈ ℜ ×̄ , for ∈  , are the estimation of the leaders' dynamics and respectively,̂ ∈ ℜ̄ and 0 ∈ ℜ are the estimation of convex combination of the leaders' states and outputs for th follower, respectively, and
The following lemma is used in the proof of Theorem 2 for the observer design. Lemma 4 (Cai et al. 56 ). Consider the following systeṁ
where ∈ ℜ̄ , Z ∈ ℜ̄ ×̄ is asymptotically stable, is a positive constant, Z 1 ( ) ∈ ℜ̄ ×̄ and Z 2 ( ) ∈ ℜ̄ are bounded and continuous for all ≥ . If Z 1 ( ) and Z 2 ( ) decay to zero exponentially as time go to infinity, then, for any ( 0 ) and any > 0, ( ) decays to zero exponentially as time go to infinity.
Theorem 2.
Consider the leader dynamics (4)- (5), and the adaptive observer (35)- (37) . Let̃ = − ,̃ = − be leaders' dynamics estimation errors and̃ =̂ − * and̃ 0 ( ) = ̂ − * be th follower state estimation error of the convex combination of the leaders' states and outputs, respectively, where * is −( Proof. The dynamics of the global leaders' dynamics estimation error can be written aṡ̃
where = ( 1 , ..., ). Using Lemma 1, it is easy to show that
Then,̇̃
or equivalently
According to Assumption 1 and Lemma 1, all the eigenvalues of 1 have positive real parts. Hence, lim →∞ (̃ ( )) = 0 exponentially, which yields lim →∞̃ ( ) = 0, ∀ ∈  . Similar to part (1), one can see that lim →∞̃ ( ) = 0, ∀ ∈  exponentially for any positive constant 3 .
Next, it remains to prove part (3) and part (4), i.e. lim →∞̃ ( ) = 0 and lim →∞̃ 0 ( ) = 0. To this end, using (35) and some manipulations yieldṡ̃
The global form of (44) can be written aṡ̃ 
Therefore, if lim →∞̃ ( ) = 0 and lim →∞̃ ( ) = 0, then lim →∞̃ 0 ( ) = 0, which completes the proof.
OPTIMAL OUTPUT CONTAINMENT CONTROL PROBLEM
In this section, first an optimal formulation for the output containment control problem is introduced. Then, an off-policy reinforcement learning (RL) algorithm is proposed to drive the followers optimally into a convex hull spanned by the leaders' outputs. At first, it is assumed that followers can have access to their states and the leaders' states and dynamics. Then, this restrictive assumption is relaxed by combining the RL based optimal control presented in this section with distributed adaptive observer designed in Section 4 and the distributed observer (14).
Problem Formulation and Its Offline Solution
The aim of optimal output containment control problem is to design the distributed control laws (13)- (15) such that the followers converge into a convex hull spanned by the leaders' outputs, and at the same time, the transient output containment error captured by (9) as well as the followers' control efforts are minimized. To do so, an optimal output containment control problem is defined as follows.
Problem 2 (Optimal output containment control problem)
. Consider the control protocol (13) and let the distributed state observer (14) be designed as of Lemma 2. Moreover, let the distributed observers (35)-(37) be designed as of Theorem 2. Design the gain matrices 1 and 2 , ∀ ∈  in the control protocol (13), so that not only properties 1 and 2 in Problem 1 are satisfied, but also the following discounted performance function is minimized.
for ∈  ,where ∈ ℜ × and = ( 1 , ..., ) ∈ ℜ × are symmetric positive definite weight matrices, > 0 for = 1, ..., , > 0 is the discount factor, and̄
is the containment error with * = −(
Remark 10. Note that (9) can be rewritten as follows
Therefore, according to Lemma 1, one can see that minimizinḡ results in minimizing the output containment error (9) . It was shown that if the state observer gains in (14) are designed as of Lemma 2, then → . Moreover, it was shown that if the distributed observers (35)-(37) are designed as of Theorem 2, then → , → , and̂ → * . Therefore, in steady-state, the control protocol (13) becomes
It is shown in the following that if this control protocol is designed to minimize (47) , then the output containment control Problem 2 is solved. One can write (51) 
Now, the value function (47) can be written as the following quadratic form
Hamiltonian is defined as follows
Then, using stationary condition 57 , i.e., = 0, the optimal control gain in (52) is derived as follows * =̄ * ̄ (59)
where Ψ satisfies the discounted algebraic Riccati equation (ARE) (61). Substituting (59), (60), and (57) into (58), yields the discounted ARE as follows
Remark 11. Note that the ARE (61) and consequently the control gain (60) requires complete knowledge of the leaders' dynamics. To learn the gains (60) in an online fashion without requiring complete knowledge of the leaders' dynamics, an off-policy RL algorithm is designed in Subsection 5.2.
Remark 12.
It is shown in Modares et al. 58 that if discount factor in (47) satisfies
then, the value function (47) is bounded for the control policy (59) and the closed-loop agents' dynamics are stable. This is equivalent to Property 1 in Problem 1. The following results show that solving Problem 2 actually solves Problem 1 in an optimal manner.
Lemma 5.
Consider the multi-agent system (2)-(5) and the control policy (59) with gain given by (60) and (61). If the discount factors satisfies (62), then̄ = + −1 1 2 ⊗ and consequently output containment error (9) goes to zero asymptotically.
Proof. First, let the ARE (61) be written in the compact form as follows
. Multiplyinḡ and̄ to right and left sides of (63), respectively, one has
Observing (64), one can see that, the null space of Ψ is a subspace of the null space of̄ ̄ ̄ . Using this observation, it can be seen that if̄ Ψ̄ = 0, then̄ ̄ ̄ ̄ ̄ = 0 and consequently ( − (
2 ⊗ ) ) = 0 which yields + ( −1 1 2 ⊗ ) = 0 and consequently the containment error = 0, which is defined in (9) . Therefore, one can conclude that the null space of Ψ is a subspace in which the containment error is zero. It remains to show that providing the discount factors satisfies the (62), then the null space of Ψ is attractive. To this end, choose the following Lyapunov function
Taking the derivative of (65) giveṡ 
It was mentioned in Remark 12 that + 1 is Hurwitz, providing that the discount factors satisfies the (62). Therefore, under Assumption 4, one can conclude ∀ ∈  , and consequentlȳ are marginally stable. Therefore, there exist a positive semi definite matrix Υ = − Ψ̄ +̄ Ψ such thaṫ (̄ ) = −̄ Ῡ ≤ 0. Based on LaSalle's invariance principle,̄ converges to the largest invariance subspace wherė (̄ ) = 0. As mentioned above, the null space of Ψ is a subspace of where the output containment error is equal to zero, therefore based on (66),̇ (̄ ) = 0 if Ψ = 0 and consequently the output containment error is equal to zero, which completes the proof. (59) is depending on absolute state of the th follower, and requiring the knowledge of the leaders' dynamics and the graph topology , which are not available for th follower, thereforê ( ) = [ ,̂ ] should be used in place of̄ ( ) to implement the optimal control (59) without requiring the knowledge of the leaders' dynamics, graph topology , and absolute state of the th follower. By doing so, optimal control (59) becomes * =̄ * ̂ (68)
Theorem 3.
Consider the multi-agent system (2)- (5) and the distributed adaptive observer (35) along with adaptation laws (36) and (37) . Under Assumptions 1 -6, Problem 2 and consequently Problem 1 are solved using optimal control policy (68) with * given by (60) and (61). As long as, and be designed as of Lemma 2, the discount factors satisfy (62), and 1 , 2 , and 3 in (35)- (37) be any positive constant.
Proof. Using (2)- (5), (14), (35) , and (68), we obtain
one can verify that (69) has a block-triangular structure and according to separation principle, the distributed observers and control gains in (69) can be designed separately. It is shown in Theorem 2 that, for any positive constant 1 , 2 , and 3 , → , → ,̂ → * , ∀ ∈  , ̂ → * and thus for any full row rank matrix , ( ⊗ )̂ → −( −1 1 2 ⊗ ) asymptotically. Besides, it is shown in Lemma 2 that → , → , ∀ ∈  asymptotically. Finally, Lemma 5 shows that → ( ⊗ )̂ asymptotically, therefore → − (   −1  1 2 ⊗ ) asymptotically, which completes the proof.
Remark 13. Theorem 3 shows that one can design the observers gains appear in (14), (35)- (37) and the control gains̄ * in (68) independently. As stated in Theorem 3, for ∈  , should be chosen sufficiently large, should be designed as (18) according to Lemma 2, and 1 , 2 , and 3 in (35)- (37) are any positive constants. It can be seen from (43) and (45) that the larger 1 , 2 , and 3 are , the faster the estimation errors of the distributed observer (35)- (37) decays. It can also be seen from (17) that the larger for ∈  are, the faster the estimation errors decays for the observer (14) . Choosing sufficiently large for ∈ , 1 , 2 , and 3 makes the convergence of the observers sufficiently fast, and therefore, their effects on the control performance are negligible. The weight matrices and for ∈  are design parameters and they should be chosen as symmetric positive definite matrices. The discount factors for ∈  are used to guarantee that the performance functions is bounded for given control policies, and to do so, they should be chosen to satisfy condition (62) in Remark 12.
Distributed Optimal Output Containment Control: An Online and Optimal Solution
In this subsection, an off-policy RL method 58 is combined with actor-critic algorithm to solve discounted ARE (61) and learn the optimal gain (60) online in real time, using relative output measurements of followers with respect to their neighbors and the information which is broadcasted by neighbors, and without requiring complete knowledge of the leaders' dynamics.
Since Value function (57) is in the form of a quadratic polynomial, the quadratic polynomial basis vector for the critic neural network (NN) of each follower is chosen as
(70) wherē = [̄ 1 , ...,̄ ] and = +̄ . Then, the optimal value function (̄ ) can be perfectly approximated by
wherē ∈ ℜ is the optimal critic NN weight of th follower and = ( + 1) 2 is the number of hidden-layer neurons of the critic NN of th follower.
By the same token, the optimal policy in (59) can be perfectly approximated by an actor NN for each follower in the form of
is the optimal actor NN weight of th follower and = is the number of hidden-layer neurons of the actor NN of th follower, for ∈  . The ideal weights of the critic NNs, i.e.,̄ , and the ideal weights of the actor NNs, i.e.,̄ , are unknown and must be estimated.
Let the value function corresponding tô be written as followŝ
is the estimation of * in the th iteration, and Ψ satisfies the discounted ARE (80). Let the estimation of̄ in the th iteration be denoted bŷ . Then, the value function (71) and its gradient ∇ (̄ ) = ̄ are approximated aŝ
Correspondingly, let̂ denote the estimation of̄ in the th iteration. Then, the estimation of u * (̄ ) in the th iteration iŝ
One can now write (53) in following augmented form aṡ̄
where = +̄ ̄ and is a behavior policy, which is an admissible policy, applied to the th follower and̂ is the estimation of target policy, which is the optimal policy, in the th iteration.
Using (73)- (75), (79) and some manipulation, the discounted ARE (61) becomes
Consider the control policy update law as follows
The derivative of (73) with respect to time along the system dynamics (79) can be derived aṡ̂
Multiplying − ( − ) to the both sides of (82), and integrating both sides on the time interval of [ ; + ], one can obtain the off-policy Bellman equation as follows
Remark 14. Note that to calculate the first integrand in the right-hand-side of (83), the knowledge of the leaders' dynamic is required due to dependency of̄ ̄ to it, i.e.,̄ ̄ ̄ ̄ = − * ( − * ). To obviate this requirement, the term of̄ ̄ ̄ ̄ , in first integrand in the right-hand-side of (83), is replaced by ̂ − 0 (̂ − 0 ) , where 0 is the estimation of convex combination of the leaders' outputs, defined in (38) and̂ = is the output estimation of th follower. Define = −̂ , exploiting the critic NN (76), actor NN (78), weighted matrices of = ( 1 , ..., ), and Remark 14, (83) can be put into the following form
, and is the Bellman approximation error which should be minimized in order to drive the critic NN weights and actor NN weights toward their ideal values, i.e.,̂ →̄ and +1 →̄ . Rearranging (84), the Bellman equation (83) can be reformulated as follows
Assume that ( ) and Ξ ( ) are collected at ≥ + × points 1 to , over the same time interval [ ; + ]. Using least square method in average sense, one haŝ
Remark 15. Note that to calculate the information in (86) and (88) 
wherê is given in (87), andΞ
To simultaneously solve the ARE (83) and find the optimal policy (72) online, i.e., solve Problem 2, the off-policy RL algorithm is given in Algorithm 1. Note that, Algorithm 1 solve Problem 2 without requiring any knowledge about graph topology , and absolute states or outputs of followers. Moreover, Algorithm 1 solve problem 2 without the restrictive assumption of which all followers should have knowledge about the leaders' dynamics and . Remark 16. Note that, due to the termŝ and in (94) and (96), information aboutΞ and̂ , which are required in Algorithm 1, cannot be collected and used from the beginning of the learning process. However, once the distributed observers in (14) and (35)- (37) converge, information aboutΞ and̂ is collected, and then, it is used by Algorithm 1. Note also that, as mentioned in Remark 13, the observers gains appear in (14), (35)- (37), and the control gains̄ * in (68) can be designed independently, and choosing sufficiently large for ∈  , 1 , 2 , and 3 makes the convergence of the observers sufficiently fast, and therefore, the effect of this issue on Algorithm 1 is negligible.
SIMULATION RESULTS
In this section, an output containment control example is given to validate the proposed approach. Consider the multi-agent system consists of four heterogeneous followers and three leaders. The leaders' dynamics are given as 
The communication graph among the agents is given in Fig. 1 , where nodes 5, 6, and 7 represent the leaders and other nodes represent four heterogeneous agents. Moreover, all the communication weights, in Fig. 1 , are chosen to be one. It can be verified that Assumptions 1-5 are satisfied.
The distributed observer (14) is implemented for = 1, 2, 3, 4. The observer matrices and gains are set as Time (Sec)
FIGURE 2
Error between state observer (14) and followers' states. The error between state observer (14) and followers' states is given in Fig. 2 . It can be observed from Fig. 2 that the error between state observers and the followers' states converges to zero. The distributed adaptive observer (35) along with adaptation laws (36) and (37) are also implemented for = 1, 2, 3, 4. The observer and adaptive laws gains are set as 1 = 3, 2 = 10, and 3 = 3. It can be seen from Fig. 3 that the error between observers (35) and the convex combination of the leaders' states converges to zero, i.e., the adaptive observers (35) converge to the convex combination of the leaders' states. 
The weight matrices , , and the discount factors for = 1, 2, 3, 4 are chosen as 
Using (98), (101), and LQR method, the optimal dynamic output feedback gains are 
We now use Algorithm 1 to find the optimal dynamic output feedback control online in real-time. To do so, time interval is set as = 0. (14) , and the adaptive observer (35) with adaptation laws (36) and (37) for the heterogeneous multi-agent systems (98). Fig. 4 confirms that the followers move into the convex hull formed by the leaders' outputs. Note that, there exist directed paths from the leaders 5 and 6 to followers 1 and 2 and there is no directed path from the leader 7 to these followers, i.e., the leader 7 is disconnected 
FIGURE 4
The outputs of the agents using Algorithm 1, along with adaptive observer (35) and state observer (14) . 
FIGURE 5
The outputs of all four heterogeneous agents. from the followers 1 and 2. In this case, the convex hull is a line segment which is spanned by the outputs of these two leaders. Therefore, these two followers converge into the line segment which is spanned by the outputs of the leaders 5 and 6. Note also that, there exists a directed path from the leaders 5, 6, and 7 to the followers 3 and 4. Therefore, these two followers converge into the triangular area which is spanned by the outputs of the leaders 5, 6, and 7. The followers and the leaders' outputs along with the envelope of the leaders' outputs are shown in Fig. 5 . It can be seen in Fig. 5 that the followers' outputs move into the envelopes formed by the leaders' outputs and stay in them. The time history of output containment errors of followers is shown in Fig. 6 . It can be observed that the containment errors decay to zero. Therefore, it can be seen that the followers' outputs converge to the convex hull formed by leaders' outputs, i.e., the containment control problem 1 is solved.
These results show that the introduced approach solves Problem 2 without requiring all followers to have knowledge of leaders' dynamics or states and based on only relative output measurements of followers with respect to their neighbors and the information which is broadcasted to them through the communication network. 
FIGURE 6
Time history of output containment errors.
CONCLUSIONS
In this paper, an online optimal relative output-feedback based solution for the output containment control problem of linear multi-agent systems was presented. The followers were assumed heterogeneous in dynamics and dimensions. First, a distributed dynamic relative output-feedback control protocol was developed based on cooperative output regulation framework, which was provided the offline and non-optimal solution to the output containment control problem in hand. The proposed control protocol was composed of a feedback part and a feed-forward part. However, the feedback and feed-forward states were assumed to be unavailable to followers and were estimated using two distributed observers. A distributed adaptive observer was designed to estimate followers' states using only relative output measurements of followers with respect to their neighbors and the information which is broadcasted to them through the communication network. Another distributed observer was developed to estimate the convex hull of the leaders' states. To relax the restrictive assumption in existent work that each follower should have the knowledge of the leader's dynamics, an adaptive distributed observer was next designed to estimate both the leaders' dynamics and convex combination of the leaders' states. Optimality was explicitly imposed in finding the feedback and feed-forward control gains to not only assure convergence of followers' outputs to a convex combination of the leaders' outputs, but also optimize their transient output containment errors. To do this, augmented AREs were employed to solve the optimal output containment control problem in hand. An off-policy RL algorithm on an actor-critic structure was next developed to solve these AREs online in real time, based on using only relative output measurements of followers with respect to their neighbors and the information which is broadcasted to them through the communication network, and without requirement of knowing the complete knowledge of the leaders' dynamics by all followers. Finally, a simulation example verified the effectiveness of the proposed algorithm.
