Abstract. In this note, we provide an existence and uniqueness theorem for the weak and strong solutions to a general class of hyperbolic Maxwell variational inequalities of the second kind. The tools for our analysis are the semigroup theory for Maxwell's equations, the Moreau-Yosida regularization theory and the subdifferential analysis.
1. Introduction. Physical phenomena in electromagnetism can lead to hyperbolic variational inequalities with a Maxwell structure. They include application problems arising from electromagnetic processes in polarizable media and Bean's critical-state model in high-temperature superconductivity. The very first study on hyperbolic variational inequalities in electromagnetism goes back to Duvaut and Lions [9] . By employing the Galerkin-ansatz and a parabolic regularization technique, they [9, Section 8] proved an existence and uniqueness result for the strong solution to a hyperbolic obstacle-type Maxwell variational inequality (VI of the first kind). Some years later, Milani [14, 15] extended their results to the case of time-dependent obstacle set. Quite recently, the author [24] shown that the Bean critical-state model for high-temperature superconductors [8] leads to a hyperbolic Maxwell variational inequality of the second kind. The optimal control problem of this variational inequality was analyzed in [25] (cf. also [23] ). We note that the analysis of the Bean criticalstate model governed by the eddy current equations goes back to Prigozhin [19] [20] [21] and Barrett and Prigozhin [4] [5] [6] [7] . The corresponding model governed by the Maxwell equations was considered in [11, 12] . We also refer the reader to [2, 16, 17] for parabolic and elliptic variational inequalities of a p-curl type arising from the power law for the eddy current equations.
This note analyzes a general class of hyperbolic Maxwell variational inequalities of the second kind on an open set Ω ⊆ R 3 representing the physical medium, where electromagnetic fields are acting. Our main result is the existence and uniqueness theorem for the strong and weak solutions. The main tools for our analysis are the semigroup theory for Maxwell's equations, the Moreau-Yosida approximation theory and the set-valued subdifferential analysis. Our paper is organized as follows. In the upcoming section, we introduce all the function spaces used in our analysis, including the definition of the Maxwell operator. Some well-known properties of the Maxwell operator are also mentioned in this section. In Section 3, we present our main existence and uniqueness theorem. The proof is presented in Sections 4 and 5.
Preliminaries. We introduce the Hilbert space
where the curl -operator is understood in the sense of distributions. Note that, for a given Hilbert space V , we use the notation · V and (·, ·) V for a standard norm and a standard scalar product in V. A bold typeface is used to indicate a three-dimensional vector function or a Hilbert space of three-dimensional vector functions. As usual, C ∞ 0 (Ω) stands for the space of all infinitely differentiable three-dimensional vector functions with compact support contained in Ω. We denote the closure of C ∞ 0 (Ω) with respect to the H(curl)-topology by
It is well known that the Hilbert space H 0 (curl) admits the following characterization:
Let , µ : Ω → R 3×3 denote the electric permittivity and the magnetic permeability in the medium Ω. They are assumed to be of class L ∞ (Ω) 3×3 , symmetric and uniformly positive-definite in the sense that there exist constants , µ > 0 such that
e. x ∈ Ω and all ξ ∈ R 3 .
For symmetric and uniformly positive definite matrix
(Ω)-space endowed with the weighted scalar product (α·, ·) L 2 (Ω) . Based on this notation, let us define the weighted product space
equipped with the scalar product
Now, we introduce the (unbounded) Maxwell operator 
Then, the following energy balance equality holds:
Proof. As {S t } t∈R is a strongly continuous group of unitary operators on X, its infinitesimal generator B :
For every n ∈ N, we define
By definition and since {S t } t∈R is unitary, we infer that
It follows therefore for every n ∈ N that
and so (2.5) implies
On the other hand, since (e n,0 , h n,0 ) ∈ D(B) and
, and it is exactly the solution of
See [18, Corollary 2.5, p. 107] for this classical result. Thus, for every t ∈ [0, T ] and n ∈ N, it follows that
since B is skew-adjoint. In conclusion, we obtain for every t ∈ [0, T ] and n ∈ N that
Now, passing to the limit n → ∞, the assertion follows from (2.5) and (2.6).
Main results.
In this section, we present our existence and uniqueness results for a general class of hyperbolic Maxwell variational inequalities of the second kind. The proof is given in Section 4 and Section 5. In the following, let T ∈ R + and ϕ : X → R := R ∪ {+∞} be a proper, convex and lower semicontinuous (l.s.c.) function. We recall that the subdifferential ∂ϕ : X → 2 X is a set-valued operator, where, for every (e, h) ∈ X, ∂ϕ(e, h) contains all subgradients of ϕ at (e, h), i.e.,
Let ϕ : X → R be a proper, convex and l.s.c. function satisfying ∂ϕ(0, 0) = ∅ and Assumption 3.
and, for every
Theorem 3.3. Let ϕ : X → R be a proper, convex and l.s.c. function satisfying ∂ϕ(0, 0) = ∅ and Assumption 3.1. Then, for every (f , g) ∈ C 0,1 ([0, T ], X) and
, which at the same time solves both (3.2) and (3.3).
Remark 3.4. If ϕ ≡ 0 and g ≡ 0, then Theorem 3.2 and Theorem 3.3 are nothing but the classical existence and uniqueness results (cf. Leis [13] ) for the weak and strong solutions to the Maxwell equations
4. Proof of Theorem 3.2. We split our proof for Theorem 3.2 into three parts: (i) In Section 4.1, we prove the existence result for (3.2).
(ii) In Section 4.2, we prove the uniqueness result for (3.2).
(iii) In Section 4.3, we show that the solution of (3.2) solves (3.3). Let us begin by recalling the classical Moreau-Yosida approximation theory. For every λ > 0, we define the Moreau-Yosida approximation
Since ϕ : X → R is a proper, convex and l.s.c. function, Moreau's theorem [22, Proposition 1.8, p. 162] implies that, for every λ > 0, ϕ λ : X → R is a convex and Fréchet differentiable function satisfying
for all (v, w) ∈ X. Here, J λ : X → X and Φ λ : X → X denote, respectively, the resolvent and the Yosida approximation of the subdifferential ∂ϕ, i.e.,
where I d : X → X denotes the identity operator. Since ϕ is proper, convex, and lower semicontinuous, the subdifferential ∂ϕ : X → 2 X is maximal monotone (maccretive). See, e.g, [22, Proposition 1.5, p. 157] for this well-known result. For this reason, the Yosida approximation Φ λ : X → X is maximal monotone and Lipschitzcontinuous with Lipschitz constant L λ = λ −1 , and the resolvent J λ : X → X is Lipschitz-continuous with Lipschitz constant L = 1 (see [1, Theorem 3.5.9, p. 111]).
be a null sequence of positive real numbers, and we consider the following integral equation: For every n ∈ N,
Since for every λ > 0 the Yosida approximation Φ λ : X → X is Lipschitz-continous, a classical contraction argument [18, Theorem 1.2, p. 184] implies that, for every n ∈ N, the integral equation (4.4) admits a unique solution
Thanks to the Lipschitz continuity of J λn : X → X and Φ λn : X → X, we have that
Let us show that the sequences
are bounded in C([0, T ], X).
Since {T t } t∈R is a strongly continuous group of unitary operators on X, we may apply the energy balance equality (Lemma 2.1) to (4.4) and obtain that (En, Hn)(t)
for all t ∈ [0, T ] and n ∈ N. The monotonicity of the Yosida approximation implies
from which it follows that
The assumption ∂ϕ(0, 0) = ∅ implies that Φ λn (0, 0) X converges as n → ∞ (see [22, Theorem 1.1(c), p. 161]). For this reason, we obtain from the above inequality that the sequence
Next, due to the Lipschitzcontinuity of the resolvent J λ : X → X with Lipschitz constant L = 1, we obtain
Thus, since lim n→∞ J λn (0, 0) X = 0 (due to ∂ϕ(0, 0) = ∅), the above inequality together with the boundedness of 
Thus, by Assumption 3.1 and the boundedness of
are bounded in C([0, T ], X). Therefore, we can select a subsequence of {λ n } ∞ n=1 , which we denote again by {λ n } ∞ n=1 , such that
. We note that (4.8) follows from the boundedness of {Φ λn (E n , H n )} 
Moreover, (4.9) follows from (4.8) and (4.6). Passing to the limit n → ∞ in (4.4), we obtain from (4.6) and (4.7) that (4.10) (E, H)(t) = Tt(E0, H0)
and for every t ∈ [0, T ]
Now, employing the classical result by Ball [3] , the solution of (4.10) satisfies (4.12)
and, for every (v, w) ∈ D(A * ), the mapping t → ((E, H)(t), (v, w)) X is absolutely continuous from [0, T ] to R.
Since the Maxwell operator A is skew adjoint, i.e., D(A * ) = D(A) = H 0 (curl) × H(curl) and A * = −A (see (2.4) on p. 2 for its definition), we see that (4.12) is equivalent to (4.13)
For this reason, if we can prove that (4.14) (Ê,Ĥ)(t) ∈ ∂ϕ((E, H)(t)) for a.e. t ∈ (0, T ), then we see that (E, H) ∈ C([0, T ], X) is a solution to (3.2) . To this aim, we introduce the set B ⊂ L 2 ((0, T ), X) × L 2 ((0, T ), X) defined as follows:
(4.15) ((e, h), (ê,ĥ)) ∈ B ⇔ (ê,ĥ)(t) ∈ ∂ϕ((e, h)(t)) for a.e. t ∈ (0, T ).
By definition, we see that (4.14) is nothing but
Therefore, we have to show that (4.16) is satisfied. Since ∂ϕ : X → 2 X is monotone, the set B is monotone, i.e.,
Let us now show that B is maximal monotone (m-accretive), i.e., we have to show that, for every λ > 0, it holds that
Let λ > 0. To show (4.17), we take an arbitrarily fixed function
According to the definition (4.15), we see that (4.17) is valid, if (e, h) ∈ L 2 ((0, T ), X). Indeed, due to the Lipschitz continuity of J λ : X → X (with Lipschitz constant L = 1), we obtain that (e, h) = J λ (v, w) is measurable and
, it follows therefore that (e, h) ∈ L 2 ((0, T ), X). In conclusion, B is maximal monotone. Now, making use of the energy balance equality (Lemma 2.1) in (4.10) and (4.4), we obtain that
Combining these two identities results in
Then, employing (4.8) in the above identity, we infer that
It follows therefore from the weak convergence properties (4.6) and (4.11) with t = T that
On the other hand, according to (4.5) and by the definition (4.15), it holds that
Due to the maximal monotonicity property of B, the inclusion (4.19), the weak convergence properties (4.7) and (4.9), we obtain from the inequality (4.18) that (4.16) is satisfied. This is due to the well-known monotonicity trick (see [22, Proposition 1.6 p. 159]). In conclusion, (E, H) ∈ C([0, T ], X) satisfies (4.13)-(4.14), and hence it is a solution of (3.2).
In view of (4.20) , the classical result by Ball [3] implies that (e, h) ∈ C([0, T ], X) satisfies the variation by constants formula
−Ê (1) ,Ĥ
−Ĥ
)(s)) ds, ∀t ∈ [0, T ].
Therefore, we obtain from the energy balance equality (Lemma 2.1) together with (e, h)(0) = 0 that
( 1) )(s), (e, h)(s)) X ds
for all t ∈ [0, T ], where we have used the monotonicity property of the subdifferential ∂ϕ to get the above inequality. In conclusion, (E (1) , 2) ). Then, applying (e, h) = 0 to (4.20), we obtain for a.e. t ∈ (0, T ) and all (v, w)
from which it follows that (Ê (1) ,Ĥ (1) ) = (Ê (2) ,Ĥ (2) ).
Final
Step:
denote the unique solution to (3.2), as we have already proved in the previous steps. In other words, for every (v, w) ∈ H 0 (curl) × H(curl), the mapping t → ((E, H)(t), (v, w)) X is absolutely continuous from [0, T ] to R, and it holds that (4.22)
) for a.e. t ∈ (0, T ). Using again the classical result by Ball [3] , the variational formulation (4.22) is equivalent to the variation of constants formula:
Then, applying the energy balance equality (Lemma 2.1) to (4.23), we obtain that
from which it follows that the mapping t → (E, H)(t) 2 X is absolutely continuous from [0, T ] to R with (4.24)
for a.e. t ∈ (0, T ).
Since (Ê,Ĥ)(t) ∈ ∂ϕ((E, H)(t)) holds for a.e. t ∈ (0, T ), we obtain from the definition of the subdifferential that (4.25)
for a.e. t ∈ (0, T ) and all (v, w) ∈ X.
Then, applying (4.25) to (4.24) yields that
Finally, adding (4.26) to the left hand side of the variational equality in (4.22), we see that (E, H) satisfies the Maxwell variational inequality (3.3).
Proof of Theorem 3.3. In the following, let
, are solutions to (VI). Setting the test function (v, w) = (E (2) , H (2) )(t) in the variational inequality for (E (1) , H (1) ) and the test function (v, w) = (E (1) , H (1) )(t) in the variational inequality for (E (2) , H (2) ), and then adding the resulting inequalities, we obtain for the difference (e, h) :
On the other hand, we know that E (j) ∈ H 0 (curl) and H (j) ∈ H(curl) for j = 1, 2 such that (2.1) implies
It follows therefore that
a.e. in (0, T ).
Integrating this inequality yields that 0 ≥ (e, h)(t) Moreover, the sequence {(E n , H n )} 
for a.e. t ∈ (0, T ) and all (v, w) ∈ X, (Ê(t),Ĥ(t)) ∈ ∂ϕ((E, H)(t)) for a.e. t ∈ (0, T ), (E, H)(0) = (E0, H0).
On the other hand, as readily proven in (4.26), it holds for a.e. t ∈ (0, T ) and all (v, w) ∈ X that
from which together with the regularity property (E, H) ∈ W 1,∞ ((0, T ), X) it follows that (5.3)
− Ω Ê (t) · v + µĤ(t) · w dx + ϕ(v, w) − ϕ((E, H)(t)) ≥ 0.
Adding (5.3) to the left hand side of the variational equality in (5.2), we conclude that (E, H) satisfies (VI).
