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We show that every language in PSPACE, or equivalently, every language accepted by an 
unbounded round interactive proof system, ha a 1-round, 2-prover interactive proof system 
with exponentially small error probability. To obtain this result, we prove the correctness of 
a simple but powerful method for parallelizing 2-prover interactive proof systems to reduce 
their error. © 1994 Academic Press, Inc. 
1. INTRODUCTION 
We describe a general methodology for paral lel izing unbounded round interactive 
proof  systems to obtain 1-round, 2-prover interactive proof  systems. We show that 
this methodology yields a 1-round, 2-prover interactive proof  system for any 
language in PSPACE.  Our  interactive proof  systems have exponentially small error 
probabi l i ty.  
The not ion of a single-prover interactive proof  system was introduced by 
Goldwasser,  Micali,  and Rackoff  [12]  and by Babai [-1] and was generalized to 
two and more provers by Ben-Or, Goldwasser,  Ki l ian, and Wigderson [5].  In a 
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single-prover interactive proof system, a prover interacts with a probabilistic poly- 
nomial time verifier. Informally, the prover and the verifier share an input x, and 
the prover tries to convince the verifier that x is in some language. In a 2-prover 
interactive proof system, two provers interact with the verifier, but the provers 
cannot communicate with each other during the proof. 
Recent breakthroughs ave settled many questions on the power of interactive 
proof systems, culminating in the results of Lund, Fortnow, Karloff, and Nisan 
[16] and Shamir [17] that any language in PSPACE has a single-prover inter- 
active proof system and of Babai, Fortnow, and Lund [3] that any language in 
nondeterministic exponential time has a two-prover interactive proof system. 
However until recently, the power of bounded round, 2-prover interactive proof 
systems remained a major open problem. In a round of an interactive proof system, 
the verifier sends a string to each prover in turn and receives a response from each 
prover. A bounded round interactive proof system is one in which the number of 
rounds is a constant independent of the input size. 
In this paper we show how to simulate unbounded round single-prover inter- 
active proof systems by 1-round, 2-prover interactive proof systems, proving the 
following theorem. 
THEOREM 1.1. Every language in PSPACE has a 1-round, 2-prover interactive 
proof system with exponentially small error probability. 
Our result contrasts sharply with known results on bounded round, single-prover 
interactive proof systems. In the single prover case, Babai [1 ] and Goldwasser and 
Sipser [13] showed that any bounded round interactive proof system can be 
simulated by a 2-round interactive proof system. Thus the hierarchy of language 
classes defined by bounded round interactive proof systems collapses and is 
contained in the second level of the polynomial time hierarchy. 
Roughly, our proof technique is as follows. In an unbounded round, single- 
prover interactive proof system, the verifier sends random bits to the prover in 
polynomially many rounds. To reduce the number of rounds, the verifier sends all 
the bits in one round to prover I of the 2-prover system. However, this prover can 
"cheat" by computing the responses to the verifier, based on all bits at once. To 
ensure that prover I does not cheat in this way, the verifier sends a subsequence 
of the random bits to prover II and compares the answers of both provers. 
Polynomially many copies of this protocol are executed in parallel, to reduce the 
probability of error without increasing the number of rounds. 
This idea is a natural one, but although it has been studied in a number of 
previous papers, this is the first to prove that it yields 1-round interactive proof 
systems that have exponentially small error probability. It was first proposed by 
Fortnow, Rompel, and Sipser [11]. However, Fortnow [8] later observed that the 
polynomially many copies of the protocol are not independent, which complicates 
the analysis. Thus the proof in [11] is incorrect. In [6] and later in [7], the 
present authors studied the problem of paraUelizing 2-prover interactive proof 
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systems. Their analysis showed that any language accepted by an unbounded 
round, single-prover interactive proof system is accepted by a 1-round, 2-prover 
interactive proof system with error probability at most a constant (7/8). This paper 
extends their technique and combines it with recent work of Lund et al. [16] and 
Shamir [17] to achieve exponentially small error probability. 
The rest of the paper is organized as follows. In this section we give a precise 
description of the model of an interactive proof system and summarize related work 
on the model. In Section 2, we review Shamir's interactive proof system for the 
quantified Boolean formula (QBF) problem, a PSPACE-complete problem. We 
then describe a 1-round, 2-prover interactive proof system for the QBF problem, 
which is obtained by parallelizing the protocol of Shamir. In Section 3, we prove 
that this new, 2-prover interactive proof system has exponentially small error 
probability. 
1.1. Background and Related Work 
We now give a precise definition of a multi-prover interactive proof system, 
which was discussed informally in the previous section. Let k be a constant. 
A k-prover interactive proof system is a tuple (P1, P2,  ..., Pk, V), where V is a 
probabilistic Turing machine, with a read-only input tape, a read-write worktape, 
and a source of random bits (a coin). In addition, the verifier has k special 
communication tapes, which allow the verifier to communicate with the provers. 
The states of V are partitioned into two types, reading and communication states. 
A transition function describes the one-step transitions of the verifier. Whenever the 
verifier is in a reading state, the transition function of the verifier determines the 
next configuration of the verifier, based on the symbol under the tape heads, 
the state, and the outcome of an unbiased coin toss. Whenever the verifier is in a 
communication state, the next configuration is determined as follows. For 1 ~< i ~< k, 
the contents of the ith communication tape are replaced by a string written by the 
ith prover. Then, the next state of the verifier is determined just as when V is in a 
reading state. 
Each prover Pi is specified by a prover transition function. This function deter- 
mines what string is written by the prover, based on the input and the sequence of 
all past strings written by the verifier on the ith communication tape. Formally, if 
Z: is the tape alphabet of the verifier and provers, and ~rf is the set of all finite 
sequences of strings over Z'*, then Pi is a mapping Pi: Z* x Yf ~ ~*. There is no 
restriction on the complexity of a prover transition function. 
The states of V include special accepting and rejecting states, and the computa- 
tion halts once one of these states is reached. If an accepting or rejecting state is 
reached on a particular computation, we say that (PI, ..., Pk, V) accepts or rejects, 
respectively, on that computation. 
We say (P1 .... , P~, V) is a k-prover interactive proof system for language L with 
error probability e< ½ if there is some N such that for all strings w of length ~> N, 
• if w ~ L, the probability that (PI ..... P~, V) accepts w is > 1 -e ,  
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• if we L, then for all provers P* ..... P~, the probability that (P* .... , P~, V) 
rejects w is > 1 -e.  
Informally, this definition states that a language is accepted by an interactive 
proof system if on all inputs in the language, the provers can convince the verifier 
to accept with high probability, whereas on inputs not in the language, the verifier 
rejects with high probability, on any strategy of the provers. We denote by IPS and 
2IPS interactive proof systems with 1 and 2 provers, respectively, and the class of 
languages they accept by IP and 2IP, respectively. 
The number of rounds of a protocol is the number of times V enters a 
communication state. If at the jth round, V enters a communication state with a 
string x written on ith communication tape, we say that V sends the string x to Pi 
at the j th round. Similarly, if Pi writes the string y on the ith communication tape, 
we say that V receives the string y from Pi at the jth round. 
There has recently been much progress in understanding the power of interactive 
proof systems. Lund, Fortnow, Karloff, and Nisan [16] found an interactive proof 
system for the permanent function, which is hard for # P by a result of Valiant 
[19] and thus hard for the polynomial time hierarchy, PH, by a result of Toda 
[18]. Thus they showed that any language in PH is in IP. Their proof uses a result 
of Lipton [15] that the permanent of square matrices over a finite field is random 
self-reducible. Lipton's proof is based on Beaver and Feigenbaum's [4] construc- 
tion of "instance hiding schemes" for arbitrary Boolean functions. Shamir [17] 
generalized their proof to show that all languages in PSPACE have interactive 
proof systems. In contrast, the bounded round IPS hierarchy collapses, and is 
contained in the second level of the polynomial hierarchy. This follows from results 
of Babai [1 ] and Goldwasser and Sipser [13]. Finally, Babai, Fortnow, and Lund 
[3] showed that there are 2-prover interactive proof systems for any language in 
nondeterministic exponential time; that is, 2IP = NEXP. 
Related work of Feige [-9] shows that any language in nondeterministic exponen- 
tial times has a 1-round 2IPS, with error probability < ½. A similar result is also 
attributed to Kilian (private communication i  Feige [9]). The main difference 
between Kilian's result and Feige's result is that in Kilian's result, the number of 
rounds is 2. Subsequent to the work described in this paper, Lapidot and Shamir 
[14] have constructed a multi-prover IPS with exponentially small error proba- 
bility for any language in nondeterministic exponential time, based partly on our 
methods. Feige [10] has reduced the number of provers in their protocol to two, 
thus proving that the class of languages accepted by 1-round, 2-prover interactive 
proof systems is exactly nondeterministic exponential time. 
2. A 1-ROUND, 2-PROVER IPS FOR THE QBF PROBLEM 
In this section we present our 1-round, 2-prover IPS for the QBF problem. The 
set of quantified Boolean formulas is the closure of the set of Boolean variables xi 
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and their negations £~ under the operations v (or), A (and), Vxi, and ~x~. The 
QBF problem is to determine whether a given QBF is true. 
Shamir [17] showed that any QBF can be converted in polynomial time to a 
simple QBF which is true if and only if the original QBF is true. A simple QBF is 
one in which every occurrence of each variable is separated from its point of quan- 
tification by at most one universal quantifier. The conversion is done by first 
renaming all boolean variables after each universal quantifier, so that the name of 
variable x~ when it appears between the j th  and ( j+  1)th universal quantifier is xJi. 
Then, each variable x{, j~> 1, is existentially quantified just after the j th  universal 
quantifier and is equated with xj_~. For example, the QBF 
3x~ Vx2Vx3(x~ v (x3 A ~2)) 
is converted into the simple QBF 
° w ° 34  (4  = ,, w o 34(4  = 4)  
1 o (4  v A (x2 = x2)  A (x  ° A 
Hence without loss of generality, we need only consider simple QBF's in this 
discussion. 
Our 2-prover IPS is obtained by parallellizing the IPS of Shamir [-17] for the 
QBF problem. We first present some useful background and notation, based on the 
work of Lund et aL [16] and Shamir [-17]. A QBF Q can be transformed in poly- 
nomial time to a closed arithmetic form A so that Q is true if and only if A ~ 0. To 
do this, the symbols v and /x are replaced by + and. ,  respectively; similarly 
Vxi and 3xi are replaced by Hx,~ {o.1) and Zxi~ {o,1}, respectively, and finally, ff~ is 
replaced by (1 - xi). 
The heart of Shamir's IPS is to verify that such a closed arithmetic form A is not 
equal to 0. Since the value of A may be double exponential in the size of A, the 
verifier actually checks that A = a rood p, where a # 0 and p is a prime of length 
polynomial in the size of A. We assume that p > 2 n, where n denotes the number 
of quantifiers of A. 
We introduce the following notation to describe this IPS precisely. For 
any closed arithmetic form A, let A'(x~) be the polynomial obtained from A by 
eliminating .the leftmost 5Zx,~ {0,1} or  I~xi~{0,1}, SO that x~ is a free variable in the 
field Z/pZ. A key propert of a simple QBF is that if A is its corresponding 
arithmetic form, then the degree of A'(x~) is polynomial in the size of A. (See 
Shamir [,17, Theorem 5], for a proof). Let rl .... , r n be a sequence of values in Z/pZ. 
For 0 ~< i~< n we define closed arithmetic forms A i and the associated polynomials 
A~(x~) as follows: A 0 = A and for i> 0, Ai= A'~ l(ri). The number of quantifiers of 
the closed form A~ is n - i .  We assume that the degree of A~(Xl) (and hence the 
degree of all the A~(xi) is bounded by n k, where k is a constant and n is the 
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number of quantifiers of A. Note that the closed formulas A; may have constant 
coefficients from the field Z/pZ. For example, suppose p = 11, r I = 6, r2= 8, and 
then 
A--Ao= ~ ]~-I ( (Xl "t- X2)-1- 2 X2X3) , 
Xl~ {0,1} x2e {0,1} x3E {0,1} 
and 
xz~ {o. 1} x3~ {0,1} 
A2 = 3 + ~ 8x3. 
X3e {0,1} 
We now summarize the protocol of the verifier of Shamir's IPS to verify that 
A = a rood p: 
1. Choose a sequence r~, ..., rn of values in Z/pZ independently and uniformly 
at random. Let i = 1. 
2. Receive from the prover a polynomial f,-(x~)~ Z/pZ[xi]. 
3. For eachi,  l~<i~<n, 
• if the leftmost quantifier of A~_~ is Z, then if i>1 ,  check that 
f~(0)+f~(1)=f~_l(r~ 1)mod p and if i=  1, that f~(0)+f , (1 )=amod p. 
• if the leftmost quantifier of Ai_~ is I1, then if i>  1, check that 
f i (0) f~(1)=f~ ~(r i_~)modp and if i=  1, that f~(0) f~(1)=amodp.  
If the check fails, halt and reject. Otherwise if i<n ,  send r; to the prover, set 
i=  i+ 1, and repeat the protocol from step 2. If i=n, check that fn(rn)=A, and if 
so, halt and accept. 
The prover is defined so that f,.(xi)= A';_I (xi)rood p. Thus the verifier always 
accepts when A = a mod p. 
For completeness, we describe informally, why this protocol is correct when 
A ¢ a rood p. Suppose that all of the verifier's checks are valid, up to the last check 
that fn ( r , )=  A,. We show that the last test must fail with high probability. The key 
to the proof is that for all i~> 1, if the polynomial fi(x~) sent by the prover to the 
verifier at the ith round is not equal to A~_l(xi), then with high probability, 
f~(r~) ¢ A'~_ l(r~). To see this, note that if two polynomials of degree at most n ~ are 
not equal, they agree at ~< n k points. Hence, they are very unlikely to agree at a 
point ri chosen randomly and uniformly from a range exponential in n. From this, 
and the definition of A'~_ 1 (x~), it follows that if f~(x~) ~ A'~_ l(X~), then with high 
probability, f~+l(X~+~)=/= A~(xi+ 1). But in order to pass the initial test when i=  1, 
it must be the case that fl (x l)~ A'o(Xl). Thus for all i, fi(x~)~ A'i_ l(xi) with high 
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probability and in particular, this is true for i= n. Finally, i f f , (xn) is not equal to 
A',_ 1 (x,), then the last check of the verifier, that f,, (rn) = A,, fails. 
We now describe a 1-round 2IPS (P1,P2, V), to verify that A=amodp.  
Roughly, the protocol "parallelizes" the above single-prover IPS and duplicates it 
d times (where d is polynomial in n). The verifier V sends d random sequences, 
r], ..., r~, 1 <<.j<~d, to prover I and sends a random subsequence of each of the d 
sequences to prover II. As in the above protocol, each of the d random sequences 
specifies a sequence of arithmetic forms with a decreasing number of quantifiers, 
which we denote by A {~ .... , A {. 
1. Uniformly and independently, choose random sequences ( r l  ..... 1 
(r~ a, ..., r~ a) of values in Z/pZ, where d= n 2. Send all of them to prover I. 
Uniformly and independently, choose random values l ~< 11 .... , ld ~< n and send to 
prover II the sequences ( r l ,  r ~ ,~-1), (r~, r" • .., . . . . . . . . ta 1). If l~=l then the ith 
sequence is empty. 
2. Receive from provers I and II the sequences of polynomials 
1 x <f{(x,),  f . (  . )) ,  ( f~(xl ) ,  a x . . . . . . . . . . . .  f , (  . )) ,  
(g](x l )  ..... g~,(x,,)) ..... (ga~(xl) ..... g~(x,l)), 
respectively, where each f~ (x,), g~ (x~) E Z/pZ [x~]. 
3. For each i, L l <~i<~n, l <~j<~d, 
• if the leftmost quantifier of A~_~ is ~, then if i>1,  check that 
f~(O)+f~(1)=f~_ l ( r~_ , )mod p and if i=1,  that f~(0)+f~(1)= 
a mod p. 
• if the leftmost quantifier of A J, I i is l-l, then if i> l ,  check that 
f~(0) f~(1)=f f ,  i l (r i_ l )  mod p and if i=  1, thatf~i(O)f~(1)=a mod p. 
Check that f~( r , )=A~,  1 <~j<~d. 
4. Finally, check thatff, i(x~)= g~(x~), for 1 <~i<~lj, 1 <~j<~d. 
Accept if and only if all the conditions of steps 3 and 4 are satisfied. 
The provers P1 and P2 are defined so that f~(x i )=g~(x i )=(A~_ )', (x / ) ,  
l <~i<~n. 
The proof of correctness of this protocol is quite different from that of the single 
prover protocol. In the 2-prover protocol, prover I receives all of the ri's before 
sending any of the f~(xi)'s to the verifier. Hence on each of the d parallel copies, 
prover I can easily "cheat" by sending the verifier some f~(x~) that is not equal to 
A'~_ ~ (x~), but which agrees with A'i_ l(xi) at ri and which passes the verifier's check 
of step 4. However, such information is hidden from prover II, who, with high 
probability, may actually be given a string that extends just until the "sneak in" 
point, i. In this case, prover II's response is not consistent with prover I and the 
verifier rejects at step 4. However, the probability that the verifier rejects on any 
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fixed copy is small. The main technical contribution of this paper is to show that 
the verifier rejects on some copy with high probabil ity, even though the copies are 
not independent. 
3. PROOF OF THEOREM 1.1 
We now give the formal proof  that our IPS for the QBF problem is correct. 
Clearly if A = a rood p, then the two provers can convince the verifier that this is 
so, by simply letting f~(xe)= g~(x~) : ' = (A i_ 1) (x~) for all i. 
Suppose that A ¢ a mod p. Fix provers P* and P* .  We show that (P~, P* ,  V) 
accepts with exponentially small error probability. We first define the notion of a 
reasonable sequence that the verifier sends to P* .  Then we show in Lemma 3.1 that 
a random sequence is reasonable with overwhelming probability. Finally we show 
in Lemma 3.2 that if V sends a reasonable sequence to P* ,  then (P*,  P* ,  V) rejects 
with overwhelming probability. 
Let the sequences of polynomials that the verifier receives from prover P* be 
f~(X l ,  ( r  I 1 • , r .>  . . . . .  <r l  . . . . .  " ..., r , ) ) ,  
f{ (x . ;  ( r  I 1 rn> . . . .  , . . . .  " . . . . . . . . .  r~)),  l <~j<.Nd, 
1 d when the verifier sends the sequences (r11, ..., rn),  ..., ( r l  d ..... r~) to P~'. Similarly, 
let the sequences of polynomials that the verifier receives from prover P* be 
g~(x l ;  ( r{ ,  ..., r]l ) ..... ( r ] ,  ..., r~)) ,  
..., g'i/x,:; ( r l  ..... r~,), ..., ( r f ,  ..., raa>), 1 <<.j<~d, 
when the verifier sends the sequences (rll, r~, 1),..., ( r l  a ..... a .... r t~- l )  to P* .  We 
use this notat ion to emphasize that the polynomials of each prover may depend on 
all of the values that the prover receives from the verifier. 
Fix any d -1  sequences ( r l  2 ..... 2 r , )  .... , ( rd , . . . , rd ) .  For any l<<.i<~n and any 
rl .... , re_ 1, a polynomial  &(x~) ~ (A ~_ 1)' (xi) is called a 1-popular polynomial  if the 
set of vectors (i2 ..... ia), 0 <~ iz .... , id< n for which 
g~(xi; ( r l ,  ..., re - l ) ,  (r~ .... , r22), ..., ( r  a ..... rasd) = ge(x,) 
has cardinality >~n d- l - ' /~ .  For each i, 1 <~i<~n, and rl ,  ..., re - l ,  there can be at 
most n "/; 1-popular ge(xi). Since the degree of a 1-popular ge is at most n k, there 
can be at most n k values reeZ/pZ for which gi ( r i )= (A~_I)' (re). Such a value re is 
called a 1-exceptional value for the 1-popular polynomial  gi. 
We say that a sequence ( r l  .... , rn) is 1-reasonable with respect o ( r  2 ..... r ] ) ,  ..., 
. . . .  r n), if for all i, 1 ~< i ~< n, re is not a 1-exceptional value for any t -popular 
g/, with respect to the given rl;  r~_ land  (r~,..., 2 .... rn),  ..., ( r  d ..... rd). We can 
similarly define ( r l ,  ..., r , )  to be j -reasonable with respect to (r{ ..... rln) ..... 
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(rJ-a,... ,  r J - l ) ,  ( r  J+l .... , r~+~),..., (r l , . . .  , r ; ) ,  by using the appropriate definitions 
of j -popular and j-reasonable. Finally, we say that ( r l  ..... rn),l ..., ( r  a,--., r,)a is 
reasonable if for all j, 1 ~<j~< d, ( r{ .... , r{ )  is j-reasonable with respect o the other 
sequences. We next show that a random sequence ( r ]  ..... r,),l ..-, ( r f  ..... r,)d is 
reasonable with overwhelming probability. 
LEMMA 3.1. Suppose the sequence (r11, ..., rl~) .... , (r~ ..... r,)a is chosen randomly 
and uniformly. Then 
Prob[ ( r l  ..... 1 d r , )  .... , (ral ..... r , )  is reasonable] ~> 1 --o(2-"/2). 
Proof First, the probability that a random sequence (r~, ..., rn) is 1-reasonable 
2) .... , ( r  a, r a) is bounded below by with respect o any fixed sequences (r~ 2, ..., r~ ..., 
1 n n k ~> 1 - 2----2-- ~> 1 2" 
Thus, a random sequence (r~ ..... 1 a r , ) ,  ..., ( r  f, ..., r , )  is reasonable with probabil ity 
at least 
dn ,/; + k + ~ 
1 - 1 - -  o (2 - " /2 ) ,  
2 n 
s inced=n 2. | 
Suppose now that the verifier chooses a reasonable sequence (r ]  ..... r,~),..., 
<rf ,  ..., d r n). We show next that the verifier rejects with overwhelming probability. 
Let Qa be the d-dimensional cube of lattice points up to n -1  and let the f iats 
along any dimension j, l<~j<~d, be the sets of the form {( i l , . . . , i j _ l , k ,  
i j+ 1, "", id) [ 0 ~ i l ,  ..., i d < n }, for 0 ~ k < n. There is a natural 1-1 correspondence 
between the vertices of the cube Q" and the sequence the verifier sends to P* :  
the vertex (i l , . . . , id) corresponds to the sequence ( r l , . . . , r ] , ) ,  (rZ,...,r22),..., 
<rf ,  ..., 
LEMMA 3.2. For each dimension j, l <~ j <~ d, there is a f lat Fj along dimension j 
and a subset Hj c_ Fj o f  eardinality >~ n a- 1(1 - 1/n'/~), such that, if  the sequence the 
verifier sends to P* corresponds to a point on Hi, then the verifier rejects. 
Proof For  notational convenience, we set j=  1. Clearly the verifier rejects if 
some condition of step 3 of the protocol is not satisfied, so suppose that all are 
satisfied. In the sequence ( f~ (xl), ..., f~(xn) )  of P~', there exists 11, 1 ~< l~ ~< n, such 
that 
r~r l~ A]I. (1) f ) l (xh)¢(A J , -1 ) '  (xh) ' Jh '  h' = 
This is because we are assuming that all conditions of step 3 of the protocol are 
satisfied. Consider the response of P*  on the flat FI = {(ll - 1, i2 .... , ia) [0 ~ i2 ..... 
ie<n}.  Since (r~, ..., r~) is 1-reasonable with respect to the other sequences, r]l is 
571/48/1-13 
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not a 1-exceptional value for any l-popular polynomial. Hence by (1), f~  is not a 
1-popular polynomial on F1. 
Let H1 be the subset of vectors (l I - 1, i=, ..., id) of FI such that 
. . . .  
Then H1 must have cardinality >~n u ~- -nd-~- ' f~=nd-~(1- -1 /n ' /~) .  Since P~' 
disagrees with P* on all sequences of values corresponding toa  point in H1, the 
verifier rejects at step 4 on all such sequences. | 
1 Thus, on the reasonable sequence (r  I, r , )  ..... (r~, ..., a ..., r , ) ,  the probability that 
(P*,  P* ,  V) rejects is [U/=I Hg[/na. Now 
j 1 j 1 j= l  
(1 
= nd(1 - o(2--/~)), 
since d = n=. Hence, (P*, P*, V) accepts with probability at most 1 if V initially 
chooses a sequence that is not reasonable and with probability o(2 -'/~) otherwise. 
Moreover, the probability of choosing a sequence that is not reasonable is at most 
o(2-~/2). Hence the probability that (P*, P*, V) accepts is o(2--/;). This completes 
the proof of Theorem 1.1. | 
4. CONCLUSIONS AND OPEN PROBLEMS 
The main result of this paper is that for any constant e, any language accepted 
by an unbounded round IPS has a bounded round, 2-prover 2IPS that has error 
probability e. The following question is still open, however. If a 2IPS accepts an 
input w with probability p, what can we say about the probability that the 
d-product of the 2IPS accepts w ? In [6], Cai, Condon, and Lipton provide partial 
answers to this problem for restricted types of 2IPS's, showing, for example, that 
as d~ o% the probability that the d-product 2IPS accepts w~0.  However, even 
for these restricted types of 2IPS's, it is not known if this probability is strictly 
decreasing as d increases! Feige and Lovasz [10] use techniques based on 
quadratic programming to bound the probability that the d-product accepts w for 
other special cases, but the general problem is still open. 
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