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Abstract
Accurate measurements of kinetic rate constants for interacting biomolecules is crucial for understanding the mecha-
nisms underlying intracellular signalling pathways. The magnitude of binding rates plays a very important molecular
regulatory role which can lead to very different cellular physiological responses under different conditions. Here,
we extend the k-space image correlation spectroscopy (kICS) technique to study the kinetic binding rates of systems
wherein: (a) fluorescently labelled, free ligands in solution interact with unlabelled, diffusing receptors in the plasma
membrane and (b) systems where labelled, diffusing receptors are allowed to bind/unbind and interconvert between
two different diffusing states on the plasma membrane. We develop the necessary mathematical framework for the
kICS analysis and demonstrate how to extract the relevant kinetic binding parameters of the underlying molecular
system from fluorescence video-microscopy image time-series. Finally, by examining real data for two model exper-
imental systems, we demonstrate how kICS can be a powerful tool to measure molecular transport coefficients and
binding kinetics.
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1. Introduction
Virtually all aspects of the cellular life-cycle are gov-
erned by signalling cascades. Early signalling events
occuring at the plasma membrane are of particular in-
terest; the rates of ligand-receptor binding and receptor-
receptor binding have been shown to play a key role
in the activation of the immune response, cell growth,
motility, and death [1] [2] [3] [4] [5] [6] [7]. It is
clear that physiological cell response is intricately tied
via feed-back mechanisms to the biochemical networks
which make up the cell. As a result, we must have good
experimental techniques to probe the dynamics and ki-
netics of biomolecular interactions in situ in living cells
to fully understand cell function.
Fluorescence based methods have been some of the
most commonly used tools to probe in-vivo intracellu-
lar signalling. Common techniques such as fluorescence
recovery after photobleaching (FRAP) [8], Fo¨rster res-
onance energy transfer (FRET), fluorescence lifetime
imaging (FLIM) [9], and fluorescence correlation spec-
troscopy (FCS) each make it possible to study the inter-
actions of biomolecules in-situ [10] [11].
With FCS, a laser beam focus defines a small ob-
servation volume in a cell and FCS correlates fluores-
cence intensity fluctuations as labelled molecules move
in and out of focus. Over the years, this method devel-
oped by Elson, Magde, and Webb [12] [13] has been
extended to accommodate the development of fluores-
cence imaging technology such as confocal and total-
internal-reflection-fluorescence (TIRF) microscopy.
There is a technique of particular interest for the
study of surface reaction kinetics called total-internal-
reflection fluorecence correlation spectroscopy (TIR-
FCS). The working principle is similar to the original
FCS experiments, whereby fluctuations in fluorescence
intensity are collected, and the time-series is used to cal-
culate correlation functions. The correlation functions
are subsequently used to infer chemical reaction rates
for the reversible association of fluorescently tagged lig-
ands as they adhere to stationary surface binding sites on
the sample substrate [14][15][16].
Unlike conventional FCS experiments, where fluc-
tuations are measured from within a 3D, diffraction-
limited excitation volume (often assumed Gaussian in
shape), TIR-FCS measures fluctuations within an exci-
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Figure 1: Schematic illustration of two kinetic models: (a) Fluores-
cently tagged, freely diffusing ligands in solution bind and unbind
to unlabelled membrane receptors with kinetic rates ka and kd . Un-
bound ligands diffuse quickly and only contribute to a fluorescence
background signal. Ligand-receptor complexes diffuse slowly with
coefficient Dc and and are visible in the imaging plane (b) Fluores-
cently tagged, diffusing receptors with diffusion coefficient D1 bind
and unbind to other membrane receptors to form complexes with ki-
netic rates k1 and k2. Protein complexes diffuse with a different coef-
ficient, D2.
tation plane. In the lateral (imaging) plane, which is par-
allel to the the sample substrate, the fluorescence illumi-
nation is relatively uniform. In the axial direction (per-
pendicular to the plane), the luminance intensity falls
off approximately exponentially which is a character-
istic property of totally-internally reflected light called
evanescence [17]. Typically, the fluorescence excita-
tion depth extends only about 100 nm into the sam-
ple [17]; this creates a fluorescence imaging modality
where background fluorescence is strongly attenuated
which allows for better resolution of features near the
sample substrate.
A closely related set of techniques to FCS is known
as image correlation spectroscopy (ICS). The ICS tech-
niques represent the extension of FCS into the spa-
tial domain. Spatio-temporal image correlation spec-
troscopy (STICS) and k-space image-correlation spec-
troscopy (kICS) are examples of two ICS techniques
which simultaneously take into account both spatial and
temporal correlation information. By measuring fluc-
tuations in pixel intensities of an image time-series,
STICS and kICS can measure the transport dynam-
ics and photophysical kinetics of fluorescently tagged
molecules [18]. It should be noted that TIR-FCS was
also extended into the spatial domain and has also
been shown to recover transport dynamics similarly to
ICS [19] [20].
STICS is often used to measure the flow of proteins
within cells in order to create vector maps of molec-
ular transport, but the technique can also be used to
measure diffusion coefficients and number densities of
fluorescent molecules [21]. Recent developments of
STICS now permit analysis of two-colour imaging data
to measure co-localization and co-transport of molecu-
lar species [22]. Tanaka and Papoian have also recently
suggested a method to exploit the spatio-temporal in-
formation embedded in the STICS autocorreltion func-
tion in order to measure the binding kinetic paramters
of reaction-diffusion systems [23]. The authors use an
iterative computational simulation coupled to a mini-
mization scheme approach in order to identify appro-
priate reaction-diffusion models and quantify the model
parameters.
The two spatio-temporal image correlation tech-
niques (STICS and kICS) are very similar in nature, but
there are some small key differences. The working prin-
ciple of kICS is nearly identical to STICS, and much of
the same information can be measured; however, kICS
does not directly correlate fluctuations in image pixel in-
tensities, but instead, it calculates time-correlation func-
tions from spatially Fourier-transformed image series.
There are distinct advantages of operating in Fourier
space (k-space). Firstly, as shown by Kolin et al. [24],
kICS can recover phototophysical kinetics and trans-
port dynamics independently of the shape of the op-
tical point-spread-function (PSF). Secondly, kICS can
readily separate the purely temporal kinetics from the
spatio-temporal dynamics without requiring non-linear
fitting for simple, one-component systems. As we will
show here, the second property will allow us to ac-
curately measure chemical kinetic association rates of
non-interacting one-component model systems where
fluorescence fluctuations arise from binding in and out
of the focal plane (like in TIR-FCS).
The motivation of this work is to outline a new
method to measure chemical reaction kinetics using
TIRF microscopy images as input. We present the basic
theory and show how even in the presence of compli-
cated fluorescence photophysics, such as probe blinking
and photobleaching, it may be possible to extract kinetic
reaction parameters. The original work done by Kolin et
al. derived the functional form of the kICS correlation
function for multi-component, non-interacting chemical
species [24]. Here, we further extend this work to allow
for the possibility of two interacting populations. It is
advantageous to use kICS for two-component interact-
ing systems, since the solutions to the coupled differen-
tial equations take a simpler form in k-space. STICS,
and the spatial extension of TIR-FCS, will require more
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elaborate fitting routines since the autocorrelation func-
tions will take on a more complex form.
We model two kinds of chemical kinetic mechanisms
as illustrated in Fig. 1. The first system (Fig. 1 a) is that
of binding kinetics of a one-component system occur-
ing in and out of the imaging plane. A typical biolog-
ical scenario would be that of freely diffusing ligands
in the cytoplasm (or in the extra-cellular matrix) bind-
ing to receptors diffusing in the membrane. The second
system (Fig. 1 b) is that of binding kinetics occuring
within the imaging plane. In this reaction-diffusion sys-
tem, a molecule is confined to exist in one of two diffus-
ing states and may dynamically switch between them.
This can represent the docking of receptors with other
receptors or the docking of receptors to cytoskeletal el-
ements near the plasma membrane.
For both kinetic model systems, we will show how to
perform the image-processing steps involved in extract-
ing the kinetic binding and unbinding rates from these
equilibrium fluctuations.
2. Theory and Methods
2.1. kICS: Theory
In ICS we are fundamentally interested in how the
apparent concentration of a fluorescent species changes
in time at a particular point in space; these fluctuations
can arise from biochemical reactions or simply move-
ment of the chemical species in and out of the focal
volume. In k-space, ICS simply measures how spa-
tial frequency intensities change (or fluctuate) in time,
where images in the microscopy series have been spa-
tially Fourier transformed. For a freely-diffusing, non-
interacting particle in 2D, the k-space/time image cor-
relation function, r(k; τ, t), has the form
r(k; τ) = Nq2 |I˜(k)|2 〈θ(0)θ(τ)〉 eik·vτ−|k|2Dτ (1)
for |k| > 0, where k is the spatial wave-vector, N is the
average number of particles in an image, q is the flu-
orescent probe’s quantum yield, v is the flow velocity
of the imaged molecular species, and D is the diffusion
coefficient. I˜(k) is the 2D Fourier transform of the imag-
ing system’s point-spread function, and 〈θ(0)θ(τ)〉 is the
photophysics temporal correlation function; we assume
these depend solely on space and time respectively.
Eq. 1 is experimentally computed by spatially Fourier
transforming a time-series of fluorescence microscopy
images before correlating the Fourier images in time as
illustrated in Fig. 2. Because in practice we have finite-
sized image series, we typically apply a windowing
function to the images before taking their spatial Fourier
transform. The window function (such as a Hann or
Hamming window) is used to minimize the effect of
spectral leakage, which can introduce some bias in the
quantities computed from the correlation function [25].
The great advantage of kICS is that in Fourier space we
can easily separate variables depending on space-only,
on time-only, and on space-time. Because the contri-
bution to the correlation function of the optical PSF is
only space dependent, we can remove it by normaliza-
tion; we divide r(k; τ) by the zero-time-lag correlation
function, r(k; 0). This leaves us with:
r(k; τ)
r(k; 0)
= G(τ) eik·vτ−|k|
2Dτ (2)
where G(τ) = 〈θ(0)θ(τ)〉/〈θ(0)2〉 is the normalized pho-
tophysics correlation function. The result is that the de-
pendence on I˜(k), q, and N drops out meaning we can
measure binding kinetics and transport dynamics with-
out first calibrating the system to find out the shape of
the point spread-function [24]. In the sections that fol-
low, we demonstrate how to use Eq. 2 to measure kinetic
parameters arising from molecular interactions.
2.2. Ligand-receptor binding
The main photophysical contributions for the model
dynamic system of Fig. 1 a) are captured by consider-
ing three main sources of fluorescence intensity fluctua-
tions: 1) a fluorescently tagged ligand in solution binds
to its receptor on the cell membrane, 2) the fluorescent
label blinks due to excitation and depletion of excited
electronic states, and 3) the fluorescent marker photo-
bleaches irreversibly. Labelling each of these respec-
tive photophysics contributions as ψbind(t), φblink(t), and
φphoto(t), the fluorescence signal as a function of time,
θ(t), of a single fluorescently labelled molecule is given
by the product of the three time-dependent signals. That
is,
θ(t) = ψbind(t)φblink(t)φphoto(t) (3)
Each of these photophysical variables can take a value
of 1, if the molecule is emitting/visible, or 0 otherwise.
The change occurs stochastically given by some prob-
ability distribution function which we may assume is a
memoryless (Markovian) process. The measured time-
correlation function, G(τ), (for the stationary random
process) is then given by:
G(τ) = 〈ψbind(0)ψbind(τ)〉 · Γ f luor(τ) (4)
The angular brackets 〈...〉 denotes a time-average (or
ensemble average) and we have assumed here that the
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Figure 2: The image processing steps required to obtain the k-space image correlation function. (a) An image time-series is obtained from TIRF
video-microscopy of diffusing fluorescent species in a focal plane. (b) An optional subtraction of the mean image (averaged in time) can help to
remove immobile fluorescent species before a window function is applied to each image. (c) Each image in the time-series is Fourier spatially
transformed. The spatial window function is used to minimize the effects of spectral leakage prior to this step. (d) Fourier transformed images are
correlated in time and normalized by the zeroth time-lag (the first frame of the correlated image series).
fluorescence photophysics is independent of the bind-
ing kinetics. The fluorescence photophysics correlation
function is:
Γ f luor(τ) = 〈φblink(0)φblink(τ)φphoto(0)φphoto(τ)〉 (5)
When control measurements of the fluorescence photo-
physics can be used to obtain Γ f luor(τ) separately from
the binding kinetics (or when fluorescence photophysics
is negligible, i.e. Γ f luor(τ) ≈ 1), it is possible to measure
binding kinetic rate parameters from G(τ). The chem-
ical kinetic rates are extracted from 〈ψbind(0)ψbind(τ)〉,
which is measured from Eq. 2 as we let |k| → 0 (this is
typically done by extrapolation to the zero k-point). For
the two-state binding model system of Fig 1 a),
〈ψbind(0)ψbind(τ)〉 = kaka + kd +
kd
ka + kd
e−(ka+kd)τ (6)
where ka and kd are the association and dissociation rate
constants we wish to measure.
The implicit assumption made here is that freely dif-
fusing ligands are not visible unless they are bound to
their respective receptors. For TIRF video-microscopy
this is a valid assumption since we may assume that un-
bound ligands, due to their high diffusion coefficients,
diffuse quickly out of the small focal volume in the di-
rection perpendicular to the imaging plane. Due to the
slow time-response of the detector, they appear as a blur
in solution and contribute only to a diffuse background
signal. When they bind to a slowly moving receptor, the
ligand-receptor complex becomes resolvable and visi-
ble as a point-source of light. We further assume the
ligand concentration is approximately constant; in this
scenario, ka will depend linearly on the ligand concen-
tration [26] (See Appendix A for details).
In this treatment, we have assumed that correla-
tions arising from the lateral diffusion of ligand-receptor
complexes out of the image region-of-interest are small
and do not contribute to G(τ). This approximation is
valid for images with large regions-of-interest and/or
slow receptor diffusion compared to the kinetic bind-
ing rates. Also, in the case where ligand-receptor com-
plexes can diffuse in the membrane but are confined lat-
erally to remain in the imaging region-of-interest, the
approximation becomes exact.
2.3. Receptor-receptor docking
For the model system of Fig. 1 b), we are observ-
ing a reaction-diffusion system wherein a fluorescently
tagged protein on the cell membrane is interconverting
between two diffusing states. The fast state has diffusion
coefficient D1 and the slow state has diffusion coeffi-
cient D2. The two-state diffusion system stochastically
interconverts from state 1 to 2 with the forward kinetic
rate k1 and reverse rate k2 as illustrated in the figure.
This kind of system could occur following the docking
of the protein with another kind of receptor. The as-
sumption made in this case is that there is an abundance
of the second kind of receptor such that the concentra-
tion of free receptors is approximately constant. The
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reason for this assumption is that the effective kinetic
rates k1 and k2 will depend on the diffusion coefficient
of the protein itself as well as the free receptor concen-
tration as shown previously by Lauffenburger and Lin-
derman [26].
The derivation of concentration fluctuations of two
interacting diffusing species is solved by Berne and Pec-
ora [27]. We accomodate their treamtent to include flu-
orescence photophysics. Because the full solution of the
coupled differential equations takes on a very complex
form, we consider only some limiting cases which can
be used to extract our parameters of interest (for a more
detailed treatment, see Appendix B).
In one scenario we look only at very small values
of |k|2 (i.e. correlations on large spatial scales); this
is the so-called fast-exchange regime. Here we effec-
tively measure only averaged molecular diffusion as the
reaction time is much shorter than the characteristic dif-
fusion time at these length scales . Mathematically, this
is expressed as the regime where (k1 +k2) >> D1|k|2. At
small temporal lags, τ, and small |k|2, the zeroth time-
lag normalized kICS correlation function then takes the
form:
r f ast(|k|2, τ) = C1 G(τ) exp(−|k|2Deffτ) (7)
where,
Deff =
k2D1 + k1D2
k1 + k2
(8)
is a measured effective diffusion coefficient and C1 is
just a constant. In the limit where we look at large val-
ues of |k|2 (i.e. correlations on small spatial scales),
some of the finer details of the molecular interactions
start to emerge. This is the so-called slow-exchange
regime, which occurs when (k1 + k2) << D1|k|2. At
large temporal lags, when τ >> (D1|k|2)−1, the normal-
ized kICS correlation function takes the form:
rslow(|k|2, τ) = C2 G(τ) exp(−|k|2D2τ − k2τ) (9)
where, C2 is a constant.
3. Experimental Analysis Methodology
In this section we outline the steps followed to ob-
tain kinetic rate parameters of the two model systems in
Fig. 1 from the k-space/time image correlation function.
The first step is to calculate the 2D kICS correlation
function from the 3D k-space/time correlation function;
this is done for isotropic systems by circularly averaging
about the k = 0 point, as shown in Fig. 3 a).
3.1. Ligand-receptor binding
For each time lag, τ, the y-intercepts from a linear fit
to the logarithm of the correlation function at low |k|2
give the photophysics term G(τ), as shown in Fig. 3 b.i).
From the slopes of the correlation function, we can re-
cover the diffusion coefficient for the ligand/receptor
complex. We usually omit the first 5-15 |k|2 values (not
shown in Fig. 3) for the fits. Low temporal sampling
and issues due to windowing and the discrete Fourier
transform make the values of the correlation function
for the first few |k|2 more uncertain. To calculate the ki-
netic parameters ka and kd fromG(τ) we use the binding
model (Eq. 6) and a non-linear least squares routine; a
sample fit is shown in Fig. 3 b.ii) for a simulated image
time-series.
3.2. Receptor-receptor docking
For small values of |k|2, the correlation function is
fit with the fast exchange model (Eq. 7) for each time
lag, τ. The linear regime of the correlation function is
more easily identified on a semi-logarithmic scale, and
a linear fit to the logarithm of the correlation function
at each time lag is calculated, as shown in Fig. 3 c.i).
The slopes for each fit are given by −Deffτ and the y-
intercepts are given by log |C1G(τ)|. A fit to the slopes
Deffτ in the linear regime corresponding to low temporal
lags, as shown in Fig. 3 c.ii), gives the value of Deff.
For large values of |k|2, the correlation function is fit
with the slow exchange model (Eq. 9). Again, a linear
fit to the logarithm of the correlation function is calcu-
lated at each τ, as shown in Fig. 3 c.iv). The slopes are
given by −D2τ and y-intercepts by log |C2G(τ)| − k2(τ).
The slopes from the slow exchange model can be used
to calculate D2. In Fig. 3 c.v), we find that the slope is
≈ 0, and only the mean is plotted. For each time lag,
subtracting the slow exchange y-intercepts from the fast
exchange y-intercepts (Fig. 3 c.iii) gives —log |C1/C2|+
k2τ. This step assumes that the photophysics terms are
the same for the two states, though a more complex pho-
tophysics model could be used. Then, k2 is calculated
with a fit to the large temporal lags in the linear regime,
as shown in Fig. 3 c.vi).
4. Experimental Methods
4.1. Ligand-receptor binding
To test the ligand-receptor binding model represented
in Fig. 1 a), we use an in-vitro experimental system.
The ligands of interest are human Double cortin (DCX)
motor proteins which we observe dynamically binding
and unbinding from microtubules immobilized on an
antibody-coated substrate.
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Figure 3: Methods for extracting kinetic and dynamics parameters from the k-space/time correlation function. (a) Circular averaging of the kICS
correlation function is performed for systems where diffusion is assumed isotropic; for each time lag of the correlation function, pixels equidistant
from the central |k|2 = 0 point are averaged out. (b) Data processing steps to measure the kinetic parameters of ligand-receptor binding kinetics
as in Fig 1 a). Sample results are shown for a 2D ligand-receptor simulation. Simulation input parameter values: kd = 0.20 s−1, ka = 0.10 s−1,
Dc = 0.010 µm2/s; Extracted parameter values: kd = 0.20 s−1, ka = 0.89 s−1, Dc = 0.010 µm2/s. (c) Data processing steps used to measure the
kinetic exchange parameters for a two-state diffusive model as in Fig 1 b). Sample results correspond to experimental data of fluorescently labelled
Cholera toxin bound to GM1 lipid domains on the basal membrane of a COS-7 cell as described in Section 4. The logarithm of the circularly
averaged correlation function is fit for both the fast and slow-exchange regime to extract the effective diffusion coefficient and the unbinding kinetic
rate k2.
4.1.1. Microtubule and Doublecortin preparation
Human Doublecortin (DCX, accession number
NP 835365) tagged with EGFP at the C-terminus
was purified using sequential Ni-NTA and Streptactin
columns as described previously [28]. Tubulin was pu-
rified from juvenile bovine brain homogenates as de-
scribed previously [29]. Labeling of cycled tubulin with
TAMRA (Invitrogen) was performed as described [30];
fluorescently-labeled tubulin was typically used at a la-
belling ratio of 1:4 labeled:unlabeled tubulin dimers.
Tubulin was stored at -80 ◦C degrees in BRB80 (BRB80
buffer: 80 mM PIPES pH 6.9 (KOH), 1 mM EGTA,
1 mM MgCl2 filtered (0.22 M), degassed, and stored at
20 ◦C). Microtubule polymerization in the presence of
GTP followed by stabilization with paclitaxel: A poly-
merization mixture was prepared with BRB80 + 32 µM
tubulin + 1 mM GTP + 4 mM MgCl2 + 5% DMSO.
The mixture was incubated on ice for 5 min, followed
by incubation at 37 ◦C for 30 min. The polymerized
microtubules were diluted into pre-warmed BRB80 +
10 µM paclitaxel, centrifuged at maximum speed in a
Beckman Airfuge, and resuspended in BRB80 + 10 µM
paclitaxel.
4.1.2. TIRF imaging of DCX and microtubules
The single-molecule assay for DCX (2.5 nM) was
performed as described [31]: Microtubules were ad-
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hered to glass surfaces of the microscope chambers
(blocked with 1% Pluronic F-127) using anti-TAMRA
antibody (1:200, Invitrogen). DCX was introduced into
the chamber containing the surface-immobilized micro-
tubules in imaging buffer (BRB80 + 10 µM paclitaxel
+ 0.1 mg/mL β-Mercaptoethanol + 0.1 mg/mL BSA
+ 1:100 dilution of antifade reagents (glucose, glucose
oxidase, catalase). The sample chambers were con-
structed using custom-machined mounts diagrammed in
Gell et al. (2010). In brief, microscope coverslips were
silanized as described [32]. A 22×22 mm coverslip
and an 18×18 mm glass were separated by double-sided
tape such that a narrow channel was created for the ex-
change of solution.
For the imaging, a Zeiss Axiovert Z1 microscope
chassis, 100x 1.45 NA Plan-apo-chromat objective lens,
and the Zeiss TIRF III slider was used. Diode-pumped
solid-state lasers (Cobolt Jive, Cobolt Calypso) were
coupled to fiber-optic cables in free space and intro-
duced into the Zeiss slider. Images were recorded using
an Andor iXon+ DV-897 EMCCD camera using Meta-
morph. Frames were acquired with 0.1 s exposure times
using continuous imaging.
4.2. Receptor-receptor docking
For the receptor-receptor docking model of Fig. 1 b),
we use an in-vivo experimental system. The receptor
of interest is the multivalent Cholera toxin subunit B
(CTxB) which may aggregate into small clusters and/or
dock onto the actin cytoskeleton near the plasma mem-
brane.
4.2.1. Cell culture
Cell culture experiments were conducted with COS-
7 cells, a kidney fibroblast-like cell line derived from
the African green monkey [33]. Cells were cultured
and passaged in medium according to standard pro-
cedures prescribed for this cell line [33]. Briefly,
cells were grown in glucose (0.45 % w/v), sodium-
pyruvate (0.15 % w/v) and l-glutamine (4 mM) enriched
Dulbecco Modified Eagle Medium (DMEM), supple-
mented by 10 % fetal bovine serum (FBS). Conflu-
ent cells were passaged (diluted) approximately every
3 days. Five days before imaging, cells were passaged
onto fibronectin coated glass (glass N◦.1.5 of thickness
0.16-0.19 mm) MatTek (MatTek Corporation) dishes.
DMEM was replaced by a nutrient reduced medium
(Opti-Mem I, Invitrogen) one day prior to the imaging
to induce cell starvation.
4.2.2. Cell labelling
Ganglioside GM1 phospholipids were labelled by
Cholera toxin subunit B (CTxB) conjugated to either
Alexa-488 or Alexa 594 (Molecular Probes). The imag-
ing medium was composed of Hank’s Balanced Salt So-
lution (HBSS) supplemented by 10 mM HEPES buffer.
Prior to imaging, cells were incubated for 10 min at
37 ◦C in 1 mL of the imaging medium containing 2 µL
of a diluted solution (0.1 mg/mL) of CTxB-Alexa-488.
This step of the labelling procedure ensures that most of
the GM1’s are saturated with unlabelled Cholera toxin.
Cells were then rinsed three times with the imaging
medium and, subsequently, 2 µL of a CTxB-Alexa-594
diluted solution (0.1 mg/mL) were added. Imaging was
carried out 10 min after addition of CTxB-Alexa-594 af-
ter the equilibrium between bound and unbound CTxB
was established.
4.2.3. Cell treatment with drugs
In order to achieve the de-polymerization of the actin
cytoskeleton, cells were incubated in the presence of
1 µM of latrunculin B (5 min) and 5 µM Cytochalasin D
(5 min), respectively. All of the imaging measurements
were performed within 30 min of the cell treatment be-
fore any significant morphological changes in the cell
could occur.
4.2.4. TIRF microscopy of living cells
The imaging was carried out using a commercially
available system: the TIRF III Research platform (Carl
Zeiss, Germany) on an Axio Observer Z1 microscope.
The imaging was performed with a 100x Alpha-Plan
APO oil immersion objective lens with a NA of 1.46.
The microscope stage was equipped with an enclosed
heating module (37 ◦C). Prior to each imaging session,
the lasers were warmed up for at least an hour to sta-
bilize the output intensity. Beam collimation and the
critical angle calibrations were performed as described
in the Zeiss user manual. The system was equipped with
a CCD camera (Evolve S12 EMCCD) capable of imag-
ing 512 by 512 pixel areas. The pixel size was 0.1 µm
and the frame time was set to 46 or 94 ms with continu-
ous imaging. Solid state lasers lines of 488 nm with 100
mW output power and 561 nm with power output of 40
mW, were used to excite Alexa 488 and 594, respec-
tively. GFP and Rhodamine emission filters ensured
selection of green and red signal, respectively. Data
were acquired using the AxioVert software customized
for this microscope. Each image series consisted of 256
by 256 pixel images, acquired over 2000-5000 frames.
For each condition (control and drugs) 4-6 image series
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were acquired sequentially. Data series were stored in
“.zvi” files and loaded into Matlab for further analysis.
5. Results and Discussion
5.1. Testing the ligand-receptor binding model
Microtubules are cytoskeletal filaments that are es-
sential for cell structure and function, particularly dur-
ing mitosis, cell migration, and neuronal development.
Doublecortin (DCX) is a microtubule-associated pro-
tein (MAP) expressed during brain development. Muta-
tions in the DCX gene cause defects in the development
of the cerebral cortex, namely X-linked lissencephaly
and double-cortex syndrome [34].
In recent single-molecule studies, the interaction
times of DCX binding to microtubules has been studied.
Bechstedt and Brouhard showed that the life-time of the
bound state of a microtubule and DCX molecule can be
modelled as a ligand bound to multivalent receptor sys-
tem [28]. Here, we confirm these results by analysing
similar single-molecule experimental data.
We analysed in-vitro assays of DCX (2.5 nM) where
microtubules were attached to a glass surface by an-
tibodies. Fluorecent (EGFP labelled) DCX molecules
were imaged in the green channel (Fig. 4 a) and were
seen to dynamically bind and unbind from micro-
tubules; fluorescent (TARMA labelled) tubulin was im-
aged in the red channel (Fig. 4 b).
For our experiments, we analysed 17 datasets of 100
frames with 0.1 s exposure time for each frame; the to-
tal imaging time was 10 s per movie. Photobleaching ef-
fects were negligible for these data-sets and did not con-
tribute to the overall photophysics correlations as seen
in a sample intensity trace in Fig. 4 c) where the mean
intensity has been removed. We performed our kICS
analysis on data from both the green and red channels
following the procedures outlined in Fig. 2, Fig. 3 a)
and Fig. 3 b) and we retrieved the experimental curve for
the photophysics temporal correlation function, G(τ), as
seen in Fig. 4 d).
Using Eqs. 4 and 6 assuming Γ f luor(τ) ≈ 1, we fit our
kinetic binding model to obtain a kinetic dissociation
rate of kd = 1.6 ± 0.2 s−1 (mean ± standard deviation);
the association rate was too small to be accurately mea-
sured. Previously, Bechstedt and Brouhard had shown
that DCX cooperatively interacts with microtubules
such that higher concentrations of DCX will have higher
average interaction lifetimes with their respective mi-
crotubules [28]. In this previous study, the kinetic dis-
sociation rate was measured at kd = 1.1 ± 0.1 s−1 for a
10 nM DCX assay, and kd = 0.13 ± 0.02 s−1 for a 2 µM
(a)
(c)
(e)
kd= 1.6 ± 0.2 s
-1
D = 0.38 ± 0.19 μm2/s
(b)
(d)
(f)
Figure 4: Experimental results for a model system as shown in
Fig. 1 a): the kinetics and dynamics of Doublecortin binding to micro-
tubules. (a) A sample region of interest of a single TIRF image (0.1 s
exposure) of EGFP labelled DCX molecules (2.5nM) bound to micro-
tubules on a sample substrate. The arrows are pointing to single bound
molecules or small clusters of molecules. (b) Fluorescently labelled
microtubules on the sample substrate imaged separetely in a different
channel. An image series of the microtubules can serve as control
measurements for microtubule movement, which may contribute to
the apparent fluorescence fluctuations in G(τ). (c) Integrated image
intensity versus time (minus the mean image intensity). This kind of
measurement serves as an indicator of fluorescence photobleaching.
(d) A box plot of the experimentally measured kICS photophysics cor-
relation function of DCX binding to microtubules. The solid (red) line
in each box represents the median of a data set containing 17 image
series, the box limits are the 25th and 75th percentiles and whiskers
indicate the value of the most extreme points. (e) Plot of the mean-
squared-displacement due to DCX diffusion averaged over all data
series. (f) Plot of the logarithm of the mean photophysics correlation
function with model fit as shown.
concentration. Accounting for the cooperativity effects,
our results, taken at 2.5 nM seem to be consistent with
this previous finding.
From the kICS analysis of the dataset, we were also
able to extract the diffusion coefficient of DCX. As seen
from Fig. 4 e), we measure the diffusion coefficient to
be D = 0.38 ± 0.19 µm2/s (mean ± standard deviation).
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To our knowledge, this is the first time such a measure-
ment is reported for DCX; however, this diffusion co-
efficient is consistent with other single-particle tracking
results on MAPs. A 2006 measurement on the kinesin-
13 motor protein MCAK coincidentally also reports a
diffusion coefficient of 0.38 µm2/s similar to our results
for DCX [32].
For two main reasons, in fitting the kinetic disso-
ciation constant and the diffusion coefficient, we did
not use the first two time-lags. First, kICS cannot
distinguish between specific and non-specific binding
of DCX onto the sample substrate/microtubule. DCX
tends to aggregate into clusters in free solution and
sometimes these appear in the imaging plane. However,
these events decorrelate quickly (within a few frames)
due to the significantly higher diffusion coefficient of
the unbound molecules as seen by the deviation of the
first two points from the linear fit to the logarithm of
G(τ) in Fig. 4 f). Second, although the microtubules are
bound to the glass coverslip by antibodies, some mi-
crotubules may have free ends which do not properly
adhere. Due to thermal fluctuations, these microtubule
segments move in and out of the imaging plane affecting
the photophysics correlation function, G(τ); these also
contribute to the small deviation seen in Fig. 4 f).
Separate kICS measurements carried out on the red
channel can monitor how much microtubule movement
will contribute to the correlation function. Likewise,
control measurements of DCX imaged in the green
channel without microtubules present will give an in-
dication of the degree of non-specific binding. These
can subsequently be used as references to correct G(τ).
Finally, we must note some sources of systmatic er-
ror. As noted in the FCS literature, finite-length mea-
surements will always introduce a small bias in the mea-
sured correlation function [35] [36]. The quantities of
interest such as the kinetic binding rates and the diffu-
sion coefficient will likely be overestimates of the true
values since the finite-length correlation function ap-
pears to decorrelate faster. Furthermore, CCD camera
noise will also similarly affect the measurement ofG(τ);
a systematic study of the effect has yet to be carried out,
but we note that from simulations we can recover our
input parameters typically to within 20% error up to a
signal to noise ratio of 3.
5.2. Testing the receptor-receptor docking model
The B-subunit of Cholera Toxin (CTxB), belonging
to the AB5 family of bacterial toxins, has the ability
to bind to the cell membrane by cross linking glycol-
ipids, specifically the glycolipid receptor GM1 [37].
The binding of CTxB to its receptor is regulated through
(a)
(c)
(b)
CytoD
control
LatB
control
CytoD LatB
CytoD
control
LatB
control
CytoD LatB
Figure 5: Experimental results for a model system like that shown in
Fig. 1 b): the kinetics and transport dynamics of Cholera toxin bound
to GM1 lipid domains in living cells. (a) A sample fluorescence im-
age of Cholera toxin molecules bound to GM1 lipid domains. The
arrow points to a slowly diffusing cluster of Cholera toxin molecules;
these are likely to be vesicles transporting Cholera toxin into the cy-
toplasm. Fainter fluorescent spots are the freely diffusing Cholera
toxin/GM1 complexes which appear to switch between two diffusing
states. (b) The measured effective diffusion coefficient extracted using
the method of Fig. 3 c). The (red) bar is the median of the dataset and
the box limits represent the 25th and 75th percentiles while whiskers
are the extreme points. The triangles are the confidence bounds for
significance at p < 0.05. (c) Measured kinetic rate constants of the
Cholera toxin/GM1 complex representing the change from the more
slowly to faster diffusing states. Actin inhibitors and disruption drug
treatments reveal significant differences in the measured kinetic dis-
sociation rates k2.
cholesterol dependent pathways [38], and the presence
of the CTxB/GM1 complex in turn changes the mem-
brane structure [39] [40].
It has been shown that the CTxB has a much slower
diffusion compared to several other proteins and lipids
[41] [42] [43], though the question of how the cell reg-
ulates the dynamics of the CTx/GM1 complex has not
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been fully answered. There are several possible mecha-
nisms which may regulate the dynamics of the complex;
Day and Kenworthy recently confirmed, using confocal-
fluorescence recovery after photobleaching (confocal-
FRAP), that disrupting the actin cytoskeleton increases
the mobility of CTxB on live cells relative to other lipids
and proteins [44]. They reported a statistically signifi-
cant increase in the diffusion coefficient on COS-7 cells,
from D = 0.21 ± 0.1 µm2/s to 0.35 ± 0.18 µm2/s after
disruption of the actin cytoskeleton by Latrunculin A,
suggesting that the actin cytoskeleton confines CTxB.
Here we use the CTxB/GM1 and the actin system to
illustrate the kICS method as seen in Fig. 5 a). To in-
vestigate the effect of the actin cytoskeleton on the the
complex, we disrupted actin with 1µM Latrunculin B
and 5 µM Cytochalasin D, both of which act by block-
ing its polymerization [45]. We calculate the effective
diffusion coefficient, Deff, of the CTxGM1 complex, as
well as the rate, k2, at which the complex converts from
a docked state (possibly a glycolipid cluster) to a diffus-
ing state.
Our results for the diffusion coefficient are smaller
than those reported previously using confocal-FRAP
[41] [42] [43] [44]. In contrast to the free diffu-
sion coefficient reported by Day and Kenworthy D =
0.21 ± 0.1 µm2/s, we find an effective diffusion coeffi-
cient Deff = 0.046 ± 0.015 µm2/s (mean ± standard de-
viation) for control cells with no drug treatment. How-
ever, FRAP measures the diffusion of the mobile state at
shorter length scales (i.e. on the size of the bleach spot
which is 4.1 µm in diameter), and kICS measures the
effective diffusion coefficient (which is an average dif-
fusion of both mobile and docked states) at large length
scales (25.6 µm in length). As such, the measurements
are not directly comparable.
Upon drug treatments, we do not find a statistically
significant change in our effective diffusion coefficients
(as seen in Fig. 5 b) which suggests that on large spa-
tial length scales a different (actin-independent) con-
finement mechanism may be more prominent; this may
include confinement in ATP-dependent domains which
have been shown to reduce to the mobility of the com-
plex [44].
The dissociation rate, k2, was found to have signif-
icantly increased for both treatments (at p < 0.05 for
6-8 cells using a Student’s t-test) as seen in Fig. 5 c).
The observed change in the kinetic rate is an increase of
k2 = 0.06 ± 0.03 s−1 to 0.10 ± 0.03 s−1 for Latrunculin
B, and from k2 = 0.013 ± 0.004 s−1 to 0.08 ± 0.02 s−1
for Cytochalasin D. Since the disruptions increase the
rate at which the CTxB/GM1 complex converts from a
slowly diffusing state to a more quickly diffusing state,
this suggests that the complex is confined by the actin
cytoskeleton over short length scales.
Finally, it is interesting to note that in image series
with no noticeable photo-bleaching, we find a slowly
decaying photophysics term G(τ). We believe that this
decay may be due partly to vesicle dynamics and uptake
of CTxB into the cell.
6. Conclusion
We introduced an extension of the theory of k-space
image correlation spectroscopy that incorporated chem-
ical binding and showed how to measure the kinetic
rate constants and transport dynamics for two model
experimental systems. This method offers an advan-
tage over other techniques because in k-space, the ki-
netic binding rates may be determined independently
of spatio-temporal parameters such as the diffusion co-
efficients and molecular flow velocities in the limit of
large image sizes, or whenever molecules are confined
such that lateral escape from the image region of inter-
est is not allowed. Measurements of the average res-
idency time of human Doublecortin bound to micro-
tubules in an in-vitro system were consistent with sin-
gle particle tracking data published previously. Fur-
thermore, by perturbing the cytoskeleton with various
drug treatments, we showed that our technique can mea-
sure significant differences in the kinetic binding rates
of Cholera toxin/GM1 lipid complexes to the actin cy-
toskeleton. Our results suggest that the kICS technique
can be applied to study different biochemical signalling
pathways using both in-vivo and in-vitro systems.
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Appendix A. Kinetics out of excitation plane
Consider a simple two-state model, where a system is
composed of free ligands in solution (fluorescent), free
receptors on the cellular membrane (non-fluorescent),
and bound ligand-receptor complexes. The reaction
mechanism for the simple two state model is given by:
[L] + [R]
ka

kd
[C] (A.1)
where [L], [R], [C] are the ligand , receptor, and ligand-
receptor complex concentrations respectively.
The rate equations are given simply by:
d
dt
(
R
C
)
=
(−kaL kd
kaL −kd
) (
R
C
)
(A.2)
where we have assumed that [L] is approximately con-
stant. Solving the matrix equation is fairly straight-
forward and it gives the solution:
C(t) =
ka[L]
kd + ka[L]
+
kd
kd + ka[L]
e−(kd+ka[L])t (A.3)
for initial conditions [C] = 1, [R] = 0. The binding
correlation function is proportional to:
〈ψbind(0)ψbind(τ)〉 ∝ 〈C(0)C(τ)〉. (A.4)
If we normalize C(t), as was already done, such
that C(0) = 1, then we give a probabilistic in-
terpretation to concentration fluctuations. This way,
〈ψbind(0)ψbind(τ)〉 = 〈C(0)C(τ)〉 and we recover Eq. 6.
For simplicity, we absorb [L] into the definition of ka.
Appendix B. Interaction kinetics in-plane
Similar to the procedure for the kICS derivation for
two non-interacting populations followed by Kolin et
al. [24], we can write an image series i(r, t) with two
fluorescent populations as:
i(r, t) = q1I(r) ∗ ρ1(r, t) + q2I(r) ∗ ρ2(r, t), (B.1)
where ρ1(r, t) and ρ2(r, t) are the number densities of the
fluorescent particles of each population at point r at time
t, q1 and q2 are their respective quantum yields, I(r) is
the instrument point spread function, and the asterisk, ∗,
represents a convolution integral. We model the number
density of population m as ρm(r, t) as:
ρm(r, t) =
Nm∑
i=1
Θm,i(t)δ(r − ri(t)), (B.2)
where δ is the Dirac delta-function and the sum is over
all Nm particles of the m’th population and Θm,i(t) repre-
sents the photophysical state of the i’th particle, where
Θ(t) = 1 for a visible, fluorescing particle and Θ(t) = 0
for a photobleached, or non-fluorescing particle at time
t. The 2D spatial Fourier transform of the image series
is then:
i˜(k, t) = I˜(k)
q1 N1∑
i=1
Θ1,i(t)eik·ri(t) + q2
N2∑
j=1
Θ2, j(t)eik·r j(t)
 ,
(B.3)
where the tilde represents the spatial Fourier transform.
The k-space/time correlation function r(k; τ, t) in this
case becomes,
r(k; τ, t) = |I˜(k)|2 ×〈 q1 N1∑
i=1
Θ1,i(t)eik·ri(t) + q2
N2∑
j=1
Θ2, j(t)eik·r j(t)
 ×q1 N1∑
i=1
Θ1,i(t + τ)e−ik·ri(t+τ) + q2
N2∑
j=1
Θ2, j(t + τ)e−ik·r j(t+τ)
 〉
(B.4)
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where the angular brackets indicate an ensemble av-
erage over all possible particle configurations. We
now make a simplifying assumption: we consider
dilute-enough concentrations of particles such that they
only correlate with themselves. Allowing for self-
correlations arising from particles converting between
diffusing states, the expansion of Eq. (B.4) gives:
r(k; τ, t) = |I˜(k)|2[q21〈Θ1(t)Θ1(t + τ)〉〈c˜1(k, t)c˜1(k, t + τ)〉
+ q1q2〈Θ1(t)Θ2(t + τ)〉〈c˜1(k, t)c˜2(k, t + τ)〉
+ q2q1〈Θ2(t)Θ1(t + τ)〉〈c˜2(k, t)c˜1(k, t + τ)〉
+ q22〈Θ2(t)Θ2(t + τ)〉〈c˜2(k, t)c˜2(k, t + τ)〉]
(B.5)
where c˜m(k, t) is the concentration of the population
m in Fourier space and it is proportional to the eik·r(t)
terms and the number of particles in the given popula-
tion. The photophysics correlations, 〈Θm(t)Θn(t + τ)〉,
have been separated from the concentration correla-
tions, 〈c˜m(k, t)c˜n(k, t + τ)〉, by assuming the statistical
independence of photophysics from particle dynamics.
The first and fourth of the four terms are the self-
correlation functions for populations 1 and 2, while the
second and third terms are the cross correlation terms
between the two populations. Eq. (B.5) is re-written
more compactly as:
r(k; τ, t) = |I˜(k)|2
2∑
m=1
2∑
n=1
αmnFmn(k, τ) (B.6)
where αmn = qmqn〈Θm(t)Θn(t+ τ)〉 are the photophysics
terms and Fmn = 〈c˜m(k, t)c˜n(k, t + τ)〉 are the particle
correlation terms. Fmn can be found for our system of
interest by considering the two component reaction dif-
fusion system given by the kinetic rate equations:
∂c1(r, t))
∂t
= D1∇2c1(r, t) − k1c1(r, t) (B.7)
+ k2c2(r, t)
∂c2(r, t)
∂t
= D2∇2c2(r, t) + k1c1(r, t) (B.8)
− k2c2(r, t).
We assume throughout this derivation that D1 > D2,
and these quantities are sufficiently different to be dis-
tinguishable. Following the derivation by Berne and
Pecora [27], the solution to this system is found by
taking the Fourier-Laplace transforms of Eqs. (B.7)
and (B.8) which gives:
Fˆ11(k, s) = c¯1
[s + γ2]
∆(s)
(B.9)
Fˆ21(k, s) = c¯2
k2
∆(s)
(B.10)
Fˆ12(k, s) = c¯1
k1
∆(s)
(B.11)
Fˆ22(k, s) = c¯2
[s + γ1]
∆(s)
(B.12)
where the hat ( ˆ ) represents the Fourier-Laplace trans-
form, the overbar on c¯m represents the equilibrium con-
centration of the m’th particle population, and ∆(s) is the
determinant of the system of equations (B.7) and (B.8)
given by
∆(s) = (s + γ1)(s + γ2) − k1k2
= s2 + sγ1 + sγ2 + γ1γ2 − k1k2
= s2 + s|k|2(D1 + D2) + s(k1 + k2)
+ |k|4D1D2 + |k|2(D1k2 + D2k1)
(B.13)
and γ1 and γ2, the transport coefficients given by
γ1 = D1|k|2 + k1, (B.14)
γ2 = D2|k|2 + k2. (B.15)
Substituting the inverse Laplace transforms of the de-
coupled equations into Eq. (B.6) gives the correlation
function in Fourier space:
r(k, τ) = B+es+τ + B−es−τ (B.16)
where s±, the roots of ∆(s), are given by
s± = −12(γ1 + γ2) ±
1
2
[(γ1 − γ2)2 + 4k1k2] 12 (B.17)
while the coefficients are given by
B± = |I˜(k)|2α11c¯1(s± + γ2) + α12c¯1k1s+ − s− (B.18)
+ |I˜(k)|2α21c¯2k2 + α22c¯2(s± + γ1)
s+ − s−
The exponents s± are dependent on the spatial Fourier
frequency through the transport coefficients γ1 and γ2,
while the coeffiecients are also time dependent through
the photophysics terms αi j.
In the fast exchange regime, where (k1 + k2) >>
D1|k|2, a first order perturbative expansion of ∆(s) (in
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the small quantity proportional to |k|2D1) has the form
s ≈ s(0) + s(1), where the bracketed superscript indicates
the order of the expansion correction. This expansion
gives the zeroth and first order corrections:
0 = [s(0)]2 + (k1 + k2)s(0), (B.19)
0 = 2s(0)s(1) + (k1 + k2)s(1) + |k|2(D1 + D2)s(0) (B.20)
+ k2|k|2D1 + k1|k|2D2
The solutions to these equations are:
s+ = −|k|2Deff (B.21)
s− = −(k1 + k2) − |k|2(D1 + D2 − Deff) (B.22)
and
B+ = |I˜(k)|2(k1 + k2)−1[α11c¯1k2 + α12c¯1k1 (B.23)
+ α21c¯2k2 + α22c¯2k1]
B− = |I˜(k)|2(k1 + k2)−1[−α11c¯1k1 + α12c¯1k1 (B.24)
+ α21c¯2k2 − α22c¯2k2]
where Deff = D1k2+D2k1k1+k2 defines the effective diffusion
coefficient.
To remove the PSF dependence from B+ and B−, we
normalize the correlation function, Eq. (B.16), by its ze-
roth time-lag. If we make the assumption that the photo-
physics of both diffusing states is about the same, then
G(τ) = α11 = α12 = α21 = α22, the coefficient B−
becomes zero, and we are left with the fast exchange
correlation function:
r f ast(|k|2, τ) = C1 G(τ) exp(−|k|2Deffτ) (B.25)
where C1 is just a constant.
In the slow exchange regime, where (k1 + k2) <<
D1|k|2, a similar first order perturbative expansion of
∆(s) (in the small quantities k1 and k2) gives:
0 = [s(0)]2 + |k|2(D1 + D2)s(0) (B.26)
0 = 2s(0)s(1) + (k1 + k2)s(0) + |k|2(D1 + D2)s(1) (B.27)
+ k2|k|2D1 + k1|k|2D2
which has the solution:
s+ = −|k|2D1 − k1 (B.28)
s− = −|k|2D2 − k2 (B.29)
and
B+ = |I˜(k)|2α11c¯1 (B.30)
B− = |I˜(k)|2α22c¯2 (B.31)
Again, after normalizing by the zeroth time-lag, the
full correlation function in this regime then takes the
form:
r(|k|2, τ) = C2α11 exp(−|k|2D1τ − k1τ)
+ C2α22 exp(−|k|2D2τ − k2τ)
(B.32)
At large |k|2 and τ, assuming D1 >> D2 the first term
decays quickly compared to the second term, leaving a
simpler form of the normalized slow exchange correla-
tion function:
rslow(|k|2, τ) = C2G(τ) exp(−|k|2D2τ − k2τ) (B.33)
where G(τ) = α22 and C2 is just a constant.
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