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Prefacio
La presente memoria es un resumen del trabajo de investigación desa-
rrollado por el doctorando en el departamento de Física Teórica de la Uni-
versidad de Zaragoza bajo la tutela del catedrático doctor don Javier Sesma
Bienzobas. El objetivo principal de este proyecto ha sido explorar, más allá
de su utilidad como herramienta de cálculo numérico, las posibilidades de
aplicación de métodos asintóticos para resolver un conjunto de problemas de
la Mecánica Cuántica que derivan de la ecuación de Schrödinger con cier-
ta clase de potenciales connantes dados por una suma de potencias. Estos
problemas pueden formularse mediante ecuaciones diferenciales de segundo
orden que, vericadas por funciones de una variable compleja z, presentan
singularidades en el origen y en el innito de rangos enteros arbitrarios.
El conocimiento de las soluciones físicamente aceptables de la ecuación de
Schrödinger en el intervalo completo de distancias de cero a innito exige
disponer de representaciones adecuadas de cualquier solución particular de
la ecuación en la vecindad de ambos puntos singulares y establecer relaciones
entre ambas representaciones mediante expresiones algebraicas denominadas
fórmulas de conexión. Estas fórmulas dependen de ciertas constantes com-
plejas, denominadas factores de conexión o multiplicadores de Stokes, cuyo
cálculo es equivalente a resolver el problema global o problema de conexión
de la ecuación diferencial correspondiente al problema físico de interés.
El capítulo primero contiene un breve compendio de algunas deniciones
y teoremas fundamentales del Análisis Asintótico que permiten, entre otras
cuestiones, comprender el signicado de símbolos utilizados para la expre-
sión del comportamiento de una función en la vecindad de algún punto de su
dominio de denición, la diferencia entre un desarrollo asintótico de una fun-
ción y una serie convergente a la función dada, establecer condiciones bajo
las cuales pueden realizarse operaciones algebraicas, integración o derivación
de desarrollos asintóticos, o cuándo un desarrollo asintótico constituye una
representación válida de una función compleja en la vecindad de un punto
dado. En las dos primeras secciones del capítulo segundo el lector encontrará
algunos tópicos de la teoría de representación de soluciones de ecuaciones di-
ferenciales lineales de segundo orden en la vecindad de puntos singulares que
son necesarios para formular correctamente nuestro problema de conexión,
xiii
xiv CAPÍTULO 0. prefacio
con referencia especial al fenómeno de Stokes. En la sección tercera descri-
bimos el método de F. Naundorf [43] de resolución del problema global en
ecuaciones diferenciales lineales de segundo orden con dos puntos singulares,
en el cual se inspira nuestro trabajo. En las secciones cuarta y quinta expo-
nemos nuestro método de resolución del problema global, el método de los
Wronskianos, considerando primero ecuaciones que presentan una singulari-
dad regular en el origen y una irregular en el innito (caso regular-irregular),
y en segundo lugar ecuaciones donde ambos puntos singulares, origen e in-
nito, son irregulares (caso irregular-irregular). Este método, exacto salvo
cálculos numéricos, se basa en la idea de que es posible obtener los factores
de conexión como cocientes de Wronskianos de dos sistemas de soluciones de
la ecuación diferencial: el primero representado por series de potencias (so-
luciones de Floquet), el segundo por desarrollos asintóticos en potencias de
la variable independiente (soluciones de Thomé). En particular, el espectro
de energías se obtiene exigiendo, en la fórmula que conecta a una solución
regular en el origen con las dos soluciones de Thomé, regular e irregular, en
la vecindad del innito, la anulación del factor que multiplica a la solución
irregular.
Los capítulos tercero, cuarto y quinto presentan, siguiendo un orden cro-
nológico, la referencia de los trabajos publicados cuyos contenidos denen
etapas sucesivas en el desarrollo de nuestro proyecto. En el capítulo terce-
ro exponemos algunas aplicaciones del método de Naundorf a la ecuación
de Schrödinger con diferentes potenciales que han merecido la atención de
muchos autores: el potencial "de Cornell" (Coulomb más lineal), [26],
V (r) =  a
0
r
+ b+ cr; (1)
utilizado en la espectroscopia de hadrones, el potencial del efecto Stark es-
férico en el hidrógeno, [27]
V (r) =  1
r
+ r; (2)
y los osciladores anarmónicos unidimensionales, [28], como el séxtico
V (x) = 2x
2 + 4x
4 + 6x
6; (3)
que han servido para contrastar diferentes métodos aproximados de resolu-
ción de la ecuación de Schrödinger, y los potenciales "sombrero", [29]
Vs(r) = a(r
2   b2)2; (4)
que aparecen en diferentes modelos de física molecular, física de la materia
condensada y teorías de campos. El método de Naundorf da el espectro de
energías correspondiente a cada potencial como conjunto de ceros de una
xv
función denida en términos de series dobles que se suman numéricamente.
Los valores de las energías obtenidas por nosotros aplicando este método
para diferentes valores escogidos de los parámetros de cada potencial se han
comparado con los valores publicados por otros autores, con resultados sa-
tisfactorios, lo que para nosotros constituye una prueba de validez suciente
del método de Naundorf.
En el capítulo cuarto damos cuenta de algunas aplicaciones de la versión
(I) del método de los Wronskianos, descrita en la sección 2:4 del capítulo
segundo, a problemas de conexión en los cuales uno de los dos puntos sin-
gulares de la ecuación diferencial es regular, siendo el otro irregular. En la
sección 4:1 consideramos varios ejemplos de osciladores anarmónicos, [31],
como el oscilador unidimensional representado por el potencial
V (x) = gx2 + x2N ; N = 1; 2; 3; :::; (5)
estudiado por Guardiola et al. [36], Nanayakkara et al. [42] y Amore et al.
[5], otros solubles algebraicamente, como los de Pöschl-Teller, Pöschl-Teller
modicado y Morse [23]. Otros ejemplos [30] son el oscilador anarmónico
cuártico
V (r) = A4r
4 +A2r
2 +A 2r 2; A4 > 0; (6)
discutido por Balsa et al. [7] cuando A4 = 1, A 2 = 0, y el oscilador anar-
mónico general
V (r) =
2NX
j= 2
Ajr
j ; N  2; A2N > 0: (7)
En la sección 4:2 aplicamos nuestro método a la ecuación de Schrödinger
[32]
 z2d
2w
dz2
+
0@ 2N^X
s=0
g^sz
s
1Aw = 0; g^2N^ 6= 0; (8)
con un potencial polinomial
g(z) = z 2g^(z) =
2NX
s= 2
gsz
s; gs = g^s+2; N = N^   1; (9)
que incluye los términos centrífugo y de energía. A n de comparar los valores
de los factores de conexión que genera nuestro método con los obtenidos por
otros autores, como [16], consideramos dos ejemplos de ecuaciones integrables
mediante productos de funciones elementales por funciones hipergeométricas:
correspondiendo a N^ = 1 (N = 0) la ecuación
 z2d
2w
dz2
+

z2 + 2   1
4

w = 0; (10)
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y para N^ = 2 (N = 1) la ecuación de un oscilador armónico de energía ",
 z2d
2w
dz2
+

z4 + "z2

w = 0: (11)
En el capítulo quinto presentamos algunas aplicaciones de la versión (II)
del método de los Wronskianos, descrita en la sección 2:5 del capítulo se-
gundo, a problemas donde la ecuación de Schrödinger contiene un potencial
suma de potencias de la variable independiente, de modo que el origen y el
innito son ambos puntos singulares irregulares de la ecuación diferencial.
La sección 5:1 está dedicada al cálculo de los factores de conexión en la ecua-
ción de Heun doblemente conuyente (DCHE), [1], [51, p. 129], un ejemplo
clásico de ecuación que tiene en el origen y el innito dos singularidades irre-
gulares de rango 1. A n de comprobar la viabilidad del método, tomamos
como ejemplo la ecuación radial reducida de Schrödinger de una partícula
de masa m, momento angular lh y energía E = A2h
2=2mr20 en un potencial
con simetría esférica
V (r) =   h
2
2m
 
A 2r20
r4
+
A 1r0
r3
+
A0 + l(l + 1)
r2
+
A1r
 1
0
r
!
; (12)
que mediante un cambio adecuado de variable adopta la forma normal [55]
de la DCHE. Eligiendo adecuadamente los valores de los parámetros A 2,
A 1, A0, A1, y del parámetro de energía A2, (12) pertenece a una clase de
potenciales cuasiexactamente solubles [62] y presenta un estado ligado, de
momento angular l = 0 y energía E =  (1=4)h2=2mr20, representado por
una solución normalizable en el semieje real positivo [46]. En estas condicio-
nes, es posible conocer los valores exactos de los factores de conexión de la
solución multiplicativa, que vienen dados por series cuyo término general es
un producto de funciones elementales. Los valores obtenidos sumando estas
series coinciden con los valores de las partes reales de los mismos factores
calculados por nuestro método utilizando un programa FORTRAN con doble
precisión.
Los osciladores "spiked" cuánticos, i.e. osciladores armónicos dotados de
un término repulsivo singular en el origen,

r
;  > 0;  > 0; (13)
han suscitado el interés de una considerable nómina de autores desde la
publicación del trabajo pionero de Klauder [38]. En la sección 5:2 utilizamos
el método de los Wronskianos para obtener los niveles de energía y funciones
de onda de una partícula en un potencial "spiked" connante tridimensional
[33]
V (r) =
qmaxX
q=qmin
A(q)rq; (14)
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donde el índice q recorre un conjunto nito de números enteros y/o racionales
positivos y negativos (qmin < 0), (qmax > 0), A(qmin) > 0, A(qmax) > 0. La
ecuación de Schrödinger con este potencial se lleva a la forma
 z2d
2w
dz2
+
0@ 2N^X
s= 2M^
g^sz
s
1Aw = 0; M^ ; N^ > 0; g^ 2M^ ; g^2N^ > 0; (15)
donde M^ , N^ representan los rangos de las singularidades en el origen y el in-
nito respectivamente. Nuestro método no precisa del cálculo de las funciones
de onda en ambos puntos singulares, es suciente conocer el comportamien-
to asintótico de tales funciones en la vecindad de uno y otro punto. En este
caso, la condición de cuantización deriva de exigir que, de las dos soluciones
de Thomé representadas por sendos desarrollos asintóticos en la vecindad
del origen, la que tiene un comportamiento regular en el origen sea también
regular en el innito. La idoneidad de nuestro procedimiento para tratar os-
ciladores "spiked" se verica aplicándolo a algunos casos particulares, como
el potencial
V (r) = A2r
2 +A 4r 4; A2 = 1; (16)
estudiado por Buendía et al. [14], Roy [52], Znojil [69], Aguilera-Navarro et
al. [4], el potencial
V (r) = A2r
2 +A 4r 4 +A 6r 6; (17)
tratado en [14], [52], [53], y el potencial
V (r) = r2 + r 5=2; (18)
considerado por Aguilera-Navarro et al. [3] y Buendía et al. [14]. En el primer
caso, con el potencial (16), nuestra aritmética FORTRAN de doble precisión
genera resultados cuya exactitud es comparable a la excelente alcanzada por
Buendía et al. con un método de continuación analítica, o a la de Roy, quien
utiliza un método pseudoespectral generalizado. En el caso del potencial
(17), la concordancia de nuestros resultados con los de Buendía et al. y
Roy es notable. Finalmente, con el potencial (18) la exactitud de nuestros
resultados mejora la de los que se obtienen en [3] por integración numérica
de la ecuación de Schrödinger, aunque no alcanza la de Buendía et al. con el
método de continuación analítica.
En un capítulo suplementario dividido en dos apéndices analizamos sen-
dos problemas cuya solución reviste una dicultad particular. El primero
afecta de modo crítico a la validez de nuestro método, mediante el cual se
han obtenido expresiones de los factores de conexión que dependen de se-
ries innitas cuya convergencia ha de quedar probada. En el apéndice A
proponemos una demostración basada en un teorema de Perron [47] sobre
recurrencias lineales, que permite establecer mayoraciones de los valores ab-
solutos de los términos generales de las citadas series cuando su índice crece
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indenidamente. De estas mayoraciones se deduce que en el problema de co-
nexión regular-irregular, así como en el caso irregular-irregular, los factores
de conexión dependen de series que convergen a la misma velocidad que la
serie geométrica. En [32] se da la prueba de convergencia en los casos de
conexión regular-irregular, en el apéndice A consideramos también la con-
vergencia en los casos de conexión irregular-irregular. En el apéndice B se
plantea el problema de determinar los índices  y coecientes cn; en las
expansiones de las soluciones multiplicativas, o soluciones de Floquet,
u(z) =
+1X
n= 1
cn;z
n+ ;  = 1; 2; (19)
en la vecindad del origen cuando éste, además del innito, es un punto sin-
gular irregular de la ecuación diferencial. Se trata de un problema más com-
plicado que el correspondiente a las expansiones en la vecindad del origen
cuando éste es un punto singular regular,
u(z) =
+1X
n=0
cn;z
n+ ;  = 1; 2; (20)
teniéndose entonces que para cada  = 1; 2,  son las raíces de una ecuación
de segundo grado y cn; verican una recurrencia cuyo valor inicial c0; de-
termina a los demás. En el caso irregular-irregular, la sustitución de (19) en
la ecuación diferencial da lugar a un conjunto innito de ecuaciones en di-
ferencias homogéneas que puede interpretarse como un problema de valores
propios no lineal. El método de iteración de Newton que describimos en el
apéndice B da solución al problema en etapas sucesivas, resolviendo en cada
una un sistema lineal nito de ecuaciones que procede del sistema original
por linealización [44] y truncadura, habida cuenta de que  son tales que se
verica la condición de normalización
+1X
n= 1
jcn;j2 < +1: (21)
Al nal de algunos capítulos incluimos notas aclaratorias de varias cues-
tiones cuya exposición detallada en las secciones donde se presentan converti-
ría en extremadamente ardua y dicultosa la lectura del texto. La bibliografía
que completa esta memoria contiene una lista, no exhaustiva, de libros y ar-
tículos publicados en revistas cientícas que han contribuido a allanar las
dicultades que surgieron en la elaboración de esta tesis. La citada lista in-
cluye casi todos nuestros trabajos de investigación publicados hasta la fecha,
donde el lector encontrará una relación pormenorizada de otras referencias
que han servido de orientación y guía al desarrollo de este proyecto.
Capítulo 1
Desarrollos asintóticos. Ideas
generales
1.1. ¾Qué es el análisis asintótico?
La elaboración sistemática de la teoría que hoy conocemos como "Análisis
asintótico" se inició en 1886 con la publicación de sendos trabajos de Stieltjes
[59] y Poincaré [48]. A su desarrollo han contribuido matemáticos ilustres
como Borel, Nevanlinna, Carleman, Perron, Birkho y Watson, entre otros.
A pesar de su respetable historia y de una presencia frecuente en libros
y publicaciones de ámbito cientíco y tecnológico, no parece existir, a día de
hoy, un acuerdo unánime acerca de la naturaleza de este cuerpo de doctrina
ni de su ubicación precisa en el vasto espacio del conocimiento matemático.
Sirvan a modo de ejemplo las deniciones de algunos expertos en la materia:
"El Análisis asintótico es la rama de las Matemáticas dedicada al estudio
del comportamiento de funciones en y en la vecindad de puntos dados de sus
dominios de denición" [13, p. 1].
"El Análisis asintótico es el arte de encontrar una función sencilla que
constituye una buena aproximación de una función complicada, de manera
que la exactitud de la aproximación aumenta cuando el argumento de la
función dada se comporta de cierta manera preestablecida" [66, p. 108].
"La denición más prudente y no la más incierta es la siguiente: El Análi-
sis asintótico es la parte del Análisis que considera problemas del tipo tratado
en este libro" [15, p. 1].
Sin ánimo de arrojar más leña al fuego de la incertidumbre acerca de la
naturaleza genuina de las cosas, declaramos que, a lo largo de esta memoria,
el Análisis asintótico es para nosotros un sistema de conceptos y métodos
que constituyen una herramienta útil para resolver problemas de Mecánica
Cuántica, en particular para obtener soluciones globales de ecuaciones dife-
renciales de segundo orden que aparecen al considerar la ecuación de Schrö-
dinger con una amplia clase de potenciales dados por sumas de potencias de
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una variable compleja.
En este capítulo, a modo de introducción, revisamos los conceptos y
resultados fundamentales del Análisis asintótico, centrando la atención en
las funciones complejas de una variable compleja z. Las demostraciones de
cierto número de teoremas y corolarios aparecen resumidas, remitiendo las
restantes a las referencias que se citan a lo largo del texto.
1.2. Relaciones asintóticas. Símbolos de orden O, o
La manera más simple de obtener alguna información acerca del com-
portamiento de una función compleja dada f(z) en la vecindad de un punto
z0 de su dominio de denición, consiste en calcular su límite cuando z ! z0.
Desde luego, en el paso al límite desaparece una gran parte de la información
especíca que permite diferenciar el comportamiento de la función dada del
comportamiento de otras funciones g(z) cuyo límite hacia z0 coincide con el
de f(z).
No obstante, si el límite del cociente f(z)=g(z) de la función dada entre
otra función g(z) cuando z ! z0 es conocido, además de comparar las velo-
cidades de crecimiento de ambas funciones en la vecindad de z0 será posible
obtener información detallada acerca del comportamiento de f(z), siempre
que se disponga de una representación adecuada de g(z) en dicha vecindad.
En el caso más frecuente, la representación de f(z) así obtenida toma la
forma de una serie, convergente o no, de funciones de z, denominada serie
asintótica o expansión asintótica. Por razones de rigor que luego expondre-
mos, siguiendo a [24, p. 209], consideramos preferible denominar desarrollos
asintóticos a las representaciones aproximadas de funciones en la vecindad
de algún punto de acumulación de su dominio de denición.
Denición 1.(Dominancia asintótica fuerte. Símbolo o). Sean f(z), g(z)
funciones complejas de la variable compleja z denidas en una región D del
plano complejo. Sea z0 un punto de acumulación de D. Se dice que g(z)
domina fuertemente sobre f(z) cuando z ! z0, y se escribe
f(z) = o(g(z)) (z  ! z0); (1.1)
si
lim
z!z0
f(z)
g(z)
= 0; (1.2)
es decir, si para todo " > 0 existe una vecindad U" de z0 tal que
jf(z)j  "jg(z)j 8z 2 U" \D: (1.3)
Se dice que g(z) domina asintóticamente sobre f(z) en D si g(z) domina
asintóticamente sobre f(z) cuando z ! z0 para todo punto de acumulación
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z0 del conjunto D.
Denición 2.(Equivalencia asintótica. Símbolo ). En las mismas con-
diciones de la denición 1, se dice que f(z) y g(z) son asintóticamente equi-
valentes cuando z ! z0 en D, y se escribe
f(z)  g(z) (z  ! z0); (1.4)
si
lim
z!z0
f(z)
g(z)
= 1: (1.5)
La propiedad anterior también se expresa diciendo que g(z) es una apro-
ximación asintótica a f(z), o bien que f(z) es asintótica a g(z).
Se dice que f(z) y g(z) son asintóticamente equivalentes en D si son
asintóticamente equivalentes cuando z ! z0 para todo punto de acumulación
z0 del conjunto D.
La equivalencia asintótica de funciones complejas denidas en una región
D  C es una relación de equivalencia algebraica, toda vez que verica las
propiedades reexiva, simétrica y transitiva.
Denición 3. (Proporcionalidad asintótica). En las mismas condicio-
nes de las deniciones 1 y 2, se dice que f(z) y g(z) son asintóticamente
proporcionales cuando z ! z0 en D, y se escribe
f(z) / g(z) (z  ! z0); (1.6)
si existe una constante A compleja no nula tal que f(z) y Ag(z) son asintó-
ticamente equivalentes cuando z ! z0 en D, es decir, si
f(z)  Ag(z) (z  ! z0); (1.7)
o bien si
lim
z!z0
f(z)
g(z)
= A: (1.8)
Se dice que f(z) y g(z) son asintóticamente proporcionales en D si son
asintóticamente proporcionales cuando z ! z0 para todo punto de acumu-
lación z0 del conjunto D.
Corolario 1. En las mismas condiciones de la denición 3, si las funcio-
nes f(z) y g(z) son asintóticamente proporcionales y A es la constante de
proporcionalidad correspondiente, entonces la función f(z)   Ag(z) es do-
minada asintóticamente por la función Kg(z) para todo valor no nulo de la
constante compleja K. En efecto,
lim
z!z0
f(z) Ag(z)
Kg(z)
= 0; (1.9)
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es decir,
f(z) Ag(z) = o(Kg(z)); (z  ! z0); (1.10)
en particular, para K = A,
f(z) = Ag(z)(1 + o(1)); (z  ! z0): (1.11)
Denición 4. (Dominancia asintótica débil. Símbolo O). En las mismas
condiciones de las deniciones precedentes, se dice que g(z) domina débil-
mente sobre f(z) cuando z ! z0, y se escribe
f(z) = O(g(z)) (z  ! z0); (1.12)
si existe una constante real no negativa A y alguna vecindad U de z0 tales
que
jf(z)j  Ajg(z)j 8z 2 U \D: (1.13)
En particular, si g(z) 6= 0 en alguna vecindad de z0, 1.12 signica que
lim
z!z0
f(z)g(z)
  A: (1.14)
Se dice que g(z) domina débilmente sobre f(z) en D si g(z) domina dé-
bilmente sobre f(z) cuando z ! z0 para todo punto de acumulación z0 del
conjunto D.
Corolario 2. Si g(z) domina fuertemente sobre f(z) cuando z ! z0,
entonces g(z) domina débilmente sobre f(z) cuando z ! z0. Formalmente,
f(z) = o(g(z)) (z ! z0) =) f(z) = O(g(z)) (z ! z0): (1.15)
En efecto, asumida la dominancia asintótica fuerte de g(z) sobre f(z),
existe una innidad de vecindades de z0 en las cuales jf(z)j es mayorada por
Ajg(z)j, donde la constante no negativa A depende en general de la vecindad
considerada.
La proposición recíproca no es verdadera necesariamente. Si f(z) =
O(g(z)), cabe deducir solamente que
lim
z!z0
f(z)g(z)
  A; (1.16)
donde A es una constante no negativa, que puede ser cero o mayor que cero.
Corolario 3. Si la dominancia de g(z) sobre f(z) cuando z ! z0 es débil
y no fuerte, entonces ambas funciones son asintóticamente proporcionales
cuando z ! z0. Formalmente,
f(z) = O(g(z)) y f(z) 6= o(g(z))) f(z) / g(z) (z ! z0): (1.17)
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En las condiciones dadas, existe una constante compleja no nula, ~A, tal
que
lim
z!zo
f(z)
g(z)
= ~A; (1.18)
donde  ~A = lim
z!z0
f(z)g(z)
 6= 0 (1.19)
y cuyo argumento es el desfase entre ambas funciones en el punto límite z0.
Teorema 1. (Propiedades de las relaciones asintóticas de orden). Sean
f(z), g(z), (z),  (z) funciones complejas denidas en una región D del
plano complejo, sea z0 un punto de acumulación de D.
Proposición 1.1. Si  (z) domina débilmente sobre f(z) y g(z) domina
débilmente sobre  (z) cuando z ! z0, entonces g(z) domina débilmente
sobre f(z) cuando z ! z0. Formalmente,
Si f(z) = O( (z)) y  (z) = O(g(z))) f(z) = O(g(z)) (z ! z0);
en notación abreviada, O(O(g)) = O(g); (z ! z0): (1.20)
En efecto, cuando z ! z0, los límites de los módulos de los cocientes
f(z)= (z) y  (z)=g(z) permanecen acotados, de donde se deduce que tam-
bién permanece acotado el límite del módulo del cociente f(z)=g(z) cuando
z ! z0.
Proposición 1.2. Si  (z) domina débilmente sobre f(z) y g(z) domina
fuertemente sobre  (z) cuando z ! z0, entonces g(z) domina fuertemente
sobre f(z) cuando z ! z0. Formalmente,
Si f(z) = O( (z)) y  (z) = o(g(z))) f(z) = o(g(z)) (z ! z0);
en notación abreviada, O(o(g)) = o(g); (z ! z0): (1.21)
En efecto, cuando z ! z0, el límite del módulo de f(z)= (z) permanece
acotado y el límite del módulo de  (z)=g(z) es cero, de donde se deduce que
el límite del módulo de f(z)=g(z) cuando z ! z0 es igual a cero.
Proposición 1.3. Si  (z) domina fuertemente sobre f(z) y g(z) domina
débilmente sobre  (z) cuando z ! z0, entonces g(z) domina fuertemente
sobre f(z) cuando z ! z0. Formalmente,
Si f(z) = o( (z)) y  (z) = O(g(z))) f(z) = o(g(z)) (z ! z0);
en notación abreviada, o(O(g)) = o(g); (z ! z0): (1.22)
Cuando z ! z0, el límite del módulo de f(z)= (z) es cero y el límite del
módulo de  (z)=g(z) permanece acotado, de donde se deduce que el límite
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del módulo de f(z)=g(z) cuando z ! z0 es igual a cero.
Proposición 1.4. Si  (z) domina fuertemente sobre f(z) y g(z) domina
fuertemente sobre  (z) cuando z ! z0, entonces g(z) domina fuertemente
sobre f(z) cuando z ! z0. Formalmente,
Si f(z) = o( (z)) y  (z) = o(g(z))) f(z) = o(g(z)) (z ! z0);
en notación abreviada, o(o(g)) = o(g); (z ! z0): (1.23)
Ahora, los límites cuando z ! z0 de los módulos de f(z)= (z) y de
 (z)=g(z) son ambos nulos, de donde se deduce la nulidad del límite del
módulo de f(z)=g(z) cuando z ! z0.
Proposición 1.5. Si f(z) domina débilmente sobre (z) y g(z) domina
débilmente sobre  (z) cuando z ! z0, entonces f(z)g(z) domina débilmente
sobre (z) (z) cuando z ! z0. Formalmente,
Si (z) = O(f(z)) y  (z) = O(g(z)) (z ! z0))
) (z) (z) = O(f(z)g(z)) (z ! z0);
en notación abreviada, O(fg) = O(f)O(g); (z ! z0): (1.24)
En estas condiciones, cuando z ! z0, permanecen acotados los límites
de los módulos de (z)=f(z) y de  (z)=g(z). Por consiguiente, el límite del
módulo de (z) (z)=f(z)g(z) también permenece acotado cuando z ! z0.
Proposición 1.6. Si f(z) domina débilmente sobre (z) y g(z) domina
fuertemente sobre  (z) cuando z ! z0, entonces f(z)g(z) domina fuerte-
mente sobre (z) (z) cuando z ! z0. Formalmente,
Si (z) = O(f(z)) y  (z) = o(g(z)) (z ! z0))
) (z) (z) = o(f(z)g(z)) (z ! z0);
en notación abreviada, O(f)o(g) = o(fg); (z ! z0): (1.25)
Cuando z ! z0, el límite del módulo de (z)=f(z) permanece acotado y
el límite del módulo de  (z)=g(z) es cero. Entonces, el límite del módulo de
(z) (z)=f(z)g(z) cuando z ! z0 es igual a cero.
Proposición 1.7. Si f(z) domina fuertemente sobre (z) y g(z) domina
débilmente sobre  (z) cuando z ! z0, entonces f(z)g(z) domina fuertemente
sobre (z) (z) cuando z ! z0. Formalmente,
Si (z) = o(f(z)) y  (z) = O(g(z)) (z ! z0))
) (z) (z) = o(f(z)g(z)) (z ! z0);
en notación abreviada, o(f)O(g) = o(fg); (z ! z0): (1.26)
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El razonamiento es semejante al de la proposición 1:6: Ahora, el límite del
módulo de (z)=f(z) es cero y el límite del módulo de  (z)=g(z) permanece
acotado cuando z ! z0. Por tanto, el límite del módulo de (z) (z)=f(z)g(z)
cuando z ! z0 es igual a cero.
Proposición 1.8. Si f(z) domina fuertemente sobre (z) y g(z) domina
fuertemente sobre  (z) cuando z ! z0, entonces f(z)g(z) domina fuerte-
mente sobre (z) (z) cuando z ! z0. Formalmente,
Si (z) = o(f(z)) y  (z) = o(g(z)) (z ! z0))
) (z) (z) = o(f(z)g(z)) (z ! z0);
en notación abreviada, o(f)o(g) = o(fg); (z ! z0): (1.27)
De la nulidad de los límites de los módulos de (z)=f(z) y de  (z)=g(z)
cuando z ! z0, se deduce que el límite de (z) (z)=f(z)g(z) cuando z ! z0
es igual a cero.
Proposición 1.9. Si (z) domina débilmente sobre f(z) y g(z) cuando
z ! z0, entonces (z) domina débilmente sobre f(z) + g(z) cuando z ! z0.
Formalmente,
Si f(z) = O((z)) y g(z) = O((z)) (z ! z0))
) f(z) + g(z) = O((z)) (z ! z0);
en notación abreviada, O() +O() = O(); (z ! z0): (1.28)
Cuando z ! z0, permanecen acotados los módulos de f(z)=(z) y de
g(z)=(z), luego en esa vecindad también permanece acotado el límite del
módulo de (f(z) + g(z))=(z).
Proposición 1.10. Si (z) domina débilmente sobre f(z) y (z) domina
fuertemente sobre g(z) cuando z ! z0, entonces (z) domina débilmente
sobre f(z) + g(z) cuando z ! z0. Formalmente,
Si f(z) = O((z)) y g(z) = o((z)) (z ! z0))
) f(z) + g(z) = O((z)) (z ! z0);
en notación abreviada, O() + o() = O(); (z ! z0): (1.29)
Cuando z ! z0, el límite del módulo de f(z)=(z) permanece acotado
y el límite del módulo de g(z)=(z) es cero. En consecuencia, el límite del
módulo de (f(z) + g(z))=(z) cuando z ! z0 permanece acotado.
Proposición 1.11. Si (z) domina fuertemente sobre f(z) y (z) domina
débilmente sobre g(z) cuando z ! z0, entonces (z) domina débilmente
sobre f(z) + g(z) cuando z ! z0. Formalmente,
Si f(z) = o((z)) y g(z) = O((z)) (z ! z0))
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) f(z) + g(z) = O((z)) (z ! z0);
en notación abreviada, o() +O() = O(); (z ! z0): (1.30)
El caso es análogo al planteado en la proposición 1:9: Ahora es nulo el
límite del módulo de f(z)=(z) y acotado el límite del módulo de g(z)=(z)
cuando z ! z0.
Proposición 1.12. Si (z) domina fuertemente sobre f(z) y g(z) cuando
z ! z0, entonces (z) domina fuertemente sobre f(z)+ g(z) cuando z ! z0.
Formalmente,
Si f(z) = o((z)) y g(z) = o((z)) (z ! z0))
) f(z) + g(z) = o((z)) (z ! z0);
en notación abreviada, o() + o() = o(); (z ! z0): (1.31)
De la nulidad de los límites de los módulos de f(z)=(z) y de g(z)=(z)
cuando z ! z0 se deduce que también es cero el límite del módulo de (f(z)+
g(z))=(z) cuando z ! z0.
(Fin del teorema 1).
Denición 5. (Renamiento de una relación de dominancia asintótica
débil). Sean f(z), g(z) funciones complejas denidas en una región D del
plano complejo tales que, cuando z ! z0,
(i) g(z) domina débilmente sobre f(z), es decir,
f(z) = O(g(z)) (z ! z0): (1.32)
Si existe una función compleja  (z) denida enD tal que, cuando z ! z0,
(ii)  (z) domina débilmente sobre f(z), es decir,
f(z) = O( (z)) (z ! z0); (1.33)
(iii) g(z) domina débilmente sobre  (z), es decir,
 (z) = O(g(z)) (z ! z0); (1.34)
(iv)  (z) no domina débilmente sobre g(z) , es decir,
g(z) 6= O( (z)) (z ! z0); (1.35)
entonces se dice que la relación de dominancia asintótica débil (ii) es un
renamiento de la relación de dominancia asintótica débil (i).
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1.3. Desarrollos asintóticos
Denición 6. (Sucesión asintótica o secuencia asintótica). Sea fn(z)g =
f0(z); 1(z); 2(z); :::g una sucesión, nita o innita, de funciones complejas
denidas en una región D del plano complejo y z0 un punto de acumulación
de D. Se dice que fn(z)g es una sucesión asintótica cuando z ! z0 en D si,
para todo n = 0; 1; 2; :::, n(z) domina fuertemente sobre todas las funciones
que le siguen en la secuencia dada, es decir, si
n+1(z) = o(n(z)) (z ! z0); (n = 0; 1; 2; :::): (1.36)
Si fn(z)g es una sucesión asintótica cuando z ! z0 en D para todo
punto de acumulación z0 de la región D, se dice que fn(z)g es una sucesión
o secuencia asintótica en D.
Ejemplo 1. La sucesión fzng es asintótica en C cuando z ! 0.
Ejemplo 2. La sucesión fz ng es asintótica en C cuando z !1.
Denición 7. (Serie asintótica o serie formal). Sea fn(z)g una sucesión
asintótica cuando z ! z0 en una región D del plano complejo y fang una
sucesión de constantes complejas. La serie, convergente o no,
+1X
n=0
ann(z) (1.37)
recibe el nombre de serie asintótica o serie formal cuando z ! z0 relativa a
la sucesión asintótica fn(z)g.
Denición 8. (Desarrollo asintótico nito de una función. Símbolo ).
Sean f(z) una función compleja denida en una región D del plano complejo,
z0 un punto de acumulación de D y fn(z)g+10 una sucesión asintótica
cuando z ! z0 en D. Se dice que la serie asintótica P+1n=0 ann(z) es un
desarrollo asintótico nito de la función f(z) hasta N  1 términos cuando
z ! z0 en D, y se escribe
f(z) 
N 1X
n=0
ann(z) (z ! z0); (1.38)
si la función FN 1(z)  f(z) PN 1n=0 ann(z) es dominada fuertemente por
la función N 1(z) cuando z ! z0 en D. Es decir, si
f(z) 
N 1X
n=0
ann(z) = o(N 1(z)); (z ! z0); (1.39)
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o bien
f(z) =
N 1X
n=0
ann(z) + o(N 1(z)); (z ! z0): (1.40)
Corolario 4. En las mismas condiciones de la denición 8, si la serie
asintótica
P+1
n=0 ann(z) es un desarrollo asintótico de la función f(z) hasta
N  1 términos cuando z ! z0 en D  C, entonces, para todo M entero
tal que 1  M  N , se verica que P+1n=0 ann(z) es también un desarrollo
asintótico de f(z) hasta M términos cuando z ! z0 en D. Formalmente,
Si f(z) 
N 1X
n=0
ann(z) (z ! z0) =)
) f(z) 
M 1X
n=0
ann(z) (z ! z0); (M = 1; 2; :::; N): (1.41)
En efecto, del carácter asintótico de la sucesión fn(z)g se deduce que
lim
z!z0
f(z) PM 1n=0 ann(z)
M 1(z)
= lim
z!z0
f(z) PN 1n=0 ann(z)
M 1(z)
=
= lim
z!z0
f(z) PN 1n=0 ann(z)
N 1(z)
 N 1(z)
M 1(z)
= 0: (1.42)
Denición 9. (Representación asintótica de una función). En las mismas
condiciones de la denición 8, si
P+1
n=0 ann(z) es un desarrollo asintótico
hasta N = 1 término de una función f(z) cuando z ! z0 en D, es decir, si
f(z) = a00(z) + o(0(z)); (z ! z0) (1.43)
o de modo equivalente,
f(z)  a00(z) = o(0(z)); (z ! z0); (1.44)
entonces se dice que la función a00(z) es una representación asintótica de
f(z) cuando z ! z0 en D, y se escribe
f(z)  a0(0(z)); (z ! z0): (1.45)
Corolario 5. En las mismas condiciones de la denición 9, la función
a00(z) es una representación asintótica de una función f(z) cuando z ! z0
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enD si y solo si las funciones f(z) y 0(z) son asintóticamente proporcionales
cuando z ! z0 en D. Formalmente,
f(z)  a00(z) (z ! z0)() f(z)  a00(z) (z ! z0): (1.46)
En particular, si a0 = 1, las funciones f(z) y 0(z) son asintóticamente
equivalentes cuando z ! z0 en D.
El enunciado es consecuencia inmediata de las deniciones 3 y 9.
Denición 10. (Desarrollo asintótico de una función). Sean f(z) una
función compleja denida en una región D  C, z0 un punto de acumulación
de D y fng+1n=0 una sucesión asintótica cuando z ! z0 en D. Se dice que
la serie asintótica
P+1
n=0 ann(z) es un desarrollo asintótico de f(z) cuando
z ! z0 en D, y se escribe
f(z) 
+1X
n=0
ann(z) (z ! z0); (1.47)
cuando, para todo N = 1; 2; 3; :::, la serie asintótica dada es un desarrollo
asintótico de f(z) hasta N términos en el sentido de la denición 8.
El símbolo  (cfr. denición 2) se utiliza frecuentemente en vez de 
para expresar el desarrollo asintótico de una función relativo a una secuencia
asintótica dada. (Ver nota 5).
Denición 11. (Sucesiones asintóticamente equivalentes). Sean fng+1n=0
y f ng+1n=0 sucesiones de funciones complejas denidas en una región D 
C. Sea z0 un punto de acumulación de D. Se dice que fng y f ng son
asintóticamente equivalentes cuando z ! z0 en D si para todo n = 0; 1; 2; :::,
n(z) = O( n(z)) y  n(z) = O(n(z)) (z ! z0): (1.48)
Se dice que fng+1n=0 y f ng+1n=0 son asintóticamente equivalentes en D si
ambas secuencias son asintóticamente equivalentes cuando z ! z0 para todo
punto de acumulación z0 de la región D.
Corolario 6. En las condiciones de la denición 11, si fng+1n=0, f ng+1n=0
son sucesiones asintóticamente equivalentes cuando z ! z0 en D  C y una
de ellas es una sucesión asintótica cuando z ! z0 en D, entonces la otra es
también una sucesión asintótica cuando z ! z0 en D.
En efecto, si por ejemplo fng es asintótica, por hipótesis se tiene que
para todo n = 0; 1; 2; :::,
 n+1 = O(o(O( n))) (z ! z0); (1.49)
expresión que, aplicando el teorema 1, se reduce a
 n+1 = o( n) (z ! z0); (1.50)
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concluyendo así (cfr. 1.36) que f ng es también una secuencia asintótica
cuando z ! z0 en D.
Corolario 7. Si fng+1n=0 y f ng+1n=0 son sucesiones asintóticas cuando
z ! z0 en D, y ambas contienen el mismo número de funciones, entonces
la sucesión producto fn ng+1n=0 es también una sucesión asintótica cuando
z ! z0 en D.
A partir de la hipótesis y de la proposición 1:8 se tiene que, para todo
n = 0; 1; 2; :::,
n+1 n+1 = o(n)o( n) = o(n n) (z ! z0): (1.51)
Corolario 8. (Unicidad del desarrollo asintótico de una función dada
relativo a una secuencia asintótica dada). Sea f(z) una función compleja
denida en una región D  C y z0 un punto de acumulación de D. SeaPN 1
n=0 ann(z) el desarrollo asintótico de f(z) hasta N  1 términos, relativo
a una sucesión asintótica dada fng+1n=0 cuando z ! z0 en D. En estas
condiciones, el desarrollo asintótico
f(z) 
N 1X
n=0
ann(z) (z ! z0) (1.52)
es único. En otras palabras, una condición necesaria y suciente para que
una función compleja dada f(z) denida en una región D  C posea un
desarrollo asintótico (1.52) en la vecindad de un punto de acumulación z0 de
D es que, para todo n = 0; 1; :::; N   1, exista el límite
an = lim
z!z0
f(z) Pn 1k=0 akk(z)
n(z)
: (1.53)
En efecto, por hipótesis se tiene que
lim
z!z0
f(z) PN 2n=0 ann(z)  aN 1N 1(z)
N 1(z)
= 0; (1.54)
de donde
aN 1 = lim
z!z0
f(z) PN 2n=0 ann(z)
N 1(z)
; (N = 1; 2; 3; :::); (1.55)
fórmula recurrente que permite calcular los coecientes an del desarrollo
asintótico
an = lim
z!z0
f(z) Pn 1k=0 akk(z)
n(z)
; (n = 0; 1; :::; N   1); (1.56)
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(N nito o innito) y demuestra que todos ellos están determinados unívo-
camente por f(z) y por la secuencia asintótica fng+1n=0.
Corolario 9. En las mismas condiciones de la denición 8, si la serie
formal
P+1
n=0 ann(z) es un desarrollo asintótico hasta N  1 términos de
una función f(z) cuando z ! z0, entonces la misma serie formal es un
desarrollo asintótico hasta M = 1; 2; :::; N   1 términos de la función dada
f(z). En notación abreviada, dado un entero N  1,
Si f(z) 
N 1X
n=0
ann(z) =) f(z) 
M 1X
n=0
ann(z); (z ! z0);
(M = 1; 2; :::; N   1): (1.57)
A consecuencia de la hipótesis y del carácter asintótico de la sucesión
n(z), se deduce que
f(z) =
N 2X
n=0
ann(z) + aN 1N 1(z) + o(N 1(z)) =
=
N 2X
n=0
ann(z) + o(N 2(z)) + o(N 2(z)) (z ! z0); (1.58)
es decir, habida cuenta de la proposición 1:12 (ver 1.31),
f(z) =
N 2X
n=0
ann(z) + o(N 2(z)); (z ! z0); (1.59)
quedando así probado el corolario cuando M = N   1 y por iteración para
todo M = 1; 2; :::; N   1.
Corolario 10. En las mismas condiciones del corolario 9 se verica que,
para todo M = 1; 2; :::; N , la función M (z) domina débilmente sobre la
función FM 1(z) = f(z) PM 1n=0 ann(z) cuando z ! z0, es decir,
f(z) =
M 1X
n=0
ann(z) +O(M (z)) (z ! z0);
(M = 1; 2; :::; N): (1.60)
En efecto, del corolario 9 y la denición 8 se deduce que
FM 1(z)  f(z) 
M 1X
n=0
ann(z) = o(M 1(z)) (z ! z0);
(M = 1; 2; :::; N); (1.61)
14 CAPÍTULO 1. desarrollos asintóticos. ideas generales
es decir, según la denición 1,
lim
z!z0
FM 1(z)
M 1(z)
 lim
z!z0
f(z) PM 1n=0 ann(z)
M 1(z)
= 0;
(M = 1; 2; :::; N): (1.62)
Escribiendo
lim
z!z0
FM 1(z)
M 1(z)
= lim
z!z0
FM 1(z)
M (z)
 M (z)
M 1(z)
= 0; (1.63)
y teniendo en cuenta el carácter asintótico de la sucesión fng, se deduce
que el límite del módulo de FM 1(z)=M (z) está acotado superiormente para
todo M = 1; 2; :::; N .
Este resultado permite justicar el uso del símbolo O para expresar la
relación entre una función dada f(z) y su desarrollo asintótico relativo a una
sucesión asintótica dada fn(z)g. (Ver nota 6).
Un aspecto fundamental de los desarrollos asintóticos es que una expan-
sión asintótica dada no representa en general a una única función compleja.
En otras palabras, dada una sucesión asintótica fng+1n=0 cuando z ! z0 en
una región D  C y una serie asintótica P+1n=0 ann(z) cuando z ! z0 en
D, en general existe más de una función compleja cuyo desarrollo asintótico
relativo a fng es la expansión dada. Por ejemplo [18, p. 14], las funciones
(1 + z) 1;
1 + e z
1 + z
;

1 + e 
p
z + z
 1
; (1.64)
tienen el mismo desarrollo asintótico relativo a fz ng+1n=1
+1X
n=1
( 1)n 1z n (z !1); (z 2 S( =2; =2)); (1.65)
donde
S(; )  fz 2 C; 0 < jzj < +1; +   arg(z)     ;  > 0g : (1.66)
Asimismo [24, p. 208], las funciones
(1 + z) 1; (1 + z) 1 + e z; (1.67)
tienen el mismo desarrollo asintótico relativo a fz ng+1n=1
+1X
n=1
( 1)n 1z n (z !1); (z 2 S( =4; =4)): (1.68)
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Denición 12. (Funciones asintóticamente iguales). Sea D  C una re-
gión del plano complejo y z0 un punto de acumulación de D. Sea fn(z)g+1n=0
una sucesión asintótica cuando z ! z0 en D. Se dice que dos funciones com-
plejas f(z), g(z) denidas en D son asintóticamente iguales cuando z ! z0
respecto de la sucesión dada fng si, para todo n = 0; 1; 2; :::, la función n
domina fuertemente sobre la función diferencia f(z)   g(z) cuando z ! z0,
es decir, si
f(z)  g(z) = o(n(z)); (z ! z0); (n = 0; 1; 2; :::): (1.69)
Si la propiedad anterior se verica para todo punto de acumulación z0
de la región D, se dice que f(z) y g(z) son asintóticamente iguales en D
respecto de fng.
La relación de igualdad asintótica respecto de una secuencia dada es una
relación de equivalencia, cuyas propiedades reexiva, simétrica y transitiva
se comprueban sin dicultad.
Corolario 11. En las condiciones dadas para la denición 12, las fun-
ciones f(z) y g(z) son asintóticamente iguales cuando z ! z0 en D respecto
de una sucesión asintótica fng+1n=0 si y solo si f(z) y g(z) tienen el mismo
desarrollo asintótico cuando z ! z0 en D relativo a la sucesión asintótica
dada.
En efecto, si el desarrollo asintótico de g(z) es
g(z) 
N 1X
n=0
ann(z) (z ! z0); (N = 1; 2; 3; :::); (1.70)
por hipótesis se tiene:
f(z) 
N 1X
n=0
ann(z)  o(N 1) = o(N 1); (z ! z0); (1.71)
expresión equivalente a
f(z) =
N 1X
n=0
ann(z) + o(N 1) (z ! z0); (1.72)
luego f(z) tiene el mismo desarrollo asintótico que g(z). Recíprocamente, si
f(z) 
N 1X
n=0
ann(z) (z ! z0); y
g(z) 
N 1X
n=0
ann(z) (z ! z0); (1.73)
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entonces, para todo N = 1; 2; 3; :::,
f(z)  g(z) =
N 1X
n=0
ann(z) + o(N 1) 
N 1X
n=0
ann(z)  o(N 1) =
= o(N 1)  o(N 1) = o(N 1) (z ! z0); (1.74)
es decir,
f(z)  g(z) = o(n) (z ! z0); (n = 0; 1; 2; :::): (1.75)
En resumidas cuentas, una serie asintótica dada
P+1
n=0 ann(z) represen-
ta a una clase de funciones cuyo comportamiento asintótico es similar en
una región determinada del plano complejo.
1.4. Operaciones con desarrollos asintóticos gene-
rales
Teorema 2. (Combinación lineal de los desarrollos asintóticos de dos o
más funciones). Sean f(z), g(z) funciones complejas denidas en una región
D  C, z0 un punto de acumulación de D y fn(z)g una sucesión asintó-
tica cuando z ! z0 en D. Sean f(z), g(z) tales que existen los desarrollos
asintóticos hasta N  1 términos (N nito o innito)
f(z) 
N 1X
n=0
ann(z); g(z) 
N 1X
n=0
bnn(z); (z ! z0): (1.76)
Entonces, para todo par de constantes complejas , , la función f(z)+
g(z) tiene el desarrollo asintótico hasta N  1 términos
f(z) + g(z) 
N 1X
n=0
(an + bn)n(z); (z ! z0): (1.77)
El resultado es consecuencia inmediata de la hipótesis enunciada y de la
propiedad (ver teorema 1)
o(N 1) + o(N 1) = o(N 1) (z ! z0); (1.78)
y se extiende sin dicultad a la combinación lineal de los desarrollos asintóti-
cos de un conjunto nito arbitrario deM > 2 funciones complejas ffj(z)gM 1j=0
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[18, p. 14]. Dado un conjunto fjgM 1j=0 de M > 2 constantes complejas,
Si fj(z) 
N 1X
n=0
an;jn(z) (z ! z0); (0  j M   1))
) FM (z) 
M 1X
j=0
jfj(z) 
N 1X
n=0
Ann(z) (z ! z0);
siendo An 
M 1X
j=0
an;jj ; (n = 0; 1; :::; N   1): (1.79)
En el caso de la combinación lineal de desarrollos asintóticos de un con-
junto innito numerable de funciones complejas, el resultado es válido cuando
la serie
P+1
j=0 j converge absolutamente y la serie
P+1
j=0 an;jj converge pa-
ra todo n.
La multiplicación de desarrollos asintóticos no da lugar en general a desa-
rrollos asintóticos porque en el producto formal de
P+1
n=0 ann por
P+1
n=0 bnn
se obtienen todos los productos mn y no es posible en general ordenar el
conjunto de funciones fmng (m;n = 0; 1; :::) de manera que constituya
una sucesión asintótica. No obstante, existen sucesiones asintóticas fng ta-
les que los productos mn, o bien forman una sucesión asintótica, o bien
poseen desarrollos asintóticos en términos de alguna sucesión asintótica dada,
que puede ser fng u otra [18, p. 17, 18]. El teorema 3 establece condiciones
sucientes para la existencia del desarrollo asintótico del producto de dos
funciones complejas.
Teorema 3. Sean fn(z)gN 1n=0 , f m(z)gM 1m=0 , fk(z)gK 1k=0 , (N , M , K
nitos o innitos) sucesiones asintóticas cuando z ! z0 en una región D del
plano complejo tales que
(i) 0 M 1 = O(K 1) (z ! z0); (1.80)
y
(ii) N 1 0 = O(K 1) (z ! z0); (1.81)
y para todo n, m,
(iii) n m 
K 1X
k=0
cn;m;kk (z ! z0): (1.82)
Sean f(z), g(z) funciones complejas denidas en D tales que
(iv) f(z) 
N 1X
n=0
ann(z) (z ! z0); (1.83)
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y
(v) g(z) 
M 1X
m=0
bm m(z) (z ! z0); (1.84)
y
(vi)
+1X
n=0
M 1X
m=0
anbmcn;m;k converge si N = +1 y M es nito, o bien
N 1X
n=0
+1X
m=0
anbmcn;m;k converge si N es nito y M = +1, o bien
+1X
n=0
+1X
m=0
anbmcn;m;k converge si N y M son ambos innitos: (1.85)
En estas condiciones, la función producto f(z)g(z) posee el desarrollo
asintótico respecto a fkg
f(z)g(z) 
K 1X
k=0
Ckk(z) (z ! z0); (1.86)
donde los coecientes
Ck =
N 1X
n=0
M 1X
m=0
anbmcn;m;k; (k = 0; 1; 2; :::) (1.87)
se han obtenido "por sustitución formal", es decir, por multiplicación for-
mal de los desarrollos asintóticos de ambas funciones y sustitución de los
desarrollos asintóticos (1.82) de los productos n m. El teorema se verica
en particular cuando las tres secuencias asintóticas coinciden en una sola
fngN 1n=0 , asegurando la existencia del desarrollo asintótico de la función
producto f(z)g(z) relativo a la secuencia asintótica dada.
Corolario 12. Sea fn(z)gN 1n=0 (N nito o innito) una sucesión asintó-
tica cuando z ! z0 en una región D  C tal que
(i) 0N 1 = O(N 1) (z ! z0) (1.88)
y para todo m;n = 0; 1; :::; N   1,
(ii) nm 
N 1X
k=0
cn;m;kk (z ! z0): (1.89)
Sean f(z), g(z) funciones complejas denidas en D tales que
f(z) 
N 1X
n=0
ann(z) (z ! z0); (1.90)
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g(z) 
N 1X
m=0
bmm(z) (z ! z0); (1.91)
donde, cuando N es innito, la serie
P+1
n=0
P+1
m=0 anbmcn;m;k converge para
todo k.
En estas condiciones, la función producto f(z)g(z) posee el desarrollo
asintótico relativo a fng
f(z)g(z) 
N 1X
k=0
Ckk(z) (z ! z0);
donde Ck 
N 1X
n=0
N 1X
m=0
anbmcnmk; (k = 0; 1; 2; :::): (1.92)
Denición 13. (Sucesiones asintóticas multiplicativas). Sea fngN 1n=0 (N
nito o innito) una sucesión de funciones complejas denidas en una región
D  C y sea z0 un punto de acumulación de D. Se dice que fngN 1n=0 es una
sucesión asintótica multiplicativa cuando z ! z0 en D si
(i) fngN 1n=0 es una sucesión asintótica cuando z ! z0, de manera que
n+1(z) = o(n(z)) (z ! z0); (n = 0; 1; 2; :::); y (1.93)
(ii) La función 0(z) es dominada débilmente por 1 cuando z ! z0, es
decir,
0 = O(1) (z ! z0); y (1.94)
(iii) Para todo n;m = 0; 1; :::; N 1, el producto nm posee un desarrollo
asintótico relativo a la sucesión asintótica dada, es decir,
n(z)m(z) 
N 1X
k=0
cnmkk(z) (z ! z0): (1.95)
Si fngN 1n=0 es una sucesión asintótica multiplicativa cuando z ! z0 para
todo punto de acumulación z0 de la región D donde las funciones n están
denidas, se dice que fngN 1n=0 es una sucesión asintótica multiplicativa enD.
Dentro de la clase de las sucesiones asintóticas, existe una subclase ca-
racterizada por la siguiente propiedad.
Denición 14. (Sucesión de índice aditivo). Una sucesión fn(z)g+1n=0
de funciones complejas denidas en una región D  C es de índice aditivo
si, para todo z 2 D,
n(z)m(z) = n+m(z) (m;n = 0; 1; 2; :::): (1.96)
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Corolario 13. Si fn(z)g+1n=0 es una sucesión de índice aditivo, entonces
0(z) = 1 para todo z 2 D.
En efecto, 0(z)m(z) = 0+m(z) = m(z) para todo m = 0; 1; 2; ::: y
todo z 2 D.
El producto de desarrollos asintóticos relativos a una sucesión asintótica
de índice aditivo dada tiene una forma particularmente sencilla que deriva
del siguiente resultado, cuya prueba por inducción no reviste especial di-
cultad.
Teorema 4. (Producto de formas lineales sobre una sucesión de índice
aditivo). Sea fn(z)g+1n=0 una sucesión de índice aditivo de funciones com-
plejas denidas en una región D  C. Sean PN 1n=0 ann(z), PM 1m=0 bmm(z)
(M  N), an; bn 2 C, formas lineales sobre fng tales que, si N es innito,
la serie
PN 1
n=0
PM 1
m=0 anbm es convergente. En estas condiciones, el producto
de ambas formas lineales admite la expresión
 
N 1X
n=0
ann(z)
!

 
M 1X
m=0
bmm(z)
!
=
N 1X
n=0
M 1X
m=0
anbmn+m(z) =
K 1X
k=0
Ckk(z);
(1.97)
donde K = N +M   1 y los coecientes Ck dependen de los an, bm en la
forma siguiente:
(i) Si N es nito,
Ck =
kX
j=0
ajbk j (k = 0; 1; :::;M   1);
Ck =
kX
j=k M+1
ajbk j (k = M;M + 1; :::; N   1); (M < N);
Ck =
N 1X
j=k M+1
ajbk j (k = N;N + 1; :::;K   1): (1.98)
(ii) Si N es innito y M es nito,
Ck =
kX
j=0
ajbk j (k = 0; 1; :::;M   1);
Ck =
kX
j=k M+1
ajbk j (k = M;M + 1; :::): (1.99)
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(iii) Si M es innito,
Ck =
kX
j=0
ajbk j (k = 0; 1; 2; :::): (1.100)
Corolario 14. (Producto de desarrollos asintóticos relativos a una su-
cesión asintótica de índice aditivo). Sea fn(z)g+1n=0 una sucesión asintótica
de índice aditivo en una región D  C y z0 un punto de acumulación de
D. Sean f(z), g(z) funciones complejas denidas en D que poseen sendos
desarrollos asintóticos
f(z) 
N 1X
n=0
ann(z) (z ! z0); (1.101)
g(z) 
M 1X
m=0
bmm(z) (z ! z0); (1.102)
M  N , tales que, si N es innito, la seriePN 1n=0 PM 1m=0 anbm es convergente.
En estas condiciones, la función producto posee el desarrollo asintótico
f(z)g(z) 
M 1X
k=0
Ckk(z) (z ! z0); (1.103)
donde
Ck =
kX
j=0
ajbk j ; (k = 0; 1; :::;M   1): (1.104)
La demostración de este corolario se realiza multiplicando formalmen-
te los desarrollos asintóticos de f(z) y g(z), teniendo en cuenta el carácter
asintótico e índice aditivo de la sucesión fng y aplicando el teorema 4 a la
expresión asintótica resultante de la función producto f(z)g(z).
Corolario 15. Si fn(z)g+1n=0 es una sucesión asintótica de índice aditivo
cuando z ! z0 en D  C, entonces es multiplicativa cuando z ! z0 en D.
Desde luego, 0(z) = 1 = O(1) cuando z ! z0 en D. Además, dado que
nm = n+m, se puede escribir
n(z)m(z) =
+1X
k=0
cn;m;kk(z) (z ! z0); (1.105)
donde cn;m;k = 1 si k = n+m y cero en caso contrario. Entonces, haciendo
valer el carácter asintótico de fng, se verica que, para todo N = 1; 2; 3; :::
y todo m;n = 0; 1; 2; ::: tales que 1  N  n+m,
nm  
N 1X
k=0
cn;m;kk = o(N 1) (z ! z0); (1.106)
22 CAPÍTULO 1. desarrollos asintóticos. ideas generales
y lo mismo sucede cuando N > n + m, quedando así probado el carácter
multiplicativo de la sucesión asintótica de índice aditivo a partir de n = 0.
El problema de la división de desarrollos asintóticos guarda estrecha rela-
ción con el del producto y se plantea del modo siguiente: dada una sucesión
asintótica fn(z)gN 1n=0 (N nito o innito), sean f(z), g(z) dos funciones
complejas denidas en una región D  C que poseen desarrollos asintóticos
f(z) 
N 1X
n=0
ann(z); g(z) 
N 1X
m=0
bmm(z) (z ! z0); (1.107)
donde z0 es un punto de acumulación de D. Establecer las condiciones de
existencia del desarrollo asintótico relativo a fng de la función cociente
f(z)=g(z) cuando z ! z0 en D y determinar la relación entre los coecientes
de tal desarrollo y los an, bm. El teorema 5 establece condiciones sucientes
para la existencia del desarrollo asintótico de la función recíproca en el pro-
ducto de una función dada.
Teorema 5. Sea fn(z)gN 1n=0 (N nito o innito) una sucesión asintótica
multiplicativa de funciones complejas denidas en una región D  C, sea z0
un punto de acumulación de D. Sea g(z) una función compleja denida en
D tal que posee el desarrollo asintótico
g(z)  c+
N 1X
n=1
bnn(z) (z ! z0); (c 6= 0): (1.108)
Entonces, la función 1=g(z)  [g(z)] 1, recíproca de g(z) respecto de la
multiplicación de funciones, posee el desarrollo asintótico
1=g(z)  c+
N 1X
m=1
bmm(z) (z ! z0); (1.109)
donde las constantes c, bm se obtienen resolviendo el sistema de ecuaciones
cc = 1;
cbk + cbk +
N 1X
n=1
N 1X
m=1
bnbmcn;m;k = 0 (k = 1; 2; :::; N   1); (1.110)
siendo cn;m;k los coecientes de los desarrollos asintóticos de los productos
nm. La existencia de estos desarrollos es consecuencia del carácter multi-
plicativo de la sucesión asintótica fn(z)g:
n(z)m(z) 
N 1X
k=0
cn;m;kk(z) (z ! z0) (n;m = 0; 1; :::; N   1): (1.111)
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La demostración se realiza multiplicando formalmente los desarrollos
(1.108), (1.109) y aplicando el carácter multiplicativo de la secuencia fng
para reemplazar los productos nm por combinaciones (1.111). El desarro-
llo así obtenido se compara con la expresión g(z)[g(z)] 1 = 1 + 01(z) +
02(z)+ :::, dando como resultado el sistema (1.110) cuya compatibilidad se
verica, toda vez que c 6= 0 y c 6= 0.
Corolario 16. Sea fn(z)gN 1n=0 (N nito o innito) una sucesión asin-
tótica multiplicativa de funciones complejas denidas en una región D  C,
sea z0 un punto de acumulación de D. Sean f(z), g(z) funciones complejas
denidas en D tales que poseen los desarrollos asintóticos
f(z) 
N 1X
n=0
ann(z) (z ! z0); (1.112)
g(z)  c+
N 1X
m=1
bmm(z) (z ! z0); (c 6= 0): (1.113)
En estas condiciones, la función cociente f(z)=g(z) tiene el desarrollo
asintótico
f(z)=g(z) 
N 1X
k=0
Ckk(z) (z ! z0); (1.114)
donde
Ck =
N 1X
n=0
N 1X
j=0
anbjcn;j;k (k = 0; 1; :::; N   1); (1.115)
siendo cn;j;k los coecientes en los desarrollos (1.111) y bj los coecientes del
desarrollo asintótico
1=g(z)  b0 +
N 1X
j=1
bjj(z) (z ! z0) (1.116)
cuya existencia está asegurada por el teorema 5.
El resultado es consecuencia directa del teorema 5 y el corolario 12.
En el caso de que las funciones posean desarrollos asintóticos relativos
a una secuencia asintótica de índice aditivo (ver denición 14) el desarrollo
asintótico del cociente adquiere una forma particularmente sencilla.
Corolario 17. Sea fn(z)g+1n=0 una sucesión asintótica de índice aditivo
en una región D  C y z0 un punto de acumulación de D. Sea g(z) una
función compleja denida en D tal que posee el desarrollo asintótico
g(z) 
+1X
n=0
bnn(z) (z ! z0); (b0 6= 0): (1.117)
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Entonces, la función 1=g(z)  [g(z)] 1, recíproca de g(z) respecto de la
multiplicación de funciones, posee el desarrollo asintótico
1=g(z) 
+1X
m=0
bmm(z) (z ! z0); (1.118)
donde las constantes bm se obtienen resolviendo el sistema recurrente de
ecuaciones
b0b0 = 1
kX
j=0
bjbk j = 0 (k = 1; 2; 3; :::): (1.119)
La demostración es análoga a la del teorema 5.
Corolario 18. Sea fn(z)g+1n=0 una sucesión asintótica de índice aditivo
en una región D  C, sea z0 un punto de acumulación de D. Sean f(z), g(z)
funciones complejas denidas enD tales que poseen los desarrollos asintóticos
f(z) 
N 1X
n=0
ann(z) (z ! z0); (1.120)
g(z) 
N 1X
m=0
bmm(z) (z ! z0); (b0 6= 0): (1.121)
En estas condiciones, la función cociente f(z)=g(z) posee el desarrollo
asintótico
f(z)=g(z) 
N 1X
k=0
Ckk(z) (z ! z0); (1.122)
donde los coecientes Ck, que son soluciones del sistema recurrente de ecua-
ciones
kX
j=0
Cjbk j = ak (k = 0; 1; :::; N   1); (1.123)
tienen la forma explícita
Ck =
kX
j=0
ajbk j (k = 0; 1; :::; N   1); (1.124)
donde bj son los coecientes del desarrollo asintótico de la función recíproca
1=g(z) dados en (1.119).
La demostración es análoga a la del corolario 16.
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La integración de desarrollos asintóticos respecto a la variable indepen-
diente o respecto de parámetros es en general posible, supuesta la convergen-
cia de las integrales de las funciones que intervienen en el proceso. Presenta-
mos los enunciados de algunos resultados fundamentales cuya demostración
puede consultarse en [18, p. 7, 11, 16, 17].
Teorema 6. (Integración de relaciones de orden respecto de una variable
real). Sea x una variable real denida en un intervalo I = (a; b) de la recta
real ampliada R, sean (x),  (x) funciones de I en R tales que
(i) (x) y  (x) son medibles en I.
(ii) (x) = O( (x)) cuando x! a en I.
(iii) (x) = O( (x)) cuando x! b en I.
Entonces, a consecuencia de (i) y (ii) se vericaZ x
a
(t)dt = O
Z x
a
j (t)jdt

(x! a); (1.125)
y a consecuencia de (i) y (iii) se vericaZ b
x
(t)dt = O
 Z b
x
j (t)jdt
!
(x! b): (1.126)
El enunciado es válido cuando la relación de orden O es sustituida por la
relación de orden o.
Teorema 7. (Integración de relaciones de orden O respecto de un pará-
metro real). Sea x una variable real denida en una región D de la recta real
ampliada R, sean x0 un punto de acumulación de D y  un parámetro real
denido en un intervalo I = (; ) de R.
Sean (x; ),  (x; ) funciones de D  I en R tales que
(i) (x; ) y  (x; ) son medibles de  en I.
(ii) (x; ) = O( (x; )) cuando x! x0 uniformemente en .
Entonces se vericaZ 

(x; )d = O
 Z 

j (x; )jd
!
(x! x0): (1.127)
Corolario 19. (Integración de desarrollos asintóticos respecto de una
variable real).
Proposición 19.1. Sea x una variable real denida en un intervalo I =
(a; b) de la recta real ampliada R, sea fn(x)gN 1n=0 (N nito o innito) una
sucesión de funciones denidas en I tal que
(i) fn(x)gN 1n=0 es una sucesión asintótica cuando x! a en I.
(ii) n(x) es positiva en I para todo n = 0; 1; :::; N   1.
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(iii) Todas las integrales
n;a(x) =
Z x
a
n(t)dt (n = 0; 1; :::; N   1) (1.128)
existen. Sea f(x) una función denida y medible en I tal que posee el desa-
rrollo asintótico
f(x) 
N 1X
n=0
ann(x) (x! a): (1.129)
En estas condiciones, la función
Fa(x) =
Z x
a
f(t)dt (1.130)
existe en algún intervalo (a; c)  (a; b) y posee el desarrollo asintótico
Fa(x) 
N 1X
n=0
ann;a(x) (x! a): (1.131)
Proposición 19.2. Sea x una variable real denida en un intervalo I =
(a; b) de la recta real ampliada R, sea fn(x)gN 1n=0 una sucesión de funciones
denidas en I tal que
(i) fn(x)gN 1n=0 es una sucesión asintótica cuando x! b en I.
(ii) n(x) es positiva en I para todo n = 0; 1; :::; N   1.
(iii) Todas las integrales
n;b(x) =
Z b
x
n(t)dt (n = 0; 1; :::; N   1) (1.132)
existen. Sea f(x) una función denida y medible en I tal que posee el desa-
rrollo asintótico
f(x) 
N 1X
n=0
bnn;b(x) (x! b): (1.133)
En estas condiciones, la función
Fb(x) =
Z b
x
f(t)dt (1.134)
existe en algún intervalo (c; b)  (a; b) y posee el desarrollo asintótico
Fb(x) 
N 1X
n=0
bnn(x) (x! b): (1.135)
Proposición 19.3. Si además de las condiciones (i), (ii), (iii) de las pro-
posiciones 19.1, 19.2 la función f(x) es integrable Riemann sobre I = (a; b),
se verica que
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a) La función Fa(x) denida en (1.130) posee el desarrollo asintótico
Fa(x)  A0  
N 1X
n=0
bnn;b(x) (x! b); (1.136)
donde n;b(x) han sido denidas en (1.132).
b) La función Fb(x) denida en (1.134) posee el desarrollo asintótico
Fb(x)  A0  
N 1X
n=0
ann;a(x) (x! a); (1.137)
donde n;a(x) han sido denidas en (1.128) y
A0 
Z b
a
f(t)dt = Fa(b) = Fb(a): (1.138)
(Fin del teorema 7).
Corolario 20. (Integración de desarrollos asintóticos respecto de un pa-
rámetro real). Sea x una variable real denida en una región D de la recta
real ampliada R. Sean x0 un punto de acumulación de D y  un parámetro
real denido en un intervalo I = (; ) de R. Sea fn(x)gN 1n=0 (N nito o
innito) una sucesión de funciones denidas en D tales que
(i) fn(x)gN 1n=0 es una sucesión asintótica cuando x! x0 en D.
(ii) n(x) es independiente de  para todo n = 0; 1; :::; N   1.
Sea f(x; ) una función de D  I en R tal que
(iii) f(x; ) es una función medible respecto de  en I para todo x 2 D.
(iv) f(x; ) posee el desarrollo asintótico
f(x; ) 
N 1X
n=0
an()n(x) (x! x0); (1.139)
donde an() es medible respecto de  en I para todo n = 0; 1; :::; N   1. Sea
h() una función integrable respecto de  en I tal que todas las integrales
An =
Z 

h()an()d (n = 0; 1; :::; N   1) (1.140)
existen. En estas condiciones, la integral
F (x) =
Z 

h()f(x; )d (1.141)
existe para todo x en alguna vecindad de x0 y posee el desarrollo asintótico
F (x) 
N 1X
n=0
Ann(x) (x! x0): (1.142)
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La derivación de desarrollos asintóticos respecto de la variable indepen-
diente o respecto de algún parámetro es posible solo cuando se dan ciertas
condiciones. Si una función compleja f(z) denida en una región D  C
tiene un desarrollo asintótico f(z)  PN 1n=0 ann(z) cuando z ! z0 en D
relativo a una sucesión asintótica fn(z)g, la función derivada f 0(z) no existe
necesariamente. Cuando f(z) es derivable, la mera existencia de la derivada
no asegura que ésta posea un desarrollo asintótico respecto a la secuencia
dada fng.
Por ejemplo, [24, p. 209] la función f(z) = 2z1=2 es derivable y su primera
derivada es f 0(z) = z 1=2, función que no tiene desarrollo asintótico respecto
a la sucesión asintótica fz ng+1n=0, toda vez que la aplicación del corolario 8
al caso actual da como resultado que el coeciente del término de orden cero
de tal desarrollo sería igual a cero, e igual a innito los coecientes de los
términos sucesivos.
La razón inmediata de la imposibilidad de derivar desarrollos asintóticos
reside [18, p. 7] en que no es admisible en general la diferenciación de rela-
ciones de orden, ora respecto de la variable independiente, ora respecto de
algún parámetro. Por consiguiente, la diferenciación de una sucesión asintó-
tica no produce en general una sucesión asintótica. Por ejemplo, [18, p.11] la
sucesión fn(x)g+1n=0, donde n(x) = x (n+1)

a+ cos
 
xn+1

es asintótica
cuando jxj ! +1 en el eje real, toda vez que limjxj!+1 n+1(x)=n(x) = 0
para todo n = 0; 1; 2; :::. No obstante, la sucesión f0n(x)g+1n=0, donde 0n(x) 
 (n + 1)x 1sen  xn+1 cuando jxj ! +1 para todo n = 0; 1; 2; :::, no es
una sucesión asintótica cuando x tiende a innito en el eje real, toda vez que
0n+1(x)=0n(x) es oscilante cuando jxj ! +1.
En la sección siguiente se darán condiciones sucientes de diferenciación
de desarrollos asintóticos relativos a sucesiones asintóticas de potencias.
1.5. Operaciones con desarrollos asintóticos de po-
tencias
Las sucesiones de potencias enteras fzng+1n=0 y fz ng+1n=0 desempeñan un
papel fundamental en el estudio del comportamiento de funciones en la ve-
cindad del origen y el innito respectivamente. En lo sucesivo nos referimos
a la segunda, toda vez que es posible transformar una en otra mediante la
inversión de la variable independiente.
Corolario 21. La sucesión de potencias enteras fz ng+1n=0 es una suce-
sión asintótica multiplicativa cuando z ! +1 en toda región D del plano
complejo excluido el origen.
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En efecto, denominando n(z) = z n, es inmediato vericar que el límite
de n+1=n es cero y que 0(z) = O(1) cuando z ! +1. Además, para todo
m;n = 0; 1; 2; :::, el producto n+m(z) = n(z)m(z) admite un desarrollo
en potencias donde los coecientes an;m;k de todos los términos son nulos
excepto el de orden n +m, que es igual a 1. Este es además un desarrollo
asintótico porque para todo N = 1; 2; 3; :::, se comprueba sin dicultad que
la función FN 1(z)  n+m(z) PN 1k=0 an;m;kk(z) es dominada fuertemente
por N 1(z) cuando z ! +1. La sucesión fz ng+1n=0 cumple así las condi-
ciones de la denición 13. A la misma conclusión se llega teniendo en cuenta
que la sucesión de potencias enteras es de índice aditivo (cfr. denición 14)
y aplicando el corolario 15.
Una consecuencia directa del corolario 21 es que las deniciones 7, 8 y
10 son aplicables a la sucesión fz ng.
Denición 15. (Serie asintótica de potencias). Dada una sucesión fang+1n=0
de constantes complejas, la serie formal (convergente o no)
+1X
n=0
anz
 n = a0 + a1z 1 + a2z 2 + :::; (1.143)
es una serie asintótica de potencias cuando z ! +1 en cualquier región
D  C excluido el origen.
Denición 16. (Desarrollo asintótico nito de una función compleja
en potencias enteras de la variable independiente). Sea f(z) una función
compleja denida en una región no acotada D  C. La serie asintóticaPN 1
n=0 anz
 n es un desarrollo asintótico de f(z) en potencias hasta N  1
términos cuando z ! +1 en D, y se expresa
f(z) 
N 1X
n=0
anz
 n (z ! +1); (1.144)
si se verica que la función FN 1(z)  f(z)   PN 1n=0 anz n es dominada
fuertemente por z (N 1) cuando z ! +1 en D, es decir, si
FN 1(z)  f(z) 
N 1X
n=0
anz
 n = o

z (N 1)

(z ! +1); (1.145)
o lo que es igual,
f(z) =
N 1X
n=0
anz
 n + o

z (N 1)

(z ! +1): (1.146)
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Denición 17. (Desarrollo asintótico de una función compleja en poten-
cias enteras de la variable independiente). En las mismas condiciones de la
denición 16, la serie asintótica de potencias
P+1
n=0 anz
 n es un desarrollo
asintótico de la función compleja f(z) en potencias cuando z ! +1 en D,
y se expresa
f(z) 
+1X
n=0
anz
 n (z ! +1); (1.147)
si para todo N = 1; 2; 3; :::, la serie asintótica de potencias
PN 1
n=0 anz
 n es
un desarrollo asintótico de f(z) hasta N términos en el sentido de la deni-
ción 16.
Corolario 22. (Combinación lineal de los desarrollos asintóticos en po-
tencias enteras de dos funciones complejas).
Proposición 22.1. Sean f(z), g(z) funciones complejas denidas en sendas
regiones no disjuntas Df , Dg del plano complejo ampliado C, sea D = Df \
Dg la región del plano donde ambas funciones están denidas. Si f(z) y g(z)
poseen desarrollos asintóticos en potencias enteras de z cuando z ! +1
hasta un número nito dado N  1 de términos, es decir, si
f(z) 
N 1X
n=0
anz
 n (z ! +1); (1.148)
g(z) 
N 1X
n=0
bnz
 n (z ! +1); (1.149)
para todo par de constantes complejas , , la función f(z)+g(z) denida
en D posee el desarrollo asintótico en potencias enteras de z cuando z ! +1
hasta N términos
f(z) + g(z) 
N 1X
n=0
(an + bn)z
 n (z ! +1): (1.150)
Proposición 22.2. En las condiciones de la proposición 22.1, si f(z) y g(z)
poseen desarrollos asintóticos en potencias enteras de z cuando z ! +1
hasta cualquier número N  1 de términos, es decir, si
f(z) 
+1X
n=0
anz
 n (z ! +1); (1.151)
g(z) 
+1X
n=0
bnz
 n (z ! +1); (1.152)
para todo par de constantes complejas , , la función f(z)+g(z) denida
en D posee el desarrollo asintótico en potencias enteras de z cuando z ! +1
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hasta cualquier número de términos
f(z) + g(z) 
+1X
n=0
(an + bn)z
 n (z ! +1): (1.153)
El resultado es consecuencia del teorema 2 y el corolario 21 y se extiende
sin condiciones adicionales a la combinación lineal de un conjunto nito de
funciones complejas de z.
Corolario 23. (Combinación lineal de los desarrollos asintóticos en po-
tencias enteras de un conjunto nito de funciones complejas).
Proposición 23.1. Sea ffj(z)gM 1j=0 (M = 3; 4; 5; :::), un conjunto nito
de M funciones complejas denidas en una región común D  C tales que
poseen M desarrollos asintóticos en potencias enteras de z cuando z ! +1
hasta un número nito dado N  1 de términos, es decir,
fj(z) 
N 1X
n=0
an;jz
 n (z ! +1); (j = 0; 1; :::;M   1): (1.154)
Entonces, para todo conjunto fjgM 1j=0 de M constantes complejas, se
verica que la función FM (z)  PM 1j=0 jfj(z) tiene el desarrollo asintótico
en potencias enteras de z cuando z ! +1 hasta N términos
FM (z) 
M 1X
j=0
jfj(z) 
N 1X
n=0
Anz
 n (z ! +1);
siendo An 
M 1X
j=0
an;jj ; (n = 0; 1; :::; N   1): (1.155)
Proposición 23.2. En las condiciones de la proposición 23.1, si todas las
M funciones fj(z) poseen desarrollos asintóticos en potencias enteras de z
cuando z ! +1 hasta cualquier número N  1 de términos, es decir, si
fj(z) 
+1X
n=0
an;jz
 n (z ! +1); (j = 0; 1; :::;M   1); (1.156)
entonces se verica que para todo conjunto nito deM constantes complejas
fjgM 1j=0 la función FM (z) 
PM 1
j=0 jfj(z) tiene el desarrollo asintótico en
potencias enteras de z cuando z ! +1 hasta cualquier número de términos
FM (z) 
M 1X
j=0
jfj(z) 
+1X
n=0
Anz
 n (z ! +1);
siendo An 
M 1X
j=0
an;jj ; (n = 0; 1; 2; :::): (1.157)
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Corolario 24. (Combinación lineal de los desarrollos asintóticos en po-
tencias enteras de un conjunto innito numerable de funciones complejas).
Proposición 24.1. Sea ffj(z)g+1j=0 un conjunto innito numerable de fun-
ciones complejas denidas en una región D  C tales que poseen desarrollos
asintóticos en potencias enteras de z cuando z ! +1 hasta un número nito
dado N  1 términos
fj(z) 
N 1X
n=0
an;jz
 n (z ! +1); (j = 0; 1; 2; :::): (1.158)
Entonces, para todo conjunto innito numerable de constantes complejas
fjg+1j=0 tal que
(i) La serie
P+1
j=0 j converge absolutamente,
(ii) La serie
P+1
j=0 an;jj converge para todo n = 0; 1; :::; N   1,
se verica que la serie
P+1
j=0 jfj(z) converge para todo z tal que jzj >  > 0
y la función F (z) P+1j=0 jfj(z) denida por esta serie posee el desarrollo
asintótico en potencias enteras de z cuando z ! +1 hasta N términos
F (z) 
+1X
j=0
jfj(z) 
N 1X
n=0
Anz
 n (z ! +1);
siendo An 
+1X
j=0
an;jj ; (n = 0; 1; :::; N   1): (1.159)
Proposición 24.2. En las condiciones de la proposición 24.1, si para todo
j = 0; 1; 2; ::: fj(z) posee un desarrollo asintótico en potencias enteras de z
cuando z ! +1 hasta cualquier número N  1 de términos
fj(z) 
+1X
n=0
an;jz
 n (z ! +1); (1.160)
y si fjg+1j=0 es un conjunto innito numerable de constantes complejas tales
que
(i) La serie
P+1
j=0 j converge absolutamente,
(ii) La serie
P+1
j=0 an;jj converge para todo n = 0; 1; 2; :::,
se verica que la serie
P+1
j=0 jfj(z) converge para todo z tal que jzj >  > 0
y la función F (z) P+1j=0 jfj(z) denida por esta serie posee el desarrollo
asintótico en potencias enteras de z cuando z ! +1 hasta cualquier número
de términos
F (z) 
+1X
j=0
jfj(z) 
+1X
n=0
Anz
 n (z ! +1);
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siendo An 
+1X
j=0
an;jj ; (n = 0; 1; 2; :::): (1.161)
El resultado es consecuencia del corolario 21 y de la extensión del teorema
2 a las combinaciones lineales de conjuntos innitos numerables de funciones
que verican las condiciones (i) y (ii).
El producto de desarrollos asintóticos en potencias enteras de la varia-
ble independiente es siempre realizable hasta un número nito de términos.
También es realizable hasta cualquier número de términos, asumida la con-
vergencia de la serie producto de los coecientes de los desarrollos asintóticos
de los factores.
Corolario 25. (Producto de desarrollos asintóticos en potencias enteras
de dos funciones complejas). Sean f(z), g(z) funciones complejas denidas
en una región D  C tales que poseen desarrollos asintóticos en potencias
enteras de z cuando z ! +1 hasta N  1 (N nito o innito)
f(z) 
N 1X
n=0
anz
 n (z ! +1); (1.162)
g(z) 
N 1X
m=0
bmz
 m (z ! +1); (1.163)
de manera que si N es innito, la serie
P+1
n=0
P+1
m=0 anbm es convergente.
Entonces, la función producto f(z)g(z) posee el desarrollo asintótico en
potencias enteras de z cuando z ! +1 hasta N términos en D (N nito o
innito respectivamente)
f(z)g(z) 
N 1X
n=0
Cnz
 n (z ! +1);
donde Cn 
nX
j=0
ajbn j ; (n = 0; 1; 2; :::): (1.164)
El resultado es consecuencia de los corolarios 14 y 21.
El cociente de desarrollos asintóticos en potencias enteras de la variable
independiente se realiza en las condiciones establecidas en los corolarios 17
y 18.
Corolario 26. (Inversión del desarrollo asintótico de una función com-
pleja en potencias enteras de la variable independiente). Sea g(z) una función
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compleja denida en una región D  C tal que posee un desarrollo asintótico
en potencias enteras de z cuando z ! +1 hasta N términos en D (N nito
o innito)
g(z) 
N 1X
n=0
bnz
 n (z ! +1); (b0 6= 0): (1.165)
Entonces, la función 1=g(z)  [g(z)] 1, recíproca de g(z) respecto a la
multiplicación de funciones, posee el desarrollo asintótico en potencias ente-
ras de z cuando z ! +1
1=g(z)  [g(z)] 1 
N 1X
m=0
bmz
 m (z ! +1) (1.166)
donde b0 6= 0 y las constantes bm (m = 0; 1; 2; :::) se obtienen resolviendo el
sistema recurrente de ecuaciones
b0b0 = 1
kX
j=0
bjbk j = 0 (k = 1; 2; 3; :::): (1.167)
El resultado es consecuencia directa de los corolarios 17 y 21. También
consecuencia directa de los corolarios 18 y 21 es el enunciado que expresa el
cociente de desarrollos asintóticos en potencias enteras.
Corolario 27. (Cociente de los desarrollos asintóticos de dos funciones
complejas en potencias enteras de la variable independiente). Sean f(z),
g(z) funciones complejas denidas en una región D  C tales que poseen los
desarrollos asintóticos en potencias enteras de z cuando z ! +1 hasta N
términos (N nito o innito)
f(z) 
N 1X
n=0
anz
 n (z ! +1); (1.168)
g(z) 
N 1X
m=0
bmz
 m (z ! +1); (b0 6= 0): (1.169)
Entonces, la función cociente f(z)=g(z) tiene el desarrollo asintótico en
potencias de z cuando z ! +1
f(z)=g(z) 
N 1X
n=0
Cnz
 n (z ! +1); (1.170)
donde los coecientes Cn (n = 0; 1; :::; N  1), que son soluciones del sistema
recurrente de ecuaciones
nX
j=0
Cjbn j = an; (n = 0; 1; :::; N   1); (1.171)
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tienen la forma explícita
Cn =
nX
j=0
ajbn j (n = 0; 1; :::; N   1); (1.172)
donde bj son los coecientes del desarrollo asintótico de la función recíproca
1=g(z) dados en (1.167).
La integración de desarrollos asintóticos en potencias enteras de una va-
riable real x es consecuencia del corolario 19.
Corolario 28. (Integración de desarrollos asintóticos en potencias en-
teras de la variable independiente). Sea f(x) una función real o compleja
denida en un intervalo I = (a;+1) del semieje real positivo tal que
(i) f(x) es continua en I.
(ii) f(x) posee el desarrollo asintótico en potencias enteras de x cuando
x! +1
f(x) 
+1X
n=0
anx
 n = a0+a1x 1+a2x 2+a3x 3+::: (x! +1): (1.173)
Entonces, la función
Fa(x) =
Z x
a
f(t)dt (1.174)
existe en algún intervalo (a; c)  (a;+1) y posee el desarrollo asintótico en
potencias enteras de x cuando x! +1
Fa(x) 
Z x
a
f(t)dt  A+ a0x+ a1 lnx 
+1X
n=2
anx
 (n 1)=(n  1) =
= A+ a0x+ a1 lnx 
+1X
n=1
an+1x
 n=n (x! +1); (1.175)
siendo
A 
Z +1
a

f(t)  a0   a1t 1

dt  a0a  a1 ln a: (1.176)
Desde luego, para todo n = 0; 1; 2; :::, la función n(x)  x n es positiva
en el intervalo I = (a;+1) del semieje real positivo. Además, las funciones
n;+1(x) 
Z +1
x
n(t)dt =
Z +1
x
t ndt; (n = 0; 1; 2; :::); (1.177)
existen para n = 2; 3; 4; :::, no para n = 0; 1. Ahora bien, la función f^(x) 
f(x)   a0   a1x 1 posee un desarrollo asintótico en potencias enteras de
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x cuando x ! +1 en el que faltan los términos de órdenes cero y uno
que hacen diverger la integral del desarrollo de f(x). En consecuencia, f^(x)
verica las condiciones del corolario 19 y la función
F^+1(x) 
Z +1
x
f^(t)dt 
Z +1
x

f(t)  a0   a1t 1

dt (1.178)
existe en algún intervalo (c;+1) (c  a) y posee el desarrollo asintótico
F^+1(x) 
+1X
n=2
anx
 (n 1)=(n  1) (x! +1): (1.179)
Además, para todo x 2 (a;+1), la función f(x) es integrable sobre (a; x)
debido a su continuidad y al carácter acotado del intervalo, de manera que
Fa(x) = F^a(x) + a0x+ a1 lnx  a0a  a1 ln a; (1.180)
donde
F^a(x) 
Z x
a
f^(t)dt (1.181)
existe en I = (a;+1) y posee el desarrollo asintótico que deriva de la igual-
dad
F^a(x) =
Z +1
a
f^(t)dt 
Z +1
x
f^(t)dt  A^0   F^+1(x); (1.182)
donde
A^0 
Z +1
a
f^(t)dt =
Z +1
a

f(t)  a0   a1t 1

dt: (1.183)
La tesis del corolario resulta de llevar (1.179) a (1.182) y sustituir la ex-
presión asintótica de F^a(x) así obtenida en (1.180).
La derivación del desarrollo asintótico de una función en potencias enteras
de la variable independiente es posible cuando la función verica determina-
das condiciones.
Teorema 8. (Condiciones sucientes para la derivación de desarrollos
asintóticos en potencias enteras de una variable real). Sea f(x) una función
real o compleja denida en la recta real R tal que
(i) f(x) es diferenciable en R.
(ii) f(x) posee el desarrollo asintótico en potencias enteras de x cuando
x! +1
f(x) 
+1X
n=0
anx
 n = a0+a1x 1+a2x 2+a3x 3+::: (x! +1): (1.184)
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(iii) La función derivada f 0(x) es continua para todo x > c (c 2 R).
(iv) Existe el desarrollo asintótico de f 0(x) en potencias enteras de x
cuando x! +1.
Entonces, el desarrollo asintótico de f 0(x) se obtiene derivando término
a término el desarrollo asintótico de f(x), es decir,
f 0(x) 
+1X
n=0
bnx
 n (x! +1); (1.185)
donde
b0 = 0; bn =  (n  1)an 1; (n = 1; 2; 3; :::): (1.186)
El resultado es consecuencia de (1.178), (1.179) (ver Nota 8).
Teorema 9. (Derivación de desarrollos asintóticos en potencias enteras
de una variable compleja). Sea f(z) una función compleja denida en una
región anular D  C tal que
(i) f(z) es holomorfa en D, es decir, analítica y no singular para todo
z 2 D.
(ii) Existe un sector anular
S  fz 2 C; jzj > R; < arg(z) < g  D; (1.187)
tal que f(z) posee el desarrollo asintótico
f(z) 
+1X
n=0
anz
 n (z !1) (1.188)
uniformemente en arg z cuando z ! +1 en cualquier rayo contenido en S.
Entonces existe un sector anular S^  S tal que la función derivada f 0(z)
posee el desarrollo asintótico
f 0(z) 
+1X
n=0
bnz
 n (z !1) (1.189)
uniformemente en arg z cuando z ! 1 en cualquier rayo contenido en S^,
donde los coecientes bn vienen dados por (1.186). Además, el desarrollo
asintótico (1.188) de f(z) en S puede derivarse término a término cualquier
número m de veces cuando z !1 en cualquier rayo contenido en S^:
f (m)(z)  d
mf
dzm

+1X
n=m+1
( 1)m (n  1)!an m
(n m  1)! z
 n (z !1)
(arg(z) = cte:); (z 2 S^); (m = 1; 2; 3; :::): (1.190)
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1.6. Representación de funciones mediante desarro-
llos asintóticos
Una de las razones que justican la presencia de los métodos asintóticos
en el ámbito de la matemática aplicada y de las ciencias es la notable propie-
dad de los desarrollos asintóticos de aproximar una función en la vecindad
de un punto dado mediante sumas de un número nito de términos. No obs-
tante, a diferencia de los desarrollos de Taylor, los desarrollos asintóticos
innitos no pueden considerarse en general como representaciones genuinas
de funciones en la vecindad de puntos dados de sus dominios de denición,
toda vez que no son necesariamente convergentes (ver Nota 4). En esta sec-
ción examinamos las condiciones bajo las cuales un desarrollo asintótico de
una función relativo a una secuencia asintótica dada puede considerarse co-
mo representación de la misma función en el sentido usual de la convergencia
de series funcionales.
1.6.1. Convergencia y carácter asintótico de series funciona-
les
Consideremos el desarrollo asintótico de una función compleja dada f(z)
cuando z ! z0 en una región D  C relativo a una sucesión asintótica
fn(z)g+1n=0
f(z) 
N 1X
n=0
ann(z) (z ! z0); (1.191)
donde N es nito o innito. Cuando N es innito, la serie en el segun-
do miembro
P+1
n=0 ann(z) no converge necesariamente, es decir, puede ser
convergente o divergente cuando z ! z0, y sin embargo es útil para ob-
tener aproximaciones de f(z) con gran exactitud (ver por ejemplo [24, p.
209, observación (e)]). ¾Cómo entender el comportamiento aparentemente
paradójico de los desarrollos asintóticos?
Cuando armamos que una serie funcional
P+1
n=0 ann(z) converge para
todo z en cierto conjunto G  C, en realidad armamos que
(i) Existe un subconjunto no vacío G  C tal que, para cada valor jo
z 2 G, la sucesión numérica de sumas parciales(
SN (z) 
N 1X
n=0
ann(z)
)+1
N=1
(1.192)
es convergente, es decir, para cada z 2 G, existe el límite de la sucesión
cuando N ! +1:
lim
N!+1
SN (z)  S(z) 
+1X
n=0
ann(z) 2 C: (1.193)
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Este límite S(z) es la suma de la serie numérica resultante de jar el valor
de z en la serie funcional dada.
(ii) Existe la función
g : G  ! C
z  ! g(z)  S(z); (1.194)
que asocia a cada valor jo z 2 G la suma S(z) de la serie numérica resultante
de jar el valor de la variable z en la serie funcional dada:
g(z) = S(z) =
+1X
n=0
ann(z) = lim
N!+1
N 1X
n=0
ann(z); (z 2 C): (1.195)
Cuando armamos que una serie funcional
P+1
n=0 ann(z) es el desarrollo
asintótico de una función dada f(z) cuando z ! z0 en una región D  C,
siendo z0 un punto de acumulación de D, armamos que
(i) Para cada valor jo N = 1; 2; 3; :::, la función
FN 1(z)  f(z) 
N 1X
n=0
ann(z) (1.196)
es dominada fuertemente cuando z ! z0 por la función N 1(z), es decir,
f(z) =
N 1X
n=0
ann(z) + o (N 1) (z ! z0); (1.197)
de manera que
lim
z!z0
f(z) PN 1n=0 ann(z)
N 1(z)
= 0: (1.198)
(ii)La función FN 1(z) es dominada débilmente cuando z ! z0 por la
función N (z), es decir,
f(z) =
N 1X
n=0
ann(z) +O (N ) (z ! z0); (1.199)
de manera que
LN  lim
z!z0
f(z) 
PN 1
n=0 ann(z)
N (z)
 2 R+: (1.200)
Así pues, al armar la convergencia de la serie funcional se arma la
existencia de un límite cuando el índice entero N ! +1. En cambio, la ar-
mación del carácter asintótico de la serie funcional es equivalente a aseverar
que existe un límite cuando la variable compleja z ! z0, donde z0 es un
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punto de acumulación de una región D  C.
La diferencia esencial entre convergencia y carácter asintótico de una
serie funcional está en el origen de algunas propiedades curiosas de las series
asintóticas que no se dan en las series convergentes. Sean f(z) una función
compleja denida en una región D  C y fn(z)g+1n=0 una sucesión asintótica
cuando z ! z0 en D tal que
(i) f(z) posee el desarrollo asintótico relativo a fn(z)g
f(z) 
+1X
n=0
ann(z) (z ! z0): (1.201)
(ii) La serie asintótica
P+1
n=0 ann(z) es convergente en el sentido usual,
de manera que existe una función g(z) denida por la suma de la serie en
alguna vecindad U de z0:
g(z) =
+1X
n=0
ann(z); (z 2 U \D): (1.202)
En estas condiciones, ¾es g(z) = f(z)?, ¾es la serie asintótica convergenteP+1
n=0 ann(z) el desarrollo asintótico de su suma?. La respuesta es que no
necesariamente. En algunos casos sucede que g(z) = f(z), es decir, la serie
asintótica convergente
P+1
n=0 ann(z) es el desarrollo asintótico de su suma
f(z):
f(z) 
+1X
n=0
ann(z) (z ! z0) y f(z) =
+1X
n=0
ann(z); (z 2 U \D):
(1.203)
En otros casos sucede que g(z) 6= f(z), de manera que la serie asintóticaP+1
n=0 ann(z) es el desarrollo asintótico de una función f(z) que no es igual
a su suma g(z):
f(z) 
+1X
n=0
ann(z) (z ! z0) y f(z) 6= g(z) =
+1X
n=0
ann(z); (z 2 U\D):
(1.204)
Supongamos que g(z) 6= f(z). ¾Es posible que el desarrollo asintótico de
g(z), si existe, sea igual que el de f(z)? La respuesta es armativa , toda vez
que, además de f(z), puede haber otras funciones cuyo desarrollo asintótico
sea la serie asintótica dada
P+1
n=0 ann(z) (ver nota 4). En otras palabras, es
posible que
f(z) 
+1X
n=0
ann(z); g(z) 
+1X
n=0
ann(z) (z ! z0); (1.205)
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y no obstante
f(z) 6= g(z) =
+1X
n=0
ann(z); (z 2 U \D): (1.206)
También es posible que exista el desarrollo asintótico de g(z) relativo a
la secuencia asintótica dada fng pero que tal desarrollo no coincida con el
desarrollo de f(z), es decir, que
f(z) 
+1X
n=0
ann(z); g(z) 
+1X
n=0
bnn(z) (z ! z0) (1.207)
y
f(z) 6= g(z) =
+1X
n=0
ann(z); (z 2 U \D); (1.208)
donde bn 6= an, o puede suceder que g(z) no tenga desarrollo asintótico rela-
tivo a la secuencia dada fng.
Un ejemplo de función cuyo desarrollo asintótico converge a otra función
es ([15, p. 12]), ([45, p. 17]) la función
f(z) = exp( z); ( =2 < arg(z) < +=2); (1.209)
cuyo desarrollo asintótico relativo a la sucesión asintótica de potencias fz ng+1n=0
es
f(z)  exp( z)  0 + 0z 1 + 0z 2 + :::; (z !1);
( =2 < arg(z) < +=2): (1.210)
La serie asintótica en el segundo miembro de (1.210) es convergente y
su suma es g(z) = 0, que desde luego no coincide con la función dada
f(z)  exp(z). Además, esta serie asintótica es el desarrollo asintótico de
su suma g(z) = 0 relativo a la sucesión de potencias fz ng.
Un caso importante en el que una serie asintótica convergente es tam-
bién el desarrollo asintótico de su suma se presenta en las series asintóticas
de potencias enteras de la variable independiente fz ng.
Teorema 10. [15, p.14], [45, p. 7,17]. (Una condición suciente para que
una serie asintótica de potencias convergente sea el desarrollo asintótico de
su suma). Sea
P+1
n=0 anz
 n una serie de potencias asintótica cuando z !1.
Si la serie converge para todo z 2 C tal que jzj es sucientemente grande, es
decir, si
9 f(z) 3 f(z) =
+1X
n=0
anz
 n 8 z 2 C; jzj >  > 0; (1.211)
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donde  es el radio de convergencia de la serie, entonces se verica que la
serie
P+1
n=0 anz
 n es el desarrollo asintótico de su suma f(z) en potencias
fz ng+1n=0 cuando z !1 para todo valor de arg(z):
f(z) 
+1X
n=0
anz
 n (z !1); (1.212)
sin perjuicio de que existan otras funciones diferentes de f(z) cuyo desarrollo
asintótico en potencias fz ng sea la misma serie dada P+1n=0 anz n.
En la nota 9 se da una idea del razonamiento que conduce a la conclusión
del teorema 10.
1.6.2. Suma asintótica de una serie formal
¾Es posible que no exista función alguna cuyo desarrollo asintótico sea
una serie asintótica dada? El teorema siguiente establece que este caso no
puede darse.
Teorema 11. [18, p. 22,23,24]. (Sobre la existencia de funciones cuyo
desarrollo asintótico es una serie asintótica dada). Sea fn(z)gN 1n=0 (N nito
o innito) una sucesión asintótica cuando z ! z0 en una región D  C de la
cual z0 es un punto de acumulación. Sea
PN 1
n=0 ann(z) una serie asintótica
cuando z ! z0 relativa a la sucesión fng. Entonces, existe al menos una
función compleja f(z) denida en D tal que
PN 1
n=0 ann(z) es el desarrollo
asintótico de f(z) cuando z ! z0 en D relativo a la sucesión fng, es decir,
el conjunto de funciones complejas denidas en una región D  C tales que
f(z) 
N 1X
n=0
ann(z) (z ! z0) (1.213)
es no vacío.
En la nota 10 se da un resumen de la demostración del teorema 11.
Denición 18. [18, p. 22]. (Suma asintótica de una serie asintótica).
Sean fn(z)gN 1n=0 (N nito o innito) una sucesión asintótica cuando z ! z0
en una región D  C y PN 1n=0 ann(z) una serie asintótica cuando z ! z0
en D relativa a fng. La clase no vacía
Sasy 
(
f(z); z 2 D; f(z) 
N 1X
n=0
ann(z) (z ! z0)
)
; (1.214)
constituida por las funciones complejas denidas en D cuyo desarrollo asin-
tótico cuando z ! z0 en D es la serie asintótica dada, recibe el nombre de
suma asintótica de la serie asintótica
PN 1
n=0 ann(z).
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Si N = +1, las funciones que constituyen la suma asintótica de una serie
asintótica dada son asintóticamente iguales cuando z ! z0 en D respecto a
la sucesión asintótica fng dada. (Recordar la denición 12 y el corolario 11).
1.6.3. Representación asintótica de funciones
Consideremos una serie asintótica
P+1
n=0 ann(z) cuando z ! z0 relativa
a una sucesión asintótica fn(z)g+1n=0 denida en una región D  C de la
cual z0 es punto de acumulación. Sabemos (ver teorema 11) que existe al
menos una función denida en D cuyo desarrollo asintótico cuando z ! z0
en D es precisamente la serie dada:
f(z) 
+1X
n=0
ann(z) (z ! z0); (1.215)
y decimos que f(z) 2 Sasy, donde Sasy representa a la suma asintótica (1.214)
de la serie dada. La suma asintótica de la serie dada existe siempre, porque
el conjunto Sasy es no vacío.
Si la serie asintótica es divergente en el sentido usual de la convergencia
de series, no existe función a la que pueda denominarse suma de la serie en
alguna vecindad de z0. Si la serie asintótica es convergente, existe la función
suma
g(z) =
+1X
n=0
ann(z); (1.216)
que puede pertenecer o no a Sasy, toda vez que la condición (1.216) no
asegura por sí sola que la serie asintótica sea el desarrollo asintótico de g(z).
En suma, dada una serie asintótica cuando z ! z0 en D  C, su suma
asintótica
Sasy  ff(z)g ; f(z) 
+1X
n=0
ann(z) (z ! z0);
( 2 I  R); (1.217)
consta en general de más de una función. Cuando la serie es convergente a
g(z) en alguna vecindad de z0, es posible que g(z) no pertenezca a Sasy, sea
porque su desarrollo asintótico relativo a la sucesión fn(z)g no es igual a
la serie asintótica (1.217) dada, o bien porque no tiene desarrollo asintótico
relativo a esa sucesión asintótica. También puede suceder que g(z) pertenez-
ca a Sasy, pero esta condición no asegura que la suma asintótica de la serieP+1
n=0 ann(z) se reduzca a g(z) solamente. Cuando la serie asintótica es di-
vergente en toda vecindad de z0, su suma asintótica puede constar asimismo
de una o más funciones.
Recíprocamente, dada una función f(z) denida en una región D  C y
una sucesión fn(z)g+1n=0 asintótica cuando z ! z0 en D, puede suceder que
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f(z) no tenga desarrollo asintótico relativo a dicha sucesión, o bien que tal
desarrollo exista. En este último caso, existe una y solo una sucesión fang
de constantes complejas tal que
f(z) 
+1X
n=0
ann(z) (z ! z0); (1.218)
que puede ser convergente o no y, si fuera convergente, su suma g(z) puede
ser igual o no a f(z). Además, si g(z) 6= f(z), g(z) puede pertenecer o no
a la suma asintótica de la serie formal
P+1
n=0 ann(z). Sea o no convergente
esta serie, la función dada f(z) puede ser o no la única función que verique
(1.218). El teorema que sigue puede considerarse recíproco del teorema 10.
Teorema 12. [18, p. 22], [24, pp. 210, 211] (Una condición suciente
para que el desarrollo asintótico de una función compleja sea convergente
a la propia función). Sea f(z) una función compleja denida en una región
D  C que contiene a una vecindad anular 
 del innito,

  fz 2 C; jzj  A > 0g  D  C; (1.219)
tal que
(i) f(z) es univaluada y holomorfa en 
.
(ii) f(z) posee el desarrollo asintótico en potencias enteras de z cuando
z !1
f(z) 
+1X
n=0
anz
 n (z !1); (1.220)
para todo valor de arg(z). Entonces, la serie asintótica
P+1
n=0 anz
 n es con-
vergente para todo z tal que jzj es sucientemente grande y su suma es la
función dada f(z), es decir,
f(z) =
+1X
n=0
anz
 n; jzj >  > A; (1.221)
para todo valor de arg(z).
La idea de la demostración puede consultarse en la nota 11.
Para que una serie asintótica dada (convergente o no) represente asintóti-
camente a una sola función f(z) en la vecindad de un punto z0, es necesario
que f(z) sea la única función cuyo desarrollo asintótico en una vecindad de
z0 sea la serie formal dada.
Denición 19. (Representación asintótica de una función compleja).
Sean
P+1
n=0 ann(z) una serie asintótica cuando z ! z0 en una región D 
C y f(z) una función compleja denida en D. Se dice que la serie formal
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P+1
n=0 ann(z) es la representación asintótica de f(z) cuando z ! z0 en D
si f(z) es la única función cuyo desarrollo asintótico es la serie formal dada
cuando z ! z0 en D. Es decir, cuando se verica
(i) f(z) 
+1X
n=0
ann(z) (z ! z0); (1.222)
y
(ii) Si g(z) 
+1X
n=0
ann(z) (z ! z0)) f(z) = g(z) en D: (1.223)
El problema de la representación asintótica de una función compleja da-
da consiste en establecer cuándo la función verica las propiedades (i) y (ii)
de la denición 19 en la vecindad de algún punto de acumulación de su re-
gión de existencia. Ahora bien, ni el teorema 10 ni el teorema 12 aseguran
la correspondencia biunívoca entre una función y su desarrollo asintótico
[18, p. 24]: "En general no hay modo de asociar una única suma asintóti-
ca a una serie asintótica, pero en ciertas circunstancias un tanto especiales
puede suceder que bajo hipótesis más precisas acerca de los coecientes de
la serie asintótica, y bajo ciertas restricciones sobre la función f(x), pueda
obtenerse una única suma; y con frecuencia en tales casos la serie asintótica,
aunque divergente, es en algún sentido sumable a su suma asintótica. Wat-
son (1912a) y Nevanlinna (1916) han obtenido teoremas de esa especie para
series asintóticas de potencias sumadas por funciones analíticas regulares en
alguna región sectorial."
En nuestro caso, el problema de la representación asintótica atañe a fun-
ciones que verican una ecuación diferencial en un sector determinado del
plano complejo. ¾Es suciente que un desarrollo asintótico verique la ecua-
ción diferencial dada para que represente asintóticamente a una solución de
la ecuación y solo a una? [56]: "Reriéndonos a las series asintóticas de po-
tencias, se ve que si uno se limita a considerar valores de la variable sólo a lo
largo de un rayo del plano complejo, un mismo desarrollo puede correspon-
der a funciones distintas. Pero esa ambigüedad desaparece si se estudia lo
que ocurre cuando la variable cubre el plano complejo. De hecho, si exigimos
que el desarrollo asintótico cumpla formalmente las mismas relaciones (ecua-
ciones diferenciales, recurrencias, etc.) que una función f(z) dada en cierto
sector,  < arg(z) < , del plano complejo, la correspondencia entre función
y desarrollo asintótico es biunívoca [16, pp. 19-20]. A la hora de representar
una función en el citado sector, el desarrollo asintótico es tan válido como
podría serlo una serie convergente. Su única desventaja es que no permite
asignar un valor numérico tan preciso como se desee a la función."
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1.7. Notas
Nota 1 [15, p. 10]. En sentido amplio, la expresión "obtener el compor-
tamiento asintótico de f(z) cuando z ! z0" signica "obtener información
de cualquier clase acerca de f(z) en la vecindad de z0". No obstante, el sig-
nicado usual de la citada expresión es "encontrar una función sencilla g(z)
que sea asintóticamente equivalente a f(z) cuando z ! z0." En este caso,
por "sencilla" se entiende que el cálculo de sus valores en la vecindad de z0
no resulte extremadamente dicultoso. En consecuencia, el signicado usual
de la expresión "fórmula asintótica de f(z) cuando z ! z0" es el de una
equivalencia asintótica: f(z)  g(z) (z ! z0).
Nota 2 [15, p. 10]. En el análisis asintótico, las relaciones de dominancia
fuerte (o) no son tan interesantes como las de dominancia débil (O) porque
ocultan mucha información acerca del comportamiento asintótico de una fun-
ción en la vecindad de un punto dado. Por ejemplo, además de saber que
f(z)=g(z) tiende a cero, también interesa conocer lo mejor posible la rapidez
de esa convergencia.
Nota 3 [66, p. 110]. La expresión
f(z) = g(z) + o(h(z)) (z ! z0); (1.224)
signica
f(z)  g(z) = o(h(z)) (z ! z0): (1.225)
Asimismo, la expresión
f(z) = g(z) +O(h(z)) (z ! z0); (1.226)
signica
f(z)  g(z) = O(h(z)) (z ! z0): (1.227)
Nota 4 [24, p. 209]. El concepto de desarrollo asintótico es muy dife-
rente del concepto de desarrollo de Taylor, no obstante ambos se confunden
frecuentemente. El error se debe a que se suele emplear la denominación
de "serie asintótica" para lo que debería llamarse desarrollo asintótico. El
concepto de desarrollo de Taylor hace referencia a la representación exacta
de una función en la vecindad de un punto del plano complejo por medio
de una serie de potencias convergente en dicha vecindad, de manera que tal
desarrollo corresponde a la función dada y solo a ella. El concepto de desa-
rrollo asintótico alude a la aproximación de una función dada en la vecindad
de un punto del plano complejo, hasta cierto orden de precisión, mediante
una "serie asintótica" o "serie formal" que puede o no ser convergente, y
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en general no lo es. Una consecuencia notable de este hecho (recordar 1.64,
1.65, 1.67, 1.68) es que dos o más funciones diferentes pueden tener el mismo
desarrollo asintótico relativo a una sucesión asintótica dada.
Nota 5 [45, p. 16], (ver deniciones 2, 8, 10). El uso del símbolo 
en lugar de  en la expresión de los desarrollos asintóticos de funciones se
justica del modo siguiente:
f(z) 
N 1X
n=0
ann(z) (z ! z0),
, f(z) 
N 1X
n=0
ann(z) = o(N 1) (z ! z0),
, lim
z!z0
f(z)  SN 1(z)
N 1(z)
= 0; (N = 1; 2; 3; :::); (1.228)
donde
SN 1(z) 
N 1X
n=0
ann(z); (N = 1; 2; 3; :::): (1.229)
Del carácter asintótico de la sucesión fng se deduce que para todo N =
1; 2; 3; :::,
lim
z!z0
N 1(z)
SN 1(z)
= 0; lim
z!z0
f(z)  SN 1(z)
SN 1(z)
= 0; (1.230)
de manera que
lim
z!z0
f(z)
SN 1(z)
= lim
z!z0
f(z)  SN 1(z)
SN 1(z)
+ 1 = 1; (1.231)
expresión equivalente a
f(z) 
N 1X
n=0
ann(z) (z ! z0): (1.232)
Nota 6 [45, p. 16, 17], (ver deniciones 8 y 10). Sobre el uso del símbolo
O en lugar de o en la denición de los desarrollos asintóticos de funciones.
La relación entre una función compleja dada f(z) y su desarrollo asintótico
se expresa de modo equivalente a la denición 8 mediante el símbolo O:
f(z) =
N 1X
n=0
ann(z) +O(N ) (z ! z0): (1.233)
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En efecto, poniendo FN 1(z)  f(z) PN 1n=0 ann(z), a partir de 1.228
(ver nota 5) se tiene:
lim
z!z0
FN 1(z)
N 1(z)
= lim
z!z0
FN 1(z)
N (z)
 N (z)
N 1(z)
= 0; (1.234)
donde debido al carácter asintótico de la sucesión fng,
lim
z!z0
N (z)
N 1(z)
= 0; (1.235)
por consiguiente, existe algún número real no negativo A tal que en alguna
vecindad de z0,
jFN 1(z)j  A jN (z)j ; (1.236)
quedando así justicada (1.233).
Nota 7 [18, p. 13, 14], (ver denición 11 y corolario 8). Una función
dada f(z) puede tener desarrollos asintóticos respecto de dos o más secuen-
cias asintóticas diferentes, equivalentes o no equivalentes en el sentido de
la denición 11. Algunos de tales desarrollos pueden ser convergentes, otros
divergentes.
Nota 8 (ver teorema 8). Por hipótesis, existen los desarrollos asintóticos
f(x) 
+1X
n=0
anx
 n = a0+a1x 1+a2x 2+a3x 3+::: (x! +1); (1.237)
f 0(x) 
+1X
n=0
bnx
 n = b0+b1x 1+b2x 2+b3x 3+::: (x! +1); (1.238)
donde los an son dados y se ha de demostrar que los bn están determinados
unívocamente por los an. A consecuencia de (1.237), (1.238) se tiene que
para todo N = 1; 2; 3; :::,
f(x) 
N 1X
n=0
anx
 n = o

x (N 1)

; (x! +1); (1.239)
f 0(x) 
N 1X
n=0
bnx
 n = o

x (N 1)

; (x! +1); (1.240)
lim
x!+1 f(x) = a0; limx!+1 f
0(x) = b0: (1.241)
Para cada N = 1; 2; 3; ::: se consideran las funciones
(N = 1) : g0(x)  f(x)  b0x;
(N = 2) : g1(x)  f(x)  (b0x+ b1 lnx);
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(N = 3) : g2(x)  f(x)  (b0x+ b1 lnx  b2x 1);
(N = 4) : g3(x)  f(x)  (b0x+ b1 lnx  b2x 1   1
2
b3x
 2);
:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: (1.242)
es decir,
g0(x)  f(x)  b0x;
gN 1(x)  f(x) 
 
b0x+ b1 lnx 
N 2X
n=1
bn+1
n
x n
!
;
(N = 2; 3; 4:::); (1.243)
donde se asume que el sumatorio en el paréntesis se anula cuando N = 2.
Las funciones g0(x), g1(x),... permanecen acotadas cuando x! +1 solo
si b0 = b1 = 0. En tal caso,
lim
x!+1 gj(x) = limx!+1 f(x) = a0; (j = 0; 1; 2; :::): (1.244)
Las primeras derivadas de estas funciones admiten la expresión
g0N 1(x) = f
0(x) 
N 1X
n=0
bnx
 n; (N = 1; 2; 3; :::): (1.245)
A partir de (1.240) y (1.245) se deduce
g0N 1(x) = o

x (N 1)

; (x! +1); (N = 1; 2; 3; :::); (1.246)
y
lim
x!+1 g
0
N 1(x) = limx!+1 f
0(x)  b0 = b0   b0 = 0: (1.247)
Aplicando el teorema 6, tenemosZ +1
x
g0N 1(t)dt = o
Z +1
x
t (N 1)dt

(x! +1); (1.248)
donde, habida cuenta de (1.239), para N = 1; 2 se tieneZ +1
x
g00(t)dt = g0(+1)  g0(x) = f(+1)  f(x) =
= a0   f(x) = o(1); (x! +1); (1.249)
Z +1
x
g01(t)dt = g1(+1)  g1(x) = f(+1)  f(x) =
= a0   f(x) = o(1); (x! +1); (1.250)
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y para N = 3; 4; 5; :::,
gN 1(+1)  gN 1(x) = a0   gN 1(x) = o
0@" t (N 2)
 (N   2)
#+1
x
1A =
= o

x (N 2)

(x! +1):(1.251)
Para obtener una expresión del desarrollo asintótico de f(x) en poten-
cias de x cuando x ! +1 hasta N   1 términos para todo N  1 donde
aparezcan los coecientes bn del desarrollo asintótico de su derivada f 0(x),
es necesario que las funciones gN 1(x) introducidas en (1.242), (1.243) per-
manezcan acotadas cuando x! +1. Sabemos que esta condición se verica
solamente si los dos primeros coecientes del desarrollo asintótico de la de-
rivada son nulos: b0 = b1 = 0. Entonces,
gN 1(x) = f(x) +
N 2X
n=1
bn+1
n
x n; (N = 1; 2; 3; :::): (1.252)
Comparando (1.251) con (1.252) se obtiene, después de cambiar N por
N + 1,
f(x) = a0  
N 1X
n=1
bn+1
n
x n + o

x (N 1)

(x! +1);
(N = 2; 3; 4; :::): (1.253)
Comparando (1.237) con (1.253) se tiene, habida cuenta de la unicidad
del desarrollo asintótico de una función relativo a una secuencia asintótica
dada,
bn =  (n  1)an 1; (n = 0; 1; 2; :::); (1.254)
quedando así probado que los coecientes bn del desarrollo asintótico de la
derivada f 0(x) están determinados unívocamente por los coecientes an del
desarrollo asintótico de la función f(x).
Nota 9. [15, p.14], [45, p. 7, 17]. (Ver teorema 10). Si la serie
P+1
n=0 anz
 n
converge para todo z tal que jzj >  > 0, se verica que
RN 
+1X
n=N
anz
 n = O
 
z n

(z !1); (1.255)
para todo N = 1; 2; 3; ::: y todo arg(z). Además, existe f(z) tal que
f(z) =
+1X
n=0
anz
 n; (jzj  p > ); (1.256)
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siendo p un número real positivo mayor que el radio de convergencia . En
particular, la serie converge para jzj = p, luego existe al menos un número
real positivo A tal queanp n < A; i. e. janj < Apn; 8n = 0; 1; 2; ::: (1.257)
La serie también converge para jzj = 2p, es decir, para pjzj 1 = 1=2.
Entonces se tiene que
+1X
n=N
anz
 n
 
+1X
n=N
janjjzj n < A
+1X
n=N
pnjzj n; (1.258)
donde
+1X
n=N
pnjzj n = pN jzj N
+1X
n=0

pjzj 1
n
= pN jzj N
+1X
n=0
(1=2)n = 2pN jzj N :
(1.259)
En consecuencia,
+1X
n=N
anz
 n
 < A^ z N  ; (N = 1; 2; 3; :::); (1.260)
donde A^  2ApN . Entonces, a partir de la igualdad
f(z) =
+1X
n=0
anz
 n =
N 1X
n=0
anz
 n +
+1X
n=N
anz
 n; (1.261)
se deduce que para todo N = 1; 2; 3; :::,f(z) 
N 1X
n=0
anz
 n
 =

+1X
n=N
anz
 n
 < A^ z N  ; (jzj > ): (1.262)
Aplicando la denición del símbolo de orden O, (1.262) equivale a
f(z) 
N 1X
n=0
anz
 n = O

z N

(z ! +1); (1.263)
es decir, (recordar nota 6) a
f(z) 
+1X
n=0
anz
 n (z !1): (1.264)
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Nota 10. [18, pp. 22,23,24]. (Ver teorema 11). La idea de la demostración
es la siguiente. Si N es nito, la suma
N 1X
n=0
ann(z) = f(z) (1.265)
existe y dene una función f(z) cuyo desarrollo asintótico es la propia suma:
f(z) 
N 1X
n=0
ann(z); (z ! z0): (1.266)
Si N = +1, existe para todo n = 0; 1; 2; ::: una función continua n(z)
tal que
jan+pn+p(z)n+p(z)j  2 p jann(z)j ; (1.267)
para todo p = 0; 1; 2; ::: y todo z en cierta vecindad Un de z0. Entonces, la
serie
+1X
n=0
ann(z)n(z) = f(z) (1.268)
es convergente y dene una función f(z) en la región D  C de existencia
de la secuencia asintótica fn(z)g+1n=0, siendo z0 un punto de acumulación de
D.
Entonces, tomando p = 0 en (1.267) y la expresión (1.268) de f(z) resulta:f(z) 
N 1X
n=0
ann(z)
 
+1X
n=N
jann(z)n(z)j 
 jaNN (z)j
+1X
n=N
2N n = 2 jaNN (z)j = 0 (N 1) (z ! z0); (1.269)
quedando así probado que
P+1
n=0 ann(z) es el desarrollo asintótico de la fun-
ción f(z) denida por (1.268).
Nota 11. [24, p. 210, 211] (ver teorema 12). La idea es que en el desarrollo
de Laurent de f(z) en 
0  fz; jzj > 0  Ag, i.e.
f(z) =
+1X
n= 1
bnz
n; (z 2 
0); (1.270)
para todo n = 1; 2; 3; :::, jbnj  M=n, donde  > 0 y M > 0 es tal que
jf(z)j < M para todo z tal que jzj  A. La existencia de M deriva del
desarrollo asintótico f(z) P+1n=0 anz n, del que resulta limz!1 f(z) = a0.
Haciendo tender ! +1, resulta que el desarrollo de Laurent queda redu-
cido a los términos de órdenes 0; 1; 2; :::, cuyos coecientes se identican
respectivamente con los coecientes a0, a1, a2,... del desarrollo asintótico de
f(z).
Capítulo 2
Ecuaciones diferenciales con
puntos singulares. Soluciones
globales
Este capítulo está dedicado al planteamiento y resolución del denomina-
do problema global o problema de conexión en las ecuaciones diferenciales
lineales de segundo orden con dos puntos singulares. La primera sección con-
tiene las deniciones y propiedades fundamentales necesarias para clasicar
los puntos singulares de las ecuaciones diferenciales lineales de segundo orden
con coecientes polinomiales y representar sus soluciones en la vecindad de
las singularidades. En la segunda sección planteamos formalmente el proble-
ma global y describimos uno de sus aspectos más interesantes conocido como
el fenómeno de Stokes. En la sección tercera se expone el método de Naun-
dorf de resolución del problema global en el cual se inspira nuestro método,
el método de los Wronskianos, cuyo desarrollo presentamos en las secciones
cuarta y quinta.
2.1. Ecuaciones diferenciales lineales de segundo or-
den con coecientes polinomiales
La ecuación diferencial ordinaria lineal homogénea de segundo orden
P0(z)y
00(z) + P1(z)y0(z) + P2(z)y(z) = 0; (z 2 C); (2.1)
donde P0(z), P1(z), P2(z) son polinomios de grados m0, m1, m2 respecti-
vamente que carecen de ceros comunes a los tres, es la llave que permite
resolver una amplia clase de problemas de la Mecánica Cuántica, entre los
cuales se encuentran los modelos de potenciales connantes que describen
con notable exactitud la interacción entre quarks. Es bien sabido que (2.1)
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puede llevarse a la forma estándar
y00(z) + P (z)y0(z) +Q(z)y(z) = 0; (z 2 C); (2.2)
de coecientes racionales
P (z) =
P1(z)
P0(z)
; Q(z) =
P2(z)
P0(z)
; (2.3)
que son en general funciones meromorfas en C, i. e. derivables (holomorfas)
en todo punto de C excepto en un conjunto discreto de polos. Al analizar las
propiedades de las soluciones, es conveniente transformar la ecuación (2.2)
en una ecuación donde es nulo el coeciente de la primera derivada y0,
y^00(z) + Q^(z)y^(z) = 0; (z 2 C); (2.4)
siendo
Q^(z) = Q(z)  1
4
P (z)2   1
2
P 0(z); (2.5)
mediante el cambio de la variable dependiente
y  ! y^; y = y^ exp

 1
2
Z
P (z)dz

: (2.6)
Se dice que (2.4) es la forma normal de (2.1)
2.1.1. Clasicación de los puntos singulares
Las propiedades de P (z), Q(z) determinan el comportamiento de las
soluciones de (2.1) en la vecindad de los polos de las funciones racionales P (z)
y Q(z). Estos polos pueden localizarse en puntos zi del plano nito o bien
en el innito1. En este último caso, el comportamiento de las soluciones en
una vecindad del innito se estudia aplicando a (2.2) el cambio de la variable
independiente
z  ! ;  = 1
z   z0 ; (2.7)
donde z0 es un punto nito arbitrario en el z-plano complejo, usualmente el
origen. La ecuación transformada
y00() + ~P ()y0(z) + ~Q()y() = 0; (2.8)
donde
~P ()  2 1    2P ( 1 + zi); ~Q()   4Q( 1 + zi); (2.9)
presenta en el origen  = 0 una singularidad del mismo tipo que z = 1 en
la ecuación (2.2).
2.1. ecuaciones diferenciales con coecientes polinomiales 55
Los puntos del z-plano complejo y el punto innito se clasican aten-
diendo al comportamiento de las funciones P (z), Q(z) en la vecindad de
cada uno. Los puntos en el plano nito donde P (z) y Q(z) son holomorfas
se denominan puntos ordinarios de la ecuación (2.1). En estos puntos, P (z)
y Q(z) poseen desarrollos en serie de Taylor y un comportamiento regular:
P (z) =
+1X
n=0
P (n)(zi)
n!
(z   zi)n; jz   zij < P ; (2.10)
Q(z) =
+1X
n=0
Q(n)(zi)
n!
(z   zi)n; jz   zij < Q: (2.11)
Esta denición se aplica a la ecuación (2.8) para establecer que el punto
innito z =1 es un punto ordinario de (2.1) si y solo si
P (z) =
2
z
+O(z 2); Q(z) = O(z 4); (z !1): (2.12)
Un punto z 2 C que no es punto ordinario se denomina punto singular
de la ecuación (2.1). Los puntos singulares se clasican atendiendo a los
desarrollos en serie de Laurent de las funciones P (z) y Q(z). En una vecindad
de cada singularidad zi del plano nito, P (z) y Q(z) pueden desarrollarse en
series de Laurent de (z   zi) cuyas partes principales constan de un número
nito de términos:
P (z) =
K1X
j=1
pj(z   zi) j +
+1X
=0
p  (z   zi) ; (pK1 6= 0);
(pj = pj(zi)); (p  = p  (zi)); (K1 = K1(zi)); (2.13)
Q(z) =
K2X
j=1
qj(z   zi) j +
+1X
=0
q  (z   zi) ; (qK2 6= 0);
(qj = qj(zi)); (q  = q  (zi)); (K2 = K2(zi)): (2.14)
Si la singularidad se localiza en el innito, en lugar de (2.13), (2.14) se
consideran las series de Laurent
P (z) =
K1X
j=1
pjz
j 2 +
+1X
=0
p z  2; (pK1 6= 0);
(pj = pj(1)); (p  = p  (1)); (K1 = K1(1)); (2.15)
Q(z) =
K2X
j=1
qjz
j 4 +
+1X
=0
q z  4; (qK2 6= 0);
(qj = qj(1)); (q  = q  (1)); (K2 = K2(1)): (2.16)
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Un punto nito zi es un punto singular regular de (2.1) si las series de
Laurent en zi (2.13), (2.14) tienen las formas
P (z) = p1(z   zi) 1 +
+1X
=0
p  (z   zi) ;
Q(z) = q2(z   zi) 2 + q1(z   zi) 1 +
+1X
=0
q  (z   zi) ; (2.17)
donde al menos uno de los coecientes p1, q1, q2 es no nulo. El punto innito
z =1 es un punto singular regular de (2.1) si y solo si las series de Laurent
en 1 (2.15), (2.16) toman las formas
P (z) = p1z
 1 +
+1X
=0
p z  2;
Q(z) = q2z
 2 + q1z 3 +
+1X
=0
q z  4; (2.18)
donde al menos uno de los coecientes p1, q1, q2 es no nulo. Los puntos
singulares regulares tales que
(p1   1)2   4q2 = 1
4
; (2.19)
reciben el nombre de puntos singulares elementales, en otro caso hablamos
de puntos singulares regulares no elementales. Un punto singular, nito o
innito, que no es regular recibe el nombre de punto singular irregular de
(2.1).
Una propiedad esencial para clasicar los puntos singulares de (2.1) es el
rango. La denición de H. Poincaré o rango de Poincaré es de uso común a
lo largo de esta memoria y nos referimos a él como rango del punto singular.
Si zi es una singularidad en el plano nito, su rango es
R(zi)  max f1;K1(zi);K2(zi)=2g   1; (2.20)
dondeK1(zi),K2(zi) son los valores máximosK1,K2 del índice de sumatorio
j en las partes principales de las series de Laurent (2.13) y (2.14) respecti-
vamente. Si la singularidad se localiza en el innito, su rango es
R(1)  max f1;K1(1);K2(1)=2g   1; (2.21)
donde K1(1), K2(1) son ahora los valores máximos K1, K2 del índice
de sumatorio j en las partes principales de las series de Laurent (2.15) y
(2.16) respectivamente. Los números introducidos por Ince para clasicar
las singularidades, denominados especies, equivalen al doble del rango de
Poincaré. De acuerdo con (2.20), (2.21), una singularidad regular tiene rango
de Poincaré igual a cero y una singularidad irregular tiene rango de Poincaré
mayor que cero.
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2.1.2. Representación de las soluciones en la vecindad de
puntos singulares
La solución general de (2.1) es igual a una combinación lineal de un sis-
tema fundamental de soluciones de la ecuación diferencial, sistema formado
por dos soluciones particulares linealmente independientes. En una vecindad
de un punto ordinario nito zi, toda solución es holomorfa porque existe un
sistema fundamental
y1(z) =
+1X
k=0
c1;k(z   zi)k;
y2(z) =
+1X
k=0
c2;k(z   zi)k; (2.22)
donde el radio de convergencia de cada una de las series de Taylor es mayor
o igual que el mínimo de los radios de convergencia de las series (2.10),
(2.11) correspondientes a P (z), Q(z) y los c1k, c2k se determinan mediante
relaciones de recurrencia. Si el punto ordinario se localiza en el innito, (2.22)
se reemplazan por
y1(z) =
+1X
k=0
c1;kz
 k;
y2(z) =
+1X
k=0
c2;kz
 k: (2.23)
En una vecindad de un punto singular regular, existen soluciones y(z)
que, si bien no son holomorfas, multiplicadas por una potencia de (z   zi)
(cuando la singularidad es nita) o de z (cuando la singularidad se encuen-
tra en el innito) de exponente  adecuado, dan lugar a funciones que se
representan mediante series de Taylor. Denominamos soluciones multiplica-
tivas de Taylor o bien soluciones de Frobenius a las soluciones de (2.1) así
denidas. Si zi es un punto singular regular localizado a distancia nita del
origen, existen soluciones Frobenius fy1; y2g linealmente independientes que
admiten representaciones locales
y1(z) = (z   zi)1
+1X
n=0
c1;n(z   zi)n;
y2(z) = (z   zi)2
+1X
n=0
c2;n(z   zi)n; (2.24)
cuando la diferencia entre 1 y 2, denominados exponentes característicos
de la singularidad, no es igual a un número entero. Si la diferencia 1   2
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es igual a un número entero, (2.24) ha de reemplazarse por
y1(z) = (z   zi)1
+1X
n=0
c1;n(z   zi)n;
y2(z) = (z   zi)1
+1X
n=0
c2;n(z   zi)n +Ay1(z) ln(z   zi); (2.25)
donde A es una constante compleja que puede ser nula. En uno y otro caso,
las series convergen en el disco de centro zi y radio igual a la distancia de
zi a la singularidad más próxima. Si la singularidad regular se localiza en el
innito, cuando 1   2 no es igual a un número entero, en vez de (2.24) se
tiene
y1(z) = z
1
+1X
n=0
c1;nz
 n;
y2(z) = z
2
+1X
n=0
c2;nz
 n; (2.26)
y cuando 1   2 es igual a un número entero, (2.25) ha de reeemplazarse
por
y1(z) = z
1
+1X
n=0
c1;nz
 n;
y2(z) = z
1
+1X
n=0
c2;nz
 n +Ay1(z) ln z; (2.27)
en ambos casos, las series convergen en una vecindad anular del innito. Los
valores numéricos de 1, 2 dependen de la posición de la singularidad regu-
lar y son soluciones de la ecuación de segundo grado denominada ecuación
indicial de la singularidad:
(  1) + p1+ q2 = 0: (2.28)
En una vecindad de un punto singular irregular, es posible encontrar
soluciones que admiten representaciones semejantes a las que se tienen en
una vecindad de una singularidad regular, a condición de que las series de
Taylor en (2.24), (2.25), (2.26), (2.27) sean reemplazadas por series de Lau-
rent. Las soluciones denidas por estas representaciones reciben el nombre
de soluciones de Floquet, o bien soluciones multiplicativas, porque resultan
multiplicadas por sendas constantes 1, 2 cuando la variable z describe un
circuito completo en el plano complejo en sentido antihorario alrededor de
la singularidad zi excluyendo a cualquier otro punto singular de la ecuación
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diferencial. Así, cuando la singularidad irregular zi es nita y la diferencia
1   2 no es igual a un número entero, en vez de (2.24) se tiene
y1(z) = (z   zi)1
+1X
n= 1
c1;n(z   zi)n;
y2(z) = (z   zi)2
+1X
n= 1
c2;n(z   zi)n; (2.29)
o bien, si 1   2 es igual a un número entero, en vez de (2.25) se tiene
y1(z) = (z   zi)1
+1X
n= 1
c1;n(z   zi)n;
y2(z) = (z   zi)1
+1X
n= 1
c2;n(z   zi)n +Ay1(z) ln(z   zi); (2.30)
donde las series convergen en el disco de centro la singularidad zi, excluida
ésta, y radio igual a la distancia de zi a la singularidad más próxima. Cuando
la singularidad irregular se localiza en el innito y la diferencia 1   2 no
es igual a un número entero, en vez de (2.26) se escribirá
y1(z) = z
1
+1X
n= 1
c1;nz
 n;
y2(z) = z
2
+1X
n= 1
c2;nz
 n; (2.31)
y si 1   2 es igual a un número entero, (2.27) se reemplaza por
y1(z) = z
1
+1X
n= 1
c1;nz
 n;
y2(z) = z
1
+1X
n= 1
c2;nz
 n +Ay1(z) ln z; (2.32)
donde las series convergen en una vecindad anular del innito y A es una
constante que, en casos particulares, puede ser cero. A diferencia de las singu-
laridades regulares, en el caso de las singularidades irregulares los coecientes
c1;n, c2;n verican un sistema innito de ecuaciones en diferencias lineales y
la ecuación que determina los valores de 1, 2 no es sencilla como (2.28).
Thomé descubrió que el comportamiento local de las soluciones de (2.1)
en una vecindad de una singularidad irregular de rango nito se representa de
manera más ventajosa mediante formas funcionales que son los desarrollos
asintóticos de soluciones particulares de la ecuación diferencial en ciertos
sectores del z-plano con vértice en la singularidad zi (cuando es nita) o en
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el origen (cuando la singularidad se localiza en el innito), y amplitud angular
i determinada por el rango de la singularidad. Los coecientes cs de los
términos de las series asintóticas en tales desarrollos pueden obtenerse de
modo recurrente, y los exponentes característicos 0, 1,... correspondientes
verican sistemas de ecuaciones algebraicas. Estos desarrollos asintóticos,
denominados soluciones de Thomé, son soluciones formales de (2.1), es decir,
si son sustituidos en la ecuación, ésta se verica. No obstante, las series
asintóticas asociadas con estos desarrollos son en general divergentes, de
modo que, a diferencia de las series de Taylor y de Laurent, no constituyen
representaciones exactas de soluciones de la ecuación diferencial. Si zi es una
singularidad irregular nita de rango entero R  1, las soluciones de Thomé
tienen la forma
y1(z) = (z   zi)1;0 exp
0@ RX
j=1
1;j
j
(z   zi) j
1A+1X
s=0
c1;s(z   zi)s;
y2(z) = (z   zi)2;0 exp
0@ RX
j=1
2;j
j
(z   zi) j
1A+1X
s=0
c2;s(z   zi)s; (2.33)
y reciben el nombre de soluciones de Thomé normales. Si el rango de la
singularidad nita es semientero, R  1=2, para la ecuación (2.4), forma
normal de (2.1), las soluciones de Thomé son
y^1(z) = (z   zi)1;0 exp
0@R+1=2X
j=1
1;j
j   1=2(z   zi)
 j+1=2
1A+1X
s=0
c1;s(z   zi)s=2;
y^2(z) = (z   zi)2;0 exp
0@R+1=2X
j=1
2;j
j   1=2(z   zi)
 j+1=2
1A+1X
s=0
c2;s(z   zi)s=2; (2.34)
y reciben el nombre de soluciones de Thomé subnormales. Si la singularidad
irregular se localiza en el innito, (2.33) ha de reemplazarse por
y1(z) = z
1;0 exp
0@ RX
j=1
1;j
j
zj
1A+1X
s=0
c1;sz
 s;
y2(z) = z
2;0 exp
0@ RX
j=1
2;j
j
zj
1A+1X
s=0
c2;sz
 s; (2.35)
y (2.34) ha de reemplazarse por
y^1(z) = z
1;0 exp
0@R+1=2X
j=1
1;j
j   1=2z
j 1=2
1A+1X
s=0
c1;sz
 s=2;
y^2(z) = z
2;0 exp
0@R+1=2X
j=1
2;j
j   1=2z
j 1=2
1A+1X
s=0
c2;sz
 s=2: (2.36)
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Dentro de la clase de ecuaciones diferenciales lineales de segundo orden,
para nosotros revisten interés particular las que, llevadas a la forma nor-
mal (2.4), presentan en el origen o en el innito una singularidad irregular
de rango entero, siendo ordinarios los demás puntos del plano nito. Si el
rango de una singularidad irregular es semientero, la ecuación (2.4) puede
transformarse en una ecuación también exenta del término en la primera
derivada
d2~y
d2
+ ~Q()~y() = 0; (2.37)
donde
~Q() = 42Q^(2)  3
42
; (2.38)
mediante los cambios de variables
z  ! ; z = 2;
y^  ! ~y; y^ = ~y1=2: (2.39)
La ecuación (2.37) presenta en  = 0 (resp.  = 1) una singularidad
irregular cuyo rango entero es igual al doble del rango de la singularidad
correspondiente en z = 0 (resp. z = 1). En la aplicación al modelo de
potencial connante que presentamos en esta memoria, el origen y el innito
son ambos puntos singulares de la ecuación diferencial, el origen puede ser
regular o irregular, el innito es en todo caso irregular y los rangos de uno y
otro son enteros. En estas condiciones, la ecuación diferencial de referencia
adopta la forma
u00(z) + q(z)u(z) = 0; (2.40)
donde
q(z) =
2NX
j=2M
qjz
j ; (2.41)
pudiendo ser M =  1; 2; 3; ::: y N = 0; 1; 2; :::, de manera que el rango
de z = 0 es
R(0) =  M   1; (2.42)
correspondiendo a M =  1 una singularidad regular en el origen y a M =
 2; 3; 4; ::: una irregular. El rango de z =1 es
R(1) = N + 1: (2.43)
Cuando z = 0 es un punto singular regular de (2.40), existe un sistema
fundamental de soluciones de la ecuación tal que al menos una de ellas es de la
forma multiplicativa de Taylor o solución Frobenius sin término logarítmico,
i.e. de la forma (2.24) con zi = 0:
u(z) = z
+1X
n=0
cnz
n; (z 2 C): (2.44)
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Cuando z = 0 es un punto singular irregular, existe un sistema funda-
mental de soluciones de (2.40) tal que al menos una de ellas es de la forma
multiplicativa o de Floquet sin término logarítmico, i.e. de la forma (2.29)
con zi = 0:
u(z) = z
+1X
n= 1
cnz
n; (z 2 C); (2.45)
así como dos sistemas fundamentales de soluciones formales. En una vecin-
dad de la singularidad irregular z = 1 existe un sistema fundamental de
soluciones formales de Thomé normales de la forma (2.35) a las que denomi-
namos soluciones formales de clase (a)
ua;k(z) = z
k exp
0@R(1)X
p=1

k)
p
p
zp
1A+1X
s=0
ak)s z
 s;
(
k)
R(1) 6= 0); (k = 1; 2); (2.46)
donde k sustituye a k;0, p = 1; 2; :::; R(1) a j = 1; 2; :::; R, k)p a k;j y
a
k)
s a ck;s. Para cada k = 1; 2, los parámetros 
k)
p verican el sistema de
ecuaciones
R(1) pX
j=0

k)
R(1) j
k)
p+j + qR(1) 2+p = 0;
(p = R(1); R(1)  1; :::; 2; 1; 0); (2.47)
de cuya resolución recurrente se obtienen las relaciones de antisimetría
1)p =  2)p ; (p = 0; 1; :::; R(1)): (2.48)
En una vecindad de la singularidad irregular z = 0 existe además un
sistema fundamental de soluciones formales de Thomé normales, i.e. de la
forma (2.33) con zi = 0, a las que denominamos convencionalmente solucio-
nes formales de clase (b)
ub; (z) = z
 exp
0@R(0)X
p=1

)
p
p
z p
1A+1X
s=0
a^)s z
 s;
(
)
R(0) 6= 0); ( = 3; 4); (2.49)
donde el índice  = 3; 4 sustituye a k = 1; 2,  a ;0, p = 1; 2; :::; R(0) a
j = 1; 2; :::; R, )p a k;j y a^
)
s a ck;s. Los parámetros 
)
p verican, para cada
 = 3; 4, el sistema de ecuaciones
R(0) pX
j=0

)
R(0) j
)
j+p+ qR(0) 2 p = 0; (p = R(0); R(0) 1; :::; 2; 1; 0); (2.50)
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de cuya resolución recurrente se obtienen las relaciones de antisimetría
3)p =  4)p ; (p = 0; 1; :::; R(0)): (2.51)
Las expresiones (2.44), (2.45) son representaciones exactas y unívocas de
soluciones particulares de la ecuación (2.40) en sendas vecindades comple-
tas del origen z = 0. Las expresiones (2.46), (2.49) son en cambio desarro-
llos asintóticos de ciertos sistemas fundamentales de soluciones, fua;1; ua;2g
y fub;3; ub;4g, de la ecuación, respectivamente válidos en ciertos sectores
fS1;p1 ; S2;p2g y fS3;p3 ; S4;p4g, que constituyen vecindades incompletas del in-
nito y el origen. Estos desarrollos no son en general representaciones exactas
de soluciones de la ecuación diferencial cuando z !1 o z ! 0 a lo largo de
cualquier rayo en el z-plano complejo, tampoco son unívocas, toda vez que
la correspondencia entre funciones complejas y desarrollos asintóticos no es
en general biyectiva.
2.2. El fenómeno de Stokes
A pesar del carácter generalmente no convergente y sectorialmente limi-
tado de los segundos miembros de (2.46), (2.49), la suma de un número de
términos no muy grande en las series asintóticas correspondientes a estas
expresiones genera valores precisos de ciertas soluciones de la ecuación di-
ferencial (2.40) cuando jzj es tan grande o pequeño respectivamente que la
convergencia de las series en (2.44), (2.45) es muy lenta. La representación
de una solución particular de (2.40) es completa si es válida en todo el z-
plano complejo, incluyendo los puntos singulares de la ecuación. Cuando tal
representación existe, armamos que la solución representada es una solu-
ción global de la ecuación diferencial. A n de obtener soluciones globales, es
necesario resolver el problema global o problema de conexión de la ecuación,
i. e. obtener las relaciones algebraicas que representan a las soluciones mul-
tiplicativas (2.44) o (2.45) como sendas combinaciones lineales de soluciones
formales de clase (a) (2.46) o de clase (b) (2.49):
u(z) = T1;p1u1(z) + T2;p2u2(z); z 2 S1;p1 \ S2;p2 ; (2.52)
u(z) = T3;p3u3(z) + T4;p4u4(z); z 2 S3;p3 \ S4;p4 ; (2.53)
donde p1, p2, p3, p4 son números enteros. Las expresiones (2.52), (2.53) son
las fórmulas de conexión de clases (a) y (b) respectivamente y los coecientes
Tk;pk (k = 1; 2) y T;p ( = 3; 4) que multiplican a las soluciones formales
en tales expresiones son los factores de conexión cuya determinación es equi-
valente a la resolución del problema global. Conocidos estos factores, las
fórmulas de conexión permiten describir el comportamiento de las solucio-
nes de la ecuación diferencial en todo el rango de valores complejos de la
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variable independiente z. Si la ecuación diferencial depende de un paráme-
tro, las fórmulas de conexión permiten además caracterizar el conjunto de
valores del parámetro para los cuales las soluciones globales presentan un
comportamiento regular en ambos puntos singulares. En las aplicaciones a
la Mecánica Cuántica, será posible obtener de este modo una caracteriza-
ción simple y general del espectro de energías, i. e. del conjunto de valores
del observable hamiltoniano para los cuales las soluciones de la ecuación de
Schrödinger representan estados físicamente aceptables de un sistema cuán-
tico.
Una consecuencia del carácter asintótico de las soluciones formales de
Thomé u (z), uk(z) es que al abandonar un sector de validez S;p (resp.
Sk;pk) variando arg z de modo continuo, una o ambas u (resp. uk;pk) pueden
dejar de ser desarrollos asintóticos de los mismos sistemas fundamentales de
soluciones fub; (z)g,  = 3; 4 (resp. fua;k(z)g, k = 1; 2) a los que represen-
tan en el sector abandonado, para convertirse en desarrollos asintóticos de
otros sistemas fundamentales de soluciones en el nuevo sector. Por ejemplo,
supongamos que las soluciones formales (2.46) representan a un sistema fun-
damental fua;1; ua;2g de soluciones en sendas vecindades sectoriales S1;p1 ,
S2;p2 del innito, i.e.
ua;1(z)  u1(z) = z1 exp
0@R(1)X
p=1

1)
p
p
zp
1A+1X
s=0
a1)s z
 s; (z !1); (z 2 S1;p1);
ua;2(z)  u2(z) = z2 exp
0@R(1)X
p=1

2)
p
p
zp
1A+1X
s=0
a2)s z
 s; (z !1); (z 2 S2;p2): (2.54)
Es posible que al modicar arg z abandonando el sector S1;p1 y pasando
al sector adyacente S1;p1+1 suceda que u1(z) no es el desarrollo asintótico de
ua;1(z) cuando z ! 1 en el nuevo sector S1;p1+1 y sí lo es de otra solución
ua;1(z) de la ecuación diferencial (2.40), vericándose en consecuencia
ua;1(z)  u1(z) = z1 exp
0@R(1)X
p=1

1)
p
p
zp
1A+1X
s=0
a1)s z
 s; (z !1);
(z 2 S1;p1+1); (2.55)
también es posible que al modicar arg z pasando del sector S2;p2 al sector
adyacente S2;p2+1 suceda que u2(z) no es el desarrollo asintótico de ua;2(z)
cuando z ! 1 en el nuevo sector S2;p2+1 y sí lo es de otra solución ua;2(z)
de la ecuación diferencial
ua;2(z)  u2(z) = z2 exp
0@R(1)X
p=1

2)
p
p
zp
1A+1X
s=0
a2)s z
 s; (z !1);
(z 2 S2;p2+1): (2.56)
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Entonces, para obtener una representación asintótica de cualquier solu-
ción particular de (2.40) en una región sectorial dada del z-plano mediante
las soluciones formales de Thomé de clase (a) fu1; u2g, es necesario que los
sectores de validez correspondientes a cada una S1;p1 , S2;p2 sean no disjuntos
y que su intersección contenga a la región de interés. Es decir, si u(z) es una
solución particular de la ecuación diferencial cuya representación exacta en
una base de soluciones fua;1; ua;2g viene dada por sendos factores constantes
complejos T1;p1 , T2;p2 ,
u(z) = T1;p1ua;1(z) + T2;p2ua;2(z); (z 2 C); (2.57)
y se verica (2.54), se tendrá la representación asintótica cuando z !1
u(z)  T1;p1u1(z) + T2;p2u2(z); (z !1); (z 2 S1;p1 \ S2;p2); (2.58)
con fu1(z); u2(z)g dadas en (2.46). Esta representación es válida en el sector
S1;p1 \ S2;p2 , no es válida necesariamente fuera de este sector. Por ejemplo,
si las relaciones (2.55), (2.56) se verican y los sectores correspondientes
no son disjuntos, para tener una representación asintótica de la misma so-
lución particular u(z) mediante las mismas soluciones formales de clase (a)
fu1; u2g cuando z !1 en el sector intersección S1;p1+1\S2;p2+1, la represen-
tación exacta (2.57) no es adecuada, debe reemplazarse por otra representa-
ción exacta en la base de soluciones fua;1; ua;2g cuyos desarrollos asintóticos
cuando z !1 en los sectores S1;p1+1, S2;p2+1 son u1 y u2 respectivamente.
Cuando tiene lugar este cambio sectorial de base en el espacio de soluciones
de la ecuación (2.40) permaneciendo invariante el sistema fundamental de
soluciones formales de clase (a), se produce un cambio en el valor de T1 o T2
al atravesar el rayo que separa dos sectores adyacentes. En lugar de (2.57)
ahora se tiene
u(z) = T1;p1+1ua;1(z) + T2;p2+1ua;2(z); (z 2 C); (2.59)
y en lugar de (2.58) se tiene
u(z)  T1;p1+1u1(z) + T2;p2+1u2(z); (z !1);
(z 2 S1;p1+1 \ S2;p2+1): (2.60)
Por consiguiente, cualquier solución particular de la ecuación diferen-
cial puede representarse asintóticamente cuando z ! 1 en cada sector no
vacío S1;p1 \ S2;p2 mediante una combinación lineal de las dos soluciones
formales de clase (a) dadas en (2.46). La importancia relativa de cada con-
tribución depende del signo de la parte real del exponente más alto kzR(1),
(k  k)R(1)), en los factores exponenciales de (2.46) correspondientes a
k = 1; 2. Los coecientes complejos T1;p1 , T2;p2 que multiplican a cada so-
lución formal en (2.58) reciben el nombre de coecientes de Stokes de clase
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(a) y sus valores pueden cambiar cuando arg z varía de modo continuo, per-
maneciendo constante jzj, al atravesar ciertos rayos del z-plano complejo, a
los cuales denominamos rayos de Stokes de clase (a). Cuando este cambio
sectorial de los coecientes de Stokes tiene lugar, se produce abruptamen-
te porque responde a un cambio de base en el espacio de soluciones de la
ecuación diferencial que deja invariante el sistema fundamental de soluciones
formales de clase (a). No obstante, este cambio abrupto de los coecientes de
Stokes no genera discontinuidad en la representación asintótica de la función
porque el cambio de uno u otro coeciente se produce cuando la solución for-
mal a la que multiplica es recesiva por decrecer exponencialmente, mientras
la solución formal multiplicada por el otro factor crece exponencialmente
cuando z ! 1. Estos cambios en los valores de los coecientes complejos
que multiplican a cada solución formal de Thomé en la representación asintó-
tica compuesta de una solución particular de una ecuación diferencial lineal
cuando el argumento de la variable independiente varía de modo continuo
recibe el nombre de fenómeno de Stokes en honor de su descubridor George
G. Stokes [60]. Para cada k = 1; 2, las líneas
<

kz
R(1) = 0; (2.61)
son líneas críticas de clase (a) sobre las cuales se produce un cambio en
el comportamiento asintótico de las soluciones formales de clase (a) cuando
z !1. Cuando <

1z
R(1)

cambia de signo, la solución formal u1(z) pasa
de recesiva a dominante o viceversa y, habida cuenta de (2.48), u2(z) pasa
de dominante a recesiva o viceversa.
Un razonamiento paralelo al antecedente nos lleva a establecer otra clase
de representaciones asintóticas de cualquier solución particular de la ecuación
diferencial (2.40) en regiones sectoriales del z-plano donde son válidas las
soluciones formales de clase (b) fu3; u4g dadas en (2.49)
u(z)  T3;p3u3(z) + T4;p4u4(z); (z ! 0); (z 2 S3;p3 \ S4;p4); (2.62)
donde los coecientes T3;p3 o T4;p4 , denominados coecientes de Stokes de
clase (b), pueden variar abruptamente de un sector a otro al atravesar ciertos
rayos denominados rayos de Stokes de clase (b). La importancia relativa de
uno y otro término en el segundo miembro de (2.62) depende ahora del signo
de la parte real del exponente más alto zR(0), (  )R(0)), en los factores
exponenciales de (2.49) correspondientes a  = 3; 4. Para cada  = 3; 4,
las líneas críticas de clase (b), en las cuales se produce un cambio en el
comportamiento asintótico de las soluciones formales de clase (b) fu3; u4g,
son, análogamente a (2.61),
<

z
R(0)

= 0: (2.63)
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La localización de los sectores de validez ha sido establecida por M. Kohno
[39]. Consideremos por ejemplo la variación discontinua del factor de cone-
xión T1;p1 cuando arg z cambia de manera continua al atravesar ciertos rayos
(fenómeno de Stokes). Para que este cambio brusco no afecte a la conti-
nuidad de la solución u(z) representada asintóticamente mediante (2.58), es
necesario y suciente que las partes real e imaginaria de la solución formal
u1(z) a la cual dicho factor multiplica tengan un comportamiento evanes-
cente cuando jzj crece indenidamente (z ! 1) sobre los rayos en los que
se produce la discontinuidad de Stokes, i.e. que u1(z) sea recesiva sobre los
rayos de Stokes del factor T1;p1 . Esta condición se cumple si
=

1z
R(1) = 0; y < 1zR(1) < 0; (2.64)
es decir, si
arg

1z
R(1) = (2p1 + 1); (p1 2 Z); (2.65)
y una condición semejante se tiene sobre los rayos de Stokes del factor T2;p2 .
Por consiguiente, para cada k = 1; 2, los rayos de Stokes de clase (a)
 !s k;pk tienen argumentos
k;pk  arg( !s k;pk) =
(2pk + 1)   arg(k)
R(1) ; (pk 2 Z); (2.66)
y los sectores de validez de las soluciones formales de clase (a) limitados por
sendos rayos de Stokes consecutivos
Sk;pk =
n
z 2 C;
arg kzR(1)  2pk < o ; (pk 2 Z); (2.67)
tienen amplitudes angulares
k;pk =
2
R(1) : (2.68)
Análogamente, para cada solución formal de clase (b) ( = 3; 4) se tienen
los sectores de validez
S;p =
n
z 2 C;
arg z R(0)  2pk < o ; (p 2 Z): (2.69)
Los rayos de Stokes de clase (b) que separan sectores contiguos S;p ,
S;p+1 tienen argumentos
;p  arg( !s ;p ) =
(2p + 1)   arg( )
 R(0) ; (2.70)
y las amplitudes angulares de los sectores S;p son
;p =
2
R(0)
: (2.71)
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A modo de ejemplo consideremos el comportamiento a grandes valores
de jzj de las soluciones de la ecuación diferencial de Bessel de orden cero,
cuya forma estándar es
d2y
dz2
+
1
z
dy
dz
+ y(z) = 0; (z 2 C); (2.72)
que llevamos a la forma normal
d2u
dz2
+

1 +
1
4z2

u(z) = 0; (z 2 C); (2.73)
mediante el cambio de la variable dependiente
y  ! u; y = z1=2u: (2.74)
A partir de (2.17), (2.20) establecemos que el origen (z = 0) es el único
punto singular de la ecuación de Bessel en el z-plano nito, es también un
punto singular regular (rango R(0) = 0). Asimismo, a partir de (2.18), (2.21)
establecemos que en el punto innito la ecuación presenta una singularidad
irregular de rango R(1) = 1 que, siendo entero, hace innecesario un nuevo
cambio de variables (2.39).
En una vecindad del innito, la ecuación (2.73) admite por tanto un sis-
tema fundamental de soluciones de Thomé normales, i.e. soluciones formales
(de clase (a)) de la forma (2.35)
u1(z) = z
1 exp(1z)
+1X
s=0
a1)s z
 s;
u2(z) = z
2 exp(2z)
+1X
s=0
a2)s z
 s; (2.75)
donde para cada k = 1; 2 utilizamos la notación k  k;0  k)0 , k  k;1 

k)
1 , a
k)
s  ck;s. Los valores de 1, 2, 1, 2 y la recurrencia vericada por
los coecientes ak)s se obtienen sustituyendo (2.75) en (2.73):
1 = 2 = 0; 1 = i; 2 =  i; (2.76)
21sas = (s  1=2)2as 1; (s 2 Z); (a0 6= 0);
(a 1 = a 2 = ::: = 0): (2.77)
La recurrencia (2.77) es soluble analíticamente, dando lugar al sistema
fundamental de soluciones formales de (2.72)
y1(z) =

2

1=2
exp(iz   i=4)
+1X
s=0
~as( i)sz s 1=2;
y2(z) =

2

1=2
exp( iz + i=4)
+1X
s=0
~asi
sz s 1=2; (2.78)
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donde
~as  ( (s+ 1=2))
2
s!2s
: (2.79)
Cambiando sucesivamente en (2.78)
z  ! zei; z  ! ze i; (2.80)
se obtienen las relaciones de prolongación analítica
y1

zei

=  y2(z); y1

ze i

= y2(z);
y2

zei

= y1(z); y2

ze i

=  y1(z): (2.81)
Las líneas críticas dadas en (2.61) son ahora
<(1z) = <(iz) = <( =(z) + i<(z)) =  =(z) = 0;
<(2z) = <( iz) = <(=(z)  i<(z)) = =(z) = 0; (2.82)
se localizan en el eje real, de manera que en el semiplano superior =z > 0
la solución formal y1 es recesiva e y2 es dominante, intercambiando sus com-
portamientos en el semiplano inferior =z < 0. Toda solución particular de
la ecuación de Bessel (2.72) tiene un desarrollo asintótico compuesto cuan-
do z ! 1 formado por una combinación lineal de y1(z), y2(z) dadas por
(2.78) en sectores de validez que son intersecciones no vacías de los sectores
de validez (2.67) de cada una de las soluciones formales:
S1;p1 = fz 2 C; j arg(iz)  2p1j < g ; (p1 2 Z);
S2;p2 = fz 2 C; j arg( iz)  2p2j < g ; (p2 2 Z): (2.83)
Los rayos de Stokes dados por (2.66) son
1;p1 = (2p1 + 1)   arg(1) = (2p1 + 1)   =2; (p1 2 Z);
2;p2 = (2p2 + 1)   arg(2) = (2p2 + 1) + =2; (p2 2 Z); (2.84)
correspondiendo a la primera hoja de Riemann los rayos
1;0 =

2
; 2; 1 =  
2
: (2.85)
Una solución de la ecuación de Bessel (2.72) es la función de Bessel de
primera especie y orden cero
J0(z) =
+1X
n=0
( 1)n
(n!)2

1
2
z
2n
; (2.86)
que es una función entera par de z. J0(z) es la única solución particular de
(2.72) holomorfa en el origen que tiene en ese punto z = 0 el valor 1 (ver por
ejemplo [49]).
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El problema de formar la integral general de la ecuación de Bessel (2.72),
y determinar con ella cualquiera de sus soluciones particulares, queda resuel-
to introduciendo la función de Bessel de segunda especie y orden cero (por
ejemplo, [2, página 360, expresión 9.1.11])
Y0(z) =
2

ln

1
2
z

J0(z)  1

+1X
k=0
2 (k + 1)

 14z2
k
(k!)2
; (2.87)
donde  es la función digamma, derivada logarítmica de la función gamma
de Euler (por ejemplo, [2, página 258, expresiones 6.3.1, 6.3.2, página 255,
expresión 6.1.3])
 (z) =
d (ln  (z))
dz
=
 0(z)
 (z)
;
 (1) =   =  0; 5772156649:::;
 (n) =   +
n 1X
k=1
k 1; (n = 2; 3; :::); (2.88)
siendo  la constante de Euler.
No obstante, en el estudio del comportamiento asintótico de las solu-
ciones de la ecuación de Bessel resulta más cómodo partir de otro sistema
fundamental de soluciones. En concreto, las soluciones particulares de (2.72)
que tienen el comportamiento asintótico más sencillo cuando z !1 son las
denominadas funciones de Bessel de tercera especie y orden cero o funciones
de Hankel de orden cero H
1)
0 (z), H
2)
0 (z). Estas funciones pueden introducirse
a partir de J0(z), Y0(z) (ver por ejemplo [49, página 13])
H
1)
0 (z) = J0(z) + iY0(z);
H
2)
0 (z) = J0(z)  iY0(z); (2.89)
de manera que
J0(z) =
1
2
H
1)
0 (z) +
1
2
H
2)
0 (z);
Y0(z) =
1
2i
H
1)
0 (z) 
1
2i
H
2)
0 (z): (2.90)
Los desarrollos asintóticos de H1)0 (z), H
2)
0 (z) se obtienen a partir de las
representaciones integrales de esas funciones (ver por ejemplo [63, página
198]),
H
1)
0 (z) 

2
z
1=2
eiz i=4
+1X
n=0
( 1)n(0; n)
(2iz)n
;
(z !1); (  < arg z < 2); (2.91)
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H
2)
0 (z) 

2
z
1=2
e iz+i=4
+1X
n=0
(0; n)
(2iz)n
;
(z !1); ( 2 < arg z < ); (2.92)
donde
(0; n) =
 (n+ 1=2)
n! ( n+ 1=2) ; (n = 0; 1; 2; :::): (2.93)
Utilizando propiedades elementales de la función  (z) (por ejemplo, [2,
página 256, expresiones 6.1.15, 6.1.17]) es inmediato vericar que los desa-
rrollos asintóticos (2.91), (2.92) de las funciones de Hankel de orden cero
coinciden con las soluciones formales (2.78) de la ecuación de Bessel de or-
den cero (2.72) que prescribe la teoría de las singularidades irregulares de
las ecuaciones diferenciales lineales:
H
1)
0 (z)  y1(z); (z !1); (  < arg z < 2);
H
2)
0 (z)  y2(z); (z !1); ( 2 < arg z < ): (2.94)
Consecuencia inmediata de la primera expresión (2.90) y de (2.94) es el
desarrollo asintótico compuesto de la función de Bessel de primera especie y
orden cero en el plano completo excepto el semieje real negativo:
J0(z)  1
2
y1(z) +
1
2
y2(z); (z !1); (  < arg z < ): (2.95)
A n de obtener desarrollos asintóticos de J0(z) válidos en sectores que
incluyen al semieje real negativo se tiene en cuenta que, a consecuencia de
(2.86) y (2.95),
J0(z) = J0(ze
i)  1
2
y1(ze
i) +
1
2
y2(ze
i);
(z !1); (  < arg(zei) < ); (2.96)
es decir, aplicando las relaciones de prolongación analítica (2.81),
J0(z)  1
2
y1(z)  1
2
y2(z); (z !1); ( 2 < arg z < 0):) (2.97)
También a consecuencia de (2.86) y (2.95) se tiene
J0(z) = J0(ze
 i)  1
2
y1(ze
 i) +
1
2
y2(ze
 i);
(z !1); (  < arg(ze i) < ); (2.98)
y aplicando de nuevo las relaciones (2.81),
J0(z)   1
2
y1(z) +
1
2
y2(z); (z !1); (0 < arg z < 2):) (2.99)
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La comparación de los desarrollos asintóticos completos (2.95) y (2.99)
en el sector de validez común 0 < arg z <  pone en evidencia el fenómeno
de Stokes: el coeciente T1 que multiplica a y1(z) cambia abruptamente su
valor de 1=2 a  1=2 según se considere uno u otro desarrollo. En este sector,
limitado por las líneas críticas arg z = 0, arg z =  y cuya bisectriz es el
rayo de Stokes arg z = =2 (véase la gura 2:1), el cambio brusco de T1 no
afecta a la representación asintótica de J0(z), pues dado el carácter recesivo
de y1(z) y dominante de y2(z), los segundos miembros de (2.95) y (2.99) son
asintóticamente iguales.
S1,0
Re z
Im z
Figura 2.1: El rayo de Stokes arg(z) = =2 separa los sectores de validez adyacentes
S1;0:  3=2 < arg(z) < =2 y S1;1: =2 < arg(z) < 5=2 de los factores de conexión T1;0
y T1;1 en la ecuación de Bessel de orden cero. S1;0 cubre tres cuartas partes de la primera
hoja de Riemann, S1;1 cubre la cuarta parte restante.
Asimismo, el fenómeno de Stokes se maniesta al comparar los desarrollos
(2.95) y (2.97) en el sector de validez común   < arg z < 0, donde el
coeciente T2 que multiplica a y2(z) cambia abruptamente su valor de 1=2 a
 1=2 según se utilice uno u otro desarrollo para representar asintóticamente
a la función J0(z). Tampoco en este sector, limitado por las líneas críticas
arg z =  , arg z = 0 y cuya bisectriz es el rayo de Stokes arg z =  =2
(véase la gura 2:2), el cambio abrupto de T2 afecta a la representación
asintótica de J0(z), pues dado el carácter recesivo de y2(z) y dominante de
y1(z), los segundos miembros de (2.95) y (2.97) son asintóticamente iguales.
2.3. MÉTODODE NAUNDORF DE SOLUCIÓN DEL PROBLEMAGLOBAL73
S2,0
Re z
Im z
Figura 2.2: El rayo de Stokes arg(z) =  =2 separa los sectores de validez adyacentes
S2; 1:  5=2 < arg(z) <  =2 y S2;0: =2 < arg(z) < 3=2 de los factores de conexión
T2; 1 y T2;0 en la ecuación de Bessel de orden cero. S2;0 cubre tres cuartas partes de la
primera hoja de Riemann, S2; 1 cubre la cuarta parte restante.
2.3. Método de Naundorf de solución del problema
global
El método de Naundorf se aplica a las ecuaciones diferenciales lineales
de segundo orden con sendos puntos singulares irregulares en el origen y en
el innito, o bien uno irregular (el innito) y otro regular (el origen). Estas
ecuaciones pueden llevarse a la forma canónica
t2
d2w
dt2
+
0@ RX
j= r
ajt
j
1A tdw
dt
+
0@ 2RX
j= 2r
bjt
j
1Aw = 0; (2.100)
donde r, R son los rangos enteros de los puntos singulares t = 0 y t = 1
respectivamente (0  r), (0 < R < +1), r = 0 si el origen es regular.
La ecuación (2.100) admite soluciones en serie de potencias (soluciones
multiplicativas)
w(t) =
+1X
n= 1
cnt
n+; (0 < jtj < +1); ( = 1; 2); (2.101)
cuyos coecientes cn y exponente característico  se determinan a partir de
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la recurrencia de orden 2(R+ r) (2R si el origen es regular)
(n+ )(n+   1)cn +
RX
j= r
aj(n+   j)cn j +
2RX
j= 2r
bjcn j = 0; (2.102)
resultante de sustituir (2.101) en (2.100) (ver nota 12). Nosotros estamos
interesados en aquella solución que tiene un comportamiento regular en el
origen.
Asimismo, la ecuación admite dos soluciones formales, i. e., soluciones
representadas por sus desarrollos asintóticos cuando t! +1
wk)asy(t)  exp
0@ RX
j=1

k)
j
j
tj
1A tk +1X
s=0
hk)s t
 s; (t! +1); (k = 1; 2);
(2.103)
donde se utilizará la notación k  k)R . La sustitución de (2.103) en (2.100)
conduce a la ecuación
2 + aR+ b2R = 0; (2.104)
que determina los dos valores de k, y a un sistema de ecuaciones que permite
el cálculo recurrente de los k)j restantes y de k. También se obtiene la
recurrencia de orden 2(R + r) vericada por los coecientes hk)s de la serie
asintótica:
2R 2X
j= 2r 2
'
k)
j+r+1h
k)
s+j+2 +
RX
j= r

k)
j (k   s  j)hk)s+j +
+ [k (k   1) + s (s  2k + 1)]hk)s = 0; (s = 0; 1; 2; :::);
(h
k)
0 = 1); (k = 1; 2); (2.105)
donde 'k)j , 
k)
j son funciones algebraicas de 
k)
j , aj , bj .
El problema de conexión para la ecuación diferencial (2.100) consiste en
obtener, para un rayo dado (arg(t) jo), los factores T )k que permiten expre-
sar las relaciones entre el sistema de soluciones multiplicativas y el sistema
de soluciones formales de la ecuación diferencial (relaciones de conexión):
w(t) =
2X
k=1
T
)
k w
k)
asy(t); ( = 1; 2); (2.106)
de manera que, una vez determinadas las constantes Tk, la sustitución de
(2.103) en (2.106) dará como resultado el desarrollo asintótico completo de
las soluciones multiplicativas (2.101) cuando t ! 1 en sectores que depen-
den de R y k.
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En síntesis [31, p. 3194] el procedimiento de Naundorf consiste en obtener
2R series formales de potencias independientes (véase (2.121)), con índice en-
tero que recorre el intervalo de  1 a +1, de comportamientos asintóticos
bien denidos, y cuyos coecientes f (k;L)n son utilizados como una base en el
subespacio 2R-dimensional del espacio de soluciones de la recurrencia (2.102)
donde estas series formales reeemplazan a los desarrollos asintóticos (2.103).
A n de obtener esta base, Naundorf sustituye, en las expresiones (2.103)
de w1)asy, w
2)
asy, el término exponencial que determina sus comportamientos
asintóticos respectivos por R expansiones formales independientes del tipo
serie exponencial de Heaviside que corresponden a las determinaciones de
la raíz R-ésima de tR. La multiplicación de estas expansiones formales por
las series de Taylor de los restantes términos exponenciales y por las series
asintóticas en (2.103) produce 2R expansiones formales cuyos coecientes
verican la recurrencia mencionada, teniéndose de este modo la base reque-
rida. Comparando 2R coecientes consecutivos de la expresión (2.101) de
w en serie de potencias con los coecientes análogos de los elementos de la
base, se establece un sistema de 2R ecuaciones lineales cuya solución permite
obtener los factores de conexión.
Para unos valores dados de los factores de conexión T )k , las relaciones
(2.106) no son válidas en general para todo valor de arg(t). La validez de
las relaciones de conexión queda restringida a regiones sectoriales del plano
complejo limitadas por rayos denominados rayos de Stokes a causa del deno-
minado fenómeno de Stokes (véase la sección 2:2). En la ecuación canónica
de Naundorf (2.100), el fenómeno de Stokes consiste en que los factores de
conexión Tk que intervienen en los desarrollos asintóticos de las soluciones
multiplicativas (2.101) toman valores que dependen de arg(t) y cambian de
modo discontinuo cuando arg(t) varía de modo continuo manteniendo cons-
tante jtj. Las variaciones discontinuas de Tk ocurren cuando arg(t) alcanza
ciertos valores que corresponden a otros tantos rayos en el plano complejo
de la variable t: estos son los rayos de Stokes. El cambio brusco de T1 se
produce cuando la función w1)asy(t) a la que multiplica es despreciable frente
a w2)asy(t), y recíprocamente, el cambio brusco de T2 se produce cuando la
función w2)asy(t) a la que multiplica es despreciable frente a w
1)
asy(t).
Para cada ; k = 1, 2, los factores de conexión de w(t) con w
k)
asy(t) son
las constantes T )k;pk (pk 2 Z), denidas en los sectores
Sk;pk 
n
t 2 C;
arg ktR  2pk < o ; (2.107)
denominados sectores de validez, tales que en cada uno de ellos se verican
las relaciones de conexión (2.106). Por consiguiente, los sectores de validez
de las fórmulas de conexión corresponden a las intersecciones no vacías de
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los sectores Sk;pk :
S(p1; p2)  S1;p1 \ S2;p2 ; (p1; p2 2 Z): (2.108)
Los argumentos de los rayos de Stokes ~sk;pk que separan a sectores adya-
centes Sk;pk y Sk;pk+1 se obtienen a partir de (2.107):
k;pk  arg (~sk;pk) =
(2pk + 1)   arg(k)
R
; (2.109)
de donde resulta que la amplitud angular de estos sectores está determinada
por el rango de la singularidad del innito:
k;pk =
2
R
; (k = 1; 2); (pk 2 Z): (2.110)
La idea fundamental del método de Naundorf es que puede obtenerse
información precisa acerca de los factores T )k mediante las relaciones de
conexión (2.106) comparando el desarrollo (2.101) de w(t) en serie de po-
tencias tn+, donde n toma los valores enteros en el intervalo ( 1;+1), con
los desarrollos formales (2.103) de wk)asy(t) (k = 1; 2) que dependen de series
asintóticas en potencias t s, donde s toma los valores enteros del intervalo
(0;+1). A tal n, es necesario disponer de representaciones asintóticas de
w
k)
asy(t) que dependan de series de potencias de t cuyo índice entero recorra
también el intervalo completo ( 1;+1). En el método de Naundorf, esas
representaciones se obtienen a partir de la serie exponencial de Heaviside [37]
+1X
n= 1
tn+
(n+ )!
; (2.111)
que es igual a exp(t) para todo valor entero de  y diverge para todo t 2 C
y todo  no entero, aunque verica la relación asintótica
exp(t) 
+1X
n= 1
tn+
 (n+ 1 + )
; (t!1);
j arg(t)j < ; (t;  2 C); (2.112)
cuyo signicado es
(i)
P+1
n=0 t
n+= (n+ 1 + ) es una función entera, y
(ii)
P 1
n= 1 tn+= (n + 1 + ) es el desarrollo asintótico de la función
exp(t) P+1n=0 tn+= (n+1+) cuando t!1 en el sector   < arg(t) < .
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Para cada k = 1; 2, el desarrollo de Heaviside del factor exp(ktR) 
exp(
k)
R t
R) en (2.103) conduce, debido al carácter multivaluado de la raíz
R-ésima, a R desarrollos asintóticos linealmente independientes
exp

k
R
tR


+1X
n= 1
(k=R)
n+(+L)=R
(n+ ( + L)=R)!
tnR+L+; jtj ! +1;arg ktR < ; (L = 0; 1; :::; R  1); (2.113)
donde la condición
arg ktR <  corresponde a cualquier rayo dentro
del sector Sk;0 (ver (2.107)). El producto de (2.113) por la serie de Taylor
de exp
PR 1
j=1 
k)
j t
j=j

da como resultado, para cada L = 0; 1; :::; R   1, la
expansión del factor exponencial en el desarrollo asintótico (2.103)
exp
0@ RX
j=1

k)
j
j
tj
1A  +1X
n= 1
g(k;L)n t
n+; (t!1); (t 2 Sk;0); (2.114)
donde para todo n 2 Z, R = 1; 2; 3; :::,
g(k;L)n =
[(n L)=R]X
p= 1
aRp+L b
R)
n L Rp; (2.115)
aRp+L =
(k=R)
p+(+L)=R
(p+ ( + L)=R)!
; (2.116)
siendo bR)n L Rp los coecientes del desarrollo de Taylor de exp
PR 1
j=1 jt
j=j

exp
0@R 1X
j=1
j
j
tj
1A = +1X
m=0
bR)m t
m; (0 < jtj < +1); (2.117)
es decir,
b
R)
0 = 1;
b
R)
1 = 1=1!;
b
R)
2 =

21 + 2

=2!;
b
R)
3 =

31 + 312 + 23

=3!;
:::::::::::::::::::::::::::::::::::::::::::::::: (2.118)
al efectuar el cambio de índice m ! n   L   Rp. Para cada k = 1; 2, los
coecientes g(k;L)n en el segundo miembro de (2.114) constituyen un sistema
fundamental de soluciones de la recurrencia [43, p. 161]
(n+ )gk)n =
RX
j=1

k)
j g
k)
n j ; (n 2 Z); (2.119)
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que se obtiene derivando (2.114) respecto a t.
El desarrollo (2.114) se extiende a otros sectores Sk;pk teniendo en cuenta
que si t pertenece a un sector Sk;pk , entonces t exp( i2pk=R) pertenece al
sector Sk;0:
exp
0@ RX
j=1

k)
j
j
tj
1A  exp i2pk L+ 
R
 +1X
n= 1
g(k;L)n t
n+;
(t!1); (t 2 Sk;pk); (L = 0; 1; :::; R  1): (2.120)
La multiplicación formal del desarrollo (2.114) por t y por la expansión
asintótica en el segundo miembro de (2.103) conduce, para cada k = 1; 2, a
los R desarrollos asintóticos [43, p. 161]
wk)asy(t) 
+1X
n= 1
f (k;L)n t
n+; (t!1); (t 2 Sk;0);
(L = 0; 1; :::; R  1); (2.121)
donde
f (k;L)n =
+1X
s=0
g
(k;L)
n+s h
k)
s ; (n 2 Z); (2.122)
y  se elige de manera que
 =   k: (2.123)
La convergencia de la serie en el segundo miembro de (2.121) se establece
[43, p. 171] aplicando un teorema de Perron sobre recurrencias lineales a las
recurrencias (2.105) y (2.119) vericadas por hk)s y g
k)
n respectivamente. No-
sotros hemos utilizado ese teorema para vericar la convergencia de nuestro
método de cálculo de los factores de conexión (véanse las secciones 2.4, 2.5
y el apéndice A).
Ahora es posible comparar en las relaciones de conexión (2.106) las ex-
pansiones (2.101) de w(t) y (2.121) de w
k)
asy(t), dando como resultado que los
coecientes cn en los desarrollos de las soluciones multiplicativas dependen
linealmente de los f (k;L)n [43, p. 162]
cn =
2X
k=1
R 1X
L=0
k;Lf
(k;L)
n ; (n 2 Z); (2.124)
para todo n a partir de cierto N , de manera que
RX
j= r
jaj(n+ 2R  j + )j+
2RX
j= 2r
jbj j < j(n+ 2R+ )(n+ 2R  1 + )j :
(2.125)
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En el primer miembro de las relaciones de conexión (2.106) para los
sectores Sk;0 se reemplaza w(t) por la expansión
w(t) =
+1X
n= 1
2X
k=1
R 1X
L=0
k;Lf
(k;L)
n t
n+; (0 < jtj < +1); ( = 1; 2);
(2.126)
y en el segundo miembro de (2.106) las wk)asy(t) son reemplazadas por las
expansiones (2.121), es decir, para cada  = 1; 2, y cada L = 0; 1; :::; R  1,
2X
k=1
T
)
k;0w
k)
asy(t) 
+1X
n= 1
2X
k=1
T
)
k;0f
(k;L)
n t
n+; (t!1); (t 2 Sk;0):
(2.127)
Comparando los segundos miembros de (2.126) y (2.127) se obtiene la
expresión
T
)
k;0 =
R 1X
L=0
k;L; (; k = 1; 2); (2.128)
válida en el sector Sk;0. En otros sectores Sk;pk se obtiene
T
)
k;pk
=
R 1X
L=0

pk)
k;L; (; k = 1; 2); (pk 2 Z); (2.129)
donde pk)k;L verican la relación semejante a (2.124)
cn =
2X
k=1
R 1X
L=0

pk)
k;Lf
(k;L)
n;pk
; (n 2 Z); (2.130)
siendo f (k;L)n , para cada k = 1; 2, los coecientes en los R desarrollos asintó-
ticos análogos a (2.121)
wk)asy(z) 
+1X
n= 1
f (k;L)n;pk t
n+; (t!1); (t 2 Sk;pk);
(L = 0; 1; :::; R  1); (2.131)
que resulta de la multiplicación formal del desarrollo (2.120) por tk y por
la expansión asintótica en el segundo miembro de (2.103), de manera que en
vez de (2.122) se tiene ahora
f (k;L)n;pk = exp

 i2pk

L+   k
R

f (k;L)n ; (n 2 Z); (2.132)
siendo f (k;L)n;0 = f
(k;L)
n .
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Sustituyendo (2.132) en (2.130) se obtiene la expresión de cn
cn =
2X
k=1
R 1X
L=0

pk)
k;L exp

 i2pk

L+   k
R

f (k;L)n ; (n 2 Z); (2.133)
que comparada con (2.124) para cada k = 1; 2 y L = 0; 1; :::; R  1, da lugar
a expresiones de las constantes  válidas en todo sector Sk;pk

pk)
k;L = exp

i2pk

L+   k
R

k;L; (pk 2 Z): (2.134)
Llevando (2.134) a (2.129) se obtiene nalmente la expresión de los fac-
tores de conexión en cualquier sector Sk;pk
T
)
k;pk
=
R 1X
L=0
exp

i2pk

L+   k
R

k;L; (; k = 1; 2); (pk 2 Z):
(2.135)
Cuando la variable independiente t recorre un rayo de Stokes que separa
dos sectores adyacentes Sk;pk y Sk;pk+1, se adopta como valor del factor de
conexión la semisuma de los valores que toma el mismo factor en ambos
sectores, es decir, para cada ; k = 1; 2, para cada pk 2 Z,
T
)
k (~sk;pk) =
1
2

T
)
k;pk
+ T
)
k;pk+1

: (2.136)
La resolución numérica del sistema de ecuaciones (2.124), donde fk;Ln son
dados por (2.123), permite a Naundorf calcular los coecientes k;L y obte-
ner los factores de conexión por medio de (2.129).
2.4. Resolución del problema global por el méto-
do de los Wronskianos (I). Ecuación con dos
puntos singulares, regular e irregular
El método de Naundorf [43] constituye una estrategia diferente de so-
lución del problema global o problema de conexión de las ecuaciones dife-
renciales lineales de segundo orden con dos puntos singulares en el origen
y el innito. Ejemplos de esta clase de problema se presentan al resolver la
ecuación de Schrödinger con potenciales dados por combinaciones lineales
de potencias de exponentes enteros de la variable radial r. En todos ellos, la
ecuación de Schrödinger puede llevarse a la forma canónica (2.40) mediante
cambios adecuados de las variables y parámetros. Cuando las potencias de
r son tales que la ecuación canónica presenta una singularidad regular en el
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origen y una irregular en el innito, hablamos de potenciales polinomiales. En
este caso siempre es posible obtener dos soluciones Frobenius de la ecuación
linealmente independientes que contienen series de potencias rn de exponen-
tes enteros no negativos, de las que una al menos, sea ureg, es físicamente
aceptable en el origen al carecer de término logarítmico. Además, es posible
obtener otro sistema de dos soluciones de Thomé normales linealmente in-
dependientes, sean u1)asy, u
2)
asy, en la forma de expansiones asintóticas cuando
r ! +1, tales que una de ellas, sea u1)asy, tiende a cero cuando la variable
independiente crece, mientras u2)asy tiende a innito. El problema es conectar
ambos sistemas de soluciones de la ecuación diferencial, a n de obtener so-
luciones globales, esto es, soluciones válidas en el rango completo de valores
de la variable radial (0  r < +1). El problema se resuelve calculando los
factores de conexión Tk que representan a ureg en combinación lineal de u
1)
asy,
u
2)
asy, i.e. las fórmulas de conexión.
A n de determinar las soluciones físicamente aceptables y el espectro de
energías, sugerimos en [30] un método diferente de resolución del problema
global en la ecuación de Schrödinger de un oscilador anarmónico cuántico que
presenta dos puntos singulares, uno en el origen (regular) y otro en el innito
(irregular). Nuestro método, inspirado en el estudio de Naundorf [43] citado
en la sección precedente, se apoya como éste en las relaciones de conexión
entre la solución ureg físicamente aceptable en el origen y las soluciones u
1)
asy,
u
2)
asy conocidas por sus expansiones asintóticas en la vecindad del innito
ureg = T1u
1)
asy + T2u
2)
asy; (2.137)
donde los factores de conexión Tk dependen de los parámetros del potencial
y de la energía. La nulidad del factor T2, multiplicador de la solución que
diverge en el innito, es la condición que determina el espectro de valores
propios de la energía cuando los parámetros del potencial se han ajustado
numéricamente. Para estos valores de la energía la función ureg tiene un com-
portamiento regular en ambos puntos singulares y representa una solución
físicamente aceptable de la ecuación de Schrödinger. Asimismo, nuestro mé-
todo coincide con Naundorf en el uso de la serie exponencial de Heaviside
para obtener desarrollos formales del factor exponencial exp

kt
R=R

que
determina el comportamiento de las soluciones uk)asy (k = 1; 2) en la vecindad
del innito.
En vez de seguir las etapas del método de Naundorf, nosotros utilizamos
un procedimiento de cálculo de los factores de conexión en el que éstos se
expresan como cocientes de Wronskianos de las soluciones que intervienen
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en las fórmulas de conexión
T1 =
W
h
ureg; u
2)
asy
i
W
h
u
1)
asy; u
2)
asy
i ; T2 = W
h
ureg; u
1)
asy
i
W
h
u
2)
asy; u
1)
asy
i : (2.138)
El objeto de esta sección es describir este nuevo método de cálculo de
los factores de conexión, al que denominamos en lo sucesivo método de los
Wronskianos, en el caso de ecuaciones diferenciales lineales de segundo orden
con dos puntos singulares en el origen (regular) y en el innito (irregular).
2.4.1. Ecuación de Schrödinger con un potencial polinomial
más culombiano
En muchas situaciones físicas: sistemas hidrogenoides, osciladores anar-
mónicos, efecto Stark esférico, potenciales connantes, etc., la interacción de
una partícula con su entorno se describe de modo satisfactorio incorporando
a la ecuación radial de Schrödinger en un espacio de dimensión D = 3
h2
2m
R00(r) +
"
E   V (r)  l(l + 1)h
2
2mr2
#
R(r) = 0;
(0  r < +1); (l = 0; 1; 2; :::); (2.139)
un potencial polinomial más culombiano
V (r) =
~X
j= 1
Aj r
j ; (A~ 6= 0); (A 1 6= 0); (2.140)
donde ~   1. Cuando ~ =  1 el potencial es culombiano puro, cuando
~ = 0; 1; 2; ::: al término culombiano se superpone uno o más términos que
en conjunto constituyen un polinomio de grado ~. Una vez ajustados los va-
lores numéricos de los parámetros Aj del potencial, l del momento cinético
orbital y m (masa), interesa conocer el espectro de energías, esto es, el con-
junto de valores numéricos del parámetro E para los cuales las soluciones
correspondientes R(r) de la ecuación (2.139) son componentes radiales de
funciones de onda de Schrödinger,
 (r; ; ') = Y ~ml (; ')R(r)=r; (l = 0; 1; 2; :::); ( ~m = l; l   1; :::  l) (2.141)
tales que son de cuadrado integrable, i.e. verican la condiciónZ
R3
d3r j j2 < +1; (2.142)
siendo Y ~ml (; '), (0    ), (0  ' < 2) armónicos esféricos.
Para cada valor numérico de E, las soluciones de la ecuación radial (2:139)
dependen de l porque al potencial polinomial (2:140) se suma el término
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centrífugo l(l+1)h2/2mr2 resultante de la separación de la variable radial r
y las variables angulares (; ') en la ecuación de Schrödinger vericada por
 (r; ; '). Las funciones de onda de Schrödinger dependen por tanto de la
energía E y de un potencial efectivo
Vef (r) =
~X
j= 2
Aj r
j ; (A~ 6= 0); (A 1 6= 0); (2.143)
donde además de los parámetros Aj (j =  1; 0; 1; :::; ~) del potencial central
(2:140) denimos el parámetro correspondiente al potencial centrífugo
A 2 =
l(l + 1)h2
2m
; (l = 0; 1; 2; :::); (2.144)
de manera que la ecuación radial (2:139) se escribe en notación más sencilla
R00(r) +
2m
h2
(E   Vef (r)) R(r) = 0; (0  r < +1): (2.145)
En lo sucesivo, nos referimos a (2.145) como la ecuación radial. Esta
ecuación proporciona una descripción ajustada de muchas situaciones físicas
que se plantean en el estudio de la materia a escala atómica y subatómica.
En todas ellas, interesa obtener la parte regular del espectro de energías de
un sistema cuántico, entendida como el conjunto de valores numéricos del
parámetro E a los cuales corresponden funciones radiales R(r) cuyo compor-
tamiento regular en el rango de distancias de cero a innito se caracteriza
por la condición Z +1
0
dr jR(r)j2 < +1: (2.146)
Denominamos función radial completamente regular a toda solución R(r)
de la ecuación radial tal que verica la condición (2.146). Esta condición
asegura que la medida de la distribución de probabilidad sobre el espacio
tridimensional asociada con las funciones propias del operador de Schrödin-
ger es nita y por tanto normalizable. A este conjunto de funciones radiales
completamente regulares corresponde un subconjunto del espectro de ener-
gías donde se encuentran los valores físicamente realizables de la energía de
una partícula en interacción con su entorno vía el potencial central (2.140).
2.4.2. Ecuación canónica
El método de los Wronskianos puede aplicarse directamente sobre la mis-
ma ecuación radial, cuya variable independiente r tiene dimensiones de lon-
gitud y cuyos parámetros h, m, E , Aj (j =  2; 1; 0; 1; :::; ~) tienen dimen-
siones de acción, masa, energía y energía dividida entre longitud elevada a j
respectivamente. Esa vía directa produce resultados que dependen del siste-
ma de unidades elegido para representar los valores numéricos de la variable,
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de los parámetros y de otras cantidades relacionadas con ellos. En cambio,
resulta ventajoso plantear y resolver el problema global en una ecuación
canónica cuyas variables y parámetros son adimensionales y guardan rela-
ciones funcionales explícitas con las variables y parámetros de la ecuación
radial. Esta ecuación adimensional de variable independiente y parámetros
complejos es la ecuación canónica I o ecuación canónica correspondiente a
(2.145)
d2u
dz2
  g(z)u = 0; (z 2 C); (2.147)
donde g(z) es la combinación lineal de potencias de z
g(z) =
2NX
j= 2
gj z
j ; (g2N 6= 0) : (2.148)
El proceso de transformación de la ecuación radial de Schrödinger (2.145)
en la ecuación canónica (2.147) se describe en la nota 13.
La ecuación canónica (2.147), (2.148) responde a la forma general
u00(z) + p(z)u0(z) + q(z)u(z) = 0; (2.149)
donde
p(z) = 0; q(z) =  g(z) =  
2NX
j= 2
gjz
j ; (2.150)
de manera que, siendo nulo el término en la primera derivada, el comporta-
miento de la función g(z) determina el carácter ordinario o singular de los
puntos del z-plano complejo respecto de la ecuación diferencial. Así, el origen
y el innito son los únicos puntos en los que pueden localizarse singularida-
des de la ecuación canónica porque g(z) tiene un comportamiento regular
para todo z 6= 0;1 con independencia de los valores numéricos asignados a
N , gj ; en cambio, el comportamiento de g(z) en el origen y el innito es en
general irregular.
El origen z = 0 es un punto singular regular (rango de Poincaré igual
a cero) si g 2 o g 1 toman valores diferentes de cero porque si z ! 0 la
razón de crecimiento de g(z) hacia innito nunca es mayor que la de 1=z2,
de manera que g(z) tiene un polo de orden menor o igual que 2 en z = 0; si
g 2 y g 1 son ambos nulos, el origen es un punto ordinario en el cual g(z)
permanece nita.
El comportamiento de p(z) y q(z) en la vecindad del origen se caracteriza
por sendos exponentes K1, K2 dados en (2.13), (2.14) tales que
p(z) = O

z K1

; (z ! 0); K1 =  1; (2.151)
q(z) = O

z K2

; (z ! 0); K2 = 2; (2.152)
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a partir de los cuales se dene el rango de Poincaré H0 de la singularidad en
el origen de la ecuación canónica mediante (2.20):
H0 = max f1; 1; 1g   1 = 0: (2.153)
El innito z = 1 es una singularidad irregular de la ecuación canónica
cuyo rango de Poincaré es N +1 porque cuando z !1, el comportamiento
de la función g(z) es dominado por el término de grado 2N , de manera que
las funciones
~P (z) = 2z   z2 p(z) = 2z; (2.154)
~Q(z) = z4 q(z) =  z4 g(z); (2.155)
dadas en (2.9) con zi = 0, tienen en el innito sendos polos de órdenes 1 y
2N + 4 respectivamente, y Q(z) en particular crece a un ritmo más rápido
que z2.
El comportamiento de p(z), q(z) en la vecindad del innito se caracteriza
por sendos exponentes ~K1, ~K2 dados en (2.15), (2.16) tales que
p(z) = O

z
~K1 2

; (z !1); ~K1 =  1; (2.156)
q(z) = O

z
~K2 4

; (z !1); ~K2 = 2N + 4; (2.157)
a partir de los cuales se dene el rango de Poincaré H1 de la singularidad
en el innito de la ecuación canónica mediante (2.21):
H1 = max f1; 1; N + 2g   1 = N + 1; (N = 0; 1; 2; :::): (2.158)
2.4.3. Soluciones analíticas y formales de la ecuación canó-
nica
La ecuación canónica admite soluciones analíticas de la forma (2.44) de-
nidas por series de potencias de z cuyos exponentes crecen según la sucesión
natural a partir de un valor característico :
u(z) =
+1X
n=0
cn; z
n+; (z 2 C); c0; = 1; ( = 1; 2); (2.159)
para dos valores de  que distinguimos mediante la condición
< (1)  < (2) : (2.160)
Los exponentes (1; 2) son las soluciones de la ecuación característica
que resulta de sustituir en la ecuación canónica a u(z) y u00(z) por la serie
del segundo miembro de (2.159) y su derivada segunda respectivamente:
2     g 2 = 0; (2.161)
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donde g 2 depende de l y ~ (véase la nota 13, expresiones (2.356), (2.358)
y (2.360)). Además de los exponentes característicos, de la sustitución se
obtiene la recurrencia de orden 2N+2 vericada por los coecientes cn  cn;
en la serie (2.159):
n (n+ 2  1) cn  
2NX
j= 1
gj cn j 2 = 0; (n = 0; 1; 2; :::);
c0 = 1; cn = 0 (n =  1; 2; 3; :::) (2.162)
donde  toma uno u otro de los valores 1, 2 dados en (2.161).
La teoría de Frobenius acerca de las ecuaciones diferenciales lineales de
segundo orden establece que la existencia de un sistema fundamental de so-
luciones analíticas de la forma (2.159) en la vecindad de una singularidad
regular localizada en z = 0, depende de la diferencia 1   2 entre los expo-
nentes que caracterizan el comportamiento de tales soluciones cuando z ! 0.
Si la diferencia 1   2 no es igual a un número entero, existen dos solucio-
nes independientes de la ecuación canónica denidas mediante las series de
potencias (2.159). Si la diferencia 1   2 es igual a un número entero, so-
lamente la existencia de una solución de la forma (2.159) es segura, la que
corresponde al exponente 1, cuyo comportamiento en el origen es regular:
denominamos u1(z)  ureg(z) a esta solución siguiendo el convenio (2.160).
Además existe otra solución independiente de la primera que en general es
irregular en el origen porque contiene un término logarítmico o porque la
parte real de su exponente característico 2 es de signo negativo:
u2(z)  uirr(z) =
+1X
n=0
cn;2 z
n+2 + C ureg(z) ln z; (z 2 C); (2.163)
siendo C una constante compleja.
Las soluciones de la ecuación canónica que tienen interés en las aplicacio-
nes físicas son desde luego las que presentan un comportamiento regular en
ambos puntos singulares z = 0 y z = 1: son las soluciones completamente
regulares de la ecuación. Estas soluciones se representan en la vecindad del
origen mediante series
ureg(z) =
1X
n=0
cn;1 z
n+1 ; (z 2 C); (c0;1 = 1); (2.164)
tales que
lim
z!1ureg(z) = 0: (2.165)
En resumidas cuentas, la condición de regularidad en el origen excluye a
todas aquellas soluciones de la ecuación canónica (2.147), (2.148) que contie-
nen términos logarítmicos o que dependen de series (2.159) cuyo exponente
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característico  verica <() < 0. La condición de regularidad en el innito
excluye a las soluciones que no verican la condición (2.165), tengan o no
término logarítmico.
La recurrencia (2.162) ha sido resuelta analíticamente cuando la ecuación
radial de Schrödinger (2.145) incorpora algunos potenciales particulares, co-
mo el potencial hidrogenoide (~ =  1), el potencial cuadrático (~ = 2;
A 1 = A1 = 0) o el potencial lineal (~ = 1; A 1 = 0), este último cuando
l = 0. La relación de este problema de recurrencias lineales con el problema
global de las ecuaciones diferenciales lineales quedó en evidencia a raíz de
los trabajos de M. Kohno [39]. Kohno estableció que la resolución del pro-
blema global en una ecuación diferencial lineal de orden arbitrario equivale
a obtener la forma asintótica cuando n! +1 de la función cn denida por
la recurrencia (2.162). En casi todos los casos, la ausencia de una solución
analítica de la recurrencia complica seriamente la resolución del problema
global por el método de Kohno.
Además del sistema fundamental de soluciones analíticas fureg(z); uirr(z)g
i.e. fu1(z); u2(z)g, existe otro sistema fundamental de soluciones de la ecua-
ción canónica, dadas en (2.46), que representamos mediante fua;1(z); ua;2(z)g;
estas soluciones reciben el nombre de soluciones formales o asintóticas de cla-
se (a) porque de ellas conocemos solamente sus formas asintóticas respecto
a la singularidad irregular del innito:
ua;k(z)  exp (a;k(z)) Sa;k(z); (z !1);
Sa;k(z) =
+1X
s=0
ak)s z
 s+k ;

a
k)
0 6= 0

; (k = 1; 2); (2.166)
donde para cada k = 1; 2 a;k(z) es el polinomio de grado N + 1 igual al
rango de la singularidad del innito
a;k(z) =
N+1X
p=1

k)
p
p
zp: (2.167)
La función
a;k(z) = a;k(z) + k ln z (2.168)
permite expresar de manera más sencilla las formas asintóticas (2.166) de
las soluciones formales:
ua;k(z)  exp (a;k(z))
+1X
s=0
ak)s z
 s; (z !1);

a
k)
0 6= 0

; (2.169)
y en el polinomio k(z) el parámetro 
k)
N+1 es representado por algunos
autores mediante el símbolo
k  k)N+1; (2.170)
88 CAPÍTULO 2. ecuaciones diferenciales. soluciones globales
que nosotros utilizamos a lo largo del trabajo. Además, a n de agilizar
la notación, en vez del exponente k introducimos, para cada k = 1; 2, el
parámetro k)0
k = 
k)
0  N=2: (2.171)
Los parámetros k)p (p = 0; 1; 2; :::; N + 1) y coecientes a
k)
s se determi-
nan sustituyendo el segundo miembro de (2.166) y su segunda derivada en
la ecuación canónica (2.147), (2.148) y teniendo en cuenta las formas polinó-
micas de a;k(z), 0a;k(z), 
00
a;k(z). Así encontramos que los parámetros 
k)
p
se obtienen resolviendo sucesivamente el sistema de ecuaciones
N+1 pX
j=0

k)
N+1 j 
k)
p+j   gN 1+p = 0;
(p = N + 1; N;N   1; :::; 2; 1; 0); (k = 1; 2); (2.172)
de manera que verican las relaciones de antisimetría
1)p =  2)p ; (p = 0; 1; :::; N + 1): (2.173)
Los coecientes ak)s  as son soluciones de la recurrencia de orden N +1
 2N+1 s as +
N 1X
j=0
[~j 1   2j+1 (s N + j)] as N+j +
+ [~ 2 + (s N   1) (s  20)] as N 1 = 0;
(s = 1; 2; 3; :::); (a0 6= 0); (2.174)
donde el sumatorio de índice j es nulo cuando N = 0; los parámetros ~j 
~
k)
j (j =  2; 1; 0; 1; :::; N   2) dependen de N , p, gj :
~ 2 =  g 2 + (0  N=2) (0  N=2  1) ; (2.175)
~j =  gj   (N   j   1)j+2 +
j+2X
=0
 j+2 ;
(j =  1; 0; 1; 2; :::; N   2): (2.176)
El comportamiento asintótico de las soluciones formales ua;k(z) cuando
z !1 sobre un rayo arg z dado, depende obviamente del signo de la parte
real del término k)N+1 z
N+1=(N +1) que domina el exponente a;k(z) en las
formas asintóticas (2.166). De este modo, solamente la solución formal que
verica la condición
<


k)
N+1 z
N+1

< 0; (2.177)
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tiene un comportamiento regular, decreciendo exponencialmente cuando z !
1, y convenimos en denominarla ua;1(z); la otra solución formal crece ex-
ponencialmente cuando z ! 1 y la denominamos ua;2(z). Los parámetros

k)
N+1  k (k = 1; 2) son no nulos porque son las dos raíces cuadradas del
parámetro g2N 6= 0 de la ecuación canónica:

k)
N+1  k = (g2N )1=2 6= 0; (k = 1; 2); (2.178)
según se deduce de la ecuación (2.172) correspondiente a p = N + 1. En las
aplicaciones físicas del modelo, además de (2.178) se verica que
<


k)
N+1

= < (k) 6= 0; (k = 1; 2); (2.179)
de manera que la condición (2.177) y su contraria caracterizan respectiva-
mente a las soluciones formales regular e irregular en el innito. Nosotros
admitimos en lo sucesivo que se verica la condición (2.179).
2.4.4. Fórmulas de conexión, sectores de validez y rayos de
Stokes
En la ecuación canónica (2.147), (2.148), el problema global o problema
de conexión planteado en la sección 2.2 consiste en obtener las constantes
T regk;pk , T
irr
k;pk
, denominadas factores de conexión, que denen en cada sector
Sk;pk del z-plano complejo la relación algebraica lineal entre el sistema fun-
damental de soluciones analíticas fureg; uirrg y el sistema fundamental de
soluciones formales fua;1; ua;2g de la ecuación, es decir,
ureg(z) = T
reg
1;p1
ua;1(z) + T
reg
2;p2
ua;2(z);
uirr(z) = T
irr
1;p1 ua;1(z) + T
irr
2;p2 ua;2(z);
(z 2 S (p1; p2)) ; (p1; p2 2 Z) : (2.180)
Las ecuaciones (2.180) son las fórmulas de conexión y los sectores S (p1; p2)
son los sectores de validez de las fórmulas de conexión; éstos son a su vez in-
tersecciones no vacías de los sectores Sk;pk o sectores de validez de los factores
de conexión correspondientes a k = 1; 2, es decir,
S (p1; p2) = S1;p1 \ S2;p2 ; (p1; p2 2 Z) ; (2.181)
donde
Sk;pk 
n
z 2 C;
arg k zN+1  2 pk < o ;
(pk 2 Z) ; (k = 1; 2); (2.182)
siendo k  k)N+1 (cfr. (2.170)); a partir de (2.182) se obtienen los rayos !s k;pk del z-plano complejo, denominados rayos de Stokes, que separan a los
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sectores adyacentes Sk;pk y Sk;pk+1,
k;pk  arg ( !s k;pk) =
(2pk + 1)   arg (k)
N + 1
;
(pk 2 Z) ; (k = 1; 2); (2.183)
y las amplitudes angulares k;pk de los sectores Sk;pk
k;pk =
2
N + 1
; (pk 2 Z) ; (k = 1; 2): (2.184)
Los factores de conexión dependen de los parámetros gj (j =  2; 1; 0; 1; :::; 2N)
de la ecuación canónica y de los sectores Sk;pk . Cuando los valores de esos
factores son conocidos, las fórmulas de conexión (2.180) constituyen las so-
luciones globales, mediante las cuales se obtienen valores muy precisos de las
soluciones de la ecuación en el rango completo de valores de z contenidos en
los sectores S (p1; p2).
Según hemos indicado, en las aplicaciones físicas interesan de modo parti-
cular las soluciones globales completamente regulares de la ecuación canónica,
caracterizadas por su comportamiento regular en los dos puntos singulares
z = 0 y z = 1. Representadas en la base fureg; uirrg de las soluciones ana-
líticas, son funciones proporcionales a ureg(z) para acreditar la regularidad
en el origen; además, la regularidad en el innito exige que en la primera
de las fórmulas de conexión (2.180) se anule la contribución divergente de
la solución formal ua;2(z) irregular en el innito, dando como resultado una
solución analítica ureg(z) regular en el origen conectada con una solución
formal ua;1(z) regular en el innito. En consecuencia, debe anularse el factor
T reg2;p2 que conecta a ureg(z) con ua;2(z) vericándose la denominada condición
de cuantización
T reg2;p2 (g 2; g 1; g0; g1; :::g2N ) = 0; (p2 2 Z) ; (2.185)
en algún sector S2;p2 cuya intersección con algún sector S1;p1 dé lugar a
un sector S (p1; p2) no vacío tal que contenga al rayo arg z de interés en el
problema físico, usualmente el semieje real positivo arg z = 0.
La condición (2.185) es satisfecha solamente por ciertos juegos de valores
numéricos de los parámetros gj (j =  2; 1; 0; 1; :::; 2N) que dependen de
los parámetros l, m, Aj , E de la ecuación radial (2.145). No obstante, en la
mayoría de las aplicaciones físicas, todos los parámetros de la ecuación radial
a excepción de la energía E toman valores numéricos que se ajustan en base
a consideraciones empíricas y teóricas, de manera que la ecuación representa
un problema de valores propios que tiene a la energía como único parámetro
espectral. El conjunto de valores numéricos de E que verican la condición
de cuantización es el espectro de energías; a esos valores propios correspon-
den soluciones globales completamente regulares de la ecuación canónica, las
cuales representan a los estados físicamente aceptables que predice el modelo
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en el sistema cuántico objeto de análisis.
Otro aspecto fundamental del problema de conexión también considerado
en la sección 2.2 es que los factores Tk;pk no solo dependen de los parámetros
de la ecuación diferencial, también dependen de ciertos sectores de validez en
el z-plano complejo denidos en (2.182) porque, a diferencia de las soluciones
analíticas fureg; uirrg, las soluciones formales fua;1; ua;2g se caracterizan por
sus formas asintóticas cuando jzj ! +1 en un rayo arg z arbitrario dado.
Entonces, cuando arg z cambia de modo continuo, las soluciones formales
fua;1; ua;2g, una u otra o bien ambas, cambian al atravesar ciertos rayos,
denominados rayos de Stokes, de manera que en el nuevo sector al otro lado
de cada rayo, las nuevas soluciones formales tengan las mismas formas asin-
tóticas (2.166) que en los otros sectores. El cambio sectorial de las soluciones
formales a uno y otro lado de cada rayo de Stokes modica en consecuencia
de manera brusca los valores numéricos de los factores de conexión que re-
presentan la relación algebraica lineal entre ambos sistemas fundamentales
de soluciones de la ecuación canónica: este cambio brusco de los factores de
conexión al atravesar los rayos de Stokes recibe el nombre de fenómeno de
Stokes. Los valores de los factores de conexión en cada uno de sus rayos de
Stokes se denen entonces iguales a la semisuma de los valores que toma
el factor correspondiente en los dos sectores adyacentes separados por cada
rayo, es decir
Tk (
 !s k;pk) =
1
2
(Tk;pk + Tk;pk+1) ; (pk 2 Z) ; (k = 1; 2); (2.186)
representa el valor del factor de conexión T regk , o de T
irr
k en su caso, en el
rayo de Stokes  !s k;pk que separa a los sectores adyacentes Sk;pk y Sk;pk+1.
En la mayoría de las aplicaciones físicas, la variable independiente z es
real no negativa, los parámetros gj (j =  2; 1; 0; 1; :::; 2N) son reales y en
particular g2N es positivo, de manera que en las formas asintóticas (2.166)
de las soluciones formales fua;1; ua;2g, el parámetro k)N+1  k toma valores
iguales a las dos raíces cuadradas positiva y negativa de g2N (cfr. (2.178)).
Habida cuenta del convenio de notación introducido en (2.177), se tiene en
esos casos (
1  1)N+1 =  
p
g2N < 0;
2  2)N+1 = +
p
g2N > 0;
(2.187)
es decir, 8<: arg (1) = arg


1)
N+1

= ;
arg (2) = arg


2)
N+1

= 0:
(2.188)
Tomando por ejemplo arg (1) = + y haciendo k = 1, p1 = 0 en (2.183)
obtenemos
1;0  arg ( !s 1;0) = 0; (2.189)
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es decir, el semieje real positivo arg z = 0 es un rayo de Stokes en el cual
cambia bruscamente el valor del factor de conexión T1; los sectores separados
por este rayo se obtienen haciendo sucesivamente p1 = 0 y p1 = 1 en (2.182):8<: S1;0 
n
z 2 C;  2N+1 < arg z < 0
o
;
S1;1 
n
z 2 C; 0 < arg z < 2N+1
o
:
(2.190)
Tomando ahora k = 2 y haciendo sucesivamente p2 =  1, p2 = 0 en
(2.183) obtenemos los rayos de Stokes(
2; 1  arg ( !s 2; 1) =   N+1 ;
2;0  arg ( !s 2;0) = N+1 ;
(2.191)
en los cuales cambia bruscamente el valor del factor de conexión T2; estos
rayos delimitan el sector
S2;0 

z 2 C;  
N + 1
< arg z <

N + 1

; (2.192)
cuya bisectriz es el semieje real positivo. Por consiguiente, en la mayoría de
las situaciones que tienen interés en las aplicaciones físicas, el semieje real
positivo es un rayo de Stokes de las fórmulas de conexión (2.180) al atravesar
el cual se produce un cambio brusco del factor de conexión T1, no de T2. En
estos casos, siguiendo la prescripción (2.186), se dene
T1(arg z = 0) =
1
2

T+1 + T
 
1

; (2.193)
siendo
T+1  T1;0 T 1  T1;1 (2.194)
los valores de T1 en los sectores adyacentes S1;0 y S1;1 respectivamente. En
las guras 2:3 y 2:4 representamos los sectores de validez y rayos de Stokes de
los factores de conexión en la primera hoja de Riemann del z-plano cuando
N = 2.
2.4.5. Cálculo de los factores de conexión
El procedimiento elegido por nosotros para obtener los factores Tk parte
de la idea siguiente: T1 y T2 son las soluciones del sistema lineal de ecuaciones
formado por la primera fórmula de conexión (2.180) y su primera derivada
respecto a z: (
ureg(z) = T1 ua;1(z) + T2 ua;2(z);
u0reg(z) = T1 u0a;1(z) + T2 u0a;2(z):
(2.195)
La teoría algebraica de estos sistemas de ecuaciones establece que las
soluciones se expresan mediante la regla de Cramer
T1 =
W [ureg; ua;2]
W [ua;1; ua;2] ; T2 =
W [ureg; ua;1]
W [ua;2; ua;1] ; (2.196)
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S1,1
S1,0
S1,2
S1,-1
Re z
Im z
Figura 2.3: Sectores de validez S1;p1 (p1 =  1; 0; 1; 2) de los factores de conexión T1;p1
en el caso N = 2 cuando el parámetro asintótico principal 1 es real negativo: S1; 1:
 4=3 < arg(z) <  2=3, S1;0:  2=3 < arg(z) < 0, S1;1: 0 < arg(z) < 2=3, S1;2:
2=3 < arg(z) < 4=3. Los sectores cubren la primera hoja de Riemann y los rayos de
Stokes que los separan corresponden a valores  2=3, 0, 2=3 de arg z. La mitad de cada
sector S1; 1, S1;2 pertenece a las hojas inferior y superior respectivamente.
donde, para todo par ordenado (u; v) de funciones derivables en una región
del z-plano complejo,
W[u; v]  u v0   u0 v =  W[v; u] (2.197)
representa al Wronskiano de las funciones (u; v). De este modo, el problema
global se resuelve mediante el cálculo de los Wronskianos que aparecen en los
numeradores y denominadores de (2.196). Los valores de estos Wronskianos
son constantes, al no haber en la ecuación canónica I término en la primera
derivada.
Los Wronskianos en los denominadores de (2.196) son además constantes
no nulas porque fua;1; ua;2g constituyen un sistema fundamental de solucio-
nes de la ecuación canónica (2.147), es decir, se verica la condición
W [ua;1; ua;2] =  W [ua;2; ua;1] 6= 0; (2.198)
que asegura la compatibilidad del sistema (2.195). La condición de cuanti-
zación (2.185) se reescribe ahora teniendo en cuenta la expresión (2.196) del
factor T2:
W [ureg; ua;1] = 0: (2.199)
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S2,1
S2,-1
S2,0 Re z
Im z
Figura 2.4: Sectores de validez S2;p2 (p2 =  1; 0; 1) de los factores de conexión T2;p2
en el caso N = 2 cuando 2 es real positivo: S2; 1:   < arg(z) <  =3, S2;0:  =3 <
arg(z) < =3, S2;1: =3 < arg(z) < . Los tres sectores cubren la primera hoja de Riemann
y los rayos de Stokes que los separan corresponden a valores  =3, =3, de arg z.
Los Wronskianos en los denominadores de (2.196) se obtienen sustitu-
yendo las formas asintóticas (2.166) de ua;1(z), ua;2(z) y sus derivadas en
la expresión general (2.197); las expansiones resultantes contienen solamente
potencias de z de exponentes no positivos, de manera que los Wronskianos
son iguales a los términos en z0:
W [ua;1; ua;2] = 22)N+1 a1)0 a2)0  22 a1)0 a2)0 ; (2.200)
siendo W [ua;2; ua;1] el opuesto de W [ua;1; ua;2].
Es posible obtener desarrollos formales de los Wronskianos de (ureg; ua;k)
(k = 1; 2) en los numeradores de (2.196) directamente, sustituyendo las ex-
pansiones (2.164) de ureg(z), (2.166) de ua;k(z) y las expansiones de sus
derivadas en la expresión general (2.197). Sin embargo, la determinación de
los valores de tales Wronskianos a partir de aquellos desarrollos no es un
problema tan sencillo como en el caso de los Wronskianos (2.200) de las
soluciones formales fua;1; ua;2g porque, a diferencia de éstos, los desarrollos
formales de W [ureg; ua;k] contienen potencias de z de exponentes enteros
positivos y negativos.
Para determinar los valores de W [ureg; ua;k] (k = 1; 2) introducimos las
funciones auxiliares vreg;k(z), va;k(z) mediante sendas relaciones con ureg(z),
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ua;k(z):
vreg;k(z) = exp

  k
2(N + 1)
zN+1

ureg(z); (k = 1; 2); (2.201)
va;k(z) = exp

  k
2(N + 1)
zN+1

ua;k(z); (k = 1; 2); (2.202)
donde k  k)N+1.
La relación entre el Wronskiano de las funciones auxiliares
W [vreg;k; va;k] = vreg;k v0a;k   v0reg;k va;k; (k = 1; 2); (2.203)
y el Wronskiano de (ureg; ua;k) desempeña un papel fundamental en nuestro
método de cálculo de los factores de conexión Tk; la relación entre ambos
Wronskianos se obtiene reemplazando (2.201), (2.202) y sus derivadas en el
segundo miembro de (2.203) (véase la nota 14):
W [vreg;k; va;k] = exp

  k
N + 1
zN+1

W [ureg; ua;k] ; (k = 1; 2); (2.204)
donde W [ureg; ua;k] es constante para cada k = 1; 2, toda vez que ureg, ua;k
son soluciones de la ecuación canónica (2.147), (2.148).
La etapa inicial de nuestro método consiste en obtener un primer desa-
rrollo formal del Wronskiano de las funciones auxiliares en potencias de la
variable independiente z, y comprende varias fases. En primer lugar, obte-
nemos la forma asintótica de va;k(z) sustituyendo en (2.202) la forma asin-
tótica (2.166) de ua;k(z) y teniendo en cuenta la forma polinómica (2.167)
de a;k(z):
va;k(z)  exp

^a;k(z)

Sa;k(z); (z !1); (k = 1; 2); (2.205)
siendo
^a;k(z) = a;k(z) +
k
2(N + 1)
zN+1; (k = 1; 2); (2.206)
a;k(z) = a;k(z) 

k)
N+1
N + 1
zN+1 =
NX
p=1

k)
p
p
zp; (k = 1; 2); (2.207)
donde el sumatorio en (2.207) es nulo cuando N = 0.
En segundo lugar, obtenemos una expresión asintótica del Wronskiano de
las funciones auxiliares en términos de una única función wreg;k sustituyendo
en la forma exacta (2.203) del Wronskiano las expresiones (2.201) de vreg;k(z),
(2.205) de va;k(z) y sus derivadas (véase la nota 15):
W [vreg;k; va;k] 

2^ 0a;k(z)wreg(z)  w0reg;k(z)

Sa;k(z) +
+wreg;k(z)S 0a;k(z); (z !1); (k = 1; 2); (2.208)
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donde
wreg;k(z) = exp

^a;k(z)

vreg;k(z); (k = 1; 2); (2.209)
es decir, habida cuenta de (2.201),
wreg;k(z) = exp

  k
2(N + 1)
zN+1 + ^a;k(z)

ureg(z); (k = 1; 2): (2.210)
En tercer lugar, obtenemos un desarrollo de wreg;k(z) en potencias as-
cendentes de z. La ecuación diferencial vericada por esta función es una
herramienta adecuada para llegar a tal desarrollo y se obtiene introducien-
do en la ecuación canónica (2.147), (2.148) el cambio funcional inspirado en
(2.210)
u  ! w;
u(z) = exp

k
2(N + 1)
zN+1   ^a;k(z)

w(z);
(k = 1; 2); (2.211)
que transforma a la ecuación canónica en
w00 +
0@ NX
j=0
^
k)
a;j z
j
1A w0 +
0@ 2NX
j= 2
"^
k)
a;j z
j
1A w = 0; (k = 1; 2); (2.212)
donde para cada k = 1; 2 los parámetros ^k)a;j , "^
k)
a;j son funciones de los pará-
metros gj de la ecuación canónica (2.147), (2.148) y de los parámetros 
k)
p
que caracterizan el comportamiento asintótico de sus soluciones formales
(2.166), (2.167) (véase la nota 16).
Introduciendo en la ecuación (2.212) el desarrollo
wreg;k(z) =
+1X
n=0
bk)n z
n+k ;

b
k)
0 6= 0

; (k = 1; 2); (2.213)
encontramos los valores del exponente k
k =
1
2

1p1 + 4g 2 ; (k = 1; 2); (2.214)
entre los cuales distinguimos adoptando el criterio de asignación de los índices
k = 1; 2
< (1)  0; (2.215)
de manera que (1; 2) coinciden respectivamente con (1; 2) (cfr. (2.161)).
Obtenemos asimismo para cada k = 1; 2 la recurrencia de orden 2N + 2
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vericada por los coecientes bk)n :
n (n+ 2k   1) bk)n +
NX
j=0
h
^
k)
a;j (n  j   1 + k) + "^k)a;j 1
i
b
k)
n j 1 +
+
2N+1X
j=N+1
"^
k)
a;j 1 b
k)
n j 1 = 0; (n = 0; 1; 2; :::);

b
k)
0 6= 0

:(2.216)
Finalmente sustituimos en la expresión asintótica (2.208) la forma polinó-
mica de ^ 0a;k(z) obtenida de (2.206), (2.207), el desarrollo (2.213) de wreg;k(z)
y el de su derivada, así como la expansión (2.166) de Sa;k(z) y la de su deri-
vada S 0a;k(z); el cálculo subsiguiente da como resultado un desarrollo formal
del Wronskiano de las funciones auxiliares en potencias ascendentes y des-
cendentes de z:
W [vreg;k; va;k] 
+1X
n^= 1

k)
a;n^ z
n^+k+k 1; (z !1); (k = 1; 2); (2.217)
cuyos coecientes k)a;n^ se expresan mediante series

k)
a;n^ =
+1X
j=0
!^
(n^;k)
a;j ; (n^ = 0;1;2; :::) ; (k = 1; 2); (2.218)
donde para cada k = 1; 2 y para todo N = 0; 1; 2; ::: se tiene
!^
(n^;k)
a;j  ak)j
 
  (n^+ 2j + k   k) bk)n^+j +
NX
p=1
2k)p b
k)
n^ p+j + k b
k)
n^ N 1+j
!
;
(n^ = 0;1;2; :::) ; (j = 0; 1; 2; :::);(2.219)
siendo nulo el sumatorio de índice p cuando N = 0.
La validez de nuestro método de cálculo de los factores de conexión de-
pende de la convergencia de las series (2.218), cuyos términos generales se
dan en (2.219). A n de simplicar el estudio de la convergencia de tales
series, introducimos para cada k = 1; 2 las series parciales


(a;k)
n^;p =
+1X
j=0
a
k)
j b
k)
n^ p+j ; (p = 0; 1; :::N + 1); (n^ = 0;1;2; :::);
(2.220)
Q
(a;k)
n^ =
+1X
j=0
j a
k)
j b
k)
n^+j ; (n^ = 0;1;2; :::); (2.221)
en función de las cuales reescribimos la expresión (2.218)

k)
a;n^ =  2Q(a;k)n^   (n^+ k   k) 
(a;k)n^;0 + 2
NX
p=1
k)p 

(a;k)
n^;p + k 

(a;k)
n^;N+1;
(n^ = 0;1;2; :::); (k = 1; 2); (2.222)
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de manera que la convergencia de las series que denen a 
(a;k)n^;p y Q
(a;k)
n^ ase-
gura la convergencia de las series (2.218) que denen a k)a;n^. Este problema
será investigado con detalle en el apéndice A.
La segunda etapa de nuestro método consiste en obtener un desarrollo
formal, en potencias ascendentes y descendentes de z, del segundo miembro
de la relación exacta (2.204), y comparar tal desarrollo con el segundo miem-
bro de (2.217). A tal n, la función exponencial en el segundo miembro de
(2.204) se desarrolla en serie exponencial de Heaviside (cfr. (2.111), (2.112))
exp(t) 
+1X
n= 1
tn+
 (n+ 1 + )
; (t!1); (j arg(t)j < );
(t;  2 C); (2.223)
cuyo carácter asintótico demostró Barnes [8]. Esta serie desempeña un pa-
pel fundamental en el tratamiento del problema de conexión que hace F.
Naundorf [43], el cual inspira nuestro método.
Dado un valor de N = 0; 1; 2; :::, el cambio de la variable t por la variable
independiente z de la ecuación canónica
t  ! z; t =   k
N + 1
zN+1; (k = 1; 2); (2.224)
hace depender a z de la raíz de índice (N + 1) de t. Debido al carácter
multivaluado de esta función, para cada k = 1; 2 introducimos los N + 1
desarrollos formales de Heaviside en la variable z
Ek)a;L(z) 
+1X
n= 1

 k zN+1=(N + 1)
n+(a;k)L
 

n+ 1 + 
k)
L
 ; arg  k zN+1 < ;

z; 
(a;k)
L 2 C

; (L = 0; 1; :::; N):(2.225)
Las expresiones (2.196) de los factores de conexión admiten la notación
abreviada
T~k =
W [ureg; ua;k]
W
h
ua;~k; ua;k
i ; (z 2 S~k;p~k); (k = 1; 2); (~k = 2; 1); (2.226)
donde (cfr. (2.182))
S~k;p~k
=
n
z 2 C;
arg ~k zN+1  2p~k < o ; (~k = 2; 1); (p~k 2 Z);
(2.227)
siendo
~k  k + ( 1)k 1; (k = 1; 2); (2.228)
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de manera que ~k = 2 si k = 1 y ~k = 1 si k = 2; de este modo, las relaciones
de antisimetría (2.173) se reescriben

~k
p =  kp; (p = 0; 1; :::; N + 1); (k = 1; 2); (~k = 2; 1): (2.229)
Entonces, habida cuenta de (2.229) y (2.178), en (2.225) se tienearg  k zN+1 = arg ~k zN+1 ;
(k = 1; 2); (~k = 2; 1); (2.230)
y en consecuencia el sector de validez de los desarrollos formales (2.225)
coincide con S~k;0. Además, teniendo en cuenta el carácter asintótico de ta-
les desarrollos, encontramos que en S~k;0 se verican las N + 1 relaciones
asintóticas
exp

  k
N + 1
zN+1

 Ek)a;L(z); (z !1);

z 2 S~k;0  C

;
(L = 0; 1; :::; N); (k = 1; 2); (~k = 2; 1):(2.231)
Consideremos el segundo desarrollo formal del Wronskiano de las funcio-
nes auxiliares en el sector
S~k;0 =
n
z 2 C;
arg ~k zN+1 < o ; (~k = 2; 1); (2.232)
que se obtiene a partir de (2.225) y (2.231). Aunque estas expresiones no son
válidas fuera del sector S~k;0, se extienden sin dicultad a cualquier sector
S~k;p~k
mediante un cambio de la variable independiente z (véase la nota 17).
Una consecuencia inmediata de (2.231) es que para cada k = 1; 2 y
pk 2 Z, dado un conjunto de N + 1 constantes complejas no nulasn

k)
a;L;L = 0; 1; :::; N
o
; (k = 1; 2); (2.233)
la combinación lineal de los desarrollos (2.225) denida en cada sector S~k
por esas constantes, i.e.

k)
a;N (z) 
NX
L=0

k)
a;L Ek)a;L(z);

z 2 S~k;0  C

;
(k = 1; 2); (~k = 2; 1); (2.234)
es proporcional asintóticamente a la exponencial en el primer miembro de
(2.231), es decir,

k)
a;N (z)  exp

  k
N + 1
zN+1
 NX
L=0

k)
a;L; (z !1);
z 2 S~k;0  C

; (k = 1; 2); (~k = 2; 1): (2.235)
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Comparando (2.234), (2.235) con (2.204) encontramos que si las constan-
tes k)a;L verican
NX
L=0

k)
a;L =W [ureg; ua;k] ; (k = 1; 2); (2.236)
entonces el Wronskiano de las funciones auxiliares en el primer miembro de
(2.204) verica la relación asintótica
W [vreg;k; va;k] 
NX
L=0

k)
a;L Ek)a;L(z); (z !1);

z 2 S~k;0  C

;
(k = 1; 2); (~k = 2; 1): (2.237)
El cálculo de los Wronskianos W [ureg; ua;k] en los numeradores de las
expresiones (2.226) de los factores T~k se reduce en (2.236) al problema de
encontrar los valores de las constantes k)a;L. Para obtener esas constantes,
así como las (a;k)L y la relación entre índices n^, n, sustituimos en el segundo
miembro de (2.237) los desarrollos formales (2.225): el resultado es un nuevo
desarrollo formal del Wronskiano de las funciones auxiliares vreg;k, va;k en
potencias ascendentes y descendentes de la variable z:
W [vreg;k; va;k] 
NX
L=0

k)
a;L Ek)a;L(z) =
=
+1X
n= 1
NX
L=0
0@ k)a;L
 

n+ 1 + 
(a;k)
L

1A  k
N + 1
n+(a;k)L
z(N+1)(n+
(a;k)
L );
(z !1);

z 2 S~k;0  C

;

(a;k)
L 2 C

; (k = 1; 2); (~k = 2; 1): (2.238)
Este desarrollo se compara con el primer desarrollo (2.217) (véase la nota
18), dando lugar a las expresiones de las constantes k)a;L

k)
a;L 

k)
a;n^L
 (n+ 1 + 
(a;k)
L )
( k=(N + 1))n+
(a;k)
L
; (n; n^L 2 Z); (k = 1; 2);
(L = 0; 1; :::; N); (2.239)
donde n toma cualquier valor entero y n^L, 
(a;k)
L se dan en (2.242), (2.243)
para cada L = 0; 1; :::; N .
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Conocidas las constantes k)a;L, los Wronskianos en los numeradores de
(2.226) se obtienen aplicando (2.236), de donde resulta la forma explícita de
la condición de cuantización (2.199):
NX
L=0

1)
a;n^L
 (n+ 1 + 
(a;1)
L )
( 1=(N + 1))n+
(a;1)
L
= 0;
(n; n^L 2 Z) : (2.240)
Asimismo, teniendo en cuenta las expresiones (2.200) de los Wronskianos
en los denominadores de (2.226), se obtienen las fórmulas explícitas de los
factores de conexión para la solución regular ureg en un sector S~k;0
T~k  T~k;0 =
1
2ka
k)
0 a
~k)
0
NX
L=0

k)
a;n^L
 (n+ 1 + 
(a;k)
L )
( k=(N + 1))n+
(a;k)
L
;
(n; n^L 2 Z) ; (k = 1; 2); (~k = 2; 1); (2.241)
donde
n^ = n^L = (N + 1)n+ L+ 1; (n; n^ 2 Z); (L = 0; 1; :::; N); (2.242)

(a;k)
L =
k + k + L
N + 1
; (k = 1; 2); (L = 0; 1; :::; N): (2.243)
2.5. Resolución del problema global por el méto-
do de los Wronskianos (II). Ecuación con dos
puntos singulares irregulares
En esta sección nuestro interés se centra en elaborar una versión más
general del método de los Wronskianos que sea aplicable a una ecuación de
Schrödinger con dos puntos singulares en el origen y el innito, ambos irregu-
lares. Este caso se plantea cuando el potencial de la ecuación de Schrödinger
consiste en una suma de potencias de r con términos más singulares en el
origen que el término culombiano A 1=r al que denominamos potencial su-
ma de potencias. Para esta clase de potenciales no existen en la vecindad del
origen soluciones analíticas de la ecuación diferencial como las consideradas
en la sección precedente. En vez de ellas, existe un sistema de soluciones
multiplicativas de Floquet (2.101) representadas por series de potencias cu-
yos exponentes dieren en números enteros positivos y negativos de sendos
exponentes característicos, en general complejos. En lo que respecta a las
soluciones formales, además del sistema (2.103) de soluciones formales de
Thomé en la vecindad del innito (soluciones formales de clase (a)), dadas
por series asintóticas de potencias descendentes que representan desarrollos
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asintóticos cuando z !1, existe un segundo sistema de soluciones de Tho-
mé en la vecindad del origen (soluciones formales de clase (b)) dadas por
series de potencias ascendentes de la variable independiente que represen-
tan desarrollos asintóticos cuando z ! 0 donde z 1 desempeña un papel
semejante al de la variable z en (2.103). El problema es ahora conectar las
soluciones multiplicativas con uno y otro sistema de soluciones de Thomé
de la ecuación diferencial aplicando sucesivamente el método de los Wrons-
kianos a las fórmulas de conexión de clases (a) y (b) entre las soluciones
multiplicativas y las soluciones formales de clases (a) y (b) respectivamente.
2.5.1. Ecuación canónica
Consideramos la ecuación radial de Schrödinger (2.145) con un potencial
suma de potencias de grado mínimo ~ <  1 y grado máximo ~  ~
V (r) =
~X
j=~
~Aj r
j ; (~  ~); ( ~A~ 6= 0); ( ~A~ 6= 0); (2.244)
de manera que al incorporar el término centrífugo l(l+1)h2=2mr2 se obtiene
el potencial efectivo
Vef (r) = V (r) +
l(l + 1)h2
2mr2
: (2.245)
La ecuación radial de Schrödinger (2.145) con el potencial efectivo (2.245)
se conecta mediante cambios adecuados de variables y parámetros con una
ecuación diferencial lineal de segundo orden cuyas variables y parámetros son
adimensionales (véase la nota 19). La ecuación transformada es la ecuación
canónica correspondiente a la ecuación de Schrödinger con un potencial suma
de potencias, a la que por brevedad denominamos ecuación canónica (II):
d2u
dz2
  g(z)u = 0; (z 2 C); (2.246)
siendo ahora
g(z) =
2NX
j=2M
gj z
j ; (g2M 6= 0) ; (g2N 6= 0) ; (2.247)
donde los coecientes gj son funciones de los parámetros de la ecuación radial
~Aj , l, E y del parámetro , con dimensiones de longitud, de proporciona-
lidad entre la variable independiente radial r y la variable independiente
adimensional z de la ecuación canónica (véase la nota 19).
La ecuación canónica (2.147), (2.148), donde el origen es una singula-
ridad regular y el innito una singularidad irregular, corresponde al valor
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particular M =  1 en la ecuación canónica actual (2.246), (2.247). Pro-
cediendo como en la sección 2.4 (cfr. (2.151) a (2.158)) establecemos (ver
nota 19) que los rangos de las singularidades en el innito y en el ori-
gen de la ecuación canónica (II) son N + 1 y  M   1 respectivamente
(N = 0; 1; 2; :::), (M =  1; 2; 3; :::). Nuestro interés se centra ahora en
los valoresM =  2; 3; 4; ::: para los cuales ambas singularidades son irre-
gulares y la ecuación canónica responde a la forma general de una ecuación
diferencial lineal de segundo orden (cfr. (2.149))
u00(z) + p(z)u0(z) + q(z)u(z) = 0; (2.248)
donde en vez de (2.150) ahora se tiene
p(z) = 0; q(z) =  g(z) =  
2NX
j=2M
gj z
j : (2.249)
2.5.2. Soluciones multiplicativas y formales de la ecuación
canónica
Excepto para conjuntos particulares de valores de los parámetros gj , la
ecuación canónica (2.246), (2.247) admite dos soluciones independientes de
la forma (2.101)
u(z) =
+1X
n= 1
cn; z
n+ ; (z 2 C n f0g); ( = 1; 2); (2.250)
para valores adecuados de  2 C. Estas funciones, cuyas expansiones guar-
dan semejanza con las series de Laurent que representan a las funciones ana-
líticas en una vecindad anular del origen, reciben el nombre de soluciones
multiplicativas de la ecuación canónica, i.e. soluciones que resultan multipli-
cadas por un factor constante  cuando se realiza un circuito completo en el
z-plano complejo en sentido antihorario alrededor de la singularidad z = 0.
La sustitución de (2.250) y su segunda derivada en la ecuación canó-
nica (2.246), (2.247) nos lleva a establecer la recurrencia vericada por los
coecientes cn  cn; para cada  = 1; 2:
(n+ ) (n+   1) cn +
2NX
j=2M
 gj cn j 2 = 0;
(n 2 Z); (g2M 6= 0); (g2N 6= 0): (2.251)
En el caso actual, donde M =  2; 3; 4; ::: y la singularidad del origen
es irregular, la determinación de los exponentes 1, 2 y de los coecientes
cn;1, cn;2 en las expansiones (2.250) de las soluciones multiplicativas es un
problema más complicado que el correspondiente a las expansiones (2.159)
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de las soluciones analíticas en el caso M =  1, cuando la singularidad del
origen es regular. Consideramos este problema en el apéndice B.
Además de las soluciones multiplicativas (2.250), la ecuación canónica
(II) (2.246) admite dos sistemas fundamentales de soluciones formales. En el
primero, las soluciones ua;k(z) (k = 1; 2) están representadas por desarrollos
asintóticos cuando z ! 1 y nos referimos a ellas como soluciones formales
de clase (a). En el segundo sistema, las soluciones ub; (z) ( = 3; 4) están
representadas por desarrollos asintóticos cuando z ! 0 y nos referimos a
ellas como soluciones formales de clase (b).
El sistema fundamental de soluciones formales de clase (a) se caracteriza
por formas asintóticas cuando z ! 1 semejantes a las formas asintóticas
(2.166) que caracterizan a las soluciones formales de la ecuación canónica (I)
(2.147), (2.148) en el problema de conexión regular-irregular (caso M =  1)
estudiado en la sección precedente:
ua;k(z)  exp (a;k(z)) Sa;k(z); (z !1);
Sa;k(z) =
+1X
s=0
ak)s z
 s+k ;

a
k)
0 6= 0

; (k = 1; 2); (2.252)
donde para cada N = 0; 1; 2; ::: y k = 1; 2,
a;k(z) =
N+1X
p=1

k)
p
p
zp;


k)
N+1 6= 0

; (2.253)
es un polinomio en z cuyo grado N +1 coincide con el rango de Poincaré de
la singularidad en el innito de la ecuación canónica. En lugar de k)N+1, k
pueden utilizarse los parámetros k, 
k)
0
k  k)N+1; k)0  k +
N
2
: (2.254)
Introduciendo la función
a;k(z) = a;k(z) + k ln z = a;k(z) +


k)
0  
N
2

ln z; (2.255)
las formas asintóticas (2.252) adquieren la expresión
ua;k(z)  exp (a;k(z))
+1X
s=0
ak)s z
 s; (z !1): (2.256)
Los parámetros k)p (p = 0; 1; :::; N +1) y los coecientes a
k)
s se determi-
nan, como en el caso M =  1, sustituyendo el segundo miembro de (2.252)
y su segunda derivada en la ecuación canónica (2.246), (2.247), y tenien-
do en cuenta las formas polinómicas de a;k(z) y de sus derivadas 0a;k(z),
2.5. método de los wronskianos (ii) 105
00a;k(z). Los parámetros 
k)
p son entonces, para cada k = 1; 2, las soluciones
del sistema recurrente de ecuaciones
N+1 pX
j=0

k)
N+1 j 
k)
p+j   gN 1+p = 0; (p = N + 1; N; :::; 2; 1; 0); (2.257)
de donde se obtienen las relaciones de antisimetría
1)p =  2)p ; (p = 0; 1; :::; N + 1): (2.258)
Los coecientes ak)s verican la recurrencia de orden N   2M   1
 2k)N+1 s ak)s +
N 1X
j=0
h
~
k)
j 1   2k)j+1(s N + j)
i
a
k)
s+j N +
+
h
~
k)
 2 + (s N   1)

s  2k)0
i
a
k)
s N 1 +
+
 2X
j=2M+1
 gj 1 ak)s+j N = 0;
(s = 1; 2; 3; :::); (a
k)
0 6= 0); (2.259)
donde los sumatorios de índice j se anulan cuando el índice superior es menor
que el índice inferior, es decir, cuando N = 0 en el primer sumatorio y
M =  1 en el segundo sumatorio. Para este valor de M la recurrencia
(2.259) adopta la forma (2.174). Los parámetros ~k)j son las funciones de 
k)
j
~
k)
 2 =  g 2 +


k)
0  N=2
 

k)
0  N=2  1

;
~
k)
j =  gj   (N   j   1)k)j+2 +
j+2X
=0
k) 
k)
j+2 ;
(j =  1; 0; 1; :::; N   2): (2.260)
El comportamiento asintótico de las soluciones formales de clase (a) cuan-
do z !1 sobre un rayo arg(z) dado es semejante al de las soluciones forma-
les (2.166) del problema de conexión regular-irregular. El comportamiento
asintótico de ua;k(z) depende como entonces del signo de la parte real del
término k)N+1z
N+1=(N + 1)  kzN+1=(N + 1) sobre el rayo considerado.
Este término domina el exponente a;k(z) en las formas asintóticas (2.252)
características de estas soluciones, de manera que la solución formal de clase
(a) que verica la condición
<


k)
N+1 z
N+1

= <

k z
N+1

< 0 (2.261)
tiene un comportamiento regular, decreciendo exponencialmente cuando z !
1. Siguiendo el criterio establecido en el caso M =  1, convenimos en
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denominar ua;1(z) a la solución formal de clase (a) que verica la condición
(2.261) sobre el rayo considerado. La otra solución formal de clase (a), i.e.
ua;2(z), es irregular porque verica la condición contraria a (2.261), creciendo
exponencialmente cuando z ! 1 sobre aquellos rayos en los que ua;1(z)
decrece, toda vez que en el sistema recurrente (2.257) la ecuación de orden
p = N +1 expresa que k)N+1  k es igual a la raíz cuadrada del parámetro
no nulo g2N :

k)
N+1  k = (g2N )1=2 : (2.262)
Las soluciones formales de clase (b) de la ecuación canónica (2.246),
(2.247) se caracterizan por unas formas asintóticas cuando z ! 0 que, res-
pecto de la variable inversa z 1, son semejantes a las formas asintóticas de
las soluciones formales de clase (a) cuando z !1:
ub; (z)  exp (b; (z)) Sb; (z); (z ! 0);
Sb; (z) =
+1X
s=0
a^)s z
s+ ;

a^
)
0 6= 0

; ( = 3; 4); (2.263)
donde, para cada M =  2; 3; 4; ::: y  = 3; 4,
b; (z) =
 M 1X
q=1

)
q
q
z q; (2.264)
es un polinomio en z 1 cuyo grado Q =  M   1 coincide con el rango de
Poincaré de la singularidad del origen. Si introducimos la función
b; (z) = b; (z) +  ln z; (2.265)
donde en vez de  puede utilizarse el parámetro 
)
0 dado por

)
0 =    
M
2
; (2.266)
las formas asintóticas (2.263) se expresan
ub; (z)  exp (b; (z))
+1X
s=0
a^)s z
s; (z ! 0);

a^
)
0 6= 0

: (2.267)
Los parámetros )q (q = 0; 1; :::; M   1) y los coecientes a^)s se deter-
minan sustituyendo el segundo miembro de (2.263) y su segunda derivada
en la ecuación canónica (2.246), (2.247) y teniendo en cuenta las formas
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polinómicas de b; (z) y de sus derivadas 0b; (z), 
00
b; (z). De este modo en-
contramos que para cada  = 3; 4 los parámetros )q son las soluciones del
sistema recurrente de ecuaciones
 M 1 qX
j=0

)
 M 1 j 
)
j+q   gM 1 q = 0;
(q =  M   1; M   2; :::; 2; 1; 0); (2.268)
de donde se obtienen las relaciones de antisimetría
3)q =  4)q ; (q = 0; 1; :::; M   1): (2.269)
Los coecientes a^)s verican a su vez la recurrencia de orden 2N  M +1
 2) M 1 s a^)s +
 2X
j=M+1
h
~
)
j 1   2) j 1 (s+M   j)
i
a^
)
s+M j +
+
h
~
)
 2 + (s+M + 1)

s  2)0
i
a^
)
s+M+1 +
2N+1X
j=0
 gj 1 a^)s+M j = 0;
(s = 0; 1; 2; :::); (a^
)
0 6= 0); (2.270)
cuyo primer sumatorio, donde M + 1  j   2, es nulo para todo M   2,
y donde los parámetros ~)j son las funciones de 
)
j
~
)
 2   g 2 +


)
0 +M=2
 

)
0 +M=2 + 1

;
~
)
j   gj + (M   j   1)) j 2 +
 j 2X
=0
) 
)
 j 2 ;
(j =  3; 4; :::;M + 1;M): (2.271)
El comportamiento asintótico de las soluciones formales de clase (b)
ub; (z) cuando z ! 0 sobre un rayo arg(z) dado, depende del signo que toma
en el rayo considerado la parte real del término ) M 1 z
M+1=( M   1) que
domina el exponente b; (z) en las formas asintóticas (2.263) características
de esas soluciones. En particular, la solución formal de clase (b) que verica
sobre un rayo dado la condición
<


)
 M 1 z
M+1

< 0; (2.272)
tiene un comportamiento regular en el origen, decreciendo exponencialmente
cuando z ! 0, y convenimos en denominarla ub;3(z). La otra solución formal
de clase (b), i.e. ub;4(z), crece exponencialmente cuando z ! 0 sobre el mismo
rayo, haciéndose innita en el origen, toda vez que la primera ecuación del
sistema (2.268) correspondiente a q =  M   1

)
 M 1
2
= g2M ; (2.273)
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tiene como consecuencia la relación de antisimetría (2.269) correspondiente
a q = Q   M   1:

3)
 M 1 =  4) M 1; (2.274)
para todo M =  2; 3; 4; :::.
2.5.3. Fórmulas de conexión, sectores de validez y rayos de
Stokes
La existencia de dos sistemas fundamentales (a) y (b) de soluciones for-
males da lugar a dos sistemas de soluciones globales de la ecuación canónica.
El sistema (a) de soluciones globales está formado por las soluciones multi-
plicativas u(z) ( = 1; 2) dadas en (2.250) y sus formas asintóticas de clase
(a) ~ua;(z) cuando z !1 en aquellos sectores del z-plano complejo delimi-
tados por rayos de Stokes sobre los cuales las soluciones formales de clase (a)
ua;k(z) (k = 1; 2) (cfr. (2.252)) cambian de manera brusca. El sistema (b)
de soluciones globales está formado por las soluciones multiplicativas u(z)
y sus formas asintóticas de clase (b) ~ub;(z) cuando z ! 0 en aquellos sec-
tores del z-plano complejo delimitados por rayos de Stokes sobre los cuales
las soluciones formales de clase (b) ub; (z) ( = 3; 4) (cfr. (2.263) cambian
de manera brusca.
Las formas asintóticas de clase (a) ~ua;(z) se obtienen, análogamente a
las (2.180) del caso regular-irregular, reemplazando las soluciones formales de
clase (a) ua;k(z) por sus formas asintóticas (2.252), (2.253) en las ecuaciones
u1(z) = T
1)
1;p1
ua;1(z) + T
1)
2;p2
ua;2(z);
u2(z) = T
2)
1;p1
ua;1(z) + T
2)
2;p2
ua;2(z);
(z 2 S (p1; p2)) ; (2.275)
que expresan en cada sector de validez S (p1; p2) la relación algebraica lineal
entre las soluciones multiplicativas y las soluciones formales de clase (a).
Denominamos fórmulas de conexión de clase (a) a las ecuaciones (2.275) y
factores de conexión de clase (a) a las constantes multiplicativas Tk;pk que
denen en cada sector Sk;pk la relación lineal entre ambos sistemas fundamen-
tales de soluciones de la ecuación canónica. Los sectores de validez S (p1; p2)
de las fórmulas de conexión de clase (a) son entonces las intersecciones no
vacías de los sectores de validez Sk;pk de los factores de conexión T
)
k;pk
, es
decir,
S (p1; p2) = S1;p1 \ S2;p2 ; (p1; p2 2 Z) ; (2.276)
siendo
Sk;pk 
n
z 2 C;
arg k zN+1  2 pk < o ;
(pk 2 Z) ; (k = 1; 2); (2.277)
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donde k  k)N+1.
Las formas asintóticas de clase (b) ~ub;(z) se obtienen reemplazando las
soluciones formales de clase (b) ub; (z) por sus formas asintóticas (2.263),
(2.264) en las ecuaciones
u1(z) = T
1)
3;p3
ub;3(z) + T
1)
4;p4
ub;4(z);
u2(z) = T
2)
3;p3
ub;3(z) + T
2)
4;p4
ub;4(z);
(z 2 S (p3; p4)) ; (2.278)
que expresan en cada sector de validez S (p3; p4) la relación algebraica lineal
entre las soluciones multiplicativas y las soluciones formales de clase (b).
Denominamos fórmulas de conexión de clase (b) a las ecuaciones (2.278) y
factores de conexión de clase (b) a las constantes multiplicativas T );p que
denen en cada sector S;p la relación lineal entre ambos sistemas fundamen-
tales de soluciones de la ecuación canónica. Los sectores de validez S (p3; p4)
de las fórmulas de conexión de clase (b) son entonces las intersecciones no
vacías de los sectores de validez S;p de los factores de conexión T
)
;p , es
decir,
S (p3; p4) = S3;p3 \ S4;p4 ; (p3; p4 2 Z) ; (2.279)
siendo
S;p 
n
z 2 C;
arg  zM+1  2 p  < o ;
(p 2 Z) ; ( = 3; 4); (2.280)
donde   ) M 1.
Los rayos de Stokes  !s k;pk que separan los sectores adyacentes Sk;pk y
Sk;pk+1 tienen por argumentos (véase la nota 20)
k;pk  arg ( !s k;pk) =
(2pk + 1)   arg (k)
N + 1
; (2.281)
y las amplitudes angulares de los sectores Sk;pk son
k;pk =
2
N + 1
: (2.282)
Los rayos de Stokes  !s ;p que separan los sectores adyacentes S;p y
S;p+1 tienen argumentos
;p  arg ( !s ;p ) =
(2p + 1)   arg


)
 M 1

M + 1
; (2.283)
y las amplitudes angulares de los sectores S;p son
;p =
2
 M   1 : (2.284)
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Los valores de los factores de conexión en cada rayo de Stokes se denen
como la semisuma de los valores que toma el factor correspondiente en los
dos sectores adyacentes separados por el rayo:
T
)
k (
 !s k;pk) =
1
2

T
)
k;pk
+ T
)
k;pk+1

;
T ) (
 !s ;p ) =
1
2

T );p + T
)
;p+1

: (2.285)
En la mayoría de las aplicaciones físicas, la variable independiente z en
la ecuación canónica es real no negativa, los parámetros gj (j = 2M; 2M +
1; :::; 2N) son reales y en particular g2M , g2N , son positivos. Entonces, a
consecuencia de (2.257) y (2.258), se tienen ahora las expresiones, semejantes
a las obtenidas en el problema de conexión regular-irregular (cfr. (2.187),
(2.188)),
1  1)N+1 =  
p
g2N < 0;
2  2)N+1 = +
p
g2N > 0; (2.286)
es decir,
arg (1) = arg


1)
N+1

= ;
arg (2) = arg


2)
N+1

= 0: (2.287)
Asimismo, a consecuencia de (2.268) y (2.269), se tiene:
3  3) M 1 =  
p
g2M < 0;
4  4) M 1 = +
p
g2M > 0; (2.288)
es decir,
arg(3) = arg


3)
 M 1

= ;
arg(4) = arg


4)
 M 1

= 0: (2.289)
En estas condiciones, el semieje real positivo es un rayo de Stokes en las
fórmulas de conexión de clase (a) (2.275), atravesando el cual se produce un
cambio brusco del factor de conexión T )1;p1 (gura 2:5), aunque no de T
)
2;p2
,
porque habida cuenta de (2.277), (2.281) y de la primera expresión (2.285),
se tiene:
1;0 = arg (
 !s 1;0) = 0;
2;p2 = arg (
 !s 2;p2) 6= 0; 8 p2 2 Z: (2.290)
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S1,2
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Re z
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Figura 2.5: Sectores de validez S1;p1 (p1 =  1; 0; 1; 2) de los factores de conexión T1;p1
cuando M =  2, N = 2 y el parámetro asintótico principal 1 es real negativo: S1; 1:
 4=3 < arg(z) <  2=3, S1;0:  2=3 < arg(z) < 0, S1;1: 0 < arg(z) < 2=3, S1;2:
2=3 < arg(z) < 4=3. Los sectores S1;0, S1;1 y la mitad de S1; 1, S1;2 cubren la primera
hoja de Riemann. La mitad de S1; 1 y de S1;2 pertenecen a las hojas inferior y superior
respectivamente. Los rayos de Stokes que separan estos sectores corresponden a arg(z) =
 2=3, 0, 2=3. Aunque representan casos diferentes, esta gura coincide con la 2:3.
La gura 2:6muestra, en el mismo caso de la gura 2:5, los rayos de Stokes
que separan sectores de validez de T2;p2 en la primera hoja de Riemann.
El valor de T )1;p1 en el semieje real positivo es por tanto
T
)
1 (
 !s 1;0) = 1
2

T
)
1;1 + T
)
1;0

; ( = 1; 2); (2.291)
donde T )1;1, T
)
1;0 son los valores de T
)
1 en los sectores adyacentes S1;1 y
S1;0 respectivamente. Asimismo, habida cuenta de (2.280), (2.283) y de la
segunda expresión (2.285) se tiene
3;0 = arg (
 !s 3;0) = 0;
4;p4 = arg (
 !s 4;p4) 6= 0; 8 p4 2 Z; (2.292)
luego el semieje real positivo es también un rayo de Stokes en las fórmulas
de conexión de clase (b) (2.278), atravesando el cual se produce un cambio
brusco del factor de conexión T )3;p3 (gura 2:7) y no de T4;p4 .
La gura 2:8muestra, en el mismo caso de la gura 2:7, los rayos de Stokes
que separan sectores de validez de T4;p4 en la primera hoja de Riemann.
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S2,1
S2,-1
S2,0 Re z
Im z
Figura 2.6: Sectores de validez S2;p2 (p2 =  1; 0; 1) de los factores de conexión T2;p2
cuando M =  2, N = 2 y el parámetro asintótico principal 2 es real positivo: S2; 1:
  < arg(z) <  =3, S2;0:  =3 < arg(z) < =3, S2;1: =3 < arg(z) < . Los tres
sectores S2; 1, S2;0 y S2;1, cubren exactamente la primera hoja de Riemann. Los rayos de
Stokes que separan estos sectores corresponden a arg(z) =  =3, =3. Aunque representan
casos diferentes, esta gura coincide con la 2:4.
El valor de T )3;p3 en el semieje real positivo es por tanto
T
)
3 (
 !s 3;0) = 1
2

T
)
3;0 + T
)
3;1

; ( = 1; 2); (2.293)
donde T )3;0, T
)
3;1 son los valores de T
)
3 en los sectores adyacentes S3;0 y S3;1
respectivamente.
En las secciones precedentes hemos convenido en denominar ua;1(z),
ua;2(z) a las soluciones formales de clase (a) regular e irregular respecti-
vamente cuando z ! 1. Asimismo, convenimos en que ub;3(z), ub;4(z) re-
presentan a las soluciones formales de clase (b) regular e irregular respectiva-
mente cuando z ! 0. A n de que ub;3(z) pueda representar estados físicos,
la regularidad en el origen no es suciente, siendo exigible un comporta-
miento regular cuando z !1, propiedad que puede expresarse mediante los
factores de conexión en la forma que indicamos seguidamente.
Como toda solución de la ecuación canónica, ub;3(z) es igual a una com-
binación lineal del sistema fundamental de soluciones formales de clase (a)
fua;1(z); ua;2(z)g. Entonces, el comportamiento asintótico de ub;3(z) es re-
gular en el innito solo si en esa combinación lineal es nulo el coeciente
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S3,0 Re z
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Figura 2.7: Sectores de validez S3;p3 (p3 =  1; 0; 1) de los factores de conexión T3;p3
cuando M =  2, N = 2 y el parámetro asintótico principal 3 es real negativo: S3;1:
 2 < arg(z) < 0, S3;0: 0 < arg(z) < 2, S3; 1: 2 < arg(z) < 4. Los sectores S3;0 y
S3; 1 cubren la mitad positiva de la primera hoja de Riemann y toda la hoja superior,
S3;1 cubre la mitad negativa de la primera hoja de Riemann y mitad de la hoja inferior.
Los rayos de Stokes que separan estos sectores corresponden a arg(z) = 0, 2.
de la solución irregular ua;2(z). Este coeciente es igual a cierta función del
parámetro E de energía en la ecuación de Schrödinger y los ceros de esta
función son por tanto los valores de la energía físicamente admisibles, en
otras palabras, son los valores del parámetro E que constituyen el espectro
de energías de Schrödinger correspondiente al potencial suma de potencias
(2.244).
La expresión de ub;3(z) en combinación lineal de fua;1(z); ua;2(z)g es (véa-
se la nota 21)
ub;3(z) =
0@T 1)1;p1T 2)4;p4   T 1)4;p4T 2)1;p1
D3
1A ua;1(z) +
+
0@T 1)2;p2T 2)4;p4   T 1)4;p4T 2)2;p2
D3
1A ua;2(z);
(z 2 S(p1; p2) \ S(p3; p4)) ; (p1; p2; p3; p4 2 Z); (2.294)
donde
D3  T 1)3;p3T
2)
4;p4
  T 2)3;p3T
1)
4;p4
6= 0; (2.295)
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S4,0 Re z
Im z
Figura 2.8: Sectores de validez S4;p4 (p4 =  1; 0; 1) de los factores de conexión T4;p4
cuando M =  2, N = 2 y el parámetro asintótico principal 4 es real positivo: S4;1:
 3 < arg(z) <  , S4;0:   < arg(z) < , S4; 1:  < arg(z) < 3. Cada sector cubre
una hoja de Riemann completa , correspondiendo la primera a S4;0. Los rayos de Stokes
que separan estos sectores corresponden a arg(z) =  , .
para enteros p1; p2; p3; p4 tales que la intersección del sector S(p1; p2) con
S(p3; p4) es no vacía.
El espectro de energías es entonces el conjunto de raíces de la ecuación
que expresa la nulidad del coeciente de ua;2(z) en (2.294):
T
1)
2;p2
T
2)
4;p4
  T 1)4;p4T
2)
2;p2
= 0: (2.296)
2.5.4. Cálculo de los factores de conexión
El método de cálculo de los factores de conexión T )k;pk en las fórmulas
(2.180) que describimos en la sección 2.4 resuelve el problema global de la
ecuación canónica (I) (2.147), (2.148), la cual tiene en z = 0 una singulari-
dad regular y en z = 1 una singularidad irregular. El método, que utiliza
las propiedades de la serie exponencial de Heaviside, se fundamenta en la
comparación de dos expresiones del desarrollo asintótico de los Wronskianos
de las funciones auxiliares introducidas en (2.201), (2.202).
En esta subsección extendemos el método de los Wronskianos al cálculo
de los factores de conexión de clases (a) y (b) que intervienen en el problema
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global de la ecuación canónica (II) (2.246), (2.247), la cual presenta singula-
ridades irregulares en z = 0 y en z =1.
Consideramos en primer lugar, para cada  = 1; 2, el sistema de ecua-
ciones denido por la fórmula de conexión de clase (a) (2.275) y su primera
derivada en un sector S(p1; p2) dado por (2.276), (2.277):
u(z) = T
)
1;p1
ua;1(z) + T
)
2;p2
ua;2(z);
u0(z) = T
)
1;p1
u0a;1(z) + T
)
2;p2
u0a;2(z): (2.297)
Las expresiones de los factores de conexión de clase (a) como cocientes
de Wronskianos se obtienen aplicando la regla de Cramer al sistema (2.297):
T
)
~k;p~k
=
W [u; ua;k]
W
h
ua;~k; ua;k
i ; z 2 S~k;p~k ;
(k = 1; 2); ( = 1; 2); (2.298)
donde ~k es la función de k introducida en (2.228), de manera que ~k = 2 si
k = 1 y ~k = 1 si k = 2, y S~k;p~k
viene dado por (2.227). Asimismo, W[u; v]
representa al Wronskiano del par ordenado de funciones (u; v) introduci-
do en (2.197). El sistema (2.297) es compatible, toda vez que fua;1; ua;2g
constituyen un sistema fundamental de soluciones de la ecuación canónica,
vericándose en consecuencia
W
h
ua;~k; ua;k
i
6= 0; (2.299)
para cada k = 1; 2.
Los Wronskianos W
h
ua;~k; ua;k
i
en los denominadores de (2.298) se ob-
tienen de manera semejante al problema de conexión regular-irregular, sus-
tituyendo en la expresión funcional del Wronskiano las formas asintóticas de
ua;k, ua;~k dadas en (2.252)y sus derivadas:
W
h
ua;~k; ua;k
i
 ua;~k u0a;k   u0a;~k ua;k = 2
k)
N+1a
k)
0 a
~k)
0  2kak)0 a
~k)
0 : (2.300)
Los Wronskianos en los numeradores de las expresiones (2.298) se deter-
minan siguiendo un proceso semejante al que hemos descrito en el problema
de conexión regular-irregular. Como paso previo introducimos, para cada
 = 1; 2, las funciones auxiliares
v;k(z) = exp

  k
2(N + 1)
zN+1

u(z); (k = 1; 2);
va;k(z) = exp

  k
2(N + 1)
zN+1

ua;k(z); (k = 1; 2): (2.301)
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La relación entre los Wronskianos de (v;k; va;k) y de (u; ua;k) para cada
k = 1; 2 se obtiene reemplazando (2.301) y sus derivadas en el segundo
miembro de la expresión
W [v;k; va;k] = v;k v0a;k   v0;k va;k; (2.302)
el cálculo se realiza de modo semejante al caso regular-irregular (véase la
nota 14) dando como resultado
W [v;k; va;k] = exp

  k
N + 1
zN+1

W [u; ua;k] ; (2.303)
donde W [u; ua;k] es igual a una constante, toda vez que u y ua;k son solu-
ciones de la misma ecuación diferencial (2.246) cuyo término en la primera
derivada es nulo.
Los Wronskianos W [u; ua;k] se determinan, como en el caso regular-
irregular considerado en la sección 2.4, obteniendo y comparando dos desa-
rrollos formales de los Wronskianos de las funciones auxiliares W [v;k; va;k].
El primer desarrollo se obtiene sustituyendo en los segundos miembros de
(2.301) las expresiones (2.250) de u(z) y (2.252) de ua;k(z) y reemplazando
las formas funcionales resultantes de v;k, va;k y sus derivadas en la forma
exacta (2.302) del Wronskiano (véanse las notas 22, 23):
W [v;k; va;k] 
+1X
n^= 1

k)
a;n^ z
n^+k+k 1; (z !1); (2.304)
siendo para cada k = 1; 2

k)
a;n^ =  2Q(a;k)n^   (n^+ k   k) 
(a;k)n^;0 + 2
NX
p=1
k)p 

(a;k)
n^;p + k 

(a;k)
n^;N+1;
(n^ 2 Z); (2.305)
donde


(a;k)
n^;p =
+1X
j=0
a
k)
j b
k)
n^ p+j ; (n^ 2 Z); (p = 0; 1; :::; N + 1); (2.306)
Q
(a;k)
n^ =
+1X
j=0
j a
k)
j b
k)
n^+j ; (n^ 2 Z); (2.307)
son series de cuya convergencia depende la validez de nuestro método de
cálculo de los factores de conexión (véase el apéndice A).
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Consideramos seguidamente el segundo desarrollo formal del Wronskiano
W [v;k; va;k] que utiliza la serie exponencial de Heaviside introducida en
(2.111), (2.112), i.e.
exp(t) 
+1X
n= 1
tn+
 (n+ 1 + )
; (t!1); (j arg(t)j < );
(t;  2 C); (2.308)
con la nalidad de obtener un desarrollo de la exponencial en el segundo
miembro de (2.303). De modo semejante al caso regular-irregular descrito en
la sección 2.4, dado un valor de N = 0; 1; 2; :::, el cambio de variable
t  ! z; t =   k
N + 1
zN+1; (2.309)
en el que z depende de la raíz (N + 1)-ésima de t, hace necesario introducir
para cada k = 1; 2 los (N + 1) desarrollos de Heaviside
Ek)a;L(z) =
+1X
n= 1

 k zN+1=(N + 1)
n+(a;k)L
 

n+ 1 + 
(a;k)
L
 ; (L = 0; 1; :::; N);

z; 
(a;k)
L 2 C

;
arg  k zN+1 < : (2.310)
donde la condición
arg  k zN+1 <  caracteriza al sector de validez
S~k;0 de los factores T
)
~k
dado en (2.227). Por consiguiente, habida cuenta
de (2.308) y (2.310), en este sector del z-plano complejo se verican, para
cada k = 1; 2, las N +1 relaciones asintóticas análogas a las (2.231) del caso
regular-irregular
exp

  k
N + 1
zN+1

 Ek)a;L(z); (z !1);

z 2 S~k;0  C

;
(L = 0; 1; :::; N): (2.311)
El segundo desarrollo formal de W [v;k; va;k] se obtiene ahora bajo la
forma de una combinación lineal de los N+1 desarrollos de Heaviside (2.310)
semejante a la (2.238) del caso regular-irregular
W [v;k; va;k] 
NX
L=0

k)
a;L Ek)a;L(z) =
=
+1X
n= 1
NX
L=0
0@ k)a;L
 

n+ 1 + 
(a;k)
L

1A  k
N + 1
n+(a;k)L
z(N+1)(n+
(a;k)
L );
(z !1);

z 2 S~k;0  C

;


(a;k)
L 2 C

; (2.312)
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donde las constantes k)a;L verican para cada k = 1; 2
NX
L=0

k)
a;L =W [u; ua;k] : (2.313)
Comparando el segundo desarrollo formal (2.312) del Wronskiano de las
funciones auxiliares de clase (a) con el primer desarrollo (2.304), obtenemos
expresiones de n^, (a;k)L , 
k)
a;L semejantes a las obtenidas en el estudio del
problema de conexión regular-irregular (véase la nota 18):
n^  n^L = (N + 1)n+ L+ 1; (n; n^ 2 Z); (L = 0; 1; :::; N); (2.314)

(a;k)
L =
k + k + L
N + 1
; (k = 1; 2); (L = 0; 1; :::; N); (2.315)

k)
a;L =

k)
a;n^L
 

n+ 1 + 
(a;k)
L

( k=(N + 1))n+
(a;k)
L
; (L = 0; 1; :::; N);
(n; n^L 2 Z); (k = 1; 2): (2.316)
Llevando (??), (2.316) a (2.313) obtenemos los Wronskianos en los nu-
meradores de (2.298) para cada ; k = 1; 2:
W [u; ua;k] =
NX
L=0

k)
a;n^L
 

n+ 1 + 
(a;k)
L

( k=(N + 1))n+
(a;k)
L
;
(n; n^L 2 Z); (2.317)
que junto a los Wronskianos de los denominadores dados en (2.300) dan como
resultado fórmulas explícitas de los factores de conexión de clase (a):
T
)
~k;0
=
1
2ka
k)
0 a
~k)
0
NX
L=0

k)
a;n^L
 

n+ 1 + 
(a;k)
L

( k=(N + 1))n+
(a;k)
L
;
(n; n^L 2 Z): (2.318)
La extensión de los desarrollos formales (2.310), de las relaciones asin-
tóticas (2.311), del desarrollo (2.312) y de las fórmulas de los factores de
conexión (2.318) a todo sector S~k;p~k
se realiza mediante el cambio de va-
riable introducido en (2.393), (2.394) con resultados semejantes a (2.399),
(2.400), (ver la nota 17) y (2.415), (2.419) (ver la nota 18).
El proceso de cálculo de los factores de conexión de clase (b) T );p no
diere en lo esencial del que nos ha llevado a obtener fórmulas de los fac-
tores de conexión de clase (a) T )k;pk . Las fórmulas de conexión de clase (b)
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introducidas en (2.278) constituyen ahora el punto de partida del proceso de
cálculo de los factores T );p por el método asintótico de los Wronskianos.
Para cada  = 1; 2, consideramos el sistema lineal de ecuaciones cons-
tituido por la fórmula de conexión de clase (b) y su primera derivada (cfr.
(2.278), (2.279)):
u(z) = T
)
3;p3
ub;3(z) + T
)
4;p4
ub;4(z);
u0(z) = T
)
3;p3
u0b;3(z) + T
)
4;p4
u0b;4(z);
(z 2 S(p3; p4)) ; (p3; p4 2 Z); (2.319)
Aplicando la regla de Cramer obtenemos expresiones de los factores de
conexión de clase (b) como cocientes de Wronskianos:
T
)
~ ;p~
=
W [u; ub; ]
W [ub;~ ; ub; ] ; (z 2 S~ ;p~ );
( = 1; 2); ( = 3; 4); (p~ 2 Z); (2.320)
donde ~ es la función de 
~ =  + ( 1) 1; ( = 3; 4); (2.321)
de manera que ~ = 4 cuando  = 3 y ~ = 3 cuando  = 4.
La compatibilidad del sistema (2.319), i.e.
W [ub;~ ; ub; ] 6= 0; ( = 3; 4); (2.322)
está asegurada al constituir fub;3; ub;4g un sistema fundamental de soluciones
de la ecuación canónica.
Los Wronskianos en los denominadores de (2.320) se obtienen de manera
análoga a los Wronskianos de clase (a) en los denominadores de (2.298),
dando como resultado, para cada  = 3; 4,
W [ub;~ ; ub; ]  ub;~ u0b;   u0b;~ ub; = 2~) M 1a^)0 a^~)0  2~ a^)0 a^~)0 ; (2.323)
donde
  ) M 1 =  ~) M 1  ~ :: (2.324)
El cálculo de los Wronskianos en los numeradores de (2.320) se inicia
introduciendo, para cada  = 1; 2,  = 3; 4 las funciones auxiliares de clase
(b)
v^; (z) = exp

  
2( M   1) z
M+1

u(z);
v^b; (z) = exp

  
2( M   1) z
M+1

ub; (z); (2.325)
120 CAPÍTULO 2. ecuaciones diferenciales. soluciones globales
y encontrando la relación entre los Wronskianos de (v^; ; v^b; ) y de (u; ub; )
a partir de (2.325) y de la expresión general (2.197) deW[u; v]. El cálculo se
simplica introduciendo la variable ~z
~z = z 1; (2.326)
de manera que ~z !1 cuando z ! 0. Deniendo para todoM =  2; 3; 4; :::
~M   M   2 = 0; 1; 2; :::; (2.327)
y poniendo para cada  = 3; 4

)
 M 1   = )~M+1; (2.328)
las expresiones (2.325) se reescriben
v^; (~z) = exp
 
  
2( ~M + 1)
~z
~M+1
!
u(~z);
v^b; (~z) = exp
 
  
2( ~M + 1)
~zM+1
!
ub; (~z); (2.329)
obteniéndose la relación entre Wronskianos en función de ~z (véase la nota
14)
W [v^; ; v^b; ] = exp

  
~M + 1
~z
~M+1

W [u; ub; ] ;
( ~M = 0; 1; 2; :::); ( = 1; 2); ( = 3; 4); (2.330)
donde W [u; ub; ] es igual a una constante, toda vez que u y ub; son so-
luciones de la ecuación canónica (2.246), (2.247) cuyo término en la primera
derivada es nulo. La función ub; se conoce por su forma asintótica (2.263),
(2.264) cuando z ! 0, es decir, cuando ~z !1. De este modo, la expresión
(2.330) es análoga formalmente a la expresión (2.303) que relaciona al Wrons-
kianoW [v;k; va;k] de las funciones auxiliares de clase (a) con el Wronskiano
W [u; ua;k] de las soluciones multiplicativas u y formales de clase (a) ua;k.
En el cálculo de los factores de conexión de clase (b), la relación (2.330)
desempeña un papel fundamental semejante al que corresponde a la relación
(2.303) en el cálculo de los factores de conexión de clase (a), al permitirnos
comparar dos desarrollos formales del Wronskiano de las funciones auxiliares.
El primer desarrollo de W [v^; ; v^b; ] se obtiene sustituyendo en la forma
exacta del Wronskiano en el primer miembro de (2.330) las formas funcionales
(2.329) de v^; , v^b; y las que resultan de cambiar z por ~z 1 en la forma
asintótica (2.263), (2.264) de ub; (z). Así, el proceso se desarrolla en términos
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semejantes al caso de las funciones auxiliares de clase (a) dadas en (2.301),
recuperándose la variable z al nalizar el cálculo con el resultado
W [v^; ; v^b; ] 
+1X
n^= 1

)
b;n^ z
n^++ 1; (z ! 0); ( = 3; 4); (2.331)
donde para cada  = 3; 4,

)
b;n^ = 2Q
(b;)
n^   (n^+     )
(b;)n^; M 1   2
 M 2X
q=1

)
 M 1 q

(b;)
n^;q  
 
(b;)n^;0 ; (n^ 2 Z); (2.332)


(b;)
n^;q 
+1X
j=0
a^
)
j b^
)
n^ M 1 q j ; (n^ 2 Z);
(q = 0; 1; :::; M   1); (2.333)
Q
(b;)
n^ 
+1X
j=0
ja^
)
j b^
)
n^ j ; (n^ 2 Z); (2.334)
siendo )q los parámetros del factor exponencial,  el exponente caracte-
rístico y a^)j los coecientes de la serie formal en el desarrollo (2.263) que
verican la recurrencia (2.270). Asimismo, para cada  = 3; 4,
 =  2; (2.335)
es el exponente característico y b^)n los coecientes en el desarrollo formal
w^; (z) =
+1X
n= 1
b^)n z
n+ ; (b^
)
0 6= 0); (2.336)
de la función auxiliar
w^; (z) = exp

^b; (z)

v^; (z) =
= exp

^b; (z)  
2( M   1)z
M+1

u(z); (2.337)
^b; (z) =
 M 2X
q=1

)
q
q
z q +

2( M   1)z
M+1; (2.338)
que verica la ecuación diferencial
w^00 +
0@  2X
j=M
^
)
b;j z
j
1A w^0 +
0@ 2NX
j=2M
"^
)
b;j z
j
1A w^ = 0; (2.339)
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donde ^)b;j , "^
)
b;j son funciones conocidas de gj , 
)
q (véase la nota 24) y los
coecientes b^)n verican la recurrencia de orden 2N   2M
MX
j=2M+2
"^
)
b;j 2 b^
)
n j +
 1X
j=M+1
h
^
)
b;j 1 (n+    j) + "^)b;j 2
i
b^
)
n j +
+
h
(n+  )(n+    1) + "^)b; 2
i
b^)n +
2N+2X
j=1
"^
)
b;j 2 b^
)
n j = 0;
(n 2 Z): (2.340)
El segundo desarrollo del Wronskiano de las funciones auxiliares de clase
(b) se obtiene ahora sustituyendo la exponencial en el segundo miembro
de (2.330) por una combinación lineal de ~M + 1 =  M   1 desarrollos de
Heaviside (2.308) análoga a (2.312), que expresamos en función de la variable
~z introducida en (2.326). El cálculo subsiguiente en la variable ~z es semejante
al del Wronskiano de las funciones auxiliares de clase (a) y su resultado, una
vez recuperada la variable oruginal z, es
W [v^; ; v^b; ] 
+1X
n= 1
 M 2X
L=0
0@ )b;L
 

n+ 1 + 
(b;)
L

1A

  
 M   1
n+(b;)L
z
(M+1)

n+
(b;)
L

; (z ! 0);
(z 2 S~ ;0  C n f0g);
( = 1; 2); ( = 3; 4); (2.341)
donde )b;L son los coecientes constantes en la combinación lineal de desa-
rrollos de Heaviside; los sectores S~ ;0 vienen dados por (2.280) cambiando
 por ~ , haciendo p = 0 y teniendo en cuenta la relación de antisimetría
(2.324).
El desarrollo (2.341) se compara con el primer desarrollo (2.331) obte-
niendo, para cada  = 3; 4, formas explícitas de las constantes )b;L en función
de los coecientes )b;n^ de las potencias de z en el primer desarrollo:

)
b;L 

)
b;n^ 

n+ 1 + 
(b;)
L

(~=(M + 1))
n+
(b;)
L
; (L = 0; 1; :::; M   2);
(n; n^ 2 Z): (2.342)
El Wronskiano de las funciones u, ub; que aparece en el numerador de
la expresión (2.320) de los factores de conexión de clase (b), depende de las
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constantes )b;L de forma semejante a la que se tiene en (2.313) en el caso de
los factores de clase (a):
W [u; ub; ] =
 M 2X
L=0

)
b;L; ( = 1; 2); ( = 3; 4): (2.343)
Las fórmulas de los factores de conexión de clase (b) se obtienen ahora
poniendo (2.342) en el segundo miembro de (2.343), sustituyendo la expresión
resultante en el numerador de (2.320) con p~ = 0 y la expresión (2.323) en
el denominador:
T
)
~ =
 1
2 a^
)
0 a^
~)
0
 M 2X
L=0

)
b;n^ 

n+ 1 + 
(b;)
L

( =( M   1))n+
(b;)
L
;
(n; n^ 2 Z); ( = 1; 2); ( = 3; 4); (~ = 4; 3); (2.344)
donde T )~ = T
)
~ ;0 y para cada M =  2; 3; 4; :::
n^  n^L = (M + 1)n+ L+ 1; (n; n^ 2 Z); (2.345)

(b;)
L =
 +  + L
M + 1
; (L = 0; 1; :::; M   2): (2.346)
La extensión a cualquier sector S~ ;p~ de (2.341), (2.342), (2.344) se realiza
de la forma señalada en el caso de los factores de conexión de clase (a),
obteniendo (para los detalles, véanse las notas 17 y 18)
W [v^; ; v^b; ] 
+1X
n= 1
 M 2X
L=0
0B@(;p )b;L ! p~ ( M 1)
(b;)
L
 M 1
 

n+ 1 + 
(b;)
L

1CA

 
 2^
 M   1
!n+(b;)L
z
(M+1)

n+
(b;)
L

; (z ! 0);
(z 2 S~ ;p~  C n f0g); (p ; p~ 2 Z);
( = 1; 2); ( = 3; 4); (2.347)
donde

(;p )
b;L = 
(;0)
b;L !
p~ ( M 1)(b;)L
 M 1 ; (L = 0; 1; :::; M   2);
(p ; p~ 2 Z); (2.348)
son ahora los coecientes constantes en la combinación lineal de desarrollos
de Heaviside que reemplazan a )b;L en (2.343). Los sectores S~ ;p~ vienen
dados por (2.280) cambiando  por ~ , p por p~ y teniendo en cuenta la
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relación de antisimetría (2.324). Poniendo (2.348) en el segundo miembro de
(2.343), sustituyendo la expresión resultante en el numerador de (2.320) y
(2.323) en el denominador, se obtiene la extensión a cualquier sector S~ ;p~
de las fórmulas (2.344) de los factores de conexión:
T
)
~ ;p~
=
 1
2 a^
)
0 a^
~)
0
 M 2X
L=0

)
b;n^ 

n+ 1 + 
(b;)
L

!
p~ ( M 1)(b;)L
 M 1
 2^=( M   1)
n+(b;)L ;
(n; n^; p~ 2 Z); ( = 1; 2); ( = 3; 4); (~ = 4; 3); (2.349)
2.6. Notas
Nota 12. Siempre existe al menos una solución de (2.100) de la forma
(2.101). Para ciertos valores de b 2r, solo existe una solución de la forma
(2.101); la otra solución independiente contiene términos logarítmicos que
divergen en el innito. Nosostros estamos interesados en aquellas soluciones
cuyo comportamiento es regular en ambos puntos singulares. En consecuen-
cia, nuestra discusión se limita a las soluciones de la forma (2.101), descar-
tando aquellas que presentan términos logarítmicos.
Nota 13. Describimos a renglón seguido la secuencia de cambios de las
variables y parámetros que transforman a la ecuación radial (2.145) en la
ecuación canónica I (2.147), (2.148).
En primer lugar, introducimos una variable adimensional x proporcional
a la variable radial r(
r  ! x; r = x;
R(r)  ! y(x); R(r) = y( 1 r); (2.350)
donde el parámetro  puede elegirse de maneras diferentes a condición de
que tenga dimensiones de longitud; por ejemplo, dado que A~ 6= 0 es posible
tomar
 =
 
h2
2mA~
!1=(~+2)
: (2.351)
El parámetro  y la variable x podrían ser en general complejos; no
obstante, en la mayoría de las aplicaciones físicas  es real y positivo, de
manera que en tales casos la variable adimensional x recorre el semieje real
no negativo del plano complejo.
El cambio de variable (2.350) transforma a la ecuación radial (2.145) en
la ecuación de variables y parámetros adimensionales
y00(x) +
0@ GX
j= 2
Cj x
j
1A y(x) = 0; (CG 6= 0) ; (2.352)
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donde
G =
(
~ + 1 = 0; si ~ =  1;
~; si ~ = 0; 1; 2; :::;
(2.353)
representa el grado del polinomio en el factor de la variable dependiente y
en (2.352). La relación entre los parámetros Aj de la ecuación radial y los
parámetros Cj de la ecuación adimensional es(
C0 =  2m (A0   E) 2=h2;
Cj =  2mAj j+2=h2; (j =  2; 1); (j = 1; 2; :::; ~): (2.354)
La ecuación (2.352) ya tiene forma adimensional pero todavía no es ade-
cuada para estudiar el problema global porque cuando el grado G es impar,
lo cual sucede si ~ = 1; 3; 5; 7; :::, sus soluciones formales dependen de ex-
pansiones asintóticas que contienen potencias de la variable x de exponentes
semienteros, y esas soluciones no se conectan fácilmente a las soluciones ana-
líticas denidas por series de potencias de x de exponentes enteros.
En estos casos impares, es conveniente introducir una nueva variable
independiente adimensional z = x1=2 de manera que las soluciones formales
de la ecuación transformada dependan de series asintóticas cuyos términos
contienen solamente potencias de z de exponentes enteros. De este modo, sea
el grado G par o impar, el problema global se formula en una única ecuación
adimensional (2.147), de variable independiente y parámetros complejos, a la
cual denominamos ecuación canónica I o ecuación canónica correspondiente
a (2.145). Las relaciones entre las variables y parámetros de la ecuación
canónica I y las variables y parámetros de la ecuación radial (2.145) son las
siguientes.
a) Si ~ =  1, tenemos
z = r=; u(z) = R( z); N = 0; (2.355)
g 2 = l (l + 1); g 1 =
2mA 1
h2
; g0 =
2m( E)2
h2
: (2.356)
b) Si ~ = 0; 2; 4; 6; :::, tenemos
z = r=; u(z) = R( z); N = ~=2 = 0; 1; 2; :::; (2.357)
g 2 = l (l + 1); g0 =
2m (A0   E) 2
h2
;
gj =
2mAj 
j+2
h2
; (j =  1); (j = 1; 2; :::; 2N): (2.358)
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c) Si ~ = 1; 3; 5; 7; :::, tenemos
z = (r=)1=2; u(z) = z 1=2R

 z2

; N = ~ + 1 = 2; 4; 6; 8; :::; (2.359)
g 2 = (2l + 1=2)(2l + 3=2); g2 =
8m (A0   E) 2
h2
;
gj =
8mAj=2 1 j=2+1
h2
; (j = 0); (j = 4; 6; 8; :::; 2N);
gj = 0; (j =  1; 1; 3; 5; :::; 2N   1): (2.360)
Por consiguiente, en (2.148) el valor máximo del índice j es 2N = 0 si
~ =  1, 2N = ~ si ~ = 0; 2; 4; 6; ::: y 2N = 2~ + 2 si ~ = 1; 3; 5; 7; ::: .
Nota 14. Las relaciones (2.201), (2.202) entre (vreg;k; va;k) y (ureg; ua;k)
en el problema de conexión regular-irregular que describimos en la sección
2.4 son formalmente semejantes a las relaciones (2.301) entre (v;k; va;k) y
(u; ua;k) que se establecen en el problema de conexión irregular-irregular de
clase (a), y a las relaciones (2.325) entre (v^; ; v^b; ) y (u; ub; ) en el problema
de conexión irregular-irregular de clase (b) considerados en la sección 2.5. Por
consiguiente, la relación entre el Wronskiano de (vreg;k; va;k) y el Wronskiano
de (ureg; ua;k) que se presenta en el problema de conexión regular-irregular
es formalmente semejante a la relación entre los Wronskianos de (v;k; va;k)
y de (u; ua;k) que sucede en el problema de conexión irregular-irregular de
clase (a) y otro tanto cabe armar de la relación entre los Wronskianos de
(v^; ; v^b; ) y de (u; ub; ) en el problema de conexión irregular-irregular de
clase (b). Estas relaciones pueden obtenerse utilizando una notación unica-
da a partir de las correspondencias
z; ~z  z 1  ! z;
vreg;k; v;k; v^;  ! v;
va;k; v^b;  ! vasy;
k;   ! ;
N; ~M  ! G;
ureg; u  ! u;
ua;k; ub;  ! uasy; (2.361)
de manera que las relaciones (2.201), (2.202) y sus análogas (2.301), (2.325)
en el problema de conexión irregular-irregular se escriben
v(z) = exp

  
2(G+ 1)
zG+1

u(z); (2.362)
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vasy(z) = exp

  
2(G+ 1)
zG+1

uasy(z): (2.363)
Las primeras derivadas de (2.362) y (2.363) son
v0(z) = exp

  
2(G+ 1)
zG+1

 
2
zGu(z) + u
0
(z)

; (2.364)
v0asy(z) = exp

  
2(G+ 1)
zG+1

 
2
zGuasy(z) + u
0
asy(z)

; (2.365)
y el Wronskiano de (v; vasy) es por denición
W [v; vasy] = vv0asy   v0vasy: (2.366)
Efectuamos el producto vv0asy reemplazando las expresiones (2.362),
(2.365):
vv
0
asy = exp

  
G+ 1
zG+1

 
2
zGuuasy + uu
0
asy

; (2.367)
y el producto  v0vasy reemplazando las expresiones (2.363), (2.364):
 v0vasy = exp

  
G+ 1
zG+1


2
zGuuasy   u0uasy

: (2.368)
Sustituimos los segundos miembros de (2.367) y (2.368) en el segundo
miembro de (2.366) para obtener
W [v; vasy] = exp

  
G+ 1
zG+1

uu
0
asy   u0uasy

; (2.369)
donde
uu
0
asy   u0uasy  W [u; uasy] (2.370)
es el Wronskiano de (u; uasy). Obtenemos así la deseada relación entre
Wronskianos:
W [v; vasy] = exp

  
G+ 1
zG+1

W [u; uasy] : (2.371)
Nota 15. La expresión asintótica (2.208) del Wronskiano de las funciones
auxiliares en términos de ureg(z), ^a;k(z), Sa;k(z) y sus derivadas se obtie-
ne sustituyendo en la forma exacta (2.203) del Wronskiano las expresiones
(2.201) de vreg;k(z), (2.205) de va;k(z) y sus derivadas:
W [vreg;k; va;k]  exp

  k
2(N + 1)
zN+1 + ^a;k(z)

ureg(z)S 0a;k(z) +
+exp

  k
2(N + 1)
zN+1 + ^a;k(z)
  
^ 0a;k(z) +
k z
N
2
!
ureg(z)Sa;k(z) 
  exp

  k
2(N + 1)
zN+1 + ^a;k(z)

u0reg(z)Sa;k(z);
(z !1); (k = 1; 2): (2.372)
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La expresión (2.372) gana en sencillez si introducimos la función
wreg;k(z) = exp

^a;k(z)

vreg;k(z); (k = 1; 2); (2.373)
es decir, habida cuenta de (2.201),
wreg;k(z) = exp

  k
2(N + 1)
zN+1 + ^a;k(z)

ureg(z); (k = 1; 2): (2.374)
Poniendo (2.374) y su derivada en (2.372) obtenemos
W [vreg;k; va;k] 

2^ 0a;k(z)wreg;k(z)  w0reg;k(z)

Sa;k(z) +
+wreg;k(z)S 0a;k(z); (z !1); (k = 1; 2): (2.375)
que es (2.208).
Nota 16. Para cada k = 1; 2, los parámetros ^k)a;j , "^
k)
a;j de la ecuación
diferencial (2.212) vericada por wreg;k(z) dependen de los parámetros gj de
la ecuación canónica (2.147), (2.148) y de los parámetros k)p que caracterizan
el comportamiento asintótico de sus soluciones formales (2.166), (2.167) en
la forma que indican las expresiones siguientes.
Si N = 0 tenemos
^
k)
a;0 = 0; (2.376)
"^
k)
a;j =  gj ; (j =  2; 1); (2.377)
"^
k)
a;0 =  g0: (2.378)
Si N = 1 tenemos
^
k)
a;0 =  2k)1 ; (2.379)
^
k)
a;1 = 0; (2.380)
"^
k)
a;j =  gj ; (j =  2; 1); (2.381)
"^
k)
a;0 =  g0 +


k)
1
2
; (2.382)
"^
k)
a;1 =  g1; (2.383)
"^
k)
a;2 =  g2: (2.384)
Si N = 2; 3; 4; ::: tenemos
^
k)
a;j =  2k)j+1; (j = 0; 1; :::; N   1); (2.385)
^
k)
a;N = 0; (2.386)
"^
k)
a;j =  gj ; (j =  2; 1); (2.387)
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"^
k)
a;j =  gj +
j+1X
=1
k) 
k)
j+2    (j + 1)k)j+2;
(j = 0; 1; :::; N   2); (2.388)
"^
k)
a;N 1 =
NX
=1
k) 
k)
N+1    gN 1; (2.389)
"^
k)
a;j =  gj +
NX
=j+2 N
k) 
k)
j+2 ;
(j = N;N + 1; :::; 2N   2); (2.390)
"^
k)
a;2N 1 =  g2N 1; (2.391)
"^
k)
a;2N =  g2N =  2k: (2.392)
Nota 17. Para obtener desarrollos de Heaviside válidos en cualquier
sector S~k;p~k
, p~k 2 Z, realizamos en (2.225) y (2.231) el cambio de variable
z 2 S~k;0  ! z !
 p~k
N+1;

z 2 S~k;p~k

; 
p~k 2 Z

; (~k = 2; 1); (2.393)
donde
!N+1  exp (i2=(N + 1)) ; (2.394)
de manera que z !
 p~k
N+1 2 S~k;0 si z 2 S~k;p~k ; el cambio de variable transforma
a (2.225) en
E(k;pk)a;L (z) =
+1X
n= 1

 k zN+1 ! p~k(N+1)N+1 =(N + 1)
n+(a;k)L
 

n+ 1 + 
(a;k)
L
 ;

z 2 S~k;p~k  C

;


(a;k)
L 2 C

;
 
pk; p~k 2 Z

;
(k = 1; 2); (~k = 2; 1); (L = 0; 1; :::; N); (2.395)
y a (2.231) en
exp

  k
N + 1
zN+1 !
 p~k(N+1)
N+1

 E(k;pk)a;L (z); (z !1);
z 2 S~k;p~k  C

; (L = 0; 1; :::; N); 
pk; p~k 2 Z

; (k = 1; 2); (~k = 2; 1); (2.396)
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donde
E(k;pk)a;L (z)  Ek)a;L

z !
 p~k
N+1

; (L = 0; 1; :::; N); 
pk; p~k 2 Z

; (k = 1; 2); (~k = 2; 1) (2.397)
y las potencias de !N+1 en (2.395) y (2.396) se reescriben teniendo en cuenta
(2.394)

!
 p~k(N+1)
N+1
n+(a;k)L
= !
 p~k(N+1)
(a;k)
L
N+1 = exp

 i2p~k(a;k)L

;
!
 p~k(N+1)
N+1 = 1; 
n; p~k 2 Z

; (k = 1; 2); (~k = 2; 1); (L = 0; 1; :::; N):(2.398)
De (2.395) y (2.398) obtenemos, habida cuenta de (2.225), los desarrollos
formales válidos en todo sector S~k;p~k
E(k;pk)a;L (z) = Ek)a;L(z)!
 p~k(N+1)
(a;k)
L
N+1 =
= !
 p~k(N+1)
(a;k)
L
N+1
+1X
n= 1

 k zN+1=(N + 1)
n+(a;k)L
 

n+ 1 + 
(a;k)
L
 ;

z 2 S~k;p~k  C

;


(a;k)
L 2 C

; (L = 0; 1; :::; N); 
pk; p~k 2 Z

; (k = 1; 2); (~k = 2; 1): (2.399)
Asimismo, de (2.396) y (2.398) obtenemos las N+1 relaciones asintóticas
válidas en todo sector S~k;p~k
exp

  k
N + 1
zN+1

 E(k;pk)a;L (z) = Ek)a;L(z)!
 p~k(N+1)
(a;k)
L
N+1 ; (z !1);
z 2 S~k;p~k  C

;
 
pk; p~k 2 Z

; (k = 1; 2); (~k = 2; 1); (L = 0; 1; :::; N): (2.400)
Una consecuencia inmediata de (2.400) es que para cada k = 1; 2 y
pk 2 Z, dado un conjunto de N + 1 constantes complejas no nulasn

(k;pk)
a;L ;L = 0; 1; :::; N
o
; (pk 2 Z) ; (k = 1; 2); (2.401)
la combinación lineal de los desarrollos (2.399), (2.225) denida en cada
sector S~k;p~k
por esas constantes

(k;pk)
a;N (z) 
NX
L=0

(k;pk)
a;L E(k;pk)a;L (z);

z 2 S~k;p~k  C

;
 
pk; p~k 2 Z

; (k = 1; 2); (~k = 2; 1); (2.402)
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es proporcional asintóticamente a la exponencial en el primer miembro de
(2.400), es decir,

(k;pk)
a;N (z)  exp

  k
N + 1
zN+1
 NX
L=0

(k;pk)
a;L ; (z !1);
z 2 S~k;p~k  C

;
 
pk; p~k 2 Z

; (k = 1; 2); (~k = 2; 1): (2.403)
Comparando (2.402), (2.403) con (2.204) encontramos que si las constan-
tes (k;pk)a;L verican
NX
L=0

(k;pk)
a;L =W [ureg; ua;k] ; (pk 2 Z) ; (k = 1; 2); (2.404)
entonces el Wronskiano de las funciones auxiliares en el primer miembro de
(2.204) verica la relación asintótica
W [vreg;k; va;k] 
NX
L=0

(k;pk)
a;L E(k;pk)a;L (z); (z !1);

z 2 S~k;p~k  C

;
 
pk; p~k 2 Z

; (k = 1; 2); (~k = 2; 1):(2.405)
Nota 18. Describimos paso a paso el proceso de cálculo de los Wrons-
kianos W [ureg; ua;k] en los numeradores de las expresiones (2.226) y por
añadidura de los factores T~k. Para encontrar los valores de las constantes

k)
a;L en el primer miembro de (2.236), así como las 
(a;k)
L y la relación entre
índices n^, n, sustituimos en el segundo miembro de (2.237) los desarrollos for-
males (2.225): el resultado es un nuevo desarrollo formal del Wronskiano de
las funciones auxiliares vreg;k, va;k en potencias ascendentes y descendentes
de la variable z:
W [vreg;k; va;k] 
NX
L=0

k)
a;L Ek)a;L(z) =
=
+1X
n= 1
NX
L=0
0@ k)a;L
 

n+ 1 + 
(a;k)
L

1A  k
N + 1
n+(a;k)L
z(N+1)(n+
(a;k)
L );
(z !1);

z 2 S~k;0  C

;

(a;k)
L 2 C

; (k = 1; 2); (~k = 2; 1): (2.406)
La comparación de este desarrollo con el primer desarrollo (2.217) se
realiza identicando en primer lugar los exponentes de las potencias de z, de
donde resulta la relación entre índices n^, n
n^ = n^L = (N + 1)n+ L+ 1; (n; n^ 2 Z); (L = 0; 1; :::; N); (2.407)
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y las constantes (a;k)L

(a;k)
L =
k + k + L
N + 1
; (k = 1; 2); (L = 0; 1; :::; N): (2.408)
Por consiguiente, el desarrollo (2.217) equivale a
W [vreg;k; va;k] 
+1X
n= 1
NX
L=0

k)
a;n^L
z(N+1)(n+
(a;k)
L ); (z !1);
(k = 1; 2); (L = 0; 1; :::; N): (2.409)
Identicando ahora los coecientes de las potencias de z en (2.406) y
(2.409) obtenemos las constantes

(k;0)
a;L  k)a;L =

k)
a;n^L
 (n+ 1 + 
(a;k)
L )
 2^k=(N + 1)
n+(a;k)L ; (n; n^L 2 Z);
(L = 0; 1; :::; N); (k = 1; 2); (2.410)
donde n toma cualquier valor entero y n^L, 
(a;k)
L se obtienen de (2.407),
(2.408) para cada L = 0; 1; :::; N .
Reemplazando (??), (2.410) en (2.236) obtenemos las fórmulas de los
Wronskianos en los numeradores de (2.226)
W [ureg; ua;k] =
NX
L=0

k)
a;L =
NX
L=0

k)
a;n^L
 (n+ 1 + 
(a;k)
L )
( k=(N + 1))n+
(a;k)
L
;
(n; n^L 2 Z) ; (k = 1; 2); (~k = 2; 1); (2.411)
de las cuales resulta la forma explícita de la condición de cuantización
(2.199):
NX
L=0

1)
a;n^L
 (n+ 1 + 
(a;1)
L )
( 1=(N + 1))n+
(a;1)
L
= 0;
(n; n^L 2 Z) : (2.412)
Los Wronskianos en los denominadores de (2.226), dados en (2.200), se
reescriben para cada N = 0; 1; 2; :::
W
h
ua;~k; ua;k
i
=  2~kak)0 a
~k)
0 = 2ka
k)
0 a
~k)
0 ; (k = 1; 2); (
~k = 2; 1): (2.413)
Reemplazando (2.411) y (2.413) en el numerador y denominador de (2.226)
respectivamente, obtenemos las fórmulas explícitas de los factores de cone-
xión para la solución analítica regular ureg(z) en el sector S~k;0:
T~k;0 = T~k =
1
2ka
k)
0 a
~k)
0
NX
L=0

k)
a;n^L
 (n+ 1 + 
(a;k)
L )
( k=(N + 1))n+
(a;k)
L
;
(n; n^L 2 Z) ; (k = 1; 2); (~k = 2; 1): (2.414)
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El cálculo de los factores de conexión T~k;p~k
en cualquier sector S~k;p~k
sigue
un itinerario semejante al que nos ha llevado a determinar los factores T~k;0
en el sector S~k;0. Los valores de las constantes 
(k;pk)
a;L en el primer miembro
de (2.404) se obtienen (ver nota 17) sustituyendo en el segundo miembro de
(2.405) los desarrollos formales (2.399), dando como resultado el desarrollo
del Wronskiano de las funciones auxiliares
W [vreg;k; va;k] 
NX
L=0

(k;pk)
a;L !
 p~k(N+1)
(a;k)
L
N+1 Ek)a;L(z) =
=
+1X
n= 1
NX
L=0
0B@(k;pk)a;L ! p~k(N+1)
(a;k)
L
N+1
 

n+ 1 + 
(a;k)
L

1CA  2^k
N + 1
!n+(a;k)L
z(N+1)(n+
(a;k)
L );
(z !1);

z 2 S~k;p~k  C

;
 
pk; p~k 2 Z

;

(a;k)
L 2 C

; (k = 1; 2); (~k = 2; 1): (2.415)
Identicando los exponentes de las potencias de z en (2.415) y (2.217)
se obtienen expresiones idénticas a (2.407), (2.408), (2.409). Identicando
ahora los coecientes de las potencias de z en (2.415) y (2.409) obtenemos
las constantes (k;pk)a;L

(k;pk)
a;L = 
(k;0)
a;L !
p~k(N+1)
(a;k)
L
N+1 = 
(k;0)
a;L !
p~k(k+k+L)
N+1 ;
 
pk; p~k 2 Z

;
(k = 1; 2); (~k = 2; 1); (L = 0; 1; :::; N); (2.416)
donde (k;0)a;L  k)a;L viene dada en (2.410).
Reemplazando (2.416), (2.410) en (2.404) obtenemos las fórmulas de los
Wronskianos en los numeradores de (2.226) válidas en cualquier sector S~k;p~k
W [ureg; ua;k] =
NX
L=0

(k;pk)
a;L =
NX
L=0

k)
a;n^L
 (n+ 1 + 
(a;k)
L )!
p~k(N+1)
(a;k)
L
N+1
 2^k=(N + 1)
n+(a;k)L ; 
n; n^L; p~k 2 Z

; (k = 1; 2); (~k = 2; 1); (2.417)
de donde la condición de cuantización (2.199) toma la forma
NX
L=0

1)
a;n^L
 (n+ 1 + 
(a;1)
L )!
p2(N+1)
(a;1)
L
N+1
 2^1=(N + 1)
n+(a;1)L = 0;
(n; n^L; p2 2 Z) : (2.418)
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Reemplazando (2.417) y (2.413) en el numerador y denominador de (2.226)
respectivamente, obtenemos las fórmulas explícitas de los factores de cone-
xión para la solución analítica regular ureg(z) en cualquier sector S~k;p~k
:
T~k;p~k
=
1
2ka
k)
0 a
~k)
0
NX
L=0

k)
a;n^L
 (n+ 1 + 
(a;k)
L )!
p~k(N+1)
(a;k)
L
N+1
 2^k=(N + 1)
n+(a;k)L ; 
n; n^L; p~k 2 Z

; (k = 1; 2); (~k = 2; 1): (2.419)
Nota 19. Consideremos la ecuación radial de Schrödinger (2.139), (2.145)
con un potencial polinomial general de grado mínimo ~ <  1 y grado máxi-
mo ~  ~:
V (r) =
~X
j=~
~Aj r
j ; (~  ~); ( ~A~ 6= 0); ( ~A~ 6= 0): (2.420)
El potencial efectivo correspondiente a (2.420)
Vef (r) = V (r) +
l(l + 1)h2
2mr2
; (2.421)
que se obtiene incorporando el término centrífugo l(l+1)h2=2mr2 al potencial
V (r), se escribe en notación homogénea
Vef (r) =
^X
j=^
Aj r
j ; (^  ^); (A^ 6= 0); (A^ 6= 0); (2.422)
donde si l = 0
^ = ~; ^ = ~; Aj = ~Aj (j = ^; ^+ 1; :::; ^); (2.423)
y si l 6= 0, los valores de ^, ^ y Aj dependen de la situación del exponente
 2 del término centrífugo respecto del intervalo (~; ~). Por ejemplo, si l 6= 0,
~   2 y ~  1, se tiene
^ = ~; ^ = ~; A 2 = ~A 2 +
l(l + 1)h2
2m
;
Aj = ~Aj ; (j = ^; ^+ 1; :::; ^); (j 6=  2): (2.424)
En todo caso, dados los valores numéricos de ~ y ~, se tiene
^   2; ^   2: (2.425)
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La ecuación radial de Schrödinger con el potencial polinomial general
(2.420) se escribe entonces
R00(r) + q(r)R(r) = 0; (0  r < +1); (2.426)
donde la función q(r) resulta de incorporar al potencial efectivo el término
que contiene el parámetro espectral E de energía:
q(r) =
2m
h2
(E   Vef (r)) : (2.427)
En notación homogénea,
q(r) =
N^X
j=M^
Bj r
j ; (M^  N^); (BM^ 6= 0); (BN^ 6= 0); (2.428)
donde los valores de M^ , N^ y Bj dependen de la situación del exponente 0 del
término de energía respecto del intervalo (^; ^). Por ejemplo, si 0 pertenece
al intervalo (^; ^), se tiene:
M^ = ^; N^ = ^; B0 =  2m (A0   E)
h2
;
Bj =  2mAj
h2
; (j = M^; M^ + 1; :::; N^); (j 6= 0): (2.429)
Consideremos los cambios de variables y parámetros que transforman a la
ecuación de Schrödinger con un potencial suma de potencias en la ecuación
canónica correspondiente. Si M^ y N^ son pares tenemos:
r =  z; u(z) = R( z); g(z) =  2 q( z);
M =
M^
2
; N =
N^
2
; (2.430)
y si M^ o N^ es impar tenemos:
r =  z2; u(z) = R( z2); g(z) =
3
4
z 2   (2 z)2 q( z2);
M = M^ + 1; N = N^ + 1; (2.431)
siendo  un parámetro con dimensiones de longitud que puede elegirse como
función de algún parámetro de la ecuación radial, por ejemplo,
 =

 B 1
N^
1=(N^+2)
; (2.432)
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donde si ^ > 0 se tiene N^ = ^ > 0 y
BN^ =  
2mAN^
h2
; (2.433)
y si ^  0 se tiene N^ = 0 y
BN^ =
2m
 
AN^   E

h2
: (2.434)
Así, en el ejemplo l 6= 0, ~   2, ~  1 considerado en (2.424), si ~ y ~
son pares, se tiene:
g0 =
2m

~A0   E

2
h2
; g 2 = l(l + 1) +
2m ~A 2
h2
;
gj =
2m ~Aj 
j+2
h2
; (j = 2M; 2M + 1; :::; 2N 6= 0; 2); (2.435)
y si ~ o ~ es impar, se tiene:
g2 =
8m

~A0   E

2
h2
; g 2 =

2l +
1
2

2l +
3
2

+
8m ~A 2
h2
;
gj =
8m ~Aj=2 1 j=2+1
h2
; (j = 2M; 2M + 2; :::; 2N 6= 2; 2);
gj = 0; (j = 2M + 1; 2M + 3; :::; 2N   1): (2.436)
Análogamente a la ecuación canónica (I), el comportamiento de la función
g(z) determina la existencia y tipo de los puntos singulares de la ecuación
canónica (II) en el z-plano complejo ampliado. La suma de potencias g(z)
permanece acotada para todo valor complejo de z excepto en z = 0 para
todo M   2 y en z =1 para todo N  1, donde se hace innito. De este
modo, al igual que en el caso M =  1, también ahora el origen y el innito
son las únicas singularidades de la ecuación canónica.
En la vecindad del origen, el comportamiento del coeciente funcional
p(z) se caracteriza por un exponente K1 tal que
p(z)  pK1 z K1 ; (z ! 0); (2.437)
donde
K1 =  1; pK1 = 0; (2.438)
y el comportamiento del coeciente q(z) se caracteriza por un exponente K2
tal que
q(z)  qK2 z K2 ; (z ! 0); (2.439)
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donde
K2 =  2M = 4; 6; 8; :::; qK2 =  g2M 6= 0: (2.440)
Concluimos que para todo M =  2; 3; 4; ::: y todo N = 0; 1; 2; :::, el
origen z = 0 es un punto singular irregular de la ecuación canónica (2.246),
(2.247) cuyo rango de Poincaré es
H0 = max f1;K1;K2=2g   1 =  M   1 = 1; 2; 3; :::: (2.441)
En la vecindad del innito, el comportamiento de p(z) depende de un
exponente ~K1 tal que
p(z)  ~p ~K1 z
~K1 2; (z !1); (2.442)
donde
~K1 =  1; ~p ~K1 = 0; (2.443)
y el comportamiento de q(z) depende de un exponente ~K2 tal que
q(z)  ~q ~K2 z
~K2 4; (z !1); (2.444)
donde
~K2 = 2N + 4 = 4; 6; 8; :::; ~q ~K2 =  g2N 6= 0: (2.445)
Concluimos que para todo M =  2; 3; 4; ::: y todo N = 0; 1; 2; :::, el
innito z =1 es una singularidad irregular de la ecuación canónica (2.246),
(2.247) cuyo rango de Poincaré es
H1 = max
n
1; ~K1; ~K2=2
o
  1 = N + 1 = 1; 2; 3; :::: (2.446)
Nota 20. Las fórmulas (2.281), (2.282), (2.283), (2.284) de los rayos de
Stokes y amplitudes angulares de los sectores de validez en las relaciones de
conexión (2.275), (2.278) son una consecuencia de las expresiones (2.277),
(2.280) de los sectores Sk;pk y S;p respectivamente.
En particular, la expresión (2.277) de Sk;pk se reescribe
  < arg

kz
N+1

  2pk < ; 8 z 2 Sk;pk ; (2.447)
donde arg

kz
N+1

= arg(k) + (N + 1) arg(z), de manera que sumando
en (2.447) 2pk, restando arg(k) y dividiendo la desigualdad entre N + 1
se obtiene la expresión equivalente
  
N + 1
+

2pk   arg(k)
N + 1

< arg(z) <

N + 1
+

2pk   arg(k)
N + 1

;
8 z 2 Sk;pk : (2.448)
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La fórmula (2.282) que expresa la amplitud angular k;pk del sector de
validez Sk;pk se obtiene restando los ángulos que acotan superior e inferior-
mente a arg(z) en (2.448).
La fórmula (2.281) del rayo de Stokes k;pk que separa los sectores ad-
yacentes Sk;pk , Sk;pk+1 se obtiene sumando 2=(N + 1) en la desigualdad
resultante de cambiar pk por pk + 1 en (2.448):

N + 1
+

2pk   arg(k)
N + 1

< arg(z) <
3
N + 1
+

2pk   arg(k)
N + 1

;
8 z 2 Sk;pk+1: (2.449)
La cota superior de arg(z) en (2.448) es igual que la cota inferior de
arg(z) en (2.449) y dene el argumento del rayo de Stokes k;pk , toda vez
que

N + 1
+

2pk   arg(k)
N + 1

=
(2pk + 1)   arg(k)
N + 1
: (2.450)
Consideremos la expresión (2.280) de S;p que se reescribe
  < arg

z
M+1

  2p < ; 8 z 2 S;p ; (2.451)
donde arg

z
M+1

= arg( ) + (M + 1) arg(z), de manera que sumando
en (2.451) 2p , restando arg( ) y dividiendo la desigualdad entre M + 1
se obtiene la expresión equivalente

M + 1
+

2p   arg( )
M + 1

< arg(z) <   
M + 1
+

2p   arg( )
M + 1

;
8 z 2 S;p ; (2.452)
donde el signo negativo deM+1 para todoM =  2; 3; ::: cambia el sentido
de la desigualdad. Restando los ángulos que acotan superior e inferiormente
a arg(z) en (2.452) se obtiene la fórmula (2.284) que expresa la amplitud
angular ;p del sector de validez S;p .
La fórmula (2.283) del rayo de Stokes ;p que separa los sectores ad-
yacentes S;p , S;p+1 se obtiene sumando 2=(M + 1) en la desigualdad
resultante de cambiar p por p + 1 en (2.452):
3
M + 1
+

2p   arg( )
M + 1

< arg(z) <

M + 1
+

2p   arg( )
M + 1

;
8 z 2 S;p+1: (2.453)
La cota superior de arg(z) en (2.453) coincide con la cota inferior de
arg(z) en (2.452) y dene el argumento del rayo de Stokes ;p , toda vez
que

M + 1
+

2p   arg( )
M + 1

=
(2p + 1)   arg( )
M + 1
: (2.454)
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Nota 21. La expresión de ub;3(z) en combinación lineal de fua;1(z); ua;2(z)g
se obtiene del modo siguiente. La primera fórmula de conexión de clase (b)
(2.278) se multiplica por el factor de conexión T 2)4;p4 y la segunda por T
1)
4;p4
:
T
2)
4;p4
u1(z) = T
1)
3;p3
T
2)
4;p4
ub;3(z) + T
1)
4;p4
T
2)
4;p4
ub;4(z);
T
1)
4;p4
u2(z) = T
2)
3;p3
T
1)
4;p4
ub;3(z) + T
1)
4;p4
T
2)
4;p4
ub;4(z);
(z 2 S (p3; p4)) ; (p3; p4 2 Z) : (2.455)
La compatibilidad del sistema (2.455) está asegurada por la indepen-
dencia lineal de las soluciones u1(z), u2(z) y la regla de Cramer exige en
consecuencia que el determinante del sistema sea no nulo:
D3 T
1)
4;p4
T
2)
4;p4
6= 0; (2.456)
es decir,
D3  T 1)3;p3T
2)
4;p4
  T 2)3;p3T
1)
4;p4
6= 0; T 1)4;p4 6= 0; T
2)
4;p4
6= 0;
(p3; p4 2 Z) : (2.457)
Restando las ecuaciones (2.455) se obtiene ub;3(z) en función de u1(z),
u2(z):
ub;3(z) =
T
2)
4;p4
D3
u1(z) 
T
1)
4;p4
D3
u2(z);
(z 2 S(p3; p4)); (p3; p4 2 Z): (2.458)
Sustituyendo en (2.458) las soluciones multiplicativas u1(z), u2(z) por
sus expresiones (2.275), obtenemos nalmente
ub;3(z) =
0@T 1)1;p1T 2)4;p4   T 1)4;p4T 2)1;p1
D3
1A ua;1(z) +
+
0@T 1)2;p2T 2)4;p4   T 1)4;p4T 2)2;p2
D3
1A ua;2(z);
(z 2 S(p1; p2) \ S(p3; p4)) ; (p1; p2; p3; p4 2 Z); (2.459)
para enteros p1; p2; p3; p4 tales que la intersección del sector S(p1; p2) con
S(p3; p4) es no vacía.
Nota 22. A n de obtener el primer desarrollo del Wronskiano de las
funciones auxiliares, las formas funcionales de v;k y va;k resultantes de sus-
tituir (2.250), (2.252) en los segundos miembros de (2.301), y sus derivadas
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v0;k, v
0
a;k, se reemplazan en la forma exacta (2.302) del Wronskiano de las
funciones auxiliares para obtener la expresión asintótica
W [v;k; va;k] 

2^ 0a;k(z)w;k(z)  w0;k(z)

Sa;k(z) +
+w;k(z)S 0a;k(z); (z !1); (; k = 1; 2); (2.460)
donde para cada k = 1; 2,
^a;k(z) = a;k(z) +
k
2(N + 1)
zN+1; (2.461)
a;k(z) = a;k(z) 

k)
N+1
N + 1
zN+1 =
NX
p=1

k)
p
p
zp; (2.462)
siendo Sa;k(z) la serie dada en (2.252) y a;k(z) el polinomio de grado N +1
dado en (2.253).
Para cada ; k = 1; 2, la función
w;k(z) = exp

^a;k(z)

v;k(z); (2.463)
es decir,
w;k(z) = exp

  k
2(N + 1)
zN+1 + ^a;k(z)

u(z); (2.464)
verica la ecuación diferencial
w00 +
0@ NX
j=0
^
k)
a;j z
j
1A w0 +
0@ 2NX
j=2M
"^
k)
a;j z
j
1A w = 0; (2.465)
que se obtiene introduciendo en la ecuación canónica actual (2.246), (2.247)
el cambio funcional inspirado en (2.464)
w(z) = exp

  k
2(N + 1)
zN+1 + ^a;k(z)

u(z): (2.466)
En consecuencia, los parámetros ^k)a;j , "^
k)
a;j de los coecientes polinómicos
en (2.465) son funciones de los parámetros gj de la ecuación canónica y
de los parámetros k)p que caracterizan el comportamiento asintótico de sus
soluciones formales de clase (a) (2.252), (2.253). Las expresiones de ^k)a;j ,
"^
k)
a;j coinciden formalmente con las dadas en la nota 16 para el caso regular-
irregular, aunque es necesario señalar la dependencia deM en algunas de ellas
(véase la nota 23). De la última en particular se deduce que "^k)a;2N =  g2N
donde k = (g2N )1=2.
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La expresión asintótica (2.460) se transforma en el deseado desarrollo
formal del Wronskiano de las funciones auxiliaresW [v;k; va;k] representando
a la función w;k(z), para cada ; k = 1; 2, mediante la serie
w;k(z) =
+1X
n= 1
bk)n z
n+k ;

b
k)
0 6= 0

; (2.467)
cuyos coecientes bk)n verican la recurrencia de orden 2N   2M
 1X
j=2M+2
"^
k)
a;j 2 b
k)
n j +
h
(n+ k) (n+ k   1) + "^k)a; 2
i
bk)n +
+
N+1X
j=1
h
^
k)
a;j 1 (n  j + k) + "^k)a;j 2
i
b
k)
n j +
2N+2X
j=N+2
"^
k)
a;j 2 b
k)
n j = 0;
(n 2 Z);

b
k)
0 6= 0

;(2.468)
que se obtiene introduciendo (2.467) y sus dos primeras derivadas en (2.465).
Los valores de los exponentes característicos k toman valores tales que
(2.464) se verica sustituyendo en su primer y segundo miembros los desarro-
llos (2.467) de w;k(z) y (2.250) de u(z) respectivamente, de donde resulta
la identidad
+1X
n= 1
bk)n z
n+k = exp
 
  ^k
N + 1
zN+1 + ^a;k(z)
!
+1X
n= 1
cn; z
n+ ; (2.469)
de la que se deduce
1 = 1; 2 = 2; (2.470)
donde 1, 2 son exponentes característicos de las soluciones multiplicativas
dados en el apéndice B (véase (B.58)).
El primer desarrollo formal del Wronskiano de las funciones auxiliares se
obtiene ahora sustituyendo en la expresión asintótica (2.460) la forma poli-
nómica de ^ 0a;k(z) obtenida derivando (2.461), (2.462), así como el desarrollo
(2.467) de w;k(z), su derivada w0;k(z) y la expansión (2.252) de Sa;k(z) y
su derivada S 0a;k(z):
W [v;k; va;k] 
+1X
n^= 1

k)
a;n^ z
n^+k+k 1; (z !1); (2.471)
siendo para cada k = 1; 2

k)
a;n^ =  2Q(a;k)n^   (n^+ k   k) 
(a;k)n^;0 + 2
NX
p=1
k)p 

(a;k)
n^;p + k 

(a;k)
n^;N+1;
(n^ 2 Z); (2.472)
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donde


(a;k)
n^;p =
+1X
j=0
a
k)
j b
k)
n^ p+j ; (n^ 2 Z); (p = 0; 1; :::; N + 1); (2.473)
Q
(a;k)
n^ =
+1X
j=0
j a
k)
j b
k)
n^+j ; (n^ 2 Z); (2.474)
son series de cuya convergencia depende la validez de nuestro método de
cálculo de los factores de conexión (véase el apéndice A).
Nota 23. Las expresiones de los parámetros ^a;j , "^a;j en la ecuación dife-
rencial (2.465) coinciden formalmente con las expresiones de los parámetros
correspondientes en la ecuación diferencial (2.212) dadas en la nota 16, fór-
mulas (2.376) a (2.392). Ahora bien, según indicamos en la sección 2.5, la
ecuación canónica (2.147), (2.148 de la que depende (2.212) es el caso par-
ticular M =  1 de la ecuación canónica actual (2.246), (2.247), de la cual
depende (2.465). En consecuencia, las expresiones de "^a;j , ^a;j en (2.465)
dependen de M , aunque solamente en las fórmulas (2.377), (2.381), (2.387)
se hace explícita esa dependencia: en vez de j =  2; 1, estas expresiones
son válidas para j = 2M; 2M + 1; :::; 2; 1.
Nota 24. Dado M =  2; 3; 4; :::, para cada  = 3; 4 se tiene:
^
)
b;M = 0; (2.475)
^
)
b;j = 2
)
 j 1; (j = M + 1;M + 2; :::; 3; 2); (2.476)
para M =  2 se tiene:
"^
)
b; 4 = ^b;0  
2
2
+


2
2
  g 4 =  g 4 =  2 ; (2.477)
"^
)
b; 3 =  g 3; (2.478)
"^
)
b;j =  gj ; (j =  2; 1; 0; 1; :::; 2N   1; 2N); (2.479)
y para todo M =  3; 4; 5; ::: se tiene:
"^
)
b;2M = ^b;0  
2
2
+


2
2
  g2M =  g2M =  2 ; (2.480)
"^
)
b;j = ^b;j 2M    )M 1 j   gj ;
(j = 2M + 1; 2M + 2; 2M + 3; :::;M   3;M   2); (2.481)
"^
)
b;M 1 = ^b; M 1   gM 1; (2.482)
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"^
)
b;j = (j + 1)
)
 j 2 + ^b;j 2M   gj ;
(j = M;M + 1;M + 2; :::; 5; 4); (2.483)
"^
)
b; 3 =  2)1   g 3; (2.484)
"^
)
b;j =  gj ; (j =  2; 1; 0; 1; :::; 2N   1; 2N): (2.485)
Las cantidades ^b;j (j = 0; 1; 2; :::; 2M   4) vienen dadas por las expre-
siones
^b;0 =


2
2
=
g2M
4
; (2.486)
^b;j = 
)
 M 1 j  +
j 1X
=1

)
 M 1  
)
 M 1 j+;
(j = 1; 2; :::; M   3; M   2); (2.487)
^b;j =
 2M 4 jX
=0

)
 2M 3 j 
)
+1 =
 M 2X
=M+2+j

)
 M 1 
)
 M 1 j+;
(j =  M   1; M; M + 1; :::; 2M   5; 2M   4):(2.488)
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Capítulo 3
Aplicaciones del método de
Naundorf
Uno de los problemas fundamentales del modelo de quarks, que desde
hace más de cuarenta años ocupa a investigadores en física teórica, nuclear
y de partículas, es el connamiento de los quarks en los hadrones, esto es, la
imposibilidad aparente de observar quarks libres.
A n de comprender los mecanismos de connamiento se han propuesto
diferentes modelos. Los modelos de saco, "bag models", y los de potencial,
"potential models", constituyen intentos pioneros de justicar el conna-
miento dentro del marco teórico de la Mecánica Cuántica con resultados
satisfactorios. En los primeros, el connamiento se describe mediante condi-
ciones de contorno en la supercie del saco. En los segundos, el connamiento
es consecuencia de la cola de un potencial que, introducido en la ecuación de
onda, tiende hacia innito cuando la distancia aumenta.
El fenómeno de la libertad asintótica, descubierto en la década de los
70 del siglo XX por Gross, Wilczeck y Politzer en una teoría gauge donde
los vectores de la interacción fuerte entre quarks son los cuantos del campo
no abeliano de Yang-Mills, hizo posible interpretar el modelo de quarks de
los hadrones mediante la teoría cuántica de campos, constituyendo desde
entonces un argumento poderoso en la formulación de la Cromodinámica
cuántica (QCD), considerada hoy como la teoría cuántica de campos able
de las interacciones fuertes. En época todavía reciente, los métodos de Monte
Carlo en retículos, combinados con la teoría quiral de perturbaciones [35],
han permitido avances sustanciales en la aplicación de la QCD al cálculo
de magnitudes observables, como el espectro fundamental de los hadrones
y constantes de desintegración débil. A esta sucesión de logros admirables
no se ha incorporado todavía la cuestión fundamental: comprender cómo
la QCD explica el mecanismo de connamiento de los quarks. Ideas como
el mecanismo de vórtice centro, monopolos magnéticos, superconductividad
dual, calorones, ecuaciones de Dyson-Schwinger, horizonte de Gribov, fun-
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cionales de onda del vacío en 2 + 1 dimensiones, potencial culombiano de
color, modelo de cadena de gluones, etc., constituyen en la actualidad líneas
de investigación abiertas cuyo objeto último es comprender la naturaleza
genuina del connamiento.
Nuestra atención se orientó desde el principio hacia los modelos de po-
tencial, en concreto a la búsqueda de un método analítico que, sin perjuicio
de la eciencia numérica, proporcione una representación satisfactoria de
los estados y energías de un sistema quark-antiquark pesado (qq) conna-
do en un mesón. Este problema se formaliza incorporando a la ecuación de
Schrödinger no relativista un potencial connante que depende de uno o más
parámetros. La comparación de los valores teóricos de las energías propias
que predice el modelo con las masas observadas de los mesones permite el
ajuste de los valores de los parámetros del potencial.
En un trabajo preliminar [25] hemos explorado mediante varios ejemplos
la posibilidad de producir connamiento en sistemas (qq) mediante potencia-
les ópticos, i. e., potenciales imaginarios puros con diferentes dependencias
de la distancia r: parabólico, lineal, escalón, cola parabólica y cola lineal.
En casi todos los casos estudiados, la solución del problema es analítica en
términos de funciones especiales bien conocidas, funciones de Kummer, Airy,
Bessel, Hankel y Whittaker. En el caso de potenciales con término lineal, so-
lamente los estados de onda s (l = 0) admiten representación analítica exacta
mediante funciones de Airy, habiéndose obtenido de los demás estados una
representación asintótica aproximada o bien numérica. El estudio ha puesto
de relieve algunos aspectos interesantes de esta clase de potenciales: que los
potenciales imaginarios puros son capaces de producir estados connados
cuasiestables de los sistemas (qq), que la adición de un núcleo real aumenta
la longevidad de los estados, que un crecimiento más gradual de la cola con
la distancia r implica estados más estables, que la adición de un término real
atractivo aumenta el número de estados connados observables reduciendo
las anchuras, y que si la cola imaginaria está presente, hay connamiento
aunque el término real no sea de largo alcance.
3.1. El potencial Coulombiano + lineal
La ecuación de Schrödinger con el potencial "de Cornell" o Coulomb más
lineal,
V (r) =  a
0
r
+ b+ cr; (3.1)
cuyo comportamiento a pequeños y grandes valores de la distancia r se jus-
tica por argumentos basados en la Cromodinámica Cuántica [67], ha sido
objeto de estudio por diferentes autores interesados en la espectroscopia de
mesones y bariones. Referencias a los trabajos originales pueden encontrarse
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en [50], [41]. Este problema [26] ha constituido para nosotros un punto de
partida conveniente para descubrir las posibilidades del método de Naundorf
descrito en la sección 2:3. En general, cuando a0, b, c y el parámetro l de
momento cinético orbital toman valores no nulos, la ecuación de Schrödinger
provista del potencial de Cornell no es soluble analíticamente en términos
de funciones cuyo comportamiento en el intervalo completo de 0 a +1 es
bien conocido. Cuando la resolución analítica no es posible, se han utiliza-
do diferentes métodos para conocer el comportamiento de las soluciones de
la ecuación diferencial. En algunos, la ecuación exacta es reemplazada por
ecuaciones aproximadas que dependen del rango de valores de r considerado.
Otros métodos, que han alcanzado un alto grado de precisión, se basan en la
integración numérica de la ecuación diferencial. Por ejemplo, en un trabajo
reciente, [17], se aplica el algoritmo de Numerov a la integración numérica
de la ecuación de Schrödinger con un potencial Coulomb más lineal, al que
se incorporan términos correctores espín-órbita, espín-espín y tensorial, para
obtener el espectro de energías de un quarkonio pesado y otras cantidades
interesantes, como los cuadrados de las funciones de onda en el origen, sus
derivadas para l 6= 0, los valores probables de las velocidades de los quarks,
radios cuadráticos medios de los estados y razones de transiciones dipolares
eléctricas entre resonancias nS  ! nPJ .
La ecuación de Schrödinger con el potencial (3.1) es llevada mediante
cambios de variables y parámetros a la forma adimensional
t2
d2w
dt2
  tdw
dt
+

 4t6 + 4"t4 + 4at2   4l(l + 1)

w = 0; (3.2)
adecuada para aplicar el método de Naundorf, donde la variable indepen-
diente t es en general compleja. La ecuación presenta dos únicos puntos
singulares, el origen t = 0 es regular (rango de Poincaré igual a cero), el
innito t = 1 es irregular (rango de Poincaré igual a 3) y admite solucio-
nes en serie de potencias cuyos exponentes crecen a partir de un exponente
característico , i.e.
w(t) =
+1X
n=0
cnt
n+; c0 = 1; 0 < jtj < +1; (3.3)
para los valores de 
1 = 2l + 2; 2 =  2l; (3.4)
y valores de los coecientes cn que verican la recurrencia
((n+ )(n+   2)  4l(l + 1)) cn + 4acn 2 +
+4"n 4   4cn 6 = 0; c0 = 1; c n = 0; n = 1; 2; 3; :::: (3.5)
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En los problemas físicos, interesa conocer el comportamiento de las solu-
ciones de (3.2) en el eje real positivo arg(t) = 0. Asimismo, para los valores
l = 0; 1; 2; ::: relevantes desde el punto de vista físico, solamente la solución
que corresponde al valor  = 1 = 2l+2 es de la forma (3.3), la otra solución
independiente contiene términos logarítmicos y no tiene un comportamiento
regular en los puntos singulares, luego no es físicamente aceptable. En con-
secuencia, limitamos nuestra discusión a las soluciones de la forma (3.3) en
el eje real positivo.
Además de (3.3), la ecuación (3.2) admite un segundo sistema funda-
mental de soluciones, denominadas formales, que vienen dadas por sendos
desarrollos asintóticos cuando t! +1 (cfr. (2.103))
w(k)asy(t)  exp
0@ 3X
j=1

(k)
j
j
tj
1A t(k) +1X
s=0
h(k)s t
 s; (t! +1);
(h
(k)
0 = 1); (k = 1; 2); (3.6)
para valores de los coecientes en los exponentes
1  (1)3 =  2; 2  (2)3 = 2;

(1)
2 = 0; 
(2)
2 = 0;

(1)
1 = "; 
(2)
1 =  ";
(1) =  1
2
; (2) =  1
2
; (3.7)
y valores de los coecientes h(k)s  hs tales que verican la recurrencia
2s3hs =

21 + 4a

hs 1 + (2  1  2(s  2))1hs 2 +
+((  2)  4l(l + 1) + (s  3)(s  1  2))hs 3; s = 0; 1; 2; :::; (3.8)
de manera que h(2)s = ( 1)sh(1)s si se elige h(2)0 = h(1)0 = 1.
El problema global para la ecuación diferencial (3.2) consiste en encontrar
los factores de conexión, i.e. las constantes Tk;pk (k = 1; 2, pk entero) tales
que se verican las relaciones
w(t) 
2X
k=1
Tk;pkw
(k)
asy(t); arg(t) = 0; (3.9)
en sectores
S(p1; p2) = S1;p1 \ S2;p2 ; (3.10)
Sk;pk =
n
t 2 C;
arg kt3  2pk < o ; (3.11)
donde sectores adyacentes Sk;pk , Sk;pk+1 están separados por rayos de Stokes
arg(t) =
1
3
((2pk + 1)   arg(k)) ; (3.12)
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de modo que el valor de Tk;pk en cada rayo es igual a la semisuma de los
valores correspondientes a los dos sectores separados por el rayo,
Tk;pk =
1
2
(Tk;pk + Tk;pk+1) : (3.13)
El semieje real positivo arg(t) = 0 es un rayo de Stokes en la relación de
conexión de w(t) con la solución formal w(1)asy que tiene un comportamiento
regular en el innito. En consecuencia, sobre este rayo se tiene
T1 =
1
2
(T1;0 + T1;1) : (3.14)
Los valores de Tk;pk obtenidos aplicando a (3.3), (3.6) el método de Naun-
dorf
Tk;pk =
2X
L=0
exp

i2pk(L+   (k))=3

k;L; (3.15)
dependen de constantes k;L dadas por
k;L =
1
2
L

3
3
 (+L)=3
; (3.16)
donde L se calculan resolviendo un sistema lineal de tres ecuaciones median-
te la regla de Cramer. Las soluciones físicamente aceptables corresponden a
los valores reales del parámetro de energía " para los cuales sobre el ra-
yo arg(t) = 0 la función w(t) tiene un comportamiento regular en ambos
puntos singulares. Esta condición se verica solo si w(t) carece de términos
logarítmicos, i.e. es de la forma (3.3) y, cuando t! +1, en (3.9) es nulo el
coeciente de w(2)asy(t), que diverge al crecer t:
T2;0 = 0; (3.17)
es decir,
2X
L=0

2
3
 L=3
L = 0: (3.18)
Las energías propias se obtienen entonces como ceros del determinante
de una matriz 4  4 que resulta de reemplazar en (3.18) los valores de L
calculados mediante la regla de Cramer.
La ecuación (3.18) se ha utilizado para obtener algunos valores propios
de " en el charmonio y el bottomonio correspondientes a valores de l que
varían de modo continuo entre 0 y 4 (trayectorias de Regge), tomando los
parámetros del potencial (3.1) valores
a0 =
4
3
0; 3548; b =  0; 5466 GeV; c = 0; 2079 (GeV )2; (3.19)
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expresando r en (GeV ) 1. Las masas de los quarks "charm" y "bottom" se
han tomado respectivamente
mc = 1; 632 GeV; mb = 5; 015 GeV; (3.20)
de manera que en la ecuación (3.2) el parámetro a toma los valores
ac = 1; 1069; ab = 2; 3395: (3.21)
Nuestro estudio pone de maniesto que el método de Naundorf es adecua-
do para determinar las energías propias de un sistema (qq) pesado mediante
la ecuación de Schrödinger con un potencial Coulomb más lineal. No se tra-
ta de un método completamente analítico, toda vez que los elementos del
determinante cuyos ceros dan lugar a las energías propias han de obtenerse
numéricamente, pero evita la integración numérica de la ecuación diferencial.
El método permite obtener asimismo los valores de los parámetros del
potencial para los cuales se tiene un valor particular del parámetro de ener-
gía ". A tal n, se introduce el valor numérico de " en la ecuación de ceros
del determinante 4 4 equivalente a (3.18) y se resuelve la ecuación tenien-
do ahora el parámetro a como incógnita. En particular, la ecuación permite
obtener los valores críticos de a, i.e. los valores de a para los cuales " = 0.
3.2. Efecto Stark esférico en el hidrógeno
El problema de una partícula mecano-cuántica en un potencial central
V (r) =  1
r
+ r; (3.22)
conocido como efecto Stark esférico en el hidrógeno, ha suscitado el interés
de muchos investigadores por sus implicaciones físicas y también a causa de
su utilidad como piedra de toque de diferentes métodos aproximados [6]. Uno
de ellos es el método de Ricatti-Padé, discutido a fondo en [19] y aplicado
en [20] y [21] a n de obtener energías de estados ligados (para  > 0) y
resonancias (para  < 0) en el potencial (3.22). Nosotros hemos aplicado el
método de Naundorf para encontrar valores del parámetro de energía E en
unidades atómicas (h = 1, me = 1) tales que la función radial reducida 	(r),
solución de la ecuación de Schrödinger
d2	(r)
dr2
+

2E   2V (r)  l(l + 1)
r2

	(r) = 0; (0  r < +1); (3.23)
con el potencial (3.22), verica, para todo l = 0; 1; 2; :::, las condiciones
(i) Se anula en el origen r = 0.
(ii) Decrece cuando r ! +1 en el caso de estados ligados ( > 0), o
bien representa una onda saliente pura en el caso de resonancias ( < 0).
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El lector interesado puede consultar en [27] los detalles del proceso que
describimos seguidamente en forma de resumen. La ecuación (3.23) tiene
dos puntos singulares: el origen r = 0 es regular (rango de Poincaré 0) y
el innito r = +1 es irregular de rango 3=2. El cambio cuadrático de la
variable independiente
x = r1=2; w(x) = 	(x2); (3.24)
transforma a (3.23) en la ecuación
x2
d2w(x)
dx2
  xdw(x)
dx
+
h
 86 + 8Ex4 + 8x2   4l(l + 1)
i
w(x) = 0; (3.25)
conveniente para ser resuelta por el método de Naundorf. La ecuación (3.25)
presenta singularidades en x = 0, x = 1 cuyos rangos duplican respectiva-
mente a los de r = 0, r = +1 en (3.23).
Análogamente a la ecuación (3.2), la ecuación (3.25) admite una solución
en serie de potencias regular en x = 0
wreg(x) =
+1X
n=0
cnx
n+; c0 = 1; 0 < jxj < +1; (3.26)
para el valor  = 2l + 2 del exponente característico y valores de los coe-
cientes cn que verican la recurrencia
n(n+   1)c2n + 2c2n 2 + 2Ec2n 4   2c2n 6 = 0;
c0 = 1; c n = 0 (n = 1; 2; 3; :::); (3.27)
de manera que cn = 0 para todo valor impar de n.
Además de (3.26), existe un sistema fundamental de soluciones formales
w(k) representadas por sendos desarrollos asintóticos
wasy = exp
0@ 3X
j=1

(3)
j
j
xj
1Ax(k) +1X
s=0
h(k)s x
 s; h(k)0 = 1; k = 1; 2; (3.28)
para valores de los coecientes en los exponentes

(1)
3 =  (8)1=2; (2)3 = (8)1=2;

(1)
2 = 0; 
(2)
2 = 0;

(1)
1 =
4E
(8)1=2
; 
(2)
1 =  
4E
(8)1=2
;
(1) =  1
2
; (2) =  1
2
; (3.29)
y valores de los coecientes h(k)s  hs en la serie asintótica que verican la
recurrencia
2s3hs =

21 + 8

hs 1   2(s  1)1hs 2 +
+(s+ 2l   1=2)(s  2l   5=2)hs 3; (s = 1; 2; 3; :::): (3.30)
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El método de Naundorf, que permite obtener soluciones físicamente acep-
tables de (3.25) en el rango completo de valores 0  x < +1, se basa en
el cálculo de los factores de conexión entre la solución regular (3.26) y las
soluciones formales representadas por (3.28), es decir, de las constantes Tk
dependientes de E, , l tales que
wreg(x)  T1w(1)asy(x) + T2w(2)asy(x); x! +1: (3.31)
Una consecuencia inmediata de (3.29) es que

(1)
3 < 0; 
(2)
3 > 0 si  > 0;

(1)
3 =  i; (2)3 = i;  = (8jj)1=2 > 0; si  < 0; (3.32)
de modo que si  > 0, w(1)asy decrece exponencialmente y w
(2)
asy crece exponen-
cialmente cuando x! +1. Si  < 0, ambas soluciones formales presentan un
comportamiento oscilatorio cuando x! +1 pero solamente w(1)asy representa
una onda saliente. Entonces, solo w(1)asy representa una solución físicamente
aceptable de (3.25) a grandes valores de x. Por consiguiente, las energías de
los estados ligados y resonancias que predice (3.23) son los valores de E que
verican la ecuación
T2(; l;E) = 0: (3.33)
Análogamente al caso estudiado en la sección precedente, el método de
Naundorf conduce a una expresión de T2 del tipo (3.15) con k = 2, pk =
p2 = 0, i.e.
T2 =
2X
L=0
L; (3.34)
donde L verican un sistema lineal de ecuaciones cuyos coecientes se obtie-
nen como suma de series innitas cuyos términos dependen de los coecientes
h
(2)
s de las series asintóticas en (3.28). La ecuación (3.33), escrita en la forma
2X
L=0
L = 0; (3.35)
permite obtener las energías propias como ceros del determinante 33 que re-
sulta de reemplazar en (3.35) los L calculados mediante la regla de Cramer.
Hemos empleado esta ecuación para obtener las energías de los tres primeros
estados ligados dando a  los valores enteros positivos comprendidos entre 1
y 10, así como las partes real e imaginaria de las tres primeras resonancias
para valores enteros negativos de  desde  1 hasta  10. En el primer caso,
los valores de la energía crecen con  y en el segundo caso las partes real e
imaginaria de la energía crecen asimismo con . La ecuación ha sido resuelta
para obtener las partes real e imaginaria de la energía correspondientes a
l = 0, l = 1 y  tomando valores complejos a lo largo de la línea jj = 5
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desde arg() = 0 hasta arg() =   en intervalos de longitud 0; 1. Los
valores así obtenidos ponen de maniesto una correspondencia entre cada
estado ligado y cada resonancia. Esta correspondencia sugiere la posibilidad
de denir una matriz S para el potencial (3.22), a pesar de su alcance in-
nito. Los resultados conrman la precisión del método de Ricatti-Padé para
obtener las energías del estado ligado y de la resonancia fundamentales. Para
estados excitados, la eciencia del método de Naundorf parece superior a la
del método de Ricatti-Padé. No obstante, la lenta convergencia de las series
que denen a los coecientes en el sistema lineal de ecuaciones vericado por
L y la necesidad de considerar más términos a medida que jEj crece, hacen
nuestro método recomendable para  real negativo, o bien complejo no real,
antes que para  real positivo.
3.3. Osciladores anarmónicos
El método de Naundorf es adecuado para obtener soluciones globales de
una clase de ecuaciones diferenciales, que puede aplicarse a la ecuación de
Schrödinger con potenciales suma de potencias enteras de la variable inde-
pendiente, conduciendo a condiciones de cuantización exactas. En particular,
el método permite determinar las energías de los estados ligados o "resonan-
cias" en osciladores anarmónicos unidimensionales, como el potencial séxtico
que estudiamos en [28],
V (x) = 2x
2 + 4x
4 + 6x
6: (3.36)
La ecuación de Schrödinger
d2w(x)
dx2
+ (E   V (x))w(x) = 0; (3.37)
con el potencial (3.36) puede escribirse en la forma canónica (2.100) utilizada
por Naundorf
d2w(x)
dx2
+

 6x8   4x6   2x4 + Ex2

w(x) = 0; (3.38)
la cual tiene en el origen un punto ordinario y en el innito un punto singular
irregular de rango 4. Es sabido que el método de Naundorf puede aplicarse en
el caso general, cuando las variables y parámetros de la ecuación diferencial
son complejos y ambos puntos singulares son irregulares. No obstante, en
aplicaciones físicas como la representada por (3.38), es conveniente tomar
el eje real ( 1 < x < +1) como recorrido de la variable independiente y
elegir de modo conveniente los parámetros del potencial. Entonces, dado que
el potencial (3.36) contiene solamente potencias de x de exponente par y que
la ecuación (3.38) carece de término en la primera derivada, sus soluciones son
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simétricas o antisimétricas bajo la transformación de paridad (x!  x) y es
posible restringir el recorrido de x al semieje real no negativo (0  x < +1).
La ecuación (3.38) admite dos soluciones independientes de la forma
wj(x) =
+1X
n=0
cn;jx
n+j ; c0;j = 1; j = 1; 2; (3.39)
para valores del índice
1 = 0; 2 = 1; (3.40)
y coecientes cn;j que verican la recurrencia
(n+ j)(n+ j   1)cn;j + Ecn 2;j   2cn 4;j  
 4cn 6;j   6cn 8;j = 0; c0;j = 1; c n;j = 0; (n = 1; 2; 3; :::): (3.41)
Además de (3.39), la ecuación (3.38) admite un sistema fundamental
de soluciones formales w(k)(z) denidas por sendos desarrollos asintóticos
cuando z !1 en el plano complejo,
w(k)(z) = exp
 

(k)
4
4
z4 +

(k)
2
2
z2
!
z
(k)
+1X
s=0
h(k)s z
 s; h(k)0 = 1; k = 1; 2;
(3.42)
siendo

(1)
4 =  (6)1=2; (2)4 = (6)1=2;

(1)
2 =
4
2
(1)
4
; 
(2)
2 =
4
2
(2)
4
;
(1) =  3
2
+
2   ((1)2 )2
2
(1)
4
; (2) =  3
2
+
2   ((2)2 )2
2
(2)
4
; (3.43)
y coecientes h(k)s que verican la recurrencia
2s
(k)
4 h
(k)
s +

(2s  2(k)   5)(k)2   E

h
(k)
s 2 +
+

(k)(2s  (k)   7)  (s  4)(s  3)

h
(k)
s 4 = 0: (3.44)
El problema de conexión para la ecuación diferencial (3.38) consiste en
encontrar los coecientes T (k)j tales que
wj(x) 
2X
k=1
T
(k)
j w
(k)(x); x! +1; j = 1; 2: (3.45)
Un caso de interés físico que hemos considerado se tiene cuando 6 > 0,
de modo que (3.36) representa un oscilador anarmónico séxtico connante.
A diferencia de las soluciones (3.39), cuyo comportamiento regular en x = 0
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no depende de los parámetros del potencial (3.36), el comportamiento de
las soluciones formales (3.42) cando x! +1 depende de 6. En particular,
cuando 6 > 0, w(1)(x) se amortigua exponencialmente tendiendo a cero
y w(2)(x) crece exponencialmente cuando x ! +1. Por tanto, los estados
ligados, correspondientes a valores de la energía E tales que las funciones de
onda se amortiguan cuando x! +1, son tales que en (3.45) se tiene
T
(2)
j (2; 4; 6;E) = 0; (j = 1; 2): (3.46)
La aplicación del método de Naundorf a (3.45) no presenta diferencias
dignas de mención respecto a los casos estudiados en las secciones prece-
dentes. En concreto, hemos obtenido las energías de los estados ligados más
bajos en dos casos particulares del potencial (3.36):
(i) 2 variable, 4 = 0, 6 = 1,
(ii) 2 = 0, 4 variable, 6 = 1,
poniendo en evidencia la degeneración aproximada de los niveles de ener-
gía en el caso del pozo doble, que se presenta cuando 2 < 0 o 4 < 0.
El método de Naundorf también es válido cuando los coecientes 2, 4,
6 en el potencial (3.36) son complejos, por ejemplo cuando
6 = exp( i); 0   < ; (3.47)
obteniéndose soluciones w(x) normalizables correspondientes a valores com-
plejos de E que verican la condición (3.46). Hablando con lasitud, puede
decirse que estas soluciones representan "estados ligados evanescentes" con
independencia de la magnitud relativa de las partes real e imaginaria de la
energía. El límite  = , i.e. 6 =  1, representa un potencial anarmónico
séxtico inestable, que se tiene cuando 6 < 0. En este caso, las dos soluciones
formales (3.42) tienen un comportamiento oscilatorio en x = 1 y no hay
razón física para exigir la condición (3.46). No obstante, si por continuidad
se exige tal condición, las energías resultantes de la misma corresponden a
estados no normalizables denominados "resonancias", independientemente
de los valores de las partes real e imaginaria de la energía.
Hemos calculado las partes real e imaginaria de las energías de las pri-
meras resonancias en otros dos casos particulares del potencial (3.36):
(iii) 2 variable, 4 = 0, 6 =  1,
(iv) 2 = 0, 4 variable, 6 =  1.
Los resultados obtenidos muestran que cuando 2 = 4 = 0, se tiene
<E =  =E, es decir,
arg(E(0; 0; 1)) =  
4
; (3.48)
y cuando 4 = 0 se verica
=E(2; 0; 1) =  <E( 2; 0; 1); (3.49)
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de acuerdo con las bien conocidas propiedades de escala
E(2; 4; 6) = E(
 22;  34;  46): (3.50)
Asimismo, cuando 2 es variable (caso (iii)), se tiene j<Ej > j=Ej solo
cuando 2 > 0. Otro tanto sucede cuando 4 es variable (caso (iv)) y 4 > 0.
Por tanto, el término resonancia es tanto más adecuado cuanto 2 o 4 toman
valores positivos crecientes.
El método de Naundorf es especialmente adecuado para describir estados
ligados y "resonancias" en potenciales anarmónicos. En principio, la condi-
ción (3.46) no establece límites a la precisión con la que pueden determinarse
las energías propias: tal precisión depende solamente del número de dígitos
arrastrados a lo largo de los cálculos. Ahora bien, en el cálculo numérico de
las funciones propias wj(x), la ecuación (3.39) no es adecuada para grandes
valores de jxj. Es más conveniente la expresión
wj(x) = exp
 

(1)
4
4
x4 +

(1)
2
2
x2
!
+1X
n=0
n;jx
n+j ; (3.51)
cuyos coecientes verican la recurrencia
(n+ j)(n+ j   1)n;j +


(1)
2 (2n+ 2j   3) + E

n 2;j +
+2
(1)
4 (n+ j   4  (1))n 4;j = 0: (3.52)
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La ecuación radial de Schrödinger 
  h
2
2m
" 
d2
dr2
+
D   1
r
d
dr
!
  l(l +D   2)
r2
#
+ V (r)
!
R(r) = ER(r);
(3.53)
donde l = 0; 1; 2; ::: y r representa la variable radial en un espacio D-
dimensional (D = 1; 2; 3; :::), no es soluble analíticamente con potenciales
de tipo "sombrero"
Vs(r) = a

r2   b2
2
; (3.54)
utilizados en modelos de materia condensada [34], [70], de moléculas y de
teorías de campos [40], [68], ni con potenciales anarmónicos cuárticos
Vq(r) = 2r
2 + 4r
4; (3.55)
equivalentes a (3.54) con la identicación de coecientes 2 =  2ab2, 4 = a,
y la elección del origen de energías Eq = E   ab4. En [29] hemos estudiado
la resolución de (3.53) con el potencial (3.54) o (3.55) aplicando el método
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de Naundorf. Mediante cambios de las variables y parámetros la ecuación es
llevada a la forma canónica
t2
d2u
dt2
+

 t6 + 2t4 + ("s   2)t2   (   1)

u = 0; (3.56)
donde arg(t) = arg(a)=6, dado que arg(r) = 0. Esta ecuación presenta un
punto singular regular (rango de Poincaré 0) en t = 0 y un punto singular
irregular (rango de Poincaré 3) en t =1. La solución regular en el origen
u(t) =
+1X
n=0
cnt
n+; c0 = 1; (3.57)
donde
 =
(
0; 1; si D = 1;
; si D = 2; 3; :::;
(3.58)
es físicamente aceptable si tiene un comportamiento regular cuando jtj !
+1 en el rayo arg(t) = arg(a)=6. El comportamiento de u(t) a grandes
valores de t puede expresarse mediante un sistema fundamental de solucio-
nes formales u(k)(t) de la ecuación (3.56), i.e. soluciones dadas por sendos
desarrollos asintóticos
u(k)(t)  u(k)asy(t); jtj ! +1; arg(t) =
1
6
arg(a); (3.59)
donde
u(k)asy(t) = exp
 
( 1)k
 
t3
3
  t
!!
t 1
+1X
s=0
h(k)s t
 s; h(k)0 = 1; (k = 1; 2);
(3.60)
de manera que
u(t) 
2X
k=1
T (k)u(k)asy(t); jtj ! +1; arg t =
1
6
arg(a); (3.61)
cuyos coecientes T (k) son los factores de conexión.
El comportamiento asintótico de las soluciones formales a grandes valores
de jtj en el rayo arg(t) = arg(a)=6 es consecuencia de (3.60) y depende del
rango de valores de arg(a):
u(1)asy(t)  exp

 t3=3

; t!1;
u(2)asy(t)  exp

t3=3

; t!1: (3.62)
En particular, si a es real positivo, dados además los valores de b, D, l,
i.e. de , , los valores propios de "s, y por tanto de E, son las soluciones de
la condición de cuantización exacta
T (2)(; ; "s) = 0; (3.63)
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que expresa el comportamiento regular de la solución cuando jtj ! +1 en
el rayo arg(t) = arg(a)=6 al anular la contribución del término dominante en
(3.61).
El procedimiento de Naundorf permite obtener los factores de conexión
T (k) introduciendo en la ecuación (3.56) las series de potencias
+1X
n= 1
c(j)n t
n+; (3.64)
con  dado en (3.58), que son soluciones formales de (3.56) si los coecientes
c
(j)
n verican la recurrencia de orden 6
((n+ )(n+   1)  (   1)) c(j)n +

"s   2

c
(j)
n 2 + 2c
(j)
n 4   c(j)n 6 = 0:
(3.65)
El procedimiento se fundamenta en la idea de encontrar en el caso ac-
tual una base de seis soluciones independientes
n
c
(j)
n
o
, (j = 1; :::; 6), de la
recurrencia (3.65) tales que
(i)
P+1
n=0 c
(j)
n tn es una función entera para todo j.
(ii) Las soluciones formales correspondientes dadas en (3.64) presentan
un comportamiento conocido cuando jtj ! +1 en el rayo arg(t) = arg(a)=6.
Entonces, expresando el coeciente genérico cn en la expansión (3.57) co-
mo una combinación lineal de los c(j)n , es posible reconocer el comportamiento
asintótico de la solución representada por (3.57) y determinar los factores de
conexión T (k). De las seis soluciones c(j)n , tres conducen a u(t) a tener el
mismo comportamiento asintótico que u(1)asy, las otras tres conducen al mis-
mo comportamiento asintótico que u(2)asy, luego es conveniente representarlasn
c
(k;L)
n
o
, k = 1; 2, L = 0; 1; 2.
Las seis soluciones de la base son los coecientes de las seis soluciones
formales que resultan de (3.60) cuando se desarrolla exp(( 1)k( t)) en serie
de potencias ordinaria y se reemplaza exp(( 1)kt3=3) por la serie exponencial
de Heaviside correspondiente. De este modo, siguiendo los pasos del método
de Naundorf ya descritos, se obtienen formas explícitas de las soluciones
c
(k;L)
n . Los coecientes cn en (3.57) son entonces combinación lineal de las
seis soluciones c(k;L)n con adecuados coecientes k;L, los cuales dependen
de la solución particular cn considerada de la recurrencia (3.65), i.e. de las
condiciones iniciales impuestas a esta ecuación en diferencias de orden seis.
Por tanto, jando los valores numéricos de seis coecientes cn a partir de
un índice inicial dado n0, se obtiene el sistema lineal de seis ecuaciones e
incógnitas k;L
2X
k=1
2X
L=0
c(k;L)n k;L = cn; n = n0; n0 + 1; :::; n0 + 5: (3.66)
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El método de Naundorf expresa entonces los factores de conexión T (k)
como sumas de los k;L:
T (k)(; ; "s) =
2X
L=0
k;L(; ; "s); (k = 1; 2); (3.67)
y la condición de cuantización (3.63), escrita en la forma
2X
L=0
2;L(; ; "s) = 0; (3.68)
puede resolverse para obtener soluciones "s a las cuales corresponden, me-
diante los cambios de parámetros que transforman (3.53) en (3.56), los va-
lores propios de la energía.
En el caso de un potencial sombrero (3.54), cuando a > 0 (potencial
sombrero derecho D-dimensional), hemos obtenido los niveles de energía "s
de los primeros estados ligados en función de 1=2, que se toma como variable
independiente, para cinco valores enteros y semienteros  = 0; 1=2; 1; 3=2; 2.
Asimismo, cuando a < 0 (potencial sombrero invertido D-dimensional), para
los mismos valores de , hemos obtenido frente a 1=2 los valores complejos
de "s correspondientes a las primeras resonancias.
En el caso del potencial anarmónico cuártico (3.55), para los mismos
valores de  considerados en el potencial sombrero hemos obtenido los valores
propios de la energía "q en función de  cuando arg(2) =  , arg(4) = 0
y los valores propios complejos de "q cuando arg(2) = 0, arg(4) =  ,
correspondiendo las resonancias estrechas a los pequeños valores negativos
de la parte imaginaria de la energía.
En el caso a > 0 del potencial sombrero y en el caso 2 < 0, 4 > 0 del
potencial anarmónico cuártico se observa una ordenación poco usual de los
niveles de energía en términos de , i.e. de la dimensión D del espacio.
Hemos estudiado asimismo la variación con el parámetro  de las energías
"q de los estados más bajos en un potencial anarmónico cuártico isótropo en
el que 2 = 0, i.e.  = 0, vericando que en este potencial, la energía de los
estados con los mismos números cuánticos aumenta con , es decir, con la
dimensión D del espacio. Finalmente, hemos considerado el potencial anar-
mónico cuártico isótropo cuando 4 > 0 y 2 =  8(h224=2m)1=3, de manera
que  = 4, obteniendo la variación con respecto a  de las energías "q de los
primeros estados. Observamos que, cuando la córcova en el origen es bastante
pronunciada, algunos niveles l = 0 del potencial sombrero correspondiente a
D = 2 se encuentran por debajo de aquellos que tienen los mismos números
cuánticos en el potencial correspondiente a D = 1. El efecto es análogo a
la degeneración aproximada de los estados pares e impares en pozos dobles
simétricos. La córcova de la región central, donde la función de onda de los
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estados unidimensionales pares es importante, es la causa de este efecto.
Capítulo 4
Aplicaciones del método de los
Wronskianos I. Potenciales
polinomiales
El método de los Wronskianos descrito en la sección 2:4 es adecuado para
resolver el problema global en ecuaciones diferenciales que presentan una
singularidad regular en el origen y una irregular en el innito. La ecuación
de Schrödinger provista de potenciales polinomiales de grado arbitrario o de
diferentes tipos de osciladores anarmónicos isótropos pertenece a esta clase
de ecuaciones diferenciales.
4.1. Potenciales anarmónicos
Los osciladores anarmónicos cuánticos han sido utilizados en diferentes
ramas de la física para simular una gran variedad de situaciones y explicar
muchos fenómenos. Asimismo, tras la publicación de los trabajos de Bender
y Wu [10], [11], [12], y de Simon y Dicke [57], demostrando la insuciencia del
método perturbativo de Rayleigh-Schrödinger, los potenciales anarmónicos
han servido para poner a prueba una amplia variedad de métodos aproxima-
dos de solución de la ecuación de Schrödinger. En [30] aplicamos el método
de los Wronskianos para obtener, en unidades h2=2m = 1, los valores propios
de la energía en la ecuación radial de Schrödinger
 d
2u
dr2
+ V (r)u(r) = Eu(r); (4.1)
con un potencial efectivo anarmónico que incluye términos centrífugos
V (r) =
2NX
j= 2
Ajr
j ; N  2; A2N > 0; (4.2)
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y todos los parámetros reales. La ecuación (4.1) con el potencial (4.2) pre-
senta dos únicos puntos singulares, el origen es regular (rango igual a cero)
y el innito es irregular (rango igual a N + 1). Las soluciones físicamente
aceptables de esta ecuación verican la condición de normalizaciónZ +1
 1
juj2dr = 1; (4.3)
cuando  1 < r < +1 (oscilador unidimensional), o bien,Z +1
0
juj2dr = 1; (4.4)
y la condición u(0) = 0 cuando 0  r < +1 (oscilador isótropo D-dimensional,
D > 1).
La ecuación (4.1) admite dos soluciones independientes en forma de series
u(r) =
+1X
n=0
anr
n+ ; a0 6= 0; (4.5)
donde los valores de , obtenidos por sustitución de (4.5) en (4.1), son
 =
1
2

1p1 + 4A 2 : (4.6)
Una al menos de las dos soluciones (4.5), sea ureg, es regular en r = 0,
la otra puede ser irregular para ciertos valores de A 2 y D. Además de
(4.5), existe un segundo sistema de soluciones de (4.1), denominadas formales
porque vienen representadas por sendos desarrollos asintóticos
u(k)(r)  exp
0@N+1X
p=1

(k)
p
p
rp
1A r(k) +1X
s=0
h(k)s r
 s; h0 6= 0; (4.7)
donde los valores de (k)p , (k) se obtienen sustituyendo (4.7) en (4.1), veri-
cándose en particular que (1)N+1 =  (2)N+1. Una consecuencia inmediata de
(4.7) es que el comportamiento asintótico de u(k)(r) cuando r !1 depende
del factor exp((k)N+1r
N+1=(N+1)), de manera que una de las soluciones, sea
u(1)(r), decrece exponencialmente mientras u(2)(r) crece exponencialmente
cuando jrj aumenta su valor de modo indenido.
El punto de partida del método de los Wronskianos es la relación de
conexión
ureg(r) = T
(1)u(1)(r) + T (2)u(2)(r); (4.8)
donde los factores de conexión T (1), T (2), que dependen de los parámetros
Aj del potencial (4.2) y de la energía E, se expresan como cocientes de
Wronskianos
T (1) =
W[ureg; u(2)]
W[u(1); u(2)] ; T
(2) =
W[ureg; u(1)]
W[u(2); u(1)] : (4.9)
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Fijados los valores numéricos de los Aj , los valores físicamente acepta-
bles de la energía son los ceros de T (2)(E), valores de E para los cuales se
anula la contribución del término divergente en (4.8), vericándose en ellos
la condición de cuantización
W[ureg; u(1)] = 0: (4.10)
Nuestro método de cálculo de W[ureg; u(1)] se ha aplicado a dos casos
particulares del potencial (4.2), i.e. los osciladores anarmónicos cuártico y
séxtico. El oscilador anarmónico cuártico
V (r) = A4r
4 +A2r
2 +A 2r 2; A4 > 0; (4.11)
corresponde al caso N = 2 del potencial (4.2), de modo que la singularidad
del innito es de rango N + 1 = 3 y los valores de los parámetros en los
exponentes de (4.7) son

(1)
3 =  
p
A4; 
(1)
2 = 0; 
(1)
1 =  
A2
2
p
A4
; (1) =  1;

(2)
3 = +
p
A4; 
(2)
2 = 0; 
(2)
1 = +
A2
2
p
A4
; (2) =  1: (4.12)
La sustitución de (4.7) en (4.1) permite obtener asimismo la recurrencia
vericada por los coecientes h(k)s de las series asintóticas
2
(k)
3 sh
(k)
s =

E + (
(k)
1 )
2

h
(k)
s 1   2(k)1 (s  1)h(k)s 2 +
+((s  1)(s  2) A 2)h(k)s 3: (4.13)
La idea de nuestro método consiste, como es sabido, en obtener y com-
parar sendas expresiones formales del Wronskiano en (4.10), que es indepen-
diente de r. A tal efecto, en lugar de ureg, u(1), es conveniente introducir las
funciones auxiliares
vreg(r) = exp
 
 
(1)
3
3
r3
!
ureg(r);
v(1)(r) = exp
 
 
(1)
3
3
r3
!
u(1)(r); (4.14)
cuyo Wronskiano guarda con el de (4.10) la relación
W[vreg; v(1)] = exp
 
 2
(1)
3
3
r3
!
W[ureg; u(1)]: (4.15)
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El primer desarrollo formal de W[vreg; v(1)] se obtiene sustituyendo en la
segunda identidad (4.14) a u(1)(r) por su desarrollo asintótico (4.7):
W[vreg; v(1)] 
+1X
n^= 1
n^r
n^ 1+ ; (4.16)
donde n^ vienen dados por series
n^ =
+1X
s=0
h(1)s

2
(1)
1 bn^+s   (2s+ n^+ 2 + )bn^+s+1

; (4.17)
en las cuales bn son los coecientes de la expansión
w(r) = exp(
(1)
1 r)vreg(r) =
+1X
n=0
bnr
n+ ; b0 6= 0; (4.18)
que se determinan mediante la recurrencia
n(n  1 + 2)bn = 2(1)1 (n  1 + )bn 1  

E + (
(1)
1 )
2

bn 2  
 2(1)3 (n  2 + )bn 3 + 2A2bn 4: (4.19)
Un desarrollo formal de la función en el segundo miembro de (4.15) se
obtiene mediante la combinación lineal
exp
 
 2
(1)
3
3
r3
!
W[ureg; u(1)]  1E1 + 2E2 + 3E3; (4.20)
donde las funciones E1, E2, E3 se representan por sendos desarrollos de Hea-
viside de la función exponencial en el segundo miembro de (4.15) y 1, 2,
3 son constantes tales que
W[ureg; u(1)] = 1 + 2 + 3; (4.21)
cuyos valores se obtienen comparando (4.16) con (4.20). Los valores de 1,
2, 3, sustituidos en (4.21), dan la solución explícita del problema:
W[ureg; u(1)] =  (n+ 1 + =3)
(( 2=3)(1)3 )n+=3
3n+1 +
+
 (n+ 1 + ( + 1)=3)
(( 2=3)(1)3 )n+(+1)=3
3n+2 +
 (n+ 1 + ( + 2)=3)
(( 2=3)(1)3 )n+(+2)=3
3n+3; (4.22)
donde el entero n se elige de modo arbitrario, por ejemplo n > 0. Llevando
(4.22) a (4.10) y utilizando un programa FORTRAN con doble precisión
hemos calculado los primeros valores propios E0, E1, E2, E3 correspondientes
al potencial cuártico unidimensional
V (r) = r4 +A2r
2; (4.23)
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para valores de A2 enteros desde 0 hasta  10. Los valores de E0 y E2 corres-
ponden a estados pares ( = 0 en (4.6)), los valores de E1, E3 corresponden
a estados impares ( = 1 en (4.6)). Los resultados concuerdan perfectamente
con los valores de E0 y E1 dados en [7]
El segundo ejemplo de aplicación de nuestro método hace referencia a la
ecuación (4.1) con el potencial anarmónico séxtico
V (r) = A6r
6 +A4r
4 +A2r
2 +A 2r 2; A6 > 0; (4.24)
correspondiente a N = 3 en el potencial general (4.2). En este caso, la ecua-
ción presenta en el origen un punto singular regular y en el innito una
singularidad irregular de rango 4. Los exponentes en los desarrollos asintóti-
cos (4.7) toman ahora los valores

(1)
4 =  
p
A6; 
(1)
3 = 0; 
(1)
2 =
 A4
2
p
A6
; 
(1)
1 = 0;
(1) =  3
2
  4A2A6  A
2
4
8A6
p
A6
;

(2)
4 = +
p
A6; 
(2)
3 = 0; 
(2)
2 =
A4
2
p
A6
; 
(2)
1 = 0;
(2) =  3
2
+
4A2A6  A24
8A6
p
A6
; (4.25)
y los coecientes h(k)s en las series asintóticas verican la recurrencia
2
(k)
4 sh
(k)
s =

E + 
(k)
2 ( 2s+ 5 + 2(k))

h
(k)
s 2 +
+

(s  4  (k))(s  3  (k)) A 2

h
(k)
s 4: (4.26)
Las funciones auxiliares son ahora
vreg(r) = exp
 
 
(1)
4
4
r4
!
ureg(r);
v(1)(r) = exp
 
 
(1)
4
4
r4
!
u(1)(r); (4.27)
y la relación entre su Wronskiano y el Wronskiano de ureg, u(1) es
W[vreg; v(1)] = exp
 
 
(1)
4
2
r4
!
W[ureg; u(1)]: (4.28)
El primer desarrollo formal del Wronskiano de las funciones auxiliares es
W[vreg; v(1)] 
+1X
n^= 1
2n^r
2n^+1++(1) ; (4.29)
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donde
2n^ =
+1X
s=0
h
(1)
2s

2
(1)
2 b2n^+2s   (2n^+ 4s+ 2 +    (1))b2n^+2s+2

; (4.30)
y bn son los coecientes en la expansión
w(r) = vreg(r) exp
 

(1)
2
2
r2
!
=
+1X
n=0
bnr
n+ ; b0 6= 0; (4.31)
cuyos valores se determinan mediante la recurrencia
n(n  1 + 2)bn = ( E + (1)2 (2n  3 + 2))bn 2 +
+(A2   ((1)2 )2   (1)4 (2n  5 + 2))bn 4 + 2A4bn 6: (4.32)
El segundo desarrollo del Wronskiano viene dado por la combinación
lineal
exp
 
 
(1)
4
2
r4
!
W[ureg; u(1)]  1E1 + 2E2; (4.33)
donde E1, E2 se representan mediante series exponenciales de Heaviside de la
exponencial en el segundo miembro de (4.28) y las constantes 1, 2 verican
W[ureg; u(1)] = 1 + 2: (4.34)
Identicando los desarrollos (4.29) y (4.33) se obtienen los valores de 1,
2 que, llevados a (4.34), dan como resultado
W[ureg; u(1)] =  (n+ 1 + (1 +  + 
(1))=4)
( (1)4 =2)n+(1++(1))=4
4n +
+
 (n+ 1 + (3 +  + (1))=4)
( (1)4 =2)n+(3++(1))=4
4n+2; (4.35)
donde el entero n se elige de modo arbitrario.
A n de vericar la validez de nuestro resultado, hemos calculado los valo-
res numéricos de las primeras energías E0, E1, E2, E3 que anulan al segundo
miembro de (4.35) cuando el potencial (4.24) toma la forma particular
V (r) = r6   (4s^+ 4J   2)r2 + 1
4
(4s^  1)(4s^  3)r 2; (4.36)
considerada por Turbiner [61], Bender y Dunne [9] y Finkel et al. [22] para
s^ = (2 +
p
3)=4 y diferentes valores de J . En particular, para J = 1; 2; 3; 4,
los J valores más bajos de la energía coinciden con los valores obtenidos por
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Bender y Dunne.
El problema de la determinación de los valores propios de la energía de
un oscilador anarmónico unidimensional representado por el potencial
V (x) = gx2 + x2N ; N entero positivo; N  4; (4.37)
ha sido abordado por varios autores [36], [42], [5] por medio de diferentes
aproximaciones. En [31] hemos aplicado el método de los Wronskianos pa-
ra obtener una fórmula de la condición de cuantización que determina las
energías propias de este oscilador. La fórmula, consistente en la ecuación de
ceros de una función de la energía igual a una combinación lineal nita de
funciones gamma, es exacta, salvo por los inevitables cálculos numéricos de
las series innitas que denen a los coecientes de esta combinación lineal.
La ecuación de Schrödinger correspondiente en unidades adecuadas para la
variable independiente x y la energía E, 
  d
2
dx2
+ gx2 + x2N
!
u(x) = Eu(x); (4.38)
responde a la forma canónica (2.147), (2.148), siendo ahora
g(x) =  E + gx2 + x2N ; (4.39)
donde la variable compleja z en (2.147) queda restringida al eje real, de ahí la
ausencia del término en x 2. La ecuación (4.38) tiene en el origen un punto
ordinario y en el innito un punto singular irregular cuyo rango de Poincaré
es N+1. En consecuencia, la ecuación admite dos soluciones independientes,
de comportamiento regular en el origen, dadas por
ureg(x) =
+1X
n=0
anx
n+ ; a0 6= 0; (4.40)
para valores  = 0,  = 1. También existe otro sistema fundamental de
soluciones representadas por sus desarrollos asintóticos cuando x! +1,
u(k)(x)  exp
 
(k)
N + 1
xN+1
!
x
(k)
+1X
s=0
h(k)s x
 s; h(k)0 6= 0; k = 1; 2;
(4.41)
donde
(1) =  1; (2) = 1; (1) = (2)   =  N=2; (4.42)
y los coecientes h(k)s verican la recurrencia
2(k)sh(k)s = (s N=2)(s N=2  1)h(k)s N 1+Eh(k)s N+1  gh(k)s N+3: (4.43)
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En las relaciones de conexión
ureg(x) = T1u
(1)(x) + T2u
(2)(x); (4.44)
los factores de conexión se expresan como cocientes de Wronskianos
T1 =
W[ureg; u(2)]
W[u(1); u(2)] ; T2 =
W[ureg; u(1)]
W[u(2); u(1)] ; (4.45)
y la condición de cuantización que exige la nulidad de T2 se expresa
W[ureg; u(1)] = 0: (4.46)
A n de calcular W[ureg; u(1)] introducimos las funciones auxiliares
vreg(x) = exp
 
xN+1
N + 1
!
ureg(x); (4.47)
v(1)(x) = exp
 
xN+1
N + 1
!
u(1)(x); (4.48)
cuyo Wronskiano guarda con el Wronskiano de ureg, u(1) la relación
W[vreg; v(1)] = exp
 
2xN+1
N + 1
!
W[ureg; u(1)]: (4.49)
Como en los casos anteriores, nuestro método se basa en comparar dos
desarrollos formales del Wronskiano de las funciones auxiliares. El primer
desarrollo se obtiene reemplazando en la fórmula exacta
W[vreg; v(1)] = vreg dv
(1)
dx
  dvreg
dx
v(1) (4.50)
a v(1) por el desarrollo asintótico resultante de (4.41), (4.48),
v(1)(x) 
+1X
s=0
h(1)s x
 s+; (4.51)
y a vreg por el desarrollo en serie
vreg(x) =
+1X
n=0
bnx
n+ ; b0 6= 0; (4.52)
cuyos coecientes verican la recurrencia
(n+)(n+ 1)bn =  Ebn 2+gbn 4+2(n N=2 1+)bn N 1: (4.53)
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La expansión formal del primer miembro en (4.49) así obtenida es
W[vreg; v(1)] 
+1X
j= 1
jx
j 1++; (4.54)
donde los coecientes j vienen dados por series
j =
+1X
s=0
( 2s  j    + )bs+jh(1)s : (4.55)
Un segundo desarrollo del Wronskiano de las funciones auxiliares compa-
rable con (4.54) se obtiene sustituyendo la exponencial en el segundo miem-
bro de (4.49) por una combinación lineal de las N + 1 series exponenciales
de Heaviside
exp
 
2xN+1
N + 1
!
 EL =
+1X
n= 1
(2xN+1=(N + 1))n+L
 (n+ 1 + L
; L = 0; 1; :::; N; (4.56)
siendo
L =
+  + L
N + 1
; L = 0; 1; :::; N; (4.57)
de manera que el segundo miembro de (4.49) toma la forma asintótica cuando
x! +1
exp
 
2xN+1
N + 1
!
W[ureg; u(1)] 
NX
L=0
LEL; (4.58)
donde las constantes L son tales que, a consecuencia de (4.56), (4.58),
W[ureg; u(1)] =
NX
L=0
L: (4.59)
Llevando (4.54) y (4.58) respectivamente al primer y segundo miembro
de (4.49) se obtienen las constantes L,
L =  (n+ 1 + L)

N + 1
2
n+L
jL ; jL = n(N + 1) + 1 + L; (4.60)
siendo n un entero tal que jL es sucientemente grande para asegurar la
convergencia de las series en (4.55). Sustituyendo (4.60) en (4.59) se obtiene
la forma explícita de la condición de cuantización (4.46):
NX
L=0
(n+ 1 + L)

N + 1
2
L=(N+1)
jL = 0: (4.61)
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Utilizando esta expresión hemos obtenido los valores propios más bajos
E0, E1, E2, E3 de la energía para diferentes valores de g (desde  20 hasta
20) y valores de N = 4; 5; 6; 7 mediante un programa FORTRAN con doble
precisión. Nuestro método permite asimismo, al menos en principio, obtener
las funciones propias mediante las expresiones (4.47), (4.52). No obstante, la
convergencia de la serie en (4.52) es muy lenta para x  5 aproximadamente,
pudiendo usarse entonces el desarrollo asintótico (4.41). Pero la ventaja de
este procedimiento sobre la integración numérica convencional de la ecua-
ción de Schrödinger no está clara, especialmente cuando se ha de calcular la
función de onda normalizada para un número grande de puntos.
Nuestro método es aplicable a otros problemas, como los osciladores anar-
mónicos solubles analíticamente representados por el potencial de Pöschl-
Teller, el potencial de Pöschl-Teller modicado y el potencial de Morse. Los
detalles pueden consultarse en la citada referencia [31]. En el caso del poten-
cial de Pöschl-Teller,
V (x) =
1
2
V0
 
(  1)
sin2(x)
+
(  1)
cos2(x)
!
; V0 =
h22
m
;
;  > 1; 0  x  =2; (4.62)
la ecuación de Schrödinger puede llevarse a la forma de una ecuación hiper-
geométrica [23] que presenta dos puntos singulares regulares y = 0, y = 1
en el campo de la nueva variable 0  y = sin2(x)  1. La expresión de
W[ureg; u(1)] obtenida por nosotros puede explorarse eligiendo por ejemplo
y = 1=2 y dando valores numéricos a  y , vericando que se anula cuando
k2
2
= (+ + 2n)2; n = 0; 1; 2; :::; (4.63)
siendo k = 2mE=h2, tal como predice el resultado analítico de Flügge.
En el caso del potencial de Pöschl-Teller modicado, i.e.
V (x) =   h
2
2m
2
(  1)
cosh2(x)
;  > 1;  1 < x < +1; (4.64)
la ecuación de Schrödinger puede llevarse de nuevo a la forma de una ecua-
ción hipergeométrica mediante cambios adecuados de las variables indepen-
diente y dependiente. La ecuación transformada presenta singularidades re-
gulares en ambos puntos límite del campo de la nueva variable 0  y =
1= cosh2(x)  1, existiendo dos clases de soluciones que presentan un com-
portamiento regular en y = 1, correspondientes a estados pares e impares.
Tomando y = 1=2 hemos evaluado nuestra expresión de W[ureg; u] para di-
ferentes valores de  y , vericando que se anula cuando
0 <


=   1  2n para estados pares;
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0 <


=   2  2n para estados impares; (4.65)
donde n = 0; 1; 2; ::: .
La ecuación radial de Schrödinger con el potencial de Morse
V (r) = D(exp( 2x)  2 exp( x)); x = r   r0
r0
;  > 0; (4.66)
es exactamente soluble para l = 0. Mediante el cambio de la variable in-
dependiente y = (2=) exp( x), la ecuación es llevada a una forma tal
que presenta en y = 0 un punto singular regular y en y = 1 un punto
singular irregular. Ahora bien, la solución física del problema ha de denirse
solamente desde y = 0, punto que corresponde a x ! 1 (r ! 1), hasta
y = y0 = (2=) exp(), punto ordinario que corresponde a x =  1 (r = 0).
Esta solución ha de ser regular en y = 0 y nula en y = y0. Denominamos
ureg(y) a la solución regular en y = 0 y u
(1)
asy(y), u
(2)
asy(y) al sistema de dos
soluciones independientes, ambas nitas en y = y0. La solución físicamen-
te aceptable es aquella combinación lineal u(1)(y) de u(1)asy(y), u
(2)
asy(y) que se
anula en y = y0. En estas condiciones, nuestro procedimiento exige que el
Wronskiano de ureg, u(1) sea nulo en el intervalo [0; y0], en particular para
y = y0, estableciendo así la condición de cuantización
ureg(y0) = 0; (4.67)
donde ureg viene denida por la serie
ureg(y) =
+1X
n=0
any
n+=; a0 6= 0: (4.68)
En particular, si en (4.68) se elige a0 = 1, se obtiene
ureg(y) = y
= exp( y=2)1F1(1=2 + =  =; 1 + 2=; y); (4.69)
de modo que la condición de cuantización (4.67) coincide con la dada en
[23]. A diferencia de lo que sucede en el potencial (4.37), en los casos de los
potenciales (4.62), (4.64) y (4.66) la convergencia numérica de las series de
potencias en las formas funcionales de las soluciones de la ecuación de Schrö-
dinger es bastante rápida para asegurar el cálculo de las funciones propias.
4.2. Potenciales polinomiales
Los ejemplos descritos en la sección precedente ponen de maniesto la
viabilidad del método de los Wronskianos para obtener soluciones globales de
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la ecuación de Schrödinger con una amplia clase de potenciales polinomiales.
Desde luego, en los casos estudiados queda pendiente la prueba de conver-
gencia de las series que denen a los coecientes del primer desarrollo formal
del Wronskiano de las funciones auxiliares vreg, v(1). En [32] hemos aplicado
nuestro método a la resolución de la ecuación de Schrödinger con un po-
tencial polinomial, dando la prueba formal de su convergencia. La ecuación
canónica de la cual partimos en este trabajo es
 z2 d
2w
dz2
+ g(z)w = 0; (z 2 C); (4.70)
donde
g(z) =
2NX
s=0
gsz
s; g2N 6= 0: (4.71)
A n de evitar confusión en el uso de símbolos con nuestra ecuación
canónica (2.147), (2.148), reescribimos (4.70), (4.71) en la forma
 z2 d
2u
dz2
+ g^(z)u = 0; (z 2 C); (4.72)
g^(z) = z2g(z) =
2N^X
j=0
g^jz
j ; g^2N^ 6= 0; N^ = 1; 2; 3; :::; (4.73)
donde g(z) es la función coeciente de u(z) en (2.147), de modo que N^ =
N + 1, g^j = gj 2 y la función g^(z) incluye al potencial polinomial con los
términos centrífugo y de energía. La ecuación (4.72) presenta dos puntos
singulares, el origen regular y el innito irregular de rango N^ = N + 1. En
consecuencia, existe un sistema fundamental de soluciones de la ecuación
dadas por desarrollos en series de potencias cuyos exponentes crecen a partir
de sendos valores ,  = 1; 2, una de las cuales, sea ureg, tiene un compor-
tamiento regular en z = 0, siendo por este motivo interesante como solución
del problema físico:
ureg(z) =
+1X
n=0
cnz
n+; (4.74)
para valores de , cn que resultan de sustituir (4.74) en (4.72).
Además de las soluciones en series de potencias de exponentes crecientes,
la ecuación (4.72) admite un segundo sistema fundamental de soluciones
formales, i.e. dadas por sendos desarrollos asintóticos
uk(z)  exp(k(z))
+1X
s=0
as;kz
 s; a0;k 6= 0; k = 1; 2; (4.75)
donde
k(z) =
N^X
p=1
p;k
p
zp + (0;k   (N^   1)=2) ln z: (4.76)
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La sustitución formal de (4.75) en (4.72) permite obtener los exponentes
p;k y los coecientes as;k. En particular, el coeciente del término de grado
N^ ,
(N^ )
2   g^2N^ = 0; (4.77)
determina el comportamiento de las soluciones formales cuando jzj crece
indenidamente. Los coecientes p;k son soluciones particulares de la recu-
rrencia
2N^sas =
N^ 1X
j=1
(~j 2   2j(s  N^ + j))as N^+j +
+(~ 2 + (s  N^)(s  20))as N^ ; a0 6= 0; (4.78)
donde ~j son funciones conocidas de g^j , N^ y p;k.
La solución ureg puede expresarse mediante cierta combinación lineal de
las soluciones formales,
ureg(z) = T1u1(z) + T2u2(z); (4.79)
cuyos coecientes, los factores de conexión T1, T2, son las incógnitas a de-
terminar. Nuestro método aplica la regla de Cramer al sistema formado por
(4.79) y su primera derivada para obtener los factores de conexión como
cocientes de Wronskianos:
T1 =
W[ureg; u2]
W[u1; u2] ; T2 =
W[ureg; u1]
W[u2; u1] : (4.80)
El cálculo de los Wronskianos en los denominadores de (4.80) se realiza
directamente, sustituyendo los desarrollos (4.75) y sus derivadas formales en
la forma general
W[u; v] = uv0   u0v =  W[v; u]; (4.81)
de donde se obtiene un desarrollo en potencias z0, z 1, z 2,... . Dado que
u1, u2 son soluciones de la ecuación diferencial (4.72), su Wronskiano es
independiente de z y su valor es igual que el coeciente de z0 en el desarrollo
citado, i.e.
W[u1; u2] = 2N^;2a0;1a0;2 =W[u2; u1]: (4.82)
En vez de calcular directamente los Wronskianos en los numeradores de
(4.80), introducimos para cada k = 1; 2 las funciones auxiliares
vreg;k(z) = exp

  k
2N^
zN^

ureg(z);
vk(z) = exp

  k
2N^
zN^

uk(z); (4.83)
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donde k  N^;k. Sustituyendo (4.83) y sus derivadas en (4.81) obtenemos
la relación entre Wronskianos
W[vregk; vk] = exp

 k
N^
zN^

W[ureg; uk]: (4.84)
Un desarrollo formal deW[vregk; vk] se obtiene llevando al segundo miem-
bro de
W[vregk; vk] = vreg;kv0k   v0reg;kvk (4.85)
la primera expresión (4.83) y la que resulta de reemplazar uk por (4.75) en
la segunda expresión (4.83):
W[vreg;k; vk] 
+1X
n^= 1
n^;kz
n^+k+k 1; z !1; (4.86)
donde
k = 0;k   (N^   1)=2; k = 1
2
(1p1 + 4g^0); (4.87)
n^;k =
+1X
j=0
aj;k( (n^+ 2j + k   k)bn^+j;k +
+
N^ 1X
p=1
2p;kbn^ p+j + kbn^ N^+j); (4.88)
y bn;k son los coecientes de las potencias de z en el desarrollo
wreg;k(z) =
+1X
n=0
bn;kz
n+k ; b0;k 6= 0; (4.89)
de la función
wreg;k(z) = exp

k(z) +
k
2N^
zN^

vreg;k(z);
k(z) =
N^ 1X
p=1
p;k
p
zp; (4.90)
que verican la recurrencia
n(n+ 2k   1)bn;k =
N^ 1X
j=1
2j;k(n  j + k)bn j;k +
+
2N^X
j=1
 "^j 2;kbn j;k; b0;k 6= 0; (4.91)
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donde "^j;k son funciones conocidas de g^j , p;k.
Un segundo desarrollo formal deW[vreg;k; vk] se obtiene a partir del desa-
rrollo exponencial de Heaviside (2.223). En muchos problemas de interés fí-
sico, z es real positiva arg(z) = 0, el potencial es connante (g2N^ > 0), N^;1,
N^;2 son reales y para jar ideas elegimos N^;1 =  
p
g2N^ , N^;2 = +
p
g2N^ , de
modo que u1(z) decrece y u2(z) crece exponencialmente cuando z ! +1. En
estas condiciones, dado que a la variable t en (2.223) corresponde la potencia
zN^ de la variable independiente z en (4.72), el Wronskiano de las funciones
auxiliares se expresa mediante una combinación lineal de N^ desarrollos de
Heaviside (para k = 1), EL;1(z), L = 0; 1; :::; N^   1,
W[vreg;k; vk] 
N^ 1X
L=0
L;1EL;1(z); (4.92)
de la exponencial en el segundo miembro de (4.84), siempre que las constantes
L;1 en esta combinación veriquen
N^ 1X
L=0
L;1 =W[ureg; u1]; z ! +1: (4.93)
Los valores de L;1 se obtienen comparando los segundos miembros de
(4.93) (4.86). Sustituyendo los valores así obtenidos en (4.93) se tiene
W[ureg; u1] =
N^ 1X
L=0
 (n+ 1 + L;1)
( 1=N^)n+L;1
n^L;1; (4.94)
donde
n^L = N^n+ L+ 1; L;1 = ( + 1 + L)=N^; n 2 Z: (4.95)
Llevando (4.94), (4.82) al numerador y denominador respectivamente de
(4.80) se obtiene nalmente la forma explícita del factor de conexión T2, cuya
anulación expresa la condición de cuantización de los valores de la energía
relacionados funcionalmente con el parámetro g^2.
A n de obtener las funciones de onda que representan estados físicamente
estables, se calcula el factor de conexión T1. Procediendo como en el caso
anterior,
W[ureg; u2] =
N^ 1X
L=0
cos(L;2)
 (n+ 1 + L;2)
(2=N^)n+L;2
n^L;2; (4.96)
donde
L;2 = ( + 2 + L)=N^: (4.97)
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Dado que arg(z) = 0 es un rayo de Stokes para T1, se toma
T1 =
1
2
(T+1 + T
 
1 ): (4.98)
A n de contrastar los resultados de nuestro método con los resultados
de otros autores, hemos considerado dos ecuaciones diferenciales cuyas solu-
ciones se expresan mediante funciones bien conocidas. El primer ejemplo es
la ecuación
 z2d
2u
dz2
+

z2 + 2   1
4

u = 0; (4.99)
correspondiente al caso particular N^ = 1 de (4.72). La solución regular en
el origen se expresa en términos de funciones de Bessel y el comportamiento
asintótico de las soluciones formales corresponde al producto de la función
exponencial por funciones hipergeométricas:
ureg(z) = 2
 (+ 1)z1=2I(z); (4.100)
u1(z)  exp( z) 2F0

1
2
+ ;
1
2
  ; ;  1
2z

; (4.101)
u2(z)  exp(z) 2F0

1
2
+ ;
1
2
  ; ; 1
2z

: (4.102)
Los factores de conexión de estas soluciones en el rayo arg z = 0 son [16,
capítulo 2, ec. (52)]
T1 =   sin()2 1=2 1=2 (+ 1);
T2 = 2
 1=2 1=2 (+ 1): (4.103)
Aplicando nuestro método a la ecuación (4.99) obtenemos los factores de
conexión en el rayo arg z = 0:
T1 =  1
2
( 1)ncos

+
1
2



 

n+ +
1
2

n;2;
T2 =  1
2
 

n+ +
1
2

n;1; (4.104)
que comparamos numéricamente con (4.103), dando lugar a una expansión
del cociente de funciones gamma
 (+ 1)
 (+ 1=2 + n)
=  2 (+1=2)1=2n;1; (4.105)
donde
n;1 =  
+1X
m=0
am;1()((n+ 2m+ + 1=2)bm+n() + bm+n 1()); (4.106)
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am;1() =
(+ 1=2)m(1=2  )m
m!( 2)m ; (4.107)
b2n() =

1
4
n
n!(+ 1)n
; b2n+1() = 0: (4.108)
En particular, para  6= 0 y <() >  1 se tiene
 (+ 1)
 (+ 1=2)
2
=  2F1

 1
2
; 1
2
;; 1

; (4.109)
de acuerdo con [2, ecuación (15.1.20)].
Como segundo ejemplo consideramos la ecuación
 z2d
2u
dz2
+ (z4   "z2)u = 0; (4.110)
correspondiente al caso N^ = 2 de (4.72). Esta ecuación admite la solución
regular en el origen
ureg(z) = exp( z2=2) 1F1

1  "
4
;
1
2
; z2

; (4.111)
y las soluciones formales
u1(z)  exp( z2=2)z(" 1)=2 2F0

1  "
4
;
3  "
4
; ;  1
z2

; (4.112)
u2(z)  exp(z2=2)z( " 1)=2 2F0

1 + "
4
;
3 + "
4
; ;
1
z2

: (4.113)
Nuestro método da como resultado los factores que conectan a (4.111)
con (4.112), (4.113) en el rayo arg z = 0
T1 =  ( 1)ncos(2)2n+2 2 (n+ 2)2n;2;
T2 =  2n+1 2 (n+ 1)2n;1; (4.114)
donde
1 = (1 + ")=4; 2 = (1  ")=4: (4.115)
Estos valores se comparan con los valores dados en [16, capítulo 2, ecua-
ción (47)] sobre el rayo arg z = 0, i.e.
T1 = cos

(1  ")
4

1=2
 ((1 + ")=4)
;
T2 =
1=2
 ((1  ")=4) ; (4.116)
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para valores particulares de los parámetros, a n de vericar la equivalencia
de ambas expresiones. La identicación de las expresiones de T2 da lugar a
la expansión del producto de funciones gamma
 

n+
1 + "
4

 

1  "
4

=   
1=2
2n (7 ")=42n;1(")
; (4.117)
donde
2n;1(") =  
+1X
m=0
a2m;1(")((2n+ 4m  ("  1)=2)b2m+2n(") + b2m+2n 2("));
(4.118)
a2m;1(") = ( 1)m ((1  ")=4)m((3  ")=4)m
m!
; a2m+1;1(") = 0; (4.119)
y bn verican la recurrencia
n(n  1)bn(") =  "bn 2(") + bn 4("); b0(") = 1; b1(") = 0: (4.120)
Capítulo 5
Aplicaciones del método de los
Wronskianos II. Potenciales
suma de potencias
El método de los Wronskianos que exponemos en la sección 2.4 no es ade-
cuado para resolver el problema global en la ecuación de Schrödinger cuando
el potencial viene dado por una suma de potencias donde los exponentes de
algunos términos toman valores negativos arbitrarios. En estos casos, el coe-
ciente g(z) asociado con el potencial en la ecuación canónica (2.147) adopta
la forma (2.247), con M =  2; 3; 4; :::, en lugar de la forma (2.148), y la
ecuación tiene en z = 0 y z = 1 dos puntos singulares, ambos irregulares.
El método de los Wronskianos, en la forma que describimos en la sección
2.5, permite en estos casos resolver de modo satisfactorio el problema de
conexión. En este capítulo presentamos algunas aplicaciones del método de
los Wronskianos a ecuaciones diferenciales, estudiadas por diferentes autores
[51], [58], que presentan en el origen y el innito singularidades irregulares.
5.1. La ecuación biconuyente de Heun
La ecuación biconuyente de Heun, cuya forma normal es [55]
D2y +B(z)y = 0; D = z
d
dz
; B(z) =
2X
p= 2
Bpz
p; (5.1)
puede llevarse a la forma
z2
d2w
dz2
+
2X
p= 2
Apz
pw = 0; w(z) = z1=2y(z);
A0 = B0 + 1=4; Ap = Bp; p 6= 0; A2A 2 6= 0; (5.2)
179
180 CAPÍTULO 5. aplicaciones del método de wronskianos ii
exenta de primeras derivadas y adecuada para aplicar nuestro método, toda
vez que los Wronskianos de sus soluciones son independientes de z. La ecua-
ción, que tiene en z = 0 y z = 1 dos puntos singulares irregulares, ambos
de rango 1, admite un sistema fundamental de soluciones multiplicativas de
la forma
wj(z) = z
j
+1X
n= 1
cn;jz
n;
+1X
n= 1
jcn;j j2 < +1;
j<(j)j  1=2; j = 1; 2; (5.3)
excepto para conjuntos particulares de valores de los parámetros Aj . Además
de (5.3), la ecuación (5.2) admite un primer sistema fundamental de solu-
ciones formales (de clase (a)) caracterizadas por sus desarrollos asintóticos
cuando z !1,
wk(z)  exp(kz)zk
+1X
m=0
am;kz
 m; a0;k 6= 0; k = 3; 4; (5.4)
y un segundo sistema fundamental de soluciones formales (de clase (b)) de-
nidas por sus desarrollos asintóticos cuando z ! 0,
wl(z)  exp(lz l)zl
+1X
m=0
bm;lz
m; b0;l 6= 0; l = 5; 6: (5.5)
Los índices j y coecientes cn;j en las expansiones (5.3) de las soluciones
multiplicativas se determinan sustituyendo (5.3) en (5.2), de donde resulta
un sistema innito de ecuaciones para los cn;j ,
(n+ j)(n+ j   1)cn;j +
2X
p= 2
Apcn p;j = 0;
(n = :::; 1; 0; 1; :::); (5.6)
que se interpreta como un problema de valores propios no lineal. La solución
de este tipo de problema por el método de iteración de Newton, que descri-
bimos en el apéndice B, permite obtener en general dos índices 1, 2 y dos
conjuntos de coecientes fcn;1g, fcn;2g. No obstante, para ciertos conjuntos
de valores de Ap solo existe una solución de la forma (5.3), y cualquier otra
solución independiente de ésta incluye un factor logarítmico, razón por la
cual no describe de modo satisfactorio el comportamiento del sistema físico
de interés. Suponemos que los valores de Ap en la ecuación biconuyente de
Heun (5.2) son tales que existen dos soluciones multiplicativas de la forma
(5.3). En lo que respecta a las soluciones formales, los exponentes k, k, l,
l y los coecientes am;k, bm;l se obtienen previa sustitución de (5.4), (5.5)
en la ecuación diferencial (5.2), dando lugar en el primer caso a los valores
k =
p
 A2; k =  A1=2k;
l =
p A 2; l = 1 +A 1=2l; (5.7)
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y en el segundo a las recurrencias
2kmam;k = (m  k)(m  k   1)am 1;k +
2X
p=0
A pam 1 p;k; (5.8)
lmbm;l = (m+ l   1)(m+ l   2)bm 1;l +
2X
p=0
Apbm 1 p;l: (5.9)
El comportamiento de las soluciones multiplicativas (5.3) en la vecindad
del punto singular z =1 está representado por la fórmula de conexión
wj  Tj;3w3 + Tj;4w4; z !1; j = 1; 2; (5.10)
y su comportamiento en la vecindad del punto singular z = 0 está represen-
tado por la fórmula de conexión
wj  Tj;5w5 + Tj;6w6; z ! 0; j = 1; 2; (5.11)
siempre que se conozcan los valores de los coecientes Tj;k, Tj;l denominados
factores de conexión, cuyos valores dependen del sector del z-plano complejo
considerado, de manera que toman valores diferentes en diferentes sectores
del plano separados por rayos de Stokes. El valor de cada factor de conexión
sobre un rayo es igual a la semisuma de los valores que toma en los dos
sectores adyacentes separados por el rayo. En el caso actual, los rayos de
Stokes que separan sectores adyacentes Sk;pk , Sk;pk+1 tienen argumentos
arg z =   argk  2n; n = 0; 1; 2; :::; k = 3; 4; (5.12)
y los que separan sectores Sl;pl , Sl;pl+1 tienen argumentos
arg z = arg l  2n; n = 0; 1; 2; :::; l = 5; 6; (5.13)
siendo sus amplitudes angulares iguales a 2, de modo que en la hoja de
Riemann principal,   < arg z  , Tj;3 cambia su valor cuando z cruza el
rayo arg z =    arg4, Tj;4 cambia su valor cuando z cruza el rayo arg z =
   arg3, Tj;5 cambia su valor cuando z cruza el rayo arg z =   + arg 6
y Tj;6 cambia su valor cuando z cruza el rayo arg z =   + arg 5.
A partir de las fórmulas de conexión (5.10), (5.11) y sus derivadas expre-
samos los factores de conexión como cocientes de Wronskianos de soluciones
de la ecuación diferencial,
Tj;3 =
W[wj ; w4]
W[w3; w4] ; Tj;4 =
W[wj ; w3]
W[w4; w3] ; (5.14)
Tj;5 =
W[wj ; w6]
W[w5; w6] ; Tj;6 =
W[wj ; w5]
W[w6; w5] : (5.15)
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Los Wronskianos en los denominadores de (5.14), (5.15) se calculan di-
rectamente reemplazando los desarrollos (5.4), (5.5) y sus derivadas en las
formas funcionales exactas,
W[f; g](z) = f(z)g0(z)  f 0(z)g(z); (5.16)
de los Wronskianos respectivos, obteniendo
W[w3; w4] =  W[w4; w3] = 24a0;3a0;4; (5.17)
W[w5; w6] =  W[w6; w5] = 25b0;5b0;6: (5.18)
El cálculo directo de los Wronskianos en los numeradores de (5.14), (5.15)
no es viable porque conduce a desarrollos asintóticos que contienen térmi-
nos en potencias de z de exponentes positivos y negativos, de los que no
pueden obtenerse inmediatamente los valores exactos constantes de tales nu-
meradores. Ahora bien, en cada sector del z-plano complejo limitado por
rayos de Stokes, una función analítica dada queda denida unívocamente
por su desarrollo asintótico. Entonces, si para cada factor de conexión Tj;k,
Tj;l obtenemos dos desarrollos asintóticos de la misma función y uno de ellos
contiene como factor común al Wronskiano correspondiente en el numerador
de (5.14), (5.15), el valor de este Wronskiano resultará de comparar los coe-
cientes de las potencias de z afectadas de un mismo exponente en uno y
otro desarrollo. A tal n, introducimos las funciones auxiliares
uj;k(z) = wj(z) exp( kz=2); uk(z) = wk(z) exp( kz=2);
j = 1; 2; k = 3; 4; (5.19)
vj;l(z) = wj(z) exp( l=(2z)); vl(z) = wl(z) exp( l=(2z));
j = 1; 2; l = 5; 6; (5.20)
cuyos Wronskianos guardan con los Wronskianos en los numeradores de
(5.14), (5.15) las relaciones
W[uj ; uk] = exp( kz)W[wj ; wk]; j = 1; 2; k = 3; 4; (5.21)
W[vj ; vl] = exp( l=z)W[wj ; wl]; j = 1; 2; l = 5; 6: (5.22)
Los Wronskianos en los primeros miembros de (5.21), (5.22) admiten
desarrollos formales que se obtienen a partir de las expansiones (5.4), (5.5)
y de las relaciones funcionales (5.19), (5.20):
W[uj ; uk] =
+1X
n= 1
n;j;kz
n+j+k ; j = 1; 2; k = 3; 4; (5.23)
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W[vj ; vl] =
+1X
n= 1
n;j;lz
n+j+l ; j = 1; 2; l = 5; 6; (5.24)
donde
n;j;k =
+1X
m=0
am;l [kcn+m;j   (n+ 2m+ 1 + j   k)cn+m+1;j ] ; (5.25)
n;j;l =
+1X
m=0
bm;l [ lcn m+2;j   (n  2m+ 1 + j   l)cn m+1;j ] : (5.26)
A n de que los desarrollos asintóticos de los Wronskianos en los primeros
miembros de (5.21), (5.22) sean comparables con los desarrollos asintóticos
de los segundos miembros, es necesario que estos últimos vengan dados en
potencias de z con los mismos exponentes que (5.23) y (5.24) respectiva-
mente. Esto es posible reemplazando las funciones exponenciales en los se-
gundos miembros de (5.21), (5.22) por los desarrollos de Heaviside (2.308),
donde la variable t, denida en la primera hoja de Riemann, j arg tj < ,
en el caso actual corresponde sucesivamente a  kz y  l=z. La condición
j arg tj <  impide el uso de los desarrollos (2.308) cuando arg z =   argk o
arg z = arg l, que corresponden a los rayos de Stokes en los que el factor de
conexión a calcular cambia su valor. Entonces, el valor asignado al factor de
conexión es la semisuma de los valores que toma el factor en los sectores ad-
yacentes separados por el rayo, donde se verica la condición j arg tj < . De
este modo se obtienen los desarrollos asintóticos de los segundos miembros
en (5.21), (5.22),
exp( kz)W[wj ; wk]  W[wj ; wk]
+1X
n= 1
( k)n+k
 (n+ 1 + k)
zn+k ;
z !1; j arg zj < ; arg z 6=   argk; k = 3; 4; (5.27)
exp( l=z)W[wj ; wl]  W[wj ; wl]
+1X
n= 1
( l)n+l
 (n+ 1 + l)
z (n+l);
z ! 0; j arg zj < ; arg z 6= arg l; l = 5; 6: (5.28)
Comparando (5.23) con (5.27) y (5.24) con (5.28) encontramos que si
k = j + k y l =  (j + l),
W[wj ; wk] =  (n+ 1 + j + k)
( k)n+j+k n;j;k; j = 1; 2; k = 3; 4;
j arg zj < ; arg z 6=   argk; (5.29)
W[wj ; wl] =  (n+ 1  j   l)
( l)n j l  n;j;l; j = 1; 2; l = 5; 6;
j arg zj < ; arg z 6= arg l; (5.30)
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Cuando arg z =   argk, z se encuentra en el rayo de Stokes de wk;
entonces, tomando en el denominador de (5.29)
( 1)n+j+k = ( 1)n exp(i(j + k)); (5.31)
al efectuar la semisuma de las expresiones resultantes aparece el factor
1
2
(exp(i(j + k)) + exp( i(j + k))) = cos[(j + k)]; (5.32)
de donde
W[wj ; wk] = ( 1)n cos[(j + k)] (n+ 1 + j + k)

n+j+k
k
n;j;k;
j arg zj < ; arg z =   argk: (5.33)
Cuando arg z = arg l, z se encuentra en el rayo de Stokes de wl; entonces,
tomando en el denominador de (5.30)
( 1)n j l = ( 1)n exp(i(j + l)); (5.34)
al efectuar la semisuma de las expresiones resultantes aparece el factor
1
2
(exp(i(j + l)) + exp( i(j + l))) = cos[(j + l)]; (5.35)
de donde
W[wj ; wl] = ( 1)n cos[(j + l)] (n+ 1  j   l)

n j l
l
 n;j;l;
j arg zj < ; arg z =   arg l: (5.36)
El cálculo de los factores de conexión Tj;k se realiza ahora sustituyendo
(5.29), (5.17) en el numerador y denominador respectivamente de (5.14).
Análogamente, Tj;l se obtienen sustituyendo (5.30), (5.18) en el numerador
y denominador respectivamente de (5.15). A efectos del cálculo numérico de
los factores de conexión, el entero n en las expresiones precedentes ha de
tomarse positivo y tal que
(n+ )(n+    1) >
2X
p= 2
jApj: (5.37)
Como ejemplo de aplicación hemos considerado la ecuación radial redu-
cida de Schrödinger en el semieje real positivo
  h
2
2m
 
d2R
dr2
  l(l + 1)
r2
R
!
+ V (r)R(r) = ER(r); (5.38)
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de una partícula de masam, momento angular lh y energía E = A2h
2=2mr20,
en un potencial con simetría esférica
V (r) =   h
2
2m
 
A 2r20
r4
+
A 1r0
r3
+
A0 + l(l + 1)
r2
+
A1r
 1
0
r
!
; (5.39)
ecuación que adquiere la forma (5.2) al efectuar el cambio
z = r=r0; w(z) = R(r): (5.40)
Cuando los parámetros del potencial toman los valores
A 2 =  1; A 1 = 4=5; A0 = 31=25; A1 = 3=5; (5.41)
la ecuación (5.38) presenta para l = 0 un estado ligado de energía E =
 (1=4)h2=2mr20 [46], de modo que (5.2), con los Ap dados en (5.41) y A2 =
 1=4, tiene una solución normalizable en el semieje real positivo. Hemos
aplicado nuestro método de cálculo de los factores de conexión a la ecuación
(5.2) correspondiente a (5.38), para z 2 [0;+1), con valores jos (5.41) de
los parámetros del potencial y valores cambiantes del parámetro de energía
A2 =  1=10;  1=5;  1=4;  3=10;  2=5; (5.42)
obteniendo las partes real e imaginaria de los índices 1, 2 =  1 y de los
factores de conexión Tj;k, Tj;l. Asimismo, hemos obtenido los coecientes 1,
2 de la combinación lineal de soluciones multiplicativas
wreg = 1w1 + 2w2; (5.43)
de la que resulta una solución regular en la vecindad de z = 0, de modo que
wreg(z)  w5(z); z ! 0+; (5.44)
y los factores de conexión que relacionan a wreg con w3, w4, es decir,
wreg(z)  Treg;3w3(z) + Treg;4w4(z); z ! +1: (5.45)
En particular, la solución de (5.2) normalizable en [0;+1) que se tiene
cuando Ap vienen dados por (5.41) y A2 =  1=4,
w(z) = z3=5 exp( z 1   z=2); (5.46)
puede escribirse en la forma
w(z) =
+1X
n= 1
c^nz
n+3=5; (5.47)
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con
c^n = ( 1)n
+1X
m=0
2 m
m!(m  n)! ; n < 0;
c^n = ( 1)n
+1X
m=0
2 m n
m!(m+ n)!
; n  0: (5.48)
Comparando (5.47) con la solución multiplicativa
w1(z) =
+1X
n= 1
cn;1z
n 2=5; (5.49)
se tienen los factores de conexión T1;3, T1;5 de la solución (5.49),
T1;3 = T1;5 = c0;1=c^ 1; (5.50)
y tomando c0;1 = 1,
T1;3 = T1;5 =  
"
+1X
m=0
2 m
m!(m+ 1)!
# 1
; (5.51)
valores que coinciden con los de <(T1;3), <(T1;5) obtenidos con nuestro pro-
cedimiento.
5.2. Osciladores "spiked"
Desde la publicación del trabajo pionero de Klauder [38], hace tres dé-
cadas, los osciladores armónicos "spiked", i.e. osciladores armónicos con un
término adicional de repulsión singular en el origen

r
;  > 0;  > 0; (5.52)
han suscitado el interés de una considerable nómina de autores. En [33]
consideramos el problema de la determinación de los niveles de energía y
funciones de onda de una partícula ligada en un potencial connante cuyo
comportamiento en el innito está dominado por un término proporcional a
rn, n  2, y que presenta en el origen una singularidad del tipo r m, m > 2.
En concreto, aplicamos nuestro método de Wronskianos a la ecuación radial
de Schrödinger "
  d
2
dr2
+
L(L+ 1)
r2
+ V (r)
#
R(r) = ER(r); (5.53)
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con un potencial "spiked" tridimensional general
V (r) =
X
q
A(q)rq; (5.54)
donde q recorre un conjunto nito de números enteros negativos y positivos
y/o números racionales acotado por sendos valores qmin < 0 y qmax > 0, de
modo que A(qmin) y A(qmax) son positivos. Mediante un cambio adecuado de
variables y parámetros, la ecuación (5.53) se lleva a la forma, en la notación
de [33],
 z2d
2w
dz2
+ g(z)w = 0; (5.55)
g(z) =
2NX
s= 2M
gsz
s; M;N > 0; g 2M > 0; g2N > 0: (5.56)
A n de evitar confusión en el uso de símbolos con nuestra ecuación
canónica (2.246), (2.247), reescribimos (5.55), (5.56) en la forma
 z2d
2w
dz2
+ g^(z)w = 0; (5.57)
g^(z) = z2g(z) =
2N^X
s= 2M^
g^sz
s; M^ ; N^ > 0; g 2M^ > 0; g2N^ > 0; (5.58)
donde g(z) es ahora la función coeciente de u(z) en (2.246), de modo que
M^ =  M   1, N^ = N +1, g^s = gs 2. El origen y el innito son entonces las
únicas singularidades de (5.57) con rangos M^ y N^ respectivamente.
La ecuación (5.57) admite tres sistemas fundamentales de soluciones:
a) Dos soluciones de Floquet o multiplicativas, w1 y w2, que, excepto
para conjuntos de valores particulares de los parámetros g^s en (5.58), tienen
la forma
wj(z) = z
j
+1X
n= 1
cn;jz
n; (5.59)
donde
+1X
n= 1
jcn;j j2 < +1; j = 1; 2; (5.60)
y j , cn;j son en general complejos.
b) Dos soluciones formales de Thomé, w3 y w4, (soluciones formales de
clase (a)), representadas por sus desarrollos asintóticos cuando z !1,
wk(z)  exp
0@ N^X
p=1
p;k
p
zp
1A zk +1X
m=0
am;kz
 m; a0;k 6= 0; k = 3; 4: (5.61)
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c) Dos soluciones formales de Thomé, w5 y w6, (soluciones formales de
clase (b)), representadas por sus desarrollos asintóticos cuando z ! 0,
wl(z)  exp
0@ M^X
q=1
q;l
q
z q
1A zl +1X
m=0
bm;lz
m; b0;l 6= 0; l = 5; 6: (5.62)
La sustitución de (5.59) en (5.57) da como resultado el conjunto innito
de ecuaciones homogéneas para los cn;j
(n+ j)(n+ j   1)cn;j  
2N^X
s= 2M^
g^scn s;j = 0; n 2 Z; (5.63)
que puede interpretarse como un problema no lineal de valores propios donde
j es tal que se verica (5.60). Este problema es soluble por el método de
iteración de Newton descrito en el apéndice B. En general, se obtienen dos
índices 1, 2 y dos conjuntos de coecientes fcn;1g, fcn;2g correspondientes a
estos índices. Ahora bien, para ciertos conjuntos de valores de los parámetros
g^s, existe solamente una solución de la forma (5.59), de modo que cualquier
otra solución independiente de ella contiene potencias de z multiplicadas
por su logaritmo. En general, estas soluciones logarítmicas no corresponden
al sistema físico de interés y deben descartarse. En consecuencia, nosotros
admitimos la existencia de dos soluciones linealmente independientes de la
forma (5.59).
Los exponentes p;k, k y los coecientes am;k en los desarrollos (5.61) de
w3 y w4 se obtienen sustituyendo formalmente esos desarrollos en la ecuación
diferencial (5.57), de donde resulta que los exponentes son las soluciones del
sistema de ecuaciones (ver (2.257)) con los cambios de notación introducidos
en (5.57), (5.58), es decir,
N^ pX
=0
N^ p+   g^N^+p = 0; p = N^ ; N^   1; :::; 1; 0; (5.64)
donde
0  0;k = k + N^   1
2
; (5.65)
vericándose en consecuencia que
p;3 =  p;4; p = 0; 1; :::; N^ ; (5.66)
en particular, para p = 0, habida cuenta de (5.65),
3 + 4 =  N^ + 1: (5.67)
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Los coecientes am;k  am verican la recurrencia de orden N^ +2M^ (ver
(2.259))
2N^mam =
N^ 2X
=0
h
~ 1   2+1(m  N^ + 1 + )
i
am N^+1+ +
+
h
~ 2 + (m  N^(m  20)
i
am N^ +
 2X
= 2M^ 1
 g^+1am N^+1+ ; (5.68)
donde a0 6= 0,
~ 2 =  g^0 + (0   (N^   1)=2)(0   (N^ + 1)=2);
~ =  g^+2   (N^   2  j)+2 +
+2X
=0
+2 ;
 =  1; 0; 1; :::; N^   3; (5.69)
anulándose los sumatorios cuando el índice superior es menor que el inferior.
Asignamos los subíndices 3, 4 a las soluciones formales de clase (a) según el
criterio
N^;3 =  
q
g^2N^ ; N^;4 = +
q
g^2N^ ; (5.70)
de modo que en el semieje real positivo arg z = 0 w3 decrece y w4 crece
exponencialmente cuando z ! +1.
Análogamente, en los desarrollos (5.62) de w5, w6, los exponentes q;l 
q, l   se obtienen resolviendo el sistema de ecuaciones (ver (2.268))
M^ qX
=0
M^ +q   g^ M^ q = 0; q = M^; M^   1; :::; 1; 0; (5.71)
donde
0  0;l =  l + M^ + 1
2
; (5.72)
vericándose en consecuencia que
q;5 =  q;6; q = 0; 1; :::; M^ ; (5.73)
en particular, para q = 0, habida cuenta de (5.72), se tiene
0;5 + 0;6 = 0; (5.74)
de donde
5 + 6 = M^ + 1: (5.75)
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Los coecientes bm;j  bm verican la recurrencia de orden 2N^ + M^
2M^mbm =
 2X
= M^
h
~ 1   2  1(m  M^   1  )
i
bm M^ 1  +
+
h
~ 2 + (m  M^)(s  20)
i
bm M^ +
2N^ 1X
=0
 g^+1bm M^ 1  ; (5.76)
donde b0 6= 0,
~ 2 =  g^0 + (0   (M^ + 1)=2)(0   (M^   1)=2);
~ =  g^+2   (M^ + 2 + )  2 +
  2X
=0
  2 ;
 =  3; 4; :::; M^; M^   1; (5.77)
anulándose los sumatorios cuando el índice superior es menor que el inferior.
Asignamos los subíndices 5, 6 a las soluciones formales de clase (b) según el
criterio
M^;5 =  
q
g^ 2M^ ; M^;6 = +
q
g^ 2M^ ; (5.78)
de modo que en el semieje real positivo (arg z = 0) w5 decrece y w6 crece
exponencialmente cuando z ! 0.
El comportamiento de las soluciones multiplicativas w1, w2 en la vecindad
del punto singular z =1 se conoce cuando pueden calcularse los valores de
los factores de conexión Tj;k de sus desarrollos asintóticos completos cuando
z !1, i.e.
wj(z)  Tj;3w3(z) + Tj;4w4(z); z !1; j = 1; 2: (5.79)
Análogamente, el comportamiento de w1, w2 en la vecindad del punto
singular z = 0 se conoce cuando pueden calcularse los factores de conexión
Tj;l de sus desarrollos asintóticos completos cuando z ! 0, i.e.
wj(z)  Tj;5w5(z) + Tj;6w6(z); z ! 0; j = 1; 2: (5.80)
El factor de conexión que multiplica a cada uno de los desarrollos asin-
tóticos en (5.79) y (5.80) toma valores diferentes en diferentes sectores del
z-plano complejo separados por rayos de Stokes de la expansión correspon-
diente. En cada rayo de Stokes, el valor del factor de conexión es igual a la
semisuma de los valores que toma el factor en los dos sectores adyacentes
separados por el rayo. En (2.290), (2.292) establecimos que arg z = 0 es un
rayo de Stokes de w4 y w6, atravesando el cual se produce un cambio brusco
de Tj;3 y Tj;5 respectivamente, de modo que los valores de estos factores en
el rayo arg z = 0 son iguales respectivamente a las semisumas de los valores
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que toman Tj;3, Tj;5 en los sectores adyacentes separados por el semieje real
positivo.
Nuestro método de cálculo de los factores de conexión se fundamenta,
como es sabido, en la idea de que las fórmulas de conexión (5.79), (5.80) y
sus primeras derivadas pueden emplearse para expresar tales factores como
cocientes de Wronskianos de pares de soluciones de la ecuación diferencial
(5.57). Estos Wronskianos son constantes, i.e. independientes de z, toda vez
que (5.57) carece de término en la primera derivada. Así tenemos
Tj;3 =
W[wj ; w4]
W[w3; w4] ; Tj;4 =
W[wj ; w3]
W[w4; w3] ; j = 1; 2; (5.81)
Tj;5 =
W[wj ; w6]
W[w5; w6] ; Tj;6 =
W[wj ; w5]
W[w6; w5] ; j = 1; 2: (5.82)
Los Wronskianos en los denominadores de (5.81), (5.82) se calculan, como
en los casos precedentes, por sustitución directa de las formas asintóticas
(5.61), (5.62) y sus derivadas en las formas exactas fg0 f 0g de los respectivos
Wronskianos:
W[w3; w4] =  W[w4; w3] =  2N^;3a0;3a0;4; (5.83)
W[w5; w6] =  W[w6; w5] =  2M^;5b0;3b0;4: (5.84)
El cálculo directo de los Wronskianos en los numeradores de (5.81), (5.82)
da lugar, como sucede en (5.14), (5.15), a expresiones que dependen de series
innitas en potencias de z de exponentes positivos y negativos, de las que
no es posible obtener analíticamente los valores constantes de tales Wrons-
kianos. El procedimiento elegido por nosotros para resolver el problema de
conexión en el caso actual, cuando ambas singularidades de la ecuación di-
ferencial son irregulares, parte de la misma idea desarrollada cuando una de
las singularidades es regular (capítulo 4, sección 4.2): encontrar, para cada
Wronskiano, dos funciones proporcionales entre sí, de modo que la constante
de proporcionalidad sea el Wronskiano en el numerador de (5.81), (5.82) que
se desea calcular. Como primer paso, introducimos las funciones auxiliares
uj;k(z) = exp

 N^;k
2N^
zN^

wj(z); j = 1; 2; k = 3; 4; (5.85)
uk(z) = exp

 N^;k
2N^
zN^

wk(z); k = 3; 4; (5.86)
de las que se obtiene la relación entre Wronskianos
W[uj;k; uk] = exp

 
N^;k
N^
zN^

W[wj ; wk]: (5.87)
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Sustituyendo los desarrollos (5.59), (5.61) en (5.85), (5.86) se obtiene un
desarrollo asintótico del primer miembro de (5.87) cuando z !1
W[uj;k; uk] 
+1X
n= 1
(j;k)n z
n+j+k ; z !1; (5.88)
donde
(j;k)n =
+1X
m=0
am;k[N^;k c^n+m+1 N^;j;k + 2
N^ 1X
p=1
p;k c^n+m+1 p;j;k  
 (n+ 2m+ 1 + j   k)c^n+m+1;j;k]: (5.89)
siendo c^n;j;k los coecientes del desarrollo de Laurent convergente
vj;k(z) =
+1X
n= 1
c^n;j;kz
n+j ; (5.90)
de la función
vj;k(z) = exp
0@N^ 1X
p=1
p;k
p
zp
1Awj(z); j = 1; 2; k = 3; 4: (5.91)
El valor constante de W[wj ; wk] se obtiene encontrando un desarrollo
formal de la exponencial en el segundo miembro de (5.87) conteniendo las
mismas potencias de z que (5.88). En el caso actual, la serie exponencial de
Heaviside (2.223) permite construir N^ desarrollos formales
E(j;k)L (z) =
+1X
n= 1
( N^;kzN^=N^)n+
(j;k)
L
 (n+ 1 + 
(j;k)
L )
; L = 0; 1; :::; N^   1; (5.92)
de modo que, dados j y k, para todo conjunto de constantes complejas (j;k)L
la combinación lineal de los desarrollos (5.92) dada por tales constantes ve-
rica la relación asintótica
N^ 1X
L=0

(j;k)
L E(j;k)L (z)  exp

 
N^;k
N^
zN^
 N^ 1X
L=0

(j;k)
L ; z !1; (5.93)
de la cual se deduce, habida cuenta de (5.87), que
W[uj;k; uk] 
N^ 1X
L=0

(j;k)
L E(j;k)L (z); z !1; (5.94)
si se verica
N^ 1X
L=0

(j;k)
L =W[wj ; wk]: (5.95)
5.2. osciladores "spiked" 193
El desarrollo (5.94), con E(j;k)L (z) dados en (5.92), se compara con el
primer desarrollo (5.88), dando como resultado el valor del Wronskiano
W[wj ; wk] =
N^ 1X
L=0
 (n+ 1 + 
(j;k)
L )
( N^;k=N^)n+
(j;k)
L

(j;k)
nN^+L
; j arg( N^;kzN^ )j < ; (5.96)
donde

(j;k)
L = (j + k + L)=N^: (5.97)
En los problemas físicos, arg z = 0 y arg( N^;kzN^ ) = 0, de modo que
W[wj ; w3] =
N^ 1X
L=0
 (n+ 1 + 
(j;3)
L )
(jN^;3j=N^)n+
(j;3)
L

(j;3)
nN^+L
; j = 1; 2; (5.98)
y Tj;4 se obtiene sustituyendo (5.98), (5.83) en (5.81). Para calcular Tj;3 ha de
tenerse en cuenta que arg z = 0 es un rayo de Stokes para este factor, luego
j arg( N^;4zN^ )j = , y el desarrollo (5.92) no corresponde necesariamente a
exp( N^;kzN^=N^). En consecuencia, denimos sobre este rayo de Stokes
Tj;3 =
1
2
(T+j;3 + T
 
j;3); (5.99)
donde T+j;3 y T
 
j;3 son los valores de este factor en los sectores adyacentes
separados por el rayo. Es decir, habida cuenta de (5.81), se ha de tomar
sobre el rayo arg z = 0
W[wj ; w4] = 1
2
(W[wj ; w4]+ +W[wj ; w4] ); (5.100)
dondeW[wj ; w4]+,W[wj ; w4]  son los valores del Wronskiano para arg z un
poco mayor y un poco menor que cero respectivamente. Procediendo como
en el caso de la ecuación biconuyente de Heun, expresiones (5.31) a (5.35),
obtenemos, para cada j = 1; 2,
W[wj ; w4] = ( 1)n
N^ 1X
L=0
cos(
(j;4)
L )
 (n+ 1 + 
(j;4)
L )
(N^;4=N^)
n+
(j;4)
L

(j;4)
nN^+L
; (5.101)
que llevada junto con (5.83) a (5.81) nos da el valor de Tj;3 sobre el rayo
arg z = 0.
Un procedimiento análogo permite obtener los Wronskianos de wj , wl en
los numeradores de (5.82). Ahora introducimos las funciones auxiliares
uj;l(z) = exp
 
 M^;l
2M^
z M^
!
wj(z); j = 1; 2; l = 5; 6; (5.102)
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ul(z) = exp
 
 M^;l
2M^
z M^
!
wl(z); l = 5; 6; (5.103)
dando lugar a la relación entre Wronskianos
W[uj;l; ul] = exp
 
 M^;l
M^
z M^
!
W[wj ; wl]; (5.104)
La sustitución de (5.59), (5.62) en (5.102), (5.103) respectivamente con-
duce al desarrollo asintótico cuando z ! 0 del primer miembro en (5.104),
W[uj;l; ul] 
+1X
n= 1
(j;l)n z
n+j+l ; (5.105)
donde
(j;l)n =
+1X
m=0
bm;l[ M^;lc^n m+1+M^;j;l   2
M^ 1X
q=1
q;lc^n m+1+q;j;l +
+( n+ 2m  1  j + l)c^n m+1;j;l]; (5.106)
siendo c^n;l;j los coecientes en la expansión de Laurent convergente
vj;l(z) =
+1X
n= 1
c^n;j;lz
n+j ; (5.107)
de la función
vj;l(z) = exp
0@M^ 1X
q=1
q;l
q
z q
1Awj(z); j = 1; 2; l = 5; 6: (5.108)
La serie exponencial de Heaviside permite construir ahora M^ desarrollos
formales de la exponencial en el segundo miembro de (5.104),
E(j;l)L =
+1X
n= 1
( M^;lz M^=M^)n+
(j;l)
L
 (n+ 1 + 
(j;L)
L )
; L = 0; 1; :::; M^   1; (5.109)
de modo que para todo conjunto de M^ constantes complejas (j;l)L tales que
M^ 1X
L=0

(j;l)
L =W[wj ; wl]; (5.110)
se verica
W[uj;l; uj ] 
M^ 1X
L=0

(j;l)
L E(j;l)L (z); z ! 0: (5.111)
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Poniendo (5.109) en el segundo miembro de (5.111) y comparando el desa-
rrollo resultante con (5.105) se obtienen los Wronskianos en los numeradores
de (5.82):
W[wj ; wl] =
M^ 1X
L=0
 (n+ 1 + 
(j;l)
L )
( M^;l=M^)n+
(j;l)
L

(j;l)
 nM^ L; j arg( M^;lz
 M^ )j < ;
(5.112)
donde

(j;l)
L = ( j   l + L)=M^: (5.113)
Cuando arg z = 0 se tiene, análogamente a (5.98),
W[wj ; w5] =
M^ 1X
L=0
 (n+ 1 + 
(j;5)
L )
(jM^;5j=M^)n+
(j;l)
L

(j;5)
 nM^ L; j = 1; 2; (5.114)
y análogamente a (5.101),
W[wj ; w6] =
M^ 1X
L=0
cos(
(j;6)
L )
 (n+ 1 + 
(j;6)
L )
(M^;6=M^)
n+
(j;6)
L

(j;6)
 nM^ L; j = 1; 2: (5.115)
Los factores de conexión Tj;5, Tj;6 sobre el semieje real positivo se obtie-
nen ahora sustituyendo (5.114), (5.115) en los numeradores y (5.84) en los
denominadores de (5.82).
El espectro de energías de Schrödinger correspondiente al potencial su-
ma de potencias (5.54) deriva del comportamiento regular, en el origen y
el innito, de las soluciones de (5.57) que representan estados físicamente
aceptables.
El comportamiento de las soluciones multiplicativas cuando z !1 viene
dado por las fórmulas de conexión de clase (a),
w1(z)  T1;3w3(z) + T1;4w4(z); z !1;
w2(z)  T2;3w3(z) + T2;4w4(z); z !1; (5.116)
donde w4 diverge cuando z !1, y su comportamiento cuando z ! 0 viene
dado por las fórmulas de conexión de clase (b),
w1(z)  T1;5w5(z) + T1;6w6(z); z ! 0;
w2(z)  T2;5w5(z) + T2;6w6(z); z ! 0; (5.117)
donde w6 diverge cuando z ! 0. Por consiguiente, cualquier solución de
(5.57) que representa estados físicamente aceptables no dependerá de w4 ni
de w6. En particular, w5(z) es regular en el origen y puede elegirse de modo
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que también sea regular en el innito. De (5.117) se obtiene (cfr. (2.294)) w5
en combinación lineal de w3, w4:
w5(z) 

T1;3T2;6   T1;6T2;3
D5

w3(z) +
+

T1;4T2;6   T1;6T2;4
D5

w4(z); z !1; (5.118)
siendo (cfr. (2.295))
D5 = T1;5T2;6   T2;5T1;6 6= 0; (5.119)
no nulo a causa de la independencia lineal de w1, w2. Para que w5 repre-
sente estados físicos debe anularse el coeciente de w4, de donde resulta la
condición de cuantización (cfr. (2.296))
T1;4T2;6   T1;6T2;4 = 0: (5.120)
Dados los parámetros del potencial (5.54) y el momento angular L, el
lado izquierdo de (5.120) es una función de la energía a través de uno de los
parámetros g^s de (5.58). Los ceros de esta función son la energías propias
del oscilador "spiked". Las funciones de onda correspondientes a las energías
propias son combinaciones de w1, w2,
ws(z) = ^1w1(z) + ^2w2(z); (5.121)
donde los desarrollos (5.59) de w1, w2 se reemplazan en las vecindades del
origen y el innito por los desarrollos asintóticos
ws(z)  (^1T1;5 + ^2T2;5)w5(z); z ! 0; (5.122)
ws(z)  (^1T1;3 + ^2T2;3)w3(z); z !1; (5.123)
A partir de estas expresiones pueden normalizarse las funciones de onda.
La validez de nuestro método en el tratamiento de los osciladores "spiked"
se ha vericado en algunos casos particulares estudiados por otros autores
mediante aproximaciones diferentes, suponiendo que r es una variable adi-
mensional que representa una distancia medida en cierta escala y que E, Ap
son la energía y parámetros del potencial en unidades adecuadas.
Como primer ejemplo hemos considerado el potencial
V (r) = A2r
2 +A 4r 4; A2 = 1; (5.124)
escribiendo la ecuación de Schrödinger (5.53) en términos de las variables
independiente y dependiente
z = r; w(z) = R(r); (5.125)
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para que adopte la forma (5.57) con
g^(z) = A 4z 2 + l(l + 1)  Ez2 + z4; (5.126)
de modo que son M^ = 1, N^ = 2 los rangos de las singularidades en el origen
e innito respectivamente.
Los coecientes cn  cn;j de las soluciones de Floquet (5.59) verican la
recurrencia
A 4cn+6+[L(L+1)  (n+4+)(n+3+)]cn+4 Ecn+2+cn = 0: (5.127)
Las soluciones de Thomé (5.61) tienen exponentes
2;3 =  2;4 =  1; 1;3 =  1;4 = 0; 3 =  1 + E
2
; 4 =
 1  E
2
;
(5.128)
y coecientes am  am;k, k = 3; 4, que verican la recurrencia
22mam = [(m  2  )(m  1  ) L(L+ 1)]am 2  A 4am 4: (5.129)
Las soluciones de Thomé (5.62) tienen exponentes
1;5 =  1;6 =  A1=24 ; 5 = 6 = 1; (5.130)
y coecientes bm;l que verican la recurrencia
21mbm = [m(m  1)  L(L+ 1)]bm 1 + Ebm 3   bm 5: (5.131)
Las soluciones de Floquet y Thomé quedan determinadas unívocamente
eligiendo
c0;1 = c0;2 = 1; a0;3 = a0;4 = 1; b0;5 = b0;6 = 1: (5.132)
Los Wronskianos en los denominadores de (5.81), (5.82), dados en (5.83),
(5.84) respectivamente, son ahora
W[w3; w4] =  W[w4; w3] = 2; (5.133)
W[w5; w6] =  W[w6; w5] =  2A1=2 4 : (5.134)
Los Wronskianos en los numeradores de (5.81), dados en (5.98), (5.101),
son
W[wj ; w3] = 2n+
(j;3)
1  (n+ 1 + 
(j;3)
1 )
(j;3)
2n+1; (5.135)
W[wj ; w4] = ( 1)n cos((j;4)1 )2n+
(j;4)
1  (n+ 1 + 
(j;4)
1 )
(j;4)
2n+1; (5.136)
y los Wronskianos en los numeradores de (5.82), dados en (5.114), (5.115),
son
W[wj ; w5] = A( n+j+1)=2 4  (n  j)(j;5) n ; (5.137)
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W[wj ; w6] = ( 1)n 1 cos(j)A( n+j+1)=2 4  (n  j)(j;6) n ; (5.138)
donde para cada j = 1; 2, k = 3; 4,

(j;k)
1 = (j + k + 1)=2; k = 3; 4; (5.139)
(j;k)m =
+1X
m=0
as;k[2;kcm+s 1;j   (m+ 2s+ 1 + j   k)cm+s+1;j ]; (5.140)
y para cada j = 1; 2, l = 5; 6,
(j;l)m =
+1X
m=0
bs;l[ 1;lcm s+2;j + (2s m  j)cm s+1;j ]: (5.141)
Utilizando un programa FORTRAN con doble precisión hemos obteni-
do, para diferentes valores de A 4 desde 0; 0001 hasta 100, las energías del
estado fundamental del potencial (5.124) y los índices j de las soluciones de
Floquet correspondientes. La exactitud de nuestros resultados es comparable
a la obtenida por Buendía et al. [14] o Roy [52]. (Debido a la diferente de-
nición del operador de Schrödinger, nuestras energías deben dividirse entre 2
antes de compararlas con las de la tabla 4 de [52].) Cuando aumenta el valor
de A 4, se requiere aritmética más precisa para alcanzar la exactitud en los
resultados que se obtiene con los valores más pequeños de este parámetro. A
n de evitar la ambigüedad en los valores de los índices, suponemos que éstos
varían continuamente con A 4 y jamos su parte entera de modo que 1 = 0
y, en consecuencia, 2 = 1 para A 4 = 0, como sucedería para una partícula
de momento angular cero. Cuando A 4 crece, 1 también crece hasta que al-
canza el valor 0; 5 para A 4 = 0; 1305::: y una energía propia E = 3; 6454:::.
Para estos valores críticos de los parámetros, 1 = 2 y solo existe una solu-
ción de Floquet de la forma (5.59). Cualquier otra solución independiente de
ella contiene términos logarítmicos. En este caso, nuestro procedimiento no
es aplicable en la forma descrita, siendo necesario desarrollar la idea básica
de otra manera. Si A 4 continúa creciendo por encima del valor crítico, la
parte real de 1 permanece en el valor 0; 5 y su parte imaginaria aumen-
ta. Las dos soluciones de Floquet correspondientes son entonces complejas
conjugadas una de otra, lo que permite simplicar los cálculos en nuestro
procedimiento. Asimismo, a n de ilustrar la tendencia de los coecientes de
las soluciones de Floquet y Thomé, hemos calculado los más relevantes para
dos casos particulares: A 4 = 0; 4 estudiado por Znojil [69] y A 4 = 1, l = 2,
considerado por Aguilera-Navarro y Ley Koo [4].
Un segundo ejemplo de oscilador "spiked" resuelto mediante nuestro pro-
cedimiento está representado por el potencial
V (r) = A2r
2 +A 4r 4 +A 6r 6; A2 = 1: (5.142)
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que es cuasiexactamente soluble para ciertos conjuntos de valores de los
parámetros.
Los cambios de variables
z = r2; w(z) = r1=2R(r); (5.143)
transforman la ecuación de Schrödinger (5.53) en la ecuación (5.57), donde
g^(z) =
1
4
(A 6z 2 +A 4z 1 + L(L+ 1)  3=4  Ez + z2); (5.144)
con singularidades en el origen y el innito de rangos M^ = 1 y N^ = 1
respectivamente. Por tanto, la ecuación (5.57) es ahora una ecuación de Heun
biconuyente (5.2). En la sección 5:1 hemos aplicado nuestro método de
cálculo de los factores de conexión y espectro de energías a las ecuaciones de
esta clase. La recurrencia vericada por los coecientes cn  cn;j , j = 1; 2,
de las soluciones de Floquet es (cfr. (5.6))
A 6cn+4+A 4cn+3+[L(L+1) 3=4 4(n+2+)(n+1+)]cn+2 Ecn+1+cn = 0:
(5.145)
Los exponentes de las soluciones de Thomé de clase (a), válidas cuando
z !1, son (cfr. (5.4), (5.7))
1;3 =  1;4 =  1=2; 3 = E=4; 4 =  E=4; (5.146)
y la recurrencia vericada por los coecientes am;k  am, k = 3; 4, es (cfr.
(5.8))
81mam = [4(m )(m 1 ) L(L+1)+3=4]am 1 A 4am 2 A 6am 3:
(5.147)
Los exponentes de las soluciones de Thomé de clase (b), válidas cuando
z ! 0,son (cfr. (5.5), (5.7))
1;5 =  1;6 =  
A
1=2
 6
2
; 5 = 1 +
A 4
4A
1=2
 6
; 6 = 1  A 4
4A
1=2
 6
; (5.148)
y los coecientes bm  bm;l, l = 5; 6, verican la recurrencia (cfr. (5.9))
81mbm = [4(m  1+ )(m  2+ ) L(L+1)+3=4]bm 1+Ebm 2  bm 3:
(5.149)
Eligiendo
c0;1 = c0;2 = 1; a0;3 = a0;4 = 1; b0;5 = b0;6 = 1; (5.150)
evitamos la ambigüedad en la determinación de las soluciones de Floquet y
Thomé, así como de sus Wronskianos. Para cada j = 1; 2, en los denomina-
dores de (5.81), (5.82), tenemos
W[w3; w4] =  W[w4; w3] = 1; (5.151)
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W[w5; w6] =  W[w6; w5] =  A1=2 6 : (5.152)
y en los numeradores de ambas expresiones se tiene
W[wj ; w3] = 2n+(j;3) (n+ 1 + (j;3))(j;3)n ; (5.153)
W[wj ; w4] = ( 1)n cos((j;4))2n+(j;4) (n+ 1 + (j;4))(j;4)n ; (5.154)
W[wj ; w5] = (A1=2 6 =2) n 
(j;5)
 (n+ 1 + (j;5))
(j;5)
 n ; (5.155)
W[wj ; w6] = ( 1)n cos((j;6))(A1=2 6 =2) n 
(j;6)
 (n+ 1 + (j;6))
(j;6)
 n ;
(5.156)
siendo
(j;k) = j + k; k = 3; 4; 
(j;l) =  j   l; l = 5; 6; (5.157)
(j;k)m =
+1X
s=0
as;k[1;kcm+s;j   (2s+m+ 1 + j   k)cm+s+1;j ]; k = 3; 4;
(5.158)
(j;l)m =
+1X
s=0
bs;l[1;lcm s+2;j + (2s m  1  j + rhol)cm s+1;j ]; l = 5; 6;
(5.159)
de donde resultan los factores de conexión sustituyendo estas expresiones en
(5.81), (5.82) y el espectro de energías sustituyendo los factores de conexión
en (5.120). Utilizando este algoritmo hemos obtenido los índices 1, 2 de las
soluciones de Floquet y las energías del estado fundamental correspondientes
al potencial (5.142) para diferentes valores de A 6 desde 10 3 hasta 10 y de
A 4 = 0, 1, 10. Nuestros resultados muestran una concordancia notable con
los de Buendía et al. [14], Roy [52] y Saad et al. [53].
El tercer ejemplo elegido por nosotros es el oscilador "spiked" cuyo po-
tencial
V (r) = r2 + r 5=2; (5.160)
presenta una singularidad crítica. La ecuación de Schrödinger provista de
este potencial adquiere la forma (5.57) con
g^(z) = 16(z 2 + L(L+ 1) + 15=64  Ez8 + z16); (5.161)
a la que se llega mediante los cambios de variables
z = r1=4; w(z) = r 3=8R(r): (5.162)
La ecuación vericada por w presenta ahora singularidades en el origen
y el innito cuyos respectivos rangos son
M^ = 1; N^ = 8: (5.163)
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En este caso, los coecientes cn  cn;j , (j = 1; 2), en las soluciones de
Floquet (5.59) verican la recurrencia
cn+18+[L(L+1)+15=64 (n+16+)(n+15+)=16]cn+16 Ecn+8+cn = 0:
(5.164)
Los exponentes en las soluciones de Thomé de clase (a) (5.61), válidas
cuando z !1, son
8;3 =  8;4 =  4; 7;j = 6;j = ::: = 1;j = 0;
3 =  7=2 + 2E; 4 =  7=2  2E; (5.165)
y sus coecientes am;k  am, (k = 3; 4), verican la recurrencia
28mam = [(m  8  )(m  7  )  16L(L+ 1)  15=4]am 8   16am 10:
(5.166)
Los exponentes en las soluciones de Thomé de clase (b) (5.62), válidas
cuando z ! 0, son
1;5 =  1;6 =  41=2; 5 = 6 = 1; (5.167)
y sus coecientes bm;l  bm, (l = 5; 6), verican la recurrencia
21mbm = [m(m 1) 16L(L+1) 15=4]bm 1+16Ebm 9 16bm 17: (5.168)
Eligiendo como en los ejemplos precedentes
c0;1 = c0;2 = 1; a0;3 = a0;4 = 1; b0;5 = b0;6 = 1; (5.169)
obtenemos para los denominadores en (5.81), (5.82) las expresiones
W[w3; w4] =  W[w4; w3] = 8; (5.170)
W[w5; w6] =  W[w6; w5] =  81=2; (5.171)
y para los numeradores respectivos, (j = 1; 2),
W[wj ; w3] =
7X
L=0
2n+
(j;3)
L  (n+ 1 + 
(j;3)
L )
(j;3)
8n+L; (5.172)
W[wj ; w4] =
7X
L=0
cos(
(j;4)
L )2
n+
(j;4)
L  (n+ 1 + 
(j;4)
L )
(j;4)
8n+L; (5.173)
W[wj ; w5] = (41=2) n+j+1 (n  j)(j;5) n ; (5.174)
W[wj ; w6] = ( 1)n 1 cos(j)(41=2) n+j+1 (n  j)(j;6) n ; (5.175)
donde
(j;k)m = (j + k + L)=8; (5.176)
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(j;k)m =
+1X
s=0
as;k[8;kcm+s 7;j   (2s+m+ 1 + j   k)cm+s+1;j ]; (5.177)
(j;l)m =
+1X
s=0
bs;l[ 1;lcm s+2;j + (2s m  j)cm s+1;j ]: (5.178)
Utilizando nuestro procedimiento hemos obtenido los índices 1, 2 =
1   1 de las soluciones de Floquet y las energías del estado fundamental
en el potencial (5.160) para diferentes valores de , desde 10 3 hasta 20,
que han sido considerados por varios autores. Nuestros resultados son más
exactos que los obtenidos en [3] mediante la integración numérica de la ecua-
ción de Schrödinger, aunque, en doble precisión FORTRAN, no alcanzan
la exactitud de los resultados de Buendía et al [14] obtenidos por el méto-
do de continuación analítica. No obstante, nuestro método genera valores
numéricos cuya exactitud se ve limitada solamente por la precisión de la
aritmética utilizada. Asimismo, la representación de las funciones de onda
mediante series de Laurent y desarrollos asintóticos es muy adecuada para
su normalización y para el cálculo de valores esperados.
Apéndice A
Convergencia de las series 
 y
Q
Abordamos en este apéndice el problema de la convergencia de las se-
ries 
(a;k)n^;p y Q
(a;k)
n^ que denen a los coecientes 
k)
a;n^ en el desarrollo formal
(2.217). De las expresiones (2.220) y (2.221) se desprende que la conver-
gencia de tales series depende del comportamiento cuando s ! +1 de los
coecientes ak)s en las formas asintóticas (2.166) de las soluciones formales
ua;k(z), así como del comportamiento cuando n ! +1 de los coecientes
b
k)
n en el desarrollo (2.213) de wreg;k(z). Los coecientes a
k)
s , b
k)
n verican las
recurrencias (2.174) y (2.216) respectivamente, en las cuales se fundamenta
nuestro estudio.
A.1. Un teorema de Perron sobre recurrencias li-
neales
Denición 20. Sea
y+m + p1()y+m 1 + p2()y+m 2 + :::+ pm()y = 0;
( = 0; 1; 2; :::); (A.1)
una ecuación en diferencias lineal homogénea de orden entero positivo m =
1; 2; 3; ::: . Diremos que (A.1) es una recurrencia de Perron-Kreuser (PK) si
los coecientes pj() verican la propiedad
pj() = Aj
Kj + o(Kj ) = Aj
Kj (1 + o(1)); ( ! +1);
(j = 1; 2; :::;m); (A.2)
es decir, denominando p0() = 1 al coeciente de y+m, se verica
lim
!+1
pj() AjKjKj
 = 0; (j = 0; 1; 2; :::;m); (A.3)
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donde (Aj ;Kj) (j = 0; 1; :::;m) son los parámetros asintóticos de la recu-
rrencia, que verican
Aj 2 C; Kj 2 R; (j = 1; 2; :::;m);
A0 = 1; K0 = 0;
Kj =  1 si Aj = 0; (j = 1; 2; :::;m): (A.4)
Denición 21. Dada una recurrencia de Perron-Kreuser de ordenm  1,
sea
Em  f0; 1; :::;mg ; (A.5)
el conjunto de los (m + 1) primeros números enteros mayores o iguales que
cero, y
R  R [ f 1;+1g ; (A.6)
el conjunto de los números reales ampliado con 1. Denominamos conjunto
de Puiseux Pm de la recurrencia (PK) al subconjunto de Em R
Pm  fPj(j;Kj); j = 0; 1; :::;mg ; (A.7)
formado por los (m + 1) puntos Pj de coordenadas (x; y) = (j;Kj) en un
sistema de coordenadas rectangular del plano ampliadoR2[f1g. Los puntos
P0(0; 0); Pm(m;Km); (A.8)
pertenecen a Pm y nos referimos a ellos respectivamente como puntos inicial
y nal del conjunto de Puiseux.
Denición 22. Dada una recurrencia de Perron-Kreuser de ordenm  1,
sea
Vg =

Pe0 ; Pe1 ; :::; Peg ; e0 < e1 < ::: < eg
	  R2; (1  g  m); (A.9)
un subconjunto del conjunto de Puiseux Pm de la recurrencia, ordenado por
las abscisas de sus elementos, que contiene g + 1 puntos o vértices, ninguno
en el innito. Sea
Lg 
g 1[
=0
L; L  PePe+1 ; ( = 0; 1; :::; g   1); (A.10)
una línea poligonal de la recurrencia (PK), es decir, una línea poligonal
contenida en R2, formada por g segmentos L que conectan a los g + 1
vértices de Vg, y sean
q 
Ke+1  Ke
e+1   e ; ( = 0; 1; :::; g   1); (A.11)
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las pendientes respectivas de los g segmentos L = PePe+1 de la poligonal
Lg. En estas condiciones, denominamos línea poligonal de Newton-Puiseux
o bien diagrama de Newton-Puiseux (NP) de la recurrencia (PK) a toda
línea poligonal L de la recurrencia que verica las propiedades especícas
siguientes:
i) La línea poligonal L conecta al punto inicial con el punto nal del
conjunto de Puiseux de la recurrencia, es decir,
Pe0 = P0(0; 0); Peg = Pm(m;Km);
e0 = 0 < e1 < e2 < :::: < eg 1 < eg = m: (A.12)
ii) La línea poligonal L es convexa respecto al sentido ascendente del eje
de ordenadas Y , es decir,
q0 > q1 > q2 > :::: > qg 1: (A.13)
iii) Para todo punto Pj del conjunto de Puiseux Pm, o bien Pj pertenece
a algún segmento L(j) de la poligonal L, o bien Pj pertenece a la región
cóncava del plano, nunca a la región convexa, denida por L, es decir,
Kj   jq  ke   eq; (j = 0; 1; :::;m); ( = 0; 1; :::; g   1); (A.14)
siendo válida la igualdad para j = e y j = e+1, y la desigualdad para
j < e y j > e+1.
Denición 23. Dada una recurrencia de Perron-Kreuser de ordenm  1,
sea Pm su conjunto de Puiseux y Vg (1  g  m) el conjunto de g+1 vértices
de una línea poligonal Lg de Newton-Puiseux de la recurrencia, formada por
g segmentos L  PePe+1 , ( = 0; 1; :::; g   1). Denominamos conjunto de
Newton D)m del segmento L al conjunto de los puntos de Pm que pertenecen
al segmento L, es decir,
D)m  Pm \ L; ( = 0; 1; :::; g   1); (A.15)
de manera que para todo punto Pj()(j();Kj()) 2 D)m se verica
e  j()  e+1;
Kj()  Ke
j()  e =
Ke+1  Ke
e+1   e : (A.16)
Denición 24. En las condiciones establecidas por las deniciones pre-
cedentes, para cada  = 0; 1; :::; g   1, denominamos conjunto de Kreuser o
conjunto de índices del segmento L al subconjunto ordenado I)m del conjun-
to Em cuyos elementos son las abscisas j() de los puntos Pj() del conjunto
de Newton D)m correspondiente a L, es decir,
I)m 
n
j() 2 Em;Pj()

j();Kj()

2 D)m
o
; ( = 0; 1; :::; g 1); (A.17)
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de manera que dado j 2 Em, j pertenece a I)m si y solo si verica las propie-
dades (A.16); además, e y e+1 son respectivamente los elementos mínimo
y máximo del conjunto I)m .
Denición 25. En las condiciones establecidas por las deniciones pre-
cedentes, para cada  = 0; 1; :::; g  1, denominamos polinomio característico
del segmento L a la función polinómica de grado (m  e)
G)m (z) 
X
j()2I)m
Aj() z
m j(); ( = 0; 1; :::; g   1): (A.18)
Lema 1. En las condiciones dadas por las deniciones precedentes, para
cada  = 0; 1; :::; g   1 el polinomio característico G)m (z) tiene en z = 0 una
raíz de multiplicidad (m  e+1).
La conclusión se hace evidente si tenemos en cuenta que G)m (z) admite
la expresión
G)m (z) = G^)m (z) zm e+1 ; ( = 0; 1; :::; g   1); (A.19)
donde G^)m (z) es el polinomio de grado n  e+1   e
G^)m (z)  Ae ze+1 e +
X
j()2I)m
Aj() z
e+1 j() +Ae+1 ; (A.20)
siendo
I)m  I)m n fe; e+1g ; ( = 0; 1; :::; g   1); (A.21)
el conjunto que resulta de prescindir en I)m de sus elementos mínimo y má-
ximo.
A n de que la expresión del teorema de Perron sea lo más clara posible,
para cada  = 0; 1; :::; g 1 es conveniente agrupar a las n  e+1 e raíces
del polinomio G^)m (z) atendiendo a sus diferentes módulos. Sea
d^()  n; (A.22)
el número de módulos diferentes en el conjunto de n raíces del polinomio
G^)m (z) y sean tales módulos
1 < 2 < ::::: < () < ::::: < d^(); (A.23)
ordenados de menor a mayor; entonces, si denominamos
^
)
(); (() = 1; 2; :::; d^()); (A.24)
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al número de raíces del polinomio G^)m (z) cuyos módulos son iguales a (),
se verica la igualdad
d^()X
()=1
^
)
() = e+1   e  n: (A.25)
Teorema 13 (PERRON). Sea
mX
j=0
pj()y+m j = 0; ( = 0; 1; 2; :::); (m 2 N); (A.26)
una recurrencia de Perron-Kreuser de orden m  1 y parámetros asintóticos
(Aj ;Kj) (j = 0; 1; :::;m); sea Lg una línea poligonal de Newton-Puiseux de
la recurrencia, formada por (g + 1) vértices Pe
 
e;Ke

( = 0; 1; :::; g) y
g segmentos L  PePe+1 ( = 0; 1; :::; g   1), 1  g  m), de pendientes
q  (Ke+1   Ke)=(e+1   e). Para cada  = 0; 1; :::; g   1 sean I)m los
conjuntos de Kreuser, G)m (z) los polinomios característicos correspondientes
a los segmentos L, y G^)m (z) los polinomios de grados n  e+1   e que
resultan de factorizar la potencia zm e+1 en los polinomios característicos
respectivos. Sean () (() = 1; 2; :::; d^()) los módulos diferentes ordenados
de menor a mayor en el conjunto de las n raíces de G^)m (z), y sea ^)()
el número de raíces de G^)m (z) cuyos módulos son iguales a (). En estas
condiciones
(=)) Existe un sistema fundamental de soluciones de la recurrencia
Ym 
n
yj) ; j = 1; 2; :::;m
o
; (A.27)
cuyos elementos pueden agruparse en g clases correspondientes a los g seg-
mentos de la línea poligonal de Newton-Puiseuxn
H)m
og 1
=0
; (A.28)
tales que
i) Cada clase H)m contiene n  e+1   e soluciones linealmente inde-
pendientes y()) , es decir,
H)m =
n
y()) 2 Ym; () = 1; 2; :::; n
o
; ( = 0; 1; :::; g   1): (A.29)
ii) Para todo  = 0; 1; :::; g   1, la clausura lineal de H)m está formada
por soluciones y) de la recurrencia que son de orden  q, es decir, tales que
lim inf
!+1
ln
 1y)

ln( !)
=  q; (A.30)
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donde y) representa a una solución de la clase H)m o una combinación lineal
no nula de soluciones de dicha clase.
iii) Cada clase H)m puede partirse en d^() subclases H(;1)m , H(;2)m ,.....,
H(;d^())m que contienen respectivamente ^)1 , ^)2 ,.....,^)d^() soluciones tales que
todas las soluciones de cada subclase y sus combinaciones lineales son de tipo
(), es decir, tales que
lim sup
!+1
y(;())  ( !) q1= = (); (A.31)
de manera que
8 > 0 9 M^(; ()) > 0 3
y(;())  < M^ () + " ( !)q ;
(  0); (A.32)
donde y(;()) representa a una solución de la subclase H(;())m o bien a una
combinación lineal no nula de soluciones de dicha subclase.
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irregular
La aplicación del teorema 13 a una recurrencia de Perron-Kreuser parti-
cular, como las recurrencias (2.174), (2.216) vericadas por ak)s y b
k)
n respec-
tivamente, se realiza en varios pasos:
Primero, escribiendo la recurrencia en la forma canónica (A.1), (A.26),
obteniendo a partir de ella sus parámetros asintóticos (Aj ;Kj) (j = 0; 1; 2; :::;m),
y de éstos el conjunto de Puiseux Pm.
Segundo, construyendo el diagrama de Newton-Puiseux [Vg;Lg] (1 
g  m) con sus vértices Pe 2 Vg  Pm y calculando las pendientes q de
los segmentos L 2 Lg ( = 0; 1; :::; g   1).
Tercero, obteniendo los polinomios característicos G)m (z) de los segmen-
tos L y las raíces de cada uno de ellos z() = () exp

i arg

z()

(() = 1; 2; :::; d^()).
Cuarto, aplicando el resultado (A.32) para establecer cotas superiores
de las soluciones de la recurrencia.
Estudiemos en primer lugar el comportamiento asintótico de ak)s cuan-
do s ! +1. Las funciones ak)s verican la recurrencia (2.174) cuya for-
ma canónica escribimos reemplazando en (A.26) la variable independien-
te genérica  por s, el orden m por N + 1, cambiando a continuación
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s  ! s+N +1 y dividiendo nalmente todos los términos de la recurrencia
entre  2k)N+1(s+N + 1). Así, para cada k = 1; 2 se tiene
N+1X
j=0
p
k)
j (s)a
k)
s+N+1 j = 0; (s = 0; 1; 2; :::); (a
k)
0 6= 0); (A.33)
donde
p
k)
0 (s) = 1; (A.34)
p
k)
j (s) =
~
k)
N j 1   2k)N j+1(s+N   j + 1)
 2k)N+1(s+N + 1)
; (j = 1; 2; :::; N); (A.35)
p
k)
N+1(s) =
~
k)
 2 + s(s+N + 1  2k)0 )
 2k)N+1(s+N + 1)
; (A.36)
donde ~k)j se dan en (2.175), (2.176).
A partir de (A.34), (A.35) y (A.36) obtenemos el comportamiento asin-
tótico de los coecientes de la recurrencia; para cada k = 1; 2,
p
k)
j (s) = A
k)
j s
Kj + o(skj ) = A
k)
j s
Kj (1 + o(1)); (s! +1);
(j = 0; 1; :::; N + 1); (A.37)
siendo
A
k)
j =

k)
N j+1

k)
N+1
; Kj = 0; (j = 0; 1; :::; N); (A.38)
A
k)
N+1 =  
1
2
k)
N+1
; KN+1 = 1; (A.39)
los parámetros asintóticos de la recurrencia y k)N+1  k (cfr.(2.170)).
El conjunto de Puiseux de la recurrencia es, de acuerdo con (A.7),
PN+1 = fPj(j;Kj); j = 0; 1; :::; N + 1g =
= fPj(j; 0); j = 0; 1; :::; Ng [ fPN+1(N + 1; 1)g : (A.40)
El diagrama de Newton-Puiseux de la recurrencia (2.174), (A.33) veri-
cada por ak)s consiste en un único (g = 1) segmento L0 que conecta al vértice
inicial P0(0; 0) con el vértice nal PN+1(N + 1; 1) del conjunto de Puiseux,
es decir,
V1 = fPe0 ; Pe1 ; e0 = 0; e1 = N + 1g =
= fP0(0; 0); PN+1(N + 1; 1)g ; (A.41)
L1 = fL0g ; L0 = P0PN+1; (A.42)
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siendo
q0 =
1
N + 1
; (A.43)
la pendiente del segmento. A modo de ejemplo, en la gura A:1 represen-
tamos el conjunto de Puiseux y el diagrama de Newton-Puiseux de la recu-
rrencia de ak)s en el caso particular M =  1, N = 2.
-1
0
1
2
0 1 2 3 4
P0 P1 P2
P3
Figura A.1: Diagrama de Newton-Puiseux de la recurrencia vericada por los coecientes
a
k)
s en las expansiones asintóticas cuando z !1 de las soluciones formales de la ecuación
canónica (2.147). Los parámetros de grado del potencial toman los valores M =  1,
N = 2. La pendiente del segmento es q0 = 1=3.
El conjunto de Kreuser correspondiente al segmento L0 está formado
por las abscisas de sus dos puntos extremos, únicos puntos de PN+1 que
pertenecen a L0:
I
0)
N+1  IN+1 = f0; N + 1g ; (A.44)
de manera que el polinomio característico de este único segmento es, para
cada k = 1; 2,
G(k;0)N+1(z)  Gk)N+1(z) =
X
j2IN+1
A
k)
j z
N+1 j = Ak)0 z
N+1 +A
k)
N+1 =
= zN+1   1
2k
; (A.45)
donde k (k = 1; 2), dados en (2.177) y (2.178), son los parámetros que
controlan el comportamiento asintótico de las soluciones formales ua;k(z) de
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la ecuación canónica cuando z !1. En la mayoría de las aplicaciones físicas,
el parámetro g2N es real positivo y z es una variable real no negativa, luego
k son reales: 1 < 0 y 2 > 0.
Las raíces de Gk)N+1(z) son por tanto las N +1 raíces complejas de 1=2k,
es decir, para cada k = 1; 2,
z
k)
L = 
k) exp(i'
k)
L ); (L = 0; 1; :::; N); (A.46)
donde
k) =
 12k
1=(N+1) ; 'k)L = arg(1=2k) + 2LN + 1 ;
(L = 0; 1; :::; N); (A.47)
de manera que todas las raíces tienen el mismo módulo, es decir,  = 0,
d^(0) = 1 y ^0)1 = N + 1 en (A.22) y (A.24).
En estas condiciones, el teorema de Perron establece que, para cada k =
1; 2, existe un sistema fundamental de soluciones de la recurrencia (2.174),
(A.33)
Yk)N+1 =
n
a(k;j)s ; j = 1; 2; :::; N + 1
o
; (A.48)
cuyas funciones constituyen una única clase Hk)N+1 de soluciones de orden
 q0 =  1=(N + 1), i.e. tales que
lim inf
s!+1
ln
 1ak)s

ln(s!)
=   1
N + 1
; (A.49)
donde ak)s representa a cualquier combinación lineal no nula de las funciones
a
(k;j)
s , es decir, cualquier solución no nula de la recurrencia. Asimismo, el
teorema establece que dentro de la clase Hk)N+1 existe una única subclase
H(k;1)N+1 de soluciones de tipo k), es decir, tales que dado k = 1; 2, para toda
solución no nula ak)s de la recurrencia se verica
lim sup
s!+1
ak)s  (s!) 1=(N+1)1=s =  12k
1=(N+1) 6= 0; (A.50)
y por consiguiente es válida la acotación siguiente de
ak)s :
8 > 0 9 M^k)H > 0 3
ak)s  < M^k)H
  12k
1=(N+1) + 
!s
(s!)1=(N+1);
(s  0): (A.51)
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Consideremos en segundo lugar el comportamiento asintótico de bk)n cuan-
do n ! +1. La forma canónica (A.1), (A.26) de la recurrencia (2.216)
vericada por las funciones bk)n se obtiene reemplazando la variable indepen-
diente genérica  por n, el orden m por 2N + 2, cambiando a continuación
n  ! n+2N+2 y dividiendo nalmente todos los términos de la recurrencia
entre (n+ 2N + 2)(n+ 2N + 2k + 1). Así, para cada k = 1; 2 tenemos
2N+2X
j=0
p^
k)
j (n)b
k)
n+2N+2 j = 0; (n = 0; 1; 2; :::); (b
k)
0 6= 0); (A.52)
donde
p^
k)
0 (n) = 1; (A.53)
p^
k)
j (n) =
^
k)
j 1n+ ^
k)
j 1(2N + 2 + k   j) + "^k)j 2
(n+ 2N + 2)(n+ 2N + 1 + 2k)
;
(j = 1; 2; :::; N); (A.54)
p^
k)
N+1(n) =
"^
k)
N 1
(n+ 2N + 2)(n+ 2N + 1 + 2k)
; (A.55)
p^
k)
j (n) =
"^
k)
j 2
(n+ 2N + 2)(n+ 2N + 1 + 2k)
;
(j = N + 2; N + 3; :::; 2N + 2); (A.56)
donde ^k)j 1 y "^
k)
j 2 son funciones conocidas de los parámetros gj , 
k)
j (véase
la nota 16) y k vienen dados por (2.214), (2.215).
El comportamiento asintótico de los coecientes de la recurrencia se ob-
tiene a partir de las expresiones (A.53) a (A.56):
p^
k)
j (n) = A^
k)
j n
K^j + o

nK^j

= A^
k)
j n
K^j (1 + o(1)); (n! +1);
(j = 0; 1; :::; 2N + 2); (A.57)
siendo
A^
k)
0 = 1; K^0 = 0; (A.58)
A^
k)
j = ^
k)
j 1; K^j =  1; (j = 1; 2; :::; N); (A.59)
A^
k)
N+1; K^N+1

=

"^
k)
N 1; 2

; (A.60)
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A^
k)
j = "^
k)
j 2; K^j =  2; (j = N + 2; :::; 2N + 2); (A.61)
los parámetros asintóticos de la recurrencia.
El conjunto de Puiseux de la recurrencia es, de acuerdo con (A.7),
P2N+2 =
n
P 0j(j; K^j); j = 0; 1; :::; 2N + 2
o
; (A.62)
es decir,
P2N+2 =

P 00(0; 0)
	 [ nP 0j(j; 1); j = 1; 2; :::; No [
[
n
P 0j(j; 2); j = N + 1; N + 2; :::; 2N + 2
o
: (A.63)
El diagrama de Newton-Puiseux de la recurrencia (2.216), (A.52) veri-
cada por bk)n consiste en un único segmento (g = 1) que conecta al vértice
inicial P 00(0; 0) con el vértice nal P 02N+2(2N+2; 2) del conjunto de Puiseux.
Es decir,
V^1 =

P 0e0 ; P
0
e1 ; e0 = 0; e1 = 2N + 2
	
; (A.64)
L^1 =
n
L^0
o
; L^0 = P 00P 02N+2; (A.65)
siendo
q00 =  
1
N + 1
; (A.66)
la pendiente del segmento L^0. Ninguno de los puntos restantes del conjunto
de Puiseux, P 0j (j = 1; 2; :::; 2N + 1) pertenece al segmento, quedando todos
ellos por debajo de la recta denida por sus puntos inicial y nal. Dando
continuidad al ejemplo de la gura A:1, en la gura A:2 representamos el
conjunto de Puiseux y los diagramas de Newton-Puiseux de la recurrencia
vericada por bk)n en el caso particular M =  1, N = 2.
En consecuencia, el conjunto de Kreuser correspondiente al segmento L^0
está formado por las abscisas de P 00, P 02N+2. Es decir, dado N = 0; 1; 2; :::,
para cada k = 1; 2 se tiene
I^
0)
2N+2  I^ 02N+2 = f0; 2N + 2g ; (A.67)
y el polinomio característico del segmento L^0, dado por
G^(k;0)2N+2(z)  G^k)2N+2(z) =
X
j2I^02N+2
A^
k)
j z
2N+2 j ; (A.68)
es
G^k)2N+2(z) = A^k)0 z2N+2 + A^k)2N+2 = z2N+2 + "^k)2N ; (A.69)
donde "^k)2N =  g2N =  2k. Todas las 2N + 2 raíces del polinomio G^k)2N+2(z)
tienen el mismo módulo, de manera que ahora es d^(0) = 1 y ^0)1 = 2N + 2:
z^
k)
L = ^
k) exp(i'^
k)
L ); (L = 0; 1; :::; 2N + 1);
^k) = jg2N j1=(2N+2) ; '^k)L =
arg(g2N ) + 2L
2N + 2
: (A.70)
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Figura A.2: Diagrama de Newton-Puiseux de la recurrencia vericada por los coecientes
b
k)
n en la expansión de la función wreg;k cuando los parámetros de grado del potencial en la
ecuación canónica (2.147) toman los valores M =  1, N = 2. La pendiente del segmento
es q00 =  1=3.
En estas condiciones, el teorema de Perron establece que dado N =
0; 1; 2; :::, para cada k = 1; 2 existe un sistema fundamental de soluciones de
la recurrencia (A.52)
Y^k)2N+2 =
n
b(k;j)n ; j = 1; 2; :::; 2N + 2
o
; (A.71)
cuyas funciones constituyen una única clase H^k)2N+2 de soluciones de orden
 q00 = 1=(N + 1), i.e. tales que
lim inf
n!+1
ln
 1bk)n

ln(n!)
=
1
N + 1
; (A.72)
donde bk)n representa a cualquier combinación lineal no nula de las funciones
b
(k;j)
n , es decir, cualquier solución de la recurrencia. Además, dentro de la
clase H^k)2N+2 existe una única subclase H^(k;1)2N+2 de soluciones de tipo ^k), i.e.
tales que para toda solución no nula bk)n de la recurrencia se verica
lim sup
n!+1
bk)n  (n!)1=(N+1)1=n = jg2N j1=21=(N+1) 6= 0; (A.73)
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de manera que para cada k = 1; 2
bk)n  verica la acotación siguiente:
8  > 0; 8 n  0; 9 M^k)B > 0 3
3
bk)n  < M^k)B jg2N j1=21=(N+1) + n (n!) 1=(N+1); (A.74)
siendo jg2N j1=2 = jkj, toda vez que (cfr. (2.178))
g2N =


k)
N+1
2
= 2k: (A.75)
Los resultados (A.51) y (A.74), que hemos obtenido aplicando el teorema
13 a las recurrencias vericadas por ak)j y b
k)
n respectivamente, se adaptan a
las formas particulares de los términos generales de las series (2.220), (2.221)
que denen a 
k)n^;p, Q
k)
n^ cambiando s por j en la primera y n por n^   p+ j
en la segunda. Así establecemos, para cada k = 1; 2, las mayoraciones
8  > 0; 8 n^ 2 Z; 9 ~Mk)
 > 0 3
ak)j bk)n^ p+j < ~Mk)


jkj1=(N+1) + 
n^ p  jkj
2jkj
1=(N+1)
+ ~
j
((n^  p+ j)!=j!)1=(N+1)
;
(p = 0; 1; :::; N + 1); (j = 0; 1; 2; :::); (n^  p+ j  0); (A.76)
8  > 0; 8 n^ 2 Z; 9 ~Mk)Q > 0 3
jak)j bk)n^+j < ~Mk)Q

jkj1=(N+1) + 
n^
j
 jkj
2jkj
1=(N+1)
+ ~
j
((n^+ j)!=j!)1=(N+1)
;
(j = 0; 1; 2; :::); (n^+ j  0); (A.77)
siendo
~ = 

jkj1=(N+1) + j2kj 1=(N+1)

: (A.78)
Tomando el módulo en las series (2.220), (2.221) y teniendo en cuenta
(A.76), (A.77), obtenemos para cada k = 1; 2 las mayoraciones siguientes:
8  > 0; 8 p = 0; 1; :::; N + 1; j = 0; 1; 2; :::;
8 n^ 2 Z 3 n^  p+ j  0; 9 ~Mk)
 > 0 3

k)n^;p < ~Mk)
 jkj1=(N+1) + n^ p +1X
j=0
 jkj
2jkj
1=(N+1)
+ ~
j
((n^  p+ j)!=j!)1=(N+1)
; (A.79)
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8  > 0; 8 j = 0; 1; 2; :::; 8 n^ 2 Z 3 n^+ j  0; 9 ~Mk)Q > 0 3
Q(a;k)n^  < ~Mk)Q ^k)N+11=(N+1) + n^ +1X
j=0
j
 
^
k)
N+1
2jkj
1=(N+1)
+ ~
!j
((n^+ j)!=j!)1=(N+1)
; (A.80)
donde ~ viene dado en (A.78).
La convergencia de las series en los segundos miembros de (A.79) y (A.80)
se estudia aplicando el criterio de la razón. Dado N = 0; 1; 2; :::, para todo
n^ 2 Z y k = 1; 2 sea
d
k)
j (n^; p) 
 jkj
2jkj
1=(N+1)
+ ~
j
((n^  p+ j)!=j!)1=(N+1)
; (j = 0; 1; 2; :::)
(p = 0; 1; :::; N + 1); (A.81)
el término general de la serie en el segundo miembro de (A.79). El término
general de la serie en el segundo miembro de (A.80) es entonces igual a
j d
k)
j (n^; 0). Aplicando la ley de recurrencia de la función factorial obtenemos
las razones de crecimiento asintótico de ambos términos generales:
lim
j!+1
d
k)
j+1(n^; p)
d
k)
j (n^; p)
 =
 jkj
2jkj
1=(N+1)
=

1
2
1=(N+1)
;
(n^ 2 Z); (p = 0; 1; :::; N + 1); (A.82)
lim
j!+1
(j + 1) d
k)
j+1(n^; 0)
j d
k)
j (n^; 0)
 =
 jkj
2jkj
1=(N+1)
=

1
2
1=(N+1)
;
(n^ 2 Z): (A.83)
Por consiguiente, la razón de crecimiento de los términos generales de las
series que denen a 
k)n^;p y Q
k)
n^ es, para cada k = 1; 2,
lim
j!+1
d
k)
j+1(n^; p)
d
k)
j (n^; p)
 = limj!+1
(j + 1) d
k)
j+1(n^; 0)
j d
k)
j (n^; 0)
 =

1
2
1=(N+1)
; (A.84)
y coincide con la razón de crecimiento de la serie geométrica
FN 
+1X
j=0

1
2
j=(N+1)
: (A.85)
Además, la condición n^ p+j  0 inherente a (A.76) y (A.77) se verica
para todo j = 0; 1; 2; ::: y para todo p = 0; 1; :::; N + 1 siempre que el valor
A.3. CONVERGENCIA DE LAS SERIES 
,Q. CASO IRREGULAR-IRREGULAR217
entero de n^ sea tal que n^   p  0. Concluimos así que las series 
(a;k)n^;p y
Q
(a;k)
n^ convergen a la misma velocidad que la serie geométrica (A.85) cuando
el entero n^ verica la condición n^   p  0 en el caso de 
k)n^;p y la condición
n^  0 en el caso de Qk)n^ .
A.3. Convergencia de las series 
, Q. Caso irregular-
irregular
El procedimiento establecido en la sección precedente para estudiar la
convergencia de las series 
k)n^;p y Q
k)
n^ que se presentan en el problema de co-
nexión regular-irregular, se extiende sin cambio sustancial al caso irregular-
irregular. El teorema de Perron se aplica a la recurrencia vericada por los
coecientes ak)s en las series Sa;k(z) que denen las formas asintóticas (2.252)
de las soluciones formales de clase (a) ua;k(z) de la ecuación canónica (2.246),
(2.247), así como a la recurrencia vericada por los coecientes bk)n en las se-
ries de potencias (2.467) que representan a las funciones w;k(z) denidas
en (2.464), obteniéndose el comportamiento asintótico de unos y otros coe-
cientes.
En uno y otro caso, el estudio de la convergencia de estas series compren-
de las etapas descritas en el caso regular-irregular:
a) Escribimos las recurrencias vericadas por los coecientes ak)s y b
k)
n en
la forma canónica de Perron-Kreuser ((A.1) a(A.4)) y obtenemos el compor-
tamiento asintótico de los coecientes funcionales de los términos de cada
recurrencia.
b) Denimos el conjunto de Puiseux (A.7) de cada recurrencia y cons-
truimos el diagrama de Newton-Puiseux correspondiente (A.10).
c) Obtenemos los polinomios característicos (A.18) de los segmentos cons-
tituyentes de cada diagrama de Newton-Puiseux y las raíces de cada polino-
mio.
d) Aplicamos el teorema de Perron (A.26) a (A.32) a n de obtener sendas
mayoraciones de los términos generales de ambas series 
(a;k)n^;p , Q
(a;k)
n^ como
condición necesaria para establecer su convergencia.
A.3.1. Convergencia de las series 

(a;k)
n^;p , Q
(a;k)
n^
Estudiamos el comportamiento asintótico de los coecientes ak)s que veri-
can la recurrencia (2.259) (el proceso se describe paso a paso en la nota 25).
El diagrama de Newton-Puiseux de esta recurrencia consiste en dos (g = 2)
segmentos L0, L1: L0 conecta el vértice inicial P0(0; 0) con el punto de or-
denada máxima PN+1(N + 1; 1) y L1 conecta a PN+1 con el vértice nal
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PN 2M 1(N   2M   1; 1):
L0 = P0PN+1; L1 = PN+1PN 2M 1: (A.86)
Las pendientes respectivas de ambos segmentos son por tanto
q0 =
1
N + 1
> 0; q1 =
1
M + 1
< 0; (A.87)
para todo N = 0; 1; 2; ::: y todo M =  2; 3; 4; :::. En la gura A:3 re-
presentamos a modo de ejemplo el conjunto de Puiseux y el diagrama de
Newton- Puiseux de la recurrencia vericada por ak)s en el caso particular
M =  2, N = 2.
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Figura A.3: Diagrama de Newton-Puiseux de la recurrencia vericada por los coecientes
a
k)
s en las expansiones asintóticas cuando z ! 1 de las soluciones formales de clase (a)
de la ecuación canónica (2.246) cuando M =  2, N = 2. Las pendientes de los segmentos
son q0 = 1=3, q1 =  1.
En todo caso, el conjunto de Kreuser de cada segmento (cfr. (A.17)),
del cual depende el polinomio característico correspondiente, está formado
por las abscisas de sus puntos extremos, únicos elementos del conjunto de
Puiseux PN 2M 1 que pertenecen al segmento:
I0 = f0; N + 1g ; I1 = fN + 1; N   2M   1g ; (A.88)
donde simplicamos la notación dada en (A.17) poniendo I0  I0)N 2M 1,
I1  I1)N 2M 1.
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El polinomio característico del segmento L0 es, para cada k = 1; 2, habida
cuenta de (A.18) y (A.88),
G(k;0)N 2M 1(z) =
X
j2I0
A
k)
j z
N 2M 1 j = z 2M 2

zN+1   1
2k

;
(k = 1; 2); (A.89)
cuyas raíces son
z = 0 con multiplicidad   2M   2; (A.90)
y las N + 1 raíces complejas de 1=2k:
z
(k;0)
L0
= (k;0) exp

i'
(k;0)
L0

; (L0 = 0; 1; :::; N); (A.91)
donde
(k;0) =
 12k
1=(N+1) ; '(k;0)L0 = arg(1=2k) + 2L0N + 1 ;
(L0 = 0; 1; :::; N): (A.92)
Análogamente, el polinomio característico del segmento L1 es
G(k;1)N 2M 1(z) =
X
j2I1
A
k)
j z
N 2M 1 j =   1
2k
z 2M 2 +
g2M
2k
; (A.93)
cuyas raíces son las  2M   2 raíces complejas de g2M :
z
(k;1)
L1
= (k;1) exp

i'
(k;1)
L1

; (L1 = 0; 1; :::; 2M   3); (A.94)
donde
(k;1) = jg2M j1=( 2M 2) ; '(k;1)L1 =
arg(g2M ) + 2L1
 2M   2 ;
(L1 = 0; 1; :::; 2M   3): (A.95)
El teorema de Perron establece entonces que para cada k = 1; 2, existe
un sistema fundamental de soluciones de la recurrencia (2.259),
Yk)N 2M 1 =
n
a(k;j)s ; j = 1; 2; :::; N   2M   1
o
; (A.96)
cuyas funciones pueden agruparse en g = 2 clases correspondientes a cada
uno de los dos segmentos L0, L1 de la línea poligonal de Newton-Puiseux, a
las que distinguimos mediante el índice ~ = 0; 1. Estas funciones verican
8 > 0 9 M^ (k;~)A > 0 3
a(k;j)s;~  < M^ (k;~)A (k;~) + s (s!)q~ ;
(s  0): (A.97)
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Ahora bien, a consecuencia de (A.87) y (A.97), cuando s! +1, las so-
luciones a(k;0)s asociadas al segmento L0 dominan sobre las a(k;1)s correspon-
dientes al segmento L1. Por consiguiente, toda solución ak)s de la recurrencia
verica la mayoración
8 > 0 9 M^k)A > 0 3
ak)s  < M^k)A
  12k
1=(N+1) + 
!s
(s!)1=(N+1);
(s! +1); (A.98)
siendo k  k)N+1 = (g2N )1=2.
Consideramos seguidamente el comportamiento asintótico de los coe-
cientes bk)n que verican la recurrencia (2.468) (para los detalles véase la
nota 25). El diagrama de Newton-Puiseux de la recurrencia (2.468) está for-
mado por g = 2 segmentos L^00, L^01: L^00 conecta el vértice inicial P 00(0; 0) con
el vértice de ordenada máxima P 0 2M 2( 2M   2; 2), mientras L^01 conecta a
P 0 2M 2 con el vértice nal P
0
2N 2M (2N   2M; 0):
L^00 = P 00P 0 2M 2; L^01 = P 0 2M 2P 02N 2M : (A.99)
Las pendientes de ambos segmentos son respectivamente
q00 =
1
 M   1 > 0; q
0
1 =  
1
N + 1
< 0; (A.100)
para todo N = 0; 1; 2; ::: y todo M =  2; 3; 4; ::: .
En la gura A:4 representamos el conjunto de Puiseux y el diagrama
de Newton-Puiseux de la recurrencia vericada por bk)n en el caso particular
N = 2, M =  2.
Los conjuntos de Kreuser de uno y otro segmento son:
I^ 00 = f0; 2M   2g ; I^ 01 = f 2M   2; 2N   2Mg ; (A.101)
donde hemos simplicado de nuevo la notación dada en (A.17) poniendo
I^
0)
2N 2M  I^ 00, I^1)2N 2M  I^ 01.
El polinomio característico del segmento L^00 es, para cada k = 1; 2, habida
cuenta de (A.18), (A.101),
G^(k:0)2N 2M (z) =
X
j2I^0
A^
k)
j z
2N 2M j = z2N+2

z 2M 2   1
g2M

; (A.102)
cuyas raíces son
z = 0 con multiplicidad 2N + 2; (A.103)
y las  2M   2 raíces complejas de 1=g2M :
z^
(k;0)
L1
= ^(k;0) exp

i'^
(k;0)
L1

; (L1 = 0; 1; :::; 2M   3); (A.104)
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Figura A.4: Diagrama de Newton-Puiseux de la recurrencia vericada por los coecientes
b
k)
n en la expansión de la función w;k(z) cuando M =  2, N = 2. Las pendientes de los
segmentos son q00 = 1, q
0
1 =  1=3.
donde
^(k;0) =
 1g2M
1=( 2M 2) ; '^(k;0)L1 = arg(1=g2M ) + 2L1 2M   2 ;
(L1 = 0; 1; :::; 2M   3): (A.105)
El polinomio característico del segmento L^01 es análogamente
G^(k;1)2N 2M (z) =
X
j2I^1
A^
k)
j z
2N 2M j =   1
g2M

z2N+2   g2N

; (A.106)
y sus raíces son las 2N + 2 raíces complejas de g2N :
z^
(k;1)
L2
= ^(k;1) exp

i'^
(k;1)
L2

; (L2 = 0; 1; :::; 2N + 1); (A.107)
donde
^(k;1) =

jg2N j1=2
1=(N+1)
; '^
(k;1)
L2
=
arg(g2N ) + 2L2
2N + 2
;
(L2 = 0; 1; :::; 2N + 1): (A.108)
En estas condiciones, el teorema de Perron establece que para cada k =
1; 2, existe un sistema fundamental de soluciones de la recurrencia (2.468),
Y^k)2N 2M =
n
b(k;j)n ; j = 1; 2; :::; 2N   2M
o
; (A.109)
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cuyas funciones pueden agruparse en g = 2 clases, que distinguimos mediante
el índice ~ = 0; 1, correspondientes a los dos segmentos L^00, L^01 de la línea
poligonal de Newton-Puiseux. Estas funciones verican
8 > 0 9 M^ (k;~)B > 0 3
b(k;j)n;~  < M^ (k;~)B ^(k;~) + n (n!)q^~ ;
(jnj  0); (~ = 0; 1): (A.110)
A partir de (A.100), (A.110) se deduce que, cuando n tiende a innito,
solamente las soluciones b(k;1)n asociadas al segmento L^01 tienen asegurada la
convergencia. Por consiguiente, las soluciones aceptables bk)n de la recurrencia
(2.468) verican la mayoración
8 > 0 9 M^k)B > 0 3
bk)n  < M^k)B jkj1=(N+1) + n (n!) 1=(N+1);
(n! +1); (A.111)
siendo k  k)N+1 = (g2N )1=2.
Las mayoraciones (A.98) y (A.111) se adaptan a las formas de los térmi-
nos generales de las series 
(a;k)n^;p y Q
(a;k)
n^ cambiando s por j en la primera y
n por n^  p+ j en la segunda. Así, para cada k = 1; 2 se tiene:
8  > 0 9 M^k)A > 0 3ak)j  < M^k)A
  12k
1=(N+1) + 
!j
(j!)1=(N+1); (j ! +1); (A.112)
8  > 0 9 M^k)B > 0 3bk)n^ p+j < M^k)B jkj1=(N+1) + n^ p+j ((n^  p+ j)!) 1=(N+1) ;
(j ! +1); (n^ 2 Z); (p = 0; 1; :::; N + 1): (A.113)
Combinando (A.112) y (A.113) obtenemos las siguientes mayoraciones
de los términos generales de las series 
(a;k)n^;p y Q
(a;k)
n^ :
8  > 0; 8 n^ 2 Z; 9 ~Mk)
 > 0 3ak)j bk)n^ p+j < ~Mk)
 jkj1=(N+1) + n^ p dk)j (n^; p); (j ! +1);
(p = 0; 1; :::; N + 1); (A.114)
8  > 0; 8 n^ 2 Z; 9 ~Mk)
 > 0 3jak)j bk)n^+j < ~Mk)
 jkj1=(N+1) + n^ jdk)j (n^; 0); (j ! +1); (A.115)
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donde para cada k = 1; 2,
~M
k)

  max
n
M^
k)
A ; M^
k)
B
o
; (A.116)

jkj1=(N+1) + 
  12k
1=(N+1) + 
!
=
=

1
2
1=(N+1)
+ 
 
jkj1=(N+1) +
 12k
1=(N+1)
!
+ 2 


1
2
1=(N+1)
; (j ! +1); (A.117)
d
k)
j (n^; p) 

1
2
1=(N+1)j

(n^ p+j)!
j!
1=(N+1) ; (n^ 2 Z); (j = 0; 1; 2; :::);
(p = 0; 1; :::; N + 1): (A.118)
Tomando el módulo de las series en (2.306), (2.307) y aplicando las ma-
yoraciones (A.114), (A.115) respectivamente, obtenemos

(a;k)n^;p   +1X
j=0
ak)j bk)n^ p+j < ~Mk)
 jkj1=(N+1) + n^ p +1X
j=0
d
k)
j (n^; p);
(n^ 2 Z); (p = 0; 1; :::; N + 1); (A.119)
Q(a;k)n^   +1X
j=0
jak)j bk)n^ p+j < ~Mk)
 jkj1=(N+1) + n^ p +1X
j=0
jd
k)
j (n^; 0);
(n^ 2 Z): (A.120)
La convergencia de las series en los segundos miembros de (A.119), (A.120)
se establece entonces aplicando el criterio de la razón:
lim
j!+1
d
k)
j+1(n^; p)
d
k)
j (n^; p)
 = limj!+1
(j + 1)d
k)
j+1(n^; 0)
jd
k)
j (n^; 0)
 =

1
2
1=(N+1)
;
(n^ 2 Z); (p = 0; 1; :::; N + 1); (A.121)
que coincide con la razón de crecimiento de la serie geométrica (A.85), tal
como sucede en el problema de conexión regular-irregular, es decir, cuando
en la ecuación canónica la singularidad del origen es regular y la del innito
irregular.
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A.3.2. Convergencia de las series 

(b;)
n^;q , Q
(b;)
n^
La convergencia de las series 
(b;)n^;q y Q
(b;)
n^ se establece como en los casos
precedentes, obteniendo sendas mayoraciones asintóticas de las soluciones de
las recurrencias (2.270) y (2.340) vericadas por a^)s y b^
)
n respectivamente.
El conjunto de Puiseux de la recurrencia (2.270) es (véase la nota 26)
P2N M+1 =
n
P 00j (j;K
00
j ); j = 0; 1; :::; 2N  M + 1
o
; (A.122)
el diagrama de Newton-Puiseux correspondiente está formado entonces por
dos segmentos
L000 = P 000 P 00 M 1; L001 = P 00 M 1P 002N M+1; (A.123)
cuyos vértices y pendientes respectivas son:
P 000 (0; 0); P
00
 M 1( M  1; 1); P 002N M+1(2N  M +1; 1); (A.124)
q000 =
1
 M   1 > 0; q
00
1 =
 1
N + 1
< 0: (A.125)
En la gura A:5 representamos el conjunto de Puiseux y el diagrama de
Newton-Puiseux correspondientes a la recurrencia vericada por a^)s en el
caso particular M =  2, N = 2.
Para todo N = 0; 1; 2; ::: y todo M =  2; 3; 4; :::, los conjuntos de
Kreuser correspondientes a uno y otro segmento están formados por las abs-
cisas de los puntos de P2N M+1 que pertenecen a L000 y a L001 respectivamente,
es decir,
I 000 = f0; M   1g ; I 001 = f M   1; 2N  M + 1g : (A.126)
El polinomio característico de L000 es entonces, para cada  = 3; 4, habida
cuenta de (A.18),
G(;0)2N M+1(z) =
X
j2I00
A
)
j z
2N M+1 j = z2N+2

z M 1   1
2

; (A.127)
donde
  ) M 1 = (g2M )1=2 : (A.128)
Las raíces de G(;0)2N M+1(z) son
z = 0 con multiplicidad 2N + 2; (A.129)
y las  M   1 raíces complejas de 1=2 :
z
(;0)
L0
= (;0) exp

i'
(;0)
L0

; (L0 = 0; 1; :::; M   2); (A.130)
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Figura A.5: Diagrama de Newton-Puiseux de la recurrencia vericada por los coecientes
a^
)
s en las expansiones asintóticas cuando z ! 0 de las soluciones formales de clase (b) de
la ecuación canónica (2.246). Los valores de los parámetros de grado son M =  2, N = 2.
Las pendientes de los segmentos son q000 = 1, q
00
1 =  1=3.
donde
(;0) =
 12
1=( M 1) ; '(;0)L0 = arg(1=2 ) + 2L0 M   1 ;
(L0 = 0; 1; :::; M   2): (A.131)
Análogamente, el polinomio característico de L001 es
G(;1)2N M+1(z) =
X
j2I01
A
)
j z
2N M+1 j =   1
2

z2N+2   g2N

; (A.132)
donde
g2N = (k)
2 


k)
N+1
2
; (k = 1; 2): (A.133)
Las raíces de G(;1)2N M+1(z) son las 2N + 2 raíces complejas de g2N :
z
(;1)
L1
= (;1) exp

i'
(;1)
L1

; (L1 = 0; 1; :::; 2N + 1); (A.134)
donde
(;1) = jg2N j1=(2N+2) ; '(;1)L1 =
arg(g2N ) + 2L1
2N + 2
;
(L1 = 0; 1; :::; 2N + 1): (A.135)
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Cuando s! +1, las soluciones de la recurrencia (2.270) asociadas a L000
dominan sobre las soluciones dependientes de L001. En estas condiciones, el
teorema de Perron establece que toda solución a^)s de la recurrencia verica
la mayoración siguiente:
8 > 0; 9 M )A > 0 3
3
a^)s  < M )A
  12
1=( M 1) + 
!s
(s!)1=( M 1);
(s! +1): (A.136)
El conjunto de Puiseux de la recurrencia (2.340) vericada por b^)n es
(véase la nota 26)
P^2N 2M =
n
P 000j (j;K
000
j ); j = 0; 1; :::; 2N   2M
o
; (A.137)
de manera que el diagrama de Newton-Puiseux correspondiente está formado
por dos segmentos:
L^0000 = P 0000 P 000 2M 2; L^0001 = P 000 2M 2P 0002N 2M ; (A.138)
cuyos vértices y pendientes respectivas son:
P 0000 (0; 0); P
000
 2M 2( 2M   2; 2); P 0002N 2M (2N   2M; 0); (A.139)
q^0000 =
1
 M   1 > 0; q^
000
1 =
 1
N + 1
< 0; (A.140)
si se considera el comportamiento de las soluciones de la recurrencia cuando
n ! +1. Ahora bien, cuando z ! 0, en el desarrollo (2.336) de w^; (z),
cuyos coecientes b^)n verican la recurrencia (2.340), dominan los términos
correspondientes a los valores negativos del exponente n de la variable in-
dependiente z. Por consiguiente, en vez del comportamiento de b^)n cuando
n! +1, debe considerarse el comportamiento de estos coecientes cuando
n!  1 invirtiendo la ordenación de los elementos del conjunto de Puiseux
(A.137) y, en consecuencia, la orientación de la línea poligonal de Newton-
Puiseux, cuyos vértices son ahora P 0002M 2N (2M   2N; 0), P 0002M+2(2M +2; 2),
P 0000 (0; 0). Los segmentos y pendientes son entonces
~L0000 = P 0002M 2NP 0002M+2; ~L0001 = P 0002M+2P 0000 ; (A.141)
~q0000 =  q^0001 =
1
N + 1
> 0; ~q0001 =  q^0000 =
1
M + 1
< 0: (A.142)
En la gura A:6 representamos el conjunto de Puiseux y el diagrama
de Newton-Puiseux de la recurrencia vericada por b^)n en el caso particular
N = 2 y M =  2.
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Figura A.6: Diagrama de Newton-Puiseux de la recurrencia vericada por los coecientes
b^
)
n en la expansión de la función w^; (z) cuando los parámetros de grado del potencial
en la ecuación canónica (2.246) toman los valores M =  2, N = 2. Las pendientes de los
segmentos son q0000 = 1=3, q
000
1 =  1.
Los conjuntos de Kreuser correspondientes a L^0000 y L^0001 son
I^ 0000 = f0; 2M   2g ; I^ 0001 = f 2M   2; 2N   2Mg : (A.143)
El polinomio característico de L^0000 , i.e. de ~L0001 es, habida cuenta de (A.18),
G^(;0)2N 2M (z) =
X
j2I^0000
A^j z
2N 2M j = z2N+2

z 2M 2   1
( )2

; (A.144)
donde  se da en (A.128).
Las raíces de G^(;0)2N 2M son por tanto
z = 0 con multiplicidad 2N + 2; (A.145)
y las  2M   2 raíces complejas de 1=( )2 = 1=g2M :
z^
(;0)
L1
= ^(;0) exp

i'^
(;0)
L1

; (L1 = 0; 1; :::; 2M   3); (A.146)
donde
^(;0) =
 1
1=( M 1) ; '^(;0)L1 = arg(1=( )2) + 2L1 2M   2 ;
(L1 = 0; 1; :::; 2M   3): (A.147)
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De modo semejante obtenemos el polinomio característico de L^0001 , i.e. de
~L0000 :
G^(;1)2N 2M (z) =
X
j2I^0001
A^
)
j z
2N 2M j =   1
g2M

z2N+2   g2N

; (A.148)
donde g2N = (k)2 según se estableció en (A.133).
Las raíces de G^(;1)2N 2M (z) son las 2N + 2 raíces complejas de g2N :
z^
(;1)
L2
= ^(;1) exp

i'^
(;1)
L2

; (L2 = 0; 1; :::; 2N + 1); (A.149)
donde
^(;1) = jg2N j1=(2N+2) ; '^(;1)L2 =
arg(g2N ) + 2L2
2N + 2
;
(L2 = 0; 1; :::; 2N + 1): (A.150)
Cuando n !  1, solamente las soluciones de la recurrencia (2.340)
correspondientes al segmento ~L0001 tienen asegurada la convergencia. En estas
condiciones, el teorema de Perron establece que toda solución aceptable b^)n
de la recurrencia verica la mayoración
8 > 0; 9 M )B > 0 3
3
b^)n  < M )B
  1
1=( M 1) + 
!n
(( n)!)1=(M+1) ;
(n!  1): (A.151)
Combinando (A.136) con (A.151) obtenemos sendas mayoraciones de
los términos generales de las series 
(b;)n^;q y Q
(b;)
n^ introducidas en (2.333)
y (2.334) respectivamente:
8  > 0; 8 n^ 2 Z; 9 ~M )
 > 0 3
a^)j b^)n^ j M 1 q <
< ~M
)



j j1=( M 1) + 
 n^+M+1+q
d^
)
j (n^ M   1; q);
(j ! +1); (q = 0; 1; :::; M   2); (A.152)
8  > 0; 8 n^ 2 Z; 9 ~M )
 > 0 3
3
ja^)j b^)n^ j < ~M )
 j j1=( M 1) +  n^ jd^)j (n^; 0);
(j ! +1); (A.153)
donde
~M
)

  max
n
M
)
A ;M
)
B
o
; (A.154)
A.3. convergencia de 
, q (irregular-irregular) 229
y para todo q = 0; 1; :::; M   2, la cantidad
d^
)
j (n^; q) 
 
1
2
1=( M 1)!j  j!
(j   n^+ q)!
1=( M 1)
;
(n^ 2 Z); (j = 0; 1; 2; :::); (A.155)
verica
lim
j!+1
 d^
)
j+1(n^ M   1; q)
d^
)
j (n^ M   1; q)
 = limj!+1
(j + 1)d^
)
j+1(n^; 0)
jd^
)
j (n^; 0)
 =
=

1
2
1=( M 1)
; (n^ 2 Z): (A.156)
Tomando el módulo en las series (2.333), (2.334) obtenemos

(b;)n^;q   +1X
j=0
a^)j b^)n^ j M 1 q <
< ~M
)



j j1=( M 1) + "
 n^+M+1+q +1X
j=0
d^
)
j (n^ M   1; q);
(n^ 2 Z); (q = 0; 1; :::; M   2); (A.157)
Q(b;)n^   +1X
j=0
ja^)j b^)n^ j <
< ~M
)



j j1=( M 1) + "
 n^ +1X
j=0
jd^
)
j (n^; 0); (n^ 2 Z): (A.158)
Las expresiones (A.156), (A.157) y (A.158) ponen de maniesto que las
series 
(b;)n^;q y Q
(b;)
n^ convergen a la velocidad de la serie geométrica
FM 
+1X
j=1

1
2
j=( M 1)
; (A.159)
cuya razón de crecimiento es precisamente

1
2
1=( M 1)
. Este resultado, jun-
to con el correspondiente a las soluciones formales de clase (a) dado en
(A.119), (A.120), (A.121), constituye la prueba de convergencia de nuestro
método cuando el origen y el innito son ambos puntos singulares irregulares
de la ecuación canónica.
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A.4. Notas
Nota 25. Describimos paso a paso el proceso que nos lleva a la mayo-
ración (A.98) vericada por las soluciones ak)s de la recurrencia (2.259). La
forma canónica de Perron-Kreuser (A.1) de esta recurrencia es, para cada
k = 1; 2,
N 2M 1X
j=0
p
k)
j (s) a
k)
s+N 2M 1 j = 0; (s = 0; 1; 2; :::);
(a
k)
0 6= 0); (A.160)
donde
p
k)
0 (s) = 1;
(A.161)
p
k)
j (s) =
~
k)
N j 1   2k)N j+1(s+N   2M   1  j)
 2k)N+1(s+N   2M   1)
;
(j = 1; 2; :::; N); (A.162)
p
k)
N+1(s) =
~
k)
 2 + (s  2M   2)(s+N   2M   1  2k)0 )
 2k)N+1(s+N   2M   1)
; (A.163)
p
k)
j (s) =
 gN j 1
 2k)N+1(s+N   2M   1)
;
(j = N + 2; N + 3; :::; N   2M   1); (A.164)
siendo ~k)j las funciones de 
k)
j dadas en (2.260).
El comportamiento asintótico de los coecientes funcionales pk)j (s) es por
tanto
p
k)
0 (s) = 1; (A.165)
p
k)
j (s) = A
k)
j s
Kj (1 + o(1)); (s! +1);
(j = 1; 2; :::; N   2M   1); (A.166)
donde para cada k = 1; 2
A
k)
0 = 1; K0 = 0;
(A.167)
A
k)
j =

k)
N j+1

k)
N+1
; Kj = 0; (si 
k)
N j+1 6= 0);
(j = 1; 2; :::; N); (A.168)
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A
k)
j =  
~
k)
N j 1
2
k)
N+1
; Kj =  1; (si k)N j+1 = 0 y ~k)N j 1 6= 0);
(j = 1; 2; :::; N); (A.169)
A
k)
N+1 =  
1
2
k)
N+1
; KN+1 = 1; (A.170)
A
k)
j =
gN j 1
2
k)
N+1
; Kj =  1;
(j = N + 2; N + 3; :::; N   2M   1); (A.171)
y debe tenerse en cuenta que Kj =  1 para todo j tal que Ak)j = 0.
El conjunto de Puiseux de la recurrencia (2.259), (A.160) vericada por
los ak)s es (recordar (A.7))
PN 2M 1 = fPj(j;Kj); j = 0; 1; :::; N   2M   1g ; (A.172)
del cual extraemos los vértices del diagrama de Newton-Puiseux de la recu-
rrencia. El diagrama consiste en dos (g = 2) segmentos L0, L1: L0 conecta
el vértice inicial P0(0; 0) con el punto de ordenada máxima PN+1(N + 1; 1)
y L1 conecta a PN+1 con el vértice nal PN 2M 1(N   2M   1; 1):
L0 = P0PN+1; L1 = PN+1PN 2M 1; (A.173)
cuyas pendientes respectivas son
q0 =
1
N + 1
> 0; q1 =
1
M + 1
< 0; (A.174)
para todo N = 0; 1; 2; ::: y todo M =  2; 3; 4; ::: .
El conjunto de Kreuser de cada segmento (cfr. (A.17)), del cual depende
el polinomio característico correspondiente, está formado por las abscisas de
sus puntos extremos, únicos elementos del conjunto de Puiseux PN 2M 1
que pertenecen al segmento:
I0 = f0; N + 1g ; I1 = fN + 1; N   2M   1g ; (A.175)
donde I0  I0)N 2M 1, I1  I1)N 2M 1.
El polinomio característico del segmento L0 es, para cada k = 1; 2, habida
cuenta de (A.18) y (A.175),
G(k;0)N 2M 1(z) =
X
j2I0
A
k)
j z
N 2M 1 j = z 2M 2

zN+1   1
2k

; (A.176)
cuyas raíces son:
z = 0 con multiplicidad   2M   2; (A.177)
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y las N + 1 raíces complejas de 1=2k:
z
(k;0)
L0
= (k;0) exp

i'
(k;0)
L0

; (L0 = 0; 1; :::; N); (A.178)
donde
(k;0) =
 12k
1=(N+1) ; '(k;0)L0 = arg(1=2k) + 2L0N + 1 ;
(L0 = 0; 1; :::; N): (A.179)
Análogamente, el polinomio característico del segmento L1 es
G(k;1)N 2M 1(z) =
X
j2I1
A
k)
j z
N 2M 1 j =   1
2k
z 2M 2 +
g2M
2k
; (A.180)
cuyas raíces son las  2M   2 raíces complejas de g2M :
z
(k;1)
L1
= (k;1) exp

i'
(k;1)
L1

; (L1 = 0; 1; :::; 2M   3); (A.181)
donde
(k;1) = jg2M j1=( 2M 2) ; '(k;1)L1 =
arg(g2M ) + 2L1
 2M   2 ;
(L1 = 0; 1; :::; 2M   3): (A.182)
El teorema de Perron establece entonces que para cada k = 1; 2, existe
un sistema fundamental de soluciones de la recurrencia (2.259), (A.160)
Yk)N 2M 1 =
n
a(k;j)s ; j = 1; 2; :::; N   2M   1
o
; (A.183)
cuyas funciones pueden agruparse en g = 2 clases correspondientes a los
dos segmentos L0, L1 de la línea poligonal de Newton-Puiseux, a las que
distinguimos mediante el índice ~ = 0; 1. Estas funciones verican
8 > 0 9 M^ (k;~)A > 0 3
a(k;j)s;~  < M^ (k;~)A (k;~) + s (s!)q~ ;
(s  0): (A.184)
Ahora bien, cuando s! +1, las soluciones a(k;0)s asociadas al segmento
L0 dominan sobre las a(k;1)s correspondientes al segmento L1. Por consiguien-
te, toda solución ak)s de la recurrencia verica la mayoración
8 > 0 9 M^k)A > 0 3
ak)s  < M^k)A
  12k
1=(N+1) + 
!s
(s!)1=(N+1);
(s! +1); (A.185)
siendo k  k)N+1 = (g2N )1=2.
A.4. notas 233
Describimos a continuación el comportamiento asintótico de los coecien-
tes bk)n que verican la recurrencia (2.468) cuya forma canónica de Perron-
Kreuser es, para cada k = 1; 2,
2N 2MX
j=0
p^
k)
j (n)b
k)
n+2N 2M j = 0; (n 2 Z); (bk)0 6= 0); (A.186)
donde
p^
k)
0 (n) = 1;
(A.187)
p^
k)
j (n) =
"^
k)
a;j+2M
"^
k)
a;2M
; (j = 1; 2; :::; 2M 3); (A.188)
p^
k)
 2M 2(n) =
(n+ 2N + 2 + k)(n+ 2N + 1 + k) + "^
k)
a; 2
"^
k)
a;2M
;
(A.189)
p^
k)
j (n) =
^
k)
a;j+2M+1(n+ 2N   2M + k   j) + "^k)a;j+2M
"^
k)
a;2M
;
(j =  2M   1; 2M; :::; N   2M   2); (A.190)
p^
k)
N 2M 1 =
"^
k)
a;N 1
"^
k)
a;2M
; (A.191)
p^
k)
j (n) =
"^
k)
a;j+2M
"^
k)
a;2M
; (j = N   2M;N   2M + 1; :::; 2N   2M); (A.192)
siendo ^k)a;j , "^
k)
a;j los parámetros en la ecuación diferencial (2.465) (ver notas
16 y 23).
Para cada k = 1; 2, el comportamiento asintótico de los coecientes p^k)j (n)
es por tanto
p^
k)
0 (n) = 1; (A.193)
p^
k)
j (n) = A^
k)
j n
K^j (1+o(1)); (jnj ! +1); (j = 1; 2; :::; 2N 2M); (A.194)
donde para cada k = 1; 2
A^
k)
j =
"^
k)
a;j+2M
"^
k)
a;2M
; K^j = 0; (j = 0; 1; :::; 2M   3); (A.195)
A^
k)
 2M 2 =
1
"^
k)
a;2M
; K^ 2M 2 = 2; (A.196)
234 APÉNDICE A. convergencia de las series 
 y q
A^
k)
j =
^
k)
a;j+2M+1
"^
k)
a;2M
; K^j = 1; (j =  2M   1; 2M; :::; N   2M   2);
(si ^k)a;j+2M+1 6= 0); (A.197)
A^
k)
j =
"^
k)
a;j+2M
"^
k)
a;2M
; K^j = 0; (j =  2M   1; 2M; :::; N   2M   2);
(si ^k)a;j+2M+1 = 0 y "^
k)
a;j+2M 6= 0); (A.198)
A^
k)
N 2M 1 =
"^
k)
a;N 1
"^
k)
a;2M
; K^N 2M 1 = 0; (A.199)
A^
k)
j =
"^
k)
a;j+2M
"^
k)
a;2M
; K^j = 0; (j = N 2M;N 2M+1; :::; 2N 2M); (A.200)
y ha de tenerse en cuenta que K^j =  1 para todo j tal que A^k)j = 0.
El conjunto de Puiseux de la recurrencia (2.468), (A.186) vericada por
b
k)
n es, de acuerdo con (A.7),
P2N 2M =
n
P 0j(j; K^j); j = 0; 1; :::; 2N   2M
o
; (A.201)
del cual extraemos el diagrama de Newton-Puiseux formado en este caso por
g = 2 segmentos L^00, L^01: L^00 conecta el vértice inicial P 00(0; 0) con el vértice
de ordenada máxima P 0 2M 2( 2M   2; 2), mientras L^01 conecta a P 0 2M 2
con el vértice nal P 02N 2M (2N   2M; 0):
L^00 = P 00P 0 2M 2; L^01 = P 0 2M 2P 02N 2M ; (A.202)
cuyas pendientes respectivas son
q00 =
1
 M   1 > 0; q
0
1 =  
1
N + 1
< 0; (A.203)
para todo N = 0; 1; 2; ::: y todo M =  2; 3; 4; ::: .
Los conjuntos de Kreuser de uno y otro segmento son:
I^ 00 = f0; 2M   2g ; I^ 01 = f 2M   2; 2N   2Mg ; (A.204)
donde hemos simplicado de nuevo la notación dada en (A.17) poniendo
I^
0)
2N 2M  I^ 00, I^1)2N 2M  I^ 01.
El polinomio característico del segmento L^00 es, para cada k = 1; 2, habida
cuenta de (A.18), (A.101),
G^(k;0)2N 2M (z) =
X
j2I^0
A^
k)
j z
2N 2M j = z2N+2

z 2M 2   1
g2M

; (A.205)
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cuyas raíces son
z = 0 con multiplicidad 2N + 2; (A.206)
y las  2M   2 raíces complejas de 1=g2M :
z^
(k;0)
L1
= ^(k;0) exp

i'^
(k;0)
L1

; (L1 = 0; 1; :::; 2M   3); (A.207)
donde
^(k;0) =
 1g2M
1=( 2M 2) ; '^(k;0)L1 = arg(1=g2M ) + 2L1 2M   2 ;
(L1 = 0; 1; :::; 2M   3): (A.208)
El polinomio característico del segmento L^01 es análogamente
G^(k;1)2N 2M (z) =
X
j2I^1
A^
k)
j z
2N 2M j =   1
g2M

z2N+2   g2N

; (A.209)
y sus raíces son las 2N + 2 raíces complejas de g2N :
z^
(k;1)
L2
= ^(k;1) exp

i'^
(k;1)
L2

; (L2 = 0; 1; :::; 2N + 1); (A.210)
donde
^(k;1) =

jg2N j1=2
1=(N+1)
; '^
(k;1)
L2
=
arg(g2N ) + 2L2
2N + 2
;
(L2 = 0; 1; :::; 2N + 1): (A.211)
En estas condiciones, el teorema de Perron establece que para cada k =
1; 2 existe un sistema fundamental de soluciones de la recurrencia (2.468),
(A.186)
Y^k)2N 2M =
n
b(k;j)n ; j = 1; 2; :::; 2N   2M
o
; (A.212)
cuyas funciones pueden agruparse en g = 2 clases, que distinguimos mediante
el índice ~ = 0; 1, correspondientes a los dos segmentos L^00, L^01 de la línea
poligonal de Newton-Puiseux. Estas funciones verican
8 > 0 9 M^ (k;~)B > 0 3
b(k;j)n;~  < M^ (k;~)B ^(k;~) + n (n!)q^~ ;
(jnj  0); (~ = 0; 1): (A.213)
A partir de (A.203), (A.213) se deduce que, cuando n tiende a innito,
solamente las soluciones b(k;1)n asociadas al segmento L^01 tienen asegurada la
convergencia. Por consiguiente, las soluciones aceptables bk)n de la recurrencia
(2.468) verican la mayoración
8 > 0 9 M^k)B > 0 3
bk)n  < M^k)B jkj1=(N+1) + n (n!) 1=(N+1);
(n! +1); (A.214)
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siendo k  k)N+1 = (g2N )1=2.
Nota 26. Describimos a continuación las etapas sucesivas del proceso
que nos lleva a establecer sendas mayoraciones asintóticas de las soluciones
a^
)
s de la recurrencia (2.270) y de las soluciones b^
)
n de la recurrencia (2.340).
El método se basa en la aplicación del teorema de Perron a una y otra
recurrencia, siguiendo un recorrido paralelo al que describimos en la nota 25
para las soluciones ak)s de (2.259) y b
k)
n de (2.468).
Consideramos en primer lugar la recurrencia (2.270), (2.271) vericada
por a^)s cuya forma canónica de Perron-Kreuser es
2N M+1X
j=0
p
)
j (s) a^
)
s+2N M+1 j = 0; (s = 0; 1; 2; :::);
(a^
)
0 6= 0); (A.215)
donde
p
)
0 (s) = 1; (A.216)
p
)
j (s) =
~
)
M 1+j   2) M 1 j(s+ 2N  M + 1  j)
 2) M 1(s+ 2N  M + 1)
;
(j = 1; 2; :::; M   2); (A.217)
p
)
 M 1(s) =
~
)
 2 + (s+ 2N + 2)(s+ 2N  M + 1  2)0 )
 2) M 1(s+ 2N  M + 1)
; (A.218)
p
)
j (s) =
 gM+j 1
 2) M 1(s+ 2N  M + 1)
;
(j =  M; M + 1; :::; 2N  M + 1); (A.219)
siendo ~)j las funciones de 
)
j dadas en (2.271).
El comportamiento asintótico de los coecientes funcionales p)j (s) cuan-
do s! +1 es por tanto, para cada  = 3; 4,
p
)
0 (s) = 1; (A.220)
p
)
j (s) = A
)
j s
K00j (1 + o(1)); (s! +1);
(j = 1; 2; :::; M   2; M   1; M; M + 1; :::; 2N  M + 1); (A.221)
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donde
A
)
j =

)
 M 1 j

)
 M 1
; K 00j = 0; (j = 0; 1; :::; M   2);
(si ) M 1 j 6= 0); (A.222)
A
)
j =
~
)
M 1+j
 2) M 1
; K 00j =  1; (j = 0; 1; :::; M   2);
(si ) M 1 j = 0 y ~
)
M 1+j 6= 0); (A.223)
A
)
 M 1 =
1
 2) M 1
; K 00 M 1 = 1; (A.224)
A
)
j =
gM+j 1
2
)
 M 1
; K 00j =  1; (j =  M; M + 1; :::; 2N  M + 1);
(si gM+j 1 6= 0); (A.225)
donde K 00j =  1 para todo j tal que A)j = 0.
El conjunto de Puiseux de la recurrencia (2.270), (A.215) es por consi-
guiente
P2N M+1 =
n
P 00j (j;K
00
j ); j = 0; 1; :::; 2N  M + 1
o
; (A.226)
del cual obtenemos el diagrama de Newton-Puiseux de la recurrencia, for-
mado por dos segmentos
L000 = P 000 P 00 M 1; L001 = P 00 M 1P 002N M+1; (A.227)
cuyos vértices y pendientes respectivas son:
P 000 (0; 0); P
00
 M 1( M  1; 1); P 002N M+1(2N  M +1; 1); (A.228)
q000 =
1
 M   1 > 0; q
00
1 =
 1
N + 1
< 0: (A.229)
Para todo N = 0; 1; 2; ::: y todo M =  2; 3; 4; :::, los conjuntos de
Kreuser correspondientes a uno y otro segmento están formados por las abs-
cisas de los puntos de P2N M+1 que pertenecen a L000 y a L001 respectivamente,
es decir,
I 000 = f0; M   1g ; I 001 = f M   1; 2N  M + 1g : (A.230)
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El polinomio característico de L000 es entonces, para cada  = 3; 4, habida
cuenta de (A.18),
G(;0)2N M+1(z) =
X
j2I00
A
)
j z
2N M+1 j = z2N+2

z M 1   1
2

; (A.231)
donde
  ) M 1 = (g2M )1=2 : (A.232)
Las raíces de G(;0)2N M+1(z) son
z = 0 con multiplicidad 2N + 2; (A.233)
y las  M   1 raíces complejas de 1=2 :
z
(;0)
L0
= (;0) exp

i'
(;0)
L0

; (L0 = 0; 1; :::; M   2); (A.234)
donde
(;0) =
 12
1=( M 1) ; '(;0)L0 = arg(1=2 ) + 2L0 M   1 ;
(L0 = 0; 1; :::; M   2): (A.235)
Análogamente, el polinomio característico de L001 es
G(;1)2N M+1(z) =
X
j2I01
A
)
j z
2N M+1 j =   1
2

z2N+2   g2N

; (A.236)
donde
g2N = (k)
2 


k)
N+1
2
; (k = 1; 2): (A.237)
Las raíces de G(;1)2N M+1(z) son las 2N + 2 raíces complejas de g2N :
z
(;1)
L1
= (;1) exp

i'
(;1)
L1

; (L1 = 0; 1; :::; 2N + 1); (A.238)
donde
(;1) = jg2N j1=(2N+2) ; '(;1)L1 =
arg(g2N ) + 2L1
2N + 2
;
(L1 = 0; 1; :::; 2N + 1): (A.239)
Cuando s! +1, las soluciones de la recurrencia (2.270) asociadas a L000
dominan sobre las soluciones dependientes de L001. En estas condiciones, el
teorema de Perron establece que toda solución a^)s de la recurrencia verica
la mayoración siguiente:
8 > 0; 9 M )A > 0 3
3
a^)s  < M )A
  12
1=( M 1) + 
!s
(s!)1=( M 1);
(s! +1): (A.240)
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La forma canónica de Perron-Kreuser de la recurrencia (2.340) vericada
por b^)n es, para cada  = 3; 4,
2N 2MX
j=0
p^
)
j (n) b^
)
n+2N 2M j = 0; (n 2 Z); (b^)0 6= 0); (A.241)
donde para cada  = 3; 4,
p^
)
0 (n) = 1; (A.242)
p^
)
j (n) =
"^
)
b;j+2M
"^
)
b;2M
; (j = 1; 2; :::; M   2); (A.243)
p^
)
j (n) =
^
)
b;j+2M+1(n+ 2N   2M +    j) + "^)b;j+2M
"^
)
b;2M
;
(j =  M   1; M; M + 1; :::; 2M   3); (A.244)
p^
)
 2M 2(n) =
(n+ 2N + 2 +  )(n+ 2N + 1 +  ) + "^
)
b; 2
"^
)
b;2M
; (A.245)
p^
)
j (n) =
"^
)
b;j+2M
"^
)
b;2M
; (j =  2M  1; 2M; 2M +1; :::; 2N  2M): (A.246)
El comportamiento asintótico de los coecientes funcionales p^)j (n) cuan-
do jnj ! +1 es por tanto, para cada  = 3; 4,
p^
)
0 (n) = 1; (A.247)
p^
)
j (n) = A^
)
j n
K^000j (1 + o(1)); (jnj ! +1);
(j = 1; 2; :::; M   2; M   1; M; M + 1; :::; 2N   2M); (A.248)
donde
A^
)
j =
"^
)
b;j+2M
"^
)
b;2M
; K^ 000j = 0; (j = 0; 1; :::; M   2);
(si "^)b;j+2M 6= 0); (A.249)
A^
)
j =
^
)
b;j+2M+1
"^
)
b;2M
; K^ 000j = 1; (si ^
)
b;j+2M+1 6= 0);
(j =  M   1; M; M + 1; :::; 2M   3); (A.250)
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A^
)
j =
"^
)
b;j+2M
"^
)
b;2M
; K^ 000j = 0; (si ^
)
b;j+2M+1 = 0 y "^
)
b;j+2M 6= 0);
(j =  M   1; M; M + 1; :::; 2M   3); (A.251)
A^
)
 2M 2 =
1
"^
)
b;2M
; K^ 000 2M 2 = 2; (A.252)
A^
)
j =
"^
)
b;j+2M
"^
)
b;2M
; K^ 000j = 0; (si "^
)
b;j+2M 6= 0);
(j =  2M   1; 2M; 2M + 1; :::; 2N   2M); (A.253)
donde K^ 000j =  1 para todo j tal que A^)j = 0 y en (A.250) tenemos, cuando
j =  M   1,
^
)
b;M = 0; (A.254)
A^
)
 M 1 =
"^
)
b;M 1
"^
)
b;2M
; K^ 000 M 1 = 1; (si "^
)
b;M 1 6= 0);
A^
)
 M 1 = 0; K^
000
 M 1 =  1; (si "^)b;M 1 = 0); (A.255)
toda vez que si ^)b;M = 0, A^
)
 M 1 se expresa mediante (A.251) en lugar de
(A.250).
A partir del conjunto de Puiseux de la recurrencia (2.340)
P^2N 2M =
n
P 000j (j; K^
000
j ); j = 0; 1; :::; 2N   2M
o
; (A.256)
obtenemos el diagrama de Newton-Puiseux de esta recurrencia, que está
formado por dos segmentos:
L^0000 = P 0000 P 000 2M 2; L^0001 = P 000 2M 2P 0002N 2M ; (A.257)
cuyos vértices y pendientes respectivas son:
P 0000 (0; 0); P
000
 2M 2( 2M   2; 2); P 0002N 2M (2N   2M; 0); (A.258)
q^0000 =
1
 M   1 > 0; q^
000
1 =
 1
N + 1
< 0; (A.259)
si se considera el comportamiento de las soluciones de la recurrencia cuando
n ! +1. Ahora bien, cuando z ! 0, en el desarrollo (2.336) de w^; (z),
cuyos coecientes b^)n verican la recurrencia (2.340), dominan los términos
correspondientes a los valores negativos del exponente n de la variable in-
dependiente z. Por consiguiente, en vez del comportamiento de b^)n cuando
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n! +1, debe considerarse el comportamiento de estos coecientes cuando
n!  1 invirtiendo la ordenación de los elementos del conjunto de Puiseux
(A.256) y, en consecuencia, la orientación de la línea poligonal de Newton-
Puiseux, cuyos vértices son ahora P 0002M 2N (2M   2N; 0), P 0002M+2(2M +2; 2),
P 0000 (0; 0). Los segmentos y pendientes son entonces
~L0000 = P 0002M 2NP 0002M+2; ~L0001 = P 0002M+2P 0000 ; (A.260)
~q0000 =  q^0001 =
1
N + 1
> 0; ~q0001 =  q^0000 =
1
M + 1
< 0: (A.261)
Los conjuntos de Kreuser correspondientes a L^0000 y L^0001 son
I^ 0000 = f0; 2M   2g ; I^ 0001 = f 2M   2; 2N   2Mg : (A.262)
El polinomio característico de L^0000 , i.e. de ~L0001 es, habida cuenta de (A.18),
G^(;0)2N 2M (z) =
X
j2I^0000
A^
)
j z
2N 2M j = z2N+2

z 2M 2   1
( )2

; (A.263)
donde  se da en (A.232).
Las raíces de G^(;0)2N 2M son por tanto
z = 0 con multiplicidad 2N + 2; (A.264)
y las  2M   2 raíces complejas de 1=( )2 = 1=g2M :
z^
(;0)
L1
= ^(;0) exp

i'^
(;0)
L1

; (L1 = 0; 1; :::; 2M   3); (A.265)
donde
^(;0) =
 1
1=( M 1) ; '^(;0)L1 = arg(1=( )2) + 2L1 2M   2 ;
(L1 = 0; 1; :::; 2M   3): (A.266)
De modo semejante obtenemos el polinomio característico de L^0001 , i.e. de
~L0000 :
G^(;1)2N 2M (z) =
X
j2I^0001
A^
)
j z
2N 2M j =   1
g2M

z2N+2   g2N

; (A.267)
donde g2N = (k)2 según se estableció en (A.237).
Las raíces de G^(;1)2N 2M (z) son las 2N + 2 raíces complejas de g2N :
z^
(;1)
L2
= ^(;1) exp

i'^
(;1)
L2

; (L2 = 0; 1; :::; 2N + 1); (A.268)
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donde
^(;1) = jg2N j1=(2N+2) ; '^(;1)L2 =
arg(g2N ) + 2L2
2N + 2
;
(L2 = 0; 1; :::; 2N + 1): (A.269)
Cuando n !  1, solamente las soluciones de la recurrencia (2.340)
correspondientes al segmento ~L0001 tienen asegurada la convergencia. En estas
condiciones, el teorema de Perron establece que toda solución aceptable b^)n
de la recurrencia verica la mayoración
8 > 0; 9 M )B > 0 3
3
b^)n  < M )B
  1
1=( M 1) + 
!n
(( n)!)1=(M+1) ;
(n!  1): (A.270)
Apéndice B
Índices de las soluciones
multiplicativas en la vecindad
de un punto singular irregular
El objeto de este apéndice es describir un método que determine los ín-
dices  y coecientes cn; ( = 1; 2) en las soluciones multiplicativas (2.250)
de la ecuación canónica (2.246), (2.247) cuando M =  2; 3; 4; ::: y la
singularidad en z = 0 es irregular. La solución de este problema es más com-
plicada que la del problema correspondiente, resuelto en la subsección 2.4.3,
que se presenta en la ecuación canónica cuando M =  1 y la singularidad
en el origen es regular.
Sabemos que, excepto para conjuntos particulares de valores de los pa-
rámetros gj , la ecuación canónica (2.246)
d2u
dz2
  g(z)u = 0; (z 2 C); (B.1)
donde
g(z) =
2NX
j=2M
gjz
j ; (g2M 6= 0); (g2N 6= 0); (B.2)
admite un sistema fundamental de soluciones multiplicativas de la forma
(2.250)
u(z) =
+1X
n= 1
cn;z
n+ ; (z 2 C n f0g); ( = 1; 2): (B.3)
La sustitución de (B.3) en (B.1) da lugar a la recurrencia (2.251), i.e.
para cada  = 1; 2,
(n+ )(n+    1)cn; +
2NX
j=2M
 gjcn j 2; = 0;
(n 2 Z); (g2M 6= 0); (g2N 6= 0); (B.4)
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que consiste en un sistema innito de ecuaciones homogéneas. Este sistema
puede interpretarse como un problema no lineal de valor propio  tal que
se verica la condición
+1X
n= 1
jcn;j2 < +1; (B.5)
suciente para que
lim
n!1 jcn;j = 0; (B.6)
y el sistema innito (B.4) pueda reducirse por truncadura a un sistema nito
donde el índice n toma valores enteros  M  n  N , siendo M y N
enteros positivos sucientemente grandes para que la solución del problema
nito sea una buena aproximación de la solución del problema innito. Otra
consecuencia de (B.5) es que los coecientes cn; pueden elegirse de modo
que veriquen la condición de normalización
+1X
n= 1
jcn;j2 = 1; (B.7)
de la que resulta la condición de normalización truncada
NX
n= M
cn;cn; = 1: (B.8)
El método de iteración de Newton permite obtener aproximaciones suce-
sivas de la solución del problema no lineal (B.4) procediendo en un número
nito de etapas. A n de distinguir entre sí las diferentes etapas utilizamos un
índice (i) cuyo valor inicial es i = 0. La etapa de orden (i) consiste en pasar
de una solución aproximada
n
(i); c
(i)
n
o
a otra
n
(i+1); c
(i+1)
n
o
resolviendo un
sistema nito de ecuaciones que resulta de la linealización de (B.4) y (B.8).
La linealización de (B.4) se realiza siguiendo el procedimiento descrito
por Naundorf en [44]. Para cada  = 1; 2, el miembro a la izquierda en (B.4)
es la función
fn (; fcn;g) = (n+ )(n+    1)cn; +
2NX
j=2M
 gjcn j 2;; (B.9)
que depende linealmente de fcn;g. Dados
n

(i)
 ;
n
c
(i)
n;
oo
, la fórmula que li-
nealiza su relación con
n

(i+1)
 ;
n
c
(i+1)
n;
oo
es
fn

(i+1) ;
n
c(i+1)n;
o
 fn

(i) ;
n
c(i+1)n;
o
+
+
@fn


(i)
 ;
n
c
(i)
n;
o
@
(i)


(i+1)   (i)

; (B.10)
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donde, habida cuenta de (B.9),
fn

(i+1) ;
n
c(i+1)n;
o
= (n+ (i+1) )(n+ 
(i+1)
   1)c(i+1)n; +
+
2NX
j=2M
 gjc(i+1)n j 2;; (B.11)
fn

(i) ;
n
c(i+1)n;
o
= (n+(i) )(n+
(i)
  1)c(i+1)n; +
2NX
j=2M
 gjc(i+1)n j 2;; (B.12)
fn

(i) ;
n
c(i)n;
o
= (n+ (i) )(n+ 
(i)
   1)c(i)n; +
2NX
j=2M
 gjc(i)n j 2;; (B.13)
@fn


(i)
 ;
n
c
(i)
n;
o
@
(i)

= (2n  1 + 2(i) )c(i)n : (B.14)
Reemplazando los segundos miembros de (B.12) y (B.14) en el segundo
miembro de (B.10) obtenemos
fn

(i+1) ;
n
c(i+1)n;
o
 (n+ (i) )(n+ (i)   1)c(i+1)n; +
+
2NX
j=2M
 gjc(i+1)n j 2; + (2n  1 + 2(i) )c(i)n;((i+1)   (i) ); (B.15)
de modo que la aproximación de orden i+ 1 a la recurrencia (B.4), i.e.
fn

(i+1) ;
n
c(i+1)n;
o
= 0; (B.16)
adopta la forma explícita
(2n  1 + 2(i) )c(i)n;((i+1)   (i) ) + (n+ (i) )(n+ (i)   1)c(i+1)n; +
+
2NX
j=2M
 gjc(i+1)n j 2; = 0; n =  M; :::; 1; 0; 1; :::;N : (B.17)
El procedimiento de linealización de Naundorf se aplica también a la
condición de normalización truncada (B.8) cuyo primer miembro es la función
h
n
cn;
o
; fcn;g

=
NX
n= M
cn;cn;; (B.18)
luego en los órdenes i e i+ 1 se tiene
h
n
c(i)n;
o
;
n
c(i)n;
o
=
NX
n= M
c(i)n; c
(i)
n; = 1; (B.19)
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h
n
c(i+1)n;
o
;
n
c(i+1)n;
o
=
NX
n= M
c(i+1)n; c
(i+1)
n; = 1: (B.20)
La ecuación que linealiza el paso de orden (i) es entonces
h
n
c(i+1)n;
o
;
n
c(i+1)n;
o
 h
n
c(i)n;
o
;
n
c(i+1)n;
o
+
+
NX
n= M
@h
n
c
(i)
n;
o
;
n
c
(i)
n;
o
@c
(i)
n;

c(i+1)n;   c(i)n;

; (B.21)
donde
h
n
c(i)n;
o
;
n
c(i+1)n;
o
=
NX
n= M
c(i)n; c
(i+1)
n; ; (B.22)
@h
n
c
(i)
n;
o
;
n
c
(i)
n;
o
@c
(i)
n;
= c(i)n; ; (n =  M; :::; 1; 0; 1; :::;N ): (B.23)
Llevando (B.22), (B.23) al segundo miembro de (B.21),
h
n
c(i+1)n;
o
;
n
c(i+1)n;
o

NX
n= M
c(i)n; c
(i+1)
n; +
NX
n= M
c(i)n;

c(i+1)n;   c(i)n;

;
(B.24)
es decir, habida cuenta de (B.19), (B.20),
1  2
NX
n= M
c(i)n; c
(i+1)
n;   1; (B.25)
de donde
NX
n= M
c(i)n; c
(i+1)
n; = 1: (B.26)
Así, de la linealización de (B.4) y (B.8) resulta el sistema nito de ecua-
ciones dado por (B.17), (B.26), es decir,
(2n  1 + 2(i) )c(i)n;((i+1)   (i) ) + (n+ (i) )(n+ (i)   1)c(i+1)n; +
+
2NX
j=2M
 gjc(i+1)n j 2; = 0; (n =  M; :::; 1; 0; 1; :::;N ); (B.27)
NX
n= M
c(i)n; c
(i+1)
n; = 1; (B.28)
donde c(i)m; = 0 para todo m <  M o m > N , según exige la condi-
ción de truncadura. El proceso de iteración se detiene cuando la diferencia
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(jj ; fjcn;jg) entre dos soluciones consecutivas es sucientemente pe-
queña comparada con (jj ; fjcn;jg). La estabilidad de la solución así obte-
nida se verica introduciéndola como valor inicial en un nuevo proceso de
iteración con valores de M, N mayores que los utilizados en la iteración
precedente.
En todo caso, los valores iniciales
n

(0)
 ;
n
c
(0)
n;
oo
del proceso de iteración
de Newton no deben ser muy diferentes a los valores verdaderos que se pre-
tende aproximar. Un método que permite obtener los dos valores iniciales

(0)
1 , 
(0)
2 de los índices en las soluciones multiplicativas (B.3) de la ecua-
ción canónica tiene su fundamento en la relación sencilla que tales índices
guardan con los denominados exponentes circuitales 1, 2. Dado un siste-
ma fundamental de soluciones fua(z); ub(z)g de la ecuación canónica (B.1),
no necesariamente iguales a las soluciones multiplicativas fu1(z); u2(z)g, la
matriz funcional
V (z) =
 
ua(z) ub(z)
u0a(z) u0b(z)
!
; (B.29)
constituye una matriz solución fundamental de la ecuación diferencial vec-
torial de primer orden 
y01
y02
!
=
 
0 1
g(z) 0
! 
y1
y2
!
; (B.30)
con g(z) dada en (B.2), que se obtiene a partir de la ecuación canónica in-
troduciendo las variables dependientes (y1; y2) = (u; u0). Cuando la variable
independiente z describe un circuito completo alrededor del punto singular
z = 0, la matriz V (z) queda transformada en una matriz solución,
V +(z) = V

zei2

; (B.31)
que es la prolongación de V (z) mediante un circuito sobre z. Además, dada
V (z), existe una matriz C no singular de constantes complejas, denominada
matriz circuital de V (z) para el punto singular z = 0,
C =
 
C11 C12
C21 C22
!
; (B.32)
de modo que se verica la relación circuital
V +(z) = V

zei2

= V (z)C: (B.33)
Aunque la matriz circuital depende de la matriz solución fundamental
V (z), los valores propios de C son independientes de V (z) porque todas
las matrices circuitales para el mismo punto singular son semejantes y, en
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consecuencia, todas ellas poseen el mismo espectro de valores propios. En
particular, si los valores propios de C son diferentes, V +(z) es también una
matriz solución fundamental de (B.30). Los exponentes circuitales para el
punto singular z = 0 de la ecuación canónica (B.1) son precisamente los
valores propios 1, 2 de las matrices circuitales correspondientes a ese punto
singular.
Los elementos de C pueden calcularse integrando numéricamente la ecua-
ción canónica (B.1) sobre el círculo unidad desde z = exp(0) hasta z =
exp(i2), para dos conjuntos independientes de valores iniciales de ua(z),
ub(z). La elección más sencilla es desde luego
ua(e
0) = 1; u0a(e
0) = 0;
ub(e
0) = 0; u0b(e
0) = 1: (B.34)
Poniendo z = e0 en (B.33) y teniendo en cuenta (B.29), (B.32), 
ua
 
ei2

ub
 
ei2

u0a
 
ei2

u0b
 
ei2
 ! =  ua  e0 ub  e0
u0a
 
e0

u0b
 
e0
 ! C11 C12
C21 C22
!
; (B.35)
resultando de (B.34), (B.35) que
C11 = ua

ei2

; C12 = ub

ei2

;
C21 = u
0
a

ei2

; C22 = u
0
b

ei2

: (B.36)
Los valores propios de C son las raíces 1, 2 de su polinomio caracte-
rístico det(C   I2), (I2 representa a la matriz identidad de orden 2), cuyo
término independiente es det C = 12, vericándose entonces la ecuación
2   (C11 + C22)+ C11C22   C12C21 = 0; (B.37)
de donde
 =
1
2

C11 + C22 
q
(C11   C22)2 + 4C12C21

; (B.38)
expresión de la que se obtienen dos valores diferentes de  excepto para
conjuntos de valores de los parámetros gj en la ecuación canónica tales que
(C11   C22)2 + 4C12C21 = 0. En este caso, solamente existe una solución
multiplicativa de la forma (B.3) y cualquier otra solución independiente de
ella contiene términos logarítmicos.
Cuando los valores propios de C son diferentes, la ecuación vectorial
(B.30) posee una matriz solución fundamental ~V (z) con una estructura par-
ticularmente sencilla, i.e.
~V (z) = Q(z)diag (z1 ; z2) ; (B.39)
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donde
 =
1
2i
ln; ( = 1; 2); (B.40)
siendo
Q(z) =
 
q11(z) q12(z)
q21(z) q22(z)
!
(B.41)
univaluada en una vecindad de z = 0, de modo que a
~V (z) =
 
q11(z)z
1 q12(z)z
2
q21(z)z
1 q22(z)z
2
!
(B.42)
corresponde el sistema fundamental (B.3) de soluciones multiplicativas de la
ecuación canónica con índices 1, 2. Los parámetros 1, 2 aparecen como
exponentes de z en toda relación circuital para el punto singular z = 0, lo
que justica su denominación.
Los valores iniciales de los índices se obtienen nalmente combinando
(B.38) y (B.40):
(0) =
1
2i
ln

1
2

C11 + C22 
q
(C11   C22)2 + 4C12C21

; (B.43)
para una determinación dada del logaritmo, que puede tomarse exigiendo
que
j<()j  1
2
: (B.44)
A partir de (B.36) reescribimos el término independiente del polinomio
característico de la matriz circuital C como Wronskiano de las soluciones
fua; ubg a las cuales corresponde:
det C = 12 =W
h
ua

ei2

; ub

ei2
i
: (B.45)
Ahora bien, el Wronskiano de fua(z); ub(z)g es independiente de z, toda
vez que en la ecuación canónica (B.1) falta el término en la primera derivada.
Entonces, habida cuenta de (B.34),
det C =W [ua(z); ub(z)] =W
h
ua

e0

; ub

e0
i
= 1; (B.46)
de donde
detW [ua; ub] = 12 = 1: (B.47)
Tomando logaritmos en (B.47),
ln1 + ln2 = 0; (B.48)
es decir, despejando ln1, ln2 en (B.40),
1 + 2 = 0 (mod 1); (B.49)
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ecuación que puede utilizarse como vericador en la integración numérica de
la ecuación canónica sobre el círculo unidad.
Los valores iniciales c(0)n; pueden obtenerse como soluciones del sistema
homogéneo de ecuaciones que resulta de tomar i =  1 en (B.27),
(2n  1 + 2( 1) )c( 1)n; ((0)   ( 1) ) + (n+ ( 1) )(n+ ( 1)   1)c(0)n; +
+
2NX
j=2M
 gjc(0)n j 2; = 0; (n =  M; :::; 1; 0; 1; :::;N ); (B.50)
es decir, poniendo ( 1)  (0) , se tiene para cada  = 1; 2,
(n+ (0) )(n+ 
(0)
   1)c(0)n; +
2NX
j=2M
 gjc(0)n j 2; = 0;
(n =  M; :::; 1; 0; 1; :::;N ); (B.51)
junto a la condición de normalización truncada
NX
n= M
c(0)n;2 = 1: (B.52)
Además del método de iteración de Newton, damos noticia de un se-
gundo método para obtener  y cn cuya eciencia numérica, pendiente de
vericación, tenemos intención de experimentar. Este es el método de Hill
de solución de la ecuación diferencial que lleva su nombre (ver [65, p.414 a
417]). El fundamento de este procedimiento consiste en dotar a la recurrencia
(B.4) de la forma matricial que corresponde a un sistema lineal de innitas
ecuaciones e incógnitas cn:
+1X
n= 1
Amn cn = 0; (m;n 2 Z); (B.53)
donde para todo m;n 2 Z
Amm =
0;m
m2   g 2   1=4 ;
Amn =
m n
m2   g 2   1=4 ; (n 6= m); (1(m)  n  2(m));
Amn = 0; (n 6= m); (n < 1(m) ó n > 2(m)); (B.54)
siendo para cada M =  2; 3; 4; ::: y N = 0; 1; 2; ::: dados:
0;m  (m+ )(m+   1)  g 2; (m 2 Z); (B.55)
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m n 
(
 gm n 2 si 1(m)  n  2(m); (m;n 2 Z);
0 si n < 1(m) ó n > 2(m); (m;n 2 Z); (B.56)
1(m) = m  2N   2; 2(m) = m  2M   2; (m 2 Z): (B.57)
Los valores de  se obtienen entonces como soluciones de la ecuación
trascendente
sin2



  1
2

= 

1
2

sin2
 

r
1
4
+ g 2
!
; (B.58)
que expresa la compatibilidad del sistema lineal homogéneo (B.53) cuyo de-
terminante es ().
Los coecientes cn en las expansiones (B.3) de las soluciones multipli-
cativas se obtienen, hasta un orden ! = 1; 2; 3; ::: dado, resolviendo el sis-
tema homogéneo de rango 2! + 1 extraído del sistema innito (B.53) cu-
yo término central es A00c0 y cuyas incógnitas son cm (m =  !; ! +
1; :::; 1; 0; 1; :::; !   1; !), vericándose la proporción
c !
( !)
=
c !+1
( !+1)
= ::: =
c0
(0)
= ::: =
c! 1
(! 1)
=
c!
(!)
; (B.59)
siendo (p) (p =  !; ! + 1; :::; !) el cofactor correspondiente al elemento
de matriz A!p en la matriz [Amn] !m;n!.
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