Background of Underwater Imagers
Underwater imaging systems have been under continual development for use aboard undersea platforms, such as towed-bodies, manned submersibles, autonomous underwater vehicles (AUVs), and remotely operated underwater vehicles (ROVs). The imagery is used for various activities including scientific benthic survey, inspection of oil and gas infrastructures, and mine countermeasure operations. In many cases, optical imagers are used in conjunction with sonar. Under this operational concept, forward-looking and/or sidescan sonar is first employed to detect, classify, and map potential targets, and electro-optical imagery is acquired for target identification.
The most highly regarded extended-range underwater laser imaging technique to date is the serial laser line scan (LLS) system. [1] [2] [3] [4] Scanning optics, electronics, and mechanical components ensure that both the laser and telescopic receiver synchronously scan over a wide target region in a line-by-line fashion. At each target element, a telescopic "bucket" photon detector, such as a photomultiplier tube (PMT), records the photon flux reflected from the target and generates an analog voltage output. A high-speed analog-to-digital converter (ADC) digitizes the detector output voltage to produce an uncompressed image of the scene. The image can then be compressed using a codec, such as JPEG.
In one scheme commonly referred to as near-monostatic synchronous LLS [ Fig. 1(a) ], the illuminator and receiver are co-located on the same platform. The imager scans one line of the target at a time and relies on the forward motion of the platform to complete the image of the entire scene in a whisk-broom fashion. Alternatively, the concept of a time varying intensity system, originally demonstrated in the 1970s, 5 has led to distributed laser serial imaging (DLSI), which is a nonsynchronous scanning technique. With DLSI, the laser transmitter and optical receiver are distributed among multiple platforms with the objective of minimizing volume scattering effects using large separation distances between the transmitter and receiver [ Fig. 1(b) ]. DLSI systems have produced results beyond 30 m in turbid coastal waters. 6 For both near-monostatic and distributed laser serial imaging systems, opto-mechanical components, such as a high precision prisms, galvanometric scanners, and/or aperture assemblies, are needed to ensure proper operation. Such components lead to high production and maintenance costs, consume a significant portion of the system size, weight, and power budget, and the many moving parts reduce system reliability. The optical and mechanical parts also lead to bulky system packaging, where extended range undersea laser imagers must be compact to be compatible with current and future classes of man-portable AUVs.
In pursuit of a more compact, lower cost, and highly reliable system, a structured illumination and ranged gated camera (SIRGC) technique was recently described. 7 Digital mirror device (DMD)-based confocal optics were used to spatially modulate a laser pulse into multiple beams that were separated by a predefined distance at the target plane. Such separation ensured that there was less overlap between beams after spreading in turbid water. The target reflection was modulated by the DMD and focused onto a range-gated camera via the same confocal optics. Finally, an image synthesis process constructs the uncompressed image using all of the subimages [ Fig. 2(b) ]. The SIRGC technique shares the same image acquisition paradigm as the aforementioned laser serial imaging systems in that the raw uncompressed data is first acquired and then a codec, such as JPEG, is used to compress the data before storage.
In recent years, compressive sensing theory has drawn considerable interest in connection with various signal acquisition applications. However, there has not been any reported development of compressive sensing (CS)-based underwater laser imagers. This work investigates the feasibility of such a concept. As a first attempt, only imaging of a static scene is considered.
Compressive Imaging

Fundamentals of Compressive Sensing
Compressive sensing is a framework for the simultaneous sampling and compression of sparse (therefore compressible) signals using incomplete linear measurements. [8] [9] [10] [11] [12] [13] [14] We consider a discretely sampled signal X ¼ fxðnÞ; n ¼ 1; 2; : : : Ng. If there exists a sparsifying ψ ¼ fψ 1 ; ψ 2 ; : : : ; ψ N g basis for the N-dimensional signal X, such that X ¼ ψ α and the N × 1 vector α contains only K ≪ N nonzero entries, and then X is referred to as a K-sparse signal. CS theory states that a K-sparse signal X can be recovered with overwhelming probability using more than M ¼ OðK log NÞ incoherent linear measurements: y ¼ ΦX ¼ Φψ α , where y is an M × 1 vector and Φ is an M × N measurement matrix that is incoherent with the sparsifying basis ψ, i.e., the maximum magnitude of the elements of Φψ is small. 6 Recovery can be achieved when Φ satisfies the restricted isometry property (RIP). 8, 14 Random bases, such as Gaussian, Bernoulli, or scrambled block Hadamard Ensemble, 12, 15 are some common choices for Φ that satisfy the RIP constraint. A sparsifying basis ψ exists for many signal types. For example, natural images are generally sparse in the Fourier, DCT, or wavelet domain, a property exploited in compression standards such as JPEG. The vector α (therefore X) can be recovered from the measurements y by solving an l 1 -minimization problem: α Ã ¼ arg min kak 1 subject to y ¼ ΦΨ α ;
(1) where kak 1 ¼ P N i¼1 ja i j is the l 1 -norm of a. The application of CS theory to image and video acquisition, or compressive imaging (CI), has drawn extensive interest. In addition to the aforementioned sparsifying bases, the image gradient sparsity can be exploited via minimization of the image total variation (TV), which is the sum of the magnitudes of discrete gradients D ij ðXÞ at every point in the digital image X:
where D ij ðXÞ is defined as
with D h;ij ¼ x iþ1;j − x i;j and D v;ij ¼ x i;jþ1 − x i;j . TV minimization with quadratic constraints
has been shown to provide estimates with better visual quality than l 1 -optimization when recovering images from observations subject to additive Gaussian noise.
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Compressive Imaging Applications
The Rice one-pixel camera was one of the earlier successful implementations of compressive imaging. 13, 14 The core of the design was a binary spatial light modulator based on a DMD. The DMD consists of millions of electrostatic actuated micromirrors that can be individually controlled to reflect light into one of two directions to modulate the incoming light source in binary mode. While widely used as display devices in DLP® TVs or data projectors, the DMD was also used as an spatial light modulator (SLM) device due to its high contrast ratio and fast switching speed. 20 For the Rice one-pixel camera project, a light emitting diode illuminated the target, and the target reflection was focused onto a DMD. The m'th random pattern from the measurement matrices fA m ; m ¼ 1; 2; : : : ; Mg was loaded onto the DMD to modulate the target reflection. The modulated light was then focused onto a photodiode whose output was integrated to provide the m'th scalar measurement in the vector fA m ; m ¼ 1; 2; : : : ; Mg. An optimization process, such as basis pursuit, then reconstructed the image X using the M binary measurement matrices fA m g and the M measurements fy m g. While no detail was provided, an active illumination-based one-pixel camera was also alluded to in Ref. 14. CS theory has been adopted in other imaging applications as well. For example, Lustig et al. 21 adopted CS for rapid magnetic resonance imaging (MRI), another successful early CS imaging application; Ma 22 proposed CS-based singlepixel multiple times (SPMT) imaging for aerial remote sensing and Baraniuk and Steeghs 23 also applied CS to radar imaging.
CS Underwater Laser Imager
Basic System Framework
The proposed CS underwater laser imager is an active serial imaging system. It can therefore be considered as a hybrid of the Rice one-pixel camera, structured illumination, and the LLS system (Fig. 3) . During the sensing process, the illuminating laser is focused onto the DMD loaded with the binary illumination patterns fA m g, which are projected onto the target surface in a serial mode. At the receiver, as with the LLS system, a PMT measures the total photon flux in response to the modulation of each pattern with the target plane. The PMT output voltages are integrated to generate the measurements fy m g. The illumination patterns fA m g and the corresponding measurements fy m g are provided as inputs to an optimization process that reconstructs the image. The transmitter and receiver can be co-located, like in the near monostatic LLS system, or on different platforms like the DLSI.
For the underwater system, the measurement matrices fΦ m g are, essentially, the illumination patterns propagated to the target plane through the turbid underwater environment. So, to discuss the system implementation in detail, it is important to understand the impact of light propagation in the underwater environment on the sensing process (i.e., the modulation of the measurement matrices with the target scene reflectance pattern), which is the critical component in any CS application.
Impact of the Underwater Environment
on the Sensing Process Compared to the over-the-air scenarios, the main challenge for underwater CS imagers is the pronounced beam spreading and attenuation due to the propagation of light through a scattering and absorbing medium such as ocean water. The effects of solar irradiance/ambient light are omitted in the analysis presented herein.
When a binary pattern of highly collimated light is emitted from the transmitter, the light will diffuse and attenuate as it propagates to the target plane. The degree of spreading/ attenuation is determined by the laser beam divergence, target range, and the inherent optical properties (IOPs) of the water, such as the beam attenuation coefficient (c), the absorption coefficient (a), and the scattering coefficients (b), where c ¼ a þ b. The target scene reflection is given by the product of the incident light pattern and the target surface reflectivity pattern X. The reflected light will then undergo additional spreading and attenuation as it propagates to the PMT receiver. The photon flux corresponding to the target scene reflection that enters the receiver is a function of the PMT location and orientation, its sensitivity pattern, and the IOPs. In addition, the (nontarget information bearing) photon flux due to volume backscatter in the water will also contribute to the measured signal. Assuming a wide receiver aperture and Lambertian reflection at the scene, the total photon flux corresponding to the m'th measurement fy m g can be represented by the equation (Ã denotes convolution and ∘ represents the Hadamard pointby-point product) 
where A m is the m'th binary illumination pattern [i.e., consisting of "on" (1) and "off" (0) pixels] emitted from the transmitter and projected down to the scene (without scattering or absorption); N 1;m is the number of "on" pixels in the pattern [i.e., where A m ði; jÞ ¼ 1]; S R and Ω R are the receiver surface area and solid angle, respectively, which are both constant; E is the total energy output of the illuminator for each projected pattern; BSF IT is the beam spread function from the illuminator to the target (see Ref. 24 and references therein); and, α TR is a constant representing the diffuse attenuation from the target to the receiver. Making the reasonable assumption that the volume backscatter contribution from each beam (β) in the illumination pattern is the same; the total volume backscatter component of the measurement is proportional to the number of "on" pixels in the pattern N 1;m . The essence of the sensing process is to "imprint" the target scene information on the measurements through the modulation of the projected light pattern according to the spatially varying reflectivity of the scene. In this regard, it is beneficial to rewrite Eq. (5) as
In Eq. (6), Φ m ¼ A m Ã BSF IT is the measurement pattern on the target plane (i.e., the original binary pattern after propagating from the illuminator to the target plane through a scattering and absorbing medium), Φ m ∘ X is the resulting "imprinted" pattern due to the modulation of the measurement pattern by the target scene reflectance pattern, and y m is the corresponding total reflected photon flux. Equation (6) reveals some important factors affecting the underwater CS laser imager design. First, if the binary illumination pattern A m is dense [ Fig. 4(a) ], the details in the corresponding measurement matrix Φ m will be lost due to the low-pass filtering effect of BSF IT [ Fig. 4(b) ]. We also emphasize that the original binary patterns A m that enter the water are not the "sensing" patterns that illuminate the target plane; the modulation occurs between the target scene reflectance pattern and Φ m instead of A m . The impact of propagation from the target to the receiver on the total photon flux is essentially diffuse attenuation that can be represented by an attenuation factor α TR , which remains constant for all the patterns in the sensing process. Based on these discussions, the measurement matrix design to overcome these challenges is presented.
Measurement Matrix Design
Essentially, there are three unique aspects of the proposed measurement matrix design:
Model-assisted reconstruction
As described in Secs. 3.1 and 3.2, the sensing process is characterized by the modulation of the target plane reflectance pattern X, with the sensing patterns fΦ m g ¼ fA m g Ã BSF IT , whereas the propagation from the target to the receiver can be represented by the diffuse attenuation factor α TR , which introduces no new "information." With this in mind, fΦ m g will be used in the image reconstruction process. To predict fΦ m g, the electro-optic detection and simulation radiative transfer models (EODES) 24 have been extended in a collaborative effort between HBOI and Metron. EODES physical models can predict the image under given environmental parameters and system configuration. While EODES are typically used for at-sea performance prediction and to correlate with experiment data for theoretical analysis, this research proposes to incorporate results from model predictions into the actual image reconstruction process for underwater CS imagers.
Multiscaled binary pattern
To mitigate the beam spreading due to forward scattering in the water, a multiscale binary dither pattern (Fig. 5 ) will be adopted instead of using a dense binary pattern. The dither pattern is divided into small N b × N b blocks. Only one "on" pixel will be present within each block and the location of this pixel within the block will be determined by a discrete random variable with uniform probability mass, 1∕N 2 b . The polarity of each block will be determined by an independent Bernoulli random variable where the polarity is equally likely to be "1" or "0" (i.e., on or off).
Bipolar matrices and measurements via polarity flipping
During image reconstruction, the positive-valued (modelpredicted) measurement matrices fΦ m g and the raw measurements fy m g will be converted to bipolar matrices fΦ AE m g and vectors fy AE m g:
where AE indicates that both positive and negative values are possible, and C is a normalization factor. In many implementations, as with the Rice single pixel camera, the bias is the DC shift across all patterns, and it can be pre-measured and subtracted to create the bipolar patterns/measurements. However, such is not the case with the proposed design, where the backscatter level varies with the different patterns (i.e., the backscatter level is sensed together with the target reflection). Furthermore, fΦ m g is not a binary signal due to the low-pass filtering effect (Fig. 6 ). One possible option is to set the bias to the mean of the measurements and measurement matrices, but the resulting measurement matrices will not be symmetric, and this approach does not consider the additional variance in background level due to changing ambient light conditions in an operational scenario. As an alternative, a polarity-flipping technique is adopted. To implement polarity flipping, each dither pattern is loaded twice, first with the mirrors "on" (corresponding to a digital "1") only in the blocks originally chosen to be "on," producing the pattern Φ þ m , and then with mirrors "on" only in the blocks originally selected to be "off," producing Φ − m (Fig. 7) . The relations
where y þ m and y − m are the measurements corresponding to Φ þ m and Φ − m , represent the sensing process when polarity flipping is employed.
Overall System Design
The overall system is summarized in the flowchart of Fig. 8 . A series of pre-generated binary illumination patterns fA m g are loaded onto an SLM device, such as the DMD, to spatially modulate the laser source that illuminates the target plane. The same binary matrices are also submitted to a radiative transfer model, such as, to predict the measurement matrices fΦ m g at the target plane. A "bucket" photon collector, such as the PMT, records the total optical return signal. The difference between polarity-flipped pairs of measurement matrices (predicted with opposite polarity binary patterns) constitutes fΦ B m g, which is one input to the reconstruction process; and the difference between their corresponding PMT measurements constitutes fy B m g, the other input to the reconstruction process. In the current implementation, TV minimization under a quadratic constraint is adopted for the image reconstruction process.
A rigorous proof that the proposed measurement matrix design satisfies the RIP constraint will be presented in future work. However, one specific case where the "on" pixel ði 0 ; j 0 Þ is fixed at the center of a block ðu; vÞ:
is briefly discussed here. In this case, the "on"/"off" blocks are independent Bernoulli random variables with equal probability from the set f−1; 1g. For the purpose of illustration, we approximate the BSF IT as a Gaussian kernel BSF IT ði; jÞ ¼ ρe −βði 2 þj 2 Þ . Therefore, a pixel ði; jÞ in the sensing pattern fΦ B m g can be expressed as 
, the distance between the two pixels. Applying a normalization factor ðρ P U;V u 0 ;v 0 ¼0 e −βr 02 ffiffiffiffiffiffiffi ffi UV p Þ −1 , then Eq. (9) can be rewritten as SðrÞ:
The fSg in Eq. (10) can alternatively be regarded as discrete independent random variables with the probability distribution
It can be easily derived that fSg has mean E½S ¼ 0; and variance: 
Advantages of the CS-based Underwater
Laser Imager As with the SIRGC design, a commercially available solidstate SLM device, such as a DMD, replaces the bulky mechanical and optical components used in the conventional LLS. This helps to improve the system reliability and compactness. Furthermore, the compressing-during-sampling paradigm requires lower-speed electronics, which in turn improves system noise performance and reduces production costs. Because the CS imager uses the "bucket" photon collector, such as a PMT, like the LLS system except with a much wider instantaneous field-of-view (FOV), the photon efficiency should be better than that of the structured illumination-based system.
One interesting aspect of the proposed design is that the receiver will need both the measurements as well as the measurement matrices to reconstruct the image. In this sense, CS-based imaging can be considered an encrypted communication channel. With the distributed imaging and communication arrangement, 6 where the illuminators and receivers are on different platforms, this attribute is highly desirable since both compression and encryption can be realized without additional hardware. Also, because each measurement is independent of all others, the loss of certain measurements can be regarded as image reconstruction with increased compression ratio as long as the indices of these lost measurements are known. The encryption property of CS has been studied in connection with other applications, such as in Refs. 25 and 26.
When one considers the existing components used in the LLS systems, the proposed CS system only replaces the scanning mechanism with a solid-state SLM device. The laser and PMT developed for conventional LLS can be readily used in a CS-based imager. Additionally, effective volume backscatter reduction techniques developed for the LLS system, such as the pulsed laser and range-gated receiver and the modulated pulsed laser, remain applicable to the CS-based imaging system.
In addition to the simplified illuminator design, which is highly desirable in distributed underwater imaging applications, the CS-based imager shares another feature with the multistatic underwater LLS system in that it does not require direct line-of-sight between the target plane and receiver in turbid water. 6, 27 This is one of the major motivations for adopting an SLM based illuminator over the receiver-based approach as demonstrated in the Rice one-pixel camera.
Potential Application Scenario for CS-based
Underwater Laser Imager One potential application of the CS underwater laser imager is as a long-range, high-resolution underwater imaging system that integrates the CS imager with an acoustic communications (ACOM) link (Fig. 9) . At the front end, the illuminator consists of the laser and an SLM device, such as a DMD. The pre-stored binary illumination patterns are loaded onto the DMD to modulate the laser. The PMT at a local receiver (either co-located on the same platform as the illuminator or on a different platform) records the total target reflection. Its output is digitized and fed into an acoustic transducer to transmit the data to the remote control center. The IOPs of the water column and the imaging system parameters are also streamed with the measurement data. At the control center, the same binary illumination patterns, together with the IOP data and imaging system parameters, are fed into a computationally efficient radiative transfer model like EODES to compute the measurement matrices. These predicted measurement matrices are then used in conjunction with the transmitted measurement data to reconstruct the target image.
As described in Sec. 3.6, the communications link in this integrated system is intrinsically encrypted and compressed without requiring additional hardware. The system takes advantage of the high-resolution reflectance imaging capability offered by the CS imager as well as the extended communication range achievable via the ACOM link. For example, to reconstruct an image with 256 × 256 pixels at a 10∶1 compression ratio requires about 6000 measurements. If an ADC with 12-bit resolution is used, then to transmit/reconstruct an image within 1 s would require a 70 kbps communications link. Such a link with a range of several kilometers is achievable using underwater acoustic communication systems. The core of the simulation environment was the EODES radiative transfer model developed for near mono-static underwater electro-optical systems. 24 The EODES model suite consists of both an image simulation tool (EODES-I) and a temporal simulation tool (EODES-T), to study the time-dependent propagation of a laser pulse in the underwater environment. EODES-I relies on the small-angle scattering approximation to achieve semi-analytical models that enable fast simulation speeds. EODES-T simulations can be conducted with small-angle scattering models or the Monte Carlo method, the latter providing more accurate results at the expense of longer execution times.
Both EODES-I and EODES-T were used in the current CS study. The simulation environment underwent iterative enhancements to improve the fidelity of the simulation results. Figure 10 illustrates the current overall simulation environment. Different beam attenuation (c) and/or scattering (b) coefficients can be specified for the simulation path (red arrows) and the model-prediction path (blue arrows) when predicting the measurement matrices using the EODES-I model. Furthermore, simulated PMT device noise can be added to the measurements to capture the effects of shot noise and random variations in PMT gain. 29, 30 One critical issue, especially when evaluating system performance under PMT noise corruption, is obtaining the signal intensity and the ratio between backscatter to signal level. For this purpose, the same system and environmental parameters are used as input to the EODES-T temporal model to derive the backscatter and signal levels using the Monte Carlo technique.
PMT noise model
A crucial component of the simulation is the noise model for PMT devices. 29, 30 Instead of assuming simple Poisson counting statistics, the PMT shot noise is modeled as a compound Poisson stochastic process, where noise is added to a clean signal on a per-sample basis. The random sequence of the detector output stream is modeled as a multivariate Gaussian distribution where p adjacent samples are correlated. Furthermore, the model also takes into consideration the impact on the noise performance of the various PMT parameters, such as bandwidth and sampling rate. Random PMT gain (G) fluctuations, as measured by the noise factor NF ¼ hGi 2 ∕hGi 2 , were also incorporated into the model.
Simulation setup
Simulations were conducted for four different technologies: CS, pulsed LLS (PLLS), continuous wave (CW) LLS, and SIRGC. A near-monostatic configuration was adopted for all simulations. The laser and receiver (PMT or range gated camera) separation was set to 0.4 m and the laser divergence angle was 2 mrad. The target scene was 1.2 × 1.2 m 2 and was located 7 m away from the illuminator-receiver assembly. The resolution of the image and the sensing patterns was 64 × 64 pixels. Unless stated otherwise, average laser power was 4 W, and the DMD refresh rate was 4 kHz. For CS image reconstruction, 1024 measurements were used, resulting in a compression ratio of 0.25. (Note: due to polarity flipping 2048 raw measurements were acquired). In the related simulations of other technologies (PLLS, CW LLS, and SIRGC), the same laser power was used. For PLLS, the laser pulse repetition rate (τ) was 4 kHz. For the SIRGC, the repetition rate was set to 100 Hz. In PLLS and SIRGC simulations, a 3 ns laser pulse was used and perfect range gating (i.e., no backscatter reached the PMT) was assumed. In the CS and the SIRGC simulations, since the illumination was frame based, the input power for each pixel element was set to P pixel ¼ P total ∕ðN 2 τÞ, where N 2 is the pixel count, to match the power levels in the PLLS and CW LLS simulations.
The receiver apertures were set to 15 mrad for the PLLS and CW LLS simulations, 90 mrad for the CS simulations, 0.5 rad for the SIRGC simulations (per Ref. 7). In the CS simulations, the pixel spacing (i.e., scale) was set to four pixels. For the SIRGC simulations the spacing was set to 10 pixels (this approximately matched the case of 25-pixel spacing for 256 × 256 pixel resolution in the simulations in Ref. 7) , hence 100 subframes were needed for the image synthesis. Unless specified otherwise, the same measurement process outlined in Fig. 10 was applied. A noise factor NF ¼ 1.2 was assumed throughout the simulations. For the SIRGC simulations, the same PMT noise model was adopted but with each sample taken to be uncorrelated.
To evaluate the simulation image quality, a well-known image quality metric, the structural similarity index metric (SSIM), was adopted. Please refer to Ref. 31 for more detail on SSIM.
Simulation Results
Target range is specified in terms of beam attenuation lengths, where one beam attenuation length (AL) equals the reciprocal of the beam attenuation coefficient: 1 AL ¼ 1∕c m. The measurement matrices at different beam attenuation lengths are shown in Fig. 11 . While the beam spreading increased with higher turbidity, the patterns maintain discernible separation.
The comparison of model-assisted reconstructions with and without polarity flipping, as well as reconstructions using binary matrices (with polarity flipping), at 7 AL were evaluated using the star chart (Fig. 12) . When no polarity flipping was used, the measurements and measurement matrices were converted to bipolar signals by subtracting the mean of all measurements/measurement matrices and normalizing to unit amplitude. When there was no noise added, better contrast and resolution were achieved using model-predicted measurement matrices as opposed to using the binary illumination patterns. There was no significant difference when polarity flipping was employed in the absence of noise. However, when noise was added, better image resolution seemed to result when polarity flipping was engaged.
Figures 13 and 14 demonstrate CS imager performance against various test images at different turbidities. These images consisted of both test patterns (star chart and geometry patterns) and images taken in underwater environments (coral, fish, and diver). In Fig. 14 , the structural SSIM at various turbidities is presented.
As seen from Fig. 14, the quality degraded with increasing turbidity for all of the test images. One interesting observation was that the SSIMs for the star chart and coral 2 were lower than those for the other images at the corresponding turbidities. This was mainly due to the fact that the edges were sparser in the other patterns, which resulted in better performance of the TV minimization based optimization. At the range of 7 AL all test images suffered significant loss of detail, which was due to the noise interfering with the reconstruction. Figure 15 illustrates the image quality change with different numbers of measurements (i.e., different compression ratios). It is interesting to note that there was more obvious image quality degradation with reduced measurements in clearer waters than at higher turbidities.
The CS results were compared with the images from PLLS and CW LLS simulations in Fig. 16 . For the SSIM curves, the names of the test images are listed on the x-axis. It can be seen that the image quality of the CS imager was generally comparable to that of PLLS and LLS at lower turbidity (3 AL). At a higher turbidity (7 AL) the PLLS images preserved the image detail the best; CS images suffered more resolution loss than PLLS, especially for images with more high-resolution content; and, the CW LLS images were overwhelmed by noise. One reason for the relatively poor performance of the CS imager at high turbidity was that the current image reconstruction model [Eq. (4)] assumed an additive Gaussian noise corruption, which deviated from the true noise characteristics of the PMT receiver. It is conceivable that a reconstruction model that better reflects the PMT noise could significantly improve CS imager performance, especially at higher turbidities.
Finally, the CS imager was compared to the SIRGC. When there was no noise added, the results were in good agreement with those reported in Ref. 7 (Fig. 17) . Figure 18 shows the results when noise was added in the simulation. To improve the SNR in the SIRGC simulation, each subpattern was imaged 50 times and averaged. At the higher turbidity (7 AL), the SIRGC image was dominated by noise. This can be explained by observing that for both CS and SIRGC imagers, only a small fraction of energy reached/reflected from each target element; however, for the CS imager only the total reflected photons were used in image reconstruction, whereas with SIRGC, the camera needed to discern the intensity for each individual target element.
At three beam attenuation lengths, while the SIRGC image was noisy, it appeared to retain good image resolution. However, the SIRGC simulation results warrant some additional comments. First, in SIRGC, in addition to generating the illumination patterns, the DMD also serves as the receiver mask in front of the camera image plane. As in most confocal imaging applications, such a pinhole mask helps to achieve the balance of the light intensity and sharpness. By adopting the same single-pixel mask as in Ref. 7 , the simulation assumed the smallest pinhole and therefore maximum sharpness; however, the impact on the noise performance due to the photon loss from such a small pinhole was not considered in the simulation. Second, adopting the PMT noise model in the simulation also helped to improve the noise performance since a PMT in general provides better SNR than the CCD devices in the camera. On the other hand, while in the simulation each sub pattern was imaged 50 times to improve the SNR of the SIRGC system; high-speed cameras capable of 1 million frame per second (FPS) are now commercially available. Therefore, a thorough study Journal of Electronic Imaging 021010-9 Apr-Jun 2013/Vol. 22 (2) of the performance of SIRGC will need to weigh the tradeoffs among all of these factors. This, however, is beyond the scope of the present investigation.
Experimental Results
Over-the-air experimental results
An over-the-air experiment was conducted using a simple desktop setup. The measurement matrices were loaded onto a Dell M109S DLP pico-projector to illuminate the 10 × 10 cm target placed 0.5 m away from the illuminator and receiver. Eight hundred measurements were used to reconstruct images at a resolution of 64 × 64 pixels. Figure 19 shows the setup (a) and the reconstruction results for two technical targets (b and c). 
Underwater experimental results
Following the over-the-air experiment, an initial underwater experiment was conducted in the HBOI optical test tank to validate the proposed frame-based compressive sensing serial imaging design. The target plane consisted of multiple technical targets (Geometry and Star Chart) and coral samples [ Fig. 20(a) ]. A LabView-based data acquisition system was developed for this effort. A series of pre-generated illumination pattern images were loaded onto a Dell 4310WX DLP data projector with a 1280 × 800 native resolution to During the experiment, to achieve the necessary contrast for pattern projection, the projector was operated at a 20% brightness level with a light output of about 600 lumens. The dimensions of the measurement matrices were 100 × 100 pixels; the dimensions of the corresponding projected illumination patterns were 300 × 300 pixels, so that each element of the measurement matrix is covered by a 3 × 3 patch. With the distance between the screen and the projector set at 2 m, the on-screen active area is about 20 × 20 cm. Such an area is suitable for both technical targets (with a dimension of 14 × 14 cm) and most of the coral targets.
As shown in Fig. 20(c) , there is a 30 cm separation between the projector and the PMT. Since the optical arrangement of the projector is such that the light is projected with an upward tilt (optimized for conference room use), the elevation of the PMT is 40 cm higher than the projector so that the center of the illuminated area is aligned with the FOV of the PMT. A bandpass filter with 5 nm full width at half maximum centered at 532 nm was placed in front of the PMT to retain only the green portion of the spectrum. The PMT had a wide FOV of 13 deg. The experiment was conducted at four different turbidities: clear water, c ¼ 0.31, 1, and 2. Figure 21 illustrates the reconstructed images at different turbidities. All images are at a resolution of 100 × 100 pixels, and 2500 measurements were used in the reconstruction to give an effective compression ratio of 4∶1. It can be observed that for the technical targets, the quality of the reconstructed images initially improves with increasing turbidity, though this trend breaks down at the highest turbidity of four beam attenuation lengths (due to the power limitation of the illuminator). The main reason for the initial improvement was that the specular reflections from the surfaces of these two targets were reduced with increased turbidity. On the other hand, the coral results maintained fairly consistent quality at different turbidities, though this trend also broke down at four beam attenuation lengths. While the center portion of the corals is clearly identifiable in the color image, the coral reflectivity at 532 nm (green light) is extremely low, as can be observed in Fig. 22 , which results in a low-contrast image reconstruction of this region.
In general, the current implementation of the proposed approach seems to favor higher contrast regions of the image (as can be seen with the Geometry target in clear water as well). Additional work will be required to address this issue. One advantage of the CS approach is that image reconstruction can begin when a minimum number of measurements are acquired, and image quality can then be progressively improved with additional measurements. Therefore, one potential approach is to dynamically identify the high-contrast and low-contrast regions from initial reconstructions and adjust the intensity of the projected patterns to accentuate the low-contrast regions. One such attempt for the Geometry target is shown in Fig. 23 . To compensate for the high-contrast center block, half of the patterns were projected with the center square intentionally dimmed by 50%, which helped to improve the results in the low-contrast regions.
The instruments used in the experiment were crude. The data projector, in particular, was not optimized for such experiments, and very low power was used to illuminate the target, with only a narrow part of the green spectrum reaching the PMT. Still, the results validated the proposed approach.
Summary
The proposed CS-based laser serial imager is an attempt to extend CS theory to the field of imaging through scattering media, specifically in the underwater environment. While the proposed technique is still at an early stage of the development, the simulations and experimental results presented above lend credibility to the basic design concept. The proposed design has the potential to improve system reliability and compactness and to reduce system costs over the current state-of-the-art LLS imagers. On the other hand, since the CS imager inherits the highly photon efficient "bucket" light collector (PMT) used in the LLS system, it may offer better photon efficiency (hence better noise performance) than SIRGC in higher turbidities.
Model-assisted CS is an attractive concept since it can help extend CS to other applications involving scattering media, such as fog, mist, smoke, or dust. In addition to improving the image acquisition rate by reducing the required measurements via the "compression-while-sampling" CS paradigm, another important implication is the possibility of operating the sampling electronics at lower frequency, hence improving the system noise performance. On the other hand, while range gating was not employed in the simulations/experiments conducted for this study, the proposed CS technique can be applied in conjunction with the pulsed laser and range-gating to reduce volume backscattering that overlaps with the reflected target signal (albeit at the expense of high frequency electronics). This trade-off will be an interesting and important research topic, which will help to gain a better understanding of the underwater CS imaging system. Another important future research topic is the development of a reconstruction model that incorporates the well-studied PMT noise characteristics better. In this regard, investigating the PMT noise model in Ref. 27 as well as the Poisson CS reconstruction technique proposed in Refs. 32 and 33 will be beneficial. Some other research topics include the tradeoff between DMD refresh rate and number of measurements (i.e., the rate-distortion curve) at different turbidities, adaptive sensing patterns to improve the low-contrast region in the presence of highcontrast objects, more efficient measurement matrix design and the effects of the environmental and system variations (i.e., system excursion/motion, ocean wave/ turbulence, etc.).
To rigorously study the aforementioned topics and further improve the proposed technique requires the development of both a simulation environment that truly reflects the CS underwater imager (the current environment was developed based on a radiative transfer model for the LLS imager) and prototype systems for experimental work in both the test tank and in the field.
It is worth mentioning that the work reported here relates to a frame-based implementation, where the measurements of the overall target scene are acquired simultaneously and are, therefore, more compatible with hover-capable AUVs or ROVs. We are also interested in developing a CS imaging system that is more compatible with traditional underwater near mono-static electro-optical system designs, where the image is formed in a line-by-line fashion, relying on the vehicle's forward motion to complete a 2D image. The distributed compressive video sensing (DCVS) concept, 34, 35 which uses the correlation between adjacent video frames to reduce the required number of measurements, is worthy of investigation for such a system concept. In this context, each line can be regarded as a video frame, and the correlations/redundancy between adjacent lines will be exploited via DCVS to improve the overall compression performance.
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