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Abstract
This work first considers the classical Lie symmetry analysis of a class of systems of two quasi-
linear reaction–diffusion equations having variable diffusivities. Subsequently, non-Lie reductions to
systems of first order ordinary differential equations are obtained for a subclass of these systems. In
particular, families of exact solutions of a diffusive Lotka–Volterra type system are constructed.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In the papers [1] and [2], a complete description of Lie symmetries was obtained for
multidimensional semilinear systems of two reaction–diffusion (RD) equations of the form
λ1Ut = ∆U + F(U,V ),
λ2Vt = ∆V + G(U,V ), (1)
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12 R. Cherniha, J.R. King / J. Math. Anal. Appl. 308 (2005) 11–35where λ1 and λ2 ∈ R, F and G are arbitrary smooth functions, U = U(t, x), V = V (t, x)
are unknown functions of n + 1 variables t , x = (x1, . . . , xn), ∆ is the Laplacian, and the
t subscript to the functions U and V denotes differentiation with respect to this variable.
It should be noted that the search of Lie symmetries of RD systems was initiated in the
paper [3].
Here we consider RD systems for the case n = 1 but with the variable diffusivities
D1(U) and D2(V ), i.e. reaction–diffusion systems of the form
Ut =
(
D1(U)Ux
)
x
+ F(U,V ),
Vt =
(
D2(V )Vx
)
x
+ G(U,V ), (2)
where the x subscript to the functions U and V denotes differentiation with respect to this
variable. It can be seen that the RD system (2) for Dk = 1λk , k = 1,2, takes the form (1) for
n = 1; here we assume the vector (D1,D2) is non-constant (i.e. at least one of D1 and D2
is not constant). The RD system (2) generalises many well-known non-linear second-order
models and is used to describe various processes in physics, chemistry and biology. As a
particular case, this system corresponds to a model for the chemical basis of morphogenesis
proposed by Turing [4] and is called the interacting population diffusion system (for two
species or chemicals) [5, Section 9.2]. Usually the diffusivities Dk , k = 1,2, are taken to be
positive constants, however, in certain insect dispersal models they depend on the densities
U and V , a power dependence typically being adopted [5, Section 11.4].
The paper is organised as follows. Section 2 is devoted to identification of all possible
Lie symmetries which the system (2) can admit. The main results of this section are pre-
sented in the form of Theorem 1. It should be noted that Lie symmetry classification of this
system was carried out in [6]. Since we find a set of local substitutions reducing all other
RD systems with non-trivial Lie symmetry to ten systems listed in Theorem 1 and present
the list of such reducible systems, our results supplement those obtained in [6].
In Section 3 a set of new non-Lie ansätze are constructed which reduce RD systems of
the form
Ut = d1(Uα1Ux)x + U(a1 + b1Uα1) + U1−α1(h1 + c1V α2),
Vt = d2(V α2Vx)x + V (a2 + b2V α2) + V 1−α2(h2 + c2Uα1) (3)
(in which all the coefficients are constants) to systems of four or more ordinary differential
equations. It should be noted that system (3) with αk > 0, ak > 0, bk < 0, hk = 0, k = 1,2,
can be regarded as a simple generalisation of an extensively studied scalar RD equation;
see, e.g., [5, Section 11.4]. The applicability of such ansätze in describing the intermediate
asymptotic behaviour of broad classes of solutions has been widely investigated in the case
of scalar reaction–diffusion equations and their relatives. Their applicability to systems has
been far less widely studied, however, and we accordingly pursue some detailed examples
in Section 3.2. The conclusions of this study are mixed—as with the scalar case, there
are many instances in which the reductions play crucial roles in governing the ultimate
evolution (and thus have an important status in physical applications), but (for reasons
described in Section 3) significantly more care is needed in the case of systems to ensure
the reductions provide bona fide solutions to the initial value problems in question.
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constructed. Finally, the results obtained in this paper are summarised in the conclusions.
2. Lie symmetries of the RD system (2)
It is easily checked that the RD system (2) is invariant under the operators
Pt = ∂
∂t
, Px = ∂
∂x
(4)
for arbitrary functions D1, D2, F and G. Following [7], this algebra is called the trivial
Lie algebra (note that other authors, e.g., [9], instead use ‘kernel of the Lie algebra’ in this
context) of the system (2). Thus, we aim to find all pairs of functions (D1,D2) and (F,G)
that lead to extensions of the trivial Lie algebra (4) for the system (2). It should be stressed
that the most interesting case is that when at least one of the functions F and G is non-
constant, i.e. the function vector (F,G) = constant. Otherwise the RD system (2) reduces
to a system of two independent non-linear heat equations with constant reaction terms and
therefore this case is omitted below. Now let us formulate a theorem which gives complete
information on the classical symmetry of the system (2).
Theorem 1. All possible maximal algebras of invariance (up to equivalent representa-
tions generated by transformations of the form (5)) of the system (2) for any fixed vectors
(D1,D2) non-constant and (F,G) non-constant are presented in Table 1. Any other sys-
tem of the form (2) with non-trivial Lie symmetry is reduced by a local substitution of the
form
t → C0t + C1 exp(C2t),
x → C3x + C4 exp(C5x) + C6 tan(C7x),
U → C8 + C9t + C10V + C11 exp(C12t)U
+ C4 exp(C13x)U + C6 cos3(C14x)U,
V → C15 + C16t + C10U + C17 exp(C18t)V
+ C4 exp(C13x)V + C6 cos3(C14x)V, (5)
either to one of those given in Table 1 or to a system of the form (2) for (F,G) constant
(the constants C with subscripts are determined by the form of the system in question, some
of them necessarily being zero in any given case).
Remark 1. In Table 1, d1 = 0, d2 = 0, α1 = 0, α2 = 0, β,γ,λ are arbitrary constants;
D2, f and g are arbitrary smooth functions of the relevant arguments, D00 = 2t∂t + x∂x ,
while P0(t, x) and Pλ(t, x) are arbitrary solutions of the linear equations Pt = d1Pxx and
Pt = d1Pxx + λP, respectively.
Remark 2. While they need including for completeness, we note that in case 3 the equa-
tions are completely uncoupled, while in cases 4–6 the equation for V decouples from the
one for U .
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Lie symmetries of system (2)
Case RD systems Basic operators of MAI
1 Ut = d1Uxx + U1+βf (V ), β = 0 Pt ,Px
Vt = (D2(V )Vx)x + Uβg(V ) Dβ0 = D00 − 2β U∂U
2 Ut = d1Uxx + exp(γU)f (V ), γ = 0 Pt ,Px
Vt = (D2(V )Vx)x + exp(γU)g(V ) Dγ0 = D00 − 2γ ∂U
3 Ut = d1Uxx Pt ,Px,U∂U
Vt = (D2(V )Vx)x + g(V ) X∞0 = P0(t, x)∂U
4 Ut = d1Uxx + f (V ) Pt ,Px,X∞0
Vt = (D2(V )Vx)x Dβ0 with β = −1
5 Ut = d1Uxx + λU + f (V ) Pt ,Px
Vt = (D2(V )Vx)x + g(V ) X∞λ = Pλ(t, x)∂U
6 Ut = d1Uxx + γU logU + Uf (V ) Pt ,Px
Vt = (D2(V )Vx)x + g(V ) Qγ = exp(γ t)U∂U
7 Ut = d1(Uα1Ux)x + Uγ1f (ω) Pt ,Px
Vt = d2(V α2Vx)x + V γ2g(ω) Dγ1 = 2(γ − 1)t∂t + γ x∂x + 2α1 U∂U +
2
α2
V ∂V
ω = U−α1V α2 , γk = 1 + αk − γαk, k = 1,2
8 Ut = d1(Uα1Ux)x + U1+βf (ω) Pt ,Px
Vt = d2(exp(α2V )Vx)x + Uβg(ω) Dγ2 = 2(γ − 1)t∂t + γ x∂x + 2α1 U∂U +
2
α2
∂V
ω = U−α1 exp(α2V ), β = α1 − γα1
9 Ut = d1(exp(α1U)Ux)x + exp(α1(1 − γ )U)g(ω) Pt ,Px
Vt = d2(exp(α2V )Vx)x + exp(α2(1 − γ )V )g(ω) Dγ3 = 2(γ − 1)t∂t + γ x∂x + 2α1 ∂U +
2
α2
∂V
ω = α1U − α2V
10 Ut = d1(U−4/3Ux)x + Uf (U/V ) Pt ,Px
Vt = d2(V −4/3Vx)x + Vg(U/V ) D11 = x∂x − 32 (U∂U + V ∂V )
K = x2∂x − 3x(U∂U + V ∂V )
The sketch of the proof of Theorem 1. It is based on the classical Lie scheme (see,
e.g., [8–11]); however, it is highly non-trivial and cumbersome because the RD system (2)
contains four arbitrary functions. Here we give an outline of how the proof proceeds.
According to the Lie approach, the system (2) is considered as a manifold (S1, S2),
S1 ≡ Ut −
(
D1(U)Ux
)
x
− F(U,V ) = 0,
S2 ≡ Vt −
(
D2(V )Vx
)
x
− G(U,V ) = 0 (6)
in the space of the following variables:
t, x,U,V,Ut ,Vt ,Ux,Vx,Uxx,Vxx,
where subscripts t and x to the functions U and V denote differentiation with respect to
these variables.
System (2) is invariant under the transformations generated by the infinitesimal operator
X = ξ0(t, x,U,V )∂t + ξ1(t, x,U,V )∂x + η1(t, x,U,V )∂U + η2(t, x,U,V )∂V (7)when the following invariance conditions are satisfied:
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11S1 ≡ X11
(
Ut −
(
D1(U)Ux
)
x
− F(U,V ))∣∣ S1=0
S2=0
= 0,
X
11S2 ≡ X11
(
Vt −
(
D2(V )Vx
)
x
− G(U,V ))∣∣ S1=0
S2=0
= 0. (8)
The operator X11 is the second prolongation of the operator X and is calculated by well-
known formulae (see, e.g., [11]). Substituting the operator X11 into (8), eliminating the
derivatives Ut and Vt using (6), and splitting the expressions obtained into separate parts
for the derivatives, we obtain the following system of determining equations:
ξ0x =
∂ξ0
∂U
= ∂ξ
0
∂V
= 0,
∂ξ1
∂U
= ∂ξ
1
∂V
= ∂η
1
∂V
= ∂η
2
∂U
= 0, (9)
ξ0t = 2ξ1x − η1
∂
∂U
lnD1,
ξ0t = 2ξ1x − η2
∂
∂V
lnD2, (10)
2
∂2η1
∂x∂U
+ 2η1x
∂
∂U
lnD1 = ξ1xx − ξ1t (D1)−1,
2
∂2η2
∂x∂V
+ 2η2x
∂
∂V
lnD2 = ξ1xx − ξ1t (D2)−1, (11)
2ξ1x − ξ0t −
∂η1
∂U
= ∂
2η1
∂U2
(
∂
∂U
lnD1
)−1
+ η1 ∂
∂U
ln
∂D1
∂U
,
2ξ1x − ξ0t −
∂η2
∂V
= ∂
2η2
∂V 2
(
∂
∂V
lnD2
)−1
+ η2 ∂
∂V
ln
∂D2
∂V
, (12)
∂η1
∂t
− η1xxD1 + F
(
∂η1
∂U
− ξ0t
)
= η1 ∂F
∂U
+ η2 ∂F
∂V
,
∂η2
∂t
− η2xxD2 + G
(
∂η2
∂V
− ξ0t
)
= η1 ∂G
∂U
+ η2 ∂G
∂V
, (13)
where subscripts t and x to the functions ξ0, ξ1, η1 and η2 again denote differentiation with
respect to these variables and it is assumed that ∂D1
∂U
∂D2
∂V
= 0. Note that the case ∂D1
∂U
=
∂D2
∂V
= 0 leads to the RD systems with the constant diffusivities, i.e. to systems of the
form (1), for which the complete description of Lie symmetries was done in [1] and [2].
Another possible case is the following:
D1(U) = d1, ∂D2
∂V
= 0, d1 ∈ R. (14)
The determining equations under assumption (14) take a much simpler form than (9)–(13)
and the solution of them is straightforward. So, the relevant computations were done and
the systems and the relevant maximal algebras of invariance (MAIs) listed in the cases 1–6
of Table 1 were found thereby. Simultaneously the RD system
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Vt =
(
D2(V )Vx
)
x
+ g(V ), (15)
which admits a non-trivial Lie algebra, was found. However this system is reduced to the
RD system listed in case 3 by the local substitution
U =
{
U∗ + qt, p = 0,
exp(pt)U∗ − q/p, p = 0, V = V
∗. (16)
Consider the determining equations (9)–(13) under the assumption ∂D1
∂U
∂D2
∂V
= 0. Obvi-
ously, Eqs. (9)–(10) can be easily solved and the formulae
ξ0 = A(t), ξ1 = B(t, x),
η1 = (2Bx − At)
(
∂
∂U
lnD1
)−1
, η2 = (2Bx − At)
(
∂
∂V
lnD2
)−1
(17)
are obtained (here A and B are arbitrary functions for the moment). Now we can consider
Eqs. (11)–(13) as classification equations to find the pairs of the functions (D1,D2) and
(F,G) for which the system (2) has a non-trivial Lie symmetry.
Using formulae (12) and (17), one can show that the functions D1 and D2 can take only
the following forms:
D1 =
{
d1(U + C1)α1 ,
d1 exp(α1U),
D2 =
{
d2(V + C2)α2 ,
d2 exp(α2V ),
(18)
where dk = 0, αk = 0, Ck are arbitrary constants (k = 1,2). Moreover, substituting
(17)–(18) into (11), we obtain B = a1x + a0, a1, a0 ∈ R, unless
D1 = d1(U + C1)−4/3, D2 = d2(V + C2)−4/3, (19)
when B = B(x).
It can be observed that any system (2) with functions D1 and D2 of the form (18) or (19)
can of course be reduced to the same one with C1 = C2 = 0 using the local substitution
U + C1 → U, V + C2 → V (20)
so, without losing generality, we can put C1 = C2 = 0.
Substituting all possible pairs (D1,D2) from (18) into (13) and taking into account (17),
we obtain the corresponding pairs (F,G) and Lie algebras. The results are summarised in
the form of cases 7–9 in Table 1. On the other hand, we have found three RD systems, of
the form
Ut = d1(Uα1Ux)x + Uα1+1f (ω) + λ
α1
U,
Vt = d2(V α2Vx)x + V α2+1g(ω) + λ
α2
V, ω = U−α1V α2 , (21)
Ut = d1(Uα1Ux)x + Uα1+1f (ω) + λ
α1
U,
( ) λ −αVt = d2 exp(α2V )Vx x + exp(α2V )g(ω) + α2 , ω = U 1 exp(α2V ), (22)
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(
exp(α1U)Ux
)
x
+ exp(α1U)f (ω) + λ
α1
,
Vt = d2
(
exp(α2V )Vx
)
x
+ exp(α2V )g(ω) + λ
α2
, ω = α1U − α2V, (23)
which admit non-trivial Lie algebras (here f and g are arbitrary smooth functions and the
other coefficients are arbitrary constants). However, the systems (21), (22) and (23) can be
reduced to particular cases of RD systems (for unknown functions U∗(t∗, x) and V ∗(t∗, x)
and γ = 0) listed in cases 7, 8 and 9, respectively, by the local substitutions
t∗ = 1
λ
exp(λt), U∗ = exp
(
− λ
α1
t
)
U, V ∗ = exp
(
− λ
α2
t
)
V, (24)
t∗ = 1
λ
exp(λt), U∗ = exp
(
− λ
α1
t
)
U, V ∗ = V − λ
α2
t, (25)
and
t∗ = 1
λ
exp(λt), U∗ = U − λ
α1
t, V ∗ = V − λ
α2
t. (26)
Hence these systems are not included in Table 1.
Finally, the pair (D1,D2) = (d1U−4/3, d2V −4/3) should be considered. Substituting
this pair and formulae (17) into classification equations (13), one obtains only the following
pair (F,G) leading to different non-trivial Lie algebras of (2):
F = Uf (U/V ) + λ0d1U−1/3 + λ1U,
G = Vg(U/V ) + λ0d2V −1/3 + λ1V, (27)
where λ0 and λ1 are arbitrary constants while f and g are arbitrary functions. Setting
λ1 = − 34λ, one sees that system (2) with (27) can be reduced to the same one but with
λ1 = 0 (see (24) with α1 = α2 = − 43 ). So we need consider only the RD system
Ut = d1(U−4/3Ux)x + Uf (U/V ) + λ0d1U−1/3,
Vt = d2(V −4/3Vx)x + Vg(U/V ) + λ0d2V −1/3. (28)
The MAI of (28) essentially depends on the constant λ0 and is generated by the basic
operators
Pt , Px, D
1
1 = x∂x −
3
2
(U∂U + V ∂V ),
K = x2∂x − 3x(U∂U + V ∂V ) (29)
if λ0 = 0;
Pt , Px, X1 = sin
(√
4λ0
3
x
)
∂x −
√
3λ0 cos
(√
4λ0
3
x
)
(U∂U + V ∂V ),
X2 = cos
(√
4λ0
3
x
)
∂x +
√
3λ0 sin
(√
4λ0
3
x
)
(U∂U + V ∂V ) (30)if λ0 < 0; and
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(√
4λ0
3
x
)(
∂x −
√
3λ0(U∂U + V ∂V )
)
,
X4 = exp
(
−
√
4λ0
3
x
)(
∂x +
√
3λ0(U∂U + V ∂V )
) (31)
if λ0 > 0. In the case (f, g) = (0,0), the MAI of (28) contains the additional basic operator
D01 = 2t∂t + 32 (U∂U + V ∂V ).
One can check that the operators Px,D11,K satisfy the commutation relations of the
classical three-dimensional algebra sl(2,R); therefore algebra (29) is a direct sum of
sl(2,R) and the one-dimensional algebra 〈Pt 〉. It turns out that the algebras generated by
the operators (30) and (31) have the same structure. Omitting the relevant calculations, we
present only the resulting formulae which transform the basis (30) and (31) to the form
Pt , P
∗ = Px + X1, D∗ = −2


X2,
K∗ = 1

2
(Px − X1), 
 =
√
4
3
λ0, (32)
and
Pt , P
∗ = Px + 12 (X3 + X4),
D∗ = 2


√
1 + 
2 Px + 1


(
√
1 + 
2 + 1)X3 + 1


(
√
1 + 
2 − 1)X4,
K∗ = Px + 1

2
(√
1 + 
2 + 1 + 

2
2
)
X3 + 1

2
(
−
√
1 + 
2 + 1 + 

2
2
)
X4, (33)
respectively. It is easily checked that the operators P ∗, D∗ and K∗ satisfy the commutator
relations of the algebra sl(2,R) therefore algebras (30) and (31) are also isomorphic to
sl(2,R) ⊕ 〈Pt 〉. So one expects that the RD system (28) with non-zero λ0 can be reduced
to one with λ0 = 0. In fact, we can construct the local substitutions
t∗ = t, x∗ = exp
(
−
√
4
3
λ0 x
)
,
U∗ = U exp(√3λ0 x), V ∗ = V exp(√3λ0 x) (34)
if λ0 > 0; and
t∗ = t, x∗ = tan
(√
−λ0
3
x
)
,
U∗ = U cos3
(√
−λ0
3
x
)
, V ∗ = V cos3
(√
−λ0
3
x
)
(35)
if λ0 < 0, which provide this reduction and therefore the RD system (28) with λ0 = 0 and
its MAI (29) only are listed in Table 1 (case 10). Note (34) and (35) are direct general-
isations of the relevant substitutions obtained in the case of the scalar RD equation [12].
Finally, these substitutions reduce the RD system (28) with (f, g) = (0,0) to the same one
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terms, and therefore this case is omitted in Table 1.
Obviously the set of the substitutions (16), (20), (24)–(26) and (34)–(35) can be united
in the form (5).
The sketch of the proof is now completed. 
It is worth commenting on the systems and Lie algebras listed in Table 1. It was estab-
lished in [1] and [2] that there is a wide range of systems with non-trivial Lie symmetries
among RD systems with constant diffusivities of the form (1). Moreover, those systems
have no analogues in the scalar case. In contrast to the case of constant diffusivities, there
are only 10 non-equivalent RD systems with variable diffusivities and non-constant reac-
tion term(s) that are invariant under non-trivial Lie algebras. Moreover, the systems listed
in the cases 7, 9–10 (see Table 1) have direct analogues among single non-linear reaction–
diffusion equations (see [7,13]). However, in contrast to the scalar case, all systems listed
in Table 1 contain two arbitrary functions. The most interesting of them is probably sys-
tem 10, because the relevant MAI contains the classical three-dimensional algebra sl(2,R)
as a subalgebra.
After this work was completed we discovered that a result of group classification for
the RD system (2) was previously published in [6], the results summarised there being
taken from a preprint by I.V. Knyazeva and M.D. Popov. We include Theorem 1 here for
completeness, presenting a proof (none is given in [6]) and a set of new local substitutions.
As we pointed out in [1] and [2], our method of Lie symmetry classification is based on
the classical Lie scheme and on finding and then making essential use of the sets of local
substitutions that reduce any system with a non-trivial Lie symmetry to one given in the
relevant list. We stress that these sets do not coincide with the known set of equivalence
transformations of the RD system (2) given in [6], namely
t → C0t + C1, x → C2x + C3,
U → C4U + C5, V → C6V + C7, (36)
where C0, . . . ,C7 are arbitrary constants and C0C2C4C6 = 0. Obviously, expressions (36)
do not include substitutions (24)–(26) and (34)–(35) as particular cases, which is why
the group classification result given in [6] contains many locally equivalent RD systems.
However, those substitutions can also be obtained as sets of equivalence transformations
of the relevant particular cases of the RD system (2) (see systems (21)–(23) and (28)).
3. New non-Lie ansätze for the RD system (3)
3.1. Reductions to systems of ordinary differential equations
We consider here RD systems with power-law non-linearities of the form (3). Hereafter
we assume that both equations contain diffusion coefficients with variable diffusivities and
that the system is coupled, i.e. d1d2α1α2 = 0 and c1 = 0 or c2 = 0.In the particular case α1 = α2 = 1, system (3) takes the form
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Vt = d2(V Vx)x + V (a2 + b2V ) + h2 + c2U. (37)
One observes that system (37) is a system of Lotka–Volterra type, with variable (degener-
ate) diffusivities (see, e.g., [5]), in which the standard terms c1UV and c2UV are replaced
by the terms h1 + c1V and h2 + c2U , respectively. Nevertheless, hereafter we shall refer
to RD systems of the form (3) as degenerate diffusive Lotka–Volterra systems (DDLV sys-
tems). Note that (37) is the simplest relevant generalisation of the scalar RD equation (the
‘porous-Fisher’ equation)
Ut = (UUx)x + U(1 − U).
Physically this equation is a model for the population dispersing to regions of lower density
more rapidly as the population gets more crowded and has been extensively studied (see [5]
and references therein). So, the DDLV system (37) can be considered as a generalisation
to two population with linear interactions.
It is easily checked that the linear substitution
U = d−1/α11 U∗, V = d−1/α22 V ∗ (38)
reduces (3) to the same form with d1 = d2 = 1; therefore, without losing generality, we can
consider DDLV systems of the form
Ut = (Uα1Ux)x + U(a1 + b1Uα1) + U1−α1(h1 + c1V α2),
Vt = (V α2Vx)x + V (a2 + b2V α2) + V 1−α2(h2 + c2Uα1). (39)
According to Theorem 1, system (39) is invariant only with respect to the trivial Lie alge-
bra (4) if the coefficients are arbitrary constants. However, there are the following special
cases leading to non-trivial algebras of invariance: b1 = b2 = h1 = h2 = 0 (see case 7 of Ta-
ble 1); b1 = b2 = h1 = h2 = 0 and α1 = α2 = −4/3 (see case 10 of Table 1); b1 = b2 = 0,
h1 = h2 = 0 and α1 = α2 = −4/3 (see case 10 of Table 1 and (34)–(35)). In particular, the
DDLV system (39) admits only the trivial Lie algebra if h1 = 0 or h2 = 0.
Setting
U = u1/α1 , V = v1/α2, (40)
this system is reduced to the form
ut = uuxx + 1
α1
u2x + α1[h1 + a1u + b1u2 + c1v],
vt = vvxx + 1
α2
v2x + α2[h2 + a2v + b2v2 + c2u], (41)
where u(t, x) and v(t, x) are unknown functions. One observes that system (41) contains
only quadratic non-linearities. Several new approaches were recently suggested to find ex-
act solutions of single evolution equations with quadratic non-linearities (see [14–21] and
references cited therein). Those approaches lead to so-called non-Lie ansätze which cannot
be found using the classical Lie method and the non-classical Bluman–Cole method [22]
(it was, however, shown in [17] and [20] that some solutions constructed by such ansätze
can also be found by a modification of the Bluman–Cole method).
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of equations. To our knowledge there are only a few papers devoted to the case of evo-
lution systems [21,23,24]. It turns out that it is possible to construct non-Lie ansätze and
to interpret the relevant exact solutions of the system (41) using the notion of additional
generating conditions [21,25], i.e. compatible differential constraints [15].
Consider an additional generating condition of the following non-coupled system of
third order ordinary differential equations (ODEs)
β1(t)
du
dx
+ β2(t)d
2u
dx2
+ d
3u
dx3
= 0,
β1(t)
dv
dx
+ β2(t) d
2v
dx2
+ d
3v
dx3
= 0, (42)
where β1(t) and β2(t) are arbitrary smooth functions and the variable t is considered as a
parameter. Depending on the coefficients, the solution to the linear ODE system (42) can
take the following forms:
u = ϕ0(t) + ϕ1(t)x + ϕ2(t)x2,
v = ψ0(t) + ψ1(t)x + ψ2(t)x2 (43)
if β1 = β2 = 0;
u = ϕ0(t) + ϕ1(t)x + ϕ2(t) exp
(
γ (t)x
)
,
v = ψ0(t) + ψ1(t)x + ψ2(t) exp
(
γ (t)x
) (44)
if β1 = 0;
u = ϕ0(t) + ϕ1(t) exp
(
γ1(t)x
)+ ϕ2(t) exp(γ2(t)x),
v = ψ0(t) + ψ1(t) exp
(
γ1(t)x
)+ ψ2(t) exp(γ2(t)x) (45)
if γ1,2(t) = 12 (±
√
D − β2), D = β22 − 4β1 > 0 and γ1 = γ2;
u = ϕ0(t) + exp
(
−β2x
2
)[
ϕ1(t) cos
(√−D
2
x
)
+ ϕ2(t) sin
(√−D
2
x
)]
,
v = ψ0(t) + exp
(
−β2x
2
)[
ψ1(t) cos
(√−D
2
x
)
+ ψ2(t) sin
(√−D
2
x
)]
(46)
if D < 0; and, finally,
u = ϕ0(t) + ϕ1(t) exp
(
γ (t)x
)+ xϕ2(t) exp(γ (t)x),
v = ψ0(t) + ψ1(t) exp
(
γ (t)x
)+ xψ2(t) exp(γ (t)x) (47)
if D = 0, i.e. γ1 = γ2 = γ = 0.
Let us consider relations (43)–(47) as a chain of ansätze for the system (41). It is impor-
tant to note that each ansatz contains six yet-to-be determined functions ϕi,ψi , i = 0,1,2.
This enables us to reduce the given system of PDEs to a non-linear system of first-order
ODEs for the unknown functions ϕi and ψi (γ , β1 and β2 can provide additional un-
knowns, depend on the ansatz in question). Indeed, calculating with the help of ansatz (43)
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ing expression:
ϕ˙0 + ϕ˙1x + ϕ˙2x2 = 2ϕ0ϕ2 + 1
α1
ϕ1
2 + α1
(
h1 + a1ϕ0 + b1ϕ20 + c1ψ0
)
+
[
2ϕ1ϕ2 + 2
α1
ϕ1ϕ2 + α1(a1ϕ1 + 2b1ϕ0ϕ1 + c1ψ1)
]
x
+
[
2ϕ22 +
4
α1
ϕ22 + α1
(
a1ϕ2 + b1ϕ21 + 2b1ϕ0ϕ2 + c1ψ2
)]
x2
+ 2α1b1ϕ1ϕ2x3 + α1b1ϕ22x4,
ψ˙0 + ψ˙1x + ψ˙2x2 = 2ψ0ψ2 + 1
α2
ψ1
2 + α2
(
h2 + a2ψ0 + b2ψ20 + c2ϕ0
)
+
[
2ψ1ψ2 + 2
α2
ψ1ψ2 + α2(a2ψ1 + 2b2ψ0ψ1 + c2ϕ1)
]
x
+
[
2ψ22 +
4
α2
ψ22 + α2
(
a2ψ2 + b2ψ21 + 2b2ψ0ψ2 + c2ϕ2
)]
x2
+ 2α2b2ψ1ψ2x3 + α2b2ψ22x4 (48)
(the dot denotes differentiation with respect to the variable t). We can now split (48) into
separate parts for the powers of x. Thus the restriction on coefficients
b1 = b2 = 0 (49)
is required (otherwise ϕ1 = ψ1 = ϕ2 = ψ2 = 0 ) and a correctly-specified ODE system for
the functions ϕi and ψi is then obtained, having the form
ϕ˙0 = 2ϕ0ϕ2 + 1
α1
ϕ21 + α1(h1 + a1ϕ0 + c1ψ0),
ψ˙0 = 2ψ0ψ2 + 1
α2
ψ21 + α2(h2 + a2ψ0 + c2ϕ0),
ϕ˙1 = 2α1 + 4
α1
ϕ1ϕ2 + α1(a1ϕ1 + c1ψ1),
ψ˙1 = 2α2 + 4
α2
ψ1ψ2 + α2(a2ψ1 + c2ϕ1),
ϕ˙2 = 2α1 + 4
α1
ϕ22 + α1(a1ϕ2 + c1ψ2),
ψ˙2 = 2α2 + 4
α2
ψ22 + α2(a2ψ2 + c2ϕ2). (50)
Finally, given any solution of the ODE system (50) one constructs an exact solution of
DDLV system (39), (49) of the form
U = (ϕ0 + ϕ1x + ϕ2x2)1/α1 ,
2 1/α2V = (ψ0 + ψ1x + ψ2x ) . (51)
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(i) α1 = −1 and α2 = −1;
(ii) α1 = α2 = −1.
The first subcase leads to the requirement ϕ1 = ψ1 = 0 and then the ansatz reduces
to a particular case of the ansatz (45) that will be considered below. Let us consider the
second subcase. In a similar way to the above calculation for the ansatz (43), we arrive
at the coefficient restrictions (49) and also a1 + c1 = a2 + c2, together with the following
correctly-specified ODE system for the functions γ , ϕi and ψi :
γ˙ = ϕ1γ 2, ψ1 = ϕ1,
ϕ˙1 = −(a1 + c1)ϕ1,
ϕ˙0 = −
(
h1 + a1ϕ0 + c1ψ0 + ϕ21
)
,
ψ˙0 = −
(
h2 + a2ψ0 + c2ϕ0 + ψ21
)
,
ϕ˙2 = γ 2ϕ0ϕ2 − 2γ ϕ1ϕ2 − (a1ϕ2 + c1ψ2),
ψ˙2 = γ 2ψ0ψ2 − 2γψ1ψ2 − (a2ψ2 + c2ϕ2). (52)
Thus, any solution of (52) generates an exact solution of the form
U = (ϕ0 + ϕ1x + ϕ2 expγ x)−1,
V = (ψ0 + ψ1x + ψ2 expγ x)−1 (53)
of the DDLV system
Ut = (U−1Ux)x + U(a1 + h1U + c1U/V ),
Vt = (V −1Vx)x + V (a2 + h2V + c2V/U), (54)
where a1 + c1 = a2 + c2.
Analogously, the ansätze (45) and (46) have been analysed and the two different sub-
cases listed above were found too. Considering the subcase (i), we have obtained the
restriction on coefficients
γ1 = −γ2 =
√
− b1α
2
1
α1 + 1 =
√
− b2α
2
2
α2 + 1 ≡ γ (55)
for both ansätze. (The relationship between the coefficients implied by (55) simply corre-
sponds to the sums of the non-linear terms in each equation of (41) both being identically
zero for the relevant exponentials.) To find real solutions ansatz (45) can be applied only
for bk
αk+1 < 0, k = 1,2, while ansatz (46) works only for
bk
αk+1 > 0, k = 1,2. The relevant
ODE systems for finding the functions ϕi and ψi have the form
ϕ˙0 = α1b1ϕ20 + α1(h1 + a1ϕ0 + c1ψ0) −
4
α1
γ 2ϕ1ϕ2,
2 4 2ψ˙0 = α2b2ψ0 + α2(h2 + a2ψ0 + c2ϕ0) − α2 γ ψ1ψ2,
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ψ˙1 = (2α2b2 + γ 2)ψ0ψ1 + α2(a2ψ1 + c2ϕ1),
ϕ˙2 = (2α1b1 + γ 2)ϕ0ϕ2 + α1(a1ϕ2 + c1ψ2),
ψ˙2 = (2α2b2 + γ 2)ψ0ψ2 + α2(a2ψ2 + c2ϕ2), (56)
and
ϕ˙0 = α1b1ϕ20 + α1(h1 + a1ϕ0 + c1ψ0) −
γ 2
α1
(
ϕ21 + ϕ22
)
,
ψ˙0 = α2b2ψ20 + α2(h2 + a2ψ0 + c2ϕ0) −
γ 2
α2
(
ψ21 + ψ22
)
,
ϕ˙1 = (2b1α1 + γ 2)ϕ0ϕ1 + α1(a1ϕ1 + c1ψ1),
ψ˙1 = (2b2α2 + γ 2)ψ0ψ1 + α2(a2ψ1 + c2ϕ1),
ϕ˙2 = (2b1α1 + γ 2)ϕ0ϕ2 + α1(a1ϕ2 + c1ψ2),
ψ˙2 = (2b2α2 + γ 2)ψ0ψ2 + α2(a2ψ2 + c2ϕ2), (57)
respectively. The resulting exact solutions of the DDLV system (39) take the form
U = [ϕ0(t) + ϕ1(t) exp(−γ x) + ϕ2(t) exp(γ x)]1/α1 ,
V = [ψ0(t) + ψ1(t) exp(−γ x)+ ψ2(t) exp(γ x)]1/α2, (58)
and
U = [ϕ0(t) + ϕ1(t) cos(|γ |x)+ ϕ2(t) sin(|γ |x)]1/α1,
V = [ψ0(t) + ψ1(t) cos(|γ |x)+ ψ2(t) sin(|γ |x)]1/α2 . (59)
In the subcase (ii), the restrictions
γ1 = −γ2 = γ ∈ R, b1 = b2 = 0 (60)
arise instead of (55). The corresponding systems of ODEs coincide with (56) and (57), in
which one needs to set bk = 0, αk = −1, k = 1,2.
Finally, we have established that ansatz (47) can be applied only in the case ϕ2 =
ψ2 = 0, i.e. if one is reduced to a particular case of (45).
We have also investigated the direct generalisation of (43) of the form
u = ϕ0 + ϕ1x + · · · + ϕm1xm1,
v = ψ0 + ψ1x + · · · + ψm2xm2 . (61)
We have shown that ansatz (61) reduces system (41) to a correctly-specified ODE system
only in the cases m1 = m2 = 3 and m1 = m2 = 4 (otherwise ϕi = ψi = 0, i > 2). The
corresponding restrictions on the coefficients are as follows:
3
α1 = α2 = −2 , b1 = b2 = 0 (62)
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α1 = α2 = −43 , b1 = b2 = 0 (63)
for m1 = m2 = 4. In the case of the restrictions (62) the eighth-order ODE system
ϕ˙0 = 2ϕ0ϕ2 − 23ϕ
2
1 −
3
2
(h1 + a1ϕ0 + c1ψ0),
ψ˙0 = 2ψ0ψ2 − 23ψ
2
1 −
3
2
(h2 + a2ψ0 + c2ϕ0),
ϕ˙1 = 6ϕ0ϕ3 − 23ϕ1ϕ2 −
3
2
(a1ϕ1 + c1ψ1),
ψ˙1 = 6ψ0ψ3 − 23ψ1ψ2 −
3
2
(a2ψ1 + c2ϕ1),
ϕ˙2 = 2ϕ1ϕ3 − 23ϕ
2
2 −
3
2
(a1ϕ2 + c1ψ2),
ψ˙2 = 2ψ1ψ3 − 23ψ
2
2 −
3
2
(a2ψ2 + c2ϕ2),
ϕ˙3 = −32 (a1ϕ3 + c1ψ3),
ψ˙3 = −32 (a2ψ3 + c2ϕ3) (64)
is obtained, while the tenth-order ODE system
ϕ˙0 = 2ϕ0ϕ2 − 34ϕ
2
1 −
4
3
(h1 + a1ϕ0 + h1ψ0),
ψ˙0 = 2ψ0ψ2 − 34ψ
2
1 −
4
3
(h2 + a2ψ0 + h2ϕ0),
ϕ˙1 = 6ϕ0ϕ3 − ϕ1ϕ2 − 43 (a1ϕ1 + h1ψ1),
ψ˙1 = 6ψ0ψ3 − ψ1ψ2 − 43 (a2ψ1 + h2ϕ1),
ϕ˙2 = 12ϕ0ϕ4 + 32ϕ1ϕ3 − ϕ
2
2 −
4
3
(a1ϕ2 + h1ψ2),
ψ˙2 = 12ψ0ψ4 + 32ψ1ψ3 − ψ
2
2 −
4
3
(a2ψ2 + h2ϕ2),
ϕ˙3 = 6ϕ1ϕ4 − ϕ2ϕ3 − 43 (a1ϕ3 + h1ψ3),
ψ˙3 = 6ψ1ψ4 − ψ2ψ3 − 43 (a2ψ3 + h2ϕ3),
ϕ˙4 = 2ϕ2ϕ4 − 34ϕ
2
3 −
4
3
(a1ϕ4 + h1ψ4),
ψ˙4 = 2ψ2ψ4 − 34ψ
2
3 −
4
3
(a2ψ4 + h2ϕ4), (65)arises in the case of the restrictions (63).
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were earlier found to provide reductions of the single RD equation
Ut = (UαUx)x + a1U + c1U1−α. (66)
In fact, putting formally ψi = 0 in (64) and (65), one constructs the ODE systems obtained
earlier in [14] (for a1 = c1 = 0), [18,26,27] for (66).
We note ansatz (61) has been successfully applied to construct exact solutions for both
single non-linear partial differential equations and systems of them (see the papers cited in
this section; Titov’s paper [28] should be quoted as one of the first papers in this direction).
3.2. Applicability of the ansätze to initial value problems
We first illustrate the caution which should be exercised in applying the types of reduc-
tion described above in physical applications. It will suffice for such purposes to consider
a particular case of (37) of the form
Ut = κ1(UUx)x − k1U + k2V,
Vt = κ2(V Vx)x − k2V + k1U, (67)
which can be regarded as a simple model for the gravity-driven flow of thin films of viscous
fluid through two networks of pores (in which the fluid pressures are U(t, x) and V (t, x),
the film heights being proportional to the pressures) in a porous medium, the two networks
being almost disconnected from one other but with some mass transport between the two
(represented by the k1 and k2 terms) taking place. For the Cauchy problem, it is easily seen
from (67) that
+∞∫
−∞
(U + V )dx, exp((k1 + k2)t)
+∞∫
−∞
(k1U − k2V )dx
are independent of t (similar results are also available for the first moments), suggesting
that the leading-order large-time behaviour of each of (67) is simply k1U ∼ k2V and hence,
by summing the two equations, we have to leading order that
Ut = κ(UUx)x, (68)
where κ = κ1k22+κ2k21
k2(k1+k2) , corresponding to the familiar Boussinesq equation for such porous-
media flows. It is well known (see, for example, [29]) that (68) has solutions of the form
U =
{
A(t)
(
1 − x2
S2(t)
)
, |x| < S(t),
0, |x| > S(t),
(69)
which provide the relevant large-time behaviour (such solutions can also be obtained from
the Lie ansatz U = t−1/3ϕ(xt−1/3)) and it is tempting to use the results above in seeking
to generalise such solutions to the system (67), setting (cf. (43) with ϕ0 = A1, ψ0 = A2,
A (t) A (t)
ϕ1 = ψ1 = 0 and ϕ2 = − 1
S21 (t)
, ψ2 = − 2
S22 (t)
)
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{
A1(t)
(
1 − x2
S21 (t)
)
, |x| < S1(t),
0, |x| > S1(t),
V =
{
A2(t)
(
1 − x2
S22 (t)
)
, |x| < S2(t),
0, |x| > S2(t).
(70)
However, while (69) is a legitimate weak solution to (68), no solution of the form (70) is
an acceptable one to (67) unless S1(t) ≡ S2(t), in which case the resulting ODE system
is overdetermined and in general has no solution. This highlights an important difference
between second-order degenerate diffusion equations such as (68), in which the solution
is completely specified by S(t) (a result which underpins the applicability of the naive
ansatz (69) as a weak solution), and higher-order systems where the local expansion about
an interface necessarily contains more degrees of freedom and for which significantly more
care is needed. To illustrate this in the specific case of (70), at an interface the possible
generic (two degree of freedom S(t),E(t)) local expansions are
U ∼ S˙ζ
κ1
, V ∼ k1ζ
2
2κ1
+ · · · + E(t)ζ ν2 exp
(
− 2κ1S˙
k1κ2ζ
)
(71)
and
U ∼ k2ζ
2
2κ2
+ · · · + E(t)ζ ν1 exp
(
− 2κ2S˙
k2κ1ζ
)
, V ∼ S˙ζ
κ2
(72)
as ζ ≡ S(t) − x → 0+. In (71) and (72), the omitted terms are algebraic in ζ (the second
degree of freedom E(t) multiplies an exponentially-small term, which arises from a WKBJ
analysis) and the values of the constants ν1 and ν2 depend on the coefficient of the ζ 3
term in the relevant algebraic expansion, the details of which we do not pursue. In (71),
the interface motion is in effect driven by U , leading through mass transfer between the
networks to a smaller local solution for V ; the reverse applies to (72). On the borderline
between these two expansions, there is a non-generic (one degree of freedom, S(t)) local
expansion
U ∼ S˙ζ
κ1
, V ∼ S˙ζ
κ2
(73)
whereby the interface can be thought of as seeking to advance at the same rate in the both
networks. The local form (73) is consistent with a polynomial solution ansatz, but this
is not true of either of (71)–(72); since (73) will not in general arise (having insufficient
degrees of freedom), this clarifies the difference between scalar cases such as (68) and
higher-order systems and reinforces the warnings above about the care needed in the latter
case. Systems such as (67) thus raise a host of interesting open questions, but these largely
lie beyond the scope of the current paper.
To end this section on a more positive note with respect to the applicability of the ansätze
above, we stress that they can be used successfully to investigate a wide range of other
effects. To give two examples, we note firstly that (in contrast to ‘slow’ diffusion case
α1 > 0, α2 > 0, in which U and V can be expected to have a sharp interface separating
the region in which they are positive from that in which they are zero, as above) in the
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linearity in the diffusion terms; we do not consider here the possible effects of strong
negative reaction terms, i.e. sinks) and naive application of the relevant ansätze can be
expected to yield legitimate results (often in particular giving the large-time behaviour). We
also note that ‘mixed’ cases with, say, α1 > 0, α2 < 0 are likely to exhibit some intriguing
behaviour and warrant detailed study. Secondly, the approach represents a powerful means
of providing a diversity of examples of highly-non-linear phenomena such as finite-time
blow up, which should aid in the classification of such behaviour. For example, a particular
case of the DDLV system (39) of the form
Ut = (U2)xx + 4U2 + µV,
Vt = (V 2)xx + 4V 2 + νU, (74)
where µ and ν are positive constants, is susceptible to the reduction (cf. formulas (59)
and (57))
U = ϕ0(t) + ϕ1(t) cosx + ϕ2(t) sinx,
V = ψ0(t) + ψ1(t) cosx + ψ2(t) sinx (75)
leading to
ϕ˙0 = 4ϕ20 + µψ0 + 2
(
ϕ21 + ϕ22
)
,
ψ˙0 = 4ψ20 + νϕ0 + 2
(
ψ21 + ψ22
)
,
ϕ˙1 = 6ϕ0ϕ1 + µψ1,
ψ˙1 = 6ψ0ψ1 + νϕ1,
ϕ˙2 = 6ϕ0ϕ2 + µψ2,
ψ˙2 = 6ψ0ψ2 + νϕ2. (76)
It follows that a typical blow-up behaviour (driven by U ; there is a complementary case
driven by V and a borderline case in which both behave as 1
tc−t ) has
ϕ0 ∼ 16(tc − t) , ϕ1 ∼ ±
1
6(tc − t) as t → t
−
c ,
where we without loss of generality translate x to set ϕ2 = 0 at the blow-up time t = tc ,
with
ψ0 ∼ −ν6 ln(tc − t), ψ1 ∼ ∓
ν
6
ln(tc − t), ψ2 ∼ Cc as t → t−c
for some constant Cc. Thus the nature of the coupling in this case implies that V blows
up much more slowly that U ; a complete classification of such phenomena in the case
of systems is a daunting problem, making the construction of as many exact solutions as
possible a particularly valuable endeavour.
R. Cherniha, J.R. King / J. Math. Anal. Appl. 308 (2005) 11–35 294. Exact solutions of the DDLV system (37)
Consider system (37) scaled such that d1 = d2 = 1, i.e.
Ut = (UUx)x + U(a1 + b1U) + h1 + c1V,
Vt = (V Vx)x + V (a2 + b2V ) + h2 + c2U. (77)
Hereafter we assume b1b2 = 0 and c1c2 = 0, i.e. (77) contains quadratic non-linearities
in the reaction terms and the equations are coupled. Taking into account Theorem 1, one
easily observes that under these typical restrictions on coefficients, the DDLV system (37)
is invariant only with respect to the trivial algebra (4). So, one can find in that manner only
plane wave solutions of the form
U = ϕ(ω), V = ψ(ω), ω = k1x − k0t, (78)
where k0, k1 ∈ R and the functions ϕ and ψ are solutions of the reduced (ODE) system
k21(ϕϕω)ω + k0ϕω + ϕ(a1 + b1ϕ) + h1 + c1ψ = 0,
k21(ψψω)ω + k0ψω + ψ(a2 + b2ψ)+ h2 + c2ϕ = 0. (79)
The ODE system (79) does not seem to be integrable for k1 = 0, and only particular solu-
tions can be found (some of these are presented below). The case k1 = 0 of course leads to
solutions which do not depend on the space variable.
It turns out that a much wider class of exact solutions of the DDLV system (77) can
be constructed using the non-Lie reductions presented in Section 3. Consider the ODE
system (56) with α1 = α2 = 1. As it was shown above, this system is obtained from sys-
tem (77) using the ansatz
U = ϕ0(t) + ϕ1(t) exp(−γ x) + ϕ2(t) exp(γ x),
V = ψ0(t) + ψ1(t) exp(−γ x) + ψ2(t) exp(γ x), (80)
where γ =
√
b
2 , b = −b1 = −b2 > 0.
It can be noted that the ODE system (56) admits essential simplification for ϕ2 =
ψ2 = 0, reducing to
ϕ˙0 = −bϕ20 + h1 + a1ϕ0 + c1ψ0,
ψ˙0 = −bψ20 + h2 + a2ψ0 + c2ϕ0,
ϕ˙1 = −32bϕ0ϕ1 + a1ϕ1 + c1ψ1,
ψ˙1 = −32bψ0ψ1 + a2ψ1 + c2ϕ1. (81)
Now one observes that the first two equations of (81) decouple. Formally speaking, this
subsystem has four steady-state solutions. We assume that there is at least one real solution
among them, say (U0,V0). In other words, (U0,V0) is a real solution of the system of
algebraic equations
30 R. Cherniha, J.R. King / J. Math. Anal. Appl. 308 (2005) 11–35bU20 = h1 + a1U0 + c1V0,
bV 20 = h2 + a2V0 + c2U0. (82)
Substituting ϕ0 = U0, ψ0 = V0 into the last two equations of (81), we arrive at a linear
ODE system
ϕ˙1 =
(
a1 − 32bU0
)
ϕ1 + c1ψ1,
ψ˙1 = c2ϕ1 +
(
a2 − 32bV0
)
ψ1. (83)
According to the classical theory of linear ODE systems, the form of the general solution
of (83) depends on ∆1 = [(a1 − a2)+ 32b(V0 −U0)]2 + 4c1c2. So we obtain the following
general solutions of (83): if ∆1 > 0 then
ϕ1 = e1c1 exp(s1t)+ e2
(
s2 − a2 + 32bV0
)
exp(s2t),
ψ1 = e1
(
s1 − a1 + 32bU0
)
exp(s1t) + e2c2 exp(s2t), (84)
where s1,2 = 12 [a1 + a2 − 32b(U0 + V0) ±
√
∆1 ]; if ∆1 < 0 then
ϕ1 = c1 exp(pt)
(
e1 sin(qt)+ e2 cos(qt)
)
,
ψ1 = exp(pt)
[(
e1
(
p − a1 + 32bU0
)
− e2q
)
sin(qt)
+
(
e1q + e2
(
p − a1 + 32bU0
))
cos(qt)
]
, (85)
where p = 12 (a1 + a2 − 32b(U0 + V0)), q = 12
√−∆1; if ∆1 = 0 then
ϕ1 = (e1c1t + e2) exp(st),
ψ1 =
[
e1(1 ± √−c1c2 t) ± e2
√−c2
c1
]
exp(st), (86)
where s = 12 [a1 + a2 − 32b(U0 + V0)]. Here e1 and e2 are arbitrary constants.
Thus, three two-parameter families of exact solutions of the DDLV system
Ut = (UUx)x + U(a1 − bU) + h1 + c1V,
Vt = (V Vx)x + V (a2 − bV ) + h2 + c2U (87)
of the form
U = U0 + ϕ1(t) exp
(
−
√
b
2
x
)
,
( √
b
)
V = V0 + ψ1(t) exp − 2 x (88)
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system (87) satisfy the relevant conditions on ∆1.
It should be stressed that any exact solution (88) with ϕ1(t) and ψ1(t) given by (84)–(86)
is a non-Lie solution of the DDLV system (87) if e1e2 = 0. In fact, it is easily seen that
this solution cannot be reduced to the form (78), i.e. it cannot be obtained using the Lie
symmetries of the DDLV system (87). However, we observe that all solutions obtained,
excepting the solution generated by formulas (88) and (85), are reduced to the form (78)
if e1 = 0. In other words, these two-parameter families of solutions contain as subclasses
one-parameter families of Lie solutions.
Let us consider now the ODE system (57) with α1 = α2 = 1. As was shown in Section 3,
this system is obtained from system (77) using the ansatz
U = ϕ0(t) + ϕ1(t) cos(γ x) + ϕ2(t) sin(γ x),
V = ψ0(t) + ψ1(t) cos(γ x) + ψ2(t) sin(γ x), (89)
where γ =
√
b
2 , b = b1 = b2 > 0.
In contrast to the ODE system (56), this system cannot be simplified by setting ϕ2 =
ψ2 = 0. Happily, we have found the substitution
ϕ1(t) = f (t) cosβ(t), ϕ2(t) = f (t) sinβ(t),
ψ1(t) = g(t) sinβ(t), ψ2(t) = −g(t) cosβ(t), (90)
which reduces system (56) to one with a simpler structure. Note that one can consider (90)
as a substitution transforming the variables (ϕ1, ϕ2) and (ψ1,ψ2) to the polar variables
(f,β) and (g,β), respectively. Of course, because the left-hand sides of (90) contain four
functions while only three functions arise in the right-hand sides of (90), this substitution
does not lead to all the possible solutions to (57).
Applying substitution (90) to the system (57) (with α1 = α2 = 1) and making the rele-
vant calculations, we arrive at the governing equations
ϕ˙0 = bϕ20 + h1 + a1ϕ0 + c1ψ0 +
b
2
f 2,
ψ˙0 = bψ20 + h2 + a2ψ0 + c2ϕ0 +
b
2
g2,
ϕ0 − ψ0 = 23b (a2 − a1),
f˙ = 3
2
bϕ0f + a1f,
c1g = −β˙f,
β˙2 = −c1c2 (91)
for the functions ϕ0, ψ0, f , g and β . Note from the last equation in (91) that
β = ±β1t + β0, β21 = −c1c2 > 0,where β0 is an arbitrary constant.
32 R. Cherniha, J.R. King / J. Math. Anal. Appl. 308 (2005) 11–35Clearly, the ODE system (91) is overdetermined, comprising six equations for five un-
knowns; however, one can nevertheless identify non-zero solutions. For example, setting
f = e1 ∈ R, we can reduce system (91) to a system of algebraic equations. It turns out that
the system obtained in this way admits solutions if
a1 = −32bU0, a2 = −
3
2
bV0,
where (U0,V0) is a solution of the algebraic equations
bU20 + 3c1bV0 = 2h1 + be21,
bV 20 + 3c2bU0 = 2h2 −
c2
c1
be21. (92)
Finally, we obtain thereby a periodic exact solution of the form
U = U0 + e1 cos
(
β1t +
√
b
2
x
)
,
V = V0 − e1 β1
c1
sin
(
β1t +
√
b
2
x
)
(93)
for the DDLV system (77) with b1 = b2 = b > 0.
It turns out that all possible solutions of the system (91) can be described. Having this
in mind, consider the first three equations of (91). These equations can be transformed to
ϕ˙0 = bϕ20 + (a1 + c1)ϕ0 + h1 +
2c1
3b
(a1 − a2) + b2f
2,
0 =
[
1
3
(a2 − a1) + c1 − c2
]
ϕ0 + b2
(
1 + c2
c1
)
f 2
+ h1 − h2 + 23b (a1 − a2)
[
2
3
(a2 − a1) + c1 − a2
]
,
ψ0 = ϕ0 + 23b (a1 − a2). (94)
Only two possibilities can occur: either (I) µ = 13 (a2 − a1) + c1 − c2 = 0 or (II) µ = 0.
Analysis of (I) does not lead to new solutions.
Indeed, since
ϕ0 = κ1f 2 + κ0, κ1 = − b2µ
(
1 + c2
c1
)
,
κ0 = 1
µ
[
h2 − h1 + 23b (a2 − a1)
(
c1 − a2 + 23 (a2 − a1)
)]
(95)
follow from the second equation of (94), then the first one implies
f˙ = bκ1
2
f 3 +
(
bκ0 + a1 + c12 +
b
4κ1
)
f
1
[
2 2c1
]
−1+
2κ1
bκ0 + (a1 + c1)κ0 + h1 + 3b (a1 − a2) f . (96)
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f˙ = 3bκ1
2
f 3 +
(
3bκ0
2
+ a1
)
f. (97)
It follows from (96) and (97) that the only solutions have constant f , but this case was
already considered above. Note also that the special subcase κ1 = 0 leads again to the
condition f = constant.
Finally, let us analyse the case (II). It is easily seen that all coefficients in the second
equation of (94) must vanish, i.e.
b
2
(
1 + c2
c1
)
= h1 − h2 + 23b (a1 − a2)
[
2
3
(a2 − a1) + c1 − a2
]
= 0.
Taking into account the constraint µ = 0, we obtain the following restrictions on the coef-
ficients of the DDLV system (77):
b = b1 = b2 > 0, a2 = a1 − 6c1, c2 = −c1,
h2 = h1 + 4c1
b
(3c1 − a1). (98)
Simultaneously, the following formulae are obtained (using the third, fifth and sixth equa-
tions in (91))
ψ0(t) = ϕ0(t) + 4c1
b
, β(t) = ±|c1|t + β0, g(t) = ∓|c1|
c1
f (t), (99)
where the functions ϕ0(t) and f (t) are determined by the correctly-specified ODE system
ϕ˙0 = bϕ20 + (a1 + c1)ϕ0 +
b
2
f 2 + h1 + 4c
2
1
b
,
f˙ = 3
2
bϕ0f + a1f. (100)
So, any solution of the system (91) (with f non-constant) can be found using formulae
(98)–(99) and the relevant solution of the system (100).
While the ODE system (100) is not integrable for arbitrary coefficients, when the re-
striction h1 = (2c1a1 − 6c21)/b applies this system has the solutions
f (t) = ±
(
ϕ0(t) + 2c1
b
)
, (101)
where ϕ0(t) is a solution of the separable ODE
ϕ˙0 = 32bϕ
2
0 + (3c1 + a1)ϕ0 +
2a1c1
b
. (102)
The general solution of (102) essentially depends on δ = (3c1 − a1)2 and has the form
ϕ0(t) = 13b


2
t0−t − 6c1, a1 = 3c1,
|3c1 − a1| tanh
( |3c1−a1|
2 (t0 − t)
)− a1 − 3c1, a1 = 3c1, (103) |3c1 − a1| coth( |3c1−a1|2 (t0 − t))− a1 − 3c1, a1 = 3c1,
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and (101), the ansatz (89) generates exact solutions of the form
U = ϕ0(t) ±
(
ϕ0(t) + 2c1
b
)
cos
[√
b
2
x ∓ |c1|t − β0
]
,
V = ϕ0(t) + 4c1
b
± |c1|
c1
(
ϕ0 + 2c1
b
)
sin
[√
b
2
x ∓ |c1|t − β0
]
(104)
for the DDLV system
Ut = (UUx)x + U(a1 + bU) + h1 + c1V,
Vt = (V Vx)x + V (a1 − 6c1 + bV ) − h1 − c1U, (105)
where h1 = (2c1a1 − 6c21)/b.
One observes that the properties of the solution (104) depend essentially on the function
ϕ0(t) (see formula (101)). However, it should be stressed that any exact solution of the
form (104), (103) is a non-Lie solution of the DDLV system (105).
5. Conclusions
In this paper, Theorem 1 is presented that gives a complete description of Lie symme-
tries of non-linear systems of the form (2). In contrast to reaction–diffusion systems of
the form (1), for which a complete description of Lie symmetries was done in [1] and [2],
we have established that there are only 10 non-equivalent cases when RD systems of the
form (2) are invariant with respect to the non-trivial Lie algebras. Obviously, the variable
diffusion coefficients D1(U) and D2(V ) play the role of strong restrictions, leading to an
essentially smaller number of RD systems (2) with non-trivial Lie symmetry.
A set of non-linear DDLV systems (39) is studied for which new non-Lie ansätze and the
relevant exact solutions are constructed. In a particular case, this shows that the recently ob-
tained results for a single non-linear RD equation [14,18,25,27,30] admit generalisations to
systems with special structure. Moreover, we observe that, in a similar way, non-Lie reduc-
tions can be constructed for RD systems containing m equations for m unknown functions
U1(t, x), . . . ,Um(t, x). The results of Lie symmetry description and non-Lie reductions
of such multicomponent RD systems will be presented in a forthcoming paper.
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