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Concurrence, introduced by Hill and Wootters [Phys. Rev. Lett. 78, 5022 (1997)], provides
an important measure of entanglement for a general pair of qubits that is strictly positive for
entangled states and vanishing for all separable states. We present an extension of concurrence to
general continuous variable pure states of multiple degrees of freedom by generalizing the Lagrange’s
identity and wedge product framework proposed by Bhaskara et al. [Quantum Inf. Process. 16, 118
(2017)] for pure discrete variable systems in arbitrary dimensions. A family of faithful entanglement
measures, of which concurrence is a member, is constructed that admit necessary and sufficient
conditions for separability across arbitrary bipartitions, which is shown as a particular invariance
with connections to the partial transpose, uncovering an inherent geometry of entanglement. This
framework may be useful for the further extensions to mixed states and entanglement in quantum
field theories.
PACS numbers: 03.65.Ud, 03.67.-a, 03.67.Mn, 02.10.Ud
Quantum entanglement, having played a fundamental
role in quantum information theory, is also finding its
context in deeper questions, including, on the origins of
space-time [1, 2], quantum field theories [3], many-body
physics [4], Berry phase [5], phase-transitions [6], and
quantum gravity [7]. Detecting the presence of such a
resource and quantifying it faithfully for the general case
of continuous variable systems would have far reaching
applications beyond novel quantum computation.
Previous works, including, the extensions of Peres-
Horodecki criteria by Simon [8], Werner [9]; using non-
linear maps on matrices by Giedke et al. [10]; criteria
based on uncertainity principles by Duan et al. [11],
Hillery, Nha and Zubairy [12, 13]; and others for con-
tinuous variable (CV) systems provided necessary con-
ditions for general CV states with rich descriptions of
the geometry of entanglement. In this paper, we pro-
vide a family of faithful measures of entanglement, as
an extension to concurrence [14, 15], admitting a nec-
essary and sufficient criterion for separability across ar-
bitrary bipartitions and degrees of freedom for general
pure CV states, which is shown as an invariance under
a particular coordinate transformation with connections
to the partial transpose, exposing an inherent geometry
of entanglement in a similar spirit. We comment on the
connections to other widely used measures in the con-
cluding section, with examples of general pure Gaussian
CV states in Appendix B.
We define separability for pure states in the context of
CV systems for future convenience. Consider, a n-degree
of freedom quantum system. Let P |Q be a bipartition
across the degrees of freedom of this composite(whole)
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system P∪Q, with respective infinite-dimensional Hilbert
spaces HP and HQ for the states of the sub-systems P
and Q, then the state space of the composite system is
given by the tensor product H = HP ⊗ HQ. If a pure
state |ψ〉 ∈ H of the composite system with ρψ = |ψ〉〈ψ|
can be written in the form
|ψ〉 = |φ〉 ⊗ |χ〉, i.e., ρψ = ρφ ⊗ ρχ,
where |φ〉 ∈ HP and |χ〉 ∈ HQ are the pure states of
the sub-systems P and Q respectively with ρφ = |φ〉〈φ|
and ρχ = |χ〉〈χ|, then the system is said to be separable
across the bipartition P |Q. Otherwise, the sub-systems
P and Q are said to be entangled.
Consider a general n-degree of freedom pure CV state
|ψ〉 with the degrees of freedom taking continuous values
and labeled by {x1, x2, . . . , xn} in an orthonormal basis
with 〈~x′|~x〉 = δ(~x− ~x′) and ∫ |~x〉〈~x| d~x = 1 as
|ψ〉 =
∫
φ(x1, ..., xn) |x1〉 ⊗ |x2〉 ⊗ · · · ⊗ |xn〉 d~x, (1)
with 〈ψ|ψ〉 = 1, i.e.,∫
φ∗(x1, ..., xn)φ(x1, ..., xn) d~x = 1,
where ~x = (x1, x2, ..., xn), d~x ≡ dnx = dx1 dx2 ... dxn,
and δ is the Dirac delta function of appropriate dimen-
sion. Note that the limits of the integrals are over the
appropriate continuous range of values for the degrees of
freedom (commonly, −∞ to +∞) unless otherwise speci-
fied. By n-degree of freedom system one could mean, for
instance, a system of n-particles in one spatial dimension,
or a system of k-particles in 3D where n = 3k, or a quan-
tum optics system having multiple modes. The physical
state |ψ〉 exists in an infinite-dimensional Hilbert space
spanned by {|x〉}. Note that, unlike the case of discrete
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2variable (DV) systems, the basis states {|x〉} by them-
selves are not normalizable and hence non-physical.
Consider the bipartite separability of a particular set
M of m degrees (m < n) out of the n degrees of free-
dom of the system. Without any loss of generality, let
the m-degrees be labeled by {1, 2, ...,m}, so that the de-
grees labeled by {m+1,m+2, ..., n} represent the rest of
(n−m)-degrees of freedom belonging to the complement
set M. The state |ψ〉 is said to be separable across the
bipartition M|M if and only if |ψ〉 is expressible as[ ∫
φM(x1, ..., xm) |x1...xm〉 dmx
]
⊗[ ∫
φM(xm+1, ..., xn) |xm+1...xn〉 dn−mx
]
, (2)
where φM is the normalized pure state of the sub-system
M, |x1...xm〉 ≡ |x1〉⊗· · ·⊗|xm〉, dmx ≡ dx1 dx2 ... dxm,
and similarly φM is the normalized pure state of the sub-
system M, |xm+1...xn〉 ≡ |xm+1〉 ⊗ · · · ⊗ |xn〉, dn−mx ≡
dxm+1 dxm+2 ... dxn.
One may rewrite the state |ψ〉, defined in Eq. (1), as∫ [
|x1...xm〉 ⊗
(∫
φ(x1, ..., xn) |xm+1...xn〉 dn−mx
)
dmx
]
.
(3)
By noting that
〈x′1x′2...x′m|ψ〉
=
∫
φ(x1, ..., xn) 〈x′1x′2...x′m|x1x2...xn〉︸ ︷︷ ︸
δ(x1−x′1,...,xm−x′m) |xm+1...xn〉
dnx (4)
=
∫
φ(x′1, x
′
2, ..., x
′
m, xm+1, ..., xn) |xm+1...xn〉 dn−mx,
(5)
one may express |ψ〉, using Eq. (3), as
|ψ〉 =
∫ [
|x1...xm〉 ⊗
(
〈x1x2...xm|ψ〉
)
dmx
]
. (6)
Observe that, for the separability of |ψ〉 across M|M,
each of the vectors 〈x1x2...xm|ψ〉 in Eq. (6) must be
mutually “parallel” for the m-degree of freedom state to
factor out, i.e., for each ~r = (r1, r2, ..., rm) one needs
〈r1r2...rm|ψ〉 = c~r~s〈s1s2...sm|ψ〉
for any ~s = (s1, s2, ..., sm) where c~r~s is some complex
scalar, for separability. This becomes evident once one
choses, say, (s1, s2, ..., sm) = (0, 0, ..., 0) = ~0, so that
〈r1r2...rm|ψ〉 = c(r1, r2, ..., rm) 〈00...0︸ ︷︷ ︸
m
|ψ〉
where c(r1, r2, ..., rm) is some complex scalar. Substitut-
ing this back in Eq. (6), one can see the state becomes
separable (with constant k ensuring the normalization of
each of the sub-system’s state) as
|ψ〉 =
∫ [
|x1...xm〉 ⊗ c(x1, x2, ..., xm) 〈00...0|ψ〉 dmx
]
=
(
k
∫
|x1...xm〉 c(x1, x2, ..., xm) dmx︸ ︷︷ ︸
state of M
)
⊗ 1
k
〈00...0|ψ〉,︸ ︷︷ ︸
state of M
(7)
where
〈00...0|ψ〉 =
∫
φ(0, 0, ..., 0, xm+1, ..., xn) |xm+1...xn〉 dn−mx,
and
k2 =
∫
φ∗(0, ..., 0, xm+1, ..., xn)φ(0, ..., 0, xm+1, ..., xn) dn−mx,
or
[∫
c∗(x1, ..., xm) c(x1, ..., xm) dmx
]−1
. (8)
Interestingly, therefore, one may note that even if a
single “pair” of elements of the continuous, infinite set
of vectors {〈x1x2...xm|ψ〉} over the continuous variables
x1, ..., xm is not mutually parallel, this adds to the pres-
ence of entanglement. We express this condition for sep-
arability using the notion of a wedge product extended
to multivariable complex-valued function spaces based
on the framework proposed in Ref. [14] for general pure
discrete variable systems in arbitrary dimensions.
In geometric algebra [16], the wedge product of two
vectors is seen as a particular generalization of cross
product to higher dimensions. We construct such a no-
tion for the case of complex infinite-dimensional vector
spaces. Consider two vectors ~a and ~b in the complex,
infinite-dimensional space as
~a =
∫
f(~x) |~x〉 d~x, ~b =
∫
g(~x) |~x〉 d~x
in the continuous orthonormal basis set {|~x〉} with
〈~x′|~x〉 = δ(~x − ~x′) and ∫ |~x〉〈~x| d~x = 1 where ~x =
(x1, ..., xn). Then the wedge product of ~a and ~b in the in-
terval (~t, ~u) is defined as a bivector in an “exterior” space
with continuous basis set {|~x〉∧|~x′〉}x′>x, stipulating that
|~x〉 ∧ |~x′〉 = −|~x′〉 ∧ |~x〉 and |~x〉 ∧ |~x〉 = 0, as
~a∧~b =
~u∫
~x=~t
~u∫
~x′=~x
[
f(~x)g(~x′)− f(~x′)g(~x)
]
|~x〉∧|~x′〉 d~x′ d~x,
(9)
where ~t = (t1, t2, ..., tn), and ~u = (u1, u2, ..., un). There-
fore, one may note ~a ∧ ~b = 0 ⇐⇒ ~b = k~a, and
~a ∧ ~b = −~b ∧ ~a, by definition, for some complex scalar
k and vectors ~a, ~b.
This notion of an extended wedge product allows one to
write the separability condition in a compact and useful
3form. Since one requires that each of the vectors in the
continuous set {〈x1x2...xm|ψ〉} to be mutually “paral-
lel” for the separability acrossM|M, their mutual wedge
products must vanish, equivalently, for separability. This
is a necessary and sufficient condition for separability as
noted before. Hence, one may construct a family of faith-
ful measures of entanglement, parametrized by f , p, and
q, across the bipartition as
EM =[∫ ∫
f
(
||〈y′1y′2...y′m|ψ〉 ∧ 〈y1y2...ym|ψ〉||p
)
dmy dmy′
]1/q
,
(10)
where f : R → R with f(x) = 0 iff x = 0 so
that EM = 0 ⇐⇒ separability, in addition to f be-
ing a monotonic and strictly increasing function in R+
and q ∈ R+ so that EM > 0 measures entangle-
ment faithfully; the p-norm is computed in the basis
{|xm+1...xn〉 ∧ |x′m+1...x′n〉}x′>x, and, from Eq. (5),
〈y′1y′2...y′m|ψ〉 ∧ 〈y1y2...ym|ψ〉 ≡
+∞∫
~x=−∞
+∞∫
~x′=~x
[
φ(y′1, y
′
2, ..., y
′
m, xm+1, ..., xn) φ(y1, y2, ..., ym, x
′
m+1, ..., x
′
n) −
φ(y′1, y
′
2, ..., y
′
m, x
′
m+1, ..., x
′
n) φ(y1, y2, ..., ym, xm+1, ..., xn)
]
|xm+1...xn〉 ∧ |x′m+1...x′n〉 dn−mx′ dn−mx.
(11)
Therefore, Eq. (10) provides a family of functions
parametrized on f, p, q, functional on the wavefunction,
which vanish only under the case of separability, in addi-
tion to measuring entanglement faithfully. This construc-
tion may be extended to the DV case [14] analogously.
One retrieves a generalized version of concurrence, EM,
coinciding with Wootters’s concurrence [15] defined by
C(ψ) = |〈ψ|ψ˜〉| (where |ψ˜〉 = σy|ψ∗〉, σy =
(
0 −i
i 0
)
and |ψ∗〉 is the complex conjugate of |ψ〉) for a two-
qubit system in the discrete variable approximation when
f(x) = 2x2, p = 2, and q = 2 is chosen, i.e.,
E2M = 2
∫ ∫
||〈y′1y′2...y′m|ψ〉 ∧ 〈y1y2...ym|ψ〉||2 dmy dmy′,
(12)
which may be explicitly written in terms of the wavefunc-
tion, using Eq. (11), as
E2M =
∫ ∫ ∫ ∫ ∣∣∣∣φ(y′1, y′2, ...,y′m, xm+1, ..., xn) φ(y1, y2, ..., ym, x′m+1, ..., x′n) −
φ(y′1, y
′
2, ..., y
′
m, x
′
m+1, ..., x
′
n) φ(y1, y2, ..., ym, xm+1, ..., xn)
∣∣∣∣2 dn−mx′ dn−mx dmy dmy′.
(13)
Therefore, the necessary and sufficient condition for
separability of |ψ〉 across the bipartition M|M is given
by E2M = 0, i.e.,
φ(y′1, y
′
2, ..., y
′
m, xm+1, ..., xn)φ(y1, y2, ..., ym, x
′
m+1, ..., x
′
n) =
φ(y′1, y
′
2, ..., y
′
m, x
′
m+1, ..., x
′
n)φ(y1, y2, ..., ym, xm+1, ..., xn),
(14)
which may elegantly be rewritten as
Φ˜(X) = Φ˜(ΛmX), (15)
where X2n×1 ≡
[
~x1
~x2
]
with {~x1, ~x2} being some general
4coordinates of the system, and Φ˜(X) being defined as
Φ˜(X) ≡ 〈X|N>1 |ψ〉〈X|N>2 |ψ〉 = φ(N1X) φ(N2X), (16)
with N1 =
[
1n×n 0n×n
]
n×2n, N2 =
[
0n×n 1n×n
]
n×2n,
M ≡
[
1m×m
0(n−m)×(n−m)
]
n×n
, and
Λm ≡
[
1n×n −Mn×n Mn×n
Mn×n 1n×n −Mn×n
]
2n×2n
(17)
(1 being the identity matrix of appropriate dimensions).
Hence, one needs Φ, as defined above, to be invariant
under the transformation X → ΛmX for separability, in
which case one may write down the pure states of the
separable sub-systems using Eq. (7). This is one of the
central results of the paper valid for general pure CV
states.
One may realize a connection between the Λm ma-
trix and the partial transpose operation by defining ρ˜ =
|ψ〉〈ψ∗| = ∫
φ(N1X) φ(N2X) N1|X〉〈X|N>2 dX, (18)
and noticing that the matrix element could be written as
ρ˜X = Φ˜(X) N1|X〉〈X|N>2 ,
since N1|X〉 ≡ |~x1〉, and N2|X〉 ≡ |~x2〉. Under the partial
transpose operation PT ≡ 1 ⊗ TM, where the transpo-
sition is done on the M sub-system, the matrix element
changes to
ρ˜X
PT−−→ Φ˜(X) N1Λm|X〉〈X|Λ>mN>2 ,
which under the condition of separability is also equal to
ρ˜X
PT−−→ Φ˜(ΛmX) N1Λm|X〉〈X|Λ>mN>2 = ρ˜ΛmX,
by Eq. (15). Therefore under separability, the partial
transpose takes X → ΛmX with respect to the matrix
elements of ρ˜.
The separability condition and the generalized concur-
rence may be stated in terms of ρ˜ by considering the
partial transpose as
ρ˜PT =
∫
φ(N1X) φ(N2X) N1Λm|X〉〈X|Λ>mN>2 dX. (19)
Since the integration is on X, ρ˜PT does not change under
the substitution X→ ΛmX. Therefore,
=
∫
φ(N1ΛmX) φ(N2ΛmX) N1|X〉〈X|N>2 dX,
noting that dX= d(ΛmX), and Λ
2
m = 1. But by Eqs.
(15) and (18), under separability, this is identical to ρ˜.
Therefore, ρ˜ being invariant under the partial transposi-
tion operation is a necessary and sufficient criterion for
separability, and considering
ρ˜− ρ˜PT =∫ [
φ(N1X)φ(N2X)− φ(N1ΛmX)φ(N2ΛmX)
]
N1|X〉〈X|N>2 dX,
(20)
it is evident that the concurrence defined in Eq. (13) can
be instead interpreted as
E2M = ||ρ˜− ρ˜PT ||2HS, (21)
where || · ||HS is the Hilbert-Schmidt norm for matrices.
This would be shown to be related to the Hilbert-Schmidt
distance of the reduced density matrix from the maxi-
mally mixed state in the subsequent section using the
Lagrange’s identity.
One may note the dynamics in the phase space by con-
sidering the Wigner transform on both the sides of Eq.
(15). Noting that ~x1 and ~x2 are independent, the Wigner
transform of the LHS is
W˜ (X,P) =
(
1
pi
)2n ∫
e2iP·YΦ˜(X−Y)Φ˜∗(X + Y) dY
= W (~x1, ~p1) W (~x2, ~p2), (22)
where Y ≡
[
~y1
~y2
]
, P ≡
[
~p1
~p2
]
, and W is the correspond-
ing Wigner function of the given pure state |ψ〉. Under
separability, using Eq. (15), W˜ (X,P) from Eq. (22) may
equivalently be written as(
1
pi
)2n ∫
e2iP·YΦ˜(Λm(X−Y))Φ˜∗(Λm(X + Y)) dY,
(23)
and since the integration runs on Y, transforming Y→
ΛmY does not change the integral. Therefore, under sep-
arability, W˜ (X,P)
=
(
1
pi
)2n ∫
e2iP·ΛmYΦ˜(ΛmX−Y)Φ˜∗(ΛmX + Y) dY
= W˜ (ΛmX,ΛmP), (24)
noting that P·ΛmY = ΛmP·Y, dY= d(ΛmY), and Λ2m =
1. Therefore, W˜ (ξ) being invariant under the coordinate
transformation ξ →
(
Λm 0
0 Λm
)
ξ, where ξ4n×1 =
[
X
P
]
,
is a necessary and sufficient condition for separability.
One may simplify Eq. (13) using an extension of
the Lagrange’s identity [17–20] for vectors in Cm [14]
to multivariate complex-valued functions. Consider, two
complex-valued functions in Rn, f(~x) and g(~x). Then
the Lagrange’s identity takes the form, analogous to
‖−→a ‖2‖−→b ‖2 − |−→a · −→b |2 = ‖−→a ∧ −→b ‖2 for vectors ~a, ~b in
Cm, as
5 ~u∫
~t
|f(~x)|2 d~x

 ~u∫
~t
|g(~x)|2 d~x
−
∣∣∣∣∣∣∣
~u∫
~t
f(~x)g∗(~x) d~x
∣∣∣∣∣∣∣
2
=
~u∫
~x=~t
~u∫
~x′=~x
∣∣∣ f(~x)g(~x′)− f(~x′)g(~x) ∣∣∣2 d~x′ d~x, (25)
where ∗ represents complex conjugation (see Appendix A
for proof).
By this identity, one may rewrite the entanglement
measure E2M constructed in Eq. (13) as
E2M = 2
∫ ∫ [( ∫
|φ(y′1, y′2, ..., y′m, xm+1, ..., xn)|2 dn−mx
)( ∫
|φ(y1, y2, ..., ym, xm+1, ..., xn)|2 dn−mx
)
−∣∣∣∣ ∫ φ(y′1, y′2, ..., y′m, xm+1, ..., xn)φ∗(y1, y2, ..., ym, xm+1, ..., xn) dn−mx ∣∣∣∣2 ] dmy dmy′, or
= 2
[
1 −
∫ ∫ ∣∣∣∣ ∫ φ(y′1, y′2, ..., y′m, xm+1, ..., xn)φ∗(y1, y2, ..., ym, xm+1, ..., xn) dn−mx ∣∣∣∣2 dmy dmy′], (26)
noting the normalization of φ. This may elegantly be
written in terms of Φ and Λm (defined by Eqs. (16) and
(17)) as
E2M = 2
[
1− Re
∫
Φ(X) Φ∗(ΛmX) d2nX
]
. (27)
Hence, for maximal entanglement, one needs Φ(X) and
Φ(ΛmX) to be orthogonal, i.e., their inner product must
vanish, so that E2M takes the maximum value of 2. On
the contrary, when Φ(X) = Φ(ΛmX), their inner prod-
uct takes the maximum overlap of 1, thereby, implying
separability with E2M = 0. This is one of the important
results of the paper on the geometry of entanglement in
CV systems.
Consider the pure state density matrix of the system
represented by |ψ〉 in Eq. (1) as ρ = |ψ〉〈ψ| =∫ ∫
φ(x1, ..., xn)φ
∗(x′1, ..., x
′
n)|x1...xn〉〈x′1...x′n| d~x d~x′.
(28)
One may define the reduced density matrix ρM ofM by
tracing out M as ρM ≡ TrM (ρ)
=
∫
〈km+1...kn| ρ |km+1...kn〉 dn−mk
=
∫ ∫
ρMx,x′ |x1x2...xm〉〈x′1x′2...x′m| dmx dmx′, (29)
where ρMx,x′ = 〈x1...xm|ρM|x′1...x′m〉
=
∫
φ(x1, ..., xm, km+1, ..., kn)φ
∗(x′1, ..., x
′
m, km+1, ..., kn)d
~k
(30)
is the matrix element. Considering (ρM)2 =∫ ∫ ∫
ρMx,y ρ
M
y,y′ |x1...xm〉〈y′1...y′m| dmx dmy dmy′,
(31)
one may conclude the “diagonal” elements of (ρM)2 to
be
〈k1k2...km|(ρM)2|k1k2...km〉 =
∫
ρMk,y ρ
M
y,k d
my. (32)
Thus, considering
2
[
1− Tr
[(
ρM
)2]]
= 2
[
1−
∫
〈k1...km|(ρM)2|k1...km〉 dmk
]
= 2
[
1−
∫ ∫
ρMk,y ρ
M
y,k d
my dmk
]
(33)
and using Eq. (30), one realizes that Eq. (33) equals
E2M from Eq. (26), therefore, E
2
M = 2
[
1− Tr
[(
ρM
)2]]
.
Since for CV systems 0 ≤ Tr
[(
ρM
)2] ≤ 1 [21], there-
fore, 0 ≤ EM ≤
√
2. Since Tr
[(
ρM
)2]
attains the
minimum iff ρM is maximally mixed, this condition,
therefore, implies maximal entanglement across M|M
with EM =
√
2. Hence, the family of faithful measures
{EM}f,p,q, defined in Eq. (10), also take the maximum
value iff ρM is maximally mixed, since any chosen f is
monotonic and strictly increasing in R+. Conversely, one
6may define a given state ρ to be maximally mixed iff it
maximizes the family of measures {E(ρ)}f,p,q.
One may also show that the concurrence and the PPT-
criterion are equivalent conditions for separability that
are necessary and sufficient for pure states noting the
relation of the partial transpose with the reduced density
matrix. Consider the partial transpose ρPT =∫
φ(~x)φ∗(~y)|x1...xmym+1...yn〉〈y1...ymxm+1...xn| d~x d~y.
(34)
The square of the partial transpose is related to the re-
duced density matrix as, ρ2PT
=
∫ ∫
φ(~x)φ∗(~y)φ(y1...ymam+1...an)φ∗(b1...bmxm+1...xn)
|x1...xmym+1...yn〉〈b1...bmam+1...an| d~x d~y dn−ma dmb
=
[∫
φ(~x)φ∗(b1...bmxm+1...xn)|x1...xm〉〈b1...bm| d~x dmb
]
⊗
[ ∫
φ(y1...ymam+1...an)φ
∗(~y)
|ym+1...yn〉〈am+1...an| d~y dn−ma
]
= ρM ⊗ ρM †, (35)
using Eq. (30). Similarly, noting ρ˜PT =∫
φ(~x)φ(~y)|x1...xmym+1...yn〉〈y1...ymxm+1...xn| d~x d~y,
one may also evaluate ρ˜PT ρ˜
†
PT to be equal to ρ
M ⊗ ρM.
Therefore, noting that a reduced density matrix is Her-
mitian, one has
ρ2PT = ρ
M ⊗ ρM = ρ˜PT ρ˜ †PT (36)
for any given ρ. Since ρ˜ ≡ |ψ〉〈ψ∗|, we have ρ˜ ρ˜ † = ρ.
Therefore, under separability, since ρ˜ is invariant under
partial transposition, we have ρ˜PT ρ˜
†
PT = ρ˜ ρ˜
†. Hence,
an equivalent necessary and sufficient condition of sep-
arability in terms of the square of the partial transpose
can be written, noting Eq. (36), as
ρ2PT = ρ. (37)
Considering, Tr(ρ4PT ) = Tr[(ρ
M)2 ⊗ (ρM)2] =
(Tr[(ρM)2])2, one may rewrite concurrence as
E2M = 2
[
1−
√
Tr(ρ4PT )
]
(38)
= 2
[
1−
√∫
W 4PT (~x, ~p) d~x d~p
]
, (39)
given the Wigner function W of the pure state.
For the case of two-degrees of freedom, therefore, if
∫
W 4PT (x1, p1, x2, p2) d~x d~p = 1 for a given pure state,
one may write WPT (x1, p1, x2, p2) = W (x1, p1, x2,−p2)
as shown by Simon [8] under separability. Observing that
Tr(ρPT ) = 1 and Tr(ρ
2
PT ) = 1 (by Eq. (36)) for any given
pure density matrix ρ, one may note that, when ρPT is
positive semi-definite, the eigenvalues must be either 0,
or 1 with multiplicity one in the DV case. So any higher
powers of ρPT would also have unit trace. Hence by Eq.
(38), ρ is separable iff ρPT is positive semi-definite.
We conclude by commenting on the connections to
other widely used measures in the literature to show their
equivalence to the concurrence. The Hilbert-Schmidt dis-
tance D between two density matrices ρ1 and ρ2, given by
D2ρ1(ρ2) ≡ ||ρ1−ρ2||2HS = Tr[(ρ1−ρ2)2], has been widely
used to study the geometry and structure of entangle-
ment with connections to negativity and PPT-states [22–
24]. Consider the case of a general DV system with den-
sity matrix ρN×N . Taking ρ1 = 1N 1N×N , one may write
the distance of ρ to the maximally mixed state ρ1 as
D2(ρ) = Tr( 1
N2
1 + ρ2 − 2
N
ρ) = Tr(ρ2)− 1
N
,
noting Tr(ρ) = 1 and Tr(1) = N . In the CV case as
N → ∞, D2(ρ) = Tr(ρ2) = 1 − E2(ρ)/2, where E is
the generalized concurrence. One may, therefore, con-
versely use this property to geometrically define a max-
imally mixed CV state. Moreover, noting Eq. (21), one
has the following identity for pure CV states
||ρ˜− ρ˜PT ||2HS + 2||ρM − ρ1||2HS = 2,
given the density matrix ρ. On the same note, one can
show the equivalence of the von Neumann entropy as an
entanglement measure to the concurrence. The von Neu-
mann entropy, given a density matrix ρ, is defined as
S = −Tr(ρ ln ρ) = −〈ln ρ〉, where 〈·〉 denotes the expec-
tation value. Expanding S around a pure state ρ2 = ρ,
that is, the non-negative matrix 1 − ρ, and noting that
E2/2 = 1− Tr(ρ2) = Tr(ρ(1− ρ)) = 〈1− ρ〉, one infers
S = −〈ln ρ〉 = 〈1− ρ〉+ 〈(1− ρ)2〉/2 + 〈(1− ρ)3〉/3 + . . . ,
and therefore, S = E
2
2 + residual. Clearly, iff E = 0, the
residual terms vanish, giving S = 0; else when E > 0,
the residual remains positive, giving S > E2/2 for any
state ρ. Therefore, S and E are equivalent in characteriz-
ing separable states, and entanglement among entangled
states faithfully. It is, however, faster computationally
to calculate the concurrence than it is to find the von
Neumann entropy, as it does not require diagonalization
of the density matrix.
We hope our work provides new insights into the ge-
ometry and structure of entanglement in general pure
systems by providing a family of faithful entanglement
measures, and equivalent forms of necessary and suffi-
cient conditions for separability across arbitrary bipar-
titions. We believe the results hold deep connections to
the recent works on the nature of quantum correlations in
many-body systems [25, 26], monogamy of entanglement
7[27–29], and foundational aspects of quantum mechan-
ics, including, the uncertainity principle and commuta-
tion relations [8, 9, 11–13], and identical particles [30].
One may also extend the result to CV mixed states by
considering the convex roof of EM over pure state de-
compositions as proposed by previous works [31–34] in
the context of concurrence for discrete variable states.
Appendix A: Proof of Lagrange’s identity
Consider RHS of Eq. (25),
=
~u∫
~x=~t
~u∫
~x′=~x
∣∣∣f(~x)g(~x′)− f(~x′)g(~x)∣∣∣2 d~x′ d~x
=
1
2
~u∫
~t
~u∫
~t
∣∣∣f(~x)g(~x′)− f(~x′)g(~x)∣∣∣2 d~x′ d~x
=
1
2
~u∫
~t
~u∫
~t
(
f(~x)g(~x′)− f(~x′)g(~x)
)
(
f∗(~x)g∗(~x′)− f∗(~x′)g∗(~x)
)
d~x′ d~x
=
1
2
~u∫
~t
~u∫
~t
[
|f(~x)|2|g(~x′)|2 − 2 Re(f(~x)g(~x′)f∗(~x′)g∗(~x))
+ |f(~x′)|2|g(~x)|2
]
d~x′ d~x
=
( ~u∫
~t
|f(~x)|2 d~x
)( ~u∫
~t
|g(~x)|2 d~x
)
−
Re
~u∫
~t
~u∫
~t
f(~x)g(~x′)f∗(~x′)g∗(~x) d~x′ d~x
=
( ~u∫
~t
|f(~x)|2 d~x
)( ~u∫
~t
|g(~x)|2 d~x
)
−
∣∣∣∣∣∣∣
~u∫
~t
f(~x)g∗(~x) d~x
∣∣∣∣∣∣∣
2
= LHS.
Hence the identity.
Appendix B: Gaussian CV pure states
We consider the example of a general pure Gaussian
CV state to evaluate our criterion and provide the con-
dition for separability, and analyze concurrence for the
case of a general two-mode Gaussian state.
Consider
ψ1(x1, ..., xn) = N1 exp
(
−1
2
[ n∑
k=1
akx
2
k +
n∑
k,j;j>k
ckjxkxj
])
,
(B1)
where ak ∈ R, ak ≥ 0, ckj ∈ C, and N1 is the appro-
priate normalization term for the wavefunction. Consider
the separability of m degrees labeled by {x1, ..., xm} from
the n available degrees of freedom. By Eq. (14), for sep-
arability across the m|(n−m) bipartition, one needs
exp
(
−1
2
[ m∑
k=1
aky
′
k
2
+
n∑
k=m+1
akx
2
k+
k,j=m∑
k=1,j=1;j>k
ckjy
′
ky
′
j+
k=m,j=n∑
k=1,j=m+1
ckjy
′
kxj +
k=n,j=n∑
k=m+1,j=m+1;j>k
ckjxixj
])×
exp
(
− 1
2
[ m∑
k=1
akyk
2+
n∑
k=m+1
akx
′
k
2
+
k,j=m∑
k=1,j=1;j>k
ckjykyj+
k=m,j=n∑
k=1,j=m+1
ckjykx
′
j +
k=n,j=n∑
k=m+1,j=m+1;j>k
ckjx
′
ix
′
j
])
= exp
(
−1
2
[ m∑
k=1
aky
′
k
2
+
n∑
k=m+1
akx
′
k
2
+
k,j=m∑
k=1,j=1;j>k
ckjy
′
ky
′
j+
k=m,j=n∑
k=1,j=m+1
ckjy
′
kx
′
j +
k=n,j=n∑
k=m+1,j=m+1;j>k
ckjx
′
ix
′
j
])×
exp
(
− 1
2
[ m∑
k=1
akyk
2+
n∑
k=m+1
akxk
2+
k,j=m∑
k=1,j=1;j>k
ckjykyj+
k=m,j=n∑
k=1,j=m+1
ckjykxj +
k=n,j=n∑
k=m+1,j=m+1;j>k
ckjxixj
])
,
which simplifies to the requirement
k=m,j=n∑
k=1,j=m+1
ckj
(
y′kxj + ykx
′
j
)
=
k=m,j=n∑
k=1,j=m+1
ckj
(
y′kx
′
j + ykxj
)
,
(B2)
which can only be true for arbitrary values of y′i, xi, x
′
i,
yi, if and only if
ckj = 0 ∀ k ∈ [1,m] and j ∈ [m+ 1, n], or
Vk,j = V
T
k,j = 0 ∀ k ∈ [1,m] and j ∈ [m+ 1, n], or
M V (1n×n −M) = M V T (1n×n −M) = 0n×n
(B3)
where V =
∑−1
is the inverse of the covariance matrix
of the Gaussian, and M is as defined in Eq. (17). This
is a necessary and sufficient condition for separability of
the general Gaussian wavefunction ψ1(~x) in n-degrees of
freedom defined in Eq. (B1) across the bipartition m|(n−
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FIG. 1: Squared-concurrence and normalization for the two-
mode Gaussian state in Eq. (B4) as a function of c when
a = b = 1, and (a) c is real with c ∈ (−2,+2); (b) c is purely
imaginary with c = im, m ∈ R.
m) labeled by {(1, ...,m) | (m+ 1, ..., n)}. Moreover, one
may state, conversely, that the system is entangled across
the bipartition if and only if ∃ k, j such that ckj 6= 0 for
some k ∈ [1,m] and j ∈ [m+ 1, n].
To analyze concurrence for the case of a general two-
mode Gaussian state, as an example, consider
ψ2(x1, x2) = N2 e− 12 (ax21+bx22+cx1x2), (B4)
where a, b ∈ R, a, b > 0, c is either purely real or imagi-
nary, and
N2 =

[
2pi√
4ab−c2
]−1/2
if c is real[
pi√
ab
]−1/2
if c = im, m ∈ R,
with i ≡ √−1. Using Eq. (26), one may compute the
concurrence across the modes as
E2 =
2
[
1−
√
4ab−c2
2
√
ab
]
if c is real
2
[
1− 2
√
ab√
4ab+m2
]
if c = im, m ∈ R.
Clearly, E = 0 iff c = 0 for both the cases. But the case
of maximal entanglement may not be attained here ex-
actly with E2 = 2 without having the normalization N2
vanished when c is real. The dependence of entanglement
and normalization on the parameter c when a = b = 1 for
the two cases is illustrated in the Figures 1(a) and 1(b).
When c is real, one requires −2√ab < c < +2√ab so
that the state remains normalizable, and hence physical.
For this case, as c→ ±2√ab, E2 → 2. When c is purely
imaginary with c = im, m ∈ R, as m → ±∞, E2 → 2
asymptotically.
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