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Abstract—Although determining the space of entropic vectors
for n random variables, denoted by Γ∗n, is crucial for solving a
large class of network information theory problems, there has
been scant progress in explicitly characterizing Γ∗n for n ≥ 4. In
this paper, we present a certain characterization of quasi-uniform
distributions that allows one to numerically stake out the entropic
region via a random walk to any desired accuracy. When coupled
with Monte Carlo Markov Chain (MCMC) methods, one may
“bias” the random walk so as to maximize certain functions of
the entropy vector. As an example, we look at maximizing the
violation of the Ingleton inequality for four random variables
and report a violation well in excess of what has been previously
available in the literature. Inspired by the MCMC method,
we also propose a framework for designing optimal nonlinear
network codes via performing a random walk over certain truth
tables. We show that the method can be decentralized and
demonstrate its efﬁcacy by applying it to the Vamos network
and a certain storage problem from [1].
I. INTRODUCTION
Let X1, X2, . . . , Xn to be n jointly distributed discrete
random variables and for any nonempty set α ⊆ {1, 2, . . . , n}
deﬁne the joint entropy hα = H(Xi : i ∈ α). In conjunction,
the joint entropies of all such nonempty subsets deﬁnes a
vector in R2
n−1 called an entropy vector. The set of all entropy
vectors derived from n random variables is denoted by Γ∗n and
its closure, Γ¯∗n is well known to be a convex cone. The entropy
region is of great importance since maximizing the (weighted)
throughput for a large class of wired acyclic networks can be
reduced to convex optimization over Γ¯∗n [2], [3].
Despite the importance attached to the entropy region,
there exists very little in the way of explicitly characterizing
Γ¯∗n for n ≥ 4 random variables. Since the goal is most
often to perform optimization over Γ¯∗n (to solve a network
information theory problem, say), in the absence of an explicit
characterization of the entropy region, the next best thing is
to present a method to numerically perform optimization over
this region. Presenting such a numerical framework is the goal
of the current paper.
The approach we shall take is via a characterization of all
so-called quasi-uniform distributions. It is well known that
this class of distributions is sufﬁcient to approximate the
entropic region to any ﬁdelity. We present a random walk
over this characterization of distributions which, when coupled
with a suitable Monte Carlo Markov Chain (MCMC) method,
allows for optimization of any function of the entropy vector.
Furthermore, we show how the MCMC method can be used as
a framework to design optimal nonlinear network codes in a
distributed fashion via performing a random walk over certain
truth tables. We demonstrate the efﬁcacy of the method by
looking at three examples: violating the Ingleton inequality,
maximizing capacity of the Vamos network, and solving a
certain storage problem from [1].
Of course, many issues remain unresolved, such as the
convergence rate of the method, the choice of the temperature
parameter, etc. The results presented here are preliminary, yet
promising, and future work will delve into the issues much
further.
II. QUASI-UNIFORM DISTRIBUTIONS AND ENTROPY
VECTORS
At ﬁrst sight, the difﬁculty in characterizing Γ¯∗n appears to
be that one must consider all possible joint distributions of n
random variables for all alphabet sizes. However, it turns out
that there is a certain class of distributions that sufﬁces.
A distribution is called quasi-uniform [4] if its probability
mass function, as well as the probability mass function of all
its marginals, takes on a constant or zero value on all points in
the sample space. An example of a quasi-uniform distribution
in two variables is given in Fig. 1, where each “x” means that a
constant nonzero probability of 124 is assigned to that point in
the sample space. As can be seen, one marginal is uniform with
probability 18 and the other is quasi-uniform with probabilities
0 and 16 .
Fig. 1. An example of a quasi-uniform distribution
Let Λn denote the space of entropy vectors generated by
quasi-uniform distributions.
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Theorem 1 (Quasi-Uniform Distributions). [4] The closure of
the cone of Λn is the closure of Γ∗n.
Thus, as promised earlier, quasi-uniform distributions suf-
ﬁce to characterize the entropy region. Though at ﬁrst sight it
may seem surprising, however, this result can be motivated by
recourse to the concept of “typical sequences”. To this end,
make T independent copies of each of our random variables,
to get vector-valued sequences of length T . As T → ∞,
with probability approaching one, we will only encounter
typical sequences. If we assign a constant probability to all
typical sequences, and zero probability to nontypical ones,
it is straightforward to see that we end up with a quasi-
uniform distribution with the same entropy vector. The entropy
is simply the log of the number of typical sequences divided





T1!T2! . . . TN !
, Ti = Tpi,
N∑
i=1
Ti = T. (1)
In fact, this is essentially the statistical physics interpretation of
entropy. However, (1) can also be interpreted in terms of sub-
groups of the permutation group on T elements. T ! is simply
the size of the permutation group, whereas if we partition the T
elements into disjoint sets of size Ti each, then T1!T2! . . . TN !
is simply the size of the subgroup of permutations that respects
this partition. This leads to a connection between entropy and
groups. However, we shall not further delve into this here.
Although, based on Theorem 1, determining all the quasi-
uniform distributions is equivalent to characterizing Γ∗n, it
appears that determining all quasi-uniforms is a hard com-
binatorial problem. In the next section, we shall use (1)
to characterize all possible entropy vectors of quasi-uniform
distributions and to propose a random walk over them.
III. ENTROPY OPTIMIZATION
A. A Characterization of Quasi-Uniform Distributions
As mentioned in the previous section, determining all quasi-
uniform distributions seems to be a hard combinatorial prob-
lem. An idea to tackle this problem is to try to do a random
walk on such distributions. However in order to do so, we need
a method that 1) determines how to move from any quasi-
uniform to any other such distribution, therefore deﬁning an
irreducible Markov chain and 2) exhausts all quasi-uniforms.
Working with distribution tables as the one in Figure 1, quickly
reveals that, devising a method to move from one quasi-
uniform distribution to another is highly nontrivial. On the
other hand, given that any entropy can be approximated by (1),
one can chacterize the entropies of quasi-uniform distributions
(by characterizing all possible partitions and joint partitions of
T elements) and then perform a random walk on the entropy
vectors. The idea is as follows.
Let n be the number of random variables. Choose values T
and N and construct a T×n table with entries drawn from the
set {0, 1, . . . , N − 1}. Each column of the table corresponds
to one of the random variables and induces a partition of T
elements into at most N disjoint sets, if we let the entries
with the same value belong to the same partition. The entropy
of the corresponding random variable is simply computed
from (1) using this induced partition. Similarly, any q-tuple
of columns deﬁnes a partition of the T elements into at most
Nq disjoint sets (identical rows belong to the same partition).
Again, the joint entropy of the corresponding collection of
random variables is computed from (1) using this induced
partition [5].
Example: Consider the following table of size T = 5 by









The partitions for the ﬁrst column will be T1 = |{0, 0}| = 2
and T2 = |{1, 1, 1}| = 3 whose corresponding quasi-uniform
entropy will be h1 = log2
5!
2!3! = log2 10. For the second
column the partitions are similarly T1 = |{0, 0}| = 2 and T2 =
|{1, 1, 1}| = 3 giving h2 = log2 5!2!3! = log2 10, and ﬁnally for
both columns the partitions are, T1 = |{(0, 1), (0, 1)}| = 2,
T2 = |{(1, 0), (1, 0)}| = 2 and T3 = |{(1, 1)}| = 1 resulting
in h12 = log2
5!
2!2!1! = log2 30.
Lemma 1. Every such T × n table corresponds to a quasi-
uniform distribution. Furthermore, as T and N grow, we
encounter the set of all quasi-uniform distributions over n
variables that are sufﬁcient to characterize Γ∗n.
Proof: Assume that the given table corresponds to T
independent copies of n random variables with alphabet size
N . Then from the above deﬁnition of partition on T elements
and also (1), it is clear that we can assign a permutation group
G on T elements and deﬁne its subgroups Gi as the ones
that permute within each partition. It is then straightforward
to generate quasi-uniform distributions from groups. Let the
alphabet size of each random variable be |G||Gi| , i.e., the number
of cosets induced by each Gi. For each element g ∈ G, obtain
a n-dimensional vector whose i-th component is the index of
the coset induced by Gi that it belongs to. Assign a constant
probability to every vector in the sample space encountered in
this fashion, and assign zero probability to all other vectors in
the sample space. It is not too difﬁcult to see that the resulting
distribution is quasi-uniform whose entropy is obtained from,
log T !T1!T2!...TN ! . Therefore to every T ×n table, we can assign
a quasi-uniform distribution. Moreover as N and T grow, we
allow for all alphabet sizes of distributions and also make
the approximation (1) more precise which means that we
will asymptotically encounter the set of all the quasi-uniform
distributions over n random variables that characterize Γ∗n.
Remark: Note that for ﬁxed N and T , the space of such
obtained quasi-uniform distributions is connected. In other
words one can move from a quasi-uniform distribution, corre-
sponding to a table A, to another quasi-uniform distribution,
corresponding to a table B, by a chain of changes in the entries
of the table that transforms table A to table B. We can thus
perform a random walk over quasi-uniform distributions by
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randomly choosing an entry of the T × n table and randomly
changing its value. In this manner we can numerically stake
out the entropic region.
Of course, to numerically stake out the entropy region with
higher and higher ﬁdelity requires one to increase the values of
T and N . This results in an increase in the size of the search
space and slows down the MCMC methods we describe next.
Thus, there is a trade-off between the quality of the results and
the speed of the optimization program. Choosing the right T
and N may therefore be of critical importance.
B. Entropy Optimization via Gibbs Sampling




where f(·) is some function of the entropy vector. Following
the arguments of the last section, we can deﬁne a random
walk on the quasi-uniform distribution of n random variables
for ﬁxed T and N and use Gibbs sampling to perform the
optimization. To do so, we ﬁrst generate a T × n table either
randomly, or by initializing it to some desired value. Let the
corresponding cost of this table be denoted by c = f(h). Next,
at each step we choose an entry of the table at random and
change its value to any other of the N − 1 possible choices
randomly. Let the new cost be c′ = f(h′). We decide to accept






where θ is a parameter usually called the temperature in the
Gibbs sampling (a.k.a the heat bath method). Note that if
we assume that each quasi-uniform represents a state, we
have deﬁned a Markov chain on the state-space of quasi-
uniforms with a transition probability (3). Moreover note that
this Markov chain is irreducible simply because there is a path








where ci denotes the cost of a feasible table. Then we have,
πcpcc′ = πc′pc′c, meaning that π is a reversible distribution
and hence a stationary distribution for the Markov chain.
Therefore if we do a random walk on this Markov chain with
transition probability (3) for a long time, the Markov chain
converges to the distribution (4). Note that, when θ is large,
the stationary distribution will have a large peak at the optimal
cost and therefore the chances of encountering it (once we are
in steady state) is high. However, a large θ often means that
convergence to the steady state distribution can be slow (we
may frequently get stuck in local maxima) as (3) heavily favors
transitions to higher costs. On the other hand, for small values
of θ, convergence to the steady state is much faster (as (3) is
more amenable to escape from local maxima). However, the
peak in (4) is not very pronounced at the optimal cost and so
it might take a very long time until we encounter it.
Therefore there is a trade-off between speed of convergence
to the stationary distribution and the probability of encounter-
ing the optimal cost, once the Markov chain has converged.
And so choice of the correct value of θ is critical and may
require trial and error.
C. Ingleton Violation via MCMC
As an application of the Gibbs sampler just described, we
consider maximizing the violation of the Ingleton inequality.
The Ingleton inequality holds for entropy vectors obtained
from linear network codes (and more generally from Abelian
groups) and is given by
Δij  hi+hj+hijk+hijl+hkl−hij−hik−hil−hjk−hjl ≤ 0.
(5)
However, the Ingleton inequality is not a bound on the entropy
region and there exist entropy vectors that violate it. We deﬁne
the “violation index” as Δij‖h‖ . Note that the normalization is
critical as entropy is a cone. Furthermore, the violation index
is proportional to the cosine of the angle between the vector
h and the vector orthogonal to the Ingleton plane.
Using the MCMC method with values T = 100 and N = 2
and θ = 50000, we found a violation index of 0.0249 which is
more than triple 0.0073, the best violation of Ingleton available
in the literature (a certain distribution based on projective
planes given in [6]). It is also far better than the maximum
violation index value of Ingleton violating example PGL(2, p)
of [7] whose maximum value 0.0082 occurs for p = 13. See
Fig. 2 for a sample run of the MCMC method.
IV. NONLINEAR NETWORK CODING
The above idea of a random walk over quasi-uniform
distributions can be extended to a random walk over all
(possibly nonlinear) operations in a network.
Assume that vector-valued signals of size l over alphabet
size N are transmitted across edges of the network 1. In
such a setup, if the in-degree of a particular node in the
network is D, then the node must map each of its possible
N l×D inputs to its corresponding outputs. For each output,
this mapping can be represented by a truth table with D + 1
1In general, source variables and middle variables of the network can be
of different vector sizes.
Fig. 2. A sample run of MCMC for Ingleton violation
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Fig. 3. The Vamos network
block columns of size l, the last block column representing
the output, and N l×D rows (one for each input combination).
There are a total of N l×N
l×D
possible truth tables, and thus
a total of N l×N
l×D
possible nonlinear network operations,
for this particular output of the internal node. On the other
hand, note that, if we restrict ourselves to linear mappings,
there will only be N l
2×D possible mappings for this node.
The total number of network operations is obtained from the
conjunction of the possible operations for each internal node






where |Out(j)| and |In(j)| are the out- and in-degree of the
node j.
A random walk over these network operations can be
performed by simply randomly choosing an internal node,
randomly choosing an output of this node, randomly choosing
a row of its truth table, and then randomly changing the output
value corresponding to this input row. If we deﬁne as the cost
function the weighted sum rate, then a “heat bath” idea, can be
employed to bias the random walk to large costs, and thereby
to network operations that yield a large weighted sum rate.
A. Random Walk on Truth Tables
We have applied this method to two networks of interest
and in what follows we give the simulation results and their
comparison with the existing results.
1) Vamos Network: The Vamos network (Fig. 3) is obtained
from the well-known Vamos matroid and was ﬁrst introduced
in [8] where the authors showed that the network is not solv-
able and proved the insufﬁciency of Shannon-type information
inequalities for determining the capacity of general networks,
reafﬁrming the importance of the full characterization of Γ∗n.
However using a non-Shannon type information inequality
they provided an upperbound of 10/11 for the network coding
capacity. They also found the linear coding capacity of the
Vamos network to be 5/6 over every ﬁnite ﬁeld and gave a
vector-valued solution of size 6. In this network a, b, c, d are
sources and x, y, z, w are internal messages. The sinks are
nodes 9 to 13 whose demands are shown below them.
We employ the heat bath method for this network and as
stated in the previous section do a random walk on its truth
tables. Since there are 4 message variables in the network,
there will be a total of 4 truth tables, for x, y, z and w respec-
tively. Assuming the simplest case, we considered N = 2, i.e.
binary alphabet size and scalar valued random variables for all
the source and message variables and performed the following




(I(b; dz) + I(a; bcdz) + I(bc; adzw) +
I(d; abcy) + I(c; awy)) (7)
As can be seen from Fig. 4, the simulation gets to the linear
capacity of 5/6 = 0.8333 in only a few hundred iterations.
Although there is the 10/11 upperbound for this network,
running the simulation for about 6000 iterations, did not result
in a better sum rate than 5/6, raising the possibility that this
is the best achievable rate among all scalar binary codes.
Remark: If the optimization (7) results in a normalized sum
rate less than 1, then one or more sinks do not fully reconstruct
their demands (e.g. if I(b; dz∗) < 1, where (.)∗ denotes using
the MCMC solution to (7), then b is not fully recovered in
sink 9). Since the sources are assumed to be i.i.d uniform, a
random coding argument along with random binning may be
used to deliver to each sink its corresponding rate as calculated
in (7) (e.g. to deliver rate I(b; dz∗) to sink 9). Clearly if (7)
results in an optimum value 1, truth tables of MCMC provide
a valid solution for the network.
2) Repair Problem in a Storage System: In distributed
storage systems, one usually encounters the repair problem,
i.e., if a node of the system which is storing a piece of encoded
data fails or leaves the network, to maintain the same level of
reliability, other surviving nodes should be able to recover
the lost encoded data with access only to the other encoded
data (of the non-source nodes) [1]. Here we consider a special
case of the storage problem, in which there are 2 sources and
4 storage nodes. The goal is to ﬁnd codes that enable us to
recover the original data from any two storage points and also
be able to recover the exact encoded data of any storage node
from the remaining storage nodes once that node fails or leaves
the system. Fig. 5 shows the structure of this network.
Fig. 4. The Vamos capacity
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[1] refers to this problem as the “exact repair” problem. By
sticking to linear “rotationally symmetric codes” the authors
reduce the space of potential codes and do an exhaustive search
over this space to ﬁnd regenerating codes. We have taken this
network and employed the Monte Carlo method over GF(3) for
which [1] reports ﬁnding rotationally symmetric codes. Again





i, j, k, l ∈ {1, 2, 3, 4}
i ∈ {1, 2, 3, 4} \ {j, k, l}
I(Xi;XjiXkiXli) (8)
where Xis and Xi are the source signal and the ith encoded
stored signal respectively and Xji denotes the outgoing signal
from the storage node of Xj that is used for recovery of the
lost node say, Xi. Moreover, we have considered vector sizes
of 2 for source variables Xis and also the encoded data Xi and
scalar values for Xji. Note that the maximum possible value
for the objective function is equal to 50.7188 and is obtained
when all the destinations can recover their intended signals
and hXi are at their maximum, in this case equal to 2 log2 3.
We have studied the network over linear operations. Simu-
lation results show (Fig. 6), that the MCMC method ﬁnds the
solution in only a few hundred iterations. We have seen that
Monte Carlo methods can be used for entropy optimizations or
in networks to ﬁnd the best sum rate under certain conditions.
In practice, especially for large networks, one would want to
employ such methods in a distributed manner. In fact, this is
easily done, as described next.
B. Distributed MCMC over Networks
Algorithm 1 (Distributed Training “Proto”-Algorithm). The
network operations at each internal are initially set to some
ﬁxed or random operations. Assume that there are r indepen-
dent sources, the random variables of the network are of size
l and operations are over GF(N ). The algorithm consists of
T training epochs. During each training epoch:
1) Each source transmits a packet of length N l×r, rep-
resenting one column of a r-input truth table. In con-
junction, these N l×r channel uses per training epoch
represent all possible inputs to the network.
2) One (or more) internal nodes randomly choose them-
selves (a la Aloha). A chosen internal node performs a
random step on its local truth table (as explained before)
Fig. 5. Storage problem
Fig. 6. Storage problem capacity
and implements the new truth table on the input signals
it sees during the training epoch.
3) At the end of the training epoch, the sink nodes can com-
pute their recovery rates because they can compute the
mutual information between their received signals and
their desired inputs (because they know the transmitted
inputs and have measured the corresponding outputs).
4) These recovery rates are fed back to the network so that
every node can compute the new weighted sum rate.
5) The chosen internal node(s) compare the new weighted
sum rate with the old one and randomly choose to keep
their new truth table according to a “heat bath” or
“simulated annealing” step.
During the training process all nodes store the largest
weighted sum rate encountered and their respective truth
tables corresponding to it. At the end of the T training
epochs, the internal nodes set their truth tables to these best
encountered ones. Data transmission at the best rates found
can now commence.
When the number of sources in the network is not too large,
say r ≤ 8, and the alphabet size is binary, the packet lengths
are not too long and it is conceivable that many thousand
training epochs can be performed with ease. This will lead
to distributed discovery of a network operation with high
weighted sum rate.
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