The key to estimator-based, robust fault detection is to generate residuals which are robust against plant uncertainties and external disturbance inputs, which in turn requires the design of robust estimators. Hence, this paper considers the design of robust H 2 estimators using a parameter-dependent bounding function approach in conjunction with multiplier theory (which is intimately related to mixed-structured singular value theory). Speci cally, the Popov-Tsypkin multiplier is used to develop an upper bound on an H 2 cost function over an uncertainty set. The robust H 2 estimation problem is formulated as a parameter optimization problem in which the upper bound is minimized subject to a Riccati equation constraint. A continuation algorithm that uses quasi-Newton (BFGS) corrections is developed to solve the minimization problem. The robust H 2 estimation framework is then applied to the robust fault detection of dynamic systems. The results are applied to a simpli ed longitudinal ight control system. It is shown that the robust fault detection procedure based on the robust H 2 estimation methodology proposed in this paper can reduce false alarm rates.
Introduction
Fault detection of dynamic systems has been an active research area in recent years (Blanke et al. 1997 , Chen 1995 , Chen et al. 1996 , Chow and Willsky 1984 , Frank 1990 , 1992 , 1994 , Frank and Ding 1994 , 1997 , Gertler 1988 , 1993 , 1997 , Isermann 1997a , b, Patton et al. 1989 , Patton and Chen 1997 , Rank and Niemann 1998 . Fault detection can be achieved by using either physical redundancy or analytical redundancy (e.g., estimator-based fault detection) methods. The key step in estimator-based fault detection methods is to generate residuals which are accentuated by faults. These residuals are then compared with some threshold values to determine whether faults have occurred. Logically, the existence of uncertainties and disturbance inputs (i.e., plant disturbances and measurement noise) obscures the e ect of faults and is therefore a source of false alarms. In order to reduce false alarm rates and improve fault detection accuracy, the residuals generated should be robust against uncertainties and disturbance inputs. The residuals used in fault detection are generated by comparing the actual measurements of the plant with the corresponding estimated quantities which are obtained by estimation. The requirement of robust residual generation naturally leads to the problem of robust estimation which is the key factor in guaranteeing robust fault detection.
Di erent estimator-based residual generation approaches can be used and the widely used methods include the parity space approach (Chow and Willsky 1984 , Frank 1990 , 1994 , Gertler 1997 , the fault detection lter approach (Beard 1971 , Chen et al. 1996 , Frank 1992 , and the unknown input observer approach (Chen and Patton 1996 , Frank 1992 , Patton et al. 1989 , Patton and Chen 1997 . The motivation behind each of these approaches is to distinguish the e ects of faults from those caused by plant uncertainty and external disturbances and thus to achieve robust fault detection. Each of these approaches models the uncertainties as extra disturbance input terms and seeks either to completely decouple the e ects of uncertainties and disturbance inputs from those caused by faults or to minimize certain norms of the transfer function matrix from disturbance inputs to the residual signals. A necessary condition for the complete decoupling of disturbances from the residual signals is that the number of faults not exceed the number of measurements which limits the application scope of the fault detection techniques based on complete decoupling. Another approach (Frank 1994, Frank and Ding 1994) is to model the uncertainties as complex uncertainties with bounded magnitude and to solve the robust fault detection problem by using the small gain theorem. As discussed below, this approach may lead to conservative results. In this paper, the robust fault detection is performed by using a robust H 2 estimation framework based on the parameter-dependent bounding function approach Bernstein 1994, 1995) in conjunction with multiplier theory (Chiang and Safonov 1992 , Collins et al. 1997 , Fan et al. 1991 , Haddad and Bernstein 1994 , 1995 , Safonov and Chiang 1993 , Tchernychev and Sideris 1996 , which is strongly connected with mixed structured singular value theory and for real parametric uncertainties is much less conservative than approaches based on the small gain theorem or xed quadratic Lyapunov functions.
The goal of estimation is to reconstruct certain variables of a dynamic system using the available, noise corrupted measurements. The estimators can be designed with di erent performance criteria to satisfy the speci c application requirements. H 1 estimation assumes a deterministic disturbance model consisting of bounded energy`2 signals and can be used if the disturbances present are mainly narrow-band disturbances with unknown frequencies. The well-known Kalman lter is an estimator that minimizes the covariance of the estimation error by assuming a white noise disturbance model with a xed covariance and is hence e ective in rejecting wide-band disturbances. However, Kalman lter design assumes an exact model of the plant. Thus the lter designed may yield lower than predicted performance when the it is applied to a true plant.
No matter what performance criterion is used, the estimator design is based on a design model which cannot be obtained exactly and hence, the performance of the estimator may be undermined when it is applied to the real system. As a result, the model uncertainty, both parametric and complex (i.e., unmodelled dynamics), needs to be accounted for explicitly. Some research has sought to explicitly take into account model uncertainty in the design of estimators. In Xie et al. (1991, 1994) , xed quadratic Lyapunov functions are used to design respectively, robust H 1 estimators and robust H 2 estimators (i.e., robust Kalman lters), for systems with parametric uncertainty. While Xie et al. (1991) focuses on linear, continuous-time systems, Xie et al. (1994) considers linear, discrete-time systems. Theodor and Shaked (1996) designs robust H 2 estimators for linear discrete-time, time-varying systems with parametric uncertainties. However, all of these results are based on the small gain theorem or xed quadratic Lyapunov functions which can lead to very conservative designs for systems with time-invariant parametric uncertainty.
In this paper, the problem of robust H 2 estimation will be studied by using the parameterdependent bounding function approach. A generic upper bound for the H 2 performance functional over an uncertainty set is developed by bounding the uncertain terms in a Lyapunov equation and speci c structure is assigned to the bounding function by using the Popov-Tsypkin multiplier. The robust H 2 estimation problem is then formulated as a parameter optimization problem in which the upper bound is minimized subject to a Riccati equation constraint. A continuation algorithm (Collins et al. 1995 , Davis et al. 1996 ) that uses quasi-Newton (BFGS) corrections (Fletcher 1987 ) is developed to solve the minimization problem. The robust fault detection problem is then formulated using a robust H 2 estimation framework. A numerical example is presented to illustrate the design algorithms.
The paper begins in Section 2 with the formulation of the robust H 2 estimation problem for linear, discrete-time uncertain systems. Section 3 develops an upper bound for the H 2 performance functional over the uncertainty set by using the parameter-dependent bounding function approach. Section 4 casts the robust H 2 estimation problem as an auxiliary minimization problem. In addition the algorithm developed to solve the robust H 2 estimation problem is presented. Section 5 discusses the application of robust H 2 estimation to robust fault detection of dynamic systems with uncertainties and external disturbance inputs. Section 6 presents a numerical example and Section 7 concludes the paper. 
The Robust H 2 Estimation Problem
Consider the discrete-time, linear uncertain system
where x p 2 R np is the state vector, y p 2 R pp denotes the plant measurements, w(k) 2 R dp is a zero mean white noise signal satisfying E(w(k)w(`) T ) = (k;`)I, D 
which using (1), (2), and (7) can be shown to obey the evolution equation
2 )w(k): (9) Next, de ne the error output z 2 R qp as z(k) 4 = E p e(k). Then augmenting (1) with (9) In this section, a generic upper bound on the H 2 performance functional (18) will be developed over the entire uncertainty set for an uncertain system by using a parameter-dependent bounding function approach similar to that proposed by Bernstein (1994, 1995) . Then speci c structure is assigned to the bounding function by using the Popov-Tsypkin multiplier (Collins et al. 1997 , Collins and Song 1998 , Kapila and Haddad 1996 . The upper bound to be developed can be used in the synthesis of robust H 2 estimators.
For the uncertain discrete-time linear system
where for some uncertainty set U R n n , A 2 U, x 2 R n , z 2 R q , and w( ) 2 R d denotes a white noise disturbance signal, the following proposition gives an H 2 performance as a function of A.
Proposition 1. Suppose A + A is asymptotically stable for all A 2 U. Then
where Q A is generated by
and R 4 = E T E, V 4 = DD T .
Proof. See Haddad and Bernstein (1994) .
In the following theorem, an upper bound on the H 2 performance functional (21) 
Next, a speci c H 2 upper bound is developed for the H 2 performance functional (21) by using Theorem 1 and the Popov-Tsypkin multiplier (Collins et al. 1997, Kapila and 
In terms of the augmented system, the H 2 performance functional (21) 
Proof. Refer to Collins and Song (1998) .
Remark 1. Although we have explicitly only considered real parametric uncertainty, the results can be easily modi ed to the more general case of mixed (i.e., real parametric and complex)
uncertainty. This modi cation requires that the elements of N corresponding to the complex uncertainty be zero.
An Algorithm for Robust H 2 Estimation
In this section, the general results presented in Section 3 will be used to solve the robust H 2 estimation problem posed in Section 2. Based on Theorem 2, the robust H 2 estimation problem can be formulated as an auxiliary minimization problem in which the upper bound (42) of the H 2 cost functional is minimized subject to the Riccati equation constraint (39).
The Auxiliary Minimization Problem
In this subsection, the robust H 2 estimation problem will be formulated as an auxiliary minimization problem based on Theorem 2. We begin by augmenting the multiplier (32) with the system described by (10) and (11) to obtain the following state-space equations:
x a (k + 1) = (A a + A a )x a (k) + D a w(k); 
In terms of the augmented system (43) and (44) 
where Q a satis es the Riccati equation (39) by substituting (17), and (45)- (47) 
It should be noted that B, C and C B are used to account for the way in which the estimator gains W and A e appear in the augmented system. Based on Theorem 2, the robust H 2 estimation problem can be cast as the following auxiliary minimization problem. 
Note that @L @P = 0 recovers Riccati equation (54) (b) Use one dimensional line search to determine the step length k that minimizes J( k + k p k ) with respect to k .
where is a small number, go to step 3; Else, let k = k+1, update H ?1 k , using the BFGS inverse Hessian update (Fletcher 1987) , and go to step (a).
3. If = 1, let = k+1 and stop where is the nal solution;
Else, set = + ; 0 = k+1 ; H ?1 0 = H ?1 k+1 and go to step 2.
Robust Fault Detection
In this section, the robust H 2 estimation framework presented in the previous sections is applied to robust fault detection for uncertain dynamic systems with white noise disturbance inputs. Consider the uncertain discrete-time system
where x p ; y p , and w are as discussed in previous sections, and f 2 R n f is the fault vector. The term R p;1 f(k) represents actuator and component faults while R p;2 f(k) denotes the sensor faults. The fault distribution matrices R p;1 and R p;2 are assumed to be known. It should be mentioned that the determination of the fault vector f and the fault distribution matrices R p;1 ; R p;2 are normally determined on a case-by-case basis by inspection of the state-space model and the characteristics of the particular process. A more general design procedure can be performed by employing component fault analysis techniques (Blanke et al. 1997 ) which guarantee that a complete set of fault e ects is used.
The robust fault detection problem is to generate a robust residual signal r(k) that satis es (r(k)) J th if f(k) = 0; (61) (r(k)) > J th if f(k) 6 = 0; (62) where (r(k)) is some measure of the size of the residual, e.g., a norm, and J th is a threshold value. In this paper, the variance of r(k) is used instead of a norm since this is a more natural measure for H 2 estimation. The residual generated is given by the following equation if estimator (7) is applied to the system described by (59) It is clear from equations (11)- (13) and (63) that if E p is chosen as C p , then r(k) = z(k) + D p;2 w(k) + R p;2 f(k): (65) In equation (65) 
6. Illustrative Example A numerical example is presented in this section to illustrate robust H 2 estimator design using the Popov-Tsypkin multiplier and the application of the robust H 2 estimator to robust fault detection of dynamic systems. The results are generated with the algorithm given in the previous sections. The example used is a linearized discrete-time model of a simplied longitudinal ight control system (Chen et al. 1996) which is given as It is desired to design a predictive lter of the form (7) for which the estimation error is given by (9). For this particular example, the error output is de ned as z(k) = E p e(k) where E p 4 = I 3 3 = C p and hence z(k) may be used in the residual equation (65). The robust H 2 estimation problem is to design A e and W in (7) such that the uncertain system (10) is asymptotically stable for each A in the uncertainty set and the upper bound (48) H 2 performance is minimized.
Kalman lter gains are used as the initial estimator gains for the robust H 2 estimation algorithm.
After an LMI test using the initializing Kalman lter, the feasible initial values of the multiplier matrices are obtained as H = 0:3946 I 9 9 and N = 2:0895 I 9 9 . Next using this estimator gain W and A e = A p as the initial estimator parameters together with the initial multiplier matrices, robust H 2 estimator gains are computed by using the continuation algorithm. In order to illustrate the application of the robust H 2 estimator to the robust fault detection of the system subject to plant uncertainties and disturbances, the uncertain parameters f 1 ; 2 ; 3 ; 4 ; 5 ; 6 g are assigned their upper bounds and uncorrelated white noise signals w 1 (k); w 2 (k), and w 3 (k), with respective noise variances of 2, 1, and 1 are added as the disturbance inputs to the system. The sampling period used is 0:01 sec. and the time interval used is N ? N 0 = 20.
In order to evaluate the performance of both the Kalman lter and the robust H 2 estimator in the presence of a system fault, a sensor fault is added to the velocity sensor at the time instant t = 3 sec. Speci cally, it is assumed that the faulty sensor's reading is 0:5 times the actual system velocity. Figure 1 shows the residuals generated by using both the Kalman lter and the robust H 2 estimator. Note that the measure of the residual corresponding to the robust estimator is almost zero. It can be seen that both lters can detect this fault because the variances of both residuals surpass their respective threshold values after t = 3 sec.. However, even prior to t = 3 sec., the residual variance generated by Kalman lter surpasses the threshold value even though there is no fault in the system and thus issues a false alarm.
Conclusion
In this paper, the problem of robust H 2 estimation for uncertain, linear discrete-time systems and its applications to the robust fault detection of dynamic systems has been addressed. An upper bound for the H 2 performance functional has been developed by using a parameter-dependent bounding function approach in conjunction with the Popov-Tsypkin multiplier. The robust H 2 estimation problem was formulated as a constrained parameter estimation problem. A continuation algorithm was developed to synthesize the estimator. The robust H 2 estimation framework was then used in estimator-based fault detection of dynamic systems. By considering a ight longitudinal system, it was shown that the robust fault detection methodology based on the robust H 2 estimation framework is capable of signi cantly reducing false alarm rates.
