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RESUMO 
Introdução: algoritmos de aprendizado de máquina são ferramentas interessantes para 
classificação de grupos e predição. Objetivo: avaliar alguns algoritmos de aprendizado de 
máquina na predição da qualidade nutricional de forrageiras produzidas em sistemas integrados 
de produção agropecuária. Método: o trabalho foi desenvolvido em Ponta Grossa – PR, entre 
2011 e 2013, com as seguintes forrageiras: Axonopus catharinensis, Brachiaria brizantha cv. 
Marandu, Megathyrsus maximus cv. Aruana, Hemarthria altissima cv. Flórida, Cynodon spp. 
Tifton 85 e Paspalum notatum cv. Pensacola. Os tratamentos utilizados foram doses de N (300 
kg ha ano-1), condição de cultivo (sol ou sombra) e severidade de desfolha (50 e 70%). Foram 
utilizados dados de altura das pastagens, interceptação da radiação solar, produção de matéria 
seca e parâmetros de qualidade nutricional. Foram geradas variáveis com base nas relações 
entre todas as variáveis disponíveis, e como variável alvo combinação de Fibra em detergente 
neutro <70, Proteína bruta >15, Nutrientes digestíveis totais >62 e Fibra em detergente ácido 
<35, sintetizando em um índice qualitativo. Foram avaliados os algoritmos de classificação 
supervisionada: árvore de decisão, kNN, Naive Bayes, random forest, rede neural e regressão 
logística com configurações básicas do software Orange, comparados pelas métricas baseadas 
na matriz de confusão. Resultados: Os melhores desempenhos foram observados nos 
algoritmos: árvore de decisão e random forest seguidos por naive bayes. A regressão logística 
e kNN foram os seguintes na classificação e por último a rede neural. Conclusão: algoritmos 
de aprendizado de máquina são ferramentas que podem ser usadas para predição da qualidade 
de pastagens. 
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