Abstract. Many population dynamics models of different complexities are developed for fisheries stock assessment, and yet few have been rigorously evaluated for their performance in capturing fisheries population dynamics. This causes confusion about when a model should be used or not in assessing fisheries resources, leading to misuse of the model in fisheries stock assessment. This is especially true for models with complex structures. The present study evaluated the performance of a seasonal, sex-specific and size-structured stock assessment model with respect to the temporal pattern of recruitment, observation errors associated with input data, process errors and violation of model assumptions for the American lobster Homarus americanus. Using an individual-based lobster simulator, a series of lobster fisheries with different characteristics were simulated and the model was applied to the simulated data to estimate key fisheries parameters. Estimated values were then compared with the true values in the simulated fisheries to evaluate the model's ability to capture the temporal trend in stock abundance, biomass and recruitment, and to identify factors that might result in model failure. Results show that this newly developed lobster stock assessment model performs well in capturing the dynamics of the lobster population under a wide range of conditions. Temporal trend in natural mortality and biased estimates of growth parameters posed the most serious problems. The present study shows the importance of model evaluation. It is suggested that all stock assessment models be evaluated in a simulation setting for their performance with respect to different assumptions in modelling error assumption, population dynamics and data quality before they are used in assessing fisheries stocks. [AQ1] 
Introduction
The American lobster, Homarus americanus, is distributed throughout the North-west Atlantic from the Strait of Belle Isle, Newfoundland in Canada to Cape Hatteras, North Carolina in the USA. It supports one of the most valuable commercial fisheries in the North-east United States of America (ASMFC 2000; Steneck and Wilson 2001) . Lobster is most abundant in shallow coastal waters, but can also be found in water depths of 700 m (Cooper and Uzmann 1980; Lawton and Lavalli 1995) . Various surveys and studies have indicated that there are large differences in the lobster density among different areas and different water depths (Wahle and Steneck 1992; Wilson 1998; Palma et al. 1999) . Lobster tend to have size-dependent distributions with small lobsters more likely inhabiting shallow inshore waters and gradually moving to deep offshore waters with increased size (Briggs 1985; Cobb et al. 1989; Harding and Trites 1989) .
Landings have mainly occurred in the state of Maine, and have increased steadily since the early 1970s with intensive fishing efforts (Fig. 1) . Fishery independent survey data show that abundance during 1982 to 2004 increased while landings tripled along experiences seasonal movement from offshore to inshore when waters become warm and from inshore to offshore when waters become cold (ASMFC 2000) . As the fishing effort for lobster has increased, the traditional inshore fishery has expanded to nearshore water (from 5 km to 32 km from shore). There is also a deep water fishery that occurs farther from shore (Steneck and Wilson 2001; ASMFC 2006; Chen et al. 2006) . The complexity of the lobster fishery and biology makes it difficult to quantify the biological and fishery processes that determine its population dynamics (ASMFC 2000; Sheehy 2001; Chen et al. 2005) . The growth of the American lobster is not continuous, and molting is seasonal, only occurring in summer and fall (ASMFC 2000) . Molting frequency is size dependent and influenced by the individual's reproductive status. The maturation process is likely to slow down the growth of female lobsters significantly. For example, an egg-bearing female does not molt. As a result, there are large variations among individuals and between sexes in growth (Chen and Wilson 2002) . Conservation measures used in the fishery, such as minimum and maximum legal sizes (83 mm and 127 mm carapace lengths, respectively), protection of egg-bearing lobsters and lobsters V-notched previously because they bear eggs and V-notching mark only sustaining two molts (ASMFC 2006) , make the determination of fishing selectivity difficult. The fishery has a strong seasonality, with the majority of catch landed in summer and fall (ASMFC 2006) .
The American lobster fishery is assessed using the CollieSissenwine (catch-survey) model, which estimates current fishing mortality from catch and an abundance index derived from the National Marine Fisheries Service (NMFS) trawl survey program (Collie and Sissenwine 1983; ASMFC 2000) . The status of the population is determined by comparing the estimated fishing mortality with the biological reference point F10%, which is the rate of the fishing mortality that reduces the expected egg production for a cohort of female lobsters to 10% of that produced in the absence of a fishery (Fogarty and Idoine 1988; Chen and Wilson 2002; Fogarty and Gendron 2004) . This approach yields stock assessment conclusions inconsistent with those observed in the fishery over the last 20 years, resulting in repeated calls for the development of new stock assessment models (ASMFC 2000 (ASMFC , 2004 Chen et al. 2005) .
A seasonal, sex-specific and size-structured stock assessment model may perform well for lobsters because they are difficult to age, growth rates vary widely among individuals and between the sexes, and because females and males are subject to different exploitation rates (Quinn and Deriso 1999; ASMFC 2000) . Because of strong seasonality in lobster life history and fishery processes, short seasonal time steps may be required in modelling lobster population dynamics. Based on these ideas, Chen et al. (2005) developed a seasonal sex-specific and sizestructured stock assessment model for American lobster, but had not tested the model performance in a simulation setting, which is essential in the model development. The model also experienced substantial changes since Chen et al. (2005) .
Many population dynamics models of different complexities are developed for fisheries stock assessment, and yet few have been rigorously evaluated for their performance in capturing fisheries population dynamics. This results in a lack of understanding regarding when a model should or should not be used in assessing fisheries resources, leading to misuse of the model in fisheries stock assessment. This is especially true for models with complex structure. Given the complexity of the model developed for the American lobster, it is essential to test its performance to understand when the model may or may not fail in quantifying the population dynamics of American lobster.
We used a simulation analysis in the present study to evaluate the performance of the model modified from the previous version and documented in the Appendix; quantified the impacts of quality and quantity of input data on the assessment results; and identified when the model might fail (Hilborn and Walters 1992; Quinn and Deriso 1999; Chen and Rajakaruna 2003; Kanaiwa et al. 2005) . Such a study is essential for understanding the behaviour of the model and ensuring the quality of stock assessment (NRC 1997 (NRC , 1999 .
We simulated a lobster fishery using an individual-based lobster simulator (ASMFC 2006) , and applied the model to the simulated fishery to estimate key fisheries parameters such as legal stock abundance and biomass, recruitment and exploitation rate. The estimated values were compared with the true values in the simulated fishery and the model's ability in capturing the simulated population dynamics was evaluated. Factors that might result in model failure in estimating lobster population parameters were identified.
Materials and methods

Description of the stock assessment model
An early version of the model was described in Chen et al. (2005) . The modified stock assessment model is described in the Appendix. It is a seasonal, sex-specific and size-structured model describing the dynamics of the lobster population and fishery. Observational models are developed to relate the population dynamics models to observations made in surveys and fisheries (Quinn and Deriso 1999) . The population dynamics model includes a series of submodels describing various processes of the lobster life history and fishery. The model consists of nine submodels: (1) a growth model; (2) a recruitment model; (3) a catch-at-size model; (4) a fishing selectivity model; (5) a maturation model, which is a logistic model describing how the proportion of mature lobsters changes with carapace length (ASMFC 2000); (6) an observational model relating observed catch per unit of effort (CPUE) to CPUE data predicted from the models; (7) an observational model relating the observed catch size compositions to predicted catch size compositions; (8) an observational model relating the observed survey abundance index to the abundance index predicted from the models; and (9) an observational model relating observed survey size composition data to predicted stock size compositions. The modelling time step is a season (i.e. winter = JanuaryMarch, spring = April-June, summer = July-September, and fall = October-December), corresponding to the fishing season used in the lobster fishery.
Simulation study
To facilitate the simulation, an individual-based Lobster Simulator was developed. We used a probabilistic approach to simulate the life of individual lobster. This is done by expressing various
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Marine and Freshwater Research 3 Table 1 . The design of simulation studies for testing the performance of the proposed sex-specific size-structured stock assessment model The simulation scenarios are developed by the ASMFC Model Development Subcommittee. The first year of recruitment (R) is the same for all the scenarios and the temporal pattern of the 'true' recruitment is described in Fig. 2 . GOM: Gulf of Maine; 4× up and 4× down means that recruitment increased and decreased by four times, respectively, within the defined time period (Fig. 2) . Positively and negatively biased molting increments imply overestimated and underestimated molt increments (both by 3 mm carapace length) were used in the evaluation of models. Scenario V assumes that log-normal process errors occurred in natural mortality (M). The CV of the error in the survey was always set at 30% components of the life history and fishery processes as random Bernoulli trials (ASMFC 2004 (ASMFC , 2006 . The smallest size considered in the Simulator is 53 mm carapace length (CL). For each time step (i.e. season), a certain number of recruits are added to the population as recruitment. Because a lobster only grows when it molts, the initial size of a recruit is randomly chosen from a uniform distribution ranging from 53 mm to the size of 53 plus the maximum increment per molt. At each time step, each lobster has a probability of being caught in the fishery, dying due to natural causes, growing and maturing, and for females: becoming egg-bearing, being V-notched, and/or losing V-notching mark due to molting. The probabilities and processes of these events and their interactions are derived from previous studies and represent our best understanding of the American lobster biology (ASMFC 2000) .
When a lobster is caught in the fishery in the Simulator, it needs to be examined for size (against minimum and maximum legal sizes), and, if it is a female, to be checked to see if it was V-notched before or if it is an egg-bearing lobster that needs to be V-notched. If a lobster is of legal size to be kept, its sex and size are recorded to generate catch and size-frequency data. V-notched lobsters are protected from fishing for two molts because a V-notching mark becomes invisible after two molts. Egg-bearing lobsters are protected from harvesting and need to be V-notched. The molting frequency of mature female lobsters is influenced by maturation. The egg-bearing period of a female lobster lasts for 6 months with an extra three months of recovery. During the egg-bearing and recovery period, the lobster will not molt due to the diversion of energy to maturation. Lobsters experience a major molting event in summer, and a small proportion of small lobsters that have molted once in summer also experience a second molt in the following fall. As a result, recruitment only occurs in summer and fall.
Each individual lobster entering into the Simulator goes through all the processes again and again until it dies due to natural causes or is landed as part of a catch. For a given season, natural mortality and fishing mortality do not occur concurrently, and growth occurs after removing lobsters killed due to fishing and natural moralities [AQ4] . Because of the use of random Bernoulli trials, some levels of process errors exist in the simulated fishery. Record keeping is completed by examining each individual and adding it to the legal biomass and landings where appropriate.
This simulator mimics the detailed life history and fishery processes an individual lobster may go through in its life span (ASMFC 2006) . The Lobster Simulator was parameterised with the information obtained in previous studies (ASMFC 2000 (ASMFC , 2006 . Eight simulation scenarios were developed (Table 1) . These scenarios cover different temporal patterns of recruitment, natural mortality and errors in input data and dynamic process (Table 1) .
Initial conditions were important in simulation tests because the fishery had been exploited for many years before the first year in stock assessments. To simulate a fishery as realistically as possible, we ran the Lobster Simulator for 60 years with constant recruitment and without fishing mortality to make the population approach equilibrium. This was followed by 24 years of fishing in which the Simulator was run assuming that lobsters encountered fishing gear at an instantaneous rate of 0.8 year −1 (trap escapement, gear design and fishing regulations make the instantaneous fishing mortality rate lower; ASMFC 2000). This mimicked the American lobster fishery in the Gulf of Maine (GOM).The simulated fishery that was used for testing the model started in year 85 and completed in year 100 (thus 16 years of data were used in the assessment) with the true gear encounter rates similar to those of the GOM lobster stock (ASMFC 2004 ).
The assessment model was fit to one hundred simulated datasets for each scenario. Each dataset for the assessment model was obtained by adding random errors to the output from the Lobster Simulator. These data include landing, CPUE, catch size
Marine and Freshwater Research M. Kanaiwa et al. composition data and abundance indices, and size composition data from two survey programs mimicking an inshore survey conducted by the Maine Department of Marine Resources along the GOM coast and a bottom trawl survey conducted by the National Marine Fisheries Services in the GOM offshore areas (Chen et al. 2006 ). Random and/or biased errors were added to the simulated CPUE, the abundance index and size frequency data from each simulation run to reflect the measurement errors according to the design of simulation scenarios (Table 1) . CPUE data forAmerican lobster are influenced by trap saturation and are non-linear indices of stock biomass (ASMFC 2000) . CPUE data were therefore assumed in simulation testing to be a non-linear function of stock biomass (i.e. CPUE(t) = qB γ t ). The exponent parameter γ was set at 0.35 so that the relationship between CPUE and biomass was highly non-linear, reflecting the effects of trap saturation (ASMFC 2000) .
Random errors for CPUE, catch and survey abundance indices were defined by the following equation:
where X is 'observed'CPUE, catch or survey indices with errors, µ is the 'true' value of either of these quantities, ε is an error term following normal distribution with mean of 0 and standard deviation of σ. Arithmetic scale CVs were assumed to be 30% for catch, CPUE and inshore survey abundance index and offshore survey abundance index (Table 1 ). The standard deviation of σ of a normally distributed random variable X is related to the CV or the transformed value e x by σ = ln(CV 2 + 1) so that σ = 0.2936 for a CV of 30%. The biased errors were defined as described in the scenarios (Table 1) . Errors associated with the length-frequency data of both fishery and survey catches were assumed to follow multinomial distributions. A subsampling approach (Chen 1996) was used to generate the multinomial errors. The effective sample size in parameter estimation was defined as 50 to reflect large variation often associated with the length-frequency data in fisheries.
Only those that successfully converged in the maximum likelihood estimation were included in the results. The percentage of runs that failed to converge was recorded as one measure of assessment model performance. For each scenario, the first 100 successfully converged simulation runs were kept for further analyses. The initial values that were required for starting the maximum likelihood estimation were set differently from the 'true' values. For example, the initial values of parameters R dev were all set to 0 or 0.1 for all the years (thus assuming no temporal trend in recruitment).
Natural mortality, measured for each time step (i.e. season), was divided into two components, average mortality M 1 applied to all individuals and molting mortality M 2 only applied to individuals that molt. A prior distribution function was assumed for natural mortality M 1 and M 2 in the parameter estimation. Seasonal M 1 was assumed to follow a lognormal distribution with mean and standard deviation of 0.025 and 0.025, respectively, and the lower and upper boundary values of 0 and 0.1. M 2 (i.e. extra mortality resulting from each molting event) was assumed to have a uniform distribution with the low and upper boundaries of 0 and 0.1 (each molting). True M 1 is 0.025, while true M 2 is 0.05. The prior distributions of M 1 and M 2 were used Density-dependent parameters in CPUE-abundance 8 model (4 seasons × 2 sexes) Parameters defining two logistic survey selectivity curves 4 Sex-and size-specific abundance in the first year 6 Parameters determining the recruitment in Eqn 1 and 2 19 (for 16 years) Natural mortality 3 Parameters for determining selectivity curve 2 of the fishery Total number of parameters to be estimated 42 in the parameter estimation. M 2 could only occur in summer and fall when lobsters might molt. The number of parameters to be estimated in the model for each run of the simulation is summarised in Table 2 . The parameters to be estimated include eight power parameters that define power functions between fishery CPUE and stock legal abundance for four seasons and two sexes, which implicitly assume gear saturation effects in high lobster abundance; four parameters of logistic curves determining the size-based selectivity of the two surveys (two sets of a j and l 50,j [AQ5]for NMFS survey and Maine DMR inshore survey); two parameters defining initial abundance of females and males; two parameters (mean and standard deviation of log-normal function) each for females and males defining initial size composition; average recruitment R over the modelling time period; one recruitment deviation for each year; standard deviation of the estimated recruitment; an autocorrelation coefficient describing the degree of autocorrelation between the two consecutive years of recruitment; three parameters defining seasonal natural mortality; and two parameters of a log-normal function that defines the fishing selectivity S other k due to reasons other than legal sizes and gear selectivity. Thus, for a simulated fishery with 16 years of data, there are altogether 42 parameters to be estimated (Table 2) .
A large number of key fishery statistics were yielded as outputs from modelling separately for females and males. For simplicity, and because females are more important to management, we included the estimated size-specific abundance of the female lobsters in the first season, annual recruitment, seasonal legal-sized female stock biomass and seasonal female exploitation rate. Exploitation rates were calculated as the ratio of landings v. legal stock abundance. The simulation results were summarised using the following measure:
Rooted Mean Square Error (RMSE)
where i is the ith run that is successfully converged,β and β are 'estimated' and 'true' parameters, respectively, N is the total Table 1 . Recruitment is defined as the number of the lobster entering into the first three size classes from 53 to 68 mm CL in a given year for different simulation scenarios. number of successful runs (i.e. 100). For each scenario, we calculated the RMSE for each time step to evaluate how estimation errors vary with time. We also calculated the RMSE for estimates averaged over all the seasons. The RMSE calculated above include both biases and variations among simulation runs.
Results
The percentage of runs that failed to converge varied among scenarios. The worst case occurred for Scenario VIII in which ∼20% of runs failed to converge, suggesting an 80% success convergence rate. For other scenarios, the percentage of runs that successfully converge tended to be between 95% and 85%.
The convergence rate tended to be independent of initial values assigned to start the parameter estimation.
The estimated annual recruitment mimicked the temporal patterns of the true recruitment with small biases for all the scenarios (Fig. 2) . The largest difference between the 'true' and estimated recruits occurred in scenarios III and IV for which biased errors were introduced in growth parameters (Table 1) . The predicted recruitment could capture different patterns of built-in recruitment dynamics in different simulation scenarios (Fig. 2) . The estimation error averaged for all years was below 20% for all scenarios, except for scenarios III and IV (Table 3) . Even for these two scenarios, the average estimation errors were still below 30%. The biased errors in catch (Scenario II), random
Marine and Freshwater Research M. Kanaiwa et al. and biased process errors in natural mortality (Scenarios V and VIII), and different patterns of recruitment dynamics seemed not to influence the performance of the proposed model in capturing recruitment dynamics. The size distribution of the lobster in the initial season included in the estimation could be well estimated by the proposed model for all scenarios (Fig. 3) . We only included the results for males because the results are similar between females and males, and because the space is limited. For scenarios I, II and V to VIII, the mean values of size-specific abundance for the first season described the true size-specific abundance well except for those of large individuals that may result from an artefact of simulation due to the accumulation of large oversized lobsters as a result of pre-testing runs before the final 16 years and a lack of the ability of assumed log-normal distribution functions in describing such a distribution (Fig. 3) . The existence of large lobsters might result from the maximum legal size (i.e. 213 mm CL) assumed in the simulation.
For scenarios III and IV, which have biased errors in molting increments (Table 1) , the difference between the estimated and true size-specific abundances in the first estimation season was much larger than the differences for other scenarios, indicating biased errors in lobster growth could result in large errors in estimating the starting size-specific abundance. The average RMSEs were large for the size-specific abundance of the first season, compared with those of other parameters, as a result of large estimation errors for large size classes for which only a few lobsters exist and a small departure of the estimates resulted in large errors proportionally. The average estimation errors were similar for female and male lobsters.
The estimated legal stock biomasses were almost identical to those of the true values for most seasons for Scenarios I, II, V, VI and VII (Fig. 4) . For scenarios III and IV, although the temporal pattern of the 'true' legal biomass was well captured by the estimated legal stock biomass, there was a large discrepancy between the 'true' and estimated values. Such a difference did decrease over time (Fig. 4) . For scenario VIII, the estimated legal stock biomass mimicked the 'true' values until the last 5 years when the estimated legal stock biomass did not follow the large decreases in the 'true' legal stock biomass resulting from an increasing natural mortality and decreasing recruitment (Fig. 4) . The large discrepancy between the 'true' and estimated legal stock biomass in the last 5 years resulted from the lack of consideration of temporal trends in natural mortality in the last 5 years (i.e. an increased average M in the final 5 years) in modelling.
The RMSE values of the estimated legal stock biomass tended to decrease with time for scenarios I, II, IV and V (Fig. 5) . The higher errors in the early years resulted from the errors in estimating the initial abundance for large individuals (see Fig. 3 ) that were small in numbers, but large in biomass. For scenario III, the RMSE value increased and then decreased. For scenarios VI and VII, the RMSE values decreased initially like most other scenarios, followed by a large increase coinciding with a sudden decrease in recruitment (Fig. 5) . Thus, the sudden decrease in recruitment tended to lead to an increase in estimation errors in legal stock biomass.
The temporal pattern of the RMSE values for Scenario VIII was also similar to that for other scenarios except for the last five years when the RMSE values increased greatly. Although Table 1. temporal patterns differed in the estimation of legal stock biomass, the RMSE values were rather small in most years, in particular the most recent years (<20%), for all the scenarios except for Scenario VIII (Fig. 5) . The RMSE values averaged across all the years showed that Scenario IV had the largest errors for females and Scenario V had the largest errors for males. Female lobsters tended to have smaller errors in estimating legal stock biomass (Table 3) . For most scenarios, the average RMSE was smaller than 20%.
The temporal trend and seasonal variation of the 'true' estimated exploitation rates were well captured by those of the estimated exploitation rates for all scenarios (Fig. 6 ). For most scenarios (i.e. I, II, V, VI and VII), the RMSE values for the estimated exploitation rates were small (<20%) and decreased with time (Fig. 7) . The RMSE of Scenario IV also decreased with time, but its values were much higher than the RMSE values of other scenarios. Similar to the legal stock biomass estimates (Figs 5 and 6), the exploitation rate estimated for the last 5 years for Scenario VIII had much larger RMSE values compared with the exploitation rates of previous years. This suggested a substantial increase in estimation errors for these 5 years for which the 'true' natural mortality increased substantially, but such an increase was not incorporated into the assessment.
The average RMSE values were similar between female and male lobsters (Table 3) Table 1 . There are four seasons in a given year, winter (January-March), spring (April-June), summer (July-September) and autumn (October-December). Numbers 1, 2, 3, 4, 5 . . . on the x-axis correspond to winter of first year, spring of first year, summer of first year, autumn of first year, winter of second year . . . respectively. estimated exploitation rates for Scenario IV was much higher than that for other scenarios. The model also estimated other key fisheries parameters well, with small estimation errors ( Table 3) . The selectivity of both inshore and offshore surveys was well estimated with small estimation errors (only data from the offshore survey shown, Fig. 8 ). CPUE parameters were hard to estimate and the use of CPUE data may be difficult in real lobster assessments if the relationship between CPUE and abundance is non-linear. The estimated power parameters in formulating the relationship of CPUE and stock abundance were highly correlated with the catchability coefficient q for each season. We only show the results for females for Scenario I (Fig. 9) and the results are similar to all other scenarios for both males and females. Correlations between catchability coefficients of different seasons were found to be weak. For a given season, there was a weak correlation between catchability coefficients of two survey programs. Thus, there was a weak inter-dependence in the estimation of catchability coefficients between seasons and between survey programs.
The analysis of retrospective errors was conducted for Scenario I (Table 4) assessment years 13, 14, 15 and 16, we can identify if there is a retrospective error problem in the parameter estimation. The result suggested no retrospective error in estimating stock abundance (Table 4) .
Discussion
The present study shows that the proposed population model is able to incorporate information from different sources and perform well in capturing lobster population dynamics simulated under different scenarios. The model yields key estimates with small estimation errors ( Table 4 ). The analysis also suggests small retrospective errors, an important property because current fisheries management relies on the estimates for recent years, rather than historical estimates.
The proposed model can capture the recruitment of different temporal patterns for data subject to different errors, suggesting the model is rather robust and reliable in estimating recruitment. Table 1 .
The recruitment of the American lobster usually consists of many year classes (up to 7 year classes) as a result of large variations in growth among individuals that inhabit in different thermal habitats (ASMFC 2000; Sheehy 2001 ). This is likely to dampen variability in recruitment to the fishery. Thus, a decrease or increase in the settlement or YOY[AQ7] abundance of one or a few year classes may or may not lead to a decrease or increase in fisheries recruitment. The proposed model provides an approach for identifying a possible recruitment failure that might have serious consequence and would not be recognised in the fishery. The initial size-specific abundance had to be estimated by the model because the lobster population has experienced over 100 years of fishing and cannot be considered a virgin population. In the simulation, because the lobster population was simulated without fishing mortality for the first 60 years (to reach the equilibrium), followed by 24 years of constant fishing mortality rates, the minimum and maximum legal sizes and the protection of V-notched and egg-bearing females allow for the existence of large individuals in the beginning of the assessment year (i.e. year 85). They all fall within the last size class (the plus group). The log-normal function used to describe the size distribution of the lobster in the first year cannot describe multimodal size distributions, resulting in large errors for the large size class. The estimation errors affect the stock biomass more than stock abundance because lobster weights increase exponentially with size, resulting in large errors in legal stock biomass estimations in the first few years. The impacts of such errors on estimating stock biomass decreased with time. This may be one of the reasons that errors in estimating legal stock biomass decrease with time.
The relatively large estimation errors for scenarios III and IV, compared with errors for other scenarios, suggest that using biased growth parameters can lead to large errors in estimating key lobster stock parameters. This highlights the importance of growth parameters in assessment. Because of large variations in growth among individuals and a lack of hard tissue for aging lobsters, our understanding of the lobster growth is derived from limited tagging data and individual lobsters kept in aquaculture facilities (ASMFC 2000) . More studies need to be done for better defining parameters such as molting frequency, molting increments and their dependency on sizes that characterise the growth process of lobsters.
The sudden decrease in recruitment is considered in Scenarios VI and VII. Although small, the errors in estimating exploitation rates and legal stock biomass increased when the recruitment started to decrease. This suggests that a sudden change in recruitment pattern does affect the performance of the proposed model, making the estimation errors large for the years when decreases in recruitment occur.
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Marine and Freshwater Research M. Kanaiwa et al. The proposed model implicitly assumes that catch is error free. Catch is assumed to be subject to random errors in all scenarios and biased errors are introduced to part of the time series of catch data in Scenario II. The simulation results suggest that the violation of the assumption that catch is error free does not affect the performance of the model in estimating key fisheries parameters. This is true even if a large proportion of catch data (5 out of 16 years of data) is subject to biased errors (Scenario II). Although the proposed model allows for the incorporation of temporal and/or size-specific variations in natural mortality, we assumed in the parameter estimation that we did not know of a sudden increase in natural mortality in the last five years for Scenario VIII. This allows us to evaluate the impacts of a lack of consideration of temporal trends in natural mortality on the parameter estimation. The present study suggests that large errors may arise in estimating stock biomass and exploitation rates for the periods that have temporal trends in natural mortality rates. However, random variation in natural mortality among seasons does not affect the estimation errors in modelling (Scenario V). Thus, it is important to identify if natural mortality has a temporal trend among years covered by the assessment. If such a trend can be identified on a relative scale and incorporated into the model, the large estimation errors shown in Scenario IV can be avoided.
The analysis in the present study and previous reviews dealt with statistical characteristics of the model and were based on simulated data. The biological plausibility of the model's results in application to real lobster populations has not yet been evaluated and is a topic for future research. Actual applications may be more difficult than simulation tests because of uncertainties about natural mortality and other parameters such as selectivity and growth.
In real assessments for lobster in the Gulf of Maine, one of the fishery independent surveys covers inshore areas where fishing is heaviest and lobsters tend to be relatively small, while the other covers a much larger offshore area where larger lobsters predominate (ASMFC 2006) . Moreover, biological conditions and fishing mortality vary among areas within the Gulf of Maine with apparently high exploitation and depleted stock conditions in some areas and lower exploitation and higher stock abundance in others. The assessment model in this analysis accommodated these patterns by assuming that survey selectivity decreased with size for the inshore survey and increased with size for the offshore survey. The simulator in this analysis assumed that the lobsters of different sizes were mixed randomly, and that the fishery and surveys covered the range of the entire stock. Additional simulation analyses may be required to estimate potential model performance more accurately under more realistic conditions. Future assessment models for lobsters may need to include multiple regions.
Stock assessment model for Homarus americanus[AQ2]
Marine and Freshwater Research 13
Seasonal exploitation rates assumed in simulation model runs were typically 0.2-0.4 year −1 and lower than typically estimated annual fishing mortality rates for lobster in the Gulf of Maine (ASMFC 2000) . It is possible that the assessment model performance may be different in simulated stocks with higher or lower fishing mortality rates. Future simulation work should include scenarios with higher or lower levels of fishing mortality to measure model performance.
The present study suggests that the proposed model can capture the dynamics of the lobster population in the presence of various errors for the scenarios considered. It provides a new, effective and flexible framework for modelling the lobster population dynamics of the American lobster in the north-east USA.
Marine and Freshwater Research M. Kanaiwa et al.
Appendix 1: Description of the model
Recruitment model
Because of large variations among individuals, recruitment in a given year can come from up to seven year classes (Sheehy 2001) . Previous studies suggested a weak stock-recruitment relationship. To avoid the potential problem, no functional relationship was assumed between spawning stock biomass (SSB) and subsequent recruitment in the present study. If we assume an average recruitment for all the years considered in the assessment is R, the recruitment of a given year can be calculated as:
where R t is the recruitment for year t, R dev t is the recruitment deviation from R for year t and can be calculated as:
and σ R t is the standard deviation of the estimated recruitment for all the years included in the assessment and eps t describes the part of the variation in R t with the other part described by R dev t−1 of previous year . Parameter R h is an autocorrelation coefficient describing the degree of autocorrelations of recruitment of one year with the recruitment of the previous year. Its values range from 0 to 1, respectively, indicating no autocorrelation and perfect autocorrelation of the recruitment in years t and t − 1 (Breen et al. 2000[AQ10] ). Recruitment only occurs in summer and fall, corresponding to major and minor molting events respectively. The minor molting occurs to a defined proportion of small individuals that have their second molt after the major molt.
Population dynamic model
Thirty-five size classes are defined, starting from 53 mm carapace length (CL) with a width of 5 mm. The choice of 5 mm for size class width is determined by the fact that the lobsters in most size classes have minimum molting increment of equal or larger than 5 mm (ASMFC 2000) . The lobster fishery started in 1800, but reliable information is not available from the early stages of the fishery. Thus we cannot treat the lobster as a virgin population for modelling. We need to estimate parameters that describe the size composition of the lobster stock in the first year defined in the assessment (p i k,1 ) and initial population size (N i 1 ), where i and k index sex and size class, respectively. The number of lobsters in size class k in the beginning of the first assessment season can be calculated as:
Initially, we directly estimated p i k,1 (35 size classes for each sex, equivalent to 70 parameters to be estimated) and N i 1 (one parameter for each sex, equivalent to two parameters to be estimated; Chen et al. 2005) . The ASMFC Lobster Model Peer Review Committee suggests using a log-normal density distribution function to describe p i k,1 . Thus, we have:
Equation (3c) is used to standardise the value of op i k,1 calculated from the log-normal function in Eqn (3b) to ensure that the summation of p i k,1 over all size classes is 1. This reduces the number of parameters to be estimated for p i k,1 from 70 ) to 4 (i.e. l i and σ i for females and males). Thus, six parameters need to be estimated for defining N i k,1 in Eqn (3a). There is no evidence for sex-specific natural mortality before the first size class. Thus we assume a sex ratio of recruitment to the model of 0.5. The recruitment is equally divided among the first three size classes, considering the maximum increment in a molt can reach 16 mm. Thus, we have:
The pre-season total biomass, B total,i t , and pre-season legal biomass, B legal,i t , in year t for sex i can be estimated as:
where w i k is the weight of the lobster in size k, and P k,t is a switch (0 for size classes below the minimum legal size or above the maximum legal size, and 1 for legal size classes). The exploitation rate, U i t , can then be calculated as:
where LC i t is the landings in year t observed in the fishery measured in biomass (6a) or in number (6b). U in Eqns (6a) and (6b) is the biomass-based exploitation rate (Eqn 6a) and number-based exploitation rate (Eqn 6b).
No size impact is considered in calculating the overall exploitation rate using Eqn 6. The following approach was used for estimating the size-specific exploitation rate U i k,t . Considering various size-specific selectivity processes, the overall selectivity for lobsters of size k in time t, S i k,t , can be estimated as:
where S gear,i k,t is the gear selectivity coefficient describing the proportion of lobster in size k, time t encountering and then retained in traps, S cons,i k,t is the selectivity resulting from conservation measures such as V-notching and protection of egg-bearing lobsters, and describes the proportion of the lobsters in size k, sex i, and time t caught in traps, but thrown back to waters due to the conservation measures. S other k is the selectivity resulting 
where U i t is calculated from Eqn 6 . The exploitation rate derived in Eqn 8 is biomass-based if U i t in Eqn (6a) is used, and is abundance-based (i.e. number-based) if Eqn (6b) is used.
The survival rate from fishing, SV i k,t , can then be calculated as:
The number of lobsters in size class k in year t, N i k,t , is calculated as:
where G is the size-specific growth transition matrix and M is the instantaneous rate of natural mortality. Natural mortality was assumed to consist of two components: natural mortality due to molting (M 2 ) and average natural mortality resulting from all other natural causes (M 1 ). Different natural mortality rates were assumed for different seasons to account for the seasonal difference in the lobster life-history process. The natural mortality rate for winter and spring was assumed to be M 1 . Because molting mainly occur in summer, natural mortality in summer was assumed to be M 1 + M 2 . A proportion of lobsters that molt in summer also tend to molt in fall (ASMFC 2000) . Thus the natural mortality for fall was assumed to be M 1 + αM 2 , where α has a value between 0 and 1 for reflecting that only small proportion of lobsters tend to have second molt in a given year. Because of the complexity of the framework, the growth transition matrix is determined outside the framework based on size-specific molting frequency and molting increment defined by the ASMFC Lobster Stock Assessment Subcommittee using an individual-based Lobster Simulator described in ASMFC (2006) . Equation 10 is used in projecting the lobster population dynamics.
Model predictions
Using the above population dynamics models we can simulate a model lobster fishery. The following predictions can be made from the simulated model fishery. 
where γ in Eqn 12 is a density-dependent parameter, and Eqns (12) implicitly assume that catchability differs among seasons and between sexes in the fishery and survey.
Abundance index for survey program j: IS 
where Eqns (13a) and (13b) correspond to biomass and abundance-based survey indices, respectively, j ∈ {NMFS survey, DMR inshore survey and MA inshore survey in the present study} and survey's catchability q i 2,j,m can be calculated as: 
and ψ k,j in Eqn 13 is the proportion of lobsters in size class k that is covered by survey program j, and can be described by the following logistic curve: 
In the simulation and application, we used the number (abundance)-based data in the parameter estimation. 
