Aims: To devise a system of neuronal networks which can classify the densitometric patterns of serum electrophoresis.
The amount of medical knowledge needed to optimise treatment has increased over the past decades and is still growing. A Even if such systems could be used successfully in some limited and logically well structured medical areas, such as evaluation of pulmonary function tests,3 or cytological diagnosis ofbreast aspirates,4 the initial enthusiasm for using true artificial intelligence seems to have decreased. Several factors may be responsible. 1 Physicians tend to recognise intuitively similar patterns, so they are often not able to explain their decisions in terms of "If . . Then . . Else" rules. It is therefore difficult and time consuming for a "knowledge engineer" to extract such rules from a medical expert. 2 With increasing numbers of rules, or after updating the system with new rules, the probability that rules will interact unpredictably rises exponentionally, causing the system to misjudge. 3 Consequently, the physician is unable to understand the expert system and refuses to use its conclusions as the basis of a decision.
There is renewed hope that real world problems can be solved economically, using a new technology which aims to simulate biological nervous systems. These "intelligent" computer programs emulate the function of a network of artificial neurons on a conventional von Neuman computer. One considerable advantage of a neuronal network is its ability to "learn" (adjusting memory weights and thresholds by experience), thereby obviating the need for expensive and elaborate programming.
To investigate the potential of this new technology with respect to medical uses, we trained artificial neuronal networks to identify physiological and pathological curves of serum electrophoresis and compared the conclusions of those systems with the reasoning of a medical expert.
Methods
Trained artificial neuronal networks correlate inputs-that is, pathological electrophoresisto defined outputs-that is, monoclonal gammopathy. We used a network model with three layers of neurons, input, hidden and output cells (fig 1) . Figure 4 The y fraction of serum electrophoresis densitograms was mirrored at the x axis and the Fourier transformation applied on the resulting oscillation (inset).
PREPROCESSING OF THE ELECTROPHORESIS DATA
Protein electrophoresis was run on an Olympus Hite System 600 and the digitised data (12 Bit) were transferred via a RS 232 connection online to the computer. We preprocessed the data in three different ways and presented them to four different networks, each specialised in certain aspects of the electrophoresis curve.
Evaluating the integral of the curve (network 1) The albumin, a 1, a 2, /1 and y fractions were integrated ( fig 2) and expressed as a percentage of the integral sum. As further information, total protein (Biuret method) was added. According to its position in the Reference Table, data of every fraction are reduced to seven levels: normal (0), three high (+, ++, +++), and three low (-, --, ---) scores. The Nexus Table describes which of the six input neurons (A, B, C, D, E, F) of the network 1 (144 input, 18 hidden, and 21 output neurons) for the six fractions are activated.
Evaluation of the shape of the curve (networks 2,
3, 4)
Three neuronal networks (2, 3, 4) analyse the shape of the albumin, ,B and y fractions. The peak of the curve is normalised to a length of 8 units, the x y values are transformed to x'y' according to fig 3, and the data imaged on to an input array of 60 * 8 cells of a network with 10 hidden and 5 output neurons.
Fourier transformation
To increase the sensitivity for the detection of monoclonal gammopathies, the I) and y fractions (+) were mirrored at the x axis (-) and a Fourier transformation applied on the resulting oscillation (fig 4) . For a physiological y fraction curve this transformation has the great advantage of not only reducing the bias, but also eliminating high frequencies generated at the beginning and end of the curve. A monoclonal peak can be considered a high frequency superimposed on the low basic frequency of the polyclonal wave. The inset shows three examples of the harmonic distribution for a normal (N) and two monoclonal y fractions (MG1, MG2).
Controller
If there is disagreement between the different networks on the diagnosis of a specific pattern, a controller instance decides which conclusion has to be made using an "If Or" inference mechanism. Table 1 lists the 28 output diagnoses and the corresponding number of typical electrophoresis patterns of the learning set (83 normal and 132 pathological), selected by a specialist, the type of network being shown in parentheses. The curves were presented to the system in a random sequence, the "tolerance" (output needed to classify a diagnosis as learned) was set to 850 and the "learning constant" e(I, H) and e(H, 0) adjusted to 1. The backpropagation algorithm showed a good ,convergence, and training of the largest network 1 took less than 30 minutes and about 400 repetitions of the whole training set.
Results

TRAINING
RECOGNISING
The test set of electrophoresis patterns comprised 446 samples which were collected routinely on three different days. "Tolerance" was set at 800. The system could differentiate between physiological and pathological curves with a sensitivity of 97-5%/O and a specificity of 98'8%, with 86% correct diagnoses (tables 2 and 3). Significant errors occurred only in diagnoses (8, 10, 15, 20) , which were trained with a small number (one to five) of patterns. All monoclonal gammopathies were recognised by the Fourier detector. 05  02  03  04  31  25  26  30  06  08  07  09  10  11  12  13  18  16  17  20  14  32  15  19  21  22 Neuronal network analysis of seruni electrophoresis However, the performance of the system might be better than the efficiency of a medical student after a similar training period. It was surprising how closely the artificial neuronal network imitated the behaviour of our expert in serum electrophoresis. In this context, it should be noted that this result was possible with a relatively small network comprising only 1900 neurons, which is the quantity of neurons in only six segmental ganglia of the leech Hirudo medicinalis. Again, we emphasise that our system was not programmed by an expert using a complicated set of rules. The network itself found the solution of adequately associating input/output relations by adjusting the interneural weights, using the backpropagation learning algorithm. This substantially reduces the developmental times of such systems.
A major advantage of a neuronal network is its ability to check the training data on consistency. If two equal input patterns are assigned to different output cells the algorithm cannot find a solution and the system will refuse to learn this pair. An additional interesting feature, especially for medical use, is the natural "fuzzy logic behaviour" of neuronal networks with the advantage of self defining the membership function. Even if the input vector is somewhat different, compared with the learned one, the program will respond with the most likely answer. This capacity is closely connected to the ability of neuronal networks to process incomplete information and to generalise. When challenged with a unlearned pattern type, it will find the most appropriate answer. For instance, if trained to recognise horizontal and vertical bars and confronted with a diagonal one, the system will respond reasonably well with a horizontal and vertical output, but both cells will have a reduced potential.
To use neuronal networks effectively adequate preprocessing with the aim of reducing data is essential. Otherwise the training set becomes too large and learning time increases exponentially. In our model we have tried to imitate the physician who usually checks the integrated fractions, and in a second step, looks at the shape of the curve.
