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localised nature of quantum mechanics, while conveniently main-
taining the localised trajectory representation of classical me-
chanics. Recently a number of sophisticated on-the-fly approaches
based upon Gaussian basis functions (GBF) have been developed.
These include multiple spawning11,12, coupled-coherent states
(CCS)13, multi-configurational Ehrenfest (MCE)14 and the multi-
ple cloning method15. Crucially, as these methods perform quan-
tum dynamics without the use of direct product grids, they avoid
the exponential scaling associated with quantum dynamics. In-
deed, the scaling of the multiple spawning approach has been
described as approximately quadratic with respect to the number
of GBF12.
A unique method among this class of GBF schemes is the direct
dynamics variational multi-configurational Gaussian (DD-vMCG)
approach. This achieves an accurate description of nuclear quan-
tum dynamics by adopting a variational solution to the TDSE.
Indeed, it should be considered as the trajectory based version of
the MCTDH method. While conceptually similar to the spawn-
ing method, which adopts the same wavefunction ansatz, this
approach retains the coupling between these GBF and the evo-
lution of the expansion coefficients. The GBF can therefore be
considered as quantum trajectories, in contrast the the multiple
spawning, whose basis functions follow classical trajectories. As
a result, vMCG is expected to converge quicker than spawning.
The favourable scaling and the absence of any requirements
to pre-compute the potential energy surface brought about using
direct dynamics methods in principal shifts the burden of com-
putational load of the simulations onto the time required for the
quantum chemistry calculations at each time step of the dynam-
ics. This has the possibility to be significantly reduced owing to
the recent progress made with exploiting the massively parallel
and high memory bandwidth architecture of Graphical Processing
Units (GPUs). These characteristics are favourable for application
in arithmetic-intensive computations which can be highly paral-
lelised. Consequently GPUs have found a wide range of applica-
tions within molecular modelling16–18. Indeed, quantum chem-
istry calculations exploiting the advantages of GPUs can show
over 2 orders of magnitude speed-up compared to traditional CPU
computations19–21.
In this paper the DD-vMCG method is combined with GPU-
accelerated quantum chemistry as implemented within the Ter-
achem code22,23. The speed-up that can be achieved is illustrated
for two model systems, a protonated ammonia dimer and the imi-
dazole dimer. Despite the reduced cost of the quantum chemistry
calculations, it is shown that the computational cost of the quan-
tum potential associated with the nuclear dynamics means that
the computational time associated with the quantum chemistry
quickly becomes a small part of the overall computational time.
These results are analysed to derive an approximate scaling of
the vMCG approach with respect to the number of Gaussian basis
functions which can be used to identify when quantum chemistry
is the limiting factor and when GPU acceleration will have a sig-
nificant effect for both ground and excited state simulations.
2 Methods and Computational Details
2.1 Computational Details
All simulations have been performed using the DD-vMCG as im-
plemented within a development version of the Quantic quan-
tum dynamics package2,24. The details of the vMCG approach in
the context of the present work is discussed in section 2.2. The
quantum chemistry was performed using Gaussian09 (CPU)25
or Terachem (GPU accelerated)21. All quantum chemistry was
performed using a single core of an Intel Xeon E5 Processor
(3.50GHz). GPU acceleration used achieved using a NVIDIA Tesla
Kepler K40 containing 2880 CUDA Cores. In all cases, the poten-
tial was calculated using DFT(PBE0)26,27 and 6-311g* basis set.
At each time step the energy and gradient is calculated. To avoid
unnecessary time-consuming calculations of the Hessian matrix
at each time step, the Hessian Update28 scheme implemented in
Quantics was used29. To assist with issues related to singularities
and the C-matrix inversion (discussed in section 2.2) we have
used the Tikhonov regularisation approach30,31. All simulations
were initiated using a chosen nuclear configuration and zero ini-
tial momentum in the nuclear wavepacket.
2.2 Variational Multi-configurational Gaussian (vMCG)
In this section an overview of the vMCG method is provided. For
more details, readers are referred to refs29,32–35. The ultimate
aim is to solve the time-dependent Schödinger equation:
ih¯
∂
∂ t
Ψ(r,R, t) = Hˆ Ψ(r,R, t) (1)
where Hˆ and Ψ(r,R, t) are the full molecular Hamiltonian and
Wavefunctions, respectively.
The derivation of the vMCG method begins by representing
the molecular wavefunction, Ψ(r,R, t), as the product of the elec-
tronic wavefunction (ψ(s)(r)), χ(s)j (R, t) is a swarm of j Gaussian
basis functions (GBF), weighted by time-dependent coefficients
(A(s)j ):
Ψ(r,R, t) = ∑
s
∑
j
A
(s)
j (t)ψ
(s)(r)χ
(s)
j (R, t) (2)
This ansatz contains, as illustrated by the sum over s electronic
states, a set of GBFs for each state. This is the multi-set for-
malism. As this work only considers dynamics upon a single
Born-Oppenheimer surface, by default, the single set formalism
is adopted. Consequently, the s superscript is dropped from all
future equations and the ansatz becomes:
Ψ(r,R, t) = ∑
j
A j(t)ψ(r)χ j(R, t) (3)
The GBF are expressed:
χ j(R, t)=∏
α
(2piσ2α )
−1/4 exp
(
−
1
4σ2α
[Rα −R jα (t)]
2+ i
p jα
h¯
Rα + iγ
)
(4)
where R and p are the position and momentum of the GBFs along
each degree of freedom, α. σ is the wavepacket width and γ is
the phase term which carries the quantum information. In the
interest of numerical stability, σ is kept fixed. The nuclear wave-
2 | 1–9
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function is therefore a superposition of frozen GBFs10.
The vMCG equations of motion (EOM) are derived using this
ansatz within the Dirac-Frenkel variational principle36,37:
〈δΨ(t)|Hˆ − i
∂
∂ t
|Ψ(t)〉= 0 (5a)
〈δΨ(t)|Hˆ |Ψ(t)〉= i〈δΨ(t)|
∂
∂ t
Ψ(t)〉 (5b)
guaranteeing variationally optimal evolution of the nuclear wave-
function. To obtain the EOMs, this must be applied to both the
GBFs and expansion coefficients. Firstly in terms of the expansion
coefficients, the left hand side of Eq. 5b is:
〈δΨ|Hˆ |Ψ〉 = ∑
l
〈χ j|〈ψ|Hˆ |ψ〉|χl〉Al
= ∑
l
〈χ j|Hˆ |χl〉Al
= Hˆ jlAl . (6)
Where Hˆ jl are the elements of the Hamiltonian matrix. The right
hand side is:
i〈δΨ|
∂Ψ
∂ t
〉 = i〈χ j|〈ψ|∑
l
(
A˙l |χl +Al |χ˙l〉
)
|ψ〉
= i∑
l
(
〈χ j|χl〉A˙l + 〈χ j|χ˙l〉A˙l
)
= i∑
l
(
S jl A˙l + τ jlAl
)
(7)
Here S jl are elements of the overlap matrix and τ jl are elements of
the time-derivative matrix. Therefore the EOM for the expansion
coefficients is expressed:
i∑
l
S jl A˙l = ∑
l
(
H jl − iτ jl
)
Al +H jlAl (8a)
i∑
l
A˙l = S
−1
jl ∑
l
(
H jl − iτ jl
)
Al +H jlAl (8b)
It is noted that this differs from the standard MCTDH equa-
tions only by the requirement to address, using S−1
jl
, the non-
orthogonality of the GBFs. For the GBFs, or more specifically
their parameters (e.g. position, momentum, phase) denoted with
a composite character Λ, the same approach is applied. The left
hand side of Eq. 5b is:
〈δΨ|Hˆ |Ψ〉 = ∑
l
A∗j Al〈
∂ χ j
∂Λ jα
|〈ψ|H |ψ〉|χl〉 (9)
= ∑
l
ρ jl〈
∂ χ j
∂Λ jα
|H |χl〉 (10)
= ∑
l
ρ jlH
(α0)
jl
(11)
where ρ jl are elements of the density matrix and H
(α0)
jl
are ma-
trix elements of the mean-field Hamiltonian operator. The right
hand side of Eq. 5b, in terms of the GBF parameters is:
i〈∂Ψ|
∂Ψ
∂ t
〉 = i∑
l
A∗j
∂ χ j
∂Λ jα
|〈ψ|
(
A˙l |χl〉+Al |χ˙l〉
)
|ψ〉
= i∑
l
A∗j〈
∂ χ j
∂Λ jα
|
(
A˙l |χl +Al |χ˙l〉
)
= i∑
l
A∗j A˙lS
(α0)
jl
+ i∑
l
ρ jl
(
∑
β
Λ˙lβ S
(αβ )
jl
)
(12)
Therefore the EOM for the parameters of the GBF is expressed:
i∑
l
ρ jl
(
∑
β
Λ˙lβ S
(αβ )
jl
)
= ∑
l
ρ jlH
α0
jl − i∑
l
A jA˙lS
α0
jl (13)
Substituting A˙l from Equation 8b, we arrive at:
i∑
l
ρ jl
(
∑
β
S
αβ
jl
− [S(α0) ·S−1 ·S0β ] jl
)
Λ˙lβ =
∑
l
ρ jl
(
H jl − [S
(α0) ·S−1 ·H] jl
)
(14)
This is commonly simplified to29:
iΛ˙ =C−1Y (15)
where
C jα,lβ = ρ jl
(
∑
β
S
αβ
jl
− [S(α0) ·S−1 ·S0β ] jl
)
(16)
and
Y jα = ∑
l
ρ jl
(
H jl − [S
(α0) ·S−1 ·H] jl
)
(17)
In the context of the future discussions within the paper and
drawing the connections between the vMCG and other GBF ap-
proaches, such as multiple spawning, one can separate the propa-
gation of the Gaussian parameters into uncorrelated (classical)
and correlated (quantum) terms34. Indeed, besides the time-
dependence of the basis set size of the multiple spawning algo-
rithm, it is the inclusion of the quantum correction on the nuclear
motion which captures all the key differences between vMCG and
multiple spawning. This is to say that in the former the GBF are
correlated and follow quantum trajectories, while in the latter
they are uncorrelated and therefore follows classical motion. This
division is achieved using a power series expansion in terms of
Gaussian moments leading to:
iΛ˙ = X0+C
−1Y (18)
The first term, X0 contains the terms responsible for the separable
classical motion of the GBF, while C−1Y contains all of the non-
classical parts of the nuclear dynamics.
3 Results
3.1 Protonated Ammonia Dimer
In the first example the dynamics of a protonated ammonia dimer,
[H3N-H-NH3]+ is studied. This is performed in unconstrained
1–9 | 3
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GWP T GPUQC T
CPU
QC TC TQ Speed Up
1 9 15 23 3 1.17
2 51 85 63 26 1.26
5 279 465 291 307 1.21
10 963 1605 1004 3300 1.12
20 3021 5035 3511 72387 1.03
40 6438 10730 14010 576633 1.01
Table 1 Table showing the time (in secs) of each component of the
DD-vMCG simulation and the total speed-up provided by the GPU
quantum chemistry for the protonated ammonia dimer as a function of
the number of Gaussian basis functions. The speed-up factor is the total
time for the dynamics using CPU’s divide by the total time for the
dynamics using GPU’s.
part of the simulations is this quantum aspect. Within the time
scale of the dynamics this is not associated with issues related to
stability of the C-matrix inversion.
Importantly, the effect of this is seen in the overall speed up
of the calculations (the speed-up factor is the total time for the
dynamics using CPU’s divide by the total time for the dynamics
using GPU’s.The speed-up factor is the total time for the dynam-
ics using CPU’s divide by the total time for the dynamics using
GPU’s). This is reduced for larger number of GBF as the quan-
tum correction becomes more time consuming. This can be seen
clearly in Figure 2 (lower) showing the time for the dynamics per-
formed using CPU or GPU quantum chemistry. The differences,
admittedly minimised in appearance by the logarithm scale of the
y-axis, are very small. This is not unexpected given the size of the
system, however it is interesting to note that if the coupling be-
tween the GBF are neglected, i.e. the quantum aspect of the GBF
motion, then TQ would not be present and one would observe a
reasonably significant speed up (∼ 21% for 40 GBF).
3.2 Imidazole Dimer
The second example is an isolated dimer of imidazole, recently
studied using broadband rotational spectroscopy and high-level
quantum chemistry39. Imidazole (C3H4N2) is a five-membered,
aromatic ring that contains both pyrrolic and pyridinic nitrogen
atoms. In the present case, the PBE0/6-311g* optimised geome-
try is adopted and the dynamics are initiated with a proton trans-
ferred between the pyrrolic nitrogens on the imidazole units (Fig-
ure 3 upper inset). Consequently, this does not represent dynam-
ics one would observe under normal conditions. Instead, for the
same reason as the protonated ammonia dimer, it has been cho-
sen so that the quantum and the classical dynamics will be very
similar enabling a fair comparison between the cost of the quan-
tum and classical corrections. A one dimensional potential along
the proton transfer coordinate is shown in Figure 3 inset and illus-
trates the barrierless potential leading from the starting structure
to the global minimum identified in ref.39.
Figure 3 (upper) shows the N-H distance (labelled inset) as a
function of time. The N-N distance between the two pyrrolic ni-
trogens is shown in Figure 3 (lower). The points are the distance
averaged over the 40 GBFs and the error bars are 2 times the stan-
dard deviations in the position. There is an immediate increase in
GWP T GPUQC T
CPU
QC TC TQ Speed Up
1 161 966 199 3 3.22
2 382 2290 580 44 2.90
5 950 5698 2750 904 2.03
10 1484 8904 9703 8560 1.38
20 3144 18862 48516 125998 1.09
40 5116 30996 182970 2135610 1.01
Table 2 Table showing the time (in secs) of each component of the
DD-vMCG simulation and the total speed-up provided by the GPU
quantum chemistry for the imidizole dimer as a function of the number of
Gaussian basis functions. The speed-up factor is the total time for the
dynamics using CPU’s divide by the total time for the dynamics using
GPU’s.
the N-H distance, expected from the potential curve shown inset
in Figure 3. This bond oscillates with a period of 10 fs, increas-
ingly only slightly from 5-35 fs. This is correlated with an increase
in decrease in the N-N distance. At 35 fs, another significant in-
crease in the N-H distant is observed and is also accompanied by
a faster decrease in the N-N distance. Oscillations with a period
of ∼10 fs then begin again around 1.45 Å, which given the new
shortened N-N distance correspond to a N-H distance of 1 Å with
the other pyrrolic nitrogen, consistent with proton transfer with
50 fs. Inset Figure 3 (lower) shows structural snapshots of the
dynamics at 10 fs and 30 fs. An increase in the spread of the
trajectories with time is observed, despite the short time scale of
the simulations. Indeed, the motion is dominated by that of the
protons and their light nature means motion can be very fast.
Table 2 shows the computational time associated with the sim-
ulations as a function of the number of GBF. Here the speed up in
the quantum chemistry calculations owing to the use of the GPUs
is, as expected, more significant than for the protonated ammo-
nia dimer, with the speed-up being between a factor of ∼5-10.
For a small number of GBF, for which the cost associated with
the quantum aspect of the nuclear dynamics is small, the over-
all speed up is significant. This is also highlighted in Figure 4b
showing the total computational time of the dynamics performed
using a either CPU or GPU architecture. However, as seen for
the protonated ammonia dimer, for larger numbers of GBF, the
quantum component to the nuclear dynamics (TQ) becomes the
dominant part of the computational cost. It is also interesting to
note that, in contrast to the protonated ammonia dimer, the TC
is more computationally expensive than the quantum chemistry
calculations. This is associated with the scaling of this term with
the dimensionality of the problem, i.e. imidazole dimer has more
degrees of freedom than the protonated ammonia dimer.
4 Discussion and Conclusions
In this section we discuss the previous simulations within the
wider context of the scaling of vMCG and the potential impact
of GPU acceleration. At this point, it is emphasised that the ex-
act scaling of these methods is problem dependent, since the na-
ture and/or complexity of the wave function can be very different
along separate degrees of freedom. Consequently, the following
discussion acts as a guideline rather than a general rule. It is
stressed that the largest uncertainty is the quantum aspect of the
1–9 | 5
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dimer, respectively. This reveals that the scaling of the quantum
chemistry part of the calculation is approximately linear with the
number of Gaussian basis functions:
TQC ∼ aNgwp ∼ nqctqcNgwp (20)
where the prefactor, a, is the product of the time for one quantum
chemistry calculation (tqc) and the number of quantum chemistry
calculations (nqc) required to propagate a single GBF for the dy-
namics of interest. Here it is important to stress that computa-
tional scaling with the absolute size of the system is contained
within tqc. This will clearly depend on the computational method
used. In the context of GPU accelerated quantum dynamics, it is
the size of this prefactor which is crucial and is discussed later.
The classical motion of the GBF (TC) scales quadratically with
Ngwp (Table 3):
TC ∼ bN
2
gwp (21)
This is expected from the previously reported scaling of the Gaus-
sian wavepacket approaches based upon classical motion, such as
multiple spawning12. Here, the dominating aspect of the com-
putational effort derives from computation of the Hamiltonian
matrix and the inversion of the overlap matrix. For a basis set
with N nuclear basis functions, there are N2 Hamiltonian matrix
elements, while inversion of the overlap matrix required O(N3)
operations. The former is the most time consuming and is the
origin of the quadratic scaling. The prefactor (b) also contains a
linear dependency with respect to the number of particles in the
system12.
Finally, the scaling of the quantum part of the Gaussian basis
functions (Table 3). Here a roughly cubic scaling relationship is
observed:
TQ ∼ cN
3
gwp (22)
for which the source is the inversion of the so called C (not to
be confused with c) matrix (Equation 16)29. It is noted that a
potential way to reduce this produce is by adopting a multi-layer
version of the vMCG40 in exactly the same way as MCTDH and
its multi-layer variant41.
From the previous paragraphs we can approximate that overall,
the scaling of DD-vMCG, with respect to the number of GBF’s is:
T = aNgwp +bN
2
gwp + cN
3
gwp (23)
It is stressed that each prefactor (a,b and c) depends on the di-
mensionality (size) of the system understudy. The scaling of a
with the dimension of the system will also depend on the scaling
of the specific quantum chemistry method used. In the context
of the present work, the effect of GPU acceleration is manifested
in the prefactor, a. It is interesting to note that in the case of the
imidazole dimer, the time associated with the quantum chemistry
calculations could be increased by almost 3 orders of magnitude
and this would still only double the total time of the overall simu-
lations. This observation is particularly attractive and relevant in
the context of excited state dynamics simulations, for which the
quantum chemistry can be considerably more expensive than the
DFT used here.
Given the size of TQ reported in previous sections, it is tempt-
ing to state that the effect of GPU acceleration will be more keenly
felt in the case of GWP methods based upon classical trajectory
evolution, such as multiple spawning, as the significant computa-
tional expense of the quantum correction to the nuclear dynamics
is removed. Indeed this is compounded by the fact that conver-
gence to the correct dynamics for uncorrelated GBFs is achieved
using a larger number of basis functions, which means more
quantum chemistry calculations. This has recently been exploited
for excited state simulations using GPU accelerated ab initio mul-
tiple spawning42,43, although no quantitative details on the effect
of the speed-up were given. Despite this, for the present imple-
mentation of direct dynamics in Quantics, the load on the quan-
tum chemistry calculations is reduced by the use of the database,
so that similar geometries are not recalculated, reducing the num-
ber of quantum chemistry calculations. Adopting this approach,
it was observed that more quantum chemistry calculations were
required for vMCG (coupled) rather than uncoupled trajectories.
Here, the uncoupled GBF follow classical trajectories and gener-
ally exhibit a well order distribution in a small region of classically
allowed phase space. In contrast, the vMCG GWP trajectories
tend to cover a larger region of phase space. This is the reason
for the fast convergence, i.e. the functions move to cover the
space as required by the TDSE. But the larger spread also leads to
a requirement of more quantum chemistry calculations, making
it less clear whether GPU acceleration is more beneficial for GWP
methods based upon coupled or uncoupled GBFs.
Finally, the scaling of each component of the DD-vMCG dynam-
ics, shown in Equation 23 illustrates that the effect of GPU accel-
erated quantum chemistry will be most keenly observed for the
smaller numbers of Gaussian basis. In this context, although the
wavefunction may not be converged, it has been observed that
expectation values, such as position and width of the wavepacket
can converge well before the actual wavefunction44–46. There-
fore a near-quantitive description of the dynamics can emerge
within a relatively few number of GBF. Importantly, if they re-
veal the dominant degrees of freedom active during the dynamics
and therefore it will be possible to use such simulations to de-
velop model Hamiltonians using relatively few numbers of GBF.
While the dynamics in this case are certainly not converged, they
are sufficient to inform the mode selection of models. Recently
a few works have proposed approaches that moves in this direc-
tion47–49.
In conclusion, in this work the DD-vMCG method is combined
with electronic structure calculations accelerated by Graphical
Processing Units. We show that, as a consequence of the signifi-
cant number of quantum chemistry calculations required, a signif-
icant reduction in the cost of the quantum chemistry components
of the calculations is achieved. This is even for the relatively short
dynamics of 50 fs studied herein. However, the overall speed-up
of the calculations is, especially for larger basis sets is relatively
modest. This is associated with the computational cost of the
quantum correction to the nuclear dynamics, which scales cubi-
cally with the number of GBF, compared to the linear scaling of
the number of quantum chemistry calculations. Despite this, and
especially for simulations involving more intensive calculations,
especially if the dynamics are performed for multiple electroni-
1–9 | 7
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cally excited states, a significant speed-up can be achieved and
will extend the applicability of DD-vMCG simulations in terms of
the size of systems understudy and the accuracy of the quantum
chemistry methods which can be applied.
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