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 Abstrakt 
Tato diplomová práce se zabývá technikami dolování dat a jejich klasifikací do kategorií dle kriterií. 
Cílem práce je implementace webového portálu pro správu a klasifikaci dat z distribuovaných zdrojů. 
K dosažení cíle bude třeba otestovat rozdílné metody a najít nejvhodnější z nich pro klasifikaci 
internetových článků. Ze získaných výsledků bude navržena maximálně automatizovaná aplikace pro 
stahování a klasifikaci dat z různých internetových zdrojů, která by v konečném důsledku měla 
nahradit uživatele, jež by tuto práci prováděl manuálně. 
 
 
 
 
Abstract 
This master’s thesis deals with data mining techniques and classification of the data into specified 
categories. The goal of this thesis is to implement a web portal for administration and classification of 
data from distributed sources. To achieve the goal, it is necessary to test different methods and find 
the most appropriate one for web articles classification. From the results obtained, there will be 
developed an automated application for downloading and classification of data from different sources, 
which would ultimately be able to substitute a user, who would process all the tasks manually. 
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1 Úvod 
V dnešní době je velké množství dat ukládáno do datových úložišť. Tato data se mohou týkat všech 
možných oborů, ať už je to prodej, vědecké články a další. Správné procházení dat a jejich zpracování 
je cestou k úspěchu. Bohužel, není možné při tak velkém množství informací zpracovávat data 
manuálně a vidíme potřebu pro vývoj automatických nástrojů pro zpracování těchto dat a vyvozování 
určitých důsledků, které mohou člověku usnadnit práci.   
Cílem mé diplomové práce bude navrhnout aplikaci pro dolování dat z webu. Aplikace bude 
mít za úkol stahovat informace z libovolného distribuovaného zdroje. Tyto informace vhodně 
zpracovat, kategorizovat a připravit uživateli pro pohodlné procházení, čtení či další zpracování. Než 
se ale k tomuto cílu dopracujeme, vysvětlíme si některé základní pojmy, které jsou pro úspěšný návrh 
aplikace a pochopení problému důležité. 
V první části se budeme zabývat obecně dolováním dat. Uvedeme, proč je tento obor v dnešní 
době velmi populární a dosahuje velkého rozvoje. Vysvětlíme si základní techniky, jak data získávat 
a naznačíme si, jaké standardizované metodiky se pro dolování dat používají. Více si přiblížíme 
techniku „Support vector machine1“, „Naive Bayes2“, „k-nearest neighbor3
V další kapitole se zaměříme pouze na dolování dat z webu. Uvedeme se principy a standardy, 
které se používají ve webovém prostředí. Nahlédneme do problému získávání dat a velmi složitému 
předzpracování, kterým musí data z internetu procházet.   
“, dolování a klasifikaci 
dat v textech, které pro náš návrh budou důležité. 
Po získání všech důležitých znalostí o dolování a klasifikaci dat se zaměříme na návrh 
aplikace. Velký důraz budeme klást na případy užití aplikace a jejich přesné specifikace. Navrhneme 
důležité operace, které by měl systém zvládat, a podrobně si je rozepíšeme a vysvětlíme pomocí 
obrázků. 
Po skončení návrhu aplikace zvolíme vhodný programovací jazyk či programy, které 
využijeme pro náš výsledný systém. Všechny využité programy řádně popíšeme a vysvětlíme jejich 
úlohy v naší aplikaci.  
Poté jednotlivé části řádně otestujeme, vybereme nejlepší řešení z dosažených výsledků a 
aplikaci nasadíme na testovací server. 
V poslední části shrneme výsledky naší práce, prodiskutujeme její přínosy a navrhneme možná 
budoucí rozšíření aplikace.  
  
                                                     
1 Viz. kapitola 2.5.1. 
2 Viz. kapitola 2.5.2. 
3 Viz. kapitola 2.5.3. 
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2 Dolování dat (Data mining) 
Dolování dat se v dnešní době stává velmi populární a hojně využívanou praktikou, ve které se 
používá velké množství technik a najdeme jejich uplatnění ve většině oborů pracujících, jak se 
statickými, tak dynamickými daty. 
Vezmeme-li to z historického hlediska, tak pojem dolování dat „data mining“ vznikl 
z původního výrazu bagrování dat „data  dredging“. Tato technika byla původními výzkumníky 
považována za nečistou a pod jejich úroveň.  V pozdější době dochází k rozvoji dolovacích technik, 
efektivnosti získávání důležitých informací a množství záznamů pomocí nich.  
Velkému rozkvětu a rozmachu tohoto odvětví přispělo využití v bankovnictví [1]. Používalo se 
k vystupňování akvizičních rizik a vylepšení řízení rizika. Úspěšně se začalo dolování dat používat i 
v dalších oborech, jako například pojišťovnictví, veřejné služby, telekomunikace, energetika, 
maloobchod, detekce podvodů, vědecké výzkumy, webové služby, marketing atd [1]. 
 
 
 
 
Dolování z dat využívá speciálních algoritmů, které automaticky získávají relevantní informace 
z rozsáhlých datových skladů, jako jsou například databáze nebo různé jiné datové zdroje a souborové 
systémy. Tyto zdroje jsou nám tedy kvalitním nástrojem pro analytické techniky a speciální analýzy. 
Důležité na tomto získávání je, že informace důležité pro analýzu se berou z dat, které nejsou předem 
specifikované uživatelem. 
V praxi nalezneme mnoho různých nástrojů pro dolování dat. Tyto nástroje se liší tím, pro 
koho jsou výsledky analýzy určeny. Některé se specializují na manažery, vývojáře, analytiky, až po 
běžné uživatele. Použity mohou být také pro automatickou kategorizaci a rozděleni dat [1]. 
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2-1: Využití dolování v jednotlivých oblastech [7]. 
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2.1 Metody dolování dat 
V dolování se používá mnoho statistických a matematických metod a my se na některé podíváme 
blíže. 
2.1.1 Asociační pravidla 
Základní myšlenkou této metody je hledání významných vztahů mezi daty. Typickým příkladem  
jsou prodejní analýzy, kdy se zkoumají zvyklosti nakupování jednotlivých předmětů. Tento vztah pak 
formálně vyjádříme jako „if  <X> then <Y>“. 
Popíšeme si situaci vyjádřenou výše. Mějme I = {i1, …. , im} jako množinu položek  
a T = {t1, …. , t2} jako množinu transakcí, kde ti obsahuje podmnožinu položek z I. Mějme X ⊆ I, 
které je podmnožinou položek z I a transakci ti, která obsahuje X, jestliže X ⊆ ti. Asociační pravidlo 
je důsledek X ⇒ Y, kde X ⊆ I, X ∩ Y = ø. 
Pravidlo X ⇒ Y platí pro transakční množinu T s podporou α a β, kde α je procento transakcí 
v T takové, že T obsahuje X a Y a  β je procento transakcí takové v T takové, že obsahuje X ∪ Y. 
Tento proces může být zobecněn jako vícerozměrná asociace, kterou vyjádříme X1 , … , Xn ⇒ Y. 
 
Nakonec si uvedeme jednoduchý přiklad: 
pivo ⇒ plenky [podpora = 5%,  důvěra = 53% ] 
Tento příklad nám ukazuje, že osoba, která kupuje pivo, má tendenci kupovat plenky. Podpora nám 
vyjadřuje, že 5% všech transakcí je právě tato kombinace a důvěra nám říká, že 53% zákazníků, kteří 
si koupí pivo, si koupí i plenky [2]. 
2.1.2 Klasifikace 
Daný dokument zařazujeme do různých tříd podle parametrů, které třídu charakterizují. Tato technika 
se skládá ze dvou hlavních kroků. První krok zahrnuje učení, kdy jsou předkládána vzorová data a 
automaticky zařazována. Výsledky se porovnávají se správnými. Tato procedura se opakuje, dokud 
klasifikace nedosahuje požadovaných výsledků a neřadí dokumenty do správných tříd. Hranice je 
určena určitým prahem správnosti klasifikace. 
2.1.3 Shlukování  
Shlukováním nazýváme proces seskupování objektů s podobnými vlastnostmi. Hlavní myšlenkou je 
identifikace třídy objektů tzv. klastrů, které jsou homogenní (mají stejné vlastnosti) uvnitř každé třídy 
a heterogenní (s různými vlastnostmi) mezi různými třídami. Shlukování chápeme v podstatě jako 
učení bez učitele. Nechť Ω je množina vektorů wi ∈ Rn , kde i = 1, …, m. Cílem je rozdělit  Ω do 
podmnožin L, kde Cl označuje lth kluster, l = 1, ….., L. Potom wi má větší podobnost s prvku v třídě 
Cl, než s prvky patřící do jiných tříd. Nyní si uvedeme několik druhů shlukování: 
• Shlukování pomocí dělení – rozdělte „n“ objektů do „k“ skupin. Nechť X = {X1, …., Xn} je 
množina objektů a P = {P1, ….., Pk} jsou požadované skupiny, kde k ≤ n. Pak skupina pi je 
podmnožina X taková, že: 
o pi ≠ ø, ∀ i = 1, ….., k. 
o X = ∪i=1k  pi  
o pi ∩pj = ø∀ i ≠ j. 
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• Hierarchické shlukování – hlavní myšlenka je postavena na hierarchickém dělení datového 
souboru buď pomocí aglomerační nebo dělicí metody.V první technice předpokládá, že každý 
objekt je speciální skupina a ty jsou postupně slučovány, pokud jsou splněny podmínky. 
V druhé metodě postupuje opačným způsobem. Nejprve dá všechny objekty do stejné 
skupiny a postupně tuto skupiny dělí na menší podle splněných podmínek.   
• Shlukování založené na hustotě – tato metoda je iterativní. Funguje na principu prahu, kdy 
je v každé iteraci nastaven práh (práh hustoty) a při překročení prahu hustoty jsou objekty 
děleny na skupiny, až je dosaženo požadovaného dělení [2]. 
2.2 Techniky dolování dat 
Techniky dolování dat musí byt vždy flexibilní. Algoritmy vyžadují úpravy, protože data se rychle 
mění a jsou na sobě závislé. V této části si uvedeme přehled nejčastěji používaných technik pro 
dolování dat a krátce ilustrujeme a uvedeme jejich princip.  
2.2.1 Rozhodovací stromy 
Technika dolování dat v podobě rozhodovacích stromů je známa z mnoha oblastí. Algoritmy založené 
na indukci rozhodovacích stromů patří mezi nejznámější v oblasti symbolických metod. Rozhodovací 
stromy pracují metodou „rozděl a panuj“, kdy postupně rozdělují množinu na menší podmnožiny, 
které mají stejné vlastnosti, dokud je možné množinu dělit.  
 
Obrázek 2-2: Rozhodovací stromy [2]. 
Jak můžeme vidět na obrázku při klasifikaci rozhodovacím stromem, jdeme postupně od kořene 
stromu na základě otázky a odpovědi hlouběji směrem k listu. Až když dorazíme do listového uzlu, 
tak jsme náš objekt zařadili do příslušné třídy. 
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Reálné algoritmy, které používají rozhodovací stromy, jsou například CHAID4, C&RT 5, QUEST 6 a 
C5.0.7
Pro velmi snadnou interpretaci rozhodovacích pravidel jsou rozhodovací stromy častou 
technikou používanou pro klasifikaci [2]. 
  
2.2.2 Neuronové sítě 
Neuronové sítě jsou založeny na analogii s lidským mozkem a chování lze zjednodušeně přirovnat 
k učení, jakému v mozku dochází. Neuronové sítě obsahují neurony, což jsou vlastně buňky, kterým 
jsou přiváděny vstupy s váhovými koeficienty. Váhový koeficient vyjadřuje uložení zkušeností do 
neuronu. V praxi je to míra, jakou určitý vstup ovlivňuje daný neuron. Neuron má v sobě určitý práh 
a při jeho překročení neuron začne generovat výstup. Na obrázku si ukážeme přibližně činnost 
jednoho neuronu. Tento obrázek ukazuje jeden z nejpoužívanějších modelů popsaný McCullochem a 
Pittsem. 
 
   
𝑌 = 𝑆(�(𝑤𝑖𝑥𝑖 + 𝑃)𝑁
𝑖=1
) 
 
 
 
Obrázek 2-3: Neuronová síť [2]. 
 
 
Kde: 
• xi  - jsou vstupy neuronu 
• wi - jsou synaptické váhy 
• P - je práh 
• ƒ - je přenosová funkce neuronu tzv. aktivační 
• Y - výstup neuronu. 
 
Velkou výhodou těchto modelů je samostatná schopnost učit se z příkladů a zlepšovat tak svoje 
schopnosti. Znalosti v neuronové síti jsou rozprostřeny v podobě jednotlivých vazeb mezi neurony a 
běžnému uživateli tedy není příliš jasné, jak se informace zpracovávají na rozdíl od rozhodovacích 
stromů, kde jsou pravidla jasně daná a srozumitelná. Neuronové sítě jsou nejvíce používány k tvorbě 
prediktivních modelů a existuje velké množství algoritmů pro nacházení podobnosti vzorů z velkých 
databází. Velmi známý typ umělé neuronové sítě je například vícevrstvá síť [3]. 
. 
                                                     
4CHAID - Chi-squared Automatic Interaction Detector. 
5C&RT - Classification and Regression Trees. 
6 QUEST - The Quick, Unbiased, Efficient Statistical Tree 
7Více informací o algoritmu na stránkách  http://en.wikipedia.org/wiki/C4.5_algorithm. 
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Obrázek 2-4: Vícevrstvá neuronová síť. 
2.3 Metodiky dolování dat 
Cílem metodiky je poskytnout uživatelům jednotný rámec pro řešení různých úloh z oblasti  
dobývání znalostí. Tyto metodiky umožňují sdílet a přenášet zkušenosti z úspěšných projektů. 
2.3.1 CRISP-DM 
Cílem metodiky CRISP-DM8
Podle následujícího obrázku si blíže rozebereme fáze metodologie [4,5]. 
 byl univerzální postup dolování dat z databází, který bude použitelný 
pro co nejširší škálu aplikací. Tato metodika měla za úkol dobývat data rychleji, efektivněji, 
spolehlivěji a za nižší náklady. Také měla zahrnout řešení potenciálních problémů, které se mohou 
v reálných situacích vyskytnout.  
 
Obrázek 2-5: Model CRISP-DM [4]. 
                                                     
8CRoss-Indusry Standard Process for Data Mining, http://www.crisp-dm.org/ 
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• Porozuměni problému - cílem úvodní fáze je pochopení cílů projektu a řešení 
z manažerského hlediska. Po pochopení manažerského hlediska ho potřebujeme převést do 
zadání úlohy. Součástí první fáze je rovněž zjištění zdrojů (lidské, výpočetní, možná rizika, 
náklady a přínos projektu) a také určení předběžného plánu projektu.  
• Porozumění datům - tato fáze začíná prvotním sběrem dat, po nichž následuje analýza pro 
základní představu o datech, která jsou k dispozici. Posuzuje se kvalita dat, vytipovávají se 
důležité záznamy, zjišťují se četnosti různých atributů a další informace o datech, která by 
mohla být užitečná. Často se informace po zpracování zobrazují pomocí grafů. 
• Příprava dat - v této fázi dojde k vytvoření datového souboru pomocí různých technik, který 
bude analyzován analytickými metodami. 
Zpracování dat obsahuje tyto fáze: 
o Výběr dat 
o čistění dat 
o transformaci dat 
o vytváření dat 
o integrování dat 
o formátování dat. 
Fáze mohou být prováděny v různém pořadí a opakovaně. Po dokončení by data měla mít tyto 
vlastnosti:  
o Obsahovat údaje důležité pro řešení dané úlohy. 
o Být v podobě, kterou vyžadují analytické algoritmy. 
• Modelování - v této fázi dochází k nasazení analytických metod pro dobývání dat z databází. 
Existuje velké množství těchto metod, a proto je důležité věnovat čas vybrání těch 
nejvhodnějších. Zvolené metody mohou být spouštěny několikanásobně s různými parametry. 
Někdy je potřeba se vrátit do předchozí fáze a data pro tyto metody poupravit, aby bylo 
dosaženo lepších výsledků. Součástí modelování je taky ověření nalezených znalostí 
z pohledu metod dobývání [4,5]. 
• Vyhodnocení výsledků - ve fázi vyhodnocení výsledků jsme dospěli ke znalostem, které se 
zdají být v pořádku z pohledu metod pro dobývání znalostí. Nyní tyto výsledky musíme 
porovnat s manažerskými cíli a ověřit, jestli jsme splnili úkol, který byl vytyčen v první fázi 
[4,5]. 
• Zprovoznění - v této fázi máme vytvořen model pro řešení úlohy, ale tím naše řešení ve 
většině případů nekončí. Nyní potřebujeme data upravit do podoby pochopitelné pro 
zákazníka nebo do podoby, která byla požadována jako cíl projektu [4,5]. 
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2.3.2 5A 
Metodika 5A poskytuje uživatelům jednotný rámec pro řešení úloh a skládá se z pěti následujících 
kroků. 
• Assess (posouzení) - v prvním kroku se posoudí potřeby, stanoví se cíle, strategie a procesy 
projektu. Data se uvedou do kontextu tak, aby měla význam. 
• Access (výběr) - v druhém kroku se shromáždí a připraví potřebná data. 
• Analyze (analýza) - v tomto kroku se data přeměňují na informace a znalosti. Dojde 
k provedení analýz a k následnému nalezení odpovědí na otázky položené v prvním kroku. 
• Act (pravidla) - produktem dalšího kroku jsou doporučení, dodatečné otázky, následné 
rozhodnutí. Výsledky jsou předkládány v jasné a srozumitelné podobě. 
• Automate (automatizace)- v posledním kroku se vytvoří aplikace, která slouží pro snadné 
opakované užívání v běžné praxi [6].  
 
2.3.3 SEMMA 
Tato metoda usnadňuje použití statických průzkumných a vizualizačních technik. Předtím než si 
ukážeme jednotlivé částí této metodologie, zdůrazněme, že SEMMA9 je v podstatě uspořádání 
funkčních nástrojů pro jednotlivé části od firmy SAS Enterprise Miner10
• Sample (vzorek) - vybírání vhodných dat tím způsobem, že jsou ze vzorku vybrána 
dostatečně velká data, aby obsahovala všechny důležité informace o datech a zároveň 
dostatečně malá, aby s nimi byla rychlá manipulace. Tím, že vybereme ze vzorku pomocí 
metod obsažených v metodologie SEMMA pouze informativní data, snižujeme dobu 
zpracování. 
. Skládá se tedy z pěti 
následujících částí.  
• Explore (průzkum) - v této části hledáme trendy a odhalujeme anomálie s cílem získat z dat 
znalosti a nápady. Průzkum nám zdokonaluje proces objevování.  
• Modify (úpravy) - zde jsou data měněna a seskupována do objektů. Na základě objevů ve 
fázi průzkumu jsou nalezeny důležité atributy, skupiny a další vlastnosti dat. Tyto tři první 
fáze je možné i několikrát opakovat a získat tak co nejpřesnější data pro vytvoření modelu. 
• Model - zde jsou využité různé techniky pro modelování z dolovaných dat. Můžeme využít 
neuronové sítě, stromy, logistické modely a jiné statické modely. Každý typ modelu má svoje 
výhody a hodí se pro určité situace.  
• Assess (posouzení) – vyhodnotíme získaná data z hlediska užitečnosti a ověříme spolehlivost 
získaných informací metodologií SEMMA [6].  
 
 
                                                     
9 SEMMA – Sample, Explore, Modify, Model, Assess 
10 Stránky organizace http://www.sas.com. 
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2.4 Dolování dat v textech (Text mining) 
Dolování dat v textech můžeme definovat jako objevování informací ve velkém množství textu, které 
není na první pohled viditelné, ale pro uživatele důležité. Jiná definice by mohla znít, že v textu 
hledáme předem neznámé informace, ale potencionálně důležité. Tyto informace nemusí být na první 
pohled zřetelné, ale jsou to ty informace, které nám chtěl autor textu předat. Vyhledávání zcela 
nových informací z textu je velmi složitou disciplínou a musíme využít velké množství textu, různých 
vazeb a spojitostí. Dolování v textu může být v dnešní době rozděleno do dvou hlavních částí: 
• V první části dochází k předzpracování textu. To znamená, že texty z různých zdrojů jsou 
převedeny na stejnou velikost, jsou z nich odstraněny obrázky, aby dostaly jednotnou formu 
pro další zpracování. 
• V druhé části dochází k získávání znalostí z těchto předzpracovaných textů. Odvozují se 
vzory z mezilehlé formy. Po dokončení jsou podle vygenerovaných termů dokumenty dále 
zpracovány. Generují se abstrakty, řadí se do kategorií a další [6].   
2.4.1 Faktory ovlivňující dolování v textech 
Protože máme velké množství možností pro získání textu z dolování, tak si metody kladou velké 
nároky na předzpracování dokumentu a přeformátování do speciálního normalizovaného tvaru. 
Faktory ovlivňující předzpracování: 
• Kategorie textů (noviny, webové stránky, elektronické knihy, vědecké články, časopisy a 
další). 
• Elektronický formát (MS Word11, MS Excel12, PDF13, XML14
• Jazyk dokumentu (syntaktická analýza dokumentů je velmi složitá a pro některé světové 
jazyky skoro nemožná). 
 a další). 
• Kódování dokumentu (ASCII15, UNICODE16
• Oblast zájmu (vědecká, technická, manažerská, ekonomická, uživatelská a další). 
 a další). 
• Požadovaná úroveň (běžný uživatel, pokročilý, profesionál a další). 
• Jazykové schopnosti (dítě, dospělý, rodilý mluvčí a další). 
 
Různé mohou být i požadavky na přístup k dokumentům. Můžeme ho dělit na reálné sledování 
nějakého proudu dat, kdy z něho extrahujeme důležité informace. Dále pak na pouhé oznámení 
změny v dokumentu a uvědomění uživatele nebo na vyhledávání podle slov dokumentech. 
Nástroje používané pro splnění úloh [6,7]: 
• Vyhledávání informací. 
• Kategorizace nebo sumarizace dokumentů. 
• Extrakce informací. 
• Sumarizace textů. 
• Vyhledávače informací pro web. 
• Vyhledávání informací v datech. 
                                                     
11 MS Word  je textový procesor od firmy Microsoft, který je součástí kancelářského balíku Microsoft Office. 
12 MS Excel  je textový procesor od firmy Microsoft, který je součástí kancelářského balíku Microsoft Office. 
13 PDF - Portable Document Format (přenosný formát dokumentů). 
14 XML - Extensible Markup Language je obecný značkovací jazyk. 
15 ASCII - American Standard Code for Information Interchange. 
16 Unicode je tabulka znaků všech existujících abeced 
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2.4.2 Princip dolování v textu 
Dolování v textu se velmi liší od klasického dolování dat a to hned z několika důvodů: 
• Textová data mají velmi obtížnou a odlišnou vnitřní strukturu. 
• Metody se musí potýkat s velkými soubory, jejich velkým šumem, různým obsahem a 
znalostmi v nich obsažených. 
• Textová data nejsou ve své základní podobě určena ke zpracování počítačem. 
• Obsahují složitou sémantiku, často dvojsmysly a jsou psány různými jazyky.  
 
V první fázi musí textová data projít fází předzpracování. Tato fáze se skládá z následujících částí: 
• Vytvoříme z dokumentu termy - odstraníme z textu interpunkční znaménka jako například 
tečky, čárky atd. Všechny řetězce bez bílých znaků jsou termy. 
• Sjednocení velikosti písmen - zajistíme, aby všechna písmena v dokumentu byla psána 
velkými nebo malými písmeny. 
• Tvorba kanonických tvarů slov - cílem této operace je sjednocení slov, která mají stejný 
význam, ale odlišný tvar, například slov kovy a kování udělá slov kov. V této operaci 
ztrácíme částečně vstupní informace, ale je to důležité pro další zpracování textu.   
• Odstraněni bezvýznamných slov - jsou to slova v textu, která nenesou žádnou informaci o 
významu dokumentu, například předložky, spojky a další slova, která se v dokumentech často 
vyskytují. 
• Odstranění zbytečných informací - u webových stránek to mohou být například HTML 
značky nebo jiné značky týkající se struktury dokumentu, ne jeho významu. 
• Přiřazení váhy slovům - tato technika se nevyužívá vždy. Slovům v textu jsou přiřazeny 
váhové koeficienty, které jsou odvozeny od četnosti výskytu slova v dokumentu. Význam 
slova v dokumentu mohou zvýšit i jiná kritéria. Například text v nadpisu ve webové stránce 
bude významnější než slova obsažená volně v textu [6,7]. 
 
Nyní si ukážeme na obrázku klasické schéma pro dolování dat z textu a vysvětlíme jednotlivé kroky. 
 
Obrázek 2-6: Dolování dat v textu [7]. 
  
Začneme zpracováním textu na vstupu a to tak, že nejdříve označíme pojmy extrahované přímo 
z dokumentu. Potom nastává předzpracování dokumentu a generovaní atributů potřebných pro další 
zpracování. Dále pomocí různých nástrojů pro dolování dat v textech jsou provedeny operace pro 
vyhledávání.  Na závěr provedeme vizualizaci výsledku za použití vizualizačních nástrojů. 
 14 
2.4.3 Ohodnocení textů 
Textový obsah může mít několik podob, a to buď psaný úplně volně, částečně strukturovaný nebo 
úplně strukturovaný pomocí tabulek nebo databáze. Tyto strukturované informace jsou většinou 
členěny do kategorií, na které vede odkaz. Tyto kategorie, většinou reprezentované odkazy, mohou 
uživateli do velké míry napovědět, jaký obsah má očekávat. 
V oblasti vyhledávání informací (Information Retrieval) jsou dokumenty nejčastěji zastoupeny 
jako VSM17
Nechť R je počet různých slov ve všech dokumentech a Q je počet dokumentů. Pak webová 
stránka je reprezentována maticí M rozměrů RxQ s : 
 [2, 15, 200]. V prvním kroku je slovo reprezentováno na základě tokenů pomocí 
jednoduchých syntaktických pravidel. (např., ´psaní´ k ´psát´; ´jsou´, ´byli´, ´budou´ k ´být´). Další 
data o dokumentu jsou reprezentována jako vektor.  
 
M = (mij)  i = 1, …. , R and j = 1, …. , Q 
 
kde mij je váha slova „i“ v dokumentu „j“.  Váha musí zachycovat skutečnost, že nějaké slovo 
může být důležitější než jiné. Můžeme si to představit, jako když nějaké slovo „i“ objeví v „ni“ 
dokumentech, tak nám výraz  𝑛𝑖
𝑄
 dává důležitost slova ve všech dokumentech. Jako váha se používá  
„inverse dokument frequency“, IDF = 𝑙𝑜𝑔 (𝑄
𝑛𝑖
). 
Jinou možností je využití faktoru IDF. Výsledek dostaneme pomocí rovnice TFIDF18
kde fij je počet výskytů slova „i“ v dokumentu „j“. 
: 
𝑚𝑖𝑗 = 𝑓𝑖𝑗 × log �𝑄𝑛𝑖� 
Ve vektorové reprezentaci je dokument reprezentován sloupci v matici M, obsahující elementy R. 
Obsahy sloupců mohou být extrahovány a použity jako vstup pro algoritmy dolování dat [7]. 
 
2.4.4 Podobnost dokumentů 
Reprezentace pomocí vektorů umožňuje chápat dokumenty jako body v prostoru atributů. Logicky se 
tedy naskýtá otázka podobnosti, resp. vzdálenosti. V oblasti zpracování textů se používá řada měr 
vyjadřujících podobnost. Jsou-li x1 a x2 dva vektory x1 = {x11, x12, …, x1m}, x2 = {x21, x22, …, x2m}, 
potom: 
Kosínová míra podobnosti: 
𝑠𝑖𝑚𝑐(𝑥1, 𝑥2) = 𝑐𝑜𝑠(𝑥1,𝑥2) = 𝑥1 ∙ 𝑥2‖𝑥1‖ ‖𝑥2‖ 
Míra symetrického překrytí: 
𝑠𝑖𝑚𝑠(𝑥1,𝑥2) = ∑ 𝑚𝑖𝑛�𝑥1𝑗, 𝑥2𝑗�𝑖𝑚𝑖𝑛�∑ 𝑥1𝑗 + ∑ 𝑥2𝑗𝑗𝑗 � 
 
Diceho míra podobnosti:  
𝑠𝑖𝑚𝑠𝐷(𝑥1,𝑥2) = 2‖𝑥1 ∩ 𝑥2‖‖𝑥1 ∪ 𝑥2‖ = 2𝑥1 ∙ 𝑥2∑ 𝑥1𝑗 + ∑ 𝑥2𝑗𝑗𝑗  
                                                     
17 VSM - vector space model. 
18 Term Frequency / Inverse Document Freqeuncy 
( 2-1 ) 
( 2-2 ) 
( 2-3 ) 
( 2-2 ) 
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Jacardova míra podobnosti:  
𝑠𝑖𝑚𝑠𝑗(𝑥1,𝑥2) = 2‖𝑥1 ∩ 𝑥2‖‖𝑥1 ∪ 𝑥2‖ = 𝑥1 ∙ 𝑥2∑ 𝑥1𝑗 + ∑ 𝑥2𝑗 − 𝑥1 ∙ 𝑥2𝑗𝑗 , 
 
kde 
𝑥1 ∙ 𝑥2 = � 𝑥1𝑗 𝑥2𝑗.𝑚
𝑗=1
 
je skalární součin. V případě použití latentního sémantického indexování je podobnost dvou 
dokumentů dána přímo tímto součinem jejich reprezentací v prostoru konceptů [3]. 
 Výraz ||x|| (tzv. norma vektoru se spočítá jako): 
‖𝑥‖ = √𝑥 ∙ 𝑥 = �� 𝑥𝑗2𝑚
𝑗=1
 
 
2.4.5 Možnosti dolováni v textu 
Kategorizace textů 
Při tomto úkolu jsou dokumenty automaticky rozřazovány do určitých kategorií podle 
předdefinovaných kriterií. Tato kriteria mohou být například obsah, klíčová slova, autor, abstrakt a 
další. Příkladem takových dokumentů jsou například webové články, knihy, noviny a další. 
Kategorizace se pak nejčastěji uplatní při indexovaní, filtrování, organizování textu nebo třídění 
dokumentů. Tyto kategorie se mohou i v určité míře překrývat. 
 
Extrakce informací 
Extrakci informací z textu používáme v případě, že chceme z dat vytáhnout důležité údaje. To 
znamená, že z nestrukturované informace uděláme strukturovanou, a tu pak například uložíme do 
databáze. Obvykle přitom vycházíme z předdefinovaných šablon. Na upravená data pak můžeme 
použít další metody pro zpracování. Data mohou mít následující podoby: 
• Nestrukturovaný text (free text) - text s celými gramatickými větami, které umožňují 
zpracování pomocí metod zpracování přirozeného jazyka NLP19
• Strukturovaný text - text s předem definovanou strukturou, v němž jsou vzory odděleny 
určitým pevně daným způsobem. 
. Vzory jsou získávány na 
základě jejich syntaktické a sémantické analýzy. 
• Semi-strukturovaný text - text, který není gramaticky strukturován, je často psán 
heslovitým způsobem [7]. 
 
Shlukování textů 
Shlukování textů probíhá plně automaticky a to tak, že jsou soubory dokumentů rozřazovány do 
skupin. Každá skupina obsahuje dokumenty, které jsou v nějakém směru podobné, například když 
použijeme pro rozřazení obsah dokumentu, tak dokumenty v každé skupině korespondují se stejnými 
tématy. K identifikaci tématu jsou použita slova, která daný dokument obsahuje, a jsou běžná 
v dokumentu dané skupiny. 
Skupiny jsou v textech nalezeny pomocí hledání skupin objektů, které jsou si více podobné mezi 
sebou než s členy ostatních skupin. Proto je cílem shlukovací analýzy rozlišit množinu skupin 
                                                     
19NLP -  Natural language processing 
( 2-5 ) 
( 2-6 ) 
( 2-7 ) 
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(clusterů), ve kterých je podobnost s jinými clustery minimální a vnitřní podobnost dokumentů 
maximální. Aplikace využívají shlukovaní dokumentů pro tyto případy [7]: 
• Hledání podobných dokumentů - tato technika se používá, když máme dokument a chceme 
k němu najít další podobné dokumenty. 
• Zobrazení výsledků vyhledávání - umožňuje uživateli získat lepší přehled o zobrazených 
dokumentech. 
• Prohlížení a interaktivní vyhledávání - Slouží jako pomoc k vyhledávání žádaných 
informací. 
• Organizování obsahu webu do kategorií - využívají například webové katalogy 
k automatickému rozdělování webových stránek do kategorií. 
• Zobrazení doporučení - pomáhá uživateli podle právě zobrazeného dokumentu najít další 
s podobnou tématikou. 
• Efektivnější a rychlejší vyhledávání - pro optimalizaci vyhledávání je často využíváno 
shlukování. 
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2.5 Klasifikační algoritmy 
V této kapitole si seznámíme s nejpoužívanějšími algoritmy pro klasifikaci textu. Vysvětlíme si jejich 
základní principy a popíšeme jejich základní vlastnosti. Nakonec si uvedeme výhody a nevýhody 
těchto algoritmů a naznačíme, kde se jednotlivé druhy používají.   
2.5.1 Support vector machines (SVMs) 
Kapitola převzata z [8]. Tato metoda patří do kategorie tzv. jádrových algoritmů (kernel machine20
Tato myšlenka je v podstatě jednoduchá. Pro lepší představu si vše předvedeme na obrázku  
). 
Tyto metody se snaží využít výhody poskytované efektivními algoritmy pro nalezení lineární hranice 
a zároveň jsou schopny reprezentovat vysoce složité nelineární funkce. Jedním ze základních principů 
je převod daného původního vstupního prostoru do jiného, vícedimensionálního, kde již lze od sebe 
oddělit třídy lineárně. 
2-5. 
 
Obrázek 2-7: Princip vzniku možnosti lineárního oddělení dvou tříd s nelineárními hranicemi pomocí přidané 
dimenze [8]. 
 
V původním dvourozměrném prostoru jsou dvě třídy, oddělené nelineární kružnicí. Přidáním další 
dimenze vznikne možnost prvkům třídy uvnitř kružnice přidat další souřadnici, která je posune např. 
                                                     
20 Více informací na stránkách http://www.kernel-machines.org/. 
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nahoru podél nové osy x3 , takže pro oddělení obou tříd již lze použít rovinu rovnoběžnou s rovinou 
danou osami x1 a x2. 
Otázka je, kam nejlépe lineární hranici umístit tak, aby byla vedena co nejefektivněji z hlediska 
kategorizace budoucích dat, která nebylo při tréninku možno použít. Samotná optimalizace umístění 
hranice je záležitost komplikovanější, ale v zásadě řešitelná [8]. 
Obr. 2-6 znázorňuje dvourozměrný vstupní prostor definovaný atributy x = (x1 , x2), přičemž 
pozitivní tréninkové příklady, dávající hodnotu (y = +1), jsou uvnitř kruhu a negativní (y = -1) vně. 
Je zřejmé, že lineární oddělovací hranice neexistuje. Když se vstupní data vhodně modifikují, může 
vzniknout nový vstupní prostor, kde jsou pozitivní i negativní příklady oddělitelné lineárně. 
Modifikací může být mapování vstupního vektoru x do nového vektoru s jinými hodnotami atributů 
F(x). 
Konkrétně zde lze každý dvourozměrný vektor změnit přidáním třetího atributu založeného na 
prvních dvou, takže místo původních dvou atributů (x1, x2) budou tři, definované následujícími 
funkcemi f1,  f2,  f3: 
f1 = 𝑥12, f2=  𝑥22, f3 = √2 x1x2 
 
Obrázek 2-8: Dvourozměrný prostor s tréninkovými příklady [8]. 
Obrázek 2-7 ukazuje původní data v novém prostoru, a důležité je, že nyní jsou obě třídy lineárně 
separovatelné. Tento jev je obecný. Při mapování do prostoru s dostatečným počtem dimenzí lze 
nakonec vždy najít lineární oddělovače (nadrovinu). V příkladu byly použity pouze tři dimenze (i 
když konkrétně zde by se daly použít dokonce jen dvě, tj.  f1 a  f2 ), ale obecně platí, že N datových 
bodů je možno vždy (kromě některých speciálních případů) lineárně oddělit v prostoru s N-1 nebo 
více dimenzemi [8]. 
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Obrázek 2-9: Data mapovaná do trojrozměrného prostoru [8]. 
 
Řešení je ovšem komplikováno faktem, že v d-rozměrném prostoru je lineární oddělovač definován 
rovnicí, která má d parametrů, takže hrozí nebezpečí, že dojde ke ztrátě obecnosti klasifikátoru 
“přetrénováním” pokud d ≈ N. Dojde totiž k podobnému efektu, jako např. při prokládání datových 
bodů polynomem vysokého stupně (aproximace neznámé funkce). Uvedená potíž je proto důvodem k 
tomu, že zmiňovaná metoda jádrových funkcí se snaží najít optimální lineární oddělovače, tj. takový, 
který poskytuje co nejširší pásmo mezi ním a pozitivními příklady na jedné straně a negativními na 
druhé (a zároveň podporuje robustnost klasifikace), jak ilustruje následující obr. 2-8 [8]. 
 
 
Obrázek 2-10: Pohled na optimální oddělovací hranici [8]. 
 
Optimální lineární oddělovač se v algoritmu „Support vector machina“ hledá pomocí metody 
kvadratického programování. Zde je jistá obdoba s hledáním maxima jako u lineárního programování, 
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problém je však složitější. Předpokládejme, že jsou příklady x s klasifikací y = ±1a cílem je najít 
optimální oddělovač. Problém lze převést na hledání hodnot parametrů, které maximalizují výraz: 
 
∑ 𝑎𝑖 −
1
2
∑ 𝑎𝑖𝑎𝑗𝑦𝑖𝑦𝑗�𝑥𝑖 . 𝑥𝑗�,𝑖,𝑗𝑖  přičemž platí omezení 𝑎𝑖 ≥ 0 a ∑ 𝑎𝑖𝑦𝑖𝑖  = 0. 
 
Výraz má dvě významné vlastnosti:  
• jednak má jediné globální maximum, které lze efektivně najít 
• datové body do výrazu vstupují ve formě skalárního součinu jednotlivých dvojic. Tato druhá 
vlastnost platí i pro rovnici lineárního oddělovače. 
 
Jakmile jsou jednou spočteny optimální parametry 𝑎𝑖, je oddělovač dán rovnicí: 
 
ℎ(𝑥) = 𝑠𝑖𝑔𝑛 � 𝑎𝑖𝑦𝑖
𝑖
(𝑥 . 𝑥𝑖)� 
 
Vzhledem k omezením při hledání platí, že lineární oddělovač má nulové váhy pro každý datový bod 
kromě těch bodů, které jsou nejblíže vlastnímu oddělovači. Tyto nejbližší body se právě nazývají 
support vectors – v překladu podpůrné vektory vzhledem k tomu, že jejich funkcí je “podpora” 
oddělovací nadroviny, která na nich spočívá. Ostatní body (vektory) nejsou pro oddělovače vůbec 
zapotřebí, takže metoda SVM je schopna najít ty tréninkové příklady, které jsou pro nalezení 
oddělovače tříd podstatné (obvykle učící algoritmy používají všechny tréninkové příklady, což při 
vysokém počtu bodů může vést k nízké efektivitě). 
Velkou výhodou je skutečnost, že těchto podpůrných vektorů je obvykle mnohem méně než 
datových bodů, takže efektivní počet parametrů definujících optimální oddělovač je pak mnohem 
menší než N. 
 Běžně nelze očekávat, že lineární oddělovač bude nalezen přímo v originálním vstupním 
prostoru x (i když to nelze vyloučit). Je ovšem zřejmé, že lineární oddělovače lze hledat ve 
vícerozměrném prostoru F(x) jednoduše tím, že se nahradí člen xi ·xj členem F(xi)·F(xj). Tato náhrada 
má stejný efekt pro každý učící algoritmus, ale zde vzhledem ke skalárnímu součinu existují zvláštní 
vlastnosti. Platí totiž, že F(xi)·F(xj) není většinou nutné stanovovat přes výpočty F pro všechny body. 
Ve výše uvedeném příkladu se třemi dimenzemi lze ukázat, že: 
𝐹(𝑥𝑖) ∙ 𝐹�𝑥𝑗� = �𝑥𝑖 ∙ 𝑥𝑗�2 
Výraz �𝑥𝑖 ∙ 𝑥𝑗�
2 se nazývá jádrová funkce (kernel function21
 Na uvedené jádrové funkci není nic zvláštního, pouze odpovídá jednomu z možných 
vícerozměrných prostorů. Zároveň je sada dalších jádrových funkcí, které odpovídají jiným 
prostorům. Existuje tzv. Mercerův teorém, který říká, že jakákoliv “rozumná” jádrová funkce (tj. v 
principu taková, kde matice 𝐾𝑖𝑗 = 𝐾�𝑥𝑖, 𝑥𝑗� je positivně definitní) odpovídá nějakému prostoru 
) K(xi, xj). V souvislosti s 
algoritmy SVM je to funkce, která může být aplikována na dvojice vstupních dat k vyhodnocení 
skalárního součinu v nějakém odpovídajícím prostoru. Z toho tedy plyne, že lze najít lineární 
oddělovače ve vícerozměrném prostoru F(x) jednoduše náhradou 𝑥𝑖 ∙ 𝑥𝑗 jádrovou funkcí K(xi, xj). 
Jinak řečeno, lze provádět učení ve vícerozměrném prostoru, ale stačí počítat pouze jádrové funkce 
místo úplného seznamu atributů pro každý datový bod. 
                                                     
21 Více informací na stránkách http://en.wikipedia.org/wiki/Kernel_of_a_function. 
 
( 2-9 ) 
( 2-10 ) 
( 2-11 ) 
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atributů. Tyto prostory mohou být velmi vysoce rozsáhlé, například polynomická jádrová funkce  
𝐾𝑖𝑗 = 𝐾�𝑥𝑖, 𝑥𝑗� =  �1 + 𝑥𝑖 ∙ 𝑥𝑗�𝑑 odpovídá prostoru atributů, jehož dimenze roste exponenciálně s 
„d“. S použitím takovýchto jádrových funkcí lze nalézt lineární oddělovače efektivní v prostorech 
majících miliardy (nebo v některých případech nekonečně mnoho) rozměrů. 
 Nalezené lineární oddělovače lze samozřejmě mapovat zpět do původního prostoru, čímž lze 
získat libovolně zvlněné, nelineární hranice mezi pozitivními a negativními příklady. Jakýkoliv 
algoritmus, který lze převést na uvedený skalární součin, může být náhradou tohoto součinu jádrovou 
funkcí převeden na jádrovou (kernelized) verzi, např.K-NN22
Algoritmus využívající jádrové funkce je v praxi využíván např. pro rozeznávání rukou 
psaných číslic nebo na úlohy s velmi vysokým počtem atributů, úspěšně funguje také jako filtr např. 
textových dokumentů, které se často vyznačují desítkami tisíc atributů (tj. různých slov), apod [8]. 
 (nejbližší soused), perceptronové učení, 
a další. 
2.5.2 K-NN algoritmus 
Tento klasifikační algoritmus je založený na rozpoznání vzorů nejbližších sousedů. Tato metoda patří 
mezi neparametrické metody klasifikace, u kterých nepředpokládáme znalost pravděpodobnostních 
charakteristik tříd. Metoda předpokládá, že máme množinu vzorových dat a tato data máme zařazena 
do správných kategorií. Data představují dokumenty, které jsou reprezentovány vektorem, a jedno 
slovo dokumentu reprezentuje jednu dimenzi. Souřadnice reprezentující dokumenty jsou tvořeny 
například TF-IDF vahami slov dokumentu. Samotný algoritmus pak provádí setřídění a nalezení  
k-nejbližších učebních dokumentů k testovanému dokumentu. Po otestování dokumentu ho zařadíme 
do nejbližší třídy. Výpočet podobnosti se provádí pomocí Kosínovy nebo Euklidovy vzdálenosti mezi 
dvěma vektory dokumentů, o kterých jsme se již zmínili dříve. 
K-NN nespoléhá na předchozí pravděpodobnosti jako algoritmus Naive Bayes23
2.5.3 NaiveBayes algoritmus 
 a to přináší 
vyšší efektivitu výpočtu. Mezi hlavní nevýhody algoritmu patří volba nejvhodnějšího „k“ pro 
klasifikaci textových dokumentů, která je velmi složitá [9]. 
Naive Bayes klasifikátor je jednoduchý klasifikátor založený na aplikaci Bayesova teorému 
založeného na silném nezávislostním předpokladu, jinak řečeno na „nezávislém rysu modelu“. 
Klasifikátor přepokládá přítomnost nebo nepřítomnost zvláštního rysu třídy. Na příkladu si to 
můžeme vysvětlit tak, že gepard patří mezi savce, má srst, zuby, 4 nohy a tyto vlastnosti můžeme 
považovat za závislé. Pak model bere všechny tyto vlastnosti, a pokud jsou splněny, tak geparda 
považuje za savce. 
V závislosti na přesnosti povahy pravděpodobnostního modelu můžeme klasifikátor vytrénovat 
velmi efektivně se správným nastavením vlastností. Ve většině praktických aplikací se pro odhad 
parametrů určité třídy používá metoda maximální důvěryhodnosti. 
Nevýhodou této klasifikační metody je zpracování velkého množství atributů při výpočtech 
pravděpodobností. Další nevýhodou je předpokládaná nezávislost slov v dokumentech, které však na 
sobě mohou ve skutečnosti záviset. Výhodou tohoto algoritmu je rychlost zpracování textových dat 
                                                     
22 Viz. kapitola 2.5.2. 
23 Viz. kapitola 2.5.3. 
 22 
při klasifikaci dokumentů, jednoduchost algoritmů. Pro vytrénování odhadu parametrů nám stačí 
pouze malé množství tréninkových dat. Díky těmto výhodám je využíván v mnoha reálných 
aplikacích, ale v dnešní době je již překonán nebo prošel úpravami [10]. 
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3 Dolování dat z webových stránek 
(Web mining) 
V této kapitole se budeme zabývat dolováním dat z webu, jejími zdroji, formáty. Jak už jsme se 
zmínili dříve, data na webu mají velké množství formátů, různé povahy zdrojů a další přídavné 
komponenty. Díky těmto vlastnostem musí webová data procházet množstvím operací, které je 
upravují do potřebného tvaru. Poté jsou data zpracovávána dle požadavku algoritmy pro dolování dat. 
Podíváme se také na webové protokoly a standardy, které je doprovázejí. 
3.1 Webové prostředí 
Nyní si ukážeme klasické získání webových informací. Pro jednodušší vysvětlení použijeme obrázek. 
 
Obrázek 3-1: Operace na webu [3]. 
 
Na obrázku můžeme vidět jak uživatel pomocí aplikace pro prohlížení webu (dále budeme nazývat 
webový prohlížeč) získá požadovaná data. Jako první zadá URL24
                                                     
24 URL - Uniform Resource Locator  je 
 adresu požadované stránky a vyšle 
řetězec znaků s definovanou strukturou, který slouží k přesné 
specifikaci umístění zdrojů informací  na internetu. 
 24 
žádost o informaci. Pro žádost i odpověď se používá protokol HTTP25. Žádost je zpracována 
serverem, kde je informace uložena a vytvořena odpověď, která je odeslána klientovi. Klientovi se 
informace zobrazí pomocí webového prohlížeče ve formátu HTML26
3.2 Informace obsažené na webu 
.   
Na stránkách můžeme nalézt objekty jako obrázky, filmy, zvuky, odkazy a text. Všechna tato data 
pomáhají stránky přiblížit tématu, kterým se zabývají. Nás budou nejvíce zajímat dva typy obsahů a 
to text obsažený na stránkách a odkazy. Tyto dva typy obsahů se zpracovávají odlišnými algoritmy 
pro dolování dat. 
3.2.1 Textový obsah  
O hodnocení textů jsme se zmínili v kapitole 2.4.3. Nyní je důležité si připomenout, že webové 
stránky neobsahují pouze normální text. Je to směs HTML značek a formátovaného srozumitelného 
textu. Z tohoto důvodu musí procházet složitým předzpracováním a čištěním. V tomto čistění dojde 
k odstranění HTML značek a slovům je přidělena jejich váha, podle důležitosti. Například <title> 
neboli titulek stránky nese daleko větší hodnotu než slovo obsažené v textu [3]. 
 
 
Obrázek 3-2: Čistící proces [3]. 
Na obrázku můžeme vidět klasické zpracování internetového zdroje, kde HTML značky obsahují 
text, které nese důležité informace pro zařazení dokumentu. Tyto značky musíme z HTML souboru 
odstranit a získat text, kde neztratíme údaje potřebné pro zařazení dokumentu. Tuto fázi označujeme 
jako „čistící proces“. V poslední fází procesu jednotlivým slovům v dokumentu přiřadíme jejich váhu. 
Zvolené postup přiřazení váhy, již zaleží na konkrétní situaci. 
                                                     
25 HTTP -Hypertext Transfer Protocol je internetový protokol určený pro výměnu hypertextových dokumentů 
ve formátu HTML. 
26 HTML - HyperText Markup Language je značkovací  jazyk pro tvorbu webových stránek. 
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3.2.2 Webové odkazy 
Webové stránky bývají propojeny odkazy. Tyto odkazy většinou směřují na stránky s podobným 
obsahem a název odkazu nám napovídá, jaký obsah se bude pod odkazem skrývat. Propojenost 
jednotlivých stránek lze považovat za orientovaný graf, kde uzel jedné stránky přejde do druhé 
v závislosti na tom, jaké informace daná stránka obsahuje.  
 
 
Obrázek 3-3: Webové stránky jako orientovaný graf [3]. 
Z obrázku lze odvodit, že některé stránky obsahují hodnotnější informace než jiné a mohou na sebe 
mít určitou závislost. To znamená, že méně zanořené stránky obsahují hodnotnější informace a mají 
hlavní vliv na zařazení podstránek do kategorií čí jejich klasifikaci dle kritérií. 
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4 Analýza portálu pro správu a 
klasifikaci informací distribuovaných 
zdrojů 
V této části se budeme zabývat analýzou portálu pro správu a klasifikaci informací z distribuovaných 
zdrojů. Jednou z hlavních úloh této části je si ujasnit, co od portálu očekáváme. V zadání vidíme jen 
velmi obecnou specifikaci, a proto je nutné proniknout do problému, dále zanalyzovat a upřesnit. 
Nyní pro nás není důležité, jak přesně systém bude implementovaný, ale potřebujeme, aby splňoval 
požadovanou funkcionalitu. Také si upřesníme neformální specifikaci a vytvoříme diagram případů 
užití (use case diagram), který nám dá představu o jednotlivých rolích a jejich možnostech použití 
systému. 
 Přesné požadavky na systém byly uváděny vedoucím při konzultacích. Neformální závěry 
z našich schůzek zahrnu do kapitoly o neformální specifikaci. 
4.1 Neformální specifikace 
Úkolem je vytvořit portál pro správu a klasifikaci informací z distribuovaných zdrojů se zaměřením 
na články. To znamená, že musíme vytvořit úplně novou aplikaci, která dokáže stahovat informace 
z různých webových zdrojů. Tyto informace ve formě článků potřebujeme rozdělit do kategorií, 
abychom je mohli jednoduše prohlížet, editovat, vyhledávat a provádět další užitečné operace s daty.   
Tyto distribuované zdroje mohou mít až stovky kategorií, mohou být různě strukturované. U 
získaného článku by měl být znám její původ, nadpis, datum získání a čeho se informace týká. 
Systém by měl být maximálně automatizovaný. Měl by tedy sám získávat články 
z distribuovaných zdrojů, kategorizovat je a vhodně zobrazit uživateli. Před zobrazením článku 
běžnému uživateli musí projít schválením. Pokud systém nedokáže informaci dát do příslušné 
kategorie, musí se s tím vypořádat a navrhnout řešení uživateli. Dále zde musí být možnost přidávání 
nových kategorií a zdrojů oprávněným uživatelem.  
Systém by měl mít správu oprávnění a jednotlivé role, do kterých budou uživatelé zařazeni. 
V systému bude role administrátor, uživatel s právy vkládat články, správce zdrojů a článků, 
přihlášený uživatel, uživatel. Uživatel si bude moct prohlížet kategorizované a přehledně vypsané 
články. Bude v nich moct také vyhledávat. K psaní komentářů, hodnocení článků a navrhování 
distribuovaných zdrojů bude oprávněn přihlášený uživatel. Uživatel s právy vkládat články bude moct 
do systému přidávat nové články a to buď manuálně, nebo roli bude zastupovat automatický robot. 
Role vedoucího redaktora bude mít za úkol schvalovat články před zveřejněním a provádět jejich 
korekci. Dále bude moct přidávat nové kategorie a distribuované zdroje. Administrátor bude mít 
úplnou kontrolu nad systémem. 
Systém bude implementován jako webová aplikace, která bude veškerá data ukládat do 
databáze na server. Ovládání by mělo být nanejvýš funkční a intuitivní s maximální možnou 
automatizací procesů a minimálním zásahem oprávněného uživatele. Grafika by měla být přehledná a 
přizpůsobena kategorizaci obsahu a jejímu snadnému prohlížení a vyhledávání. 
 
 27 
4.2 Analýza požadavků  
Z neformální specifikace jsem odvodil požadavky na systém: 
• Abstraktní aktéři 
o Uživatel - nejobecnější uživatel systému. Může si prohlížet kategorizované články, 
vyhledávat v nich a hodnotit je. Konkrétním potomkem je aktér běžný uživatel. 
o Přihlášený uživatel - tato abstraktní role může komentovat a hodnotit články. Také 
může navrhovat vhodné distribuované zdroje. Konkrétním potomkem je aktér 
pravidelný čtenář. 
o Uživatel s právy vkládat články - tato role může do systému vkládat články a po 
schválení redaktorem budou zveřejněny. Dokud nejsou články schváleny, mohou být 
přispěvatelem libovolně upravovány nebo smazány. Konkrétním potomkem je aktér 
redaktor. 
o Správce zdrojů a článků - reprezentuje aktéra, kterého systém opravňuje k vkládání, 
mazání a editování článků, distribuovaných zdrojů a kategorií. Dále může schvalovat 
články pro zveřejnění a řadit je do kategorií. Konkrétním potomkem je aktér vedoucí 
redaktor. 
.   
• Speciální aktéři 
o Administrátor - tento uživatel má nad systémem plnou kontrolu. Může zde provádět 
libovolné operace, rušit a přidávat libovolné data. 
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4.3 Diagram případů užití 
Využití dědičnosti aktérů vyplynulo ze společných požadavků (případů užití) v různých rolích. V 
následujícím diagramu zobrazujeme případy užití, které vykonávají námi definovaní aktéři. 
 
 
Obrázek 4-1: Diagram případů užití. 
  
Poznámka: Některé z případů užití do sebe zahrnují více případů užití. Použití obecnějšího pojmu je z důvodu 
přehlednosti diagramu. Jedná se především o CRUD27
 
 akce. Specifikace případů užití jsou uvedeny v příloze. 
                                                     
27 CRUD – Create, read, update, delete. 
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4.4 Specifikace případů užití 
Případ užití „Spravuj články“ 
Případ užití „spravuj články“ je sjednocením případů užití vytvoř článek, edituj zakázku, odstraň 
informaci.  
Název případu užití Spravuj články 
Identifikátor případu 
užití 
2 
Cíl případů užití Vytvořit, upravit nebo editovat články. 
Primární aktéři Správce zdrojů a článků 
Sekundární aktéři  
Vstupní podmínky Uživatel má oprávnění aktéra správce zdrojů a článků. 
Výstupní podmínky Článek je vytvořen, změněn nebo odstraněn.   
Akce pro spuštění Uživatel si zvolí „spravuj články“ 
Základní scénář 
Krok    Role                      Akce 
1        Systém                     Zobrazí seznam všech článků. 
 
2        Uživatel                   Klikne na a:„Vytvoř nový článek“  
                                           nebo u zvoleného článku klikne  
                                           na b:„Upravit článek“.  
 
3 .a    Systém                     Zobrazí formulář pro vytvoření  
                                           nového článku. 
 
3.b     Systém                     Zobrazí požadovaný článek, v němž je                          
                                           možné měnit údaje nebo ho celý smazat. 
 
4.a    Uživatel                     Vyplní formulář pro vytvoření článku  
                                            a zvolí „uložit článek“. 
 
4.b    Uživatel                     Upraví článek a dá „uložit“ nebo  
                                            klikne na „smazat“ 
 
5.      Systém                       Vrátí se do fáze 1     
Alternativní scénář 
1. k bodu 1. hlavního toku: Pokud není žádný článek pro  
   zobrazení v seznamu, systém zobrazí pouze možnost „Vytvoř   
   nový článek“       
Výjimky 
1. Selhání operace 
2. Selhání systému 
3. Současná správa totožného článku dvěma nebo více uživateli 
Frekvence Pravidelně 
Speciální požadavky Žádné 
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Výjimky případu užití „Spravuj články“  
Název výjimky 
Spravuj informace: Současná správa totožného článku dvěma nebo více 
uživateli 
Identifikátor výjimky 2.E.1 
Cíl výjimky Později přistupujícím uživatelům nedovolí článek změnit, či smazat 
Primární aktéři Správce zdrojů a článků 
Sekundární aktéři  
Vstupní podmínky 
Dva uživatelé s právy správce zdrojů a článků chtějí měnit nebo mazat 
totožný článek ve stejnou chvíli. 
Výstupní podmínky 
Změna nebo smazání článku bylo umožněno pouze prvnímu přistupujícímu. 
Ostatní si mohou informaci pouze číst. 
Akce pro spuštění 
Uživatel s právy správce zdrojů a článků chce měnit nebo mazat článek, 
s níž v totožnou chvíli pracuje jiný uživatel. 
Základní scénář 
1. Uživatel s právy správce zdrojů a článků chce měnit článek, který je 
aktuálně měněn jiným uživatelem.   
2. Uživatel, který již mění článek, pokračuje beze změny. Dalším 
uživatelům je oznámen dřívější přístup jiným uživatelem a 
umožněno pouze čtení článku. 
3. Uživatel dokončí změny a uloží je. Nyní je povoleno,aby jiný 
uživatel měnil článek.   
Frekvence Zřídka 
 
Další výjimky případů „Spravuj články“ odpovídají výjimkám případů užití 1. 
 
Případy užití „Spravuj kategorie“,  „Spravuj distribuované zdroje“ a „Spravuj uživatele“ jsou totožné 
případu užití „Spravuj články“ pouze se vytváření, upravení nebo mazání netýká informace, ale 
kategorie, distribuovaného zdroje nebo uživatele. Další specifikace případu užití naleznete v příloze 
1. 
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4.5 Diagram tříd 
 
 
Obrázek 4-2: Konceptuální diagram tříd. 
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4.6 Práce s distribuovanými zdroji 
Jednou z nejdůležitějších částí systému bude automatická práce s distribuovanými zdroji. V této 
kapitole si přiblížíme, jak by měl systém fungovat. V základu si tuto práci můžeme představit jako 
přispěvatele z určitých daných zdrojů, kterého systém nahradí automatickou činnosti. 
 
4.6.1 První fáze 
V první fázi je nutné uživatelem s příslušným oprávněním vytvořit distribuovaný zdroj. Tato úloha je 
velmi důležitá pro pozdější zpracování. Internetové zdroje jsou velmi odlišné, a proto je nutné ho do 
jisté míry specifikovat pro další zpracování. Potřebné informace o zdroji: 
• Internetová adresa zdroje – přesná URL adresa stránky.  
• Zdroj informace na adrese – zde bude „id“ odstavce, kde se pravidelně vyskytují nové 
informace, které budou přejímány a klasifikovány. 
• Struktura zdroje – zde je potřeba do jisté míry specifikovat strukturu stránky a identifikovat 
odstavec s článkem. Tato částečná specifikace poslouží pro lepší klasifikaci, kdy některé 
HTML značky mají vyšší váhu než jiné. 
 
 
Obrázek 4-3: Sekvenční diagram fáze 1. 
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4.6.2 Druhá fáze 
V této fázi si popíšeme, jak přispěvatele nahradí automatický systém. Systém se v základě bude 
chovat jako uživatel s právy vkládat články. To znamená, že bude přidávat články, jako by to dělal 
běžný uživatel. Tyto články nebude ovšem vytvářet, ale stahovat ze zadaných zdrojů. 
 Systém si tedy vezme všechny zdroje z databáze a dle informací, které o něm má, stáhne tyto 
zdroje do tabulky s články pro další zpracování. Nyní bude systém postupovat dle metodiky pro 
dolování dat. Provede tedy potřebné kroky a zpracuje data pro klasifikaci textu a jejich roztřídění do 
kategorií. V roli klasického uživatele s právy vkládat články si to můžeme představit, že vložil nový 
článek. Nyní je potřeba článek kategorizovat. Přispěvatel by tedy vybral přílišnou kategorii. My 
využijeme na předzpracovaný text jednu z technik klasifikace textu popsanou výše. Není důležité, 
kterou techniku přesně použijeme. Po klasifikaci převedeme text z dočasné tabulky do tabulky 
s články s příslušnou kategorií a zdrojem, kde byla získána. Stahování informací ze zadaných zdrojů 
bude systém pravidelně opakovat a získávat tak nově přidané informace. 
 
 
Obrázek 4-4: Sekvenční diagram fáze2. 
 
 
V druhé fázi máme dvě důležité funkce, které si částečně přiblížíme. 
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StahniInformace()  
V této funkci bude docházet k parsování HTML stránky s článkem, podle zadaných parametrů 
uživatele. Tyto parametry by měly do maximální míry určit, které části stránky nás budou nejvíce 
zajímat. Poté pomocí regulárních výrazů a parametrů získáme jen informace důležité pro náš článek. 
 Kvůli velkému množství možností skladby HTML stránky bude tato funkce velmi důležitá a 
bude podrobena velkému množství testování a oprav. Jako další možnosti zpracování a rozparsování 
stránky je tu možnost využití XPath28
 
 atd. 
KlasifikujInformace()  
V této funkci bude docházet k třídění článků podle kategorií. V mém návrhu bych rád využil metodu 
SVM a klasifikaci textu pomocí faktoru IDF, které jsem velmi podrobně rozebral v teoretické části 
diplomové práce. 
 
4.6.3 Třetí fáze 
Nyní projde informace schválením vedoucím redaktorem a může být zveřejněna pro běžného 
uživatele. Vedoucí redaktor může ještě rozhodnout o změně kategorie nebo nepovolit schválení.  
 
 
Obrázek 4-5: Sekvenční diagram fáze 3. 
 
  
                                                     
28 XPath - XML Path Language je počítačový jazyk, pomocí kterého lze adresovat části XML dokumentu. 
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5 Využité technologie 
5.1 Drupal 7 
Pro implementaci webového portálu jsem si vybral CMS29 systém Drupal30
Naší aplikaci vyhovuje Drupal z důvodů jednoduchého vývoje vlastních modulů a již skvěle 
propracované strategie práce s různými texty a složitými obsahovými weby. 
 v jeho poslední vydané 
verzi 7.Drupal je open source webový systém pro správu obsahu, který umožňuje rychle a snadno 
vytvářet jednoduché, ale i velmi složité weby. Protože je Drupal open-source platforma, dochází 
k jeho neustálému vývoji a vylepšování díky velmi početné komunitě uživatelů a vývojářů. Drupal 
tedy velmi rychle a efektivně reaguje na vývoj v oblasti webových aplikací a nových internetových 
trendů.    
5.1.1 Základní informace o Drupalu 
Drupal je open source redakční systém napsaný ve skriptovacím jazyce PHP a distribuován pod 
licencí GNU31
 
 (General Public Licence). Drupal vznikl z projektu nizozemského studenta Dries 
Buytaert. Jeho cílem bylo poskytnout mechanismus, jak s přáteli sdílet zprávy a události. Jako open 
source projekt se do světa Drupal dostal v roce 2001 a byl snadno přijat komunitou vývojářů, rychle 
rozvíjen a nyní je z něj jeden z nejrozšířenějších CMS platforem na webu.  V reálných aplikacích se 
Drupal využívá v klasických webových stránkách, osobních blocích, až po velké firemní a vládní 
informační systémy [11,12]. 
5.1.2 Využité technologie v Drupalu 
• PHP - Drupal,jak jsme se zmínili výše, je napsán v programovacím jazyce PHP, který je 
vysoce podporovanou platformou, a tedy jeho rozšíření o přídavné moduly je založeno právě 
na tomto jazyce. V dnešní době se většina aplikací píše pomocí objektově orientovaného 
programování. U Drupalu tomu tak není. I v této nejnovější verzi se používá více 
procedurální programování než objektově orientované programování. Důvody jsou historické 
a také praktické. Moduly v Drupalu se skládají z kolekcí funkcí. Ale i tak Drupal využívá 
objekty v mnoha ohledech [11]: 
o Některé subsystémy jsou objektově orientované. 
o Mnoho modulů je objektově orientovaných. 
o Často se využívá návrhových vzorů. 
• Databases and SQL - v předchozí verzi Drupal podporoval dvě databáze a to MySQL a 
PostgreeSQL. Drupalu 7 došel k posunu kupředu a využívá se výkonný PDO32
                                                     
29 CMS – Content management systém neboli Systém pro správu obsahu  je 
 (PHP Data 
Objects), což je knihovna běžící na PHP 5. Tato knihovna slouží jako abstrakce a umožňuje 
vývojářům podporu mnoha databází, jako například MySQL, PostgreSQL, SQLite, MariaDB 
software zajišťující správu 
dokumentů, 
30 Stránky projektu http://drupal.org. 
31 GNU -  General Public License. 
32 PDO - rozšíření PHP umožňující jednotným způsobem pracovat s rozličnými databázemi. 
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a mnoho dalších. Drupal poskytuje databázové API33 spolu s některými úmluvami o SQL34
• HTML, CSS a Javascript - tyto tři technologie jsou využívány taktéž v Drupalu. Stránky 
jsou zobrazovány pomocí HTML a stylovány pomocí kaskádových stylů (CSS
 
kódování (např. nepoužívat LIMIT v SQL). Smyslem využití přesných syntaxí je psaní co 
nejjednodušeji přenosných kódů (11). 
35). 
Uživatelské interaktivní prvky jsou psány pomocí Javascriptu36
5.1.3 Architektura 
.  
Na obrázku si uvedeme, jak vypadá architektura Drupalu, a poté podrobně vysvětlíme, jak systém 
pracuje. 
 
Obrázek 5-1: Archtektura Drupalu [11]. 
Na obrázku vidíme způsob, jakým je strukturován Drupal, a způsob jakým jednotlivé komponenty 
zpracovávají žádosti. Pro lepší pochopení si uvedeme příklad zpracování klasické žádosti v Drupalu: 
• Uživatel zadá URL http://prilkad.cz/node/123 ve webovém prohlížeči. 
• Prohlížeč požádá webový server priklad.cz o zdroj node/123. 
• Webový server s Drupalem začne zpracovávat žádost s cestou node/123. 
• Systém reaguje na žádost /node/123, že si vyžádá uzel s identifikačním číslem 123, který je 
obvykle uložen v databázi. 
• Zobrazovací systém dodá uzlu formátování, styl a transformuje data do HTML 
s přidruženými CSS. 
• Jádro Drupalu dokončí veškeré zpracování a vrátí data klientovi. 
• Webový prohlížeč převede HTML a CSS do vizuální prezentace pro uživatele.     
Na tomto obrázku není zachycen každý technický detail, pouze nám poskytuje základní náhled na 
způsob zpracování žádosti Drupalem [11]. 
                                                     
33 API - Application Programming Interface označuje v informatice rozhraní pro programování aplikací. 
34 SQL - Structured Query Language  je standardizovaný dotazovací jazyk používaný pro práci s daty v 
relačních databázích. 
35 CSS - Cascading Style Sheets  je jazyk pro popis způsobu zobrazení stránek napsaných v 
jazycích HTML, XHTML nebo XML. 
36 Javascript  je multiplatformní, objektově orientovaný skriptovací jazyk. 
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5.1.4 Hooks 
Jednou z nejdůležitějších částí Drupalu a jeho zpracování dotazu jsou tzv. hook. Tyto hooky nám 
dávají možnost při zpracování události přidat vlastní funkčnost a ovlivnit tak prováděnou operaci.   
Například víme, že Drupal kontroluje, zda je každý modul inicializován. Podívá se tedy do každého 
moduly a zjistí, jestli obsahuje funkci pro inicializaci. Proskenuje tedy všechny načtené moduly a 
podívá se, jestli neobsahují funkci hook_init(). Nalezne-li funkci hook_init(), kde slovo „hook“ 
nahradíme názvem modulu (např. new_modul_init()), spustí ji. Toto provede u každého modulu 
obsahující tuto funkci. Existuje velké množství „hooků“  a můžeme s nimi ovlivnit většinu chování 
systému (např.: hook_submit(), hook_exit()).  
Drupal hooks  je pravděpodobně jedním z nejdůležitějších aspektů Drupal programování. 
Většina (ne-li všechny) moduly nejsou nic víc než sbírka hooků, které Drupal automaticky volá, při 
zpracování různých požadavků [11]. 
 
Obrázek 5-2: Drupal hooks [11]. 
5.1.5 Zobrazovací systém 
Nyní se okrajově zmíníme o zobrazovacím systému Drupalu. V systému je odděleno zobrazení od 
zbytku dat. To znamená, že systém pracuje s daty a různými operacemi a na konci je volána 
zobrazovací funkce, která převede data do podoby pro zobrazení ve webovém prohlížeči. Základní 
zobrazovací funkce jsou umístěny v jádře Drupalu, avšak každý modul má možnost si nadefinovat 
vlastní funkci pro zobrazení. Tato možnost se u modulů využívá ve velké míře. Pokud modul vlastní 
téma nadefinuje, pak se implicitně potlačí defaultní zobrazení z jádra a je překryto tématem modulu.  
 Tento systém je tedy skvělý nástroj pro vlastní implementaci grafického výstupy naší 
aplikace. 
5.1.6 Hlavní podsystémy 
Jádro systému obsahuje několik základních modulů, které zajišťují důležité funkčnosti. Tyto 
nejdůležitější součásti si rozebereme blíže, popíšeme jejich roli a naznačíme o jakou úlohu se 
v systému starají. 
• Menus (menu) - v Drupalu se neudržují informace pouze o obsahu, ale také o tom, jak jsou 
stránky organizovány. Obsah je tedy provázán se strukturou. O tuto činnost se stará 
podsystém menu. Poskytuje kvalitní rozhraní pro vytváření a úpravy prvků, které vytvářejí 
strukturu webu. Používá se hierarchického uspořádání webu, který má stromovou strukturu o 
libovolném počtu uzlů a listů [12].  
• Nodes (uzly) - jeden z nejdůležitějších podsystémů je systém uzlů. V Drupalu je uzlem 
myšlen obsah, který zveřejňujeme. Většina uzlů má nadpis a tělo, ale můžeme si nadefinovat 
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vlastní pole různých typů. Takže uzel také obsahuje informaci o tom, kdy byl vytvořen, 
autora a mnoho dalších užitečných informací. Většina operací s uzly je prováděna pomocí 
modulu „Node“, který také nabízí velké množství „Hooks“ pro vlastní úpravu chování [12]. 
• Files (souboory) - tento podsystém je pokrok od předchozí verze, kdy práce se soubory 
nebyla zabudována v jádru Drupalu. Ve verze 7 už tomu tak je a díky tomu se zrychluje a 
usnadňuje práce s obrázky, dokumenty [12]. 
• Users (uživatelé) - aby Drupal nezastával jen pozici CMS, ale mohl sloužit jako informační 
systém s mnohými uživateli, rolemi a oprávněními, vznikl subsystém „Users“. Tento 
subsystém nám nabízí propracování rozhraní, které nám umožňuje libovolně ovlivňovat 
nastavení a oprávnění uživatelů používajících naši webovou aplikaci. Další důležitou složkou 
tohoto systému je nabídka funkcí pro práci s uživateli, které můžeme využít při psaní našich 
vlastních aplikací a modulů. Dále pak modul zajišťuje například LDAP37 autentizaci, 
OpenID38
• Comments (komentáře) - jednu z dalších novinek v nejnovější verzi systému je oddělení 
komentářů od uzlů. Nyní se o komentáře stará vlastní subsystém a k příslušnému uzlu jsou 
připojovány až při vytváření obsahu stránky. V subsystému také nalezneme spoustu „Hooks“ 
pro nastavení vlastního chovaní komentářů [12].  
 a mnoho dalšího [12].   
• Fields and Entities (pole a entity) - v předchozí verzi bylo možno vytvářet jen základní typy 
obsahu, které obsahovaly nadpis a tělo. Pokud chtěl vývojář přidat další pole, musel využít 
některý z rozšiřujících modulů (Např. CCK39
• Form API (formulářové API) - podsystém starající se o veškeré formulářové aspekty na 
webu. Nabízí nám sadu funkcí pro vytváření, zobrazování, ověřování a zpracování formulářů 
[12]. 
), které mu potřebnou funkčnost zajistily. Nyní 
už je vše standardně poskytováno přímo jádrem Drupalu, pomocí tohoto systému, což vedlo 
k urychlení práce s obsahy a větším možnostem [12]. 
• Installation Profiles (instalační profil) - subsystém nám nabízí možnost vytvořit si vlastní 
instalační profil a přizpůsobit, tak proces instalace dle vlastních představ. Můžeme 
přednastavit vlastní témata, aktivní moduly, změnit parametry instalace a zjednodušit tak 
zavádění námi upraveného systému Drupal [12].   
• Blocks (bloky) – spolu s hlavním obsahem webových stránek, který nám zajišťuje subsystém 
„Node“, se zobrazují i další části webové stránky jako je například patička, horní část stránky, 
okrajové lišty atd. O zobrazení a práci s těmito částmi se stará právě „Blocks“ subsystém 
[12]. 
• Simple Test (jednoduché testy) - při tvorbě modulů se považuje důležitý otestování jejich 
správné funkčnosti. O tuto práci se stará subsystém „Simple Test“, který jednoduchou sadou 
rámcových a jednotkových testů umožňuje otestování a ověření našeho kódu [12]. 
 
                                                     
37 LDAP - Lightweight Directory Access Protocol je definovaný protokol pro ukládání a přístup k datům na 
adresářovém serveru. 
38 OpenID -  je otevřený standard popisující decentralizovaný způsob autentizace uživatelů, který odstraňuje 
potřebu na straně provozovatele služby poskytovat a vyvíjet vlastní systémy pro autentizaci a který rovněž 
samotným uživatelům služby umožňuje konsolidaci jejich digitálních identit. 
39 CCK – Content Construction Kit. 
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5.1.7 Rozšiřující moduly 
Přestože základní verze Drupalu může být použita pro vybodování kvalitních webových stránek, 
nastane pravděpodobně situace, kdy bude chybět funkčnost pro doladění konkrétních požadavků. 
V naší aplikaci jsme některé rozšiřující moduly použili a zmíníme se o nich blíže. 
 
• Date and Calendar (data a kalendáře) - tento 
modul poskytují možnost vytvářet a manipulovat s časovými údaji a libovolně je využít.  
• Backup and Migrate (záloha a migrace) - modul slouží pro pravidelné automatické 
zálohování databáze a jednoduchou obnovu dat z těchto uložených záloh při ztrátě dat nebo 
porušení databázové struktury. 
• IMCE - využijeme pro jednoduché nahrávání a stahování souborů z webového serveru 
pomocí klasického webového prohlížeče. 
• Google Analytics - poskytuje jednoduché rozhraní pro využití služby Google Analytics40
• ImageCache (obrázková vyrovnávací pamět) - nástroj pro práci s obrázky. Umí automaticky 
měnit velikost rozměrů i datovou velikost obrázku a tím usnadní vkládání obrázků velkých 
velikostí a urychlí jejich načítání na webových stránkách. Umožní také vytvoření malých 
náhledů obrázků a mnoho dalšího.  
 na 
vašich stránkách. Tato služba je bezplatná a sleduje počet návštěvníků webových stránek, 
odkud nálevníci přišli, co na stránkách hledali, podle jakých výrazů vaše stránky nalezli a 
mnoho dalších užitečných statistik pro zlepšení návštěvnosti stránek.  
• Pathauto - tento modul vytváří pro vyhledávače tzv. přátelská URL pomocí automatického 
generování URL z titulu zobrazované stránky. 
• Sheduler - umožňuje zadat datum, kdy uzel zveřejní na internetových stránkách a datum, kdy 
uzel změníme na neveřejný.  
  
                                                     
40 Stánky projektu http://www.google.com/analytics/. 
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5.2 RapidMiner 
RapidMiner [13] (dříve YALE), je prostředí pro strojové učení, dolování dat, textů, prediktivní 
analytiku a obchodní analýzy. Používá se pro výzkum, vzdělávání, odbornou přípravu, prototypování, 
vývoj aplikací a průmyslové nasazení. Je distribuován pod licencí open source AGPL41 a je ke stažení 
na http://sourceforge.net/ od roku 2004.  
Projekt RapidMiner byl zahájen v roce 2001 Ralfem Klinkenbergem, Ingo Merswa a Simonem 
Fisherem na oddělení umělé inteligence dortmundské univerzity. V roce 2006 Ingo Mierswa a Ralf 
Klikenberg založili firmu Rapid-I, kde pracuje více než 30 vývojářů, kteří nyní hlavně přispívají 
k rozvoji RapidMineru. 
RapidMiner poskytuje více než 600 různých operátorů, které slouží pro dolování dat, strojové 
učení, načtení dat, jejich transformaci, předzpracování dat, vizualizaci, modelování, hodnocení a 
další. Všechny subjekty jsou popsány v XML souboru. RapidMiner má uživatelsky přívětivé grafické 
prostředí a je napsán v jazyce Java, a proto běží na všech běžných operačních systémech [13]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                     
41 AGPL - Affero General Public License 
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5.2.1 Modelování procesů 
Získávání znalostí je často považováno za sekvenční operace a v mnoha aplikacích modelujeme 
proces jako mnoho jednodušších operací spojených do řetězu. V případě složitého procesu máme 
množství malých operací, které se starají o jednotlivé části získávání znalostí a na konci řetězu nám 
dávají požadovaný výsledek. Díky principu zasouvatelných jednoduchých částí se složitý proces 
jednoduše kontroluje, vylepšuje a rozšiřuje. Lepé se také kontroluji vstupy a výstupy jednotlivých 
komponent a můžeme tak ověřovat každý článek řetězu zvlášť. Na obrázku si ukážeme jednoduchý 
řetěz tvořící proces. 
 
Obrázek 5-3: Jednoduchý proces [14]. 
Na obrázku vidíme jednoduchý učební proces při použití metody „Support vector machine“. Na 
vzorovém obrázku jsou načítána libovolná zdrojová data. Data mohou být libovolně upravována a 
pomocí generických algoritmů dochází k učení. Na konci dostáváme data o učení. Tato data můžeme 
analyzovat a libovolně pak upravovat proces výměnou jednotlivých komponent a dosahovat tak 
lepších výsledků [13,14]. 
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5.2.2 Popis procesů 
Pro popis procesů používá RapidMiner XML, což je široce rozšířený jazyk dobře se hodící pro popis 
strukturovaných objektů a popisu obsluhy procesů získávání znalostí. Tedy přenos procesů je díky 
využití XML velmi jednoduchý a další výhodou je čitelnost těchto souborů člověkem, bez nutnosti 
úprav. RapidMiner můžeme tedy chápat jako skriptovací jazyk založený na XML.  
Pro lepší návrh procesů uživatele není třeba použít přímo zápis v jazyce XML, ale můžeme 
využít velmi kvalitní grafické prostředí. Toto prostředí nám poskytuje všechny prostředky pro 
získávání dat pomocí jednoduchých grafických komponent a jejich příslušného nastavení. 
Jednoduchý proces navržený pomocí grafického rozhraní si ukážeme na obrázku. 
 
 
Obrázek 5-4: Proces navržený pomocí GUI. 
 
Každá z těchto komponent zastupuje jeden objekt, který má svoji úlohu v získávání, či klasifikaci dat. 
Výstupem grafického rozhraní je XML soubor, který můžeme dále využít již bez použití grafického 
GUI42
 
. XML soubor je velmi dobře čitelný a máme možnost tedy do něj jednoduše zasahovat, 
upravovat ho dle našich představ. 
5.2.3 Důležité vlastnosti 
RapidMiner se vyznačujeme dvěma důležitými vlastnostmi, které nám zlepšují práci a usnadňují 
ověření a další použití získaných výsledků. 
Transparentní zpracování dat  
RapidMiner podporuje flexibilní zpracování procesů, které nám umožňuje vyhledat nejlepší 
klasifikační systém a předzpracovat co nejpřesněji data pro náš úkol. Přehlednost dosahuje 
RapidMiner tím, že podporuje velké množství typů datových zdrojů a neskrývá vnitřní data 
transformací a částí před uživatelem. Vzhledem k modulární koncepci subjektů jsou často jednotlivé 
operátory nahrazovány jinými. Při těchto změnách je měřen výkon podle hledaných parametrů a 
dosahuje se tak skvělých výsledků, což je důležité jak pro vědecký výzkum, tak pro reálné aplikace 
[13,14].   
 
Metadata  
Metadata43 jsou vodítkem transformačních funkcí, či funkcí automatického vyhledávání a při jejich 
správné definici v části předzpracování nám mohou zlepšit výsledky procesu v RapidMiner. Metadata 
zahrnují typ atributu nebo jeho jednotky v soustavě SI44
                                                     
42 GUI - Graphical User Interface je 
. Definice metadat je nepovinná, ale pro 
uživatelské rozhraní, které umožňuje ovládat počítač pomocí interaktivních 
grafických ovládacích prvků. 
43 Metadata  jsou strukturovaná data o datech. 
44 SI je mezinárodně domluvená soustava jednotek fyzikálních veličin. 
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zlepšení výsledků a správnému běhu našeho procesu je doporučováno nastavit tyto údaje, u některých 
komponent jsou striktně vyžadovány [13,14]. 
5.2.4 Vestavěné operátory pro dolování dat 
RapidMiner nabízí až několik set vestavěných operátorů. Uvedeme si pouze skupiny těchto operátorů 
a naznačíme si jejich použití. 
 
Algoritmy strojového učení 
Tato skupina obsahuje velké množství schémat pro regresi a klasifikace úkolů. Tato skupina 
například zahrnuje Support Vector Machine, decicion tree, rule learners, lazy learners, Bayesian 
learners and Logistic learners. Skupina obsahuje také několik algoritmů založených na asociačních 
pravidlech a seskupování pomocí nich [13,14].  
 
Operátory pro předzpracování dat 
V této skupině se nacházejí funkce, které nám libovolně upravují vstupní data, aby byla vhodná pro 
algoritmy strojového učení. Jako příklad těchto operátorů bych uvedl filtrování, odstranění nebo 
doplňování chybějících hodnot, normalizace, odstranění nepotřebných vlastností, vzorkování a 
mnoho dalšího [13,14]. 
 
Meta operátory 
Zde se nacházejí operace, které provádějí optimalizaci pro operátory procesu návrhu, například 
soubor iterací nebo několik optimalizačních schémat [13,14]. 
 
Operátory pro hodnocení výkonnosti  
Operátory pro hodnocení procesu podle zadaných kriterií. Pro různé algoritmy strojového učení jsou 
nabízeny speciální hodnotící operátory přizpůsobené přesně pro jejich využití. Tímto je dosahováno 
velmi kvalitních výsledků [13,14]. 
 
Vizualizace 
Tyto operátory slouží pro logování a prezentaci výsledků procesů. Nabízejí možnost zobrazení do 2D 
nebo 3D grafů a další možnosti vizualizace našich výsledků strojového učení [13,14]. 
 
Vstupně-výstupní operátory 
Tato skupina operátoru nabízí možnost načtení zdrojových dat pro algoritmy strojového učení 
z různých formátů. Po jejich zpracování nám tato skupina operátorů umožní jejich zpětné uložení do 
zvoleného formátu. Mezi podporované formáty patří C4.5, csv, TeX, dBase či čtení a přímo zápis do 
mnoha druhů databází [13,14]. 
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5.2.5 Rozšíření RapidMiner 
Program RapidMiner nám nabízí velké množství rozšíření. Tyto rozšíření zlepšují funkčnost 
programu mnohými směry dle požadavků na získanou analýzu dat. V této části si rozšíření uvedeme a 
naznačíme jeho využití.  
 
Text processing (zpracování textu) 
Toto rozšíření přidává všechny operátory potřebné pro statistickou analýzu textu, to znamená nahrání 
textů z různých datových zdrojů a formátů. Dále pak transformace, velké množství různých technik 
filtrování a funkce pro analýzu textových dat.  Text processing podporuje několik textových formátů 
včetně klasického textu, HTML nebo PDF. Také poskytuje standardní operace jako je rozdělení textu 
na tokeny, odstranění nepotřebných slov (předložky, spojky) a převedení slov na jeho základní tvar 
[15].  
 
Web mining (webové dolování) 
Webové rozšíření nám poskytují přístup k internetovým zdrojům, jaké jsou webové stránky, RSS45
 
 
kanály a webové služby. Kromě operátorů přístupu k těmto zdrojům jsou zde obsaženy také operátory 
manipulace s těmito daty [15]. 
Reporting (hlášení) 
Toto rozšíření přidává do RapidMineru operátory, které lze využít pro generování sestav skládajících 
se z tabulek a vizualizací vytvořených procesem. Od každého subjektu je pomocí operátoru vytvořena 
zpráva, což není možné za použití běžných operátorů. Tato hlášení podporují velké množství 
výstupních formátů, včetně HTML a PDF. Zprávy mohou být také uloženy na serveru RapidAnalytics 
a jednoduše pak prohlíženy pomocí webového rozhraní [15]. 
 
PaREn 
Rozšíření PaREn nám nabízí automatický nástroj pro podporu při stavbě klasifikačního procesu. Pro 
daný soubor dat automaticky doporučuje konstrukce a optimalizuje proces klasifikace podle základní 
charakteristiky souboru vstupních dat. Podle těchto údajů analyzuje data a předpovídá očekávané 
přesnosti pro algoritmy dolování dat [15].  
 
Community (komunita) 
Pomocí tohoto rozšíření můžete veškeré svoje pracovní postupy a výsledky sdílet s komunitou 
uživatelů, které se také zabývají dolováním dat pomocí RapidMiner. K tomuto sdílení slouží portál 
„myexperiment.org“. Na portálu můžete diskutovat o procesech dolování dat, vyměňovat si pracovní 
postupy, setkávat se ostatními, kteří pracují na podobných problémech [15]. 
 
Parallel Processing (paralelní zpracování) 
Účelem tohoto rozšíření je umožnit procesu plnit úkoly souběžně. Výsledkem souběžného provádění 
některých úkolů je zvýšení rychlosti řady analýz a procesů tím, že jsou pod úkoly prováděny 
paralelně na více jádrech. Vedle operátoru jako je křížová validace nebo funkce výběru, přidává 
rozšíření také nový režim pro kompletní analýzu procesu v paralelních drahách [15].  
                                                     
45 RSS - Really Simple Syndication je rodina XML formátů určených pro čtení novinek na webových stránkách 
a obecněji syndikaci obsahu. 
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5.3 PHP Simple HTML DOM Parser 
Ke zpracování staženého článku jsem využil knihovnu PHP Simple HTML DOM Parser, která 
převede kompletní HTML stránku na objekt, s kterým můžeme pracovat podobně, jako to dělá 
javaskriptová knihovna jQuery46
5.3.1 Využití knihovny 
. 
Na začátku využívání knihovny si vytvoříme objekt této knihovny pomocí „simple_html_dom()“ a 
pomocí metod této knihovny dále zpracováváme webovou stránku. 
 
Metoda „load“ a „load_file“  
Tato metoda slouží pro kompletní stažení webové stránky a její převod na DOM47
• load('<html><body>Hello!</body></html>') – načte do DOM objektu stránku ze zadaného 
řetězce 
 objekt. V aplikaci 
jsem tuto funkci využil pro stahování webových stránek obsahující jednotlivé články. Díky převodu 
na DOM nám tato metoda poskytuje budoucí jednoduchou práci s webovou stránkou a 
předzpracováni pro klasifikaci pomocí RapidMineru. Příklady použití: 
• load_file('http://www.google.com/') – načte do DOM objektu stránku ze zadané URL adresy 
• load_file('test.htm') – načte do DOM objektu stránku ze zadaného souboru 
  
Metoda „find“ 
Metoda slouží pro vyhledání libovolného elementu webové stránky pomocí zadaných parametrů. 
Příklady použití: 
• find('#foo') – vrátí všechny elementy html stránky, které mají „id=foo“ 
• find('.foo') - vrátí všechny elementy html stránky, které mají „class=foo“ 
• find('a, img') – vrátí všechny odkazy a obrázky obsažené v html stránce 
• find('a[title], img[title]') – vrátí všechny odkazy a obrázky obsažené v html stránce, které 
obsahují atribut „title“   
 
Další metody 
V projektu jsem využil i tyto metody knihovny: 
• href – Pokud je atribut odkaz, vratí adresu na kterou ukazuje 
• outertext – Vrací obsah html elementu i s jeho okrajovými značkami např. :  " <div>foo 
<b>bar</b></div>" 
• innertext – Vrací obsah html elementu bez jeho okrajových značek např.  " foo <b>bar</b>" 
• plaintext – Vrací čistý text, ve kterém jsou odstraněny veškeré html značky " foo bar" 
 
 
 
 
 
 
                                                     
46Stránky projektu  http://jquery.com/. 
47 DOM – Document Object Model je objektově orientovaná reprezentace XML nebo HTML dokumentu. 
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6 Implementace 
Zvoleným programovacím jazykem pro implementaci webového portálu pro správu a klasifikaci 
webových zdrojů byl jazyk PHP s využitím open source redakčního systému Drupal, který jsem blíže 
popsal v kapitole 4.1. Výhodou použití Drupalu je jeho velká uživatelská základna a výborná práce 
s články, pro kterou byl navržen. Díky zásuvným modulům můžeme Drupal rozvinout libovolným 
směrem a obohatit tak naši aplikaci. Pro parsování stránek a získání obsahu jsem použil  PHP Simple 
HTML DOM Parser, který je také volně dostupný a napsaný v jazyce PHP. Bližší informace o této 
knihovně jsem zmínil v kapitole 4.3. Pro klasifikace textu jsem použil RapidMiner, který je 
implementován v jazyce Java. Jak vidíme z popisu, tak jsem ve výsledné aplikaci spojil tři různé open 
source projekty, kterou jsou napsány ve dvou různých programovacích jazycích, a upravil je pro 
potřeby své aplikace. Aplikace předpokládá, že články mohou být ve více než jedné kategorii. 
6.1 Drupal modul 
Open source Drupal je jádrem naší aplikace a přes něj dochází ke spouštění dalších nástrojů, které 
využíváme. Blíže bych tedy popsal strukturu modulu „dsource“, který jsem vytvořil pro tento systém.  
Modul se skládá z těchto částí: 
• content_types.inc 
• devel_generate.inc 
• field_ui.admin.inc 
• simple_html_dom.inc 
• dsource.info 
• dsource.install 
• dsource.module. 
 
Nejdůležitější součásti systému si nyní blíže popíšeme, naznačíme jejich úlohu v systému a zmíníme 
se o problémech, které se při vývoji vyskytly.   
 
dsource.install  
Soubor obsahuje kompletní databázové schéma pro běh portálu na systému. Po zapnutí systému je 
toto schéma nahráno do databáze systému, a pokud modul odinstalujeme, jsou tabulky naší aplikace 
opět smazány. 
Tento soubor obsahuje dsource_install() funkci volanou při zapnutí modulu. Ve funkci jsou 
vytvořené potřebné součásti naší aplikace, jako je formát pro ukládání kompletních HTML stránek, 
role s oprávněním ukládat články, kterou v naší aplikaci zastupuje automatický robot a uživatel, který 
patří do této role a potřebujeme ho pro ukládání článků. Funkce dsource_uninstall() všechny součásti 
naší aplikace odstraní. 
 
dsource.module 
V tomto souboru jsou implementovány veškeré funkčnosti naší aplikace s využitím PHP HTML 
parseru a RapidMineru. Zmínil bych se o hlavních funcích, které jsou zde uloženy. 
 Funkce dsource_downloadArticle() obsahuje veškeré operace týkající se stahování článků 
z distribuovaných zdrojů. To znamená, že z databáze načte veškeré informace, které o příslušném 
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zdroji máme a pomocí knihovny PHP Simple HTML DOM Parser tento zdroj stáhne. Ověří správnost 
tohoto, zdroje například, jestli již nebyl stažen nebo nedošlo-li k chybě. Po stažení zdroje ho uložíme 
do databáze a označíme pro klasifikaci RapidMinerem. 
 Funkce dsource_automaticCategory() má za úkol předpřipravit data v databázi pro načtení 
RapidMinerem a jejich klasifikaci. Z důvodu nepříliš obratného přístupu do databáze pomocí 
RapidMineru si předpravím data pomocí zmíněné funkce a zavolám skript, který spustí klasifikaci. 
První verzi byl skript spouštěn přímo v PHP kódem, ale kvůli bezpečnosti mi vedoucí navrhli změnu. 
Změna byla provedena a nyní je RapidMiner spuštěn pod oprávněním uživatele, který spustí skript 
k tomu určený.  
 Funkce dsource_saveCategory() slouží pro uložení výsledků klasifikace získané pomocí 
programu RapidMiner. Ve starší verzi byly výsledky ukládány přímo do databáze, ale kvůli 
nekompatibilitě RapidMiner s Postgress databází se výsledky ukládají do „csv“ souboru. Z tohoto 
souboru jsou kategorie načteny a přidány k příslušným článkům. 
 Funkce update_model() se stará o aktualizaci modelu novými články, u kterých byla 
správnost kategorizace zkontrolována editorem, a zlepšuje tak kategorizační schopnosti naší aplikace. 
 Funkce reset_model() má za úkol vytvořit úplně nový model se správně kategorizovaných 
článků, pokud došlo z nějaké příčiny ke znehodnocení stávajícího modelu. Funkce je časově náročná 
a měla by být volána v krajních případech, pokud nelze použít funkci update_model(). 
 V souboru jsou obsaženy ještě další jednoduché funkce, usnadňující práci naší aplikace, 
o kterých není potřeba se detailně zmiňovat.  
 
content_types.inc 
V souboru jsou obsaženy funkce pro přidávání, editaci a mazání distribuovaných zdrojů. V tomto 
souboru došlo k úpravě, kdy jeden distribuovaný zdroj neslouží pouze pro jednu URL stránku, ale 
funguje jako šablona pro libovolný počet stránek, ze kterých je dle dané definice možno stahovat 
články. 
 Funkce node_type_form() generuje uživatelské rozhraní pro uložení šablony distribuovaného 
zdroje. Pro generování se využívá Drupal form API, které zjednodušuje práci s formuláři, ověřuje 
povinná a nepovinná pole a hlídá správné datové typy. 
 Funkce dsource_validate_sources() sloužící pro ověření správného nastavení šablony a 
relevantnosti internetových zdrojů. Z každého zdroje přiřazeného k šabloně se pokusí stáhnout 
článek, dle nastavení šablony a ověří tak funkčnost zdrojů. Pokud dojde k chybě, poradí uživateli, kde 
se pravděpodobně chyba vyskytuje a požádá o nápravu 
 
devel_generate.inc 
Soubor, ve kterém jsou uloženy funkce pro automatické vytváření obsahu s potřebnými nastaveními, 
jak to vyžaduje redakční systém Drupal. 
 Funkce devel_generate_content_add_node() nám vytvoří prázdnou strukturu článku, do 
kterého uložíme obsah, který jsme získali z distribuovaného zdroje. 
Funkce dsource_node_save() uloží obsah článku do databáze redakčního systému 
s potřebným nastavením pro jeho klasifikaci pomocí programu RapidMiner. 
 
field_ui.admin.inc 
Soubor obsahující funkce pro stahování dalších součástí a formátů HTML stránek. Nyní obsahuje 
funkce pouze pro stažení dalších textových obsahů stránky. Po dalším vývoji by mohl sloužit ke 
stahování pdf formátů, videí a mnoho dalšího.  
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6.2 Rapid Miner procesy 
V této kapitole si vysvětlíme procesy, které jsme vytvořili pomocí programu RapidMiner pro 
klasifikace textů stažených z internetových zdrojů. 
6.2.1 Učební proces 
Nyní si podrobně vysvětlíme a na obrazcích ukážeme, jak jsme vytvořili a naučili klasifikační proces 
dělit články do kategorií a vytvořili tak model pro další použití v naší aplikaci. Pro správnou 
klasifikaci je zapotřebí mít množinu správných vzorových dat, na kterých se model učí a zlepšuje své 
schopnosti při kategorizaci. 
 
Obrázek 6-1: Učební model. 
 
 
 
Read Database (čtení z databáze) 
Tento operátor čte testovací data z databáze. Data jsou ve formátu článků na webových stránkách a 
jsou správně kategorizována pro potřeby učícího procesu našeho modelu. Data jsou načítána pomocí 
klasického SQL dotazu do v našem případě do MySQL databáze. 
 
Process Document (zpracování dokumentů) 
V této části procesu dochází k čistění vstupních dat a jejich úpravu pro co nejpřesnější kategorizaci. 
Tuto část procesu si přiblížíme pomocí obrázku. Vstupem jsou vzorová data a výstupem TF-IDF 
vektor, který jsme podrobně vysvětlili v teoretické části práce (viz kapitola 2.4.3). Jednotlivé části 
uvnitř bloku si popíšeme pomocí obrázku. 
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Obrázek 6-2: Process ducuments. 
Vnitřní struktura bloku Process documents: 
• Extract Content (extrahování obshahu) - v tomto bloku dojde k odstranění všech HTML 
tagů z dokumentu a jsou ponechána pouze čistě textová data. 
• Transform Cases (transformace) - blok převede v dokumentu všechna písmena na stejnou 
velikost, aby nedocházelo  k ovlivnění kategorizace velikostí písmen. 
• Replace Tokens (nahrazení tokenů) - tento operátor umožní nahrazení řetězců jinými 
vhodnými. Napříkad I’m nahradíme za I am a podobně. 
• Tokenize  (tvorba tokenů) - v tomto bloku se text rozdělí do takzvaných tokenů, což je 
rozdělení textu podle definovaných pravidel. V našem případě použijeme rozdělení textu na 
jednotlivá slova, která jsou oddělena speciálními symboly. Mohli bychom text také rozdělit 
na věty nebo vytvořit regulární výraz, který nám daný text rozdělí podle určitých pravidel. 
Zaleží tedy, jak budeme chtít vzniklé tokeny dále využít. 
• Filter Stopwords (filtrace stopových slov) - blok provede odstranění všech „stopwords“ 
z textu za pomocí vestavěného slovníku. Stop slova jsou slova, která nenesou sama o sobě 
žádný význam. v češtině to jsou hlavně předložky, spojky a některá další slova. 
• Sterm - operátor upraví slova do kanonického tvaru, to znamená, že oddělí od slov předpony 
a přípony, aby slova byla v nejzákladnějším možném tvaru pro lepší rozpoznání, porovnání a 
kategorizování.  
• Filter Tokens (filtrace tokenů) - v posledním bloku odstraníme z textu slova příliš krátká 
nebo abnormálně dlouhá slova.   
 
Select Atributes (výběr atributů) 
Pomocí tohoto bloku je možné z dat vybrat libovolné položky, které jsou pro nás důležité a zbytek 
odstranit. My ho použijeme pro odstranění položek, které jsou prázdné. To znamená, že odstraní 
články, které nemají kategorii nebo vyřadí prázdné články. 
 
Set Role (nastavení role) 
Nastaví, která položka ze vzorových dat jsou kategorie a která jsou data náležící do jednotlivých 
kategorií. 
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XValidation (validace) 
Toto je hlavní blok našeho učebního modelu. Uvnitř tohoto bloku dochází k vytvoření modelu, který 
se budu starat o kategorizaci našich budoucích dat. Tento model se vytvoří pomocí vzorku správně 
kategorizovaných článků a několika násobným průchodem procesu učení. 
Výsledkem je procentuální hodnota chybně a správně zařazených článků. Pokud chceme dosáhnout 
maximální kvality výsledků, musí vzorek obsahovat maximální množství správně zařazených článků, 
na kterém se náš model učí. Vnitřek bloku si vysvětlíme na obrázku. 
 
 
Obrázek 6-3: XValidation. 
Vnitřní struktura bloku XValidation: 
• Training (trenování) – zde si můžeme zvolit libovolný klasifikační algoritmus, který se bude 
učit správně kategorizovat data dle připraveného vzorku dat. 
• Testing (testování) – V bloku „ModelApplier“ dochází k aplikaci daného modelu, který se 
postupně učí a řadí do kategorií dle získaných znalostí z učení. V druhém bloku 
„Classification“ se sbírají údaje o úspěchu správného řazení a jsou statisticky 
vyhodnocovány. 
 
Write model (uložení modelu) 
Uloží vytvořený model pro další klasifikační využití v naší aplikaci. 
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6.2.2 Klasifikační proces 
V této kapitole si popíšeme a názorně vysvětlíme práci klasifikačního modelu. Nebudeme ho již 
popisovat tak podrobně jako učební proces, pouze si vysvětlíme, jak se od učebního procesu liší. Pro 
názorné vysvětlení opět použijeme obrázek. 
 
Obrázek 6-4: Klasifikační proces. 
Read Model (čtení modelu) 
V tomto bloku dojde k načtení modelu, který jsme dříve vytvořili pomocí učebního procesu a naučili 
jej rozdělovat články do kategorií dle obsahu. 
 
Read Database (čtení databáze) 
Zde podobně jako v učebním procesu načteme články z databáze, ale tyto články již nejsou 
kategorizovány a je potřeba je zařadit do kategorie. 
 
V ostatních částech tohoto procesu dochází stejně jako v učebním procesu k úpravě vstupních dat a 
tedy článku do podoby pro co nejpřesnější kategorizaci.  
 
Apply Model (použití modelu) 
Aplikace učebního modelu na nekategorizované články. Výstupem tohoto procesu jsou články, 
k nimž jsou přiřazeny kategorie dle předpokladu a naučených vlastností. 
 
Select Attributes (výběr atributů)  
Odstraní z výsledných dat klasifikace nepotřebné položky. 
 
Write Database (zápis do databáze) 
Zapíšeme si výsledky klasifikace článku do databáze pro další zpracování. 
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6.2.3 Proces pro aktualizaci modelu 
Poslední proces, který bude pro naši aplikaci důležitý, je proces aktualizace modelu. Tento proces 
nám zajistí, že náš model se bude dále učit z nových dat a tak vylepšovat svoje schopnosti 
kategorizace článků.  
 
Obrázek 6-5: Aktualizační model. 
Read model (čtení modelu) 
Čte model, u kterého dojde k aktualizaci kategorizace a tak vylepšení schopností správného rozdělení 
článků. 
 
Read Database (čtení databáze) 
Načteme z databáze nově vytvořené články a kategorizované články. Tyto články byly ověřeny 
uživatelem a jsou proto ve správné kategorii a můžeme je použít pro vylepšení modelu. 
 
Process Documents (zpracování dokumentů), Select Attribute (výběr atributů), Set Role 
(nastavení role) 
Dochází k úpravě zdrojových dat, jak bylo blíže popsáno v učebním procesu. 
 
Update model (aktualizace modelu) 
Aktualizujeme náš původní model o nově přidané vlastnosti. 
 
Write model (uložení modelu) 
Uložíme si model pro další použití v aplikaci a jeho pozdější další aktualizace. 
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7 Testovaní 
V této kapitole se budeme zabývat testováním jednotlivých částí aplikace. Otestujeme zde několik 
algoritmů pro klasifikaci textu, o kterých jsme se zmínili v teoretické části práce, a z dosažených 
výsledků vybereme nejvhodnější.  
7.1 Testování učebných modelů 
Nyní otestujeme několik učebních modelů pro automatické klasifikování textu. Z dosažených 
výsledků vybereme ten nejvhodnější, který využijeme v naší aplikaci. 
7.1.1 První testování 
V prvním testu otestujeme trojici vybraných algoritmů a to „K-nearest neighbors algorithm (K-NN)“, 
„Support vector machine (SVM)“, „Naive Bayes (NB)“. Princip těchto algoritmů pro klasifikace jsme 
blíže vysvětlili v kapitole 1.5. Vzorek učebních dat obsahuje asi 150 článků rozdělených do sedmi 
kategorií. Tyto články pocházely z jednoho zdroje a měli tedy podobné formátování. Dosažené 
výsledky z jednotlivých algoritmů si prohlídneme v tabulkách.  
 
K-nearest neighbors algorithm 
Výsledky testování K-NN: 
• Doba trvání procesu učení: 8s. 
• Chybovost klasifikace: 42.88% +/- 14.22% . 
    
Kategorie 
Access 
Control 
Firewalls Malware 
Security 
Audit 
Spyware VPN 
Email 
Security 
Přesnost 
řazení    
[%] 
Access 
Control 20 0 3 4 0 0 1 71.43 
Firewalls 1 7 3 0 9 0 2 31.82 
Malware 4 2 5 4 1 0 0 31.25 
Security 
Audit 4 0 3 12 0 0 0 63.16 
Spyware 1 3 4 0 5 0 0 38.46 
VPN 1 0 0 0 0 10 0 90.91 
Email 
Security 0 0 0 0 0 0 8 100.00 
změny 
klasifikace 
[%] 64.52 58.33 27.78 60.00 33.33 100.00 72.73   
Tabulka 1: K-NN. 
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Support vector machine 
Výsledky testování SVM: 
• Doba trvání procesu učení: 51s. 
• Chybovost klasifikace: 48.03% +/- 11.99%. 
    
Kategorie 
Access 
Control 
Firewalls Malware 
Security 
Audit 
Spyware VPN 
Email 
Security 
Přesnost 
řazení    
[%] 
Access 
Control 28 2 7 8 7 0 4 50.00 
Firewalls 0 4 0 0 2 0 0 66.67 
Malware 2 3 5 2 6 0 1 26.32 
Security 
Audit 0 0 2 9 0 0 1 75.00 
Spyware 1 2 1 0 0 0 0 0.00 
VPN 0 1 2 0 0 10 0 76.92 
Email 
Security 0 0 1 1 0 0 5 71.43 
změny 
klasifikace 
[%] 90.32 33.33 27.78 45.00 0.00 100.00 45.45   
Tabulka 2: SVM. 
Naive Bayes 
Výsledky testování NB: 
• Doba trvání procesu učení: 9s. 
• Chybovost klasifikace: 60.08% +/- 9.84%.  
Kategorie 
Access 
Control 
Firewalls Malware 
Security 
Audit 
Spyware VPN 
Email 
Security 
Přesnost 
řazení    
[%] 
Access 
Control 21 2 3 11 5 1 4 44.68 
Firewalls 0 4 2 0 3 0 1 40.00 
Malware 1 2 3 1 2 0 0 33.33 
Security 
Audit 2 0 2 6 1 0 2 46.15 
Spyware 6 3 6 2 4 1 3 16.00 
VPN 0 0 0 0 0 8 0 100.00 
Email 
Security 1 1 2 0 0 0 1 20.00 
změny 
klasifikace 
[%] 67.74 33.33 16.67 30.00 26.67 80.00 9.9   
Tabulka 3: NB. 
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7.1.2 Druhé testování  
V tomto testování jsme dané algoritmy otestovali rozdílným vzorkem učebních dat a zjišťovali jsme 
parametry dosažené při klasifikaci. Vzorek obsahoval asi 700 článků rozdělených do sedmi kategorií. 
Tyto články pocházely z různých zdrojů a měly různá formátování. 
 
K-nearest neighbors algorithm 
Výsledky testování K-NN: 
• Doba trvání procesu učení: 69s. 
• Chybovost klasifikace: 62.83% +/- 5.65%. 
Kategorie 
Access 
Control 
Firewalls Malware 
Security 
Audit 
Spyware VPN 
Email 
Security 
Přesnost 
řazení    
[%] 
Access 
Control 18 0 0 1 1 0 0 90.00 
Firewalls 70 184 90 53 57 92 20 32.51 
Malware 0 0 6 0 0 0 0 100.00 
Security 
Audit 0 0 0 3 0 1 0 75.00 
Spyware 1 0 0 0 6 0 0 85.71 
VPN 0 0 0 1 0 17 0 94.44 
Email 
Security 8 16 9 7 6 8 27 33.33 
změny 
klasifikace 
[%] 18.56 92.00 5.71 4.62 8.57 14.41 57.45 
 Tabulka 4: K-NN. 
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Support vector machine 
Výsledky testování SVM: 
• Doba trvání procesu učení: 7:52 minut. 
• Chybovost klasifikace: 32.05% +/- 5.33%. 
Kategorie 
Access 
Control 
Firewalls Malware 
Security 
Audit 
Spyware VPN 
Email 
Security 
Přesnost 
řazení    
[%] 
Access 
Control 35 7 3 4 3 3 1 62.50 
Firewalls 39 189 27 35 20 16 13 55.75 
Malware 4 0 68 3 8 1 0 80.95 
Security 
Audit 10 1 0 22 1 0 0 64.71 
Spyware 5 1 5 0 37 3 0 72.55 
VPN 4 1 1 1 1 93 0 92.08 
Email 
Security 0 1 1 0 0 2 33 89.19 
změny 
klasifikace 
[%] 36.08 94.50 64.76 33.85 52.86 78.81 70.21 
 Tabulka 5: SVM. 
Naive Bayes 
Výsledky testování NB: 
• Doba trvání procesu učení: 7:52 minut. 
• Chybovost klasifikace: 43.44% +/- 6.19%. 
Kategorie 
Access 
Control 
Firewalls Malware 
Security 
Audit 
Spyware VPN 
Email 
Security 
Přesnost 
řazení    
[%] 
Access 
Control 64 22 21 35 21 22 8 33.16 
Firewalls 12 152 16 15 5 17 8 67.56 
Malware 5 9 54 1 15 1 1 62.79 
Security 
Audit 11 8 4 8 5 3 1 20.00 
Spyware 0 2 3 2 16 1 0 66.67 
VPN 5 6 7 4 8 74 0 71.15 
Email 
Security 0 1 0 0 0 0 29 96.67 
změny 
klasifikace 
[%] 65.98 76.00 51.43 12.31 22.86 62.71 61.70 
 Tabulka 6: NB. 
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7.1.3 Shrnutí výsledků testování učebních modelů 
Nyní shrneme výsledky, které jsme dosáhli při testování jednotlivých algoritmů a vybereme nejlepší 
algoritmus pro naši aplikaci. 
 
 
Graf 1: časová náročnost. 
Z grafu časové náročnosti lze vypozorovat několik důležitých aspektů, které musíme brát v potaz při 
výběru algoritmu pro naši aplikaci.  Nejvíce roste časová náročnost s počtem článků u algoritmu 
SVM a nejméně u algoritmu Naive Bayes. 
 
 
 
Graf 2: Chybovost klasifikace. 
U chybovosti klasifikace jsou výsledky odlišné. S přibývajícími články dosahuje nejlepších výsledků 
algoritmus SVM. U algoritmu K-NN, který byl nejlepší při malém počtu článků je však tento 
výsledek opačný a při velkém počtu článků již dosahuje velmi špatných výsledků.  
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 Výběr vhodného algoritmu není jednoduchou záležitostí. Z uvedených testů vyplývá, že pro 
začátek běhu aplikace by bylo nejvhodnější použít algoritmus K-NN, který dosahuje nejlepších 
výsledků jak po stránce časové, tak po stránce chybovosti při klasifikaci článků. V pozdější fázi běhu 
aplikace, kdy databáze již obsahuje velké množství kategorizovaných článků, bychom algoritmus 
měli nahradit vhodnějším. Zde již musíme uvažovat, co pro nás bude výhodnější. Můžeme využít 
algoritmus SVM, který při dostatečném množství kategorizovaných článků dosahuje nejlepších 
výsledků při klasifikaci, ovšem za cenu velké časové náročnosti nebo použít algoritmus Naive Bayes, 
který je ve výsledcích klasifikace přibližně o 10% horší, ale několikanásobně rychlejší než algoritmus 
SVM. 
 V implementované aplikaci jsem pro počáteční klasifikaci použil algoritmus K-NN, s tím, že 
po získání dostatečného množství článků a ověření jejich kategorizace uživatelem, bude nahrazen 
algoritmem SVM.     
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8 Závěr 
V závěrečné kapitole shrneme výsledky dosažené v diplomové práci, probereme její přínosy a 
nastíníme možnosti dalšího rozšíření a vylepšení. 
Cílem diplomové práce bylo detailní nastudování problematiky dolování dat se zaměřením na 
dolování dat v textech, hlavně ve formátech vyskytujících v internetových zdrojích.  Důležitou úlohou 
bylo nalezení algoritmů vhodných jak pro předzpracování textu, tak pro klasifikaci do kategorií dle 
různých kritérií. V úvodu práce jsem vysvětlil základní rozdělení metod a technik pro dolování dat. 
Pak jsem se zaměřil na nejznámější metodiky (CRISP-DM, SEMMA, 5A), tedy praxí ověřeny 
modely pro správné dolování dat a získání co nejlepších výsledku (viz kapitola 1.3).  
V další části práce jsem se zabýval dolováním dat v textech a to hlavně faktory, které je 
ovlivňují, postupem jak data správně extrahovat a předzpracovat pro co nejpřesnější automatickou 
klasifikaci. Po nastudování materiálu o dolování dat v textech a dohodě s vedoucím diplomové práce 
jsem zvolil tři nejvhodnější algoritmy pro klasifikaci textu (K-NN, SVM, Naive Bayes) a podrobně je 
vysvětlil v kapitole 2.5.  V kapitole 3. jsem uvedl rozdíly, kterými se liší dolování dat v internetových 
zdrojích od klasického dolování v textech.   
Čtvrtá kapitola práce se věnuje návrhu aplikace pro stahování distribuovaných zdrojů a jejich 
automatickou klasifikaci. Podrobně jsem zde rozebral dvě nejdůležitější součásti systému. První 
důležitou součásti je, jak tyto distribuované zdroje získat a vhodně předzpracovat pro klasifikaci. 
Druhá část se týkala kategorizace těchto zdrojů a uložení výsledků. Po dokončení návrhu a konzultaci 
s vedoucím práce jsem zvolil vhodné technologie, které využiji při implementaci návrhu. Vybral jsem 
CMS Drupal pro správu zdrojů, PHP Simple HTML DOM Parser pro získání distribuovaných zdrojů 
z ineternetu a RapidMiner pro zpracování a klasifikaci textu. Všechny tyto technologie jsou volně 
dostupné se širokou škálou uživatelů, a proto vhodné pro naši aplikaci a další rozvoj. Podrobný popis 
aplikací a technologií, které systémy používají, najdeme v kapitole 5. 
V šesté kapitole jsem zabýval implementací navržené aplikace (viz kapitola 4) pomocí 
zvolených technologií (viz kapitole 5). Podrobně jsem popsal modul, který jsem implementoval a 
přidal do CMS Drupal a procesy, které jsem vytvořil v programu RapidMiner.  
Sedmá kapitola patří mezi nejdůležitější části práce a to z důvodu, že jsem zde prováděl 
testování klasifikačních algoritmů. Testování jsem provedl na zvolených algoritmech (viz kapitola 
2.5) a různorodých testovacích datech získaných pomocí PHP Simple HTML DOM Parser 
z distribuovaných zdrojů při využití programu RapidMiner a vhodného nastavení testovacích procesů 
(viz kapitola 6.2). Na konci kapitoly jsem provedl zhodnocení testování, vyvodil výsledky a vybral 
nejvhodnější klasifikační algoritmus pro naši aplikaci dle požadavků, které jsou na ni kladeny.   
Výsledná aplikace splňuje všechny požadavky, které jsme si stanovili v diagramu případů 
užití. Jednotlivé součásti aplikace byly řádně otestovány a projekt je nyní nasazen na testovacím 
serveru „r3-cop.fit.vutbr.cz“. 
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8.1 Možnosti využití 
Možnost automatického stahování textu a jeho klasifikování pomocí učebních modelů je dnes oblastí 
velkého rozvoje. Projekt se zabývá oblastí, která je nejrychleji se rozvíjející oblastí informačních 
technologií, a to internetu a webových technologií.  
   Hlavní potenciál projektu se naskýtá v informačních serverech poskytující znalosti 
v určitých oblastech, kdy by po řádném otestování projekt mohl být nasazen jako automatický 
redaktor daného serveru. Tento automatický redaktor by přebíral články z jiných serverů, řadil dle 
učebního algoritmu do správných kategorií a zobrazoval čtenářům daného serveru. 
Jistě najdeme i další možnosti využití, kdy na stažené informace z webu nepoužijeme 
klasifikačních algoritmů, ale využijeme jiné, a získáme tak další zajímavé znalosti a statistiky 
z obsahu internetových stránek.  
 
8.2 Možnosti rozšíření 
Webová aplikace se dá rozvíjet v mnoha směrech a jeho rozšíření by mělo směřovat do oblasti, ve 
které bude uplatněn a používán. Oblast webu nabízí široké možnosti a díky návrhu a implementaci 
aplikace z několika volně dostupných projektů se tyto možnosti ještě rozšiřují. 
Jednou z prvních rozšíření by měla být adaptace do několika světových jazyků. Nyní je 
aplikace navržena a otestována v anglickém jazyce, ale její návrh počítá s rozšířením do dalších 
světových jazyků, pokud budou dostupné nástroje pro automatickou klasifikaci pro tento světový 
jazyk. 
Dalším rozšířením by mohla být možnost stahování nejen textových obsahů stránek, ale také 
například článků uložených v pdf, doc formátu a jiných formátů používajících se pro ukládání 
textového obsahu, který by bylo možno také klasifikovat. 
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