I. INTRODUCTION

E
NERGY consumption is a key issue in wireless sensor networks [1] because they are often deployed in inaccessible terrains that forbid replacement or replenishment of the sensor node power sources [2] . While part of the energy in the sensors is spent on processing data, a sizable portion of their energy is expended on communication because of the necessary power amplification of the communications signals. This energy consumption for communications purposes can be minimized, maximizing the communications energy efficiency of the network, through distributed power control [3] if the network nodes are aware of the link gains on the network's wireless channels.
However, in many cases the sensors are deployed randomly, for instance by dropping them out of the back of a plane, and, thus, they do not initially know their positions, neighbors, or channel gains. Thus, they must first estimate the channel gains in order to determine their neighbors and to minimize transmission powers. During this initial channel gain estimation phase, power consumption may be further reduced by duty cycling [4] , [5] , i.e., keeping only a small subset of the sensors in a high power "awake" state at each time instant. Following these practical constraints, this paper considers a wireless sensor network in which each sensor estimates the channel gains by collaborating with a few other network nodes. While performing this channel estimation we maintain a low average network energy consumption by employing a random sleep strategy. We apply two estimation algorithms, one derived from the expectation propagation (EP) [6] principle and the other the diffusion least-mean squares (LMS) [7] algorithm, in order to estimate the channel gains and compare their performance in terms of estimation error.
The rest of the paper is organized as follows. In Section II, we formally state our channel gain estimation problem and model the observations made during "channel sounding." In Section III, we model the channel gains for the purpose of obtaining prior information and discuss how this prior information influences the estimates. Section IV discusses expectation propagation-based distributed estimation of channel gains. In this section, we provide a brief introduction to the EP principle and then elaborate on how EP can be applied to distributed channel estimation in a sensor network when a random sleep strategy is employed. To compare the performance of EP in distributed channel estimation, we apply the diffusion LMS algorithm to the same estimation problem in Section V. We simulate both algorithms and provide the simulation results in Section VI in which we show that EP gives promising results compared to diffusion LMS. Issues related to the common constraints in sensor networks such as power consumption, computational ability and memory requirements are discussed in Section VII. In particular, we provide message passing overheads for both algorithms which determine the energy expended on communication between the nodes which is a significant portion of total energy expended. Also, we provide computational complexities and memory requirements of the algorithms as the performance of the algorithms are constrained by limited processing power and limited memory available at the sensor nodes. Section VIII concludes the paper.
II. PROBLEM STATEMENT
Consider a network of sensor nodes which are randomly placed on a flat terrain to monitor a common phenomenon. Assuming symmetry of the link between two nodes, let be the set of channel gains in the network, where is the gain of the link between nodes and . The goal of this paper is to estimate at each node the length channel gain vector by collaborating with a few other nodes and applying distributed Bayesian estimation techniques.
To reduce the power consumption during the channel estimation phase, we apply to the network a regular cyclic random sleep strategy [8] , in which at each discrete time instant a randomly selected collection of nodes are awake and each sensor maintains the same average power consumption. Each sleep cycle consists of such discrete time instants after which the cycle repeats. Thus, if we denote the set of nodes awake at time instant with , , then . Fig. 1 shows two different random set of nodes which are awake during two different sleep cycle instants , . Next denote the number of times one node is awake during a sleep cycle with , which we require to be the same for all nodes in order to maintain equal power consumption throughout the network and thus equal node lifetime. Then, the total number of time instants in a sleep cycle is . To the network model which we described earlier, we employ a typical wireless communication channel estimation technique, channel sounding or channel training, to estimate the channel gains of the links in the network. For communications between the nodes during the training phase and the channel estimation phase which follows the training phase, we use TDMAbased medium access control [9] which increases the energy savings by avoiding collisions and retransmissions. These energy savings result at the cost of synchronization which could be achieved using the schemes proposed in [10] - [13] .
To implement the TDMA-based medium access control, we further divide each sleep cycle time instant into more time slots. During each of the first of these slots, each awake node takes turns transmitting its training sequence while all other awake nodes record their observations. For example, Fig. 2 depicts a node transmitting its training sequence at the first time slot while the other nodes which are awake during that sleep cycle instant are listening to it. The remaining slots of a sleep cycle time instant are used for the nodes to exchange estimate information in a manner to be described momentarily. Now consider the first sleep cycle. Suppose that node is awake at sleep cycle instant and it transmits its training sequence during its turn, where is the length of the training sequence. Then, each node records its observation. We model the observation made for the symbol at the node as a function of the channel gain of the link between nodes and as (1) where and is noise which is assumed to be spatially and temporally independent and to be Gaussian distributed with mean zero and variance . Collect all observations made by node for symbols during sleep cycle instant into a vector and define the following:
Note that because of the random sleep strategy we use, a node which is awake during a sleep cycle instant can gather information about only the links with the other nodes that are awake at that particular time instant.
Next each node estimates the channel gains using the information gathered and disseminates estimate information in the following sleep cycles in hopes of helping other nodes to refine their estimates. When the estimate information is disseminated, due to the limited computational abilities we assume that the nodes will take time on the order of the amount of an entire sleep cycle to decode the information (messages are encoded because they are to be sent over noisy channels) and to use it to encode any outgoing information. Therefore, after a few complete sleep cycles a sensor node will only have an opportunity to obtain information from only those nodes that can be communicated with directly or indirectly (through other nodes) within that number of sleep cycles. Denote the information available at node after sleep cycles with , i.e.
where we define as the set of indices of nodes with which node can communicate directly or indirectly after complete sleep cycles and as
Then, after each complete sleep cycle , each node refines its channel gain estimates by applying Bayesian estimation techniques, which effectively use the prior information of the channel gains together with the information received from the other nodes. In particular, each node computes its MMSE estimates of the channel gains as (4) The prior information used by this MMSE estimator is due to the path loss effect, and this is both analytically complex and intractable because of an inverse nonlinear dependence on the node positions as we show in Section III. Since the posterior distribution is a function of the prior distribution, the computation of the MMSE estimate becomes intractable and the direct application of the Bayesian techniques is forbidden. Motivated by this problem, we apply an approximate inference algorithm, expectation propagation (EP) [6] , [8] , to approximate the posterior distribution, and, thus to the channel estimation problem in Section IV. We first show in the next section how one can obtain the prior information on the channel gains which is due to the path loss effect.
III. PRIOR INFORMATION ON THE CHANNEL GAINS
Statistical channel modeling studies have consistently shown that the channel gain on a link depends on three components: path loss, large-scale shadowing, and small-scale fading [14] - [18] . The small scale fading phenomenon refers to fast variations of the received power around a nominal average power which are caused primarily by the constructive and deconstructive interference of different multipath components arriving at mobile receiver [18] - [20] . This fast fading, which is less important in immobile scenarios such as the one considered here, can be compensated for using channel coding if the average link gain dictated by the path loss and large scale shadowing effects can be determined. The average link gain, henceforth referred to as the channel gain in this manuscript, can in turn be estimated using periodic channel training on a link by link basis as described in the previous section. Since this average link gain is primarily determined by the path loss and large scale shadowing effects, distributions on these quantities obtained by numerous channel measurement campaigns provide significant prior knowledge about the channel gains to be estimated, as we point out presently for the path loss component.
Path loss models capture the dependence of the channel gains on the distance between transmitter and receiver. In particular, in path loss models the channel gain between two nodes separated by a distance of is deemed proportional to , where is known as the path loss exponent. Many measurement campaigns have shown that depending on the nature of the ground on which the network lies, the path loss exponent varies between 2 and 6 [14] - [18] . We have chosen a path loss exponent of 4 for our work, although our analysis is amenable to other exponents and unknown exponents as well, as simulation results will later show. For the purposes of prior information for our estimation algorithm, we then model the channel gain between two nodes and as (5) where and are the positions of the nodes and , respectively.
The influence of this path loss effect has significant implications for channel estimation when viewed from a network standpoint which are far less important when channel estimation is viewed from a single link perspective (as is traditionally the case). To see this, observe that if the problem of channel estimation is viewed as a single node problem, in which each node in the network estimates only those channel gains incident on it, and then disseminates this knowledge throughout the network, each network node would be estimating channel gains. The path loss phenomenon dictates that these gains are heavily influenced (together with large scale shadowing effects) by the positions of the sensor nodes involved, which, if the nodes are assumed to lie on a flat plain, can be specified using real numbers (e.g. Cartesian coordinates). The number of parameters dictating these positions is larger than the number of channel gains that any one node will estimate in an uncoordinated single node approach. Thus, it is unlikely that a path loss model will provide any useful prior information for channel gain estimation carried out at a single network node, since this means the number of unknown parameters in the prior (the positions) is far larger than the number of gains to estimate.
However, when the channel estimation problem is viewed from a global network coordinated perspective, the situation changes significantly. There are a total of (or depending on whether symmetry is assumed) channel gains throughout the network, while all of the node positions are specified with only real numbers (Cartesian coordinates). In this instance, the prior information offered by the path loss phenomenon is significant. Namely, the prevalence of path loss models dictates that the channel gains are heavily biased (albeit not entirely determined by) by a model dependent on just parameters (the node positions). Even for moderate , that a variate model is largely determined by parameters is significant. In particular, the path loss phenomenon dictates that the dimensional vector of all channel gains in the network will live in a set that is highly concentrated around a dimensional manifold in . In fact, even if the positions of the nodes are not known, the path loss phenomenon provides significant prior information for the network channel estimation problem. To see this, suppose that the nodes are placed randomly and independently of one another, and these positions are unknown. Then consider two links which are incident on a common node . The gains of these two links and are functions of node positions and , respectively. Clearly the random variables and are dependent because they are functions of a common random variable . Now, consider two links that are not incident on a common node. The gains of these links, and , are functions of node positions and , respectively. Since and are functions of independent variables and these functions do not have a random variable in common, they are independent of one another. Thus, in a path loss dominated regime if the nodes are placed randomly and independently of one another, and these positions are unknown, any two channel gains incident on a common network node are statistically dependent. Conversely, any two channel gains which do not share any common network nodes are statistically independent. This knowledge may be expressed in terms of a prior distribution for the network channel gains.
The prior distribution of the channel gains depends on the distribution of the node positions which governs the random placement of the nodes. For the purpose of selecting a distribution for the node positions, we specify the random node positions by Cartesian coordinates in space, the origin of which is taken to be the position of the common phenomenon. For example, the position of node is specified by . We need to keep in mind few things when selecting a suitable distribution for the coordinates. The random coordinates can take continuous values; however, practically there must be a minimum separation between any two nodes. Also ideally, we would want more sensors to be placed near the phenomenon to be monitored and fewer sensors to be placed far from the phenomenon to be monitored. Considering these facts, we choose the sensor positions to be i.i.d. according to a Gaussian distribution satisfying a minimum separation between any two nodes, although other position distributions may be equally viable and will also be amenable to our analysis. This prior distribution is both analytically complex and intractable due to the inverse nonlinear dependence on the random node positions. For that reason, we employ an approximate inference algorithm, EP, to approximate this distribution with a tractable distribution.
The ultimate aim of this paper is to demonstrate that the network channel gains can be estimated by exploiting this prior information along with the information received from standard channel training techniques discussed in the previous section. While the phenomenon of large scale shadowing also provides significant prior information which could be exploited in estimating the average link gains throughout the network, we start for the sake of simplicity with only the prior information afforded by path loss. As will be evidenced in the simulations, which include both shadowing and path loss exponent mismatch, significant estimation performance improvement can be obtained by incorporating prior information into the estimator due to path loss effects alone.
In the next section, we derive an algorithm from EP which effectively uses this prior information together with the information obtained from the channel training to estimate the channel gains (average link gains) in the network.
IV. DISTRIBUTED ESTIMATION WITH EXPECTATION PROPAGATION
This section briefly discusses expectation propagation and then describes expectation propagation-based distributed estimation [21] of channel gains.
A. Expectation Propagation
For many probabilistic models of interest, working with the true posterior distribution is intractable. In such situations, the true posterior distribution must be approximated with a tractable probability distribution such that the approximate distribution is as close as possible to the true distribution. Expectation propagation [6] , [22] is an approximate inference algorithm which approximates an intractable true posterior distribution having the form of product of factors with an exponential family distribution by minimizing the Kullback-Leibler divergence between the two distributions.
To mathematically describe expectation propagation, let be data and be latent variables. Suppose that the posterior distribution of given factorizes as follows: (6) where is the prior distribution of . Suppose that this posterior distribution is intractable and let be another distribution such that (7) where is the normalization constant. EP approximates the posterior distribution with distribution by restricting the factors to be exponential family distributions and minimizing the KL divergence between the distributions in the reverse form, i.e.
. Ideally, one would want to minimize in one step, but this is intractable because this involves averaging with respect to . Thus, EP approximates each factor in turn by minimizing (8) where
In this fashion, each factor is revised in turn and the approximation is continued for several iterations. The approximate distribution is given by . With this brief description of EP, we begin describing how EP can be applied for channel estimation.
B. Gaussian Approximation of the Prior Distribution
EP is applied in this inference problem after approximating the complex nonlinear joint prior distribution for the channel gains with a Gaussian distribution. Under this Gaussian approximation, exact statistical inference with belief propagation [23] or expectation propagation can be performed, provided the associated approximated factor graph, which is to be defined momentarily, is without loops. Presently we provide the specific information about this Gaussian approximation. We first approximate the distribution of the channel gains in dB with a Gaussian distribution with the same mean and covariance for tractability. Then we show that the distribution of the channel gains in the linear scale can also be approximated to a Gaussian distribution.
To see this, denote the channel gains in dB with . Suppose that the mean and covariance of the channel gains in dB are and , respectively. Then, we can write the approximate distribution of as Furthermore, we can write as where is a random vector with distribution . We can now write the channel gains as where element-wise operation and element-wise multiplication is implied. Approximating the term , the channel gains can be written as (9) Thus the prior distribution of the channel gains can be approximated as Even though both the initial log-normal approximation and then the normal approximation are very coarse, they make the ultimate inference algorithm tractable. We will observe in Section VI via simulation that these coarse approximations still provide sufficient prior information to greatly enhance channel estimate performance over an algorithm not employing any use of prior information.
C. Factor Graph and Expectation Propagation
We presently illustrate how EP can be applied to this inference problem under the Gaussian approximation by associating the inference problem to a probabilistic graphical model. Suppose that each node in the network has an estimate of and all nodes have the same prior information, i.e., for all . We write a joint distribution indicating the information available to node after complete sleep cycles as (10) where is the point mass distribution at zero and is the number of sensor nodes with which node can communicate directly or indirectly after complete sleep cycles. Also, we define as (11) and as in (2) . Note that in (10), we have used the fact that the observations collected at different time instants are independent given the channel gains, because all of the training sequences in the network are known ahead of time at each node.
If the posterior distribution is approximated by applying EP using the set of approximating distributions taking the form (12) with a Gaussian initialization to all , then the optimal solution for each factor is given by the corresponding marginal of [22] . In such a case, the expectation propagation reduces to the loopy belief propagation. These optimal solutions, the marginals of , can be computed by associating the corresponding joint distribution with a bipartite graph called a factor graph [24] .
For that reason, we now associate the model in (10) with an approximate factor graph as shown in Fig. 3 . We will call it an approximate factor graph since it represents an approximate joint distribution. Let us represent the sensor nodes with the left side nodes (variable nodes) of the factor graph and the time instants of the random sleep cycle with the right side nodes (factor nodes) of the factor graph. We use an edge to connect the left node , which is awake during the sleep cycle instant , with right node in the factor graph which corresponds to the sleep cycle instant. Each node in the network, knowing the prior statistics on the channel gains, has an initial estimate of channel gains , where . They can update their estimates by updating the statistics (mean and covariance) of the gains using the observations they made during the training phase. Once we have associated the joint distribution on the channel gains and the observations with a factor graph as shown in Fig. 3 , we can apply EP [6] , [8] to compute the posterior distribution of . When the conditions for belief propagation (BP) [23] are satisfied, exact statistical inference with expectation propagation (EP) can be performed, provided the associated factor graph is without loops.
The computation of the posterior distribution can be described as message passing on the factor graph as in Section IV-D. Equivalently, this computation can be explained in terms of real information exchange between the sensor nodes as in Section IV-E.
D. Message Passing on Factor Graphs
The computation of these marginals could be described using the sum-product algorithm [24] which passes messages along the edges of the factor graph to calculate beliefs. In the sumproduct algorithm, the message from a variable node to a factor node is computed by taking the product of messages received at the variable from the factor nodes except the factor node to which the message is to be sent. A message from a factor node to a variable node is computed by taking the product of the function corresponding to the factor node and the messages received from all variable nodes but the variable node to which the message is to be sent, and, then marginalizing. By a "message" we mean an appropriate description of the corresponding function and by a "product of messages" we mean an appropriate description of the product of corresponding functions.
We next determine an appropriate description for the functions connected to our factor graph. The factor graph represents the approximated prior joint distribution of the channel gains and the conditional joint distributions of the observations. Consider first the approximated prior joint distribution which is given by (13) where is the mean and is the covariance. Consider next the conditional joint distribution on the observations collected during sleep cycle instant at node which is given by (14) where where is noise variance. Since both distributions are exponential family distributions (Gaussian), they can be easily parameterized. This enables us to select the sufficient statistics of the exponential family distributions to be (15) where We can rewrite the prior distribution in terms of parameterization of the message exponential family as (16) where the parameter vector is (17) where and
We can also rewrite the conditional joint distribution on the observations as (18) where (19) where Here note that each vector in is of the same length as the corresponding vectors in . It is useful to note an important property of exponential family distributions before we continue. Consider a set of distributions , in which each distribution takes the form Then, the product of the distributions can be written as This special property of the exponential family distribution makes the calculation of the messages easy. In particular, the appropriate description of the product of messages (functions) is the summation of the parameters of corresponding function. Thus, variable node computes the message to factor node during sleep cycle in terms of the messages received from the factor nodes during sleep cycle as (20) where . Factor node computes the message to variable node during sleep cycle in terms of the messages received from the variables nodes during sleep cycle and the corresponding factor as (21) where . The number of iterations that EP is to be run is decided ahead of time and the message passing is initialized by setting . At the final iteration, variable node sums its incoming messages to get the parameters corresponding to the approximated posterior distribution. We explained the computation of the posterior distribution on the factor graph treating the factor nodes as if they were processors. Although this is mathematically correct, there are no such processors in reality. Since all the processors are located at the sensor nodes in reality, it is interesting to see the exchange of information between the sensor nodes during the computation of the posterior distribution.
E. Information Exchange Between the Sensor Nodes
We presently describe the information exchange that occurs between the sensor nodes during the computation of the posterior distribution. Each node initializes the parameter vector of the prior distribution to the values in (17) . Also, each node initializes the vector in (19) to all zeros. The remaining vectors in (19) need not be initialized or passed during message passing, because the parameters corresponding to the vector in involve only the training sequences which are already available at each node. Thus, each node can calculate the parameters corresponding to the vectors and using the information available at the node.
During the first sleep cycle , during each sleep cycle instant each node calculates for each other awake node , and adds it to the appropriate element of the vector (22) Here, by we mean the element corresponding to node (corresponding to the channel gain ) in the vector . At every iteration and every sleep cycle instant , the awake nodes multiply with the functions corresponding to the messages obtained in all of the other sleep cycle time instants it was awake during the previous th sleep cycle to obtain the outgoing message. Since all the functions are from the same exponential family with sufficient statistics , when the messages are multiplied the parameters of the messages sum up as explained above. Each node then passes the parameters corresponding to the product of the functions. Furthermore, nodes need to pass only the vectors because each node can calculate the other vectors based on the information available at the node. Thus, the nodes sum with the vectors to obtain
The dimensional vector is then broadcast to all other awake nodes.
Each node then sums the messages it heard from the other awake nodes with , and stores the result in (24) At the final iteration, node sums from in all sleep cycle instants it was awake, adds it to , and multiplies the result by the (offline computed dimensional) new covariance matrix formed from the training data to get its estimate. We summarize this algorithm here.
• Initialize to all zeros and as in (17) • During the 1st sleep cycle and each sleep cycle instant , at each node calculate as in (22) .
• During sleep cycle and each sleep cycle instant , at each node repeat: -Calculate the message as in (23) and broadcast it.
-Sum the messages received from nodes with as in (24) to get and go to sleep.
• At final sleep cycle , at node : Sum from , add to and multiply with the new covariance matrix to get the estimate.
F. Convergence and Sensitivity of the Algorithm
Having described the EP-based algorithm for distributed estimation of channel gains, we next discuss the convergence properties and its sensitivity to node failures. As it was discussed in Section II, after complete sleep cycles each (variable) node will have communicated with nodes up to edges away from it in the factor graph. For any finite number of iterations , as the number of nodes the subgraph which has root at and contains the nodes no more than edges away from becomes a tree with probability 1 [8] , [25] . When applied for an appropriate finite number of iterations in such a case, our algorithm converges to the approximate posterior distribution of the channel gains given the observations at nodes no more than edges away from node , because after approximating the prior distribution this equivalent to applying BP and it is well known that BP converges on trees [23] , [24] .
Under this convergence assumption (which is the case for larger networks), we now examine the robustness of our algorithm to node failures. Consider the subgraph (tree) which has root at node and contains the nodes no more than edges away from . Suppose that one of the internal nodes in the tree has failed. This node failure results in a situation in which node cannot exploit the observations of those nodes which should be communicated with through the failed node. However, as it can be seen from the discussion in Section IV-E, the information exchange between the sensor nodes will continue until the algorithm converges to a solution which is less accurate than it would have been otherwise.
V. DISTRIBUTED ESTIMATION WITH DIFFUSION LMS
Since the ultimate aim of this paper is to demonstrate that the prior information can be effectively used to estimate network channel gains, we compare the performance of our EP-based estimation algorithm with an another algorithm, the diffusion LMS [7] , which does not make use of the prior distribution. The diffusion LMS uses only the observations made during the training phase to estimate the channel gains.
Suppose that each node has a copy of the channel gain vector and it takes an initial value of . If node transmits its training sequence during a sleep cycle instant , then all other nodes which are awake during the sleep cycle instant have access to where and is the input regression signal and is the desired signal. Note that and obey
The network nodes can use the diffusion LMS algorithm [7] to estimate . Denote the estimate of at time instant of sleep cycle instant by . Then (25) where is the step size. At the end of each sleep cycle instant , the nodes that are awake diffuse their estimates to get the combined estimate as (26) where is the estimate of at node at the end of the sleep cycle instant and satisfy . The nodes use the combined estimate for estimation during the later sleep cycle instants.
We summarize this algorithm here.
• At each node , initialize to • During each sleep cycle and sleep cycle instant , at each node repeat: -For all calculate estimate as in (25) .
-At the end of sleep cycle instant , diffuse the estimate to get as in (26) .
VI. SIMULATION RESULTS
We have simulated the algorithms described in the previous sections to estimate the channel gains in a network and have plotted the estimation errors for both algorithms. We describe the experiment and present the results in this section. In our experiment, we estimate the channel gain vector for a network with 20 sensors applying EP and LMS. We selected a moderate size (20 nodes) network for our simulations, because testbeds on which initial studies can be done consist of nodes on the order of 10 [26] . The network is formed as described below. Candidate sensor positions are generated on the plane such that they are i.i.d. and Gaussian distributed with mean zero and variance 1. These candidate sensor positions are then refined to actual sensor positions by keeping only those positions that are 0.08 apart from one another, because when the separation is less than 0.08 the channel gains become unrealistically large. A random sleep strategy with and is applied to this network, where the value of is selected by simulating the algorithm for different values of for fixed , and by choosing the one which gives better estimation error performance.
Although the diffusion LMS does not require the statistics of these channel gains for operation, EP requires the statistics for the estimation of these channel gains. As discussed in Section III, the joint prior distribution of the channel gains is analytically complex and intractable. Thus, we empirically calculate the statistics (mean and covariance matrix) of the channel gains using many channel gains generated by plugging in sensor positions in the equation obtained by applying proportionality constant 1 to (5). Then, we generate a new set of channel gains as described in Section VI-A to test the algorithms with. Next, we generate the BPSK training sequences of length 1000 randomly and uniformly. We run 1000 Monte Carlo simulations for each algorithm using a noise variance of for this experiment. Due to the random sleep strategy and to the local nature of both algorithms, after iterations the observations made at a particular network node can propagate to the nodes only up to edges away from that node in the factor graph. Thus, after iterations each node will have observed information (either directly or indirectly) about only a subset of the network links and this subset differs for each node. To plot the average estimation error we consider only these subsets of links, because including the estimation errors of those channels unobserved gives large average estimation errors since the nodes cannot make good estimates of the unobserved channels unless the correlations between the channels incident on the same node is very (physically unrealistically) large. Say node has information about subset of links after iterations. Then, we calculate the average squared estimation error first by averaging the squared estimation errors of at each node and then averaging over all nodes. Note that, here can be chosen independently from the number of iterations that we run the algorithm and for . Thus, one may consider different such (each corresponds to different ) at each node and plot the average estimation error. For simplicity, we consider the subsets only for , 2, 3 and plot the average estimation errors in Section VI-A. We call each of these cases 'Case 1,' 'Case 2,' and 'Case 3,' respectively.
A. Comparison of EP and Diffusion LMS
We now simulate EP and the diffusion LMS and compare the performance of the two algorithms. Using these simulations, we show that although EP utilizes a path loss model it is also robust to the shadowing effects in the channel gains.
We do not consider the fading effects here, because fading is less important in immobile scenarios such as the one considered here and any multipath effects caused by the fixed reflectors can be included in the log-normal shadowing. Thus, we generate the channel gains to be estimated with path loss and log-normal shadowing effects. The shadowing effect is included in the channel gains by first generating gains as described above, and, then adding a Gaussian variable distributed to the associated power in dB. Fig. 4(a) shows the average squared estimation error of the observed channel gains in dB when EP is applied. Interestingly, even with the Gaussian approximation of the joint prior distribution and inclusion of shadowing effects, EP yields impressive estimation error performance for estimation of the true channel gains. Note that there is a drastic change in the average estimation error after first sleep cycle for 'Case 1' since these links were observed by the nodes directly. Also note that the drastic change shifts to the second sleep cycle and third sleep cycle for 'Case 2' and 'Case 3,' respectively, as is to be expected. The estimation errors continue to decrease even after this initial drastic change because the nodes make use of the correlation with the other channel gains observed in subsequent iterations to refine estimates of these particular channel gains. Fig. 4(b) shows the average squared error of the estimated channel gains when diffusion LMS is used with step size . This step size was chosen to be the maximum step size for which the diffusion LMS does not diverge in order to give the algorithm the chance to converge as quickly as possible, since EP converges faster. Note that EP gives better performance than the diffusion LMS when the network is required to estimate the channel coefficients within a small number of sleep cycles.
B. Mismatch of Path Loss Exponent
The presented EP channel estimation algorithm can still be used to estimate the channel gains with small errors even if the actual path loss exponent differs by a small range of values from the path loss exponent used in the prior distribution. To show this, we generate the prior statistics with path loss exponent 4 and the channel gains to be estimated as described in Section VI-A but with path loss exponent 6. Fig. 5 shows the average estimation error when EP is applied for this experiment and proves that our algorithm is robust to path loss exponent mismatch between 4 and 6 when the nodes are placed i.i.d. according to a Gaussian distribution.
VII. MESSAGE PASSING OVERHEAD, COMPUTATIONAL COMPLEXITY AND MEMORY REQUIREMENT
Although the estimation error performance is the most important aspect of channel estimation in sensor networks, this is not the only aspect that must be considered. Any operation in sensor networks is constrained by factors such as power consumption, computational ability and memory requirements. In this section, we discuss the issues related to these constraints. In particular, we calculate the number of messages that are to be passed between the nodes, the number of computations required and the number of memory required for both algorithms during distributed estimation of channel gains.
A. Message Passing Overhead for EP and Diffusion LMS
A significant portion of the power in the nodes is expended on internode communication and this heavily depends on the message passing overhead. Thus we compute the message passing overhead of algorithms in this subsection. The message passing overhead for EP can be calculated by analyzing the message exponential family. Although the sufficient statistics vector of the message exponential family has a dimension of , each node needs to pass only parameters which are corresponding to the vector in in (15) . The parameters corresponding to the vector in in (15) involve only the training sequences that are already available at each node. Similarly, the parameters corresponding to in in (15) involve only the elements of the covariance matrix of the prior distribution. Thus, each node can calculate the parameters corresponding to the vectors and using the internal information. Thus, the number of messages required to be passed for EP during a complete sleep cycle is . When the diffusion LMS is applied to the channel gain estimation, each node calculates its own estimates and, then, diffuses its estimates at the end of the sleep cycle instant. Thus, the message passing overhead for the diffusion LMS is simply the number of channel gains in the network. The total message passing overhead for the diffusion LMS is per sleep cycle. Thus, the total message passing overhead is exactly the same for both algorithms.
One might argue that not all parameters in the vectors need to be passed, because when EP is applied many elements in are zero and when diffusion LMS is applied many elements in remain unchanged. However, if one wants to take the zero and unchanged elements into account to reduce the message passing overhead, one must keep track of the elements that change and perform some indexing when he passes messages. Thus, clearly there is a trade off between reduction in the number of parameters that are passed and increment in the number of computations. It is unclear whether there is any saving on the energy consumption at the nodes from such a practice. For that reason, we pass all parameters in the vectors.
B. Computational Complexity of EP and Diffusion LMS
We calculate the number of computations required for each algorithm based on the expressions given in Section IV-E and Section V. We first consider the computational complexity of EP.
The computations related to the parameters of the prior distribution are done offline. Each instance of (22) requires multiplications and additions, and is run in each of nodes for other nodes in each sleep cycle instant in the first iteration, giving a total of multiplications and additions spent in (22) per sleep cycle instant in the first iteration (over the whole network). Each instance of (23) requires additions, and is run in each of nodes in each sleep cycle instant, giving a total of additions spent in (23) in each sleep cycle instant (over the whole network). Each instance of (24) requires additions, and is run in each of nodes in each sleep cycle instant, giving a total of additions spent in (23) in each sleep cycle instant (over the whole network).
Finally, the final iteration requires each of nodes to perform additions, then multiplication of a matrix times a vector requiring multiplications and additions. This gives a total of additions and multiplications over the entire network during the last iteration.
For the diffusion LMS, (25) is run during each sleep cycle instant at each awake node for every other awake node for each training instant . One calculation of (25) consists of two multiplications and two additions. Thus, multiplications and additions are spent in each sleep cycle time instant on calculations of the form (25) . Then the nodes diffuse the estimates and calculate (26) . This involves multiplications and additions in each of sensor nodes, giving a total of multiplications and additions spent on calculations for (26) per sleep cycle time instant.
If a total of sleep cycles are performed, required number of additions and multiplications over the entire network for EP and diffusion LMS are given in Table I .
C. Memory Requirement
It is also important to analyze memory requirement of the algorithms, because in some applications memory is limited. We first calculate the memory requirement for EP. When EP is employed for channel gain estimation, some parameters are calculated offline and stored in the sensor nodes while the rest of the parameters are calculated and stored online. First, consider the offline computed parameters. Each node requires storing information on the prior distribution and the training sequences of all nodes. The storage of the parameter vector and the training sequences requires and memory locations, respectively. Also, each node initializes the vector to all zeros which requires memory locations. Furthermore, at the final iteration each node utilizes a offline computed matrix to calculate its estimate. Since this is a symmetric matrix, this requires memory locations at each node. When EP is run, each node will allocate memory to store messages that are to be received during different sleep cycle instants. This will require memory locations at each node. Thus, when EP is employed each node requires a total of memory locations. When diffusion LMS is employed, each node initializes the estimates and stores the training sequence offline. The initialization of the estimates require memory locations while the storage of the training sequence requires memory locations. The diffusion LMS does not require any additional memory when the algorithm is in progress. Thus, the diffusion LMS requires a total of memory locations at each node. Table I summarizes the results derived in Section VII.
VIII. CONCLUSION
We considered a distributed channel estimation problem in a sensor network which employs a random sleep strategy to conserve energy. We modeled the channel gains in the network using a path loss model and gathered information about these channels using channel sounding. One might want to estimate the channel gains by using the prior information and information gathered from channel sounding, and by applying traditional Bayesian estimation techniques. We showed that a direct application of Bayesian estimation is forbidden in this case due to the intractability of the prior distribution, and showed that EP can be applied to this channel estimation problem through approximation of the posterior distribution.
We compared the performance of EP with the diffusion LMS and showed EP gives a better estimation error performance using the simulation results. We also proved that although our algorithm utilizes a path loss model with an a priori fixed path loss exponent, it is robust to shadowing effects and variation of path loss exponents. Finally, we compared the message passing overhead, computational complexity, and memory requirements of both algorithms.
