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Résumé – L’analyse en composantes indépendantes (ACI) est une approche très générale qui a été développée pour résoudre le problème de
séparation aveugle de sources (SAS) indépendantes. Au-delà de ce problème, l’ACI s’applique à l’étude de la représentation parcimonieuse de
données liées à des phénomènes cognitifs complexes. Cet article est constitué de deux parties. La première est une synthèse sur les principes de
la séparation de sources dans laquelle sont abordés la question de la séparabilité, les critères d’indépendance, et l’utilisation d’informations a
priori. La seconde partie présente les approches de la SAS fondées sur des représentations parcimonieuses des signaux et montre comment elles
permettent de traiter des problèmes sous-déterminés, et comment elles sont liées au codage parcimonieux.
Abstract – Independent Component analysis (ICA) is a very general approach, developed for solving the problem of Blind Source Separation
(BSS). Beyond this problem, ICA can be used for studying sparse representations and coding in complex cognitive phenomena. This paper
consists of two main parts. The first one is a survey on BSS principles, including the separability question, independence criteria and the use of
priors on sources. The second part presents BSS approaches based on sparse representations of signals and points out how they can achieve BSS
in underdetermined cases, and what are their relationships with sparse coding.
1 Introduction
L’analyse en composantes indépendantes (ACI) est une ap-
proche très générale qui a été initialement développée pour ré-
soudre la problème de séparation aveugle de sources (SAS).
Reposant sur l’hypothèse d’indépendance des sour-ces, c’est
une méthode essentiellement statistique. C’est aussi une mé-
thode multi-dimensionnelle (multi-capteur), qui exploite la di-
versité spatiale, fréquentielle, etc. L’ACI est aussi une méthode
de représentation de données complexes, à l’instar de l’Ana-
lyse en Composantes Principales, mais fortement associée à
la notion de parcimonie. La première partie de ce papier sera
consacrée à la SAS, la seconde aux représentations et codes
parcimonieux.
2 Séparation Aveugle de Sources
Le problème de séparation de sources est un problème fon-
damental en traitement du signal. C’est finalement la générali-
sation du problème fondamental d’extraction d’un signal utile
  dans une observation bruitée  	
  , qui est
fondée sur l’exploitation d’informations a priori (spectres, dis-
tributions, modèle paramétrique) sur le signal ou sur le bruit.
Cette généralisation prend tout son sens lorsque le signal utile
et le bruit sont de même nature. Dans ce cas, on ne peut pas uti-
liser d’informations pour distinguer le signal utile de la pertur-
bation. Les deux idées fondamentales de la séparation aveugle
de sources consistent :
– à utiliser plusieurs capteurs (principe de diversité), qui
fourniront chacun un mélange différent des sour-ces.
– à supposer que les sources à extraire sont statistiquement
indépendantes.
Si l’on observe  signaux   à l’aide de  capteurs, on
obtient  mélanges   :
ﬀﬁﬂ (1)
où  et ﬁ sont les vecteurs des observations et des sources,
respectivement.
Si le nombre de capteurs est supérieur ou égal au nombre de
sources (  ﬃ ), et si la transformation  est inversible à
gauche, estimer cet inverse  permet implicitement de séparer






Puisque la seule hypothèse sur les sources est l’indépen-
dance statistique,  est estimée de sorte que les sources esti-
mées !$/  # soient indépendantes. Cette hypothèse
met en évidence le lien entre le problème de séparation aveugle
de sources (SAS) et la méthode d’analyse en composantes in-
dépendantes (ACI).
Dans cette partie, nous discuterons d’abord du problème de
séparabilité. Ensuite, en partant de la divergence de Kullback-
Leibler comme critère d’indépendance, nous établirons les équa-
tions d’estimation, et montrerons les liens avec d’autres cri-
tères. Finalement, nous montrerons comment des informations





FIG. 1: Les modèles de mélange et de séparation, dans le cas
général.
2.1 Séparabilité
2.1.1 La question fondamentale
En utilisant l’hypothèse d’indépendance, l’idée est d’estimer
la transformation  de sorte que le vecteur de sources estimées
!3 soit à composantes indépendantes. La question essentielle
est donc la suivante : est-ce que les sources !3 , à compo-
santes indépendantes, sont obligatoirement les sources incon-
nues, ﬁ ?
Autrement dit, existe-t-il des transformations 4   65  qui
sont mélangeantes, c’est-à-dire à Jacobien non diagonal, et qui
préservent l’indépendance ? La réponse est oui : l’indépendance
statistique ne garantit pas la séparation ! Nous donnons ci-dessous
un simple exemple, mais Darmois [27] propose une méthode
simple de construction générale de telles transformations.
2.1.2 Un exemple simple
Soient  879;:=<?> , une variable aléatoire suivant une distri-









, une variable aléatoire
uniforme, indépendante de   7  . Considérons la transforma-

















































































Cette relation montre que les deux variables aléatoires V 7 
et V
M
 sont statistiquement indépendantes (au sens de (23)),




peuvent être trouvés dans la littérature (voir Lukacs [52]).
2.1.3 Cas des mélanges linéaires
Pour que l’ICA conduise à la SAS, on peut imposer des
contraintes structurelles aux transformations 4 , ce qui revient
à restreindre l’espace de recherche. Puisque 4   65  , ceci
revient à imposer des contraintes cohérentes au mélange  et à
la structure de séparation  .
Dans le cas linéaire, Darmois [27] a établi (dans les années m9R )
le résultat suivant, connu sous le nom de théorème de Darmois-







7 -n 7   7 -.o.\.ﬂpnqT )q (5)
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-r 7   7 -.o.o.ﬂprlqT )q (6)






implique que si n  r s R , la source
   est gaussienne. Ceci montre le rôle particulier joué par les
sources gaussiennes dans le cas de mélanges linéaires : pour
pouvoir séparer les sources avec le seul critère d’indépendance,
il faut supposer qu’au plus une source est gaussienne.
2.2 Mélanges de sources indépendantes
En pratique, l’estimation de l’inverse  du mélange néces-
site une hypothèse (correcte) sur la nature du mélange  (les
paramètres restant bien entendu inconnus) : on discutera dans
ce paragraphe plusieurs modèles de mélanges.
2.2.1 Mélange linéaire instantané
Dans le cas le plus simple, la transformation  est linéaire
et sans mémoire. On peut la modéliser par une matrice de mé-















Si on dispose d’un nombre de capteurs supérieur ou égal au
nombre de sources ( xﬃy ), et que l’on suppose que la ma-
trice t est de rang plein (ceci est vérifié si les mélanges sont li-
néairement indépendants - mélanges différents), on montre [23]
que l’indépendance statistique du vecteur ! permet d’estimer
une matrice de séparation z telle que z{t }|~ , où | et
~ sont respectivement une matrice de permutation et une ma-
trice diagonale, pourvu qu’une source au plus soit gaussienne.
Le résultat met en évidence les indéterminations du problème :
on ne peut retrouver exactement les sources qu’à un facteur
d’échelle et une permutation près. Ceci s’explique facilement































En pratique, puisque  paramètres de gain sont indétermi-
nés, il est possible de les fixer pour réduire les indétermina-
tions : forcer  coefficients de la matrice z à
i
, rechercher des
sources estimées de puissance unité, etc.
2.2.2 Mélange linéaire convolutif
Si la transmission dans le canal fait intervenir des phéno-
mènes de propagation, que l’on peut modéliser par des filtres


















 t  ﬁﬂ où t Ln   est une matrice de
filtres.
En adoptant une représentation à temps discret des signaux,














































Système de mélange 2 Système de séparation 2










. Plusieurs auteurs [78, 71, 68] ont montré
que des fonctions de contraste (découlant de l’indépendance
statistique) conduisent à l’estimation d’une matrice z    telle
que z    t   -|~   . Dans ce cas, il existe une indétermi-
nation, plus sévère que dans le cas linéaire instantanée : chaque
source ne peut être retrouvée qu’à un filtre près. Comme pré-
cédemment, il est facile de vérifier que ces indéterminations
laissent les observations    invariantes.
La modélisation de mélanges convolutifs réalistes (par exemple,
mélanges de sources audiophoniques dans une salle avec réver-
bération) nécessite des filtres avec un très grand nombre de pa-
ramètres, dont l’estimation sera fort coûteuse (temps de calcul,
nombre d’échantillons). Il est possible de travailler sur un mo-
dèle fréquentiel [15, 26], déduit de (9) par transformée de Fou-
rier discrète. On se ramène alors, à chaque fréquence discrète,
à un mélange instantané à coefficients complexes, dont on peut
facilement estimer un inverse aux indéterminations près. Ici, le
problème de recontruction est cependant délicat : entre chaque
paire de fréquences voisines, il faut compenser les permuta-
tions et égaliser les gains afin de reconstruire correctement les
sources.
2.2.3 Mélange post-non-linéaire
Un mélange post-non-linéaire (PNL) est un mélange non li-
néaire particulier  , constitué d’une partie linéaire (matrice de
mélange t régulière, i.e.    ) suivie de distorsions non li-





















La figure 2 montre une représentation schématique de ce mo-
dèle, et sa structure de séparation,  , adaptée au mélange. On
peut montrer [70, 8] que ce mélange non linéaire particulier
est séparable, c’est-à-dire que l’indépendance statistique per-
met d’identifier un inverse du mélange  avec les mêmes indé-
terminations qu’un mélanges linéaires, pourvu que la matrice
t possède au moins deux éléments non nuls par ligne et par
colonne, et qu’une source au plus soit gaussienne. Outre son
intérêt théorique, ce modèle présente un réalisme certain, et il
peut être utilisé pour modéliser des réseaux de capteurs [60],
des liaisons satellite [65] et des systèmes biologiques [48].
2.2.4 Les mélanges multiplicatifs
Un exemple simple de mélange non linéaire séparable est le
















où     sont des sources indépendantes à valeurs positives. En
















qui est un mélange linéaire de nouvelles variables aléatoires in-
dépendantes (puisque la fonction ¥¦ est monotone) ¥¨¦     . Ce
type de mélanges modélise par exemple la dépendance entre la
température et le champ magnétique de la tension Hall mesurée




où  dépend du type de semiconducteur, car l’influence de
la température est liée à la mobilité des porteurs majoritaires.













Dans la suite, pour simplifier, on supprimera la variable  . Dans
ce modèle, la température ® est positive, mais le signe du champ






































En fait, ce modèle est trop simple, et peut être résolu facile-
ment par simple décorrélation, car le champ ­ intervient avec
le même exposant dans les deux équations. Le rapport des deux

















qui ne dépend que de la température. Ensuite,
µ
ne dépendant




, il est suffisant de







Le signe de ­ est très simple à estimer, puiqu’à chaque instant

, le signe de ¬






2.2.5 Un ensemble de mélanges non linéaires séparables
L’extension du théorème de Darmois-Skitovic à des mélanges
non linéaires a été étudiée dans le début des années 70’s par
Kagan et al. [45]. Ces résultats ont été récemment redécou-
vert dans le cadre de la séparation de sources par Eriksson and
Koivunen [32]. L’idée de base est de considérer des mélanges
particuliers  qui satisfont un théorème d’addition au sens de
la théorie des équations fonctionnelles. Pour comprendre sim-


















où   7 et  
M
sont deux variables aléatoires indépendantes. On

































































qui est maintenant un mélange linéaire de deux variables indé-
pendantes. Comme l’explique Kagan et al., ce joli résultat est
dû au fait que »O½
¦
n¸Ár (et »O½ ¦ n	KÂr ) sont des fonctions de
»¤½
¦


















De façon générale, cette propriété est valable si  satisfait







Les propriétés requises pour  (dans le cas de deux va-
riables, mais l’extension est évidente) sont les suivantes :
–
 est continue par rapport aux 2 variables et possède des
valeurs dans l’intervalle Ã ;
–

















– Il existe un élément neutre
j







– Åº , Il existe un inverse º
¶
7

















, il faut que l’ensemble

ºkSl5
 soit un groupe Abélien. Sous cette condition, il existe une







Soit, en appliquant 
¶
7










Pour avoir plus de détails et d’autres exemples de transforma-
tions qui satisfont ce théorème, on peut se reporter à [44, 32].
Ces résultats, quoique très intéressants d’un point de vue théo-
rique, sont d’une portée pratique limitée, car ils supposent que
les mélanges sont des fonctions non linéaires très particulières,
et connues.
2.3 Critères d’indépendance
Après avoir discuté le problème de l’identifiabilité du mé-
lange à l’aide du critère d’indépendance, nous devons examiner
comment mettre en oeuvre l’indépendance statistique. Quoique
le problème puisse être formulé de diverses manières : au sens
du maximum de vraisemblance [63, 16], ou à l’aide de fonc-
tions de contraste (voir au paragraphe 2.3.5), ou avec un critère
quadratique [59, 3], nous nous concentrerons sur la divergence
de Kullback-Leibler, qui donne un éclairage général à de nom-
breux algorithmes.
2.3.1 Divergence de Kullback-Leibler
Le vecteur aléatoire !É V ) a des composantes indépen-













Cette relation, entre fonctions multivariables (qui plus est in-
connues), est difficile à manipuler. Une mesure scalaire plus
pratique de l’indépendance est la divergence (ce n’est pas une
distance, parce qu’elle n’est pas commutative) de Kullback-
Leibler qui mesure l’écart entre deux distributions c et Ì de

















On montre facilement que Í6Î Õc6Ð Ì  est une quantité positive
qui s’annule si et seulement si cÖ Ì . L’indépendance peut
























qui s’annule si et seulement si c Ë  ×  cd
£
. En théorie de
l’information, cette relation coïncide avec l’information mu-
tuelle (IM) Ã !k [25]. En notant Ø !k et Ø  V ) les entropies
de Shannon jointes et marginales, respectivement :
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Les propriétés de l’IM suggèrent une estimation de la struc-
ture de séparation par minimisation de l’IM. Quoique la rela-
tion (26) puisse être directement utilisée pour obtenir les équa-
tions d’estimation, on peut la simplifier en prenant en compte
la structure de séparation.
Optimisation de l’IM pour des mélanges linéaires. Dans
le cas de mélanges linéaires carrés,  est une matrice Û t
de taille ÝÜ" , supposée inversible, et la transformation de
séparation est aussi une matrice z , de taille ÞÜ" . Puisque
!
z






























La minimisation de l’IM par rapport à la matrice de sépara-
















où ã est l’espérance mathématique et äLË¾ % ä d B .o.o.lä d ¯ * æ
est le vecteur dont chaque composante ä d
£
est la fonction score


































où é est la matrice identité de taille }Üﬀ .
L’expression (30) met en évidence l’importance des fonc-
tions score qui dépendent des ddp et qui contiennent toute la
connaissance statistique sur les sources estimées V  . Hélas, dans
le cadre aveugle, ces fonctions äd
£
ainsi que les ddp cd
£
sont
inconnues, et il faudra estimer ces fonctions pour concevoir des
algorithmes efficaces. En effet, les fonctions score exactes four-
nissent les statistiques optimales dans l’équation (30). Si V 














, qui sont des équations de décorrélation (pour
[ sÛ ). Au contraire, si V  n’est pas gaussienne, sa fonction







 correspondent à l’annulation de moments
statistiques d’ordre supérieur à P .
Optimisation de l’IM pour des mélanges non linéaires. Dans
le cas de mélanges non linéaires, on suppose que  et  sont
des transformations non linéaires inversibles de dimension  .



















































































Ainsi, la minimisation de l’IM conduit à P jeux d’équations
d’estimation, l’un pour la partie linéaire (similaire à (30)), l’autre
pour la partie non linéaire de la structure de séparation, qui
mettent encore en évidence le rôle important joué par les fonc-
tions score [70].






































æ est le vecteur dont chaque compo-
sante äd
£








æ est le vecteur dont cha-















äLË/K¾ò3Ë est la différence entre les vecteurs des
fonctions score marginales et jointes de ! , appelée DFS
(différence de fonctions score).









Optimisation de l’IM pour des mélanges convolutifs. Dans
ce cas,  est une matrice inversible de filtres de taille øÜﬀ .
Par exemple, si t    contient des filtres d’ordre maximal égal
à
Î







La structure de séparation est alors restreinte à une matrice de
filtres z de taille }Üﬀ :
!33y
z




Malheureusement, à cause des filtres, il n’y a plus de relation










. En fait, on peut montrer








où ~ est un ‘petit’ vecteur aléatoire. Cette équation montre que
la DFS est le gradient stochastique de l’IM.
De plus, l’indépendance dans les mélanges convolutifs signi-
fie indépendance de processus stochastiques, c’est-à-dire qu’il
faut considérer l’indépendance entre les signaux avec tous les
retards possibles. Pour des raisons de simplicité, considérons
seulement les termes d’ordre þ , et dérivons par rapport à z þ( .
Pour cela, posons  z þC z þCD , où  représente une ‘petite’








En combinant l’équation ci-dessus avec (39), et après quel-ques











Il faut encore calculer les gradients de l’IM pour des versions
retardées des sorties Ã  V 79 SV
M
&Kpþ(E (dans le cas de P mé-
langes de P sources). On trouve des relations similaires à (41),
détaillées dans [7]. Ce calcul peut aussi être étendu au cas de
mélanges convolutifs avec des post non-linéarités [6].
2.3.3 Critères dans des structures contraintes
Des contraintes dans la structure de séparation peuvent ré-
duire les indéterminations et même assurer la séparabilité. Elles
peuvent aussi modifier voire simplifier le critère d’indépen-
dance.
Séparation avec pré-blanchiment. De nombreuses méthodes




où  est une matrice de blanchiment (spatial) et  est une
matrice orthogonale. Notons  	Û le vecteur aléatoire blan-
chi (et réduit) tel que ã 
 æ  Ã . Puisque  est orthogonale,
!

 satisfait aussi ã¸!ý! æ  Ã (ce qui fixe simplement



















Après calcul de la matrice  , l’entropie jointe Ø    est constante.
De plus, le déterminant de la matrice orthogonale  est égal à
i








Minimiser l’IM est donc équivalent à minimiser la somme des
entropies marginales (des variables normalisées). Or, il est bien
connu que l’entropie est maximale (à variance unité) pour la
distribution gaussienne. Autrement dit, sous contrainte de blan-
chiment, minimiser l’IM est équivalent à minimiser la gaussia-
nité des sources estimées.
Infomax. Une autre approche, initialement proposée par Bell
et Sejnowski [12], consiste à transformer chaque source esti-



















est la fonction de répartition de la variable aléatoire V  .
Puisque l’IM est invariante par une transformation diagonale































En conséquence, minimiser l’IM de la variable uniforme  est
équivalent à maximiser son entropie jointe : l’algorithme asso-
cié à cette idée est appelé Infomax.
2.3.4 Estimation des fonctions score
Comme nous l’avons expliqué après le calcul du gradient
de l’IM (2.3.2), l’information clé concernant les sources esti-
mées est la fonction score. Si les fonctions score sont choisies
a priori, les statistiques impliquées dans les équations ne sont
pas optimales, et l’algorithme peut même diverger.
Cependant, pour estimer la matrice de séparation (dans le cas
de mélanges linéaires), on peut noter qu’une estimation gros-
sière des fonctions score est suffisante. En effet, la relation (30)













car les termes diagonaux de (30) sont de simples équations de
normalisation. Si les VD sont des variables aléatoires centrées

























même pour une estimation grossière de í d¤î . Quoiqu’une esti-
mation précise améliore la vitesse de convergence, une estima-
tion des fonctions score, même grossière, est préférable à un
choix a priori, évitant notamment les risques de divergence de
l’algorithme pour certaines distributions.
Au contraire, dans le cas non linéaire, on montre [70] qu’une
estimation précise des fonctions score est requise. Une compa-
raison fondée sur les estimations de  -ème ordre obtenues avec
un développement de Gram-Charlier (des ddp) et avec un cri-
tère des moindres carrés [70] met en évidence l’estimation mé-
diocre du développement de Gram-Charlier, et explique les dif-
ficultés pour séparer les mélanges non linéaires difficiles [77].
Estimation indirecte. Les fonctions score s’exprimant en fonc-
tion de la ddp, une approche simple consiste à estimer la ddp,

















Il existe de nombreuses méthodes d’estimation des densités en
statistiques. Une première approche est fondée sur les déve-
loppements de Gram-Charlier ou d’Edgeworth de la ddp c d
£
autour de la gaussienne [46]. Sans rentrer dans les détails, on
peut dire que ces développement mettent en jeu explicitement
des cumulants d’ordre supérieur (à P ).

















où les   sont les échantillons de la variable aléatoire  , et 
est la largeur du noyau. Plus  est grand, plus l’estimation est
lisse. Bien sûr,  dépend du nombre d’échantillons ® . Expéri-
mentalement, il semble qu’un choix optimal de  , fondé sur un
validation croisée coûteuse, n’est pas nécessaire, même dans le
cas non linéaire [70].
Estimation directe. Les fonctions score peuvent être esti-





 un modèle paramétrique de í º  , et












































Ce gradient peut être utilisé pour estimer un modèle paramé-
trique quelconque, par exemple une combinaison linéaire de
fonctions non linéaires [64, 18], un réseau de neurones [70], où
des modèles à base de splines ou de polynômes.
2.3.5 Fonctions de contraste
Les fonctions de contraste, initialement définies par Donoho
[29] pour la déconvolution aveugle, ont été introduites par Co-
mon [22, 23] dans le cadre de la séparation de sources.
Une fonction de contraste est une fonction réelle d’une distri-
bution ! , qui doit être minimale si ! est à composantes in-
dependantes. Pour des mélanges linéaires, la définition est la
suivante :
Définition 1 Une fonction ﬀk% ﬁo* de la distribution ﬁ est une fonc-
tion de contraste si, pour toute matrice ﬁ et tout vecteur aléa-
toire ﬁ , ﬀ%ﬂﬁ ﬁ* ﬃ ﬀ% ﬁo* , avec égalité si et seulement si ﬁ -|~ ,
où | et ~ sont des matrices de permutation et diagonale, res-
pectivement.
Cette définition a été étendue aux mélanges convolutifs [24]
et non linéaires, en remplaçant |~ par des filtres triviaux |~  




. De façon évidente,
les fonctions de contraste sont de bons critères pour concevoir
des algorithmes de séparation de sources.
Deux questions importantes se posent sur les fonctions de contrastes :
d’une part, chercher des classes générales de fonctions qui ont
les propriétés de contraste [61], d’autre part trouver des fonc-
tions de contraste aussi simples que possible, et ne présentant
pas de minima locaux. A titre d’exemple, Comon [23] a mon-
tré que l’IM est une fonction de contraste. Plusieurs contrastes
plus simples, à base de cumulants d’ordre  , conduisent à des
algorithmes simples et performants. Enfin, il existe des liens
entre l’IM et ces contrastes : par exemple, l’approximation de
l’IM par un développement de Gram-Charlier d’ordre  conduit
à un contraste à base de cumulants d’ordre  [16].
2.4 Méthodes semi-aveugles
Dans les paragraphes précédents, nous avons considéré l’ACI
comme une méthode générale pour résoudre le problème de sé-
paration de sources à partir d’observations multiples (diversité
spatiale) sans information sur les sour-ces, à part leur indépen-
dance statistique. Dans ce paragraphe, en restant dans le cas
de mélanges linéaires, nous montrons que (i) des informations
a priori même très faibles sur les sources peuvent conduire à
des algorithmes plus simples et très performants, (ii) d’autres
formes de diversité sont exploitables.
2.4.1 Sources non iid
Jusqu’à présent, les critères utilisés supposent implicitement
les sources (temporellement) indépendantes et identiquement
distribuées (iid) : cette hypothèse est utilisée pour écrire le maxi-
mum de vraisemblance (MV) [63]; de plus, on peut montrer
les liens asymptotiques, entre MV et IM [16]. En fait, les mé-
thodes sont robustes à l’hypothèse iid, mais n’exploitent au-
cune information temporelle sur les sources. Le coût à payer
est que (i) les méthodes requièrent des statistiques d’ordre su-
périeur à deux, (ii) la séparation est impossible s’il y a plus
d’une source gaussienne. L’utilisation d’informations tempo-
relles, même très faibles, conduit à des méthodes de séparation
à l’ordre 2, qui sont plus simples, et qui peuvent séparer des
sources gaussiennes. Comme l’explique Cardoso [17], on peut
relâcher l’hypothèse iid de deux manières.
Sources colorées. Relâcher le premier i revient à supposer
les sources colorées. Dans ce cas, les matrices de variances-
covariances  "! Éã¸!$+!$LKﬃ#« æ , pour différentes valeurs
de # sont différentes, pourvu que les sources aient des spectres
différents. On peut alors séparer les sources à l’ordre P , car la
matrice qui diagonalise conjointement les  $! est une matrice
séparante. Cette idée conduit à des algorithmes très simples et
très efficaces [72, 58, 13] puisqu’ils reposent sur la résolution
d’un problème d’algèbre linéaire, et sont capables de séparer
des sources gaussiennes.
Sources non stationnaires. Relâcher la nature id revient à
supposer que les échantillons successifs sont distribués diffé-
remment. C’est le cas de sources non stationnaires. Dans ce cas,








, calculées sur les fenêtres temporelles %  S  
>
7
% , sont dif-
férentes, pourvu que les rapports des variances des sources va-
rient différemment [56, 62]. Comme précédemment, cette idée
aboutit à des méthodes très simples reposant sur des algorithmes
de diagonalisation conjointe. Même algorithme donc, mais ap-
pliqué à des matrices de variances-covariances calculées diffé-
remment.
2.4.2 Autres formes de diversités
Le problème de séparation de sources peut être considéré
d’un point de vue algébrique : il faut disposer d’au moins au-
tant d’équations que de paramètres à déterminer. C’est le rôle
des matrices de variances-covariances calculées pour différents
retards ou sur différentes fenêtres. C’est aussi le rôle de la di-
versité spatiale : chaque capteur amène une nouvelle observa-
tion. D’autres formes de diversité peuvent être exploitées. En
imagerie couleur ou multispectrale [51, 53], la diversité fré-
quentielle permet d’écrire autant d’équations différentes qu’il
y a de bandes de fréquence. Pour séparer une image constituée
d’une scène à laquelle est superposé un reflet dû à une vitre,
Devlamink et Terrier [28] utilisent plusieurs images avec diffé-
rents angles (diversité) de polarisation.
3 Représentations parcimonieuses
La parcimonie est une autre exemple d’information a priori
très efficace pour déterminer la solution d’un problème de sé-
paration de sources. Cette parcimonie peut être temporelle (
signal non stationnaire qui s’éteint par moment, ou signal dis-
cret [66]), fréquentielle (le signal n’occupe qu’une partie du
spectre), ou combiner les deux [2]. Ces propriétés permettent
notamment de résoudre les problèmes de SAS sous-déterminés
(plus de sources que de capteurs, i.e. *)u ), pour lesquels
la séparation aveugle est impossible. En effet, s’il est possible
dans le cas sous-déterminé d’identifier la matrice de mélange
t [69], cela n’est pas suffisant pour retrouver les sources : l’en-




est en effet un sous-espace affine non réduit à un point. Une
fois la matrice identifiée, il reste donc à choisir les “bonnes”
sources parmi celles possibles. Par ailleurs, même si le mélange
est déterminé (  ﬃ ), certaines séries temporelles  )qý sont
parfois très loin d’être i.i.d : c’est le cas des sources audio qui
présentent des oscillations et des phénomènes entretenus carac-
téristiques.
Les approches de la SAS fondées sur les représentations par-
cimonieuses de signaux [74, 43, 79, 47, 14, 37, 38] permettent
de traiter le cas sous-déterminé, et peuvent également consti-
tuer une alternative ou un complément intéressants des mé-
thodes d’ACI lorsque le modèle de sources i.i.d. est peu réa-
liste. Ces approches partent du principe que, dans une repré-
sentation appropriée des signaux, les composantes des sources
sont i.i.d et parcimonieuses, si bien que chaque composante des
signaux de capteurs est due essentiellement à une seule source
“active”. Tout le problème devient alors d’affecter chaque com-
posante observée à la bonne source. Ces méthodes mettent donc
en jeu deux ingrédients : le premier consiste à choisir une repré-
sentation judicieuse des signaux (par exemple, temps-fréquence)
[34, 54]; le second à classifier les coefficients de cette représen-
tation pour effectuer la bonne affectation.
3.1 Changement+ de représentation
Les signaux (de capteurs ou de sources), qui peuvent être
vus comme des vecteurs V :< æ , sont fournis sous la forme






On peut cependant les représenter sous d’autres formes, qu’il
s’agisse de leur transformée de Fourier, de leur spectre à court
terme ou de leur transformée en ondelettes, pour ne citer que
quelques exemples [54]. Plus généralement, si l’on introduit la


















Lorsque le dictionnaire est une base orthonormale de < æ (par
exemple une base d’ondelettes orthogonales ou bien une base
de cosinus locaux), les coefficients n · sont donnés de façon
















Par contre, lorsque le dictionnaire est une famille génératrice
mais redondante, il existe une infinité de choix possibles pour
ces coefficients.
Un certain nombre de dictionnaires redondants usuels consti-
tuent des tight frames, et l’on peut encore utiliser les produits















Une telle représentation est dite linéaire.
Il existe cependant d’autres choix possibles de coefficients,
qui sont non-linéaires et peuvent s’avérer plus judicieux. Ainsi,
si l’on modélise les coefficients comme issus de variables aléa-








































Qu’elle soit linéaire ou non, le but du changement de re-
présentation pour la SAS est faciliter la séparation de sources.















où H est une matrice  Ü
Í
également inconnue des coef-
ficients, et J est la matrice
Í
Ü
® du dictionnaire. C’est la
structure plus “simple” de la matrice H , comparée à la matrice
de départ ﬁ , qui va simplifier le problème.
3.2 Séparation dans le domaine transformé
Pour estimer les sources, il suffit manifestement d’en retrou-
ver une représentation sous la forme d’un jeu de coefficients H
tel que ﬁH"J . Les méthodes de SAS fondées sur la parcimo-
nie vont y parvenir en exploitant le fait que H contient peu de
coefficients significativement non nuls.
En combinant la représentation ﬁôKH"J avec le modèle de
mélange linéaire instantané 6 t ﬁ , on prédit que  t HLJ ,
c’est-à-dire que la modélisation nous fournit une représentation
t
H des observation  . Suivant la structure du dictionnaire J ,
un certain nombre d’algorithmes sont disponibles pour calcu-




, on obtient alors un nouveau problème de SAS dans
le domaine tranformé.
Voyons comment l’hypothèse de parcimonie de H donne une
structure particulière à ce nouveau problème, et comment elle
facilite sa résolution. Nous verrons ensuite que sous certaines
hypothèses (sur le dictionnaire, sur la parcimonie de M et de H ,
sur l’algorithme utilisé), l’identification M  t H est effective-
ment possible.
3.2.1 Structure de M








 7 qui sont parcimonieux, au sens où peu d’entre eux
sont significativement différents de zéro. Autrement dit, la dis-
tribution des valeurs des coefficients exhibe un pic autour de
zéro et des longues queues. Les sources étant supposées indé-
pendantes, la probabilité de co-occurence de deux coefficients
significatifs dans une même colonne de H % H 7 SQPBPQPoS H / * est
donc faible, et la plupart des colonnes contiennent au plus un
coefficient non négligeable. Au final, en notant C¬T la source







































fondamentale des méthodes basées sur la parcimonie : grâce à
la parcimonie de la représentation H des sources, les colonnes
de la représentation calculée M sont (approximativement) pro-
portionnelles à celles de la matrice de mélange.
3.2.2 Estimation des colonnes de t
Dans le cas d’un mélange déterminé carré (    ), l’esti-
mation de t est équivalente à celle de son inverse z . On peut
donc recourir aux méthodes décrites précédemment (minimi-
sation de l’IM) en travaillant sur les données transformées M .
L’hypothèse de parcimonie de la représentation n’est alors pas
cruciale, et l’intérêt du changement de représentation vient sur-



















Cependant, un autre type d’approche, spécifique à l’hypo-
thèse de parcimonie, est possible et généralisable au cas des
mélanges sous-déterminés. La propriété (59) suggère que le









Ł laisse apparaître des groupes de points
accumulés le long des directions des colonnes de t . On peut
donc recourir à des algorithmes de classification (clustering)
afin d’identifier ces directions pour estimer les colonnes t q .
Dans tous les cas, l’estimée est obtenue aux indéterminations
près, c’est à qu’au mieux on retrouve Tt  t J/| .
3.2.3 EstimationU des sources
Pour les mélanges déterminés úﬃu , une fois estimée la






où  P 
V
dénote la (pseudo)inverse.
Dans le cas de mélanges sous-déterminés, les algorithmes
de classification qui ont servi à estimer les colonnes de t per-
mettent simultanément d’ affecter chaque colonne M · à la source











































3.3 Méthodes de représentation
Le choix du type de représentation des données est un élé-
ment essentiel des méthodes de séparation fondées sur la parci-
monie. Il fait intervenir le choix du dictionnaire ainsi que d’un
algorithme de décomposition.
3.3.1 Décompositions linéaires
La vaste majorité des représentations temps-fréquence ou
temps-échelle répandues [54], sont associées à un dictionnaire
qui constitue soit une base orthonormale, soit un tight frame,
et la représentation standard des signaux est obtenue par ana-
lyse linéaire H Æ ¼ﬁGJ æ . De même on analyse linéairement les








Pour une application donnée, on a le choix entre un certain
nombre de représentations linéaires. Il peut donc être intéres-
sant de choisir celle qui est la plus appropriée en évaluant ses
performances sur une base de données [67, 49, 39, 75, 76]. Une
alternative consiste à recourir à des algorithmes adaptatifs qui
sélectionnent la “meilleure” représentation en fonction des ob-
servations  .
3.3.2 Meilleure base orthonormale
Si l’on a le choix entre plusieurs bases orthonormales  J\[ Ł
pour représenter les données  , les algorithmes de sélection
de meilleure base (Best Orthonormal Basis) proposent de re-
tenir celle où la représentation conjointe des observations est
la plus parcimonieuse, en utilisant un critère entropique [20,
38] ] # Æ Þ½76 Ó^8;:¨¦ [`_  S J [ l. Au final on obtient la re-












. La recherche d’une
meilleures base est particulièrement intéressante, car algorith-
miquement efficace, lorsque l’on dispose d’une “bibliothèque
” de bases  J\[ Ł structurée de façon arborescente, comme les
paquets d’ondelettes et les cosinus locaux [5].
3.3.3 Basis Pursuit, Matching Pursuit
Il arrive que les performances des algorithmes de meilleure
base soient limitées par le fait que les composantes finalement
obtenues sont nécessairement orthogonales. Les techniques de
poursuite (Basis Pursuit [19] et Matching Pursuit [55]) per-
mettent de s’affranchir de cette contrainte lorsqu’on en a be-
soin, au prix d’une plus grande complexité algorithmique. Le
Basis Pursuit cherche la représentation la plus parcimonieuse
au sens a
7
(voir Eq. (57). Il s’appuie sur des techniques de pro-
grammation linéaire relativement gourmandes en temps de cal-
cul, qui peuvent être adaptées et accélérées en tenant compte de
la structure particulière du dictionnaire. Dans le cas de diction-
naires redondants arbitraires, le Matching Pursuit [55, 37, 38]
est un algorithme itératif simple à mettre en oeuvre qui per-
met également de calculer une décomposition adaptative des
observations. Des résultats récents montrent que le Basis Pur-
suit [30, 31, 40, 35], comme le Matching Pursuit [36, 73, 41],
sont capables de retrouver la “bonne” représentation M_ t H
à condition que le dictionnaire soit structuré (quasi-incohérent)
et que les sources admettent une représentation suffisamment
parcimonieuse.
Il est courant d’utiliser les techniques de poursuite avec des
dictionnaires définis de manière analytique (Gabor, paquets d’on-
delettes), mais leur intérêt réside aussi dans la possibilité d’em-
ployer un dictionnaire arbitraire, qui peut avoir été estimé (“ap-
pris”) à partir d’un jeu de données. Les techniques d’ACI peuvent
s’avérer très intéressantes pour cet “apprentissage”.
3.3.4 Le codage parcimonieux, un problème dual de la
SAS
L’idée fondamentale du codage parcimonieux est de cher-
cher quel dictionnaire de “formes d’ondes élémentaires” sert
de briques de base à la construction de classes de signaux “na-
turels” [33, 11, 10, 50, 1]. Autrement dit, si l’on observe 










Ł inconnu et des coefficients Y
·
q aléatoires,
indépendants, et parcimonieux, le but est de retrouver le dic-
tionnaire. A partir du jeu de  observations ﬁ et du modèle
ﬁ cH"J
, on cherche donc à retrouver J .
En passant au transposé, on obtient ﬁ æ J æ H æ . On recon-
naît alors un problème de SAS où les observations sont ﬁ æ , la
matrice de mélange est J æ et les sources inconnues H æ . Les
méthodes d’ACI peuvent donc être utilisées, à la nuance près
que le but est plus ici d’identifier la matrice de mélange J æ
que les coefficients.
4 Conclusion
L’ACI est une méthode très puissante de traitement de l’in-
formation, dans la mesure où elle ne nécessite que très peu
d’hypothèses a priori à part l’indépendance statistique des sources.
En revanche, l’ACI estime un modèle (de l’inverse) du mé-
lange, et la nature de ce dernier doit être connue. De plus, l’uti-
lisation d’informations a priori faibles (qui préservent la puis-
sance de la méthode) permet de simplifier les algorithmes.
Dans le cas de la SAS, des problèmes difficiles restent à ap-
profondir, notamment la séparation dans des grands mélanges
(grand nombre de sources et/ou de capteurs), dans des mé-
langes fortement bruités, convolutifs réalistes ou non linéaires
et dans des mélanges sous-déterminés. Dans ce dernier cas, la
restitution des sources est un problème mal posé, qui peut être
régularisé en introduisant, en plus des contraintes structurelles,
des hypothèses de parcimonie sur les signaux. L’ACI, en tant
qu’analyse parcimonieuse de données complexes, doit s’enri-
chir vers des modèles non linéaires : en effet, comment des don-
nées non linéaires peuvent être représentées de façon pertinente
par un seul modèle linéaire?
L’ACI peut être utilisée dans de nombreux domaines dès que
l’on dispose d’observations multi-dimensionnelles : instrumen-
tation, microélectronique, biomédical, sismique, chimie, astro-
nomie. Il est temps de porter nos efforts en l’appliquant à des
problèmes réels et difficiles. A nous de savoir expliquer cette
approche et de contribuer à sa diffusion la plus large !
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