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1. Introduction
The Hardy-Littlewood maximal function for a locally integrable function f on
R
n is defined as
M(f)(x) = sup
x∈Q
1
|Q|
∫
Q
|f |dy,
where the supremum runs over all those cubes Q having x and whose sides are
parallel to the coordinate axes. Maximal function has a significant role in obtain-
ing convergence of some integral operators and also plays a key role in obtain-
ing the Lebesgue differentiation theorem. After the introduction of Ap weights
by Muckenhoupt [16], the study of weighted estimate for the maximal function
has got much more attention. Some new results with some new techniques have
been established for the maximal function and we refer some of the literatures
[1, 2, 3, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] for more detail on
maximal function and its applications.
It is quite natural to verify how the weighted estimate will behave if we replace
supremum by infimum in the construction of maximal function. In this regard,
Cruz-Uribe et al. [4] introduce a new concept called minimal function and later it
motivates them to characterize the class of functions for which the reverse Ho¨lder
inequality makes sense. The authors[4] define the minimal function as
m(f)(x) = inf
x∈Q
1
|Q|
∫
Q
|f |dy,
where the infimum is taken over cubes as similar to the case for maximal function.
∗Corresponding author’s e-mail:rajib.haloi@gmail.com.
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In defining the minimal function the locally integrable property of f can be
removed by simply assuming f to be a measurable function on Rn and it turns out
to be a main difference between the maximal and minimal function. Cruz-Uribe et
al. [4] also prove the one weight norm inequality for the minimal function on Rn.
Later Cruz-Uribe et al. [5] establish the two weight problem for minimal function
and prove the result in R. Interestingly they come out with a beautiful result which
establishes the equivalence between the weight class for the weak type and the
weight class for the strong type norm inequality which is not the case for maximal
function.
The one-sided version of the minimal function has been studied by Cruz-Uribe
et al. [6] and they define the one-sided minimal function, m+ for a measurable
function f as
m+(f)(x) = inf
h>0
1
h
∫ x+h
x
|f |.
A backward version of the minimal function, m− is defined as
m−(f)(x) = inf
h>0
1
h
∫ x
x−h
|f |.
The authors [6] prove two weight weak and strong type estimates for the minimal
function on R with the help of two different weight classes and use these for the
study of differentiability of the integral. Further they establish an equivalence
relationship between these two weight classes. They also characterize the class of
functions which satisfy one-sided reverse Ho¨lder inequality in weak sense.
We plan to study weighted inequalities for the fractional one-sided minimal func-
tion on R. This will extend the existing results for one-sided minimal function. For
this, we define the fractional version of one-sided minimal function as follows.
Let f be a measurable function on R. For 0 ≤ µ < ∞, we define a fractional
one-sided minimal function of order µ as
m+µ (f)(x) = inf
h>0
1
h1+µ
∫ x+h
x
|f(t)|dt.
If we consider the integral from x − h to x, then we get an another version of
one-sided minimal function and precisely it is given as
m+µ (f)(x) = inf
h>0
1
h1+µ
∫ x
x−h
|f(t)|dt.
If we put µ = 0, then we get the one-sided minimal function m+. Thus m+ is a
particular case of m+µ . Some literature uses forward minimal function for m
+
µ and
backward minimal function for m−µ . As similar to the case of maximal function the
results of forward and backward minimal function can be interchangeable with a
little modification in the weight class.
In this note, we mainly deal with functions on R. By a weight, we mean a
non-negative function which takes positive values a.e. on its domain. We write
w(E) =
∫
E
wdy, where E is a measurable and w is a locally integrable function.
We write C to denote a positive constant not necessarily same in all cases. We use
the notation s′ to denote the conjugate exponent of s(> 1).
We prepare our article as follows. We state some already known results for the
one-sided minimal function in the section 2. In the section 3, we state our main
results and their proofs have been given in the section 4.
2
2. Preliminaries
In this section, we briefly state some results which are already proved in [5, 6]
and we recall some of the basic definitions, lemmas and theorems that are used in
the remaining part of the article.
To establish the weak (p, p), p > 0 estimate for the minimal function, the authors
[5] define a certain weight class, Wp which is similar to the Muckenhoupt weight
class, Ap for the case of Hardy-Littlewood maximal function but with p replaced
by −p. Precisely the weight class Wp is as follows.
Definition 2.1. Let (U, V ) be a pair of weight on R. Given p > 0, we say (U, V ) ∈
Wp if there exists C > 0 such that
1
|I|
∫
I
U ≤ C
(
1
|I|
∫
I
V
1
p+1
)p+1
holds for every interval I in R.
With the help of the Wp condition, the following result regarding the weak type
estimate has been established.
Theorem 2.1. [5] Let (U, V ) be a pair of weight on R. For p, λ > 0 the following
statements are equivalent.
(i) The pair (U, V ) ∈Wp.
(ii) The weak (p, p) holds for the minimal function. i.e.
U
({
x ∈ R : m(f)(x) <
1
λ
})
≤
C
λp
∫
R
V
|f |p
holds for some constant C > 0.
As similar to the case of maximal function, we need an another weight class as
similar to the Sawyer’s testing type condition to show the two weight strong type
inequality for the minimal function and the weight class to show the strong type
inequality is defined in [5] as follows.
Definition 2.2. Let (U, V ) be a pair of weight on R. Given p > 0, we say (U, V ) ∈
W ∗p if there exists C > 0 such that∫
I
U
m(ω/χI)
p ≤ C
∫
I
ω
holds for every interval I in R, where ω = V
1
p+1
In the remaining part of the article we use the notation ω = V
1
p+1 for p > 0. The
strong type estimate (p, p), p > 0 for the minimal function follows from the weight
class W ∗p and this result has been proved in [5].
Theorem 2.2. [5] Let (U, V ) be a pair of weight on R. For p > 0 the following
statements are equivalent.
(i) The pair (U, V ) ∈W ∗p .
(ii) The strong (p, p) holds for the minimal function. i.e.∫
R
U
(m(f))p
≤ C
∫
R
V
|f |p
holds for some constant C > 0.
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The one-sided minimal function has been considered in [6], where the authors
define the one-sided version of the weight class Wp and W
∗
p denoted by W
+
p and
(W+p )
∗ respectively and with the help of these weight classes they prove the weak
and strong type inequalities for the one-sided minimal function.
The weight class, W+p corresponding to the weak weighted inequality for m
+ is
defined in the following way.
Definition 2.3. Given p > 0, we say a pair of weight (U, V ) ∈ W+p if there exists
a constant C > 0 such that
1
|I−|
∫
I−
U ≤ C
(
1
|I|
∫
I
V
1
p+1
)p+1
holds for each interval I = [α, β] in R with 2|I−| = |I| and I− = [α, γ]
Cruz-Uribe et al. [6] establish the two weight weak (p, p) for m+ with the help
of W+p weight and their main result is the following.
Theorem 2.3. [6] Let p, λ > 0. Then the pair (U, V ) ∈W+p if and only if the weak
(p, p) inequality
U
({
x ∈ R : m+(f)(x) <
1
λ
})
≤
C
λp
∫
R
V
|f |p
holds for some constant C > 0.
An inequality similar to the one-sided Sawyer’s testing type condition is used to
show the two weighted strong (p, p) for m+. The condition is denoted by (W+p )
∗
and it is defined as follows.
Definition 2.4. Given p > 0, we say the pair (U, V ) ∈ (W+p )
∗ if∫
I
U
m+(ω/χI)p
≤ C
∫
I
ω
holds for some constant C > 0 and for any interval I in R.
The two weighted strong (p, p) for one-sided minimal function is obtained using
the (W+p )
∗ condition and the main result is the following.
Theorem 2.4. [6] Given p > 0 and for a pair of weight (U, V ) on R the following
statements are equivalent.
(i) The pair (U, V ) ∈ (W+p )
∗.
(ii) The strong (p, p) holds for the one-sided minimal function. i.e.∫
R
U
(m+(f))p
≤ C
∫
R
V
|f |p
holds for some constant C > 0.
3. Main Results
In this section, we define two weight classes to prove the weak and strong type
weighted estimate for the fractional minimal function and we prove our main results.
We use techniques and ideas from [6, 19] in proving our results. We start this section
with a basic lemma whose proof can be obtained with a suitable modification of
the Lemma 2.1 in [6].
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Lemma 3.1. Let I be a interval in R. We consider a collection of intervals {Ia}a
contained in I such that given a function w and for 0 ≤ µ <∞,
∫
Ia
wdx ≤ C|Ia|
1+µ,
for each a. If J = ∪aIa, then
∫
J
wdx ≤ C(2|J |)1+µ.
Next we define the fractional one-sided weight class, W+p,q, 0 < p ≤ q < ∞, for
proving the two weight weak (p, q) estimate for m+µ .
Definition 3.1. Given 0 ≤ µ < ∞ and 0 < p ≤ q < ∞, we say a pair of weight
(U, V ) ∈W+p,q if
1
|I−|
∫
I−
U ≤
C
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
holds for each interval I = [α, β] in R with 2|I−| = |I| and I− = [α, γ].
This definition is about two intervals I− and I with the relation 2|I−| = |I| and
the property that their left points are the same. Next we give a more generalized
version of the Definition 3.1. For this we consider any subinterval I− of I with the
same starting point and with the property 0 < |I
−|
|I| < 1.
Definition 3.2. Let I− = [α, γ] be any subinterval of I = [α, β]. We set η = |I
−|
|I| .
Given 0 ≤ µ <∞ and 0 < p ≤ q <∞, we say a pair of weight (U, V ) ∈W+p,q,η if
1
|I−|
∫
I−
U ≤
C
η(1 − η)(1+µ)q
1
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
holds for some constant C > 0.
Next we relate these two weight class W+p,q and W
+
p,q,η. To do this we need a
decomposition of an interval in R, popularly known as plus-minus decomposition.
This idea was introduced in [6] and it is given in the following way.
Definition 3.3. Let I = [α, β] be a finite interval. We define a sequence {xk}k≥0
recursively from the interval I as, set x0 = α and for each k ≥ 1 we define
xk =
β + xk−1
2
.
For k ≥ 1, we construct three subintervals of I from the sequence {xk} as J
−
k =
[xk−1, xk], J
+
k = [xk, xk+1] and Jk = [xk−1, xk+1].
From the construction itself I = ∪k≥0J
−
k .
The next result is about the relationship between W+p,q and W
+
p,q,η and the sum-
mary of the following theorem says that these two conditions are equivalent.
Theorem 3.2. A pair of weight (U, V ) ∈W+p,q if and only if (U, V ) ∈ W
+
p,q,η.
Now we are ready to state the two weight weak estimate for the function m+µ .
Theorem 3.2 makes our task easier to prove the following result.
Theorem 3.3. Let 0 < p ≤ q < ∞ and 0 ≤ µ <∞. Then for λ > 0 the following
conditions are equivalent.
(i) The pair of weight (U, V ) ∈ W+p,q.
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(ii) The two weighted weak (p, q) inequality
U
({
x ∈ R : m+µ (f)(x) <
1
λ
})
≤
C
λq
(∫
R
V
|f |p
) q
p
holds for some constant C > 0.
Next we define an weight class similar to that of Sawyer’s testing type condition.
We use this testing condition to obtain the weak (p, q) estimate for the minimal
function.
Definition 3.4. Given 0 < p ≤ q < ∞, we say that the pair (U, V ) ∈ (W+p,q)
∗ if
for each interval I in R the following inequality∫
I
U
m+µ (ω/χI)q
≤ C
(∫
I
ω
) q
p
holds for some constant C > 0.
The two weight strong (p, q) estimate for the fractional one-sided minimal func-
tion is obtained using the (W+p,q)
∗ condition and the main result is the following.
Theorem 3.4. Given 0 < p ≤ q < ∞ and for a pair of weight (U, V ) on R the
following statements are equivalent.
(i) The pair (U, V ) ∈ (W+p,q)
∗.
(ii) The strong (p, q) holds for the fractional one-sided minimal function. i.e.
∫
R
U
(m+µ (f))q
≤ C
(∫
R
V
|f |p
) q
p
holds for some constant C > 0.
The next result is about the equivalence relationship between the weight class
W+p,q and (W
+
p,q)
∗. This result is obtained as a corollary from the next two theorems.
Next we provide these two theorems and finally we present the result regarding the
equivalence of the weight class.
Theorem 3.5. We assume that the pair (U, V ) ∈ W+p,q, 0 < p ≤ q < ∞. Let
I = [α, β] be any interval in R. Then
∫
I−
U
m+µ (ω/χI)q
≤ C
(∫
I−∪I+
ω
) q
p
holds for I− and I+, where I− = [α, γ] and I+ = [γ, δ] with 2|I−| = |I| = 4|I+|.
Theorem 3.6. Let {Kl}l≥0 be a decreasing sequence of nested intervals with the
property that |Kl| → 0 as l→∞. Then for the pair (U, V ) ∈ W
+
p,q, 0 < p ≤ q <∞,
lim
l→∞
∫
Kl
U
m+µ (ω/χKl)
q
= 0
holds.
Corollary 3.7. Let 0 < p ≤ q <∞. Then the weight classes W+p,q and (W
+
p,q)
∗ are
equivalent. i.e. a pair (U, V ) ∈ W+p,q if and only if (U, V ) ∈ (W
+
p,q)
∗.
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4. Proof of the Results
Theorem 3.2.
Proof. Let (U, V ) ∈ W+p,q,η, 0 < η < 1. We choose η =
1
2 , then by the W
+
p,q, 12
condition,
1
|I−|
∫
I−
U ≤ C21+(1+µ)q
1
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
,
where I = [α, β], I− = [α, γ] and |I| = 2|I−|. Hence the pair (U, V ) ∈W+p,q.
Conversely, we assume that (U, V ) ∈ W+p,q. We need to show that (U, V ) ∈
W+p,q,η, 0 < η < 1. We break the proof into two parts.
Case I. When 0 < η = |I
−|
|I| <
1
2 , where I = [α, β] and I
− = [α, γ]. Suppose
J = [α, δ] be a subinterval of I with 2|J | = |I|. By the W+p,q condition,
∫
J
U ≤
C|J |
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
.
Since 2|J | = |I| > 2|I−|. Thus I− ⊂ J. From the above inequality, we have
1
|I−|
∫
I−
U ≤
1
|I−|
∫
J
U ≤
C|J |
|I−||I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
≤
C
η(1− η)(1+µ)q
1
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
.
Thus we get (U, V ) ∈ W+p,q,η, 0 < η ≤
1
2 .
Case II. When 12 < η =
|I−|
|I| < 1. We choose the smallest N0 ∈ N such that
η ≤ 1−
1
2N0
.
As N0 is the smallest, so
1− η <
1
2N0−1
.
Let {J−k }k be a collection of subinterval of I formed from the plus-minus decom-
position of the interval I. We get
I− ⊂ ∪N0k=1J
−
k .
From the W+p,q condition,
∫
J
−
k
U ≤
C|J−k |
(2|J−k |)
1+(µ− 1
p
)q
(
1
2|J−k |
∫
I
V
1
p+1
) (p+1)q
p
=
C|I||J−k ||I|
(1+µ)q
(2|J−k |)
1+(µ− 1
p
)q
[
1
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
]
≤ C|I−|
(
I
2|J−k |
)(1+µ)q[
1
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
]
.
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For k ≥ 1, we have
|J−k | = |I|
(
1−
1
2k
)
=⇒
|I|
2|J−k |
=
2k−1
2k − 1
≤ 2k−1.
Now
1
|I−|
∫
I−
U ≤
1
|I−|
N0∑
k=1
∫
J
−
k
U
≤ C
N0∑
k=1
2(k−1)(1+µ)q
[
1
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
]
≤
CN0
2
1
η(1− η)(1+µ)q
[
1
|I|1+(µ−
1
p
)q
(
1
|I|
∫
I
V
1
p+1
) (p+1)q
p
]
.
Thus (U, V ) ∈W+p,q,η,
1
2 < η < 1.
This concludes the proof. 
Theorem 3.3
Proof. (i) =⇒ (ii).
It is sufficient to prove the result for the function f with 1
f
having compact support[6].
We assume that (U, V ) ∈ W+p,q, 0 < p ≤ q <∞. For each λ > 0, we consider the set
Oλ = {x ∈ R : m
+
µ (f)(x) <
1
λ
}.
Thus there exists a disjoint sequence of bounded and open interval {Ik}k≥1 such
that
Oλ = ∪k≥1Ik
and for the plus-minus decomposition of Ik
1
|J+l |
1+µ
∫
Jl
|f | ≤
81+µ
λ
.
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Now, for a fixed k,
∫
Ik
U =
∑
l
∫
J−
l
U
≤
3(1+µ)qC
λq
∑
l
1
|Jl|(1+µ)q
(∫
Jl
V
1
p+1
) (p+1)q
p
(
(8|J+l |)
(1+µ)q∫
Jl
|f |
)q
≤
C
λq
∑
l
(
3|J+l |
|Jl|
)(1+µ)q(∫
Jl
V
1
p+1
|f |
p
p+1
|f |
p
p+1
) (p+1)q
p
(∫
Jl
|f |
)−q
≤
C
λq
∑
l
(∫
Jl
V
|f |p
) q
p
(∫
Jl
|f |
)q(∫
Jl
|f |
)−q
=
C
λq
∑
l
(∫
Jl
V
|f |p
) q
p
≤
C
λq
(∑
l
∫
Jl
V
|f |p
) q
p
≤
C
λq
(∫
Ik
V
|f |p
) q
p
.
Therefore
U(Oλ) = U(∪kIk)
=
∑
k
U(Ik)
≤
∑
k
C
λq
(∫
Ik
V
|f |p
) q
p
≤
C
λq
(∫
R
V
|f |p
) q
p
.
(ii) =⇒ (i).
Let I = [α, β] be a finite interval in R. Let I− = [α, γ] and I+ = [γ, β] be two
subintervals of I with |I−| = |I+|. If x ∈ I−, then
m+µ (f)(x) ≤
1
|I+|1+µ
∫
I
V
1
p+1 ,
where we assume f = V
1
p+1 /χI .
We choose λ > 0 such that
1
λ
=
1
|I+|1+µ
∫
I
V
1
p+1 .
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From the assumption, we have
U(I−) ≤ U
({
x ∈ R : m+µ (f)(x) <
1
λ
})
≤
C
λq
(∫
I
V
V
p
p+1
) q
p
= C
(
1
|I+|1+µ
∫
I
V
1
p+1
)q(∫
I
V
1
p+1
) q
p
= C
|I−|
|I|1+(µ−
1
p
)q
(∫
I
V
1
p+1
) (p+1)q
p
.
Thus the pair (U, V ) ∈W+p,q. 
Theorem 3.4
Proof. (i) =⇒ (ii).
As similar to the previous theorem, we only prove the statement for the function f
with 1
f
having compact support.
Let (U, V ) ∈ (W+p,q)
∗, 0 < p ≤ q <∞. For each k ∈ Z, we define
Ωk = {x ∈ R : m
+
µ (f)(x) <
1
2k
}.
Then by the definition of m+µ , there exists a disjoint sequence of bounded open
intervals {Ij,k}j such that
Ωk = ∪jIj,k
and for each x ∈ Ij,k = (αj,k, βj,k),∫ βj,k
x
|f | ≤ 21+µ−k|βj,k − x|
1+µ.
We construct an another pairwise disjoint set Ωj,k for each integer j and k as
Ωj,k =
{
x ∈ Ij,k : m
+
µ (f)(x) ≥
1
2k+1
}
.
Then ∫
R
U
(m+µ (f))q
=
∑
j,k
∫
Ωj,k
U
m+µ (f)q
≤
∑
j,k
∫
Ωj,k
2(k+1)qU
≤ 2q(2+µ)
∑
j,k
∫
Ωj,k
(
1
|βj,k − x|1+µ
∫ βj,k
x
|f |
)−q
U.
Using the technique from [6], we assume that τ be a measure defined on X =
Z × Z × R by ν × ν ×m, where ν stands for the counting measure and m is the
10
Lebesgue measure. We define φ on X as
φ(j, k, x) =
(
1
|βj,k − x|1+µ
∫ βj,k
x
ωdy
)−q
χΩj,k(x)U(x).
We define the operator G as
G(g)(j, k, x) = χΩj,k(x)
1∫ βj,k
x
gωdy
∫ βj,k
x
ωdy
and the operator H as
H(g)(j, k, x) = χΩj,k(x)
1∫ βj,k
x
ωdy
∫ βj,k
x
gωdy.
For s > 1, we have
1∫ βj,k
x
gωdy
∫ βj,k
x
ωdy =
1∫ βj,k
x
gωdy
(∫ βj,k
x
ωdy
)1−s+s
=
1∫ βj,k
x
gωdy
(∫ βj,k
x
ωdy
)1−s(∫ βj,k
x
g
1
sω
1
s g−
1
sω1−
1
s dy
)s
≤
1∫ βj,k
x
gωdy
(∫ βj,k
x
gωdy
)(
1∫ 6
x
βj,k
(∫ βj,k
x
g1−s
′
ωdy
))s−1
=
(
1∫ 6
x
βj,k
(∫ βj,k
x
g1−s
′
ωdy
))s−1
.
Thus
G(g)(j, k, x) ≤
(
H(g1−s
′
)(j, k, x)
)s−1
.
We set s = 1 + q
p2
and assume that H maps from L
q
p (ω) to L
q2
p2 (X,φdτ). Then
from the above inequality
2q(2+µ)
∫
X
G
(
|f |
ω
)q
φdτ ≤ 2q(2+µ)
∫
X
H
(( ω
|f |
)s′−1)(s−1)q
φdτ
≤ 2q(2+µ)
(∫
R
(( ω
|f |
)s′−1) qp
ωdx
) p
q
× q
2
p2
≤ C
(∫
R
V
|f |p
dx
) q
p
.
Hence the result follows. Therefore it remains to show the boundedness of H.
Following the argument stated in [19], it is sufficient to show that H is weak (1, q
p
).
That is for each λ > 0, we need to show that
∫
{|H(g)|>λ}
φdτ ≤ C
(
1
λ
∫
gωdx
) q
p
.
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We define tjk(λ) = inf Γj,k(λ), where Γj,k(λ) = {x ∈ Ωj,k : H(g)(j, k, x) > λ} and
Jjk = Jjk(λ) = [tjk(λ), βjk). Then
1∫
Jjk
ω
∫
Jjk
gω ≥ λ
and the pair of set Jjk and Jlm are either disjoint or one contains the other.
Let {Ji} be the maximal elements of the family {Jjk} so that Ji’s are disjoint. Thus∫
{|H(g)|>λ}
φdτ =
∑
k,j
∫
Γjk(λ)
(
1
|βj,k − x|1+µ
)−q
Udx
=
∑
i
∑
{(k,j):Jjk⊂Ji}
∫
Γjk(λ)
(
1
|βj,k − x|1+µ
)−q
Udx
≤
∑
i
∫
Ji
U
m+µ (ω/χJi)
q
dx
≤ C
∑
i
(∫
Ji
ωdx
) q
p
≤ C
∑
i
(
1
λ
∫
Ji
gωdx
) q
p
≤ C
(
1
λ
∫
R
gωdx
) q
p
.
This proves H is weak (1, q
p
) and hence concludes the proof.
(ii) =⇒ (i).
Let f = ω/χI , where I is a fix interval and ω = V
1
p+1 . And hence the result follows
immediately. 
Theorem 3.5
Proof. For each λ > 0, we define
Ωλ =
{
x ∈ I− : m+µ (ω/χI)(x) <
1
λ
}
.
There exists a sequence of disjoint intervals {Ij} such that Ωλ = ∪jIj .
Also we have, ∫
I−
U
m+µ (ω/χI)q
dx = q
∫ ∞
0
λq−1U(Ωλ)dλ
= I1 + I2,
where,
I1 = q
∫ ǫ
0
λq−1U(Ωλ)dλ
and
I2 = q
∫ ∞
ǫ
λq−1U(Ωλ)dλ,
12
for some ǫ > 0 and the value of ǫ to be chosen later. Now,
I1 = q
∫ ǫ
0
λq−1U(Ωλ)dλ
≤ U(I−)q
∫ ǫ
0
λq−1
= U(I−)ǫq. (4.1)
For a fixed interval {Ij}, we construct two sequences of intervals {J
−
k } and {J
+
k }
as the plus-minus decomposition of the interval Ij . Then
U(Ij) =
∞∑
k=1
U(J−k )
≤ 3(1+µ)qC
∞∑
k=1
3|J−k |
2|Jk|1+(1+µ)q
(∫
Jk
ω
) (p+1)q
p
= C
∞∑
k=1
(
1
|Jk|(1+µ)
∫
Jk
ω
)q(∫
Jk
ω
) q
p
≤ C
∞∑
k=1
(
1
λ
) (p+1)q
p
|Jk|
(1+µ) q
p
≤ C
(
1
λ
) (p+1)q
p
|Ij |
(1+µ) q
p . (4.2)
Thus we obtain the estimate for the integral I2 as
I2 = q
∫ ∞
ǫ
λq−1U(Ωλ)dλ
= q
∫ ∞
ǫ
λq−1
∑
j
U(Ij)dλ
≤ q
∫ ∞
ǫ
λq−1
(
1
λ
) (p+1)q
p
|I−|(1+µ)
q
p
≤ C
(
1
ǫ
) q
p
|I−|(1+µ)
q
p . (4.3)
We choose ǫ such that
ǫq =
(ω(I− ∪ I+))
q
p
U(I−)
. (4.4)
As the pair (U, V ) ∈W+p,q
U(I−) ≤ C
31+(1+µ)q|I−|
2|I− ∪ I+|1+(1+µ)q
(
ω(I− ∪ I+)
) (p+1)q
p
≤
C
|I−|(1+µ)q
(
ω(I− ∪ I+)
) (p+1)q
p
. (4.5)
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From the inequality (4.4) and (4.5), we obtain the following.(
1
ǫ
) q
p
≤
C
|I−|(1+µ)
q
p
(
ω(I− ∪ I+)
) q
p
. (4.6)
Using the inequality (4.1), (4.3) and (4.6), we conclude that
I1, I2 ≤ (ω(I
− ∪ I+))
q
p .
It completes the proof. 
Theorem 3.6
Proof. As the sequence {Kl} is decreasing, so, Kl+1 ⊂ Kl, l ≥ 0. Then for 0 ≤ µ <
∞, the minimal functions satisfies
m+µ (ω/χKl) ≤ m
+
µ (ω/χKl+1), k ≥ 0.
We have
1/m+µ (ω/χKl)→ 0
a.e. on K0 as l→∞.
We set I− = K0 and by the the Theorem 3.5, we obtain∫
K0
U
m+µ (ω/χK0)
<∞.
Using the decreasing property of the sequence of interval {Kl} and from the domi-
nated convergence theorem,
lim
l→∞
∫
Kl
U
m+µ (ω/χKl)
≤ lim
l→∞
∫
K0
U
m+µ (ω/χKl)
= 0.
Hence the proof completes. 
Corollary 3.7
Proof. Clearly (W+p,q)
∗ implies W+p,q. We only need to prove that W
+
p,q implies
(W+p,q)
∗.
Let (U, V ) ∈W+p,q. We show that for any interval I = [α, β] on R, the inequality∫
I
U
m+µ (ω/χI)q
≤ C
(
ω(I)
) q
p
holds for some constant C > 0.
We construct a sequence of intervals {J ′k} as, for each k ≥ 1, we define J
′
k =
[xk, β], where {xk} is the sequence constructed to form the plus-minus decomposi-
tion, J−k and J
+
k , of the interval I[see the Definition 3.3]. Then I = J
−
1 ∪ J
′
1 and
thus the following inequality follows.∫
I
U
m+µ (ω/χI)q
≤
∫
J
−
1
+
∫
J′1
.
From the Theorem 3.5, ∫
J
−
1
≤ C
(
ω(J1)
) q
p
.
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For the second integral, we can write J ′1 = J
−
2 ∪ J
′
2 and we repeat the process.
Continuing this process up to l many times, we get,∫
I
U
m+µ (ω/χI)q
≤ C
l∑
k=1
(
ω(Jk)
) q
p
+
∫
J′
l
U
m+µ (ω/χJ′
l
)q
Using the Theorem 3.6, we conclude that the last term tends to 0 as l→∞. Now,
letting l→∞, ∫
I
U
m+µ (ω/χI)q
≤ C
( ∞∑
k=1
ω(Jk)
) q
p
≤ C
(
ω(I)
) q
p
.
This completes the proof. 
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