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The almost everywhere convergence of wavelet series is important in wavelet analysis [S.
Kelly, M.A. Kon, L.A. Raphael, Local convergence for wavelet expansions, J. Funct. Anal.
126 (1994) 102–138]. Since the thresholding method plays fundamental roles in data
compression, signal processing and other areas, the pointwise convergence of resulting
wavelet series was investigated by T. Tao and B. Vidakovic in 1996 and 2000. Chen and
Meng study the same problem for differential operators in Lp(R) setting [Di-Rong Chen,
Hong-Tao Meng, Convergence of wavelet thresholding estimators of differential operators,
Appl. Comput. Harmon. Anal. 25 (2008) 266–275]. This paper deals with the uniform and
norm convergence of wavelet thresholding estimator of differential operators on Besov
spaces and Sobolev spaces with integer exponents. In particular, the convergence order
is focused. To do that, we ﬁrst study the corresponding problems for non-standard forms
of those operators.
Crown Copyright © 2011 Published by Elsevier Inc. All rights reserved.
1. Introduction and preliminary
Wavelet analysis plays important roles in both pure and applied mathematics. The almost everywhere convergence of
wavelet series was ﬁrst studied by Kelly, Kon and Raphael [10] in 1994. The wavelet thresholding method, proposed by
Donoho and Johnstone [7], has been applied greatly in scientiﬁc areas, including image processing, statistical problems , etc.
Tao and Vidakovic investigated the pointwise convergence of resulting wavelet series in 1996 and 2000 [15,16]. Recently,
Chen and Meng [5] study the same problem for differential operators in Lp setting.
It is well known that wavelets can be applied to estimate an unknown density function based on random samples. In
many statistical models, the error of estimators is measured in Lp norm [4,8,11]. On the other hand, Besov spaces contain
many functional spaces (e.g. Hölder spaces, Sobolev spaces with non-integer exponents) as special examples. In this paper,
we study the convergence rate of wavelet thresholding estimators for differential operator in Lp norm over Besov spaces
and Sobolev spaces with integer exponents. Our results improve theorems in [5] and [14].
The current paper is organized as follows. Section 1.1 introduces an important theorem [9], which is frequently used later
on. The next subsection is devoted to give a wavelet thresholding estimator of f ′(x) based on the non-standard form (NSF)
of differential operators. The main results are presented in Section 1.3. In order to show our main theorems in Section 3,
we prove four lemmas in Section 2.
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To introduce a wavelet characterization theorem for Besov spaces [9], we begin with the concept of multiresolution
analysis (MRA, [6]), which is a sequence of closed subspaces {V j} j∈Z of the square integrable function space L2(R) satisfying
the following properties:
(i) V j ⊆ V j+1, ∀ j ∈ Z. Here and after, Z denotes the integer set and N := {n ∈ Z, n 0};
(ii) f (·) ∈ V0 ⇔ f (2 j ·) ∈ V j ;
(iii)
⋃
j∈Z V j = L2(R);
(iv) There exists a function ϕ(x) ∈ L2(R) called the scaling function such that {ϕ(x − n)}n∈Z forms an orthonormal system
and V0 = span{ϕ(x− n)}.
With the standard notation f jk(x) := 2 j2 f (2 j x− k) in wavelet analysis, we can derive a corresponding wavelet function
ψ(x) =
∑
k
(−1)kh1−kϕ1k(x) with hk = 〈ϕ,ϕ1k〉,
such that for a ﬁxed j ∈ Z, {ψ jk(x)}k∈Z constitutes an orthonormal basis of the orthogonal complement W j of V j in V j+1.
Moreover, for ﬁxed J ∈ N, both {ϕ Jk(x), ψ jk(x)} j J ,k∈Z and {ψ jk(x)} j,k∈Z are orthonormal bases of L2(R). Then each f ∈
L2(R) can be expanded by the following two forms, the scaling expansion∑
k
s0kϕ0k(x) +
∑
j0,k
d jkψ jk(x) (1.1)
and the wavelet expansion∑
j,k
d jkψ jk(x) (1.2)
with s0k := 〈 f ,ϕ0k〉, d jk := 〈 f ,ψ jk〉. When f ∈ Lp(R) (1 p ∞) and ϕ is a compactly supported and continuous scaling
function, it is shown [10] that (1.1) converges to f (x) pointwise almost everywhere (a.e.) for 1 p ∞, while the pointwise
convergence of (1.2) holds only for 1 p < ∞. Clearly,{
ϕ Jk(x)ϕ Jk′(y),ψ jk(x)ψ jk′(y),ψ jk(x)ϕ jk′(y),ϕ jk(x)ψ jk′(y)
}
j J ,k,k′∈Z (1.3)
is an orthonormal basis of L2(R2).
As usual, let P j and Q j be the orthogonal projections from L2(R) to V j and W j respectively,
P j f (x) =
∑
k
s jkϕ jk(x), Q j f (x) = (P j+1 − P j) f (x). (1.4)
Then P j f converges to f in L2(R) norm. In general, if a bounded function g ∈ L2(R) has compact support, then for 1 p 
∞, 1p + 1p′ = 1 [9],
∥∥∥∥∑
k
ck2
j
2 g
(
2 jx− k)∥∥∥∥
p

∥∥∥∥∑
k
∣∣g(x− k)∣∣∥∥∥∥
1
p′
∞
‖c‖p2(
1
2− 1p ) j‖g‖
1
p
1 . (1.5)
Furthermore, with c = (ck) and ck = 〈 f , g0k〉,
‖c‖p 
∥∥∥∥∑
k
∣∣g(x− k)∣∣∥∥∥∥
1
p
∞
‖ f ‖p2(
1
2− 1p′ ) j‖g‖
1
p′
1 . (1.6)
From (1.5) and (1.6), we ﬁnd ‖P j‖p  C , ‖Q j‖p  C .
One of advantages of wavelets is that they can characterize Besov spaces. To introduce those spaces [9], we need the well-
known Sobolev spaces with integer exponents Wnp(R) := { f ∈ Lp(R), f (n) ∈ Lp(R)} and ‖ f ‖Wnp := ‖ f ‖p + ‖ f (n)‖p . Clearly,
Lp(R) can be considered as W 0p(R). For 1 p, q∞ and s = n + α with α ∈ (0,1], the Besov spaces are deﬁned by
Bsp,q(R) :=
{
f ∈ Wnp(R),
∥∥t−αω2p( f (n), t)∥∥∗q < ∞},
where ω2p( f , t) := sup|h|t ‖ f (x+ 2h) − 2 f (x+ h) + f (x)‖p denotes the smoothness modulus of f and
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{
(
∫∞
0 |h(t)|q dtt )1/q, 1 q < ∞,
‖h(t)‖∞, q = ∞.
The associated norm ‖ f ‖Bsp,q := ‖ f ‖Wnp + ‖t−αω2p( f (n), t)‖∗q . Clearly, for f ∈ Lp(R), f ∈ Bs+1p,q (R) if and only if f ′ ∈ Bsp,q(R).
To state the next theorem, which plays important roles in this paper, we recall a classical notation [13]: A scaling function
ϕ is called r-regular, if ϕ has r continuous derivatives and accuracy r, i.e., there exists ﬁnitely many bnk such that for each
ﬁxed x ∈ R,
xk =
∑
n
bnkϕ(x+ n) for k = 0,1, . . . , r − 1.
Theorem 1.1. (See [9].) Let ϕ be r-regular with r > s > 0 and ψ be the corresponding wavelet. If f ∈ Lp(R), 1  p ∞, s0k =∫
f (x)ϕ0k(x)dx and d jk =
∫
f (x)ψ jk(x)dx, then the following assertions are equivalent.
(i) f ∈ Bsp,q(R), 1 q∞;
(ii) (2 js‖P j f − f ‖p) j0 ∈ lq , where P j is the projection operator to V j ;
(iii) ‖s0·‖p + ‖{2 j(s+
1
2− 1p )‖d j·‖p} j0‖q < +∞. In this case,
‖ f ‖Bsp,q ∼ ‖s0·‖p +
∥∥{2 j(s+ 12− 1p )‖d j·‖p} j0∥∥q.
Moreover, when f ∈ WNp (R), (2 j(N+
1
2− 1p )‖d j·‖p) j0 ∈ l0,p , but the converse is not true. Here l0,p is the space of sequences tending
to 0 for 1 p < ∞ and l0,∞ := l∞ .
1.2. Wavelet thresholding operators based on NSF
Note that T f (x) = ∫ K (x, y) f (y)dy deﬁnes a bounded linear operator from L2(R) to L2(R) for K (x, y) ∈ L2(R2). Then,
when representing K (x, y) by the basis in (1.3), we have
K (x, y) =
∑
k,k′
r0kk′ϕ0k(x)ϕ0k′(y) +
∑
j0,k,k′
[
α
j
kk′ψ jk(x)ψ jk′(y) + β jkk′ψ jk(x)ϕ jk′(y) + γ jkk′ϕ jk(x)ψ jk′(y)
]
with r jkk′ = 〈Tϕ jk′ ,ϕ jk〉, α jkk′ = 〈Tψ jk′ ,ψ jk〉, β jkk′ = 〈Tϕ jk′ ,ψ jk〉, γ jkk′ = 〈Tψ jk′ ,ϕ jk〉. Substituting that identity into T f (x) =∫
K (x, y) f (y)dy, Beylkin, Coifman and Rokhlin [3] deﬁne the NSF of T as follows:
T f (x) =
∑
k
ϕ0k(x)
∑
k′
r0kk′ s0k′ +
∑
j0,k
[
ψ jk(x)
∑
k′
α
j
kk′ d jk′ + ψ jk(x)
∑
k′
β
j
kk′ s jk′ + ϕ jk(x)
∑
k′
γ
j
kk′d jk′
]
.
Here s jk′ = 〈 f ,ϕ jk′ 〉 and d jk′ = 〈 f ,ψ jk′ 〉. Motivated by this above representation, Beylkin [1,2] deﬁnes formally the NSF for
the differential operator D = ddx by
T f =
∑
k
ϕ0k
∑
l
rls0,k−l +
∞∑
j=0
∑
k
[
ψ jk2
j
∑
l
αl d j,k−l + ψ jk2 j
∑
l
βls j,k−l + ϕ jk2 j
∑
l
γl d j,k−l
]
,
where the scaling function ϕ is assumed to be differentiable and
αl =
∫
ψ(x− l)ψ ′(x)dx, βl =
∫
ψ(x− l)ϕ′(x)dx,
γl =
∫
ϕ(x− l)ψ ′(x)dx, rl =
∫
ϕ(x− l)ϕ′(x)dx.
Simple calculations with (1.4) show T f = P0DP0 f + ∑∞j=0(Q jDQ j + Q jDP j + P j DQ j) f . Moreover, since P j D P j −
P j−1DP j−1 = (P j−1 + Q j−1)D(P j−1 + Q j−1) − P j−1DP j−1 = Q j−1DQ j−1 + Q j−1DP j−1 + P j−1DQ j−1,
T f (x) = lim
J→+∞ P J D P J f (x) := limJ→+∞ P
′
J f (x). (1.7)
In [5], Chen and Meng prove T f (x) = f ′(x) a.e. and lim J→∞ ‖P ′J f − f ′‖q = 0 for f ∈ Lp(R) and f ′ ∈ Lq(R). We shall give
some further results in our ﬁrst theorem (Theorem 1.2).
To state our second theorem, we need a concept [7]: A function δ(x, λ) : R × R+ → R is called a thresholding rule, if
there exists c > 0 such that for all λ > 0,
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where
I{|x|>λ} =
{
1, |x| > λ,
0, |x| λ.
Two important classes are the hard and soft thresholding, when δ(x, λ) = xI{|x|>λ} and δ(x, λ) = sign x(|x| − λ)I{|x|>λ}
respectively. In [15], T. Tao considers the following thresholding estimator of f ∈ Lp (1  p < ∞), which depends on the
wavelet expansion (1.2),
Tλ f (x) =
∑
j,k
δ(d jk, λ)ψ jk(x), λ > 0
and shows the almost everywhere convergence for the hard and soft thresholding rules. The general cases are discussed in
[16]. In 2008, Chen and Meng [5] studied the inﬂuence of wavelet thresholding estimator of f on its derivative f ′ . More
precisely, they prove limλ→0 Tλ f (x) = f ′(x) a.e. for f ∈ Lp , f ′ ∈ Lq with 1 p ∞ and 1< q < ∞, where
Tλ f := T (Tλ f ) =
∑
jk
[
ψ jk2
j
∑
l
αlδ(d j,k−l, λ) + ψ jk2 j
∑
l
βl sˆ j,k−l + ϕ jk2 j
∑
l
γlδ(d j,k−l, λ)
]
with sˆ j,k =
∫
Tλ f (x)ϕ jk(x)dx.
Our second theorem (Theorem 1.3) is devoted to study the uniform and norm convergence order of Tλ f := T (Tλ f ) in
Besov spaces Bsp,q(R). Here
Tλ f (x) =
∑
k
s0kϕ0k(x) +
∞∑
j=0
∑
k
δ(d jk, λ)ψ jk(x), (1.8)
which is related to the scaling expansion (1.1). Since Bsp,p(R) is the Sobolev space W
s
p(R) when s is not integer, and it’s not
true for integer cases [13], we pay much attention to the convergence in Sobolev spaces with integer exponents.
1.3. Main results
From the next section on, we shall prove the following two theorems, which study the convergence of P ′J f (x) and
wavelet thresholding estimator Tλ f (x) deﬁned by
P ′J f (x) := P J (P J f )′(x) and Tλ f (x) := T (Tλ f )(x)
for the differential operator D = ddx respectively. Each theorem consists of two parts, one deals with the Besov case, the
other considers the Sobolev case with integer exponents. Here and after, C stands for some positive constant which may
change from place to place and
ε J ,q :=
{
o(1), 1 q < ∞,
O (1), q = +∞, as J → +∞. (1.9)
Theorem 1.2. Let ϕ(x) be an r regular, compactly supported and orthonormal scaling function. If f ∈ Bs+1p,q (R)with 1 p, q∞ and
s > 0 such that r − 1> s > 1p , then P ′J f ∈ Bsp,q(R) and
(i) 2 J (s−
1
p )‖P ′J f − f ′‖∞ = ε J ,q;
(ii) 2 J s‖P ′J f − f ′‖p = ε J ,q;
(iii) ‖P ′J f − f ′‖Bsp,q = ε J ,q for q = +∞.
Similarly, if the scaling function ϕ(x) is N + 2 regular, f ∈ WN+1p (R) with 1 p ∞ and N > 1p , then P ′J f ∈ WNp (R) and
(i)′ 2 J (N−
1
p )‖P ′J f − f ′‖∞ = ε J ,p ;
(ii)′ 2 J N‖P ′J f − f ′‖p = ε J ,p ;
(iii)′ ‖P ′J f − f ′‖WNp = ε J ,p for p = +∞.
346 Y. Liu, H. Wang / Appl. Comput. Harmon. Anal. 32 (2012) 342–356Remark 1.1. When N = 0, both (ii)′ and (iii)′ of Theorem 1.2 reduce to Theorem 1.2 in [5]. Observe that (i)′ is not a special
case of (ii)′ , because when p = ∞, f ′ ∈ WN∞ restricts f very much. On the other hand, Theorem 3.2 in [14] says that under
the conditions of the ﬁrst part of Theorem 1.2, if f ′ has a compact support, then∥∥P ′J f − f ′∥∥2  2− s J2s+1 .
Clearly, Theorem 1.2(ii) is better than that estimation even for p = 2. Moreover, it’s known that Bsp,q(R) reduces to the
classical Hölder space Cs , when p = q = +∞ (see [13]). Then Theorem 1.2(i) tells ‖P ′J f − f ′‖∞  2−s J for f ∈ Cs+1, which
is Theorem 3.6 in [14].
Recall that (1.7) says T f (x) = lim J→+∞ P ′J f (x). Then by (i) or (i)′ of Theorem 1.2, we obtain T f (x) = f ′(x), when f ′
belongs to Bsp,q(R) or W
N
p (R). The next theorem studies the convergence of Tλ f to f ′ (when λ → 0) by using Theorem 1.2.
Similar to (1.9), we deﬁne
ελ,q :=
{
o(1), 1 q < ∞,
O (1), q = +∞, as λ → 0. (1.10)
Theorem 1.3. Let ϕ(x) be an r regular, compactly supported and orthonormal scaling function. If f ∈ Bs+1p,q (R) with 1  p,q ∞
and s > 0 such that r − 1> s > 1p , s′ := s − 1p , then Tλ f ∈ Bsp,q(R) and
(i) λ−
2s′
3+2s′ ‖Tλ f − f ′‖∞ = ελ,q;
(ii) λ−
2s
5+2s′ ‖Tλ f − f ′‖p = ελ,q, when f has compact support;
(iii) ‖Tλ f − f ′‖Bsp,q = ελ,q for q = +∞.
Similarly, if the scaling function ϕ(x) is N + 2 regular, f ∈ WN+1p (R) with 1 p ∞ and s′ := N − 1p > 0, then Tλ f ∈ WNp (R)
and
(i)′ λ−
2s′
3+2s′ ‖Tλ f − f ′‖∞ = ελ,p ;
(ii)′ λ−
2s
5+2s′ ‖Tλ f − f ′‖p = ελ,p , when f has compact support;
(iii)′ ‖Tλ f − f ′‖WNp = ελ,p for 1< p < +∞.
Remark 1.2. In Theorems 1.2 and 1.3, the condition s > 1p seems natural, since B
s
p,q(R) ⊆ C(R) for sp > 1, where C(R)
denotes the function set of all continuous functions on R. Compared with the pointwise convergence of Tλ f (x) for f ′ ∈
Lp(R) [5], our Theorem 1.3 deals with the convergence rate and norm convergence in more general spaces.
2. Lemmas
In order to prove our main results in the next section, we show some lemmas in this part. The following theorem is well
known in wavelet analysis (see [12,17] , etc.), which will be used in our discussion.
Theorem 2.1. Let ϕ be a compactly supported and orthonormal scaling function, ψ be the corresponding wavelet. Then the following
assertions are equivalent.
(i) ϕ(x) has accuracy N;
(ii) ψ has vanishing moments of order N:
∫
xkψ(x)dx = 0, when k = 0,1, . . . ,N − 1;
(iii) xk =∑kβ=0 Cβk ak−β ∑l lβϕ(x− l), 0 k N − 1. Here and after,
Cβk :=
k!
β!(k − β)! and ak :=
∫
xkϕ(x)dx; (2.1)
(iv)
∑
k k
lϕ(x− k) = ∫ (x− t)lϕ(t)dt, 0 l N − 1.
Remark 2.1. It is known that if ϕ is a compactly supported and bounded orthonormal scaling function, then |∫ ϕ(x)dx| = 1
[9]. Without loss of generality, we assume
∫
ϕ(x)dx = 1. Then we have ∑k ϕ(x− k) = 1 by taking l = 0 in Theorem 2.1(iv).
Let C0(R) = { f ∈ C(R), f has compact support}, CN0 (R) := { f ∈ C0(R), f (N) ∈ C0(R)}, and Kxl denotes the l-th partial
derivative of K (x, y) with respect to x. A function K (x, y) is said to have diagonal support, if K (x, y) = 0, when |x − y| is
suﬃciently large. In this section, we always use ϕ , ψ to denote a compactly supported orthonormal scaling function and
the corresponding wavelet, although some results may hold for more general cases. We begin with the following lemma:
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∫
ykh(y)dy = ∫ ykϕ(y)dy, k = 0,1, . . . ,N − 1. Deﬁne
K 1(x, y) :=∑k ϕ(x− k)h(y − k),
K J g(x) := 2 J
∫
K 1
(
2 J x,2 J y
)
g(y)dy and Kn(x, y) := −
y∫
−∞
Kn−1x (x, t)dt (2.2)
for n = 2,3, . . . ,N. Then Kny(x, y) = −Kn−1x (x, y), and for n = 1,2, . . . ,N, the following assertions hold:
(i) Kn(x, y) has diagonal support and
∫
Knx (x, y)dy = 0;
(ii) Kn(x, y), Knx (x, y) are continuous, bounded and
∫
Kn(x, y)dy = 1;
(iii) For g ∈ Wnp(R),
(K J g)
(n)(x) = 2 J
∫
Kn+1
(
2 J x,2 J y
)
g(n)(y)dy. (2.3)
Remark 2.2. The diagonal support property of Kn(x, y) is important for the proof of (ii), for which we need show∫
Knx (x, y)dy = 0 ﬁrst.
Proof. One proves (i) by induction: when n = 1, K 1(x, y) :=∑k ϕ(x − k)h(y − k) has a diagonal support, because ϕ and h
are compactly supported. Moreover, it follows that∫
K 1x (x, y)dy =
∑
k
ϕ′(x− k)
∫
h(y − k)dy =
∑
k
ϕ′(x− k)
∫
h(y)dy = 0
from
∑
k ϕ(x − k) = 1 and
∑
k ϕ
′(x − k) = 0. Suppose that Kn(x, y) has a diagonal support and ∫ Knx (x, y)dy = 0 for n =
1,2, . . . , l. Then the diagonal support property of Kl implies that of Klx(x, y) and hence
Kl+1(x, y) := −
y∫
−∞
Klx(x, t)dt = 0,
when y − x  −c′l for some c′l > 0. On the other hand, by the assumption
∫
Klx(x, y)dy = 0, one obtains Kl+1(x, y) =∫ +∞
y K
l
x(x, t)dt , which implies K
l+1(x, y) = 0, when y − x c′l . Hence Kl+1(x, y) has diagonal support.
To conclude
∫
Kl+1x (x, y)dy = 0 for l + 1 N , applying integration by parts, one receives∫
Kl+1x (x, y)dy = yKl+1x (x, y)
∣∣+∞
y=−∞ −
∫
y
∂
∂ y
Kl+1x (x, y)dy =
∫
yKlxx(x, y)dy,
where Kl+1x (x, y)|+∞y=−∞ = 0 thanks to the diagonal support of Kl+1x (x, y). Furthermore, similar arguments show∫
Kl+1x (x, y)dy =
y2
2
Klxx(x, ·)
∣∣+∞−∞ −
∫
y2
2
∂
∂ y
Klxx(x, y)dy
= 1
2!
∫
y2Kl−1xxx (x, y)dy = · · · =
1
l!
∫
ylK 1
xl+1(x, y)dy.
Since K 1(x, y) :=∑k ϕ(x− k)h(y − k), K 1xl+1 (x, y) =∑k ϕ(l+1)(x− k)h(y − k) and moreover,∫
Kl+1x (x, y)dy =
1
l!
∑
k
ϕ(l+1)(x− k)
∫
ylh(y − k)dy := 1
l!
dl+1
dxl+1
∑
k
Pl(k)ϕ(x− k), (2.4)
where Pl(k) =
∫
ylh(y−k)dy = ∫ (y+k)lh(y)dy is a polynomial of k with degree l. Because ϕ has accuracy N , and l N−1,
this above identity (2.4) reduces to
∫
Kl+1x (x, y)dy = 0 due to Theorem 2.1(iv). This completes the proof of (i).
(ii) For the proof of the continuity and boundedness of Kn(x, y) and Knx (x, y), one can actually show a little more by
induction: Km
xl−m+1 (x, y) (m − 1 l n) are continuous and bounded for m = 1, . . . ,n.
Clearly, it is true for m = 1, because K 1
xl
(x, y) :=∑k ϕ(l)(x− k)h(y − k) (0 l n), ϕ ∈ Cn0(R) and h ∈ C0(R). Assume that
Km−1
xl−m+2 (x, y) (m−2 l n) are continuous and bounded, since Km−1xl−m+2 (x, t) has diagonal support by (i), i.e. Km−1xl−m+2 (x, t) = 0
when |x−t| > c0 for some positive constant c0, |Kmxl−m+1(x, y)| := |−
∫ y
−∞ K
m−1
xl−m+2 (x, t)dt| = |−
∫ min{y,x+c0}
x−c0 K
m−1
xl−m+2 (x, t)dt| C .
Note that for ﬁxed (x0, y0) ∈ R2,
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xl−m+1(x, y) − Kmxl−m+1(x0, y0)
∣∣=
∣∣∣∣∣
y∫
−∞
Km−1
xl−m+2(x, t)dt −
y0∫
−∞
Km−1
xl−m+2(x0, t)dt
∣∣∣∣∣

y∫
−∞
∣∣Km−1
xl−m+2(x, t) − Km−1xl−m+2(x0, t)
∣∣dt +
∣∣∣∣∣
y∫
y0
∣∣Km−1
xl−m+2(x, t)
∣∣dt
∣∣∣∣∣.
Then the continuity of Km
xl−m+1 (x, y) follows from the diagonal support and the induction assumption of K
m−1
xl−m+2 (x, t).
To conclude
∫
Kn(x, y)dy = 1, one ﬁnds∫
Kn(x, y)dy = yKn(x, y)∣∣∞y=−∞ −
∫
y
∂
∂ y
Kn(x, y)dy =
∫
yKn−1x (x, y)dy
= 1
2!
∫
y2Kn−2xx (x, y)dy = · · · =
1
(n − 1)!
∫
yn−1K 1xn−1(x, y)dy. (2.5)
Recall that K 1(x, y) := ∑k ϕ(x − k)h(y − k) and deﬁne a∗n := ∫ ynh(y)dy. Then ∫ yn−1K 1(x, y)dy = ∑l ϕ(x − l) ∫ (y +
l)n−1h(y)dy = ∑n−1β=0 Cβn−1a∗n−1−β ∑l lβϕ(x − l). From the given assumption, a∗n = an and Theorem 2.1(iii), one receives∫
yn−1K 1(x, y)dy = xn−1. Since ϕ has compact support,
∫
yn−1K 1xn−1(x, y)dy =
dn−1
dxn−1
∫
yn−1K 1(x, y)dy = (n − 1)!.
This with (2.5) leads to the desired
∫
Kn(x, y)dy = 1.
(iii) From the deﬁnition of K J , (2.3) holds for n = 0, By (ii), both Kn(x, y) and Knx (x, y) are continuous. Assume
(K J g)(n−1)(x) = 2 J
∫
Kn(2 J x,2 J y)g(n−1)(y)dy, then
(K J g)
(n)(x) = 2 J d
dx
∫
Kn
(
2 J x,2 J y
)
g(n−1)(y)dy = 22 J
∫
Knx
(
2 J x,2 J y
)
g(n−1)(y)dy.
Since Kn+1y (x, y) = −Knx (x, y), this above identity reduces to (K J g)(n)(x) = −22 J
∫
Kn+1y (2 J x,2 J y)g(n−1)(y)dy. Finally, using
integration by parts and (i) of this lemma, one reaches
(K J g)
(n)(x) = −2 J
[
Kn+1
(
2 J x,2 J y
)
g(n−1)(y)
∣∣∞
y=−∞ −
∫
Kn+1
(
2 J x,2 J y
)
g(n)(y)dy
]
= 2 J
∫
Kn+1
(
2 J x,2 J y
)
g(n)(y)dy.
This competes the proof of (iii). 
In Ref. [5], Chen and Meng deﬁne ϕ0(x) := ∑l rlϕ(x + l) with rl = ∫ ϕ(x − l)ϕ′(x)dx and Φ(y) := − ∫ y−∞ ϕ0(t)dt . They
prove that K 1(x, y) satisﬁes (ii) of Lemma 2.1, when h = Φ .
Lemma 2.2. If ϕ(x) ∈ C10(R) has accuracy N, then∑
l
lkrl = −δk,1, 0 k N − 1 (2.6)
and
∫
ykΦ(y)dy = ∫ ykϕ(y)dy for k = 0,1, . . . ,N − 2.
Proof. When k = 1, (2.6) can be found in [1]. Now, one shows (2.6) for k = 0: Since ϕ(x) has compact support, ∫ ∑k |ϕ(x−
k)||ϕ′(x)|dx< ∞. Recall that rl :=
∫
ϕ(x− l)ϕ′(x)dx. Then ∑l rl =∑l ∫ ϕ(x− l)ϕ′(x)dx = ∫ ∑l ϕ(x− l)ϕ′(x)dx = ∫ ϕ′(x)dx =
0, and (2.6) holds for k = 0.
In the cases 1 k N − 1, by Theorem 2.1(iv),
∑
l
lkrl =
∫ [∑
l
lkϕ(x− l)
]
ϕ′(x)dx =
∫ [∫
(x− t)kϕ(t)dt
]
ϕ′(x)dx.
Note that (x − t)k = ∑km=0 Cmk (−1)mtmxk−m and am := ∫ tmϕ(t)dt . Then ∑l lkrl = ∑km=0 Cmk (−1)mam ∫ xk−mϕ′(x)dx. More-
over, using integration by parts, one knows
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l
lkrl = −
k∑
m=0
Cmk (−1)mam(k −m)ak−m−1 = −k
k−1∑
m=0
Cmk−1(−1)mamak−m−1.
If k = 1, then ∑l lrl = −1 due to a0 := ∫ ϕ(x)dx = 1. If k 2 (k − 1 1), it’s suﬃcient to derive
n∑
m=0
(−1)mCmn aman−m = 0 for 1 n N − 2. (2.7)
In fact, by Theorem 2.1(iii) and (iv), xn = ∑nm=0 Cmn an−m∑l lmϕ(x − l) = ∑nm=0 Cmn an−m ∫ (x − t)mϕ(t)dt . As a polynomial
of x, the constant term of
∑n
m=0 Cmn an−m
∫
(x− t)mϕ(t)dt should be 0, because of n 1. That is, ∑nm=0(−1)mCmn aman−m = 0,
which shows (2.7), and (2.6) follows.
Finally, it remains to prove
∫
ykΦ(y)dy = ak , 0  k  N − 2: Since ϕ has compact support, rl = 0 except for ﬁnitely
many l, and ϕ0(t) := ∑l rlϕ(t + l) is compactly supported. On the other hand, ∑l rl = 0 implies that ∫ +∞−∞ ϕ0(t)dt =∑
l rl
∫ +∞
−∞ ϕ(t + l)dt = 0. This with Φ(y) := −
∫ y
−∞ ϕ
0(t)dt leads to
Φ(y) =
+∞∫
y
ϕ0(t)dt.
Hence Φ has compact support. Again, the integration by parts tells∫
ykΦ(y)dy = 1
k + 1 y
k+1Φ(y)
∣∣+∞−∞ + 1k + 1
∫
yk+1ϕ0(y)dy
= 1
k + 1
∫
yk+1
∑
l
rlϕ(y + l)dy = 1k + 1
∑
l
rl
∫
(y − l)k+1ϕ(y)dy
= 1
k + 1
k+1∑
m=0
(−1)k+1−mCmk+1am
∑
l
lk+1−mrl.
By (2.6),
∑
l l
krl = −δk,1, and this above identity reduces to
∫
ykΦ(y)dy = ∫ ykϕ(y)dy. This completes the proof of
Lemma 2.2. 
To introduce Lemma 2.3, we need
Theorem 2.2. (See [10].) Let ϕ be an orthonormal scaling function and ψ be the corresponding wavelet. If ϕ and ψ are bounded
in absolute value by a Lebesgue integrable function η(x) ∈ L1(R) with η(x1)  η(x2), when |x1|  |x2|, then the wavelet expansion∑
j,k d jkψ jk(x) (if 1 p < ∞) and scaling expansion
∑
k s0kϕ0k(x) +
∑
j0,k d jkψ jk(x) (if 1 p ∞) of f ∈ Lp converge to f (x)
pointwise almost everywhere.
If ϕ ∈ C0(R), taking η(x) = C I{|x|λ} for suﬃciently large λ, where C is the upper bound of |ϕ|, then ϕ and ψ satisfy the conditions
of Theorem 2.2. In the statement below, we write f (x) g(x), if f (x) C · g(x) for some positive constant C . The notation f (x) ∼ g(x)
denotes f (x) g(x) and g(x) f (x).
The following lemma is almost obvious. We include a two line proof, because it is frequently used in the next two
sections:
Lemma 2.3. Let ϕ(x) be 1-regular and ψ(x) be the corresponding wavelet. If f ∈ Lp(R) ∩ C(R) with 1  p  +∞ and s ∈ R such
that sp > 1, then the following two identities hold uniformly on R.
(i) f (x) = P0 f (x) +∑∞j=0∑k d jkψ jk(x), when |d jk| 2− j(s+ 12− 1p );
(ii) f ′(x) = (P0 f )′(x) +∑∞j=0∑k d jkψ ′jk(x), when |d jk| 2− j(s+ 32− 1p ) .
Proof. (i) When 1 p ∞, Theorem 2.2 says
f (x) = P0 f (x) +
∞∑
j=0
∑
k
d jkψ jk(x)
almost everywhere. On the other hand, when |d jk|  2− j(s+
1
2− 1p ) , |∑k d jkψ jk(x)| ∑k |d jk|2 j2 |ψ(2 j x − k)|  2− j(s− 1p ) .
Hence,
∑
j0,k d jkψ jk(x) converges uniformly for sp > 1, which implies the continuity of
∑∞
j=0
∑
k d jkψ jk(x). Because P0 f (x)
and f (x) are continuous, one reaches (i).
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3
2− 1p ) implies the uniform convergence and the continuity of
∑∞
j=0
∑
k d jkψ
′
jk(x), and the
desired follows.
For the thresholding estimator Tλ , T. Tao [16] proves supλ>0 |Tλ f (x)|  CM f (x). Moreover, Chen and Meng [5] show
supλ>0 |(Tλ f )′(x)|  CM f ′(x) by studying the subdivision operator, which looks a little complicated. Here M f (x) :=
supr>0
1
2r
∫
|x−y|<r | f (y)|dy is the Hardy–Littlewood Maximal function of f (x). We give a relatively simple proof for gen-
eral cases, which is the key ingredient for the proof of Theorem 1.3. The idea comes from Ref. [16]. 
Lemma 2.4. If ϕ(x) is an N + 1 regular scaling function, ψ(x) is the corresponding wavelet and f ∈ WNp (R) with 1 p ∞, then,
for n = 0,1, . . . ,N,
sup
λ>0
∣∣(Tλ f )(n)(x)∣∣M f (n)(x).
Proof. First, one proves that
|d jk| :=
∣∣∣∣
∫
f (x)ψ jk(x)dx
∣∣∣∣ 2− j( 12+n)M f (n)(x) (2.8)
for each x ∈ R. Assume suppψ ⊆ [−L, L] for some L > 0, and deﬁne g1(x) := − ∫ x−∞ ψ(t)dt . Then it can be easily shown
that supp g1 ⊆ [−L, L] and g1 has vanishing moments of order N − 1. Similarly,
gn(x) := −
x∫
−∞
gn−1(t)dt
satisﬁes supp gn ⊆ [−L, L] and gn has vanishing moments of order N − n for n = 2,3, . . . ,N .
For ﬁxed x ∈ R, when k /∈ [2 j x− L,2 j x+ L], 2 j x−k /∈ [−L, L] and d jk = 0. Hence |d jk| 2− j( 12+n)M f (n)(x) holds automat-
ically. When k ∈ [2 j x− L,2 j x+ L],
supp gn
(
2 j · −k)⊆ [2− j(k − L), 2− j(k + L)]⊆ [x− L2− j+1, x+ L2− j+1]. (2.9)
Note that ddy g
n = −gn−1 and ddy g1 = −ψ . Then using integration by parts, one knows that
|d jk| :=
∣∣∣∣
∫
f (y)ψ jk(y)dy
∣∣∣∣=
∣∣∣∣2 j2 2− j
∫
f ′(y)g1
(
2 j y − k)dy∣∣∣∣
= · · · =
∣∣∣∣2 j2 2−nj
∫
f (n)(y)gn
(
2 j y − k)dy∣∣∣∣.
This with (2.9) and the boundedness of gn leads to (2.8):
|d jk| 2− j(n− 12 )
x+L2− j+1∫
x−L2− j+1
∣∣ f (n)(y)gn(2 j y − k)dy∣∣dy  2− j(n− 12 )
x+L2− j+1∫
x−L2− j+1
∣∣ f (n)(y)∣∣dy  2− j( 12+n)M f (n)(x).
Next, taking h = ϕ in Lemma 2.1, then K 1(x, y) = ∑k ϕ(x − k)ϕ(y − k) and K J is the projection operator from L2(R)
to V J (denoted by P J in (1.4)). By that lemma, (P J f )(n)(x) = 2 J
∫
Kn+1(2 J x,2 J y) f (n)(y)dy and Kn+1 is a bounded function
with diagonal support. Hence∣∣(P J f )(n)(x)∣∣ 2 J
∫
|2 J x−2 J y∣∣c
∣∣ f (n)(y)∣∣dy M f (n)(x) (2.10)
for some c > 0. Note that |(Tλ f )(n)(x)| |(P J f )(n)(x)| + |(Tλ f )(n)(x) − (P J f )(n)(x)|. Then for the conclusion of Lemma 2.4,
it is suﬃcient to show∣∣(Tλ f )(n)(x) − (P J f )(n)(x)∣∣M f (n)(x). (2.11)
Since f ∈ WNp (R), |d jk| := |
∫
f (x)ψ jk(x)dx|  2− j(N+
1
2− 1p ) by Theorem 1.1. According to Lemma 2.3, f (x) = P0 f (x) +∑
j0
∑
k d jkψ jk(x), P J f (x) = P0 f (x) +
∑ J−1
j=0
∑
k d jkψ jk(x) and
(P J f )
(n)(x) = (P0 f )(n)(x) +
J−1∑∑
d jkψ
(n)
jk (x) (2.12)j=0 k
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1
2− 1p ) implies δ(d jk, λ) = 0 for suﬃciently large j. By the compact
support of ψ and Tλ f (x) := P0 f (x) +∑ j0∑k δ(d jk, λ)ψ jk(x), (Tλ f )(n)(x) = (P0 f )(n)(x) +∑ j0∑k δ(d jk, λ)ψ(n)jk (x). This
with (2.12) leads to
(Tλ f − P J f )(n)(x) =
J−1∑
j=0
∑
k
[
δ(d jk, λ) − d jk
]
ψ
(n)
jk (x) +
∞∑
j= J
∑
k
δ(d jk, λ)ψ
(n)
jk (x). (2.13)
Since |δ(d jk, λ) − d jk| λ and ϕ is N + 1 regular,∣∣∣∣∣
J−1∑
j=0
∑
k
[
δ(d jk, λ) − d jk
]
ψ
(n)
jk (x)
∣∣∣∣∣
J−1∑
j=0
λ2(n+
1
2 ) j  2(n+ 12 ) Jλ. (2.14)
Because |δ(d jk, λ)| |d jk|I{|d jk|>λ} , |δ(d jk, λ)| |d jk|1+ελ−ε for λ > 0 and ε > 0. Then, |
∑
k δ(d jk, λ)ψ
(n)
jk (x)|  |d jk|1+ελ−ε ·
2 j(n+ 12 ) . This with (2.8) shows |∑∞j= J ∑k δ(d jk, λ)ψ(n)jk (x)|  2− J (n+ 12 )ελ−ε[M f (n)(x)]1+ε . Substituting this inequality and
(2.14) into (2.13),∣∣(Tλ f − P J f )(n)(x)∣∣ 2(n+ 12 ) Jλ + [2−(n+ 12 ) Jλ−1M f (n)(x)]εM f (n)(x). (2.15)
Finally, to prove (2.11) by (2.15), one can assume M f (n)(x) > 0, since when M f (n)(x) = 0, f (x) = 0 thanks to f ∈ WNp (R),
and Lemma 2.4 is obviously true in that case. Then the desired |(Tλ f − P J f )(n)(x)|M f (n)(x) follows from (2.15), if there
exists J ∈ N such that
3−n−
1
2 λ < 2−(n+
1
2 ) JM f (n)(x) < λ. (2.16)
Clearly, (2.16) is equivalent to 22n+1 log2[λ−1M f (n)(x)] < J < 22n+1 log2[3n+
1
2 λ−1M f (n)(x)]. Moreover, 22n+1 log2[3n+
1
2 λ−1 ·
M f (n)(x)] − 22n+1 log2[λ−1 ·M f (n)(x)] = log2 3 ∈ (1,2). Hence, there exists uniquely J ∈ N such that (2.16) holds. This com-
pletes the proof of (2.11), and then that of Lemma 2.4.
Before ending this section, we list a known theorem used later on. A function K (x, y) is said to satisfy condition M(N) for
some integer N  0, if there exists F (x) ∈ L1(R) such that |K (x, y)| F (x− y), ∫ |x|N F (x)dx< ∞ and ∫ (y− x)kK (x, y)dy =
δk,0 for k = 0,1,2, . . . ,N , where
δk,0 =
{
1, k = 0,
0, k = 0.
It is known [9] that K (x, y) := ∑k ϕ(x − k)ϕ(y − k) satisﬁes condition M(N), when the associated compactly supported
wavelet ψ has vanishing moments of order N + 1. Furthermore, the following theorem holds [9]. 
Theorem 2.3. If K (x, y) satisﬁes condition M(N), N ∈ N, and f ∈ WNp (R) with 1 p < ∞, then
lim
J→+∞2
J N
∥∥∥∥2 J
∫
K
(
2 J x,2 J y
)
f (y)dy − f (x)
∥∥∥∥
p
= 0.
3. Proofs
This section is devoted to prove Theorems 1.2 and 1.3, based on the knowledge of Section 2. We begin with the ﬁrst part
of Theorem 1.2 and rewrite it as Theorem 1.2.a:
Theorem 1.2.a. Let ϕ(x) be an r regular, compactly supported and orthonormal scaling function. If f ∈ Bs+1p,q (R) with 1 p, q ∞
and s > 0 such that r − 1> s > 1p , then P ′J f ∈ Bsp,q(R) and
(i) 2 J (s−
1
p )‖P ′J f − f ′‖∞ = ε J ,q;
(ii) 2 J s‖P ′J f − f ′‖p = ε J ,q;
(iii) ‖P ′J f − f ′‖Bsp,q = ε J ,q for q = +∞.
Proof. Assume d jk := 〈 f , ψ jk〉, then f ∈ Bs+1p,q (R) implies(
2 j(s+
3
2− 1p )‖d j·‖p
) ∈ lq (3.1)j0
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3
2− 1p ) and Lemma 2.3, one knows that
f (x) = P0 f (x) +
∞∑
j=0
∑
k
d jkψ jk(x) and f
′(x) = (P0 f )′(x) +
∞∑
j=0
∑
k
d jkψ
′
jk(x) (3.2)
hold uniformly. Note that P J f (x) = P0 f (x) + ∑ J−1j=0 ∑k d jkψ jk(x) for J > 0. Then |s J0k| := |〈P J f ,ϕ0k〉| = |s0k| := |〈 f ,ϕ0k〉|
and |d Jjk| := |〈P J f ,ψ jk〉| |d jk| for j  0. Hence,∥∥s J0·∥∥p + ∥∥{2 j(s+ 32− 1p )∥∥d Jj·∥∥p} j0∥∥lq  ‖s0·‖p + ∥∥{2 j(s+ 32− 1p )‖d j·‖p} j0∥∥lq  ‖ f ‖Bs+1p,q .
Now, P J f ∈ Bs+1p,q (R) follows from the fact ‖P J f ‖p  ‖ f ‖p and Theorem 1.1. Hence, (P J f )′ ∈ Bsp,q(R). This argument also
shows the boundedness of P J on Bsp,q(R). Therefore, P
′
J f := P J (P J f )′ ∈ Bsp,q(R).
(i) By the representation of P J f above, (P J f )′(x) = (P0 f )′(x)+∑ J−1j=0 ∑k d jkψ ′jk(x). This with (3.2) leads to (P J f )′(x)−
f ′(x) =∑∞j= J ∑k d jkψ ′jk(x). Using (3.1), one has
2 J (s−
1
p )
∥∥(P J f )′(x) − f ′(x)∥∥∞ = 2 J (s− 1p )
∥∥∥∥∥
∞∑
j= J
∑
k
d jkψ
′
jk(x)
∥∥∥∥∥∞  2
J (s− 1p )
∞∑
j= J
‖d j·‖∞2 32 j
 2 J (s−
1
p )
∞∑
j= J
‖d j·‖p2 32 j = ε J ,q. (3.3)
Similarly, because f ∈ Bs+1p,q (R), f ′ ∈ Bsp,q(R) and d′jk := 〈 f ′,ψ jk〉 satisﬁes (2 j(s+
1
2− 1p )‖d′j·‖) j0 ∈ lq due to Theorem 1.1. Then
Lemma 2.3 says f ′(x) = P0 f ′(x) + ∑∞j=0∑k d′jkψ jk(x) and P J f ′(x) = P0 f ′(x) + ∑ J−1j=0 ∑k d′jkψ jk(x). Moreover, P J f ′(x) −
f ′(x) =∑∞j= J ∑k d′jkψ jk(x) and
2 J (s−
1
p )
∥∥P J f ′(x) − f ′(x)∥∥∞  2 J (s− 1p )
∞∑
j= J
‖d j·‖∞2
j
2 = ε J ,q. (3.4)
Note that P ′J f := P J (P J f )′ and ‖P J f ‖∞  ‖ f ‖∞ . Then ‖P ′J f − f ′‖∞ = ‖P J (P J f )′ − f ′‖∞  ‖P J (P J f )′ − P J f ′‖∞+‖P J f ′ −
f ′‖∞  ‖(P J f )′ − f ′‖∞ + ‖P J f ′ − f ′‖∞ , which reduces to the desired 2 J (s−
1
p )‖P ′J f − f ′‖∞ = ε J ,q from (3.3) and (3.4).
(ii) By the assumption f ∈ Bs+1p,q (R), one knows f ′ ∈ Bsp,q(R). In addition, the proved fact says P ′J f ∈ Bsp,q(R). Hence,
P ′J f − f ′ ∈ Bsp,q(R), and (2 js‖(P ′J f − f ′) − P j(P ′J f − f ′)‖p) j J ∈ lq thanks to Theorem 1.1. Clearly,
P j
(
P ′J f
)= P j P J (P J f )′ = P J (P J f )′ = P ′J f for j  J ,
then (2 js‖P j f ′ − f ′‖p) j J ∈ lq and 2 J s‖P J f ′ − f ′‖p = ε J ,q . Since ‖P ′J f − f ′‖p  ‖P J (P J f )′ − P J f ′‖p + ‖P J f ′ − f ′‖p 
‖(P J f )′ − f ′‖p + ‖P J f ′ − f ′‖p , it remains to show
2 J s
∥∥(P J f )′ − f ′∥∥p = ε J ,q. (3.5)
From (3.2), (P J f )′(x) − f ′(x) =∑∞j= J ∑k d jkψ ′jk(x). Taking g = ψ and ck = d jk in (1.5), one obtains
∥∥(P J f )′ − f ′∥∥p 
∞∑
j= J
∥∥∥∥∑
k
d jkψ
′
jk(x)
∥∥∥∥
p

∞∑
j= J
2
3
2 j2−
j
p ‖d j·‖p =
∞∑
j= J
2− js‖d j·‖p2 j(
3
2+s− 1p ).
When q = 1 or ∞, 2 J s‖(P J f )′ − f ′‖p = ε J ,q follows easily from (3.1). When 1< q < ∞, assumes 1q + 1q′ = 1, then the Hölder
inequality and (3.1) show that
2 J s
∥∥(P J f )′ − f ′∥∥p  2 J s
( ∞∑
j= J
2− jsq′
) 1
q′ ∥∥{‖d j·‖p2 j( 32+s− 1p )} j J∥∥q = ε J ,q.
This reaches (3.5) and completes the proof of (ii).
(iii) As showed in the ﬁrst paragraph of this proof, when f ∈ Bs+1p,q (R), P J f ∈ Bs+1p,q (R), s J0,k := 〈P J f ,ϕ0k〉 = s0k := 〈 f ,ϕ0k〉
for k ∈ Z, and d J := 〈P J f ,ψ jk〉 = d jk := 〈 f ,ψ jk〉 for j < J . Then P J f − f ∈ Bs+1p,q (R), and by Theorem 1.1,jk
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∥∥s J0· − s0·∥∥p + ∥∥{∥∥d Jjk − d jk∥∥p2 j(s+ 32− 1p )} j0∥∥q = ∥∥{‖d j·‖p2 j(s+ 32− 1p )} j J∥∥q.
Because ‖ f ‖Bs+1p,q ∼ ‖s0·‖p + ‖{‖d jk‖p2
j(s+ 32− 1p )} j0‖q , lim J→+∞ ‖P J f − f ‖Bs+1p,q = 0 for 1  q < ∞. Similarly,
lim J→+∞ ‖P J f ′ − f ′‖Bsp,q = 0. Note that ‖P ′J f − P J f ′‖Bsp,q := ‖P J (P J f )′ − P J f ′‖Bsp,q  ‖(P J f )′ − f ′‖Bsp,q  ‖P J f − f ‖Bs+1p,q .
Then, lim J→+∞ ‖P ′J f − P J f ′‖Bsp,q = 0, and ﬁnally the desired conclusion lim J→+∞ ‖P ′J f − f ′‖Bsp,q = 0 follows from∥∥P ′J f − f ′∥∥Bsp,q  ∥∥P ′J f − P J f ′∥∥Bsp,q + ∥∥P J f ′ − f ′∥∥Bsp,q . 
Next, we prove the second part of Theorem 1.2, rewritten as Theorem 1.2.b.
Theorem 1.2.b. Let ϕ(x) be an N + 2 regular, compactly supported and orthonormal scaling function. If f ∈ WN+1p (R) with 1 p 
∞ and N > 1p , then P ′J f ∈ WNp (R) and
(i)′ 2 J (N−
1
p )‖P ′J f − f ′‖∞ = ε J ,p ;
(ii)′ 2 J N‖P ′J f − f ′‖p = ε J ,p ;
(iii)′ ‖P ′J f − f ′‖WNp = ε J ,p for p = +∞.
Proof. Since P ′J f (x) := P J (P J f )′(x) ∈ V J ,∥∥(P ′J f )(N)∥∥p  2 J N∥∥P ′J f ∥∥p
due to Bernstein inequality [13]. Moreover, ‖(P ′J f )(N)‖p  2 J (N+1)‖ f ‖p follows from ‖P J‖p  C . This shows P ′J f ∈ WNp (R).
Observe that the essential ingredients are
‖d j·‖p :=
∥∥(〈 f ,ψ jk〉)k∥∥p = o(2− j(s+ 32− 1p )) for f ∈ Bs+1p,q (R)
in the proof of Theorem 1.2.a(i) and (ii), as well as the similar fact ‖d j·‖p = o(2− j(N+
3
2− 1p )) as j → +∞ holds for f ∈
WN+1p (R) due to Theorem 1.1. Then (i)′ and (ii)′ can be proved similarly.
For (iii)′ , because P J f (x) :=∑k′ s Jk′2 J2 ϕ(2 J x − k′), 〈(P J f )′,ϕ Jk〉 = 2 J ∑k′ s Jk′ ∫ ϕ′(x)ϕ(x − (k − k′))dx = 2 J ∑k′ rk−k′ s Jk′
with rl :=
∫
ϕ′(x)ϕ(x− l)dx. Moreover,
P ′J f (x) := P J (P J f )′(x) = 22 J
∫
f (y)K 0
(
2 J x,2 J y
)
dy,
where K 0(x, y) =∑k ϕ(x − k)ϕ0(y − k) and ϕ0(t) :=∑l rlϕ(t + l). These arguments appear also in [5]. Deﬁne K 1(x, y) :=∑
k ϕ(x− k)Φ(y − k) with Φ(y) := −
∫ y
−∞ ϕ
0(t)dt . Then integration by parts shows
P ′J f (x) = 2 J
∫
K 1
(
2 J x,2 J y
)
f ′(y)dy.
Since ϕ is N + 2 regular, ∫ ykΦ(y)dy = ∫ ykϕ(y)dy (k = 0,1, . . . ,N) according to Lemma 2.2. Taking h(x) = Φ(x) in
Lemma 2.1, one receives
∫
Kn(x, y)dy = 1 (1 n N + 1) and
(
P ′J f
)(n)
(x) = 2 J
∫
Kn+1
(
2 J x,2 J y
)
f (n+1)(y)dy.
By Theorem 2.3, lim J→∞ ‖P ′J f − f ′‖p = lim J→∞ ‖(P ′J f )(N) − f (N+1)‖p = 0, which means lim J→∞ ‖P ′J f − f ′‖WNp = 0. This
ﬁnishes the proof of Theorem 1.2.b. 
Now, we are in the position to show Theorem 1.3. The ﬁrst part of that theorem is written as Theorem 1.3.a.
Theorem 1.3.a. Let ϕ(x) be an r regular, compactly supported and orthonormal scaling function. If f ∈ Bs+1p,q (R) with 1 p, q ∞
and s > 0 such that r − 1> s > 1p , s′ := s − 1p , then Tλ f ∈ Bsp,q(R) and
(i) λ−
2s′
3+2s′ ‖Tλ f − f ′‖∞ = ελ,q;
(ii) λ−
2s
5+2s′ ‖Tλ f − f ′‖p = ελ,q, when f has compact support;
(iii) ‖Tλ f − f ′‖Bsp,q = ελ,q for q = +∞.
354 Y. Liu, H. Wang / Appl. Comput. Harmon. Anal. 32 (2012) 342–356Proof. From Tλ f (x) =: T (Tλ f )(x), it’s suﬃcient to show (Tλ f )′ ∈ Bsp,q(R) or Tλ f ∈ Bs+1p,q (R) by Theorem 1.2.a(i), in or-
der to conclude Tλ f ∈ Bsp,q(R). Note that d jk := 〈 f ,ψ jk〉 satisﬁes |δ(d jk, λ)|  |d jk| and (2 j(s+
3
2− 1p )‖d j·‖p) j0 ∈ lq due to
Theorem 1.1. Then, by (1.5),∥∥∥∥∑
k
δ(d jk, λ)ψ jk(x)
∥∥∥∥
p
 2(
1
2− 1p ) j∥∥δ(d j·, λ)∥∥p  2( 12− 1p ) j‖d j·‖p  2−(s+1) j.
Furthermore,
∑
j0 ‖
∑
k δ(d jk, λ)ψ jk(x)‖p 
∑
j0 2
−(s+1) j < ∞, which means ∑ j0,k δ(d jk, λ)ψ jk(x) ∈ Lp(R). Now,
Tλ f (x) =:∑k s0kϕ0k(x)+∑ j0∑k δ(d jk, λ)ψ jk(x) ∈ Lp(R) with s0k = 〈 f ,ϕ0k〉. On the other hand, assumes sˆ0k = 〈Tλ f ,ϕ0k〉
and dˆ jk = 〈Tλ f ,ψ jk〉, then sˆ0k = s0k and |dˆ jk| = |δ(d jk, λ)| |d jk|. Hence,
‖sˆ0·‖p +
∥∥{2 j(s+ 32− 1p )‖dˆ j·‖p} j0∥∥q  ‖s0·‖p + ∥∥{2 j(s+ 32− 1p )‖d j·‖p} j0∥∥q  ‖ f ‖Bs+1p,q .
This shows Tλ f ∈ Bs+1p,q (R) thanks to Theorem 1.1.
(i) As in the ﬁrst paragraph, one knows |d jk| := |〈 f ,ψ jk〉| ‖d j·‖p  2− j(s+
3
2− 1p ) . This with Lemma 2.3(ii) leads to
f ′(x) = (P0 f )′(x) +
∞∑
j=0
∑
k
d jkψ
′
jk(x). (3.6)
Recall that Tλ f (x) := P0 f (x) + ∑∞j=0∑k δ(d jk, λ)ψ jk(x) and the proved fact Tλ f ∈ Bs+1p,q (R) implies Tλ f (x) = (Tλ f )′(x),
according to Theorem 1.2.a. Then Tλ f (x) = (P0 f )′(x) + ∑∞j=0∑k δ(d jk, λ)ψ ′jk(x). Since |δ(d jk, λ)|  |d jk|  2− j(s+ 32− 1p ) ,∑
j0,k δ(d jk, λ)ψ jk(x) and
∑
j0,k δ(d jk, λ)ψ
′
jk(x) converge uniformly on R. Therefore Tλ f (x) = (P0 f )′(x)
+∑ j0,k δ(d jk, λ)ψ ′jk(x). Combining with (3.6), one has
Tλ f (x) − f ′(x) =
∑
j0
∑
k
[
δ(d jk, λ) − d jk
]
ψ ′jk(x). (3.7)
Because ‖d j·‖p  2− j(s+
3
2− 1p )εq , δ(d jk, λ) = 0 when j  J := max{1, [ 23+2s′ log2 εqλ ]}. Here and after, s′ := s − 1p , εq :=
ε (an arbitrarily small positive number) when q ∈ [1,+∞), and εq := 1 when q = +∞. Then, |Tλ f (x) − f ′(x)| ∑ J
j=0
∑
k |δ(d jk, λ)−d jk||ψ ′jk(x)|+
∑∞
j= J+1
∑
k |d jk||ψ ′jk(x)|. By |δ(d jk, λ)−d jk| λ and |d jk| 2− j(s+
3
2− 1p )εq again, |Tλ f (x)−
f ′(x)| ∑ Jj=0 λ2 32 j +∑∞j= J+1 2− j(s+ 32− 1p ) · εq2 32 j  λ2 32 J + 2−s′ Jεq . This with the choice of J leads to |Tλ f (x) − f ′(x)| 
2λ
2s′
3+2s′ ε
3
3+2s′
q . That is λ
− 2s′
3+2s′ |Tλ f (x) − f ′(x)|  2ε
3
3+2s′
q . Note that J → +∞ if and only if λ → 0. Then the conclusion (i)
follows.
(ii) Applying Bernstein inequality to (3.7), one obtains
∥∥Tλ f − f ′∥∥p ∑
j0
2 j
∥∥∥∥∑
k
[
δ(d jk, λ) − d jk
]
ψ jk(x)
∥∥∥∥
p
. (3.8)
Because both f and ψ have compact supports, the number of non-zero wavelet coeﬃcients d jk is O (2 j) on level j. This
with |δ(d jk, λ) − d jk| λ implies that for ﬁxed J > 0,
J∑
j=0
2 j
∥∥∥∥∑
k
[
δ(d jk, λ) − d jk
]
ψ jk(x)
∥∥∥∥
p

J∑
j=0
2 j · 2 jλ‖ψ jk‖p =
J∑
j=0
2 j(
5
2− 1p )λ 2 J (
5
2− 1p )λ. (3.9)
On the other hand, taking g = ϕ, ck = δ(d jk, λ) − d jk in (1.5), then∥∥∥∥∑
k
[
δ(d jk, λ) − d jk
]
ψ jk
∥∥∥∥
p
 2(
1
2− 1p ) j∥∥δ(d j·, λ) − d j·∥∥p  2( 12− 1p ) j(∥∥δ(d j·, λ)∥∥p + ‖d j·‖p) 2( 12− 1p ) j‖d j·‖p .
From ‖d j·‖p  2−(s+
3
2− 1p ) jεq (εq is deﬁned as above) for larger j, ‖∑k[δ(d jk, λ) − d jk]ψ jk(x)‖p  2( 12− 1p ) j2−(s+ 32− 1p ) jεq =
2−(s+1) jεq and
∞∑
2 j
∥∥∥∥∑[δ(d jk, λ) − d jk]ψ jk(x)
∥∥∥∥
p

∞∑
2−sjεq = 2−s Jεq. (3.10)j= J+1 k j= J+1
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5
2− 1p )λ + 2− J sεq . Similar to (i), taking J :=
max{1, [ 22s′+5 log2(λ−1εq)]} (s′ := s − 1p ), then ‖Tλ f − f ′‖p = λ
2s
2s′+5 εq .
(iii) Let d jk = 〈 f ,ψ jk〉 and dˆ jk = 〈Tλ f ,ψ jk〉. Then ‖Tλ f − f ‖Bs+1p,q  ‖{‖dˆ j· − d j·‖p2
j(s+ 32− 1p )} j0‖q due to Theorem 1.1.
Since Tλ f (x) = (Tλ f )′(x), Tλ f − f ′ = (Tλ f − f )′ and ‖Tλ f − f ′‖Bsp,q  ‖Tλ f − f ‖Bs+1p,q . Moreover,∥∥Tλ f − f ′∥∥Bsp,q  ∥∥{‖dˆ j· − d j·‖p2 j(s+ 32− 1p )} j0∥∥q. (3.11)
Recall that Tλ f (x) := P0 f (x) +∑ j0,k δ(d jk, λ)ψ jk(x). Then |dˆ jk| = |δ(d jk, λ)| |d jk| and |dˆ jk − d jk| |d jk|. By f ∈ Bs+1p,q (R)
and Theorem 1.1, ‖(‖d j·‖p2 j(s+
3
2− 1p )) j0‖q  ‖ f ‖Bs+1p,q . Hence,
lim
J→+∞
∞∑
j= J+1
(‖d j·‖p2 j(s+ 32− 1p ))q = 0 for 1 q < ∞. (3.12)
Because limλ→0 dˆ jk = d jk for each 1  j  J , limλ→0∑ Jj=0[‖dˆ j· − d j·‖p2 j(s+ 32− 1p )]q = 0. This with (3.11), (3.12) yields
limλ→0 ‖Tλ f − f ′‖Bsp,q = 0. This completes the proof of (iii). 
Finally, we give the proof for the second part of Theorem 1.3:
Theorem 1.3.b. Let ϕ(x) be an N + 2 regular, compactly supported and orthonormal scaling function. If f ∈ WN+1p (R) with 1 p 
∞ and s′ =: N − 1p > 0, then Tλ f ∈ WNp (R) and
(i)′ λ−
2s′
3+2s′ ‖Tλ f − f ′‖∞ = ελ,p ;
(ii)′ λ−
2s
5+2s′ ‖Tλ f − f ′‖p = ελ,p , when f has compact support;
(iii)′ ‖Tλ f − f ′‖WNp = ελ,p for 1< p < ∞.
Proof. To conclude Tλ f ∈ WNp (R), it’s suﬃcient to prove Tλ f ∈ WN+1p (R). By Lemma 2.4, |(Tλ f )n(x)|  M f n(x) for n =
1,2, . . . ,N + 1. Then Tλ f ∈ WN+1p (R) follows from the classical Maximal function theorem, when 1< p ∞.
In the case p = 1, since f ∈ WN+11 (R) implies 2 j(N+
1
2 )‖d j·‖1  C due to Theorem 1.1, there exists Jλ ∈ Z, such
that |d jk| < λ when j  Jλ . Hence (Tλ f )(x) = ∑k s0kϕ0k(x) + ∑ Jλj=0∑k δ(d jk, λ)ψ jk(x) and (Tλ f )(n)(x) = ∑k s0kϕ(n)0k (x) +∑ Jλ
j=0
∑
k δ(d jk, λ)ψ
(n)
jk (x) (n = 1,2, . . . ,N+1). Moreover,
∫ |Tλ f (x)|dx∑k |s0k|+∑ Jλj=0 1< +∞ and ∫ |(Tλ f )(N+1)(x)|dx∑
k |s0k| +
∑ Jλ
j=0 2
(n−N) j < ∞, which means Tλ f ∈ WN+11 (R).
Note that Theorem 1.1 tells 2 j(N+
3
2− 1p )‖d j·‖p = ε j,p , when f ∈ WN+1p (R). Then (i)′ and (ii)′ follow from the same argu-
ments as the proof of Theorem 1.3.a(i) and (ii). In order to prove (iii)′ , one observes ‖Tλ f − f ′‖WNp := ‖(Tλ f )′ − f ′‖p +
‖(Tλ f )(N+1) − f (N+1)‖p , and need only conclude
lim
λ→0
∥∥(Tλ f )(N+1) − f (N+1)∥∥p = 0, (3.13)
since another part is similar and simpler. Because f ∈ WN+1p (R), f (N+1) ∈ Lp(R) and ∀ε > 0, ∃g˜ ∈ C∞0 (R) such that
‖ f (N+1) − g˜‖p < ε/2. Deﬁne g1(y) :=
∫ y
−∞ g˜(t)dt and gn(y) :=
∫ y
−∞ gn−1(t)dt for n = 2,3, . . . ,N + 1. Then g(y) := gN+1(y)
satisﬁes g(N+1)(y) = g˜(y). By the assumption that ϕ is N + 2 regular, when taking h = ϕ in Lemma 2.1, the corresponding
operator K J is the projection operator P J and (P J g)(x) = 2 J
∫
K 1(2 J x,2 J y) f (y)dy. Moreover,
(P J g)
(N+1)(x) = 2 J
∫
K N+2
(
2 J x,2 J y
)
g˜(y)dy
and
∫
K N+2(x, y)dy = 1, which lead to lim J→∞ ‖(P J g)(N+1) − g˜‖p = 0, according to Theorem 2.3. Hence, there exists J0 ∈ N
such that ‖(P J0 g)(N+1) − g˜‖p < ε/2, and∥∥( f − P J0 g)(N+1)∥∥p  ∥∥ f (N+1) − g˜∥∥p + ∥∥(g˜ − P J0 g)(N+1)∥∥p < ε. (3.14)
Furthermore, using Lemma 2.4 and the Maximal function theorem, one knows∥∥[Tλ( f − P J0 g)](N+1)∥∥  ∥∥M( f − P J0 g)(N+1)∥∥  ∥∥( f − P J0 g)(N+1)∥∥ < ε. (3.15)p p p
356 Y. Liu, H. Wang / Appl. Comput. Harmon. Anal. 32 (2012) 342–356Assume hλ := Tλ f − Tλ( f − P J0 g) − P J0 g , then Tλ f − f = hλ + Tλ( f − P J0 g) + P J0 g − f and ‖(Tλ f )(N+1) − f (N+1)‖p 
‖h(N+1)λ ‖p + ‖[Tλ( f − P J0 g)](N+1)‖p + ‖( f − P J0 g)(N+1)‖p . From this estimation and (3.14), (3.15), it suﬃces to prove
lim
λ→0
∥∥h(N+1)λ ∥∥p = 0 (3.16)
in order to reach the desired (3.13): Clearly, |h(N+1)λ (x)|  |(Tλ f )(N+1)(x)| + |[Tλ( f − P J0 g)](N+1)(x)| + |(P J0 g)(N+1)(x)|.
On the other hand, (2.10) says |(P J0 g)(N+1)(x)|Mg(N+1)(x). Lemma 2.4 tells |(Tλ f )(N+1)(x)|M f (N+1)(x) and |[Tλ( f −
P J0 g)](N+1)(x)| M( f − P J0 g)(N+1)(x)M f (N+1)(x) +M(P J0 g)(N+1)(x). Hence∣∣h(N+1)λ (x)∣∣M f (N+1)(x) +M(P J0 g)(N+1)(x) +Mg(N+1)(x) =: G(x).
Since f (N+1) , g(N+1) , (P J0 g)(N+1) ∈ Lp(R), G(x) ∈ Lp(R) by the Maximal function theorem. For (3.16), it is suﬃcient to show
lim
λ→0h
(N+1)
λ (x) = 0 (3.17)
by the dominated convergence theorem. Assume g jk = 〈P J0 g,ψ jk〉, then g jk = 0 for j  J0. Recall that hλ := Tλ f − Tλ( f −
P J0 g) − P J0 g . Then 〈hλ, ψ jk〉 = δ(d jk, λ) − δ(d jk − g jk, λ) − g jk = 0 for j  J0. Hence, hλ ∈ V J0 and
hλ(x) =
∑
j< J0
∑
k
[
δ(d jk, λ) − δ(d jk − g jk, λ) − g jk
]
ψ jk(x).
Moreover, |h(N+1)λ (x)|
∑
j< J0
∑
k[|δ(d jk, λ) − d jk| + |δ(d jk − g jk, λ) − (d jk − g jk)|]|ψ(N+1)jk (x)|. Because |δ(d jk, λ) − d jk| λ
and
∑
k |ψ(N+1)(2 j x−k)| C , |h(N+1)λ (x)|
∑
j< J0
λ2(N+ 32 ) j  2(N+ 32 ) J0λ, which implies (3.17). Finally (3.16) follows, and so
does (3.13). This completes the proof. 
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