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We investigate the dynamics of chiral edge states in topological polariton systems under laser driving. Using a
model system comprised of topolgically trivial excitons and photons with a chiral coupling proposed by Karzig
et al. [Phys. Rev. X 5, 031001 (2015)], we investigate the real-time dynamics of a lattice version of this model
driven by a laser pulse. By analyzing the time- and momentum-resolved spectral function, measured by time-
and angle-resolved photoluminescence in analogy with time- and angle-resolved photoemission spectroscopy
in electronic systems, we find that polaritonic states in a ribbon geometry are selectively excited via their
resonance with the pump laser photon frequency. This selective excitation mechanism is independent of the
necessity of strong laser pumping and polariton condensation. Our work highlights the potential of time-resolved




Light-matter interactions and nonequilibrium dynamics
are unifying themes connecting solid-state physics, quan-
tum optics, and atomic and molecular physics. The prospect
of controlling properties on demand in quantum materi-
als by coupling them to laser fields has spurred enormous
activity recently. Experimental progress in time-resolved
spectroscopy has allowed researchers to obtain detailed infor-
mation about the ultrafast dynamics of laser-excited quantum
materials [1–3]. This is particularly relevant for the inves-
tigation of light-induced changes in material properties on
ultrafast timescales. Notable examples are Floquet topological
states of matter [4–14], also demonstrated for cold atoms
in optical lattices [15,16], ultrafast modifications of effective
interactions and their consequences for the emergent mate-
rial properties [17–24], and cavity material engineering with
quantum fluctuations of light [25–40]. The theoretical de-
scription of these examples of light-induced states of matter
usually involves electronic single-particle excitations, which
are fermionic in nature. By contrast, polaritonic systems can
often be described by a purely bosonic theory, for exam-
ple, in polaritonic condensates [41]. In particular, topological
edge states [42,43] in those systems are often well described
already by an effective semiclassical approach, which sim-
plifies theoretical calculations. This has led to a variety of
proposals for realizing topological polaritons, for example,
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in photonic [44–47], acoustic [48–50], and mechanical sys-
tems [51,52]. Other work providing evidence for the growing
range of polaritonic platforms potentially hosting useful edge
states includes studies of molecule-by-molecule assemblies
and optically trapped ultracold atoms [53] as well as semi-
conductor microcavities [54–56].
Recently, polaritonic systems hosting chiral topological
edge states were proposed theoretically [57–59] and measured
experimentally [60]. For any practical application of chiral
topological edge modes, it is of key importance to be able to
selectively populate these modes and to track whether such se-
lective population has been successful. However, for example,
in the work by Karzig et al. [57], the degree of control over the
population of such edge modes in terms of tuning of relevant
parameters was not discussed in much detail. In particular, it
was only noted in passing that the controlled population of
the chiral edge mode by laser driving is enabled either by
tuning the laser frequency into resonance with the topological
polariton band gap, focusing the laser spot to the edge in real
space, or a combination thereof.
In the experimental work by Klembt et al. [60], an
exciton-polariton chiral topological system was realized in
a honeycomb lattice with a magnetic field breaking time-
reversal symmetry. It was shown by photoluminescence
measurements that chiral edge modes could be populated
by laser pumping. Because this selective edge-mode popu-
lation was only observed above a certain threshold power,
it was argued that the formation of a polariton conden-
sate was a prerequisite of such edge mode population. This
condensate formation, in turn, requires a nonlinearity in
the underlying Gross-Pitaevskii equation, stemming from a
polariton-polariton interaction in the microscopic model.
Here we show by calculations for a topological polari-
ton lattice model how real-space imaging and time-resolved
spectroscopy go hand in hand in demonstrating selective edge
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FIG. 1. Illustration of a semiconductor cavity setup. An isolated
quantum well (QW) is placed between two optical dynamical Bragg
reflectors (DBR). The cavity photon modes are populated by optical
pumping and couple to excitonic states within the QW plane via
dipole interaction. The specific coupling under consideration here
yields topological edge states which can be selectively populated.
mode excitations by laser driving. We demonstrate that selec-
tive excitation of chiral edge modes is possible without the
necessity of polariton condensation due to nonlinearities, that
is, without polariton-polariton interactions. However, in the
absence of nonlinearities it is necessary that the pump laser
frequency is tuned in resonance with the edge mode, that
is, with the bulk topological band gap. Complementary real-
space imaging then reveals the edge localization and chiral
character of the populated modes.
This paper is organized as follows: In Sec. II, the model is
presented and its physics introduced. In Sec. III, we discuss
how the dynamics of the laser-driven system is simulated
and tracked through time-resolved spectroscopy. Section IV
contains the results of these simulations, and Sec. V contains
a discussion and conclusions.
II. MODEL
Our setup is shown in Fig. 1. A quantum well (QW)
harbors exciton modes that couple via dipole-dipole interac-
tions to photon modes in a cavity, leading to the formation
of exciton polaritons. Alternatively, the QW could just as
well be replaced by monolayer transition metal dichalco-
genides [57,61]. In the following we will assume that there
is a chiral coupling between excitons and polaritons. This can
be achieved by employing an external magnetic field to ener-
getically select chiral electronic states over their time-reversed
counterparts with opposite chirality, which has been suggested
by Karzig et al. [57] and experimentally realized by Klembt
et al. [60]. From these chiral electrons, one obtains excitons
with nonzero total angular momentum. These excitons then
couple in a chiral fashion to the photon branch with oppo-
site angular momentum compared to the exciton, whereas
it couples in a nonchiral fashion to the photon branch with
equal angular momentum. Thus, as noted by Karzig et al.,
the chiral coupling can be viewed as a simple consequence of
angular-momentum conservation.
In this work, we will focus our attention on a tight-binding
model on a two-dimensional square lattice, which is designed
to feature nontrivial topology arising from the chiral coupling
of two bosonic modes in analogy to this mechanism. A simple
(a) (b)
(c)
FIG. 2. (a) Complex phase of the chiral exciton-polariton cou-
pling [Eq. (1)] with a branch cut along the  = (0, 0) to X =
(− π
x
, 0) line. This is the phase-winding structure that leads to a
nontrivial topological band structure. (b) Real-space lattice structure
of a ribbon with periodic boundary conditions in x and open bound-
ary conditions in y direction. (c) Tight-binding topological polariton
band structure of the the Hamiltonian ˆH0 [Eq. (3)] on the ribbon
geometry. The bands are colored according to their localization at
the top or bottom boundary as indicated in panel (a). The model
parameters are t1 = 0.002|t0|, g0 = 0.2|t0|, ε0 = −4|t0|, and ε1 =
−1.792|t0|, with an effective photon hopping t0 < 0.
coupling satisfying this requirement while at the same time
being consistent with the lattice periodicity is given by
g(k) = g0[sin(xkx ) + i sin(yky)] (1)
with coupling strength g0 > 0 and where x/y denotes the
respective lattice constant. For one revolution of k around the
origin, the coupling accumulates a phase of 2π [Fig. 2(a)].
This winding is the key ingredient leading to a nontrivial
topology of the system.
In the presence of periodic boundary conditions in both
directions, the full static Hamiltonian in momentum space















where the bosonic operators aˆ0k (aˆ1k) annihilate a photon(exciton) with momentum k. Further, L′ denotes the dis-
cretized first Brillouin zone of the lattice and τα (k) =
2tα[cos(xkx ) + cos(yky)] − εα (for α ∈ {0, 1}) is the tight-
binding dispersion with exciton/photon hopping tα and εα is
an energy offset. The static Hamiltonian has a band structure
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that corresponds to a tight-binding version of the continuum
model presented by Karzig et al. [57]. The momentum depen-
dence of the coupling g(k) leads to a nonzero Ch Ch± = ∓1 of
the upper (+) and lower (−) polariton band. A more detailed
explanation is given in the Appendix.
In order to study the real-space behavior of edge mode ex-
citations, we introduce boundaries to the system by imposing
open boundary conditions in the y direction, while keeping
periodic boundary conditions in the x direction (so that the
momentum kx is still a good quantum number). This leads
to a ribbon geometry, as shown in Fig. 2(b). Let L denote
this real-space lattice of size N = Nx × Ny and aˆ0i (aˆ1i ) be the
photonic (excitonic) field operator at site i ∈ L. The real-space








tαβ (d )aˆα†i aˆβi+d , (3)
where i + dν is the index of the nearest neighbor of site i in
positive ν ∈ {x, y} direction. The hopping is determined by the













Note that t(−dν ) = t†(dν ) so that ˆH0 is Hermitian. As
above, the parameters tα are the photon and exciton hop-
ping amplitudes, εα are constant energy offsets, and g0 is
the exciton-photon coupling strength. For a specific choice of
parameters, this model is equivalent to the Qi-Wu-Zhang [62]
and half Bernevig-Hughes-Zhang model [63], which is well
known as a simplified tight-binding model for the description
of topological insulators [64]. Bosonic transport in a variation
of this model including a nonlinear interaction term has been
studied by Weiß [65].
Figure 2(c) shows the band structure of the Hamiltonian (3)
obtained by a partial Fourier transform in the x direction. As
expected, the model possesses a topological gap which is only
crossed by a pair of bands, the eigenstates of which are highly
localized at the opposite boundaries of the ribbon. We note
that in this model exciton and photon hopping need to be of
opposite sign in order for the edge modes to be present, which
can be achieved through a negative exciton effective mass in a
real material.
III. DYNAMICS
The time-dependent driving is implemented by the
operator
ˆF (t ) = f0 e−iωdt aˆ0†i0 + H.c., (5)
which, for simplicity, is taken to act directly only on the
photonic mode α = 0 at a single site i0 located on the open
side of the lattice boundary. The parameter f0 is the product
of a dipole matrix element of the material under consideration
and the electric field strength of the drive laser. The form
of the driving is chosen to mimic the laser-driven dynamics
induced by a laser that is focused to the edge of the system
and switched on at the initial time. The full time-dependent
Hamiltonian then has the form
ˆH (t ) = ˆH0 + ˆF (t ). (6)
Our simulations are performed in the semiclassical limit,
where the bosonic operators are replaced by scalar complex
fields instead of using a full quantum-mechanical treat-
ment. This corresponds to restricting the possible quantum
states to the coherent states |ψ〉 parametrized by the scalar
complex field ψ ∈ C2N satisfying aˆαi |ψ〉 = ψαi |ψ〉. The time-
dependent Hamiltonian (6), including the driving term ˆF (t ), is
of second order in the creation and annihilation operators due
to the absence of a polariton-polariton interaction term. In this
case, if the simulation is started in a coherent initial state, the
semiclassical approach captures the exact quantum dynamics







β ∈ {0, 1}
d ∈ {0,±dx,±dy}
tαβ (d )ψβi+d + δi,i0δα,0 f0e−iωdt . (7)
The initial state is chosen to be the coherent polaritonic vac-
uum state with ψαi (0) = 0 for all i and α.
In the following, we use double-time Green’s functions
in order to compute time-, momentum-, and spatially re-
solved spectroscopy. This approach is generally applicable
to nonequilibrium situations and capable of fully describing
both transient and steady-state dynamics in driven systems.
For the specific case of a time-periodic driving field, we
briefly note that one can, in principle, also obtain spectral
information from a Floquet representation [66]. However, the
Floquet framework has several limitations compared to our
more general approach: (i) It only applies to a strictly time-
periodic steady state, whereas we are specifically interested in
the transient “switch-on” behavior and chiral propagation of
topological edge modes; (ii) it is not straightforward to com-
pute the population of Floquet states, in particular when there
are no heat or particle baths attached to the system; and (iii) it
only captures the stroboscopic part of the time evolution with
the period of the drive, but not the more complicated subcycle
dynamics or micromotion. In contrast, these limitations do not
apply to double-time Green’s function methods.
In the semiclassical limit, the double-time lesser Green’s
functions can be obtained directly from the bosonic fields as





〉 = −iψαi (t1)[ψβj (t2)]∗.
(8)
This Green’s function contains information about the propa-
gation of a boson added to the system at time t2 and removed
from the system at time t1. This can be used to extract both
the spectrum of excitations as well as the occupation of such
single-particle excited states.
From the Green’s functions, we compute the time-resolved
spectral density [67]
I (k, ω, tp) = Im
∫∫
dt1dt2 Stp,σp (t1)Stp,σp (t2)eiω(t1−t2 )) ˜G<(k; t1, t2) (9)
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FIG. 3. (a)–(h) Time- and momentum-resolved spectral density [Eq. (9)] of the laser-irradiated system on a ribbon-shaped Nx × Ny =
256 × 8 lattice. The gray lines show the equilibrium band structure of the model (3). The driving frequency ωd varies between subplots
and is indicated by the blue line. The spectral density shows the excitation of the states resonant with the driving laser frequency. Here, the
driving amplitude is f0 = 0.2|t0| and the spectral density has been computed at a probe time of tp = 400|t0|−1 with σp = 125|t0|−1. The model
parameters are the same as in Fig. 2.
with Gaussian probe shape












where tp is the probe time and σp is the Gaussian width given
by the temporal duration of the probe laser pulse [67]. The
time resolution is thus determined by the shape function. As
was shown in the context of electronic Green’s functions [68],
this time resolution comes at the expense of spectral resolu-
tion, and vice versa, due to Heisenberg’s uncertainty principle.
For our purposes, we are mainly interested in spectral infor-
mation. Therefore, the temporal duration of the probe pulse is
chosen to be sufficiently large to be able to resolve the relevant
spectral features. The reduced lesser Green’s function used in
Eq. (9) is





which is Fourier transformed along the periodic ribbon
direction x (denoted by Fx→k), in order to reveal momentum-
resolved information along this direction, and traced over y
direction. We also trace here over the photon and exciton
index; i.e., we compute the exciton-polariton spectral density.
In principle, it is easily possible to resolve the spectral contri-
butions of excitons and photons separately, but this will not be
crucial for our analysis of edge localization of pumped modes
below.
IV. RESULTS
In Fig. 3, we present the time- and momentum-resolved
spectral functions, mimicking time-domain photolumines-
cence spectra, of a continuously irradiated ribbon of size
Nx × Ny = 256 × 8 with laser focused to a lattice site i0 at
the lower edge (y = 0) of the ribbon. The driving frequency
of the external laser is varied to be below the topological band
gap [Figs. 3(a)–3(d)], within the gap region [Fig. 3(e)], and
above the gap [Figs. 3(g) and 3(h)]. As can be seen from
the time-resolved spectral density, the polariton branches are
selectively occupied by the resonant laser excitation, which
shows that the external driving frequency is the main tun-
ing knob for populating polariton branches in the absence
of polariton-polariton interactions and associated mechanisms
for polariton condensation.
Finally, we analyze in Fig. 4 the edge localization of the
light-induced states through real-space analysis of the light-
induced populations. Figure 4(a) shows the localization at
the lower edge, i.e., the ratio of intensity at y = 1 integrated
(along the x direction) and the total intensity in the system at
a given point in time. A clearly resonant behavior is observed
when the driving frequency matches the edge state energy of
≈1.8|t0|. The degree of localization is even more pronounced
for the excitonic component of the polariton wave function.
In Fig. 4(b), we analyze the localization integrated over the
lower half 1  y  4 of the ribbon, which consistently shows
the same resonant behavior. In Fig. 4(c), we show represen-
tative real-space images for the photon and exciton densities
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FIG. 4. [(a), (b)] Fraction of the total population located at the
lowest layer y = 1 (top panel) and within the lower half of the system
1  y  4 (bottom panel). The horizontal gray lines indicate the
fraction of the population located in the same region for a uniform
distribution over the full 256 × 8 lattice. [(c), (d)] Real-space density
of the photon and exciton field at time t = 1.2 × 103|t0|−1 for reso-
nant [ωd = 1.7975|t0|, panel (c)] and off-resonant [ωd = 1.7200|t0|,
panel (d)] driving frequency. The driving field is localized at the
bottom right corner of the displayed region. The direction of chiral
propagation of the polariton modes is indicated by the purple arrow.
in the on-resonance case. Here, besides the already discussed
localization at the lower edge, one can also observe the chiral
propagation of the edge mode from left to right as indicated by
the arrow. By clear contrast, in Fig. 4(d) both the edge selec-
tivity and chirality of the laser-pumped polariton populations
are absent. These real-space images thus provide complemen-
tary information to the spectroscopic pictures presented in
Fig. 3.
V. DISCUSSION
In summary, we have shown lattice model simulations
for the temporally and spatially resolved dynamics of chi-
ral topological exciton polaritons. We have demonstrated the
selective excitation of chiral edge modes provided that the
external driving frequency is sufficiently closely tuned to
the topological band gap. Importantly, the focusing of the
laser to the edge of the system is by itself not sufficient to
selectively populate the edge mode. This is likely due to the
fact that also bulk states spatially extend into the edge region,
and these bulk states can be populated even by a laser that
is focused to the edge. An interesting open question pertains
to the role of polariton-polariton interactions and the question
of the importance of condensation versus resonant excitation
for the experimentally observed chiral edge modes [60].
As an upshot from our calculations, it is straightfor-
ward to extend the formalism employed here to compute
time-resolved spectroscopy in periodically driven many-body
systems, both with continuous and ultrashort laser pulses.
Specifically for continuous driving this is the realm of Floquet
engineering [66,69–71] of effective band structures, which is
by itself a rapidly growing research field. Moreover, the re-
cent discussion of breakdown of conventional bulk-boundary
correspondence in non-Hermitian systems due to gain, loss,
and violation of reciprocity also points to the importance
of complementary spectroscopic and imaging techniques to
reveal topological edge modes and their selective popula-
tion [72–74]. It is also interesting to contrast the present
discussion of complementary techniques for detecting topo-
logical edge states with electronic edge state spectroscopy and
imaging in quantum materials, for example, in topological
insulators by means of time- and angle-resolved photoemis-
sion spectroscopy [75]. The interface between the different
fields of quantum simulators, nonequilibrium quantum ma-
terials science, and polaritonic condensates promises many
interesting applications for future quantum technologies.
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APPENDIX: TOPOLOGICAL INVARIANTS
OF THE TIGHT-BINDING MODEL
The polariton lattice model described in Sec. II features
a topological band structure characterized by nonzero Chern
numbers, which we demonstrate here. In the presence of peri-
odic boundary conditions in both x and y directions, the lattice
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FIG. 5. (a) Band structure of the Bloch Hamiltonian (A2) along a path from  = (0, 0) to X = (π/x, 0) in reciprocal space. Here, E±
denotes the polariton band energies, while τ0 (τ1) is the uncoupled photon (exciton) dispersion. (b) Discretized Berry curvature of the lattice
model for the lower (F−) and upper (F+) band (left and right panels, respectively), computed using the method of Fukui et al. [76] over the first
Brillouin zone of the model (A2) discretized on a 512 × 512 grid. The model parameters are the same as in Fig. 2(c), except for the boundary
conditions. The Ch of the bands are Ch± =
∑
k F±(k)dkxdky = ∓1 for this case.
Hamiltonian (3) can be written in the momentum-space form














with the Bloch Hamiltonian H(k) represented by a Hermitian
2 × 2 matrix. The Pauli matrices together with the identity
matrix 12 span the space of 2 × 2 Hermitian matrices and
therefore the Bloch Hamiltonian can be expanded in this basis,
giving
H(k) = τ+(k)12 + d(k) · σˆ, (A2)
where τ+(k) = 12 [τ0(k) + τ1(k)] is an energy offset and σˆ =
(σˆ x, σˆ y, σˆ z )
 is the vector of Pauli matrices. The offset
τ+ does not contribute to the Berry curvature and thus Ch
of the bands, which is determined solely by the gap vec-








where τ−(k) = 12 [τ0(k) − τ1(k)].
The Ch of the upper (+) and lower (−) polariton band are
determined by the number of times the unit vector uˇ(k) =
d(k)/‖d(k)‖ wraps around the unit sphere, when k is var-
ied over the first Brillouin zone [42,64]. Explicitly, it is
given by




∂kx uˇ(k) × ∂ky uˇ(k)
) · uˇ(k). (A4)
For fixed dz(k), uˇ performs one rotation within the xy plane,
limiting the Ch to |Ch±| = 1 or Ch± = 0. For a nonzero Chern
number, dz(k) further needs to change sign as k is varied over
the Brillouin zone; i.e., the tight-binding dispersions τ0, τ1
need to cross, which is indeed the case for the parameters used
in our simulations [Fig. 5(a)].
Alternatively, the Ch can be computed numerically. In-
stead of evaluating Eq. (A4) directly, we have performed
the computation of the Ch using the method of Fukui
et al. [76]. This indeed yields the Chern numbers of
Ch± = ∓1 for our simulation parameters, in agreement with
the geometrical argument given above. Figure 5(b) shows
the the discretized Berry curvature as obtained during the
calculation.
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