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Glasses have a wide range of technological applications. The recent discovery of ultrastable
glasses that are obtained by depositing the vapor of a glass-forming liquid onto the surface of a cold
substrate has sparked renewed interest in the effects of confinements on physicochemical properties
of liquids and glasses. Here we use molecular dynamics simulations to study the effect of substrate
on thin films of a model glass-forming liquid, the Kob-Andersen binary Lennard-Jones system, and
compute profiles of several thermodynamic and kinetic properties across the film. We observe that
the substrate can induce large oscillations in profiles of thermodynamic properties such as density,
composition and stress, and we establish a correlation between the oscillations in total density and
the oscillations in normal stress. We also demonstrate that the kinetic properties of an atomic
film can be readily tuned by changing the strength of interactions between the substrate and the
liquid. Most notably, we show that a weakly attractive substrate can induce the emergence of a
highly mobile region in its vicinity. In this highly mobile region, structural relaxation is several
times faster than in the bulk, and the exploration of the potential energy landscape is also more
efficient. In the subsurface region near a strongly attractive substrate, however, the dynamics is
decelerated and the sampling of the potential energy landscape becomes less efficient than the bulk.
We explain these two distinct behaviors by establishing a correlation between the oscillations in
kinetic properties and the oscillations in lateral stress. Our findings offer interesting opportunities
for designing better substrates for the vapor deposition process or developing alternative procedures
for situations where vapor deposition is not feasible.
I. INTRODUCTION
A major technological trend of the last few decades has
been the shrinkage of accessible time and length scales.
This has made precision manufacturing of nano-sized
particles and devices easier than ever before. An impor-
tant consequence of this trend is the famous ”Moore’s
Law” which states that the computing power of a tran-
sistor chip doubles every 18 months [1]. The physico-
chemical properties of matter at reduced length scales
can deviate significantly from the bulk. These differ-
ences can be partly attributed to quantum effects that
are only present at such small length scales [2–4], but
they can also be a result of confinement. It is thus prac-
tically important to understand the effect of confinement
on the properties of atomic and molecular systems. Con-
fined states of matter are not only present in the state-
of-the-art technologies, but are also ubiquitous in nature.
Confinement plays an important role in determining the
behavior of systems as diverse as biological cells [5, 6],
aquifers [7], natural gas and oil reservoirs [8] and atmo-
spheric droplets and aerosols that constitute clouds [9].
Such ubiquity endows the study of confinement in mate-
rials with unusually broad interest.
What is universal about confinement is that it breaks
the translational isotropy of a bulk material. As a conse-
quence, all physicochemical properties become functions
of position in confined states of matter. It has indeed
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FIG. 1: A schematic representation of the simulation box.
The liquid film is made up of red (A) and green (B) atoms,
while the blue (C) and yellow (D) atoms comprise the attrac-
tive and repulsive substrates respectively.
been shown in various experimental [10–15] and compu-
tational [16–29] studies of confined matter that proper-
ties such as density, composition, diffusivity and viscosity
can be strong functions of position. This lack of trans-
lational isotropy can lead to major changes in the global
properties of the corresponding material. For instance,
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2confinement can shift coexistence manifolds in the ther-
modynamic phase diagram of the bulk system, e.g. by
lowering the melting temperature [30–34]. It can also in-
duce new phases that are not possible in the bulk [35], or
can alter the effective dynamic and mechanical proper-
ties of matter such as relaxation times [14, 32, 36], elastic
constants [14, 37, 38], viscosities [20, 38, 39] and diffusiv-
ities [28, 40, 41].
The translational anisotropy of confined systems can
be utilized to produce materials with superior proper-
ties. Vapor-deposited ultrastable glasses discovered by
Swallen et al. [42] are notable examples. Unlike ordi-
nary glasses that are prepared via gradual cooling of the
bulk supercooled liquid [43, 44], ultrastable glasses are
obtained by depositing the vapor of the glass forming
substance onto the surface of a substrate with a temper-
ature that is slightly below Tg. The arising glasses tend to
possess extraordinary thermodynamic and kinetic stabil-
ity (e.g. higher onset temperature and density). Calori-
metric experiments reveal that these glasses have lower
enthalpies in comparison to ordinary glasses [42]. They
thus correspond to configurations that have descended
deeper along their potential energy landscape than the
corresponding ’bulk‘ glasses. Although certain structural
features of such low-energy amorphous configurations,
such as the abundance of regular polyhedral Voronoi
cells, have been described in molecular simulations of
model atomic stable glasses [45], considerable gaps in un-
derstanding remain regarding the mechanism(s) through
which vapor deposition gives rise to such stable config-
urations. It was argued in the original publication of
Swallen et al that the formation of stable glasses is fa-
cilitated by the existence of a highly mobile region in
the growing free interface, which is a direct consequence
of translational symmetry breaking in the supercooled
liquid. Self-diffusivity measurements in organic glasses
around the glass transition temperature (Tg) have in-
deed revealed the existence of a highly mobile region
in the vicinity of the free surface, with diffusivities as
large as 106 times the bulk self-diffusivity [13]. A simi-
lar behavior has been observed in viscosity measurements
for glassy 3-methylpentane films [12]. Also, glassy poly-
mer films have been observed to have a highly mobile re-
gion in the vapor-liquid interface at temperatures below
Tg [15]. The existence of such a high mobility region has
been observed in molecular simulations of free-standing
atomic thin films as well [27]. It has also been observed
that the melting of these stable glasses proceeds via an
interface-initiated growth front that develops at inter-
faces and grows deep into the bulk amorphous solid [46].
The original stable glasses of Swallen et al were pre-
pared from indomethacin and 1,3-bis-(1-naphthyl)-5-(2-
naphthyl)benzene. The same procedure has been used
to prepare stable glasses of other organic molecules such
as ethylbenzene [47, 48], tuloen [48–51], isopropyl ben-
zene [52], decalin [53] and 1-propanol [54]. Also, similar
procedures have been used to prepare ultrastable poly-
meric [55] and metallic glasses [56]. It has thus been
suggested that the formation of stable glasses via va-
por deposition is a universal process that can be used
for preparing stable glasses from any glass-forming sub-
stance [57].
Glasses have been of considerable technological interest
even before the discovery of ultrastable glasses, thanks to
their high level of structural uniformity, with widespread
applications in areas such as microfluidics [58], energy
storage [59, 60], medicine [61–63], photonics and laser
technology [64–66], lithography [67], spectroscopy [68],
tissue engineering [69] and chromatography [70]. In most
technological applications of glasses, the behavior of the
glassy component is strongly affected by the presence of
one or more interfaces. Because of this, and because of
the potential role of confinement in promoting superior
stability in vapor-deposited glasses, it is crucial to study
translational anisotropy in atomic and molecular thin
films. Computer simulations are invaluable tools in this
endeavor since structural and dynamical heterogeneities
that develop due to lack of translational isotropy can be
probed with much higher resolution in simulations than
in experiments.
In this work, we use molecular dynamics simulation
in order to perform a systematic investigation of ther-
modynamic and kinetic anisotropies in thin films of a
model atomic glass-forming liquid, the Kob-Andersen bi-
nary Lennard-Jones system [71]. This paper is organized
as follows. We describe the particulars of the system
studied in this work in Section II A. Technical speci-
fications of molecular dynamics simulations as well as
the procedure used for system preparation are presented
in Section II B. In Section II C, we describe the numer-
ical procedures used for computing position-dependent
thermodynamic and kinetic properties. We present and
discuss the computed profiles of those thermodynamic
and kinetic properties in Sections III A and III B respec-
tively. And finally, Section IV is reserved for concluding
remarks.
II. METHODS
A. System Description and Interatomic Potential
Fig. 1 shows a schematic representation of the simula-
tion box that contains a liquid film (depicted in red and
green), an attractive substrate (depicted in blue) and a
repulsive substrate (depicted in yellow). The box is a
periodic cuboidal cell stretched along the z direction in
order to avoid the film and the substrates from being af-
fected by their periodic images. The system is made up
of four types of atoms (or particles) that have identical
masses and interact via the Lennard-Jones (LJ) poten-
tial [72]:
Uαβ(r) = 4αβ
[(σαβ
r
)12
−
(σαβ
r
)6]
(1)
3TABLE I: , σ and cutoff values for the Lennard Jones po-
tential.
α β αβ σαβ rc,αβ
A A 1.00 1.00 3.50
B B 0.50 0.88 3.08
C C S 1.00 3.50
D D S 1.00 3.50
A B 1.50 0.80 2.80
A C S 1.00 3.50
A D S 1.00 1.10
B C S 1.00 3.50
B D S 1.00 1.10
C D S 1.00 3.50
All LJ potentials are truncated at a cutoff value of rc,αβ
and shifted to zero at rc,αβ . All quantities in this work
are expressed in LJ reduced units based on AA, σAA and
mA. The interaction parameters for all pairs and the
corresponding cutoff values are given in Table. I. The di-
mensions of the box are given by Lx = Ly = 18
3
√
4σAA ≈
28.57σAA and Lz = 100
3
√
4σAA ≈ 158.74σAA.
The liquid film in Fig. 1 is made up of a binary mixture
of A and B atoms that are depicted in red and green re-
spectively, and are mixed at a 4:1 ratio. The A–A, A–B
and B–B interaction parameters correspond to the Kob-
Andersen binary LJ mixture [71]. The binary mixture
arising from this particular choice of parameters is a liq-
uid that has never been observed to crystallize or phase
separate under normal circumstances [73], and is there-
fore a popular model for studying atomic glass-forming
liquids.
The liquid film is in the vicinity of an attractive sub-
strate that is shown in blue in Fig. 1 and is made up of C
atoms that attract A and B atoms with AC = BC = S .
Unlike A and B atoms that are mobile during the course
of the molecular dynamics simulation, C atoms are lo-
cated on the sites of a face-centered cubic (fcc) lattice
with a reduced number density of 1.00 and are tethered
to their lattice positions using stiff harmonic springs with
spring constant ksσ
2
AA/AA = 10
3. In all our simula-
tions, the liquid film is placed close to the [001] face
of the fcc crystal. On the opposite side of the attrac-
tive substrate there is a repulsive substrate made up
of D atoms (shown in yellow in Fig. 1). The A–D
and B–D LJ interactions are truncated and shifted at
rc = 1.1σAD = 1.1σBD and are therefore purely repul-
sive. Note that AD = BD = S . D atoms are also
placed onto the same fcc lattice occupied by C atoms,
and are tethered to their lattice positions with harmonic
springs of equal stiffness. If a single attractive substrate
is included, a second liquid film might develop on the
opposite side of the attractive substrate due to evapora-
tion and re-deposition of A and B atoms as a result of
the periodic boundary conditions. By including a second
repulsive substrate, we make sure that the thickest pos-
sible film is formed and maintained during the course of
the simulation. In order to understand the effect of sub-
strate/liquid interactions, we carried out our simulations
for three different values of S , namely 0.3, 0.5 and 1.0.
B. Molecular Dynamics Simulations and System
Preparation
The molecular dynamics (MD) simulations are per-
formed in the NV T ensemble using LAMMPS [74]. New-
ton’s equations of motion are integrated using the veloc-
ity Verlet algorithm [75] with a time step of ∆t = 0.0025,
and the temperature is controlled using the Nose´-Hoover
thermostat [76, 77] with a time constant of τ = 2.0. For
each value of S , four simulations are performed at the
reduced temperatures T ∗ = 0.6, 0.7, 0.8 and 0.9.
The initial configuration of the system is prepared as
follows. The attractive and repulsive substrates are con-
structed by placing C and D atoms at their correspond-
ing lattice positions. A similar fcc crystal comprised of
A atoms is constructed in the vicinity of the [001] face of
the attractive substrate, and the identity of each A atom
is randomly changed to B with a probability of p = 0.2.
The number of atoms used in each of these lattices is
given in Table. II. The resulting film is equilibrated in
a molecular dynamics simulation in which two separate
thermostats are used. All substrate atoms are coupled
to a thermostat that is set to the final target tempera-
ture of the system. The mobile A and B atoms, however,
are coupled to a second thermostat that is initially set
to T ∗ = 0.9, a high temperature for the Kob-Andersen
LJ mixture. During the initial stage of the MD simula-
tion that is performed for 105 MD steps, the binary LJ
crystal melts to become a ’hot‘ liquid film. The target
temperature of the second thermostat is then gradually
decreased to the final target temperature at a rate of
10−6/MD step. Eventually, the system is equilibrated
for 1.5× 106 MD steps with both thermostats set to the
final target temperature of the system. As will become
apparent in Section III B, the initial melting and the fi-
nal equilibration times are orders of magnitude greater
than the largest structural relaxation times in all systems
simulated in this work. The final configurations obtained
from the procedure described above are used for produc-
tion runs that are performed in the NV T ensemble at the
final target temperature. We use an in-house C++ com-
puter program that links against the LAMMPS static
library to calculate the profiles of thermodynamic and
kinetic properties on-the-fly. We sample each trajectory
every m MD steps where m depends on temperature and
is larger for lower temperatures. The numerical proce-
dures used for calculating these profiles are presented in
the following section.
4C. Translational Anisotropy and Profiles of
Structural and Dynamical Properties
1. Thermodynamic Properties
In order to study the position dependence of thermo-
dynamic properties, the liquid film is partitioned into
slices that are each σAA/20 thick, and simple time av-
erages of the corresponding properties are calculated in
each slice. For instance, the density profile of atoms of
type α = A,B is given by:
ρα(z) =
1
S‖
〈
Nα∑
i=1
δ(zα,i − z)
〉
(2)
where S‖ = 648 3
√
2σ2AA is the cross-sectional surface area
of each slice. To determine the potential energy profile,
an energy is assigned to each atom by equally splitting
the energy contribution of each pair between the two par-
ticipating atoms. The potential energy profile is thus
given by:
Uα(z) =
〈∑Nα
i=1 Uα,iδ(zα,i − z)
〉
〈∑Nα
i=1 δ(zα,i − z)
〉 (3)
Uα(z) is a measure of the average potential energy of α-
type atoms residing in a slice that contain z. In order to
calculate stress profiles, we use the virial equation [78]:
Sλν(z) = − 1
S‖
〈
N∑
i=1
δ(z − zi)
(
pλi p
ν
i
mi
+
1
2
N∑
j( 6=i)=1
rλijFνij(rij)
)〉
(4)
where λ, ν = x, y, z, N is the total number of atoms in the
system, ri and pi are the position and the momentum of
the ith atom, rij = ri− rj and Fij(·) is the force exerted
by the jth atom on the ith atom. Note that Sxx(z) =
Syy(z) 6= Szz(z) due to lack of translational isotropy in
the system. In order to make this distinction, we will
refer to the xx and yy components of the stress tensor as
the lateral stress and to its zz component as the normal
stress. The notion of normal stress here should not be
confused with the well-known notion of normal stress in
hydrodynamics that is typically used against shear stress.
Another structural property that was calculated in this
study is the lateral radial distribution function, which is
the radial average of the pair distribution function:
gαβ(r
‖, z) =〈
Nα∑
i=1
Nβ∑
j=1
δ
(
r
‖
α,i − r‖β,j − r‖
)
D(zα,i, zβ,j , z)
〉
ρα(z)ρβ(z)
(5)
where r‖ ≡ (x, y) ∈ R2 is the lateral projection of r ∈ R3
onto the xy plane and D(z1, z2, z) = δ(z1 − z)δ(z2 − z).
TABLE II: The dimensions of the fcc lattice and the total
number of different types of atoms in the initial configuration
used for system preparation.
Type nx ny nz N
A+B 18 18 10 12 960
C 18 18 3.5 4 536
D 18 18 3 3 888
We use the MD-based FIRE algorithm [79] to perform
energy minimization on all configurations sampled by our
in-house program. This algorithm enables us to perform
energy minimization despite having an interatomic po-
tential that has a discontinuity in its first derivative. We
then obtain the profile of potential energies in the inher-
ent structure (IS) using the following equation:
UIS,α(z) =
〈∑Nα
i=1 UIS,α,iδ(z
0
α,i − z)
〉
〈∑Nα
i=1 δ(z
0
α,i − z)
〉 (6)
with z0α,i the z coordinate of particle i (of type α) prior
to energy minimization.
2. Kinetic Properties
There are rigorous expressions that relate kinetic prop-
erties, such as transport coefficients, of a closed system to
mechanical observables of its microstates. The most well-
known approach– known as the ’Green-Kubo‘ approach–
relates transport coefficients to integrals of time autocor-
relations of microscopic currents [80, 81]. A second ap-
proach developed by Helfand [82] expresses transport co-
efficients in Einstein-like equations in terms of moments
that are time integrals of microscopic currents [83]. But
no rigorous equivalent expression exists for open systems
since both these approaches rely on autocorrelations that
are not trivial to define when particles can move in and
out of a control volume. This is particularly problem-
atic in studying dynamical heterogeneities in confined
systems– including the liquid films studied in this work–
since the compartments obtained from partitioning the
confined systems (such as the cuboidal slices defined in
Section II C 1) are open systems that exchange particles
with their neighboring compartments.
This lack of a rigorous formalism for computing trans-
port coefficients in open systems is a limitation that
affects all computational studies of confined systems.
Although several authors have attempted to develop
novel problem-specific rigorous algorithms for computing
position-dependent transport coefficients [84, 85], most
have resorted to phenomenological approaches that are
based on the existing expressions for closed systems. We
describe the existing phenomenological approaches in the
context of computing lateral diffusivities in systems that
5are anisotropic in one dimension only, like the liquid films
studied in this work. The problem of anisotropic diffu-
sion is described by the Smoluchowski equation [86]:{
∂
∂t
−∇
[
e−βf(r)D(r) · ∇eβf(r)
]}
p(r, t|r0, t0) = 0
(7)
where p(r, t|r0, t0) is the conditional probability of ob-
serving a particle at position r at time t if it was lo-
cated at r0 at time t0, D(r) is the diffusivity tensor,
a symmetric positive-definite matrix, and f(r) is the
potential of mean force (PMF) and is related to ψ(r)
the density profile of the corresponding component by
ψ(r) = exp[−βf(r)]. For a closed uniform system ψ(r)
is constant and Dij(r) ≡ Dδij is isotropic. Eq. (7) can
therefore be solved analytically to obtain [87]:
p(r, t|r0, t0) = 1
[4piD(t− t0)]d/2
exp
[
− ||r− r0||
2
4D(t− t0)
]
(8)
where d is the dimensionality of the system. Ensemble
average of ||r(t)−r(0)||2 can therefore be calculated from
Eq. (8) to obtain the widely known Einstein formula:
D = lim
t→∞
〈||r(t)− r(0)||2〉
2dt
(9)
Another dynamical quantity that can be obtained from
p(r, t|r0, t0) is the structural relaxation time that is cal-
culated from the decay of the self-intermediate scattering
function:
Fs(q, t) =
〈
1
N
N∑
i=1
exp[iq|r(t)− r0|]
〉
(10)
which is the Fourier transform of p(r, t|0, 0). The de-
cay characteristics of Fs(q, t) is a strong function of tem-
perature and closely mirrors the convergence of mean-
square displacement to the diffusive regime. Also, the
exact rate of decay depends on q and is typically largest
for q = qmax, the wavevector corresponding to the first
peak of the structure factor S(q). Structural relax-
ation times are typically obtained by finding the root
of Fs(qmax, τ) = c with c, being a constant that should
be chosen so that it falls into the alpha relaxation region.
For three-dimensional systems c is generally chosen to be
1/e.
In confined systems that are anisotropic along the z di-
rection however, D(z) is no longer isotropic and has two
distinct elements instead: D‖(z) = Dxx(z) = Dyy(z) or
the lateral diffusivity and D⊥(z) = Dzz(z) or the normal
diffusivity. The z dependence of both these diffusivities
turns Eq. (8) into a coupled partial differential equation
that cannot be solved via conventional techniques such
as separation of variables even though ψ(z) can be accu-
rately determined from a molecular simulation. Several
closed-form analytical solutions of Eq. (8) have been re-
ported by making certain a priori assumptions about the
mathematical form of D(z) [88]. But since D‖(z) and
D⊥(z) are not a priori known, it is only possible to ob-
tain a numerical solution that relates position-dependent
diffusivities and the observed p(r‖, z, t|0, z0, t0) in a self-
consistent manner. In order to avoid this tedious path,
different authors have taken different phenomenological
approaches for calculating D‖ profiles. In all of these
approaches, the simulation domain is divided into slices,
and an ad hoc mean-squared displacement, φ(z, t), is de-
fined for every slice, which, alongside Eq. (9), is used to
determine lateral diffusivities in each slice.
A common phenomenological approach used by many
authors [25, 27] is to apply the virtual absorbing bound-
ary conditions at the boundaries of each slice. In this
approach, the entities that leave and re-enter a slice dur-
ing a time window do not contribute to the mean-square
displacement of that time window since they might spend
time in slices with diffusivities different from that of the
slice of interest. Therefore φ(z, t) is defined as:
φ(z, t) =
〈
|r‖(t)− r‖(0)|2
〉
|z(τ)−z|<∆z2 ,0≤τ≤t
(11)
with ∆z being the thickness of the slice. This approach is
numerically costly since the fraction of particles that do
not leave their initial slice during a time interval t will de-
crease with t. As a result, it is far more difficult to gather
quality statistics in the long-term diffusive regime of the
mean-squared displacement. Another problem with this
approach is the sensitivity of the computed relaxation
times and diffusivities to the slice thickness due to unac-
ceptable biasing in favor of less mobile particles that are
more likely to remain inside a thinner slice. Consider-
ing these limitations, some authors have used alternative
phenomenological approaches. One possibility is to de-
fine φ(z, t) based on the position of the particle at the
beginning of the time window [23, 26]:
φ(z, t) =
〈
|r‖(t)− r‖(0)|2δ[z(0)− z]
〉
(12)
A second possibility is to include in φ(z, t) only the
particles that are present in the slice both in the beginning
and at the end of the time window [24]:
φ(z, t) =
〈
|r‖(t)− r‖(0)|2D(z(0), z(t), z)
〉
(13)
And finally, a third possibility is to assign the contribu-
tion of every particle to the φ(z, t) that corresponds to its
average normal position z¯(t) = (1/t)
∫ t
0
z(τ)dτ through-
out the time window t [19]:
φ(z, t) =
〈
|r‖(t)− r‖(0)|2δ[z¯(t)− z]
〉
(14)
Although arguments can be raised for and against any
of these approaches, there is no solid theoretical reason
for preferring any one of them over others. In this work,
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FIG. 2: Total mean-squared displacements computed for a
film with S = 0.3 at T
∗ = 0.9. The super diffusive regime at
t ≈ 103 is due to the inter-slice mixing of particles.
we adopt the approach expressed in Eq. (13) due to its
computational simplicity and its robustness to changes in
the slice thickness. Also, by only allowing the particles
that are present in the same slice both at the beginning
and at the end of a time window to contribute to φ(z, t),
we avoid the unphysical biasing towards particles that
persistently move away from their initial slices towards
regions of different diffusivities.
Another difficulty in calculating position-dependent
diffusivities is the inter-slice mixing that occurs at very
large time windows. This leads to an apparent super-
diffusive regime in the ad hoc φ(z, t) at large values of
t since at larger time windows, the particles are more
likely to take a round-trip to slices that are far away
from their slice of origin (Fig. 2). As a consequence,
D‖(z)’s cannot be computed from the asymptotic be-
havior of φ(z, t) and should instead be estimated from
the diffusive regime that precedes the mixing-initiated
super-diffusive regime. In Fig. 2 for instance, this will
correspond to 100 ≤ t ≤ 102.
Using the same convention introduced above, a similar
slice scattering function can be defined as follows:
Fs(q, z, t) =
1
N
〈
N∑
i=1
exp
{
iq|∆r‖(t)|
}
D(z(t), z(0), z)
〉
(15)
As previously observed in molecular simulations of two-
dimensional systems [89], self-intermediate scattering
functions can take lower values during the caging regime
in two-dimensional systems than in three-dimensional
systems. Therefore the cutoff value for defining relax-
ation times needs to be smaller in two-dimensional sys-
tems, including for Fs(q, z, t)’s calculated in this work.
We will therefore use a value of c = 0.2, which always
falls in the alpha relation region for all scattering func-
tions calculated in this work.
Another ambiguity that arises in computing structural
relaxation times in confined systems is the sensitivity of
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FIG. 3: The sensitivity of τ‖(z) to the particular choice of
q. The lateral relaxation times are computed at two values
of q for a film with S = 0.3 and T
∗ = 0.9. Although the
precise value of τ‖(z) depends on q, the observed trend is
independent of the particular choice of q.
the calculated relaxation time profiles to the particular
value of q as the rate of decay in Fs(q, z, t) depends on
q. Since significant structural variations are possible in a
confined system e.g. due to density and composition os-
cillations, the position of the first peak of S(q, z) can be a
strong function of z. However, using different wavenum-
bers for different regions of space can make comparing
the computed relaxation times nontrivial. As a matter
of consistency, we use a single q∗ value (q∗ = 7.251σ−1AA)
for all our calculations, and we confirm the robustness
of computed relaxation time profiles by computing lat-
eral diffusivities that are independent of the choice of q∗.
We also confirm that relaxation time profiles are quali-
tatively insensitive to the particular choice of q∗ and the
observed trends are preserved if different values of q∗ are
used even though the exact numerical values of τ‖ will
change (Fig. 3).
Due to the constraint imposed in Eqs. (13) and (15),
only a fraction of trajectories contribute to φ(z, t) and
Fs(q, z, t) calculations. As a result, it is more diffi-
cult to obtain quality statistics in computing these au-
tocorrelation functions. We therefore use thicker slices
(∆z = σAA/4) for computing profiles of dynamical quan-
tities.
III. RESULTS AND DISCUSSION
A. Thermodynamic Properties
Figs. 4 depicts density profiles computed for several
values of T ∗ and S . We observe that the liquid is al-
ways stratified in the vicinity of the substrate, although
the extent of stratification, i.e the number and the am-
plitude of density waves, increases by increasing S or by
decreasing the temperature. The oscillations in density
are both observed for the total density profile (shown in
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black) as well as the density profiles of individual com-
ponents (shown in red and green). The emergence of lay-
ering in the vicinity of a substrate has been previously
observed in a wide variety of other confined systems such
as slit pores [17] and molecular thin films [29] and can
be attributed to non-random ordering of mobile atoms
of the liquid in the close vicinity of immobile atoms of
the substrate. These density waves can therefore be con-
ceptually thought of as (unnormalized) substrate-liquid
radial distribution functions that are frozen due to the
freezing of the atoms in the substrate.
The oscillatory density profile of the liquid near the
substrate might or might not be accompanied by crys-
talline order. These two can be distinguished by in-
specting the lateral radial distributions computed from
Eq. (5). In a slice that is laterally amorphous, gαβ(r, z)
converges to unity as r →∞ with decaying fluctuations,
while in a slice with lateral crystalline order, the fluctu-
ations of gαβ(r, z) persist over arbitrarily long distances.
In order to quantify these two distinct behaviors, we com-
pute the following function for every slice:
fαβ(rc, z; ν) =
∫ rc
0
H
(∣∣gαβ(r, z)− 1∣∣− ν)dr (16)
with H(x) =
∫ x
−∞ δ(ξ)dξ, the Heaviside function. For
amorphous slices, fαβ(rc, z; ν) will be independent of rc
for sufficiently large values of rc since the amplitude of
deviations from unity will be smaller than ν > 0 when r is
large enough. For crystalline slices, however, fαβ(rc, z; ν)
will grow with rc indefinitely since the characteristic am-
plitude of deviations from unity will be always larger than
a sufficiently small ν > 0. We thus define the crystalline
region as the part of the film where f(rc, z; ν) changes
with rc. This procedure is depicted in Fig. 5, where
f(rc, z; 0.05) vs. z is given for a few different values of
rc in the simulation conducted at T
∗ = 0.6 and S = 1.0.
Since there is no noticeable dependence of f(rc, z; ν) on rc
for z ≥ ζ = 3.2σAA, we define the region z/σAA ∈ [0, 3.2]
as the crystalline region of the film. We use the same
procedure for determining the widths of crystalline re-
gions (ζ) at other values of T ∗ and S , and show those
regions in shaded light blue in Figs. 4, 9, 10, 11 and 12.
Similar values are obtained for ζ if gAA(r, z) or gBB(r, z)
are used instead of gtotal(r, z). As can be vividly seen in
Fig. 4, the width of the crystalline region is always sig-
nificantly smaller than the width of the stratified region,
which shows that crystallinity is not a necessary condi-
tion for layering in the vicinity of a substrate. Also the
width of the crystalline region increases by decreasing the
temperature or by increasing S .
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FIG. 6: Normal stress profiles for selected values of S and
temperature.
In order to understand the origin of these density os-
cillations, we inspect the normal stress profiles computed
from Eq. (4) and depicted in Fig. 6. The normal stress
profiles are oscillatory for all the temperatures and S ’s
studied in this work, with the depth and amplitude of
oscillations increasing upon an increase in S or 1/T .
(As discussed in Section III B and depicted in Fig. 14,
a similar behavior is observed for oscillations in lateral
stress.) Stress oscillations can be relatively strong in the
crystalline regions of the films, a behavior expected con-
sidering the anisotropic nature of crystals. In amorphous
regions of the films however, a direct correlation is ob-
served between density and normal stress, with peaks and
valleys of ρ(z) closely following the peaks and valleys of
Szz(z) (Fig. 7). This is consistent with the behavior of a
mechanically stable fluid that becomes denser upon com-
pression. At higher values of normal stress, that can be
thought as the pressure in the z direction, we expect an
increase in ρ(z), the marginal– or plane-averaged– den-
sity in the z direction. Note that this correlation does not
hold in the crystalline region (e.g. Fig. 7b), since crystals
react to stress in nontrivial ways.
Fig. 8 depicts the mole fraction of B, xB = ρB/(ρA +
ρB), as a function of distance from the substrate. We
observe that the B particles tend to avoid both the
liquid-vapor and the liquid solid interfaces. In sys-
tems with attractive interactions, the formation– and the
maintenance– of a free interface would involve an ener-
getic cost arising from the loss of half the nearest neigh-
bor interactions for the particles at the interface. As
can be clearly seen in potential energy profiles depicted
in Fig. 9, the average energy of both particle types in-
creases in the vicinity of the vapor-liquid interface, which
is an indication of this energetic loss. But this energetic
loss is not sufficient for explaining composition differences
in multicomponent systems as different composition pro-
files can give rise to different overall mixing entropies.
As shown in detail in Appendix A, an A-rich interfacial
region– and thus a B-rich bulk region– will lead to an
overall increase in the mixing entropy, which can offset
the energetic loss at the interface.
Due to the presence of attractive A–C and B–C interac-
tions, the energetic cost of maintaining a liquid/substrate
interface is smaller, and can be close to non-existent for
strongly attractive ’sticky‘ substrates (e.g. S = 1.0).
Indeed the average potential energies of both A and
B atoms increase in the vicinity of ’loose‘ substrates
(i.e. substrates with S = 0.3 and 0.5), but not to the
level of the atoms in the free interface. As a result, we
observe an A-rich region in the immediate vicinity of the
substrate in all our simulations. However, the mole frac-
tion of B atoms in the interfacial region increases by in-
creasing S . This is because the energetic loss is smaller
for substrates that are more sticky.
Like the profiles of total density, composition profiles
are oscillatory near the substrate and xB undergoes large
fluctuations before converging to its bulk value. Also
the amplitudes and the number of composition waves are
larger at lower temperatures and larger S ’s. For sticky
substrates (S = 1.0) and low temperatures (T
∗ ≤ 0.7),
the crystalline region in the vicinity of the substrate is
phase-separated into crystalline sheets of A atoms fol-
lowed by crystalline sheets of B atoms (Top panel of
Fig. 8).
Fig. 9 depicts the potential energy profiles calculated
from Eq. (6) for different values of T ∗ and S . Unlike den-
sities, compositions and lateral and normal stresses that
always undergo significant oscillations near the substrate,
potential energies tend to increase monotonically in the
vicinity of loose substrates, i.e. for S = 0.3, and only os-
cillate near sticky substrates (S = 1.0). For moderately
attracting substrates (S = 0.5), two distinct regimes are
observed at different temperatures. At higher temper-
atures (T ∗ ≥ 0.8), potential energy profiles are mono-
tonic and are like the ones observed for S = 0.3. For
lower temperatures, however, they are more oscillatory
near the substrate, like the ones observed for sticky sub-
strates. The emergence of oscillatory potential energy
profiles can be attributed to the strong ordering induced
by these sticky substrates, something that also manifests
itself in stronger oscillations in density, stress and compo-
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FIG. 8: The mole fraction of B vs. distance from the substrate
for several values of temperature and S .
sition profiles. This effect is much weaker in the vicinity
of looser substrates, giving rise to more monotonic po-
tential energy profiles.
Fig. 10 depicts Uα(z)−UIS,α(z) for different values of
T ∗ and S . This quantity– that we call the dive profile– is
the average energy that particles of type α residing at z,
lose as a result of energy minimization, and is a measure
of the efficiency with which particles of a certain region
can explore the potential energy landscape. We observe
larger values of Uα(z) − UIS,α(z) in the vicinity of the
vapor-liquid interface, which corresponds to more effi-
cient sampling of the potential energy landscape by these
particles. This has also been observed in computational
studies of free-standing thin films of the Kob-Andersen
LJ mixture [27]. A similar maximum is observed in the
subsurface region neighboring loose substrates. In the
vicinity of sticky substrates, however, the potential en-
ergy landscape is more heavily affected by the presence
of the substrate, and the particles are more restricted in
sampling and exploring that oscillatory landscape. Simi-
lar to potential energy profiles, dive profiles are also very
oscillatory in the vicinity of sticky substrates, which is
also a consequence of strong substrate-induced ordering
in those regions. Another interesting observation is the
gradual mild decline of Uα(z)−UIS,α(z) across the films
that are in the vicinity of sticky substrates. This shows
that the ordering effect of a strongly attractive substrate
extends far beyond the solid/liquid subsurface region.
This ’deep‘ ordering induced by sticky walls also man-
ifests itself in stronger stratification in the liquid film.
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B. Kinetic Properties
We compute position-dependent structural relaxation
times and lateral diffusivities using the convention in-
troduced in Section II C 2. The results are depicted in
Figs. 11 and 12 respectively. We observe a region of
accelerated dynamics close to the free interface, charac-
terized by large diffusivities and small relaxation times.
This is consistent with earlier experimental and compu-
tational studies of thin films [12, 13, 27]. Also, B atoms
typically have larger diffusivities and smaller relaxation
times, a fact that can be attributed to their relatively
smaller size (σBB) that helps them move past other par-
ticles more easily than the bulkier A particles.
The dynamics in the solid-liquid interfacial region is
more interesting. In the immediate vicinity of the sub-
strate, dynamics is slower than in the bulk for all values of
T and S . This is a direct consequence of crystalline order
in those regions, and leads to larger relaxation times and
smaller diffusivities in the shaded blue regions of Figs. 11
and 12. In highly-ordered crystalline regions of the film,
structural relaxations can be too slow to be accessible on
the time scales of our simulations. This explains the ab-
sence of symbols for some values of z in Figs. 11 and 12,
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since unlike thermodynamic properties that can be com-
puted with arbitrary accuracy for all values of z, dynam-
ical properties cannot be computed for the values of z at
which structural relaxation is prohibitively slow.
Unlike the crystalline regions that always have slower
dynamics than the bulk, we observe two distinct dynam-
ical regimes for the amorphous regions that appear im-
mediately after those crystalline regions. For loose sub-
strates, i.e. S = 0.3, the dynamics is accelerated in the
amorphous region close to the substrate. This leads to
a local minimum for τ‖(z)– and a local maximum for
D‖(z)– since the dynamics slows down again in the crys-
talline region of the film. The extent of dynamic acceler-
ation in the vicinity of the substrate is appreciable, and
τ
‖
min, the local minimum of the relaxation time, can be
2− 3 times smaller than τ‖bulk, the bulk relaxation time.
Fig. 13 shows τ
‖
min and τ
‖
bulk vs. 1/T , with the bulk
relaxation time defined as τ
‖
bulk = (1/5)
∫ 10
5
τ‖(z¯)dz¯ with
z¯ := z/σAA. Both τ
‖
min and τ
‖
bulk have an Arrhenius-
type dependence on temperature. Indeed the deviations
from Arrhenius behavior are only significant around the
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FIG. 14: Lateral stress profiles for several values of S and
temperature.
mode coupling temperature, which is T ∗c = 0.435 for the
Kob-Andersen LJ mixture at a reduced number density
of 1.20 [71], For the thin films studied here, Tc might
be slightly different at different parts of the film due to
fluctuations in density and composition. However, such
differences are usually very small, and the lowest tem-
perature studied in this work, T ∗ = 0.6, will always be
much higher than T ∗c . The substrate-induced dynami-
cal acceleration becomes stronger as the temperature de-
creases, which is apparent in the larger slope of the bulk
relaxation times in Fig. 13. Also, the dynamical land-
scape becomes more oscillatory at lower temperatures,
with the appearance of further maxima and minima in
the relaxation time and diffusivity profiles.
We observe the completely opposite behavior in the
vicinity of sticky substrates, i.e. for S = 1.0, where both
the structural relaxation and diffusion are slower in the
amorphous region close to the substrate. This dynamical
deceleration becomes more pronounced at lower temper-
atures, and the rate of structural relaxation can decrease
by several orders of magnitude, as can be seen in the top
panel of Figs. 11 and 12. Also the dynamical landscape
of the film is highly oscillatory, with diffusivity and relax-
ation time profiles showing several maxima and minima
across the film.
For S = 0.5, namely a moderately attractive sub-
strate, the qualitative features of the observed dynam-
ical regime depend on temperature. At higher tempera-
tures, the dynamics is accelerated in the amorphous re-
gion close to the substrate, similar to the behavior ob-
served for S = 0.3. However, the magnitude of this dy-
namical acceleration is smaller. At T ∗ = 0.9 for instance,
τ
‖
bulk/τ
‖
min ≈ 1.52 which is smaller than 2.01, the value
observed for S = 0.3 at the same temperature. Upon
decreasing temperature, this dynamical acceleration be-
comes weaker and weaker, until a cross-over occurs at
T ∗ ≈ 0.7 where a shift to the substrate-induced deceler-
ated dynamics is observed.
These two distinct dynamical regimes can be ex-
plained by inspecting the lateral stress profiles depicted
in Fig. 14. Like the normal stress that is a pressure in the
z direction, lateral stress is a pressure in the xy plane.
In simple fluids, dynamics become slower at higher pres-
sures. It is therefore natural to expect that higher lateral
stress will also lead to slower lateral dynamics. As can
be seen in Fig. 15, oscillations of dynamical properties
closely follow the oscillations in lateral stress. The dy-
namical acceleration in the vicinity of weakly attractive
substrates can therefore be attributed to tensile lateral
stress in those regions, while in the vicinity of strongly
attractive substrates, the lateral stress is typically com-
pressive, which leads to a slowdown in dynamics. The
temperature dependence of these two dynamical regimes
can also be explained by inspecting the lateral stress pro-
files. As temperature deccreases, the magnitude of tensile
or compressive lateral stress becomes larger. As a con-
sequence, the acceleration or deceleration of dynamics
(with respect the bulk) becomes stronger as well.
Unlike the oscillations in thermodynamic properties
that can extend deep into the bulk region of the film, dy-
namical properties tend to converge much more quickly
to their bulk values. As a result, bulk relaxation times
can be readily calculated for all the films studied in this
work. For S = 0.3 and S = 0.5, relaxation times con-
verge to the bulk value relatively quickly. We therefore
define the bulk relaxation time as the average relaxation
time for 5 ≤ z/σAA ≤ 10. For S = 1.0 however,
this convergence is slower and occurs at a further dis-
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FIG. 16: Temperature dependence of bulk relaxation times. Panels (a) and (b) correspond to the A (◦) and B () particles
respectively while panel (c) gives the total () bulk relaxation times.
tance from the substrate. We therefore use the range
6 ≤ z/σAA ≤ 10 for this calculation. Fig. 16 depicts
the temperature dependence of τ
‖
bulk. The temperature
dependence is satisfactorily described by the Arrhenius
relationship, which is not surprising considering the rel-
atively high temperatures studied in this work.
IV. CONCLUSIONS
In this work, we find that a substrate can induce large
oscillations in a wide range of thermodynamic and dy-
namical properties across a film. Properties such as den-
sity, composition, and stress can undergo large oscilla-
tions near a substrate. We explain the emergence of den-
sity waves by establishing a correlation between density
oscillations and normal stress oscillations. This is in line
with our intuition that mechanically stable fluids become
denser in the presence of compressive normal stress. We
also propose a simple thermodynamic model to explain
the preference of B atoms to avoid interfacial regions.
Unlike densities, compositions, and stresses, we observe
potential energy profiles to oscillate only in the vicinity
of sticky substrates.
We investigate dynamical anisotropies of the film by
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FIG. 17: The schematic phase diagram of the thin film sys-
tem. Two distinct regimes are depicted in blue and red re-
spectively. For the state points depicted in blue, dynamics
is decelerated near the substrate, and the potential energy
profiles are oscillatory. For the state points depicted in red
however, the dynamics is accelerated in the amorphous region
near the substrate and the potential energy profile is mono-
tonic. The subsurface region explores the potential energy
landscape more efficiently in the state points depicted in red.
computing position-dependent diffusivities and relax-
ation times and discover two distinct dynamical regimes
in the vicinity of the substrate. For sticky substrates
and/or low temperatures, structural relaxation is de-
celerated in the solid-liquid interfacial region, a behav-
ior that is in accordance with our intuition that a sub-
strate will lead to dynamical deceleration. For loose sub-
strates and/or high temperatures, however, we observe a
counter-intuitive acceleration of dynamics in the amor-
phous liquid near the substrate. We explain both these
regimes by studying lateral stress profiles across the film
and establish a strong correlation between the oscillations
in lateral stress and the oscillations in the corresponding
kinetic properties.
Consequently, two distinct qualitative behaviors are
observed for energetics and dynamics in the vicinity of
attractive substrates that are summarized in Fig. 17.
Looser substrates are characterized by faster dynamics,
a monotonic increase in potential energy, and a more ef-
ficient exploration of the potential energy landscape in
subsurfaces of solid-liquid interfaces. In this context, the
behavior of the solid-liquid subsurface is very similar to
that of the vapor-liquid subsurface observed in earlier
computational studies of free-standing thin films [27].
Near sticky substrates however, we observe the com-
pletely opposite regime, characterized by strong order-
ing, slower dynamics, and an oscillatory potential en-
ergy landscape in the solid-liquid subsurface region. For
moderately interacting substrates, both these regimes are
possible depending on temperature. These findings are
very important in the context of vapor-deposited stable
glasses discussed in Section I, since it has been argued
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FIG. 18: The bulk, interfacial, and total free energy of the
two-state model presented in Appndix A. The dashed line
in the top panel corresponds to the loci of global minima of
Atotal/AA.
in the original publication of Swallen et al (Ref. [42])
that accelerated dynamics in the vapor-liquid subsurface
can lead to more efficient exploration of the potential en-
ergy landscape, and the formation of ultrastable glasses.
Our findings suggest that similar dynamical acceleration
can also occur in a solid-liquid interface. This dynami-
cal acceleration can be employed to develop alternative
procedures for making stable glasses in cases when the
vapor-deposition process is not practical, e.g. due to
possible chemical reactions in the gas phase, or for safety
reasons. It can also guide experimental efforts in iden-
tifying or designing better substrates for the deposition
process.
For all the films studied in this work, the computed
structural relaxation times are typically higher in the
crystalline regions than in the bulk. Nevertheless, there
is a difference between the crystals observed in this work
and bulk crystals in terms of dynamical behavior since
there is always an interfacial region that separates the
crystalline region and the bulk liquid. In that bound-
ary region, dynamics is faster than the bulk crystal while
being slower than the bulk liquid.
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In glass-forming liquids, the temperature dependence
of dynamical properties, such as relaxation times and
transport coefficients, can deviate significantly from the
generic Arrhenius behavior [44]. This non-Arrhenius be-
havior has been studied and well documented for the bulk
Kob-Andersen LJ system [90]. We do not observe this
fragility in the temperature dependence of bulk relax-
ation times calculated due to the relatively high temper-
atures considered in this work, although we expect the
fragility to arise in films that have lower temperatures.
In order to understand the effect of a substrate on the
fragility of a liquid film, further simulations on a wider
range of temperatures are necessary so that more rigor-
ous analysis can be performed using correlations such as
the Vogel-Fulcher-Tammann (VFT) law [91]. We believe
that this could be an interesting topic for future studies.
Thanks to the large system sizes studied in this work,
a bulk region develops between the two interfaces. This
allows us to study the effect of these two interfaces in-
dependently. Therefore, we do not expect our findings
to be altered if thicker films are studied. A topic of in-
terest that could be the subject of further studies is to
simulate ultra-thin films in which there is an overlap be-
tween the two interfacial regions, and to understand how
these interfacial regions affect the structural and dynam-
ical features of the corresponding subsurface regions.
We confine ourselves to atomic films that are in the
vicinity of rough substrates, i.e. substrates made of ex-
plicit atoms that are of comparable size to the liquid
atoms, and that are arranged in an fcc lattice. Other
alternatives that have been used in earlier studies of con-
fined systems are the smooth implicit substrates such as
the LJ 9-3 substrate [92] or the LJ 10-4 substrate [17],
or rough amorphous substrates [45]. As has been shown
in earlier studies of slit pores, the qualitative behavior
of the fluid is not very sensitive to structural details of
the substrate and is instead a function of the nature of
interactions (e.g. hard, repulsive, attractive) between the
liquid atoms and the substrate [17, 93]. We therefore be-
lieve that our key findings will not change if a different
type of substrate, or a different facet of the fcc crystal,
is used.
As discussed in several publications [78, 94–97], an am-
biguity exists in the definition of the position-dependent
stress tensor in inhomogeneous systems. In thin films
studied in this work, however, all thermodynamic and
kinetic properties, including the stress tensor, are func-
tions of z only, and, as shown in Appendix B, all compo-
nents of the undetermined stress tensor are not functions
of z. Since we are not concerned about the precise values
of the stress tensor, and instead, focus on its oscillations
across the film, none of our results will be affected by this
ambiguity.
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Appendix A: A Simple Thermodynamic Model to
Understand why B Atoms Tend to Avoid the
Interfacial Regions
In order to understand why an A-rich interface will
be more stable, we construct a simple thermodynamic
model that is based on a mean-field approximation. We
partition the film into two non-interacting regions that
are internally well-mixed and that can freely exchange
particles between each other. We also employ a ’pseudo-
lattice approach‘ and only consider the contributions of
nearest-neighbor pairs to the internal energy of the sys-
tem. With these simple assumptions, the free energy of
the system can be expressed as:
Atotal = fiAi + (1− fi)Ab (A1)
Ai =
z
4
[
3
2x
2
B,i − xB,i − 1
]
+T ∗ [xB,i log xB,i + (1− xB,i) log(1− xB,i)]
(A2)
Ab =
z
2
[
3
2x
2
B,b − xB,b − 1
]
+T ∗ [xB,b log xB,b + (1− xB,b) log(1− xB,b)]
(A3)
where fi is the fraction of particles that reside in the in-
terfacial region, xB,b and xB,i are the mole fractions of
B in the bulk and in the interfacial region, and z is the
average coordination number. The additional 12 factor in
Eq. (A2) is to account for the nearest-neighbor interac-
tions lost in the interface. By taking fi =
1
8 and z = 12
and by noting that fixB,i + (1 − fi)xB,b = xB,total = 15 ,
we obtain Atotal, Ab and Ai vs. xB,i for different temper-
atures. As can be seen in Fig. 18, the total free energy of
this model is minimized if xB,i < xB,total. Increasing the
fraction of B particles in the bulk region is both energeti-
cally and entropically favorable, however this favorability
is offset by an increase in the energy and decrease in the
entropy of the interfacial region. The interplay between
these two competing effects leads to an interfacial region
that has a smaller fraction of B atoms than the bulk,
something that had been observed in earlier studies of
free-standing thin films as well [27].
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Appendix B: Ambiguity in the Definition of the
Stress Tensor
As mentioned in Ref. [78], the stress tensor given by
Eq. (4) is ambiguous upon the addition of a symmetrized
divergenceless traceless tensor T . In thin films considered
in this work, T is a function of z only and ∂T /∂x =
∂T /∂y = 0. Therefore, ∇ · T = 0 implies that:
[∇ · T ]x =
∂T xz
∂z
= 0
[∇ · T ]y =
∂T yz
∂z
= 0
[∇ · T ]z =
∂T zz
∂z
= 0
and T is thus a constant traceless tensor since ∂T /∂z =
0. Consequently, the position dependence of the stress
profiles will not be affected by the addition of the con-
stant T tensor, and all the observed oscillations in lateral
and normal stress will be unchanged.
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