Abstract Let (S, Σ, µ) be a complete positive σ-finite measure space and let X be a Banach space. We consider the simultaneous proximinality problem in Lp(S, Σ, X) for 1 p < +∞. We establish some N -simultaneous proximinality results of Lp(S, Σ 0 , Y ) in Lp(S, Σ, X) without the Radon-Nikodým property (RNP) assumptions on the space spanY and its dual spanY * , where Σ 0 is a sub-σ-algebra of Σ and Y a nonempty locally weakly 
Introduction
Let (S, Σ, µ) be a complete positive σ-finite measure space and X a Banach space. Let 1 p ∞ and let L p (S, Σ, X) denote the Banach space of all Bochner p-integrable (essentially bounded for p = ∞) functions defined on S with values in X, endowed with the norm · p defined by
ess sup f (s) , p = ∞, for each f ∈ L p (S, Σ, X).
Let m be a positive integer or m = +∞ and let N (·) be a monotonic norm in the space R m (where R m is a linear space consisting of some real sequences in the case when m = +∞) in the sense that, for each pair of a = (a i ), b = (b i ) ∈ R m , the condition |a i | |b i | for each i = 1, . . . , m implies that N (a) N (b).
⊆ L p (S, Σ, X) satisfying ( f i p ) ∈ R m and G ⊆ L p (S, Σ, X). An element g 0 ∈ G is called a best N -simultaneous approximation to {f i } m i=1 from G if
m i=1 ⊆ L p (S, Σ, X) admits a best N -simultaneous approximation from G. Consider the special case when G := L p (S, Σ, Y ) with Y being a closed subspace of X. The proximinality problem of G in L p (S, Σ, X) (i.e., the case when m = 1) has been studied deeply and extensively, see for example [4-6, 12, 16, 18, 21] . In particular, in the case when (S, Σ, µ) is finite, it was proved in [4] that L 1 (S, Σ, Y ) is proximinal in L 1 (S, Σ, X) if Y is reflexive, and in [5] that L p (S, Σ, Y ) is proximinal in L p (S, Σ, X) if and only if L 1 (S, Σ, Y ) is proximinal in L 1 (S, Σ, X). These results have been extended to the case when (S, Σ, µ) is σ-finite in [16] , where it was proved for a closed separable subspace Y that L p (S, Σ, Y ) is proximinal in L p (S, Σ, X) if and only if Y is proximinal in X, and that the separability assumption of Y cannot been dropped.
In the case when m is a positive integer, Saidi et al. [19] considered first the N -simultaneous proximinality problem of
Under the assumption that (S, Σ, µ) is finite and Y is a reflexive subspace of X, they shown in [19] 
for each 1 p < ∞. Later in 2007, Mendoza and Pakhrou [17] further considered the N -simultaneous proximinality problem of L 1 (S, Σ 0 , X) in L 1 (S, Σ, X), where Σ 0 is a sub-σ-algebra of Σ, and shown that
Recently, Luo et al. [14] tried to extend these proximinality results to the more general case where Y is not necessarily a subspace and (S, Σ, µ) is not necessarily finite. More precisely, assuming that Y is a locally weakly compact closed convex subset of X, they proved in [14 
is finite or Σ 0 = Σ. Thus, Problem 2 is completely solved, while Problem 1 is also solved in the case when (S, Σ, µ) is finite.
Auxiliary lemmas
Recall that (S, Σ, µ) is a complete positive σ-finite measure space and X is a Banach space with norm · . Let 1 p < ∞, Y ⊆ X, and Σ 0 a sub-σ-algebra of Σ. We use
∈ Y for almost all s ∈ S}. For a set A ∈ Σ and a function f ∈ L p (S, Σ, X), we use f | A : A → X and Σ| A := {E ∩ A : E ∈ Σ} to denote the restrictions to A of f and Σ, respectively. Recall that a subset Y of X is locally weakly compact if for each point y ∈ Y there exists δ > 0 such that B(y, δ) ∩ Y is weakly compact, where B(y, δ) denotes the closed ball with center y and radius r. Throughout the rest of this paper, we shall always assume that Y is a locally weakly compact closed convex subset of X such that L p (S, Σ 0 , Y ) is nonempty. Thus, without loss of generality, we may assume that 0 ∈ Y as explained in [14] .
In order to give our main results, we need some lemmas. 
The second lemma is an extension of [19, Corollary 2] , which was proved for the case when Y is a subspace but its proof works for the case when Y is a convex set.
Lemma 2.2. Let g be a best N -simultaneous approximation to
The following lemma was proved in [14, Lemma 2.4].
and let {g n } be a minimizing sequence for best N -simultaneous approximation to
Proof.
and that {g n } is a minimizing sequence for best N -simultaneous approximation to
Let L 1 (µ) be the space of integrable real-valued functions on (S, Σ, µ), i.e., L 1 (µ) = L 1 (S, Σ, R). The last lemma of this section is given in [1, Lemma 2.1.3, p. 54].
Lemma 2.5. Suppose that (S, Σ, µ) is a finite measure space. Let {f m } be a bounded sequence in L 1 (µ). Then there exist a subsequence {f m k } of {f m } and a sequence {A k } of pairwise disjoint measurable sets such that {f m k χ A c k } is uniformly integrable.
Existence results
Recall that Y is a locally weakly compact. It is easy to see that Y ∩ B X is weakly compact, where and in the sequel, B X stands for the closed unit ball of X. By [2, Lemma, p. 160], there exist a reflexive Banach space R and an injective continuous linear operator T : R → X such that
T . Note that the inverse mapping T −1 : T R → R of T exists and is linear (but not necessarily bounded) and note also that x max{1, x } ∈ Y ∩ B X for each x ∈ Y by the assumption made on Y . It follows from (3.1) that
Hence,
Let g ∈ L p (S, Σ 0 , Y ) and let φ g : S → R be the function defined by
It follows that
provided that φ g is Σ 0 -measurable. The following two lemmas play a key role in the present paper.
be a bounded sequence and let {φ gn } be the sequence with each φ gn defined by (3.4) . Suppose that (S, Σ 0 , µ) is a finite measure space and that each φ gn is Σ 0 -measurable. Suppose further that {g n } is uniformly integrable in the case when p = 1. Then there exist g 0 ∈ L p (S, Σ 0 , Y ) and a subsequence of {g n }, denoted by itself, such that g n → g 0 weakly in L p (S, Σ 0 , X) and φ gn → φ g0 weakly in L p (S, Σ 0 , R).
Proof.
Fix n ∈ N. By assumption, φ gn is Σ 0 -measurable. Thus one applies (3.5) (to S, g n , φ gn in place of A, g, φ g ) to conclude that
and {φ gn } is bounded by (3.6) (noting that {g n } is bounded by assumption). Below we prove that
In the case when 1 < p < +∞, (3.8) follows from the reflexivity of L p (S, Σ 0 , R). It remains to consider the case when p = 1. To do this, by Dunford theorem (see [3, Theorem IV.2.1, p. 101]), it suffices to verify the following assertions:
) {φ gn } is uniformly integrable; (3) { A φ gn (s)dµ} is relatively weakly compact in R for each A ∈ Σ 0 . Indeed, Assertion (1) is clear as noted earlier; Assertion (2) follows from (3.5) as {g n } is uniformly integrable by assumption; Assertion (3) holds because R is reflexive and, for each A ∈ Σ 0 , { A φ gn (s)dµ} ⊆ R is bounded (thanks to (3.5)). Thus, Assertion (3.8) is proved, and then there exist a subsequence of {φ gn }, denoted by itself, andφ ∈ L p (S, Σ 0 , R) such that lim n→∞ φ gn =φ weakly. Since H is weaklyweakly continuous by [15, Theorem 2.5.11, p. 214], one has that lim n→∞ g n = lim n→∞ Hφ gn = Hφ weakly. Let g 0 := Hφ. Then g 0 ∈ L p (S, Σ 0 , Y ) by Lemma 2.3, andφ = φ g0 by the definition of φ g0 . The proof is complete.
Let g ∈ L p (S, Σ 0 , Y ) and define the function φ g by (3.4). Then φ g is Σ 0 -measurable. Moreover, the following assertions hold:
(i) If (S, Σ 0 , µ) is a finite measure space, then φ g ∈ L p (S, Σ 0 , R) and Hφ g = g. 
(3.10)
Let g ∈ L p (S, Σ 0 , Y ) and define the function φ g by (3.4). Note that (S, Σ 0 , µ) is σ-finite. Then φ g is Σ 0 -measurable if and only if φ g | A is measurable in the measure space (A, Σ 0 | A , µ) for each A ∈ Σ 0 with µ(A) < +∞. Thus, without loss of generality, we may assume that µ(S) < +∞. Below we verify that φ g is Σ 0 -measurable and that (3.9) holds. To do this, take a sequence {g n } of countably valued measurable functions in L p (S, Σ 0 , Y ) such that lim n→∞ g n (s) − g(s) = 0, µ-almost everywhere uniformly.
(3.11)
Then {g n } is bounded, lim
{g n } is uniformly integrable, and each {φ gn } is Σ 0 -measurable (with countable values). Therefore, Lemma 3.1 is applicable, and there exist g 0 ∈ L p (S, Σ 0 , Y ) and a subsequence of {g n }, denoted by itself, such that g n → g 0 weakly in L p (S, Σ 0 , X) and φ gn → φ g0 weakly in L p (S, Σ 0 , R). Now let ǫ > 0. By (3.12), there is positive integer n 0 such that
Since lim n→∞ φ gn = φ g0 weakly, it follows from the well-known theorem (see [15, Theorem 2.5.16, p. 216]) that there exists a sequence {φ gn } ⊆ co{φ gn : n n 0 }, the convex hull of {φ gn : n n 0 }, such that lim n→∞ φ gn − φ g0 p = 0. This implies that lim n→∞ Hφ gn − Hφ g0 p = 0.
(3.14)
Assume that eachφ gn is of the formφ 
This shows that Hφ g0 = g since ǫ is arbitrary. Hence φ g = φ g0 by definition, and φ g is Σ 0 -measurable. Moreover, Assertion (i) is also proved. To show Assertion (ii), we suppose that Assumption (a) or Assumption (b) holds. We claim that there exists µ > 0 such that
Accepting this, one has S φ g (s) 
y , for each y ∈ Y.
Next, we consider the case of Assumption (b). Since Y is a convex set containing the origin, we may assume that 0 < δ 1. Thus, δ y y ∈ Y ∩ B X for each y ∈ Y \ {0}. This, together with (3.1), implies that (3.17) holds with µ := 1 δ . Therefore, the proof is complete. Our first main result of this paper is as follows.
Theorem 3.3.
Let 1 p < +∞ and let Y be a locally weakly compact closed convex subset of X. Suppose that (S, Σ, µ) is a finite measure space, or that 1 < p < +∞ and one of Assumptions (a) and
Then {g n } is bounded by Lemma 2.4. Thus, by Lemma 2.5 and [17, Lemma 2], we may assume, without loss of generality, that {g n } is uniformly integrable in the case when (S, Σ, µ) is finite. Below we show that {g n } contains a weakly convergent subsequence in L p (S, Σ 0 , X).
(3.18)
Accepting this, Lemma 2.4 is applicable to complete the proof. Note that (3.18) follows trivially from Lemma 3.1 in the case when µ(S) < +∞. We only need to consider the case when 1 < p < +∞ and one of Assumptions (a) and (b) in Lemma 3.2 is satisfied. Thus, we apply Lemma 3.2 to get that {φ gn } is bounded in the reflexive space L p (S, Σ 0 , R); hence {φ gn } is relatively weakly compact. By the reflexivity of L p (S, Σ 0 , R), there exist a subsequence of {φ gn }, denoted by itself, and φ 0 ∈ L p (S, Σ 0 , R) such that lim n→∞ φ gn = φ 0 weakly. This implies that lim n→∞ g n = lim n→∞ Hφ gn = Hφ 0 weakly because H is weakly-weakly continuous by [15, Theorem 2.5.16, p. 216], which completes the proof.
Recall that a Banach space X has the RNP with respect to a finite measure space (S, Σ, µ) if, for each µ-continuous vector measure G : Σ → X of bounded variation, there exists g ∈ L 1 (S, Σ, X) such that G(E) = E gdµ for each E ∈ Σ and that X has the RNP if X has the RNP with respect to each finite measure space. As it is well known, any reflexive Banach space has the RNP; see [3] for more detail. Hence, Problem 1 is partially solved in this case.
(c) We do not know whether the finiteness assumption of (S, Σ, µ) or our assumption on Y in Theorem 3.3 can be dropped.
Theorem 3.5 below shows that, in the special case when Σ 0 = Σ, both the finiteness of (S, Σ, µ) and the assumption made on Y in Theorem 3.3 can be removed, and so Problem 2 is completely solved. Let Y be a locally weakly compact closed convex subset of X and 1 p < +∞. Then By Lemma 2.1, we can choose a sequence {g n } ⊆ L p (S, Σ, Y ) such that, for each n ∈ N andS ∈ Σ, g n |S is a best N -simultaneous approximation to f 
LetS ∈ Σ with µ(S) < +∞ and let g ∈ L p (S, Σ|S, Y ). Then
It follows from (3.19) that lim
This means that {g n |S} is a minimizing sequence of
because g ∈ L p (S, Σ|S, Y ) is arbitrary. It follows from Lemma 2.4 that {g n |S} is bounded. Furthermore, note by Lemma 3.2 that each φ gn|S is Σ|S-measurable and note also that in the case when p = 1, (3.20) implies that {g n |S} is uniformly integrable (because so are {f 1 n } and {f 2 n }). Then Lemma 3.1 is applied to conclude that {g n |S} contains a weakly convergent subsequence in L p (S, Σ|S, X). To complete the proof, we have to construct g 0 ∈ L p (S, Σ, Y ) to satisfy that
To this end, let {S n } be an increasing sequence of measurable sets in Σ satisfying 0 < µ(S n ) < +∞ for each n ∈ N and S = ∞ n=1 S n . Then, thanks to (3.21), one can apply (3.22) (to S 1 in place ofS) and Lemma 2.4 (to S 1 in place of S) to choose a subsequence {g n,1 | S1 } of {g n | S1 } and h 1 ∈ L p (S 1 , Σ| S1 , X) such that lim n→∞ g n,1 | S1 = h 1 weakly in L p (S 1 , Σ| S1 , X) and h 1 is a best N -simultaneous approximation to f 1 | S1 and f 2 | S1 from L p (S 1 , Σ| S1 , Y ). Repeating this process on {g n,1 }, one can find a subsequence {g n,2 } of {g n,1 } and h 2 ∈ L p (S 2 , Σ| S2 , Y ) with the similar properties as {g n,1 } and h 1 have, i.e., lim n→∞ g n,2 | S2 = h 2 weakly in L p (S 2 , Σ| S2 , X) and h 2 is a best N -simultaneous approximation to
where q satisfies the relation 1 p + 1 q = 1 (and the convention that q = ∞ if p = 1 is adopted), and note also that L q (S 1 , Σ| S1 , X * ) = {h * χ S1 : h * ∈ L q (S 2 , Σ| S2 , X * ). (3.24)
Thus, the weak convergence of the sequence {g n,2 | S2 } implies that lim n→∞ g n,2 | S1 − h 2 | S1 , h * χ S1 = lim n→∞ g n,2 | S2 − h 2 , h * χ S1 = 0, for each h * ∈ L q (S 2 , Σ| S2 , X * ).
This, together with (3.24) and the weak convergence of the sequence {g n,2 | S1 }, yields that h 2 | S1 − h 1 , h * = lim n→∞ g n,2 | S1 − h 1 , h * − lim n→∞ g n,2 | S1 − h 2 | S1 , h * = 0, for any h * ∈ L q (S 1 , Σ| S1 , X * ). Hence h 2 | S1 = h 1 holds by [14, Lemma 2.6] . Continuing in this way, we obtain a sequence {h i } ∈ L p (S i , Σ| Si , Y ) with h i ∈ L p (S i , Σ| Si , Y ) such that, for each i ∈ N, h i+1 | Si = h i and h i is a best N -simultaneous approximation to f 1 | Si and f 2 | Si from L p (S i , Σ| Si , Y ). Define the function g 0 : S → Y by g 0 (s) := h i (s) if s ∈ S i for some i ∈ N. Then, g 0 is well-defined (as h i+1 | Si = h i for each i ∈ N), measurable, and satisfies that for each g ∈ L p (S, Σ, Y ),
In particular, Taking limits in (3.25) and using [7, Example, p . 144] again, we conclude that g 0 satisfies (3.23), and complete the proof.
