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MODULATED SEMI-INVARIANTS
KIYOSHI IGUSA, KENT ORR, GORDANA TODOROV, AND JERZY WEYMAN
Abstract. We prove the basic properties of determinantal semi-invariants for presen-
tation spaces over any finite dimensional hereditary algebra over any field. The results
include the virtual generic decomposition theorem, stability theorem and the c-vector
theorem, the last says that the c-vectors of a cluster tilting object are, up to sign, the
determinantal weights of the determinantal semi-invariants defined on the cluster tilting
objects. Applications of these theorems are given in several concurrently written papers.
Introduction
There is a rich theory of semi-invariants for representations of quivers [S91], [Ki], [DW],
[SW], [SVdB] and its relation to cluster categories and cluster algebras [IOTW09], [Ch],
[BHIT]. In this paper, we show how this theory and its relation to cluster algebras can be
extended to finite dimensional hereditary algebras over a field, which in particular include
all modulated acyclic quivers over any field. Furthermore, we prove the relationship between
c-vectors and semi-invariants.
Over a fixed field K, a K-modulated quiver is a triple (Q, {Fi}i∈Q0 , {Mij}i→j∈Q1) where
Q is a quiver (directed graph) without oriented cycles, Fi is a finite dimensional division
algebra for each vertex i ∈ Q0 and Mij is an Fi-Fj bimodule for every arrow i → j in
Q1. The standard modulation of a simply laced quiver Q is given by taking each Fi = K
and each Mij = K. A representation V of a modulated quiver with dimension vector
α = (α1, · · · , αn) consists of Fi-modules Vi of dimension αi at each vertex i ∈ Q0 and
Fj-linear maps Vi ⊗Fi Mij → Vj for each arrow i→ j in Q1.
We study representation and presentation spaces of modulated quivers. When Q is a
simply laced quiver, the standard definition of the representation space of Q with dimension
vector α ∈ Nn is
Rep(Q, d) =
∏
i→j∈Q1
HomK(K
αi ,Kαj ).
When K is algebraically closed, any finite dimensional hereditary algebra is Morita equiva-
lent to the path algebra KQ of a quiver Q. Choosing an element of Rep(Q,α) is equivalent
to choosing a KQ-module structure on the KQ0-module
⊕
iK
αi .
Over the modulated quiver (Q, {Fi}i∈Q0 , {Mij}i→j∈Q1) the representation space for di-
mension vector α ∈ Nn is
Rep(Q, {Fi}i∈Q0 , {Mij}i→j∈Q1 , α) =
∏
i→j∈Q1
HomFj(M
αi
ij , F
αj
j ).
Each element of Rep(Q, {Fi}i∈Q0 , {Mij}i→j∈Q1 , α) gives the right
∏n
i=1 Fi-module
⊕n
i=1 F
αi
i
the structure of a right module over the tensor algebra of (Q, {Fi}i∈Q0 , {Mij}i→j∈Q1). In
each case, the representation space is an affine space over K.
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In this paper we deal with arbitrary finite dimensional hereditary algebras over any field,
not necessarily tensor algebras of modulated quivers. Notice that, if K is not perfect, there
may be finite dimensional hereditary algebras over K which are not Morita equivalent to
the tensor algebras of modulated quivers. (Appendix A, Sec 5.)
For an arbitrary finite dimension hereditary algebra Λ we define (in 2.1.3) the repre-
sentation space Rep(Λ, α) to be a certain subspace of the space HomΛ(radP (α), P (α)),
where P (α) denotes
⊕
i P
αi
i . This is isomorphic to Rep(Q, {Fi}i∈Q0 , {Mij}i→j∈Q1) in the
modulated case. We identify each element f ∈ Rep(Λ, α) with the Λ-module which is the
cokernel of the homomorphism f : radP (α)→ P (α).
We consider Rep(Λ, α) as an affine space over K. At the beginning we assume that K
is infinite so that nonempty open subsets of this space are dense. (We extend to arbitrary
fields later, in Section 3.6) The first theorem of this paper is Theorem 2.1.6: If there exists
a Λ-moduleM which is rigid meaning Ext1Λ(M,M) = 0 with dimM = α, then the elements
of Rep(Λ, α) which are isomorphic toM form an open dense subset. We call this the generic
representation of dimension α and denote it by Mα. If Mα is indecomposable then α is a
real Schur root of Λ. As a consequence we have:
Theorem 0.0.1 (Generic Decomposition Theorem 2.1.8). Let Λ be a finite dimensional
hereditary algebra over an infinite field, and let β1, · · · , βk be real Schur roots so that Mβi do
not extend each other. Then for any nonnegative integer linear combination α =
∑k
i=1 niβi,
the generic representation in Rep(Λ, α) is isomorphic to
⊕k
i=1M
ni
βi
.
Representation spaces are defined for α ∈ Nn. Next, we generalize the construction to
arbitrary integer vectors α ∈ Zn by constructing presentation spaces and considering their
direct limit which we call virtual representation space. We choose vectors γ0, γ1 ∈ N
n so
that dimP (γ0) − dimP (γ1) = α. We call HomΛ(P (γ1), P (γ0)) a presentation space and
denote it by PresΛ(γ1, γ0) and view it as a generalization of Rep(Λ, α). However, there are
an infinite number of choices for γ0, γ1 for each α ∈ Z
n. To define a single space for each
α ∈ Zn which contains all of these presentation spaces, we take their direct limit (colimit):
Vrep(Λ, α) := colimPresΛ(γ1, γ0)
where the colimit is over all pairs γ0, γ1 so that dimP (γ0)−dimP (γ1) = α. Representatives
of Vrep(Λ, α) are presentations p : P (γ1) → P (γ0) which we denote P (γ∗). The next
theorem in this paper is:
Theorem 0.0.2 (Virtual Generic Decomposition Theorem 2.3.11). Let {βi} be a partial
cluster tilting set (Definition 2.3.10). Let α =
∑
riβi ∈ Z
n where ri ∈ Q. Then ri ∈ Z and
the general virtual representation in Vrep(Λ, α) is isomorphic to
⊕
i P (γ
i
∗)
ri where P (γi∗) are
rigid objects in Vrep(Λ, βi). In other words, the set of all elements of Vrep(Λ, α) isomorphic
to
⊕
i P (γ
i
∗)
ri is open and dense.
The groups AutΛ(P (γ0)), AutΛ(P (γ1)) act on presentation space PresΛ(γ1, γ0). A semi-
invariant on PresΛ(γ1, γ0) is a polynomial function σ : PresΛ(γ1, γ0) → K so that, for
any (g0, g1) ∈ AutΛ(P (γ0)) × AutΛ(P (γ1))
op and f : P (γ1) → P (γ0) we have σ(g0fg1) =
χ0(g0)σ(f)χ1(g1) where χ0, χ1 are characters AutΛ(P (γs))→ K
∗ for s = 0, 1 where by char-
acter we mean a regular (polynomial) function which is a homomorphism of groups. Every
group homomorphism AutΛ(P (α)) → K
∗ factors through the group
∏n
i=1AutΛ(P
αi
i ) =∏n
i=1GL(αi, Fi). Since σ is defined on the affine space PresΛ(γ1, γ0), these characters
extend to the endomorphism rings of P (γ0), P (γ1) (by g 7→ σ(gf)/σ(f) for a fixed f ∈
PresΛ(γ1, γ0) on which σ(f) 6= 0.) In Appendix B Theorem 6.2.1 we show that every
character EndF (F
m) → K is a power of the “reduced norm” (and thus a fractional power
of the determinantal character given by taking the determinant of an F -endomorphism of
Fm considered as a linear map over K. See Definition 6.1.6). Therefore, the characters
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associated to any semi-invariant on the presentation space PresΛ(γ1, γ0) are nonnegative
integer powers of the reduced norm for each division algebra Fi. This gives a vector weight
in Nn. The weights coming from P (γ0) and P (γ1) are equal when defined.
In this paper we do not use the reduced norm weights. We use determinantal (det-)
weights. The coefficients of the det-weights are in general fractions. They are integers if
and only if the characters are powers of the determinantal character. We also consider only
certain semi-invariants: the determinantal semi-invariants σβ which have determinantal
weight β ∈ Nn. These semi-invariants are given on any presentation f : P (γ1)→ P (γ0) by
σβ(f) = detK HomΛ(f,Mβ). These semi-invariants are clearly compatible with stabiliza-
tion and therefore define semi-invariants on Vrep(α) in the case when HomΛ(f,Mβ) is an
isomorphism. We call the set of such α ∈ Zn the (integral) domain of the semi-invariant of
det-weight β and denote it by DZ(β).
In Section 3 we prove the virtual stability theorem which states that these domains of
semi-invariants are given by “stability conditions”.
Theorem 0.0.3 (Virtual Stability Theorem 3.1.1). Let Λ be a finite dimensional hereditary
algebra over a field with n simple modules. Let α ∈ Zn and β a real Schur root. Then, the
following are equivalent:
(1) There exists a morphism of projective modules f :P → Q so that dimQ−dimP = α
and f induces an isomorphism
f∗ : HomΛ(Q,Mβ)
≈
−→ HomΛ(P,Mβ).
(2) Stability conditions for α and β hold: 〈α, β〉 = 0 and 〈α, β′〉 ≤ 0 for all real Schur
subroots β′ ⊆ β where 〈·, ·〉 is the Euler-Ringel form defined in Proposition 1.2.2.
(3) There is a semi-invariant of det-weight β on the presentation space HomΛ(P,Q).
We prove this first in the case when β is sincere and K is infinite (subsection 3.4), then
for any β (subsection 3.5), then for any field K (subsection 3.6).
In Section 4 we prove the c-vector theorem below which states that, up to a precisely
given sign, the det-weights βi associated to a cluster tilting object are equal to the c-vectors
associated to the cluster tilting object.
Theorem 0.0.4 (c-vector Theorem 4.3.1). Let T =
⊕n
i=1 Ti be a cluster tilting object for
Λ and let fi = dimK EndΛ(Ti).
(1) There exist unique real Schur roots β1, · · · , βn so that dimTi ∈ D(βj) for i 6= j.
(2) The c-vectors associated to the cluster tilting object are equal to βi up to sign: ci =
±βi. More precisely, ci = (−fi/〈dimTi, βi〉)βi.
(3) 〈dimTi, ci〉 = −fi for each i = 1, . . . , n.
The c-vector theorem implies the sign coherence of c-vectors since weight vectors always
lie in Nn. Sign coherence of c-vectors has been shown in many cases [DWZ], [P] and
in general in [GHKK]. We end with an example of a semi-invariant picture (Figure 1)
illustrating some of our theorems and the important properties of the picture used in other
papers [BHIT], [IOTW4], [IT16], [IT17].
There are also two appendices. Appendix A (Sec 5) discusses when an hereditary algebra
is Morita equivalent to the tensor algebra of a modulated quiver and gives an example when
this is not true. Appendix B (Sec 6) reviews the basic properties of reduced norm and
shows that every character Mk(D)→ K is a power of the reduced norm. Thus every semi-
invariant on presentation space has a weight vector w ∈ Nn so that, under automorphisms
of P (γ0), P (γ1), the semi-invariant changes by the product of n
wi
i where ni are the reduced
norms of the GL(Fi) blocks of the automorphisms. We call w the reduced weight. We
define the reduced norm semi-invariants σβ and show that their reduced weights β are the
c-vectors associated to a reduced exchange matrix BΛ = ZBΛZ
−1.
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1. Basic definitions
In this paper Λ will be a basic finite dimensional hereditary algebra over any field K.
Basic means that, as a right module over itself, the summands of Λ are pairwise noniso-
morphic. Finite dimensional hereditary algebras share many important properties with the
tensor algebra of their associated modulated quiver. For example they have the same Euler
matrix, the same real Schur roots, the same semi-invariant domains and the same c-vectors,
which are the topics we study in this paper. So, we begin with modulated quivers which
are slightly easier to understand than the general case. Then we extend the definitions of
presentation spaces and semi-invariants on presentation spaces to general finite dimensional
hereditary algebras.
1.1. Modulated quivers. By a modulated quiver (Q,M) over K we mean a finite quiver
Q without oriented cycles together with
(1) a finite dimensional division algebra Fi over K at each vertex i of Q and
(2) a finite dimensional Fi-Fj bimodule Mij for every arrow i→ j in Q.
The absence of multiple arrows is not a restriction. If we have a quiver with more than one
arrow i → j then these are combined into one arrow with the associated bimodule being
the direct sum of the bimodules on the original arrows. For example, the quiver 1 ⇒ 2 is
equivalent to 1→ 2 with bimodule K2 on the arrow.
Definition 1.1.1. The valuation on Q = (Q0, Q1) given by the modulation M is defined
to be the sequence of positive integers fi, i ∈ Q0 and dij, dji for i→ j in Q1 given as follows.
(1) fi = dimK Fi for each i ∈ Q0.
(2) dij = dimFj Mij , dji = dimFi Mij for each i→ j in Q1.
Proposition 1.1.2. [DR] For any sequence of positive integers fi, i ∈ Q0 and pairs of
positive integers (dij , dji) for every arrow i→ j in Q1 there exists a modulation of Q having
these numbers as valuation if and only if dijfj = fidji for all i, j.
Proof. Let K be any finite field, K = Fq. For each i let Fi be the field with q
fi elements.
For each arrow i→ j, let Mij be the field with q
dijfj elements. 
A (finite dimensional) representation V of a modulated quiver Q is given by
(1) a finite dimensional Fi-vector space Vi at each vertex i in Q0 and
(2) an Fj linear map Vi ⊗Fi Mij → Vj for every arrow i→ j in Q1.
A (finite dimensional) representation of a modulated quiver is the same as a finite di-
mensional module over the tensor algebra T (Q,M) of (Q,M) which is defined to be the
direct sum of all tensor paths:
T (Q,M) :=
⊕
Mj0,j1 ⊗Fj1 Mj1,j2 ⊗Fj2 · · · ⊗Fjr−1 Mjr−1,jr ,
including paths of length zero (Fj), with multiplication given by concatenation of paths.
Since the quiver Q has no oriented cycles this algebra is a finite dimensional hereditary
algebra over K.
Definition 1.1.3. Given a finite dimensional hereditary algebra Λ over a field K, the
associated modulated quiver (Q,M) is given as follows. Fix an ordering of the simple Λ-
modules S1, · · · , Sn. Let Pi be the projective cover of Si.
(1) Let Q be the quiver with Q0 = {1, · · · , n} and arrows i→ j when Ext
1
Λ(Si, Sj) 6= 0.
(2) Let Fi = EndΛ(Si) for each i ∈ Q0.
(3) For each i→ j in Q1 let Mij = HomΛ(Pj , rPi/r
2Pi).
There are examples of hereditary algebras which are not equivalent to their associated
modulated quiver. We discuss these pathologies in Appendix A (Sec 5). Our results are
general and hence include these pathological cases as well.
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1.2. Euler matrix. The underlying valued quiver of an hereditary algebra Λ is the valued
quiver of its associated modulated quiver. However, it is useful to go directly from Λ to
its underlying valued quiver, i.e., fi = dimK Fi where Fi = EndΛ(Si) for each i ∈ Q0,
dij = dimFj HomΛ(Pj , rPi/r
2Pi), dji = dimFi HomΛ(Pj , rPi/r
2Pi) for each i→ j in Q1.
The dimension vector dimV of V is defined to be the vector whose i-th coordinate is
dimFi Vi. We also have the dimension vector over K given by
dimK V = D dimV
where D is the diagonal matrix with diagonal entries fi = dimK Fi. Let E,L,R be the
n× n matrices with ij entries
Eij = dimK HomΛ(Si, Sj)− dimK Ext
1
Λ(Si, Sj)
Lij = dimFj HomΛ(Si, Sj)− dimFj Ext
1
Λ(Si, Sj)
Rij = dimFi HomΛ(Si, Sj)− dimFi Ext
1
Λ(Si, Sj)
Then Eij = Lijfj = fiRij or, equivalently,
E = LD = DR .
We call E the Euler matrix of Λ, L the left Euler matrix of Λ and R the right Euler
matrix of Λ. The underlying valued quiver of Λ has vertices 1 ≤ i ≤ n corresponding to
the simple modules Si and an arrow i → j if Eij < 0 with valuations fi on vertex i and
(dij , dji) = (−Lij ,−Rij) for every arrow i→ j.
Example 1.2.1. For example, for the valued quiver f2=3•
(d21,d12)=(3,2)
// •f1=2 we have:
LD =
[
1 0
−3 1
] [
2 0
0 3
]
= E =
[
2 0
−6 3
]
=
[
2 0
0 3
] [
1 0
−2 1
]
= DR.
The matrices L,R are always unimodular and det E = det D is always the product of
the dimensions fi of Fi = EndΛ(Pi) = EndΛ(Si).
We also use, in the subsection on c-vectors (sec 4.2), the exchange matrix B = Lt − R.
Since DB = DLt −DR = Et − E, DB is always skew symmetric. In the example this is:
B = Lt −R =
[
0 −3
2 0
]
, DB = Et − E =
[
0 −6
6 0
]
.
Proposition 1.2.2. Let 〈·, ·〉 : Rn × Rn → R be the Euler-Ringel pairing given by 〈x, y〉 =
xtEy. Then, for any two Λ-modules M,N we have:
〈dimM,dimN〉 = dimK HomΛ(M,N)− dimK Ext
1
Λ(M,N) .
For example, pairing (P1, · · · , Pn) with (S1, · · · , Sn) gives
〈dimPi,dimSj〉 = dimK HomΛ(Pi, Sj) = fiδij .
This equation can be written as PEIn = D where the i-th row of the matrix P is dimPi.
Furthermore PE = D and E = LD imply that P = L−1.
Proposition 1.2.3. Suppose that EndΛ(M) is a division algebra. Then 〈dimM,dimN〉
and 〈dimN,dimM〉 are divisible by fM = dimK EndΛ(M).
Proof. 〈dimM,dimN〉 = dimK HomΛ(M,N)− dimK Ext
1
Λ(M,N) which is divisible by fM
since HomΛ(M,N) and Ext
1
Λ(M,N) are vector spaces over EndΛ(M). 
Notation 1.2.4. For each α ∈ Nn we use the notation P (α) =
⊕
i P
αi
i . For example,
Λ = P (1, 1, · · · , 1) if Λ is basic.
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With this notation, we have the following. Suppose dimM = β and γ ∈ Nn. Then
〈dimP (γ),dimM〉 =
n∑
i=1
γi dimK HomΛ(Pi,M) =
n∑
i=1
γifiβi .
1.3. Exceptional sequences. We review the definition and basic properties of exceptional
sequences. See [CB93], [Rin94] for details.
Definition 1.3.1. Let Λ be a finite dimensional hereditary algebra over any field K. Then
a Λ-module M is called exceptional if Ext1Λ(M,M) = 0 and EndΛ(M) is a division alge-
bra. In particular M is indecomposable. A sequence of modules (X1, · · · ,Xk) is called an
exceptional sequence if all objects are exceptional and
HomΛ(Xj ,Xi) = Ext
1
Λ(Xj ,Xi) = 0 for all j > i.
An exceptional sequence is called complete if it is of maximal length. By 1.3.3(1) below,
the maximal length is equal to the number of nonisomorphic simple modules.
The following are standard examples of complete exceptional sequences.
Proposition 1.3.2. Let Λ be a finite dimensional hereditary algebra with admissible order
given by HomΛ(Pj , Pi) = 0 for all j > i. Then:
(1) The simple modules (Sn, Sn−1, · · · , S1) form an exceptional sequence.
(2) The projective modules (P1, P2, · · · , Pn) form an exceptional sequence.
(3) The injective modules (I1, I2, · · · , In) form an exceptional sequence where Ii is the
injective envelope of the simple module Si for i = 1, · · · , n.
Exceptional sequences have many nice properties. We list here only those properties
that we use to prove the main theorems in this paper.
Proposition 1.3.3. Let n be the number of simple Λ modules.
(1) Exceptional sequences are complete if and only if they have n objects.
(2) Every exceptional sequence can be extended to a complete exceptional sequence.
(3) If (X1, · · · ,Xn) is an exceptional sequence, {dimXi} generates Z
n as a Z-module.
(4) Given an exceptional sequence (X1, · · · ,Xn−1) of length n−1 and any j = 1, · · · , n,
there are modules Yj, unique up to isomorphism, so that
(X1, · · · ,Xj−1, Yj ,Xj , · · · ,Xn−1)
is a (complete) exceptional sequence.
(5) EndΛ(Yj) ∼= EndΛ(Yj′) for all j, j
′ in (4) above.
(6) Let (X1, · · · ,Xn) be an exceptional sequence. Then:
If Xn is non-projective, then (τXn,X1, · · · ,Xn−1) is an exceptional sequence.
If Xn = Pk is projective, then (Ik,X1, · · · ,Xn−1) is an exceptional sequence.
Condition (4) implies that there is an action of the braid group on n strands on the set of
(isomorphism classes of) complete exceptional sequences. For example, the braid generator
σi which moves the i-th strand over the (i+ 1)-st strand acts by:
(1.3.1) σi(X1, · · · ,Xn) = (X1, · · · ,Xi−1,X
∗
i+1,Xi,Xi+2, · · · ,Xn)
where, by property (4), X∗i+1 is the unique exceptional module which fits in the indicated
location in the exceptional sequence given the other objects. One of the very important
theorems about exceptional sequences used in this paper is the following result proved in
[CB93] in the algebraically closed case and [Rin94] in general.
Theorem 1.3.4 (Crawley-Boevey, Ringel). The braid group on n strands acts transitively
on the set of all complete exceptional sequences.
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In the case when K is algebraically closed, or, more generally when Λ = KQ is the path
algebra of a simply laced quiver without oriented cycles, it follows that EndΛ(M) = K for
every exceptional Λ-module M . In general, the endomorphism rings of the Xi are division
algebras which remain the same after any braid move by Proposition 1.3.3(5). So, Theorem
1.3.4 implies the following.
Corollary 1.3.5. For any exceptional sequence (X1, · · · ,Xn), there is a permutation π of
n so that EndΛ(Xi) ∼= EndΛ(Sπ(i)) for all i.
Another important consequence of this theorem is the following.
Proposition 1.3.6. Suppose that (β1, · · · , βn) is the set of dimension vectors of a com-
plete exceptional sequence. Then each vector βj is uniquely detemined by the other vectors
together with the requirements that
(1) 〈βk, βi〉 = 0 for k > i.
(2) The vectors βi additively generate Z
n.
Note that these conditions depend only on n and the Euler form 〈·, ·〉. This implies
that there is an action of the braid group on n-strands on the set of dimension vectors of
exceptional sequences which is given by
σi(β1, · · · , βn) = (β1, · · · , βi−1, β
∗
i+1, βi, βi+2, · · · , βn)
where β∗i+1 is the unique vector in N
n satisfying the conditions of the proposition above.
Corollary 1.3.7. An exceptional Λ-module is uniquely determined up to isomorphism by its
dimension vector. Furthermore, a vector β ∈ Nn is the dimension vector of an exceptional
module if and only if it appears in σ(α1, · · · , αn) for some element σ of the braid group
on n strands where αi = dimSi are the unit vectors in Z
n. In particular, the set of such
dimension vectors depends only on the underlying valued quiver of Λ.
This is a restatement of another important theorem of Schofield [S91]: The dimension
vectors of the exceptional Λ-modules are the real Schur roots of Λ. In this paper we will
not need the original definition of a real Schur root [Ka]. Following [S91], [S92], we use the
characterizing property of real Schur roots given by the above corollary as the definition.
Definition 1.3.8. [S92] A real Schur root of Λ is a vector β ∈ Nn with the property that
there exists an exceptional module Mβ with dimMβ = β.
As a special case of Corollary 1.3.7 above we have the following.
Corollary 1.3.9. The real Schur roots of an hereditary algebra are the same as those of
the associated modulated quiver.
1.4. Extension to arbitrary fields. The main results of this paper hold for arbitrary
fields. The proofs are first done for infinite fields and they are extended to all fields using
the following arguments.
Recall that if K is a finite field and F is a finite field extension of K then
F ⊗K K(t) ∼= F (t)
is a finite field extension of K(t). For any K-algebra Λ we will use the notation Λ(t) to
denote Λ ⊗K K(t). This is a finite dimensional hereditary algebra over K(t). For any Λ-
moduleM , letM(t) denote the Λ(t)-moduleM⊗KK(t). Recall that the dimension vector of
M(t) as a Λ(t)-module is the vector whose i-th coordinate is dimFi(t) HomΛ(t)(Pi(t),M(t)).
Theorem 1.4.1. Let Λ be a finite dimensional hereditary algebra over a finite field K and
let M be an exceptional Λ-module with dimM = β. Then, Λ(t) is a finite dimensional
hereditary algebra over K(t) and M(t) is an exceptional Λ(t)-module with the same dimen-
sion vector β. Furthermore, every exceptional Λ(t) module is isomorphic to M(t) for a
unique exceptional Λ-module M .
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Proof. Since tensor product over K with K(t) is exact we get:
HomΛ(X,Y )⊗K K(t) ∼= HomΛ(t)(X(t), Y (t))
Ext1Λ(X,Y )⊗K K(t)
∼= Ext1Λ(t)(X(t), Y (t))
for any two Λ-modules X,Y . Therefore, a Λ-moduleM is exceptional if and only if M(t) =
M ⊗K K(t) is an exceptional Λ(t)-module. The rest follows from Corollary 1.3.7. 
2. Virtual representations and semi-invariants
Throughout this section we consider representations of a finite dimensional hereditary
algebra Λ over an infinite field K.
2.1. Generic decomposition theorem. We first recall the Happel-Ringel Lemma [HR].
Lemma 2.1.1 (Happel-Ringel). Suppose that T1, T2 are indecomposable modules over an
hereditary algebra Λ so that Ext1Λ(T1, T2) = 0. Then any nonzero morphism T2 → T1 is
either a monomorphism or an epimorphism.
An important consequence of this lemma is the following observation of Schofield.
Lemma 2.1.2 (Schofield). Suppose that {Mi} is a set of nonisomorphic indecomposable
modules so that Ext1Λ(Mi,Mj) = 0 for all i, j. Then {Mi} can be renumbered so that
HomΛ(Mj ,Mi) = 0 for j > i, i.e., so that it forms an exceptional sequence.
Proof. If not, there is an oriented cycle of nonzero morphisms between the Mi which are
monomorphisms or epimorphisms. In this oriented cycle there must be an epimorphism
followed by a monomorphism, hence the composition is neither a monomorphism nor an
epimorphism which contradicts the Happel-Ringel Lemma. 
We give a definition of the representation space Rep(Λ, α) for any finite dimensional
hereditary algebra Λ and α ∈ Nn which will agree with the classical definition of Rep(Λ, α)
when Λ = KQ, the path algebra of a quiver, or when Λ = T (Q,M), the tensor algebra of
any modulated quiver. In the definition we need to choose a decomposition of the radical
of each projective module, however, if different decompositions are chosen, there is an
isomorphism of the affine varieties which induce isomorphisms on cokernel modules.
Definition 2.1.3. For each α ∈ Nn consider the following space
(2.1.1) H(Λ, α) :=
∏
j∈Q0 HomΛ(
⊕
i P
αjdji
i , P
αi
i ) ⊆ HomΛ(
⊕
i,j P
αjdji
i , P (α))
where dji = dimFi Ext
1
Λ(Sj , Si) for i 6= j. For each choice of decompositions
(2.1.2) {ϕj :
⊕
i∈Q0
P
dji
i
∼= radPj}j∈Q0
we get an isomorphism ϕα =
⊕
ϕ
αj
j :
⊕
i,j P
dji
i
∼= radP (α) and we define the representation
space Repϕ(Λ, α) to be
Repϕ(Λ, α) := {f : radP (α)→ P (α) | f ◦ ϕα ∈ H(Λ, α)}
Let Nf := coker(f − inc : radP (α)→ P (α)) for each f ∈ Repϕ(Λ, α).
Remark 2.1.4. (1) dimNf = α for every f ∈ Repϕ(Λ, α).
(2) Every Λ-module M with dimM = α is isomorphic to Nf for some f ∈ Repϕ(Λ, α).
(3) If ψα is obtained by another choice of decompositions (2.1.2) then there is a linear
isomorphism λ : Repϕ(Λ, α) ∼= Repψ(Λ, α) with the property that Nf = Nλf .
(4) When Λ = KQ is the path algebra of a quiver or Λ = T (Q,M) the tensor alge-
bra of a modulated quiver, there are canonical choices for the isomorphisms ϕj of
(2.1.2) and the resulting representation space agrees with the classical definition of
Rep(Λ, α).
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(5) We will write Repϕ(Λ, α) = Rep(Λ, α) suppressing the choice of ϕ.
The following was originally proved by Kac [Ka] for quivers over an algebraically closed
field K. However, the proof that we give below works over any infinite field.
Lemma 2.1.5. Let Λ be an hereditary algebra over an infinite field. Suppose that M is a
rigid Λ-module with projective presentation 0 → P
p
−→ P ′ → M → 0. Then the set of all
f ∈ HomΛ(P,P
′) with coker(f) ∼=M is a nonempty Zariski open set in HomΛ(P,P
′).
Proof. Since HomΛ(P,P
′) contains a monomorphism, the set of all monomorphisms P → P ′
is open. For any two monomorphisms f1, f2 : P →֒ P
′, Ext1Λ(coker f1, coker f2) is the
cokernel of the map
ψ(f1, f2) : EndΛ(P )⊕ EndΛ(P
′)→ HomΛ(P,P
′)
which sends (g, g′) to g′◦f1+f2◦g. Since ψ(p, p) is surjective, the subset U ⊆ HomΛ(P,P
′) of
all monomorphisms f : P → P ′ so that ψ(f, p), ψ(p, f) and ψ(f, f) are all surjective is open.
This implies that coker f⊕M is rigid for all f ∈ U . We will show that coker f is isomorphic
to M for any f ∈ U . This will imply that {f ∈ HomΛ(P,P
′) : coker f ∼=M} = U is open.
For any f ∈ U , let {Nj} be the components of coker f . Let {Mi} be the components of
M . Then {Mi, Nj} form a collection of indecomposable modules which do not extend each
other. So, by Schofield’s observation, we can arrange them into an exceptional sequence,
possibly with repetitions. Take the last object in the sequence. By symmetry, suppose it is
Nj . Since dimM = dim coker f we have
dimK HomΛ(Nj ,M) = 〈dimNj,dimM〉 = dimK HomΛ(Nj , coker f) 6= 0.
So, there is a nonzero morphism Nj → Mi for some i. Since Nj is last in the exceptional
sequence, this can happen only if Nj ∼= Mi. Then coker f/Nj,M/Mi are rigid modules
of the same dimension vector. So, coker f/Nj ∼= M/Mi by induction on dimension. We
conclude that coker f ∼= Nj ⊕ coker f/Nj ∼=Mi ⊕M/Mi ∼=M as claimed. 
Theorem 2.1.6. Let Λ be an hereditary algebra over an infinite field. Suppose that α ∈ Nn
and M is a rigid module with dimM = α. Then the set of all f ∈ Rep(Λ, α) so that
Nf ∼=M forms an open dense subset of Rep(Λ, α).
Proof. Let ψ : Rep(Λ, α) →֒ HomΛ(radP (α), P (α)) be the affine linear embedding given
by ψ(f) = f − inc. Let V be the set of all f ∈ Rep(Λ, α) so that Nf ∼= M . Then V is
open since it is the inverse image under ψ of the open subset of HomΛ(radP (α), P (α)) of
all maps with cokernel isomorphic to M . 
Since exceptional modules are rigid, we have the following immediate consequence.
Corollary 2.1.7. Suppose that Mα is an exceptional Λ-module with dimMα = α. Then
the set of all f ∈ Rep(Λ, α) so that Nf ∼= Mα forms an open and thus dense subset of
Rep(Λ, α). In particular Mα is uniquely determined up to isomorphism by α.
Another important consequence of Theorem 2.1.6 is the following.
Corollary 2.1.8 (Generic Decomposition Theorem for rigid modules in modulated case).
Suppose that α1, · · · , αk are real Schur roots so that Ext
1
Λ(Mαi ,Mαj ) = 0 for all i, j. Let
γ =
∑k
i=1 niαi be a nonnegative integer linear combination of these roots. Then the generic
representation with dimension vector γ is isomorphic to
⊕k
i=1M
ni
αi .
Proof. Apply Theorem 2.1.6 to the module M =
⊕k
i=1M
ni
αi with dimM = γ. 
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2.2. Presentation Spaces and Semi-invariants. Let γ0, γ1 be vectors in N
n. We define
the presentation space PresΛ(γ1, γ0) to be
PresΛ(γ1, γ0) := HomΛ(P (γ1), P (γ0))
where we use the notation P (α) =
⊕
Pαii . Presentation spaces are affine spaces over
K. They are related to representation spaces as follows. Suppose that α ∈ Nn. Then
ϕ : radP (α) ∼= P (γ) for γ ∈ Nn and we have the K-linear embedding:
Rep(Λ, α) →֒ PresΛ(γ, α)
sending f : radP (α) → P (α) to (f − inc) ◦ ϕ−1. The elements of Rep(Λ, α) and their
images in PresΛ(γ, α) represent the same module Nf . The algebraic group Aut(P (γ1))
op×
Aut(P (γ0)) acts on presentation space by composition: (a, b)f = bfa. This is a generaliza-
tion of what happens in the algebraically closed case.
Definition 2.2.1. A semi-invariant on PresΛ(γ1, γ0) = HomΛ(P (γ1), P (γ0)) is defined to
be a regular function
σ : PresΛ(γ1, γ0)→ K
for which there exist characters ηs : Aut(P (γs)) → K
∗, s = 0, 1, so that, for all (g0, g1) ∈
Aut(P (γ0)) × Aut(P (γ1)) and f ∈ PresΛ(γ1, γ0), we have σ(g0fg1) = σ(f)η0(g0)η1(g1).
The pair of characters (η0, η1) is called the weight of σ.
The following lemma shows that such characters are products of character on GL(αi, Fi).
Lemma 2.2.2. Every group homomorphism AutΛ(P (α)) → K
∗ factors through the group∏
iAutΛ(P
αi
i ).
Proof. When K has only two elements, the lemma holds trivially. So, we may assume K
has at least three elements. Then every element of K can be written as a−b where a, b 6= 0.
So, the elementary matrix[
1 0
a− b 1
]
=
[
a 0
−ab b
] [
a 0
0 b
]−1 [
a 0
−ab b
]−1 [
a 0
0 b
]
is a commutator. We write automorphisms of P (α) in block matrix form. Since HomΛ(Pj , Pi) =
0 for i < j, the matrix is lower triangular with diagonal blocks in AutΛ(P
αi
i ). So, every ele-
ment in the kernel of the homomorphism π : AutΛ(P (α))։
∏
AutΛ(P
αi
i ), when written in
matrix form, is lower triangular with 1s on the diagonal. But all such matrices are products
of elementary matrices such as the one above. So kerπ lies in the commutator subgroup of
AutΛ(P (α)). Since K
∗ is abelian, any homomorphism ϕ : AutΛ(P (α)) → K
∗ is trivial on
commutators. Therefore ker π ⊆ kerϕ which implies that ϕ factors through π proving the
lemma. 
Remark 2.2.3. (1) By Lemma 2.2.2, every character χ : AutΛ(
⊕
P
nj
j )→ K
∗ is a product
of component characters AutΛ(P
ni
i )→ K
∗.
(2) Since EndΛ(Pi) = Fi is a division algebra, we have AutΛ(P
ni
i )
∼= GL(ni, Fi). This has a
character given by the determinant of the induced automorphism Snii → S
ni
i considered as
a K-linear map:
χi = detK : AutΛ(P
ni
i )→ K
∗.
Then χi is a polynomial of degree nifi where fi = dimK Si = dimK Fi.
(3) We will only consider special characters which we call “determinantal” (Definition 2.2.4
below). There may be other characters called “reduced norms” which are explained in detail
in Appendix B, Sec 6.
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Definition 2.2.4. We call a character χ : AutΛ(
⊕
P
nj
j ) → K
∗ determinantal if its com-
ponents characters AutΛ(P
ni
i ) → K
∗ are integer powers of the determinant χi, i.e., there
exists a vector α ∈ Zn so that χ =
∏
i χ
αi
i . The coordinate αi is uniquely determined by χ
if and only if ni 6= 0 (and K is infinite).
The following proposition is analogous to Proposition 3.3.3 from [IOTW09] which was
proved for simply laced quivers. But the same proof works in general.
Proposition 2.2.5. Let Λ be a finite dimensional hereditary algebra over an infinite field
K. Suppose that σ is a nonzero semi-invariant on PresΛ(γ1, γ0) with weights η0, η1 which
are determinantal characters given by η0 =
∏
i χ
αi
i , η1 =
∏
i χ
βi
i where α, β ∈ Z
n. Then
αi = βi whenever the i-th coordinates of γ0, γ1 are both nonzero. 
Definition 2.2.6. We say that a semi-invariant σ on PresΛ(γ1, γ0) has determinantal
weight vector (det-weight) β ∈ Zn if both of its weights can be written as χβii . In other
words, for any f : P (γ1)→ P (γ0), h ∈ Aut(P (γ1)), g ∈ Aut(P (γ0)) we have:
(2.2.1) σ(gfh) = σ(f)
∏
χi(g)
βiχi(h)
βi
We also say that f : P (γ1)→ P (γ0) admits a semi-invariant of det-weight β if there exists
a semi-invariant σ of det-weight β on PresΛ(γ1, γ0) so that σ(f) 6= 0.
Example 2.2.7. The following example of a modulated quiver illustrates many of these
concepts. Let K = R and consider the following R-modulated quiver.
F3 = H
M32=H−−−−−→ F2 = C
M21=C−−−−→ F1 = R
Then P2 is the representation 0 → C → R
2 with radical 0 → 0 → R2 which is S21 = P
2
1 =
radP2. The structure map of the module P2 gives an R-linear isomorphism C ∼= R
2. Let
γ0 = e2 = (0, 1, 0), γ1 = e1 = (1, 0, 0). Then P (γ0) = P2, P (γ1) = P1 and the presentation
space PresΛ(γ1, γ0) = HomΛ(P1, P2) ∼= R
2. Thus any homomorphism f : P1 → P2 is given
by two real numbers (x, y). Then σ(f) = x2 + y2 is a semi-invariant on PresΛ(γ1, γ0)
of weight β = (2, 1, ∗) with β3 being undefined. To see this consider the group which
acts on the presentation space. The group is G = GL(1,R)op × GL(1,C) × GL(0,H). If
g = (r, a+ bi, 1) ∈ G then gf = (a+ bi)fr = (axr − byr, ayr + bxr) with
σ(gf) = (a2 + b2)(x2 + y2)r2 = χ1(g)
2χ2(g)
1χ3(g)
mσ(f).
Since χ3(g) = 1, this equation is true for any m ∈ Z. Thus, σ is a determinantal semi-
invariant on PresΛ(e1, e2) with det-weight (2, 1,m) for any m ∈ Z. The third coordinate is
not well-defined since γ0,3 = 0 = γ1,3.
We now show that the coordinates of β are nonnegative when they are well-defined.
Proposition 2.2.8. If a semi-invariant on PresΛ(γ1, γ0) has well-defined det-weight β then
β ∈ Nn, i.e., βi ≥ 0 for all i.
Proof. Since β is well-defined, for each i, either γ0,i 6= 0 or γ1,i 6= 0. By symmetry assume
ni = γ0,i 6= 0. Choose f ∈ PresΛ(γ1, γ0) so that σ(f) 6= 0. Let ψ : EndΛ(P
ni
i ) →֒
EndΛ(
⊕
P
nj
j ) be the embedding which sends g ∈ EndΛ(P
ni
i ) to the endomorphism of⊕
P
nj
j which is g on P
ni
i and the inclusion map on P
nj
j for every j 6= i. Then g 7→ σ(ψ(g)f)
is a regular function EndΛ(P
ni
i )→ K which extends the map g 7→ χi(g)
βiσ(f) on AutΛ(P
ni
i )
and sends 0 to 0. This is impossible for βi < 0. Therefore, βi ≥ 0 for every i. 
The following proposition is one of the motivations for the uniform notation Vrep(Λ, α)
introduced in the next section in Definition 2.3.1.
Proposition 2.2.9. Suppose that PresΛ(γ1, γ0) has a semi-invariant of det-weight β and
(Lt)−1(γ0 − γ1) = α where L is the left Euler matrix and K is infinite. Then 〈α, β〉 = 0.
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Proof. Consider the automorphisms of P (γ1) =
⊕
i P
γ1,i
i and P (γ0) =
⊕
i P
γ0,i
i given
by multiplication by λ ∈ K∗. The character of this automorphism of P
γ1,i
i is χi(λ) =
det(λγ1,i) = λγ1,ifi . Since λf = fλ for all f ∈ PresΛ(γ1, γ0) we conclude that
λ
∑
γ0,ifiβi = λ
∑
γ1,ifiβi
Since this polynomial equation holds for all λ ∈ K∗ which is infinite, we conclude that∑
γ0,ifiβi =
∑
γ1,ifiβi. So,
0 =
∑
(γ0,i − γ1,i)fiβi = 〈α, β〉
since (Lt)−1(γ0 − γ1) = α and 〈α, β〉 = α
tEβ = αtLDβ = (γ0 − γ1)Dβ. 
As a corollary of this proof we have the following.
Corollary 2.2.10. A semi-invariant σ on PresΛ(γ1, γ0) with det-weight β is a homogeneous
polynomial function of degree
∑
i γ1,ifiβi which is also equal to
∑
i γ0,ifiβi assuming K is
infinite. In particular, β = 0 if and only if σ is constant. 
When f ∈ PresΛ(γ1, γ0) is a monomorphism P (γ1) →֒ P (γ0), we have:
dim coker f = dimP (γ0)− dimP (γ1) = (L
t)−1(γ0 − γ1)
which is α in the proposition above. We want to view different presentations of the same
module as being equivalent. To make this precise we make the following definitions.
2.3. Virtual representations. “Virtual representations” will be given by “stablilizing”
presentation f : P (γ1)→ P (γ0). These will form the objects of the “virtual representation
category” and the elements of the “virtual representation space.” First, note that
P (γ + δ) = P (γ)⊕′ P (δ)
where ⊕′ denotes the “shuffle sum” given by collecting isomorphic summands together. We
use this to make the equality strict. For example (P1 ⊕ P2) ⊕
′ P1 denotes P1 ⊕ P1 ⊕ P2.
Given any three dimension vectors γ0, γ1, δ ∈ N
n, consider the linear monomorphism
PresΛ(γ1, γ0) →֒ PresΛ(γ1 + δ, γ0 + δ)
given by sending f : P (γ1) → P (γ0) to f ⊕
′ 1P (δ) : P (γ1) ⊕
′ P (δ) → P (γ0) ⊕
′ P (δ). We
call this map stabilization. This gives a directed system whose objects are all presentation
spaces PresΛ(δ1, δ0) having the property that δ0 − δ1 = γ0 − γ1. This implies dimP (δ0)−
dimP (δ1) = α = dimP (γ0)− dimP (γ1) ∈ Z
n. Equivalently, γ0 − γ1 = L
tα.
Definition 2.3.1. For any α ∈ Zn we define the virtual representation space Vrep(Λ, α) to
be the direct limit (colimit):
Vrep(Λ, α) := colimPresΛ(γ1, γ0) = colimHomΛ(P (γ1), P (γ0))
where the colimit is taken over all pairs γ0, γ1 ∈ N
n so that γ0 − γ1 = L
tα. Elements of
Vrep(Λ, α) will be called virtual representations of Λ of dimension vector α ∈ Zn. We take
the direct limit topology on Vrep(Λ, α). Since each presentation space is irreducible, it
follows that Vrep(Λ, α) is irreducible, i.e., any nonempty open subset is dense.
The main purpose of the virtual representation space is to make the weights of semi-
invariants well-defined. See Definition 2.4.6 below.
We now construct the category Vrep(Λ) of all virtual representations of Λ. The object
set of this category will be the disjoint union
Ob(Vrep(Λ)) :=
⊔
α∈Zn
Vrep(Λ, α).
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Representatives of Vrep(Λ, α) are presentations p : P (γ1)→ P (γ0) which we denote P (γ∗).
A morphism in Vrep(Λ) can be defined on representatives as in the following diagram
P (ξ∗) =
f=(f0,f1)

P (ξ1) p
//
f1

P (ξ0)
f0

P (η∗) = P (η1)
q
// P (η0).
In other words, (f0, f1) gives a chain map P (ξ∗) → P (η∗). Two such chain maps are
equivalent (f0, f1) ∼ (f
′
0, f
′
1) if they are homotopic, i.e., if there is a map h : P (ξ0)→ P (η1)
so that f ′1 = f1+ hp and f
′
0 = f0+ qh. We define a morphism X → Y to be an equivalence
class of such chain maps under the equivalence relation generated by homotopy as explained
above and stabilization which means (f0, f1) ∼ (f0⊕
′1P , f1⊕
′1P ) for any projective module
P = P (ζ).
Since direct sum does not commute with stabilization, to define direct sums in Vrep(Λ)
we define the category Pres(Λ) and show that it is equivalent to Vrep(Λ). Pres(Λ) is the
category whose objects are all chain complexes of finitely generated projective modules in
degrees 0 and 1: P (γ∗) = (p : P (γ1)→ P (γ0)) and whose morphisms are homotopy classes
of degree 0 chain maps. Objects of Pres(Λ) will be called presentations.
Proposition 2.3.2. The stabilization map P (γ∗) 7→ 〈P (γ∗)〉 is an equivalence of categories
Pres(Λ) ∼= Vrep(Λ).
Proof. As a chain complex, every presentation is homotopy equivalent to each of its stabiliza-
tions. Therefore, any two representatives of the same virtual representation are canonically
isomorphic as objects of Pres(Λ). Given any two objects X,Y in Vrep(Λ), a morphism
f : X → Y is represented by a morphism f˜ = (f0, f1) : P (ξ∗) → P (η∗) in Pres(Λ). Since
these representatives are unique up to canonical isomorphism in Pres(Λ), f˜ is unique. So,
HomVrep(Λ)(X,Y ) ∼= HomPres(Λ)(P (ξ∗), P (η∗)). In other words the stabilization functor is
full, faithful and dense. So, it is an equivalence. 
Since the kernel of p : P (γ1)→ P (γ0) splits off of P (γ1), we get the following.
Proposition 2.3.3. The indecomposable objects of Pres(Λ) and Vrep(Λ) are
(1) projective presentations of indecomposable Λ-modules and
(2) shifted indecomposable projective Λ-modules P [1], i.e., P → 0 ∈ Pres(Λ).
Definition 2.3.4. The underlying module of a presentation P (γ∗) = (P (γ1)
p
−→ P (γ0)) is
defined to be |P (γ∗)| := ker p⊕ coker p. In particular, |P [1]| = P .
Remark 2.3.5. Let P (ξ∗) = (f : P (ξ1) → P (ξ0)) and P (η∗) = (g : P (η1) → P (η0)) be
objects in Pres(Λ) and representatives of objects in Vrep(Λ). The following are equivalent.
(1) P (ξ∗) ∼= P (η∗) in Pres(Λ).
(2) P (ξ∗) ∼= P (η∗) in Vrep(Λ).
(3) ker f ∼= ker g and coker f ∼= coker g in mod-Λ.
(4) f, g are homotopy equivalent.
(5) If, in addition, ξ0 = η0 then f, g are chain isomorphic.
For two objects P (ξ∗), P (η∗) of Pres(Λ) (or Vrep(Λ)) we define Ext
1
Pres(Λ)(P (ξ∗), P (η∗))
in the usual way as the space of homotopy classes of chain maps P (ξ∗)→ P (η∗)[1].
Corollary 2.3.6. Pres(Λ) is equivalent to the full subcategory of the bounded derived cat-
egory of mod-Λ with objects all P (γ∗) so that HomDb(P (γ∗), Y [k]) = 0 for all Y ∈ mod-Λ
and all k 6= 0, 1. Furthermore, Ext1Pres(Λ)(P (γ∗), P (δ∗)) = Ext
1
Db(P (γ∗), P (δ∗)) for all
P (γ∗), P (δ∗) ∈ Pres(Λ).
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Proof. It is clear that all P (γ∗) ∈ Pres(Λ) satisfy this condition. Conversely, suppose that
P (γ∗) satisfies the condition. Then P (γ∗) ∈ mod-Λ or P (γ∗) = Z[1] where Z ∈ mod-Λ. In
the second case we have HomDb(Z[1], Y [2]) = 0 for all modules Y . This implies that Z is
projective. 
Recall that the cluster category CΛ of Λ is the orbit category of the bounded derived
category Db(mod-Λ) under the functor F = τ−1[1] (see [BMRRT]). Recall that a partial
cluster tilting object is an object T of CΛ so that Ext
1
CΛ
(T, T ) = 0 and if it has n nonisomor-
phic summands it is called a cluster tilting object. The fundamental domain of the functor
F consists of Λ-modules and shifted projective modules. Therefore we get the following.
Corollary 2.3.7. The functor Ψ : Pres(Λ)→ CΛ which sends each object to its F -orbit is
a faithful functor which induces a bijection between isomorphism classes of objects. Further-
more, Ext1Db(P (ξ∗), P (η∗)) = 0 = Ext
1
Db(P (η∗), P (ξ∗)) if and only if Ext
1
CΛ
(ΨP (ξ∗),ΨP (η∗)) =
0 = Ext1CΛ(ΨP (η∗),ΨP (ξ∗)) for all P (ξ∗), P (η∗) in Pres(Λ).
Definition 2.3.8. The dimension vector of a presentation P (γ∗) = (p : P (γ1) → P (γ0))
is defined to be dimP (γ∗) := dimP (γ0)− dimP (γ1) = dim coker p − dimker p. This is the
unique integer vector α ∈ Zn satisfying Ltα = γ0−γ1 where L is the left Euler matrix of Λ.
Theorem 2.3.9. Let P (γ∗) = (p : P (γ1)→ P (γ0)) be a presentation with dimension vector
dimP (γ∗) = α so that Ext
1
Pres(Λ)(P (γ∗), P (γ∗)) = 0. Then the set of all presentations
isomorphic to P (γ∗) is an open dense subset of the K-affine space PresΛ(γ1, γ0).
Proof. Let P = ker p. Then P (γ∗) = P [1] ⊕ P (γ
′
∗) where P (γ
′
∗) = (P (γ
′
1)
q
−→ P (γ0)) is
a projective presentation of a Λ-module M with Ext1Λ(M,M) = 0 and dimM = β. By
assumption, 0 = Ext1Pres(Λ)(P [1], P (γ
′
∗)) = Ext
1
Db(Λ)(P [1], P (γ
′
∗)) = HomDb(Λ)(P,P (γ
′
∗)) =
HomΛ(P,M). Let f : P (γ1)→ P (γ0) be a general morphism. Restrict f to the components
of P (γ1) to get f1 : P → P (γ0) and f2 : P (γ
′
1) → P (γ0). Since q is a monomorphism and
f2 is a general map, it follows from Lemma 2.1.5 that f2 is a monomorphism with cokernel
isomorphic to M . So, f2 is homotopy equivalent and thus isomorphic to q : P (γ
′
1)→ P (γ0).
Since HomΛ(P,M) = 0, f1 = f2 ◦ s for some s : P (γ0) → P (γ
′
1). Then presentation (f1 −
f2 ◦ s, f2) = (0, f2) is isomorphic to f : P (γ1)→ P (γ0) and to P [1]⊕ P (γ
′
∗) = P (γ∗). Thus
the general presentation f : P (γ1)→ P (γ0) is isomorphic to P (γ∗) in PresΛ(γ1, γ0). 
Recall that a partial cluster tilting set is a set {βi} of distinct real Schur roots and
negative projective roots which are the dimension vectors of components of a partial cluster
tilting object in the cluster category CΛ. If the partial cluster tilting set has exactly n
elements it is called a cluster tilting set.
Definition 2.3.10. A partial cluster tilting object in Pres(Λ) is defined to be
⊕
P (γi∗)
such that {dimP (γi∗)} is a partial cluster tilting set. If this object has n nonisomorphic
summands it is called a cluster tilting object in Pres(Λ).
Theorem 2.3.11 (Virtual Generic Decomposition Theorem). Let {βi} be a partial cluster
tilting set. Let α =
∑
riβi ∈ Z
n where ri ∈ Q. Then ri ∈ Z and the general virtual
representation in Vrep(Λ, α) is isomorphic to
⊕
i P (γ
i
∗)
ri where P (γi∗) are rigid objects in
Vrep(Λ, βi). In other words, the set of all elements of Vrep(Λ, α) isomorphic to
⊕
i P (γ
i
∗)
ri
is open and dense.
Proof. The underlying modules |P (γi∗)|, i = 1, · · · , k form an exceptional sequence by Lemma
2.1.2 if we put the shifted projectives last. This can be extended to a complete exceptional
sequence, say {Mj}
n
j=1. (See section 1.3.) The dimension vectors dimMj generate Z
n by
Proposition 1.3.3 (3). Therefore, the integer vectors in the Q-span of the vectors in the
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subset {dimMi}
k
i=1 lie in the Z-span of these vectors. By Theorem 2.3.9, the virtual rep-
resentations isomorphic to
⊕k
i=1 P (γ
i
∗)
ni form an open dense subset of each presentation
space and therefore of the colimit Vrep(Λ, γ). 
2.4. Virtual semi-invariants. We return to the discussion of semi-invariants. We consider
direct sums of presentations.
Lemma 2.4.1. Let f : P (γ1 + δ1) → P (γ0 + δ0) be a direct sum of two projective presen-
tations f = f1 ⊕ f2 where f1 : P (γ1) → P (γ0) and f2 : P (δ1) → P (δ0). If f admits a
semi-invariant of det-weight β then so does each fi.
Proof. Consider the composition:
PresΛ(γ1, γ0)× PresΛ(δ1, δ0)
ι
−→ PresΛ(γ1 + δ1, γ0 + δ0)
σ
−→ K
where σ is a semi-invariant of det-weight β on PresΛ(γ1+δ1, γ0+δ0) so that σ(ι(f1, f2)) 6= 0.
Then, semi-invariants on PresΛ(γ1, γ0) and PresΛ(δ1, δ0) can be defined by σ(ι(−, f2)) :
PresΛ(γ1, γ0)→ K and analogously for PresΛ(δ1, δ0). It is easy to see that these are regular
functions and they are semi-invariants of det-weight β. Indeed, suppose that g1, g2, h1, h2
are automorphisms of P (γ1), P (δ1), P (γ0), P (δ0). Then g = g1 ⊕ g2 and h = h1 ⊕ h2 are
automorphisms of P (γ0)⊕P (δ0) and P (γ1)⊕P (δ1) respectively so that χi(g) = χi(g1)χi(g2)
and χi(h) = χi(h1)χi(h2). Therefore
σ(g1f1h1, g2f2h2) = σ(gfh) = σ(ι(f1, f2))
∏
χi(g1)
βiχi(g2)
βiχi(h1)
βiχi(h2)
βi
So, σ(ι(−, f2)) is a semi-invariant on PresΛ(γ1, γ0) of det-weight β which is nonzero on f1
and similarly with σ(ι(f1,−)). 
Let Pres(Λ, α) =
⊔
PresΛ(γ1, γ0) denote the disjoint union of presentation spaces
PresΛ(γ1, γ0) over all pairs γ0, γ1 ∈ N
n so that Ltα = γ0 − γ1.
Proposition 2.4.2. Suppose that α1, · · · , αn ∈ Z
n are linearly independent. Suppose that
fi ∈ Pres(Λ, αi). Then
⊕
fi ∈ Pres(Λ,
∑
αi) does not admit a semi-invariant with nonzero
det-weight.
Proof. If f =
⊕
fi admits a semi-invariant of det-weight β then, by Lemma 2.4.1, so does
every fi. By Proposition 2.2.9, we conclude that 〈αi, β〉 = 0 for all i. So, β = 0. 
Remark 2.4.3. For any semi-invariant σ, there is a power of σ which has determinantal
weight. This follows from the fact that detK is a power of the reduced norm n :Mk(Fi)→ K.
We refer the reader to Appendix B, Sec 6 for the definition of reduced norm and the
proof of the theorem (Theorem 6.2.1) that all characters are powers of the reduced norm.
Consequently, in Proposition 2.4.2 above,
⊕
fi does not admit a semi-invariant of any
weight since, if it did, then some power of that semi-invariant would be a semi-invariant
with nonzero determinantal weight.
Definition 2.4.4. By a semi-invariant on Pres(Λ, α) we mean a semi-invariant on one of
the presentation spaces PresΛ(γ1, γ0) in the disjoint union. Such a semi-invariant σ will
be called determinantal if there is a module M so that, for all f : P (γ1) → P (γ0) in
PresΛ(γ1, γ0), σ(f) is the determinant of the induced map
HomΛ(f,M) : HomΛ(P (γ0),M)→ HomΛ(P (γ1),M).
We denote this by σM . It is easy to see that σM is a semi-invariant of det-weight dimM .
In case the det-weight of σM is not well-defined, we take it to be dimM by definition.
When the ground field K is algebraically closed then Schofield [S91] showed that the
determinantal semi-invariants generate the ring of all semi-invariants in the Dynkin case
and this theorem was extended in [DW] to all quivers over an algebraically closed field.
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Corollary 2.4.5. Let α =
∑
niβi be an integer linear combination of the vectors βi in a
cluster tilting set. If ni > 0 for all 1 ≤ i ≤ n, then Pres(Λ, α) has no semi-invariant with
nonzero determinantal weight.
Proof. If there is a nonzero semi-invariant σ on HomΛ(P,Q) with dim(Q) − dim(P ) = α
then σ will be nonzero on the generic element of HomΛ(P,Q). By Corollary 2.3.11, the
generic element splits as a direct sum of n objects with linearly independent dimension
vectors. But this contradicts Proposition 2.4.2. Our Corollary follows. 
Definition 2.4.6. A virtual semi-invariant of det-weight β on Vrep(Λ, α) is a mapping
σ : Vrep(Λ, α)→ K
whose restriction to each PresΛ(γ1, γ0) ⊂ Vrep(Λ, α) is a semi-invariant of det-weight β.
By definition of direct limit, a virtual semi-invariant on Vrep(Λ, α) is the same as a system
of semi-invariants one on each PresΛ(γ1, γ0) which are compatible with stabilization. One
example is the determinantal semi-invariant σM defined above. Since each coordinate of γ0
and γ1 become arbitrarily large, the weight of a virtual semi-invariant is well-defined when
K is infinite.
3. Virtual stability theorem
In this section we will prove the Virtual Stability Theorem (3.1.1) which states that the
domain DZ(β) of the semi-invariant with det-weight β defined in 3.1.3 is the subset of Z
n
given by the stability conditions of 3.1.1(2). We also give a description of all elements of
this set (Proposition 3.5.2).
3.1. Statements of the theorem. Let β, β′ be real Schur roots. We say that β′ is a real
Schur subroot of β if Mβ contains a submodule isomorphic to Mβ′ .
Theorem 3.1.1 (Virtual Stability Theorem). Let K be any field. Let Λ be a finite dimen-
sional hereditary K-algebra with n non-isomorphic simple modules. Let α ∈ Zn and β a
real Schur root. Then, the following are equivalent:
(1) There exists a virtual representation f : P → Q so that dimQ− dimP = α and f
induces an isomorphism
f∗ : HomΛ(Q,Mβ)
≈
−→ HomΛ(P,Mβ).
(2) Stability conditions for α and β hold: 〈α, β〉 = 0 and 〈α, β′〉 ≤ 0 for all real Schur
subroots β′ ⊆ β.
(3) There is a nonzero determinantal semi-invariant of det-weight β on the virtual rep-
resentation space Vrep(Λ, α).
Remark 3.1.2. In the previous paper [IOTW09], the authors proved the Virtual Stability
Theorem for hereditary algebras over an algebraically closed field and vectors α ∈ Zn, which
may have negative coordinates. This was an extension of the results of [DW] and [Ki] from
α ∈ Nn to α ∈ Zn. Here we extend this theorem to hereditary algebras over any field. We
also note that Condition (2) is weaker and thus the theorem is stronger than the original
theorems of [DW] and [Ki] since the condition 〈α, β′〉 ≤ 0 is only required for real Schur
subroots β′ of β and not for all subroots of β.
We now restate the theorem in terms of the following sets, usually referred to as various
“domains of virtual semi-invariants” or “supports of virtual semi-invariants”.
Definition 3.1.3. Let β be a real Schur root. We define the following:
DZ(β) := {α ∈ Z
n : Condition(1) holds} = integral support of det-weight β,
D(β) := convex hull of DZ(β) in R
n = real support of det-weight β,
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Dss(β) := {x ∈ Rn : 〈x, β〉 = 0 and
〈
x, β′
〉
≤ 0 for all real Schur subroots β′ ⊆ β}
= support of real semi-stability conditions,
DssZ (β) := {α ∈ Z
n : 〈α, β〉 = 0 and
〈
α, β′
〉
≤ 0 for all real Schur subroots β′ ⊆ β}
= Dss(β) ∩ Zn = support of integral semi-stability conditions.
The Virtual Stability Theorem 3.1.1 can now be restated as:
Theorem 3.1.4 (Virtual Stability Theorem’). Let K be any field, Λ a finite dimensional
hereditary K-algebra with n simple modules. Let β be a real Schur root. Then
DssZ (β) = DZ(β).
The proof of the theorem occupies the rest of this section. We will first prove the theorem
for infinite fields and in subsection 3.6 we will extend the proof to all fields. We start with
the simple lemma showing the equivalence of conditions (1) and (3) in the Virtual Stability
Theorem 3.1.1, hence reducing the proof to showing that DssZ (β) = DZ(β), i.e. Virtual
Stability Theorem’ 3.1.4.
Lemma 3.1.5. Let K be an infinite field, Λ a finite dimensional hereditary K-algebra with
n simple modules, α ∈ Zn and β a real Schur root. The following are equivalent:
(1) There exists a virtual representation f : P → Q with dimQ− dimP = α so that f
induces an isomorphism f∗ : HomΛ(Q,Mβ)
≈
−→ HomΛ(P,Mβ).
(2) There is a nonzero determinantal semi-invariant of det-weight β on virtual repre-
sentation space Vrep(Λ, α).
Proof. (1) =⇒ (2) It follows from (1) that dimK HomΛ(Q,Mβ) = dimK HomΛ(P,Mβ) and
therefore determinant of h∗ is defined for all h ∈ Pres(Λ, α), is non-zero for h = f and is
compatible with stabilization. Hence σ = determinant is a (determinantal) semi-invariant
on Vrep(Λ, α).
(2) =⇒ (1) Given a determinantal virtual semi-invariant of det-weight β, we have an
isomorphism f∗ : HomΛ(Q,M) ∼= HomΛ(P,M) for some M with dimM = β. Since being
an isomorphism is an open condition, f∗ must also be an isomorphism for M =Mβ. 
Lemma 3.1.6. Let β be a real Schur root. Then DZ(β) ⊆ D
ss
Z (β).
Proof. Let α ∈ DZ(β). Then there is f : P → Q in Pres(Λ, α) such that f
∗ : Hom(Q,Mβ)→
Hom(P,Mβ) is an isomorphism. So, 〈α, β〉 = dimK HomΛ(Q,Mβ)− dimK HomΛ(P,Mβ) =
0. The induced map Hom(Q,Mβ′) → Hom(P,Mβ′) is a monomorphism for all real Schur
subroots β′ ⊆ β. Therefore 〈α, β′〉 ≤ 0, i.e. stability condition (2) holds and α ∈ DssZ (β). 
3.2. Perpendicular categories of Mβ and associated exceptional sequences. To a
real Schur root β we associate an exceptional sequence (Mβ , E1, · · ·, En−1) which will play
a crucial role in the proof of the theorem. We identify the Λ-module Mβ with its projective
presentation in Vrep(Λ, β).
Definition 3.2.1. (a) For any X in Vrep(Λ) let ⊥VX be the left HomVrep(Λ)-, Ext
1
Vrep(Λ)-
perpendicular category of X in Vrep(Λ), i.e., ⊥VX is the full subcategory of Vrep(Λ) with
objects Y so that HomVrep(Λ)(Y,X) = 0 = Ext
1
Vrep(Λ)(Y,X). X
⊥V is defined similarly.
(b) For any M ∈ mod-Λ, let ⊥M be the left HomΛ-, Ext
1
Λ-perpendicular category of M
in mod-Λ with objects N so that HomΛ(N,M) = 0 = Ext
1
Λ(N,M). M
⊥ is defined similarly.
The following lemma will relate perpendicular categories in Vrep(Λ) and in mod-Λ al-
lowing us to use some well known theorems for module categories.
Lemma 3.2.2. (a) For any Λ-module M , ⊥VM ∩mod-Λ = ⊥M .
(b) For any X ∈ Vrep(Λ), X⊥V ∩mod-Λ = |X|⊥.
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Definition 3.2.3. A wide subcategory of mod-Λ for any hereditary algebra Λ is defined to
be an extension closed full subcategoryW ⊆ mod-Λ which is abelian and exactly embedded
(a sequence in W is exact in W if and only if it is exact in mod-Λ). A wide subcategory is
said to have rank k if it is isomorphic to the module category of an hereditary algebra with
k simple objects.
Remark 3.2.4. We need the following well-known properties of wide subcategories. [InTh]
(1) Every finitely generated wide subcategory of mod-Λ is isomorphic to the module
category of an hereditary algebra.
(2) If M is a Λ-module whose components form an exceptional sequence with k terms,
the right HomΛ- Ext
1
Λ- perpendicular category M
⊥ ofM is a finitely generated wide
subcategory of mod-Λ of rank n− k. The same holds for ⊥M .
(3) For any finitely generated wide subcategory W of mod-Λ we have (⊥W)⊥ =W and
⊥(W⊥) =W.
In our case ⊥Mβ is a wide subcategory of rank n − 1 since Mβ is indecomposable. Let
E1,· · ·, En−1 be the simple objects of
⊥Mβ . These objects are exceptional and using Propo-
sition 1.3.2(1) can be ordered in such a way that the following sequence is an exceptional
sequence in mod-Λ:
(3.2.1) (Mβ , E1, · · · , En−1).
By Lemma 3.2.2 we also have:
(E1 ⊕ · · · ⊕ Êk ⊕ · · · ⊕ En−1)
⊥V ∩mod-Λ = (E1 ⊕ · · · ⊕ Êk ⊕ · · · ⊕ En−1)
⊥,
and we use this to define, for each k = 1, . . ., n−1, the following subcategories of mod-Λ ,
(3.2.2) Wk := (E1 ⊕ · · · ⊕ Êk ⊕ · · · ⊕ En−1)
⊥ ⊂ mod-Λ.
These are wide subcategories of mod-Λ of rank 2 which contains Mβ by definition of the
Eis.
Lemma 3.2.5. Let β be a real Schur root. Let (E1, · · · , En−1) be an exceptional sequence
of simple objects of ⊥Mβ and let P
′
k be the projective cover of Ek in
⊥Mβ ⊂ mod-Λ. Then
P ′k is a projective Λ-module if and only if Mβ is a simple object in Wk.
Proof. Several exceptional sequences will be created out of (E1, · · · , En−1) and will be used
in the proof. Since all Ei are simple objects and P
′
k is projective in
⊥Mβ ⊂ mod-Λ it follows
that Hom(⊥Mβ)(P
′
k, Ei) = 0 for i 6= k and also Ext
1
(⊥Mβ)
(P ′k, Ei) = 0. Therefore:
(a) (E1, · · · , Êk, · · · , En−1, P
′
k) is an exceptional sequence in
⊥Mβ .
Since ⊥Mβ →֒ mod-Λ is exact embedding it follows that HomΛ(P
′
k, Ei) = 0 = Ext
1
Λ(P
′
k, Ei)
for all i 6= k. This together with the fact that {E1, · · · , Êk, · · · , En−1, P
′
k} ⊂
⊥Mβ implies:
(b) (Mβ , E1, · · · , Êk, · · · , En−1, P
′
k) is an exceptional sequence in mod-Λ.
After applying Proposition 1.3.3(6) to the exceptional sequence (a), one obtains:
(c) (I ′k, E1, · · · , Êk, · · · , En−1) is an exceptional sequence in
⊥Mβ, and
(d) (Mβ , I
′
k, E1, · · · , Êk, · · · , En−1) is an exceptional sequence in mod-Λ.
After applying Proposition 1.3.3(6) to the exceptional sequence (b), one obtains:
(e) (X,Mβ , E1, · · · , Êk, · · · , En−1) is an exceptional sequence in mod-Λ, where
X = τΛP
′
k if and only if P
′
k is not a projective Λ-module, and X is the injective envelope of
P ′k/radP
′
k if and only if P
′
k is a projective Λ-module.
(f) (Mβ , I
′
k) and (X,Mβ) are exceptional sequences in Wk. This follows from (d), (e)
and definition of Wk.
(g) There is a Wk-irreducible map Mβ → I
′
k if and only if Mβ ⊕ I
′
k is not semi-simple, since
rank(Wk) = 2.
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(h) There is a Wk-irreducible map X →Mβ if and only if X ⊕Mβ is not semi-simple, since
rank(Wk) = 2.
Claim 1: If Mβ is not simple in Wk then P
′
k is not a projective Λ-module.
Proof: Since Mβ is not simple it follows from (g) and (h) that there is an almost split
sequence X →֒Mmβ ։ I
′
k in Wk. Since P
′
k ∈
⊥Mβ we have Ext
1
Λ(P
′
k,X)
∼= HomΛ(P
′
k, I
′
k) 6=
0. So, P ′k is not projective in mod-Λ.
Claim 2: If Mβ is simple in Wk then P
′
k is a projective Λ-module.
Proof: If Mβ is simple in Wk, either Mβ is simple injective or simple projective.
Case 2a: If Mβ is a simple injective object in Wk, then there is no Wk-irreducible map
Mβ → I
′
k. So it follows by (g) that I
′
k is a simple projective object in Wk. Since Wk
has rank=2, there are only two simple objects. Therefore X is not simple and by (h)
there is a Wk-irreducible map X → Mβ. Since Mβ is simple injective in Wk it follows
that X is injective envelope of the simple object I ′k in Wk. If X is injective Λ-module,
it follows by (e) that P ′k is a projective Λ-module. If X is not injective Λ-module, then
X = τΛP
′
k. But in this case there is a non-zero composition of Wk-, and therefore Λ-
maps P ′k → Sk = I
′
k →֒ X = τΛP
′
k. However this would imply Ext
1
Λ(P
′
k, P
′
k) 6= 0 giving a
contradiction to the fact that P ′k is rigid. Hence, P
′
k is a projective Λ-module.
Case 2b If Mβ is simple projective in Wk then there is no Wk-irreducible map X →Mβ
and therefore X must be simple Wk object by (h), hence simple injective. Since the rank
of Wk is 2, it follows that I
′
k is not simple, hence there is a Wk irreducible map Mβ → I
′
k.
Therefore I ′k is projective Wk object, projective cover of X. So, there is a short exact
sequence in Wk: 0 → M
m
β → I
′
k → X → 0 where m ≥ 1. Since HomΛ(P
′
k,Mβ) = 0 and
HomΛ(P
′
k, I
′
k) 6= 0 we have a nonzero Λ morphism P
′
k → X. Therefore, P
′
k is a projective
Λ-module by (e). This proves the proof of the lemma. 
3.3. Subsets ∆+(β) ⊆ ∆(β) ⊆ DZ(β) ⊆ D
ss
Z (β). In this subsection we define two new
subsets, which will be used in the proof of the Virtual Stability Theorem’ 3.1.4, i.e., we will
prove DZ(β) = D
ss
Z (β).
Definition 3.3.1. Let β be a real Schur root and let (Mβ, E1, · · · , En−1) be the exceptional
sequence as defined in Equation (3.2.1). Let:
∆+(β) := {
∑
1≤i≤n−1
ki dimEi : ki ∈ N }.
Lemma 3.3.2. The set ∆+(β) contains all integer points in its convex hull in Rn.
Proof. Since (Mβ , E1, · · · , En−1) is an exceptional sequence, by Proposition 1.3.3, every
vector in Zn can be expressed uniquely as an integer linear combination of the vectors
dimEi and β. Since all elements in the convex hull of ∆
+(β) can be written as nonnegative
real linear combinations of the vectors dimEi it follows that when the integer points in this
convex hull are written in this way, the nonnegative coefficients are necessarily integers. So,
they are nonnegative integers. 
Remark 3.3.3. The following are simple useful facts about perpendicular categories and
the set DZ(β).
(1) Let P (γ∗) ∈ Vrep(Λ). If P (γ∗) ∈
⊥VMβ then dimP (γ∗) ∈ DZ(β)
(2) Let N ∈ mod-Λ. If N ∈ ⊥Mβ then dimN ∈ DZ(β).
(3) Let Pj be an indecomposable projective Λ-module. Then
Pj ∈
⊥Mβ ⇐⇒ Pj ∈
⊥VMβ ⇐⇒ Pj [1] ∈
⊥VMβ ⇐⇒ βj = 0.
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Definition 3.3.4. Let Jβ = {j ∈ Z |βj = 0}. Then
∆(β) := {
∑
1≤i≤n−1
ki dimEi +
∑
j∈Jβ
ℓj dimPj : ki ∈ N, ℓj ∈ Z} ⊆ DZ(β).
Proposition 3.3.5. ∆+(β) ⊆ ∆(β) ⊆ DZ(β) ⊆ D
ss
Z (β).
Proof. The first inclusion follows from the definitions. The second follows from Remark
3.3.3. The third is Lemma 3.1.6. 
To prove the stability theorem we will show that DssZ (β) ⊆ ∆(β) and therefore the last
three sets in 3.3.5 are equal. To do this we first consider the case when Jβ is empty, i.e.,
when β is sincere.
3.4. Sincere case. When β is sincere we have ∆+(β) = ∆(β). Thus we are reduced to
showing that DssZ (β) ⊆ ∆
+(β). Note that ⊥Mβ ⊆ mod-Λ when β is sincere.
Lemma 3.4.1. If β is sincere then DssZ (β) = ∆
+(β) and therefore DssZ (β) = DZ(β).
Proof. Since β is sincere, it follows that there are no projective Λ-modules in ⊥Mβ and
therefore none of the P ′k are projective Λ-modules. This implies that Mβ is not a simple
object in Wk (as defined in equation 3.2.2) for each k = 1, . . ., n−1 by Lemma 3.2.5. We
will use this fact to construct certain Schur subroots γk ⊆ β.
Claim 1. For each k = 1, 2, · · · , n− 1 there is a real Schur subroot γk of β so that
(1) 〈dimEi, γk〉 = 0 if i 6= k
(2) 〈dimEk, γk〉 < 0.
Construction of γk: For each k, the category Wk = (E1 ⊕ · · · ⊕ Êk ⊕ · · · ⊕En−1)
⊥ ⊂ mod-Λ
is a wide subcategory of rank 2 which contains Mβ by definition of the Eis. Let Rk, Sk be
the simple objects of Wk. Since Mβ is not simple, there exists a nontrivial extension of Sk
by Rk (or Rk by Sk):
Spk →֒Mβ ։ R
q
k
where p, q ≥ 1. Let γk = dimSk. Then γk is a proper real Schur subroot of β.
Properties of γk:
(1) 〈dimEi, γk〉 = 〈dimEi,dimSk〉 = 0 for all i 6= k since Sk ∈ Wk = (⊕i 6=kEi)
⊥.
(2) 〈dimEk, γk〉 < 0. We prove this in two steps:
Step 1: Since HomΛ(Ek,Mβ) = 0 we must also have HomΛ(Ek, Sj) = 0. Therefore
〈dimEk, γk〉 = 〈dimEk,dimSk〉 ≤ 0.
Step 2: 〈dimEk,dimSk〉 6= 0 since all vectors z satisfying 〈dimEi, z〉 = 0 for all i are
scalar multiples of β which is not possible since γk ( β. This finishes the proof of Claim 1.
Claim 2: DssZ (β) ⊆ ∆
+(β).
Proof of claim 2: Since (Mβ , E1, · · · , En−1) is an exceptional sequence, by Proposition 1.3.3,
every vector in Zn can be expressed uniquely as an integer linear combination of β and the
vectors dimEi. Let α ∈ D
ss
Z (β). Then α is an integer linear combination of the roots
dimEi, say α =
∑n−1
i=1 ai dimEi. The stability conditions which define D
ss
Z (β) (Definition
3.1.3) and 〈dimEi, γk〉 = 0 imply
〈α, γk〉 = ak 〈dimEk, γk〉 ≤ 0.
Since 〈dimEk, γk〉 < 0 by (2), this implies that ak ≥ 0 for each k. Since all ai are integers
it follows that α ∈ ∆+(β).
This finishes the proof that DssZ (β) = DZ(β) for β a sincere Schur root. 
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3.5. Non-sincere case. (Proof of Theorem 3.1.4) In this subsection we will proveDssZ (β) =
DZ(β) for all real Schur roots β. In order to deal with non-sincere roots, we need the
following lemma.
Lemma 3.5.1. Let Q be a quiver, β a real Schur root which is not sincere, with βj = 0.
Let Q(j) be the quiver obtained from Q by deleting vertex j and all adjacent edges. Then:
(1) DssZ (Q,β) = {α +m dimPj |α ∈ D
ss
Z (Q(j), β),m ∈ Z} = D
ss
Z (Q(j), β) + Z dimPj ,
(2) DZ(Q,β) = {α+m dimPj |α ∈ DZ(Q(j), β),m ∈ Z} = DZ(Q(j), β) + Z dimPj .
Proof. (1) Since Pj is one dimensional (over Fj) at vertex j, for any integer vector α ∈ Z
n,
α − αj dimPj lies in Z
n−1. Since 〈dimPj , β
′〉 = 0 for all subroots β′ ⊆ β, it follows that
α ∈ DssZ (β) if and only if α− αj dimPj lies in D
ss
Z (Q(j), β).
(2) Since Pj and Pj [1] are in the perpendicular category
⊥VMβ , the same is true for
DZ(Q,β): α ∈ DZ(Q,β) iff there is a virtual representation P (γ∗) of dimension α which lies
in ⊥VMβ . Then P (γ∗)⊕P
|αj |
j and P (γ∗)⊕Pj [1]
|αj | are virtual representations in ⊥VMβ and
one of them has dimension α−αj dimPj which lies inDZ(Q(j), β). Conversely, DZ(Q(j), β)+
Z dimPj is contained in DZ(β). So, they are equal. 
Proof of Virtual Stability Theorem 3.1.4. (when the field K is infinite). The proof is by
induction on the number of vertices of the quiver Q. Let β be a real Schur root. If β is
sincere then DssZ (β) = DZ(β) by Lemma 3.4.1.
If β is not sincere then by Lemma 3.5.1(1): DssZ (Q,β), is the set of all integer vectors
of the form α + m dimPj where α lies in D
ss
Z (Q(j), β) and m ∈ Z. Since Q(j) has n−1
vertices, by induction DssZ (Q(j), β) = DZ(Q(j), β). Then by Lemma 3.5.1(2) it follows that
DssZ (β) = DZ(β). This finishes the proof of Theorem 3.1.4. 
The extended version of the stability theorem includes also the equality DssZ (β) = ∆(β)
which was proved for β sincere in Lemma 3.4.1, which we now extend to the general real
Schur root β.
Proposition 3.5.2. Let β be a real Schur root. Then
DssZ (β) = DZ(β) = ∆(β).
Proof. When β is sincere, this is Lemma 3.4.1. So, suppose β is not sincere. Let j ∈ Jβ and
let Λ(j) = Λ/ΛejΛ. Then the quiver Q(j) as in Lemma 3.5.1 is the quiver of Λ(j). Then, by
induction on n we have
DssZ (Q(j), β) = ∆(Q(j), β) = {
∑
1≤i≤n−2
ai dimE
′
i +
∑
k∈Jβ ,k 6=j
bk dimPk : ai ∈ N, bk ∈ Z},
where E′i are the simple objects of
⊥Mβ in mod-Λ(j). By Lemma 3.5.1 we conclude that
DssZ (β) = ∆(Q(j), β) + Z dimPj = {
∑
1≤i≤n−2
ai dimE
′
i +
∑
k∈Jβ
bk dimPk : ai ∈ N, bk ∈ Z}.
Since each E′i and each Pk is a module in
⊥Mβ , their dimension vectors are nonnegative
Z-linear combinations of the dimension vectors of the simple objects Ei of
⊥Mβ . Therefore,
DssZ (β) ⊆ {
∑
1≤i≤n−1
a′i dimEi +
∑
k∈Jβ
b′k dimPk : a
′
i ∈ N, b
′
k ∈ Z} = ∆(β).
By Proposition 3.3.5, the opposite inclusion ∆(β) ⊆ DZ(β) ⊂ D
ss
Z (β) holds. 
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3.6. Extension to arbitrary fields K. (Proof of Theorem 3.1.1) Suppose that the ground
field K is finite. Then, we still have the trivial implication (1)Λ ⇒ (3)Λ. Since − ⊗K K(t)
is an exact functor, (3)Λ ⇒ (3)Λ(t) which we have shown to be equivalent to (1)Λ(t) and (2)
which does not refer to K. It remains to show that these imply (1)Λ.
Recall that, for every real Schur root β, the simple objects Ei and projective objects Pj
of ⊥Mβ ∩mod-Λ(t) are exceptional Λ(t)-modules. By Theorem 1.4.1, these are isomorphic
to E′i(t), P
′
j(t),M
′
β(t) for unique exceptional Λ-modules E
′
i, P
′
j ,M
′
β . Then, for any α ∈
DssZ (β) = ∆Λ(t)(β), we have
α =
∑
ki dimE
′
i(t) +
∑
ℓj dimP
′
j(t) =
∑
ki dimE
′
i +
∑
ℓj dimP
′
j
where ki ∈ N and ℓj ∈ Z. So, the direct sum of the Λ-modules E
′ki
i , projective modules
P
′ℓj
j for ℓj ≥ 0 and the shifted projective modules P
′|ℓj |
j [1] for ℓj ≤ 0 give a virtual rep-
resentation P (γ∗) = (f : P (γ1) → P (γ0)) so that, HomΛ(f,M
′
β) : HomΛ(P (γ0),M
′
β)
∼=
HomΛ(P (γ1),M
′
β). This shows that (2)⇒ (1)Λ. So, Theorem 3.1.1 holds for finite K. This
completes the proof of Theorem 3.1.1 for all finite dimensional hereditary algebras over any
field.
Remark 3.6.1. When K is any perfect field, Λ ⊗K K is an hereditary algebra over the
algebraically closed fieldK and it should be possible to extend the Virtual Stability Theorem
from [IOTW09] to Λ. However, if K is not perfect and Fi = K(a
1/p) is the division algebra
at vertex i then the socle of Si ⊗K K has infinite projective dimension. So, Λ⊗K K is not
hereditary in that case. That is the reason we did not take this approach.
4. c-vectors and semi-invariants
In this section we use the Virtual Stability Theorem for semi-invariants (3.1.1) to prove
two fundamental theorems relating determinantal weights of semi-invariants, cluster tilting
objects and c-vectors corresponding to a cluster tilting object. Theorem 4.1.5 gives the
relation between semi-invariants and cluster tilting objects. Theorem 4.3.1, relates the
semi-invariants of a cluster tilting object to the corresponding c-vectors. (Section 4.2)
These theorems (4.1.5 and 4.3.1) are inspired by work of Speyer and Thomas [ST]. In type
A these theorems are re-interpreted in terms of finite and infinite trees in [IOs], [ITW].
4.0. Preview. We illustrates Theorems 4.1.5 and 4.3.1 in an example.
Remark 4.0.1. Since c-vectors come from cluster theory, we use the well-known language of
cluster categories [BMRRT]. We recall from Corollary 2.3.7 that there is a bijection between
presentations in Pres(Λ) and objects of the cluster category CΛ so that the presentation
of any Λ-module is sent to that module, and the shifted projective P [1] is sent to the
same shifted projective object. Objects of Pres(Λ) are Ext-orthogonal if and only if the
corresponding objects of the cluster category CΛ are Ext-orthogonal since:
Ext1CΛ(X,Y )
∼= Ext1Pres(Λ)(X,Y )⊕DExt
1
Pres(Λ)(Y,X)
where D = HomK(·,K).
Example 4.0.2. The figure below illustrates the relation between cluster tilting objects,
domains of semi-invariants and c-vectors for the quiver Q = 1 ← 2 ← 3 of type A3. The
picture indicates the unit sphere S2 in R3 stereographically projected to R2 with the center
being the dimension vector of Λ = P1 ⊕ P2 ⊕ P3. The 9 vertices are the (normalized
dimension vectors of) indecomposable objects of the cluster category CΛ labeled as objects
of Pres(Λ) ∼= Vrep(Λ). The 6 lines are D(β) ∩ S2, where β are the 6 positive roots,
dimension vectors of indecomposable modules. There are 14 regions which are spherical
triangles whose vertices are components of cluster tilting objects. For example, the upper
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left triangle has vertices T1 = S1 = P1, T2 = P2[1], T3 = P3[1] with walls D(βi), where
βi are given by Theorem 4.1.5. The second theorem of this section, Theorem 4.3.1, shows
that the c-vectors corresponding to each cluster tilting object
⊕
Ti are, up to sign, equal to
the det-weights βi of the semi-invariants defined on the walls D(βi) of the conical simplex
spanned by dimTi. For example, in the upper left spherical simplex, the c-vectors are
c1 = −β1 = −e1, c2 = β2 = e2, c3 = β3 = e3. The sign of c-vectors is positive on the outside
of each curve and negative on the inside.
D(β1) = D[100]
c1 = −[100]
D[010]
D[001]
D[110]
D[011]
D[111]
T1 = S1 = P1
P2
S2
P3
S3
T2 = P2[1] P1[1]
T3 = P3[1]
I2
Q = 1← 2← 3
D(β2) = D[010]
c2 = [010]
D(β3) = D[001]
c3 = [001]
4.1. Structure of semi-invariant domains. If v1, · · · , vk are vectors in R
n, the conical
polyhedron spanned by the vi is the set of all nonnegative linear combinations of the vi. We
will denote it by C(v1, · · · , vk). If the vectors vi are linearly independent we call the conical
polyhedron a conical simplex.
For each real Schur root β, the domain D(β) of the determinantal semi-invariant with
det-weight β is equal to the codimension-one conical polyhedron ∆(β) in Rn by Proposition
3.5.2. This is a conical polyhedron since it is the set of nonnegative linear combinations of
the vectors dimEi, dimPj and − dimPj .
Remark 4.1.1. (1) We consider objects of CΛ as objects in Pres(Λ) ∼= Vrep(Λ) following
Remark 4.0.1, Corollary 2.3.7 and Proposition 2.3.2, and, for X in Pres(Λ), denote by
X⊥V , ⊥VX perpendicular categories of X in Pres(Λ).
(2) Recall that |X|⊥ = X⊥V ∩ mod-Λ by Lemma 3.2.2, where M⊥ and ⊥M are HomΛ-
Ext1Λ- perpendicular categories of Λ-module M in mod-Λ where |M | = M for modules M
and |P [1]| = P for shifted projective modules P [1].
(3) Let R be a rigid object in Pres(Λ). Then
Mβ ∈ |R|
⊥ ⇐⇒ Mβ ∈ R
⊥V ⇐⇒ dimR ∈ D(β).
This follows from Theorem 2.3.11, the definition of D(β) and (2) above.
(4) Let v ∈ D(β). Then, by the Virtual Stability Theorem 3.1.1, v lies in the interior of
D(β) if and only if 〈v, β′〉 < 0 for all proper real Schur subroots β′ ( β.
If T0 = T1⊕· · ·⊕Tk is a partial cluster tilting object in CΛ, the dimension vectors dimTi
are linearly independent. So they span the conical simplex C(dimT1, · · · ,dimTk) which we
abbreviate by C(T0).
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Lemma 4.1.2. Let T0 = T1 ⊕ · · · ⊕ Tk be any partial cluster tilting object. Then
(a) |T0|
⊥ is isomorphic to mod-Γ where Γ is an hereditary algebra with n−k simple objects.
(b) The conical simplex C(T0) is contained in D(β) if and only if the single vector dimT0 =∑k
i=1 dimTi lies in D(β).
(c) Let Mβ be an exceptional module in |T0|
⊥. Then dimT0 lies in the interior of D(β) if
and only if Mβ is a simple object of |T0|
⊥.
Proof. (a) follows from Remark 3.2.4.
(b) If dimTi ∈ D(β) then dimT0 ∈ D(β) since D(β) is convex. Conversely, suppose
dimT0 ∈ D(β). Then, by the Virtual Stability Theorem 3.1.1 there exists an object V ∈
Pres(Λ) with dimV = dimT0 which admits a determinantal semi-invariant of det weight β.
Since this is an open conditions, the generic object of this dimension has the same property.
This is T0. So, T0 ∈
⊥VMβ which implies that each Ti ∈
⊥V Mβ. So, C(T0) ⊆ D(β).
(c) Suppose Mβ is a simple object of |T0|
⊥. Suppose that dimT0 does not lie in the
interior of D(β). Then dimT0 ∈ ∂D(β). So, 〈dimT0, β
′〉 = 0 for some proper real Schur
subroot β′ ( β. Then, by the Virtual Stability Theorem 3.1.1, dimT0 lies in D(β
′) and
therefore Mβ′ is an object of |T0|
⊥ by (b). But Mβ′ is a subobject of Mβ contradicting the
assumption that Mβ is simple in |T0|
⊥. So, dimT0 is in the interior of D(β).
Suppose Mβ is not simple in |T0|
⊥. Then Mβ contains a simple subobject Mβ′′ ∈ |T0|
⊥.
Any such β′′ is a real Schur root. So, 〈dimT0, β
′′〉 = 0. Therefore, dimT0 ∈ D(β)∩D(β
′′) ⊂
∂D(β). So, dimT0 ∈ ∂D(β) when Mβ is not simple in |T0|
⊥. 
Remark 4.1.3. Let Mα1 , · · · ,Mαn−k be the simple objects of |T0|
⊥. Then, the vector
dimT0 lies in the interior of exactly n− k semi-invariant domains D(α1), · · · ,D(αn−k).
The following proposition will be used in the proof of the c-vector theorem.
Proposition 4.1.4. Let T0 = T1 ⊕ · · · ⊕ Tn−2 be a partial cluster tilting object with n − 2
summands. Let Mβ be an exceptional object of |T0|
⊥. Then
(1) IfMβ is a nonsimple exceptional object of |T0|
⊥ there is, up to isomorphism, only one
object T (β) so that T0⊕T (β) is a partial cluster tilting object and dimT (β) ∈ D(β).
(2) If Mβ is a simple object in |T0|
⊥ there are two nonisomorphic objects T ′, T ′′ in the
cluster category CΛ of mod-Λ so that T0 ⊕ T
′ and T0 ⊕ T
′′ are partial cluster tilting
objects and so that T ′, T ′′ lie in ⊥VMβ.
Proof. In Case (1), by the lemma, the partial cluster tilting object T0 lies on the boundary
of the polyhedral region D(β). Therefore, there is at most one way to complete it to a
cluster tilting object in D(β). Thus, it suffices to show the existence of a nonzero object
T (β) ∈ ⊥VMβ so that T0 ⊕ T (β) is a partial cluster tilting object and, in Case (2), we need
to show that there are two objects T ′, T ′′, where either T ′, T ′′ ∈ ⊥VMβ or T
′ ∈ ⊥VMβ and
T ′′ = P [1], where P ∈ ⊥Mβ is a projective Λ-module.
The existence of T (β) is straightforward using basic properties of cluster tilting objects.
Since T0 is an almost complete cluster tilting object in the cluster category of
⊥VMβ, there
are two objects T ′, T ′′ in this cluster category which complete the cluster tilting object. At
least one of them, say T ′, is a module in ⊥VMβ . Letting T (β) = T
′, this proves Case (1).
Case (2) Mβ is simple in |T0|
⊥. If both T ′, T ′′ are modules we are done. So, suppose
that T ′′ = P [1] for some projective object P ∈ ⊥Mβ. Then we claim that P is projective in
mod-Λ making T ′′ = P [1] an object of the cluster category of mod-Λ.
Suppose that P is the projective cover of the simple object Ek ∈
⊥Mβ . Then the
dimension vectors of the objects T1, · · · , Tn−2 lie on the face of the positive simplex ∆
+(β)
opposite the vertex Ek. By Lemma 4.1.2(c), D(β) contains a small neighborhood of the
point dimT0 inside the hyperplane Hβ. After rescaling, any such neighborhood contains an
integer point having negative Ek-coordinate. By the Virtual Stability Theorem 3.1.1 such a
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point has the form
∑
ki dimEi +
∑
ℓj dimPj , where Ei are the simple objects of
⊥Mβ and
Pj are the projective objects of
⊥Mβ which are also projective in mod-Λ. By construction,
at least one of these Pj must have Ek in its composition series. But then the projective
cover P of Ek in
⊥Mβ is a submodule of Pj which is projective in both
⊥Mβ and mod-Λ.
So, T ′′ = P [1] lies in the cluster category of mod-Λ as claimed. 
Theorem 4.1.5. Let T = T1 ⊕ · · · ⊕ Tn be a cluster tilting object for Λ. Then:
(a) The dimension vectors dimTi span a conical simplex in R
n whose walls are D(βi)
for uniquely determined real Schur roots βi.
(b) EndΛ(Mβi)
∼= EndCΛ(Ti) for each i.
(c) The interior of the conical simplex spanned by {dimTi}
n
i=1 does not meet any D(β).
(d) The objects Ti can be numbered in such a way that EndCΛ(Ti)
∼= EndΛ(Si) = Fi
where Si are the simple Λ-modules.
(e) Furthermore, 〈dimTi, βj〉 = δijεjfj, where fj = dimK Fj = dimK EndCΛ(Tj) = fβj
with the notation fβ = dimK EndΛ(Mβ) and εj = ±1 is the sign of 〈dimTj , βj〉.
Proof. (a) Each face of the conical simplex is spanned by dimTi with one Tj deleted. Then
|T/Tj |
⊥ has a unique simple object, say, Mβj and dimTi ∈ D(βj) for i 6= j by Remark 4.1.3.
(b) By Schofield (2.1.2), the Ti can be renumbered to form an exceptional sequence
(T1, · · · , Tn). For each j we have another exceptional sequence (Mβj , T1, · · · , T̂j , · · · , Tn).
By Proposition 1.3.3 (5), this implies (b). By 1.3.3 (3), this also implies that dimTj =
± dimMβj plus a linear combination of dimTi for i 6= j. We need this to prove (e).
(c) The interior of the conical simplex σ cannot lie in any D(α). If it did, then DZ(α)
would contain a integer point, say v, in the interior of σ. But then the general virtual
representation P → Q with dimension vector v would lie in DZ(α). However, by the virtual
canonical decomposition theorem this representation is a direct sum of the representations
Ti and each Ti occurs. So, dimTi ∈ DZ(α) for all i. This would make DZ(α) n dimensional
contradicting the fact that it has codimension one.
(d) follows from Corollary 1.3.5.
(e) follows from (a) and (b): Since Ti ∈ D(βj) for i 6= j, we have 〈dimTi, βj〉 = 0 for
i 6= j. And fj = fβj by (b). In the proof of (b) we observed that dimTj = ± dimMβj plus
a linear combination of dimTi for i 6= j. Since 〈dimTi, βj〉 = 0 for all i 6= j, this implies
〈dimTj , βj〉 = ±〈βj , βj〉 = ±fβj = ±fj
We denote the sign by εj . This completes the proof of (e). 
Using this theorem we can now define the matrices ΓT whose columns are equal, by
definition, to det-weights of semi-invariants up to sign and will be shown to be equal to the
c-vectors of the cluster tilting object T , up to sign, by Theorem 4.3.1 below.
Definition 4.1.6. For any cluster tilting object T =
⊕n
i=1 Ti for Λ, let ΓT be the n × n
integer matrix with columns γi = εiβi where βi are the unique real Schur roots so that
dimTi ∈ D(βj) for i 6= j and εi = ±1 is the sign of 〈dimTi, βi〉.
Corollary 4.1.7. Let V be the n× n matrix with columns dimTi. Then
V tEΓT = D
where E is the Euler matrix and D is the diagonal matrix with diagonal entries fi.
One very important observation about the significance of the sign εi is the following.
Proposition 4.1.8. Suppose that εk = sgn 〈dimTk, βk〉 > 0. Then Tk is a module and
there does not exist any epimorphism B ։ Tk where B is a module in addT/Tk.
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Proof. If Tk = P [1] then Ext
1
Pres(Λ)(P [1],X) = 0 for any X ∈ Pres(Λ). So, Tk is a
module. If 〈dimTk, βk〉 > 0 then HomΛ(Tk,Mβ) 6= 0. For any epimorphism B ։ Tk we get
HomΛ(B,Mβ) 6= 0. This is impossible for B ∈ addT/Tk since T/Tk ∈ D(β). 
Corollary 4.1.9. Suppose that εk = + and let T
′
k be the mutation of Tk so that T
′
k ⊕ T/Tk
is a cluster tilting object. Then Ext1Pres(Λ)(T
′
k, Tk) 6= 0 and Ext
1
Pres(Λ)(Tk, T
′
k) = 0.
Proof. It is well-known [BMRRT] that one of these two extension groups is zero and the
other is nonzero. So, suppose that Ext1Pres(Λ)(Tk, T
′
k) 6= 0. If Tk, T
′
k are both modules,
there would be a short exact sequence 0 → T ′k → B → Tk → 0 where B ∈ addT/Tk .
This is not possible by the Proposition. So, either Tk or T
′
k is a shifted projective. But
ExtPres(Λ)(Tk, P [1]) = 0. So, we must have Tk = P [1]. Then 〈Tk, βk〉 ≤ 0 contradicting the
assumption that εk > 0. 
4.2. Definition of c-vectors. An n × n integer matrix B is called skew symmetrizable if
there is a diagonal matrix D with positive integer diagonal entries so that DB is skew-
symmetric. D is called the symmetrizer of B. An extended exchange matrix is defined to
be a 2n × n matrix B˜ =
[
B
C
]
whose top half B is skew-symmetrizable.
Definition 4.2.1. [FZ07] For any extended exchange matrix B˜ = (bij) and any 1 ≤ k ≤ n,
the mutation µkB˜ of B˜ in the k-direction is defined to be the matrix B˜
′ = (b′ij) defined by
(4.2.1) b′ij =

−bij if i = k or j = k
bij + bik|bkj | if bikbkj > 0
bij otherwise
For any finite sequence of positive integers k1, k2, · · · , kr ≤ n we have the iterated mutation
µkr · · · µk1B˜ of B˜.
Definition 4.2.2. [FZ07] Let B0 be a fixed skew-symmetrizable matrix which we call the
initial exchange matrix. Then B˜0 =
[
B0
In
]
is called the initial extended exchange matrix.
Consider the set of all n×n matrices C which appear at the bottom of matrices B˜C =
[
BC
C
]
given by iterated mutation of the initial extended exchange matrix. The columns of all such
matrices C are called the c-vectors of B0. The matrices C are called the c-matrices of B0.
We recall that a vector v is called sign coherent if its nonzero coordinates have the same
sign. We write v > 0 if this sign is positive and v 6= 0. We will use a theorem of Nakanishi
and Zelevinsky which can be phrased as follows.
Theorem 4.2.3. [NZ] Let B0 be a skew-symmetrizable matrix with symmetrizer D and let
X be a set of n× n integer matrices C with the following properties.
(1) In ∈ X
(2) For any C ∈ X , the columns of C are sign coherent and nonzero.
(3) For any C ∈ X , the matrix BC := D
−1CtDB0C has integer entries bij .
(4) Let C ∈ X and 1 ≤ k ≤ n, then X contains the matrix C ′ = µkC with columns c
′
j
given as follows, where bkj are entries of BC .
c′j =

−ck if j = k
cj + |bkj|ck if bkjck > 0
cj otherwise
(5) X is minimal with the above properties.
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Then X is the set of c-matrices of B0 and the columns of C ∈ X are the c-vectors of B0.
To specify the c-vectors corresponding to a cluster tilting object, we need to choose an
initial cluster tilting object. Let B0 = L
t − R, where L, R are the left and right Euler
matrices (Section 1.1.). Then B0 is an n × n skew-symmetrizable matrix since DB0 =
Et − E is skew-symmetric, where E is the Euler matrix. We will use B0 as the initial
exchange matrix and B˜0 =
[
B0
In
]
as the initial extended exchange matrix. The following
easy observation will be useful.
Lemma 4.2.4. For any two vectors x, y ∈ Rn we have 〈y, x〉 − 〈x, y〉 = xtDB0y.
4.3. c-vector theorem.
Theorem 4.3.1 (c-vector theorem). Let Λ be any finite dimensional hereditary algebra over
any field. Let CΛ be the cluster category of Λ. Let the initial cluster tilting object in CΛ be
Λ[1] =
⊕n
i=1 Pi[1]. Then the c-vectors associated to the cluster tilting object T =
⊕n
i=1 Ti
are ci = −εiβi where βi are the associated det-weights and each εi is the sign of 〈dimTi, βi〉.
The plan for the proof of this theorem is as follows. Let X denote the set of matrices
X := {−ΓT = −[γ1, · · · , γn] | γi = εiβi}.
where εi is the sign of 〈dimTi, βi〉. We will show that X satisfies the conditions of Theorem
4.2.3 ((1), (2) are Lemma 4.3.2, (3) is Lemma 4.3.3, (4) is Proposition 4.3.4 and (5) follows
from the fact that mutation acts transitively on the set of cluster tilting objects [Hu]).
Therefore, by Theorem 4.2.3, X is equal to the set of all c-matrices of the initial exchange
matrix B0 = L
t −R.
Lemma 4.3.2. (1) X contains the identity matrix In.
(2) The columns of X are sign coherent.
Proof. (1) For T = Λ[1], ΓΛ[1] = −In. This follows from Definition 4.1.6 since Si ∈ P
⊥
j for
i 6= j which implies that − dimPj ∈ D(ei) where ei = dimSi is the i-th unit vector and
〈dimPi[1], ei〉 = −1. Therefore In ∈ X .
(2) Since the columns γi of ΓT are, up to sign, dimension vectors of indecomposable
modules Mβi , they are sign coherent. 
Lemma 4.3.3. Let T = T1⊕· · ·⊕Tn be a cluster tilting object and ΓT the associated matrix
with columns γi = εiβi. Then the matrix BΓ = B−Γ = D
−1ΓtDB0Γ has integer entries.
Hence X satisfies Condition (3) in Theorem 4.2.3.
Proof. By Lemma 4.2.4, the entries of BΓ are bij = f
−1
i (〈γj, γi〉 − 〈γi, γj〉). The columns
γi of ΓT are, up to sign, dimension vectors of exceptional modules Mβi and EndΛ(Mβi)
∼=
EndCΛ(Ti)
∼= Fi. Also, fi = dimK Fi. Therefore, bij are integers by Proposition 1.2.3. 
We need to show that the set X satisfies condition (4) in Theorem 4.2.3 which is the
following proposition whose proof will occupy the rest of this section.
Proposition 4.3.4. Under the mutation µk of T , the matrix ΓT changes to Γ
′
T with columns
γ′j given as follows where bij are the entries of BΓ.
γ′j =

−γk if j = k
γj + |bkj|γk if bkjγk < 0
γj otherwise
The inequality bkjγk < 0 is reversed from Theorem 4.2.3(4) since γj , γk will turn out to
be negative c-vectors. We will prove Proposition 4.3.4 first in the special case when n = 2.
We will then show that the general case follows from the special case.
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4.4. Consecutive roots. In order to set up the reduction to the rank 2 case, we need to
rephrase Proposition 4.3.4 in terms of the “consecutive roots” −γj , γk, γ
′
j .
Definition 4.4.1. Let T0 ∈ Pres(Λ) be a partial cluster tilting object with n−2 summands.
Define SΛ(T0) to be the set of all ordered pairs (γ, U) where
(1) U is an exceptional object of Pres(Λ) so that T0 ⊕ U is rigid.
(2) γ = ±β where Mβ is the unique exceptional module in |T0 ⊕ U |
⊥.
Remark 4.4.2. Note that, by Proposition 4.1.4, U is uniquely determined by γ except
when M|γ| is a simple object of |T0|
⊥ in which case there are exactly two possibilities for U .
Proposition 4.4.3. For each (γ, U) ∈ SΛ(T0), there is a unique (γ
′, U ′) ∈ SΛ(T0) so that
S1. T0 ⊕ U ⊕ U
′ is a cluster tilting object in Pres(Λ).
S2. 〈dimU, γ′〉 > 0.
S3. 〈dimU ′, γ〉 < 0.
Proof. There are two objects U ′, U ′′ so that T0⊕U⊕U
′, T0⊕U⊕U
′′ are cluster tilting objects.
These objects must lie on opposite sides of the hyperplane Hγ = {x ∈ R
n | 〈x, γ〉 = 0}.
Therefore, up to reordering, we have: 〈dimU ′, γ〉 < 0, 〈dimU ′′, γ〉 > 0. So, U ′ is uniquely
determined by S1 and S3.
Let Mβ′ be the unique exceptional object in |T0 ⊕U
′|⊥. Then (β′, U ′), (−β′, U ′) are the
elements of SΛ(T0) with second entry U
′. Let γ′ = sgn 〈dimU, β′〉 β′. Then (γ′, U ′) is the
unique pair satisfying S1,S2,S3. 
Definition 4.4.4. Let ρ(γ, U) denote the unique pair (γ′, U ′) given by Proposition 4.4.3.
A sequence of pairs (γ1, U1), (γ2, U2), (γ3, U3), · · · ∈ SΛ(T0) will be called consecutive pairs
if ρ(γi, Ui) = (γi+1, Ui+1). And γ1, γ2, γ3, · · · will be called consecutive roots if there exist
{Ui} so that {(γi, Ui)} is a sequence of consecutive pairs.
Corollary 4.4.5. ρ : SΛ(T0)→ SΛ(T0) is a bijection.
Proof. If ρ(γ, U) = (γ′, U ′) then one sees easily that ρ(−γ′, U ′) = (−γ, U). So, s ◦ ρ ◦ s is
the inverse of ρ where s(γ, U) = (−γ, U). 
Lemma 4.4.6. Suppose that T = T0⊕Tj⊕Tk and T
′ = µkT = T0⊕Tj⊕T
′
k. Let γj = εjβj ,
γk = εkβk be the jth and kth γ-vectors of T . Let γ
′
j = ε
′
jβ
′
j , γ
′
k = ε
′
kβ
′
k be the corresponding
γ vectors of T ′. Then γ′k = −γk and (−γj , Tk), (γk, Tj), (γ
′
j , T
′
k) are consecutive pairs in
SΛ(T0). In particular, −γj, γk, γ
′
j are consecutive roots.
Proof. By definition of εj , εk we have 〈dimTk, γk〉 > 0 and 〈dimTj , γj〉 > 0. Therefore,
ρ(−γj , Tk) = (γk, Tj). For T
′, β′k is by definition the unique positive root so that T0 ⊕ Tj ∈
D(β′k). So, we must have β
′
k = βk. The signs εk, ε
′
k must be opposite since Tk, T
′
k must lie
on opposite sides of the set D(βk). (If they were on the same side, the cones spanned by T
and T ′ would overlap.) So, γ′k = −γk. Then, ρ(γk, Tj) = ρ(−γ
′
k, Tj) = (γ
′
j , T
′
k). 
Lemma 4.4.7. Proposition 4.3.4 follows from the following equation for all triples of con-
secutive roots: γ, γ′, γ′′:
γ′′ =
{
−γ + |b|γ′ if bγ′ < 0
−γ otherwise
where b = f−1γ′ (〈γ
′, γ〉 − 〈γ, γ′〉) and fγ′ = dimK EndΛ(M|γ′|).
Proof. Suppose that the formula above for γ′′ holds for all triples of consecutive roots. Then
it holds in the particular case γ = −γj, γ
′ = γk and γ
′′ = γ′j. Substituting these values
of γ, γ′, γ′′ transforms the given equation into the formula for γ′j given in Proposition 4.3.4
except for the missing statement γ′k = −γk which was shown in Lemma 4.4.6 above. 
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4.5. Proof of Proposition 4.3.4 in rank 2 case. The results of this section are well-
known. We include them for clarity. Let H be a finite dimensional hereditary algebra of
rank 2. Then H will be Morita equivalent to the tensor algebra of a modulated quiver. (See
Appendix A.) So, we assume that
H =
[
F1 0
M F2
]
where F1, F2 are division algebras over K andM is an F2-F1-bimodule. A (right) H-module
can be viewed as a representation V = (V1, V2, f : V2⊗F2 M → V1) of the modulated quiver
F1
M
←− F2.
Recall that dimV = (dimF1 V1,dimF2 V2) and fi = dimK Fi. Let di = dimFi M . Then
dimK M = m = f1d1 = f2d2.
The projective H-modules are PH1 = (F1, 0, 0) and P
H
2 = (M,F2, id : F2 ⊗M → M). The
injective H-modules are given by a dual construction IH2 = (0, F2, 0), I
H
1 = (F1,M
∗, ev)
where M∗ = HomF1(M,F1) and ev : M
∗ ⊗M → F1 is the evaluation map. The simple H
modules are PH1 , I
H
2 . These have dimension vectors
(4.5.1) dimPH1 = (1, 0), dimP
H
2 = (d1, 1), dim I
H
1 = (1, d2), dim I
H
2 = (0, 1)
It is well-known that H has finite type, i.e., has only finitely many exceptional representa-
tions up to isomorphism, if and only if d1d2 ≤ 3. These are the quivers A1×A1, A2, B2, G2.
We let s denote the number of indecomposable modules. So, s = 2, 3, 4, 6 or ∞.
All exceptional H-modules are either preprojective or preinjective. We denote the pre-
projective modules Yi and the preinjective modules Zj keeping in mind that Zj = Ys−j+1
in the finite case. The preprojective and preinjective component(s) of the Auslander-Reiten
quiver of H is given by:
Y2 = P
H
2 Y4 Z3 Z1 = I
H
2
· · ·
Y1 = P
H
1 Y3 Z4 Z2 = I
H
1
.
The arrows denote irreducible maps Yi → Yi+1 and Zj → Zj−1. The Auslander-Reiten
translation τH acts by “shifting two spaces to the left” and we have H-almost split sequences
(subscripts of d should be taken modulo 2).
Yi֌ Y
di+1
i+1 ։ Yi+2, Zj+2֌ Z
dj
j+1 ։ Zj (i, j ≥ 1).
So, the dimension vectors of Yi, Zj are given recursively using (4.5.1) by
(4.5.2) dimYi = di−1 dimYi−1 − dimYi−2 i ≥ 3
(4.5.3) dimZj = di dimZj−1 − dimZj−2 j ≥ 3.
The Auslander-Reiten quiver of the cluster category CH of H [BMRRT] has two more
exceptional objects, Y1[1] = P
H
1 [1] and Y2[1] = P
H
2 [1], which come between Z1 and Y1:
Z3 Z1 Y2[1] Y2
· · ·· · ·
Z2 Y1[1] Y1 Y3 .
This is called the transjective component of the Auslander-Reiten quiver of CH .
Proposition 4.5.1. The cluster tilting objects of CH are sums of pairs of consecutive objects
in the above quiver: Zi+1 ⊕ Zi, Z1 ⊕ Y1[1], Y1[1] ⊕ Y2[1], Y2[1]⊕ Y1, Yi ⊕ Yi+1.
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Lemma 4.5.2. For 1 < i < s, ⊥Yi = addYi+1 and
⊥Zi+1 = addZi. For the simple objects
Y1, Z1,
⊥Y1 = add(Y2 ⊕ Y2[1]) and
⊥Z1 = add(Y1 ⊕ Y1[1]).
Proposition 4.5.3. (a) The elements of SH(0) are (± dimZj+1, Zj), (± dimYi, Yi+1) for
i, j ≥ 1 and the 6 pairs (± dimY1, Y2[1]), (± dimZ1, Y1) and (± dimZ1, Y1[1]).
(b) The action of ρ on these pairs is given by the following list and by the reverse of the
list (given by changing the sign of the first entries and reversing the order).
(1) ρ(dimZj+2, Zj+1) = (dimZj+1, Zj) for j = 1, · · · , s− 2.
(2) ρ(dimZ2, Z1) = (dimZ1, Y1[1])
(3) ρ(dimZ1, Y1[1]) = (− dimY1, Y2[1])
(4) ρ(− dimY1, Y2[1]) = (− dimZ1, Y1)
(5) ρ(− dimZ1, Y1) = (dimY1, Y2)
(6) ρ(dimYi, Yi+1) = (dimYi+1, Yi+2) for i = 1, · · · , s − 2.
Proof. (a) By Remark 4.4.2, γ uniquely determines U in the pair (γ, U) when M|γ| is
not a simple object. By definition U ∈ ⊥M|γ|. So, U must be the object after M|γ| in
the Auslander-Reiten quiver of H. This gives the pairs (± dimZj, Zj−1), (± dimYi, Yi+1).
When γ is a simple root, U = P or P [1] where P is the projective which does not map to
M|γ|. This gives (± dimY1, Y2) and the remaining 6 pairs.
(b) The computation of ρ(γ, U) in (1),(2),(3) and (6) are examples of the general formula:
ρ(dim τHX,W ) = (dimW,X) which holds in rank 2. (4) and (5) follow from (3) by change
of sign. 
Proof of Proposition 4.3.4 in rank 2. By Proposition 4.5.3, there are two sequences of con-
secutive roots in SH(0):
· · · ,dimZ3,dimZ2,dimZ1,− dimY1,− dimZ1,dimY1,dimY2,dimY3, · · ·
· · · ,− dimY3,− dimY2,− dimY1,dimZ1,dimY1,− dimZ1,− dimZ2,− dimZ3, · · ·
We consider only the first. The second is similar. The calculations are summarized in the
following chart.
γ γ′ γ′′ fγ′ 〈γ
′, γ〉 〈γ, γ′〉 b sgn(bγ′) formula for γ′′
dimZ3 dimZ2 dimZ1 f1 0 m −d1 − d1 dimZ2 − dimZ3
dimZ2 dimZ1 − dimY1 f2 0 m −d2 − d2 dimZ1 − dimZ2
dimZ1 − dimY1 − dimZ1 f1 0 m −d1 + − dimZ1
− dimY1 − dimZ1 dimY1 f2 0 m −d2 + dimY1
− dimZ1 dimY1 dimY2 f1 −m 0 −d1 − d1 dimY1 + dimZ1
dimY1 dimY2 dimY3 f2 0 m −d2 − d2 dimY2 − dimY1
That γ′′ agrees with the formula from Lemma 4.4.7 follows from the formulas (4.5.1), (4.5.2),
(4.5.3). So, Proposition 4.3.4 holds in the case n = 2 by Lemma 4.4.7. 
4.6. Proof of Proposition 4.3.4 in general case. Let T0 be a partial cluster tilting
object for Λ with n − 2 summands. Let L1, L2 be the indecomposable injective objects
of the rank 2 hereditary abelian subcategory |T0|
⊥ of mod-Λ. Let H = EndΛ(L)
op where
L = L1 ⊕ L2.
Proposition 4.6.1. The functor F = HomΛ(·, L) : mod-Λ → mod-H induces an isomor-
phism of categories |T0|
⊥ ∼= mod-H.
The functor F does not have the properties that we need on objects outside the subcat-
egory |T0|
⊥. So, we will replace it with a mapping η which, unfortunately, is defined only
on objects. We now set up the notation for this mapping.
Let Ψ+ be the set of all dimension vectors of exceptional objects in |T0|
⊥, let Ψ =
Ψ+ ∪ −Ψ+ and let V ⊂ R
n be the two dimensional subspace spanned by Ψ. Then every
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vector v ∈ V is given uniquely as v = x1α1 + x2α2 where x1, x2 ∈ R and α1, α2 ∈ Ψ+ are
the dimension vectors of the simple objects Mα1 ,Mα2 of |T0|
⊥ corresponding to L1, L2.
Remark 4.6.2. (a) The Euler-Ringel pairing on R2 is given by:
〈(x1, x2), (y1, y2)〉H = 〈x1α1 + x2α2, y1α1 + y2α2〉
(b) The linear isomorphism π : V → R2 given by π(x1α1 + x2α2) = (x1, x2) is also an
isometry, i.e., 〈v,w〉 = 〈π(v), π(w)〉H for all v,w ∈ V .
(c) Furthermore, π(Ψ+) is the set of all dimension vectors of exceptional H-modules.
(d) Let λi=dimLi and fj=dimK EndΛ(Mαj )=dimK HomΛ(Mαj , Lj). Then 〈αi, λj〉=fjδij .
Let θ : Rn → V be the linear mapping given by
θ(x) =
∑
i=1,2
f−1i 〈x, λi〉αi .
Lemma 4.6.3. (a) θ is a projection, i.e., θ(v) = v for all v ∈ V .
(b) 〈θ(x), β〉 = 〈x, β〉 for all x ∈ Rn, β ∈ Ψ.
(c) 〈πθ(x), π(β)〉H = 〈x, β〉 for all x ∈ R
n, β ∈ Ψ.
(d) θ(dimT0) = 0.
Proof. (a) follows from the observation that θ(αi) = αi. (b) follows from the calculation:
〈θ(x), λj〉 = 〈x, λj〉 and the fact that λ1, λ2 span V . (c) follows from (b) and the fact that
π : V → R2 is an isometry. (d) follows from the fact that Li ∈ |T0|
⊥. 
Suppose that β ∈ πΨ+ ⊂ Z
2. Then the hyperplane {x ∈ R2 |
〈
x, β
〉
H
= 0} is a line
through the origin in R2. And DH(β) is a closed subset of this line given by:
DH(β) = {x ∈ R
2 |
〈
x, β
〉
H
= 0 and
〈
x, β
′
〉
H
≤ 0 for all β
′
⊂ β}.
Lemma 4.6.4. (a) For any β ∈ Ψ+, πθ(DΛ(β)) ⊆ DH(π(β)).
(b) If πθ(x) ∈ DH(π(β)), x ∈ R
n, then dimT0 + δx ∈ DΛ(β) for sufficiently small δ > 0.
Proof. (a) Suppose x ∈ DΛ(β). Then 〈πθ(x), π(β)〉H = 〈x, β〉 = 0 and 〈πθ(x), π(β
′)〉H =
〈x, β′〉 ≤ 0 for all β′ ⊂ β in Ψ+. So, πθ(x) ∈ DH(π(β)).
(b) Suppose that πθ(x) ∈ DH(π(β)). Then, for any δ > 0 we have:
〈dimT0 + δx, β〉 = 〈πθ(dimT0 + δx), π(β)〉H = δ 〈πθ(x), π(β)〉 = 0
For any subroot β′ ⊆ β with β′ ∈ Ψ+ we have:〈
dimT0 + δx, β
′
〉
=
〈
πθ(dimT0 + δx), π(β
′)
〉
H
= δ
〈
πθ(x), π(β′)
〉
≤ 0
For any subroot β′′ ⊆ β with β′′ /∈ Ψ+ we have 〈dimT0, β
′′〉 < 0. (If 〈dimT0, β
′′〉 = 0 then
dimT0 ∈ D(β
′′) which implies that β′′ ∈ Ψ+ by Lemma 4.1.2(b).) So, 〈dimT0, β
′′〉 ≤ −1
and 〈
dimT0 + δx, β
′′
〉
=
〈
dimT0, β
′′
〉
+ δ
〈
x, β′′
〉
< 12
for sufficiently small δ. Therefore, dimT0 + δx ∈ D(β) for all sufficiently small δ > 0. 
We need the following criterion equivalent to S1 from Proposition 4.4.3.
Lemma 4.6.5. Suppose that U,U ′ are exceptional objects of Pres(Λ) so that T0⊕U, T0⊕U
′
are rigid. Then T0 ⊕ U ⊕ U
′ is a cluster tilting objects of Λ if and only if S1′ holds:
S1′: ∀a, b, c ∈ R>0,∀β ∈ Φ+(Λ), adimT0 + bdimU + cdimU
′ /∈ DΛ(β).
Proof. The necessity of S1′ was shown in Corollary 2.4.5.
To show sufficiency, suppose T0 ⊕U ⊕U
′ is not a cluster tilting object. Let V, V ′ be the
two objects making T = T0 ⊕ U ⊕ V and T
′ = T0 ⊕ U ⊕ V
′ into cluster tilting objects in
Pres(Λ). Then dim(T0 ⊕ U) lies in the interior of C(T ) ∪ C(T
′) where C(T ) is the conical
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simplex spanned by {dimTi}, the components of T . Since U
′ 6= V, V ′, by the virtual generic
decomposition theorem 2.3.11 it follows that U ′ /∈ C(T )∪C(T ′). So, the straight line from
dim(T0 ⊕ U) to dimU
′ goes through the boundary of C(T ) ∪ C(T ′). But,
∂(C(T ) ∪ C(T ′)) ⊂ ∂C(T ) ∪ ∂C(T ′)
is a union of domains D(α). So, there exist a, b > 0 so that
a(dim T0 + dimU) + bdimU
′ ∈ D(α)
for some α contradicting S1′. 
Proposition 4.6.6. Let (γ, U) ∈ SΛ(T0). Then
(a) There is a unique object η(U) ∈ Pres(H) so that dim η(U) = πθ(dimU).
(b) (π(γ), η(U)) ∈ SH(0).
(c) If ρ(γ, U) = (γ′, U ′) then ρH(π(γ), η(U)) = (π(γ
′), η(U ′)).
Proof. (a) Let |γ| = β ∈ Ψ+. Since dimU ∈ DΛ(β), we have, by Lemma 4.6.4, that
πθ(dimU) ∈ DH(π(β)). Let Mα be the object which comes right after Mπ(β) in the
Auslander-Reiten quiver of H except in the case when Mπ(β) is the simple injective ob-
ject in which case we let Mα be the simple projective object. Then α is the unique positive
root of H in DH(π(β)). Since α, πθ(dimU) ∈ Z
2 are collinear and the coordinates of α are
relatively prime, πθ(dimU) must be an integer multiple of α. But ρ(γ, U) = (γ′, U ′) implies
that 〈dimU, γ′〉 > 0. And 〈dimU, γ′〉 = ±fγ′ by Theorem 4.1.5(e). So, by Lemma 4.6.3(c)
this implies 〈
πθ(dimU), π(γ′)
〉
H
=
〈
dimU, γ′
〉
= fγ′ .
But 〈α, π(γ′)〉H is also an integer multiple of fγ′ . So, πθ(dimU) = ±α. If π(dimU) = −α ∈
DH(π(β)) then Mα must be projective in mod-H and πθ(dimU) = dimMα[1]. Otherwise,
πθ(dimU) = dimMα. So, either η(U) = Mα[1] or η(U) = Mα is the unique object in
Pres(H) with dim η(U) = πθ(dimU) ∈ DH(π(β)).
(b) Since dim η(U) = πθ(dimU) ∈ DH(π(β)), (π(β), η(U)) ∈ SH(0) which implies
(π(γ), η(U)) ∈ SH(0) since γ = ±β and, therefore, π(γ) = ±π(β).
(c) To show that ρH(π(γ), η(U)) = (π(γ
′), η(U ′)) we will verify S2,S3,S1′ from Propo-
sition 4.4.3 and Lemma 4.6.5.
S2. 〈dim η(U), π(γ′)〉H = 〈πθ(dimU), π(γ
′)〉H = 〈dimU, γ
′〉 > 0.
S3. 〈dim η(U ′), π(γ)〉H = 〈πθ(dimU
′), π(γ)〉H = 〈dimU
′, γ〉 < 0.
S1′. Suppose not. Then there exist a, b > 0 and α ∈ Ψ+ so that adim η(U) +
bdim η(U ′) ∈ DH(π(α)). By Lemma 4.6.4, this implies, for sufficiently small δ > 0, that
dimT0 + δ(adimU + bdimU
′) ∈ DΛ(α).
By Corollary 2.4.5 this is not possible since T0 ⊕ U ⊕ U
′ is a cluster tilting object. 
Remark 4.6.7. The mapping η is not a functor. However, it has very nice properties. The
mapping η gives a bijection between the set of all objects U which are Ext-orthogonal to
T0 and the set of all exceptional objects in Pres(H). The fact that η is surjection onto this
set follows from Proposition 4.6.6(c) and the fact that Pres(H) has only two orbits of the
action of ρ. To show that η is 1-1, suppose η(U) = η(U ′). Then dim η(U) = dim η(U ′) lie in
the same DH(π(β)). This implies dimU,dimU
′ lie in D(β) which implies β is simple and
dim η(U) = − dim η(U ′), a contradiction. For more details, see [IT16]
Proof of Proposition 4.3.4 in general. Suppose that (γ, U), (γ′, U ′), (γ′′, U ′′) are consecutive
pairs in SΛ(T0). Then, by Proposition 4.6.6, π(γ), π(γ
′), π(γ′′) are consecutive roots for the
rank 2 hereditary algebra H. Therefore, by the calculation in the last subsection, the
formula in Lemma 4.4.7 holds for π(γ), π(γ′), π(γ′′).
But π is an isometry. So, the formula also holds for γ, γ′, γ′′. By Lemma 4.4.7 this
implies Proposition 4.3.4. 
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We can now prove the c-vector theorem.
Proof of Theorem 4.3.1. The statement is that the c-vectors of a cluster tilting object T are
−γi. This holds for the initial cluster tilting object Λ[1] by definition. It is well-known that
cluster mutation acts transitively on the set of cluster tilting objects. (See [Hu].) Therefore,
it suffices to show that the equation ci = −γi remains true under mutation. But this is
what was shown in Proposition 4.3.4 with the aid of Theorem 4.2.3. 
4.7. Example. Figure 1 illustrates several concepts discussed in the paper. Take the mod-
ulated quiver
F1 = C
M21=C←−−−− F2 = R
M32=R←−−−− F3 = R
The tensor algebra of this quiver is of finite type with 9 indecomposable objects:
P3
  ❆
❆❆
❆
❴❴❴❴❴ S2
!!❇
❇❇
❇
❴❴❴❴❴ S3
P2
>>⑤⑤⑤⑤
  ❇
❇❇
❇
❴❴❴❴❴ X
  ❆
❆❆
❆❆
>>⑥⑥⑥⑥
❴❴❴❴❴ Z1
>>⑤⑤⑤⑤
P1
>>⑤⑤⑤⑤
❴❴❴❴❴ Y
>>⑥⑥⑥⑥⑥
❴❴❴❴❴ Z2
==⑤⑤⑤⑤
Consider L, the intersection with the unit sphere S2 ⊆ R3 with the union
⋃
D(β) of all nine
semi-invariant domains. Figure 1 shows the stereographic projection of L onto the plane.
e1
e2
e3
D[100]
D[001]D[010]
S3
S2
S1
= P1
P3P2
Z1
Z2
Y X
P1[1]
P3[1] P2[1]
D[120]
Q = 1
(2,1)
←−−− 2← 3
= C← R← R
Figure 1. The three circles are domains of semi-invariants with simple det-
weights. Other det-weights are dimension vectors of other representations.
For example, edges e1, e2, e3 are domains of (0, 1, 1), (1, 2, 2), (1, 1, 1). The
four dark vertices S1, Z2, Y, P1[1] indicate the objects with endomorphism
ring C. The semi-invariant domains D(1, 0, 0),D(1, 2, 0) and e2 = D(1, 2, 2)
which correspond to S1, Y, Z2 by Proposition 4.7.1 are also darkened.
In reading Figure 1 the following easy observation is helpful.
Proposition 4.7.1. Let T =
⊕
Ti be a cluster tilting object with associated matrix ΓT =
(γi). Suppose that γk = βk is positive and all other columns of ΓT are negative. Then
dimTk = βk. In other words, when the following triangle appears in a picture, T2 =Mβ2.
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T1
T2
T3
D(β1))
D(β2)
D(β3)
Proof. As we say in the proof of the c-vector theorem, rank 2 case, for any j 6= k, the
modules Mγj and Mγk are consecutive objects in the Auslander-Reiten quiver of the rank
2 perpendicular category |T0|
⊥ where T0 =
⊕
i 6=j,k Ti. Therefore, 〈γk, γj〉 = 0 for all j 6= k.
We also have 〈dimTk, γj〉 = 0 for all j 6= k. Since ΓT is an invertible matrix (by Corollary
4.1.7), this implies that dimTk is a scalar multiple of γk. So, dimTk = βk. 
Example 4.7.2. Examples of Proposition 4.7.1 in Figure 1.
(1) dimZ1 = (0, 1, 1) and e1 = D(0, 1, 1)
(2) dimZ2 = (1, 2, 2) and e2 = D(1, 2, 2) which extends from S3 to S2
(3) dimP3 = (1, 1, 1) and e3 = D(1, 1, 1) which extends from S3 throught Z2,X to Y .
(4) dimX = (1, 2, 1) and D(1, 2, 1) is the edge connecting Z2 and S2.
Figure 1 also illustrates the following concepts used in the paper. For β = (1, 1, 1), the
simple objects of the category ⊥Mβ are S3 and Y with dimension vectors α1 = (0, 0, 1) and
α2 = (0, 2, 1). These form the corners (endpoints in this dimension) of the convex region
D(β). The other roots in this region are positive integer linear combinations: dimZ2 =
2α1 + α2 and dimX = α1 + α2.
4.8. Applications. In concurrently written papers we use the results of this paper to:
(1) Develop the theory of signed exceptional sequences and show they are in bijection
with ordered cluster tilting objects [IT16]. We have seen a special case: SΛ(T0) is
the set of all signed exceptional sequences for |T0|
⊥.
(2) Develop the theory of semi-invariant picture groups and compute their cohomology
in type An [IOTW4].
(3) Show that, for acyclic modulated quivers of finite type, the maximal green sequences
are in bijection with the positive expressions for the Coxeter element in the picture
group [IT17].
(4) For any acyclic modulated quiver with a bimoduleMij : i→ j of infinite type, show
that any maximal green sequence mutates at j before i [BHIT].
Finally, we point out that Theorem 4.3.1 implies the sign coherence of c-vectors (that in
each c-vector the coordinates have the same sign) a theorem which has been proven many
times and in fact the present version of this paper grew out of a desire to understand the
proof given by Speyer-Thomas [ST]. Proposition 2.2.8 gives the conceptual proof of this
fact. Namely, semi-invariants defined on presentation spaces are necessarily sign coherent.
In future work, we plan to extend the results of this paper to modulated quivers with
oriented cycles.
5. Appendix A: Associated modulated quiver
In this appendix we discuss the problem of when a finite dimensional hereditary algebra
over a field K is Morita equivalent to the tensor algebra of its associated modulated quiver.
Theorem 5.0.1. Λ is Morita equivalent to T (Q,M) if and only if, for each arrow i → j,
the Fi-Fj-bimodule epimorphism
(5.0.1) HomΛ(Pj , rPi)։Mij = HomΛ(Pj , rPi/r
2Pi)
has a section. (Recall that Fi = EndΛ(Pi).)
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Proof. This condition is necessary since it holds on the category of representations of
T (Q,M). Conversely, suppose the condition holds on mod-Λ. Choose a section σij :
Mij → HomΛ(Pj , rPi) of (5.0.1) for every i → j in Q1. For every Λ-module X, let
Xi = HomΛ(Pi,X). This is a right Fi-module. For each arrow i → j in Q1, define the
morphism Xi ⊗Fi Mij → Xj to be the composition:
Xi⊗FiMij
r⊗σij
−−−→ HomΛ(rPi, rX)⊗FiHomΛ(Pj , rPi)
c
−→ HomΛ(Pj , rX) →֒ HomΛ(Pj ,X) = Xj
where r : HomΛ(Pi,X)→ HomΛ(rPi, rX) is the restriction map and c is composition. Since
each morphism in this sequence is natural in X, this defines a functor
ϕ : mod-Λ→ Rep(Q,M)
which is clearly exact and faithful since it takes nonzero objects to nonzero objects.
We claim that ϕPi is the projective cover P
T
i of Si in Rep(Q,M). This follows by
induction on the length of Pi and the fact that the structure maps c(r ⊗ σij) : Mij →
HomΛ(Pj , rPi) of ϕPi are, together, adjoint to the isomorphism
⊕
j Mij ⊗Fj Pj
∼= rPi.
Thus, HomΛ(Pi,X) = Xi = HomT (Q,M)(P
T
i , ϕX) and it follows that ϕ is an equivalence
between the full subcategories of projective objects of mod-Λ and Rep(Q,M). Being exact,
ϕ extends to an equivalence of the module categories. 
Example 5.0.2. Let L = F2(t) with subfields K = F2(t
4) ⊂ F = F2(t
2) ⊂ L. We have a
short exact sequence of L-bimodules:
(5.0.2) 0→ L⊗F L
j
−→ L⊗K L
p
−→ L⊗F L→ 0
where j sends 1 ⊗ 1 to t2 ⊗ 1 + 1 ⊗ t2 and p takes 1 ⊗ 1 to 1 ⊗ 1. This sequence does not
split since L ⊗K L is indecomposable as an L-bimodule. This follows from the L-algebra
isomorphism ϕ : L[X]/(X4) → L ⊗K L given by ϕ(X) = t ⊗ 1 + 1 ⊗ t where we consider
L⊗K L as an L-algebra using L⊗ 1.
Let Λ be the tensor algebra of the modulated quiver
F2
M23
$$❏
❏❏
❏❏
F
L
##●
●●
●●
F1
M12 ::ttttt M˜13 // F3 = L
L ;;✇✇✇✇✇ L⊗KL // L
modulo the relation that the composition L⊗F L of the top two arrows is identified with the
image of j in L⊗K L. Then Λ is hereditary since the radical of each projective module is
projective, e.g., rP1 ∼= P2⊕P
2
3 . However, the bimodule morphism M˜13 = HomΛ(P3, rP1)։
M13 is not split because it is equal to the map p in (5.0.2). By Theorem 5.0.1, Λ is not
Morita equivalent to the tensor algebra of its associated modulated quiver.
6. Appendix B: Reduced norm
This appendix reviews the definition and properties of the reduced norm [J] and uses
them to compare the determinantal weight with the “true weight” of a semi-invariant on
presentation spaces as claimed in Remark 2.4.3. We assume that K is an infinite field.
6.1. Definitions. For A a finite dimensional algebra over K, the general element of A is
a(ξ) =
∑
ξiui ∈ A⊗K K(ξ)
where u1, · · · , un is a vector space basis for A over K and ξ1, · · · , ξn are a transcendence
basis for K(ξ) = K(ξ1, · · · , ξn). Let
ma(ξ)(λ) = λ
m + c1(ξ)λ
m−1 + · · ·+ cm(ξ) ∈ K(ξ)[λ]
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be the minimal polynomial of a(ξ) over K(ξ). The degree m of ma(ξ)(λ) is called the degree
of A over K. We call it the reduced degree in cases where the word “degree” is already
defined as in the case of field extensions.
It is easy to see that the reduced degree of a finite separable extension of K is equal to
its vector space dimension over K (the usual notion of degree). However, this is not true
in general for inseparable extensions and division algebras.
If D is a finite dimensional division algebra over its center C then dimC D = d
2 where d
is the degree of D over C. Furthermore, there is an open dense subset of D consisting of all
elements b ∈ D so that C(b) is a separable field extension of C of degree d. Each of these
is called a maximal separable subfield of D.
Example 6.1.1. Let A = H and K = R. The minimal polynomial of the general element
a = t+ xi+ yj + zk ∈ H is ma(λ) = λ
2 − 2tλ+ t2 + x2 + y2 + z2. So, H has degree 2 over
R. For any b ∈ H which is not in R, R(b) ∼= C is a maximal (separable) subfield of H.
Lemma 6.1.2. [J] ma(ξ)(λ) is a polynomial in ξ1, · · · , ξn, λ and cj(ξ) ∈ K[ξ] is a homoge-
neous polynomial of degree j in the variables ξi.
The reduced characteristic polynomial of b ∈ A is the specialization of ma(ξ)(λ) given by
mb(λ) =
m∑
i=0
ci(b1, · · · , bn)λ
m−i ∈ K[λ]
where b =
∑
biui, bi ∈ K and c0 = 1. We will use the notation ci(b) = ci(b1, · · · , bn).
Proposition 6.1.3. [J]
(0) mb(λ) depends only on b ∈ A. (The coefficients ci(b) are independent of the choice
of basis u1, · · · , un.)
(1) mb(b) = 0. Equivalently, the minimal polynomial µb(λ) of b is a factor of mb(λ).
(2) Every root of mb(λ) is a root of µb(λ).
(3) The set of all b ∈ A for which mb(λ) is the minimal polynomial of b is an open dense
subset of A.
(4) mb(λ) is invariant under extension of scalars, i.e., mb(λ) = mb⊗1(λ) if b⊗1 ∈ A⊗KL
is the image of b for any extension field L of K.
The following observation follows easily from Properties (2) and (3).
Lemma 6.1.4. The reduced degree of a finite purely inseparable extension F of K is the
smallest power q = pµ of p = char K so that F q ⊆ K. Furthermore the reduced character-
istic polynomial is mb(λ) = λ
q − bq for every b ∈ F .
Example 6.1.5. Let A = Fp(s, t) and K = Fp(s
p, tp). Then ap ∈ K for any a ∈ A and
the minimal polynomial of the general element a ∈ A is ma(λ) = λ
p − ap. So, the reduced
degree of A over K is p although A is a field extension of K of degree p2.
Definition 6.1.6. The reduced norm n : A→ K is defined to be the homogeneous polyno-
mial function of degreem, the degree of A overK, given on any b ∈ A by n(b) = (−1)mcm(b).
The main properties of the reduced norm are the following.
n(ab) = n(a)n(b), n(1) = 1.
Any polynomial function χ : A→ K satisfying these two properties will be called a character
on A. Another easy consequence of Properties (2) and (3) is the following. If A,B are finite
dimensional algebras over K and (a, b) ∈ A×B, then m(a,b)(λ) = ma(λ)mb(λ). This implies
in particular that the degree of A × B over K is the sum of the degrees of A,B over K.
Also the reduced norm over A×B is the product:
nA×B(a, b) = nA(a)nB(b).
36
6.2. Theorems related to this paper.
Theorem 6.2.1. Let D be a finite dimensional division algebra over K which has degree d
over its center C and suppose that C has reduced degree c over K. Then
(a) For any k ≥ 1, Mk(D) has degree dkc.
(b) Any character Mk(D)→ K is a nonnegative power of the reduced norm.
Proof. We first compute the degree of Mk(D) over K. Let L be the maximal separable
subfield ofD. Then L is separable over C of degree d and it is well-known thatMk(D)⊗CL ∼=
Mdk(L). Let E be the separable closure of K in L. Then F = E∩C is the separable closure
of K in C and L = CE. Let s = [F : K]. Then c = qs where q = pµ is the reduced degree
of C over F . By Lemma 6.1.4, the reduced degree of L over E is also q and q is minimal so
that Lq ⊆ E. Let S be the splitting field of E over K. Then C ⊗F S ∼= CS is a separable
field extension of CE = L. So,
Mk(D)⊗F S =Mk(D)⊗C C ⊗F S =Mk(D)⊗C L⊗L CS ∼=Mdk(CS).
Claim The degree of Mdk(CS) over S is qdk and the reduced norm Mdk(CS)→ S is the
q-th power of the determinant over CS.
Proof: Any a ∈Mdk(CS) satisfies its characteristic polynomial f(λ) = det(λ−a) ∈ CS[λ]
with degree dk. Then f(λ)q is a polynomial in S[λ] of degree qdk satisfied by a. So, the
degree of Mdk(CS) over S is ≤ qdk. Now consider the inclusion of the diagonal matrices:
CSdk = CS × · · · × CS →֒Mdk(CS)
Since the general element of CS has degree q over S, the general element of CSdk has degree
qdk over S. So, the degree ofMdk(CS) over S is ≥ qdk. So, it is equal to qdk. Furthermore,
the reduced characteristic polynomial is det(λ− a)q and the reduced norm is det(a)q.
(a) Since S is the splitting field of E over K and F is an intermediate field, we have
F ⊗K S ∼= S
s where s = [F : K]. Since (reduced) degree is invariant under extension of
scalars, the degree of Mk(D) over K is equal to the degree of Mk(D)⊗K S over S. But
Mk(D)⊗K S =Mk(D)⊗F F ⊗K S =Mk(D)⊗F S
s =Mdk(CS)
s
which has degree s times the degree of Mdk(CS) over S. By the claim above this is s times
qdk which is dkqs = dkc proving (a).
(b) Consider any character χ : Mk(D) → K. We note that arbitrary (polynomial)
characters must be homogeneous polynomials. By extending scalars we get a character
χS :Mk(D)⊗K S ∼=Mdk(CS)
s → S
which must be a product of s characters (χS)i :Mdk(CS)→ S. By symmetry given by the
action of Gal(S/K), these s characters are equal. By restriction to diagonal matrices we get
a character CSdks → S. But a character on CSdks is a product of characters one for each
factor. By symmetry, these characters must all be equal: χS |CS
dks = (χ0)
dks. But each
character χ0 : CS → S is a power of the reduced norm nCS : CS → S since χ0(x) = x
m
and this lies in S only when m is a multiple of q, say m = qt, χ0 = n
t
CS . Therefore,
χS |CS
dks = (χ0)
dks = ntdksCS
which has degree equal to qtdks. When χ is the reduced norm n we get t = 1. Therefore, in
general we get (χS)i = n
t when restricted to the diagonal matrices where n is the reduced
norm of Mdk(CS) over S. However, any invertible matrix is equivalent to a diagonal matrix
under row and column operations which are given by multiplication by elements of the
commutator subgroup of GL(dk,CS). Since S∗ is abelian, each group homomorphism
(χS)i : GL(dk,CS) → S
∗ is uniquely determined by its restriction to diagonal invertible
matrices. So, χS = n
t for all elements of GL(dk,CS)s. Since this is an open dense subset
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of Mdk(CS)
s, χS = n
t as homogeneous polynomials over S. But both polynomials have
coefficients in K. So, they give χ = nt as characters Mk(D)→ K. 
Remark 6.2.2. Theorem 6.2.1 implies that every character Mk(D)→ K is a nonnegative
fractional power of the K-determinant detK : detK = n
f/dc where f = dimK D. Thus,
the “true weight” of a semi-invariant with determinantal weight β is the vector whose i-th
coordinate is βifi/dici where dici is the (reduced) degree of Fi over K. In particular, if
m is the least common multiple of the integers fi/dici then the m-th power σ
m of any
semi-invariant on a presentation space HomΛ(P (γ1), P (γ0)) has determinantal weight.
Corollary 6.2.3. Suppose that F1, F2 are division algebras over K of dimensions f1, f2 and
degrees n1, n2 over K. Let M be an F1-F2-bimodule with dimK M = m. Then
mn1
f1n2
,
mn2
f2n1
∈ Z.
Proof. The reduced norm gives a character
EndF1(M)
∼=Mm/f1(F1)
n1−→ K
which is polynomial of degree mn1/f1. Composing with the inclusion F2 →֒ EndF1(M) we
get a character χ : F2 → K of degree mn1/f1. By Theorem 6.2.1, χ is an integer power of
the reduced norm n2 : F2 → K which has degree n2. Therefore n2 divides mn1/f1 making
mn1/f1n2 an integer. The other case is similar. 
Definition 6.2.4. Let Λ be a finite dimensional hereditary algebra over a field K. Let
BΛ = L
t −R be the exchange matrix of Λ. Define the reduced exchange matrix of Λ to be
BΛ = ZBΛZ
−1
where Z is the diagonal matrix with entries zi = fi/ni where ni is the degree of Fi over K
and fi = dimK Fi. The entries of BΛ are
bij =
nj
fjni
(〈ej, ei〉 − 〈ei, ej〉)
where ei are the unit vectors. Since | 〈ej , ei〉 | is the dimension of an Fi-Fj-bimodule, bij are
integers by Corollary 6.2.3. Given a cluster tilting object T with exchange matrix BT and
c-matrix CT , we define the reduced exchange matrix and the matrix of reduced c-vectors by
BT = ZBTZ
−1 and CT = ZCTZ
−1.
Since mutation of exchange matrices and extended exchange matrices commutes with
conjugation, BT and CT have integer coordinates and are obtained from
[
BΛ
In
]
by mutation.
We claim that the reduced c-vectors are the reduced weights of the reduced norm semi-
invariants which we now define.
Definition 6.2.5. The reduced norm semi-invariant σβ is the polynomial function
PresΛ(γ1, γ0) = HomΛ(P (γ1), P (γ0))→ K
which sends f : P (γ1)→ P (γ0) to the reduced norm of
Hom(f, 1) : HomΛ(P (γ0),Mβ)→ HomΛ(P (γ1),Mβ)
considered as a linear map of Fβ-vector spaces. We define the reduced weight of a semi-
invariant σ on presentation space PresΛ(γ1, γ0) to be the vector w ∈ N
n so that σ(gfh) =∏
ni(g)
wiσ(f)ni(h)
wi where ni(g) is the reduced norm of the GL(γ0i, Fi)-component of
g ∈ AutΛ(P (γ0)) and similarly for ni(h).
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Lemma 6.2.6. The reduced weight of the reduced norm semi-invariant σβ is
β =
1
zβ
(z1β1, z2β2, · · · , znβn).
Proof. By Remark 6.2.2, we have σβ = σ
zβ
β where zβ = dimK Fβ/degK Fβ . Since the
det-weight of σβ is β we have:
σβ(gfh) = σβ(gfh)
1/zβ
=
∏
χi(g)
βi/zβσβ(f)
1/zβχi(h)
βi/zβ
=
∏
ni(g)
niβi/zβσβ(f)ni(g)
niβi/zβ
where χi(g) = ni(g)
zi is the det-weight of the GL(γ0i, Fi)-component of g ∈ AutΛ(P (γ0)).
So, the reduced weight of σβ is (niβi/zβ) = β. 
In the notation of Corollary 4.1.7 we have the following.
Lemma 6.2.7. For any cluster tilting object T of Λ we have
V tE ΓT = N
where N = DZ−1 is the diagonal matrix with entries ni, E = EZ
−1 = LN , ΓT = ZΓTZ
−1.
Proof. By Corollary 4.1.7 we have: V tE ΓT = V
tEΓTZ
−1 = DZ−1 = N . 
We can now restate the c-vector theorem in terms of reduced c-vectors.
Theorem 6.2.8 (Reduced Norm c-vector Theorem). The reduced c-vectors associated to a
cluster tilting object T are
cj = −εjβj
where βj is the reduced weight of the reduced norm semi-invariant σβj .
Proof. Since conjugation of exchange matrices and c-matrices commutes with mutation,
given that cj is the j-th c-vector of the object T , the reduced vector cj is the j-th c vector
of T using BΛ as initial exchange matrix. Since cj = −εjβj by Theorem 4.3.1, reduction of
both sides, using the fact that zj = zβj , gives cj = −εjβj. 
Example 6.2.9. Consider the R-modulated quiver H ← C ← C. This has 9 indecompos-
able modules giving the same picture as Figure 1. Using the same label for these modules
as in Figure 1 we have:
label β zβ β =
1
zβ
(β1, β2, 2β3)
S1 (1, 0, 0) 2 (1, 0, 0)
P2 (1, 1, 0) 1 (2, 1, 0)
P3 (1, 1, 1) 1 (2, 1, 1)
Y (1, 2, 0) 2 (1, 1, 0)
X (1, 2, 1) 1 (2, 2, 1)
S2 (0, 1, 0) 1 (0, 1, 0)
Z2 (1, 2, 2) 2 (1, 1, 1)
Z1 (0, 1, 1) 1 (0, 1, 1)
S3 (0, 0, 1) 1 (0, 0, 1)
As an example, take the injective module Z1. This has a determinantal semi-invariant of
det-weight β = (1, 2, 2) since a presentation for Z1 is P2 ⊕ P1 → P3 ⊕ P2 → Z1. We take
homomorphisms to Z2 to get:
(6.2.1) HomΛ(P3 ⊕ P2, Z2) = C
2 ⊕ C2 → HomΛ(P2 ⊕ P1, Z2) = C
2 ⊕H
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The determinantal semi-invariant σβ is given by considering this as an isomorphism of
8-dimensional real vector spaces and taking determinant. This has determinantal weight
(1, 2, 2) since the automorphism of P3 given by z = a + bi ∈ C
∗ has real determinant∣∣∣∣ a b−b a
∣∣∣∣ = a2+ b2 and multiplies the 8× 8 determinant by (a2+ b2)2 (since it multiplies the
first two C coordinates) which is the second power of the det-weight |z|2 of z. Similarly any
z ∈ Aut(P2) also changes the 8× 8 determinant by |z|
4 making the det-weight of σβ equal
to (?, 2, 2). The first coordinate of the det-weight is 1 since h ∈ Aut(P1) changes the 8× 8
determinant by |h|4 which is the det-weight of h.
The reduced norm semi-invariant σβ is given by considering (6.2.1) as an isomorphism of
2-dimensional vector spaces over H and taking the reduced norm over H which is the square
root of the real determinant. So, any automorphism of P3 or P2 given by z ∈ C
∗ will change
the reduced norm semi-invariant by |z|2 which is the norm of z. Also, any automorphism
of P1 given by h ∈ H
∗ will change σβ by |h|
2 = n(h). So, the reduced weight is (1, 1, 1).
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