Abstract. We study the 2-parity conjecture for Jacobians of hyperelliptic curves over number fields. Under some mild assumptions on their reduction, we prove it over quadratic extensions of the base field, providing essentially the first examples of the 2-parity conjecture in dimension greater than one. The proof proceeds via a generalisation of a formula of Kramer and Tunnell relating local invariants of the curve, which may be of independent interest. Particularly surprising is the appearance in the formula of terms that govern whether or not the Cassels-Tate pairing on the Jacobian is alternating, which first appeared in a paper of Poonen and Stoll. We prove this local formula in many instances and show that in all cases it follows from standard global conjectures.
Introduction
Let K be a number field and A/K an abelian variety. The completed L-series, L (A/K, s), of A/K conjecturally has an analytic continuation to the whole of the complex plane and satisfies a functional equation If w(A/K) = 1 (resp. -1), then L (A/K, s) is an even (resp. odd) function around s = 1 and as such its order of vanishing there is even (resp. odd). Thus a consequence of the Birch and Swinnerton-Dyer conjecture is the parity conjecture;
w(A/K) = (−1) rk(A/K) .
Essentially all progress towards the parity conjecture has proceeded via the p-parity conjecture. For a fixed prime p, we denote by rk p (A/K) the p-infinity Selmer rank of A/K. Under the conjectural finiteness of the Shafarevich-Tate group (or indeed, under the weaker assumption that its p-primary part is finite), rk p (A/K) agrees with rk(A/K). The p-parity conjecture is the assertion that w(A/K) = (−1) rkp(A/K) .
Note that, without knowing finiteness of the Shafarevich-Tate group, these conjectures for different p are inequivalent, and so there is interest in knowing the p-parity conjecture for multiple values of p. Dokchitser and Dokchitser have shown that for all elliptic curves over Q, the p-parity conjecture is true for all primes p [14, Theorem 1.4] . More recently, Nekovář has extended this result to replace Q by any totally real number field, excluding some elliptic curves with potential complex multiplication [35, Theorem A] . For a general number field K, Česnavičius [7, Theorem 1.4] has shown that the p-parity conjecture holds for elliptic curves possessing a p-isogeny whilst work of Kramer-Tunnell [20] and Dokchitser-Dokchitser [15] proves that the 2-parity conjecture holds for all elliptic curves E/K, not over K itself, but over any quadratic extension of K.
For higher dimensional abelian varieties, much less is known. The most general result at present is due to Coates, Fukaya, Kato and Sujatha, who prove in [8, Theorem 2.1] that for odd p, the p-parity conjecture holds for a g-dimensional abelian variety with an isogeny of degree p g , providing some additional technical conditions are satisfied.
In the present paper, following on from the work of Kramer-Tunnell and Dokchitser-Dokchitser, we consider the 2-parity conjecture for Jacobians of hyperelliptic curves over quadratic extensions of the field of definition. Specifically, we prove the following result, which provides essentially the first examples of the 2-parity conjecture in dimension greater than 1 (see 1.5 for our conventions regarding hyperelliptic curves). Theorem 1.1. Let K be a number field and L/K a quadratic extension. Let C/K be the hyperelliptic curve y 2 = af (x) with f ∈ O K [x] a monic seperable polynomial of degree 2g + 1 or 2g + 2, and let J be the Jacobian of C. Suppose that (i) for each prime p O K not dividing 2 that ramifies in L/K, either J has good reduction at p or the reductionf (x) mod p is cube free, (ii) for each prime p O K dividing 2 which does not split in L/K, J has good reduction at p, and moreover if such a prime p ramifies in L/K then J has good ordinary reduction at p and f (x) splits over an odd degree Galois extension of K p . Then the 2-parity conjecture holds for J/L.
In fact, as will be detailed in Section 4, we need only assume that J satisfies the above conditions over an odd degree Galois extension F/K (relative to the extension F L/F ). Moreover, if the genus of C is 2, one can weaken the assumption that J has good reduction at each prime dividing 2 and unramified in L/K, to assume only that J has semistable reduction at such primes (see Remark 10.15) . Theorem 1.1 gives a large supply of hyperelliptic curves satisfying the 2-parity conjecture over every quadratic extension of their field of definition. In fact (again see Section 4) if a hyperelliptic curve C has a quadratic twist satisfying the conditions of Theorem 1.1 for every quadratic extension of K, then C also satisfies the 2-parity conjecture over every quadratic extension of K. As an indication of the generality in which these conditions hold, we have Theorem 1.2. For any g ≥ 2, a positive proportion of genus g hyperelliptic curves over Q satisfy the 2-parity conjecture over every quadratic extension.
(Of course, for this one needs to make rigorous what a positive proportion of hyperelliptic curves means; there are many ways to do this in such a way that the theorem holds. The setup of [40, Section 9] is particularly suited to the conditions of Theorem 1.1, though most natural orderings will lead to Theorem 1.2 being true. For explicit conditions on the polynomial defining C that ensure the conditions of Theorem 1.1 at the prime 2 are satisfied, see Corollary 9.9.) Since the root number w(J/L) decomposes as a product of local terms,
(here J L denotes the quadratic twist of J by L and M K is the set of all places of K) the strategy to prove Theorem 1.1 is to similarly decompose the parity of the 2-infinity Selmer rank of J over L into local terms and compare these place by place. To this end, we give a decomposition of the parity of rk 2 (J/L) into local terms, generalising a theorem of Kramer [21, Theorem 1] . Before stating the theorem we need to introduce some notation. We define, for each place v of K, the local norm map N Lw/Kv : J(L w ) → A(K v ) by P → N Lw/Kv (P ) := σ∈Gal(Lw/Kv)
where w is any place of L extending v (by definition, this is the identity map on A(K v ) in the case that L w /K v is trivial). Moreover, we define i d (C v ) to be -1 if C is deficient over K v , that is, if it has no K v -rational divisor of degree g − 1, and 1 otherwise. The reason for the appearance of i d (C v ) is a result of Poonen and Stoll [40, Theorem 8] which characterises the failure of the Shafarevich-Tate group of J/K to have square order (if finite) in terms of the
. Denoting by C L the quadratic twist of C by L, we define i d (C L v ) similarly. We then have Theorem 1.3. Let C/K be a hyperelliptic curve, J/K its Jacobian and L/K a quadratic extension of number fields. Then
Theorem 1.3 (or rather Theorem 3.2 from which we deduce it) is likely known to experts though we have not found it in the literature in this generality. Klagsbrun, Mazur and Rubin give an alternate proof of the elliptic curves case, originally due to Kramer, in [19, Theorem 3.9] and Česnavičius generalises their setup to higher dimension in [6, Theorem 5.9 ]. This would likely give an alternate approach to proving Theorem 1.3. Since we shall deduce it from results in Section 2 which we have need for elsewhere, we have not taken this approach.
Ideally, one might hope that the local terms contributing to w(J/L) and rk 2 (J/L) simply agree place by place. However, this is not the case, and thus the strategy hinges on computing the discrepancy between the local terms and showing that it vanishes globally. To this end, we conjecture the following relationship between the local terms, generalising that for elliptic curves due to Kramer and Tunnell [20] . Conjecture 1. Let K be a local field of characteristic zero, L/K a quadratic extension, C/K a hyperelliptic curve, and J its Jacobian. Then
Here (·, ·) is the Hilbert (or more properly Artin) symbol with respect to L/K and ∆ C is the discriminant of f for any equation y 2 = f (x) defining C (the discriminant of two such polynomials differ by a square, so the Hilbert symbol is independent of this choice).
Since the Hilbert symbol appearing in the conjecture vanishes globally by the product formula, it is immediate from the discussion above that verifying this conjecture implies the 2-parity conjecture. We will prove 1 under the assumptions on the reduction of C given by Theorem 1.1, hence proving the theorem. Moreover, these cases (and in fact substantially fewer) will be sufficient to deduce the conjecture from the 2-parity conjecture. More precisely, we prove Theorem 1.4. Let K be a number field, C/K a hyperelliptic curve, J/K its Jacobian and v 0 a place of K. If the 2-parity conjecture holds for J/F over every quadratic extension F/K, then 1 holds for J/K v 0 and every quadratic extension L/K v 0 .
Interestingly, 1 also holds in genus 0. Indeed, for a local field K of characteristic 0, given a curve C : y 2 = f (x) over K, where f has degree 1 or 2 and is separable, the Jacobian is trivial, hence the root numbers and cokernel of the local norm map are too, and C (or its twist) are deficient if and only if they have no K-rational point. It is then easy to check that
The layout of the paper is as follows. We begin by proving some basic properties of the local norm map which will be of use later. We then combine these results with a global duality theorem due to Tate and Milne to prove Theorem 1.3. Having done this, we examine 1 in two cases, namely when the Jacobian has good reduction, and when the local field in question is archimedean. This provides the first cases of 1 and enables us to prove Theorem 1.4. In the last part of the paper, we prove 1 in the remaining cases needed to establish Theorem 1.1. In odd residue characteristic we prove 1 completely when the extension L/K is unramified. We do this by analysing the minimal regular model of C over O K . The key fact we use is that the formation of the minimal regular model commutes with unramified base change; this facilitates a comparison between invariants of C and those of its unramified quadratic twist. We finally turn to ramified quadratic extensions with odd residue characteristic and sketch a general method for deducing 1 from knowledge of the minimal regular model of C and its various quadratic twists, before specialising to the case where the reductionf (x) (as in Theorem 1.1) is cube free. Convention 1.5 (Hyperelliptic Curves). Throughout the paper, a hyperelliptic curve C over a field K will mean a smooth, geometrically connected curve of genus g ≥ 2, defined over K, and admitting a finite separable morphism C → P 1 K of degree 2 (the assumption that g ≥ 2 is made since this is the only case of interest and allows us to avoid dealing separately with some special cases in an ad. hoc. manner). When K has characteristic zero, one can always find a separable polynomial f (x) ∈ K[x] of degree 2g + 1 or 2g + 2 such that C is the union of the two affine open subschemes Notation. Local fields will have characteristic 0 throughout. For a number field K, M K will denote the set of all places of K. For each place v ∈ M K , K v will denote the corresponding completion. For K a local field or number field, L/K will almost always denote a quadratic extension.
Notation for a local field K:
We will always take L/K quadratic in which case we regard this symbol as 1 or − 1 in the obvious way. We conflate this with the Hilbert symbol (a, b) K where L = K( √ b). Notation for a hyperelliptic curve C over a field K: ∆ C the discriminant of (any) Weierstrass equation for C. See [25, Section 2]. We will always consider ∆ C only up to squares in K so does not depend on the choice of Weierstrass equation. If C is given by an equation
we can equivalently take ∆ C to be the discriminant of f.
Defined to be − 1 if C is deficient over a local field K and 1 otherwise. See [40, Section 8] .
the local Tamagawa number (for K a local field) X(J/K) the Shafarevich-Tate group of J/K (for K a number field) X 0 (J/K) the quotient of X(J/K) by its maximal divisible subgroup w(J/K) the global root number of J/K for K a number field, or the local root number of J/K for K a local field.
Basic properties of the local norm map
In this section we prove some basic properties of the cokernel of the local norm map. We work with arbitrary principally polarised abelian varieties as everything in this section works in this generality. We extend the definition of the local norm map to this case in the obvious way. We begin by reviewing a general method for constructing isogenies between twists of abelian varieties, due to Milne [31, Section 2] , and apply it to construct an isogeny which will be of particular interest in forthcoming sections. A similar summary is given in [14, Section 4.2] . Most of the results in this section are standard but we give proofs for convenience. We will have particular need of Lemmas 2.4 and 2.5.
2.1.
Isogenies between twists of products of abelian varieties. Let K be a field of characteristic zero (in all applications it will either be a number field or the completion of a number field), L/K a finite Galois extension (soon to be quadratic) with Galois group G, and A/K a principally polarised abelian variety.
Let n ≥ 1 be an integer and view Mat n (Z) and GL n (Z) inside End K (A n ) and Aut K (A n ) respectively in the obvious way. If M is a free Z-module of rank n, equipped with a linear action of G, then specifying a basis for M we obtain a homomorphism ρ : G → GL n (Z) which we view as a one cocycle ρ σ from G to Aut L (A n ). Thus there is an L/K-twist B of A, equipped with an L-isomorphism ψ : A → B, such that ψ −1 ψ σ = ρ σ for all σ ∈ G. We denote this twist by (A ⊗ M, ψ), or just A ⊗ M .
If M 1 and M 2 are two G-modules of rank n, and f : M 1 → M 2 is an injective Z[G]-module homomorphism, then fixing bases for M 1 and M 2 , we view f as a matrix X f ∈ Mat n (Z) and hence as an element of End
is an isogeny from A ⊗ M 1 to A⊗M 2 defined over K and this association is functorial; given f : M 1 → M 2 and g : M 2 → M 3 as above, we have φ g • φ f = φ gf . Now let A t /K denote the dual abelian variety of A and µ : A → A t a principal polarisation, defined over K. If φ : A n → A n is an isogeny represented by the matrix φ = (φ ij ) for φ ij ∈ End(A), then the Rosati involution φ † = λ −1 φ t λ (where φ t is the dual isogeny) of φ with respect to the product polarisation λ = µ n is given by [2] which is Galois equivariant. Consequently, we have A(K) [ [2] . Now suppose that K is a finite extension of Q p for some prime p, denote by g the dimension of A and let r = ord p (2). Then by [43, Proposition 3.9] we have [2] | this gives the result.
Finally, suppose K = R. Since A is an abelian variety over the reals, we have an isomorphism of real lie groups Via the (inverse of the) isomorphism ψ :
is annihilated by two and is finite (by the proof of Lemma 2.1). Moreover, the map
is easily checked to be a (well defined) group isomorphism. The result is now clear.
. Thus the second statement of Lemma 2.2 is the statement that the G-module A(L) has trivial Herbrand quotient. One could also (in the case K is non-archimedean) consider the formal group to obtain this.
We now relate the cokernel of the local norm map to the cokernel (on K-points) of the isogeny φ f of Section 2.1. We continue to identify
to (Q, P ). We may thus identify Res L/K (A)(K) with the subgroup
and projection onto the first factor gives an isomorphism onto A(L). With the identifications above, we view φ f as a homomorphism from A(L) into A(K) × A L (K) and see that this map
as maps on K-points, we have
from which it follows that
Applying Lemma 2.2 and noting that ker(φ f ) ∼ = A(K) [2] gives the result.
The final lemma of this section expresses the cokernel of the local norm map in terms of Tamagawa numbers. The special case of this for elliptic curves is due to Kramer and Tunnell [20, Corollary 7.6] . Here and in what follows, we denote by c(A/K) the Tamagawa number of A/K. That is, the order of the k-rational points in the group of components of the Neron model of A over O K .
Lemma 2.5. Assume the residue characteristic of K is odd. Then
Proof. Let X = Res L/K A and Y = A × A L and as above let ψ be the isogeny X → Y of Section 2.1. Since K has odd residue characteristic, it follows from Lemma 2.4 and a formula of Schaefer [43, Lemma 3.8 
The behaviour of Tamagawa numbers under Weil restriction is studied by Lorenzini in [27] whose Proposition 3.19 gives c(
of the proof of the aforementioned proposition) we obtain the result.
2-Selmer Groups in Quadratic Extensions
In this section we use the description of the cokernel of the local norm map given in Lemma 2.4 to prove Theorem 1.3. The main ingredient is a global duality result of TateMilne used in the proof of isogeny invariance of the Birch and Swinnerton-Dyer conjecture [33, Section 1.7] .
Suppose now that K is a number field and L/K is a quadratic extension. Following the notation of [14, Section 4.2] we define, for an isogeny ψ : X → Y of abelian varieties over K,
Here X div is the maximal divisible subgroup of X. We then have Q(ψ ψ) = Q(ψ )Q(ψ) for isogenies ψ : X → Y and ψ : Y → Z, and if ψ : X → X is multiplication by a prime number 
Here ψ v denotes the map on K v -points induced by ψ. (The proof makes crucial use of the global duality result mentioned above. We remark that here 'sufficiently large' includes at least those primes at which X and Y have bad reduction, all primes dividing the degree of ψ and all archimedean primes.) Theorem 3.2. Let K be a number field, A/K a principally polarised abelian variety and L/K a quadratic extension. Then
As above let ψ be the isogneny X → Y of Section 2.1. Then for each place v ∈ M K we have
where w is any choice of place extending v to L. Indeed, in the case that L w /K v is quadratic, the map φ v coincides with that induced from the isogeny Res Lw/Kv A → A × A Lw and this is Lemma 2.4. On the other hand, if L w /K v is trivial, φ v is the map
One checks that the kernel is A(K v ) [2] and that the map θ :
Since N is surjective by definition when L w /K v is trivial, this gives the required result. Using the induced principal polarisations on X and Y to identify X and Y with their duals, (3.1) gives
(noting that a futher application of (3.1) gives ord 2 v∈S
v,A )| = 0 (in fact, the product itself is equal to 1 which follows immediately from the cited result of Tate and Milne)). Working modulo 2 we have
and similarly for all the other Shafarevich-Tate groups [40, Theorem 8] . By Proposition A.1 we have dim
. This completes the proof.
Proof of Theorem 1.3. Let L/K be a quadratic extension of number fields, C/K a hyperelliptic curve and J/K its (canonically principally polarised) Jacobian. Let C L denote the quadratic twist of C by L/K, again a hyperelliptic curve over K. Then the Jacobian of C L coincides with the quadratic twist J L of J by L/K. Thus by [40, Theorem 11] we have
and similarly
The result now follows immediately by applying Theorem 3.2 with A = J.
Compatibility Results
In this section we prove several compatibility results regarding the terms of 1. This provides some evidence in favour of the conjecture, and will also be used to make some reductions as part of the proof of Theorem 1.1.
4.1.
Odd Degree Galois Extensions. Consider a quadratic extension L/K of local fields, and let F be an odd degree Galois extension of K. First, we show that 1 for L/K is equivalent to the corresponding statement for LF/F . Proof. Since the root numbers and terms involving deficiency appear symmetrically between J and J L in 1, it suffices to show that
The second statement is Lemma 2.2 (and in fact the dimensions are equal as opposed to just congruent modulo 2). Finally, one readily sees that ∆ C and ∆ C L lie in the same class in 
Multiplying together (4.3) and (4.4), noting that
and that (as above) the class of ∆ C in K × /K ×2 does not change under quadratic twist, we obtain
We thus see that 1 predicts the congruence
Conversely, if the above congruence holds and we know 1 for J/K and both extensions L 1 /K and L 2 /K, then we obtain 1 for J L 1 /K and the extension L 3 /K. We now prove this congruence.
Lemma 4.5. Let K be a non-archimedean local field and A/K a principally polarised abelian variety. Let L 1 /K and L 2 /K be distinct quadratic extensions and
Proof. The case where A/K is an elliptic curve is [19, Lemma 5.6 ] and the argument is the same. Let L 0 = K and for each i = 0, 1, 2, 3, identify A L i [2] with A[2] as G K -modules (see the proof of Lemma 2.1). We may then view each 
In [38, Section 4] Poonen and Rains construct a quadratic form on V whose induced bilinear form agrees with that induced by the Weil pairing on A [2] . The key observation is that each X i is a maximal isotropic subspace of V with respect to this quadratic form [38, Proposition 4.11] . The result now follows from [19, Corollary 2.5] which is a general result concerning the dimension of the intersection of maximal isotropic subspaces. The one difference from the case of elliptic curves is that now the quadratic form (in general) takes values in Z/4Z rather than just in F 2 as was previously the case. However, one readily verifies that this assumption is not used in the proof of [19, Corollary 2.5] .
From the discussion preceding the above lemma, we have the following.
Corollary 4.6. Let K be a non-archimedean local field, C/K a hyperelliptic curve, and J/K its Jacobian. Further, let L 1 /K and L 2 /K be distinct quadratic extensions and
Remark 4.7. For a local field K and hyperelliptic curve C/K, by Lemma 4.2 and Corollary 4.6, if we seek to prove 1 for C/K and all quadratic extensions of K, then we may first make an arbitrary quadratic twist and prove the corresponding result for the new curve.
Two Torsion in the Jacobian of a hyperelliptic curve
Let C : y 2 = f (x) be a hyperelliptic curve of genus g over a field K of characteristic zero and let J/K be its Jacobian. Let W = {α 1 , ..., α 2g+2 } be the G K = Gal(K/K)-set of roots of f inK (if deg(f ) = 2g + 1, replace α 2g+2 with the K-rational point at infinity on C). Then as G K -modules we have
where Σ : F 2 [W] → F 2 is the sum map and ∆ = w∈W w (see [39, Section 6] ). In particular, one sees that as g ≥ 2, K(J [2] )/K is the splitting field of f .
We now compute the F 2 -dimension of the rational 2-torsion J(K) [2] . The case where K(J [2] )/K is cyclic is treated already in [9, Theorem 1.4] (but note the erratum [10] ) whilst the case where f has an odd degree factor over K is [39, Lemma 12.9] . We will require a slightly more general statement however.
Lemma 5.1. Let n be the number of irreducible factors of f over K. Then if f has an odd degre factor over K,
On the other hand, if each irreducible factor of f over K has even degree, let F/K be the splitting field of f and let m be the number of quadratic subextensions of F/K over which f factors into 2 distinct, conjugate polynomials. Then
(If deg(f ) is odd, the rational point at infinity on C is to be interpreted as an odd degree factor of f over K.)
Proof. Denote by G the Galois group of F/K and let M be the G-module M = ker
Then we have a short exact sequence
has an odd degree factor over K n else and so we must show that dim
is equal to 0 or m according to whether g is even or odd respectively.
) and the non-trivial homomorphisms from G into F 2 [∆] correspond to the quadratic subextensions of F/K. Now let φ be such a homomorphism, corresponding to a quadratic extension E/K. Then φ maps to 0 in H 1 (G, M ) if and only if there is x ∈ M with σ(x) + x = φ(σ)∆ for each σ ∈ G. Now the x ∈ F 2 [W] satisfying this equation correspond to factors f 1 of f over E for which f = f 1 σ(f 1 ) and f 1 = σ(f 1 ). Finally, note that any such x is in the sum-zero part of F 2 [W] if and only if g is odd (since |W| = 2g + 2). Now let ∆ f be the discriminant of f . It is a square in K if and only if the Galois group of f (x) is a subgroup of the alternating group A n where n = deg f . As a corollary of Lemma 5.1, we observe that if K(J[2])/K is cyclic then whether or not the discriminant of f is a square in K may be detected from the rational 2-torsion in J as follows.
is even and f has an odd degree factor over K. 
, and that K(J [2] )/K contains at most one quadratic extension, which yields a factorisation into 2 distinct conjugate polynomials if and only if each d i is even, the result follows from Lemma 5.1.
Deficiency
Recall [40, Section 8] that C is said to be deficient over a local field K if Pic g−1 (C) = ∅. In this section we give two criteria for determining whether or not the hyperelliptic curve C is deficient over K. The first covers the case where the two-torsion of its Jacobian is defined over a cyclic extension of K. This works for archimedean fields and non-archimedean fields alike. The second criterion concerns non-archimedean fields and characterises deficiency in terms of the components of the special fibre of the minimal regular model of C. This last criterion is not new and is observed by Poonen and Stoll in the remark following [40, Lemma 16] .
We first remark that as C has K-rational divisors of degree 2 (arising as the pull back of points on P 1 K ) if g is odd then C is never deficient. We have short exact sequences of
Combining the associated long exact sequences for Galois cohomology we obtain an exact sequence
Denote by φ : Pic(CK) G K → Q/Z the composition of the map above and the local invariant map inv : Br(K) → Q/Z. In (the proof of) [40, Theorem 11] , Poonen and Stoll show that if L ∈ Pic(CK) G K is a rational divisor class of degree n on C then Pic n (C) is empty (resp. non-empty) according to nφ(L) = 1 2 (resp. 0) in Q/Z. We will apply this to the case where the polynomial defining C has an odd factorisation. That is, when it factors as a product of two odd degree polynomials which are either Krational, or conjugate over a quadratic extension of K (the notation comes from [2, Section 1]).
Proposition 6.1. Let K be a local field of characteristic zero and C be the hyperelliptic curve y 2 = df (x) of even genus g, where f ∈ K[x] is monic. Suppose further that f has an odd factorisation and let L be the etale algebra
Proof. First, we deal with some trivial cases. Since C has K-rational divisors of degree 2, having a K-rational divisor of degree g − 1 is equivalent to having a K-rational divisor of any odd degree, which in turn is equivalent to having a rational point over some odd degree extension of K. If f has an odd degree factor over K then C has a rational Weierstrass point over an odd degree extension and is not deficient.
Thus we assume f factors into two conjugate, odd degree polynomials over a quadratic extension F/K. Then over F , we may write f = f 1 f 2 where each f i has degree g + 1 and f 1 and f 2 are conjugate over F . Denote the roots of f 1 by α 1 , α 3 , ..., α 2g+1 and the roots of f 2 by α 2 , α 4 , ..., α 2g+2 . For each i, let P i = (α i , 0) ∈ C(K) and let D be the degree g + 1 divisor
If χ : G K → {±1} is the quadratic character associated to the extension F/K then for all
it follows that D represents a K-rational divisor class. Since Pic g−1 (C) = ∅ if and only if Pic g+1 (C) = ∅, it follows that C is deficient if and only if (g + 1)φ(D) = 1 2 in Q/Z (here we write D for the divisor class of D also). The discussion above shows that the cocycle f τ : G K →K(C) × /K × that sends τ to 1 if χ(τ ) = 1 and (the class of)
Viewing f τ instead as a cochain with values inK(C) × in the obvious way, the image of
The assumption on the
, there is some i for
and we are done.
Corollary 6.2. Let K be a local field of characteristic zero and C be the hyperelliptic curve associated to the equation
is monic and separable of degree 2g + 1 or 2g + 2 where g is even. Suppose moreover that K(J [2] )/K is cyclic. Then C is deficient over K if and only if all irreducible factors of f over K have even degree, and (d, F/K) = −1 where F/K is the unique quadratic subextension of K(J [2] )/K.
Proof. As before we may assume each irreducible factor of f over K has even degree, in which case f has degree 2g + 2. Then the assumption that K(J [2] )/K is cyclic ensures that there is indeed a unique quadratic subextension of K(J [2] )/K and that f factors into two conjugate odd degree polynomials over F . The claimed result now follows from Proposition 6.1.
We conclude the section by characterising deficiency in terms of the minimal regular model of C. We will make extensive use of this criterion later. Since at times we will work with curves that are not necessarily hyperelliptic, we state the result in this generality here.
Lemma 6.3. Let K be a finite extension of Q p with ring of integers O K and residue field k. Let X/K be a smooth, proper, geometrically integral curve of genus g, X /O K its minimal regular model and Γ 1 , ..., Γ n the irreducible components of the special fibre
Proof. This is remarked by Poonen and Stoll in [40] , immediately after the proof of Lemma 16.
Remark 6.4. We can rephrase Lemma 6.3 as follows. Let Xk be the special fibre of the minimal regular model of X over O K , base-changed tok (this coincides with the special fibre of the minimal regular model of X over K nr ). If a componentΓ of Xk with multiplicityd lies over a component Γ of X k of multiplicity d, thend = d. Moreover, under the natural action of Gal(k/k) on the components of Xk, we have
Consequently, lettingΓ 1 , ...,Γ m be the irreducible components of Xk, multiplicitiesd i , we see that X is deficient over K if and only if
Remark 6.5. When X is hyperelliptic, the quantity
is either 1 or 2 (this is because any hyperelliptic curve has rational divisors of degree 2 as remarked previously; this is also discussed by Poonen and Stoll in [40] when they explain Lemma 6.3). Thus in this case, X is deficient over K if and only if g is even and
First Cases of 1
In this section we prove 1 in two cases, namely for archimedean places and for places of good reduction and odd residue characteristic. It will turn out that these are the only cases needed to prove Theorem 1.4 (in fact, even the archimedean places are not necessary for this).
7.1. Archimedean Places. Here we consider archimedean local fields. Clearly the only case of interest is the extension C/R. In this case, we can answer 1 completely.
Proposition 7.1. 1 holds for the extension C/R and every hyperelliptic curve C/R.
Proof. Let J/R be the Jacobian of C. As remarked in (the proof of) Lemma 2.1, we have an isomorphism of real lie groups
where g is the genus of C and 0 ≤ k ≤ g. Now N C/R is a continuous map from the connected group J(C) to J(R) and it follows that the image of N C/R is contained in the connected component of the identity in J(R), denoted J 0 (R). Under the isomorphism (7.2), J 0 (R) is the factor corresponding to (R/Z) g . On the other hand, we have 2J(R) ⊆ N C/R A(C) and we see again from (7.2) that multiplication by 2 is surjective on
, and to verify 1 we must show that 
Good Reduction in Odd Residue
Characteristic. Suppose now that K is a finite extension of Q p with p odd and that J has good reduction over K. Let L/K be a quadratic extension. The following lemma describes the cokernel of the norm map from J(L) to J(K).
Proof. The case L/K is unramified is a result of Mazur [29, Corollary 4.4] along with the fact that the Herbrand quotient q (J(L)) is trivial. The case L/K ramified is essentially Corollary 4.6 in loc. cit. . The argument is as follows. Let J be the Neron model of J over K. Since J has good reduction, the Neron model of J over L is given by J × O K O L . If J 1 (K) and J 1 (L) denote the kernels of reduction modulo π K and π L respectively, then we have an exact
and that reduction gives an isomorphism
On the other hand, considering (7.4) with L replaced by K (as a sequence of trivial Gmodules) and noting that the actions onJ(k) in each sequence coincide, we similarly obtain an isomorphism
again induced by reduction. The result now follows easily.
Corollary 7.5. Let K be a finite extension of Q p for p odd and L/K a quadratic extension. Let C/K be a hyperelliptic curve and suppose that the Jacobian J of C has good reduction over K. Then 1 holds for C and the extension L/K.
Proof. The assumptions on the reduction and residue characteristic imply that 
Moreover, the assumptions on the reduction mean K(J [2] )/K is unramified and so adjoining a square root of [2] . Moreover, as v K (∆ C ) is even, ∆ C is a unit modulo squares in K and hence (∆ C , L/K) = 1 if and only if ∆ C is a square in K. Corollary 5.3 and Corollary 6.2 then give the desired result, noting that if u is a non-square unit then (u, L/K) = −1.
Deducing Conjecture 1 from global conjectures
We have now proved enough cases of 1 to prove Theorem 1.4.
Let S be a finite set of places of K containing all places where J has bad reduction, all places dividing 2 and all archimedean places. Set T = S − {v 0 }. Now let L/K be a quadratic extension such that each place v ∈ T splits in L/K and such that there is exactly one place w 0 |v 0 and which satisfies L w 0 = F . Explicitly, we may take
where β ∈ K is chosen, by weak approximation, to be sufficiently close to α v 0 -adically, and sufficiently close to 1 v-adically for all v ∈ T . Then the products
multiply to w(J/L) and rk 2 (J/L) respectively and hence agree under the assumption that the 2-parity conjecture holds over L. On the other hand, by Corollary 7.5 the contributions to each product from a single place v agree save possible at v = v 0 (if a place v splits in L/K then each of the contributions from v are trivial). Thus the contributions from v = v 0 must agree too.
Residue characteristic 2
In this section we consider 1 when K is a non-archimedean local field with residue characteristic 2. Here the norm map and root numbers become considerably more complicated and we assume for the rest of this section that J/K has good reduction over K, and will impose additional assumptions if L/K is ramified.
9.1. Unramified extensions. Suppose that L/K is unramified. The result of Mazur [29, Corollary 4.4] used in the proof of Lemma 7.3 did not in fact assume that the residue characteristic of K was odd. In particular, we still have
Moreover since L/K is unramified, the quadratic twist J L of J also has good reduction. Consequently, both w(J/K) and w(J L /K) are equal to 1, and we have (−1, L/K) = 1 also. To verify 1 we must therefore prove that
are equal to 1 individually. That the first of these quantities is, is the result of the next proposition, which may be of independent interest. Proposition 9.1. Suppose J has good reduction over K. Then the discriminant ∆ C of any Weierstrass equation for C has even valuation. In particular, for L/K the unique unramified quadratic extension of
Proof. Let J /O K be the Neron model of J. The assumption that J has good reduction over K implies that J [2] is a finite flat group scheme over O K [32, Proposition 20.7] . Letting e denote the absolute ramification index of K, it is a theorem of Fontaine that
. Note that we are using Serre's upper numbering for the higher ramification groups.
whence f(L/K) = 2e + 1, a contradiction.
Remark 9.2. This proposition is trivially true also when the residue characteristic of K is odd. Indeed, then J[2] is unramified and hence ∆ C is a square in K nr , thus has even valuation.
Lemma 9.3. Suppose J has good reduction over K and let L/K be the unique quadratic unramified extension. Then C is deficient over K if and only if its quadratic twist C L is. That is, we have
Proof. Let Ck and C L k denote the base-change tok of the special fibre of the minimal regular model over K of C and C L respectively. Since the formation of minimal regular models commutes with unramified base-change, we may identify Ck and C L k , the only difference being that the natural action of Gal(k/k) differs by twisting by the hyperelliptic involution (which extends uniquely to an automorphism of C). Thus by Remark 6.4 it suffices to show that the hyperelliptic involution acts trivially on the components of Ck. Since J has good reduction, the dual graph of Ck is a tree [26, Proposition 10.1.51], and as there are no exceptional curves in Ck, each leaf corresponds to a positive genus component. Since the quotient of Ck by the hyperelliptic involution has arithmetic genus zero, the hyperelliptic involution necessarily fixes every leaf, and consequently acts trivially on the dual graph.
We have thus shown Corollary 9.4. Suppose that K is a finite extension of Q 2 , L/K is an unramified quadratic extension and J has good reduction over K. Then 1 holds for J and L/K. 9.2. Ramified extensions. Suppose now that L/K is ramified and that J/K has good ordinary reduction. Let J 1 (K) denote the kernel of reduction on J(K), and likewise for J 1 (L). We begin by considering the norm map from J 1 (L) to J 1 (K).
Lemma 9.5. We have
. Let g be the genus of C so that by [28, Theorem 1] , there is a g × g matrix u over Z 2 (the twist matrix associated to the formal group of J) such that
(here I is the g × g identity matrix). On the other hand (see Lemma in loc.cit.), denoting by T the completion of K nr , we have
where φ denotes the K-Frobenius automorphism of T . In particular, we obtain
Identifying the groups G and {±1} in the obvious way, we see that J 1 (K) [2] becomes identified with the kernel of multiplication by I − u on G. We now conclude by noting that the cokernel and kernel of an endomorphism of a finite group always have the same order.
Lemma 9.6. Suppose that all the 2-torsion of J is defined over an odd degree Galois extension of K. Then we have dim
Proof. By Lemma 4.1, we can actually assume that all the 2-torsion is rational and we will show that then dim
Consider the commutative diagram with exact rows
The assumption that all the 2-torsion is defined over K means that reduction is a surjection from J(K) [2] toJ(k) [2] . In particular, in the exact sequence arising from applying the snake lemma to the diagram above, the connecting homomorphism is trivial. Thus we deduce the short exact sequence
As J is ordinary (and again using that all the 2-torsion is rational), we have
On the other hand, by Lemma 9.5 we have
also (where again in the last equality we are using that all the 2-torsion is rational). The result is now clear.
Corollary 9.7. Suppose that K is a finite extension of Q 2 , L/K is a ramified quadratic extension, J has good ordinary reduction over K and all of J(K) [2] is defined over an odd degree Galois extension of K. Then 1 holds for J and L/K.
Proof. Again by Lemma 4.1 we assume that all the 2-torsion of J is in fact rational. In particular, f splits over K and hence (∆ C , L/K) = 1. Similarly, both C and C L have a rational Weierstrass point and so
For the purpose of giving examples we now describe how to construct hyperelliptic curves over Q whose Jacobians satisfy the conditions of Corollary 9.7 over Q 2 .
be a monic separable polynomial of degree g+1 and h(x) ∈F 2 [x] a polynomial of degree ≤ g, coprime to f . Then the Jacobian J of the hyperelliptic curve
Proof. Let α 1 , ..., α g+1 ∈F 2 be the distinct roots of f and c 1 , ..., c g+1 ∈F × 2 be arbitrary. Then by [16, Theorem 1.3] , the Jacobian of the hyperelliptic curve
overF 2 has 2-torsion group scheme of the required form. Now the polynomials f i (x) = j =i (x − α i ) are g + 1 in number and of degree g. Since the α i are distinct, it follows that they form a basis for theF 2 -vector space of polynomials of degree ≤ g overF 2 . In particular, we may choose c 1 , ..., c g+1 such that
and the assumption that f (x) and h(x) are coprime ensures that none of the c i are zero. Thus the hyperelliptic curve
has 2-torsion group scheme (Z/2Z ⊕ µ 2 ) g . A simple change of variables shows that this is the curve C in the statement.
Corollary 9.9. Suppose f (x) ∈ Z[x] has odd leading coefficient and degree g + 1, and suppose that the reduction of f (mod 2) is separable with each irreducible factor having odd degree.
Further, let h(x) ∈ Z[x] have degree ≤ g be such that the reduction of h (mod 2) is coprime to that of f . Then the Jacobian of the hyperelliptic curve
has good ordinary reduction over Q 2 , and moreover has all its 2-torsion defined over an odd degree Galois extension of Q 2 .
Proof. On easily sees that a change of variables over Q 2 brings C into the form y 2 − f (x)y = h(x)f (x) and so the Jacobian has good ordinary reduction over Q 2 by Lemma 9.8. Moreover, both f (x) and f (x) + 4h(x) reduce to separable polynomials over F 2 whose irreducible factors have odd degree. It follows from Hensel's lemma that f (x)(f (x) + 4h(x)) splits over an odd degree unramified (and hence cyclic) extension of Q 2 and hence all the 2-torsion of J is also defined over such an extension.
Unramified Extensions
In this section we prove 1 in the case that the quadratic extension L/K is unramified and the residue characteristic of K is odd. The main reason that we can say more when L/K is unramified is that the formation of Neron models and minimal regular models commutes with unramified base-change. This makes the relevant Tamagawa numbers easier to describe and relate to other quantities.
We begin by studying 1 without insisting that the residue characteristic of K is odd, though we will eventually do this. Whilst we only prove a very small number of additional cases of 1 in residue characteristic 2 (see Remark 10.15), we make a substantial reduction in all residue characteristics (the precise statement of which is Corollary 10.6). In particular, we reduce 1 to a statement which only depends on the curve C considered over the maximal unramified extension of K. In odd residue characteristic we then give a proof of this.
Fix now a non-archimedean local field K and let L/K be its unique quadratic unramified extension.
Lemma 10.1. We have
where f(J/K) denotes the conductor of J and Φ is the component group of (the special fibre of the Neron model of ) J. Lemma 10.1 describes two of the terms appearing in 1 and we also note that as L/K is unramified, we have
To ease notation in subsequent formulas, we define
is equal to 1 if C is deficient over K, and 0 else. (We have added explicit dependence on K when defining (C, K) as we shall shortly wish to vary the base field). The discussion above shows that 1 for L/K is the assertion that
Since the conductor and valuation are unchanged under unramified extensions, this predicts that the quantity
is also unchanged modulo 2 upon replacing K by a finite unramified extension F , and replacing L by the unique quadratic unramified extension F /F . If F is chosen to be sufficiently large, then Gal(k/k F ) will act trivially on Φ(k) whence
Moreover, as soon as F contains a quadratic extension of K and Gal(k/k F ) acts trivially on the components of Ck (where as usual C denotes the minimal regular model of C over O K ), it follows from Proposition A.4 and Remark 6.4 that (C, F ) = 0 and (C F , F ) is equal to 1 if and only if C has even genus and every orbit of the hyperelliptic involution on the odd multiplicity components of Ck has even length. To emphasize that this last statement is independent of the field, we set (C) to be 1 if this happens, and 0 otherwise. (In fact, since Ck coincides with the special fibre of the minimal regular model of C over O K nr , (C) depends only on C through its base change to K nr .) Thus instead of just predicting that (10.3) is unchanged modulo 2 in unramified extensions, we can write down a (so far conjectural) expression for it which clearly has this property. Since we shall subsequently prove this prediction, we state it now as a lemma.
Lemma 10.4. Let K be a local field of characteristic zero and L/K an unramified quadratic extension. Then
The proof of Lemma 10.4 that we will give is somewhat lengthy and we postpone it to Section 10.2.
Remark 10.5. It is not simply true that
and
individually. Indeed, the genus 2 curve
is the unique quadratic unramified extension of Q 3 ). This follows easily from the description in Section 12.2 of the minimal regular model, along with action of Frobenius, of hyperelliptic curves (in odd residue characteristic) of the form y 2 = f (x) where f (x) is monic and has cube free reduction.
Corollary 10.6. Let K be a non-archimedean local field, L/K its unique quadratic unramified extension, C/K a hyperelliptic curve and J/K its Jacobian. Then 1 holds for C and the extension L/K if and only if
where here (C) is equal to 1 if C has even genus and every orbit of the hyperelliptic involution on the odd multiplicity components of Ck (C is the minimal regular model of C over O K ) has even length, and 0 else.
Remark 10.8. In follows from Sections 7 and 9 that (10.7) holds for hyperelliptic curves whose Jacobian has good reduction, irrespective of the residue characteristic.
10.1. Establishing (10.7) in odd residue characteristic. Assume now that the residue characteristic of K is odd. Under this assumption, we now establish the congruence (10.7).
Lemma 10.9. We have
where here f(J [2] ) denotes the Artin conductor of J [2] .
Proof. This is observed by Česnavičius in [6, Lemma 4.2]. Note that this requires the assumption that the residue characteristic of K is odd.
It thus remains to show that
Denote by K nr the maximal unramified extension of K and let v be the normalised valuation on K nr . As usual, let C be given by the equation
is a separable polynomial of (without loss of generality) even degree 2g + 2 for g ≥ 2. Let E/K nr be the field extension E = K nr (J [2] ), and set G = Gal(E/K). As in Section 5, E coincides with the splitting field of f over K nr . Let G = G 0 G 1 G 2 ... be the ramification filtration of G, and g i = |G i |. Thus G 1 is the wild inertia group of E/K nr and is a p-group, where p = char(k) (so in particular has odd order) and G/G 1 is cyclic. Let W denote the G-set of roots of f in E. Then by definition we have
Proposition 10.10. Define (f ) to be 1 if the genus g of C is even and each irreducible factor of f over K nr has even degree, and 0 else. Then
Proof. This is an immediate consequence of the following 2 lemmas.
Lemma 10.11. Let (f ) be as above, and let V = C[W] be the complex permutation representation for G associated to W. Then we have
Proof. This will follow from the definition of f(J [2] ) and f(V ), along with a comparison between codim C V G i and codim F 2 J[2] G i for each i (afforded by Lemma 5.1). First let i ≥ 1 so that G i has odd order. Then necessarily f has an odd degree factor over E G i and it follows from Lemma 5.1 that dim
and all that remains is to show that
If g is even, Lemma 5.1 gives dim F 2 J[2] G = dim C V G − 2 + (f ) and we are done. Thus suppose that g is odd. If f has an odd degree factor over K nr then again we conclude immediately from Lemma 5.1.
Finally, suppose each irreducible factor of f over K nr has even degree. By one last application of Lemma 5.1 it suffices to show that there is a unique quadratic subextension of E/K nr over which f factors into 2 distinct, conjugate polynomials. To see this, first note that there is a unique quadratic subextension of E/K nr . Indeed, any such extension must necessarily be contained in E G 1 , yet E G 1 /K nr is cyclic and has even order by the assumption on the degrees of the irreducible factors of f over K. To see that f admits the required factorisation over this extension, let S = {h 1 , ..., h l } be the set of irreducible factors of f over E G 1 , each of which necessarily has odd degree. The cyclic group G/G 1 acts on S and as each factor of f over K nr has even degree, each orbit of G/G 1 on S has even order. Denote these disjoint orbits by S 1 , ..., S k , and write S i = {h i,1 , ..., h i,d i }. Fix a generator σ of G/G 1 and assume without loss of generality that σ(
is fixed by σ 2 , has σ(h) = h, and f = hσ(h).
Lemma 10.12. Let K be a finite extension of Q p , f (x) ∈ K[x] a separable polynomial, E/K its splitting field and G = Gal(E/K). Let R be the set of roots of f (x) in E, V = C[R] the corresponding complex permutation module,
the Artin conductor of V as a G-representation, and ∆ the discriminant of f (x). Then
Proof. Let the disjoint orbits of G on R be denoted S 1 , ..., S k , corresponding to the factorisation of f as f 1 ...f k into irreducibles over K. Then V is a direct sum of the permutation modules V i = C[S i ], and f(V ) is the sum of the f(V i ). Let H i be the stabiliser in G of a (arbitrarily chosen) root 
, the discriminant of f is, up to squares in K, the product of the discriminants of the f i (here Res(h 1 , h 2 ) denotes the resultant of h 1 and h 2 ).
Having established Proposition 10.10 we now seek to reinterpret the 'correction' term (f ).
Lemma 10.13. For any sufficiently large finite unramified extension F/K, and F /F the unique unramified quadratic extension, we have (f ) = 1 if and only if the quadratic twist C F /F of C by F is deficient over F . In particular, (f ) = (C) as defined previously.
Proof. The last paragraph of the proof of Lemma 10.11 applies equally well to the even genus case and shows that f has an odd factorisation over K nr (since g is even, the polynomial h constructed there is forced to have odd degree). Thus also for every sufficiently large unramified extension F/K, f has an odd factorisation over a totally ramified quadratic extension of F .
By enlarging F/K if necessary, we may also assume that the leading coefficient of f is a norm from this quadratic extension. The result now follows from Proposition 6.1.
Corollary 10.14. Let K be a finite extension of Q p for p odd, let L/K be the unique quadratic unramified extension and C/K be a hyperelliptic curve. Then 1 holds for C and L/K.
Proof. Lemma 10.13 shows that (f ) = (C) and the result now follows from Proposition 10.10, Lemma 10.9 and Corollary 10.6. 
where n is the number of irreducible components of Ck (C is the minimal regular model of C over O K ) and d is a more complicated expression involving the minimal regular model and is defined in the statement of Liu's Theoreme 1. In Section 5.2 of loc. cit., Liu computes the term
2 in a large number of cases (but not all if the residue characteristic is 2) depending on the structure of Ck (that is, on the 'type' of the special fibre as classified in [34] and [36] ). This includes all cases where C, or equivalently J, has semistable reduction and it is then easy to establish (10.7) for all semistable curves of genus 2 from the description, given by Liu in [24, Section 8], of the component group of a genus 2 curve in terms of its type. Thus 1 holds for unramified quadratic extensions in residue characteristic 2, and semistable hyperelliptic curves of genus 2.
Proof of Lemma 10.4.
We now turn to proving Lemma 10.4. The main ingredient is the description of Φ(k), along with action of Gal(k/k), in terms of the minimal regular model of C (see, for example, [3, Section 1]). We begin by summarising this description for general curves over K since we will deduce Lemma 10.4 from a result (Theorem 10.17) which does not only apply to hyperelliptic curves, and may be of independent interest. Let X be a smooth, proper, geometrically integral curve over K, let X /O K be its minimal regular model, and let Xk denote the special fibre of X , base-changed tok. Let Γ i , i ∈ I, be the irreducible components of Xk and let d i be their multiplicities. Let Z[I] denote the free Z-module on the Γ i and define α : The natural action of Gal(k/k) on Xk makes Z[I] into a Gal(k/k)-module, and α respects this action. Endowing Z with trivial Gal(k/k) action, the same is true of β. Thus both im(α) and ker(β) become Gal(k/k)-modules and ker(β) ⊆ im(α).
Let J/K be the Jacobian of X, and Φ its component group. We then have [3, Theorem 1.1] an exact sequence of Gal(k/k)-modules
(Note that the geometric multiplicities e i of the components defined in [3] are all trivial as the residue field of K is perfect.)
Now Gal(k/k) acts on Z[I] through a finite cyclic quotient, corresponding to a field extension k /k (for example, we can take k to be the compositum over i ∈ I of the fields k(Γ i ) ∩k). Letting σ denote a generator of Gal(k /k), we have
(where here c(J/K) is the Tamagawa number of J). Now σ acts on Z[I] as a permutation of I, commuting with α and β. Moreover, as in Remark 6.4, the curve X is deficient over K if and only if gcd i∈I {d i · |ord σ (Γ i )|} does not divide g − 1, where g is the genus of X.
We will obtain Lemma 10.4 as a consequence of the following.
Theorem 10.17. Let G be the group of all permutations of I commuting with the maps α and β and for each ρ ∈ G, let q(ρ) be 1 if gcd i∈I {d i · |orb ρ (Γ i )|} divides g − 1, and 2 otherwise. Then the map
is a homomorphism.
Before proving Theorem 10.17, we explain how to deduce Lemma 10.4 from this.
Proof of Lemma 10.4. Maintaining the notation above, suppose X = C is a hyperelliptic curve over K. The hyperelliptic involution ι on C extends to an automorphism of the minimal regular model of C and may therefore be viewed as an element of G. Moreover, as the induced automorphism ι * of the Jacobian of C is multiplication by −1, the action on Φ induced by ι ∈ G is multiplication by −1 also (see the proof of [3, Theorem 1.1]). Thus
Letting L denote the unique quadratic unramified extension of K, we choose, without loss of generality, the extension k /k detailed above in such a way that it contains k L /k as a subextension. Then again denoting by σ a generator of Gal(k /k), we have
(Incidentally, this shows that Lemma 2.5 continues to hold in residue characteristic 2, as long as the quadratic extension is unramified.) Moreover, we have
. Indeed, for this last equality, since the formation of minimal regular models commutes with unramified base-change, we may identify the base-change tok of the special fibre of the minimal regular model of C L over K with that of C, except now the action of Gal(k/k) has been twisted by the hyperelliptic involution. 
and applying the snake lemma to the commutative diagram with exact rows
(where each vertical arrow is induced by β) yields, upon noting that all vertical arrows are surjective,
where for the last equality we use that ρ commutes with α.
is a free Z-module of finite rank and α is a linear endomorphism of this group. By properties of Smith normal form, the order of the group
is equal to the absolute value of the determinant of α as a linear map on the Q-vector space (ρ − 1)Q [I] . That is, we have shown that
The passage from Z-modules with G-action to Q-vector spaces with G-action now allows us to make use of representation theory in characteristic zero. Noting that the matrix representing α on Q[I] (with respect to the natural permutation basis) is symmetric (it's just the intersection matrix associated to Xk) we see that the minimal polynomial of α as an endomorphism of Q[I] splits over R. Moreover, the kernel of α is Q[ i∈I d i Γ i ] which is fixed by G. The result is now a consequence of the following two lemmas. 
W so that D is a division algebra. Let K/Q be the centre of D. Note that if χ is the character of a complex irreducible component of W then (up to isomorphism over Q) we have K ∼ = Q(χ) where Q(χ) is the character field of χ (see, for example, [41] for proofs of representation theoretic facts used). Note that K/Q is abelian. Now via the diagonal embedding of
V is an equality. In particular, we may view α as a K[G]-endomorphism of V . Let det K denote the determinant of a K-endomorphism of V and det Q denote the determinant of the same endomorphism now viewed as a Q-endomorphism. Then we have det
As K in not totally real, there is an index 2 totally real subfield K + of K. I claim that for each σ ∈ G, det (α) is in K + . Indeed, since the minimal polynomial of α as a Q-endomorphism of V splits over R, each root of the minimal polynomial of α as a K-endomorphism of V is totally real. It follows that det (α) is a product of totally real numbers and hence in K + . Thus
as desired. Again, if χ is the character of a complex irreducible component of W then (up to isomorphism over Q) we have K ∼ = Q(χ), and K/Q is abelian. As before we view V as a K[G]-module and note that the natural inclusion End
V is an equality so that we may view α as a
That is, if φ Q is the map φ defined previously and φ K is the function
First suppose that K in not totally real. Then there is an index 2 totally real subfield K + of K and as in the proof of Lemma 10.18, for each σ ∈ G, det (α|V
Thus φ Q is trivial in this case.
We may now assume that K is totally real, or equivalently that χ is real valued. Let m be the Schur index of χ (over Q or equivalently K). Suppose first that χ is realisable over R. Then, via a chosen embedding K → R, we have V ⊗ K R ∼ = U md for some irreducible real representation U . Fix σ ∈ G. Then V −1,σ ⊗ K R = (V ⊗ K R) −1,σ and viewing α as an element of End R[G] U md ∼ = M md (R) we wish to compute the determinant of α on (U −1,σ ) md . Viewing α as a md × md matrix M over the reals via the identification discussed above, we see that the required determinant is given by det(M ) dimU −1,σ . In fact, one sees that det(M ) is equal to Nrd(α) ∈ K × where here Nrd denotes the reduced norm on the central simple algebra A = End Q[G] V over K. Thus to show that φ K is a homomorphism (and hence φ Q as N K/Q is), we want to show that the congruence
holds for all σ and τ in G. However, U is a real vector space and each σ ∈ G acts on U as a finite order matrix which is hence diagonalisable over C. Base-changing to C, diagonalising σ and noting that the eigenvalues of σ are roots of unity appearing in conjugate pairs, one sees that for each σ ∈ G we have det(σ) = (−1) dimU −1,σ , which proves the desired congruence. Finally, suppose that χ is not realisable over R. Then we have V ⊗ K C ∼ = U md where U is an irreducible representation over C and, by assumption, U and hence U md possesses a non-degenerate G-invariant alternating form, which we denote by ·, · . The argument for the previous case again gives det K (α|V −1,σ ) = Nrd(α) dimU −1,σ . I claim that now dimU −1,σ is even for each σ ∈ G, from which it follows that φ K , and hence φ Q , is trivial. Indeed, fix σ ∈ G. We may suppose that σ has even order 2k else U −1,σ = 0. One easily verifies that the linear map
gives a projection from U onto U −1,σ . Thus we may write U = U −1,σ ⊕ ker(π). Now let u ∈ U −1,σ and w ∈ ker(π). Then we have u, w = 1 2k
Thus U −1,σ and ker(π) are orthogonal with respect to ·, · and so the pairing must be nondegenerate on each of them. In particular, U −1,σ admits a non-degenerate alternating pairing and hence has even dimension. This completes the proof of the lemma.
The proof of Theorem 10.17 facilitates the computation of Tamagawa numbers of hyperelliptic curves, at least up to squares, and to end the section we record this in the following proposition.
Proposition 10.20. Let K be a finite extension of Q p , X/K a smooth, proper, geometrically integral curve of genus g, X /O K its minimal regular model and Xk the special fibre of X , basechanged tok. Let Φ be the component group (of the Jacobian of ) X and I = {Γ 1 , ..., Γ n } be the (set of ) irreducible components of Xk. For each Γ i let d(Γ i ) be its multiplicity in Xk. Finally, let S 1 , . .., S k be the even sized orbits of Gal(k/k) on {Γ 1 , ..., Γ n }, let r i = |S i | and for each 1 ≤ i ≤ k, write
where σ ∈ Gal(k/k) denotes the Frobenius element and Γ i,1 is a representative of the orbit S i . Then
where ·, · denotes the intersection pairing on Xk.
Proof. The (proof of) Theorem 10.17, along with Lemma 10.18, gives
where Q[I] −1 denotes the (−1)-eigenspace of Gal(k/k) on the permutation module Q[I] and α is the linear map given by
One easily sees that { 1 , ..., k } forms a basis for Q[I] −1 (so the dimension of this space is the number of even sized orbits on {Γ 1 , ..., Γ n }).
Moreover, using Gal(k/k)-invariance of the intersection pairing, one computes
and the result follows.
Ramified Extensions; Generalities
Let L/K be a totally ramified extension of local fields where K has odd residue characteristic. To complete the proof of Theorem 1.1 it remains to prove 1 (with respect to L/K) when C is given by an equation of the form y 2 = f (x) where f is integral, has unit leading coefficient and the reduction of f is cube free (to go from an arbitrary leading coefficient to a unit one we apply Lemma 4.1). By Lemma 2.5 we have
Moreover, the assumptions on f mean that C is semistable over K (see, for example, [26, Example 10.3.29] ). We begin by describing a method for computing the ratio c(J/L) c(J/K) , at least up to squares, for general semistable curves and then apply it to our particular case. Secondly, we compute c(J L /K) (again up to squares) by analysing the minimal regular model of the quadratic twist C L of C by L. Since C L will no longer be semistable, we use results from Section 10 instead.
As we shall see, the terms of 1 involving deficiency and root numbers will naturally appear as part of the computations detailed above.
11.1. The Minimal Regular Model of a Semistable Curve. Suppose C/K has semistable reduction over K and denote by C/O K its minimal regular model over O K , and by Ck the special fibre of C, base changed tok. If C denotes the minimal regular model of C over K nr , then Ck is the special fibre of C . The following two paragraphs and Theorem 11.1 essentially summarise [37, Section 3.4] , to which we refer for more details. The only difference is that we wish to consider in addition the action of Gal(k/k) on the objects involved.
The set S of singular points, and I of irreducible components, of Ck both carry natural actions of Gal(k/k) and we define the dual graph G of Ck to be the graph whose vertices are the irreducible components of Ck and such that Γ 1 , Γ 2 ∈ I are joined by one edge for each singular point of Ck lying on both Γ 1 and Γ 2 (thus G may have both loops and multiple edges).
Associated to G we have an exact sequence (coming from simplicial homology)
The map sends Γ∈I n Γ Γ to Γ∈I n Γ . To define the map ∂ :
, we fix once and for all an orientation on the edges of G. Then if x ∈ S gives rise to an edge e of
, as defined by the exact sequence, is a free Z-module of rank β(G) := |S| − |I| + 1, which coincides with the toric rank of C. We view Γ∈I Z[Γ] as a Gal(k/k)-module by extending Z-linearly the action of Gal(k/k) on I. Moreover, we view x∈S Z[x] as a Gal(k/k)-module in the same way, except we include ± signs to take account of the orientation of the edges. Thus the Gal(k/k)-action on I and S determines the action on x∈S Z[x] save in the case where there are loops in the graph. To define the action here, note that each loop corresponds to a node lying on a single component. To each such singular point x we associate the two tangents t ± x where we make a choice as to which tangent we associate the sign '+' to. Then if σ ∈ Gal(k/k) maps x to x , x is also a node and σ maps the tangents t ± x at x onto the tangents t ± x at x . If t + x is mapped by σ to t + x then we associate a '+' sign in the action on x∈S Z[x], and associate a '-' sign otherwise. Whilst this depends on a choice of which tangent to identify which signs to, the resulting Z[Gal(k/k)]-module structure on x∈S Z[x] is well-defined up to isomorphism, and the same is true for the choice of orientation on the edges of G. The exact sequence above then becomes Gal(k/k)-equivariant and H 1 (G, Z) inherits a natural action of Gal(k/k). Now define a pairing on x∈S Z[x] by setting
and extending bilinearly. The restriction of this pairing to H 1 (G, Z) induces a Z-valued symmetric non-degenerate Gal(k/k)-equivariant pairing on H 1 (G, Z). Denote by Λ the dual lattice of H 1 (G, Z) inside H 1 (G, Z)⊗Q. We will henceforth denote H 1 (G, Z) by Λ ∨ . Note that Λ ∨ ⊆ Λ.
Theorem 11.1. Let J/K be the Jacobian of C and X(T ) the character group of the toric part of the Raynaud parametrisation of J, so that X(T ) is a free Z-module of rank equal to the toric rank of J. X(T ) carries a natural action of Gal(K nr /K) ∼ = Gal(k/k) and the monodromy pairing gives a symmetric, bilinear, non-degenerate pairing on X(T ). Then
(iii) Suppose J attains split semistable reduction over the (without loss of generality) unramified extension E/K (so that Gal(K nr /K) acts on H 1 (G, Z) through Gal(E/K)), let F/K be a Galois extension containing E and τ a complex representation of Gal(F/K). Then we have
where w(J/K, τ ) denotes the root number of J/K twisted by τ , w(τ ) denotes the root number of the representation τ of Gal(F/K) and , denotes the usual representationtheoretic inner product. 
where here F denotes the Frobenius automorphism viewed as a finite order endomorphism of the lattice Λ. Let D = F − 1 and N = 1 + F + F 2 + ... + F n−1 , where n is the order of F . Moreover, set V = Λ ⊗ Q, let G be the finite cyclic subgroup of Aut(Λ) generated by F , and define the group
The following Theorem is due to Betts and Dokchitser [1] .
Theorem 11.2. Let e ≥ 1. Then we have
where r := rkΛ F .
Proof. The group B is introduced by Betts and Dokchitser in [1] (in part with the purpose of studying the ratio of Tamagawa numbers that we are also interested in). Whilst their definition of B differs slightly from ours, the equivalence of the two definitions in our context follows from [1, Lemma 2.3.6] upon noting that, since V is uniquely divisible, H 1 (G, Λ ∨ ) is trivial whence ker(N |V ) = im(D|V ). The statement of the theorem now follows immediately from [1, Theorem 1.1.1].
Corollary 11.3. We have
Proof. Theorem 11.1 gives w(J/K) = (−1) r where r is rkΛ F and w(J L /K) = ((−1) g , L/K). Now apply Theorem 11.2 with e = 2.
The following lemma will be useful in the computation of the group B.
Lemma 11.4. Fix r ≥ 1 and let p(x) ∈ Z[x] be a monic polynomial dividing x r −1. Let G be a cyclic group of order r, generator σ, and suppose that G acts on the free Z-module Λ =
with σ acting as multiplication by x. Then H 1 (G, Λ) is cyclic of order p(1), generated by
Proof. We have
and it's clear that
.
as desired.
Ramified Extensions; The Case of Cube Free Reduction
Let K be a finite extension of Q p for p odd and let L/K be a ramified quadratic extension. Let C/K be a hyperelliptic curve. We now apply the results of the previous section to compute the ratio c(J/L) c(J/K) (up to squares) in the case that C is given by an integral equation y 2 = f (x) where f has unit leading coefficient and cube free reduction. We'll begin by fixing some notation.We assume henceforth the degree is even to ease notation. The odd degree case follows from an easy adaptation of the arguments of this section (in fact, it is substantially easier as, amongst other things, deficiency never enters in this case).
Let C be given by an equation
Let u ∈ O × K be the leading coefficient of f . The assumption on the reductionf (x) of f (x) means that, overk, we may writē
where theū i andw j are all pairwise distinct. Since we may lift coprime factorisations overk to K nr by Hensel's lemma, after completing the square of each (lifted) quadratic factor, we may factor f (x) over K nr as
where each n i ≥ 1, each u i reduces toū i , each w i reduces tow i and each v i ∈ O × K nr . For each double rootū i off , we associate the two 'tangents'
By convention, we choose the square roots so that, for all σ ∈ Gal(k/k), if σ(ū i ) =ū j and i = j, then σ(t
The two schemes
) and
where h(u) = u 2g+2 f (1/u) glue via the relations x = 1/u and y = x g+1 v to define a proper model C 0 of C over O K . Moreover, the assumption on the reduction of f (x) means that this model is semistable and, in fact, is the unique (up to isomorphism) stable model of C over O K (see [26, Example 10.3.29] ). Now consider the base change, C 0,K nr , of C 0 to K nr . The special fibre is smooth away from the singular points (x, y) = (ū i , 0). If every root off is a double root (i.e. if l = g + 1) then the special fibre consists of 2 irreducible components, intersecting in the g + 1 points (ū i , 0). On the other hand, if l < g + 1 so thatf has at least one single root, then the special fibre is irreducible, and each of the l-many points of the form (ū i , 0) is a node. The scheme C 0,K nr is regular, save possibly at the singular points (ū i , 0) on the special fibre. In fact, these points are easily seen to be regular if and only if n i = 1. To obtain a regular model of C (over O K nr ), one needs to blow up (n i − 1)-times at each of the singular points, which serves to replace these points with a chain of n i − 1 copies of P 1 k . This gives a regular model C K nr of C over O K nr which is easily seen to be the minimal regular model. Moreover, each of the copies of P 1 k introduced have multiplicity 1 in the special fibre, self-intersection -2, and all their intersections with other irreducible components are transversal.
Since the form of the minimal regular model differs depending on whether or not each root off is a double root, we now split into cases.
12.1. The case wheref (x) has at least one single root. Keep the notation of the previous discussion, and suppose further that the reductionf ∈ k[x] of f has at least one single root in k. If C denotes the minimal regular model of C over O K , and Ck denotes its special fibre, basechanged tok, then, as remarked previously, Ck coincides with the special fibre of the minimal regular model of C over K nr . Thus Ck is as shown in Figure 1 below. The corresponding dual graph is shown in Figure 1 also. For what follows, we also label the edges of the dual graph.
The elements h 1 :=
. Moreover, the pairing on H 1 (G, Z) is given by
Then (in the notation of Section 11) we have Λ = Z
Let S 1 , ..., S k be the disjoint orbits of G on the h i , n i be the common value of the n j on S i , 
, with a chosen generator of G acting as multiplication by x. These Z[G]-modules are non-isomorphic and in the first case we call the orbit S i split and in the second we call S i non-split. Noting that
, a simple application of Lemma 11.4 and Corollary 11.3 yields the following result.
Lemma 12.2. Let r be the number of non-split orbits S i for which n i is odd. Then we have B ∼ = (Z/2Z) r . In particular, since by Remark 6.4 C can never be deficient over K in this case, we have (−1)
Finally, we wish to describe the number of non-split orbits in terms of the explicit form of f (x) given in (12.1). Now each h i corresponds to the double rootū i off (x) and it's clear that the unsigned action of G on S is identical to the action of Gal(k/k) on the set U = {ū 1 , ...,ū l }. Thus the total number of orbits of G on S is equal to the number of orbits of Gal(k/k) on U. Moreover, from the construction of the minimal regular model, one can determine if a given orbit is split or not by looking at the corresponding tangents. Specifically, one sees that an orbit S i containing h j is split if and only if (either of the tangents) t ± j is in the field k(ū j ) (a priori it is only in a quadratic extension of this field). One easily verifies that this does not depend on the choice of h j in the orbit S i . That is, we have the following restatement of Lemma 12.2.
Corollary 12.3. Suppose f (x) has at least one single root ink. For each orbit O i of Gal(k/k) on the set U = {ū 1 , ...,ū l }, pickū i ∈ O i . Let r be the number of such orbits for which
is a non-square in k(ū i ), and n i is odd. Then
12.2. The case wheref (x) has g + 1 distinct double roots. Suppose now thatf (x) is a product of g + 1 distinct double roots (overk). Then now Ck is as shown in Figure 2 below. As before, the corresponding dual graph, along with a choice of orientation on the edges, is also depicted. Again, Gal(k/k) acts on H 1 (G, Z), and on the irreducible components of Ck, through a finite cyclic quotient, say G. We choose G such that, without loss of generality, G has order divisible by 2.
.., h l ] the structure of a G-module. Note that either Γ 1 and Γ 2 are both fixed by G, in which case G acts on the h i by permutation, or else (any) generator σ for G maps Γ 1 to Γ 2 and then G acts on the h i as the unsigned permutation, twisted by the unique order 2 character of G (thus G acts on the h i by signed permutation, but unlike the previous case, the sign is controlled 'globally'). Now define a (non-degenerate, G-invariant) pairing on Z[h 1 , ...h l ] by setting
Then we have
with the pairing and G-action being that induced from those defined above on Z[h 1 , ..., h l ] (here Σ is the sum-map sending each h i to 1 and extending linearly). Define Λ to be the dual lattice of
with unsigned G-action, so that G acts by permutation on S. Now S splits into G-orbits 
We saw in Section 12.1 that the group B Z[S] ∨ ,Z[S] is easy to compute. Thus to compute B Λ,Λ ∨ we wish to relate this to the former group. We see in the following lemma that the difference between these two groups is controlled by whether or not C is deficient over K. Lemma 12.4 . With the notation of the previous discussion, we have
(Implicit in this is the statement that B Λ,Λ ∨ is in fact a F 2 -vector space; we already know that
Proof. We have a commutative diagram with exact rows
Here the bottom row is the dual of the top, the map Λ ∨ → Λ is the natural inclusion and the map Z → Z[S] on the bottom row is easily seen to take 1 to l i=1 h i . This induces the following commutative diagram for group cohomology, again having exact rows
o o (Here we define the action of G on Z so as to make the sequence G-equivariant.) By definition, we have
If both Γ 1 and Γ 2 are fixed by G then G acts on Z[S] by permutation and H 1 (G, Z[S]) = 0 (this follows from Shapiro's lemma). In particular, both B Λ,Λ ∨ and B Z[S] ∨ ,Z[S] are trivial. Since moreover C is not deficient in this case, we are done.
Suppose now that some (equivalently any) generator σ of G maps Γ 1 onto Γ 2 . Then one sees that for each i, as G-modules, we have
where σ acts on the right as multiplication by x in both cases. Explicitly, this isomorphism is given by sending h i,1 to 1. Clearly we have a G-module decomposition
Moreover, the action of G on each copy of Z is such that σ acts as multiplication by −1. Lemma 11.4 now gives
j=1 h i,j and the sum ranges over all odd-sized orbits of G on S. Moreover (with action as above), each of the H 1 (G, Z) are isomorphic to F 2 , generated by 1 ∈ Z. By exactness of the diagram, we obtain
From this, one sees that im(g • f ) = im(g) unless n i is odd whenever |S i | is odd, in which case im(g • f ) has index 2 in im(g).
On the other hand, we have
the latter group being generated by |S i | odd f i . Now |S i | odd f i is in the image of g if and only if each n i is odd whenever |S i | is odd, in which case it is in the image of g • f if and only if the number of odd-sized orbits on S is even. That is, if and only if g = l − 1 is odd. Putting everything together, we have
Since, by Remark 6.4, C is deficient over K if and only if g is even, σ(Γ 1 ) = Γ 2 and n i is odd whenever |S i | is, we are done.
Remark 12.5. From the compatibility of 1 under quadratic twist given in Corollary 4.6, we could have additionally assumed that the leading coefficient of f (x) was monic, in which case we would only have needed the σ(Γ 1 ) = Γ 1 case of Lemma 12.4. However, as it is interesting to see where deficiency enters the computations in the general case, we have left this in.
In the previous section, we called an orbit S i of G on the set {h 1 , ..., h l } split if the corresponding signed permutation module Z[S i ] was isomorphic to
and non-split otherwise. Now with the same convention applied here, every orbit is split if σ(Γ 1 ) = Γ 1 , whilst the non-split orbits when σ(Γ 1 ) = Γ 2 are exactly those of odd size. An immediate corollary is then the following.
Corollary 12.6. Define r to be the number of non-split orbits S i for which n i is odd. Then
Again, we wish to reinterpret the integer r in terms of the explicit form of f (x) given in (12.1). First note that σ(Γ 1 ) = Γ 1 if and only if the (reduction of the) leading coefficientū is a square in k. Thus ifū is a square in k, every orbit is split, whilst if u is a non-square in k, the even length orbits on S are split, whilst the odd length orbits are not. Again, the orbits on S correspond to the orbits of Gal(k/k) on the set U = {ū 1 , ...,ū l } of double roots of f . Since every root off is a double root, one sees that each tangent t ± i is a square in k(ū i ) if and only ifū is a square in k(ū i ), which happens if and only if the Gal(k/k)-orbit ofū i is even in length. Thus we see that the description of r in terms of (12.1) exactly the same as in the previous case. Specifically, we have the following Corollary.
Corollary 12.7. Suppose f (x) has g + 1 distinct double roots ink. For each orbit O i of Gal(k/k) on the set U = {ū 1 , ...,ū l } pickū i ∈ O i . Let r be the number of such orbits for which
is a non-square in k(ū i ) and n i is odd. Then
is given by the equation
Since the equation defining C L above, and the corresponding one for the chart at infinity, are integral, they define a proper model of C L over O K in the obvious way. Let C L 0,K nr be the base change of this model to O K nr . Its special fibre consists of one irreducible component having multiplicity 2 in the special fibre. We now perform the necessary blow-ups to obtain the minimal regular model. The procedure is (an easy generalisation of) the proof of steps 6 and 7 of Tate's algorithm as described in [46, IV.9] . One sees that the special fibre of the minimal regular model C L of C L , after base changing tok, has the form given in Figure 3 , where we set k = g + 1 − l (the number of single roots of the reduction of f (x)). Here the We wish to compute the Tamagawa number c(J L /K) = Φ(k). In fact, we need only compute (−1) ord 2 c(J L /K) and this will prove easier to compute thanks to the results of Section 10. Now Gal(k/k) acts the the components of C L k through a finite cyclic quotient G. Fix a generator σ of G. Then G acts on the set S = {Γ i,1 : 1 ≤ i ≤ l} by permutation (this follows by symmetry, and the assumption that g ≥ 2). Moreover, on each orbit on S, the corresponding value of n i is constant. Suppose O = {Γ i 1 ,1 , ..., Γ ir,1 } is an orbit, and that σ acts as the cycle (Γ i 1 ,1 ... Γ ir,1 ) on this. Then we have two possibilities. Either (after relabeling if necessary), {R i 1 ,1 , ..., R ir,1 } and {R i 1 ,2 , ..., R ir,2 } are two G-orbits of length r with σ acting as the obvious r-cycle on each, or {R i 1 ,1 , ..., R ir,1 , R i 1 ,2 , ..., R ir,2 } is an orbit of length 2r and σ cycles the 2r elements of this orbit in the order they are written. In the first case, we call the orbit O small, and in the second we call it large.
Lemma 12.9. Keeping the notation of the previous paragraph, we have
#orbits on W+#large orbits on S .
Proof. We will compute the quantity (−1)
We first compute the order of thek-points in the component group (i.e. we compute |Φ(k)|) using [4, Proposition 9.6.6], which applies in much greater generality. Secondly, we compute the quantity
by an application of Proposition 10.20. Let Y be the graph associated to C L k by taking the vertices to be the irreducible components, and joining 2 distinct vertices by a single edge if the corresponding components have non-trivial intersection number. It is clear that Y is a tree. Moreover, the intersection number of any 2 distinct components is either 0 or 1, and the greatest common divisor of the multiplicities of the components is 1. Let I denote the set of all irreducible components of C L k , and for each component Γ ∈ I let d(Γ) denote the multiplicity of Γ in Ck, and s(Γ) be the number of components (distinct from Γ) that meet Γ. Then [4, Proposition 9.6.6] gives
In particular, we see that ord 2 |Φ(k)| is even and we now wish to show that
Let O 1 , ..., O k be the even sized orbits of Gal(k/k) on I, let r i = |O i | and for each 1 ≤ i ≤ k, write
where σ generates G (we can take σ to be the Frobenius element in G) and Γ (i) is a representative of the orbit O i . Then Proposition 10.20 gives
is block diagonal, with a block corresponding to each even sized orbit on W, and a block corresponding to each orbit of S, save for the odd sized small orbits on S which do not contribute. From this, one sees immediately that each even sized orbit on W contributes a factor of −2 to the determinant of A, as does each odd sized large orbit on S. The contribution from each small even orbit on S is λ n where n is the common value of the n i on the orbit, and λ k denotes the determinant of the k + 2 by k + 2 matrix
Noting that λ k satisfies the recurrence relation
For the large even orbits, the contribution is the determinant of the n + 1 by n + 1 matrix (with n as above) 
This may be treated similarly to the previous case, and we obtain a contribution of (−1) n · 2.
In total, we have
#even sized orbits on W+#large orbits on S .
Finally, we conclude by noting that, as |W| is even, the number of even sized orbits on W is congruent modulo 2 to the total number of orbits on W.
We now seek to describe the number of orbits on W and the number of large orbits of S in terms of the explicit equation for C L given in (12.8) . From the construction of the minimal regular model, one sees that the set {A 1 , ..., A 2k } corresponds exactly (as a set with Gal(k/k)-action) to the set {w l+1 , ...,w 2(g−l+1) } of single roots off (x). Thus the number of orbits on these two sets coincide. Moreover, one sees that the orbits on S correspond similarly to the orbits on {ū 1 , ...,ū l }. Finally, one sees that an orbit, corresponding to the orbit ofū i say, is large if and only if the product −v i (t ± i ) 2 is a non-square in k(ū i ) if n i is odd, and if and only ifv i alone is a non-square in k(ū i ) if n i is even (compare with the formula forṼ n in step 7 of Tate's algorithm in [46, page 374] ).
We may now put everything together to prove 1 in this case.
Corollary 12.10. Let K be a finite extension of Q p for p odd and let C/K be a hyperelliptic curve given by the equation y 2 = f (x). Let L/K be a ramified quadratic extension and suppose that f (x) has unit leading coefficient and that the reduction of f (x) is cube free. Then 1 holds for C and the extension L/K.
Proof. We are assuming that C, over K nr , is given by an equation of the form (12.11) C :
where the reductionū i andw j are all pairwise distinct and, without loss of generality, the uniformiser π K is chosen such that L = K( √ π K ).
Let U be the Gal(k/k)-set U = {ū 1 , ...,ū l } , let O 1 , ..., O k be the disjoint orbits on U, and for each orbit O i , fixū i ∈ O i , along with associated v i , and set
j=l+1 (ū i −w j ) (so that t i is the square of the tangents t ± i defined previously). For each orbit O i , let n i be the common value of the n j in (12.11) associated to the u j ∈ O i . Moreover, let W be the Gal(k/k)-set W = w l+1 , ...,w 2(g−l+1) .
Finally, for a finite field F of characteristic not 2, let ρ F : F × → {±1} be the homomorphism whose kernel consists of the squares in F × .
By Corollaries 12.3 and 12.7, we have (−1)
Moreover, by Lemma 12.9 (in conjunction with the discussion immediately preceding this corollary), we have
As each ρ k(ū i ) is a homomorphism, to complete the proof we must show that
To see this, observe that, as −π K is a norm from L, (∆ C , L/K) = 1 if and only if ∆ C is a square in F = K( √ −π K ). Moreover, it's clear from (12.11 ) that all roots of f (x) lie in F nr = F K nr . Thus Gal(F nr /F ) acts on the roots of f (x) and letting σ ∈ Gal(F nr /F ) denote the Frobenius element, we deduce that (∆ C , L/K) is equal to the sign of σ as a permutation on the roots of f (x). Now the roots of f (x) inK are
Since (−π K ) n i ∈ F for each i, the action of σ on these roots is the same as the action of the Frobenius element in Gal(k/k) on the set ū i ± (−1) n iv i ∪ W and the result now follows easily. Theorem 1.1 now follows from Theorem 1.3, Proposition 7.1 and Corollaries 7.5, 9.4, 9.7, 10.14 and 12.10.
Appendix A. The 2-primary part of the Shafarevich-Tate group of principally polarised abelian varieties in field extensions
In this appendix, for a principally polarised abelian variety A over a number field K, we study the parity of dim F 2 X 0 (A/L) [2] where L/K is a finite field extension. The result is Proposition A.1 and has been independently observed by Česnavičius [6, Lemma 3.4] . As a consequence, we remove the assumption in two theorems of T. and V. Dokchtiser ([12, Theorem 1.6(b)] and [13, Theorem 1.6] ) that the princpal polarisation on the abelian variety in question is induced by a rational divisor.
Proposition A.1. Let K be a number field, A/K a principally polarised abelian variety and L/K a finite field extension. Then Proof. Fix a principal polarisation λ on A and let , K be the associated Cassels-Tate pairing on X(A/K). This is antisymmetric and it follows that dim Fp X 0 (A/K)[p] is even for all p except possibly p = 2. In [40, Section 4], Poonen and Stoll associate an element c ∈ X(A/K) to λ and show (Theorem 8 in loc. cit.) that dim F 2 X 0 (A/K) [2] is even if and only if c, c K (which a priori is in {0, Proof. Let φ K : Pic(XK) G K → Q/Z be the map defined in Section 6 (and also [40, Section 7] ). Then again as in Section 6, it's proved by Poonen and Stoll in [40, Theorem 11] that if L ∈ Pic(XK) G K is a rational divisor class of degree n on X then Pic n (X) is empty (resp. non-empty) according to nφ K (L) = 1 2 (resp. 0) in Q/Z. Fix now a rational divisor class L in Pic g−1 (X K ) (that such a class exists is due to Lichtenbaum [22] , but see also [40, Section 4] ). Then (g − 1)φ K (L) ∈ Q/Z is 1 2 or 0 according to whether X is deficient over K or not. On the other hand, L also yields a rational divisor class of degree g − 1 in Pic g−1 (X L ) and the commutativity of the diagram (A.2) shows that
, completing the proof. Proposition A.1 has the following consequence.
Corollary A.5. In the notation of [12] , for L/K a Galois extension of number fields and A/K a principally polarised abelian variety, the function
is representation-theoretic.
Proof. By Proposition A.1 we have gives the result.
We now explain how Corollary A.5 allows us to remove the assumption that the principally polarised abelian variety in the theorems [12, Theorem 1.6(b)] and [13, Theorem 1.6] of T. and V. Dokchitser has its principal polarisation induced from a rational divisor. The context of the two theorems cited above is the theory of Brauer relations and regulator constants, and is described in [12, Section 2] . For brevity, we wil adopt the notation detailed in this paper, as it is summarised in [2, Proof of Theorem A.3]. In particular, we set K a number field, A/K a principally polarised abelian variety, F/K a finite Galois extension with Galois group G and S the set of irreducible, self-dual Q p [G]-representations for a prime p, and let Θ = i n i H i be a Brauer relation in G. For ρ ∈ S, we write C(Θ, ρ) for the corresponding regulator constant (see [ Comparing with the statement of [13, Theorem 1.6] we now see that the asumption that A/K has a principal polarisation associated to a K-rational divisor is unecessary. Since the use of this result was the only place in the proof of [12, Theorem 1.6(b)] that required this assumption, we may remove it there as well.
Remark A.7. Recent work of Betts and Dokchitser [1] has weakened the assumptions of [12, Theorem 1.6] at p = 2 in a different direction.
