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Abstract: A new algorithm called MESHJOIN* is proposed to support streaming updates under real-time data 
warehouse environment. It has the following distinct features: (1) Relation R is organized in blocks and hashes so as 
to avoid the reading of unusable tuples for the current join operation as much as possible, through which the amount 
of tuples involved in a join is much reduced, thus enhancing the efficiency of the join operation; (2) Multi-thread 
parallel execution technology is adopted here, and the order of read operation and join operation is optimized   
according to engineering theory so as to maximize the efficiency of join algorithm; (3) Reasonable scheduling of 
real-time tuples and near-real-time tuples is achieved according to the relationship between the current system ser-
vice rate and the tuples arriving rate, so that the requirement for the processing of real-time tuples is satisfied. Ex-
perimental results show that MESHJOIN* can achieve much better performance than MESHJOIN. 
Key words: data warehouse; streaming update; join  
摘  要: 提出了一种新的实时数据仓库环境下的数据流更新算法——MESHJOIN*算法。算法的特性有：  
(1) 关系R采用了分块和散列的组织形式, 尽可能避免对当前连接无效元组的读取, 减少连接操作所涉及元组
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的数量, 从而提高连接算法的效率; (2) 采用了多线程并发连接技术, 并根据工程学原理, 实现了连接操作
和关系 R读取操作的最佳调度, 保证了连接算法效率的最大化; (3) 根据当前系统的服务率和数据流元组的
到达率之间的关系, 合理调度实时元组和准实时元组的执行, 保证了系统对实时元组的处理要求。实验结
果表明, MESHJOIN*算法可以取得比 MESHJOIN算法更好的性能。 
关键词: 数据仓库; 数据流更新; 连接 
文献标识码：A    中图分类号：TP311 
1  引言 
实时数据仓库[1−4]已经在越来越多的企业中
得到应用, 并且产生了很好的经济效益。在实时
数据仓库的 ETL(extact, transform, load)过程中, 









中执行的, 由于内存大小的限制, 在某个时刻 R
中只有一部分元组可以放入内存。这时就会面临




接操作的处理速度落后于 S 中元组的到达速度, 











[5]的研究发现, 即使存在索引, 使用 S 中的更新




















本文第 2章介绍了MESHJOIN算法; 第 3章
介绍MESHJOIN*算法的朴素形式; 第4章介绍了
MESHJOIN*算法的高级形式; 第 5章是实验设计
及实验结果; 相关工作在第 6 章进行介绍; 最后, 
 




2  MESHJOIN算法 
由于数据流更新算法MESHJOIN*是建立在
MESHJOIN 算法[5]基础之上的, 因此, 首先简要
介绍一下 MESHJOIN算法。如图 1所示, 数据流




个特定的滑动窗口内, 数据流 S中只能有 w个元
组放入内存(用 Sw表示这些元组), 关系 R 中也只
能有 b页数据放入内存(用 Rw表示这些元组)。对
一个较长的时期而言, 数据流 S 中的每个元组 t














Fig.1  The description of MESHOJOIN algorithm 
图 1  MESHJOIN算法示意图 
但是, 经过仔细分析和实验发现, MESHJOIN
算法存在一个明显的不足, 即需要读取关系 R 中
的全部元组。假设关系 R 包含 NR页数据, 并且
NR能够被 b 整除, 即 k=NR/b。在 MESHJOIN 算
法中, 每个滑动窗口内, 有 b 页关系 R 的数据被






组”的读取, 需要不小的 I/O代价, 浪费了对于实
时 ETL而言宝贵的时间。在每个滑动窗口内, 如
果尽可能只把“关系 R 中那些可以与 Sw(如前文
所述, Sw表示位于当前滑动窗口内的元组)进行连
接的元组”读入内存, 而忽略与当前连接操作无
关的元组, 那么, 就可以大量减少 I/O代价, 提高
连接操作性能。由于在 MESHJOIN算法中, 关系
R中的元组会被多次循环读取, 因此, 这种 I/O代
价的节省具有累积性。本文的MESHJOIN*算法可
以有效弥补这一不足, 显著优化连接操作的性能。 
3  MESHJOIN*朴素算法 
在MESHJOIN算法基础上, 提出了MESHJOIN*





(1) 通过顺序扫描实现对关系 R的快速访问;  
(2) 尽可能只读取关系 R 中的与当前连接操
作相关的元组, 大大降低了 I/O开销;  






其中, 第(2)、(4)、(5)这 3 个特性是原来的
MESHJOIN 算法所没有的。为了更好地理解



























Sliding window for S
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Fig.2  The description of naïve MESHJOIN* algorithm 
图 2  MESHJOIN*朴素算法示意图 
算法特性只包含上述 5个特性的前 3个。在理解
了朴素的 MESHJOIN*算法后, 将介绍更加复杂
的高级MESHJOIN*算法, 它包含了所有 5个特性。 
3.1  MESHJOIN*朴素算法描述 
如图 2所示, 在MESHJOIN*朴素算法中, 关
系 R被分割成多个块, 每个块 Bj又采用散列函数
分割成多个散列桶 HR1,HR2,…,HRn。在 MESHJOIN
算法中 , 关系R的每个块会被完整读取 ; 而在
MESHJOIN*朴素算法中则避免了这个问题 , 
MESHJOIN*朴素算法只读取那些“与 Sw可能具
有连接关系的元组”, 从而减少 I/O 开销。这个
问题采用散列连接方法是很容易解决的。散列连
接算法的基本思想就是：如果关系 R的一个元组
与关系 S 的一个元组满足连接条件, 那么它们在
连接属性上具有相同的值。经过散列函数映射以
后, 关系 R的那个元组和关系 S中的那个元组一
定分别位于散列桶 HRi和 HSi中。这就意味着, HRi
中的元组只需要与和HSi中的元组相比较, 而没有
必要与 S 的其他散列桶中的元组比较。因此, 采
用散列函数(与关系R的映射采用相同的散列函数)
把 Sw映射到散列表HS中, 然后, 在读取关系 R的
某个块 Bi时, 只有当散列表 HS中的散列桶 HSi存
在元组时, 才把块 Bi中的散列桶HRi读入内存, 而
不是把 Bi中的所有散列桶都读入内存。关系 R的
元组被读入内存以后, 被存放在散列表 HR 的相
应位置, 数据流 S的元组被读入内存以后, 内存中
的这些数据流元组 Sw 被散列函数映射到散列表
HS中, 连接算法完成对散列表 HR和 HS中元组的
连接操作并输出结果。随着数据流的不断到达, 
关系 R 会被循环往复地读进内存, 从而源源不断
地输出连接结果。 
算法 1 MESHJOIN*朴素算法 
Input:  
1. 关系 R和数据流 S 
2. 内存中的数据流滑动窗口大小 λs和关系 R 滑
动窗口大小 λR 
Output: 数据流 S∞R; 
Begin 
  While(true)  
     If (Sw中的元组个数小于 λs并且存在新到达
数据流元组) 
       从数据流 S 中读取元组 s 到数据流滑动
窗口内;  
       把元组 s映射到散列表 HS; 
     End if 
       根据 HS中的元组分布情况, 从关系 R中
顺序读取一定数量的元组到关系 R滑动窗口 Rw;  
       把Rw的元组存放在散列表HR相应的位置;
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     For each (Rw中的元组 r)                
       根据散列连接方法输出 r∞HS; 
     End for 
     If (Sw中的元组 s已经与关系 R的所有可能
元组都已经执行过连接操作) 
       从 Sw中删除元组 s; 
     End if 
  End while 
End 
算法 1 显示了 MESHJOIN*朴素算法的基本
过程。在该过程中, 需要根据 HS中的元组分布情
况, 从关系 R 中顺序读取一定数量的元组到关系
R 滑动窗口 Rw。前面已论述, 这些被读取的关系
R的元组必须是那些“与 Sw可能具有连接关系的




定义 1 (关系 R 的当前连接有效元组确定准
则) 已知数据流滑动窗口中的元组集合 Sw, 根据
散列函数 h映射得到的散列表为 HS, HSi表示散列
表 HS的第 i个桶, tSi表示 HSi中的元组个数; 磁盘
中的关系 R被分割成多个块, 每个块 Bj又采用散
列函数 h 分割成多个散列桶 HR1,HR2,…,HRn。则关
系 R 的块 Bj中可能满足连接条件(与 Sw中的元组
连接)的元组集合为 * { | 0}j Ri Ri j SiB H H B t= ∈ ∧ ≠ , 
关系 R 中所有可能满足连接条件的元组集合为
* *
jR B=U 。 
关系 R中的元组是按照块为单位被顺序读取
的。对于某个元组 s, 假设当它进入数据流滑动窗
口时, 关系 R的第一个块 B0(确切地说, 是块中符
合条件的元组)正被读入内存, 完成连接操作以
后, B0被从内存中删除, 下一个块 B1被读入内存, 
依次类推; 那么, 当块 B0 再一次被读入内存时, 





例 1 如图 3所示, 磁盘关系 R包含两个块 B0
和 B1, 数据流包含多个元组 s1,s2,…。在内存中, 属
于关系 R 的滑动窗口只能容纳一个块, 属于数据
流的滑动窗口只能容纳两个元组。下面是连接操
作的具体过程： 
(1) 在 T=T0时刻, 数据流元组 s1进入数据流
滑动窗口, 当前将要被读取的关系R的块是 B0,  
根据“关系 R的当前连接有效元组的确定准则”, 
可以由块 B0 得到它的当前连接有效元组 *0B , 然
后对 *0B 和 s1执行散列连接;  
(2) 在 T=T1时刻, 数据流元组 s2进入数据流
滑动窗口, 这时数据流滑动窗口已经达到所能容
纳的最大元组值(两个元组)。当前将要被读取的







Fig.3  An example of naïve MESHJOIN* algorithm 































(1) T=T0 (2) T=T1 (3) T=T2
 




接有效元组 *1B , 然后对
*
1B 和 s1及 s2执行散列连
接; 这时, s1已经执行完和关系 R 的所有块 B0和
B1 的连接操作, 因此, 可以输出 1s R∞ 的结果, 并
把 s1从数据里滑动窗口中删除; 
(3) 在 T=T2时刻, 数据流元组 s3进入数据流





散列函数 h均匀地分成 5个桶 HR0,HR1,…,HR4, 这
5个散列桶的入口地址 i分别是 0,1,2,3,4, 每个桶
都包含 10 个元组。在 T=T0时刻, 当数据流元组
s1进入数据流滑动窗口时, 使用散列函数 h 映射
得到它在散列表中的入口地址为 2, 那么, 根据
“关系 R 的当前连接有效元组的确定准则”, 当
前被读取的块 B0中, 只有 HR2是当前连接有效元
组, 会被读入内存, 即 I/O开销只相当于 10个元
组。而 MESHJOIN 算法则需要读取块 B0的所有
50个元组, 因此, MESHJOIN*算法比MESHJOIN
算法节省了相当于 40个元组的开销。 










问题, 假设每次都以块为单位把磁盘关系 R 的元
组读到内存。但是, 实际上, 由于 Bj*所包含元组
的数量的差异, 某些块 Bj的有效元组 Bj*可能比较
少, 如果每次连接操作只读取 Bj*, 则会出现内存
中的关系 R 滑动窗口出现比较多的剩余空间, 导









这里采用的方法是：首先 , 在块的划分上, 
保证内存中的关系 R 滑动窗口 WR能够至少容纳
一个完整的块 Bj, 也就是说, 即使块 Bj中的所有
元组都是当前连接的有效元组(即Bj=Bj*), WR也能
容纳所有这些有效元组, 即 ,( )RB j Wj V V∀ < , 其中
VB,j表示块 Bj的存储空间, RWV 表示 WR的空间大
小; 其次, 当 Bj*的元组读入 WR以后, 如果 WR剩
余的空间还够容纳 Bj+1*, 即有下式子成立： 
, , 1 , , 1... RB i B i B j B j WV V V V V+ ++ + + + <  
那么继续读入 Bj+1*, 依次类推, 直到 WR剩余的空间
不够容纳下一个块的所有有效元组。 



























4.1  算法描述 
如图 4所示, MESHJOIN*高级算法在内存中
为数据流元组设置了两个不同的滑动窗口, 即实
时 (real-time)数据滑动窗口和准实时 (near-real- 
time)数据滑动窗口, 并用 Sw_real和 Sw_near分别表示
位于这两个滑动窗口内的元组的集合。Sw_real 和
Sw_near中的元组将被散列函数 h 分别映射到散列
HS_real 和HS_near 中 , 优化器 optimizer 根据散列 
HS_real和HS_near中元组的分布情况, 给关系R读取
器 relation reader发出指令, 命令它按照制定的顺
序从磁盘关系 R 中读取元组, 从而使得连接算法
性能达到最优化。优化器 optimizer的另一个任务
是, 监督数据流中实时元组(必须采用实时更新





4.2  关系 R元组的读取 
为了提高连接算法的整体性能, 这里采用多
线程散列连接。如图 5 所示, 在多线程散列连接
中, 线程 i 负责执行散列 HS和 HR的桶 HSi和 HRi




1 1 ... nS R r r r∞ = ∪ ∪ ∪  
对于当前滑动窗口内的连接操作, 当 Sw中的
元组被映射到 HS 以后, 多线程并发连接操作开 
始执行。当采用多线程并发执行时, 每个线程需
要在读到自己所需要的数据以后, 才能执行连接
操作。对于线程 i而言, 需要的数据是 HRi中的元











Fig.4  The description of advanced MESHJOIN* algorithm 



























Sliding window for S
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Fig.5  Multi-thread hash join 
图 5  多线程散列连接图 
中的代价, Chashjoin表示 HSi和 HRi中的元组进行连
接的代价, 因此有： 
Cjoin=Cread_R+Chashjoin 
假设线程 i 执行连接操作的时间开销为 
Cjoin(i), 由于多线程执行的并行性, 则当前滑动
窗口内的连接操作 | |w wS R× 的时间开销 Cjoin是所
有线程中时间开销的最大值, 即 Cjoin=max(Cjoin(i))。









对于不同的线程 i 而言, 由于假设关系 R 的
元组均匀分布在各个块的各个桶中 , 每个块的 
各个桶所包含的元组数目大致相同 , 不同线程 










列HS_real和HS_near的第 i个桶, 0≤i≤m, na(i)和 nb(i)
分别表示 HS_real和 HS_near的第 i个桶中包含的元素个
数, 令 ntotal(i)=na(i)+nb(i), 并且有 ntotal(0)≥ntotal(1)≥  
…≥ntotal(m)。假设采用 m个线程并发连接中, 线程
i执行连接操作 _ ( ) | |S real wH i R× 和 _ ( )S nearH i | | wR× , 
则能够使总体连接时间最小化的最优线程执行
顺序是线程 0,1,2,…,m。 





fier(见图 4)完成的, 这是比较容易实现的, 可以
事先指定哪些表的数据需要实时更新, 哪些表的
数据是准实时更新, 元组分类器可以根据数据流
更新元组 s 所涉及的关系表的名称判断元组 s 的
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5.1  实验设计 
数据集：实验采用来自中国某个移动通信运
营商的业务数据, 并在此基础上构建了关系 R 和
更新数据流元组, 每个都包含 600 万个元组。在
构建关系 R 和更新数据流元组时, 会考虑连接属
性值的扭曲分布系数 Zipf [5], 当 Zipf值为 0时, 各
种不同连接属性值的元组的数量, 在连接属性值
域区间内均匀分布, 随着 Zipf 值的增大, 分布扭
曲程度就越大。在下面论述中, 用 Zipf_R表示关
系 R的数据扭曲分布系数, 用 Zipf_S表示更新数
据流 S的数据扭曲分布系数。 
实验环境：AMD Athlon 64 3200+ 2.20 GHz CPU, 
1 GB内存, 操作系统是Windows XP Professional 
2002。为了简化实验设置, 数据源和数据仓库以
及实时 ETL操作全部在同一台 PC上完成。 
5.2  实验结果 
实验 1 MESHJOIN*算法和 MESHJOIN算法
以及 INL(indexed nested loops)算法的最大吞吐
率。实验中, 在连接算法执行过程中, 关系 R 保 
持不变。令 m表示内存空间大小与关系 R大小的
百分比, 在实验过程中, 把 m 从 1%逐渐增加到
10%, 也就是把内存空间大小从6 MB增加到60 MB, 
同时把 Zipf_R和 Zipf_S值都固定在 0.5, 并观察 3
种算法的最大吞吐率的变化情况。从图 6可以看
出, MESHJOIN*算法和MESHJOIN 算法的连接 







Fig.6  Maximum throughput of the three  
algorithms under different memory sizes 
图 6  不同大小内存下 3种算法的最大吞吐率 
实验 2 在不同的 Zipf_S值情况下 3种算法的
最大吞吐率变化情况。这里把 Zipf_R值固定在 0.5, 
内存大小取值为关系 R大小的 5%, 让数据流更新
元组的 Zipf_S值从 0.1变化到 1.0。对MESHJOIN*
算法采用多线程并发连接方法。从图 7可以看出, 
Zipf_S值对 INL算法几乎没有影响, INL算法主要
由在关系 R 的索引中查找匹配元组的性能决定, 
当关系 R 的 Zipf值固定在 0.5 时, 查找的性能不
会发生变化。而 MESHJOIN 算法的性能则随着
Zipf_S 值的加大而降低, 因为, 当更新数据流的
扭曲分布程度加大时, 散列 HS 的某些桶就会包
含很多元素, 而另外一些桶则包含很少元素, 针 
 
Fig.7  Maximum throughput of the three  
algorithms under different Zipf_S 
图 7  不同 Zipf_S值时 3种算法的最大吞吐率 
 




加, 从而增加了连接操作时间。而 MESHJOIN* 
算法却可以有效利用数据分布的扭曲, 利用合理
安排不同关系 R 的块的读取顺序, 实现连接速度
最优化。从图 7 可以看出, 更新数据流的数据扭
曲程度越大, MESHJOIN*算法相对于MESHJOIN
算法的性能优势就越明显。 
实验 3 在不同的 Zipf_R 值情况下 3 种算法
的最大吞吐率变化情况。实验基本设置与实验 2
基本相同, 不同的是, 实验 3 把 Zipf_S 的值固定
在 0.5, 令 Zipf_R值从 0.1变化到 1.0。从图 8可
以看出, Zipf_R值的变化对MESHJOIN*算法的性
能几乎没有影响, 由于该算法在进行多线程并发
连接时的速度, 取决于散列 HS中的元素分布, 而
已经把 Zipf_S 的值固定在 0.5, 这就意味着散列
HS 中的元素分布不变, 因此, 该算法的性能几乎
不会发生变化。从图 8同时可以看出, Zipf_R值的
变化对 MESHJOIN 算法和 INL 算法的性能产生
了影响。当 Zipf_R值越大时, 关系 R中元组在连
接属性值上的分布扭曲程度越大, INL 算法访问
关系 R 的 B+树索引代价就越大。MESHJOIN 算
法性能下降的原因和实验 2中的原因类似。 
 
Fig.8  Maximum throughput of the three  
algorithms under different Zipf_R 
图 8  不同 Zipf_R值时 3种算法的最大吞吐率 
实验 4 针对实时与准实时数据流更新元组 
的综合调度性能。实验将验证在同时存在实时元 
组和准实时元组的情况下 , MESHJOIN 算法和
MESHJOIN*算法的性能表现。令 MESHJOIN 算
法的最大吞吐率为 umax, 并设置好相关的参数 , 
即把 Zipf_S 和 Zipf_R 的值都固定在 0.5, 内存空
间大小与关系 R大小的百分比 m取为 10%。在此
实验环境下, 可以很容易测试出 umax的值。然后, 




元组的比例, 图 9和图 10分别显示了 r=4和 r=1/4
时的实时元组延迟情况。 
 
Fig.9  Latency of real-time tuples when r is 4 
图 9  r=4时的实时元组延迟情况 
 
Fig.10  Latency of real-time tuples when r is 1/4 
图 10  r=1/4时的实时元组延迟情况 
从图 9和图 10中可以看出, 当数据流到达速
率大于连接操作算法处理能力时, 在两种情况下, 
 









































足的, 在此问题中, 内存大小远小于关系 R 的大
小, 关系 R 无法一次性放入内存, 同时, 也不存
在针对数据流 S 的窗口限制, 即不会把数据流分
成多个有限元组集。另外一些工作, 研究了针对
数据流化的、有边界的关系的连接操作, 比如渐
进合并连接 PMJ(progressive merge join)[15], 以及





磁盘中, 进行暂时存储, 当内存大小允许时, 再
次把这些元组调入内存。很显然, 这种方法也是
无法满足本文所研究问题的环境设置的, 因为, 
针对数据流 S 的缓存会阻塞数据流更新操作, 无
法满足实时更新的要求。 

























关系 R 分块方法, 从而保证连接算法取得更高的
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