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ABSTRACT OF DISSERTATION
AVERAGE-VALUE MODELING OF HYSTERESIS CURRENT CONTROL IN
POWER ELECTRONICS
Hysteresis current control has been widely used in power electronics with the advan-
tages of fast dynamic response under parameter, line and load variation and ensured
stability. However, a main disadvantage of hysteresis current control is the uncertain
and varying switching frequency which makes it difficult to form an average-value
model. The changing switching frequency and unspecified switching duty cycle make
conventional average-value models based on PWM control difficult to apply directly
to converters that are controlled by hysteresis current control.
In this work, a new method for average-value modeling of hysteresis current control
in boost converters, three-phase inverters, and brushless dc motor drives is proposed.
It incorporates a slew-rate limitation on the inductor current that occurs naturally
in the circuit during large system transients. This new method is compared with
existing methods in terms of simulation run time and rms error. The performance
is evaluated based on a variety of scenarios, and the simulation results are compared
with the results of detailed models. The simulation results show that the proposed
model represents the detailed model well and is faster and more accurate than existing
methods. The slew-rate limitation model of hysteresis current control accurately cap-
tures the salient detail of converter performance while maintaining the computational
efficiency of average-value models. Validations in hardware are also presented.
KEYWORDS: Average-value modeling, boost converter, brushless dc motor drive,
dc-dc converter, hysteresis current control, three-phase inverter
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Chapter 1 Introduction
The study of power electronic converters is essential for humanity to begin to address
today’s energy and environmental challenges. Power converters are used in variable
frequency drives (VFD) to allow energy savings to be realized in heating, ventilation,
and air conditioning and other facility and industrial applications [1–3]. Motor drives
are also prevalent with other power converters in the drivetrains of hybrid electric
vehicles [4–6], allowing transportation needs to be met more efficiently and with less
pollution [7,8]. Various converters are employed to integrate renewable energy sources
such as solar [9,10] and wind [11–13]. The converters are used within power systems
to achieve flexible transmission of power [14, 15], improve power quality [16, 17], and
improve system resilience [18], efforts that will ultimately enable a smart grid [19,20].
The study of dc-dc converters has gained importance in applications such as maximum
power point tracker (MPPT), fuel cell vehicles [21–23], solar energy harvesting [24],
wave energy conversion [25, 26], hybrid wind and solar energy systems [27], heat
energy recovery [28], power systems [29, 30], and smart grid systems. Three-phase
inverters play an important role in converting dc power into ac which can be used
for connecting the renewable energy to the grid [31–33], or as the uninterruptible
power supply (UPS) [34–36]. Motor drives have gained importance with brushless
dc motors by becoming widely used in electric vehicles [37–39], aerospace [40–42],
robotics [43–45] with the advantages of high efficiency and torque density [46–48].
Pulse width modulation (PWM) and hysteresis current control are two commonly
used methods in the control of power converters. PWM controllers are designed at
the operating point and are sensitive to parameter variation [49–51]. This usually
results in unfavorable situations in today’s applications where high performance is
required such as maximum power point tracking, wind turbines, and active power
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filters [52–54]. Hysteresis current control, on the other hand, with the advantages
of ensured stability under parameter, line and load changes, more control bandwidth
freedom [55,56], robustness, simple implementation, fast response to supply, load and
parameter variations, reduced order system dynamics, automatic protection against
overcurrent conditions, constant switching frequency in steady-state and no steady-
state errors [52,57,58], has been widely used in active filters, machine drives, and high
performance converters [59–69] where a fast response to reference current changes is
required.
However, modeling and simulation of hysteresis current control in power electron-
ics have not been discussed much. The primary average-value modeling of hysteresis
current control is to model it as perfect hysteresis current control, that is, the actual
current is always equal to the commanded current. A few average-value models for
hysteresis current controlled dc-dc converters have been proposed. But they all have
some limitations and cannot be applied to other power converter topologies directly.
Herein, new approaches to model hysteresis current control in dc-dc converters, three-
phase inverters, and motor drives are proposed. These approaches demonstrate good
accuracy and computational efficiency with respect to existing techniques. The orga-
nization of this work is as follows.
Chapter 2 gives background information on boost converters, three-phase invert-
ers, and motor drives. The mathematical representation of the system and the equa-
tions for current and voltage state variables are given. In the detailed model of
power converters, the actual switching actions are presented. However, if the study
of the switching is not of interest, average-value models can be used to dramatically
speedup the simulations. The state-space averaging method is reviewed in boost con-
verters. This chapter also describes reference frame theory and the transformation of
stationary circuit variables into an arbitrary reference frame. Reference frame trans-
formation is a useful tool in the analysis of three-phase circuits. It can be used to
2
transform stationary state variables into an arbitrary reference frame. By choosing
the right reference frame speed, three-phase ac variables can be transformed into dc
values. Then, three-phase ac inverter and motor drive systems can be analyzed using
similar methods as dc systems. In this chapter, PWM control in dc-dc converters
and three-phase inverters is also reviewed. Compared with PMW control, hystere-
sis current control has the advantages of simplicity and independence from load or
converter parameters. This chapter reviews the advantages and disadvantages of
hysteresis current control and research progress to eliminate those disadvantages.
Existing average-value modeling of hysteresis current control in dc-dc converters and
three-phase inverters are summarized.
Chapter 3 presents average-value modeling of hysteresis current control in boost
converters. Five existing average-value models are reviewed and compared with the
proposed slew-rate limitation model. The effect of modeling parameters on system
accuracy and run time is analyzed. It is found that the proposed method has a tradeoff
between simulation run time and accuracy, which offers modeling flexibility. All the
methods are evaluated based on the simulation run time and rms error compared with
the simulation results from the detailed model. A wide variety of operating scenarios
are simulated, such as a step change in current command, a step change in input
voltage, and a step change in output resistance. The proposed slew-rate limitation
model is found to be as accurate as all the existing methods but is faster. Also, the
proposed model as well as all the existing methods are compared with the detailed
model in the frequency domain. The proposed slew-rate limitation method accurately
predicts the frequency response, so it can be used in applications where the frequency
response is needed, such as stability analysis and controller design. Lastly, hardware
validation of the proposed method is given.
Chapter 4 presents average-value modeling of hysteresis current control in three-
phase inverters. The primary existing method of average-value modeling of hysteresis
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current control in three-phase inverters is to model it as perfect hysteresis current con-
trol. However, this method cannot accurately model either the transient event such
as a step current command or the overmodulation. Large current and voltage errors
will be introduced when the inverter is operated under those conditions. This chap-
ter first analyzes the relationship between the commanded voltage and the actual
achievable voltage and defines it as the modulation index. Mathematical represen-
tation of the modulation index for the three operating regions is formulated. Then
the three-phase inverter is transformed into the synchronous reference frame using
reference frame theory. Two new methods for average-value modeling of hysteresis
current control in three-phase inverters, an effective voltage model and a slew-rate
limitation model, are proposed. A wide variety of operating scenarios are simulated,
including a step current command change in both the linear operating region and
the overmodulation region when the inverter is connected to a three-phase passive
load through an LC filter, and a step current command change when the inverter
is connected to the grid through an L filter. Hardware validation for those scenar-
ios are also given in this chapter. It is found that the proposed methods are more
accurate than the existing perfect hysteresis current control and also maintain the
computational efficiency of average-value models.
Chapter 5 presents average-value modeling of hysteresis current control of brush-
less dc motor drives. Hysteresis current control offers fast and accurate speed and
torque control which have become popular with today’s applications such as electric
vehicles. Unlike a three-phase inverter connected to an output load through an LC
filter, the three-phase inverter is connected to a motor directly. This chapter uses the
same formula for overmodulation index from the last chapter. The motor drive sys-
tem is transformed into the rotor reference frame using reference frame theory. Two
new proposed methods, an effective voltage model and a slew-rate limitation model,
are compared with the existing perfect hysteresis current model in two cases: an
4
open-loop pulse train step current command and a closed-loop step speed command.
It is found that the proposed methods are more accurate than the existing perfect
hysteresis current control and are also fast. Hardware validation of an open-loop step
current command is also shown.
Chapter 6 summarizes the contribution of this work and suggests potential avenues
for future research.
5
Chapter 2 Background and Literature Review
This chapter gives background information on boost converters, three-phase invert-
ers, and reference frame theory. The state-space averaging method is reviewed in
boost converters. In this chapter, PWM control in dc-dc converters and three-phase
inverters is also reviewed. Compared with PMW control, hysteresis current control
has the advantages of simplicity and independence from load or converter parameters.
This chapter reviews the advantages and disadvantages of hysteresis current control
and research progress to eliminate those disadvantages. Existing average-value mod-
eling of hysteresis current control in dc-dc converters and three-phase inverters are
summarized.
2.1 Boost Converter
A boost converter, which is also called a step up converter, produces an output
dc voltage that is higher than the input dc voltage. A figure of a boost converter
is shown in Figure 2.1. It consists of an inductor with inductance L, a capacitor
with capacitance C, and two switches D1 and D2. In practice, there are also series
vin
D1
D2
iL
L RL
C
C
R
vout
R
vC
Figure 2.1: Boost converter
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resistancesRL andRC associated with the inductor and capacitor, respectively. Those
series resistances are neglected in this chapter. Throughout this work, the switches
are being considered as ideal switches. D1 is capable of blocking voltage in the forward
direction or conducting current in the reverse direction. D1 is usually a transistor
that can be opened and closed at will. D2 is capable of blocking voltage in the
reverse direction or conducting current in the forward direction. D2 is typically a
diode and switches on and off based on circuit voltages and currents without external
control. By Kirchhoff’s voltage law (KVL), both switches cannot be closed at the
same time. By Kirchhoff’s current law (KCL), at least one switch must be closed
whenever current is flowing through the inductor.
When this circuit operates in continuous conduction mode (i.e., the inductor cur-
rent is always positive), the circuit can be analyzed using two switching topologies:
when only D1 is on and when only D2 is on. When D1 is on and D2 is off, the state
equations for the inductor current and capacitor voltage can be expressed as follows:
L
diL
dt
= vin (2.1)
C
dvC
dt
= −vC
R
. (2.2)
These equations can be represented in state-space form as ˙iL
v̇C
 =
0 0
0 − 1
RC

 iL
vC
+
 1L
0
 vin. (2.3)
In this case, the voltage across the inductor can be expressed as
vL = vin. (2.4)
When D1 is off and D2 is on, the state equations for the inductor current and capacitor
voltage can be expressed as follows:
L
diL
dt
= vin − vC (2.5)
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C
dvC
dt
= iL −
vC
R
. (2.6)
These equations can be represented in state-space form as ˙iL
v̇C
 =
0 − 1L
1
C
− 1
RC

 iL
vC
+
 1L
0
 vin. (2.7)
In this case, the voltage across the inductor can be expressed as
vL = vin − vout. (2.8)
If in one cycle, the time when D1 is on is d, and the time when D2 is on is 1-d, then
the average voltage across the inductor is
vLavg = dvin + (1− d)(vin − vout). (2.9)
In steady-state operation, the average voltage across an inductor is zero in one period.
So the input and output voltage has the following relationship in a boost converter
vout =
vin
1− d
. (2.10)
From input and output power conservation, the input and output current in a boost
converter has the following relationship
iout = (1− d)iin. (2.11)
Simulation models are useful tools for power electronics design and analysis. The
state-space equations can be solved by simulation programs such as Matlab/Simulink.
Basically, there are two types of modeling: detailed modeling and average-value mod-
eling. A detailed model of the converter can be realized by switching back and forth
between the two sets of state-space equations shown above. Detailed model simula-
tions are very accurate because they model the actual switching of the devices, but
they take a long time to execute because state variables do not reach steady-state
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values. Persistent switching between topologies causes the ordinary differential equa-
tion (ODE) solver to reset periodically. When the exact device switching details (e.g.,
ripple voltages and currents) are not of interest, average-value models can be used
to speed up the simulation. The average-value model reflects the average value of a
circuit state variable during one switching period. At high switching frequency, the
inductor current and the capacitor voltage change linearly during each of the two
switching subintervals and the ripple waveforms are similar to triangular waveforms.
Thus, the derivative of the input current and output voltage, which are slopes of the
waveforms, can be treated as constants. The state equation when D1 is on and D2 is
off can be written as
ẋ = A1x + B1u, (2.12)
and the state equation when D1 is off and D2 is on can be written as
ẋ = A2x + B2u. (2.13)
It is assumed that (2.12) holds for dT and (2.13) holds for (1 − d)T in one cycle,
where d is the duty cycle and T is the period. Averaging over one switching period
and neglecting higher order terms results in the average-value state equation [70]:
¯̇x = Āx̄ + B̄ū, (2.14)
where
Ā = dA1 + (1− d)A2 (2.15)
B̄ = dB1 + (1− d)B2, (2.16)
and the quantities x̄ and ū represent the average values over one switching period of
x and u, respectively. The average-value model can be expressed as ˙iL
v̇C
 =
 0 − 1L(1− d)
1
C
(1− d) − 1
RC

 iL
vC
+
 1L
0
 vin. (2.17)
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It can be noted that the above equation depends on d. In the average-value model,
the steady-state values of the state variables are constant, which makes it easier to
analyze and simulate the system.
The output voltage of a dc-dc converter is controlled by the duration of switching
on and off time. One way to control the output of boost converters is to control the
duty cycle d directly, such as PWM. In this method, a 0 to 1 triangle wave signal
is compared with the duty cycle d. The frequency of the triangle wave determines
the switching frequency. In PWM control, the switching frequency is constant and
usually ranging from a few kilohertz to a few hundred kilohertz. This control method
will output a 0 when the triangle wave is larger than the duty cycle, and will output
a 1 when the triangle wave is less than the duty cycle. The 0 and 1 signal is being
used to control the turn on and off of the switches in dc-dc converters. PWM control
has the advantage of fixed frequency, which makes output filter design easily. The
disadvantage of PWM control is that the controller is usually tuned for a specific
operating point. It has limited dynamic performance where a large operating range
is desired [71].
2.2 Three-Phase Inverter
Three-phase inverters change the dc input voltage to a three-phase ac output voltage
where amplitude, frequency and phase can be controlled. They are widely used in
active filters, motor drives, and renewable energy grid connections [53,72–74].
A basic three-phase inverter with an LC filter is shown in Figure 4.1. As can be
seen, it consists of six switches and freewheeling diodes which forms the three-phase
legs. The switches in each phase leg are switched in a complementary manner.
From Figure 4.1, the three-phase output line to neutral voltages can be expressed
as [75]
van = vag − vng (2.18)
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Figure 2.2: Three-phase inverter with output filter system
vbn = vbg − vng (2.19)
vcn = vcg − vng, (2.20)
where vag, vbg, vcg are the lower switches’ voltages of the three-phase inverter, and
vng is the difference between two neutral voltages. By summing (2.18) – (2.20) and
observing the voltages in a balanced three-phase system sum to zero, the neutral-to-
ground voltage can be calculated as
van + vbn + vcn = 0, (2.21)
vng can be calculated to be
vng =
vag + vbg + vcg
3
. (2.22)
Substitution of (2.22) into (2.18) – (2.20), allows the voltage equations to be expressed
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in matrix form as 
van
vbn
vcn
 = 13

2 −1 −1
−1 2 −1
−1 −1 2


vag
vbg
vcg
 . (2.23)
One way to analyze the three-phase voltages is to use space vector representation.
The q- and d-axis modulation indexes are defined as the q- and d-axis voltages in the
stationary reference frame normalized to the dc voltage:
mq =
vq
vdc
(2.24)
md =
vd
vdc
, (2.25)
where vq and vd are the q- and d-axis voltages and vdc is the dc input voltage. The
six switches in the three legs have a combination of eight switching states. The space
vector diagram is shown in Figure 2.3. Those switching states and the corresponding
q-and d-axis vectors are shown in Table 2.1 [75], where mq,x and md,x are the xth q-
and d-axis modulation indexes, respectively. Notice that the voltage vectors have a
magnitude of 2
3
of the input dc voltage.
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Figure 2.3: Space-vector diagram
Table 2.1: Inverter Switching States
State T1/T̄4 T2/T̄5 T3/T̄6 mq,x md,x
1 1 0 0 2
3
cos(0°) −2
3
sin(0°)
2 1 1 0 2
3
cos(60°) −2
3
sin(60°)
3 0 1 0 2
3
cos(120°) −2
3
sin(120°)
4 0 1 1 2
3
cos(180°) −2
3
sin(180°)
5 0 0 1 2
3
cos(240°) −2
3
sin(240°)
6 1 0 1 2
3
cos(300°) −2
3
sin(300°)
7 1 1 1 0 0
8 0 0 0 0 0
Many control techniques have been developed for three-phase inverters, such as
PWM, sine-triangle modulation, third-harmonic injection, space vector modulation,
and hysteresis current control [75]. Among them, PWM, sine-triangle modulation,
and third-harmonic injection are based on controlling the duty cycle d but with dif-
ferent reference signals. PWM control is the most basic form and it controls the
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fundamental component of the output voltage. In PWM, the duty cycle is varying
between 0 and 1, and the reference signal is a triangle waveform which is also vary-
ing between 0 and 1. PWM has the disadvantage of low-frequency harmonics [75].
To solve this problem, sine-triangle modulation is introduced. In sine-triangle mod-
ulation, the duty cycle is varying according to a sinusoidal waveform and is being
compared to a triangle waveform which is varying between −1 and 1. Sine-triangle
modulation has the disadvantage that the output line-to-neural peak voltage is lim-
ited to vdc
2
, whereas simple duty cycle modulation has an amplitude of 2vdc
π
[75]. The
amplitude can be increased further in sine-triangle modulation by operating in the
overmodulation region at the cost of introducing low-frequency harmonics. In this
case, the duty cycle d is larger than 1. Third-harmonic injection, which is based on
sine-triangle modulation, can increase the line-to-neutral peak voltage. The injected
third-harmonic term can reduce the peak value of the phase duty-cycle waveforms [75].
The duty cycle can be increased to 2√
3
without operating in the overmodulation re-
gion. The fundamental component of the line-to-neutral voltage is increased to vdc√
3
.
Another PWM control method is the space vector modulation. It has the advantage
of better dc bus utilization and lower frequency harmonic distortion. This method is
particular designed to work with voltage commands in qd variables.
Space vector modulation is conceptually different from PWM methods [76]. Com-
parisons between sine-triangle modulation and space vector modulation are presented
in [77–80]. In [77], the relationship between space vector modulation and regular-
sampled PWM is studied in both three-phase inverters and rectifiers. It is found that
by using the null-vectors in space vector modulation and third harmonic injection in
sine-triangle modulation, the two methods can have the same output waveform under
certain conditions. Analytical expression is derived for space vector modulation that
results in minimum total current harmonic distortion. It is shown in [78] that the
space vector modulation can be viewed as a particular form of PWM. A comprehen-
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sive analysis of the relationship between sine-triangle modulation and space vector
modulation is given in [79]. The relationships between the modulation signals and
space vector sectors, the switching pattern of space vector modulation and the type
of PWM modulation are given. It is shown in [80] that the space vector modulation
is identical to double-sided third harmonic injected PWM.
Operating in the overmodulation region has the advantage of better dc input
voltage utilization. It is beneficial in the cost perspective. This is also important
for electric vehicles to increase the speed range with limited power [81], achieve fast
dynamic torque, and high speed operation [82]. An overmodulation PWM drive is
proposed in [83] for permanent magnet synchronous motor. An algorithm to gen-
erate the reference current in the overmodulation region to improve the dynamic
and steady-state performance of a permanent magnetic synchronous machine is pro-
posed in [84]. Overmodulation strategies for induction motor drives are proposed
in [82, 85]. A generalized overmodulation method for current regulated three-phase
voltage source inverters is proposed in [86].
2.3 Reference Frame Theory
Reference frame theory was first introduced in machines to eliminate the time varying
inductance when the rotor rotates [87]. By choosing the right reference frame speed,
voltage and current in three-phase ac values can be transformed into constant dc
values. Reference frame transformation has become a useful tool for modeling [88–90]
and control [91–93] of three-phase circuits. Usually, the electrical reference frame is
chosen as the synchronous reference frame in three-phase inverters, and the rotor
reference frame is used in synchronous motor drives. Transformation of three-phase
variables in the stationary reference frame to an arbitrary reference frame can be
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expressed as [75]
fqd0s = Ksfabcs, (2.26)
where
fqd0s = [fqs fds f0s]
T (2.27)
fabcs = [fas fbs fcs]
T (2.28)
Ks =
2
3

cos θ cos(θ − 2π
3
) cos(θ + 2π
3
)
sin θ sin(θ − 2π
3
) sin(θ + 2π
3
)
1
2
1
2
1
2
 (2.29)
ω =
dθ
dt
. (2.30)
In the above equations, f can represent voltage, current, or other circuit variables,
fabc is the vector representation of three-phase quantities in abc variables, and fqd0 is
the vector representation of the transformed quantities in qd0 variables, and θ is the
position of the reference frame. The inverse transformation Ks
−1 is
Ks
−1 =

cos θ sin θ 1
cos(θ − 2π
3
) sin(θ − 2π
3
) 1
cos(θ + 2π
3
) sin(θ + 2π
3
) 1
 . (2.31)
Three basic circuits will be analyzed using the reference frame transformation: a
resistive circuit, an inductive circuit, and a capacitive circuit.
In a three-phase resistive circuit, the voltage and current has the relationship
vabcs = rsiabcs, (2.32)
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where rs is the matrix representation of the three-phase resistances in the form
ras 0 0
0 rbs 0
0 0 rcs
 . (2.33)
From (2.26)
vqd0s = Ksrs(K
−1
s )iqd0s. (2.34)
In a balanced three-phase circuit, the three-phase resistances have equal value
ras = rbs = rcs = rs, (2.35)
and
Ksrs(K
−1
s ) = rs. (2.36)
So, in a balanced three-phase resistive circuit, the voltage and current have the fol-
lowing relationship in the qd0 reference frame:
vqs = rsiqs (2.37)
vds = rsids (2.38)
v0s = rsi0s. (2.39)
In a three-phase inductive circuit, the voltage can be expressed as
vabcs = pλabcs, (2.40)
where p is the derivative operator, and λabcs is the vector representation of three-phase
flux linkages, which can be expressed as
λabcs = Lsiabcs, (2.41)
where Ls is the matrix representation of the three-phase inductances. From (2.26)
vqd0s = Ksp[K
−1
s λqd0s]. (2.42)
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Using the product rule of derivative and trigonometric identities, the above equation
can be simplified into
vqs
vds
v0s
 = ω

0 1 0
−1 0 0
0 0 0


λqs
λds
λ0s
+ p

λqs
λds
λ0s
 . (2.43)
In a balanced three-phase inductive circuit, the three-phase inductances are the same,
and Ls is a diagonal matrix with equal value. So the voltage equations for a three-
phase inductive circuit in the qd0 reference frame can be expressed as
vqs = ωLsids + Lspiqs (2.44)
vds = −ωLsiqs + Lspids (2.45)
v0s = Lspi0s. (2.46)
In brushless dc motors, the flux linkage is
λabcs = Lsiabcs + λ
′
m, (2.47)
where Ls has both the self inductance of each phase winding and mutual inductance
between windings [75]:
Ls =

Lasas Lasbs Lascs
Lasbs Lbsbs Lbscs
Lascs Lbscs Lcscs
 , (2.48)
Lasas = Lls + LA − LB cos 2θr (2.49)
Lasbs = −
1
2
LA − LB cos 2(θr −
π
3
) (2.50)
Lascs = −
1
2
LA − LB cos 2(θr +
π
3
) (2.51)
Lbsbs = Lls + LA − LB cos 2(θr −
2π
3
) (2.52)
Lbscs = −
1
2
LA − LB cos 2(θr + π) (2.53)
Lcscs = Lls + LA − LB cos 2(θr +
2π
3
), (2.54)
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where Lls is the stator leakage inductance, Lasas, Lbsbs, Lcscs are self inductance of
each phase winding, and Lasbs, Lascs, Lbscs are mutual inductance between phase
windings,
LA = (
Ns
2
)2πµ0rlα1 (2.55)
LB =
1
2
(
Ns
2
)2πµ0rlα2, (2.56)
Ns is the total equivalent turns per phase, l is the axial length of the air gap of the
machine, r is the radius to the mean of the air gap, (α1 + α2)
−1 is the minimum
air-gap length and (α1 − α2)−1 is the maximum, λ′m is the flux linkage associated
with the permanent magnetic which can be expressed as
λ′m = λ
′
m

sin θr
sin(θr − 2π3 )
sin(θr +
2π
3
)
 , (2.57)
where θr is the rotor position. So the voltage equations for a brushless dc motor in
the qd0 reference frame can be expressed as
vrqs = ωr(Ldi
r
ds + λ
′r
m) + Lqpi
r
qs (2.58)
vrds = −ωrLqirqs + Ldpirds (2.59)
vr0s = Llspi
r
0s, (2.60)
where p is the derivative operator, ωr =
dθr
dt
, Lls is the leakage inductance, Lq =
Lls + Lmq, Ld = Lls + Lmd, and Lmq and Lmd are magnetizing inductances:
Lmq =
3
2
(LA − LB) (2.61)
Lmd =
3
2
(LA + LB). (2.62)
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In a three-phase capacitive circuit, the current can be expressed as
iabcs = pqabcs, (2.63)
where
qabcs = Csvabcs, (2.64)
Cs is the matrix representation of the three-phase capacitances. Similar to a three-
phase inductive circuit, Cs will be a diagonal matrix with equal values in a balanced
three-phase circuit. From (2.26)
iqd0s = Ksp[K
−1
s qqd0s]. (2.65)
The above equation can be simplified by using the product rule for derivative and
trigonometric identities. So the current equations for a three-phase capacitive circuit
in the qd0 reference frame can be expressed as
iqs = ωCsvds + Cspvqs (2.66)
ids = −ωCsvqs + Cspvds (2.67)
i0s = Cspv0s, (2.68)
where p is the derivative operator. By combining the three basic circuit elements,
complicated systems such as three-phase inverters with an LC filter and series resis-
tance connected to a passive load, three-phase inverters with an L filter and series
resistance connected to the grid, and brushless dc motors with series resistance, can
be modeled and analyzed in the qd0 reference frame.
A balanced three-phase current or voltage can be expressed as
fas =
√
2fs cos θef (2.69)
fbs =
√
2fs cos(θef −
2π
3
) (2.70)
fcs =
√
2fs cos(θef +
2π
3
), (2.71)
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where fs is the rms value, fas, fbs, and fcs represent three-phase current or voltage,
and
ωe =
dθef
dt
. (2.72)
Applying the arbitrary reference transformation on the three-phase variables yields
fqs =
√
2fs cos(θef − θ) (2.73)
fds = −
√
2fs sin(θef − θ) (2.74)
f0s = 0. (2.75)
As can be seen, the 0- axis quantities in a balanced three-phase circuit is zero.
2.4 Hysteresis Current Control
PWM [94,95] and hysteresis current control [96,97] are two commonly used methods in
the control of power converters. PWM has the advantage of fixed switching frequency
which makes the output filter design easily. The disadvantage of PWM is that the
controller is usually tuned and there is a tradeoff between dynamic performance over
a wide operating range and the performance at a specific operating point [71]. On the
other hand, hysteresis current control has the advantages of robust control, ensured
stability and fast dynamic response under parameter, line, and load variation, and
offers greater control bandwidth [98]. These advantages derive from the fact that hys-
teresis current control is a form of sliding mode control [99]; a converter operating un-
der hysteresis current control exhibits reduced-order system dynamics in steady-state.
Simple hardware implementations are possible using analog comparators, and in cer-
tain topologies hysteresis current control can provide automatic protection against
overcurrent conditions. For these reasons, hysteresis current control has been widely
used in dc-dc converters [59–69, 100–102], motor drives [103–105], distribution sys-
tems [66], motion control, filters, inverters [73,106–109], UPS [110,111], power deliv-
ering, grid connected renewable energy [112–115], and battery chargers [116].
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In hysteresis control, two switching boundaries, high and low, are defined in terms
of a single state variable [117]. Two boundaries with a small separation control the
switches’ turn-on and turn-off actions. Hysteresis current control for a converter is
shown in Figure 2.4. The commanded current is i∗. The upper and lower control
boundaries, i∗ + h and i∗ − h, are specified by the desired performance, where h is
the hysteresis band. The current will start increasing after the circuit is activated.
When the current reaches the control band, switching actions will control the circuit.
If the current hits the upper boundary, the switches will change to a state to decrease
the current. If the current hits the lower boundary, the switches will change to
another state to increase the current. If the current is between the two boundaries,
no switching actions will be taken. In dc-dc converters, the hysteresis current control
will control the inductor current to follow the commanded current, which is usually
a constant value. In three-phase inverters and motor drives, the hysteresis current
control will control the three-phase inductor current to follow the commanded current,
which is usually a sinusoidal waveform for each phase.
Despite its implementation simplicity, hysteresis current control has suffered from
some disadvantages as well. In its most basic form, hysteresis current control results
in an uncertain and varying switching frequency. This can complicate filter design as
the switching harmonics may have varying frequencies associated with them. This
difficulty can be largely alleviated by adaptive techniques that stabilize the switching
frequency [118–129]. Another disadvantage is difficulty with digital implementation.
With a discrete-time process executing with a fixed period, switching frequency jitter
can be introduced, but this effect can also be mitigated by more sophisticated digital
implementations [130]. These implementations involve improving the timing resolu-
tion of the switching events such that switching events can occur between current
samples.
Another disadvantage of hysteresis current control is modeling difficulty. While
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Figure 2.4: Hysteresis current control
hysteresis current control results in reduced-order system dynamics in steady-state,
the varying switching frequency creates difficulty in constructing average-value mod-
els that are appropriate for transient simulations. Average-value models are beneficial
for control design [131, 132] and for the simulation of larger scale systems [133–135].
Accurate dynamic average-value models are important for stability analysis and con-
verter optimization over wide operating conditions [131]. In simulation-based opti-
mization [132] as well as the modeling and simulation of multi-converter systems [136]
and power-electronics-based systems [137, 138], average-value models of converters
that are both accurate and numerically efficient are necessary. The changing switch-
ing frequency and unspecified duty cycle make conventional average-value models of
power converters based on PWM control difficult to apply directly to modeling con-
verters that are controlled by hysteresis current control. It has been argued in [139]
that hysteresis current control has been understudied in the literature because of this
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modeling difficulty.
In [140], hysteresis current control in dc-dc converters is modeled using a small-
signal method. Low frequency current injected-absorbed method is used for average-
value model. This model is valid for up to one half of the switching frequency. It
is mentioned in [141] that small-signal model cannot predict system stability during
large signal disturbance or large parameter variation. Thus, a large-signal model-
ing approach is presented. This large-signal model is based on the assumption that
the inductor current is equal to the commanded current, i.e. perfect hysteresis cur-
rent control model. It is argued in [142] that while the small-signal model [140]
predicts the frequency-domain response correctly, it cannot model the time-domain
response. While the large-signal model [141] shows time-domain response, it lacks
the fast simulation advantage from average-value models. In this paper, a continuous
representation of the hysteresis control action is proposed. It is valid if the switching
surface is close to a sliding surface. Existing methods for average-value modeling of
dc-dc converters include [75,132,139,141,143]. Among those methods, [132,139,143]
model hysteresis current control as if it is PWM controlled and formulate a duty
cycle that is a function of the current errors between the commanded current and the
actual current. Perfect hysteresis current control is assumed in [75, 141]; that is the
actual current will always equal to the commanded current. A steady-state current
error needs to exist in order to form the duty cycle in [132, 143]. The commanded
current derivative is needed in [139,141]. All those methods will either introduce mod-
eling limitations or errors in steady-state or transient events. Those five methods are
compared in detail in Chapter 3.
The primary existing method of average-value modeling of hysteresis current con-
trolled three-phase inverters and motor drives is to assume perfect hysteresis current
control. If perfect hysteresis current control is obtained, the system exhibits reduced-
order dynamics and high-bandwidth control. However, this method does not account
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for transient current changes or the effects of overmodulation on achievable currents.
Operating in the overmodulation region will result in an increased fundamental volt-
age and better dc voltage utilization. This is advantageous in motor drives because
it can increase the output voltage without increasing the input dc voltage and re-
duce losses [144,145]. An accurate average-value reduced order model of a hysteresis
current controlled brushless dc drive is proposed in [146], in which five distinct oper-
ating modes are identified. Mathematically models are set forth for each operating
modes. Among the five modes, mode 1 is the low speed mode, which can be referred
to as the normal linear operating region. While mode 2 through mode 5 are used
to model the overmodulation region. In this paper, the average-value model is in
the abc stationary reference frame and the mathematical equations are quite compli-
cated. Chapter 4 and Chapter 5 reviews the existing perfect hysteresis current control
model and propose two new average-value modeling of hysteresis current control in
three-phase inverter and motor drives, respectively.
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Chapter 3 Average-Value Modeling of Hysteresis Current Control in
Boost Converter
In this chapter, a new method for average-value modeling and simulation of boost
converters subject to hysteresis current control is proposed. It incorporates a slew-
rate limitation on the inductor current that occurs naturally in the circuit during
large system transients. This new method is compared with five existing methods in
terms of simulation accuracy and run time. The performance is evaluated based on
a variety of scenarios, and the simulation results are compared with the results of a
detailed model. The simulation results show that the proposed method represents the
detailed model well and is faster and more accurate than existing methods. Hardware
validation is also presented. The slew-rate-limitation model of boost converters sub-
ject to hysteresis current control accurately captures the salient details of converter
performance while retaining the computational efficiency of average-value models.
This model can be used for time-domain simulation studies where both numerical
efficiency and accuracy are required.
Many control techniques have been developed for dc-dc converters such as PWM,
peak current mode control, and hysteresis current control. Each of these techniques
has relative advantages and disadvantages, but boost converters subject to hysteresis
current control are considered herein. Hysteresis current control can ensure stability
and fast dynamic response under parameter, line, and load variation and offers greater
control bandwidth. These advantages derive from the fact that hysteresis current
control approximates ideal sliding mode control [99]; a converter operating under
hysteresis current control exhibits reduced-order system dynamics when the current
lies within the hysteresis band. Simple hardware implementations are possible using
analog comparators, and hysteresis current control can provide automatic protection
against overcurrent conditions in certain topologies. For these reasons, hysteresis
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current control has been widely used in dc-dc converters.
However, hysteresis current control has some disadvantages as well. In its most
basic form, hysteresis current control results in an uncertain and varying switching
frequency. This can complicate filter design as the switching harmonics may have
varying frequencies associated with them. This difficulty can be largely alleviated by
adaptive techniques that stabilize the switching frequency [118]. Another disadvan-
tage is difficulty with digital implementation. With a discrete-time process executing
with a fixed period, switching frequency jitter can be introduced, but this effect can
also be mitigated by more sophisticated digital implementations [130]. These imple-
mentations involve improving the timing resolution of the switching events such that
switching events can occur between current samples.
Another disadvantage of hysteresis current control is modeling difficulty. While
hysteresis current control results in reduced-order system dynamics when the current
lies within the hysteresis band, the varying switching frequency creates difficulty
in constructing average-value models that are appropriate for transient simulations.
Changing switching frequency and unspecified switch duty cycle make conventional
average-value models of dc-dc converters based on PWM control difficult to apply
directly to modeling converters that are controlled by hysteresis current control. It is
stated in [139] that hysteresis current control has been understudied in the research
literature because of this modeling difficulty. In [140], hysteresis current control in dc-
dc converters is modeled using a small-signal method. In [141], a large-signal modeling
approach is presented. It is argued in [142] that there are tradeoffs between small-
and large-signal modeling approaches. Accurate transient dynamic average-value
models are important for stability analysis and converter optimization over a wide
range of operating conditions [131]. In simulation-based optimization (e.g. multi-
objective optimization) [132,147,148] as well as the modeling and simulation of multi-
converter systems and power-electronics-based systems (e.g. electric ground vehicles,
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ships, and aircraft) [136–138], where the converter constitutes a small fraction of
the entire system and long time-domain simulations must be performed, average-
value simulation models of converters that are both accurate and numerically efficient
are necessary. Existing methods for average-value modeling and simulation of dc-dc
converters subject to hysteresis current control include [75, 132, 139, 141, 143], and
these five methods are described below.
Herein, a novel average-value simulation model of boost converters subject to
hysteresis current control using slew-rate limitation is proposed. This model is in-
tended to be used for accurate yet computationally efficient time-domain simulation.
It is shown to be both accurate and computationally efficient with respect to existing
models and is validated experimentally. The remainder of this chapter is organized as
follows. In Section 2, existing methods for average-value modeling of hysteresis cur-
rent control are summarized, and their advantages and disadvantages are discussed.
The slew-rate-limitation-based model is proposed in Section 3. In Section 4, the ex-
isting methods and the proposed method are compared in the context of time-domain
simulation in order to assess their accuracy and numerical efficiency. Experimental
validation of the proposed simulation method is described in Section 5. Conclusions
are drawn in Section 6.
3.1 Previous Approaches
A common approach to average-value modeling of hysteresis current control is to
model the circuit as if it is PWM controlled and then formulate an effective duty
cycle [132, 139, 143]. Once the duty cycle is obtained, a conventional average-value
model of the dc-dc converter based on PWM control can be adopted. This approach
involves mapping a current error (i.e., a difference between the commanded current of
the hysteresis modulator and the actual current) to an effective duty cycle. A boost
converter is shown in Figure 3.1. An average-value model of this converter can be
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Figure 3.1: Boost converter
expressed as
L
diL
dt
= vin −RLiL − (1− d)vC (3.1)
C
dvC
dt
= (1− d)iL − iout, (3.2)
where d is the effective duty cycle of the switch and the other symbols are defined
in Figure 3.1. The dependence of the circuit parameters on switching frequency is
neglected for each of the simulation models considered herein.
Method I
One way to approximate the duty cycle for hysteresis control can be found in [132].
With this method, the effective duty cycle is expressed as
d = bound
(
i∗L − iL
2h
+
1
2
, 0, 1
)
, (3.3)
where i∗L is the commanded inductor current, h is the hysteresis band used to control
the current, and the bound operator is defined as
bound (x, a, b) =

a x < a
x a ≤ x ≤ b
b x > b.
(3.4)
Under this technique, the duty cycle will be unity if the (average-value) current error
exceeds the hysteresis band, will be zero if the negative of the current error exceeds
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the hysteresis band, and will vary linearly between these conditions. Such a technique
requires a steady-state current error to exist in order to achieve a given steady-state
duty cycle (with the exception of a steady-state duty cycle of 0.5). The magnitude of
the steady-state current error is proportional to the hysteresis current band h. This
creates steady-state errors in the time-domain simulations of the converter.
Method II
A related method, found in [143], represents the effective duty cycle as
d = bound(kh(i
∗
L − iL), 0, 1), (3.5)
where kh is a parameter of the simulation model. In the same manner as Method I, a
steady-state current error must exist to achieve a given steady-state duty cycle. For
this method, the steady-state current error can be reduced by selecting larger values
of kh, but larger values of kh will tend to increase simulation run time.
Method III
A third method, described in [139], first estimates the increasing and decreasing time
derivatives of the instantaneous inductor current mi and md, respectively:
mi =
vin −RLiL
L
(3.6)
md =
vin −RLiL − vC
L
. (3.7)
Then, the amount of time for each device to be on is calculated by dividing the
change in instantaneous inductor current by the time derivative of the instantaneous
inductor current. The time for the instantaneous current to increase from iL − h to
i∗L + h+ ∆i
∗
L is
tld =
i∗L − iL + 2h
mi −
di∗L
dt
, (3.8)
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where ∆i∗L =
di∗L
dt
tld is the change in the commanded inductor current during the time
the lower device is on. The time for the instantaneous current to decrease from iL+h
to i∗L − h+ ∆i∗L is
tud =
i∗L − iL − 2h
md −
di∗L
dt
, (3.9)
where ∆i∗L =
di∗L
dt
tud is the change in the commanded inductor current during the time
the upper device is on. The effective duty cycle d can be approximated as
d = bound
(
tld
tld + tud
, 0, 1
)
. (3.10)
This method requires knowledge of the time derivative of the commanded inductor
current. In some cases, this derivative may be available in the simulation model, but
this is not generally true. For example, a step change in commanded inductor current
could be requested. In the general case, numerical differentiation of i∗L is used in the
simulation model.
Method IV
Method IV, discussed in [75] in the context of current-regulated motor drive modeling
assumes perfect hysteresis control, i.e., the average value of the inductor current iL is
always equal to the commanded current i∗L. The switch power must equal the input
power less resistive losses. The modeling for a boost converter is as follows:
iL = i
∗
L (3.11)
C
dvC
dt
=
vini
∗
L −RLi∗2L
vC
− iout. (3.12)
By assuming perfect hysteresis current control, a reduction in run time (compared to
a model based on (3.1) and (3.2)) is expected because of the elimination of a state
variable, but details about the dynamic behavior of the converter are lost, reducing
accuracy.
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Method V
A similar method in [141] also assumes perfect hysteresis current control, i.e.,
iL = i
∗
L. (3.13)
The effective duty cycle can be approximated from (3.2) as
d = 1−
C dvc
dt
+ iout
iL
. (3.14)
Substituting (3.13) and (3.14) into (3.1) and solving yields
C
dvC
dt
=
vini
∗
L −RLi∗2L − Li∗L
di∗L
dt
vC
− iout. (3.15)
This method, like Method III, requires knowledge of the time derivative of the induc-
tor current command.
3.2 Proposed Approach
The proposed technique involves the use of slew-rate limitation to model the inductor
current. This approach is motivated by the observation that the average value of the
inductor current would ideally follow the commanded current, but it is subject to
rate constraints. This method approaches modeling from a different perspective from
existing models. Rather than formulate an effective duty cycle, the proposed method
treats the time derivative of the inductor current behaviorally. In particular, it is
recognized that the inductor current will follow the commanded inductor current (as
in Methods IV and V), but that its derivative will be bounded by the voltages present
in the circuit. In the circuit depicted in Figure 3.1, the time derivative of the inductor
current in the two operating states (i.e. when the diode is conducting and when the
diode is blocking), can be expressed as
L
diL
dt
= vin −RLiL − vC (3.16)
L
diL
dt
= vin −RLiL, (3.17)
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respectively. From the above equations, the time derivative of the inductor current
can be approximated such that the inductor current follows the commanded inductor
current but is bounded as follows:
diL
dt
= bound
(
i∗L − iL
τs
,
vin −RLiL − vC
L
,
vin −RLiL
L
)
, (3.18)
where τs is a time constant of the model. There is a tradeoff between accuracy and
simulation run time associated with the choice of τs. Smaller values of τs will result
in better accuracy but tend to increase run time. The output voltage is modeled by
(3.2) in a similar manner to Methods IV and V. However, using the time derivative
of the inductor current, it is possible to represent the instantaneous power flowing
into the magnetic field of the inductor as
PL =
d
dt
1
2
Li2L = LiL
diL
dt
. (3.19)
Thus, the power flowing through the switching pole can be expressed as
Ps = viniL −RLi2L − LiL
diL
dt
. (3.20)
As the inductor current is a state variable of the proposed model and the time deriva-
tive of the inductor current is calculated in (3.18), (3.19) can be used to represent the
instantaneous power flowing into the magnetic field of the inductor. Conservation of
power and the behavior of the output capacitor yield
C
dvC
dt
=
viniL −RLi2L − LiL diLdt
vC
− iout. (3.21)
Unlike Method V, it is not necessary to know the time derivative of the inductor
current command to evaluate this expression.
A couple of observations about the proposed method are worthwhile. As the
current error saturates, the proposed method acts exactly like the detailed switching
circuit, allowing for it to have high accuracy during transient events. Furthermore,
the slew-rate-limitation representation is sufficiently smooth to allow the ordinary
33
differential equation (ODE) solver to solve the system without taking very small
time steps. While the parameter τs is a time constant associated with the proposed
model, the method is not equivalent to sampling the current error at a rate of 1/τs.
In fact, the simulation algorithm is able to use time steps several orders of magnitude
larger than τs. Also, the proposed model does not have a parameter related to the
hysteresis current band h. This may seem counterintuitive, but the hysteresis current
band only affects the current ripple and switching frequency; it does not significantly
affect the average behavior of the currents.
ESR Incorporation
For some applications (e.g., loss calculation and stability analysis [149–152]), it may
be advantageous to consider capacitor equivalent series resistance (ESR) in the pro-
posed model. The incorporation of ESR is challenging because vout is not available as
a state variable. Instead, vC is a state variable, and an algebraic relationship exists
among vout, is and iout.
The current flowing through the switch current can be expressed as
is = bound
(
γ
vout
, 0, |iL|
)
sign iL, (3.22)
where
γ =
[
vin −RLiL −
L
τs
(i∗L − iL)
]
|iL|. (3.23)
This is not a function of either vout or iout. The output current can be expressed as
iout =
vC − vout
RC
+ is. (3.24)
Substitute (3.22) into (3.24) yields
iout =
vC − vout
RC
+ bound
(
γ
vout
, 0, |iL|
)
sign iL. (3.25)
This expression can be represented graphically as shown in Figure 3.2. In this figure,
the relationship between the output voltage and current of the converter is plotted.
34
 
vC
RC
+ iL
vC
iout
γ
|iL|
iout =
1
Rout
vout
vC
RC
Figure 3.2: Graphically solving output voltage
Load-line analysis can be used to establish the output voltage and current by finding
the intersection of this curve with the curve presented by the load. For example, in
the case of a resistive load Rout, the load line is the straight line shown in Figure 3.2.
The output voltage can be expressed as
vout = α

vC , if γ < 0
vC +RCiL, else if vC ≤ γα|iL| −RCiL
vC+
√
∆
2
, otherwise
, (3.26)
where
α =
Rout
Rout +RC
(3.27)
and
∆ = v2C +
4RCγ sign iL
α
. (3.28)
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Table 3.1: Boost Converter Parameters
Parameter Value
L 1.52 mH
RL 35.4 mΩ
C 470 µF
h 2.5 A
3.3 Simulation Comparisons
In order to compare alternative methods of representing boost converters subject
to hysteresis current control, a converter with the parameters listed in Table 3.1 is
studied. A detailed model of the converter and each of the methods described above
are simulated for three cases, each lasting 15 ms and intended to show the dynamic
response of the models to different transient conditions. In Case I, the input voltage
is 150 V, the load resistance is 6 Ω, and the inductor current command is stepped
from 30 A to 45 A at 5 ms. In Case II, the inductor current command is 45 A, the
load resistance is 6 Ω, and the input voltage is stepped from 100 V to 150 V at 5 ms.
In Case III, the inductor current command is 45 A, the input voltage is 150 V, and
the load resistance is stepped from 4 Ω to 6 Ω at 5 ms. For all the cases, the initial
inductor current and capacitor voltage for each method are set to their corresponding
steady-state values.
Each method is simulated using MATLAB R2012b Simulink’s ode23tb integration
algorithm with a maximum time step equal to the total simulation time 15 ms, a
default relative tolerance of 10−3, and an absolute tolerance calculated in the default
manner as the product of the relative tolerance and the maximum absolute value of
the state variable over the course of simulation [153]. The maximum time step is
ineffective in each case because the length of the simulation is 15 ms; the time step
of the ODE solver is controlled by solver tolerances and zero crossing detection only.
The methods are compared on the basis of numerical efficiency and accuracy. Two
measures are used to quantify numerical efficiency: number of time steps used by
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the ODE solver and run time averaged over 100 simulations. The simulations are
performed on an Intel Core i7 2.8-GHz processor with 4 GB of memory. Accuracy
is measured by comparing the inductor current and capacitor voltage waveforms
predicted by each model with the waveforms predicted by the detailed model sampled
at 1 ns. The rms error associated with these waveforms is calculated. It is expected
that every method would have some error because the detailed model waveforms
include switching ripple. For example, when a triangular instantaneous current with
peak-to-peak current ripple of 2h is represented by its average value, the rms error can
be shown to be h/
√
3. For the value of h considered herein, this value is approximately
1.44 A. The simulation results that follow show that the inductor current rms error
approaches this number.
Method II and the proposed method have parameters that may be varied to adjust
the tradeoff between numercial efficiency and accuracy. In order to understand the
effect that these variations have, Case I is simulated as these parameters are varied
over wide ranges. In Method II, the parameter kh is varied over the range 10
−3–
1012 A−1. In the proposed method, the parameter τs is varied over the range 10−12–
103 s. For each of these values, the number of time steps and the current error are
calculated. The numbers of time steps and the current errors of the other methods
are also calculated for this case.
Relative current error is the difference between simulated current rms error and
the theoretical minimum current rms error (h/
√
(3)) which is approximately 1.44 A.
The Pareto-optimal front associated with the number of time steps and the relative
current error for each method are shown in Figure 3.3. It can be seen from this fig-
ure that the proposed method dominates each method except for Method IV, which
is a reduced-order method. This means that for any desired level of accuracy, the
proposed method can be simulated using fewer time steps than the other methods
(except Method IV). Likewise, for a given allowable number of time steps, the pro-
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posed method can produce a more accurate result than the other methods (except
Method IV). Method IV, not being dominated by the proposed method, may be
appropriate for use in simulations in which reduced accuracy may be accepted in
exchange for reduced run time, but it is seen in the time-domain studies that follow
that it has obvious difficulties predicting the dynamic behavior of the converter in re-
sponse to changes in the inductor current command. The proposed method produces
the points in Figure 3.3 with both the smallest current error and the fewest number of
time steps, and the proposed method provides great flexibility to adjust the tradeoff
between accuracy and numerical efficiency by varying τs to meet the needs of the
simulation. In order to perform more detailed comparisons of the methods, points
in the “knee” of each Pareto-optimal front are identified and used for subsequent
studies. For Method II, kh is selected to be 3.55 A
−1. For the proposed method, τs
is selected to be 3.16 µs.
Figure 3.4 shows the inductor current and Figure 3.5 shows the capacitor voltage
results of the detailed model and the average-value models for Case I, a step increase
in commanded inductor current. It can be seen that Method I exhibits a great deal
of steady-state error in both variables. Method III does not model the inductor
current transient accurately. Also, Method IV and Method V do not follow the finite
rise time associated with the inductor current because they assume perfect current
control. Consequently, Method IV does not predict the initial decrease in capacitor
voltage following the step increase in current command. Method V shows a slight
initial decrease in capacitor voltage; the use of a differentiator in Method V can be
problematic for the ODE solver because it does not use the differentiator to control
the solution error. If a smaller time step were explicitly used, Method V may be
expected to more accurately predict the voltage dip [141]. The numbers of time
steps, run times, and current and voltage errors are shown in Table 3.2. It can be
seen that the proposed method uses fewer timesteps and requires less run time than
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Figure 3.3: Relationship between current error and number of time steps for each
method for Case I. I–V signify Methods I–V. P signifies the proposed method.
each of the existing methods except for the reduced-order Method IV. The proposed
method has smaller current and voltage error than each of the existing methods.
Compared with Method IV, which executed faster than the proposed method, the
proposed method had 14% less current error and 59% less voltage error. Compared
with Method II, which is the next most accurate method for this case, the proposed
method had 0.16% less current error and 2.2% less voltage error while requiring 8.8%
fewer time steps and 18% less run time. These results are expected from Figure 3.3.
Figure 3.6 shows the the inductor current and Figure 3.7 shows the capacitor
voltage simulation results of the detailed model and the average-value models for
Case II, a step increase in input voltage. Again, Method I exhibits a great deal of
steady-state error in both variables and reacts to the step change in input voltage, a
reaction that the detailed model does not predict. It can also be seen that Method II
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Figure 3.4: Inductor current for Case I (i∗L step). D signifies the detailed model. I–V
signify Methods I–V. P signifies the proposed method.
Table 3.2: Efficiency and Accuracy Comparison for Each Method for Case I (i∗L step)
Method Time Steps Run Time (ms) Current Error (A) Voltage Error (V)
I 131 21.2 2.05 3.87
II 136 23.7 1.45 1.10
III 180 28.1 1.51 1.22
IV 83 18.1 1.68 2.62
V 202 21.1 1.68 2.13
Proposed 124 19.5 1.44 1.07
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Figure 3.5: Capacitor voltage for Case I (i∗L step). D signifies the detailed model.
I–V signify Methods I–V. P signifies the proposed method.
does not model the inductor current very well; it exhibits noticeable steady-state
error and also reacts to the step change in input voltage. The numbers of time steps,
run times, and current and voltage errors are shown in Table 3.3. It is noted that the
ODE solver solves Methods III–V and the proposed method nearly identically. Each
of these methods requires nearly identical numbers of time steps and has the same
current and voltage error. However, the proposed method required 36% less run time
than Method III and 6.3% less run time than Methods IV and V. Compared with
Method II, which exhibits visually obvious current error, the proposed method has
0.28% less current error and 1.8% less voltage error while requiring 30% fewer time
steps and 15% less run time.
Figure 3.8 shows the inductor current and Figure 3.9 shows the capacitor voltage
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Figure 3.6: Inductor current for Case II (vin step). D signifies the detailed model.
I–V signify Methods I–V. P signifies the proposed method.
Table 3.3: Efficiency and Accuracy Comparison for Each Method for Case II (vin
step)
Method Time Steps Run Time (ms) Current Error (A) Voltage Error (V)
I 108 21.2 1.77 2.34
II 119 22.2 1.45 1.19
III 84 29.3 1.45 1.17
IV 82 20.0 1.45 1.17
V 82 20.0 1.45 1.17
Proposed 83 18.7 1.45 1.17
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Figure 3.7: Capacitor voltage for Case II (vin step). D signifies the detailed model.
I–V signify Methods I–V. P signifies the proposed method.
simulation results of the detailed model and the methods for Case III, a step increase
in load resistance. Once again, Method I exhibits a great deal of steady-state error
in both variables and reacts to the step change in load resistance, a reaction that the
detailed model does not predict. Method II does not model the inductor current very
well after the step resistance change; it exhibits noticeable steady-state error and also
reacts to the step change in load resistance. The numbers of time steps, run times, and
current and voltage errors are shown in Table 3.4. As with Case II, the ODE solver
solves Methods III–V and the proposed method nearly identical, with essentially
equal numbers of time steps and equal current and voltage errors. Methods IV and
V, the two reduced-order methods, required slightly less run time than the proposed
method, 1.6% and 5.6%, respectively. The proposed method required 31% less run
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Figure 3.8: Inductor current for Case III (R step). D signifies the detailed model.
I–V signify Methods I–V. P signifies the proposed method.
Table 3.4: Efficiency and Accuracy Comparison for Each Method for Case III (R
step)
Method Time Steps Run Time (ms) Current Error (A) Voltage Error (V)
I 93 22.3 2.06 3.23
II 97 21.8 1.46 1.18
III 87 28.2 1.45 1.18
IV 86 19.2 1.45 1.18
V 86 18.4 1.45 1.18
Proposed 86 19.5 1.45 1.18
time than Method III. The proposed method has 0.18% less current error 0.39% less
voltage error while requiring 11% fewer time steps and less run time than Method II,
which exhibits visually obvious current error.
From these simulation results, it can be seen that the proposed slew-rate-limitation-
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Figure 3.9: Capacitor voltage for Case III (R step). D signifies the detailed model.
I–V signify Methods I–V. P signifies the proposed method.
based average-value model of the boost converter under hysteresis current control is
best able to predict the performance of the converter over a wide range of transient
conditions (as exemplified by the three cases studied above). Method I generally has
much lower accuracy than the other methods. Method II is the only method with
accuracy comparable to the proposed method for the inductor current command step,
but at a higher computational cost. Method II also performs worse for other types of
transients than the other methods. Methods III–V provide comparable accuracy for
the input voltage and load resistance steps, but they are much less accurate for the
inductor current command step. There may be applications in which the reduced-
order Method IV may be appropriate because it generally requires less run time, but
this method does not attempt to represent the current dynamics during transient
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events, resulting in poor accuracy during such events. The proposed method offers
great flexibility to adjust the tradeoff between accuracy and numerical efficiency by
varying τs to meet the needs of the simulation, and the simulation results suggest
that it offers the best combination of accuracy and numerical efficiency for transient
simulation.
3.4 Frequency-Domain Comparison
The primary application of the proposed method is for accurate and numerically
efficient time-domain simulation. However, it is important that the method has ap-
propriate frequency-domain characteristics. In this section, the ability of the proposed
model to predict the frequency-domain characteristics of the boost converter is exam-
ined and compared with existing average-value models. In particular, the open-loop
control-to-output transfer function vC
i∗L
is studied to further demonstrate the proper-
ties of the proposed method. Inductor current command perturbations at frequencies
ranging from 1 Hz to 1 kHz are injected into these models and the resulting effect on
the capacitor voltage is recorded [154]. The initial conditions are the same as in Case
I, and the perturbation magnitude is 0.4 A. This procedure is performed for the de-
tailed model, the existing models, and the proposed model. The resulting magnitude
and phase response are shown in Figure 3.10. It can be seen that Method I has a
dc gain error of approximately 0.7 dB. The other methods have approximately equal
dc gains and are consistent with the detailed model. Method IV exhibits significant
phase error beginning at about 20 Hz, Method I exhibits significant phase error be-
ginning at about 200 Hz, and the other methods approximate the behavior of the
detailed model well through 1 kHz. This shows that the proposed model is capable of
predicting the frequency-domain characteristics of the converter, making it suitable
for use in control design and small-signal stability analysis.
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Figure 3.10: Transfer function analysis. I–V signify Methods I–V. P signifies the
proposed method.
3.5 Experimental Validation
To validate the proposed slew-rate-limitation-based method of modeling hysteresis
current control experimentally, a prototype boost converter shown in Figure 3.1 with
parameters shown in Table 3.1 is studied in two experiments. In Experiment I, the
inductor current commanded is initially equal to 45 A and is stepped to 30 A at
approximately 10 ms. In Experiment II, the load resistance is initially approximately
equal to 6.5 Ω and is stepped to approximately 6 Ω at approximately 2 ms. A TI
F28335 150 MHz microcontroller is used. The hysteresis control is implemented by
sampling the inductor current at 1 MHz and switching if the current falls outside
the hysteresis bands. The current and voltage are measured using a sampling rate
of 1 Msample/s, and the measured values have been low-pass filtered with a time
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Table 3.5: Efficiency and Accuracy Comparison for Each Method for Experiment I
(i∗L step)
Method Time Steps Run Time (ms) Current Error (A) Voltage Error (V)
I 148 22.8 2.91 4.68
II 141 22.6 2.06 1.59
III 127 31.4 2.07 1.60
IV 70 21.8 2.26 2.82
V 196 22.8 2.26 2.64
Proposed 135 22.0 2.05 1.59
Table 3.6: Efficiency and Accuracy Comparison for Each Method for Experiment II
(R step)
Method Time Steps Run Time (ms) Current Error (A) Voltage Error (V)
I 56 21.8 2.29 2.73
II 53 23.2 2.00 1.30
III 56 29.0 1.99 1.27
IV 55 21.2 1.99 1.27
V 55 22.3 1.99 1.27
Proposed 56 21.1 1.99 1.27
constant of 2 µs to remove measurement noise while retaining switching ripple. The
results of simulating these two situations compared with all the average-value models
using the parameters described above are also shown in Figure 3.11, Figure 3.12, and
Figure 3.13, Figure 3.14, respectively. The corresponding numbers of time steps, run
times, and current and voltage errors are shown in Tables 3.5 and 3.6, respectively. It
can be seen that the proposed method accurately predicts the average behavior of the
measured waveforms. The relationships among the numbers of time steps and run
times required by the methods are generally similar to those described above for the
simulation results. The current and voltage error disparities are less pronounced in
the experimental results because of the general difficulty of matching the experimen-
tal results associated with unmodeled parasitics, parameter errors, etc. Generally,
the experimental studies show that the proposed method is capable of accurately
predicting the experimental waveforms while retaining good numerical efficiency.
48
  0 2 4 6 8 10
x 10
−3
25
30
35
40
45
50
Time (s)
In
d
u
ct
o
r 
C
u
rr
en
t 
(A
)
D
I
II
III
IV
V
P
Figure 3.11: Experimentally measured and simulated inductor current for Experi-
ment I (i∗L step). D signifies the experimentally measure waveforms. I–V signify
Methods I–V. P signifies the proposed method. The waveforms have been low-pass
filtered with a time constant of 2 µs to remove measurement noise.
3.6 Conclusion
Existing techniques for average-value modeling of boost converters subject to hystere-
sis current control are reviewed, and a new technique based on slew-rate limitation
is proposed. The proposed model is compared with existing models in time-domain
simulations of the converter in a variety of transient cases. This new simulation model
is also validated with experimental measurements from a prototype boost converter.
Overall, the proposed simulation method is found to be better in terms of both nu-
merical efficiency and accuracy than existing average-value simulation methods. This
new model of hysteresis current control can improve simulation applications such as
49
  0 2 4 6 8 10
x 10
−3
160
165
170
175
180
185
190
195
200
205
210
Time (s)
C
ap
ac
it
o
r 
V
o
lt
ag
e 
(V
)
 
 
D
I
II
III
IV
V
P
Figure 3.12: Experimentally measured and simulated capacitor voltage for Exper-
iment I (i∗L step). D signifies the experimentally measure waveforms. I–V signify
Methods I–V. P signifies the proposed method. The waveforms have been low-pass
filtered with a time constant of 2 µs to remove measurement noise.
large multi-converter systems, dc power systems, and simulation-based design that
require accurate and numerically efficient simulation. The proposed method can also
potentially be extended to other converter topologies in which hysteresis current con-
trol is employed [155,156].
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Figure 3.13: Experimentally measured and simulated inductor current for Experi-
ment II (R step). D signifies the experimentally measure waveforms. I–V signify
Methods I–V. P signifies the proposed method. The waveforms have been low-pass
filtered with a time constant of 2 µs to remove measurement noise.
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Figure 3.14: Experimentally measured and simulated capacitor voltage for Exper-
iment II (R step). D signifies the experimentally measure waveforms. I–V signify
Methods I–V. P signifies the proposed method. The waveforms have been low-pass
filtered with a time constant of 2 µs to remove measurement noise.
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Chapter 4 Average-Value Modeling of Hysteresis Current Control in
Three-Phase Inverters
The primary existing methods for average-value modeling of hysteresis current con-
trolled three-phase inverters do not accurately portray transient or overmodulation
operation. This chapter presents the effective modulation index and uses it to pro-
pose two new methods for average-value modeling of hysteresis current controlled
three-phase inverters: the effective voltage model and the slew-rate limitation model.
These models are compared both in simulation and experimentally with the existing
perfect hysteresis current control model in a variety of cases. It is shown that the
proposed models are better able to predict the transient and overmodulation perfor-
mance of the inverter than the existing method while retaining the computational
efficiency advantages of average-value models.
Hysteresis current controlled three-phase inverters are widely used in active power
filter [157–159], ac motor drive [105,160,161], uninterruptible power supply [162], and
grid-connected renewable energy [163, 164] applications. It has advantages such as
robust control, fast dynamic response, and overcurrent protection [98,165]. However,
hysteresis current control has the disadvantage of varying switching frequency. This
variation can complicate filter design, but it can be addressed by adjusting the hys-
teresis band to stabilize the switching frequency [128,166,167]. The varying switching
frequency can make average-value modeling difficult; average-value models based on
averaging over a switching period cannot be used directly with hysteresis current con-
trolled inverters. Average-value models are important tools in the design and analysis
of power converters. In the modeling and simulation of large converter system (e.g.
electric vehicles, ships, and aircraft) [136–138,168], where the converter system needs
to be simulated repeatedly for a wide variety of conditions, both accurate and numer-
ically efficient average-value models are necessary. Perfect hysteresis current control
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(PH) is typically assumed in existing average-value models of such inverters. This
assumption results in models that cannot account for the inverter behavior during
transient command current changes or during overmodulation.
Accurate dynamic modeling is important for stability analysis and power con-
verter optimization over a wide range of operating conditions. Models that can
predict transient behavior are useful in the controller design. Operating in the over-
modulation region results in an increased fundamental voltage and better dc voltage
utilization [169]. The disadvantage of operating in the overmodulation region is the
harmonic components generated, but several control methods have been proposed to
eliminate particular harmonics or minimize the total harmonic distortion [170]. An
average-value model of a three-phase inverter subject to hysteresis current control
is sought that accurately represents the inverter behavior in both the normal and
overmodulation conditions during both transient and steady-state intervals.
Herein, the modulation index is presented and used to express the relationship
between the commanded and the actual inverter voltage magnitudes. This relation-
ship is employed to establish two average-value models of hysteresis current controlled
three-phase inverters in the synchronous reference frame. The proposed methods have
better accuracy than the primary existing model based on PH during both transient
intervals and overmodulation operation and retain the fast simulation run times as-
sociated with average-value models. The contributions of this chapter are 1) the
presentation of the modulation index, 2) the use of the modulation index to establish
the effective voltage and slew-rate limitation models of three-phase inverters subject
to hysteresis current control, and 3) the demonstration of the numerical efficiency
and accuracy of these models using time-domain simulations and experiments.
The remainder of this chapter is organized as follows. In Section 4.1, relevant
notation is presented, and the three-phase inverter system is reviewed in Section 4.2.
In Section 4.3, the existing PH model is summarized. In Section 4.4, the modulation
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index is defined, and two average-value models – the effective voltage (EV) model and
the slew-rate limitation (SRL) model – are proposed. The existing method and the
two proposed methods are compared in simulation and experimentally in Section 4.5.
4.1 Notation
Three-phase variables (e.g., voltages and currents) in phase variables fabcs = [fas fbs fcs]
T
can be transformed into an arbitrary reference frame positioned at θ and rotating at
ω [75]:
fqd0s = Ksfabcs, (4.1)
where fqd0s = [fqs fds f0s]
T is the three-phase variable in the arbitrary reference frame
and the transformation matrix is
Ks =
2
3

cos θ cos(θ − 2π
3
) cos(θ + 2π
3
)
sin θ sin(θ − 2π
3
) sin(θ + 2π
3
)
1
2
1
2
1
2
 . (4.2)
In a balanced three-phase circuit, the abc variables sum to zero, thus making the
0-sequence value zero. Herein, only the q- and d-axis values are considered:
f eqds = [f
e
qs f
e
ds]
T, (4.3)
where the superscript e denotes transformation to the synchronously rotating refer-
ence frame rotating at ωe. If the inverter is connected to a passive load, the electrical
reference is chosen as the position of the synchronous reference frame; if the inverter
is connected to the grid, the position of the synchronous reference frame is chosen to
align with the grid voltage.
4.2 Three-Phase Inverter System
A basic three-phase inverter with an LC filter is shown in Figure 4.1. As can be seen,
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Figure 4.1: Three-phase inverter with output filter system
it consists of six switches and freewheeling diodes which form the three-phase legs.
The switches in each phase leg are switched in a complementary manner. In hysteresis
current control, the current in each phase leg is compared with the reference current
for that phase. If it exceeds the reference current by a specified hysteresis band h, the
lower switch is closed. If it falls short of the reference current by h, the upper switch
is closed. The three-phase current and voltage in phase variables can be transformed
into synchronous reference variables using the reference frame transformation shown
in the previous section.
The LC output filter of a three-phase inverter in the synchronously rotating ref-
erence frame is shown in Figure 4.2. In this configuration, it is assumed that the
inverter is feeding a passive load for which no synchronization is required. In this
case, the inverter produces its own reference angle and this angle is chosen as the
position of the synchronous reference frame. The differential equations describing
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Figure 4.2: Output filter of a three-phase inverter in synchronous reference frame
the behavior of the filter are
L
dieqd
dt
= veqd −RLieqd − veqdo − ωeL
 0 1
−1 0
 ieqd, (4.4)
C
dveqdo
dt
= ieqd − ieqdo − ωeC
 0 1
−1 0
veqdo, (4.5)
where C is the filter capacitance, L is the filter inductance, RL is the series resistance
associated with the inductance, ωe is the electrical frequency, and v
e
qd, i
e
qd, v
e
qdo, and
ieqdo are synchronous reference frame vector representations of the inverter voltage and
current and output voltage and current, respectively.
If the inverter is connected to the grid instead of a passive load, synchronization
with the grid voltage is necessary. While many methods of synchronization are pos-
sible, it is assumed that the synchronous reference frame is aligned with the grid
voltage. The output filter in the synchronous reference frame is shown in Figure 4.3.
The output current can be described using
57
veq
i eqo
RL L
veqo
ved
i edo
RL L
vedo
ωeLiedo
ωeLieqo
Figure 4.3: Grid-connected three-phase inverter in synchronous reference frame
L
dieqdo
dt
= veqd −RLieqdo − veqdo − ωeL
 0 1
−1 0
 ieqdo, (4.6)
where L is the inductance of the output filter, RL is the resistance of the output filter
inductor, and veqdo is the grid voltage.
4.3 Perfect Hysteresis Current Control Model
The PH method [75, 146, 171] is the primary existing method of average-value mod-
eling of three-phase inverters. It models the average value of the inductor current in
the synchronous reference frame ieqdf as equal to the commanded current i
e∗
qdf :
ieqdf = i
e∗
qdf . (4.7)
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This reduced-order model neglects the dynamics associated with inductor currents. It
has the advantages of reduced run time and model simplicity. However, this method
cannot model transient events such as step changes in commanded current accurately.
Also, this model does not account for the achievable current given a commanded
current. The output voltage of a three-phase inverter is limited by its dc input
voltage. This also limits the maximum steady-state currents for given commanded
currents. If the commanded current is beyond the limit of achievable current (i.e. in
the case of overmodulation), the PH model will have large errors.
4.4 Proposed Average-Value Models
Effective Voltage Limitation
The output voltage of three-phase inverters is limited by the input dc voltage. If the
inverter is being controlled in such a way that the inverter voltage should be ve∗qd, this
voltage may or may not be available, depending on the dc voltage vdc. An effective
voltage veqd will be produced by the inverter instead. The relationship between v
e∗
qd
and veqd is presented and used in the following subsections to construct average-value
models of hysteresis current control. In the stationary reference frame, the required
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voltage can be expressed as a space phasor that rotates at ωe:
~v∗ = (ve∗q − jve∗d )ejθe , (4.8)
where θe is the position of the synchronous reference frame. The effective voltage ~v
is a function of the magnitude and the angle of the commanded voltage ~v∗. The six
switches in a three-phase inverter have a total of eight switching states. These eight
states produce instantaneous inverter voltages in the stationary reference frame that
are represented by a regular hexagon with side length equal to 2/3vdc as shown in
Figure 4.4. If ~v∗ lies within the hexagon, the required voltage can be achieved, and
the effective voltage will equal the required voltage: ~v = ~v∗. If ~v∗ falls outside of the
hexagon, this voltage cannot be achieved. An effective voltage vector ~v, which will
be the closest point on the perimeter of the hexagon as shown in Figure 4.5, will be
produced. The average effective voltage produced by the inverter in the synchronously
rotating reference frame can be expressed as
veq − jved =
1
2π
∫ 2π
0
~ve−jφdφ, (4.9)
where φ is the angle of ~v∗. This relationship is symmetric within each sector and is
periodic across all six sectors. Therefore, this integral may be computed over π/6 rad.
There are three potential regions of operation based on the dc input voltage vdc.
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Region I (‖~v∗‖ ≤ vdc/
√
3)
If ||~v∗|| does not exceed the radius of the inscribed circle, then the effective voltage
will be equal to the required voltages for all φ:
~v = ~v∗. (4.10)
Region II (vdc/
√
3 < ‖~v∗‖ ≤ 2vdc/3)
If ||~v∗|| does not exceed the radius of the circumscribed circle but is greater than the
radius of the inscribed circle, ~v is equal to ~v∗ for some φ and is a combination of two
adjacent voltage vectors for other φ. The boundary angle φ1 for the required voltage
to cross the hexagon perimeter, as shown in Figure 4.6, can be calculated as
φ1 =
π
6
− cos−1
(
vdc√
3‖~v∗‖
)
. (4.11)
For values of φ in [0, φ1], ~v is equal to ~v
∗.
From Figure 4.4, a point ~v on the perimeter of the hexagon can be expressed as
a convex combination of the two adjacent voltage vectors:
~v = α~v1 + (1− α)~v2, (4.12)
where α ∈ [0, 1] and where
~v1 =
2
3
vdc, (4.13)
~v2 =
1
3
vdc + j
1√
3
vdc. (4.14)
The distance between the required voltage vector and the effective voltage on the
perimeter of the hexagon should be minimized. The distance can be expressed as
‖~v − ~v∗‖2 =
(
(1 + α)
1
3
vdc − ‖~v∗‖ cosφ
)2
+
(
(1− α) 1√
3
vdc − ‖~v∗‖ sinφ
)2
. (4.15)
The solution that minimizes (4.15) is
α =
vdc − 3‖~v∗‖ sin(φ− π6 )
2vdc
, (4.16)
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and the effective voltage is given by (5.12). Then, the average effective voltage can
be calculated:
veq − jved =
6
π
(∫ φ1
0
~v∗e−jφdφ+
∫ π
6
φ1
~ve−jφdφ
)
. (4.17)
Region III (‖~v∗‖ > 2vdc/3)
If ||~v∗|| is greater than the radius of the circumscribed circle, the effective voltage
is ~v1 for some φ and is a combination of ~v1 and ~v2 as in (5.12) for some other φ.
By setting α equal to 1 in (5.16), the boundary angle for which the effective voltage
remains equal to ~v1 can be calculated:
φ2 =
π
6
− sin−1
(
vdc
3‖~v∗‖
)
. (4.18)
Then, the average effective voltage can be calculated:
veq − jved =
6
π
(∫ φ2
0
~v1e
−jφdφ+
∫ π
6
φ2
~ve−jφdφ
)
. (4.19)
If the required modulation index is defined as
m∗ =
||ve∗qd||
vdc
, (4.20)
it can be shown from (4.10), (4.17), and (4.19) that
veqd =
m
m∗
ve∗qd, (4.21)
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Figure 4.7: Relationship between required and effective modulation index
where the effective modulation index is given by
m =

m∗, m∗ ≤ 1√
3
m∗ − 3
π
m∗ arccos 1√
3m∗
+
√
3
π
√
1− 1
3m∗2 ,
1√
3
< m∗ ≤ 2
3
1
π
(
3m∗ arcsin
(
1
3m∗
)
+
√
1− 1
9m∗2
)
, m∗ > 2
3
.
(4.22)
The three cases in (4.22) represent the three regions in Figure 4.4. Figure 4.7 shows
the relationship between m∗ and m. As can be seen, the effective modulation index
and the required modulation index have a linear relationship when the required mod-
ulation does not exceed 1/
√
3. Overmodulation occurs when the required modulation
index exceeds 1/
√
3, meaning the required voltage cannot be achieved. The effective
modulation index approaches 2/π asymptotically.
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Effective Voltage Model
Hysteresis current control can be modeled by using the relationship between required
voltage and effective voltage. In this EV model, the three-phase inverter is modeled
as if it were voltage regulated. The required voltage is constructed based on the error
between the commanded and simulated inductor currents:
ve∗qd = kvdc(i
e∗
qdf − ieqdf ), (4.23)
where k > 0 is a modeling gain, ie∗qdf is the commanded current in the synchronous
reference frame, and ieqdf is the simulated current in the synchronous reference frame.
Similar approaches have been described in [132,143] to model dc-dc converters. This
required voltage will be limited by the relationship in the previous subsection, and the
effective voltage can be expressed by (4.21). The effective voltage together with the
inverter model in Section 4.2 can be used to model the inverter system. A steady-state
error between ie∗qdf and i
e
qdf must exist to produce nonzero inverter voltages. Larger
values of k can reduce the required steady-state current error, but they will increase
stiffness and the resulting simulation run times.
Slew-Rate Limitation Model
Another method to model the hysteresis current control of three-phase inverters is
the SRL model. A conceptually similar approach was described in [172] to model
hysteresis current control of boost converters. It is based on the observation that the
average value of the inductor current would ideally follow the commanded current,
but it is subject to rate constraints. That is, the inductor currents will approach the
commanded inductor currents at a rate that is limited by the available voltage. The
desired inductor current derivatives are expressed as
dieqdf
dt
=
ie∗qdf − ieqdf
τs
, (4.24)
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where τs is a time constant associated with slew-rate limitation. These desired induc-
tor current derivatives are substituted into (4.4), which is solved for veqd, the value
of which is taken as the required voltage ve∗qd. The effective voltage v
e
qd can be found
from (4.21), and this value can be used with the inverter model in Section 3 to model
the inverter system. This method, unlike the previous method, does not require a
steady-state error to exist. There is a tradeoff between accuracy and simulation run
time associated with the choice of τs. Small values of τs can increase accuracy, but
they will increase model stiffness and resulting simulation run time.
4.5 Results
To validate the average-value models of hysteresis current control experimentally, a
three-phase inverter with output filter is considered. The controller is implemented
in a TI F28335 150 MHz microcontroller. The hysteresis control is implemented by
sampling the inductor current at 1 MHz and switching if the current falls outside
the hysteresis bands. Each average-value model is simulated using MATLAB R2014a
Simulink’s ode23tb integration algorithm with a relative tolerance of 10−3. The sim-
ulations are performed on an Intel Core i7 3.6-GHz processor with 8 GB of memory.
Three cases have been studied herein under both transient and steady-state condi-
tions. In Case I and Case II, the three-phase inverter with LC output filter shown in
Figure 4.1 is used to supply ac to a three-phase, wye-connected, 2 Ω resistive load.
The inductance L is 0.276 mH, the series resistance RL associated with the inductor
is 0.01 Ω, and the capacitance is 24 µF. For these two cases, the hysteresis band is set
to 4 A. The q- and d- axis current commands are initially equal to 15 A and −15 A,
respectively, and are stepped to −30 A and 30 A, respectively. The input voltage vdc
is 200 V in Case I to illustrate the ‘normal’ operating condition. The total transient
time is 4 ms, and the command step change occurs at 2 ms. In Case II, the input
voltage is reduced to 100 V to illustrate the overmodulation condition. The total
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transient time is 10 ms, and the command step change occurs at 5 ms. In Case III,
the three-phase inverter is connected to the grid through a filter inductance. The
inductance L is 0.676 mH and the series resistance RL associated with the inductor
is 0.01 Ω. The input voltage vdc is 200 V and the grid voltage is 120 V line to line.
For this case, the hysteresis band is set to 1.5 A. The total transient time is 4 ms,
and a step current command change from ie∗qds = [50 0]
T A to ie∗qds = [25 43.3]
T A is
applied at 2 ms. All the methods are compared on the basis of numerical efficiency
and accuracy. For all the cases, 100 ms of time before and after the transient event
is included to evaluate the steady-state behavior of each model. Both the number of
time steps required by the ordinary differential equation (ODE) solver and run time
(averaged over 100 simulations) are used as measures of efficiency. Accuracy is mea-
sured by comparing the inductor current and capacitor voltage waveforms predicted
by each average-value model with the simulated detailed waveforms. The rms errors
associated with these waveforms are calculated. The total errors are calculated as
follows:
iRMSerror =
√
i2qRMSerror + i
2
dRMSerror
2
(4.25)
vRMSerror =
√
v2qRMSerror + v
2
dRMSerror
2
. (4.26)
These errors are calculated both during the transient interval and during steady-
state (the final 50 ms of each simulation). Accuracy is also assessed qualitatively by
comparison with the experimentally measured waveforms. The measured values have
been sampled at a rate of 5 Msample/s and low-pass filtered with a time constant of
2 µs to remove measurement noise while retaining switching ripple. The EV model
and SRL model each have parameters that may be varied to adjust the tradeoff
between numerical efficiency and accuracy. Herein, the values k = 0.29 A−1 and
τ = 4.8 µs are used to ensure that the two models have approximately equivalent
bandwidth.
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Figure 4.8: Experimental Case I inductor current.
Figure 4.8 and Figure 4.9 show the Case I inductor current and capacitor voltage
transient results for the average-value models compared with hardware measurements.
It can be seen that the PH model does not follow the transient during the current
command step change. The EV model has steady-state errors, which can be reduced
by selecting a larger k. The numbers of time steps, run times, and current and voltage
rms errors are shown in Table 4.1. The rms errors are calculated during the transient
interval and during the final 50 ms to assess the transient and steady-state accuracy,
respectively. From the table, the SRL model has better numerical efficiency than
the EV model. The PH model takes less time because it is a reduced-order model.
Compared with the detailed model, both the proposed models have the advantage of
short simulation time. The SRL model is the most accurate method in this case.
Figure 4.10 and Figure 4.11 show the Case II inductor current and capacitor
voltage transient results for the average-value models compared with hardware mea-
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Figure 4.9: Experimental Case I capacitor voltage.
Table 4.1: Simulation Results for Case I
Transient Steady state
Method
Time
steps
Run time
(ms)
Current
error (A)
Voltage
error (V)
Current
error (A)
Voltage
error (V)
Detailed 139173 269.6 — — — —
PH 328 22.2 5.27 7.28 2.30 1.50
EV 460 57.8 2.48 2.23 2.43 2.18
SRL 409 45.2 2.42 2.01 2.30 1.50
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Figure 4.10: Experimental Case II inductor current.
surements. It can be seen that PH model can model neither the transient event nor
the overmodulation region accurately. Both the EV model and the SRL model have
better accuracy compared to the PH model. Again, the EV model has steady-state
errors. The numbers of time steps, run times, and current and voltage rms errors
are shown in Table 4.2. Unlike in Case I, the PH model has significant steady-state
error in the overmodulation region. While the SRL model retains its slight accuracy
advantage over the EV model in the transient interval, it is seen that the EV model
does not have the same steady-state accuracy disadvantage in the overmodulation
region; it has slightly less steady-state error than the SRL model. The SRL model
remains faster than the EV model. As expected, both are somewhat slower than the
reduced-order PH model and much faster than the detailed model.
Figure 4.12 shows the Case III grid injection current transient results for the
average-value models compared with hardware measurements. Again, PH model
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Figure 4.11: Experimental Case II capacitor voltage.
Table 4.2: Simulation Results for Case II
Transient Steady state
Method
Time
steps
Run time
(ms)
Current
error (A)
Voltage
error (V)
Current
error (A)
Voltage
error (V)
Detailed 73714 163.4 — — — —
PH 322 21.8 7.22 13.44 8.58 17.00
EV 445 56.2 2.70 4.25 2.80 5.07
SRL 366 42.7 2.66 4.13 2.81 5.08
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Figure 4.12: Experimental Case III grid current.
Table 4.3: Simulation Results for Case III
Transient Steady state
Method
Time
steps
Run time
(ms)
Current
error (A)
Current
error (A)
Detailed 97571 241.9 — —
PH 109 22.5 4.61 0.91
EV 508 62.7 1.39 1.41
SRL 363 43.8 0.96 0.91
cannot model the transient accurately; the EV model has some steady-state error.
The numbers of time steps, run times, and current rms errors are shown in Table 4.3.
SRL model is the most accurate model and it is faster than the EV model.
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4.6 Conclusion
The primary existing method of average-value modeling hysteresis current controlled
three-phase inverter is the PH model. This model has reduced order and results in fast
simulation run times. However, it cannot accurately model either the system transient
behavior or the overmodulation condition. This chapter presents the relationship
between required voltage and effective voltage and uses this relationship to formulate
two average-value models of hysteresis current controlled three-phase inverters: the
EV model and the SRL model. The average-value models are compared both in
simulation and experimentally with different scenarios. The proposed average-value
models have better accuracy in both transient and overmodulation conditions than
the existing PH model while maintaining the advantage of fast simulation for average-
value models.
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Chapter 5 Average-Value Modeling of Hysteresis Current Controlled
Brushless DC Motor Drives
Current-regulated brushless dc motors have been widely used in electric vehicles. It is
important to have accurate and numerically efficient models for system analysis and
design. Hysteresis current control has significant advantages, such as fast dynamic
response and robustness. This chapter presents two new average-value models of
motor drives for brushless dc machines under hysteresis current control. The new
models are compared with a detailed model in terms of simulation run time and
rms error under a variety scenarios. The proposed average-value models accurately
represent the behavior of the drive and can be used in modeling and design.
Brushless dc motors are widely used in electric vehicles [37–39] with the advan-
tages of high efficiency and torque density [46–48]. Among different control meth-
ods, hysteresis current control offers benefits such as robust control, fast dynamic
response, and overcurrent protection, which are valuable in electric vehicle appli-
cations [98]. One perceived disadvantage of hysteresis current control is varying
switching frequency, but this has been addressed by advanced techniques that adjust
the hysteresis band to stabilize the switching frequency [125–127]. The uncertain
switching frequency and the general dissimilarity of hysteresis current control with
voltage-regulated inverter control methods has posed modeling difficulty. In par-
ticular, an average-value model cannot be directly obtained. Average-value models
are beneficial for control design and for simulation of larger scale systems (e.g., the
multiconverter system found in an electric vehicle [133, 173, 174]). For this reason,
it has been argued in [139] that hysteresis current control has been understudied in
the literature. The primary existing method of average-value modeling of hysteresis
current controlled inverters is to assume perfect hysteresis current control [75, 146].
If perfect hysteresis current control is obtained, the machine exhibits reduced-order
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dynamics and high-bandwidth control of torque is possible. However, this method
does not account for transient current changes or the effects of overmodulation on
achievable currents. This chapter presents the relationship between commanded volt-
age magnitude and effective voltage magnitude and uses this relationship to establish
two average-value models of hysteresis current controlled motor drives in the rotor
reference frame. Simulation results of average-value model compared with detailed
model demonstrate each model’s accuracy and numerical efficiency.
5.1 Brushless DC Machine
An inverter-fed brushless dc motor is shown in Figure 5.1. The voltage equations in
the rotor reference frame are [75]
vrqs = rsi
r
qs + ωrLdi
r
ds + ωrλm + Lqpi
r
qs (5.1)
vrds = rsi
r
ds − ωrLqirqs + Ldpirds, (5.2)
where p is an operator signifying differentiation with respect to time, vrqs and v
r
ds are
the q- and d-axis voltages, respectively, irqs and i
r
ds are the q- and d-axis currents,
respectively, rs is the stator resistance, Lq and Ld are the q- and d-axis inductances,
respectively, λm is the flux linkage due to the permanent magnet, ωrm is the mechan-
ical rotor speed, P is the number of poles, and ωrm is the electrical rotor speed. The
electromagnetic torque is given by
Te =
(
3
2
)(
P
2
)
[λmi
r
qs + (Ld − Lq)irqsirds]. (5.3)
The input current can be expressed as
idc =
3
2
vrqsi
r
qs + v
r
dsi
r
ds
vdc
, (5.4)
where vdc is the inverter dc voltage. In general, values of a three-phase quantity (i.e.,
voltage or current) can be expressed in vector form as
f rqds = [f
r
qs f
r
ds]
T. (5.5)
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Figure 5.1: Brushless dc motor drive system
5.2 Perfect Hysteresis Model
The primary existing method of average-value modeling of hysteresis current control,
discussed in [75], assumes perfect hysteresis control, i.e., the average value of the
stator current in the rotor reference frame is always equal to the commanded current.
The modeling for a three-phase inverter is as follows
irqds = i
r∗
qds. (5.6)
where ir∗qds is the three-phase commanded current in q- and d-axis. The voltages can
be modeled from (5.1) and (5.2) with the time derivatives of the currents neglected.
This model is a reduced-order method in which the dynamics associated with the
stator currents are neglected. This is advantageous in terms of run time and model
simplicity, but it leads to inaccuracy during transient events such as step changes in
required torque.
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Figure 5.2: Inverter voltage capability in stationary reference frame
5.3 Proposed Average-Value Models
Effective Voltage Limitation
In three-phase inverters, the voltage that can be applied to the stator windings of
the machine is limited by the dc voltage. This limits the rate at which the machine
currents can change and the range of steady-state currents that are achievable for a
given machine speed. If a voltage of vr∗qds is commanded from the inverter, this voltage
may or may not be available. Instead, an effective voltage vrqds will be applied to the
machine. The relationship between vr∗qds and v
r
qds is used in the following subsections
to construct average-value models of hysteresis current control.
The commanded voltage can be expressed as a space phasor that rotates at ωr in
the stationary reference frame:
~v∗ = (vr∗qs − jvr∗ds)ejθr , (5.7)
where θr is the electrical rotor position. The actual voltage that can be produced by
the inverter can be expressed as ~v. The relationship between ~v∗ and ~v is a function of
the magnitude and angle of ~v∗. The six switches in an inverter system form a hexagon
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with sides equal to 2vdc/3 [75], as shown in Figure 5.2. If ~v
∗ lies within the hexagon,
~v = ~v∗. If ~v∗ falls outside the hexagon, ~v is the closest point on the perimeter of the
hexagon, which may be one of the vertices or some point on one of the edges. The
average effective voltage produced by the inverter in the rotor reference frame can be
expressed as
vrqs − jvrds =
1
2π
∫ 2π
0
~ve−jθrdθr. (5.8)
There are three regions of potential operation.
Region I (‖~v∗‖ ≤ vdc/
√
3)
If the commanded voltage ~v∗ falls inside the inscribed circle of the hexagon, then the
actual voltage will be equal to the commanded voltage:
~v = ~v∗ (5.9)
Region II (vdc/
√
3 < ‖~v∗‖ < 2vdc/3)
If the commanded voltage ~v∗ falls between the inscribed circle and the circumscribed
circle of the hexagon, part of the time ~v is equal to ~v∗. The boundary angle where the
commanded voltage crosses the hexagon, as shown in Figure 5.3, can be calculated
as
φ1 =
π
6
− cos−1
(
vdc√
3‖~v‖
)
. (5.10)
From 0 to φ1, ~v is equal to ~v
∗.
From Figure 5.2, ~v can be expressed as the weighted sum of two adjacent voltage
vectors and the zero voltage vector:
~v = α1~v1 + α2~v2 + α3~v0,7, (5.11)
where α1, α2, and α3 are weights associated with each voltage vector. The zero voltage
vectors will be used when the commanded voltage falls inside the hexagon. Only the
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non-zero voltage vectors will be be used when the commanded voltage is outside
of the hexagon. The weights associated with each voltage vector should minimize
the distance between the commanded voltage vector and the effective voltage on the
perimeter of the hexagon. When the commanded voltage is outside of the hexagon,
α1 = α and α2 = 1− α for some α. The effective voltage can be written as
~v = α~v1 + (1− α)~v2, (5.12)
where
~v1 =
2
3
vdc (5.13)
and
~v2 =
1
3
vdc + j
1√
3
vdc. (5.14)
By substitution of (5.13) and (5.14), the distance can be expressed as
‖~v − ~v∗‖2 =
(
(1 + α)
1
3
vdc − ‖~v∗‖ cos θr
)2
+
(
(1− α) 1√
3
vdc − ‖~v∗‖ sin θr
)2
, (5.15)
which should be minimized. The solution can be expressed as
α =
vdc − 3‖~v∗‖ sin(θr − π6 )
2vdc
, (5.16)
and the effective voltage can be expressed using (5.12). Then, the average effective
voltage can be calculated by integration over half of one sector.
vrqs − jvrds =
6
π
(∫ φ1
0
~v∗e−jθrdθr +
∫ π
6
φ1
~ve−jθrdθr
)
(5.17)
Region III (‖~v∗‖ > 2vdc/3)
When the commanded voltage lies in region III, the effective voltage will be ~v1 for
some time, it will be a combination of ~v1 and ~v2 as in (5.12) for some time, and it will
be ~v2 for some time. The boundary angle the voltage stays at ~v1 can be calculated
from (5.16) by setting α equal to 1,
φ2 =
π
6
− sin−1
(
vdc
3‖~v∗‖
)
. (5.18)
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Then, the average effective voltage can be calculated by integration over half of one
sector.
vrqs − jvrds =
6
π
(∫ φ2
0
~v1e
−jθrdθr +
∫ π
6
φ2
~ve−jθrdθr
)
(5.19)
It can be shown that if the commanded modulation index is defined as
m∗ =
||vr∗qds||
vdc
, (5.20)
then
vrqds =
m
m∗
vr∗qds, (5.21)
where the effective modulation index is given by (5.22)
m =

m∗, m∗ ≤ 1√
3
m∗ − 3
π
m∗ arccos 1√
3m∗
+
√
3
π
√
1− 1
3m∗2 ,
1√
3
< m∗ ≤ 2
3
1
π
(
3m∗ arcsin
(
1
3m∗
)
+
√
1− 1
9m∗2
)
, m∗ > 2
3
.
(5.22)
The three cases in (5.22) correspond to the three regions labeled in Figure 5.2.
The relationship between m∗ and m is shown in Figure 5.4. It can be seen that the
effective modulation index equals the commanded modulation index when it is less
than or equal to 1/
√
3. When the commanded modulation index exceeds 1/
√
3, the
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Figure 5.4: Relationship between commanded and effective modulation index
commanded voltage cannot be satisfied, and the effective modulation index asymp-
totically approaches 2/π.
Effective Voltage Model
Having established the relationship between commanded voltage and effective voltage,
it is possible to set forth average-value models of hysteresis current control. In the
first, the drive system is modeled as if it were a voltage-regulated drive and a voltage
command is constructed based on the error between the commanded and actual
current. In particular, the commanded voltage is proportional to the current error:
vr∗qds = kvdc(i
r∗
qds − irqds), (5.23)
where ir∗qds is the commanded current in the rotor reference frame and k is a constant.
In this way, the current error is used to define a commanded voltage as if the drive
was a voltage regulated drive. Similar approaches have been used to model dc-dc
80
converters [132, 143]. Having established a commanded voltage, the relationship in
the previous subsection can be used to express the effective voltage. This voltage
can be used with the machine model in Section 5.1 to model the drive system. This
model requires a steady-state error between ir∗qds and i
r
qds in order to produce voltage.
By increasing the value of k, this steady-state current error can be reduced, but this
will also increase simulation run time.
Slew-Rate Limitation Model
An alternative method to modeling the hysteresis current control of brushless dc
motor drives is based on natural slew-rate limits that are inherent to the stator
currents. A similar approach has been described in [172] to model boost converters.
In particular, the stator currents will approach the commanded stator currents at a
rate that is limited by the available voltage. If the desired stator current derivatives
are expressed as
pirqds =
ir∗qds − irqds
τs
(5.24)
where τs is a time constant and these desired stator current derivatives are substi-
tuted into (5.1) and (5.2), then the commanded voltages can be determined. The
relationship between the commanded voltage and the effective voltage can be used to
express vrqds and this can be used with the machine model in Section 5.1 to complete
the model. Unlike the previous method, this method does not require a steady-state
error. The accuracy of this model can be improved by choosing small values of τs,
but this increases run time.
5.4 Simulation Results
A motor with the parameters shown in Table 5.1 is simulated using a detailed model
and the above three average models. Each method is simulated using MATLAB
R2013a Simulink’s ode23tb integration algorithm with a relative tolerance of 10−4.
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A detailed model of the motor drive and each of the methods described above are
simulated for two cases. In Case I, the q-axis current command follows a square wave
in which the current command is stepping between 0 A and 2
√
2 A. The current
command is stepped at rotor angles ranging from 0 and π/6. The simulated q- and
d-axis currents and torque are shown in Figure 5.6 and Figure 5.7, respectively. It
can be seen that the perfect hysteresis current method does not model the transient
well. Both effective voltage and slew-rate-limitation methods model the transient
well. The steady-state error associate with effective voltage method is reduced by
choosing a large enough k. Also, the number of simulation time steps and the rms
errors associated with the currents, voltages, and torque with respect to the detailed
model are given in Table 5.2. In Case II, the PI controller shown in Fig. 5.5 is used
to regulate the speed of the motor. The commanded currents are calculated from
the commanded torque using (5.3). A step change in load torque from 0.5 N·m to
1.5 N·m is applied at 0.05 s. The simulated q- and d-axis currents and torque are
shown in Figure 5.8 and Figure 5.9, respectively. The large plots show the current
and torque over the length of the simulation The small plots show these variables
in closer proximity to the step increase in load torque command. It can be seen
that the perfect hysteresis method does not model the transient accurately. Also,
the number of simulation time steps and the rms errors associated with the currents,
voltages, and torque with respect to the detailed model are given in Table 5.3. From
the simulation results, it can be seen that the proposed methods can be simulated
considerably faster than the detailed model. They require significantly more time than
the perfect hysteresis method but provide considerably more accuracy in applications
in which transient behavior is of interest. Furthermore, both proposed methods have
similar accuracy, but the effective voltage method runs more quickly than the slew-
rate-limitation method.
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Figure 5.5: Closed-loop controller for motor drive
Table 5.1: Motor Parameters
Parameter Value
Vdc 120 V
rs 2.98 Ω
Lq 11.4 mH
Ld 11.4 mH
λm 0.156 V·s
J 10−4 kg·m2
ωr 120π rad/s
h 0.1 A
P 4
τs 1 µs
k 9 A−1
τf 159.15 µs
τi 3.33 ms
kp 0.2 N·m/(rad/s)
Table 5.2: Number of Output Calls and RMS Error for Each Method
Method Time Steps iqs (A) ids (A) T (N·m)
Detailed 28359 — — —
PH 211 0.6684 0.1500 0.3128
EV 2765 0.1309 0.1615 0.0613
SRL 5129 0.1384 0.1608 0.0648
PH is perfect hysteresis, EV is effective voltage,
and SRL is slew-rate limitation.
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Figure 5.6: Simulated q- and d-axis currents. D signifies the detailed model. PH
signifies perfect hysteresis. EV signifies the effective voltage, SRL signifies slew-rate-
limitation. d signifies d-axis currents, q signifies q-axis currents.
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Figure 5.7: Simulated torque. D signifies the detailed model. PH signifies perfect
hysteresis. EV signifies the effective voltage, SRL signifies slew-rate-limitation.
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Figure 5.8: Simulated q- and d-axis currents. D signifies the detailed model. PH
signifies perfect hysteresis. EV signifies the effective voltage, SRL signifies slew-rate-
limitation.
Table 5.3: Number of Output Calls and RMS Error for Each Method
Method Time Steps iqs (A) ids (A) T (N·m)
Detailed 40638 — — —
PH 477 0.1289 0.0747 0.0603
EV 1028 0.0737 0.0735 0.0345
SRL 1402 0.0743 0.0737 0.0348
PH is perfect hysteresis, EV is effective voltage,
and SRL is slew-rate limitation.
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Figure 5.9: Simulated q- and d-axis torque. D signifies the detailed model. PH
signifies perfect hysteresis. EV signifies the effective voltage, SRL signifies slew-rate-
limitation.
5.5 Experimental Validation
To validate the proposed methods of average-value modeling of hysteresis current
control experimentally, a permanent magnetic brushless dc motor with parameters
shown in Table 5.4 is studied. The controller is implemented in a TI F28335 150 MHz
microcontroller. The hysteresis current control is implemented by sampling the motor
current at 1 MHz and switching if the current falls outside the hysteresis band. The
current are measured using a sample rate of 5 Msample/s, and the measured values
have been low-pass filtered with a time constant of 2 µs to remove measurement
noise while retaining switching ripple. Each average-value model is simulated using
MATLAB R2014a Simulink’s ode23tb integration algorithm with a relative tolerance
of 10−4. The simulations are performed on an Intel Core i7 3.6-GHz processor with
8 GB of memory. A step current command change from irqds = [25; 0]
T A to irqds =
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[15; 0]T A is applied at 0.25 s and the total simulation time is 0.5 s. Figure 5.10
shows the motor current simulation results zoomed in for the transient. The number
of simulation time steps, time, and the rms errors associated with the currents with
respect to the detailed model are given in Table 5.5. The rms errors are calculated
during the 3 ms transient period. Figure 5.11 shows the motor current results for the
average-value models compared with hardware measurements. It can be seen that
the PH model does not follow the transient during the current command step change.
Both the proposed effective voltage model and slew-rate limitation model have better
accuracy compared with the existing perfect hysteresis current model.
Table 5.4: Motor Parameters
Parameter Value
Vdc 250 V
rs 0.1 Ω
Lq 1.297 mH
Ld 1.316 mH
λm 0.277 V·s
ωr 120π rad/s
P 4
h 2.5 A
k 100 A−1
τs 1 µs
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Figure 5.10: Simulation comparison
Table 5.5: Number of Output Calls and RMS Error for Each Method
Method Time Steps Time (ms) iqs (A) ids (A)
Detailed 303832 729.4 — —
PH 103 20.6 2.01 1.74
EV 452 42.7 1.85 1.73
SRL 567 48.9 1.82 1.74
PH is perfect hysteresis, EV is effective voltage,
and SRL is slew-rate limitation.
5.6 Conclusion
This chapter presents two average-value models of hysteresis current control for brush-
less dc motor drives. The relationship between commanded and effective voltage is es-
tablished and used to implement an effective voltage model and a slew-rate-limitation
model. The proposed models predict the average dynamic behavior of the motor drive
88
    0 0.0005 0.001 0.0015 0.002 0.0025 0.003
−10
−5
0
5
10
15
20
25
30
Time (s)
C
u
rr
en
t 
(A
)
iq
id
PH
D
EV, SRL
Figure 5.11: Hardware validation
accurately and efficiently. The new models of hysteresis current control can improve
applications of average-value modeling of torque, speed control in which hysteresis
current control is employed [175–177].
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Chapter 6 Conclusion and Future Work
With the prevalence of power electronics, the modeling and simulation of power con-
verter systems has become more and more important. Especially in large systems
such as electrical vehicles, electric ships, and aircraft, where multiple power converter
systems exist. The design and optimization of those large systems require accurate
and fast average-value models. Also, those power converters need to be designed to
operate in a wide range of operating conditions to meet energy and performance de-
mand. Compared to the commonly used PWM control, hysteresis current control is a
simple and direct control method which does not depend on the system parameters.
However, average-value modeling of hysteresis current control in power converters is
understudied. The basic method is to model it as perfect hysteresis current control.
This method will introduce large current and voltage errors during transient events
such as command current step change or fail to model the actual system in the case of
a three-phase inverter operating in the overmodulation region. Several other methods
for average-value modeling hysteresis current control in dc-dc converter exist. Those
models will either have steady-state errors or take more time steps to simulate.
The contribution of this work is the proposal of slew-rate-limitation method of
average-value modeling of hysteresis current control. It is based on the rate limit
which the inductor current can change. The slew-rate limitation model is first applied
to a boost converter. A wide variety of scenarios have been simulated, such as step
current command, step input voltage, and step output resistance. Compared with five
existing methods, the proposed method is as accurate but faster. It is found out that
the proposed method has a tradeoff between accuracy and simulation run time which
offers modeling flexibility. Frequency-domain analysis is also provided. It is shown
that the proposed model is capable of predicting the frequency-domain characteristics
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of the converter, making it suitable for use in control design and small-signal stability
analysis as well. The proposed model is validated experimentally with a step current
command and a step output resistance.
Then, average-value modeling of hysteresis current control in three-phase inverters
is proposed. Three-phase inverters are transformed into the synchronous reference
frame by using reference frame theory. The perfect hysteresis current control model is
the primary existing method of average-value modeling of hysteresis current control
in three-phase inverters. However, this method cannot accurately model either the
transient event or the overmodulation region. Another contribution of this work
is the modeling of three-phase inverters in the overmodulation region. This paper
defines the overmodulation index as the ratio of required output voltage to the input
dc voltage and formulates a mathematical equation for its three operating regions.
Two new methods are proposed for the average-value modeling of hysteresis current
controlled three-phase inverters: an effective voltage model and a slew-rate limitation
model. Both simulation results and hardware validation are shown for a step current
command in both the normal operating region and in the overmodulation region when
the inverter is connected to a passive load through an LC filter and a step current
command when the inverter is connected to the grid through an L filter. It is shown
that the proposed models accurately predict the transient events and also have the
advantage of fast simulation from average-value models.
Finally, methods for average-value modeling of hysteresis current controlled motor
drives are proposed. The permanent magnet brushless dc motor drive system is
transformed into the rotor reference frame. The proposed effective voltage model
and slew-rate limitation model for three-phase inverters can also apply to motor
drives. Simulation results for pulse train current command and step torque command
are shown. Compared with existing perfect hysteresis model, the proposed methods
have better accuracy during transient events. The proposed models are validated
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experimentally with open loop current command.
During the research, several interesting topics arise which can be extended to
potential future work. These topics are described in more detail below.
It has been found out that during the experiment, the system suffers from the
noise issue. Switching induced noise interfering with cables results in inaccurate and
false microcontroller inputs. This can be improved by changing the cable routing.
Future work could include optimal design and packaging power converters to reduce
electromagnetic interference (EMI), both in the control circuit and in the high voltage
circuit. EMI can be reduced by optimal design the circuit layout and cable routing.
This work includes mathematical modeling of the capacitor and inductor para-
sitic resistance in boost converters. In order to improve the model accuracy further,
nonideal switches, IGBT parasitic resistance and capacitance could also be included
in future work. In this work, only a resistive load is studied. Future work could be
extended to analyze the system with different types of load, such as constant current,
constant power, and constant impedance load.
Frequency-domain study is important for the control design and stability analysis.
This work focuses mainly on the time-domain simulations of power converters. Fre-
quency response simulation of the average-value models of boost converter compared
with the detailed model is shown. Future work could be extended to the study of
frequency response of the proposed models in three-phase inverters and motor drives.
It is noted that the proposed average-value models of hysteresis current control
in this work could be applied to other converter as well, such as buck, rectifier, and
induction motor drives. The proposed slew-rate limitation model for boost converters,
three-phase inverters and brushless dc motor drives and the proposed effective-voltage
model for three-phase inverters and brushless dc motor drives in this work make
the modeling and simulation of hysteresis current controlled power converters highly
accurate (compared to existing models) and highly numerically efficient (compared
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to detailed models). They can be used in the simulation and optimization of large
power converter systems such as electric vesicles, electric ships, and electric aircraft,
where multiple converter systems need to be simulated repeatedly. The proposed
modulation index in this work also improves the modeling accuracy of three-phase
circuits in the overmodulation region.
93
Chapter A Appendix
This appendix gives the design details of a bidirectional dc-dc converter used for
hardware validation in the lab. Input voltage, output voltage, power, operating
frequency, and ripple requirements are specified for the design. The inductance and
capacitance are calculated based on the input, output, and ripple requirements. The
voltage and current ratings for the inductor and capacitor are specified. The switching
device, dual insulated gate bipolar transistor (IGBT) module, is selected based on
operating voltage and frequency. Heat sink design is based on the worst case scenario
heat generated by the switching losses and conducting losses of the IGBT module.
Pictures of the lab equipments are also shown.
A.1 Bidirectional DC-DC Converter Design
Bidirectional dc-dc converters are widely used in energy storage and conversion sys-
tems, such as in an electric vehicle or solar energy storage. It has the ability to control
the power flow in either direction.
vH
vL
CH
CL
L
D1
D2
Figure A.1: Bidirectional dc-dc converter
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Inductance and Capacitance Calculation
A bidirectional dc-dc converter shown in Figure A.1 is built in the lab for hardware
validation. It works as a boost converter if a voltage source is connected to the left
and a load is connected to the right, and it works as a buck converter if a voltage
source is connected to the right and a load is connected to the left. The switches
should be able to carry current in both directions. This is realized by paralleling an
IGBT with a diode. The left side is referred to as the low voltage side and the right
side is referred to as the high voltage side. The high voltage side and low voltage side
have voltage and current relationships:
VH =
1
1− d
VL. (A.1)
iH = (1− d)iL, (A.2)
where the subscript H denotes the high voltage side, L denotes the low voltage side,
and d is the boost converter duty cycle. From (A.1)
VL = (1− d)VH . (A.3)
On the low voltage side, the current and voltage has relationship
L
∆i
∆t
= VL, (A.4)
where ∆t is dT , the time when switch D1 is on in one period T , and ∆i is specified
by the ripple requirements.
The converter is designed to have a low side voltage of 150 V, a high side voltage
of 300 V, a nominal inductor current of 50 A, and a steady-state switching frequency
of 10 kHz. The ripple requirements are 10% for the inductor current and 1% for the
capacitor voltage. The inductance can be calculated by substituting (A.3) into (A.4),
L =
(1− d)VHdT
∆iL
. (A.5)
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Figure A.2: Low voltage side capacitor current in one cycle
When d is equal to 0.5, the above equation has the maximum value of 1.5 mH. So
the inductance should be larger than or equal to 1.5 mH.
The inductor current changes linearly in one switching period and can be approxi-
mate by a triangular wave. Figure A.2 shows the current waveform on the low voltage
side capacitor. The triangle waveform is centered at the load current with a peak to
peak value specified by the ripple requirement. The low voltage side capacitor has
voltage and current relationship
CL
dVL
dt
= iL. (A.6)
Take integral on both sides of the above equation∫
CLdVL =
∫
iLdt. (A.7)
The right hand side has the geometric meaning of the shaded area of the triangle in
Figure A.2. So the low voltage side capacitance can be calculated
CL =
1
8
T
∆iL
∆VL
, (A.8)
where ∆VL is specified by the ripple requirement. Substitute ∆iL from (A.5) and
∆VL from the ripple requirement (A.3), (A.8) can be simplified into
CL =
1
8L
dT 2VL. (A.9)
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Figure A.3: High voltage side circuit
The above equation has a maximum value of 83.4 µF when d is 1. So the low voltage
side capacitance should be larger than or equal to 83.4 µF to maintain the ripple
requirement.
The high voltage side circuit can be simplified as Figure A.3. The capacitor should
maintain the output current in one cycle. The voltage and current relationship can
be expressed as
CH
∆VH
∆t
= iL − (1− d)iL, (A.10)
where ∆t is equal to (1− d)T and ∆VH is specified by the ripple requirement. Sub-
stitute those values into the above equation and simplify it, the high voltage side
capacitance can be calculated
CH =
(1− d)dT iL
∆VH
. (A.11)
The above equation has a maximum value of 417 µF when d is 0.5. So the high
voltage side capacitance should be larger than or equal to 417 µF.
Voltage and Current Ratings
After calculating circuit parameters based on the design requirements, current and
voltage ratings should also be specified. Although the converter is designed to have
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voltage ratings of 150 V and 300 V, for safety consideration the values are doubled
when choosing the capacitors. So the capacitors should have voltage ratings of 300 V
and 600 V for low voltage side and high voltage side, respectively. Current rating
calculations are shown as follows.
For the low voltage side capacitor, the current waveform is shown in Figure A.2.
The current in one cycle can be expressed as
iC =

(1− d)VH
L
t− 1
2
(1− d)VH
L
dT, t ≤ dT
− dVH
L
(t− dT ) + 1
2
(1− d)VH
L
dT, t>dT
(A.12)
The rms value can be calculated
iCrms =
√
1
T
(∫ dT
0
(
(1− d)VH
L
t− 1
2
(1− d)VH
L
dT )2dt+
∫ (1−d)T
0
(−dVH
L
(t− dT ) + 1
2
(1− d)VH
L
dT )2dt
)
,
(A.13)
which can be simplified as
iCrms =
1
2
√
3
(1− d)VHdT
L
. (A.14)
The above equation has a maximum value of 1.45 A when d is 0.5. So the current
rating for the low side capacitor when doubled is 2.9 A.
For the high voltage side capacitor, the current waveform is shown in Figure A.4.
The rms value of the current can be expressed as
iCrms =
√
1
T
(
∫ (1−d)T
0
(diL)2dt+
∫ dT
0
((d− 1)iL)2dt), (A.15)
which can be simplified as
iCrms =
√
d(1− d)iL. (A.16)
The above equation has a maximum value of 25 A when d is 0.5. So the current
rating for the high side capacitor when doubled is 50 A.
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Figure A.4: High voltage side capacitor current in one cycle
Heatsink Design
One IGBT dual module CM150DY-24A is used to implement the two switches in
Figure A.1. The IGBT heat sink design procedure is as follows.
In order to design for the worst case scenario, two cases are taken into considera-
tion. The first case is when the current is 100 A, which is twice the designed value. In
this case, the junction temperature is assumed to be as high as the maximum value,
which is 150 ◦C. The second case is when the current is 50 A, which is the designed
value. In this case, the junction temperature is assumed to be the middle point of
room temperature 25 ◦C and the maximum junction temperature 150 ◦C, which is
87.5 ◦C. The thermal equivalent circuit is shown in Figure A.5. All the values used
in the calculation are listed in Table A.1 from the datasheet. The analogy between a
thermal circuit and an electrical circuit is as follows: power dissipation in a thermal
circuit is like current, temperature is like voltage, and thermal resistance is like resis-
tance. The total loss is the sum of conduction loss and switching loss. The power
dissipation in the transistor and the diode can be expressed as [178]
T =
1
2
V I + (Eon + Eoff )f, (A.17)
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Figure A.5: Equivalent thermal circuit
Table A.1: Values used in thermal calculation
Conditions 100A 150 ◦C 50A 87.5 ◦C
Switching losses
Transistor
Eon=6mJ/pulse Eon=3.5mJ/pulse
Eoff=15mJ/pulse Eoff=8mJ/pulse
Diode Err=8mJ/pulse Err=5mJ/pulse
Conduction losses
Transistor V=2.4V V=1.5V
Diode V=2V V=1.8V
D =
1
2
V I + Errf, (A.18)
where T represent transistor, D represent diode, f is the switching frequency. In the
above equations, 1
2
means that the device is on for half of the time in one period.
Solving the thermal equivalent circuit in Figure A.5 for the two cases, the heat sink
thermal resistance should be smaller than or equal to 0.14 Km2/W for the worst case
scenario design.
Sensors and Microcontroller
Three current sensors are required to measure the low side current, high side current,
and inductor current, respectively. In this lab, HASS 50-S are being used. The
current measuring range is −150 A – 150 A. Two voltage sensors are required to
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measure the low side capacitor voltage and high side capacitor voltage, respectively.
In this lab, LV 25-P/SP2 are being used. The voltage measuring range is 10 V –
1500 V. The control is implemented by a TI F28335 32-Bit 150 MHz microcontroller
with built-in PWM and analog-to-digital conversion (ADC) capabilities.
A.2 Lab Pictures
The bidirectional dc-dc converter is shown in Figure A.6. The high side capacitance
is 470 µF and the low side capacitance is 167 µF. The inductance is 1.5 mH at 10 kHz.
Figure A.6: Bi-directional dc-dc converter
The load bank is shown in Figure A.7. It consists of three identical sets of resistors.
Each set has nine resistors in parallel: three 10 Ω, two 50 Ω, and four 25 Ω. The
three sets can be connected in series to serve as a single-phase load, or wye-connected
as a three-phase load.
The three-phase inverter and its output LC filter are shown in Figure A.8 and
Figure A.9, respectively. The dc link capacitance is 680 µF. The filter inductance is
101
Figure A.7: Load bank
0.276 mH and the line-to-line capacitance is 8 µF.
Figure A.8: Three-phase inverter
The grid connected transformer is shown in Figure A.10. The line-to-line voltage
102
Figure A.9: Three-phase inverter output LC filter
is 120 V.
Figure A.10: Grid connected transformer
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The permanent magnet brushless dc motor is shown in Figure A.11. It is a six
pole 8 HP machine.
Figure A.11: Brushless dc permanent magnet motor
104
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