Tool condition monitoring (TCM) is an important aspect of condition based maintenance (CBM) 
Introduction
Global demands for improved quality, reduced downtime, lower production costs, and overall improved systems and production line control are driving the need for improved production capabilities and higher performance processes. Condition based maintenance ͑CBM͒ is a critical element enabling continuous improvement of any modern manufacturing facility. CBM can be seen as an integral process of the seamless transformation of raw data related to equipment health and performance into information about process and system health that is essential in decision making regarding production operations ͓1,2͔,
The standard for open-systems architecture for CBM ͑OSA-CBM͒ defines the various stages of this data transformation as is shown in Fig. 1 ͓2͔. Information about health of any piece of equipment is obtained from the readings of one or more sensors mounted on that equipment. Often, situations exist where sensor readings are augmented with historical knowledge pertaining to equipment behavior, engineering model of phenomena occurring in the equipment, and human expertise. Based on these sources of information, features relevant to equipment health are extracted from sensor readings through various forms of sensory signal processing and feature extraction. These features form behavior models of equipment in different health states ͑normal behavior and different faulty behavior modes͒. Those models may be in various different forms, including a statistical form ͑distributions of sensory signatures under normal or various faulty conditions͒, dynamic model ͑differential equations describing various health states of the equipment͒, and others. Based on the models of normal and current equipment behavior, equipment health assessment can be accomplished by quantitatively expressing the proximity of the currently observed system behavior to the model describing its normal health state. Similarly, the presence or absence of any fault can be diagnosed through proximity of the model of the currently observed equipment behavior to the behavior model corresponding to a specific fault. Finally, the temporal dynamics of signatures extracted from sensor readings can be captured and extrapolated to predict their behavior in the future and thus predict likelihoods of various behavior modes for the equipment. Figure 2 illustrates the concepts of quantitative health assessment and diagnosis in CBM based on simple statistical models of various behavioral modes while Fig. 3 illustrates the concept performance prediction in CBM.
Based on the quantitative information about current and/or predicted equipment health, maintenance and operational decisions that are optimal from the system level point of view can be made. In a manufacturing system that entails maintenance and/or production decisions that typically deliver some combination of maximum productivity, target quality levels, and minimum costs, given the equipment condition, work-in-progress states, costs of maintenance operations, availability of maintenance resources, and other criteria ͓3,4͔. In practice this target decision point is defined by maximum profit or return on investment. Various aspects of this "data to information to decision" transformation have received significant attention, especially in the case of sophisticated, expensive and safety critical systems, such as manufacturing equipment, computer networks, automotive and aircraft engines, etc. A thorough survey of latest activities and achievements in CBM can be found in Ref. ͓1͔. This paper is a review paper and presents the latest research achievements in CBM applications for tool condition monitoring ͑TCM͒ for cutting processes in manufacturing. TCM is a key element of CBM for cutting processes and is in its infancy regarding it application to these processes. Thus, the advancement and utilization of TCM presents research and implementation challenges. Next generation technologies such as wireless network systems, integrated low-cost sensors that can be embedded directly into tooling, and more powerful system controllers capable of performing significant analyses on streaming data to estimate tool conditions are facilitating more advanced application of TCM in the modern production units. However, as with all advancements there are some hurdles that must be overcome when implementing TCM. In particular, there are two aspects of TCM that make it difficult to implement. First is that a wide variety of cutting operations are employed ͑e.g., drilling, turning, grinding, etc.͒. Second, to be most effective the measurement of the tool condition must be done in situ where extremely harsh and varying conditions may exist. Such monitoring is typically done using indirect measurements and estimation of various tool parameters such as sharpness, material and chip parameters and contact interface conditions.
Contributed by the Manufacturing Engineering Division of ASME for publication in the JOURNAL OF MANUFACTURING SCIENCE AND ENGINEERING. Manuscript receivedThe use of CBM for general machining process monitoring was discussed in 2004 in Ref. ͓5͔ with sections dedicated to monitoring of surface texture and integrity, dimensional accuracy, tool condition and chatter. A more focused review can be found in Ref. ͓6͔ , where research achievements in CBM applications in TCM alone are surveyed. This area was further surveyed by Rehorn et al. ͓7͔ , who examined TCM from a process-specific perspective. Nevertheless, due to the rapid pace of advances in new sensing and computing technologies, and increasingly stringent requirements for improved quality and reduced equipment downtimes, one can observe a surge of recent activity in the area of TCM research. Furthermore, new hardware and algorithmic developments render some of the old approaches based on limited sensing and computational capabilities obsolete. Therefore, a thorough survey focusing on the latest developments in the TCM is needed.
With the goal of presenting a focused, state-of-the-art review of the most significant research in TCM published in the last 5 years, this paper discusses TCM for the turning, drilling, milling, and grinding applications. Conceptually, this paper focuses on indirect sensing methods applied to the signal processing and feature extraction, and health assessment and health prediction layers of CBM. The reason for this is that even though the most accurate measurements of the tool condition can be done in situ, high costs, intrusiveness on the normal manufacturing process, as well as harsh and unpredictable conditions under which direct tool condition sensors most operate often render these direct approaches to TCM unfeasible. Indirect measurements and estimation of various tool parameters such as sharpness, contact interface conditions and material and chip parameters are hence often more amenable to applications in full scale manufacturing. Some discussion is provided on advances in data presentation and decision-making ͑when to change tool and when not͒; however, these topics are not the focus of this paper. The purpose of the ensuing text is to provide a clear snapshot of current capabilities, and serve as a foundation for further studies into TCM. This paper is organized by each of the four manufacturing processes reviewed. For consistency, within each process section three areas are discussed: sensing and hardware, signal processing and feature extraction methods, and tool condition health assessment methods.
Tool Condition Monitoring for Turning
Indirect sensing-based tool condition monitoring seems to have obtained the most attention in turning operations. The reason for this is that it is less complex than other processes with defined cutting edges ͑drilling and milling͒ because only one cutting edge is engaged with the material, and the depth of cut is usually constant ͑at least in the case of machining of cylindrical features͒.
A good sense of the immense amount of earlier research in the area of indirect sensing-based tool condition monitoring in turning can be obtained from Ref. ͓8͔ , where a comprehensive review of 138 publications dealing with the use of artificial neural networks ͑ANNs͒ for on-line and indirect tool condition monitoring in turning is given. The generic model adapted by the authors for characterization and comparison of approaches is given in Fig. 4 .
This paper focuses on the use of ANNs for continuous wear monitoring, and the detection and differentiation of tool breakage and collision from tool wear. It also offers a thorough synthesis of a decade of generic research regarding the adequate sensing, signal processing, and extraction of features out of sensor signals with a focus on the ANN paradigm at the process model and decision-making levels. Most recent surveys on the use of other Transactions of the ASME methods for creation of process model and decision-making, such as expert systems, fuzzy logic, and statistical pattern recognition can be found in Refs. ͓9,10͔. This section presents the most recent advances in the area of indirect sensing-based tool condition monitoring in turning.
Advances in Sensing and
Hardware. Acoustic emission ͑AE͒ sensors have significant applications in TCM. AE includes a class of phenomena in which elastic waves are generated by the rapid release of energy from local sources within the material. These waves propagate through the structural elements of the machine and workpiece generating significant information content in the MHz frequency band. Increased attention to AE based tool condition monitoring in turning ͑as well as in other areas͒ was spurred by recent advances in computational technology, permitting the processing of these high-bandwidth signals enabling increased use of AE signals. In Refs. ͓11,12͔, the authors utilized basic AE signal features and pursued increased sensitivity of AE based tool condition monitoring to wear in turning through the use advanced pattern classification methods. In Ref. ͓13͔, the authors study the statistical properties of AE signals through the analysis of the AE amplitude and root-mean square ͑RMS͒ data. It was successfully demonstrated that aging features could be seen in experimental histograms of amplitude and RMS features. Sensitivity to tool breakage of AE based tool monitoring in turning was improved in Refs. ͓14,15͔ through the use of nonstationary signal analysis applied to the AE signals while a similar advanced signal processing approach was used in Ref. ͓16͔ to improve the sensitivity of AE based tool monitoring to tool wear in turning. This approach helps to address the difficulty with AE approaches, particularly, the method sensitivity to nonhomogeneity in the structure through which the wave propagates and the resultant signal disturbance.
Besides the use of AE sensing, many recent publications demonstrate that significant benefits can be obtained through the use of multiple sensors. In Refs. ͓17,18͔, AE and force sensing are combined while feed-direction motor current and sound signals are jointly considered in Ref. ͓19͔ . The multisensor fusion in the aforementioned research was facilitated through the use of elaborate and sophisticated signal processing and pattern recognition methods, which are further described Secs. 2.2 and 2.3.
Rather than using high-bandwidth sensing or sophisticated multisensor fusion, the research in Ref. ͓20͔ pursued a higher signal to noise ratio for tool condition monitoring through data acquisition accomplished very near the actual cutting tool tip. Based on the tool tip position sensing and piezoelectric actuation signals integrated into a newly developed boring tool, the well-known disturbance observation method ͑from traditional control theory͒ is used to provide an on-line estimate of the cutting forces. This tool design gives greatly increased flexibility during the boring process without decreasing its accuracy since increased compliance in the cutting tool is compensated through the piezoelectric tool tip actuator and the tool tip deflection measurement sensor. These signals are used to indirectly observe the cutting force, bypassing the need for direct force measurements, which are both costly and may incur changes in cutting tool dynamics due to the presence of a force/torque sensor. The estimated force patterns were used to successfully detect tool breakage and misalignment of the workpiece. The estimated forces might also be used for tool wear monitoring, even though this application is not considered in Ref.
͓20͔.
Among recent hardware improvements in tool wear monitoring in turning, it is also worth mentioning the work in Ref. ͓21͔, where robustness improvements important for actual industrial implementation of a tool condition monitoring system for turning are pursued through hardware integration of simple force sensing data acquisition with elementary feature extraction and pattern recognition methods onto a single chip. This highly specialized, robust and rugged system was tested in actual industrial environment and demonstrated excellent results in terms of on-line detection of tool breakage but the researchers noted that it was not as sensitive to turning tool wear. This is not surprising since the integration constraints necessitated the use of rudimentary processing pattern recognition methods that have been shown in the past to cause sensitivity issues.
Advances in Signal Processing and Feature Extraction
Methods. Analysis of recent work in TCM in turning indicates a strong shift toward the use of advanced, nonstationary signal analysis techniques that jointly analyze the distribution of signal energies in various time intervals and frequencies ranges ͑in this section, the term "nonstationary" signals is used for signals whose frequency content varies over time͒. This is enabled by advances in computational technology and the development of new signal processing algorithms, and facilitates a more accurate representation of time-varying, nonlinear, and stochastic dependencies of tool wear on various signals ͓19,22,23͔.
Wang et al. ͓22͔ extracted dynamic characteristics of tool wear from Daubechy's wavelet coefficients of the vibration signals. In his work, signal energies at various scales were used as a feature set for a hidden Markov model ͑HMM͒ that evaluated the likelihood that the observed signals came from either a worn or a sharp tool. The tool was assigned to the worn or sharp tool class based on which situation had a higher likelihood according to the HMM. A similar signal processing approach was also used in Ref. ͓24͔ where flank wear in turning was assessed using sound signals. In Refs. ͓15,14͔, time-scale analysis of AE signals based on Haar wavelets was coupled with simple statistical process control ͑SPC͒ charts of wavelet coefficients to enable the detection of significant wear or tool breakage in turning. Gao and Xu ͓17͔ also used wavelet analysis to process AE and three orthogonal force signals generated during turning to extract a number of features from various frequency bands of those signals. They subsequently utilized feature-by-feature correlation to select features that are the most correlated with the actual tool wear in order to accomplish multisensory TCM through the use of ANNs. Scheffer and Heyns ͓25͔ used multisensory data into ANNs to develop a wear monitoring system. More recently ͓16͔, Daubechy's wavelet coefficients of raw AE signals emitted during turning were analyzed and compared between a sharp and a worn tool. Through qualitative observations, it was noted that the wavelet resolution coefficient norm, rather than modulus maxima, was a more stable feature distinguishing between a sharp and a warn tool.
Liu et al. ͓26͔ departed from the prevalent trend of utilizing wavelets to decompose nonstationary signal energy over time and frequency ͑or rather over time and scale domains͒, and utilize Cohen's class time-frequency distributions for signal energy decomposition ͓27͔. Spindle load signals emitted during 2 weeks of actual industrial boring operations in automotive industry were analyzed using higher order moments of reduced interference distributions ͑RIDs͒. This signal processing technique inspired by achievements in quantum physics is relatively unknown in the manufacturing community because regular computers only recently became capable of producing these distributions because of their immense complexity. Nevertheless, at the expense of significant computational load, RIDs possess a number of mathematical properties that make them increasingly interesting, especially with the further advances in computational technology ͓28͔. Fig. 5 is not able to differentiate between the two signals since their frequency contents are identical ͑they are different only in when each of the frequencies appeared in the signal͒. In Fig. 6 , the two frequency hopping signals are easily differentiated by the corresponding binomial RID distributions that clearly show what frequencies existed in the signal and when they existed in the signal.
Salgado and Alonso ͓19,23͔ departed from the main trend of wavelets utilization and proposed the use of singular spectrum analysis ͑SSA͒ for tool wear detection in turning. Unlike Cohen's class of time-frequency distributions, SSA deals with nonstationary signals in a relatively simple manner. First the data are processed using a sliding window technique, and the windowed data are used to construct a Hankel matrix. Singular value decomposition ͑SVD͒ of this matrix robustly isolates the noise from the signal components carrying the energy in various frequency bands, allowing a more precise analysis of the signal's frequency content. In Ref. ͓23͔, the SSA is applied to longitudinal and transverse vibration signals, observing that the basic statistical properties ͑mean and variance͒ of SSA-extracted "noise" components of both vibration signals demonstrated a direct dependency on the flank tool wear. This is consistent with observations from earlier researchers that the high-frequency range of vibrations ͑which lives in the "noise" terms extracted through the SSA͒ is more affected by tool wear. Nevertheless, SSA based identification of the high-frequency signal components enabled this dependency to be more pronounced, improving subsequent training of an ANN for estimation of flank wear based on those features. Similar reasoning is used in Ref. ͓19͔ , where high-frequency component of sound signals were identified using SSA after which SSAextracted features of sound signals were merged with cutting force levels estimated from feed motor currents to accomplish multisensor estimation of tool wear through an ANN.
One should note that better availability and feasibility of new, powerful signal processing methods does not completely usurp the use of more traditional methods for stationary signal analysis, such as the use of basic statistical properties ͑mean, standard deviation, RMS, kurtosis, etc.͒, time-series analysis, and/or frequency-domain analysis ͑enabled through the use of the Fast Fourier Transform͒. Robustness and ease of implementation of these more traditional solutions has significant appeal, especially for industrial implementation. In Ref. ͓30͔, the resultant force of the tangential, feed, and radial force components is utilized for tool breakage detection in turning. In Refs. ͓21,31͔, raw readings of the feed and cutting direction forces are used for the estimation of tool wear. Cutting forces were also employed in Ref. ͓32͔ when the mean cutting force was used to estimate turning tool wear levels. This work was significantly improved in Ref. ͓18͔ , where tool wear levels in turning were estimated using the median and variance of forces in the feed direction as well as the mean and minimum values of the RMS time series of AE signals. More recently, Du and Yeung ͓33͔ utilized the mean values of the spindle motor and feed motor currents ͑coupled with the off-line calculated mean material removal rates͒ to monitor the progress of tool wear in boring while Srinivasa-Rao et al. ͓34͔ utilized raw temperature readings from a K-type thermocouple embedded at the bottom of the turning tool insert for on-line prediction of diffusion flank wear. Prediction results closely match observed flank wear diffusion data as shown in Fig. 7 .
Despite the fact that this significant body of research ͓18,21,30-34͔ avoids the utilization of nontraditional signal processing methods, it does employ advanced computational concepts by coupling traditional techniques with highly complex and sophisticated health assessment methods such as HMMs, ANNs, fuzzy logic, and others ͑these advanced pattern recognition methods and function approximation methods are discussed in more details in Sec. 2.3͒. A relative departure from the aforementioned trend is the work in Ref. ͓35͔ , where the authors use the autoregressive moving average ͑ARMA͒ modeling for dynamic analysis of the deterministic and stochastic components of the turning force signals in the feed direction. For each wear level, the Green's Function ͑impulse response͒ coefficients of the corresponding ARMA models are extracted and tracked as the cutting tool wears out. It is observed that ARMA models of higher autoregressive orders are adequate for higher wear levels, thus indicating the occurrence of novel dynamic modes with the progress of tool wear. One could say that rather than using sophisticated pattern recognition and function approximation methods, the authors of Ref. ͓35͔ effectively augment their basic stationary signal processing and feature extraction technique with the knowledge of the physics of the problem and achieve good results. Furthermore, sophisticated function approximation techniques for expressing quantitative turning tool wear characteristics in terms of signal characteristics has also been developed. These approaches enable researchers to pursue TCM using dynamic signal features rather than static or "snap shot" characteristics ͓36͔. For example, rather than indicating tool breakage when SPC based force threshold is sensed, such an indication state is not set until this threshold has existed for two revolutions of the part. Such an Transactions of the ASME approach has yielded significantly lower false indications ͓30͔. A more sophisticated, yet theoretically tractable, and intuitive method able to capture the dynamics of a sequence of signatures is the use of HMMs for the modeling of features extracted out of signals. HMMs consist of a finite set of "hidden" states that are traversed according to certain state transition probabilities. State transition probabilities p i,j capture the temporal dynamics of the process by modeling probabilities of the process in state i moving to the hidden state j in the next time step. ͑Markovianity stems from the fact that these transition probabilities for the next state are dependent only on where the process is at present͒. HMM states are not directly observable ͑they are "hidden"͒ and information about them is conveyed through observations that are stochastically related to each state through an observation probability density function. This makes HMM ideal for modeling CBM.
Advances in Tool Condition
Since HMMs are a natural fit to CBM, it has been successfully employed in a number of research efforts. In Ref. ͓22͔, two HMMs are fit to two respective sequences of wavelet packet energies ͑a sharp tool packet and one from a worn tool͒. These two HMMs are used to classify subsequent observations as sharp or worn, based on the likelihood of that particular sequence emanating from the sharp tool or warn tool HMM. This technique is extended to different wear levels in Ref. ͓36͔ . It is important to note that each level of wear must be initially characterized by an HMM. The authors also make use of the fact that wear progresses only in one direction over time ͑e.g., the tool does can only wear and not sharpen͒. The state transition is unidirectional in nature. A standard Baum-Welch training algorithm is used to identify the HMM parameters ͑state transition probabilities and output probability density parameters͒.
One potential weakness of the use of HMMs for TCM is its strong dependency on initial data to set-up the HMM. Such initial data may require significant efforts to develop. In Refs. ͓33,37͔, incorporation of expert knowledge into a Markovian model framework is accomplished through a merger of fuzzy logic and HMMs in the fuzzy-transition probabilistic ͑FTP͒ framework. Stochasticity of signal features in different stages of system degradation ͑tool wear in the case of TCM͒ are represented as Fuzzy sets while the concept of transition probabilities for modeling of temporal dynamics of signal features is inherited from the more traditional HMMs. This new method for monitoring of progressive faults is demonstrated in Ref. ͓33͔ for crack propagation monitoring and boring tool condition monitoring based on mean values of the main spindle and feed motor currents. It should be noted that HMMs, as with any model/empirical based approach is typically quite good at interpolating within its training set but unexpected and incongruent results can occur if the approach is used to extrapolate to states that have not been considered in the initial data set.
Another significant trend in the last 5 years is the increased use of artificial intelligence ͑AI͒ methods, such as ANN, fuzzy logic, genetic and evolutionary computation, and support vector machines ͑SVMs͒. An ANN is a function approximation and information processing paradigm based on the heuristics of interconnected simple͑r͒ computational units that function similarly to neurons in a human brain ͓34͔. Salgado and Alonso ͓23͔ utilize a three-layer ͑one hidden͒ multilevel perceptron ͑MLP͒ ANN to estimate flank wear of a turning tool based on the statistical properties of features extracted from SSA of longitudinal and transverse vibrations. The number of hidden neurons was established although trial and error, minimizing the RMS of ANN estimation errors evaluated on a testing set of data. Another three-layer MLP ANN was used in Ref. ͓34͔, estimating diffusion flank wear of the turning tool insert based on process conditions ͑cutting speed, feed, depth of cut, material properties of the tool and workpiece͒ and temperatures obtained from the bottom of the turning insert using a k-type thermocouple. Results demonstrated a significant improvement over the sole use of Fick's law. Compared with physics only methods ͓34͔, the need to retrain the ANN for each combination of tool and workpiece materials represents one weakness of the ANN-based approach to tool wear estimation.
More recently, Salgado and Alfonso ͓19͔ augmented their work presented in Ref.
͓23͔ by using a least-squares version of a support vector machine ͑LS SVM͒ to accomplish multisensory fusion of feed-direction forces from the ac motor currents with the SSAextracted features from the sound signals. Support Vector Machines are a relatively novel machine learning tool particularly well-suited for learning with small sample sizes. Unlike ANNs, SVMs have a solid statistical grounding and a high capacity for generalization ͓23͔. The least-squares version of SVMs used in Ref. ͓23͔ led to a solution based on only systems of linear equations ͑rather than a system of nonlinear equations that needs to be solved in the case of a general SVM͒, yielding a solution with a greater analytical tractability. Testing and validation of the methodology were performed on a set of cutting conditions that were not presented during the training process. The authors demonstrated that even though LS SVM and ANN ͑MLP ANN, similar to the one used in Ref. ͓19͔͒ had similar accuracy for large training data sets, the LS SVM was able to provide highly accurate estimates of tool wear even when the number of training samples was reduced to the point where the ANN accuracy was compromised.
Jelmeniak and Bombinski ͓18͔ utilized an ANN ͑feed-forward back-propagation ͑FFBP͒ MLP͒ to augment a univariate approach for turning tool condition monitoring introduced in Ref. ͓32͔ . The method introduced in Ref. ͓32͔ is essentially a univariate method expressing the remaining useful tool life based on a single, varying signal feature ͑in this paper, authors demonstrate the use of mean cutting forces͒, which is related to the remaining tool life using a simple mathematical relation with time-instances when operator notices unacceptable tool wear ͑either based on product dimensionality variations, or based on jeopardized surface integrity͒. In Ref. ͓18͔, these univariate estimates are fed into an ANN, facilitating multivariate feature considerations in a hierarchical manner. First level estimations are accomplished using individual features through formulae proposed in Ref. ͓32͔, followed by ANN enabled merger of individual tool life estimations at the next level͒. In Ref. ͓18͔, the authors used the median and variance of the feed force signal as features, as well as the median and variance of the RMS of AE signals. The novel concept in this approach is that remaining tool life is estimated, rather than tool wear. The approach does not estimate wear but predicts when unacceptable products will be machined, effectively incorporating observations and knowledge of machine tool operators into the hierarchical TCM system. Furthermore, as this approach does not estimate tool wear, the need for direct measurements of tool wear are not necessary.
A more traditional approach for incorporation of expert knowledge is through the use of fuzzy logic. Balazinski et al. ͓31͔ used a fuzzy decision support system representing expert knowledge in the form of a set of "if-then" rules, connecting fuzzy-inputs ͑simple signal features extracted from the cutting and feeddirection forces͒ and fuzzy-outputs ͑levels of tool wear͒. The need for expert knowledge in defining fuzzy rules is significantly diminished by the work in Ref. ͓21͔ , where the paradigm of genetic algorithms is utilized to facilitate the autonomous generation of fuzzy rules. The survival of the fittest heuristic is used to generate new rules out of those yielding good predictions of wear while diminishing the influence of ͑or removing͒ the rules that resulted in poor wear prediction. The basic application of fuzzy-logic in turning TCM was enhanced in Ref. ͓31͔ by casting the problem of tool wear estimation as a set of computational fuzzy rules with Gaussian membership function, making the evaluation scheme mathematically equivalent to Radial Basis Function ANNs. In this case, the operator only needs to specify the number of fuzzy rules ͑i.e., the number of nodes of the ANN-obtained through trial and error͒ after which model parameters are optimized based on the training set. In Ref. ͓17͔, fuzzy logic was used to define a twostage approach where B-spline ANNs are trained to estimate tool insert wear based on individual sensor readings, followed by a fuzzy-model sensor fusion of ANN outputs. The tool wear estimation accuracy of individual B-spline ANNs was significantly improved when a fuzzy model refined the tool wear estimations from individual ANNs. Experiments with turning under 64 different cutting conditions with different levels of tool insert wear yielded remarkable accuracy of wear estimation through ANN/fuzzymodel fusion simple features of three orthogonal force readings and AE RMS signals.
The recently introduced concept of support vector machines was modified and utilized for TCM in turning in Refs. ͓11,12͔. SVM modification in Ref.
͓12͔ enabled multiclassification of turning signals to discern various levels of tool wear with explicit considerations of costs associated with misclassifications incorporated into the SVM parameter adjustments. The modified SVM was subsequently utilized in Ref. ͓11͔ to devise a methodology for training data selection based on pruning the redundant training items using the generalization error surface of the SVM. The generalization error surface was generated through the k-fold cross validation procedure, where the training set is randomly split into k mutually exclusive subsets ͑"folds"͒ of approximately equal size after which k-1 folds are used for training and the kth fold is then used for evaluation of generalization. This procedure is repeated to make each of the folds the evaluation fold and generalization errors are then averaged.
Recently, the dynamic and AI-based methods for tool health assessment were tested and compared. Such studies are particularly important in light of increased availability and feasibility of use of such methods in TCM. Balazinski et al. ͓31͔ compared MLP-based, basic fuzzy-rule based, and ANN-based fuzzy inference system ͑essentially a Radial Basis Function-RBF ANN͒ approaches for turning tool wear estimation using force readings in cutting and feed directions. The authors observed a comparable accuracy in estimating tool wear in all three cases and conclude practical convenience rather than accuracy should be the main criterion for selecting an appropriate AI health assessment method for TCM. Construction of the fuzzy rules to establish a fuzzy logic based TCM system necessitates existence of accurate and reliable expert knowledge, limiting this method significantly. For the MLP and RBF based health assessment tools, the main obstacle is the need to determine internal structure of the ANN ͑number of nodes, number of hidden layers and connections among the nodes͒. However, the RBF approach demonstrated significantly shorter training time than required by the MLP approach. Scheffer et al. ͓36͔ compared an ANN approach to an HMM approach for condition assessment in TCM in turning. For both the ANN and the HMM, the authors utilize an identical data set consisting of force sensor readings ͑in three orthogonal directions͒ collected under several cutting conditions. An elaborate ANN scheme is utilized to establish a connection between the tool wear levels VB, and the four features found to be the most correlated with the tool wear levels ͑using a simple feature-by-feature correlation͒. Four relatively simple static networks ͑SNs͒ were used to model the dependency of the four force signal features on the tool wear while a dynamic network ͑DN͒ was used to capture dynamics of the wear growth. This addresses the fact that tool wear seldom follows the same geometry and growth rate. Structures of both SNs and the DN were selected ad hoc ͑feed-forward networks with three layers͒. In terms of accuracy of tool wear estimation, both ANN and HMM-based approaches achieved comparable and satisfactory results with the ANN providing a better fit to the actually measured tool wear data according to the ␥ 2 statistical test. It was demonstrated that ANNs inherently produce continuous results and are more suitable for continuous estimation problems ͑e.g., tool wear estimation͒. Conversely, HMMs are traditionally aimed at estimating stratified levels of the unknown variable ͑or states of that variable͒. It should be noted that HMMs can be adapted to continuous estimation problems ͓36͔. A significant weakness of ANNs is that their architecture must be adjusted via trial and error. An advantage of HMMs is that they are a well-known and well-understood with readily available numerical software tools enabling easy implementation of HMM-based condition monitoring solutions. However, they do require a significant amount of training data.
Temporal performance predictions for a real industrial metalcutting process are reported in Refs. ͓26,38͔. In both papers, timefrequency moments of binomial time-frequency RID distributions were used to describe performance of a boring process in an automotive plant. In Ref. ͓38͔, an Elman recurrent neural network ͑ERNN͒ was constructed to predict the behavior of those features while in Ref. ͓26͔, a novel prediction algorithm was introduced, based on quantitatively expressed similarities between the currently observed cutting process behavior and the library of behavioral signatures collected in the past. In both papers, uncertainty of prediction was assessed, which is necessary for evaluation of the remaining useful life and prediction of probabilities of unacceptable behavior over time, as illustrated in Fig. 3 . In addition, mean squared prediction errors were used to evaluate the quality of prediction and the newly introduced methods were compared on the same set of data with more traditional prediction methods on the same data set ͑very unique and also very useful͒. Most recently, research in TCM applied to turning did not employ advanced heath assessment methods ͓14,15,26͔ and opted instead for more traditional Gaussian statistics based approaches ͑SPC in Refs. ͓14,15͔ and Mahalanobis distances in Ref. ͓26͔͒. Nevertheless, it is the use of advanced wavelets and timefrequency signal analysis in those papers that brought about a more analytically tractable behavior of signal features ͑approxi-mate Gaussian nature͒ and enabled the use of less elaborate tool health assessment methods.
Tool Condition Monitoring for Drilling
Drilling is one of the most frequently encountered machining operations, accounting for over 30% of all cutting operations in industry ͓39͔ and over 40% of cutting operations in the aerospace industry ͓40͔. The existence of multiple cutting edges with variable cutting speeds along those edges, increased interaction between the metal chips and the cutting tool during chip evacuation, Transactions of the ASME and significantly altered heat transfer characteristics compared with the turning process make the task of tool condition monitoring in drilling significantly more challenging. Monitoring tool wear in a drilling process is the subject of study in the review work ͓41͔. Significant new developments in sensing and hardware, in signal processing and feature extraction, and in tool health assessment methods for drilling tool condition monitoring have been made in the last several years and are reviewed in this section.
Advances in Sensing and
Hardware. Recent research in drilling tool condition monitoring has introduced increased use of AE sensing ͓42,43͔, as well as concurrent use of multiple sensors ͓43-45͔. Similar to turning operations, high-bandwidth AE signals carry information about microscopic damage created by the cutting mechanism and changes in the tool condition. This is depicted in the high-frequency emission of stored elastic energy traveling through both the workpiece and machinetool in the shape of elastic stress waves ͓42͔. Recent developments in computing technology enabled the real-time acquisition and processing of these highly transient signals permitting their use in drilling tool condition monitoring. In Ref. ͓42͔, raw AE signals were used to detect the critical point in drill life when increased wear begins to develop and tool change needs to take place. More recently, the RMS values of AE signals were coupled with thrust force and torque measurements to enable multisensory condition monitoring of a drill bit in drilling of small, deep holes ͑aspect ratio of 10 or higher͒ ͓43͔. Evolution of the total cycle AE signal over the life of a drill is given in Fig. 9 ; imminent failure is easily identifiable.
Besides ͓43͔, multisensory approaches to tool condition monitoring in drilling were also reported in Refs. ͓44-46͔. In Ref. ͓46͔, a simple simultaneous thresholding method is proposed for merging thrust force and cutting torque signals. In Ref. ͓44͔, the thrust force and cutting torque sensor readings were merged with cutting condition parameters ͑spindle speed, feed rate, and drill diameter͒ through an ANN to estimate flank wear of a drill bit. It was observed that significant improvements in accuracy of drill bit wear estimation could be obtained if optically measured chip thickness was also used for flank wear estimation. Inclusion of this parameter necessitates off-line measurements of chip thickness, somewhat limiting the resulting tool condition monitoring. Choi developed a technique using machine vision for microdrilling ͓47͔. In Ref. ͓45͔, a simple fusion of spindle motor current and voltage measurements through estimation of the input impedance of the spindle drive yielded excellent results in terms of the recognition of tool breakage in drilling.
In addition to the aforementioned advances, the use of more traditional TCM sensor signals, such as vibration signals ͓48͔, thrust force ͓46͔, torque ͓46͔, power ͓49,50͔, spindle motor currents ͓39,51,52͔ and vibrations ͓48͔, received significant attention in the recent years. Signatures obtained from the clamping fixture of the workpiece were used in Ref. ͓48͔ to recognize five different wear conditions on a twist drill ͑chisel wear, crater wear, flank wear, edge fracture and outer corner wear͒. In Ref. ͓46͔, HMM models of raw thrust force and cutting torque readings were separately evaluated in terms of their sensitivity to tool wear with a conclusion that the thrust force demonstrated a higher sensitivity Less costly and technically less intrusive sensing solutions reported in Refs. ͓39,46,48-52,55͔ retained their appeal in spite of a low signal to noise ratio due to the increased ability to more readily use the advanced signal processing, feature extraction, and health assessment methods to extract and recognize minute features within these signals that are related to the tool wear and breakage. In the ensuing text, recent advances in signal processing and feature extraction as well as in health assessment in TCM in drilling will be reviewed.
Advances in Signal Processing and Feature Extraction
Methods. One of the most successful and heavily investigated techniques used in drilling TCM is wavelet analysis, which lends itself to drilling as it can address the strong nonstationarities in signals emitted by the process ͓42,48,51,52͔. Abu-Mafhouz ͓48͔ utilized harmonic wavelets with boxcar spectrum ͓56͔ to filter vibrations signals and extract 16 consecutive averaged wavelet coefficients from each signal segment of the 4096 data samples. These time-frequency ͓27͔ based features were combined with time-domain features ͑mean value, variance, skewness, and kurtosis extracted from the vibration signal time series͒ and frequency-domain features ͑eight highest local maxima of the vibrations spectrum ͓57͔͒ extracted from the same segment of the 4096 vibration signal samples. This combined feature vector containing the total of 28 features was used to detect and recognize five different drill bit wear conditions ͑chisel wear, crater wear, flank wear, edge fracture, and outer corner wear͒. Velayudham et al. ͓42͔ defined a crest factor of AE signal wavelet coefficients as the ratio of the range and mean value of the coefficients of the wavelet packet with highest energy, which they could relate to different stages of drill bit flank wear in TCM for drilling of glass-phenolic composite materials. Material inhomogenities present in such materials further complicate drill bit TCM and increase the nonstationary signal characteristics emitted during the drilling process. During the normal wear stage, crest factor increased due to the increasing energy work. At the onset of severe wear, the crest factor decreased, probably due to the increased low frequency emissions caused by rubbing between the workpiece and the severely worn tool ͑i.e., more energy becomes emitted outside the frequency range picked up by the AE sensor͒. Such a drop in the crest factor is proposed to be an indication of the need for tool change. Unfortunately, results of wearing out only one drill bit ͑under constant cutting conditions͒ were reported and demonstration of the same concept with another drill bit and under different cutting conditions would be interesting. Franco-Gasca et al. ͓51͔ utilized the well-known advantageous properties of orthogonality and compact support of Daubehy's wavelet transforms to filter the spindle current signals to identify quasi-periodic pulses in the spindle current. It was observed that the dissimilarities between pulses ͑evaluated through an asymmetry measure calculated as the point to point variance between successive pulses͒ increased as the drill bit wear progressed. Just like in Ref.
͓42͔, wear out of only one drill bit was reported in this paper. of AE signals as well as raw thrust force and torque sensor readings and relate them to wear progress in drilling of small holes. The authors propose segmenting the torque curve into three time segments such that, when the tool is sharp, the area under the first and the last segment was roughly equal to that of the middle segment. Moderate tool wear was observed to increase the energy of the final segment due to increased chip clogging. Severe tool wear was characterized by strong microwelding and serious chip clogging, which in turn caused the middle segment to have a significant increase in energy compared with the sum of the other two. Al-Sulaiman et al. ͓49͔ observed a time-series of the differential spindle power ͑difference between total electrical power dissipated by the spindle motor and the spindle running power dissipated when cutting is not taking place͒ and observed a high correlation with the optically measured drill flank wear. A 3 3 design of experiments ͑DOEs͒ with drill diameter, feed, and speed rates as experimental variables was used to assess the sensitivity of differential power to the drill flank wear and formally demonstrate the increase in sensitivity compared with the more traditionally utilized raw electrical power of the spindle. Average thrust force and torque readings were used in Ref. ͓46͔ ͑as inputs for a phase plane feature map͒ and in Ref.
͓44͔ ͑as input features for an ANN͒ while raw time series of spindle motor input impedance ͑obtained from the time series of spindle motor current and voltage͒ was used for robust detection of drill bit breakage. More sophisticated time-domain feature extraction can be found in Ref. ͓50͔ , where principal component analysis was used to extract principal components of the spindle motor power signals for detection of severe drill bit wear or breakage ͑detected as significant abnormalities in the signal͒. Another interesting time-domain feature extraction can be found in Ref. ͓46͔, where time-series of thrust force and torque sensor readings were separately characterized through the use of hidden HMM with the posterior probability of each time series occurring given a HMM describing the sharp tool cutting behavior, serving as the indicator of drill bit wear ͑lower posterior probabilities would indicate a more severe wear stage͒. In the same paper, the authors also define a simple feature extraction scheme using cutting torque signals to extract the transient time during which the cutting lips enter the workpiece. Progress of corner wear extends the length of the cutting lips and thus slightly increases the transient time. In addition, a mechanistic approach was proposed in Ref. ͓46͔ where parameters of an empirical model ͑connecting the drill geometry and workpiece parameters with the cutting torque͒ are fit to the cutting torque data ͓58͔ and their drift over successive holes drilled by a given drill bit is related to the drill bit wear. While the time-domain features utilized in Refs. ͓43,44,46,49,50͔ are not as representative of variation patterns in the time and frequency as wavelet coefficients are, tool wear characteristics from these features were extracted using sophisticated condition assessment methods. These methods included dynamic pattern analysis through HMM modeling ͓46͔, use of artificial intelligence methods ͓44,50͔, and use of physics principles and empirical knowledge ͓46,49͔. This made the computationally less intensive time-domain feature extraction methods viable in spite of the lower signal to noise ratio characterizing the time-domain features. Condition assessment methods utilized for TCM in drilling are discussed in the next subsection.
Advances in Tool Condition Health Assessment and Prediction Methods.
There are several different approaches in using ANNs in drill TCM. In Ref. ͓48͔, a three-layer FFBP network was used to recognize five different drill wear conditions ͑chisel wear, crate wear, flank wear, edge fracture and outer corner wear͒ and separate them from the new drill bit condition. In the context of this classification problem, it was observed that decoupling of network architecture and moving away from a fully connected three-layer architecture resulted in accelerated convergence during learning without jeopardizing the classification accuracy. These observations were made only on a single set of experiments conducted under identical cutting conditions and one could benefit greatly if similar simplifications of ANN architecture could be made in general.
In Refs. ͓44,52͔, ANNs were used to explicitly express flank wear of a drill bit based on multiple signal features. In Ref. ͓44͔, a two hidden-layer back-propagation ANN was used to estimate drill bit flank wear based on a set of on-line and off-line features. The on-line features were mean values of cutting torque and thrust force. The off-line features denoted the hole diameter, spindle feed and spindle speed͒. A total of 52 drilling tests were conducted in mild steel with high speed steel drill bits over a wide spectrum of different cutting conditions. Thirty-nine tests were used for training and 13 for testing. It was shown that the inherent ANN limitations in generalization of training results without the use of physics principles necessitates additional training when TCM is needed extrapolate results outside of the training data parameter set. More recently, a more elaborate feature set ͑wavelet coefficients extracted from spindle currents͒ was used in Ref. ͓52͔ to predict flank wear. Nevertheless, a similar limitation inherent to ANNs can be observed with respect to this work too.
Besides classification and wear estimation, ANNs were used to accomplish tool breakage detection in drilling processes. In Ref.
͓50͔, a back-propagation ANN was used to identify abnormal cutting conditions ͑tool breakage or missing tool͒ using the principal components of the spindle power signal. Results were robustly verified using industrial data, including 3 months' worth of data obtained under conditions for which the ANN was not trained. In the training set, normal drilling feature vectors were associated with the ANN output of one while abnormal ͑broken/missing tool͒ conditions were associated with the ANN output of 0. The method performed perfectly. This can be explained by the fact that the physics of power signals changes dramatically when the tool is broken or missing, regardless of the cutting condition. Similar heuristics were used in Ref. ͓45͔ to detect drill breakage in microdrilling using minimal value, mean and standard deviation of spindle input impedance that were calculated using the spindle voltage and current signals. Since the ANN was trained to recognize normal cutting conditions as 0, and abnormal as 1, an increase in the ANN outputs was clearly visible when drill breakage was approaching and could be used as an early warning for tool replacement before the tool breakage occurs. Formal setting of ANN output thresholds that can be used to identify a broken tool, or raise an early warning alarm was discussed in Ref. ͓39͔. They defined a period of time and wavelet domain features, which were fed into a three-layer ANN with output of the ANN being a drill state index ͑DSI͒ depicting the state of the drill and ranging from 0 ͑normal drill͒ to 1 ͑broken drill͒. During training, training feature vectors corresponding to a normal drill were associated with the DSI of 0.1 while those corresponding to a broken drill were associated with 0.9. Six different cutting conditions for drilling in the workpiece material ANSI 1045 were used for training. Tests with six other cutting conditions with another workpiece material, and on a different machine tool were conducted to verify the proposed methodology. Through these numerous experiments, the
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Transactions of the ASME authors empirically notice that in all experiments, the DSI approached 0.9 several seconds before the drill actually failed, thus, effectively enabling early warning before drill breakage. Several recent publications use physics based ͓42,43͔, or statistical reasoning ͓46,51͔ to accomplish tool health assessment. In Ref. ͓42͔, an empirical crest factor was defined as the ratio of the range and the mean value of the AE wavelet packet coefficient with the highest energy. A change in the trend of the crest factor from growing in the early stages of wear into descending in the late stages of wear was proposed as the criterion for tool replacement. The physical reasoning for this behavior of the crest factor was explained by the increased friction-induced emissions in the lower spectrum bands that occur in the late stages of wear and that cannot be seen in the AE sensor readings. In Ref. ͓43͔, the torque curve was partitioned into three disjoint segments, such that the area under the first and last ͑third͒ segment was equal to that of the middle ͑second segment͒. In this paper, the authors consider tool wear monitoring in drilling of small holes, and propose assessment of drill bit wear through tracking of the ratio of area underneath the second segment and the sum of areas underneath the first and third segments. With moderate levels of tool wear, chip clogging significantly increased the energy in the last ͑third͒ segment, thus causing the ratio to drop below 1. In the later stages of wear, increased friction and more severe chip clogging during drilling caused and increase in middle segment energy, driving the ratio to grow above 1. Such physics based on cutting behavior was observed in several combinations of drill bit/workpiece material combinations.
Franco-Gasca et al. ͓51͔ utilized statistical reasoning to track drill bit wear. They proposed an asymmetric measure to assess inconsistencies in the wavelet coefficients extracted from the spindle motor current signals. During normal tool operation, consistency in the cutting process is higher, resulting in higher asymmetric measures between features extracted from consecutive tool rotations. Nevertheless, asymmetric measure proposed in Ref.
͓51͔ is a purely static measure of statistical behavior of signal features. A more dynamic approach was adopted in Ref. ͓46͔ , where a HMM-based tool condition assessment scheme was proposed and tested on a data set obtained under constant cutting conditions. Signals obtained from a sharp tool are used to construct HMMs of torque and thrust force readings corresponding to the sharp drill bit operation. Based on those HMMs, emission probability of newly arrived torque and thrust force time-series were assessed. As the tool wore out, emission probabilities dropped, enabling indirect tracking of the tool wear. Experiments reported in Ref. ͓46͔ demonstrated that thrust signals were better indicators of drill bit wear than the torque signals since the uncertainty of observations of thrust force dropped with wear more significantly than what could be observed with the torque signals.
In summary, one can observe that even when research did not resort to advanced AI and statistical methods, such as the use ANNs or HMMs, increased signal to noise ratio for successful drill bit condition assessment was achieved either through the use of advanced signal processing and feature extraction methods or through the use of physics based reasoning.
Tool Condition Monitoring in Milling
With changing tool engagement conditions in normal cutting, the milling process presents unique challenges to tool condition monitoring. The recent advances in tool condition monitoring in milling operations are reviewed in terms of advances in sensing and hardware, in terms of advances in signal processing and feature extraction methods, and with respect to progress made in tool condition health assessment and prediction methods.
Advances in Sensing and
Hardware. In milling, just like in other areas reviewed in this paper, recent research reported improvements in TCM through improvements in sensing and hardware. An example of such work can be found in Refs. ͓9,33͔, where the smart machining system combines open architecture control, sensor data, and process models. Alongside a geometric simulation of the cutting process and tool path, this allows for on-line updates to the cutting power model, improving the accuracy of the cutting power prediction. These improvements may allow for tool condition monitoring by examining changes in the model. In order to extract cutting force signals from driver current, two-axis band-pass filter was used to suppress noises due to ball-screw, control current, and commutation. A digital signal processing unit, implemented via a field programmable gate array ͑FPGA͒, computes cutting force signal. Data acquisition and PC interface was also implemented on the FPGA to give a system on a chip solution ͓59͔. The signal filtering result is shown in Fig. 10 , where identification of a broken insert is apparent.
Increasing complexity of sensing and hardware as described above introduces additional costs and potential reliability/ robustness problems into the TCM system. This becomes a barrier for implementing such a system in industrial environment. To reduce cost and improve robustness, Amer et al. ͓60͔ took a fundamentally different approach, based on a reduced sensing scheme and a three-tier architecture. The first tier was implemented on programmable interface controller ͑PIC͒ microcontrollers linked together using a controller area network bus. These microcontrollers were used for acquiring the spindle speed and spindle load signals. The second tier controlled the first tier activities and was designed to provide extra processing power if needed, and communicate the data/health information to the third tier, the central database server. The central database processed and stored information for final decision making and could be accessed over the internet. The system had a fault tolerant feature and was plug and play. Zhang and Chen ͓61͔ also studied a low-cost approach by using a microcontroller-based data acquisition system examining vibration with a hardware cost of less than $200. Kang et al. ͓62͔ studied the measurement of cutting forces by attaching piezo load cell to the feed system, which resulted in a 5% error compared with measurements with a dynamometer. Dini and Tognazzi ͓63͔ investigated a cost-effective approach by integrating low-cost rotating dynamometer directly into a tool holder body for tool condition monitoring in end milling with encouraging results.
Advances in Signal Processing and Feature Extraction
Methods. The methods used recently for signal processing and feature extraction in TCM in milling can be characterized as timedomain based, frequency-domain based and time-frequency/timescale based methods. Time-domain methods for signal processing and feature extraction utilize the time-domain waveform of the signal to extract from it the features significant for description of the cutting performance. Time-domain based methods for signal processing and feature extraction in milling TCM include AR Fig. 10 Drive current of spindle after analog filtering for OK cutting and broken insert cases †54 ‡ modeling ͓64,65͔, time-domain averaging ͑TDA͒ ͓66͔, and improved TDA ͓67͔. In addition, basic statistical properties ͑maximum/minimum, mean, standard deviation, RMS, kurtosis, etc.͒ were also used in recent literature ͓5,63,66,68,69͔.
Frequency-domain based methods are also frequently encountered in TCM and general CBM since the frequency-domain description of the signals often carries important information about the underlying system dynamics. From this set of methods, Fourier transform-based methods were used in milling TCM in Refs. ͓61,63,65,70͔. In addition, the discrete cosine transform ͑a linear Fourier-type transform͒ was used for milling TCM in Ref. ͓65͔ . Advances in computational technologies and the need for improvement of the signal to noise ratio through advanced feature extraction led to an increase in the use of time-frequency and time-scale signal analysis ͓27͔ based feature extraction methods. In terms of time-frequency/time-scale analysis, the use of wavelet transformation has obtained significant attention ͓59,66,71,72͔. Zhu et al. ͓71͔ transformed measured and simulated cutting force signals by wavelet to extract feature vectors for subsequent analysis. Data compression from 256 points to 8 was the objective of Daubechies wavelet transform in Ref.
͓59͔.
Exploring beyond well-known methods were Peng ͓73͔ and Amer et al. ͓60͔. Peng ͓73͔ recognized the weaknesses of Fourier transformation of cutting force signals, as they are sensitive to cutting conditions and require long time series to generate robust results. As for wavelet transform, the concern was an inappropriate selection of a mother wavelet. To address these issues, a newly emerging technique, empirical model decomposition ͑EMD͒, based time-frequency analysis was used. The method was capable of analyzing nonstationary signals, such as those generated in a cutting process. A key concept of EMD was instantaneous frequency ͑IF͒, which was defined as the rate of change in the phase angle at time t of the analytic signal. Another key concept was the Hilbert ͑amplitude͒ spectrum, which was an effective timefrequency distribution of the amplitude for the associated time series. Unfortunately, not all IF data are meaningful. Fortunately, EMD is an adaptive method to decompose an arbitrary time series into a set of basic functions called intrinsic mode functions ͑IMFs͒ on which the Hilbert transform can be easily applied. This enables calculation of a meaningful IF. There were still threshold and other judgment involved without a clearly defined methodology to generate the IMF, nonetheless, in tool condition monitoring, there was no threshold involved, which was interesting as threshold setting has been a major challenge.
Amer et al. ͓60͔ presented a sweeping filters technique, which executes frequency analysis of the acquired monitoring signals, utilizing a band-pass filter capable of changing its characteristics in real-time. It sweeps the entire frequency range of interest generating total profile of the signal in terms of relative frequency power. Filter band frequency was determined by the application and number of samples per cycles was determined by the error tolerance. By detecting the profile change, the technique was capable of providing early warning of tool failure.
Separating signals due to cutting period from those due to noncutting period allows the signal to noise ratio to be improved, by allowing for the known noise to be removed ͓66,74͔. utilize the interrupt cutting nature of a milling process to assist in separating the noise from the desirable signal. Another physical phenomenon improved the final results was a simple fact that wear was monotonically nondecreasing ͓66,74͔. Finally, cutting force, measured or derived from another source, was the most widely used signal ͓59,62,65,66,68,71-78͔, followed by power consumption ͓5,69,79,80͔. Vibration ͓61,70͔, AE ͓5,69,74͔, acceleration, spindle signals, and current were also employed.
Advances in Tool Condition Health Assessment and Prediction Methods.
One of the main unique traits of the recent developments in milling TCM is the appearance of successful methods for effective prediction of tool failure. Cutting tool failures can cause significant damage to workpiece and machine tools. As a result, the ability to predict a cutting tool failure is of great value. Roth ͓64͔ and Suprock and Roth ͓65͔ reported results of predicting impending tool failures due to several novel methods. The focus of Ref. ͓64͔ was to identify an index predicting an impending tool failure independent of sensor orientations and cutting directions. The signals from triaxial accelerometer were processed by a multivariate autoregressive model. Since the eigenvalues of the spectral matrix remained constant, the results were independent of cutting direction and sensor orientation. A model relating eigenvalue to length of cut in feed-direction was fitted using least-squares, based on which a future state of the eigenvalue was predicted. Once the mill reached the future state, the difference between the actual value and forecasted value was calculated. This difference was used as the index. Repeating this process gave numerous results of the index. An upper-bound 99% probability of the index was calculated using normal distribution. If the new index was above the limit, it represented either an anomaly or impending tool failure. Exceeding the limit twice indicated an impending failure.
Suprock and Roth ͓65͔ compared ten methods' capability of predicting impending tool failure in frequency domain and time domain: frequency tracking using the AR model, frequency tracking using the Fourier transform, frequency tracking using discrete cosine transform ͑DCT͒, mean tracking of autoregressive spectra, mean tracking using Fourier transform, mean tracking using DCT, primary component analysis using the AR model and DCT, mean analysis using the AR model and the DCT, primary component analysis using the correlation function, and mean analysis using the correlation function. Logic similar to that of Ref. ͓64͔ was followed here: the selected index formed a time series as the cutting tool progressed and a 99% confidence limit was drawn, when the index passed the limit, an impending failure was indicated. Only four out of the ten methods were identified as valid methods: frequency tracking using AR model, mean tracking using Fourier transform, mean tracking using DCT, mean analysis using AR model and DCT. One major mode of failure among the other six methods was false failure prediction.
Besides tool failure prediction, more traditional topics of tool failure detection and tool wear monitoring also received significant attention in the area of milling tool health assessment. Detection of a tool failure after it happened can prevent further damage to workpiece and machine tool. The topic attracted significant attention ͓5,59,60,67,71-73,75,79͔. The work of Zhu et al. ͓71͔ took on one of the most challenging tasks for tool condition monitoring, free-form surface machining with complex geometry. They diagnose the nature ͑flute chipping, breakage and spindle/cutter axes runout͒ and magnitude and faults via genetic algorithm. To address the constantly changing tool engagement condition in a free-form surface machining, a process model was built to predict instantaneous cutter engagement along the tool path.
Amer et al. ͓60͔ and Ritou et al. ͓75͔ utilized symmetric nature of a milling cutter with multiple flutes. When one tooth broke, asymmetric behavior was noted. The sweeping filter technique ͓60͔ linked frequency spectrum of machine tool signals to cutting tool health. When a tooth broke, the frequency would change. In addition, tooth rotation energy estimation technique focusing on average energy per tooth rotation period and its variation to determine tool condition was also used. The two techniques working together minimized false alarms. Relative radial eccentricity of cutters was used to detect cutter breakage and chipping ͓75͔. The eccentricity was due to uneven distribution of load among teeth. A two-flute cutter was used and the assumption was that only one tooth was engaging in cutting at any given time. A constant needed be identified for each tooth experimentally and link between radial eccentricity and cutting force needed be established. To avoid false alarms due to transient cuts, only zones in which TCM could perform reliably were monitored. About 90% of the machining time was monitored under the conditions of testing the authors conducted. The research targeted small-batch or one-off manufacturing.
Another topic of significant interest was tool wear monitoring ͓66,68,70,74,77-80͔. Commonly, tool wear was monitored as a continuous variable ͓66,68,74,78,80͔. To achieve that objective, a model linking tool wear to a monitoring index needed be established, for instance, cutting power was the monitoring index for Ref. ͓80͔, the result of fusion of multiple inputs, and cutting forces were used in Ref. ͓66͔. Kuljanic and Sortino ͓78͔ identified two tool wear indicators: normalized cutting force and torque-force distance, both based on cutting force signal analysis. Scatter plots indicated correlations between these indicators and tool wear ͑see Fig. 11͒ .
Moreover, cutting parameters did not have a significant impact on these indicators. Since the torque-force distance did not require a value from a sharp tool, it was selected as the basis of a tool wear estimation method. Having experimentally established the relationship to this indicator, tool wear could be monitored by measuring cutting forces and torque during milling operations and calculating the indicator.
Fish et al. ͓70͔ explored the multilevel classification of milling tool wear to estimate the probability of a tool being worn. They analyzed data from experiments done by Boeing using HMM and general linear model ͑GLM͒ and generated good results. The data came from two different size tools with different cutting conditions. They reported that bias in the posterior probability out of the HMM resulted in an overconfident and unusable confidence estimate and overcame the problem with a second stage classifier ͑GLM͒.
ANNs were used to detect tool breakage ͓72͔, predict flank wear ͓68,74͔, estimate relative consumption of tool life ͓69͔, and predict cutting force ͓76͔. A major challenge of applying an ANN is the proper training of the network. While sufficient training is necessary for ANNs, too much training, or overfitting, leads to poor predicting capability of the trained network. Ghosh et al. ͓74͔ addressed the issue by randomly and independently generating three sets of data for training, testing, and validation purposes. They periodically checked the model with testing data in between training set-based learning iterations. If both training error and test error continued to drop, the learning process would continue. Otherwise, training would stop. Dutta et al. ͓68͔ addressed the issue of reducing training time by modifying the learning rule, enabling the change and assignment of different learning rates across iterations.
The combining of different information into one index is a topic of significant interest in tool condition monitoring. This "sensor fusion" was achieved via ANN in Refs. ͓68,74͔. The input signals of Ref. ͓74͔ included cutting forces, spindle vibration, spindle current, and sound pressure level. What to combine was a critical question, which was addressed by computing cross-correlation chart for feature selection for ANN inputs. Sensor signals in Ref.
͓68͔ included force and vibration. In addition, milling process parameters and material properties were also used as the network inputs. The critical question of what information to fuse was answered by comparing the final results due to different fusion strategies. Boutros and Liang ͓5͔, on the other hand, fused complementary indices due to the same sensor to improve the reliability of the solution, reduce data processing efforts, and simplify threshold setting. They performed the fusion via fuzzy logic and Sugeno style inference engine, requiring significant amount of work to prepare and update detection rules.
Advanced mechanistic models for tool life and cutting forces have also been employed in TCM for milling. Zhu et al. ͓71͔ used mechanistic force model to determine threshold curve off-line. Yao et al. ͓69͔ tapped into such knowledge and built a virtual manufacturing cell to calculate cutting forces and motor power in end milling for complex surfaces. These values fed into an ANN model to estimate relative consumption index of tool life. Tansel et al. ͓77͔ used an analytical model of cutting forces and genetic algorithm to estimate cutting forces, which were used for tool condition monitoring. Many researchers used such knowledge in various ways and to various degrees ͓59,66,74,75,79,80͔. On the other hand, there are researchers relying only on advanced tool condition health assessment methods for tool condition monitoring, for example, ͓70͔.
One of the major challenges for transferring current tool condition monitoring knowledge in research to industrial applications is the robustness of the models. Ritou et al. ͓75͔ retrieved three process-based indicators for tool condition monitoring and concluded that they were not reliable during their experiments using industrial conditions. Researchers addressed the robustness issues to various degrees ͓60, 64,65,67,70,71,73,75,80͔ . The approach demonstrating that the models worked across a range of cutting conditions carried useful information ͓60,64,65,67,73͔. The limitations to this approach are limited by the conditions used during the experiments. Zhu et al. ͓71͔ normalized fault variables and wavelet coefficients to alleviate the effects of possible process variations on fault diagnosis method. They also did sensitivity studies for cutting conditions ͑+ / −20%͒ and stock size. Amer at al. ͓60͔ used two techniques concurrently to provide some robustness against cutting conditions changes: sweeping filters and tooth rotation energy estimation. Increasing the depth of cut increased the spindle load and average tooth rotation energy but the variations in this energy were transient unless there was a broken tooth. The sweeping filter could guard against false alarm as well because the depth of cut change did not change the frequency spectra of the signal. Ritou et al. ͓75͔ proposed an indicator independent of cutting conditions. Shao et al. ͓80͔ used a cutting condition dependent threshold.
Peng ͓73͔ detected a broken insert by a pattern shift of distribution of IMFs energies. Many researchers, used threshold-based approach where threshold setting/selection was both critical and challenging. For instance, Xu et al. ͓79͔ noted that the power ratio increase was not consistent for different cutting conditions, leaving threshold setting an open challenge. Some authors used a value for the conducted experiments, for instance ͓71͔ without a detailed methodology. Li ͓67͔ presented a formula to calculate the float threshold. There was one constant in the threshold computation, which was to be selected based on the consequences of failing to detect flute breakage. A value was given for this paper without detailed justification. Roth ͓64͔ and Suprock and Roth ͓65͔ presented a well defined probability-based methodology to calculate the threshold. It would be interesting to see how well that methodology achieved a balance between the model sensitivity and false alarm rate under extended tests, in an industrial setting.
In industrial applications, a certain level of process variations is expected and source signals can be contaminated in various ways on a shop floor. For threshold-based approaches without a well defined robust methodology for threshold setting, it is difficult, if not impossible, to apply the models to real applications. These are challenges that must be addressed to expand industrial applications of tool condition monitoring knowledge. Closer universityindustry cooperation may be the key.
Tool Condition Monitoring for Grinding
Grinding is by far the most important abrasive process because it plays a prominent role in generating the final surface quality of machined parts. Monitoring grinding processes is particularly challenging because of the large and unknown number of cutting edges, as well as variable and stochastic cutting geometry. Both the number of cutting edges and cutting edge geometries vary spatially across the grinding wheel, as well as temporally during the grinding process. It is therefore not a surprise that grinding process monitoring has been a research topic for several decades now, as documented in comprehensive review papers ͓81,82͔. Numerous research advances have been made in the areas of sensing and hardware, signal processing and feature extraction and tool condition health assessment approaches in grinding, as will be discussed in the remainder of this section.
Advances in Sensing and
Hardware. In the recent years, TCM in grinding has seen increased use of high-frequency AE sensors, as well as significant efforts aimed at integration of in situ sensors close to the actual cutting process. AE waves propagate through structural elements of the machine and workpiece, thus reliably carrying information in the Megahertz frequency domain and giving high dynamic potentials for grinding process monitoring ͓83͔. Hence, for high precision machining process monitoring aimed at uncovering conditions that affect the surface roughness and subsurface damage phenomena on the workpiece, which is crucial for grinding processes, AE shows the highest signal to noise ratio to the most critical process conditions ͓84͔. The information-rich high dynamic content of AE signals was in the same time an impediment for more widespread use of AE for grinding ͑or any machining process monitoring͒ because the amount of data generated by an AE sensor during a grinding process imposes an enormous computational load on the monitoring system, even by modern standards. Hence, almost all the grinding process monitoring work reported thus far utilizes RMS values of AE averaged within some moving window, significantly reducing the amount of data to be processed. AE has been successfully used in detection of spark and contact in grinding and wheel dimensional characterization ͓84͔. Advances in computational technology recently enabled a more frequent and effective use of raw AE signals. In Ref. ͓85͔, six different features extracted from the time and frequency-domain representations of raw AE signals obtained from a single sensor mounted on the workpiece holder were examined in terms of their sensitivity to thermal damage on the grinding wheel, formally confirming that the raw AE signal demonstrates higher sensitivity to thermal damage of the grinding wheel than the traditional RMS values of the AE signal. Raw AE signals were also used by Liao et al. ͓86-88͔ for the purpose of classifying the wheel state into either sharp or dull. Lee et al. ͓89͔ discuss the use of AE as a monitoring technique at the precision scale for a variety of precision manufacturing processes including grinding, chemical-mechanical planarization, and ultraprecision diamond turning.
In Ref.
͓90͔ RMS averaged AE readings were coupled with spindle power readings ͑obtained from spindle motor currents͒, resulting in a grinding monitoring method based on sensor fusion. The method was based on heuristics of using the spindle power to compensate for sensitivity of AE signals to external factors ͑such as sensor assembly, position, workpiece geometry, etc.͒ while higher dynamic content of AE readings augmented the slow response characteristics of the power signals.
Improving signal to noise ratio for grinding process monitoring through the use of sensors near the grinding zone ͑i.e., into the grinding wheel͒ was also explored. Furutani et al. ͓91͔ , proposed a method for in-process measurements for changes in an alumina grinding wheel topography in cylindrical grinding using a pressure sensor placed with a small gap near the grinding wheel. The measurement principle is illustrated in Fig. 12 , where additional grinding fluid is introduced to the gap, and hydrodynamic pressure monitored.
As the grinding fluid is dragged into the gap between the sensor and the grinding wheel, the hydrodynamic pressure that corresponds to the gap length and the wheel topography is measured on-line. High frequency components of the hydrodynamic pressure spectra are found to be related to the wheel loading and dulling. The method presented in Ref. ͓91͔ was successfully demonstrated only under fixed grinding conditions. In Ref. ͓92͔, a piezoelectric sensor was integrated into the grinding wheel, enabling sensing of forces in grinding as well as in dressing processes. This relatively direct measurement of the cutting forces performed as closely as possible to the cutting area, makes grinding and dressing process monitoring more robust to workpiece ͑material, shape, etc.͒ or machining conditions ͑cooling lubricant supply, machine set-up parameters, etc.͒. In Ref. ͓93͔, the concept from Ref. ͓92͔ was augmented through integration of a thin film thermocouple along with miniature force sensors into segmented grinding wheels. The concept was implemented in an external cylindrical grinding operation of bearing rings in the finishing line of a bearing manufacturer, demonstrating reliability and robustness of the new concept.
More traditional sensing has also been used as the basis for TCM in grinding. Hosokawa et al. ͓94͔ used sound signals obtained from a microphone positioned near the tool-workpiece contact to discriminate between 5 different grinding wheel conditions denoting progressive states of grinding wheel wear. Grinding force readings were used in Refs. ͓95-98͔, where appeal of relatively cheap and nonintrusive force measurements outweighed the relatively low signal to noise ratio of force readings in grinding TCM. Warkentin and Bauer ͓96͔ used a dynamometer mounted on the worktable carrying the workpiece and studied the grinding wheel wear influence on grinding forces. Kwak and Ha ͓97͔ used a similar force signal collection system to determine appropriate dressing time based on changes in the force signal readings. Couey et al. ͓98͔, proposed a new grinding force sensor based on capacitance probes integrated into an aerostatic spindle, calibrated to measure grinding forces from changes in the gap between the rotor and the stator of the spindle motor. These forces were then qualitatively demonstrated to be useful for detecting workpiece contact, process monitoring with small depths of cut, detecting Transactions of the ASME workpiece defects, and evaluating abrasive wheel wear. In a number of instances, the signal to noise ratio was augmented by the use of empirical models relating grinding wheel wear with grinding forces ͓95,96͔, advanced signal processing ͓97͔ ͑wavelet denoising͒, and AI pattern recognition methods ͓94͔ ͑ANN͒. More details about the advances in signal processing/feature extraction and tool condition assessment methods in grinding will be discussed in the ensuing text.
Advances in Signal Processing and Feature Extraction Methods.
Unlike other areas of TCM in machining processes, signal processing and feature extraction based on stationary timedomain and frequency-domain statistics of sensor signals are still dominant in TCM research in grinding. This can be explained by the fact that grinding is more complex and less understood than other machining processes, where advanced, nonstationary signal processing techniques have found more applications.
Advances in physics based modeling of the cutting process enable the use of relatively cheaper ͑but slower͒ force and power sensors, in spite of the poor signal to noise ratio. Such a concept was reported in Ref. ͓95͔, where detailed model-based simulations of form grinding processes developed in Refs. ͓99,100͔ are used to establish bounds on the spindle power signals that are characteristic of normal processes. Raw time-series of grinding force readings were also used in Ref. ͓96͔ , where grinding wheel condition was assessed through tracking of parameters of an empirical model connecting grinding forces with the grinding process parameters and wheel wear. The model used in Ref. ͓94͔ was a fusion of empirical models from Refs. ͓101,102͔, enabling tracking of wheel wear for both small and large depths of cut. A more elaborate time-domain feature extraction was reported in Ref.
͓88͔, where AR model parameters were used as features for recognition of a sharp or a dull grinding wheel under two different grinding conditions. Time-domain features were also used in Ref.
͓90͔, where fusion of AE and grinding power readings was accomplished through an empirical quantity of fast abrasive process, combining AE and spindle power readings.
Frequency-domain features were used in Ref. ͓94͔, where the authors used signal energy in ad hoc selected ranges of the frequency-domain signal representation ͑obtained using FFT͒ of grinding sound to recognize the sharp or worn state of the grinding wheel. The authors of Ref. ͓94͔ also demonstrated their method under two different grinding conditions. Frequencydomain signal description was also used in Ref. ͓91͔ to extract the high-frequency components of the hydrodynamic pressure spectrum, which were found to be related to the wheel loading and dulling. In Ref. ͓85͔, six different features extracted from the time and frequency-domain representations of raw AE signals obtained from a single sensor mounted on the workpiece holder were examined in terms of their sensitivity to thermal damage on the grinding wheel. A series of tests under various grinding depths of cut indicated that the constant false alarm statistic Ref. ͓103͔, ratio of power, kurtosis, and autocorrelation of the AE signal demonstrate higher sensitivity to thermal damage of the grinding wheel than the traditional RMS values of the AE signal.
Recent years have also brought about several publications reporting the use of nonstationary signal analysis for extraction of features for TCM in grinding. In Ref. ͓97͔, discrete wavelet coefficients of force signals obtained during grinding were analyzed jointly with the ground surface roughness parameters, indicating that a simple analysis of time-domain evolution of the high scale discrete wavelet parameters carry information about the time when the grinding wheel needed dressing. Nevertheless, such a simple approach was demonstrated only under fixed grinding conditions and one may need an elaborate classification technique ͑such as those discussed in the next subsection͒ to deal with analysis of wavelet coefficients that can cope with significantly varying grinding conditions. In Ref. ͓86͔, discrete wavelet transform was applied to segments of raw AE sensor readings to extract features that could discriminate between a sharp and a worn tool, leading to a conclusion that higher material removal rates result in a higher discriminatory power of signal features than grinding with lower material removal rates. Similar signal decomposition was used in Ref. ͓87͔ with feature vectors being wavelet packet energies of AE signals obtained using various wavelet basis functions. The main difference in the research reported in Refs. ͓86,87͔ is in the way signal features were clusterized and "interpreted" in terms of whether the signal arrived from a sharp tool or a dull tool.
Advances in Tool Condition Health Assessment and Prediction Methods.
Several recent papers report advances in the use of advanced AI and pattern recognition methods for tool condition assessment in grinding ͓86-88,94͔. Unlike other areas of cutting tool condition assessment, advances in grinding tool health assessment methods seem to have been focused solely on discrimination and classification of different grinding wheel conditions. This can be understood since the complex and stochastic nature and geometry of the grinding process makes it difficult to clearly define wear measures that can subsequently be estimated using sensor signals ͑in the case of turning, milling, and drilling, one can define, measure and estimate various types of cutting tool wear͒.
In Ref. ͓94͔, the authors used a three-layer ANN to discriminate between several different surface conditions of the grinding wheel. The ANN had input layer of nodes corresponding to each feature used for grinding wheel discrimination ͑sound pressure levels at different frequencies͒, one hidden layer ͑where the number of nodes was optimized through the training process͒, and one output layer of nodes ͑where the number of nodes was equal to the number of conditions that needed to be differentiated͒. The neural network structure is shown in Fig. 13 .
Experiments were conducted with a conventional vitrifiedbonded alumina grinding wheel and with a resinoid-bonded cubic boron nitride ͑CBN͒ wheel. In the case of conventional vitrifiedbonded alumina grinding wheel, five different levels of wheel condition were introduced through the dressing process and corresponding signals were used for training of the ANN. Additional signals were generated from those five wheel conditions, as well as from three wheel conditions in between the conditions used for training. The problem was further complicated by attempting to discriminate the various wheel states at different grinding speeds and detailed classification results are reported. In the worst case ͑one of the states not observed during training͒, a 70% correct classification rate is reported ͑seven out of ten signals were correctly classified͒ while overall classification accuracy was 85% ͑only twelve signals out of the total of 80 were misclassified͒. In Fig. 13 Neural network architecture for learning system of grinding SPLs †90 ‡ the case of a CBN wheel, three different wheel conditions were analyzed ͑the same three conditions used for training and testing signals͒ and a 100% classification rate is reported.
A series of grinding wheel condition monitoring papers emanating from the collaboration between Louisiana State University and Oakridge National Laboratory report interesting results in terms of advanced condition assessment methods applied to grinding tool condition monitoring ͓86-88͔. In Ref. ͓86͔, the authors used an HMM-based unsupervised clustering method, rather than supervised classification algorithms, such as the ANN used in Ref. ͓94͔ . In such a case, one does not have to provide the performance assessment method with previously identified conditions of the tool and thus human involvement in the training process is reduced. HMM modeling is used to construct a so-called distance matrix, consisting of pairwise distances between feature sequences from different signals. Each entry ͑i , j͒ in the matrix is evaluated based on likelihoods that sequence i is generated by the HMM fitted to the sequence j, and that sequence j is generated by the HMM fitted to sequence i. Five different clustering algorithms are tested under two different material removal rates for two different raisin-bonded diamond wheels. Based on clustering accuracy, it was observed that discriminatory capabilities increased with a high material removal rate ͑100% clustering accuracy for higher material removal rate and 75% clustering accuracy for the lower material removal rate͒. The very same setup was used in Ref. ͓87͔ , where an adaptive genetic clustering algorithm was used for clustering purposes. It was observed that the method achieved 97% clustering accuracy for the data set consisting of only high material removal rate relevant signals, 86.7% for the data set consisting of only low material rate relevant signals, and 76.7% clustering accuracy for the data set consisting of a mix of signals relevant to both high and low material removal rates. This experiment of autonomously developing a tool condition classifier out of a data set consisting of signals relevant to different cutting conditions is quite unique and is relevant to creating a system that can learn from real operational data, rather than only from data obtained in a controlled laboratory environment. Most recently, in Ref. ͓88͔, the same setup was used for grinding wheel condition monitoring using "boosted" minimum distance classifiers ͑MDC͒ to distinguish between a sharp and a worn grinding wheel, under a set of different cutting conditions. The AdaBoost ͓104͔ and A-Boost ͓105͔ methods of MDC boosting enabled focusing of the classifier training procedure on the items that were being difficult to classify while avoiding overfitting through elimination of outlier training items that could potentially be items with false labels and that could thus confuse the MDC classifier. The authors report classification rates of 89% for high material removal rate data, 85% on the low material removal rate data and 76.9% on the data set consisting of both high and low material removal rates. It is easy to see that these results were better compared with Ref. ͓87͔, which can be attributed to both the use of boosted classifiers, as well as to the use of multiple sensor readings in Ref. ͓88͔. 
Conclusions
Tool condition monitoring is emerging as a viable and useful tool for CBM, process diagnostics and process control. Lower cost and more accurate sensors facilitate more data indicative of the tool condition while increasingly available and distributed advanced computing capabilities enable the application of more complex data processing algorithms. Several trends can be observed in the latest developments in TCM.
• In all four processes reviewed in this paper, signal processing and feature extraction algorithms used for TCM in the last several years increasingly rely on advanced, nonstationary signal based methods, such as various forms of wavelets, time-frequency and time-scale analysis. Until recently, these methods often could not be implemented on commercially available computers while today their benefits of revealing temporally varying patterns of signal energies emitted in various frequency bands enable TCM with higher signal to noise ratio. • Another pervasive trend spurred by increased availability of computing power is more widespread use of computational intelligence methods for modeling, assessment and diagnosis of the tool condition. Most notably, one can see a surge in the use of ANNs of various architectures, as well as the use of kernel based methods, such as SVMs. The use of these methods facilitates modeling, assessment and diagnosis of tool condition with minimal historical or physical knowledge of the process, which is highly important in flexible and reconfigurable manufacturing environments, where one tool undergoes various cutting regimes ͑varying feeds, speeds, and cutting geometries͒.
• Besides the use of advanced signal processing, feature extraction and computational intelligence methods, the latest approaches to TCM across all four processes reviewed in this paper achieve success through fusion of multiple sensor readings, using often very heterogeneous sensors ͑vibra-tions, sound, acoustic emission and others͒. Such sensor fusion, accomplished either within advanced physical models of the cutting process, or using computational intelligence methods, enables extraction of additional information compared with the information one could obtain by considering each sensor reading individually.
• Finally, the last several years have bought about the introduction into TCM of several truly predictive methods, such as hidden Markov models, or recurrent neural networks. These generic predictive methods are able to probabilistically estimate the remaining useful life of the tool. Further advances of predictive capabilities will be crucial for development of proactive maintenance scheduling techniques leading to cost-effective tool-replacement practices.
Based on the research surveyed in this paper, the authors feel that in spite of tremendous recent advances, the area of TCM still faces several challenges that need to be overcome.
• Modern manufacturing is increasingly characterized by mass customization, shorter product life-cycles, high product mixes and consequent need for frequent reconfiguration of the manufacturing processes. In such an environment, the same machine tool and same cutting tools are used for machining of different features and geometries, thus leading to limited availability of historical and/or physical knowledge about the process. In order to address these situations, there is an imperative to develop generic ͑perhaps even "process independent"͒ TCM methods that can rapidly adapt to changes in the process and merge the useful information from prior use of the tool with the new information available through most recent use of the tool. In light of this need, further advances in signal processing, feature extraction, tool condition modeling, and diagnosis ͑using both computational intelligence and whatever physical information about the process is available͒ will be needed.
• Advancement of truly predictive TCM methods is another area that could see significant attention in the future. Realizing ability to accurately and robustly evaluate probabilities of successful cuts in the future, using minimal available training data ͑unlike most of the existing predictive methods that need large amounts of training data͒ is an open area in TCM.
• Applicability in real life processes seems to be an ever present need in the area of TCM. We therefore foresee that studies enabling migration of TCM methods onto factory floors will continue to receive a lot attention in the future. In order to enable one to evaluate applicability of certain methods to actual factory floor processes, future studies should pay special attention to evaluating accuracy and robustness
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Transactions of the ASME of resulting TCM processes. These properties could be evaluated through testing with data that were not used for training of the TCM process ͑preferably, through testing based on data obtained using a different cutting tool or machine tool͒, as well as through testing based on data obtained under different cutting conditions, compared with those used for training, • Finally, as the TCM methods advance, so do the manufacturing processes and equipment. Manufacturing and societal needs constantly drive the need for more accurate, faster, and often more complicated metal-cutting processes. Therefore, the quest for more robust and reliable TCM methods yielding high signal to noise ratio in terms of detecting, describing and predicting the cutting tool condition remains constantly open.
In summary, we expect that the surge of interest in the area of TCM driven by new sensing and computational capabilities, as well as by the increasingly strict demands on productivity and quality in machining will continue in the years to come. TCM will continue to be an integral part of intelligent manufacturing, where high quality products are made rapidly, and with minimal waste energy and raw materials.
