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Let B(H) be the set of all bounded linear operators on a Hilbert
space H. In this paper we show that if S is a closed range operator
withR(S) = R(S∗), then
‖S∗ ⊗ S† + S† ⊗ S∗‖λ = 2,
if and only if S is a non-zero real scalar of a normal partial isometry.
Also we find some other characterizations of this space using some
inequalities related to Corach–Porta–Recht inequality.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
Corach, Porta and Recht inequality [2] states that if S is a self-adjoint invertible operator on aHilbert
spaceH, then for all X ∈ B(H),
‖SXS−1 + S−1XS‖  2‖X‖.
In [8], Seddik showed that an invertible operator S satisfies in this inequality if and only if S is as a
non-zero scalar of a self-adjoint operator. See also [1]. This result was generalized in [4], to the closed
range operator S withR(S) = R(S∗).
Also using similar inequalities, Seddik could find some characterizations for invertible normal op-
erators and unitary operators as follow:
Theorem 1.1 [6, Proposition 5]. Let S be an invertible operator. Then the following conditions are equiv-
alent:
E-mail address: khosravi_m@mail.uk.ac.ir
0024-3795/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2012.04.025
M. Khosravi / Linear Algebra and its Applications 437 (2012) 1300–1304 1301
• S is normal,
• ∀X ∈ B(H), ‖SXS−1‖ + ‖S−1XS‖ = ‖S∗XS−1‖ + ‖S−1XS∗‖,
• ∀X ∈ B(H), ‖SXS−1‖ + ‖S−1XS‖  2‖X‖.
Theorem 1.2 [6, Theorem 6]. Let S be an invertible operator in B(H). Then the following properties are
equivalent:
• ∀X ∈ B(H), ‖S∗XS−1 + S−1XS∗‖ = 2‖X‖,
• ‖S∗ ⊗ S−1 + S−1 ⊗ S∗‖λ = 2,• S is a non-zero real scalar of a unitary operator,
• ∀X ∈ B(H), ‖SXS−1‖ + ‖S−1XS‖ = 2‖X‖.
In this paper, using a modification of his method, we could get to a characterization of closed range
normal operators and partial isometries.
For this purpose, first we recall some basic definitions.
Let A be an algebra with involution and a ∈ A. If there exists an element x ∈ A satisfies the
following four equations
axa = a xax = x
(ax)∗ = ax (xa)∗ = xa,
then x is called a Moore–Penrose inverse of a and denoted by a†.
It is easy to show that the Moore–Penrose inverse of an element a is unique.
If a ∈ A is Moore–Penrose invertible, then
(a) a†† = a.
(b) a∗ is Moore–Penrose invertible and a∗† = a†∗ .
(c) If a is invertible, then a† = a−1.
(d) (aa∗)† = a∗†a†.
It is easily seen that every complex number is Moore–Penrose invertible. In fact, for non-zero λ ∈ C,
we have λ† = λ−1. Also 0† = 0.
Harte and Mbekhta [3] proved that if H is a Hilbert space and T ∈ B(H) then the following
conditions are equivalent:
(i) T has a generalized inverse (that is there exists an operator S ∈ B(H) for which TST = T and
STS = S).
(ii) R(T) is closed.
(iii) T has a Moore–Penrose inverse.
In this case TT† is the projection onR(T) and T†T is the projection onR(T∗).
Let A1, . . . , An, B1, . . . , Bn ∈ B(H). Then the injective norm on the tensor product defines as‖∑ni=1 Ai ⊗ Bi‖λ = sup |∑ni=1 f (Ai)g(Bi)| where the supremum is given on all bounded linear func-
tionals f , g on B(H) with ‖f‖ = ‖g‖ = 1.
It is proved that∥∥∥∥∥∥
n∑
i=1
Ai ⊗ Bi
∥∥∥∥∥∥
λ
= sup
⎧⎨
⎩
∥∥∥∥∥∥
n∑
i=1
AiXBi
∥∥∥∥∥∥ : X ∈ B(H), ‖X‖ = 1 = rank X
⎫⎬
⎭ .
See [7,5].
2. Main results
We start with a version of Theorem 1.1 for Moore–Penrose invertible operators.
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Theorem 2.1. Let K be a closed subspace of H and P be the projection on K. For S ∈ B(H) with R(S) =
R(S∗) = K, the following properties are equivalent:
(i) S is normal,
(ii) ∀X ∈ B(H), ‖SXS†‖ + ‖S†XS‖ = ‖S∗XS†‖ + ‖S†XS∗‖,
(iii) ∀X ∈ B(H), ‖SXS†‖ + ‖S†XS‖  2‖PXP‖.
Proof. (i)→(ii). It is easy to see that if S is normal then for all X ∈ B(H), the relations ‖SX‖ = ‖S∗X‖
and ‖XS‖ = ‖XS∗‖ hold. Using this fact, the result follows immediately.
(ii)→(iii). It is proved in [4, Theorem2.4], that ‖S∗XS†+S†XS∗‖  2‖PXP‖. Sowe can easily deduce
(iii) from (ii).
(iii)→(i). ConsiderSK = S|K ∈ B(K). TheoperatorSK is invertible inB(K)with inverseS−1K = S†|K .
For all X ∈ B(K), we can extend the operator X toH be defining X˜ =
⎧⎨
⎩
X on K
0 on K⊥
.
From ‖SX˜S†‖ + ‖S†X˜S‖  2‖PX˜P‖ and the fact that ker(S) = ker(S∗) = ker(S†) = K⊥, we have
‖SKXS−1K ‖ + ‖S−1K XSK‖  2‖X‖.
So from Theorem 1.1, the operator SK is normal. That is, SKS∗K = S∗KSK . Therefore SS∗ = S∗S. 
Now we intend to show that the Seddik’s results in [6] for upper bound of injective norm of S ⊗
S−1 + S−1 ⊗ S is also valid when we replace S−1 with S†.
Lemma 2.2 [6, Theorem 1]. Let A = (A1, . . . , An) and B = (B1, . . . , Bn) be two n-tuples of commuting
operators inB(H). Then ‖∑ni=1 Ai ⊗Bi‖λ  sup
ϕ∈A,ψ∈B
|∑ni=1 ϕ(Ai)ψ(Bi)|, whereA, B are the sets of
all multiplicative functionals acting on themaximal commutative Banach algebras that contain A1, . . . , An
and B1, . . . , Bn, respectively. Also if all Ais and Bis are normal operators, then the equality holds.
Proposition 2.3. If S is a closed range operator withR(S) = R(S∗), then
‖S ⊗ S† + S† ⊗ S‖λ  sup
λ,μ∈σ(S)
|λμ† + λ†μ| = sup
λ,μ∈σ(S)\{0}
|λ/μ + μ/λ| .
If S is normal, the equality holds and
‖S∗ ⊗ S† + S† ⊗ S∗‖λ = sup
λ,μ∈σ(S)\{0}
|λ/μ| + |μ/λ| .
Proof. Since R(S) = R(S∗), it can be deduced that S commutes with S†. Let A be the maximal com-
mutative Banach algebra that contains S, S†. If ϕ ∈ A, then it is easy to show that ϕ(S†) is a gener-
alized inverse of ϕ(S). Since the only generalized inverse inC is the Moore–Penrose inverse, we have
ϕ(S†) = ϕ(S)†, that is σA(S†) = σA(S)†. In addition σ(S) ⊆ σA(S) = {ϕ(S) : ϕ ∈ A}. Thus
sup
λ,μ∈σ(S)
|λμ† + λ†μ|  sup
λ,μ∈σA(S)
|λμ† + λ†μ|.
In the case that S is normal, the algebra A is a C∗-algebra, and therefore the last inequality changes to
equality. Now it is enough to use Lemma 2.2, to get the results.
Using a similar argument, the second inequality follows. 
Theorem 2.4. Suppose that S is a closed range operator withR(S) = R(S∗). Then
‖S∗ ⊗ S† + S† ⊗ S∗‖λ = ‖S‖‖S†‖ + 1/‖S‖‖S†‖.
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Proof. First assume that S is a positive operator. It is easy to see that min σ(S)\{0} = 1/max σ(S†) =
1/‖S†‖ and max σ(S) = ‖S‖. Thus min{|λ/μ| : λ,μ ∈ σ(S)\{0}} = 1/‖S†‖‖S‖ and max{|λ/μ| :
λ,μ ∈ σ(S)\{0}} = ‖S†‖‖S‖. Since the function f (x) = x + 1/x on an interval [1/a, a] attains its
maximum in a and 1/a, it can be deduce that
‖S∗ ⊗ S† + S† ⊗ S∗‖λ = sup
λ,μ∈σ(S)\{0}
|λ/μ| + |μ/λ| = ‖S‖‖S†‖ + 1/‖S‖‖S†‖.
Now for an arbitrary S ∈ B(H), let S = U|S| be the polar decomposition of S. Then S† = |S|†U∗ and U
is isometry onR(S) andR(|S|†) [4, Lemma 2.2] and therefore we can write
‖S∗ ⊗ S† + S† ⊗ S∗‖λ = sup
‖X‖=1=rank X
‖S∗XS† + S†XS∗‖
= sup
‖X‖=1=rank X
‖|S|U∗X|S|†U∗ + |S|†U∗X|S|U∗‖
= sup
‖X‖=1=rank X
‖U(|S|†X∗U|S| + |S|X∗U|S|†)‖
= sup
‖X‖=1=rank X
‖|S|†X∗U|S| + |S|X∗U|S|†‖.
One can easily observe that if P is the projection onR(S), then {PXP : ‖X‖ = 1 = rank X} = {PX∗UP :
‖X‖ = 1 = rank X}. On the other hand |S| = P|S| = |S|P and |S|† = P|S|† = |S|†P. Thus
sup
‖X‖=1=rank X
‖|S|†X∗U|S| + |S|X∗U|S|†‖ = sup
‖X‖=1=rank X
‖|S|†X|S| + |S|X|S|†‖
= ‖|S|‖‖|S|†‖ + 1/‖|S|‖‖|S|†‖
= ‖S‖‖S†‖ + 1/‖S‖‖S†‖. 
Theorem 2.5. Suppose that S is a closed range operator with R(S) = R(S∗) and P is the projection on
R(S). Then the following conditions are equivalent:
(i) S = λT for some nonzero λ ∈ R and some normal partial isometry T;
(ii) ∀X ∈ B(H), ‖SXS†‖ + ‖S†XS‖ = 2‖PXP‖;
(iii) ∀X ∈ B(H), ‖S∗XS† + S†XS∗‖ = 2‖PXP‖;
(iv) ‖S∗ ⊗ S† + S† ⊗ S∗‖λ = 2.
Proof. (i)→(ii). If S is a normal partial isometry, then S† = S∗ and
‖SXS†‖2 = ‖SX∗PXS∗‖ = ‖PXS∗‖2 = ‖SX∗P‖2 = ‖PXPX∗P‖ = ‖PXP‖2.
Similarly, ‖S†XS‖ = ‖PXP‖.
(ii)→(iii). By Theorem 2.1, we can deduce that S is normal and
2‖PXP‖  ‖S∗XS† + S†XS∗‖  ‖S∗XS†‖ + ‖S†XS∗‖ = ‖SXS†‖ + ‖S†XS‖ = 2‖PXP‖.
Thus, the result follows.
(iii)→(iv).
‖S∗ ⊗ S† + S† ⊗ S∗‖λ = sup
‖X‖=1=rank X
‖S∗XS† + S†XS∗‖ = sup
‖X‖=1=rank X
2‖PXP‖ = 2.
(iv)→(i). By previous theorem ‖S‖‖S†‖+ 1/‖S‖‖S†‖ = 2. So ‖S‖‖S†‖ = 1. By a simple computa-
tion, one can show that S∗S  ‖S‖2P and (S∗S)†  ‖S†‖2P = P/‖S‖2. Since P commutes with (S∗S)†,
by Gelfand theorem, from the last equation we can deduce that S∗S  ‖S‖2P. Thus S∗S = ‖S‖2P. That
is, S/‖S‖ is a partial isometry. 
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