Abstract-With decreasing costs of high-quality surveillance systems, human activity detection and tracking has become increasingly practical. Accordingly, automated systems have been designed for numerous detection tasks, but the task of detecting illegally parked vehicles has been left largely to the human operators of surveillance systems. We propose a methodology for detecting this event in real time by applying a novel image projection that reduces the dimensionality of the data and, thus, reduces the computational complexity of the segmentation and tracking processes. After event detection, we invert the transformation to recover the original appearance of the vehicle and to allow for further processing that may require 2-D data. We evaluate the performance of our algorithm using the i-LIDS vehicle detection challenge datasets as well as videos we have taken ourselves. These videos test the algorithm in a variety of outdoor conditions, including nighttime video and instances of sudden changes in weather.
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I. INTRODUCTION
T HE PROBLEM of tracking vehicles in different scenarios has been studied widely due to its applicability to numerous practical situations. One significant application is the problem of detecting vehicles that have been parked illegally in various locations. A system capable of accurate real-time detection of this nature would serve to automate and greatly improve surveillance systems and would be of great value to those monitoring both public and private locales.
In this paper, we present an algorithm for the automated detection of illegally parked vehicles in real time. The contribution of this paper is the development of an image transformation that allows us to perform event detection computations quickly without compromising accuracy. The simplicity and efficiency of our algorithm make our system potentially applicable in a real-time low-power embedded system. Additionally, we construct the entire real-time system in transformed domain and evaluate its performance with other comparable systems.
The proposed algorithm consists of four general stages: projection, segmentation, tracking, and reconstruction. These stages are processed step by step. In the projection stage we apply a 1-D transformation to the source video data, thus preparing the frames for further processing at a reduced computational complexity. Next, foreground blobs that represent vehicles are segmented in each 1-D projected image. The activities of the segmented blobs are then tracked, frame by frame, as the video progresses. Finally, reconstruction is performed for those blobs that have been flagged as being illegally parked vehicles. The final result after reconstruction is a 2-D image of the illegally parked vehicle that can be used for documentation or postprocessing.
In the projection stage, we first estimate the background using an adaptive Gaussian mixture model to detect foreground pixels in No-Parking (NP) zones. Here, NP zones are any locations along the road in which vehicles are not permitted to be parked freely as shown in Fig. 1 . Next, we perform an image projection that transforms the 2-D data of each NP zone into representative 1-D data. This transformation accomplishes two tasks. The first is that the transformation reduces the time complexity of the segmentation and tracking tasks. The computing time for segmenting foreground objects in the NP zone is reduced from quadratic to linear time with respect to the length of the images, and tracking is simplified significantly by restricting vehicle motion to a single dimension. The second accomplishment is that the transformation accounts for the variation in size of the vehicle as it moves toward or away from the camera. Utilizing the knowledge of the camera's orientation with respect to the NP zones, the transformation produces a representation in which the size of a moving vehicle will be consistent across each frame of the video.
After transforming an image region to one dimension, the segmentation process relies on simple morphological operations. Tracking is performed by matching the segmented blobs with a cost function. When vehicles are tracked, merging and splitting operations are used to account for vehicle occlusion. Together, segmentation and tracking allow for the automatic detection of vehicles that are parked illegally.
In the final step of the algorithm, we invert the transformation to restore the original appearance of the vehicles for which a special event (e.g., illegal parking) has been detected in one dimension. This process is essential for documentation or further processing, such as vehicle model classification. Thus, the transformation allows us to simplify the computationally expensive components of the vision system and make decisions in real time, all the while preserving the original 2-D information. This dramatically increases the practical applicability of our system. The frame work is shown in Fig. 2 . Relevant previous work is given in Section II. In Section III, the proposed method is described. Details of the 1-D projection (Section III-A), segmentation (Section III-B), tracking (Section III-C), and reconstruction (Section III-D) processes are also provided. We present tracking results with comments in Section IV. The paper concludes with Section V.
II. PREVIOUS WORK
There has been considerable amount of research related to special tasks of vehicle detection. Vehicle detection has been attempted using a stationary single camera [1] - [4] , stationary multiple cameras [5] , a moving single camera [6] - [8] , and moving multiple cameras [9] . The systems for vehicle detection using stationary cameras [1] - [5] are the most typical and our system falls into this category. The systems for vehicle detection with moving cameras [6] , [7] , [9] use various methods such as template matching, temporal differencing, and specific pattern searching instead of using a background model. Rajagopalan and Chellappa [8] applied an image stabilization algorithm to detect motion regions. After stabilizing the images, they processed thresholding and morphological operations to detect motion regions. Additional related papers have been reviewed thoroughly in [10] .
Background subtraction has most widely been used for foreground detection with one or multiple stationary cameras. In background subtraction, it is desirable to obtain good background models. Many papers address this problem using an adaptive background mixture model [11] , which works well in outdoor environments. Zivkovic [12] , [13] proposed an improved adaptive background mixture model for background subtraction. The algorithm provides decent performance in various environments, and works especially well for shadow removal. Morphological operations are performed on the foreground to reduce errors in foreground and background models after processing [14] . We use the methods from [12] - [14] for successful low-level processing.
Our system performs the 1-D transformation directly based on the original image since the roads in the given sequences are not straight lines. In the case where the roads are straight lines, image rectification process such as [15] and [16] could be useful to perform the 1-D transformation automatically.
For vehicle tracking, Gupte et al. [2] tracked blobs using an association graph to connect objects in continuous frames. They used Kalman filtering to predict the position of a vehicle in each consecutive frame.
Many papers have tried to handle occlusions among vehicles by segmenting occluded blobs. Song and Nevatia [3] were able to overcome difficulties arising from occlusions and track vehicles individually. In order to solve the problem, they used Bayesian formulation and Markov chain Monte Carlo (MCMC)-based posterior probability estimation. Jun et al. [4] proposed a method of segmentation for vehicles under severe occlusions. Their system first finds feature points of vehicles using scale-invariant feature transform (SIFT) and tracks those features to compute motion vectors. Oversegmented image fragments are then clustered based on motion vectors of the fragments, and occluded vehicles are separated finally. On the other hand, Haritaoglu et al. [17] tracked and defined the status of objects as splitting and merging to handle occlusions. They tracked objects under different conditions: one-to-one, oneto-many, many-to-one, one-to-zero, and zero-to-one matching instead of trying to segment occluded blobs.
There are several papers related to event detection using machine vision techniques for surveillance. Ivanov and Bobick [18] described a system which is able to recognize gestures and to interpret activities of multiple objects for visual surveillance using a probabilistic syntactic approach. Joo and Chellappa [19] recognized normal events and detected abnormal events using attribute grammars. They tested their approach in video from a business parking lot. Bhargava et al. [20] detected abandoned objects in crowded environments such as airports. Their system is able to detect abandoned baggage in the i-LIDS datasets by using a backtracking algorithm. More complicated events have been tried to be recognized using dynamic Baysian network based methods [21] - [23] .
Specialized vehicle activities, such as detection of illegally parked vehicles that we are tackling in this paper, have not been studied in depth with one possible exception of [24] , which presents a system that detects and warns of an illegally parked vehicle. In 2007, however, the i-Lids vehicle detection challenge dataset was released and a large number of the papers provided distinctive solutions on this challenge: Bevilacqua and Vaccari [25] , Boragno et al. [26] , Guler et al. [27] , Lee et al. [28] , Porikli [29] , and Venetianer et al. [30] .
In the previous conference version of our paper [28] , the system was able to detect illegal parking in given three sequences using a very simple and efficient method. In this paper, we extend the projection process and tracking algorithm to improve the system. We show that the current system is more robust with experiments of several longer sequences on the system. The comparison among results of the current system, those of the previous version of our system, and those of other related works will be presented in the experimental section.
III. PROPOSED METHOD
Our proposed method consists of five consecutive processes: background modeling, 1-D projection, segmentation, tracking, and reconstruction. After one process is completed, the next step is executed.
A. Projection
In this section, we present an algorithm that converts regions in NP zones in the original image to 1-D vectors. Before applying the 1-D projection, we perform background modeling in order to estimate foreground pixels in the NP zones.
The previous version of our system [28] performed 1-D projection first, followed by background modeling using color information on the 1-D line. Here, the color information at each pixel in the 1-D line consists of the mean and variance of the values of a set of pixels which have been mapped to that pixel by the transformation. The system required very small amounts of computation, but the system suffered if the weather condition changed or occlusions occurred. In order to make the system more robust, our system presented in this paper performs background modeling before projecting the image into the 1-D lines.
The background modeling step is the most computationally expensive phase of the algorithm. To help the system process faster, we perform the background modeling only on the NP zones as shown in Fig. 3 .
Here, the NP zones are pre-described for each given video sequence. We use corresponding masks to extract these zones in each image. Usually, NP zones lie along the sides of roads, so we focus on a typical condition where the road is curved, and therefore the zones of interest are also curved.
The 1-D lines can represent these NP zones successfully under this condition. In order to detect and track vehicles in the NP zones more efficiently and reliably, our system transforms these zones into our 1-D representation. Using our proposed transformation, vehicles moving at a constant speed along the direction of the road are transformed into blobs moving along a straight line with a constant velocity. Each vehicle is normalized in order to have a constant size across every frame.
To this end, we first define a representative line for each NP zone, which is composed of a set of pixels. This set of pixels on the representative line is mapped onto one straight line, according to each representative pixel's location, as shown in Fig. 1 . In order to map other pixels in the region of the NP zone onto the straight line, we first locate the closest pixel on the representative line for each pixel in the NP zone. Those pixels are mapped to the same point on the straight line as their closest pixel on the representative line. We then calculate RGB color histogram of each representative pixel. This process is explained in more depth below.
Let u = {u i |1 ≤ i ≤ n} be the ordered set of pixels representing a line of an NP zone in the 2-D image as shown in Fig. 4 . Now, we first define how the transformed coordinate of each pixel u i on the representative (curved) line u is calculated. u is transformed into a new straight line in the form of a 1-D vector which only has vertical location information as
Coordinate(u i ) is the new coordinate of u i on the straight line, and Distance(u i+1 , u i ) represents the normalized distance between the two adjacent pixels u i+1 and u i in the original image, such that
This Distance function is designed such that the lengths of transformed vehicles are similar. On the right-hand side of (3), the numerator |u i+1 − u i | is the distance between pixel u i+1 and u i in the original image, which is distorted by a camera as shown in Fig. 5 . To compensate for camera distortion errors, the denominator should be inversely proportional to the distance of the point u i from the camera. This is because objects close to the camera are bigger in the image than those of the same size but further away from the camera. To this end, we track several sample cars(car c ) through a sequence and measure the length of the cars Length c (u i ) for those cars located on a pixel of the representative line u i . Length c (u i ) can be estimated either manually or automatically using the (4) Next, the histogram of RGB color is calculated along a set of foreground pixels on an NP zone in two dimensions {v} such that Coordinate({v}) equals Coordinate(u s ), where us is the closest pixel to the set of pixels {v}. The RGB color histogram will be used for tracking in daytime sequences after the segmentation part is completed.
With a similar method, we classify each pixel in u, which is set of pixels in 1-D, as a foreground pixel or a background pixel as follows:
As a result, the image region in a 2-D space associated with the NP zone is converted into a 1-D vector of color histogram.
B. Segmentation
After our system performs the 1-D projection, we are able to obtain two types of information for each pixel in the 1-D vector: the foreground/background classification, and RGB color information. We segment foreground blobs from foreground pixels on the 1-D vector. To do this, we first perform morphological operations such as dilating, erosion, and filling holes [14] on foreground pixels to remove the noise produced by low-level processing. Then, we use connected component analysis to label the 1-D foreground. Fig. 7 shows the process of segmentation explicitly. Since we are segmenting blobs in the 1-D vector line and not in a 2-D image, the time required to label the blobs decreases. As a result of segmentation, we obtain a set of regions in the foreground that are likely to represent the true foreground objects as shown in Fig. 8 . Thus, the time complexity for segmentation is reduced to O(n) in one dimension, whereas the time complexity for segmentation in two dimensions is O(n 2 ), where n is the length for transformed 1-D line. Our current segmentation process has two advantages in comparison with the previous version of our system. One is that the background is updated automatically. This means that we do not have to set the background for each scene, which was required for our previous system. As our system updates the background automatically, the system can handle a long video sequence even in the case of severe weather changes.
The other advantage is that our system is more robust on finding exact foreground pixels than our previous system by sacrificing a slight amount of speed. As a result, the processing time on segmentation for each frame has been increased five times from the processing time of the previous system. Decisions are still made in real time while the system is slower.
C. Tracking
In this subsystem, tracking is based on matching projected blobs in frame t to projected blobs in frame t + 1 as shown in Fig. 9 . To match blobs, we measure feature distances between blobs on consecutive frames. The total cost function for matching is defined as a weighted sum of the feature distances. The features used are length, location, (R, G, B) color histogram, and velocity. In addition to these features, we also use the duration for which that blob is visible. It is reasonable to expect that a blob tracked longer on the previous frames has a greater possibility that the blob matches one of blobs on the current frame
Here, b k,t is a kth blob on tth frame. The function Difference f j represents the 1-norm (L 1 ) distance of feature f j between the two blobs, b k1,t and b k2,t+1 . The function Duration is dependent on the number of frames where a tracked object is shown. In our system, the Duration function is a logarithmic function of the number of frames. The cost function can have negative values. w(f ) is the weight of each feature, with location given by the greatest weight. Location is a very reliable feature even in the presence of severe noise. If two blobs are too far from each other, then we can assume that the blobs cannot be matched regardless of how well other features of the blobs match. Therefore, the Difference function for the location feature is presented differently compared to the Difference functions for other features as shown in (6)
A good match is quickly found for most common vehicle blobs using a noniterative greedy algorithm based on this cost function.
When a blob passes another blob, occlusion may occur. However, it is easier to handle occlusions that occur in a 1-D than in a 2-D image for several reasons. Since all blobs in the 1-D projection can only move in one direction, it is easy to estimate whether the blob is occluded or not. If we are able to recognize blobs merging into each other, we can then detect blob splitting as well.
Our system handles those occlusions differently, depending on the types of occlusions. We categorize two typical types of occlusions between two vehicles as follows: 1) occlusion caused by a moving vehicle passing a stationary vehicle and 2) occlusion between two moving vehicles.
The first type of occlusions should be handled with the highest priority among all those types of occlusions. The reason is as follows. We are detecting illegally parked vehicles, which must be stationary for a pre-described duration. Handling stationary vehicle-related occlusions will enable the system to track the stationary vehicles more accurately. The system can, therefore, detect illegally parked vehicles with less chance of error. The second reason is that the first type of occlusions is the most typical type and so it can occur more frequently. Most tracking errors occur from this type of occlusions. By handling this type of occlusions, the system can handle most occlusions.
Occlusions between two moving vehicles may occur as well, even though this type of occlusions occurs less frequently compared to the first type of occlusions. What we have noted is that the tracking failures of moving vehicles do not cause the system to fail in finding illegally parked vehicles in most cases. The purpose of our system is not on illegal activity recognition of moving vehicles such as red light violations. So, our system handles this type of occlusions with less priority than the first type of occlusions to concentrate on the improvement of the tracking performance of illegally parked vehicles in our system.
We have to accurately define two terms, stationary and moving to make the system robust. The terms have been defined based on a blob's location [28] , [31] . In [28] , a vehicle is counted as stationary if its location changes no more than the given threshold for certain frames. This definition is very intuitive and simple for implementation in the system but it may fail to classify the correct status of blobs when the locations of the blobs change a great deal due to a huge amount of noise or occlusion by a large vehicle. Another problem with this definition is that the previous system can classify a vehicle moving at a very slow speed as a stationary vehicle.
To fix this kind of error which may occur due to the previous definition, we distinguish between stationary vehicles and moving vehicles using a different methodology. The decision to distinguish the status is not based on the locations of the vehicle blobs but on all pixels of the vehicle blobs on a 1-D line. No matter how severely the occlusions happen, there should be enough number of pixels u, detected continuously for certain duration on the same stationary blob. Since an illegally parked vehicle is supposed to occupy a certain region, the region should not change at all as long as the vehicle is parked. As our system uses a 1-D line in this stage, the foreground blob for each vehicle will be represented by a set of foreground pixels in a 1-D line. If the actual length of a set of pixels on the foreground blob, where the pixels of the blob are detected for certain duration or more, is longer than the given threshold, then we define the blob as a stationary blob. Otherwise, we define the blob as a moving blob as shown in (7) Stationar y(b)
As defined in the Section III-A, Distance(u i ) denotes Distance(u i+1 , u i ). U S is a set of pixels of blob b where the time of occupation of the same blob b is larger than duration_threshold. The value of length_threshold has been decided for the system to detect vehicles properly. In our system, we set duration_threshold to 3 s and length_threshold to two-thirds of the average length of vehicles on a 1-D line.
The idea of splitting and merging in [17] , [32] motivated our system to handle occlusions. After detecting a stationary vehicle, we focus on the blob as follows. 1) Self-Split/Merge. As a result of noise, the probably parked blob may be split into smaller blobs. As long as these smaller blobs lie within the region of the probably parked car, we merge them into one. 2) Merge. When another blob approaches the probablyparked blob and subsequently merges with it, the current information of the probably parked blob is saved. 3) Split. When the two merged blobs split, we decide which among two blobs is most likely to be the previously probably parked blob by matching them with the blob information saved during the merging process, using the cost function defined in (5). This algorithm is shown with a flowchart in Fig. 10. Figs. 11  and 12 show an example of Self-Split/Merge event and Merge event, respectively.
The system issues an alert if the probably parked blob remains "stationary" for longer than 60 s, labeling it as an illegally parked car. The time duration for an alert can change for various situations.
D. Reconstruction From 1-D Projection
After tracking objects, for additional processing on tracked objects; such as the classification of objects, it is meaningful to reconstruct the original object images from 1-D blob information. The reconstruction process is simple. Using the length and location of each blob in its 1-D projection, we can find the corresponding part of the curved NP zone in the original image. By dilating the part of the NP zone, related regions can be obtained as shown in Fig. 13 .
IV. EXPERIMENTAL RESULTS
We use two datasets for the experiment: the i-LIDS vehicle detection dataset [33] which was produced in London, U.K., and a set of video sequences we have taken in Austin, TX. These datasets have been chosen for testing our system in various environments. We process six frames per second (frames/s). We have tested at larger frames/s as well, and found that there is no difference in their tracking performance. The frame rate is high enough for tracking illegally parked vehicles because those vehicles are decelerating to park and parked vehicles have zero speed.
We do not want to lose object information by resampling the image, especially in the case of objects whose size in an image is small. Therefore, each frame is processed in its original resolution. Real-time processing of a large image is possible for our system because we work on a 1-D projection line instead of 2-D images for segmentation and tracking. The resolution of the i-LIDS data set and TX dataset are 720×576 and 720 × 480, respectively. The processing time for each frame is less than 0.2 s in our C++ implementation. Because background modeling on 2-D images is the computationally expensive part of our system, the processing time for each frame has been reduced by focusing on the NP zones.
Our system performs in real time with the described frame rate and processing time. Furthermore, the system is able to perform in real time even with more complex and timeconsuming jobs such as vehicle classification in this system.
Our system stores the information of vehicles from the given video sequences when the system tracks the vehicles. However, whenever the tracked vehicles disappear from the scene, the system removes the information stored about them, and does not retain it for the entire process. Our system is therefore adequate for real-time analysis on any long video streams which could be from closed-circuit televisions.
The i-LIDS dataset we used consists of four short video sequences and one long video sequence. The time duration for the short video sequences is about 3-4 min and each sequence has one illegal parking event. The play time of the long video sequence is about 18 min and the long video sequence consists of four illegal parking events.
Results for all four daytime sequences in i-LIDS are accurate. We not only detect the illegally parked vehicles correctly without any false positive detection but also measure the durations of the illegal parking events precisely.
The other dataset which we have taken in Austin, TX, consists of two video sequences. The time durations for two video sequences are 12 and 8 min, and each sequence consists of one and two illegally parking events, respectively. The tracking results of the 12-min-long sequence are shown in Fig. 14 . Our system is able to detect two illegally parked vehicles but failed to detect one illegally parked vehicle. The main reason is that two vehicles came to the NP zone together and they parked very close to each other in the NP zone. Because our system was not able to segment vehicles that arrive together, we could detect only one of the two illegally parked vehicles. No false positive was detected in these sequences. Table I shows our results. Average error is calculated by adding the difference times between the result and ground truth of start time and end time.
We have compared our system with our previous conference version system [28] as well as an existing 2-D system that uses traditional meanshift tracking [34] . Table II shows the comparison results of tracking accuracy rate and speed of the systems. Tracking accuracy is calculated only for detected vehicles frame by frame. Meanshift 2-D system is superior at the tracking accuracy on average but the system is not good for tracking stationary vehicles and is the worst in computing speed. The previous system [28] is the best in computing speed but the performance is not as good as the current system; this system will be appropriate for low-power embedded systems. On the other hand, the current system is the most robust among the three systems and works real time with 6 frames/s; this system will be appropriate for general usages. Table III shows the comparison results of other existing state-of-the art systems. Average error has been measured by adding result-ground truth difference on start time and end time. Especially Boragno et al. [26] and Guler et al. [27] detect illegal parking in the all of given four sequences of i-Lids challenge data. Our current system performs comparably well with those systems using the simple but efficient method.
For more accurate tracking of vehicles in a nighttime video sequence, our system must be modified to accommodate the [35] . N/A: non applicable since the system either failed to detect or did not try to detect effects of headlights. The current system was able to detect the illegally parked car correctly for a precise duration. However, one false positive was also detected at the beginning of the scene, due to the continuous glare of the headlights.
The difficulties of tracking vehicles in a nighttime video sequence depend not only on the headlights but also on the quality of the video scene as shown in Fig. 15 . Compared with the daytime video sequence, the nighttime video sequence has significantly more noise and it is more challenging to distinguish the color of vehicles in the nighttime video sequence. In our system, intensity value histogram is used in the nighttime video sequences instead of using RGB color histogram because of color ambiguity. Therefore, a specialized video camera for activity analysis on night scenes will be desirable for future systems.
Our system is able to detect most of illegally parked vehicles in the given video sequences with a common stationary video camera. Start times and durations of the alarm notification on illegally parked vehicles are very accurate as shown in Table I . In addition, our system is successfully able to run in real time under various conditions in different locations. Fig. 16 shows sample processed images in our system, which consist of an input image, its foreground image, and its tracking result.
V. CONCLUSION
We are able to successfully detect illegally parked vehicles by accurately tracking all the vehicles in the scene. The proposed algorithm, which is based on the 1-D projection, can be implemented in real time and is effective even in poor scene conditions. The algorithm benefits greatly from the decreased complexity, allowing us to use a more timeconsuming segmentation and tracking procedure. Finally, the 1-D transformation can be reversed, allowing us to reconstruct the original appearance of the objects and thereby enabling future processing steps that require a 2-D representation. 
