and an alternative version of the nested dissection algorithm in [GT] ). Many applications to the sciences and engineering require the solution of such large linear systems; such systems are frequently so large that parallel implementation of the (generalized) nested dissection algorithms is necessary in order to make the solution feasible. ( We recall some examples of such problems in 3.) Work on parallel sparse matrix algorithms can be traced back, at least, to [Ca] . The extension of the idea of nested dissection from the sequential to the parallel case was not immediate since many sets of separators must be eliminated in each parallel step. Linear-time parallel algorithms based on the nested dissection of grids were first described in [Lil] and [Ga] . The survey paper [OV] gives references to early attempts at parallelizing the LINEAR-SOLVE algorithms by nested dissection. Here and hereafter, by "parallel nested dissection" we mean a parallel algorithm for solving sparse linear systems and not a parallel algorithm for computing a dissection ordering. The subsequent literature on the parallel implementation of the nested dissection algorithms includes the papers [GHLN] and [ZG] , which give a parallel time bound of O(,v/-ff) for grid graphs.
In the proceedings version of our paper [PR ] , nested dissection was applied for the first time to yield a numerically stable and processor efficient parallel algorithm for sparse LINEAR-SOLVE with poly-log time bounds, thus reaching (within poly-log factors) the optimum bounds for both time and the number of processors. Furthermore, our nested dissection parallel algorithm has been applied to a much larger class of graphs than grid graphs, including planar graphs and s(n)-separatable graphs (see Definition 3.1 below) with s(n) o(n), whereas in the previous literature the parallel nested dissection was restricted to grid graphs. Such an enhanced generality required us to exploit the intricate construction of [LRT] (rather than the simpler constructions of the earlier nested dissection papers, more familiar to the numerical analysis audience); to devise the desired processor efficient version of this approach, we had to elaborate the construction of [LRT] by including the recursive factorization of the input matrix and by proving several properties of the associated graphs. This paper assumes the reader has some exposure to graph techniques. These generalizations of the nested dissection algorithms, including the recursive factorization techniques, are required in several important applications, particularly path-algebra computation in graphs (see [T1 ] , [T2] , [PR1 ] , [PR4] , and 3 below). Remark 1.1. Some readers may agree to sacrifice the generality of the results in order to simplify the graph techniques involved. Such readers may replace our Definition 3.1 of separators in graphs by the definition from [GT] . The difference between these approaches is that our definition requires the inclusion of the separator stbgraph S into both subgraphs G1 and G2, otherwise separated from each other by S in the original graph G, whereas the definition of [GT] requires the elimination of all of the vertices of S and all of the edges adjacent to them from both subgraphs G1 and G2. The resulting construction of [GT] is a little simpler than ours, and its application decreases by a constant factor the complexity of the performance of the algorithm in the case of planar graphs G, but the results are applied to a class of graphs that is strictly more narrow than the class we address. As in our proceedings paper, [PR1 ] , we extend to parallel computation the more general algorithm of [LRT] , rather than one of [GT] , but we demonstrate the vertex elimination construction of [GT] for a 7 7 grid graph in our Figs. 1-5 below (in this case, using the version of [GT] , rather than ours, made our display simpler and more compact).
[Li2] and [OR] describe two recent implementations of the parallel nested dissection algorithm on massively parallel SIMD machines. The first implementation is very general and applies to any s (n)-separatable graph; it runs on the CONNECTION MACHINE, which is a hypercube-connected parallel machine with 65, 536 algebra computation in graphs; in all these papers the resulting algorithms are ultimately reduced to application of the algorithm of the present paper.
The rest of the paper is organized as follows: In 2 we briefly recall the known parallel algorithms for MULT and INVERT, and we review their complexity estimates. In 3 we recall some definitions and then state our estimates for the complexity of LINEAR-SOLVE. In 4 we present the parallel nested dissection algorithm for LINEAR-SOLVE for the case of sparse symmetric positive definite systems. In 5, we state our main theorem, which provides bounds on the complexity of the nested dissection algorithm. In 6-8 we prove these bounds. In Remark 6.1 in 6 we comment on the extension of our results to the nonsymmetric sparse linear systems associated with directed graphs.
2. Auxiliary results on matrix multiplication and inversion. Our algorithm for LINEAR-SOLVE recursively reduces the original problem of large size to a sequence of problems of MULT and INVERT of smaller sizes. Let us recall the complexity of the solution of the two latter problems.
Let M(n) denote an upper bound on the number of processors that suffice to multiply a pair of n n matrices in O(log n) time. Here and hereafter the numbers of processors are defined within a constant factor (we assume Brent's (slowdown) scheduling principle of parallel computations, according to which we may decrease the number of processors from P to P/s] by using s times as many parallel steps for any natural s _< P Let us point out two alternatives. In the current applications of our algorithm (see the end of 3) we apply Gaussian elimination for matrix inversion, which for an n n matrix means O(n) steps and n 2 processors. On the other hand, theoretically, we may rely on the exact evaluation of the inverse of an n n matrix over rationals. This problem has interesting combinatorial applications (see [Lo] The very large linear systems Ax b that arise in practice are often sparse and, furthermore, have graphs G(A) with small separators. Important examples of such systems can be found in circuit analysis (e.g., in the analysis of the electrical properties of a VLSI circuit), in structural mechanics (e.g., in the stress analysis of large structures), and in fluid mechanics (e.g., in the design of airplane wings and in weather prediction). These problems require the solution of (nonlinear) partial differential equations, which are then closely approximated by very large linear differential equations whose graphs are planar graphs or three-dimensional grids. Certain weather prediction models, for example, consist of a three-dimensional grid of size H1 x H2 x H3 with a very large number n H1H2 H3 of grid points, but this grid has only a constant height H3, and hence it has an s(n)-separator family for which s(n) <_ vH3n.
Our algorithm for LINEAR-SOLVE is effective for the systems whose associated graphs have s(n)-separator families for which s(n) o(n) and for which s(n)-separator trees are readily available. Thus our result can be viewed as a reduction of sparse LINEAR-SOLVE to the problems of (1) Let us state the complexity estimates for our solution of sparse LINEAR-SOLVE. Our main result is the decrease of the previous processor bound (supporting the poly-log parallel time) from M(n) to (IEI + M(s))/log n, whereas the time bound increases from O(log 2 n) to O(log n). (Since in all the known applications of interest s(n) exceeds cn for some positive constants c and 6, we will write O (log n) rather than O (log s (n)) to simplify the notation.
Also note that 2IEI is roughly the number of nonzero input entries, so that we cannot generally count on decreasing the sequential time (and therefore also the total work, that is, parallel time times the processor bound) below IEI.) It follows, for example, that our improvement of the previous processor bound is by a factor of n if s(n) n 1/2, IEI 0(n3/2). Because practical implementations of the algorithms would be slowed down to satisfy processor limitations of the actual computers (see discussion at the end of this section), we will decrease the processor bound of M(n) log 2 n T(n) to (IEI -+-M(s(n))) log 2 n T(n) in our algorithm, provided that it runs in T (n) time, where T (n) > c log n, c O (1).
Let us comment further on how we arrive at our estimates. In general, the inverse A -1 of a sparse matrix A (even of one with small separators) is dense, and, in fact, if G(A) is connected, A -1 may have no zero entries. Therefore, it is common to avoid computing the inverse matrix and instead to factorize it. Our algorithm for LINEAR-SOLVE follows this custom: It computes a special recursive factorization of A. For sparse matrices with small separators, our poly-log-time algorithm yields processor bounds that are of an order of magnitude lower than the bounds attained by means of other poly-log-time parallel algorithms, which compute the inverse matrix. Specifically, let an n n positive definite symmetric wellconditioned matrix A be given, such that G (A) has an s (n )-separator family, its s (n)-separator tree is known, and s(n) is of the form otn for two constants cr < and c. Then we first compute a special recursive factorization of A (within the error bound 2 -no for a positive constant c) in O(log n) time by using M(s(n))/logn processors (see Specifically, we will see that the matrices Xh are block diagonal matrices whose blocks for h 0, d are associated with the separator sets of level h from the root of the tree, whereas the blocks of Xa are associated with the leaves of the tree.
Given a symmetric n n matrix A associated with an s(n)-separable graph G(A), we may compute the recursive s(n)-factorization (4.1)-(4.4) by performing the following stages:
Stage O. Compute an appropriate permutation matrix P, matrix A0 PAPr, and the decreasing sequence of positive integers n n, n-i no satisfying (4.2) and defined by the sizes of the separators in the s(n)-separator family of G G(A) (as specified below in 7). The permutation matrix P and the integers nd, n a-1 no completely define the order of the elimination of the variables (vertices), so that first we eliminate the vertices of G corresponding to the leaves of the s(n)-separator tree, then we eliminate the vertices of G corresponding to the edges adjacent to the leaves of the tree (that is, the vertices of the separators used at the final partition step), then we [LRT] . The notations in [LRT] are distinct from ours, but for the sake of making the comparison we assume that the notation is adjusted to the same format. Then we may say that both factorizations rely on the matrix identities (4.3), (4.4) which, in fact, just represent the block Jordan elimination algorithm for a 2 2 block matrix Ah of (4.1).
The Cholesky factorization PA Pr L DL 7" is obtained in [LRT] by the application of the Jordan elimination to the matrix PA PT", which is equivalent to the recursive application of In the remainder of this paper we further specify our parallel nested dissection algorithm and estimate its complexity. We observe that all its arithmetic operations (except those needed in order to invert Xh for all h) are also involved in the sequential algorithm of [LRT] . (As in the latter paper, we ignore the arithmetic operations for which at least one operand is zero; we assume that no random cancellations of nonzero entries takes place, for if there are such cancellations, we would only arrive at more optimistic bounds; we will treat both Xh and X -I as block diagonal matrices having nonzero blocks in the same places.)
For each h we group all the arithmetic operations involved to reduce these operations to a pair of matrix multiplications Uh Yh S (which also gives X-yh Proof We first reexamine the well-known correlations between the elimination of the variables and of the associated vertices of G G (A), which we will derive from the previous analysis of nested dissection in [R] and [GEL] . We observe that the elimination of a vertex (variable) v is associated with the replacement of the edges in the graph G as follows: (1) First, for every pair of edges {Ul, v} and {v, u2}, the fill-in edge {Ul, u2} is to be added to the set of edges (unless {Ul, u2} is already in the graph); (2) then every edge with an end point v is deleted.
Adding an edge such as {Ul, u2} to the edge set corresponds to four arithmetic operations ofthe formz-ylx-ly2, where x, Yl, y2, z represent the edges {v, v}, {Ul, v}, {v, U2}, {Ul, U2}, respectively (see Figs. 1-5 and the end of Remark 1.1). If a block of variables is eliminated, then a set S, representing this block, should replace a vertex in the above description, so that, at first, for every pair of edges u 1, Sl }, u2, s2 with the end points s and s2 in S, the edge u 1, u 2 is added to the set of edges, and then, when all such pairs of edges have been scanned, all the edges with one or two end points in S are deleted. This corresponds to the matrix operations of the form Z Y1 X-1 yf, where X, Y1, Yf, Z represent the blocks of edges of the form {$1, $2 }, {Ul, sl}, {s2, u2}, {ul, u2}, respectively, where Sl, s2 6 S and where ul, u2 denote two vertices connected by edges with S. For symmetric matrices we may assume that Y1 Y2 Y. Of course, the objective is to arrange the elimination so as to decrease the fill-in and the (sequential and parallel) arithmetic cost. This objective is achieved in the nested dissection algorithm, in which the elimination is ordered so that every eliminated block of vertices is connected by edges with only relatively few vertices (confined to an s(nh)-separator, separating the vertices of the eliminated block from all other vertices).
To ensure the latter property we exploit the existence of an s (n )-separator family for the graph G G(A) and order the elimination by using a separator tree T6 defined for a graph G as follows:
DEFINITION 7.1. See Fig. 6 . Suppose that the graph G (V, E) has n vertices. If n < no (see Definition 3.1), let T6 be the trivial tree with no edges and with the single leaf (V, S), where S V. If n > no, we know an s(n)-separator S of G, so that we can find a partition V (1), V (2), S of V such that there exists no edge in E between the sets V (1) and V (2) and, furthermore, IV(1)I _< otn, IV(2)I _< otn, and ISl _< s(n). Then Ta is defined to be the binary tree with the root (V, S) having exactly two children that are the roots of the subtrees Ta Ta of T6, where Gj is the subgraph of G induced by the vertex set S tA V (j) for j 1, 2.
(Note that T6 is not equivalent to the elimination trees of [Schr] , [Li2] , and [GHLN] Nh let Rh,k denote the set of all the elements of Sh,k that are not in Sh. for h* > h, so that Rh,k Sh,k U Sh.,k., where the union is over all the Nh ancestors (Vh.,., Sh.,k.) of (Vh,k, Sh,) in T6. Let Rh -Jk=l Rh,k.
Observe that, by the definition of the sets Rh,k and Rh and of an s(n)-separator family, Rh,kl f') Rh,k2 J if kl k2, Rh f') Rh* J if h h*, and V ha=0 Rh. Also observe that for distinct k the subsets Rh,k of Rh are not connected by edges with each other; moreover, the vertices of each set Rh,k can be connected by edges only with the vertices of the set Rh,k itself and of the separator sets Sh+g,q in the ancestor nodes of (Vh,k, Sh,k) 
and k(h) otherwise), we simultaneously obtain the time bound O(log n) (see Lemma 6.1) and the processor bound M(s(n))/log n, required in Theorem 7. only in rows such that lies in one of the sets Rh+g,q (for < g < d h,(g, h, k)) corresponding to an ancestor (Vh+g,q Sh+g,q) of the node (Vh,k, Sh,k) in T6.
To deduce the desired complexity estimates, examine the cost of all the latter matrix multiplications (8.2), grouping them not in the above horizontal order (where k ranges from to Nh for a fixed h) but in the vertical order of Definition 3.1, that is, going from the root of the tree Ta to its leaves.
By slightly abusing the notation, denote n [Rh,k[, m m h,k for a fixed pair h and k, and consider the matrix multiplications of (8.2) associated with the node (Vh,k, Sh,k) and with its descendents in the tree Ta. These matrix multiplications can be performed in O(log 2 n) time (this is required in Theorem 8.1); let P(n, m) denote the associated processor bound.
For the two children of the node (Vh,k, Sh,k) the two associated numbers of processors will be denoted by P(nl, m) and P(n2, m2), where, by virtue of Lemma 7.2 and Definition 3.1 (see also [LRT] ), (8.3) m + m2 _< m + 2s(n), n <_ n + rt2 <_ n -+-s(n), (1 ot)n < ni <_ otn + s(n) for 1, 2.
Let M(p, q, r) hereafter denote the number of processors required in order to multiply p x q by q x r matrices in O(log(pqr)) parallel steps, so that M(p, q, r) <_ M(q) [p/q] [r/q] (all the processor bounds have been defined up to within constant factors). For fixed h and k (and, therefore, for a fixed separator Sh,k) the matrix multiplications (8.2) can be performed by using O(logn) parallel steps and M(s(n) + m, s(n), s(n) + m) <_ [(1 + m/s(n))ZM(s(n)) processors. Therefore, recursively, (8.4) P(n, m) <_ 1+ 1-+-M(s(n)) + P(n, ml) + P(n2, m2) for some n, n2, m, m2 satisfying (8.3). Using (8.4), we will prove the following claim, which in its special case for m 0 amounts to Theorem 8.1 (recall that we already have the parallel time bound O (log 2 n) of this theorem):
CLAIM. P(n, m) < (co + cl(m/s(n)) + c2(m/s(n))Z)m(s(n)) for all m and n and for some constants co, c, c2.
Proof. Ifn < n0, then P(n,m) <_ M(n) < co provided that c0 > M(no). Thus letn > no and prove the claim by induction on n. We may assume that no is large enough, so that (8.3) implies that n < n for 1, 2. Then by the induction hypothesis the claim holds if n is replaced by n for 1, 2, so that P(nl, m) + P(n2, m2) _</1=
co -+-Cl m!. for two constants ?' < 1, v < 1. We choose c large enough, so that 4-gc _< c, we then choose c large enough so that 2 4-, c 4-4g c). _< c, and, finally, we chose co large enough, so that 2 4-V.Co + 2yc + 47'c < co. Then (8.8) implies the claim and, consequently, Theorem 8.1.
