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Resumo
O objetivo desta dissertac¸a˜o e´ desenvolver uma metodologia eficiente para solucionar
o problema de agrupamento capacitado multicrite´rio (PACM), no qual objetos com pesos
associados sa˜o dados, os quais devem ser particionados em agrupamentos com capacidade
limitada.
Neste trabalho, o PACM esta´ ambientado em um problema de reagrupamento de lotes
urbanos, nos quais devem ser realizadas as leituras dos medidores de energia ele´trica por
concessiona´rias de distribuic¸a˜o de energia. A operac¸a˜o de leitura dos medidores e´ realizada
sobre lotes geograficamente definidos e e´ desempenhada sobre rotas percorridas uma vez por
meˆs pelos leituristas.
A motivac¸a˜o deste trabalho e´ atribu´ıda ao fato de que, com o passar do tempo, o tamanho
e o formato dos lotes va˜o ficando obsoletos, devido a modificac¸o˜es introduzidas na conformac¸a˜o
atual, desarranjando o equil´ıbrio entre os lotes e desatualizando as rotas. Por esse motivo e´
importante realizar um reagrupamento dos lotes buscando a diminuic¸a˜o dos custos operacionais
de leitura, assim como a minimizac¸a˜o dos custos e transtornos causados pelas modificac¸o˜es.
O me´todo proposto para resolver o problema abordado nesta dissertac¸a˜o e´ um algoritmo
baseado na metaheur´ıstica GRASP (Greedy randomized adaptive search procedure). A eficieˆncia
do me´todo proposto e´ testada sobre uma se´rie de instaˆncias geradas e sobre uma rede real. Os
experimentos computacionais demonstram a eficieˆncia do me´todo.
Palavras-chave: Otimizac¸a˜o Combinato´ria, Metaheur´ıstica, Reagrupamento Capacitado.
Abstract
The aim of this dissertation is to develop an efficient methodology to solve the multicriteria
redistricting capacitated problem (PACM), in which objects with associated weights are given,
which must be partitioned into groups with limited capacity.
In this work, the PACM is inserted in to a reassignment problem of urban clusters of clients,
in which the readings of the eletric energy measurement must be performed by the company
of energy distribution. The reading operation is performed over lots geographically defined is
performed once a month by the readers.
The motivation of this work is due to the fact that the size and shape of the lots
become obsolete after some time, due to modifications introduced in the current conformation,
desarranging the balance between the lots and outdating the routes. For this reason it is
important to achieve a reassignment of the lots trying to decrease the operational costs of
reading, as well as minimizing the costs and inconvenience caused by the changes.
The proposed method to solve the problem addressed in this dissertation is a algorithm based
on GRASP (Greedy randomized adaptive search procedure) metaheuristic. The effectiveness of
the proposed method is tested on a large number of generated instances and on a real network.
Computational experiments demonstrate the effectiveness of the proposed approach.
Keywords: Combinatorial Optimization, Metaheuristic, Capacited Reassignment.
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A otimizac¸a˜o tem o objetivo de solucionar problemas nos mais diversos contextos e de
determinar, de acordo com algum crite´rio, a melhor alternativa dentro de um universo
especificado.
A otimizac¸a˜o combinato´ria e´ o estudo matema´tico do agrupamento, ordenac¸a˜o ou selec¸a˜o de
um nu´mero finito de objetos discretos [Lawler, 2001]. Considerando certos crite´rios relacionados
a um determinado problema, a maior parte dos problemas de otimizac¸a˜o combinato´ria se
preocupam em responder pelo menos uma de treˆs perguntas sobre agrupamento:
1. O agrupamento existe?
2. Quantos agrupamentos existem?
3. Qual e´ o melhor agrupamento?
Entretanto, a existeˆncia de um tipo particular de agrupamento na˜o e´ geralmente o ponto
relevante, ta˜o pouco a quantidade de agrupamentos existentes. A questa˜o mais relevante e
discutida em problemas para diversas aplicac¸o˜es e´ encontrar o agrupamento (arranjo, ordenac¸a˜o,
selec¸a˜o) o´timo de maneira eficaz dentre um nu´mero muito grande de possibilidades.
Problemas de otimizac¸a˜o combinato´ria aparecem por toda parte, podendo ser aplicados em
muitas a´reas, tais como problemas de planejamento e programac¸a˜o (scheduling) da produc¸a˜o,
problemas de corte e empacotamento, roteamento de ve´ıculos, redes de telecomunicac¸a˜o,
sistemas de distribuic¸a˜o de energia ele´trica, problemas de localizac¸a˜o, dentre outras.
No contexto da otimizac¸a˜o combinato´ria, os denominados problemas de distritamento (PD)
(ou agrupamento) possuem o objetivo de realizar o particionamento de um conjunto de n
unidades cont´ıguas de uma regia˜o em p territo´rios, sendo que p < n, de forma que encontre a
melhor soluc¸a˜o poss´ıvel considerando um ou mais crite´rios.
A aplicac¸a˜o mais comum de PD e´ o de distritamento eleitoral, onde estados ou munic´ıpios
sa˜o divididos em distritos eleitorais compactos e com igual nu´mero de eleitores. Tambe´m
13
14
teˆm recebido certa importaˆncia aplicac¸o˜es voltadas a divisa˜o de territo´rios em distritos de
vendas, onde se deseja projetar distritos os mais homogeˆneos poss´ıveis [Franc¸a et al., 2007].
Outra caracter´ıstica frequ¨entemente encontrada em aplicac¸o˜es do problema de distritamento e´
o compromisso com a atual configurac¸a˜o dos distritos, fazendo com que ele seja designado como
um problema de redistritamento.
Existem muitos problemas combinato´rios pro´ximos aos problemas de distritamento, tais
como, os problemas de bin packing ou p-medianas capacitado. Em geral existem caracter´ısticas
suficientes que diferem estes problemas do PD, por exemplo, considerac¸o˜es geogra´ficas ou
geome´tricas como contiguidade entre os distritos ou compacidade.
O objeto de estudo desta dissertac¸a˜o e´ a otimizac¸a˜o combinato´ria aplicada ao problema de
agrupamento capacitado multicrite´rio (PACM), tratado como um problema de distritamento
hiera´rquico com dois objetivos.
O contexto no qual esta dissertac¸a˜o se insere corresponde a` tarefa que concessiona´rias de
distribuic¸a˜o de energia ele´trica devem desempenhar mensalmente para medir o consumo de
energia gasta nas unidades consumidoras de sua a´rea de concessa˜o. O consumo medido alimenta
a fatura que e´ enviada a cada cliente mensalmente.
A preocupac¸a˜o deste trabalho se encontra nos clientes residenciais, pois estes formam um
enorme contingente que requerem uma complexa e sistema´tica realizac¸a˜o de tarefas, comec¸ando
com uma repartic¸a˜o da a´rea de concessa˜o em unidades regionais que, por sua vez, sa˜o divididas
nos chamados lotes (territo´rios) de faturamento.
Em cada lote de faturamento encontram-se definidas as rotas que sa˜o percorridas
mensalmente por uma equipe de funciona´rios, os leituristas. A fixac¸a˜o do nu´mero de lotes por
unidade regional tem como objetivo produzir um melhor aproveitamento log´ıstico das equipes de
leituristas, definido de modo a permitir que as equipes se ocupem integralmente de um territo´rio
para cada dia u´til do meˆs.
Realizar a divisa˜o dos territo´rios dessa forma proporcionaria um cena´rio ideal de repartic¸a˜o
da a´rea de concessa˜o, visando uma otimizac¸a˜o log´ıstica da tarefa de leitura dos medidores.
Entretanto, e´ necessa´rio definir dentro de cada territo´rio, de forma adequada, a quantidade de
rotas e o percurso de cada uma. Essas deciso˜es tambe´m causam grandes impactos nos custos
operacionais de leitura.
Um problema encontrado e´ que muitas concessiona´rias a`s vezes na˜o dispo˜em de um plano
racional de leitura. As que possuem um plano, sofrem um desequil´ıbrio entre os lotes e suas
rotas que acontece devido ao crescimento vegetativo do mercado, de sua aglomerac¸a˜o, das
transformac¸o˜es urbanas e da expansa˜o do seu sistema ele´trico.
A tarefa que se deseja cumprir, apo´s a constatac¸a˜o da degradac¸a˜o das condic¸o˜es operacionais
da atual configurac¸a˜o dos territo´rios, e´ a de redefinir os limites geogra´ficos dos territo´rios
procurando equilibrar suas cargas de leitura, pore´m, sem desprezar os seus formatos, favorecendo
a construc¸a˜o a posteriori de rotas eficientes de leituristas.
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Pela complexidade e tamanho do problema tratado, o projeto se limita aos problemas de
(re)agrupamento da a´rea de trabalho, sendo que um trabalho que obteve uma boa eficieˆncia na
definic¸a˜o das rotas dos leituristas dentro dos territo´rios foi o desenvolvido por [Usberti, 2007].
E´ importante ressaltar que esta redefinic¸a˜o e´ realizada sobre uma configurac¸a˜o de territo´rios
pre´-existentes e que essas alterac¸o˜es tendem a causar impactos que devem ser minimizados.
No processo de otimizac¸a˜o e´ muito importante realizar uma boa escolha do me´todo de
resoluc¸a˜o, o qual depende principalmente da raza˜o entre a qualidade da soluc¸a˜o gerada
pelo me´todo e o tempo gasto para encontrar esta soluc¸a˜o. Grande parte dos problemas de
agrupamento sa˜o intrata´veis, ou seja, sa˜o problemas para os quais e´ improva´vel que se consiga
desenvolver um algoritmo exato que possa ser executado em um tempo razoa´vel. Nestes casos,
para tornar via´vel a obtenc¸a˜o de uma boa soluc¸a˜o e´ preciso utilizar me´todos heur´ısticos. Tais
me´todos, quando bem escolhidos, desenvolvidos e adaptados, sa˜o capazes de apresentar soluc¸o˜es
de boa qualidade em um tempo razoa´vel.
Existem diversas metaheur´ısticas que possuem estrate´gias distintas, podendo-se destacar:
Busca Tabu, Simulated Annealing, GRASP e as baseadas em Algoritmos Gene´ticos.
O objetivo principal deste projeto e´ desenvolver uma metodologia eficiente para solucionar o
problema de agrupamento capacitado multicrite´rio (PACM) citado. O problema analisado e´ o
de reagrupamento de territo´rios, onde sa˜o realizadas as leituras dos medidores de energia ele´trica
de concessiona´rias de distribuic¸a˜o de energia. Foi provado em [Garey and Johnson, 1979] que
este problema pertence a` classe NP-dif´ıcil. Por esse motivo na˜o existem algoritmos exatos que
conseguem resolveˆ-lo para instaˆncias de grande porte. Por isso, essa dissertac¸a˜o devota o estudo
a me´todos heur´ısticos e propo˜e um algoritmo para resolver o PACM baseado na metaheur´ıstica
GRASP.
Apo´s o desenvolvimento e implementac¸a˜o do me´todo proposto, a eficieˆncia do mesmo sera´
testada atrave´s de experimentos realizados e apresentados no Cap´ıtulo 5. O algoritmo tambe´m
sera´ executado para uma rede real obtida junto a uma concessiona´ria de distribuic¸a˜o de energia
ele´trica do estado de Sa˜o Paulo.
Este trabalho esta´ organizado de forma que o Cap´ıtulo 2 apresenta uma breve s´ıntese de
alguns trabalhos relacionados que serviram como base para a dissertac¸a˜o, auxiliando na gerac¸a˜o
de ide´ias para o desenvolvimento da dissertac¸a˜o. O Cap´ıtulo 3 descreve de uma forma mais
detalhada o problema tratado neste trabalho, apresentando uma formulac¸a˜o matema´tica para
ele e explicando como foi representado. O Cap´ıtulo 6 apresenta as estruturas de dados utilizadas
para representac¸a˜o computacional do problema. O Cap´ıtulo 4 aborda o me´todo desenvolvido
e utilizado para resoluc¸a˜o do PACM hiera´quico com dois crite´rios, discutindo cada parte da
metodologia usada e apresentando alguns algoritmos. Sa˜o apresentados alguns experimentos
computacionais no Cap´ıtulo 5, onde e´ realizada a apresentac¸a˜o e ana´lise dos resultados obtidos.
Capı´tulo2
Trabalhos Relacionados
Diversos problemas de otimizac¸a˜o possuem mu´ltiplas func¸o˜es objetivo que em sua maioria
sa˜o conflitantes. Esse tipo de problema e´ conhecido como problema de otimizac¸a˜o multiobjetivo
(POM) e pode ser definido como o problema de encontrar um vetor de varia´veis de decisa˜o que
satisfac¸a as restric¸o˜es e otimize o vetor de func¸o˜es objetivo.
Nos problemas de programac¸a˜o linear multiobjetivo existe um conjunto de soluc¸o˜es eficientes,
tambe´m conhecidas como na˜o-dominadas. Uma soluc¸a˜o e´ eficiente quando na˜o existe outra
soluc¸a˜o fact´ıvel que fornec¸a uma melhora em uma func¸a˜o objetivo sem provocar uma piora em
pelo menos uma das demais func¸o˜es objetivo [Lobianco and Meza, 2007].
Va´rios trabalhos teˆm sido desenvolvidos nessa a´rea, especialmente pelo fato de se conseguir
uma boa representac¸a˜o para problemas reais utilizando POM.
[Chinchuluun and Pardalos, 2007] realizaram uma investigac¸a˜o sobre otimizac¸a˜o
multiobjetivo, esboc¸ando diversos resultados teo´ricos. Existem va´rios me´todos para encontrar
soluc¸o˜es eficientes em problemas multiobjetivos, sendo que os me´todos mais comuns consistem
em um processo que transforma o problema de otimizac¸a˜o multiobjetivo em um problema com
uma func¸a˜o escalar. Os autores apresentaram treˆs me´todos determin´ısticos:
• Me´todo da ponderac¸a˜o;
• ∈-restric¸a˜o;
• Lp-me´trico ponderado.
O me´todo da ponderac¸a˜o foi proposto por Zadeh [Zadeh, 1963] e e´ amplamente utilizado
para resolver problemas de otimizac¸a˜o multiobjetivo. Neste me´todo os problemas de otimizac¸a˜o
multiobjetivo sa˜o transformados em problemas de otimizac¸a˜o escalar para os quais e´ definido
um vetor de coeficientes de ponderac¸a˜o (pesos) que procuram representar a importaˆncia relativa
de cada crite´rio. Sendo assim, estes coeficientes de ponderac¸a˜o sa˜o usados para expressar uma




Considerando um problema de minimizac¸a˜o da seguinte forma:
min F (x) (2.1)
S.a. x ∈ X.
Onde F (x) = (f1, f2, ..., fk) : X → <k. O novo problema, apo´s aplicar o me´todo da





S.a. x ∈ X.
Sendo:
• X o vetor de varia´veis de decisa˜o;
• F(x) o vetor de func¸o˜es objetivo;




O me´todo ∈-restric¸a˜o consiste em selecionar uma func¸a˜o, do vetor de func¸o˜es objetivo,
como substituta para ser a func¸a˜o objetivo do problema. Em geral e´ escolhida a func¸a˜o que
o decisor considera como mais importante, enquanto as demais func¸o˜es objetivo sa˜o tratadas
como restric¸o˜es do problema, definindo para cada uma delas um limitante superior, ou seja
valores ma´ximos que o mesmo esta´ disposto a aceitar (em problemas de minimizac¸a˜o). O novo
problema de otimizac¸a˜o passa a ser formulado como:
min fj(x) (2.3)
S.a. fi(x) ≤∈i, ∀i = 1, 2, ..., k, i 6= j,
x ∈ X.
Sendo:
• X o vetor de varia´veis de decisa˜o;
• ∈ o vetor de limitantes superiores (para problemas de minimizac¸a˜o).
E´ importante mencionar que, de acordo com alguns autores, determinar valores para ∈i na˜o
e´ uma tarefa trivial [Lobianco and Meza, 2007].
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O me´todo Lp-me´trico ponderado consiste em escolher um ponto y ∈ <k e procurar uma
soluc¸a˜o o´tima a qual se aproxime o ma´ximo poss´ıvel desse ponto. Uma me´trica mede a distaˆncia
entre dois pontos em <n. Podem-se utilizar diferentes me´tricas normalmente denominadas como
Lp, onde p ∈ [1,∞) ∪ {∞}. Estas me´tricas tambe´m podem ser ponderadas a fim de encontrar








S.a. x ∈ X, wi > 0 ∀i = 1, 2, ..., k.
Existem alguns problemas de otimizac¸a˜o multiobjetivo ou com um u´nico objetivo que sa˜o
conhecidos como problemas de agrupamento. O problema que delineia este trabalho e´ um
problema de agrupamento que foi tratado como um problema de distritamento. Por esse motivo
sa˜o abordados alguns trabalhos correlatos que auxiliaram o desenvolvimento deste trabalho.
O agrupamento de pequenas unidades geogra´ficas em grandes conjuntos territoriais
obedecendo a alguns crite´rios e´ definido na literatura como distritamento ou design territorial
[R´ıos-Mercado and Ferna´ndez, 2007].
[Franc¸a et al., 2007] apresentam uma comparac¸a˜o entre duas abordagens construtivas para
resolver o problema de agrupamento capacitado multicrite´rio (PACM), voltado a` situac¸a˜o
espec´ıfica de redefinic¸a˜o de lotes urbanos de faturamento de empresas de energia ele´trica. Foi
proposto um modelo matema´tico de otimizac¸a˜o restrito para resolver o PACM. O problema
de agrupamento capacitado (PAC) e´ tratado nesse artigo como o problema das p-medianas
capacitado, que consiste em encontrar um cliente (mediana) em cada um dos lotes, para o qual
a soma de sua distaˆncia para todos os outros clientes do lote seja mı´nima.
A finalidade de [Franc¸a et al., 2007] e´ gerar um conjunto inicial de soluc¸o˜es na˜o-dominadas
para o PACM. Para isso, foi apresentada uma estrate´gia que se divide em duas fases. Na primeira
fase resolve-se um PAC monocrite´rio em que sa˜o geradas diversas soluc¸o˜es minimizando apenas
o crite´rio de compacidade dos lotes, onde a forma geogra´fica dos lotes deve ser a mais compacta
poss´ıvel. Esse crite´rio foi regido pelas seguintes restric¸o˜es:
• Criac¸a˜o de exatos P territo´rios;
• Alocac¸a˜o de cada no´ do grafo a um, e somente um, no´ que seja mediana;
• Equalizac¸a˜o dos tamanhos dos lotes com respeito a` carga de leitura;
A segunda fase consiste em realizar uma avaliac¸a˜o da soluc¸a˜o obtida na primeira com relac¸a˜o
ao crite´rio de conformidade dos lotes, buscando-se soluc¸o˜es na˜o-dominadas que alteram o mı´nimo
poss´ıvel as associac¸o˜es consumidor-lote.
19
Foram testados dois algoritmos em [Franc¸a et al., 2007] para resolver o problema proposto.
O primeiro me´todo implementado foi uma combinac¸a˜o de GRASP com Adaptive Memory
Programming - AMP apresentado em [Ahmadi and Osman, 2005], sendo implementada apenas
a parte construtiva, a qual gera sementes de medianas usando o conceito de densidade dos no´s
do grafo e faz alocac¸o˜es no´-mediana com base em uma func¸a˜o de arrependimento. Esse me´todo
tambe´m intercala fases de construc¸a˜o e desconstruc¸a˜o na busca por soluc¸o˜es cada vez melhores.
O segundo me´todo foi encontrado em [Osman and Christofides, 1994] e sua fase construtiva se
baseia em treˆs etapas:
1. Escolha da localizac¸a˜o das medianas de cada agrupamento;
2. Designac¸a˜o dos no´s a`s medianas;
3. Readequac¸a˜o de cada agrupamento para redefinir a nova posic¸a˜o da mediana.
Segundo [Franc¸a et al., 2007], ambos os algoritmos obtiveram bons resultados. Embora
tenha sido encontrado no primeiro algoritmo um conjunto aproximado de Pareto com valores
melhores, o seu esforc¸o computacional e´ maior que o do segundo. Problemas encontrados pelos
autores nos dois me´todos foram a dificuldade de obter soluc¸o˜es fact´ıveis com baixo valor de
desvio entre as cargas de leitura dos lotes e encontrar soluc¸o˜es sem a ocorreˆncia de enclaves, ja´
que se deseja sempre ter soluc¸o˜es cont´ıguas.
[Laporte and Erkut, 2003] apresentam o problema multicrite´rio de distritamento pol´ıtico e
uma formulac¸a˜o matema´tica. Sua principal contribuic¸a˜o e´ a apresentac¸a˜o de um algoritmo de
busca tabu com memo´ria adaptativa. O algoritmo utiliza um me´todo construtivo para obter
uma soluc¸a˜o inicial baseado em [Vickrey, 1961], o qual escolhe uma semente para iniciar um
territo´rio e gradativamente o estende atrave´s da adic¸a˜o de unidades adjacentes. Se a soluc¸a˜o
encontrada possui um nu´mero maior de distritos que o nu´mero pre´-determinado, enta˜o distritos
que possuem tamanhos menores sa˜o unidos (merge). Em contra-partida, se foi obtido um
nu´mero menor de distritos e´ feita uma divisa˜o dos maiores distritos (split).
Apo´s obter uma soluc¸a˜o inicial, sa˜o utilizadas informac¸o˜es de vizinhanc¸a e informac¸o˜es
armazenadas nas memo´rias, as quais sa˜o baseadas em receˆncia e frequ¨eˆncia, para mover unidades
de um distrito para outro. Sa˜o apresentados dois tipos de movimentos: movimento tipo1,
denotado por (i,j,l), em que a unidade i do territo´rio j e´ movida para o territo´rio l e o movimento
tipo2, denotado por (i,k,j,l), em que a unidade i do territo´rio j e´ movida para o territo´rio l e a
unidade k do territo´rio l e´ movida para o territo´rio j.
O algoritmo implementado por [Laporte and Erkut, 2003] e´ aplicado a um problema real
referente a` cidade de Edmonton, Canada´, o qual encontra melhorias significativas comparadas
ao mapa de distritamento corrente desta cidade.
[Ricca and Simeone, 2008] tambe´m abordam o problema multicrite´rio de distritamento
pol´ıtico e apresentam quatro tipos de algoritmos de busca local (BL): Descent, Tabu Search
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(exato e randoˆmico), Simulated Annealing e Old Bachelor Acceptance. O principal objetivo e´
a comparac¸a˜o das diferentes te´cnicas de busca local tanto em termos de qualidade da soluc¸a˜o
como em tempo computacional.
Atrave´s da realizac¸a˜o de alguns experimentos para avaliar o desempenho destes algoritmos
os autores concluem que o Old Bachelor Acceptance e´ o algoritmo que produz os melhores
resultados na maioria dos casos e que o Descent produz os piores, sendo que os demais
conseguem, em me´dia, obter bons resultados.
[Pereira et al., 2007] apresentam o problema de distritamento (PD) aplicado ao sistema de
prec¸o da rede de transporte pu´blico de Paris. Foi implementado um algoritmo h´ıbrido, que
corresponde a uma combinac¸a˜o de um algoritmo evolutivo com uma busca local, com o intuito
de fazer uma aproximac¸a˜o da fronteira de Pareto. Os autores mostram que como o problema
e´ multicrite´rio, um algoritmo evolutivo e´ particularmente adequado, pois trabalha com um
conjunto de soluc¸o˜es em potencial, as quais podem gerar diversas soluc¸o˜es eficientes em uma
u´nica iterac¸a˜o.
O objetivo do algoritmo proposto por [Pereira et al., 2007] e´ encontrar, em um tempo
relativamente pequeno, um conjunto de soluc¸o˜es na˜o-dominadas com alta qualidade. A cada
iterac¸a˜o, depois de atribuir um valor de fitness para cada indiv´ıduo, sa˜o aplicados os operadores
de mutac¸a˜o e crossover, ao mesmo tempo em que uma lista de soluc¸o˜es na˜o-dominadas e´
constru´ıda. Quando uma nova soluc¸a˜o e´ inserida na lista, uma busca local e´ aplicada nesta lista
com o intuito de melhorar a soluc¸a˜o. A combinac¸a˜o com a BL permite verificar a existeˆncia de
soluc¸o˜es eficientes localizadas perto das soluc¸o˜es obtidas.
[R´ıos-Mercado and Ferna´ndez, 2007] apresentam uma metaheur´ıstica comumente utilizada
em problemas de otimizac¸a˜o combinato´ria, denominada GRASP, para resolver o problema de
design territorial aplicado a uma empresa de distribuic¸a˜o de bebidas da cidade de Monterrey,
Me´xico.
O GRASP consiste basicamente em duas fases: construc¸a˜o e po´s-processamento. A primeira
tenta construir uma soluc¸a˜o fact´ıvel e a segunda tenta melhora´-la. Quando uma soluc¸a˜o fact´ıvel
e´ encontrada com sucesso na primeira fase, o que nem sempre ocorre, a segunda fase consiste em
uma busca local com o objetivo de melhorar o valor da func¸a˜o objetivo. Pore´m quando a soluc¸a˜o
inicial encontrada na fase construtiva na˜o e´ fact´ıvel, executa-se uma fase de ajustamento, a qual,
junto com a busca local, procura factibilizar e melhorar a soluc¸a˜o corrente.
Como a maior parte do tempo computacional gasto pelo algoritmo se da´ na busca local,
procurou-se utilizar um filtro para evitar que a busca local seja executada para soluc¸o˜es na˜o
promissoras, agilizando o algoritmo.
[R´ıos-Mercado and Ferna´ndez, 2007] realizaram diversos experimentos em cada uma das
fases do algoritmo, com diferentes instaˆncias de diferentes densidades, e notou-se que a
busca local produz melhorias significativas (75% − 90%) nas soluc¸o˜es obtidas na fase de
construc¸a˜o. Quando comparado com soluc¸o˜es ja´ utilizadas, fica claro que a qualidade das
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soluc¸o˜es encontradas pelo algoritmo e´ melhor. O autor conclui que o me´todo proposto e´ robusto
e encontra soluc¸o˜es fact´ıveis com um esforc¸o computacional relativamente pequeno.
A maior parte dos artigos apresentados ajudou na formac¸a˜o de ide´ias a fim de compreender
e resolver o PACM proposto neste projeto. Entretanto a colaborac¸a˜o maior na compreensa˜o do
problema foi encontrada em [Franc¸a et al., 2007] por tratar do mesmo problema, embora utilize
me´todos diferentes do que foi utilizado neste trabalho.
Para elaborac¸a˜o do me´todo heur´ıstico proposto, as principais ide´ias foram baseadas em
[R´ıos-Mercado and Ferna´ndez, 2007], por ser um trabalho que se identifica com o problema
proposto e oferece um me´todo eficiente para resolveˆ-lo.
Capı´tulo3
Problema de Reagrupamento Capacitado
Multicrite´rio
3.1 Introduc¸a˜o
Na resoluc¸a˜o de problemas de otimizac¸a˜o, busca-se encontrar a melhor soluc¸a˜o analizando um
ou mais objetivos condicionados por algumas restric¸o˜es. Estes problemas podem ser visualizados
como modelos matema´ticos de problemas de decisa˜o. Encontrar a soluc¸a˜o para problemas de
decisa˜o consiste em realizar a melhor escolha dentre um conjunto de alternativas, onde assume-se
a existeˆncia de certos crite´rios segundo os quais a qualidade das alternativas e´ mensurada.
O problema de otimizac¸a˜o apresentado neste trabalho e´ o PACM, para o qual se destina
este cap´ıtulo. Tambe´m sera´ abordado o ambiente em que o PACM foi aplicado, mostrando os
to´picos mais relevantes para a compreensa˜o do problema.
3.2 Problema de Agrupamento Capacitado Multicrite´rio
Problemas de agrupamento consistem basicamente em determinar semelhanc¸as existentes
entre objetos que se deseja agrupar, formular a hipo´tese de agrupamento e definir o esquema de
classificac¸a˜o [Sosa, 1996]. O problema de agrupamento capacitado (PAC) e´ definido a partir de
um dado conjunto de clientes, onde cada um deles tem associados pesos ou demandas que devem
ser agrupados em p grupos distintos, cada qual com uma capacidade conhecida, de modo que a
soma total dos pesos dos objetos atribu´ıdos ao agrupamento na˜o deve ultrapassar a capacidade
do agrupamento. O PAC deve atender a`s seguintes exigeˆncias:
• Cada cliente possui um peso;
• Todos os clientes devem ser atribu´ıdos a um, e somente um, agrupamento;
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• Os clientes devem ser particionados em p agrupamentos, sendo p um nu´mero fixo;
• A soma dos pesos dos clientes de um agrupamento na˜o deve ultrapassar a capacidade desse
agrupamento;
• Os agrupamentos devem ser formados de maneira que permanec¸am cont´ıguos.
• Deve-se definir um crite´rio a ser otimizado que indique quais sa˜o as soluc¸o˜es boas, como
por exemplo, o crite´rio geogra´fico.
O PAC foi tratado neste trabalho como um problema semelhante ao problema de
distritamento pol´ıtico (PDP) cujo principal objetivo e´ particionar uma regia˜o em distritos
eleitorais, sujeito a algumas restric¸o˜es. As restric¸o˜es mais comuns para o PDP incluem:
contigu¨idade, igualdade populacional, compacidade e homogeneidade so´cio-econoˆmica (renda
me´dia).
O PACM e´ uma extensa˜o do PAC, sendo que o PACM possui mais de um crite´rio (ou
objetivo) que deve orientar o processo de otimizac¸a˜o. O PACM tambe´m pode ser visto como
um problema de partic¸a˜o onde, dada uma certa regia˜o com n unidades territoriais, deseja-se
particionar essa regia˜o de forma a encontrar p territo´rios que atendam a alguns crite´rios, sendo
p < n.
As principais aplicac¸o˜es do PACM teˆm sido voltadas para os problemas de distritamento
eleitoral e para os problemas de divisa˜o territorial de vendas. No primeiro problema, mais
presente em pa´ıses que adotam o voto distrital, o objetivo e´ dividir uma regia˜o eleitoral, como
um estado ou um munic´ıpio, em distritos eleitorais que sejam neutros, ou seja, que na˜o favorec¸am
nenhum partido ou candidato distrital devido a` sua conformac¸a˜o geogra´fica. Em problemas de
divisa˜o territorial para vendedores, buscam-se regio˜es com caracter´ısticas semelhantes entre si,
de modo a na˜o favorecer determinado vendedor ou estabelecimento [Franc¸a et al., 2007].
3.3 Descric¸a˜o do Problema
Esta subsec¸a˜o e´ voltada para a definic¸a˜o do tipo de problema de agrupamento sobre o qual
se delineia o estudo deste trabalho, com eˆnfase em justificar porque se trata de um problema de
agrupamento capacitado multicrite´rio, quais sa˜o os crite´rio relevantes e como eles foram tratados
no problema.
O problema de agrupamento capacitado, foco deste trabalho, diz respeito a` tarefa que
concessiona´rias de distribuic¸a˜o de energia ele´trica devem mensalmente desempenhar para medir
o consumo de energia gasta nas unidades consumidoras de sua a´rea de concessa˜o.
Deve-se redefinir os limites geogra´ficos dos lotes procurando equalizar suas cargas de leitura,
pore´m sem desprezar os seus formatos, que devem favorecer a construc¸a˜o a posteriori de rotas
eficientes de leituristas.
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Ao se decidir pela redefinic¸a˜o do tamanho e da conformac¸a˜o dos lotes de cada unidade
regional de uma concessiona´ria, e´ necessa´rio considerar alguns crite´rios:
1. Crite´rio de homogeneidade: Os novos lotes devem ser os mais homogeˆneos poss´ıveis
quanto a` carga de trabalho da equipe de leituristas, a fim de obter uma minimizac¸a˜o dos
custos operacionais de ma˜o de obra.
2. Crite´rio de compacidade: A forma geogra´fica dos novos lotes deve ser a mais compacta
poss´ıvel, para que a definic¸a˜o posterior de suas rotas de leitura seja a mais eficiente poss´ıvel.
E´ do senso-comum que formas de lote alongadas e tortuosas tendem a dificultar o trac¸ado
de boas rotas.
3. Crite´rio de conformidade: Os novos lotes devem alterar o mı´nimo poss´ıvel as atuais
associac¸o˜es entre consumidores e suas datas de leitura.
Ao analizar o PACM proposto neste trabalho, os dois primeiros crite´rios mencionados acima
se descortinam imediatamente. Ao realizar a redefinic¸a˜o da configurac¸a˜o dos lotes atuais
considerando os dois primeiros crite´rios, pode-se obter uma soluc¸a˜o muito diferente quanto a`
realocac¸a˜o de datas de leitura, o que na˜o e´ interessante para a concessiona´ria de energia ele´trica,
o que justifica a adoc¸a˜o do terceiro crite´rio. Se o nu´mero de alterac¸o˜es for grande, o aumento
dos custos financeiros provocados pela variac¸a˜o do fluxo de caixa, ale´m de outros transtornos
na˜o mensura´veis, a soluc¸a˜o proposta pode-se tornar pouco atrativa.
Para entender porque isso ocorre, e´ importante agregar algumas informac¸o˜es sobre o
fornecimento de energia. A Ageˆncia Nacional de Energia Ele´trica (ANEEL), por meio da
Resoluc¸a˜o 456, regulamenta as condic¸o˜es gerais de fornecimento de energia ele´trica, visando
aprimorar o relacionamento entre os agentes responsa´veis pela prestac¸a˜o de servic¸o pu´blico de
energia ele´trica e os consumidores. Dentre diversos outros fatores estabelecidos pela ANEEL, e´
importante ressaltar os seguintes:
• Uma concessiona´ria se obriga a fazer a leitura dos medidores de energia ele´trica em
intervalos de 30 dias, os quais podem variar entre 27 e 33 dias;
• A concessiona´ria de energia ele´trica necessita apresentar a fatura aos consumidores com
um prazo mı´nimo de 5 dias para que seu pagamento seja efetuado;
• E´ facultado aos consumidores escolher o dia do pagamento entre 6 diferentes datas
uniformemente distribu´ıdas ao longo do meˆs.
Observando esse regulamento, efetuar grandes mudanc¸as de realocac¸a˜o de datas de leitura
pode prejudicar a soluc¸a˜o final do problema. Por exemplo, o medidor de um consumidor era
inicialmente lido todo dia 15 do meˆs, pore´m apo´s a reconfigurac¸a˜o dos lotes esse medidor passou
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a ser lido todo dia 5. Como esse intervalo fica fora do prazo de 27 a` 33 dias entre leituras
consecutivas, como determina a ANEEL, esse leitor deve ser comunicado dessa alterac¸a˜o com
antecedeˆncia. Ale´m disso, a antecipac¸a˜o da leitura implica em maior demora de seu faturamento,
dado que sua data de pagamento na˜o pode ser alterada por iniciativa da empresa. Esse aumento
no prazo de faturamento causa uma perda financeira para a concessiona´ria.
Assim, os racioc´ınios citados produzem um problema de (re)agrupamento capacitado
multicrite´rio de grande dimensa˜o, ja´ que em geral as aplicac¸o˜es mais atraentes situam-se em
grandes cidades, com milhares de medidores a serem lidos mensalmente.
3.4 Representac¸a˜o do Problema
A representac¸a˜o do PACM apresentado neste trabalho e´ feita por um grafo conexo
na˜o-orientado G(V, E) onde V e´ o conjunto dos n no´s e E e´ o conjunto das m arestas do
grafo. A associac¸a˜o entre o grafo e a planta urbana da regia˜o que se deseja agrupar e´ obtida
associando um no´ a cada cruzamento da planta e uma aresta a cada segmento de rua entre dois
cruzamentos. A Figura 3.1 mostra um grafo obtido por uma regia˜o de estudo.
Figura 3.1: Associac¸a˜o entre a planta de uma regia˜o e o grafo.
Cada no´ i do grafo possui alguns paraˆmetros associados, que em nosso problema sa˜o as
coordenadas geogra´ficas e duas atividades mensura´veis. Conhecendo as coordenadas (x, y) de




(xj − xi)2 + (yj − yi)2 (3.1)
Seja wai o valor da atividade a no no´ i, sendo que w
1
i representa o nu´mero de medidores e
w2i o tempo de leitura desses medidores. Como na pra´tica essas atividades esta˜o relacionadas
a`s arestas, pelo fato dos medidores se localizarem nos imo´veis ao longo das ruas, e´ coerente
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que cada wai seja calculado como uma composic¸a˜o proporcional de cada atividade das arestas
incidentes ao no´ i. A Figura 3.2 mostra uma parte de um grafo com o nu´mero de medidores e
tempos de leitura associados a`s aresta.
Figura 3.2: Atividades (1 e 2) associadas a`s arestas do grafo.
O valor das atividades para cada no´ e´ calculado da seguinte forma: considerando o no´ 1 da
Figura 3.2, existem cinco arestas incidentes a este no´ com nu´mero de medidores iguais a 131,
253, 47, 247, 173 e tempos de leitura iguais a 7,86; 15,19; 2,82; 14,83; 10,38. Como toda aresta
do grafo e´ incidente a somente dois no´s, divide-se o valor das atividades de cada aresta para
os no´s aos quais ela incide. Dessa forma o valor da atividade 1 para o no´ 1 e´ igual a 425,5 e o
valor da atividade 2 para o no´ 1 e´ igual a 25,54, ou seja, esses valores sa˜o a soma da metade do
valor de cada atividade referente a`s cinco arestas incidentes ao no´ 1. O resultado do ca´lculo das
atividades para o no´ 1 e´ mostrado na Figura 3.3.
Figura 3.3: Ca´lculo do valor de cada atividade para um no´.
Um territo´rio e´ formado por um subconjunto Vk de no´s onde Vk ⊂ V , sendo que a quantidade
total de territo´rios que devem ser formados e´ dada por um paraˆmetro p. Ao se obter uma soluc¸a˜o,
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cada no´ do grafo deve estar atribu´ıdo a um territo´rio. Dessa forma o conjunto de territo´rios
formados por Vk, sendo k = 1, ..., p definem uma partic¸a˜o de V.
Ao construir os territo´rios deseja-se tambe´m que eles estejam balanceados com respeito ao





wai , sendo a = 1, 2. (3.2)
O ideal seria que a soluc¸a˜o composta por p territo´rios estivesse com todos os territo´rios
perfeitamente balanceados, pore´m na pra´tica isso e´ quase imposs´ıvel devido a` estrutura discreta
do problema e a` restric¸a˜o de atribuic¸a˜o exclusiva de cada no´. Por essa raza˜o e´ medido o n´ıvel de
atividade desejado para cada territo´rio, Equac¸a˜o (3.3), o qual na˜o deve utrapassar uma margem
de toleraˆncia definida na Equac¸a˜o (3.4), ou seja, essa equac¸a˜o mostra que o tamanho de cada
atividade para cada territo´rio, na˜o deve utrapassar os limites superior e inferior definidos, sendo
que o τ e´ o paraˆmetro de toleraˆncia para as atividades.
µa = wa(V )/p sendo a = 1, 2. (3.3)
(1− τa)µa ≤ wa(Vk) ≤ (1 + τa)µa (3.4)
Um outro ponto importante que deve ser considerado na criac¸a˜o dos territo´rios e´ que cada
territo´rio deve formar um subgrafo conexo, ou seja, deve existir um caminho entre cada par de
no´s, com todos os seus no´s pertencentes unicamente ao conjunto de no´s deste territo´rio.
Este problema pode enta˜o ser descrito como encontrar p partic¸o˜es de V que satisfac¸am os
treˆs crite´rios mencionados na Sec¸a˜o 3.3.
3.5 Formulac¸a˜o Matema´tica
O objetivo do PACM tratado neste projeto e´ redefinir os limites geogra´ficos dos lotes de
faturamento de uma concessiona´ria de energia ele´trica de acordo com os crite´rios mencionados
na Sec¸a˜o 3.3. Existem va´rias formas de formular e resolver o PACM. Nesta sec¸a˜o sera´ mostrada
uma formulac¸a˜o para o problema e no Cap´ıtulo 4 e´ mostrado um me´todo para resolveˆ-lo.
Neste trabalho, o PACM foi tratado como um problema de (re)agrupamento capacitado
hiera´rquico com duas func¸o˜es objetivo. Na primeira etapa de implementac¸a˜o foi resolvido o
problema monocrite´rio (PAC), formados pelos crite´rios de compacidade e de homogeneidade,
os quais foram fundidos em uma u´nica func¸a˜o objetivo ponderados por um peso, atribu´ıdo
pelo decisor, referente a` importaˆncia do que se deseja priorizar no processo de otimizac¸a˜o. Foi
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utilizado o me´todo de ponderac¸a˜o [Zadeh, 1963] a fim de transformar os dois crite´rios em um so´.
Esse novo objetivo foi denominado como crite´rio geogra´fico, o qual busca encontrar territo´rios
compactos e equilibrados com respeito a` carga de trabalho. A func¸a˜o que representa o crite´rio
geogra´fico e´ detalhada no Cap´ıtulo 4.
E´ poss´ıvel atender o crite´rio geogra´fico minimizando a maior distaˆncia euclidiana entre
um par de no´s de um territo´rio e impedindo que as atividades dos no´s associadas a cada
territo´rio k ultrapassem as toleraˆncias adimitidas para o tamanho me´dio da atividade a em
cada territo´rio [R´ıos-Mercado and Ferna´ndez, 2007], mantendo dessa maneira os territo´rios
compactos e forc¸ando os lotes a serem balanceados com relac¸a˜o a`s atividades associadas aos
no´s.
Apo´s encontrar a melhor soluc¸a˜o poss´ıvel maximizando o crite´rio geogra´fico, busca-se
otimizar o crite´rio de conformidade. Essa etapa da otimizac¸a˜o na˜o modifica a soluc¸a˜o com
respeito ao crite´rio geogra´fico, por isso a definic¸a˜o do problema como um problema hiera´rquico
com dois objetivos. A seguir sa˜o realizadas algumas definic¸o˜es de ı´ndices, paraˆmetros e varia´veis
[R´ıos-Mercado and Ferna´ndez, 2007]:
• I´ndices e conjuntos:
n Nu´mero de unidades territoriais (no´s do grafo);
p Nu´mero de territo´rios (partic¸o˜es do grafo);
i,j I´ndice das unidades territoriais, sendo que i, j ∈ V = {1, · · · , n};
a I´ndice das atividades, a ∈ A = {1, 2};
k e l I´ndices dos territo´rios, k ∈ K = {1, · · · , p} l ∈ L = {1, · · · , p};
N i = {j ∈ V |(i, j) ∈ E ∨ (j, i) ∈ E} conjunto de no´s que sa˜o adjacentes ao no´ i, ou
seja, os vizinhos do no´ i ;
• Paraˆmetros:
wai Valor da atividade a no no´ i, i ∈ V , a ∈ A;
di,j Distaˆncia Euclidiana entre o no´ i e o no´ j, i, j ∈ V ;















me´dia alvo do valor da atividade a para cada territo´rio, a ∈ A;
• Varia´veis de decisa˜o para f1:
xi,j =
{
1, se o no´ j esta´ atribu´ıdo ao territo´rio com centro i ; i ∈ V ;
0, caso contra´rio.
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yi =
{
1, se o centro de um territo´rio esta´ localizado no no´ i ;
0, caso contra´rio.
O modelo matema´tico para o PAC pode ser escrito como:




xij = 1 j ∈ V (3.6)∑
i∈V
yi = p (3.7)





xij ≥ 1− |D| i ∈ V ;D ⊂ V \(N i ∪ {i}) (3.9)



























– F(S) e´ a medida de dispersa˜o do territo´rio baseada na distaˆncia euclidiana;
– dmax e´ a maior distaˆncia euclidiana entre dois no´s do grafo;
– G(S) controla o balanceamento dos territo´rios com respeito a cada atividade, dando
a soma das inviabilidades;
– λ e´ o fator de ponderac¸a˜o de F e G, tal que λ ∈ [0, 1];
– S e´ uma soluc¸a˜o para o problema;
– N e´ um subconjunto de V definido no to´pico ı´ndices e conjuntos.
A func¸a˜o objetivo exibida em (3.5) minimiza a combinac¸a˜o convexa da soma da maior
distaˆncia euclidiana de cada territo´rio com as inviabilidades com respeito a`s atividades
de cada territo´rio. Esses dois fatores sa˜o ponderados pelo paraˆmetro λ que e´ escolhido
pelo decisor de acordo com a importaˆncia dada por ele a`s partes da func¸a˜o objetivo.
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As restric¸o˜es (3.6) definem que cada no´ do grafo deve ser atribu´ıdo a um territo´rio. A
restric¸a˜o (3.7) obriga a formac¸a˜o de exatos p territo´rios. As restric¸o˜es (3.8) obrigam que
os no´s sejam alocados somente a`s medianas. As restric¸o˜es (3.9) garantem a conectividade
dos territo´rios; essas restric¸o˜es sa˜o similares a`s usadas em problemas de roteamento
para garantir a conectividade das rotas, sendo que existe um nu´mero exponencial delas
[R´ıos-Mercado and Ferna´ndez, 2007]. As restric¸o˜es (3.10) garantem que as varia´veis de
decisa˜o sejam bina´rias e as (3.11) e (3.12) definem F(S) e G(S) respectivamente. E´
realizada uma descric¸a˜o detalhada das func¸o˜es F(S) e G(S) no Cap´ıtulo 4.
Uma atenc¸a˜o especial deve ser dada a`s restric¸o˜es (3.9) ja´ que sa˜o elas que garantem a
conectividade dos territo´rios da soluc¸a˜o. Devido ao fato que estas restric¸o˜es sa˜o muito
importantes e na˜o sa˜o triviais, elas sera˜o abordadas com mais detalhes.
As restric¸o˜es de conectividade possuem a seguinte ide´ia: ao se escolher um subconjunto
de ve´rtices D de uma soluc¸a˜o, se todos os elementos deste subconjunto pertencerem ao
mesmo territo´rio, algum outro no´ desse territo´rio deve ser vizinho a D.









xij︸ ︷︷ ︸ ≥ 1− |D|B i ∈ V ;D ⊂ V \(N
i ∪ {i})︸ ︷︷ ︸
A
Sendo que:
– Em A, D e´ um subconjunto de V , o qual na˜o conte´m o no´ i que esta´ sendo analisado
no momento nem seus vizinhos;
– Em B, calcula-se a quantidade de no´s que pertencem a D e que esta˜o alocados ao
territo´rio com centro i;
– Em C, calcula-se a quantidade de no´s adjacentes a` D que pertenc¸am ao territo´rio
com centro i.
Apo´s compreender cada parte da restric¸a˜o e´ necessa´rio analisar treˆs situac¸o˜es para entender
porque ela garante a conectividade dos territo´rios:
1) Quando i na˜o e´ um centro: Sa˜o analisados todos os no´s do grafo (i ∈ V ). Quando
o no´ i na˜o for um centro a restric¸a˜o sempre e´ satisfeita, porque B e C sera˜o iguais a
zero, logo |D| ≥ 1;
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2) Quando nem todos os elementos de D pertencem ao mesmo territo´rio: Neste
caso |D| > B ≥ 0 e C ≥ 0, dessa forma tem-se que C + |D| −B ≥ 1, logo a restric¸a˜o
tambe´m e´ sempre atendida;
3) Quando todos elementos de D fazem parte do mesmo territo´rio: Neste caso
a propriedade da restric¸a˜o deve ser atendida, pois se na˜o existir algum vizinho de
D pertencente ao territo´rio com centro i (C = 0) a condic¸a˜o falha, uma vez que ao
escolher o conjunto D e´ desconsiderado o no´ i analisado no momento e seus vizinhos.
Como sa˜o analisados todos os no´s do grafo, dependendo do subconjunto D escolhido,
mesmo existindo territo´rios desconexos na soluc¸a˜o, as Restric¸o˜es (3.9) sa˜o satisfeitas, mas
sempre havera´ no mı´nimo um caso em que ela falhara´. A figura 3.4 ilustra esta situac¸a˜o.
Figura 3.4: Restric¸a˜o de conectividade, situac¸a˜o 3.
Observando a soluc¸a˜o mostrada na Figura 3.4 nota-se que o territo´rio k e´ desconexo.
Considerando o subconjunto D1 = {v1, v2, v3, v4, v5} a restric¸a˜o de conectividade na˜o falha,
porque existe um no´ pertencente a k (v6) que e´ vizinho de D1. Pore´m como ja´ mencionado
anteriormente, sempre havera´ um subconjunto D para o qual esta restric¸a˜o ira´ falhar.
Considerando enta˜o o subconjunto D2 = {v1, v2, v3, v4, v5, v6, v7} a restric¸a˜o falha, pois
na˜o existe nenhum no´ pertencente ao territo´rio k que e´ adjacente a` D2, sabendo que o no´
i e seus vizinhos na˜o fazem parte de D2 e fazem parte do territo´rio k, conclui-se que o
territo´rio k e´ desconexo.
Independente de qual no´ tenha sido escolhido como centro (no´ i da Figura 3.4), quando a
soluc¸a˜o possui algum territo´rio desconexo, sempre existe um subconjunto D para o qual
a restric¸a˜o de conectividade ira´ falhar. Isso ocorre porque os territo´rios desconexos sa˜o
formados por ilhas, enta˜o sempre que for escolhido D formado por todos elementos de
uma ilha e o centro localizado em outra ilha, a restric¸a˜o ira´ falhar, pois na˜o encontrara´
nenhum vizinho a` D.
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• Varia´veis de decisa˜o para f2:
rk,l =
{
1, se o territo´rio k passar a ter ro´tulo l ;
0, caso contra´rio.
• Matriz de custo:
ck,l =
{
nu´mero de medidores do territo´rio k
que originalmente estavam com o ro´tulo l ;
O segundo crite´rio avaliado na resoluc¸a˜o do problema e´ o crite´rio de conformidade que pode










zkl = 1 ∀ l = {1, · · · , p} (3.14)
p∑
l=1
zkl = 1 ∀ k = {1, · · · , p} (3.15)
zkl ∈ {0, 1} (3.16)
A func¸a˜o objetivo exibida em (4.5.1) maximiza o nu´mero de medidores que permanecem em
seu territo´rio de origem. As restric¸o˜es (3.14) definem que um ro´tulo deve ser alocado a somente
um territo´rio, as restric¸o˜es (3.15) determina que um territo´rio pode receber apenas um ro´tulo e
as restric¸o˜es (3.16) definem a varia´vel z como bina´ria.
A matriz de custo C e´ uma matriz de dimensa˜o p × p onde suas linhas representam os
territo´rios e suas colunas os ro´tulos. Cada posic¸a˜o da matriz guarda o valor do nu´mero de
medidores do territo´rio k que estavam originalmente rotulados como l, ou seja, a posic¸a˜o k,l da
matriz retorna o nu´mero de medidores que na˜o ira˜o mudar de ro´tulo caso o territo´rio k seja
rotulado como l. A Figura 3.5 mostra um pequeno exemplo com um grafo e sua matriz de custo.
O modelo matema´tico formulado para o segundo crite´rio representa exatamente uma
formulac¸a˜o para o problema de designac¸a˜o (assignment) cuja formulac¸a˜o pode ser encontrada
em [Wolsey, 1998], tornando desnecessa´rio realizar a transformac¸a˜o do problema de rotulamento
dos territo´rio para o problema de designac¸a˜o. Isso justifica a utilizac¸a˜o do me´todo Hu´ngaro para
resolver o segundo crite´rio.
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Figura 3.5: Representac¸a˜o de um grafo e sua matriz custo para o roteamento.
Capı´tulo4
Heur´ısticas para o PAC
4.1 Introduc¸a˜o
Este cap´ıtulo tem o objetivo de descrever a implementac¸a˜o do algoritmo de soluc¸a˜o do
problema discutido nesta dissertac¸a˜o. Antes de pormenorizar a implementac¸a˜o propriamente
dita, se faz necessa´rio apresentar alguns conceitos sobre heur´ısticas e metaheur´ısticas a fim de
facilitar a abordagem da metodologia de resoluc¸a˜o do problema.
O PAC e´ um problema de otimizac¸a˜o combinato´ria o qual foi provado pertencer a classe
NP-dif´ıcil por [Garey and Johnson, 1979]. Devido sua complexidade, algoritmos exatos teˆm
se mostrado incapazes de resolver instaˆncias de dimenso˜es reais. Por isso a maior parte da
literatura esta´ voltada para me´todos heur´ısticos e metaheur´ısticos.
As heur´ısticas e as metaheur´ısticas se apresentam como te´cnicas de otimizac¸a˜o, nas quais as
metaheur´ısticas podem ser consideradas uma evoluc¸a˜o dos me´todos heur´ısticos.
4.2 Heur´ısticas
As heur´ısticas foram desenvolvidos com a finalidade de resolver problemas que possuem
elevado grau de complexidade em um tempo computacional razoa´vel, encontrando para eles
uma soluc¸a˜o boa e fact´ıvel [Chaves, 2003]. Para resolver problemas combinato´rios dif´ıceis, uma
opc¸a˜o seria analisar todas as combinac¸o˜es poss´ıveis a fim de encontrar a melhor delas. Se o
problema for pequeno enta˜o essa e´ a melhor forma de se chegar a` melhor soluc¸a˜o. Pore´m,
os problemas reais sa˜o de grande porte, gerando um nu´mero extenso de combinac¸o˜es, o que
torna invia´vel encontrar a melhor soluc¸a˜o analizando todas as combinac¸o˜es poss´ıveis, dado que
o tempo computacional exigido para realizac¸a˜o dessa tarefa seria impratica´vel.
As heur´ısticas procuram encontrar soluc¸o˜es pro´ximas da o´tima em um tempo computacional
razoa´vel, pore´m na˜o conseguem definir se a soluc¸a˜o encontrada e´ o´tima, ou qua˜o pro´xima esta
soluc¸a˜o se encontra da o´tima.
34
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O princ´ıpio das heur´ısticas consiste em realizar um conjunto de buscas atrave´s do espac¸o
de soluc¸o˜es do problema. O processo de busca inicializa em um ponto do espac¸o de soluc¸o˜es
e termina quando o algoritmo encontra um o´timo local do problema. Uma boa escolha no
processo de inicializac¸a˜o do algoritmo heur´ıstico pode determinar a escolha de um o´timo local
e aumentar a chance de se alcanc¸ar um o´timo global.
A grande desvantagem das heur´ısticas reside na dificuldade de fugir de o´timos locais, fato
que deu origem a`s metaheur´ısticas, que orientam as heur´ısticas para sairem destes o´timos locais,
permitindo a busca em regio˜es mais promissoras. O grande desafio e´ produzir, em tempo mı´nimo,
soluc¸o˜es ta˜o pro´ximas quanto poss´ıveis da soluc¸a˜o o´tima.
4.3 Metaheur´ısticas
As metaheur´ısticas surgiram da combinac¸a˜o de me´todos heur´ısticos e apresentam-se
como me´todos que possuem uma estrutura melhor e com maior eficieˆncia na explorac¸a˜o
do espac¸o de busca que os me´todos heur´ısticos. O termo metaheur´ıstica foi introduzido
por Glover em 1986, derivado da composic¸a˜o de dois termos gregos: heur´ıstica que vem
do verbo heuriskein que significa “para encontrar”, e o sufixo meta que significa “ale´m do
n´ıvel superior”. As metaheur´ısticas podem ser definidas tambe´m como heur´ısticas modernas
[Christian and Andrea, 2003].
As metaheur´ısticas sa˜o procedimentos destinados a encontrar uma boa soluc¸a˜o,
eventualmente o´tima, consistindo na aplicac¸a˜o, em cada passo, de uma heur´ıstica subordinada,
a qual tem que ser modelada para cada problema espec´ıfico. A principal caracter´ıstica
das metaheur´ısticas e´ a capacidade que estas possuem de escapar de o´timos locais. As
metaheur´ısticas utilizam diferentes conceitos que exploram um espac¸o de busca, usando
estrate´gias de aprendizagem e informac¸o˜es para encontrar a soluc¸a˜o o´tima ou uma pro´xima
da o´tima.
O princ´ıpio fundamental das metaheur´ısticas consiste em visitar ou analisar um conjunto
reduzido de soluc¸o˜es do espac¸o de busca, considerando que o espac¸o de busca e´ extremamente
grande, o que torna invia´vel computacionalmente visitar todas as poss´ıveis soluc¸o˜es do problema.
O processo de busca enta˜o deve ser realizado de maneira eficiente e inteligente para que se visite
um nu´mero menor de soluc¸o˜es e se obtenha soluc¸o˜es o´timas ou pro´ximas da o´tima em um tempo
computacional aceita´vel [Christian and Andrea, 2003].
As metaheur´ısticas sa˜o algoritmos estruturados, que podem ser utilizados em diferentes
problemas de otimizac¸a˜o com poucas modificac¸o˜es para adaptar-se a um problema espec´ıfico.
As principais caracter´ısticas das metaheur´ısticas sa˜o:
• Guiam um processo de busca, explorando-o de maneira eficiente e encontrando uma
soluc¸a˜o o´tima ou pro´xima da o´tima;
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• Possuem te´cnicas de busca que escapam de soluc¸o˜es locais e aprendem com esse processo;
• Sa˜o aproximados e usualmente na˜o determin´ısticos;
• Sa˜o incorporados muitos mecanismos, para evitar o confinamento em determinadas partes
do espac¸o de busca;
• Possuem conceitos ba´sicos que permitem uma descric¸a˜o nivelada e abstrata sem estar
atrelado a um problema espec´ıfico;
• Podem ser utilizadas em conhecimentos de domı´nios espec´ıficos, e em fo´rmulas heur´ısticas
para controlar a estrate´gia em n´ıvel superior;
• Usam experieˆncia de busca utilizando algum tipo de memo´ria para guiar o processo de
busca.
Existem diversas metaheur´ısticas utilizadas para resolver os mais variados problemas, as
mais usadas sa˜o: os Algoritmos Gene´ticos, Simulated Annealing, Busca Tabu, GRASP.
O GRASP e´ uma metaheur´ıstica eficiente comumente aplicada a problemas de otimizac¸a˜o
combinato´ria, a qual foi escolhida para ser implementada neste trabalho. As subsec¸o˜es
subsequentes abordam conceitos ba´sicos a respeito de busca local (BL) e GRASP. Em 4.3.1,
e´ apresentado uma introduc¸a˜o sobre busca local, sendo que a BL implementada neste trabalho
e´ explicada na Sec¸a˜o 4.4.4. Em 4.3.2 sa˜o sintetizadas noc¸o˜es gerais a respeitos do GRASP.
4.3.1 Busca Local
Algoritmos de busca local sa˜o utilizados para melhorar soluc¸o˜es iniciais normalmente
obtidas por alguma heur´ıstica construtiva. Esses algoritmos trabalham de forma iterativa,
onde substituem sucessivamente a soluc¸a˜o atual por uma soluc¸a˜o melhor encontrada em sua
vizinhanc¸a. O processo da busca termina quando nenhuma soluc¸a˜o melhor e´ encontrada na
vizinhanc¸a.
Em um algoritmo de busca local e´ definido para cada soluc¸a˜o uma vizinhanc¸a que e´
composta por um conjunto de soluc¸o˜es alternativas. Sendo assim, a partir de uma soluc¸a˜o
atual, todas as soluc¸o˜es vizinhas podem ser encontradas pelo deslocamento de um no´
[Resende and Ribeiro, 2008]. Simplificadamente um algoritmo de busca local pode ser descrito
como: dada uma soluc¸a˜o corrente, a BL percorre a vizinhanc¸a desta soluc¸a˜o em busca de outra
soluc¸a˜o que seja melhor. Se tal soluc¸a˜o vizinha for encontrada, esta torna-se a nova soluc¸a˜o
corrente. Se nenhuma soluc¸a˜o melhor for encontrada, enta˜o a soluc¸a˜o corrente esta´ localizada
em um o´timo local em relac¸a˜o a` vizinhanc¸a estipulada.
A busca local na˜o e´ u´til apenas para melhorar o valor da func¸a˜o objetivo, mas pode contribuir
tambe´m para o processo de deslocar-se de uma soluc¸a˜o infact´ıvel para uma soluc¸a˜o fact´ıvel.
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No problema de distritamento, o processo de melhoria da soluc¸a˜o atual se faz modificando
elementos (clientes) entre as regio˜es que formam a soluc¸a˜o. Primeiramente verifica-se se e´
poss´ıvel mover um determinado elemento de uma regia˜o para uma outra vizinha. Sendo poss´ıvel,
o movimento e´ realizado. Enta˜o verifica-se se esta nova soluc¸a˜o e´ melhor que a atual, sendo
melhor, a soluc¸a˜o atual e´ substitu´ıda pela que foi encontrada apo´s o movimento. A Figura 4.1
mostra uma soluc¸a˜o corrente e suas regio˜es e o movimento de um elemento de uma regia˜o para
uma regia˜o vizinha.
Figura 4.1: Obtenc¸a˜o de uma nova soluc¸a˜o apo´s o movimento de um elemento para uma regia˜o
vizinha.
Algoritmos de busca local sa˜o considerados uma boa ferramenta para resolver PDP. Em
geral quando o tamanho do problema e´ muito grande, procedimentos heur´ısticos de busca local
raramente encontram a soluc¸a˜o o´tima, exceto em alguns casos quando a vizinhanc¸a e´ muito
pequena [Ricca and Simeone, 2008].
A agilidade e eficieˆncia da BL depende de diversos aspectos, tais como a estrutura da
vizinhanc¸a, a te´cnica de busca utilizada, a estrate´gia utilizada para avaliar o custo em func¸a˜o
do valor dos vizinhos e a soluc¸a˜o inicial propriamente dita [Resende and Ribeiro, 2008]. A
heur´ıstica construtiva e´ importante em relac¸a˜o a esse u´ltimo aspecto, constru´ındo soluc¸o˜es
iniciais de alta qualidade para a BL.
Existem duas estrate´gias comumente utilizadas a fim de realizar a busca na vizinhanc¸a,
best-improving ou first-improving. No caso da estrate´gia best-improving todas as soluc¸o˜es
vizinhas sa˜o verificadas e a soluc¸a˜o corrente e´ substitu´ıda pela melhor soluc¸a˜o vizinha. Na
estrate´gia first-improving, para cada soluc¸a˜o vizinha e´ verificado o valor da func¸a˜o objetivo e
a soluc¸a˜o atual e´ substitu´ıda pela primeira soluc¸a˜o vizinha que possuir um valor melhor que a
atual.
4.3.2 GRASP
O GRASP e´ uma metaheur´ıstica simples que combina uma heur´ıstica construtiva com uma
busca local. Cada iterac¸a˜o e´ constitu´ıda basicamente de duas fases: fase construtiva e fase de
busca local. Na primeira fase e´ constru´ıda uma soluc¸a˜o, onde os elementos sa˜o selecionados
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aleatoriamente e adicionados a um conjunto ate´ que se obtenha uma soluc¸a˜o fact´ıvel. Na
segunda fase, a vizinhanc¸a dessa soluc¸a˜o e´ investigada ate´ que se encontre a melhor soluc¸a˜o
local [R´ıos-Mercado and Ferna´ndez, 2007]. A melhor soluc¸a˜o dentre as encontradas e´ mantida
como melhor soluc¸a˜o encontrada para o problema.
O GRASP foi escolhido para resolver o problema que esta´ sendo discutido neste trabalho
por diversas razo˜es, as principais sa˜o:
• E´ uma metaheur´ıstica eficiente, de fa´cil compreensa˜o e implementac¸a˜o e que utiliza um
esforc¸o computacional pequeno;
• Dado que o problema possui uma aplicac¸a˜o real, a implementac¸a˜o de um algoritmo simples
e eficiente auxilia a companhia em seu entendimento, possibilitando futuras aplicac¸o˜es com
dados diferentes;
De um modo geral, pode-se dizer que o GRASP frequentemente fornece um bom
compromisso entre a qualidade dos resultados obtidos e o esforc¸o computacional requerido
[R´ıos-Mercado and Ferna´ndez, 2007].
4.4 Me´todos e Algoritmos - Otimizando f1
Esta Sec¸a˜o e´ dedicada a` descric¸a˜o do me´todo utilizado para resolver o problema de
reagrupamento capacitado que rege este trabalho. A metodologia utilizada foi a metaheur´ıstica
GRASP, a qual sera´ apresentada com detalhes nas sec¸o˜es seguintes. Na otimizac¸a˜o com respeito
ao crite´rio de conformidade foram utilizadas duas te´cnicas, uma heur´ıstica e o me´todo hu´ngaro,
que e´ um me´todo exato, os quais sa˜o detalhados tambe´m neste cap´ıtulo.
4.4.1 Resolvendo o PACM pelo GRASP
A metaheur´ıstica GRASP e´ bastante conhecida por utilizar caracter´ısticas boas tanto de
algoritmos puramente gulosos como de procedimentos construtivos aleato´rios.
Esse algoritmo consiste basicamente de duas fases: construc¸a˜o e po´s-processamento.
Na fase de construc¸a˜o o algoritmo constro´i uma soluc¸a˜o inicial enquanto que na fase de
po´s-processamento ele tenta melhorar essa soluc¸a˜o. Quando a soluc¸a˜o encontrada na primeira
fase e´ fact´ıvel, na segunda fase e´ realizada uma busca local adequada na vizinhanc¸a dessa soluc¸a˜o,
a fim de melhorar o valor de sua func¸a˜o objetivo.
Entretanto ao executar a fase de construc¸a˜o nem sempre e´ poss´ıvel para o algoritmo conseguir
encontrar uma soluc¸a˜o via´vel, pois a soluc¸a˜o constru´ıda pode na˜o ter particionado o grafo em
exatos p territo´rios, violando dessa forma as restric¸o˜es mostradas em (3.7). Tambe´m nesta fase,
a func¸a˜o G(S) exibida na equac¸a˜o (3.12) na˜o e´ considerada por completo, apenas se utiliza o
limitante superior a fim de evitar formac¸o˜es de territo´rios com muita carga de trabalho.
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function GRASP(LimitIt, α, ρ, p)
Entrada: LimitIt := Nu´mero ma´ximo de iterc¸o˜es do GRASP;
α := Paraˆmetro de qualidade da RCL;
ρ := Paraˆmetro de fechamento do terrrito´rio;
p := Nu´mero de territo´rios.
Sa´ıda: A melhor soluc¸a˜o fact´ıvel encontrada - Sbest.
1. Sbest ← {};
2. for (l = 1, · · · , LimitIt) do
3. S ← Construtivo(α, ρ);
4. q ← |S|;
5. if (q 6= p) then
6. S ← Ajustamento(S);
7. S ← Po´s− Processamento(S);
8. if(S melhor que Sbest) then




Algoritmo 1 - GRASP
Por essa raza˜o e´ necessa´rio modificar a soluc¸a˜o obtida na fase de construc¸a˜o de forma a
torna´-la fact´ıvel. Para isso, a soluc¸a˜o passa pela fase de ajustamento a fim de torna´-la via´vel
com respeito as restric¸o˜es (3.7) e, posteriormente, a fase de po´s-processamento que ira´ melhorar
a qualidade da soluc¸a˜o atual e reduzir as inviabilidades com respeito a` (3.12), por meio de uma
busca local.
O algoritmo 1 exibe o pseudo-co´digo de uma implementac¸a˜o gene´rica do GRASP, ele recebe
como entrada uma instaˆncia1 para o PACM, o nu´mero ma´ximo de iterac¸o˜es para o GRASP,
o paraˆmetro de qualidade da lista de candidatos restrita (RCL), o nu´mero de territo´rios e o
paraˆmetro de fechamento do territo´rio. O algoritmo 1 retorna a melhor soluc¸a˜o encontrada.
GRASP possui dois paraˆmetros principais: um e´ relacionado com o crite´rio de parada e o
outro a` qualidade dos elementos da lista restrita de candidatos. O crite´rio de parada usado no
algoritmo 1 determina o nu´mero ma´ximo de iterac¸o˜es executadas pelo GRASP.
4.4.2 Fase de Construc¸a˜o
Para obter uma soluc¸a˜o inicial, a fase de construc¸a˜o comec¸a com a formac¸a˜o do primeiro
territo´rio atribuindo um no´ a ele. Os no´s sa˜o alocados ao territo´rio corrente ate´ atingir o valor
limite da atividade ou ate´ que na˜o existam mais no´s vizinhos para inserir neste territo´rio, assim
o territo´rio corrente e´ fechado e um novo territo´rio e´ criado.
1Os dados contidos nas instaˆncias e sua disposic¸a˜o sa˜o apresentados no Cap´ıtulo 5.
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Para iniciar um territo´rio a sugesta˜o dada por [R´ıos-Mercado and Ferna´ndez, 2007] e´ escolher
o no´ de menor grau a fim de favorecer a contigu¨idade, ja´ que estes teˆm um nu´mero menor de
vizinhos e sa˜o mais dif´ıceis de serem alocados. Portanto se os no´s de menor grau forem alocados
primeiro, o risco destes no´s sobrarem e formarem territo´rios isolados e´ minimizado. Para os no´s
sucessivos ao primeiro, e´ utilizada uma func¸a˜o gulosa que mede o valor da dispersa˜o baseada
na distaˆncia euclidiana e a violac¸a˜o das atividades. Para cada no´ candidato v, temos a seguinte
func¸a˜o gulosa:
























max {wa(Vk ∪ {v})− (1 + τa)µa, 0} (4.3)
Onde:
• dmax = maxij∈V {dij} Representa a maior distaˆncia euclidiana entre dois no´s do grafo, que
e´ usada para normalizar a func¸a˜o objetivo;
• f(Vk) = maxij∈Vk dij E´ a maior distaˆncia euclidiana entre dois no´s de um territo´rio;




wai Representa o tamanho de Vk com relac¸a˜o a` atividade a;
O somato´rio de gak(v) representa a soma das inviabilidades referentes ao balanceamento da
carga de trabalho dos territo´rios. No entanto, na equac¸a˜o (4.3), gak(v) representa a inviabilidade
referente apenas ao limitante superior, ou seja, o quanto a carga de trabalho do territo´rio k
ultrapassou o limite superior estipulado. Os dois fatores da equac¸a˜o (4.1) sa˜o ponderadas por
um paraˆmetro λ ∈ {0, 1}; este valor e´ escolhido pelo decisor de acordo com a importaˆncia do
que se deseja otimizar, entre compacidade e homogeneidade.
O algoritmo construtivo utiliza o paraˆmetro α para medir a qualidade dos no´s candidatos
e assim criar a RCL. Neste algoritmo e´ usado um valor fixo para α que determina quais no´s
pertencera˜o a` lista a cada iterac¸a˜o. A escolha de quais no´s vizinhos pertencera˜o a` RCL e´ feita
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atrave´s do ca´lculo de uma func¸a˜o que considera tanto a medida de dispersa˜o quanto a violac¸a˜o
referente ao balanceamento das atividades dos territo´rios, sendo que entrara˜o na RCL apenas os
no´s cuja func¸a˜o estiverem dentro de um intervalo definido tambe´m pelo paraˆmetro α, de forma
que quanto maior o valor de α maior o intervalo considerado.
O valor de α e´ um dos paraˆmetros que devem ser ajustados para o GRASP. Os valores
de α que levem a uma RCL de tamanho muito limitado, ou seja, utilizac¸a˜o de valores para α
pro´ximos da escolha gulosa, implicam em soluc¸o˜es finais muito pro´ximas a`s soluc¸o˜es obtidas de
forma puramente gulosa, obtidas com um baixo esforc¸o computacional, pore´m encontram uma
baixa diversidade de soluc¸o˜es constru´ıdas. Em contrapartida escolher o valor de α pro´ximo a
escolhas puramente aleato´rias leva a uma grande diversidade de soluc¸o˜es constru´ıdas, pore´m
muitas dessas soluc¸o˜es sa˜o de qualidade inferior, tornando mais lento o processo de busca local
[Chaves, 2003]. Por esses motivos e´ importante agregar esses dois aspectos para construc¸a˜o da
soluc¸a˜o.
Como a RCL normalmente possui mais de um elemento a cada iterac¸a˜o e a escolha de qual
elemento ira´ entrar no territo´rio e´ feita de forma aleato´ria, podem-se obter diferentes soluc¸o˜es
a cada execuc¸a˜o da fase de construc¸a˜o.
O paraˆmetro ρ e´ usado para determinar o fechamento do territo´rio corrente e a abertura
de um novo territo´rio. Ele e´ utilizado para calcular o limitante superior das atividades nos
territo´rios, ou seja, usado para calcular o qua˜o perto o valor de cada atividade do territo´rio esta´
do desejado.
O algoritmo 2 mostra o pseudo-co´digo da fase de construc¸a˜o. A heur´ıstica construtiva recebe
como entrada os paraˆmetros α e ρ e retorna uma soluc¸a˜o inicial para o problema.
Na linha 3 do algoritmo 2 o territo´rio e´ iniciado com o no´ que possui o menor nu´mero de
vizinhos, na linha 7 e´ computado o valor de φ(v) que e´ explicitado na equac¸a˜o (4.1), na linha
10 e´ criada a RCL utilizando o valor de α, onde sa˜o atribu´ıdos a essa lista os no´s vizinhos
ao territo´rio Vq, os quais possuem o valor de φ dentro do intervalo estipulado. Na linha 14 e´
verificado se o crite´rio de fechamento do territo´rio Vq e´ satisfeito, se for verdade, o territo´rio
ja´ esta´ violando, no territo´rio corrente, o balanceamento da carga de trabalho, com respeito ao
limitante superior. Enta˜o o territo´rio corrente e´ terminado e um novo territo´rio e´ iniciado.
O limiar de fechamento e´ ajustado pelo paraˆmetro ρ > 0, o qual permite maior flexibilidade
nas fases seguintes. E´ nota´vel que nesta etapa o algoritmo 2 na˜o esta´ preocupado com o limitante
inferior porque a inserc¸a˜o de no´s em um territo´rio na˜o tem impacto negativo sobre o limitante
inferior, situac¸a˜o que se altera a da busca local [R´ıos-Mercado and Ferna´ndez, 2007].
4.4.3 Fase de Ajustamento
A fase de ajustamento e´ utilizada quando a soluc¸a˜o construtiva viola a restric¸a˜o (3.7). O
que acontece e´ que a soluc¸a˜o obtida na fase de construc¸a˜o pode na˜o ser fact´ıvel com respeito a
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function Construtivo(α, ρ)
Entrada: α := Paraˆmetro de qualidade da RCL;
ρ := Paraˆmetro de fechamento do terrrito´rio;
Sa´ıda: Uma soluc¸a˜o construtiva - S.
1. q ← 1;
2. V ← V ;
3. Vq ← {v}, onde v ∈ argmin{|N i| : i ∈ V };
4. V ← V \{v}
5. while (V 6= {}) do
6. N(Vq)← conjunto de vizinhos de Vq;
7. compute φ(v) ∀ v ∈ N(Vq);
8. Φmin ← minv{Φ(v)};
9. Φmax ← maxv{Φ(v)};
10. RCL← {j ∈ N(Vq) : φ(j) ∈ [Φmin, Φmin + α(Φmax − Φmin)]};
11. Escolha v ∈ RCL aleato´riamente;
12. Vq ← Vq ∪ {v};
13. V ← V \{v};
14. if((N(Vq) = {}) ou (wa(Vq) > ρ(1 + τa)µa) para algum a) then
15. q ← q + 1;
16. Vq ← {v}, onde v ∈ argmin{|N i| : i ∈ V };
17. V ← V \{v};
18. endif ;
19. endwhile;
20. return S = {V1, · · · , Vq};
end Construtivo.
Algoritmo 2 - Heur´ıstica Construtiva
essa restric¸a˜o, assim a fase de ajustamento e´ executada a fim de torna´-la fact´ıvel.
O nu´mero total de territo´rios encontrados na soluc¸a˜o construtiva e´ denominado por q.
Quando a soluc¸a˜o viola a restric¸a˜o (3.7) o que ocorre e´ que a soluc¸a˜o na˜o tem exatos p territo´rios,
ou seja, ela tem q < p ou q > p territo´rios.
Quando a soluc¸a˜o encontrada possui q > p territo´rios, a fase de ajustamento realiza a
operac¸a˜o de merge, onde e´ feita a unia˜o do territo´rio que possui o menor tamanho com o seu
vizinho de menor tamanho. Essa operac¸a˜o reduz o nu´mero de territo´rios em 1 a cada iterac¸a˜o,
enta˜o ela deve ser realizada ate´ que q = p.
Quando a soluc¸a˜o possui q < p territo´rios, e´ realizada nesta fase a operac¸a˜o de split, que
consiste em dividir o maior territo´rio em dois territo´rios conectados. Isso e´ feito aplicando-se
recursivamente ao subgrafo do maior territo´rio o algoritmo construtivo com p = 2. Isso pode
fazer com que sejam criados dois territo´rios ou mais, enta˜o essa operac¸a˜o deve ser feita ate´ que
q = p. Caso o split crie mais territo´rios que o desejado, a fase de ajustamento retorna ao in´ıcio
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function Ajustamento(S, q)
Entrada: S := Soluc¸a˜o construtiva;
q := Nu´mero de territo´rios de S;
Sa´ıda: Uma soluc¸a˜o fact´ıvel referente a (3.7).
1. while (q 6= p) do
2. if(q > p) then
3. VmenorT ← Vk, onde Vk ∈ argmin{|S| : k ∈ {1, · · · , q}};
4. VmenorTV iz ← Vl, onde Vl ∈ argmin{|S| : l ∈ {1, · · · , q},
i ∈ Vl, j ∈ Vk, (i, j) ∈ E};
5. S ← S\VmenorT ;
6. S ← S\VmenorTV iz;
7. VmenorT ← VmenorT ∪ VmenorTV iz;
8. S ← S ∪ VmenorT ;
9. q ← q − 1;
10. else if(q < p) then
11. VmaiorT ← Vk, onde Vk ∈ argmax{|S| : k ∈ {1, · · · , q}};
12. V ← VmaiorT ;
13. S ← construtivo(α, ρ);
14. S ← S\ VmaiorT ;
15. S ← S ∪ S;
16. q ← q + |S|;
17. endif ;
18. endwhile;
19. return S = {V1, · · · , Vq};
end Ajustamento.
Algoritmo 3 - Fase de Ajustamento
e o merge e´ novamente executado, ou seja, a fase de ajustamento deve ser executada ate´ que a
soluc¸a˜o tenha exatos p territo´rios.
Pode-se notar que a operac¸a˜o de merge pode ser feita de forma eficiente, pore´m
a de split consiste em resolver um outro PAC. Entretanto a pra´tica mostra que
soluc¸o˜es obtidas na fase de construc¸a˜o raramente necessitam executar a operac¸a˜o de split
[R´ıos-Mercado and Ferna´ndez, 2007].
O algoritmo 3 mostra o pseudo-co´digo da fase de ajustamento. Esse algoritmo recebe como
entrada a soluc¸a˜o construtiva e seu tamanho retornando uma soluc¸a˜o fact´ıvel para o problema.
Na linha 3 o algoritmo obte´m o territo´rio de menor tamanho, na linha 4 e´ encontrado o
territo´rio vizinho que possui menor tamanho. Esses dois territo´rios sa˜o fundidos em um u´nico
territo´rio, assim a cada merge realizado o nu´mero de territo´rios diminui em um. Na linha 11
o algoritmo encontra o territo´rio de maior tamanho. O subgrafo formado por esse territo´rio e´
passado recursivamente para o construtivo para que uma soluc¸a˜o construtiva seja encontrada.
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O objetivo e´ utilizar o construtivo, que ja´ garante a conectividade, para dividir o subgrafo
formado pelo maior territo´rio da soluc¸a˜o em dois, pore´m, e´ prova´vel que seja divido em mais
regio˜es. Assim a fase de ajustamento realiza as operac¸o˜es de merge e split ate´ que a soluc¸a˜o
tenha exatamente p territo´rios.
4.4.4 Fase de Po´s-Processamento
Essa sec¸a˜o e´ dedicada a` descric¸a˜o da busca local que foi implementada para o PAC
hiera´rquico com dois crite´rios. A fase de po´s-processamento e´ destinada a modificar a soluc¸a˜o
atual com o objetivo de melhora´-la. Apo´s realizar o ajustamento na soluc¸a˜o construtiva e
factibiliza´-la, e´ executado na fase de po´s-processamento uma busca local a fim de melhorar
o valor da func¸a˜o objetivo desta soluc¸a˜o. A func¸a˜o utilizada na busca local e´ similar a da
fase de construc¸a˜o, pore´m nesta fase sa˜o considerados os dados de uma soluc¸a˜o completa e o
balanceamento das atividades e´ restringido por um limitante superior e outro inferior.
Para uma dada partic¸a˜o S = {V1, · · · , Vp} o valor da func¸a˜o que orienta a busca e´ calculado
da forma:
Ψ(S) = λF (S) + (1− λ)G(S), (4.4)













E´ interessante notar que as equac¸o˜es (3.11) e (4.5) sa˜o bem semelhantes. A diferenc¸a
entre as duas equac¸o˜es e´ que a segunda e´ utilizada no processo de minimizac¸a˜o e a primeira,
proposta por [R´ıos-Mercado and Ferna´ndez, 2007], e´ usada no ca´lculo do valor final da func¸a˜o
objetivo. A equac¸a˜o (3.11) calcula a distaˆncia euclidiana ma´xima de cada territo´rio e por fim
retorna a distaˆncia ma´xima entre todos os territo´rios, normalizada pelo dmax, ou seja, retorna a
medida de dispersa˜o ma´xima do territo´rio. Inicialmente o algoritmo utilizava apenas a equac¸a˜o
(3.11), pore´m notou-se durante a execuc¸a˜o da busca local que ao escolher um bom movimento
e executa´-lo algumas vezes, o valor da func¸a˜o objetivo na˜o se alterava. Isso ocorria quando o
movimento reduzia a distaˆncia ma´xima de um determinado territo´rio, pore´m a distaˆncia ma´xima
do grafo na˜o se alterava. Por esse motivo decidiu-se utilizar a me´dia do somato´rio das distaˆncias
ma´ximas, pois se a distaˆncia ma´xima de um determinado territo´rio melhora, o valor da func¸a˜o
objetivo tambe´m melhora.
A Figura 4.2 ilustra a regia˜o onde se pode obter uma soluc¸a˜o com G(S) = 0.
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A inviabilidade das atividades em cada territo´rio e´ nula quando todos valores de g(Vk)
estiverem dentro do intervalo mostrado na Figura 4.2. Pore´m isso e´ muito dif´ıcil de ser alcanc¸ado,
dependendo do valor assumido para τ .
Definic¸a˜o da Vizinhanc¸a
Para encontrar soluc¸o˜es vizinhas que sejam melhores que a construtiva corrente, e´ necessa´rio
realizar movimentos de transfereˆncia de no´s entre os territo´rios que compo˜em a soluc¸a˜o. Foi
utilizado uma vizinhanc¸a N(S) que e´ composta por todas as soluc¸o˜es que podem ser encontradas
a partir de S, atrave´s do movimento de um no´ i de seu territo´rio corrente k, para um territo´rio
vizinho l que possua um no´ j tal que (i, j) ∈ E, sem criar um territo´rio descont´ınuo. Esse
movimento pode ser denotado por (i, k, l) e e´ ilustrado na Figura 4.3.
O movimento (i, k, l) e´ realizado somente se Vl ∪ {i} e´ conexo, o que ocorre sempre quando
a aresta (i, j) existe, e quando Vk\{i} permanecer conexo.
Observando a Figura 4.3, um movimento fact´ıvel e´ dado por (i1, k, l), onde encontra-se uma
nova soluc¸a˜o poss´ıvel na vizinhanc¸a e ambos territo´rios permanecem conexos. Pore´m quando se
realiza o movimento (i2, k, l) a unidade i1 e´ desconectada de seu territo´rio de origem, por essa
raza˜o esse tipo de movimento na˜o deve ser realizado. Neste caso i2 e´ denominado como um no´
de articulac¸a˜o.
Para encontrar um bom movimento e´ indispensa´vel verificar se ele possui treˆs caracter´ısticas
fundamentais:
1. O no´ i que sera´ movido deve ser um no´ de fronteira;
2. O movimento deve melhorar o valor da func¸a˜o objetivo;
3. O no´ i na˜o pode ser um no´ de articulac¸a˜o.
Supondo que deseja-se realizar o movimento (i, k, l), para atender a primeira caracter´ıstica
e´ necessa´rio verificar se o no´ i ∈ Vk e´ adjacente a algum j ∈ Vl. Para atender a terceira
caracter´ıstica e´ necessa´rio verificar se o no´ i e´ um no´ de articulac¸a˜o, ou seja, seu movimento na˜o
deve desconectar o grafo. Na Figura 4.4 o no´ i e´ um no´ de articulac¸a˜o, o qual sendo movido do
territo´rio k para o l desconecta seu territo´rio de origem.
Uma busca em largura foi implementada para verificar quando o movimento candidato
possui um no´ de articulac¸a˜o. Foram implementadas duas buscas locais ambas baseadas em
[R´ıos-Mercado and Ferna´ndez, 2007], seguindo o princ´ıpio da te´cnica gulosa first found (FF). A
busca em largura e as duas BLs sera˜o expostas nas Sec¸o˜es seguintes.
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Figura 4.2: Intervalo onde a inviabilidade das atividades e´ igual a zero.
Figura 4.3: Exemplo de um movimento fact´ıvel (i1, k, l) e um infact´ıvel (i2, k, l).
Figura 4.4: No´ de articulac¸a˜o - i.
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Busca em Largura
O algoritmo de busca em largura2 foi utilizado neste trabalho a fim de definir quando um no´
candidato a um movimento e´ um no´ de articulac¸a˜o, com o objetivo de identificar movimentos
que desconectam o grafo.
A busca em largura e´ um dos algoritmos mais simples utilizados para realizar uma pesquisa
em um grafo, e´ tambe´m o arque´tipo de muitos algoritmos importantes como algoritmo de
Dijikstra e de Prim [Cormen et al., 2002].
Dado um grafo G = (V,E) e um no´ de origem b, a busca em largura explora sistematicamente
as arestas de G ate´ encontrar cada no´ acess´ıvel a partir de b. O algoritmo calcula a menor
distaˆncia, entre b e todos os no´s acess´ıveis a partir dele. A distaˆncia e´ calculada atrave´s da
quantidade de arestas existentes entre dois no´s. O algoritmo cria uma a´rvore em largura com
ra´ız em b, que conte´m todos os no´s acess´ıveis. Para qualquer no´ v acess´ıvel a partir de b, o
caminho nessa a´rvore do no´ b ate´ o v corresponde ao caminho mı´nimo entre esses dois no´s em
G [Cormen et al., 2002].
A busca em largura possui este nome porque expande uniformemente a fronteira entre no´s
descobertos e na˜o descobertos, ou seja, todos os no´s a uma distaˆncia de d arestas de b sa˜o
descobertos antes de no´s localizados a d+ 1 arestas.
Pode-se dizer que esse algoritmo realiza uma busca exaustiva numa a´rvore inteira, sem
considerar o seu alvo de busca, ate´ que ele o encontre. Ele na˜o utiliza uma heur´ıstica. Do ponto
de vista do algoritmo, todos os no´s filhos obtidos pela expansa˜o de um no´ sa˜o adicionados a
uma fila (FIFO). Em implementac¸o˜es t´ıpicas, no´s que ainda na˜o foram examinados por seus
vizinhos sa˜o guardados, por exemplo, em uma lista ligada, a qual e´ chamada de “aberta”. Uma
vez examinados, esses no´s sa˜o colocados numa lista “fechada”. A Figura 4.5 mostra um grafo e
a ordem de explorac¸a˜o dos no´s na busca em largura, tendo 1 como no´ origem.
Figura 4.5: Ordem dos no´s explorados na busca em largura.
Duas caracter´ısticas sa˜o atribu´ıdas a busca em largura [Cormen et al., 2002]:
2O pseudo co´digo do algoritmo de busca em largura pode ser encontrado em [Cormen et al., 2002].
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• A busca em largura e´ completada apenas se a a´rvore pesquisada possui um nu´mero finito
de no´s e se for realizada em um grafo conexo, assim o algoritmo consegue alcanc¸ar todos
os no´s do grafo;
• A busca em largura tem complexidade linear3 O(V + E) .
Busca Local 1 (BL1)
Esta busca local executa o primeiro movimento fact´ıvel encontrado, mesmo que este
movimento na˜o seja o melhor no momento, ou seja, aplica a estrate´gia first improving. O
objetivo e´ escolher um bom movimento de forma aleato´ria, pore´m garantindo que todos os
movimentos tenham a mesma probabilidade de serem escolhidos.
Como ja´ mencionado, um bom movimento deve atender a treˆs caracter´ısticas espec´ıficas. A
BL1 procura por um bom movimento, examinando se possuem as caracter´ısticas necessa´rias na
ordem que elas foram apresentadas. Decidiu-se agir dessa maneira dado o fato de que conhecendo
quais no´s sa˜o fronteira, grande parte de movimentos invia´veis sa˜o eliminados. Foi testado se o
movimento melhora o valor da func¸a˜o objetivo antes de verificar se o no´ e´ de articulac¸a˜o, pelo
fato da busca em largura ser mais custosa computacionalmente e por ser mais raro de encontrar
no´s que sa˜o de articulac¸a˜o. Se a ordem fosse invertida provavelmente o algoritmo executaria
a busca em largura para diversos no´s os quais na˜o melhorariam o valor da func¸a˜o objetivo. A
seguir e´ mostrado como a BL1 escolhe o movimento fact´ıvel, passando por estes treˆs passos
principais:
• Garantindo caracter´ıstica 1:
Uma lista bina´ria de no´s de fronteira e´ constru´ıda, a qual guarda o valor 1 (um) quando
o no´ e´ fronteira e 0 (zero) se o no´ na˜o e´ fronteira. Para construir esta lista, a estrutura
que guarda as informac¸o˜es do grafo e´ percorrida e para cada no´ i o algoritmo obte´m seu
territo´rio e em seguida percorre sua lista de adjacentes. Quando o algoritmo encontra
o primeiro adjacente que esta´ localizado em um territo´rio diferente ao territo´rio do no´
i, ambos, o no´ i e esse no´ adjacente sa˜o reconhecidos como no´s de fronteira. Assim o
algoritmo para de percorrer a lista de adjaceˆncia do no´ i e passa para a lista do no´ i+ 1.
Caso o algoritmo percorra toda a lista de adjaceˆncia do no´ i e na˜o encontre nenhum
adjacente que pertenc¸a a um territo´rio diferente, enta˜o o no´ i e´ reconhecido como um no´
que na˜o e´ fronteira.
E´ importante ressaltar que a lista de adjaceˆncia de cada no´ na˜o e´ percorrida por inteiro,
porque pode ter sido atribu´ıdo valor de fronteira a um no´ por ele ser adjacente pertencente
3Prova da complexidade mostrada em [Cormen et al., 2002].
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a outro territo´rio de um no´ ja´ verificado anteriormente. A lista de adjaceˆncia de um no´ e´
percorrida em sua totalidade somente quando o no´ que esta´ sendo analisado no momento
na˜o for fronteira ou se somente o u´ltimo no´ da lista de adjaceˆncia pertencer a um territo´rio
diferente.
Com o propo´sito de que todos os no´s de fronteira tenham a mesma probabilidade de serem
escolhidos como candidatos para um movimento, e´ criado um vetor de permutac¸a˜o (V et1)
de 1 a r, sendo r o nu´mero de no´s de fronteira existentes. Apo´s a criac¸a˜o desse vetor e´
recuperado o valor que esta´ em sua primeira posic¸a˜o, se esse valor for 5, por exemplo,
significa que o primeiro no´ candidato ao movimento e´ o 5o no´ de fronteira da lista criada
anteriormente.
A fim de encontrar para qual territo´rio o no´ candidato i pode ser movido, e com o intuito
de que os poss´ıveis territo´rios tenham a mesma probabilidade de serem escolhidos, cria-se
um outro vetor permutado (V et2) de 1 a t, sendo t o nu´mero de no´s adjacentes ao no´
candidato i que pertenc¸am a territo´rios diferentes ao de i.
A escolha do territo´rio destino e´ feita de forma semelhante ao escolher o no´ candidato,
recupera-se o primeiro elemento de V et2, esse valor indica o j-e´zimo no´ adjacente ao
no´ i, que faz fronteira com ele. Conhecendo esse vizinho, e´ fa´cil saber a qual territo´rio
ele pertence e consequentemente sabe-se para qual territo´rio pretende-se mover o no´
candidato.
• Garantindo caracter´ıstica 2:
Com um no´ de fronteira escolhido, o algoritmo verifica se o movimento desse no´ melhora
o valor da func¸a˜o objetivo. Para determinar isso, e´ feito o seguinte ca´lculo:




(F (Vk)\v)− F (Vk), se v ∈ (i, j),
0, se v /∈ (i, j). (4.7)
∆F+(S) =
{
(F (Vl) ∪ v)− F (Vl), se v ∈ (i′, j′),
0, se v /∈ (i′, j′). (4.8)








[ga(Vl ∪ v)− ga(Vl)] . (4.10)
Sendo que:
– v e´ o no´ que esta´ mudando de territo´rio;
– Vk e´ o territo´rio de origem;
– Vl e´ o territo´rio destino;
– (i, j) aresta de maior comprimento do territo´rio Vk;
– (i′, j′) aresta de maior comprimento do territo´rio Vl;
– ∆F−(S) e´ o valor da diferenc¸a entre a medida de dispersa˜o do territo´rio k apo´s
remover o no´ v e antes de removeˆ-lo;
– ∆F+(S) e´ o valor da diferenc¸a entre a medida de dispersa˜o do territo´rio l apo´s receber
o no´ v e antes de recebeˆ-lo;
– ∆G−(S) e´ o valor da diferenc¸a entre as inviabilidades do territo´rio k apo´s remover o
no´ v e antes de removeˆ-lo;
– ∆G+(S) e´ o valor da diferenc¸a entre as inviabilidades do territo´rio l apo´s receber o
no´ v e antes de recebeˆ-lo;
Sendo que ∆F−(S) e´ calculado para o territo´rio fonte e ∆F+(S) para o territo´rio alvo.
Caso a remoc¸a˜o do no´ na˜o altere a aresta de maior comprimento que forma F (Vk), do
territo´rio de origem, enta˜o o valor de ∆F− e´ zero. Caso contra´rio, ∆F− sera´ a diferenc¸a
entre o valor de F para o territo´rio Vk antes e depois da remoc¸a˜o do no´ v. ∆F
+ e´ calculado
de forma ana´loga.
De forma semelhante, ∆G−(S) e´ calculado para o territo´rio origem e o ∆G+(S) para
o destino. A forma de calcular o ga(Vk) e´ dada na Equac¸a˜o (3.12), sendo que g
a(V\v)
representa a violac¸a˜o correspondente a` atividade a no territo´rio k com a remoc¸a˜o do no´ v
e ga(Vl ∪ v) e´ a violac¸a˜o correspondente a` atividade a no territo´rio l com a inserc¸a˜o do no´
v nesse territo´rio.
Quanto menor o valor de ∆Ψ(S) melhor o movimento, ja´ que nosso objetivo e´ de
minimizac¸a˜o, de forma que o algoritmo so´ realiza o movimento se ∆Ψ(S) < 0, situac¸a˜o
que indica uma reduc¸a˜o no valor da func¸a˜o objetivo equivalente ao valor do ∆Ψ(S).
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Para ∆Ψ(S) > 0, o movimento na˜o melhora o valor da func¸a˜o objetivo.
• Garantindo caracter´ıstica 3:
Se o movimento escolhido melhora o valor da func¸a˜o objetivo enta˜o resta apenas verificar
se o no´ selecionado para o movimento na˜o e´ um no´ de articulac¸a˜o. Para isso e´ realizada
uma busca em largura no territo´rio origem, verificando se este territo´rio permanece conexo
com a remoc¸a˜o do no´ i.
Se o movimento candidato falhar no exame de alguma caracter´ıstica, o processo recomec¸a,
primeiro selecionando o pro´ximo elemento de V et2, e depois recuperando os elementos de V et1,
ate´ encontrar um movimento va´lido. Se o movimento garantir as treˆs caracter´ısticas, enta˜o
ele e´ executado. Apo´s um movimento ter sido efetuado, todo o processo recomec¸a. A busca
local termina quando atingir um nu´mero ma´ximo de movimentos ou quando na˜o houver mais
movimentos bons para serem executados.
Busca Local 2 (BL2)
A BL2 segue o mesmo pr´ıncipio da BL1, atendendo a`s mesmas caracter´ısticas ao escolher o
movimento, pore´m ao inve´s de encontrar movimentos que melhorem Ψ(S) ela tenta encontrar
e realizar movimentos que melhorem G(S) e F (S) separadamente, sendo que a melhora de um
na˜o deve causar piora no outro. Tambe´m e´ executado o primeiro movimento bom encontrado
(first improving).
Primeiramente foi escolhido melhorar o G(S), enta˜o a busca procura por movimentos que
diminuam o valor de G(S) sem provocar uma piora no valor de F (S). Ao encontrar estes
movimentos, executa-os e a busca por outro movimento recomec¸a. Quando o algoritmo na˜o
encontra mais nenhum movimento que melhore G(S) sem piorar F (S) enta˜o comec¸a a procura
por movimentos que melhorem F (S) sem piorar G(S).
A melhoria de cada se´rie (G e F ) ocorre alternadamente, ou seja, primeiro tenta-se melhorar
G(S) ate´ na˜o poder mais, depois procura melhorar F (S) ate´ na˜o conseguir mais e assim
sucessivamente. A busca pa´ra quando passar pelas duas se´ries e na˜o encontrar nenhum
movimento de melhora.
• Melhoria da se´rie G(S):
Primeiramente, cria-se um vetor contendo as inviabilidades de todos os territo´rios da
seguinte forma:




ga(Vk), A = {1, 2} e k = 1, · · · , p (4.11)
Com o vetor constru´ıdo, seleciona o territo´rio com maior inviabilidade. Conhecendo esse
territo´rio, encontram-se os no´s de fronteira que pertenc¸am a ele. A forma de escolher um
no´ de fronteira para o movimento e´ realizada exatamente da mesma maneira feita na BL1.
Conhecendo a lista de todos os no´s fronteira pertencentes ao territo´rio que se deseja tornar
menos invia´vel, o algoritmo procura por um movimento que ira´ melhorar G(S), a partir
desses no´s. Para verificar se o movimento melhora G(S) e´ feito o ca´lculo do ∆G como na
BL1. Quando um bom movimento e´ encontrado, a busca executa-o e o processo recomec¸a.
Quando o algoritmo percorre toda lista de no´s candidatos para todos territo´rios com
inviabilidadek > 0 e na˜o encontra nenhum movimento bom, ele para de tentar melhorar
G(S) e passa para se´rie F (S).
• Melhoria da se´rie F(S):
Ao comec¸ar melhorar a se´rie F (S) busca-se pelo territo´rio que possui o maior valor de
F (Vk), procurando mover o no´ i ou o no´ j que deram origem a esse F (Vk), pois somente
com a remoc¸a˜o de um desses dois no´s e´ poss´ıvel diminuir o valor de F (Vk). E´ escolhido
um desses no´s aleatoriamente e verificado se ele atende a`s caracter´ısticas para um bom
movimento, se falhar em alguma delas o outro no´ e´ testado. O primeiro movimento
encontrado e´ realizado. Caso na˜o encontre um bom movimento para i ou para j, passa
para o pro´ximo territo´rio com maior valor de F (Vk) e todo o processo e´ repetido .
Quando o algoritmo na˜o encontrar um movimento que melhore o valor de F (Vk) apo´s
procurar em todos os territo´rios, a se´rie F (S) e´ encerrada e retorna a se´rie G(S). A BL2
tambe´m utiliza o ca´lculo do ∆F como feito na BL1.
A BL2 termina quando passar pelas duas se´ries e na˜o encontrar nenhum movimento que
melhore uma delas sem piorar a outra ou enta˜o quando executar um nu´mero ma´ximo de
movimentos.
Para as duas buscas locais e´ necessa´rio realizar a atualizac¸a˜o dos no´s de fronteira apo´s
cada movimento. Como um grande nu´mero de movimentos e´ executado por iterac¸a˜o, calcular
todos os no´s de fronteira apo´s cada movimento acrescenta um grande esforc¸o computacional ao
algoritmo. Enta˜o procurou-se otimizar tanto quanto poss´ıvel a forma de atualizar a lista de
no´s de fronteira. Apo´s estudar o processo de atualizac¸a˜o descobriu-se que e´ necessa´rio verificar,
apenas os no´s vizinhos ao no´ que sofreu o movimento, se a informac¸a˜o de fronteira modificou,
fato que e´ demonstrado a seguir.
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Antes de fazer a demonstrac¸a˜o e´ necessa´rio introduzir as seguintes definic¸o˜es:
Postulado 1: Um no´ do grafo e´ um no´ de fronteira se existe pelo menos um no´ adjacente
a ele que pertenc¸a a outro territo´rio.
Postulado 2: O movimento (i, k, l) modifica a informac¸a˜o de territo´rio de um u´nico no´,
que e´ o no´ i que esta´ sendo movido do territo´rio k para o territo´rio l.
Teorema 1: E´ necessa´rio verificar se o no´ j modifica sua informac¸a˜o de fronteira, se e
somente se, j for adjacente ao no´ i que esta´ sofrendo o movimento (i, k, l).
Prova:
(⇐) Provando que se o no´ for adjacente ao no´ i, enta˜o ele precisa ser verificado:
(condic¸a˜o necessa´ria)
Para prova a condic¸a˜o necessa´ria basta encontrar um u´nico caso que mostre que um no´
adjacente ao no´ que sofreu movimento modificou sua informac¸a˜o de fronteira apo´s o movimento,
ou seja, se ocorre para um no´ adjacente enta˜o e´ necessa´rio verificar todos os no´s adjacentes.
Observando o movimento (i, k, l) ilustrado na Figura 4.6 e´ poss´ıvel visualizar que os no´s j e z
sa˜o adjacentes a i. Antes do movimento, j e´ um no´ de fronteira e apo´s o movimento ele deixa
de ser fronteira. O no´ z antes do movimento na˜o e´ um no´ de fronteira e apo´s o movimento
passa a ser fronteira. Logo, e´ necessa´rio checar os no´s adjacentes verificando se a informac¸a˜o
de fronteira modificou apo´s a execuc¸a˜o do movimento.
(⇒) Provando que se o no´ precisa ser verificado, enta˜o ele e´ adjacente a i:
(condic¸a˜o suficiente):
Isto e´ o mesmo que provar que se o no´ na˜o for adjacente, ele na˜o precisa ser
verificado. Essa demonstrac¸a˜o e´ dividida em duas situac¸o˜es:
1. No´ j, na˜o adjacente a` i, na˜o e´ um no´ de fronteira antes do movimento (i, k, l)
ser executado:
O que se deseja mostrar neste caso e´ que o no´ j apo´s o movimento continua na˜o sendo
um no´ de fronteira. Por contradic¸a˜o, suponha que o no´ j apo´s o movimento (i, k, l) passa
a ser um no´ de fronteira. Isso implica que algum no´ adjacente a j mudou de territo´rio.
Atrave´s da Definic¸a˜o 2 o u´nico no´ que muda de territo´rio com o movimento (i, k, l) e´ o i,
enta˜o i deve ser adjacente a j, o que e´ uma contradic¸a˜o a` hipo´tese de na˜o adjaceˆncia entre
o no´ i e o no´ j.
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2. O no´ j, na˜o adjacente a i, e´ um no´ de fronteira antes do movimento (i, k, l) ser
executado:
O que se deseja mostrar e´ que o no´ j continua sendo um no´ de fronteira apo´s o movimento.
Por contradic¸a˜o, suponha que o no´ j deixa de ser um no´ de fronteira, o que significa que
todos os seus vizinhos que na˜o faziam parte do seu territo´rio passaram a fazer. No entanto
pela Definic¸a˜o 2, o movimento so´ altera o territo´rio de um u´nico no´, que e´ o pro´prio i.
Isso implica que o no´ j possu´ıa somente um vizinho de territo´rio distinto ao seu, e esse
vizinho teria que ser o no´ i. O que e´ uma contradic¸a˜o a hipo´tese de na˜o adjaceˆncia entre
o no´ j e o no´ i.
Figura 4.6: Atualizac¸a˜o dos no´s de fronteira.
4.4.5 Filtragem
A maior parte do tempo consumido pelo algoritmo, certamente esta´ na busca local. Para
agiliza´-la foi utilizado um filtro proposto por [R´ıos-Mercado and Ferna´ndez, 2007], com o intuito
de evitar a execuc¸a˜o da busca local em soluc¸o˜es na˜o promissoras geradas na fase construtiva.
Para atingir esse objetivo e´ armazenado o valor de β, dado por:
β = (Ψ(S)−Ψ(S ′))/Ψ(S). (4.12)
Sendo que β representa a reduc¸a˜o me´dia obtida pela soluc¸a˜o da busca local (S ′) na iterac¸a˜o
anterior com respeito a soluc¸a˜o construtiva (S) encontrada na iterac¸a˜o atual.
Apo´s executar as fases construtivas e de ajustamento por 100 iterac¸o˜es, preservando sempre
a melhor soluc¸a˜o, o algoritmo utiliza a informac¸a˜o de β para decidir se a soluc¸a˜o construtiva
deve ou na˜o ser submetida a` busca local.
A ide´ia utilizada e´ baseada no racioc´ınio que se um limiar razoa´vel aplicado ao custo da
soluc¸a˜o construtiva conduz a um valor muito mais alto que o custo da melhor soluc¸a˜o encontrada
ate´ o momento, e´ improva´vel que a busca local consiga produzir uma soluc¸a˜o na qual o valor
da func¸a˜o objetivo seja menor que o da melhor soluc¸a˜o corrente.
Foi utilizado como limiar o valor de β(1−β), sendo que β e´ um paraˆmetro do algoritmo que
mede qua˜o apertado esta´ o limiar. A utilizac¸a˜o de um valor alto para β implica que o limiar e´
satisfeito com menor frequeˆncia, consequ¨entemente a busca local e´ executada um nu´mero menor
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function GRASPFiltro(LimitIt, α, ρ, p)
Entrada: LimitIt := Nu´mero ma´ximo de iterc¸o˜es do GRASP;
α := Paraˆmetro de qualidade da LCR;
ρ := Paraˆmetro de fechamento do terrrito´rio;
p := Nu´mero de territo´rios.
Sa´ıda: Uma soluc¸a˜o fact´ıvel - Sbest.
1. Sbest ← {};
2. soma← 0;
3. time← 0;
4. for (l = 1, · · · , LimitIt) do
5. S ← Construtivo(α, ρ);
6. q ← |S|;
7. if (q 6= p) then
8. S ← Ajustamento(S);
9. endif ;
10. if ((l < 100) ou ((l ≥ 100) e (β(1− β)Ψ(S)) < Ψ(Sbest))) then;
11. S′ ← BL(S);
12. if (Ψ(S′) < Ψ(Sbest)) then;
13. Sbest ← S′;
14. endif ;
15. times← times+ 1;
16. soma = soma+ (Ψ(S)−Ψ(S′))/Ψ(S);





Algoritmo 4 - Filtro
de vezes. Em contrapartida, se for usado um valor baixo para β enta˜o o limiar e´ satisfeito com
maior frequ¨eˆncia e a busca local e´ executada mais vezes.
A sugesta˜o dada por [R´ıos-Mercado and Ferna´ndez, 2007] e´ utilizar valores de β no intervalo
[0, 1], sendo que usar β = 0 corresponde ao caso extremo onde o teste do filtro sempre e´ satisfeito,
naturalmente a BL sempre e´ executada. O algoritmo 4 mostra o pseudo-co´digo do GRASP
juntamente com o filtro.
Ate´ a linha 9 do algoritmo 4 e´ executada a fase construtiva e de ajustamento, na linha 10
e´ realizado o teste do filtro para saber se e´ vantajoso executar a busca local para a soluc¸a˜o
construtiva, lembrando que durante as 100 primeiras iterac¸o˜es a BL e´ sempre executada. Apo´s
a execuc¸a˜o da BL, se ela retornou uma soluc¸a˜o melhor que a melhor encontrada ate´ o momento,
essa soluc¸a˜o e´ substitu´ıda. O valor de β e´ atualizado a cada iterac¸a˜o que a BL for executada.
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4.5 Me´todos e Algoritmos - Otimizando f2
Apo´s realizar a otimizac¸a˜o do crite´rio geogra´fico, e obter uma boa soluc¸a˜o para o mesmo,
o objetivo passa a ser otimizar o crite´rio de conformidade. Foram implementadas duas
te´cnicas para otimizar f2 a fim de rotular os territo´rios de tal forma que a associac¸a˜o original
territo´rio-consumidor seja preferencialmente mantida. A primeira te´cnica implementada foi uma
heur´ıstica e a segunda foi o me´todo hu´ngaro, essas te´cnicas sa˜o descritas a seguir.
4.5.1 Heur´ıstica
A heur´ıstica proposta possui basicamente quatro passos principais:
1. Para cada territo´rio criado calcule a quantidade de no´s que pertenciam aos territo´rios
do agrupamento original. Ou seja, para cada territo´rio k da soluc¸a˜o atual, e´ calculado
quantos consumidores pertenciam ao territo´rio 1, quantos pertenciam ao territo´rio 2, e
assim sucessivamente para todos os territo´ros do agrupamento de origem.
2. Escolha um territo´rio para ser rotulado, ordene os conjuntos obtidos no passo anterior
em ordem decrescente de representatividade, o que significa priorizar os conjuntos com o
maior nu´mero de consumidores associados. Assim e´ dado prefereˆncia aos territo´rios que
possuem um nu´mero maior de medidores que na˜o alteraram de ro´tulo.
3. Para o territo´rio k escolhido no passo anterior avalie ckl para os j
′s primeiros elementos da
ordenac¸a˜o do passo anterior, e´ escolhido para rotular o territo´rio selecionado no passo 2, o
ro´tulo (l) que der o maior valor. Caso percorra os j′s primeiros elementos e na˜o encontre
um ro´tulo poss´ıvel, enta˜o escolha o pro´ximo poss´ıvel, ou seja, que na˜o foi escolhido ainda,
a partir de j + 1.
4. Se todos os territo´rios esta˜o rotulados pare, caso contra´rio retorne ao passo 2.
Nesta heur´ıstica busca-se calcular, para cada agrupamento definido, qual o ı´ndice de
representatividade de cada territo´rio da numerac¸a˜o anterior ao reagrupamento. Cria-se um
conjunto com a identificac¸a˜o equivalente a` numerac¸a˜o anterior e nele sa˜o inclu´ıdos todos os
consumidores que estavam associados a este nu´mero de territo´rio. Enta˜o, ordena-se este conjunto
segundo a identificac¸a˜o definida e tomam-se os j primeiros elementos para serem candidatos a
fornecer o ro´tulo para o agrupamento atual.
A escolha entre os j primeiros elementos e´ feita segundo a func¸a˜o , sendo que f2, ckl e rkl
foram definidos no Cap´ıtulo 3.
A cada agrupamento numerado, o ro´tulo correspondente e´ exclu´ıdo da lista de poss´ıveis
identificadores de modo que os pro´ximos na˜o usem um ro´tulo de territo´rio ja´ existente. Este
processo se repete ate´ que todos os lotes estejam rotulados.
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4.5.2 Me´todo Hu´ngaro
O me´todo Hu´ngaro e´ um algoritmo de otimizac¸a˜o combinato´ria que resolve o problema de
designac¸a˜o (assignment) em um tempo polinomial. Ele foi desenvolvido e publicado por Harold
Kuhn em 1955 quem o nomeou como “me´todo Hu´ngaro” porque o algoritmo foi amplamente
baseado no trabalho de dois matema´ticos hu´ngaros chamados De´nes Ko¨nig e Jeno˜ Egerva´ry
[Kuhn, 1995].
Este me´todo utiliza uma matriz-custo na˜o negativa, C de tamanho n x n dada por:
C =

c11 c12 · · · c1n





cn1 cn2 · · · cnn

Sendo que o elemento localizado na k-e´zima linha e na l-e´zima coluna representa o custo de
designar o trabalho k ao trabalhador l e o objetivo e´ encontrar uma alocac¸a˜o de trabalhos e
trabalhadores que possua um custo mı´nimo, a partir da matriz-custo dada.
A soma das n entradas de uma alocac¸a˜o e´ chamada de custo da alocac¸a˜o, sendo que uma
alocac¸a˜o com o menor custo poss´ıvel e´ denominada de uma alocac¸a˜o o´tima. Antes de apresentar
o algoritmo para o me´todo Hu´ngaro e´ necessa´rio apresentar o teorema da alocac¸a˜o o´tima, ja´
que este teorema compreende a ide´ia principal do algoritmo.
Teorema 2 (Teorema da alocac¸a˜o o´tima): Se um nu´mero real e´ somado ou subtra´ıdo de
todas as entradas de uma linha ou coluna de uma matriz-custo, enta˜o uma alocac¸a˜o o´tima para
a matriz-custo resultante e´ tambe´m uma alocac¸a˜o o´tima para a matriz-custo original.
Demonstrac¸a˜o:
Seja a matriz n x n :
C =

c11 c12 · · · c1l · · · c1n














cn1 cn2 · · · cnl · · · cnn

Supondo que as entradas da alocac¸a˜o o´tima da matriz sejam c1w1, c2w2, . . . , clwl, . . . , cnwn,
sendo os ı´ndices 1w, 2w, . . . , nw diferentes dois a dois. Logo, o custo mı´nimo de alocac¸a˜o e´ a
soma de todas estas entradas, da forma:
S = c1w1 + c2w2 + . . .+ clwl + . . .+ cnwn. (4.13)
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Adicionando um valor u ∈ < em todas as entradas de uma coluna da matriz-custo C,
obtem-se a seguinte matriz:
D =

c11 c12 · · · c1l + u · · · c1n














cn1 cn2 · · · cnl + u · · · cnn

Utilizando as mesmas entradas da alocac¸a˜o o´tima da matriz C, o novo custo de alocac¸a˜o e´
dado por:
S = c1w1 + c2w2 + . . . , (clwl + u) + . . .+ cnwn. (4.14)
Pode-se continuar a afirmar que essas entradas correspondem a uma alocac¸a˜o o´tima para o
problema referente a matriz-custo dada. De fato, qualquer outra sequ¨eˆncia de entradas de D
fornece uma soma maior, ou no mı´nimo igual, a S + u, uma vez que, na matriz-custo C a soma
mı´nima e´ S e em D esta˜o sendo somados u′s em todas as entradas de uma coluna. De maneira
ana´loga e´ feita a demonstrac¸a˜o no caso de se adicionar u ∈ < a todas as entradas de uma linha
de C.
E´ poss´ıvel aplicar o teorema 2, mostrado acima, em uma matriz-custo n x n de tal modo
a gerar uma matriz-custo que possua todas as entradas na˜o negativas e, mais ainda, tal que
essa matriz possua n zeros sendo que dois deles na˜o estejam na mesma linha ou coluna. Com
uma matriz que possua essas caracter´ısticas na˜o e´ dif´ıcil encontrar a alocac¸a˜o o´tima, pois ela
tera´ soma nula. O algoritmo chamado de Me´todo Hu´ngaro para alocac¸a˜o o´tima de facilidades
baseia-se nessa ide´ia.
Aplicado ao problema deste trabalho, tendo n territo´rios e n ro´tulos, deseja-se encontrar
uma alocac¸a˜o territo´rios-ro´tulos de forma que a associac¸a˜o territo´rio-consumidor seja mantida
o ma´ximo poss´ıvel.
A matriz-custo e´ constru´ıda da forma definia para ck,l no Cap´ıtulo 3, assim o valor recuperado
da k-e´zima linha com a l-e´zima coluna diz quanto custa nomear o k-e´zimo territo´rio com o l-e´zimo
ro´tulo.
Antes de enunciar o algoritmo e´ importante ressaltar que para aplicar-lo treˆs condic¸o˜es
precisam ser atendidas:
• O problema precisa ser um problema de minimizac¸a˜o;
• A matriz custo precisa ser quadrada;
• E´ aconselha´vel utilizar nu´meros inteiros nos valores da matriz-custo a fim de evitar erros
de arredondamento.
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O me´todo Hu´ngaro pode ser descrito sucintamente nos seguintes passos:
1. Para cada linha k, subtraia o menor valor, obtido dessa linha, de todos os elementos de k;
2. Para cada coluna l, subtraia o menor valor, obtido dessa coluna, de todos os elementos de
l;
3. Risque um trac¸o ao longo das linhas e colunas de tal forma que todas as entradas iguais
a zero sejam riscadas com um nu´mero mı´nimo de trac¸os. O fator complicador e´ encontrar
esse nu´mero mı´nimo de trac¸os;
4. Se o nu´mero de trac¸os para cobrir os zeros e´ menor que n, continue. Se o nu´mero mı´nimo
de trac¸os e´ igual a n enta˜o a matriz possui uma alocac¸a˜o o´tima, pare o procedimento;
5. Encontre a menor entrada que na˜o tenha sido riscada. Subtraia esse valor de todas as
entradas na˜o riscadas e some a todas entradas riscadas, tanto horizontalmente quanto
verticalmente. Retorne ao passo 3.
Como visto anteriormente, uma alocac¸a˜o o´tima para a matriz original e´ uma alocac¸a˜o o´tima
para a matriz resultante gerada apo´s realizar as operac¸o˜es contidas nos passos 1 e 2. O princ´ıpio
fundamental desses dois primeiros passos consiste em gerar pelo menos uma entrada igual a zero
em cada linha e em cada coluna sendo que as demais entradas sa˜o na˜o-negativas. No passo 3,
o ponto chave e´ utilizar um nu´mero mı´nimo de trac¸os que sempre sera´ menor ou igual a n. No
passo 4 e´ verificada a condic¸a˜o de parada. E´ fa´cil observar que se o nu´mero mı´nimo de trac¸os e´
menor que n na˜o e´ poss´ıvel identificar uma alocac¸a˜o o´tima na matriz-custo obtida.
A partir do teorema da alocac¸a˜o o´tima pode-se concluir que n e´ o nu´mero mı´nimo de trac¸os
necessa´rios para cobrir os zeros de uma matriz-custo. De fato, uma alocac¸a˜o o´tima nessa matriz
sera´ identificada quando existirem n zeros de tal modo que dois deles na˜o estejam em uma mesma
linha ou coluna. Ora, nessas condic¸o˜es, sa˜o necessa´rios no mı´nimo n trac¸os para cobr´ı-los, ou
seja, existe uma alocac¸a˜o o´tima que corresponde a essas entradas nulas. Esse e´ o teorema de
Ko¨nig, cuja demonstrac¸a˜o pode ser encontrada em [Kuhn, 1995].
A representac¸a˜o do problema de rotulamento dos territo´rios foi feita atrave´s de um problema
de assignment, procurando soluc¸o˜es que otimize f2. E´ importante salientar que a soluc¸a˜o
fornecida pela aplicac¸a˜o de um me´todo exato (Hu´ngaro) para solucionar este problema e´ um
o´timo global, sendo assim esta soluc¸a˜o sera´ sempre melhor ou igual a soluc¸a˜o obtida atrave´s da




Esse cap´ıtulo e´ dedicado a` exibic¸a˜o e discussa˜o dos resultados obtidos com a execuc¸a˜o dos
algoritmos implementados.
Quatro tipos de experimentos sa˜o produzidos visando avaliar o desempenho do algoritmo
implementado. Os resultados destes experimentos sa˜o exibidos nas tabelas apresentadas e
discutidas nas sec¸o˜es de cada experimento.
Devido a` grande quantidade de dados contidos nas 240 instaˆncias utilizadas nos experimentos
e ao elevado nu´mero de linhas do co´digo fonte, na˜o e´ poss´ıvel exibir essas informac¸o˜es aqui neste
trabalho.
5.2 Dados de Entrada
Os arquivos de entrada possuem alguns dados que descrevem o grafo (a planta da regia˜o que
se deseja reagrupar). Estes dados sa˜o dispostos na seguinte ordem no arquivo:
• n: Nu´mero de no´s do grafo;
• m: Nu´mero de arestas do grafo;
• p: Nu´mero de territo´rios;
• τ : Toleraˆncia relativa a`s atividades;
• (xi, yi) e pi: Uma lista de tamanho n sendo que xi e yi sa˜o as coordenadas do no´ i e pi e´
o territo´rio que o no´ i esta´ atribu´ıdo na configurac¸a˜o inicial.
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• (e1, e2)w, medw e tw: Uma lista de tamanho m que conte´m as informac¸o˜es referente
a`s arestas, sendo que (e1, e2)w sa˜o os no´s adjacentes a` aresta w, medw e´ o nu´mero de
medidores e tw o tempo de leitura desta aresta.
Foram gerados 24 tipos de instaˆncias com caracter´ısticas diferentes em seus dados. Estas
caracter´ısticas foram classificadas como:
• Grupo 1 ou 2: Referente ao nu´mero de no´s do grafo, instaˆncias que possuem 512 ou
1024 no´s;
• Famı´lia 1 ou 2: Referente a variac¸a˜o do tempo de leitura (medido em minutos) sob
um intervalo apertado [16, 24] ou folgado [12, 28];
• Classe A ou B: Referente ao nu´mero de medidores, intervalo apertado [160, 240] ou
folgado [120, 280];
• Paraˆmetro 1, 2 ou 3: Referente aos valores da toleraˆncia para cada atividade, variac¸a˜o:
τ = {0, 05; 0, 10; 0, 30}.
A combinac¸a˜o dessas caracter´ısticas deram origem a 24 tipos de instaˆncias. Definidas essas
combinac¸o˜es, foram geradas 10 instaˆncias para cada combinac¸a˜o (tipo de instaˆncia), obtendo
assim 240 instaˆncias para a realizac¸a˜o dos experimentos. Enta˜o, uma instaˆncia denominada
1 Grupo1 Familia1 ClasseA P1, por exemplo, representa a primeira instaˆncia do tipo 1 que
possui os seguintes dados: 512 no´s, o tempo de leitura das arestas variando entre 16 e 24
minutos, o nu´mero de medidores de cada aresta variando entre 160 e 240 e τ = 0, 05. Todos os
grafos do grupo 1 possuem 976 arestas e os do grupo 2, 1984 arestas. A Figura 5.1 ilustra uma
instaˆncia do grupo 1 e a Figura 5.2 uma do grupo 2.
A gerac¸a˜o das coordenadas geogra´ficas de cada no´ e´ feita de forma aleato´ria tomando cuidado
para gerar uma malha uniforme que possua uma boa semelhanc¸a a` malha de uma cidade, tendo
algumas distorc¸o˜es, mas basicamente com a forma “quadrada” para representar os quarteiro˜es.
A obtenc¸a˜o de um agrupamento original e´ realizado executando, exatamente uma u´nica vez, a
fase construtiva e de ajustamento para cada instaˆncia e guardando a informac¸a˜o dos territo´rios.
Para as instaˆncias do grupo 1, p = 10 e para as do grupo 2, p = 20.
5.3 Apresentac¸a˜o dos Resultados
Nesta sec¸a˜o sa˜o apresentados os experimentos computacionais realizados nas instaˆncias
descritas na sec¸a˜o anterior. Esses experimentos foram obtidos atrave´s dos algoritmos descritos
no Cap´ıtulo 4, desenvolvidos na linguagem C e utilizados para resolver o problema de
reagrupamento capacitado hiera´rquico com dois crite´rios.
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Figura 5.1: Representac¸a˜o de uma instaˆncia do Grupo 1.
Os experimentos foram realizados em um PC Intel, Core2 Duo, 3GHz, 3061Mb de RAM e o
sistema operacional utilizado foi WindowsV istaTM .
5.3.1 Experimento 1: Ajuste de Paraˆmetro
O experimento 1 foi realizado com o objetivo de analisar a sensibilidade do algoritmo, em
relac¸a˜o a escolha do paraˆmetro de fechamento dos territo´rios (ρ), utilizado na fase construtiva
para decidir quando o algoritmo deve parar de atribuir no´s ao territo´rio que esta´ sendo constru´ıdo
no momento.
Para realizar essa ana´lise foram separadas 20 instaˆncias para o teste, onde 10 delas pertencem
ao grupo 1 e as outras 10 ao grupo 2. O GRASP foi executado sem a fase de po´s-processamento,
descrito na Sec¸a˜o 4.4.4, utilizando um limite de iterac¸o˜es igual a 1000. Como o algoritmo possui
um grau de aleatoriedade, a cada iterac¸a˜o e´ obtida uma soluc¸a˜o distinta, sendo que a melhor
soluc¸a˜o e´ sempre preservada.
Os resultados obtidos com este experimento sa˜o exibidos nas tabelas 5.1 e 5.2, onde sa˜o
apresentados os valores da func¸a˜o objetivo (Ψ), medida de dispersa˜o (F ), o grau de inviabilidade
(G) e o tempo me´dio gasto pelo algoritmo exibido em segundos. Foi atribu´ıdo ao paraˆmetro
de ponderac¸a˜o da func¸a˜o objetivo e ao paraˆmetro de qualidade da RCL os valores: λ = 0, 2
e α = 0, 3. Os paraˆmetros ρ e α variam de acordo com os valores ρ = {1, 0; 0, 8; 0, 6} e
τ = {0, 3; 0, 2; 0, 1; 0, 05}.
Os dados exibidos nas Tabelas 5.1 e 5.2 representam os resultados alcanc¸ados executando
as instaˆncias de teste para cada paraˆmetro indicado nas tabelas. Analisando esses resultados,
percebe-se que o algoritmo se comporta de forma semelhante para ambos os grupos de instaˆncias.
5.3. Apresentac¸a˜o dos Resultados 63
Figura 5.2: Representac¸a˜o de uma instaˆncia do Grupo 2.
Nota-se que tanto para instaˆncias menores (com 512 no´s) quanto para instaˆncias maiores (1024
no´s), os melhores resultados sa˜o encontrados quando se utiliza ρ = 0, 8, exceto quando τ = 0, 05
nas intaˆncias do grupo 2 para as quais ρ = 1, 0 fornece os melhores resultados. A segunda melhor
escolha e´ alcanc¸ada com ρ = 0, 6 quando τ = {0, 3; 0, 2} e ρ = 1, 0 quando τ = {0, 1; 0, 05}.
Estes resultados, observando principalmente a segunda melhor escolha, mostram que quando
a toleraˆncia para as restric¸o˜es (3.9) e´ maior, em me´dia valores pequenos de ρ conseguem alcanc¸ar
melhores resultados, ja´ quando se tem uma toleraˆncia apertada, valores maiores de ρ obteˆm
melhores resultados. Esse fato pode ser notado tanto para instaˆncias pequenas (Tabela 5.1)
quanto para instaˆncias maiores (Tabela 5.2).
E´ importante ressaltar que o valor de τ na˜o esta´ sendo avaliado neste experimento, pois ele
na˜o e´ um paraˆmetro ajusta´vel, mas sim um dado de entrada da instaˆncia. O valor de τ indica
a dificuldade da instaˆncia, ja´ que este modifica a func¸a˜o objetivo referente ao primeiro crite´rio.
Assim, quanto menor o seu valor mais dif´ıcil e´ encontrar soluc¸o˜es sem inviablilidades.
Analisando as linhas que mostram os resultados referente a` inviabilidade das atividades em
ambas tabelas, pode-se notar que quanto menor o valor de τ , maior a inviabilidade. Esse fato
pode ser explicado porque, quanto menor o valor de τ , menor a toleraˆncia, ou seja, menor
o intervalo de soluc¸o˜es fact´ıveis com respeito a G(S) (Figura 4.2). Isso torna mais dif´ıcil
encontrar soluc¸o˜es em um intervalo pequeno, dado que soluc¸o˜es encontradas fora desse intervalo
sa˜o penalizadas na func¸a˜o objetivo. Quando o valor de τ e´ maior, esse intervalo de factibilidade
tambe´m e´ maior, sendo que soluc¸o˜es fact´ıveis para um intervalo gerado por um valor de τ grande
sa˜o penalizadas quando se tem um intervalo gerado por um τ pequeno.
Esse fato pode ser justificado examinando o comportamento da heur´ıstica construtiva. Como
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Instaˆncias de τ = 0, 3 τ = 0, 2
512 no´s ρ = 1, 0 ρ = 0, 8 ρ = 0, 6 ρ = 1, 0 ρ = 0, 8 ρ = 0, 6
Ψ(S)
Melhor 0,92 0,47 0,53 2,13 0,09 1,47
Me´dio 2,10 0,63 0,86 2,34 0,43 1,76
Pior 2,33 0,76 0,98 2,61 0,76 1,94
F (S)
Melhor 0,31 0,33 0,37 0,33 0,33 0,38
Me´dio 0,33 0,35 0,48 0,35 0,36 0,43
Pior 0,36 0,45 0,58 0,40 0,44 0,50
G(S)
Melhor 1,07 0,50 0,58 2,57 0,05 1,73
Me´dio 2,55 0,70 0,96 2,83 0,45 2,10
Pior 2,82 0,86 1,11 3,18 0,87 2,32
Tempo(s) 9,55 7,96 6,54 8,99 7,33 6,31
τ = 0, 1 τ = 0, 05
ρ = 1, 0 ρ = 0, 8 ρ = 0, 6 ρ = 1, 0 ρ = 0, 8 ρ = 0, 6
Ψ(S)
Melhor 1,57 0,15 3,10 1,51 1,33 3,47
Me´dio 2,02 0,44 3,30 1,84 1,79 3,85
Pior 2,56 0,86 3,63 2,35 2,42 3,96
F (S)
Melhor 0,31 0,33 0,37 0,32 0,33 0,36
Me´dio 0,34 0,38 0,40 0,39 0,37 0,41
Pior 0,42 0,48 0,43 0,45 0,41 0,54
G(S)
Melhor 1,86 0,10 3,77 1,79 1,57 4,22
Me´dio 2,44 0,46 4,02 2,20 2,14 4,71
Pior 3,11 0,96 4,44 2,85 2,93 4,48
Tempo(s) 8,20 6,92 6,07 7,89 6,74 5,98
Tabela 5.1: Avaliac¸a˜o do paraˆmetro ρ para instaˆncias do grupo 1
mencionado na Sec¸a˜o 4.4.2, a heur´ıstica construtiva considera somente o limitante superior.
Quando o algoritmo cria um territo´rio, os no´s va˜o sendo adicionados ao territo´rio corrente
enquanto o valor da atividade do territo´rio na˜o utrapassar o limite. Assim, os territo´rios
deixam a fase de construc¸a˜o sem inviabilidade, pore´m com o valor das atividades bem pro´ximo
ao limitante. Na maioria das vezes, o algoritmo construtivo cria soluc¸o˜es com um nu´mero
de territo´rios maior que o previamente definido pelo decisor, violando assim a restric¸a˜o (3.7).
Torna-se necessa´rio enta˜o que esta soluc¸a˜o passe pela fase de ajustamento, obrigando a soluc¸a˜o
atender esta restric¸a˜o.
Quando o algoritmo construtivo e´ executado com um valor baixo de τ , o nu´mero de territo´rios
criados utrapassa p muito mais do que quando o valor de τ e´ alto. Isso ocorre porque o intervalo
de toleraˆncia e´ menor no primeiro caso. Por exemplo, para uma instaˆncia do grupo 1, executando
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Instaˆncias de τ = 0, 3 τ = 0, 2
1024 no´s ρ = 1, 0 ρ = 0, 8 ρ = 0, 6 ρ = 1, 0 ρ = 0, 8 ρ = 0, 6
Ψ(S)
Melhor 4,50 0,72 1,32 3,97 0,06 2,51
Me´dio 4,71 0,89 1,50 4,11 0,06 2,92
Pior 5,04 1,01 1,69 4,29 0,05 3,26
F (S)
Melhor 0,27 0,25 0,31 0,26 0,25 0,30
Me´dio 0,29 0,28 0,34 0,29 0,27 0,34
Pior 0,40 0,33 0,41 0,36 0,30 0,40
G(S)
Melhor 5,52 0,83 1,57 4,87 0,00 3,06
Me´dio 5,82 1,04 1,79 5,06 0,00 3,56
Pior 6,24 1,19 2,02 5,29 0,00 3,99
Tempo(s) 27,40 23,90 21,71 25,97 22,97 21,18
τ = 0, 1 τ = 0, 05
ρ = 1, 0 ρ = 0, 8 ρ = 0, 6 ρ = 1, 0 ρ = 0, 8 ρ = 0, 6
Ψ(S)
Melhor 2,96 1,50 5,64 2,13 3,73 6,28
Me´dio 3,19 1,64 5,84 2,44 4,15 7,16
Pior 3,54 1,85 6,11 2,83 4,56 7,53
F (S)
Melhor 0,27 0,30 0,32 0,27 0,30 0,32
Me´dio 0,30 0,35 0,34 0,29 0,34 0,34
Pior 0,39 0,41 0,37 0,32 0,40 0,39
G(S)
Melhor 3,57 1,78 6,94 2,59 4,58 7,77
Me´dio 3,91 1,97 7,21 2,98 5,10 8,86
Pior 4,36 2,22 7,55 3,46 5,60 9,32
Tempo(s) 24,67 22,24 20,78 24,00 21,93 20,66
Tabela 5.2: Avaliac¸a˜o do paraˆmetro ρ para instaˆncias do grupo 2
o algoritmo construtivo com τ = 0, 05 o nu´mero de territo´rios criados variam entre [18, 25],
ja´ quando esse algoritmo e´ executado com τ = 0, 3, para a mesma entrada, o nu´mero de
territo´rios variam entre [14, 18]. E´ coerente que o processo de executar a operac¸a˜o de merge em
25 territo´rios com o objetivo de alcanc¸ar 10 territo´rios resultara´ em uma soluc¸a˜o com um n´ıvel
de atividade muito acima do desejado quando comparada a soluc¸a˜o obtida pelo mesmo processo
para transformar 18 territo´rios em 10.
Por esse motivo, as soluc¸o˜es encontradas a partir de τ = 0, 05 sa˜o piores, ja´ que o algoritmo
construtivo cria um nu´mero bem maior de territo´rios do que o exigido pelo decisor, fazendo
com que na fase de ajustamento ocorram um nu´mero maior de operac¸o˜es de merge, deixando
a soluc¸a˜o mais longe do n´ıvel de atividade desejada para os territo´rios que quando e´ utilizado
τ = 0, 3, onde a quantidade de merge realizados e´ bem menor, obtendo dessa forma uma soluc¸a˜o
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menos invia´vel.
As Figuras 5.3 e 5.4 ilustram a melhor soluc¸a˜o encontrada para uma instaˆncia apo´s executar
o GRASP sem a BL por 1000 iterac¸o˜es utilizando os paraˆmetros ρ = 0, 8 e τ = 0, 2.
(a) Dados de Entrada - Isntaˆncia 5 do Grupo 1 (b) Soluc¸a˜o Construtiva de 5.3(a)
Figura 5.3: Grafo de entrada e a soluc¸a˜o encontrada pelo algoritmo construtivo para uma
instaˆncia do Grupo 1.
(a) Dados de Entrada - Instaˆncia 2 do Grupo 2 (b) Soluc¸a˜o Construtiva
Figura 5.4: Grafo de entrada e soluc¸a˜o encontrada pelo algoritmo construtivo para uma instaˆncia
do Grupo 2.
5.3.2 Experimento 2: Comparac¸a˜o das BL’s sem Filtro
O experimento 2 foi efetuado com o intuito de avaliar os dois procedimentos de busca local
que foram implementados. Ambas BL’s utilizam o mesmo princ´ıpio (first found, FF) para
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examinar a vizinhanc¸a da soluc¸a˜o corrente a procura de soluc¸o˜es melhores. Foram realizados
alguns testes computacionais, os quais na˜o sa˜o reportados na dissertac¸a˜o que mostraram que o
princ´ıpio FF encontra soluc¸o˜es ta˜o boas quanto o BN (best neighbor) e as vezes ate´ melhores,
pore´m com um tempo computacional inferior. Esse fato e´ confirmado com o mencionado por
[R´ıos-Mercado and Ferna´ndez, 2007], sendo que o autor implementou os dois pric´ıpios chegando
a conclusa˜o que o FF era melhor.
A diferenc¸a ba´sica entre as duas BL’s implementadas neste trabalho e´ que a BL1 procura por
movimentos que melhoram a Func¸a˜o (4.4) e a BL2 por movimentos que melhoram F(S)(3.12) e
G(S) (4.5) separadamente, como descrito na Sec¸a˜o 4.4.4.
Neste experimento foi executado o GRASP com a BL1 e com a BL2 separadamente. De
forma diferente ao primeiro experimento foram utilizadas todas as 240 intaˆncias sendo que o
valor de τ e´ atribu´ıdo a` instaˆncia, como descrito na Sec¸a˜o 5.2. Os demais paraˆmetros utilizados
foram: ρ = 0, 8; α = 0, 3, λ = 0, 2 e ρ = 0, 8. Foi utilizado para o GRASP LimiteIteracoes=1000
e para as buscas LimiteMovimentos=200.
Os resultados obtidos para este experimento sa˜o exibidos nas Tabelas 5.4 e 5.5 para a BL1 e
BL2 respectivamente, sendo que em cada linha e´ mostrado o resultado referente a cada tipo de
instaˆncia. No primeiro conjunto de treˆs colunas, sa˜o exibidos valores de Ψ encontrados com o
ca´lculo da Func¸a˜o (4.4), no segundo sa˜o mostradas as medidas de dispersa˜o (F (S)), no terceiro o
valor das inviabilidades com relac¸a˜o a`s atividades em cada territo´rio (G(S)) e na u´ltima coluna
a me´dia do tempo exibida em segundos. Nos conjuntos de treˆs colunas tem-se que S = superior,
M = me´dio e I = inferior. O valor me´dio e´ calculado pela me´dia aritme´tica das soluc¸o˜es obtidas
para as 10 instaˆncias de cada tipo.
Para facilitar a visualizac¸a˜o e compreensa˜o dos dados apresentados nas tabelas de resultado
dos pro´ximos experimentos, as caracter´ısticas que descrevem cada tipo de instaˆncia sa˜o
mostradas na Tabela 5.3.
Esta tabela juntamente com o descrito na Sec¸a˜o 5.2 deixa claro a correspondeˆncia existente
entre os resultados mostrados nas tabelas e as instaˆncias que deram origem a estes resultados,
sendo que os resultados apresentados nas tabelas seguintes utilizam os valores mostrados.
Observando os resultados mostrados nas Tabelas 5.4 e 5.5, pode-se perceber que ambas
BL’s conseguiram obter bons resultados. Para constatar isso basta comparar os resultados
me´dios obtidos antes e depois de aplicar as BL’s atrave´s das Tabelas 5.1 e 5.2. Entretanto, e´
interessante notar que para instaˆncias que possuem uma toleraˆncia menor (τ = 0, 05), a BL1
obteve melhores resultados e para instaˆncias mais folgadas (τ = 0, 10 e τ = 0, 30), a BL2
alcanc¸ou melhores resultados, muito embora na maioria das vezes os resultados obtidos pelas
duas buscas foram bem pro´ximos.
Quando G(S) esta´ mais restrito, ou seja, com valores menores para τ , a BL1 consegue
alcanc¸ar melhores resultados. Uma hipo´tese para justificar isso e´ pelo fato da BL1 permitir a
piora do valor de F (S) para obter uma melhora maior com G(S), levando a crer que dessa forma
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Tipo Grupo Famı´lia Classe Toleraˆncia(%)
da instaˆncia 1 ou 2 1 ou 2 1 ou 2 5, 10 ou 30
1 1 1 A 5
2 1 1 A 10
3 1 1 A 30
4 1 1 B 5
5 1 1 B 10
6 1 1 B 30
7 1 2 A 5
8 1 2 A 10
9 1 2 A 30
10 1 2 B 5
11 1 2 B 10
12 1 2 B 30
13 2 1 A 5
14 2 1 A 10
15 2 1 A 30
16 2 1 B 5
17 2 1 B 10
18 2 1 B 30
19 2 2 A 5
20 2 2 A 10
21 2 2 A 30
22 2 2 B 5
23 2 2 B 10
24 2 2 B 30
Tabela 5.3: Modelo de Representac¸a˜o dos Resultados
a BL1 consegue escapar de alguns o´timos locais. Ja´ a BL2 realiza movimentos de melhora F (S)
e G(S), sem permitir a deteriorac¸a˜o de nenhuma dessas medidas. Com a ana´lise dos resultados
apresentados, percebe-se que quando τ = 0, 05 a BL1 em me´dia consegue um resultado melhor,
mas na˜o significa que a BL2 na˜o conseguiu alcanc¸ar um resultado ta˜o bom quanto o da BL1. E´
poss´ıvel observar que, na maioria das vezes, os menores valores encontrados pelas buscas (campo
I) sa˜o iguais, pore´m a BL2 consegue encontrar esse resultado em um nu´mero menor de vezes.
Por outro lado, quando a toleraˆncia e´ maior, a BL2 consegue encontrar resultados melhores que
a BL1, mesmo sendo pequena.
O tempo computacional de ambas BL’s e´ razoavelmente pequeno, sendo que a BL1 precisa de
um tempo maior que a BL2 para alcanc¸ar a soluc¸a˜o final. Observando os tempos computacionais
mostrados nas Tabelas 5.4 e 5.5 e comparados aos exibidos nas Tabelas 5.1 e 5.2, e´ nota´vel o
aumento no tempo de execuc¸a˜o causado pelo acre´scimo da busca local no algoritmo.
Com esses resultados, pode-se concluir que quando se tem instaˆncias mais apertadas, a
BL1 oferece melhores soluc¸o˜es e quando se tem instaˆncias mais folgadas, a BL2 consegue obter
melhores soluc¸o˜es.
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Crite´rio 1 - BL1 sem Filtro
Ψ(S) F(S) G(S) t(seg.)
Inst S M I S M I S M I
1 0,26 0,14 0,07 0,40 0,34 0,30 0,25 0,09 0,00 33,69
2 0,06 0,06 0,06 0,32 0,30 0,28 0,00 0,00 0,00 31,09
3 0,34 0,16 0,06 0,37 0,33 0,28 0,35 0,11 0,00 29,90
4 0,20 0,13 0,06 0,43 0,35 0,29 0,16 0,07 0,00 32,51
5 0,07 0,06 0,05 0,33 0,30 0,27 0,00 0,00 0,00 30,84
6 0,42 0,24 0,06 0,36 0,31 0,29 0,45 0,22 0,00 29,23
7 0,65 0,17 0,06 0,39 0,33 0,28 0,73 0,13 0,00 33,37
8 0,08 0,06 0,06 0,42 0,31 0,28 0,00 0,00 0,00 29,92
9 0,39 0,18 0,06 0,45 0,35 0,30 0,41 0,14 0,00 30,22
10 0,52 0,22 0,06 0,40 0,36 0,31 0,55 0,19 0,00 33,31
11 0,07 0,06 0,06 0,31 0,30 0,28 0,00 0,00 0,00 32,08
12 0,42 0,14 0,06 0,39 0,34 0,29 0,44 0,09 0,00 30,52
13 1,28 1,06 0,65 0,38 0,31 0,26 1,52 1,25 0,74 150,33
14 0,47 0,28 0,10 0,36 0,32 0,27 0,50 0,27 0,06 144,73
15 0,06 0,05 0,05 0,29 0,26 0,23 0,00 0,00 0,00 148,37
16 1,33 1,05 0,67 0,32 0,30 0,25 1,57 1,24 0,78 164,78
17 0,48 0,29 0,10 0,38 0,33 0,26 0,51 0,28 0,04 154,64
18 0,06 0,05 0,05 0,28 0,25 0,23 0,00 0,00 0,00 153,80
19 1,25 0,98 0,51 0,44 0,34 0,29 1,48 1,14 0,53 166,30
20 0,47 0,37 0,24 0,41 0,33 0,29 0,49 0,38 0,21 151,23
21 0,05 0,05 0,05 0,27 0,26 0,24 0,00 0,00 0,00 144,12
22 1,54 1,15 0,75 0,39 0,33 0,28 1,86 1,36 0,86 159,04
23 0,50 0,37 0,23 0,36 0,31 0,27 0,51 0,38 0,21 158,43
24 0,06 0,05 0,05 0,31 0,26 0,24 0,00 0,00 0,00 144,80
Me´dia 0,45 0,30 0,17 0,36 0,31 0,27 0,49 0,30 0,14 92,38
Tabela 5.4: Avaliac¸a˜o da BL1
5.3.3 Experimento 3: Avaliac¸a˜o do Filtro
Como mencionado anteriormente e confirmado atrave´s dos testes realizados, a maior parte do
tempo consumido pelo algoritmo e´ atribu´ıdo a` busca local. Procurando melhorar o desempenho
do algoritmo em relac¸a˜o ao tempo de execuc¸a˜o, foi adicionado ao GRASP um filtro, guiado por
β, como apresentado na Equac¸a˜o 4.4.5.
O filtro e´ utilizado para evitar a execuc¸a˜o da busca local em soluc¸o˜es construtivas que na˜o
sa˜o promissoras. Para aplicar o filtro nas soluc¸o˜es construtivas, a cada iterac¸a˜o, e´ calculado o
valor de β, exibido na Equac¸a˜o 4.12, que representa a reduc¸a˜o me´dia obtida pela busca local na
iterac¸a˜o anterior, com respeito a soluc¸a˜o obtida pela heur´ıstica construtiva na iterac¸a˜o atual.
Durante as primeiras 100 iterac¸o˜es do algoritmo, todas as soluc¸o˜es construtivas passam pela
busca local, sempre armazenando a melhor soluc¸a˜o encontrada. Apo´s essas primeiras iterac¸o˜es,
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Crite´rio 1 - BL2 sem Filtro
Ψ(S) F(S) G(S) t(seg.)
Inst S M I S M I S M I
1 0,53 0,20 0,06 0,39 0,31 0,28 0,57 0,17 0,00 23,85
2 0,06 0,06 0,05 0,31 0,29 0,27 0,00 0,00 0,00 24,28
3 0,30 0,16 0,06 0,34 0,31 0,30 0,30 0,12 0,00 21,17
4 0,30 0,19 0,06 0,38 0,32 0,29 0,52 0,16 0,00 23,63
5 0,06 0,06 0,05 0,31 0,29 0,27 0,00 0,00 0,00 24,01
6 0,41 0,12 0,06 0,38 0,32 0,28 0,41 0,08 0,00 21,93
7 0.65 0,29 0,06 0,40 0,32 0,27 0,71 0,28 0,00 23,92
8 0,07 0,06 0,06 0,31 0,29 0,28 0,00 0,00 0,00 23,22
9 0,28 0,12 0,06 0,44 0,32 0,29 0,26 0,07 0,00 22,75
10 0,69 0,31 0,07 0,39 0,35 0,30 0,78 0,29 0,00 36,61
11 0,06 0,06 0,06 0,30 0,29 0,28 0,00 0,00 0,00 25,34
12 0,19 0,08 0,06 0,33 0,31 0,28 0,15 0,02 0,00 21,29
13 1,77 1,22 0,82 0,33 0,29 0,25 2,14 1,45 0,97 105,80
14 0,57 0,19 0,06 0,34 0,31 0,27 0,65 0,16 0,00 102,12
15 0,05 0,05 0,04 0,27 0,24 0,22 0,00 0,00 0,00 107,86
16 1,55 1,33 0,89 0,38 0,32 0,25 1,87 1,59 1,03 108,30
17 0,36 0,25 0,05 0,33 0,30 0,25 0,37 0,23 0,00 111,75
18 0,05 0,05 0,05 0,31 0,25 0,24 0,00 0,00 0,00 115,13
19 1,54 1,38 1,15 0,37 0,30 0,27 1,86 1,65 1,36 103,65
20 0,42 0,30 0,13 0,38 0,30 0,26 0,45 0,30 0,09 113,44
21 0,05 0,05 0,05 0,26 0,24 0,23 0,00 0,00 0,00 108,88
22 1,56 1,35 1,04 0,33 0,31 0,26 1,87 1,62 1,22 114,89
23 0,47 0,29 0,05 0,36 0,31 0,26 0,53 0,29 0,00 109,20
24 0,05 0,05 0,05 0,27 0,25 0,23 0,00 0,00 0,00 108,77
Me´dia 0,50 0,34 0,21 0,34 0,29 0,26 0,56 0,35 0,19 66,74
Tabela 5.5: Avaliac¸a˜o da BL2
o valor de cada soluc¸a˜o construtiva e´ analisada pelo filtro. Se essa for uma soluc¸a˜o promissora
ela passa pela busca local, caso contra´rio ela e´ descartada.
Foi utilizado β× (1−β) como limiar, sendo que, 0 ≤ β ≤ 1. A escolha do valor inicial usado
para β foi baseado em [R´ıos-Mercado and Ferna´ndez, 2007], o qual mostra que β = 0, 6 produz
resultados bem pro´ximos ao encontrado quando o filtro na˜o e´ incorporado ao GRASP, ale´m de
produzir uma reduc¸a˜o considera´vel no tempo de execuc¸a˜o do algoritmo. Este experimento utiliza
a BL2 e tem definido os seguintes paraˆmetros: LimiteIteracoes = 1000, LimiteMovimentos =
500, λ = 0, 2, α = 0, 3 e ρ = 0, 8.
O algoritmo foi executado para as 240 instaˆncias e os resultados obtidos sa˜o apresentados
na Tabela 5.6.
Analisando os resultados apresentados na Tabela 5.6, pode-se perceber que o uso do filtro
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Crite´rio 1 - BL2 com Filtro
Ψ(S) F(S) G(S) t(s)
Inst S M I S M I S M I
1 0,47 0,27 0,06 0,56 0,36 0,28 0,51 0,25 0,00 8,75
2 0,07 0,06 0,05 0,34 0,30 0,27 0,00 0,00 0,00 10,02
3 0,33 0,15 0,06 0,33 0,31 0,29 0,34 0,12 0,00 10,33
4 0,59 0,31 0,06 0,43 0,34 0,29 0,63 0,30 0,00 8,68
5 0,08 0,06 0,05 0,42 0,31 0,27 0,00 0,00 0,00 9,71
6 0,36 0,21 0,06 0,38 0,32 0,28 0,36 0,18 0,00 10,36
7 0,49 0,34 0,06 0,43 0,32 0,28 0,51 0,34 0,00 9,02
8 0,08 0,06 0,06 0,34 0,31 0,28 0,02 0,00 0,00 9,16
9 0,39 0,17 0,06 0,45 0,34 0,30 0,41 0,13 0,00 10,57
10 0,84 0,44 0,06 0,39 0,35 0,28 0,96 0,46 0,01 9,09
11 0,19 0,08 0,06 0,55 0,36 0,28 0,13 0,01 0,00 8,49
12 0,36 0,26 0,07 0,45 0,34 0,29 0,38 0,25 0,01 10,35
13 1,85 1,65 1,23 0,37 0,32 0,26 2,35 1,99 1,45 30,47
14 0,62 0,42 0,05 0,42 0,30 0,25 0,69 0,45 0,00 31,74
15 0,09 0,06 0,04 0,27 0,24 0,22 0,05 0,01 0,00 32,14
16 1,87 1,66 1,20 0,33 0,30 0,26 2,27 2,00 1,43 30,56
17 0,53 0,30 0,09 0,39 0,32 0,29 0,59 0,30 0,04 30,44
18 0,09 0,06 0,05 0,31 0,25 0,23 0,06 0,01 0,00 32,48
19 1,75 1,55 1,34 0,34 0,29 0,27 2,10 1,86 1,42 29,68
20 0,59 0,33 0,06 0,46 0,30 0,24 0,67 0,34 0,00 28,51
21 0,08 0,05 0,04 0,26 0,24 0,22 0,04 0,00 0,00 31,37
22 1,92 1,76 1,50 0,35 0,29 0,26 2,65 2,13 1,80 30,61
23 0,59 0,38 0,15 0,35 0,30 0,24 0,66 0,40 0,11 28,94
24 0,07 0,05 0,05 0,29 0,26 0,24 0,02 0,00 0,00 32,07
Me´dia 0,59 0,44 0,27 0,38 0,30 0,26 0,68 0,48 0,26 20,14
Tabela 5.6: Avaliac¸a˜o do Filter
para limitar quais soluc¸o˜es construtivas passam pela busca local foi satisfato´rio, comprovando
seu desempenho.
Esse fato e´ notado comparando os resultados obtidos na Tabela 5.6 com os da Tabela 5.5. A
primeira mostra os resultados alcanc¸ados executando o GRASP com a BL2 e a segunda exibe
os resultados executando o mesmo algoritmo, pore´m com o filtro acoplado.
Os resultados encontrados adicionando o filtro ao GRASP indicam a eficieˆncia do filtro
(Tabela 5.6) para limitar o nu´mero de vezes que a busca local e´ executada, dado que foram
encontrados resultados com valores me´dios muito pouco piores aos da Tabela 5.5, pore´m com
um esforc¸o computacional muito menor comparado ao esforc¸o do algoritmo execultado sem o
filtro. O tempo me´dio de execuc¸a˜o foi reduzido em 40% para instaˆncias do grupo 1 e em 30%
para instaˆncias do grupo 2, sendo que a busca local e´ aplicada em me´dia a apenas 14, 25% das
5.3. Apresentac¸a˜o dos Resultados 72
iterac¸o˜es para as instaˆncias menores (grupo 1) e a 10, 63% das iterac¸o˜es para instaˆncias maiores
(grupo 2).
5.3.4 Experimento 4: Avaliac¸a˜o do Crite´rio de Conformidade
Este experimento foi realizado com o objetivo de avaliar os resultados alcanc¸ados pelo
algoritmo apo´s adicionar ao problema o segundo crite´rio de otimizac¸a˜o (crite´rio de conformidade)
apresentado no Cap´ıtulo 3, bem como mostrar a evoluc¸a˜o das soluc¸o˜es obtidas pelo algoritmo.
Foram utilizados dois me´todos para otimizar o crite´rio de conformidade, a heur´ıstica e o
me´todo Hu´ngaro, ambos discutidos na Sec¸a˜o 4.5.
Foi executado o GRASP utilizando a BL2 e o filtro, para os dois me´todos. Os paraˆmetros
utilizados foram: LimiteIteracoes = 1000, LimiteMovimentos = 500, λ = 0, 2, α = 0, 3 e
ρ = 0, 8. A heur´ıstica e´ execultada apenas uma vez, assim como o Hu´ngaro, ja´ que este e´ um
me´todo exato. O resultado alcanc¸ado e´ atribu´ıdo aos territo´rios, obtendo dessa forma uma nova
rotulac¸a˜o para a soluc¸a˜o presente.
Os resultados obtidos sa˜o exibidos na Tabela 5.7.
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Os dados exibidos na Tabela 5.7 localizados nas colunas referente a` “soluc¸a˜o inicial” foram
obtidos executando a heur´ıstica construtiva e a fase de ajustamento uma u´nica vez, de forma
a adquirir uma configurac¸a˜o inicial de territo´rios e seus respectivos ro´tulos que represente uma
situac¸a˜o semelhante a` real para ser realizado o reagrupamento. Sa˜o exibidos os valores das
inviabilidades dos territo´rios (G(S)), medida de dispersa˜o (F (S)) e o esforc¸o computacional.
Pode-se observar que as soluc¸o˜es iniciais possuem valores pobres para as medidas F (S) e G(S),
principalmente observando os valores referente a` G(S).
Em seguida sa˜o exibidos os resultados alcanc¸ados para as mesmas medidas, agora pore´m
referente ao Crite´rio 1, no qual foi executado o GRASP com a BL2 e o filtro com os paraˆmetros
ja´ mencionados. A otimizac¸a˜o do crite´rio 1 trouxe grandes melhoras a` soluc¸a˜o inicial com um
esforc¸o computacional pequeno.
Por fim sa˜o mostrados os resultados alcanc¸ados executando cada soluc¸a˜o do crite´rio 1 com a
heur´ıstica e com o me´todo Hu´ngaro. Estes resultados representam a porcentagem de medidores
que permaneceram no mesmo territo´rio depois do reagrupamento.
Para os resultados obtidos otimizando o crite´rio 2, quanto maior for a porcentagem de
medidores que na˜o alteraram seu ro´tulo, melhor o valor da func¸a˜o objetivo. Analisando estes
resultados, pode-se observar que tanto a heur´ıstica quanto o me´todo Hu´ngaro obtiveram bons
resultados, pore´m o me´todo Hu´ngaro alcanc¸ou melhores resultados que a heur´ıstica, o que de
fato era o esperado ja´ que o segundo e´ um me´todo exato. No entanto, a heur´ıstica conseguiu
encontrar valores pro´ximos ao Hu´ngaro, principalmente para as instaˆncias do grupo 1. O tempo
de execuc¸a˜o de ambos me´todos para todas as instaˆncias foi muito baixo na˜o agregando um
esforc¸o computacional relevante ao algoritmo. Visto que o me´todo Hu´ngaro alcanc¸a melhores
soluc¸o˜es e seu tempo computacional e´ baixo, na˜o se justifica o uso de uma heur´ıstica para
resolver o crite´rio de conformidade.
A Figura 5.5 ilustra o desenvolvimento da soluc¸a˜o obtida pelo algoritmo em cada etapa do
processo de otimizac¸a˜o. Ela mostra cada passo do desenvolvimento do algoritmo para uma
instaˆncia do grupo 1. E´ exibido primeiramente a configurac¸a˜o inicial da regia˜o estudada e seus
ro´tulos originais na Figura 5.5(a), esse grafo e´ uma instaˆcia para o algoritmo. Na Figura 5.5(b)
e´ mostrada a melhor soluc¸a˜o encontrada apo´s executar a fase construtiva e de ajustamento
por 1000 iterac¸o˜es. A Figura 5.5(c) mostra a soluc¸a˜o excutando o algoritmo tambe´m por 1000
iterac¸o˜es, como a figura anterior, pore´m e´ acrescentado a busca local nesta etapa. Por u´ltimo e´
mostrada na figura 5.5(d) o resultado final do algoritmo.
E´ poss´ıvel observar a melhora ocorrida no crite´rio geogra´fico, a soluc¸a˜o final apresenta o
desenho dos territo´rios mais compactos que os mostrados na configurac¸a˜o inicial. A soluc¸a˜o
apresentada na Figura 5.5(c) e 5.5(d) e´ a mesma soluc¸a˜o comparada a forma geogra´fica de cada
uma delas, o que as diferencia sa˜o os ro´tulos dados a cada uma. E´ importante salientar que
os ro´tulos atribu´ıdos a`s Figuras 5.5(b) e 5.5(c) sa˜o meramente posic¸o˜es da estrutura de dados,
pois nelas o crite´rio de conformidade ainda na˜o foi aplicado ao problema.
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Como mencionado anteriormente o algoritmo foi executado para uma rede real. Foram
obtidos alguns dados referentes a uma a´rea da cidade de Sa˜o Paulo, estes dados foram fornecidos
pela AES Eletropaulo. As imagens1 exibidas na Figura 5.6 mostram esta a´rea. A Figura 5.6(a)
representa uma a´rea da cidade de Sa˜o Paulo e seus clientes associados. Foram selecionadas as
duas regio˜es que possuem a maior quantidade de consumidores agrupados para o tratamento da
na˜o-conectividade (Figura 5.6(b) e Figura 5.6(c)). A unia˜o dessas duas regio˜es resultou na regia˜o
exibida na Figura 5.6(d), que foi utilizada na execuc¸a˜o do algoritmo. As demais regio˜es ficam
isoladas no mapa e como os tamanhos dessas regio˜es sa˜o pequenos elas na˜o foram consideradas.
O algoritmo foi executado para a regia˜o exibida na Figura 5.6(d). Para esta rede os
paraˆmetros do algoritmo foram: LimiteIteracoes = 1000, LimiteMovimentos = 500, λ = 0, 2,
α = 0, 3, ρ = 0, 8.
Os dados exibidos na Tabela 5.8 mostram os resultados para a regia˜o exibida na figura 5.6(d)
onde os pesos das arestas variam entre: medidores = [120, 280] e tempo = [12, 28]. E os dados
exibidos na Tabela 5.9 mostram os resultados para a mesma regia˜o, pore´m os pesos atribu´ıdos
a`s suas arestas variam entre: medidores = [1, 100] e tempo = [20, 2000].
Soluc¸a˜o inicial Crite´rio 1 Crite´rio 2
Tau F (S)inicial G(S)inicial t(s) F(S) G(S) t(s) f
Hungaro
2 (%) t(s)
0,05 0,35 5,60 6, 5× 10−2 0,29 0,10 66,03 73,69 1× 10−3
0,10 0,37 5,86 7, 0× 10−2 0,29 0,14 64,38 70,17 1× 10−3
0,30 0,25 6,73 7, 8× 10−2 0,29 0,00 78,53 64,72 1× 10−3
Tabela 5.8: Resultado Rede Sa˜o Paulo - pesos apertados
Soluc¸a˜o inicial Crite´rio 1 Crite´rio 2
Tau F (S)inicial G(S)inicial t(s) F(S) G(S) t(s) f
Hungaro
2 (%) t(s)
0,05 0,31 5,12 6, 7× 10−2 0,29 1,23 64,88 71,88 1× 10−3
0,10 0,34 7,76 6, 8× 10−2 0,29 0,13 64,52 69,65 1× 10−3
0,30 0,32 6,98 7, 6× 10−2 0,35 0,00 78,05 69,40 1× 10−3
Tabela 5.9: Resultado Rede Sa˜o Paulo - pesos folgados
Assim como os demais experimentos, os resultados encontrados atrave´s da execuc¸a˜o do
algoritmo para a rede de Sa˜o Paulo, exibidos nas Tabelas 5.8 e 5.9, comprovam a eficieˆncia
e efica´cia do algoritmo implementado, o qual conseguiu alcanc¸ar um bom resultado com um
esforc¸o computacional pequeno, tanto para a rede com atividades leves quanto para atividades
mais pesadas.
Um fato que deve ser ressaltado e´ que para uma variabilidade maior nos valores das atividades
(nu´mero de medidores e tempo de leitura), a instaˆncia fica mais dif´ıcil, por isso os valores obtidos
para F (S) e G(S) tendem a piorar em relac¸a˜o aos valores encontrados para uma rede com menor
variabilidade do valor dessas atividades.
1Imagens fornecidas pela AES Eletropaulo.
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A regia˜o utilizada no processo de otimizac¸a˜o na˜o fornece um grafo muito maior que os grafos
de teste do Grupo 2. O grafo para a regia˜o representada pela Figura 5.6(d) possui 1659 no´s
e 2408 arestas sendo que foi utilizado p = 20. Pore´m uma grande diferenc¸a desse grafo para
os utilizados ate´ o momento e´ a forma geogra´fica que os no´s esta˜o dispostos. Na rede de Sa˜o
Paulo encontramos uma malha tortuosa, na qual o algoritmo poderia encontrar dificuldades ao
otimizar o crite´rio geogra´fico, no entanto isso na˜o ocorre, pois os valores encontrados para F (S)
sa˜o ta˜o bons quanto para os grafos com malhas mais bem comportadas.
Para facilitar a visualizac¸a˜o da soluc¸a˜o a Figura 5.7 mostra os resultados obtidos em cada
etapa do processo de otimizac¸a˜o, utilizando a instaˆncia que gerou o resultado apresentado na
3a linha da Tabela 5.8.
A Figura 5.7(a) mostra a configurac¸a˜o inicial, que e´ considerada como entrada do algoritmo.
A Figura 5.7(b) exibe a melhor soluc¸a˜o encontrada apo´s a execuc¸a˜o da heur´ıstica construtiva e
da fase de ajustamento. A Figura 5.7(c) mostra a melhor soluc¸a˜o encontrada apo´s a execuc¸a˜o do
algoritmo com o acre´scimo da busca local. Por u´ltimo e´ mostrado na Figura 5.7(d) o resultado
final do algoritmo aplicando o me´todo Hu´ngaro para rotular os territo´rios.
E´ interessante observar a melhora no crite´rio geogra´fico comec¸ando pela soluc¸a˜o inicial
(Figura 5.7(a)) ate´ chegar a` soluc¸a˜o final (Figura 5.7(d)). Observando as duas u´ltimas figuras
(5.7(c) e 5.7(d)), nota-se que a configurac¸a˜o dos territo´rios na˜o se altera; somente suas cores sa˜o
alteradas. Pois, para gerar a soluc¸a˜o exibida na Figura 5.7(d), utilizou-se a soluc¸a˜o do crite´rio
1 e aplicou-se o me´todo Hu´ngaro para rotular os territo´rios.
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(a) Instaˆncia inicial com agrupamentos e ro´tulos
originais. (b) Soluc¸a˜o obtida com a heur´ıstica construtiva
(c) Soluc¸a˜o obtida com BL2 (d) Soluc¸a˜o Final com me´todo Hu´ngaro
Figura 5.5: Soluc¸o˜es encontradas durante as etapas do algoritmo.
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(a) A´rea regia˜o de Sa˜o Paulo com
clientes associados.
(b) Regia˜o 1
(c) Regia˜o 2 (d) Regia˜o 1 e 2
Figura 5.6: A´rea Piloto e Regio˜es tratadas pelo algoritmo.
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(a) Rede de Sa˜o Paulo com agrupamentos e ro´tulos
originais. (b) Soluc¸a˜o obtida com a heur´ıstica construtiva
(c) Soluc¸a˜o obtida com BL2 (d) Soluc¸a˜o Final com me´todo Hu´ngaro
Figura 5.7: Soluc¸o˜es encontradas durante as etapas do algoritmo.
Capı´tulo6
Conclusa˜o
O principal objetivo deste trabalho foi desenvolver uma metodologia eficiente para resolver
o PACM aplicado ao problema de reagrupamento de lotes de faturamento para concessiona´rias
de distribuic¸a˜o de energia ele´trica. O PACM foi tratado neste trabalho como um problema de
reagrupamento capacitado hiera´rquico com 2 crite´rios.
Para resolver o crite´rio geogra´fico foi desenvolvida uma metaheur´ıstica baseada no GRASP
que conte´m: uma heur´ıstica construtiva para gerac¸a˜o de soluc¸o˜es iniciais; uma fase de
ajustamento que procura factibilizar o problema referente ao n´ıvel de atividade de cada
territo´rio; uma busca local que procura melhorar o valor da func¸a˜o objetivo da soluc¸a˜o obtida
pela heur´ıstica construtiva.
Para avaliar o desempenho da metodologia implementada para o crite´rio 1 foram realizados
alguns experimentos os quais mostraram a eficieˆncia do algoritmo obtendo bons resultados. Na
maioria dos resultados o algoritmo conseguiu alcanc¸ar soluc¸o˜es sem inviabilidades referente a`s
atividades dos territo´rios.
Para resolver o crite´rio de conformidade, sendo que o objetivo do problema passou a ser
encontrar a melhor rotulac¸a˜o poss´ıvel para a soluc¸a˜o obtida com a otimizac¸a˜o do crite´rio
geogra´fico. Para otimizar o novo problema, foi implementada uma heur´ıstica que procura rotular
os novos territo´rios causando o mı´nimo de alterac¸a˜o poss´ıvel referente a` conformac¸a˜o anterior.
Tambe´m foi utilizado o me´todo Hu´ngaro, que e´ um me´todo exato para resolver problemas de
designac¸a˜o.
Foi realizada a avaliac¸a˜o e comparac¸a˜o dos dois me´todos utilizados para otimizar o crite´rio
de conformidade, sendo que ambos obtiveram bons resultados. Embora a heur´ıstica em diversas
vezes tenha conseguido alcanc¸ar a mesma soluc¸a˜o que o me´todo Hu´ngaro, na maior parte as
soluc¸o˜es produzidas pelo me´todo Hu´ngaro superaram as soluc¸o˜es encontradas pela heur´ıstica,
o que e´ esperado ja que o primeiro e´ um me´todo exato. Os resultados mostraram que na˜o ha´
necessidade de usar uma heur´ıstica para resolver este problema, ja´ que o me´todo exato nos
fornece a soluc¸a˜o o´tima em um tempo computacional pequeno.
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Com o objetivo de avaliar o paraˆmetro de fechamento (ρ) dos territo´rios para a fase
construtiva, foram realizados alguns experimentos computacionais utilizando os valores ρ =
1, 0; 0, 8; 0, 6 e τ = 0, 3; 0, 2; 0, 1; 0, 05, os quais mostraram que o valor de ρ que produz as
melhores soluc¸o˜es na maioria dos experimentos foi 0, 8. Observando a segunda melhor escolha
verificou-se uma dependeˆncia do melhor valor para o paraˆmetro ρ com o dado de entrada τ
(toleraˆncia para as atividades) da instaˆncia: quanto maior o valor de τ , melhores resultados
foram obtidos para menores valores de ρ e vice-versa.
De modo geral, este trabalho contribuiu com ide´ias e estrate´gias para resoluc¸a˜o do PACM.
Embora tais estrate´gias tenham sido aplicadas ao problema de reagrupamento capacitado de
lotes de faturamento para concessiona´rias de distribuic¸a˜o de energia ele´trica, elas tambe´m podem
ser utilizadas em outras aplicac¸o˜es.
A maior preocupac¸a˜o foi a de conseguir realizar o reagrupamento de forma eficiente evitando,
sempre que poss´ıvel, a formac¸a˜o de territo´rios desconexos, ja´ que esta e´ uma das maiores
dificuldades apresentadas em trabalhos presentes na literatura, ale´m de ser dif´ıcil encontrar
me´todos eficientes para resolver este problema. Este trabalho apresentou uma maneira eficiente
de evitar a formac¸a˜o de territo´rios desconexos. No processo construtivo, um no´ so´ e´ adicionado
a um territo´rio quando ha´ adjaceˆncia entre ambos. Na busca local, e´ feito uma pesquisa em
largura em todos territo´rios candidatos a perder um no´, verificando se ele continuara´ conexo
apo´s a remoc¸a˜o.
Ale´m das instaˆncias geradas para teste o algoritmo tambe´m foi executado para uma rede
real, conseguindo bons resulados. O maior desafio encontrado era que o algoritmo conseguisse
otimizar, de forma eficiente, o crite´rio de compacidade dessa rede, ja´ que ela na˜o forma um grafo
bem comportado como os grafos das instaˆncias de teste. Apesar dessa caracter´ısca do grafo o
algoritmo na˜o encontrou dificuldades, conseguindo alcanc¸ar resultados ta˜o bons quanto os das
instaˆncias de teste.
A heur´ıstica proposta mostrou-se eficiente, gerando boas soluc¸o˜es com um elevado grau
de compromisso com a compacidade, homogeneidade e conformidade, sendo que o esforc¸o





Neste apeˆndice e´ apresentada um breve introduc¸a˜o sobre estruturas de dados, procurando
esclarecer as estruturas que foram utilizadas no trabalho.
Estrutura de Dados
Introduc¸a˜o
Os algoritmos manipulam diversos dados, como eles sa˜o organizados caracterizam sua forma
ou estrutura. As estruturas de dados sa˜o chamadas tipos de dados compostos que dividem-se
em dois grupos distintos: homogeˆneos, que sa˜o os vetores e matrizes, e heterogeˆneos, que sa˜o
os registros. As estruturas homogeˆneas sa˜o conjuntos de dados formados pelo mesmo tipo de
dado primitivo. As estruturas heterogeˆneas sa˜o conjuntos de dados formados por tipos de dados
primitivos diferentes em uma mesma estrutura que sa˜o denominados como campos do registro.
A Figura 6.1 exemplifica esses dois tipos de estruturas de dados.
A boa representac¸a˜o dos dados de um problema e´ fundamental para que se tenha um bom
desempenho na implementac¸a˜o de algoritmos. A escolha de uma estrutura de dados apropriada
pode facilitar a resoluc¸a˜o de problemas complicados.
Este cap´ıtulo se destina a descrever a estrutura de dados utilizada para armazenar as
informac¸o˜es do problema, a fim de manusea´-las computacionalmente facilitando a resoluc¸a˜o
do mesmo. Pore´m antes de apresentar a estrutra utilizada se faz necessa´rio mostrar algumas
estruturas cla´ssicas que foram utilizadas como base para as estruturas criadas neste trabalho.
Vetores
Os vetores podem ser considerados como as estruturas de dados mais simples que e´ poss´ıvel
implementar, sa˜o esta´ticas, ou seja, compostas por um nu´mero fixo de elementos de um
determinado tipo de dados. Sua forma mais simples e´ o vetor unidimensional que pode ser
definido como um conjunto finito e ordenado de elementos homogeˆneos. Por finito entende-se
que o tamanho do vetor pode ser grande ou pequeno, mas deve existir previamente, ordenado
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Figura 6.1: Estruturas de dados homogeˆneas (a) e heterogeˆneas (b).
indica que deve existir o elemento zero, o primeiro, o segundo, e assim sucessivamente e por
homogeˆneos entende-se que o vetor pode guardar dados do tipo inteiro ou caracteres, por
exemplo, mas na˜o ambos simultaˆneamente [Tenenbaum et al., 1995]. Cada elemento do vetor e´
acessado por sua posic¸a˜o dada por um ı´ndice que geralmente utiliza uma sequ¨eˆncia de nu´meros
inteiros. As matrizes sa˜o vetores bidimensionais, os quais sa˜o u´teis para descrever objetos que
sa˜o fisicamente bidimensionais. A Figura 6.2 mostra exemplos de vetores unidimensionais e
bidimensionais.
Figura 6.2: Exemplos de vetores unidimensionais (b) e bidimensionais (a).
Conforme a necessidade, pode-se definir vetores com quantas dimenso˜es forem necessa´rias.
Os vetores possuem a vantagem de que os seus elementos sa˜o acess´ıveis de forma ra´pida, mas
teˆm uma nota´vel limitac¸a˜o, sa˜o de tamanho fixo, na˜o podem ser incrementados ou diminu´ıdos
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sem implicar complexos processos de co´pia e a remoc¸a˜o de elementos pode ser custosa se for
deseja´vel que o vetor na˜o tenha espac¸os vazios entre elementos.
Filas
As filas sa˜o conjuntos ordenados de itens a partir do qual podem-se inserir itens numa
extremidade e eliminar itens na outra extremidade. Estas estruturas de dados sa˜o comumente
conhecidas como FIFO(first in, first out), nome que descreve sua principal caracter´ıstica, onde
o primeiro elemento a entrar na fila e´ o primeiro a sair [Cormen et al., 2002]. As filas sa˜o
conjunntos dinaˆmicos que procuram representar exatamente uma fila de elementos. Essas
estruturas sa˜o implementadas em larga escala para representar filas de espera, pois os elementos
sa˜o colocados e retirados (ou processados) por ordem de chegada.
A fila possui um in´ıcio e um fim, sendo que sua ide´ia fundamental e´ que so´ se pode inserir
um novo elemento no final da fila e so´ se pode retirar o elemento de seu in´ıcio. A Figura 6.3
ilustra uma fila que possui sete elementos, onde 3 e´ o in´ıcio da fila e 4 e´ o final.
Figura 6.3: Exemplo de uma fila.
O algoritmo para implementac¸a˜o de uma fila pode ser encontrado em [Cormen et al., 2002].
Listas Encadeadas
Existem algumas desvantagens de se representar filas e outras estrutras de dados semelhantes
usando o armazenamento sequeˆncial. O que ocorre e´ que uma grande quantidade fixa de
armazenamento permanece alocada mesmo quando a estrutura estiver utilizando de fato
uma quantidade menor ou possivelmente nenhum armazenamento. Ale´m disso somente a
quantidade fixa pre´-estabelecida para o armazenamento podera´ ser utilizada, tendo dessa forma
a possibilidade de estouro da fila [Tenenbaum et al., 1995]. Uma soluc¸a˜o para obter maior
flexibilidade e´ a utilizac¸a˜o de listas encadeadas.
Uma lista encadeada e´ uma estrutura em que os objetos esta˜o organizados de forma linear,
pore´m diferente dos vetores no qual a ordem linear e´ determinada pelos ı´ndices do vetor, nesta
estrutura a ordem e´ determinada por um ponteiro em cada objeto [Cormen et al., 2002]. Cada
item na lista e´ denominado de ce´lulas e conte´m dois campos um para armazenar os dados e
outro para guardar o enderec¸o da pro´xima ce´lula da lista. O campo de dados armazena o real
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elemento da lista, o campo de enderec¸o guarda onde esta´ na memo´ria a pro´xima ce´lula da lista.
Este campo e´ conhecido como ponteiro sendo muito importante para manter a lista organizada.
A lista inteira e´ acessada a partir de um ponteiro externo, que guarda o enderec¸o para sua
primeira ce´lula. O ponteiro da u´ltima ce´lula da lista guarda seu final que e´ indicado por NULL,
o qual na˜o e´ um enderec¸o va´lido [Tenenbaum et al., 1995].
A Figura 6.4 mostra uma lista encadeada com 3 elementos.
Figura 6.4: Diagrama conceitual de uma lista encadeada.
As listas encadedas fornecem uma representac¸a˜o simples e flex´ıvel para conjuntos dinaˆmicos.
As vantagens de se usar listas encadeadas e na˜o vetores e´ que a inserc¸a˜o e remoc¸a˜o de um
elemento na lista na˜o implica em mudanc¸a de posic¸a˜o dos outros elementos. Na˜o e´ necessa´rio
conhecer antecipadamente o nu´mero ma´ximo de elementos da lista, o que implica em na˜o
desperdic¸ar memo´ria. Entretanto as filas tambe´m possuem suas desvantagens, a manipulac¸a˜o
dos dados torna-se mais perigosa pois se a ligac¸a˜o entre as ce´lulas da lista for mal realizada
toda lista pode ser perdida. Para fazer o acesso do n-e´zimo elemento da lista os n−1 elementos
devem ser percorridos.
Os algoritmos das operac¸o˜es para manipulac¸a˜o de listas encadeadas sa˜o apresentados em
[Cormen et al., 2002].
Estruturas Implementadas
Como mencionado na Sec¸a˜o 3.3 o problema de reagrupamento capacitado hiera´rquico foi
representado como um grafo formado por um conjunto de n no´s e m arestas, onde cada aresta
do grafo representa um trecho de rua de uma planta urbana e cada no´ a encruzilhada entre duas
ruas. O problema traz informac¸o˜es que precisam ser armazenadas de forma adequada para que
o algoritmo na˜o encontre grandes dificuldades de trabalhar com esses dados.
Nesta sec¸a˜o sa˜o mostradas e discutidas as principais estruturas utilizadas para armazenar e
tratar os dados do problema deste trabalho.
Matriz de Distaˆncia
Foi utilizada uma matriz bidimensional de tamanho n×n que guarda a distaˆncia euclidiana
entre cada par de no´s do grafo. A Figura 6.5 mostra uma ide´ia de como e´ essa matriz para um
grafo de quatro no´s.
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Figura 6.5: Matriz de distaˆncia.
O ca´lculo de cada posic¸a˜o dessa matriz e´ realizado utilizando os valores das coordenadas de
cada no´, sendo que a equac¸a˜o da distaˆncia foi mostrada na Equac¸a˜o (3.1).
Listas de no´s
Foram utlizadas treˆs listas encadeadas Vq, N(Vq) e RCL. Vq e´ uma lista que guarda todos
os no´s pertencentes ao territo´rio q. N(Vq) guarda todos os no´s vizinhos ao territo´rio Vq. Esta
lista e´ utilizada na heur´ıstica construtiva com o objetivo de encontrar os vizinhos do territo´rio
que esta´ sendo constru´ıdo, o que a torna muito importante, pois dessa forma e´ garantida a
conectividade dos territo´rios criados pela heur´ıstica construtiva. RCL e´ a lista de no´s candidatos
a entrar no territo´rio corrente, esta lista tambe´m e´ utilizada pelo algoritmo construtivo e e´
criada selecionando candidatos a partir da N(Vq), avaliando o valor da func¸a˜o φ(v) para cada
no´ pertencente a N(Vq). Esta func¸a˜o e´ mostrada na Equac¸a˜o (4.1).
A estrutura dessas treˆs listas sa˜o semelhantes, sendo que Vq guarda apenas os no´s
pertencentes ao territo´rio q e as listas N(Vq) e RCL guardam os no´s vizinhos e os no´s candidatos
respectivamente, como tambe´m o grau de cada um e seu valor de φ(v).
A Figura 6.6 ilustra a estrutura dessas listas.
Figura 6.6: Lista de Candidatos Restrita.
Na heur´ıstica construtiva estas listas iniciam-se vazias. A medida que os no´ sa˜o inserido no
territo´rio corrente Vq, a lista N(Vq) e´ criada/atualizada guardando os no´s vizinhos ao territo´rio
q, depois que a lista de vizinhos esta´ criada e´ calculado o φ para cada vizinho e a RCL e´ criada
com os vizinhos que estiverem dentro do intervalo mostrado no algoritmo 2.
A justificativa para utilizac¸a˜o de listas encadeadas na maior parte das estruturas e´ devido
a facilidade de mover um elemento de uma lista para outra, operac¸a˜o que ocorre com muita
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frequ¨eˆncia na heur´ıstica construtiva e entre os territo´rios, durante a BL.
Estrutura Grafo
Foi criada uma estrutura para guardar as informac¸o˜es originais do grafo, as quais sa˜o obtidas
atrave´s dos dados de entrada do problema. Essa estrutura e´ um vetor de no´s de tamanho n,
onde cada posic¸a˜o i desse vetor guarda informac¸o˜es referentes ao no´ i. A Figura 6.7 ilustra essa
estrutura.
Figura 6.7: Estrutura de dados usada para armazenar as informac¸o˜es do grafo.
Cada posic¸a˜o desse vetor guada informac¸o˜es referentes a cada no´ como: suas coordenadas
(x, y), o grau do no´, o territo´rio que o no´ estava alocado na configurac¸a˜o inicial, o territo´rio que
esta´ alocado apo´s o reagrupamento, o valor da atividade a referente ao no´, informac¸a˜o se o no´
e´ fronteira ou na˜o e uma lista de adjaceˆncia. Nesta lista, em cada posic¸a˜o, sa˜o guardados o no´
adjacente, o nu´mero de medidores e o tempo de leitura da aresta.
A maior parte das informac¸o˜es guardadas nesta estrutura sa˜o constantes, pois na˜o se
alteram no decorrer do programa (coordenadas, territo´rio original, grau, atividades e a lista
de adjaceˆncia). As informac¸o˜es de fronteira e o territo´rio final sa˜o modificados durante a busca
local que e´ discutida na Sec¸a˜o 4.4.4.
Estrutura Territo´rios
O objetivo do problema proposto e´ encontrar um reagrupamento, com as informac¸o˜es que
foram guardadas na estrutura apresentada na sec¸a˜o anterior, tal que esse reagrupamento seja
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o melhor poss´ıvel de acordo com os crite´rios apresentados na Sec¸a˜o 3.3. Para guardar as
informac¸o˜es pertinentes a cada agrupamento foi criada a estrutura exibida na Figura 6.8
Figura 6.8: Estrutura de dados usada para armazenar as informac¸o˜es dos territo´rios.
A ide´ia geral da estrutura dos territo´rios e´ muito semelhante a do grafo. Pore´m esta e´ um
vetor de tamanho p (com excessa˜o da fase construtiva que pode ser um pouco maior), onde
cada posic¸a˜o desse vetor guarda informac¸o˜es de um territo´rio. Em cada posic¸a˜o e´ armazenado
o valor da atividade a para o territo´rio, sua medida de dispersa˜o, juntamente com os dois no´s
que deram origem a ela, o tamanho do territo´rio, seu ro´tulo atual e uma lista encadeada de no´s
pertencentes ao territo´rio (Sec¸a˜o 6).
Os dados guardados nesta estrutura sa˜o calculados no decorrer do programa e sofrem
constantes mudanc¸as ate´ alcanc¸ar a soluc¸a˜o final.
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