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Abstract: This paper re-examines the density for the sum of independent random variables
having distributions related to the exponential family. By using a divided difference perspec-
tive, the paper shows how closed-form formulae for such convolutions may be developed. The
densities for the counts and waiting times relating to the arrival of events in the pure birth
process are sums of independent exponentials and the paper demonstrates why it should not
be surprising to find the presence there (and in its fractional version) of divided difference
terms. Finally, the divided difference perspective suggests a new approach towards sums of
independent gamma random variables using fractional calculus.
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1. Introduction
The distribution functions of exponential and gamma variables are prevalent in many applied
fields of stochastic modelling. In perhaps the most celebrated of such models, the Poisson process,
the interarrival times of events are independent exponential random variables as a consequence of
its postulates. Combining such processes in the development of his method of stages (or phases) in
queueing models, Agner Erlang was led to introduce what is now the familiar Erlang distribution
being the distribution of an integer sum of independent exponentials. Such random variables and
their convolutions lie at the core of many fields such as telecommunications, biostatistics, reliability
theory and survival and risk analysis, to name a few. In the course of this paper, we will refer to
a number of papers and the reader may look to these for further information and references.
The paper begins with the formula for the density of the hypo-exponential being the sum of
independent exponentials having pairwise distinct parameters. We point out that this density has
a divided difference characteristic which immediately suggests a novel perspective from which to
further explore the densities of sums of independent exponentials. The paper advances a suc-
cinct representation for the density of independent Erlang distributed variables and demonstrates
agreement with previous papers where such formulae have been found (and often rediscovered)
by other means. Many such distributions are prevelent in the study of stochastic processes, par-
ticularly Markov chain models. This paper reviews a generalised Poisson process and a fractional
version in order to point out why divided difference terms can be expected for the distribution of
their interarrival events. Developing this divided difference perspective and using the tools of frac-
tional calculus, a representation is also found for the convolution of distinct independent gamma
random variables.
The divided differences is a subject more familiar in the fields of approximation theory and
numerical analysis and it is hoped that the ideas here provide the reader with both interest and
new avenues for exploring such distributions further.
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2. The hypo-exponential density
Let X1, . . . , Xn be n independent random variables with Xi having the exponential distribution
with paramenter (or intensity) λi > 0. Then the probability density function, fXi(t), for Xi is:
fXi(t) =
{
λie
−λit t ≥ 0
0 t < 0
for all i = 1, . . . , n. For pairwise distinct parameters, the sum of these random variables has the
hypo-exponential density, Sn(t), given by
Sn(t) =
( n∏
i=1
λi
) n∑
j=1
e−λjt
n∏
k=1
k 6=j
(λk − λj)
, t ≥ 0. (2.1)
We note that the condition that the λi’s be distinct is essential as the formula (2.1) is undefined
for any instance where λi = λj for i 6= j. This formula is well known and its derivation can be
found in a number of sources, see [1], [2] or [3], for example.
To an approximation theorist, the form of (2.1) is very familiar. It is the (n − 1)th-order di-
vided difference of the function f(a) = eat at the points −λ1, . . . ,−λn, expressed in its Lagrange
polynomial form, multiplied by the product of all the λi’s. Knowing this, suggests an alterna-
tive perspective and a common basis for extensions to more general instances where some or all
parameters are repeated.
3. Preliminaries
Before we examine our own proof of (2.1) and various extensions of the formula, we present some
background material on divided differences with some definitions and results which will be referred
to later in the paper.
3.1. Newton’s divided differences
The following material may be found in an introductory numerical analysis textbook (e.g. [4] or
[5]) and is presented here for convenience.
Givenm data points (xi, yi) for i = 1, . . . ,m, a standard interpolation problem is to approximate
the unknown function y = g(x) generating the data points by a known function constructed to pass
though each such data point. If we assume a polynomial of order m − 1 then Newton’s method
proceeds by casting the problem as determining the coefficients b0, . . . , bm−1 under a recursive
scheme of polynomials of increasing order:
qi(x) = qi−1(x) + bi−1(x− x1)(x− x2) . . . (x− xi−1), i = 2, . . . ,m, (3.1)
beginning with q1(x) = b0. Sequentially setting qi(xi) = yi in the ith equation and solving for bi−1,
we ensure that the ith polynomial passes through data points (x1, y1), . . . , (xi, yi). Alternatively,
we can express this as solving for the column vector b = (b0, . . . , bm−1)
′ in the matrix equation
system:
y = Tb (3.2)
where, y = (y1, . . . , ym)
′ and A is the matrix
1 0 0 . . . 0
1 (x2 − x1) 0 . . . 0
1 (x3 − x1) (x3 − x2)(x3 − x1) 0
...
...
... . . .
...
1 (xm − x1) (xm − x2)(xm − x1) . . .
∏m−1
k=1 (xm − xk)
 .
When the xi’s are distinct, T is nonsingular and the unique solution is b = T
−1y. The triangular
nature of T reflects the recursive form of (3.1).
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Definition 3.1. For a function f(.) defined at points a1, . . . , am, the (m − 1)th-order divided
difference can be defined by the recurrence relation:
f [a1, . . . , am] =
f [a2, . . . , am−1, am]− f [a1 . . . , am−2, am−1]
am − a1
(3.3)
with f [a1] = f(a1).
We make the following observations which will prove helpful. It is easily shown that when the
ai’s are distinct, the divided difference f [a1, . . . , am] can also be expressed in terms of Lagrange
polynomials :
f [a1, . . . , am] =
m∑
j=1
f(aj)
m∏
k=1
k 6=j
(aj − ak)
(3.4)
(see [4] p.139). We note that the form of (3.4) shows f [a1, . . . , am] to be a symmetric function of
its arguments and so the calculations are invariant to permutations in the order of its arguments,
e.g. f [a1, a2, a3] = f [a2, a3, a1]. See [4] p.139 or [5] Lemma 4.2.1. It follows that the recurrence
scheme in Definition 3.1 is not unique and a number of equivalent definitions may be produced.
It can be shown (see [4] p.140 or [5] Lemma 4.2.2) that, for the equation system (3.2), the
coefficient bk−1 (k = 1, . . . ,m) is (and defines) the (k−1)th-order divided difference of the function
g(.) at points x1, . . . , xk, i.e.
bk−1 ≡ g[x1, x2, . . . , xk]
so that (3.1) at i = m can be written as:
qm(x) = g[x1] + g[x1, x2](x− x1)−+ · · ·+ g[x1, . . . , xm]
m−1∏
k=1
(x− xk).
3.2. Lemmas
The following short lemmas will prove helpful.
Lemma 3.1. For any m > 1 distinct points x1, . . . , xm we have:
m∑
j=1
1
m∏
k=1
k 6=j
(xj − xk)
≡ 0. (3.5)
Proof. Examine the system (3.2) for data points (xi, yi) but where yi = 1 for i = 1, . . . ,m > 1.
Rather than invert T, we instead solve for b using Cramer’s rule. Let Ti signify the matrix found
by replacing the ith column of T by y then bi−1 = det(Ti)/det(T). Clearly, Ti is singular for
i > 1, hence det(Ti) = 0 and thus bi−1 = 0 for i = 2, . . . ,m. Noting (3.4), we therefore prove
(3.5).
Lemma 3.1 should come as no surprise as it merely states that when divided differences are
taken at m points where all function values g(xi) are equal, g[x1, . . . , xm] ≡ 0.
Lemma 3.2. For the function e(a) = eat and values, a0, β1, . . . , βn (with βi’s distinct)
e[a0 + β1, a0 + β2, . . . , a0 + βn] = e
a0te[β1, β2, . . . , βn].
Proof. This is immediate from Definition 3.1 and its Lagrange polynomial representation (3.4).
Lemma 3.3. For the function, e(a) = eat,
e[0, β, 2β, . . . , nβ] =
1
n!
(eβt − 1
β
)n
.
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Proof. Using (3.4) we have
e[a0 + β1, a0 + β2, . . . , a0 + βn] =
1
βn
n∑
i=0
eiβt
n∏
k=0
k 6=j
(i− k)
=
1
βn
n∑
i=0
eiβt(−1)n−i
(
n
i
)
1
n!
=
1
n!
(
−
1
β
)n
n∑
i=0
(
n
i
)
(−eβt)i
=
1
n!
(
−
1
β
)n(1− eβt)n,
from the Binomial Theorem, and the lemma follows.
Lemma 3.4. For distinct values x1, . . . , xm and s ∈ R
m∑
j=1
m∏
k=1
k 6=j
xk − s
xk − xj
= 1.
Proof. Observe (as does [3] p.503) that the decomposition of the rational function, U(s),
U(s) =
1
m∏
k=1
(xk − s)
,
(with xi 6= xj for i 6= j) as a sum of partial fractions, gives
1
m∏
k=1
(xk − s)
=
m∑
j=1
1
(xj − s)
m∏
k=1
k 6=j
(xk − xj)
(3.6)
and the lemma follows by rearranging (3.6).
3.3. Euler’s gamma function and related functions
We note the following definitions and expressions which are further explored in [6] and in [7].
The gamma function Γ(a) for a > 0 is defined by:
Γ(a) =
∫ ∞
0
ta−1e−tdt, for Re(a) > 0
and satisfies the relation Γ(a+1) = aΓ(a). Hence, for any a ∈ N, Γ(a+1) = a!. The function may
be extended to all a < 0 except at its poles {0,−1,−2, . . .} by defining Γ(a) = Γ(a+ 1)/a.
The incomplete gamma function γ(a, z) for z ≥ 0 is defined by:
γ(a, z) =
∫ z
0
ta−1e−tdt, for Re(a) > 0.
The function can also be expressed in series form using the confluent hypergeometric (or Kum-
mer’s) function, M(a, b, z), (Eqn. (8.5.1) in [7]) as
γ(a, z) = a−1zae−zM(1, 1 + a, z), for a 6= 0,−1,−2 . . .
= a−1zaM(a, 1 + a,−z),
(3.7)
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since by Kummer’s transformation, M(a, b, z)=ezM(b − a, b,−z), (Eqn. (13.2.39) in [7]). From
the definition of γ(a, z), we have γ(1, z) = (1 − e−z), for Re(z) > 0 and from [6] p.302, the nth
derivative of γ(1, z)/z is given by:
dn
dzn
γ(1, z)
z
= (−1)n
γ(n+ 1, z)
zn
. (3.8)
For M(a, b, z), we have that:
dn
dzn
M(a, b, z) =
Γ(a+ n)Γ(b)
Γ(a)Γ(b + n)
M(a+ n, b+ n, z), (3.9)
see [7] Eqn. 13.3.16).
The complementary (or upper) incomplete gamma function Γ(a, z) for z ≥ 0 is defined by:
Γ(a, z) =
∫ ∞
z
ta−1e−tdt, for Re(a) > 0
and has an alternative integral form (see [7] Eqn.(8.6.4))
Γ(a, z) =
za
Γ(1− a)
∫ ∞
0
t−ae−(t+z)
t+ z
dt, for Re(a) < 1. (3.10)
Clearly, we have that Γ(a) = Γ(a, z) + γ(a, z), for all z ≥ 0. When a is an integer n ≥ 1, γ(n, z)
and Γ(n, z) may be expressed as a finite series:
γ(n, z) = (n− 1)!
(
1− e−z
n−1∑
r=0
zr
r!
)
and Γ(n, z) = (n− 1)!e−z
n−1∑
r=0
zr
r!
.
Finally, Euler’s beta function B(z, y) for z > 0, y > 0 is defined by:
B(z, y) =
∫ 1
0
tz−1(1− t)y−1dt
and satisfies the relation B(z, y) = Γ(z)Γ(y)/Γ(z + y).
4. Convolution of exponential random variables with distinct parameters
Using the definition and representation of divided differences in Sec. 3.1, we may state the hypo-
exponential density, Sn(t), in an alternative compact form:
Proposition 4.1. Let X1, . . . , Xn be n independent exponential random variables with parameters
λi, i = 1, . . . , n and where λi 6= λj when i 6= j. Let Yi = X1 + · · ·+Xi and denote its density by
Si(t). Then Yn has the hypo-exponential density, Sn(t), given by
Sn(t) =
( n∏
i=1
λi
)
e[−λ1, . . . ,−λn], t ≥ 0, (4.1)
where e[−λ1, . . . ,−λn] is the (n−1)th-order divided difference for the function e(x) = e
xt at points
−λ1, . . . ,−λn.
Proof. We use induction on n. For n = 1 the equation holds trivially. We assume the truth of
equation (4.1) at n− 1 and examine the density for Yn = Yn−1 +Xn. Performing the convolution
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of fXn(t) with Sn−1(t), we have:
Sn(t) =
∫ t
0
λne
−λnuSn−1(t− u)du
=
∫ t
0
λne
−λnu
( n−1∏
i=1
λi
) n−1∑
j=1
e−λj(t−u)
n−1∏
k=1
k 6=j
(λk − λj)
du (using (3.4) and
with the understanding that for n=2,
n−1∏
k=1
k 6=1
(λk − λ1) = 1)
=
( n∏
i=1
λi
) n−1∑
j=1
e−λjt
∫ t
0
e−(λn−λj)udu
n−1∏
k=1
k 6=j
(λk − λj)
=
( n∏
i=1
λi
) n−1∑
j=1
e−λjt[1− e−(λn−λj)t]
(λn − λj)
n−1∏
k=1
k 6=j
(λk − λj)
=
( n∏
i=1
λi
)( n−1∑
j=1
e−λjt
n∏
k=1
k 6=j
(λk − λj)
−
n−1∑
j=1
e−λnt
n∏
k=1
k 6=j
(λk − λj)
)
.
However, from Lemma 3.1,
n∑
j=1
1
n∏
k=1
k 6=j
(λk − λj)
=
n−1∑
j=1
1
n∏
k=1
k 6=j
(λk − λj)
+
1
n−1∏
k=1
(λk − λn)
= 0
hence
−
n−1∑
j=1
e−λnt
n∏
k=1
k 6=j
(λk − λj)
=
e−λnt
n−1∏
k=1
(λk − λn)
and (2.1) (and Proposition 4.1) therefore follows.
We will see below that Proposition 4.1 (unlike (2.1)) remains a valid expression even in an
instance where there are repeats of some or all of the λi’s.
5. Convolution of exponential random variables with identical parameters
When n independent exponential random variables Xi have identical parameter λ, their sum
X1 + · · ·+Xn has the Erlang distribution with parameters (n, λ). Its density, Erln,λ(t), is given
by
Erln,λ(t) =
λntn−1
(n− 1)!
e−λt, t ≥ 0,
which is the gamma density with an integer shape parameter (and, with λ = 12 , the chi-square
density with 2n degrees of freedom). See [2] p.242.
We have from (4.1) with n = 2 and λ2 = λ1
S2(t) = λ
2
1e[−λ1,−λ1].
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However, applying Definition 3.1 in this case would lead to division by zero. The extension to the
instance of repeats in the arguments for the divided difference (sometimes called the confluent or
osculatory case) is provided by its integral form.
Consider again the first divided difference f [a1, a2]
f [a1, a2] =
f(a2)− f(a1)
a2 − a1
=
1
a2 − a1
∫ a2
a1
f ′(u)du,
for an arbitrary variable u. Applying a change of variable to v using u = a1 + v(a2 − a1) yields
f [a1, a2] =
1
a2 − a1
∫ 1
0
f ′(a1 + v(a2 − a1))(a2 − a1)dv
=
∫ 1
0
f ′(a1 + v(a2 − a1))dv.
It follows, when a2 = a1 we have:
f [a1, a1] = f
′(a1)
∫ 1
0
dv = f ′(a1).
Theorem 5.1. (Hermite). Let a1, . . . , ak be real (not necessarily distinct) and let f(x) have a
continuous (k−1)th derivative in the interval [amin, amax], where amin and amax are (respectively)
the minimum and maximum of a1, . . . , ak. Then
f [a1, . . . , ak] =
∫ 1
0
∫ v1
0
· · ·
∫ vk−2
0
f (k−1)
(
a1 + v1(a2 − a1) + v2(a3 − a2)+
· · ·+ vk−1(ak − ak−1)
)
dvk−1 . . . dv1.
Proof. See [5] Theorem 4.2.3.
As a consequence, the divided difference definition is extended to a (unique) continuous function
of the points a1, . . . , ak so long as the variables are evaluated within the interval of continuity of
the (k − 1)th derivative of f(x). The instance of k arguments a1, . . . , a1 is therefore found as:
f [a1, . . . , a1] = f
(k−1)(a1)
∫ 1
0
∫ v1
0
· · ·
∫ vk−2
0
dvk−1 . . . dv1
= f (k−1)(a1)
∫ 1
0
∫ v1
0
· · ·
∫ vk−3
0
vk−2dvk−2 . . . dv1
= f (k−1)(a1)
∫ 1
0
∫ v1
0
· · ·
∫ vk−4
0
v2k−3
2!
dvk−3 . . . dv1
. . .
= f (k−1)(a1)
1
(k − 1)!
.
(5.1)
Using (5.1), we may now extend the interpretation of (4.1) and state that the density for the sum
of n independent exponential random variables with identical parameter λ is given by:
Sn(t) = λ
ne[−λ, . . . ,−λ︸ ︷︷ ︸
n times
] =
λne(n−1)(−λ)
(n− 1)!
=
λntn−1e−λt
(n− 1)!
,
the Erlang density with parameters (n, λ).
6. Convolution of exponential random variables in general - a novel representation
In this section we continue to consider the density for sums of independent exponential random
variables and develop an alternative representation for the general case of the sum of independent
Erlang distributed random variables. Expressions for such a sum can be found in previous articles,
such as [8], [9], [10] and [11]. The technique used in these papers is either by taking Laplace trans-
form of the convolution of random variables and inspection for its inverse, or through integration
by parts. Here, we exploit the expression given by (4.1).
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6.1. Sums of exponentials and an Erlang distributed random variable
In preparation, we examine the case considered in [12], who consider the sum Y = X1 + · · ·+Xn
of n independent exponential random variables but where m1 > 1 of these have parameter λ1
and so their sum has the Erlang distribution with parameters (m1, λ1). The remaining n −m1,
Xi’s, are independent exponential random variables with distinct parameters λ2, . . . , λk, where
k := n −m1 + 1. Looking to equation (4.1), the divided difference representation for Sn(t), this
case requires the determination of:
Sn(t) = λ
m1
1 λ2 . . . λke[−λ1, . . . ,−λ1︸ ︷︷ ︸
m1 times
,−λ2, . . . ,−λk]
= λm11 λ2 . . . λke[−λ
(m1)
1 ,−λ2, . . . ,−λk].
(6.1)
In (6.1), −λ
(m1)
1 denotes m1 occurrences of −λ1 in the argument list. One way to proceed from
(6.1) is to apply the recurrence definition of the divided difference (3.3) across any two distinct
arguments, say:
e[−λ
(m1)
1 ,−λ2, . . . ,−λk] =
1
λ1 − λk
(
e[−λ
(m1−1)
1 ,−λ2, . . . ,−λk]
− e[−λ
(m1)
1 ,−λ2, . . . ,−λk−1]
) (6.2)
and to continue until all remaining distinct arguments are exhausted so that only repeats remain
and then apply (5.1). However, this approach very quickly leads to a profusion of calculations and
is only practical for a small number of repeats or distinct arguments.
Proposition 6.1. Let a1, . . . , am be distinct and let f(x) have a continuous k1th derivative in the
interval [amin, amax]. Then
∂k1
∂ak11
f [a1, a2, . . . , am] = k1!f [a
(k1+1)
1 , a2, . . . , am],
where the notation a(i) signifies that a appears i times in the list of arguments for the divided
difference term.
Proof. See Appendix.
We return to our example. Using (4.1) and Proposition 6.1, we may therefore conclude the
following proposition for the density fY (t) for Y = Z +X2 + · · ·+Xk:
Proposition 6.2. Let Z be a random variable having the Erlang distribution with parameters
(m1, λ1) and Xi, for i = 2, . . . , k, be independent exponential random variables with distinct pa-
rameters λi. Then for e(x) = e
xt, the density fY (t) for Y = Z +X2 + · · ·+Xk is given by:
fY (t) = λ
m1
1 λ2 . . . λke[−λ
(m1)
1 ,−λ2, . . . ,−λk]
=
λm11 λ2 . . . λk
(m1 − 1)!
.
∂m1−1
∂(−λ1)m1−1
e[−λ1,−λ2 . . . ,−λk].
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We derive a closed-form formula for the density of the sum Y as follows:
fY (t) =
λm11 λ2 . . . λk
(m1 − 1)!
.
∂m1−1
∂(−λ1)m1−1
e[−λ1,−λ2 . . . ,−λk]
=
λm11 λ2 . . . λk
(m1 − 1)!
.
∂m1−1
∂(−λ1)m1−1
( e−λ1t
k∏
q=2
(λq − λ1)
+
k∑
j=2
e−λjt
k∏
q=1
q 6=j
(λq − λj)
)
=
λm11 λ2 . . . λk
(m1 − 1)!
( ∑
∑k
j=1
rj=m1−1
ri≥0
(m1 − 1)!
r1! . . . rk!
e−λ1ttr1
k∏
q=2
(−1)rqrq!
(λq − λ1)rq+1
+
k∑
j=2
e−λjt(m1 − 1)!
(λ1 − λj)m1
k∏
q=2
q 6=j
(λq − λj)
)
(using the generalised Leibniz rule, see Appendix)
= λm11 λ2 . . . λk
(
e−λ1t(−1)m1−1
∑
∑
k
j=1
rj=m1−1
ri≥0
(−t)r1
r1!
k∏
q=2
(λq − λ1)rq+1
+
k∑
j=2
e−λjt
(λ1 − λj)m1
k∏
q=2
q 6=j
(λq − λj)
)
,
(6.3)
for t ≥ 0.
For the case k = 2, the density may now be found in the following succinct manner. Set
n = m1 − 1. Then using Proposition 6.2,
fY (t) =
λn+11 λ2
n!
dn
d(−λ1)n
e[−λ1,−λ2]
=
λn+11 λ2e
−λ2t
n!
dn
dxn
( t(1 − e−x)
x
)( dx
d(−λ1)
)n
, for x = (λ1 − λ2)t
=
λn+11 λ2e
−λ2t
n!
dn
dxn
( tγ(1, x)
x
)
(−t)n =
λn+11 λ2e
−λ2t
n!
γ(n+ 1, x)
xn+1
tn+1, (using (3.8)
=
λm11 λ2e
−λ2tγ(m1, (λ1 − λ2)t)
(m1 − 1)!(λ1 − λ2)m1
, for t > 0
(6.4)
and λ1 > λ2. For the instance λ2 > λ1, replace γ(m1, (λ1 − λ2)t) by a corresponding confluent
hypergeometric representation, (3.7) above. The equivalence with (6.3) is seen once we rearrange
terms there (for k = 2) to find
fY (t) = λ
m1
1 λ2
( e−λ2t
(λ1 − λ2)m1
− e−λ1t
m1−1∑
r=0
tr
r!(λ1 − λ2)m1−r
)
= λm11 λ2
e−λ2t
(λ1 − λ2)m1
(
1− e−(λ1−λ2)t
m1−1∑
r=0
[(λ1 − λ2)t]
r
r!
)
and (6.4) follows after applying the finite series representation for γ(n, z). We note that this
density (i.e. for k = 2) could have been obtained, without Proposition 6.1, by following repeated
applications of (6.2) and using (5.1).
6.2. Sums of exponentials in general
Returning to Proposition 6.1, we may further take partial derivatives w.r.t. a2 and write:
∂k1+k2
∂ak11 ∂a
k2
2
f [a1, a2, . . . , am] = k1!
∂k2
∂ak22
f [a
(k1+1)
1 , a2, . . . , am]
= k1!k2!f [a
(k1+1)
1 , a
(k2+1)
2 , . . . , am].
(6.5)
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The second equality in (6.5) follows by applying a similar reasoning used in the proof of Proposition
6.1. Repeating this for all the arguments, we state the following corollary:
Corollary 6.1. Let a1, . . . , am be distinct and let f(x) have a continuous qth derivative in the
interval [amin, amax]. Then, for integers 1 < ki ≤ q, i = 1, . . . ,m,
∂k1+···+km
∂ak11 . . . ∂a
km
m
f [a1, . . . , am] = k1! . . . km!f [a
(k1+1)
1 , . . . , a
(km+1)
m ].
The interested reader can look further to the exercises and hints in [5] Ch.4 or to [13] Ch.1.
Let X1, . . . , Xn be n independent random variables having exponential distributions with pa-
rameters from the set {λi; i = 1, . . . , k ≤ n}, with λi 6= λj when i 6= j. Suppose further that mi
is the number of such random variables having parameter λi so that m1 + · · · +mk = n. Then
Y = X1 + · · · + Xn is the sum of k independent random variables having the Erlang distribu-
tion with parameter (mi, λi) for i = 1, . . . , k. Applying Corollary 6.1, the following result is then
immediately apparent:
Proposition 6.3. (A General Representation). Let Y = Z1 + · · · + Zk be the sum of k inde-
pendent random variables having Erlang distributions with parameters, respectively, (mi, λi) for
i = 1, . . . , k. For e(x) = ext, the density for Y , fY (t), for t ≥ 0 is given by
fY (t) =
( k∏
i=1
λmii
)
e[−λ
(m1)
1 , . . . ,−λ
(mk)
k ]
=
k∏
i=1
λmii
(mi − 1)!
.
∂n−k
∂(−λ1)m1−1 . . . ∂(−λk)mk−1
e[−λ1, . . . ,−λk].
(6.6)
Proof. The correctness of this representation will also be demonstrated by Lemma 8.1 and its
proof below.
This compact representation for the sum of independent Erlang distributed random variables
appears to be novel. A closed-form expression for (6.6) is easily found with Lemma 6.1.
Lemma 6.1. Let a1, . . . , am be distinct and let f(x) have a continuous qth derivative in the
interval [amin, amax]. Then, for integers 1 < ki ≤ q, i = 1, . . . ,m, and k = k1 + · · ·+ km:
∂k
∂ak11 . . . ∂a
km
m
f [a1, . . . , am] =
m∑
i=1
ki!
∑
∑m
j=1
rj=ki
rj≥0
f (ri)(−1)ki−ri
ri!
m∏
q=1
q 6=i
(kq + rq)!
(ai − aq)kq+rq+1rq!
.
Proof. See Appendix.
We may now state the following corollary:
Corollary 6.2. Let Y = Z1 + · · ·+ Zk be the sum of k independent random variables having the
Erlang distribution with parameter (mi, λi) for i = 1, . . . , k and (mi, λi) 6= (mj , λj) for i 6= j.
Then the density for Y , fY (t), for t ≥ 0 is given by
fY (t) =
k∏
i=1
λmii
{ k∑
i=1
e−λit(−1)mi−1
k∏
j=1
j 6=i
(mj − 1)!
×
∑
∑k
j=1
rj=mi−1
rj≥0
(−t)ri
ri!
k∏
q=1
q 6=i
(mq + rq − 1)!
(λq − λi)mq+rqrq!
}
. (6.7)
Proof. The result is immediate after applying Lemma 6.1 for e(x) = ext to equation (6.6) and
rearranging terms.
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Corollary 6.2 agrees with Theorem 1 of [9]. A further manipulation of (6.7) gives:
fY (t) =
k∑
i=1
λmii e
−λit
mi∑
n=1
(−1)mi−jtn−1
(n− 1)!
×
∑
∑
k
j=1
rj=mi−n
j 6=i,rj≥0
k∏
q=1
q 6=i
(
mq + rq − 1)
rq
)
λ
mq
q
(λq − λi)mq+rq
,
agreeing with Theorem 1 of [11].
Consider the case k = 2, where Z1 and Z2 are independent variables and have the densities
Erlm1,λ1(t) and Erlm2,λ2(t), respectively, with λ1 6= λ2. Using (6.6), we may determine the density
for Y = Z1 + Z2 and generalise (6.4) directly as follows:
fY (t) = λ
m1
1 λ
m2
2 e[−λ
(m1)
1 ,−λ
(m2)
2 ]
=
λm11 λ
m2
2
(m1 − 1)!(m2 − 1)!
.
∂m1+m2−2
∂(−λ1)m1−1∂(−λ2)m2−1
e[−λ1,−λ2]
=
λm11 λ
m2
2
(m1 − 1)!(m2 − 1)!
∂m2−1
∂(−λ2)m2−1
(e−λ2tγ(m1, (λ1 − λ2)t)
(λ1 − λ2)m1
)
(following the steps to (6.4))
=
λm11 λ
m2
2 t
m1
m1!(m2 − 1)!
∂m2−1
∂(−λ2)m2−1
(
e−λ1tM(1,m1 + 1, (λ1 − λ2)t)
)
(using (3.7))
=
λm11 λ
m2
2
Γ(m1 +m2)
e−λ1ttm1+m2−1M(m2,m1 +m2, (λ1 − λ2)t), (using (3.9))
=
λm11 λ
m2
2
Γ(m1 +m2)
e−λ2ttm1+m2−1M(m1,m1 +m2, (λ2 − λ1)t), t > 0,
(6.8)
In the final step we applied Kummer’s transformation.
7. Birth processes
As pointed out in [9], the distribution of passage times corresponding to any given sequence
of states in a Markov process is a convolution of exponentials. In the first part of this section,
we consider a basic stochastic process, the pure birth process, where the states are simply the
cumulative number of individual births and where the process has the Markov property. Under
the standard postulates for this process, the interarrival times are deduced to be independently
distributed exponential random variables. Consequently, the waiting time to the nth birth is a
hypo-exponential random variable. A typical presentation can be found in [14] Ch.6. In this section,
we show how terms in the divided differences of an exponential function inevitably emerge as a
consequence of the differential equation system for the probabilities underlying these densities.
We will also draw a corresponding observation in Sec. 7.2 for a fractional birth process where the
Mittag-Leffler function plays the role of the exponential function.
7.1. The pure birth process
Here we re-examine the standard pure birth process and the determination of the density for the
number of births at time t and that for the waiting time until the ith arrival.
Let {Y (t); t ≥ 0} be a birth process that takes values in {N,N + 1, . . . } with Y (0) = N at
t = 0 and with intensities changing at each birth so that at Y (t) = N + i the next arrival occurs
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with intensity λi, λi > 0. It is further assumed that:
(a) N ≥ 0 and if s > t then Y (s) > Y (t),
(b) Pr(Y (t+ h) = N + i+m|Y (t) = N + i) =

o(h), m > 1,
λih+ o(h), m = 1,
1− λih+ o(h), m = 0,
(c) if s < t then conditional on Y (s), Y (t)− Y (s) is independent of all occurrences in (0, s].
Special cases for this are the Poisson process where λi = λ for all i ≥ 0 and the Yule process where
the intensities are a fixed proportion of the population size so that λi = λ(N + i) for all i ≥ 0.
We define pi(t) = Pr(Y (t) = N + i|Y (0) = N), that is, the probability of i births occurring in
the interval (0, t]. To derive the differential equations for pi(t), consider the time interval (t, t+ h]
for small h. Then:
for i = 0 : p0(t+ h) = (1− λ0h)p0(t) + o(h)
and for i > 0 : pi(t+ h) = λi−1hpi−1(t) + (1− λih)pi(t) + o(h).
Subtracting pi(t) from both sides, dividing through by h and taking limits as h→ 0 results in the
difference-differential equations:
for i = 0 : p′0(t) = −λ0p0(t)
and for i > 0 : p′i(t) = λi−1pi−1(t)− λipj(t),
(7.1)
with boundary conditions p0(0) = 1 and pi(0) = 0 for all i > 0.
The solution for pi(t) proceeds in one of a number of methods: by “guessing” a solution and
using mathematical induction; by repeated applications of the method of integrating factors; by
the use of generating functions or by taking Laplace transforms; or simply left as an exercise for
the reader! Here, we take the route of viewing (7.1) as a system of ordinary differential equations.
Collecting the equations in (7.1) for k = 0, . . . , n and expressing these in matrix form, we have:
p′0(t)
p′1(t)
p′2(t)
...
p′n(t)
 =

−λ0 0 0 . . . 0 0
λ0 −λ1 0 . . . 0 0
0 λ1 −λ2 0 0
...
0 0 0 λn−1 −λn


p0(t)
p1(t)
p2(t)
...
pn(t)

or, with obvious notation, the differential equation system:
p′(t) = Ap(t),
with boundary conditions p(0) = (1, 0, . . . , 0)′ at t = 0. This first-order ordinary differential
equation system has the unique solution:
p(t) = eAtp(0) =
(
I +
∞∑
i=1
Aiti
i!
)
p(0). (7.2)
In (7.2), the solution is presented in terms of the matrix exponential function eM which is implicitly
defined by the bracketed term. (See, for example, [15] Ch.7).
The probability pi(t) = Pr(Y (t) = N + i|Y (0) = N) is therefore found as the (i + 1)th row
of (7.2) but more specifically, given the boundary conditions, by the (i + 1, 1)th element of eAt.
For a general constant square matrix M, there are various approaches that might be taken to
the computation of eMt, (see [16]). In our example, the matrix A is lower triangular. For such
instances, we may use the Corollary to Theorem 2 of [17] where eAt is immediately expressed as
a matrix with elements involving divided difference terms. Indeed, as the matrix A is bidiagonal,
the (k, j)th element for eAt, ηk,j , simplifies as follows:
ηkj =

e−λkt, k = j
λj . . . λk−1e[−λj , . . . ,−λk], j < k,
0, j > k,
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for k, j = 0, 1, . . . , n and where divided differences are taken over the exponential function e(x) =
ext. (See also [18]). That is, eAt can be written simply as:
e−λ0t 0 0 . . . 0 0
λ0e[−λ0,−λ1] e
−λ1t 0 . . . 0 0
λ0λ1e[−λ0,−λ1,−λ2] λ1e[−λ1,−λ2] e
−λ2t 0 0
...
λ0 . . . λn−1e[−λ0, . . . ,−λn] . . . λn−1e[−λn−1,−λn] e
−λnt
 .
From which it follows:
pi(t) =
{
e−λ0t, for i = 0
λ0 . . . λi−1e[−λ0,−λ1, . . . ,−λi], for i = 1, 2 . . . .
(7.3)
When the intensities are distinct, that is λi 6= λj for i 6= j, the divided difference term in
equation (7.3) can be expressed in its Lagrange polynomial form to yield:
pi(t) =
( i−1∏
k=0
λk
) i∑
j=0
e−λjt
i∏
q=0
q 6=j
(λq − λj)
=
1
λi
i∑
j=0
λje
−λjt
i∏
q=0
q 6=j
λj
(λq − λj)
,
agreeing with Exercise 6.8.6 in [14]. Setting λi = λ(N + i), for the Yule process, (7.3) becomes
pi(t) =
( i−1∏
k=0
λ(N + k)
)
e[−Nλ,−(N + 1)λ, . . . ,−(N + i)λ]
=
(i − 1)!
(N − 1)!
λi−Ne−λtNe[0,−λ, . . . ,−iλ] (using Lemma 3.2)
=
(i − 1)!
(N − 1)!
λi−Ne−λtN
1
(i−N)!
( 1
λ
)i−N
(1− e−λt))i−N (using Lemma 3.3)
=
(
i− 1
N − 1
)
e−λtN (1− e−λt)i−N , i = N,N + 1, . . .
i.e., the negative binomial (or Pascal) distribution with parameters (N, e−λt). (See Exercise 6.8.4
in [14]).
Expression (7.3) does not require the intensities to be distinct and in using a divided difference
representation we are informed as to how the solution should alter in an instance when some
or all of the intensities are repeated at any number of future states. For example, when all the
intensities are assumed equal, λi = λ, we have a repeated argument of −λ appearing i + 1 times
in the divided difference term of (7.3) and so, using its confluent form (see Sec. 5), we have:
pi(t) = λ
i e
(i)(−λ)
i!
=
(λt)ie−λt
i!
,
the Poisson distribution with parameter λt.
Finally, let T0 = 0 and denote Tk as the time to the k-th arrival. Consider Pr(t < Ti < t+ h)
and note that Pr(Ti ≥ t) ≡ Pr(Y (t) ≤ N + i− 1), then assumptions (b) and (c) allow us to write:
Pr(t < Ti < t+ h) = Pr(Y (t) = N + i− 1)Pr(Y (t+ h)− Y (t) = 1)
= pi−1(t)(λi−1h+ o(h))
= λ0 . . . λi−2e[−λ0, . . . ,−λi−1]λi−1h+ o(h).
(7.4)
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Dividing (7.4) through by h and taking limits as h→ 0 gives the probability density function for
the i-th arrival, fi(t) as:
fi(t) = λ0 . . . λi−1e[−λ0, . . . ,−λi−1], t ≥ 0,
which has already been identified as the density of the hypo-exponential with i independent
exponentials with parameters λ0, . . . , λi−1 and as the density Erli,λ(t) when λj = λ for j =
0, . . . , i− 1.
7.2. A fractional birth process
The solution method whereby the expression for the event probabilities in the pure birth process
is found with divided difference terms, has more general applications. For instance, consider the
fractional birth process explored in [19]. To synchronise with Sec. 7.1, let {Yν(t), t ≥ 0} denote this
fractional birth process. We follow [19] and assume this process has a single progenitor (N = 1) at
time t = 0 so that Yν(0) = 1 and Yν(t) takes values in {1, 2, . . .}. Define the probability of i births
over the interval (0, t] by pνi (t) = Pr(Yν(t) = 1+ i|Yν(0) = 1). Generalising (7.1), the probabilities
are assumed to be governed by a set of fractional differential equations of order ν, for 0 < ν ≤ 1
given by:
for i = 0 : pν0(t) = −λ0p0(t),
for i > 0 : pνi (t) = λi−1pi−1(t)− λipi(t),
(7.5)
where pνi (t):=0D̂
ν
t pi(t) is the Caputo fractional derivative with lower terminal a = 0. When 0 <
ν < 1, this definition is:
0D̂
ν
t pk(t) =
1
Γ(1− ν)
∫ t
0
1
(t− τ)ν
p′k(τ)dτ, 0 < ν < 1.
As with the pure birth process, the initial conditions are p0(0) = 1 and pi(0) = 0 for i > 0.
Expressing equations (7.5) in matrix form for k = 0, . . . , n, we have the fractional differential
equation system
pν(t) = Ap(t), (7.6)
with boundary conditions p(0) = (1, 0, . . . , 0)′ at t = 0. In (7.6), the matrix A is as defined in
Sec. 7.1 and pν(t) is the column vector (pν0(t), . . . , p
ν
n(t))
′. This first-order fractional differential
equation system has the unique solution:
p(t) = Eν(At
ν)p(0) =
(
I +
∞∑
i=1
(Atν)i
Γ(νi + 1)
)
p(0), (7.7)
(e.g. [20] Theorem 1). In (7.7), Eν(M) is the matrix function defined by Eν(x), the (one parameter)
Mittag-Leffler function:
Eν(x) =
∞∑
i=0
xi
Γ(νi + 1)
. (7.8)
Observe that the matrix exponential function in the earlier solution (7.2) for the pure birth process
is replaced in (7.7) by the matrix Mittag-Leffler function. It is readily seen that E1(x) = e
x and
so we return to (7.2) when ν = 1.
For a closed-form solution, we may once again apply the Corollary to Theorem 2 of [17] and
immediately write the (k, j)th element for Eν(At
ν), ξk,j , as follows:
ξkj =

Eν(−λkt
ν), k = j
λj . . . λk−1E[−λj , . . . ,−λk], j < k,
0, j > k,
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for k, j = 0, 1, . . . , n and where E[−λj , . . . ,−λk] is the divided difference over E(x) := Eν(xt
ν). It
follows:
pνi (t) =
{
Eν(−λ0t
ν) for i = 0
λ0 . . . λi−1E[−λ0,−λ1, . . . ,−λi], for i = 1, 2 . . . ,
(7.9)
which agrees with Eqn.(1.5) in [19] once we recognise that the solution there has the divided
difference term in (7.9) expressed in its Lagrange polynomial form. However, as noted above
regarding (7.3), the divided difference representation in (7.9) caters for more general instances
when some or all of the intensities may be repeated. Hence, more general solutions can be found
easily using confluent forms as necessary.
One obvious case is where λi = λ, when the intensities are all equal. Interpreting (7.9) in its
confluent form, we find: pν0(t) = Eν(−λt
ν) and
pνi (t) = λ
iE
(i)(−λ)
i!
=
λi
i!
di
d(−λ)i
Eν(−λt
ν)
=
λi
i!
(tν)i
di
dxi
Eν(x)|x=−λtν
= (λtν)iEi+1ν,νi+1(−λt
ν)
= (λtν)i
∞∑
r=0
(
i+ r
r
)
(−λtν)r
Γ(ν(r + i) + 1)
, for i = 1, 2, . . . ,
(7.10)
whereEγα,β(x) is theGeneralized Mittag-Leffler function of Prabhakar [21] and noting E
1
ν,1(x)=Eν(x).
In the penultimate step of (7.10), we made use of the following property for this function:
dm
dxm
Eγα,β(x) =
Γ(γ +m)
Γ(γ)
Eγ+mα,β+mα(x),
see [21] Eqn.(2.1). Expressions in (7.10) agree with those found by a number of other authors,
for example [22], [23] and [24]. Observe that the third line of (7.10) provides the generalisation of
Eqn.(3.10) in [25] when λ 6= 1.
8. A moment generating function representation
8.1. A representation for the moment generating function of sums of Erlangs
For a continuous random variable Y with density function fY (t) for t ≥ 0, its moment generating
function (m.g.f.), MY (s), is defined by:
MY (s) = E(e
st) =
∫ ∞
0
estfY (t)dt. (8.1)
If the m.g.f. exists then it uniquely determines the distribution. The m.g.f. for a random variable
with density Erlm,λ(t) is λ
m/(λ− s)m (see [2] p.65) and so when Y is the sum of k independent
Erlang random variables with densities Erlmi,λi(t), for i = 1, . . . , k, we have:
MY (s) =
k∏
i=1
( λi
λi − s
)mi
.
Lemma 8.1. Let Y = Z1+· · ·+Zk where Zi’s are independent Erlang distributed random variables
with densities Erlmi,λi(t), i = 1, . . . , k, respectively and (mi, λi) 6= (mj , λj) for i 6= j. Then the
m.g.f. of Y can be characterised by:
MY (s) =
∫ ∞
0
est
k∏
i=1
λmii
(mi − 1)!
.
∂m−k
∂(−λ1)m1−1 . . . ∂(−λk)mk−1
e[−λ1, . . . ,−λk]dt (8.2)
where m = m1 + · · ·+mk and divided differences are taken over the function e(x) = e
xt.
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We provide a proof of this lemma and in doing so confirm the correctness of Proposition 6.3.
The proof will also form the basis for a further development later in this section.
Proof. Applying the Leibniz integral rule to (8.2) and using the Lagrange polynomial representa-
tion for the divided difference term e[−λ1, . . . ,−λk], we have:
MY (s) =
k∏
i=1
λmii
(mi − 1)!
.
∂m−k
∂(−λ1)m1−1 . . . ∂(−λk)mk−1
k∑
j=1
∫∞
0
e−(λj−s)tdt
k∏
k=1
k 6=j
(λk − λj)
=
k∏
i=1
λmii
(mi − 1)!
.
∂m−k
∂(−λ1)m1−1 . . . ∂(−λk)mk−1
k∑
j=1
1
(λj − s)
k∏
k=1
k 6=j
(λk − λj)
=
k∏
i=1
λmii
(mi − 1)!
.
∂m−k
∂(−λ1)m1−1 . . . ∂(−λk)mk−1
k∏
j=1
1
(λj − s)
(from (3.6))
=
k∏
i=1
λmii
(mi − 1)!
.
k∏
j=1
dmj−1
d(−λj)mj−1
1
(λj − s)
=
k∏
i=1
λmii
(mi − 1)!
.
k∏
j=1
(mj − 1)!
(λi − s)mj
=
k∏
i=1
( λi
λi − s
)mi
(8.3)
as required.
8.2. Fractional calculus and the extension to sums of independent gamma
distributed random variables
A gamma distributed random variable Z with parameter (α, β) and mean (α/β) has density and
m.g.f. given, respectively, by:
Gα,β(t) =
βαtα−1e−βt
Γ(α)
and MZ(s) =
( β
β − s
)α
α, β > 0.
By correspondence, it is tempting to propose an extension of (6.6) to gamma variables simply
by replacing mi, (mi − 1)! and λi by (respectively) αi, Γ(αi) and βi. This would then extend
Proposition 6.3 to include a representation for the density for the sum of k independent gamma
random variables with parameters (αi, βi). We also note that, were such substitutions permitted,
(6.4) would yield Eqn.(6) of [26] which presents the density for the sum of two independent
random variables having the gamma and exponential distributions. The proposal would appear to
be reasonable given that in Sec. 5 we saw that the Erlang density with parameters (n, λ) may be
found as:
Erln,λ(t) =
λn
(n− 1)!
( dn−1
d(−λ)n−1
e−λt
)
=
λntn−1e−λt
(n− 1)!
(8.4)
and if, for f(x) = ext, d
v
dxv
f(x) = tvext were true for noninteger v > 0 then we could similarly
conclude:
Gα,β(t) =
βα
Γ(α)
( dα−1
d(−β)α−1
e−βt
)
=
βαtα−1e−βt
Γ(α)
. (8.5)
However, unlike the Erlang distribution, α is not restricted to being a positive integer and whilst
βα and Γ(α) may be obvious generalisations of βn and (n−1)! for positive noninteger parameters,
the derivative term in (8.5) needs elaborating and we will require the tools of fractional calculus
in order to formalise this extension.
The history of fractional calculus is almost as old as that of the calculus itself. However, com-
pared with integer calculus, noninteger calculus ideas and methods are relatively unfamiliar. Its
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development has been comparatively slower and a reflection of this is that an account providing
a systematic treatment of the subject did not appear until the publication in 1974 of the book by
Oldham and Spanier [27]. The interested reader can look to [28] and [29] for two further accessible
textbooks on the subject. We will draw on these and other sources but present only the necessary
definitions and results required to complete our discussion.
The most widely investigated and used definition of the fractional derivative is the Riemann-
Liouville (RL) definition (sometimes referred to as the Abel-Riemann definition).
Let x ∈ R. For a function f ∈ L1[a, b], −∞ < a < b < +∞, the (left-sided) RL fractional
integral of order ν > 0 is defined as
aI
ν
xf(x) =
1
Γ(ν)
∫ x
a
(x− τ)ν−1f(τ)dτ, for x ∈ [a, b], (8.6)
where, L1[a, b] denotes the set of Lebesgue integrable functions on [a, b]. For completeness, aI
0
xf(x) =
f(x). The fractional integral operator has the linearity property aI
p
x
(
bf(x)+cg(x)
)
= b
(
aI
p
xf(x)
)
+
c
(
aI
p
xg(x)
)
and the semigroup property aI
p
x(aI
q
x)= aI
p+q
x .
The (left-sided) RL fractional derivative of order ν > 0 is defined by:
aD
ν
xf(x) =
dm
dxm
(
aI
m−ν
x f(x)
)
=
1
Γ(m− ν)
dm
dxm
∫ x
a
(x− τ)m−ν−1f(τ)dτ,
(8.7)
for m − 1 < ν ≤ m, m ∈ N. The definition (8.7) defines the fractional derivative of a nonin-
teger order ν > 0 as a composition of fractional integration of order m − ν followed by integer
differentiation of order m where m is the smallest integer greater than ν. From the definition,
aD
ν
x
(
aI
ν
xf(x)
)
=aD
m
x aI
m−ν
x
(
aI
ν
xf(x)
)
=aD
m
x
(
aI
m
x f(x)
)
=f(x) and hence aD
ν
x is a left-inverse to
aI
ν
x . However, aI
ν
x (aD
ν
xf(x)) = f(x) is only true when f
(ν−j)(a) = 0 for j = 1, . . . ,m, where
m− 1 < ν ≤ m. When the order ν is a positive integer, aD
ν
xf(x) is the conventional integer-order
derivative. It is easily shown that the fractional derivative conforms with the linear transformation
property:
aD
ν
xf(bx+ c) = b
ν
(
ab+c
Dνbx+cf(bx+ c)
)
, b > 0.
Note the inclusion of the upper and lower terminals in the notation and definitions. It can be seen
that the fractional integral is always nonlocal (i.e. dependent on a, the lower terminal) and the
fractional derivative is generally nonlocal unless it is of an integer order. For a thorough discussion
see Ch.5 in [27], alternatively [29] Ch.2 or [28] Ch.4.
We now examine the validity of (8.5) by determining aD
v
xf(x) for f(x) = e
xt for noninteger
v > 0. Let m− 1 < v < m so that ξ = m− v > 0. We have then
aD
v
xe
xt =
dm
dxm
(aI
ξ
xe
xt) =
1
Γ(ξ)
dm
dxm
∫ x
a
(x− τ)ξ−1exτdτ
=
1
Γ(ξ)
dm
dxm
ext
tξ
∫ (x−a)t
0
uξ−1e−vdu (τ 7→ t− u/x)
=
1
Γ(ξ)
dm
dxm
ext
tξ
γ(ξ, (x− a)t).
Taking the lower terminal as a = −∞, the Liouville form of the RL fractional derivative, γ(ξ, (x−
a)t) → Γ(ξ) so yielding:
−∞D
v
xe
xt =
dm
dxm
ext
tξ
= tm−ξext = tvext.
Hence (8.5) has a meaningful correspondence with (8.4) under the Liouville definition for fractional
derivatives (sometimes also referred to as the Liouville-Weyl definition).
With the Liouville definition, a sufficient condition that (8.6) converge is that f(x) = O(|x|−ν−ǫ),
ǫ > 0, x → −∞. Integrable functions satisfying this property are sometimes referred to as func-
tions of Liouville class. It is straightforward to verify that f(x) = ecx with c > 0 and f(x) = x−c
with (0 < v < c) are of Liouville class. (See [28] p.11).
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Partial and mixed fractional derivatives under the Riemann-Liouville definition are also possible
(see Sec. 24 of [30] and [31]). We adapt Definition 3.1 in [31] for the Liouville form:
Definition 8.1. The (mixed) partial Liouville fractional derivative with order ν =
∑k
i=1 νi (νith
order in xi direction, i = 1, . . . , k) is defined as follows:
∂ν
∂xν11 . . . ∂x
νk
k
g(x1, . . . , xk) =
k∏
i=1
1
Γ(mi − νi)
.
∂m
∂xm11 . . . ∂x
mk
k
∫ xk
−∞
· · ·
∫ x1
−∞
k∏
i=1
(xi − ξi)
ηig(ξ1, . . . , ξk)dξ1 . . . dξk,
where m =
∑k
i=1mi, ηi = mi − νi − 1), mi−1 < ν < mi, and mi ∈ Z
+ for i = 1, . . . , k.
Generalising (8.7), the mixed fractional derivative is a composition of mixed fractional integra-
tion followed by integer-order mixed partial differentiation. When g(.) is a completely multiplica-
tively separable function of its variables then the mixed partial derivative becomes an integer-order
mixed partial derivative of a product of RL integrals for each variable.
The following lemma will assist us further in our extension to sums of gamma variables.
Lemma 8.2. Let f(x) = x−c for x ∈ R with c ≥ 1. Then:
(i) For 0 < ν < 1:
−∞I
ν
xf(x) = (−1)
ν Γ(c− ν)
Γ(c)
x−(c−ν),
where (−1)ν = eiνπ is a complex coefficient.
(ii) For any 0 ≤ m− 1 < ν < m with m ∈ N:
−∞D
ν
xf(x) = (−1)
ν Γ(c+ ν)
Γ(c)
x−(c+ν),
with (−1)ν = eiνπ.
Proof. (i) We note that with 0 < ν < 1, ν < c. The Liouville fractional integral (definition (8.6)
with a = −∞) gives:
−∞I
ν
xf(x) =
1
Γ(ν)
∫ x
−∞
(x − t)ν−1t−cdt
=
xν−c(−1)ν
Γ(ν)
∫ 1
0
(1− u)c−ν−1uν−1du (t 7→ x/(1− u))
=
xν−c(−1)ν
Γ(ν)
B(c− ν, ν)
=
(−1)νΓ(c− ν)
Γ(c)
x−(c−ν),
using the definition and properties of the beta function.
(ii) We note, with ν > 0 and m− 1 < ν < m, (m− ν) < c. The Liouville fractional derivative
(definition (8.7) with a = −∞) gives:
−∞D
ν
xf(x) =
dm
dxm
(
−∞
Im−νx f(x)
)
=
(−1)m−νΓ(c−m+ ν)
Γ(c)
dm
dxm
x−(c−m+ν),
from (i) above. The mth order derivative of x−(c−m+ν) w.r.t. x can be expressed as:
dm
dxm
x−(c−m+ν) =
(−1)mΓ(c+ ν)
Γ(c−m+ ν)
x−(c+ν)
and the lemma follows after substitution, cancelling and observing that (−1)2m−ν = (−1)ν .
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Proposition 8.1. Let Z1, . . . , Zk be k independent random variables with Zi having the gamma
density Gαi,βi(t), i = 1, . . . , k and (αi, βi) 6= (αj , βj) for i 6= j. Let e[−β1, . . . ,−βk] be the divided
difference for e(x) = ext at points −βi (i = 1, . . . , k) then, at least for the Liouville definition of
fractional derivatives, we may say that Y = Z1 + · · ·+ Zk has density, fY (t), given by:
fY (t) =
k∏
i=1
βαii
Γ(αi)
.
∂w−k
∂(−β1)α1−1 . . . ∂(−βk)αk−1
e[−β1, . . . ,−βk], (8.8)
where w = α1 + · · ·+ αk.
Proof. Let fY (t) denote the density function for the sum Y . Substituting fY (t) from (8.8) into
(8.1), the m.g.f. for Y is then expressed as:
MY (s) =
∫ ∞
0
est
k∏
i=1
βαii
Γ(αi)
.
∂w−k
∂(−β1)α1−1 . . . ∂(−βk)αk−1
e[−β1, . . . ,−βk]dt
=
k∏
i=1
βαii
Γ(αi)
.
∂w−k
∂(−β1)α1−1 . . . ∂(−βk)αk−1
k∑
j=1
∫∞
0
e−(βj−s)tdt
k∏
k=1
k 6=j
(βk − βj)
,
as the exchange of order of integrals is clearly permitted. The proof continues by following the same
steps as for Lemma 8.1 except at the penultimate line of (8.3) we apply the Liouville fractional
derivative definition to give instead:
MY (s) =
k∏
i=1
βαii
Γ(αi)
.
k∏
j=1
−∞D
αj−1
−βj
( 1
βj − s
)
(8.9)
where, for αj < 1, we note that −∞D
αj−1
−βj
must be replaced by the fractional integral, i.e.
−∞D
αj−1
−βj
≡ −∞I
1−αj
−βj
.
Setting c = 1 in Lemma 8.2 and changing variables with y = x− s, we have, firstly, for 0 < αj < 1
using part (i) of the lemma:
−∞I
1−αj
y
( 1
y + s
)
= (−1)1−αΓ(α)(y + s)−α
or, multiplying both sides by (−1), (using the linearity property for aI
ν
x )
−∞I
1−αj
y
( 1
−y − s
)
= Γ(αj)(−y − s)
−αj .
It follows, for βj > s, we can write
−∞I
1−αj
−βj
( 1
βj − s
)
=
Γ(αj)
(βj − s)αj
.
Secondly, for αj ≥ 1, using Lemma 8.2 part (ii):
−∞D
αj−1
y
( 1
y + s
)
= (−1)αj−1Γ(αj)(y + s)
−αj
or
−∞D
αj−1
y
( 1
−y − s
)
= Γ(αj)(−y − s)
−αj .
Again, it follows, for βj > s, we can write
−∞D
αj−1
−βj
( 1
βj − s
)
=
Γ(αj)
(βj − s)αj
.
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Hence, (8.9) becomes
MY (s) =
k∏
i=1
( βi
βi − s
)αi
,
which we know is the m.g.f. for Y . As the moment generating function is unique to the density
function, the proof is completed.
Proposition 8.1 extends Proposition 6.3 to include independent gamma distributed random
variables and for the instance of k = 1, (8.5) is therefore shown to be a valid statement under this
proposition.
Remark 8.1. The Caputo definition for the fractional derivative, aD̂
ν
x, is perhaps the second most
widely encountered definition, particularly in studies of fractional differential equations, as we
observed in Sec. 7.2 above. The Caputo derivative of order ν > 0 is defined by:
aD̂
ν
xf(x) =
1
Γ(m− ν)
∫ x
a
(x − τ)m−ν−1f (m)(τ)dτ, for m− 1 < ν < m
= aI
m−ν
x aD
m
x f(x) = aI
m−ν
x f
(m)(x)
= aD
ν
xf(x)−
m−1∑
k=0
f (k)(a)(x − a)k−ν
Γ(k − ν + 1)
.
(See [29] p.79 and p.85). It can be shown ([29] p.79) that form an integer, lim
(
a
D̂νxf(x)
)
= f (m)(x)
as ν → m and the definition is completed by defining aD̂
m
x f(x) = f
(m)(x). The second line makes
clear that the Caputo fractional derivative is composed as firstly an integer-order derivative of
order m ≥ 1 followed by a RL fractional integral of order m − ν. The RL definition has the
reverse of this process and, as indicated earlier, does not always yield the same result. From the
definition above, aD̂
ν
xf(x)=aD
ν
xf(x) if and only if f
(k)(a) = 0, for k = 0, . . . ,m − 1. However,
setting a = −∞ in the Caputo definitions then in the instance of f(x) and all its derivatives being
zero as x→ −∞, −∞D̂
ν
xf(x) = −∞D
ν
xf(x) (see [29] Sec. 2.4.1). Consequently, Proposition 8.1 is
also valid under a Caputo fractional derivative definition with lower terminal a = −∞.
Finally, as a simple application, consider the density, fY (t), for the sum, Y = Z + X , of two
independent random variables where Z has the gamma density Gα,β(t) and X is exponential with
parameter λ. We will make use of the following lemma.
Lemma 8.3. For f(x) = (1− ex)/x and x < 0, −∞I
ν
xf(x) and −∞D
ν
xf(x) are given by
−∞I
ν
xf(x) = (−1)
νxν−1γ(1− ν,−x), 0 < ν < 1
and
−∞D
ν
xf(x) = (−1)
νx−(1+ν)γ(1 + ν,−x), ν > 0.
Proof. Using the linearity property of aI
ν
x , we have
−∞I
ν
xf(x) = −∞I
ν
x
( 1
x
)
− −∞I
ν
x
(ex
x
)
= (−1)νxν−1Γ(1− ν)−
1
Γ(ν)
∫ x
−∞
(x− τ)ν−1
eτ
τ
dτ (from Lemma 8.2 part (i) and (8.6))
= (−1)νyν−1Γ(1− ν)−
(−1)
Γ(ν)
∫ ∞
0
uν−1
e−(u−x)
(u − x)
du (τ 7→ x− u)
= (−1)νxν−1Γ(1− ν)− (−1)νxν−1Γ(1 − ν,−x),
from the alternative integral representation for Γ(a, x) in (3.10). The first part of the lemma then
follows after noting that γ(a, x) = Γ(a)− Γ(a, x).
For the second part
−∞D
ν
xf(x) =
dm
dxm
(
−∞I
m−ν
x f(x)
)
, for m− 1 < ν < m and m ∈ N,
= (−1)
dm
dxm
γ(1−m+ ν,−x)
(−x)1−m+ν
= (−1)
γ(1 + ν,−x)
(−x)1+ν
(using (3.8))
= (−1)νx−(1+ν)γ(1 + ν,−x)
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as required.
Using the representation in (8.8), the density for Y = Z +X for the instance of α > 1 is found
as:
fY (t) =
βαλ
Γ(α)
−∞D
α−1
−β e[−β,−λ]
=
βαλe−λt(−t)
Γ(α)
−∞D
α−1
−β
(1− e−(β−λ)t
−(β − λ)t
)
=
βαλe−λt(−t)
Γ(α)
−∞D
α−1
y
(1− ey
y
)( dy
d(−β)
)α−1
, for y = −(β − λ)t
=
βαλe−λttα
Γ(α)
(−1)αy−αγ(α,−y) (using Lemma 8.3)
=
βαλe−λtγ(α, (β − λ)t)
Γ(α)(β − λ)α
, t > 0,
giving a generalisation of (6.4) to noninteger shape parameters and agreeing with Eqn.(6) of [26].
It is easily verified that the same result is found when 0 < α < 1, using −∞I
1−α
x in place of
−∞D
α−1
x .
Appendix A
A.1. Proof of Proposition 6.1
Proof. We prove this in two parts:
(a) Examine the differential of f [a1, a2, . . . , ak] w.r.t. a1 as a limit as follows:
∂
∂a1
f [a1, a2, . . . , ak] = lim
h→0
(
f [a1 + h, a2, . . . , ak]− f [a1, a2, . . . , ak]
h
)
= lim
h→0
(
f [a1 + h, a2, . . . , ak]− f [a1, a2, . . . , ak]
(a1 + h)− a1
)
= lim
h→0
f [a1, a2, . . . , ak, a1 + h]
= f [a
(2)
1 , a2, . . . , ak].
(b) Consider the derivative of f [u11, . . . , u
1
n, a2, . . . , ak], n > 1, w.r.t. a1 and where each argument
u1i is a function of a1:
∂
∂a1
f [u11, . . . , u
1
n, a2, . . . , ak] =
n∑
i=1
∂
∂u1i
f [u11, . . . , u
1
n, a2, . . . , ak]
du1i
da1
=
n∑
i=1
f [u1i , u
1
1, . . . , u
1
n, a2, . . . , ak]
du1i
da1
,
using (a). Now define u1i = a1 for i = 1, . . . , n. Hence we have
∂
∂a1
f [a
(n)
1 , a2, . . . , ak] = nf [a
(n+1)
1 , a2, . . . , ak].
Using (a) and (b), we therefore have
∂2
∂a21
f [a1, a2, . . . , ak] =
∂
∂a1
f [a
(2)
1 , a2, . . . , ak]
= 2f [a
(3)
1 , a2, . . . , ak].
It follows then that (b) taken with (a), the proposition is proved.
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A.2. Proof of Lemma 6.1
Proof. We recall the generalised Leibniz rule:
∂n
∂xn
{g1(x) . . . gm(x)} =
∑
r1+···+rm=n
rj≥0
n!
r1! . . . rm!
g
(r1)
1 . . . g
(rm)
m
and note that
∂k
∂ak
( 1
an
)
=
(−1)k(n+ k − 1)!
(n− 1)!ak+n
, for n ∈ N.
The partial derivative for the divided difference f [a1, . . . , am] in the lemma is then found as follows:
∂k
∂ak11 . . . ∂a
km
m
f [a1, . . . , am] =
∂k
∂ak11 . . . ∂a
km
m
{ m∑
i=1
f(ai)
m∏
q=1
q 6=i
1
(ai − aq)
}
=
m∑
i=1
∂ki
∂akii
{
f(ai)
m∏
q=1
q 6=i
kq!
(ai − aq)kq+1
}
=
m∑
i=1
ki!
∑
r1+···+rm=ki
rj≥0
f ri(ai)
ri!
m∏
q=1
q 6=i
(−1)rq (kq + rq)!
(ai − aq)kq+rq+1rq!
(using the generalised Leibniz rule)
=
m∑
i=1
ki!
∑
r1+···+rm=ki
rj≥0
(−1)ki−rif ri(ai)
ri!
m∏
q=1
q 6=i
(kq + rq)!
(ai − aq)kq+rq+1rq!
.
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