Abstract-In this paper, a novel precoding technique is proposed for implementing Physical layer Network Coding (PNC) based on Compute and Forward (CF). In particular, an integer forcing precoder (IFP) is proposed that avoids the maximum rate achievability limitation due to channel approximation at the receiver in previous proposals [4]- [7] . The probability of error from the proposed scheme is shown to have upto 2dB of gain over the existent lattice network coding based implementation of CF. Further, it is shown that the extra power penalty which is paid due to precoding is upper bounded with finite value. It is also shown that the achievable rate using IFP approaches the upper bound for CF. Our precoder requires Channel State Information (CSI) at the transmitter but only that of the channel between the transmitter and relay, which is a feasible assumption.
I. INTRODUCTION
Relaying is an important technique in wireless vehicular networking. Physical layer network Coding (PNC) is a new paradigm of relaying [2] in which intermediate nodes in a wireless network, instead of decoding individual symbols from the received signals, decode a linear combination of symbols and send them to the destination node. Upon obtaining sufficient combinations, the destination node can decode the original signals.
In [4] , Nazer and Gastpar proposed a novel strategy of generalized relaying called Compute and Forward (CF) which enables the relays in any Gaussian wireless network to decode linear equations of the transmitted symbols with integer coefficients, using the noisy linear combinations provided by the channel. The linear equations are transmitted to the destination and upon receiving sufficient linear equations, the destination can decode desired symbols. The key point in this strategy is the use of nested lattice codes for encoding the original messages. Nested lattice codes satisfy the property that a linear combination of codewords gives another codeword. Further, information theoretical tools are used in [4] to obtain the achievable rate regions.
In [5] , Niesen and Whiting have analyzed the asymptotic behavior of CF and pointed a fundamental limitation. They have shown that the Degrees of Freedom (DoF) achievable by the lattice based implementation of CF is maximum 2, when the channel gains are irrational. This is due to the gap between the natural channel gains and the integer coefficient of the linear combination. Further, it is proved that this limitation is not inherent to the fundamental concept of CF but it is due to the lattice based implementation of CF. In addition, it has also been shown in [5] that the maximum DoF can be achieved by CF when Channel State Information (CSI) is available at the transmitter.
An algebraic approach to implement CF has been introduced in [6] . In this work, the authors have related the approach introduced by Nazer and Gatspar to the fundamental theorem of finitely generated modules over Principal Ideal Domain (PID). Consequently, the isomorphism between the message space and the physical signal space (equivalently between LINK layer and PHY layer) is identified using module theory. Furthermore, the authors identify the lattices and lattice partitions which can be utilized to implement CF in finite dimensions. The authors show that the union bound estimate of probability of decoding a linear equation at the relay node is limited by the gap between channel gain and the integer approximation, in coherence to the information theoretic observation in [5] .
Another recent work in [7] studies the practical aspects of CF using one dimensional real lattices. Specifically the decoding techniques are studied and it is shown that the additional noise created due to the non-integer channel coefficients make the effective noise non-Gaussian and increase the complexity of Maximum likelihood decoding in CF.
Motivated by these results, in this paper, we aim to remove the decoding limitations of the previous proposals. Particularly, the existing limitation in performance of CF is due to the approximation of channel by an integer contributing to additional self noise apart from receiver noise. In this paper, we propose a precoder which removes the self noise completely and therefore improves the performance of CF. The main contributions of this paper are:
• We design an integer forcing precoder utilizing the CSI at the transmitter.
• The probability of error of the proposed scheme is obtained which shows upto 2dB gain as compared to existing proposals.
• The characterization of the required additional power by the proposed precoder is shown to be finitely upper bounded. This paper is organized as follows: the system model is introduced in Section II. In Section III, we formulate the problem and introduce the design of our proposed precoder. In Section IV, the theoretical performance analysis is given using the proposed precoder. The numerical results are presented in Section V followed by conclusions in Section VI. 
II. SYSTEM MODEL
We focus on the system model in this paper as shown in Figure 1 . Let s l ∈ Λ be the message vector to be transmitted by l−th source (l = 1, . . . L) where
n } is an n−dimensional finite lattice with generator G. The message vector satisfies the average power constraint
Each transmitter precodes the message signal with precoder w l ∈ R to obtain
The average power of the precoder satisfies the constraint E[| w l | 2 ] ≤ γ w where γ w > 0. The precoded signal satisfies the power constraint of
If γ w = 1, the original signal power is preserved after precoding. The channel output observed at the relay is given by
where h l ∈ R is the channel coefficient between transmitter l and the relay node, z is i.i.d Gaussian noise vector given
The channel coefficient vector is given by h = h 1 . . . h L and channel is assumed to be quasi-static. The aim of the relay is to compute a linear combination of source signals given by
where a l ∈ Z are the linear coefficients chosen on the basis of h l . The linear coefficient vector is given by a = a 1 . . . a L . Here, v ∈ Λ where
The estimate of v obtained at the relay using the decoder
It is assumed that each transmitter has the CSI of its own channel only, i.e. the channel between the transmitter itself and the relay. It is also assumed that channel undergoes slow fading and hence remains constant throughout the transmission of each symbol. Note that in this paper we focus on real-valued system model for simplicity, however, we assert that the work can be extended to complex-valued system.
III. PROPOSED INTEGER FORCING PRECODER
In this section, the problem of obtaining an integer linear combination of original signals from the received signal is formulated and subsequently, an integer forcing precoder design is proposed.
A. Problem Formulation
The aim of a precoding based implementation of CF is to obtain the linear combination of original signals at the receiver without incurring the errors due to approximation of channel by integers. To this end, the precoder is used to shift the channel coefficients to the closest possible integer using the CSI at the transmitter. Therefore, consider a channel decomposition as
where h z l ∈ Z is an integer approximation of h l and consequently h z l ∈ R. Using (2) and (7) in (4), we have
The CF receiver aims to decode v ef f from y. The effective noise, z ef f , is comprised of the receiver noise (z) and the additional "self noise" arising due to difference between the real channel and the closest integer. The rate of computation of linear combination of original signals is given by
where log + (x) = max(0, log(x)).Using the power constraints, the rate can be rewritten as
where
It is assumed that h z l = 0, to ensure linear combination has non-zero coefficient of each of the L messages.
Hence, the precoder w l should be designed such that it is able to minimize z ef f in (8) and maximize the achievable rate in (9) . The design of such a precoder is proposed in next subsection.
B. Integer forcing Precoder Design
We aim to precode the signals such that a linear combination of original signals can be obtained at the receiver at maximum rate. It is well known that Zero Forcing (ZF) precoding is a standard suboptimal approach for precoding which is known to provide a promising tradeoff between complexity and performance [3] . The traditional zero forcing precoder is designed to eliminate the effect of the channel fading while satisfying constraints of power optimally as per certain performance measure.
The precoder required in implementing CF, has the similar design requirements as ZF precoding but with an important difference. In CF, the precoder is required to eliminate only the non-integral part of the channel while retaining the integral part in the precoded signal. In this subsection, we show the design of a naive precoder to implement CF.
A sub-optimal integer forcing precoder (IFP) which maximizes the rate of computation while eliminating the non integral part of channel is given by the solution to the following optimization problem
subject to
The solution to this problem is given by,
In order to solve this problem, we relaxed condition (13) making it an unconstrained optimization problem. A direct differentiation of R(h, γ w ) with respect to h z gives, (rounding off using Babai estimate [9] )
where [.] represents for the closest integer. Without loss of generality, one of the solutions can be taken as h
The resultant precoder, which also imposes the constraint h z = 0, is given by
This solution maximizes the rate (9) because h z l is the closest integer to the channel h l .
In the next theorem, it is shown that the proposed IFP eliminates the additional self noise in CF.
Theorem 1:
The IFP can completely eliminate the additional self noise in CF scheme with an upper bounded power penalty.
Proof: Firstly, to prove the elimination of self noise by the use of IFP, the received signal in (4) is rewritten, using (15), as
Assuming v = L l=1 h z l s l , the received signal is given by
The effective noise is clearly only Gaussian noise and the self noise is completely eliminated. However, the use of IFP requires an extra power penalty at the transmitter. Next, to prove that this additional power required is within finite range for any channel, the proposed precoder in (15) 
|< 0.5, therefore, the range of r is given by r ∈ (−0.5, 0.5). In limiting condition, the upper bound of average precoder power E[| w l | 2 ] = γ w can be given as
Hence, the precoded signal power using proposed IFP is bounded for any channel realization. This concludes our proof.
From theorem 1, it can be seen that the use of IFP to implement CF effectively reduces the channel to a reliable AWGN channel. Therefore, the achievable rate using the above IFP is given by
From (3) and (17), it is clear that when γ w = 1, the power consumed by the precoded signal is equal to the power consumed by the original signal under limiting conditions. However, when γ w < 1 (or equivalently, h z l < h l ), the precoded signal consumes lesser power than the original signal. On the other hand, when γ w > 1, the precoded signal consumes additional power . If this additional power is not available at the transmitter, the precoding may fail. We study this case in detail under outage formulation Section V.
With a finite power penalty for any channel, the proposed IFP can convert the signal obtained at the relay into a reliable linear combination of source messages. The decoder at the relay employs the Maximum Likelihood (ML) decoding to obtain a linear combination of source messages as explained in the next subsection.
C. Decoding
We aim to apply ML decoding on the received signal at the relay. According to Theorem 1, the received signal is given by A low complexity sphere decoder can be used to perform ML decoding. Note that the decoder architecture reflects a point to point AWGN channel with input v and additive channel noise. This shows that the complexity of the decoder architecture is equivalent to the decoder complexity of point to point channel.
IV. THEORETICAL PERFORMANCE ANALYSIS
In this section, the geometry of the lattices is utilized to perform an error-probability analysis and examine its implications under comparison with existent bounds. Further, the outage behavior of the proposed scheme is also analyzed.
A. Probability of error
According to Theorem 1, the received signal is the linear combination of original signals with additive Gaussian noise. Therefore, an error occurs if the noise vector is outside the fundamental voronoi region of the lattice Λ in (19), denoted by V(Λ ). The probability of error in decoding a linear equation in n−dimensional lattice at the relay is given by
The vector z has Gaussian distribution in each dimension with 0 mean and variance σ. It is well known that the above probability expression depends on the shape of the voronoi region. The bounds of such probability of error can be found in [1] . For simplicity, we now consider an integer lattice namely, Λ = Z n to draw the original signals s l . This is because the voronoi region for the integer lattice is a hypercube and hence it can be used to obtain an exact probability of error expression. The following theorem gives this probability.
Theorem 2: The probability of error in decoding a linear equation of signals drawn from Λ = Z n using IFP is given by
We firstly use induction to prove the that the voronoi region of
is a hypercube of side c. Let L = 2 and n = 1. The Bezout's lemma [8] states that for any two (non-zero) integers p and q, there exist two integers u and v such that
where d is the common divisor of p and q. In addition, if d > 0 is the greatest common divisor of (p, q), it is the smallest positive integer satisfying this equation for any (u, v) integer pair. Therefore, using Bezout's lemma, any point in Λ can be written as
Similarly, this result can extended to L = L + 1 by induction. Since this result is independent of the integers λ i , therefore, it can be extended to n−dimensional lattices. Using this result, we can write
Hence the voronoi region of Λ is a hypercube of side c.
To prove the second part of the theorem, we rewrite (20) as,
dt. This concludes our proof.
Remark 1: For the special case of n = 1, (21) reduces to
where erfc(x) = 1 − erf(x).
Note that in the proposed scheme, the effective behavior of the channel is reduced to a point to point AWGN channel with no channel fading. This makes its characterization possible.
In the previous formulations of CF, the effective noise is Gaussian noise along with the self noise, which results in non-Gaussian distribution of total effective noise. Hence , the characterization in existent formulations has been done by providing limits of error probability and not the accurate value. But with IFP, CF can be implemented without the limitation of any self noise adding to the effective noise. However, the penalty that is paid is the extra power required at the transmitter. In the next subsection, the effect of this penalty on performance is analyzed in terms of outage probability. Figure 2 . Outage probability curve. The x-axis shows the power available at the transmitter. The power available at the transmitter is assumed to be always greater than or equal to the signal power hence γa > 1 . With the increasing channel variance, the outage decreases.
B. Outage Formulation
When the total power available at the transmitter is limited, the integer forcing precoding may fail depending on the power requirement of the precoder. We define the outage probability P out as the probability when the integer forcing precoding requires more power than the power available at the transmitter. Let the total power available at the transmitter be given by γ a . The power required by the precoded signal is given by γ w . Therefore,
The distribution of above probability depends on the distribution of the channel fading coefficients because IFP is designed as w l = h z l /h l . The outage probability for a Gaussian channel with varying available power has been shown in Figure 2 . The outage probability decreases with increasing available power. When γ a > 4 the outage probability goes to 0 because γ w < 4 as shown in theorem 1. Figure 2 indicates that as the channel variance increases, the outage probability decreases. This is due to the fact that with increasing channel gain h l , the power required by precoder decreases. Hence, the higher is the instantaneous channel gain, the better is the outage performance of IFP.
V. NUMERICAL RESULTS
In this section, we demonstrate the performance of the proposed scheme with the help of numerical simulations.
A. Probability of Error
Two sources are considered transmitting the signals (s 1 and s 2 ) drawn from one dimensional integer lattice, i.e n = 1 and Λ = Z. There is one relay which decodes the linear combination of these signals. The performance in terms of probability of error in decoding the linear combination of original signals at the relay is simulated.
In order to compare with the existent schemes, the baseline Lattice network coding (LNC) scheme, which is used to practically implement CF in [6] is considered. To make a fair comparison, we have adjusted the power of the transmitters in the schemes with and without precoding such that the total power available at transmitters in both schemes is equal. We consider precisely the same channel as considered in [7] , for sake of comparison, given by h = [ −1.274 0.602 ] however, the results are not sensitive to choice of channel gain vector.
We observe in figure 3 , that the probability of error by the proposed IFP based scheme has a gain of upto 2 dB over the existent baseline LNC.
For comparison, we also plot the probability of error which can be achieved when the channel gain vector is integral. This indicates the lower bound of the probability of error at high SNR for CF. The proposed scheme achieves this lower bound, however, due to the penalty of extra power required for precoding, there exists a gap between the lower bound and the proposed scheme as shown in figure 3 .
B. Achievable Rates
In this subsection, we compare the theoretical rates achieved by IFP in (18) with existent schemes. We consider the rates achieved by three other schemes: (i) the decode and forward scheme which requires to decode the original signals at the relay, (ii) compute and forward scheme without precoding and (iii) the compute and forward obtained by considering integral channels which serves as upper bound for achievable rates in CF. For fair comparison, we have adjusted the total power available at the transmitters in all the schemes to be equal to γ x = max(γ w ). as noise. Hence,
For compute and forward without precoding, the relay computes the linear combination of original signals, and the non integer part of the channel contributes to additional self noise. The achievable rate is given by
The upper bound of CF is computed considering the channels as integers in which no additional self noise is present. The rate achieved is given by
We compare these rates with the rates for our proposed scheme. Figure 4 shows the achievable rates of different schemes for varying SNR. Clearly, the proposed implementation approaches the upper bound at high SNR's. The CF scheme without precoding suffers from increased self noise as the signal power increases.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a novel scheme to implement the fundamental concept of CF. We have proposed an integer forcing precoder to precode the signals such that the signal obtained at the receiver is naturally a linear combination of original signals. The IFP effectively reduces the channel into an AWGN channel. The proposed scheme can remove the self noise which arises in CF due to approximation of channel by an integer but it incurs the penalty of extra power usage at the transmitter. We have shown that this extra power used is in a finite range for most channels.
To analyze the performance of our proposed scheme, we have also derived the accurate expression for probability of error of the proposed scheme and compared it to the existent schemes using numerical simulations. In addition, we have also demonstrated the outage formulation of the proposed scheme which arises due to the use of extra power at the transmitters. Concluding the analysis we demonstrate that the achievable rates using the IFP approach the upper bound for achievable rate, which is in coherence with the fact that the maximum DoF can be achieved for CF implementation using the channel state information at the transmitter.
CF is a natural transmission framework for upcoming vehicular networks. Achieving practically the theoretical limits of performance in such networks is a challenge and CF is a promising approach to improve this performance. In future, we aim to design optimal precoders to implement CF and also extend the proposed scheme to multi-relay setup. The precoder introduced in this work can be optimized according to specific scenarios and such designs are required to be explored further.
