In this paper, we show that any partial extended triple system (partial totally symmetric quasigroup) of order n can be embedded in a totally symmetric quasigroup of order v, v >~4n +6, v -= 2(mod4). This bound can be lowered to 4n + 2 in most cases.
Introduction

A (part&l) quasigroup
We can represent (partial) totally symmetric quasigroups in graph theoretical terms. Let K + be the complete graph on n vertices with exactly one loop incident with each vertex (we consider a loop to be an edge). Define an extended triple to be a loop, a loop with an edge attached (also known as a lollipop), or a copy of K3 (also known as a triple). Denote a loop by {a,a,a}, a lollipop by {a,a,b}, a ¢ b, when the loop of the lollipop is incident with vertex a, and a triple by {a, b, c}, where a, b, and c are distinct. A (partial) extended triple system of order n is an ordered pair (V,B), where B is a set of extended triples defined on the vertex set V which partitions (a subset of) the edges of K +. We denote a partial extended triple system and an extended triple system of order n by PETS(n) and ETS(n), respectively. It has been shown (see for example, [6] ) that a (partial) totally symmetric quasigroup of order n is equivalent to a (partial) extended triple system of order n, and a (partial) Steiner triple system is a (partial) extended triple system that contains no lollipops.
Johnson and Mendelsohn [7] first investigated extended triple systems and gave necessary conditions for their existence. Subsequently, Bennett and Mendelsohn [2] showed that these conditions were indeed sufficient.
A PETS(V,B) is said to be embedded in an ETS(VI, B ~) if VC V ~ and BC_B ~. Hoffman and Rodger [6] showed that a complete totally symmetric quasigroup of order n can be embedded in one of order v > n if and only if v >2n, v is even if n is, and (n, v) ¢ (6k + 5, 12k + 12).
The focus of this paper is to obtain small embeddings of partial totally symmetric quasigroups. The main theorem is stated in Theorem 3.3, but the following less general version is worth stating here for its brevity. The best embedding to date is by Cruse and Lindner [5] , who obtained an embedding of a partial totally symmetric quasigroup of order n in a complete totally symmetric quasigroup of order v for any v -~ 0 (mod 6), v ~> 6n. Their work followed upon several landmark results in this area, where embeddings of partial Steiner triple systems were considered. The first such result was by Treash [13] , who obtained a finite (but very large) embedding for partial Steiner triple systems. Subsequently, Lindner [9] reduced the size of the containing Steiner triple system to v = 6n + 3, while the best result to date [1] by Andersen et al. provides an embedding for any admissible v ~> 4n + 1. It is most likely that for both partial totally symmetric quasigroups and for partial Steiner triple systems, the best result would be to reduce the size of the embedding to v>~2n + 1.
For terms and notation not defined here, we refer the reader to [3] .
Preliminary results
The following result due to Turfin will be important later.
Lemma 2.1 (Turan [14] ). If a simple graph G on n vertices contains no /£3, then
A near 1-factor of a graph G is a set of mutually nonadjacent edges in G which saturates all but one vertex of the graph. The following is well known. Define NL(i) to be the number of times symbol i occurs in some (partial) symmetric quasi-latin square L. Property (iii) is known as the latin property. Step 
2n, since if NL~(i)<2s-2n, then NL.(i) = 2s-2n-2 (Nt.(i) is even and NL.(i)>~2s-2n-2), so d~,(i) = A(B1)
, so i is incident with an edge colored c in BI and this means that symbol i occurs in row and column s + 1.
Step 2 In addition, cells (s+ 1,s+2), (s+2,s+ 1), and (s+2,s+2) remain empty since B2 contains no vertex Ps+2, and since Ps+l is incident with no edge colored c, so each row of L2 contains s symbols. Since L1 is latin, the new symmetric quasi-latin square, L2, is latin because of the way in which B2 is defined; that is, a symbol can occur in (j,s+2) or (s+2,j) only if it does not occur previously in row (column) j of L1, 1 <~j<s + 1. We have that NL2(i) is even since NL,(i) is even and since each symbol is added 0 or 2 times in forming L2 from LI. Also, NL2(i)>j2s--2n+2, 1 <<.i<~2n, since ifNt2(i)<2s-2n+2, then Nt~(i) = 2s-2n (NL~(i) is even and NL,(i)>>.2s-2n), so dB2(i) = A(B2) and this means that symbol i is added to row and column s + 2. This completes the induction step and the proof if x = 0.
If x = 1, first apply Step 2 and then apply the proof when x = 0. This completes the proof. [] Let #(n) be the maximum possible number of triples in a partial Steiner triple system of order n, PSTS(n).
Lemma 2.5 (Sch6nheim [12] ).
For a PSTS(n) on the vertex set {1 ..... n}, let r(i) denote the number of triples in the PSTS(n) which contain i. A PSTS(n) is equitable if Jr(i)-r(j)] ~< 1, 1 ~<i <j ~< n. The existence of equitable PSTS(n)s has been settled [1] , but here we need the additional property stated in the following lemma.
Lemma 2.6 (Raines and Rodger [11]). There ex&ts an equitable partial STS(n) (S, T) with t(n) triples such that its leave contains a 1-factor if n is even and a near 1-factor if n is odd if and only if t(n) <. T(n), where
A graph G is a star multigraph if some vertex of G is incident with every multiple edge of G.
Lemma 2.7 (Chetwynd and Hilton [4]). If G is a star multigraph, then x'(G)<~
A(G) + 1.
Embedding a PETS(n) in an ETS(4n + 2)
For any PETS(n) (V,B), define the deficiency graph, G(B), to be the graph on the vertex set V which contains the edges of K + not found in any extended triple in B. Let
p(G(B)) denote the number of vertices of G(B) with odd degree (so clearly p(G(B))
is even), and let Proof. Let V = { 1 ..... u} and V* = { 1,..., I V* I}. We consider three cases.
p(G(B)) P(G(B)) = p(G(B)) + 2 p(G(B) ) + 4 if ~(G(B)) + p(G(B)) --0(mod3), if e(G(B)) + p(G(B)) -= 1 (mod3), if e(G(B)) + p(G(B)) --2 (mod3). A PETS(n) (V,B) is maximal if G(B) contains no extended triples (so, in particular, G(B) contains no loops).
)>~2 so we can assume that vertices u-1 and u have odd degree in G(B). Since each of these vertices has odd degree in G(B) and since u is odd, the degree of each of these vertices must be less than u-1. Define B* as follows:
(1) BCB*. 
It now remains to prove (ii)-(iv) when u = 3. Ifu = 3, we assume that ~(G(B)) = 2. We have that p(G(B)) = 2, so e(G(B))+p(G(B)) ---1 (mod 3
)
Case 2: u is even, p(G(B))= u, and e(G(B))+ p(G(B))=--1 (mod3). Add one vertex to V, say vu+l, and embed (V,B) in a maximal PETS(u + 1) (V' ---{1 ..... U, Vu+l},B~). Now u+ 1 is odd, and we can therefore use Case 1 to show that (V',B') can be embedded in a PETS(2u + 2) satisfying A(G(B*))~<IV*[/2-1, P(G(B* )) ~< IV* [/2, e(G(B*)) + P(G(B*)) ~< 3 T([V* I/2 + 1 ), and G(B*) contains at least two vertices of zero degree.
Case 3: u is even, and either p(G(B))¢ u or e(G(B))+ p(G(B))~ 1 (rood3). As in Case 1, if p(G(B)) ¢ O, then p(G(B))>~2, so we can assume that vertices u-1 and u have odd degree in G(B). Also, since (V,B) is maximal, G(B) contains no triangles, so G(B)
contains at most one vertex of degree u -1, so we can assume, without loss of generality, that do(B)(u)~<u-3. Define B* as follows:
(1) BC_B*. The following shows that every symbol occurs an even number of times on the main diagonal of L, and thus occurs altogether an even number of times in L since L is symmetric.
(2a) If p(G(B)) = 0, or if e(G(B)) 4-p(G(B)) -0(mod3), or if e(G(B)) + p(G(B)) -1 (rood3) and p(G(B)) ¢ u, then B* contains the lollipops {u+i,u+i,u}, l <.i<~u. (2b) If p(G(B)) ¢ 0 and if e(G(B)) + p(G(B)) =-
(G(B*)) -=-E(G(B)); in (2b) we have E(G(B*)) = E(G(B)) U {{u,2u}}. In any event, e(G(B*))<~ [u2/4J + 1. In addition, the construction gives p(G(B)) = p(G(B*)) (recall that if p(G(B)) ¢ 0 then vertex u has odd degree, so adding the edge {u,2u} to G(B) does not change the number of vertices of odd degree), so p(G(B*))<~u. Furthermore, if p(G(B))= 0, then P(G(B*))<~4; if e(G(B))+ p(G(B)) -0 or 2(mod3) and p(G(B)) ¢ O, then e(G(B* )) + p(G(B* )) ---0 (mod 3), so P(G(B* )) = p(G(B* )) ~< u; and clearly, if e(G(B))+ p(G(B)) -1 (rood 3) and 2 ~< p(G(B)) <~ u-2, then P(G(B* )) <~ u. Therefore, we have that P(G(B*))<<.u for u~>4, so (ii) is satisfied. Since e(G(B*))<~ [u2/4J + 1 and P(G(B*))<~u, e(G(B*))+P(G(B*))<. [u2/4J +u+ 1 <.3T(u + 1) for u~>6. Now, we must show that ~(G(B*)) +P(G(B*))<~3T(u + 1) when u = 4. We consider the cases when p(G(B)) --0, 2, and 4. If p(G(B)) = 4, then e(G(B)) = 2, so e(G(B)) + p(G(B)) = 6 ~ 0 (mod 3); hence, e(G(B*)) + P(G(B*)) = 6 = 3T(5). Suppose p(G(B)) = 2: since B* is maximal, e(G(B)) ¢ 4; if e(G(B)) = 3, then e(G(B)) + p(G(B)) ---2 (mod 3), so e(G(B*)) + P(G(B*)) = 4 + 2 = 6 ---3T(5); if e(G(B)) = 2, then e(G(B))+ p(G(B)) = 1 (mod3), so e(G(B*))+P(G(B*)) = 2 + 4 = 6 = 3T(5); and if a(G(B)) = 1, then e(G(B))+ p(G(B)) -0(mod3), so ~(G(B*))+P(G(B*)) = 3 < 3T(5). Similar arguments show that if p(G(B)) = 0, then e(G(B* ))+ p(G(B* )) ~< 3 T(5). Therefore, we have e(G(B* ))+P(G(B* )) <~ 3 T(u+ 1 ) = 3T(]V
We consider two cases. This completes the definition we must prove that every edge Consider edges of the form {2u + y, 2u + z, i} C B. of/~. To show that (I2,~) is indeed an ETS(4u + 2) occurs in exactly one extended triple in/}. {x, y}, x, y<~2u. These edges were either already in extended triples in B* or they were colored in G(B*) and so were used in Type c triples. Since B* was assumed to be maximal, all loops are already in some extended triple in B*. Therefore, each edge of this form is contained in exactly one extended triple in/).
Next, consider edges of the form {x,y}, x<~2u, y>~2u + 1. Since every symbol 1,...,2u occurs exactly once in each row of U, {x, y} occurs in an extended triple of Type a or c if x is in a diagonal cell of L', and of Type e otherwise.
Finally, consider edges of the form {x, y}, x, y ~> 2u + 1. Each cell (x -2u, y -2u) in U, x ¢ y, contains 0 or l symbols. If (x -2u, y -2u) contains 0 symbols, then either {x, y} is in a Type b lollipop or in a Type d triple. If (x -2u, y -2u) contains 1 symbol, then {x,y} is in a Type e triple. If x = y and (x-2u, x-2u) is empty, then x is contained in a Type b extended triple. If (x -2u, x -2u) is filled, then exactly one symbol, say i, is joined to x by the Type a lollipop {x,x, i} (we know there is only one symbol of this type in cell (x-2u, x-2u) because of the way in which Type a lollipops are added; i.e., at most one Type a lollipop is incident with a vertex x, 2u + 1 <~x<~4u + 2).
Therefore, we see that every edge of the form {x, y}, 1 <~x, y<~4u + 2 is in exactly one extended triple in/~, and the proof is complete. ILl
We now use our results to prove the following theorem. Proof. First, suppose u E { 1,2). Clearly, any PETS(1 ) can be trivially embedded in an ETS(v) for all v >~ 6, v -2 (mod 4) (this corresponds to the existence of such ETS(v)s). Now if u = 2, then e(G(B)) = 0 or 1. If e(G(B)) --0, then by [6] we can obtain the desired result. If e (G(B) ) --1, we can assume that B = {{1, 1,1},{2,2,2}} and let B* ---BU {{1,2,3},{3,3,3}}. This forms an ETS(3) which by [6] can be embedded in the desired ETS(v)s.
Next suppose u = 3 and e(G(B)) = 1. Then we can assume, without loss of generality, that B = {{1, 1,3}, {2, 2, 3}, {3, 3, 3}}. Let B* = B U {{1,2, 4}, {4, 4, 3}}. Clearly, (V*,B*) is an ETS(4) which by [6] 
