Abstract : This paper proposes a very simple user-state recognizer for mobile applications. The proposed method copes with the limitation in available electric power by using only a single three-axis accelerometer which is equipped with almost any mobile phone. In order to keep a high accuracy in recognition with a low computational complexity, the authors employ the wavelet transform and the singular value decomposition as feature extraction, and a multi-layer perceptron as a classifier. In the experiment, the algorithm could classify user contexts into walking, running, standing still and being in a moving train with an accuracy of over 90%.
Introduction
Mobile devices including mobile phones are daily necessities in modern society. In fact, most people always have their mobile devices with them [1] . Since modern mobile devices are equipped with multiple sensors such as microphones, cameras, Global Positioning System (GPS) and accelerometers, the data from such sensors could be harnessed to provide valuable services or applications based on user's situation or context without prompting the user, which is known as context awareness [2] , [3] . For example, context aware devices could automatically turn on silent mode (no ring tone, but vibration) when the user is on a train 1 . Context aware devices may also be used for health care purposes. If mobile devices record a user's context constantly, the information would be helpful for doctors when giving a diagnosis.
Such context awareness requires sensing and inference to determine the user's context. Sufficient computational power and various sensors on a mobile phone enable it intelligent signal processing for applications [5] . In fact, electronics companies have developed mobile phones that can recognize userstates [6] , [7] . Iso et al. [6] , for example, proposed a gait analyzer with an acceleration sensor on a mobile phone. They extracted features by the wavelet packet decomposition and classified them with a self-organizing algorithm based on Bayesian theory. Their algorithm could identify gaits such as walking, running, going up/down stairs and walking fast with an accuracy of about 80% in their experiments. Cho et al. [7] estimated the user contexts with a combination of acceleration sensor and GPS. They overcame the problem of confusion between * Graduate School of Information Science, Nara Institute of Science and Technology, Nara 630-0192, Japan * * Research and Development Center, Toshiba Corporation, Kanagawa 212-8582, Japan E-mail: yuki-ma@is.naist.jp, kenta.cho@toshiba.co.jp, kazushi@is.naist.jp (Received March 7, 2014) (Revised November 18, 2014) 1 Surprisingly, mobile phone usage in Japanese public transport may cause troubles with passengers and railway companies ask passengers to switch their phones off or to silent mode [4] . standing still and being in a moving train in classifying walking, running, and the previous two contexts by using the GPS information in addition to the acceleration sensor. Although they achieved an accuracy of 90.6%, GPS sensors do not work well indoors or underground [8] . Moreover, high-load computation and using multiple sensors are energy consuming though a long standby time is another important aspect of a mobile phone. Mantyjarvi et al. [9] discriminated walking in a corridor, start/stop point, walking up and walking down with an accuracy of 83-90% by settling two acceleration sensors on a user's hip and combining the wavelet transform, principal component analysis and independent component analysis. However, it is not realistic for daily use to fix the devices when bringing the mobile devices.
In this paper, the authors propose a method for mobile devices to recognize a user's context. In order to reduce the electric-power consumption, the method uses only a single three-axis accelerometer equipped with almost every mobile device. The signal of the accelerometer is transformed by the wavelet transform [10] since its effectiveness was shown by Mantyjarvi et al. [9] after a normalization so that the signal is device-direction-free. Here, the authors employ the Haar mother wavelet for a low computational load. The high dimensionality of the wavelet coefficients is reduced using the singular value decomposition (SVD) for a high accuracy and a low computational cost [11] , [12] . The largest and the second largest singular values are used as the input of the classifier to four states: walking, running, standing still and being in a moving train. Our classifier is a multi-layer perceptron (MLP) [13] .
The rest of this paper is organized as follows. The authors introduce the components of our method, the wavelet transform and the SVD, in Section 2. Section 3 describes the details of our experiments as well as the results. In Section 4, the authors discuss the mother wavelet and an alternative of the wavelet transform. The authors conclude our study in Section 5.
Note that part of this work has been published in [14] .
Proposed Method
The method classifies the user's contexts into four states, JCMSI 0001/15/0801-0086 c 2014 SICE walking, running, standing still and being in a moving train, with a single three-axis accelerometer on a mobile device. Its flow is depicted in Fig. 1 . The three-axis accelerometer outputs time-series of the X-, Y-and Z-axis accelerations. These are preprocessed to a direction-free sequence. Then, the wavelet transform extracts its features, which the SVD reduces to a twodimensional signal at a time. Finally, the signal is classified by an MLP trained with learning data. The details are described in the following subsections.
Preprocessing for Direction-Free Signals
In this study, we assume that a user carries a mobile device steadily but unrestrictedly in the direction. This means we consider the case where a mobile phone is in a pocket or a handbag. Figure 2 shows examples of "standing still" data and "train" data. Although both Fig. 2 (a) and (b) are "standing still" data, they were measured at different device direction. Since the signal produced by the three-axis accelerometer in the device is three-dimensional time-series dependent on the direction of the device (Fig. 2 (a)(b) ), it should be preprocessed so as to be device-direction-free. We chose the magnitude of the acceleration (Fig. 3) as a device-direction-free signal calculated from the three-dimensional signal, that is,
where 
X(t), Y(t) and Z(t) are the values of X-, Y-and Z-axis

Feature Extraction
Cho et al. [7] reported that "standing still" and "in a moving train" were frequently confused due to their similar waveforms (Fig. 3 ) and statistics ( Table 1 ). Note that (a), (b), and (c) of Table 1 correspond to those of Fig. 3 .
To discriminate these states and two others, we employed the wavelet transform that is a tool for nonstationary time-series analysis [10] , [15] - [18] . The wavelet coefficient W(a, b) of a time-series f (t) with scale parameter a and translation parameter b is defined as Fig. 1 Workflow of the proposed method.
where Ψ(t) is a fixed function called the mother wavelet and * denotes the complex conjugate. We used the Haar mother wavelet [19] 
since the wavelet coefficients are calculated without multiplications, which leads to a low computational load. See Fig. 4 for examples of the wavelet transform.
Dimensionality Reduction
In general, the wavelet coefficients are high-dimensional. For example, if window length is 100 and scale parameter is 55, the number of wavelet coefficients is 5,500. High dimensionality leads to not only an electric-power consumption but also degradation of performance due to overfitting [20] . To overcome these problems, we reduce the dimensions using the singular value decomposition (SVD) [21] , [22] The SVD decompose an m × n real-valued matrix X ∈ R m×n to X = UΣV T , where U ∈ R m×m and V ∈ R n×n are orthogonal matrices and Σ ∈ R m×n is a diagonal matrix. The diagonal elements of Σ, σ 1 , . . . , σ min(m,n) are called the singular values. By Fig. 2 Examples of data. X-(light gray), Y-(dark gray), Z-(black) axis acceleration of two "standing still" data (a, b) and one "train" data (c). 
The conventional dimensionality reduction based on the SVD projects data into the subspace spanned by the k principal components for a fixed k. However, the proposed method employed the singular values themselves. That is, the feature vector of the method was (σ 1 , σ 2 , . . . , σ k ). In fact, the preliminary experiments showed that the four states were well separated in the space of (σ 1 , σ 2 ), that is, in the case of k = 2 (Fig. 5 ).
Classification
The final procedure is to classify feature vectors to one of the four states, walking, running, standing still, and being in a moving train. Since the states were well separated in the space of (σ 1 , σ 2 ), we employed the standard multi-layer perceptron (MLP) with five hidden nodes. The number of hidden nodes was selected based on the preliminary experiments. The MLP was trained using the Broyden-Fletcher-Goldfarb-Shanno quasi-Newton method [23] . 
Experiments
In order to confirm the effectiveness of the method, the authors carried out some experiments for user-state recognition.
Materials
The data for walking, running and standing still were collected from HASC2010 corpus 2 while those for being in a moving train were originally measured since the corpus did not include such data. HASC2010 corpus originally include six activities: "stay", "walk", "jog", "skip", "stair up", and "stair down". This research only used "stay", "walk", and "jog", which corresponds to "standing still", "walking", and "running", respectively. In general, signal data may vary over time or situation in real world practice. For example of moving train, signals may differ when person is standing or sitting in a train. Thus, several measurements were conducted at different situations and trains to ensure the situation coverage of data collection. Eight participants (seven in the corpus; one in our experi- ment) carried their mobile phones as they liked (Table 2) . Each participants conducted the measurement five times for each activity, which means each activity has 35 data files. In total, 140 data files were used. The dataset was divided at random into training (20%) and test (80%) sets.
Recognition Accuracy
Since the recognition accuracy and electric-power consumption increase as the sampling rate and the time-window width increase in general, the dependency of the recognition accuracy on the sampling rate and the time-window width was observed.
The recognition accuracy of each condition was described in Table 3 . We use F-measure for the evaluation. First, we calculate the Precision and Recall defined as:
where TP, FP and FN mean True Positive, False Positive and False Negative, respectively. Then, F-measure for each context was calculated defined as
F-measure in Table 3 is the mean value of four contexts. The authors' method achieved an accuracy of more than 90% if the sampling rate is more than 25 Hz and the time-window width is more than 1 second. The accuracy of the method is better than the conventional method in [7] except three conditions where the time window of the wavelet transform is less than 1 second (Fig. 6 ).
Computation Time
Since the electric-power consumption is proportional to the computational complexity, we evaluated the computation time instead. The authors performed the method and the conventional method in [7] with R [24] on a PC with Intel XEON(R) 3.20 GHz.
The results of the method and the conventional method show that the computation time of the method increases in the order of O(N) and that it is only twice as much as that of the conventional method when the sampling rate is 10 Hz (Fig. 7) . This implies that our method is available to smart devices since the conventional method has already worked on smart devices and the hardware performance of smart devices improves according to Moore's Law [25] . In fact, the Geekbench 3 scores of iPhone 4, iPhone 5 and iPhone 6 are 207, 710 and 1610, respectively [26] .
Discussion
In our experiments, the present method performed better than and had twice as much computation time as the conventional method. Since the conventional method uses the GPS [7] , it might consume more electric power than ours.
Mother Wavelet Comparison
The Haar mother wavelet was used because of its computation load. However, there are several mother wavelets such as Gaussian and Mexican hat. We compared them in terms of accuracy and computation time. Tables 4 and 5 show the accuracy for each mother wavelet and the calculation time per estimation, respectively. Although the accuracy is almost the same, the calculation time of Haar mother wavelet is less than half of the others, indicating that the Haar mother wavelet is suitable for our method.
Comparison with Short-Time Fourier Transform
An alternative of the wavelet transform is the short-time Fourier transform (STFT). They were visualized to compare as below. Figure 8 shows examples of the STFT for the same signals as Fig. 4 . The difference between "standing still" and "in a moving train" was shown in Fig. 8 as that in Fig. 4 . This is because the time duration of the STFT should be fixed over the whole time course. This means that the STFT has a low time resolution for low frequency and a high time resolution for high frequency, which is not suitable to extract the difference between the confusing states. In fact, the accuracy of STFT is 25%, which is much lower than ours.
Conclusion
This paper proposed a method for mobile devices that recognize the user's contexts. This requires only a single three-axis accelerometer and extracts features using the wavelet transform with the Haar mother wavelet. The feature space is reduced to two dimensions by the SVD, where the largest and the second largest singular values are features. The two features are classified by a multi-layer perceptron to one of the four user-states, walking, running, standing still and being in a moving train.
We investigated the dependency of its performance and computation time on the sampling rate and the time-window width by experiments with public data. Our method discriminated the user's contexts with accuracy of over 90% in most cases, which is better than the conventional method although its computation load is comparable.
