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Abstract
In the Black–Scholes world there is the important quantity of volatility which cannot be observed directly but has a major impact
on the option value. In practice, traders usually work with what is known as implied volatility which is implied by option prices
observed in the market. In this paper, we use an optimal control framework to discuss an inverse problem of determining the implied
volatility when the average option premium, namely the average value of option premium corresponding with a fixed strike price
and all possible maturities from the current time to a chosen future time, is known. The issue is converted into a terminal control
problem by Green function method. The existence and uniqueness of the minimum of the control functional are addressed by the
optimal control method, and the necessary condition which must be satisfied by the minimum is also given. The results obtained in
the paper may be useful for those who engage in risk management or volatility trading.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
An option is a contract that gives the holder the right to trade in the future at a previously agreed price. A call option
is the right to buy a particular asset for an agreed amount at a specified time in the future. A put option is the right to
sell a particular asset for an agreed amount at a specified time in the future. Options that can only be exercised on the
maturity date are called European options. Some contracts allow the holder to exercise at anytime before expiry, and
these are called American options. In this paper we focus on the European call options.
In the Black–Scholes world there is the important quantity of volatility. Volatility is a measure of the amount of
fluctuation in the asset price, i.e., a measure of the randomness. It has a major impact on the option value.
Based on the assumption of constant volatility, the Black–Scholes formula can be used to evaluate European options
simply and quickly by using the estimated or forecasted volatility constant as an input [1]. The value of the option is
monotonic in the volatility parameter. Most option traders invert the Black–Scholes formula to determine the volatility
(called the implied volatility) from the market option price. Actually, the Black–Scholes formula has been used not
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Z.-C. Deng et al. / J. Math. Anal. Appl. 340 (2008) 16–31 17so much as a pricing tool but as a means to switch back and forth between market option prices and their associated
implied volatilities.
If the model were perfectly realistic, the implied volatility would be the same for all options on the same underlying
with different strikes and maturities. Unfortunately, this is not the case. Implied volatilities vary with strikes and
maturities, which are respectively known as the smile effect and the term structure [14].
There have been various attempts to extend the Black–Scholes theory to account for volatility smile and the term
structure. One class of models introduces a none-traded source of risk such as jumps [12] or stochastic volatility [8].
Rubinstein [13], Derman and Kani [5] have independently constructed a discrete approximation to the risk-neutral
process for the underlying in the form of a bi/trinomial tree, which are extensions of the original Cox et al. [4]
binomial trees. Bouchouev and Isakov [2,10] reduce the identification of volatility to an inverse parabolic problem
with the final observation and establish uniqueness and stability results under certain assumptions. Then, they obtain
a non-linear Fredholm integral equation for unknown volatility after dropping terms of the higher orders of time to
maturity and solve the equation iteratively.
In this paper, we use an optimal control framework to solve the inverse problem of determining the implied volatil-
ity. We may accommodate implied volatility that varies with the strike price by making the volatility asset-price
dependent. We will assume that the underlying asset S follows a log-normal relation
dS
S
= (r − q)dt + σ(S)dZ, (1.1)
where Z(t) is the Brownian motion, r is the risk-free rate of interest, q is the stock dividend yield and σ is a volatility
function that may depend on the level of the asset prices. Then, the European call option premium U = U(S, t;K,T )
satisfies the following Black–Scholes equation (see [9]):
∂U
∂t
+ 1
2
σ 2(S)S2
∂2U
∂S2
+ (r − q)S ∂U
∂S
− rU = 0, (S, t) ∈ R+ × [0, T ), (1.2)
U(S,T ) = max(S −K,0) ≡ (S −K)+, (1.3)
U(0, T ) = 0, (1.4)
where T is the maturity, K is the strike.
In this paper we are interested in the inverse problem of option pricing. In other words, we would like to determine
the pair of functions U(S, t;K,T ) and σ(S) that satisfy (1.2)–(1.4) using the current market prices
U(S0,0;K,T ) = U∗(K,T ), K ∈ R+, T > 0, (1.5)
of options with different strike K and maturity T values. Here, S0 is the underlying asset price at the current time
t = 0.
The inverse problem was first considered by Dupire in [6]. He obtained a formula of the local volatility with all
possible strikes and maturities. However, the formula was ill-posed and could not be used in practice.
There are two kinds of problems for the implied volatility:
Problem P1. Let U(S, t;K,T ) be the option price which satisfies (1.2)–(1.4). Assume that when t = 0, S = S0,
U(S0,0;K,T0) = U∗(K), K ∈ R+, (1.6)
is given, where T0 > 0 and U∗(K) is a given function of K . Determine the functions U and σ with the extra condi-
tion (1.6).
A new well-posed algorithm for Problem P1 has been provided in [11]. We would like to discuss the following
problem:
Problem P2. Let U(S, t;K,T ) be the option price which satisfies (1.2)–(1.4). Assume that when t = 0, S = S0,
1
T0
T0∫
0
U(S0,0;K,T )dT = U∗(K), K ∈ R+, (1.7)
is given, where T0 > 0 and U∗(K) is a given function of K . Determine the functions U and σ with the extra condi-
tion (1.7).
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T0
∫ T0
0 U(S0,0;K,T )dT is the average option premium corresponding with a fixed strike
price and all different maturities from time t = 0 to t = T0. We would like to give a heuristic rather than rigorous
explanation for the average option premium. In practice, within the time interval [0, T0] the amount of all options
which can be traded in the market is finite. Without loss of generality, we can assume that there are n kinds of option
prices U(S0,0;K,Ti) (i = 1,2, . . . , n) which satisfy
0 < T1 < T2 < · · · < Tn = T0, T1 = Ti − Ti−1 = T = T0
n
, i = 2,3, . . . , n.
Then the average option premium is∑n
i=1 U(S0,0;K,Ti)
n
=
∑n
i=1 U(S0,0;K,Ti)T
T0
. (1.8)
However, in theoretical application, the amount of all possible maturities T ∈ (0, T0) is infinite, namely n → ∞
in (1.8). In such case the average option premium can be defined as
1
T0
lim
n→∞
n∑
i=1
U(S0,0;K,Ti)T = 1
T0
T0∫
0
U(S0,0;K,T )dT . (1.9)
Since the main purpose of the paper is theoretical analysis, we use (1.9) instead of (1.8) as the definition of the average
option premium. Formula (1.8) can be treated as an approximate formula of (1.9) in practical application.
It is well-known that control problems with terminal observations for parabolic systems exhibit qualitative struc-
tural features such as high sensitivity to variations of parameters and, above all, of the maturity T0. In Problem P1, the
information for determining the unknown function σ = σ(S) is implied in the terminal observation U(S0,0;K,T0).
Due to the high sensitivity to the variation of T0, the relation between σ(S) and U(S0,0;K,T0) is relatively weak.
However, any possible option price U(S0,0;K,T ), where 0 < T  T0, that can be observed in the market also
contains the information that implies the future change for the volatility. Compared with a single option price in Prob-
lem P1, the average price contains more information of the market. We believe that using (1.7) instead of (1.6) as
the extra condition will not only strengthen the relation between the unknown function and the terminal observation,
but also moderate the high sensitivity to the variation of T0. Furthermore, it is easy to see that the condition (1.6) is
equivalent to (1.7) when T0 is small. In a sense, Problem P2 can be regarded as an extension of Problem P1.
In this paper, we use an optimal control framework [11,16] to discuss Problem P2 from the theoretical analysis
angle (see [3,15] which also used the optimal control method, but focused more on numerical computations). The
paper is organized as follows. In Section 2, we reduce Problem P2 to an inverse parabolic Problem P3 with terminal
observations. In Section 3, we give a rigorous mathematical analysis on Problem P3. In Section 4, we transform
Problem P3 into an optimal control problem and prove the existence of the minimum for the control functional. The
necessary condition which must be satisfied by the minimum is deduced in Section 5. In the last section, we prove
that the minimum is locally unique under some assumptions. Due to the local uniqueness, one can only take T0 small
in the theoretical sense, which may diminish the utility value of the obtained result because there would be fewer
maturity dates and strike prices available. In practice, however, people may still take T0 relatively large to utilize
more information of the market, particularly in the course of recovering the implied volatility by numerical methods.
Because there is no counterexample yet that will indicate the non-uniqueness of the solution of the inverse problem.
2. Inverse problem
In this section, we use the well known property of the Green function to reduce Problem P2 to an inverse parabolic
problem with terminal observations.
Let G(S, t;K,T ) = ∂2U
∂2K
(S, t;K,T ). From (1.2)–(1.4), we get
∂G
∂t
+ 1
2
σ 2(S)S2
∂2G
∂S2
+ (r − q)S ∂G
∂S
− rG = 0, (S, t) ∈ R+ × [0, T ),
G(S, t;K,T ) = δ(K − S),
G(0, t;K,T ) = 0. (2.1)
Here δ(K − S) is the Dirac delta function concentrated at K .
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satisfies the adjoint equation (see [7]) as a function of (K,T )
∂G
∂T
= 1
2
∂2
∂K2
(
K2σ 2(K)G
)− (r − q) ∂
∂K
(KG)− rG, (T ,K) ∈ (t,+∞)× (0,+∞),
G|K=0 = 0,
G|T=t = δ(K − S). (2.2)
Notice that K = 0 implies that you can get stocks at maturity t = T without paying anything. So at time t
U |K=0 = e−r(T−t)S.
Using the definition of G(S, t;K,T ) and integrating equation (2.2) twice with respect to K , we find that U(S, t;K,T )
as a function of (K,T ) satisfies the following PDE:
UT = 12K
2σ 2(K)UKK − (r − q)KUK − qU, (T ,K) ∈ (t,+∞)× (0,+∞),
U |K=0 = e−r(T−t)S,
U |T=t = (S −K)+, (2.3)
where σ(K) is the implied volatility.
Problem P3. U(K,T ) = U(S0,0;K,T ) as a function of (K,T ) satisfies the following PDE:
UT = 12K
2σ 2(K)UKK − (r − q)KUK − qU, (T ,K) ∈ (t,+∞)× (0,+∞),
U |K=0 = e−r(T−t)S0,
U |T=0 = (S0 −K)+. (2.4)
If the average option price 1
T0
∫ T0
0 U(S0,0;K,T )dT = U∗(K) is known, how to determine the function σ = σ(K)?
We make the following changes of variables:
y = ln K
S0
, τ = T , V (y, τ ) = U(S0,0;K,τ)
S0
,
and let a(y) = 12σ 2(K). Then the function V satisfies the following inverse parabolic problem with terminal observa-
tions:
LV ≡ Vτ − a(y)(Vyy − Vy)+ (r − q)Vy + qV = 0, y ∈ R, τ ∈ (0, T ), (2.5)
V (y,0) = (1 − ey)+, y ∈ R, (2.6)
1
T
T∫
0
V (y, τ ) dτ = V ∗(y), (2.7)
where V ∗(y) = U∗(K)
S0
. (For convenience sake we have replace T0 by T .)
We shall assume that V ∗(y) satisfies the following conditions:
0 V ∗(y) 1
qT
(
1 − e−qT ), (2.8)
and
as |y| → ∞,
∣∣∣∣V ∗(y)− 1 (1 − e−qT )H(−y)
∣∣∣∣= O(e−|y|), (2.9)qT
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H(y) =
{
1, y > 0,
0, y  0
is the Heaviside function.
3. Discussion on Cauchy problem (2.5)/(2.6)
To reconstruct the unknown volatility, we solve the following optimization problem:
find a¯ ∈A, such that
J (a¯) = min
a∈A
J (a), (3.1)
where
J (a) = 1
2
∫
R
∣∣∣∣∣ 1T
T∫
0
V (y, τ ) dτ − V ∗(y)
∣∣∣∣∣
2
dy + N
2
∫
R
|∇a|2 dy, (3.2)
A= {a(y) ∣∣ 0 < α  a(y) β, ∇a ∈ L2(R)}, (3.3)
V (y, τ ) is the solution to the Cauchy problem (2.5)/(2.6) for a given a ∈ A and N is the regularization parameter.
Considering the ‘smile’ and ‘skew’ effect of the implied volatility, it is reasonable to assume that 0 < α  a(y) β ,
where α and β are two known constants.
Let W(y, τ) = ∫ τ0 V (y,η) dη. Then (3.2) is transformed into
J (a) = 1
2T 2
∫
R
∣∣W(y,T )− T V ∗(y)∣∣2 dy + N
2
∫
R
|∇a|2 dy. (3.4)
For the Cauchy problem (2.5)/(2.6), we make the following change in the function:
V = ve−qτ .
Then the function v satisfies the following parabolic problem
vτ = a(y)(vyy − vy)− (r − q)vy, y ∈ R, τ ∈ (0, T ), (3.5)
v(y,0) = (1 − ey)+, y ∈ R. (3.6)
Lemma 3.1. (See [11].) 0 v(y, τ ) 1, and as |y| → ∞, |v(y, τ )−H(−y)| = O(e−|y|).
From Lemma 3.1, one can easily deduce the following lemma.
Lemma 3.2. 0 1
T
∫ T
0 V (y, τ ) dτ 
1
qT
(1 − e−qT ) and as |y| → ∞,
∣∣∣∣∣ 1T
T∫
0
V (y, τ ) dτ − 1
qT
(
1 − e−qT )H(−y)
∣∣∣∣∣= O(e−|y|).
Lemma 3.2 leads us to assume that V ∗(y) also satisfies properties (2.8) and (2.9). Therefore, we have the following
lemma.
Lemma 3.3. Under assumptions (2.8) and (2.9) we have
∫
R
∣∣∣∣∣ 1T
T∫
0
V (y, τ ) dτ − V ∗(y)
∣∣∣∣∣
2
dy < ∞, τ ∈ [0, T ]. (3.7)
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Lemma 3.4. (See [11].) When |y| → ∞ we have
vy = O
(
e−|y|
)
, vτ , vyy = O
(
e−|y|
)
,
+∞∫
−∞
v2y dy|(y,τ )  eCτ ,
τ∫
0
+∞∫
−∞
v2yy dy dτ  eCτ . (3.8)
From Lemma 3.4 we can easily deduce the following theorem.
Theorem 3.5. When |y| → ∞ we have
Vy = O
(
e−|y|
)
, Vτ ,Vyy = O
(
e−|y|
)
,
+∞∫
−∞
V 2y dy|(y,τ )  eCτ ,
τ∫
0
+∞∫
−∞
V 2yy dy dτ  eCτ . (3.9)
From Theorem 3.5, by noticing that W(y, τ) = ∫ τ0 V (y,η) dη, one can easily deduce the following theorem.
Theorem 3.6. When |y| → ∞ we have
Wy = O
(
e−|y|
)
, Wτ ,Wyy = O
(
e−|y|
)
,
+∞∫
−∞
W 2y dy|(y,τ )  eCτ ,
τ∫
0
+∞∫
−∞
W 2yy dy dτ  eCτ . (3.10)
4. Existence
Theorem 4.1. There exists a minimizer a¯ ∈A of J (a), i.e.
J (a¯) = min
a∈A
J (a).
Proof. It can be easily obtained that 1
T
∫ T
0 V (y, τ ) dτ = V (y, τ0), τ0 ∈ [0, T ]. Let (Vn, an) be a minimizing sequence.
Since J (an) C, we deduce the following thanks to the particular structure of J :
‖∇an‖L2(R) C (C is dependent of n).
By the Sobolev imbedding theorem we obtain
‖an‖
C
1
2 (R)
 C.
Thus ∥∥Vn(y, τ )∥∥
C
1
2 ,
1
4 (Ω¯)
 C (C is dependent of n),∥∥Vn(y, τ )∥∥
C
2+ 12 ,1+ 14 (ω)
 C ∀ωΩ,
where Ω = R × [0, T ].
Therefore we can select a subsequence of an and Vn, again denoted by an and Vn, such that
an(y) → a¯(y) ∈ C 12 (R) uniformly in Cα(R)
(
0 α < 1
2
)
,
Vn(y, τ ) → V¯ (y, τ ) uniformly in Cα, α2 (Ω¯)∩C2+α,1+
α
2
loc (Ω).
One easily checks that (a¯(y), V¯ (y, τ )) satisfies (2.5)/(2.6). By the Lebegue control convergence theorem and the
weak semicontinuity of the L2 norm we obtain
J (a¯) lim inf
n→∞ J (an) = mina∈AJ (a).
Hence, J (a¯) = mina∈A J (a).
This completes the proof of Theorem 4.1. 
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Theorem 5.1. Let a be the solution of the optimal control problem (3.1). Then there exists a triple of functions
(W,φ;a) satisfying the following system:
Wτ = a(y)(Wyy −Wy)− (r − q)Wy − qW +
(
1 − ey)+, (y, τ ) ∈ R × (0, T ],
W |τ=0 = 0; (5.1)
−φτ − (aφ)yy − (aφ)y − (r − q)φy + qφ = 0, (y, τ ) ∈ R × (0, T ],
φ|τ=T = W(y,T )− T V ∗(y) (5.2)
and
1
T 2
T∫
0
∫
R
φ(Wyy −Wy)(h− a)dy dτ +N
∫
R
∇a∇(h− a)dy  0 (5.3)
for any h ∈A.
Proof. Integrating Eq. (2.5) from 0 to τ , we obtain (5.1). For any h ∈A, λ ∈ [0,1] we have
aλ ≡ (1 − λ)a + λh ∈A.
Let Wλ be the solution to Eq. (5.1) with given a = aλ. That is
Jλ ≡ J (aλ) = 12T 2
∫
R
∣∣Wλ − T V ∗(y)∣∣2 dy + N2
∫
R
|∇aλ|2 dy.
Since a is an optimal solution, we have
dJλ
dλ
∣∣∣
λ=0 =
1
T 2
∫
R
[
W(y,T ;a)− T V ∗(y)]∂Wλ
∂λ
∣∣∣
λ=0 dy +N
∫
R
∇a∇(h− a)dy  0. (5.4)
Let W˜λ ≡ ∂Wλ∂λ , direct calculations lead to the following equation:
∂
∂τ
(W˜λ) = aλ
(
∂2W˜λ
∂y2
− ∂W˜λ
∂y
)
− (r − q)∂W˜λ
∂y
− qW˜λ + (h− a)
(
∂2Wλ
∂y2
− ∂Wλ
∂y
)
,
W˜λ|τ=0 = 0. (5.5)
Let ξ = W˜λ|λ=0, then ξ satisfies
ξτ = a(y)(ξyy − ξy)− (r − q)ξy − qξ + (h− a)(Wyy −Wy),
ξ |τ=0 = 0. (5.6)
From (5.4) we have
1
T 2
∫
R
[
W(y,T )− T V ∗(y)]ξ(y,T ) dy +N ∫
R
∇a∇(h− a)dy  0. (5.7)
Let Lξ = ξτ − a(y)(ξyy − ξy)+ (r − q)ξy + qξ , suppose φ is the generalized solution of the following problem:
L∗φ ≡ −φτ − (aφ)yy − (aφ)y − (r − q)φy + qφ = 0,
φ|τ=T = W(y,T )− T V ∗(y), (5.8)
where L∗ is the adjoint operator of the operator L. From (5.6) and (5.8) we have
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T∫
0
∫
R
ξL∗φ dy dτ =
∫
R
T∫
0
−(φξ)τ dτ dy +
T∫
0
∫
R
φLξ dy dτ
= −
∫
R
[
W(y,T )− T V ∗(y)]ξ(y,T ) dy +
T∫
0
∫
R
φ(Wyy −Wy)(h− a)dy dτ. (5.9)
Combining (5.7) and (5.9), one can easily obtain that
1
T 2
T∫
0
∫
R
φ(Wyy −Wy)(h− a)dy dτ +N
∫
R
∇a∇(h− a)dy  0. (5.10)
This completes the proof of Theorem 5.1. 
6. A uniqueness result
We shall require that the solution φ to problem (5.2) satisfies
as |y| → ∞, φ, (aφ)y → 0, uniformly with respect to τ ∈ [0, T ], (6.1)
and a satisfies
∇a ∈ L∞(R). (6.2)
The optimal control problem (3.1) is nonconvex. Therefore one may not expect a unique solution. However, if
T  1, the solution can be shown to be locally unique in a modified case.
Suppose
∫
R
•dy is replaced by ∫
R
•dωy in (3.1), where dωy = ρ(y)dy (ρ(y) > 0) is a measure in R. For the
following modified optimal control problem
Jρ(a¯) = min
a∈A
Jρ(a),
Jρ(a) = 12T 2
∥∥W(•, T )− T V ∗(•)∥∥2
L2ρ(R)
+ N
2
‖∇a‖2
L2ρ(R)
(6.3)
it is easy to see that Theorem 4.1 and the necessary conditions (5.1)–(5.3) are still true, i.e. (6.3) admits at least one
optimal control a¯ ∈A and any such optimal control a¯ ∈A satisfies
1
T 2
T∫
0
∫
R
φ(Wyy −Wy)(h− a¯) dωy dτ +N
∫
R
∇a¯∇(h− a¯) dωy  0 (6.4)
for any h ∈A, where {W,φ} is a solution of the forward-backward parabolic system as follows:
Wτ = a¯(y)(Wyy −Wy)− (r − q)Wy − qW +
(
1 − ey)+, (y, τ ) ∈ R × (0, T ],
W |τ=0 = 0; (6.5)
−φτ = (a¯φ)yy + (a¯φ)y + (r − q)φy − qφ, (y, τ ) ∈ R × (0, T ],
φ|τ=T = W(y,T )− T V ∗(y). (6.6)
Lemma 6.1. If ∫∞−∞ dyρ(y) < ∞, then for any bounded continuous function f (y) ∈ C(R) we have
max
R
∣∣f (y)∣∣ ∣∣f (y0)∣∣+C
( ∞∫
−∞
|∇f |2 dωy
) 1
2
,
where y0 is a fixed point and C2 =
∫∞ dy
.−∞ ρ(y)
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∣∣f (y)∣∣ ∣∣f (y0)∣∣+
∣∣∣∣∣
y∫
y0
f
′
dy
∣∣∣∣∣
∣∣f (y0)∣∣+
∣∣∣∣∣
y∫
y0
1√
ρ
f
′√
ρ dy
∣∣∣∣∣

∣∣f (y0)∣∣+
( ∞∫
−∞
1
ρ
dy
) 1
2
( ∞∫
−∞
ρ|∇f |2 dy
) 1
2
.
This completes the proof of Lemma 6.1. 
For example, we can take ρ(y) = 1 + y2, C = √π .
Let a1(y) and a2(y) be two minimizers of the modified control problem (6.3) and {Wi,φi} (i = 1,2) be solutions
of system (6.5)/(6.6) in which a¯ = ai (i = 1,2), respectively.
Setting
W1 −W2 = W, a1φ1 − a2φ2 = Φ, a1 − a2 = A,
then W and Φ satisfy
Wτ − a1(Wyy −Wy)+ (r − q)Wy + qW = A(W2yy −W2y),
W |τ=0 = 0; (6.7)
1
a1
Φτ +Φyy +Φy + (r − q)
(
Φ
a1
)
y
− q
a1
Φ
=
(
1
a2
− 1
a1
)
(a2φ2)τ + (r − q)
[(
1
a2
− 1
a1
)
(a2φ2)
]
y
− q
(
1
a2
− 1
a1
)
(a2φ2),
Φ|τ=T = a1W(y,T )+A
(
W2(y, T )− T V ∗(y)
)
. (6.8)
Let
A¯ = max
R
|A|, φ¯ = φ
T
, Φ¯ = Φ
A¯T
,
then φ¯, Φ¯ satisfy the following equations:
−φ¯τ = (aφ¯)yy + (aφ¯)y + (r − q)φ¯y − qφ¯, (y, τ ) ∈ R × (0, T ],
φ¯|τ=T = W(y,T )
T
− V ∗(y); (6.9)
1
a1
Φ¯τ + Φ¯yy + Φ¯y + (r − q)
(
Φ¯
a1
)
y
− q
a1
Φ¯
=
(
1
a2
− 1
a1
)
1
A¯
(a2φ¯2)τ + (r − q) 1A¯
[(
1
a2
− 1
a1
)
(a2φ¯2)
]
y
− q
A¯
(
1
a2
− 1
a1
)
(a2φ¯2),
Φ¯|τ=T = a1 W(y,T )A¯T +
A
A¯
(
W2(y, T )
T
− V ∗(y)
)
. (6.10)
Lemma 6.2. For problem (6.7) we have the following estimates:
max
0τT
∫
R
W 2 dy  C(A¯)2
T∫
0
∫
R
|W2yy −W2y |2 dy dτ, (6.11)
T∫
0
∫
R
|Wyy −Wy |2 dy dτ  C(A¯)2
T∫
0
∫
R
|W2yy −W2y |2 dy dτ, (6.12)
where C is independent of T .
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From Eq. (6.7) we have for 0 < τ  T
τ∫
0
∫
R
a1(Wyy −Wy)2 dy dτ
=
τ∫
0
∫
R
Wτ (Wyy −Wy)dy dτ + (r − q)
τ∫
0
∫
R
Wy(Wyy −Wy)dy dτ
+ q
τ∫
0
∫
R
W(Wyy −Wy)dy dτ −
τ∫
0
∫
R
A(W2yy −W2y)(Wyy −Wy)dy dτ
= −
τ∫
0
∫
R
WyWyτ dy dτ −
τ∫
0
∫
R
WyWτ dy dτ − (r − q)
τ∫
0
∫
R
W 2y dy dτ
+ q
τ∫
0
∫
R
W(Wyy −Wy)dy dτ −
τ∫
0
∫
R
A(W2yy −W2y)(Wyy −Wy)dy dτ
= −1
2
∫
R
W 2y |(y,τ ) dy −
τ∫
0
∫
R
a1Wy(Wyy −Wy)dy dτ −
τ∫
0
∫
R
AWy(W2yy −W2y) dy dτ
+ q
τ∫
0
∫
R
W(Wyy −Wy)dy dτ −
τ∫
0
∫
R
A(W2yy −W2y)(Wyy −Wy)dy dτ.
This yields
1
8
τ∫
0
∫
R
a1(Wyy −Wy)2 dy dτ + 12
∫
R
W 2y |(y,τ ) dy
 4 max
R
a1(y)
τ∫
0
∫
R
W 2y dy dτ +C
τ∫
0
∫
R
W 2 dy dτ +C(A¯)2
τ∫
0
∫
R
|W2yy −W2y |2 dy dτ.
By estimate (6.11) we have
1
8
τ∫
0
∫
R
a1(Wyy −Wy)2 dy dτ + 12
∫
R
W 2y |(y,τ ) dy
 4 max
R
a1(y)
τ∫
0
∫
R
W 2y dy dτ +C(A¯)2
τ∫
0
∫
R
|W2yy −W2y |2 dy dτ.
Notice that since T  1, here C is independent of T .
From Gronwall’s inequality we have
T∫
0
∫
R
|Wyy −Wy |2 dy dτ +
∫
R
W 2y dy  C(A¯)2
T∫
0
∫
R
|W2yy −W2y |2 dy dτ.
This completes the proof of Lemma 6.2. 
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T∫
0
∫
R
|H1 −H2|2 dy dτ  C(A¯)2
T∫
0
∫
R
|H2|2 dy dτ. (6.13)
Lemma 6.3. For φ¯ we have the following estimates:
T∫
0
∫
R
|φ¯|2 dy dτ  C, (6.14)
T∫
0
∫
R
|φ¯y |2 dy dτ  C, (6.15)
T∫
0
∫
R
∣∣(aφ¯)y∣∣2 dy dτ  C, (6.16)
T∫
0
∫
R
∣∣(aφ¯)yy∣∣2 dy dτ C, (6.17)
T∫
0
∫
R
|φ¯τ |2 dy dτ  C, (6.18)
where C is independent of T .
Proof. From Eq. (6.9), by using (6.1) we have
T∫
τ
∫
R
−1
a
(aφ¯)τ (aφ¯) dy dτ =
T∫
τ
∫
R
[
(aφ¯)yy(aφ¯)+ (aφ¯)y(aφ¯)+ (r − q)φ¯y(aφ¯)− qa(φ¯)2
]
dy dτ
=
T∫
τ
∫
R
{−[(aφ¯)y]2 − (r − q)φ¯(aφ¯)y − qa(φ¯)2}dy dτ.
This yields∫
R
1
2a
(aφ¯)2|(y,τ ) dy −
∫
R
1
2a
[
a
(
W(y,T )
T
− V ∗(y)
)]2
dy
=
T∫
τ
∫
R
{−[(aφ¯)y]2 − (r − q)φ¯(aφ¯)y − qa(φ¯)2}dy dτ. (6.19)
From (3.3), (3.7), (6.19), by noticing T  1 we have
1
2β
∫
R
(aφ¯)2|(y,τ ) dy + 12
T∫
τ
∫
R
[
(aφ¯)y
]2
dy dτ  C
T∫
τ
∫
R
(aφ¯)2 dy dτ +C (6.20)
where C is independent of T .
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∫
R
(aφ¯)2 dy +
T∫
0
∫
R
[
(aφ¯)y
]2
dy dτ  C (C is independent of T ).
This completes the proof of (6.14), (6.16).
From (6.2) one can easily deduce (6.15) from (6.16).
The proof of estimate (6.17) is similar to the proof above.
Finally, the estimate (6.18) is a direct corollary of estimates (6.14)–(6.17).
This completes the proof of Lemma 6.3. 
Lemma 6.4. For Φ¯ we have the following estimate
T∫
0
∫
R
Φ¯2 dy dτ  C
T∫
0
∫
R
1
T 2
|H2|2 dy dτ +C (6.21)
where C is independent of T .
Proof. From Eq. (6.10) we have
T∫
τ
∫
R
[(
1
2a1
Φ¯2
)
τ
+ (Φ¯Φ¯y)y − Φ¯2y +
(
1
2
Φ¯2
)
y
+ (r − q)
(
Φ¯
a1
)
y
Φ¯ − q
a1
Φ¯2
]
dy dτ
=
T∫
τ
∫
R
[
1
a1
A
A¯
φ¯2τ Φ¯ + (r − q) 1A¯
(
A
φ¯2
a1
)
y
Φ¯ − q
A¯
(
A
a1
)
φ¯2Φ¯
]
dy dτ.
This yields
∫
R
1
2a1
Φ¯2
∣∣∣
(y,τ )
dy +
T∫
τ
∫
R
Φ¯2y dy dτ + q
T∫
τ
∫
R
1
a1
Φ¯2 dy dτ
= −(r − q)
T∫
τ
∫
R
Φ¯
a1
Φ¯y dy dτ −
T∫
τ
∫
R
1
a1
A
A¯
φ¯2τ Φ¯ dy dτ + (r − q)
T∫
τ
∫
R
A
A¯
Φ¯y
φ¯2
a1
dy dτ
+
T∫
τ
∫
R
q
A¯
(
A
a1
)
φ¯2Φ¯ dy dτ + 12
∫
R
1
a1
[
a1
W(y,T )
A¯T
+ A
A¯
(
W2(y, T )
T
− V ∗(y)
)]2
dy
 C
T∫
τ
∫
R
Φ¯2
a1
dy dτ + 1
4
T∫
τ
∫
R
Φ¯2y dy dτ +C
T∫
τ
∫
R
(φ¯2τ )
2 dy dτ + 1
4
T∫
τ
∫
R
Φ¯2y dy dτ
+C
T∫
τ
∫
R
(φ¯2)
2 dy dτ +C
T∫
τ
∫
R
1
T 2
|H2|2 dy dτ +C
∫
R
(
W2(y, T )
T
− V ∗(y)
)2
dy (6.22)
where we have used estimate (6.11).
From Lemma 6.3, (3.7) and (6.22) we have
∫ 1
2a1
Φ¯2
∣∣∣
(y,τ )
dy + 1
2
T∫ ∫
Φ¯2y dy dτ  C
T∫ ∫
Φ¯2
a1
dy dτ +C
T∫ ∫ 1
T 2
|H2|2 dy dτ +C. (6.23)
R τ R τ R τ R
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T∫
0
∫
R
Φ¯2 dy dτ +
T∫
0
∫
R
Φ¯2y dy dτ C
T∫
0
∫
R
1
T 2
|H2|2 dy dτ +C,
where C is independent of T .
This completes the proof of Lemma 6.4. 
Theorem 6.5. Let a1(y), a2(y) be two minimizers of the modified optimal control problem (6.3). If there exists a point
y0 such that
a1(y0) = a2(y0) and ρ(y) ρ0 > 0,
∫
R
1
ρ(y)
dy < ∞,
then for T  1 we have
a1(y) ≡ a2(y) for any y ∈ R.
Proof. By taking h = a2 when a¯ = a1 and h = a1 when a¯ = a2 in (6.4), we have
N
∫
R
∇a1∇(a2 − a1) dωy + 1
T 2
T∫
0
∫
R
φ1(W1yy −W1y)(a2 − a1) dωy dτ  0, (6.24)
N
∫
R
∇a2∇(a1 − a2) dωy + 1
T 2
T∫
0
∫
R
φ2(W2yy −W2y)(a1 − a2) dωy dτ  0, (6.25)
where {Wi,φi} (i = 1,2) are solutions of system (6.5)/(6.6) with a¯ = ai (i = 1,2), respectively.
From (6.24) and (6.25) we get
NT 2
∫
R
∣∣∇(a1 − a2)∣∣2 dωy 
T∫
0
∫
R
[
φ1H1(a2 − a1)+ φ2H2(a1 − a2)
]
dωy dτ

T∫
0
∫
R
[
(a1φ1 − a2φ2)
(
a2 − a1
a1
)
H1 + a2φ2
(
a2
a1
− 1 + a1
a2
− 1
)
H1
+ a2φ2
(
a1
a2
− 1
)
(H2 −H1)
]
dωy dτ

T∫
0
∫
R
[
−Φ
(
A
a1
)
H1 + φ2A(H2 −H1)+ φ2
a1
A2H1
]
dωy dτ. (6.26)
From the assumption of Theorem 6.5, there exists a point y0 ∈ (−∞,+∞) such that
A(y0) = a1(y0)− a2(y0) = 0.
From Lemma 6.1 we have
A¯ C
(∫
R
|∇A|2 dωy
) 1
2
. (6.27)
From (6.26), (6.27) and Hölder inequality we have
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[
A¯
T∫
0
∫
R
|Φ||H1|dωy dτ + A¯
T∫
0
∫
R
|φ2||H2 −H1|dωy dτ + A¯2
T∫
0
∫
R
|φ2||H1|dωy dτ
]
C
⎡
⎢⎣A¯
√√√√√
T∫
0
∫
R
Φ2 dy dτ ·
√√√√√
T∫
0
∫
R
H 21 ρ
2(y) dy dτ
+ A¯
√√√√√
T∫
0
∫
R
φ22 dy dτ ·
√√√√√
T∫
0
∫
R
(H2 −H1)2ρ2(y) dy dτ
+A¯2
√√√√√
T∫
0
∫
R
φ22 dy dτ ·
√√√√√
T∫
0
∫
R
H 21 ρ
2(y) dy dτ
⎤
⎥⎦ . (6.28)
From (6.28), by using (6.13) we get
1C
⎡
⎢⎣ 1
T 2A¯
√√√√√
T∫
0
∫
R
Φ2 dy dτ ·
√√√√√
T∫
0
∫
R
H 21 ρ
2(y) dy dτ
+ 1
T 2
√√√√√
T∫
0
∫
R
φ22 dy dτ ·
√√√√√
T∫
0
∫
R
(
H 22 +H 21
)
ρ2(y) dy dτ
⎤
⎥⎦ . (6.29)
From (6.29) we have
1C
[
1
T 4A¯2
T∫
0
∫
R
Φ2 dy dτ ·
T∫
0
∫
R
H 21 ρ
2(y) dy dτ
+ 1
T 4
T∫
0
∫
R
φ22 dy dτ ·
T∫
0
∫
R
(
H 22 +H 21
)
ρ2(y) dy dτ
]
. (6.30)
This yields
1C
[ T∫
0
∫
R
(Φ¯)2 dy dτ ·
T∫
0
∫
R
1
T 2
H 21 ρ
2(y) dy dτ
+
T∫
0
∫
R
(φ¯2)
2 dy dτ ·
T∫
0
∫
R
1
T 2
(
H 22 +H 21
)
ρ2(y) dy dτ
]
. (6.31)
Let H¯1 = H1T , H¯2 = H2T . From Lemmas 6.3 and 6.4 we have
1C
( T∫
0
∫
R
H¯ 22 dy dτ + 1
)
·
T∫
0
∫
R
H¯ 21 ρ
2(y) dy dτ +C
T∫
0
∫
R
(
H¯ 21 + H¯ 22
)
ρ2(y) dy dτ. (6.32)
By noticing that H¯1 = H1T = 1T
∫ τ
0 (V1yy − V1y) dτ , we get
H¯ 21 
1
T 2
( T∫
|V1yy − V1y |dτ
)2
 1
T
T∫
(V1yy − V1y)2 dτ. (6.33)0 0
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T∫
0
∫
R
H¯ 21 (y, τ )ρ
2(y) dy dτ 
T∫
0
∫
R
(V1yy − V1y)2ρ2(y) dy dτ. (6.34)
Similarly we have
T∫
0
∫
R
H¯ 22 (y, τ )ρ
2(y) dy dτ 
T∫
0
∫
R
(V2yy − V2y)2ρ2(y) dy dτ. (6.35)
From (6.34), (6.35) and (6.32) we have
1C
( T∫
0
∫
R
(V2yy − V2y)2 dy dτ + 1
)
·
T∫
0
∫
R
(V1yy − V1y)2ρ2(y) dy dτ
+C
T∫
0
∫
R
[
(V1yy − V1y)2 + (V2yy − V2y)2
]
ρ2(y) dy dτ. (6.36)
From Theorem 3.5 we have∫
R
(V1yy − V1y)2ρ2(y) dy < ∞,
∫
R
(V2yy − V2y)2ρ2(y) dy < ∞, (6.37)
where we can take ρ(y) = 1 + yk , k > 1.
Combining (6.36) and (6.37) one can easily obtain that
1CT 2 +CT,
where C is independent of T .
Choose T  1 such that
CT 2 +CT = 1
2
.
We get a contradiction.
This completes the proof of the theorem. 
Remark. Because of the nonconvexity of the optimal control problem (3.1), we cannot obtain a global unique solu-
tion. Theoretically speaking, we cannot take T too large when we need to solve problem (3.1) by numerical methods
to get the unknown implied volatility. If T is small, we would have only few maturity dates and strike prices available
in practice, which would prevent us from utilizing more information about the market. However, we have not found
any counterexample to indicate the non-uniqueness of the solution in the case when T is large. In general, the solu-
tion obtained by numerical computations is unique (see [3,15]) though the uniqueness of the solution is not proved
theoretically. Hence people may still take T relatively large in practice.
7. Conclusions
Using the optimal control framework, an inverse problem of determining the implied volatility in option pricing is
discussed in this paper. Being different from another paper (see [11]) which also considers optimal control framework,
we use a new terminal condition, namely that the average option premium is assumed to be known, to replace the old
one. The main motivation for such replacement is that, compared with a single option price, the average price contains
more information of the market that may imply how the volatility will change in the future. Undoubtedly the work
in [11] is effective. Our work in this paper can be regarded as an extension of or a complement to it.
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of the minimum for the control functional are established. Since the optimal control problem is nonconvex, we cannot
obtain the global uniqueness of the solution, but can only prove the local uniqueness of it. The proof is mathematically
very technical. We only have the necessary condition of the minimum to be used in proving the local uniqueness. After
the necessary condition is converted into an appropriate form, we find the main difficulty of the proof to be that we
need to not only deduce the L2 estimates for some variables, but also illustrate the independence of such estimates of
the maturity T . Using variable transformations we deduce some new equations and finally succeed in obtaining some
uniform estimates of T .
Based on the rigorous theoretical analysis, the results obtained in this paper are interesting and useful. As indicated
in Section 6, people who engage in risk management or volatility trading may apply the method to reconstruct the
implied volatility.
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