Abstract: This study focused mainly on the derivation of the 2 and 3-point block methods with constant coefficients for solving special second order ordinary differential equations directly based on Newton-Gregory backward interpolation formula. The performance of the new methods was compared with the conventional 1-point method using a standard set of test problems. Numerical results were presented to illustrate the effectiveness of the methods in terms of total number of steps taken, maximum error and execution time. The results suggested a significant improvement in efficiency of the r-point block method. AMS Subject Classification: 65L05.
INTRODUCTION
Special second order Ordinary Differential Equations (ODEs) arises naturally in describing mechanics and electrical systems, wave oscillations and a variety of other physical problems. Such equations can be written in the form: 
The easiest way to obtain the numerical solution of Eq. 1 is to reduce it to a system of first order ODEs twice the dimension. However some computational advantage can be gained if we can use methods specially designed to solve Eq. 1 directly, such methods can be seen in Dahlquist [1] , Van Der Houwen [9] and Sommeijer [8] and El-Mikkawy and Rahmo [2] . These methods compute the numerical solution at one point at a time.
In this study we developed methods that can compute the numerical solution at more than one point at a time; such method is called block method. This method can be seen in Omar [6] whereby he developed multiblock methods based on the divided difference interpolation for the solution of general second order equation ( ) y f x, y, y ′′ ′ = . Lee [4] proposed block methods based on backward difference interpolation for first order ODEs ( ) y f x, y ′ = and Majid [5] developed the method based on Lagrange interpolation polynomial for general higher order ODEs In this study, we are going to derive the block method for solving special second order ODEs directly based on Newton-Gregory backward interpolation formula.
MATERIALS AND METHODS

Derivation of explicit r-point block method:
In rpoint block method, the interval is divided into series of blocks with each block containing r points; r new values are obtained concurrently at each iteration of algorithm. Let Integrating Eq. 1 twice, we obtain the formula: x ih x f x, y x dx
In order to eliminate the first derivative of y(x), write the formula (2) with h replaced by -h and add the two expressions: 
where, . Therefore:
y x dx dx f x, y dx dx
Using the same approach as in the previous section, we obtain: 
and with (8) and (9), (7) is now used in the form:
( ) With the integration coefficients and NewtonGregory backward difference formula, we derive the implicit block methods of order four. 
Implicit 2-Point block method:
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Test problems:
To illustrate the effectiveness of the method, the existing 1-point method which was also based on Newton interpolation [3] , the 2-point and 3-point block methods with order k = 4 are used to solve the following problems numerically. [7] .
It is the "almost periodic" problem with the theoretical solution represents motion on a perturbed circular orbit in the complex plane. Table 1 -12 show the performance comparison of new methods and the existing method in terms of the total number of steps taken, maximum error and execution time. The performance of the new code is also compared to code by Omar [6] as well. The new code is used to solve the special second order ODEs ( ) y f x, y ′′ = directly whereas the code by Omar [6] is for the general second order ODEs = Explicit 1-point method in Omar [6] E2PBO = Explicit 2-point block method in Omar [6] E3PBO = Explicit 3-point block method in Omar [6] I1PO = Implicit 1-point method in Omar [6] I2PBO = Implicit 2-point block method in Omar [6] I3PBO = Implicit 3-point block method in Omar [6] 
RESULTS AND DISCUSSION
CONCLUSION
The block and non-block methods based on Newton-Gregory backward interpolation formula are compared in terms of three parameters namely the total number of steps, the accuracy and the execution time. As the step size decreases, 2-point block and 3-point block methods reduce the total number of steps taken to almost one half and one third compared to 1-point method. These results are expected since the r-point block methods calculate the values of y at r point simultaneously compared to non-block methods.
The maximum error for explicit 3-point block method is slightly smaller compared to explicit 2-point block method which in turn smaller compared to explicit 1-point method for various values of h. In general, the implicit methods are more accurate than the explicit counterparts. The implicit block methods have better accuracy than the implicit non-block methods.
Both the explicit and implicit block methods seem to be superior to the non-block counterparts in term of the execution time taken to obtain the solution. The implicit methods require more time to generate the solution since it involved extra computations. As the step size becomes finer, the advantage of using block methods is more obvious. Table 7 -12 show the advantage of using the new codes over codes by Omar [6] in term of accuracy. The increase in the accuracy is more obvious as the step size decreases. Thus, it can be concluded that the performance of both the explicit and implicit block methods based on Newton-Gregory backward interpolation formula is better in terms of the total number of steps taken, accuracy and execution time compared to the non-block methods and is more accurate compared to the existing block methods.
