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It is well known that there exist two fundamental limitations in the linear discriminant
analysis (LDA). One is that it cannot be applied when the within-class scatter matrix is
singular, which is caused by the undersampled problem. The other is that it lacks the
capability to capture the nonlinearly clustered structure of the data due to its linear
nature. In this paper, a new kernel-based nonlinear discriminant analysis algorithm
using minimum squared errors criterion (KDA-MSE) is proposed to solve these two
problems. After mapping the original data into a higher-dimensional feature space using
kernel function, the MSE criterion is used as the discriminant rule and the
corresponding dimension reducing transformation is derived. Since the MSE solution
does not require the scatter matrices to be nonsingular, the proposed KDA-MSE
algorithm is applicable to the undersampled problem. Moreover, the new KDA-MSE
algorithm can be applied to multiclass problem, whereas the existing MSE-based kernel
discriminant methods are limited to handle twoclass data only. Extensive experiments,
including object recognition and face recognition on three benchmark databases, are
performed and the results demonstrate that our algorithm is competitive in comparison
with other kernel-based discriminant techniques in terms of recognition accuracy.
& 2009 Elsevier B.V. All rights reserved.1. Introduction
Linear discriminant analysis (LDA) is a typical method
for feature extraction and dimensionality reduction. LDA
finds a linear transformation which maximizes the
between-class scatter and minimizes the within-class
scatter to achieve the maximum class separability. The
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(W.-J. Zeng).the generalized eigenvalue decomposition (GEVD) of the
within-class scatter matrix and the between-class scatter
matrix [1,2]. LDA has been successfully applied in a variety
of pattern classification and machine learning fields, such
as face recognition, text categorization, and DNA analysis,
etc. However, there exist two main drawbacks of the
conventional LDA. The first shortcoming is that the
conventional LDA requires within-class scatter matrix
must be nonsingular and the second one is that as a linear
method, LDA lacks the capability to capture the non-
linearly clustered structure of the data.
All of the scatter matrices are singular is a common
case since in many practical applications, the number of
samples is smaller than the data dimension. In such case,
the total-scatter matrix is singular and the conventional
LDA is no longer applicable, which is referred to as the
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overcome the limitation of conventional LDA, a variety of
techniques have been proposed, e.g., PCA+LDA [3],
regularized LDA [4], penalized LDA [5], null space-based
LDA [6], direct LDA [7], LDA/GSVD [8], MMC [9], ULDA and
OLDA [10,11]. In [11], a detailed review of LDA for
undersampled problem is given.
An interesting and promising strategy to solve the
undersampled problem is casting the LDA problem as a
minimum squared errors (MSE) problem by considering
the class label as the output. It is well known that for
twoclass problem, LDA is equivalent to the MSE solution
with a specific class label as the output [2]. Recently, the
relationship between LDA and the MSE solution for
multiclass and undersampled problems has been devel-
oped [12,13]. By exploiting such relationship, LDA can be
performed through the MSE procedure without carrying
out GEVD of the scatter matrices. Since there is no
requirement on the nonsingularity of the scatter matrices
for the MSE problem, naturally, the undersampled
problem can be solved.
In many applications, the distribution of the data is
complex and highly nonlinear. In such case, the perfor-
mance of LDA degrades since it cannot capture the
nonlinearly clustered structure of the data. In order to
make LDA effective to nonlinearly distributed data, we
need to conduct the nonlinear extension of LDA by kernel
trick. The kernel methods are originally introduced in
support vector machines (SVMs) [14]. The key idea of
kernel methods is to map the original data to a higher-
dimensional feature space where the inner products can
be computed by a kernel function without knowing the
nonlinear mapping function explicitly [14,15]. The pio-
neering kernel-based feature extractor is the kernel
principal components analysis (KPCA) [16], which is a
nonlinear extension of the well known PCA. Like PCA, the
transformation (projection) of KPCA aims to preserve the
maximum energy in the reduced space and it does not
consider to keep or enhance the between-classes dis-
criminant power. The kernel Fisher discriminant (KFD)
[17,18] first extends LDA to nonlinear case by kernel
function, however, KFD can only handle twoclass data. The
generalized discriminant analysis (GDA) [19] is applicable
to multiclass problem. Nevertheless, the theoretical
development of GDA assumes that the kernel matrix of
the centered data must be nonsingular. Such an assump-
tion is violated since centering in feature space makes the
kernel matrix singular, which results in performance
degrading [20]. Moreover, GDA requires to perform
eigenvalue decompositions twice so its computational
burden is heavy.
Note that the dimension of the feature space is often
much higher than that of the original data space; there-
fore the undersampled problem becomes more severe. To
address the undersampled problem, several kernel dis-
criminant analysis (KDA) approaches have been proposed
by generalizing the corresponding LDA techniques which
can be applied to undersampled situations. By extending
the idea of PCA+LDA, KPCA plus LDA is proposed in [22]
and it is a two-phase method. In conjunction with the
direct LDA and the kernel method, the kernel directdiscriminant analysis (KDDA) algorithm is developed [21].
KDDA can be considered as a one-stage method since
there is no separate PCA step. The kernel maximum
margin criterion (KMMC) [9] and kernel scatter-differ-
ence-based discriminant analysis (KSDA) [23] are
based on the difference of between-class scatter
matrix minus the weighted within-class scatter matrix.
However, the optimal weight of the within-class scatter
matrix is difficult to determine. The kernel uncorrelated
discriminant analysis (KUDA) [24] and kernel orthogonal
discriminant analysis (KODA) [24] are nonlinear exten-
sions of ULDA and OLDA, respectively, and the two
methods perform well in nonlinear and undersampled
case. But KUDA requires to carry out the singular value
decompositions (SVD) twice and KODA three times,
which results in expensive computation. Based on gen-
eralization singular value decomposition (GSVD) [25] and
kernel trick, the LDA/GSVD is extended to the kernel
version: KDA/GSVD in [20]. It is an effective approach for
dealing with undersampled and nonlinear problems. The
main shortcoming of KDA/GSVD is the high computation
cost of GSVD.
In this paper, motivated by the success of the kernel
method in dealing with nonlinearly distributed data and
the applicability of the MSE solution for undersampled
problem, a new kernel-based nonlinear discriminant
analysis algorithm using MSE criterion (KDA-MSE) for
multiclass problem is first presented. In KDA-MSE, we first
map the original data into a higher-dimensional feature
space using kernel function. Then in the feature space, the
MSE criterion is used as the discriminant rule and the
corresponding dimension reducing transformation is
derived. The MSE-based kernel discriminant analysis
methods have been discussed in [26–28]. Nevertheless,
they are only applicable to twoclass problem. In addition,
the methods in [26–28] use regularization to handle the
undesampled problem, which brings a troublesome
problem that how to choose the optimal regularization
parameter. Being different from the approaches in
[26–28], the proposed KDA-MSE algorithm can be applied
to multiclass problem and no additional regularization is
required.
The remainder of this paper is organized as follows. In
Section 2, the conventional LDA is reviewed, and LDA by
MSE formulation is introduced. In Section 3, we present
the new kernel discriminant analysis algorithm based on
MSE criterion, KDA-MSE. Extensive experiments, includ-
ing object recognition and face recognition, are conducted
to compare the performances of KDA-MSE with other
kernel-based discriminant analysis algorithms as well as
LDA-MSE in Section 4. Finally, this paper is concluded
in Section 5.2. LDA by MSE formulation
In this section, we first review the conventional LDA
and point out its limitations. Then we introduce how
to formulate LDA as an MSE problem by multivariate
linear regression model in multiclass and undersampled
cases.
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Consider a dataset containing n samples which belongs
to c classes
X ¼ ½x1;x2; . . . ;xn, (1)
where xi 2 R
m is an m-dimensional vector. Denote yi 2
f1;2; . . . ; cg the class label of the i-th sample. Without loss
of generality, partition X into c classes as
X ¼ ½Xð1Þ;Xð2Þ; . . . ;XðcÞ, (2)
where XðiÞ 2 Rmni , ni is the number of samples of the i-th
class, and naturally
Pc
i¼1 ni ¼ n. Let x
ðiÞ
k represent the k-th
sample of the i-th class to emphasize the class index.
Therefore XðiÞ can be written as
XðiÞ ¼ ½xðiÞ1 ;x
ðiÞ




The between-class scatter matrix Sb, within-class scatter






























k is the centroid of the i-th class,
m ¼ ð1=nÞ
Pn
i¼1 xi is the global centroid, and superscript T
denotes transpose. It is clear that St ¼ Sb þ Sw. The three
scatter matrices can be expressed as
Sb ¼ HbH
T
b ; Sw ¼ HwH
T
































p ðXmeT Þ (10)
and ei is an ni  1 vector and e is an n 1 vector with all
elements being ones.
By maximizing the between-class scatter and mini-
mizing the within-class scatter, the optimal linear trans-






where trðÞ denotes the trace of a matrix. It is well known
that the optimization problem in (11) is equivalent to
solving the generalized eigenvalue problem Sbw ¼ lStw
and the columns of WLDA are given by the generalized
eigenvectors corresponding to the c  1 largest nonzero
eigenvalues. When St is nonsingular, one can calculate
WLDA by applying eigenvalue decomposition on matrix
S1t Sb. We refer to this method as conventional LDA. In
twoclass problem (i.e., c ¼ 2), the conventional LDA isreferred to as Fisher discriminant analysis (FDA) since
Fisher firstly proposed the idea of LDA for binary class
classification [29]. Note that the reduced dimension of
conventional LDA is at most c  1 since rankðSbÞ  c  1.
When the number of samples is smaller than the data
dimension, the total-scatter matrix St is singular and the
conventional LDA is no longer applicable. In order to solve
the small sample size problem, LDA using MSE formula-
tion is adopted.
2.2. LDA using MSE criterion
The MSE solution finds a linear discriminant function
that minimizes the squared errors. It has been shown that
in twoclass problem, FDA is equivalent to the MSE
solution with a specific class label as the output [2]. In
multiclass cases, a linear discriminant function for each
class i is
f iðxÞ ¼ bi þw
T
i x; i ¼ 1; . . . ; c, (12)
where wi is the weight vector and bi is the bias of the
linear model. For a given sample xj ð1  j  nÞ, the output
of the linear discriminant function is specified as
bi þw
T
i xj ¼ gji. (13)
Clearly, the specified output gji should be related to the
class label for classification purpose. Different choices of
the specified output will lead to different discriminant






gji ¼ 0; i ¼ 1; . . . ; c. (14)
The centered sample data are denoted as
X̃ ¼ ½x̃1; x̃2; . . . ; x̃n, (15)
where
x̃j ¼ xj m. (16)
When both the samples and specified outputs are
centered, the bias bi becomes zero. It follows that
wTi x̃j ¼ gji. (17)
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where k  k2F is the Frobenius norm. By denoting
W ¼ ½w1; . . . ;wc; G ¼









the cost function in Eq. (18) can be written as
JðWÞ ¼ kX̃
T






Wþ GT GÞ. (20)
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where superscript y denotes Moore–Penrose pseudoin-
verse.
Since matrix G is composed of the specified outputs,
which are related to the class labels, we refer to G as class
indicator matrix. There exist several methods for setting
the specified outputs according to the class labels. An
interesting choice of setting gji given by [13] is





















X̃G ¼ nHb. (24)





When the sample size is large enough, St is nonsingular
and Syt equals S
1
t . When there appears the undersampled
problem, St is singular and the Moore–Penrose pseudoin-
verse should be adopted. Using the pseudoinverse-based
MSE solution, the small sample size problem is success-
fully circumvented.
In [12,13], the relationships between LDA and the MSE
solution are analyzed in multiclass cases. It is revealed
that the MSE solution is related to the dimension reducing
matrix of LDA. Therefore we can use the m c matrix
WMSE to perform dimensionality reduction instead of the
generalized eigenvalue decomposition required by LDA.
The matrix WMSE is referred to as LDA-MSE transformation
and for any data point z, implementing LDA-MSE
transformation leads to a c-dimensional representation






3. Kernel discriminant analysis by MSE criterion
As mentioned above, it is difficult for linear discrimi-
nant methods to describe the complex and nonlinear
distribution of the data. Therefore the nonlinear extension
of LDA-MSE by exploiting kernel function is required. In
this section, the kernel discriminant analysis algorithm
using MSE criterion for multiclass data is first derived.
3.1. Kernel functions and kernel matrix
Assume that a nonlinear mapping function FðÞ
maps the input space to a higher-dimensionalfeature space:
x 2 Rm ! FðxÞ 2 RM . (27)
Note that the dimension of feature space is often much
larger than that of the original data space, i.e., Mbm.
Moreover, M can even be infinity. Therefore the under-
sampled problem becomes more severe after non-
linear mapping. The dataset in the feature space can be
written as
FðXÞ ¼ ½Fðx1Þ;Fðx2Þ; . . . ;FðxnÞ, (28)
FðXðiÞÞ ¼ ½FðxðiÞ1 Þ;Fðx
ðiÞ
2 Þ; . . . ;Fðx
ðiÞ
ni
Þ; i ¼ 1;2; . . . ; c. (29)
Since for any kernel function k satisfying Mercer’s
condition [14], there exists a mapping F such that
kðx1;x2Þ ¼ hFðx1Þ;Fðx2Þi ¼ FT ðx1ÞFðx2Þ, (30)
where h; i denotes the inner product. One can achieve the
nonlinear mapping by computing inner products in
feature space by means of kernel functions in input space.
Therefore it is not necessary to carry out the nonlinear
mapping explicitly. The two most widely used kernel
functions are Gaussian kernel and polynomial kernel.







where s is the kernel parameter to be adjusted.
Given the dataset X containing n samples, the n n
kernel matrix K is defined as
K ¼ FT ðXÞFðXÞ. (32)
Clearly, the ði; jÞ-th entry of K is
½Kij ¼ kðxi;xjÞ; 1  i; j  n. (33)
For convenience of the following derivation, we need to
center the data in the high-dimensional feature space. The
data points
F̃ðxiÞ ¼ FðxiÞ mF (34)
are centered. Here mF ¼ ð1=nÞ
Pn
i¼1 FðxiÞ is the
global centroid in the feature space. Throughout the
paper, F̃ denotes the centering operation after nonlinear
mapping. The centered dataset in feature space can be
represented as
F̃ðXÞ ¼ ½F̃ðx1Þ; F̃ðx2Þ; . . . ; F̃ðxnÞ, (35)
F̃ðXðiÞÞ ¼ ½F̃ðxðiÞ1 Þ; F̃ðx
ðiÞ
2 Þ; . . . ; F̃ðx
ðiÞ
ni
Þ; i ¼ 1;2; . . . ; c. (36)





It has been shown that the centered kernel matrix can be
calculated by (see [16])
K̃ ¼ K 1nnK K1nn þ 1nnK1nn, (38)
where all the elements of n n matrix 1nn are equal to
1=n. Generally speaking, the ranks of matrices K and K̃ are
rankðKÞ ¼ n; rankðK̃Þ ¼ n 1. (39)
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centered kernel matrix K̃ singular. In the theoretical
development of GDA, it assumes that K̃ must be
nonsingular [19]. Nonetheless, such assumption does not
hold, which results in the performance degradation
of GDA.
3.2. KDA-MSE algorithm
According to Eq. (25), by applying LDA-MSE in the
high-dimensional feature space, one can obtain the
transformation of kernel discriminant analysis based on
minimum squared errors:
WF ¼ ðSFt Þ
yHFb , (40)
where SFt is the total-scatter matrix of the data in high-










































1 Þ is the centroid of the i-th
class in the feature space. However, it is difficult to
calculate the KDA-MSE transformation matrix WF directly
according to Eq. (40) since the nonlinear mapping is
usually unknown. Even if the nonlinear mapping is
explicitly given, it is unpractical to calculate SFt and H
F
b
directly because of the very high dimensionality in the
feature space (it is also referred to as curse of dimension-
ality). To circumvent the curse of dimensionality, we
develop an effective algorithm to implement KDA-MSE
based on kernel tricks in the following.
Since the rank of symmetric positive semidefinite
matrix SFt is r ¼ rankðS
F
t Þ ¼ n 1, the number of nonzero
eigenvalues of SFt is r and the other eigenvalues equal
zeros. The eigenvalue decomposition of SFt can be
expressed as












2 ; . . . ; l
F
r Þ (45)
is a diagonal matrix containing the r nonzero eigenvalues
in descending order and
Us ¼ ½u1;u2; . . . ;ur (46)
contains the r corresponding orthonormal eigenvectors,
i.e.,
SFt ui ¼ l
F
i ui; i ¼ 1; . . . ; r. (47)
The columns of Un are the orthonormal eigenvectors that
correspond to the zero eigenvalues.Since Us is orthonormal, the Moore–Penrose pseudoin-
















For any input data point z, our final purpose is to calculate
the projection onto the range space of the dimension










As mentioned above, directly solving the eigenvalue
problem SFt ui ¼ l
F
i ui is not possible due to the curse of
dimensionality. Note that the eigenvectors corresponding
the nonzero eigenvalues must lie in the space spanned by
F̃ðx1Þ; . . . ; F̃ðxnÞ. Hence there exists a set of coefficients
bi ¼ ½bi1; . . . ;bin




bikF̃ðxkÞ ¼ F̃ðXÞbi; i ¼ 1; . . . ; r. (51)
Define a matrix
B ¼ ½b1;b2; . . . ;br (52)
then Us can be written as
Us ¼ F̃ðXÞB. (53)
By substituting SFt ¼ ð1=nÞF̃ðXÞF̃
T
ðXÞ and ui ¼ F̃ðXÞbi into




















By noting that K̃ ¼ F̃
T





i K̃bi; i ¼ 1; . . . ; r. (56)
Finding the eigenvectors associated with nonzero eigen-




i bi; i ¼ 1; . . . ; r (57)
for nonzero eigenvalues. The nonzero eigenvalues of K̃ and









2 ; . . . ; l
K
r Þ, (59)
whose diagonal entries are the eigenvalues of K̃. Clearly,
we have
RK ¼ nRs. (60)
Note that there exits a constraint to the norm of the
coefficient vectors bi since it is required that the
corresponding vectors ui should be normalized in
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2 ¼ 1, which leads to
kuik















q ; i ¼ 1; . . . ; r, (62)
which means that the columns of B are only orthogonal
but not orthonormal.








Since B and RK can be obtained from the eigenvectors and
eigenvalues of the centered kernel matrix K̃, the remain-




ðXÞF̃ðzÞ by using kernel functions only. It can be proved
that (see Appendix A)
nðHFb Þ
TF̃ðXÞ ¼ EK̃, (64)





















where eTi ¼ ½1; . . . ;1 is a 1 ni row vector. The derivation
of Eqs. (64) and (65) can be found in Appendix A.




can be calculated as
k̃z ¼ kz  1nnkz  K1n1 þ 1nnK1n1 (67)
where all the elements of n n matrix 1nn and n 1
vector 1n1 are equal to 1=n, and the n 1 vector kz is
given by
kz ¼ ½kðx1; zÞ;kðx2; zÞ; . . . ;kðxn; zÞT . (68)
The proof procedure of (67) is given by Appendix B. By
substituting (64) and (66) into (63), we obtain the low-






Note that the columns of B are only orthogonal but not
orthonormal; therefore BR1K B
TaK̃
y
. It is expected that
the low-dimensional representation zKDA has enhanced
discriminatory power. Different from other kernel dis-
criminant analysis methods, the reduced dimension of
KDA-MSE is c other than c  1.
3.3. Summarization of KDA-MSE
The detailed steps for implementing the KDA-MSE
algorithm are summarized as follows.KDA-MSE algorithm: Input: Training dataset X and the class labels, input
data point z.
 Output: The low-dimensional representation zKDA.
 Algorithm:
(1) Calculate kernel matrix K using (33).
(2) Calculate centered kernel matrix K̃ by (38).
(3) Compute r nonzero eigenvalues flKi g
r
i¼1 and the
corresponding eigenvectors bi of K̃.
(4) Scale each eigenvector bi using (62).
(5) Construct B, RK and E using (52), (59) and (65),
respectively.
(6) Use (67) and (68) to compute k̃z.
(7) Obtain the low-dimensional representation zKDA
according to (69).The leading computation cost of the KDA-MSE algorithm
is calculating the r nonzero eigenvalues and the corre-
sponding eigenvectors of the n n kernel matrix K̃ with
computational complexity being Oðn2rÞ. Note that our
KDA-MSE algorithm only needs to carry out the eigenva-
lue decomposition (EVD) once, whereas the GDA, KDDA
and KUDA algorithms need to perform the EVD operations
twice. Moreover, KODA needs to calculate EVD three times.
Therefore the calculation amount of KDA-MSE is only half
about of those of GDA, KDDA and KUDA, and only one-
third of that of KODA.
4. Experimental results
In this section, extensive experiments are carried out to
demonstrate that the proposed KDA-MSE is an effective
nonlinear dimensionality reduction method.
4.1. Object recognition: comparing KDA-MSE with LDA-MSE
In the first experiment, we show that the nonlinear
KDA-MSE is easier to capture the nonlinearly cluster
structure and achieve better performance than LDA-MSE
when the distribution of data is nonlinear and complex.
We choose the COIL-20 database to demonstrate this
advantage of our nonlinear kernel method.
The COIL-20 database [30] consisting of 1440 gray-
scale images of 20 objects is used in the first experiment.
The objects were placed on a motorized turntable against
a black background. The turntable was rotated through
360 to vary object pose with respect to a fixed camera.
Images of the objects were taken at pose intervals of 5.
This corresponds to 72 images per object. The images are
downsampled to 32 32 for computation efficiency. Fig. 1
shows some images of three different objects.
In the experiment, the training set and testing set are
obtained by randomly splitting the dataset. For each
object, a random subset with p images is taken with labels
to form the training set, and the rest of the database is
considered to be the testing set. The values of p range from
2 to 20, i.e., 2  p  20.
For each value of p, 50 independent runs are performed
to obtain the average recognition accuracy. In each run,
the Gaussian kernel function is adopted and the kernel
ARTICLE IN PRESS






















Fig. 2. Average recognition accuracies on COIL-20 database.
Fig. 1. Some sample images from the COIL-20 database.
W.-J. Zeng et al. / Signal Processing 90 (2010) 2333–2343 2339parameter s is equal to the average of pairwise Euclidean







kxi  xjk. (70)
After dimension reducing, the nearest-neighbor (NN)
classifier with Euclidean metric is adopted in the reduced
dimensional space.
Fig. 2 illustrates the average recognition accuracies of
KDA-MSE and LDA-MSE on COIL-20 database. Clearly, the
average accuracy by using KDA-MSE is much higher than
LDA-MSE. The images of the COIL-20 objects are collected
under various viewpoints, and such multiview property
results in a highly nonlinear and complex distribution of
the data. As a linear method, LDA-MSE is not capable to
describe the structure of nonlinearly separable datasets
and fails to deliver good performance. However, KDA-MSE
can solve this inherent nonlinear problem and achieve
much higher classification accuracy.
4.2. Face recognition: comparing KDA-MSE with other
kernel methods
We compare the performance of KDA-MSE with several
kernel discriminant methods: KPCA [16], GDA [19], KUDAand KODA [24] for face recognition applications. Three
benchmark face database: ORL face database [31], Yale
face database [32] and UMIST face database [33] are used
to perform the face recognition experiments.
The ORL face database consists of 10 different images
of each of 40 distinct subjects for a total of 400 images. For
some subjects, the images are taken at different times,
varying the lighting, facial expressions (open/closed eyes,
smiling/not smiling) and facial details (glasses/no glasses).
All the images are taken against a dark homogeneous
background with the subjects in an upright, frontal
position (with tolerance for some side movement). The
resolution of the original images is 112 92 with
256 gray levels. We downsample the original images to
32 32 for computation efficiency. Fig. 3 displays 10
images of one subject.
The Yale face database contains 165 grayscale images
of 15 individuals. There are 11 images per subject, one per
different facial expression (normal, happy, sad, sleepy,
surprised, and wink), lighting condition (left-light, center-
light, right-light), and with/without glasses. The images
are downsampled to 32 32 again for computation
efficiency. Fig. 4 shows 10 images of one individual.
The UMIST face database consists of 564 images of 20
individuals covering a range of poses from profile to
frontal views. The number of images of each subject vary
from 19 to 36 and each image has 256 gray levels and of
size 92 112, which is downsampled to 23 28 in our
experiment. The 10 images of one subject are shown
in Fig. 5.
In the face recognition experiments, for each indivi-
dual, a random subset of p images is used for training, and
the rest are used for testing. We set 2  p  9 for the ORL
database, 2  p  10 for the Yale database, and 2  p  12
for the UMIST database, respectively.
For each value of p, 50 independent trials are
performed to obtain the average recognition accuracy. In
each trial, the Gaussian kernel function is adopted and the
kernel parameter s is selected according to Eq. (70). KPCA
uses the eigenvectors associated with the largest eigen-
values that preserve 95% of the variance. After dimension
reducing, we still adopt the NN classifier in the reduced
dimensional space.
Figs. 6, 7 and 8 illustrate the average recognition
accuracies on ORL database, Yale database and UMIST
ARTICLE IN PRESS
Fig. 3. Samples from the ORL face database.
Fig. 4. Samples from the Yale face database.
Fig. 5. Samples from the UMIST face database.
W.-J. Zeng et al. / Signal Processing 90 (2010) 2333–23432340database, respectively. Clearly, KDA-MSE is superior to
KPCA, GDA and KUDA, no matter which dataset is
used or no matter whether the number of training
samples is large or small. The proposed KDA-MSE
is better than KODA for ORL face database. But
KODA outperforms KDA-MSE a bit for Yale and UMISTface database. Generally, it can be concluded that
KODA and KDA-MSE deliver the similar performance
in terms of recognition accuracy. However, since
KODA needs to implement the SVD three times, its
calculation amount is approximately triple of that of
KDA-MSE.
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Fig. 6. Average recognition accuracies on ORL face database.




























Fig. 7. Average recognition accuracies on Yale face database.


























Fig. 8. Average recognition accuracies on UMIST face database.
Table 1
Description of two UCI datasets.
Dataset Isolet Mfeature
No. of class 26 10
Dimension 617 649
No. of sample 7797 2000
Table 2







W.-J. Zeng et al. / Signal Processing 90 (2010) 2333–2343 2341When the number of training samples is large, all of
these kernel discriminant methods exhibit good perfor-
mance. However, when the number of training samples is
relatively small, the average accuracies of KDA-MSE and
KODA are much higher than that of GDA, which implies
that KDA-MSE and KODA are more effective for small
sample size problem.
The average accuracy obtained by KPCA is the lowest in
the classification experiments of ORL and Yale database.
The reason is that the principal component vectors only
aims to preserve the maximum energy in the reduced
space rather than to keep or enhance the between-classes
discriminatory power.4.3. UCI datasets
For the third experiment, we select two high-
dimensional datasets from the UCI machine learning
repository [34]. The detailed information of two
selected datasets, i.e., Isolet and Mfeature is shown in
Table 1.
Note that the number of samples of each class is
smaller than the dimension; therefore it belongs to the
undersampled problem for both of the two UCI datasets.
The data are randomly splitted into equally sized training
and test sets. We perform 50 independent runs to obtain
the average recognition accuracy. Table 2 shows the
recognition accuracies of the five kernel methods. It can
be seen that the KDA-MSE algorithm has better perfor-
mance than KPCA, GDA and KUDA, and is very competitive
in comparison with KODA.
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W.-J. Zeng et al. / Signal Processing 90 (2010) 2333–234323425. Conclusion
A new nonlinear dimensionality reduction algorithm,
named KDA-MSE, is presented for enhancing discrimina-
tory power. By exploiting the success of the kernel method
in handling nonlinearly distributed data and the advan-
tage of the MSE solution in dealing with undersampled
problem, KDA-MSE overcomes two fundamental limita-
tions of the conventional LDA. In addition to the applic-
ability for small sample size data and nonlinearly
separable data, there are three appealing properties of
the proposed KDA-MSE. First it is suitable for multiclass
situations. Second there is no additional regularization
procedure and the regularization parameter adjustment
can be avoided compared with other twoclass MSE-based
kernel discriminant algorithms. Thirdly KDA-MSE saves
about half calculation amount compared with GDA, KDDA
and KUDA. Experimental results indicate that KDA-MSE
achieves superior performance in terms of classification
accuracy.
Despite these advantages, there still remain some
problems to be solved. One problem is how to adjust the
kernel parameters optimally, which is a hard and
challenging task in kernel-based learning machines.
Besides, since the size of kernel matrix is in proportion
to the number of samples, the proposed KDA-MSE
algorithm could be slow when the dataset is large. Both
of the two problems not only exist in our algorithm, but
also exist in the most kernel-based discriminant methods.Acknowledgments
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Appendix A. Computation of nðHFb Þ
T F̃ðXÞ
In this appendix, we derive Eqs. (64) and (65). First, let
us introduce some submatrices for the convenience of
derivation. The centered kernel matrix K̃ can be parti-














where ni  n submatrix K̃
ðiÞ
is the kernel matrix of the i-th












ðxðiÞk ÞF̃ðxjÞ; 1  k  ni; 1  j  n. (73)

















and according to (35), the j-th row of F̃ðXÞ is F̃ðxjÞ. Since
the ði; jÞ-th entry of matrix nðHFb Þ
TF̃ðXÞ is given by the
product of the i-th row of nðHFb Þ
























































































where the c  n matrix E is block diagonal.
Appendix B. Computation of k̃z
In this appendix, we prove the expression of k̃z as
shown in (67). Since k̃z ¼ F̃
T
ðXÞF̃ðzÞ, the i-th entry of k̃z
equals the product of the i-th row of F̃
T















































































W.-J. Zeng et al. / Signal Processing 90 (2010) 2333–2343 2343Define n n matrix 1nn and n 1 vector 1n1 with all of
their elements being 1=n, then (76) can be written as













¼ ½kzi  ½K1n1i  ½1nnkzi þ ½1nnK1n1i
¼ ½kz  K1n1  1nnkz þ 1nnK1n1i (77)
which means that k̃z ¼ kz  K1n1  1nnkz þ 1nnK1n1
holds true.
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