Abstract. The morphosyntactic disambiguation of verbs is a crucial pre-processing step for the syntactic analysis of morphologically rich languages like German and domains with complex clause structures like law texts. This paper explores how much linguistically motivated rules can contribute to the task. It introduces an incremental system of verbal morphosyntactic disambiguation that exploits the concept of topological fields. The system presented is capable of reducing the rate of POS-tagging mistakes from 10.2% to 1.6%. The evaluation shows that this reduction is mostly gained through checking the compatibility of morphosyntactic features within the long-distance syntactic relationships of discontinuous verbal elements. Furthermore, the present study shows that in law texts, the average distance between the left and right bracket of clauses is relatively large (9.5 tokens), and that in this domain, a wide context window is therefore necessary for the morphosyntactic disambiguation of verbs.
Introduction
This paper reports on the development of a rule-based system for the morphosyntactic disambiguation of verbs as a preprocessing component of a supertagger for law texts. The morphosyntactic disambiguation of verbs is a crucial step for recognising clause structures in a morphologically rich language like German. German verbal complexes are often realised as discontinuous constituents. Moreover, German verbal morphology exhibits some degree of syncretism: verbal inflectional forms and morphosyntactic features are not always in one-to-one relationships. Especially for the legislative domain, the morphosyntactic disambiguation of verbs is a challenging task since clausal structures in law texts are particularly complex. Due to the frequency of verb phrase coordinations and embedded clauses (cf. [8, 17] ), the distances between the heads of clauses (e.g., finite verbs and complementisers) and their verbal complements are often relatively long and intricate. In this paper, we present a rule-based system for morphosyntactic disambiguation of verbs that exploits the concept of topological fields, and we explore to what degree our linguistically motivated rule-based system can resolve verbal morphosyntactic ambiguities in law texts.
The paper is organised as follows. In the next section, we describe the general architecture of our supertagger. In section 3, we present the two major components of verbal morphosyntactic disambiguation. In section 4, we evaluate the performance of our system and discuss the rate of the reduction in part-of-speech tagging errors.
Overview: Supertagger
We have been developing a supertagger for the syntactic analysis of Swiss law texts written in German. Suppertagging is an "almost parsing" approach in the sense that the supertags represent rich syntactic information such as valence, voice and grammatical functions [5,9,15] and a parser needs then "only combine the individual supertaggs" [1]. Our supertagger is part of a project aimed at detecting style guide violations in legislative drafts [12] . To detect stylistically undesirable syntactic constructions, our supertagger aims at tagging core syntactic structures such as topological fields and grammatical functions. It consists of a pipeline with the following components:
1. Sentence segmentation and tokenisation 2. Morphological analysis 3. Morphosyntactic disambiguation of verbs 4. Morphosyntactic disambiguation of nouns 5. Grammatical function recognition Sentence segmentation and tokenisation (component 1) are carried out as described in [12] .
For the morphological analysis (component 2), our system employs Gertwol [7] . Gertwol is a classical two-level rule-based morphological analyser and provides finegrained morphosyntactic features. However, Gertwol does not provide any analysis if it cannot not find the root of a word in its lexicon. In these cases, the system uses the analysis of the statistical decision-tree-based POS-tagger TreeTagger [19] to complete the output of Gertwol: the system identifies the set of possible morphosyntactic features on the basis of the inflectional endings of the tokens unknown to Gertwol and the POStags that TreeTagger returns for them. If a token has, for example, the ending -en and is analysed as an infinite verb by TreeTagger, two possible morphosyntactic feature sets, that for verbs in 3rd person plural indicative and that for infinitives, are generated. TreeTagger has proven to be robust and its performance with regard to unknown words is relatively high [21] .
The three main components of the system, dedicated to the morphosyntactic disambiguation of verbs (component 3), the morphosyntactic disambiguation of nouns (component 4) and the recognition of grammatical functions (component 5), respectively, have been implemented in the framework of Constraint Grammar. Constraint Grammar [13] is a grammar formalism that has been successfully employed for tasks such
