This paper considers a new family of variational distributions motivated by Sklar's theorem. This family is based on new copula-like densities on the hypercube with non-uniform marginals which can be sampled efficiently, i.e. with a complexity linear in the dimension of state space. Then, the proposed variational densities that we suggest can be seen as arising from these copula-like densities used as base distributions on the hypercube with Gaussian quantile functions and sparse rotation matrices as normalizing flows. The latter correspond to a rotation of the marginals with complexity O(d log d). We provide some empirical evidence that such a variational family can also approximate non-Gaussian posteriors and can be beneficial compared to Gaussian approximations. Our method performs largely comparably to state-of-the-art variational approximations on standard regression and classification benchmarks for Bayesian Neural Networks.
Introduction
Variational inference [28, 63, 4] aims at performing Bayesian inference by approximating an intractable posterior density π with respect to the Lebesgue measure on R d , based on a family of distributions which can be easily sampled from. More precisely, this kind of inference posits some variational family Q of densities (q ξ ) ξ∈Ξ with respect to the Lebesgue measure and intends to find a good approximation q ξ belonging to Q by minimizing the Kullback-Leibler (KL) with respect to π over Q, i.e. ξ ≈ arg min ξ∈Ξ KL(q ξ |π). Further, suppose that π(x) = e −U (x) /Z with U : R d → R measurable and Z = R d e −U (x) dx < ∞ is an unknown normalising constant. Then, for any ξ ∈ Ξ, KL(q ξ |π) = − R d q ξ (x) log π(x) q ξ (x) dx = −E q ξ (x) [−U (x) − log q ξ (x)] + log Z .
Since Z does not depend on q ξ , minimizing ξ → KL(q ξ |π) is equivalent to maximizing ξ → log Z − KL(q ξ |π). A standard example is Bayesian inference over latent variables x having a prior density π 0 for a given likelihood function L(y 1:n |x) and n observations y 1:n = (y 1 , . . . , y n ). The target density is the posterior p(x|y 1:n ) with U (x) = − log π 0 (x) − log L(y 1:n |x) and the objective that is commonly maximized, L(ξ) = E q ξ (x) log π 0 (x) + log L(y 1:n |x) − log q ξ (x)
is called a variational lower bound or ELBO. One of the main features of variational inference methods is their ability to be scaled to large datasets using stochastic approximation methods [23] and applied to non-conjugate models by using Monte Carlo estimators of the gradient [54, 33, 56, 59, 36] . However, the approximation quality hinges on the expressiveness of the distributions in Q and restrictive assumptions on the variational family that allow for efficient computations such as meanfield families, tend to be too restrictive to recover the target distribution. Constructing an approximation family Q that is both flexible to closely approximate the density of interest and at the same time computationally efficient has been an ongoing challenge. Much effort has been dedicated to find flexible and rich enough variational approximations, for instance by assuming a Gaussian approximation with different types of covariance matrices. For example, full-rank covariance matrices have been considered in [1, 27, 59] and low-rank perturbations of diagonal matrices in [1, 44, 51, 45] . Finally, covariance matrices with a Kronecker structure have been proposed in [40, 65] . Besides, more complex variational families have been suggested: such as mixture models [17, 21, 44, 38, 37] , implicit models [43, 25, 62, 64] , where the density of the variational distribution is intractable. Finally, variational inference based on normalizing flows has been developed in [55, 32, 60, 41, 3] . As a special case and motivated by Sklar's theorem [58] , variational inference based on families of copula densities and one-dimensional marginal distributions have been considered by [61] where it is assumed that the copula is a vine copula [2] and by [22] where the copula is assumed to be a Gaussian copula together with non-parametric marginals using Bernstein polynomials. Recall that c : [0, 1] d → R + is a copula if and only if its marginals are uniform on
and u i ∈ R. In the present work, we pursue these ideas but propose instead of using a family copula densities, simply a family of densities {c θ :
This idea is motivated from the fact that we are able to provide such a family which is both flexible and allow efficient computations. The paper is organised as follow. In Section 2, we recall how one can sample more expressive distributions and compute their densities using a sequence of bijective and continuously differentiable transformations. In particular, we illustrate how to apply this idea in order to sample from a target density by first sampling a random variable U from its copula density c and then applying the marginal quantile function to each component of U . A new family of copula-like densities on the hypercube is constructed in Section 3 that allow for some flexibility in their dependence structure, while enjoying linear complexity in the dimension of the state space for generating samples and evaluating log-densities. A flexible variational distribution on R d is introduced in Section 4 by sampling from such a copula-like density and then applying a sequence of transformations that include 1 2 d log d rotations over pairs of coordinates. We illustrate in Section 6 that for some target densities arising for instance as the posterior in a logistic regression model, the proposed density allows for a better approximation as measured by the KL-divergence compared to a Gaussian density. We conclude with applying the proposed methodology on Bayesian Neural Network models.
Variational Inference and Copulas
In order to obtain expressive variational distributions, the variational densities can be transformed through a sequence of invertible mappings, termed normalizing flows [56] .
To be more specific, assume a series {T t :
of C 1 -diffeomorphisms and a sample X 0 ∼ q 0 , where q 0 is a density function on R d . Then the random variable
To allow for scalable inferences with such densities, the transformations T t must be chosen so that the determinant of their Jacobians can be computed efficiently. One possibility that satisfies this requirement is to choose volume-preserving flows that have a Jacobian-determinant of one. This can be achieved by considering transformations T t : x → H t x where H t is an orthogonal matrix as proposed in [60] using a Householder-projection matrix H t .
An alternative construction of the same form can be used to construct a density using Sklar's theorem [58, 46] . It establishes that given a target density π on ( 
where for any i ∈ {1, . . . , d}, F i is the cumulative distribution function associated with π i , so for any x i ∈ R, F i (x i ) = xi −∞ π i (t i )dt i and π i is the i th marginal of π, so for any
To illustrate how one can obtain such a continuous function C and random variable U , recall that π i is assumed to be absolutely continuous with respect to the Lebesgue measure. Then for (X 1 , . . . , X d ) ∼ π, the random variable
follows a law on the hypercube with uniform marginals. It can be readily shown that the cumulative distribution function C of U is continuous and satisfies (4) . Note that taking the derivative of (4) yields
is a copula density function by definition of C. One possibility to approximate a target density π is then to consider a parametric family of copula density functions (c θ ) θ∈Θ for Θ ∈ R pc and one parametric family of a d-dimensional vector of
, and try to estimate θ ∈ Θ and φ ∈ Φ to get a good approximation of π via variational Bayesian methods. This idea was proposed by [22] and [61] , where Gaussian and vine copulas were used, respectively. The main hurdle for using such family is their computational cost which can be prohibitive since the dimension of Θ is of order d 2 .
3 Copula-like Density
In this paper, we consider another approach which relies on a copula-like density function on 
with the notation
To sample from the proposed copula-like density, we use the following probabilistic construction, which is proven in Appendix A.
Proposition 1. Let θ ∈ Θ and suppose that
Then the distribution of (V 1 , . . . , V d ) has density with respect to the Lebesgue measure given by (6).
The basic idea is to first sample a random variableŨ = (GU 1 , . . . , GU d ) from a Beta-Liouville distribution, see [13] , having support within the simplex. To obtain a sample on the hypercube, all components ofŨ are subsequently scaled by the inverse of the maximum of the sampleŨ .
Now note that also
and Id is the identity operator. It is straightforward to see that H is a
Note that the Jacobian-determinant of H is efficiently computable and is simply equal to
Rotated Variational Density
While one might be tempted to optimize over δ, we found such an approach to be challenging in practice, as for δ i → 0.5, the distribution of U approaches a point mass density and the transformation H becomes non-invertible. An alternative would be to choose a random δ ∈ { , 1 − } d such as = 0.01 and keep it fixed. Recall that a Dirichlet random variable can be defined as independent Gamma random variables divided by their sum, and so it exhibits negative correlations. While these correlations can be strong in low dimensions, we found them to be too weak in high dimensional settings and samples from c θ tend to show predominately zero or positive correlations in high dimensions. Samples U = H (V ) for V ∼ c θ and a random δ allow for either positive or negative correlations. However, the sampled value of δ might not be optimal and so to correct for an improved orientation, we consider additional rotations of the marginals. Rotated copulas have been used before in low dimensions, see for instance [34] , however, the set of orthogonal matrices has
We consider rotation matrices R d that are given as a product of d/2 log d Givens rotations, following the FFT-style butterfly-architecture proposed in [16] , see also [42] and [47] where such an architecture was used for approximating Hessians and kernel functions, respectively. Recall that a Givens rotation matrix [20] is a sparse matrix with one angle as its parameter that rotates two dimensions by this angle. If we assume for the moment that d = 2 k , k ∈ N * , then we consider k rotation matrices denoted O 1 , . . . O k where for any i ∈ {1, . . . , k}, O i contains d/2 independent rotations, i.e. is the product of d/2 independent Givens rotations. Givens rotations are arranged in a butterfly architecture that provides for a minimal number of rotations so that all coordinates can interact with one another in the rotation defined by R d . For illustration, consider the case d = 4, where the rotation matrix is fully described using 4 − 1 parameters
where c i = cos(ν i ) and s i = sin(ν i ).
We provide a precise recursive definition of R d in Appendix B where we also describe the case where d is not a power of two. In general, we have a computational
and each O i can be implemented as a sparse matrix, which implies a memory complexity of O(d). Furthermore, since O i is orthonormal, we have O
To construct an expressive variational distribution, we consider as a base distribution q 0 the proposed copula-like density c θ . We then apply the transformations T 1 = H and T 2 = G . The operator G in (5) is defined via quantile functions of densities f 1 , . . . , f d , for which we choose Gaussian densities with parameter
As a final transformation, we apply the volume-preserving operator
Altogether, the parameter for the marginal-like densities that we optimize over is φ = (φ f , φ R ).
Simulation from the variational density boils down to
Note that we apply the rotations after we have transformed samples from the hypercube into R d , as the hypercube is not closed under Givens rotations. The variational density can then be evaluated using the normalizing flow formula (3). We optimize the variational lower bound L in (2) using reparametrization gradients, proposed by [33, 56, 59 ], but with an implicit reparametrization, cf. [14] , for Dirichlet and Beta distributions. Such reparametrized gradients for Dirichlet and Beta distributions are readily available for instance in tensorflow probability [9] . Using Monte Carlo samples of unbiased gradient estimates, one can optimize the variational bound using some version of stochastic gradient descent. A more formal description is given in Appendix C.
We would like to remark that such sparse rotations can be similarly applied to proper copulas. While there is no additional flexibility by rotating a full-rank Gaussian copula, applying such rotations to a Gaussian copula with a low-rank correlation yields a Gaussian distribution with a more flexible covariance structure if combined with Gaussian marginals. We leave it for future work to examine if such Gaussian distributions are beneficial for variational inference compared to previously considered Gaussian families.
Related Work
Conceptually, our work is closely related to [61, 22] . It differs from [61] in that it can be applied in high dimensions without having to search first for the most correlated variables using for instance a sequential tree selection algorithm [11] . The approach in [22] considered a Gaussian dependence structure, but has only been considered in low-dimensional settings. On a more computational side, our approach is related to variational inference with normalizing flows [55, 32, 60, 41, 3] . In contrast to these works that introduce a parameter-free base distribution commonly in R d as the latent state space, we also optimize over the parameters of the base distribution which is supported on the hypercube instead, although distributions supported for instance on the hypersphere as a state space have been considered in [7] . Moreover, such approaches have been often used in the context of generative models using Variational Auto-Encoders (VAEs), yet it is in principle possible to apply the proposed variational copula-like inference in an amortized fashion for VAEs. Furthermore, a somewhat similar copula-like construction in the context of importance sampling has been proposed in [8] . However, sampling from this density requires a rejection step to ensure support on the hypercube, which would make optimization of the variational bound less straightforward. Lastly, [29] proposed a method to approximate copulas using mixture distributions, but these approximations have not been analysed neither in high dimensions nor in the context of variational inference.
Experiments

Bayesian Logistic Regression
Consider the target distribution π on (R d , B(R d )) arising as the posterior of a d-dimensional logistic regression, assuming a Normal prior π 0 = N (0, τ −1 I), τ = 0.01, and likelihood function
1+e −z with n observations y i ∈ {−1, 1} and fixed covariates a i ∈ R d for i ∈ {1, . . . n}. We analyse a previously considered synthetic dataset where the posterior distribution is non-Gaussian, yet it can be well approximated with our copula-like construction. Concretely, we consider the synthetic dataset with d = 2 as in [48] , Section 8.4 and [30] by generating 30 covariates a ∈ R 2 from a Gaussian N ((1, 5) , I) for instances in the first class, while we generate 30 covariates from N ((−5, 1) , 1.1 2 I) for instances in the second class. Samples from the target distribution using a Hamiltonian Monte Carlo (HMC) sampler [12, 49] are shown in Figure 1a and one observes non-Gaussian marginals that are positively correlated with heavy right tails. Using a Gaussian variational approximation with either independent marginals or a full covariance matrix as shown in Figure 1b does not adequately approximate the target distribution. Our copula-like construction is able to approximate the target more closely, both without any rotations ( Figure 1c) and with a rotation of the marginals (Figure 1d ) This is also supported by the ELBO obtained for the different variational families given in Table 1 . Figure 1 : Target density for logistic regression using a HMC sampler in 1a with different variational approximations: Gaussian variational approximation with a full covariance matrix in 1b, copula-like variational approximation without any rotation in 1c and copula-like variational approximation with a rotation in 1d.
Centred Horseshoe Priors
We illustrate our approach in a hierarchical Bayesian model that posits a priori a strong coupling of the latent parameters. As an example, we consider a Horseshoe prior [6] that has been considered in the variational Gaussian copula framework in [22] . To be more specific, consider the generative model y|λ ∼ N (0, λ), with λ ∼ C + (0, 1), where C + is a half-Cauchy distribution, i.e. X ∼ C + (0, b) has the density p(x) ∝ 1 R+ (x)/(x 2 + b 2 ) . Note that we can represent a half-Cauchy distribution with Inverse Gamma and Gamma distributions using X ∼ C [50] , with a rate parametrisation of the inverse gamma density p(x) ∝ 1 R+ (x)x a−1 e −b/x for X ∼ IG(a, b). We revisit the toy model in [22] fixing y = 0.01. The model thus writes in a centred form as η ∼ G( 1 2 , 1) and λ|η ∼ IG( 1 2 , η). Following [22] , we consider the posterior density on R 2 of the log-transformed variables (x 1 , x 2 ) = (log η 1 , log λ 1 ). In Figure 2 , we show the approximate posterior distribution using a Gaussian family (2b) and a copulalike family (2c), together with samples from a HMC sampler (2a). A copula-like density yields a higher ELBO, see Table 2 . The experiments in [22] have shown that a Gaussian copula with a nonparametric mixture model fits the marginals more closely. To illustrate that it is possible to arrive at a more flexible variational family by using a mixture of copula-like densities, we have used a mixture of 3 copula-like densities in Figure 2d . Note that it is possible to accommodate multi-modal marginals using a Gaussian quantile transformation with a copula-like density. Figure 2 : Target density for the horseshoe model using a HMC sampler in 2a with different variational approximations: Gaussian variational approximation with a full covariance matrix in 2b, copula-like variational approximation including a rotation in 2c and a mixture of three copula-like densities with a one rotation and marginallike density in 2d. 
Bayesian Neural Networks with Normal Priors
We consider an L-hidden layer fully-connected neural network where each layer l, 1 l L + 1 has width d l and is parametrised by a weight matrix
denote the input to the network and f be a point-wise non-linearity such as the ReLU function f (a) = max{0, a} and define the activations
, and the post-activations as h l = f (a l ) for l 2, and h 1 being the input vector. We consider a regression likelihood function L(·|a L+2 , σ) = N (a L+2 , exp(0.5σ)), and denote the concatenation of all parameters W , b and σ as x. We assume independent Normal priors for the entries of the weight matrix and bias vector with mean 0 and variance σ 2 0 . Furthermore, we assume that log σ ∼ N (0, 16). Inference with the proposed variational family is applied on commonly considered UCI regression datasets, repeating the experimental set-up used in [15] . In particular, we use neural networks with ReLU activation functions and one hidden layer of size 50 for all datasets with the exception of the protein dataset that utilizes a hidden layer of size 100. We choose the hyper-parameter σ 2 0 ∈ {0.01, 0.1, 1., 10., 100.} that performed best on a validation dataset in terms of its predictive log-likelihood on a validation. Optimization was performed using Adam [31] with a learning rate of 0.002. We compare the predictive performance against Bayes-by-Backprop [5] using a mean-field model, with the results as reported in [45] for a mean-field Bayes-by-Backprop and low-rank Gaussian approximation proposed therein called SLANG. The test root mean-squared errors are given in Table 5 and we provide the test log-likelihood in Appendix D , Table 5 . Furthermore, we also report the results for Dropout inference [15] . The proposed approach yields better predictive performance compared to a mean-field approximation and performs similarly to a Gaussian approximation. Dropout tends to perform slightly better. However, we remark that Dropout with a Normal prior and a variational mixture distribution that includes a Dirac delta function as one component gives rise to a different objective, since the prior is not absolutely continuous with respect to the approximate posterior, see [24] .
Bayesian Neural Networks with Structured Priors
We illustrate our approach on a larger Bayesian neural network. To induce sparsity for the weights in the network, we consider a (regularised) Horseshoe prior [53] that has also been used increasingly as an alternative prior in Bayesian neural network to allow for sparse variational approximations, see [39, 18] for mean-field models and [19] for a structured Gaussian approximation. We consider again an L-hidden layer fully-connected neural network where we assume that the weight matrix W l ∈ R d l−1 ×d l for any l ∈ {1, . . . , L + 1} and any i ∈ {1, . . . , d l−1 } satisfies a priori
where
i· represents all weights that interact with the i-th input neuron. The first Normal factor in (8) is a standard Horseshoe prior with a per layer global parameter τ l that adapts to the overall sparsity in layer l and shrinks all weights in this layer to zero, due to the fact that C + (0, b τ ) allows for substantial mass near zero. The local shrinkage parameter λ l i allow for signals in the i-th input neuron because C + (0, 1) is heavy-tailed. However, this can leave 3.82 % Gaussian of rank L = 8 with Gaussian prior and size 400 × 400, cf. [45] 1.92% Gaussian of rank L = 32 with Gaussian prior and size 400 × 400, cf. [45] 1.73% Mean-field (Bayes-by-Backprob) with Gaussian prior and size 400 × 400, cf. [45] 1.82% Bayesian Hypernet with weight normalization and size 800 × 1200, cf. [35] 1.37%
large weights un-shrunk, and the second Normal factor in (8) induces a Student-t ν (0, s 2 ) regularisation for weights far from zero, see [53] for details. We can rewrite the model in a non-centred form [52] , where the latent parameters are a priori independent, see also [39, 26, 18, 19] for similar variational approximations. We write the model as η
The target density is the posterior of these variables, after applying a log-transformation if their prior is an (inverse) Gamma law. We performed classification on MNIST using a 2-hidden layer fully-connected network where the hidden layers are of size 200 each. Further details about the algorithmic details are given in Appendix D. We report the prediction errors using a mean-field family and a copula-like family in Table 4 , where we also report the prediction errors from [45] for a 400 × 400 fully-connected network with a Gaussian prior on the weights using a Gaussian variational approximation that either factorises completely or assumes an L-rank plus diagonal structure. Additionally, we include the results of [35] that use RealNVP [10] as normalising flows in a large network that is reparametrised using a weight normalization [57] and becomes scalable by opting to consider only variational inference over the Euclidean norm of W l i· and performing point estimation for the direction of the weight vector W l i· /||W l i· || 2 . Like a mean-field model, such a parametrisation does not allow for a flexible dependence structure of the weights within one layer. While we do not claim that the covariance of a copula-like approximation reflects the covariance of the posterior more closely, we have observed experimentally that it allows for some flexibility in modelling the dependence of the weight matrices. We show in Figure 3 the correlation of W l ·j , i.e. all neurons incident into unit j of layer l for some j and l, where it can be observed that the proposed variational approximation exhibits non-trivial dependence particularly in the last layer. Empirical correlation matrix of some columns of the last weight matrix, where the shown weights are incident into the logits of digits 0 and 1 for a copula-like density in 3a, respectively for a mean-field density in 3c and into the logits of digits 2 and 3 in 3b for a copula-like density.
Conclusion
We have addressed the challenging problem of constructing a family of distributions that allows for some flexibility in its dependence structure, whilst also having a reasonable computational complexity. It has been shown experimentally that it can constitute a useful replacement of a Gaussian approximation without requiring many algorithmic changes.
Appendices A Proof of Proposition 1
Proof. Let f : R d → R + be a positive and bounded function. We have by definition, using the expression of the density of the Dirichlet and Beta distributions, see [13] , and setting
Then by symmetry, without loss of generality, we only need to consider A 1 . Using the change of variable, (g,
j=2 w j g}, we get that
Now using the change of variable (g, u 1 , w 2 , . . . ,
Leb(g, w 1 , w 2 , . . . , w d−1 ) .
Combining this result, (9) and (10) completes the proof. 
B Butterfly rotation matrices
C Optimization of the variational bound
Recall that for independent random variables Z i ∼ G(α i , 1), for i ∈ {1, . . . d}, we have ∼ Dirichlet(α 1 , . . . , α d ), cf. [13] . Similarly, for independent random variables Z d+1 ∼ G(a, 1) and Z d+2 ∼ G(b, 1), it holds that
∼ Beta(a, b).
Using Proposition 1, we can construct a function (z, ξ) → f ξ (z), z = (z 1 , . . . z d+2 ), that is almost everywhere continuously differentiable such that f ξ (Z 1 , . . . Z d+2 ) ∼ q ξ , where q ξ is the density of the proposed variational family with parameter ξ = (θ, φ, δ). Differentiability with respect to φ f can be achieved by a continuous numerical approximation for the quantile function of a standard Gaussian and applying appropriate (re)normalisation. Furthermore, there exists an invertible standardization function S θ with (z, θ) → S θ (z) = (P (Z 1 z 1 ) , . . . , P (Z d+2 z d+2 )) continuously differentiable such that S −1 θ (H) is equal to (Z 1 , . . . Z d+2 ) in distribution, where H is a (d + 2)-dimensional vector of iid random variables with uniform marginals on [0, 1]. In particular, the distribution of H does not depend on ξ. The cumulative distribution function of Z 1 say at the point z 1 is the regularised incomplete Gamma function γ(z 1 , α 1 ) that lacks an analytical expression though. However, one can apply automatic differentiation to a numerical method that approximates γ(z 1 , α 1 ) yielding an approximation of ∂γ(z1,α1) ∂α1
. Let us define l(z, ξ) = log L(y 1:n |f ξ (z)) + log π 0 (f ξ (z)) log q ξ (f ξ (z)) .
