We establish global well-posedness and scattering for solutions to the masscritical nonlinear Hartree equation iu t + ∆u = ±(|x| −2 * |u| 2 )u for large spherically symmetric L 2 x (R d ) initial data; in the focusing case we require, of course, that the mass is strictly less than that of the ground state.
Introduction
We primarily consider the mass-critical Hartree equation:
where d ≥ 3, µ = ±1, with µ = +1 known as the defocusing case and µ = −1 as the focusing case. The Hartree equation arises in the study of Boson stars and other physical phenomena, see for example [18] . In chemistry, it appears as a continous-limit model for mesoscopic molecular structures, see [7] . From the small data global existence, we conclude that for the mass-critical Hartree equation (1) , there exists a minimal mass m 0 such that solutions with mass strictly smaller than m 0 are global and scatter in time. It is conjectured that m 0 should be +∞ in the defocusing case and be M (Q) in the focusing case, where Q is the ground state, that is, the positive radial Schwartz solution Q to the elliptic equation
Definition 1.1. A function u : I × R d → C on a non-empty time interval I ⊂ R (possibly infinite or semi-infinite) is a strong L 2 (R d ) solution to (1) if it lies in the class
In this paper we prove the conjecture for radial data. In particular, we have Theorem 1.2. In the defocusing case µ = +1, all maximal-lifespan radial solutions to (1) are global and do not blow up either forward or backward in time. In the focusing case µ = −1, all maximal-lifespan radial solutions to (1) with M (u) < M (Q) are global and do not blow up either forward or backward in time.
In fact, the result in Theorem 1.2 is sharp. e it Q is the solution to (1) that blows up at infinity. Moreover, this equation is invariant under the pseudo-conformal transformation u(t, x) −→ (i(t − T )) In the proof of the above theorem, we adapt the ideas and techniques in [11] and [12] , which represent the state of the art in nonlinear dispersive equations. In [11] , R. Killip, T. Tao and M. Visan established the global well-posedness and scattering for radial solutions to mass-critical nonlinear Schrödinger equations in dimension d = 2. R. Killip, M. Visan and X. Zhang extended this result to higher dimensions in [12] . In addition, C. E. Kenig, F. Merle dealt with the focusing energy-critical nonlinear Schrödinger equation with radial data in [8] . For other related works, see S. Keraani [10] , T. Tao, M. Visan and X. Zhang [22] , [23] . Before we state our argument, we need some definitions. We let G be the collection of such transformations. We also let G rad ⊂ G denote the collection of transformations in G which preserve spherical symmetry, or more explicitly, G rad := {g θ,0,0,λ : θ ∈ R/2πZ; λ > 0}. |û(t, ξ)| 2 dξ ≤ η for all t ∈ I and η > 0. We refer to the function N as the frequency scale function for the solution u, ξ as the frequency center function, and C as the compactness modulus function. Furthermore, if we can select x(t) = ξ(t) = 0 for all t ∈ I, then we say that u is almost periodic modulo G rad .
Remark 1.1. By Ascoli-Arzela theorem, the above definition is equivalent to either of the following two statements:
I. The quotient orbit Gu(t) : t ∈ I is a precompact set of G\L 2 , where G\L 2 is the moduli space of G-orbits Gf := {gf : g ∈ G} of L 2 (R d ).
II. There exists a compact subset K of L 2 such that u(t) ∈ GK for all t ∈ I; equivalently there exists a group function g : I → G and a compact subset K such that g −1 (t)u(t) ∈ K for any t ∈ I.
Suppose for contradiction that Theorem 1.2 is not true, then we can find an almost periodic solution. The solution must be one of the following three forms: 
III. (Self-similar solution)
We have I = (0, +∞) and
This is a wonderful classification theorem first given in [11] although some other authors have mentioned some of them, see [3] , [6] , [8] , [20] , [23] , etc. In view of this theorem, our goal is to preclude the possibilities of all the scenarios.
Note that the minimal mass blow-up solution has very good properties because it is localized in both physical and frequency space. In fact, it admits higher regularity. Theorem 1.4 (Regularity in the self-similar case). Let u be a spherically symmetric solution to (1) that is almost periodic modulo G rad and self-similar in the sense of Theorem 1.3. Then u(t) ∈ H s (R d ) for all t ∈ (0, ∞) and all s ≥ 0. Theorem 1.5 (Regularity in the global case). Let u be a global spherically symmetric solution to (1) that is almost periodic modulo G rad . Suppose also that N (t) 1 for all
In the proofs of these two theorems for mass-critical Schrödinger equations in [11] , the radial assumption is fully exploited based on a careful observation that there is a dichotomy between scattering solutions and almost periodic solutions. There are similar results for the mass-critical Hartree equation. More precisely, one has:
As a corollary of Proposition 1.1, we have Corollary 1.1 (A Duhamel formula). Let u be a solution to (1) which is almost periodic modulo G. Its maximal-lifespan is I. Then for all t ∈ I, u(t) = lim
= − lim
There are some new difficulties in dealing with the mass-critical Hartree equation. One of them comes from the asymptotic orthogonality. In the study of the mass-critical Hartree equation, we have to use the non-symmetric spacetime norm because the symmetric spacetime norm will lead to the restriction on dimension. However, the orthogonality can be destroyed by the non-symmetric spacetime norm.
We illustrate this by considering the simple example: Let ϕ 1 and ϕ 2 are two bump functions in R × R 2 . Let x 1 n , x 2 n ∈ R 2 be such that
as n → ∞. However, if we replace
Fortunately, for radial solution of the free Schrödinger equation, there are only two kinds of orthogonality -time translation and scaling (NO spatial translation!), both of which are possessed by time variable. So the orthogonality can be exploited and get the desired orthogonal relation similar to (9) (see Section 3). So the radial assumption is necessary to prove Theorem 1.3, which is in contrast to [11] , where the similar theorem was established without the radial assumption. Such assumption is also used in precluding the three enemies in the sense of Theorem 1.3.
Some other difficulties coming from the convolution in the nonlinearity lie on the fact that it's non-local in physical space and singular in frequency space. For example, in precluding the self-similar solution, we need to deal with terms such as V * |u 2 lo | u hi , whereû lo is supported in {ξ : |ξ| ≤ M } andû hi is supported in {ξ : |ξ| ≥ N }. In [11] , the corresponding term |u hi | 2 u lo can be estimated by means of bilinear estimate (Lemma 2.6). However, the convolution prevents the direct interaction between u lo and u hi in Hartree equation, so the bilinear estimate cannot be applied. In fact, to overcome the difficulty we exploit Shao's estimate (Lemma 2.5) and its dual estimate in full strength to replace the bilinear estimates (see Section 5) . Meanwhile, we adapt weighted Strichartz estimate (16) in obtaining the additional regularity for the double high-to-low frequency cascade and soliton-like solutions, where the non-locality of the nonlinearity forces us to apply such estimates in different regions (see Section 6).
The rest of the paper is organized as follows: In Section 2, we record some known results such as basic facts in harmonic analysis, various versions of Strichartz estimates and in/out decomposition. In Section 3, we give the stability theory and the concentration compactness result. In Section 4, we show that any failure of Theorem 1.2 must be "caused" by almost periodic solutions. In Section 5, we preclude the self-similar solution by proving that it possesses additional regularity. In Section 6, we prove the additional regularity in the other two cases. In Section 7 and Section 8, we preclude the double high-to-low frequency and soliton-like solutions.
Preliminaries

Some Notations
We use X Y or Y X whenever X ≤ CY for some constant C > 0. We use O(Y ) to denote any quantity X such that |X| Y . We use the notation X ∼ Y whenever X Y X. If C depends upon some additional parameters, we will indicate this with subscripts; for example, X u Y denotes the assertion that X ≤ C u Y for some C u depending on u. We use the 'Japanese bracket' convention x = (1 + |x| 2 ) 1/2 . We write L q t L r x to denote the Banach space with norm
with the usual modifications when q or r are equal to infinity, or when the domain R×R d is replaced by spacetime slab such as
Basic harmonic analysis
We recall some basic facts in Littlewood-Paley theory. Let ϕ(ξ) be a radial bump function supported in the ball {ξ ∈ R d : |ξ| ≤ 11 10 } and equal to 1 on the ball {ξ ∈ R d : |ξ| ≤ 1}. For each number N > 0, we define the Fourier multipliers
and similarly P <N and P ≥N . We also define
whenever M < N . We will usually use these multipliers when M and N are dyadic numbers; in particular, all summations over N or M are understood to be over dyadic numbers. Nevertheless, it will occasionally be convenient to allow M and N to not be a power of 2. Note that P N is not truly a projection; to get around this, we will occasionally need to use fattened Littlewood-Paley operators:
They obey P NPN =P N P N = P N .
As all Fourier multipliers, the Littlewood-Paley operators commute with the propagator e it∆ , as well as with differential operators such as i∂ t + ∆. We will use basic properties of these operators many times, including
Strichartz estimates
Naturally, everything that we do for Hartree equation builds on basic properties of the linear propagator e it∆ .
From the explicit formula
we deduce the standard dispersive inequality
for all t = 0 and 2 ≤ p ≤ ∞.
Lemma 2.2 (Kernel estimates, [11] ). For any m ≥ 0, the kernel of the linear propagator obeys the following estimates:
for |t| ≤ N −2 . 
where all spacetime norms are over
x be spherically symmetric. Then the function u defined by (14) obeys the estimate |x|
for all 4 ≤ q ≤ ∞.
Lemma 2.6 (Bilinear Strichartz, [4] , [6] ). For any spacetime slab I × R d , any t 0 ∈ I and any M , N > 0, we have
An in/out decomposition
We define the projection onto outgoing spherical waves by
and the projection onto incoming spherical waves by
where
denotes the Hankel function of the first kind with order
denotes the Hankel function of the second kind with order
2 . We will write P ± N for the product P ± P N .
Lemma 2.7 (Kernel estimates, [12] ). For |x| N −1 and t N −2 , the integral kernel obeys
for any m ≥ 0.
Lemma 2.8 (Properties of P ± , [12]).
We have
with an N -independent constant. 
Stability and concentration compactness
In particular, by the Strichartz inequality,
Proof. We first establish this claim when A is sufficiently small depending on d. Let v : I ′ × R d → C be the maximal-lifespan solution with initial data v(t 0 ). Writing v = u + w on the interval I ′′ := I ∩ I ′ , then w satisfies
, then by Lemma 2.3, we have
whereC d depends only on d. If A is sufficiently small depending on d and δ is sufficiently small depending on ε and d, then the standard continuity argument gives X ≤ ε. If A is large, we can iterate the case when A is small (shrinking δ, ε repeatedly) after a subdivision of the time interval.
We now need a key concentration-compactness result. The concentration compactness principle was first introduced by F. Merle, L. Vega [17] and Bahouri, P. Gerard [2] to study nonlinear Schrödinger equations. The idea was further developed by S. Keraani [10] . The results of [17] and [10] were extended to higher dimensions by P. Begout and A. Vargas [1] . Because the solution of the free Schrödinger equation is still a solution under the action of linear propagator e it 0 ∆ , we will need to enlarge the group G to contain this linear propagator.
Definition 3.1 (Enlarged group). For any phase
scaling parameter λ > 0, and time t 0 , we define the unitary transformation
Let G ′ be the collection of such transformations. In particularly, we denote by G ′ rad the collection of all the transformation with x 0 = ξ 0 = 0. We also let G ′ act on global spacetime functions u : R × R d → C by defining
then this asymptotic orthogonality is equivalent to
Careful computation shows that if g n and g ′ n are asymptotically orthogonal, then
after passing to a subsequence if necessary) there exists a family
n ∈ G ′ rad for j, n = 1, 2, · · · such that we have the decomposition
is such that its linear evolution has asymptotically vanishing scattering size:
Moreover, g
n and g (j ′ ) n ∈ G ′ rad are asymptotically orthogonal for any j = j ′ , and for any l ≥ 1 we have the mass decoupling property
For later use, we prove the following lemma:
Proof.
Without loss of generality, we can assume that all φ (j) are compactly supported in both t and x. By orthogonality, B and C vanish as n → ∞. Thus
We estimate I first.
Note that it does not change the compact support of time to take space norm, and
we have
We can prove similarly that II → 0 when n is sufficiently large.
Almost periodic solutions
For brevity, we write
in this section. If I = R, we write
Proposition 4.1. Fix µ and d, and suppose that m 0 is finite. Let u n : I n × R d → C for n = 1, 2, · · · be a sequence of radial solutions and t n ∈ I n a sequence of times such that
Then the sequence G rad u n (t n ) has a subsequence which converges in G rad \L 2 x .
Proof. By time translation invariance, we may take t n = 0 for all n. Then we have
We consider the sequence of {u n (0)}. Since lim sup n→∞ M (u n (0)) = m 0 , we have by concentration compactness principle that
Moreover, we have the asymptotic orthogonality:
and lim sup
Claim: For any ε > 0, sup
Otherwise, there exists
is the nonlinear profile associated to ϕ (j) and depending on the limiting value of t
♣ If t j n converges to +∞, v (j) is the maximal-lifespan solution to (1) which scatters forward in time to e it∆ φ (j) .
♣ If t j n converges to −∞, v (j) is the maximal-lifespan solution to (1) which scatters backward in time to e it∆ φ (j) .
then we have lim
In fact, by Lemma 3.2,
Meanwhile, by (21) , for any ǫ > 0 sufficiently small, there exists j 0 such that
norm, by the small data theory, we conclude that for any j > j 0 , the maximal lifespan I (j) = R and
It follows that
where we use the mass decoupling property. For j ≤ j 0 , by the definition of m 0 and the fact that v (j) (0) L 2 ≤ m 0 − ε 0 , we conclude that the maximal lifespan I (j) = R and S(v (j) ) ≤ C . Therefore, we have
Meanwhile, by mass decoupling and the fact that h
n preserves mass, we get
where the last inequality follows from the definition of nonlinear profile.
Finally, we claim that
In fact, write v
By the definition of u
n + e it∆ w l n and (i∂ t + ∆)u
Moreover,
So it suffices to prove
and
By Hardy-Littlewood-Sobolev inequality, we get
Thus (30) follows from (28) and (26). For (31), by Minkowski inequality, we have
Since for any j = 1, 2, · · · , l, v
n is the radial solution of (1) with data ϕ (j) , ϕ (j) L 2 ≤ m 0 − ε, it follows from mass conservation and the definition of m 0 that
Therefore, this together with orthogonality yields that
On the other hand, note that v (j) is radial, h
n ∈ G rad and that the orthogonality must be possessed by time variable, we have
Thus, (31) follows. At last, by stability, we conclude that lim n→∞ S(u n ) < ∞. This contradicts the hypothesis.
From the above claim, it follows that l = 1. So u n (0) = h n e itn∆ ϕ + w n with M (ϕ) = m 0 . Thus M (w n ) → 0, which implies that S(e it∆ w n ) → 0 as n → ∞. Without loss of generality, we may take h n to be identity. If t n → 0, then u n (0) → ϕ. Thus G rad u n (0) → G rad ϕ in G\L 2
x . It suffices to consider the case of t n → ±∞. We only consider the case of t n → +∞, the other case is similar. Then we have
Since S(e it∆ ϕ) < +∞, we have
By stability again, we have lim n→∞ S ≥0 (u n ) = 0 and we reach a contradiction.
Proof of Theorem 1.3. We will only prove the first half of the theorem because the proof of the second half is identical with that of [11] , which relies only the structure of group G rad , pseudo-conformal invariance of (1) and is combinatorial.
Suppose Theorem 1.2 failed, then there exists a sequence of radial solutions u n of (1) with M (u n ) ≤ m 0 and lim n→∞ S(u n ) = +∞. Suppose u n is maximal lifespan solutions, then there exists t n ∈ I n such that lim n→∞ S ≥tn (u n ) = lim n→∞ S ≤tn (u n ) = ∞. By translation invariance, we may take t n to be zero. From Proposition 4.1, it follows that there exists u 0 ∈ L 2 such that G rad u n (0) → G rad u 0 , namely, g n u n (0) → u 0 for some g n ∈ G rad . Without loss of generality, we may assume that g n is identity. Thus u n (0) → u 0 . Moreover, M (u 0 ) ≤ m 0 .
Let u be the radial solution of (1) with initial data u 0 , then u blows up both forward and backward in time. In fact, if u doesn't blow up forward in time, we have S ≥0 (u) < +∞. By stability, we have lim sup n→+∞ S ≥0 (u n ) < +∞. This contradicts the asymptotically blow-up. Similarly, we can prove that u blows up backward in time. By the definition of m 0 , we have m 0 ≤ M (u 0 ). Thus we have M (u 0 ) = m 0 . Now we consider any sequence G rad u(t ′ n ) for t ′ n ∈ I n . Since u blows up forward and backward in time, we have S ≥t ′ n (u) = S ≤t ′ n (u) = ∞. Then by Proposition 4.1, we have G rad u(t ′ n ) → G rad u 0 (up to subsequence). Therefore, {G rad u(t), t ∈ I} is precompact in G rad \L 2
x .
Proposition 4.2 (Spacetime bound). Let u be a non-zero solution to (1) with lifespan I, which is almost periodic modulo G with frequency scale function N
Proof. We first prove that
Let 0 < η < 1 to be chosen momentarily and partition J into subintervals I j so that
this requires at most η −1 × RHS(33) intervals. For each j, we may choose t j ∈ I j so that
By Strichartz estimates, we have the following estimates on the spacetime slab
Choosing N 0 as a large multiple of N (t j ) and using Definition 1.4, one can make the first term arbitrary small. Choosing η sufficiently small depending on M (u), one may also render the second term arbitrarily small. Thus by the bootstrap argument we obtain
So (34) follows if we use the bound on the number of intervals I j .
Now we prove
Using Definition 1.4 and choosing η sufficiently small depending on M (u), we can guarantee that
By Hölder inequality, we get
Using (38) and integrating over J we derive (37).
The self-similar solutions
This section is devoted to proving Theorem 1.4. Let u be as in Theorem 1.4. For any A > 0, we define
where u >AT −1/2 (T ) = P >AT −1/2 u(T ). To prove Theorem 1.4, it suffices to show that for every s > 0,
whenever A is sufficiently large depending on u and s. From mass conservation, Proposition 4.2, self-similarity and Hardy-Littlewood-Sobolev inequality, we have
for all A > 0. From Strichartz estimates, we also see that
for all A > 0. A similar application of Strichartz estimates shows that for any admissible
for all T > 0.
Lemma 5.1 (Nonlinear estimate). For all A > 100, we have
Proof. It suffices to prove that
for arbitrary T > 0. To do this, we decompose u as
Then any term in the resulting expansion of P >AT − 1 2 F (u) that does not contain the factor of u Consider the terms which contain at least one factor of u 1
. The term which contains three factors of u
or which contains two factors of u
and one factor of u
can be estimated similarly. By Hölder inequality, HardyLittlewood-Sobolev inequality, (39), (40) and (44), we have
Similarly, we have
Finally, we consider the terms with one factor of u
and two factors of
. First, by Hölder inequality, Lemma 2.1, Lemma 2.6, (39), (41) and (44), we have
Now it suffices to estimate V * |u
.
We divide it into two terms.
:=I + II.
and q 1 , r 1 , r 2 satisfy
Thus, By Hölder inequality, Sobolev imbedding, Lemma 2.1, Lemma 2.5 and (44), we have I ≤ V * |u
Now we estimate II. By duality and Lemma 2.5, we get that
Therefore, this together with Lemma 2.3 yields that for q >
From this and Christ-Kiselev lemma (see [21] ), we get that
Similar to the estimate of I, we get that Proof. Since u is almost periodic modulo G rad and self-similar, for any η > 0, there exists C(η), such that
In particular, when A is sufficiently large, we have
Therefore, we get lim
From Lemma 5.1 and (42), we have
Finally, (43) yields
Proposition 5.1. Let 0 < η < 1. Then if A is sufficiently large depending on u and η,
Proof. Fix η ∈ (0, 1). It suffices to show that
(49) for all T > 0.
Fix T > 0. By the Duhamel formula and then using Lemma 2.3, we obtain
First, we consider the second term. By definition, we have
Using Lemma 5.1 and Lemma 5.2, we derive that
RHS(48).
Thus the second term is acceptable. Now we consider the first term (see Figure 1 ). In fact, we will show that
which is acceptable, since
Meanwhile, the Strichartz estimate gives
Interpolating between (51) and (52) with θ = 2/3, we have
Thus, from the mass conservation, we have
Using the Duhamel formula, we write . Thus using the dispersive estimate (11), we obtain
where the last inequality comes from (44). Interpolating between this estimate and (54) with θ =
, we obtain that
Summing this over dyadic B ≥ A yields (50) and (48). Choose k ≥ 1 so that 2 −4k A ≤ A 0 ≤ 2 −4(k−1) A. By iterating (48) k times and using (42),
Note that the last inequality uses the way we choose η and k.
Corollary 5.1. For any A > 0, we have
Proof. The bound on S(A) was derived in Proposition 5.1. This together with Lemma 5.1 and (42) yields the bound on N (A).
We now turn to the bound on M(A). By Corollary 1.1,
where weak convergence has become strong convergence because of the frequency projection and the fact that N (t) = t −1/2 → 0 as t → ∞. Combining (55) with Strichartz estimates, (39) and (41), we get
The desired bound on M(A) now follows from that on N (A).
Proof of Theorem 1.4. Combining Lemma 5.1 with Corollary 5.1, one has
Together with (55) and (56), this allows us to deduce
for any σ > 0. Iterating this statement shows that u(t) ∈ H s x (R d ) for all s > 0. Proof. By Theorem 1.4, any such solution would obey u(t) ∈ H 1 x (R d ) for all t ∈ (0, ∞). Then there exists a global solution with initial data u(t 0 ) at any time t 0 ∈ (0, ∞); recall that we assume M (u) < M (Q) in the focusing case (see [13] , [16] ). On the other hand, self-similar solutions blow up at time t = 0. These two facts yield a contradiction.
Additional regularities
This section is devoted to the proof of Theorem 1.5. Before giving the proof, we record some basic local estimates. From mass conservation we have
while from Definition 1.4 and the fact that N (t) is bounded, we have
From Proposition 4.2 and N (t) 1, we have
(59) for all intervals J ⊂ R. By Hölder's inequality and Hardy-Littlewood-Sobolev inequality, this implies
and then by Strichartz estimates (Lemma 2.3),
for any admissible pair (q, r). Similarly, the weighted Strichartz estimates imply that
Now for any dyadic number N , define
then we see that M(N ) u 1 and
To prove Theorem 1.5, it suffices to show that M(N ) u,s N −s for any s > 0 and all N sufficiently large depending on u and s. This will immediately follow from iterating the following proposition with a suitably choice of small η (depending on u and s): whenever N is sufficiently large depending on u and η.
The rest of this section is devoted to proving Proposition 6.1. Our task is to show that
N 64 for all times t 0 and all N sufficiently large (depending on u and η). By time translation symmetry, we may assume t 0 = 0. By Corollary 1.1, we have
= lim
where the limit is to be interpreted as a weak limit in L 2 . However, this representation is not useful for |x| small because the kernels of P ± have a logarithmic singularity at x = 0. To deal with this, we will use a different representation for |x| ≤ N −1 , namely
also as a weak limit. To deal with the poor nature of these limits, we use the fact that
or equivalently, that the unit ball is weakly closed.
Despite different representations will be used depending on the size of |x|, some estimates can be dealt with in a uniform manner. The first such example is a bound on integrals over short times.
Lemma 6.1 (Local estimate). For any η > 0, there exists δ = δ(u, η) > 0 such that
provided that N is sufficiently large depending on u and η. An analogous estimate holds for integration over [−δ, 0] and after pre-multiplication by P ± (they are bounded operators on L 2 x ).
Proof. By Strichartz estimates, it suffices to prove
for any interval J with length |J| ≤ δ and all sufficiently large N depending on u and η.
From (58), there exists
Let N > 8N 0 . We decompose
Any term in the resulting expansion of P ≥N F (u) that doesn't contain the factor of u ≥ N 8
vanishes.
At first, we consider the terms with two factors of the form u <N 0 . Using Hölder's inequality, Hardy-Littlewood-Sobolev inequality, (57) and Lemma 2.1,
Choosing δ sufficiently small depending on η and N 0 , we see that they are acceptable.
It remains only to consider those components of P ≥N F (u) which involve u ≥ N 8 and at least one of the other terms is not u <N 0 .
By (61), we get
Therefore, by interpolation between this and (69), we have
Thus, we obtain that
Similarly, we can estimate
where the last inequality comes from (69). Another term
can be similarly estimated.
We now turn our attention to |t| ≥ δ. In this case we make the decomposition
whereP M := P M/2 + P M + P 2M . In this way, (67) becomes
which we will use when |x| ≤ N −1 . The analogous reformulation of (66), namely
will be used when |x| > N −1 .
The next lemma bounds the integrals over the significant region |y| M |t|. Let χ k denote the characteristic function of the set
Lemma 6.2 (Main contribution). Let η > 0 be a small number and let δ be as in Lemma 6.1. Then Proof. By Strichartz estimates, we get
We first consider
On one hand,
On the other hand, by weighted Strichartz estimates, Hölder's inequality and (62),taking p = 
Therefore, we have
At last, by means of Bernstein, weighted Strichartz estimates and (62), we have
Thus the LHS of (72) can be bounded by
Furthermore, by Schur's test, it is the kernel of a bounded operator on L 2 x (R d ).
Letχ k be the characteristic function of the set
Lemma 6.3 (The tail). Let η > 0 be a small number and let δ be as in Lemma 6.1. Then
for all N sufficiently large depending on u and η.
Proof. By Strichartz estimates, Hardy-Littlewood-Sobolev inequality, Hölder inequality and (61), we have
Summing over k ≥ 0 and M ≥ N , we get
The claim follows by choosing N sufficiently large depending on δ and η.
Proof of Proposition 6.1. Naturally, we may bound u ≥N L 2 by separately bounding the L 2 norm on the ball {|x| ≤ N −1 } and on its complement. On the ball we use (70) while outside the ball we use (71). Invoking (68) and the triangle inequality, we reduce the proof to bounding certain integrals. The integrals over short times were estimated in Lemma 6.1. For |t| ≥ δ, we further partition the region of integration into two main pieces. The first piece, where |y| M |t|, was dealt with in Lemma 6.2. The remaining piece, |y| ≪ M |t|, can be estimated by combining (74) with Lemma 6.3.
Double high-to-low frequency cascade
In this section, we use the additional regularity provided by Theorem 1.5 to preclude double high-to-low frequency cascade solutions. We need the following lemma:
Lemma 7.1 (Gagliardo-Nirenberg inequality of convolution type, [16] ). Let V (x) = |x| −2 and 
for all t ∈ R. Since lim inf for all t. As η > 0 is arbitrary and there exists a sequence of times t n → ±∞ such that N (t n ) → 0, we conclude that ∇u(t n ) L 2 x (R d ) → 0, as n → ∞. This contradicts with (77).
Death of solitons
Let M a (t) := 2ℑ
R dū (t, x) a(x) · ∇u(t, x)dx, then we have (see [14] for similar calculation)
( a(x) − a(y)) · ∇V (x − y)|u(t, x)| 2 |u(t, y)| 2 dxdy.
Lemma 8.1 (Localized virial identity). Let a(x) = xψ |x| R , where ψ is a smooth function and ψ(r) = 1 when r ≤ 1; ψ = 0 when r ≥ 2. Then we get ∂ t M a (t) =8E(u(t))
+ 2µ Proof. Assume to the contrary that there is such a solution u. Then by Theorem 1.5, u ∈ C 0 t H s x for some s > 1. In particular,
Note that in the focusing case, M (u) < M (Q). As a consequence, Lemma 7.1 gives
We will show that (78)-(80) constitute only a small fraction of E(u). Combining this fact with Lemma 8.1, we conclude ∂ t M a (t) E(u) > 0, which contradicts with (81). As in [12] , (78) and (79) can be bounded by R −2 and η s−1 s + η, respectively, where η > 0 is a small number to be chosen later. The rest of this section is devoted to estimating (80).
By Definition 1.4 and the fact that N (t) = 1 for all t ∈ R, if R is sufficiently large depending on u and η, then 
III can be estimated similarly. Choosing η sufficiently small depending on u and R sufficiently large depending on u and η, we obtain (78) + (79) + (80) ≤ 1 100 E(u).
This completes the proof.
