Abstract. Many investors rely on market experts and forecasters when making investment decisions, such as when to buy or sell securities. Ranking and grading market forecasters provides investors with metrics on which they may choose forecasters with the best record of accuracy for their particular market exposure. This study develops a novel ranking methodology to rank the market forecaster. In particular, we distinguish forecasts by their specificity, rather than considering all predictions and forecasts equally important, and we also analyze the impact of the number of forecasts made by a particular forecaster. We have applied our methodology on a dataset including 6,627 forecasts made by 68 forecasters.
Introduction and Background
Many investors rely on market experts and forecasters when making investment decisions, in a sense that the investors follow these forecasts when buying or selling securities. Needless to say, some of these forecasts turn out to be more accurate than others. Ranking and grading market forecasters provides investors with metrics on which they may choose forecasters with the best record of accuracy for their particular market exposure.
Some of these forecasts are optimistic, while others are pessimistic. One example of a relatively optimistic forecast was by Thomas Lee, who on 3 January 2015 predicted that the S&P 500 index would be at 2325 one year hence [6] . (The S&P 500 ranged between 1867 and 2122 during this period, closing at 2012 on 4 January 2016, well short of the goal.) One example of a relatively pessimistic forecast was made by Chapman University professor Terry Burnham, who in July 2013 forecasted that the Dow Jones Industrial Average (DJIA) would drop to 5,000 before it topped 20,000 [1] ; he repeated this forecast in May 2014 [2] . (The DJIA exceeded 20,000 on 25 January 2017, having never dropped below 14,700 during the period 1 July 2013 through 25 January 2017.)
There have been several previous analyses of forecaster accuracy, both in academic literature and also in the financial press. As a single example, recently Nir Kaissar analyzed a set of strategists' predictions from 1999 through November 2016 [3] . He found a relatively high correlation coefficient of 0.76 between the average forecast and the year-end price of the S&P 500 index for the given year. However, Kaissar also found that while the strategists' forecasts were reasonably close most of the time, they were surprisingly unreliable during major inflection points.
For example, Kaissar found that the strategists overestimated the S&P 500's year-end price by 26.2 percent on average during the three recession years 2000 through 2002, yet they underestimated the index's level by 10.6 percent for the initial recovery year 2003. A similar phenomenon was seen in 2008, when strategists overestimated the S&P 500's year-end level by a whopping 64.3 percent in 2008, but then underestimated the index by 10.9 percent for the first half of 2009. In other words, as Kaissar lamented, "the forecasts were least useful when they mattered most" [3] .
There are numerous challenges to assessing the predictions of forecasters, not the least of which is collecting and assessing these predictions. One promising attempt was in a 2012 study by the CXO Advisory Group of Manassas, Virgina, who ranked 68 forecasters based on their 6,582 forecasts during 1998-2005 for the period of 2005-2012 [4] . Although that study did not provide full details of its grading, ranking and metric methodology, it acknowledged some weaknesses: (a) the rankings were all weighted equally, or, in other words, all predictions and forecasts were considered equally significant; and (b) the analysis was not adjusted based on the number of forecasts made by a particular forecaster -some experts made only a handful of predictions, while others made many; weighting these the same may lead to distortions when their forecasting records are compared.
In this study, we propose to investigate in greater detail how market experts and forecasters can be graded and ranked, and then to develop and initially deploy an alternative and comprehensive methodology. We build on the experience of others who have collected lists of forecasters, notably the CXO Advisory Group study [4, 5] . Most of these collections are based on the frequency in which the investors or readers have referenced a particular forecaster. In particular, we will seek answers to the following questions:
-How do we recognize and prioritize predictions and forecasts? For instance, we may find different weights for short-and long-term forecasts, or for importance by a given criteria. -What metrics and measures are most effective and meaningful?
For this study, we will focus on forecasts made for the S&P 500 index, mainly because this is the basis for the similar studies and hence it provides the same basis for comparison purposes. However, the developed methodology is a general one that is applicable to any index for which comprehensive data and forecasts are available.
Methodology
Our methodology has two parts. In the first part, every forecast or comment of every market forecaster is evaluated. This is performed by calculating the return of the S&P 500 index over four periods of time. Typically those four periods are one month, three months, six months, and 12 months. Then the correctness of the forecast, i.e. whether the forecaster has made a true or false forecast, is determined in accordance with the time frame for which the forecast is made, considering the correctness of other forecasts that are supposed to occur before or after the forecast. This part is similar to the methodology used in the study by the CXO Advisory team, and for this part, we directly use their evaluation [4, 5] .
In the second part, we treat each individual forecast according to two factors: the time frame of the forecast, and its importance/specificity. This is because not all forecasts are equally important. For example, a forecast referring to the next few weeks should be treated differently than the one referring to the next few months; in particular, long-term forecasts should be treated as more significant than the short-term forecasts. After all, in the short-term anything could happen, as a matter of randomness, but in the longterm underlying trends, if any, tend to overcome short-term noise. For these reasons, we give more weight to longer-term forecasts, since they imply investing skill with greater confidence. In this regard our study contrasts to the study of CXO Advisory team, which treated every forecast as equally significant.
In this study, we consider four time frames, which are weighted as follows:
-Up to one month: 0.25; -Up to three months: 0.50; -Up to nine months: 0.75; -Beyond nine months (up to two to three years): 1.00.
-If the forecast does not include a time frame, or unless there is an impression stating otherwise, we assign a weight of 0.25.
The parameter w t ∈ {0.25, 0.50, 0.75, 1.00} denotes the weight associated with these time frame.
Regarding the specificity of a forecast, we assign a weight of either 0.5, for a less specific forecast, or 1.0, for a more specific forecast. For example, a forecast that states "the market will be volatile in the next few days" is not a very specific forecast, because the investor may not be able to make a decision solely based on the forecast. However, the forecast "the market will experience a correction" is more specific, and hence, important. In this example, we assign a weight of 0.5 to forecasts of the first sort, and a weight of 1.0 to forecasts of the second sort. Again, in this regard our study contrasts with the earlier study by the CXO Advisory team, which did not introduce or assign specificity weightings. We use w s ∈ {0.50, 1.00} to denote specificity of a forecast.
Following definition of w t and w s , we may derive a weight for a forecast by multiplying those two weights:
Notice that w + i is the combined weight for forecast i when it is true, and w − i is when it is false. Then, accuracy of a forecaster may be obtained by Equation (3) .
where j is the forecaster's index, and n j is the total number of forecasts made by forecaster j.
Dataset
In this study, we utilize the same dataset that was previously compiled by CXO. This dataset includes 68 separate spreadsheets, each of which refers to the data of one forecaster. The information for each forecaster consists a set of forecast statements (text), the returns of the S&P 500 index and the correctness of forecast as evaluated by CXO [4, 5] .
Algorithm
To apply our ranking methodology to the dataset, we have developed a program in the programming language Python 2.7. The program reads every sheet in the dataset, evaluates the texts (forecast statements) by assigning appropriate weightings, performs the calculations, i.e. eqs. (1) to (3), and generates two outputs and saves them as two spreadsheet files. The first spreadsheet file has 68 sheets (same as the input dataset), and in addition to the original data includes the detailed outcomes of the analyses, with rankings. The second spreadsheet includes the ranking summary for all forecasters, that is, the ranking of all 68 forecasters.
To ensure an appropriate assignment of weights to every forecast, the program has two sets of keywords. The first set includes four subsets of keywords, each of which is associated with one time frame. Each subset includes a set of words and time adverbs that represent a specific time frame. For example, the word "soon" is one keyword, which represents a very short-term time frame. The second set of keywords includes words, adjectives, and adverbs that reflect the importance and specificity of the forecasts. The algorithm analyzes every forecast by reading the associated text strings, applies both sets of keywords to find any match, and then assigns weights accordingly. A default weight of 0.25 and/or 0.5 will be assigned to a forecast if there is no matching with respect to the time frame and/or specificity.
Training the algorithm
It is obvious that the performance of the algorithm heavily depends on those two sets of keywords. For this reason, we consider a set of 14 forecasters (about 20%) as the training dataset. More precisely, we manually analyze and evaluate every forecast in the training set. Then we apply formulas (1) through (3) to calculate the accuracy of the forecasts. Given the accuracy of the forecasters in the training set, we evaluate the performance of our algorithm. To do so, we apply the algorithm to the training dataset, and compare the forecasters' accuracy obtained by the algorithm against the one obtained manually. This comparison allows for tuning the algorithm, because we can update the original sets of keywords by adding new keywords that are not already in the sets.
Testing the algorithm
After tuning the algorithm, we applied it to the remaining 54 forecasters in the dataset, which we call the testing dataset. The results of this stage along with the outcomes of the algorithm on the training dataset (in total analyzing 68 forecasters) may be represented as the evaluation and ranking of market forecasters by our developed methodology. This is discussed in more detail in Section 3.
Results
After training our algorithm on the training dataset, we ran it on the entire dataset in order to derive the ranking of each market forecaster. We presented the outcomes and findings in the following sections. Notice that the accuracy of the algorithm over the training dataset has been observed to be 92.16%; in other words, the error of the algorithm on the training dataset is 7.84%.
To calculate the accuracy of the algorithm, we manually derived the accuracy of every forecaster in the training dataset. Then we ran the algorithm, which automatically calculates the accuracy of each forecaster, on the same dataset. Let * j denotes the manually obtained accuracy of forecaster j, and j the one obtained by the algorithm. Then, the error of the algorithm in calculating the accuracy of forecaster j is
The algorithm's average error over all forecasters in the training dataset can easily be calculated by averaging all errors in the training dataset. Figure 1 shows the accuracy of each of the 68 forecasters analyzed by the algorithm. Because not every forecaster has made an equal number of forecasts, the figure shows the accuracy per forecast, and forecast share. For forecaster j, accuracy per forecast is obtained by dividing its accuracy (which is obtained by the algorithm) by its number of forecasts, i.e. n j . That is,
Forecaster accuracy
The forecast share of forecaster j, i.e. s j can be derived by Equation (5). Finally, we compared the accuracy of forecasters obtained by our method against that of published previously in the study of CXO Advisory team (Benchmark). This is graphically depicted in Figure 2 . To have a better grasp of changes in the forecasters accuracy obtained by our method in this study, compared to the earlier study of CXO Advisory team (Benchmark), we define the accuracy gap, which is the difference in values of accuracy between two studies. Let ∆ j denotes the accuracy gap of forecaster j. Equation (6) shows how ∆ j may be derived.
where j is the value of accuracy for forecaster j, which is obtained by our method, and j is the value of accuracy for forecaster j reported in the study of CXO Advisory team. Gap scores Equation (6) have either positive or negative values. Positive values of gap reflect improvement in the accuracy over the benchmark study, and negative values reflect decreased accuracy. We analyzed the accuracy gap of all forecasters, and illustrated this in Figure 3 . Later we report the values of accuracy gap for each forecaster in Table 1 . According to the figure, most forecasters have lower accuracy scores with our methodology; in particular, only 36.76% of the forecasters have improved accuracy, and the remaining have lower accuracy. This may be due to the inclusion of additional information of the forecasts' time frames and specificity in our method. Fig. 3 . The accuracy gap between our method (this study) and that of the CXO Advisory team (Benchmark) for all forecasters. The accuracy gap ∆j for forecaster j can be calculated by Equation (6) . Positive values of gap reflect higher accuracy, compared with the benchmark, and negative values reflect lower accuracy. As the figure shows, the majority of forecasters have lower accuracy scores.
In addition to this, we also analyzed the distribution of forecasters over the accuracy intervals. These were separately calculated for our method (this study) and for the study of CXO Advisory team (Benchmark), and are illustrated in Fig. 4 . Analyzing the distribution of forecasters over the accuracy intervals. Seven intervals were considered for the values of accuracy, and then percentage of forecasters in every interval was calculated. The figure on the top shows this distribution for our method (this study); the figure on the bottom shows that for the study of CXO Advisory team (Benchmark). In particular, notice that our method grouped the forecasters into seven intervals, while the benchmark study grouped them into five intervals.
There are several points of interest in this data. First, in both studies about 40% of the forecasters have an accuracy score between 40% and 50%. Second, our method identifies two new intervals for accuracy values: a low accuracy interval with ranges for accuracy values between 10% to 20%, in which 3% of the forecasters are located, and a high accuracy interval with ranges for accuracy values between 70% to 80%, in which 6% of the forecasters are located. Third, while the percentage of forecasters in the accuracy interval [50%, 60%) has dropped by about 9% (from 27% in the study of CXO Advisory team to 19% in this study), the percentage of the interval [30%, 40%) has increased by 3%. This implies that our method assigns fewer forecasters in the accuracy interval of 50% to 60%, and assigns more forecasters to the interval [30%, 40%).
Time frame and specificity analysis
Earlier we discussed the importance of time frame and specificity in forecast statements. It is more difficult to forecast the market's long-term behavior than its short-term behavior, and a specific forecast is more valuable than a non-specific one.
Let us start by investigating time frames distribution of a forecaster. Recall that every forecast may be categorized into one of the four time windows. Hence, for forecaster j, we count the number of forecasts corresponding to each time window, and divide this value by the total number of forecasts of forecaster j. This produces up to four percentage values per forecaster, each for one time window. If we continue this for all forecasters, we obtain the graph of Figure 5 . A similar analysis can also be performed for those accurate forecasts, that is those turned out to be "correct" forecasts. This is illustrated in Figure 6 , which shows the time frames distribution of a forecaster, and only over correct forecasts. In total, only 48% of all forecasts were correct. In this evaluation, we excluded incorrect forecasts, and considered the remaining (both correct or neutral) as correct forecasts. The time frame distribution of all forecast statements is shown in Figure 7 . The graph on the left is over all forecasts, and the graph on the right is over all correct forecasts. Note that the majority of the correct forecasts (around 67.56%) were stated within a short-term period; another 28% of the correct forecasts cover periods between one and three months, and for more than nine months. Only less than 5% of the correct forecasts predicted periods between three to nine months. In addition to the time frame distribution, we analyze specificity of the forecast statements. The majority of the forecasts made by forecasters were fairly specific. This is depicted in Figure 8 . Approximately 84% of the forecasts are specific, and only a small percentage (around 16%) are vague and non-specific (see Figure 9 ). Recall that in this study the major criterion of a forecast specificity is whether the investor can solely make a decision by that forecast. 
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Specificity distribution of all forecasts % of total specific forecasts % of total non-specific forecasts Fig. 9 . Distribution of the forecasting specificity over all forecast statements. According to the figure the majority of forecasts are specific enough to assist an investor in making decisions.
Ranking the forecasters
In this section we report the ranking of the market forecasters as resulted by implementing our method. This is fully reported in Table 1 . The forecasters in Table 1 were ranked on the basis of their accuracy obtained by our method (this study). For comparison purposes, we reported the accuracy of each forecaster as reported in the study of CXO Advisory team (Benchmark). Also, the values of accuracy gap, which were discussed in Equation (6) are reported here. A positive value of accuracy gap means the forecaster's accuracy is improved over the benchmark, and a negative value means the accuracy has decreased. In checking the top forecasters in each of the two studies, we observe that both share a set of 13 forecasters, so we further analyzed the performance of these 13 forecasters, and shown in Figure 10 .
The figure illustrates the percentage of correct forecasts per time frame, and the percentage of correct specific and non-specific forecasts. Also, we included the percentage of total correct forecasts. According to the plot, the number of long-term and specific forecasts that were correctly predicted impact accuracy and ranking the most. For example, "John Buckingham" has a rank of 1 in our study and 11 in the benchmark study, and "David Nassar" has a rank of 3 in our study and 1 in the benchmark study. However, the majority of David's correct forecasts cover periods less than one month, whereas John's correct forecasts mainly cover long-term and middle-term periods. Moreover, John has more correct specific and less correct non-specific forecasts.
On the other hand, if we only consider the number of correct forecast statements in order to evaluate forecasters' performance, David's accuracy would be approximately 70%, while John's would be approximately 60%, thus ranking David before John.
Conclusion
Market forecasts are widely read in the investment community. Some of these forecasts turn out to be uncannily accurate, while others lead to significant losses. To better understand the extent to which various forecasters have forecasting skill, we have developed a ranking methodology to rank and grade market forecasters. This study builds upon a previous study by the CXO Advisory Group in several directions. In particular, we distinguish forecasts by their specificity, rather than considering all predictions and forecasts equally important, and we also analyze the impact of the number of forecasts made by a particular forecaster. Our results show that some forecasters have done very well, even more so than reflected in earlier studies, but the majority perform at levels not significantly different than chance.
