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A dolgozat témája LjAPUNOV direkt módszerének nem—autonóm rendszerekre, illetve a 
változók egy részére vonatkozó (parciális) stabilitásvizsgálatokra való továbbfejlesztése, tökéletesí-
tése és klasszikus mechanikai feladatokra történő alkalmazása. A 2. fejezetben olyan tételeket 
adunk, amelyek negatív szemideünit (de nem negatív définit) deriválttal rendelkező Ljapunov-
függvény tk segítségével lokalizálják a megoldások pozitív határhalmazait. A 3. fejezetben ezeket az 
eredményeket egyensúlyi helyzet aszimptotikus stabilitását biztosító feltételek levezetésére használ-
juk. A 4. fejezetben a parciális határhalmazok lokalizálásának problémáját oldjuk meg. Az 
5. fejezetben olyan rendszerekkel foglalkozunk, amelyeknek jobboldala valamilyen értelemben 
konvergens, ha a nem-el lenőrzött koordináták, illetve az idő végtelenbe tart. Az így keletkező 
„határegyenlet" tulajdonságaiból következtetünk az eredeti egyenlet megoldásainak megfelelő tu-
lajdonságaira. A 6. fejezetben olyan Ljapunov-függvény e к elméletét dolgozzuk ki, amelyek két 
függvény összegeként állnak elő úgy, hogy az összegnek a rendszer szerinti deriváltja az egyik tag 
felhasználásával becsülhető. 
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A stabilitás fogalma a mechanikából ered. Mint ismeretes, egy mechanikai 
rendszer ál lapotát helyzete és sebessége határozza meg, amelyeket közös néven 
állapothatározóknak nevezünk. Egy egyensúlyi helyzetet stabilisnak mondunk, ha a 
rendszer mozgásai során az ál lapothatározóknak a nyugalmi állapottól való eltérése 
tetszőlegesen kicsiny marad, feltéve, hogy a rendszer az egyensúlyi helyzethez ele-
gendően közelről indult elegendően kicsiny kezdő sebességgel. Ha az eltérés még 
nullához is ta r t , amint az idő végtelenbe tar t , az egyensúlyi helyzetet aszimptotiku-
san stabilisnak mondjuk. Ha az egyensúlyi helyzet nem stabilis, akkor instabilisnak 
nevezzük. Például, a matematikai inga pályájának legalsó pont ja stabilis egyensúlyi 
helyzet, a pálya legfelső pont ja viszont instabilis. 
Tekintsünk most általánosabban egy olyan, időben változó rendszert vagy folya-
matot , amelynek matematikai modellje egy 
(0.1) i = X(x,t) ( < > 0 , x£Rk) 
közönséges differenciálegyenlet-rendszer; t az időt jelöli, x pedig a rendszert jellemző 
állapothatározókból álló vektor. Jelölje x(f;xo,<o) a (0.1) egyenlet x(<o;xo,<o) = ^o 
feltételnek eleget tevő megoldását. Az xq kezdeti állapot meghatározása méréssel 
történik, tehát nem abszolút pontos. Ha a valódi Xq ál lapotra méréssel a £ közelítés 
adódott , akkor modellünk alapján arra a következtetésre ju tunk , hogy a rendszer 
a t időpillanatban az x(<;£,<o) állapotban található, pedig x(<;xo,fo) lesz a valódi 
állapota. A modell csak akkor használható a gyakorlatban a rendszer leírására, 
ha ez a két állapot kicsit tér el egymástól, feltéve, hogy £ elég jól közelíti xo- t . 
Ugyanazzal a problémával kerültünk szembe az általános (0.1) differenciálegyenlet 
egy tetszőleges x(<;xo,<o) megoldására vonatkozóan, mint az előbb egy mechanikai 
rendszer egyensúlyi állapotának tanulmányozásánál. 
A stabili tás egzakt matematikai elméletének megalapozója a kiemelkedő orosz 
mechanikus és matematikus, A . M . LJAPUNOV. 1892-ben megjelent doktori érteke-
zésében — elvonatkoztatva a mechanikai rendszer egyensúlyi állapotától — megadta 
a (0.1) egyenlet tetszőleges megoldása stabilitásának ma is használatos definícióját : 
az x( í ;x 0 ,<o) megoldás stabilis, ha az |x(f;£,<0) — z(f ;x 0 ,<o) | eltérés tetszőlegesen 
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kicsiny <-ben egyenletesen a [<o,oo) intervallumon, feltéve, hogy — Zo| elég kicsiny. 
Ha az eltérésről még azt is tudjuk, hogy 0-hoz t a r t , ha t —• oo, akkor a megoldás 
aszimptotikusan stabilis. 
Az y — x — x(t ,xo,to) ú j függő változó bevezetésével az x = x(t;xo,to) kiszemelt 
megoldás az y = 0 megoldásba megy át, és y - r a ugyancsak egy (0.1) típusú egyen-
let teljesül, ezért feltehetjük, hogy (O.l)-nek az x = 0 megoldása és mi ennek a 
megoldásnak a stabilitási tulajdonságait vizsgáljuk. 
Ebben a dolgozatban olyan feltételeket adok meg, amelyeknek teljesülése a 
megoldások ismerete nélkül ellenőrizhető, és amelyek biztosítják, hogy a n e m -
autonóm (0.1) rendszer O-megoldása aszimptotikusan stabilis, illetve instabilis le-
gyen. Az eredmények legtöbbje alkalmas nemcsak az állapothatározók összességére, 
hanem azoknak egy részére vonatkozó, un. parciális stabilitási tulajdonságok meg-
állapítására is. A tételek egy része kifejezetten parciális stabilitási tula jdonságokra 
vonatkozik. Ide tar toznak azok az eredmények, amelyekben arra a régi problémára 
adok megoldást, hogy miként lehet parciális aszimptotikus stabilitást, illetve insta-
bilitást biztosítani akkor, ha a nem-ellenőrzött koordináták a megoldások mentén 
nem-korlátosak is lehetnek. 
A tételek jelentős részéhez az elméleti mechanika stabilitáselméletének néhány 
klasszikus problémájával foglalkozva ju to t t am el. Ezek egyike annak meghatározá-
sa, hogy holonóm szkleronóm mechanikai rendszer stabilis egyensúlyi ál lapota mi-
lyen súrlódási és giroszkópikus erők hatására válik aszimptotikusan stabilissá. Ezzel 
a kérdéssel kis rezgésekre már KELVIN és P. G. TAIT [53] is foglalkozott. Érdekes, 
hogy a stacionárius esetben, vagyis amikor a ha tó erők explicit módon nem függnek 
az időtől, teljes disszipáció esetén az aszimptotikus stabilitás a mechanikai tapasz-
talatok alapján (1. csillapított rezgőmozgás) egészen kézenfekvőnek látszik, bi-
zonyítására mégis egészen 1966-ig kellett várni (L. SALVADORI [47]), amikor az 
invarianciaelv már ismertté vált. Már a tapasztalat is muta t j a , hogy az insta-
cionárius eset jóval bonyolultabb, hiszen ha a súrlódási erő fékező hatása az idő 
függvényében túl kicsi vagy túl nagy, akkor nincs aszimptotikus stabilitás. Mate-
matikailag a nehézségeket úgy foglalhatjuk össze, hogy az invarianciaelv az insta-
cionárius esetre nem alkalmazható. Ebben az esetben a probléma a következő alakot 
ölti : Adjunk meg olyan, az erők időtől való függését szabályozó feltételeket, amelyek 
teljesülése esetén az egyensúlyi állapot aszimptotikusan stabilis. Dolgozatomban a 
disszipáció különböző teljességi fokainak bevezetésével megadok ilyen feltételeket. 
Bebizonyítom továbbá azt a tapasztalat által ugyancsak kézenfekvőnek látszó régi 
sejtést , hogy az egyensúlyi állapot a sebességekre vonatkozóan teljes disszipáció 
esetén tetszőleges nem-korlátos súrlódási erők mellet is aszimptotikusan stabilis. 
Tekintsük most át részletesebben az egyes fejezetek ta r ta lmát , kitérve arra , 
hogy milyen előzmények birtokában születtek a tételek és hogyan kapcsolódnak a 
témakör alapvető eredményeihez. 
Ismeretes, hogy a differenciálegyenletek, köztük a mechanikai rendszerek moz-
gásegyenletei ál talában nem integrálhatók. Ezért a megoldások (mozgások) sta-
bilitási tulajdonságai t a megoldások ismerete nélkül, közvetlenül az egyenletben 
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szereplő függvények (potenciális energia, mozgási energia, ha tó erők) ismeretében 
kell megállapítanunk. A. M. LJAPUNOV említett értekezésében egy ilyen módszernek 
az alapjait is lefektette. Észrevette, hogy DLRICHLET-nek a konzervatív mechanikai 
rendszer egyensúlyi helyzetének stabili tására vonatkozó tételre adot t bizonyítása, 
amely a teljes mechanikai energiának a mozgások mentén való invarianciáján, azaz 
az energia megmaradásának elvén alapult, átvihető a (0.1) általános egyenletre. Az 
így keletkezett Ljapunov-féle direkt módszer során az egyenletben szereplő függvé-
nyek felhasználásával konstruálunk egy, az állapothatározók halmazán értelmezett 
V függvényt, egy u.n. Ljapunov-függvényt, és — csupán az egyenletrendszert 
használva — meghatározzuk annak a rendszer megoldásai (a mozgások) mentén vett 
V derivál t ját . A V és V függvényekkel megfogalmazhatók olyan feltételek, amelyek 
teljesülése esetén a rendszer triviális megoldása (az egyensúlyi helyzet) stabilis, il-
letve aszimptotikusan stabilis, vagy instabilis. Az első ilyen tételeket LJAPUNOV 
adta meg. Az aszimptotikus stabilitásról szóló alaptételének a jelen értekezésben 
is különösen fontos szerepe lesz, ezért példaként ezt idézzük : Ha a (0.1) rend-
szerhez létezik olyan V(x,t) függvény, amely (1) pozitív définit; (2) V(x,t) ^ 0 , ha 
X —• 0, t € Й+; (3) V(x,t) negatív définit, akkor a (0.1) rendszer 0-megoldása 
aszimptotikusan stabilis. 
A direkt módszer mind elméleti, mind gyakorlati szempontból nagyon hasznos-
nak bizonyult. A 40-50-es évektől kezdődően, amikor kiderült, hogy az irányítási 
rendszerek konstruálásában és stabilizálásában is a leghasznosabb módszer, és amikor 
az elektronikus számítógépek megjelenése révén a numerikus közelítés előtérbe ke-
rült, különösen nagy lendülettel kezd fejlődni. Princetonban, 1949-ben újranyomják 
LJAPUNOV több, mint 50 éves doktori értekezését. Mind Keleten, mind Nyu-
gaton számos monográfia készül a témából. Konferenciasorozatokat szerveznek, 
és a meginduló szovjet és amerikai differenciálegyenletes folyóiratoknak is egyik 
központi t émája a stabilitáselmélet. Igen sok, a gyakorlatban fontos rendszerhez 
sikerül Ljapunov-függvényt konstruálni, az alaptételekről pedig bebizonyítják, hogy 
bizonyos módosításokkal megfordíthatókká válnak. Mindazonáltal, a módszer al-
kalmazásának máig legnehezebb problémája az adott rendszerhez alkalmas Ljapu-
nov-függvény konstruálása, amelyre nincs általános algoritmus. Ezért fontos vizs-
gálni, hogyan lehet gyengíteni, vagy akár csak átfogalmazni az alaptételek egy-egy 
feltételét. Különösen sok nehézséget okoz annak a feltételnek a teljesítése, hogy a 
Ljapunov-függvénynek a rendszer szerinti derivált ja legyen negatív définit. Például, 
mint már említettük, mechanikai tapasztalatok alapján nyilvánvalónak látszik, hogy 
holonóm szkleronóm mechanikai rendszer stabilis egyensúlyi ál lapota instacionárius 
súrlódási erők ha tására teljes disszipáció esetén aszimptotikusan stabilissá válik. 
Ugyanakkor LJAPUNOV aszimptotikus stabilitásáról szóló tételével ezt nem tudjuk 
levezetni, mivel a kézenfekvő Ljapunov-függvénynek, a teljes mechanikai energiának 
a mozgások mentén vett derivált ja nem negatív définit, hanem csak negatív szemide-
finit. Felmerül a kérdés : Milyen kiegészítő feltételek mellett tudunk szemidefinit de-
riválttal rendelkező Ljapunov-függvény bir tokában aszimptotikus stabilitást állíta-
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Ebben a problémakörben az első lényeges eredmény E. A. BARBASIN és N. N. 
KRASZOVSZKIJ híres tétele [64] : Legyen (0.1) autonóm, azaz tekintsünk egy 
(0.2) i = X ( x ) (t > 0, x G Rk\ A(0 ) = 0) 
rendszert, és tegyük fel, hogy létezik olyan V : Rk —» R függvény, amelyre tel-
jesülnek a következők : (1) V pozitív définit; (2) V{x) < 0; (3) a V~\0) halmaz 
nem tar ta lmazza a (0.2) egyenlet egyetlen teljes t ra jektór iá já t sem a {0} kivételével. 
Ekkor a (0.2) egyenlet 0-megoldása aszimptotikusan stabilis. 
Ez a tétel rendkívül alkalmazhatónak és gyümölcsözőnek bizonyult, így sok 
dolgozat foglalkozik a (0.1) nem-au tonóm rendszerre való kiterjesztésével (Z. ART-
STEIN [ 2 - 4 ] , Т . A . B U R T O N [9], J . K A T O [33], J . P . L A S A L L E [35, 36] , V . M . M A -
TROSZOV [69], N . O N U C H I C , L . R . O N U C H I C , P . T A B O A S [41], A . S z . O Z I R A N E R , 
V . V . R U M J A N C E V [73], N . R O U C H E , P . H A B E T S , M . LALOY [46], L . SALVADORI 
[48], A . A . SESZTAKOV [51], T . YOSHIZAWA [ 5 6 - 5 8 ] ) . L A S A L L E [36] b e b i z o n y í t o t t a , 
hogy ha a Ljapunov-függvény deriváltja egy V(x, t) < — U(x) < 0 egyenlőtlenségnek 
tesz eleget, és X(x,t) a f -nek bizonyos értelemben korlátos függvénye, akkor a (0.1) 
rendszer megoldásainak t rajektóriái az C/ - 1 (0) halmazhoz konvergálnak, ha t —• oo. 
Az alkalmazások során kiderült, hogy a tételben megkívánt egyenlőtlenség sokszor 
túl szigorú. Például, ha mechanikai rendszerre súrlódási erők hatnak, és a súrlódási 
együtthatók az időtől függnek, akkor a mechanikai energia derivált jára egy 
(0.3) V(x,t)<-<j>(t)U{x) > 0, U(x) > 0) 
t ípusú egyenlőtlenség teljesül, ahol <^(f) időnként még a 0 értéket is felveheti. 
A 2. fejezetben olyan lokalizációs lemmát adok meg, amelynek alkalmazásával 
bebizonyítható, hogy ha V - r a (0.3) teljesül, és <j> integrálisán pozitív, akkor a 
megoldások trajektóriái az £ / _ 1 (0 ) halmazhoz konvergálnak. Sőt, az így kapot t 
tétel egy másik lényeges szempontból is ál talánosít ja LASALLE eredményét, ameny-
nyiben benne az X(x,t) korlátossága helyett egy W : Rk —• Rr segédfüggvény 
VP(x,f) derivált jának korlátosságát követeljük meg, ami — ahogyan a felsorolt 
példák muta t j ák — a tételt sokkal rugalmasabbá, alkalmazhatóbbá teszi. Ennek az 
az ára, hogy R f c -ban be kell vezetni egy új, a VP által generált környezetrendszert , 
amellyel Rk esetleg nem lesz lokálisan kompakt . A fejezet második felében az 
előbbi környezetrendszeren alapuló módszer továbbfejlesztésével olyan lokalizációs 
tételeket bizonyítok, amelyek — szemben a korábbi eredményekkel — az X(x,t), 
illetve W(x,t) függvényektől nem kívánnak semmilyen korlátossági feltételt . 
A 3. fejezet alkalmazott jellegű. A lokalizációs eredmények felhasználásával 
megadom a Barbasin-Kraszovszkij-iéiel egy kiterjesztését nem-au tonóm rendsze-
rekre, amelynek segítségével elegendő feltételek adhatók nem-lineáris másodrendű 
differenciálegyenlet 0-megoldása, illetve instacionárius disszipatív és giroszkópikus 
erők ha tása alat t álló mechanikai rendszer egyensúlyi állapota aszimptotikus star 
bilitására, instabili tására. 
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A 4. és 5. fejezet parciális s tabil i tási tu la jdonságokkal foglalkozik. A parciális 
s tabil i tás fogalmát V. V. RUMJANCEV [74] vezet te be 1957-ben. 
A mechanikában gyakran t apasz ta lha tó , hogy egy egyensúlyi helyzet az ál lapot-
határozók n e m mindkét t ípusára , hanem vagy csak a sebességekre, vagy csak a 
he lykoordiná tákra vonatkozóan rendelkezik valamilyen stabil i tási tu la jdonsággal . 
Például egy vízszintes sík lapon súrlódás h a t á s a a la t t mozgó golyó sebessége nullá-
hoz t a r t , de egy kiszemelt (a mozgásoktól független) egyensúlyi helyzettől való 
eltérése nem. Más szóval, az egyensúlyi helyzetek csak a sebességekre vonatkozóan 
aszimptot ikusan stabilisak. Ál ta lában , a parciális stabil i tási tu la jdonságok az álla-
po tha tá rozóknak csak egy részére, az un. ellenőrzött koord iná tákra tesznek megál-
lapításokat . 
A direkt módszernek a parciális aszimptot ikus s tabi l i tásra és instabi l i tásra 
való kiterjesztése során felmerülő problémák közül a legsúlyosabb az, hogy a n e m -
ellenőrzött koordinátákról a mozgások során még korlátosságot sem tudunk , így 
a klasszikus módszerben oly fontos szerepet j á t szó kompaktsági meggondolásokat 
nem a lka lmazhat juk (pl. az invarianciaelv nem alkalmazható) . Ezen úgy szok-
tak segíteni, hogy feltételezik a nem-el lenőrzöt t koord iná táknak a mozgások során 
való korlátosságát (pl. [72, 73, 44, 61]). Ez a feltétel azonban közvetlenül n e m 
ellenőrizhető, ,,a priori" ismeretet tételez fel a megoldásokról, így kívánatos lenne 
tőle megszabadulni . A. Sz . OziRANER [72] pé ldá ja m u t a t j a , hogy elhagyni n e m 
lehet, így az a kérdés, hogyan lehetne valamilyen ellenőrizhető feltétellel helyettesíte-
ni. 
A 4. fejezetben au tonóm rendszerekkel foglalkozva bevezetem a parciális ha tá r -
halmaz fogalmát , m a j d ezek lokalizálása céljából a következő a l te rna t ívá t bizonyí-
tom: ha egy megoldás mentén az ellenőrzött koordináták vektora korlátos, akkor 
vagy a nem-el lenőrzöt t koordinátákból álló vektor n o r m á j a végtelenhez t a r t , ha az 
idő végtelenhez t a r t , vagy pedig a megoldás ha t á rha lmaza a Ljapunov-függvény egy 
sz inthalmazán fekszik. A lokalizáláshoz tehá t csak az első eset tel kell foglalkozni. 
A 4. fe jezetben ehhez a Ljapunov-függvényre adok meg alkalmas, közvetlenül 
ellenőrizhető feltételeket. Az 5. fejezetben feltételezem, hogy a (0.2) egyenlet 
jobbolda lán X(y,z) valamilyen ér te lemben konvergál egy X*(y) függvényhez, ha 
|z | -+ oo (ahol X — (y,z)T, és г a nem-el lenőrzöt t koordináták vektora) , és a 
határegyenletek módszerének [50] alkalmas módosításával a határegyenle t re adok 
megfelelő feltételeket. 
A 6. fejezet eredményei egyaránt sorolhatók a Ljapunov-elmélethez és a dif-
ferenciálegyenlőtlenségek elméletéhez. Disszipatív rendszerekben a sebességekre 
vonatkozó aszimptot ikus s tabi l i tás p rob lémájának megoldásához i t t olyan tételeket 
bizonyítok, amelyek egy (Vi(x,<) + V2(x, f ) ) < -<j>(t)c(Vi(x, t)) t ípusú egyenlőtlen-
ség teljesülését tételezik fel (ij>{t) > 0; c(r) > 0 és monoton növő), és azt áll í t ják, 
hogy V\(x,t) —+ 0 és l /2(x,<)-nek létezik a ha tárér téke a megoldások mentén , ha 
t —* oo. 
Már az eddigi példákból is kiderült , hogy a Ljapunov-féle direkt módszer igazá-
ból csak egy jó programot ad arra , hogy a konkrét rendszerekre hogyan állapítsunk 
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meg stabilitási tulajdonságokat . A legtöbb tétel ilyen szerkezetű : „Ha a rendszer-
hez létezik olyan Ljapunov-függvény, hogy ..., akkor a rendszer O-megoldása ... ." 
Ljapunov-függvények konstruálására viszont nincs általános algoritmus. E. A. BAR-
BASIN [62] ír ja az eddig meglévő partikuláris módszereket összegyűjtő könyvében, 
hogy nem-lineáris rendszerekhez alkalmas Ljapunov-függvény megtalálása ma sok-
szor még szerencse dolga (hal lot tam már a Ljapunov-függvény-keresés művészetéről 
is). Mindenesetre, hogy egy általános Ljapunov-iipusú tétel ér-e valamit, vagy sem, 
az dönti el, hogy reális modellekhez tudunk-e találni olyan Ljapunov-függvényt, 
amely a kívánt tulajdonságokat teljesíti. Ezért úgy l á t t am célszerűnek, hogy az 
egyes alkalmazásokat, példákat közvetlenül az illusztrálandó alaptételek után tár-
gyaljam, így ugyanaz a modell a dolgozatban több helyen is előfordul. 
A kifejtés módszerének alapelve : az eredményekről egy olyan áttekintést adni, 
amely biztosítja, hogy az olvasó tájékozódjék az alapvető problémákban és a lehető-
ségekhez mérten könnyen kivehesse és nyomon követhesse az alapvető gondolatokat. 
Ezért az eredményeket legtöbbször nem teljes általánosságukban, néha csak egy-
egy példán illusztrálva ismertetem, az általános esetre csak utalok, vagy vázlatos 
kifejtést adok. A fejezeteket az eredmények irodalmi előzményeinek, u tóhatásának, 
visszhangjának rövid áttekintésével zárom. 
Más szerzők eredményeit az idézett tételek sorszámaihoz tett *-gal különbözte-
tem meg saját eredményeimtől (pl. 4.1.* TÉTEL). 
1. fejezet 
Alapfogaknak, előzmények 
Ebben a dolgozatban, mint már említet tük, közönséges differenciálegyenlet-
rendszerek megoldásainak aszimptotikus viselkedésével foglalkozunk, tehát az álla-
pot tér (fázistér) a valós koordinátájú x = соЦх 1 , . - - ,xk) oszlopvektorok Rk tere, 
a t idő az R valós számegyenesen, illetve az R+ :— [0,oo) félegyenesen változik. 
Tegyük fel, hogy az Rk téren adot t egy | • | : Rk —• R+ norma. Ha x, у E Rk, akkor 
d(x, y) := \x — y| a két elem távolságát jelöli. 
Az Rk térhez az egyetlen oo ideális pontnak a hozzávételével az Я ^ teret 
kapjuk, miközben tetszőleges x 6 Я ^ - г а d(x,oo) := l / | x | . На А, Я С Я ^ , akkor 
távolságukat a d(K,H) := inf{d(x,j/) : x 6 К, y G Я } képlet definiálja. Ha 
p 6 Rko, és p > 0 adot t , akkor B{p,p) a p körüli p sugarú nyitot t gömböt jelöli (a 
dimenzió hangsúlyozására használjuk а Д*(р, p) jelölést is). На Я С Я ^ és p > О, 
akkor Я ( Я , р ) az Я ^ tér Я - h o z p-nál közelebb eső pontjainak halmazát jelöli. 
Adot t К С Д£<, halmaz és и : [0,w) —• Rk függvény esetén az u(<) —* К 
(< —• u> — 0) konvergencia azt jelenti, hogy d(K, u(<)) —* 0 (t —• w — 0). 
Tekintsük az 
(1.1) x = X(x,t) 
Alkalmazott Matematikai Lapok 15 (1990-91) 
8 H A T V A N I L. 
differenciálegyenlet-rendszert, ahol az X : Г —* Rk függvény legalább folytonos; 
Г := G X R+]G С Rk adot t összefüggő nyitot t halmaz. Jelölje x(t) = x(t]x0,t0) az 
(1.2) i = X(x,t), x(t0) = x0 ( ( х „ , < о ) е Г ) 
kezdetiér ték-probléma egy tetszőleges megoldását. „Az X függvény legalább folyto-
nos" feltétel azt jelenti, hogy X - r ő l csupán folytonosságot teszünk fel minden olyan 
állításbem, amelynek bizonyítása közben csak az (1.2) probléma megoldásának léte-
zését használjuk. Néhány állítás bizonyításában arra is szükségünk lesz, hogy 
x(t;xo,to) xo-nak folytonos függvénye, ilyenkor azt is feltesszük, hogy teljesül en-
nek a tu la jdonságnak egy elegendő feltétele (pl. X x - b e n Lipschitz-feHételnek tesz 
eleget). Ha az (1.1) egyenlet jobboldala <-től független, vagyis az egyenlet 
(1.3) X — X ( x ) 
alakú, más szóval, autonóm, akkor x(<;xo,ío) n e m függ lényegesen <Q—tói, hiszen 
x(í; xo,to) = x(t — to] xo, 0), tehát (1.2) helyett csak az 
(1.4) i = X ( x ) , x(0) = x0 (x 0 G G) 
kezdetiér ték-problémát tekint jük, amelynek egy tetszőleges megoldását x ( f ; x 0 ) - l a l 
jelöljük. 
Gyakran fogjuk vizsgálni az x 1 , . . . , xk á l lapothatározókoordináták egy részére 
vonatkozó, un. parciális stabilitási tulajdonságok feltételeit is. Ekkor az x £ Rk 
vektornak egy x = col(j/,z) part ícióját tekint jük, ahol y £ Rm,z £ R" (1 < 
m < к, n := к — m) . Az y vektor az x vektor azon koordinátáiból áll, ame-
lyekre vonatkozóan az adot t tu la jdonságot megkívánjuk — ezeket ellenőrzött ko-
ordinátáknak fogjuk hívni. Ebben az esetben az (1.1) egyenletet az 
(1.5) y = Y(y,z,t), z = Z(y,z,t) 
alakban is használjuk, és mindig feltesszük, hogy a jobboldalak а Г
т
 = GmxR+ hal-
mazon vannak értelmezve, ahol Gm = Z?m(0,h) x Я" , 0 < h < oo. Következetesen 
Г ^ - v e l jelöljük а Г
т
 halmaz egy y -ban kompakt Bm(0,h') x Rn részhalmazát, 
ahol 0 < h' < h. Hallgatólagosan mindig feltesszük továbbá, hogy az (1.5) x(<) = 
(y(t) ,z(<))T megoldásai z-folytathatók, vagyis ha y(t) korlátos а [<о,Т) intervallu-
mon (t0 < T < oo), akkor az x(<) megoldás fo ly ta tha tó а [fo,T] intervallumra (azaz 
egyetlen megoldásnak sem lehet olyan „szökési ideje", ahol csak a nem-ellenőrzőtt 
koordináták vektora „szökik"). 
Az (1.1) és (1.3) egyenlet megoldásait geometriailag az integrálgörbékkel és 
t rajektóriákkal lehet ábrázolni. 
Tekintsük az (1.1) (vagy az (1.3)) egyenlet egy x — <J>(t) megoldását. Ismeretes 
(pl. [15]), hogy <£-nek létezik egy jobbra maximális ф folytatása, amely egy [ íoiw) 
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intervallumon van értelmezve, ahol to < и < oo, és <f>(t) G határához ta r t , ha 
t —* и — 0 (ha и < oo, akkor szökési időnek nevezzük). 
A továbbiakban az egész dolgozat során, ha tekintjük egy egyenlet egy tetszőle-
ges megoldását, akkor ал on mindig jobbra maximálisan folytatot t megoldást értünk 
(Ф = Ф)-
A t —* ф({) (t0 <t < и) függvény grafikonját az Rk+1 kibővített fázistérben 
а ф megoldás integrálgörbéjének nevezzük, а ~у+(ф) := {ф(t) : to < t < и) С Rk 
halmazt pedig a megoldás pozitív féltrajektóriájának (félpályájának) hívjuk. На ф 
az (1.3) autonóm egyenlet megoldása, akkor feltehető, hogy balra is maximálisan 
folyta tot t , azaz ф : ( a , w ) —• Rk (—oo < a < ш < oo). Ekkor a 7 (ф) := : 
a < t < w) С Rk halmazt a megoldáshoz tartozó (teljes) trajektáriának (pályának) 
nevezzük. 
A H С G halmazt az (1.3) egyenletre nézve invariánsnak nevezzük, ha bármely 
Xo G H ponthoz létezik az (1.4) problémának olyan ф : (а,и) —* Rk megoldása, 
amelyre 7(1^) С Я . 
Legyen ф : [<o,w) —• Rk megoldása ( l . l ) - n e k (vagy (3.1)-nek). Azt mondjuk, 
hogy p G G pozitív határpontja <^-nek, ha létezik olyan {í„} sorozat, amelyre tn —• 
w — 0, <^ >(<n) P ( n —* 00) teljesül. А ф megoldás összes pozitív ha tá rpont jának 
halmazát íl(<^)-vel jelöljük, és а ф megoldás pozitív határhalmazának nevezzük. 
A határhalmazok tulajdonságait foglalja össze az alábbi két lemma, amelyek 
bizonyítása [46] III. függelékében található. 
1.1.* LEMMA. Legyen ф (l.l)-nek tetszőleges megoldása. Ekkor 
a)^+(ф) =
 7+(ф)иП(фУ, 
b) и(ф) zárt; 
c) ha 7+(ф) korlátos, akkor й(ф) nem üres, kompakt, összefüggö, és ф(1) —* 
П(ф) (t ш - 0); továbbá, ha M zárt és ф(t) — M (t ш - 0), akkor П(ф) С M; 
d) ha G n Í1(0) nem üres, akkor и = oo. 
1.2.* LEMMA. Ha ф megoldása az autonóm (1.3) egyenletnek, akkor Я(ф)ПС 
invariáns az (1.3) egyenletre nézve. 
Az 1.1.* lemma с) állítása muta t ja , hogy a megoldások ha tárha lmaza meghatá-
rozó a megoldások aszimptotikus viselkedésének leírása szempontjából, hiszen й(ф) 
a legszűkebb olyan zárt halmaz Я к -Ьап , amelyhez a megoldások konvergálnak. 
Most felidézzük a különböző stabilitási fogalmak definícióját (1. pl. [46]). 
Tegyük fel, hogy 0 G G és AT(0,f) = 0 (t G R+), vagyis x = 0 megoldása az 
(1.1) egyenletnek, továbbá bármely t0 G R+ számhoz létezik olyan p(t0) > 0, hogy 
ha |xo| < p(to), akkor x( f ;xo , to) értelmezve van a [<o>oo) intervallumon. 
1.3 Definíció. Azt mondjuk, hogy az (1.1) egyenlet 0-megoldása: 
(а) t/-stabilis, ha bármely e > 0, to E R+ számokhoz létezik olyan 6 = 6(e,t0) 
> 0, hogy ha |xo| < S és t > to, akkor az (1.2) probléma tetszőleges x(f;xo,<o) = 
(y(t; x0,to), z(t; x0,t0))T megoldása esetén |у(<;х0 ,<0) | < £ teljesül. 
(б) egyenletesen y-stabilis, ha az előző definícióban 6 nem függ <o-tól. 
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(c) y-vonzó (у-attraktív), ha bármely ío € R+ számhoz létezik olyan <r = 
(r(t0) > 0, hogy ha |x 0 | < <7, akkor l i m ^ œ |y(í;ar0 ,<o)| = 0; 
(d) aszimptotikusan y-stabilis, ha y-stabilis és y-vonzó; 
(e) ekvi-aszimptotikusan y-stabilis, ha asz imptot ikusan y-stabilis, és az y-
vonzás definíciójában szereplő konvergencia xo G Bk(0, cr(to)) - b a n egyenletes, va-
gyis bármely т] > 0 számhoz létezik olyan T = T(rj,<o), hogy ha |xo| < t > 
í 0 + T, akkor Iy(t-, x0, <o)| < *7-
( / ) egyenletesen aszimptotikusan y-stabilis, ha egyenletesen y-stabilis, ekv i -
aszimptot ikusan y-stabilis, t ovábbá a és T nem függnek <o~tól. 
Ha az összes koord iná tá ra vonatkozó stabil i tási tu la jdonságokról beszélünk 
(у = X, vagyis minden koordiná ta ellenőrzött) , akkor x-stabilitás, egyenletes x-
stabilitás, ... helyett egyszerűen stabilitást, egyenletes stabilitást, ... mondunk . 
Az egyenletes aszimptot ikus s tabi l i tás fogalmát különösen fontossá teszi az a 
tény, hogy belőle a gyakorlati szempontból oly fontos totális stabilitás következik. 
Ez a s tabi l i tásfogalom nemcsak azt veszi figyelembe, hogy a kezdeti ér tékekben 
e lőfordulhatnak ponta t lanságok, hanem azt is, hogy magá t a modell t a mozgások 
során á l landóan érik „kicsiny" zavarok (részletesen 1. [46]). 
A fent definiált stabil i tási tu la jdonságok feltételeinek tanu lmányozására A . M . 
LJAPUNOV [65] ado t t meg egy módszer t , amelynek lényege, hogy n e m közvetlenül az 
x(t) megoldás |x(<)| no rmájának , hanem egy ügyesen válasz tot t V{x,t) segédfügg-
vény és a megoldás V(x(t),t) összetet t függvényének a viselkedését vizsgálja a t idő 
nagy értékeire. 
Ado t t V : Г —+ R folytonos függvényhez az (1.1) egyenlet b i r tokában rendeljük 
hozzá а V : Г —• R függvényt a következő definícióval : 
V(x, t) : = l i m s u p ( l / / i ) [ V ( x + hX{x,t), t + h) - V(x, <)]• 
o+o 
Ezt a függvényt а V függvény (1.1) rendszer szerinti deriváltjának nevezzük. Ha 
hangsúlyozni akar juk az (1.1) rendszerrel való kapcsolatát , akkor a V^i.i) jelölést 
használ juk. Az elnevezést a következő lemma indokolja : 
1.4.* LEMMA. (T . YOSHIZAWA [55], З.о.). На V € Lipx{Г; R), és ф : [<0,w) 
Rn megoldása (l.l)-nek, akkor D+V(f(t),t) = V^{t),t) (t € [ío.w))-
A V(x,t) függvény meghatározásához n e m kell ismerni a megoldásokat , bir-
tokában mégis értékes információkat t u d h a t u n k meg a megoldásokról. Például , ha 
< 0 а Г ^ halmazon, akkor V(x,t) a megoldások mentén nem növekszik, 
amíg azok grafikonja Г ^ - b e n halad. 
Jelölje К az а : R+ —+ H+ folytonos, szigorúan monoton növekvő, a(0) = 0 
feltételnek is eleget tevő függvények osztályát . 
Most egy olyan fogalmat definiálunk, amely azt fejezi ki, hogy ha V(y,z,t) 
kicsi, akkor |y| is kicsi, éspedig ( z , t ) - r e vonatkozóan egyenletesen. 
1.5 Definíció. Azt mondjuk , hogy а V : Г
т
 —• R függvény pozitív y-definit, 
ha V(0,t) = 0 (< G R+) és létezik olyan а e 1С, hogy az a ( |y | ) < V(y,z,t) 
egyenlőtlenség teljesül а Г[„ halmazon. 
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A Ljapunov-féle direkt módszerben a legtöbbször azt bizonyítjuk be, hogy ha 
x{t) ( l . l ) - n e k megoldása, akkor V{x{t),t) —+ 0 (t —• oo). На V pozitív y-definit; 
akkor ebből a 0-megoldás y-a t t rakt iv i tása már azonnal következik. 
1.6. Megjegyzés. A Dini-féle konvergencia-tételhez hasonlóan bizonyítható a 
következő állítás : Tegyük fel, hogy V : Г —• R pozitív y-definit , és bármely to G 
számhoz létezik olyan 6(t0) > 0, hogy ha |x 0 | < ^(<o)> akkor V(x(<; x 0 , to), t) a t 
változóban monoton csökkenve 0-hoz tar t , ha t —* oo. Ekkor az (1.1) egyenlet 0 -
megoldása ekvi-aszimptotikusan y-stabilis [73]. 
Mint ahogyan az 1.3 definíció előtt a p(to) > 0 számok létezésére vonatkozó 
feltételből is látszik, a 0-megoldás stabilitási tulajdonságait csak akkor tud juk 
vizsgálni, ha az origó kicsiny környezetéből induló megoldások jobbra akármeddig 
folyta thatók. Mint kiderült, Ljapunov direkt módszere az összehasonlítási módszer-
rel [46] kombinálva ezen tulajdonság feltételeinek vizsgálatára is alkalmas. Ezt 
illusztrálja a következő tétel, amit itt bizonyítás nélkül idézünk. 
A tétel kimondásához szükségünk van néhány új fogalomra. Ha u,v G Rr, 
akkor и < V azt jelenti, hogy u' < v' (i = 1 , 2 , . . . , г). На V : Г —• Rr vektorértékü 
segédfüggvény, akkor а V műveletet komponensenként kell végrehajtani . Azt mond-
juk, hogy egy W : Rf —* Rr függvény kvázi-monoton nem-csökkenő [46], ha W' 
nem-csökkenő u 1 , u 2 , . . . , u * - 1 , u1+1,... , u r - b e n ( j = 1 , 2 , . . . , r ) . 
1.7. TÉTEL. [22]. Tegyük fel, hogy Г = Rk x R+, és léteznek olyan V : Г 
Rr, w : Rr x Г —+ Rr folytonos függvények, hogy V lokálisan Lipschitz tulajdonságú 
x-ben, w(u,x,t) kvázimonoton nem-csökkenő u-ban és teljesül az 
(1.6) V(x,t)<w(V(x,t),x,t) 
egyenlőtlenség а Г halmazon. 
Legyen x : [<o,w) —1> Rk (l.l)-nek megoldása. Ha az ú — w(u,x(t),t), u(t0) = 
V{x(to), <o) kezdetiérték-probléma u*(t) maximális megoldása definiálva van a 
[<o,w) intervallumon, u'(u> - 0) := 1йп (_ш_ 0 u*(<) létezik és véges, és van olyan 
nem-csökkenő p : Rr —• R funkcionál, hogy 
l i m j n f p ( T ( x , 0 ) > p ( « > - 0 ) ) , 
I—w —0 
akkor az x(t) megoldás folytatható a [<0, T] intervallumra. 
Kiegészítő megjegyzések 
A megoldások folytathatóságával a kvalitatív elméletben sok dolgozat foglalko-
zik. T . A BURTON [10] adott egy olyan tételt, amely A. WINTNER, R. CONTI 
és T . YOSHIZAWA eredményeit kiterjesztve igen jól alkalmazható egészen általános 
egyenletekre is, viszont az egyik segédfüggvényről monotonitást tételez fel. Ez a 
feltétel WlNTNERnél és CoNTlnál nem szerepelt, és BuRTONnek az volt a sejtése, 
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hogy tételének állítása igaz marad akkor is, ha ezt a feltételt elhagyjuk. [22] dol-
gozatomban egy példával megmuta t tam, hogy ez a sejtés nem igaz. Az ugyanitt 
közölt 1.7 tétel alkalmazásával az is megállapítható, hogy mi az a monotonitásnál 
lényegesen gyengébb feltétel, amellyel Burton tételében a monotonitás helyettesíthe-
tő. 
Az 1.7 tétel a differenciálegyenlőtlenségek elméletén alapuló összehasonlítási 
módszert használja [46, 59]. Érdemes azonban megjegyezni, hogy a tételben az 
alapvető (1.6) differenciálegyenlőtlenség nem zárt (csak a V függvényt tar talmazó) 
függvényegyenlőtlenség, hanem az x függő változót is tar ta lmazza explicit módon. 
Ez komoly nehézségeket okoz, hiszen az egyenlőtlenséget nem lehet V - t e megoldani, 
mint a korábbi tételekben. Az ilyen típusú egyenlőtlenségek alkalmazása [80] dol-
gozatommal kezdődött, amelynek alapvető ötlete az 
ii~w(u,x,t), x = X(x,t) 
rendszer bevezetése és az (u, x)T megoldások parciális u-stabil i tási tulajdonságainak 
vizsgálata, amelyekből először a V(x(t),t) függvények, ma jd az x = X(x,t) rendszer 
x(t) megoldásainak aszimptotikus tulajdonságaira következtethetünk. 
Ezt a módszert — amit A . A . MARTYNYUK [37] beágyazásnak nevezett el — 
több irányba továbbfejlesztették [37, 68]. 
2. fejezet 
Az invarianciaelv egy általánosítása 
nem-autonóm rendszerekre. Lokalizációs 
tételek. 
A Bevezetésben már idéztük BARBASIN és KRASZOVSZKIJ alapvető tételét a 
(2.1) i = X(x) (x£GcRk;X( 0) = 0) 
autonóm differenciálegyenletrendszer 0-megoldásának aszimptotikus stabilitásáról. 
A tételnek a megoldások pozitív határhalmaza fogalmán alapuló bizonyításában a 
következő két lépés a leglényegesebb: 
1. Tetszőleges x = <p(t) megoldás П(^) pozitív határhalmaza а V Ljapunov-
függvény valamely szintfelületén fekszik, vagyis létezik olyan с £ R, hogy Q(y) С 
V-\c). 
2. Cl(ip) invariáns, tehát tetszőleges pont ján áthaladó megoldás t ra jek tór iá ja is 
a szintfelületen halad, ahonnan С V - 1 ( 0 ) . 
J . P . LASALLE ismerte fel 1968-ban, hogy a bizonyításnak ez a része nem csak 
a stabilitáselméletben, de a kvalitatív vizsgálatokban általában, a leghasznosabb 
eszközök egyike. így született meg az invariancielv: 
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2.1.* T É T E L . ( J . P . LASALLE [35]). Legyen x = <p(t) A (2.1) egyenletnek 
egy megoldása, és tegyük fel, hogy létezik olyan lokálisan Lipschitz-tulajdonsdgú 
V : G —* R függvény, amelyre V{x) < 0 teljesül a ip megoldás y(<p) trajektóriájának 
pontjaiban. Ekkor G П Í2(y) С M, ahol M azon teljes trajektóriák egyesítése, 
amelyeknek mindegyike a T _ 1 ( 0 ) halmazban fekszik. 
Az invarianciaelv jelentősége abban áll, hogy lokalizálja a megoldás aszimp-
totikus viselkedését meghatározó pozitív határhalmazt . Pédául, ha tudjuk , hogy 
7 ( ip) korlátos és С G, akkor a pozitív határhalmaz vonzási tu la jdonsága (1. 1. 
fejezet) mia t t az invarianciaelv egy következményeként adódik a y>(<) —+ M(t —+ oo) 
tulajdonság. 
A jelen fejezet célja ilyen lokalizációs tételek megalkotása a nem-autonóm 
(2.2) i = X(x,t) {X:T-*Rk) 
differenciálegyenletrendszerre. Mint látni fogjuk, a fent említett első lépés (2.2)-
re különösebb nehézségek nélkül általánosítható, mindössze a T - 1 ( c ) szintfelület 
megfelelőjét kell megtalálni. A második lépést viszont lehetetlenné teszi a nem-
autonóm esetben az a tény, hogy a pozitív határhalmaz invarianciájának még csak 
értelme sincs. így az Í2(y) és a E - 1 ( 0 ) megfelelőjének kölcsönös helyzetét teljesen 
új módszerekkel kell tanulmányozni. 
2.1. Lokalizáció Ljapvmov-függ vény szinthalmazával 
A (2.2) rendszer nem autonóm, így egy x : [<o>w) —* Rk megoldását geomet-
riailag t —+ (t,x(<)) grafikonjával reprezentálhatjuk a kibővített Rk+1 fázistérben. 
Azt mondjuk, hogy az x megoldás а Л С Г halmazban halad, ha grafikonja A-ban 
fekszik. 
2.1.1. Definíció. Legyen Л С Г adot t . Azt mondjuk, hogy V G Lip(A;H) 
а (2.2) rendszerhez tartozó Ljapunov-függvény a A halmazon, ha létezik olyan íj : 
R+ —• folytonos függvény, amelyre az 
oo 
J v ( t ) d t < oo, V(x,t)<r)(t) ((«,<)€ A) 
о 
egyenlőtlenségek teljesülnek. 
A A halmazra vonatkozóan használni fogjuk a következő jelöléseket: 
L(t) := {x : (x,t) G A}, L :={J L(<); V := f | ( J L(t) 
t> 0 T>Ot>T 
Ha egy : [<o,w) —• Rk megoldás A-ban halad, akkor í l ( y ) С L*. 
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A V függvénynek az ш, с (0 < и < оо, с G R) számokhoz tar tozó határ-
szinthalmazán [82] azt а V~x[c,u] С L* halmazt é r t jük , amelynek bármely p pont-
jához létezik olyan (xj , í j ) G A (» = 1 , 2 , . . . ) sorozat, hogy 
lim xí — p, lim ti = и — 0, lim V(x j , í j ) = с. 
i—юо i—ЮО i—• oo 
На V nem függ í—tői, akkor nyilvánvalóan V~x[c,w] = V~x(c). Könnyű belátni, 
hogy ha a V(-,t) : L(t) —• R (f G [0,w)) függvénycsalád egyenlő mér tékben 
folytonos, és 
lim V(x,t) = V'(x) (x G F - 1 [ c , w ] ) , 
t—— 0 
akkor V~x[c,u] = ( p * ) - ! ( c ) . 
2 .1 .2 . LEMMA. Legyen V A (2.2) egyenlethez tartozó Ljapunov-függvény A A 
halmazon, és legyen <p : [t0,u) ~~> Rk (2.2)-nek tetszőleges, A-ban haladó megoldá-
sa, amelyre í l ( f ) Ф 0. Tegyük fel, hogy az L* halmaz minden p pontjához létezik 
olyan 6(p) > 0 szám, hogy V(x,t) alulról korlátos a { (x , f ) G A : |x - p| < <5} 
halmazon. Ekkor a 
lim V(<p(t),t)=:c 
1—tw — 0 
határérték létezik és véges, következésképpen 
Q(y>) С V~x(c}w]. 
Bizonyítás. Legyen p G és { f j j j î j olyan sorozat, hogy 
lim í j = w — 0, lim ip(íj) = p. 
I—•oo »—*oo 
Vezessük be a 
w 
w(t) := V(<p(t), í ) + J r j ( s ) d s ( í0 < í < w) 
t 
jelölést. A Ljapunov-függvény definíciója szerint 
D+w(t) = V(<p(t),t) — T](t) < 0, 
tehát w csökkenő függvény. Másrészt , a lemma feltétele szerint a {wi(íj)} sorozat 
alulról korlátos, így létezik a l i m t - ^ - o w(t) = : с véges ha tárér ték , ahonnan a lemma 
állítása azonnal következik. • 
2.2 Lokalizáció Ljapunov-függvény deriváltjának O-halmazával 
Az invarianciaelvnek nem-autonóm rendszerekre való kiterjesztésénél a fő ne-
hézséget az okozza, hogy a megoldások pozitív ha tá rha lmazának invarianciája meg-
szűnik. Most vázoljuk az invarianciaelvnek (1.2.1.* tétel) egy olyan bizonyítását az 
au tonóm esetre, amelyben a ha tá rha lmaz invarianciáját nem használjuk ki - ez a 
bizonyítás kijelöli a kiterjesztés fő irányait . 
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Tegyük fel, hogy az állítás nem igaz. Ekkor létezik olyan p € g > 0, hogy 
B(p, p ) n Y _ 1 ( 0 ) = 0. Egyrészt, a 7 ( ip) t ra jektóriának állandóan vissza kell térnie a 
p pont tetszőleges közelébe. Másrészt, B(p, ß ) -ban Y-nak negatív maximuma van, 
így amíg 7 ( ip ) i t t tartózkodik, V(ip(t)) gyorsan csökken; következésképpen 7(<p)-nek 
ki kell lépni B(p, g)~ ból. Tehát létezik időpontoknak • • • < ! ( • < ti" < <J+1 < . . . 
végtelenbe tar tó sorozata, hogy 7(<p) a időszakban "átmetszi" a B(p,g)\ 
B(p,g/2) halmazt . Nyilván, |y>(<<")-<p(<|)| > f / 2 , ugyanakkor ip(t) = X ( y ( 0 ) - n e k 
a \t'i,ti"] intervallumon t—tői független korlátja van, ezért — > 6 > 0 (i = 
1 , 2 , . . . ) , ahonnan Y(y>(<)) —* —00, t —* 00, ami ellentmondás. 
A rendszer autonóm voltát ebben a bizonyításban csak két helyen használ tuk 
lényegesen: egyrészt, hogy V = V(x) nem függ közvetlenül í—tői, így а V ф 0 
halmaz kompakt részhalmazain V nagatív konstans alat t marad; márészt , X{x) 
korlátos minden kompakt halmazon. Ennek köszönhető, hogy az invarianciaelv 
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ál ta lánosí tha tó a következő irányba: tegyük fel, hogy valamely U folytonos függ-
vénnyel. 
(2.3) V(x,t) < U(x) < 0 ((<,*) e r ) , 
és ad juk át a Ú - 1 ( 0 ) szerepét az l/~1(0) ha lmaznak, továbbá tegyük fel, hogy 
X(x,t) valamilyen ér te lemben korlátos а К x Rk halmazokon, ahol К С R+ kom-
p a k t ( 1 . L A S A L L E [ 3 5 , 3 6 ] ) . 
Mint az alkalmazások során látni fogjuk, sok esetben mindkét feltétel túl szi-
gorú. Alábbi ki terjesztésünkkel kezelni t ud juk m a j d azokat az eseteket is, amikor a 
Ljapunov-függvény der ivá l t já ra (2.3) helyet t csak egy 
V(x,t) <a(t)U(x) (о:Я+ — Д+, U : G — R-) 
alakú becslés van b i r tokunkban , ahol a(t) í - n e k bármilyen nagy értékeire akár a 
zéró-értéket is felveheti, de „á t lagban" n e m kicsi: 
2.2.1. Definíció. A mérhető a : R+ —• Я + függvényt integrálisán pozitívnak 
nevezzük, ha bármely 
oo 
S:= ( J [ a , , 6 f ] (a< < 6,-< <4+1, 6, - а,- > S > 0, « = 1 , 2 , . . . ) 
i=i 
halmaz esetén 
J a — oo . 
s 
A ß : R+ —* R_ függvényt integrálisán negatívnak nevezzük, ha —ß in-
tegrálisán pozitív. 
Az a(<) = ао > 0 nyilvánvalóan integrálisán pozitív, de ugyanilyen tu la j -
donságú minden nem-negat ív periodikus függvény is, amely egyetlen részinterval-
lumon sem azonosan nulla. Könnyű bebizonyítani , hogy a akkor és csakis akkor 
integrálisán pozitív, ha bármely 6 > 0 szám esetén 
t+s 
(2.4) lim inf J а > 0 . 
t 
Az X(x,t) kor lá tosságára vonatkozó feltétel azért túl szigorú, mer t gyakran 
találkozunk olyan esetekkel (pl. a parciális s tabi l i tásra vonatkozó problémákban) , 
amikor az x á l lapotha tározó helyett annak csak adot t W : Rk —• Rr függvényéről 
(pl. az á l lapothatározó-vektor koordinátá inak egy részéről) t ud juk , hogy a megoldá-
sok mentén n e m változik „ tú l gyorsan". Ez abban jelentkezik, hogy X{x,t) helyett 
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a W(x,t) függvényre teljesül bizonyos korlátosság. Természetes gondolat ekkor az 
euklideszi \x — p\ távolság helyett a |W(x) — VT(p)| pszeudo-metrikát használni. 
Legyen adva egy W G Lip (G; Rr) függvény. Ennek felhasználásával vezessünk 
be egy ú j környezetrendszert G - b e n az alábbi definícióval: 
B*(p,g) jelölje а Г 1 ^ ) , } ) ] = {x G G : |W(x) - W(p)\ < в} halmaz 
p - t ta r ta lmazó komponensét (p G G, g > 0). 
2.2. ábra 
Az invarianciaelv kiterjesztését előkészítendő most két olyan lemmát bizonyí-
tunk, amelyek arra adnak elegendő feltételt, hogy egy p pont ne tartozzék hozzá 
egy adot t ip megoldás pozitív határhalmazához. 
2 .2 .2 . LEMMA. Legyen V A (2.2) egyenlethez tartozó Ljapunov-függvény Г -
n, és tekintsük az egyenlet egy tetszőleges Л С Г-Ьал ha/adó <p : [<o>w) —* Rk 
megoldását. Tegyük fel, hogy a p £ G Г\ L* ponthoz létezik olyan д > 0, T > 0 
számpár, hogy 
H{p, д) := A П (B*(p, g) x (T, oo)) 
összefüggő nyitott halmaz, és minden olyan и : [T, oo) —* Rk lokálisan abszolút 
folytonos függvényre, amyelynek grafikonja H(p, g)-ban van, teljesülnek a követke-
ző feltételek: 
t 
(1) f W(u(s),s)ds egyenletesen folytonos, 
T 
(2) (V(u(<), t)]_ integrálisán pozitív, 
(3) V(u(t),t) alulról korlátos 
a [T, oo) intervallumon. 
Ekkor p # Q(ip). 
2.2.3. LEMMA. AZ előző lemma állítása érvényben marad, ha az (1), (2) 
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(2') J V(u(t),t)dt = -oo. 
T 
Bizonyítás. A két lemmát együtt bizonyítjuk. 
Tegyük fel, hogy az állítás nem igaz, vagyis p £ П(у) . Ekkor az 1.1. lemma 
szerint w = oo, és létezik olyan {<,} sorozat, hogy <,• —+ oo, <p(U) —* p (i —> oo). Ez 
azt jelenti, hogy elég nagy i - re <p grafikonjának f ,-hez tartozó pon t j a Я ( р , p ) -ban 
van. Másrészt, (2) - (3) miat t ip grafikonja nem maradhat valamely időponttól 
kezdve véglegesen Я (р , p) -ban, tehát létezik két olyan {<(•}, {<,"} sorozat, hogy 
(2.5) 
T<t'i< ti" <•••<<;< ti" < ... ; lim <; = oo; 
i-»oo 
\W(p)-W(<p(t))\<e(t'i<t<ti") 
m<p(ti"))-wWi))i = | (» = 1 , 2 , . . . ). 
Mivel H{p,g) összefüggő nyitott halmaz, létezik olyan и : R+ —» Rk lokálisan 
abszolút folytonos függvény, amely a [<(,<,•"] intervallumokon megegyezik a ip meg-
oldással, és grafikonja Я ( р , ß) -ban van. Nyilvánvalóan, 
(2.6) 
и J W(u(t), t) в 2 ' 
és ez ellentmond az (1') feltételnek, mely szerint VE(u(f)) teljes változása Я + - о п 
véges. Ezzel a 2.6. lemmát bebizonyítottuk. 
Bebizonyítjuk, hogy (2.6) az (1) - (3) feltételekkel is el lentmondásban van. 
Az (1) feltétel következtében létezik olyan 6 > 0, hogy ha 11' — <"| < 6, akkor 
fY(u( s ) , s )ds < e l2 . (2.6) miat t tehát f , " - << > 6 > 0 (i = 1 , 2 , . . . ) . (2) 
szerint —[ Y(u(<), <)]_ integrálisán negatív, így 
» " 
OO ' j 
V(u(ti"),ti")<V(u(t'1),t'1) + J n - t / [ ^ ( « ( 0 , 0 1 -
о i = 1 1 ' . 
dt —oo (i —> oo), 
és ez ellentmondásban van V(u(t),t) alulról való korlátosságával. • 
Valójában már a fenti két lemma is közvetlenül használható határhalmaz lo-
kalizálására, de a feltételek — különösen (2), illetve (2') — nehezen ellenőrizhetők. 
Ezt megkönnyíti az a körülmény, hogy a problémákban — mint már korábban 
említettük — a Ljapunov-függvény derivált jára gyakran adható egy szeparált vál-
tozójú becslés: 
(2.7) V(x,t)<a(t)U(x) + n(t) (0M)€A), 
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ahol a,t] : R+ —+ R+, U : L П G —* R- mérhetők, tj integrálható Л+-оп. Jelölje F 
az U függvény O-halmazát: 
F := {x £ Lr\G : U(x) = 0} . 
Ezt a halmazt sokszor „veszélyes halmaz"-nak szokták nevezni [45,46]. Ennek az 
az oka, hogy ha egy egyensúlyi helyzet a t t rakt ivi tását szeretnénk bizonyítani (ami 
annyit jelent, hogy a megoldások pozitív ha tárhalmaza egyetlen pont , éspedig az 
egyensúlyi helyzet), akkor egyedül F pont jai „veszélyesek", mivel — mint ahogyan 
az alábbi tételek muta t j ák — az F halmaz Fc komplementerének pontjai nem lehet-
nek megoldások ha tárpont ja i . 
2 .2 .4 . TÉTEL. Legyen V a (2.2) egyenlethez tartozó Ljapunov-fűggvény Г-л , 
legyen Л С Г adott, és tegyük fel, hogy a (2.7) becslésben szereplő függvények 
rendelkeznek a következő tulajdonságokkal: 
(1) а integrálisán pozitív; 
(2) bármely p £ Fc ponthoz léteznek olyan p(p) > 0, T(p) számok, hogy 
s u p { U ( x ) : x 6 S(p, в) := L П B*(p, g)} < 0 ; 
továbbá minden olyan и : [T, oo) —• Rk lokálisan abszolút folytonos függvényre, 
amelynek grafikonja a 
H ( p , e ) : = Л Л ( B * ( p , Q) X ( T , o o ) ) 
összefüggő nyitott halmazban van, teljesül, hogy 
t . 
(3) f tV(u(s), s)ds egyenletesen folytonos, és 
T 
(4) F ( u ( s ) , s ) alulról korlátos 
a [T, oo) intervallumon. 
Ekkor bármely, A-ban haladó p :[t0,ui) -* Rk megoldásra Í2(tp) П G С F. 
Ha L* С G is teljesül, akkor p(i) —• F^ (t —• ш — 0). Ha p még korlátos is, 
akkor и = oo és p(t) —• F (t —• oo). 
2 .2 .5 . TÉTEL. Az előző tétel állításai érvényben maradnak, ha az (1) és (3) 
feltételt a következőképpen módosítjuk: 
oo 
( l ' ) f a = oo; 
0 
oo 
(2') f \W(u(t),t)\dt < oo. 
T 
Bizonyítás. A két tételt együtt bizonyítjuk. 
Tegyük fel, hogy az állítás nem igaz. Ekkor létezik olyan ip megoldás és p £ 
Q(v?) П G pont , amely nem tartozik E - h e z . A feltételek szerint léteznek olyan 
e(p) > 0, 5(p) > 0, T(p) számok, hogy 
V(x, t) < —Sa(t) + ,fit) ((x, t) £ H(p, e)). 
így teljesülnek a 2.5 (illetve 2.6.) lemma feltételei, ezért p $ Fl(p), ami e l l en tmondás . 
Ha L* С G, akkor fi(y>) С G, és ezért y>(<) - » FTO (t и - 0 ) . H a <p m é g 
korlátos is, akkor ф 0, és p(i) —• F (t —» oo). • 
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A <p(t) —+ Foo „konvergenciát" a 2.3. ábra szemlélteti. 
2.3. ábra 
A 2.2.5. tétel létjogosultságát az támaszt ja alá, hogy (1) => (Г ) , ( Г ) ф> (1), 
és (3') => (3), (3) ф (3'). 
2.3. Néhány következmény, példa 
A 2.2.2., 2.2.3. lemmák bizonyítását analizálva könnyű látni, hogy ha W 
skaláris értékű függvény (azaz г = 1), akkor a (2.5) formulákban szereplő {<•}, { í j"} 
sorozatokról az utolsó sorban írott összefüggés helyett akár a 
w x t j " ) ) - w w : ) ) = § (* = 1 . 2 , . . . ) , 
w w w ) ) - w & m = - 1 ( » = i , 2 , . . . ) 
egyenlőségek teljesülését is feltehetjük. Ennek megfelelően a kívánt ellentmondáshoz 
akkor is el jutunk, ha a lemmák (1), illetve (Г ) feltételében W, illetve | W j helyébe 
akár a [VP]+, akár a függvényt írjuk. Ezért helytálló a következő 
2.3.1. Megjegyzés. Ha W skaláris értékű, azaz r = 1, akkor a 2.2.4. illetve 
2.2.5. tételben a (3), illetve (3') feltétel helyett az alábbi — gyengébb — feltétel 




egyenletesen folytonos Я + - о п , ahol [h(s)]+(_) azt jelenti, hogy vagy [h(s)]+ áll s 
minden értékére, vagy [h(s)]- áll s minden értékére. • 
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A tételekben szereplő feltételek szerepe, természete világosabb lesz, ha megfo-
galmazunk néhány következményt. 
A A halmaz azért jelenik meg a feltételekben, hogy a lokalizálás során haszno-
sítani tud juk a megoldásokról esetleg már bir tokunkban lévő „á priori" ismereteket 
(ha ilyen információnk nincs, akkor A = Г). Például, gyakran tudjuk , hogy min-
den megoldás korlátos (ennek megállapítására léteznek a lokalizációtól független 
módszerek [55]). Sokszor a lokalizálásra már csak akkor kerül sor, amikor az 
egyensúlyi helyzetről stabilitást tudunk, ahonnan a korlátosság következik. Ezekben 
az esetekben a feltételek az alábbi módon egyszerűsödnek. 
2 .3 .2 . KÖVETKEZMÉNY. Legyen К pozitív szám, amelyre B(0,K) С G, 
legyen V Ljapunov-függvény В (О, K)xR+-on, és tegyük fel, hogy а (2.7) becslésben 
szereplő függvények eleget tesznek а következő feltételeknek: 
(1) a integrálisán pozitív; 
(2) bármely p £ Fc ponthoz létezik olyan g(p) > 0, hogy 
S(p,e) •.= B{0,K)nB*(p,e)cFc-, 
t 
(3) f sup{ | fÚ(x, s) | : x £ S(p, ß)}ds egyenletesen folytonos R+-on; 
о 
(4) V alulról korlátos az S(p, ß) x R+ halmazon. 
Ekkor bármely p : [t0, oo) —»• B(0, K) megoldásra p(t) —• F teljesül, ha 
t —• oo. • 
Tekinsük most a 2.2.4. tételnek azt a speciális esetét, amikor W(x) = x. Mivel 
ekkor B*(p, ß) = B(p, д), a A halmaz szerepe lényegtelenné válik, hiszen a (2) feltétel 
Л = Г mellett is mindig teljesül. 
2 .2 .3. KÖVETKEZMÉNY. Tegyük fel, hogy V Ljapunov-függvény Г - п , és а (2.7) 
becslésben a integrálisán pozitív. Továbbá tegyük fel, hogy ha H С G kompakt, 
akkor bármely и : Ä+ —* H folytonos függvény esetén az f* X(u(s), s)ds egyenlete-
sen folytonos és V(u(t),t) alulról korlátos R+-on. Ekkor bármely p : [t0, ui) —• Rk 
megoldásra £1(<р) П G С F. Speciálisan, ha a p megoldás trajektóriája prekompakt 
G-ben, akkor p{t) —• F (t oo). 
Ennek a következménynek a(t) = 1 speciális esete az invarianciaelv nem-
autonóm rendszerekre való LaSalle-féle kiterjesztése [36]. Annak illusztrálására, 
hogy a nem-állandó a(<) esete fontos lehet, elegendő elképzelnünk egy olyan rend-
szert és Ljapunov-függvényt, amelyekre 
(2.8) Ú(x,<) = ( s in 2 í ) ( / (x) (U : G R-). 
Mivel ebben az esetben LaSallé-típusú (2.3) becslés csak az U(x) = 0 függvénnyel áll, 
a LaSalle-féle általánosítás nem alkalmazható. Ugyanakkor a*2.3.3. következmény 
igen, hiszen az a(<) = sin2 t függvény integrálisán pozitív. 
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A 2.2.4.-2.2.5. tételeknek a LaSalle-féle kiterjesztésekkel és más általánosítá-
sokkal [82,41,51,57] való összehasonlításában fontos szerepet játszik a W függvény 
megjelenése is. Az eddigi általánosításokban — mint ahogyan a 2.3.3. következ-
ményben is — az fQ X(u(s), s)ds függvény egyenletes folytonossága azt hivatott 
biztosítani, hogy az x(t) megoldás ne változhasson ugyanakkorát bármilyen rövid 
idő alat t . Viszont gyakran előfordul, hogy egy aszimptotikus tulajdonság meglétét 
nem befolyásolja, ha x(t) bizonyos irányokban gyorsan vátozik. Például, ha az 
x — 0 a t t rakt iv i tása érdekel bennünket , akkor várhatóan nem zavaró, hogy x(t) 
"gyorsan forog" az x — 0 körül, vagyis X(x, f ) -nek az x(t) helyzetvektorra merőleges 
összetevője nagy; elegendő az ( |x | 2 ) = 2 X T ( x , t ) x függvény korlátozása. A W(x) = 
x
T
x választással — a 2.3.1. megjegyzést is figyelembe véve — adódik az alábbi 
2.3.4. KÖVETKEZMÉNY. Tegyük fel, hogy Г = Rk X Я+, és V olyan Ljapunov-
függvény Г -л , amely korlátos, valahányszor x egy kompakt halmazon változik. 
Tegyük fel továbbá, hogy léteznek olyan folytonos а, а : R+ —• R+ függvények, 
amelyekre a(0) = 0; a ( r ) > 0, ha r > 0; a integrálisán pozitív, és 
V(x,t) < - a ( í ) a ( | x | ) (xeRk,tER+). 
Ha bármely r j , r^ (0 < r i < Г2) számok esetén 
x 
J s u p { [ V T ( x , s ) x ] + ( _ ) : r í < |x| < r2}ds 
0 
egyenletesen folytonos R+-on, akkor (2.2) bármely tp : [<o,w) —* Rk megoldására 
vagy p(t) -* 0, ha t —• oo, vagy <p(t) —• oo, ha t —* ш — 0. • 
Visszatérve a V ( x , í ) < Í7(x) < 0 becslés gyengítésének kérdésére meg kell je-
gyeznünk, hogy LASALLE [36] és ONUCHIC [41] ebben az irányban a következőt érték 
el: csupán a V(x,t) < 0 becslést feltéve fi(v?) П G С Я tar ta lmazást bizonyítottak, 
ahol 
Я := {x G G : (3{(x,- ,* , )}£,) (х,- x, U - oo, 
É ( x j , í j ) —> 0 (i —+ oo))}. 
A (2.8) tulajdonsággal rendelkező Ljapunov-függvényre azonban ez sem mond sem-
mit, hiszen Я = G. Megvan viszont az az előnye, hogy a (2.7) becslés nélkül is 
alkalmazható. Módszerünkkel azonban ez az eredmény is élesíthető. Vezessük be 
az 
F := {x G G : (3{ (« 4 l * 4 )>S i ) № < ) - Щ * ) , U - oo, 
V{xi,ti) - 4 ( U ) 0 (i — oo))} 
jelölést. 
A 2.2.2 lemmából a 2.2.4. tételhez hasonlóan vezethető le az alábbi 
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2 .3 .5 . KÖVETKEZMÉNY. Legyen V Ljapunov-függvény А Г halmazon és legyen 
Л С Г adott. Tegyük fel, hogy bármely p £ Fc ponthoz léteznek olyan д(р) > 0, 
T(p) számok, hogy L П B*(p,e) és F idegenek, valamint minden olyan 
и : [T, oo) —• Rr lokálisan abszolút függvényre, amelynek grafikonja a 
H(p,e) :=\n(B'(p,e)x (T ,oo) ) 
összefüggő nyitott halmazban van, teljesül, hogy f j , W(u(s), s)ds egyenletesen foly-
tonos, és Y ( u ( s ) , s ) alulról korlátos a [T, oo) intervallumon. 
Ekkor bármely, A-ban haladó <p : [<o,w) —• Rk megoldásra íl(y?) П G С F. 
2.3.6. Példa. Tekintsük az 
(2.9) ï -I- a(t)i + b(t)f(x) = 0 ( Г £ Й ) 
egyenletet , ahol a : R+ R, f : R —* R folytonos, b : R+ —• R fo lytonosan 
differenciálható. Az y = x változó bevezetésével egyenletünk elsőrendű rendszerré 
í rha tó át: 
(2.10) x = y, y = - b ( t ) f ( x ) - a ( t ) y . 
Tekintsük a 
X 
V(x, у, *)--=Щ + 2 F ( X ) ; F(x) := J / ; W(x, y) = ( j , Ç ) . 
о 
segédfüggvényeket . A Y és W függvénynek a rendszer szerinti der ivál t ja : 
W = (xy,-b(t)yf(x)-a(t)y2). 
A 2.2.4. té te l következményeként az alábbi eredmény adódik: 
2 .3 .7 . KÖVETKEZMÉNY. Tegyük fel, hogy /O(|A| + |6|) egyenletesen folytonos 
R+-on. На b(t) > 0, vagy valamely у > 0 számmal b(t) < —y teljesül t elég 
nagy értékeire, valamint a integrálisán pozitív, akkor (2.9) bármely x : [<o,w) —+ R 
megoldására vagy a) | x ( f ) | + |x(<)| —^• oo, ha t —» и — 0, vagy b) x(t) —• 0, 
ha t —+ oo. • 
t 
Ha a(<) > 0, akkor ebben az ál l í tásban szemet szúr az f a függvényre vonatkozó 
о 
feltétel, hiszen mechanikai tapasz ta la ta ink azt sugall ják, hogy „nagyobb" súr lódás 
mellet t a sebesség méginkább 0-hoz ta r t . Ezen tapasz ta la ta inkkal összhangban álló 
eredményt kapunk, ha ebben az esetben segédfüggvénynek a kY(y) = y 2 / 2 skalár 
ér tékű függvényt vá lasz t juk . Ennek der ivál t jára érvényes a 
[W(x,y,t)]+ = [-b(t)f(x)y-a(t)y2]+ < [~b(t)f(x)y]+ 
becslés. Ha alkalmas feltétellel biztosít juk x(t) korlátosságát , akkor a lka lmazha t juk 
a 2.2.4. tétel 2.3.1. megjegyzéssel f inomítot t f o r m á j á t . így adódik az alábbi 
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2 . 3 . 8 . KÖVETKEZMÉNY. Tegyük fel, hogy a(t), b(t) > 0, és 
lim F(x) = oo 
|x| —oo 
Ha fg b egyenletesen folytonos R+-on, és a integrálisán pozitív, akkor (2.9) bármely 
x megoldására x(t) —* 0, ha t —* oo. • 
A lokalizációs tételek legfontosabb alkalmazását a harmadik fejezetben lát juk, 
ahol nem-autonóm rendszer egyensúlyi helyzetének aszimptotikus stabil i tására ve-
zetünk le elegendő feltételeket. A jelen fejezet végén az olvasó talál még egy al-
kalmazást 2x2 típusú lineáris rendszerekre, amelyre azért nem itt kerül sor, mert 
ugyanaz a rendszer a következő pontokban megfogalmazandó lokalizációs tételek 
illusztrálására is kiválóan alkalmas. 
2.4. A 2.2.3. lemma egy általánosítása 
Az eddigiekből kitűnik, hogy egy módszer nem-autonóm rendszerekre való 
kiterjesztése során annál jobb eredményt kapunk, minél jobban figyelembe tudjuk 
venni a rendszer jobboldalának az időtől való explicit függését (a Ljapunov-függvény 
is függ az időtől, a derivált jára vonatkozó becslés is függ az időtől). Éppen ezért 
az olvasónak biztosan feltűnt, hogy az eredményekben oly fontos szerepet játszó 
W függvény nem függ az időtől. Ennek az az oka, hogy az időtől is explicite 
függő W(x,t) szerepeltetése a kifejtést technikailag bonyolultabbá te t te volna. U-
gyanakkor az általunk bemuta tandó módszer alapgondolata már a stacionárius 
W(x) esetében is csonkítatlanul megjelenik. Másrészt viszont, sok esetben csak az 
általános eredmények alkalmazhatók, így ezekről is szólnunk kell. Utalunk azokra 
a pontokra, ahol lényeges változtatásokra van szükség — az eredmények pontos 
megfogalmazását és bizonyítását az értekezés terjedelmének korlátozottsága miat t 
itt mellőzzük (a részletekre vonatkozóan 1. a [26] dolgozatot). Megfogalmazunk 
továbbá egy olyan eredményt, amely muta t ja , hogy W(z ,<) -ben a t megjelenése 
lényeges, és ezt a 2.3.6. példában tárgyalt egyenletre alkalmazzuk. 
Legyen adva egy W G С 1 ( Г ; Й Г ) függvény, amelyről azt is tudjuk, hogy a 
{W(-, <)}(£Л! függvénycsalád elemei G - n egyenlő mértékben folytonosak. A p G G 
pontnak ezen W függvény segítségével definiált környezete az időben változik; a 
2.2. ábra helyett most a 2.4. ábra érvényes. 
A tételek megfogalmazásában történő változások: 
1) а Я(р , g) halmaznak a 2.2.2. lemmában található definíciójában a B*(p, q) x 
(T, oo) halmaz az 
(2.11) {(*,<) G Г : \ W ( x , t ) ~ W(p,t)\ < p} (p G G; 0 < g - konst.) 
halmaznak az x — p egyenest tar ta lmazó komponensével helyettesítendő; 
2) a W ( u ( s ) , s ) helyére mindenüt t lÉ (u ( s ) , s ) — DtW{p,s) írandó. 
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2.4. ábra 
Érdekes, hogy bizonyos esetekben az á l ta lánosí tásnak még ez a szintje is kevés: 
további engedményeket kell tennünk a feltételeknek az időtől való explicit függése 
i rányában . Tekintsük például a 2.3.6. pé ldában szereplő (2.9) egyenletet , és tegyük 
fel, hogy továbbra is az x(<) —• 0 (< —• 00) tu la jdonság feltételeit keressük. A 
korábban kapot t feltételek mindegyike a |6(f) | függvényt valamely é r te lemben felül-
ről korlátozza. Ha b(t) > 0, akkor ezt úgy m o n d h a t j u k , hogy a rezgés során a rugal-
massági e g y ü t t h a t ó n e m nőhet akárhogy (a rendszer n e m merevedhet akárhogy) . 
Pedig a mechanikai t apasz ta la t azt sugallja, hogy kellő súrlódással ekkor is elérhető, 
hogy a sebesség 0-hoz ta r t son . 
Tekintsük hát a következő problémái: Legyen b : R+ —+ R ado t t differenciálható 
függvény. Tegyük fel, hogy b(t) > 0 (t G R+), de felülről a függvényt n e m 
korlátozzuk, és b(t) is tetszőleges. Keressünk olyan fel tétel t az a ; R+ —• R 
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függvényre, amely biztosítja, hogy a (2.9) egyenlet minden megoldásának derivált ja 
0-hoz ta r t , ha t —* oo. 
Tekintsük a W(x,y,t) := y2/26(<) függvényt. Ennek (2.10) szerinti deriváltja: 
( , , 2 , Й Г ( . „ , О - Я , „ - + « 4 . 
Tehát 
(2.13) W(x, y, s) - DtW(x0,y0,s) = - f ( x ) y - a ( f ) y + yl, 
ami azt muta t j a , hogy W-nek ezen választása megengedi a b(t) —• oo esetet. Viszont 
ha az L(p,g) halmazt a (2.11) szerint definiáljuk, akkor azt kell megkövetelnünk, 
hogy a V(u(t),t) = —a(t)w2(t) függvény legyen integrálisán nagatív, valahányszor 
az u(<) = (v(t), w(t)) függvény grafikonja benne van az 
{ ( X , Y , 0 E E 2 X Â + : ^ Y | Y 2 - Î / O 2 | < D ( У О # 0 , G > 0 ) 
halmazok valamelyikében. Ez viszont egyetlen yo - ra és g-ra sem teljesül, hiszen a 
b(t) —• oo miat t akár w(t) = 0 is lehetséges elég nagy t-re. Ezen úgy segíthetünk, 
ha a (2.11)-ben azt is megengedjük, hogy g függjön í—tői. 
Foglakozzunk a továbbiakban az egyszerűség kedvéért csak azzal az esettel, 
amikor W skaláris függvény: W £ С ^ Г ; R). Adott P £ G ponthoz és t > 0-hoz 
rendeljük hozzá a 
gc,p(t) := max{|kV(x, t) - W(p,t)\ : \x - p\ < e) 
folytonos függvényt. Jelölje S*(p, e) az 
{(x,t)er:lW(x,t)-W(p,t)l<peiP(t)} 
halmaz x = p egyenest tartcilmazó komponensét, és legyen 
B+(p,e) := {(x,t) £ S*(p, e) : W(x,t) - W(p,t) = gp>e(t)} , 
B-(p,e) := {(*,<) £ S : W(x,t) - W(p,t) = -gP,e(t)} • 
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2.5. ábra 
Az a lábbi eredmény a 2.2.3. lemma ál ta lánosí tásának tekin thető . 
2 .4 .1 . LEMMA. Legyen V A (2.2) egyenlethez tartozó Ljapunov-függvény Г - л , 
legyen A С Г adott, és tekintsük az egyenlet egy tetszőleges p : [<0, oo) —• Rk, A -
ban haladó megoldását. Tegyük fel, hogy egy p £ G П L* ponthoz léteznek olyan 
p > 0, T £ R+ számok, amelyekkel teljesülnek az alábbi feltételek: ha и : R+ —» 
Rk tetszőleges olyan lokálisan abszolút folytonos függvény, amelynek grafikonja a 
H(p, p) := A П S*(p, p) halmaz lezárásában halad, akkor 
Alkalmazott Matematikai Lapok 15 (1990-91) 
2 8 H A T V A N I L. 
oo 
(i) f V(u(t),t)dt = - oo; 
0 
(ií) K(u(<),<) alulról korlátos R+-on ; 
(iii) vagy 
W{x,t) - DtW(p,t) < D~eP,n(t) 
védahányszor t > T, (x,t) G B+(p,p) П Л, vagy 
W(x,t) - DtW(p,t) > D-врЛ*) 
valahányszor t >T, (x, t) G 5+(p , p) П Л; 
(ív) vagy 
W(x,t) - DtW(p,t) < -£>_£„,„)(<) 
valahányszor t > T, (x,t) G H - (p, p) П Л, vagy 
W(x,t)-DtW(p,t) > D-QPifl(t) 
védahányszor t >T, (x,t) G ß _ ( p , р ) Л . 
Ekkor р<£С1{ф). 
A lemma bizonyítása hasonló a 2.2.2. és 2.2.3. lemma bizonyításához, csupán 
egyetlen lényeges pontban van eltérés. Az említett lemmákban a feltételek azt 
teszik lehetetlenné, hogy a megoldás grafikonja (a most érvényes jelölésekkel szólva) 
végtelen sokszor átmesse az S* (p, p) \ S* (p, p/2) halmazt. A differenciálegyenlőt-
lenségek alapiemmájának ([59], 64. o.) felhasználásával be lehet látni: most a 
(iii)-(iv) feltétel azt biztosítja, hogy a megoldás grafikonja t nagy értékeire vagy 
csak beléphessen az S*(p,p) halmazba, vagy csak elhagyhassa azt, ami ugyanúgy 
ellentmondáshoz vezet. 
A részletes bizonyítást mellőzzük. 
2 .4.2. KÖVETKEZMÉNY. Tegyük fel, hogy a V Ljapunov-függvény eleget tesz 
а (2.7) becslésnek, és f™ a = oo. Legyen Л С Г adott. Tegyük fel, hogy bármely 
p G L* П G \ F ponthoz léteznek olyan p,v > 0, T G R+ számok, amelyekkel 
teljesülnek az alábbi feltételek: 
(i) ha (x,t) G H(p,p) := Л П S"{p,p) ést>T, akkor U(x) > v\ 
(ii) V alulról korlátos a H(p,p) halmazon; 
(iii)-(iv) a 2.4.1. lemma (iii)-(iv) feltétele teljesül. 
Akkor a (2.2) egyenlet minden, A-ban haladó megoldására 0(<p) П G С F. 
Ha még az L* С G tartídmazás is igaz, akkor <p(t) —* TTO (t —* u> — 0). Ha a p 
megoldás korlátos, akkor ш = oo és p(t) —• F (t —• oo). • 
Alkalmazzuk a 2.4.2. következményt a (2.9) egyenletre felvetett problémánk 
megoldására. Használjuk most is a 2.3.6. példában már bevezetett V(x,y,t) := 
y2/b(t) -f 2 F ( x ) Ljapunov-függvényt, amelynek (2.10) szerinti deriváltja: 
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Tekintsük a W(y,t) := у2/(26(<)) függvényt . Ekkor tetszőleges p = (q , r ) 
(г ф 0) p o n t r a és p (0 < p < | r | ) számra 
epA*) = m a x { щ \ у 2 - r 2 l : \y - л й p } = 
_ 2 r p + /I2 ( 2 7 + 7 2 ) r 2  
26(f) ~ 26(f) 
Ha 0 < 7 < v/2 — 1, akkor 
(7 := F/H). 
es a 
S*{p,p) = {(x,y,t) -.xeR, teR+, 
[2-(1 + 7 ) 2 ] 1 / 2 М < Ы < ( 1 + 7 ) И } , 
I/ := [2 - (1 + 7 ) 2 ] 1 / 2 M = (1 - ß)\r\, (ß = 1 - [2 - (1 + 7 ) 2 ] 1 / 2 ) 
választással a 2.4.2. következmény első két feltétele teljesül. A (ii i)-(iv) feltétel 
biztosításához először vegyük észre, hogy 
B+{p,p) = {(x,y,t) : y = ( l + 7 ) r } . 
A (2.12)—(2.13) számolást fo lyta tva a 
(2 .14)+ [W(x,y,t) - DtW(p,t)]y=(1+^r -
M 
6 2 ( f ) 
2 7 + 7 2 
L(l + 7 ) 2 
- 1 + 
(1 + 7)2 
< 
< _ r 2 ( 1 + 7 ) 2 Í ^ ) _ J M L 1 
- H ( i + 7 ) / 
becslést nyerjük. 




B-(p,p) = {(x,y,t) : y = (l - ß)r) 
\W(x,y,t)-DtW(p,t)]y=(1-ßyr + 
n (Л< r2 f i m 2 / « ( 0 ! / (* ) ! \ 
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ÁLLÍTÁS. Tegyük fel, hogy A (2.9) egyenletben szereplő függvényekre teljesül-
nek a következő feltételek: 
X 
0) , lim Jf(r)dr = oo-




9 / £ Í f L . _ _ i _ 
J b(s)dS b(t) 
= oo; 
(ív) Um a(t)/b(t) = oo . 
Ekkor (2.9) minden x(t) megoldására 
lim x(t) = 0 . 
«-•oo 4 
Bizonyítás. 
Adott К > 0 számra definiáljuk a 
Л ( K ) := {(x,y,t) : |x| < K) 
halmazt. Legyen x : [ío,w) —* R a (2.9) egyenletnek egy tetszőleges megoldása. 
Ekkor van olyan K, hogy ha |x| > K, akkor 
F(x) > [i(ío)]2 /K<o) + F(x(t0)). 
Mivel V(x,y,t) < 0, az F(x(t)) függvény nem vehet fel az ezen becslés jobb 
oldalán álló konstansnál nagyobb értéket, tehát a (2.10) egyenletrendszer megfelelő 
x — x(t), у = x(t) megoldása A ( A ) - b a n marad. 
А Л = A (K), F = {(x,y) G R2 : y = 0} választással a 2.4.2. következmény 
első két feltétele teljesül. Rögzített p = (q, r ) ( r / 0) ponthoz létezik olyan T G R+, 
hogy ha t > T, akkor 
a(t)/b(t) > max{ | / ( x ) | : |x| < K) / | r | ( l - ß). 
A (2.14)+ és (2.14)_ becslések muta t ják , hogy a (iii)—(iv) feltétel is teljesül. 
A 2.4.2. következmény szerint tehát (x(t),y(t)) —• MTO (t —* w — 0). De |y(<)| = 
|x(í) | -f-> oo, mivel x(t) korlátos, tehát (x(t), y(t)) —• M, vagyis x(í) —»• 0, ha t —• oo. 
• 
2.5. Lokalizáció a gyürű-módszerrel 
A 2.2. pontban ismertetet t lokalizációs tételek valamilyen értelemben korlá-
tozzák az |X(x,<) | függvényt (általánosabban |lY(x,<)| — t). Most olyan tételeket 
ismertetünk, amelyekben ilyen közvetlen korlátozás nincs, pontosabban, a közvetlen 
korlátozás helyett a Ljapunov-függvény V(x,t) derivált ja és \X(x, <)| (általánosab-
ban |W(x,<)|) között tételezünk fel kapcsolatot. Ez a kapcsolat, durván szólva, azt 
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fejezi ki, hogy ha a p(t) megoldás (általánosabban a W(ip(t)) függvény) a veszélyes 
halmaz komplementerében gyorsan változik, akkor V(<p(t),t) gyorsan csökken. Ezt 
a becslést lokalizálásra a gyürőmódszerrel hasznosíthatjuk, amelynek lényege: 
a p ф relációt úgy muta t juk meg, hogy p - t körülvesszük egy gyűrűvel, és 
belát juk, hogy egyrészt <p t ra jektór iá ja nem maradha t valahonnan kezdve örökre a 
gyűrű belsejében, másrészt viszont a gyűrűt végtelen sokszor nem metszheti á t . 
A gyűrűsmódszer gyökere az alábbi egyszerű 
2 .5 .1 . LEMMA. Legyen a,b,: R+ —* R lokálisan abszolút folytonos, íj £ 
Li(R+), és tegyük fel, hogy 
liminf a(í) > - o o , l iminf in f 16(f)I = 0 , 
<-•00 v ' t—*oo 1 v " 
á ( t )<77( f ) (t£R+). 
Ha bármely t > 0-hoz létezik olyan 6(e) > 0, T(e) > 0, hogy 
[ t > T , e < |6(<)| < 2e] => á(<) < -6[6(<)]_ 
akkor lim b(t) = 0. 
Bizonyítás. Tegyük fel, hogy az állítás nem igaz, vagyis van olyan В szám, 
amelyre 
lim sup |6(<)| > В > 0 . 
t-> 00 
Az általánosság megszorítása nélkül feltehetjük, hogy l i m s u p , . , ^ b(t) > B. Ekkor 
léteznek olyan {(•}, {<,"} sorozatok, hogy 
T ( I ) < <i < h" < •<<;< U" < t'i+1 <..., .lim t[ = 00, 
b(t'i)=2-f, 6(f,") = f , [ * : •<<<* , " ] < 6 ( t ) < ^ {i— 1 , 2 , . . . ) . 
A feltételek miat t 
*j" 00 . ti" 
a(tj") < J à < a(t[) + J n - 6 [6]_ < 
<i 0 < = 1
 t[ 
< konst. - 6 ^ y j • j j — • - 0 0 ( j — 00), 
ami ellentmondás. • 
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Most elegendő feltételt adunk arra , hogy egy pont ne tar tozzon egy megoldás 
pozitív ha tá rha lmazához . 
Legyen adva egy W £ L i p ( G ; ß r ) függvény, és tekintsük ismét a 2.2. pont-
ban már használ t környezetrendszert G - b e n : B*(p,g) jelölje a W~x[BT(W(p), £>)] 
halmaz p - t t a r t a lmazó komponensét (p £ G, g > 0) (1. a 2.2. áb rá t ) . 
2 .5 .2 . LEMMA. Legyen V A (2.2.) egyenlethez tartozó Ljapunov-függvény Г-П, 
és ip : [<o,w) —> Rk az egyenletnek egy А С Г-ban haladó megoldása. Tegyük fel, 
hogy a p £ G П L* ponthoz létezik olyan д > 0, S > 0, T > 0, hogy 
(2.15) (1) V(x,t)<-6\W(x,t)\ + r,(t) 
(2) V(x,t) alulról korlátos 
а А П ( B * ( p , g) x [T, oo)) halmazon. 
Ekkor vagy a) p ф Q(<p), vagy b) u> = oo, és П(<р) П G С W-x[W(p)}. 
Bizonyítás. Tegyük fel, hogy a) nem teljesül, vagyis p £ íl(y>). Mivel p £ G 
és G nyílt, a megoldások fo ly ta tha tóságáró l szóló tétel szerint и = oo. Tegyük fel, 
hogy b) is hamis, vagyis létezik olyan q £ fi(<p) П G, amelyre W(q) ф W(p). Ekkor 
van olyan j (1 < j < r ) természetes szám, hogy az 
a ( t ) := V ( p ( t ) , t ) , b(t) := W' (<p(t)) - W> (p) 
függvények egyrészt teljesítik a 2.5.1. l emma feltételei t , másrészt 
l i m s u p ^ o o |6(f) | > 0, ami el lentmondás. • 
W( cp í t ) ) 
1 1* »1 1 
' R 2 
A\w(p)\ 
W ( p ) ' t " W ( q ) " R 
_ y W ( q ) 
2.6. ábra 
Ha W skaláris ( r = 1), akkor a VE(v?(<)) függvényérték csak úgy kerülhet közel 
lY(p)-hez , m a j d W(q) ф lV(p)-hez , hogy közben a W(<p(t)) egy intervallumon egy 
pozitív 7 - v a l nő, egy másikon pedig 7 -va l csökken úgy, hogy ezeken az interval-
lumokon W(ip(t)) közel van VY(p)-hez ( t p ( t ) G В*(р,д)). (Ez az r > 1 vektoriális 
esetben a W*(ip(t)) komponensekre nem igaz, 1. a 2.6. áb rá t : W2(ip(t)) csak 
növekszik, amikor W(<p(t)) VY(p)-hez p-ná l közelebb van.) Ezért igaz a következő 
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2.5.3. Megjegyzés. Ha a 2.5.2. lemmában W(x) skaláris (r = 1), vagy pedig az 
( l ) - ( 2 ) feltételeket az egész Г -n megköveteljük, akkor az (1) feltételben W helyére 
is írható. (Az utóbbi esetben az állítás úgy módosul, hogy vagy a) íí(y>) П G 
üres, vagy b) ш = oo, és létezik olyan p G G Л L*, hogy Q(v?) П G С W~x[W(p)\.) 
2.5 .4 . TÉTEL. Legyen V a (2.2.) egyenlethez tartozó Ljapunov-függvény Г-л , 
és legyen A С Г, H С G adott. Tegyük fel, hogy bármely p G Hc-hez léteznek olyan 
e(p) > 0, S(p) > 0, T(p) számok, amelyekkel a 2.5.2. lemma feltételei teljesülnek 
а A П (B*(p ,Q ) x [T, oo)) hídmazon. Tekintsük a (2.2.) egyenlet egy p : [<o,w) —• 
Rk, A-ban haladó megoldását. Ekkor: 
1) vagy a) Ll(p) П G С Я , vagy b) и — oo, és létezik olyan d G Д г , hogy 
W~x[d]riHc nem üres és S7(p) П G С W~l[d], 
2) Ha L* С G is teljesül, akkor vagy a) p(t) —* H oo (t —• u> — 0), vagy b) и — oo, 
és létezik olyan d G RT, hogy РР -1[<7]ПЯС л е т üres, és p(t) —• РР_1[й]оо (< —• oo). 
Nevezetesen, ha p korlátos, akkor ш = oo, és vagy a) p(t) —> H, vagy b) W(p(t))-
nek létezik véges határértéke, ha t —> oo. 
Skaláris W esetén ( r = 1) az állítások igazak maradnak, ha a W függvényt a 
[W]+-szal pótoljuk. 
Bizonyítás. На П(у) П G üres, akkor a) teljesül. Tegyük fel, hogy ez a halmaz 
nem üres, és van olyan p pontja , amely Я komplementerében van. A 2.5.2. lemma 
szerint ekkor b) teljesül (nevezetesen, d = W(p)). 
Az utolsó állításra vonatkozóan 1. a 2.5.3. megjegyzést. • 
2 .5 .5 . TÉTEL. Legyen V а (2.2.) egyenlethez tartozó Ljapunov-függvény Г -л , 
és tegyük fel, hogy 
(1) V(x,t)<-6\[W]+\ + r)(t), 
(2) V(x,t) alulról korlátos 
egy A С Г halmazon; 0 < S = konst. 
Ekkor a (2.2) egyenlet tetszőleges p : [<0, w) —• Rk, A-ban haladó megoldására 
vagy 
a) f l (p ) П G üres, vagy 
b) cj — oo, és létezik olyan d G Rr, hogy Í2(p) Л G С W~l[d], • 
Ez a tétel a 2.5.3. megjegyzés felhasználásával ugyanúgy bizonyítandó, mint a 
2.5.4. tétel. 
2.6. Alka lmazások, pé ldák 
A gyűrűmódszerrel való lokalizálás legfontosabb alkalmazására a mechanikai 
rendszerekkel kapcsolatban az aszimptotikus megállás feltételeinek tanulmányozá-
sánál kerül sor, itt csak a módszert illusztráló példákra, az eredmények elhelyezését 
könnyítő speciális esetekre térünk ki. 
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2.6.1. KÖVETKEZMÉNY. Legyen V : Rk X R+ —* R a (2.2) egyenlethez tartozó 
Ljapunov-függvény, és tegyük fel, hogy V(x, t) alulról korlátos bármely К x R+ 
hengeren, ahol К С Rk kompakt. Ha bármely 0 ф p G Rk ponthoz létezik olyan 
6 > 0, в > 0, T, hogy 
V(x, t) <-S[XT(x, 0*]+(_) + r,(t) 
az I |x| — |p| I < g, t > T halmazon, akkor (2.2) bármely p : [t0,u) Rk megoldása 
normájának létezik véges vagy végtelen határértéke, ha t —• ш — 0. 
II. A gyűrűmódszer alapján nyerhető tételek prototípusának V. MARACSKOV 
[67] azon nevezetes eredménye tekinthető, amelyben bebizonyítja, hogy LJAPUNOV-
nak az aszimptotikus stabilitásról szóló, a bevezetésben idézett klasszikus tételében 
a V(x,t) ! 0 (x —<• 0; t G R+) feltétel a következővel helyettesíthető: |A(x,<) | 
korlátos minden К x R+ halmazon, ahol К С Rr kompakt . Ezt az ötletet T . A. 
BURTON [9] és J . R. HADDOCK [14] fejlesztették tovább. Legélesebb eredményeik 
egyike a 2.5.4. tételből a W(x) := x választással adódó 
2 . 6 . 2 . * K Ö V E T K E Z M É N Y . ( J . R . H A D D O C K [14] ) . Legyen V : Г = Rk x R+ —* 
R a (2.2) egyenlethez tartozó Ljapunov-függvény, amely alulról korlátos bármely 
К x R+ hengeren, ahol К С Rk kompakt. Legyen H С Rk adott zárt halmaz. 
Tegyük fel, hogy bármely e > 0-hoz és К С Rk kompakt halmazhoz létezik olyan 
6(e, К) > 0, T{e, K) hogy a t>T, x G Bc(H,e) П К halmazon teljesül a 
(2.16) V(x,t)<-6\X(x,t)\ + r](t) 
egyenlőtlenség. 
Ha p : [<o,w) —» Rk megoldása (2.2)-nek, akkor vagy a) p(t) —• Я
м
 , vagy b) 
p(t) H komplementerének egy véges pontjához tart, hat —• oo. • 
Ebből a következményből könnyen levezethető Maracskov tétele. Az x = 0 
stabilitása következik Ljapunov tételéből ([46], 21. o.), így az x = 0 a t t rakt iv i tásá t 
kell csak belátni. Legyen H = {0}, t > 0, К С Rr kompakt. V negatív définit, 
ezért 
m := sup{Ú(x,<) : t > 0, x G R c (0 , e ) Л К} < 0 . 
Másrészt, az A - r e te t t korlátossági feltétel miat t 
M(K) := sup{ |A(x,<) | : < > 0, x G K } < o o , 
így (2.16) teljesül az ifit) = 0, 6(e,K) := M(K)/(-m(e, K)) választással. A 
2.6.2. következmény szerint minden elég kicsiny |у(<о)| kezdeti értékkel induló p(t) 
megoldásnak létezik véges határértéke (az x = 0 stabilitása miat t p(t) korlátos!). 
Ez a határér ték csak az x = 0 lehet, hiszen ha a p megoldás t ra jektór iá ja egyen-
letesen távol maradna az origótól, akkor V negatív définit volta miat t V(p{t), t) 
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negatív konstans alat t maradna, és így V(tp(t),t) —» —oo (t —• oo) teljesülne, ami 
lehetetlen. 
Könnyű arra példát muta tn i (l.még ebben a pontban) , hogy (2.16) nem teljesül, 
de ha az | A j függvényt [X']+-vel vagy [A ' ]_-ve l helyettesítjük, akkor igen (1 < 
i < k). Azt várjuk, hogy ekkor a ip(t) -ф> Hoo esetben a ip megoldásnak csak a ip% 
komponenséről van információnk. Ez valóban így van: 
2 .6 .3 . KÖVETKEZMÉNY. Legyen V : Rk X R+ -+ R A (2.2) egyenlethez tartozó 
Ljapunov-függvény, és legyen H С Rk adott. Tegyük fel, hogy bármely p G Hc-hez 
létezik olyan д(р) > 0, 6(p) > 0, T(p), hogy 
(1) V(x,t)<-6[Xi(x,t)]H.) + r1(t), 
(2) V(x,t) alulról korlátos 
az {(x,t) : |x ' - p ' | < e, t>T} halmazon. 
Ha <p : [<o,oo) —* Rk megoldása (2.2)-nek, akkor vagy a) <p(t) —• Я
м
, vagy b) 
létezik olyan p G Hc, hogy (p'(t) —• p ' (t —• oo) . 
III. Az alábbi példa alkalmas a 2.2. és 2.4. pontban közölt módszerek együttes 
illusztrálására. Egyben m u t a t j a azt is, hogy azok hogyan egészítik ki egymást az 
alkalmazások során, továbbá módot ad az eredményeknek korábbi tételekkel való 
összevetésére is. 
Tekintsük a 
(2 .17) i = - r ( t ) x + q(t)y 
У =-q(t)x - p(t)y ((x,y)eR) 
lineáris nem-autonóm differenciálegyenlet-rendszert, ahol p, r : Й+ —+ q : R+ —* 
R folytonos függvények, és válasszuk a V(x,y) = (x2 + y 2 ) / 2 Ljapunov-függvényi. 
Ennek derivált ja V(x, y,t) = —r(t)x2—p(t)y2 < 0, tehát minden megoldás korlátos, 
sőt azt is tudjuk, hogy minden megoldás (nem üres) pozitív határhalmaza egy origó 
körüli körön fekszik, (1. 2.1.1. lemma) ; más szóval, az x2(<) + y2(t) függvénynek 
létezik véges határértéke. 
J . P. LA SALLE az invarianciaelv nem-autonóm rendszerekre való kiterjesztését 
felhasználva a (2.17) rendszer egy speciális esetére az alábbit bizonyította: 
A) (J . P. LASALLE [35]: r(t) = 0, q(t) = 1). Ha alkalmas с, С konstansokkal 
0 < с < p(t) < С (t G Я+) teljesül, akkor minden megoldásra x(t) —* konst., y(<) —• 
0, ha t -+ oo. 
A (2.17) rendszer ebben a speciális esetben ekvivalens az 
x + p(t)x + x = 0 
csillapított rezgőmozgással (y = x). Az állítás úgy is fogalmazható, hogy a mozgó 
pont aszimptotikusan megáll a súrlódás hatására . Ez az interpretáció azonnal su-
gallja, hogy a p(t) < С korlátozás aligha szükséges, hiszen a nagyobb súrlódás csak 
elősegíti ezen jelenség bekövetkeztét. Az alsó becslés már nem tűnik feleslegesnek, 
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de úgy érezzük, hogy a p(t) súrlódási együtthatónak nem kell egyenletesen nagynak 
lenni — helyette valamilyen értelemben az összsurlódásnak kell jelentékenynek lenni. 
J . R. HADDOCK egy valamivel általánosabb esetben A következőt bizonyította: 
B) (J . R. HADDOCK [14]: r(<) = 0). HA létezik olyan ß > 0, hogy 
(2.18) \q(t)\<ßp(t) (t G R+) 
és /0°° p = oo, akkor bármely megoldásra x(t) —* konst., y(t) - » ( ! ( ( - » oo). 
Terjesszük ki a B) állítást az általános r(t) ф 0 esetre. Legyen VU(t/) := y2 /2; 
ennek a (2.17) rendszer szerinti deriváltja: W(x, y,t) = -q(t)xy - p(t)y2. Jelölje H 
az x tengely pontjai t az (x, j/)-síkon, és vezessük be a 
A — Ac:= {(x, y, t) G R2 x R+ : x2 + у2 < С2} (0 < С = konst . ) . 
A 2.5.4. tétel alkalmazásához azt kell belátni, hogy bármely e-hoz (0 < £ < e) 
létezik olyan 6 > 0, hogy ha |y| > e, ( x , y , t ) G Ac , akkor V(x,y,t) < 
< - é [ l Ú ( x , y , < ) ] + . (2.18) felhasználásával a 
[W(x,y,t)}+ < \q(t)\£±£ < ^ P ^ r t ) 
becslés adódik, tehát a 6 := e2/(ßC2) választás megfelelő. Ezzel bebizonyítottuk a 
következő állítást: 
2.6.4. KÖVETKEZMÉNY. Tegyük fel, hogy (2.18) teljesül. Ekkor (2.17) minden 
megoldásának létezik véges határértéke, ha t —• oo. Ha J0°° p = oo, akkor x(t) —>• 
konst., y(t) —• 0 (t - c oo). • 
Ha a kiterjesztést HADDOCK tételével végeztük volna (azaz a W(x,y) — (x,y) 
választással élünk), akkor az r ( f ) függvényre is fel kellett volna tételezni a (2.18) 
egyenlőtlenség megfelelőjét — mint kiderült — feleslegesen. 
Ismeretes [30, 534. o.] hogy a p(t) = r(t) (t G R+) esetben a (2.17) egyenlet-
rendszer általános megoldása: 
x = ( C l cos Q(t) + c2 sin Q(f )) exp [~P(t)] 
' y =(—Ci sin Q(t) + c2 cos Q(t)) exp [—E(<)], 
ahol Q(t) := f* q, P(t) := f* p. 
Ebből látszik, hogy a (2.18) feltétel nem engedhető el (az r(t) = p(t) = 0, f0 q = оо 
esetben nem létezik a megoldások határértéke). Ugyanakkor úgy tűnik, hogy a 
(2.18) feltétel nem szükséges, hiszen az állítás a megoldások aszimptotikus viselkedé-
séről szól, a feltétel mégis egy egyenlőtlenséget követel meg pontonként valahonnan 
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kezdve. Az a sejtésem, hogy a 2.6.4. következményben (2.18) helyettesíthető az 
enyhébb 
t t 
J \ q \ < ß J p (te Ä+) 
о 0 
feltétellel. 
A p = г esetben az 2.6.4. következmény az élesebb x(t) —• 0, y(t) —• 0 
(< —• oo) konklúzióval is igaz, hiszen ekkor a 2.6.4. következményhez hasonlóan 
x(t) —> 0, y(t) —• konst. is levezethető. 
A 2.2.4. és 2.2.5. tétel alkalmazásával — a p, illetve q függvényre t e t t megszorí-
tás szigorítása révén — teljesen meg tudunk szabadulni a (2.18) feltételtől. Valóban, 
legyen V, W, Ac ugyanaz, mint az előbb, továbbá а(t) := p(t), U(y) := — y2. A Ae 
halmazon 
[W(x,y,t)]+ < [q(t)xy - p(t)y2]+ < \q(t)\^~, 
így az említet t tételekből — a 2.3.1. megjegyzést is figyelembe véve — adódnak az 
alábbi állítások: 
2 . 6 . 5 . KÖVETKEZMÉNY, FFAP integrálisán pozitív, és f* |</| egyenletesen foly-
tonos R+-on, akkor (2.17) bármely megoldására x(t) —+ konst., y(t) —• 0 (t —* oo) . 
• 
2.6 .6 . KÖVETKEZMÉNY. Ha p — oo es JQ < oo, akkor (2.17) bármely 
megoldására x(t) —* konst., y(t) —» 0 (t —* oo). • 
A 2.6.6. következmény még a p = r speciális esetben is éles abban az értelem-
ben, hogy ha f0 < oo, akkor f0 p = oo szükséges is az állítás teljesüléséhez. 
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Megjegyzés. Hasonlóan a 2.4. pont eredményeihez, a gyűrűmódszert is ki lehet 
terjeszteni úgy, hogy az időtől is explicit módon függő W(x,t) függvények is meg-
engedettek legyenek. 
2.7 Kiegészítő megjegyzések 
A fejezet 2.2.-2.3. és 2.5.-2.6. pontjai [20] dolgozatom eredményeit dolgozzák 
fel. Ezeket a lokalizációs tételeket azóta többen alkalmazták és fejlesztették tovább 
[40, 51, 56-58]. A gyűrűmódszer tételeit mechanikai rendszerekre alkalmazva TER-
J É K I J ó z s E F f e l k ö z ö s e n k i d o l g o z t u k a z a s z i m p t o t i k u s m e g á l l á s e l m é l e t é t [ 7 7 , 7 8 ] . 
(Azt mondjuk, hogy egy mechanikai rendszer aszimptotikusan megáll, ha a pozíciós 
koordinátáknak létezik véges határértéke, és a sebesség-koordináták 0-hoz tar tanak, 
ha t —• oo. A Ljapunov-féle aszimptotikus stabilitás ennek az a speciális esete, amikor 
a pozíciós koordináták határértéke minden mozgás mentén ugyanaz.) A kapott 
èredmények jó lehetőséget adnak a száraz és viszkózus súrlódás összehasonlítására. 
A 4. pont [26] dolgozatom eredményeinek felhasználásával készült. 
3. fejezet 
Aszimptotikus stabilitást és instabilitást 
biztosító feltételek több Ljapunov-függvénnyel 
i l á r a bevezetésből tudjuk, hogy az invariancia-elv azon Barbasin-Kraszovszkij-
tétel bizonyításának analíziséből született , amely autonóm differenciálegyenletrend-
szer egyensúlyi helyzetének aszimptotikus stabili tására ad elegendő feltételt. Termé-
szetes tehát , hogy az invariancia-elvnek az előző fejezetben kapott , a nem-autonóm 
rendszerek' megoldásai pozitív határhalmazát lokalizáló általánosításának felhaszná-
lásával aszimptotikus stabilitást, illetve instabilitást biztosító eredmények nyerhe-
tők a nem-autonóm esetre. Észre kell azonban venni, hogy míg az autonóm esetben 
a határhalmazok lokalizálása az egyedüli lényeges momentum (a határhalmazok 
invarianciája miat t a ú - 1 ( 0 ) „veszélyes halmazról" elegendő kikötni, hogy nem 
tartalmaz teljes t ra jektór iá t az x = 0 ponton kívül), addig a nem-autonóm es-
etben a veszélyes halmaz (1 . az F halmazt a 2.1. tételben) az origó tetszőleges 
környezetén kívül eső részének környékéről a t rajektóriákat ki kell még valahogyan 
„ti l tani". Ehhez V. M. MATROSZOV [69]-ot követve egy további Ljupanov-ttpusú 
segédfüggvényt használunk fel. 
Tételeinket parciális aszimptotikus stabili tásra és instabilitásra mondjuk ki, 
mivel a mechanikai alkalmazásokban ennek külön jelentősége lesz. Megjegyezzük 
azonban, hogy tételeink a korábbi eredmények élesítéseit és általánosításait adják 
akkor is, ha az összes változókra vonatkozó tulajdonságokra (a Ljupanov-tulajdonsá-
gokra) szorítkozunk, így ezzel a speciális esettel néhányszor külön következmény for-
májában foglalkozunk. Ezt illusztrálja az első alkalmazás is, amelyben másodrendű 
nem-lineáris differenciálegyenlet triviális megoldásának aszimptotikus stabil i tására 
keresünk feltételeket. 
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További alkalmazásként több szabadsági fokú, súrlódási erő hatása alat t álló 
holonóm mechanikai rendszer egyensúlyi helyzetének parciális stabilitási tu la jdon-
ságait vizsgáljuk. 
3.1. Alaptételek 
Ismét szükségünk lesz egy W segédfüggvény által generált környezetrendszerre, 
de most W csak az ellenőrzött változóktól függ, amit a jelölésben is hangsúlyoznunk 
kell. Legyen h' > 0 és W £ Lip (B m (0 , Л'); R>) adot t . На А С Bm(0,h') és 
p > 0, akkor B^(K,p) jelölje a W~x[Bj(W(K), p)] halmaz azon komponenseinek 
egyesítését, amelynek A-val van közös pont ja . 
A bevezetésben mondottakkal összhangban, differenciálegyenlet-rendszerünk 
particionált alakja: 
(3.1) y = Y(y,z,t), z = Z(y,z,t), 
és feltesszük, hogy У(0,0,<) = 0, Z(0,0,<) = 0 (t £ R+), vagyis у = 0, г = 0 
megoldása (3.1)-nek. 
Rögzített h' (0 < h' < h) számra vezessük be az 
M,{t-,t0):= ( J {z(<;*o,<o)} ( ° < *o < t) 
\io\<h' 
M2{t)~ (J M2(t;t o) 
ío€[0,t] 
с :={(x,t):t£R+, M < h', z £ M,(t)} 
jelöléseket. Szükségünk lesz egy, az egyenletes y-stabilitásnál valamivel erősebb 
tu la jdonságra is. 
3.1.1. Definíció. Azt mondjuk, hogy (3.1) 0-megoldása erősen y-stabilis, ha 
bármely с > 0 esetén létezik olyan ú (c )>0 , hogy h a < 0 G R + , |yo |<é(c) , zo£M2(t0), 
akkor \y(t; Xq, <o)| < с a [<o,oo) intervallumon. 
Ennek a tulajdonságnak adja egy elegendő feltételét az alábbi 
3.1.2* LEMMA. ([73], 1.3. TÉTEL). Tegyük fel, hogy létezik а (3.1) rend-
szerhez olyan V £ Lip I(r([ l ; R) függvény, amely rendelkezik a következő tulaj-
donságokkal: 
(1) alkalmas a,b £ К függvényekkel teljesül az 
а ( М ) < и ( У > М ) < Н М ) 
egyenlőtlenségpár а halmazon; 
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(2) v(x, t) < o, ( 0 M ) e C ) . 
Ekkor a (3.1) rendszer O-megoldása erősen y-stabilis. 
3.1 .3 . LEMMA. На (3.1) O-megoldása erősen y-stabilis, és bármely t о £ R+-
hoz létezik olyan cr(<o) > 0, hogy tetszőleges x0 G Я*(0, <r(t0)) pontra az |y(<; x0, <o)| 
függvény tetszőlegesen kicsiny pozitív értékeket is felvesz a [<o,oo) intervallumon, 
akkor a 0-megoldás ekvi-aszimptotikusan y-stabilis. 
Bizonyítás. Tekintsük egy rögzí tet t e > 0 -hoz az erős y-stabil i tás ér te lmében 
ta r tozó é(e) > 0 számot . A l emma feltételei szerint minden to £ ß + - h o z létezik 
<r(t0) > 0 úgy, hogy ha |xo| < v(to), akkor egy alkalmas T = ^ ( e , í o , ^ o ) számmal 
teljesül az y|(<o + T\ xo , fo) | < 6(c)/2 egyenlőtlenség. A megoldások a kezdeti 
értékektől folytonosan függnek, t ehá t a Sjt(0, <r(<o)) gömb minden pon t j ának 
van olyan 7(xo) > 0 sugarú gömbkörnyezete, amelynek tetszőleges x , pont jábó l 
induló megoldásra teljesül az |y(<o + T(e,<o,xo); x , , < 0 ) | < 6(e) egyenlőtlenség. A 
Bk (0, <r(<o)) kompakt ha lmazt pon t ja inak emlí te t t környezetei közül véges sok is 
lefedi, t ehá t létezik olyan T\ = Ti(e,t0) szám, hogy bármely x 0 G Sjt(0, <r(í0)) 
p o n t r a 
min{|y(<; x 0 , <o)| : < G [í0) <o + 7 \ ]} < é(e). 
Az erős y-stabil i tás definíciója mia t t ebből már következik az |y(<;xo, <o)| < ( 
egyenlőtlenség minden t > t0 + Ti(e ,< 0) értékre, vagyis a G-megoldás ekvi-aszimp-
to t ikusan y-stabilis. • 
Tekintsük a (3.1) egyenlet egy <^ >(í) = (V"(0> x ( 0 ) T megoldását , amely értelmez-
ve van egy [<o, oo) intevallumon. Mivel csak a változók egy részére, az ellenőrzött 
koord iná tákra vonatkozóan kívánunk aszimptot ikus s tabi l i tást biztosí tani , be kell 
vezetnünk az ellenőrzött koord iná tákra vonatkozó pozitív ha t á rha lmaz t . Jelölje 
fim = £1т(ф) azon q £ Rm pontok ha lmazá t , amelyekhez létezik egy { í i } ^ ! sorozat 
úgy, hogy ti —• oo és Ф(<«) q {i —* oo). A 0-megoldás y-a t t rakt iv i tásához nyilván 
azt kell bizonyítani , hogy í í m = {0}. (Az O m halmazzal az au tonóm rendszereknél 
a következő fejezetben részletesen foglalkozunk.) 
Most k imondjuk a tétel t , és m a j d a feltételek b i r tokában , a bizonyítás elején 
vázoljuk a módszer alapvető öt letei t . 
3 .1 .4 . TÉTEL. Tegyük fel, hogy a (3.1) egyenlethez léteznek olyan V, A £ 
Ыр(Т'м; R), W £ Lip (Bm(0, h'); ß; ) függvények, amelyek eleget tesznek az alábbi 
feltételeknek а halmazon: 
(1) létezik olyan a,b £ 1С függvénypár, hogy 
а(Ы) < V(y,z,t) < 6(|y|); 
(2) V(y,z,t) < ot(i)U(y), ahol aza:R+ R+, U:Bm(0,h') — R_ függvények 
folytonosak, és a integrálisán pozitív, 
(3) ha F jelöli U zéróhelyeinek halmazát, akkor bármely К С Bm (0, h') \F 
zárt halmazhoz létezik olyan p > 0 szám, hogy Bm(K, p) П F = 0; 
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(4) bármely t0 G Я + - г а és bármely и : t y-* u(t) G [B*m(K,p) П Bm(0,h')] x 
t 
Mz(t',to) lokálisan abszolút folytonos függvényre az f W (s, u(s))ds egyenletesen 
to 
folytonos a [t0,00) intevallumon; 
(5) tetszőleges to G R+ és r) > 0 számhoz létezik olyan ß > 0 szám és £ : 
00 
R+ —» R folytonos függvény ( f f = 00), hogy minden и : t t-* u(t) G J x M , ( í ; í o ) 
0 
lokálisan abszolút folytonos függvényre, ahol 
J = {y G Rm : rj < M < h', y G Bm(F,ß)}, 
az A(u(t),t) függvény felülről korlátos, és az A(u(<),<) > f ( t ) egyenlőtlenség teljesül 
a [<0,00) intervallumon. 
Ekkor a (3.1) egyenlet 0-megoldása ekvi-aszimptotikusan y-stabilis. 
Bizonyítás. Először vázoljuk a bizonyítás alapvető gondolatai t . 
Az első feltétel (a V(x,t) < 0 egyenlőtlenséggel együt t , ami (2)-ből következik) 
b iz tos í t ja a 0-megoldás erős y-stabili tását . Tehát már csak azt kell megmuta tn i , 
hogy tetszőleges megoldás ellenőrzött koordinátáiból álló vektor hossza tetszőlegesen 
kicsiny értékeket is felvesz. Ehhez előbb a (2)-(4) feltételeket használva megmu-
t a t j u k , hogy fim С F (1. a 2.2.4. tétel feltételeit). Ebből következik, hogy az F 
halmaz tetszőleges környezete esetén a H : t 1—» y(t; XQ, t0) görbe valahonnan kezdve 
ebben a környezetben helyezkedik el. Az (5) feltétel viszont azt mond ja , hogy a 
Bm(F, ß) környezet J részhalmaza nem t a r t a l m a z h a t j a valamely pont já tó l kezdve 
00 
az egész H görbét , mivel ekkor J £ = 00 mia t t A(x(t), t) nem lenne felülről korlátos. 
0 
Másrészt H a J ha lmazt az |y| > a i feltételt megsértve h a g y h a t j a el, ami t éppen 
szeretnénk. 
Nézzük mindezt részletesen. Az ( l ) - (2) feltételekből a 3.1.2. l emma szerint 
következik a 0-megoldás erős y-stabilitása, vagyis bármely e > 0 számhoz létezik 
olyan 6(e) > 0, hogy ha t0 G R+, |îfo| < <5(0, ®s zo E Mz(t0), akkor |y(<; x0, <o)| < £ 
a [<0,00) intervallumon. Legyen <7 6(h') > 0 és tekintsünk egy tetszőleges 
<f>(t) = x(t',xo,to) megoldást . Vezessük be a rp(t) := y(t;xo,to), x(t) •— z(t;xo,to) 
jelöléseket. A 3.1.3. lemma szerint elegendő megmuta tn i , hogy IVKÖI tetszőlegesen 
kicsiny pozitív értékeket is felvesz. 
Az у — xl>(t) függvény nyilván megoldása az 
(3.2) y = Y(y,X(t),t) 
differenciálegyenletnek, és ezen megoldás pozitív l imeszhalmaza éppen Í2 m (0 ) , azaz 
íl(4>) = fi
 т
(ф). A V(y,t) :— V(y,x(t),t) Ljapunov-függvény e a (3.2) egyenletnek. 
Könnyű látni, hogy a A := Bm(0, h')xR+ választással a 2.2.4. tétel minden feltétele 
teljesül a (3.2) rendszerre, tehát С1
т
(Ф) С F, sőt ip(t) —F (t —>• 00). 
Legyen г/ > 0 tetszőlegesen rögzített szám a (0 ,h ' ) intervallumon és tekintsük 
a
 (to,v) párhoz az (5) feltétel értelmében ta r tozó ß > 0 számot és £ függvényt . 
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3.1. ábra 
Létezik olyan 7) > t0, hogy ip(t) G Bm(F,ß) minden t > Ti-re. Ha |V>(í)| > 77 
egy [Ti,T2] intervallum minden pont jára (T2 > 7 \ ) , akkor ugyanitt a V>(0 G J is 
teljesül. Az (5) feltétel szerint 
T 2 
А(ф(Т3),Т3) - А(ф(Т1),Т1) = JÀMt),t)dt > 
Ti 
Ta 
> J t(t)dt oo (T2 — oo). 
T , 
Másrészt, A(<^(<),<) felülről korlátos, tehát létezik olyan T2 > t0, hogy |^(Ta) | < rj, 
amit bizonyítani akartunk. • 
A módszer alkalmas instabilitást biztosító feltételek levezetésére is. 
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3.1 .5 . TÉTEL. Tegyük fel, hogy A (3.1) egyenlethez léteznek olyan V, A G 
Lip (Г'Д ; R), W G Lip(Bm(0, h'); Rj) függvények, amelyek eleget tesznek а Г ^ hal-
mazon az alábbi feltételeknek: 
(1) bármely t0 G R+-ra és bármely S > 0-ra a V(-,to) : Bt(0,<5) —• R függvény 
vesz fel negatív értékeket, továbbá létezik olyan b G 1С, hogy 
V(y,z,t) > -HM); 
(2)-(5) teljesülnek a 3.1.4. tétel (2)-(5) feltételei. 
Ekkor (3.1) O-megoIdása y-instabilis, sőt bármely e, 6, to (0 < 6 < с < h', to G 
Л+) számhármashoz létezik olyan XQ,T, hogy |xo| < B,T > TO és |y(T; xo, <o)| = f-
Bizonyítás. Legyenek to G R+, 6 > 0 rögzítve. Tekintsünk egy olyan xo G 
Pk(0,S) pontot , amelyre У(х 0 ,< 0 ) < 0, és tekintsük az egyenlet x ( t ; x 0 , t o ) meg-
oldását, amely értelmezve van valamely [foi<v) intervallumon. Nyilván elegendő 
bebizonyítani, hogy ezen megoldás grafikonja elhagyja valamikor а Г^, halmazt , 
hiszen ez csak úgy lehetséges, hogy valamely f , G (<o,w) számra |y(<»;xo,<o)| > h' . 
Tegyük fel, hogy ez az állítás nem igaz. Akkor u> — oo, és a megoldás grafikonja 
r ^ - b e n halad, amiből az (1) feltétel szerint az is következik, hogy a V(x(t] xo, fo), t) 
függvény alulról korlátos. Ezen körülmények között a (2)-(4) feltételekből — ugya-
núgy, mint a 3.1.4. tételben — következik az fim С F tar talmazás. Másrészt, a 
V(x,t) függvény a megoldás mentén csökkenő, ezért az (1) feltétel következtében 
tí > |y(f ;x0 ,<o) | > b~x(-V(x(t-,xo,to),t) > 
> 6 - 1 ( - V ( x 0 , f 0 ) ) = : 7 ? > 0 ; (t > t0). 
Ebből viszont az (5) feltétel szerint egyrészt A(x(<),<) —» oo (t —• oo), másrészt 
A(x(t),t) korlátos a [f0 ,oo) intervallumon, ami lehetetlen. • 
3.2. Finomítások, általánosítások 
1° Ha a 3.1.4. és 3.1.5. tétel (2) feltételében az a függvény nem feltétlenül 
oo 
integrálisán pozitív, csak f a = oo teljesül, viszont, egyidejűleg, a (4) feltételben 
о 
oo 
az / | lV(u, (<), t)\dt < oo egyenlőtlenséget követeljük meg, akkor a tétel állítása 
to 
érvényben marad. 
Valóban, a bizonyításban csupán annyi a különbség, hogy az Q m halmaz loka-
lizálására a 2.2.4. tétel helyett a 2.2.5. tételt kell használni. 
2° Ha a 3.1.4. és 3.1.5. tétel (4) feltételében szereplő W függvény skaláris értékű 
( j = 1), akkor a (4) feltételt IV helyett elegendő a [1V]+ függvénnyel megkövetelni 
(1. a 2.3.1. megjegyzést). 
3° A tételek (2) feltételében szereplő a függvény integrális pozitivitása elég erős 
kikötés. Igaz ugyan, hogy a(t) még a 0 értéket is felveheti bármilyen nagy <-re, de 
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az integrális pozitivitás (2.4) szükséges és elegendő feltétele muta t j a , hogy átlagban 
már nem lehet akármilyen kicsiny. Ez a feltétel gyengíthető, ha egyidejűleg egy 
másik feltételt erősebbel pótolunk. 
3.2.1. Definíció. A mérhető a : Я+ —• R+ függvényt gyengén integrálisán 
pozitívnak nevezzük, ha f a = oo teljesül minden olyan S = Ui^i[ a>>M halmazra, 
s 
amelyhez van olyan S > 0 és 7 > 0, hogy S komponensei eleget tesznek az 
ai < bi < ai+1, 6, - а,- > 6 > 0, a,+1 - bi < 7 
feltételeknek (i = 1 , 2 , . . . ). 
A továbbiakban az integrális pozitivitást IP-vel, a gyenge integrális pozitivitást 
GYIP-vel rövidítjük. A két fogalom definícióját összehasonlítva (2.2.1. definíció) 
látszik, hogy IP => GYIP; nevezetesen, a GYIP-nál a integráljának csak olyan inter-
vallumrendszer egyesítésén kell divergálnia, amelyben a szomszédos intervallumok 
távolsága korlát alatt marad. Másrészt viszont GYIP Д IP; például, az \ / ( t + 1), 
(1 /(< -(- 1)) sin2 t függvények GYIP-ok, de nem IP-ok. 
0 0 
Ha egy a függvény GYIP, akkor nyilván f a = 00. Másrészt, könnyű belátni, 
0 
0 0 
hogy ha a : R+ —• R+ monoton és f a = 00, akkor a GYIP. 
0 
0 0 
Ha egy a függvény IP, akkor f a = 00 T-ben egyenletesen (amin azt ér t jük, 
T 
T + S 
hogy bármely M számhoz létezik olyan So(M), hogy ha S > So(M), akkor f a > 
T 
M minden T G Я+-га). Ennek bizonyításához szintén a (2.14) feltételhez kell 
fordulni. Az előző példákból látszik, hogy a GYIP-ból ez az egyenletes divergencia 
nem következik. 
Néhány későbbi tétel feltételeinek összehasonlításánál hasznos az az észrevétel, 
0 0 
hogy a GYIP és a T-ben egyenletes f а = 00 együtt sem vonják maguk után , 
T 
általában, az IP-t . Például, az 
1+7 > 2 
1, n + i < < < n + l (n = 1 , 2 , . . . ) 
függvény GYIP, f а = 00 T-ben egyenletesen, de nem IP. 
T 
ÁLLÍTÁS. Ha a (2) feltételben а csak GYIP, de az (5) feltételben szereplő A 
függvényre 
I A ( x , Í ) | < C, A(x, t ) > { ( 0 (< G Ä + , Y G J , z G A F , ( < ) ) 
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oo 
teljesül valamely с konstanssal és olyan £ függvénnyel, amelyre f £ = oo T-ben 
T 
egyenletesen, akkor a 3.1.4. és 3.1.5. tétel állításai érvényben maradnak. 
Bizonyítás. Mint a 3.1.4. tétel bizonyí tásában, most is azt kell k imuta tn i , hogy 
a ip(t) = |y(<; xo, <o)| függvény tetszőlegesen kicsiny értékeket is felvesz. 
Legyen 77 > 0 tetszőleges, /»'-nél kisebb szám, és tegyük fel, hogy |т/>(<)| > 77 a 
[<o,w) interval lumon. Ekkor ezen az intevallumon 
4>(t)€H(Vth') := {y e Rm : 77 < |y| < h'}. 
Tekintsük az 77-hoz az (5) feltétel szerint t a r tozó ß > 0 számot és £ függvényt , és 
vezessük be а К ~ H(p,h')\Bm(F, ß) jelölést . A (3) fel tétel szerint a B^(K,p) 
halmaznak F-fel nincs közös pon t j a , és a G Y I P ezért a H : t t—• xji(t) görbének el 
kell hagynia ezt a ha lmaz t . Másrészt , az (5) feltétel mia t t a H görbe a J ha lmazban 
sem t a r tózkodha t örökre, így létezik időpil lanatoknak egy f 0 < • • • < <4 < s. < U < 
bi < a j + i < . . . < и sorozata úgy, hogy 
\ w ( 4 > ( s í ) ) - f P ( V ( « , ) ) l > p, I W W O ) - w 4 i K * í ) ) I > p 
[U <t< Sj+i] v(0 e J 
[ai <t < bj] 4(t) € B*m(K,p), ( i = 1 , 2 , . . . ) . 
A (4) feltétel mia t t bi — öj > 6 > 0 (í — 1 , 2 , . . . ) valamely alkalmas 6 számmál . 
Másrészt , 
»i + 1 
2 е > А ( ф ( 8 { + 1 ) , ч + 1 ) - А ( ф ( и ) , и ) > J t(t)dt, 
i, 
0 0 
t ovábbá / £ = 00 T - b e n egyenletesen, ezért létezik olyan 7 = 7(77), hogy a ;+ i — < 
< 7 ( Í = 1 , 2 , . . . ) . _ 
A (2) feltétel következtében 
ь. 




 C l í a(t)dt. 
' í 
Mivel a GYIP, és 6,- — а,- > <5 > 0, а , + 1 — 6,- < 7 ( i = 1 , 2 , . . . ), az utolsó becslés 
az и/ = 00 esetben e l lentmondáshoz vezet. • 
4° Mint ismeretes, az egyenletes asz imptot ikus s tabi l i tásnak a s tabi l i táselmélet-
ben a totál is s tabil i tással való kapcsolata mia t t különös jelentősége van. Feltételeink 
kis módosításával ezt a tu la jdonságot is biztosítani t u d j u k . 
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3.2. ábra 




J sup{|VP(x, s ) | : x G B*m(K,p) x Mz(s)}ds 
о 
függvény egyenletesen folytonos R+-on; 
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(5) tetszőleges to € R+, 77 > 0 számokhoz létezik olyan c, ß > 0 szám és 
Ç : R+ —+ R folytonoe függvény hogy 
|A(x,<)|<c, i(x,<)>£(<) (teR+, y£ J, г е Щ о ) , 
oo 
és f Ç = oo T-ben egyenletesen. 
T 
Ekkor a (3.1) egyenlet O-megoldása egyenletesen aszimptotikusan y-stabilis. 
Bizonyítás. A 3.1.2. lemma szerint a 0-megoldás erősen y-stabilis, vagyis bár-
mely f > 0-hoz létezik olyan v(c) > 0, hogy ha to G R+, |yo| < K f)> és 
хо G Mz(to), akkor |у(<; xo, <o)| < e a [<o>oo) intervallumon. Legyen er := u (h ' ) . 
Azt kell bebizonyítanunk, hogy tetszőleges С > 0 számhoz létezik olyan T(C), hogy 
ha |x 0 | < c, t0 £ R+, t > t0 + T(C) akkor |y(í; x 0 , <o)| < C- Ehhez elegendő 
belátni, hogy létezik olyan T(Q, hogy az origó <r sugarú környezetéből tetszőleges 
időpil lanatban induló megoldásra |y(<«; xo,<o)| < К О teljesül a [<o, fo+TXC)] inter-
vallum valamely pont jában . 
A 3° pontban adot t bizonyítás jelöléseit használva, azt kell belátni , hogy az 
T] — i/(£)-hoz létezik olyan T ( ( ) , hogy bármely t0 G Я+-га, x 0 G 5 t (0 ,<r) - ra az 
x(t;xo,t) megoldáshoz tar tozó ui kisebb, mint to + T(Ç). 
Tekintsük most is az sorozatot. A (4) feltétel szerint létezik olyan 6 = 
é ( ( ) , hogy bi — а, > é(C). Másrészt, a IP, és ennek a tu la jdonságnak (2.4) feltétele 
ь, 
szerint létezik olyan Ti(C) és m(C) > 0, hogy ha о,- > T j « ) , akkor / a(t)dt > m « ) -
Ez azt jelenti, hogy a V(d>(<),<) függvény az [а;, 6,-] intervallumon legalább c im(£)-
val csökken. Mivel V(<j>(to),<o) < b(<r), ez maga u tán vonja, hogy í nem vehet fel a 
г К
0 - ) т • * * i 
—— + 1 számnál nagyobb értéket. 1
 Cim(C) J 
oo 
Tudjuk azt is, hogy f a = oo P-ben egyenletesen, hiszen a IP. Tehát van p 
P+T3 
olyan T2 , hogy / а > b(cr) minden P G Л+-га. Ebből látszik, hogy az {а*,6,-} 
P 
sorozatról fel tehetjük a 6,- — а,- < T 2 tu lajdonságot is (a,-hez a lehető legközelebb 
kell választani 6,-t). 
A fenti tényeket egymáshoz kapcsolva belá tható , hogy 
W < T ( C ) : = T 1 + ( 2 + - ^ L ) ( T 2 + 7 ( K C ) ) ) . • 
5° A 3.1.5. tétel bizonyításából kitűnik, hogy ha a tételben az (5) feltétel 77 = fi-
val is teljesül, akkor az (1) feltételben а b £ К függvény létezése helyett elegendő 
feltenni a következőt: V alulról korlátos a Г" halmazon. 
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3.3. Másodrendű nem-lineáris differenciálegyenletek megoldásainak és disszi-
patív mechanikai rendszerek egyensúlyi helyzetének aszimptotikus stabilitása 
1° Első alkalmazásként ismét egy nem-lineáris másodrendű differenciálegyenle-
tet vizsgálunk, de most olyan feltételeket keresünk, amelyek mind a kitérésre, mind a 
sebességre vonatkozóan biztosítják az egyensúlyi helyzet aszimptotikus stabili tását, 
illetve instabili tását. 
Tekintsük a 
egyenletet, ahol p : Ä+ —> (0,oo), q : R+ —> R \ {0} folytonosan differenciál-
ható, a : R+ —+ R, f : R —• R folytonos függvények, / ( 0 ) = 0. Vezessük be az 
A klasszikus mechanikából [7,12,70] ismeretes, hogy (3.3) egy olyan egy szabad-
sági fokú holonóm reonóm mechanikai rendszer mozgásegyenlete, amelynek kinetikai 
energiája (1/2) p(t\x)2, potenciális energiája q(t) F(x), és amelyre még a — a(t)x 
nem-konzervatív erő is hat (ha a(<) > 0, akkor ezt súrlódási erőnek hívjuk, ha 
a(<) < 0, akkor „gyorsító" nem-konzervatív erőnek (ez az elnevezés nem túl sze-
rencsés, hiszen minden erő gyorsító, ennek ellenére használjuk, mivel elfogadott az 
irodalomban [70])). 
A mechanikai rendszerek stabilitáselméletéből [46,81] ismeretes, hogy az x = 
X = 0 egyensúlyi állapot stabili tása akkor várható, ha a potenciális energiának az 
x = 0 -ban szigorú minimuma van (1. a Lagrange-Dirichlet-tételt a konzervatív rend-
szerekre [46]). Az is ismert tapasztalat , hogy a súrlódási erőnek stabilizáló hatása 
van, és hogy aszimptotikus stabilitás nem érhető el megfelelő nagyságú súrlódási erő 
nélkül [29]. A súrlódási erő adagolásával az aszimptotikus stabilitás biztosításánál 
azért óvatosnak kell lennünk, mivel ha túl gyorsan fékezzük a rendszert, akkor az 
aszimptotikusan megállhat az egyensúlyi helyzettől távol. Ezt mu ta t j a J . H ALE [15] 
következő egyszerű példája: az i + (2-f г*)х + х = 0 egyenletnek az x(t) = c[l + e _ < ] 
függvények megoldásai. Számos dolgozat foglalkozik azzal a problémával, hogy 
milyen súrlódási erő mellett van aszimptotikus stabilitás [1,5,8,11,18,19,54,72], de 
általában vagy azt tételezik fel, hogy a(t) korlátos, vagy hogy a(<) pozitív konstans 
felett marad. 
Ismeretes, hogy az egyensúlyi állapot instabilitása akkor várható, ha a po-
tenciális erő instabilis típusú (a potenciális energiának nincs szigorú minimuma), 
illetve ha „gyorsító" nem-kozervatív erő hat a(t) < 0. Mindkét hatás kiolvasható 
lesz az instabilitást biztosító feltételeinkből. 
Az a;i = x, X2 = x változók bevezetésével a (3.3) egyenlet ekvivalens az 
(3.3) (p(t)x)-+ a(t)x + q(t)/(x) = 0 
X 
F(x) := f f(r)dr jelölést. 
о 
(3.4) Xi -- x2, 
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rendszerrel. Válasszuk az alábbi segédfiiggvényeket: 
V(xl,x2,t) = ^x22 + 2F(x1), W(x2) = xl, 
4 
AI(xi,x2,t) = -p(t)x2f{xi), A2(X I,X2) = - x 2 f ( x i). 
Ezeknek a (3.4) rendszerre vonatkozó deriváltjai: 
V = -a(t)x2, a(t) := M - t ^ i , № l , x2) = - x 2 ) ; 
W = —2x2 ( — + - ) — 2 - X 2 / ( X I ) 
P P P 
M = q [ f 2 ( X l ) - ?-х22Г(Х1)} + a x 2 f ( x i ) 
Á2=q-
a + p 
A 3.1.4. és 3.1.5. tétel következményeként adódik a 
3.3 .1 . TÉTEL. Tegyük fel, hogy а (3.3) egyenletben szereplő függvények eleget 
tesznek а következő feltételeknek: 
(i) 0 < c i < | | < G b ( i £ Ä + ) ; 
} [p(s) + a ( s ) ] + r_ ) 
(ii) J — —ds egyenletesen folytonos R+-on; 
о 
(iii) |a(<) I integrálisán pozitív; 
(iv) vagy 
* t 
a) / \q\ = oo, p(t) < C2, f\a\ = 0(f\q\) (t oo), 
0 0 0 
vagy 
i 
b) lim sup — / ——^ 
T—*OO 1 J \ P 
< OO. 
Ekkor: 
1) ha x / ( x ) > 0 (x ф 0), q(t) > 0 és a(t) > 0 (t £ R+), akkor az 
x = x = 0 egyensúlyi állapot ekvi-aszimptotikusan stabilis. 
2) Tegyük fel, hogy bármely a > 0 számra F(x) ^ 0 az |x| < a halmazon. 
a) Ha F(x) vesz fel pozitív és negatív értéket is bármely |x| < cr 
halmazon, vagy q(t)F(x) < 0 valamely R+ x ői(0, cr0) (cr0 > 
0) halmazon, továbbá a(t) jeltartó, akkor az x = x = 0 
egyensúlyi állapot instabilis. 
ß) Ha q(T)F(x) > 0 az R+ XHI(0,<To) halmazon, és a(t) < 0 
(t £ R+), akkor az x = x = 0 egyensúlyi állapot instabilis. 
Alkalmazott Matematikai Lapok 15 (1990-91) 
5 0 H A T V A N I L. 
3.3.2. Megjegyzés. A 3.3.1. tételben a (iii)-(iv) feltétel pótolható a következő-
vel: 
(iii') jor(í) I gyengén integrálisán pozitív; 
(iv') vagy 
oo 
a) f |g| = oo t , -ban egyenletesen, és létezik olyan К és То, hogy ha t > То, 
t. 
T > t0, akkor t+т t+т 
/ M / J k l < К , 




b) lim s u p - / 
T—*OO J J I 
T — oo t 
Továbbá, ha a(t) integrálisán pozitív, és (iv') teljesül, akkor l )-ben egyenlete-
sen aszimptotikus stabilitást ál l í thatunk. 
R. J . BALLIEU és K. PEIFFER [5] bebizonyították, hogy az (ar, x) = (0,0) pont 
globális a t t r ak to ra az 
X + a{t)x + f ( x ) = 0 
egyenletnek, (azaz bármely megoldásra x(t) —• 0, x(t) - » 0 (< —+ oo)), ha a : R+ —• 
oo 
nem-növekvő, f a = oo, x f ( x ) > 0 (x ф 0), és F(x) —> oo ( |x | —» oo). 
Ebben a speciális esetben p(t) = q(t) = 1, és az a függvényre te t t feltételek 
teljesülése esetén or(<) = 2a(<) GYIP, vagyis a 3.3.2. megjegyzés (iii'), (iv')b) 
feltételei teljesülnek. Tehát a 3.3.1. tétel - 3.3.2. megjegyzés általánosítása, de 
egyben élesítése is BALLIEU és PEIFFER eredményének, mutatva, hogy a 3.1.4. tétel 
újdonsága nemcsak abban áll, hogy parciális stabilitási tula jdonságra vonatkozik, 
hanem abban is, hogy alkalmas a klasszikus Ljapunov-féle (az összes változóra 
vonatkozó) stabilitási tulajdonságok megállapítására is. 
2° Disszipatív giroszkópikus rendszer. Most kerül sor annak a mechanikai rend-
szernek a bevezetésére, amelynek vizsgálata a jelen dolgozat legtöbb eredményét 
inspirálta. 
Tekintsünk egy r szabadsági fokú holonóm, szkleronóm mechanikai rendszert, 
amelyre potenciális, disszipatív és giroszkópikus erők hatnak. Egy ilyen rendszer 
mozgását leíró Lagrange-féle másodfajú mozgásegyenlet a következő alakú ([46], II. 
függelék): 
,n,x d dT ÔT дте 
ahol
 q , q £ R r az általánosított koordinátákból, illetve általánosított sebességekből 
álló vektor; ír : g н-» я ( q ) Ç R a potenciális energia (тг(0) = 0), amely kétszer 
folytonosan differenciálható; T = T(q,q)=(l/2)qTA(q)q a kinetikai energia, amely-
ben az A : q i—> Л(д) G Rrxr mátrixfüggvény szimmetrikus, minden q-ra pozitív 
définit [46], és kétszer folytonosan differenciálható; а В : (q,t) B(q,t) G RrXr, 
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С
 :
 (?>0 G(q,t) 6 Rrxr mátrixfiiggvények folytonosak, В szimmetrikus és 
pozitív szemidefinit (a súrlódási együtthatók mátr ixa) , G ferdén szimmetrikus (a 
giroszkópikus együt thatók mátrixa) . Szerencsére már magyar nyelven is rendelke-
zésre áll N. ROUCHE, P . HABETS és M. LALOY igen értékes [46] könyve, amelyben 
az olvasó nagyon sok érdekes konkrét példát találhat a (3.5) rendszerre a legkülönfé-
lébb alkalmazási területekről (mechanika, repüléselmélet, elektromosságtan, kémia, 
közgazdaságtan, stb.) . 
A súrlódási erő okozta fékezés mérésére a qT B{q,t)q Rayleigh-féle függvényt 
szokás használni [46,12] (1. később a (3.7) formulát) . Tegyük fel, hogy létezik olyan 
folytonos ß : —* R+ függvény, hogy 
qTB(q,t)q>ß(t)\q\2 (q £ Rr, t £ R+). 
3.3.3. Definíció. Azt mondjuk, hogy a disszipáció 
a) teljes, ha ß(t) = ßo = konstans > 0; 
b) integrálisán teljes, ha ß integrálisán pozitív; 
c) gyengén integrálisán teljes, ha ß gyengén integrálisán pozitív. 
дж 
Tegyük fel, hogy -r— (0) = 0, vagyis q = 0 egyensúlyi helyzet. q 
A (3.5) rendszer egyensúlyi állapotának stabilitási tulajdonságaira vonatkozó 
vizsgálatok hosszú múl t ra tekintenek vissza. Lagrange tétele a B(t,q) = G(t,q) = 
0 konzervatív esetre vonatkozik, és azt mondja , hogy ha konzervatív mechanikai 
rendszerben а ж potenciális energiának a q = 0 helyen szigorú minimuma van, 
akkor a q = q = 0 egyensúlyi állapot stabilis. A tételt LAGRANGE csak speciális 
esetekben t u d t a bizonyítani, az általános esetre DIRICHLET adott egy bizonyítást, 
amivel a stabilitási vizsgálatok ma is használatos leghatékonyabb módszerének, a 
direkt módszernek vetet te meg az alapjait . A . M . LJAPUNOV-nak, a direkt módszer 
feltalálójának ugyanis „csupán" az a zseniális felismerés az érdeme, hogy DIRICHLET 
módszere általános dinamikus rendszerekre is átvihető, ha tudunk hozzájuk valami-
lyen „energiaszerű" segédfüggvényt találni. A Lagrange-Dirichlet tétel még ma is 
a kutatások középpontjában áll: a hosszú erőfeszítések ellenére még ma is nyitot t 
kérdés, hogy igaz-e a tétel megfordítása [46]. 
Az energiaintegrál létezése (az energia megmaradásának tétele) mia t t konzer-
vatív esetben az egyensúlyi állapot aszimptotikus stabil i tása nem is várható . Vi-
szont általános tapasztalat , hogy ha teljes disszipációjú súrlódási erő hat , akkor 
az egyensúlyi állapot aszimptotikusan stabilissá válik. Érdekes, hogy ezt a tényt 
elméletileg nagyon sokáig csak speciális esetekre [53] (pl. lineáris rendszerekre) 
sikerült bebizonyítani. Ennek az az oka, hogy a lineáris közelítés a lapján való 
vizsgálatok módszere itt általában nem működik, mivel a lineáris közelítések a kri-
tikus esetekhez tar toznak [63]. A probléma megoldásához a stacionárius esetben a 
Barbasin-Kraszovszkij-tételek alkalmazása vezetett el; így született L. SALVADORI 
[47] híres tétele: 
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3.3.4* TÉTEL. Tegyük fel, hogy 
(1) а 7Г potenciális energiának a q = 0 helyen minimuma van; 
(2) a q = 0 egyensúlyi helyzet izolált; 
(3) a disszipatív és giroszkópikus erő nem függ az időtől, és a disszipáció teljes. 
Ekkor a q = q = 0 egyensúlyi állapot aszimptotikusan stabilis. 
Ha (1) helyett azt tesszük fel, hogy 
(Г) а-к potenciális energiának a q — O-ban nincs minimuma, akkor a q = q = 0 
instabilis. 
Nyilván fontos hasonló feltételek kidolgozása az instacionárius esetre is, amikor 
a súrlódási és giroszkópikus erők az időtől explicite is függnek (pl. szakaszos fékezés, 
járművek, gépek megállítása, stb.) . Az első ilyen eredmény V. M. MATROSZOV [69] 
nevéhez fűződik, és speciális (bizonyos homogenitási tulajdonságokkal rendelkező) 
potenciális energia esetére ad feltételt. Ehhez a vizsgálathoz többen csatlakoztak 
[45-48, 60], és ma is intenzív kutatások folynak ebben az irányban [39,52, 77-79]. 
Itt most mi olyan feltételeket adunk meg, amelyek — a korábbi eredményektől 
eltérően — nem követelik meg a disszipáció teljes voltát, és a Salvadori-tételt még 
a stacionárius esetre szorítkozva is általánosítják, amennyiben nem követelik meg 
az egyensúlyi helyzettől, hogy az izolált legyen. Ez az utolsó engedmény azzal 
jár , hogy csak parciális aszimptotikus stabilitásra számíthatunk. Eközben azonban 
egy új probléma merül fel: a nem-ellenőrzött koordináták a mozgások során n e m -
korlátosak is lehetnek. Ezt az esetet a vizsgálatokból sokszor kizárják (pl. [44,72]). 
Az alábbi tételek az általános esetre vonatkoznak. 
Vezessük be a 
7 L ( t ) := sup{|G(y, t) - B(q,t)I : q £ L С Rr) 
jelölést. 
3 .3 .5. TÉTEL. Legyen q = (q, q)r az általánosított koordináták vektorának 
egy partíciója (q £ R', q £ Rr~', 0 < s < г), és tegyük fel, hogy valamely h' > 0-ra 
az alábbi feltételek teljesülnek а К x Rr~' halmazon (K = 0 , ( 0 , h')): 
(1) létezik olyan ai,i>i £ 1С, hogy 
ai ( l í l ) < *(?>?) < M l í l ) ; 
(2) minden ct\, a2 (0 < ct\ < ar2 < h') számpárhoz létezik olyan rj > 0, hogy 
I grad ir(q,q)\ > i) (aj < |ç| < a 2 ) ; 
(3) léteznek olyan Л,Л > 0 konstansok, amelyekkel A|p|2 < pTA~x(q) p < 
Л|р|2 (p 6 RrJ; 
(4) az A 1 (q) elsőrendű parciális deriváltjai és a ir(q) első és másodrendű 
parciális deriváltjai korlátosak; 
(5) a disszipáció gyengén integrálisán teljes; 
t 
(6) az f 7KX.R r- '{T)d.T függvény egyenletesen folytonos R+-on. 
о 
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Ezen feltételek mellett a q = q = 0 egyensúlyi állapot ekviaszimptotikusan 
(q, q)T-stabilis. Ha a disszipáció még integrálisán is teljes, akkor az aszimptotikus 
stabilitás egyenletes. 
3.3.6. TÉTEL. Tegyük fel, hogy a potenciális energiának nincs helyi minimuma 
a q = 0 pontban, és létezik egy bi € /С függvény, amellyel a —ir(q,q) < 6j (|<г|) 
egyenlőtlenség teljesül valamely B,(0,/i') x Rf~' halmazon (h' > 0). Tegyük fel, 
továbbá, hogy teljesülnek a 3.12. tétel (2)-(6) feltételei. 
Akkor a q = q = 0 egyensúlyi állapot (q,q)T-instabilis. 
A 3.3.5. és 3.3.6. tétel bizonyítása. A q, p := A(q)q Hamilton-változók 
bevezetésével a (3.5) rendszer a 
,o„x . dH ÔH
 nsdH (3.6) q = w p = - _ + ( G - B ) — 
kanonikus alakba írható, ahol H = H(q,p) — T + ж а teljes mechanikai energia. 
A (3) feltétel következtében a (3.6) rendszer q = p = 0 megoldásának stabilitási 
tulajdonságai megegyeznek a (3.5) rendszer q = q = 0 állapotának stabilitási tulaj-
donságaival. 
Tekintsük a (3.6) rendszerhez a 
V(q,p) = H(q,p), W(q,p) = p, Ax(q,p) = - p T g r a d 7 r ( g ) 
segédfüggvényeket, amelyeknek (3.6) szerinti deriváltjait kiszámítva kapjuk, hogy 
ha Ki С R' egy teszőleges kompakt halmaz és h' > 0 rögzített , akkor q G K\, 
|p| < h' esetén 
(3.7) = 
H = -{A-lp)TB(A-lp) < -ß(t)\A~lp\2; 
< ci + с27А:1ХДГ-.(<); 
' дТ \ Ái = ( ——f grad ж - (G - B)A~1pj grad ж — pT(grad 7г). 
Továbbá, bármely rj > 0 számhoz létezik olyan 6(r)) (0 < 6(rj) < p/2), hogy ha 
p < | (9 ,p) | < h' és |p| < S, akkor 
Ái(q,p, t) > | g r a d 7 r ( g ) | 2 - c 3 é 2 - C 4 é i f l X / l r - . ( < ) = : 
( c i , . . . , C4 pozitív konstansok). Könnyű belátni, hogy a (6) feltétel maga u tán vonja 
a 
t + T 
l i m s u p - / yKxRr~. (r)dr < 
t->oo J J 
OO 
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oo 
egyenlőtlenség teljesülését. Ha 6-t elég kicsire választjuk, akkor nyilván / £ = oo 
T 
T-ben egyenletesen. 
A fenti becslések muta t ják , hogy a 3.1.4.-3.1.5. és 3.2.2. tétel feltételei tel-
jesülnek az x - ( g , p ) T , y = ( g , p ) T , a(t) = ß(t), U(q,p) = - c 5 | p | 2 (0 < c5 =konst . ) , 
F = {(?>P) : líl < p = 0} választás mellett. Az említett tételek éppen jelen 
tételünk állítását adják. 
3 . 3 . 7 . K Ö V E T K E Z M É N Y . Tegyük fel, hogy 
(i) а 7Г potenciális energiának a q = 0 pontban helyi minimuma van; 
(ii) a (3.5) rendszer q — 0 egyensúlyi helyzete izolált; 
(iii) a disszipáció gyengén integrálisán teljes; 
(iv) valamely h' > 0 -ra az 
t 
j max{|G(g, s) — B(q, s ) | : |g| < h'}ds 
о 
függvény egyenletesen folytonos R+-on. 
Akkor a (3.5) rendszer q = q = 0 egyensúlyi állapota ekviaszimptotikusan 
stabilis. Ha a disszipáció még integrálisán is teljes, akkor az aszimptotikus stabilitás 
egyenletes. 
Ha (i) helyett azt tesszük fel, hogy а x potenciális energiának a q = 0-ban 
niics helyi minimuma, akkor a q — q = 0 egyensúlyi állapot instabilis. 
Bizonyítás. A 3.3.5.-3.3.6. tételt alkalmazzuk a q — q (s = r ) triviális partí-
cióra. 
Először bebizonyítjuk, hogy a potenciális energiának a q = 0 pontban szigorú 
helyi minimuma van, vagyis létezik olyan ai £ 1С, hogy ai ( |g | ) < x(q) az origó 
egy kis környezetében. Ha ez nem lenne így, akkor a q = 0 ponthoz akármilyen 
közel lenne olyan qo, ahol n(qo) = 0. De ekkor go is minimumhelye 7r-nek, tehát 
grad x(q0) = 0, vagyis q0 egyensúlyi helyzet, ami ellentmond (ii)-nek. 
Mivel 7г(0) = 0 és 7Г folytonos a q — 0 -ban , a 6i £ 1С függvény létezése mindkét 
esetben nyilvánvaló. 
А д = 0 egyensúlyi helyzet izolált, tehát az origóhoz elég közel grad тг(д) ф 0, 
ahonnan (2) következik, ha h' elég kicsi. 
A mechanikából ismeretes, hogy A - 1 ( g ) minden rögzített д-га pozitív définit. 
Mivel most |g| < h', ebből a (3) feltétel teljesülése következik. • 
3 .3.8. KÖVETKEZMÉNY. Tegyük fel, hogy A nem-ellenőrzött koordináták a 
mozgások során egyenletesen korlátosak, azaz léteznek olyan S > 0 és M számok, 
hogy ha |(go,go)| < 6 és 0 <t0 <t, akkor |g(<; g0, g0, <o)| < M. 
Tegyük fel, továbbá, hogy 
(i) а 7Г potenciális energiának a g = 0 pontban helyi minimuma van; 
(ii) ha a (g, g)T pont az origó egy elég kis környezetében lévő egyensúlyi 
helyzet, akkor g = 0; 
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(iii)-(iv) teljesül a 3.3.7. következmény (iii)-(iv) feltétele. 
Akkor a (3.5) rendszer q = q — 0 egyensúlyi állapota ekviaszimptotikusan 
(q, q)T -stabilis. Ha a disszipáció még integrálisán is teljes, akkor az aszimptotikus 
stabilitás egyenletes. 
Ha (i) helyett azt tesszük fel, hogy a ír potenciális energiának a q = 0 pontban 
nincs helyi minimuma, akkor az egyensúlyi állapot (q, q)T-instabilis. 
3.4. Kiegészítő megjegyzések 
Ez a fejezet [21] dolgozatomra épül. 
A (3.3.) egyenlet hosszú idők óta a stabili tási vizsgálatok gyakori tárgya. A 
korábbi eredményekről j ó á t tekintést ad a [11] monográfia. A legújabb eredmények 
között meg kell említeni KARSAI JÁNOS két dolgozatát . [32]-ben — továbbfejlesztve 
egy korábbi dolgozatomban kidolgozott módszeremet — olyan tételeket bizonyít, 
amelyek figyelembe veszik az a(t) súrlódási együt tha tó t alulról és felülről korlátozó 
függvények kölcsönhatását . A [31]-ben lévő feltételek megengedik a(<)-nek „hosszú" 
intervallumokon való eltűnését is (szakaszos fékezés). 
A (3.5) rendszer egyensúlyi helyzetei stabilitási tu la jdonságainak meghatáro-
zása a klasszikus mechanika egyik központi kérdése [46]. Egészen a közelmúltig 
azonban szinte kizárólag a stacionárius esetet vizsgálták [70]. [21] dolgozatomhoz 
kapcsolódva S. MURAKAMI ad érdekes eredményeket a (3.5) rendszerre 1984-ben 
megjelent [39] dolgozatában. A [79] dolgozatban TERJÉKI JózsEF-fel közösen m á r 
olyan rendszereket tárgyalunk, amelyekben a potenciális energia is függhet az időtől. 
4. fejezet 
Parciális stabilitási tulajdonságok 
autonóm rendszerekre 
Ebben a fejezetben olyan módszert dolgozunk ki, amely kifejezetten parciális 
aszimptot ikus stabil i tás, illetve parciális instabili tás megál lapí tására alkalmas olyan 
Ljapunov-függvény b i r tokában, amelynek a rendszer szerinti der ivál t ja csak negat ív 
szemidefinit . Ilyen feltételeket au tonóm rendszerekre célszerűnek látszik a Barbasin-
Kraszovszkij módszer ál talánosításával levezetni. Ez sikerrel meg is tö r tén t V . V . 
R U M J A N C E V [76] , C . R I S I T O [44] é s A . S . O Z I R A N E R [72] d o l g o z a t a i b a n . A z á l -
ta lánosí tás során azonban egy ú j probléma merül t fel: annak érdekében, hogy a 
megoldások ha tá rha lmazán annak invarianciáján alapuló technikát á tmentsék , min-
dannyian fel tet ték, hogy a nem-ellenőrzött koordináták a mozgások során korláto-
sak. Ez a feltétel két szempontból is szerencsétlennek, természetellenesnek tűn ik . 
Egyrészt, a nem-ellenőrzött koordinátákra vonatkozik, pedig azokról a legtöbbször 
nincs információnk. Másrészt, a direkt módszer alapelvének ellentmondva, „ a pri-
ori" ismereteket tételez fel a megoldásokról, és így nem ellenőrizhető a megoldások 
ismerete nélkül. 
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4.1.* TÉTEL. (A. S. OZIRANER [72]). Tegyük fel, hogy az 
( 4 . 1 ) x = X(x) (X ( 0 ) = 0 ) 
autonóm rendszer minden, az origóhoz elég közelről induló megoldása z-korlátos 
(azaz a megoldások ellenőrizetlen koordinátái korlátos függvények R+-on). 
I. Tegyük fel, hogy létezik a (4.1) rendszerhez olyan V : G'm —• R+ Ljapunov-
függvény, amely teljes/ti a következő feltételeket: 
(1) V pozitív y-definit; 
(2) az {x : V{x) > 0} П V _ 1 ( 0 ) halmaz nem tartalmazza a (4.1) rendszer 
egyetlen teljes trajektóriáját sem. 
Ezen feltételek mellett a (4.1) rendszer O-megoldása egyenletesen aszimptoti-
kusan y-stabilis. 
II. Tegyük fel, hogy létezik olyan V G Lip(G'm\R) függvény, amely teljesíti a 
következő feltételeket: 
(1) V(0) = 0, és az x = 0 pont bármely környezetében van olyan pont, cihol V 
negatív értéket vesz fel; 
(2) az {x : V(x) < 0} Л V - 1 ( 0 ) halmaz nem tartalmazza a (4.1) rendszer 
egyetlen teljes trajektóriáját sem. 
Ezen feltételek mellett a (4.1) rendszer O-megoldása y-instabilis. • 
A korlátossági feltétel a bizonyításban igen lényeges szerepet kap: biztosítja, 
hegy a megoldások határhalmaza nem üres. A triviális y = —y, z — z rendszer 
muta t ja , hogy a 0-megoldás úgy is lehet egyenletesen aszimptotikusan y-stabilis, ha 
a megoldások nem z-korlátosak. Másrészt viszont, ha a 4.1* tételből a korlátossági 
feltételt elhagyjuk, akkor az állítás nem igaz, mint ahogyan a következő egyszerű 
példa ([72]) muta t j a . 
Tekintsük az 
У = - 2 / \ (1 + x 2 ) , 2 - z 
rendszert, amelynek általános megoldása: 
ds 
y(t) = Уо exp / 
о 
1 + zl exp[2s] z(t) = ZQ exp[<]. 
На уо ф 0, zo / 0, akkor y{t) —• Уоо ф 0 (t —» oo), tehát a 0-megoldás nem 
aszimptotikusan y-stabilis. Másrészt, viszont, a 4.1* tétel I. részének minden felté-
tele teljesül a V(y,z) = y 2 / 2 Ljapunov-függvénnyel a z-korlátossági feltétel kivéte-
lével. Valóban, V - 1 ( 0 ) = {(у, г) : у = 0}, tehát a (2) feltételben szereplő halmaz 
üres. 
Hasonlóan lá tható be, hogy az 
у = у \ ( 1 + г2)> z = z 
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rendszer a V(y,z) = —y2 függvénnyel teljesíti a 4.1* tétel II. részének feltételeit a 
z-korlátosság kivételével, a 0-megoldás mégis y-stabilis. 
A probléma tehát : Milyen, közvetlenül ellenőrizhető feltételekkel lehet а 4.1.* 
tételben a z-korlátossági feltételt helyettesíteni ? 
A probléma megoldását azzal kezdjük, hogy megadjuk az С1
т
(ф) határhalmaz 
egy lokalizációját. Ennek felhasználásával igen egyszerűen osztályozni tudjuk a meg-
oldásokat, ha a 4.Í.* tétel feltételei teljesülnek a z-korlátossági feltétel kivételével. 
Ez lehetővé teszi, hogy a Ljapunov-függvényre t e t t további megszorítással aszimp-
totikus y-stabilitást, illetve y-instabilitást biztosító feltételeket nyerjünk. Eredmé-
nyeinket K. PEIFFER és N. ROUCHE [43] egy problémájára alkalmazzuk, amely 
gravitációs térben adott felületen mozgó anyagi pont egyensúlyi helyzetének sta-
bilitási tu la jdonságaira vonatkozik. 
4.1. Parciális határhalmazok. Egy alternatíva a megoldások viselkedésére 
4.1.1. Definíció. Tekintsük a (4.1) egyenlet egy tetszőleges ф : [ to,w) _H• Rk 
megoldását. Jelölje ф : [fo,w) —+ Rm a megoldás ellenőrzött, \ [ f о , — > Rn pedig 
a nem-ellenőrzött koordinátáiból álló vektort. Az x — ф(1) megoldáshoz tar tozó 
fim(Ф) parciális határhalmaz azon q G Rm pontokból áll, amelyek mindegyikéhez 
létezik olyan { f i } ? ^ sorozat, hogy <,• —• ui — 0, 4>(ti) —• q (i —* oo). 
Jelölje Pm : Rk —* Rm az Rk térből az Rm altérre való merőleges vetítés 
operátorát . Nyilvánvalóan igaz az fim(<^) Э Рт(0,(ф)) tar talmazás. A Bolzano-
Weierstrass-tétel alkalmazásával könnyű látni, hogy ha \ ['o,w) —• Rn korlátos, 
akkor a két ha lmai megegyezik. A 4.1. ábra egy olyan esetet muta t , amikor az 
előbbi tar ta lmazás valódi: 
ЩФ) = h,z) :y= 1, vagy у = - 1 , z G Я ) 
П т ( * ) = { ( у , * ) : - 1 < у < 1 , * = 0} 
P m W ) ) = { ( - l , 0 ) , ( l , 0 ) } 
A parciális határhalmaz sok tulajdonságot örököl az összes koordinátákra vo-
natkozó határhalmaztól . Nevezetesen, teljesen hasonlóan be lehet bizonyítani, hogy 
ha ф : [<o,w) —+ Я т korlátos, akkor и — oo, Г1
т
(ф) nem üres (fi(</>) lehet üres !), 
kompakt , összefüggő halmaz, továbbá a legszűkebb azon zárt halmazok közül, ame-
lyekhez ф(1) konvergál, ha t —» oo. (Ez a legutóbbi tulajdonság muta t j a , hogy 
az fim(<^) határhalmaz meghatározó az y-stabilitási tulajdonságok szempontjából.) 
Nem örökli viszont a parciális határhalmaz a legfontosabb tulajdonságot : к1
т
(ф) 
általában nem invariáns a (4.1) rendszerre vonatkozóan. Ez azt jelenti, hogy az 
invariancia-elv it t nem érvényes; hasonlóan a Barbasin-Kraszovszkij tétel nem-au-
tonóm rendszerekre való általánosításához, fim(<^) lokalizálásához új módszert kell 
keresni. 
4 .1 .2 . LEMMA. Tegyük fel, hogy V : G'm —• Я A (4.1) rendszerhez tartozó 
Ljapunov-függvény, és x = <^ >(f) = (Ф{1),х(1))Т olyan megoldása (4.1)-nek a [<o,oo) 
Alkalmazott Matematikai Lapok 15 (1990-91) 
5 8 H A T V A N I L. 
intervallumon, amelyre IV'ÍOI h" < h' (í > t0). Akkor vagy a) |x(OI y °°> 
ha t —* oo, vagy b) v(t) = V{<f>{t)) —> Vo G R, ha t —» oo, nem üres és 
ад с r ' w n r ' í o ) . 
Bizonyítás. Tegyük fel, hogy a) nem teljesül. Akkor ф korlátosságát is fel-
használva következte thetünk egy olyan sorozat és q £ Я™, r 6 Rn, v0 6 R 
létezésére, amelyekre teljesülnek: ti —* oo, V'(L) ~1" 9 , x(U) —>• r és t ;(íj) —• 
ha i —• oo. f2(<£) invariáns (4.1)-re vonatkozóan, t ehá t létezik (4.1)-nek olyan 
X = x(t,q,r) megoldása, hogy y(x) С Щф). Legyen í £ R+ rögzítve. Ekkor létezik 
olyan { í j} sorozat , hogy í j oo, ф(1j) —• x(t;q,r) és n( í j ) —• V(x(t,q,r) :), ha 
» —* oo. De v(t) monoton csökkenő, t ehá t V(x(t;q,r)) = Do, ahonnan E tetszőleges 
volta mia t t az állítás már következik. • 
4 .1 .3 . LEMMA. Tegyük fel, hogy V és ф olyanok, mint az előző lemmában, 
továbbá legyen V alulról korlátos G'm-n. Akkor 
о а д с р
т
( а д ) и р - 1 к , ° о ] , 
ahol v0 = lim V ( ^ ( í ) ) . 
t—• OO 
Bizonyítás. Tegyük fel, hogy q £ П
т
(<£), de q g Р
т
(й(ф)). Ekkor létezik olyan 
{ í j} sorozat , hogy í j —> oo, Я, |x(L)l —• oo, t;(íj) —* v0, ha i -+ oo, azaz 
q t V - ^ v 0,00]. • 
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4 .1 .4 . TÉTEL. Legyen V : G'm - » f i a (4.1) egyenlethez tartozó olyan pozitív 
y-definit Ljapunov-függvény, hogy tetszőleges с > 0 számra a V _ 1 ( c ) П V - 1 ( 0 ) 
halmaz nem tartalmazza az egyenlet egyetlen teljes trajektóriáját sem. Ekkor a 
(4.1 ) O-megoldása y-stabilis, és tetszőleges, az origó elég kicsiny környezetéből induló 
x(t) = (y(t),z(t)) megoldásra vagy a) V(x(t)) 0 (és így |y(<)| 0), vagy b) 
|z(<)| — o o , ha t —• oo. 
Bizonyítás. Mivel V pozitív y-definit és V(x) < 0, a 0-megoldás y-stabilis 
(1. [46], 22. o.). Legyen x = <j>(t) = (ip(t), x ( 0 ) T еКУ olyan megoldás, amelyre 
t p korlátos. Tegyük fel, hogy |x(OI oo, ha < —• oo. Ekkor a 4.1.2. lemma 
szerint D(<) = V(<j>(t)) —I• t;o > 0, és létezik olyan p 6 Rk pont , hogy p £ И(ф) С 
Т
_ 1 ( и о ) П V - 1 ( 0 ) . De az С1(ф) halmaz invariáns, így (4.1)-nek létezik t r a j ek tó r i á j a 
a V - 1 ( u o ) П K _ 1 ( 0 ) ha lmazban. A feltételek szerint ekkor v0 = 0. • 
Oziraner tétele (а 4.1.* tétel) a most bizonyítot t tételnek nyilvánvaló következ-
ménye (az egyenletességre vonatkozóan 1. az első fejezet 1.6. megjegyzését) . 
4.2. Téte lek az aszimptotikus stabilitásról és az instabilitásról 
4 .2 .1 . TÉTEL. Tegyük fel, hogy а 4.1.4. tétel feltételei teljesülnek. Tegyük 
fel, továbbá, hogy V(y, z) —• 0 a ő m ( 0 , h') gömbben y-ra vonatkozóan egyenletesen, 
ha V(y,z) —• 0 és |z | —• 00. Ekkor a (4.1) egyenlet O-megoldása egyenletesen 
aszimptotikusan y-stabilis. 
Bizonyítás. Az 1.6. megjegyzés szerint elegendő azt bizonyítani, hogy а V 
Ljapunov-függvény minden olyan ö(t) = ( r p ( t ) , x ( t ) ) T megoldás mentén 0-hoz t a r t , 
amelyre IV'ÍOI h" < h' egy alkalmas h" konstanssal. Mint tud juk , v(t) = 
V(ö(t)) —» vo > 0, ha t —• 00, tehát létezik olyan {<,•} sorozat, hogy t,- —• 00 
és V(ö( t i ) ) —* 0, ha í —»• 00. A 4.1.4. tétel szerint vagy a no = 0, vagy {z,- = x ( L ) } 
sorozat no rmában oo-hez divergál. A második esetben V(ip(ti), z.) —»• 0, |z, | —+ 00, 
és ugyanakkor V(\p(ti), z,) —<• n0 , ha i —+ 00. A tétel utolsó feltétele szerint ebből 
következik, hogy VQ = 0. • 
Hasonlítsuk össze A most bizonyított tétel t K. PEIFFER és N. ROUCHE egy 
tételével ([43]), T h . IV), amely a (4.1) au tonóm rendszerre a következőt mondja : 
Legyen V : G'm —• R pozitív y-definit Ljapunov-függvény, és V(x) —»• 0 a G'm 
halmazon egyenletesen x-re vonatkozóan, ha V(x) —+ 0. Ekkor (4.1) O-megoldása 
egyenletesen aszimptot ikusan stabilis. A 4.2.1. tétel t a r t a lmazza ezt az eredményt , 
sőt — mint azt a következő példa m u t a t j a — élesíti is. 
Tekintsük az 
2/1 = —3/1С1 + z2)> У2 = -2/2, z = z - z 3 
rendszert a V ( y i , y 2 , z ) = y\ + y\ + y | z 2 Ljapunov-függvénnyel. Ez nyilván pozit ív 
(2/1,2/2)-definit, és a rendszer szerinti derivál t ja 
V(yi, 2/2, z) = —2y\(\ + z 2 ) - 2y2 - 2y 2 z 4 . 
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На V —• 0, akkor у\ —* 0, уг —• 0 , у | г 4 —• 0, és ezekből nem következik, hogy 
V —• 0, vagyis a Peiffer-Rouche-tételt erre az esetre nem lehet alkalmazni. Ugyan-
akkor yi —I• О, У2 —I• 0, y\zA —» 0, |г | —• oo együtt maga u tán vonja, hogy V —• 0, 
és a 4.2.1. tétel alkalmazható. 
Az alkalmazások során látni fogjuk, hogy a 4.1.*, 4.1.4. és 4.2.1. tételben 
szereplő azon feltétel, mely szerint „bármely с > 0 számra a V _ 1 ( c ) Л V - 1 ( 0 ) 
halmaz nem tar ta lmazhat teljes t ra jek tór iá t" , túl szigorúnak tűnik. Persze, már 
elméleti szempontból nézve is feltűnik, hogy a feltétel nem eléggé alkalmazkodik a 
feladathoz, hiszen nem tesz különbséget ellenőrzött és nem-ellenőrzött koordináták 
között. C . RLSITO [44] — igaz, hogy meglehetősen bonyolult módon — gyengébb 
feltétel mellett is bizonyít aszimptotikus y-stabilitást, egyenletesség nélkül. 
4.2.2.* TÉTEL. (C . RISITO [44]). Tegyük fel, hogy A (4.1) rendszer minden, 
az origóhoz elegendően közelről induló megoldása z-korlátos, és az { ( y , z ) : у = 0} 
halmaz invariáns a rendszerre nézve. Tegyük fel továbbá, hogy a rendszerhez létezik 
olyan V : G'm —• Я+ Ljapunov-függvény, amely teljesíti a következő feltételeket: 
(1) V pozitív y-definit; 
(2) a V - 1 ( 0 ) \ {(y, z) : у = 0} halmaz nem tartalmaz teljes trajektóriát. 
Ekkor a (4.1) rendszer O-megoldása aszimptotikusan y-stabilis. • 
A 4.1.4. tételben megfogalmazott al ternatíva és a lemmák segítségével egy-
szerűen megkapható Risito tételének ál talánosítása olyan esetekre, amikor a z-
korlátosságra és invarianciára vonatkozó feltétel nem teljesül. 
4 .2 .3 . TÉTEL. Tegyük fel, hogy V : G'm —> R egy pozitív y-definit Ljapunov-
függvény а (4.1) rendszerre vonatkozóan, amely bármely с > 0 számra rendelkezik 
a következő tulajdonságokkal: 
(1) a (4.1) rendszernek a V - 1 ( c ) Л V - 1 (0) halmiban fekvő minden teljes tra-
jektóriája részhalmaza az {(y ,z) : у = 0} altérnek is; 
(2)V~1[c,oo]c{0}. 
Ekkor a (4.1) rendszer 0-megoldása aszimptotikusan y-stabilis. 
Bizonyítás. A 4.1.4. tétel bizonyításának elején már belá t tuk, hogy a 0-megol-
dás y-stabilis. Legyen ф(Р) = ( i p ( t ) , \ ( t ) ) T egy olyan megoldás, amelyre ф korlátos 
R+-on. Azt fogjuk bebizonyítani, hogy Qm(<f>) = {0}. 
Mint tud juk , v(t) = V(<f>(t)) —* vo > 0, ha t —» oo. Ha v0 = 0, akkor készen 
vagyunk, hiszen V pozitív y-definit. Tegyük fel, hogy v0 > 0, és az állítás nem 
igaz, vagyis létezik az ü m ( 0 ) halmaznak egy q ф 0 eleme. A 4.1.3. lemma szerint 
ekkor a (2) feltételből az következik, hogy van olyan p £ й(ф), hogy q = Pmp. 
De П(0) invariáns a (4.1) rendszerre vonatkozóan, tehát (4.1)-nek létezik olyan 
Ç : R Rk megoldása, amelyre £(0) = p, és y(Ç) С D(0). A 4.1.2. lemma szerint 
7(£) részhalmaza a U - 1 ( u 0 ) Л Ù - 1 ( 0 ) halmaznak is. Másrészt, q ф 0, tehát a y(Ç) 
t ra jektór iá t az {(y, z) : y = 0} halmaz nem tartalmazza, ami ellentmond az (1) 
feltételeknek. • 
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4 .2 .4 . KÖVETKEZMÉNY. Tegyük fel, hogy A 4.2.3. tétel (1) feltétele teljesül, 
és létezik olyan p > 0 szám, amellyel a 0 < |y| < p halmazon a 
lim V(y, z) = oo 
И-.00 
reláció érvényes. 
Ekkor a (4.1) rendszer O-megoldása aszimptotikusan y-stabilis. 
A 4.1.2. l emmában bizonyított a l ternat íva alkalmas instabili tási feltételek le-
vezetésére is. 
4.2 .5 . TÉTEL. Tegyük fel, hogy a (4.1) rendszerhez létezik olyan 
V G Lip (G'm; R) függvény, amely rendelkezik a következő tulajdonságokkal: 
(1) minden 6 > 0 számhoz létezik olyan xo(S) G ő t ( 0 , é ) , hogy V(xo(6)) < 0; 
(2) létezik olyan £o (0 < £o < h'), hogy bármely с < 0 számra a 
(4.2) V-'ic) П F - ^ O ) П Bm(0,£O) x R") 
halmaz nem tartalmazza a (4.1) rendszer egyetlen trajektóriáját sem. 
Akkor bármely e > 0-ra vagy a) minden 7+(xo(é ) ) : t i—• y(t;xo(6)) (t G R+) 
görbe véges idő alatt kilép a Bm(0,£o) gömbből, vagy b) | z ( í ;xo(é) ) | —» oo, ha 
t —* oo. 
Bizonyítás. Ha az állítás nem igaz, akkor valamely So (0 < So < £o) számhoz 
létezik olyan 
(4.3) t(t) = ( m , x ( t ) ) T (ф(0) = xo(So)) 
megoldás, amelyre teljesülnek a következők: 
(4.4) |V>(<)| < £o (te R+y, v(t) = V(<t>(t)) ^ no < 0 ( t ^ oo), 
az £l(<j>) ha tá rha lmaz nem üres és a (4.2) ha lmazban fekszik с = no-val. Másrészt 
invariáns, így (4.2) t a r ta lmaz egy teljes t r a jek tór iá t , ami el lentmondás. • 
4 .2 .6 . KÖVETKEZMÉNY. Tegyük fel, hogy а 4.2.5. tétel feltételei teljesülnek, 
továbbá 
(4.5) l iminf V(y,z) > 0 
M 
y-ra vonatkozóan egyenletesen a Bm(Q, £0) halmazon. 
Ekkor a (4.1) rendszer O-megoldása y-instabilis. 
4.2 .7 . TÉTEL. Tegyük fel, hogy a 4.2.5. tétel feltételei teljesülnek, továbbá a 
V függvény alulról korlátos a Bm(0,£o) x Rn halmazon, és 
lim inf |2 |_oo V ^ ( y , z ) > 0 
V(y,zb0 
Alkalmazott Matematikai Lapok 15 (1990-91) 
6 2 H A T V A N I L. 
y-ra vonatkozóan egyenletesen a Bm(0,£o) halmazon. 
Ekkor a (4.1) rendszer O-megoldása y-instabilis. 
Bizonyítás. Azt bizonyítjuk be, hogy bármely é-ra a 4.2.5. tételben definiált 
tetszőleges 7+ (x 0 ( é ) ) görbe kilép a Bm(0,£o) gömbből. Tegyük fel, hogy ez nem 
igaz. Akkor valamely é0-ra (0 < 60 < £o) a (4.2) megoldás rendelkezik a (4.4) 
tulajdonságokkal. A 4.2.5. tétel szerint ekkor | x (0 l — o o , ha < —• oo. Hasonlóan, 
mint a 4.2.1. tétel bizonyításában, ebből be lehet bizonyítani, hogy a (4.5) feltétel 
miat t t>o = 0, ami ellentmondás. • 
4.3. Alkalmazások mechanikai rendszerekre 
Tekintsük ismét a 3. fejezet 2. pont jában már tanulmányozott mechanikai 
rendszert, amelyre disszipatív és giroszkópikus erők hatnak (1. (3.5) egyenlet). 
Most azonban feltesszük, hogy ezek az erők sem függnek explicit módon az időtől, 
megengedjük viszont, hogy a sebességtől nem-lineárisan is függhetnek. Ekkor a 
mozgásegyenlet 
d дТ дТ дж
 nr. 
^ d t j ï - - d ï = - t q + q > 
ahol Q : R?r —* Rr a disszipatív és giroszkópikus erők eredője, azaz feltesszük, hogy 
QT(qA)<l < 0 (ç, 9 e R f ) . Ilyen súrlódási erők mellett akkor mondjuk, hogy a 
disszipáció teljes, ha egy alkalmas с G К. függvénnyel teljesül a QT(q,q)q < — c(|g|) 
egyenlőtlenség az R2r halmazon. Könnyű belátni, hogy a Salvadori-tétel (a 3.3.4.* 
tétel) ilyen súrlódási erők mellett is változatlanul érvényes. Lényeges azonban a 
Salvadori-tétel (2) feltétele, amely azt kívánja, hogy a q = 0 egyensűlyi helyzet 
izolált legyen. Képzeljük el, például, egy golyónak gravitációs térben vízszintes sík 
lapon való mozgását súrlódási erő ha tása alat t . Nyilván egyetlen egyensúlyi helyzet 
sem lesz aszimptotikusan stabilis, pedig a Salvadori-tétel összes többi feltétele tel-
jesül. Aszimptotikusan stabilis lesz viszont minden egyensűlyi helyzet a sebességre 
vonatkozóan. Vagy tekintsük az (y,z,u) koordinátarendszerben (az ,,u" tengely 
felfelé muta t ) az и = у2 felület mentén való mozgást. Ekkor a z-tengely minden pon-
t ja egyensúlyi helyzet, tehát az у = 0, z = 0 egyensúlyi helyzet nem izolált, mégis 
úgy érezzük, hogy y-ra vonatkozóan aszimptotikusan stabilis lesz. Világos tehát , 
hogy a (2) feltétel gyengítésekor parciális stabilitási tulajdonságok levezetésére kell 
törekednünk. Ugyanerre a következtetésre ju tunk , ha a disszipáció teljességére 
vonatkozó feltételt gyengítjük, és megengedjük, hogy bizonyos irányokban nem hat 
disszipatív erő. 
A sebességre vonatkozó aszimptotikus stabilitással egy külön pontban fogunk 
foglalkozni egy későbbi fejezetben, együtt az instacionárius (nem-autonóm) esettel. 
Most az általánosított koordináták egy részére vonatkozó aszimptotikus stabilitásra 
és instabili tásra adunk feltételeket. (Megjegyezzük, hogy Salvadori tételében az in-
stabilitásról szóló részben is lényeges az egyensúlyi helyzet izoláltságának feltétele. 
K. PEIFFER [42] muta to t t egy szellemes példát arra, hogy nem-izolált egyensúlyi 
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helyzet teljes disszipációjú súrlódás hatására még akkor is lehet stabilis, ha a po-
tenciál C°° és az egyensúlyi helyzetben szigorú maximuma van!) 
Legyen adva az általánosított koordinátáknak egy q — (91,9г)Т (?i G R'> 
92 G Rr~') partíciója. 
4 .3 .1 . TÉTEL. Tegyük fel, hogy 
(1) x pozitív qi-definit; 
(2) létezik olyan a G К. és y, p > 0, amelyekkel a T(q, q) > a(\q\ |) egyenlőtlenség 
teljesül a 5 , ( 0 , y) x Rr" x 5 , ( 0 , p) x Rr~' halmazon; 
(3) a disszipációqi-teljes, azaz léteznek olyzm b : Rr —> R+ és с £ 1С függvények, 
hogy 
QT(q,q)q<~b(qi,q2)c(\q\) 
az előbbi halmazon, és ha 6(91,92) = 0, akkor 91 = 0. 
(4) a {9 = (91, q2)T '• 9i ф 0} halmaz nem tartalmaz egyensúlyi helyzetet; 
(5) a 0 G R2' egy elég kicsiny környezetében fekvő tetszőleges 
(9i>9?)T Ф 0 pontra 
.0 ( T ( Î » . 9«) + K Î « ) ) = 
îi-*ÎI .91—'îi 
Kî2,«2)T| —OO 
Ekkor a (4.6) rendszer 9 = 9 = 0 egyensúlyi állapota aszimptotikusan (91,91)" 
stabilis. 
Bizonyítás. Alkalmazzuk a 4.2.4. következményt a V = H(q,q) = T + ír 
Ljapunov-függvénnyet. A (3) feltétel szerint ennek a (4.6) rendszer szerinti de-
riváltja: 
H(q,q) = QT(q,q)q < -b(qi,q2)c(\q\), 
tehát ha H(q,q) = 0, akkor 9 = 0 vagy qx = 0, vagyis Я - 1 ( 0 ) С {(9,9) : 9i = 0 
vagy 9 = 0) . На а (4.6) rendszer t (q( t ) ,q( t ) ) T mozgása az utóbbi ha lmazban 
fekszik, akkor az vagy egyensúlyi helyzet, vagy pedig teljesül a 9i(<) = 0 (t £ 
R+) azonosság, tehát a (4) feltétel miatt mindkét esetben a mozgás t ra jek tór iá ja 
a
 {(?>?)T : 9i = 0, 91 = 0} halmazban fekszik. Ez azt jelenti, hogy a 4.2.4. 
következmény minden feltétele teljesül. • 
A 4.2.4. következményből ugyanígy lehet levezetni aszimptotikus 91-stabilitás-
ra vonatkozó tételt is: 
4 . 3 . 2 . T É T E L . Tegyük fel, hogy 
(1) л pozitív qi-definit; 
(2) a disszipáció qi-teljes, vagyis bármely p > 0 számhoz léteznek olyan 
b : Rr R+ és с £ 1С függvények, hogy 
QT(q,q)q<-bp(qi,q2)cp(\q\) (\qi\<p, p2 G Rr~', q£Rr) 
és a bp függvényre az is teljesül, hogy ha bp(qi, q2) = 0, akkor 91 = 0; 
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(3) a {q — (qi, q2)T : gi / 0} halmaz nem tartalmaz egyensúlyi helyzetet; 
(4) a 0 G R' pontnak van olyan környezete, ahol minden q° ф 0 pontra 
lim ir(q\, q-z) = oo. 
|«з| —oo 
Ekkor a (4.6) rendszer q = g — 0 egyensúlyi állapota aszimptotikusan q\-
stabilis. • 
Az előző két tételben a súrlódás részleges abban az értelemben, hogy a kon-
figurációs tér egy alterében nem lép fel súrlódás. Természetes a következő kérdés: 
mit tudunk mondani az egyensúlyi helyzet stabilitásáról, ha a súrlódás abban az 
értelemben is részleges, hogy az általánosított sebességek egy alteréből származó se-
besség-összetevők nem eredményeznek súrlódást (vagyis bizonyos irányokban nincs 
súrlódás). Ekkor a (3) illetve (2) feltételekben szereplő becslés helyett a 
QT(ç,ç)ç < -Н?ь92)С(Ы) 
egyenlőtlenség teljesül. 
Be lehet látni, hogy az állítások érvényben maradnak, ha a (4), illetve (3) 
feltétel helyett azt tesszük fel, hogy ha egy mozgás során qi(t) = q® (t G R+), akkor 
?i = o. 
A tételekben szereplő utolsó feltételek igen erősnek tűnnek. Azzal az esettel, 
amikor az ott szereplő határértékek végesek, a következő fejezetben foglalkozunk, 
mert tárgyalásához egy új módszer szükséges. 
Tér jünk most rá arra a kérdésre, hogy milyen potenciális energia mellett lesz 
az egyensúlyi állapot instabilis. W . T . KoiTER [34] bebizonyíotta, hogy ha a q = 0 
egyensúlyi helyzet izolált a {g : ir(q) < 0} halmazon, és a 7T-nek a q = 0-ban nincs 
minimuma, akkor a q = q = 0 instabilis. Alábbi tételünk (a q — gi speciális esetben) 
muta t ja , hogy az egyensúlyi állapot valójában g-instabilis. 
4 .3 .3 . TÉTEL. Tegyük fel, hogy alkalmas h',e0,A0 (0 < £0 < h', A0 > 0) 
konstansokkal teljesülnek az alábbi feltételek: 
(1) bármely 6 (0 < 6 < £o) számhoz létezik olyan qo(6) G ö r ( 0 , é), hogy 
P ( q o ( 6 ) ) < 0 ; 
(2) T(q ,q) > Aolíl2 ( Ы < A', q2 G R r ~ ' , q G Rr); 
(3) a [q : 11(g) < 0, |gi | < £o} halmaz nem tartsdmaz egyensúlyi helyzetet; 
(4) a disszipáció teljes. 
Ekkor bármely 6 (0 < 6 < £o) számra vagy a) a 7+ (go(6), 0) : t 1-+ qi(t; go(<5), 0) 
(t G R.(-) görbe véges idő alatt kilép a Bs(0, £0) gömbből, vagy 
b) m í ; í o ( « ) , 0 ) | — 0 0 ( f - 0 0 ) . 
Bizonyítás. Alkalmazzuk a 4.2.5. tételt aV=H = T+ir,y = q\ választással. 
• 
A 4.2.6. következményből az alábbi eredmény adódik. 
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4.3 .4 . KÖVETKEZMÉNY. Tegyük fel, hogy a 4.3.3. tétel feltételei teljesülnek, 
továbbá 
(5) liminf 7r(<zi, q2) > 0 |,2|-»оо 
egyenletesen a q\-re nézve a B, (0, h') halmazon. 
Ekkor a (4.6) rendszer q = q = 0 egyensúlyi állapota yi-instabilis. 
A jelen fejezetet egy példával zárjuk. K. PEIFFER és N. ROUCHE [43] vizsgálta 
egységnyi tömegű anyagi pontnak homogén gravitációs térben az и = ( l / 2 ) y 2 ( l + z 2 ) 
egyenletű felület mentén való mozgását (az Oy, z, и inerciarendszerben az и tengely 
felfelé muta t ) . A rendszer kinetikai energiája és a potenciális energia: 
T = \ ( y 2 + i 2 ) + \ y 2 ( y { 1 + * 2 ) + i y z ) 2 , » = | y 2 ( l + z 2 ) , 
ahol g a gravitációs gyorsulás nagysága. PEIFFER és ROUCHE feltételezte, hogy a 
disszipatív erőt a 
(4.7) Q1 = - a — , q2 = - a — (0 < a = konst.) 
képletek definiálják. 
A H = T - f я teljes mechanikai energia (y ,y , z ) - r a vonatkozóan pozitív définit, 
tehát a z y = z = y = z = 0 egyensúlyi állapot ezekre a változókra nézve sta-
bilis. PEIFFER és ROUCHE bebizonyították, hogy y-ra vonatkozóan aszimptotikusan 
stabilis. (Meg kell említeni, hogy az első közelítésben való stabilitás-vizsgálatról 
szóló Ljapunov-Malkin-tétel ([66], 113. o.) alkalmazásával aszimptotikus (y, y, z)-
stabilitás adódik!) 
Tekintsünk el most a meglehetősen erőltetettnek tűnő (4.7) feltételtől, és tegyük 
fel, hogy tetszőleges olyan (akár nem-lineáris) súrlódási erő hat a pontra , amely-
re nézve a disszipáció y-teljes. (Ekkor — az esetleges nem-lineari tás miat t — a 
Ljapunov-Malkin tétel sem alkalmazható!). A 4.3.1. tételből azonnal adódik, hogy 
az egyensúlyi állapot aszimptotikusan (y, y)-stabilis. 
Eredményeinkkel vizsgálható egy tetszőleges и — f ( y , zj felület mentén való 
mozgás is. A 4.3.2. tétel és 4.3.4. következmény felhasználásával kaphatók a 
7Г = g • f ( y , z ) potenciális energiára aszimptotikus stabilitást, illetve instabilitást 
biztosító feltételek. 
Például, legyen 
( l / 2 ) y 2 ( l + z2) + e x p [ - l / | z | ] s i n 2 ( l / z 2 ) z ф 0 
0 z = 0 . 
A 4.3.2. tétel szerint az y — z = y — z = 0 egyensúlyi állapot aszimptotikusan 
y-stabilis. Ugyanakkor, A. S. Oziraner tétele (4.1.* tétel) még akkor sem lenne 
alkalmazható, ha tudnánk, hogy a mozgások a sebességekkel együtt korlátosak, 
hiszen az {(y,z) : ir(y,z) > 0} halmazban van egyensúlyi helyzet! 
A 4.3.4. következmény szerint az f(y,z) = ^ / ( l + z) esetben az egyensúlyi 
állapot y-instabilis. 
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4.4. Kiegészí tő megjegyzések 
1979-ben, az első szegedi differenciálegyenletes konferencián L. SALVADORI 
hívta fel a figyelmet olyan feltételrendszerek kidolgozásának fontosságára, ame-
lyek parciális aszimptotikus stabili tást , illetve instabilitást biztosítanak a nem-
ellenőrzött koordináták korlátosságának megkövetelése nélkül. Az ő biztatására 
kezdett ilyen irányú kuta tásaim eredményeit [23, 24, 28] dolgozataimban foglaltam 
össze. A jelen fejezet [23] alapján készült. 
Hasonló típusú, funkcionálegyenletekre vonatkozó aszimptotikus vizsgálatok 
találhatók J . KATO megjelenés alat t álló [33] dolgozatában. A fejezetnek a mecha-
nikai alkalmazások során nyert eredményeit TERJÉKI JÓZSEF [52] egészítette ki és 
fejlesztette tovább. 
5. fe jezet 
A ha tá regyen le t módszere 
Az előző fejezetben autonóm rendszerekre alkalmas Ljapunov-függvény bir-
tokában egy alternatívát bizonyítottunk (4.14. tétel), amely azt mondja, hogy 
a rendszer tetszőleges megoldására vagy а) ал ellenőrzött koordináták 0-hoz tar-
tanak, vagy b) a nem-ellenőrzött koordinátákból álló vektorfüggvény normában 
oo -hez ta r t , ha t —* oo. Az a) eset kedvező az aszimptotikus stabilitás szem-
pontjából, a b) esetet pedig úgy intéztük el, hogy a Ljapunov-függvény limeszére 
tet tünk feltételt, miközben a nem-ellenőrzött koordináták vektora oo-hez tar t (1. 
4.2.4. következmény); nevezetesen, feltettük, hogy ez a limesz oo. A jelen fe-
jezetben azzal az esettel foglalkozunk, amikor ez a limesz véges. Kapcsolódva ismét 
K. PEIFFER és N. ROUCHE [43] példájához, tegyük fel, hogy a gravitációs térben 
egy anyagi pont az u = ( l / 2 ) y 2 [ l + 1/(1 + z2)] egyenlettel adot t felület mentén 
súrlódva mozog (az Oy,z,u inerciarendszer u-tengelye függőlegesen felfelé muta t ) . 
Az előző fejezet eredményeit használva nem lehet a z y = z = y = i = 0 egyensúlyi 
állapot aszimptotikus y-stabil i tását bizonyítani, hiszen a potenciális energia nem 
tart végtelenbe, ha |z| —> oo. Ugyanakkor joggal várhat juk el ezt a tulajdonságot , 
hiszen ha a mozgások korlátosak, akkor már a 4.1* tételből is adódik, ha viszont egy 
mozgás mentén z nem korlátos, akkor az alternatíva miat t |z(<)| —• oo , és a mozgás 
„aszimptotikusan közel van" az x = ( l / 2 ) y 2 felület mentén történő mozgáshoz; 
amelynek során y(t) —• 0, ha t —* oo . 
Ebben a fejezetben azt fogjuk feltenni, hogy a rendszer jobboldalán az ellenőr-
zött koordináták változását szabályozó vektornak valamilyen értelemben létezik a 
határértéke, ha a nem-ellenőrzött koordináták vektora normában végtelenbe ta r t . 
Ez lehetővé teszi, hogy a T . YOSHIZAWA [55], G. SELL [50] és Z. ARTSTEIN [2-4] 
által kidolgozott határegyenlet-módszert feladatunkra alkalmazzuk. 
Az i t t kifejtendő módszer — szemben az előző fejezet tételeiben leírtakkal 
— nem-autonóm rendszerekre is alkalmazható [24,27]. A jelen értekezésben mi 
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mégis csak az autonóm esetet tárgyaljuk, mivel az alapvető gondolatok ezen is be-
muta tha tok , továbbá a nem-autonóm eset teljes kifejtéséhez komoly technikai ap-
pará tus bevezetésére lenne szükség [2-4, 27], ezért az általános esetre csak utalni 
fogunk. 
5.1. A u t o n ó m rendsze rek re vonatkozó té te lek 
Tekintsük ismét az 
(5.1) x = X(x) (xeRk, X (0 ) = 0) 
egyenletrendszert, és ennek a szokásos x = ( y , z ) T partíciónak megfelelő alakját : 
(5.2) y = Y(y,z), z = Z(y,z). 
Ebben a pontban végig feltesszük, hogy Y(y,z) —• Y»(y), ha |z | —• oo, y - r a 
vonatkozóan egyenletesen a B m ( 0 , h') halmazon. 
Szükségünk lesz a következő jelölésre. Adott W : T'm —* R függvényre és 
с G R számra jelölje W~l[c, oo]o azon y £ RS1 pontok halmazát , amelyekhez létezik 
olyan {(yi,Zi,<,)} sorozat, hogy y, —• y, |z,| —> oo, ti —• oo, W(yi, z,-, t i) —• c, és 
W(yi, zitti) ->• 0, ha i -»• oo. 
5 .1 .1 . TÉTEL. Tegyük fel, hogy az (5.2) rendszerhez létezik olyan V : G'm —• 
R+ Ljapunov-függvény, amely eleget tesz a következő feltételeknek: 
(1) V pozitív y-définit; 
(2) bármely с pozitív számra a Ú - 1 ( 0 ) П V - 1 ( c ) halmaz nem tartalmazza az 
(5.2) rendszer egyetlen teljes trajektóriáját sem, és 
(3) a Vm^c, oo]o halmaz nem tartalmazza az 
(5.3) y = y* (у) 
határegyenlet egyetlen teljes trajektóriáját sem, kivéve esetleg az Rm tér origóját. 
Ekkor az (5.2) rendszer O-megoldása aszimptotikusan y-stabilis. 
Bizonyítás. Az (5.2) rendszer O-megoldása y-stabilis (1. [46], 22. o.), tehát 
bármely e > 0-hoz létezik olyan 5(e) > 0, hogy ha |x 0 | < é(e), akkor | y ( t ; x 0 ) | < e 
minden t > 0 - ra . Legyen e0 > 0 rögzített, és definiáljuk a cr = é(e0) > 0 számot. 
Be fogjuk bizonyítani, hogy bármely x0 6 Вц(0,сг) esetén |y ( í ;x 0 ) | —• 0, ha t —• oo. 
Legyen x = <j>(t) = ( Ф ( t ) , x ( t ) ) T tetszőleges olyan megoldása az (5.2) egyenlet-
nek, amelyre 0(0) € Bk(0,(r) teljesül. A v(t) = V(<J>(t)) függvény csökkenő, tehát 
v(t) —» vo > 0. Ha VQ = 0, akkor (1) miat t készen vagyunk. Tegyük fel, hogy 
vo > 0. Az előző fejezet 4.1.4. tétele szerint a (2) feltételből 
(5.4) lim |X(<)| = oo 
I—• OO 
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következik. Tekintsük az 
(5.5) y = Y(y,x(t)) (y e Bm(0,h'),t e R+) 
rendszert és azt az U : Bm(0,h') x R+ —• R függvényt, amelyet az U(y,t) = 
V(y,x(t)) definiál. Nyilvánvalóan, Ù(5.5)(y,t) = V ( 5 .2)(y,x(0) < 0, tehát U az 
(5.5) rendszerhez tartozó Ljapunov-függvény, és u(t) = [/(Ф(<),<) —• VQ, ha t —• oo. 
Azt állítjuk, hogy az (5.5) egyenlet у = Ф(*) megoldásának й(Ф) határhalmazára 
ВД С U~l[vo,oo]o. 
Valóban, a 2.1.2. lemma szerint 1)(Ф) С {7~г[1>о, оо]. Tegyük fel, hogy ennek 
ellenére az előbb állított tartalmazás nem igaz. Mivel í / " 1 [t>o,oo]o zárt halmaz 
a Bm(0,h') gömbben, ekkor létezik olyan q £ ^ (Ф) és p > 0, hogy В m (ч,р) n 
í / " 1 ^ , o o ] o = 0 ahonnan a 
limsup{{/(5.5)(*(0>0 л >T, eBm(q,p)} < 0 
T — oo 
egyenlőtlenség adódik. Figyelembe véve azt is, hogy az (5.5) egyenlet jobboldala 
korlátos a 5 m ( 0 , h') x R+ halamazon, a 2.2.2. lemmát az (5.5) egyenletre a A = 
Bm(0,h'), V = U, W(y) = у választással alkalmazva kapjuk a q £ О(Ф) relációt, 
ami ellentmondás. 
Másrészt, az (5.4) miatt t / " 1 [t;0, oo]0 С V^ 1 [t>0, oo]0, tehát az előbb bizonyított 
tartalmazást felhasználva 
(5.6) ад = Г2(Ф)С V^1bo,cx,]o 
adódik. 
Az Y(y, z) —* Y*(y) ( |z | —y oo) és az (5.4) tulajdonság együtt azt eredményezik, 
hogy az (5.3) egyenlet az (5.5) egyenletnek határegyenlete. Ismeretes, hogy a 
megoldások határhalmaza invariáns a határegyenletre vonatkozóan (1. [46], 178. 
o., 5.7. tétel), amiből már következik az fim(</>) = {0} egyenlőség, vagyis hogy 
|Ф(*)| —* 0, ha t —* oo, amit bizonyítani akartunk. Valóban, hiszen ha Q.
т
(ф), és 
így О(Ф) tartalmaz az TT^-ből az origótól különböző pontot is, akkor az invariancia 
miatt tartalmazná a (3.3) egyenletnek egy olyan trajektóriáját is, amely az origótól 
különbözik. (5.6) miatt ez a trajektória a V^ 1 [no> °°]o halmazban is benne lenne, 
ami viszont t>o > 0 és a (3) feltétel miatt lehetetlen. • 
Talán érdemes megjegyezni, hogy a tétel autonóm rendszerekről szól, bizonyí-
tásában az egyik lényeges lépés mégis a nem-autonóm egyenletek elméletéből egy 
lokalizációs tétel alkalmazása. 
Az előző fejezetben volt szó arról, hogy — szemben C. RlSITO [44] tételeivel 
— a (2) feltétel nem tesz különbséget ellenőrzött és nem-ellenőrzött koordináták 
között (1. 4.2.2* tétel). A határegyenlet módszere alkalmas arra is, hogy ezt a 
feltételt finomítsuk. 
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5.1.2. LEMMA. Tegyük fel, hogy az (5.2) rendszerhez létezik olyan V : G'm —• 
R.Ljapunov-függvény, amely eleget tesz a következő feltételeknek: 
(1) V pozitív y-definit; 
(2) bármely с pozitív számra teljesül, hogy ha a П V""1 (c) halmaz 
tartalmazza az (5.2) rendszer egy teljes trajektóriáját, akkor ez a trajektória az 
{(y, z) : у = 0} altérben helyezkedik el. 
Ekkor az (5.2) rendszer O-megoldása y-stabilis, és ha ф = (Ф,х)Т : [<o,°o) -1" 
Rk (5.2)-nek tetszőleges olyan megoldása, amelyben Ф korlátos, akkor valahányszor 
ti —• oo, Ф(<<) —• q Ф 0, —• no > 0, mindannyiszor |x( ' i ) l ha i —* oo. 
Bizonyítás. Az y-stabil i tás a Rumjancev-tételből következik ([46], 22. o.). 
Ha az állítás második része nem igaz, akkor feltehető, hogy x ( ' i ) r £ RP 
(i - * oo). A 4.1.2. lemma szerint П(ф) С M(v0) := ^ " ^ ( O ) П V _ l ( » o ) . Mivel П(ф) 
invariáns az (5.2) rendszerre vonatkozóan, az M(vo) halmaz tar ta lmazza az (5.2) 
(q,r) ponton áthaladó t ra jektór iá já t , ami q ф 0 miat t ellentmond a (2) feltételnek. 
• 
5.1.3. TÉTEL. Tegyük fel, hogy az 5.1.2. lemma (l)-(2) feltétele teljesül, 
továbbá 
(3) bármely с pozitív számra a V~l[c, oc]o halmaz nem tartalmazza az (5.3) 
határegyenlet egyetlen teljes trajektóriáját sem, kivéve esetleg az Rm tér origóját; 
(4) létezik olyan b £ К függvény, amellyel 
v(y,z)<b(\y\) ( ( y , z ) e C ) . 
Ekkor az (5.2) egyenlet O-megoldása egyenletesen aszimptotikusan y-stabilis. 
Bizonyítás. Az 5.1.2. lemma szerint a 0-megoldás y-stabilis. Tekintsünk egy 
ó(t) = (ф(<) ,х(<)) т megoldást, amelyre 4t(t) korlátos. Két eset lehetséges: 
a) |x(í)l - oo b) |x(í)l 7Ь oo (t - oo). 
Bebizonyítjuk, hogy mindkét esetben vq — limt-.«, V(<^(<)) = 0. 
Az a) esetben 4/(t) —• 0, ha t —• oo, amint azt lát tuk az 5.1.1. tétel bi-
zonyításában, ebből viszont a (4) feltétel mia t t t>o = 0 már következik. 
A b) esetben létezik olyan {<,} sorozat, hogy —• oo, 4f(ti) —• q, x ( ' i ) r , 
ha i —+ oo. Az 5.1.2. lemma szerint q = 0. A (4) feltétel értelmében 
0 < u0 = Hm VU(t)) < lim Ь(|Ф(«,-)1) = О-
I—»OO Í—»oo 
Tehát mindkét esetben v0 = 0, amiből az 1.6. megjegyzés alapján a tétel 
állítása következik. • 
Az 5.1.3. tétel (4) feltétele sok fontos esetben nem teljesíthető (pl. V(y,z) = 
y2 + 1/(1 + г 2 ) ) , ezért most egy olyan tételt bizonyítunk, amelyben a (4) feltételt 
az (5.2) rendszer jobboldalának egy korlátossági tula jdonsága helyettesíti. 
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5.1.4. TÉTEL. Tegyük fel, hogy az 5.3. tétel (1)~(3) feltételei teljesülnek, 
továbbá a Z függvény korlátos a G'm halmazon. Akkor az (5.2) egyenlet 0-megol-
dása aszimptotikusan y-stabilis. 
Bizonyítás. A bizonyítást ugyanúgy lehet kezdeni, mint az 5.1.1. tételnél, a 
VQ > 0 esetet kell viszont máképpen kezelni, hiszen az (5.4) tulajdonság most nincs 
a bir tokunkban. 
Tegyük fel, hogy VQ > 0. Be fogjuk bizonyítani, hogy fim(0) = {0}. Ha ez nem 
igaz, akkor először azt muta t juk meg, hogy D m ( 0 ) С N(vo) := V ^ 1 [vo, oo]o, ma jd 
azt, hogy a határegyenletnek halad D m ( 0 ) - b a n {0}—tói különböző t ra jektór iá ja , ami 
ellentmond a (3) feltételnek. 
Az fim(0) halmaz kompakt és összefüggő, továbbá N(VQ) zárt , ezért elegendő 
az fim(0) \ {0} С N(vo) tar ta lmazást megmutatni . Tegyük fel, hogy ez nem igaz. 
Akkor létezik olyan q £ й
т
(ф) (q ф 0) és <r > 0, hogy Bm(q, 2e )n [X(u o )U{0}] = 0. 
Bebizonyítjuk, hogy 
(5.7) a = l i m s u p { Ù ( * ( f ) , x ( f ) ) : t > T, * ( f ) £ Bm(q, 2e)} < 0 
T — o o 
На ez nincs így, akkor létezik egy olyan {t, } sorozat, amelyre í,- —* oo, V(0(t,-)) —• 0, 
*(*«) Ч1 £ Bm(q,2e) teljesül. Az 5.1.2. lemma szerint akkor azt is tud juk , hogy 
I x(ti) |—f ha i —* oo, vagyis q' £ N(vo) , ami ellentmond t definíciójának. (5.7) 
tehát igaz. 
V alulról korlátos, tehát (5.7) miat t Ф(1) £ Bm(q,2e) nem teljesülhet egyetlen 
[T, oo) intervallumon sem. Ezért létezik olyan { í j , í j } sorozat, hogy 
t'i < t'i < t'i+l, t[ —• oo; I *(<{) - q |= e, |Ф(<;') - 9| = 2c, 
e<l*(0-ïl<2c (t'i<t<t!, i = 1 , 2 , . . . ) . 
De y ( ^ ( t ) , x ( í ) ) korlátos, Ф nem változhat akármilyen gyorsan, így t- —1\ > ß > 0 
teljesül minden i - re egy alkalmas konstanssal. Ekkor 
n 
. 7 
V(ü) - V(t[) <J2 V(<Kt))dt < iaß — - o o (i ^ oo) 
Ы 
ami ellentmondás. Ezzel az fim(0) С N(vo) tar talmazást bebizonyítottuk. 
Tegyük fel, hogy q £ Q
т
( ф ) , q ф 0 és í,- —» oo, q(U) —<• q, ha i —• oo. Tekintsük 
a { ^ ' ( t ) := ^ ( f i + f )} függvénysorozatot. Ennek t'-edik eleme megoldása az 
y = Y(y,x(U+t)), y(0) = * ( í ( ) 
kezdetiérték-problémának. Z korlátos a G'm halmazon, és az 5.1.2. lemma miat t 
I x(U) oo, tehát bármely kompakt [a, 6] intervallumon | x('» + í) |—• oo egyen-
letesen, ha i —• oo. Ezért Y(y,\(ti + f ) ) —+ Y,(y) az (y,t) változókra vonatkozóan 
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egyenletesen a Bm(0, h') x [a, 6] halmazon. A Kamke-lemma következtében ([46], 
175. o. 5.3. Lemma) а (Ф,(<)} sorozat egy részsorozata egyenletesen konvergál az 
y = Y»(y), y(0) = q kezdetiérték-probléma egy 7 megoldásához az [a, 6] intervallu-
mon, ha i —• 00. Tehát bármely rögzített f - r e 7(<) а {Ф(< +<,)} egy részsorozatának 
limesze, továbbá ( , + ( - ю о , így 7 (t) £ й
т
(ф) , vagyis Í7m(<^) tar ta lmazza az (5.3) 
határegyenlet egy teljes t ra jektór iá já t , amely nem esik egybe az {0} halmazzal. A 
korábban bizonyított й
т
(Ф) С N(v0) tar ta lmazás miat t ez a t ra jektór ia N(v0) -ból 
sem lép ki, ami ellentmond a (3) feltételnek. • 
A határegyenlet módszere instabilitási tételek levezetésére is alkalmas. 
5 .1.5. TÉTEL. Tegyük fel, hogy az (5.2) egyenlethez létezik olyan 
V £ Lip(G'm; R) függvény, amely rendelkezik a következő tulajdonságokkal: 
(1) V alulról korlátos; 
(2) bármely pozitív 6 -hoz létezik olyan xo G 5^(0, 6), hogy V(xq) < 0; 
(3) bármely с negatív számra a VZ 2)(0) ^ (c) halmaz nem tartalmazza az 
(5.2) egyenlet egyetlen teljes trajektóriáját sem, és 
(4) a V~x[c, oo]o halmaz nem tartalmazza az (5.3) határegyenlet egyetlen teljes 
trajektóriáját sem. 
Akkor az (5.2) egyenlet O-megoldása y-instabilis. 
Bizonyítás. Legyenek £0,5 adottak (0 < £0 < h', 0 < 6 < £0) és vegyünk egy 
olyan Xo £ bk(0,6) pontot , amelyre V(xo) < 0. Tekintsük az (5.2) egyenlet (^(0) = 
xo feltételnek eleget tevő x = ó(t) = (Ф(<), x(<))T megoldását. Bebizonyítjuk, hogy 
I (Ф(Т) I > £0 valamely T > 0 számra. 
Tegyük fel, hogy ez utóbbi állítás nem igaz, vagyis | Ф(<) |< £0 minden t > 0 
értékre. Az előző fejezet 4.1.2. lemmája szerint ekkor a (3) feltételből | x ( 0 I 
—•00 (t —* 00) következik. Mint ahogyan az 5.1.1. tétel bizonyításában lát tuk, 
ekkor a nem-üres íím(<^) halmaz, amely invariáns az (5.3) határegyenletre nézve, 
részhalmaza a V^x[vo,oo]o halmaznak. Ez azt jelenti, hogy ezen utóbbi halmaz 
tar ta lmazza a határegyenlet teljes t ra jektór iá já t , ami ellentmondásban van a (4) 
feltétellel. • 
5.1.6. Megjegyzés. Legyen у = (1/1,1/2)T az у £ Rm vektor egy partíciója 
(t/i £ Rm\ t/2 G Rm>, 1 < mi < m, mi + m 2 = m), és tegyük fel, hogy 
valamely £0 > 0 számra teljesül a következő: ha |t/i| < £0 és V(yi , y2, z) < 0, 
akkor 12/21 < h'. Az 5.1.5. tétel bizonyításából könnyen látszik, hogy ebben az 
esetben a tétel feltételeiből t/i-instabilitás is következik. 
5.2. Ho lonóm és anho lonóm mechanikai r endsze rek 
Tekintsük ismét a 4. fejezetben már vizsgált 
d dt öt дT
 Л
 . .
 Л Г Ч 
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mechanikai rendszert és az ál talánosított koordináták q = ( ? I , 5 2 ) t part ícióját (qi G 
Я " , <?2 G Я*-*» 1 < r i < r ! r i + г2 = г)- A jelen fejezet eredményeit most az 
aszimptotikus (q\, <j)T-stabilitás és a qi-instabilitás feltételeinek tanulmányozására 
használjuk abban az esetben, amikor az (5.8) rendszer aszimptotikusan (^"függet-
len. 
5.2.1. Definíció [24]. Az (5.8) rendszert aszimptotikusan q2-függetlennek ne-
vezzük, ha valamely Л' > 0 konstanssal tetszőleges К С R r kompakt halmazra 
teljesülnek a következő feltételek: 
(a) létezik olyan Л > 0 és с G К., hogy 
<Mî|2 < ^qTA(qi,q2)q, QT(qi,q2,q)q < - c ( | ? | ) , 
feltéve,hogy qr G ő r i ( 0 , / i ' ) , q2 & Rr\ qeRr\ 
(b) A (<?i,g2) A,(qiy 7Г(q uq 2) n , ( í i ) , ha |g2 | oo, továbbá 
Q(q\iqz,q) —+ Q*(qi,q) a Bri(0,h') x К halmazon egyenletesen, ha |y2 | —1" oo, és 
dA/dq, dir/dq egyenletesen konvergál a Bri(0,h') halmazon, ha |g2 | —+ oo. 
Illusztrálásképpen tekintsük a jelen fejezet bevezetésében már említet t példát: 
m tömegű anyagi pont gravitációs térben mozog az и — ( l / 2 ) y 2 [ l + 1/(1 + z2)] 
egyenlettel adot t felület mentén, a pont ra Q = — (ay, az,aú) ( a > 0) súrlódási erő 
is ha t . A potenciális és kinetikai energia, mint az y, z ál talánosított koordináták és 
a? y, z á l talánosí tot t sebességek függvényei: 
Г = \m jy2 + i2
 + (yy (l + - У 2 ^ ) 2 } 
m 9 2 ( i , 1 \ 
r = =
- 2 v v + t t ^ j 
Könnyű ellenőrizni, hogy ez a mechanikai rendszer aszimptotikusan z-független, és 
a megfelelő határfüggvények: 
t*(y, y, z) — + y 2 )y 2 + z2} 
т»Ы = \тЯУ21 Q.(y, У, г) = - ( a y , a z , ayy) 
Tér jünk vissza az (5.8) mechanikai rendszerhez, és a kívánt feltételek megha-
tározására próbáljuk alkalmazni az 5.1.4. és 5.1.5. tételt . Bevezetve a q, p = A(q)q 
Hamilton-féle változókat, az (5.8) rendszer a 
(5.9) 
f . 1
 T / ő á - H í ) ) дж 
( P = - 2 P { — f r r ) p - d - q + Q ( q > A 
q = A~1(q)p 
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kanonikus alakot ölti. Ha (5.8) aszimptotikusan
 g 2 - függet len, akkor (5.8) q = q = 0 
egyensúlyi helyzetének és (5.9) q — p — 0 megoldásának ugyanazok a stabilitási 
tulajdonságai . 
Határozzuk meg az alkalmazni kívánt tételben előforduló függvényeket, halma-
zokat. Válasszuk segédfüggvénynek a H = T + я teljes mechanikai energiát. Ha a 
disszipáció teljes, akkor létezik olyan d € 1С függvény, hogy 
(5.10) 
Я(5.9)(р, 91, 92) = QT(q, A-\q)p)A~\q)p < - d ( | p | ) 
teljesül, ha ( p , q \ ) £ B r i + r ( 0 , Л'), q2 £ Я1"2. Tehát H Ljapunov-függvény az (5.9) 
rendszerhez, és 
(5.11) Я ( - 1 9 ) ( 0 ) П Я - 1 ( с ) = { ( р , д ) : Т ( д ) = с) p = 0} (c£R), 
ezért az (5.9) rendszernek ezen halmazban lévő teljes trajektóriái pontosan azok a 
p — 0, 9 = 9o egyensúlyi állapotai, amelyekre я(q0) — c. Nyilvánvalóan, 
Я Г Д г М о С Я - Д Д с . о о ] П rf-^O) = : 
= {(p,9i) -P = 0, 9i = ""ГДс-оо]} = E(c) 
Mivel Эя/dqi folytonos és egyenletesen konvergens, ha |g2 | —• oo, а ""(•> 92) : 
B r , ( 0 , /»') —• R függvények folytonosak q2-те vonatkozóan egyenletesen (q2 £ Я1"2), 
így 
(5.12) E{c) = {(p,9i) : P = 0, 7T.(gi) = c}. 
Mivel az (5.9) rendszer aszimptotikusan
 g 2 - függet len, határegyenletrendszere a 
| g 2 | —• oo ha tá rá tmenet mellett a következő: 
(5.13) 
P" = - 5 P 
r^ = QÍ(qi, a:1 p) 
9 i = E H ; 1 ( 9 i ) b P t 
k = l 
(i = 1, 2 , . . . r i , j = 1 , 2 , . . . , r ) . Ha az E(c) halmaz tar ta lmazza a (4.6) rendszer 
egy teljes t ra jektór iá já t , akkor ez a t rajektória (5.12) szerint egy p = 0, q\ — 
(91)0 =kons t . pont, amelyre 
T . ( ( 9 I ) O ) = C , ^ 
dqi 
= 0 
«i = (îi)o 
is teljesülnek. 
Ezek után könnyű ellenőrizni, hogy az 5.1.4. és 5.1.5. tételből 
megjegyzést is figyelembe véve — az alábbi tételt kapjuk. 
az 5.1.6. 
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5.2 .2 . TÉTEL. Tegyük fel, hogy az (5.8) rendszer aszimptotikusan q2-függet-
len. 
I. На а ж potenciális energia pozitív qi-defínit, az (5.8) rendszernek nincs 
egyensúlyi helyzete а {(?1,дг)Т : ""(91,92) > 0, 91 / 0) tartományban, és a 
dit,(q1)/dqi — 0 egyenlőségből vagy q\ = 0, vagy "".(91) = 0 következik, akkor 
az (5.8) q — q= 0 egyensúlyi állapota aszimptotikusan (91, q)T-stabilis. 
II. На а ж potenciális energiának a q — 0 pontban nincs helyi minimuma, 
az (5.8) rendszernek nincs egyensúlyi helyzete a {q : 7r(g) < 0} tartományban, és 
а <5r«(gi)/dgi = 0 egyenlőségből 7r»(gi) > 0 következik, akkor az (5.8) rendszer 
9 = 9 = 0 egyensúlyi állapota qi-instabilis. 
Ebből a tételből azonnal következik, hogy az u = ( l / 2 ) t / 2 [ l + l / ( H - z 2 ) ] felület 
mentén tör ténő mozgásnál viszkózus súrlódás mellett a z j / = z = j/ = i = 0 
egyensúlyi állapot aszimptot ikusan (y, y, z)-stabil is . Ugyanakkor, az и = t/3[l + 
l / ( l + z 2 ) ] felület mentén való mozgásnál ugyanaz az egyensúlyi állapot y-instabil is . 
Tekintsünk most egy anholonóm [7,12] mechanikai rendszert . Ez azt jelenti, 
hogy a rendszerre nemcsak geometriai, hanem kinematikai kényszerek is ha tnak , 
azaz a konfigurációs tér egy-egy adot t pon t j ában a sebességvektor nem lehet tetsző-
leges, hanem egy kijelölt lineáris altér egy eleme. Ez annyit jelent , hogy adot t egy 
В : Rr Rrxr mátrixfüggvény, és a mozgásokra az (5.8) egyenleten kívül a 
( 5 . 1 5 ) 92 = 5(91 ,92)91 (91 G R r i , 92 G ЯГ2 , Л -f- 7*2 — r) 
feltételnek is teljesülni kell minden időpil lanatban. Ilyen feltétel fo rmájá t ölti pél-
dául az a kikötés, hogy egy golyó vagy korong adot t felület mentén csúszás nélkül 
gördüljön (a felülettel érintkező pontnak a sebessége 0). Ez számunkra azért érdekes, 
mert i t t eleve adot t az ál talánosí tot t koordinátáknak egy természetes partíciója. 
Ha az (5.15) összefüggés segítségével az (5.8) egyenletből a g2 sebességet kikü-
szöböljük, akkor egy 
( dde _ д(в-ж) д ( в - т )
 ô т  
I 92 = 5(9)91 
alakú rendszert kapunk, ahol G = G(q, 91) ferdén szimmetrikus mátr ixfüggvény: 
GT = -G, 
vagyis giroszkópikus ha tás lép fel; 0 = (\/2)q(À(q)q\ - kvadrat ikus 
alak; Q = Q(q,qi) egy Rri-vektorfüggvény (ez a Voronec-egyenlet ([71], 109. o.)). 
Az ilyen anholonóm rendszer egyensúlyi helyzetének parciális stabil i tási tu-
lajdonságait V. V. RUMJANCEV [75] és C. RISITO [44] kezdték vizsgálni abban a 
speciális esetben, amikor Q\ — Qi(q,qi) (Rumjancevnél Qi(g,gi) = Dqi, ahol 
D 7*1 x 77-es konstans mátr ix) , a Q2 = 0, és a disszipáció teljes, vagyis Qfqi = 0 
akkor és csakis akkor, ha 91 = 0. 
5 . 2 . 2 * T É T E L ( V . V . RUMJANCEV [ 7 5 ] ) . Tegyük fel, hogy minden К С Rri 
kompakt halmazra 
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(1) 0(91,92) korlátos а К x Rr2 halmazon; 
(2) дж/öqi + (дж/дд-^В pozitív qi-definit а К x Rf2 halmazon; 
(3) ж másodfokú Taylor-polinómja a 9 = 0 körül pozitív qi-definit. 
Akkor a 9 = 9 = 0 egyensúlyi állapot aszimptotikusan (91, q)T stabilis. 
RlSlTO-nak sikerült a (2) és (3) feltételt lényegesen gyengíteni, de csak az első 
feltétel szigorításával: 
5.2.3* TÉTEL (C. RISITO) [44]). Tegyük fel, hogy 
(V) az (5.16) rendszernek a 9 = 0, 9 = 0 kis környezetéből induló megoldásai 
egyenletesen 92 -korlátosak R+-on; 
(2') az (5.16) rendszer egyensúlyi helyzetei pontosan a q\ = 0, 92 = с = konst. 
pontok; 
(3') ж pozitív qi-defínit minden kompakt К С Rr halmazon. 
Akkor a 9 = 0, q = 0 egyensúlyi állapota aszimptotikusan (91, q)Tstabilis. 
Az első feltétel túlzot tan szigorú, mivel a megoldások ismerete nélkül nehezen 
ellenőrizhető. Felmerül a kérdés: hogyan lehetne a két tétel előnyeit egyesítő 
eredményt kapni? Nevezetesen, milyen feltételekkel kell kiegészíteni az (1), (2'), 
(3') feltételrendszert úgy, hogy a kapott feltételrendszer elegendő legyen az aszimp-
tot ikus (91,9)T-s tabi l i táshoz? Erre a kérdésre választ lehet kapni az előző és a 
jelen fejezet eredményeinek a holonóm esethez lényegében hasonló módon való al-
kalmazásával (1. [27]). 
5.3. Kiegészí tő megjegyzések 
Az eredmények [24,27]—bői valók, ahol nem-autonóm esetre vonatkozó tételek is 
találhatók. Ezekben az első lépés olyan feltételek kidolgozása, amelyek biztosítják 
az x = X(x,t) és az у = Y(y,x(t),t) egyenletek határegyenleteinek a létezését. 
Ezután az 5.1.1. tétel feltételein — durván szólva — az alábbi módosításokat kell 
végrehaj tani : 
— a (2) feltétel helyett azt követeljük meg, hogy tetszőleges pozitív c-re a 
Vfc_1[c,oo]o halmaz ne tar ta lmazza az x = X(x,t) egyenlet egyetlen határegyenleté-
nek egyetlen pozitív fél- trajektóriáját sem; 
— tetszőleges pozitív c-re és olyan x '• R+ —* R " függvényre, amelyre |x(OI ~* 
00 (í —+ 00), a oo]o halmaz ne tar ta lmazza az у = Y(y,x(t),t) egyenlet 
egyetlen határegyenletének egyetlen pozitív fé l t ra jektór iá já t sem a {0} kivételével. 
Az így kapot t állításoknak az 5.1.3.-5.1.4. tételekkel analóg finomítását a [27] 
dolgozat tar ta lmazza. 
6. fejezet 
Energ ia - t ípusú Ljapunov-függvények 
A. M. LJAPUNOV-nak az aszimptotikus stabilitásról szóló klasszikus tételében 
([65], 1. Bevezetés) a Ljapunov-függvényről az alábbi két feltételt találjuk: alkalmas 
а,Ь,с £ K. függvényekkel teljesülnek az 
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( 1 ) a ( | x | ) < V ( x , f ) < 6 ( | x | ) ; 
(2) V(x, t) < —c(|x|) 
egyenlőtlenségek az U x R+ halmazon, ahol U С Rk az origó egy környezete. Az 
а ,b ,c függvények szigorú monotonitása miat t a (2) feltétel ekvivalens egy V(x,<) 
< — d(V(x,<)) egyenlőtlenség teljesülésével, ahol d £ 1С. A mechanikában — mint 
az eddigi tapasztalatokból kiderült — a legtipikusabb Ljapunov-függvénynek, a 
V(q,q) = T(q,q) + ж(q) = ( 1 /2 )q T A(q )q + ir(q) teljes mechanikai energiának a 
mozgások mentén vett derivált ja a q pozíciós koordinátákra vonatkozóan nem nega-
tív définit, tehát csak egy V(q,q) < — c(|<j|), vagyis egy V(q,q) < —d(T(q,q)) egyen-
lőtlenség teljesülése várható. Ez ad ja az ötletet, hogy vizsgáljuk a következő kérdést: 
Tegyük fel, hogy a Ljapunov-függvény két segédfüggvény összege, V = Vj + V2, 
és a rendszerre vonatkozó derivált egy V(x,<) < — )c(Vj (x, <)) egyenlőtlenségnek 
tesz eleget. Milyen feltételek mellett tudjuk ezt a Ljapunov-függvényt a megoldások 
aszimptotikus viselkedésének tanulmányozására használni? A kérdést megválaszoló 
eredményünk alkalmas mechanikai rendszerekben a sebességekre vonatkozó aszimp-
totikus stabilitás feltételeinek tanulmányozására. 
б.1. Általános rendszerekre vonatkozó tételek 
6.1.1. TÉTEL. Tegyük fel, hogy а 
(6.1) i = X(x,t) 
differenciálegyenletrendszerhez léteznek olyan V b V 2 £ L i p ( T m ; ß ) függvények, 
amelyek kielégítik a következő feltételeket а Г
т
 halmazon: 
(1) V(x,t) := V 1 ( x , f ) + V 2 ( x , < ) > 0; 
(2) V}(x,t) > 0; 
(3) létezik olyan с E 1С és a : R+ R+ integrálisán pozitív függvény, hogy 
V ( x , í ) < - a ( < ) c ( V 1 ( x , f ) ) ; 
(4) tetszőleges y,ji > 0 számokra és minden olyan Ç : R+ —• Rk folytonos 
függvényre, amely eleget tesz a V(Ç(t),t) < y (te R+) feltételnek, az 
J lV2(t(s),s]+ds 
függvény egyenletesen folytonos az R+ félegyenesen, ahol 
H(t;7l) :={s:0<s<t, V^s.^s)) > 7l}. 
Ekkor a (6.1) egyenlet minden akármeddig folytatható x(t) megoldására 
Vi(x(í),<) —• 0, és V2(x(í), t)-nek létezik határértéke, hat —» oo. 
Bizonyítás. Legyen x(<) megoldása a (6.1) egyenletnek a [fo,°°) intervallu-
mon, és tekintsük a vi(<) := Vi(x(f),<), v2(t) := V2(x(<),<), u(<) := t>i(í) + v2(t) 
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függvényeket. Jelölje VQ > 0 a v függvény határér tékét , ha t —• со. Azt kell meg-
muta tnunk, hogy i>i(t) —» 0, ha t —• oo. 
Tegyük fel, hogy ez nem igaz. Akkor az ( l ) - (3 ) feltételek teljesülése miat t 
liminf tii(í) < l imsup i>i(t) = : v j < oo, 
°° t—* oo 
v2t := l iminfu 2 (<) = v0 — vl < v0 — l imsup u2(<). 
t->°° I—»00 
6.1. ábra 
Bebizonyítjuk, hogy léteznek olyan t > 0 és 6 > 0 számok, valamint olyan disz-
junkt intervallumok végtelen sorozata, amelyek é-nál hosszabbak, és amelyeken a 
i>2 függvény legalább e -na l nő. 
Valóban, legyen e := v\/4 > 0, ha < oo, és legyen e > 0 tetszőleges, ha 
i>í = oo. Létezik olyan T, hogy VQ < v(t) < vo + e, ha t > T, továbbá létezik olyan 
T <t\ < / " < • • • < < ( • < t " < . . . , hogy 
»i(«í) = 3e, m ( t ' ! ) = e, e<Vl(t)< 3(e) (t £ ß ,*{'], f = 1 , 2 , . . . ) -
Felhasználva a u2(<) = v(t) — t i ^ í ) azonosságot, a 
u2(<;)<uo-2e, v2(t'/)>vo-e (t = 1 , 2 , . . . ) 
egyenlőtlenségeket kapjuk, amelyekből a 
0 < с < v2(t'!) - u2(<;) < J[V2(x(t),t)]+dt (i = 1 , 2 , . . . ) 
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becslés adódik. A (4) feltétel miat t ebből következik, hogy t'( — t[ > 6 > 0 
(i = 1 , 2 , . . . ) teljesül valamely é-val (7 := v0 -fi e, yk := e). 
Másrészt, a (3) feltétel szerint ekkor v(t) —> —00, ha t —• 00, ami ellentmond 
annak, hogy v(t) nem-negat ív. • 
Ha a V\ függvény pozitív «/-définit, akkor a tétel feltételeiből következik, hogy 
minden olyan x(t) = (y(t), z(t))T megoldásra, amely bármeddig folytatható, 
|y(í) | 0 (t —I• 00) teljesül. Ha még a V = Vi + V2 pozitív y-definitását is 
biztosítjuk, akkor egy olyan tételt kapunk, amely aszimptotikus y-stabil i tást biz-
tosít, és ugyanakkor — ez rendkívül fontos! — a V = V\ + K2 Ljapunov-függvényre 
semmilyen felső becslésnek („végtelen kicsiny felső korlát") nem kell teljesülni: 
6 .1 .2 . KÖVETKEZMÉNY . Tegyük fel, hogy а (6.1) egyenlethez létezik két olyan 
Vi, V2 £ Lip(r ( n ; R) függvény, amely kielégíti a következő feltételeket а Г ^ halma-
zon: 
(1) Vj(0 , t ) = K2(0,í) = 0, V2(x,t) > 0; 
(2) létezik olyan d\ £ 1С függvény, hogy ai(|t/|) < Vx(y,z,t); 
(3)—(4) teljesül a 6.1.1. tétel (3)—(4) feltétele. 
Ekkor a (6.1) egyenlet O-megoldása aszimptotikusan y-stabilis, és minden elég 
kicsiny kezdeti értékekkel induló x(t) megoldásra a V 2 (x( í ) , í ) függvénynek létezik 
véges határértéke, ha t —* 00. 
Legyen x = (y1, z')T az x £ Rk vektornak egy újabb partíciója: y' 6 Rm , 
z' £Rr' ,m<m' < k, n' = k-m'. Ha ^ ( t / , z ' , t ) 0 (у' - » 0 ) а г ' £ Rß', t £ R+ 
változókra vonatkozóan egyenletesen, akkor a (3) feltétel igen egyszerű alakot ölt. 
6 . 1 . 3 . K Ö V E T K E Z M É N Y . Tegyük fel, hogy a (6.1) egyenlethez létezik két olyan 
Vj, V2 £ L ip (Г^ ; R) függvény, eunely kielégíti a következő feltételeket а Г ^ halma-
zon: 
(1)Vi(0tt) = V2(0,t) = 0, V2(x,t)> 0; 
(2) léteznek olyan aubi £ K. függvények, hogy a i ( |y | ) < V j ( x , t ) < fci(|y'|); 
(3) létezik olyan с £ 1С és olyan integrálisán pozitív a : R+ —>• R+ függvény, 
hogy 
V(x,t)<-a(t)c(\y'\)-, 
(4) bármely 7, p > 0 számokra az 
t 
J [sup {V2(y', z', s) : (y1, z') £ M 7 l „ (« )} ] + ds 
и 
függvény egyenletesen folytonos az R+ félegyenesen, ahol 
My As) :={(y',z')£Rm'xR"' :V(y',z',s)< 7, |y'| > p) . 
Ekkor a 6.1.2. következmény állítása igaz. 
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6.2 Az egyensúlyi he lyzet sebességekre vona tkozó a sz impto t ikus s tab i l i t á sa 
Tekintsük ismét a 3. fejezetben már tárgyalt disszipatív giroszkópikus mecha-
nikai rendszert: 
„x d ÖT ÖT дж
 n . „. 
(a jelölésekre vonatkozóan 1. a (3.5) rendszert). Feltéve, hogy дж(д)/dq\q=Q = 0, 
vizsgáljuk a q = q = 0 egyensúlyi állapot q általánosított sebességvektorra vonat-
kozó aszimptotikus stabili tásának a feltételeit. 
A B(t,q) = B(q), G(t,q) = G(q) stacionárius esetre V. V. RUMJANCEV [76] 
bebizonyította, hogy ha a disszipáció teljes, és potenciális erő nem hat (x(g) = 0), 
akkor az egyensúlyi állapot aszimptotikusan stabilis a sebességekre vonatkozóan. 
Ebben az állításban az első feltétel természetes, a második viszont nem. Hiszen, 
például, ha csak a gravitációs térben adott felület mentén mozgó anyagi pontot 
vizsgáljuk, tapasztalataink szerint teljes disszipációnál nem csak akkor áll be a 
sebességekre vonatkozó aszimptotikus stabilitás, amikor az adot t felület egy víz-
szintes sík, hanem, például akkor is, ha a felület csésze alakú (hat potenciális erő, 
de az egyensúlyi állapot stabilis). RuMJANCEV-nek а ж ^ ) = 0 feltételt azért kel-
lett megkövetelnie, mert LJAPUNOV klasszikus tételének a parciális y-stabi l i tásra 
vonatkozó általánosításában a V(y,z) Ljapunov-függvényre egy V(y,z) < 6(|y|) 
(b G 1С) felső becslésnek is teljesülni kell, ami esetünkben a H(q, q) teljes mechanikai 
energiára vonatkozóan egy H(q,q) — T(q,q) + rr(g) < 6(|g|) egyenlőtlenség tel-
jesülését jelent i , ami maga után vonja а ж(д) = 0 - t . Ez is muta t j a , mennyire fontos 
olyan feltételeket keresni az aszimptotikus stabilitásra, amelyek а V Ljapunov-
függvényt felülről nem korlátozzák. Ha a rendszer autonóm (vagyis a mechanikai 
rendszer stacionárius), és a megoldások korlátosak, akkor az invariancia-elv segítsé-
gével nyerhetők ilyen feltételek (1. 4. fejezet). Nem-au tonóm rendszerekre azonban 
az invariancia-elv nem igaz, márpedig igen fontos lenne, például, a sebességekre 
vonatkozóan aszimptotikus stabilitási feltételeket kapni arra az esetre is, amikor a 
fékezés intenzitása, vagyis a B(q,t) együt tha tó-mát r ix az időtől is függ. 
Az ilyen irányú korábbi tételeket közösen jellemzi, hogy megkövetelik a B(q,t) 
mátr ixban szereplő súrlódási együtthatók időbeni korlátosságát ([21,69,73]). Ez 
szintén egy természetellenes technikai feltétel, hiszen tapasztalataink szerint minél 
nagyobb a súrlódás, annál inkább számíthatunk az egyensúlyi helyzet aszimptotikus 
stabil i tására a sebességekre vonatkozóan. A 6.1.1. tétel felhasználásával olyan 
eredményt kapunk, amely a || B(q,t) ||, || G(q,t) || függvényeket felülről egyáltalán 
nem korlátozza. 
Jelölje A(g), illetve A(g) a kinetikai energia A(g) szimmetrikus mátr ixának 
legkisebb, illetve legnagyobb sajátér tékét , ß(q,t) pedig a súrlódási együt thatók 
B(q,t) mátr ixának legkisebb sajátér tékét . Tetszőleges M > 0 számra Ем jelöli 
a potenciális energia {q G Rr : ж^) < M} nívóhalmazának az origót ta r ta lmazó 
komponensét. 
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6 .2 .1 . TÉTEL. Tegyük fel, hogy létezik olyan M > 0 szám, amellyel teljesülnek 
a következő feltételek: 
(i) a disszipáció ,,integrálisán teljes", vagyis az 
aM(t) := inf{ß(q,t)/A(q) :q£EM} 
függvény integrálisán pozitív; 
(ii) XM := inf{A(g) : g G ВД > 0; 
(iii) 7Г(q) > 0, és g radí r (q) korlátos az Ем halmazon. 
Ekkor a (6.2) rendszer q — q — 0 egyensúlyi állapota aszimptotikusan stabilis 
a sebességekre vonatkozóan, és minden elég kicsiny kezdeti értékekkel induló q(t) 
mozgásra l imt_0 07r(g(<)) létezik. 
Bizonyítás. Alkalmazzuk a 6.2. következményt a V\ = T(q,q), V2 — x(q) 
választással . 
Legyen Д > 0 olyan kicsi, hogy ha |go| < A és |go| < A , akkor 
T(qo, д) + т(до) < M. Mivel (T+1г)' < 0 és T(q, q) > 0, az R2r á l lapot tér origójának 
Д sugarú környezetéből induló q(t) mozgásokra teljesül a x(q(t)) < M (t £ R+) 
egyenlőtlenség, vagyis q(t) £ Ем minden t £ R+ időpi l lanatban. Ezért a 6.1.2. 
következmény feltételeinek ellenőrzésénél eleve fe l tehet jük, hogy g G Е м - Ekkor 
viszont V2(q,q) = (1 /2)д т А(д)д > XM\q\2, és 
(U, + V2y = -qTB(q, t)q < -ß(q, <)|д|2 < 
<-(ß(q,t)/A(q))Vl = -aM(t)V1, 
vagyis teljesül a 6.1.2. következmény (1)—(3) feltétele. Mivel 
|Ü2 | = |gTgradir(g) | < | g r a d 7 r ( g ) | / > / W \ / V b 
a (iii) feltételből következik, hogy a (4) feltétel is teljesül. • 
Ha eleve ismeretes, hogy az R2r konfigurációs tér origójának egy környezetéből 
induló mozgásokra q(t) korlátos a t > to félegyenesen (individuálisan), akkor a (ii) 
feltételre nincs szükség, hiszen А(д) > 0 (g G Rr), t ehá t minden mozgáshoz létezik 
olyan Ao > 0, hogy X(q(t)) > Ao (t > to) teljesül. Ugyanígy felesleges ebben az 
esetben a grad7r(g) korlátosságára vonatkozó feltétel is ( i i i ) -ban. Ha 7r(g) pozitív 
définit, akkor az egyensúlyi állapot stabilis (д-га vonatkozóan is), így fe l tehet jük, 
hogy a mozgások az origó egy kompakt környezetében vannak, ami a feltételeket 
lényegesen egyszerűsíti. 
6 . 2 . 2 . K Ö V E T K E Z M É N Y . Tegyük fel, hogy 
(i) létezik olyan К > 0 szám és ßo(t) integrálisán pozitív függvény, hogy 
ß(qß)>ßo(t) (\q\<K); 
(ii) 7г(д) pozitív définit. 
Ekkor a (6.2) rendszer q = q = 0 egyensúlyi állapota stabilis, a sebességekre 
vonatkozóan aszimptotikusan stabilis, és minden elég kicsiny kezdeti értékekkel in-
duló mozgásra létezik а И т ^ « , 7г(д(<)) határérték. 
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6.3. Kiegészítő megjegyzések. 
Az eredmények [28]—ból valók. TERJÉKI JózsEFfel közös [79] dolgozatunkban 
jelent meg a 6.1.1. tétel egy általánosítása, amelyben a (3) feltételben 
Y ( x , í ) < - w ( í , V i ( x , 0 ) + r ( Y ( x , t ) , 0 
típusú egyenlőtlenséget is megengedünk, és a (4) feltételt is csak egy gyengítet tebb 
formában követeljük meg. Ennek köszönhetően a tétel olyan mechanikai rendszerek 
vizsgálatára is használhatóvá válik, amelyben a potenciális erők az időtől is függnek. 
A 6.1.1. tételnek fontos momentuma, hogy a V Ljapunov-függvényt felülről 
nem korlátozza. További ilyen típusú eredmények találhatók [25] dolgozatomban, 
ahol alkalmazásként a változó fonalhoeszúságú matematikai inga 
' + 
2 l , m 
l(t) m 
mozgásegyenletét tárgyalom. Ebben ф a függőlegesen lefelé muta tó iránytól való 
szögkitérést jelöli, /(í) az inga hossza a t időpillanatban (az / függvény „kívülről" 
tetszőlegesen előírható), m az anyagi pont tömege, g a gravitációs állandó, h(t) a 
súrlódási együt tha tó a t időpillanatban. Bebizonyítom, hogy ha 
3/(<) 2h(t) 
/(/) + m 
integrálisán pozitív, akkor ф(ф) — о / ( t —• oo). 
A változó fonalhosszúságú matematikai inga modelljével kapcsolatban sok ér-
dekes probléma merül fel, amelyek megoldása a jövőben is elő fogja mozdítani a 
nem-au tonóm rendszerek stabilitáselméletének fejlődését. 
7. fejezet 
Utószó 
1979-ben közöltem egy hosszabb lélegzetű összefoglaló dolgozatot [H4] ugyan-
ebben a folyóiratban a nem-autonóm differenciálegyenlet-rendszerek stabilitáselmé-
letéről, amelyben számot ad tam ezen a területen elért sa já t eredményeimről is. Jelen 
dolgozatom ezen áttekintés folytatása; azonos akadémiai doktori értekezésemmel, 
amelyben az utóbbi években elért, magyarul nem publikált eredményeimet dolgoz-
t am fel. Az értekezés megírása óta is eltelt már egy kis idő, ezért szükségesnek 
lá tom az irodalomjegyzék kiegészítését néhány, a témához tar tozó azóta megje-
lent dolgozattal (még akkor is, ha az eredeti irodalomjegyzék sem törekedett tel-
jességre), továbbá az eredmények, módszerek továbbfejlődésének egy rövid, csak az 
új irányokat megjelölő áttekintését . 
A megoldások határhalmazainak Ljapunov direkt módszerével való lokalizálása 
egyre általánosabb rendszerekben nyer alkalmazást. 
A nem-autonóm differenciálegyenlet-rendszerek megoldásainak általánosítása a 
következő fogalom: 
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7.1. Definíció. Legyen M metrikus tér, és legyen egy и : Д+ x M x R —* M 
leképezés adot t . Rögzített t G R+l to E R számok mellett definiáljuk az U(t,to) : 
M —• M leképezést az U(t,t0)x = u(t,x,t0) egyenlőséggel (x G M ) . 
Az и : R+ x M x fí —» M leképezést folyamatnak nevezzük, ha 
(1) u folytonos; 
(2) (7(0, fo) = 7 - az identitás-operátor (ío E R)', 
(3) U(t,t0 + s) U(s,t0) = U(t + s,<o) ( M 6 fí+, fo e R). 
Ha U(t,t0) nem függ £0—tói, akkor U egy un. autonóm folyamat. Ha még 
azt is feltesszük, hogy ti az fí x M x fí halmazon van definiálva, és (3) teljesül 
minden t,s G fí esetén, akkor и egy dinamikus rendszer a klasszikus Birkhoff-féle 
értelemben. 
Az (1.2) kezdetiérték-probléma x = x(( ;xo, fo) megoldása (xo G fí", t о G 
Д+, f G fí) nyilvánvalóan egy folyamat, feltéve, hogy a megoldások folytonosan 
függnek a kezdeti feltételektől és akármeddig folytathatók előre (visszafelé nem 
feltétlenül!). 
Tekintsük az 
(7.1) x( f ) = / ( x t , f ) 
funkcionál-differenciálegyenletet a következő s tandard jelölésekkel: r > 0 röggzített 
valós szám; С a [— r, 0] intervallumot fí*-ba képező folytonos függvények halmaza 
a maximum-normával; adott x : [—r,T) —• fí" ( t > 0) függvény esetén x ( G С az 
X((s) := x(t + s) (—r < s < 0) egyenlőséggel van definiálva. Be lehet bizonyítani 
[Hl], hogy az 
x(t) = f ( x t , t ) , xe = <p, (<r G fí, p E C) 
kezdetiérték-probléma x = x(t\p,cr) megoldása folyamat a 7.1. definíció értelmé-
ben. 
További példák hozhatók a folyamat fogalmára a parciális diferenciálegyenletek 
köréből: a parabolikus és hiperbolikus egyenletekre megfogalmazott kezdeti- és pe-
remértékproblémák megoldásai kielégítik a folyamat definínicióját alkalmasan de-
finiált függvénytereken. Ez a felfogás lehetővé teszi a megoldások kvalitatív jel-
lemzőinek, aszimptotikus viselkedésének a közönséges differenciálegyenletekre ki-
dolgozott módszerekkel való tanulmányozását (1. pl. [H2]). Viszont, mivel az 
állapottér függvénytér, végtelen dimenziós téren definiált folyamattal van dolgunk, 
amely tény a közönséges differenciálegyenlet Rk állapotterével összehasonlítva ko-
moly nehézségeket okoz. Ezeket már a (7.1) egyenlettel is jól i l lusztrálhatjuk, hiszen 
az ot t fellépő С tér végtelen dimenziós. 
Tegyük fel, hogy / ( 0 , t) = 0 és a (7.1) egyenlet x = 0 megoldásának at t rak-
tivitására keresünk feltételeket Ljapunov direkt módszerével. Ennek legkézenfek-
vőbb módja az az N. N. KRASZOVSZKIJ [64] által javasolt megközelítés, hogy a 
Ljapunov-függvény szerepét adjuk át egy V : С x fí —• fí funkcionálnak, és a 
funkcionál (7.1) szerinti derivált jának negatív definitását követeljük meg a 
(7.2) V ( * „ Í ) < - W 4 I I * « I I ) 
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fo rmában , ahol || • || a max imum-normá t jalöli C - b e n . Ezen a módon egy igen 
jó (megfordí tható!) tételhez j u tunk , aminek viszont csak elméleti jelentősége van, 
mivel közvetlenül nem alkalmazható: a (7.2) feltételt kielégítő Ljapunov-Kraszov-
szkij funkcionált konstruálni a megoldások ismerete nélkül nagyon nehéz. Könnyebb 
viszont sok, a gyakorlati alkalmazások szempont jából fontos esetben olyan funkci-
onált találni, amely eleget tesz egy (7.2) t ípusú egyenlőtlenségnek, de az |x( í) | , 
illetve az | | | x t | | | „normával" az || x ( || helyett , ahol | | | • | | | az L 2 - n o r m á t jelöli C-
ben. Ez is m u t a t j a , hogy a végtelen dimenziós esetben a Ljapunov-tipusú tételekben 
a normákat különös gonddal kell kiválasztani. Ehhez a témakörhöz kapcsolódnak 
T . A . BuRTON-nel közös [B1,B2] dolgozataink, amelyekben azt vizsgáljuk, hogyan 
használható a 
V(xt,t) < - 4 i ( « ) W i ( | *(<) I) - 42(0Wa(lll*«lll) 
(т,т]2 : Я — R+) 
egyenlőtlenségnek eleget tevő Ljapunov-Kraszovszkij-funkcionál a (7.1) egyenlet 
megoldásai aszimptot ikus viselkedésének tanulmányozására . Az így nyert ered-
mények alkalmazásaként feltételeket adunk a (3.3) t ípusú rezgés ál ta lánosí tását 
szolgáltató 
(7.3) x(t) + a(x(t), t) + f(x(t - h(t))) = 0 
egyenlet x = 0 egyensúlyi helyzetének aszimptotikus s tabi l i tására . A (7.3) egyenlet 
olyan mozgást ír le, ahol a visszatérítő erő nem a pil lanatnyi kitérés, h a n e m egy 
korábbi időpontbeli kitérés függvénye. (Ez az egyenlet í r ja le pl. a napraforgó 
mozgását . ) 
KLINCSIK MIHÁLY [K5] dolgozatában azt vizsgálja, hogy az 
(7.4) u„ = uXI - P(t)q(ut) ( p ( t ) > 0) 
hullámegyenletre felírt kezdeti- és peremértékprobléma megoldása hogyan viselke-
dik a t idő nagy értékeire „kis" és „nagy" p(t) súrlódási együ t tha tó mellet t . Ehhez 
Ljapunov direkt módszerét használja egy alkalmas függvénytéren (az energiatéren) 
felírt fo lyamatra , amelyet (7.4) megoldásai ha tároznak meg. Bizonyításának fő 
eszköze a 6.1.1. tételnek végtelen dimenziós Banach-terekre való ál ta lánosí tása. 
Sikerül belátnia , hogy ha a súrlódás elég nagy, akkor az u t ( í , •) —• 0 (< —» oo) az 
energiatér no rmá jában , és ha a súrlódás nem nő „túl gyorsan", akkor u(t, • ) —> 0 is 
teljesül. 
A Ljapunov-féle direkt módszernek a fo lyamatokra való kiterjesztéséről, annak 
gyakorlati alkalmazásairól szólnak az összefoglaló [SI, S2] dolgozatok. 
A dolgozat 4. és 5. fejezetének témájá t adó parciális stabil i tás elméletének 
nagy eseménye az [Rl] monográfia megjelenése, amelyet az elmélet megalapí tója , 
V . V. RUMJANCEV és munkatársa , A. Sz. OZIRANER ír t . Ez a könnyen olvasható, 
mind az elméleti megalapozás, mind agyakor la t i alkalmazások szempont jából fontos 
könyv remélhetőleg további stabilitáselméleti kuta tások ki indulópont ja lesz. 
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Végezetül, hálás köszönetemet fejezem ki ARATÓ MÁTYÁS főszerkesztő-helyet-
tesnek és FARKAS MIKLÓS szerkesztőnek hasznos megjegyzéseikért és bátorító ta-
nácsaikért. 
Jelölések 
Rk: valós számokból álló, к elemű 
x = col (x1 , x 2 , . . . , x*) oszlopvektorok tere (it > l)-állapottér; 
Я+ := [0, oo); 
Я_ := (—oo, 0]; 
|x| (x G Rk): az x vektor normája; 
d(xi,x2) := |xi - x 2 | (x 1 ,x 2 G Rk) - távolság; 
Я ^ := Я* U {oo} - kompaktifikáció; 
d(H,K) := i n f { d ( x b x 2 ) : Xi G Я , x 2 G К) (Я , Я С Я 4 ) ; 
Я
с
 ( Я С Я 4 ) : Я komplementere; 
H (H С Я 4 ) : Я lezártja; 
Яоо := Я U {оо}: ( Я С Я 4 ) ; 
[а]+ := т а х { а , 0 } (а G Я) - szám pozitív része; 
[а]_ := max{—а, 0} (а G Я) - szám negatív része; 
Bk(p,p) '•= {x G Я 4 : d(x,p) < p) (p E Rk, p > 0): p körüli p-sugarú gömb; 
B(H, p) := {x G Я 4 : d(x,H) < p) (H С Я 4 , p > 0): Я p-sugarú környezete; 
AT(A G Я р х ? — pxq t ípusú mátrix): A t ranszponált ja; 
С'(H; К) ( Я С Я р , К С Я«): i-szer folytonosan differenciálható А —• A függ-
vények osztálya; 
Lip ( Я ; A ) : Lipschitz-tulajdoságú függvények osztálya; 
L i p r ( r ; A ) (Г С Я 4 x Я, (x,<) G Г): x -ben Lipschitz-tulajdonságú függvények 
osztálya; 
h~l(c) := {x G G : Л(х) = с} (h : G С Rk -* Rr, с E Rr); 
j(t) := df(t)/dt (f : R—> R- differenciálható); 
D+f(t) := lim sup Я « Ы М ( /
 : д - д ) , 
<-<
о
 + 0 0 
D+f(t) := l iminf / ( ' ) - / («•) , 
T V
 ' <—<o+0 ' " 'о 
D~f(t) := limsup^^lfW, 
<—<o-0 0 
ű _ / ( t ) := liminf (Dini-deriváltak ); 
G С Я 4 : t a r tomány (összefüggő nyitott halmaz); 
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Г := G x 5 + 
Л е г 
L{t) := {x : (x, t) G A}, 
L : = U L ( < ) , 
o o 
L * : = П U L(t); 
T > 0 t>T 
DtW(x,t) := dW(x,t)/dt (W:T->Rr)] 
V(x,t) = l i m s u p ( l / h ) [ V ( x + hX(x,t),t + h) - V(x,t)] : a V : Г — R függvény 
/>-•0+0 
x = X(x,t) egyenlet szerinti deriváltja: 
x(t;xo,<o): a differenciálegyenlet x(<0 ;xo,fo) = Xo kezdeti feltételnek eleget tevő 
megoldása; 
x = col (у, г) = (y,z)T: az x £ Rk vektor partíciója 
(y € Rm, z £Rn; 1 < m < *, m + n - k ) ; 
у £ R!"*: ellenőrzött koordináták vektora; 
z £ Rn : nem-ellenőrzött koordináták vektora; 




 m x R+; 
G'm := 5 т ( 0 , Л ' ) x Rn (0 < h' < Л); 
Г т
 :
= g'm Х 
7 + W > 7{Ф): pozitív féltrajektória, ill. teljes trakektória; 
pozitív határhalmaz 
K: azon а : R+ —» R+ folytonos, szigorúan monoton növő függvények osztálya, 
amelyekre a(0) = 0; 
V ( x , f ) 0 (x —» 0, t G R+) - egyenletes konvergencia, azaz 36 G К: 
V(x,<) < K\ х I) teljesül valamely 5 (0 , Л') x R+ halmazon (0 < h' < oo); 
(x,<) H- V(x,t) £ R (x G Rk; t G Д+; 0 <u < oo, с G R) 
V - ^ u ] := {p G Rk | 3{ (x , - , * , ) }£ , : x , - + p , t , — и - 0, V(xitU) ^ e, 
( i - » o o ) } , 
Y - 1 [ c , W ] 0 := {p £ Rk I : x,- —» p, i ( - » w - 0 , V ( x t , t t ) c , 
V(x i , t i ) —> 0, (i-»<x>)}, 
( у , г , < ) ^ V(y ,x ,< )G Я ( у € Я т , г G 5 " ; < € Ä+, с G R) 
V~x[c, oo] := [q £ Rm | 3{(ю, z,-, : !/< - 9, M oo, U oo, 
V(y,-,x,-,i,) ->• c, ( i - > o o ) } , 
V-^c .ooJo := {9 G Rm | 3{(y,-, z,-, Vi 9, W - oo, f, - oo, 
V(y i } Zi , t i ) —• c, V(yi ,Zi , t i ) —+ 0 (i —• oo) ; 
• : állítás, bizonyítás vége. 
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HATVANI LÁSZLÓ 
BOLYAI I N T É Z E T 
H-6720 SZEGED, A R A D I VÉRTANÚK T E R E 1. 
ON T H E STABILITY OF T H E SOLUTIONS OF 
ORDINARY D I F F E R E N T I A L EQUATIONS 
WITH MECHANICAL APPLICATIONS 
L. HATVANI 
This paper is devoted to the further development and extension of Lyapunov's direct method 
for nonautonomous systems, for partial stability investigations. The positive limit sets, the positive 
partial limit sets of solutions are located by a Lyapunov function with negative semidefinite (but 
not negative definite) derivative. These results are used for establishing theorems on the asymptotic 
stability and instability of mechanical equilibria. The method of limiting equation is combined 
with the partial stability investigation. 
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A CLARKE-FÉLE DERIVÁLT 
SZABÓ IMRE 
Budapest 
Az operációkutatási módszerek hatásosságának a kiterjesztése során egyre nyilvánvalóbbá 
vált, hogy a hagyományos simasági, általában folytonosan differenciálhatósági feltételek a fi-
nomabb modellekben gyakran nem teljesülnek, így az alkalmazhatóság gátjaivá váltak. Ezért 
szükségessé vált egy olyan elmélet kifejlesztése, amely alkalmas általánosabb szélsőérték-feladatok 
kezelésére. A Clarke-féle derivált segítségével azokra a szélsőérték-feladatokra, amelyekben 
szereplő függvények nem differenciálhatók, sőt nem is konvexek, de lokálisan Lipschitz tulaj-
donságúak, az ismert szükséges feltétekkel analóg tételek fogalmazhatók meg, például a mate-
matikai programozási feladatra vonatkozó Lagrange multiplikátor szabály. 
0. Előkészületek 
A hatvanas évek elején elsősorban J. J. MOREAU és R. T. ROCKAFELLAR 
munkásságának köszönhetően a kiterjesztett valós értékű konvex függvényekre beve-
zették a szubderivált fogalmát. FRANK H. CLARKE a lokálisan Lipschitz tu la j -
donságú függvényekre ál talánosítot ta ezt a fogalmat doktori dolgozatában ([1]). A 
támaszfüggvény és a támaszhalmaz fogalom pár segítségével a Clarke-féle derivált a 
szubderivált tal egységes keretbe ágyazható. Ebből a felépítésből jól lá tható a szub-
derivált és az iránymenti derivált, illetve a Clarke-féle általánosított derivált és az 
iránymenti derivált általánosítása közötti szoros kapcsolat. 
Egy adot t Banach téren értelmezett folytonos és „szublineáris" függvények, 
valamint a duális tér nem üres, konvex, gyenge*-kompakt részhalmazai kölcsönösen 
egyértelműen megfeleltethetők egymásnak. A szubderivált és a Clarke-féle derivált 
felépítésének a keretéül ez a kapcsolat szolgál. 
Jelöljön a továbbiakban az (A, |j • ||) egy Banach teret. Legyen az / ebből a 
Banach térből a valós számokba képező függvény, amely az A egy összefüggő nyílt 
részhalmazán van értelmezve. Ehhez képest nem jelent megszorítást az, ha azt 
tesszük fel, hogy az / értelmezési tar tománya az egész tér, azaz D(f) = A. 
0.1. Definíció. Az f : A —+ R függvényt szublineárisnak nevezzük, ha pozití-
van homogén és szubadditív, azaz 
( 1 ) V X G A , V A > 0 : / ( A x ) = A/ (x) 
(2) Vx,2/ G A : / ( x + y) < / ( x ) + f(y)-
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Ha az / : X —» R függvény szublineáris, akkor konvex, ugyanis VA G (0,1), 
Vx, y G X esetén 
/ (Ах + (1 - A)y) < / (Ах) + / ( ( 1 - A)y) = A/ (x) + (1 - A)/(y) . 
A következőkben a folytonos és szublineáris függvények fontos szerepet fognak 
játszani. Jelölje a halmazukat V, azaz 
V := {/ : X —• R, f folytonos és szublineáris}. 
Ha az X véges dimenziós tér, akkor a folytonossági megkötés redundáns, ugya-
nis ismert, hogy véges dimenziós téren értelmezett konvex függvény folytonos az 
értelmezési tar tomány belsejében (lásd például [9]). 
Hasonlóképpen fontos szerepet fognak játszani az X* duális tér nem üres, kon-
vex, gyenge*-kompakt részhalmazai. Jelölje ezek összességét Л4, azaz 
M {U С X*, U ф 0, konvex, gyenge*-kompakt}. 
0.2. Definíció. Egy f : X R függvény támaszhalmazának nevezzük az 
Mf := {x* G X* : (x*,x) < / ( x ) , V i 6 l ) C I * halmazt . 
0.3. ÁLLÍTÁS. Ha f G V, azaz f : X —* R folytonos és szublineáris, akkor 
Mf G M, azaz 
(1) mf ф 9 
(2) Mf konvex és gyenge*-zárt 
(3) Mf gyenge*-kompakt, 
ami azt jelenti, hogy az M :V M leképezés. 
Bizonyítás. (1) A Banach-Hahn tételből következik. 
(2) A definíció alapján könnyen látható. 
(3) Az Mf(x) := {(x*,x) : x* G Mf} = [—/(—x), / (x)] egyenlőség szerint Mf 
gyenge*-korlátos halmaz, így a Banach-féle egyenletes korlátosság tétele miat t kor-
látos az X* normájában. Mivel (2) szerint gyenge*-zárt is, azért a Banach-Alaoglu 
tétel szerint gyenge*-kompakt. • 
0.4. Definíció. А С С X* nem üres halmaz támaszfüggvényének nevezzük a 
<7C(x) := sup{(x*,x) : x* G С), <тс : X —<• Д U {+oo} függvényt. 
0.5. ÁLLÍTÁS. A arc támasz függvény szublineáris, továbbá, ha а С halmaz 
korlátos, akkor folytonos is, azaz а <т
с
 : X —• R függvény V-beli. Ami azt jelenti, 
hogy <t : В —* V, ahol В az X* nem üres, korlátos halmazait jelöli. 
Bizonyítás. crc(Ax) = sup{(x*,Ax) : x* G С } = sup{A(x*,x) : x* G С) = 




(х + у) = sup{(x*,x + у) : x* G С } = 
= sup{(x*,x) -I- (x*,y) : x* G C) < sup{(x*,x) : x* G C] + sup{(x*, y) : x* G 
C} = (Tc(x) + (7 c (y ) . 
На С korlátos, akkor <т
с
{х) = sup{(x*,x) : x* G С) < sup{| |x*| | • | |x|| : x* G 
C ) = sup{| |x*| | : x* G C ) • | |x| |. • 
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0.6. ÁLLÍTÁS. <j q M — id-p, azaz bármely f G V esetén f = <r(M(f)) = 
iт
М} --- max{(x*, •) : x* G M f } . 
Bizonyítás. Nyilván / > <тм
г
 Másrészt az / konvex és folytonos volta miat t 
a Banach-Hahn tétel szerint Ve > 0 esetén V ( x , / ( x ) — e) pont szeparálható az 
e p i / = { ( x , a ) : / ( x ) < a } halmaztól valamilyen nem nulla funkcionállak • 
A cr : В —> V és az M : V —* A4 leképezésekre tehát teljesül, hogy <т о M = 
id -p . Nyilván ekkor а а szurjektív, és az is könnyen látható, hogy az M injektív. 
Ha megmuta t juk , hogy а <т\м : M —* V leképezés injektív, vagy azt, hogy az 
M :V —• A4 szurjektív, azaz, hogy VU G A4 esetén A4(a(U)) = = U, akkor 
A4 és V kölcsönösen egyértelműen megfeleltethetők. 
0 . 7 . M E G F E L E L T E T É S I T É T E L ( H ö r m a n d e r ) . 
Az X* nem üres, konvex, gyenge*-kompakt részhalmazai, valamint az X-en értel-
mezett, valós értékű, folytonos, szublineáris függvények egymásnak kölcsönösen 
egyértelműen megfeleltethetők, azaz létezik Ф : A4 —• V bijekció. 
Ф nem más mint a támasz függ vény képzés, azaz Ф = <т / м, az inverze Ф - 1  
pedig a támaszhaJmaz képzés, azaz Ф - 1 = M. 
Ф és Ф - 1 rendezéstaitó, azaz, ha U, V G M, U С V, akkor Ф((7) < Ф(К), ha 
f , 9 € V, f < g, akkor Ф~х(/) С Ф~ х (д ) . 
Bizonyítás. Ф nyílván szurjektív, azaz = V, ugyanis а 0.6. állítás szerint 
V / G T esetén az Mf G M halmazra Ф ( M j ) = <rMj = / . 
Ф injektív is, ugyanis Vf/ , V Ç. M, U ф V esetén tetszőleges adot t y* G U\V és 
a V gyenge*-kompakt, konvex halmaz szigorúan szeparálhatók egy hipersíkkal, azaz 
létezik olyan x 0 G X nem nulla elem amelyre: Ф(Я)(х 0 ) = (Тц(х0) = max{(x*, x 0 ) : 
x* e U) > (y*,xo) > max{(z*,x) : z* G V) = <т(х0, V) = Ф(К)(х 0 ) , azaz 
Ф([ / ) (х 0 ) > Ф(У)(хо), azaz Ф ( U ) ф Ф(Р) . 
Ф rendezéstartó : ha U, V G M, U С V, akkor Ф ( U ) = av = max{(x*, •) : 
x* G U) < max{(x*, •) : x* G V} = av = Ф(Р) . 
Ф
- 1
 rendezéstartó : ha f,g G V, f < g, akkor Ф _ 1 ( / ) = MJ = G X* : 
(**,•> < f } < { x * E X : (x*, •) <g) = M} = Ф " 1 Ы - • 
1. A szubder ivá l t 
1.1. Definíció. Azt mondjuk, hogy az / : X —» R függvény az x G X pon tban 
a ti irány mentén differenciálható, ha létezik a következő határér ték: 
/ ' ( * , * ) : = lim / ( « + * » ) - / ( « ) . 
Л—* + 0 Л 
Látható , hogy EIZ / (X, •) : X —• R függvény pozitívan homogén, ugyanis 
Vp > 0 eseten / (x,uv) = hm — — = » hm — —/— -A—é = 
A—+o A /i—+o 
pf'(x,v). Konvex függvények esetén több is igaz: 
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1.2. ÁLLÍTÁS. Ha f : X —• R konvex függvény, akkor 
1. f minden irány mentén differenciálható az egész X-en, azaz bármely x G X és 
bármely v G X esetén létezik f'(x,v). 
2. f'(x,v) előáll f'(x,v) = inf Я * + A " ) - f ( x )




 ' A>0 Л 
3. Az /'(x, • ) : X —• R függvény szubadditív. 
Ez a pozitívan homogén tulajdonsággal együtt azt jelenti, hogy az / ' ( x , • ) függvény 
szublineáris. 
4. Ha az f függvény folytonos az x G X pontban, akkor az f'(x, •) függvény 
folytonos X-en. 
Bizonyítás. Lásd például [9] 4.1. §3. és 4. állítás. • 
1.3. Definíció. Az f \ X —* R konvex függvény x G X pontjához tartozó 
szubderiváltnak nevezzük a következő x*-beli halmazt: 
Ő/ (x) := Afy/(x_.) = {x* G X* : (x*,v) < f'(x,v), Vv G X}. 
A d f ( x ) halmaz elemeit szubgradienseknek nevezzük. 
Az elnevezést az indokolja, hogy a szubderivált halmaz elemei — a szubgradi-
ensek — lineáris funkcionálok, amelyek az eredeti függvényt alulról approximálják. 
1.4. ALLITAS. Legyen az f : X —• R konvex függvény. 
1. Ha az f folytonos az x G X pontban, akkor a d f ( x ) С X* nem üres, konvex, 
gyenge*-kompakt halmaz. 
2. / ' ( * , •) = <r e / ( r ) = max{(x*, •) : x* G Ő/ (x )} 
Bizonyítás. 
1. Az 1.2. állítás 4. szerint ekkor az / ' ( x , •) függvény folytonos az A - e n , így a 0.7. 
megfeleltetési tétel a lapján ez a definícióból következik. 
2. A 0.6. állítás alapján a definícióból adódik. • 
Már emlí tet tük, hogy ha az A véges dimenziós, úgy ha az / konvex, akkor 
folytonos is az értelmezési tar tományának a belsejében, azaz most az egész A - e n , 
tehát ebben az esetben a d f ( x ) sohasem üres, konvex, gyenge*-kompakt halmaz. 
Ha az A nem véges dimenziós, akkor is ismert az a tény, hogy egy konvex függvény 
pontosan akkor folytonos az értelmezési tar tományának a belsejében, azaz most az 
egész A - e n , ha felülről korlátos egy x pont környezetében, ami pedig nem túl erős 
megkötés. 
1.5 Példa. (Az abszolútérték és a norma szubderivált ja) 
1. Legyen / ( x ) := |x| (x G R), ekkor / ' ( 0 , v) = inf 1° + ~ l°< _ ^
 í g y ő / ( 0 ) = 
{x : x • t; < |w|, v e R} = [ - 1 . + 1]. 
2. Legyen / ( x ) := | |x| | (x G A ) , ekkor f'(0,v) =
 i n f Ë ± M J = | Н | , í g y 
О л 
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0 / ( 0 ) = {z* £ x * : (x*,u> < ||u||, Vu G X } = clB*, ahol В* az X * duális térbeli 
nulla közepű egységgömböt jelöli. 
A fenti fogalmak felépítéséből jól lá tható , hogy konvex függvény esetén egy 
adot t ponthoz tar tozó i ránymenti derivált függvény és a szubderivált ugyanan-
nak a dolognak a kétféle reprezentációja. Ez a tény a szubderivált hagyományos 
definíciójából már nem látszik : 
1.6. Definíció. Az / : X —• R konvex függvény x £ X pont jához tar tozó 
szubderivál tnak nevezzük a következő halmazt : 
d f ( x ) := { x * : ( x * , z - x ) < f { z ) - f{x), V z G A } . 
A definíció geometriai jelentése igen szemléletes. Azt mondja , hogy az / 
függvény g rá f j a ( x , / ( x ) ) pon t j án keresztül húzot t érintők a gráf a la t t vannak. Ez 
is magyarázza a szubderivált elnevezést. 
1.7. ÁLLÍTÁS. A szubderivált 1.3. és 1.6. definíciója ekvivalens. 
Bizonyítás. Jelölje a bizonyításban az 1.6. definícióbeli ha lmazt d f ( x ) . 
Legyen x* £ 0 / ( x ) , azaz x* £ Му/(
в > .) , legyen z £ X tetszőleges, ekkor 
(x*, z - x) < f \ x , z - x) = inf / ( * + Л ( г - *)) - / ( * ) <
 f { z ) _ f { x ) < a z a z 
л > о л 
z* £ Bf(x). 
Fordítva : Legyen x £ d f ( x ) , azaz Vz £ X esetén (x*,z — x) < / ( z ) — f ( x ) . 
Ekkor Vt) 6 X és VA > 0 esetén A(x*,u) = (x*,Au) < / ( x + Au) - / ( x ) , azaz 
(x*,u) < / ( * + Л * > - / ( * ) (A > 0 ) , ebből 
(x*,u) < inf / ( J + л " ) - / ( J )
 = / ' ( x , u ) , azaz x* £ 0 / ( x ) . • N -
 A>0 A v ' 
1.8. Megjegyzés. Konvex függvények esetén e l tekinthet tünk volna a t tól a fel-
tevéstől, hogy a függvény értelmezési t a r tománya az egész X. Ugyanis, ha egy / 
konvex függvényre D ( f ) ф X, akkor legyen / i ( x ) := ( ^ * . 
L -boo, ha x 0 D ( f ) 
Ekkor a / i : X —• Й U {+00} ki ter jesztet t valós ér tékű függvény szintén kon-
vex, és D ( f i ) = A". Az eredeti / függvény értelmezési t a r tományá t az f i függ-
vény effektív t a r tományának nevezzük, és d o m / i - g y e l jelöljük, azaz d o m / j := 
{x £ X : f i ( x ) < +00} . (Egy kiterjesztett valós ér tékű f i függvényt valódinak 
mondunk , ha a d o m / i nem üres.) A szubderivál ta t nyilván csak a d o m / i pont-
ja iban ér te lmezhet jük, az azon kívüli pontokra üres halmaznak definiáljuk. A 
d o m / i ha t á r án az / i ' ( x , - ) X й и {+00} függvény viszont nem folytonos, így az 
1.2. állítás 4. pon t j a már nem biztosítja, hogy a d f i ( x ) szubderivál t halmaz n e m 
üres. Azonban, különösen a szubderivált hagyományos 1.6. definíciójából jól látszik, 
hogy h a az x a d o m / j ha t á r án van, de az x € d o m / i , akkor a 0 / i ( x ) nem üres, 
sőt könnyen ellenőrizhető, hogy ot t gyenge*-zárt konvex halmaz. A szubder ivál t 
ebben különbözik a többi derivált fogalomtól, mert azokat csak belső pon tban lehet 
értelmezni. 
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2. A Clarke-fé le á l talánosí tott derivált 
A szubderivál t konstrukcióját nézve természetesen vetődik fel a kérdés, hogy 
nem tudnánk-e ezt á l ta lánosabb függvény osztályra bevezetni. Ennek az az akadá-
lya — h a a szubderivál t 1.3. definíciójára gondolunk — hogy az i rányment i derivált 
n e m létezik bármely függvény esetén. így először egy olyan á l ta lánosí to t t i rányment i 
der ivál ta t kellene bevezetni, amely t ágabb függvény osztályon is létezik, és ez az 
i rányment i derivált függvény a második vál tozójában, azaz az / ' ( x , • ) függvény, 
szublineáris és folytonos. 
Az i rányment i derivált legál ta lánosabb fogalmát úgy lehet konstruálni , ha n e m 
csak A, hanem x és v szerint is vesszük a ha tá ré r téke t , vagyis mivel ez n e m feltét lenül 
létezik, azért vagy a felső, vagy az alsó ha tá ré r téke t vesszük. 
2.1. Definíció. Egy tetszőleges / : X —• R függvény általánosított iránymenti 
deriváltja az x G X p o n t b a n a v G X irány mentén : 
N X I V ) : = L I M S U P - Я * ' ) . 
(A,« ' ,« / ' )— (+0,x ,v) A 
2.2 . ÁLLÍTÁS. AZ /°(X, •) : X —• R függvény szublineáris. 
Bizonyítás. A pozitívan homogeni tás bizonyítása ugyanúgy megy, mint az 
/ ' ( x , • ) hagyományos i rányment i derivált függvény esetén. 
A szubaddi t iv i tás : 
/ ( s ' + A i Q - / ( « ' ) _ f°(x,v 1 + v2) = l i m s u p 
l i m s u p / / ( . ' + A V ) - / ( . ' ) + 
(A,*',o[,o'—Oi')—•(+(),r,ox,o3) V A 
| f[(x' + A V ) + X(v' - V ) ] - f(x' + A V ) ^ < 
<f0(x,v1) + fa(x,v2). • 
Az f°(x, •) függvény tehát szublineáris. Ugyanúgy, mint a konvex függvények 
esetén az i rányment i derivált függvénynek, az / ° ( x , • ) függvénynek is vehet jük a 
támasz halmaz át , azaz az M f O ( x . ) ha lmazt , amely szintén tek in the tő az / függvény 
x pontbel i der ivá l t jának. Ha az X véges dimenziós tér , úgy mivel az / ° ( x , • ) 
függvény szublineáris, így konvex, azért folytonos is, ezért ekkor a 0.3. szerint 
a M^o(X | .) JA*-beli ha lmaz n e m üres, konvex, gyenge*-kompakt . 
Azonban, ha az X n e m véges dimenziós, akkor az f°(x, • ) függvény nem 
fel tét lenül folytonos, ezért a 0.3. állítás n e m biztosí t ja azt , hogy az Myo(x . ) halmaz 
n e m üres. 
Kérdés, hogy milyen függvény osztály mellett lesz n e m üres? Látni fogjuk, hogy 
a lokálisan Lipschitz tulajdonságú függvény esetén az / ° ( X , • ) i rányment i derivált 
függvény folytonos, ezért az M p ( X i . ) halmaz n e m üres, sőt / ° ( x , • ) - r e ekkor valami-
vel egyszerűbb definíció is adha tó . 
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2.3. Definíció. Azt mondjuk, hogy egy / : X —+ R függvény kielégíti a Lip-
schitz feltételt egy H Ç X halmazon, ha létezik egy L > 0 állandó, hogy minden 
x\,x2£ H esetén teljesül : 
l / ( * i ) - / ( * a ) l < ü | | * i - * a | | . 
Azt mondjuk, hogy az / lokálisan Lipschitz tulajdonságú az x pontban, ha x -
nek van olyan U környezete, hogy / kielégíti a Lipschitz feltételi a H = U halmazon. 
Az / lokálisan Lipschitz tulajdonságú, ha Vx G X pontbem Lipschitz tulaj-
donságú. 
Az f globálisan Lipschitz tulajdonságú, ha az / az egész H — X halmazon 
kielégíti a Lipschitz feltételt. 
A definícióból lá tható, hogy ha az f : X —* R függvény Lipschitz tulajdonságú 
egy x G X pontban, akkor ott folytonos is. 
2.4. Definíció. Legyen az / : X —* R lokálisan Lipschitz tulajdonságú az 
x £ X pontban. Az / függvény Clarke-féle általánosított iránymenti deriváltja az 
x pontban a v irány mentén : 
/ . ( , , „ )
 : = s I i m s u p / ( * + * ' ) - / ( ' ' ) , (A,r')-»(+0,x) A 
Az / Lipschitzessége miat t ez véges érték. 
Az f°(x,v) fogalma az / ° (x , t i ) - tő l abban különbözik, hogy itt v nem változik. 
2.5. ÁLLÍTÁS. На az f függvény Lipschitz tulajdonságú az x pontban, akkor 
az f°(x,v) megegyezik az f°(x,v)-vel, azaz ebben az esetben a két általánosított 
derivált fogalom ekvivalens. 
Bizonyítás. Egyrészt / ° ( x , v) < f°(x, v), másrészt 
«/ \ f f(x'+ Xv') - f(x'+ Xv) f°(x,v)- h m s u p ( ^ ' -+ 
+ f(x' + X v ) - f ( x ' ) \ < Hmsup 
fix' + Xv) - f ( x ' ) ,0/ x 
+ h m s u p '—-^-t- < f*(x,v). 
így Пх,ь) = r(x,v). • 
2.6. ÁLLÍTÁS. AZ / ° (X, •) : X -+ R általánosított iránymenti derivált függ-
vény 
(1) szublineáris 
(2) globálisan Lipschitz tulajdonságú ugyanazzal a Lipschitz állandóval, mint az f 
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függvény az x pontban, így folytonos az egész X-en. 
(3) \f°(x,v)\ < I|H| 
(4)r(x,-v) = ( - f y ( x , v ) 
(5) Az f°( -, • ) : X x X —• R függvény felülről félig folytonos. 
Bizonyítás. 
(1) Az / ° ( x , • ) függvény szublinearitása a 2.5. állítás a lapján következik az / ° (х , • ) 
függvény szublinearitásából (lásd 2.2. állítás, egyébként a direkt bizonyítás ugyan-
úgy megy). 
(2) Mivel / Lipschitz tulajdonságú az x pontban, azért Vv\,v2 £ X pont és elég 
kicsi A > 0 esetén f(x' + At/J - f ( x ' ) < f(x' + Xv2') - f ( x ' ) + L • АЦщ - t>2||, ebből 
/ ° ( * , « i ) < / " ( « . « з ) + i | |wi - » a | | . 
Mivel a ni és a v2 szerepe felcserélhető, azért az állítás következik. 
(3) Mivel Vx ' £ A és VA > 0 esetén — — ^ < I| |w|| , azért | /°(®,w)| < 
(4) r{x,-v)= lim sup - - / ( * , } = 
= l i m s „ P иж±м^ш = 
(A,u')-.( + 0,r) A 
ahol u' := x — Xv. 
(5) Legyenek (x,) és (у,) С X tetszőleges x,- —» x, v, —• v sorozatok. A limesz 
szuperior definíciója szerint Vi esetén 3 olyan у,- £ X és X > 0, hogy ||у* —x,j|-(-A,- < 
1/í, és 
/ ' ( « , , « , ) - 1 / f < A * + - M = 
f(Vi + A,-«) - / ( у , ) /(у,- + An,) - / ( у , + Xjv)  
А А, 
A második kifejezés nem nagyobb mint — n|| az / Lipschitzessége mia t t . 
Mindkét oldal limesz szuperiorját véve, amint i —* +oo, kapjuk, hogy 
l imsup /°(x,-, Vi) < f ° ( x , v ) , azaz az / ' ( • , •) felülről félig folytonos. • 
A fentiekben a lokálisan Lipschitz tulajdonságú függvényekre sikerült konstruál-
ni egy olyan általánosított iránymenti derivált fogalmat, amely a második változójá-
ban szublineáris és folytonos függvény. Ezért ugyanúgy, mint a konvex függvények-
nél a szubderivált konstruálásánál, a 0.7. megfeleltetési tétel alapján, az / ° ( x , •) : 
X —• R általánosított iránymenti derivált függvénynek kölcsönösen egyértelműen 
megfeleltethetjük az X* egy nem üres, konvex, gyenge*-kompakt részhalmazát. 
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2.7. Definíció. Legyen az f : X —* R függvény Lipschitz tulajdonságú az x £ X 
pontban . Az / függvény x pontbeli Clarke-féle általánosított deriváltjának nevezzük 
a következő halmazt: 
d f ( x ) : = M j o ( t r ) = {x* £X* : (x*,v) </«(*, v), V T I G A T } . 
2.8. ÁLLÍTÁS. A Clarke-féle deriváltra teljesül, hogy 
(1) д f ( x ) С X*, nem üres, konvex, gyenge*-kompakt halmaz. 
(2) f°(x,v) = <rdJ{x) = m a x { ( i * , z ) : x* £ Ô / ( x ) } 
(3) ||**||* < L : Vx* G d f ( x ) esetén 
(4) A df( •) : X —* X* halmazértékű leképzés zárt, abban az értelemben, hogy ha 
Xi* £ df(xi) : i = 1 , 2 , . . . , és X{ —+ x, továbbá x* az (x,*) sorozat torlódási pontja 
a gyenge*-topológiában, akkor x* £ df(x). 
Bizonyítás. 
(1) A 0.7. megfeleltetési tétel a lapján a definícióból következik. 
(2) A 0.6. állítás alapján a definícióból következik. 
(3) A definíció szerint ||x||* = sup{(x*,u) : ||v|| < 1}. Ha x* £ df(x), akkor 
(x*, v) < f°(x, v), de a 2.9. állítás (3) szerint | / ° ( x , v)| < így (x*, v) < L||w||. 
Ebből, ha x* G ő / ( x ) , akkor ||x*||* = sup{(x*,ti) : ||n|| < 1, (x*,v) < L| |v| |} < L. 
(4) V v £ X esetén van olyan részsorozata (xj*)-nak (amit az általánosság megsérté-
se nélkül vehetünk x,*-nek) , hogy (Xi*,v) —»• (x*,v). Definíció szerint (x ,* ,v ) < 
/ ° ( x , v). Az / ° ( x , v) felülről félig folytonossága miat t (lásd 2.9. állítás (5)), követke-
zik, hogy (x*,v) < f ( x , v ) , azaz definíció szerint x* G d f ( x ) . • 
A Clarke-féle általánosított derivált felépítésében nagy súlyt helyeztünk arra, 
hogy ez is — mint ahogyan a szubderivált — tulajdonképpen egy fogalom pár: az 
ál talánosított iránymenti derivált és a Clarke-féle derivált ugyanannak a dolognak 
a kétféle reprezentációja. 
2.9. Példa. Legyen к nemnegatív egész szám, és legyen az / : R —• R függvény 
a következő: 
- x + 1 / 2 1 , ha l / 2 f c + 1 < x < 1/2* 
2x — l / 2 2 i + 1 , ha l / 2*+ 2 < x < l / 2 l + 1  
/ ( x ) := x + 1/2*, ha - 1 / 2 * < x < - l / 2 f c + 1 
—2x — l / 2 k + 1 , ha — l / 2 i + 1 < x < — l / 2 t + 2 
0, ha x = 0 
Ez a függvény nem deriválható a nullában, sőt még az iránymenti deriváltjai sem 
léteznek i t t . Ugyanakkor Lipschitz tulajdonságú ebben a pontban (L — 2 Lipschitz 
állandóval), ezért vehetjük a Clarke-féle általánosított iránymenti deriváltját: 
/ 0 ( 0 , , )
 = lúnsup / ( * ' ^ ) - / ( x O = 2 H ) 
valamint a Clarke-féle deriváltját: 
df(0) = {x* : x* -v < 2|u|, Wv £ R} — [ - 2 , 2 ] . 
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3. A Clarke-féle derivált kapcsolata a 
hagyományos deriválttal és a szubderiválttal 
Mint az általánosított fogalmaktól, úgy a Clarke-féle derivált fogalomtól is 
elvárjuk, hogy jó kiterjesztése legyen a hagyományos derivált fogalomnak. Látni 
fogjuk, hogy folytonosan deriválható függvényekre valóban egybeesnek. 
3 .1. ÁLLÍTÁS. Legyen az / : X —* R függvény Gâteaux deriválható az x £ X 
pontban, jelölje a deriváltját itt Df(x). Akkor az f függvény Lipschitz tulajdonságú 
x-ben és Df(x) £ d f ( x ) . 
Bizonyítás. A Gâteaux derivált definíciója szerint létezik az f'(x, u) és egyenlő 
(Df(x), v)-vel. Mivel / ' ( x , •) < f°(x, •), ezért (£>/(*), •) < f ( x , •), azaz 
Df{x) £ d f ( x ) . • 
Az állítás nyilván akkor is igaz, ha / x -ben Fréchet deriválható. 
Az ellenkező tar ta lmazás viszont nem igaz. Tekintsük ugyanis a következő 
példát: 
x
2 s in 1/x, ha x / 0 
ha x = 0 
Legyen Г z
2 
" Н о , 
Ez a függvény deriválható, így iránymenti deriválható is a nullában: 
x
2
 sin 1/x —0 ,. . . . 
Df(0) = hm - = hm x • sin 1/x = 0. v
 *—0 x «—o ' 
Ez a függvény azonban Lipschitz tulajdonságú is a nullában, az általánosított irány-
menti deriváltja: 
0 (x + Ao)2 sin 1/x + Xv - x • sin 1 /x f°(0,v) = hm sup i — — = M> 
(х,А)-(0, + 0) л 
amiből df(0) = [ - 1 , 1 ] . 
Vegyük észre, hogy a Df : R—> R függvény nem folytonos a nullában, ugyanis, 
ha x ф 0, akkor Df(x) = 2x • sin 1 /x — cos 1/x . 
3.2. ÁLLÍTÁS. На az f : X —• R függvény Gâteaux deriválható az x £ X pont 
egy U környezetében, és а Df : X X* derivált függvény folytonoe x-ben, akkor 
a d f ( x ) hedmaz egy pontból áll, és d f ( x ) = { ű / ( x ) } . 
Bizonyítás. Legyen tetszőleges v £ X esetén g(A) := f(x' + Xv). A g : R —> R 
függvény deriválható a nulla egy jobboldali [0,p] környezetében: 
g'(X)= (Df(x' + Xv),v) : A G [0, p] 
A középérték tétel a lapján létezik olyan A G [0,p], hogy 
Ebből lim sup-ot véve p —>• + 0 mellett , a Df függvény folytonossága miat t Vu 
esetén / ° ( x , v ) = (Df(x),v), így a Ő/ (x) = M ( ű / ( x ) , . , = {Df{x)}. • 
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A Clarke-féle dérivait felépítése a szubderivált felépítésének az általánosított 
megismétlése volt. Természetesnek érezzük, hogy a Clarke-féle derivált a szub-
derivált fogalmának is jó kiterjesztése a konvex függvényekről a lokálisan Lipschitz 
tulajdonságú függvényekre. 
Jelölje a továbbiakban megkülönböztetésül dc a konvex függvényekre bevezetett 
szubderivál tat . 
3.3. ÁLLÍTÁS. Legyen az / : X —* R konvex függvény Lipschitz tulajdonságú 
az x £ X pontban, akkor az f Clarke-féle deriváltja az x pontban megegyezik a 
szubderiváltjával, azaz d f ( x ) = d c f ( x ) , ami ekvivalens azzal, hogy az f x pontjához 
tartozó általánosított iránymenti derivált függvénye megegyezik az iránymenti de-
rivált függvénnyel, azaz / ° ( x , •) = f'(x, •). 
Bizonyítás. Ez utóbbit igazoljuk. Nyilván / ' ( x , •) < f°(x,v). Másrészt 
,<w „4 _
 enn /(*' + Xv) - f ( x ' ) f (x,v) = lim sup sup , 
' — + ° | |г ' -®| |<£< 0<А<£ X 
ahol 6 > 0 tetszőleges rögzített szám. Könnyen ellenőrizhető, hogy ha az / függvény 
f(x' + X v ) - f ( x ' ) ,.. . 
akkor a t —* függvény monoton novekedo. Ezért 
л 
ГЧ, ,Л - lim
 s „n f ^ ' + e v ) - f ( x ' ) j — hm sup . 
+o | | r / _ r | | < £ ä e 
Mivel az / Lipschitz tulajdonságú az x pontban, azért x-nek van olyan x + e6B 
környezete, amelyen az / kielégíti a Lipschitz feltételt, amiből 
| / ( x ' + e t Q - / ( * ' ) / ( x + ev) - f ( x ) 
< 26L, 
így 
f°(x,v)< lim + CV) - + 26L = f'(x, v) + 26L. 4
 ' — «-»+o e v / 
Mivel 6 tetszőleges, azért f°(x,v) < f'(x,v). • 
4. A Cla rke- fé le der ivál t ekvivalens definíciói 
Az eddigiekből is látszik, hogy milyen szoros a kapcsolat a Clarke-féle de-
rivált és a szubderivált között. Nem meglepő ezért, hogy a szubderivált segítségével 
további ekvivalens definíciók adhatók. 
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4 . 1 . ÁLLÍTÁS. ( A Clarke-féle derivált ekv iva lens def iníc iója) 
Az / : X —• R lokálisan Lipschitz tulajdonságú függvény x G X pontjához tar-
tozó d f ( x ) Clarke-féle deriváltja megegyezik az, x pontbeli /°(x, • ) : X —> R 
általánosított iránymenti derivált függvény О G A pontbeli szubderiváltjával, azaz 
df(x) = dcr(x,o). 
Bizonyítás. Mivel az / ° ( x , •) : A —• R függvény szublineáris, azért konvex is. 
A 0 ponthoz ta r tozó szubder ivá l t ja az 1.7. definíció szerint: 
dcf0(x,O) = {x*: (x*, v — O) < f 0 ( x , v ) - f ° ( x , O ) , Vu G A } = 
= {x* : (x*,v) < f°(x,v), Vu G A } = M , . ^ . ) = d f ( x ) . • 
Végtelen dimenziós téren ér te lmezet t függvényekre CLARKE eredetileg így ve-
zet te be az á l ta lánosí to t t derivált fogalmat . 
A következőkben a Clarke-féle deriváltnak egy, a véges dimenziós téren értelme-
zett függvényekre érvényes ekvivalens definícióját ad juk . Ehhez szükséges a véges di-
menziós téren ér te lmezet t lokálisan Lipschitz tulajdonságú függvényekre igaz Rade-
macher tétele: 
4.2. ÁLLÍTÁS. Ha az / : Rn —• R függvény Lipschitz tulajdonságú egy С Ç H" 
halmaz V pontjában, akkor f (Lebesgue mérték szerint) m.m. differenciálható а С 
halmazon. 
Bizonyítás. Lásd például [8]. 
4 .3 . ÁLLÍTÁS. (A Clarke-féle derivált véges dimenzió-bel i ekvivalens definíció-
ja . ) 
Legyen az / : Rn —• R függvény Lipschitz tulajdonságú az x G A pontban. Jelölje 
fi szokat a pontokat, ahol az f függvény nem differenciálható. Legyen továbbá 
S Ç Rn tetszőleges nulla Lebesgue mértékű halmaz. Akkor 
df(x) = co{Lim f'(xi) : xt- — x , z ^ S U fi}, 
a hol Lim a torlódási pontok halmazát jelöli. 
Bizonyítás. A 4.2. állí tás (Rademacher tétele) szerint a fi halmaz mértéke nulla 
az x pont egy környezetében, így az fi US' mértéke is az, ezért van olyan (x , ) С H" 
sorozat , amely x,- —• x és létezik f'(xi). A 3.1. állítás szerint / ' ( x , ) G ő/(x,-) Vi 
esetén. Mivel a d f ( x ) halmaz gyenge*-kompakt halmaz (lásd 2.8. állítás (1)), azért 
lokálisan korlátos is. Ezért a Bolzano-Weierstrass tétel szerint a ( / ' ( x , ) ) Ç RR 
sorozatnak van konvergens részsorozata. Ennek ha tá rér téke a 2.8. állítás 4. a lap ján 
benne van a <9/(x)-ben. Eszerint a { L i m / ' ( x , ) : x,- —» x, x, ^ S U f i } halmaz benne 
van a ő / ( x ) - b e n . A fentiek szerint ez a halmaz nem üres, korlátos és zár t , azaz 
kompakt , így a konvex burka is az, ugyanis kompakt halmaz konvex burka kompakt . 
Mivel a <9/(x) halmaz konvex azért a fenti halmaz konvex b u r k á t is t a r t a lmazza . 
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A fordí tot t tartalmazáshoz azt lá t juk be, hogy a d f ( x ) támaszfüggvénye 
f ( x , •) kisebb vagy egyenlő a co{Lim/ ' (x , ) : x; —* x, x, ф S U f i } halmaz támasz-
függvényénél, azaz VO ф v £ Rn és Ve > 0 esetén 
f°(x,v) - e < l imsup{ ( / ' ( x , ) , v) : x, -+ x, х,- ф S U f i } . 
Az egyenlőtlenség jobboldalát jelölje a . Definíció szerint létezik olyan 6 > 0, hogy 
bármely у £ x + 6B, у ф S U f i esetén ( f ' ( y ) , v) < a + e . Tekintsük az Ly := {y+pv : 
0 < p < é / (2 |u | )} szakaszt. Mivel az (S U fi) П (x + 6B) mértéke nulla, azért a 
Fubini tétel a lapján A— m.m. у £ x + (<5/2)5 esetén az Ly szakasz az S U f i halmazt 
egy dimenziós nulla mértékű halmazban metszi. Ezért ezen az Ly szakaszon az 
/ A— m.m. differenciálható, azaz létezik az / ' , így 
ß 
f ( y + X v ) - f ( y ) = J ( f ' ( y + ßv),v)dß. 
0 
Mivel у + ßv — x £ 6B, ahol 0 < ß < p, azért ( f ' ( y + ßv),v) < a + e. Ez teljesül 
ma jdnem minden у £ x + (<5/2)B és minden p £ (0,<5/(2|u|)) esetén. Mivel az / 
függvény folytonos, azért ez minden у és minden p esetén teljesül, amiből következik, 
hogy f°(x,v) < a + e. • 
Ez az ekvivalens definíció két dolog miat t is fontos. Egyrészt CLARKE eredetileg 
így vezette be ezt a fogalmat, lásd [2]. Az ötletet valószínűleg ROCKAFELLAR [7] 
könyvének 25.6. tétele adha t ta , amely a szubderiváltat hasonlóan jellemzi. 
Másrészt a gyakorlatban legtöbbször ennek a segítségével számolható ki a Clar-
ke-féle derivált. 
5. A Cla rke - fé l e der ivál t t u l a jdonsága i 
Az előzőekben már szerepelt, hogy a Clarke-féle derivált és az ál talánosított 
iránymenti derivált ugyanannak a dolognak a kétféle reprezentációja. A 0.7. megfe-
leltetési tétel szerint egyrészt egymásnak kölcsönösen egyértelműen megfeleltethe-
tők, azaz bármelyiknek az ismerete egyben a másik ismeretét is jelenti, másrészt 
d f i ( x ) Ç d f 2 ( x ) pontosan akkor, ha f°(x, •) < f2(x, •), azaz bármelyik valamely 
tulajdonságának az ismerete egyben a másik hasonló tulajdonságának az ismeretét 
is jelenti. A következő tulajdonságokat ezért mind a Clarke-féle deriváltra, mind az 
általánosított iránymenti deriváltra megfogalmazzuk, de csak az egyikre bizonyítjuk, 
ál talában az iránymenti deriváltra, mert erre kényelmesebb. 
5 . 1 . Á L L Í T Á S . 
1. Legyen a z f : X —* R függvény Lipschitz tulajdonságú a z x £ X pontban. Akkor 
VA £ R esetén a A/ függvény is Lipschitz tulajdonságú az x pontban, és teljesül, 
hogy 
d f ( X x ) = AŐ/(x), azaz ( A f ) ° ( x , • ) = A/°(x , • ). 
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2. Legyenek az fi : X -* R (i = 1 , 2 , . . . , n ) függvények Lipschitz tulajdonságúak 
n 
az x E X pontban. Akkor a Y fi függvény is Lipschitz tulajdonságú az x pontban, 
i=i 
és teljesül, hogy 
Ó ( í > ) (*) Ç azaz 
\ i = l / i=l 
( £ / . ) ( х , . ) < ± Г ( х , . ) . 
3. Ha teljesül még az, hogy az fi függvények legfeljebb egy kivételével folytonosan 
differenciálhatók, akkor egyenlőség áll fenn. 
Összevonva l.-et és 2.-t: V A, E R (»' = 1 , 2 , . . . ) esetén 
9
 ( í > / < (*) Ç 5 > < 9 / , ( x ) , azaz 
vi=l / 1 = 1 
\ í = l / 1 = 1 
illetve egyenlőség van, ha a 3. feltételei teljesülnek. 
Bizonyítás. 
1. Nyilván A / is Lipschitz tulajdonságú az x pontban. 
Ha A > 0, akkor 
(A/)°(x , v) = l imsup A / ( * ' + H - W )
 = 
(/i ,r ')-(+0,r) в 
= limsup Xf(*' + B*)~f(*') = 
(,i ,r ')-(+0,r) В 
= Л l imsup + = А Г ( х , и ) . 
(/1,г')-( + 0,х) В 
Ezek u tán elég az állítást A = — 1 esetén bizonyítani. Most nem tudjuk 
közvetlenül azt bizonyítani, hogy (—/)°(x, u) = — f ( x , v ) . Ehelyett legyen x* G 
d(—f)(x), ez definíció szerint azt jelenti, hogy (x*,v) < (—f)°(x,v), Vu G A 
esetén. A 2.6. állítás (4) szerint ( - / ) ° ( x , u ) = / ° ( x , - u ) , így (x*,u) < / ° ( x , - u ) , 
Vu G A , azaz ( - x * , - u ) < / ° ( x , - u ) , Vu G A, ami azt jelenti, hogy - x * G ő / ( x ) , 
azaz x* G —df(x). 
2. Elég az állítást n = 2-re bizonyítani, az általános eset teljes indukcióval adódik. 
Az pedig, hogy 
( f x + h)0(x, u) < f t ( x , u) + /2°(x, u) (Vu G A ) , 
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az f°(x,v) 2.4. definíciójából a lim sup tulajdonsága alapján közvetlenül látszik. 
3. Mivel folytonosan differenciálható függvények összege is folytonosan differenciál-
ható, azért elég az állítást csak két olyan függvényre bizonyítani, amelyek közül 
legalább az egyik folytonosan differenciálható. Ekkor egy olyan öszegnek vesszük a 
lim s u p - j á t amely egyik tagjának létezik a limesze, így ( Д + /2)°(х , u) = f((x, v) + 
f2(x,v) = fî(*,v) + fï(x,v) (Vu G A ) . • 
5.2. Megjegyzés. A konvex függvényekre vonatkozó, az 5.1. állítás 2.-höz ha-
sonló állításban, a Moreau-Rockafellar tételben (lásd pl. [9] 0.3.§ 0.3.3. tétel) a 
ta r ta lmazás pont fordí tot t . Ellentmondás nincs, mert ot t folytonos konvex függvé-
nyekre (, így Lipschitz tulajdonságú konvex függvényekre is) egyenlőség áll fenn. 
5.3. ÁLLÍTÁS. (A lokális szélsőérték szükséges feltétele.) 
Legyen az f : X —* R függvény Lipschitz tulajdonságú az x G X pontban. Ha az f 
függvénynek az x pontban lokális szélsőértéke van, akkor 0 G d f ( x ) . 
(A 0 az X* zérus elemét, azaz az A"-en értelmezett azonosan nulla lineáris 
funkcionált jelöli.) 
Bizonyítás. Mivel az 5.1. állítás 1. szerint d(—f) = — d f , azért elég az állítást 
abban az esetben bizonyítani, ha az x pont lokális minimum hely. Ebben az esetben 
Vu G X esetén f°(x,v) > 0, azért a Clarke-féle derivált 2.11. definíciója szerint 
0 G d f ( x ) . • 
5.4. ÁLLÍTÁS. (Közvetett függvény deriválása.) 
Legyen az f : X —* R függvény Lipschitz tulajdonságú az ж G A pontban, a 
h : R —• R függvény folytonosan differenciálható az f ( x ) G R pontban. Akkor 
a h о / : А —• R függvény is Lipschitz tulajdonságú az x € X pontban, és 
Ô(h о f ) ( x ) С h \ f ( x ) ) • d f { x ) , azaz 
(h о f)°(x, u) < h'(f(x)) • f°(x, v). 
Bizonyítás. 
(h о f)°(x, u) = l imsup h W + * » > ) - » ( / ( ' ' > )
 = 
(A,x')-(+0,x) A 
= i i m s u p * ( / ( « ' + A » ) ) - k f w ) / ( * ' + л » ) - f(*') ^ 
( A , x ' ) - ( + 0 , x ) f ( x ' + \ v ) - f ( x ' ) X 
- , h(f(x' + Xv)) - h(f(x')) .. /(x' + AtQ-/(s') ^ 
< l imsup ) " f \ l imsup f — < 
(A,«')-(+o,x) /(*' + Xv) - f ( x ' ) (A,x')-(+o,x) A 
< lim M l » l imsup +
 = 
~ / ( v W ( * ) f ( y ) - f { x ) (A,x')—>(+0,x) A 
= h'(f(x))-r(x,v). • 
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5 . 5 . K Ö V E T K E Z M É N Y . 
1. Legyen az f i és az f2 : X —+ R Lipschitz tulajdonságú az x £ X pontban. Akkor 
az
 fi • h függvény is Lipschitz tulajdonságú az x pontban, és 
d(fi f 2 ) Ç f 2 ( x ) d f i ( x ) + fi(x)df2. 
2. Az előzőeken kívül tegyük fel, hogy f2(x) / 0. Akkor az függvény is Lipschitz 
tulajdonságú az x pontban, és 
д
 ( / Л
 c f 2 ( x ) d f i ( x ) - f i ( x ) d f 2 ( x ) 
Ч / а / ~ й ( х ) 
Bizonyítás. 
1. Legyen g : R? —* R a következő függvény: g(u\,u2) := u\ • u2, és legyen 
h : X —> R? a következő függvény: Л(х) := [fi(x),f2(x)]. Ekkor f i • f2 = g oh. Ezek 
után alkalmazzuk az 5.4. állítást. 
2. Az előzőhöz teljesen hasonlóan megy. • 
5.6. TÉTEL. (A burkolófüggvény deriváltjáról.) 
Legyenek az fi : X —• R (» = 1 , 2 , . . . , n ) függvények Lipschitz tulajdonságúak az 
x £ X pontban. Jelölje f a burkoló (a pontonkénti maximum) függvényüket, azaz 
f ( z ) :=max{fi(z) : « = 1 , 2 , . . . , n } (Vz G X). 
Jelölje I(z) := {i : fi(z) = f(z)}, azaz azoknak az indexeknek a halmazát, ame-
lyekre a maximum eléretik. Akkor az f függvény Lipschitz tulajdonságú az x pont-
ban, és 
Ôf(x) С со{dfi(x) : i £ I(x)}. 
Bizonyítás. Azt fogjuk belátni, hogy a bal oldali halmaz támaszfüggvénye nem 
nagyobb a jobb oldali halmaz támaszfüggvényénél. A bal oldali halmaz támasz-
függvénye: 
< t 9 / W = / " ( « , • ) = ( т а х Ш ) : i = 1 , 2 , . . . , n})°(*, • ). 
A jobb oldali halmaz támaszfüggvénye: 
^co{A(x):.e/(x)} = max{(x*, •) : x* £ co{ő/ , (x) : i £ 7(x)}} = 
= m a x { / ° ( x , ):i£l(x)}. 
Jelölje az 7(x) index halmazhoz tartozó függvények felső burkolófüggvényét h, 
azaz h(z) := max{/,-(z) : i £ 7(x)}, és jelölje az / ( x ) c index halmazhoz tartozó 
függvények felső burkolófüggvényét g, azaz g(z) m a x { / j ( z ) : i ф / (x )} . 
Mivel h és g folytonosak és g(x) < h(x), azért létezik olyan x + SB környezete x-nek, 
hogy h\x+SB = f\x+iB, ezért minden v £ X esetén h°(x,v) = f°(x,v). Ezért elég 
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azt bebizonyítani , hogy h°(x, •) < m a x { / ° ( x , •) : « € f (x )} , ehhez pedig elég azt 
belátni , hogy létezik olyan t £ I(x) index, hogy h"(x, •) < f\(x, •). 
г , \ , n - i * i v. h ( x " + A„u) - h(xn) 
Legyenek a An —• + 0 es x„ —* x olyan sorozatok, hogy » 
An 
Л ° ( х , v ) . Ekkor minden n esetén van olyan í'„ £ I(x) index, hogy / , n ( x П I t>) = 
h(xn + A„v). Mivel h(z) - max{ / , ( z ) : i £ / ( x ) } , azért / , - . (x„) < h(xn), így 
h(xn + A„u) - / t (x n ) fjn(xn + An«) - / , n ( x n )  
An An 
Mivel az I(x) index halmaz véges, azért van olyan t £ 7(x) index, hogy végtelen 
, i • и»/ \ v / > ( g n t + A „ v ) - h(xnk) sok nte eseten t = г
Пк
 • h (x, n) = hm sup < 
(A«,«. t)-(+o,*) A 
. ,. / l ( X « k + Xnv) - / l ( x „ ) . 
< l i m s u p = / j ( x , t ; ) , ez teljesül Vu £ Л eseten. 
• 
5.6. Megjegyzés. Ez a tétel a Clarke-féle elmélet egyik legjelentősebb ered-
ménye. Ugyanis a gyakorlati fe ladatokban szereplő függvények ha nem differenciál-
ha tók és n e m konvexek, akkor ál talában nem is lokálisan Lipschitz tulajdonságúak. 
Ezt m u t a t j a az is, hogy a Clarke-féle deriváltat szemléltető 2.9. példa elég mester-
kélt volt. Azonban a gyakorlatban gyakran keressük egy ado t t függvényhalmaz 
burkolófüggvényének a szélsőérték helyét. Ennek il lusztrálására tekintsük a követ-
kező példákat : 
1. Jelölje egy termék keresletét az ár függvényében q(p), és legyen Q az a mennyiség 
amennyi t egy adot t vállalat ebből a termékből elő tud állítani. Ekkor az a mennyiség 
amennyi t a vállalat el t ud adni: min{g(p) ,Q}. 
2. A tőkenövekedési modellekben fel szokták tenni, hogy a termelési tényezőket 
ado t t a rányban használ ják fel. Például, ha feltesszük, hogy К és L a tőke és a 
munka mennyisége valamilyen egységekben, amelyeket egyenlő mér tékben lehet fel-
használni, akkor a termeléshez felhasználható input az egyik-egyik fa j tábó l : 
min{AT, L). 
3. Szintén burkoló-függvényhez vezetnek a gazdasági és a műszaki élet küszöbjelen-
ségeinek tanulmányozásai . Szemléletes példa erre egy tartály, amelynek a magassága 
h0, a t a r t á lyban lévő víz mennyisége a t időpil lanatban h(t), akkor az a víztömeg 
amely a tar tá lyból ki fog folyni arányos a következő függvénnyel: max{h(<) — ho, 0}. 
A tételnek nem csak az ilyen irányú alkalmazásai mia t t van jelentősége. Alap-
vető szerepet játszik a szélsőérték feladatok megoldásai szükséges feltételeinek a 
bizonyításában, így például a matematikai programozási fe ladat ra vonatkozó Lag-
range multiplikátor szabály bizonyításában is. 
6. M a t e m a t i k a i p r o g r a m o z á s 
A legegyszerűbb t ípusú matematikai programozási fe ladat ra vonatkozó szüksé-
ges feltétel bizonyítása a fenti eszközök segítségével nagyon egyszerű. 
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6.1. A matematikai programozási feladat I. 
Legyenek az / és g, : X —• R (i = 1 , 2 , . . . , n) lokálisan Lipschitz (azaz az X hal-
maz minden pont jában Lipschitz) tulajdonságú függvények. Tekintsük a következő 
feladatot: 
(6.1) f f ( x ) — min 
1 *(*) < 0 (« = 1 , 2 , . . . , n ) 
6.2. TÉTEL. (Lagrange multiplikátor szabály.) 
На az xo megoldása a (6.1) matematikai programozási feladatnak, akkor léteznek 
olyan A,Vi (i = 1 , 2 , . . . ,n) nem mind nulla valós számok (szorzók), hogy 
n 
(1) O e A Ő / ( * o ) + X > , ő í h ( * o ) 
i=l 
(2) A,Vi > 0 ( 1 = 1 , 2 , . . . , ! » ) 
(3) vi •
 g i (xo) = 0 ( i = l , 2 , . . . , n ) . 
Bizonyítás. Jelölje go(x) := f ( x ) — f(xo), legyen 
F(x) := m a x { / ( x ) - f(x0), gi(x),... ,gn(x)) = max{g0(*)> 9i(x), • • • ,9n(x)}. 
Könnyen látható, hogy F(xо) = 0 és F(x) > 0 Vz G X esetén (, ha F(x) < 0 volna, 
akkor az x megengedett és f ( x ) < f(xo) lenne). így xo az F minimum helye, ezért 
az 5.3. állítás alapján 0 G d f ( x o ) . 
A burkolófüggvény deriválására vonatkozó 5.6. tétel szerint ÔF(XQ) С СО {ő<7,(xo) : 
i G J(xo)}, ahol 7(xo) azon i — 1 , 2 , . . . , n indexek halmaza amelyekre a maximum 
eléretik az xo pontban. Ezek szerint a ÔF(XQ) minden pont ja előáll ezen függvények 
konvex kombinációjaként, így a 0 pont is, azaz léteznek olyan A > 0, Vi > 0 
n 
( i = 1 , 2 , . . . , n ) , A + vi + . . . + vn = 1 számok, hogy 0 G Adg0(*o) + X) щдд^х0). 
i=i 
Mivel az 5.1. állítás alapján őpo(^o) = d[f ~ / ( го)](®о) = ő / ( x 0 ) , azért 
0 G AŐ/(x0) + £ vidgi(xo). 
í=i 
Azoknak а g,- (i = 1 , 2 , . . . ,n) függvényeknek az indexei, amelyekre g,(xо) < 0 nin-
csenek benne az I(XQ) indexhalmsizban, mert F(Xo) = 0. Ezért az ezekre vonatkozó 
Vi együtthatók nullák, így i • </,(x0) = 0 Ví = 1 , 2 , . . . , n esetén. • 
6.3. Megjegyzés. Ha a matematikai programozási fe ladatban feltesszük még, 
hogy az x pont benne van egy adot t halmazban, akkor a távolságfüggvény fo-
galmának a segítségével az előbbihez hasonló tétel aránylag könnyen megfogal-
mazható. Azonban, ha még egyenlőségi korlátozások is szerepelnek, akkor már 
egy kicsivel kevesebbet mondhatunk, nem lehet biztosítani a multiplikátorok nem-
negativitását, a bizonyítás pedig nagyon körülményessé válik. A bizonyításhoz 
felhasználjuk IVAR EKELANDnak egy 1974-ben publikált híres tételét, amelynek 
számos területen való hasznos alkalmazása ismert (lásd [5]). Ebben az esetben tu-
lajdonképpen a sima esetben használt Ljusziyernyik tételt helyettesíti. 
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6.4. Definíció. Egy x £ X pontnak egy adott С С X nem üres halmaztól való 
távolsága: 
dc(x) := inf{||x — c|| : с G С}. 
A de : X —* R függvényt távolságfüggvénynek nevezzük. 
A dc távolságfüggvény nem differenciálható а С határán, de itt is létezik az 
általánosított deriváltja, ugyanis: 
6.5. ÁLLÍTÁS. A de : X —* R távolságfüggvény globálisan Lipschitz tulaj-
donságú az L = 1 állandóval, azaz Wx,y £ X esetén \dc(x) — dc{y)| < ||z — y||-
Bizonyítás. Ve > 0-hoz 3 olyan с G С, hogy ||y — c|| < dc(y) + e. Ekkor 
dc(x) < \\x - c\\ < ||x - y|| + ||y - c|| < ||x - y|| + dc(y) + e. " 
Itt x és у szerepe felcserélhető. • 
' f / 
6.6. ALLITAS. Legyen f : X —» R Lipschitz tulajdonságú egy S halmazon 
L Lipschitz állandóval. Legyen С Ç S és tegyük fel hogy az f függvény eléri a 
minimumát а С halmaz felett egy x pontban. Akkor bármely L' > L esetén a 
g(z) := f ( z ) + L'dc(z) függvény eléri a minimumát S felett az x pontban. 
Bizonyítás. Indirekt módon tegyük fel, hogy létezik olyan y G S és e > 0, hogy 
/ ( у ) + L'dc(x) < / ( x ) + L'e. Legyen с G С olyan pont, hogy ||y - c|| < dc{y) + £• 
Ekkor / ( с ) < / ( y ) + L'\\y - c|| < / ( y ) + L'(dc(y) + e) < / ( x ) , ami ellentmondás. 
6.7. KÖVETKEZMÉNY. На az f : X —* R függvény eléri a minimumát egy С 
halmaz felett egy x pontban, és itt lokálisan Lipschitz tulajdonságú L állandóval, 
akkor 
1. x az f + Ldcns függvény minimum helye, 
2. 0 £Öf(x) + Lddc(x). 
Bizonyítás. 
1. Legyen S olyan környezete az x pontnak, amelyen a függvény az L állandóval 
kielégíti a Lipschitz feltételt. 
Az előző állítás szerint x az f +Ldcns függvény így az f + Ldc függvény minimum 
helye is, mivel d c n s ( z ) = dc(x). 
2. Ebből az 5.2. és az 5.4. állítás alapján következik, hogy 0 G d(f + Ldc)(x) Ç 
Ő/(x) + Lddc(x). • 
6.8. TÉTEL. (EKELAND) Legyen (E,p) teljes metrikus tér, és legyen F : E —• 
R U {+OO} alulról félig folytonos és alulról korlátos függvény. Legyenek с > 0 és 
x £ E olyanok, hogy F(x) < inf F + e. Akkor létezik olyan у £ E pont hogy V A > 0 
e 
esetén 
(1) F(y) < F(x) 
(2) p(x,y)< l /A 
(3) Vzjí у esetén F(z) > F(y) - e\d(y, z). 
Bizonyítás. Lásd [5]. 
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6.9. A matematikai programozási feladat II. 
Legyen С Ç X n e m üres zárt ha lmaz, legyenek az / , </,-, hj : X —• R (i = 1 , 2 , . . . , n; 
j = 1 ,2 m ) a C halmazon lokálisan Lipschitz (azaz а С halmaz V p o n t j á b a n 
Lipschitz) tulajdonságú függvények. Tekintsük a következő fe ladatot : 
(6.2) 
f ( x ) —> min 
< 7 . ( * ) < 0 (» = 1 , . . . , n ) , hj(x) = 0 ( j = 1 , . . . , m) , x £ С 
6.10. TÉTEL. (Lagrange mult ipl ikátor szabály) 
На az xo megoldása a (6.2) matematikai programozási feladatnak, akkor léteznek 
olyan \,Vi,pj (i = 1 , 2 , . . . , n; j = 1 , 2 , . . . , m) nem mind nulla valós számok 
(szorzók), hogy 
n m 
(1) 0 £ Xdf(xo) + Y »idgßxo) + Y Pjdhfix0) + (L + l ) Ő c ( x 0 ) 
i=l i=l 
ahol L az összes szereplő függvény együttes Lipschitz állandója, 
(2) А,щ > 0 (» = 1 , 2 , . . . , n ) , 
( 3 ) u i 9 i ( x o) = 0 (« = 1 , 2 , . . . , » » ) . 
Bizonyítás. A fenti F függvény helyett vezessük be a következő Fe : X —+ R 
függvényt : 
Fe(x) := m a x { / ( x ) - f ( x 0 ) + e, < / i (x ) , . . . , <7„(x), | /ц (х ) | , | Л 2 ( х ) | , . . . , | Л т ( х ) | } . 
Az Fc függvény lokálisan Lipschitz tulajdonságú, így folytonos, továbbá alulról 
korlátos, mer t Fc(x) > 0 Vx £ C. Az xo nem biztos, hogy az F £ - t minimalizál ja , 
de nyilván F £ ( x 0 ) = £ < inf F £ ( x ) + £. Alkalmazva EKELAND 6.8. tételét A := l / y f ê 
с 
mellett kap juk , hogy létezik olyan x£ £ X, hogy | |x0 — x £ | | < y / i és x£ minimalizál ja 
az Fc(x) + y/ë||x —x£ | | függvényt а С halmaz felet t . Mivel ez a függvény is Lipschitz 
tulajdonságú L+1 állandóval, azért a 6.7. következmény 1 p o n t j a szerint x£ a lokális 
m in imum helye a G £ ( x ) : = F £ ( x ) + > / £ | | z - x £ | | + (L + l )<íc(z) függvénynek. Ezért a 
lokális szélsőértékre vonatkozó 5.4. állítás és az 5.2. állí tás a lap ján 0 £ <9G£(x£) = 
d[Fc + y/E\\--xc\\ + (L+l) dc](xc) C Ő F £ ( x £ ) + V?Ő IMI (0) + (L + 1) • ddc(xe). 
Mivel a no rma Lipschitz tulajdonságú konvex függvény, azért a 3.3. állítás szerint 
a Clarke-féle deriváltja megegyezik a szubderivál t jával , ez pedig az 0 £ X pon tban 
az 1.5. példa a l ap ján az Af*-beli nulla körüli В* egységgömb, azért 
0 G dFc(xc) + sftB* + (L + 1) • ddc(xc). 
A burkolófüggvény der iválására vonatkozó 5.7. té te l szerint dFc(xe) benne van azon 
függvények Clarke-féle deriváltjainak konvex burkában , amelyekben a m a x i m u m 
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eléretik. Ezért léteznek olyan A £ , v c , i , n ' t j > 0 (i = 1 , 2 , . . . , n ; j = 1 , 2 , . . . , m ) , 
К + "e.i + • • • + + /*£д + • • • + Ft,m = 1 számok, hogy 
n m 
о e A e d f ( X t ) + v<,idgi(xc) + _,0|Л ;(х£) | + s/ÏB* + (L + 1) • 0 d c ( * £ ) , 
i=i j = i 
(az első tag 0 ( / - / ( « , ) + e)(xt) = Öf(xt)). 
Az Fc(xe) > 0, különben az xe kielégítene minden feltételt és f ( x e ) < f(xo) 
lenne, ami e l lentmondana xo opt imal i tásának. Ezért a fenti előállításban csak azok 
a | h j (x E ) | - ok szerepelnek, amelyekre hj(xc) > 0. Mivel az abszolútérték függvény 
a nulla helyet kivéve folytonosan differenciálható, azért a közvetett függvény de-
riválására vonatkozó 5.4. állítás a lapján 
d\hj(xc)\ Ç [ЛДх.)/ |Л,-(*,) | ] -dhi(xt) = [sgn hj(xt)] • dhs(xt). 
Legyen f i £ j [i't ; [sgn hj(xe)]y erre már nem teljesül, hogy f i £ j > 0. Ekkor a fentiek 
n m 
a lapján 0 G A £ 0 / ( x £ ) + £ vCiid9i(xt) + £ pcjdhj(xc) + y/eB* + (L-t-1) ddc(xc), 
.
 i = 1 j = 1 
ez azt jelenti , hogy létezik olyan u£ G 0 / ( x £ ) , u£i,- G дд(хс), t v c j G dhj(xc), 
Ус G zc G (L + 1) • ddc(xc), amelyekre bármely e > 0 esetén 
n m 
A£U£ + vt,i • vc,i + ' Wc'i +У' + zc = 0. 
i=i j=i 
Ha e —* 0, akkor x£ —• x 0 . Ekkor egyrészt a 2.12. állítás (4) a lap ján az 
(uc,veii,wcj ,ye, zc) sorozatnak bármely (u,Vi,Wj,0,z) torlódási p o n t j á r a 
и G df(x0),Vi G dg(x0),Wj G dhj(x0), y = 0, z G (L + 1) • <9dc(x0), másrészt a 
(A o V e j t H c j ) sorozatnak létezik olyan (X,Ui ,p j ) torlódási pont ja , és az 
(uc,vc>i,wej,yc,ze) sorozatnak létezik olyan (u, u,-, Wj, 0, z) torlódási pon t j a , ame-
n m 
lyre 0 G Xdf(xo) + £ Ц % ( * о ) + £ Fjdhj(x0) + (L + 1) • ddc(x0). 
i=i j=î 
Mivel a (Xt,ve,i,p'c j)-V egy n + m dimenziós szimplex pont ja i , azért a szim-
plex kompaktsága mia t t létezik ( A , i / , , p ) ) torlódási pont juk a szimplexben, így a 
(Á£, f £ , i , Pc j ) sorozat (A, i ' i ,P j ) torlódási pon t j ában A , i > 0. 
Ha a y,(xo) < 0, akkor létezik egy olyan környezete az xo-nak amelyben 
gi(x) < 0. Mivel az 5 £ ( x £ ) > 0, azért az ilyen sr,(x£)-ok nem szerepelnek a 0 - t 
konvex kombinációként előállító függvények között , azaz ekkor v t { = 0, így v, = 0, 
azaz Vi • gi(x0) = 0, i = 1 , 2 , . . . , n . • 
6.11. Megjegyzés. A tételt nem lehet a 6.2. tételhez hasonlóan bizonyítani. 
Legyen ugyanis ahhoz hasonlóan legyen F(x) := m a x { / ( x ) — / ( x o ) , 0 i ( x ) , . . . ,gn(x), 
| / i i ( x ) | , . . . , h m ( x ) | } . Ugyanúgy most is x0 az F min imum helye, így 0 G dF(x0), 
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továbbá a burkoló függvény deriválására vonatkozó tétel szerint léteznek olyan 
A > 0, Vi > 0, m > 0 (i = 1,2 n, j = 1 , 2 , . . . , m ) , A + vx + ... + un + 
Ш , . . . , p m számok, hogy 
n m 
0 G Xdf(xo) + 5>,-Ô<7,(XO) + 5 > , 0 М х 0 ) | . 
i=i j = i 
Most azonban a ő | / i j (xo) | kiszámításához nem alkalmazhatjuk a közvetett függvény 
deriválására vonatkozó 5.4. állítást, mert hj(xo) nulla is lehet, és i t t az abszolútérték 
függvény nem differenciálható. Ez az akadály azonban még áthidalható, ugyanis van 
olyan állítás (lásd [4] 2.3.9 tétel), amely szerint 0 | Л ; ( х 0 ) | Ç U adhj(x0), amiből 
1«1<1 
n m 
0 G A d f { x o ) + 5 3 ^ л Ы + 5 3 ^ " aidhi(xo)-
i=i j = i 
Úgy látszik, hogy elértük a célunkat, de sajnos nem, mert előfordulhat, hogy 
A = 0, p, = 0 (i = 1 , 2 , . . . , n) és i/j ф 0 valamilyen j-re, de közben aj = 0, 
azaz i/j • aj = 0, így nem tud tuk biztosítani, hogy a multiplikátorok nem mind 
nullák. 
Ezúton szeretnék köszönetet mondani DANCS ISTVÁNnak, akitől a dolgozat 
megírása során állandó támogatást és segítséget kaptam. 
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C L A R K E ' S D E R I V A T I V E 
I . S Z A B Ó 
In this paper we present the Clarke's derivative. With the help of the dual concept of the 
support function and the support set give a unified treatment of the Clarke's derivative and the 
subderivative. From this one can see the close relation between the generalized derivative and the 
generalization of the directional derivative. 
By means of the Lagrange multiplier rule an example will be given to formulate necessary 
conditions for the constrained extremum problems with the help of the Clarke's derivative. 
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MÁTRIXOK KOPOZITIVITÁSÁNAK A VIZSGÁLATÁN 




A dolgozatban az általános kvadratikus programozási probléma kezelésére alkalmazható olyan 
módszereket tárgyalunk, amelyek parametrizált mátrixok kopozitivitásának a vizsgálatán ala-
pulnak. A kopozitív, ill. nem kopozitív mátrixok bizonyos tulajdonságaira vonatkozó elméleti 
eredmények alapján véges algoritmust dolgozunk ki egy kvadratikus programozással kapcsolatos 
optimalizálási probléma megoldására. A dolgozat végén beszámolunk az eddigi számítástechnikai 
tapasztalatokról. 
1. Bevezetés . A fontosabb fogalmak, jelölések és rövidítések 
A dolgozatban egy új megközelítési módot javaslunk az általános kvadratikus 
programozási (QP) probléma kezelésére. Ennek lényege, hogy az eredeti probléma 
bizonyos szubproblémáira egy transzformációt alkalmazva, az ennek eredményeként 
kapot t , és a szubproblémával ekvivalens leszármaztatot t problémára elvégzünk egy 
véges sok lépésből álló megoldási algoritmust. Ez az algoritmus négyzetes mátrixok 
kopozitivitásának tesztelésére a COTTLE-HABETLER-LEMKE [2] cikkben megadot t 
kritériumok alkalmazásán alapul. A dolgozat néhány alapgondolata már felmerült 
a szerző [4] cikkében. O t t azonban még problémaként szerepelt olyan eljárás kidol-
gozása, mint amilyent a jelenlegi dolgozat már teljesen kidolgozott algoritmusként 
tárgyal. 
Jelöljük TV -rel az r dimenziós euklideszi teret , R r + -rel pedig az összes r di-
menziós nemnegatív vektor halmazát . 
1.1. Definíció. Egy r x r méretű valós szimmetrikus A mátr ix pozitív szemi-
definit (a továbbiakban PSD), ill. kopozitív (a továbbiakban CP) , ha x ' A x > 0 
teljesül minden x £ R. r , ill. minden x £ R r + vektorra. 
Nem kopozitív mátr ixra az NCP rövidítéssel fogunk utalni. 
1.2. Definíció. Egy valós szimmetrikus A mátr ix к -adrendben pozitív szemi-
definit (a továbbiakban ibPSD), ill. i t -adrendben kopozitív (a továbbiakban ifcCP), 
ha A - n a k minden fc-adrendű fő szubmátrixa PSD, ill. СР. 
Azért, hogy a következő definíciónak r = 1 esetén is legyen értelme, tekintsük 
konvenciónak, hogy minden valós szimmetrikus mát r ix OCP. 
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1.3. Defininíció. Egy r x r méretű valós szimmetrikus A mátr ix pontosan 
fc-adrendben kopozitív, ha e mátr ix kCP, de nem (к + 1)CP. 
A most bevezetett fogalomnak arra a fontos speciális esetére, amikor к = r — 
1, külön jelölést, a [2] cikk szerzőinek kezdőbetűiből kialakított CHL szót fogjuk 
használni. Tehát egy r x r méretű valós szimmetrikus A mátr ix CHL mátr ix, ha ez 
a mátr ix (r — 1)CP, de nem CP. 
Egy négyzetes A mátr ix determinánsát |A | -val , ad jungál t já t ad jA-va l fogjuk 
jelölni. A , j -vei jelöljük az adj A mátrix t ranszponál t jának (i,j) koordinátájú ele-
mét, ami nem más mint az A mátrix a,-; eleméhez tartozó algebrai komplementum 
(más szóval: ko-faktor) . 
A 0, ill. 1 szám vektorként használva csupa 0, ill. csupa 1 értékű komponensből 
álló vektort for jelenteni. 
2. Az általános QP probléma és a szubprobléma megfogalmazása 
Az általános kvadratikus programozási probléma alat t a következő feladatot 
ért jük: 
Itt D egy adott n x n méretű mátrix, g egy adott n dimenziós vektor, M egy adot t 
m x n méretű mátrix, b pedig egy adot t m dimenziós vektor. 
A Q P probléma célfüggvényében szereplő D mátrixról semmi további kikötést 
nem teszünk fel. Az / ( x ) célfüggvény tehát lehet se nem konvex, se nem konkáv. 
Rátérünk a szubprobléma megfogalmazására, amelyet e dolgozatban a Q P 
probléma megengedett irányai és megengedett pontjai halmazának véges részhal-
mazaihoz rendelünk hozzá. Megengedett irányok alat t az {x : M x < 0 , x > 0} 
halmaz vektorait, megengedett pontok alatt pedig az {x : M x < b , x > 0 } halmaz 
elemeit ér t jük. 
Tekintsük most megengedett irányok valamely q i , q 2 , . . . , q r , véges sorozatát , 
és megengedett pontok valamely s j , s 2 , . . . , s r 3 véges sorozatát . (Feltesszük, hogy 
r i > 0 és r 2 > 1.) Ekkor Q = [qi, q 2 , . . . , q r , ] egy n x r j méretű mátr ix, S = 
[si, s 2 , . . . , s r J pedig egy n x r 2 méretű mátr ix . 
A (2.1)-nél megadott Q P probléma valamely szubproblémája alat t a következő 
módon leírható problémát ér t jük: 
ahol Q és S a fenti módon megadott mátrixok. A (2.2)-ben feltételi halmazként 
szereplő К halmaz nyilvánvalóan részhalmaza az eredeti (2.1) probléma feltételi 
halmazának. Ezért egy (2.2) alakú probléma optimális megoldásait nevezhetjük 
(2 .1) 
minimalizálandó / ( x ) = x ' D x 4- 2g 'x 
feltéve, hogy M x < b és x > 0 . 
(2 .2) 
minimalizálandó / ( x ) = x ' D x + 2g 'x 
feltéve, hogy x £ 1с = {Qy + Sz : у > 0 , z > 0 , l ' z = 1} 
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szuboptimálisnak a (2.1) problémára nézve. Egy vagy több ilyen szubproblémának 
a megoldása hasznos információt adhat az általános Q P problémára vonatkozóan. 
Szubproblémák generálására alkalmazhatunk extremális pontok keresésére szolgáló 
eljárásokat, Monte-Carlo módszereket vagy egyéb eljárásokat. Ilyen eljárások rész-
letes kidolgozását azonban nem tekintjük e dolgozat feladatának. A továbbiakban 
a (2.2) szubproblémával foglalkozunk, ennek megoldását tűzzük ki célul. 





A = Q ' 0 D g Q s " S' 1 .g ' » . tí l ' 
A = Q ' D Q Q ' D S + Q 'g l ' S ' D Q + l g ' Q S ' D S + l g ' S + S 'gl ' 
Ekkor az r = + r 2 jelöléssel A egy r x r méretű valós szimmetrikus mátr ix. 
Legyen ezenkívül 
(3.3) I = { n + 1, n + 2 , . . . , n + r j } , 
A(/i)-val pedig jelöljük azt a parametrizált mátr ixot , melynek elemei 
ha i ф I vagy j ф X 
+ Л, ha i G I és j G I-
Az újonnan bevezetett jelölésekkel a (2.2) szubprobléma célfüggvénye a következő-
képpen alakí tható át : 
(3.4) ay(A) _ Г 
l "ц н 
/ ( * ) = [* ' К 
(3.5) 
D g x 
g ' 0 1 
[ Q ' 0 D 
S' 1 
.g ' 
= [ y ' Q ' + z 'S ' 1] D g Q y + Sz g ' 1 
Q 
0 — [y ' z ' ] A = [У' z ' ] 
= v ' A v . 
Az á talakítás végén a 
(3.6) 
jelölést alkalmaztuk. A (3.5) átalakításhoz hasonlóan adódik, hogy 
(3.7) / ( х ) + Л = [х ' 1] D g x 
g ' h 1 
= v 'A( / i )v , 
tetszőleges valós h esetén. Az utóbbi formula alapján a következő észrevételt fo-
galmazhat juk meg: Tetszőleges valós h esetén fennáll, hogy / ( x ) + h > 0 minden 
x G к.-ra akkor és csak akkor teljesül, ha v ' A ( h ) v > 0 minden v G Я + vektorra, 
vagyis ha az А(Л) mátr ix CP. Ebből viszont az alábbi két állítás is következik: 
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3 . 1 . Á L L Í T Á S . A 
(3.8) Л* = inf{ft : az А(Л) mátrix CP), 
vagyis 
(3.9) h* - sup{/i : az А(Л) mátrix NCP} 
mennyiség akkor és csak akkor véges értékű, ha az f ( x ) függvény alulról korlátos a 
К halmazon. 
3.2. ÁLLÍTÁS. HA A (3.8)-(3.9)-nél értelmezett h* mennyiség véges értékű, 
akkor a (2.2) szubprobléma optimum értéke —h*. 
A 3.2. állítás alapján következik, hogy valamely x* £ 1С vektor akkor és csak 
akkor optimális megoldása a (2.2) szubproblémának, ha / ( x * ) -fi h* — 0, vagyis 
ha az x*-nak megfelelő v* vektorra v* 'A(h*)v* = 0. (Figyelembe véve a (3.7) 
egyenlőséget.) Igaz tehát a következő állítás is: 
3.3. ÁLLÍTÁS. Ha a (3.8)-(3.9) szerint definiált h* véges értékű, és valamely 
vektorra teljesül 
v* G П \ , 
(3.10) £ < = 1-
•ex 
v* 'A(h*)v* = 0, 
akkor az 
(3.11) x* = Qy* -fi Sz* 
vektor optimális megoldása a (2.2) szubproblémának. Fordítva, ha a (3.11)-nél 
vektorra adott vektor optimális megoldása a szubproblémának, akkor a v* = 
fennáll (3.10). 
A fentiek szerint a (2.2) szubproblémával ekvivalens a következő, a) és b) 
részből álló leszármaztatott probléma: 
a) Határozzuk meg a (3.8) alatt értelmezett h* mennyiség értékét. (Döntsük 
el, hogy h* véges értékű-e. Ha igen, akkor számítsuk ki az értékét.) 
b) Amennyiben h* véges értékű, akkor keressünk egy olyan v* vektort, melyre 
teljesülnek a (3.10) feltételek. 
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4. V é g e s algoritmus a leszármaztatott probléma megoldására 
Jelölje B i ( / i ) , В 2 ( Л ) , . • •, B jv (h ) az A ( h ) má t r ix fő szubmátr ixa i t r end jük nem-
csökkenő sorrendjében, t ehá t a sorrend elején levő B i ( h ) , В 2 ( Л ) , . . . , В Г ( Л ) mát r i -
xok rendje 1, a sor végén levő В лг(Л) m á t r i x r a pedig В лг(Л) = А (Л). Az azonos 
rendű szubmát r ixok egymás között i sorrendje tetszőleges lehet . 
Az algori tmus mene te a következő: A h n e w és к értékek kezdő beál l í tása u t á n 
ciklikusan, к növekvő értékeire elvégzünk egy öeszetett vizsgálatot , miközben a 
vizsgálat eredményétől függően h „ e w ér tékét vál tozat lanul hagyjuk vagy megnö-
veljük. Az u tóbb i ese tben a v n e u , vektort is megadjuk , ill. ú j raér te lmezzük. Az 
algori tmus végreha j tásának eredményeként vagy kiderül, hogy a p rob léma n e m kor-
látos (h* értéke +oo) , vagy pedig az utolsóként kapot t ( h n e w , v n e w ) pár a p rob léma 
megoldását a d j a (h* = h n e w és v* = \ n e w ) . 
A ciklikusam ismétlődő vizsgálatot azzal kezdjük, hogy а В*(/1„
с ш
) mát r ixró l 
e ldönt jük: CHL mátr ix-e . Ehhez COTTLE-HABETLER-LEMKE tétele [2, 3.1 tétel] 
szerint a szóbanforgó má t r ix de terminánsának és ad jungá l t j a elemeinek az előjelét 
kell ellenőrizni. KELLER tétele [2, 4.2. tétel] szerint pedig az ad jungá l t elemeinek 
az ellenőrzését az ad jungál t egyetlen oszlopára lehet redukálni . 
Az algori tmus fo lyamatának leírására a PASCAL programozási nyelv néhány 
egyszerűbb elemét is alkalmazzuk, ezeket ismertnek feltételezzük. A felhasznál t 
PASCAL kulcsszavakat vastag betűkkel í r juk, kiemelés céljából. Az a lgor i tmus 
fo lyamata a következő: 
к := 1; 
h n e w '•= — min{a,-,- : i £ 1 } - 1; 
r e p e a t 
hold hncw î 
if CHL. t e s t ( B k ( h o i d ) ) t h e n (*nincs teendő*) 
e l s e if | В » ( Л
в М
) | = | В * ( Л
в И
+ 1 ) | 
t h e n e x i t (*a p robléma nem korlátos*) 
e l s e 
b e g i n 
h n e w • = K i d - | B f c ( A 0 , ' ^ S - | Ä ( h 0 M ) | ; 
u :== az ad jBfc(h n e № ) má t r ix bármely nemzéró oszlopa; 
v := az u vektor r dimenziós kiterjesztése; 
У new (*normálás+) 
к 
• e i 
e n d ; 
i := jfc + 1 
u n t i l leállási J e l té tel 
Kiegészítő magyaráza tok az algoritmus folyamatleírásához: 
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CHL-test egy Boole típusú függvény, melynek értéke igaz, ill. hamis attól 
függően, hogy az argumentumban adott mátrix nem CHL mátrix, ill. CHL mátrix. 
A függvény értékének kiszámítását KELLER tételének alkalmazásával, a következő 
eljárással végezhetjük: 
func t ion CHL-test (B): Boolean; 
if B-nek van nemnegatív sora 
t h e n CHL-test := t rue 
e lse if |B | > 0 or ad jB első oszlopában van negatív elem 
t h e n CHL-test := true 
e lse CHL-test := fa lse 
A repeat szó után rögtön követlező if szelekció t h e n ága üres; ha tehát 
Bk(hnew) nem CHL mátrix, akkor rögtön к értékének növelésére, és a következő fő 
szubmátrix vizsgálatára térünk át. 
Az u és v„ e w vektorok kijelöléséhez az alábbi magyarázatot fűzzük: Az algo-
ritmus bizonyítása folyamán meg fogjuk mutatni, hogy ha |Bi(h 0 (á) | ф i B ^ h ^ / j + 
1)|, akkor az ad jBt ( / i n e u , ) mátrixnak van zéró vektortól különböző oszlopvektora. 
Ha t'i, »2 , . . . , :,-nek nevezzük a B t szubmátrix sorainak az A mátrixban elfoglalt 
sorindexeit, akkor az u vektor r dimenziós kiterjesztésén azt a v vektort értjük, 
melyre 
(4.1) % Ó = 1 , 2 , . . . , s), 
és 
(4.2) ví = 0, ha i g {»1,«2,.. . ,«'Л. 
A kiterjesztés által kapott v vektorból az algoritmus szerint történő normálás-
sal adódik a vnew vektor. A normálás célja annak biztosítása, hogy a vnew vektorra 
(3.10) második sora teljesüljön. (Be fogjuk látni, hogy a nevezőben levő u, értéke 
i€l 
nem lehet zéró.) 
А у new vektor meghatározása után érdemes kiszámítani az 
(4.3) x = [Q S ] v n e „ , 
vektort nemcsak az eljárás végén, hanem közben is, minden olyan alkalommal, 
amikor az algoritmus menete új v n e w vektor előállítását eredményezi. Nyilvánvaló 
ugyanis, hogy valamennyi így kapott x vektor a QP szubprobléma megengedett 
megoldása. Az algoritmus bizonyítása során pedig az is ki fog derülni, hogy az 
egymás után képzett x vektorokhoz egyre javuló —h„ew célfüggvényértékek tartoz-
nak. Ezért az algoritmus számításainak bármilyen okból történő félbeszakadása 
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esetén az addig esetleg már megkapott részeredmények is felhasználhatók, ha az al-
goritmust kiegészítjük a QP szubprobléma megengedett megoldásainak (4.3) szerint 
történő generálásával. 
A következőkben rátérünk a leállási feltétel értelmezésére. Az unti l szó után 
írhattuk volna konkrétan hogy к > n, amely a legtermészetesebb és legegyszerűbb 
lehetséges leállási feltétel. Ilyenkor ténylegesen sorravesszük az A mátrix valameny-
nyi B^ fő szubmátrixát . Az így elvégzett algoritmus tehát exponenciális lépésszámú. 
Megadhatók azonban más egyéb leállási feltételek, amelyek a lépésszám re-
dukcióját eredményezik. Ezek alkalmazása esetén a fő szubmátrixok közül csak 
a viszonylag kisebb méretűeket kell sorravenni. Vezessük be mátrixok méretének 
jellemzésére a következő definícióban szereplő kifejezéseket. 
4.1. Definíció (és jelölések). Jelöljük egy tetszőleges valós szimmetrikus A 
mátrix esetén ordoA-val az A mátrix rendjét, rankA-val pedig a rangját . Nevez-
zük negordoA-nak az A mátrix azon sorainak számát, melyekben van negatív elem, 
negrankA-nak pedig annak a mátrixnak a rangját , amely A-ból a csupa nemnegatív 
elemet tartalmazó sorok és az ugyanilyen oszlopok elhagyásával keletkezik. 
Az algoritmus leállási feltételeként a következő feltételek bármelyike választ-
ható: 
ordoBjt > rankA(ű n e u ; ) , 
ordoBjt > negordoA(ű„e u ,) , 
ordoBj; > negrankA(ű„ e u , ) , 
ordoBi > ordoD + 1 ( = n + 1), 
ordoBi > rankD + 2. 
A felsoroltak közül a leghamarabb történő leállást a harmadik feltétel biztosítja, a 
többiek viszont könnyebben ellenőrizhetők. A felsorolt leállási feltételek jobb oldalai 
között az alábbi relációk állnak fenn: 
negrankA(/i„e u ,) < гапкА(Л„е ш) < ordoD + 1, 
гапкА(Л„
е ш
) < rankD + 2, 
negrankA(h„ e u i) < negordoA(/in e u ,) . 
A szükséges bizonyításokat a következő két szakaszban adjuk meg. 
5. A véges algoritmus alapjául szolgáló tételek 
Először felsorolunk CP és CHL mátrixok fontosabb tulajdonságaival kapcso-
latos, ma jd valós négyzetes mátrix adjungáltjával kapcsolatos néhány állítást. Ezek 
általában nagyon egyszerűen, elemi módon bizonyíthatók, ezért bizonyításukat el-
hagyjuk. 
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5.1. ÁLLÍTÁS. AZ azonos méretű CP mátrixok halmaza konvex zárt kúp. 
5.2. ÁLLÍTÁS. Egy CP mátrixhoz nemnegatív mátrixot hozzáadva újra CP 
mátrixhoz jutunk. 
5.3. ÁLLÍTÁS. Egy CP mátrix minden fő szubmátrixa szintén CP. (Speciális 
esetként főátlójának az elemei nemnegatívak.) 
5.4. ÁLLÍTÁS. Egy CHL mátrixnak minden sorában van negatív elem. 
5.5. ÁLLÍTÁS. Egy CP (ill. CHL) mátrixból szimmetrikus sor-oszlop per-
mutációval keletkező mátrix szintén CP (ill. CHL). 
5.6. ÁLLÍTÁS. Szinguláris négyzetes mátrixot az adjungáltjával megszorozva, 
zéró mátrixot kapunk eredményül. 
5.7. ÁLLÍTÁS. Szinguláris négyzetes mátrix adjungáltjának a rangja legfeljebb 
1 lehet, vagyis ilyenkor az adjungált valamennyi oszlopa arányos egymással. 
5.8. ÁLLÍTÁS. Tetszőleges R X R méretű valós négyzetes mátrix és tetszőleges 
r dimenziós u , v vektorok esetén fennáll 
|A + u v ' | = |A | + v ' ( a d j A ) u . 
A felsorolt tulajdonságok alapján most még a 3.1. állításhoz kapcsolódóan 
fogalmazunk meg két megjegyzést. 
5.1. Megjegyzés, h* = —oo soha nem állhat fenn, mivel az 5.3. állítás szerint 
tetszőleges i G J index esetén az А (—ац — 1) mátr ix NCP. 
5.2. Megjegyzés. Az 5.1. állítás folytán véges h* esetén az A ( h * ) mátr ix CP. 
Rátérünk a tételként kimondott állítások felsorolására. 
5.1. TÉTEL. (COTTLE-HABETLER-LEMKE tétele). Tegyük fel, hogy egy r X R 
méretű valós szimmetrikus A mátrix (r — 1 )CP. Ebben az esetben A akkor és csak 
akkor NCP, ha teljesülnek a következők: 
( 0 | A | < 0 ; 
(ii) adj A > 0. 
A bizonyítást mellőzzük, mivel az megtalálható a [2, 3.1. tétel] megfelelő szö-
vegrészében. 
5.2. TÉTEL. (KELLER tétele). A tétel állításához az 5.1. tétel szövegét úgy 
módosítjuk, hogy a (ii) feltétel sorát a 
(ii') a d j A első oszlopa nemnegatív 
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sorral helyettes/tjük. 
Eredeti formájában [2, 4.2. tétel] a tétel úgy szól, hogy ,,Egy valós szim-
metrikus mátrix akkor és csak akkor CP, ha minden olyan fő szubmátrixának a de-
terminánsa negatív, amelyben az utolsó sorhoz tartozó összes ko-faktor nemnegatív. " 
A 5.5 állításra hivatkozva, az előző mondatban az ,,utolsó sor" szavak helyére ,,első 
sor" vagy ,,tetszőleges sor" is helyettesíthető. A mátr ix szimmetr iája miat t pedig a 
,,sor" szó helyére ,,oszlop" szót is írhatunk. Az 5.2. tétel megfogalmazásakor azért 
választot tuk az első oszlop vizsgálatát, mert ezzel az algoritmus gépi programjának 
elkészítése során előjövő kényelmi szempontot veszünk figyelembe. 
I t t említ jük meg, hogy négyzetes mátrixok kopozitivitására vonatkozó további 
k r i t é r i u m o k a t t á r g y a l HADELER [3] és VÄLIAHO [8], [9]. 
5.3. LEMMA. Legyen A egy r X R méretű valós mátrix, X, J pedig az 
{1 ,2 R} halmaz részhalmazai. Jelöljük C-vel azt az r X R méretű mátrixot, 
melynek elemei 
f 0, hai$lvagyj<tJ 
'
 Cii
 l 1, haiel és j £ J , 
és legyen 
А(Л) = A + h C . 
Ekkor tetszőleges valós h\, h2-re és tetszőleges Ah ф 0-ra fennáll 
(5.3) M ^ Í E W . ) 
«ex j € J 
Bizonyítás. Elemi úton bizonyítható, vagy az 5.8. állítás speciális eseteként is 
megfogalmazható, hogy tetszőleges valós h esetén 
(5.4) |A(A)| = |A + AC| = |A | + h £ £ A,y, 
•'ex j í j 
Ha most az (5.4) összefüggésben A helyére az A ( h i ) mátr ixot , h helyére pedig Ah-t 
írjuk, akkor azt kapjuk, hogy 
(5.5) |А(Л
Х
 + ДА)| = |A(Ax)| + Ah £ £ A y (Ax). 
»ex j e J 
Ebből Ah ф 0 esetén következik, hogy 
(5.6) l * ( M M ) | - | A [ M L E E A | i ( t | ) 
«ex j ç j 
(5.4) szerint |A(/i) | mint h függvénye, lineáris, és h szerinti derivált ja (meredeksége) 
éppen a 
(5-7) £ £ А,У 
«ex jeJ" 
kifejezés. így az (5.6) jobb oldalán álló összeg értéke nem függ hx értékétől, tehát 
érvényes (5.3) is. 
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5.4. LEMMA. Legyen A egy r x r méretű valós szimmetrikus mátrix, 2 , 3 
pedig az { 1 , 2 , . . . , r } halmaz azonos részhalmazai. Jelöljük A(h)-val az (5.1 )-(5.2) 
szerint előállított parametrizált mátrixot, amely ebben az esetben szintén szim-
metrikus. Ekkor a 
(5.8) Ti = {h : az A(/i) mátr ix CHL} 
halmaz konvex (azaz véges vagy végtelen intervallum). 
Bizonyítás. Tekintsük a 
(5.9) WI = {/I: az А(Л) mátr ix (r - 1)CP}, 
és a 
(5.10) Ti2 = {h : az А(Л) mátr ix CP} 
halmazokat. Ezekre fennáll 
(5.11) Ti = Tii~Ti2, 
a CHL mátr ix definíciója szerint. Az 5.1. állításban megfogalmazott tu la jdonság 
következtében H\ és Ti2 nyilvánvalóan intervallumok a számegyenesen, és mindket tő 
jobbról végtelen. Következésképpen 7í is intervallum, tehát a számegyenes konvex 
részhalmaza. 
5.5. TÉTEL. Tegyük fel, hogy az 5.4. lemrnában szereplő parametrizált A(h) 
mátrixra az (5.8) formulával értelmezett Ti halmaz nem üres, és /i0 = sup Ti véges 
értékű. Ekkor az A(/io) mátrixra fennáll a következő három tulajdonság: 
|А(Л0) | = 0, 
(5.12) ad jA( / i 0 ) > 0, 
E E a ' Í W = Е Е И а ( л » ) Ь - ф 
l e i j e i t ' e i j e i 
Bizonyítás. Jelölje h\ a Ti halmaz egy tetszőleges elemét. Az 5.4. lemma 
szerint h\ < h < ho esetén az A(h) mátr ix CHL, ezért az 5.1. tétel szerint az ilyen 
h értékekre |А(Л)| < 0 és a d j A ( h ) > 0. Ebből folytonosság miat t következik, hogy 
igaz (5.12) második sora, és fennáll 
(5.13) |A(A0)I < 0. 
Mivel h > h0 esetén az А(Л) mátr ix (r - 1)CP, de nem CHL, következésképpen 
ilyen Л-kra az A(/i) mátr ix CP. Az 5.1. állítás folytán az A(/ i 0 ) mátr ix is CP, ezért 
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az 5.1. tétel szerint |A(/io)| < 0 n e m állhat fenn, és eszerint érvényes (5.12) első 
sora is. 
Az 5.3. lemma szerint fennáll 
(5.14) | A ( M l = |А(Ло)1 + (/«i - Л0) 5 3 5 3 А«(Л 0 ) . 
ieijei 
Mivel |A(Ai) | < 0, |A(/»o)| = 0 és /ц - h0 < 0, ezért (5.14)-ből következik, hogy 
(5.15) 5 3 5 3 А
о
( Л 0 ) > 0 , 
« 6 7 j € l 
tehát fennáll (5.12) harmadik sora is. 
5.6. TÉTEL. Tegyük fel ismét, hogy az 5.4. lemmában szereplő parametrizált 
A(h) mátrixra az (5.8) formulával értelmezett H halmaz nem üres. Ekkor tetszőle-
ges valós h esetén igazak a következők: 
(i) sup Я akkor és csak akkor véges értékű, ha 
(5.16) |А(Л + 1)| — |А(Л)| > 0; 
(ii) sup Я = -f-oo akkor és csak akkor, ha 
(5.17) |А(Л + 1 ) | - | А ( Л ) | = 0; 
(Hi) ha sup Я értéke véges, akkor 
|A(fe)j (5.18) sup Я — 5 — |A(h 4" 1)| |A(/i)|* 
Bizonyítás. Az 5.3. lemma szerint a 
(5.19) Ф = | А ( Л + 1 ) | - | А ( Л ) | 
kifejezés értéke nem függ Л-tól. Az 5.1. tétel szerint ad jA(ű ) > О tetszőleges Л G Я 
esetén, következésképpen 
(5.20) Ф = |А(Л + 1)| - |А(Л)| = 5 3 5 3 А 0 ( Л ) > 0. 
• e i j e i 
Az (5.20) egyenlőtlenség és a tétel feltevéséből következően fennálló sup Я > —oo 
egyenlőtlenség miat t elég az (i) és (ii) állításoknak a „csak akkor" részét bizonyítani. 
(i) Tegyük fel, hogy /i0 = sup Я véges értékű. Az 5.3. lemma szerint tetsző-
leges Л G Я értékre 
(521) | А ( М - | А ( & ) | 
ho-h 
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Az 5.1. tétel szerint |A(h) | < 0, az 5.5. tétel szerint pedig |A(fto) | = 0. 
Nyilvánvalóan ho — h > 0, ennélfogva (5.21) bal oldala pozitív, tehát fennáll (5.16). 
(ii) Tegyük fel, hogy sup H = +oo, és megint válasszunk fí-ból egy tetszőleges 
h elemet. Ekkor az 5.3. lemma szerint 
(5.22) |А(Л)| = |А(Л)| + ( А - А ) Ф 
tetszőleges valós Л-ra. Az 5.1. tétel a lapján tud juk , hogy h > h esetén |A(/ i) | < 0, 
ezért 
(5.23) ( Л - Л ) Ф < - | A ( h ) | 
minden h-nál nagyobb h-ra. Ez csak úgy lehetséges, ha fennáll Ф < 0, de ez (5.20) 
miat t csak egyenlőséggel teljesülhet, 
(iii) Az 5.3. lemma szerint 
(5.24) 0 = | А ( А О ) | = | А ( Л ) | + ( А
О
- А ) Ф , 
vagyis átrendezéssel 
(5.25)
 Л о = Л _ ! ± Ш 
Ezzel éppen az (5.18) formulát kaptuk más jelölésekkel. 
6. A véges a lgor i tmus b izonyí tása 
Az ismertetet t algoritmus végessége következik abból, hogy az A mátr ix összes 
fő szubmátr ixá t legfeljebb egyszer vizsgáljuk. 
Megmuta t juk , hogy minden olyan к érték esetén, melyre az algoritmus cik-
lusát végrehaj t juk , és nem jelentkezik a „probléma nem korlátos" észrevétel, j = 
1 , 2 , . . . , h-ra igaz, hogy а В j ( h n e w ) mátr ix CP. Mindig h„ e u , -nak a fc-adik lépésben 
kapott értékével érvényes az állítás. k — N esetén ez az állítás épp azt jelenti, hogy 
az A ( h n e w ) mát r ix CP. (Feltéve, hogy az algoritmus а к > N leállási feltétellel 
fejeződik be.) 
Az állítást indukcióval bizonyítjuk. Legyen először Jb = 1. Ha a Bi (h 0 ; á ) mátr ix 
nem CHL, akkor ebben az iterációban hnew értéke nem változik meg. A B i ( h n e w ) 
mátr ix nem CHL és rendje 1, következésképpen e mátr ix СР. Ha viszont a Bi (h 0 /d ) 
mátr ix CHL, es hnew erteke az algoritmusban megadot t formula szerint módosul, 
akkor az 5.6 tétel szerint 
(6.1) hnew = sup{h : a B i ( h ) mátr ix CHL) , 
tehát az 5.1. állítás folytán a B i ( h n e u , ) mátr ix CP. 
Alkalmazott Matematikai Lapok 15 (1990-1991) 
M A T R I X O K K O P O Z I T I V I T A S A N A K V I Z S G A L A T A 127 
Az indukciós feltevést úgy fogalmazhatjuk meg, hogy a Bj (h 0 id ) mát r ix ko-
pozitív j = 1 , 2 , . . . , к — 1 esetén. Ebből arra kell tudnunk következtetni, hogy a 
Вj(hnew) mátr ix kopozitív j = 1 ,2 , . . . ,A: esetén. Megint két esetet kell végiggon-
dolnunk, at tól függően, hogy a B t ( h 0 / j ) mátr ix nem CHL vagy CHL. На а В k ( h „ i d ) 
mátr ix nem CHL, akkor a F-adik iterációban hnew értéke nem változik meg, tehát 
a B j (h„e
№
) mátr ix kopozitív j = 1 , 2 , . . . , к — 1 esetén. Ez azt is jelenti, hogy a 
Bjic(hnew) mátr ix minden nála kisebb méretű fő szubmátr ixa CP. Mivel még azt is 
tud juk , hogy a B * ( h n e w ) mátr ix nem CHL, mindebből következik, hogy ez a mátr ix 
CP. Most nézzük azt az esetet, amikor a B*(h0 id) mátr ix CHL, és hnew értéke az 
algoritmusban adott formula szerint módosul. А к = 1 esetben már alkalmazott 
gondolatmenettel , az 5.6. tételre hivatkozva írhat juk, hogy 
(6.2) hnew = sup{5 : a Bjt(h) mátr ix CHL}, 
tehát a Bk(hnew) mátr ix CP. Mivel h0id eleme a (6.2)-nél szereplő halmaznak, 
ennélfogva h„id < h n e w . Ezt figyelembe véve, továbbá az 5.2. állításra is hi-
vatkozva, az indukciós feltevésből következik, hogy a Bj( / i„ e u , ) mátr ix is kopozitív 
j = 1 , 2 , . . . , к — 1 esetén. 
Folytat juk az algoritmus helyességének a bizonyítását. Ha az eljárás úgy ér 
véget, hogy valamely к esetén a Bk(h0id) mátr ix CHL és fennáll 
akkor az 5.6. tétel (ii) állítása következtében a Bk(h) mátr ix CHL minden h > h0id 
esetén, ennélfogva az A ( h ) mátr ix semmilyen valós h esetén nem lehet CP. Ilyen 
esetben h* = +oo, tehát a probléma valóban nem korlátos. 
Ha a Bk (h 0 id) mátr ix CHL és |В*(/10м)| ф |В*,(/1„м -f 1)|, akkor be kell még 
látnunk, hogy az adjBi(/in < ! t I ,) mátrixnak van zéró vektortól különböző oszlopvek-
tora. Ez valóban így van, ugyanis az 5.5. tétel szerint a Bk(hnew) mát r ixra fennáll 
aholT* a Bj, mátr ix azon sorainak az indexhalmazát jelöli, amelyek az A mát r ixban 
T-hez tar toznak. • 
A bizonyítás további részét csak а к > N leállási feltétel alkalmazása esetére 
részletezzük. Ha az eljárás e leállási feltétellel fejeződik be, akkor az algoritmus 
során hnew értékének legalább egy alkalommal változnia kellett. A kezdő hnew 
értékkel ugyanis az A ( h n e w ) mátr ix NCP, az 5.3. állítás következtében. Ezért 
a hnew kezdőértékével parametrizált Bk(hnew) szubmátrixok között kell lenni le-
galább egy CHL mátr ixnak, más szóval olyan eset nem következhet be, hogy a 
CHL.tes t függvény az algoritmus lefutása során végig igaz értéket vegyen fel. Ebből 
következik hogy az elvégzett iterációk valamelyike (mondjuk a fc*-adik iteráció) 
során fennáll 
\Bk(hold)\= \Bk(hold + 1)|, 
(6.3) 
•ex* j e i* 
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viszont a ifc*-nál későbbi iterációk során hnew értéke már nem változik. Az algorit-
mus menetéből és a bizonyítás eddigi részéből lá tha tó , hogy az А(Л) mát r ix NCP, 
ha h„id < h < hnew, de az A ( h n e w ) mát r ix már CP. Az algori tmusnak а к > N le-
állási feltétellel tö r ténő befejezésekor t ehá t hntw valóban a (3.8) szerint értelmezett 
h* ér téket veszi fel. 
Az utolsóként generált v„ e u , vektor a ifc* iterációhoz ta r tozó Bk-(hnew) szub-
mátr ixból származik, oly módon, hogy az a d j B f (hnew) má t r ix valamely nemzéró 
u oszlopvektorának v kiterjesztését lenormáljuk az algoritmus folyamatleírásában 
megadot t módon. Az 5.5. tétel szerint а В р ( / 1 „
е ш
) má t r ix ra fennáll 
\Bk.(hnew)\ = 0, 
(6.4) ad]Bk.(hnew) > 0 , 
5 2 5 2 (adjB t . (Ä n e„)) , - , • / 0 , 
• e x ' i e i * 
ahol I * értelmezése hasonló, mint kicsit feljebb, a (6.3) formulánál . A (6.4) tu la j -
donságokból az 5.7. állítás figyelembe vételével következik, hogy az a d j B f (hnew) 
mátr ix r ang ja 1. Ennek a lap ján (6.4)-ből az is következik, hogy az a d j B * . ( h n e w ) 
mátr ix bármely nemzéró u oszlopvektorára fennáll 
u > 0 , 
(6.5) 5 2 «• * 
ie x* 
u'Bk-(hnew)u = 0. 
(Az 5.6. állítás a lap ján adódik (6.5) utolsó sora.) 
Az u vektorra felírt (6.5) tu la jdonságokból következik, hogy az u vektor г 
dimenzióssá tör ténő kiterjesztése, m a j d a ki ter jesztet t vektor alkalmas normálása 
u tán kapot t \ n ew vektor kielégíti a (3.10) feltételeket, ah* — hnew érték esetén. 
(A (6.5) képletcsoport középső sora biztosít ja, hogy a normálás elvégzésekor zérótól 
különböző értékkel oszt juk le a v vektor komponenseit .) Az algoritmus eredménye-
ként kapot t (hnew ,vnew) pár tehát valóban a leszármazta to t t probléma megoldása. 
A CHL . test logikai függvény értéke kiszámításának gyorsí tására a KELLER 
tételén alapuló vizsgálatot megelőzően ellenőrizzük, hogy a vizsgált szubmátr ix sorai 
között nincs-e csupa nemnegat ív elemet ta r ta lmazó sor. Abban az esetben ugyanis 
az 5.4 állítás szerint ez a mát r ix n e m lehet CHL, tehát fölösleges a determináns és 
az adjungál t kiszámítása. 
Egy-egy monda t t a l vázoljuk az algoritmus leírása u tán felsorolt különböző 
leállási feltételek indoklását . Az 5.1. tétel szerint egy CHL mát r ix nem lehet szin-
guláris, ebből kiindulva bizonyítható az o rdoBt > r a n k A ( h n e u , ) leállási feltétel 
helyessége. Az ezt követő ordoB* > negordoA(/i„ e u , ) fennállása esetén tör ténő 
leállást az 5.4. ál l í tásban megfogalmazott tu la jdonság teszi lehetővé. A két u tóbbi 
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gondolat kombinálása eredményezi az ordoB* > negrankA(/i„ e u , ) leállási feltételt. 
Végül az 
A(A) = Q ' D S ' D +lg' 
Q'g 
S'g + hl [tí 1'] [Q s] + 
alakú felírásból látható, hogy az A(/i) mátr ixra tetszőleges valós h esetén fennáll 
rankA(/i) < ordoD + 1, 
és 
гапкА(Л) < r ankD + 2. 
Ez a két egyenlőtlenség teszi lehetővé az utolsóként felsorolt két leállási feltétel 
alkalmazását. 
A két utolsó leállási feletételtől eltekintve, a bizonyítás során sehol nem hasz-
nál tuk ki az A(ft) mátr ix speciális szerkezetét, amely abból adódott , hogy ezt a 
mátr ixot a (2.2) Q P szubprobléma adataiból állí tottuk elő. Az algoritmus érvényes 
tehát ál talánosabb körülmények között is, az 5.4. lemma értelmezése szerinti A ( h ) 
mátr ixra , azzal az egy további kikötéssel, hogy az 1 = J halmaz ne legyen üres. 
Végül megemlíthetjük, hogy az algoritmus egy új , konstruktív bizonyítást szol-
gál tat arra a kvadratikus programozási egzisztenciatételre, mely szerint „ha egy Q P 
probléma célfüggvénye alulról korlátos a feltételi poliedrikus halmazon, akkor fel is 
veszi ott a minimumát". 
7. Számítás technikai t a p a s z t a l a t o k 
A 4. szakaszban ismertetet t algoritmus számítógépes programját FORTRAN 
és PASCAL programnyelvi változatokban készítettük el és P C AT gépen próbáltuk 
ki néhány, viszonylag kisebb méretű Q P probléma megoldására. Az algoritmust 
egyelőre olyan esetekre alkalmaztuk, amikor a (2.2) szubprobléma feltételi hal-
maza azonos az eredeti (2.1) probléma feltételi halmazával, és így a szubprobléma 
megoldásával megkapjuk az eredeti probléma globális opt imumát is. Ehhez azonban 
először fel kell tudnunk írni a (2.1) Q P probléma feltételi halmazának a Motzkin-féle 
felbontási tételen alapuló belső reprezentációját, vagyis elő kell állítanunk a feltételi 
halmaz extremális pont ja i t és extremális irányait. 
Az extremális pontok és extremális irányok meghatározását egy külön program-
mal végezzük. Az előbbiekhez MANAS-NEDOMA [7] cikkében ismertetet t algorit-
must alkalmazzuk. Ugyanezt az algoritmust alkalmazhatjuk az extremális irányok 
meghatározására is, ha az eredeti feltételrendszerben a jobb oldalakat 0-ra módo-
sít juk, és az így kapott feltételrendszert kiegészítjük a J j i ; = 1 feltétellel. 
Az algoritmusunkkal megoldott QP problémák célfüggvénye — egy kivétellel 
— se nem konvex, se nem konkáv. Az egyes problémák megnevezése és eredete: 
В jelű probléma: BALAS [1] cikkében tárgyalt mintafeladat: 
min - 0 , 66667z? + 0,5x? + z i - 0 ,5z 2 
feltéve, hogy 2xx — z 2 < 3, 
x b x 2 > 0. 
Alkalmazott Matematikai Lapok 15 (1990-1991) 
130 KÉRI G. 
M jelű probléma: MAJTHAY et al. [6] cikkében tárgyalt mintafeladat: 
max 0 ,5х 2 - 0,5х\ -f x i + 2ж2  
feltéve, hogy х\ + х 2 < 4, 
2xi - х 2 < 5, 
х
ь
ж 2 > 0. 
К1, К2 jelű problémák: KOUGH [5] cikkében szereplő első két mintafeladat: 
max x\ + x\ - y\ - y\ 
feltéve, hogy A x + B y + С >0 , 
х,У >0 , 
ahol А, В és С adott 5 soros mátrixok a K l probléma esetén, de ugyanezek 8 sorosak 
a K2 probléma esetén. 
КЗ jelű probléma: KOUGH [5] harmadik mintafeladata: Ennek feltételrendszere 
azonos а K2 jelű probléma feltételrendszerével, célfüggvénye azonban 
max x 2 + x\ — y\ — y\ — 50xi — 100x2 . 
B + M jelű probléma: А В és M jelű problémák egyesítéséből adódó Q P probléma, 
melynek feltételhalmaza а В és M jelű problémák feltételhalmazának Descartes 
szorzata. 
B + B jelű probléma: Két azonos alakú probléma formális összetétele. A felté-
telhalmaz а В jelű probléma feltételhalmazának sa já t magával képzett Descartes 
szorzata. 
P l , P2, P3 jelű problémák: A feltételi poliéder belső reprezentációjával megadott 
problémák: Feltételrendszerük a változók nemnegativitásának kikötésén kívül csak 
egy további feltételt tar ta lmaz, amely a P l és P2 jelű problémák esetén < 1 
alakú, а P3 jelű probléma esetén pedig ^ х , - = 1 alakú. 
P4, P5 jelű problémák: A szerző által kitűzött két további mintafeladat . 
A számítógépen le fu t ta to t t mintafeladatok főbb jellemzőit és a futási időket a 
következő táblázat tar talmazza: 
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probl . m i n 
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Néhány le fu t ta to t t problémára bemuta t juk az algoritmus végrahaj tása során 
talált megengedett megoldások és a hozzájuk tar tozó célfüggvényértékek sorozatát . 
Az utolsó megoldás mindegyik probléma esetén az optimális. 
B: 
XI x 2 célf. 
0,0 0,0 0,0 
1,5 0,0 -0,00001 
0,0 0,5 -0,12500 
1,5 0,5 -0,12501 
2,25 1,5 -0,75002 
M: 
X! X2 célf. 
0,0 0,0 0,0 
2,5 0,0 5,625 
3,0 1,0 9,0 
XI X2 
У1 У2 célf. 
1,9953 0,9965 0,9953 0,9953 2,99301 
4,9847 0,0 3,9861 0,4973 8,71076 
4,9948 0,0 3,9978 0,4996 8,71619 
4,9974 0,0 3,9988 0,4997 8,73366 
6,1248 0,8556 5,1265 1,6381 9,28082 
6,1319 0,8514 5,1336 1,6350 9,29814 
12,9882 1,1864 11,9926 3,3149 15,28990 
12,9924 1,1852 11,9968 3,3144 15,29889 
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K2: 
х\ х 2 У1 У2 célf. 
16,1257 15,5901 13,1200 14,9099 108,6520 
16,2149 15,5380 13,1118 14,8599 111,6169 
16,8117 15,2646 13,1900 14,3474 135,8190 
17,4622 14,7453 13,5071 14,0164 143,4512 
КЗ: 
Х\ 
х2 У1 У2 célf. 
16,1257 15,5901 13,1200 14,9099 -2256,646 
16,2149 15,5380 13,1118 14,8599 -2252,927 
11,9839 0,0 29,2130 15,5627 -1551,177 
16,5911 0,0 27,8055 11,9603 -1470,485 
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M E T H O D S O F N O N C O N V E X Q U A D R A T I C O P T I M I Z A T I O N B A S E D 
O N T H E M A T R I X C O P O S I T I V I T Y I N V E S T I G A T I O N 
G. KÉRI 
In t he p a p e r m e t h o d s for the solu t ion of general quad ra t i c p r o g r a m m i n g p rob lems are inves-
t iga ted . T h e s e m e t h o d s are based on coposi t ivi ty invest igat ions of p a r a m e t r i z e d mat r ices . T h e r e 
is given a finite a lgo r i thm for t he solut ion of a n op t imiza t ion p rob l em re la ted to q u a d r a t i c pro-
g ramming . T h e a lgo r i thm is based on theore t ica l resul ts according to some p roper t i e s of coposit ive 
a n d noncoposi t ive ma t r i ces . T h e r e a re also given some c o m p u t a t i o n a l experiences . 
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A KARMARKAR TÍPUSÚ ALGORITMUSOKRÓL 
T E R L A K Y T A M Á S * 
B u d a p e s t 
D o l g o z a t u n k b a n a l ineáris p rogramozás belső p o n t o s a lgor i tmusaival foglalkozunk. A belső 
pon tos a lgor i tmusok KARMARKAR 1984-ben megje lent do lgoza ta ó t a az érdeklődés középpon t j á -
b a n á l lnak m i n d elméleti m i n d implementác iós szempontbó l . C i k k ü n k b e n a belső p o n t o s algori t-
musok egy rövid á t t ek in tésé t a f f juk . 
A Karmarkar típusú algoritmusok h á r o m fő t í pusá t k ü l ö n b ö z t e t j ü k meg: a p ro j ek t í v , po-
tenciá l függ vényes vá l toza to t (KARMARKAR) , az a f f in - (DLKIN-BARNES) és a t r a j e k t ó r i a köve tő 
a lgor i tmusoka t . M i n d a h á r o m t ípus egy-egy egyszerű, könnyen é r t h e t ő vá l t oza t á t közöl jük . 
I s m e r t e t j ü k az induló megoldás t kereső (első fázis) f e l ada to t , va lamin t az a lgor i tmusok so rán 
haszná la tos segédfe lada tok mego ldásá t . 
1. Bevezetés 
A lineáris programozás mindmáig legismertebb, legelterjedtebb megoldási mód-
szere a szimplex módszer, amely ÜANTZIG-tól [3] származik. Már a kezdeti időktől 
vizsgálták a szimplex módszer elméleti és gyakorlati hatékonyságát. A szimplex 
módszer a gyakorlatban nagyon hatékonynak bizonyult, megbízható, gyors imple-
mentációt tesz lehetővé. A módszer elméleti hatékonysága sokáig nyitott , tisztá-
zatlan kérdés volt. Először K L E E és MlNTY [11] adott példát arra, hogy a legrosz-
szabb esetben a szimplex módszer a dimenzió függvényében exponenciálisan sokat 
léphet. így nagy szakadék mutatkozott a szimplex módszer elméleti és gyakor-
lati („átlagos") viselkedése között. Ezt a szakadékot hidalta át (többek között) 
S M A L E [21], aki bizonyította, hogy - alkalmas feltételek mellett - a szimplex módszer 
várható lépésszáma polinomiális. 
Nem kívánunk itt kitérni a szimplex módszerrel, a lineáris programozással kap-
csolatos kiterjedt irodalom áttekintésére, az új pivot szabályok ismertetésére, csak 
a Karmarkar algoritmussal kapcsolatos problémákat, eredményeket ismertetjük. 
így meg kell említenünk, hogy a fenti eredmények, problémák mellett sokáig 
nyitott kérdés maradt , hogy létezik-e polinomiális algoritmus a lineáris programozá-
si feladat megoldására. A problémát KHACSIJÁN oldotta meg, az ellipszoid módszer 
megalkotásával. Az ellipszoid módszer egy változata található KLAFSZKY és TER-
LAKY [10] cikkében, illetve SCHRIJVER [20] könyvében. Az ellipszoid módszer, 
illetve az a tény, hogy létezik polinomiális algoritmus a lineáris programozási fe-
ladatok megoldására, nagy izgalmat váltott ki, elsősorban a kombinatorikus opti-
malizálás területén. Sok feladatosztályról sikerült belátni, hogy megoldására létezik 
polinomiális algoritmus. Az ezzel kapcsolatos eredmények egy lényegében teljes 
*A k u t a t á s az O T K A 1044.sz. és az E G P O 59/86 p á l y á z a t o k részleges t á m o g a t á s á v a l t ö r t é n t . 
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áttekintése található SCHRIJVER [20] könyvében. Az ellipszoid módszer nagyon 
hamar újabb problémákat vetett fel. A módszer elméleti hatékonysága számtalan 
implementációt indukált. Azonban nagyon hamar kiderült, hogy az ellipszoid mód-
szer elméleti hatékonysága ellenére gyakorlatilag használhatatlan, már kisméretű 
feladatok esetén sem adott kielégítő megoldást. Ez azt a problémát vetette fel, 
hogy van-e olyan polinomiális algoritmus, amely elméletileg és gyakorlatilag is 
hatékonyan oldja meg a lineáris programozási feladatokat. 
A fenti probléma megoldásának út ján (ha a megoldás kérdése még nem is dőlt 
el véglegesen) mindenképpen nagyon jelentős lépés KARMARKAR [8] algoritmusa. 
Míg a szimplex módszer a megengedett tartomány (poliéder) csúcsain, a Khacsiján 
algoritmus a poliéderen kívül iterálva, a poliédert tartalmazó csökkenő térfogatú 
ellipszoid sorozatot definiálva oldja meg a lineáris programozási feladatokat, addig 
a Karmarkar féle projektív algoritmus belső pontokon, a belső pontok köré gömböket 
(ellipszoidokat) írva közelíti a feladat optimális megoldását. 
KARMARKAR cikke óriási pezsgést indított el a matematikai programozási tár-
sadalomban. Különösen KARMARKAR azon többször is elhangzott állítása váltott 
ki heves vitát, amely szerint algoritmusa jelentékenyen (50-szer, 100-szor, sőt nagy 
méretekben ennél is többször) hatékonyabb, mint a szimplex módszeren alapuló, 
kereskedelmi forgalomban is kapható LP programcsomagok. Habár ez még nem 
megnyugtatóan bizonyított, annyi azért általánosan elfogadott, hogy lényegesen 
hatékonyabban implementálható, mint az ellipszoid módszer, és legalábbis a 
szimplex módszerrel is összehasonlítható eredményeket ad. Általában meglepően 
kevés (az elméleti korlátnál sokkal kevesebb, lényegében konstans számú) iteráció 
szükséges a feladat megoldásához, azonban az iterációk nagyon költségesek, számító-
gépigényesek. Nem célunk itt az implementációs kérdések, eredmények áttekintése, 
csak néhány hivatkozást említünk az érdeklődő olvasó könnyebb tájékozódása céljá-
ból. KARMARKAR [8] cikkében már hatékony implementációra is utal.ToMLiN [25] 
negatív tapasztalatait közli. R o o s [17, 18, 19] is közöl tapasztalati eredményeket, 
GLLL és társai [5, 6] számos implementációs kérdést tárgyalnak. Ezen szerzők 
eredményei azonban meg sem közelítik KARMARKAR fent említett állításait, me-
lyeket [9] cikkében megerősít, sőt fokoz. 
A Karmarkar algoritmussal kapcsolatos belső pontos eljárások irodalmának tel-
jes áttekintése szinte lehetetlen feladat a cikkek nagy száma, sokfélesége, valamint az 
újabb és újabb cikkek megjelenése miatt . Itt csak a fő irányzatok tömör áttekintését 
kíséreljük meg. 
A belső pontos algoritmusok három fő osztályát különböztetjük meg (természe-
tesen ezek közti átmenetek is előfordulnak), ennek megfelelően cikkünkben a három 
fő algoritmusirányt muta t juk be a további fejezetekben. 
Az első csoportba a „projektív-potenciálfüggvényes" változatok tartoznak. Ide 
t a r t o z i k KARMARKAR [8] e r e d e t i c ikke , ANSTREICHER [1], IRI és IMAI [7], KOJIMA 
[12], RENEGAR [16] és R o o s [17] algoritmusa. 
A második csoport az „affin", illetve „affin skálázási" algoritmusok. Ide BAR-
NES [2] és DIKIN [4] algoritmusai tartoznak. Itt meg kell említenünk, hogy DIKIN 
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és BARNES algoritmusa azonos, csak az az érdemi eltérés, hogy BARNES cikke 
sokkal részletesebb konvergencia analízist tar talmaz. így BARNES mintegy húsz 
évvel később ú j ra felfedezte DIKIN algoritmusát, ami azt is mu ta t j a , hogy a belső 
pontos megközelítés a lineáris programozásban sem teljesen új , csak ú jabb tech-
nikák, komplexitást vizsgáló eszközök birtokában új megvilágításba került, és ú jabb 
eredményekre vezetett . 
A harmadik t ípusba a „ t ra jektór ia követő" algoritmusok tartoznak. I t t tu-
la jdonképpen egy paraméterezet t feladatsereg „(analitikus) centrumai" által leírt 
görbét közelítik az iterációs pontok. Ebbe az osztályba tar toznak R o o s [18, 19], 
S O N N E V E N D é s S T O E R [22] , Y E é s T O D D [27] a l g o r i t m u s a i . 
Mindhárom algoritmusosztályba, mint említet tük, számos algoritmus, algorit-
musváltozat tartozik, melyek tárgyalásától terjedelmi okokból eltekintünk. 
Meg kell említenünk azon eredményeket is, melyek a belső pontoe algoritmu-
sok szimplex módszerhez való viszonyát vizsgálják (TODD [24] és MEGIDDO [14]), 
illetve azt, hogyan kapható egy optimális bázismegoldás a belsőpontos algoritmusok 
e r e d m é n y é b ő l (MEGIDDO [13, 15]). 
Szoros kapcsolat fedezhető fel a külső pontos (ellipszoid) módszerek és a belső 
pontos módszerek között, melyet többek között YE [26] illetve YE és TODD [27] 
vizsgált. 
A lineáris programozásnál bővebb feladatosztályokra is kiterjesztették (kiter-
jesztik) a belső pontos megközelítést. így YE [28] konvex kvadratikus progra-
mozásra, KOJIMA [12] lineáris komplementaritási feladatokra, míg SONNEVEND és 
STOER [22] konvex kvadratikus feltételes kvadratikus programozási feladatokról bi-
zonyította, hogy van polinomiális algoritmus megoldásukra. 
Végül az irodalom rövid áttekintésének zárásaként megemlítjük, hogy - egy-
előre polinomialitás bizonyítása nélkül - megkezdődött a fenti algoritmusok alkal-
mazása bővebb feladatosztályokra, úgymint nemkonvex programozási feladatokra 
és kombinatorikus optimalizálási feladatokra. Sajnos ebből a témakörből még nem 
áll rendelkezésre publikáció (csak konferencia előadások hangzottak el). 
Cikkünkben KARMARKAR [8] „projektív" algoritmusának egy olyan vál tozatát 
közöljük, mely R o o s [17] interpretációjához áll legközelebb. Az „affin" változatot 
BARNES [2] cikke alapján, míg a „ t ra jektór ia követő" algoritmust R o o s és VIAL 
[19] dolgozata a lapján ismertet jük. 
Függelékekben foglaltuk össze az algoritmusok megértéséhez, felépítéséhez 
szükséges előismereteket, segédfeladatokat és azok megoldását, a belső pontot elő-
állító „első fázis" feladatát , a szükséges transzformációkat. A függelékben közöltek 
nagy része a [8, 10, 17, 20] publikációkban található. A témakörben tájékozat lan 
olvasónak célszerű a Függelék tanulmányozásával kezdeni. 
Jelöléseinkről megjegyezzük, hogy a mátrixokat latin nagybetűkkel, a vek-
torokat latin kisbetűkkel, a skalárokat és a vektorok illetve mátrixok koordinátái t 
görög betűkkel jelöljük. A T felső index jelenti a mátr ix t ranszponál t já t . Általá-
ban a min{cx : Ax = b, x > 0} lineáris programozási feladatot tekintjük, ahol az 
általánosság megszorítása nélkül feltehető, hogy A : mxn méretű mátrix, c, x £ R " , 
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b G R m , rang (A) = m, és 1 < m < n. (A redundáns feltételek kiszűrése Gauss-
eliminációval - nyilván polinomiális algoritmus - elvégezhető.). R " a szigorúan 
pozitív, míg R $ a nemnegatív vektorok halmazát jelöli. Az alábbiakban S" = {x : 
lx = n, x > 0} jelöli az n-dimenziós tér ( 0 , . . . , 0, n, 0 , . . . ,0) pont ja i által definiált 
szimplexet, ahol 1 = ( 1 , . . . ,1) . 
Feltételezzük, hogy a paraméterek egész értékűek, ami a paraméterek raciona-
litásával egyenértékű. 
Cikkünk fő célja a Karmarkar algoritmus fő variánsainak és leglényegesebb 
részeinek bemuta tása ismeretterjesztő céllal. A numerikus, számítógépes imple-
mentáció problémáit, eredményeit egy másik cikk fogja tárgyalni, melyet MAROS 
ISTVÁN ír. így remélünk egy lényegében teljes áttekintést adni erről az ú j területről. 
2. Karmarkar projektív algoritmusa 
Ebben A fejezetben az eredeti KARMARKAR [8] algoritmust ismertet jük. Tár-
gyalásunk légyegében a projektív algoritmus R o o s [17] féle interpretációját követi, 
ahhoz áll a legközelebb. így tárgyalásmódunk célja nem a leghatékonyabb változat 
közlése (ez még nem is eldöntött kérdés), hanem az algoritmus fő lépéseinek, lényeges 
pontjainak lehető legegyszerűbb bemutatása . 
Tekintsük az általános 
min cx max yb 
(2.1) Primái Ax > b Duál ATy < с 
x >0 y>0 
lineáris programozási fe ladatpár t . Mint ahogy F.5. és F.6. függelékekben is is-
merte t jük, (2.1) feladatpár megoldása ekvivalens a 
min e \x 
Ax = 0 
lx = 71 
x > 0 
feladat megoldásával, ahol az A mátr ix teljes rangú, az 1 = ( 1 , . . . ,1) pont pozitív 
induló megoldása a (2.2) feladatnak, és a célfüggvény optimális értéke zérus. Ehhez 
csak azt kellett feltételeznünk, hogy a (2.1) feladatnak van optimális megoldása, 
és a primál optimális halmaz korlátos. Ezek a feltételek tetszőleges polinomiális 
algoritmussal, polinomiális időben ellenőrizhetőek. 
Segédfeladat 
Legyen a > 0 a (2.2) feladat egy megengedett megoldása. Ennél szeretnénk egy 
jobb megoldást kapni. Az F.3. függelék szerint affin halmaz és ellipszoid (gömb) 
metszetén (a középpontból indulva) meghatározható egy lineáris célfüggvény mi-
nimuma. Ahhoz, hogy az ot t leírtakat alkalmazhassuk, az a pontot egy gömb, 
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esetünkben E(L, o r ) középpontjába kell t ranszformálnunk. Eközben szeretnénk 
megőrizni a (2.2) feladat specialitását. Ez megtehető az alábbi, az F.6. függelékben 
leírtakhoz hasonló, projektív transzformációval. 
T'(x) = ( - • - . - ) = i f ^ D - 1 * = 
y> Ll W <W lD~lx 
kxa> 
ahol D = diag(t t j ) . Könnyen ellenőrizhető (mint F.6. függelékben), hogy: 
(1) r - ^ x ) = ( 6 « ! , . . . , £ , « „ ) = ü ^ d x , 
j = l 
(2) Г ( а ) = l 
(3) Ах = АГ~\х) = 0 <t=> ADx = 0, 
(4) ( Г - 1 ^ = = Q < = > i 1 = 0. 
E b к 
i=1 





(x — l ) 2 < a 2 r 2 
j 
függelékben leírtak szerint 
feladatnak, akkor x = T ' x(ar) jobb megoldása (2.2)-nek mint a. Ekkor az F.3. 
(2.4) x = el--l-DAT(AD2AT)~ïADel. 
n 
A leírt javí tó eljárást az 1. ábra szemlélteti. 
A fenti javí tó eljárás ismételt alkalmazásával nyerjük Karmarkar projektív al-
goritmusát. 
Algoritmus (K) 
Inicializálás. - Adott az x° = 1 > 0 pont, mely megoldása a (2.2) feladatnak. 
Legyen к = 0. Adot t e > 0. 
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1. ábra 
Általános lépés. Adott xk > 0, melyre Axk = 0, lxk = n. Legyen 
DK = d i a g ( ^ ) . 
— Ha < e akkor STOP. 
— A segédfeladatban leírtak szerint legyen 
«*+» = í r V ) 
— к = к + 1. 
Megjegyezzük, hogy Dt+1 = d iag(x 4 + 1 ) = Dk diag(x4). 
Az alábbiakban egy úgynevezett potenciálfüggvény segítségével belátjuk, hogy 
az algoritmus <r(n loge) lépésben megáll (az optimális megoldásnál), azaz poli-
nomiális. 
2.1. Definíció. Az F(x) = — -— := =í— függvényt potenciálfüggvénynek 
r u U x j=1 
nevezzük. 
Megjegyezzük, hogy valójában az F függvény logaritmusa K A R M A R K A R po-
tenciálfüggvénye, és mint azt az alábbiakban látni fogjuk, log(F) tényleg potenci-
álfüggvényként viselkedik. Vegyük észre továbbá, hogy korlátos tar tomány esetén 
akkor és csak akkor „kicsi", ha F(x) „kicsi". 
Most a T" projektív transzformáció és az F potenciálfüggvény kapcsolatát 
vizsgáljuk. 
2 .1 . LEMMA. H a x , x ' G Sn és x , x ' > 0 akkor 
F(TÍ(x)) F(x) 
F(T'(x')) F(x'Y 
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Bizonyítás. Nyilván F(TL(x)) = F (% = - ^ ^ r . Hasonlóan 




KÖVETKEZMÉNY. Minden к > 0 esetén 1 ' - F(xk). 
F(x") 
Bizonyítás. Mivel T'k(xk) = 1 és xk+ï = T(~l(xk), így T'k(xk+l) = xk, amiből 
= F(xk). 
F(xk+k) F(Tl(xk+i)) F&) _ 
F(xk) F(TÍ(x«)) FQL) 
így most már a potenciafüggvény javulás mértékére is becslést t u d u n k adni . 
1 F ( x i + 1 ) 2 
2 . 2 . LEMMA. На a — - , akkor V . . < - . 
2 F(xK) e 
2 
Bizonyítás. Az előzőek a lap ján elég megmuta tn i , hogy F(x ) < - . Definíció 
e 
(£*)" (1 2 _ ) n 
szerint F(xk) = ЩФг < v " - 1 , ahol az u tóbbi egyenlőtlenség az F.4. függe-
11« , 1 1 * 
lékben bizonyí to t t célfüggvénybecslés mia t t áll fenn. 
Mivel a [ j i 1 szorzat az E(l, ar) П Sn gömbön (lásd F.8. függelék) az 
l - f - a 1, — — j - , . . . , pon tban veszi fel a min imumát , így xk > (1 — a ) 
a e _ 2 a 
< e 2 (t > 0) egyenlőtlenség és 1 < 1 mia t t az F(xk) < - egyenlőtlen-
n — 1 1 — a 
séget nyer jük. Ez u tóbbi pedig or = 1/2 esetén a kívánt egyenlőtlenséget adja . 
KÖVETKEZMÉNY. На a = akkor F(xk) < . 
Bizonyítás. F(x°) = E( l ) = 1 mia t t az előző lemmákból adódik. 
A potenciálfüggvény a fentiek szerint zérushoz konvergál, a konvergencia se-
bessége lineáris. így elérkeztünk ahhoz a ponthoz , amikor be l á tha t j uk , hogy az 
algori tmus polinomiális lépésszámban véget ér. 
2 .1 . TÉTEL. Az algoritmus <r(n log e) lépés után megáll, azaz polinomiális. 
( f k ) n í 2 \ k 
Bizonyítás. Az előző következmény mia t t 1 < [ - ] . T o v á b b á a számta -
П * * W 
n 
Ç / f , / 2 \ к 
i - m é r t a n i egyenlőtlenség mia t t xk < = 1. így ( £ Í ) n < ( - ) , amiből 
n \ e j 
n  
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к 
< e, ha П < £, azaz ha 
j . 4 n l Q g £  
ь > п- — ; . 
~ log 2 — log e 
KÖVETKEZMÉNY. így ha e < 1/<т, ahol а a paraméterek terjedelme, ahogy azt 
az F.2. függelékben bevezettük, akkor az ott leírtak szerint optimális megoldásnál 
áll meg az algoritmus. Ekkor 
. . bg(7 
к > п- : - . 
- 1 — log 2 
Tehát a potenciálfüggvény segítségével belát tuk, hogy KARMARKAR projektív 
algoritmusa polinomiális lépésszámban megoldja a lineáris programozási feladatot . 
3. A Dikin-Barnes algoritmus 
Mint a bevezetőben is említettük, a KARMARKAR algoritmus affin változatát 
BARNES [2] közölte, de ez az algoritmus már DIKIN [4] munkáiban is megtalálható. 
Talán ez a legegyszerűbb, legkönnyebben érthető variáns a belsőpontos algoritmusok 
között. 
Tekintsük a 
min cx max yT b 
(3.1) Primál : Ax - b Duál: ATy < с 
x > 0 
lineáris proramozási feladatpárt . 
Legyen x > 0 pozitív megoldása a primál feladatnak. Ilyen az F . l . függelékben 
leírtak szerint előállítható. Legyen 0 < p < 1 tetszőleges rögzített szám. 
3.1. LEMMA. Minden 0 < p < 1 esete'n 
Bizonyítás. Nyilvánvaló, hiszen < 0 esetén ^ - > 1. 
s j 
így a (3.1) primál feladat helyett (iterációs lépésként) oldjuk meg az alábbi 
egyszerűbb feladatot. 
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min cTx 
Ax = b 
(3.2) „ . 
J=1 4 
Vegyük észre, hogy (3.2) fe ladat s t rukturá l i san megegyezik az F.3. függelékben 
tárgyal t (F3.1) fe ladat ta l , &z A = А, с = c, b = b, a =1, D = d iag(£j) szereposztás-
sal. így ese tünkben 
(3.3) « = -(AD2 A1*)-1 AD* с 
(3.4) C=1-\\D(c + ATu)\\ 
D2(c + ATu) 
( 3 5 ) X = a
-\\D(c + ATu)\\p 
(3.6) z = CD~\x-a) 
(3.7) cx = cx- p\\D(c + A T u ) | | 
így most már megfogalmazhat juk a Dikin-Barnes féle algoritmust. 
Algor i tmus ( D - B ) 




 > 0, A x k = Ь ado t t . 
4+1 k D2(c+ATuk) 
—Legyen x = x -
 + 
(3.8) ahol Dk = diag ( (}) és 
(3.9) uk = —(ADkAT)~1ADkc 
-k = k + 1. 
Az alábbi tétel az algori tmus konvergenciáját b iz tosí t ja . 
3 .1. TÉTEL. На a (3.1) primál-duál feladatpár nem degenerált és van op-
timális megoldása, akkor az {x*} sorozat a primál, a {—uk] sorozat pedig a duál 
feladat optimális megoldásához konvergál. 
Bizonyítás. A nemdegenerál tsági feltételből következik, hogy a pr imál és a duál 
fe lada tnak is egyértelmű optimális megoldása létezik, ami csúcs. Feltehető, hogy 
ekkor A első m oszlopa ad j a a bázist (optimális bázist) . 
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Az F.2. függelékben ismertetet tek szerint az x primal és y duál optimális 
megoldások esetén f i > - , . . . , f m > - , f m + i = 0 , . . . , f „ = 0 és 71 - yax = 
(t <t ^ 
0 , - •• , 7 m - J / l m = 0 , 7 m + l ~ У Я т + l > ~ , • • • , Уп ~ У й „ > - . 
(г (t 
A (3.7) képlet szerint c x t + 1 = cxk - p | |A t ( c + ATu*)ll> vagyis a célfüggvény 
érték szigorúan monoton csökkenő sorozatot alkot, ez a sorozat alulról korlátos 
(mivel van optimális megoldása a feladatnak), tehát konvergens. így lim | |ű j t (c + 
k—100 
A T u*) | | = 0. Legyen e < —, és legyen p olyan nagy, hogy 
<t 
| | Д ь ( с - М т и * ) | | < £ 2 , ha k>p. 
Ekkor £2 > > у / ( ф 2 ( ъ ~ ^ У к У = Ф Ъ ~ I • 
Nemdegeneráltság mia t t van n — m darab olyan koordináta, melyre (feltehető j = 
m - ) - 1 , . . . n) |Tj-ajykI > e. így ( k < e, j = m + 1 , . . . , n, és így nemdegeneráltság 
miat t f j > e, j = 1 , . . . , m és - ajyk\ < e, j = 1 , . . . , m . 
Ezekből a feltételekből következik, hogy ax,... ,am lineárisan független rend-
szer, így bázis. Legyen x illetve y az ehhez a bázishoz tar tozó megoldás. (Ekkor xk 
„közel van" x-hez , (c + ATuk) „közel van" (c — A T y) -hoz . ) 
Az F.2. függelékben leírtak szerint két különböző bázismegoldás távolsága leg-
alább л/2е, így egyértelmű az az x csúcspont, melyhez x* „közel van". A 
egyenlőtlenségből következik, hogy ( Д + 1 - f j ) 2 < p 2(f j") 2 , amiből Д < p f j , 
azaz f - + 1 > (1 - így £ < (1 - p)~ esetén f j > —-ból következik > e, 
3
 с (у 
azaz elég nagy к esetén az {x*} sorozat mindig az x csúcs egy környezetében marad. 
Tehát lim x k = x. 
к-юо 
Hasonlóan, meg kell muta tnunk , hogy lim (—uk) = у = CßB~ x , ahol В = 
к—>са 
( a j , . . . , a m ) , c ß = ( 7 1 , . . . , 7 m ) . Legyen Dk = d i a g ( f f , . . . így 
ADlAT = j 2 W a j a j = BDlB+ £ ( t f f a r f = BD\B + eb 
j = l j = m + l 
ahol £j = o(£2), melyből 
(ADlAT)~x = (/ + ( Т Ш ^ Г ^ Г Ч ^ Я ) - 1
 = 
= { / - (BDlB)-lex + (BD\B)-2e\ - ...}{BD\B)~1 = 
= ( B D t 2 5 ) ~ 1 + £ 2 , 
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ahol e2 = °(£2)- Az vektor meghatározásához még az AD\c szorzatot kell 
kiszámolni. A fentiekhez hasonlóan 
AD\c=BDlcB+ £ aj7j((j)2-
k=m +1 
A fenti két formula alapján 
-u
k
 = (.ADlAT)~lAD\c = (BD\BT)-lBDlcB + £3 = (BT)~kcB + es> 
ahol £3 = o(£2). így nyilván, ahogy állítottuk, 
lim ( - u l ) = y = cBB~l. 
k—e OO 
Tehát eddig belát tuk, hogy az {x 1 } és a {—uk) sorozatok ugyanahhoz a (primál 
illetve duál) bázismegoldáshoz konvergálnak. Mivel belső pontokon halad az algo-
ritmus, az x megoldás primál megengedettsége nyilvánvaló. Be kell látnunk, hogy 
az y megoldás duál megengedett , továbbá az optimalitáshoz be kell még látnunk a 
komplementaritási feltételek teljesülését. A (3.5) képlet szerint 
f m = f k - t - i * ) 
4 4
 \\Dk(c-ATy*)\\ 
melyből következik, hogy 
Ъ - <ЧУк < 0 =» 
Ъ - a j yk > 0 => t k + 1 < $ 
(Hasonlítsuk össze a szimplex módszernél tapasztal t változó növekménnyel.) 
így a bázisváltozókra j j — ajyk —• 0, mivel £k —* > t. így у duál 
megengedettségéhez azt kell belátni, hogy j j — ajyk > 0, к = m + 1 , . . . , п. А 
nembázis változók esetén pedig j j — ajyk > 0, ugyanis ez a kifejezés csak úgy 
vál thatna előjelet, ha közben zérus értéket is felvenne, ami a nemdegeneráltsági 
feltétel miat t lehetetlen. így a £k koordináták j = m + 1 , . . . , n esetén monoton 
ta r tanak zérushoz, továbbá 
lim ( j j - Qj yk ) = 7j ~ajy > 0, j = m+ 1 , . . . , n. 
k—eoo 
Nyilván cx = cBxB = cBB~1b = yb, azaz a célfüggvény értékek megegyeznek, 
mivel azonos bázishoz tar tozó megoldásokról van szó. így nyilván a komplemen-
taritási feltétel is teljesül, azaz xT(c — ATy) — 0, ugyanis j j — aj y = 0, j = 1 , . . . , m 
és Zj = 0, j = m + 1 , . . . , п. 
Összefoglalva, Ах = b, x > 0, Атy < с, (c — yA) x = 0, azaz az {x*} —• x és 
{y k} —* y sorozatok a feladat optimális megoldásaihoz konvergálnak. 
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Konvergenciasebesség 
Az iterációs képletek és a célfüggvény javu lásá t leíró képletek a lap ján meg-
becsülhet jük a Dikin-Bames algoritmus konvergenciasebességét. 
3 .2 . TÉTEL. A (D-B) algoritmus által generált {a:*} sorozat esetén 
cx
k+ 1
 - cx < ( 1 - . P ) (cxk - cx), 
- V y/n-m + ekJK 
ahol x a feladat optimális megoldása. 
Bizonyítás. Az előző té te l bizonyításából t u d j u k , hogy x = ( í i , . . . , í m , 
0 . . . . . 0 ) . így 
cx
k
-cx = [Dk(c-ATyk)]TD;l(xk-x) < \\Dk(c - ATyk)\\Vn - m + ek = 
= -(cxk — схк+1)-фп — m + ek 
p 
ahol e t = E ( ^ ^ ) — 0, ha i — oo. Ebből 
- m ) 
(cxk+1 - cx) - (cxk - cx) < - 9 (cx* - cx) 
y n — m + 
c a ; t + 1 - cx < [1 - . P ) (cxk - cx) 
- \ \фп — m + e k ) 
Ahogy á l l í to t tuk. 
4. Roos és Via l trajektóriakövető algoritmusa 
Tekintsük a s t anda rd fo rmájú LP fe lada tpár t : 
min cx max by 
(4.1) Pr imál : Ax = b Duál: ATy < с 
x > 0 
Legyen D — diag(^,) , és vizsgáljuk az alábbi paraméteres lineáris komplementar i tás i 
fe lada to t : 
Ax=b 
(4.2) ATy + z = с Xl°n 
z > 0 
D z - ß 1 
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Nyilván ß = 0 esetén (4.2) megoldása ekvivalens (4.1) megoldásával. Meg-
jegyezzük, hogy (4.2) nem más, mint a primál feladat ß paraméterű min {ez — 
I Ax — b, x > 0} logaritmikus barrier függvényes feladatának Kuhn-
Tucker rendszere. 
Amennyiben adot t ß és adot t x > 0 értékek mellett szeretnénk a (4.2) feltéte-
leket lehető legjobban kielégítő (y, z) vektort előállítani, akkor az (F8.1) feladatot 
kapjuk, melynek megoldása (F8.2) , . . . ,(F8.6) képletekkel explicite előállítható, 
így az ott leírtak szerint: 






Az в = jelölést bevezetve tehát z* = 2x — Ds, és S(x,ß) = ||s —1)|. 
4 .1 . LEMMA. Ha S(x,ß) < 1, akkor x* > 0, Ax = Ax' és 6(x*,ß) < 6(x,ß)2. 
Bizonyítás. 6(x,ß) < 1 - bői az (s — l ) 2 < 1 egyenlőtlenséget kapjuk, így 
s = ( < r j , . . . , <rn) jelöléssel 0 < о, < 2, ahonnan 
Ci = 4 i ~ Íi<n = 6 ( 2 - <r<) > 0, azaz z* > 0. 
Továbbá (F8.2) felhasználálával s definíciója miat t 
Ax* = 2Ax - ADs = 2Ax - Ax = Ax 
(F8.5) mia t t (y, z) megengedett megoldása az (F8.1) feladatnak, így 
Mivel D*D~ls = (2D - DS)D~ls = 2s - Ss, ahol S = diag(<7,), így 
62(x\ß) < (2 s - S s -I)2 = 5 3 ( 2 (г,- - aj; - I ) 2 = É K - I ) 4 
•=i t=i 
^ ( È K - 1 ) 2 ) 
A fenti lemmában csak az x = ЕЛ paramétereket módosítot tuk, a következő 
lemmában arra adunk becslést, hogyan változik 6(x,ß), ha ß-t csökkentjük. 
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4.2. LEMMA. Legyen ß* = (1 - ü)ß, ahol 0 < T? < 1. Ekkor 
6(x,ß*)<T^(6(x,ß) + rViï). 
Bizonyítás. Mint 4.1 lemmában is lát tuk, ( y , z ) megengedett megoldása az 
(F8.1) feladatnak. így 
ahogy állí tottuk. 
A fenti két lemma eredményét a következő lemmában foglaljuk össze, amikor 
arra adunk becslést, ha x —• x*, ß —• ß* változtatásokat egyidejűleg ha j t j uk végre. 
4.3. LEMMA. Ha 6(x,ß) < i , t? = és x*,ß* az előbbiekben adottak, 
akkor 
S(x*,ß*)< 2-
Bizonyítás. Az előző lemmákat felhasználva: 
1 [1 _ J _
 r \ _ 67 Ï Ï _5 1 
^ 1 _ + - 1 ' 12 - 2 
A 4.3 lemma alapján már egy iteratív algoritmus konstruálható x és ß sorozatos 
módosításával. Mielőtt ezt leírnánk, előbb még egy becslést bizonyítunk. 
4.4. LEMMA. На 6(x,ß) < 1, (y,z) kielégíti az (F8.5), (F8.6) feltételeket, 
akkor z > 0, és 
ß(n - 6(x, ß)y/n) < ex - yAx < ß(n + 6(x, ß)y/n). 
Dz Dz 
Bizonyítás. 6(x,ß) definíciója szerint 6(x,ß) — | |— 1]| < 1, ahonnan —— > 
h г 
0, azaz x > 0 miat t z > 0. (Ekkor Ату < с). Másrészt 
ex — y Ах = (с — Ату)тх — zx, és 
Alkalmazott Matematikai Lapok 15 (1990-91) 
A KARMARKAR TlPUSÚ ALGORITMUSOKRÓL 147 
6(z,ß)y/K = Dz T I N I > 
xz 
n - 6(z, 0)y/Z < J < n + S(x, ß)y/ü 
ß(n - 6(x, ß)y/n) <cx- yAx < ß(n - 6(x, ß)y/n). 
Ezek a l ap j án az alábbi algori tmust nyerjük. 
Algor i tmus ( R - V ) 
Inicializálás. Legyen ( x ° , ß ° ) ado t t olyan, hogy 
6(x°,ß°)< 1/2, x° > 0, ß°>0. 
Legyen t o v á b b á ő = g ^ j . 
Álta lános lépés. 
1. Ha nßk < £ akkor S T O P . 




 = 2xk - -ф—, ahol yk, zk az (F8.5), (F8.6) képletekkel ado t t . 
3. k : = k + l 
xz 
1 — n ahonnan 
4 .1 . TÉTEL. Legyen e adott. Akkor 6 ï / n ( l o g ß ° — loge) lépés után megáll a 
(R-V) algoritmus, az utolsó megoldásban y duál és x prímái megengedett, továbbá 
cx — by < -e. 
Bizonyítás. A fent iekben, illetve az F.8. függelékben leírtak szerint az i teráció 
minden lépésében x > 0, Ax = 6, ß > 0 és S(x,ß) < - . A ib-adik i teráció u t á n 
ß = (l-ß)kß°,igy 
(1 - 0)kß° < e 
к log(l — ú) + log ß° < log e 
log e — log ß° 
к > 
log(l - ú ) 
A I ) = értéket behelyettesí tve, és mivel ekkor log( l — i?) < —ú így 
- 0 1 
"буТГ 
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ahogy áll í tottuk. 
A dualitási résre vonatkozó becslés 4.4. lemma alapján: 
cx-by < ß(n + 6(x,ß)yb) 
A megállási szabály szerint nß < t, feltétel szerint 6(x,ß) < - . ítrv — < - ; 
Függelék 
F I . Belső pon t előáll í tása (első fázis) 
Tekintsük a P = ( z | Ax = b, x > 0} feladatot. Legyen x > 0 tetszőleges vek-
tor. Az alábbi feladat tekinthető a belső pontos algoritmusok első fázis feladatának. 
Oldjuk meg az 
feladatot egy (tetszőleges) belső pontos algoritmussal (amely belső pontokon halad-
va oldja meg a feladatot) . 
1. Észrevé te l . Vegyük észre, hogy x = x és A = 1 pozitív induló megoldást biztosít 
az ( F l . l ) feladathoz. 
2. Észrevéte l . Л = 0 esetén az Ax — b feladat egy megoldását kapjuk. 
F I . T É T E L . 
a. Ha az (Fl.l) feladat optimális megoldása pozitív, akkor P = 0. 
b. Ha az (Fl.l) feladat optimális megoldása nulla, akkor P ф 9, de 
P П R/j. = 0. 
c. Ha az (Fl.l) feladat optimális megoldása negatív, akkor P П R " ф 9, 
azaz feladatunkhoz pozitív megoldást kapunk. 
Bizonyítás. 
a. Mint a szimplex módszer első fázisa esetén nyilvánvaló. 
b. Tegyük fel indirekt, hogy van x > 0 megoldása az Ax = b feladatnak. 
Rang(A) = m miat t van olyan x G R n , amelyre 
Ax = ( 6 - A x ) . 
( F l . l ) 
Ax + Á(b-Ax) = b 
x > 0 
min A 
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Legyen t - ^ min j Â - | £ < ú j . Ekkor x + ex > 0, A = -e < 0, 
valamint A(x + ex) + A(6 - Ax) = Ax + eAx - e(b — Ax) = b, azaz 
feltevésünkkel ellentétben min A < — e < 0, ami ellentmondás, 
c. Ekkor van olyan ( x ^ A 1 ) pont (melyre x 1 > 0, A1 > 0), és (x 2 ,A 2 ) 
pont (melyre x 2 > 0, A2 < 0) az algoritmus által generált sorozatban, 
ahol a célfüggvény érték előjelet vált . Ekkor a 
A1 2 Á2 j 
x — —-, rzx A 1 - A 2 A 1 - A 2 
pont megoldás és szigorúan pozitív. 
így tetszőleges polinomiális belső pontos algoritmus alkalmazásával polinomi-
ális lépésszámban eldönthető, hogy egy lineáris egyenlőtlenségrendszernek van-e 
pozitív (belő pont) megoldása vagy nincs, és az algoritmus egyben megoldást is 
ad. 
F2. Bázismegoldás értékek korlátai 
Az alábbiakban bizonyítás nélkül röviden összefoglaljuk a bázismegoldás érté-
kekre vonatkozó [10,20] dolgozatokban található eredményeket. 
Tekintsük az Ax = 6, x > 0, illetve az ATy < с lineáris egyenlőtlenségrendsze-
reket. Legyen 
* = l |a ( 1 ) l | -- ll« (m)ll IMI IHI 
az adatok „terjedelme". (|| || az Euklideszi normát jelöli aO) pedig az A mátr ix t-ik 
sorát.) 
F2. TÉTEL. Legyen В az A mátrix tetszőleges bázisa. 
a. Ha x a B-hez tartozó bázismegoldás, akkor ( j = 0, vagy | |> —. 
<T 
b. Ha x a B-hez tcirtozó bázismegoldás, akkor | ( j |< <r. 
c. Ha y a B-hez tartozó bázismegoldás, akkor = ajy, vagy 
, 1 
I 7 ; - <ЧУ l> -• <j 
d. Ha y a B-hez tartozó bázismegoldás, akkor | f j — а^у |< cr. 
e. Ha x és x' két különböző nemdegenerált bázismegoldás, akkor 
II« - *'ll > 
f. На у és y' két különböző nemdegenerált bázismegoldás, akkor 
Bizonyítás. Az a.,b.,c.,d. állítások jól ismertek, [10] és [20]-ban is megtalálha-
tók. Bizonyításuk a Cramer szabály alkalmazásával a Hadamard egyenlőtlenségből 
adódik. 
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e. x ф x ' -ből adódik, hogy van olyan koordináta (feltehető, hogy £1), mely 
x -ben nem zérus és x ' -ben zérus, és van ilyen koordináta ha x és x ' szerepét 
felcseréljük. Ekkor 





^ < ||(c - ATy) - (c - ATy')II = I \ A T ( y - y ') | | < | |A T | | • ||y - y' | | < <r||y - y' | | , 
melyből a kívánt ||y — j / | | > összefüggés adódik. 
<T 
A fenti összefüggések garantál ják, hogy ha egy iteratív algoritmussal „elég 
közel" j u tunk egy bázismegoldáshoz (nemdegeneráltsági feltétel mellett az optimális 
megoldás egyértelmű, és bázismegoldás), akkor azonosíthatók a nemnulla koordiná-
ták, és így a bázis, melynek ismeretében Gauss eliminációval a bázismegoldást is 
kiszámíthat juk. 
F3. Lineáris célfüggvény minimalizálása ellipszoid és affin tér metszetén 
Tekintsük a 
T 
min с x 
(F3.1) A x = b 
(x - а)тр-\х - а) < p2 
feladatot, ahol a > 0 az a vektor, melyre Aa = 6 (1. F l . l ) , és P pozitív définit 
szimmetrikus mátr ix. Jól ismert, hogy az utolsó feltétel ellipszoidot határoz meg, 
és az első feltétel egy affin teret . Ismert, hogy a az ellipszoid középpontja, és a P 
mátrix felbontható P = DDT (és így P _ 1 = DT~XD~l) alakba, ahol D is teljes 
rangű mátr ix. 
Az (F3.1) feladat az alábbi alakba írható: 
max(—c) T x 
(F3.2) Ax = b 
(D~1x — D _ 1 a ) 2 — p2 < 0. 
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Ennek duálja pedig a következő: 
«
2
 1 " f ? 
•p 1 „ T I X 1 NT4 min < zrD~1a + (Ç + uTb + - 53 
(F3.3) 
DT~X z + ATu = -c 
ç > o , c = o=}>z = o 
Az (F3.2) és az (F3.3) feladat dualitását igazolja a következő lemma. 
F3. LEMMA. HA x megengedett megoldása az (F3.2) feladatnak és ((,z,u) 
megengedett megoldása az (F3.3) feladatnak, akkor 
(-c)x<zTD~xa
 + С £ + «Т6+±53| 
egyenlőtlenség teljesül akkor és csak akkor, ha 
(F3.4) C [ D - 1 ( x - a ) ] 2 = C p 2 és 
(F3.5) Cj = C(djX - djct) 
(ahol dj a D~l mátrix j-edik sorát jelöli). 
Bizonyítás. A duál ma jd a primál feltételt felhasználva 
n 





(egyenlőtlenség akkor és csak akkor, ha (F3.5) fennáll) egyenlőtlenséget felhasználva 
a 
- C * < Л + i 5 3 ! + 5 3 Cjdja + | 5 3 K z - d ; a)2 
j = l 4 j = l j = l 
egyenlőtlenséget nyerjük. Ebből az ellipszoid feltétel felhasználásával (egyenlőség 
akkor és csak akkor ha (F3.4) fennáll) a kívánt egyenlőtlenséget nyerjük. 
A lemma felcsillantja az (F3.2) feladat „könnyű" megoldhatóságának lehetősé-
gét. 
KÖVETKEZMÉNY. HA x olyan prímái, és ((, z, и) olyan duál megengedett meg-
oldások, melyek az (F3.4) és (F3.5) feltételeket is kielégítik, akkor x prímái és 
((, z, u) duál optimális megoldás. 
Bizonyítás. Nyilvánvaló. 
így a feladat megoldása egy (nemlineáris) egyenletrendszer megoldására re-
dukálódik, melyet az alábbiak szerint oldhatunk meg. 
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Megoldások előáll ítása 
F 3 . TÉTEL. AZ (F3.3) és (F3.2) optimális megoldásai az alábbi módon állít-
hatók elő: 
u = —(APAT)~1APc 
C=±\\DT(c + ATu)\\ 
P(c + ATu) 1 .
 iT . 
Х = а
- \ \ В Т ( с
 + АТи) \ \ Р = а - С Р { с + Л U ) 
z = CD~1(x-a) 
Bizonyítás. A duál feltételből 
APATu = -APc - APDT~lz 
и = -(АРA*)-1 APc - (APAT)~ïAPDT~lz, 
ahonnan az (F3.5) feltételből nyert DT 1 z = ÇP~l(x — a) összefüggés, a pr imál 
feltétel és Aa = 6 mia t t 
u = —(APAT)~lAPc - (APAT)~1APP~1(x - а)С = -(APAT)~1APc. 
így az első összefüggést be lá t tuk . Hasonlóan a duál és (F3.5) feltételből 
ÇP-1(x — a) + A T t i = —c, ahonnan x = a - ^ P ( c + ATu), 
ami a harmadik összefüggés. A második összefüggés belátásához tekintsük az (F3.4) 
és (F3.5) képleteket . Ezekből 
2 _ ,2 2 
ahonnan 
C V = C 2 [ 0 " 4 * - a ) ] 2 
melyből 
x = a - ^P(c+ATu) 
felhasználásával 
CV = ?±lD-lDDT(c + ATu)r = [DT(c + ATu)]2, 
azaz 
C=l-\\DT(c + ATu)\\ 
adódik. 
A negyedik összefüggés valójában (F3.5) feltétel összevont a lakja . 
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így lehetőségünk van a kívánt feladat megoldására, a megoldásértékek explicit 
kiszámolására. 
Megjegyezzük, hogy az (F3.2) és (F3.3) feladatok lp programozási primál és 
duál feladatok, melyek dualitáselméletét [23]—t felhasználva is azonos eredményre 
j u t h a t t u n k volna. A feladat specialitásai miat t azonban közvetlenül, elemi eszkö-
zökkel is megoldhat tuk feladatunkat . 
Végül egy összefüggést bizonyítunk az eredeti és az új célfüggvény értékek 
között. 
F 3 . KÖVETKEZMÉNY, CX - ca - p\\DT(C + ATU)\\. 
Bizonyítás. (F3.3) duál feltételből indulva 
DT~1 z = —(c + ATu) 
(x - a)TDT~1z = - ( x - a ) T ( c + AT u) = -(x - a f c , 
ugyanis A(x — a) = 0, ahonnan (x — a)TAT = 0. Továbbá a tétel azonosságai szerint 
(x - a)TDT~1z = C(* - a)TP(x - a) = (p2 = p\\DT(c + A T u ) | | 
és így a fenti két összefüggésből 
ex - ça- p\\DT(c + ATu)\\. 
F4. Szimplex, beírt és körülírt gömbök 
Általában az n dimenziós térben n + 1 általános helyzetű pont konvex burkát 
nevezzük szimplexnek. Cikkünkben az 
n 
Sn = {x £ R " : x > 0, = n} 
i=i 
speciális helyzetű n — 1 dimenziós szimplexszel foglalkozunk. Könnyen belátható, 
hogy a ( 0 , . . . , 0, n, 0 , . . . , 0) pontok az Sn szimplex csúcsai és az 1 = ( 1 , . . . , 1) pont 
az Sn szimplex centruma. 
Körülírt gömb. (I, R) : A körülírt gömb centruma megegyezik a szimplex cen-
trumával, R sugara pedig a centrum és a csúcsok távolsága, azaz 
R = | | ( 1 , . . . , 1) - (n, 0 , . . . , 0)|| = V ( n - l ) 2 + (n - 1)12 = y/n(n - 1). 
így az 5 " köré írt gömb egyenlete: 
E(l , Л) = {x I (x —l)2 < n(n — 1)} 
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Beirt gömb. 5(1, r ) : A beírt gömb centruma is az 1 pont , r sugara pedig 
a középpont és a határoló lapok (n — 2 dimenziós szimplexek) távolsága, azaz 
esetünkben a középpont és a határoló lapok (0, - , . . . , - ) középpontjának 
n — 1 n — 1 
távolsága. 
>• = 11(1 i ) - ( » . ^ r r = 
így r = . - , és a beírt gömb az 
y n — 1 
F ( i , r ) = { x | ( x - 1 ) 2 < ; ; 4 T } 
képlettel definiálható. 
Arány. így a beírt és a körülírt gömb sugarának aránya 
r _ I n _ 1 
R ~ y (n — l )n (n - 1) ~ n - 1 
Amennyiben a beírt gömböt 0 < a < 1 arányban összehúzzuk, akkor a két sugár 
a r a 
aranya — = - . 
R n — 1 
Célfüggvény becslés 
Legyen fi = {x \ Ax = 0 , lx = n}, e,- az i-edik egységvektor. 
F 4 . T É T E L . Tegyük fel, hogy M I N ^ X | x G fi П R J } = 0 . Ekkor 0 < a < 1 
esetén 
m i n j e j z I x G fi П R J П E(l, a r ) } < 1 - — 
Bizonyítás. Legyen <5i = min{eix | x G fi П E(l, a r ) } és 62 = min{eix | x G 
fi Л E(i, R)}. Ekkor а feltételek miat t nyilván éi > 0 > 62, ugyanis a megengedett 
halmazok a fenti sorrendben tartalmazzák egymást. 
Az 1 megengedett pontban a célfüggvény érték nyilván 1. Legyen p (||p|| = 1) 
az optimális csökkenési irány az fi Л F( l , R) halmazon. Ekkor 
él = 1 - a r l l j és 62 = 1 - ЯПх 
62 < 0 miat t RTli > 1, így 
Sí = 1 - a r l l i = 1 - ^ ( f í l í i ) < 1 - - 5 Ц - , 
К n — 1 
ahogy ál l í tottuk. I t t felhasználtuk a beírt és körülírt gömbök sugarára vonatkozó 
arányt. 
A fenti becslés lehetővé teszi, hogy egy (alacsonyabb dimenziós) gömbön való 
minimalizálások sorozatával helyettesítsük az eredeti LP feladatot , és eközben ren-
delkezésünkre áll egy becslés a célfüggvény aktuális értékére is. 
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2. ábra 
F5. LP feladat zérus opt imumú LP feladatba való transzformálása 
Tegyük fel, hogy a s tandard formában adot t 
m a x y T 6 
ÀTy<c 
min cTx 
(F5.1) Primál Ax > b 
x > 0 
Duál 
y > 0 
feladatpár esetén, mind a primál, mind a duál feladatnak van megengedett megol-
dása. (Ez az F . l . részben leírtak szerint polinomiális időben eldönthető.) Ismert a 
duali tás tételből, hogy ekkor midkét feladatnak van optimális megoldása, melyekre a 
célfüggvényértékek megegyeznek, azaz az (yTA — cT)x = 0 és yT(Ax — b) = 0 komp-
lementaritási feltételek teljesülnek. így a fenti pr imál-duál feladatpár megoldása az 
alábbi lineáris komplementaritási feladat megoldásával ekvivalens. 
LCP 
(F5.2) 
Ax — y' = 6 
ÀTy + x' = с 
c
T
x -bTy = 0 
x,x',y,y' > 0 
F 5 . L E M M A . 
a, Ha P ф 9 és D ф 9 akkor LCP megoldható. 
b, LCP-nek nincs szigorúan pozitív megoldása. 
Bizonyítás. 
a, A dualitás tétel közvetlen következménye. 
b, A komplementaritási feltételből következik. 
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Jelöljük az (F5.2) feladat együt thatómátr ixát 5 - v e l , jobboldal - illetve változó 
vektorát d illetve u-val. így (F5.2) az alábbi alakba írható: 
Bu = d 
и > 0 
melyet az F . l . részben leírtak szerint tetszőleges ü > 0 vektor rögzítésével a 
Bu + X(d — Bű) = d 
(F5.3) u > 0 
min A 
feladat megoldásával oldhatunk meg. Bevezetve az A = [d — 5 ü , 5 ] , x (A,u), 
6 = d jelöléseket (F5.3) az alábbi alakot ölti: 
m i n - min e ix 
(F5.4) Ax = b 
x > 0 
F5.TÉTEL. Ha a standard lineáris programozási feladat primál és duál fela-
datának is van megengedett megoldása, akkor az (F5.1) LP feladatpár az ekvi-
valens (F5.4) feladatba transzformálható, ahol (F5.4) az alábbi tulajdonságokkal 
rendelkezik: 
a, A teljes rangú 
b, min£i = 0 
c, Ax = b-nek adott egy szigorú pozitív megoldása. 
Bizonyítás. Mint lát tuk, (F5.1) ekvivalens transzformációkkal (F5.4) feladatba 
transzformálható. A nyilván teljes rangú, hiszen tartalmaz egységmátrixot (lásd 
(F5.2)). Nyilvánvaló az is, hogy min£i = 0, ugyanis (F5.2)-nek nincs pozitív 
megoldása, de van megoldása, így az F . l . részben elmondottak szerint min£i = 0, 
és jogos volt a > 0 feltétel bevezetése is. (F5.3) a lapján ismert egy szigorúan 
pozitív induló megoldás is. 
így az általánosabbnak tetsző (F5.1) LP feladatok helyett, a speciálisnak tűnő, 
de valójában ekvivalens (F5.4) feladatokkal elegendő foglalkoznunk. Ezen feladatok 
egy további transzformációja található az F.6. függelékben. 
F6. Projektív transzformáció 
Legyen a G R + _ 1 . Legyen D = diag(ay) mátrix, így D~l — d i ag (—) . 
aj 
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Definíció. Legyen T : R " 1 —• S" projektív transzformáció az alábbi: 
Ti*) = I X í i . • • • - 6 . - 1 ) =
 n"_t ( К . . . , £ = 2 - , l ) 
»'=1 ' 
Könnyen ellenőrizhetők a T projektív transzformáció alábbi tulajdonságai: 
1. T egy-egyértelmű leképzés, és T ( R $ _ 1 ) = Sn 
2- T~ l(r) \ , . . . , T]n-1, On) = ^ ( « l l l i • • • , í » n - l ' / n - l ) = £ Y a > a h ° l Y = 
diag ( r f j ) 
о <j<n 
3. T ( П {x I f j = 0}) = S " П { y | rjj = 0} („lapot lapra képez") 
4. A „végtelen" pontok az r/„ = 0 lapra képződnek le 
5. T ( o ) = l 
n - l 
6. Az {x I u T x = p) hipersíkot a { ( x , f n ) | J2 Piajíj ~ PÍn — 0} altérre 
,
 i=1 
képezi, az az T affin halmazt altérbe képez. 
7. így T : {x e R " " 1 | Ax = 6} —• {y G R " | [AD,-b]y = 0} 
8. Ha x az (F5.4) feladat egy megoldása és у = T(x), akkor e ix = 
e i T " x ( y ) miat t f x = exx = e 1 T " 1 ( y ) = Mivel f i = e x x 
In 
minimuma 0, ezért min = 0, ami csak щ — 0 esetén teljesülhet, 
In 
ha a primál optimális halmaz korlátos, 
így belát tuk az alábbi tétel t : 
F6 . TÉTEL. AZ (F5.4) és így az (F5.1) feladat megoldása korlátos optimális 
halmaz esetén ekvivalens a 
min щ 
(F6.1) [ A D , - % = 0 
У €S" 
feladat megoldásával, és (F5.4) optimális megoldása (F6.1) optimális megoldásából 
x = T _ 1 ( y ) transzformációval nyerhető. 
Az A := [AD,—6], x := у jelölések bevezetésével az F5. és F6. tételek az 
alábbiakban foglalhatók össze: 
F6 . KÖVETKEZMÉNY. AZ (F5.1) általános lineáris programozási feladat ekvi-
vsdens a 
min f i = m i n e i x 
W ) 
IX = 71 
X > 0 
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lineáris programozási feladat megoldásával, ahol 
a) A teljes rangú 
b) Az 1 pont megoldása a feladatnak 
c) Az optimális megoldásban í i = 0, azaz m i n e j x = 0. 
így belá t tuk, hogy az általános alakú (F5.1) lineáris proramozási feladat meg-
oldása ekvivalens azzal, hogy egyetlen változót minimalizálunk egy altér és egy 
szimplex metszetén. 
F7. Egy szélsőérték feladat 
Legyen x £ R n , 0 < p < 1. Tekintsük az alábbi feladatot: 
n 
(F7.1) min 
i = i 
П 
(F7.2) 
i = i 
(F7.3) - l ) 2 < P2 
i = i 
(F7.4) x > 0 
A p < 1 feltétel mia t t (F7.4) feltétel elhagyható, ugyanis ez nyilván következménye 
az (F7.2) és (F7.3) feltételeknek. Most az (F7.1) (F7.2) (F7.3) feladat megoldásához 
tekintsük a Kuhn-Tucker feltételeket [(F7.2) Lagrange szorzója legyen a , (F7.3) 
Lagrange szorzója pedig ß > 0.] 
(F7.5) + а + Vk 
(F7.6) a - n j + ß - l ) 2 - /i2j = 0 
Észrevételek 
n 
1) E í i = n mia t t a tetszőleges. 
i = i 
2) ß > 0, mivel ß = 0 esetén (F7.5)-ből a = П VF adódik, így 
Í J " 
í j = í , Vi, j , melyből (F7.2) miat t x = 1 adódik, ami nyilván nem 
minimum, hanem maximumhely (pl. geometriai egyenlőtlenséggel 
könnyen belátható) . Tehát a továbbiakban fetehető, hogy nem min-
den í j egyenlő, mivel ilyen pont csak az x = 1 pont van a megengedett 
ta r tományban. 
Alkalmazott Matematikai Lapok 15 (1990-91) 
A KARMARKAR TtPUSÚ ALGORITMUSOKRÓL 159 
n 
3) (F7.5)-ből П £; = H helyettesítéssel ^ t -va l való szorzás után az 
j = i 
alábbi egyenletet kapjuk: 
p + «6 + 2ßÜ + Шк = 0. 
Mivel ez 6 ~ r a (VF esetén) egy másodfokú egyenlet (F-tól függetlenül 
azonos együtthatókkal), így a Őt koordináták, (a két különböző gyök-
nek megfelelően) két különböző értéket vehetnek fel. 2) szerint viszont 
legalább két különböző értéket fel is vesznek. Feltehető, hogy 
í l = • • • = 6 > fc+l = • • • = í n 7 ^ 1 + ( « - t ) t n = n / 
4) (F7.2) és (F7.3)-ból tetszőleges 1 < £ < n esetén egyszerűen számol-
ható 6 és £„ értéke: 
_ sfT^lp Víp 
çi = 1 H 7=— es ín = 1 - y/n(n - £) ' 
Deriválással (£ szerint) könnyen ellenőrizhető, hogy a f} í j szorzat 
j = i 
értéke £ — l esetén minimális, így 
(F7.7)
 6 = l + é 8 6 | = 1 _ ' Vn " yjn(n - 1)' 
F7. TÉTEL, p — ra = a^J " ^ esetén az (F7.1),...,(F7.4) feladat optimális 
megoldása 
6 = 1 + « 6 = . . . = í n = l - - ^ -
n — 1 
Bi,my(U, = értéket (F7.7)-be helyettesítve kapjuk az almást , y n — 1 
F8. P a r a m e t r i k u s kvadra t ikus programozás 
Tekintsük a 
( F 8 . 1 ) N Ü N ^ - L ) ' = * » ( . , « 
ATy + z = с 
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kvadrat ikus programozási fe ladatot , ahol x = (6> • • • >6«) > 0 adot t vektor, ß > 0, 
D — diag(£j ), és A teljes rangú. Az (F8.1) feladat az alábbi p r imál -duá l fe ladatpár 
megoldásával ekvivalens: 
P r i m a l : l-S2(x,ß) = min { \ z T ^ z - ^ 
AT y + z = с 
1 f 1 D2 I 
D u á l : -62(x,ß) = m a x - Y ^ 1 ? z + u c \ 
Au = 0 
D2 x 
U + W Z = ß 
Mivel csak egyenlöséges feltételünk volt, így nincs komplementari tási feltétel, t ehá t 
a fenti kvadrat ikus programozási feladatok megoldása a primál és duál feltételek 
által adot t egyenletrendszerek megoldásával ekvivalens, amely az alábbi 
(F8.2) « = - - - ^ z x _ D
2 
ß ß: 
(F8.3) AD2Z = ßAx 
(F8.4) ATy+z =
 c 
így tu la jdonképpen az (F8.3) és (F8.4) által definált egyenletrendszereket kell csak 
megoldanunk. Ezek megoldása könnyen előállí tható a 
(F8.5) z = c-ATy 
(F8.6) у = (AD2AT)~lAD2c - ß(AD2AT)~1Ax 
formulákkal. (Hasonlítsuk össze az F3 tétel képleteivel.) 
így az (F8.1) feladat megoldása algebrai alapműveletekkel explicite előállítható. 
Megjegyezzük, hogy ezt klasszikus módon, z kifejezésével és deriválással is elvégez-
het tük volna. 
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T E R L A K Y T A M Á S 
E L T E T T K , O P E R Á C I Ó K U T A T Á S I T A N S Z É K 
1088 B U D A P E S T M Ú Z E U M K R T . 8 - 8 . 
O N K A R M A R K A R T Y P E A L G O R I T H M S 
T . T E R L A K Y 
A n overview of inter ior po in t m e t h o d s for l inear p r o g r a m m i n g is p resen ted in th is p a p e r . Since 
KARMARKAR'S 1984 p a p e r in ter ior point m e t h o d s have been widely cons idered a n d e x a m i n e d b o t h 
f r o m theore t ica l a n d imp lemen ta t i ona l poin t of view. 
T h r e e m a i n g roups of in ter ior po in t m e t h o d s are d is t inguished: P ro j ec t ive m e t h o d s wi th a 
potenc iá l f u n c t i o n (KARMARKAR), affine m e t h o d s (DLKIN a n d BARNES) a n d p a t h following m e t h -
ods. A s imple, easy t o u n d e r s t a n d var iant for all of t he th ree groups a re p resen ted . 
T h e solu t ion of quad ra t i c subprob lems , p ro jec t ive t r ans fo rma t ions a n d t he first phase (how 
to find a s t r ic t ly posi t ive s t a r t i ng solut ion) a r e p resen ted as well. 
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PARCIÁLIS FÜGGŐSÉG RELÁCIÓS ADATBÁZISOKBAN* 
D E M E T R O V I C S J Á N O S , K A T O N A G Y U L A és M I K L Ó S D E Z S Ő 
B u d a p e s t 
Az Armstrong féle funkcionális függőség f oga lmának gyengítésével k a p j u k a relációs a d a t -
báz i sokon é r te lmeze t t parciál is függőség foga lmát . M e g m u t a t j u k , hogy a parciál is függőségek 
jól j e l l emezhe tők az a d a t b á z i s a t t r i b u t u m - h a l m a z á n definiál t parciál is függvények á l ta l a lko to t t 
parc iá l i san r endeze t t h a l m a z lezárásaival . Más oldalról , szükséges és elégséges fe l té te l t a d u n k 
cdihoz, hogy egy ilyen lezáráshoz t a l á l junk az a d o t t a t t r i b u t u m - h a l m a z o n olyan ada tbáz i s t , ami 
á l t a l def iniál t parciá l is függőségek p o n t az a d o t t lezárást generá l ják . Megvizsgál juk az t is, hogy 
milyen t u l a j d o n s á g ú függőséget definiálnak a parciális függőségek az a t t r i b ú t u m o k részhalmazai 
á l t a l a lko to t t parc iá l i san r endeze t t h a l m a z o n és hogy ezek m i k é p p e n rea l izá lha tók ada tbáz isokkal . 
1. Bevezetés 
Ebben a dolgozatban relációs adatbázisok egy ú j f a j t a függőségét, az ún. parci-
ális függőséget vizsgáljuk, amely először [4]-ben került bevezetésre. Az adatbázisok 
modelljének itt a mátr ixot tekintjük. A mátrix oszlopai, azaz az egyes lehetséges 
tulajdonságok nevei az adatbázis attribútumai, míg a sorok, azaz az egyes elemek 
tulajdonságainak az összessége az adatbázis rekordjai. 
Jelöljük fi-val az a t t r ibútumok (azaz a mátr ix oszlopainak) halmazát . Legyen 
А С fi, b £ fi. A függőség hagyományos definíciója szerint (ARMSTRONG [1], CODD 
[2]) akkor mondjuk, hogy 6 funkcionálisan függ A-tól , ha az A - b a n álló adatok 
már egyértelműen meghatározzák a 6-ben lévő adatot is. Sok gyakorlati esetben 
egy ilyen függés csak ma jdnem teljesül. Pl. egy nem túl nagy adathalmaz esetén 
(egy iskola tanulóinak adatai) a név rendszerint meghatározza a személyt, azaz 
minden más adatot , azaz ettől az egyelemű A adathalmaztól minden más 6 adat 
funkcionálisan függ. „Csak" néhány kivétel van. A Kovácsok, Tóthok, esetleg két 
unokatestvér azonos névvel. Tehát az A-ban lévő legtöbb adat már egyértelműen 
meghatározza a többi 6 oszlop adatai t , de néhány más kivételes adat nem. Ezekhez 
még egy (vagy több) azonosító adat is kell. Ez motiválja a parciális függőség fo-
galmának bevezetését. Heurisztikusán szólva akkor mondjuk, hogy az A oszlophal-
mazban álló adatsorozattól 6 parciálisan függ, ha minden sorban (rekordban), ahol 
A - b a n ezen értékek állnak, 6-ben ugyanaz az érték van. 
Két indokot tudunk felsorakoztatni e s t ruk túra vizsgálata mellett . Az egyik 
elméleti. Minden funkcionális függőségi modell mögött ott van a parciális függőségek 
modellje is. Ez tehát egy finomabb modell, ami azonban még mindig csak modell 
*Az 2575-ös Országos Tudományos K u t a t á s i Alap á l ta l t á m o g a t v a 
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a valódi adatbázis és a funkcionális függőségi modell között. Tehát a rá vonatkozó 
eredmények más megvilágításba helyezhetik a funkcionális függőségek modelljét. 
A másik indok gyakorlati. Tekintsünk egy példát. Tegyük fel, hogy fi = 
{xi, x2 , x 3 , x4}, x2 funkcionálisan függ Xi-től, X4 pedig x 3 - tó l . Az egész 4-06zlopú 
mátrix tárolása helyett elegendő x\ és x 3 oszlopait tárolni, emellett két kis mátrix 
tárolására van szükség, amely megadja a két funkcionális függést. Jól látható, 
hogy ez jelentős memóriamegtakarítást eredményez. Ha x 2-nek x j - tő l , illetve X4-
nek x 3 - tó l való függése csak néhány kivételes érték miatt nem teljesül, akkor még 
mindig sok tárolóhelyet takaríthatunk meg, ha különválasztjuk a kivételes x i , x 3 
párokat, és mellettük felsoroljuk a hozzájuk tartozó x 2 - t és X4-et, a többivel meg 
úgy járunk el, mint a „rendesen" függő esetben. Tehát ez a finomabb modell hely-
megtakarítást tehet lehetővé olyankor, amikor a funkcionális függőség segítségével 
ezt nem érhetjük el. 
A dolgozat 2. fejezetében megadjuk a szükséges definíciókat, a parciális függő-
ség definícióját és különböző modelljeit. A 3. fejezetben megvizsgáljuk a parciális 
függőségek realizálhatóságának kérdését, illetve azt, hogy a parciális függőségek 
milyen struktúrát hoznak létre az attr ibútumok halmazán. 
2. A parciális függőség definíciója és különböző modell jei 
Az adatbázis modellje itt az M mátrix, amelynek a sorai számát m és az 
oszlopai számát n jelöli. Az oszlopokat más néven attr ibútumoknak nevezzük, ezek 
halmazát fi jelöli. Az adatbázis elemein a továbbiakban a mátrix elemeit ért jük. 
Az adatbázisokon definiált függőségek talán legismertebbike a funkcionális füg-
gőség (vagy röviden csak függőség), amelyet a következő módon definiálunk: ha 
А, В Ç fi két részhalmaza az at tr ibútumok halmazának, akkor azt mondjuk, hogy В 
funkcionálisan függ A-tól, amennyiben az adatbázisnak nincs két olyan sora, mely-
ben az elemek megegyeznek az A halmazon, de legalább egy helyen különböznek а В 
halmazon. Jelölése A B. Más szavakkal ez azt jelenti, hogy az adatbázis A-beli 
oszlopaiban lévő adatok meghatározzák a B-beli oszlopokban levő adatokat. Ebben 
az esetben nem lényeges, hogy mik a konkrét elemek az egyes attr ibútumoknál, csak 
az, hogy ha azok két különböző sorban megegyeznek az A-beli at tr ibútumoknál, 
akkor meg kell egyezniük a H-belieknél is. Az egyes adatbázisokat nyilván nem 
különböztetik meg egyértelműen az általuk meghatározott függőségek, de azért 
sok lényeges információt tartalmaznak. A funkcionális függőségek megadott hal-
maza felfogható, mint azon (konkrét) mátrixok modellje, amelyek kielégítik ezeket 
a funkcionális függőségeket. 
A funkcionális függőség gyengítésével kaphatjuk a sokkal gyengébb és konk-
rétabb parciális függőségei, amely már figyelembe veszi az egyes konkrét elemeket 
is. Tegyük fel, hogy egy adatbázisban az ai és a 2 oszlopokban előforduló elemek 
nem határozzák meg mindig egyértelműen a 6 oszlopban előforduló elemet, ám 
ha egy sorban az ai a t t r ibutum értéke r j és a 2 a t t r ibutum értéke r 2 , akkor a b 
a t t r ibutum értéke r 3 , azaz egyértelműen meghatározott. Ezt a tényt úgy fogjuk 
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jelölni, hogy ( a i , a 2 ; r i , r 2 ) —• (Ь,гз). Az általános definícióhoz szükségünk van 
a parciális függvény fogalmára. Ha az a,- a t t r ibu tum lehetséges értékeinek a hal-
maza az adot t adatbázis esetén D{ és r j G Di, akkor a = ( a i , . . . , a t ; r i r t ) - t 
parciális függvénynek hívjuk, amennyiben az a j elemek az fi különböző elemei. Az 
а = ( a i , . . . , a t ; П , . . . , r t ) parciális függvény értelmezési tartománya az E T ( o ) = 
{ a i , . . . , a t } halmaz, értékkészlete pedig az E K ( a ) = { r i , . . . , r t } halmaz. Azt 
mondjuk, hogy a ß = (b\,.. .bp, s\,..., si) parciális függvény függ az a - t ó l (és úgy 
jelöljük, hogy a —+ ß), ha minden olyan sorban, amelyben az a j oszlopokban r j 
elemek vannak (1 < » < k) a bj oezlopokba Sj elemek kerülnek (1 < j < l). 
Természetesen a fenti definíció nem értelmezhető az összes parciális függvényre 
egy adot t adatbázis esetében, csak azokra, amelyek koherensek, azaz előfordulnak 
az adatbázis valamelyik sorában (vagy, kényelmi szempontokból feltehetjük, hogy 
az „ értelmetlen", nem koherens parciális függvényektől az Ö6szes koherens parciális 
függvény függ). Mindazonáltal a koherens parciális függvények egy szép struk-
túrá t alkotnak. Ennek megadásához szükségünk van egy definícióra. Ha а = 
( a i , . . . , a t ; r ! , . . . , r t ) és ß = ( 6
Ь
. . . , 6 , ; si,...,s,) két parciális függvény, akkor 
а С ß, azaz а része /?-nak, amennyiben { a j , . . . , a t } Ç { 6 j , . . . , 6/} és a j = bj —bői 
következik, hogy r j = Sj. Azt mondjuk, hogy a parciális függvények egy P halmaza 
leszálló s t ruk túrá jú , ha az alábbi két tulajdonságot kielégíti: 
(2.1) ha a G P és ß С а , akkor ß G P. 
(2.2) minden a G P - r e létezik egy olyan 7 G P, amelyre а С 7, 
7 = (ci , — ,с„; — ) és { с
ь
. . . , с „ } = fi. 
Nyilvánvaló, hogy egy adott adatbázis esetében a koherens parciális függvények 
halmaza leszálló lesz. 
Parciális függvények uniója és metszete is definiálható, (még ha az első csak 
bizonyos párokra is) habár kicsit más módon, mint az egyszerű halmazok esetében. 
Legyen а = ( а
ь
. . . , а 4 ; r b . . . , r t ) és ß = (& ь . . . ,&( ; s i , . . . , s j ) két parciális függ-
vény. Kettőjük metszete az a 7 parciális függvény, amelynek az értelmezési tar-
tománya azon с a t t r ibútumok halmaza, amelyek а értelmezési ta r tományának is és 
ß értelmezési ta r tományának is elemei (mondjuk с = a j = bj) és amelyekre r j = sj. 
A 7 parciális függvény természetesen az r j = Sj értéket veszi fel a с helyen. Az 
unió értelmezése egy kicsit több figyelmet kíván. Az а = (ai,... ,ak] ri,...,rk) 
és ß — ( 6 j , . . . , fc), s j , . . . , s;) parciális függvényeknek csak akkor értelmezzük az 
unióját , ha a metszetük értelmezési ta r tománya megegyezik az értelmezési tar-
tományaik metszetével. Nem nehéz megállapítani, hogy ez pontosan akkor áll fenn, 
ha a két parciális függvény a mindkettőjük értelmezési ta r tományában előforduló 
a t t r ibútumokon ugyanazt az értéket veszi fel. Ebben az esetben értelmezhetjük (és 
értelmezzük) az uniójukként azt a 7 parciális függvényt, amelynek az értelmezési 
ta r tománya a két eredeti függvény értelmezési tar tományának uniója, és amely egy 
с a t t r ibú tumon a következő értéket veszi fel: 
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ri — t, h a с = a, és с ф { 6 i , . . . , 6j}, 
Sj—t, ha с = bj és с ф { a i , . . . , a t } , 
г,- = S j — t, ha с — d{ — bj. 
Az eddig megado t t a lapvető definíciók segítségével megadha t juk a parciális 
függvények lezár t já t , hasonlóan, mint ahogy a funkcionális függőségek esetében az 
П egy részhalmazának a lezár t ja ado t t . A definíció világos megadása érdekében 
azonban először egy l emmát mondunk ki a parciális függőségek tu la jdonságairól . 
2.1. LEMMA. Ha a, ß, 7, 6 egy adatbázishoz tartozó parciális függvények, 
akkor 
(2.3) а -» a; 
(2.4) а —* ß és ß —» y-bál következik, hogy а —• у; 
(2.5) а С. у, 6 С ß és ot —* ß-böl következik, hogy у —• 6; 
(2.6) ha а —* ß, у —» 8 és aU7 létezik és koherens, akkor ßUS is létezik és koherens, 
és a U у -* ß U 6. 
Bizonyítás. (2.3) nyilvánvaló. A továbbiakban legyen a = ( a i , . . . , a t ; 
r i , . . . , n t ) , ß = (bi,...,b,; s i sí) , és 7 = ( c b . . . , c p ; f b . . . , < p ) . На a ß 
és ß —>• у, akkor £iz ada tbáz is minden olyan sorában, ahol az a,- oszlopokban г,-
elemek állnak a bj oszlopokba Sj elemek kerülnek, és így a с/, oszlopokba tk elemek 
lesznek, azaz a y, ami b izonyí t ja (2 .4)-et . 
(2.5) bizonyításához elég belátni , hogy а С 7 -bó l következik, hogy 7 —* a, 
ami éppen úgy nyilvánvaló a definíciókból, mint (2.3). Akkor viszont az i t teni 
feltételekből 7 —+ a, a —+ ß és ß ó következik, amelyek a —* reláció (2.4) szerinti 
t ranzi t ív volta mia t t 7 —+ 5 - t ad ják . 
(2.6) bizonyításakor legyen 6 = ( d i , . . . ,dq; щ,..., uq). Ha а és 7 két parciális 
függvény, akkor a „ a U 7 létezik és koherens" feltétel azt jelenti , hogy léteznek 
sorok, amelyek az а,- oszlopokban г,- értékeket vesznek fel és a с/, oszlopokban </, 
értékeket, beleértve azt is, hogy amennyiben valamely a, = ck, akkor r , mege-
gyezik tfc-val. Ezekben a sorokban viszont a а —• ß feltételből következően a bj 
oszlopokban Sj értékeknek és az dg oszlopokban ug ér tékeknek kell szerepelniük. Ez 
természetesen m a g a u t á n vonja , hogy amennyiben valamely bj = dg, akkor SJ-nek 
meg kell egyeznie t i j -ve l , azaz a ßöS parciális függvény létezik (definiált) . Koherens 
is lesz, hiszen minden olyan sor, amely az a U 7 parciális függvényt ta r ta lmazza , 
t a r t a lmazza ßö6-t is. Természetesen az eddig e lmondot tak a ally ß\J6 relációt 
is bizonyí t ják. • 
Ezen lemma b i r tokában té r jünk r á a parciális függvények lezárásának a definí-
ciójára. Ado t t ada tbáz is esetén egy а tetszőleges (koherens) parciális függvényhez 
rendeljük hozzá L ( a ) - t , azt a legnagyobb ß parciális függvényt , amelyre а —• ß. 
I t t a legnagyobb ala t t azt a parciális függvényt é r t jük , amelynek az értelmezési 
t a r t o m á n y a a legnagyobb. Ez nyilván létezik az ado t t esetben, mivel h a a —* ß\ és 
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a —• /?2, akkor a ß\ és 0 2 parciális függvényeknek a (2.6) pont értelmében létezik 
az uniója és a —* ßi U ß2. Tehát L(a) nem más, mint 
(2.7) L { a ) = \ J ß . 
Természetesen a fenti unióban nem kell az összes parciális függvényt szerepeltetni, 
elég azokat, amelyek egyetlen a t t r ibútumot tar ta lmaznak. L(a) ezek bir tokában is 
megkapható: 
(2.8) L(a) = ( J (6; s ) . 
а—С;') 
Ezen L függvényről az alábbi tulaldonságokat ál l í that juk. 
2.2. LEMMA. На a és ß egy adott adatbázishoz tartozó két parciális függvény, 
aJckor 
(2.9) a Ç L ( a ) ; 
(2.10) a Ç ß-bol következik, hogy L(a) Ç L(ß) ; 
(2.11) L(L(a)) = L(a). 
Bizonyítás. L(a) definíciója szerint (2.9) egyszerű következménye (2.3)-nak. 
(2.5) szerint a С 0 -bó l következik, hogy a —• 7 maga után vonja a ß —* 7 relációt 
is. így minden olyan parciális függvény, amely L ( a ) (2.7) szerinti definíciójában az 
unióban szerepel, szerepel L(ß) definíciójában is, azaz L(a) С L(ß) fennáll. 
(2.11) bizonyításához (2.9) szerint elég belátni, hogy L(L(a)) С L(a). Tegyük 
fel, hogy а с a t t r ibu tum eleme L(L(a)) értelmezési tar tományának, azaz valamely 
(c; s) parciális függvény szerepel L(L(a)) (2.8) szerinti előállításában. Ekkor, defi-
níció szerint, L(a) —> (6;s) . Ugyanakkor, megint csak definíció szerint a —• L(a), 
és így a —> reláció 2.1. lemmában bizonyított t ranzit ivi tása miat t a —+ (6;s), tehát 
a (6;s) parciális függvény szerepel L(a) (2.8) tipusú előállításában. • 
Egy olyan L függvényt, amely parciális függvények egy leszálló tu la jdonságú 
halmazán van értelmezve és kielégíti a (2.9)—(2.11) tulajdonságokat, függvény-lezá-
rásnak [4] nevezünk. Bizonyítottuk tehát , hogy az a a —> L ( a ) függvény, amely 
egy adott adatbázis esetén az a parciális függvényhez hozzárendeli annak (2.7) sze-
rinti lezártját, egy függvénylezárás. Ezen fejezet további részében a funkcionális 
függőségből kapott szokásos matematikai lezárás és maga a függőség kapcsolatának 
[3, 4]-ben elvégzett ill. ta lálható vizsgálatait ismételjük meg parciális függőségekre. 
Először is megjegyezzük, hogy egy (adott adatbázishoz tartozó) parciális függő-
ségből kapot t L függvény-lezárás egyértelműen meghatározza a parciális függőséget. 
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2.3 . LEMMA, a —* ß pontosan akkor áll fenn, ha ß Ç L(a). 
Bizonyítás. Nyilvánvaló L(a) (2.7) definíciójából. • 
Egy a parciális függvényről azt mondjuk , hogy egy adot t adatbázishoz tar -
tozik, ha a koherens az ada tbáz i sban . Legyen T (egy ado t t adatbázishoz tar tozó) 
parciális függőségekből a lkotot t rendezet t párok családja. Azt mond juk , hogy a T 
egy függőségi család, ha a T - b ő l definiált 
a —> ß akkor és csak akkor, ha ( a , ß) G T 
—» reláció kielégíti a (2.3)-(2.6) tu la jdonságokat . 
A 2.1. l emmában lá t tuk , hogy ha a T családot úgy definiáljuk, hogy ( a , ß ) G T 
pontosan akkor, ha ß függ a - t ó l , akkor így egy függőségi családot kapunk. A 
2.2. l emmában a lezárás tu la jdonságairól b izonyí tot tak abból következtek, ami t 
a —* relációról a 2.1. l emmában bebizonyí to t tunk, t ehá t egy L függvény-lezárás 
függvényt minden függőségi családhoz def iniálhatunk. 
2.4. TÉTEL. AZ ugyanazon alaphalmazon értelmezett T függőségi családok és 
L függvény-lezárási operációk között egy egyértelmű megfeleltetés adható meg az 
alábbiak szerint: 
(2.12) T —»1 L(a) = ( J (6; s ) . 
(«.(М))€Т 
A megfeleltetés inverzét az alábbiak szerint kapjuk. 
(2.13) L —>2 T = { (a , ß) : ß С L ( a ) } . 
Bizonyítás. Azt , hogy az —>-i megfeleltetés által ado t t operáció függvény-le-
zárás lesz, lényegében a 2.2. l emmában bizonyí tot tuk. Most be lá t juk , hogy a 
(2.13) által ado t t családok függőségi családok lesznek, azaz kielégítik a (2.3)-(2.6) 
feltételeket. (2.3) abból következik, hogy L kielégíti a (2.9) fel tétel t . Ha ß Ç L ( a ) 
és 7 Ç L(ß), akkor (2.10) és (2.11) szerint 7 Ç L(ß) Ç L(L(a)) = L(a), azaz (2.4) 
fennál T - r e . 
(2.5) a definíciókból és a (2.10) tu la jdonságból következik. На а С 7, 6 С ß és 
ß Ç L ( a ) , akkor 6 Ç ß Ç L(a) Ç L(7), azaz ( 7 , 6 ) G T . 
Végül (2.6) bizonyítása egy kicsit bonyolul tabb gondola tmenete t igényel. Mivel 
a U 7 létezik és koherens, L(a U 7) is létezik és koherens. A parciális függvények 
uniója definíciójából könnyen lá tha tó , hogy ha két parciális függvénynek létezik 
közös ma jo ránsa , akkor az uniójuk is létezik, sőt ha a m a j o r á n s koherens, akkor az 
unió is az lesz. Márpedig ebben az ese tben ß Ç L(a) Ç L(a U 7 ) és í С . £ , (7 ) С 
L(a U 7) , azaz ß U 6 létezik, koherens, és természetesen része L(a U 7 ) - n a k , ami 
éppen (2.6) konklúziója. 
Azt kell még be lá tnunk, hogy a két megfeleltetés egymás inverze. Tekintsük 
először a Ti függőségi családhoz hozzárendelt L függvény-lezárásból kapot t T2 füg-
gőségi családot . Ha egy ( a , ß ) pár eleme T i - n e k , akkor ß minden a t t r i b u t u m a a ß 
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által ot t felvett értékkel szerepel L(a) (2.12) előállításában T) (2.5) tulajdonsága 
szerint, azaz ß Ç L(a), ami maga után vonja, hogy ( a , ß ) G T2 . Fordítva, ha egy 
( a , ß ) pár eleme a T2 családnak, akkor ß Ç L(a), azaz ß minden b a t t r ibú tumára és 
a ß által ot t felvett s értékre a —• (6;s), azaz a Ti család (2.6) tu la jdonsága szerint 
a - * ß , ( a , ß ) G Ti . 
Végül legyen az L\ lezárásból (2.13) szerint kapott T családhoz rendelt lezárás 
i 2 és a egy tetszőleges koherens parciális függvény. L\(a) minden b a t t r ibú tumára 
és az ot t felvett s értékére (6;s) Ç L i ( a ) , így (a , (b;s)) G T. Ebből viszont а (2.12) 
definíció szerint L 2 ( a ) = L i ( a ) . • 
Az eddigiekben tehát lát tuk, hogy a parciális függőségek egyértelműen jelle-
mezhetők a megfelelő függvény-lezárással (2.2. lemma), vagy a (lényegében a függő-
séggel azonos) megfelelő függőségi családdal (2.4. tétel). A függvény-lezárás nyilván 
egyszerűbb s t ruktúra , mint a függőségi család, így ennek vizsgálatával foglalkozunk 
a fejezet hátralevő részében. Ugyanakkor megjegyezzük, hogy nem minden, a 
parciális függvényeken értelmezett függvény-lezárás (és így az annak megfelelő par-
ciális függőség) áll elő mint valamely adatbázishoz tartozó függvény-lezárás. Ennek 
a kérdésnek a közelebbi vizsgálatára a 3. fejezetben térünk ki. 
Egy a parciális függvény (egy adott adatbázisban, ill. annak L függvény-le-
zárása szerint) zári, ha a = L(a). A funkcionális függőségek esetében az fi zárt 
részhalmazai egyértelműen meghatározzák a lezárást ill. a függőséget [3]. Hasonló 
állítás igaz a parciális függőségek esetére is. 
2.5. TÉTEL. Legyen Ç ugyanazon fi alaphalmazon értelmezett parciális függ-
vények egy családja. Ekkor Ç pontosan cikkor lesz egy valamely L függvény-lezá-
ráshoz tartozó zárt parciális függvények családja ha 
(2.14) minden a G Ç-re létezik egy olyan 7 G G, amelyre а С 7, 
7 = { c i , . . . , c n ; . . . } és { c i , . . . , c „ } = fi; 
(2.15) a, ß G G-böl következik, hogy а П ß G G-
Bizonyítás. Először lássuk be, hogy az adot t függvény-lezáráshoz tar tozó zárt 
függvények családja kielégíti (2.14) és (2.15)-öt. (2.2) szerint minden a - r a , és persze 
így minden zárt a - r a is létezik egy (2.14)-et kielégítő 7. (2.9) szerint erre a 7 - r a 
7 С L(7), de persze L(7) Ç 7 is fennáll, így 7 zárt . 
Legyenek most a és ß zárt parciális függvények. Ekkor a = L(a) és ß = 
L(ß). oiC\ß С a , és így (2.10)—böl következik, hogy L(aC\ß) Ç L(a) = a . Hasonlóan 
lá tható be, hogy L(a П ß) Ç L(ß) = ß, és így a parciális függvények metszete 
definíciójából könnyen láthatóan L(a П ß) С а П ß. Ennek a fordí to t t ja következik 
(2.9)-ből, így L(a П ß) = а П ß, azaz а П ß is zárt parciális függvény az adot t 
lezárásban. 
Legyen most Ç egy tetszőleges parciális függ vény család, amely kielégíti (2.14) 
és (2.15)—öt. Meg kell adnunk egy olyan L függvény-lezárást, amelyben a zárt 
függvények pontosan Ç elemei. Legyen a függvény-lezárás azokon a parciális függvé-
nyeken értelmezve, amelyeket G valamely maximális t ag ja (azaz olyan tagja, amely-
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nek az értelmezési t a r t ománya ü ) t a r t a lmaz . Ezekre a parciális függvényekre legyen 
L(a)= Q ß. 
aCßtQ 
L értelmezési t a r tományának választása következtében a fenti metszet nem üres. 
(2.9) és (2.10) tu la jdonságok a definícióból következnek. Ha a G G, akkor a szerepel 
a metsze tben , és a metszet minden más t a g j a nagyobb a - n á l , t ehá t L(a) — a. (2.15) 
szerint minden a - r a L(a) G G, t ehá t L ( L ( a ) ) = L ( a ) , azaz (2.11) is fennál, L egy 
függvény-lezárás. Azt kell még belátni , hogy egy a parciális függvény pontosan 
akkor zár t , ha benne van í / -ben . Mint l á t tuk , a G a elemeire a = L(a) igaz, így 
ezek zár tak . A zárt elemekre viszont a = L ( a ) , és mivel L(a) benne van G~ben, 
így a is. • 
A fent i té te lben а (2.15) tu la jdonságot úgy is megfogalmazhat juk , hogy G zárt a 
metszetre . A (2.14) és (2.15) tu la jdonságokat kielégítő parciális függvény családokat 
parciális melszet-félhálóknak fogjuk nevezni. 
Lá t tuk , hogy a zárt parciális függvények családja mindig parciális metszet-
félhálókat alkotnak. A függvény-lezárásból nyilván egyérte lműen kapha tó meg a 
metszet-félháló. Bebizonyít juk ennek az ellenkezőjét is. 
2 .6. TÉTEL. AZ ugyanazon alaphalmazon értelmezett G parciális metszet-
félhálók és L függvény-lezárási operációk között egy egyértelmű megfeleltetés ad-
ható meg az alábbiak szerint: 
(2.16) G - l L ( a ) = f | ß. 
асрее 
A megfeleltetés inverzét az alábbiak szerint kapjuk. 
(2.17) L —2 G = {« : L ( a ) = a } . 
Bizonyítás. Már be lá t tuk az előző té te lben, hogy a (2.17) definíció egy parciális 
metszet-félhálót , a (2.16) pedig egy függvény-lezárási operációt hoz létre és (2.17) 
megadja az összes parciális metszet-félhálót . Lássuk be, hogy — i n j e k t í v . Legyen 
L\ és L 2 két különböző függvény-lezárás ugyanazon az a laphalmazon és Gi és Gz a 
megfelelő parciális metszet-félhálók. Akkor létezik egy a parciális függvény, amelyre 
vagy L i ( a ) és L 2 ( a ) különbözők, vagy pedig csak az egyik van definiálva. Ha I q ( a ) 
létezik és i 2 ( a ) nem, akkor az előbbi nem lehet eleme (72-nek, hisz akkor L 2 - b e n 
lenne egy zárt parciális függvény, ami t a r t a lmazza a - t , és így L 2 ( a ) is értelmezve 
lenne. Tehát ekkor Li(a) G Gi és L 2 ( a ) ф Gz, így G\ ф Gz- Ha mind í -x(a) , 
mind L 2 ( a ) léteznek, csak különbözőek, akkor létezik egy (b,s) egyetlen helyen 
ér telmezet t parciális függvény, amelyet L i ( a ) és L 2 ( a ) pontosan egyike t a r t a lmaz . 
Legyen (6; s) Ç Li(a) és (6; s) ф i 2 ( a ) . Ekkor (2.10) következményeként , mivel 
Alkalmazott Matematikai Lapok 15 (1990-91) 
P A R C I Á L I S F Ü G G Ő S É G R E L Á C I Ó S A D A T B Á Z I S O K B A N 171 
а С L 2 ( a ) , L\(L2(a)) t a r t a lmazza L i ( a ) - t , t ehá t L\(L2(a)) t a r t a lmazza (6; s ) -
et . Ugyanakkor L2(a) létezik, így (2.11) szerint L2(L2(a)) = L2(a) is létezik, de 
ez már n e m t a r t a lmazza (6 ; s ) - e t . Tehát az L 2 ( a ) parciális függvény lezár t ja L\-
ben nagyobb L 2 ( a ) - n á l , azaz G\ n e m ta r t a lmazza L2(a)~t, ami t viszont Ç2 nyilván 
t a r t a lmaz . 
Már csak azt kell belátni , hogy a (2.16) szerinti operáció a (2.17) szerintinek az 
inverze. Legyen az L\ függvény-lezáráshoz rendelt G\ parciális metszet-félhálóból 
kapot t lezárás L2 és a egy tetszőleges parciális függvény az ado t t a laphalmazon. Ha 
Z-i(a) ado t t , akkor í - i ( a ) G G, és így (2.16) szerint L 2 ( a ) is definiálva van, sőt az 
előző té te lben bizonyí to t tak szerint egyenlő is L i ( a ) - v a l . Ha viszont L2(a) ado t t , 
akkor G t a r t a lmaz a - t t a r t a lmazó parciális függvényeket , azaz lezárása definiált L\-
ben is. Viszont l á t tuk már , hogy L i ( a ) létezéséből következik, hogy L i ( a ) = L2(a). 
• 
Az a tény, hogy a zárt halmazok rendszere egyértelműen leírja a lezárási ope-
rációt és így a függőséget, nagy mér tékben lecsökkentheti az információ tá ro lására 
igénybe vet t helyet és egyszerűsítheti az információtárolás s t r u k t ú r á j á t a funkcio-
nális függőségek esetében. 
El len té tben ezzel, a parciális függőségek esetén a zár t halmazok rendszere egy 
ado t t ada tbáz i s ra nemhogy egyszerűbb (és így egy kicsit kevesebb, de sok eset-
ben még mindig elegendő információt hordozó) s t r u k t ú r á t a lkotnak, h a n e m bonyo-
lu l t abba t . Gondol junk csak arra, hogy az adatbázis minden sora szükség szerint 
egy zár t parciális függvényt ad (lényegében (2.14)), de ugyanakkor még rengeteg 
más zár t parciális függvényünk lehet. Tehát egy sokkal bővebb s t r u k t ú r á n k van, 
amely természetesen nem hordozhat több információt , mint az eredeti adatbázis . 
Ezen redundanc ia feloldásához még visszatérünk a következő fejezetben is. Most 
i t t azt próbál juk megvizsgálni, hogy hogyan tud juk a zárt függvények egy olyan 
részhalmazát kivenni, amely még mindig hordozza az összes információt , vagy leg-
alábbis annak egy nagy részét. 
A (2.15) t u l a j dondonságból következően a G parciális metszet-félhálót az e-
lemei számánál sokkal kevesebb tagjával is megha tá rozha t juk . Jelölje A4(G) a G 
azon 7 elemeinek a ha lmazá t , amelyek nem állnak elő mint a G két másik t ag j ának 
a metsze te , azaz amelyekre nem léteznek olyan a, ß elemei a <?-nek amelyek mind 
különbözőek 7 - t ó l és amelyekre 7 = aC\ß. Nyilvánvaló, hogy egy adot t adatbázishoz 
ta r tozó parciális metszet-félháló esetén az ada tbáz is sorai, mint parciális függvények 
elemei lesznek A4(í7)-nek, de valószínűleg egyéb parciális függvények is. 
2 .7 . LEMMA. Egy G parciális metszet-félhaló minden eleme előáll mint néhány 
(> 1) M(G)~beli parciális függvény metszete, de M(G)~nek nincs egyetlen valódi 
részhalmaza sem, amelyik ezzel a tulajdonsággal bírna. 
Bizonyítás. Bizonyítsuk először az első áll í tást . Ha van olyan eleme (J-nek, 
ami nem áll elő a megkívánt módon, akkor legyen a egy maximális ilyen. Az M(G) 
elemei előállnak, mint egyetlen Af( í7)-bel i elem metszete , így a £ M(G)- Akkor 
viszont a = ß Л 7 , ahol ß és 7 a - t ó l különböző elemek és így annál nagyobbak is, 
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tehát előállnak A4({7)-beli elemek metszeteként, ß és 7 metszetként való előállítását 
behelyettesítve a ß C \ y képletbe kapjuk a egy előállítását, mint néhány A4(Ç7)-beli 
halmaz metszete. 
Ha viszont egy a parciális függvényt kitörlünk az M(G)~bői, akkor éppen ez az 
a parciális függvény nem lesz előállítható, mint néhány Ad(í/)-beli elem metszete. 
Ha ugyanis előállítható lenne, akkor vegyünk egy olyan előállítást, amely minimális 
számú tagot tar ta lmaz. A tagok száma nyilván legalább 2, és így a — ß П (fi,•/?,), 
ahol ß és az összes /?,• elemek A4((7)-ből valók. Tehát ß ф a és a minimalitás miat t 
Пißi ф a , azaz a előállt mint két tőle különböző £/-beli elem metszete. Ez viszont 
a definíció szerint ellentmond annak a ténynek, hogy a £ M(G). • 
A következő két tétel leírja az M(G) családokat és azok viszonyát a parciális 
metszet-félhálókhoz. 
2.8. TÉTEL. Parciális függvények egy Z családja pontosan akkor egyezik meg 
egy valamely G parciális metszet-félhálóhoz tartozó M(G) családdal, ha kielégíti az 
alábbi feltételeket: 
(2.18) minden а £ Z-re létezik egy olyan 7 G Z, amelyre а Ç 7, 
7 = { c i , . . . , c „ ; . . . } és { c i , . . . , c „ } = fi; 
(2.19) ha а = П / = 1 а,-, (r > 1), a , a i , . . . a r £ Z, akkor a = a , valamely i-re. 
Bizonyítás. Legyen először G egy tetszőleges metszet-félháló. Akkor M(G) 
(2.18) tu la jdonsága következik a (2.14)-ből. (2.19)-hez legyen a = p| í=i a»> ( r > 1)> 
a, a x , . . . , a r G M(G)- Ekkor a = (a x П • • • П a r _ i ) П a r , és i t t a , a x , . . . , a r , a i D 
• • • П a r _ i G G, valamint a minimalitás miat t a x П • • • П a r _ i ф a. Tehát , mivel 
a G M(G), a r = a . 
Tegyük most fel, hogy parciális függvények egy családja kielégíti a (2.18) és 
(2.19) definíciókat. Konstruáljunk egy olyan G parciális metszet-félhálót, amelyre 
M(G) = Z. Legyenek G elemei az összes 2 - b ő l formálható metszetek. Ahhoz, hogy 
az így kapott s t ruk túra egy parciális metszet-félháló legyen, azt kell belátnunk 2.7 
lemma szerint, hogy Z egyetlen eleme sem áll elő, mint tőle különböző két Ç-beli 
elem metszete, de a G — 2 - b e l i elemeket elő tudjuk állítani így. 
Tegyük fel először, hogy a £ Z, a = ßC\y, ß, 7 G G• A definíció szerint ß és 7 
előállnak, mint 2 - b e l i elemek metszetei, tehát a - r a is kapunk egy ilyen előállítást. 
Viszont minden ilyen előállításban (2.19) szerint az egyik tag a , tehát ß és 7 egyike 
is a kell hogy legyen. 
Tegyük most fel, hogy a £ G — Z. Akkor a - t felírhatjuk, mint a = a x П 
• • • í l a , ; s > 2, a i , . . . , a , ф a . Tegyük fel hogy а felírásban s - t minimálisnak 
választottuk. Akkor a x П • • • П a , _ i ф a , és így a = (a x П • • • П a , _ x ) П a, az a két 
tőle különböző í/-beli elemként való előállítása. • 
A (2.18) és (2.19) tulajdonságokat kielégítő parciális függvény családot metszet-
mentes családoknak nevezzük. Az alábbiakban bebizonyítjuk, hogy a metszet-
mentes családok egyértelműen meghatározzák a parciális metszet-félhálókat. 
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2.9. TÉTEL. AZ ugyanazon aJaphalmazon értelmezett Q parciális metszet-
félhálók és Z metszet-mentes parciális függvény családok között egy egyértelmű 
megfeleltetés adható meg az alábbiak szerint: 
(2.20) G — M ( f f ) . 
A megfeleltetés inverzét az alábbiak szerint kapjuk. 
(2.21) Z->2ff={a1íl-- П а г , r > 1, a b . . . , a r G Z). 
Bizonyítás. A 2.6 tétel bizonyításához hasonlóan először azt látjuk be, hogy a 
—• i hozzárendelés injektív (azt már láttuk az előző lemmában, hogy az értéke egy 
metszet-mentes család lesz). Legyenek Gi és Q2 két különböző parciális metszet-
félháló és tegyük fel, hogy a G G\ de a ^ Q2. Akkor а 2.7 lemma szerint a előáll, mint 
néhány .M((7i)-beli parciális függvény metszete, de nem állhat elő, mint néhány 
M(Ç2)-be\i parciális függvény metszete. így tehát M(Gi) ф M(G2). 
Azt is láttuk már a 2.8 tételben, hogy a —»j operáció értékkészlete az összes 
metszet-mentes család. Már csak azt kell belátni, hogy (2.20) inverze (2.21). Ren-
delje hozzá M(Gi ) -hez —•2 ff2-t. Ha egy a parciális függvény eleme ö i -nek , akkor 
az M ( G ) definíciója és a 2.7 lemma szerint előáll, mint néhány Aí (ö i ) -be l i parciális 
függvény metszete, így a G Gz is fennáll. Ha viszont а £ Gz, akkor lényegében а 
2.8. tétel bizonyításának a második felében leírtak szerint a £ G\ is, azaz G1 = Gz-
• 
3. A parciális függőségek realizálása 
Az eddigiek szerint a parciális függvények metszet-mentes családjai egyértel-
műen leírják a parciális függvény-lezárásokat ill. a parciális függőségeket. Mást 
nem is várhatunk, hiszen (2.18) és a 2.9. tétel azt is jelentik, többek között, hogy 
egy adatbázis minden sora szerepel mint parciális függvény az adatbázis által meg-
határozott metszet-mentes családban. Ugyanez az állítás viszont már nem igaz 
az adatbázisok és metszet-mentes családok viszonyára. Noha a 2. fejezetben bi-
zonyítottuk, hogy egy adatbázis egyértelműen meghatározza a metszet-mentes csa-
ládot, ennek fordítottjából még csak annyit láttunk, hogy a metszet-mentes család-
hoz egyértelműen tartozik egy parciális függőségi család, vagy még pontosabban 
egy függvény-lezárás. Azt nem, hogy találunk egy megfelelő adatbázist is. Persze 
ha találunk egyet, akkor az egyértelmű, hiszen sorai a fentiek szerint adottak. (A 
továbbiakban is feltesszük, hogy a parciális függvényeink értelmezési tar tománya 
mindig része ugyanannak az fi alaphalmaznak.) 
Azonban nem mindig létezik ilyen adatbázis. Legyenek a parciális függvények 
metszet-mentes halmazának elemei (a, 6, c;p, q, r) és (a,6;p, q). Az ehhez tartozó 
adatbázis csak az (a, 6, с) at tr ibutum-halmazú és az egyetlen (p, q,r) sorból álló 
adatbázis lehetne. Ehhez viszont egy olyan függvény lezárás tartozik, aminek a 
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parciális függvényekből álló metszet-mentes halmaza csak az egyetlen (a, 6, c,p,q, r) 
függvényből áll. 
A fentebbi példában az okozta a ba j t , hogy volt olyan nem fi-n értelmezett 
elemünk, amely nem állt elő metszetként. Belátjuk, hogy ez soha nem fordulhat 
elő. 
3.1. TÉTEL. Legyen G egy adatbázis zárt parciális függvényei által alkotott 
parciális metszet-félháló. Akkor G minden olyan eleme, amely nem az fi-n van 
értelmezve, előáll, mint két, tőle különböző G~beli elem metszete. 
Bizonyítás. Legyen { a i , . . . , a*} egy valódi részhalmaza fi-nak és a = ( a i , . . . , 
ajfc; r i , . . . , r t ) egy zárt parciális függvény, azaz G egy eleme. Először belát juk, 
hogy a két tőle különböző í?-beli parciális függvénynek is a (valódi) része. Legyen 
с G fi, de с ф { a b . . . , a t } . Az, hogy az a = ( a b . . . , afc; r b . . . , rk) parciális 
függvény zárt azt jelenti, hogy létezik két olyan s,t adat és az adatbázisnak két 
olyan sora, amelyek a ( a b . . . , a t , c; r b . . . , r j t , s ) ill. a ( a j , . . . , a t , c; n , . . . , r * , í ) 
parciális függvényeket tar talmazzák. Legyen ( a j , . . . , a*, c; 1 4 , . . . , r * , s ) lezárt ja ß 
és ( a i , . . . , at, с; r i , . . . , r t , t) lezárt ja 7. Ekkor ß és 7 valóban tar ta lmazza a - t , tehát 
0 П 7 Э a . 
Legyen most 0 és 7 két olyan, az a - t ó l különböző zárt (azaz Ç-beli) parciális 
függvény, amelyre 0 Л 7 D a és az Е Т ( 0 П 7) — E T ( a ) halmaz nagysága minimális. 
Ekkor persze a (2.15) tula jdonság szerint 0 П 7 is <7-beli. Tegyük fel, hogy a 
E T ( 0 f l 7 ) —ET(a) halmaznak van legalább egy, mondjuk с eleme, és а 0Г17 parciális 
függvény s értéket vesz fel а с helyen. Az a = ( a j , . . . , aj, ; r 1 ; . . . , r*) parciális 
függvény zárt, így az adatbázisnak létezik egy olyan sora, ami tar ta lmazza a - t , de а 
с helyen egy más, mondjuk t értéket vesz fel. Legyen <5 az (űi , . . . , a*, c; » 7 , . . . , rjt, <) 
parciális függvény lezártja. Ekkor S D a , tehát ( 0 f l 7 ) n á D a . Ugyanakkor а ( 0 П 7 ) 
és a S parciális függvények különböző értékeket vesznek fel а с helyen, így с már nem 
eleme (0 П 7) П <5 értékkészletének, azaz Е Т ( 0 П 7) — E T ( a ) szigorúan tar ta lmazza 
É T { ( 0 П 7) П 6} - É T ( a ) - t ami ellentmondás. így az É T ( 0 D 7) - É T ( a ) halmaz 
üres kell hogy legyen, azaz 0 П 7 = a . Tehát a - t valóban előállítottuk, mint két, 
tőle különböző ^ -be l i parciális függvény metszetét. • 
Tehát egy adot t adatbázis esetén az M(G) halmaz minden eleme az fi-n kell, 
hogy értelmezett legyen, azaz M(G) kielégíti az alábbi feltételt: 
(3.1) minden a G M(G)~re a = { c i , . . . , c „ ; . . . } és { c i , . . . , c n } = fi. 
Parciális függvények ilyen tulajdonságú halmazát a továbbiakban parciális függ-
vények nagy halmazának fogjuk nevezni. A nagy halmazok már kielégítik azt 
az elvárást, hogy realizálhatók lesznek (természetesen egyértelműen) adatbázisok 
parciális függőségi relációival. 
3.2. LEMMA. Legyen M A parciális függvények egy adott Z nagy halmazához 
tartozó azon adatbázis (mátrix) amelynek attribútumai (oszlopai) az fi elemei és 
amelynek sorai a Z-beli (és így tehát a teljes fi halmazon értelmezett) parciális 
függvények. Akkor az M adatbázishoz a 2. fejezetben leírtak szerint hozzárendelt 
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metszet-mentes család éppen Z; vagy ami ezzel ekvivalens, az M által meghatáro-
zott parciális függőségek rendszere (függőségi család) megegyezik a Z-hez egyértel-
műen tartozó függőségi családdal. 
Bizonyítás. A bizonyításhoz meg kell gondolni, hogy mit jelent az a —• ß reláció 
M - b e n , ill. a parciális függvények Z nagy halmaza szerint. A parciális függőség 
definíciójából jól látható, hogy M - b e n a —• ß pontosan akkor áll fenn, ha M minden 
olyan sora, amely tar ta lmazza a - t , tar talmazza ß-t is. 
Tegyük moet fel, hogy valamely lezárási operáció (és így a hozzá tar tozó parci-
ális metszet-félháló és a parciális halmazok nagy halmaza — mivel már csak olyan 
lezárási operációkat tekintünk, amelyekhez tartozó metszet-mentes halmazok „na-
gyok" is egyben) szerint a ß, azaz ß Ç L(a). Ez a félhálóban éppen azt jelenti, 
hogy minden olyan félhálóbeli (azaz zárt) parciális függvény, amely ta r ta lmazza a -
t, ta r ta lmazza ß-t is. A parciális függvények Z nagy halmazára pedig ez éppen azt 
jelenti, hogy minden Z -be l i parciális függvény, ami tar ta lmazza a - t , t a r ta lmazza 
ß-t is. Viszont a Z parciális függvényei éppen az adott adatbázis sorai. 
A fentebb leírtak tehát azt jelentik, hogy az így definiált M mátrixból kapot t 
parciális függőség megegyezik a Z nagy halmazhoz tar tozó parciális függőséggel. 
• 
Az eddigiekben a parciális függőségek által meghatározott olyan következmé-
nyekkel ill. s t ruktúrákkal foglalkoztunk, amelyek maguk a parciális függőséggel ill. 
az azt megadó adatbázissal ekvivalensek voltak. A továbbiakban azt vizsgáljuk meg 
néhány esetben, hogy mi történik akkor, ha csak gyengébb s t ruktúrákat veszünk 
figyelembe. 
A 2. fejezet végén vagy az ezen fejezet elején említett redundanciát elkerül-
hetnénk, ha M(G)~bői kitörölnénk a maximális elemeket (azaz azokat, amelyek az 
Cl alaphalmazon vannak értelmezve). Ekkor azonban egy üres parciális függvény 
halmazt kapnánk. 
Ezen probléma kiküszöbölésére egy G parciális metszet-félhálóhoz megadha-
tunk egy másik s t ruk túrá t is oly módon, hogy először töröljük el í / -nek az í í - n 
értelmezett függvényeit (nevezzük az így kapott parciális függvény halmazt Q ' -
nek), és u tána a maradékból vesszük azokat, amelyek nem állnak elő mint két 
másik, tőle különböző <7'-beli függvény metszete. Nevezzük az így kapott parciális 
függvény családot A4i(í7)-nek. Könnyen látható, hogy M\(G)~bö\ egyértelműen 
megkapható az összes, nem Q-n értelmezett (/-beli parciális függvény. Sőt, nem 
nehéz meggondolni, hogy a G' és az Aii(G) viszonyára szinte szóról szóra megis-
mételhetők a 2.8. és 2.9. tételek, azzal a különbséggel, hogy 2.8.-ból törölni kell a 
(2.18) feltételt. 
Tehát egy adott adatbázishoz újabb s t ruk túrá t rendeltünk, amely esetenként 
jól használható az adatbázis leírásához. Lát tuk, hogy adot t G metszet-félháló esetén 
az Adi (G) parciális függvény halmaz kielégíti a (2.19) feltételt. Azonban az Aii(G) 
parciális függvény halmazra már nem lesz igaz az a tulajdonság, hogy M i ( G ) min-
den (a tar ta lmazásra nézve) nem maximális halmaza előáll, mint két tőle különböző 
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Áí i ( f7 ) - be l i parciális függvény metszete . Ezt a következő adatbázis m u t a t j a : 
a t t r i bú tumok : a b c 
első sor p r s 
második sor p q t 
harmadik sor p q и 
I t t a zárt parciális függvények a sorokon kivül (a, 6;p, q) és (a ;p) , ahol az u tóbbi 
nem maximális , de mégsem metszete két másiknak. 
Persze az Mi(G) halmaz kielégít még egy triviális fel tétel t , nevezetesen a (3.1) 
feltétel e l lentet jét , azaz egyetlen _Mi(í7)-beli parciális függvény sem lehet az Q 
halmazon értelmezve: 
(3.2) minden ( a j , . . . , ak\... ) G M\(G)-re { a j , . . . , a*} valódi része í l - n a k . 
Kérdés, hogy a (2.19) és (3.2) feltételek jól jellemzik-e ezeket a ha lmazokat? 
3.3. TÉTEL. Minden olyan Z parciális függvény halmazhoz, amely kielégíti 
a (2.19) és (3.2) feltételeket, létezik egy adatbázis, amelyhez tartozó G parciális 
metszet-félhálóra Á4i(G) = Z. 
Bizonyítás. Azt bizonyít juk be, hogy létezik parciális függvények egy olyan 
G metszet-félhálója, amelyre A4(G) nemcsak metszet-mentes , hanem „nagy" is, és 
Mi(G) = Z. Ehhez akkor 3.2. l emma szerint létezik egy őt realizáló adatbázis , 
amely az i t teni céloknak is meg fog felelni. 
A Z minden egyes a parciális függvényéhez felveszünk a leendő ada tbáz isban 
két, addig még egyál talán nem használt elemet, mond juk a - t és 6- t . Ezek u t án a -
hoz definiálunk két , a teljes SÍ halmazon ér te lmezet t parciális függvényt: mindket tő 
t a r t a lmazza a - t , és az a - n kivüli helyeken az egyik a, a másik pedig 6 értékeket 
vesz fel. Tekintsük azt az Лf „nagy" ha lmazt , amelyet a Z összes eleméhez ily 
módon felvett parciális függvények (és csak azok) alkotnak. Az a - h o z felvett párok 
metszete így a lesz, viszont könnyen lá tha tóan akármely más, legalább ké t tagú A f -
beli metszet előáll, mint néhány Z - b e l i parciális függvény metszete. így az Af-ből 
előállított G metszet-félhálóhoz ta r tozó M\(G) halmaz valóban Z lesz. • 
A dolgozat hátra lévő részében még egyetlen problémát fogunk megvizsgálni. 
Számos dolgozatban (pl. [3,4]) megta lá lha tó a 2.1. l emma vál toza ta funkcionális 
függőségekre: 
3.4 LEMMA. На egy IL attributum-halmazon értelmezett adatbázisban A, B,C, 
D Ç SÍ és —é jelöli a funkcionális függőséget, akkor 
(3.3) A - é A; 
(3.4) A —é В és В —é C-ből következik, hogy A -* C\ 
(3.5) AÇC, D С В és A-* B-ből következik, hogy С -> D\ 
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(3.6) A В és С -* D-ből következik, hogy A U С В U D. • 
El lenté tben a parciális függőségek esetével, ennek a l emmának a fo rd í to t t j a is 
igaz. Az fi részhalmazaiból képzet t párok egy ha lmazát teljes családnak nevezzük, 
ha az kielégíti a (3.3)—(3.6) feltételeket. 
3 .5 . TÉTEL. [3] Legyen T egy az fi-n értelmezett teljes család. Akkor létezik 
egy adatbázis, amelynek az fi az a t t r i b u t u m halmaza és amelyben a (funkcionális) 
függősége rendszere megegyezik T-val. • 
Mi most i t t azt vizsgáljuk meg, hogy a parciális függőségek rendszere milyen 
s t r u k t ú r á t generál az a t t r i b ú t u m o k halmazán. A továbbiakban egy az fi a t t r i b u t u m 
ha lmazon ado t t adatbázis esetén ha А, В Ç fi, akkor A —* В a la t t azt é r t jük , 
hogy létezik az adatbázishoz ta r tozó két olyan а és ß parciális függvény, hogy a 
értelmezési t a r t o m á n y a A, ß értelmezési t a r t ománya В és а —* ß. А —* B-t úgy 
mond juk , hogy В parciálisan függ A- tó l . 
3.6. LEMMA. HA egy adott adatbázis esetén A, B, C, D az fi négy részhalmaza, 
akkor (3.3) és (3.5) fennáll rájuk. 
Bizonyítás. (3.3) nyilvánvalóan következik (2.3)-ból. (3.5) pedig (2.5)-nek és 
annak a ténynek a következménye, hogy ha a,ß két parciális függvény és a Ç ß, 
akkor É T ( a ) Ç ET(ß). • 
Az fi részhalmazaiból képzett párok egy ha lmazá t parciálisan teljes családnak 
nevezzük, ha az kielégíti a (3.3) és (3.5) feltételeket. A dolgozat utolsó eredménye-
ként azt l á t juk be, hogy a parciálisan teljes családok reprezentálhatok adatbázisok-
kal. 
3 .7 . TÉTEL. Minden, az fi-n értelmezett parciálisan teljes családhoz létezik 
egy olyan adatbázis, amely a részhalmazain adott parciális függőségként az adott 
parciálisan teljes családot adja. 
Bizonyítás. Tekintsük fi minden A részhalmazára azokat a t a r t a lmazás ra nézve 
maximál is В halmazokat , amelyekre A —• B . Minden ilyen А, В p á r r a vezessünk be 
h á r o m ú j ér téket (mondjuk a, b, c - t ) a kons t ruá landó adatbázisban, és kons t ruá l junk 
néhány ú j parciális függvényt . Legyen a értelmezési t a r t ománya A és vegyen fel 
minden A-be l i helyen a - t . На A és В különböznek, akkor legyen ß értelmezési 
t a r t o m á n y a В és ugyancsak vegyen fel minden helyen a - t . Legyen végül 7 és S 
értelmezési t a r t o m á n y a fi, vegyen fel mindket tő a B - b e l i helyeken a - t , а B - n kivüli 
helyeken pedig 7 6 - t és S c - t . Ekkor a —+ ß ( a ) , 7 —• ß és 6 —• ß. Természetesen 
ezekkel а parciális függvényekkel együt t fel kell venni az általuk t a r t a lmazo t t aka t 
is. Ha ezt a művele te t elvégezzük fi minden részhalmazára, és egy ado t t részhalmaz 
esetén az összes őt t a r t a lmazó olyan maximális részhalmazra, amely parciálisan függ 
tőle, kapunk egy parciális függvényekből álló ha lmaz t . Nem nehéz ellenőrizni, hogy 
ez a halmaz kielégíti a (2.1) és (2.2) feltételeket, azaz leszálló lesz. Definiál junk 
ezen parciális függvények között parciális függőségeket. Ha a , ß , y , 6 egy a fen tebb 
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értelmezett A —* В párhoz értelmezett parciális függvények, akkor legyen a —> ß 
(ill. a , ha A = fí), 7 —» ß(a) és 6 —* ß(a). Definiáljuk még az összes olyan parciális 
függőséget is, amelyet definiálni kell a (2.5) szerint. 
Nem nehéz látni, hogy a parciális függvényeken a fentebb értelmezett parciális 
függőségek által az fi részhalmazain definiált parciális függőségek éppen az adot t 
parciálisan teljes családnak megfelelőek lesznek. Ugyancsak rutin, habár hosszadal-
mas feladat annak ellenőrzése, hogy a parciális függőségek itt adott rendszere ki-
elégíti a (2.3)-(2.6) feltételeket. I t t megjegyezzük, hogy a (2.4) és (2.6) feltételek 
lényegében azért lesznek igazak, mert a feltételeik az adot t esetben üres állítások. 
Végül az eddigiek fényében azt kell csak belátnunk, hogy az így adott parciális 
függőség szerint zárt parciális függvények közül azok, amelyek nem az fi-n vannak 
értelmezve, előállnak, mint két másik zárt metszete. Ezt viszont a konstrukció biz-
tosítja. Az fi-nál kisebb halmazokon értelmezett zárt parciális függvények éppen a 
fenti konsrtukció ß-i lesznek (ill. a - i ) , amik viszont minden egyes esetben előállnak, 
mint 7 П 6. • 
A fentiekben megadott eredményeken kivül még számos dolgot kérdezhetük a 
parciális függőségről. Néhány ezek közül: 
— Az előzőekben több „realizálhatósági" eredményt lá t tunk. Tudjuk-e ezekben 
valahogy a realizáló adatbázist minimalizálni? 
— Mit tudunk azokról a s truktúrákról mondani, amelyeket úgy kapunk, hogy a 
parciális függőség függvény-lezárási operációjának, vagy a zárt halmazok met-
szet-félhálójának ill. egy A4(Ç) halmaznak a „vázát" vesszük, azaz tekintjük a 
bennük található parciális függvények értékkészleteinek a halmazát? 
— Hogyan változnak a parciális függőséghez tartozó s t ruktúrák, ha az adatbázist 
vál toztat juk, azaz pl. eltöröljük egy sorát? 
I R O D A L O M 
[1] ARMSTRONG, W . W. , "Dependency s t r u c t u r e s of d a t a base re la t ionships Information 
Processing Ц' (Nor th Hol land, A m s t e r d a m , 1974), 580-583. 
[2] CODD, E . F . , "A re la t ional mode l of d a t a for large sha red d a t a b a n k s " , Com. ACM 1 3 
(1970), 377-387 . 
[3] DEMETROVICS, J a n d KATONA, G. О . H., "Combina to r i a l p rob l ems of d a t a b a s e mode l s " , 
Coll. M a t h . Soc. J ános Bolyai, 42. Algebra , Combina tor ics a n d Logic in C o m p u t e r Science, 
G y ő r (Hunga ry ) , 1983, p p . 331-353 . 
[4] DEMETROVICS, J . a n d KATONA, G. О . H., "Ex t r ema l Combina to r i a l p rob lems of d a t a b a s e 
mode l s " , Kéz i ra t . 
(Beérkezet t : 1988. november 28.) 
(Végleges vá l toza t : 1991. szep tember 15.) 
D E M E T 8 . 0 V I C 5 J Á N O S 
MTA SZAMF T A S T E C H N I K A I É S A U T O M A T I Z Á L Á S I K U T A T Ó I N T É Z E T 
1132 B U D A P E S T , V I C T O R H U G O U. 18 
Alkalmazott Matematikai Lapok 15 (1990-91) 
P A R C I Á L I S F Ü G G Ő S É G R E L Á C I Ó S A D A T B Á Z I S O K B A N 179 
K A T O N A G Y U L A É S M I K L Ó S D E Z S Ő 
M T A M A T E M A T I K A I K U T A T Ó I N T É Z E T 
1053 B U D A P E S T , R E Á L T A N O D A U . 1 3 - 1 5 
P A R T U L D E P E N D E N C I E S IN R E L A T I O N A L D A T A B A S E S 
J . D E M E T R O V I C S , G . О . H . K A T O N A , D . M I K L Ó S 
Weakening the func t i ona l dependencies defined by AMSTRONG we get the no t i on of pa r t i a l 
dependenc ies def ined t he re la t ional da tabases . We show t h a t pa r t i a l dependencies c a n b e char-
ac te r ized by closure ope ra t ions of the poset fo rmed by the pa r t i a l func t ions on the a t t r i b u t e s of 
t he d a t a b a s e s . O n the o ther h a n d , we give necessary a n d sufficient condi t ions so t h a t for such a 
closure o p e r a t i o n one can find on the given set of a t t r i b u t e s a d a t a b a s e whose pa r t i a l dependen-
cies g e n e r a t e t he given closure ope ra t ion . We character ize t he dependenc ies def ined by t he set of 
pa r t i a l dependenc ies on the poset of t he subsets of t he a t t r i b u t e s a n d descr ibe how we c a n realize 
such a dependency . 
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ELÁGAZÓ FÜGGŐSÉG RELÁCIÓS ADATBÁZISOKBAN* 
D E M E T R O V I C S J Á N O S , K A T O N A G Y U L A É S SALI A T T I L A 
Budapes t 
Egy relációs ada tmode l l úgy t ek in the tő , m in t egy m á t r i x , me lynek sorai az i nd iv iduumok , 
az oszlopai az a t t r i b ú t u m o k . Ezen elméletnek egy jól ismert foga lma a funkcionál is függőségek 
foga lma . H a A osz lopoknak egy h a l m a z a , 6 pedig egy oszlop, fr-röl azt m o n d j á k , hogy függ A - t ó l , 
h a n incs két o lyan sor, amely Ь -ben különböző, de A - b a n azonos. Ez t a foga lmat ált {Jánosi t j ü k 
i t t . Legyenek p < q pozi t ív egészek. Azt m o n d j u k , hogy b (p, g ) - függ A - t ó l , h a nincs q fi 1 o lyan 
sor, amelyek b - b e n te l jesen különböznek, de A m i n d e n osz lopában legfel jebb p különféle é r ték áll. 
A hagyományos függőségekre i smer t t ö b b té tel vem a c ikkben á l ta lános í tva . 
1. Bevezetés 
Egy adatbázis felfogható, mint egy mátrix, amelynek oszlopai az adatfajták, 
attribútumok (pl. név, születési hely, idő, stb.) , míg egy-egy sor tar ta lmazza egy-
egy individuum adatai t . Jelölje X az a t t r ibútumok (azaz a mátr ix oszlopainak) 
halmazát . Legyen A Ç X, b E X. Azt mondjuk (ARMSTRONG [1], CODD [2]), 
hogy b funkcionálisan függ A-tól (jelölésben: A —• b), ha az A-ban álló adatok 
már meghatározzák a 6-ben álló adatot is, azaz nincs két olyan sor, amely A - b a n 
egyezik és 6-ben különbözik. 
A funkcionális függőségek nagyon hasznosnak bizonyultak a gyakorlatban. A 
létező adatbáziskezelő rendszerek mind ezen a fogalmon alapszanak. Tekintsünk 
egy példát . Tegyük fel, hogy X = { x i , x 2 , x 3 , x 4 } , x\ —• x 2 és x 3 —• x 4 . Ha az egész 
mátr ixot tároljuk a memóriában, az a legrosszabb esetben 4 A i A 3 helyet jelent, 
ahol N1 ill. N3 jelöli az X\ ill. x 3 által felvehető különböző értékek számát . Hiszen 
X\ és X3 egymástól függetlenül vehetik fel értékeiket (viszont x 2 - t és X4-et már 
meghatározzák), így a sorok száma maximálisan N1N3. Azonban — kihasználva 
az adott két funkcionális függőséget — rengeteg helyet megspórolhatunk. Ugyanis 
elegendő az xi és x 3 oszlopából álló mátrixon kívül (ami 2N1N3 értéket ta r ta lmaz) , 
két kis mátr ixot tárolnunk. Az egyik mátrix két oszlopa x4 és x 2 értékeit tar tal-
mazza. Az első oszlopban állnak xi lehetséges értékei, a másodikban az xi —• x 2 
funkcionális függőség által meghatározott értékek. A másik mátr ixot is hasonlóan 
építjük fel x 3 -bó l és x 4 -ből . A tárolt értékek száma legfeljebb 27ViAr3-fi2(Ai -fi N3), 
ami általában sokkal kisebb dAiA^-nál . 
Jelen cikkben a funkcionális függőségnél egy általánosabb (gyengébb) fogalmat 
fogunk bevezetni. Először csak egy nagyon speciális esetben, ma jd illusztráljuk a 
*Az 2575-ös s z á m ú Országos T u d o m á n y o s Ku ta t á s i Alap á l t a l t á m o g a t v a . 
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fogalom hasznosságát. Ha A Ç X, b £ X, akkor azt mondjuk, hogy b (l,2)-függ A -
tól, ha az A-ban álló értékek „kétértelműén" meghatározzák a 5-ben álló értékeket, 
azaz nincs 3 olyan sor amelyek mind megegyeznek A-ban, de 3 különböző értéket 
tartalmaznak 6-ben. Jelölése A—(1,2) —+ 6. Hasonlóan, A—(1, qr) —+ 6, ha nincs 
q + 1 olyan sor, amelyek A-ban megegyeznek, de 6-ben 9 + 1 különböző értéket 
tartalmaznak. 
Tegyük fel, hogy az adatbázis egy kamion útjai t tartalmazza, pontosabban 
csak az általa érintett országokat. Az egyszerűség kedvéért tegyük fel, hogy egy 
ú t ja során egy kamion pontosan 4 országot érint (beleértve az indulási és érkezési 
országot is) és nem megy vissza olyan országba, ahol már volt. Tegyük fel továbbá, 
hogy 30 ország jön szóba, egy országnak legfeljebb 5 szomszédja van. Jelölje 
x i , x 2 , x 3 , x 4 az első, második, harmadik ill. negyedik országot mint at t r ibútumot. 
Könnyen látható, hogy Xp—(1,5) —• x2 , {xj , x2}—(1,4) —• x 3 és {x2, x3}—(1,4) —<• 
X4. Most nem tudjuk a tárolt mátrix nagyságát csökkenteni, mint a funkcionális 
függőség ((l , l)-függőség) esetén, de tudjuk a mátrix elemeinek értékkészletét csök-
kenteni. Az eredeti mátrix minden eleme 30 féle értéket vehet fel, az országnevet, 
vagy azok valamilyen kódjait (5 bit). Tároljunk egy kis (legfeljebb 30 x 5 x 5 = 
750-ös) táblázatot , amely minden ország szomszédainak egy számozását tartal-
mazza, azaz hozzájuk rendeli a 0,1,2,3,4 számokat. Ekkor az x2 a t t r ibútumot 
helyettesíthetjük ezen számokkal, hiszen x\ már megadja az induló országot, az 
x2* a t t r ibutum értéke a kis táblázatból megállapíthatóan meghatározza a második 
országot. Ugyanez érvényes x 3 - r a is, de itt még csökkenthetjük a lehetséges értékek 
számát, ha a lehetséges x i , x 2 párokhoz harmadikként csatlakozó országokat meg-
számozó táblázatot is megadunk. Ekkor az így kapott x3* már csak 4 különböző 
értéket vehet fel. Ugyanez érvényes X4~re is. Tehát, míg az eredeti mátrixban min-
den elem 5 bittel volt leírható, most 2 kis póttáblázat árán a második oszlopban 
állókat 3 bitre, a harmadik és negyedik oszlopban állókat 2 bitre csökkentettük. 
Könnyen látható, hogy ez a gondolat teljesen hasonlóan alkalmazható minden 
olyan esetben, amikor valamilyen gráf útjai t kell tárolni, ahol a gráfban a maximális 
fok sokkal kisebb a szögpontok számánál. Vagy másképpen fogalmazva, ha valami-
lyen folyamat állapotsorozatait kell tárolni, ahol az állapotok száma sokkal nagyobb 
az állapotok rákövetkező állapotainak maximális számánál. De más esetekben is, 
ha sok ( l ,9)- függés van, ahol q kicsi. 
Az általános fogalom, amit tárgyalni fogunk, a (p,g)-függés (1 < p < q, 
egészek). Akkor mondjuk, hogy 6 az A-tól (p, qr)—függ, ha nincs 9 + I olyan sor, amely 
A minden oszlopában legfeljebb p különböző értéket tartalmaz, 6-ben pedig q + 1 
csupa különbözőt. Ez nyilván általánosítása a funkcionális függőség fogalmának. A 
cikk fő célja bizonyos, a funkcionális függőségre vonatkozó tételek általánosítása a 
(p, g)-függőségekre. 
2. A (p, 9)-függőségek jel lemzése 
Ha adott az M adatbázis (vagy mátrix), definiáljuk a J\fpq(A), A Ç X 
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függvényt a következőképpen: 
J m p M ) = i b • A~ip,q)^b). 
Ha egyébként nem okoz félreértést, az M,p,q indexeket elhagyjuk. 
Könnyen látható, hogy ha 6 G A, akkor A—(p, q) —• b, tehát 
(2.1) ACJMpq(A). 
Másrészt, ha A С В és A—(p, q) —• b, akkor B—(p, q) —• 6. Tehát 
(2.2) JMpq{A) Ç J M p î ( 5 ) , ha А С В . 
А (2.1) és (2.2) feltételeket kielégítő halmaz-halmaz függvényeket növelő-monoton 
függvényeknek nevezzük. Ha egy Л7 növelő-monoton függvényhez található egy 
olyan M mátrix, hogy J\fPq = A/", akkor azt mondjuk, hogy (p, <jr)-reprezentálható. 
2.1. TÉTEL. Ha X-en adott egy Aí növelő-monoton függvény, melyre 
A/*(0) — 0 teljesül, és 1 < q, akkor Aí (1, q)-reprezentálható. 
Bizonyítás. Nevezzük láncnak X részhalmazainak egy 0 ф Ai С • • • С А
к  
sorozatát, amelyekre teljesülnek a következő feltételek: 
(2.3 ) Af (A,) = A.-+1 (1 < i < k), 
(2.4) AÍ(Ak) = Ak . 
Egy ilyen adott L lánchoz készítsük el a következő M(L) mátrixot. (Lásd a táblá-
zatot.) 
Ai A 2 - A i A 3 — A2 ••• Ak-Ak_ j A T - A j , 
1 1 1 1 1 
1 1 1 1 2 
1 3 
4 
1 r + 1 (к — 2)r + 1 Jbr + 1 
1 2 r + 2 \k — 2)r -(- 2 kr + 2 
1 3 r + 3 (ifc — 2)r + 3 kr + 3 
1 r + 1 2 r + l ( j f c _ i ) r + i (jfc + l ) r + l , 
ahol r = [ § ] . 
A mátr ix minden oszlopa néhány egyessel kezdődik, majd egy helytől kezdve 
a természetes számok következnek növekvő sorrendben: 1 , . . . , 1,1, 2 , 3 , 4 , . . . . Az 
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Ai — A,-_i-be (1 < i < k, Ao = 0) tartozó oszlopok mind egyformák, ugyanez 
érvényes X — А*-га is. X — Ak oszlopai legyenek ilyenek: 1 , 2 , 3 , 4 , . . . . Másrészt 
Ai oszlopai álljanak csupa 1-ből. A2 — Ai oszlopai Ai oszlopaihoz képest r - r e l 
vannak eltolva, tehát az elejükön r - re l kevesebb az egyes, az utolsó elemük viszont 
r + 1. Általában, Aj — A , _ j oszlopai az A,_ i — Aj_ 2 (1 < » < к) oszlopaihoz képest 
r - re l vannak eltolva. Ennyivel kevesebb az elejükön az egyes, és ennyivel nagyobb 
az utolsó elemük. X — Ak oszlopai viszont már 2r- re l vannak eltolva A* — A * - i 
oszlopaihoz képest. А,- — A,_ i (1 < » < F) a lánc definíciója miat t nem lehet üres. 
X — Ak viszont lehet üres. Ekkor a mátr ix ilyen oszlopokat nem tar talmaz. 
A könnyebb érthetőség kedvéért bemuta t juk a F = 4 , g = 4, r = 2 esetet: 












E mátr ixnak a következő, könnyen ellenőrizhető tulajdonságait fogjuk felhasz-
nálni: 
(i) A sorok száma (F + l ) [ g / 2 ] + 1. 
(ii) Ha Aj — Aj_ i (1 < i < F) egy oszlopában két pozíció azonos számokat tartal-
maz (ami csak egy lehet), és j < i akkor Aj — Aj-1 megfelelő pozícióiban is azonos 
számok állnak (amik szintén egyesek). 
(iii) Kiválasztva egy l-est Aj — Aj_ i egy oszlopában, Aj+i — Aj egy oszlopának 
megfelelő pozíciójában nem állhat más, csak 1 vagy 2 vagy 3 vagy . . . r + 1. Ha 
viszont egy 1- tő l különböző s számot választunk ki Aj — A j _ j egy oszlopában, akkor 
A j+ j — Aj egy oszlopának megfelelő pozíciójában csak s + r állhat (1 < t < F). 
(iv) Ha F > j > i + 1 > 2, akkor Aj — Aj-\ egy oszlopában kiválasztható 2r + 1 
különböző szám (mégpedig az 1 , 2 , . . . , 2r + 1) úgy, hogy Aj - A j_ i minden oszlo-
pában a megfelelő helyeken csupa l - e s álljon. Jegyezzük meg, hogy 2 r + 1 > q+ 1. 
(v) X —Ak egy oszlopában kiválasztható 2 r + 1 (> q+ 1) különböző szám (mégpedig 
az 1 , 2 , . . . , 2r + 1) úgy, hogy Aj — Aj_ i (1 < i < k) minden oszlopában a megfelelő 
helyeken csupa l - e s álljon. 
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Vegyünk láncoknak egy olyan L\,...,Lm halmazát , melyben minden olyan 
A, b párra, amelyre А ф 0, b ф Я(А) teljesül, található egy olyan lánc és benne egy 
olyan Ai halmaz, melyre 
(2.5) A Ç Ai és ЬфЯ(А{) 
fennálnak. Láncoknak ilyen halmazát kapjuk például, ha Ai -kén t minden lehetséges 
nem üres A - t kiválasztunk. Ekkor m = 2 ' x ' — 1, de általában kevesebb lánc is 
elegendő. 
Az M(Li),..., M(Lm) mátrixokat írjuk egyszerűen egymás alá, de a bennük 
szereplő számokat úgy módosítsuk, hogy két mátr ixban ne szerepeljen ugyanaz a 
szám. Ha történetesen valamely oszlopban kevesebb, mint 5 + 1 különböző érték 
szerepel, akkor M(L\)-hö\ vegyünk annyi különböző példányt, teljesen különböző 
számjegyekkel, hogy már minden oszlopban legyen q + 1 különböző érték. Az így 
kapott M mátr ix által definiált J = Jiuiq — mint látni fogjuk — éppen A/" lesz. 
Ehhez két dolgot kell igazolnunk; 1) Ha 6 ф Я (A), akkor b 0 J(A) és 2) ha 
ЬеЯ(А), akkor be J(A). 
1) Tegyük fel tehát , hogy b <£ Я(А). Ha A = 0, akkor a 6 £ J ( 0 ) állítás abból 
következik, hogy M minden oszlopában legalább 5 + 1 különböző érték van. Ha 
viszont А ф 0, válasszunk egy Lv (1 < v < m) láncot és benne egy A i - t (2.5) 
szerint. Mivel 6 ф Я(А{) = A < + i (lásd (2.3)), így b G Aj - А , _ ь к > j > i + 1, 
vagy b G X — Ak teljesül. Az első esetben használjuk ( iv)-et . Eszerint M(LV)~ben 
kiválasztható q + 1 sor, ami А,- — A,_i oszlopaiban csupa egyest tar ta lmaz, míg 
6-ben mind a 5 + 1 érték különböző. (2.5) és (ii) miat t A minden oszlopában is 
csupa egyes áll. Tehát valóban 6 ф J(A). Ha 6 G X — Ak, akkor (v)-öt használva 
ugyanúgy járunk el. 
2) Most tegyük fel, hogy 6 G Я(А). Feltehető, hogy А ф 0, mert Л/"(0) üres. 
Tekintsünk egy tetszőleges Lv láncot: A i , . . . , A t . Legyen i = i(Lv) = к + 1, ha 
A f l ( A —Aj) nem üres, ellenkező esetben viszont i legyen a legnagyobb index, amire 
А П (А,- - A ,_ i ) nem üres. A Ç A,-bői (2.2) miat t 6 G Я(А) С Я (Ai) = A,+i 
következik, ha i < к. Ellenkező esetben 6 G Я (Ai) — Ai (ahol Ajt+i = X ) . 
Vegyünk ki 5 + 1 sort M - b ő l úgy, hogy ezekben a sorokban A minden osz-
lopa csupa azonos számból álljon. M konstrukciójából következik, hogy a soroknak 
ugyanazon M(LV)~ben (vagy M(Li)-nek ugyanabban a példányában) kell lenniük. 
Tehát A n ( A j —Aj_i) az M(LV) mátrixnak e 5 + I sorában csupa egyes. Ha 6 G Aj+ i , 
akkor (iii)-ből következik, hogy 6-ben e sorokban legfeljebb r + 1 = [5/2] + 1 < 5 
különböző érték állhat. Ha 6 G A,-, akkor 6-ben e sorokban ráadásul csupa egyes 
áll. Tehát 6 G J(A), amint azt bizonyítani kívántuk. • 
2.1. Probléma. Igaz-e a 2.1 tétel állítása tetszőleges (p, 5) (p < 5) függőségekre? 
Elhagyható-e az Я(Ч>) = 0 feltétel? 
A választ jelenleg még a (2,3) esetre sem tudjuk. 
H a p = 5, a helyzetjelentősen megváltozik. Mint azt [6]-ban már megmuta t tuk , 
J — JMpp ( 2 1 ) és (2.2) mellett még egy fontos feltételt köteles kielégíteni: 
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2 . 2 . Á L L Í T Á S . 
(2.6) Jmpf(JMpp(A)) = Jmpp(A). 
Bizonyítás. Az egyik i rányú t a r t a lmazás (2.1)—bői és (2.2)-ből következik. Te-
hát csak azt kell igazolni, hogy 6 G J(J(A))~ból következik 6 G J(A). Vegyük 
a má t r i x sorainak egy olyan ha lmazá t , melyekben A összes oszlopa legfeljebb p 
különböző értéket t a r t a lmaz . J definíciója szerint ekkor J(A) minden oszlopára is 
teljesül ez. A b G J(J(A)) feltevés szerint 6-ben is legfeljebb p különböző érték 
állhat e sorokban, s ez bizonyí t ja 6 G J(A)-t. • 
A (2.1), (2.2) és (2.6) feltételeket kielégítő halmaz-halmaz függvényeket lezárá-
soknak nevezi az irodalom. Jól ismert (más fo rmában lásd ARMSTRONG [1], ilyen 
alakban lásd pl. [5]), hogy p = l - r e az állítás megfordí tha tó , azaz minden lezáráshoz 
t a l á lha ta tó olyan M mátr ix , melyre J M п éppen ez az ado t t lezárás, vagyis, hogy 
minden lezárás ( l , l ) - r e p r e z e n t á l h a t ó . A következőkben be lá t juk , hogy ugyanez igaz 
p = 2 - r e is, de p > 3 - r a már á l ta lában nem. 
A bizonyításhoz szükségünk van néhány, a lezárásokra vonatkozó, egyszerű 
fogalomra és áll í tásra, amelyeket i t t bizonyítás nélkül közlünk, megta lá lha tók pl. 
[5]-ben. Zártnak nevezünk egy A ha lmazt az С lezárás szerint, ha £ ( A ) = (A). 
A zár t halmazok összességét jelölje Z — Z(C). Két zár t halmaz metsze te zár t . 
£ ( A ) egyenlő az A - t t a r t a lmazó zárt halmazok metszetével. Jelölje t ovábbá M = 
M(Z(C)) azon zár t halmazok összességét, amelyek nem kaphatók meg tőlük külön-
böző két zár t ha lmaz metszeteként . Bármely zárt halmaz előáll í tható Ad-beliek 
metszeteként , következésképpen £ ( A ) egyenlő az A - t t a r t a lmazó Ad-bel i halmazok 
metszetével. 
2 .3 . TÉTEL. Minden lezárás (2,2)-reprezentálható. 
Bizonyítás. Legyen a lezárás £ , és M — M(Z(C)) — {X, G\,..., Gm}. Egyelő-
re tegyük fel, hogy m > 1. Könnyen lá tha tó , hogy G = £ ( 0 ) minden zár t ha lmaznak, 
s így minden G j - n e k részhalmaza. 
Minden G,—hez készítsünk az M má t r ixban két sort , a 2» — 1-edike t és a 2 i -
ediket. A G - n e k megfelelő helyeken álljon 0. A Gj — G - n e k megfelelő helyeken 
mindkét sorban álljon ». A többi helyeken a j - ed ik sorban j + 2m álljon. 
Be kell lá tnunk, hogy erre az M má t r ix ra JMZZ(A) = £ ( A ) teljesül minden 
A Ç X-re. Azaz 6 G JMZZ(A) akkor és csak akkor, ha 6 G £ ( A ) . 
Tegyük fel, hogy 6 ф C(A) . Ha A = 0, akkor felhasználva azt az áll í tást , hogy 
£ (0 ) egyenlő az összes Ad-beli metszetével, t a lá lha tó egy Gj , amelyre 6 0 G j teljesül. 
Ez ad két különböző értéket 6 oszlopában. X, ami mindig egy G, ad egy ú j a b b a t . 
Egy tetszőleges harmadik sorban vagy 0 áll, vagy ú j a b b ér ték. Tehá t 6 oszlopában 
van legalább 3 különböző ér ték, 6 ф ,7(0). На А ф 0, akkor £ ( A ) ismét egyenlő az 
A - t t a r t a lmazó Ad-beliek metszetével, tehá t van egy olyan G j , amelyre А С Gj és 
b ф Gi fennál lnak. De ekkor a G j - n e k megfelelő két sor A - b a n megegyezik, 6 -ben 
viszont különbözik. E két sort kiegészítve bármely további sorral, t a lá l tunk 3 sort , 
ami bizonyít ja , hogy 6 ф Jm22(A) valóban igaz. 
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Tegyük most fel, megfordí tva, hogy b £ C(A). Két esetet különbözte tünk meg. 
Ha A Ç £ ( 0 ) , akkor (2.2) mia t t C(A) Ç £ (0) . Ekkor 6 £ G, t ehá t 6 oszlopában 
csupa 0 áll. b G JMTÏ($) valóban következik. Ha viszont A £ £ (0) , akkor A-
nak van egy £ ( 0 ) - n kivüli a eleme. Vegyünk ki 3 sort a mátr ixból , amelyek A 
oszlopaiban legfeljebb két különböző értéket t a r t a lmaznak . Az a oszlopot tekintve, 
azt nyer jük, hogy a h á r o m sor közül ket tőnek ugyanahhoz a G , -hez kell ta r toznia . 
Továbbá fenn kell állnia A Ç G j - n e k is. G, zár tsága és (2.2) mia t t J(A) Ç G,-, 
t ehá t ez a két sor 6 -ben is egyforma. 6 G JM2Z(A) következik. 
Az m = 1 ese tben egy csupa ú j elemből álló harmadik sor hozzáadása segít. 
ahol к egy egész, 1 < к < |X | , és A Ç X. Ck„ nyilván lezárás. 
2 .4 . TÉTEL. Ha p > 2 és n > 6, akkor £2„ nem (p, p)-reprezentálható. 
Bizonyítás. Tegyük fel indirekte, hogy van egy olyan n oszlopú M má t r ix , 
amelyik £ 2 „ - t (p ,p) - reprezentá l ja . Legyen M sorainak száma minimális. Mivel 
£ 2 „ - b e n az üres halmaz lezárása önmaga, ezért M minden oszlopában van legalább 
p + 1 különböző érték. Ha az a oszlopban minden érték különböző lenne, akkor 
b E £ 2 „ ( { a } ) teljesülne egy tetszőleges 6 G X - r e , e l len tmondásban £ 2 „ definíciójá-
Tegyük fel most , hogy az г és s sorok egyenlőek az a és a 6 oszlopokban. 
Definíció szerint , с G £ 2 „ ( { a , 6 } ) fennáll tetszőleges с G X - r e . Válasszunk ki r - h e z 
és s - h e z még p—1 egy sort úgy, hogy értékeik c - b e n különbözzenek mind r - t ő l , mind 
s—tői, és egymástól is. (Ez megtehető, mert van а с oszlopban is p + 1 különböző 
érték.) E p + 1 sorban a és 6 egyaránt legfeljebb p különböző értéket vesz fel, t ehá t 
с is. Ez csak úgy lehet, ha r és s megegyeznek c - b e n is. Vagyis az r és s sorok végig 
megegyeznek. Ez e l len tmondásban van a minimali tással , t ehá t n e m egyezhet meg 
két sor két különböző helyen. 
Tegyük fel, hogy az első oszlopban a í - ed ik és az u -ad ik sorok egyeznek meg, 
míg a második oszlopban az r - ed ik és s - ed ik sorok (t ф u, г ф s) . Az előző 
bekezdés szerint {t, u} ф {г, s}, így csak a következő két esetet különbözte t jük meg: 
(i) t = r,u ф s, (ii) mind a négy sor különböző. 
(i) Az első és második oszlop legfeljebb 2 különböző értéket vesz fel e h á r o m 
sorban. £ 2 „ definíciója mia t t minden oszlop is csak legfeljebb két értéket vehet fel 
ezekben a sorokban. Ha az oszlopok száma több mint 3, akkor kell lenni olyan két 
oszlopnak, amelyek a fenti há rom sor valamelyik ke t tő jében megegyeznek, ellent-
mondásban a korábban igazolt állítással. 
(ii) Az előző esethez hasonlóan belá tha tó , hogy minden oszlop legfeljebb 3 
ér téket t a r t a l m a z h a t a í , u , r, s sorokban. Mivel az egyezésekre csak 6-féle lehetőség 
• 
Vezessük be a következő jelölést: 
ha |A| < k, 
ha |A| > k, 
vad. 
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van, n > 6 miat t ismét lesz két olyan oszlop, amely két adot t sorban megegyezik. 
Az ellentmondás bizonyítja állításunkat. • 
A most következőkben egy karakterizációt adunk arra, hogy mikor lehet egy 
lezárást (p,p)-reprezentálni . Egy ehhez szükséges definíció: 
Legyen В = {A,-j} az n-elemű X halmaz egy két indexes halmazrendszere, ahol 
1 < i < j < m. Akkor mondjuk, hogy teljesíti a háromszögfeltételt, ha minden 
i < j < k-ra Aíj, Aj:k és А,д közül bármely kettő metszetét ta r ta lmazza a har-
madik. 
2.5. LEMMA. Akkor és csak akkor található olyan n oszlopú és m sorú mátrix 
melynek i-edik és j-edik sorai éppen az AÍJ -пек megfelelő helyeken egyeznek meg, 
ha {AÍJ} kielégíti a háromszögfeltételt. 
Bizonyítás. A csak akkor rész triviális. Tegyük tehát fel, hogy a háromszög-
feltétel teljesül és konstruáljunk egy megfelelő mátrixot. Méghozzá mohó módon, 
soronként. Tegyük fel, hogy az első к sor már megvan, és kielégíti a feltételt. A F + l -
edik sor konstruálásánál csak az lehet a probléma, hogy egy helyen két különböző 
értékkel kell megegyezzen, mondjuk a <?-edik és h-adik (д < h) sorokban felvett 
értékekkel. Ez viszont ellentmond annak, hogy A9th, Agд+х és Ah k+i kielégítik a 
háromszögfeltételt. • 
Most már meg tudjuk adni a karakterizációt. 
2.6. TÉTEL. Az С lezárás akkor és csak akkor (p,p)-reprezentálható, ha 
létezik egy В = {AÍJ } (1 < i < j < m) halmazrendszer úgy, hogy kielégíti a 
háromszögfeltételt, a következő alakú halmazok mind zártak С szerint: 
(2-7) U Ajrj. 
0<r<s<p 
(I £ Ío>ili • • • i jp < m tetszőlegesen rögzített különböző egészek), és minden zárt 
halmaz előállítható (2.7) alakú halmazok metszeteként. 
Bizonyítás. Bizonyítsuk először a következő lemmát. 
2.7. LEMMA. Tegyük fel, hogy az m sorú M mátrix (p,p)-reprezentálja az 
С lezárást és M i-edik és j-edik sorai az AÍJ hzdmazban egyeznek meg. A Ç X 
akkor és csak akkor zárt, ha (2.7) alakú halmazok metszete. 
Bizonyítás. A (p,p)-függés definíciója szerint A-f(p,p) —• 6 akkor és csak akkor 
teljesül egy M mátr ixban, ha található p + 1 sor, amely A oszlopaiban legfeljebb 
p értéket vesz fel, viszont a b oszlopban mind a p + 1 érték különböző. Ezt úgy is 
lehet fogalmazni, hogy valamilyen 1 < jo,ji,.. • ,jp < m különböző egészekre 
AÇ ( J AjTj. ф b 
0<r<a<p 
teljesül. A tehát zárt akkor és csak akkor, ha ilyen található minden 6 ф A-hoz. 
Ez utóbbi viszont akkor és csak akkor teljesül, ha A (2.7) alakú halmazok metszete. 
• 
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T é r j ü n k vissza a tétel bizonyításához. Ha (p ,p ) - reprezen tá lha tó , akkor a rep-
rezentáló M má t r ix definiálja az soregyenlőséghalmazokat. Ezek a 2.5 l emma 
mia t t kielégítik a háromszögfel té tel t . Egy (2.7) alakú halmaz ilyen alakú halmazok-
nak (egynek) a metszete , t ehá t a 2.7 lemma mia t t zár t . Ugyancsak a 2.7 lemmából 
következik, hogy minden zár t halmaz (2.7) a lakúak metszete . 
Megfordí tva, ha ta lá lhatók a tétel feltételeit kielégítő А, y halmazok, a három-
szögfeltétel mia t t létezik egy M mátr ix , amelyben a soregyenlőséghalmazok éppen 
AÍJ-k. Az С szerint zár t halmazok a tétel feltételei m ia t t előállnak (2.7) alakú 
halmazok metszeteként . Megfordítva, a n e m zár tak n e m ál l í thatók elő, mer t a (2.7) 
a lakúak szerint zár tak, s t ud juk , hogy zárt halmazok metszetei is zár tak. így a 2.7 
l emma befejezi a bizonyí tást . • 
Sa jnos a tétel feltétele algori tmikusán n e m hatékony. A következő következ-
mény m u t a t j a azonban, hogy mégse teljesen haszonta lan. 
2 .8 . ÁLLÍTÁS. Tegyük fel, hogy az С lezárás olyan, hogy M(Z(£)) = 
— {Gi,..., Gt} zárt az unió képzésére. Ekkor (p, p)-reprezentálható minden p-re. 
Bizonyítás. Tegyük fel először, hogy t > p. Legyen a 2.6 tételbeli m = 2t, 
^2>'-i,2« — G{ (1 < » < < ) > m Í 8 a többi A legyen az üres halmaz. A rendszer kielégíti 
a háromszögfel té te l t . A (2.7) alakú halmazok a G-к uniói lesznek, a t > p fel tétel 
mia t t a p -fi 1 da rab index választható úgy, hogy (2.7) éppen egy (bármelyik) G 
legyen. A feltétel szerint a G - k uniói mind zár tak, másrészt minden zár t ha lmaz 
előáll í tható Ad-beliek (azaz G - k ) metszeteként . így a 2.6 tételből következik az 
állítás. 
Ha t < p, akkor G - k valamelyikét ismétel jük meg annyiszor, hogy m elérje a 
szükséges mére te t . • 
A következő egyszerű állítást bizonyítás nélkül közöljük. 
2 .9 . ÁLLÍTÁS. Legyen az С lezárás egy n-elemü halmazon megadva. Ha 
С (2n,2n)-reprezentálható, akkor (к ,k)-reprezentálható is minden к > 2n esetén. 
Összefoglalva, a kérdés nagyrészt még nyi to t t ma rad t : 
2.2. Probléma. Keressünk egy algori tmikusán hatékony jellemzését azon lezá-
rásoknak, amelyek (p, p ) - reprezentá lha tóak . 
A következő probléma azonban könnyebbnek látszik. Legyen Aí egy növelő-
monoton függvény az X ha lmazon. А К ha lmazt kulcsnak mond juk , ha AÍ(K) = 
X. К minimális kulcs, ha kulcs, és nincs olyan valódi része, ami kulcs. Könnyen 
lá tha tó , hogy a minimális kulcsok nem t a r t a l m a z h a t j á k egymást , így a minimál is 
kulcsok 1С rendszere kielégíti a Sperner-feltételt: Ha K\,K2 G 1С, Ki ф K2, 
akkor Ki K2. Ezt úgy is mondha t juk , hogy 1С Spemer-rendszer. Az X - e n ado t t 
Sperner-rendszerről azt mond juk , hogy (p, ( /©reprezentálható (p < q), ha X - e n van 
egy növelő-monoton függvény, ami (p, g ©reprezen tá lha tó és amiben a minimál is 
kulcsok rendszere éppen 1С. 
A (p, p ) - reprezen tá lha tóság definíciója analóg, csak egy lezárás keresendő. 
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2.3. Probléma. Igaz-e hogy minden nem-üres Sperner-rendszer (p, ^ - r e p r e z e n -
tá lha tó bármely p < q mel le t t? 
3. A (p, q) függőség egymáshoz való viszonyai 
Jelölje ( p , q ) ( p ' , q ' ) azt , hogy ha b £ Змрц(А)-ból minden M má t r ix ra 
következik 6 £ JMp'q'(A). A következő állítások triviálisak. 
3 . 1 . L E M M A . 
(P, в) =» ( P , « + 1) 
(p, 9) => ( p - l . ï ) -
• 
T ö b b ál l í tható, ha feltesszük, hogy az M mát r ix minden oszlopában legalább 
m különböző érték áll. Erre az esetre használ juk a (p, q) =>• (p' , q') jelölést . 
m 
3 . 2 . L E M M A . 
( P . ï ) (p - 1 , 9 - 1), de (p, 9 ) jA (p - 1 , 9 - 1) . 
î+l ç 
Bizonyítás. Az első állítás bizonyításához tegyük fel, hogy valamely M má t -
r ixban b £ JMpq(Â). Bizonyítani kivánjuk, hogy b £ З м , р - \ ,
Ч
- \ ( А ) . Ha ez u tóbbi 
nem teljesülne, akkor a mát r ixnak volna 9 olyan sora, amely A - b a n legfeljebb p — 1 
különböző ér téket vesz fel, míg 6 -ben 9 különböző értéket . A feltevés szerint a 6 
oszlopban van legalább 9 + 1 különböző érték. Az előző 9 sort egészítsük ki egy 
ú j a b b sorral úgy, hogy 6 -ben 9 + 1 különböző érték legyen. A semelyik oszlopában 
se lehet több, mint p érték, s ez e l lentmondásban van 6 £ JMpq(A)-val. 
A második áll í tást egy olyan má t r i x bizonyít ja , amelyben 6 oszlopa pontosan 
9 különböző értéket t a r t a lmaz , A minden oszlopa pedig legfeljebb p — 1 -e t . • 
3 . 3 . L E M M A , (P , 9 ) ф- ( 1 , 9 - 1 ) . 
я 
Bizonyítás. A következő ellenpélda ad j a a bizonyítást , ahol az első oszlop A 
oszlopait jelképezi, a második pedig 6—ét. 
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3 . 4 . L E M M A . (p,g) ф> ( l , g - p ) , (p<g) . 
m 
Bizonyítás. A következő ellenpélda a d j a a bizonyítást , ahol az első oszlop A 
oszlopait jelképezi, a második pedig 6—ét. 
1 1 
1 2 
1 í - p + 1 
2 q-p+2 
m q — p + m 
• 
3 . 5 . L E M M A . ( P , G ) ^ ( P + L , i V ) , ( p + L < A ) . 
m 
Bizonyítás. Először egy olyan konstrukciót adunk , ami (p, g) ( p + 1 , N ) - e t bi-
zonyí t ja . A mát r ixnak N +1 sora van, 6-ben sorban az 1 , 2 , . . . , N+1 számok ál lnak. 
A oszlopaiban az 1 , 2 , . . . , p + l számok ál lhatnak. Az oszlopokat úgy válasszuk meg, 
hogy bármely p + 1 sorhoz legyen egy olyan oszlop, amelyikben p + 1 különböző ér ték 
áll. Ha A oszlopainak száma elég nagy, ez elérhető. Könnyen l á tha tó , hogy ezen M 
má t r ixban 6 £ JMPP(A) azaz a 3.1 lemma mia t t 6 £ ,7лГр?(А). Másrészt azonban 
Ь Ф JM,P+\,N{A). 
Már csak úgy kell módosí tanunk M-et, hogy minden oszlopban legalább m 
érték legyen. í r j unk az TV + 1 + i -edik sorba csupa iV + l + i - t (1 < i < m — p— 1). 
Ez a módosí tás n e m r o n t j a el a fenti tu la jdonságot . • 
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3 . 6 . TÉTEL. Legyen m> q. 
(3.1) ( p , q ) ^ ( p ' , q ' ) , 
m 
akkor és csak akkor teljesül, ha 1 < p' < p, és q — p < q' — p'. Ha viszont m < q, 
akkor (3.1) szükséges és elégséges feltétele 1 < p' < p és q < q'. 
Bizonyítás. A 3.1-3.5 lemmákból az állítás könnyen következik. • 
Vegyük észre, hogy a 3.5 l emma bizonyí tásában A - n a k elég nagynak kell lennie. 
Ez azt jelenti , hogy kis mére tű A - r a a b G JMP4{A) feltevésből még következik 
b G J M , P + I , N ( A ) . Ha például | A j — N is kisebb, mint ez a ha t á r , akkor i t t minden 
A - r a is teljesül ez a következtetés. Ez veti fel a következő problémát . 
3.1. Probléma. Milyen mére tű A - k r a teljesül, hogy b G JMP4(A)~ból követke-
zik b G J M , P + I , N ( A ) minden M - r e (p, q és N rögzí te t t )? 
Két speciális esetet bizonyítás nélkül közlünk: 
3.7. ÁLLÍTÁS. На |A| < [ l o g ( N + 1)], akkor b G JMn(A)-böl következik 
b G JMZN(A) minden M mátrixra, de ha |A| > [log(7V + 1)], akkor nem. • 
3 . 8 . Á L L Í T Á S . Ha 
W <
 i r a 
akkor b G JMPP(A)-ból következik b G J\t,p+\,q+\{A) minden M mátrixra, de ha 
A ennél nagyobb, akkor nem. • 
4. M i n i m á l i s r e p r e z e n t á c i ó 
E fe jezetben azzal a kérdéssel foglalkozunk, hogy ha létezik reprezentáció, akkor 
mi a reprezentáló M má t r ix minimális sorszáma. Ha Aí egy növelő-monoton függ-
vény, jelölje spq(Aí) ezt a minimális sorszámot. A 2.1 té te l biztosí t ja , hogy sXq(AÍ) 
létezik. Az o t t szereplő konstrukcióban a t áb láza tban szereplő mát r ix sorainak 
száma (lásd (i)) = (jfc + l)[g/2"| + 1 < 2nq. Másrészt annyi ilyen mát r ixo t veszünk, 
amennyi a szükséges láncok száma. Ez legfeljebb 2". Tehát a következő igaz. 
4 .1 . TÉTEL. Ha q > 1 és Aí egy tetszőleges növelő-monoton függvény, akkor 
síq(AÍ) < 2qn2n . 
• 
Ez a becslés lényegesen j av í t ha tó volna, ha be t udnánk látni , hogy viszonylag 
kevés lánc elég a (2.5) feltétel kielégítéséhez. A másik javí tás i lehetőség a láncok 
tényleges hosszának figyelembevétele. Ál ta lában a növelő-monoton függvények 
szerkezetének tanulmányozása szükséges. Mindenesetre a 4.1 tétel becslése sokkal 
rosszabb, mint ami t s n ( £ ) - r e ismerünk (n a la t t [ n / 2 J , lásd [3]). 
A tovább iakban csak a p = q — 2 esettel foglakozunk. sp p(/C) = s p ( £ ) ill. 
SPP(JC) = SP(JC) jelölje А К Sperner-rendszer ill. az С lezárás (p ,p) - reprezentá iasához 
szükséges minimális sorszámot . 
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4 . 2 . T É T E L . 
Bizonyítás. A 2.3 té te l bizonyításából kiolvasható. • 
Ez az eredmény már csak egy kettes fak tor ra l rosszabb az (1,1) eset becslésénél 
Bizonyítás. Legyen M egy olyan s2(Ckn) s o r ú mátr ix , amely (2 ,2 ) - reprezen-
tá l j a C k n - 1 . На В egy k— 1 -e lemű részhalmaza V - n e k , akkor van há rom olyan sora 
M - n e k melyek legfeljebb két különböző értéket t a r t a lmaznak ö - b e l i oszlopokban, 
és van olyan oszlop, ahol há rom különbözőt. Ha ő - h e z a (6, c, d) sorok, C - h e z pedig 
az (e, / , g) sorok t a r toznak , akkor (6, c, d) ф (e, /,<?), mer t különben BUC n e m lenne 
kulcs. Azaz minden к — 1 elemű halmazhoz különböző sorhármas tar tozik, vagyis a 
lehetséges sorhármasok száma legalább akkora mint а к — 1 -e lemű oszlophalmazok 
száma. • 
Bizonyos speciális к értékekre s2(Ckn)~t pontosan is meg t ud juk határózni , 
másokra pedig j ó felső becslést tudunk adni: 
4 . 5 . T É T E L . 
(i) S 2 ( £ 1 „ ) = 3, 
(ii) s 2 ( £ 2 „ ) = 2n, ha n > 3, 
(iii) s 2 ( £ " „ ) < n + 2. 
Bizonyítás, (i) Az S 2 ( £ 1 « ) > 3 egyenlőtlenség a 4.4 lemmából következik. A 
másik i rányt a következő konstrukció adja: 
(ii) Az S 2 ( £ 2 n ) < 2n egyenlőtlenség a 2.3 tétel bizonyításából kiolvasható. 
A másik irányú egyenlőtlenséget direkt bizonyí t juk. A 4.4 lemma szerint minden 
oszlophoz van há rom sor, hogy azok legfeljebb két különböző értéket t a r t a lmaznak 
Bizonyítás. A bizonyítás szó szerint ugyanaz, mint [4] bizonyítása. • 
4 . 4 . L E M M A . 
0 0 . . . 0 
1 1 . . . 1 
2 2 . . . 2 
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ezen oszlopban. Azaz minden oszlophoz van két sor, melyek ott megegyeznek. 
Belátjuk, hogy a különböző oszlopokhoz tar tozó sorpárok diszjunktak. 
a) Tegyük fel, hogy az i és j oszlopokban az r és s sorok megegyeznek. Mivel 
{i , j}—(2,2) —+ X szükséges, ezért г és s az összes többi oszlopban is meg kell 
egyezzen. Ekkor r - e t elhagyva, a kapott mátr ix még mindig reprezentálja £ 2 „ - t . 
b) Ha van 3 olyan sor, hogy az i és j oszlopokban is legfeljebb két értéket 
vesznek fel, akkor az összes többi oszlopban is legfeljebb két különböző értéket 
vesznek fel. Ekkor viszont, ha n > 3, akkor az a) esetre ju tunk vissza. 
Azt kaptuk tehát , hogy az egyes oszlopokhoz tartozó párok diszjunktak. Je-
gyezzük meg, hogy s 2 ( £ 2 2 ) = 4, s 2 ( £ 2 3 ) = 5. 












4.1. Probléma. Határozzuk meg s 2 ( £ " „ ) - e t , s 2 ( £ 3 „ ) - a t és s 2 ( £ 4 „ ) - e t . 
4.2. Probléma. Határozzuk meg s 2 ( £ t n ) nagyságrendjét rögzített к és nagy n 
esetére. 
Az adatbázisok elméletében fontos szerepe van a lezárások direkt szorzatának. 
Ha £ egy lezárás az U alaphalmazon, Лf pedig а V halmazon (U П V = 0), akkor £ 
és Af direkt szorzata az U U V alaphalmazon a következőképpen definiált függvény: 
( £ x Л0 (А) = £ ( A Л U) U AÍ(A П V). 
Könnyen látható, hogy ez is egy lezárás. 
4.6. TÉTEL. Legyenek С és M lezárások az U ill. V alaphcdmazokon. Ekkor 
s p ( £ x Aí) < sp(C) + sp(AÍ) — p. 
Bizonyítás. Ha £ vagy Aí valamelyike nem reprezentálható, akkor értelmezzük 
az Sp-t végtelennek. Ekkor az egyenlőtlenség triviális. Legyen tehát M\ egy 
minimális reprezentáló mát r ixa £ - n e k , M 2 pedig A/-nek. Képezzük a következő 
mátr ixot: 
Q Ws  
M = I R T 
Y P 
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ahol Q az Mi-ből az utolsó p sor levágásával keletkezik. W az M2 első sora annyiszor 
véve, ahány sora van Q-nak , R az M j , T pedig az M2 első p sora, P úgy keletkezik 
M2-bői, hogy első p sorát levágjuk, végül Y pedig M\ utolsó sora annyiszor véve, 
ahány sora van P - n e k . 
Tegyük fel, hogy y G U és у ф (£хЯ)(А) valamely А С UПУ-ге. Ez pontosan 
akkor van, ha у ф С(А П U), azaz M j - n e k van р + 1 sora, melyek A-n legfeljebb p 
értéket vesznek fel, de y - n mind különböznek. Ez a p + 1 sor fellép az M mátr ixban 
is, mégpedig úgy, hogy а У-ге való kiterjesztésükben legfeljebb p különböző érték 
lép fel, azaz у ф JMPP{A). 
Legyen most y G (С x Л/")(А), és legyenek r 0 , . . . , r p olyan különböző sorok, 
melyek A - b a n legfeljebb p értéket vesznek fel. Ha az r o , . . . , r p közül legalább kettő 
esik az Y részre, illetve még R utolsó sora valamelyik, akkor y-ban az a két sor 
megegyezik, tehát r o , . . . , r p legfeljebb p értéket vesz fel y-on. Ha viszont csak 
legfeljebb egy sor esik az г,—к közül a mátrix ,,alsó" felébe, akkor az A - n és y-on 
felvett értékeik ugyanazok, mint az M\ megfelelő soráé, tehát y G JMpp• 
4.3. Probléma. Milyen feltételekkel áll a 4.6 tételben egyenlőség? 
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BRANCHING D E P E N D E N C Y IN RELATIONAL D A T A B A S E S 
J . D E M E T R O V I C S , G . 0 . H . K A T O N A a n d A . S A L I 
A relational database model can be considered as a matrix, where the individuuma гиге the 
rows and the attributes are the columns. A well-known notion in this theory is the not ion of 
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functional dependencies. If Л is a set of columns and 6 is a column then b is said to depend on 
A if there are no two rows different in b but identical in A. This concept is generalized here. Let 
p < q be positive integers. We say that b (p, g) -depend on A if there are no q + 1 rows having 
all different entries in b but having at most p different entries in the columns of A . Several results 
known for the traditional dependencies are generalized. 
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A TÖBBDIMENZIÓS DIRICHLET ELOSZLÁS MOMENTUM ÉS 
LIKELIHOOD ILLESZTÉSÉNEK NUMERIKUS MEGOLDÁSÁRÓL* 
KLAFSZKY EMIL — G R U B E R T LÁSZLÓ 
Budapest Miskolc 
Műszaki berendezések teljesítmény vizsgálatánál gyakran felmerülő feladat a mérési ered-
ményekre Dirichlet eloszlás illesztése. A dolgozat célja a likelihood illesztés numerikus megoldása. 
Minthogy a likelihood illesztés iteratív megoldásához , jó" induló megoldás kívánatos, ezért induló 
megoldásnak a „kevert momentum" megegyezési elven alapuló momentum becslést használjuk. 
Numerikus példák tapasztalatai azt mutatják, hogy számos esetben a momentumbecslés elég jól 
megközeh'ti a likelihood becslést, azonban szélsőséges esetben nagyon el is térhet. 
A dolgozatot egyúttal a Dirichlet eloszlás áttekintésének is szántuk, ezért a főbb eredményeket 
elöljáróban összefoglaljuk, így alakult ki a dolgozat alábbi 6 fejezetre tagolása: 
1. Dirichlet eloszlás fogalma, peremeloszlások 
2. A Dirichlet eloszlás momentumai 
3. A Dirichlet eloszlás entrópiája 
4. A Dirichlet eloszlás kölcsönös információja 
5. A Dirichlet eloszlás likelihood illesztése 
6. Algoritmus a momentum és a likelihood illesztésre 
6.1 A minta aggregálása 
6.2 A momentum illesztés numerikus megoldása 
6.3 A likelihood illesztés numerikus megoldása 
6.4 Az illesztés pontossága 
6.5 Néhány numerikus feladat 
1. Dir ichlet eloszlás definíciója, peremelosz lások . 
Az n dimenziós tér s tandard szimplexét jelöljük 5 n - n e l , azaz 
Sn := j (« i , . . . ,xn) I X{ >0 , i = 1, . . . ,n; ^ X j < 1 j . 
A (£ i> . . . , í n ) véletlen vektort ( p i , . . . , p n ; P n + i ) paraméterű Dirichlet eloszlásnak 
nevezzük, ha f ( x \ . . . , x „ ) sűrűségfüggvénye az S szimplexen kívül zérus, az S 
szimplexen pedig 
(1.1) / ( « ! , . . . , « „ ) = 
ahol pi > 0 , . . . , p„ > 0, p n + i > 0. 
Jól ismert az alábbi lemma, amely a többdimenziós Dirichlet eloszlás definíciójának 
jogosultságát igazolja. 
*A dolgozat az E G P O - 5 9 / 8 6 kutatási pályázat keretében készült 
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1.1 LEMMA. Яа ( £ i , . . . ,£„) egy ( p i , . . • , p n ; p n + i ) paraméterű Dirichlei elosz-
lású n-dimenziás véletlen vektor, akkor a (fii,... (к < n) к dimenziós véletlen 
vektor (pi pk',pk+1 + • • • + Pn + Pn+i) paraméterű Dirichlet eloszlású. 
2. Dir ichlet eloszlás m o m e n t u m a i 
Az alábbiakban az elsőrendű egyszerű és kevert momentumokat számít juk ki. 
A számolás egyszerűsítése érdekében vezessük be a 
£n+i := 1 — £i — • - - — ín 
véletlen számot, valamint a 
p : = PL + . . . + p„ + p n + 1 
számot. 
Az alábbi lemma elemi számolással nyerhető. 
2.1 LEMMA, а.) A szimpla momentum értéke: 
(2.1) (J = ! , - • • , " , " + !)• 
b.) A kevert momentum értéke: 
(2.2) M ( 6 . ( n + 1 ) = P ^ . -Pn -Pn+i 
p ( p + l ) . . . ( p + n) 
Bizonyítás. A bizonyításban felhasználjuk а Г függvény alábbi tu la jdonságát : 
Г(* + 1) = хГ(х), 
valamint az ebből rekurzívan nyerhető 
Г(* + n + 1) = (x + n) . . . (x + 1)хГ(х) 
tulajdonságot . 
a., A szimpla momentum esete: 
4 " ^ . • . < - ( 1 - ^ - . • . - - Л - ' * 
Rn 
xdxi dx - Pj í Р Г ( Р ) X 
"" P J « Г Ы . . . Г ( р 7 ) Г ( р „ + 1 ) Х 
R" 
X -1 . . . Х(Р' + 1 ) - Г . . . х>--1(1 - XI - . . . - ХпУ^-Чх! ...dxn = 
P 
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b., A kevert m o m e n t u m esete: 
. . . £ „ ( „ + 1 ) = J xi . . . x „ ( l - x x - , . . - x „ ) ^ - Г (P) ) • • • r(p„+i) 
x X © - 1 . . . x p " _ 1 ( l - XI - . . . - X N ^ ' + ' - ^ x i ...dxn = 
= l • 
p ( p + l ) . . . ( p + n ) 
3. Di r ich le t e loszlás e n t r ó p i á j a 
A következőkben a tömörebb írásmód érdekében szükségünk lesz a g a m m a 
függvény logar i tmusának derivált függvényére, ax úgynevezet t V v a g y d igamma 
függvényre: 
ф{х) : = £ l o g r ( x ) . 
A definícióból egyszerű számolással adódik, hogy 
(3.1) 
dpj 
Г(Р1 + . . . + p „ + i ) 
L r ( p i ) . . . r ( p „ + 1 ) j 
r (p i + • •. + p„+i) [ i p ( p i + . . . + p „ + i ) - r p ( P j ) ] -
. r ( p i ) . . . r ( p „ + i ) 
A következő formula a későbbiekben többször felhasználásra kerül, ezért azt lem-
makén t m o n d j u k ki. 
3 .1 LEMMA. Legyen a £ = ( f j , . . . ,£„) véletlen vektor (pi,... ,Pn',Pn+i) para-
méterű Dirichlet eloszlású, akkor 
(3.2) M(logíj) = V ( P j ) - V - ( p ) , U = l,...n,n+ 1), 
ahol ( n + i := 1 — ( í — • • • — (n és p := pi + . . . + p„ + pn+1 . 
Bizonyítás. Indul junk ki a sűrűségfüggvényből: 
x „ ) p " + l _ 1 d x 1 ...dxn = 1. í Г(р) J Г(
Р1)...Г(Pn+1) 1 
Я" 
Derivál juk p j szerint, és használjuk a (3.1) formulá t . így kapjuk , hogy 
Г(Р) / " - ' . . . I Î - - 1 -




Р 1 ) . . . Г ( р п + 1 ) 
logx,- х ^ 1 . . . х ^ 1 -
• ( 1 - Х ! - . . . - x „ ) p " + 1 _ 1 d x i ...dxn~ О 
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Ebből M (log 6 ) = tKPi )-Ф(р) • 
Emlékezte tünk az entrópia definíciójára: Ha a £ véletlen vektor sűrűségfüggvénye 
f ( x ) , akkor a 
Я ( 0 = / / ( x ) l o g - ^ d x 
R" 
értéket (ha létezik) nevezzük ent rópiának. 
3.2 TÉTEL. Legyen a £ véletlen vektor ( p i , . . . ,p„; p n + i ) paraméterű Dirichlet 
eloszlású, ekkor 
+ ( P I - I ) W P ) - ^ ( P I ) ) + 
+ (P2 - l)(V-(p) - V<(P2)) + 
+ (PN - I ) W P ) - ^ ( P N ) ) + 
+ (p„+l - 1)(т/>(р) - V'ÍPN + l))-
Bizonyítás. Az entrópia definícióját a Dirichlet eloszlásra felírva kapjuk , hogy 
" ( 0 
1 0 6
 Г (
Р 1 ) Г ( Г ( Р „ + 1 ) + - 1) TOG ' I + - + - 1 ) X 
x log(l - Xi - . . . - xn) j d x i ...dxn-
' -
loe
 r f r o . ^ i L , ) - <»' - '><«»> - « * » - -
- (p„ + i - l)(V-(Pn + l - Ф(р)) • 
KÖVETKEZMÉNY. Egy és kétdimenziós peremeloszlások entrópiájára kapjuk, 
hogy 
+ (PJ - I )WP) - V-(Pj))+ 
(p - p j - 1 Ж ( р ) - Ф(Р - Pj)). 
я ( 6 , 6 ) = log щ + 
+ (Pj - 1 )(V>(p) - V-(Pj))+ 
+ (p. - i)(V"(p) - V>(P.))+ 
+ (p - p« - Pj - i ) ( ^ ( p ) - Ф(р - Pi - pj))-
Alkalmazott Matematikai Lapok 15 (1990-91) 
A T Ö B B D I M E N Z I Ó S D I R I C H L E T E L O S Z L Á S . . . 201 
Bizonyítás. A peremeloszlásoknál (1. fejezet) lát tuk, hogy f , Dirichlet eloszlá-
sú(pj\ p—pj) paraméterrel , ( £ , , f j ) Dirichlet eloszlású (Pi,Pj] p — pi—pj) paraméte-
rekkel. Ezekre a tételt alkalmazva kapjuk a következményt • 
4. A Dirichlet eloszlás kölcsönös in formáció ja . 
Legyen a ( f i , . . . , f n ) véletlen vektor ( p i , . . . p n ; Pn+i) paraméterű Dirichlet 
eloszlású. Először a két koordináta közötti kölcsönös információt határozzuk meg. 
4.1. LEMMA. Két koordináta közötti kölcsönös információ: 
( 4 . 1 ) 
H(i Л ( j ) =(p — l)i/>(p) — log Г(р)— 
- ( p - Pi - I M P - Pi) + log Г(р - p , ) -
- (p - Pj - 1 )ф(р - Pj) + log Г(р - p , ) + 
+ (p - Pi - Pj - I M P - Pi - P j ) - log Г(р - Pi - Pj) 
(ahol p := px + . . . + p„ + p„+x), i ф j. 
Az eredményt sémán szemléltetve: 
1. ábra 
Bizonyítás. Tudjuk, hogy 
I(ti h í j ) = H(ii) + H ( í j ) - H(ii,ij). 
Ebbe az entrópia értékeket behelyettesítve és rendezve kapjuk a lemma állítását 
• 
Megjegyzés. A lemma eredménye átvihető koordináta csoportok közötti köl-
csönös információ meghatározására is: Jelöljük J := { 1 , . . . , n } és legyen J\ С J, 
hCJ úgy, hogy Jx П h = 0. Legyenek f l 1 ) := ( £ ) , j € J\ és f<2) := ( f , ) , / G h\ 
valamint 
9i := pi é s 92 := X ] Pi • 
j'cJi jcJa 
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Ezen jelöléssel a í^1) és í ' 2 ) véletlen vektorok közöt t i kölcsönös információ: 
(4.2) 
/ ( í ( 1 ) Л í ( 2 )) = + (p - IMP) - log Г(р)— 
- (p - 9i - 1 )^ (р - 9i) + log Г(р - 9 i ) -
- (p - 92 - l)V>(p - 92) + log Г(р - 92)+ 
+ (P - 9i - 92 - 1)^(Р - 9i - 9г) - log Г(р - 9i - 9г)-
Belátása a peremeloszlások ent rópiá jából azonnal adódik. 
Az összes koord iná ta között i kölcsönös információra az alábbi formulát kapjuk: 
4 .2 . TÉTEL. A koordináták közötti kölcsönös információ: 
A Í2 A . . . A í n ) = log Г ( р ) + 
+ n { ( p - l ) V ( p ) - l o g r ( p ) } -
(4.3) 
- - Pj - 1 ЖР - Pi) - log Г(р - P j ) } + 
i = i 
+ (Pn+1 - 1)VKP»+i) - l o g r ( p „ + i ) . 
Bizonyítás. T u d j u k , hogy 
/ ( i l Л í2 Л . . . Л í „ ) = Н ( í i ) + Я ( 6 ) + . . . + tf ( í „ ) - Я ( 6 , Í 2 , . . . , í „ ) . 
Ebbe az ent rópia ér téket behelyettesí tve és rendezve kap juk a l emma áll í tását • 
5. A Dir ich le t eloszlás l ike l ihood i l lesztése . 
A fe lada t : Ado t t ( г д , . . . , p„) véletlen vektorhoz keressük azt a Dirichlet elosz-
lású ( í i , - •. , í n ) véletlen vektor t , amely ( т д , . . . , p„)-hez legjobban hasonló. 
Emlékezte tünk arra , hogy a Gauss eloszlásnál az alábbi e redményt i smerjük: 
Adot t ( т д , . . . , т]
п
) véletlen vektorhoz a legjobb likelihood illesztésű Gauss eloszlású 
(G , • • • >£n) véletlen vektor az, melyre 
M ( í j ) = M ( r j j ) , V j , 
M(í,- • í j ) = М(тл • p , ) , Vi, j. 
Ezzel rokonságot m u t a t ó té tel t t udunk k imondani Dirichlet eloszlásra is. 
5 .1 . TÉTEL. Adott ( г д , . . . , rjn) véletlen vektorhoz a legjobb likelihood illesz-
tésű Dirichlet eloszlású ( í i , . . . , í n ) véletlen vektor az, melyre 
M ( l o g í j ) = M(logf7j), Vj, 
( 5 1 )
 M ( l o g ( l - £ í j ) ) = M ( l o g ( l - J2 íj))-
j=1 j=1 
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Bizonyítás. Legyen ( г ц , . . . ,т]
п
) eloszlásfüggvénye G(x) , ( £ 1 , . . . >£n) sűrűség-
függvénye pedig f ( x ) , ekkor a hasonlóság mértéke 
L := J log f(x)dG. 
R" 
Felhasználva, hogy / Dirichlet sűrűségfüggvény, kapjuk , hogy 
T - f fin r ( P l + . . . + P n + 1 ) L
- J l l o g r ( p i ) . . . r ( p n + i ) 
R" 
+ (pi - 1) log Xi - ( - . . . -I- ( p „ + i - l ) /o í f ( l - X! - . . . - x „ ) | d G , 
vagy tömörebb fo rmában : 
L = log R- (F; I • • I T * * 1 * + (PL - l)M(log T]I) + ... + 
+ (pn - l ) M ( l o g r,n) + ( p „ + 1 - 1 )M ^log - J2 í j 
A feladat az L ( p i , . . . ,pn+1) függvény maximalizálása. 
Az L függvénynek lokális max imuma ot t lehet, ahol a változók szerinti parciális 
der ivá l t ja zérus, azaz 
V>(pi + . . . + p „ + i ) - ip(pj) + M (log
 V j ) = 0, Vj, 
V»(pi + • • • + Pn+ i ) - V'ÍPri+i) + m ^ log ^ î - è ' / i j j = 0 -
T u d j u k , hogy (használva a 3. fejezet l emmájá t azaz (3.2)-t) M ( l o g ^ ) = V"(Pj) — 
V>(p), ezt behelyet tesí tve kapjuk a tétel ál l í tását • 
6. A l g o r i t m u s a m o m e n t u m és a l ike l ihood i l lesz tésre . 
E b b e n a fe jezetben célunk a likelihood illesztés numerikus kivitele, azonban ezt 
megelőzően megad juk a m o m e n t u m illesztés numerikus kivitelét . 
A momentumil lesz tés t két dolog is indokolja. Egyrészt , mint később numer ikus 
példákon lá tni fogjuk, „elég jó" becslést ad, kivitele lényegesen egyszerűbb min t a 
likelihood illesztésé, másrészt alkalmas ki indulópont a likelihood illesztés i te ra t ív 
e l járásához. 
Az előzőekben (2. és 5. fejezet) kiszámoltuk a m o m e n t u m és likelihood illesztés 
fel tételei t . Ezeket, mint végeredményeket, a könnyebb egybevethetőség érdekében 
egymás mellé helyezzük: 
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Momentum illesztés hipotézise: 
M • • - ín - j = M ••• ün ( l - t , ) 
Likelihood illesztés hipotézise: 
M ( l o g e j ) = M ( l o g 7 7 j ) , 0 = 1 , . . . , n ) , 
M ^log - j =M ^log 






Amennyiben ezen automatikusan adódó összefüggéseket a hipotézisek mellé ten-
nénk, akkor a formulákban erős szimmetriát tapasztalnánk. 
6.1. A m i n t a aggregálása 
Legyen ( i j i , . . . , rjn) egy empirikus eloszlás, azaz egy minta, amelyet célszerűen táblá-
zatoséul helyezünk el. A táblázatot kiegészítjük egy (n + l)-edik „dimenzió" osz-
loppal és egy a szorzatokat tar talmazó oszloppal, valamint a táblázat alján helyezzük 
el az illesztésekhez szükséges momentumokat , azaz a tábla azon aggregált értékeit, 
amelyekre szükségünk lesz: 
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dimenzió 
A.  
1 . . . . n n+ 1 
minta . 














1 «i 1 h n. 1 
i : 













 Vi j 
n.1 
ï »ij = 1, Vj 
M 
i -
M1 • • • • 1 M, 1 ' .... Mn M 
S. ábra 
ahol Mj,M a momentum, M j , M a likelihood illesztéshez szükséges aggregált érté-
kek: 
1 m 
Mj := M(Vj) = ( j = 1,... ,n + 1), 
i = i 
j m n + 1 
M := М(Т] 1 . . . rinVn+i) = — П t{i' 
i = i j = l 
es 
l m 
Mj := M{log pj) = - J2 log Uj, ( j = 1 , . . . , n + 1), 
i= i 
^ m n + 1 
M := M(log(i/i . . . f)n1n+i)) = — П*«>> 
•=i j=i 
Megjegyezzük, hogy 
n + l _ 
M = 
j=i 
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így ez a tábla aggregálásakor ellenőrzésként szolgálhat. 
6.2 M o m e n t u m illesztés n u m e r i k u s megoldása 
A 2. fejezet eredményeit felhasználva, illesztési feladatunk olyan p i , . . . ,Pn,Pn+i 
(legyen mint előzőkben is p := pi + . . . + p n + p„+ i ) pozitív számok meghatározása, 
melyekre 
J = M D 0 = 1 . . . . . П + 1 ) , 
Pl • •-Pr.Pn + 1 _ M p ( p + l ) . . . ( p + n ) 
teljesül. 
Amennyiben p már ismert, cikkor p j értékek azonnal adódnak. Feladatunk tehát 
csak a p meghatározása. Az elsőt a másodikba helyettesítve p-re az alábbi egyenletet 
kapjuk: 
amelyet iterációval egyszerűen tudunk megoldani. 
6.3 Likel ihood illesztés n u m e r i k u s megoldása 
A 3. fejezet eredményeit felhasználva illesztési feladatunk olyan p i , . . .pn,pn+1 po-
zitív számok meghatározása, melyekre: 
(6.1) V ( P j ) - t K p ) = M j , ( j = i , . . . ,n + i ) . 
A (6.1) egyenletrendszer megoldására az alábbi iteratív eljárást javasoljuk. 
A ip függvény alakja a logaritmus függvény alakjával erős hasonlóságot muta t , ez 
azt sugallja, hogy a t/> függvényből válasszuk le a logaritmus függvényt. 
Legyen 
(6.2) 6(x):= logx-xP(x). 
Mint ismeretes [1] a 6 függvény végtelen sor előállítása: 
( 6 . 3 )
 = + 
Az (6.1) egyenletrendszerbe (6.2)-t behelyettesítve kapjuk, hogy 
(6.4) log(pj ) - 6(Pj) - log(p) + S(p) = Mj. 
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A (6.4)-ből az alábbi iterációs formula rendezhető ki: 
exp 6(pj°) 
- — j 
exp 6(p(0) 
K, = e x p ( ^ ) , ( j = 1 , . . . , n + 1). 
ahol 
r M j 
2 
A (6.5) iterációs formula konvergenciáját egzaktan em tud tuk belátni, azonban 
számos numerikus példán kipróbálva konvergenciát tapasztal tunk. 
Numerikus számolásnál a 6(x) függvényt a 6yv(x) véges tagú sorával helyettesí-
te t tük (az N tagszám a kompúter kódban input paraméter ; tapasztalataink szerint 
N = 1 0 0 illetve N= 1000 választásnál a p ; értékek első három jegyében nincs eltérés). 
Az iteráció kiindulásául szolgáló p? ( j = 1 , n + 1) értékeknek célszerű a 
momentum ilesztéssel kapot t p;- értékeket venni. 
6.4 Az illesztés pontossága 
Az illesztés eltérésére a likelihood függvény negatívjának exponensét, az úgynevezett 
exponenciális inaccuranciát használjuk: 
(6.6) E = e x p ( - L ) 
A loggamma függvényt N tagú sorával közelítjük, azaz 
к 
log Г(ж) « x log N — log x + l°g 
x + к k= i 
Ezen közelítéssel egyszerű számolással adódik az 5. fejezetből, hogy 
n + l N n + l N 
l n l o « Pj - logp - n J2 logk + H log(p>+ 
j = l kzz 1 »'=1 <b=l 
(6-7) / \ 
V
 ' N ( n + l \ n + l 
- 5 > g Y^pj + ^ 2 P j M j - M . 
t=i \ j=i / i=i 
Ezt (6.6)-ba helyettesítve megkapjuk az N sortagszámtól függő EN eltérést. 
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6.5 N é h á n y n u m e r i k u s fe lada t 
1. feladat: 
A MINTA (7 DB 4 DIMENZIÓS): 
1 2 3 4 5 
1 0,0300 0,7000 0,1000 0,0200 0,1500 6,300E-06 
2 0,5000 0,0500 0,0300 0,2000 0,2200 3,300E-05 
3 0,0080 0,3000 0,0300 0,6000 0,0620 2,678E-06 
4 0,0700 0,7000 0,2000 0,0080 0,0220 1.725E-06 
5 0,8000 0,0800 0,0700 0,0030 0,0470 6,317E-07 
6 0,0500 0,1000 0,0300 0,0300 0,7900 3,555E-06 
7 0,8000 0,0030 0,0040 0,0060 0,1870 1.077E-08 
0,3226 0,2761 0,0663 0,1239 0,2111 6,843E-06 
-2,1613 -2,2215 -3,2303 -3,6132 -2,1398 -13,3662 
AZ ITERÁLT P A R A M É T E R E K : (pontosság = 0,00001 , s o r - tagszám = 400) 
lépés P l p2 p3 p4 p5 Eltérés 
0 0,6443 0,5515 0,1324 0,2474 0,4217 0,02453 
1 0,5404 0,5323 1,7146 0,4247 0,5960 0,11598 
17 0,6608 0,6419 0,4225 0,3708 0,6678 0,01367 
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2. feladat: 
A MINTA (4 DB 4 DIMENZIÓS) : 
1 2 3 4 5 
1 0,0300 0,7000 0,1000 0,0200 0,1500 6,300E-06 
2 0,5000 0,0500 0,0300 0,2000 0,2200 3,300E-05 
3 0,0080 0,3000 0,0300 0,6000 0,0620 2,678E-06 
4 0,0700 0,7000 0,2000 0,0080 0,0220 1.725E-06 
0,1520 0,4375 0,0900 0,2070 0,1135 T 0 9 3 E - 0 5 
-2 ,9218 -1 ,2283 -2 ,7313 -2 ,7152 -2 ,5021 -12,0987 
AZ I T E R Á L T P A R A M É T E R E K : (pontosság = 0,00001 , sor - t agszám = 400) 
lépés p l p2 
р з 
p4 p5 Eltérés 
0 0,4038 1,1624 0,2391 0,5500 0,3016 0,03453 
1 0,4906 1,0984 0,8216 0,4972 0,7266 0,02323 
7 0,5608 1,4584 0,6110 0,6156 0,6818 0,01965 
3. feladat: 
A MINTA (3 DB 4 DIMENZIÓS) : 



















0,0227 0,2000 0,0637 0,5000 0,2137 1.886E-05 
-4 ,1431 -1 ,6128 -3 ,2241 -0 ,7513 -1,6767 -11,4080 
AZ I T E R Á L T P A R A M É T E R E K : (pontosság = 0,00001 
lépés p l p2 p3 p4 
, s o r -
p5 
t agszám = 400) 
Eltérés 
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j. feladat: 
A MINTA (30 DB 4 DIMENZIÓS): 
1 2 3 4 5 
1 0,1761 0,3462 0,2360 0,0506 0,1911 1.390E-04 
2 0,2444 0,1543 0,1956 0,2200 0,1857 3,014E-04 
3 0,0068 0,2069 0,3315 0,1338 0,3208 2,015E-05 
4 0,1742 0,1298 0,1601 0,2351 0,3008 2,560E-Ű4 
5 0,2370 0,3244 0,2220 0,0175 0,1992 5,936E-05 
6 0,2011 0,2761 0,1793 0,0673 0,2763 1,850E-04 
7 0,2832 0,1586 0,0406 0,3224 0,1951 1Д48Е-04 
8 0,1735 0,1184 0,3162 0,0387 0,3531 8,880E-05 
9 0,0637 0,2542 0,2354 0,3517 0,0949 1.273E-04 
10 0,0447 0,4425 0,3864 0,0648 0,0616 3.053E-05 
11 0,1578 0,0807 0,3221 0,3788 0,0606 9,417E-05 
12 0,2021 0,2202 0,0406 0,2778 0,2592 1.303E-04 
13 0,0380 0,2492 0,3990 0,2320 0,0817 7Д68Е-05 
14 0,2359 0,0122 0,5058 0,0885 0,1575 2,034E-05 
15 0,0582 0,3789 0,1664 0,3385 0,0581 7,206E-05 
16 0,3806 0,1834 0,3487 0,0407 0,0467 4,624E-05 
17 0,4805 0,0874 0,1132 0,0579 0,2610 7Д82Е-05 
18 0,3590 0,3014 0,1754 0,0509 0,1134 1.094E-04 
19 0,1014 0,3111 0,3021 0,1831 0,1024 1.785E-04 
20 0,1253 0,3690 0,0221 0,2230 0,2605 5,940E-05 
21 0,0813 0,1485 0,2616 0,3325 0,1761 1.850E-04 
22 0,1196 0,4276 0,2261 0,0422 0,1846 8,996E-05 
23 0,0332 0,2395 0,2599 0,2680 0,1994 1Д04Е-04 
24 0,3420 0,0209 0,1131 0,2026 0,3213 5,270E-05 
25 0,0307 0,1618 0,2991 0,1149 0,3935 6.713E-05 
26 0,3432 0,0396 0,2919 0,0476 0,2779 5,234E-05 
27 0,2777 0,2061 0,1763 0,0774 0,2626 2,050E-04 
28 0,2965 0,1621 0,0211 0,2825 0,2379 6,803E-05 
29 0,1371 0,3717 0,0038 0,1922 0,2952 1.099E-05 
30 0,2648 0,1221 0,1901 0,1514 0,2715 2,528E-04 
0,1890 0,2168 0,2180 0,1695 0,2067 1.090E-04 
-1,9789 -1,7669 -1,8440 -2,0689 -1,7212 
-9,3800 
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AZ ITERÁLT P A R A M É T E R E K : (pon tossága 0,00001 , sor - tagszám = 400) 
lépés P l p2 p3 p4 p5 Eltérés 
0 1,5291 1,7544 1,7643 1,3713 1,6722 0,03230 
1 1,5180 1,7631 1,6996 1,4060 1,7757 0,03192 
2 1,5217 1,7743 1,6867 1,4225 1,8196 0,03189 
IRODALOM 
[1] KORN, G.A. és KORN, T .M. , Matamatikai Kézikönyv Műszakiaknak (Műszaki Könyvkiadó, 
1975). 
[2] MARDIA, K.V. and KENT, J .T. and BIBBY, J.M., Multivariate Analysis (Academic Press, 
1979). 
[3] PRÉKOPA, A., Valószínűségelmélet műszaki alkalmazásokkal (Műszaki Könyvkiadó, 1972). 
(Beérkezet t : 1988. ok tóbe r 3.) 
K L A F S Z K Y E M I L 
N M E M A T E M A T I K A I I N T É Z E T 
M I S K O L C , E G Y E T E M V Á R O S 3 5 1 5 
G R U B E R T L Á S Z L Ó 
L K M S Z Á M Í T Á S T E C H N I K A 
M I S K O L C , D I Ó S G Y Ő R 3540 
O N N U M E R I C A L SOLUTION OF T H E LIKELIHOOD A N D M O M E N T S 
FITTING O F MULTIVARIATE DIRICHLET D I S T R I B U T I O N S 
E . K L A F S Z K Y — L . G R U B E R T 
The paper deeds with finding both the likelihood and the mixed moments fitting of multivari-
ate Dirichlet distributions. More over the different est imates are compared. In the first section of 
the paper crucial results for the general fitting problem are reviewed. 
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KÖNYVISMERTETÉS 
COMPUTER ALGEBRA /Lecture Notes in Pure and Applied Mathematics Series / 1 1 3 / 
Szerkesztette: DAVID V. CHUDNOVSKY ÉS RICHARD D. JENKS 
Marcel Decker, New York and Basel, 1989. 256 oldal. 
A kötet az 1984 április 5-6 között New Yorkban megrendezett , több mint 400 résztvevős, „ C o m -
puter algebra as a Tool for Research in Mathematics and Phisics" c ímű nemzetközi konferencia 
meghívott előadóinak az előadásanyagát tartalmazza. A konferencia célja a már meglévő szimbo-
likus algebrai programrendszereknek és alkalmazásainak a bemutatása, valamint továbbfejlesztési 
lehetőségeinek vizsgálata volt. A konferenciával párhuzamosan a New York Univcrsity-n kiálb'-
tás nyílt, melyen interaktív módon bemutatták a legfontosabb szimbolikus algebrai rendszereket. 
( M A C S Y M A , M A P L E , mu MATH, R E D U C E , SCRATCHP AD, SMP, CAYLEY stb.) 
Az előadások általában nem tartalmazzák az egyes programrendszerek részletes ismertetését, he-
lyette a fejezetek végén gazdag irodalomjegyzék található. 
A továbbiakban a kötetet fejezetenként ismertetjük. 
1. ,, Use of Computer Algebra for Diophantine and Differential Equations"^. V. CHUDNOVSKY, 
G. V. CHUDNOVSKY 
Ez a fejezet differenciál algebrai módszereket mutat be (pld. a Padé approximációs techni-
kát), melyeket diofantoszi approximációval és diofantoszi egyenletekkel kapcsolatos problé-
mák megoldására alkalmaz. A szerzők olyan eredményeket ismertetnek, amelyek bár könnyen 
megfogalmazhatók, bizonyításuk számítógép használata nélkül igen nehézkes, (pld. Rama-
nujan egyenlőség) A bizonyításoknál az IBM S C R A T C H P A D régi és új változatát , illetve az 
SMP rendszert használják. 
2. , , C o m p u t e r Algebra and Hilbert Modular Equation" HARVEY COHN 
A szerző a legegyszerűbb Hilbert-féle moduláris egyenletet konstruálja meg számítógép segít-
ségével. N e m használja az eddigi formális algebrai programrendszereket, bár utal arra, hogy 
korábbi vizsgálatoknál más szerzők sikerrel alkalmazták a MACSYMA-t és a R E D U C E - t . 
3. ,,Some CAYLEY Examples" MICHAEL С. SLATTERY 
Ezt a formális algebrai programnyelvet az algoritmikus csoportelméleti eredmények alkalma-
zása és hozzáférhetősége érdekében fejlesztették ki. A CAYLEY lehetővé teszi a felhasználó 
számára, hogy definiáljon egy véges vagy végesen prezentált csoportot (generátorokkal és 
relációkkal, permutációkkal vagy véges test feletti mátrixokkal). Ha megadtuk a csoportot, 
a CAYLEY egy sor általános csoportelméleti számítást tud végezni (pld. p-Sylowok, cent-
ralizátorok meghatározása). Hasznos oktatási és kutatási segédeszköz, elsősorban kis példák 
konstruálásánál. 
Jelen fejezetben a szerző által írt példaprogramok láthatók egy H csoport x automorfizmussal 
való bővítésére. 
4. ,,Phisics, Ramanujan, and Computer Algebra" GEORGE E. ANDREWS 
Ez a fejezet kétféle módszert mutat a Rogers-Ramanujan egyenlőségek bizonyítására. Ezen 
módszereknek van statisztikus fizikai alkalmazásuk is. A fejezetben új, egyszerű bizonyítást 
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láthatunk GÖLLNITZ „ m o d 6" partíciós tételére is. A bizonyításoknál az IBM SCRATCH-
P A D programrendszert használják. 
5 ,,POLYPAK: An Algebraic Processor for Computations in Celestial Mechanics" DIETER S. 
SCHIMDT 
Az égi mechanikai vizsgálatokhoz gyakran van szükség hosszú algebrai számításokra. (Pld. 
DELAUNAY 20 évet töltött a hold helyzetének számításával.) így ezen a területen is hasznos 
a számítógép alkalmazása. Elsősorban különféle sorokkal végzett müveletek fordulnak elő 
igen gyakran. 
Ez a fejezet ismerteti a POLYPAK programrendszert, amely valós és komplex többváltozós 
sorokkal képes többféle műveletet végezni nagy hatékonysággal. 
6 ,,Computer Algebra and Definite Integrals" RICHARD ASKEY 
A fejezet többdimenziós beta-integrálokkal foglalkozik. (Selberg beta-integrál, Mehta-Dy-
son sejtés, Andrews sejtés, MacDonald-Morris sejtés.) Vázolja ezen integrálok kapcsolatát 
és rámutat a M A C S Y M A rendszer hasznosságára ezen integrálok vizsgálatánál illetve bi-
zonyításánál. 
7 ,,Algebraic Computation and Structures" JAMES H. DAVENPORT 
A fejezet azzal a kérdéssel foglalkozik, hogy milyen típusú formális algebrai számításokat le-
het számítógéppel elvégezni. Kapcsolódik olyan általános problémákhoz is, mint a kanonikus 
reprezentáció kérdése és a ritkaság. Érinti a konstruktív algebra kérdéskörét is: foglalkozik 
a konstruktív gcd tartomány és a konstruktív faktorizációs tartomány kapcsolatával, be-
bizonyítja, hogy konstruktív gcd tartomány feletti polinomgyűrű konstruktív gcd, míg kon-
struktív faktorizációs tartományra az analóg állítás nem igaz. A bizonyítás során algoritmust 
ad többhatározatlanú polinomgyűrűben legnagyobb közös osztó meghatározására. 
d ,,Computation of Galois Groups from Polynomials over the Rationals" DAVID J. FORD, 
JOHN MCKAY 
Egy racionális együtthatós pol inom Galois csoportjának meghatározása matematikai érte-
lemben eddig is megoldott volt. Csak számítási szempontból okoz nehézséget n! fokú n + 1 
változós pol inom faktorizációja. A szerzők hatékony módszert dolgoztak ki a Galois csoport 
meghatározására és a jövőben szeretnék több algebrai programrendszeren tesztelni. Eddig 
az IBM PC-n futó ALGEB nyelven és a M A P L E rendszeren próbálták ki. 
A fejezet kitér a fordított problémára is: mely csoportok állnak elő Galois csoportként. Ez a 
probléma megoldatlan, csak részeredmények vannak. 
9 , , O n the Use SCRATCHPAD in the Construction of Convolution Algorithms" L o u i s AUS-
LÄNDER, ALLAN J. SILBERGER 
A szerzők a digitális jelfeldolgozásban alkalmazható algoritmust dolgoztak ki a racionális 
számtest feletti végesen generált algebrák egy osztályában műveletek végzésére. Az algorit-
mus használja a racionális számtest algebrai bővítései feletti kínai maradéktételt és eleget tesz 
bizonyos stabilitási feltételeknek. Az algoritmust S C R A T C H P A D és SCRATCHPAD-t ípusú 
rendszerekben lehet megvalósítani. 
10 , ,Automated Generation of Optimized Convolution Algorithms" JAMES W. COOLEY 
A szerző a S C R A T C H P A D programrendszert használja többhatározatlanú polinomgyűrü 
faktorgyűrűiben algebrai müveletek végzésére. A kapott output a szerző által írt programok 
inputja, amely optimalizálja az elvégzendő összeadások sorrendjét. 
11 ,,Manual for the System PNCRE" ROBERT RILEY 
A P N C R E rendszer 44 Fortran nyelvű szubrutinból áll, amelyet egy főprogram hív meg. 
Eredetileg csomóelméleti problémák vizsgálatához készült. Az S L ( 2 , C ) egy megadott rész-
csoportját tudja különböző szempontokból megvizsgálni. 
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A kötet végén található az április 6-i vita jegyzökönyve, amelyben a következő kérdésekkel foglal-
koztak a konferencia résztvevői: 
- milyen lesz a technológiai fejlődés hatása a programrendszerekre 
- milyen lesz az algoritmusok fejlődésének hatása 
- milyen fejlesztések lennének hasznosak a jövőben 
- milyen új alkalmazási területek vannak 
- mit lehet várni a mesterséges intelligencia kutatásoktól 
- milyen korlátjai vannak a szimbolikus számítási rendszereknek 
Összefoglalva: a kötet hasznos lehet mind a matematikai algoritmusokkal foglalkozó kutatók szá-
mára, mind olyan kutatók, elsősorban matematikusok és fizikusok számára, akik kutatásaikhoz 
számítógépet kívánnak használni. 
Horváth Erzsébet 
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HÍREK és KÖZLEMÉNYEK 
Megalakul t a Magyar Operác iókutatás i Társaság! 
Örömmel tuda t juk , hogy a Magyar Operációkutatási Társaság (MOT) hiva-
talosam is megalakult , mivel a Fővárosi Bíróság nyilvántartásba vette. 
Az alakuló közgyűlés az M O T örökös tiszteletbeli elnökévé Prékopa Andrást , 
ma jd titkos szavazással - két évi időtar tamra - Ziermann Margitot az öt tagú ve-
zetőség elnökévé, Rapcsák Tamást alelnökévé, Csendes Tibor t , Komlósi Sándort 
és Szántai Tamást tagjaivá választotta. A háromtagú Ellenőrző Bizottság elnöke 
Molnár Sándor, tagjai Varga László és Tétényi Tamás lettek. A vezetőség t i tkárnak 
Szántai Tamást választotta. 
Új tagok jelentkezését várjuk! 
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ÚTMUTATÁS A SZERZŐKNEK 
A z Alkalmazott Matematikai Lapok csak magyar nyelvű dolgozattátat közöl. A kéziratok gépelését, 
olyan formában kérjük, hogy minden gépelt oldal 25, egyenként átlag 50 betűhelyes sort tartalmazzon. A 
közlésre szánt dolgozatokat három példányban kell beküldeni. Előnyben részesülnek a TEX-ben elkészí-
tett dolgozatok. Ezeket két kinyomtatott példány kíséretében diszketten kérjük beadni. 
A kéziratok szerkezeti felépítésének a következő követelményeket kell kielégíteni. A fejlécnek tar-
talmaznia kell a dolgozat címét, a szerző teljes nevét, valamint annak a városnak a nevét, ahol a szerző 
dolgozik. A fejléc után egy, képletet nem tartalmazó, legfeljebb 2 0 0 szóból álló kivonatot kell minden 
esetben megadni. A dolgozatot címmel ellátott szakaszokra kell bontani, és az egyes szakaszokat arab 
sorszámmal kell ellátni. A z esetleges bevezetésnek mindig az elsó szakaszt kell alkotnia. A z iroda-
lomjegyzék mindig az utolsó szakasz kell, hogy legyen, és azt nem kell sorszámmal ellátni. A z iroda-
lomjegyzék után, a kézirat befejezéseképpen fel kell tüntetni a szerző teljes nevét és a munkahelye (illet-
ve lakása) pontos postai címét. A dolgozatban előforduló képleteket szakaszonként újrakezdódően, a kép-
let elótt két zárójel közé írt kettős számozással kell azonosítani. Természetesen nem szükséges minden 
képletet számozással ellátni. A z esetleges definíciókat és tételeket (segédtételeket és lemmákat) ugyan-
csak szakaszonként újrakezdődő, kettós számozással kell ellátni. Kérjük a szerzóket, hogy ezeket, vala-
mint a tételek bizonyítását a szövegben kellő módon emeljék ki. Minden dolgozathoz csatolni kell egy 
angol, német, francia vagy orosz nyelvű, külön oldalra gépelt összefoglalót. Amennyiben lehetésges, kér-
jük a nyomtatás számára különösen nehézkes matematikai jelölések használatának az elkerülését. 
A dolgozatok ábráit és az esetleges lábjegyzeteket a dolgozat végén, különálló lapokon kérjük be-
küldeni. Mind az ábrákat, mind a lábjegyzeteket a dolgozat szakaszokra bontásától független, folytatóla-
gos arab sorszámozással kell ellátni. A z ábrák elhelyezését a dolgozat megfelelő helyén, széljegyzetként 
feltüntetett, ábraazonosító sorszámokkal kell megadni. A lábjegyzetekre a dolgozaton belül az azonosító 
sorszám felső indexkénti használatával lehet hivatkozni. 
A z irodalmi hivatkozások formája a következő. Minden hivatkozást fel kell sorolni a dolgozat vé -
gén található irodalomjegyzékben, a szerzők, illetve társszerók esetén az első szerző neve szerint alfabe-
tikus sorrendben úgy, hogy a cirill betűs szerzők nevét a Mathematical Reviews átírási szabályai szerint 
latin betűsre kell átírni. A folyóiratban megjelent cikkekre [1], a könyvekre [5], a kötetben megjelent dol-
gozatokra [4], a disszertációkra [3] és a gépi program leírásokra [2] a következő minta szerint kell hivat-
kozni: 
[1] Farkas, ).. Über die Theorie der einfachen Ungleichungen, Journal für die reine und angewand-
te Mathematik 1 2 4 (1902) 1-27. 
[2] Kéri, G., „DUALSIMP", rutin a CDC 3300-as gépekre (Magyar Tudományos Akadémia Számí-
tástechnikai és Automatizálási Kutató Intézete, CDC 3300 felhasználói ismertetök 2. 1973. 
május) 19-20. 
[3] Prékopa, A., „Sztochasztikus rendszerek optimalizálási problémáiról", doktori értekezés. Magyar 
Tudományos Akadémia, Budapest, 1970. 
[4] Prabhu, N. U., „Recent research on the ruin problem of collective risk theory", in: Inventory 
Control and Water Storage Ed. A. Prékopa (János Bolyai Mathematical Society and North-
Holland Publishing Company, Amsterdam-London, 1973) 221-228. 
[5] Zoutendijk, G„ Methods of Feasible Directions (Elseivcr Publishing Company, Amsterdam and 
New York, 1960). 
A dolgozatok szövegében az irodalmi hivatkozás számait szögletes zárójelben kell megadni, mint 
például [5] vagy [4, 76-78] . A szerzők a dolgozatukról 50 darab ingyenes különlenyomatot kapnak. A 
dolgozatok után szerzői díjat az Alkalmazott Matematikai Lapok nem fizet. 
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A z Alkalmazott Matematikai Lapok változó terjedelmű füzetekben jelenik meg, és olyan eredeti tu-
dományos cikkeket publikál, amelyek a gyakorlatban, vagy más tudományokban közvetlenül felhasználha-
tó új matematikai eredményt tartalmaznak, illetve már ismert, de színvonalas matematikai apparátus új-
szerű és jelentós alkalmazását mutatják be. A folyóirat közöl cikk formájában megírt, új tudományos 
eredménynek számító programokat, és olyan, külföldi folyóiratban már publikált dolgozatokat, amelyek 
magyar nyelven történő megjelenletése elősegítheti az eléri eredmények minél clóbbi, széles körű hazai 
felhasználását. A szerkesztőbizottság bizonyos időnként lehetővé kívánja tenni, hogy a legjobb cikkek 
nemzetközi folyóiratok különszámaként angol nyelven is megjelenhessenek. 
A folyóirat feladata a Magyar Tudományos Akadémia III. (Matematikai és Fizikai) Osztályának 
munkájára vonatkozó közlemények, könyvismertetések stb. publikálása is. 
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A z Alkalmazott Matematikai Lapok előfizetési ára kötetenként 192 forint (a XVI. kötettől 8 5 0 fo-
rint). Megrendelések a szerkesztőség címén lehetségesek (átutalásokat az ELTE MNB 2 3 2 - 9 0 1 4 2 - 6 2 0 7 
számlaszámára a 9 0 1 5 5 6 7 munkaszám és 6 9 4 utalványozási kód megjelöléssel kérjük). 
A Magyar Tudományos Akadémia III. (Matematikai és Fizikai) Osztálya a következő idegen nyelvű 
folyóiratokat adja ki: 
1. Acta Mathematica Hungaricae, 
2. Acta Physica Hungaricae, 
3. Studia Scientiarum Mathematícarum Hungarica. 
31 7 47 1 
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ELDÖNTHETŐSÉGI KÉRDÉSEK FATRANSZFORMÁCIÓ 
OSZTÁLYOK ÁLTAL GENERÁLT MONOIDOKBAN 
F Ü L Ö P Z O L T Á N 
Szeged 
A dolgozatban determinisztikus felszálló és determinisztikus leszálló fatranszformáció osztá-
lyok által generált monoidokat vizsgálunk. Megadunk egy olyan eljárást, amellyel a fenti típusú 
fatranszformáció osztályoknak egy előre rögzített, véges de nem túl általános P halmaza esetén a 
következő algoritmus konstruálható meg. A P által а о kompozíció művelettel generált monoid 
tetszőleges X, о . . . о X m és Fi о . . . о F„ elemei esetén (X,, Yj £ P) az algoritmussal eldönthető, 
hogy az 
X J О . . . О X M Ç FI О . . . О YN 
tartalmaz ás teljesül-e. 
Ezután az eljárást alkalmazzuk az 
M = {DL, LDL, NDL, LNDL, H, LH, NH} 
és 
S = {DF, LDF, NDF, LNDF, H, LH, NH} 
halmazokra, ahol az M halmaz a determinisztikus leszálló fatranszformációk osztályából és ennek 
további hat nevezetes részosztályából áll, míg az S halmaz az M megfelelője a felszálló esetre. 
1. Bevezetés 
Fatranszformátorokkal a 70-es évek eleje óta foglalkoznak az elméleti számítás-
tudományban. Ezen a kutatási területen a fa mindig az univerzális algebrából ismert 
termet (polinomszimbólumot) jelent, maga a fatranszformátor pedig olyan eszköz, 
amellyel — véges állapothalmaza és véges számú átírási szabálya segítségével — 
fákat lehet áttranszformálni fákba. Ily módon minden fatranszformátor indukál egy 
termek feletti relációt amelyet fatranszformációnak hívunk és amely azon (p, q) term 
párokból áll amelyekre igaz, hogy a fatranszformátorral p-t át lehet transzformálni 
g-ba. 
Több f a j t a fatranszformátor is ismeretes. Legelőször az ún. felszálló fatranszfor-
mátor került bevezetésre [Rou]-ban és [Thal]-ben ma jd a leszálló fatranszformátor 
[Tha2]-ben. Ezekkel az eszközökkel leírható a magas szintű programozási nyelvek 
egyik igen elterjedt fordítási módja, a szintaxis-vezérelt fordítás [Eng5]. Az elne-
vezések pedig onnan adódnak, hogy a felszálló fatranszformátor a fa gyökerétől a 
levelei felé, tehát fölfelé haladva transzformálja át a fát , míg a leszálló fatransz-
formátor az ellenkező irányban dolgozik. Később, a transzformációs képesség fo-
kozására, bevezettek a fenti két típusúnál hatékonyabb fatranszformátorokat is. 
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Ilyenek a makró fatranszformátor [CouFra], [Eng4], [EngVogl], az a t t r ibu tumos fa-
transzformátor [Eng4], [Füll], [Barl], a magas szintű fatranszformátor [EngVog4], a 
moduláris fa t ranszformátor [EngVog3] és a magas szintű moduláris fa t ranszformátor 
[Vog2]. Ezen fatranszformátorokkal már igen általános fatranszformációk realizál-
hatók. Példaként említjük meg, hogy az a t t r ibu tumos fatranszformátorokkal és a 
makró fatranszformátorokkal modellezhetők a fordítóprogramok készítésénél igen 
gyakran alkalmazott a t t r ibutumos fordítások [Knu], valamint azt az [EngVog3]-ban 
bizonyított tényt, hogy a determinisztikus moduláris fatranszformátorok által in-
dukált fatranszformációk osztálya megegyezik a fákon értelmezett primitív rekurzív 
függvények osztályával. 
Napja inkban a fatranszformátorok elmélete, a szintaxis-vezérelt fordításokat 
meghaladva, az elméleti számítástudomány egyre több területéhez kapcsolódik. En-
nek indoklására, a teljesség igénye nélkül, csak az egyik legfontosabbat, a term 
átíró rendszereket [Bue], [DerJou] hozzuk példaként (maga a fa t ranszformátor is 
egy speciális term átíró rendszer) és két olyan új eredményt, amelyek a [DTBL]-ben 
bevezetett ground fa transzformátorok tanulmányozásából eredtek: [DTBL]-ben bi-
zonyítást nyert, hogy a ground term átíró rendszerek Church-Rosser tulajdonsága 
eldönthető; [FülVág8]-ban pedig gyors algoritmust adtunk a ground term egyenlet-
rendszerek szóproblémájának az eldöntésére. 
A fatranszformációk kai, tehát a fatranszformátorok által indukált relációkkal 
kapcsolatos egyik legfontosabb fogalom a kompozíció. Szinte valamennyi, ezen 
témakörrel foglalkozó munkában előjön és központi helyen fog állni jelen dolgozat-
ban is. Ezért, mielőtt rátérnénk dolgozatunk eredményeinek ismertetésére, felidéz-
zük a kompozíció fogalmát és a vele kapcsolatban elért legfontosabb eredményeket 
csoportosítjuk. 
B a adot t két (mindegy, hogy milyen típusú) A és В fa transzformátor amelyek 
rendre а тд és тв fatranszformációkat indukálják, akkor ezen két fatranszformáció 
ТА ° ТВ-vel jelölt kompozícióján ért jük azon (t, s) term párok halmazát melyekre 
teljesül, hogy van olyan r term amelyre ( t , r ) G гд és (r, s) G тв• Tehát a fa-
transzormációk kompozíciója nem más, mint relációk szokásos kompozíciója. A 
kompozíció természetes módon kiterjeszthető fatranszformációkból álló osztályokra 
is: az Y és Z osztályok Y о Z kompozícióján ért jük azon г о <r fatranszformációk 
osztályát, ahol т G Y és a G Z. Azt mondjuk , hogy az Y osztály zárt a kom-
pozícióra, Ь а У о У С У. Továbbá tetszőleges n természetes szám esetén az Уп-edik 
hatványát a következő módon értelmezzük: Y n = У, ha n = 1 és У " = y n _ 1 о У 
különben. 
A továbbiakban már konkrét fatranszformáció osztályokról is beszélünk. A 
felszálló fatranszformációk osztályát F-fel, a leszálló fatranszformációk osztályát 
L-lel, a homomorfizmus fatranszformációk osztályát pedig Я-val jelöljük. Ezen 
jelölések előtt a D, L, N és az LN prefixek is lehetnek amelyekkel együtt a jelölés 
a szóban forgó osztálynak rendre a determinisztikus, a lineáris, a nemtörlő és a 
lineáris nemtörlő részosztályát jelenti. A prefixeket lehet kombinálni is, például 
LDF a lineáris, determinisztikus felszálló fatranszformációk osztályát jelenti. 
A fatranszformáció osztályok kompozícióira vonatkozó eredmények legtöbbje 
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az alábbi, egymást átfedő négy problémakör valamelyikére vonatkozik. 
(a) Előállítható-e egy fatranszformáció osztály mint más, nála egyszerűbb 
s t ruk túrá jú fatranszformáció osztályok kompozíciója? Az ilyen előállításokat de-
kompozíciós eredményeknek is szokás nevezni. Sok dekompozíció található a [Bak], 
[Engl , 2], [EngFil], [EngVogl], [Füll-3], [FülVágl,4] dolgozatokban és a [GécSte] 
könyvben. Konkrét példák a DL = LNDLoH és а Я = NH о LH dekompozíciók, 
1. [Engl] és [FülVágl]. 
(b) Melyek azok a fatranszformáció osztályok amelyek zártak a kompozícióra 
nézve? Ha egy osztály nem zárt, akkor a növekvő hatványai végtelen hierarchi-
át alkotnak-e a tar ta lmazásra nézve, vagy pedig a hierarchia valahonnan kezdve 
összeesik? Ezekre nézve az [ArnDau], [Bar2], [DTHL], [Eng2,3,6], [EngVogl,3], 
[FülVágl,3,4], [GécSte], [VágFül] és a [Vogl] munkákat a jánl juk. Konkrét példaként 
az [Eng6]-ban igazolt nevezetes hierarchia tételeket említ jük, melyek szerint Ln С 
Ln+1 és Fn С F n + 1 minden n > l-re. Ugyanakkor DL2 = DL, tehát DL zárt a 
kompozícióra nézve, 1. [Engl]. 
(c) Ha az előbbi hierarchia végtelen, akkor adjuk meg az osztály n-edik hatvá-
nyának jellemzését valamilyen más típusú fatranszformátorral! Ezzel foglalkoznak 
a [Dau], [EngVog2,4] és a [Vág] dolgozatok. 
(d) Adjunk meg olyan egyenlőségeket, tar talmazásokat amelyek fatranszformá-
ció osztályok között fennállnak! Ez a feladat lényegében az (a) és (b) összevonásának 
és általánosításának tekinthető. Ilyen típusú eredmények találhatók az [ArnDau], 
[Bak], [Dau], [Engl,2], [EngVogl], [Füll-3], [FülVágl] és [GécSte] munkákban . 
Példaként i t t a [FülVágl]-ben igazolt DF2 = NDF о LH egyenlőséget hozzuk. 
A már meglevő egyenlőségekből, tartalmazásokból helyettesítéssel ú jabbak 
nyerhetők. Például az (a) pontban említett két egyenlőségből és az NDL = LNDLo 
N H-ból, ami ezek közül az elsőnek egy speciális esete, nyerjük, hogy NDL о LH = 
LNDLoNHoLH = LNDLoH = DL. Hasonló módon kapjuk a DF С NDF о LH 
ta r ta lmazás t is a D F С D F 2 tartalmazásból [Rou] és a D F 2 = NDF о LH 
egyenlőségből [FülVágl]. 
Felmerül tehát a kérdés, hogy ismerünk-e már valamennyi egyenlőséget és tar-
ta lmazást . Pontosabban, ha adot t fatranszformáció osztályoknak egy véges P hal-
maza és adot t két 
(») Ух о ... о Ym és Z\ о ... Zn 
alakú kifejezés, ahol У , Zj G P minden l < i < m é s l < j < n esetén, akkor a 
már ismert P feletti egyenlőségek és tartalmazások segítségével el tudjuk-e dönteni, 
hogy az alábbi négy, egymást kizáró és minden lehetséges esetet kimerí tő feltétel 
közül melyik teljesül. 
(i) Ух о . . . о Ym = Zxo...oZn 
(ii) Ух о . . . о У
т
 с Zio...oZn 
(iii) Zi о . . . о Zn С Ух о . . . о У т 
(iv) Ух о . . . о У
т
 és Z\ о . . . о Zn összehasonlíthatatlanok. 
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Ha pedig az eddig ismert egyenlőségek és tartalmazások nem elegendőek, akkor 
megadható-e ezeknek egy olyan rendszere, amellyel a fenti kérdés mindig meg-
válaszolható. 
Vegyünk egy pozitív példát, legyen P = {DF}. Ekkor nyilvánvaló az, hogy a 
DF3 = DF2 egyenlőség [FülVág 1] és a DF С DF2 ta r ta lmazás [Rou] elegendőek 
ahhoz, hogy tetszőleges m, n > 1 esetén el tudjuk dönteni, hogy a DFm és DF" 
osztályok között az (i)-(iv) relációk közül melyik áll fenn. (Természetesen nem csak 
ilyen triviálisan választott P halmazok iránt érdeklődünk majd . ) 
Ezen értekezés egyik fő eredménye, hogy kifejlesztettünk egy olyan módszert, 
metaeljárást , amelyet ál talánosabban P halmazokra is alkalmazhatunk. A módszer 
lényege abban áll, hogy olyan, a P halmaztól függő objektumokat konstruálunk meg, 
amelyek ismeretében algoritmikusán eldönthető, hogy tetszőleges két, (*) alakú ki-
fejezés között az (i)-(iv) relációk melyike áll fenn. Ezek az objektumok a következők 
lesznek 
(a) egy P feletti véges T Thue rendszer 
(b) a T által P*-on generált Thue kongruenciának egy N reprezentáns rends-
zere, 
(c) az N által reprezentált fatranszformáció osztályok tar talmazási diagramja, 
(d) egy olyan algoritmus amelyik tetszőleges w £ P* szóhoz megadja a w osztályá-
nak a reprezentánsát . 
Meg kell azonban jegyeznünk, hogy amennyiben a P halmazt „túl általánosra" 
választjuk, például, ha P az összes eddig definiált fatranszformáció osztályok hal-
maza, akkor a feladat olyan áttekinthetetlenné válik, hogy a fenti objektumok meg-
konstruálása reménytelennek tűnik. 
Mindenesetre az eljárás eléggé széles körben alkalmazható. Ennek igazolására, 
az értekezés második és harmadik fő eredményeként, sikeresen alkalmaztuk az 
M = {DL, LDL, NDL, LNDL, H, LH, NH} 
és az 
S = {DF, LDF, NDF, LNDF, H, LH, NH) 
halmazokra, tehát mindkét esetben sikerült megkonstruálni az (a)-(d) objektumo-
kat. I t t említjük meg, hogy az M halmazra vonatkozó eredmények a [FÜ13] dolgo-
zatban az S halmazzal kapcsolatos, jóval több munkát igénylő vizsgálatok pedig a 
[FülVágl,2,5-7] dolgozatokban kerültek publikálásra. 
A dolgozat felépítése a következő. A 2. fejezetben a felhasznált fogalmakat 
és jelöléseket vezetjük be. A 3. fejezet tar talmazza az itt vázolt probléma pontos 
megfogalmazását és a megoldásra javasolt módszer megadását . A 4. fejezetben ezt 
a módszert alkalmazzuk az M halmazra, míg az 5. fejezetben az S halmazra. 
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2. Fogalmak, jelölések 
2.1 Halmazok, relációk. 
Tetszőleges A és В halmazok esetén A Ç ß-vel jelöljük azt, hogy A részhalma-
za B-nek, А С B-vel, hogy A valódi részhalmaza B-nek és A <£ B-vel azt, hogy A 
nem részhalmaza ß -nek . Az egyelemű halmazt gyakran azonosítani fogjuk egyetlen 
elemével, tehát {n} helyett a-t írunk. 
Legyen Я egy olyan parciálisan rendezett halmaz, amelynek az elemei halmazok 
és amelyen a rendezés a halmazok közötti Ç tar ta lmazás . Ekkor Я tartalmazási 
diagramján а Я-пак , mint a Ç relációval parciálisan rendezett halmaznak, a Hasse 
diagramját (1. [BurSan] 5. old.) ért jük. 
Ha adot t két halmaz A és B, akkor az A x В direkt szorzat tetszőleges в 
részhalmazát A-ból B-be való relációnak nevezzük. Amennyiben valamely a £ A 
és b £ В elemekre teljesül az (a, b) £ 9 tar talmazás, akkor ezt a tényt a rövidebb 
a9b í rásmóddal jelöljük. А в értelmezési tartományát dom(f?)-val, értékkészleiét 
ran(0)-val jelöljük és ezeket a szokásos 
dom(ö) = {а I aOb valamely b £ В -re} 
és 
ran(ö) = {b I a9b valamely a £ A - ra} 
egyenlőségekkel értelmezzük. Azt mondjuk, hogy в totális, vagy teljesen definiált, 
ha dom(0) = A. Tetszőleges a £ A esetén bevezetjük a 
9(a) = {6 I a9b) 
jelölést és ezt ál talánosít juk tetszőleges L Ç A-ra úgy mint 
9(L) = |J(0(a) I « e L). 
Továbbá, amennyiben Y relációk egy osztálya, Я pedig halmazok egy osztálya, 
akkor 
Y(H) = {9(L)\9£Y,L£H), 
tehát Y(H) elemei is halmazok. 
Most bevezetjük a relációk kompozíciójának a fogalmát. Ha 9 A-ból ß - b e való, 
a pedig ß -bö l C-be való reláció, akkor ö-nak és er-nak a kompozícióján a 
9 о a = {(а, с) I a9b és bac valamely b £ В-re}, 
A-ból C-be való relációt ér t jük. A kompozíció fogalma kiterjeszthető relációkból 
álló osztályokra is, ha Y és Z ilyen osztályok, akkor 
YoZ = {9oa\9£Y ésa£Z}. 
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Továbbá, legyen Y1 - Y és tetszőleges n > 1 esetén legyen Y" = Y о Y 
Az A-ból A-ba való relációkat A feletti relációknak nevezzük. Az A feletti 
{(a, a) I a G A} identikus relációt Id(A)-\&l jelöljük. Amennyiben в egy A feletti 
reláció akkor 0-nak az n-edik hatványát 0"-nel jelöljük és a 0° = Id(A), 0" = 
0 о 0 " - 1 , h a n > 0 összefüggésekkel definiáljuk. Bevezetjük a 0* = | J (0" I » > 0) 
jelölést is, tehát 0* nem más, mint a 0 reflexív, tranzitív lezártja. 
Legyen A tetszőleges halmaz, 0 pedig A feletti ekvivalencia reláció. Az N Ç A 
halmazt a 0 reprezentáns rendszerének mondjuk, ha teljesül, hogy minden a G A-hoz 
létezik pontosan egy olyan b £ N, amelyre adb. 
Végül bevezetjük a hierarchia fogalmát. Osztályoknak egy {С* | к > 0} rends-
zerét hierarchiának nevezzük, ha С* Ç C*+i, minden к > 0 esetén. Azt mondjuk, 
hogy a hierarchia valódi, ha minden tartalmazás valódi, tehát Cjt С Ct+i, minden 
к > 0-га. Az |J(Cfc I к > 0) osztályt a hierarchia szuprémumának nevezzük és 
röviden (J Ci-val jelöljük. 
2.2 Szavak, Thue rendszerek és sztring átíró rendszerek. 
Ha E egy ábécé, tehát egy véges, nemüres halmaz, akkor E*-gal jelöljük a E ele-
meiből képezhető összes véges hosszúságú jelsorozatok, szavak halmazát. Értelmez-
hető a szavak szorzata, két w és z E*-beli szó szorzatát u>z-vel jelöljük. A szorzás 
egységeleme az üres szó, amit mindig A-val fogunk jelölni. így E* nem más, mint 
a E által generált szabad monoid. Egy w £ E* szó hosszát /(tn)-vel jelöljük és a 
következőképpen definiáljuk. Ha w = A akkor l(w) = 0, különben, ha w — va 
valamely v £ E*-ra és a G Е-га, akkor l(w) = l(v) + 1. 
A E* x E* direkt szorzat tetszőleges véges T részhalmazát E feletti Thue rends-
zernek nevezzük. Bevezetjük a E* feletti <—• relációt a következőképpen: minden 
w, z £ E* esetén akkor és csakis akkor, ha van olyan x,y £ E* és (u, v) G T, 
amelyre vagy az teljesül, hogy w = xuy és z — xvy, vagy pedig az, hogy w = xvy 
és z = xuy. A relációt a T által generált Thue kongruenciának nevezzük, mint 
ismeretes, a T- t tartalmazó legszűkebb kongruencia E*-on. 
A relációt E* felett úgy értelmezzük, hogy tetszőleges w,z G E* esetén 
to—^+z akkor és csakis akkor áll fenn, ha w<—*z és /(w) > l(z). Ha valamely w £ E*-
hoz nincsen olyan z, amelyre w—^+z, akkor azt mondjuk, hogy w T-irreducibilis 
elem. Az összes T-irreducibilis elemek halmazát IRR(T)-ve 1 jelöljük. 
Legyen T egy E feletti Thue rendszer. Azt mondjuk, hogy T 
(a) Church-Rosser, ha minden w,z G E* esetén u><-f+z-ből következik, hogy w-Kx 
és z - K x valamely x G E*-ra, és 
(b) konfluens, ha minden w, z és x E*-beli szavak esetén a w-Kz és w-Kx relációk-
ból következik, hogy van olyan y £ E*, amelyre z - K y és x-—*y. 
Könnyen látható, hogy ha egy T Thue rendszer Church-Rosser, akkor konfluens 
is, de a fordí tot t ja általában nem igaz. Például a T = {(aa, 66)}, {a, 6} feletti Thue 
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rendszer konfluens, de nem Church-Rosser. 
Azt mondjuk, hogy a T és a V £ feletti Thue rendszerek ekvivalensek, ha * * 
T T ' 
Tetszőleges E ábécé esetén E feletti sziring átíró rendszernek nevezzük a E* x E * 
tetszőleges véges R részhalmazát. Az R elemeit átírási szabályoknak hívjuk, a = > 
R 
(közvetlen) átírási relációt pedig az alábbi módon definiáljuk: minden w,z E £* 
esetén, w=>z, ha van olyan x,y E E* és («, n) E R, amelyre w = xuy és z = 
R 
xvy. Tehát , eltérően a Thue rendszerektől, R elemei most csak az egyik irányban 
használhatók átírásra. 
Jelöljük a ==> reláció reflexív, szimmetrikus és tranzitív lezárt já t <=>-rel. 
(Nyilvánvaló, hogy <=>• az R által generált kongruencia E*-on, továbbá, hogy 
R 
< = «JU, ahol T = R.) 
R T ' 
Azt mondjuk, hogy az R, E feletti sztring átíró rendszer 
(a) noeiherikus, ha nem létezik xi=>x2=> . . . alakú végtelen sorozat, 
R R 
(b) Church-Rosser, ha minden w, z E £* esetén a w<^>z relációból következik, 
R 
hogy van olyan x E £* , amelyre t u = > x és z==>x, 
R R 
(c) konfluens, ha minden w,z és x £*-beli szó esetén a ui==>z és a u i = > x relációk 
w
 R R 
teljesülése maga után vonja, hogy г=Ф-у és x = > y valamely у E E*-ra. 
R R 
Ellentétben a Thue rendszerekkel, egy R sztring átíró rendszer akkor és csakis 
akkor Church-Rosser, ha konfluens, 1. [Boo2], [Hue], [Jan]. 
A konfluens és noetherikus sztring átíró rendszert teljesnek nevezzük. A E*-
beli Д-irreducibilis elemek halmazát IRR(R)-rel jelöljük, ahol egy w E £* szót 
Д-irreducibilisnek hívunk, ha nincsen olyan z E E*, amelyre w=$-z. 
R 
Végül megemlítünk egy olyan feltételt, amelyik elegendő ahhoz, hogy R noethe-
rikus legyen. Nevezzük súlyfüggvénynek egy p : E —* { 1 , 2 , . . . } leképezést, ahol 
a E E esetén p(a) az a súlya. Egy w E £* szó súlyát a természetes p(w) = 0, ha 
w = Л és p(w) = p(v)+p(a), ha w = va, v E E* és a E E összefüggésekkel definiáljuk. 
Ha például p(a) = 1 minden a G E esetén, akkor p(w) = l(w). Azt mondjuk , hogy R 
súly csökkentő, ha minden (u, v) G R esetén p(u) > p(v). Nyilvánvaló, hogy minden 
súlycsökkentő sztring átíró rendszer egyben noetherikus is. 
2.3 Fák és fatranszformációk. 
Rangolt ábécének nevezünk egy olyan E véges halmazt , amelynek minden cr 
eleméhez hozzá van rendelve egy nemnegatív egész szám amit a rangjának ne-
vezünk. Tetszőleges m > 0 esetén E m -me l jelöljük E azon elemeinek a ha lmazát , 
amelyeknek a rangja m. Ha cr rangja m, tehát a E £ m , akkor cr-ra a cr(m) jelölést 
is fogjuk használni. Például E = <r(2)} egy olyan rangolt ábécé, amelyben 
EQ = {a}, S 2 = {(»} és E m = 0 minden egyéb m-re. 
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A E felet t i termek vagy fák ha lmazá t Te-val jelöljük és é r t jük a l a t t a a legszű-
kebb olyan U ha lmaz t , amire teljesül az a lábbi két feltétel 
(a) E 0 Ç U, 
(b) <r(<i , . . . ,tm) £ U minden m > 1, <т G E m és f i , . . . , f m G U esetén. 
Fák esetén gyakran fogjuk használni a strukturális indukcióval (röviden in-
dukcióval) tö r ténő bizonyítást , mely a következő elven működik . Legyen P egy TE 
feletti p r ed iká tum. Ha P-re teljesül, hogy 
(a) minden í G Eo esetén P(t) és 
(b) minden m > 0, a G E m és tx,... , tm G TE esetén abból, hogy P(ti),... , P(tm) 
következik, hogy T ( < r ( í i , . . . , f m ) ) . 
akkor ebből a r ra következtetünk, hogy minden t G TE-ra P(t). 
Szükségünk lesz az alábbi két, fákon ér te lmezet t függvényre. Tetszőleges t G TE 
esetén lf(t)-ve 1 jelöljük t leveleinek a számát, h(t)-ve 1 pedig a t magasságát. A 
függvények definíciója a következő: 
(a) h a t G E 0 , akkor l f ( t ) = 1 és h(t) = 0, 
(b) h a t = c r (< i , . . . ,tm) valamely m > 1, a G E m és í 1 ( . . . , tm G TE-ra, akkor 
m 
l f ( t ) = £ / /(t ,-) és h(t) = 1 + m a x { h { t i ) I 1 < i < m} . 
i = l 
A TE tetszőleges L részhalmazát fanyelvnek vagy erdőnek nevezzük. На Д 
egy további (nem feltét lenül különböző) rangol t ábécé, akkor а ТЕ x Т д tetszőleges 
részhalmazát fatranszformációnak h ív juk . Tehá t egy fa t ranszformáció nem más, 
mint egy ТЕ-ЬО1 Т д - b a való reláció. Az összes Id(Tz) a lakú, t ehá t totá l is és iden-
t ikus fa t ranszformációk osztályát /-vei je löl jük. 
Legyen Я tetszőleges halmaz. Akkor ТЕ(Я)-уа1 jelöljük a T e u h ha lmazt , mely 
u tóbbi esetében Я valamennyi elemét 0 rangúnak tek in t jük . (Természetesen a-
mennyiben Я végtelen, úgy E U Я nem rangolt ábécé, de a E U Я feletti fermek 
TEUK ha lmaza hasonló módon ér te lmezhető.) 
Most és a tovább iakban X-szel jelöljük vál tozóknak az {xx,x2,... } ha lmazá t , Xm 
pedig az {xx,... ,xm} ha lmaz t jelenti , ahol m > 0. A TE(X„,) ha lmazt röviden 
TE,m-mel fogjuk jelölni, t ehá t TC,M AZ olyan E U Xm felett i termek halmaza , ame-
lyeknél Xm elemeit 0 ar i tásunak tek in t jük . Bevezetjük a TE ,m-nek egy részhalma-
zát, a TE, m ha lmaz t is. Egy t G TE,m f a pontosan akkor van TE ,m-ben, ha f -ben az 
X m minden eleme pontosan egyszer fordul elő, mégpedig az z j xm sorrendben. 




) G T s , i , de <т(х ь <т(а ,x x ) ) ф TE,I. 
Ugyanakkor a(xx, <r(o, x2)) G TE,2-
Végül bevezet jük a fa helyettesítés foga lmát . Legyen t G T c , m és legyenek 
A I , . . . , AM egy tetszőleges Я ha lmaznak az elemei. Ekkor f ( a i , . . . , a m ) - m e l jelöl jük 
azt á f á t , amelyet úgy kapunk f-ből, hogy benne az x,- változó minden egyes előfordu-
lásának helyére az Oj-t helyet tesí t jük minden 1 < z < m esetén. Nyilvánvaló, hogy 
f ( a i , . . . , a m ) G ТЕ(Я ) . Ugyanakkor megjegyezzük, hogy egy AJ nem feltétlenül 
fordul elő f ( a i , . . . , a m ) - b e n , mivel x, sem fordul elő fel tét lenül f -ben. Ha azonban 
t G TE , m , akkor a j , . . . , am mindegyike pontosan egyszer fordul elő f ( a j , . . . , a m ) -
ben, mégpedig a fenti sor rendben. 
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2.4. Fatranszformátorok. 
Leszálló fatranszformátornaknevezünk egy A = (E, Q, Д , R, Q') rendszert, ahol 
(a) E és Д rangolt ábécék, az input és az output rangolt ábécé, 
(b) Q, az állapothalmaz, egy olyan rangolt ábécé, amelyre Q = Qi és Q n ( E U A U 
X ) = 9, 
( c ) Q' Ç Q a végállapotok halmaza, 
(d) R pedig c r (g i (x i ) , . . . ,qm(xm)) —» g(r) alakú átírási szabályok véges halmaza, 
ahol m > 0, er G E m , g, g i , . . . , qm G Q és r G Т д , т . 
Az előbb specifikált átírási szabályban (röviden szabályban) <r (g i (x i ) , . . . , 
g m ( x m ) ) - e t a szabály bal oldalának g(r)-et pedig a szabály jobb oldalának hívjuk. 
Most bevezetjük az A által indukált fatranszformáció fogalmát. Definiáljuk 
először a T E ( Q ( T a ) ) halmaz felett, ahol <2(Тд) = {g(<) | g G Q,t G Тд}, а ==> 
relációt A következőképpen: tetszőleges t,s G ТЕ(<5(ТД)) esetén akkor és 
A 
csakis akkor áll fenn, ha 5 - b e n van egy (d) alakú szabály, s-et pedig úgy kaphat juk 
<-ből, hogy abban egy o - (q i ( t i ) , . . . , g m ( fm)) alakú részfa valamely előfordulásának 
a helyére a g ( r ( f j , . . . , f m ) ) fát helyettesítjük, ahol 11,... , tm G Т д . Ezután, az A 
által indukált fatranszformáción a 
TA - {(<, s) G Ts x Тд I t=^q{s) valamely g G Q'-re } 
A 
fatranszformációt ér t jük. 
A továbbiakban a leszálló fatranszformátor kifejezés helyett röviden l transz-
formátort fogunk mondani. 
Most bevezetjük az l transzformátorok néhány speciális t ípusát . 
Legyen A = (E, Q, A, R, Q') tetszőleges / t ranszformátor . Azt mondjuk , hogy 
A 
(a) teljesen definiált, ha minden m > 0, er G E m és g i , . . . , gm esetén fí-ben van 
legalább egy olyan szabály, amelynek a bal oldala <r (g i (x i ) , . . . , g m ( ^ m ) ) ; 
(b) determinisztikus, ha Д-ben nincs két olyan szabály, amelyeknek a bal oldala 
ugyanaz; 
(c) lineáris, ha minden <r(g i (x i ) , . . . , g m ( z m ) ) Д-beli szabályra teljesül, 
hogy az x\,... ,xm változók mindegyike legfeljebb egyszer fordul elő r-ben; 
(d) nemtörlő, ha minden, a fenti alakú szabályra teljesül, hogy az X i , . . . , X m 
változók mindegyike legalább egyszer előfordul r-ben; 
(e) lineáris nemtörlő, ha A mind a lineáris és mind a nemtörlő tulajdonságokkal 
rendelkezik ( tehát minden (c) alakú szabályra az x\,... ,xm változók mind-
egyike pontosan egyszer fordul elő r-ben); 
(f) leszálló homomorfizmus, ha Q egyelemű halmaz, Q ~ Q', A teljesen definiált 
és determinisztikus; 
(g) leszálló faautomaia, ha E = A és 5 - b e n minden szabály <r (g i (x i ) , . . . , g m ( x m ) ) 
g(<r(x i , . . . , x m ) ) alakú. 
A determinisztikus, lineáris és nemtörlő jelzőket rendre a d, l és n betűkkel fo-
gjuk rövidíteni és ezeket alkalmazzuk az / t ranszformátor kifejezés előtt. Ily módon 
beszélni fogunk dl, Idl, ndl, Indl transzformátorokról, melyek közül például a le-
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gutolsó a lineáris, nemtör lő és determiniszt ikus leszálló f a t r ansz fo rmáto r kifejezés 
rövidítése. 
Megemlí t jük azt a két nyilvánvaló dolgot, hogy ha A teljesen definiált , akkor 
гд to tá l is fa t ranszformáció , míg ha A dl t r anszformátor , akkor тд egy Tc-ból Тд -Ьа 
való parciális függvény. Továbbá , ha A nemtörlő, akkor minden ( t , s ) G тд p á r r a 
teljesül, hogy l f ( s ) > l f ( t ) . 
Ugyancsak nyilvánvaló, hogy ha A = (E, Q, E , R, Q') egy leszálló f a a u t o m a t a , 
akkor гд egy T s felet t i parciális identi tás . Egy L Ç T s erdőt felismerhetőnek 
nevezünk, ha van olyan A leszálló f a a u t o m a t a , amelyre L = й о т ( г д ) teljesül. Az 
összes felismerhető erdők osztályát pedig REC-\e 1 jelöl jük. 
Legyen moet x a dl, Idl, ndl, Indl jelzők valamelyike. Egy г fa t ranszformációról 
azt m o n d j u k , hogy x fa t ranszformáció , ha van olyan x t ípusú A t ranszformátor , 
amelyre г = гд . Az összes dl,ldl,ndl, és Indl fa t ranszformációk osztályát rendre 
DL, LDL, NDL, és LNDL-él je löl jük. Tehá t , például , DL jelenti az összes olyan 
fa t ranszformációk osztá lyát , amelyek dl t ranszformátorokkal induká lha tok . Meg-
jegyezzük még, hogy I valódi részosztálya a DL, LDL, N DL és LNDL osztályok 
mindegyikének. 
Most rá té rünk a felszálló fa t ransz formátor fogalmának bevezetésére. 
Felszálló fatranszformátornak nevezünk egy A = (E, Q, Д , R, qo) rendszert , ahol 
E, Q és Д ugyanaz t jelenti min t a leszálló esetben. A qo Q-nak egy eleme, amelyet 
kezdőállapotnak h ívunk, R pedig most q(cr(xi,... , x m ) ) —+ г a lakú szabályok véges 
ha lmaza , ahol m > 0, a G E m , q G Q és г G TA(Q(Xm)). (A Q(Xm) а {«(х<) | 
9 E Q, 1 < i < m } ha lmazt jelöli.) 
Az A által indukált fatranszformációt a következőképpen ér telmezzük. Most a 
7A (Q(TS ) ) ha lmazon vezetjük be a => relációt: tetszőleges t, s G Тд (Q(TE)) esetén 
A 
t s akkor és csakis akkor áll fenn, ha 72-ben van egy g ( c r ( x i , . . . , x m ) ) —» r 
alakú szabály, s-et pedig úgy kap juk 2-ből, hogy abban egy ç (e r (£ 1 , . . . ,tm)) a lakú 
részfa valamely e lőfordulásának helyére az r ( í i , . . . ,tm) f á t helyet tes í t jük, ahol 
ht • • • I tm E TE. AZ A ál tal indukál t fa t ranszformáció pedig a 
Гд = {(<, s) G Te X Тд | ?o (<)==^} 
A 
reláció. 
A rövidség kedvéért a felszálló fa t ranszformátor kifejezés helyett / t ransz-
fo rmá to r t fogunk mondan i . 
A tovább iakban az / t ranszformátorok speciális t ípusai t vezet jük be. Legyen 
A = (E , Q, Д , 72, g0) egy / t r anszformátor . Azt mond juk , hogy A 
(a) teljesen definiált, ha minden m > 0, a G E m és q G Q esetén 72-ben van 
legalább egy q(<r(xi,... , x m ) ) bal oldalú szabály; 
(b) determinisztikus, ha 72-ben nincs két különböző szabály, amelyeknek a bal 
oldala ugyanaz; 
(c) lineáris, ha minden q(cr(xi,... , x m ) ) -+ r 72-beli szabályra teljesül, hogy 
az x i , . . . , x m változók mindegyike legfeljebb egyszer fordul elő r -ben; 
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(d) nemtörlő, ha (c)-ben a legfeljebb helyett legalábbot mondunk; 
(e) lineáris nemtörlő, ha lineáris és nemtörlő; 
( f) felszálló homomorfizmus, ha Q = {go}, A teljesen definiált és determinisz-
tikus; 
(g) uniform, ha minden g(<r(x 1 ) . . . ,xm)) —• r, ß-bel i szabályra és minden 
1 < » < m-re teljesül, hogy amennyiben p(x,) és p ' (x , ) előfordul r-ben valamely 
p,p' €Q esetén, úgy p = p'; 
(h) felszálló faautomata, ha E = Д és ß -ben minden szabály g(c r (x 1 , . . . , x m ) ) 
< r (g i (x i ) , . . . , g m ( x m ) ) alakú. 
A d,l,n és az In rövidítéseket az / transzformátorok esetében is fogjuk használ-
ni, mégpedig ugyanabban az értelemben mint a leszálló esetben. 
Most is érvényes az, hogy minden teljesen definiált / t ranszformátor totális 
fatranszfomrációt indukál és hogy a df t ranszformátorok parciális függvényt in-
dukálnak. 
A felszálló faau tomaták is alkalmasak erdők felismerésére: egy L Ç 7 e erdőről 
akkor mondjuk , hogy felismerhető felszálló faautomatával , ha van olyan A felszálló 
faau tomata , amelyre L = 0 о т ( г д ) . Jól ismert az a tény, hogy a felszálló faau-
tomatákkal felismerhető erdők osztálya ß E C - v e l egyezik meg. Ugyanakkor a de-
terminisztikus felszálló faautomatákkal felismerhető erdők DREC osztálya valódi 
részosztálya REC-nek. 
A d f , I d f , ndf és Indf fatranszformáció fogalmát a leszálló esettel analóg módon 
értelmezzük. Az összes fenti típusú fatranszformációk osztályát rendre DF, LDF, 
NDF és LNDF-fe\ jelöljük. Megjegyezzük, hogy I most is mind a négy osztálynak 
valódi része. 
Befejezésül a homomorfizmus fatranszformátorokat tekintjük. Ugyancsak jól 
ismert az a tény, hogy minden A leszálló homomorfizmushoz van olyan В felszálló 
homomorfizmus, amelyre гд = тд és megfordítva. Ezért homomorfizmusok esetén 
nem teszünk különbséget a leszálló és felszálló esetek között, egyszerűen csak A 
transzformátorról és h transzformációról beszélünk. Ezekre szintén alkalmazzuk az 
/, n és In jelzőket, tehát például Ih t ranszformátoron lineáris (felszálló vagy leszálló) 
homomorfizmus t ranszformátor t értünk. Az összes A, Ih, nh és Inh transzformációk 
osztályát pedig rendre H, LH, NH és LNH-\al jelöljük. 
Végül legyen A = (E, Q, A, R, до) egy / t ranszformátor , p pedig Q-nak egy 
eleme. Akkor A(p)-vel fogjuk jelölni a ( E , Q , A , R , p ) f t ranszformátor t . 
3. A p r o b l é m a megfogalmazása és megoldása 
A következő problémát vetjük fel. Legyen adot t fatranszformáció osztályoknak 
egy véges P halmaza. Adjunk meg olyan algoritmust, amely tetszőleges m, n > 0 
valamint 
(*) Yi о ... о Ym és Zi о . . . о Zn 
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alakú kifejezések esetén (ahol Yi,Zj £ P minden 1 < i < m-re és 1 < j < n-re, az 
üres kompozíciót pedig f-nek értelmezzük) el t ud ja dönteni, hogy az alábbi négy, 
egymást kizáró és minden lehetséges esetet kimerítő reláció közül melyik áll fenn. 
(i) Y1o...oYm=Z1o...oZn 
(ii) Yx о . . . о Ym с Zi о . . . о 
(iii) Z1 о ... о Zn С Vi о ... о Ym 
(iv) Yi о . . . о У
т
 és Z\ о ... о Z„ összehasonlíthatatlanok. 
Nyilvánvaló, hogy ezen négy eset szétválasztásához szükséges és elegendő, ha 
az algoritmus azt el t ud ja dönteni, hogy 
(v) Y1o...oYmCZ1o...oZn 
fennáll-e. 
A fejezet hátralevő részében megadunk egy olyan módszert, amellyel (nem túl 
általános P halmaz esetén) ez az algoritmus megkonstruálható. Előbb azonban 
bevezetünk néhány jelölést. 
Észrevesszük, hogy a fenti kifejezések lényegében P feletti szavak, ezért tekint-
jük a P* szabad monoidot és ugyanakkor a P elemei által a kompozíció műveletével 
generált 
[P] = {Yi о ... о Ym I m > 0, Yí£ P minden 1 < i < m-re} 
monoidot is, aminek egységeleme I . A [P] monoid elemei tehát fatranszformáció 
osztályok, és minden [P]-beli fatranszformáció osztály reprezentálható valamely 
(nem egyértelműen meghatározot t ) P*-beli szóval. Ez a 
I h p' - [ P ] 
homomorfizmussal í rható le, ami nem más, mint a P feletti identitás egyértelmű 
homomorf kiterjesztése P*-ból [P]-be. Vagyis, a P*-beli műveletet - a l jelölve, egy 
tetszőleges Yi • . . . • Ym P*-beli szó az | Yj • . . . • Ym | = Y\ о . . . о Ym , [P]-beli fatransz-
formáció osztályt reprezentálja, ahol |V}| helyett magát Y)-1 írjuk, 1 < i < m. így 
|A| = I. Két P*-beli szó, mondjuk Y\ •... • Ym és Z\ •... • Zn pedig akkor és csakis 
akkor reprezentálja ugyanazt a [P]-beli fatranszformáció osztályt, ha Y\ o.. ,oYm = 
Zi о ... о Zn, tehát |Yi • . . . • Y m | = \Zi •... • Z„\, vagyis akkor és csakis akkor, ha 
Yj • ... - Ym в Z i • ... • Zn, ahol в jelöli a P*-on a | | homomorfizmus által indukált 
kongruencia relációt. 
Ezen jelölésekkel élve módszerünk a következő három feladat megoldásából áll. 
(a) Adjuk meg 0-nak egy N reprezentáns rendszerét. ( N elemeit normálformák-
nak fogjuk hívni.) 
(b) Adjuk meg a normálformák által reprezentált fatranszformáció osztályok-
nak — vagyis az \N\ = { |u| | и £ N} halmaznak, ami nyilvánvalóan parciálisan 
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rendezet t a t a r t a lmazás ra nézve — egy effektív ta r ta lmazás i diagrarryát . (Az ef-
fektív szón azt é r t jük , hogy a d iagram segítségével tetszőleges u,v £ N elemekről 
el t u d j u k dönteni , hogy |u | Ç |u| fennáll-e.) 
(c) Ad juk meg 0-nak egy véges T Ç P* x P' generátorrendszerét ( t ehá t 
egy olyan, P felett i T Thue rendszeri, amelyre = 0) és ad junk meg egy 
olyan a lgor i tmust , amely tetszőleges w £ P*-hoz (T-beli egyenletek alkalmazásával) 
k i számí t j a tu no rmá l fo rmá já t vagyis azt az egyértelműen megha tá rozo t t и € N-t, 
amelyre tu» ^ >u. 
Most be lá t juk , hogy amennyiben ezt a há rom o b j e k t u m o t sikerült megkon-
s t ruálni a P halmazhoz, akkor rendelkezésünkre áll a keresett a lgor i tmus is. 
Valóban, tekintsük a (*) kifejezéseket. Első lépésként az Y\ •.. .Ym és Z\ •.. .-Zn 
szavakhoz a (c) pon tban szereplő algori tmus segítségével kons t ruá l juk meg azokat 
a z u é s v /V-beli normál formáka t , amelyekre 
Y 1 - . . . Y m ^ u és Z x . . . Z n ^ - r v. 
T T 
Mivel (c) szerint = 0, az is teljesül, hogy 
Ух о ... о Ym = |u | és Z1o...oZn = \v\. 
Ezért (v) akkor és csakis akkor áll fenn, ha |u | С |u|, ami (b) szerint | V | t a r t a lmazás i 
d iagramjáró l e ldönthető. A következőt kaptuk. 
3.1 ÁLLÍTÁS. Tegyük fel, hogy A fenti (A ) - ( c ) feladatokat megoldottuk. Akkor 
tetszőleges két, P feletti (*) alakú kifejezésről eldönthető, hogy közöttük az (v) 
reláció fennáll-e. 
A fent i módszernek konkrét P ha lmazokra tör ténő a lk lamazása azt m u t a t t a , 
hogy az (a ) - (c ) pon tokban specifikált fe ladatokat az a lábbi lépésekben célszerű 
végreha j tan i . 
(1) Megadunk egy véges T Ç P* x P* relációt (Thue rendszeri), amelyről azt 
se j t jük , hogy 0-t generál ja . ( I t t nagy mér tékben t ámaszkodha tunk a már ismert 
dekompozíciós eredményekre.) 
(2) Bebizonyít juk, hogy minden (u,v) G T esetén |u | = |u|. (Mivel T elemeinek 
P felet t i egyenlőségeket kell reprezentálniuk, a szokásos ( u , u ) í rásmód helyet t m a j d 
az и = v - t fogjuk használni . ) 
Abból , hogy T rendelkezik a fenti tu la jdonsággal m á r nyilvánvalóan következik, 
hogy <—+ С 0, hiszen T Ç 0 és *-—* a T- t t a r t a lmazó legszűkebb kongruencia P*-on . 
Ezt a tényt az alábbi l emmában deklarál juk. 
3 .2 LEMMA. Tegyük fel, hogy T Ç P* X P*-RA teljesül, hogy minden и =v£ T 
esetén lui = lui. Akkor С 0. 
T ~ 
(3) Megadjuk P*-nak egy olyan N részhalmazát , amiről azt se j t jük , hogy 0-nak 
reprezentáns rendszere. (Megjegyezzük, hogy jY-nek szükségképpen rendelkeznie 
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kell azzal a tulajdonsággal , hogy tetszőleges u,v £ N esetén |u| = |u| akkor és csakis 
akkor igaz, ha u = v; ellenkező esetben N nem lehetne reprezentáns rendszer.) 
(4) Megadjuk az N elemei által reprezentált fatranszformáció osztályok \N\ = 
{|u| I u £ N} halmazának egy effektív tar talmazási d iagramját . 
(5) Végül megadunk egy olyan algoritmust, amely tetszőleges w £ P ' - h o z (T-
beli egyenletek alkalmazásával) kiszámít ja azt az и £ N normálformát , amelyre * 
w*—>u. T 
Most belát juk, hogy a fenti öt pont végrehaj tása az (a)-(c) feladatok megoldá-
sát is jelenti. 
3 .3 LEMMA. Tegyük fel, hogy az (l)-(5) pontokat végrehajtottuk. Akkor az 
(a)- (c) pontokban kitűzött feldatokat is megoldottuk. 
Bizonyítás. Először azt igazoljuk, hogy в Ç is teljesül, tehát , hogy T 
valóban 0-t generálja. Evégett legyenek w,w' £ P* olyanok, hogy w6w'. Kon-
struáljuk meg az (5)-ben megadott algoritmus segítségével azon u,u' £ N normálfor-
mákat , amelyekre és Ekkor, a már igazolt С 0 ta r ta lmazás 
T T T ~ 
miat t , tu0u és w'Ou' is érvényes, tehát иди' is, ami viszont (3) értelmében azt je-
lenti, hogy и = и' . Mivel kongruencia, azt kapjuk, hogy = 
vagyis uié-^-éw'. Következésképpen = 0, tehát T 0-t generálja, mint ahogy an-
nak (c)-ben teljesülnie kell. Ebből azonban (5) értelmében az is következik, hogy 
N valóban reprezentáns rendszere 0-nak, tehát az (a) pontban kitűzött feladatot is 
megoldottuk. Végül (4) a (b) megoldását jelenti. • 
A módszer könnyebb érthetősége végett számoljuk végig az ( l ) - ( 5 ) pontokat a 
már ismert példán, a P — {DF} halmazon. 
(1') Legyen T = { D F 3 + D F 2 } . (Természetesen itt a [FülVágl]-ben iga-
zolt D F 3 = D F 2 egyenlőség motivál ta T választását, ahol DF most a df t ran-
szformációk osztályát jelöli.) 
(2') Nem kell semmit bizonyítani, [FülVágl]-re hivatkozhatunk. 
(3') Legyen N = {A, D F , D F 2 } . 
(4') Nyilvánvaló, hogy I С DF, az pedig [Rou]-ban nyert igazolást, hogy 
DF С DF2. Ezért a normálformák által reprezentált fatranszformáció osztályok 
tar talmazási d iagramja az alábbi: 
DF2 
i • ' . 
DF 
, 1 
(5') A normálformát kiszámító algoritmus pedig a következő. Legyen w £ P*, 
tehát w = DFm valamely m > 0-ra. 
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(i) Ha m = 0, akkor legyen и — A, 
(ii) ha m = 1, akkor legyen ti = DF, 
(iii) ha m > 2, akkor legyen и = D F 1 . 
Nyilvánvaló, hogy mindhárom esetben 
Ezek u tán a 3.1 állításnak megfelelően könnyedén el tudjuk dönteni azt, hogy 
tetszőleges két 
DFm és DFn 
osztály között , ahol m, n > 0, fennáll-e az (v)-nek megfelelő tar ta lmazás . 
A dolgozat következő két fejezetében a fenti ( l ) - ( 5 ) pontokat számosuk végig 
a P halmaz két, kevésbé triviális választása esetén. 
Befejezésül kitérünk még egy problémára, amelyhez azonban felidézünk két, 
Thue rendszerekkel és sztring átíró rendszerekkel kapcsolatos tételt . 
3 . 4 TÉTEL ([JAN], [BOO2]) . Egy T Thue rendszer (noetherikus R sztring 
átíró rendszer) akkor és csakis akkor Church-Rosser, ha <-A—> kongruencia 
minden blokkjában pontosan egy T-irreducibilis (R-irreducibilis) elem van. 
3.5. TÉTEL ( [ B o o l ] ) . Minden T Thue rendszer (súlycsökkentő R sztring 
áiíró rendszer) esetén megadható olyan algoritmus, amely minden w szóhoz lineáris 
idő alatt megkonstruál egy olyan и T-irreducibilis (R-irreducibilis) szót, amelyre 
w—tu í iu==>u ). 
t \ R ) 
Megjegyezzük, hogy amennyiben a 3.5 tételben szereplő T (R) még Church-
Rosser is akkor, a 3.4 tétel szerint, и a w kongruencia osztályában szereplő egyetlen 
irreducibilis elem lesz. 
Ezért kívánatos lenne, ha az (1) pontban megadot t T Thue rendszer Church-
Rosser tu la jdonságú lenne, a normálformák (3)-ban megadot t N ha lmazára pedig 
az teljesülne, hogy N = IRR(T). Ekkor ugyanis az (5)-ben szereplő algoritmust 
már nem kellene megadnunk, mivel a fent említet t , [Bool]-ben szereplő algoritmus 
minden w £ P* szóhoz kiszámítaná ty-nek az и £ N normálformájá t (mert ez az 
N = IRR(T) egyenlőség miat t éppen a w osztályában lévő egyetlen T-irreducibilis 
elem lenne). 
Természetesen az ( l ) -ben megadott T általában nem lesz ilyen tu la jdonságú. 
Mégis elkerülhetjük az (5) algoritmus használatát , ha T-hez keresünk egy olyan 
R sztring átíró rendszert, amelyik súlycsökkentő, ekvivalens T-vel ( tehát = 
•<==>) és amelyikre N = IRR(R). Ekkor ugyanis R Church-Rosser lesz (hiszen <==>• 
R R 
minden blokkjában pontosan egy .R-irreducibilis elem van), a [Bool]-ben szereplő 
algoritmus pedig minden ty-hez megadja az и £ N normálformájá t (hiszen N = 
IRR(R)). 
A következő fejezetekben mind a leszálló mind a felszálló esetben kapot t T-hez 
sikerült megadni a fenti három tulajdonsággal rendelkező R-t . 
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4. A de t e rmin i sz t i kus leszálló eset 
Ebben a fejezetben a 3. fejezet ( l ) - ( 5 ) pont ja iban specifikált feladatokat oldjuk 
meg az 
M = {DL, LDL, NDL, LNDL, H, LH, NH} 
halmaz esetében. Használni fogjuk a 3. fejezet jelöléseit, tehát a | | : M* —+ [M] 
homomorfizmust, ahol [M] az 
[M] - {Ух о ... о Ym I m > 0, Yi G M minden 1 < i < m-re} 
egyenlőséggel definiált monoid; és a | | által M*-on generált в kongruencia relációt. 
Előbb azonban felidézzük a leszálló fatranszformátorok kompozíciójának a fo-
galmát , ami igen hasznos segítséget fog nyúj tani ezen feladatok megoldásában. 
1. Determinisztikus leszálló fatranszformátorok kompozíciói. 
A most bevezetésre kerülő fogalmat a [Bak] és [GécSte] munkákból vettük. 
Legyenek A = ( Е , В , Д , В , P') és В = (Д, Q, Cl, R!, Q') dl t ranszformátorok. 
Ezen két dl t ranszformátor kompozícióján ért jük azt а С = (E, P x Q,Çl, R!', P' x 
Q') dl t ranszformátor t melynek R" szabályhalmaza az alábbi két feltétellel van 
definiálva: 
(a) minden <r G Eo, p € P és q G Q esetén a cr —• (p,q ) (r) szabály akkor és 
csakis akkor van fi"-ben, ha az ß-ben van olyan a p (r') szabály, amelyre teljesül 
hogy r'==>g (r); 
В 
(b) minden m > 1, a G E m , p , p i , . . . , p m G P és q, qi,... , qm G Q esetén 
a
 ""((Pl ) 9i)(*i)> • • • i(Pm,5m)(im)) _H• (p, я) ( r ) szabály akkor és csakis akkor van 
ß" -ben , ha ß - b e n van olyan c r ( p i ( x i ) , . . . , p m ( * m ) ) ~* P ( r ' ) alakú szabály, amelyre 
teljesül, hogy r ' ( í i ( ® i ) , . . . , g m (x m ) )==>g (r) . 
В 
Könnyen igazolható, 1. [Bak], hogy ezen dl t ranszformátorok által indukált 
fatranszformációkra teljesül, hogy тс = тд о гд . Ebből a tényből következik az, 
hogy DL о DL Ç DL vagyis, hogy DL zárt a kompozícióra. (Megjegyezzük, hogy 
а тс = тд о тв egyenlőség ál talában nem igaz, ha A és В nemdeterminisztikus 
/ t ranszformátorok.) 
Ezt a kompozíciós technikát fel lehet használni más, Y о Z Ç V alakú tar-
talmazások megmuta tására is, ahol Y, Z és V az M halmaznak tetszőleges elemei. 
Valóban, vesszük az A és В t ranszformátorokat , amelyek rendre у és z t ípusúak 
és megkonstruáljuk A-nak és B-nek а С kompozícióját. Ha ez а С и t ípusú, ak-
kor ez elegendő ahhoz, hogy Y о Z Ç V teljesüljön. Például így igazolható, hogy 
LDL о LDL С LDL. 
Egy másik észrevétel az, hogy ha már igazoltunk egy Y о Z Ç Z alakú tar-
talmazást , ahol Y és Z ugyancsak az M halmaz tetszőleges elemeit jelentik, akkor 
ebből következik, hogy Y о Z = Z is teljesül. Ez azért van, mert I Ç Y és mert 
minden Z-beli fatranszformáció felírható mint egy alkalmas /-beli identitásnak és 
önmagának a kompozíciója. Tehát a fentiekből az is adódik, hogy DL о DL = DL 
és LDL о LDL = LDL. 
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4-2 A T Thue rendszer megadása és a *-—-* Q 9 larialmazás.. 
Azt á l l í t juk, hogy az a lábbi véges, M felett i T reláció ( tehát Thue rendszer) 
éppen 0-t generál ja . A T elemeit a szokásos (ti, v) í rásmód helyett mos t is ti = и 
a lakban í r juk fel. Álljon tehá t T az alábbi 13 elemből. 
( 1 ) NH LH AH ( 8 ) LNDL • H A DL 
( 2 ) LH -NH AH ( 9 ) NH • NDL A NDL 
( 3 ) NH • NH A NH ( 1 0 ) LH LDL A LDL 
( 4 ) LH LH A LH ( И ) NH • LDL A DL 
( 5 ) LNDL • LNDL A LNDL ( 1 2 ) LDL -LNDL A LDL 
( 6 ) LNDL • LH A LDL ( 1 3 ) NDL • LNDLANDL 
( 7 ) LNDL • NH A NDL 
Először azt igazoljuk, hogy T elemei valóban [M]-beli egyenlőségeket reprezen-
tá lnak , röviden, hogy T minden eleme érvényes [M]-ben. Ez például a (8) esetében 
azt je lent i , hogy LNDL о H = DL is teljesül. 
4 .2 .1 TÉTEL. Minden и A v € T esetén ju| = |ti| is teljesül. 
Bizonyítás. Nem kell valamennyi esetet igazolnunk, mivel a T elemeit t u l a j -
donképpen már ismert vagy az ismertekre könnyen visszavezethető dekompozíciók-
ból g y ű j t ö t t ü k össze. Továbbá az (1) és (2) érvényességét m a j d az 5.1.1 té te lben 
fogjuk igazolni, mivel o t t ez egyszerűbben megtehető . Kezdjük azzal, hogy (8) 
érvényessége következik az [Engl]-ben ta lá lha tó 4.1 lemmából , de a [GécSte] 158. 
oldalán levő 3.3 tételből is, a (6) és a (7) pedig (8)-nak speciális eseteiként adódnak . 
Továbbá , (3), (4), (5), (9), (10), (12) és (13) érvényessége könnyen b izonyí tha tó a 
4.1 p o n t b a n i smer te te t t , fa t ranszformátorok kompozícióira vonatkozó technikával . 
Egyedül (11) érvényességét kell igazolnunk, vagyis azt a tényt , hogy N H о LDL = 
DL. 
Észrevesszük, hogy az N H о LDL Ç DL t a r t a lmazás ugyancsak a 4 . l - ben leírt 
módon bizonyí tha tó . 
A fo rd í to t t t a r t a lmazás igazolása végett vegyünk egy tetszőleges A = (E , Q, Д , 
R,Q') dl t r ansz fo rmá to r t . Jelöljük rhs(H)-rel az Я-beli szabályok j o b b oldalainak a 
ha lmazá t és minden t G r h s ( ß ) és i > 1 esetén legyen <(»') az x,- vál tozó előfordulásai-
nak a s záma T-ben . Legyen továbbá n = max{ í ( i ) | t G rhs( f i ) , i > 1) . Meg fogunk 
adni egy В h t r ansz fo rmáto r t és egy С Idl t r anszformátor t amelyekre гд = тв отс-
Legyen В = ( £ , p , E ' , R',p) ahol E' a legszűkebb olyan rangol t ábécé amelyre 
E(,.m = {<ß I с € £ m } minden m > 0 esetén és ahol R' az összes 
<r(p(x I ) , . . . , p ( x m ) ) P ( < / ( x b . . . , XL, . . . , XM, . . . , X M ) ) 
a lakú szabályokból áll úgy, hogy m > 0, cr G E m és az X j , . . . , x m változók mind-
egyike n-szer fordul elő a jobboldalon. 
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Továbbá vezessük be а С = ( £ ' , Q, Д , R", Q') Idl t ranszformátor t , ahol egy 
< r ' ( q i ( x i ) , ••• , ?l(xn)> • • • , Я т ( * п ( т - l ) + l ) . • • • . Я т ( Х п т ) ) 
q(r(x!,. . . , x n i t . . . ,X„ ( m - l ) + l > • • • , x n ( m - l ) + n m ) ) 
szabály akkor és csakis akkor van 5" -ben , ha a 
<K?l(xl) ?m(xm)) g(r(xb . . . , Xi, . . . , Xm, . . . , Xm)) 
szabály Д-ben, ahol r £ Т д д , к = гц + . . . + s n m és az x, változó n,-szer fordul elő 
ezen szabály jobboldalán minden 1 < i < m-re. 
Ekkor, t szerinti s trukturál is indukcióval, a következő ekvivalencia igazolható 
könnyen: minden t £ T s , s £ Тд és g £ Q esetén <==»g(s) akkor és csakis akkor, 
ha van olyan s' £ T^/ amelyre t=>p(s') és s'==>q(s). Ezen ekvivalenciából g-t Q'-
В с 
belinek választva azt kapjuk, hogy гд = TbOTC, amivel egyúttal a DL Ç NHoLDL 
tar ta lmazást is igazoltuk. Tehát NH о LDL = DL és így (11) is érvényes [M]-ben. 
• 
4 . 2 . 2 K Ö V E T K E Z M É N Y . С в. 
т -
Bizonyítás. L. 3.2 lemma. • 
4-3 Reprezentáns rendszer és tartalmazási diagram. 
Most megadjuk M*-nak egy véges N részhalmazát, amiről később belát juk, 
hogy 0-nak egy reprezentáns rendszere. Az N halmazt a következőképpen definiál-
juk: 
N = M U {А, Я • NDL, H • LNDL, NH • LNDL, LH • LNDL}. 
Először bebizonyítjuk, hogy N különböző elemeinek a | | melletti képei is 
különbözőek vagyis azt, hogy minden tu, z £ N esetén ha tu / z akkor |tu| ф |z|. 
Ezt úgy érjük el, hogy megadjuk az |JV| = {|u| | и £ N} halmaznak a tar talmazási 
diagramját , amiről előbbi állításunk helyessége leolvasható. Az 1. ábra diagramjáról 
fogjuk igazolni, hogy | N | tartalmazási diagramja. 
4.3.1 TÉTEL. AZ 1. ábrán látható diagram az | N | tartalmazási diagramja. 
Bizonyítás. Először is azt vesszük észre, hogy ha egy Y osztály a Z osztály 
fölött van, akkor Z Ç Y. Ez könnyedén következik az M halmaz elemei között 
fennálló alapvető tartalmazási relációkból és abból a tényből, hogy minden Yi, Vj G 
M esetén az Y\, Y2 Ç DL\ Y\,Y2 Ç LDL és Yj, Y2 Ç NDL tartalmazásokból rendre 
következik, hogy Yx о У2 Ç DL] Ух о У2 Ç LDL és Yx о У2 Ç NDL. Ez könnyedén 
lá tható a 4.1 pontban leírtak értelmében. Ezért azt kell még belátni, hogy a diag-
ram által mu ta to t t valamennyi tar ta lmazás valódi, és hogy a relációba nem állított 
osztályok pedig összehasonlíthatatlanok. Ehhez szükségünk lesz a következő két 
lemmára. 
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1. ábra 
4 . 3 . 2 L E M M A . LDL g H о NDL. 
Bizonyítás. Megadunk egy olyan Idl fatranszformációt , amelyik nincs HoNDL 
-ben. Evégett vezessük be a E = {a(°) ,K 2 )} rangolt ábécét és jelöljük T£-val 
(Tg-vel) Ts-nak azt a részhalmazát amelyik az összes párat lan (páros) számú a-t 
ta r ta lmazó fából áll. Megjegyezzük, hogy a G T£. Továbbá, definiáljuk az odd : 
TE TE függvényt a következőképpen: 
(a) t = a esetén legyen odd(f) = t, 
(b) t = a(ti,t2) esetén, ahol f i , f 2 € TE, legyen 
(i) odd(f ) = a, ha < i , f 2 G T£ vagy f b f 2 G T£, 
(ii) odd(f ) = cr(a, odd(f 2 ) ) , ha tx G Tg és 12 G T£, 
(iii) odd(f ) = <r(odd(<i), a)), ha f i G T£ és f 2 G T£. 
Informálisan szólva, odd azt a transzformációt valósítja meg, amely minden 
f G TE és f ф a esetén a f-nek minden olyan t' részfáját a-val helyettesíti, amely 
eleget tesz az alábbi feltételeknek: 
(a) f ' páros számú a-t tar ta lmaz, 
(b) f ' nem valódi részfája egy másik olyan részfának, ami páros számú a-t 
ta r ta lmaz . 
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Könnyű azt igazolni, hogy odd induká lha tó Idl t r anszformátor ra l . Valóban, 
tekintsük azt az A Idl t r ansz formátor t amelynek szabályai a következők: 
(a) a p„(a) , 
(b) < r (p e (x i ) , p e (x 2 ) ) - * P t ( a ) , 
(c) <т(р 0 (х г ) ,р 0 (х 2 ) ) —* Pe(a), 
(d) < r (p e (x i ) ,p 0 (x 2 ) ) —» p0(<r(a, x 2 ) ) , 
(e) <т(р 0 (х 1 ) ,р е (х 2 ) ) — р 0 ( < т ( х ь а ) ) . 
Nyilvánvaló, hogy ha mind p0-1 és p e - t végál lapotnak veszzük, akkor гд = odd, 
tehá t odd E LDL. 
Megmuta t juk , hogy odd ф HoNDL. Ez azért lesz így, mer t a h t r ansz formátor 
nem t u d j a felismerni, hogy az input fa egy részfája pá ra t l an vagy páros számú a- t 
ta r ta lmaz-e , az ndl t r anszformátor pedig, habár képes erre a felismerésre, nem tud 
törölni . 
Tételezzük fel, hogy odd G Я о NDL vagyis azt, hogy odd = тд о тс teljesül 
valamilyen В = ( E , p , Д , Я , p) h t r ansz formátor ra és С = (Д , Q, E , R', Q') ndl 
t r anszformátor ra . Ekkor В nem lehet nemtörlő. Valóban, ha В nemtör lő lenne, 
akkor a 4.1 pon tban mondo t t ak mia t t тд о TQ G NDL is igaz lenne. De ekkor azt 
kapnánk, hogy l f ( s ) > l f ( t ) minden (í, s) G т д о т с esetén, ami pedig e l len tmondana 
annak, hogy odd = тд о тс-
Tehát В törlő. Megmuta t j uk , hogy ez is el lentmondáshoz vezet. Vegyük B-
nek a <r-t á t í ró <r(p(xi ) ,p(x 2 ) ) —+ p ( r ) alakú szabályát , amelyre nézve há rom eset 
lehetséges, nevezetesen 
(a) x\ előfordul r -ben de x 2 nem, 
(b) x 2 előfordul r -ben de x\ nem, 
(c) sem x i sem x 2 nem fordul elő r -ben. 
Tegyük fel, hogy az első eset áll fenn és vegyünk egy teszőleges t G T£ fá t , 
de úgy, hogy i ф a. Legyen t' az a fa, amelyet úgy kapunk f-ből, hogy benne az 
a legjobboldal ibb előfordulását a <x(a,a) fával helyet tes í t jük. Ekkor nyilvánvaló, 
hogy t' G Tg és hogy Tg(t) = Tg(t'), mivel В a lkalmazása invariáns lesz erre a 
helyettesítésre. Ezért гд о rc(t) = гд о Tc(t'), ami e l lentmondás, mer t odd( í ' ) = a, 
de odd( í ) ф a. Hasonló módon igazolható, hogy a második eset sem ál lhat fenn, 
míg teljesen nyilvánvaló az, hogy a harmadik is lehetetlen. Ezért odd ф H о NDL, 
ami a bizonyítás végét jelenti . • 
4 . 3 . 3 LEMMA. NDL g H о LNDL. 
Bizonyítás. Tekintsük a E = { a ^ , ^ 1 ) } és а Д = {a(0>, a* 1 ) , T ( 2 )} rangol t 
ábécéket, és vezessük be az A = (E, Q, Д , R, Q') ndl t r ansz fo rmátor t , ahol Q = 
Q' — {p> ?} és fí az alábbi há rom szabályból áll: 
(a) a p (a ) , 
(b) <r(p(xi)) g ( 7 ( x b x i ) ) és ^ ( x j ) ) — р ( а ( х О ) . 
Nem specifikáljuk az A ál tal indukál t fa t ranszformációt , csupán megál lapí t juk 
azt, hogy г д ( 7 е ) nem fel ismerhető erdő, valamint, hogy minden m > 0-ra, ha 
( t r m ( a ) , í ) G гд , akkor / /(<) = 2", ahol n = [{m + 1) /2J . 
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Meg fogjuk m u t a t n i , hogy TA g H о LNDL. Indirekt módon tegyük fel, hogy 
ТА = тв О ТС, ahol В = (Е, u, fi, Я, и) h t r anszformátor és С = (f i , Q, A, R', Q') 
pedig Indl t r ansz fo rmátor . Először is észrevesszük, hogy В nem lehet l ineáris. 
Valóban, h a В l ineáris lenne, akkor a ГД(7Е) erdő fel ismerhető lenne és ezért a 
ТВ ° TC(TE) is; a bizonyítást lásd a [GécSte] könyv 174-175 oldalain. Ez pedig 
e l l en tmondana annak , hogy TA(TE) nem fel ismerhető. 
Ezért 5 - n e k a <R-t á t í ró CT(U(;EI)) —> u(R) szabályára annak kell teljesülnie, 
hogy x\ к > 1-szer fordul elő r -ben . Ekkor azonban, ha (<r m (a ) , í ' ) G тд valamilyen 
m > l - re , akkor l f ( t ' ) > km. Továbbá , mivel С nemtörlő , minden (<', t) G тс esetén 




-re azt kap juk , hogy 
' Д О > *m> a h o l к > 1. El lentmondás , mivel т
л
 = гд о т с és f / ( í ) = 2 n minden 
(<rm(a), t) G T^-ra, ahol n = [(m + 1) /2J . • 
Most m á r be t u d j u k fejezni a 4.3.1 tétel bizonyí tását is. Mint l á t tuk , LDL g 
H о NDL; t ovábbá H о LNDL g LDL, mivel a bal oldal t a r t a lmaz n e m l ineáris dl 
t r anszformátorok ál tal indukál t fa t ranszformációkat is. Következésképpen LDL g 
Я о LNDL és Ho NDL g LDL. így kap juk , hogy Я о NDL С DL, LDL С DL 
(ami egyébként is nyilvánvaló), LH о LNDL С LDL és LH о LNDL С H о LNDL. 
Hasonlóan l á t tuk , hogy NDL g HoLNDL, míg HoLNDL g NDL nyilvánva-
ló. Ezért Я о LNDL с H о NDL, NDL С H о NDL, NH о LNDL С NDL és 
NH о LNDL С Я о LNDL. 
Nem jelent p rob lémát annak a ténynek az igazolása, hogy az NHoLNDL, LH о 
LNDL és a H osztályok páronként összehasonl í thata t lanok. Ebből kap juk , hogy 
H С H о LNDL, NH С H, LH С H, LNDL С NH о LNDL és LNDL С 
LH о LNDL. 
Ugyancsak tr iviálisan teljesülnek az I С NH, I С LH és az 7 С LNDL 
t a r t a lmaz ások. 
Végül megjegyezzük, hogy az NDL — NH о LNDL — NH vonal bármelyik 
osztálya összehasonl í thata t lan az LDL - LH о LNDL — LH vonal bármelyik osz-
tályával . Valóban, az előbbiek t a r t a lmaznak nem lineáris fa t ranszformációkat , az 
u tóbbiak pedig törlő fa t ranszformációkat . Ezzel befejeztük a 4.3.1 tétel bizonyítá-
sát . • 
4.3.4 KÖVETKEZMÉNY. Tetszőleges u,u' G N esetén И = U' akkor és csakis 
akkor, ha |u | = |u ' | . 
Bizonyítás. Pontosan ez olvasható le az 1. ábráról . • 
4-4 Algoritmus a normálforma megadására. 
Most igazoljuk, hogy tetszőleges w G A7*-hoz van olyan и £ N no rmá l fo rma , 
amelyre w<-^-*u; sőt meg is ad juk azt az a lgori tmust , ami ezen u-t szolgál ta t ja . 
4 .4 .1 TÉTEL. Tetszőleges w G M * esetén effektíven megadható olyan u G N, 
amelyre teljesül, hogy w+—>u. 
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Bizonyítás. Először megadunk további 6 olyan formális egyenletet, amelyek 
mindegyike levezethető T-ből. 
(14) H • NH = H (17) LH • H = H 
(15) N H H = H (18) LH • NH = NH • LH 
(16) H • LH = Я (19) H • H = H 
Tehát a fenti u = v alakú egyenletek mindegyikére teljesül, hogy xn-^—w, ami 
könnyen ellenőrizhető. Például (14)-et a H • NH = LH • NH • NH = LH • NH = H 
levezetéssel kapjuk rendre a (2), (3) és (2) egyenletek alkalmazásával. 
A keresett algoritmust a 2. ábrán lá tha tó táblázat (űn. Cayley táblázat) se-
gítségével fogjuk megadni, ami a következő információkat tar ta lmazza. Először is 
vegyük észre, hogy minden u G A-hez tartozik a táblázatnak egy sora és minden 
Y G M-hez egy oszlopa. 
Az u-hoz tar tozó sor és az Y-hoz tartozó oszlop találkozásánál lévő téglalapban 
pedig A-nek az a v eleme van amire и • Y+-^>v. Továbbá, ha u • Y = v is igaz, 
akkor semmi más nincs a téglalapban. Ha pedig и • Y ф v, akkor azon T-beli és 
T-ből levezetett formális egyenletek sorszáma is ott található (beleértve a (14)-
(19) egyenleteket is), amelyekkel a fel tüntetet t sorrendben igazolható, hogy u • 
így a táblázatról e lmondottak helyessége utánaszámolással ellenőrizhető. 
Például, az И = NH • LNDL és У = LH esetben DL az a normálforma, ame-
lyikre NH • LNDL • LH+-^—*DL. Még pontosabban, a (6) egyenlettel kapjuk, hogy 
NH • LNDL • LHR—ÉNH • LDL, a (1 l)-gyel pedig, hogy NH • LDL^DL. (Annak 
a megállapítását azonban az olvasóra bízzuk, hogy egy fel tüntet t egyenletet melyik 
rész sztringre alkalmazzuk, és hogy milyen irányítással használjuk az egyenletet.) 
Végül rátérünk magának a tételnek az igazolására. Megmutat juk a w hossza 
szerinti indukcióval, hogy mindig meg tudjuk konstruálni azt az и G A- t , amire 
T 
Ha l(w) = 0, tehát w = A, akkor legyen и = A. 
Ha l(w) > 0, vagyis w = x Y valamely x G M* és Y £ M esetén, akkor pedig 
já r junk el a következőképpen. Konstruáljuk meg azt az (indukció feltevés szerint 
létező) u G A - t , amelyre m a j d a táblázat szerint konstruáljuk meg azt a 
v £ A - t , amelyre u T f u . így kapjuk, hogy w — és v effektíven 
megkonstruálható. • 
Ezzel a 3. fejezet ( l ) - ( 5 ) pont ja iban kitűzött feladatokat megoldottuk az M 
halmaz esetében. így, a 3.3 lemma értelmében az (a)-(c) feladatokat is, tehát 
alkalmazhatjuk a 3.1 állítást. 
Befejezésül a 3.1 állításban szereplő algoritmus alkalmazására hozunk egy pél-
dát . Legyen a két, Л/ feletti kifejezés 
LNDL о А Я о LDL é s N H О LN DL О N DL. 
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10 LH • LNDL 
H NDL 
DL 
8 ,13 ,7 ,15 ,8 
11 ,14 ,1 ,10 ,11 
H NDL 
7 ,9 
7 , 5 , 7 
DL 
7 , 1 1 , 8 , 5 , 8 
11 ,14 ,1 ,10 ,11 
H NDL 
13 
H • LNDL 
DL 
8 ,5 ,8 ,11 , 
14 ,1 ,10 ,11 
H NDL 
7 , 5 , 7 
DL 
6 , 5 , 6 
1,10,11 
H • LNDL 
5 
NH • LNDL 
DL 
8 , 5 , 8 
11,3,11 
NDL 
7 , 5 , 7 
9 
DL 
6 , 5 , 6 
11 
NH • LNDL 
5 
LH • LNDL 
DL 
8 ,5 ,8 ,11 , 
2 ,1 ,10 ,11 
H NDL 
7 , 5 , 7 
9 ,2 
LDL 
6 , 5 , 6 , 1 0 
LH • LNDL 
5 
2/a. ábra 
A 2. ábrán lévő táblázatnak a 4.4.1 tételben leírt módon történő alkalmazásával 
kapjuk, hogy LNDL • NH<—>NDL és NDL • LDL^DL, vagyis, hogy LNDL • 
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H NH LH 
DL DL DL 
DL 8 ,19 ,8 8 ,14 ,8 8 ,16 ,8 
DL NDL DL 
NDL 7 ,15 ,8 7 , 3 , 7 7 ,1 ,8 
DL DL LDL 
LDL 6 ,17 ,8 6 , 2 , 8 6 , 4 , 6 
DL NDL LDL 
LNDL 8 7 6 
Я Я Я 
H 19 14 16 
Я 
NH Я 
NH 15 3 1 
Я Я LH 
LH 17 2 4 
DL H -NDL DL 
H NDL 7 ,15 ,8 7 , 3 , 7 7 ,1 ,8 
11 ,14 ,1 ,10 ,11 11 ,14 ,1 ,10 ,11 
DL H NDL DL 
H • LNDL 8,11 ,14 7 6 ,1 
1,10,11 10,11 
DL NDL DL 
NH LNDL 8,11 7 ,9 6 ,11 
3,11 
DL H NDL LDL 
LH • LNDL 8 ,11 ,2 7 , 9 , 2 6,10 
1 ,10,11 
2/b. ábra 
NH LDL^DL. Hasonló módon N HLN DL-N DL+^-*N DL is adódik. Másrészt, 
T _ T 
az 1. ábrán lévő tartalmazási diagram értelmében NDL С DL, tehát a keresett 
reláció 
NH о LNDL о NDL С LNDL oNHo LDL. 
4-5 A T-vel ekvivalens teljes R sztring átíró rendszer megadása. 
Mindenekelőtt megjegyezzük, hogy T nem Church-Rosser tulajdonságú. Pél-
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dául, könnyen igazolható, hogy NDL • NH*-^-*LNDL • NH, de nincsen olyan z G 
Af*, amelyre NDL • NH-^*z és LNDL • NH-^z. 
T T 
Tekintsük a 2. ábrán lá tható táblázatot és vezessük be a következő R sztring 
át író rendszert. A táblázat minden и sorához és У oszlopához rendeljük hozzá az 
(u • Y, v) pár t , ahol v a szóban forgó sor és oszlop találkozásánál lévő elem. (Például 
az u = H NDL és Y = LDL esetben a kapott rendezett pár ( Я NDL-LDL, DL).) 
Legyen R az összes ilyen módon kapható párok halmaza, amelyekre и • Y ф v. 
(Nem tartozik tehát Я-be az ti = Я és У = NDL esethez tartozó pár, mivel i t t 
v = H • NDL.) Válasszuk továbbá azt a súlyozást amely szerint p(LH) = 2 és 
p(Y) = 1 minden У G M-re , amelyre У ф LH. Állítjuk, hogy Я megfelelő lesz. 
4 .5 .1 TÉTEL. Я súly csökkentő, +Z-+ = és N = IRR(R). 
Bizonyítás. A tétel első állítása könnyen ellenőrizhető a táblázat (és így Я de-
finíciója) a lapján . Ami a második állítást illeti, ugyancsak a táblázatról lá tható, 
hogy T С Я ezért Ç Továbbá, ahogy azt már lá t tuk, Я elemei leveze-
T R 
thetők T elemeiből, vagyis Я С >, tehát 4==>- С 
~ T R - T 
Most azt mu ta t juk meg, hogy N = IRR(R). Az NC IRR(R) ta r ta lmazás 
nyilvánvaló Я definíciójából: nincsen olyan jY-beli elem, amelyre alkalmazható 
lenne valamilyen Я-beli szabály. A fordított tar ta lmazás igazolása végett jelöljük 
/ Я Я „ ( Я ) - е 1 az n hosszúságú Я-irreducibilis elemek halmazát , ma jd mutassuk meg, 
hogy LRRn(R) Ç N minden n > 0 esetén. Nyilvánvaló, hogy IRR0(R) = {A} és 
IRRx(R) = M. Továbbá Я definíciójából, tehát a 2. ábrán lévő táblázatból lá tható, 
hogy csak а Я • NDL, H • LNDL, NH • LNDL és LH • LNDL kettő hosszúságú 
szavakra nem alkalmazható Я-beli szabály, ezért / Я Я 2 ( Я ) = {H NDL, H LNDL, 
NH • LNDL és LH • LNDL). Végül igazoljuk, hogy / Я Я „ ( Я ) = 0 minden n > 3-
ra. Ez abból az észrevételből adódik, hogy amennyiben / Я Я 3 ( Я ) - п е к lenne eleme, 
akkor az csak и • Y vagy У • u alakú lehetne, ahol u G / Я Я 2 ( Я ) és Y £ M. Könnyű 
azonban ellenőrizni, hogy minden ilyen szóra alkalmazható valamely Я-beli szabály, 
tehát nem lehet Я irreducibilis. Tehát / Я Я „ ( Я ) Ç N minden n > 0-га. • 
A most igazolt tétel, továbbá a 3.4 és 3.5 tételek alkalmazásaként kapjuk, hogy 
a 4.4.1 tételben megadot t algoritmus helyett alkalmazható a 3.5 tételben szereplő 
s tandard algoritmus, és így N és Я önmagában is elegendő [M] teljes leírására. 
5. A de te rmin i sz t ikus felszálló eset 
Ebben a fejezetben a 3. fejezetben megadott módszert alkalmazzuk az 
S = {DF, LDF, NDF, LNDF, H, LH, NH) 
halmazra. A 3. fejezetben leírtakkal analóg módon definiáljuk az [5] monoidot , a 
I I : S* —* [5] homomorfizmust és a 9 kongruencia relációt S*-on. Mielőtt azonban 
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rá térnénk a módszer alkalmazására, fel kell idéznünk néhány, a felszálló fatransz-
formátorok kompozícióira vonatkozó tétel t . 
5.1 Determinisztikus felszálló fatranszformátorok kompozíciói. 
A következő kompozíció fogalom először a [Bak] dolgozatban került bevezetés-
re, de megta lá lha tó a [GécSte] könyvben is. 
Legyenek A ~ ( E , P , A , R , p 0 ) és В = (A , Q, fi, R', go) df t ranszformátorok. 
Az A és В kompozícióján éret jük azt а С = ( E , P x Q, fi, R", (p0 , до)) df transz-
fo rmátor t , ahol R" a legszűkebb olyan halmaz, amire teljesül, hogy ha Д-ben van 
egy 
p(<r(xi,... ,xm)) -* t ( p i ( x g j ) , . . . ,Pn(*in)) 
szabály, ahol t G Тд.п és 
9 ( 0 = = > r ( 9 i i ( ^ i ) g iv , (x i ) 5n i (xn) , . • • , gnv n(x„)) , 
ÍJ 
valamely q G Q, vj > 0, gyn - - - ,gy„- G Q (1 < j < n) és t G Th,« esetén, ahol 
v = v j + . . . + v n ; akkor a 
(p,?)(<7(* 1,... 1 Xm)) r((qu,Pi)(xi),... ,(qnv„,pn)(x„)) 
szabály Д ' ' -ben van. Könnyen igazolható, hogy az így megkonst ruál t С df transz-
fo rmátor ra érvényes lesz т
А
 о тв Ç тс, 1. [Bak]; sőt ennél több is igaz, amit a 
következő l emmában foglalunk össze. 
5 . 1 . 1 L E M M A . 
(i) На A teljesen definiált vagy ha В nemtörlő, акког Гд о тв = тс-
(И) На mind A, mind В rendelkezik az х tulajdonsággal, ahol x lehet a teljesen 
definiált, az egyállapotú, a lineáris, a nemtörlő és a lineáris nemtörlő tulajdonságok 
bármelyike, akkor С is x tulajdonságú. 
(iii) Ha A lineáris, В pedig homomorfizmus transzformátorok, akkor С uniform. 
(iv) Vezessük be az »д = fd(dom(7Vi)) jelölést. Ekkor »д о тс = Та о тв • 
Bizonyítás. Az (i) állítás következik [Bak] 1. tételéből míg (ii) és (iii) nyilvánva-
ló а С konstrukciója mia t t . Ezért csak (iv)-vel kell foglalkoznunk. 
Az egyik irányú ta r ta lmazás könnyű, mivel »д отд = гд és mint m á r emlí te t tük 
гд о т
в
 Ç t c . Ezért тА о тв = iá ° та ° тв Ç iA о тс. 
Az í a o t c Ç тд о тв tar ta lmazáshoz a következőt kell igazolni. Minden p E P, 
q E Q és t E Tz esetén, ha t E d o m ( ^ ( p ) ) , úgy a (p, g)(í)==>r deriváció akkor 
és csakis akkor érvényes valamely r G Тд-ге, ha a í ' = TA(P)(t) f á ra teljesül, hogy 
q(t')==>r. Az állítás t szerinti s t rukturál is indukcióval igazolható. (Megjegyezzük, 
В 
hogy at E йот(тд(р) ) feltétel fontos, az ekvivalencia nem igaz tetszőleges t E 7E-ra , 
mer t ekkor nem biztos, hogy a i' fa létezik. Emia t t nem igaz á l ta lában arc С т
А
отв 
t a r ta lmazás sem.) • 
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Vegyük észre, hogy az előbbi lemma (i) és (ii) pontjainak (együttes) alkalmazá-
sával több YoZ Ç V alakú tar ta lmazás igazolható, ahol Y,Z,V £ S. Ilyenek például 
a DFoNDF Ç DF, HoDF Ç DF tartalmazások, amelyek (i)-ből következnek, és 
az LH о LNDF Ç LDF tar ta lmazás, amihez (ii)-t is felhasználtuk (különben csak 
azt tudnánk, hogy LH о LNDF Ç DF). 
Egy további észrevétel, hogy — csakúgy mint a leszálló esetben — az YoZ Ç Z 
alakú tar talmazásokból it t is következik, hogy YoZ = Z, mivel I Ç.Y minden Y £ S 
esetén. 
5.2 A T Thue rendszer megadása és a < * > С в tartalmazás. 
Legyen T (amiről később igazoljuk, hogy 0-t generálja) az alábbi 19 formális 
egyenlet halmaza. 
A következő tételben igazoljuk, hogy T elemei érvényesek [S]-ben. 
5 .2 .1 TÉTEL. Minden u = v £T esetén juj = |U| teljesül. 
Bizonyítás. Természetesen a formális egyenletek legtöbbjét most is jól ismert 
dekompozíciós eredményekből származtat tuk. Ily módon az ( l ) - (5 ) , (7), (9), (10), 
(13), (15), (17) és (18) egyenletek érvényessége az 5.1.1 lemma és az azt követő 
megjegyzések értelmében nyilvánvaló. A [Bak] dolgozat 11. tételében került iga-
zolásra, hogy (14) is érvényes és a tétel bizonyításából kiderült, hogy (16) nem más, 
mint (14) speciális esete; nevezetesen a 11. tétel h transzformációkra való alkalmazá-
saként kapjuk. Ezért már csak (6), (8), (11), (12) és (19) érvényességének igazolása 
van há t ra . Ez utóbbival kezdjük. 
5 . 2 . 2 LEMMA. L H o N H - H . 
Bizonyítás. Ugyancsak az 5.1.1 lemmából és az azt követő megjegyzésekből 
következik, hogy LH о NH Ç H. A fordított irányú tar ta lmazás igazolása végett 
vegyünk egy A = ( £ , q, Д , R, q) h t ranszformátort . í r juk az Л-beli szabályokat 
(1) DF • NDF = DF 
(2) DF NH = DF 
(3) NDF2 = NDF 
(4) NDF • LNDF == NDF 
(5) NDF • NH ± NDF 
(11) LNDF • LDF = LDF2 
(12) LNDF • LH = LDF2 
(13) NH • NDF = NDF 
(14) NH • LDF = DF 
(15) NH2 = NH 
(6) NDF • LH = DF2 
(7) LDF • LNDF = LDF 
(8) LNDF • DF = DF2 
(9) LNDF • NDF=NDF 
(10) LNDF2 = LNDF 
(16) NH • LH=H 
(17) LH • LDF=LDF 
(18) LH2 = LH 
(19) LH • NH = Я 
« q(a(xx,... , x m ) ) — r ( g ( x i j , . . . , g(x< n)) 
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alakba, ahol m, n > 0, er £ E m , 1 < ii < . . . < i„ < m, r £ Тд „ és minden 1 < j < 
n-re teljesül, hogy az x j változó legalább egyszer előfordul r-ben. (Nyilvánvaló, hogy 
az, ß-bel i szabályok mindig ilyen alakra hozhatók.) Minden а £ E esetén legyen а' 
egy ú j szimbólum, aminek ari tása (az előbb definiált) n és legyen E ' = {<r' | <т £ E}. 
Most vezessük be а В = (E ,p , E ' , ß ' , p) és а С = (E ' , u, Д , ß " , u) h transz-
formátorokat , ahol R' és R" a legszűkebb olyan halmazok, amelyekre teljesül, hogy 
ha egy (*) alakú szabály ß -ben van, akkor а p (<r (x i , . . . , x m ) ) —* <т'(р(х,1),... , 
p(xj„) ) szabály ß ' -ben , az u (<r ' (x i , . . . , x„ ) ) —• r ( u ( x j ) , . . . , u (x„ ) ) szabály pedig 
ß" -ben van. A szabályhalmazok konstrukciója miat t nyilvánvaló az, hogy В lineá-
ris, С pedig nemtörlő. Továbbá, t szerinti indukcióval igazolható, hogy minden 
t £ TE esetén a g(í)==>s deriváció akkor és csakis akkor teljesül valamely s £ 7 д -




 = тв О тс tehát , hogy H Ç LH о NH. • 
Most a (8) formális egyenlet érvényességét bizonyítjuk be. 
5 . 2 . 3 L E M M A . LNDF о DF = DF2. 
Bizonyítás. Csak azt kell belátnunk, hogy DF2 Ç LNDF о DF, mivel a másik 
irányú tar ta lmazás nyilvánvalóan fennáll. Vegyünk két tetszőleges A = (E, P, A, R, 
po) és В = (Д, Q,D, Rí, qo) df t ranszformátort és konstruáljuk meg ezek С kompo-
zícióját, ahogyan 5. l-ben tet tük. Ekkor az 5.1.1 lemma szerint az tA = 7d(dom(r^) ) 
identikus fatranszformációra fennáll az iA о тс = тА о тд egyenlőség. Másrészt jól 
ismert az a tény, hogy tA indukálható egy determinisztikus felszálló faautomatával , 
lásd [GécSte] 213. oldal, ami viszont egy speciális Indf t ranszformátornak tekin-
thető. Ezzel a lemma bizonyítását befejeztük. • 
Vegyük észre, hogy ha az előbbi lemmában A és В Idf t ranszformátorok, akkor 
az 5.1.1 lemma (ii) pon t j a értelmében С is az lesz. Ezért az LN DF о LDF = LDF2 
egyenlőség, tehát (11) is érvényes. 
Hátra van még (6) és (12) érvényességének igazolása. 
5 . 2 . 4 L E M M A . N DF О LH = DF2. 
Bizonyítás. Először azt bizonyítjuk be, hogy DF С NDF о LH. Tekintsünk 
ezért egy tetszőleges A = (H,Q,A,R,qo) df t ranszformátort . Legyen az ß szabály 
halmaz számossága k. Számozzuk meg a szabályokat 1-től k-ig, és írjuk le a szabályok 
listáját 
i : q(a(xi,... , x m ) ) —> r ( g n ( x i ) , . . . , g i „ , ( x i ) , . . . ,qm i ( x m ) qmnm(xm)) 
alakban, ahol 1 < i < k, m > 0, a £ E m , q £ Q és minden 1 < j < m-re tij > 0, 
Я]1, • • • , ЯЗП} G Q. Továbbá r £ 7д 1 П , ahol n = n i + . . . + n m . (Megjegyezzük, hogy 
ríj szemléletes jelentése az, hogy Xj hányszor fordul elő az i-edik szabály jobboldalán 
(1 < j < m) és azt, hogy n ; természetesen függ i-től is, de ezt a jobb áttekinthetőség 
végett nem specifikáltuk.) 
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Meg fogunk adni egy В ndf t ranszformátor t és egy С Ih t r anszformátor t ame-
lyekre Гд = Tg о т с . 
Először minden 1 < i < ifc-ra és 1 < j < m-re vezessük be az 
{ n j , ha ríj > 0 1, ha ríj = 0 
számokat . Vegyünk továbbá minden 1 < i < к-та egy műveleti sz imbólumot 
aminek az a r i tása u = ui + . . . + u m és legyen E ' az ezen szimbólumokból álló 
rangolt ábécé. 
Most konstruál juk meg а В = ( E , Q ' , í } , R ' , q 0 ) df t ranszformátor t , ahol 
(a) Q ' = Q U { p } , p t Q , 
(b) fi = E U E ' , 
(c) R' pedig az alábbi két szabály szerint épül fel: 
(i) minden 1 < i < ifc-ra R' t a r ta lmazza a 
q(tr(xi,... , x m ) ) —• f i ( p n ( x i ) , . . . , P i U l ( x i ) , . . . , P m l ( x m ) , . . . ,Pmu m (*m)) 
szabályt , ahol q ( c r ( x i , . . . , x m ) ) az Л-beli j-edik szabály baloldala, <TÍ az i-edik 
szabályhoz tar tozó ú j műveleti szimbólum, а р ц , . . . ,PjUj sorozatok, 1 < j < m-re, 
pedig az a lábbi egyenlőséggel vannak definiálva: 
Г 9jT 9jn., h a t i j 
Pj\ PjUj = \ , 
' l P> ha ríj 
ha Tij > 0 
ha n,- = 0. 
(ii) minden m > 0, <т G E m esetén R' t a r t a lmazza a p(<r(xi,... , x m ) ) —• 
<r(p(xÍ ) , . . . , p ( x m ) ) szabályt . 
Mindenekelőtt jegyezzük meg azt, hogy В nemtörlő df t r anszformátor lesz. Ez 
az (i) t ípusú szabályokat nézve abból következik, hogy uj > 1 minden 1 < j < m-
re, míg az (ii) t ípusú szabályok esetén nyilvánvaló. Ugyancsak nyilvánvaló az, hogy 
T B C ) = I d ( T z ) -
Ezután vezessük be а С = ( f i , c , A , R " , c ) h t r anszformátor t , ahol R" t a r ta l -
mazza az összes 
c (<7 , (x l l . . . , x u ) ) 
r ( c ( x i ) , . . . , c ( x n i ) , . . . , c ( x U l + . . . + U m _ 1 + i ) , . . . , c ( x U l + . . . + U m _ 1 + „ m ) ) 
alakú szabályt , ahol 1 < » < k, ffi az i-edik fí-beli szabályhoz tar tozó ú j művelet i 
szimbólum, r pedig az i-edik fí-beli szabály jobboldalán álló fa. Továbbá , hogy 
С teljesen definiált legyen, minden m > 0 és cr G E esetén vegyük még fel R"-
be a c (< r (x i , . . . , x m ) ) —+ t r ( c ( x i ) , . . . , c ( x m ) ) szabályt is. Lá tha tó , hogy С n e m 
többszöröz meg egyetlen részfát sem, tehát lineáris. 
Végül, t szerinti indukcióval igazolható, hogy minden t G TE és q G Q esetén a 
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deriváció akkor és csakis akkor teljesül valamilyen s £ Тд esetén, ha van olyan 
t' £ Tn, amelyre 
és c(t')=§>«, 
amiből a 9 = 90 választással azt kapjuk, hogy гд = тв о тс-
Ezzel igazoltuk, hogy D T Ç NDF о £ Я . így az 5.2.3 lemma felhasználásával 
kapjuk, hogy D T 2 = LNDF о D T Ç LNDF о JVDT о 1 Я , ahonnan а (9) formális 
egyenlet már igazolt érvényessége mia t t adódik, hogy D T 2 Ç NDF о LH. Mivel 
az ellentétes irányú tar ta lmazás nyilvánvalóan teljesül, az 5.2.4 lemma bizonyítását 
befejeztük. • 
Befejezésül észrevesszük, hogy amennyiben az előző lemmában A Idf transz-
formátor , akkor В Indf t ranszformátor lesz, ezért azt kapjuk, hogy LDF Ç LNDF о 
LH. így a (11) és (10) érvényessége mia t t adódik, hogy LDF2 = LNDF о LDF Ç 
LNDF о LNDF о LH = LNDF о LH. A fordí tot t irányú tar ta lmazás it t is nyil-
vánvaló, tehát (12) is érvényes [5]-ben. 
Ezzel az 5.2.1 tétel bizonyítását befejeztük. • 
5 . 2 . 5 K Ö V E T K E Z M É N Y . С 6 . 
t -
Bizonyítás. L. 3.2 lemma. 
5.3. Reprezentáns rendszer és iartalmazási diagram. 
Bevezetjük azt az N halmazt , amiről később bebizonyítjuk, hogy 0-nak repre-
zentáns rendszere. Evégett legyen 
Ni = {DT, LDF, NDF, LNDF, DF2, LDF NDF, LDF1, H NDF, LDF1NDF). 
és 
Я 2 = {Я , NH, LH, LDF • NH, LDF • H}v 
Továbbá, definiáljuk a zk szavakat minden к > 0-ra a következőképpen. Legyen 
zq — À, legyen zk+1 = zk • LNDF, ha к páros szám és z t+i = zk • NH, ha к párat lan 
szám. 
Azt állí t juk, hogy az 
N = Ni U N2 U {zk I к > 0} U {z • zk \ z £ N2, к > 1} 
halmaz a 0 reprezentáns rendszere. Az eddigiekből már tudjuk, hogy ehhez először 
meg kell adnunk az |7V| = {|u| | и £ N } halmaznak a tar talmazási d iagramjá t . Ezt 
fogjuk megtenni ebben a fejezetben, ami egyébként az értekezés leghosszabb önálló 
része. Módszerünk most is az lesz, mint a leszálló esetben, vagyis mnegadunk egy 
diagramot, m a j d bebizonyítjuk, hogy ez az | A | tar talmazási diagramja. 
Legelőször vezessük be к > 0 esetén a Ck = |zjt| jelölést; tehát Со = I, Ck+i 
= Ck о LNDF, ha к páros és Сь+i = Ck о NH, ha к párat lan. 
Ezután felidézünk három olyan tételt , amelyek elengedhetetlenül szükségesek 
a tar ta lmazási diagram megadásához. A tételek bizonyításait azonban terjedelmi 
okok miat t el kell hagynunk abban a reményben, hogy a dolgozat enélkül még 
érthető marad . 
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5.3.1 TÉTEL. ([VágFül], 3. tétel). Minden к > 1 esetén van olyan rk £ C2k 
fatranszformáció, amelyre т
к
 ф C 2 i _ 2 . Ezért а {C 2 i \ к > 0} rendszer valódi hier-
archia. Továbbá Ti teljesen definiált és megőrzi a fák magasságát, tehát minden 
(t,s)£Tk -ra h(t) = h(s). 
Megjegyezzük, hogy az utóbbi feltétel biztosít ja azt, hogy rk nem vihet végtelen 
sok fá t ugyanabba az ou tpu t fába. Ezt a tu la jdonságát 7>-пак a későbbiekben fel 
fogjuk használni. 
5 .3 .2 TÉTEL. ([VágFül], 17. lemma). Van olyan A teljesen definiált ndf transz-
formátor, amelyre гд ф Ck semmilyen к > 0 esetén, ezért (J С* С NDF. Továbbá 
ТА injektív leképezés. 
I t t is fel fogjuk használni azt a tényt, hogy гд — lévén injektív — nem vihet 
végtelen sok fát ugyanazon ou tpu t fába. 
A következő tétel azt fejezi ki, hogy az ndf transzformációkkal kapot t ou tpu t 
halmazok osztálya szűkebb, mint a (tetszőleges) df transzformációk esetén kapot t 
osztály. 
5 .3 .3 TÉTEL. ([FülVág2], 3.2 lemma). NDF(REC) С DF(REC). 
Ezután tekintsük a 3. ábrán lévő diagramot. Erről fogjuk bebizonyítani, hogy 
| A | tar ta lmazási diagramja. 
Először is lá tható, hogy a diagram | A | elemein kívül tar ta lmazza ha t hierarc-
hiának a szuprémumát is. Ezeket azért tünte t tük fel, mert azt is igazolni tud juk , 
hogy ezeket a szuprémumokat valódi módon tar talmazzák a felettük lévő elemek, 
pl. U LH oCfc = l J # o C j k c A o NDF, s tb. 
A következő lemmával kezdjük. 
5.3.4 LEMMA. Ha egy Z osztály egy Y osztály felett van és él vezet Z-ből 
Y-ba, akkor Y Ç Z. 
Bizonyítás, (a) Először tekintsük a diagramnak az LH о Co és a H о NDF 
osztályokat összekötő vonaltól jobbra eső részét. Nyilvánvaló az, hogy Ck Ç LH oCk 
és Cjt Ç NH о Ck minden к > 0-ra. Továbbá, mivel LH Ç H és NH Ç H, az 
LHoCk Ç HoCk és az NHoCk Ç H oCk tar talmazások is teljesülnek. Ugyancsak 
nyilvánvaló az NH о Ck С Ck+2 tar talmazás, mivel Ck+2 = LNDF о NH о Ck, 
ezért ÍJ NH о Ck С \JCk és így \JNH о Ck = (J Cfc. Hasonló módon а Я = 
LH о NH egyenlőséget felhasználva, kapjuk, hogy H о Ck Ç LH о Ck+i ezért 
(J LH о С* = [J Я о C i is fennáll. Végül a definíciókból következik, hogy fennállnak 
az NH Ç NDF és az LN DF Ç NDF tartalmazások és NDF zárt a kompozícióra. 
Következésképpen Ck Ç N DF minden к > 0-ra és így I J C i Ç NDF is. Ugyanezen 
okok mia t t az [J Я о C i С H о NDF tar ta lmazás is igaz. 
(b) Vegyük az LDF és a DF osztályokat összekötő vonalat. Az 5.1.1 lemma (i) 
és (ii) pont ja i mia t t fennáll az LH о LNDF Ç LDF tar ta lmazás, tehát LH о Ci С 
LDF. Továbbá a (7) egyenlet mia t t LH о Ck = LH о LNDF о NH о C i _ 2 Ç 
LDF о NH о C i _ 2 minden к > 2-re, ezért (J LH о Ск Ç [J LDF о NH о Ck. Az 
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U LDF о NH о Ck Ç LDF о NDF tar ta lmazás ugyancsak annak a ténynek a 
következménye, hogy NDF zárt a kompozícióra, míg LDF о NDF Ç DF az 5.1.1 
lemmából következik. Végül, az 5.2.1 tételben bizonyított egyenlőségek értelmében 
Я о NDF = LH о NH о NDF = LH о NDF, ezért Я о NDF С LDF о NDF. 
(с) Befejezésül tekintsük az LDF2 és a DF2 osztályokat összekötő vonalat. 
Az LDF Ç LDF2 tar ta lmazás nyilvánvaló és NH С Я mia t t az is, hogy LDF о 
NH oCk Ç LDF о Я о Ct minden F > O-га. Következésképpen U LDF о NH о 
С* Ç [J LDF о H о Ck- А Я = £ Я о Я Я egyenlőség és az (a) pontban igazolt 
[J NHoCk Ç NDF ta r ta lmazás miat t | J LDFoHoCk Ç LDF2oNDF, mely utóbbi 
az LDF о N DF Ç DF tar talmazás miatt , 1. 5.1.1 lemma, a DF2 részhalmaza. • 
A fejezet hátralevő részében azt kell igazolnunk, hogy a diagram által mu-
ta to t t valamennyi tar ta lmazás valódi, és hogy a relációba nem állí tott osztályok 
összehasonlíthatatlanok. Azzal fogunk kezdeni, hogy igazoljuk: a diagramban szer-
eplő ha t hierarchia mindegyike valódi. 
5 .3.5 LEMMA. A [Ck | F > 0} hierarchia valódi. 
Bizonyítás. Nyilvánvaló az, hogy Со С Ci- Indirekt módon tegyük fel, hogy 
Ck = Ck+i valamilyen, mondjuk páros, F > 1 esetén. Akkor Ck°NH — Ck+\°NH 
is teljesül, tehát С* = Сь+2- Mivel C t+ i = Gt+ 2 , azt is kapjuk, hogy Ck+1 ° 
LNDF — Ck+2 ° LNDF, vagyis Cjt+i = С
к
+з- Tovább folytatva, nyerjük, hogy 
Ck — Ck+i, minden / > l-re, ami ellentmond annak a ténynek, 1. 5.3.1 tétel, hogy 
{C2k I F > 0} valódi hierarchia. Hasonlóan ellentmondáshoz vezet az az eset is, 
amikor F párat lan, tehát a lemmát bebizonyítottuk. • 
5.3.6 LEMMA. A {H о С* | F > 0} hierarchia valódi. 
Bizonyítás. Először megmutat juk , hogy minden F > 2 esetén Я о С и - A С 
Я о Си- Legyen evégett F > 2, és tekintsük az 5.3.1 tételben szereplő 7> fatransz-
formációt. Mivel rk £ Си ezért r* £ Я о C2k is fennáll. Bebizonyítjuk, hogy тк ф 
Я о Си-A- Feltéve az ellenkezőjét, van olyan A h t ranszformátor és egy r £ CU-A 
fatranszformáció, amelyre rk = гд о r . Állítjuk, hogy A nemtörlő. Valóban, ha A 
törlő, akkor тд végtelen sok input fát visz ugyanabba a fába. Másrészt гап(гд) Ç 
dom(r ) , mivel rk teljesen definiált, ezért гд о т is végtelen sok fát visz ugyanabba 
a fába, ami ellentmond 5.3.1 tételnek. Tehát A nh t ranszformátor , vagyis rk £ 
NH О CU-A Я C2jfc—2) ami ugyancsak ellentmondásban van az 5.3.1 tétellel, ezért 
valóban Я о CU-A С Я о Си-
Innen a bizonyítás az előző lemma bizonyításához hasonlóan fejezhető be. A 
Я о Со С Я о Ci tar ta lmazás ugyancsak triviális. Továbbá, а Я о Ck = Я о Ck+i 
egyenlőség megint csak maga után vonja, hogy Я о Cjt = Я о Ck+i, minden l > l-re, 
ami viszont az előbb bizonyítottak szerint lehetetlen. • 
5 . 3 . 7 K Ö V E T K E Z M É N Y . AZ { Я Я О С * | F > 0 } és az {LH oCk | F > 0 } valódi 
hierarchiák. 
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Bizonyítás. Ha valamilyen к > 0-ra N H о Ck = NH о С*+х lenne, akkor 
balról szorozva LH-\al, és felhasználva a H = LH о NH egyenlőséget azt kapnánk, 
hogy H о C i = H о C i + i , ami az előző lemma szerint nem lehet. Hasonló módon 
ellentmondáshoz vezetne az LH o C t = LH о Ct+i egyenlőség is. • 
5 .3 .8 LEMMA. AZ {LDF о H о Ck \ к > 0} hierarchia valódi. 
Bizonyítás. Először azt bizonyítjuk be, hogy minden к > 1 esetén LDF о H о 
C2k-2 С LDF о H о С2к. Rögzítsünk egy tetszőlegesen választott к > 1 egész 
számot és tekintsük az 5.3.1 tételben szereplő т
к + \ £ C 2 k + 2 fatranszformációt , 
amelyre természetesen r i + 1 £ LDF о H о С2к is teljesül. Meg fogjuk muta tn i , hogy 
7>+1 ф LDF о H о С2к-2. Indirekt módon, tegyük fel az ellenkezőjét. Ekkor létezik 
egy A Idf t ranszformátor , egy В h t ranszformátor és egy т £ С2к-2 fatranszformáció 
amelyekre Tfc+i = TA°TBOT. Észrevesszük, hogy A teljesen definiált kell legyen, mivel 
Tt+j is teljesen definiált. Konstruáljuk meg A-nak és Я-пек а С kompozícióját, 
amelyre az 5.1.1 tétel (i), (ii) és (iii) pontjai értelmében azt kapjuk, hogy Tc = 
тл ° т
в
,С teljesen definiált és uniform. Ezért т*+х = тс о т is érvényes lesz. 
Azt állítjuk, hogy С nemtörlő. Valóban, ha ez nem lenne igaz, akkor тс végtelen 
sok fá t vinne ugyanabba a fába. Továbbá, mivel т
к+\ teljesen definiált, annak is tel-
jesülnie kell, hogy r a n ( r c ) Ç dom(r ) . Azonban ebből a két dologból az következne, 
hogy тс о t is végtelen sok fát vinne ugyanabba a fába, ami lehetetlen, tehát С 
mégis csak nemtörlő. 
Mivel С uniform is, van olyan A' Indf t ranszformátor és B' nh t ranszformátor , 
hogy тс = та' о тд', 1. [VágFül], 14. lemma utáni érvelést. Következésképpen 
т
к+1 = та' о тв' о r , vagyis Tjfc+i £ LNDF о NH о С2к~2 = С2к, ami viszont 
ellentmond 5.3.1 tételnek. Ez az ellentmondás а т
к+\ £ LDFoHоС2к-2 feltevésből 
származik, ami azt igazolja, hogy LDFoHoC2k~2 С LDF о H oC2k minden ib > 1-
re. Innen a bizonyítás ugyanúgy fejezhető be mint az 5.3.5 lemma bizonyítása. 
• 
5.3.9 KÖVETKEZMÉNY. AZ {LDF о NH о Ck | ib > 0} hierarchia is valódi. 
Bizonyítás. Tegyük fel az ellenkezőjét, vagyis azt, hogy LDF о NH о Ck = 
LDFoNHoCk+i valamelyik jb > 0-ra. Ekkor LDF2oNHoCk = LDF2oNHoCk+i 
egyenlőségnek is fenn kell állnia. Másrészt megmuta tha tó , hogy LDF2 о NH = 
LDFoH. Valóban, а Я = LHoNH, LDF = LDFoLNDF, LNDFoLH = LDF2 
és LNDF о LDF = LDF2, 5.2.1 tételben bizonyított egyenlőségek felhasználásával 
a következő számolás végezhető el: LDF о H = LDF о LH о NH = LDF о LNDF о 
LHoNH = LDF3 о NH = LDF о LNDF о LDF о NH = LDF2 о NH. 
A kettőt összevetve azt kapjuk, hogy LDF о H о Ck = LDF о H о Cjt+i, ami 
ellentmond az 5.3.8 lemmának, tehát kiinduló feltevésünk helytelen volt. • 
Most a diagram bizonyos részeiről muta t juk meg, hogy tar talmazási diagramok. 
5 .3 .10 LEMMA. AZ alábbi diagram a feltüntetett fatranszformáció osztályok 
tartalmazási diagramja minden к > 0 esetén. 
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HoCk+1 
Bizonyítás. Azt már lát tuk az 5.3.5-6 lemmákban és az 5.3.7 következményben, 
hogy az oldalélek által mu ta to t t tartalmazások valódiak. Most az (a)-(c) pontokban 
arra muta tunk rá, hogy a lapélek is valódi tar ta lmaz ásókat reprezentálnak. 
(a) Minden к > 0 esetén Ck С LH о Ck és NH о Ck С H о Ck. Ezek abból a 
nyilvánvaló tényből következnek, hogy a jobb oldalak tar ta lmaznak törlő fatransz-
formációkat is, míg a bal oldalak nem. 
(b) LH о Ck С H о Cjt tetszőleges Jb > 0-ra. Mivel к < 1 esetén az állítás 
nyilvánvaló, csak a ib > 1 esettel foglalkozunk. Tegyük fel, hogy valamely к > l - re 
LHoCk = HoCk. Balról szorozva LNDF-fel, а Я = LHoNH és az LNDFoLH = 
LDF2 egyenletek felhasználásával azt kapjuk, hogy LDF2 oCk = LDF2 oNHoCk. 
Innen, mivel LDFoLNDF = LDF, az adódik, hogy LDF2oNHoCk-2 = LDF2о 
NH о С*, ami el lentmondásban van az 5.3.8 lemmával, mert mint ahogy azt az 
előbb lá t tuk LDF2 о NH = LDF о Я . Tehát a feltevés helytelen volt. • 
(c) А Ck С NH о Ck ta r ta lmazás közvetlen következménye (b)-nek és az LH о 
N H = Я egyenlőségnek. 
Azt kell még igazolni, hogy a relációba nem állított osztályok összehasonlítha-
ta t lanok. Ezt a (d ) - ( f ) pontokban tesszük meg. 
(d) LH o Ck g M o C t + i semmilyen к > 0 esetén, mivel a bal oldal ta r ta lmaz 
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törlő fa t ranszformációkat . 
(e) NH о CK G LH о CK+I semmilyen К > 0-ra. Valóban, ha NH О CK Ç 
LH о C i + i lenne, akkor LH-Val szorozva balról azt kapnánk, hogy Я о C i Ç LH о 
СК+1- Ebből viszont, Я Я - v a l vagy LNDF-Ы szorozva jobbról , az adódna , hogy 
Я о Ck+1 Ç Т Я о Cjfc+i, aminek éppen az ellenkezője érvényes (b) szerint. 
(f) H о Ck g Ck+i semmilyen к > 0-ra. Ez az állítás nyilvánvaló, mivel a bal 
oldal t a r t a lmaz törlő fatranszformációkat is. 
Ezen há rom nem-ta r ta lmazás segítségével be lehet látni az összes többi nem-
ta r ta lmazás t is. Pl. LH о Ck g Cjt+i, mer t ha LH о C i Ç C t + i lenne, akkor 
LH о Ck Ç NH о Ck+1 is teljesülne, ami pedig (d) szerint nem lehet. A l emma 
bizonyítását befejeztük. • 
Ezután be fogjuk látni, hogy a diagramnak az LHOCQ és a HONDF osztályokat 
összekötő vonaltól j obb ra eső része tar ta lmazási diagram. Evégett helyezzük az 
5.3.10 l emmában kapot t tar ta lmazási diagramokat egymás tetejére. Ez természete-
sen ú j abb éleket is eredményezhet, mint ahogy azt az alábbi következmény m u t a t j a . 
5 . 3 . 1 1 KÖVETKEZMÉNY. Minden к > 0 - ra , NH о С* С С Ь + 2 és H о С* С 
LHoCk+2. 
Bizonyítás. Az, hogy mindkét esetben ta r ta lmazás áll fenn, triviális. Másrészt 
az előző l emma mia t t egyenlőség nem lehet, tehát a tar ta lmazások valódiak. • 
T ö b b ú j élet azonban nem kapunk a „kis" ta r ta lmazás i diagramok egymásra 
rakásával. Ez a következőképpen lá tha tó be. Az LH о Со és az NDF osztályok 
összehasonlí thatat lanok, definíciójuk a lap ján látszik. Ezért LH о C i g Ci és LH о 
CK g NH о CI semmilyen к < I esetén. Ugyanezen ok mia t t Я о С К g. CI és 
H о Ck g NH о Ci is teljesül. Tehát a d iagram szóban forgó részének a he-
lyességéhez még azt kell megmuta tnunk , hogy az ( J L H о C i , [ J C t , NDF és a 
Я о NDF osztályok által a lkotot t para le logrammára is érvényesek a ta r ta lmazás i 
d iagram szabályai, vagyis minden ta r ta lmazás valódi, és a relációba nem ál l í tot t 
osztályok összehasonl í thatat lanok. 
Először is megál lapí t juk, hogy az LHOCQ és az NDF osztályok összehasonlítha-
ta t lansága m a g a u tán vonja, hogy (J C i С \JLH о C i , NDF С H о NDF és 
(J LH о CK g NDF. Továbbá, az 5.3.2 tétel szerint, ( J C t С NDF. Tehát azt kell 
még igazolni, hogy NDF g U LH о CK és (J LH о CK С Я о NDF. Mindkét állítás 
az alábbi lemmának lesz m a j d következménye, amit emellett még a továbbiakban 
is fel fogunk használni. 
5 . 3 . 1 2 L E M M A . N DF g\J LDF о H о Ck. 
Bizonyítás. Azt m u t a t j u k meg, hogy az 5.3.2 tételben szereplő гд fatransz-
formáció nincs LDF о H о C i - b a n semmilyen к > 0 esetén. Tételezzük fel az 
ellenkezőjét vagyis azt, hogy т
А
 £ LDF о Я о C t . Ekkor van olyan В Idf transz-
formátor , С h t ranszformátor és т £ Ck fatranszformáció, amelyre тд = гд о тс о т. 
Az ál talánosság megszorítása nélkül feltehető, hogy 5 -nek ugyanaz az input ábécéje 
Alkalmazott Matematikai Lapok 15 (1990-91) 
E L D Ö N T H E T Ő S É G I K É R D É S E K F A T R A N S Z F O R M Á C I Ó O S Z T Á L Y O K B A N G E N E R Á L T . . . 2 5 5 
mint A-nak, ezért B-nek is teljesen definiáltnak kell lennie, mert A is az. Megkon-
struálva B-nek és C-nek a D kompozícióját, az 5.1.1 lemma alkalmazásával azt 
kapjuk, hogy D teljesen definiált uniform df t ranszformátor, amelyre TD = тв ore. 
Ezért гд = то от is teljesül, és az is, hogy гап(т/э) Ç dom(r ) . így D nemtörlő, mivel 
ellenkező esetben то о t végtelen sok fát vinne ugyanabba a fába és ez ellentmon-
dana annak, hogy Гд injektív. Tehát D uniform, nemtörlő df t ranszformátor , ezért 
van olyan B ' Indf t ranszformátor és C' nh t ranszformátor , amelyre TD — тв> °тс, 
1. 5.3.8 lemmát . De akkor гд = гв< о т с ° т, vagyis гд G 2, ami el lentmondás 
az 5.3.2 tétel szerint. Az ellentmondás а гд G LDF о H о C i feltételezésből adódot t , 
tehát a lemmát bebizonyítottuk. • 
5 . 3 . 1 3 KÖVETKEZMÉNY. NDF £{JLH oCk és[jLH oCk С H О NDF. 
Bizonyítás. Az első állítás az előző lemma következménye, mert LH Ç H, а 
második pedig az első mia t t teljesül. • 
Ezzel befejeztük annak a bizonyítását, hogy a diagramnak az LH о Co és H о 
NDF osztályokat összekötő vonaltól jobbra eső része tartalmazási diagram. Úgy 
megyünk tovább, hogy az LDF és a DF osztályokat összekötő vonalat illesztjük a 
tar ta lmazási diagramhoz. A következő lemmával folytat juk. 
5 . 3 . 1 4 L E M M A . LDF és H о NDF összehasonlíthatatlanok. 
Bizonyítás. Az, hogy Я о NDF £ LDF, nyilvánvaló, mivel NDF g LDF 
is teljesül. A fordí tot t LDF <£. H о NDF nem- ta r ta lmazásra indirekt bizonyítást 
adunk. Tételezzük fel tehát , hogy LDF Ç H о NDF. Akkor NH о LDF Ç NH о 
H о NDF, ahonnan az 5.2.1 tételben igazolt NH о LDF = DF és a nyilvánvaló 
NH о Я = H mia t t DF Ç H о NDF. Mivel Я о NDF = LH о NDF, amit az 5.2.1 
tételben bizonyított H = LHoNH és NHoNDF = NDF egyenlőségekkel kapunk, 
DF Ç LH о NDF is teljesül. Mindkét oldalt alkalmazva BBC-re és kihasználva azt, 
hogy LH(REC) = REC, aminek az igazolása [GécSte] 174-175 oldalain található, 
kapjuk, hogy DF(REC) Ç NDF(REC), és ez ellentmond az 5.3.3 tételnek. Tehát 
indirekt feltevésünk helytelen volt. • 
Vegyük észre, hogy a fenti lemma biztosítja, hogy az LH о Co és а Я о NDF 
osztályokat összekötő vonalnak és az LDF és LDF о NDF osztályokat összekötő 
vonalnak nem lehet közös pont ja . Ezt állítjuk most explicit módon. 
5 . 3 . 1 5 KÖVETKEZMÉNY. LH oC\ С LDF és minden к > 2 esetén LH oCk С  
LDF о NH о Cjfc-2- Továbbá, \JLH о Ck С [}LDF о NH о Ck és H о NDF С 
LDF о NDF. 
Az 5.3.14 lemma biztosítja azt is, hogy az LDF о NH о Ck osztályok egyike 
sem lehet részosztálya egyetlen olyan osztálynak sem, amelyik a H о NDF osztály 
„ala t t" van, tehát H о NDF-nek részosztálya. 
Azt is meg kell muta tn i , hogy az LDF és az LDF о NH о Ck alakú osztályok 
csak a diagram által mu ta to t t osztályokat tar ta lmazzák. Ez az alábbi lemmából 
következik ma jd . 
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5.3.16 LEMMA. NH о C0 g LDF2 és NH о Ck g LDF о Я о C t - i minden 
к > l -re . 
Bizonyítás. Az állítás első része nyilvánvaló. A második igazolását indirekt 
úton végezzük. Tegyük fel, hogy NHoCk С LDFoHoCk-i. Ekkor LDFoNHoCk Ç 
LDF2oHoCk-i = LDF2oNHoLHoCk-i. Alkalmazva az 5.3.9 következményben 
bebizonyított LDF2 oNH = LDFoH egyenlőséget és a nyilvánvaló HoLH = H-t, 
kapjuk, hogy LDFoNHoCk Ç LDF oH oCk-\. Ismét szorozva LDF-fel balról, az 
LDF2oNHoCk Ç LDF2oHoCk-i ta r ta lmazás adódik. Mivel LDF2oH = LDFoH 
is érvényes az LDF2 о H = LDF2oNHoLH = LDF о HoLH = L D F o H számolás 
miat t , azt kaptuk, hogy LDF о H о Ck Ç LDF о H о Ck-\, ami viszont az 5.3.8 
lemma szerint lehetetlen. Ezzel a lemma bizonyítását befejeztük. • 
5 . 3 . 1 7 K Ö V E T K E Z M É N Y . NHoC0 g LDF és NHoCk g LDFoNH oCk-i, 
minden к > l-re. 
Most tekintjük az (J LDFoNHoCk, az U LHoCk, a HoNDF és az LDFoNDF 
osztályok által alkotott paralelogrammát. Erre nézve a következők teljesülnek. Az 
5.3.14 lemmából következik, hogy (J LDF о NH о Ck g H о NDF. Ezért az 5.3.15 
következmény mia t t már csak az NDF g (J LDFoNHoCk, HoNDF g \JLDFo 
NHoCk nem-tar ta lmazásokat és az (J LDFoN H оСк С LDFoNDF tar ta lmazást 
kell bizonyítani. Ehhez viszont elegendő azt észrevenni, hogy a második kettő az 
elsőnek a következménye, az első viszont az 5.3.12 lemmából következik. Tehát a 
szóban forgó paralelogramma által mu ta to t t tartalmazások is helyesek. 
Azt is meg kell muta tnunk , hogy LDFoNDF С DF. Ennél többet bizonyítunk. 
5 . 3 . 1 8 L E M M A . LDF2 о NDF С DF2. 
Bizonyítás. Az 5.2.1 tételben igazolt DF2 = LNDFoDF és az 5.1.1 lemmából 
következő DF о LNDF — DF egyenlőségek segítségével lá tható, hogy DF3 — 
DF о LNDF о DF = DF2. Ezért az, hogy a két osztály között tar ta lmazás 
áll fenn, nyilvánvaló. Megmutat juk, hogy egyenlőség nem lehet. Valóban, ha 
LDF2 о NDF = DF2, akkor mindkét oldalt alkalmazva REC-re és kihasználva 
az LDF(REC) = REC egyenlőséget, 1. [GécSte] 174-175 old., az adódik, hogy 
NDF(REC) = DF2(REC). Másrészt [Rou] 1.3 tétele szerint DF2(REC) = 
DF(REC), tehát NDF(REC) = DF(REC) is fennáll. Ez viszont ellentmond 
az 5.3.3 tételnek, tehát LDF2 о NDF С DF2. • 
5 . 3 . 1 9 KÖVETKEZMÉNY. LDF о NDF С DF. 
Bizonyítás. A ta r ta lmazás az 5.1.1 lemma miat t áll fenn, másrészt egyenlőség 
nem lehet. Ha ugyanis LDF о NDF = DF, akkor LDF2 о NDF = LDF о DF, 
ami el lentmondásban áll az előző lemmával, mert LDF о DF = DF2. Ez utóbbi 
egyenlőség igazolását ma jd az 5.4.1 tételben végezzük el. • 
Ezzel bizonyítottuk, hogy a diagramnak az LDF és DF osztályokat összekötő 
vonaltól jobbra eső része helyes. 
Befejezésül az LDF2 és a DF2 osztályokat összekötő vonalat illesztjük a már 
helyesnek bebizonyított részhez. Szükségünk van a következő tényre. 
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5 . 3 . 2 0 LEMMA. LDF2 és DF összehasonlíthatatlanok. 
Bizonyítás. Könnyű megadni olyan DF-be l i fatranszformációt , amelyik nincs 
LDF2-ben. Például minden olyan DF-bel i fatranszformáció jó, melynek az érték-
készlete nem felismerhető erdő. Másrészt [Rou]-ban az 1.2 tétel bizonyítása u tán 
szerepel két olyan fatranszformáció, amelyek LDF-ben vannak, de a kompozíciójuk 
nem indukálható egyetlen df t ranszformátorral . • 
Hasonlóan mint fentebb, ez a lemma szétválasztja az LDF és DF osztályokat 
összekötő vonalat és az LDF2 és DF2 osztályokat összekötő vonalat, amit formáli-
san is leírunk. 
5 .3 .21 KÖVETKEZMÉNY. LDF С LDF2 és minden к > 0-ГА LDFoNHoCk С 
LDF о Я о C t . Továbbá, | J LDF oNHoCkC\J LDF о Я о C i , LDF о NDF С 
LDF2 о NDF és DF С DF2. Végül, LDF oH°Ckg LDF oNH о С,, semmilyen 
к < l esetén. 
Szintén az 5.3.20 lemma következménye, hogy LDF2 és az LDF о H о Ck 
osztályok egyike sem lehet részosztálya egyetlen D F alat t i osztálynak sem. Továb-
bá, az 5.3.16 lemma következménye, hogy LDF2 és LDF о Я о Ct osztályok csak a 
diagram által mu ta to t t osztályokat tartalmazzák. 
Most tekintsük az \JLDFoHoCk, \jLDFoNHoCk, LDF о NDF és LDF2 о 
NDF osztályok által meghatározott paralelogrammát. Az 5.3.12 lemmából és az 
5.3.20 lemmából következik, hogy ez a rész is tar talmazási diagram, és az is, hogy 
további élek hozzávétele nélkül illeszthető a diagram már helyesnek bebizonyított 
részéhez. Tehát már csak egy dolog van hátra , nevezetesen annak igazolása, hogy 
a legfelső paralelogramma is helyes, mint tartalmazási diagram. Pontosabban, azt 
már lá t tuk az 5.3.18 lemmában és az 5.3.19 következményben, hogy LDF2oNDF С 
DF2 és hogy LDF о NDF С DF. Továbbá, az 5.3.21 következmény és az 5.3.20 
lemma értelmében DF С DF2, LDF о NDF С LDF2 о NDF és LDF2 о NDF g 
DF. Ezért már csak egyetlen nem-tar ta lmazás van, amit meg kell muta tnunk . 
5 . 3 . 2 2 L E M M A . DF g LDF2 О NDF. 
Bizonyítás. Ha DF Ç LDF2 о NDF lenne, akkor mindkét oldalt alkalmazva 
REC-re, és kihasználva a fentebb már idézett LDF(REC) = REC egyenlőséget, 
azt kapnánk, hogy DF(REC) Ç NDF(REC). Ez viszont ellentmond az 5.3.3 
tételnek. • 
Most már k imondhat juk azt a tételt, amelyre szükségünk van a 3. fejezet (5) 
pon t j a értelmében, és amelynek a bizonyítását az 5.3.4 lemmával kezdve, és az 5.3.22 
lemmával befejezve elvégeztük. 
5 .3 .23 TÉTEL. A 3. ábrán látható diagram az | X j halmaz tartalmazási dia-
gramja. 
5.3.24 KÖVETKEZMÉNY. Tetszőleges u,u' G N esetén и — u' akkor és csakis 
akkor áll fenn, ha |u| = |u ' | . 
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Bizonyítás. L. 3. ábra . • 
5-4 Algoritmus a normálforma megadására. 
Következő feladatunk tehát megadni egy olyan algoritmust, amelyik tetszőleges 
w € S*-hoz kiszámít ja azt az и G N-t, amelyre wTKu. 
5.4.1 TÉTEL. Tetszőleges w G S* esetén effektíven megadható olyan и G N, 
amelyre teljesül, hogy 
Bizonyítás. A leszálló eset bizonyításához hasonlóan először megadunk néhány 
további formális egyenletet, amelyek levezethetők T-ből. A most megadásra kerülő 
formális egyenletek u tán azon T-beli, vagy már korábban bevezetett egyenletek 
sorszámát tünte t jük fel, amelyekkel ezek levezethetők. Nézzük az elsőt részleteseb-
ben. A 
(20) Я • NH = H (19,15,19) 
írásmód azt jelenti, hogy Я • NH = LH • NH • NH a T-beli (19) egyenletet alkal-
mazva, LH NH NH = LH • NH (15)-öt alkalmazva és végül LH NH ± H ú j ra 
(19)-et alkalmazva. Hasonló módon könnyen nyerhetők 
(21) NH • H = H (22) H • LH = H 
(23) LH H = H (24) H H = H 
(25) LH NH = NH • LH 
Továbbá szükségünk lesz még az alábbi egyenletekre. 
(26) DF • LNDF = DF (14,7,14) 
(27) H • LDF = DF (16,17,14) 
(28) DF3 = DF2 (8,26) 
(29) LDF3=LDF2 ( П Л ) 
(30) DF LH = DF2 (1 ,6 ,28) 
(31) NDF • H = DF2 (19,6 ,2) 
(32) NDF • LDF = DF2 (5 ,17 ,25 ,6 ,14 ,28) 
(33) NDF • DF = DF2 (14,5,32) 
(34) LDF • LH = LDF2 (7,12,29) 
(35) LDF • DF = DF2 (27 ,19 ,34 ,12 ,25 ,17 ,14 ,8) 
A szóban forgó algoritmust a 4. ábrán lá tható táblázat felhasználásával adjuk 
meg, amelyet a következőképpen kell ma jd használni. Mint ahogy az lá tható, az 
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Nx U N2 U {zk I к > 1} halmaz minden и eleméhez tartozik a táblázatnak egy sora 
(k >2 esetén a z2k-1 elemekhez és a z2k elemekhez ugyanazok a sorok tar toznak), 
és S minden Y eleméhez tartozik egy oszlopa. Az u-hoz tartozó sor és az У-hoz 
tar tozó oszlop találkozásánál lévő téglalapban pedig jV-nek az a v eleme áll amelyre 
и • Y<-Z—>v. Továbbá azon T-beli és T-ből levezetett formális egyenletek sorszáma is 
T 
a téglalapban van, amelyekkel a feltüntett sorrendben igazolható, hogy u • Y*—*v. 
Ha pedig и Y = v, akkor r a j t a kívül nincs más a téglalapban. 
Például az и = DF és az Y — LNDF esetet véve 
DF • LNDF«—>DF • NDF • LNDF az (1) alkalmazásával, 
T 
DF • NDF • LNDF^pDF • NDF a (4) alkalmazásával 
és DF • NDF*-^DF ú j ra az (1) alkalmazásával. 
Látható , hogy megint csak az olvasóra bízzuk annak a megállapítását, hogy a szóban 
forgó T-beli egyenleteket melyik rész sztringre és hogy milyen irányítással alkalmaz-
zuk. Továbbá megjegyezzük, hogy az и — z2k-X és az и = z2k, к > 2 esetekben az 
alkalmazandó egyenletek sorrendje sincs feltüntetve, nem is lehet, mert к értékével 
növekvő hosszúságú sorozatokat kapnánk. Itt csupán az alkalmazandó T-beli és T-
ből levezetett egyenletek halmazát adtuk meg, növekvő sorszám szerinti sorrendben. 
A sorrend megállapítását ugyancsak az olvasóra bízzuk. 
Most rátérünk magának a tételnek az igazolására. A w hossza szerinti indukciót 
alkalmazunk. 
Ha l(w) = 0, vagyis vu = A, akkor legyen и = A. 
Ha / ( w ) > 0, tehát tv = x • Y valamely x £ S* és У G S esetén, ak-
kor pedig tegyük a következőket. Konstruáljuk meg a táblázat segítségével azt a 
v £ N normálformát , amelyre (Megjegyezzük, hogy ez az indukció feltevés 
értelmében elvégezhető.) Két eset lehetséges, amelyeket az alábbiakban részlete-
zünk. 
(a) v £ Nx U N2 U {zk I к > 1}. Ekkor a táblázatból a fent leírt módon 
kiolvasható az az u G N, amelyre v • így u lesz a keresett normálforma, 
mert w = x • Y<-—>v • У 
T r 
(b) v £ {z-zk I z £ N2, к > 1), tehát v = z- zk valamely z £ N2 és к > 1 esetén. 
Ebben az esetben azt az и normálformát keressük, amelyre z • zk • Először a 
táblázat segítségével konstruáljuk meg azt a v' £ N-t, amelyre zk-Y<—>v'. Ekkor, 
a táblázat értelmében, ismét két eset állhat fenn. 
( b l ) v' = Zfc+i. Ekkor и = z-zk+x, mert w = x Y<-Z-+v Y -- z-zk-Y*—>z-v' = 
(b2) v' £ NillN2. Ekkor pedig, mivel l(v') < 3, a táblázat legfeljebb háromszo-
ri alkalmazású ved megkapjuk azt az и £ N-t, amelyre z • v'<—>u. Ez az u megfelelő 
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lesz, mivel w — x • Y = z • zt • Y*—>z • г/«——>u. 
T T T 
Ezzel a tétel bizonyítását befejeztük. • 
Egyút ta l a 3. fejezet ( l ) - ( 5 ) pont ja iban kitűzött feladatokat is megoldottuk az 
S halmaz esetében, tehát alkalmazhatjuk a 3.1 állítást. 
Végezetül ezen állításban szereplő algoritmus működését szemléltetjük egy pél-
dán. 
Legyen a két, S feletti kifejezés 
LNDFoLHoNHoLNDF és LH о LNDF о Я . 
Az 5.4.1 tételben megadot t algoritmus alkalmazásával kapjuk, hogy LNDF • LH 
«—>LDF2, LDF2 • NH *-^LDF • H és hogy LDF • H • LNDF = LDF • H • zx 
T T 
már normálforma. Hasonlóan, a másik szóra az adódik, hogy LH • LNDF £ N és 
LNDF-Hф-t-LDF-H. Most ú j ra a táblázat szerint, 1. (b2) eset, LH LDF<—*LDF 
és LDF • H már normálforma, tehát LH -LNDF- H^—*LDF • H. Ezért, a 3. ábrán 
T 
lévő táblázat szerint a 
LH о LNDF о Я с LNDF о LH о NH о LNDF 
tar ta lmazás áll fenn. 
5.5 A T-vel ekvivalens, teljes R sztring átíró rendszer megadása. 
Először rámuta tunk arra, hogy maga a T nem Church-Rosser tulajdonságú. 
Valóban, hiszen nem is konfluens, mert az NDF • NH • NDF szóból kiindulva azt 
kapjuk, hogy NDF-NH • LDF^NDF • LDF és NDF • NH• LDF-^NDF• DF, 
de nincsen olyan x £ Sm szó, amelyre NDF • LDF-фх és NDF • DF-фх. 
Most, csakúgy, mint a leszálló esetben, megadunk egy R sztring átíró rend-
szert. Tekintsük evégett a 4. ábrán lévő táblázatot . Az utolsó három sora kivé-
telével minden u sorához és Y oszlopához rendeljük hozzá az (u • У, v) pár t , ahol 
v az и sor és У oszlop találkozásánál lévő elem. (Például az u = LDF • NDF 
és az У = LDF esethez az ( L D F • NDF • LDF, DF2) pár tartozik.) Legyen 
R az összes ilyen párokból álló sztring átíró rendszer, amely párokra még az is 
teljesül, hogy и • Y ф v. (A zx helyett természetesen mindenüt t LNDF-et írunk.) 
Adjuk meg továbbá S elemeinek az alábbi súlyozását: p(DF) = 1, p(LDF) = 2, 
p(NDF) = 3, p(LNDF) = 4, p(H) = 5, p(LH) = 6, p(NH) = 7. Ekkor érvényes 
lesz a következő tétel, amelynek bizonyítása egyébként teljesen hasonló a leszálló 
eset bizonyításához, és a fenti konstrukcióval együtt teljes egészében megtalálható 
[FülVág7]-ben. 
5.5.1 TÉTEL. R súly csökkentő, = és N = IRR(R). 
Bizonyítás. L. [FülVág7]. • 
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Csakúgy, mint a leszálló esetben, most is azt kapjuk, hogy az 5.4.1 tételben 
megadot t algoritmus helyett alkalmazhatjuk a 3.5 tételben szereplő algoritmust a 
normálforma kiszámítására, így N és Я megint csak elegendő az [5] monoid teljes 
leírására. 
6. Összefoglalás 
Jelen dolgozatban kifejlesztettünk egy olyan eljárást, amellyel fatranszformáció 
osztályok egy véges, de — mint ahogy azt a bevezetésben is írtuk — nem túl 
általános P halmazához olyan algoritmus adható meg, amellyel a P által kom-
pozícióval generált [P] monoid tetszőleges két eleméről eldönthető, hogy közöttük 
fennáll-e a tar ta lmazási reláció. Ezáltal a P halmaz elemeire vonatkozó összes kom-
pozíciós és dekompozíciós eredményt megkapjuk szemben az eddigi kutatásokkal, 
amelyek az ilyen eredményeket csak véletlenszerűen keresték és talál ták meg. 
Ha módszerünket alkalmazni akarjuk, akkor előre el kell döntenünk azt, hogy 
mely fatranszformáció osztályok közötti összes kompozíciós és dekompozíciós ered-
ményt akarjuk megkapni és ezen osztályokból kell a P halmazt megalkotni. Ez az a 
pont , ahol körültekintőnek kell lenni. Amennyiben túl sok eleme lesz a P-nek vagy 
— kissé pontat lanul fogalmazva — a kompozíció csak kevés elemet „ejt össze" úgy a 
normálformák halmazának megadásánál, de még inkább az ezek által reprezentált 
fatranszformáció osztályok tartalmazási diagramjának megadásánál nehézségekbe 
ütközünk. Nem tudha tó előre, hogy a normálformák halmaza megadható-e vala-
milyen rekurzív módszerrel (mint ahogy az megadható volt a felszálló esetben), 
hogy a tar talmazási diagram felállítható-e, bebizonyítható-e, és végül, hogy a mo-
noid szorzótáblák milyen módon vezethetők vissza a véges esetre (mint a felszálló 
esetben). A szerző véleménye szerint ezen problémákkal találnánk magunkat szem-
ben, ha például az értekezésben vizsgált determinisztikus osztályok helyett ezen 
osztályok nem determinisztikus megfelelőit vizsgálnánk, mely észrevételünket J . EN-
GELFRIETnek a már a bevezetésben is említett híres hierarchia tételei t ámasz t ják 
alá [Eng6], 
Mindazonáltal a 4. és 5. fejezetek eredményeit elegendő evidenciának érezzük 
ahhoz, hogy módszerünk elég széles körben lehet eredményes. Érdekes és — sze-
rintünk — eredményes lenne olyan P osztályokból kiindulni, amelyek az igen jól 
alkalmazható ún. átcímkéző fatranszformációk osztályát [GécSte] is tar ta lmazzák. 
Ugyancsak megoldhatónak tűnik a feladat a [FülVág4] dolgozatban bevezetett ún . 
reguláris előrenézésű fatranszformációosztályok esetén, különösen a [FülVág9]-ben 
igazolt hierarchia tétel ismeretében. 
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DECIABILITY QUESTIONS IN MONOIDS GENERATED 
BY TREE TRANSFORMATION CLASSES 
Z . F Ü L Ö P 
In tills paper monoids generated by deterministic top-down and deterministic bottom-up tree 
transformation classes with composition are considered. A procedure is described, which, given a 
finite and not too general set P of such tree transformation classes, yields an algorithm with the 
following property. For any two elements Xi о • • • о Xm and Fi о ••• о Y„ of the monoid generated 
by P with composition о , the algorithm can decide if the inclusion 
Xx о • • • о Xm С Yi о • • • о Yn 
holds or not . 
The procedure is applied to two particular choices of P , namely to the sets 
M = {DL, LDL, NDL, LNDL, H, LH, NH} 
and 
S = {DF, LDF, NDF, LNDF, H, LH, NH) 
where the firs set consists of the class of deterministic bottom-up tree transformations and its six 
fundamental subclasses; and the second one consists of the top-down counterparts of the elements 
of the first one. 
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A B S Z T R A K T A D A T T Í P U S O K M E G V A L Ó S Í T Á S Á N A K 
L E H E T Ő S É G E I K Ü L Ö N B Ö Z Ő P R O G R A M O Z Á S I N Y E L V E K B E N 
K O Z I C S S Á N D O R 
B u d a p e s t 
A p r o g r a m o k m e g b í z h a t ó s á g a s zempon t j ábó l közpon t i helyet foglal el a t í pus foga lma . A 
d o l g o z a t b a n az t a f o l y a m a t o t k í sé r jük végig, ahogyan k ia laku l t ak a nye lvekben a foga lom legfon-
t o s a b b t u l a j d o n s á g a i . Az elemzést a SIMULA-val kezd jük , ahol a t í pus m é g csak az e l já rások 
c sopo r to s í t á s ának az eszköze, s az Adá ig fo ly t a t juk , aho l m á r a b s z t r a k t t ípusosz tá ly def in iá lásá ra 
is van m ó d . 
1. Bevezetés 
A programozási nyelvek fejlődési irányát az utóbbi húsz évben elsősorban az 
jellemzi, hogy egyre hatékonyabb nyelvi eszközökkel támogat ják a megbízható prog-
ramok létrehozását. A megbízhatóság növelésében alapvető szerepet játszik az absz-
trakció. A nyelvi eszközök az absztrakt fogalom definiálásának és megvalósításának 
a leírását szolgálják. Ebben a dolgozatban a programozási nyelveknek ezt a fejlődési 
irányát kívánjuk megvizsgálni az absztrakt adatt ípusok szempontjából . 
Akkor mondhat juk , hogy a programozási nyelv támogat ja az absztrakt típusok 
kezelését, ha teljesíti az alábbi két feltételt [5]: 
a) A nyelv programegységet biztosít a megvalósítás keretéül. A megvalósítás 
magába foglalja a t ípus reprezentációját és a típusműveletek implementációját . 
b) A nyelv a típusműveletekre korlátozza a reprezentációhoz való hozzáférést. 
A továbbiakban végigkísérjük a nyelvek fejlődését a 60-as évek végétől kezdve (a 
SIMULA 67-től az Adáig). A jellegzetességeket példákon muta t juk be, példáinkban 
a heap típussal és ennek különféle reprezentációival foglalkozunk. A heap t ípust 
KNUTH [1] definiálta, mi lényegében ezt a definíciót fogadjuk el. Vizsgálódásunkhoz 
az elméleti hát teret olyan, absztrakt típusokkal foglalkozó írások adják, mint pl. [5], 
[7] és [8]. 
2. A heap t ípus 
A heap egyetlen komponens típust tar talmaz. Egy heap érték ebből a típusból, 
az űn. alaptípusból vett értékek sorozata. A heap alaptípusa csak olyan t ípus lehet, 
amelyen értelmezve van egy rendezési reláció. A típushoz öt műveletet definiálunk: 
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create: —• Heap 
push: Heap x Basetype —• Heap 
top: Heap —• Basetype 
pop: Heap —• Heap 
empty: Heap —>• Boolean 
A t ípus sajátossága, hogy a top és a pop művelet mindig a sorozat legnagyobb 
elemét választ ja le. Jelentését tehát algebrai specifikációs módszerrel a következő-
képpen adha t juk meg: 
empty (create) = t r u e 
empty(push(h,x)) = í a l s e 
top(create) = e r r o r 
pop(create) = e r r o r 
push(pop(h) , top(h)) = h 
pop(push(h,x)) = i f empty(h) o r top(h) < x t h e n 
h 
e l s e 
push(pop(h) , x) 
top(push(h,x)) = i f empty (h) o r top(h) < x t h e n 
x 
e l s e 
top(h) 
3. SIMULA 07 
A S I M U L A 67 tervezői , O . - J . DAHL és c s o p o r t j a , az A L G O L 6 0 - a t vá l a sz to t -
ták kiindulási pontként az új nyelv kialakításakor. Központi fogalomnak, a dekom-
pozíció elsődleges eszközének a blokk fogalmát fogadták el. [2] 
A blokk adatszerkezeteket és hozzájuk kapcsolódó alprogramokat foglal magá-
ba. A blokkban definiált mennyiségek lokálisak, azaz teljesen függetlenek a program 
többi részétől. A blokk maga csak egy minta, amelynek egy példánya a blokk 
végrehajtásakor jön létre. A példány létrejötte annak a memóriaterületnek a le-
foglalását jelenti, ami a blokk lokális változóinak és a végrehajtásához feljegyzendő 
információnak a tárolásához szükséges. 
Egy ALGOL 60 program végrehajtása a blokkok szemszögéből az egymás vég-
rehaj tásá t kezdeményező blokkpéldányok sorozatából áll. A SIMULA 67 a blokk 
fogalmának általánosításával ennél bonyolultabb kölcsönhatási mechanizmust hoz 
létre, amelyben a blokkpéldányokból már tetszőleges listaszerkezeteket lehet kiala-
kítani. 
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3.1. A c l a s s fogalma 
A c l a s s egy paraméterezhető blokk, ami változók és alprogramok gyűjteménye. 
Az osztálydefiníció voltaképpen egy minta (típus!), amiből egy erre szolgáló műve-
lettel (generálással) állíthatók elő az osztályba tartozó példányok, vagyis az objek-
tumok. 
Az alábbi SZEMELY osztály egy egyszerű c l a s s , ami tevékenységet nem is tartal-
maz 
c l a s s SZEMELY (Ю ; i n t e g e r N; 
begin 
c h a r a c t e r a r r ay (1:11) HEV; 
i n t e g e r ADAT; 
end; 
Új példányt a new generátor segítségével hozhatunk létre. 
new SZEMELY (24) 
Ehhez hasonlóan tetszőleges számú SZEMELY objektum is előállítható. 
Azért, hogy az egyes példányokra külön-külön is hivatkozni lehessen, a nyelv 
bevezeti a hivatkozás típusú (azaz pointer) változót. 
re f (SZEMELY) S; 
így s e gy olyan változó, aminek értékül adható a SZEMELY osztály egy példányának 
címe. 
S new SZEMELY (24) ; 
(A : - az értékadásnak a hivatkozási értékekhez tartozó formája.) Az osztályon kívül 
S. NEV formában hivatkozhatunk az osztály komponenseire. 
Ha egy osztálydeklarációban tevékenységek is szerepelnek, akkor azokat az osz-
tályhoz tartozó valamennyi objektum végrehajthatja. 
c l a s s POUT (X, Y); r e a l X, Y; 
begin 
re f (РОЯТ) procedure TÁVOLSÁG (P) REE (PONT) P; 
TÁVOLSÁG : - new 
PONT(SQRT((X-P.X)**2+(Y-P.Y)**2)); 
end PONT; 
ref(PONT) q, R; 
így az R pontnak a q ponttól való távolságát a q.TÁVOLSÁG (R) kifejezés adja meg. 
Ha azt akarjuk elérni, hogy az osztály valamely komponensei (tehát változói 
vagy alprogramjai) az osztályon kívül ne legyenek láthatóak, úgy ezeket a p r o t e c t e d 
hidden minősítéssel kell ellátni. 
A SIMULA 67 c l a s s fogalmát tekinthetjük a legkorábbi olyan nyelvi eszköznek, 
amely típusmegvalósítás leírására alkalmas. 
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3.2. P é l d a 
Az a l ább i pé ldában a h e a p - e t egy H ( l . .SIZE) vektorra l és egy N egésszel áb rá -
zoljuk. H a heap elemeinek száma , N»0 je lent i az üres h e a p - e t . A soroza to t a H ( l ) , 
. . . ,H(M) elemekkel fejezzük ki. A vektorhoz hozzárendel jük még a 
Vi G [ 1 , 1 ] : HCl) > HU) 
invar iánst . így a H( l ) érték a vektor legnagyobb eleme. Egy ú j e lem beillesztése 
olcsón, egy elem kivétele azonban csak N-nel a rányos költséggel végezhető el. 
c l a s s HEAP (SIZE); i n t e g e r SIZE; 
p r o t e c t e d h idden N, H; 
beg in 
i n t e g e r N; 
i n t e g e r a r r a y (1:SIZE) H; 
p rocedure PUSH (X); v a l u e X; i n t e g e r X; 
beg in 
I f N - SIZE t h e n TERMINATE-PROGRAM; 
N: - N+l; 
i f _ X > HCl) t hen 
beg in H(N) :» HCl); HCl) :» X; end 
e l s e 
HCN) := X; 
end PUSH; 
i n t e g e r procedure TOP; 
beg in 
I f N = 0 then TERMINATE-PROGRAM; 
TOP HCl); 
end TOP; 
p rocedure POP; 
b e g i n 
i n t e g e r I , M; 
i f II - 0 t hen TERMINATE-PROGRAM; 
M N; 
f o r I := 2 s t e p 1 u n t i l N do 
i f H(I) > H(M) then M :« I ; 
HCl) :« H(M); H(M) :» H(N); N N - 1; 
end POP; 
Boolean p rocedure EMPTY; 
beg in 
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Pé ldánkban a t ípusból a CREATE műveletet e lhagytuk, mer t az m á s nyelvi utasí-
tásokkal helyet tesí thető. A SIMULA 67 nyelvben egy ú j heap bevezetése két lé-
pésben tör ténik: definiálni kell egy pointer-vál tozót , amivel a lé t rehozandó heap-et 
azonosí tani fogjuk , 
r e f (HEAP) H; 
m a j d létre kell hozni egy heap-et а пев generátor segítségével, aminek „címét" a H 
vál tozó k a p j a ér tékül ( i t t paraméterként megadha tó ennek heap-nek a maximál is 
mére te) . 
H : - пев HEAP (10) ; 
Azt , hogy egy t ípusművelet melyik heap-re vonatkozik úgy választ juk ki, hogy a 
k ívánt heap-nek a t ípusművele té t használ juk. 
i n t e g e r Z; 
H.PUSH(Z); 
Z H.TOP; 
Minden egyes generálás alkalmával, az ú j pé ldányban azonnal végrehaj tódik a 
deklarációk u t á n álló utas í tássorozat (i t t H :» 0 ; ) . Ez a t u l a jdonság fe lhasználha tó 
arra , hogy egy ú j heap-vál tozó bevezetésekor azt inicializáljuk. A programok meg-
bízhatósága szempont jábó l ez egy igen pozitív vonása a c l a sa -nak . 
A c l a s s t ípussal nem paraméterezhető . 
4. M O D U L A - 2 
Amikor N. WlRTH 1977-ben elvállalta, hogy a tervezés a la t t álló Lilith személyi 
számítógépel felszereli a szükséges software-rel, nem utolsósorban annak bizonyí tá-
sára , hogy alap-sof tware is készíthető magasszintű nyelven, úgy dön tö t t , hogy a 
teljes operációs rendszert a kiszolgáló programokkal együt t ugyanazon a magas-
színtű nyelven készíti el. [3] 
Az alkalmazási céloknak megfelelően a tervezett nyelvnek a lkalmasnak kellett 
lennie algori tmus, azaz bizonyos fokú absztrakció leírására, ugyanakkor az operációs 
rendszer m a g j a (pl. a perifériakezelő driver-ek) megírásához a ha rdware regiszterek 
közvetlen elérését is lehetővé kellett tennie. A Pascal nyilvánvalóan n e m felelt meg 
erre a célra, és nem lá tszot t elegendőnek a nyelv egyszerű kibővítése sem. A WlRTH 
által néhány évvel korábban megalkotot t Modula túlságosan pr imit ív nyelv volt , 
erre a célra közvetlenül szintén nem használható , a modul - foga lma viszont igen 
a lkalmasnak lá tszot t a magasszintű nyelvben a gépközeli információk elrej tésére. 
Az ú j nyelv, a Modula-2 ebből a két nyelvből születet t a Pascal sz in taxisának némi 
javí tásával és a Modula néhány fogalmának átvételével. 
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4.1. A m o d u l 
A Modul-2 nemcsak lehetővé teszi a p rogram fe ldarabolását és a részenkénti 
fordí tás t , h a n e m a Modu la m i n t á j á r a eszközöket ad a modulok között i kapcsola-
tok leírására is. A nyelvek között elsőként nem triviálisan használ ja a lá tha tóság 
foga lmát : a modu l definíciós és implementációs részre válik szét. A definíciós 
modul t a r t a lmazza a más fordí tási egységekből elérhető t ípusok, ob j ek tumok és 
a lprogramok specifikációit, az implementációs modu lban pedig megta lá lha tó ezek 
megvalósítása, törzse. Az implementációs rész rej tve m a r a d a többi modu l előt t . 
Ezzel lehetővé válik absz t rak t t ípusok definiálása, a t ípus specifikációjának ill. re-
prezentációjának és implementác ió jának szétválasztása is. 
Azért , hogy a fo rd í tóprogram ellenőrizni t u d j a a modulok között i kapcsolato-
kat , a lefordí tot t modulokat egy ada tbáz i sban (könyvtá rban) helyezi el, a modulok 
fordítási sorrendjére pedig az a lábbi megszorí tásokat teszi: 
1) Egy modul definíciós részét előbb kell fordí tani , mint a hozzá tar tozó imple-
mentác iós részt. 
2) Ha az A definíciós vagy implementációs rész hivatkozik egy В modu lban de-
finiált névre, akkor а В modul definíciós részét előbb kell fordí tani , mint a 
hivatkozó A részt. 
3) Ha egy definíciós részt ú j r a lefordí tunk, a könyv tá rban érvénytelenné válik 
minden olyan definíciós és implementációs rész fordí tása , amely — közvetlenül 
vagy közvetve — az ú j r a fo rd í to t t definíciós részre hivatkozik. 
4.2. Az opaque t ípus 
A MODULA-2 tervezésekor célul tűzték ki nyelvi elemek definiálását a t ípus-
megvalósítás leírására. Ez az ún. á t lá t sza t lan (opaque) t ípus . Az á t lá t sza t lan 
t ípus specifikációja a definíciós modu lban , reprezentációja és a t ípusműveletek imp-
lementációja az ehhez ta r tozó implementációs modu lban van. Mivel az imple-
mentációs modul módosí tásakor nem szükséges ú j ra ford í tan i a t ípust felhasználó 
modulokat (hiszen a t ípus specifikációja nem változott!) , ez a megoldás egy biz-
tonságos és könnyen a lak í tha tó p rogramot eredményez. 
A M O D U L A - 2 t a r t a lmaz egy szigorú megkötést : az á t lá t sza t lan t ípus repre-
zentációja mindig a WORD típussal kompatibi l is t ípus kell legyen. Erre a szabályra a 
nyelvben azért van szükség, mer t a definíciós modul semmiféle információt sem tar-
ta lmaz a t ípus reprezentációjáról , így azt sem lehet tudni , hogy egy ilyen t ípusú 
változó definiálásakor az mekkora tárolóterülete t foglal el. Az információt tar -
ta lmazó implementációs modul viszont a t ípus felhasználásakor még nem áll a 
fo rd í tóprogram rendelkezésére (esetleg el sem készült). Ennek a szabálynak az 
a l ap ján a fo rd í tóprogram minden á t lá t sza t lan t ípusú vál tozónak annyi helyet fo-
glal le, amennyi a WORD típushoz szükséges. (Pl . az INTEGER és a POINTER t ípus 
kompatibi l is a WORD -del.) 
Az á t lá t sza t lan t ípus a definiálása u tán ugyanúgy használható , min t bármely 
prédéfinit t ípus, min t pl. az INTEGER vagy REAL. Át lá t sza t lan t ípus esetén a t ípus 
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értékeire csak a t ípusssal egy modulban definiált t ípusműveletek, valamint az érték-
adás és az egyenlőség vizsgálata megengedet t . K i m o n d o t t a n h iba a megbízhatóság 
szempont jábó l , hogy MODULA-2 ez u tóbbi ke t tő t is megengedi . Mivel ugyan-
is pointerrel való reprezentálás esetén ez kizárólag csak a poin ter t a d j a ér tékül a 
vál tozónak ill. csak a pointerek egyezését vizsgálja, ezért félrevezető is (hiszen a 
prédéfinit t ípusoknál nem így van) és haszontalan is (hiszen erre a lehető legr i tkább 
esetben lehet szükség). 
4.3. Pé lda 
A példaként használ t heap t ípus definíciós modu l j á t t ehá t m e g a d h a t j u k még 
mielőt t a reprezentációról dön tö t tünk volna. 
DEFINITION MODULE HeapType; 
EXPORT QUALIFIED heap, c r e a t e , push, t o p , pop, empty; 
TYPE Heap; 
PROCEDURE c r e a t e (VAR h : Heap); 
PROCEDURE push ( h : Heap; x : INTEGER); 
PROCEDURE top ( h : Heap) : INTEGER; 
PROCEDURE pop ( h : Heap); 
PROCEDURE empty ( h : Heap): BOOLEAN 
END Heap Type. 
Most egy olyan reprezentációt választunk, amelyben a legnagyobb elem köny-
nyen elérhető, de egy elem behelyezése vagy törlése is kevés művelete t igényel. Egy 
heap-et egy h [ l . .SIZE] vektorral és egy n egésszel ábrázolunk, n a sorozat hossza és 
n»0 jelenti az üres heap-et , a sorozatot pedig a h [ l ] h [n] elemekkel fejezzük 
ki. A vektorhoz hozzárendelt invariáns azonban erősebb, mint ami t a 3. p o n t b a n 
használ tunk [2]: 
Vi €,[1 ,n/2] : h [ i ] > max (h[2 * i ] , h [ 2 * i+1]) 
Ez a vektorral való ábrázolás megfelel a heap egy kiegyensúlyozott rendezet t 
bináris fával való ábrázolásának. A megfelelést az a lábbi á b r a szemlélteti : 







Az invariáns most azt jelenti , hogy minden részfában a gyökér a legnagyobb 
elem. így a sorozat legnagyobb elemét mindig h [ l ] ábrázol ja , annak kivételekor 
pedig h [2] vagy h [3 ] , ezek helyére pedig a „belőlük lelógó" elemek egyike, si t . 
„csúszik előre". Egy elem behelyezésének vagy törlésének költsége egyaránt log n-
nel arányos. 
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IMPLEMENTATION MODULE HeapType; 
FROM Sto rage IMPORT ALLOCATE; 
CONST SIZE - 100; 
TYPE HeapRep - RECORD 
n : CARDINAL; 
h : ARRAY [1 . .SIZE] OF INTEGER; 
END; 
TYPE Heap - POINTER TO HeapRep; 
PROCEDURE create(VAR h : Heap); 
BEGIN 
ALLOCATE(h, TSIZE(HeapRep)); 
h î . n 0; 
END c r e a t e ; 
PROCEDURE push(h : Heap; x : INTEGER); 
VAR 
i , j : CARDINAL; 
swap : BOOLEAN; 
BEGIN 
IF h j . n - SIZE THEN HALT; END; 
INC(hf .n ) ; j : - h | . n ; swap := TRUE; 
WHILE swap AND j >- 2 DO 
i j ; j :» j DIV 2; 
IF x > h | . h [ j ] 
THEN h | . h [ i ] : » h | . h [ j ] ; 




THEN h | . h [ j ] := x; ELSE h | . h [ i ] 
END; 
END push; 
PROCEDURE t o p ( h : Heap) : INTEGER; 
BEGIN 
IF h î . n - О THEN HALT; END; 
RETURN hf . h [ l ] ; 
END t o p ; 
PROCEDURE pop(h : Heap); 
VAR 
i . , j : CARDINAL; 
swap : BOOLEAN; 
t*p : INTEGER; 
BEGIN 
IF h î . n - 0 THEN HALT; END; 
tnp : - h | . h [ h | . n ] ; DEC(h | .n ; ) 
j :» 1; swap :» TRUE; 
WHILE swap AND 2*j < - h | . n DO 
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i j ; j 2* j ; 
IF j < h î . n AND h | . h [ j + l ] > h | . h [ j ] 
THEN INC(j) ; 
END; 
IF tmp > h t . h [ j ] 
THEN h t . h [ i ] h t . h [ j ] ; 




THEN h t . h [ j ] : - top ; ELSE h j . h C i ] tmp; 
END; 
END pop; 
PROCEDURE empty(h : Heap) : BOOLEAN; 
BEGIN 
RETURN h t . n = 0; 
END empty; 
END HeapType. 
A Heap t ípus haszná la ta a MODULA-2 nyelvben nagyon természetesen, a többi 
t ípussal összhangban történik. A típusból felhasználni kívánt azonosítókat azonban 
előbb impor tá ln i kell: 
FROM HeapType IMPORT Heap, c r e a t e , push, pop, empty; 
VAR h : Heap; 
A t ípusművele tekben aktuál is paraméterként kell megadni , hogy azok melyik heap-
re vonatkoznak: 
c r e a t e (h ) ; 
push ( h , 0 ) ; 
A MODULA-2 t ípusfogalma sokkal merevebb a SIMULA 67 nyelvénél. A MO-
DULA-2 deklarációs részei fordítási időben értékelődnek ki, így a vektorok értel-
mezési t a r t o m á n y á t csak fordítási időben kiértékelhető kifejezéssel lehet megadn i . 
Mindezek m i a t t a heap t ípus nem paraméterezhető még számmal sem. 
Bár az implementációs modul végén ebben a nyelvben is van egy inicializáló 
rész, az csak egyszer, a p rogram elindításakor ha j tód ik végre. így ez nem használ-
ha tó fel á t lá t sza t lan t ípusú változók inicializálására. Egy Heap t ípusú vál tozó de-
finiálásakor annak értéke definiálat lan, s m a j d csak a c r e a t e művelet vég reha j t á sa 
u t á n vesz fel megha tá rozo t t ér téket . Az inicializálás ( c r e a t e ) e lmaradása prog-
ramhibához vezet, de a nyelv nem ad eszközt ennek ellenőrzésére. 
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5. CLU 
A CLU program modulok ha lmaza . A nyelv háromféle modu l t ismer, min-
degyik egy-egy f a j t a absztrakció leírására szolgál. Az el járás a funkcionális-, az 
i terátor a vezérlési-, a cluster a t ípusabsztrakció leírásának eszköze. [4,5] 
Az el járás valahány a rgumen tumot felhasználva elvégzi a számí tás t , s annak 
eredményét vál tozókban visszaadja a hívónak. A hívó és az e l járás közöt t minden 
kommunikáció az a rgumentumokon és az eredményvál tozókon keresztül tör ténik 
(azaz globális változók nincsenek!). Az el járás befejeződésekor az visszajelez egy, a 
befejeződés á l l apo tá ra u ta ló feltételt is. Ez lehet normál , vagy lehet egy h ibaál lapot . 
squa re j roo t - PROC (x:REAL) RETURNS (REAL) 
SIGNALS ( n o . r e a l . r e s u l t ) 
utasítások 
END 
Az i te rá tor az a rgumentumaibó l értékek egy sorozatá t s zámí t j a ki, mégpedig 
úgy, hogy az egymást követő meghívásakor a hívó megkap ja a sorozat egy-egy ú j a b b 
elemét. Az i te rá tor t 
i t e r a t o r » ITER ( t : t í p u s ) YIELDS (e lenu t ipus) 
utasítások 
END 
fo rmában definiálljuk, s egy FOR ciklus h ívha t j a . 
FDR i : e l e s - t í p u s IN i t e r a t o r ( x ) DO 
ciklusmag 
END 
A cilkusváltozó a ciklusmag minden végreha j tása előtt felveszi az i terátor ál tal 
szolgál ta tot t ú j a b b értéket . A ciklus akkor ér véget, ha az i te rá tor terminál . 
5.1 A cluster fogalma 
A cluster szolgál a nyelvben ú j t ípus, adatabszt rakció létrehozására. A cluster 
ob jek tumoka t és ezeket létrehozó ill. ezeken manipulá ló elemi műveleteket definiál. 
s e t - CLOSTER IS c r e a t e , i n s e r t , e l e a e n t s 
törzs 
END 
A cluster-en kívül a t ípus ob j ek tuma i kizárólag a t ípusműveletek segítségével kezel-
hetők. A cluster belsejében kell megadni (más t ípusokból felépítve) a reprezentációt . 
A műveletek eljárások és i terátorok fo rmá jában implementá lha tok . 
A modulok s ta t ikus skalár értékekkel és típussal paraméterezhetők . Az u tóbbi 
esetben megadha tók az aktuál is t ípus paraméter re megszorítások is, amelyekben 
kiköthető, hogy annak milyen t ípusműveletekkel kell rendelkeznie. 
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s e t » CLUSTER [ t : TYPE] IS c r e a t e , i n s e r t , elements 




A paraméte reze t t cluster-t t ípusgenerátornak h ív juk . 
5.2. A z ARRAY típusgenerátor 
A CLU ARRAY t ípusa rendkívüli dinamizmusával különbözik a többi magassz in tü 
nyelv tömbt ípusá tó l . Ebben a nyelvben a p rogram végreha j tása közben megvál toz-
t a t h a t ó a t ö m b ob j ek tumok index ta r tománya és hossza is. 
Az ARRAY t ípusgenerátor t ípusok egy végtelen osztá lyát definiálja. Bármely T 
t ípus esetén generá lható az ARRAY[T] típus. Az ARRAY [T] t ípus egy egész t ípusú alsó 
indexha tá rbó l és egy T t ípusú elemekből álló sorozatból áll. Az ARRAY típusgene-
rá torhoz több mint két tuca t elemi művelet tar tozik, ezekből azonban csak azokat 
soroljuk fel, amelyeket a pé ldaprogramban fe lhasznál tunk. 
c r e a t e : PROCTYPE (INT) RETURNS (ARRAY[T]) 
A c r e a t e függvény ereménye egy olyan ARRAY [T] típusú érték, amelynek kez-
dőindexét a függvény argumentuma adja, a sorozat pedig nulla hosszúságú, 
low: PROCTYPE (ARRAY[T]) RETURNS (INT) 
A low függvény eredménye a tömb kezdőindexe, 
» i z e : PROCTYPE (ARRAY[T]) RETURNS (INT) 
A s i z e függvény eredménye az ARRAY [T] tömb elemszáma, 
t o p : PROCTYPE (ARRAY[T]) RETURNS (T) SIGNALS (bounds) 
A top függvény értéke a tömb utolsó (legnagyobb indexű) eleme, 
f e t c h : PROCTYPE (ARRAY[T], INT) RETURNS (T) SIGNALS (bounds) 
A f e t c h függvény értéke a tömbnek a második argumentumban megadott in-
dexű eleme. A f e t c h függvény írható a szokásos formában is: x [ i ] . 
addh: PROCTYPE (ARRAY[T], T) 
Az eljárás az argumentumában adott T típusú értéket hozzáfűzi a tömb elemei-
hez, megnövelve azzel a tömb hosszát, 
r e a h : PROCTYPE (ARRAY[T]) RETURNS (T) SIGNALS (bounds) 
Az eljárás elhagyja a tömb legnagyobb indexű elemét. 
5.3. S E G N A L 
A programok el járásai nem minden esetben képesek elvégezni a r á juk bízot t 
f e l ada to t . A CLU lehetővé teszi az eljárás normális befejezése mellet t annak olyan 
befejezését is, amikor a hívó információt kap az e l járás visszatérése u t á n a rendel-
lenességről. Ez a hibakezelési mechanizmus két részből áll: a névvel azonos í tha tó 
h ibaá l lapot beál l í tásából (SIGNAL) és a hiba lekezeléséből (EXCEPT). A SIGNAL utasí-
tás t a h ívot t , az EXCEPT utas í tás t a hívó eljárás t a r t a lmazza . Azt , hogy egy e l járás 
milyen hibákkal térhet vissza, a el járásfej SIGNALS u tas í t á sában fel kell sorolni. 
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PROCTYPE (ARRAY[T], INT) RETURNS (T) 
SIGNALS (bounds) 
PROCTYPE (STRING) RETURNS (INT) 
SIGNALS (invalid(CHAR)) 
SIGNAL u tas í t á s bárhol e lőfordulhat egy el járástörzsben. Ha tá sá ra az e l járás 
végreha j tása megszakad, s a vezérlés visszatér a hívó utas í táshoz csatolt hibakeze-
lőbe (EXCEPT). A SIGNAL u tas í t ásban mód van értékek visszaadására is. 
e i g n a l l e r : PROCTYPE ( i : INT) 
SIGNALS (negat ive( INT) , p o s i t i v e ( I N T ) , z e r o ) ; 
IF i < 0 THEN SIGNAL nega t ive ( - i ) 
ELSIF i > 0 THEN SIGNAL p o s i t i v e ( i ) 
ELSE SIGNAL zero 
END 
END s i g n a l l e r 
A SIGNAL utas í tás ál tal k ivál to t t hibákat a hívó utas í táshoz csatolt EXCEPT u-
tas í tásban lehet lekezelni. A h iba lekezelése u t án a p rogram végreha j t á sa normál 
á l lapotban fo ly ta tódik . 
s i g n a l l e r (x) 
EXCEPT WHEN nega t ive (z : INT) : utasítások 
WHEN p o s i t i v e (z : INT) : utasítások 
WHEN zero : utasítások 
END 
5.4. Pé lda 
Pé ldánkban a heap t ípusnak ugyanolyan reprezentációját kódoljuk, min t a 
MODULA-2 nyelv esetében. Jól megfigyelhető, hogy a CLU eszközei (ARRAY tí-
pusgenerátor , SIGNAL) segítségével mennyivel ruga lmasabb , haszná lha tóbb modul 
definiálható. 
heap-type - CLUSTER [item : TYPE] IS 
c r e a t e , push, t op , pop, empty, 
WHERE item HAS I t : PROCTYPE ( i t em, i t em) 
RETURNS(BOOL); 
REP - ARRAY [ item ] ; 
c r e a t e - PROC () RETURNS (CVT); 
RETURN ( REP$create( l) ) ; 
END c r e a t e ; 
push - PROC (h : CVT, x : INT); 
i , j : INT; 
авар : BOOL :« TRUE; 
t a p : i tem :» x; 
REP$addh(h, x ) ; j :« REP$size(h); 
WHILE swap CAND j >» 2 DO 
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i j ; j : - j / 2; 
IF t a p > h [ j ] 
THEN h [ i ] :» h [ j ] ; 




THEM h [ j ] t a p ; ELSE h [ i ] : - t a p ; 
END; 
END push; 
top - PROC (h : CVT) RETURNS ( i t e a ) SIGNALS (empty-heap); 
IF REPSsize(h) - 0 THEN SIGNAL empty-heap; END: 
RETURN ( h [ l ] ) ; 
END top ; 
pop - PROC (h : CVT) SIGNALS (empty-heap) ; 
i , j : INT; 
swap : BOOL TRUE; 
t a p : i t e a ; 
IF REP$size(h) - 0 THEN SIGNAL empty-heap; END; 
t a p :« REP$top(h); REP$reah(h); j :» 1; 
WHILE swap CAND 2*j <» h . n DO 
i : - j ; j : - 2» j ; 
IF j < REP$size(h) CAND h [ j + l ] > h [ j ] THEN 
j : - j + 1; 
END; 
IF t a p > h [ j ] 
THEN h [ i ] :» h [ j ] ; 




THEN h [ j ] : - t a p ; ELSE h [ i ] : - t a p ; 
END; 
END pop; 
empty - PROC (h ; CVT) RETURNS (BOOL); 
RETURN ( REP$size(h) - 0 ) ; 
END empty; 
END heap- type; 
6. A d a 
Az A d a tervezésének fő szempont ja i a p rogram megbízhatósága , k a r b a n t a r t -
ha tósága , emberközelisége (olvashatósága) és ha tékonysága vol tak. A nyelv a l a p j a 
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a Pascal, de néhány vonást á tve t t a következő nyelvekből is: Euclid, Lis, Mesa, 
Modula , Sue, Algol 68, Simula, Alphard , CLU. [6] 
Az A d a p rogram programegységek felsorolása. Ada programegység az alprog-
ram, a package (ami a lprogramok, t ípusok, konstansok és változók gyűj teménye) , a 
task (ami pá rhuzamosan vég reha j tha tó számításokat t a r t a lmaz) és a generic (ami 
egy paraméte reze t t package vagy a lprogram, ahol a pa raméte r t ípus is lehet) . 
A programegységek két részből ál lnak: specifikációs részből, ami a más egy-
ségekből l á t h a t ó információt t a r t a lmazza , és a törzsből, ami az implementációt 
t a r t a lmazza , és ami m á s egyégekből nem lá tha tó . A specifikációs rész és a törzs 
szétválasztása és a külön való fordí tás lehetővé teszi nagymér tékben független prog-
ramkomponensek tervezését, í rását és tesztelését. 
Az A d a nyelvhez tar tozik egy speciális könyvtár , amelyben a programegységek 
helyezkednek el. Egy A d a p rogram kifejlesztése a könyvtár i egységek ada tbáz isának 
felépítését jelent i . Kezdetben a könyvtár csak prédéfinit packageket t a r t a lmaz , ezek-
hez illesztheti hozzá a felhasználó a m a g a könyvtár i egységeit. 
6.1. A package 
Az A d a az á l ta lános célú package fogalmát felhasználva, azon belül ad esz-
közöket t ípus megvalósí tására. A package a MODULA-2 modul fogalmához na-
gyban hasonl í tó programegység (és egyben fordí tási egység). Szintén két részre, 
specifikációs részre és törzsre válik szét; a specifikációs rész felsorolja az expor tá ln i 
kívánt ob jek tumoka t , t ípusokat és programegységeket , a törzs m a g á b a foglalja ezek 
implementációj á t . 
package P i s 
exportált, más egységből is látható nevek 
end P; 
package body P i s 
— az exportált egységek implementációja 
end P; 
Az A d a fordí tási egységeinek fordí tási sorrendjére vonatkozó szabály lényegét 
tekintve megegyezik a MODULA-2 ilyen szabályával . 
6.2. A private t ípus 
A megvalósí tani kívánt t ípust a specifikációs részben ún. pr ivate t ípusként de-
finiálhatjuk. A t ípus reprezentációját a specifikációs rész végén, az ún. pr ivate 
szakaszban kell megadni , ami nem kerül expor tá lásra . 
package HEAP-TYPE i s 
type HEAP i s p r i v a t e ; 
p r i v a t e 
type HEAP i s . . . 
end HEAP .TYPE; 
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A MODULA-2 -höz képest az a legnagyobb különbség, hogy így megszűnik a rep-
rezentációra vonatkozó megkötés, hogy ti. az csak a WORD típussal kompatibi l is 
t ípus lehet. Mivel viszont a reprezentáció a specifikációs részbe kerül t , így annak 
módos í tása a rá hivatkozó modulok ú j ra ford í tásá t vonja m a g a u t á n . 
Az A d a — a MODULA-2 -höz hasonlóan — a pr ivate t ípusra megenged két 
á l ta lános művelete t : az ér tékadást és az egyenlőség vizsgála tá t . Mivel felléphetnek 
ezekkel a műveletekkel kapcsola tban bizonyos problémák, amelyeket a M O D U L A -
2-nél m á r k i fe j te t tünk , ezért az Adában a pr ivate t ípusokra ezeket a műveleteket 
meg lehet t i l tani . 
type HEAP i s l i m i t e d p r i v a t e ; 
A l imited pr ivate t ípusú ob jek tumhoz kozárólag az ugyanebben a package-ben de-
finiált t ípusműveleteken keresztül lehet hozzáférni. 
Az A d a lehetőséget ad pr ivate típushoz konstans definiálására. Vannak olyan 
t ípusok, amelyeknek nevezetes konstansai vannak. Ilyen pl. a COMPLEX t ípus, ami t 
az a lábbi módon def iniá lhatunk: 
package COMPLEX.TYPE i s 
type COMPLEX i s p r i v a t e ; 
I : cons tan t COMPLEX; 
f u n c t i o n "+" (А, В : COMPLEX) r e t u r n COMPLEX; 
p r i v a t e 
type COMPLEX i s r ecord 
RE, IM : REAL; 
end r eco rd ; 
I : cons tan t COMPLEX (0 .0 , 1 . 0 ) ; 
end COMPLEX.TYPE; 
Ez a lehetőség nagyban j a v í t j a a private t ípus haszná lha tóságá t . 
Az A d á b a n a pr ivate t ípus ugyanúgy paraméte rezhe tő o b j e k t u m m a l , min t az 
egyéb t ípusok, t ehá t min t pl. a rekord. Az alábbi verem t ípus pa raméte re a verem 
maximál is mérete . 
package STACK.TYPE i s 
type STACK(MAX:NATURAL :» 100) i s l i m i t e d p r i v a t e ; 
EMPTY-STACK, FULL-STACK : excep t ion ; 
procedure PUSH(S:in out STACK; X:in INTEGER); 
p r i v a t e 
type STACK(MAX:NATURAL := 100) i s r ecord 
N : NATURAL := 0; 
S : a r r a y (1..MAX) of INTEGER; 
end r eco rd ; 
end STACK-TYPE; 
v i t h STACK-TYPE: use STACK-TYPE; 
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procedure P i s 
S : STACK(64); 
T : STACK; 
PUSH(S, A); 
e n d P ; 
A P e l já rásban az S verem legfeljebb 64, a T verem 100 egész befogadására képes. 
6.3. A generic 
Azért , hogy a t ípus a lap t ípusá t is megadhassuk paraméte rkén t , ún. generic 
package programegységet kell használnunk. A generic package két fő dologban 
különbözik a package-től: 
- értékkel, t ípussal és a lp rogrammal paraméterezhető , és 
- mivel ez csak egy váz, a package-ként való használa tához aktuál is paraméterek 
megadásával generálni kell belőle egy (hagyományos) package-et. 
g e n e r i c 
type ELEM i s p r i v a t e ; 
package STACK-TYPE i s 
type STACK(MAX:NATURAL 100) i s l i m i t e d p r i v a t e ; 
EMPTY-STACK, FULL-STACK : excep t ion ; 
procedure PUSH(S:in out STACK; X : i n ELEM); 
p r i v a t e 
type STACK(MAX:NATURAL : - 100) i s r ecord 
N : NATURAL : - 0; 
S : a r r a y (1..MAX) of ELEM; 
end r eco rd ; 
end STACK-TYPE: 
Egy verem o b j e k t u m definiálásakor most tehát a következőképpen kell e l járnunk: 
package INTEGER-STACK i s new STACK-TYPE(INTEGER): 
S : INTEGER-STACK.STACK; 
INTEGER-STACK.PUSH(S,0) ; 
I t t az első deklarációs u tas í tás egy ú j verem t ípus bevezetése ( ins tant ia t ion) , ahol 
megad juk , hogy az ú j INTEGER-STACK package-be beágyazot t STACK t ípus a lapt ípusa az 
INTEGER t ípus legyen. A következő sorokban a STACK t ípus és egy t ípusműveletének 
haszná la tá t m u t a t j u k be. Amennyiben az INTEGER-STACK package definiálása u t á n a 
use INTEGER-STACK ; 
u tas í t ás t is megad juk , ezzel a package-ben definiált neveket „közvetlenül l á tha tóvá" 
tesszük. A korábbi sorok most így festenek: 
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S : STACK; 
PUSH(S.O); 
6.4. Az except ion 
A hibák és a kivételes helyzetek kezelésére az Ada hasonló mechanizmust alkal-
maz, min t a CLU. A nyelv minden h iba fa j t á t egy névvel jelöl meg; minden blokk 
t a r t a l m a z h a t egy hibakezelőt , amelyben külön utas í tások ta r toznak a különböző 
hibákhoz. 
begin 
A :« B(I ) /D; 
except ion 
when ZERO .DIVIDE -> 
A :« 0; 
when CONSTRAINT-ERROR -> 
A В(B'LAST); 
end; 
A blokkban fellépő valamely h iba esetén a blokk végreha j tása a hibakezelőben fo-
ly ta tódik , s ha i t t nincs rendelkezés a hiba lekezelésére, akkor a hívó b lokkban lép 
fel a h iba . Ez a keresés addig ta r t , amíg egy blokkban a h iba lekezelése meg nem 
tör ténik , s ez a blokk már normál módon (hibaál lapot nélkül) tér vissza az őt akti-
vizáló blokkba. Ez a rendszer bevált , és nagyon hasznos a specifikációjukat pontosan 
teljesítő, megbízha tó blokkok (eljárások, függvények), t ípusműveletek írásához. 
Az A d a hibakezeléssel kapcsolatban is megemlí thető azért két hiányosság: az 
az el járás, amelyben fellép egy hiba, nem adha t vissza információt a paramétereken 
keresztül, így a nyelv némely esetben kikényszeríti globális változók haszná la tá t ; 
másodszor , ha a programozó nem ír a hívó blokkba hibakezelőt, a fellépő h iba 
tovater jed , s esetleg m a j d egy olyan modulban lép fel, amelyben erre számí tan i nem 
lehet. 
6.5. Pé lda 
Az eddigi pé ldákban választot t reprezentációk — a CLU kivételével — oly-
anok voltak, ahol a HEAP elemeinek száma korlátozva volt. U jabb pé ldánkban olyan 
reprezentációt válasz tunk, amelyben ilyen elvi korlát nincs: a heap t ípust ezú t ta l 
vektorok két i rányú listájával ábrázol juk. A heap fejrésze két pointer t t a r t a lmaz : F 
a lista első elemének, L az utolsó elemének pointere. Egy listaelemben (HEAP-REC) 
megta lá lha tó egy vektor (d), a vektor hossza (м) és egy-egy a l is tában előre (FW) ill. 
vissza (BV) m u t a t ó pointer . 
A listáról k iköt jük az alábbi invariánst: 
- mindegyik vektorra teljesül, hogy 
Vi S [l.M/2] : D(i) > max(D(2 * i ) ,D(2*i+l)) 
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- a l i s tában mindegyik vektor első eleme kisebb, mint az u t á n a következő listae-
lem vektorának első eleme, 
- az utolsó l istaelemet kivéve a vektor mindegyikben megte l t . 
gene r i c 
type ITEM i s p r i v a t e ; 
wi th f u n c t i o n ">" (А, В : ITEM) r e t u r n BOOLEAN; 
package HEAP-TYPE i s 
type HEAP i s l i m i t e d p r i v a t e ; 
HEAP-EMPTY : ecep t ion ; 
procedure CREATE(H : i n out HEAP); 
procedure PUSH (H : i n out HEAP ; X : i n ITEM); 
f u n c t i o n TOP (H : HEAP) r e t u r n ITEM; 
procedure POP (H : i n out HEAP); 
f u n c t i o n EMPTY (H : HEAP) r e t u r n BOOLEAN; 
p r i v a t e 
SIZE : cons tan t 32; 
type HEAP-REC-ADDRESS ; 
type HEAP i s r eco rd 
F, L : HEAP-REC-ADDRESS n u l l ; 
end r eco rd ; 
type HEAP-REC i s r ecord 
FW, BW : HEAP ЛЕС-ADDRESS n u l l ; 
M : NATURAL 0; 
D : a r r ay (1. .SIZE) of ITEM; 
end r eco rd ; 
type HEAP-REC-ADDRESS i s access HEAP-REC; 
end HEAP-TYPE; 
package body HEAP-TYPE i s 
procedure CREATE(H : i n out HEAP) i s 
begin 
H.F new HEAP-REC; H.L :« H.F; 
end CREATE; 
procedure PUSH(H : i n out HEAP; X : in ITEM) i s 
P : HEAP-REC-ADDRESS H.L; 
TMP : ITEM X; 
I , J : INTEGER; 
SWAP : BOOLEAN; 
begin 
i f P.M - SIZE then 
i f P.FW - n u l l then 
P.FW new HEAP-REC; 
P.FW.BW P; 
end i f ; 
P P.FW; 
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end i f ; 
- - p - H.L and H.L.K < SIZE 
P.K : - P.K + 1; J : - P.H; SWAP TRUE; 
wh i l e SWAP and t h e n J >» 2 loop 
I : - J ; J : - J / 2 ; 
i f TKP > P .D(J ) 
t h e n P .D( I ) : - P . D ( J ) ; 
e l s e SWAP : - FALSE; 
end i f : 
end loop ; 
i f SWAP 
t h e n P .D(J) : - TKP; e l s e P .D( I ) : - TKP; 
end i f ; 
- - V i e [ l . K / 2 ] : D(i ) > max (D(2»i) ,D(2« i+ l ) ) 
whi le P / - n u l l and then P . D ( l ) > P.BW.D(l); loop 
TKP :» P . D ( l ) ; P .D( l ) ; - P .BV.D(l ) ; 
P.BW.D(l) : - TKP; P : - P.BW; 
end loop ; 
end PUSH; 
f u n c t i o n TOP(H : HEAP) r e t u r n ITEH i s 
b e g i n 
i f H.F.K - 0 t h e n r a i s e HEAPJEKPTY; end i f ; 
r e t u r n H . F . D ( l ) ; 
end TOP; 
p rocedure P0P(H : i n out HEAP) i s 
P : HEAP ЛЕС-ADDRESS : - H.F; 
I . J : INTEGER; 
SWAP : BOOLEAN; 
TKP : ITEK; 
beg in 
i f H.F.K - 0 t hen r a i s e HEAP.EHPTY; end i f ; 
wh i l e P / » H.L and t h e n 
P.FW.D(l) > KAX(P.D(2),P.D(3)) loop 
P . D ( l ) : - P.FW.D(l) ; P :» P.FW; 
end loop ; 
- - H.L.D(H.L.K) < H.L.D(l) => 
- - H.L.D(H.L.K) < KAX(P.D(2),P.D(3)) 
TKP : - H.L.D(H.L.K); H.L.K. :» H.L.K - 1; 
J i ; SWAP : - TRUE; 
whi le SWAP and then 2* J <» P.K loop 
I : - J ; J : - 2» J ; 
i f J < P.K and then P.D(J+1) > P.D(J) t hen 
J :» J + 1; 
end i f ; 
i f TKP > P .D(J) 
t h e n P .D(I ) :« P . D ( J ) ; 
e l s e SWAP : - FALSE; 
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end i f : 
end loop; 
i f SWAP 
then P.D(J) TMP; e l s e P.D(I) TMP; 
end i f ; 
- - V i € t l , M / 2 ] : D(I) > max(D(2* i ) ,D(2» i+ l ) ) 
i f H.L.M - 0 and then H.L / « H.F then 
H.L H.L.BW; 
end i f ; 
- - H.F / « H.L -> H.L.M / - 0 
end POP; 
f u n c t i o n EMPTY(H : HEAP) r e t u r n BOOLEAN i s 
begin 
r e t u r n H.F.M • 0; 
end EMPTY; 
end HEAP_TYPE; 
Nagyon nehezen megoldha tó p rob lémája a programozási nyelvnek a változók 
inicial izálat lanságának a kérdése. Az Ada sem képes megbirkózni ezzel teljesen, 
viszont a rekord t ípusú változók esetében használha tó megoldást ad. 
type HEAPЛЕС i s r eco rd 
FW, BW : HEAPJIEC-ADDRESS :« n u l l ; 
M : NATURAL : - 0; 
D : a r r ay (1. .SIZE) of ITEM; 
end r e c o r d ; 
A mezőhöz írt kezdőértékadás azt jelenti , hogy minden változó definiálásakor az 
azonnal felveszi a t ípusdefinícióban megadot t (és a t ípus definiálásakor meghatáro-
zot t ) értékeket . A nyelv tehát nem kényszeríti ki a programozóból az inicializálatlan 
változók elkerülését, de lehetőséget ad arra . 
7. A l e g ú j a b b nyelvek tö rekvése i 
A t ípusfogalom körüli k u t a t á s egyál talán nem esett vissza, sőt , az u tóbbi 
években az ob jek tum-or ien tá l t nyelvekkel kapcsola tban ú j lendületet vet t . Olyan 
nyelvi eszközöket keresnek, amelyekkel már nem csak egy t ípus, hanem típusok egy 
rendszere, osztálya is leírható. Sőt, t ípusok osztályán ér te lmezet t műveletek (pl. 
öröklés) nyelvi szinten való kezelésének lehetőségeit is tanulmányozzák. Ezektől a 
ku ta tások tó l nemcsak a t ípusfogalom ál ta lánosí tása várha tó , hanem ezek valószí-
nűleg nagy hatással lesznek a modulfogalomra és a párhuzamosságra is. Ezek az 
ú j próbálkozások, ú j nyelvek (pl. Owl, Oberon, EifTel) azonban még csak ku ta t á s i 
s t ád iumban vannak, a gyakor la tban való kipróbálásukra kicsit még várni kell. 
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LOGIKAI FÜGGVÉNYEK PR—ZÁRT OSZTÁLYAINAK HÁLÓJA* 
BAGYINSZKI JÁNOS 
Gödöllő-Budapest 
A logikai függvények halmaza hatványhalmazán bevezetünk egy pr-lezárdsnak nevezett le-
zárási operációt. E lezárás szerint a logikai függvények egy halmaza pr-zirt, ha az a projekciókat 
tar ta lmazó olyan ( P O S T definíciója szerint) zár t függvényosztály, amely zárt a primitív rekurzió 
képzésére. P O S T eredményeinek felhasználása nélkül meghatározzuk a Post-diagram analógiájára 
a pr-zári osztályok hálóját . A „szigorúbb" lezárásból következően, a logikai függvények klón-
hálójánál egyszerűbb hálót kapunk eredményül, amely egy végtelen lánc. Megadjuk továbbá P O S T 
tételeinek megfelelőit. A vizsgálatokat a számítástudomány különböző részei közötti összefüggések 
keresése motivál ta . 
1. Bevezetés 
E. L. POST 1920-ban írt, nem publikált dolgozatában (1. [3]) és a 21 évvel 
később kiadott [5] monográfiában meghatározta egy rögzített kételemű halmazon 
értelmezhető többváltozós függvények összes zárt osztályát, valamint az utóbbiban 
ezek tar ta lmazás szerinti d iagramját . Az (orosz, német és magyar nyelvű) iroda-
lomban félreérthető és hibás hivatkozások vannak POST dolgozatait és eredményeit 
illetően, részben azért, mert ezek nehezen [4] illetve egyáltalán nem érhetők el [5] 
(pl. hazánkban) . Ezért [3] és [4] alapján megpróbálom röviden ismertetni a logikai 
függvények zárt osztályaira vonatkozó Post-eredmények tényleges előfordulását-be-
vezetésként. Az AMS (Amerikai Matematikai Társaság) egy ülésén, 1920-ban ismer-
tették POST két dolgozatát (a nem-publikált [3] és a [4]). A [3] szerint 2. sorszám 
ala t t bemuta to t t (s később megjelent [4]) dolgozatban WHITEHEAD és RUSSELL: 
Principia Mathematica (Part I. Sect. A) c. könyvében [10] leírt logikai deduktív 
rendszerből kiindulva, egységes módszert ad a posztulátumokból való származtat -
hatóság eldöntésére — tetszőleges logikai függvényre. A módszer a lapja logikai 
függvények igazság-táblázattal való ábrázolása. Az általánosítás egyik iránya az 
igazság-táblázat (a logikai függvények) értelmezése kettőnél több elemű halmazra 
(kapcsolódva SHEFFER és NIKOD munkájához). A második általánosítás ú j logikai 
rendszerek bevezetését jelenti. Ez utóbbi vezetett a 3. sorszám alat t bemuta to t t 
eredményekhez. E szerint POST primitív művelettáblák (azaz igazságfüggvények) 
kombinálásával generálható összes igazságfüggvény-rendszert tekinti. Megmuta t ja , 
hogy 65 olyan rendszer létezik, amely legfeljebb 3-változós (primitív) függvényekkel 
generálható és 8 végtelen családja van a generátor-halmazában legalább négyvál-
tozós függvényt igénylő rendszereknek. A függvényeket formulával ad ja meg és bi-
zonyítja, hogy a fentieken kívül nincs más zárt függvényrendszer. A [4] dolgozatból 
*A dolgozat az ОТКА T4 295/92 számú téma keretében készült. 
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lá tható, hogy függvények kombinálásán összetett függvény képzését, változók per-
mutálását és két változó azonosítását érti — véges sok lépésben. Más szavakkal: 
függvények egy halmazát zártnak nevezi POST, ha az összetett függvény képzése és 
a változók átjelölése nem vezet ki a függvényhalmazból. 
A. I. MALCEV iteratív osztálynak nevez egy zárt osztályt (1. [8]), ha az zárt a 
fiktív változó hozzávételére és törlésére is: tehát egy függvénnyel együtt adot tnak 
tekintjük az összes olyan függvényt, amely attól csak fiktív változókban különbözik. 
J A B L O N S Z K I J , G A V R I L O V é s K U D R J A V C E V a [11] k ö n y v b e n á t d o l g o z v a P O S T m o -
nográfiáját (bizonyításokat egyszerűsítve) az összes iteratív osztály diagramját adják 
meg. (Például PosTná l az egyváltozós projekció és az összes projekció két külön 
osztályt jelent, iteratív osztályként viszont csak az utóbbi létezik). A [11] könyv 
magyar nyelvű ismertetése [2], további egyszerűsítéseket tar ta lmaz. DEMETROVICS 
J . dolgozatából átvet t táblázatban (11. oldal) megtalálható a nyolcféle osztály de-
finíciója (O—, S—, P—, L—, D—, A—, C— és F— osztályok, összesen 49 meghatáro-
zás, azonban nyolc, paraméterrel definiált E-osztá ly mindegyike megszámlálhatóan 
végtelen osztályt képvisel). Szerepel továbbá a táblázatban minden egyes osztály 
t ipusának, rendjének és egy bázisának megadása. 
A 70-es években megjelentek a k (> 2) elemű halmazon értelmezett függvények 
zárt osztályait algebrai szempontból vizsgáló dolgozatok is. 
Minthogy az algebrák függvényklónjai a projekció-tartalmazásra nézve zárt 
iteratív osztályok, ezért a „ Post-diagram" -ból elhagyva a (projekciókat nem tar-
talmazó) O2, O3 és O7 iteratív osztályokat, a részalgebra-hálónak megfelelő klón-
hálóhoz ju tunk . BAKER, PIXLEY, MCKENZIE és mások univerzális-algebrai ered-
ményeit felhasználva, RESCHKE és DENECKE [7] tisztán univerzális algebrai úton 
származta t ják POST szóban forgó eredményeit. Ok is (akárcsak a [11] és [2] dol-
gozatok) megtar t ják POST jelöléseit a zárt osztályokra. A továbbiakban általunk 
megadott hálóval való összehasonlíthatóság céljából idézzük a [7] dolgozatból a hálót 
(1. még [6]): az 1. ábrán a „ Post-diagram", a 2. ábrán a pr-zárt osztályok hálója 
látható. Az előbbit kiegészítettük (folytonos vonal helyett pontsorral jelölve) az 
02) О3 és O7 osztályokkal, hogy az eredeti, „Post-diagram" is lá tha tó legyen. (Pon-
tosabban, ez szerepel a [11] könyvben, PosTná l ezen kívül szerepelnek az S*, P*, 
A\ és О? (1 < i < 9) osztályok, ahol 0 * = 0,(X) és S*x, P{, A\ rendre az Sx, 
PL, A4 osztályok fiktív változót nem tar ta lmazó elemeiből áll. Erre azonban csak 
következtetni t ud tam, mert [5] - az OSzk nyilvántartása és „magánnyomozásom" 
szerint - hazánkban nem hozzáférhető.) 
Koncepciónkat egyrészt elsősorban а к > 2 eset (fc-értékű logika függvényklón-
hálójának számossága nem megszámlálható) motivál ta . 
Másrészről az elméleti számítástudomány különböző ágai (így a it-értékű logika 
függvényklónjai és a rekurzív függvények illetve a formális nyelvek [1]) közötti kap-
csolatok megvilágítása volt a cél. A koncepciót egy következő dolgozatban szeret-
nénk részletesebben kifejteni, amely а к > 2 esettel foglalkozik. 
Az elképzelésünk lényege az, hogy a klónokhoz vezető, az algebrában természe-
tes lezárásnál szigorúbb lezárási műveletet vezetünk be. Ez a számítás tudományban 
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természetes, rekurzióval való függvényképzést is t a r t a lmazza : a (pr imit ív) rekurzió-
r a zár t klónok há ló já t ha tározzuk meg (ebben a dolgozatban a Boole-függvények 
esetében) . Meglepetéssel észleljük, hogy a Post-diagramnak megfelelő teljes háló 
lényegesen egyszerűbb az előbbinél — egy végtelen lánc adódik (2. ábra) , amely a 
C i és C3 osztályokon kívül csak az Fgm (m > 2) és az F8°° osztályokat t a r t a lmazza . 
( I t t és a t ovább iakban p helyett m-et í runk) . A Posi-háló felhasználásával e lánc 
megadása csak annak bizonyí tását igényelné, hogy 
a) minden pr-zári osztály t a r ta lmazza az elemeit , 
b) F£°, F™ (m > 2), C 3 , Ci a pr-zári osztályok és 
c) C i - b e n maximál is C 3 , C 3 -ban maximális > F™-ben maximál is 
(m > 2), és F? = f ) U8m. 
m > 2 
Azonban éppen annak i l lusztrálására, hogy ez a szerkezet-leírás lényegesen egysze-
rűbb , nem használ juk fel POST eredményeit , h anem ön ta r t a lmazó módon ép í t jük 
föl a hálót (ezért a reláció-terminológiát sem használ juk [8], [7]). 
Megjegyezzük, hogy a zári függvényosziályok, az iteratív osztályok, a klónok 
és a pr-zári osztályok összessége egyaránt egy-egy (speciális) lezárási rendszert 
ha tá roz meg. A lezárási rendszerek tu la jdonságairól e lap hasáb ja in a [9] dolgo-
zatból t á jékozódhat az olvasó. 
A 3.1. segédtétel és a 3.2. tétel lényegében ismert tételek, a 3.5. tétel és a 
3.6. segédtétel ál l í tását , t ovábbá a 3.9. tétel (2) és a 3.10. tétel ( l ) c . ál l í tása 
b izonyí tásának alapöt le té t á tve t tük [l l]-ből. 
2. Def in íc iók és j e lö lések 
2.1. Definíció. Jelölje C f a rögzített {0, 1) kételemű halmazon ér te lmezet t 
n-változós függvények ha lmazá t : c f := { / : {0 ,1}" —• {0 ,1}}, ahol n > 1 
egész szám, és legyen Ci := (J C f az összes véges-változós függvény (logikai 
n > l 
függvény) ha lmaza a ({0 ,1} a laphalmazon) . C] elemeit szokás Boole-függvényeknek 
is nevezni. (0-változós függvényeket nem definiálunk). С С Ci esetén legyen 
С П C f . A továbbiakban függvényen mindig Boole-függvényt é r t ünk . 
Az egyszerűség kedvéért alkalmazzuk az x := ( x i , . . . , x n ) G {0 ,1}" és (x, x „ + i ) : = 
( x i , . . . , x„ , x „ + i ) rövid jelöléseket, továbbá + és • jelentse rendre a mod2 összeadást 
illetve m o d 2 szorzást, és legyen a V b :— a + b + аб (а, 6 G {0,1}) . 
2.2. Definíció. c(J, с", e" (1 < i < n) rendre az n-vál tozós 0, 1 konstans 
függvényt illetve az i-edik projekciót jelöli: minden x G { 0 , 1 } " esetén CQ(X) = 0, 
c"(x) = 1, e " ( x ) = x,-. Jelölje E a projekciók ha lmazá t : E := {e" | l<» '<n , n > 1 
egész szám}. Ugyancsak lekötjük többször előforduló függvények jelölésére a „h" 
be tű t a következő (index szerinti rekurzív) definícióval: minden ( í j , . . . , x m + 2 ) G 
{0, l } m + 2 (m > 2, egész) esetén 
/ » m + l ( * l , • • • , Xm+z) : = Xi • . . . • X m + 1 + ( x i • . . . • X m + 2 + X m + 2 ) / l m ( ^ b • • • > « m + l ) 
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és 
М
г 1 > х2,*з) := XI • X2 + X2 • X3 + X3 • X\. 
Megjegyzés. Könnyen belátható, hogy b m ( x i , . . . , x m + i ) = 1, ha { x i , . . . , 
x m + 1 } elemei között legfeljebb egy 0 (a többi 1), egyébként b m ( x i , . . . , x m + i ) = 0. 
(Bizonyítása m szerinti indukcióval). A negyedik 1-változós függvényt jelölje s; 
s(x) := x + 1, x € {0,1}. 
2.3. Definíció. А С Ç C\ függvényhalmazt pr-zárt osztálynak nevezzük, ha 
E С С, továbbá gi,... , gn £ C, g0 £ g £ C< n + 2 ) esetén g0(gi,... ,g„)£ С és 
f £ C(-n+1\ ahol az / függvényt az 
/ ( x , 0 ) := g0(x), 
/ ( x , l ) : = < 7 ( x , / ( x , 0 ) , 0 ) , x £ {0,1}" 
primitív rekurzió definiálja. 
С' Ç Ci függvényhalmaz pr-lezártján a C ' - t tar ta lmazó legszűkebb С pr-zárt 
osztályt ér t jük. Jelölése: С := [C']p r . 
Könnyen lá tható , hogy Ci részhalmazain а С —• [C]pr hozzárendelés lezárási 
operáció. HA [C], [C],(, [C]c; jelöli rendre a POST által definiált lezárást, az iteratív 
illetve a klón-lezárást, akkor a definícióból következően [ C u £ ] = [CUJE1],« = [C]ci, 
ezért igaz a következő 
ÁLLÍTÁS. Tetszőleges С Ç Ci esetén С Ç [С] Ç [C] i ( Ç [C]c, Ç [C]p r . • 
2-4• Definíció. Legyen С Ç Ci egy pr-zárt osztály, azaz [С]
рг
 = С . С' С С 
maximális C-ben, ha [C']pr ф С és / G С \ С ' esetén [{ /} U C ' ] p r = С . 
2.5. Definíció. А С Ç Ci pr-zárt osztály arilása (vagy rendje) az a legkisebb 
pozitív egész n szám, amelyre [C^")]pr = C . 
Végül néhány függvényosztályt értelmezünk, amelyekről később megmuta t juk , 
hogy pr-zártak. 
2.6. Definíció. C 3 := { / I / G Ci és / ( 0 , . . . , 0) = 0} halmaz a 0-Srző függvé-
nyek osztálya. 
2.7. Definíció. Az / G c £ n ) kielégíti az {Am) feltételt (m > 2), ha az A ( f ) := 
{à | / ( 5 ) = 1} halmaz bármely m-elemű Am := {àj | áj = (ajX,... , a j n ) , 1 < j < 
m} részhalmazához létezik olyan 1 < i < n index, hogy a j i — 1 teljesül minden j 
esetén. 
Ha / kielégíti az (Am) feltételt m = | A ( / ) | esetén is, akkor azt mondjuk, hogy 
/ eleget tesz az {A°°) feltételnek. 
F m . _ p m :== { / j / e és eleget tesz az (A m ) feltételnek }, 
F°° := F8°° := { / 1 / G CI és eleget tesz az (A°°) feltételnek }. 
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Megjegyzés. A 2.6. és 2.7. definíciókból közvetlenül következik, hogy 
F ° ° Ç Fm+l Ç Fm С C3 Q СИ és F 0 ° ( 1 ) = F m ( 1 ) = C ,^1) = {cJ , e l} . • 
3. E r e d m é n y e k 
Meghatározzuk a pr-zári osztályokat és azok tar ta lmazás-szer int i há ló já t , va-
lamint a [11] dolgozatban bizonyí tot t tételek pr-lezárásra vonatkozó megfelelőjét 
b izonyí t juk . A bizonyítások előkészítéséhez néhány segédtétel t bocsá tunk előre. A 
Boole-fűggvények elméletéből ismert kifejtési tételt a szokásostól eltérően, egyválto-
zóra k i fe j te t t a lakban és É S - N E M - V A G Y reprezentáció (azaz teljes diszjunkt ív nor-
mála lak) helyet t GF{2) fölött i pol inom-reprezentációban ad juk meg. Ennek a l a p j a 
az a jó l ismert tény, hogy minden véges test fölöt t ér te lmezet t függvény az illető 
test fö lö t t i pol inómfüggvényként í rható . 
3 .1 SEGÉDTÉTEL (kifejtési tétel) . Minden Boole-függvényre érvényes а követ-
kező kifejtés {f G C 1 ( n + 1 ) ) : 
f ( x , x n + 1 ) = x n + 1 • f ( x , 1) + (1 + x „ + 1 ) / ( í , 0) . 
Bizonyítás. x n + i = 0 és x „ + i = 1 lehetséges helyettesítések azonosságokat 
eredményeznek. • 
Ismeretes, hogy a GF(2) tes tben érvényesek az a a = a, a - f a = 0 azonosságok. 
Nevezzünk egy GF(2) fölöt t i (n > 1 ha tá roza t l anú) pol inomot Zsegalkin-polinóm-
nak, h a a szóban forgó azonosságokra nézve egyszerűsí tet t a lakban van megadva . 
3 .2 TÉTEL. Minden Boole-függvény (a tagok sorrendjétől eltekintve) kölcsö-
nösen egyértelműen reprezentálható (GF(2)-fölötti) Zsegalkin-polinómmal. 
Bizonyítás. Cj1^ elemeire az állítás nyilvánvaló: c j ( x ) = 0, c ] (x ) = 1, e}(x) = 
x , s (x ) = x + 1. Feltételezve, hogy CÍ"^(n > 1) elemei egyér te lműen előál l í thatók 
Zsegalkin-polinómként, az egyértelműség n-re vonatkozó teljes indukcióval adódik 
a 3.1. segédtétel a l ap j án . 
A kölcsönösség annak a ténynek a következménye, hogy az n -ha t á roza t l anú 
Zsegalkin-polinómok s z áma megegyezik a Cj"^ elemszámával . Ez u tóbb i szám 2b, 
ahol 6 = 2" , a függvények értelmezési t a r tományának e lemszáma, 2b pedig a függ-
vényekhez ta r tozó érték-sorozat lehetséges kitöltéseinek száma. Másrészről a Zse-
galkin-polinóm lehetséges szorzat- tagja inak száma 2" (bármelyik ha tá roza t l an vagy 
szerepel vagy nem) , s egy pol inomot egyértelműen meghatározzák a benne szereplő 
tagok. • 
A tovább iakban a függvényeket gyakran Zsegalkin-polinómmal reprezentá l juk . 
A következő ál l í tás a primit ív rekurzióra való zár tság megál lapí tásá t segíti techni-
kailag. 
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3.3 SEGÉDTÉTEL (pr-lemma). Legyen С Ç CL egy pr-zárt osztály. На g0 G  
с*-) és g E C(n+2\ akkor 
f{x, z) := (1 + z) • g0(x) + z • g(x,g0(x), 0) ((x, z) G {0 ,1}" + 1 ) 
esetén / G C ( n + 1 K 
Bizonyítás. Minthogy С pr-zárt, az f ( x , 0) := go(x), f ( x , 1) := g(x, f ( x , 0), 0) = 
g(x, go(x), 0) (x G {0 ,1 ) " ) primitív rekurzióval definiált / függvényt is tar ta lmazza. 
A 3.1. segédtétel szerint f ( x , z ) = (1 + z ) / ( x , 0 ) + z / ( x , 1) = (1 + z)g0(x) + 
z • д(х,(7о(х),0). • 
Minden pr-zárt osztály definíció szerint tar ta lmazza a projekció-függvényeket. 
Azonban ennél több is igaz, mint a következő jól használható állítás mu ta t j a . 
3.4 SEGÉDTÉTEL. Minden pr-zárt osztály részhalmazként tartalmazza A 
{0, x, y, xy, xy + x} függvényhalmazt. 
Bizonyítás. A 3.3. segédtételből до := e}(x), д := e 3 (x ,y , z) választással nyer-
jük az xz + x függvényt. Ebből z — x azonosítás ad ja a e j állandó-függvényt és 
az ((x -I- l ) z ) о ((x + l )z ) = ((x + l ) z + l ) z = (xz + z + l ) z = xz kompozíció 
eredményezi a szorzat-függvényt. • 
Könnyen ellenőrizhető, hogy az előbbiekben definiált függvényosztályok a 
3.4. segédtétel vonatkozásában úgy viselkednek, mint a pr-zárt osztályok. Ezen 
túlmenően, tetszőleges f E C\ esetén e" • / G C 3 П Fm П F°°. (Később megmu-
m > 2 
ta t juk , hogy a szóban forgó függvényosztályok is pr-zárt osztályok, sőt, az összes 
pr-zárt osztályt kimerítik.) A következő állítás az F°° halmaz egy jellemzését adja . 
3 . 5 T É T E L . F°° = { E ? © | f i E 1 < » < n , N > L } . 
Bizonyítás. Indirekte feltéve, hogy / G F n e m e? • f i ( f i E C© alakú, 
a kifejtési tétel szerint létezik ü,- = ( a j , . . . , a , • , . . . , a „ ) G {0,1}" n-es, amelyre 
а,- = 0 és / ( à , ) = 1. Ezt a feltételt 1 < i < n lehetséges esetekre felírva, az 
An — { â i , . . . , â „ } ( Ç A ( f ) ) halmaz nem tesz eleget az (A")-feltételnek, s így az 
(A°°)-feltételnek sem, ezért / G F°° nem teljesülhet. • 
3.6 SEGÉDTÉTEL. Minden M > 2 egész szám esetén hm G Fm \ Fm+1 és 
Bizonyítás. A 2.2. definíciót követő megjegyzés szerint a hm G Fm tar ta lmazás 
nyilvánvaló. Továbbá hm g Fm+1, mert A(hm) \ { ( 1 , . . . , 1)} a {0, l } m + 1 halmaz 
olyan ( m + l)-elemű részhalmaza, amely rendezhető úgy, hogy az i-edik elemben az 
i-edik helyen 0 áll, az összes többi helyen 1, i = 1 , 2 , . . . , m + 1. Végül hm g Fm+l 
következtében hm g F°°. • 
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3.7 TÉTEL. Bármely Zsegalkin-polinóm előállítható az s függvényből pr-lezá-
r ássál. 
Bizonyítás. A p(x , 0) = x, p(x, 1) = s (e^ (x ,p (x , 0), 0)) primit ív rekurzióval 
nyert p(x , y) = x-fiy függvény kompozíció-i terált jaként tetszőleges homogén-lineáris 
Zs.-polinom előáll í tható: p „ + i ( x , x „ + i ) := p(p„(x) , x„+1). Hasonlóan, a 3.4. segéd-
tétel szerint fe lhasználható q2(x, y) := xy függvény kompozíció-iterálásával adódnak 
a 9 n + i ( í , xn+i) := q2(qn(x), x n + 1 ) = xx •... • xn • x „ + i szorzatfüggvények. Világos, 
hogy minden Zs.-polinom f = p„(9, , 9i„) vagy s ( / ) alakú. • 
A 3.9 tételben a q0(x,y) := q2(x,s(y)), qx(x,y) := 92(5(1), y), x,y 6 {0,1} 
definíciókkal megadot t 90 és qx függvényeket is használ juk. 
3 .8 TÉTEL. A Cx, C 3 , Fm (M > 2) és F°° függvényhalmazok pr-zári osztályok. 
Bizonyítás. A Ci osztály zár tsága nem szorul bizonyításra. Az is világos 
F°° definíciójából, hogy F°° = f ) Fm, és minthogy zárt halmazok metszete zárt 
m > 2 
(tetszőleges lezárási operáció esetén, 1. [9]), csak C 3 és Fm zár tságát kell bizonyí-
tani . Nyilvánvaló az is, hogy E С C 3 és E С Fm. A függvény-kompozícióra és 
a pr imit ív rekurzív függvények képzésére vonatkozó zár tság bizonyításához legyen 
9it- •• )9n € G, 90 G C<"> és д £ & n + 2 \ 
С = C3 eset. I t t p 0 ( f f i (Ö) , . . . , 9 n ( Ö ) ) = 9 o ( 0 , . . . , 0 ) = 0 és a (2.3. definíció 
szerint) primitív rekurzióval képezett / függvényre / ( x , 0) = 9o(í)> ezért / ( 0 , . . . , 0, 
0 ) = 9 o ( 0 , . . . , 0 ) = 0 , t ehá t C 3 pr-zári osztály. 
С - Fm eset. Jelölje az / , 9, 90 , 9 1 , . . . ,9n, 9o(9i , - - - ,9n) függvényekhez 
tar tozó A-halmazokat rendre A<-'\ A^0), ... A<c). 
(a) Ha Am Ç A^ f i d ' ' ' valamely j (1 < j < n) esetén, akkor ( 9 j U m = 1, 
és) a 9 j definíciója által biztosí tot t i index egyidejűleg a 90 (91 , . . . ,9n) összetet t 
függvényre is a kívánt tu la jdonságú . 
(b) Ha viszont valamely Am С AM esetén minden gj (1 < j < n ) függvényhez 
létezik olyan ü £ Am, amelyre 9;(ü) = 0, akkor a 90 nem elégítheti ki az ( Á r -
feltételt , s ez el lentmondás. Ezért csak az (a) eset létezik. 
(c) Végül, a 90 és 9 függvényekből (2.3. definíció szerint) pr imit ív rekurzióval 
képezett / függvény A -ha lmaza a pr-lemmában megado t t , / - r e vonatkozó kife-
jezésből leolvasható: A ^ ) = UöVUW, ahol U = {(x, 0) | x £ A ^ } , V = {(x, 1) | x £ 
A(°) és (x, 1,0) £ A(*)}, és W = {(x, 1) | x g A<°) és (x, 0 ,0) £ A(*)}. Azonban 90, 
9 £ Fm következtében az összetett függvényre vonatkozó meggondolás (b) része 
szerint W üres ha lmaz. Minthogy A m С А О minden eleme ( x , z ) a lakú, ahol 
x £ A(°), így 90 £ Fm következtében / is kielégíti az (A m ) - fe l té te l t . • 
A következőkben megadjuk a felsorolt pr-zári osztályok egymáshoz való viszo-
nyát és m e g m u t a t j u k , hogy a felsoroltakon kívül más pr-zári osztály nem létezik. 
E célból minden osztályhoz megadunk egy generáló rendszert , továbbá a 3.9. tétel-
ben felsorolt sorrendben minden szomszédos párhoz egy elemet ( függvényt) , amely 
a bővebb osztálynak eleme, de a szűkebbnek nem. A további bizonyítások szem-
pont jából szerencsés egyszerűsítő körülmény, hogy mindegyik osztály generá lha tó 
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egyetlen elemmel. Eredményül kapjuk, hogy a „Posi-liáló"-nak megfelelő háló egy 
lánc, amelynek maximális eleme Cx, minimális eleme F°° (azaz, a végtelen sok 
osztály tar ta lmazás szerint teljesen rendezhető). 
3 . 9 T É T E L . 
Bizonyítás. (1) A 3.4 segédtétel és a 3.8 tétel a lapján elég megmutatni , hogy a 
{í2,9o} halmaz generálja az F°° osztályt. A 3.5 tétel szerint viszont az x-fx, fx G Ci 
alakú függvények előállíthatóságát elegendő megmutatni (az előbb említett q2 és q0 
függvényekből). Az / ( z , y , 0) = ? 2 (x , j / ) , f(x,y,l) = e$(x,y,qo(x,y),0) = q0(x,y) 
primitív rekurzió előállítja az f(x,y,z) = q2(x,p(y, z)) függvényt. Most már a 3.2. 
tétel a lap ján a bizonyítás a 3.7. tétel bizonyításához hasonlóan fejezhető be, a p és 
92 függvények helyett rendre az / és q2 függvényeket alkalmazva. 
(2) A 3.6. segédtétel és a 3.8. tétel a lapján [{/»m}]pr Ç Fm, ezért csak azt kell 
belátni, hogy Fm Ç [{hm}]pr, azaz, hogy Fm Ç [{ftm} U F°° ] p r . Ha f ( x ) G Fm 
olyan függvény, amelyre / ( x , . . . , z ) = 0 (x G {0,1}), azaz 7-függvény, akkor az 
/ * ( z , x n + i ) = q(x, xn+i) + f ( x ) + q(x, xn+1) • f ( x ) G Fm függvényből az / * ( z , c j ) 
kompozícióval nyerhető, és / * ( x , . . . , z) = z (z G {0,1}). Ezért elegendő az 
/ ( е } , . . . , е } ) = e\ feltételnek eleget tevő függvények (a-függvények) generálha-
tóságát megmutatni . 
A bizonyítás | A ( / ) | := j szerinti teljes indukcióval történik. Először megmutat-
juk, hogy j < m + 1 esetén / G F°°. Minthogy / G Fm és / ( 1 , . . . , 1) = 1, ezért az 
A ( / ) \ { ( 1 , . . . , 1)} (j— l)-elemű halmaz bármely m-elemű részhalmazához van olyan 
» index, hogy mindegyik n-es i-edik komponense 1. Ezért j — 1 < m következtében 
az / függvény eleget tesz az (A°°)-feltételnek. A továbbiakban feltehetjük, hogy 
j > m + 1 (s ezért n > 2 is teljesül). 
Legyen A ( f ) = { 5
Ь
. . . , а ; } , áj = ( 1 , . . . , 1), és 
Világos, hogy fi G Fm és fi is a-függvény, továbbá |A( / , ) | = j — 1, ezért az 
indukciós feltevés szerint /,• G [{/»m} U F°° ] p r . Végül, az indukciós lépés az / ( z ) = 
/>m(/ i ( í ) fm+i(x)) azonosságból adódik. 
(3) A 3.7. tétel bizonyításában megmuta t tuk , hogy a {p,q2} halmaz klón-
lezárt ja a homogén Zsegalkin-polinómok halmaza, azaz C3. 
(4) A 3.4. segédtétel szerint felhasználható qo függvény és c{ kompozíciója, 
9o(ci,y) = s(y), ezért a 3.7. tétel szerint adódik az állítás. • 
A pr-lezárás definíciója és a 3.9. tétel (1) állításából közvetlenül adódik: 
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( 1 ) = [ { E } } ] P R ; ( 2 ) Fm = [ { Л Т } ] Р Г , M > 2 ; 
( 3 ) С З = [ { P } ] ; ( 4 ) C J = [{С}}] . 
ha x G A ( f ) \ {à,} 
egyébként, 
1 < í < j — 1. 
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1. KÖVETKEZMÉNY. Minden pr-zárt osztály tartalmazza az F°° osztályt. • 
2. KÖVETKEZMÉNY. A tételben előforduló pr-zárt osztályok mindegyike egy 
elemmel generálható. • 
Az eddigiek a lapján megadhat juk a Boole-függvények pr-zárt osztályai hal-
mazának szerkezetét leíró s truktúra-tétel t . 
3 .10 TÉTEL. (1) a. A Ci pr-zárt osztálybem Сз az egyetlen maximális osztály, 
b. A C 3 pr-zárt osztályban F2 az egyetlen maximális osztály, c. Minden m > 2 
egész szám esetén az Fm pr-zárt osztálybem Fm+1 az egyetlen maximális osztály. 
(2) Az F°°, Fm (m > 2), C 3 , Ci halmazokon kívül nem létezik a Ci osztálynak 
pr-zárt részosztálya. 
(3) A pr-zárt osztályok egyikében sem maximális az F°° osztály. 
Bizonyítás. A 2.6. definíciót követő megjegyzés szerint F°° Ç Fm+1 Ç Fm С 
Сз Ç C i . A 3.6. segédtétel, a 3.8 és 3.9 tételek, valamint F2, C 3 és Ci definíciójából 
adódó p E C 3 \ F 2 és с} G Сi \ Сз relációk szerint a tartalmazások valódiak. 
(1) a. / G Ci \ Сз esetén [{ /} U C3]p r = Ci állítás igaz volta jelenti azt, hogy 
Сз maximális a Ci osztályban. Az [{/}]p r = Ci egyenlőséget bizonyítjuk, s ebből 
következik az a. állítás. Minthogy / ( c j , . . . , c j ) = c}, mert / ( 0 , . . . , 0) = 1, ezért a 
3.9. tétel (4) állítása a lapján az egyenlőség teljesül. 
b. Azt mu ta t juk meg, hogy tetszőleges / G Сз \ F2 függvény generálja a 
p függvényt. Definíció szerint / ( 0 . . . , 0) = 0, továbbá létezik 5 := ( < ц , . . . , a„ ) és 
b :— ( b i , . . . , b„), amelyekre / ( ü ) = 1 = / ( 6 ) , minden 1 < i < n index esetén а,-6, = 
0 és valamely 1 < i < j < n indexpár esetén а,- = bj = 1, a ; = 6, = 0. Képezzük az 
r f(g\,... ,gn) kompozíciót, ahol gt := ej], ha сц — bt = 0; gi e2 ha а/ = 1 és 
be = 0; gt := e2 ha at = 0 és 6/ = 1. Az így kapot t r G C32^ függvényre teljesülnek az 
r (0 ,0 ) = / ( 0 0) = 0, r ( l , 0 ) = / ( 5 ) = 1 = f(b) = r (0 ,1 ) feltételek, ezért r = p 
vagy r = v. Az r(x,y) = v(x,y) = x -f y + xy esetben p a v(qo,qi) kompozícióval 
adódik: v(q0(x,y), qi(x,y)) = x(y + 1) + (x + l )y + x(y + 1) (x + l )y = x + y. Ezért 
a 3.9. tétel (3) állítása teljessé teszi a bizonyítást. 
c. Azt muta t juk meg, hogy tetszőleges / G ( F m \ Fm+l)(~n\ (m > 2) függvény 
generálja a hm függvényt, ahol n > 2 a 2.7. definíciót követő megjegyzés szerint. 
A feltevés szerint létezik az A ( f ) halmaznak olyan { ó i , . . . , ü m + i } részhalmaza, 
amelyre minden 1 < i < n esetén а ц • . . . а
т+1_,- = 0. Tekintsük az (m-f 1)-változós 
g i , . . . , g n következő függvényeket: 
0, ha létezik l < « < j < m + l , hogy ц = Xj = 0, 
oje, ha Xj = 0, és x, = 1, ha i ф j, 1 < i, j < m + 1, 
ge(xlt... , x m + i ) = # 
a u , ha / ( 1 , . . . , 1) = 0 es ц = . . . = x m + î = 1, 
. 1 , ha / ( 1 , . . . , 1) = 1 és xi = . . . = x m + 1 = 1. 
Világos, hogy a gt függvények F°° elemei, mert A(gt) < m - f 1. Könnyen lá tha tó , 
h°gy /(</!> ••• ,9n) = h m + i . A 3.9. tétel (2) állítása teljessé teszi a bizonyítást . 
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(2) Az (1) a., b. illetve с. állítások bizonyításából rendre adódik, hogy Ci min-
den valódi pr-zárt részhalmaza Сз részhalmaza, Сз minden valódi pr-zárt részhal-
maza F2 részhalmaza, Fm minden valódi pr-zárl részhalmaza F m + 1 részhalmaza, 
m > 2. Ezért, ha létezik egy F pr-zárt osztály, amelyre valamely m > 2 esetén 
Fm+1 Ç F с Fm, akkor F Ç Fm+l és így F = Fm+l. Ellenkező esetben minden 
m > 2 esetén F valódi részhalmaza az Fm halmaznak, ezért F Ç f ] Fm = F°°. 
m> 2 
Másrészről, a 3.9. tétel 1. következménye szerint F°° Ç F. Következésképp, 
F = F°°. 
(3) Az állítás közvetlen következménye az (1) és (2) állításoknak. • 
A [11] és [2] dolgozatban felsorolt Post-iélelek megfelelői közvetlenül vagy kö-
vetkezményként kiolvashatók a 3.9. és 3.10. tételekből, ezért i t t nem részletezzük — 
egyetlen kivétellel. Ez a 3.9. tétel egy élesítése, és a 3.10.1. állítás bizonyításában 
a szükségesnél többet , a következő állítást bizonyítottuk. 
3 .11 TÉTEL. Legyen С egy pr-zárt osztály és tegyük fel, hogy С' maximális A 
С osztályban. Az f £ С függvény pontosan akkor generálja а С osztályt, ha nem 
C'-beli. • 
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A C i - b e n levő z á r t osz tá lyok def in íc ió ja , t í p u s a , báz i sa , r e n d s z á m a [2] 
Jelölés Definíció T í p u s Bázis R e n d s z á m 
O l M i n d a z o n függvények h a l m a z a , 
amelyek x-szel egyenlők; (a) {x} 1 
o 2 M i n d a z o n függvények h a l m a z a , 
amelyek 1-gyel egyenlők; (0) {1} 0 
O3 M i n d a z o n függvények h a l m a z a , 
amelyek O-val egyenlők; 
Ы 
{0} 0 
O4 M i n d a z o n függvények h a l m a z a , 
amelyek egyenlők x-szel, ill. x-sal; (a,6) {x} 1 
O5 M i n d a z o n függvények h a l m a z a , 
amelyek egyenlők 1-gyel, ill. x-szel; <«./?> {*,!} 1 
o 6 M i n d a z o n függvények h a l m a z a , 
amelyek egyenlők 0-val, ill. x-szel; ( a . Y ) { 0 , x } 1 
От 
M i n d a z o n függvények h a l m a z a , 
amelyek egyenlők 0-val, ill. 1-gyel; (0,-у) { 0 , 1 } 0 
o 8 M i n d a z o n függvények h a l m a z a , 
amelyek egyenlők 0-val, 1-gyel, x-szel; { x , 0 , l } 1 
Oá M i n d a z o n függvények h a l m a z a , ame-
lyek egyenlők 0-val, 1-gyel, x-szel, { x , 0 } 1 
ill. x-sa l ; 
S í Logikai összeg függvények ha lmaza ; (с) {x V y} 2 
S3 S i -be l i , ill. 0 2 - b e l i függvények ha lmaza ; (c,ß) { x V y , l } 2 
S 5 Si -be l i , ill. Оз-bel i függvények ha lmaza ; (or,-у) { x V î / , 0 } 2 
S 6 Si -be l i , 0 2 - b e l i , ill. Оз-bel i függvények ( a , ß , l ) {x V y, 0 , 1 } 2 
h a l m a z a ; 
P l Logikai szorza t függvényének ha lmaza ; ( а ) {xy} 2 
Рз 
Pl -bé l i , ill. Оз-bel i függvények ha lmaza ; (or, 7 ) { * y , o } 2 
Ps Pl -be l i , ill. 0 2 - b e U függvények ha lmaza ; («-/?) { * y , l } 2 
Ps Pl -be l i , 0 2 - b e l i , ill. Оз-beli függvények ( а , ß , l ) { x y , 0 , l } 2 
h a l m a z a ; 
L I Lineár is függvények ha lmaza ; {a,ß,t,S) {x + y , i } 2 
L 2 Lineár is с* és ß függvények ha lmaza ; {x + y + 1} 2 
L3 Lineár is or és -у függvények ha lmaza ; <or,f) {x + y} 2 
04 Lineár is a függvények h a l m a z a ; ( а ) {x + y + z} 3 
L S Lineár is , önduá l i s függvények ha lmaza ; ( а , 5 ) {x + y + z + l } 3 
L>I Ö n d u á l i s or függvények h a l m a z a ; (а> {xy V xz V yz} 3 
o 2 Ö n d u á l i s m o n o t o n függvények ha lmaza ; ( а ) {xy V xz V y z } 3 
O3 Ö n d u á l i s függvények ha lmaza ; {a, S) {xy V xz V y z } 3 
A j M o n o t o n függvények h a l m a z a ; {xy, XV y, 0 , 1 } 2 
A 2 M o n o t o n a és ß függvények ha lmaza ; (<*,ß) {xy, x V y, 1} 2 
Аз 
M o n o t o n a és 7 függvények ha lmaza ; ( Q .T> { x y , x V y , 0 } 2 
A4 M o n o t o n a függvények h a l m a z a ; ( а ) {xy, x V y} 2 
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Jelölés Definíció T í p u s Bázis R e n d s z á m 
C i K é t é r t é k ű függvények h a l m a z a ; (a,0,1,6) 2 
C l a és 0 függvények h a l m a z a ; ( l V y , I + y + 1} 2 
Съ 
a és 7 függvények h a l m a z a ; <a,-Y> {xy,x + y ) 2 
c « a függvények h a l m a z a ; M { x V y , x ( y + z + l ) > 3 
F Г M i n d a z o n о függvények h a l m a z a , 
(M > 2 ) amelyek kielégítik az ( a " ) fe l té te l t ; <«> { x V y z , л ; ( х ) } h + 1 
F3 M i n d a z o n m o n o t o n a függvények { x V y z , h j ( x ) } , 
(Д > 2 ) h a l m a z a , amelyek kielégítik az (a*1) l ia p = 2 , { / i * ( x ) } , h a 
fe l té te l t ; (<*> M > 3 M + l 
n M i n d a z o n m o n o t o n függvények h a l m a -
( M > 3 ) za , amelyek kielégítik az ( a " ) fe l té te l t ; (°,0) M + l 
К 
M i n d a z o n függvények h a l m a z a , 
( м > a) amelyek kielégít ik az (a1') fe l té te l t ; (°,ß) { x V y , h j ( x ) } h + 1 
M i n d a z o n a függvények h a l m a z a , 
(M > 2 ) amelyek az (A>i) fe l té te l t kielégítik; {x(y V i ) , / . , ( i ) } /J + l 
T M i n d a z o n m o n o t o n or függvények hal - {x(y V z ) , M i ) } , 
(M > 2 ) m a z a , amelyek az (AM) fe l té te l t kielé- h a Ц =z 2, { M x ) } , 
gít ik; <A> h a Ц > 3; h + 1 
F7" M i n d a z o n m o n o t o n függvények h a l m a -
(M > 2 ) za , amelyek kielégítik az (A*4) felté-
te l t ; { o , M * ) > p + 1 
M i n d a z o n függvények h a l m a z a , 
(M > 2 ) amelyek kielégítik az (A*1) fe l té te l t ; {xy , M f ) } h + 1 
FJ°° M i n d a z o n a függvények h a l m a z a , 
amelyek kielégítik az ( a ° ° ) fe l té te l t ; {x V y z ) 3 
F2°° M i n d a z o n m o n o t o n a függvények hal -
m a z a , amelyek kielégítik az (a°° ) fel-
t é t e l t ; {x V yz} 3 
F3°° M i n d a z o n m o n o t o n függvények hal-
m a z a , amelyek kielégítik az (a°° ) fel-
t é t e l t ; <«,/3> { l . x V y z } 3 
F4°° M i n d a z o n függvények h a l m a z a , 
amelyek az ( a ° ° ) fe l té te l t kielégítik; { x V y } 2 
FOO M i n d a z o n a függvények h a l m a z a , 
amelyek az (A°° ) fe l té te l t kielégít ik; (c) {x(y V z ) } 3 
FE°° M i n d a z o n m o n o t o n a függvények hal -
m a z a , amelyek az (A°°) fe l té te l t kielé-
gí t ik; M {x(y V z ) } 3 
FT°° M i n d a z o n m o n o t o n függvények h a l m a -
za , amelyek az ( A 0 0 ) fe l té te l t kielégí-
t ik ; (a,l) { 0 , x ( y V z ) } 3 
FOO M i n d a z o n függvények h a l m a z a , 
amelyek az (A°° ) fe l té te l t kielégít ik; (a>i) {xy} 2 








F 3 , , 
I 
I 
F ^ i 
2. ábra 
M+l 
A A * ( x b . . . függvény duál is а А м ( х ь . . . . x ^ + i ) = . V ^ l • • • . . . x ^ + i 
függvényhez . 
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B A G Y I N S Z K I J Á N O S 
A G R Á R T U D O M Á N Y I E G Y E T E M 
2103 G Ö D Ö L L Ő , P Á T E R K . U. 1. 
L A T T I C E O F P R - C L O S E D C L A S S E S O F L O G I C A L F U N C T I O N S 
J . B A G Y I N S Z K I 
O n t h e power-se t of t he set of logical func t ions we define a closure ope ra t i on , cal led pr-c losure . 
By th i s closure, a set of logical f u n c t i o n s is pr-closed if it is such a closed class of func t ions ( in 
the sense of Pos t ) con ta in ing t he p ro jec t ions , t h a t i t is closed u n d e r pr imi t ive recurs ions . W i t h o u t 
using P o s t ' s resu l t s we give t he l a t t i ce of pr-closed classes, s imilar ly to t he P o s t - d i a g r a m . As 
the pr -c losure is " s t ronger" t h a n t he clone-closure, t he fo rmer yields a s imple r l a t t i ce which is a n 
inf ini te cha in . Moreover we p resen t t heo rems cor responding to Pos t ' s t heo rems . Inves t iga t ions a re 
m o t i v a t e d by research of connec t ions be tween several p a r t s of c o m p u t e r science. 
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R E K U R Z Í V A L G O R I T M U S A R M A FOLYAMATOK 
LIKELIHOOD F Ü G G V É N Y É N E K S Z Á M O L Á S Á R A 
HUHN E D I T 
Szeged 
A d o l g o z a t b a n m e g a d u n k egy rekurz ív a lgor i tmus t , amellyel G a v s s - A R M A folyamatok e se tén 
a l ikel ihood függvény é r téke tetszőleges he lyen k i számí tha tó . Az a lgor i tmus az A R M A f o l y a m a t o k 
t ö b b d i m e n z ó s elemi Gauss-folyamatokba való beágyazásán és a K á l m á n szűrésén a l a p u l . 
1. Bevezetés 
Legyen x(n), E{x(n)} = 0 (n = 0 , ± 1 , . . . ) , valós értékű, reguláris Gauss-
ARMA(p, q) folyamat, azaz x(n) Gauss-folyamat és megoldása valamely 
x(n) + а
г
х ( п - 1) H 1- apx(n - p) = e(n) + bxe(n - 1) + 1- bge(n - q) 
sztochasztikus differenciaegyenletnek, ahol e(n), E{e(n)} = 0, E{e2(n)} = <72 
(n = 0, ± 1 , . . . ) független, normális eloszlású valószínűségi változók sorozata és a 
p 
P ( z ) = Y J a i z V ~ Í = 0 (flo = l ) 
j=0 
egyenlet gyökei ах egységkörön belül helyezkednek el [2]. 
Tegyük fel, hogy rendelkezésünkre áll a folyamat egy realizációjából származó 
x(0), x ( l ) , . . . , x(N — 1) N elemű statisztikai minta. [3]-ban az egzakt likelihood 
függvény meghatározására egy, a részlegesen megfigyelhető elemi Gauss-folyamatok 
Kálmán-szűrésén alapuló módszert ismertettünk. A fellépő szűrőegyenletek expli-
cit megoldását azonban az általános esetben nem sikerült megadni. Az alkalmazott 
módszer viszont lehetőséget nyúj t olyan algoritmus megadására, amellyel a like-
lihood függvény értéke tetszőleges helyen kiszámítható azokban az esetekben is, 
amikor az explicit módon nem ismert. 
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2. Az a lgo r i tmus megadása 
Tekintsük a z ( n ) T = ( x ^ n ) x p (n ) , < i ( n ) , . . . , t,(n)) = ( x ( n ) T , t ( n ) T ) 
* i ( n ) = x (n) 
x j ( n ) = xj-i(" + 1), j = 2,.. .p 
f 1 ( n ) = e ( n + p - l ) 
*,(п) = <,_
г
(п-1), j = 2,... ,q 
folyamatot . z (n) elemi Gauss-folyamai [2], az x (n ) megfigyelhető, a t (n ) n e m -
megfigyelhető komponenseket tar ta lmaz. x(n) és t ( n ) a 
(2.1) 
x(n + 1) = A 0 x ( n ) + A i t ( n ) + B e ( n ) 
t ( n + 1) = a i t ( n ) + b e ( n ) 
differenciaegyenlet-rendszernek az (x (0) , t (0 ) ) kezdeti értékekhez tartozó megoldá-
sa, ahol (x(0), t (0)) az e (n ) - tő l független (n = 1 , 2 , . . . ) és 
A 0 = 
Г 0 1 0 
0 0 1 
О О О 
-a„ -a 2 - a i . 










0 (Te J 










0 cre  
0 0 
0 0 




e ' (n + p) 
e(n + p) = <ree'(n + p) 
pxi 
A (2.1) egyenleteket röviden 
z ( n + l ) = Qz(n) + B e 
alakba ir juk. 
A (2.1) első egyenlete x ( n + 1) p-edik komponensére nézve a következőt jelenti: 
(2.2) x p ( n + 1) = x(n + p) = - a T x ( n ) + b T t ( n ) + e(n + p) , 
Alkalmazott Matematikai Lapok 15 (1990-91) 
REKURZÍV ALGORITMUS ARMA FOLYAMATOK LIKELIHOOD FÜGGVÉNYÉNEK SZÁMOLÁSÁRA 305 
ahol 
a T = (ai ap), hT = (blt... ,bq). 
Jelölje Fn az x ( 0 ) , . . . , x ( n ) változók által generált tr-algebrát , és legyen 
»(n) = E {e(n) I F'} ,
 7 ( n ) = E { ( e ( n ) - m ( n ) ) (e(n) - m ( n ) ) T | F' } . m 
Mivel x ( 0 ) , . . . , x (n+p— 1), x ( n + p ) együttes eloszlása normális eloszlás, az x ( n + p ) -
nek az x ( 0 ) , . . . , x(n + p — 1) változókra vonatkozó feltételes eloszlása is normális, 
amelynek paraméterei (2.2) a lapján 
m = E {x p (n + 1) I F * } = - a T x ( n ) + b T m ( n ) 
«г
2
 = E { ( x p ( n + 1) - m ) 2 I F * j = b T 7 ( n ) b + a2 . 
Ismeretes [4], hogy m ( n ) illetve
 7 ( n ) a 
(2.3) 
m (n + 1) = a i m ( n ) + 
+
 ~ö\ + с 7 ( п ) ь ( ь в Т + p ( x ( n + - A o X ( n ) - A i m ( n ) ) 
7 ( n + 1) = a i 7 ( n ) a f + b b T -
- *1
 + Ъ Т 1 ( п ) Ъ К "b а 1 7 ( п ) А Г ) P ( b B * + a l 7 ( n ) A í ) T 
ú.n. szűrőegyenletek a lapján számolhatók, ahol 
A kezdeti értékek 




m(0 ) = F{e (0 ) | x(0)} = B ( I B ^ x ( 0 ) , 
7(0) = E {(e(0) - m(0) ) (e (0) - m ( 0 ) ) T | x (0)} = B „ - В < Х В ^ В £ , 
= cov{z(n), z (n)} 




egyenlet megoldása [1], ahol 
B K B „ 
В L Bu 
'Ao A j " B B T B b T ' 
— 0 a i , B e = b B T b b T 
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Ezek után a következő módon történhet az L ( x ( 0 ) , . . . , x(N — 1); a, b, <r2) li-
kelihood függvény kiszámítása: 
1. Megoldjuk a (2.5) egyenletet; 
2. A megoldást felhasználva kiszámítható 
L ( x ( 0 ) , . . . , x(p - 1); a, b, <r2) = ( ( 2 7 r ) ' | B « | ) - 1 / 2 exp í - i x ( 0 ) T B x - J x ( 0 ) j 
az x ( 0 ) , . . . , x(p — 1) változók likelihood függvénye; 
3. Kiszámítjuk a (2.4) alatti ш(0) , 7(0) kezdeti értékeket; 
4. A következő rekurziv összefüggés alapján, valamint (2.3) ismeretében számolha-
tunk tovább: 
L ( x ( 0 ) , . . . , x(n + p); a, b, <r2) = 
= L{x(n + p ) I x ( 0 ) , . . . , x ( n + p - 1) ; a , b , < T 2 ) L ( X ( 0 ) , . . . , x ( N + p - 1 ) ; a , b , <r2) = 
= {2x (b' T (n)b + <r 2 )}" 1 / 2 e x p | - i ( b T 7 ( ' » ) b + «r2)"1 (x(n + p - 1) + a T x ( n ) -
- b T m ( n ) ) 2 | L ( x ( 0 ) , . . . , x(n + p - 1); a, b, <r2); 
5. (2.3) alapján meghatározzuk m ( n + l ) -e t és 7(71 + l ) -e t . 
6. Végül a 4. és az 5. alattiakat ismételjük n = 0,..., N + p — 1 esetén. 
Az x ( 0 ) , . . . , x ( N — 1) változók kovariancia-mátrixának explicit inverze csak 
speciális esetekben ismert [1] (autoregressziós illetve elsőrendű mozgóátlag folya-
matok esetén). Ennek következtében eddig ezektől különböző folyamatok egzakt 
likelihood függvényét nem lehetett kiszámolni. A fenti módszer jelentősége abban 
van, hogy alkalmazásával viszont bármilyen ARMA(p, q) folyamat egzakt likelihood 
függvénye számolható. 
Köszönetemet fejezem ki A R A T Ó MÁTYÁSnak a kézírat átnézéséért és értékes 
tanácsaiért. 
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H U H N E D I T 
K É E É L E L M I S Z E R I P A R I F Ő I S K O L A I K A R 
«724 S Z E G E D , M A R X T É R 7. 
RECURSIVE ALGORITHM FOR EVALUATION OF 
THE LIKELIHOOD FUNCTION OF ARMA P R O C E S S E S 
E . H U H N 
In t h e p a p e r a recursive algori t l im is given for t h e c o m p u t a t i o n of t h e l ikel ihood func t ion 
of a gauss ian ARMA p rocess . T h e m e t h o d can b e effectively used t o get t h e l ikel ihood f u n c t i o n 
a t a r b i t r a r y values of t h e u n k n o w n pa rame te r s . T h e a lgor i t lun is ba sed on t he i m b e d d i n g of t he 
A R M A p rocess in to a mu l t i d imens iona l e lementa ry gauss ian process con ta in ing non -obse rvab l e 
c o m p o n e n t s t oo , a n d on t h e K a i m a n filtering. 
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K V Á Z I K O N V E X E L S Ő R E N D Ű A P P R O X I M Á C I Ó K 
K O M L Ó S I S Á N D O R * 
Pécs 
Az op t imal izá lás e lmélet egyik központ i p r o b l é m á j a az op t imál i s megoldások je l lemzése , ú n . 
op t ima l i t á s i k r i t é r i u m o k kidolgozása. Szinte va lamennyi , ezen a t é ren fel le lhető e r edmény vala-
mi lyen der ivá l t f oga lma t haszná l . A nemdi f fe renc iá lha tó opt imal izá lás e lméle tében széleskörűen 
a lka lmaznak az i m m á r k lassz ikusnak számí tó gradient, iránymenti derivált, iránymenti Dini-
derivált h e l y e t t , ezek „közel í tése" g y a n á n t poz i t ív h o m o g é n ( többny i re konvex) függvényeke t , ú n . 
e l sőrendű approx imác ióka t . Je len d o l g o z a t b a n kvázikonvex e lsőrendű approx imác ióka t vizsgálok 
és a szubdif ferenciá l f o g a l m á t á l t a l ános í tó kváziszubdifferenciá l f oga lma segítségével a konvex e-
se thez hason ló op t imal i t ás i fe l té te leket s z á r m a z t a t o k . 
1. Bevezetés 
A dolgozatban a 
m i n / ( x ) (1.1) 
V
 ' x G С, С С Л" 
optimalizálási feladatot vizsgálom. Legyen az a pont lehetséges megoldása a fel-
adatnak, azaz legyen a G С. Tegyük fel, hogy а С halmaz lokálisan konvex az 
a pontban, azaz létezik a-nak olyan G környezete, hogy а С П G halmaz konvex. 
Ebben atz esetben minden v G cone(CnG—a) vektorra az { a + í v , t > 0} félegyenes 
kezdetben legalábbis C-ben halad, (cone M az M halmaz által generált kúpot 
jelöli.) A c o n e ( C f l G —a) kúp elemeit a-beli lehetséges irányoknak nevezzük. Mivel 
С lokálisan konvex a-ban, ezért az, hogy valamely v irány a-ban lehetséges irány-e 
csak а С halmaztól függ, a G környezettől nem. Jelölje a továbbiakban C ( a ) az 
a-ban lehetséges irányok kúpjá t , azaz legyen 
(1.2) C(a ) = c o n e ( C n G - a ) . 
A 
(1.3) T e (a) = c lC(a ) . 
zárt konvex kúpot а С halmaz a pontbeli érintőkúpjának nevezzük, (a cl jel a 
lezárást jelöli!) 
*A dolgoza t az O T K A 354. sz. p á l y á z a t kere tében készül t . 
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Az optimalitás szükséges feltételei: Az nyilvánvaló, hogy az a pont csak ab-
ban az esetben lehet optimális megoldás, ha egyetlen a-ban lehetséges irány sem 
csökkenési iránya / (x)-nek a-ban. / ( x ) a-beli csökkenési irányai kúpot alkotnak, 
jelölje ezt Aj(a). 
(1.4) Aj (л) = {v G Rn : 3T > 0, hogy / ( a -fii v) < / ( a ) , ha 0 < t < T). 
Az elmondottakból adódik a következő optimalitási kritérium. Ahhoz, hogy az 
a G G pont lokális optimális megoldása legyen az (1.1) feladatnak, szükséges, hogy 
teljesüljön a következő feltétel: 
(1.5) Aj (а) П G(a) = 0. 
Az optimalitásnak ez a viszonylag egyszerű szükséges feltétele azonban általában 
nem jól kezelhető, teljesülését szinte lehetetlen ellenőrizni. Bizonyos esetekben — 
pl. amikor a célfüggvénynek az a pont egy környezetében valamilyen speciális tu-
lajdonsága van — az (1.5) feltétel „approximálható" könnyebben kezelhető feltéte-
lekkel. Ilyen approximációkhoz többnyire a célfüggvény approximációi által ju tunk, 
melyek általában a differenciálhatóság különböző változataira ill. általánosítása-
ira épülnek. Csak példaként említünk két „klasszikus" és egy^,modern© derivált 
fogalmat. 
(1.6) © ( a ; d ) = l i m / ( a + t d - / ( a ) ' 
UO t 
(1.7) / ° ( a ; d ) = l i m s u p / ( a + f d ~ / ( a ) 
UO t 
(1.8) fc(a; d) = l imsup / ( z + * d ) ~ / ( z ) 
z—>a t 
UO 
fr(a;d) a jól ismert iránymenti derivált, fD (a; d) a Dini-féle iránymenti derivált 
és / c ( a ; d ) pedig a Clarke-féle derivált. Számos további derivált fogalmat ill. 
változatot is említhetnénk, számunkra azonban a továbbiak szempontjából csupán 
néhány közös tulajdonságuk játszik központi szerepet. 
Jelölje f K ( a ; d) az / ( x ) függvény valamely általánosított iránymenti deriváltját 
az a pontban. Valamennyi általánosított deriváltfogalomra jellemző a következő két 
tulajdonság: 
(Di) f K ( a ; d) d —nek pozitív homogén függvénye, 
(Dii) / * ( a ; d ) < 0 = > d G A ; ( a ) . 
Nevezzük az fK(a; d) < 0 feltételnek eleget tevő d irányokat a K-deriválásra nézve 
csökkenési irányoknak. Erre az elnevezésre a (Dii) tulajdonság ad alapot. Legyen: 
A f ( a ) = {dG Rn : / * ( a ; d ) < 0 } . 
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A (Di) tulajdonság folytán az A F (a) halmaz kúp, (Dii) miat t pedig 
(1.9) A f ( a ) C A , (a). 
Ebből a tartalmazásból az következik, hogy az (1.5) optimalitási feltétel teljesülé-
séhez szükséges az 
(1.10) A f ( a ) n C ( a ) = 0 
feltétel teljesülése. Ahhoz tehát, hogy az a € С pont lokális optimális megoldása 
legyen az (1.1) feladatnak szükséges, hogy teljesüljön az (1.10) feltétel. Mivel min-
denféle derivált az adott függvény adott pontbeli approximációjának tekinthető, 
ezért vezessük be a következő fogalmat. 
1.1. Definíció. Az fK(a;d), d € Rn függvényt az / ( x ) függvény a pont-
beli elsőrendű approximációjónak nevezzük, ha rendelkezik a (Di) és (Dii) tulaj-
donságokkal. 
Az elsőrendű approximáció fogalma— a mostanitól kissé eltérő módon — A.D. 
IOFFÉtől ered [6]. A dolgozat további fejezeteiben az (1.10) feltétel geometriai 
vonatkozásaira mutatunk rá speciális típusú elsőrendű approximációk esetén. A 
lineáris ill. konvex elsőrendű approximációkra vonatkozó eredmények jól ismertek. 
Áttekintésük inkább didaktikai indíttatású. Ujak viszont a kvázikonvex elsőrendű 
approximációkra vonatkozó megállapítások. 
2. Lineáris és konvex elsőrendű approximációk 
Tegyük fel, hogy az / ( x ) függvény a pontbeli fK (a, d) elsőrendű approximá-
ciója lineáris, azaz létezik egyetlen olyan g € Rn vektor, hogy 
(2.1) / * ( a ; d ) = ( g , d ) minden d G Rn - те. 
((g, d) a g és d vektorok belső szorzatát jelöli.) Jól ismert, hogy ha / ( x ) Frèchet-
ill. G at eaux-differenciálható az a pontban, akkor létezik / (x)-nek a-ban lineáris 
approximációja. Mivel a most vizsgált esetben f K ( a ; d) d-nek folytonos függvénye, 
ezért AK/(a) nyílt halmaz. Ebből fakadóan az (1.10) feltétel ekvivalens a követke-
zővel: 
(2.2) / / ( а ) П Г
с
( а ) = 0. 
2.1. Megjegyzés. A (2.2) és az (1.10) feltételek minden olyan esetben ekviva-
lensek, amikor az AKj{a) halmaz nyílt. 
Az eléggé nyilvánvaló, hogy a (2.2) feltétel ekvivalens az 
(2.3) / * ( a ; d ) > 0 , minden d G Tc(a) esetén 
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feltétellel, ami esetünkben a következőt jelenti: (—g,d) < 0 minden d G T c (a ) 
esetén. Ez a feltétel a poláris kúp fogalmának a segítségével a következő egyszerű 
alakot ölti: 
(2.4) — g G Я
е
( а ) := T c (a)° , 
ahol 
Гс(а)° := {z G Я" : (z, d) < 0 minden z G Tc(a) esetén}. 
Az Ne{a) kúpot a С halmaz a pontbeli normális kúpjának nevezzük. 
Lineáris esetben tehát az (1.10) ill. (2.2) optimalitási feltétele a — g „antigra-
diens" és az Nc(a.) kúp egy nagyon sa já tos geometriai kapcsolatát fejezi ki. 
2 .2. TÉTEL. HA fK(A;D) lineáris elsőrendű approximációja f(x)-nek a-ban 
- g antigradienssel, akkor AK j(а) П T c (a ) = 0 akkor és csak akkor teljesül, ha 
-g€Nc(a). 
További érdekes — és az (1.1) feladat szempontjából is hasznos — megállapí-
tásokat tehetünk a — g antigradiens és az Nc(a) normális kúp kapcsolatáról, ha az 
eddigi vizsgálatokat kiegészítjük az 
(2.5) AKj(а) П T c (a ) ф 0 
feltétel vizsgálatával. Ez a feltétel a 2.2 tétel szerint ekvivalens a 
(2.6) ~ g Ф Nc(a) 
feltétellel. Ennek a feltételnek a számunkra érdekes következményeihez a konvex 
analízis következő jól ismert tétele a lapján ju tha tunk . 
2.3. SEGÉDTÉTEL [8, Theorem 4.7]. Legyen M С Я" zárt konvex halmaz 
és legyen b G Я " , Ь ф M. Ekkor az M halmaznak van egyetlen a b vektorhoz 
legközelebb fekvő eleme, melyet jelöljön u . Ekkor a d = b — u vektorra fennállnak 
a következő egyenlőtlenségek: 
(2.7) (d , z) < (d, b ) - (d , d ) < (d, b ) minden z G M vektorra, 
mely ekvivalens azzal, hogy a ( d , x ) = 6 egyenletű hipersík minden 
(d, b ) - (d , d) < 6 < (d, b ) 
feltételnek eleget tevő 6 valós számra szeparálja az M halmazt és a b vektort. Ha 
az M halmaz kúp, akkor a (2.7) feltétel csak úgy állhat fenn, hogy ( d , z ) < 0 
minden z G M esetén, következésképpen d G M°. Igaz továbbá, hogy ( d , u ) = 0 és 
( d , b ) = ( d , d ) > 0 . 
Alkalmazzuk a 2.3. segédtétel megállapításait az iVc(a) zárt konvex kúpra és 
a - g vektorra. Tegyük fel, hogy - g ф Nc( a ) . Jelölje u az Nc( a ) halmaz — g-hez 
legközelebbi elemét. Legyen: 
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2.4. TÉTEL. Tegyük fel, hogy / , ( а ) П Т
е
( а ) ф 0. Ekkor 
(2.9) d e / ; ( a ) n T c ( a ) 
akkor és csak akkor teljesül, ha a (d , x) = 0 egyenletű hipersík oly módon szeparálja 
az Ne(a) kúpot és az antigradienst, hogy 
(2.10) ( - g , d ) > 0 . 
Igaz továbbá, hogy 
(2.11) 8 б Л К ; ( а ) П Т
с
( а ) П 5 , 
illetve, hogy p £ AK j(а) П T c (a ) П S, s / p esetén 
(2.12) - | | - g - u | | = / i f ( a ; s ) < / í f ( a ; p ) ) 
ahol 5 = {d £ Я " : H d | | = 1}. 
Bizonyítás. A 2.3. segédtételből közvetlenül adódik, hogy 
s £ Я
с
( а ) ° és ( s , - g ) = - / * ( a ; s ) > 0 . 
Mivel zárt konvex kúp bipolárisa maga az adot t kúp [11, Theorem 14.1], ezért 
JVe(a)° = T e (a) , következésképpen (2.11) valóban fennáll. A 2.3. segédtételből 
következik továbbá, hogy (s, — g) = || — g — u | | , következésképpen f K ( a ; s ) = 
—1|—g — u | | . Legyen most p £ A x / ( a ) D T c ( a ) n S tetszőleges, d e s ф p . p £ AK a ) 
mia t t (— g , p ) = — / * ( а ; р ) > 0. A p £ Tc(a) feltételből pedig az adódik, hogy 
(p, u ) < 0, hiszen u £ Я
с
( а ) = T c (a ) ° . Ebből nyilvánvaló, hogy 
(2.13) 0 < - / * (a; p ) = ( - g , p ) < ( - g - u , p ) . 
Mivel s ф p , ezért а Сauchy-Schwarz egyenlőtlenség szerint 
( - g - u , p ) < | | - g - u | | = - / * ( a ; s ) . 
Ezt az egyenlőtlenséget (2.13)-mal egybevetve kiadódik (2.12). Legyen d £ А ^ / ( а ) П 
T c (a ) . Ekkor d £ AK}(a) mia t t ( - g , d ) > 0; d £ Tc(a) mia t t pedig ( z , d ) < 0 
minden z £ Nc(a) = Tc(a)° esetén. Ezek az összefüggések éppen azt fejezik ki, hogy 
a (d, x ) = 0 egyenletű hipersík a kívánt módon szeparálja a — g antigradienst és az 
Ne(a) kúpot . 
Fordítva: tegyük fel, hogy a ( d , x ) = 0 hipersík úgy szeparálja — g-t Nc(a)-
tól, hogy ( - g , d ) > 0. Ekkor (2.1) miat t d £ AKj(a). A szeparálás mia t t 
érvényes továbbá minden z £ Nc(a) vektorra a (d, z) < 0 egyenlőtlenség, amiből 
d £ Ne(a)° = Tc(a) következik. Ennélfogva az adot t d vektorra (2.9) valóban 
teljesül. Q.E.D. 
Az imént bizonyított tételben szereplő szeparálhatósági tu la jdonság valójában 
a szigorú szeparálhatósággal azonos, amint ezt a következő definíció és segédtétel 
m u t a t j a . 
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2.5. Definíció. A Ci és C 2 ha lmazokat szigorúan szeparálhatóknak nevezzük, 
ha létezik olyan (d , x ) = 6 egyenletű hipersík és olyan ß > 0 szám, hogy a C i + ßB 
és a C 2 + ßB ha lmazok az ado t t hipersík által megha tá rozo t t különböző fél terekben 
helyezkednek el. I t t В az R" tér egységgömbjét jelöli, azaz В = {d £ Rn : || d || = 
!}• 
2 .6 . SEGÉDTÉTEL [11, Theorem 11.1 és 11.4]. A Cx és C 2 nem üres halmazok 
idckor és csak akkor szigorúan szeparálhatók, ha van olyan d £ R", hogy 
(2.14) inf{(u , d ) : u £ C \ ) > sup{(z , d ) : z G C 2 } . 
A C\ és C 2 nem üres konvex halmazok akkor és csak akkor szigorúan szeparálhatók, 
ha 
(2.15) 0 < inf{| | u — z II : u G C i , z G C 2 } , 
vagy, ami ezzel ekvivalens 
(2.16) 0 cl(Ci - C 2 ) . 
Vizsgáljuk most azt az esetet, amikor az / ^ ( a , d ) elsőrendű approximáció d -
nek konvex függvénye. Jól ismert , hogy konvex, maximum- , ill. kvázidifferenciál-
ha tó / ( x ) függvény esetén az Д ( а , d ) i rányment i derivált konvex elsőrendű app-
roximációvá}—Ismert továbbá , hogy lokálisan Lipschitz függvényekre az fc(a; d ) 
Clarke derivált ugyancsak konvex elsőrendű approximáció [1]. Nem derivál t - t ípusú 
konvex elsőrendű approximációkra vonatkozó eredmények ta lá lhatók a [4, 5, 6, 10] 
dolgozatokban. 
Mivel fK(a, d ) mindenü t t ér te lmezet t konvex függvény, ezért folytonos. Figye-
lembe véve még az fK (a; d) függvény pozitív homogeni tásá t , a konvex analízis egyik 
sarkalatos tétele szerint / K ( a ; d ) egy konvex kompakt halmaz t a r tó függvénye. 
[11, Theorem 13.2] Jelölje dK f(a) azt a ha lmazt , melyet az / ( x ) függvény 
a pontbel i K-szubdifferenciáljának nevezünk. A dK f(a) szubdifferenciál és az 
fK(a; d ) approximáció kapcsola tá t a következő összefüggés fejezi ki. 
(2.17) fK(a; d ) = m a x { ( d , g) : g G ÖK/(a)}. 
Az i rodalomból jól ismert , hogy a (2.5) feltétel ebben az esetben a — d K f ( a ) konvex 
kompak t ha lmaznak az Nc(n) zár t konvex kúptól való szigorú szeparálhatóságával 
ekvivalens. 
2 .7 . TÉTEL. Legyen fK(a; d ) konvex elsőrendű approximációja az / ( x ) függ-
vénynek az a pontban. Ekkor a következő feltételek páronként ekvivalensek: 
(») - d K f ( a ) H N c ( a ) = 0, 
( i i) Л ^ ( а ) П Т £ ( а ) / Й , 
(iii) a — dK f(a) és az Nc(a) halmazok szigorúan szeparálhatóak, 
(iv) 0 < m = inf{| | z — g d : z G Nc(a), g G дк f(a)}, 
(v) 0£Nc(a) + d K f ( a ) . 
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Bizonyítás. A (n i ) , (iti) és (ti) feltételek ekvivalenciája következik a 2.6. segéd-
tételből, azzal a megjegyzéssel, hogy a dK f(a) szubdifferenciál korlátossága m i a t t 
az Nc(a) + d K f ( a ) halmaz zárt halmaz, ezért nincs szükség a (2.16) fo rmulában 
szereplő lezárás operációra. A d K f ( a ) kompak t sága mia t t (i) és (iv) ugyancsak 
ekvivalensek. 
Most m e g m u t a t j u k , hogy (ti) és (iii) is ekvivalensek. Legyen d G A K j (а) П 
Tc( a ) . Ekkor i n f { ( d , - g ) : - g G -дк f( a ) } = - f K { a ; d ) > 0 > s u p { ( d , z ) : 
z € Nc(a)}. Ez az összefüggés azonban a 2.6. segédtétel szerint azt jelenti , hogy 
az Nc(a) és a —dKf(a) halmazok szigorúan szeparálhatók, vagyis ( i i) = > ( i i i ) . 
Tegyük mos t fel azt , hogy (i i i) teljesül. A 2.6. segédtétel szerint ekkor van olyan d 
vektor, hogy 
(2.18) inf{(d , - g ) : g G dKf(a)} = - f K ( a ; d ) > /i = 
= s u p { ( d , z ) : z G 7Vc(a)}. 
Mivel A r c(a) kúp, ezért (2.18) csak úgy teljesülhet, ha /< = 0. Ebből viszont azonnal 
/ * ( a ; d ) < 0 és d G T c ( a ) következik, vagyis ( i i i ) = > (i i) . Q .E .D. 
A 2.3. segédtétel ál l í tása ki ter jeszthető tetszőleges M zárt konvex ha lmaz és В 
konvex kompak t ha lmaz esetére; nevezetesen az Nc(a) zárt konvex ha lmaznak van 
a d K f ( a ) konvex kompakt halmazhoz legközelebb fekvő eleme, egészen pontosan 
léteznek olyan uo 6 Nc(a) és — g 0 G —dKf(a) vektorok, hogy 
(2-19) 0 < | | - g 0 - u 0 | | < | | - g - z | | 
bá rmely — g G —dKf(a) és z G Nc(a) esetén, hacsak a g 0 ф g, uo ф z feltételek 








I I - в о - " о II 
Ekkor érvényes а 2.4. tétel analogonja . 
2 .8 . TÉTEL. s £ > l K ; ( a ) n r c ( a ) n 5 , továbbá, lia p G AK j(a) П T c ( a ) П 5 és 
p ф s, akkor 
(2.21) fK(a; p ) > fK(a; s) = - | | - g 0 - u 0 ||. 
A legmeredekebb csökkenés iránya: az s vektort a (2.21) összefüggésben meg-
nyilvánuló szélsőérték tu l a jdonsága mia t t az / ( x ) függvény legmeredekebb csökke-
nési irányának nevezzük az fK(a; d ) approximációra nézve az a pon tban . 
Az optimalitás szükséges feltétele: A (2.2) feltétel és a 2.7. tétel a l ap j án 
nyilvánvaló a következő állítás helyessége. 
2 .9 . TÉTEL. Legyen fK (a; d ) konvex elsőrendű approximációja az / ( x ) függ-
vénynek az a pontban. Ekkor ahhoz, hogy az a pont optimális megoldása legyen az 
(1.1) feladatnak szükséges, hogy teljesüljön a 
(2.22) 0 G Ne(a) + dK f{a) 
feltétel. 
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3. Kváz ikonvex e l s ő r e n d ű a p p r o x i m á c i ó k 
Vizsgáljuk most azt ал esetet , amikor az fK (a; d ) elsőrendű approximáció d -
nek kvázikonvex függvénye. 
А Л(d), d € Rn függvényt akkor nevezzük kvázikonvexnek, ha bármely valós 
c-re a {d : Л(d) < c} alsó nívóhalmaz konvex. 
I smer t , hogy kvázikonvex függvény esetén az / D ( a ; d ) Dini-derivált kvázikon-
vex elsőrendű approximáció [2, Proposi t ion 16]. A kvázikonvexítás — mint az 
elnevezés is sugal l ja — a konvexitás függvénytu la jdonság e g y f a j t a á l ta lánosí tása . 
Sa jnos az á l ta lánosí tás során a konvex függvények több j ó t u l a jdonsága megszűnik. 
Ilyen megszűnő tu l a jdonság a folytonosság. Ebből adódóan egy kvázikonvex elsőren-
dű approximáció már nem szükségképpen folytonos. Az ebből származó há t rányoka t 
mérséklendő, a tovább iakban csak olyan kvázikonvex approximációkat fogunk vizs-
gálni, melyek rendelkeznek a következő két tu la jdonsággal : 
3.1. Definíció. Az fK(a;d) kvázikonvex approximációt regulárisnak nevezzük, 
ha rendelkezik a következő két tu la jdonsággal : 
(Ri) / * ( a ; d ) d-nek alulról félig folytonos függvénye, 
(Rii) az AKf(a) kúp nyílt ha lmaz. 
Hogy a most vizsgált esetben is lehetséges a (2.2) ill. a (2.5) feltételeknek a 
konvex esethez hasonló geometriai interpretációja , az a pozitív homogén kvázikon-
vex függvények Crouzeix-féle reprezentációján alapszik. 
A CROUZEIX-FÉLE REPREZENTÁCIÓS TÉTEL: [2,7] Legyen / K ( a ; d ) d - n e k po -
zitív homogén alulról félig folytonos kvázikonvex függvénye. Ekkor léteznek olyan 
dF/(a) illetve d+ f(a) nem korlátos zárt ill. kompakt konvex halmazok, hogy 
3.2. Definíció. A f(a) nemkorlá tos zárt konvex ha lmaz t az / ( x ) függvény 
a-beli kváziszubdifferenciáljónak nevezzük. 
A tovább iakban m e g m u t a t j u k , hogy a (2.5) feltétel geometriai há t t e re a most 
vizsgált esetben is az Nc(a) kúp és a —dFf{a) aniikváziszubdifferenciál szigorú 
szeparálhatósága. 
Mivel konvex approximáció egyút ta l kvázikonvex approximáció is, ezért konvex 
approximációnak létezik a dKf{a) szubdifferenciálja is és a f(a) kváziszubdif-
ferenciálja is. A ket tő azonban soha nem esik egybe. Az első ugyanis korlátos 




Г s u p { ( d , g ) : g G Ő * / ( a ) } , lia d G clAK j(a) 
1 m a x { ( d , z ) : z G ő f / ( a ) } , h a d ^ c M K ; ( a ) 
s u p { ( d , g ) : g G d1f(a)} = oo, ha d ф cl AKj(a), 
m a x { ( d , z) : z G ô £ / ( a ) } = 0, ha d G с М ^ Д а ) . 
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[3, Propos i t ion 3.4]: 
(3.2a) дЧ/(a) = { U Í Ő * / ( a ) : * > ! } . 
(3.2b) 0 * / ( « ) = 9 ? / ( а ) П ^ / ( а ) . 
A kváziszubdifferenciállal kapcsola tban további eredmények ta lá lha tók a [2,3,7] cik-
kekben. 
3 .3 . TÉTEL. Legyen fK(a; d ) reguláris kvázikonvex approximációja az / ( x ) 
függvénynek az a pontban. Ekkor a következő feltételek ekvivalensek: 
(:i) AK j (а) П Т
е
( а ) ф 0, 
( и ) 0 ф c l {N c ( a ) + дЧ f(a)}, 
(iii) а — дЧ f(a) és az Nc(a) halmazok szigorúan szeparálhatók, 
(iv) m = inf{| | z - g H : z G Nc( a ) , g G дЧ / ( а ) } > 0. 
Bizonyítás. А 2.6. Segédtétel a lap ján nyilvánvaló a ( t i) , (iii) és (tv) feltételek 
ekvivalenciája. Most bebizonyít juk az (t) <=> (iv) ekvivalenciát . Indu l junk ki 
először az А * / ( а ) Л Т
с
( а ) ф 0 feltételből. Legyen d G Ак/(а)Г\Т
с
(а) és legyenek g G 
дЧ/(a) ill. u G N c ( a ) tetszőlegesek. Mivel A K j ( a ) Л T c ( a ) kúp, ezért fe l tehe t jük , 
hogy 
d G AK j (а) Л T c ( a ) Л S. 
A Cauchy-Schwarz egyenlőtlenség, az u G Nc(&) feltétel és (3.1a) a l a p j á n 
igazak a következő egyenlőtlenségek: 
II - g - UII > ( - g - u , d ) = ( - g , d ) - (u , d ) > - ( g , d ) > - f K ( a ; d ) . 
Ebből nyilvánvaló, hogy 
( 3 . 3 ) m > —fK(&] d ) > 0 , 
következésképpen igaz az (t) (tv) implikáció. 
Indu l junk most ki az m > 0 feltételből. Legyenek gn G дЧ/(a) és u „ G 
Nc(a), n = 1 , 2 , . . . olyan végtelen sorozatok, hogy || — g„ — u „ || —* m . Mivel a 
{g„ + u „ } vektorsorozat korlátos, ezért kiváleisztható belőle konvergens részsorozat . 
Az egyszerűség kedvéért tegyük fel, — és ezzel az ál ta lánosságot sem sé r t jük — 
hogy g „ + u n w . Nyilvánvaló, hogy w a c l{N c (a ) + д Ч / ( » ) } zár t konvex ha lmaz 
min imál -normájú eleme és || w || = m. Legyen 
(3-4) 
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Megmutat juk, hogy s G A f (а) Л T c (a) . A w minimál-norma tulajdonságából 
következik, hogy minden g G d f / ( a ) esetén (g + u - w, w) > 0, [8, Theorem 4.2.7 
és 4.2.9], következésképpen (g + u , w ) > ( w , w ) teljesül. Ez utóbbi (3.4) folytán a 
következőképpen is írható: 
(g + u >s) > - m , 
illetve 
(3.5) (g , s ) > - m - (u , s ) . 
Mivel Nc(a) kúp, ezért (3.5) ekvivalens a következővel: 
(3.6) (g , s ) > - m - c (u , s ) 
minden g G df f(a), u G Nc(a) és с > 0 esetén. Ez viszont csak úgy lehet igaz, ha 
minden u G Xc(») és g G df / ( a ) esetén 
( u , s ) < 0 és ( g , s ) < — m . 
Ezekből nyilvánvaló, hogy s G T c (a) , illetve (3.1 a,b) miat t , hogy 
(3.7) / * ( a ; s ) < - m < 0, 
következésképpen s G AK j(a), tehát igaz a (iv) ==> (í) implikáció. Q.E.D. 
A l e g m e r e d e k e b b c s ö k k e n é s i r á n y a . Az s vektornak ebben az esetben is 
megvan a (2.21) szélsőérték tulajdonsága. 
3.4. TÉTEL. Legyen fK (A; d) reguláris kvázikonvex approximációja f(x)-nek 
a-ban. Legyen s a (3.4) képlettel definiált vektor. Ekkor 
(3.8) s G AKj(a) Л T c (a ) Л S, 
továbbá, hap £ AK j( а ) Л Tc( а) Л S és p ф s, akkor 
(3.9) - m = / * ( a ; s ) < / K ( a ; p ) . 
Bizonyítás. Az előző tétel bizonyítása során (3.8) bizonyítást nyert. (3.3) és 
(3.7) együtt a —m = fK(a; s) egyenlőséget adja . Legyen p G AK j(a)DS tetszőleges, 
de p ф s. Ekkor (3.1a) szerint minden g G df f(a) vektorra ( g , p ) < fK(а, p ) 
teljesül. Ebből már egyszerűen adódik, hogy 
(3.10) (g + u , p ) < / * ( a , p ) 
minden g G df f(a) és u G Nc(a) esetén. 
Tekintsük most a 3.3 tétel bizonyításában szereplő {g„} és {u„} vektorsoroza-
tokat. Mivel g„ + u „ - » w é s w = —m s, ezért a (3.10) egyenlőtlenséget a {gn + u „ } 
sorozatra alkalmazva és az n —• oo határá tmenete t végrehajtva a 
(3.11) ( w , p ) = - m ( s , p ) < / K ( a , p ) 
egyenlőtlenségre ju tunk . Mivel a p és s vektorok egységnyi hosszúságúak és nem 
párhuzamosak, ezért a Cauchy-Schwarz-egyenlőtlenség szerint —1 > ( s , p ) . Ezt 
figyelembe véve a (3.11) egyenlőtlenségből a bizonyítandó (3.9) összefüggés adódik. 
Q.E.D. 
A z o p t i m a l i t á s s z ü k s é g e s f e l t é t e l e : végezetül megfogalmazzuk a 2.9. tétel 
analogonját , mely közvetlen folyománya a 3.3. tételnek. 
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3.5. TÉTEL. Legyen fK(a; d) reguláris kvázikonvex elsőrendű approximációja 
az / ( x ) függvénynek az a pontban. Ekkor ahhoz, hogy az a pont lokális optimális 
megoldása legyen az (1.1) feladatnak, szükséges, hogy teljesüljön a 
(3.12) 0 6 cl[7Vc(a) + 0 * / ( a ) ] 
feltétel. 
4. Az Nc(a) k ú p kapcsolata a feltételi függvények approximációival 
Ebben a részben az (1.1) feladat következő speciális esetét vizsgáljuk 
min / ( x ) 
( 4 Л )
 С = {x G R n : tfi(x) < 0, i = 1 ,2 , . . .m}. 
Vizsgálódásunk egy a G С lehetséges megoldás egy környezetére korlátozódik. 
Továbbra is feltételezzük, hogy а С halmaz lokálisan konvex a-ban. Tegyük fel 
továbbá, hogy a </,(x) feltételi függvények valamennyien folytonosak az a pontban. 
Célunk az Nc(a) kúp és a feltételi függvények kapcsolatának vizsgálata. „Aggregál-
juk" a 0,-(x) feltételi függvényeket a következő módon; legyen 
(4.2) g(x) = max{gi(x) : i = l , 2 . . . m } . 
Nyilvánvaló, hogy 
(4.2) С = ( x £ ß " : g(x) < 0}. 
Első lépésként az Nc(a) kúp és a g(x) függvény kapcsolatát vizsgáljuk. Ha g(a) = 
maxi/,-(a) < 0, akkor a g,(x) függvények folytonosságából adódóan Tc(a) = Rn és 
ennélfogva Nc(a) = {0}. Vizsgáljuk a továbbiakban a g(a) = 0 esetet. 
4.1. TÉTEL. Legyen дк(a; d) elsőrendű approximációja g(x)-nek az a pont-
ban. Ekkor 
(4.4) / , ( а ) с Л , ( а ) с Т £ ( а ) . 
A tétel állítása a szóbanforgó kúpok definícióiból és a g(a) = 0 feltételből 
közvetlenül következik. 
4-2. Definíció. Nevezzük a g ^ ( a ; d ) elsőrendű approximációt limeszlípusúnak, 
ha rendelkezik a következő tulajdonsággal: 
Ha van olyan T > 0, hogy 0 < t < T esetén g ( a + í d ) - g(a) < 0, akkor 
! 7 * ( a ; d ) < 0 . 
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4.3 . TÉTEL. Legyen дк(a;d) limesztípusú elsőrendű approximáció. Ekkor 
(4.5) ГЕ(а) С M * (A), 
ahol Мк
д
(a) = {d : </*(a, d ) < 0}. 
A té tel ál l í tása a definíciók közvetlen következménye. 
4-4- Definíció. A g (x ) < 0 feltételt regulárisnak m o n d j u k az a pon tban a 
gK(a;d) elsőrendű approximációra nézve, ha 
(4.6) AKg(a) 0 0 és с ! А ^ ( а ) = Мкд(а). 
Ha a « / ^ ( a j d ) elsőrendű approximáció lineáris, akkor a g(x) < 0 feltétel reguláris 
az a p o n t b a n gK(a\d)-re nézve. Ha a $ © ( a ; d ) elsőrendű approximáció konvex 
és teljesül az Ак
д
(а) ф 0 Slater-feltélel, akkor a g(x) < 0 feltétel reguláris az a 
pon tban </ K (a ;d) - re nézve. 
4 .5 . TÉTEL. Legyen а д(х) < 0 feltétel reguláris az a pontban a g K ( a ; d ) 
limesztípusú approximációra nézve, ahol g(a) = 0. Ekkor 
(4.7) cl Л * , ( a ) = r e ( a ) = {d : gK(a; d ) < 0}. 
Bizonyítás. (4.4), (4.5) és (4.6) m ia t t 
c M * # ( a ) = cl A , ( a ) = T c ( a ) = M K g { a ) , 
ebből pedig (4.7) közvetlenül adódik. 
4 .6 . TÉTEL. Legyen ( / ^ ( a j d ) konvex elsőrendű approximáció dKg(a) szub-
differen ci állal. Ekkor 
(4.8) [ő*<7(a)]° = M * ( a ) . 
Bizonyítás. Mivel 
d G [0^</(а)]° •<=>• ( d , z ) < 0 V z G Ô K y ( a ) 
es 
g K ( a ; d ) = max{(d , z) : z G d*</(a)}, 
ezért (4.8) szükségképpen igaz. 
4 .7 . TÉTEL. Legyen a g (x ) < 0 feltétel reguláris az a pontban a ( / ^ ( a j d ) 
limesztípusú konvex elsőrendű approximációra nézve és legyen g(a) = 0. Ekkor 
(4.9) Tc(a) = [ c ^ </(a)]°. 
és 
(4.10) jVe(a) = cone dKg(a). 
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Bizonyítás. (4.9) közvetlenül következik (4.7)-böl, ill. (4.8)-ból. A (4.9) össze-
függés az 
(4.11) Nc(a) = T c ( a ) ° = [d K 9(a ) ] 0 0 = cl cone дк д(а) 
összefüggésből adódik. A régular i tés folytán 0 ^ dK g(&) és ez b iz tos í t ja a 
с о п е 0 К 9 ( а ) halmaz zá r t ságá t , ennélfogva (4.10) és (4.11) j obb oldalai megegyeznek. 
4 .8 . TÉTEL. Legyen д к d ) reguláris kvázikonvex approximáció d^g(a) 
kváziszubdifferenciállal. Ekkor 
(4.12) fc(a)]0 = c l A ^ ( a ) . 
Bizonyítás. Mivel 
d G [Ő?9(a)]° < t = * ( d ; z ) < 0 Vz G d 1 g ( a ) 
és (3.1a,b) szerint 
sup{ (d , z) : z G d l 9 ( a ) } < 0, lia d G cl А * , ( а ) , 
illetve 
sup{ (d , z) : z £ 9(a)} = +00 , ha d £ cl А к
г
( а ) , 
ezért (4.12) szükségképpen igaz. 
4 .9 . TÉTEL. Legyen а д(х) < 0 feltétel reguláris az a pontban a 9 ^ ( a ; d ) 
limesztípusú reguláris kvázikonvex approximációra nézve és legyen 9(a) = 0. Ekkor 
(4.13) Te( a ) = [059(a ) ] 0  
és 
(4.14) iVc(a) = cl cone d?д(a). 
Bizonyítás. (4.13) közvetlenül következik (4.7)-ből és (4.12)-ből. (4.14) n e m 
más, min t (4.13) duálisa. 
Az opiimalitás szükséges feltélelei: a 2., ill. 3. fejezetekben tá rgyal t op t ima-
litási feltételek á t foga lmazhatok jelen fejezet eredményeinek segítségével a 




 ' V ;
 g(x) < 0 
fe ladat esetére. 
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4 .10 . TÉTEL. Legyen fK( a ; d ) konvex elsőrendű approximációja az / ( x ) függ-
vénynek az a pontban, ahol д(a) = 0. Legyen а д(х) < 0 feltétel reguláris az a pont-
ban a gL(a; d ) limesztípusú konvex elsőrendű approximációra nézve. Ekkor ahhoz, 
hogy az a pont lokális optimális megoldása legyen a (4.15) feladatnak, szükséges, 
hogy teljesüljön a 
(4.16) 0 G d K f ( a ) + cone dLg(a) 
feltétel. 
Bizonyítás. A tétel áll í tása a 2.9. tétel és a 4.7. tétel közvetlen következménye. 
4 .11 . TÉTEL. Legyen fK(a; d ) reguláris kvázikonvex elsőrendű approximáci-
ója az / ( x ) függvénynek az a pontban, ahol g(a) = 0. Legyen а д(х) < 0 feltétel 
reguláris az a pontban a yL (a; d ) limesztípusú konvex approximációra nézve. Ek-
kor ahhoz, hogy az a pont lokális optimális megoldása legyen a (4.15) feladatnak, 
szükséges, hogy teljesüljön a 
(4.17) 0 G cl[c>5/(a) + cone ő ^ s ( a ) ] 
feltétel. 
Bizonyítás. A tétel ál l í tása a 3.5. és a 4.9. tételek következménye. 
4 .12 . TÉTEL. Legyen fK(a; d) konvex elsőrendű approximációja az / ( x ) függ-
vénynek az a pontban, ahol g(a) = 0. Legyen a </(x) < 0 feltétel reguláris az a 
p o n t b a n a y L ( a ; d ) limesztípusú reguláris kvázikonvex approximációra nézve. Ek-
kor ahhoz, hogy az a pont lokális optimális megoldása legyen a (4.15) feladatnak, 
szükséges, hogy teljesüljön a 
(4.18) 0 G ÔKf(a) + cl cone <9£</(а) 
feltétel. 
Bizonyítás. A tétel ál l í tása közvetlenül adódik a 2.9. és a 4.9. tételekből. 
4 . 1 3 . TÉTEL. Legyen fK(a;d) reguláris kvázikonvex elsőrendű approximáci-
ója az / ( x ) függvénynek az a pontban, ahol g(a) = 0. Legyen а g(x) < 0 feltétel 
reguláris az a pontban a gL(a; d) limesztípusú reguláris kvázikonvex approximációra 
nézve. Ekkor ahhoz, hogy az a pont lokális optimális megoldása legyen a (4.15) 
feladatnak, szükséges, hogy teljesüljön a 
(4.19) 0 G c l [ ő 5 Д a ) + cone ő f f f ( a ) ] 
feltétel. 
Bizonyítás. A tétel ál l í tása a 3.5. és a 4.9. tételekből adódik. 
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5. K u l i n - T u c k e r t í p u s ú o p t i m a l i t á s i f e l t é t e l ek 
A tovább iakban visszatérünk a 
m i n / ( x ) 
(5.1) ffi(x) < 0, « = 1 , 2 , . . . m 
x G Я " 
fe ladat vizsgálatához. Legyen a lehetséges megoldása (5.1)-nek és legyenek a feltételi 
függvények folytonosak a - b a n . Jelölje J С {1 ,2 m } az a - b a n akt ív feltételek 
(y ; ( a ) = 0) indexha lmazá t . Tegyük fel, hogy J nem üres. Legyenek gj J ( a ; d ) , j G J 
elsőrendű approximációi a ffj(x), j £ J függvényeknek az a pon tban . Legyenek 
g(x) = m a x { 9 ; ( x ) : j £ J ) 
és 
(5.2) / ( a ; d ) = max { 9 ^ (a ; d ) : j £ J ) . 
5.1 . TÉTEL. A gL(a;d) függvény elsőrendű approximációja g(x)-nek a-ban. 
Bizonyítás. Egyszerűen be lá tha tó , hogy gL(a; d ) pozitív homogén függvénye a 
d i ránynak. Legyen d G ALt( a ) , azaz y L ( a ; d ) < 0. Ekkor a ; d ) < 0 minden 
j £ J esetén, i £ J esetén ebből, i J esetén pedig a </;(x) függvények a-bel i 
folytonosságából következik, hogy létezik olyan T > 0 valós szám, hogy 0 < t < T 
esetén 
9; (a +t d ) < 0 minden i = 1 , 2 , . . . , m indexre. 
Ebből nyilvánvaló, hogy minden 0 < t <T esetén 
9 ( a + í d ) < 0 = 9(a) . 
Ez azt je lent i , hogy d £ Ag(a), következésképpen ALg(а) С Ag (a) . Q .E .D. 
5 .2 . TÉTEL. На A (a; d) , j £ J elsőrendű approximációk limesztípusúak, 
akkor gL(a; d ) is limesztípusú. 
Bizonyítás. Tegyük fel, hogy 9 ( a + < d ) < 9(a) teljesül valamely 0 < t < T 
interval lumon. Ekkor ugyani t t minden j £ J-re 
9 j ( a + í d ) < 9(a +t d ) < 9 (a ) = 0 = 9 j ( a ) 
teljesül. Feltételezésünk szerint ekkor 
(a ; d ) < 0 minden j £ J — re, 
következésképpen 9 ^ ( а ^ ) < 0. Q.E.D. 
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5.3 . TÉTEL. Ha a <7^ ( a ; d ) elsőrendű approximációk konvexek, akkor 
gL(a; d ) is konvex és 
(5.3) dLg(a) = conv { и 0 ^ д , ( а ) : j G J } . 
A té tel a konvex analízis egyik nevezetes tételét fogalmazza meg. [9, Theo rem З.6.]. 
5 .4 . TÉTEL. На а d ) , j G J elsőrendű approximációk kvázikonvexek és 
regulárisak, akkor gL(a; d ) is к vázikon vex reguláris, továbbá 
(5.4) ő f 0 (a ) = cl conv { U d t ' g j ( a ) : j € J}. 
Bizonyítás. Mivel bármely с valós szám esetén 
{ d : / ( a ; d ) < c } = f ) {d : ^ ' ( a ; d ) < c) , 
ezért a feltételekből következik, hogy bármely valós с esetén a {d : gL(a; d ) < c} alsó 
nívóhalmaz zárt és konvex, következésképpen a gL(a; d ) approximáció kvázikonvex 
és alulról félig folytonos. Mivel 
{ d : / ( a ; d ) < 0 } = f | {d : ^ ' ( a ; d ) < 0}, 
ieJ 
ezért a feltételekből következik, hogy ALg(a) nyílt halmaz. A gL(a; d ) kvázikonvex 
approximáció tehá t reguláris is. 
Most m e g m u t a t j u k az (5.4) összefüggés helyességét, melynek j o b b oldalán sze-
replő zár t konvex ha lmaz t jelöljük egyszerűen M-el . Először m e g m u t a t j u k , hogy 
minden j G J-re 
(5.5) dL_'gj(a)cdtg(a). 
A Crouzeix-féle repezentációs tétel szerint 
. r ^ ( a ; d ) < 0 , ha d G cl AL> </;(a) 
es 
s u p { ( d , z ) : z G d L _ 'g j (a )} = | 
s u p { ( d , z ) : z G ő f < / ( a ) } = | 
Too, egyébként , 
< © ( a ; d ) < 0 , h a d G c l A ^ ( a ) 
Too, egyébként , 
Mivel g j L ] ( a ; d ) < </ L (a ;d) minden d-re, ezért ezt a fenti reprezentációkkal össze-
vetve kap juk , hogy minden d G R"-re 
(5.6) s u p { ( d , z ) : z G d t ' g j ( a ) } < s u p { ( d , z ) : z G ő f g ( a ) } . 
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A konvex analízis szeparációs tételeiből következik, hogy az (5.5) ta r ta lmazás tel-
jesüléséhez szükséges és elégséges, hogy a szóbanforgó zárt konvex halmazok ta r tó 
függvényei között az (5.6) kapcsolat álljon fenn [10, Theorem 2.7]. Mivel az (5.6) 
összefüggés minden j £ J-re teljesül és őf g(a) zárt és konvex, ezért 
(5.7) M С d í g ( a ) . 
Az M = дЬд(а) feltételt indirekt módon bizonyítjuk. Tegyük fel, hogy zo € ő£y(a ) , 
de zo ф M . Mivel M zárt és konvex, ezért zo szigorúan szeparálható M- tő l , azaz 
van olyan do € Я " , hogy 
sup{(do ,z ) : z G M } < ( d 0 , z 0 ) . 
Mivel minden j £ J-re d j gj(a) С M , ezért 
s u p { ( d 0 , z ) : z G dt'gj(a)} < sup{(do ,z ) : z £ M) < ( d 0 , z 0 ) . 
A Crouzeix-féle reprezentációs képletek szerint ekkor 
gjL>(a;d) < ( d 0 , z 0 ) , 
amiből 
(5.9) / ( a ; d 0 ) < ( d 0 , z 0 ) 
következik. Másrészt viszont, ugyancsak a Crouzeix-féle képletek mia t t 
/ ( a ; d ) = s u p { ( d o , z ) : z G ő£</(a)} > ( d 0 , z 0 ) . 
Ez azonban ellentmond az (5.9) relációnak. Ez az ellentmondás igazolja az (5.4) 
egyenlőséget. Q.E.D. 
Tegyük fel, hogy a g(x) = m a x { j ; ( x ) : j £ J ) < 0 feltétel reguláris az a 
pontban а ^ ( a j d ) = m a x { g L J ( a ; d ) : j £ J} elsőrendű approximációra nézve. 
Dolgozatunk hátralevő részében az (5.1) feladatra kirótt ezen regularítási feltevést 
külön említés nélkül is érvényesnek tekintjük. 
5.5. TÉTEL. Legyen fK( a ; d ) konvex dK f( a ) szub differen ci állal és legyen 
gjLi(&\ d ) minden j £ J-re limesztípusú és konvex dL' gj(a) szubdifferenciállaJ. 
Ekkor ahhoz, hogy az a pont lokális optimális megoldása legyen az (5.1) feladatnak, 
szükséges, hogy teljesüljön a 
(5.10) 0 G dK/(a) + cone conv {ü dLjgj(a) : j £ J ) . 
feltétel. 
Ha fK( a ; d ) reguláris kvázikonvex дЧ / ( a ) kváziszub differen cl állal, akkor 
(5.11) 0 € cl [дЧ / ( a ) + cone conv{u dL>gj( a ) : j £ 7}] 
feltétel szükséges feltétele a lokális optimalitásnak. 
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Bizonyítás. A tétel ál l í tása közvetlenül következik a 4.10 és 5.3, ill. a 4.11 és 
5.3 tételekből. 
5 .6 . TÉTEL. Legyen fK(a; d) konvex dK f(a) szubdifferenciállal és legyen 
gjL)(a\ d ) limesztípusú reguláris és kvázikonvex minden j € J-re d_'g,(a) kvázi-
szubdifferenciállal. Ekkor ahhoz, hogy az a pon t lokális optimális megoldása legyen 
az (5.1) feladatnak, szükséges, hogy teljesüljön a 
(5.12) 0 G d K f ( a ) + cl cone conv {U SÍ* 9j{a) : j 6 J ) 
feltétel. 
Ha fK(a; d ) reguláris kvázikonvex dü/(a)) kváziszubdifferenciállal, akkor a 
(5.13) 0 G c l [ d * / ( a ) + cone conv {U dt'űj (a) : j G 7}] 
feltétel szükséges feltétele a lokális optimalitásnak. 
Bizonyítás. A tétel állításai a 4.12 és 5.4, illetve a 4.13 és 5.4 tételek közvetlen 
következménye. 
Az (5.10) feltétel a konvex programozásból jól ismert Kuhn-Tucker feltétel meg-
felelője. Ennélfogva az (5.11), (5.12) és (5.13) feltételeket joggal tek in the t jük úgy, 
min t általánosított Kuhn-Tucker feltéleleket. 
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K O M L Ó S I S Á N D O R 
J P T E K Ö Z G A Z D A S Á G T U D O M Á N Y I K A R 
G A Z D A S Á G M A T E M A T I K A I T A N S Z É K 
7601 P É C S , R Á K Ó C Z I U . 80 . 
Q U A S I C O N V E X F I R S T O R D E R A P P R O X I M A T I O N S  
S . K O M L Ó S I 
T h e role of t h e concep t of first o rde r a p p r o x i m a t i o n i n t r o d u c e d by A . D . IOFFE a n d wea-
kened by t h e au tho r i s ana lyzed in th is pape r . A f t e r recal l ing some known resu l t s concern ing 
convex first o rde r a p p r o x i m a t i o n s t he geometr ic b a c k g r o u n d for quasiconvex a p p r o x i m a t i o n s is 
inves t iga ted in o rde r t o o b t a i n Kuhn-Tucker type necessary op t ima l i ty cond i t ions in t e r m s of 
quas isub-di f f ferent ia ls . 
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A D A P T Í V PARTÍCIÓS M Ó D S Z E R E K 
GLOBÁLIS OPTIMALIZÁLÁSI F E L A D A T O K M E G O L D Á S Á R A 
P I N T É R J Á N O S 
B u d a p e s t 
A t ö b b e x t r é m u m ú (globális) opt imal izác ió f e l ada tkö rének és l eg fon tosabb m ó d s z e r t í p u s a i n a k 
rövid á t t ek in t é sé t köve tően , adaptív halmazfelbontáson és részhalmazonkénti célfüggvény-approxi-
máción a lapu ló megoldás i s t r a t ég iák egy á l ta lános osz t á lyá t def in iá l juk . Az elmélet i e redmények 
á t t ek in t é sének ke re t ében egy „ p r o t o t í p u s a lgor i tmus t " a d u n k meg . Ez a megközel í tés a lkalmaz-
h a t ó pl . számos , fo rma i l ag kü lönböző egyváltozós globális opt imal izá lás i módsze r egyszerű , egységes 
le í rására ; emel le t t l ehe tővé teszi az eml í t e t t a lgor i tmusok közvet len többváltozós k i t e r jesz tésé t 
és - megfelelő imp lemen tác iókban - a lka lmas pl . folytonos vagy Lipschitz-folytonos függvények 
globális e x t r é m u m á n a k intervallum (tégla-) tartományon, konvex halmazon, csillaghalmazon, 
i l letve Lipschitz-folytonos függvények által definiált tartományon t ö r t é n ő m e g h a t á r o z á s á r a . A 
globális op t imal izác ió f e l a d a t á n a k a k t u a l i t á s á t h á r o m fontos p r o b l é m a t í p u s b e m u t a t á s á v a l i l luszt-
r á l j uk : neml ineár i s egyenle t rendszerek á l ta lános megoldása , neml ineár i s (leíró) model lek kal ibrá-
ciója és (valós vektor ) a d a t o k osztá lyozása . E f e l ada t t í pusok mego ldásá t n u m e r i k u s pé ldákka l is 
szemlé l t e t jük . 
1. Bevezetés 
A globális optimalizálási probléma (GOP) 
m i n / ( x ) = / ( x * ) = z* X € D 
(1.1) V J 
' D={xeRn :<?.•(*) < 0 , t = 1 m } 
— tehát egy megadot t / : D —• R1 függvény abszolút (globális) minimumának 
meghatározása a D С Rn megengedett tar tományon — az utóbbi években intenzív 
kutatások tárgyává vált. Ezt az érdeklődést a feladat elméleti érdekessége és a 
potenciális alkalmazások széles köre egyaránt motiválja. Közismert az a tény, hogy 
— bár a G O P optimális megoldásának létezése enyhe analitikus feltételek (pl. / 
folytonos, D kompakt volta) mellett biztosított — a „klasszikus" nemlineáris (kon-
vex) programozás módszerei tipikusan csak (1.1) valamely lokálts megoldásának 
Köszöne tny i lván í t á s . A globális opt imal izác ió t émaköréve l kapcso la tos m u n k á m a t e l sősorban a 
ROMAN G . STRONGiNnal és REINER HoRSTtal f o l y t a t o t t eszmecserék t á m o g a t t á k , d e m á s — 
e t e rü l e t en dolgozó — k u t a t ó k is seg í t e t t ék az idevona tkozó ak tuá l i s i r o d a l o m b a n való t á jéko-
z ó d á s o m a t . E z ú t o n i s m e g k ö s z ö n ö m R O G E R C O O K E , C . F O D O R J Á N O S , P E S T I G É Z A , S Z A B Ó 
JÁNOS és SOMLYÓDY LÁSZLÓ társszerzőként való köz reműködésé t a do lgoza t i r oda lomjegyzékében 
szereplő közös m u n k á i n k elkészí tésében. A számítógépi p r o g r a m o k és a n u m e r i k u s e redmények 
egy része a Delfti Műszaki Egyetem vendégeként e l tö l tö t t idö (1987) a l a t t készül t el; a gépi f u t -
t a t á s o k je len tős részét a Vízgazdálkodási Tudományos Kutató Központ ( V I T U K I ) eszközeinek 
fe lhasználásával végez tem el. 
Alkalmazott Matematikai Lapok 15 (1990-91) 
330 PINTÉR JÁNOS 
meghatározására alkalmasak. Továbbmenve, a G O P nem-polinomiális (NP) bonyo-
lultságú feladat és még annak bizonyítása is NP-nehézségű, hogy egy adot t megol-
dás n e m ( c s u p á n ) lokál is o p t i m u m h e l y (1. pl . MURTY és KABADI (1987) d o l g o z a t á t ) . 
Természetesen a globális megoldás és a lokális optimumok értékei között számottevő 
eltérések mutatkozhatnak: ilyen esetekben indokolt tehát a „lehető legjobb" meg-
oldás keresése. 
Alkalmazási szempontból igen jelentős feladattípusok vezethetnek GOP-hoz . 
Példaként a következő feladatosztályokat említjük meg: legjobb nemlineáris függ-
vényapproximáció meghatározása, nemlineáris egyenletrendszerek, egyensúly-prob-
lémák megoldása, statisztikai leírás, ill. fizikai, kémiai, biológiai stb. modellek, 
műszerek és folyamatok kalibrációja, mechanikai, elektromos stb. berendezések ter-
vezése, adatok osztályozása, kiszolgáló rendszerek tervezése s tb. (illusztrációképpen 
l á s d p l . G O R D O N ( 1 9 8 1 ) , R A O , T Y A G I é s M I S H R A ( 1 9 8 1 ) , G R O C H , V I D I G A L é s 
D I R E C T O R ( 1 9 8 5 ) , W O M E R S L E Y ( 1 9 8 6 ) , C S E N D E S ( 1 9 8 8 ) , P A P A L A M B R O S é s W I L D E 
(1988) , COOKE és PINTÉR (1989) m u n k á i t ; később — n é h á n y k o n k r é t f e l a d a t t í p u s 
kapcsán — további példákat is idézünk ma jd ) . 
A G O P megoldására irányuló legfontosabb algoritmus-típusoknak csupán váz-
latos áttekintésére vállalkozhatunk a jelen keretek között; az Olvasó bővebb tá-
jékoztatást nyerhet pl. DIXON és SZEGŐ, szerk. (1975,1978), STRONGIN (1978), 
FEDOROV, szerk . (1985) , ZILINSKAS (1986) , PARDALOS és ROSEN (1987) , CHEW és 
ZHENG ( 1 9 8 8 ) , HORST ( 1 9 8 8 b ) , RATSCHEK és ROKNE ( 1 9 8 8 ) , RINNOOY KAN és 
TLMMER (1988) munkái a lapján. 
Számos (heurisztikus elemeket is tartalmazó) sztochasztikus megoldási módszer 
— pl. az ismert adaptív véletlen keresési eljárások és különböző, numerikus szem-
p o n t b ó l e l ő n y ö s k iegész í tése ik (TÖRN (1978) , DEVROYE (1978) , S o L i s és W E T S 
( 1 9 8 1 ) , P I N T É R ( 1 9 8 4 ) , R I N N O O Y K A N é s T I M M E R ( 1 9 8 7 a , b ) ) — b i z t o s í t j a a z 
1 valószínűségű globális konvergenciát. Ezeket az eljárásokat célszerű és indokolt 
pl. az extremális eloszlások, ill. a Bayes-típusú döntések elméletén alapuló sta-
tisztikus megállási szabályokkal kiegészíteni (1. pl . a GUMBEL (1958) , GALAMBOS 
( 1 9 7 8 ) , B E R G E R ( 1 9 8 0 ) m u n k á k á l t a l á n o s t á r g y a l á s á t , i l l . DE H A A N ( 1 9 8 1 ) , B O E N -
D E R ( 1 9 8 4 ) v a g y F O D O R é s P I N T É R ( 1 9 8 8 ) v i z s g á l a t a i t . 
A determinisztikus algoritmusokra áttérve, néhány módszer a G O P ekvivalens 
transzformációja ú t j án elvben biztosítja a globális optimumhely meghatározását 
— a transzformált feladat megoldására viszont számos esetben nem áll rendel-
kezésre univerzálisan alkalmazható, egzakt eljárás. Az említett transzformációk pl. 
nemlineáris egyenlet, egyenlet-, ill. egyenlőtlenségrendszer megoldására (GARCIA 
és ZANGWILL ( 1 9 8 1 ) , LEVY és MONTALVO (1985) , G E RENPU ( 1 9 8 3 ) , PAPALAMB-
ROS és WLLDE (1988)), vagy pedig egy nemlineáris függvény integrálására (CHEW 
és ZHENG, 1988) vezetik vissza az (1.1) feladat megoldását. E módszerosztályhoz 
sorolható a HANSEN, JAUMARD és Lu (1989) dolgozatában javasolt, a korlátozás és 
szétválasztás elvén alapuló általános stratégia is. 
Az egyváltozós globális optimalizálási feladat megoldására jónéhány egzakt, 
i m p l e m e n t á l h a t ó a l g o r i t m u s t j a v a s o l t a k (pl . KUSHNER (1964) , ARCHETTI és B E T -
RO ( 1 9 7 9 ) , DANILIN é s PIYAVSKII ( 1 9 6 7 ) , S H U B E R T ( 1 9 7 2 ) , M O C K U S , T I E S I S é s 
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ZILINSKAS ( 1 9 7 8 ) , S T R O N G I N ( 1 9 7 8 ) , H A N S E N ( 1 9 7 9 ) , ZILINSKAS ( 1 9 8 1 ) , BASSO 
( 1 9 8 2 ) , SCHOEN ( 1 9 8 2 ) , BOENDER (1984) : e m ó d s z e r e k k o r r e k t , n u m e r i k u s a n j ó l 
kezelhető többváltozós kiterjesztései azonban egészen a legutóbbi évekig nem voltak 
ismeretesek. 
Globális optimalizálási algoritmusok konvergenciájának általános vizsgálatával 
fog la lkoz ik pl . HORST (1986) , PINTÉR (1986a ) , HORST és TUY (1987) , PINTÉR 
(1988a): az e munkákban követett tárgyalásmód lehetővé teszi az egyváltozós algo-
ritmusok többdimenziós esetre történő általánosítását, ill. azoknak a konvergenciát 
megtartó, numerikusan előnyös módosításait is (PINTÉR, 1986b, HORST, 1988a). 
Itt említjük meg, hogy a jelen dolgozatban nem tárgyaljuk a G O P számos, gya-
korlati szempontból fontos speciális esetét (tehát az általános G O P vizsgálatára 
szorítkozunk): speciálisabb feladattípusokat — konkáv, fordított (reverse) konvex, 
differenciális konvex (d.c.), indefinit kvadratikus programozás — tárgyal pl. FORGÓ 
(1978) magyarnyelvű munkája vagy HORST (1984), ill. PARDALOS és ROSEN (1987). 
A továbbiakban determinisztikus, gradiensmentes (direkt) algoritmusok egy 
általános osztályát vizsgáljuk. E módszerek a megengedett megoldások D hal-
mazának szekvenciális (adaptív) felbontásán és a célfüggvény ennek megfelelő app-
roximációján alapszanak. A javasolt axiomatikus leírásmód lehetővé teszi jónéhány 
egyváltozós algoritmus egységes tárgyalását, az említett algoritmusok közvetlen, 
többdimenziós általánosítását és azok különböző implementációit. Az elméleti ered-
mények tömör áttekintését néhány perspektivikus alkalmazási terület példák segít-
ségével történő bemutatása követi. 
2. Az elméleti eredmények összefoglalása 
2.1. Alapvető fogalmak és jelölések. 
Az (1.1) feladat szerkezetére vonatkozóan két (elsősorban numerikus szem-
pontból lényeges) feltétellel fogunk élni: 
2.1. Definíció. A megengedett megoldások D halmaza testszerű (robust), vagy-
is egy (nem-üres, korlátos) nyílt halmaz lezárása fí"-ben. 
2.2. Definíció. Az f célfüggvény Lipschitz-folytonos, tehát tetszőleges x, y G D 
pontpár esetén fennáll az 
(2.1) | / ( x ) - / ( y ) | < L | | x - y | | 
egyenlőtlenség (L = L ( f , D) > 0 az / függvénynek megfelelő Lipschitz-konstans a 
D halmazon, || || pedig az euklideszi normát jelöli). 
A továbbiakban azt is feltesszük, hogy az (1.1) feladatnak csak véges számú 
globálisan optimális megoldása van, ezek halmazát X* jelöli. 
2.1. Megjegyzés. A (2.1) feltétel — egyebek között — teljesül, ha pl. / folyto-
nosan differenciálható, vagy ha / előállítható egy konvex és egy konkáv függvény 
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különbségeként. Ilymódon a (2.1) reláció fennállása természetesnek tekinthető sok 
gyakorlati feladat esetén, annak ellenére, hogy a (lehető legkisebb) Lipschitz-kon-
stans értéke ál talában nem ismert. (It t jegyezzük meg azt is, hogy bizonyos ese-
tekben — amelyekre külön rámuta tunk m a j d — az / függvény folytonossága is 
elegendő lesz algoritmusok megfelelő konvergencia-tulajdonságának fennállásához.) 
Az (1.1) feladat megoldására egy általános adaptív partíciós algoritmus sémát 
(PAS) vezetünk be (PINTÉR, 1987); ennek érdekében először két további fogalmat 
definiálunk. 
2.3. Definíció. Legyen M С Rn testszerű és jelöljön I egy véges indexhalmazt. 
Az {Mi : : ' € / } halmazok összessége M egy testszerű felbontását ad ja , ha Mi, i £ I 
testszerű halmazok, emellett M = (J Mi és М,ПМ ;- = é (M,)NÉ(MJ) , i,j £ I, i ф j\ 
i 
itt 6{Mi) az Mi halmaz (M-re vonatkoztatot t ) relatív ha tá rá t jelöli. 
2-4- Definíció. Legyen adot t M egy testszerű felbontása. A P{Mi, f(Mi)} 
partíció operátor egy olyan funkcionál, amelynek értékét az М,- halmazból vett 
mintapontok (sample points) és az ezekben felvett függvényértékek határozzák meg. 
Másszóval, ha j = 1 , . . . , J ; a mintapontok és z = f(xj^), akkor 
P{Mi,f(Mi)} := P{xj>\zjj), j = 1 Ji) i £ l 
2.2. Megjegyzés. A konkrét algoritmikus megvalósítás során mind M szekven-
ciális {elbontásának módja , mind pedig a mintapontok megválasztása egyértelműen 
adot t . Pl. ha M egy n-dimenziós intervallum, akkor eléggé természetes egy interval-
lumokra való felbontást megadni: i t t a mintapontok pl. a keletkező részintervallu-
mok kiválasztott csúcsai lehetnek (lásd pl. a PINTÉR (1986a,b) dolgozatokban leírt 
partíciós algoritmusokat). így — rögzített algoritmustípus esetén — a P{M,-, 
f(Mi)} „rövid" jelölés nem vezet félreértéshez. 
Pa r t í c iós a lgor i tmus séma 
0. (Kezdőértékek beállítása) Legyen az iterációs index értéke к := 0; Io = {0} 
és {Mo} = {D} definiálják a kezdeti (triviális) partíciót. 
k. fő iterációs ciklus (к = 0 , 1 , 2 , 3 , . . . ) 
i . l . (Mintavétel) Minden i £ I* esetén válasszunk ki egy véges € Mi 
mimntapont-halmazt és határozzuk meg az e pontokban felvett z^ j = 1 , . . . ,7,-
függ vényértékeket . 
Jb.2. (Aggregáció) Az { x , - ^ , j = 1 , . . . ,7 ,} információ a lapján határozzuk 
meg a partíció operátor Р { М , - , / ( М , ) } értékét, minden i £ It esetén. 
k.3. (Kiválasztás) Válasszunk ki egy tetszőleges t indexet, amelyre fennáll a 
(2.2) P{Mtlf(Mt)) = max P { M „ / ( M , ) } 
<67* 
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reláció: ekkor az Mt halmaz további felbontása következik. 
k.4. (Finomítás) Az Mt halmazt (nem-triviális) véges, testszerű felbontásával 
helyettesít jük: 
(2.3) Mt = (J ми, MttcMt eeLk 
ieLk 
így a finomított felbontást az 
{Mi : i € Ik+i} Ik+1 =Ik\ (0 и { t f . e e Lk} 
halmazok rendszere definiálja. Térjünk vissza a következő fő iterációs ciklus elejére 
(* := к + 1). 
2.3. Megjegyzés. A bevezetett PAS algoritmus-séma lényegileg leírja (speciális 
e s e t k é n t t a r t a l m a z z a ) p l . D A N I L I N - P I Y A V S K I I ( 1 9 6 7 ) , S H U B E R T ( 1 9 7 2 ) , F U J I I — 
I C H I D A — O Z A S A ( 1 9 8 6 ) , G A L P E R I N ( 1 9 8 8 ) , H A N S E N ( 1 9 7 9 , 1 9 8 0 ) , K U S H N E R ( 1 9 6 4 ) , 
A R C H E T T I - B E T R Ó ( 1 9 7 9 ) , M E E W E L L A - M A Y N E ( 1 9 8 8 ) , M L A D I N E O ( 1 9 8 6 ) , M o c -
KUS—TIESIS—ZILINSKAS ( 1 9 7 8 ) , R A T S C H E K ( 1 9 8 5 ) , S H E N - Z H U ( 1 9 8 7 ) , S T R O N G I N 
(1978) , WOOD (1985) és ZILINSKAS (1981) g lobá l i s o p t i m a l i z á l á s i e l j á r á s a i t . A felso-
rolt algoritmusok részleteik tekintetében persze jelentős különbségeket mu ta tnak és 
konvergencia-tulajdonságaik sem egységesek. 
2.J). Megjegyzés. Amint azt a (2.2) kiválasztási szabály a lá támaszt ja , a partí-
ciós operátor P{M{, / ( Л / , ) } értéke informálisan az М,- részhalmaz „értékének opti-
mista becslését" fejezi ki. Például megemlítjük, hogy P{AF;, / ( M ; ) } megadható az 
M, halmazon felvett minimális függvényérték egy alsó becslése által (ilyen becslés 
pl. / Lipschitz-folytonossága a lapján vagy intervallum-aritmetikai módszerekkel szá-
mítható) ; egy másik — ettől lényegesen eltérő — megközelítésben P { M < , / ( M , ) } 
értékét annak valószínűsége fejezi ki, hogy az М,- halmazon az aktuális opt imum-
becslésnél jobb eredményt adó pontot találunk. (A globális optimalizálási módsze-
rek alapjául szolgáló célfüggvény-modellek és az ezeknek megfelelő kereső stratégi-
ák l e í r á sá t i l le tően pl . STRONGIN (1978) , ARCHETTI és BETRÓ (1980) , ZILINSKAS 
(1982), PINTÉR (1983), BOENDER (1984) munkáira, ill. a fentiekben felsorolt PAS 
típusú algoritmusokra utalunk.) I t t jegyezzük meg, hogy a PAS legtöbb ismert re-
alizációjában elegendő a felbontás finomításaként keletkező ú jabb részhalmazokon 
elvégezni a mintapontok kiválasztását (megtartva tehát a már létező М,- halmazokat 
„jellemző" P{Af, , f(Mi)} értékeket: e körülmény numerikus előnyei nyilvánvalóak 
(lásd a PAS k . l -k .3 . lépéseit). 
2.2. Konvergenc ia - tu la jdonságok és realizációs kérdések 
Feltéve, hogy a (2.1) feladatot egy PAS típusú eljárással kívánjuk megoldani, 
szükséges és elégséges globális konvergencia-feltételek adhatók meg, a partíciós algo-
ri tmus megkövetelt, ill. indukált tulajdonságainak függvényében. Az a lábbiakban 
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csak a fő eredmények összefoglalására szorí tkozunk, a további részleteket illetően az 
a lább idézett m u n k á k r a u ta lunk . 
i) A felsorolt PAS t ípusú módszerek két csoport ra oszthatók. Az első csoport 
a l g o r i t m u s a i ( p l . K U S H N E R ( 1 9 6 4 ) , A R C H E T T I - B E T R Ó ( 1 9 7 9 ) , M O C K U S - T I E S I S -
ZLLINSKAS (1978 ) és ZILINSKAS (1981 ) e g y v á l t o z ó s m ó d s z e r e i ) e lmé le t i l eg egy min-
denütt sűrű min tapont -soroza to t generálnak a D ha lmazon: i lymódon a min imum-
becslések sorozata a z* op t imumhoz ta r t , a megfelelő minimalizáló pontsorozat 
torlódási helyei pedig az (1.1) fe ladat globálisan opt imális megoldásai ( tehát az 
X* ha lmaz elemei). Megjegyezzük, hogy az emlí te t t t ípusú algori tmusok (már ) 
a célfüggvény folytonossága esetén is rendelkeznek a fenti é r te lmű elméleti kon-
vergenciával. (A további részleteket illetően lásd a PlNTÉR (1987) dolgozatban 
tá rgyal taka t . ) 
ii) A partíciós algoritmusok második csopor t ja (ide tartozik pl. DANILIN-
PIYAVSKII (1967) , SHUBERT (1972) , STRONGIN (1978) és BOENDER (1984) egyvá l to -
zós módszere, valamint az interval lum-ari tmetikai alapú el járások) — Lipschitz-foly-
tonos célfüggvény esetén — elméletileg olyan mintapont -soroza to t generál, amely-
nek torlódási pon t j a i azonosak az X* halmaz elemeivel; speciálisan, ha X* = {x*} , 
akkor a min tapon tok sorozata az (1.1) feladat globális opt imumhelyéhez konvergál. 
(A részleteket illetően lásd PINTÉR (1986a,b, 1988a), illetve HORST és TUY (1987) 
dolgozatai t . ) 
iii) Az eml í te t t (és más PAS t ípusú, in terval lum-tar tományon működő) egyvál-
tozós algori tmusok közvetlenül á l ta lánosí thatók többváltozós módszerré — a meg-
felelő konvergenciat ípus megtar tásáva l (PlNTÉR, 1986a,b). Ezek az ál talánosí tások 
korábban nem voltak ismertek, mivel az egyváltozós algori tmusokhoz vezető cél-
függvénymodellek és döntési szabályok kiterjesztése mind elméleti, mind pedig nu-
merikus szempontból kivihetetlennek tűn t . 
iv) Az így nyert többvál tozós módszerek (véges) léglatartományon közvetlenül 
a lkalmazhatók (PlNTÉR, 1986a,b). Egyszerű módosí tás teszi lehetővé az algori tmu-
sok konvex D ha lmazon, illetve csillaglartományon tör ténő alkalmazását PlNTÉR, 
1986c). Al ta lános (esetleg nemkonvex, nem összefüggő) Lipschitz-folytonos függvé-
nyek ál tal definiált megengedet t ha lmaz esetén a PAS megfelelő módosí tása szüksé-
ges (amely lehetővé teszi D nem megengedet t , illetve szubopt imál is részhalmazainak 
el iminációját , valamint a megmaradó partíciós részhalmazokon a célfüggvényérték-
becslések finomítását (PINTÉR, 1988a). 
v) A javasolt algoritmus-koncepció „gazdaságosan" valósí tható meg: ezt il-
lusztrá landó, az a lábbiakban egy intervallum-felbontási stratégiát i smer te tünk (te-
há t az (1.1) fe lada to t a D = [a, 6] = [ x j , x i ] t a r tományon kívánjuk megoldani) . Az 
a lábbi a lgori tmus a DANILIN-PIYAVSKII-SHUBERT (DPS) módszer ún. diagonális 
típusú kiterjesztésén alapszik (PINTÉR, 1986b). 
D iagoná l i s t í p u s ú k i t e r j e s z t e t t D P S a l g o r i t m u s 
0. (Kezdőértékek beál l í tása) Legyen к :— 1 az i terációs index; m := 1 a tovább 
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bontható részintervallumok aktuális száma; í := 2 pedig a mintapontok aktuális 
száma. A kiinduló keresési információt a D intervallumot meghatározó „bal alsó" 
és „jobb felső" Х ц x i csúcsok és a zx = / ( x j ) , z\ — / ( x i ) függvényértékek adják. 
1. (Intervallum kiválasztás) Válasszunk ki egy olyan részintervallumot, ame-
lyen az 
Ь||х,- - Xjill - » = 1,. •. , m 
űn. karakterisztika-függvény (STRONGIN, 1978) értéke maximális; legyen a szóban-
forgó részintervallum indexe t. (A képletben szereplő L = L ( f , D) az f célfüggvény 
Lipschitz-konstansának egy érvényes felső becslése kell, hogy legyen). 
2. (A globális kereső fázis megállási szabálya) Ha a kiválasztott rész intervallum 
„elég kicsiny" (pl. ||x< — x*|| < 6, ahol 6 > 0 az eljárás paramétere), akkor térjünk 
át az algoritmus 4. lépésére; az ellenkező esetben a 3. lépésre térünk át . 
3. (Ujabb mintapont kiválasztása és a felbontás finomítása) Válasszuk ki az 
[x<>xt] intervallum 
pont já t ( í := l+ 1). Az x" e w pont a t. részintervallum kettéosztását határozza meg: 
a „szétvágást" azzal a hipersíkkal adjuk meg, amelyik tartalmazza az x" e w pontot 
és merőleges az [x^.xt] intervallum (tetszőleges) leghosszabb élére. Ezt követően 
a t. részintervallumot felbontásával helyettesítjük (m := m + 1) és meghatározzuk 
a célfüggvény értékét az így nyert új (intervallum-csúcspont) mintapontokban is 
(t := £ + 2). Innen visszatérünk a következő iterációs ciklus 1. lépésére (к := к-(-1). 
4. (A megoldás lokális kereséssel történő finomítása) A talált optimumbecslés-
ből (a legkisebb célfüggvényértékhez tartozó argumentumból) kiindulva, azt alkal-
mas konvex programozási módszerrel pontosítjuk. 
Megjegyezzük, hogy a fenti algoritmus-váz 1. és 3. lépése a PAS к A — к. 3., 
illetve k.4. lépéseinek felel meg, míg a 2. és 4. lépések numerikus szempontból fon-
tos kiegészítésnek tekinthetők. (A DPS algoritmus-váz numerikus hatékonysága 
természetesen számos további kiegészítéssel növelhető, az elméleti konvergencia 
fenntartása mellett.) Kiemeljük, hogy a fenti eljárás csak a generált részinterval-
lumok főátlójának végpontjai által meghatározott információt használ fel. így a 
tárolási és számítási igény (csak) lineáris függvénye mind a feladat dimenziójának 
(n), mind pedig az algoritmus által végrehajtott fő iterációk számának (к). Megj-
egyezzük még, hogy részintervallum-specifikus Lipscliitz-konstans becslések is me-
gadhatók (pl. további mintapontok felvétele út ján): ez az opció viszonylag kis 
számítási ráfordítással jelentős hatékonyságnövekedéshez vezethet. 
Mielőtt néhány példát mutatnánk a globális optimalizálási modellek és mód-
szerek alkalmazására, megjegyezzük, hogy a vázolt DPS algoritmus-séma egy (kon-
jugált irányokon alapuló lokális kereső eljárással és számos numerikus finomítás-
sal) kiegészített változatát FORTRAN nyelven programoztuk. Az alább bemuta-
tot t numerikus eredményeket a Vízgazdálkodási Tudományos Kutató Központ IBM 
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P C / X T , AT és MICROVAX-1I kompatibi l is számítógépeinek felhasználásával kap-
tuk . 
3. A lka lmazás i l ehe tőségek 
Amin t azt a bevezetésben m á r megjegyeztük, a tudományos modellalkotás, 
műszaki rendszertervezés, döntéselőkészítés fontos problémat ípusa i vezetnek több-
e x t r é m u m ú optimalizálási fe ladatokhoz: i t t a globális megoldás előáll í tását egészen 
a legutóbbi évekig ki lá tás ta lan numerikus fe ladatnak tekinte t ték. Bár e fe ladatok 
lényegüket tekintve (inherens ér te lemben) bonyolul tak és megoldásuk számításigé-
nyes m a r a d , a globális optimalizáció területén elért ú j eredmények lehetővé teszik 
elméletileg korrekt és implementálható algori tmusok alkalmazását . Az e lmondot tak 
i l lusztrálása céljából bárom gyakorlat i szempontból jelentős fe lada t t ípus t elemzünk 
az a lább iakban; az i t t nem ismer te te t t további részletek tekinte tében a PINTÉR 
( 1 9 8 6 b , 1988b) , PINTÉR, SZABÓ és SOMLYÓDY (1986) , PINTÉR és PESTI (1988) 
dolgozatokra u t a lunk . 
3.1. N e m l i n e á r i s e g y e n l e t r e n d s z e r e k m e g o l d á s a . 
Ez a problémakör a numerikus analízis egyik alapvető klasszikus fe lada tának 
tekinthető . Tekintsük az 
( 3 . 1 ) / j ( x ) = 0, j — 1 , . . . , m, x £ D С Rn. 
egyenletrendszert , amelynek á l ta lános ér telemben vett legjobb (közelítő) megoldását 
keressük. Megjegyezzük, hogy nem élünk sem a szokásos m = n feltétellel, sem pe-
dig a megoldás létezésére, illetve egyér te lmű vol tára vonatkozó feltevéssel: így pl. 
megoldással nem rendelkező, illetve több (véges számú) megoldással is bíró egyen-
letrendszerek vizsgálatát sem zár juk ki. 
A (3.1) fe ladat elemzésére irányuló, igen széleskörű irodalomból pl. ALLGOWER 
és G E O R G ( 1 9 8 3 ) , D E N N I S é s S C H N A B E L ( 1 9 8 3 ) , F O R S T E R , s z e r k . ( 1 9 8 0 ) , G A R C I A 
és Z A N G W I L L ( 1 9 8 1 ) , O R T E G A é s R H E I N B O L D T ( 1 9 7 0 ) v a g y R O B I N S O N s z e r k . ( 1 9 8 0 ) 
munkái t eml í t jük . Az e m u n k á k b a n tárgyal t eredmények a l ap ján világos, hogy a 
„klasszikus" módszerek ( s tandard egyváltozós algori tmusok, fixpont-eljárások, ho-
motópia-módszerek, Newton-típusú algori tmusok és más konvex programozási tech-
nikák) a (3.1) fe ladat megoldását általános ér telemben nem biztosí t ják. E ne-
gatív tény elsődleges oka a felsorolt megközelítési módok lokális szemlélete és al-
kalmazásuk lokális feltételei, amelyek teljesülése nem garan tá l t . Pl. „megfelelő" 
kezdőpont h í ján (csupán) lokálisan legjobb közelítő megoldást kapha tunk , t ehá t 
a „megoldás" reziduális hibáinak összege pozitív. Emellet t (3.1) szingulari tása, 
rosszul kondicionált volta, anal i t ikus (simasági s tb . ) tu la jdonságok hiánya még 
elméletileg konvergens módszerek esetén is komoly numerikus nehézségekhez vezet-
het . Természetesen a (3.1) á l ta lános fe lada t t ípus nehezen kezelhető m a r a d : ennek 
ellenére a globális opt imalizáció szemlélete alapvetően redukál ja , illetve megszünte t i 
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a felsorolt bonyodalmak jelentős részét. (Itt jegyezzük meg, hogy (3.1) típusú (egy-, 
kétváltozós) feladatok globális optimalizáció keretében történő megoldásával pl. 
S T R O N G I N ( 1 9 7 8 ) , V Y S O T S K A Y A és S T R O N G I N ( 1 9 8 3 ) , H O R S T é s T H O A I ( 1 9 8 8 ) 
foglalkozott.) 
A 2. szakaszban összefoglalt elméleti eredmények figyelembevételével feltesz-
szük, hogy 
i) A D halmaz kompakt testszerü; 
ii) a (3.1) rendszert alkotó függvények Lipschilz-folytonosak a D halmazon; 
iii) a (3.1) rendszer (legjobb közelítő) megoldásainak X* halmaza véges. 
(A ii) feltétel kapcsán felidézzük, hogy az teljesül pl. folytonosan differenciál-
ha tó függvények egyenletrendszerére.) 
Az alábbiakban a (3.1) feladatot egy ekvivalens globális optimalizálási problé-
mává írjuk át . Ennek érdekében vezessük be a következő jelölést: 
(3.2) F T ( x ) = ( / 1 ( x ) , . . . , / m ( x ) ) F : R n - + R m , 
amelynek felhasználásával (3.1) az 
(3.3) F ( x ) = 0 (0 GRm), xG D 
alakban írható fel. Természetes követelmény, hogy a (3.1) transzformációjával nyert 
probléma megoldáshalmaza azonos legyen az A* halmazzal: az ilyen átalakításokat 
megfelelőnek nevezzük. 
Egyszerű módszerrel kaphatunk norma által indukált megfelelő transzformáci-
ókat: legyen ui. N az Rm tér egy tetszőleges normája és definiáljuk az 
(3.4) / ( x ) = A ( F ( x ) ) = | | F ( x ) | U , x £ D 
függvényt, ma jd a 
(3.5) min / ( x ) , x G D 
optimalizálási feladatot . (Megjegyezzük, hogy lia a (3.1) feladatnak létezik megoldá-
sa, akkor valamennyi — norma által indukált — (3.4)—(3.5) típusú transzformáció 
elméleti szempontból ekvivalens; ha viszont (3.1)-nek nincs megoldása, akkor az 
általánosított megoldás természetes módon definiálható, mint a (3.5) feladat nor-
mafüggő legjobb közelítő megoldása.) Elemi úton belátható, hogy az / függvény 
Lipschitz-folytonos: ennek következtében a PAS algoritmus-séma tetszőleges reali-
zációja alkalmazható a (3.1) feladat megoldására. 
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I l l u sz t r a t í v e r e d m é n y e k 
A javasol t megközelítési mód tesztelése érdekében két pszeudo-véletlen fe ladat-
osztályt vizsgáltunk részletesebben. A véletlenszerűen generált feladatosztályokon 
végzett vizsgálatokat (egyedi tesz tproblémák megoldásával szemben) azért t a r t j u k 
előnyösnek, mer t i) — az ado t t f i iggvényosztályra nézve — a szóbanforgó módszer 
s tat iszt ikai lag megalapozot t kiértékelését teszik lehetővé, enyhe valószínűségi fel-
tevések mellet t , emellet ii) a tesz tproblémák egyszerűen generálhatók és repro-
duká lha tók , megkönnyí tve különböző algori tmusok objekt ív összevetését. Az aláb-
b iakban i l lusztratív eredményeket közlünk; a további részletek a PINTÉR (1988b) 
dolgozatban ta lá lha tók meg. 
Trigonometrikus egyenletrendszerek. 
Először a következő t ípusú egyenletrendszereket vizsgáltuk: 
n 
/ , ( x ) = Y { A j sin2[ß,•,,•(*, - *•) ] + Ci) cos2[D{j(xj - x') + тг/2]} 
(з .б) Í = 1 
+ ( х , - х * ) 2 = 0, »'= l , . . . , n 
x e D - {x = (®1 , . . . , xn) : -7Г < X,- < ж) 
amelyek x*, AtJ-, B l ; , C , j , D , j , i,j = 1 , . . . ,n paramétere i ado t t szekvenciális 
generálási szabályt követnek. (A generálási szabály biztosí t ja , hogy az egyetlen x* 
globális op t imumhely mellet t még véletlen számú általánosított lokális megoldás is 
létezzék, minden tesztfe ladat esetén.) 
A ki ter jesz te t t D P S algor i tmus alkalmazásával néhány száz e g y - h á r o m változós 
(3.6) t ípusú p rob lémát o ldot tunk meg, az algori tmus különböző paraméterezései 
mellet t . (A parametr izációk az a lkalmazot t megállási szabályt és a Lipschitz-kons-
tans numer ikus becslésének m ó d j á t ha tá roz ták meg.) A számítások során az 
(3.7) 
<=i 
célfüggvényalakot használ tuk . 
I l lusztrációképpen egy f u t t a t á s eredményeit az a lább iakban foglaljuk össze: i t t 
n = 2 (a változók száma) ; a — 1 (globális megállási kr i tér ium: lokális keresésre 
té rünk á t , ha a (3.7) célfüggvény legjobb talál t értéke a alá csökken; 6 = 0.6 (globális 
megállási kr i tér ium: lokális keresésre térünk át , lia a DPS séma 2. lépésében kivá-
lasztot t részintervallum l\ — n o r m á j a 6 alá csökken); L = 20\/2 (a Lipschitz-kons-
tansra nézve a lkalmazot t globális felső becslés); maxfct =200,300,500,2000 ( m a x f c t a 
globális kereső fázisban végezhető célfüggvénykiértékelések maximális száma, 
amelynek bevezetésével az algori tmus megbízhatóságát és hatékonyságát k íván tuk 
elemezni). Ötven véletlenszerűen generált t e sz t fu t t a t á s eredményét az 1. táblázat-
ban összegezzük: i t t E(nglob), D(nglob), E(nloc), D(nloc) rendre a globális, illetve 
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a lokális fázisban végzett kereső lépések számának várható értékét, illetve szórását 
jelöli. (Megjegyezzük, hogy az egyenletrendszerek megoldását az algoritmus az x* 
a rgumentum szerint hét tizedes jegy pontossággal szolgáltatta.) 
1. T á b l á z a t 
T r igomomet r i kus egyenlet rendszerek (n = 2): 
a tesz te redmények összegzése 
maxfct sikeres megoldások E(nglob) D(nglob) E(nloc) D(nloc) 
s z á m a (kerek í te t t é r tékek) 
200 32 189 35 17 7,1 
300 36 263 71 17 7,2 
500 44 335 177 15 6,5 
2000 50 710 486 11 2,8 
Amint azt a fenti táblázat tükrözi, a maxfct paraméter növelése az algoritmust 
„tökéletesen megbízhatóvá" teszi, de természetesen a számítási igény várható értéke 
és szórása is növekszik (a lokális jellemzők változása kismértékű). Figyelemreméltó, 
hogy a feladatok mintegy kétharmadát az algoritmus 200-nál kevesebb lépésben 
oldja meg. 
Shekel-iipusú egyenletrendszerek 
A második itt vizsgált feladattípus a globális optimalizáció irodalmából (DlXON 
és S Z E G Ő , szerk. 1 9 7 8 ) ismeretes: keresendő az 
( 3 . 8 ) = J U I F ^ Ï + R * - 9 - < = ' " 
x G D = {x= (* ! , . . . , I „ ) : 0 < x,- < 10} 
egyenletrendszer megoldása. A korábbiakhoz hasonlóan, a (3.8) függvények ( tehát 
az x j , к,, ej, dj, í = 1 , . . . ,n, j — 1 , . . . , 3n értékek) generálása szekvenciálisan 
történik: a generálási szabályok itt is biztosítják az x* globális optimumhely unici-
tását ; emellett a (3.8) egyenletek mindegyikének három lokálisan legjobb közelítő 
megoldása van. így az C2-norma felhasználásával nyert 
min / ( x ) x G D 
( 3 . 9 ) 
j w -
1 = 1 
/ ( x ) = £ / f ( x ) 
optimalizálási feladatnak 3n számú általánosított lokális megoldása van. 
A korábban leírt tesztfuttatásokhoz hasonlóan, az a és 6 paraméterek által 
jellemzett megállási szabályokat alkalmaztuk; ezúttal azonban lokális (részinterval-
lum-specifikus) Lipschitz-konstans becslést alkalmaztunk, a generált részintervallu-
mokon kiválasztott (további) mintapontok felhasználásával. (Megjegyezzük, hogy 
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ez a megközelítés elméleti szempontból korrekt és várhatóan számottevő numerikus 
előnyökhöz vezet, az „univerzális" — általában véve eléggé durva — Lipschiiz-
konstans becsléshez képest.) 
Ötszáz tesztfeladat megoldását végeztük el (100-100 feladatot generálva n = 
1 , . . . , 5 esetén); a numerikus kísérletek számítási igényét csökkentendő, csak a 
globális kereső fázist ha j to t tuk végre. így a feladatot sikeresen megoldottnak tekin-
tettük (a globális keresés szintjén), ha 
i) a szóbanforgó egyenletrendszer összegzett négyzetes hibája kevesebb volt, mint 
a = 0,25n; vagy 
ii) a 6 — 0,01n befejezési feltétel bekövetkezése esetén a globális optimumhely és 
annak számított közelítése között az éi-normában mért távolság 0,25n alatt ma-
radt. 
A részletes számítógépi eredmények tanúsága szerint a legtöbb esetben a fenti 
megállási szabályok olyan közelítő megoldásokhoz vezettek, amelyek komponensen-
kénti hibája 0,01-0,05 körüli érték volt; még a kevésszámú „rossz" megoldás is leg-
feljebb 0,3-0,4 komponensenkénti hibával rendelkezett. Ilyen pontosság eléréséhez 
egyszerű rács-kereséssel (grid search) legalább 200" függvénykiértékelésre volna 
szükség.) A teszteredményeket a 2. táblázatban foglaljuk össze. 
2. t áb l áza t 
Shekel- t ípusú egyenle t rendszerek: 
a t e sz te redmények összegzése 
vá l tozók 
s z á m a 
sikeres megoldások 
s z á m a (100 közül) 
E(nglob) D(nglob) 
(kerekí te t t é r tékek) 
1 100 11 13 
2 98 137 203 
3 100 522 407 
4 100 2138 820 
5 99 10471 6499 
Amint azt már megjegyeztük, még (három esetben 500 között) „sikertelen" 
megoldások is közel voltak a megfelelő x* értékhez. A részletes futáseredmények 
azt mutat ták , hogy néhány feladat igen nehéz volt (pl. az egyik 5-változós probléma 
megoldása mintegy 22000 lépést igényelt, bár a legtöbb hasonló feladat esetén kb. 
1500 lépés elegendőnek bizonyult, sőt jónéhány feladat megoldása 200 alatti lépés-
számmal elérhető volt.) Végül megjegyezzük, hogy az egy- és kétváltozós feladatok 
megoldása pár másodpercet vett igénybe, a három- és négyváltozós problémáké 
átlagosan kb. 0,4, illetve 2,5 percig tar tot t (IBM P C / A T kompatibilis gépen, arit-
metikai koprocesszor nélkül); az ötváltozós problémák átlagos megoldási-ideje pedig 
kb. 25 másodperc volt (egy MICROVAX-II kompatibilis számítógépen). 
3.2. Modellkal ibráció (Nemlineár is approximáció) . 
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Fizikai, kémiai, biológiai, ökológiai stb. rendszerek, folyamatok és jelenségek 
modellezésének egyik kulcsfontosságú kérdése a (már identifikáltnak feltételezett) 
rendszerleírás numerikus kalibrációja, vagyis a modell olyan paraméterezése, ame-
lyik a megfigyelési adatokkal, mérésekkel a leginkább összhangban van. Tekintsük 
pl. a (skalár) idősormegfigyelésen alapuló nemlineáris paraméterbecslési feladatot: 
i t t az összegzett hibafüggvény 
(3.10) / ( x ) = [ y ( ( x ) - 2 / ( ] 2 , X€D 
t —t min 
(vagy más alkalmas, norma által indukált eltérési mérőszám) lehet a célfüggvény: yt 
a megfigyelési értékeket, y<(x) pedig a modell output értékeket jelöli a í = <min, • • • , 
'max időpontokban. A modell output természetesen egy x paramétervektor függvé-
nye, amely tehát a D tar tományból választandó ki optimális módon. 
A kalibrációs feladat (és általánosabban: a nemlineáris approximációs prob-
léma) t ipikusan többextrémumú voltát az alábbiakban illusztráljuk. Tegyük fel, 
hogy az y modellkimenet az x vektor kétszer folytonosan differenciálható függvénye. 
Ekkor 
t max 
V / ( x ) = 2 [ y < ( x ) - y , ] V y , ( x ) 
t — t
 mjn 
V 2 / ( x ) = 2 ' g [yt(x) — y(] V 2 y ( (x ) + 2 ' g V y ( ( x ) V y f ( x ) 
t—t
 min t—t min 
I t t a V 2 / ( x ) kifejezésben szereplő második összeg pozitív szemidefinit diagonális 
mátrixokból áll; az első összeg viszont tipikusan indefinit mátrixok összege (az x 
paraméter változásainak függvényében). így a V 2 / ( x ) Hesse-málrix gyakran in-
definit az / függvény tehát lokálisan konvex, illetve konkáv lehet: másszóval, a 
(3.10) feladatnak több lokális extréinuma lehet. (Lásd ezzel kapcsolatban még pl. 
CSENDES (1988) dolgozatának 2. szakaszát, amely a (3.10) feladat tal ekvivalens 
probléma s t ruk túrá já t hasonló szempontból elemzi). Végül jegyezzük meg, hogy 
a nemlineáris egyenletrendszerek megoldása természetesen az alábbiakban tárgyal t 
feladat t ípus speciális esete. 
A globális optimalizációval történő modell-illesztésre példaként egy víz-üledék 
kölcsönhatást leíró modell kalibrációját említjük meg. A szélkeltette felkeveredés 
jelensége sekély tavak vízminőségének (mesterséges eutrofizációjának) alakulásában 
jelentős szerepet já t szhat (lásd pl. SOMLYÓDY és VAN STRATEN, szerk. (1986) vagy 
PINTÉR, SZABÓ és SOMLYÓDY (1986) m u n k á i t ) . E z é r t a l e b e g ő a n y a g - k o n c e n t r á c i ó 
(C) dinamikájának meghatározása elsőrendűen fontos. Ha egy jól-kalibrált leíró 
modellel rendelkezünk, akkor „olcsó" szélsebesség ( W ) mérések a lapján becsülhető 
С változása. 
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Tegyük fel, hogy С d inamiká já t közelítőleg az alábbi közönséges differenciál-
egyenlet í r j a le: 
(3.11) 
A (3.11) egyenletben W a szélsebesség abszolút értéke (10 méterrel a víztükör fe-
let t ) , С pedig a lebegőanyag-koncentráció ( té r fogat ra át lagolt) értéke; végül bx, 62 
és n megha tá rozandó model lparaméterek . (Megjegyezzük, hogy az egyenlet jobb-
oldalának első t a g j a a kiülepedési fluxust közelíti, a második tag pedig a szélkeltette 
felkeveredést reprezentál ja . ) 
A (3.11) differenciálegyenlet anal i t ikus megoldását úgy közelí t jük, hogy ál landó 
Wi szélsebességet tételezünk fel az egyenlőközű f m j n < t < tmax időpontokban , 
így a 
Cx = Ct(bbfc2,n) = С < _ д ( е х р ( - 6 1 Д < ) + -exp(-bxAt)] 
b i 
(At : az egymást követő szélmérések között i időperiódus) 
approximáció paramétere i t kell megválasztani , egy (3.10) t ípusú célfüggvénynek 
megfelelően. Ez azt jelenti , hogy — tetszőleges model lparaméterezést rögzítve — 
egy differenciálegyenlet numerikus megoldását kell végrehaj tan i a célfüggvény kiér-
tékeléséhez. (Ez a szituáció t ipikusnak tekinthető számos kalibrációs fe ladat esetén, 
amikor tui . a vizsgált döntési variánsok számításigényes, a lgori tmikus meghatáro-
zása szükséges.) 
A vázlatosan ismer te te t t fenti alkalmazás esetén a javasolt globális op t ima-
lizálási módszer a kalibráció minőségét (a (3.10) célfüggvény értékét) mintegy 20 
százalékkal j av í to t t a , a gyakran használ t Levenberg-Marquardt paraméter optimali-
zációs algoritmus ismételt alkalmazásával nyert legjobb paraméterezéshez viszonyít-
va. 
3.3. A d a t o s z t á l y o z á s (c lus te r -ana l íz i s ) . 
Egy véges e lemszámú halmaz elemeinek megado t t kr i tér ium szerinti csopor-
tosí tása az operác iókuta tás és a matemat ika i s tat iszt ika számos fe lada tának lényeges 
része. Példaként kiszolgálóhelyek telepítése (facility location, RAO (1971) vagy 
MULVEY és COWDER (1979) ) , a d a t o s z t á l y o z á s (HARTIGAN (1975) , GORDON (1981) ) 
vagy bizonyos optimalizálási algori tmusok (TÖRN (1978), RlNNOOY KAN és TLM-
MER (1987a,b)) emlí thetők. 
^ = -bxC + b2W" 
Alkalmazott Matematikai Lapok 15 (1990-91) 
ADAPTIV PARTÍCIÓS MÓDSZEREK 343 
A fe l ada t m e g f o g a l m a z á s a 
A HANSEN és JAUMARD (1987) dolgozat jelöléseit követve, legyen 
О = {Ok, к — 1 , . . . , N } az osztályozandó elemek ha lmaza 
DM = {dki, k,£= 1 , . . . ,N} dki = d(Ok,Oi) az elempárok különbsé-
gének mérőszáma 
PM = { C i , . . . , CM) az О halmaz egy M clusterre tör ténő fel-
bontása (ahol tehát Cj ф 0, С,- П С,- = 0, 
U Ci = О) 
i 
П м a lehetséges Р м partíciók ha lmaza 
A bevezetet t jelölésekkel az „optimális halmazfelbontási probléma" ( O H P ) a 
következőképpen fogalmazható meg: 
Keresendő az а Р м G Пдг partíció, amelyik az О halmaz „leginkább homogén" 
(vagy „leginkább diszkriminatív") osztályozását biztosí t ja . 
A fenti verbális feladat-megfogalmazás kapcsán megjegyezzük, hogy pl. orvosi, 
biológiai, környezeti adatok osztályozása azok „hasonlóságát" kell, hogy tükrözze. 
Kiszolgálóhelyek telepítése esetén azok a „fogyasztók" kerülnek azonos osztályba, 
amelyeket ugyanaz a kiszolgálóegység lát el. E modell-t ípusok esetén tehá t a d 
különbözőségi mérőszámot pl. egy, az О ha lmazt t a r t a lmazó térben definiált alkal-
mas távolságfogalom a d h a t j a meg. (Megjegyezzük, hogy bár a dkk = 0, dki > 0 
és dki = dik relácók teljesülését ál talában előírják, a „háromszög-egyenlőtlenség" 
megkövetelése nem minden esetben indokolt.) 
Természetesen az (OHP) kvanti tat ív megfogalmazása sokféle, nem-ekvivalens 
módon tör ténhet . Ezt i l lusztrálandó, definiáljuk az alábbi fogalmakat: 
d(Cj) = max dki a C j cluster átmérője 
r ( C , - , C j ) = min dki а C, és С,- közti diszkrimináció 
okíCi, o^eCj 
s ( C j ) = min dki a C j cluster felbontása (split) 
Bevezetésükkel (OHP) pl. a következő módokon fogalmazható meg optimalizálási 
fe ladatként : 
min | | M C 1 ) , . . . , d ( C A Í ) } | | P 
(3.12) Р м б П м " { r ( C í ' C j ) ] ' 1 - Í J - M ) l l p 
max H { » ( C i ) , . . . , S ( C M ) } | | p , 
ahol У ||p egy alkalmas f p - n o r m a és a { } zárójel a megfelelő homogeni tás i / inho-
mogenitási mérőszámok vektorát foglalja össze. (Konkrét példák tekin te tében a 
cluster-analízis m á r idézett i roda lmára utalunk.) 
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A numerikus megoldás kérdéseire áttérve, először is felidézzük azt a tényt, hogy 
az egzakt halmazfelbontási módszerek kombinatorikus jellegük következtében már 
igen kis méretű feladatok esetén is rendkívül számításigényesek. Pl. a kiszolgá-
lórendszer tervezésének feladata nem-polinomiális (NP) bonyolultságú. BRUCKER 
(1978) és WELCH (1983) megmuta t ták , hogy (3.12) néhány speciális esete szintén 
NP-nehézségű M > 3 számú cluster esetén; továbbá, még az M = 2 esetben is a 
legjobb ismert algoritmusok műveletigénye 0(N3\ogN), illetve 0(N5), ahol N az 
osztályozni kívánt halmaz elemszáma (lásd HANSEN és JAUMARD, 1987). 
Az egzakt módszerekkel szemben „realizálható" közelítő osztályozások is ismer-
tek: ezek bizonyos heurisztikus elvekre is építenek és csupán egy „lokálisan legjobb" 
osztályozás numerikus approximációját biztosítják. 
Az elmondottak a lapján indokolt olyan algoritmikus osztályozási eljárások ke-
resése, amelyek nem csupán (elméletileg korrekt módon) a globálisan legjobb csopor-
tosítás kiválasztására irányulnak, hanem numerikus szempontból is elfogadhatóan 
realizálhatók. Az alábbiakban a PLNTÉR és PESTI (1988) dolgozatban javasolt mód-
szert ismertet jük. Az eljárás alkalmazása során feltesszük, hogy az osztályozandó 
objektumok valós vektorokkal adhatók meg: amint azt a felsorolt alkalmazási példák 
muta t j ák , ez az eset eléggé gyakran fordul elő. 
M a g p o n t o k á l ta l i nduká l t osztályozási e l já rás -séma 
Rendeljünk hozzá minden C j clusterhez egy sj magpontot (seed point); nem 
követeljük meg, hogy s j az О halmazhoz tartozzék, de legyen eleme az О halmazt 
tar ta lmazó S vektortérnek. A magpontok 
SPM = {«1 , • • • , « A Í } 
halmazának bevezetése lehetővé teszi szekvenciális osztályozási stratégiák általános 
definiálását. Pontosabban, tegyük fel, hogy tetszőleges, a magpontok által indukált 
M 
részleges {Cj} osztályozás (amelyre nézve fennáll SJ £ С ( J C j С О U SPM) 
j= I 
minősége egy g(C[,... , C'M) funkcionál értéke a lapján megadható. (Természetesen 
a g függvény értéke ál talában a d távolságfogalom valamely implicit függvénye, ezt 
azonban nem jelöljük külön.) Ekkor — tetszőlegesen választott SPM halmaz esetén 
— egy általános algoritmus-váz adható meg. 
M a g p o n t o k szer int i osztályozás 
0. (A kezdőértékek beállítása) Adott О halmaz, DM mátr ix és SPM halmaz 
esetén legyen k :=1 (iterációs index), O( f cb=0 (az osztályozott, O-hoz tartozó pon-
tok aktuális halmaza), сф := j = 1 , . . . , M (a kiinduló, magpontok által 
indukált clusterek). 
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1. (Szekvenciális osztályozás) A következő Ok elemet a j = j(k) indexű clu-
sterhez soroljuk, ha 
* ( c f > c f U { O t } c f f ) = 
( 3 1 3 )
 = e x t 9 ( c [ k \ . . . , c V u { O k } , . . . , c V ) 
A (3.13) képletben szereplő „ext" a g kr i tér iumfüggvény megfelelő e x t r é m u m á t 
jelöli. Másszóval: a következő Ok elemet ahhoz a clusterhez soroljuk, amelyre 
nézve a feladat-függő a lakú g függvény értéke a „ legjobb" . (Egyenlőség esetén a 
(3.13) relációt kielégítő minimális indexű Cj ha lmazt választ juk ki.) 
2. (Módosí tás) Legyen CK l + 1 ) = О'<*> U {O*}; C f + 1 ) = C j 4 ) U {O*}; = 
C-k\ г ф j. А к : = к + 1 ér tékadással az 1. lépésre térünk vissza, amig к < N] az 
ellenkező esetben az osztályozási el járás végetért . 
A leírt a lgori tmus-váz kapcsán megjegyezzük, hogy annak filozófiája hasonló a 
cluster-medoid (-médián) fogalmán alapuló módszerekéhez (lásd pl. KAUFMAN and 
ROUSSEEUW (1987) dolgozatát ) . A medoid-fogalmon a lapuló és a jelen megközelítés 
között i lényegi különbséget az jelenti , hogy it t nem követeljük meg, hogy a mag-
pontok ténylegesen létező (megfigyelt) ob j ek tumoka t í r janak le (így a magpon-
tok „ideális medoidokként" is in terpre tá lhatók) . Bár bizonyos problémák esetén 
ez a feltevés nem jogos, elfogadása mind koncepcionális, mind pedig numer ikus 
előnyökkel bír. Először is, nem evidens, hogy a rendelkezésre álló megfigyelési ada-
tok tökéletesen reprezentál ják az osztályozandó ada tha lmaz t (gondol junk pl. dia-
gnosztikai ada tok csoportos í tására) . Másodszor, ha a magpontok folytonos szer-
kezetű ha lmazon kereshetők, akkor a már eml í te t t kombinator ikus nehézségek nu-
mer ikus következményei elkerülhetők (helyet tesí thetők). Ezzel kapcsola tban megj -
egyezzük, hogy — tetszőleges magpont-konfiguráció esetén — legfeljebb O(MN) 
az a lgor i tmus műveletigénye. Ezért , ha SPM opt imál is megválasz tása ha tékonyan 
közelí thető, akkor — a konkrét fe ladat méretétől függő — numer ikus előnyök vár-
hatók a globális optimalizálási megközelítéstől. Megjegyezzük még, hogy a (3.13) 
feltétel csak a magpontok függvénye, akkor a javasol t a lgor i tmus-séma független 
az О ha lmaz elemeinek aktuál is sorrendjétől : ez a módszer bizonyos objektivitását 
tükrözi (szemben jónéhány ismert heurisztikus el járással) . 
A konkretizáció kedvéért az algoritmus-váz 1. lépésében tekintsük a következő 
(„legközelebbi m a g p o n t " ) osztályozási szabályt: az Ok elemet a Cj c lus terba sorol-
juk , ha fennáll 
(3.14) d(sj, Ok) = min d(s,-, Ok) (d a távolságfüggvény) 
Az SPM h a l m a z m e g h a t á r o z á s a g lobál is op t ima l i zác ió val 
Ismeretes, hogy a „medoid-típusú" klasszifikációs e l járásoknak is számos lokáli-
san legjobb megoldása létezhet, tehá t ezek á l ta lában t ö b b e x t r é m u m ú opt imalizálási 
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fe ladathoz vezetnek. Ennek megfelelően a „ s t andard" (konvex) optimalizálási eljá-
rások n e m alkalmasak a legjobb magpont-rendszer kiválasztására, indokolt t ehá t 
globális kereső módszert választani . 
Az egyszerűség kedvéért tegyük fel, hogy a magpon toka t egy m-dimenziós in-
terval lumon kell kiválasztani : ilyen t a r t o m á n y megadása nem nehéz, hiszen ha az 
Ok elemek Ok,i, « = 1 , . . . , m koordinátá i ismertek, akkor a magpontok s/,,- kompo-
nenseire nézve á l t a l ában előírhatók a 
(3.15) min Ok,i < síi < m a x Ok,i £=!,..., M » = l , . . . , m 
feltételek. A (3.15) relációk ál ta l megha tá rozo t t t a r t o m á n y t D-vel jelölve, az osz-
tályozási f e lada to t globális optimalizálási problémaként foga lmazha t juk meg: 
(3.16) min / ( x ) , x € D 
I t t x a teljes magpont-konf igurációt jelöli: 
(3.17) X = {«1,1, . . . , Sl,m,S2,l> • • • , S2,m> • • • > «Ai, 1, • • • . « М , т } 
(x t ehá t M • m-komponensü vektor), az / függvény pedig a magpont-konfiguráció 
J ó s á g á t " méri (lásd pl. a (3.12) formulák által kifejezett kr i té r iumokat) . 
A korábban összefoglalt elméleti eredményeknek megfelelően, a megoldás mód-
szereként pl. a D t a r t o m á n y adapt ívan generált részinterval lumokra tö r ténő fel-
bon tása a lkalmazható . 
N u m e r i k u s e r e d m é n y e k 
A javasol t megoldási módszer a lka lmazhatóságát i l lusztrálandó, egy tesztfela-
dat megoldásá t foglaljuk össze az a lábbiakban (a további részleteket illetően lásd a 
PINTÉR és PESTI (1988) dolgozat numerikus eredményeit) . A fe ladatot véges számú, 
pszeudo-véletlen o b j e k t u m (esetünkben: kétváltozós, az egység-intervallumba eső 
valós vektor) osztályozása jelenti (ezek pl. a „fogyasztók" ha lmazának elemeit jelöl-
hetik egy kiszolgálóhely-telepítési f e lada tban) . Az ob jek tumok megado t t kétvál to-
zós normális eloszlások valamelyikéhez tar tozó realizációk, megfelelő paraméterezés 
esetén t ehá t (sok valóságos fe lada t ta l el lentétben) az osztályozás minősége vizuáli-
san jól követhető . 
Az eml í te t t t esz t fe lada tban 200 o b j e k t u m öt csoport ra osztását kellett megvaló-
sí tani . I t t jegyezzük meg, hogy bár a clusterek számának megál lapí tása sem mindig 
triviális p rob léma, ezzel a kérdéssel a jelen keretek között nem foglalkoztunk (lásd 
pl. ROUSSEEUW (1984) e kérdéssel foglalkozó m u n k á j á t ) . A tesztfe ladat viszonyla-
gos egyszerűsége mellet t eléggé nagymére tű ahhoz, hogy egzakt (kombinator ikus) 
megoldásának előállí tása komoly numerikus nehézséget jelentsen. 
A leírt osztályozási fe lada to t tehát a c lus ter-magpontok legjobb konfiguráció-
j ának keresésére vezettük vissza: ez t ízváltozós globális optimalizálási problémához 
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vezetett. (Megjegyezzük, hogy ez a viszonylag alacsony dimenziószám is már nem-
triviális numerikus feladatot indukálhat .) Mivel a magpont-konfiguráció s t ruk túrá ja 
nyilván permutációinvariáns, ezért a globális optimalizálási feladatnak nagyszámú 
ekvivalens megoldása volna. Ezt elkerülendő, kétfázisú hierarchikus optimalizációt 
ha j to t tunk végre: az első fázisban egy (összességében) közelítő optimális megoldást 
generáltunk, amelyet azután az egyes magpontok helyzetének (a neki megfelelő clus-
terhez viszonyított) pontosabb kijelölésére irányuló második fázis követett . Ez az 
egyszerű fogás nem csak a vázolt permutációs probléma elkerülését segítette, hanem 
a kiinduló n = M • m-változós feladat nagypontosságú megoldását is (clusterenkénti 
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A z o s z t á l y o z a n d ó o b j e k t u m o k é s 
a z o p t i m a l i z á l t m a g p o n t o k 
1. ábra 
Az e lmondot takat illusztrálandó, tekintsük az 1. és 2. ábrát , amelyek az első, il-
letve a második optimalizációs fázis eredményét muta t j ák (a sötét négyzetek a mag-
pontok becslését, az apró pontok pedig a véletlenszerűen generált, osztályozandó 
objektumokat jelölik). Ez a 200-elemű, 5-clusteres feladat az első fázisban mint-
egy ezer iterációs lépés végrehajtását igényelte (a tízváltozós döntési térben); a 
második fázisban a közelítő megoldást az egyes kétdimenziós alterekben kb. 300-300 
lépésben finomítottuk. (Megjegyezzük, hogy a második fázisban a részmegoldásokat 
már a szóbanforgó magponthoz rendelt cluster a lapján redukált intervallumon keres-
het tük.) Idézzük még fel, hogy az említett kereső lépések a kiválasztott (3.14) krité-
riumfüggvény gradiensmentes kiértékelését jelentették az egyes magpont-rendszerek 
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esetén: így ez az értékelés viszonylag gyorsan végreh j tha tó volt. (A számítógépi 
időigény — koprocesszorral rendelkező IBM P C / A T kompatibi l is gép felhasználá-
sával — 6 perc 55 másodperc volt az első fázisban, beleértve az 1. áb ra és az ered-
ményfáj lok elkészítését; a teljes második fázis 50 másodpercet vett igénybe, ismét 
beleértve a 2. áb ra és az eredmények rögzítését.) 
Amin t azt a 2. áb ra m u t a t j a , az elért megoldás jól közelíti az osztályozandó hal-
mazok cen t rumai t (a megfelelő vá rha tó érték vektorokat) . Ennek kapcsán érdemes 
megjegyezni, hogy „jólkondicionált" osztályozási feladatok eredménye vá rha tóan 
nem túlságosan érzékeny a magpontok kisebb ingadozásaira: így azok globálisan 
legjobb helyzetének közelítése gyakorlati szempontból elfogadható. 
A b e m u t a t o t t numer ikus példa t anúsága szerint viszonylag nagyobb feladatok is 
megoldhatók (még személyi számítógépen is) a javasolt optimalizálási módszer t ípus 
alkalmazásával. Hangsúlyozzuk, hogy a PC-k haszná la ta elsősorban tárolókapaci tás 
szempont jából ( tehát nem a műveletigény következtében) jelent korlátozást —- a fel-
ada t dimenziójának függvényében. Az emlí te t t numerikus nehézségek pl. a fe ladat 
dekompozíciója, ismételt f u t t a t á sok és más heurisztikus eljárások segítségével bi-
zonyos mértékig feloldhatók. 
Végezetül megemlí t jük a globális optimalizálási megközelítés egy további elő-
nyét, amely annak flexibilitásából adódik. Amint azt már korábban eml í te t tük , 
számos nem-ekvivalens módon kifejezhető az „optimális osztályozás" kr i tér iuma: 
mindezek a model l formák egy-egy megfelelő kombinator ikus módszer a lkalmazását 
Alkalmazott Matematikai Lapok 15 (1990-91) 
il. F á z i s 
ADAPTIV PARTÍCIÓS MÓDSZEREK 3 4 9 
igényelnék. Ezzel ellentétben, az itt javasolt folytonos személetű megoldási stratégia 
lényegét tekintve nem változik, csak a célfüggvény problémafüggő megválasztására 
van szükség. Példaként tekintsük a kiszolgálórendszer telepítési feladatnak a „vásár-
lók" igényeivel súlyozott változatát (weighted facility location problem): ennek meg-
oldására a javasolt eljárás lényegileg változatlan formában alkalmazható, tetszőleges 
távolságfogalom bevezetése mellett. Hasonló elvek alapján, számos egyéb „konfigu-
ráció-tervezési feladat" (amely néhány objektum pozíciójának kijelölésétől tetszőle-
gesen bonyolult, de algoritmikusán leírható módon függ) fogalmazható és oldható 
meg globális optimalizálási feladatként (lásd pl. PíNTÉR és C O O K E ( 1 9 8 7 ) tanulmá-
nyát, amelyben „szakértői vélemények" összegzésére irányuló különböző modelleket 
ismertetünk; az itt szereplő modellek egyike „nem-kivánatos" (veszélyes, zajos stb.) 
anyagok, berendezések helyének kijelölésére is alkalmazható. 
A dolgozatunkban áttekintett elméleti eredmények arra utalnak, hogy bár a 
globális optimalizálási problémakör inherens nehézségei nem oldhatók fel, léteznek 
matematikailag korrekt megoldási módszerosztályok: itt ezek egyikét tárgyaltuk. 
Az illusztratív numerikus eredmények pedig azt mutat ják, hogy legalábbis az ala-
csony dimenziójú, de valóban többextrémumú feladatok megoldása sikeresen ha j t -
ható végre az említett szabatos algoritmusok felhasznásával. 
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K Ö Z L E K E D É S T U D O M Á N Y I I N T É Z E T 
1119 B U D A P E S T , T H Á N K Á R O L Y U. 3 — 5 . 
A D A P T I V E P A R T I T I O N S T R A T E G I E S 
F O R SOLVING M U L T I E X T R E M A L O P T I M I Z A T I O N P R O B L E M S 
J . P I N T É R 
Following a brief i n t r o d u c t i o n to t h e s u b j e c t of mu l t i ex t r ema l (global) op t imiza t ion , a genera l 
class of d i rec t (gradient - f ree) a d a p t i v e p a r t i t i o n a n d search t y p e solu t ion s t ra teg ies is considered. 
In a n ou t l ine of t he under ly ing m a i n theore t ica l resul t s , a p r o t o t y p e a lgor i thmic f r a m e w o r k is 
p resen ted . T h i s un i fy ing a p p r o a c h s u b s u m e s e.g. a n u m b e r of known one-dimensioneil global 
op t imiza t i on m e t h o d s ; moreover , it h a s n a t u r a l mul t iva r i a te ex tens ions a n d is imp lemen tab l e (in 
„ ta i lo red" rea l iza t ions) for hand l ing con t inuous o r Lipschi tz-cont inuous ob jec t ive func t i ons def ined 
on r e c t a n g u l a r , convex, s t a r - s h a p e d or Lipschi tz ian nonconvex feasible sets . As some prospec t ive 
app l i ca t ions of mu l t i ex t r ema l op t imiza t ion , t h r e e i m p o r t a n t p rob lem- types a re inves t iga ted: t h e 
genera l so lu t ion of non l inea r equa t ion sys tems , nonlineeir mode l ca l ib ra t ion a n d d a t a classification 
(c lus ter analys is ) : numer ica l resul ts a re also p resen ted . 
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N E M L I N E Á R I S E G Y E N L E T R E N D S Z E R E K M E G O L D Á S Á R A 
SZOLGÁLÓ A B S - M Ó D S Z E R E K N U M E R I K U S VIZSGÁLATA 
J E N E Y A N D R Á S 
Miskolc 
Аг ABS-módsze rek egy lehetséges diszkret izációját [7]-beri veze t tük b e . Je len d o l g o z a t b a n 
5 kü lönböző p a r a m é t e r vá lasz tássa l a d ó d ó konkré t d iszkrét a lgo r i tmus t v izsgá l tunk n u m e r i k u s a n . 
A v izsgá la tba b e v o n t u k a Brown- és a Bren t módsze r t , va lamin t 4 fo ly tonos ABS-a lgo r i tmus t is. 
M i n d a 11 módszer re l megkísé re l tük a [ l l ] - b e n közöl t 100 egyenle t rendszer m e g o l d á s á t , kü lönböző 
kezdet i é r tékek me l l e t t . Min tegy 3300 számítógépi f u t á s e redménye i t t ö b b s z e m p o n t szerint i cso-
p o r t o s í t á s b a n d i ag ramokon á b r á z o l t u k . Ezek a l a p j á n megá l l ap í tha tó , hogy a beveze t e t t d i szkré t 
módszerek á l t a l á b a n a j á n l h a t ó k a neml ineár i s egyenle t rendszerek mego ldásá ra . 
1. Bevezetés 
Az eredetileg lineáris egyenletrendszerekre javasolt ABS -módszereket ABAFFY, 
G A L Á N T A I é s S P E D I C A T O [5], v a l a m i n t A B A F F Y é s G A L Á N T A I [4] k i t e r j e s z t e t t é k a z 
(1) F(x) = 0; 1 E R " ; F : Ö C R " - R " 
(vagy skalárisan: / , ( x ) = 0; i E R " ; fi : D С R " — R ; i = 1 , 2 , . . . , n) 
alakú, n ismeretlenes nemlineáris egyenletrendszerek megoldására is. 
A paraméterek különböző választásával kapott algoritmusokat numerikusan 
t e s z t e l t e A B A F F Y , B R O Y D E N é s S P E D I C A T O [3], v a l a m i n t S P E D I C A T O é s B O D O N 
[10]. 
Említet t dolgozatokhoz csatlakozva, [7]-ben az ABS-módszerek egy hatékony 
diszkrét részosztályát adtuk meg. Ugyanott rámuta t tunk ezen algoritmusok, va-
lamint A SCHMIDT és HOYER által [8]-ban általánosított Brown-Brent-módszerek 
kapcsolatára. 
Ahhoz, hogy a módszerekről átfogó véleményt alkothassunk, a konvergencia-
viszonyok, valamint a hatékonysági muta tó elméleti tisztázása mellett numerikus 
kísérletek is szükségesek. A dolgozatban 5 ismert és 6 általunk bevezetett módszer 
numerikus vizsgálatát végeztük el. Valamennyi módszerrel, számítógéppel, 100 
egyenletrendszert oldottunk meg, egyenként 3 -3 kezdő vektor mellett. A mintegy 
3300 fu t t a t á s a lapján végzett összehasonlítások eredményeit diagramokban dolgoz-
tuk fel. 
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2. A numer ikusan vizsgált a lgor i tmusok 
A közölt algoritmusokban az e;- , ill. I a megfelelő méretű, mindenkori j-edik 
egységvektor, ill. egységmátrix. A vektorok skalár komponenseit zárójeles felső 
indexelés muta t ja . 
A bázis ABS-algoritmus [5] alapján a következő (az a^(yk) a Jacobi-mátrix 
/b-adik sorvektora): 
I. A l g o r i t m u s (bázis ABS) 
Az x* megoldáshoz elég közeli x0 G R n -bő l kiindulva határozzuk meg az 
R"-beli x i , i 2 , . . . sorozat elemeit az alábbiak szerint (i = 0 , 1 , . . . ) : 
1.lépés. Legyen ifc := 1 ; yi := ц ; H\ := / 
2.lépés. Válasszunk egy z* paraméter vektort és számítsuk a pt vektort: 
Pk ••= HTkzk 
A zjt paramétert úgy válasszuk, hogy p j a t (y j t ) ф 0 teljesüljön. 
о íz ' T fk(yk)Pk 




lépés. Válasszuk meg a Wk paramétert úgy, hogy wjНка
к
(ук) ф 0 teljesüljön, 
ma jd ezzel legyen 
H Hk - Н к а к ^ У к ^ Н к 
5.lépés. Ha ik < n, akkor legyen к := к + 1 és ismétlés a 2.lépéstől, egyébként 
legyen x,+i := yn+i ! « := i + 1 és ismétlés az 1.lépéstől. • 
(Megjegyezzük, hogy egész precíz írásmód esetén а к index mellett a főiteráció 
i indexét is fel kellene mindenütt tüntetni. Ezt a jobb áttekinthetőség érdekében 
hagytuk el i t t és a később tárgyalt algoritmusnál is.) 
A Zk és a Wk megválasztásától függően más és más konkrét módszer adódik. 
Ezek közül az alábbiakat vizsgáltuk: 
a) (ABSLU) Zk = Wk = ek- Implicit LU felbontás. Elméletileg ekvivalens a 
folytonos Brown-módszerrel. 
b ) (ABS1) Zk = Wk = ak(yk)- Huang-algorilmus. 
c) (ABS4) Zk = Wk = Hkak(yk)- Módosított Huang-algoritmus. Ez az algorit-
mus elméletileg egyenértékű az előzővel, mert a Hk projektor (HkHk = # t ) . 
d ) (ABSX) = w[ j ) = sgn 4 Л ( у
к
) ( j = 1 ,2 , . . . r í ) . Ez a választás a b) 
szerinti választás olyan célzatú módosítása, hogy a képletek nevezőjébe ne kerüljön 
nagyságrenddel kisebb érték, ha az ak(yk) komponensei abszolutértékben kicsik. 
Az I.algoritmus-család egy részosztályának (amelyekben a zjt és Wk paraméte-
rek első к — 1 komponense zérus) diszkrét változata [7] szerint: 
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I I . A l g o r i t m u s (diszkrét ABS) 
Az x* megoldáshoz elég közeli xo £ R" -bő l kiindulva határozzuk meg az R n -
beli x i , x 2 , . . . sorozat elemeit az alábbiak szerint (i = 0 , 1 , . . . ) : 
1.lépés. Legyen к := 1 ; yx := x,- ; H\ := /; h := hi ф 0 
2.lépés. Határozzuk meg az ât G R " vektort a következőképpen: 
a t : = -
0 
f k ( y k + h H j e k ) - f k ( y k ) 
fk(Vk + hHjek+l) - fk(yk) 
. f k ( y k + h H j e n ) - f k ( y k ) 
3.lépés. Válasszunk egy zk paraméter vektort, amelynek első к — 1 komponense 
zérus és amelyre zkäk ф 0 teljesül. Legyen pk := Hjzk 
4. lép és. Legyen yk+i := yk -
fk(yk)pk  
zjäk 
5.lépés. Válasszuk meg a wk paramétert úgy, hogy első к — 1 komponense zérus 
legyen és ф 0 teljesüljön, majd ezzel legyen 
iJ и äkwjHk 
Нк+1 ••= H k Tfz— 
w' ka k 
6.lépés. На к < n, akkor legyen к := к + 1 és ismétlés a 2.lépéstől, egyébként 
legyen x , + j := y n + 1 ; » := j + 1 és ismétlés az 1.lépéstől. • 
Ezt az algoritmust a következő paraméterek mellett vizsgáltuk: 
a) (DABSLU) zk = wk = ek. Implicit LU felbontás. Elméletileg ekvivalens a 
főelem kiválasztás nélküli Brown-módszerrel. 
b) (DABS4) wk = zk = äk. Módosított Huang-szerű algoritmus. Nem te-
kinthet jük a folytonos módosított Huang-eljárás direkt diszkretizációjának, mert 
az äjb-nak csak az utolsó n — к + 1 komponense approximálja a Hkak(yk) vektor 
megfelelő komponenseit. 
c) (DABSINV) 







Wk ak W 
, ha j = к 
, h a j = к + 1,. ..,n 
d) (DABSINV1) w^ = sgn 4 Л ( j = 1 , 2 , . . . , n); zk a (2) szerint. 
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e) (DABSX) w[j) = 4 Л = Sgn ä[j) ( j = 1 , 2 , . . . , n) 
Utóbbi kettőnél a Wk, ill. z* választása ugyanazon meggondolás a lapján történik, 
mint a folytonos eset d) választásánál. A c) és d)-vel az ekvivalens általánosított 
Brown-Brent-módszernél [7] involutórius mátr ix adódik. 
A vizsgált eljárásokat az I. táblázatban foglaltuk össze: 
I. táblázat 
Sorszám Algoritmus Paraméterek A használt elnevezés 
1. I. Zk = wjfc = ak(yk) ABS1 
2. I. Zk = wk = Нкак(ук) ABS4 
3. I. Zk = wk- ek ABSLU 
4. I. z ( p = w = sgn afjj\yk) ABSX 
5. II. Zk =Wk = äk DABS4 
6. II. Zk = wk = efc DABSLU 
7. II. Wk = äk', Zk a (2) szerint DABSINV 
8. II. w^ = sgnü^; Zk a (2) szerint DABSINV1 
9. II. z[j) = w<j) = sgn ä[j) DABSX 
10. Brent - B R E N T 
11. Brown - BROWN 
Az 1-4 . sorszámú algoritmusok (az „ABS"-sel kezdődő nevüek) folytonos, az 
5.-9. sorszámúak (a „D"-vel kezdődőek) diszkrét A BS-módszereit. Referencia-
eljárásként bevontuk a [8]-ban közölt diszkrét Brown- és Brent-módszert is. A 
diszkrét módszerekben а Л,- lépésközt az i-edik főiterációs lépésben egységesen a 
hi = m a x ( 1 0 - 2 O , | | x , - x 1 _ 1 | | ) 
szerint választot tuk (h0 — 0.01). 
3. A n u m e r i k u s vizsgálat körü lménye i 
Az I. táblázatban felsorolt módszerek tesztelésére 100 egyenletrendszert alkal-
maztunk: az Estonian Software and Computer Service Company által összeállított 
3-90-es verziószámú sorozatot [11]. A sorozat tar talmazza a 14 ARGONNE teszt-
egyenletrendszert, amelyeket elfogadottan használnak iterációs eljárások minősíté-
sére. Az egyenletrendszerek egy részében a Jacobi-mátrix szinguláris a megoldás 
helyén. 
A számítógépi programokat Turbo Pascal (5.0 verzió) nyelven írtuk. A prog-
ramokban 11-12 értékes decimális jegynek megfelelő lebegőpontos mantisszaábrá-
zolást alkalmaztunk. A fu t ta tásokat IBM P C 286 személyi számítógépen végeztük. 
Minden egyenletrendszernél, minden módszerrel, 3-3 kezdővektor mellett ke-
restünk megoldást: a [ l l ]-ben közölt s tandard kezdőértékekkel, azok 10-szeresével, 
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valamint 100-szorosával. Az összehasonlíthatóság érdekében valamennyi fu t ta tásná l 
ugyanazt a leállási feltételt írtuk elő, mégpedig: 
(3) II E(x) У < 10~10 , 
vagy i v = 120, ahol i„ az iterációszám, || F(x) || pedig az ún. maximumnorma. 
Ezt a feltételt előzetes kísérletezéssel ál lapítot tuk meg. Azt tapasztal tuk, hogy 
amennyiben 120 iterációs lépésen belül nem kapjuk meg a (3) szerinti korlátot, akkor 
egy-két eset kivételével az nem is érhető el. Ugyanakkor a 10" 1 0 olyan szigorú kons-
tansnak bizonyult, ami kellőképpen széthúzta mind a módszerek, mind az egyenlet-
rendszerek mezőnyét. 
4. A számí tógépi f u t t a t á s e redménye inek kiér tékelése 
A 3300 f u t t a t á s a lapján a módszereket 4 szempont szerint értékeltük: 
I. iterációszám, 
II. futásidő, 
III. a megoldott egyenletrendszerek száma, 
IV. hogyan alakulnak előbbiek különböző kezdővektorok mellett. 
Egy egyenletrendszert akkor tekintettünk megoldottnak, ha a (3) szerinti kor-
látot 120-nál kevesebb iterációs lépésben elértük. 
Az I. és II. szerinti értékeléshez 2-2 mérőszámot vezettünk be. Egyik az átlagos 
iterációszám, ill. futásidő, a másik pedig az iterációszám, ill. futásidő a lapján 
kialakított , ún. helyezési szám. 
Ez utóbbi meghatározásánál az egyes egyenletrendszereket „pontozóbíróknak" 
tekintet tük. Egy adot t egyenletrendszer azt a módszert helyezi előbbre, amelyiknél 
az iterációszám, ill. a futásidő kisebb. Azonos iterációszámú, ill. (századmásodperc 
pontosságig) azonos futásidejű módszerek azonos helyezési számot kaptak az il-
lető egyenletrendszertől. Egy-egy módszer végső helyezési számát az egyes egyenle-
trendszerektől kapot t helyezési számok összegeként határoztuk meg. 
A vizsgálatokat az egyenletrendszerek különböző részhalmazain végeztük. En-
nek megfelelően feldolgoztuk az eredményeket úgy, hogy 
- valamennyi egyenletrendszert bevontuk a feldolgozásba, 
- csak az A R G O N N E teszteket vontuk be, 
- csak a szinguláris Jacobi-málrixú egyenletrendszereket vontuk be, 
- csak a reguláris Jacobi-málrixú egyenletrendszereket vontuk be. 
A kiértékelés során kapott táblázatokat hely hiányában nem közöljük, csupán a 
belőlük készült összefoglaló diagramokat. A csak a reguláris Jacobi-mátrixú egyen-
letrendszerek feldolgozása során kapott diagramok közlésétől is el tekintettünk, mert 
belőlük ugyanolyan következtetések vonhatók le, mint az 1. diagramból. (Ez nem 
meglepő, mivel a 97 megoldható egyenletrendszer nagyrészének reguláris a Jacobi-
mátrixa a megoldás helyén.) 
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Az iterációszám és a futásidő szerinti összehasonlításnál egy-egy egyenletrend-
szercsaládból értelemszerűen csak azokat vettük figyelembe, amelyeket valamennyi 
módszer megoldott . A II. táblázatban foglaltuk össze, hogy egy-egy feladatosztály-
ból hány egyenletrendszert oldott meg valamennyi módszer a [ l l ]-ben megadot t 
kezdő értékek 1-szeresével, 10-szeresével és 100-szorosával (zárójelben fel tüntet tük 
a feladatosztályokban szereplő megoldható egyenletrendszerek számát is): 
II. táblázat 
kezdőérték 1-szeres 10-szeres 100-szoros 
minden egyenletrendszerből (97 db) 50 32 23 
ARGONNE tesztekből (14 db) 5 4 2 
szinguláris Jacobi-m. esetén (21 db) 11 9 8 
reguláris Jacobi-m. esetén (76 db) 39 23 15 
A módszerek iterációszám és futásidő szerinti összehasonlítására a s tandard 
kezdő adatokkal való fu t t a t á s a lapján készült 1.-3. diagramok szolgálnak. Az 
iterációszám és a futásidő szerinti mérőszámokat együtt ábrázoltuk, az ordináta 
tengelyeket egymással szembe fordítva. A vízszintes tengelyen a módszerek sorszá-
mai szerepelnek. 
Az iterációszám és a futásidő szerinti helyezési számoknak megfelelő pontokat 
folytonos vonallal, az átlagos értékeknek megfelelőeket pedig szaggatott vonallal 
kötöt tük össze. Előbbiek skálabeosztása a baloldali, utóbbiaké a jobboldali tenge-
lyen van. Az átlagos futásidőt secundum-okban adtuk meg. 
1 2 0 -
o-. Futási idéh.szám 
t 
• :Atl.futasido (s) 
* 








! 1 ! 1 : I 1 !— 
4 5 6 7 8 9 10 11 
Valamennyi egyenletrendszer 
1. diagram 
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1 2 3 4 5 6 7 8 9 10 11 
1 2 3 4 5 6 7 8 9 10 11 
ARGONNE l e s z t e k 
2. diagram 
1 2 3 4 5 6 7 8 9 10 11 
Szinguláris Jacobi -má t r i x 
3. diagram 
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I. A z i t erác ió számok a lakulása 
Az átlagos iterációszámok (1.-3. diagramok alsó szaggatott vonalai) igen kis 
különbséget muta tnak . A különbségeket a helyezési szám felerősíti (a diagramok 
alsó folytonos vonalai). A tendencia szinte mindenüt t ugyanaz, mint az átlagos 
iterációszám esetén. 
Valamennyi egyenletrendszert tekintve az ABS1, ABS4 és az ABSX mutatkozik 
a legjobbnak, ezeket követi az ABSLU, DABSX, BRENT, m a j d a többiek. 
Az A R G O N N E tesztek a lapján a helyezési számok sem muta tnak számottevő 
ingadozást, egyedül a DABS1NV1 mutatkozik kiugróan rosszabbnak a többinél. 
A szinguláris esetekben az átlagos iterációszám minden módszernél közel duplá-
ja , mint ami a valamennyi egyenletrendszer figyelembe vételével adódot t . (A regulá-
risoknál tapasztal takhoz képest pedig közel háromszorosa.) A folytonos módszerek 
ál talában is jobbaknak tűnnek a diszkréteknél. 
II. A fu tás idök a lakulása 
Az átlagos értékeket az 1.-3. diagramok felső szaggatott vonalai, a futásidő 
alapján megállapított helyezési számokat a felső folytonos vonalak ábrázolják. 
Abszolút számokban kis futásidőket kaptunk, de az egymáshoz viszonyított 
eltérések nagyobbak, mint az átlagos iterációszámok esetében. I t t is igaz az a 
megállapítás, hogy a helyezési számokat tekintve a tendenciák ugyanazok, mint 
az átlagos értékeknél, de a különbségek felerősödnek. 
Valamennyi diagram egyértelműen az ABSLU és a BROWN fölényét muta t j a , 
alig valamivel gyengébb a DA BS LU. 
A Huang-algoritmus (ABS1) érthetően gyorsabb, mint a módosítot t (ABS4), 
hiszen utóbbi egy újabb projekciót ha j t végre és ez - mint lá tható - á l talában nem 
eredményezett iterációszám csökkenést. 
A következő kategóriát az ABSX, DABS4 és a DABSX alkotja, a DABSINV1 
a szinguláris esetet nem nézve kirívóan lassú. 
A szinguláris esetben az átlagos iterációszám növekedéssel párhuzamosan nem 
nő az átlagos futásidő. Ennek az a magyarázata , hogy a relatíve nagy futásidejű 
ARGONNE tesztek megemelik az átlagot, de külön a szingulárisok között csak 
egyikük szerepelt. 
It t jegyezzük meg, hogy a futásidő nem közvetlenül a módszerre jellemző, ha-
nem a programra és a számítógépre. Ugyanakkor feltételezhetjük, hogy azonos 
programozó által azonos feltételek között készített programoknak ugyanazon gépen 
kapott futási ideje a módszer gyorsaságát is hűen tükrözi. 
A futásidök közötti eltérések azt muta t j ák , hogy nem mindig elegendő csak a 
függvény-kiértékelések számát figyelembe venni. Ez az általunk vizsgált diszkrét, ill. 
folytonos módszereken belül azonos volt, időben mégis lényeges eltérések adódtak. 
Az egyéb aritmetikai műveletek száma nagy különbséggel éppen az ABSLU, DAB-
SLU és a BROWN módszereknél a legkisebb, míg a legnagyobb a BRENT, DAB-
SINV és a DABSINV1 módszereknél. Ugyanakkor pedig az iterációszámokat te-
kintve a DABSLU és a BROWN a legrosszabbak közé tartozik és az ABSLU is a 
leggyengébb a folytonosak között. 
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Valamennyi egyenletrendszerből 
megoldott egyenletrendszerek szama 
J,. diagram 
ARGONNE tesztekből 
megoldott egyenletrendszerek száma 
5. diagram 
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Szinguláris Jacobi-mátrix mellett 
megoldott egyenletrendszerek szama 
6. diagram 
I I I . A m e g o l d o t t e g y e n l e t r e n d s z e r e k s z á m a 
Az egyes módszerek ál tal megoldot t egyenletrendszerek s z á m á t a 4 . -6 . dia-
gramok ábrázol ják . A térbeli oszlopdiagramok a s t anda rd kezdőértékek 1-szerese, 
10-szerese és 100-szorosa mellet t megoldot t egyenletrendszerek s z á m á t m u t a t j á k . 
Vízszintes i rányban i t t is az egyes módszereknek csupán a sorszámát t ün t e t t ük fel. 
Tekinte t te l a r ra , hogy az á l ta lunk vizsgált, kevés számú ismeretlent t a r t a lmazó 
egyenletrendszerek esetén az i terációszámok és a futás idők jórészt kicsinyek, ezért 
a megoldot t egyenletrendszerek számá t t a r t j u k a legfontosabb jel lemzőnek. 
Megál lapí tha tó , hogy az eddig is ismert ABS1, ABS4, B E E N T és B R O W N 
módszerek mellet t az á l ta lunk bevezetet t folytonos ABSX és a diszkrét DABSX 
egyaránt a legjobbak között van. A következő kategóriába a DABS4 és a DABSINV1 
sorolható. 
A s t a n d a r d kezdőértékekkel való fu tá s a l ap j án egyér te lműen leggyengébb a fo-
lytonos ABSLU és ennek diszkret izál t ja , a DABSLU. 
Lényeges szerepe van a főelem kiválasztásnak, hisz az eml í te t t leggyengébb 
ket tő éppen a legjobbak közé tar tozó B R O W N (ill. a folytonos Brown) módszer 
főelem kiválasztás nélküli megfelelői. 
Az A R G O N N E tesztek a l ap j án a B R E N T és a DABSX helyet t a DABSINV1 
csatlakozik a legjobbakhoz, a DABSINV pedig a leggyengébb. 
A szinguláris eseteket figyelembe vevő 6. d iagram legfontosabb tanulsága, hogy 
ezeknél globális különbség jelentkezik a diszkrét módszerek j a v á r a a folytonosokkal 
szemben. 
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I V . A k e z d ő a d a t o k b e f o l y á s a 
Az iterációszámok és a futásidő alakulását más kezdő vektorok esetén nem 
foglaltuk diagramba. Kissé növekszenek, ahogy távolodunk a kezdő adatokkal a 
megoldástól, de ez a növekedés nem számottevő. Az a tapasztalatunk, hogy va-
lamely módszer egy adott vektorból kiindulva vagy megoldja az egyenletrendszert 
néhány lépésben, vagy egyáltalán nem talál megoldást. 
Valamennyi egyenletrendszert figyelembe véve 10-szeres kezdeti értékek mellett 
a megoldott egyenletrendszerek száma a standardhoz képest átlagosan kb. 20%-kal, 
100-szoros kezdő értékek esetén 30%-kal csökkent. Ebből a szempontból érdemleges 
különbséget nem tapasztaltunk az egyes módszerek között. 
Az ARGONNE teszteket és a szinguláris esetet tekintve a változás nem ilyen 
szabályszerű. Pl. a Brent- és az ABS4-nél (módosított Huang) nem változott a 
megoldott egyenletrendszerek száma a kezdővektorok változtatásával. Szembeötlik, 
hogy vannak módszerek, amelyek távolabbról indítva több egyenletrendszert oldot-
tak meg, mint közelebbről. Ez azért nem meglepő, inert a módszerek ún. attrakti-
vitási tar tománya nem szükségszerűen gömb, sőt esetleg nem is összefüggő. 
V . M e g j e g y z é s e k az e g y e n l e t r e n d s z e r e k r ő l 
A 97 megoldható egyenletrendszerből egyik módszer sem oldott meg 8-at. 
Megemlítjük, hogy azt a négyismeretlenes egyenletrendszert ([11], 114. sor-
szám), amelyik Jа со bi- mátrixának rangja a megoldás helyén csak kettő, kizárólag 
diszkrét módszer oldotta meg, mégpedig standard kezdőérték mellett három, 10-
szeres mellett egy, 100-szoros mellett pedig hat módszer. 
Az egyetlen, nagyon bonyolultnak tekinthető, változtatható ismeretlenszámú 
egyenletrendszerrel ([11], 215. sorszám) hat ismeretlen esetén egyik módszer sem 
boldogult. (Két ismeretlennel még valamennyi módszer megoldotta.) 
Az ARGONNE tesztek, ill. a szinguláris Jacobi-mátrixúak körében végzett 
vizsgálatokból levonható következtetések kissé eltérnek a valamennyi egyenletrends-
zer figyelembe vételével kaphatóakétól. Ennek az lehet az oka, hogy egyrészt ki-
sebb a minta (pl. a 14, ill. 21 egyenletrendszer közül minden módszer 5-öt, 
ill. 11-et oldott meg standard kezdőértékekkel), másrészt az ARGONNE tesztek 
között lényegesen nagyobb arányban szerepelnek a bonyolultabb, tízismeretlenes 
egyenletrendszerek, szingularitás esetén pedig a konvergencia-tételek sem garantál-
ják az adott módszerrel való megoldhatóságot. 
V I . M e g j e g y z é s e k a d o l g o z a t b a n b e v e z e t e t t m ó d s z e r e k r ő l 
A vizsgált 11 módszer közül 6 módszer, nevezetesen a 4.-9. sorszámúak, jelen 
dolgozatban szerepelnek először. 
Az 1.-6. diagramok alapján megállapítható, hogy a vizsgált szempontok szerint 
majdnem kivétel nélkül állják a versenyt a referencia-módszerekkel, sőt esetenként 
a legjobbak között vannak. 
A DABSINV1 meglehetősen gyenge az iterációszáin és a futásidő szerint, de az 
általunk igen fontosnak tar tot t megoldó képesség tekintetében (azaz, hogy egyálta-
lán hányat oldott meg a vizsgált egyenletrendszerek közül), a javasolhatók között 
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van ez az eljárás is. 
Nem ajánl juk a DABSLU-t (mint ahogy az eddig is ismert, folytonos implicit 
LU algoritmust, az ABSLU-t sem). Helyette a BROWN-nal ekvivalens, főelem 
kiválasztást alkalmazó változat kidolgozását javasoljuk. 
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N U M E R I C A L I N V E S T I G A T I O N O F A B S - M E T H O D S F O R 
SOLVING S Y S T E M S O F N O N L I N E A R A L G E B R A I C E Q U A T I O N S 
A . J E N E Y 
In p a p e r [7] we in t roduced a n efficient d iscre t iza t ion of t he con t inuous ABS m e t h o d s for sol-
ving sys t ems of nonl inear a lgebraic equa t ions . In t he present p a p e r we a re t e s t ing numer ica l ly five 
discre t ized as well as f ou r con t inuous ABS-a lgor i thms . T h e discrete Brown a n d B r e n t a lgo r i thms 
a re also t e s t e d for compar i son . T h e eleven m e t h o d s were r u n on one h u n d r e d tes t p r o b l e m s ([11]) 
wi th th ree dif ferent in i t ia l p o i n t s in each case. T h e numer ica l resu l t s a r e ana lyzed f r o m several 
po in t s of view a n d a re also shown on d i ag rams . T h e c o m p u t a t i o n a l resul ts clearly show t h a t t h e 
new discre t ized ABS m e t h o d s c a n b e useful for efficient solving sy s t ems of non l inea r equa t ions . 
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N E M L I N E Á R I S E G Y E N L E T R E N D S Z E R E K 
M E G O L D Á S Á R A S Z O L G Á L Ó A B S - M Ó D S Z E R E K 
E G Y R É S Z O S Z T Á L Y Á N A K D I S Z K R E T I Z Á C I Ó J A 
JENEY ANDRÁS 
Miskolc 
A dolgozatban a nemlineáris egyenletrendszerek megoldására szolgáló ABS-módszerek egy 
részosztályának diszkretizálását végeztük el. Megmutat tuk, hogy az így kapot t módszercsalád 
ekvivalens a SCHMIDT és HOYER szerint általánosított Brown-Brent-módszerek egy eddig nem 
vizsgált részosztályával. A bevezetett diszkrét ABS-módszerek hatékonysága ezek szerint meg-
egyezik a Brown-Brent módszerekével. Megadtuk azokat a paramétereket , amelyek alkalmazásával 
a konkrét Brown-, ill. Brent módszerrel ekvivalens algoritmust kapjuk. 
1. Bevezetés 
A dolgozatban az 
(1) F(x) = 0; I E R " ; F : D С R " — R " 
(vagy skalárisan: / , ( x ) = 0; i £ R " ; / , : D С R " —• R ; í = 1 ,2 n) 
alakú, n ismeretlenes nemlineáris egyenletrendszerek néhány ismert megoldási mód-
szerével és azokból levezethető új módszerekkel foglalkozunk. 
ABAFFY [1], v a l a m i n t ABAFFY, BROYDEN és SPEDICATO [2] j a v a s o l t á k m ó d -
szerek egy családját lineáris egyenletrendszerekre, mely eljárások ABS -módszerek 
n é v e n v á l t a k i s m e r t t é . K é s ő b b ABAFFY, GALÁNTAI és SPEDICATO [4], v a l a m i n t 
ABAFFY és GALÁNTAI [3] a lineáris egyenletrendszerek megoldására szolgáló ezen 
direkt módszerosztályt kiterjesztették nemlineáris egyenletrendszerekre is. 
SCHMIDT és HOYER [ l l ] - b e n a Brown- és Brent-módszereket e g y s é g e s e n t á r -
gyalva, azokat tar ta lmazó, általános diszkrét módszercsaládot ismertet. Ezeket 
az eljárásokat a dolgozatban Schmidt-Ноуer-féle általánosított Brown-Brenl-iípusú 
módszereknek fogjuk nevezni, illetve röviden: S-H-/e7e B-B- t ípusú módszereknek . 
A deriváltak numerikus közelítésével a folytonos ABS-módszerekből diszkrét 
eljárások származta thatók. Az ilyen irányú kutatások közül SPEDICATO, CHEN és 
DENG [14] munká já t említ jük. Az általuk kidolgozott algoritmust SCD algoritmus-
nak nevezzük. 
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A dolgozatban a bázis ABS -módszerek egy lehetséges diszkretizációját vezetjük 
be. Az így kapot t algoritmusokra DABS névvel fogunk hivatkozni. Ezen módszerek 
egy részosztályát kis számítási költségű, 1 + a (ahol a értéke elérheti az 1-et is) R-
konvergenciarendű, hatékony eljárások alkotják, melyeket HDABS algoritmusnak 
nevezünk. Tisztázzuk az említett diszkrét módszerek egymáshoz való viszonyát. 
Vektornormaként az euklideszi-, mátr ixnormaként a spektrál-normát használ-
juk; az ej , ill. I a megfelelő méretű, mindenkori j-edik egységvektort, ill. egység-
mátr ixot jelöli. 
2. Az ABS- és az S-H-féle B-B- t í pusú módsze rek 
A diszkretizációt a skálázás és blokkosítás nélküli, ún. bázis ABS -módszernél 
ha j to t tuk végre, ezért csak azt közöljük [4] alapján (az a j ( t / t ) a Jacobi-mátrix 
fc-adik sorvektora): 
I . A l g o r i t m u s (bázis ABS) 
Az x* megoldáshoz elég közeli xo G R"-ből kiindulva határozzuk meg az 
R"-bel i x j , x 2 , . . . sorozat elemeit az alábbiak szerint (i = 0 , 1 , . . . ): 
1.lépés. Legyen к := 1 ; yx := х,- ; Hx := I 
2.lépés. Válasszunk egy zk paraméter vektort és számítsuk a pk vektort: 
pk Hlzk 
A zk paraméter t úgy választjuk, hogy pletk(yk) ф 0 teljesüljön. 
3.lépés. Legyen yk + l := yk - ^ V k ) P k 
J).lépés. Válasszuk meg a wk paramétert úgy, hogy wjHkak(yk) ф 0 teljesüljön, 
m a j d ezzel legyen 
„ и Hkak(yk)wlHk 
Hk+i — n jt —r— 
w'k Hkak(yk) 
5.lépés. На к < n, akkor legyen к := к + 1 és ismétlés a 2.lépéstől, egyébként 
legyen x,-+i := yn+i ; i := i + 1 és ismétlés az 1.lépéstől. • 
(Megjegyezzük, hogy egész precíz írásmód esetén а к index mellett a főiteráció 
i indexét is fel kellene mindenüt t tüntetni . Ezt a jobb áttekinthetőség érdekében 
hagytuk el i t t és a később tárgyalt algoritmusoknál is.) 
Az ABS-módszerekben a zk és wk paraméterek az algoritmusban közölt megkö-
tésektől eltekintve szabadon választhatók. Ezen paraméterek rögzítésével számos 
konkrét módszer adódik. 
A Schmidt-Hoyer-féle általánosított Brown-Drent-típusú módszerek osztálya [11] 
alapján a következőképpen adható meg: 
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I I . A l g o r i t m u s (S-H-/e7e B-B) 
Induljunk ki az (1) egyenletrendszer x* megoldásához elég közel lévő xo € R n 
vektorból. Az xi,x2,... £ R " sorozat elemeit egymás után állítsuk elő mindaddig, 
amíg a kilépési feltétel nem teljesül, a következőképpen (i = 0 , 1 , . . . ) : 
1.lépés. Válasszunk egy hi ф 0 diszkretizálási lépésközt és egy reguláris n x n 
méretű Q, mátr ixot . Legyen h := Л,- ; к := 1 ; Ri := Qi ; yi := x, 




fk(yt + hRkek) - fk(yk) 
fk(yk + hRkek+i) - fk(yk) 
. fk(yk + hRken) — fk(yk) 
3.lépés. Állítsunk elő egy n x n méretű reguláris Pk mátr ixot , amelyre 
Pk ak = skek (sk ф 0, skalár) 
és amelynek alakja: 






(Az I alkotja a Pk bal felső, (k - 1) x (к — 1) méretű minor já t ; a jobb alsó, 
n — ifc + 1 sorból és oszlopból álló minor pedig a Pk ; a Pk mátr ix többi eleme 
zérus). 
4.lépés. Legyen Rk+i := RkPk 
5.lépés. Legyen yk+i := yk - Rk+iek 
Sk 
6.lépés. На к < n, akkor legyen к := к + 1 és ismétlés a 2.lépéstől, egyébként 
legyen Xj+i := y„+i; » := í + 1 és ismétlés az 1.lépéstől. • 
A Qi és a Pk paraméterek különböző megválasztásával i t t is más és más 
módszerek adódnak. (A [9] szerint Qi nem játszik lényeges szerepet.) 
A hi számára [11] a következő lehetőségeket a ján l ja (0 < |/io|, elegendően kicsi): 
(3) 
(4) 
0 < | A j + 1 | < | | x j + i - * i | | 
0 < \hi+i\ < | | i ,+ i - x , | | 2 
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(5) 0 < |ü«+i| < II F ( r , + i ) 
A (3) szerinti választással a Я-konvergenciarend u tóbb iakná l pedig 2. 
Esetenként kielégítő lehet a 0 < \hi\ < 10~T( | |a : l + i || + 10~T) választás is ( i t t a 
r értéke legtöbbször 3). Ekkor a konvergenciarend á l t a lában csak 1. 
A skalár függvényérték meghatározások száma a (3) és (4) szerinti választások-
kai " < " + 3 > , az (5) szerintinél pedig ÜÉÜ + S . 
z z 
Egységnek véve az egy vektorér tékü függvény kiszámítási költségét, az Ost-
rowski-féle aszimptotikus hatékonyság [10] a következő: 
(6) E = 
ri + 3 
2 In 2 
п + З 
2 In 2  
n + 5 
, a (3) szerint 
, a (4) szerint 
, az (5) szerint 
Az ar i tmet ikai műveletek száma már természetesen függ a Q,- és a Pk paramé-
terek megválasztásától . A Brown-módszer [11] szerinti leírásában ez -TÍ3 + 0(n2), 
5 
a Breni-módszemél pedig - 7 i 3 + 0(n2). 
3. A d i s zk ré t A B S - a l g o r i t m u s leveze tése 
A bázis ABS-módszerekben ( I .algori tmus) a Hkak(yk) vektor egyes komponensei 
42
 fk függvényeknek az yk helyen vet t , a Hk sorainak megfelelő irányú i rányment i 
der ivál t ja i : 





f k { y k + h H j e i ) - f k { y k ) 
fk(yk + hHke2) — / t ( y i ) 
fk(yk +hHjen) — fk(yk) 
A Hkak(yk) vektor t ehá t approximálha tó öt-val . IIa az I .a lgori tmusban min-
denü t t az ö f t használ juk a Hkak(yk) helyett , diszkrét bázis ABS -módszercsaládot 
kapunk, melyet nevezzünk DABS-módszercsaládnak. 
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A DABS -módszerekben megszorítás nélküli paraméter választás esetén a függ-
vényhivatkozások száma » (» + 1), azaz közel kétszer annyi, mint az S-H-/e7e B-
B-típusá módszerekben. Az aritmetikai műveletek száma is sokkal nagyobb, min-
tegy 7 n 3 + 0 ( n 2 ) . A később tárgyalt kapcsolat a lapján feltehetjük, hogy a kon-
vergenciarend nem magasabb, így ezen eljárások hatékonysága ál talában jóval ked-
vezőtlenebb, mint a referencia-módszereknek tekinthető Brown-Breni-módszereké. 
Speciális paraméter választással azonban ugyanolyan hatékonyságú algoritmusok 
adódnak. 
Tekintsük a bázis ABS -módszerek közül azokat, amelyeknél a zj, és a Wk para-
métereket úgy választjuk, hogy mindkettő első к — 1 komponense zérus: 
(7) 
< = [ 0 Т | 5 П = [0 0, *<*>,. 
w l = [ 0 T | ü £ ] = [0 , . . . .0,и>£*\ 
» 1 
,w (
n ) l 
(k = 2 , 3 , . . . , n ) 
Particionáljuk a H к mátr ixot az első к — 1, ill. az utolsó n — к - f i sorára: 
(8) H к = 
Sk 
Hk 
A költségcsökkentés alapjául a következő tétel szolgál: 
3.1. TÉTEL. Ha az I.algoritmusban a paraméterek (7)-nek megfelelően vannak 
megválasztva, akkor az yk+1 vektort és a Hk+i mátrixot az yk ,*k , wk mellett a Hk 
mátrix egyértelműen meghatározza. Így az algoritmus végrehajtása során a (8) 
szerinti partícióban szereplő Sk elemei közömbösek, (k = 2,... , n; i = 0,1,...) 
Bizonyítás. Az I.algoritmus 3.lépésében számolt y t+i a pk-n keresztül függ a 
#i:-tól . A (7)-et és a (8)-at figyelembe véve, a 2.lépésben 
Pk = Hjzk = [ S l \ H j ) 
0 
Zk 
= ü l h 
adódik. Az St -nak tehát nincs szerepe az Ук+i meghatározásában. 
Jelölje c T a Hk+i mátr ix fc-adik sorvektorát. Az H k +1 utolsó n — k + 1 sorának 










[0 T\wl) - ак(Ук) 
_Hk_ 
= Hk -
HkUk(yk)wJ Hk  
Û>1 H кС1к(Ук) 
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Tehát a Hk+i meghatározásakor is közömbös, hogy milyen az Sk-
Minthogy yk és H к rekurziv definíciójában csak a megelőző indexű elemek sze-
repelnek, továbbá a belső iteráció kezdő adata i t sem befolyásolja egyetlen Sk sem, 
állításunkat igazoltuk. • 
A tételből kiderül, hogy az algoritmus végrehaj tása során a Hk mátr ix első к — 1 
sorát, illetve а Н
к
Чк(Ук) vektor első к — 1 komponensét nem kell kiszámítani. így 
már folytonos esetben is csökkenthető az aritmetikai műveletek száma, mégpedig a 
9 
legáltalánosabb esetben 9?i3 + 0 (n 2 ) - rő l - n 3 + 0 (n 2 ) - r e . 
A diszkretizált vál tozatban magának az â t -nak nem kell az első к — 1 kompo-
nensével törődni, ill. vehetjük azokat bárminek, célszerűen zérusnak. 
A hatékony diszkrét algoritmus tehát a következő: 
I I I . A l g o r i t m u s (HDABS) 
Az x* megoldáshoz elég közeli x0 £ R"-ből kiindulva határozzuk meg az 
R"-bel i xi,x2, • • • sorozat elemeit az alábbiak szerint (i — 0 , 1 , . . . ) : 
1.lépés. Legyen к := 1 ; yi := х,- ; H\ I\ h :— hi ф О 
2. lépés. Határozzuk meg az á t G R " vektort а következőképpen: 
0 
fk(yk + hnjet) - fk (Ук ) 
f k ( y k + hHTkek+x) - f k ( y k ) 
. fk(vk + hHjen) — f k ( y k ) 
3.lépés. Válasszunk egy zk paraméter vektort, amelynek első к — 1 komponense 
zérus és amelyre zjäk ф 0 teljesül. Legyen pk Hk zk 
, , , , j ík(yk)Pk 4-lepes. Legyen yk+\ '•= У к 
5.lépés. Válasszuk meg a wk paraméter t úgy, hogy első к — 1 komponense zérus 
legyen és wTák ф 0 teljesüljön, ma jd ezzel legyen Hk+1 := Hk — 
6.lépés. На к < n, akkor legyen к := к + 1 és ismétlés a 2.lépéstől, egyébként 
legyen x , + i := Уп+i ; « := i + 1 és ismétlés az 1.lépéstől. • 
Megjegyezzük, hogy az 5.lépésben a Hk+i a következőképpen is felírható: 
(9) Hk + \ = I -
wjäk Hk 
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4. Kapcso la t az S-H-féle B-B- t ípusú módszerekkel 
Annak érdekében, hogy a kapcsolatot lehetőleg egyszerűen megmutathassuk, 
fogalmazzuk át a III.algoritmust úgy, hogy formailag is minél jobban hasonlítson a 
II.algoritmushoz: 
- alkalmazzuk az Rk = HJ jelölést, 
- vezessük be a Pk mátr ixot a (9)-beli kifejezés első tényezőjének transzponált-
já ra : 
d o ) 
w'k ak 
- cseréljük fel az yk+i és а Hk+i = Rf+1 kiszámításának sorrendjét, 
- végül ne az Rj+1 = Hk+i-et számoljuk, hanem az fí^+i-et (mintha a III.al-
gori tmusban a Hj-1 módosítanánk IlJ+l-re). 
Ezekkel a változtatásokkal a III.algoritmusnak csak a 4.-5.lépései módosulnak 
(ill. az előző lépésekben annyi a változás, hogy az említett más jelölést alkalmazzuk): 
4/a.lépés. Válasszuk meg a wk paramétert úgy, hogy első к — 1 komponense 
zérus legyen és wjäk ф 0 teljesüljön. A (10) szerinti Pi-val legyen Rk+1 : = 
RkP k 
1к(Ук)Рк 5/a.lépés. Legyen yk+i := Ук -
zjât 
Nevezzük az így kapott módszercsaládot I l l /a .a lgor i tmusnak. 
A III. és a I l l /a .algori tmusok ekvivalenciája nyilvánvaló. Amennyiben a III.al-
goritmus 5.lépésében а H k és a III /a.algori tmus 4.lépésében az Rk módosítását 
egymásnak megfelelő műveletsorozattal végezzük, akkor numerikusan is teljes az 
azonosság. 
Tér jünk vissza а II.algoritmushoz és tekintsük annál a következő paraméter 
választásokat: Qi = / ; Pk = Pk, ahol 
nu P í f / - ^тЛ ej = Pkej , h a j фк (11) Р
к
е, = i V wk akJ 
{ zk , ha j = к 
(j,k= 1 , 2 , . . . , n ; i = 0 , l , . . . ) 
(Azaz a Pk mátr ix fc-adik oszlopvektora legyen a zk, a többi elem pedig egyezzen 
meg a III /a .algori tmusnál bevezetett, (10)-zel definiált Pk megfelelő elemeivel.) 
A wk és a zk paraméterek első к — 1 komponense zérus, továbbá w j a k , 
zjàk ф 0. Legyen az így kapott részosztály a I I / l .a lgor i tmus. 
4.1. TÉTEL. А II/1.algoritmus w[k) ф 0 ( 4 = 1 , 2 n ; i = 0 , 1 , . . . ) esetén 
а II.algoritmus által meghatározott család részosztálya, továbbá ekvivalens a III/a. 
és így a III.algoritmussal. 
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Ez egyben azt is jelenti , hogy a I l l / a . (ill. III.) algori tmussal leírt mód-
szercsalád a Schmidt-H oyer-féle általánosított Brown-Brent-lípusú módszerek egy 
részosztálya. 
Bizonyítás. Az áll í tás első részéhez azt kell m e g m u t a t n u n k , hogy Pk a II.algo-
r i tmus 3.lépésében leírt (2) a lakú, reguláris és 
(12) P?âk=skek (s* / 0) 
Mivel äk, wk, z* mindegyikének első к — 1 komponense zérus, ezért Pk szer-
kezete (11) a l ap j án a (2)-nek megfelelő. 
P k csak a Jb-adik sorában különbözik P j - t ó l és ez a sor éppen a , amelyre 
T 
zkák = sk ф 0. Ebből és a Pjäk = Iäk — äk = 0-ból következik (12). 
^к 
A regular i tás igazolásához h iva tkozhatnánk a következő fejezetre, ahol explicite 
meg is ad juk Pk inverzét. Annak létezése azonban bizonyí tható a konkrét ismerete 
nélkül is. 
Indirekt ú ton bizonyí tunk. Tegyük fel, hogy Pk nem reguláris. Mivel a szerke-
zete (2)-nek megfelelő, ez csak úgy lehet, ha utolsó п — k + l oszlopvektora l ineárisan 
nem független. Ekkor létezik nem csupa zérus qj, hogy 
n n 
(13) ^ajPkej = akzk + E = 0 
j=k j=k+1 
Szorozzuk meg (13)-at balról ü^-vel. Mivel a[zk ф 0, t ovábbá (12)-ből a[Pkej = 0 
( j = k + 1 , . . . n ) , ezért az ä j - v e l szorzott (13)-ból ak = 0 adódik. Ezt felhasználva, 
n 
magából a (13)-ból a ^ E a t j P k e j = 0 egyenletet kap juk . 
j = k + l 
Ez u tóbb i t í r juk fel komponensenként , figyelemmel a Pk má t r i x (11) szerinti 
definíciójára: 
(14) - ^ r - V а , й ( Л = 0 
(/) n 
П 
Ha w[k) ф 0, akkor (14) mia t t E a j á k ) = E z t (15)-be helyettesítve, 
j = t + i 
а/ = 0 (/ = к -+- 1 , . . . , n) következik. Az e l lentmondás mia t t Pk t ehá t reguláris. 
Az áll í tás második részéhez (azaz a I I / l . és a I l I / a . algori tmusok ekviva-
lenciájának megmuta tá sához) azt kell belátni , hogy a főiteráció tetszőleges i-edik 
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lépésében a két algoritmus által előállított {yk) sorozat megegyezik (azonos t/i = ц 
mellett) . Ezt párhuzamosan bizonyítjuk azzal, hogy Rk és Rk utolsó n — к + 1 
oszlopa azonos. (Első Jb — 1 oszlopuk az a k , ill. ä k meghatározásánál is közömbös.) 
A bizonyításhoz к szerinti indukciót alkalmazunk. 
к = l - re a két algoritmus definíciójából következik az egyezés. Feltéve, hogy 
ib-ra igaz az állítás (1 < к < n + 1), a 4.lépés a lapján nyilvánvaló az Ht+ iés Я;t+j 
említet t oszlopainak azonossága. (P k és Pk csak a ib-adik oszlopukban különböznek, 
így a 4.lépésben az Rk+i és a Ht+ i mátrixok számításakor csak ot t következhet be 
eltérés.) 
А II /1.algori tmus 5.lépésében Rk+i helyett írjuk a vele egyenlő RkPk kifejezést, 
valamint helyettesítsük be az sk = eJPk ak-t\ 
fk(yt)RkPkek fk(yk)RkZk fk(yk)RkZk fк(Ук)Рк 
Ук+i = Ук ^ f i = Ук f = У к y= = У к Y~- 
ej Pj*k zk ak Zk «* zkak 
I t t kihasználtuk az Rk és az Rk utolsó 7i—k+1 oszlopának előbb igazolt egyenlőségét, 
továbbá, hogy z* első к — 1 komponense zérus, valamint, hogy indukciós feltevé-
sünkből ä k = a t is következik. • 
Vizsgáljuk meg a [14]-ben, részben heurisztikusán bevezetett algoritmus és az 
S-H-/e7e B-B-ííjpasú módszerek kapcsolatát is. Az algoritmus: 
I V . A l g o r i t m u s (SCD) 
Induljunk ki az (1) egyenletrendszer x* megoldásához elég közel lévő xo G R " 
vektorból. Az x i , x 2 , . . . G R n sorozat elemeit egymás után állítsuk elő mindaddig, 
amíg a kilépési feltétel nem teljesül, a következőképpen (i = 0 , 1 , . . . ) : 
1.lépés. Legyen к := 1 ; yi := я/. 
Válasszunk egy n x n méretű reguláris H\ mátr ixot . 
2.lépés. Válasszunk egy pozitív skalár K-t, valamint ehhez az uk , vk G R " 
vektorokat és а ц , f i j skalár számokat ( j — k,... , n ) úgy, hogy 
(16) I K - x , | | , \\vk - x, || < К | |F(x , ) | | ; 0 < ß , m < К | | F (x , ) | | 
teljesüljenek. 
Határozzuk meg az n — к + 1 komponensű ak vektort a következőképpen: 
















) - fk(vk) 
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3.lépés. Válasszunk egy n — k+ 1 komponensű zk paraméter vektort úgy, hogy 
zkak ф 0 teljesüljön és számítsuk a pk vektort: pk = Hkzk 
4-lépés. Legyen sk := yk — uk . Ha sk ф 0 , akkor legyen 
S к fk{vk+pjr—ü) - fk(vk) 
6k := ^ 
В 
és helyettesítsük a Д - t a éjt| |si | |-val; egyébként legyen 6k :— 0 . 
T [fk(uk) + 6k]pk 
Legyen yk+1 := yk 7 
z f a k 
5.lépés. Válasszunk egy (n — к) x (71 — к + 1) méretű, teljes sorrangú Vk pa-
raméter mátr ixot úgy, hogy Vkak = 0 teljesüljön, m a j d ezzel legyen # * + i := 
VkHk 
6.lépés. На к < TI, akkor legyen к := к + 1 és ismétlés a 2.lépéstől, egyébként 
legyen xí+i := y„ + i ; i г + 1 és ismétlés az 1.lépéstől. • 
Megjegyezzük, hogy a más algoritmusokkal való analógiák felismerése érdeké-
ben az eredeti, [14]-ben közölthöz képest minimális formai vál toztatást ha j to t tunk 
végre a leírásban: egy-két helyen más jelölés, illetve más sorrend. 
Az 5.lépésben használt Vjt olyan általános mátr ix , amivel a módszer kilép az 
ABS keretei közül. A szerzők a Vjt mát r ix számára egy szűkebb, az ABS szerkezethez 
illeszkedő explicit formulát is adtak. Eszerint Vjt a következő Vk mátr ix első sorának 
elhagyásával jön létre: 
(17) t g = / - ( a t - y e i ) w * , 
w'k ak 
ahol tuk olyan paraméter vektor, amelyre wjak ф 0 teljesül, crk skalár. 
Észrevehetjük, hogy a ak paraméternek nincs szerepe. Ti. a (17) szerinti Vk 
mátrixnak csak az első sora függ а ад,—tói, a Vjt pedig éppen ezen sor törlésével 
keletkezik. Ez a sor a más algoritmussal való ekvivalencia kimutatásánál érdekes, 
akkor, ha a zk-\el azonosra választjuk. 
Tekintsük a IV.algoritmusban az uk = vk = yk választást és legyen pj egy 
főiteráción belül állandó. Engedjünk meg p j számára negatív értékeket is. (Ezt 
valószínűleg az eredeti, IV.algoritmusban is megtehetjük, csupán az abszolút érté-
kére kell a (16) szerinti korlátozást adni.) 
А 4.1.tétel bizonyításához hasonló módon látható, hogy így az algoritmus a 
fent említet t uk és ui-val nem más, mint maga a ScIimidl-Hoyer-féle általánosított 
Brown-Brent-iípusú módszerek családja. (A zi-val - mint első oszloppal - bővített 
VY'-nek a Pk felel meg. A két algoritmus leírásában a dimenziók eltérésének nincs 
jelentősége, hisz a konkrét végrehajtás során az S-II-/é/e B-B-típusú módszereknél Is 
csak a mindenkori jobb alsó, n—k+ \ sorból és oszlopból álló minorokkal számolunk.) 
А IV.algoritmus 2.lépésében az uk , vk paramétereket nem vehetjük fel távol 
az Xj-től, így az j/i-tól sem, és a p j sem ingadozhat nagyon, ezért az általános, 
Alkalmazott Matematikai Lapok 15 (1990-91) 
NEMLINEÁRIS EGYENLETRENDSZEREK MEGOLDÁSÁRA SZOLGÁLÓ . . . 375 
IV.algoritmus az S-H- féle B-B- típusú módszerek perturbait változatának tekinthe-
tő. 
A tárgyalt diszkrét algoritmusok kapcsolatát a következő ábrán foglaltuk össze 
(az SCD-ben /ÍJ-re negatív értékeket is megengedve): 
1. ábra 
Mind a Brown-, mind a Brent-módszer eleme a HDABS algoritmus-családnak 
(és így a felsorolt valamennyi diszkrét módszerosztálynak). A nekik megfelelő pa-
raméter választásokat a 6. fejezetben adjuk meg. 
5. A diszkrét a lgor i tmus konvergenciája és hatékonysága 
Vezessük be a reguláris zérushely fogalmát [13] szerint. 
5.1. Definíció. Az F : D С R " —• R " függvénynek x* G D reguláris zérushe-
lye, ha: 
( a ) F ( x * ) = 0 , 
(b) D-ben van az x*-nak olyan g sugarú zárt B(x*, g) környezete (g > 0), hogy 
ott F(x) differenciálható, továbbá [ F ' ( x * ) ] _ 1 létezik, 
(c) létezik L > 0 konstans, hogy x ,y G В esetén 
\\F'(x)-F\y)\\< L\\x -2,11 
Fenti definícióból következik, hogy x* izolált és egyszeres gyök. • 
Ezek után kimondjuk a III.algoritmus konvergencia tételét. 
5.2.TÉTEL. Ha teljesülnek az alábbi feltételek: 
( f l ) az x* az F : D G R " —* R n függvény reguláris zérushelye, 
(f2) ||JF'(*')]"1||</Í, 
(73) léteznek az m j , m2, шз, M\, M2 , Л?з valós konstansok, úgy, hogy a 
0 < mi < |u>jTäjt| < Mi ; 0 < m 2 < | z j á t | ; 0 < m 3 < \ю[к) ; 
I K I I < M 2 ; | | z t | | < M 3 ; (* = 1,2 n ; ж = 0 , 1 , . . . ) 
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egyenlőtlenségek fennállnak, akkor léteznek a 7 , 6 valós konstansok, ame-
lyekkel teljesülnek a következők: 
(18) | f t | | , Il [ A ] - 1 J < 7 ; ( т > 1 ; i = l , 2 , . . . , n ; 1 = 0 , 1 , . . . ) 
( 1 9 ) H Qi H , I Ç , " 1 I < 6 ; (6 > 1; » = 0 , 1 , . . . ) 
Továbbá, ha az e > 0 valós számot úgy választjuk, hogy az 
2c\t < e ; 2c4e < 1 
egyenlőtlenségek teljesülnek az alábbi konstansokkal: 
co = ± L ß + | | F V ) l l ; Cl = (1 + 2 c o 0 7 2 n * 2 r ; c2 = Lc2(i + 7 » - W , 
сз = (n + l ) c 2 v Áí ; c4 = ß(Lc\ -fi c 3 ) , 
akkor a III.algoritmus minden olyan xq G R " és Л,- esetén konvergens, 
amelyekre xo € B(x', e) és 0 < |/»i| < e fennállnak és 
| | x , + 1 - z*| | < c4(||x< - x ' l l + |/»,|) Цат,- - x ' l l ; (« = 0 , 1 , . . . ) 
Bizonyítás. A [ l l ] -ben а II.algoritmusra adott konvergencia tétel jelen téte-
lünktől annyiban különbözik, hogy ot t az (f3) helyett eleve a (18) és (19) teljesülését 
követeljük meg. (Eredetileg a (18)-ban a még nem specializált Pk szerepel, i t t 
viszont éppen a specialitás kihasználásával, közvetlenül a paraméter vektorokra 
adunk feltételeket.) 
A 4.1. tétel értelmében a III.algoritmus beletartozik а II.algoritmus által meg-
határozot t osztályba, ezért i t t csak azt kell megmutatnunk, hogy a feltételekből 
egyaránt következik (18) és (19) is. 
Qi = Qïl = I mia t t (19) mindig teljesül S = 1 értékkel. 




ô r Wkal , T Pk-I T~- + 1kek . 
wjcik 
( WkaI \ n wkal . 
qk = Zk - (ek jvÁ-et) = zk - (I T^-)ek 
Щ ak w'k a k 
Becsüljük meg Pk normájá t (felhasználva (21)-et): 
II i i 




X - U)k * +qkekx 
wk ak 
< 
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E l « j = 1 ak 2 M 
< 1 + | T - . I K I I + 11**11 + 1 + Г Т Ч I I^H ^ 2 + + М з ' 
\wJkak\ | u ' j t a t | m i 
ahol M az a i vektor komponensei abszolutérték összegének felső korlát ja 
(k = 1 , 2 , . . . , n; t = 0 , 1 , . . . ) . Az M létezése következik az ( f l ) feltételből. 
д
 Wk 
A (20) szerint a Pk = I — uäT + qkeT mátr ix inverzét keressük, ahol и = . 
ak 
Ilyen t ípusú mátr ix inverze kereshető 
(22) [ Я ь ] - 1 = 1 + otiuäl + a2uej + a3 qkak + a4qkej 
alakban. 
A Pjfc[Pfc]_1 = I egyenletből a j , a 2 , a 3 , a 4 - r e olyan lineáris algebrai egyenlet-
rendszert kapunk, amely ä jg j , , eju ф 0 esetén megoldható és 
1 + ejqk 1 1 
= T Z f — T \> a 2 = - - T — i = — ; « 4 = 0 
(O*9fc)(ct «) Ч и a H * 
következik. Helyettesítsünk (22)-be és írjuk vissza az u-t . Kihasználva az egysze-
rűen belá tható äjqk = zjä,t egyenlőséget, kapjuk: 
Г ГШ 1—1 r i + ^ -T 1 тп 1 _rp 
[ P i ] = 7 +
 / T - 4 ( * ) u , t a * ~ — ) W k e x - 7 P T v q k a k (zk ak)wk w\' zkak 
Hasonlóan becsléssel, mint a Pk esetén, adódik, hogy [ P j t ] - 1 no rmája is Ár-tói 
és »-tői független korlát a lat t marad. • 
A hi lépésközt a (3), (4), vagy (5) szerint ál lapí that juk meg. Mivel a kon-
vergenciarend, és az egy iterációs lépésben igényelt függvényhivatkozások száma is 
megegyezik az S-H-/e7e B-B -típusú módszerekével, a II DA BS módszerek hatékony-
sága is (6)-tal azonos. 
Az aritmetikai műveletek száma és az igényelt tárkapacitás különböző paramé-
terek esetén más és más lehet. 
6. A p a r a m é t e r vektorok megvá lasz tása 
A számos konkrét algoritmust szolgáltató paraméterek közül it t most csak a 
Brown-, ill. a Breni-módszeri, valamint a szimmetrikus Pk mátr ixot eredményező-
eket soroljuk fel. 
I. wk = zk = ek. Az implicit LU felbontás. A wk és zk legtermészetesebbnek 
látszó olyan rögzítése, amelynél első к — 1 komponensük eltűnik. Nem nehéz meg-
muta tn i , hogy ez éppen a főelem kiválasztás nélküli Brown-eljárás. 
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I I . wt = Zk = äk. Módosított Huang-szerű algoritmus. Nem tekinthet jük a 
folytonos módosítot t Huang-eljárás (I.algoritmus, wk = zk — Hkak(yk) választás-
sal) direkt diszkretizációjának, mert az a*-nak csak az utolsó n — к + 1 komponense 
approximálja a Hkak(yk) vektor megfelelő komponenseit. 
Egyik előnye, hogy a Pk szimmetrikus, ezért az aritmetikai műveletek száma 
redukálható (és ha az a cél, akkor az igénybevett tárolóterület is.) További előnye, 
hogy a paraméterek előállításával ugyanúgy nem kell törődni, mint az I. választás 
során. 






 à - í i M M , 
(23) zk — ——- ak = TfTz ak 
Щ ak w'k ak 
Egyszerű számolással kapjuk, hogy ez esetben a Pk mátr ix a Householder-
transzformáció mátr ixa: 
(24) pk = I _ ( ä k ± ||ät II ek)(äk ± ||ät У ек)т 
{ak ± ||а*|| ek)Täk 
Ezzel a paraméter választással tehát pontosan az eredeti Brent-módszerrel ekviva-
lens eljárás adódik, mind az {yk}, mind az irány vektorok tekintetében. 
A (23)-ban szereplő ± előjelek közül az ü ^ előjelével azonosat választjuk, hogy 
a wk , zk ф 0 biztosan teljesüljön, ha äk ф 0. 
Megjegyezzük, hogy a Brenl-módszert szisztematikusan is megtalálhat juk, ha 
abból indulunk ki, hogy ez esetben a Pk ortogonális (azaz PkPk = I) és szimme-
trikus. Szimmetrikus mátr ix pontosan akkor ortogonális, ha involutórius is (azaz 
PkPk = I). Levezetve az egyidejűleg szimmetrikus és involutórius Pk-ot, a (23) 
adódik. 
Végezetül megemlít jük, hogy a 3.fejezetben bevezetett algoritmus-családot több 
paraméter választás mellett numerikusan is vizsgáltuk. Ennek eredményeit egy 
másik dolgozatban adjuk közre. 
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DISCRETIZATION OF A SUBCLASS O F THE ABS-METHODS FOR T H E 
SOLUTION OF SYSTEMS OF NONLINEAR ALGEBRAIC EQUATIONS 
A . J E N E Y 
We discretize a subclass of the continuous ABS methods for solving systems of nonlinear 
algebraic equations. T h e discretized ABS subclass is equivalent with a subset of the Schmidt-
Hoyer generalization of the discretized Brown-Brent methods. The computat ional efficiency of 
the members of the discretized ABS subclass is identical to the efficiency of the Brown-Brent 
methods . We also give the parameters in the ABS subclass which result the Brown and Brent 
methods respectively. 
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D U A L I T Á S I K A P C S O L A T Á N A K V I Z S G Á L A T A 
G E O M E T R I A I P R O G R A M O Z Á S S A L 
L O U R D E S G O N Z A L E Z 
Miskolc 
A dolgozat első részében a CSISZÁR [2] által vizsgált lineáris, valamint külső loglineáris 
feltételekkel meghatározott eloszláscsaládok dualitási összefüggését geometriai programozással tár-
gyaljuk. A második részben a feladat kiterjesztését adjuk. A feladat az input-output táblák 
kalibrálásának általánosításaként is tekinthető [l], [3], [4], [6]. 
A valószínűségeloszlások egymástól való eltérésére a KULLBACK-LEIBLER [7] 
által bevezetett diszkrimináló információt fogjuk használni. Minthogy ezen eltérés 
nem szimmetrikus, célszerű a két eloszlást megkülönböztetni. RÉNYI [8] dolgozatát 
követve az „a priori" és „a posteriori" elnevezéseket használjuk. 
1.1. Definíció. Legyen a q = (qu ..., qn) egy „a priori" a p = (pi p„) egy 
„a posteriori" eloszlás. A két eloszlás eltérésén a következő mennyiséget ér t jük: 
és ezt diszkrimináló információnak nevezzük. 
A logaritmus függvény konkávitásából, azonnal adódik, hogy £>(p||q) > 0 és 
egyenlőség akkor és csak akkor ha p = q. 
A D ( p | | q ) diszkrimináló információt az alábbi módon felbonthat juk: 
1. Bevezetés 
n 
D{p||q) : = £ p ; l o g £ - , 
i-1 
Vezessük be az alábbi jelöléseket és fogalmakat: 
" ( p ) : = Х > 1 о 8 - ) -
J '=I 
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a p eloszlás „entrópiája", és 
i=1 
a p „a posteriori" és a q „a priori" eloszlások „loglikelihood függvénye". 
így 
(1.1) D(p | | q ) = - L ( p | | q ) - Я ( р ) 
A diszkrimináló információ felhasználásával két alapvető optimalizálási feladatot 
fogalmazhatunk meg. 
Legyen 
5 „ := j a J = É a i ^ ° | > 
az ún. n dimenziós szimplex. 
1. Feladat. Minimális diszkrimináló információ feladat (MDI): 
Legyen adot t q(°) G Sn eloszlás és £ G Sn eloszláshalmaz. A feladat: keresendő 
azon p G £ , melyre 
•D(p||q(°Ó minimális. 
2. Feladat. Maximum likelihood feladat (ML): 
Legyen adot t p(°) G Sn eloszlás és S G Sn eloszláshalmaz. A feladat: keresendő 
azon q G £, melyre 
£>(p ( 0 ) | |q) minimális. 
Minthogy (1.1) a lapján 
D ( p ^ | | q ) = — L ( p ^ | | q ) - Я(р(°) ) , 
ezért ezen feladat ekvivalens a 
maxL(p(°>| |q) 
qg£ 
feladattal ; azaz maximum likelihood feladat. 
A következőkben a két feladat dualitási kapcsolatát muta t juk meg abban az esetben 
amikor az £ eloszláshalmaz belső lineáris feltételekkel (implicit módon) van megadva 
és az £ eloszláshalmaz külső loglineáris formában (explicit módon) adot t . 
2. Lineár is és loglineáris eloszláscsalád opt imal izációs 
f e l ada t ának dual i tás i kapcsola ta 
Legyen A egy tetszőleges adot t m x n-es mátrix; oszlopvektorait jelöljük a j -vel . 
Az A mátrixon keresztül definiáljuk az £ lineáris és az S loglineáris eloszláscsaládot. 
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Belső feltételes, lineáris eloszláscsalád: 
Legyen egy adott eloszlás. Az alábbi implicit módon, lineáris feltételekkel 
adott p eloszlások összességét С lináris eloszláscsaládnak nevezzük. 
(2.1) A p = A p ( ° ) . 
Azonnal látható, hogy p(°) G С és bármelyik p G С. átveheti p(°) szerepét. 
Külső feltételes, logllneáris eloszláscsalád: 
Legyen > 0 egy adott eloszlás. Az alábbi explicit módon, loglineáris 
feltételekkel adott q eloszlások összességét S loglineáris eloszláscsaládnak nevezzük: 
4j = 9j0) exp(ta ;- + u), ( j = 1 n) 
/ 0 9ч ahol t = ( í j tm) tetszőleges és 
" (0) 
u
 = - log E 4j exp ( t a j ) j= i 
(az и fenti megválasztása azért szükséges, hogy qj eloszlás legyen). Azonnal látható, 
hogy G £ és bármelyik q G í átveheti q(°) szerepét. Megjegyezzük, hogy 
> 0 miat t minden q G € eloszlásra q > 0; és ha valamely j-re q^  = 0 értéket 
megengednénk, akkor minden q G S eloszlásra qj = 0 lenne, vagyis vizsgálatunk 
eggyel kisebb számú eseményre történhetne. 
Optimalizálási feladatok 
A következőkben egy adott A mátrixhoz tartozó С és S eloszláscsaládokon 
adjuk meg az MDI és ML alapfeladatokat: 
Minimális diszkrimináló Maximum likelihood 
információ feladat (MDI): feladat (ML): 
Legyen q<°) G S Legyen p<°) G С 
min D(p||q<0>) min D(p<°>||q) 
p G С q G f 
Az első feladatot D vetítésnek a másodikat L vetítésnek is szokás nevezni. Az 
alábbi lemma amely elemi eszközökkel belátható, már előrevetíti a dualitást. 
2.1. LEMMA. Legyen p(°) G С, q ( 0 ) G S rögzített és p E С, q E S pedig 
tetszőlegesek. Ekkor az alábbi egyenlőtlenség fenn áll. 
(2.3) ű(p(°) | |q( 0 ) ) < D(P||q<°>) + U(p ( 0 ) | | q ) 
és egyenlőség akkor és csak akkor, ha 
(2.4) p = q 
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Bizonyítás. A (2.3) egyenlőséget kirészletezve és egyszerűsítve kapjuk, hogy 
j = i ь j=1 í j 
Ennek belátásához induljunk ki a 
(2.5) è P ; l o g ^ > 0 , 
J = I 4 J 
egyenlőtlenségből, ahol egyenlőség akkor és csak akkor teljesül, ha p = q. 
Felhasználva (2.2)-t, (2.5)-ből kapjuk, hogy 
n n 
(2.6) log > 5 3 P j ( t а , - + u). 
>=i 4j j=1 
Felhasználva (2.1)-et, (2.6)-ból kapjuk, hogy 
j= i , = i 
De (2.7) jobb oldalán (2.2)-t helyettesítve 
j=i 4j j=i 9> 
Ezzel állításunkat bebizonyítottuk. • 
Az alábbi következmény könnyen belátható. 
2.2. KÖVETKEZMÉNY. (Gyenge equilibrium). HA (2.3)-ban egyenlőség teljesül 
valamely p* és q* eloszlásra, akkor p* az M Dl a q* pedig az ML feladat optimális 
megoldása. 
Megjegyzés. A lemma állítását sematikus ábrán szemléltetjük; a diszkrimináló 
információt, az eltérést, nyíllal ábrázoljuk. A nyíl talpa az „a posteriori" a nyíl 
hegye az „a priori". 
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Ha lenne ал С és S halmaznak közös része, akkor a közös részben lévő minden 
p = q pont ra a lemma állítása egyenlőséggel teljesülne; szemléltetve 
2. ábra 
Megjegyezzük, hogy az С zárt, az S azonban nem zárt részhalmaza a szimplex-
nek. Megjegyezzük, hogy az £ és £ halmazoknak legfeljebb egy közös pont juk lehet. 
Ugyanis indirekte, tegyük fel, hogy van kettő: 
(2.8) p* = q* és p = q 
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akkor a lemma (2.4) és (2.3) állítása miatt p* = q* majd p = q pontokra: 
(2.9) £>(p ( 0 ) | |q ( 0 )) = ö ( p * | | q ( 0 ) ) + D (p ( 0 ) l | q* ) . 
(2.10) D ( p ( 0 ) | | q ( 0 ) ) = ö ( p | | q ( 0 ) ) + D(p ( 0 ) | | q ) . 
A lemma (2.3) miat t a (p*, q) majd a (p, q*) pontokra: 
(2.11) fí(p(0)||q(0)) < fí(p*l|q(0)) + D(p ( 0 ) l lq) . 
(2.12) ű ( p ( 0 ) | | q ( 0 ) ) < ö ( p | | q ( 0 ) ) + D(p ( 0 ) l |q*)-
A (2.9) és (2.11)-ből: 
(2.13) ö (p ( 0 ) l | q* ) < £>(p (0)l|q) 
A (2.10) és (2.12)-ből: 
(2.14) ö ( p ( 0 ) l | q ) < (P ( 0 ) | |q*) 
így (2.13) és (2.14) egybevetéséből adódik, hogy 
(2.15) D(p ( 0 ) l | q ) = D(p ( 0 ) | | q*) 
Ezt a (2.15)-öt a (2.9) és (2.10)-be visszatéve: 
(2.16) D(p ( 0 ) | | q ( 0 ) ) = D ( p ' | | q ( 0 ) ) + £>(p (0 ) | |q), 
(2.17) ö ( p ( 0 ) | | q ( 0 ) ) = D(p| |q(°)) + D(p(°>||q*). 
A (2.16) és (2.17)-ből a lemma szerint adódik, hogy 
p* = q és p = q*. 
De (2.8) miat t akkor 
Р* = P és q* = q, 
tehát valóban legfeljebb csak egy közös pont lehet. Könnyen végig gondolható, 
hogy az £ és cl£ halmazoknak is csak egy közös pontjuk lehet, ahol cl£ az £ halmaz 
lezártja, ugyanis a (2.3) egyenlőtlenség q £ cl £ esetén is igaz (megengedve a jobb 
oldalon a +oo értéket is). 
A következő dualitási tétel szemléletes tartalma: 
— (Gyenge forma). Ha van £-nek pozitív pontja, akkor C Ç \ £ е6У és csak egy 
pontból áll. 
— (Erős forma). £ p | cl£ egy és csak egy pontból áll, ahol cl£ az £ halmaz lezártja. 
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2 . 3 . T É T E L . 
1° (Gyenge forma) . Tegyük fel, hogy van olyan p G С, hogy p > 0. Ekkor 
létezik egy és csak egy p* G С és q* G í , (p* = q*), melyekre a 
(2.18) ö ( p ( 0 ) | | q ( 0 ) ) = Д(Р*| |Ч ( 0 ) ) + D(p ( ü ) l | q*) 
ún. Pitagorasz-összefüggés teljesül. 
2° (Erős forma). Létezik egy és csak egy p* G С és q* G cl S (p* = q*) melyekre 
(2.18) fennáll. 
Bizonyítás. Az, hogy legfeljebb egy p* G С van amelyre az állítások teljesülnek 
a lemma u tán te t t megjegyzésünkből nyilvánvaló. Azt kell csak megmutatni , hogy 
legalább egy van. 
A tétel bizonyításához a geometriai programozás gyenge és erős dualt i tási tételeit 
fogjuk használni ([5]). 
Először a feladatot geometriai programozási formára át í r juk. Adot tak 
eloszlásvektorok és A mátr ix. Legyen b := Ap(°L 
Ekkor belső feltételes feladat 
A p = b ' 
£ Pi = 1 > 
;' = i 
p > 0 
n 
pj log minimalizálandó! 
i = i i) 
A célfüggvény még az alábbi formában is írható 
E p i ( - b g < ? ; o ) ) + i o 6 — ^ 
i=i 
minimalizálandó! 
Ez egy geometriai programozási duálfeladat. A könnyebb követhetőség érde-
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- log q | 0 ) 
3. ábra 
Legyenek a primálváltozók t m dimenziós vektor és и skalár. 
A primál feladat feltételi halmaza: 
n 
(2.19) ] [ ) e x p ( t a , + u + loggj 0 ) ) < 1 
J '=I 
a céfüggvénye: 
t b + и maximalizálandó. 
Azonnal lá tható, hogy a primál feladat Slater reguláris. 
Az egyensúlyi feltételek 
(2.20)
 9 ; o ) exp(ta ;- + u) = P j , ( j = 1 , . . . . n ) . 
1° A geometriai programozás gyenge dualitási tételét használva az alábbiakat kap-
juk: 
Ha van p G C, hogy p > 0 akkor léteznek olyan p* G С é st*, и* primál 
megoldások, amelyek a (2.20) egyensúlyi feltételt teljesítik, azaz 
(2.21)
 g J 0 ) e x p ( t * a i + u * ) = p ; , ( j = 1 , . . . , » ) 
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és a célfüggvényértékekre 
(2.22) = t ' b + u* 
J=i qi 
A (2.21)-ből adódik, hogy 
u* = - l o g ^ í ; ° ) e x p ( t * a J ) . 
i-» 
Jelöljük 
9 ; : = 4 0 ) e x p ( t 4 + 4 * ) 0 = 1 n) 
Ebből 
(2.23) l o g - ? L
 = t * a i + u * 0 = 1, n) 
l) 
A (2.22)-ben b értéket visszaírva kapjuk, hogy 
X > ; i o g 4 = D t 4 + « > i 0 ) 
J=1 4j J=1 
A (2.23)-at visszaírva a fenti egyenlőségbe írhatjuk, hogy 
n n (0) „ (0) 
, = • «} , = i «i í=i «,• 
Azaz 
D(p ( 0 ) | | q ( 0 ) ) = D(p(°)| |q*) + D(p*| |q(°)). 
2° A geometriai programozás erős dualitási tétele szerint létezik p* € £ úgy, hogy 
(2.24) ^ p ; i o g - ^ T = s u p ( t b + u) 
f i q) ' ('.«) 
és a szupremumot nem csökkenti, ha (2.19)-ben egyenlőséget tételezünk fel, azaz, 
hogy 
n 
(2.25) u = — log íj0^ exp(ta 7 ). 
j=i 
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Jelöljük 
(2.26) qj := qJ0) exp(ta,- + u) ( j = 1 n) 
így (2.24) az alábbi formát ölti: 
j=1 (») \ j = i 
és q a (2.25), (2.26) feltételeket teljesíti. Minthogy a (2.25) és (2.26) feltételek az € 
halmazt definiálják és í része a szimplexnek a log függvény folytonossága mia t t : 
Azonban 
» ( g ^ i f ) ( p ^ i r -
Legyen q* G cl S olyan, hogy 
/ n „(0)\ n „(0) 
így kapjuk, hogy 
D(p(° ) | | qW) = D ( p W | | q * ) + D(p*||q(°>) • 
2.4. KÖVETKEZMÉNY. (Erős equilibrium): IIa a q* G £ az MDI feladat op-
timális megoldása és lia a q* £ elf az ML feladat optimális megoldása (azaz 
{infD(p(° ) | | q ) I q G £} = D(p ( 0 ) | | q* ) , q* G cl£) akkor a (2.18) Pitagorasz-össze-
fűggés fennáll. 
Bizonyítás. Legyen p, q a 2.3 tétel által biztosított optimális megoldások. Eze-
kre tudjuk , hogy 
(2.27) D ( p | | q ( 0 ) ) + ö ( p ( 0 ) l | q ) = £>(p ( 0 ) l |q ( 0 ))-
Minthogy p* is és q* is optimálisak így 
£ K p l q ( 0 ) ) = ö ( p | | q ( 0 ) ) 
£ > ( р ( 0 ) 1 Ю = u ( p ( 0 ) l | q ) 
A (2.28)-at (2.27)-be helyettesítve: 
D(p* l |q ( 0 ) ) + D(p(°) | |q - ) = D(p(°) | |q(0)) • 
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4- ábra 
Megjegyzés. A tétel ál l í tását semat ikus ábrán szemlél te thet jük (jelölés ugyanaz 
min t a l e m m a u tán i megjegyzésünkben) 
D(p' | |q<°>) + Я ( Р ( 0 ) | Ю = JD(p<0>||q<°>). 
Ezt az a lábbi f o r m á b a n is í rha t juk : 
D ( p ( 0 ) l | q ( 0 ) ) = min D(p| |qí°>) + inf D ( p ( 0 ) | | q ) , 
(p) (ч) 
ahol min D(p | | q ( ° ) ) az úgynevezett diszkrimináló vetí tés (röviden D vetítés) és 
(P) 
infZ?(p(°) | |q ) az ügynevezett likelihood vetítés (röviden L vetítés). Ha van p > 0 (q) 
pont £ - b e n , akkor az inf imum min imumra cserélhető. 
2 .5 . KÖVETKEZMÉNY. Legyenek p(°\ ado t t eloszlások. 
Legyen A olyan mátrix, amit az A mátrixból újabb sorok hozzávételével ka-
punk. Az С eloszláscsaládot a következőképpen definiáljuk: 
С := {p I Ä p = Á p ( 0 ) } 
Az С eloszláscsalád továbbra is: 
C : = { p | A p = A p W } . 
így nyilvánvaló, hogy p(°) £ С С C. 
Az S eloszláscsaládot az alábbiak szerint definiáljuk: 
l := {q I
 q j = q(p exp( tá p + и), { j = 1 n ) } 
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(0) 
t = ( í i , . . . , < m ) tetszőleges, и = - l o g £ q) ; e x p ( t â j ) , ( j = 1 , . . . , « ) . 
i = i 
Az E eloszláscsalád pedig most is: 
£ •= {q I 4i = í j 0 ) exp( ta ; + u), ( j = 1 , . . . , n )} 
n
 fol 
t = ( í i , . . . , t m ) tetszőleges, и = - l o g £ я) exp( ta j ) , ( j = 1 n). Nyilvánvaló, 
i=1 
hogy q(°) G £ С £ . 
Az alábbiakban a tétel következményeként egy állítást bizonyítunk be: 
Legyenek € С és € cl£ tetszőlgesek. Legyen 
(2.29) minD(p | |q(°) ) = D(p- | |q(0))> 
p€ £ 
(2.30) m i n D ( p | | q ( 0 ) ) = D(p* | |q ( 0 ) ) . 
p€£ 
Legyen 
(2.31) min D(p(°) | |q) = D(p(0) | |q*), 
q€ elf 
(2.32) min D(p(°>||q) = D(p<°>||q'). 
qe elf 
Á L L Í T Á S 
1) minZ?(p| |p*) = £>(p*||p*). 
pef 
A p*-ot a p*-nak С halmazra vonatkozó D vetületének nevezzük. 
2) min£>(q*| |q) = D(q* | |q-) . 
qtclf 
A q*-ot a q*-nak cl£ halmazra vonatkozó L vetületének nevezzük. 
Bizonyítás. (2.29) és (2.3l)-ből, valamint az erős equilibriumból adódik, hogy 
(2.33) D(p(°)| |q(°)) = D(p*||q(°>) + D(p(°) | |q-) és p* = q* 
(2.30) és (2.32)-ből és ugyancsak az erős equilibriumból adódik, hogy 
(2.34) D ( p ( 0 ) | | q ( 0 ) ) = Z?(p*||q(0)) + D(p(°)| |q*) és p* = q*. 
Mivel qí°l G cl£ tetszőleges, most vegye át a szerepét q* (2.34)-ből és (2.33) szerint 
figyelembe véve, hogy q* = p*; az alábbit kapjuk: 
ű (p ( 0 | | p* ) = ű ( p * | | p - )
 + D(p(°)| |p*). 
Mivel D(p<°>||p*) > 0, azért 
Ö(P ( 0 )I |P*) > D(P*I|P*). 
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A fenti egyenlőtlenségből és minthogy p(°) szerepét bármilyen p G С veheti át , ezért 
m i n D ( p | | p * ) = D ( p l p * ) . 
рб с 
így az állítás első részét bebizonyítottuk. 
p(°) g £ tetszőleges, így most a szerepét p* vegye át . (2.33)-ból és (2.34) szerint 
figyelembe véve, hogy p* = q*, azt kapjuk hogy: 
Z?(q*| |q ( 0 )) = D(q*||q(°>) + D(q*| |q*). 
Mivel D(q*| |q(°) > 0, azért 
fí(q*||q(0)) > fí>(q*llq*)-
A fenti egyenlőtlenségből és minthogy q(°) szerepét bármilyen q veheti á t , azt kap-
juk , hogy: 
min ű ( q l q ) = D(q*| |q*) . 
q€cl£ 
Tehát az állítás második részét is bebizonyítottuk. • 
Ha feltételezzük még, hogy van olyan p G С, p > 0, akkor az előbbiekben a 
cl£-re illetve cl£-re vonatkozóak £-re és £ - ra is érvényesek. 
A következmény állításait ábrán szemléltetve 
1) D vetület 
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3. Lineár is és exponenciá l i s eloszláscsalád opt i inal izációs 
f e l a d a t á n a k dual i tás i kapcsola ta : az össze te t t eset 
Legyen A tetszőlegesen adot t m x n-es mátrix, oszlopvektorait jelöljük aj-vei , 
és legyen В tetszőleges adot t m x k-s mátr ix , oszlopvek torait jelöljük b,-vel. Az A 
és В mát r ix segítségével definiáljuk az С és £ eloszláscsaládokat. 
Belső fe l té te les , l ineáris eloszláscsalád 
Legyenek és adot t eloszlások. Az alábbi implicit módon lineáris 
feltételekkel adot t ( p , r ) eloszlások összességét С lineáris családnak nevezzük. 
(3.1) A p + B r = Ap<°> + Br<°>. 
Nyilvánvalóan (pC©© 0 ) ) G £ és bármelyik ( p , r ) átveheti (р^0) ,©0)) szerepét. 
Kü l ső fe l té te les , exponenciá l i s eloszlás 
Legyenek > 0 és s^0) > 0 adot t eloszlások. Az alábbi explicit módon expo-
nenciális (loglineáris) feltételekkel adot t (q, s) eloszlások összességét £ exponenciális 
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eloszláscsaládnak nevezzük. 
qj = gj0) exp( ta j + u), (J = 1 , . . . , n) 
Sj = sj0 ) exp( tb j + v), ( i = 1 , . . . , k) 
ahol t = (í ! , . . . , í m ) és 
u = - log ] Г qf } exp ( t a j ) 
J = i 
к 
v = - l o g £ sj0 ) e x p ( t b j ) 
>=1 
(az u, v előbbi megválasztása azért szükségs, hogy qj és Sj eloszlások legyenek) 
Azonnal látható, hogy G £ és bármelyik (q, s) pár átveheti 
(q(°),s(°)) szerepét. 
Ahogy az előbbiekben is, megjegyezzük, hogy ( q ^ . s Ü Ü ) > 0 miat t minden 
(q , s ) G S eloszlásra (q , s ) > 0. 
Optimalizálási feladatok az összetett esetre 
A következőkben adott A és В mátrixhoz tartozó С és € eloszláscsaládokon 
adjuk meg az MDI és ML alapfeladatokat. 
MDI-feladal (D vetélés) ML-feladat (L vetítés) 
Legyenek (q<°>, e<°>) G í Legyenek (p(°), r<°>) G С. 
min D(p| |q(°)) + D(r||s<°>) min D(p(°) | |q) + D(r<0>||s) (p,r)ef (p,s)ef 
Az előző esethez hasonlóan a következő leinmát látjuk be. 
3 . 1 . LEMMA. Legyenek ( p < ° > , r ( 0 ) ) G С, ( q ( 0 ) , s ( ° ) ) G S rögzítettek, ( p , r ) G С 
és (q, s) G S pedig tetszőlegesek. Az alábbi egyenlőtlenség fenn áll. 
D(p(°)||q(0>) + D(r<0>||s<°>) < D ( p | | q W ) + D(p<°>||q)+ 
+ D(r||s<°>) + D(r<0>||s) 
és egyenlőség akkor és csak akkor, ha 
(P,R) = (q , s ) . 
Ebben az esetben fennállnak az alábbi egyenlőségek is: 
(3.4) O(p ( 0 ) | | q ( 0 ) ) = Ű(P | |4 ( 0 ) ) + D(p ( 0 ) | | q ) 
és 
(3.5) D(r (° ) | | s W) = £>(r||sí°)) + D(r ( 0 ) | | s ) 
Megjegyzés. Mielőtt a bizonyításra rátérnénk megmutat juk, bogy ha a (3.3)-
ban egyenlőség van akkor az két (3.4) és (3.5) egyenlőségre esik szét. 
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A megjegyzés indoklása. 
Az egyenlőség minden ( p , r ) G С és minden (q , s ) G S esetén teljesül, ugyanis 
(p ( 0 ) , * ( 0 ) ) és (q ( 0 ) , s (°)) szerepét bármilyen ( p , r ) G С és (q, s) G S átveheti. így 
kapjuk, hogy 
£>(p||q) + D( p | |q ) + D(r | | s ) + D(r | | s ) = ű ( p | | q ) + D(r | | s ) . 
Tehát 
D(p | |q ) + D(r | | s ) = 0. 
De a divergencia mindig nem negatív. Tehát a fenti egyenlőség akkor és csak akkor 
érvényes, ha 
ű ( p | | q ) = 0 és D(r | | s ) = 0. 
Amiből az következik, hogy p = q és r = s. Külön-külön (3.3)-ban (egyenlőség 
esetén) visszahelyettesítve kapjuk, hogy 
D(p||q<°>) + D(p(°>||q) = D(p ( 0 ) | |q ( 0 ))> 
D(r| |s(°)) + D(r<°>||s) = D(r(°>||s(°)). 
Azaz blokkonként érvényes a Pilagorasz-összefüggés. 
Bizonyítás. Ha a (3.3) egyenlőtlenséget kirészletezzük és a lehetséges egysze-
rűsítéseket elvégezzük, az alábbi egyenlőtlenséget kapjuk 
t b * " f t + Ê ' Г b g • f t < t » b g f t + E ri log ft • 
i= l í j j = i s j j=i 4j j=i s j 
A bizonyításhoz induljunk ki abból, hogy 
n 




(3.7) E r i l o e — ^ 0 
j= i S j 
és egyenlőség akkor és csak akkor teljesül, ha 
p = q illetve r = s 
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Felhasználva (3.2)-t, (3.6) és (3.7)-ből kapjuk, hogy 
n n 




Y r j lo8 r j * Y ri s<j0) + tbi + ")• 
j=i i=1 
Majd a két egyenlőséget átrendezve és összeadva az alábbi egyenlőtlenséget 
kapjuk: 
n к n к 
( 3 . 8 ) Y Pj lo« 7 5 ) + Y r j lo« " W ^ E Pj t&j + U + Y r i t h j + 
j=1 4j j=1 s j j=1 j=i 
Felhasználva (3.1)-et (3.8) az alábbi alakot ölti: 
Y pj bg-rk + E r j bg-gy>E pí0)(tai + «) + E + » ) • 
;'=i í j j=1 j=i ,=i 
(3.2)-ből pedig 
Ê « A + Ê -, * i > ± ,<"> H i l + £
 r<°> l o g J L 
j=1 j= i «j i = i 9j j=1 j 
és egyenlőség akkor és csak akkor, ha 
( p . r ) = ( q . s ) • 
Az alábbi következmény könnyen belátható. 
3.2. KÖVETKEZMÉNY. (Gyenge equilibrium) 
На (З.З)-Ьап teljesül az egyenlőség valamely (p*, r*) és (q*, s*) eloszlásra, akkor 
a (p*,r*) az MDI, a (q*,s*) pedig az ML feladat optimális megoldása. 
Megjegyzés. Egyenlőség esetén két (3.4), (3.5) egyenlőségi állítást kapunk. Eb-
ből, minthogy a szimpla esetben beláttuk, hogy £ f | c l £ csak egy pontból állhat, 
következik, hogy most is csak legfeljebb egy közös pont lehet. 
3 . 3 . T É T E L . 
1° (Gyenge forma). Tegyük fel, hogy van olyan ( p , r ) G £ , hogy (p , r ) > 0. Ekkor 
létezik egy és csak egy (p*, r*) G £ és (q*, s*) G £ úgyhogy (p*, r*) = (q*, s*), 
amelyekre a 
(3.9) D(p ( 0 ) | | q ( 0 ) ) = ű(p' | |q<°>) + £>(p (0) | |q*) 
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és 
(3.10) D(r<0>||s<°>) = D( r* ||s(°)) + £>(r (0 ) | |s*) 
úgynevezett Pitagorasz-összefiiggések telejsiilnek. 
2° (Erős forma). Létezik egy és csak egy (p* , r*) G £ és (q*,s*) G cl£, úgyhogy 
(p*, r*) = (q*, s*), melyekre (3.9) és (3.10) fennáll. 
Bizonyítás. Az, hogy egy és csak egy (p* , r*) van amelyre az állítások tel-
jesülnek a fent tet t megjegyzésünkből nyilvánvalóan adódik. Az alábbiakban azt 
bizonyítjuk be, hogy legalább egy van. A szimpla esethez hasonlóan, a tétel bi-
zonyításához i t t is a geometriai programozás gyenge és erős tételeit fogjuk használni 
[5]. Mindenekelőtt a feladatot geometriai programozási formára írjuk át . 
Adot tak r(°, s^0) eloszlásvektorok és А, В mátr ixok. Legyen d := 
Ap(°> + Br ( ° ' . Ekkor a belső feltételes feladat 
A p + B r = d 
П 
£ > = 1




 vj > 0, ( j = l , . . . , k ) 
£ ö = l 
j'=i 
n к 
£ Pj log - ^ y + £ Vj log - ^ y minimalizálandó! 
j=i í j i = i s j 
A célfüggvény még az alábbi formában is írható 
к П (Pj Y' 
£ Pi ( - log 9Í0)) + £ Vj ( - log s(°>) + log - i f i 
п ы> 
+ ' °g j = 1 „ 
/ X \ £ g 
( E rí ) ' - • 
v i = 1 7 
Ez nem más mint egy geometriai programozási duálfeladat. A paramétereket se-
mat ikusan szemléltetve: 
Legyenek a primálváltozók t m dimenziós vektor és u,v skalárok. 
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U 
в 
1 1 0 0 
0 0 1 1 
-log я\ о) - log s j 0 ) 
7. ábra 
A primal feladat feltételi halmaza: 
(3.11) 
célfüggvénye pedig: 
£ e x p ( t a j + u + log9j 0 ) ) < 1 
i=i 
к 
^ e x p í t b j + u + logsJ0 5) < 1 
t d + и + v maximalizálandó! 
Azonnal lá tható, hogy a primál feladat Slater reguláris. 
Az egyensúlyi feltételek: 
(3.12) 
(3.13) 
9j0> e x p ( t a j + u) = pjt ( j = 1 n) 
sj°^exp(tbj + v) = rj, ( j = 1 k) 
1° A geometriai programozás gyenge dualitási tételét felhasználva az alábbiakat 
kapjuk: 
Ha van ( p , r ) G С, hogy ( p , r ) > 0, akkor léteznek olyan (p* , r* ) G £ és 
t*,u*,v* primál megoldások, amelyek a (3.12) és (3.13) egyensúlyi feltételeket tel-
jesítik, azaz 
(3.14) g ; . 0 ) e x p ( t * a i + u * ) = p ; , (j' = l n) 
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es 
(3.15) s<°> е х р ( Г Ь , + о*) = г ; , 0 = 1 к) 
és a céfüggvényértékekre 
( з л е ) î > ; >°g 4 + È г ; log 4 = t a + « * + V * . 
i = i j = i s j 





u* = - l o g E 9 ! 0 ) e x p ( t 4 ) 




:= exp(ta ;- + u*) 0 = 1 ») 
s'j : = * { 0 ) е х р ( Л , + » в ) 0 = 1 , . . . , * ) 
(3.17) log = t * a j + u* 0 = 1 , . . . , » ) 
9) 
es 
(3.18) log A - = t * b ; + 0 = 1 h) 
s) 
(3.16)-ban d értékét visszaírva 
i o
« 4 + è rJio« 4 = + « * ) p í 0 ) + 
;'=i í j i = i s j i = i 
i= t 
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Ebbe (3.17)-et és (3.18)-at visszaírva 
n к n (0) „ (0) 
E * > ; ы • % + E * b g = E P S 0 ) b g % - E P S 0 ) b g û r + 
Í= i «i- j= i ü j= i «i j= i q> 








т 0 т - E r í l o « V ' _ _ ( ) ^ , -
 ST j = i «j j= l J 
azaz 
fí(p(0)l|q(0)) + D(r (0 ) | |s(°>) = £>(pW||q*) + £>(p*||q (0 )) + D(r<°>||s*) + D(r*| |s(°)). 
A lemma szerint, az egyenlőség miat t , ebben az esetben az alábbi két egyenlőség áll 
fenn: 
D(p ( 0 ) l |q ( 0 ) ) = -D(p(0)llq*) + ö(p*l lq ( 0 ) ) 
£>(r<°>||s<°>) = £>(r (0) | |s*) + 0(r*||s<°>) 
2° A geometriai programozás erős dualitási tétele szerint létezik (p*, r*) G С 
úgy, hogy 
n
 p' k r* 
(3.19) E P j l o S - 7 Ü T + E r j l o ß l £ T = sup ( t d + u + v), 
j= i í j j = i s j (*."••) 
és a szupremumot nem csökkenti, lia (3.11)-ben egyenlőséget tételezünk fel, azaz, 
hogy 
(3.20) 
u = - l o g ^ 9 j 0 ) e x p ( t a j ) 
j = i 
к 




így (3.19) az alábbi formát ölti: 
<7j := 9j°} exp(ta ;- + u) ( j = 1 , . . . , n) 
Sj := s j 0 ) exp( tb j + v) ( j = 1 k) 
E ч * % + E * $ - - p E rí" -Г * j k 
j= l í j j = l Ä j (4.S) Д J = 1 Sj 
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és ( q , s ) a (3 .20) , (3 .21) f e l t é t e l eke t t e l j e s í t ik . Mivel a (3 .20) , (3 .21) fe l té te lek az 
С halmazt definiálják és £ része a szimplexek Descartes-szorzatának, továbbá a log 
függvény folytonossága mia t t : 
«UP I È - R B ^ + È - F B ^ ) = 
Azonban 
( J S A . ^ ^ + S ' Î 4 ^ ! -
i=i í j j=i sj 
í " „(°) *
 r(°)\ 
- min E Ä g — + E p j 0 ) l ° S — . 
Legyen (q*,s*) G cl£ olyan, hogy 
/ » „(°) t Á°)\ » „(о) к (0) 
= V / S 1 * 4 * V 
így kapjuk, hogy 
D(p(0)l|q(0)) + D(r(°)||s(°)) = D(p(°)||q*) + D(p'||q<0>) + Z?(rC°>||s*) + D(r><°>). 
De a lemma mia t t (3.19) és (3.20) is fenn áll. • 
3 .4. KÖVETKEZMÉNY. (Erős equilibrium). 
На a (p*, r*) G С az M DI feladat optimális megoldása és a (q*,s*) G cl£ az 
ML feladat optimális megoldása, (azaz {inf D(p(°) | |q) + D(r(°) || s ) | ( q , s ) G £ } = 
D(p ( 0 ) | |q*) + ű( r (°) | | s*) , (q*, s*) G cl£), akkor a (3.19) és (3.20) Pitagorasz-össze-
függések fennállnak. 
Bizonyítás. Legyen (p, r ) és (q, s) a tétel által biztosított optimális megoldá-
sok. Ezekre teljesül, hogy: 
(3 22) D ( p | | q ( 0 ) ) + ű ( p ( 0 ) l l q ) = ^ ( P ( 0 ) l | q ( 0 ) ) , 
ű ( f | | s ( ° ) ) + D(r<°>||s) = D{ rí°>||s<°>), 
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( 3 . 2 3 ) 
D ( p ( ° ) | | q * ) = D{ p ( ° ) | | q ) , 
D ( r * | | s ( 0 ) ) = D ( i | | e < 0 > ) , 
D ( r ( 0 ) | | s * ) = £>( r ( ° ) | | 8 ) . 
A ( 3 . 2 3 ) - a t a ( 3 . 2 2 ) - b e v i s s z a h e l y e t t e s í t v e a z t k a p j u k , h o g y 
ű ( p * | | q ( 0 ) ) + D ( p ( 0 ) | | q * ) = D ( p ( ° ) | | q ( 0 ) ) 
é s 
ű ( r * | | s < ° > ) + D ( r ( 0 ) | | s * ) = D(r<n\\sW) • 
V é g e z e t ü l m e g j e g y e z z ü k , h o g y a m ó d s z e r t e t s z ő l e g e s s z á m ú b l o k k r a á l t a l á n o -
s í t h a t ó . 
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ANALYSIS O F T H E DUALITY BETWEEN LINEAR AND LOGLINEAR 
FAMILIES OF DISTRIBUTIONS BY G E O M E T R I C P R O G R A M M I N G 
L. GONZALEZ 
Given a family of probability distributions defined by linear internal constraints and another 
family defined by loglinear external constraints (See CSISZÁR [2], we analyse the duality between 
the two families by applying geometric progranuning. This allows us to generalize CSISZÁR'S 
results. 
The problem may be considered eis the generalization of the method of ceilibration of input-
ou tpu t tables (see [l], [3], [4], [6]). 
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D E Á K ISTVÁN 
B u d a p e s t 
A t ö b b processzor t haszná ló , p á r h u z a m o s m ű k ö d é s t lehe tővé tevő számí tógépek , va lamin t az 
ezekkel szoros k a p c s o l a t b a n álló, l e g ú j a b b felépítési elvek szerint m ű k ö d ő számí tógépek t é m a k ö r é t 
t e k i n t j ü k á t a felépítési és működés i elvek szerint . A tö r t éne lmi e lőzmények és az a l ap foga lmak 
összefoglalása u t á n az ilyen számí tógépek felépítésének p rob l émá i t , va lamint a ha t ékonyság méré-
sének kérdésé t vizsgál juk meg . Röv id leírásukkal együ t t fe lsorol juk a je lenleg k a p h a t ó l eg fon tosabb 
gépeke t . 
1. Bevezetés 
A félvezetőipar és a számítógépgyártás folyamatosan csökkenti a számítógépek 
alkatrészeinek méretét és ezzel növeli az ezekből előállítható számítógépek sebessé-
gét. A felhasználók azonban mindig többet kívánnak. Az egy processzorral működő 
számítógépek fejlődési lehetőségének határai immár világosan lá thatók. A kiuta t 
részben ű j felépítési és működési elvek alkalmazása, részben pedig a felhasznált 
processzorok számának növelése jelentette. 
Az 1940-es évek végén kifejlesztett számítógépek működésének alapelve — egy 
processzor sorban végrehaj t ja a tárban elhelyezett programutasításokat — az 1970-
es évek végéig egyeduralkodó volt. Ezt a f a j t a felépítési elvet Neumann rendszemek 
vagy működési elvnek is nevezik. Az 1960-as években kezdtek el foglalkozni olyan 
számítógépek kifejlesztésével, amelyek több processzorral vannak felszerelve, egy-
szerre több utasí tást is végre tudnak haj tani , párhuzamos feldolgozásra alkalma-
sak, illetőleg olyan módosításokat ha j to t tak végre a számítógép felépítésén, hogy 
bizonyos f a j t a műveleteket egyszerre lehessen elvégezni (például Bemenet /Kimenet 
műveletek és aritmetikai műveletek). 
A párhuzamos számítógépek (parallel computers) mellett néha a szuperszámító-
gépek (supercomputers) elnevezést is használják ezekre a gépekre, bár a leggyorsabb 
gépek nem mind párhuzamos működési elvüek (viszont a párhuzamos számítógépek 
mind szuperszámítógépnek tekinthetők). Szoros kapcsolatuk mia t t mindkét t ípust 
tárgyaljuk, de a hangsúlyt a párhuzamos számítógépekre, azok felépítésének és mű-
ködésének elveire helyezzük. 
A párhuzamos számítógépek felépítésével foglalkozó általános művek közül a 
[7], [11], [12], [13] és [14] műveket ajánl juk az érdeklődőknek, a programozással kap-
csolatos kérdésekkel foglalkozó általános témájúak közül a [3], [7] és [14] könyveket. 
Egy speciális területtel, a szimulációval foglalkozó művek közül a [2], [4], [5] és [6] 
a ján lha tó , valamint a [4] cikkben található harmincnál több hivatkozás. 
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2. A l a p f o g a l m a k 
Rendkívül sokféle felépítési elv jellemzi a párhuzamos számítógépeket, ezért 
nagyon nehéz egy minden gépre kiterjedő, egyértelmű és jellemző osztályozást meg-
adni. A leggyakrabban használt kategorizálás FLYNN [8] nevéhez fűződik. A SISD 
(Single Instruction, Single Data stream kezdőbetűiből) t ípusú gépek az egy utasí tás-
folyam — egy adat fo lyam elve szerint működnek, vagyis ezek a hagyományos számí-
tógépek. A SIMD (Single Instruction, Multiple Data) gépeken egy utas í tásfolyam 
van és többszörös adat folyam, vagyis egy utas í tás t egyszerre több ada ton h a j t a n a k 
végre. Az MISD géptípus (Mult ip le Instruction, Single Data) gyakorlati lag nem 
létezik; elvileg ez egy olyan gép lenne, amely több utas í tás t h a j t végre egyszerre 
egy ada ton . Az MIMD (Mult ip le Instruction, Multiple Data) számítógép több 
utasí tásfolyamot h a j t végre párhuzamosan, egyidejűleg több adatfolyamon dolgoz-
va. 
Egy másik felosztás szerint a gépeket a beépí tet t processzorok száma szerint 
há rom csoportba soroljuk. Eszerint vannak egyprocesszoros gépek, egészen kevés 
(2-32) processzorral rendelkező gépek és nagymértékben párhuzamos gépek, ame-
lyek száznál több, esetleg több ezer processzorral dolgoznak. 
Egyprocesszoros rendszerben is meg lehet valósítani bizonyos mér tékű párhuza-
mos működést . így az a számítógép, amely az ari tmetikai processzortól függetlenül 
olvashat egy mágneslemezről vagy szalagról, már párhuzamos működésűnek te-
kinthető. Hierarchikus memória felépítés esetén is van egy bizonyos párhuzamos 
működés; ilyenkor a processzor speciális regisztereket, vagy ú.n. gyors t á ra t (ca-
che memory) ér el, amelyekből nagyon gyorsan lehet ada to t olvasni vagy írni, míg 
ezeket a regisztereket vagy gyors t á ra t a fő tárból lá t ják el adatokkal (a fő t á ra t 
pedig mágneslemezekről, esetleg szalagokról). Az adatá tv i te l a memór ia különböző 
szintjei között egymástól függetlenül egyszerre is megvalósulhat. Ezek a felsorolt 
sorrendben egyre nagyobb kapacitású, de egyre lassabban elérhető tárak segítenek 
kitölteni azt az űr t , amely a gyors processzor adatigénye és a nagymennyiségű ada-
tot viszonylag lassan szolgáltató mágneslemezek, mágnesszalagok között van. 
Csö szakaszai 
EV u, U2 U3 
MV U, u2 U3 Uz 
AB u. u2 U3 Uz Us 
UD U, u2 U 3 u4 Us Us 
UB u, u2 u3 Uz U 5 Us 
1 2 3 4 5 6 7 
Idô (cső ciklusokban mérve) 
1. ábra 
Ot alegységgel rendelkező „csöves/tett" processzor működésének vázlata 
Egy alapvető fontosságú felépítési elv a cső vagy másnéven szerelőszalag (pipe-
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line), amelyet egyre szélesebb körben alkalmaznak még egyprocesszoros gépeknél is. 
Egy processzor esetén ennek az elvnek az alkalmazása abban áll, hogy az elvégzendő 
utasí tást több részre bont ják fel, és a különböző részeket a processzor különböző 
alegységei ha j t j ák végre, egyidejűleg és egymástól függetlenül. Bontsunk fel min-
den utasí tást például öt részre, amelyekről tegyük fel, hogy egyenlő hosszú idő, 
például egy ciklusidő kell a végrehajtásukhoz: 1. utasí tás beolvasása UB, 2. utasí tás 
dekódolása UD, 3. adat beolvasása AB, 4. művelet végrehaj tása MV, 5. eredmény 
visszaírása EV (lásd 1. ábrát ) . Egy csövesített processzorban öt különböző al-
egység van, amelyek csak egy-egy részt ha j t anak végre a teljes utasításból, ahhoz 
hasonlóan, ahogy a munkások dolgoznak a futószalag mellett . Tehát a procesz-
ezor első alegysége egy utasí tás végrehajtásából csak annyit vállal, hogy azt kiol-
vassa a tárból, a többi alegység ezalatt tétlenül várakozik. Mialatt az első al-
egység a második utasí tást olvassa ki a tárból, a második alegység az első utas í tás 
dekódolását végzi. A harmadik időegység alat t a processzor első alegysége a harma-
dik utasí tás beolvasását végzi, a második alegység a második utasí tást dekódolja, a 
harmadik alegység pedig az első utasí tás végrehajtásához szükséges adatokat olvassa 
be a tárból és így tovább. 
Egy nem csövesített processzor csak sorban t u d j a elvégezni az első utas í tás öt 
részét, m a j d a második utasí tás öt részét stb. , így öt ciklusidőnként fejez be egy 
utasí tás t . A csövesített változat egy ciklusidőnként fejez be egy utasí tást (feltéve, 
hogy az utasításcső már fel van töltve utasításokkal). így elméletileg а К szaka-
szos cső A-szór gyorsabb a közönséges processzornál. Ezt az elméletileg elérhető 
gyorsítást a gyakorlatban csak ri tkán lehet megközelíteni és egyébként is függ a 
konkrét programban található utasításoktól. Ugyanis ha egy IF utasí tás végrehaj-
tása u tán egy másik utasítássorozatra tevődik át a végrehajtás, nem a már a csőbe 
betöl töt t utasítássorozatra, akkor meg kell várni, amíg a teljes cső kiürül (kitörlik 
a feleslegesen betöl töt t utasítássorozatot, és a másik utasítássorozatot kezdik el 
betölteni), ami К ciklusideig tar t . Ilyen okok miat t a gyakorlatban használatos 
gépek 4-6 szakaszos csővel dolgoznak, bár létezik 26 szakaszos cső is (Cyber-205). 
A csövesítés elvét i t t processzorra írtuk le, de hasonlóan alkalmazható például Be-
mene t /Kimene t műveleteknél is. 
A vektor szuperszámítógépeket egy (vagy több) olyan csővel szerelik fel, ame-
lyik vektorokon tud nagyon gyorsan műveleteket végrehajtani . A cső előbb tárgyal t 
feltöltési tu la jdonsága mia t t a hosszú vektorok esetén nagyobb a műveleti sebessége 
a csőnek, hiszen a feltöltés és a kiürítés adminisztrálása minden vektor esetén ugya-
nannnyi, de a nagy elemszámú vektoroknál ez kisebb hányadot képvisel a teljes 
műveleti időből. 
A cső felépítési elvét, műveletek egymással való átfedését nemcsak utasí tások, 
aritmetikai műveletek végrehajtásánál alkalmazzák, hasonló elvek a lapján lehet 
szervezni például a Bemenet /Kimenet műveleteket is. A felhasznált adatok termé-
szete szerint beszélhetünk vektor és skalár csövekről, ezeken belül megkülönbözte-
tünk aritmetikai, logikai, processzor csöveket. A műveleti sebesség növelése érdeké-
ben egy számítógép gyakran többféle csövet is tar ta lmaz. 
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3. Felépítési elvek 
A jelenleg ismert párhuzamos számítógépek felépítése igen sokféle, szinte gép-
ről-gépre változik. Ebben a szakaszban a leggyakrabban alkalmazott vagy vala-
milyen szempontból fontosnak tar tot t felépítési elveket és lehetőségeket foglaljuk 
össze. 
Több processzor alkalmazását feltételezve a memória elérése szerint beszélhe-
tünk kizárólagos memóriáról, vagy közös memóriáról. Az első esetben minden egyes 
processzorhoz hozzárendelik az általa használható tárterületet, vagy tárakat; az 
adott processzor a hozzárendelt tárakat kizárólagos hozzáférési joggal használja, 
más processzorok nem férhetnek ezekhez hozzá. Ebben az esetben a számítógép 
egy processzorból és a hozzátartozó memóriából álló részekre bontható fel, amelyek 
egymástól lényegében függetlenül működnek (a kapcsolattartás az összekapcsoló 
hálózaton továbbított üzenetek formájában valósítható meg). A második eset-
ben, a minden processzor által elérhető közös memória esetében, az ide beírt in-
formációk alapján nyílik lehetőség a processzorok közötti együttműködésre. Ek-
kor viszont szinkronizálási problémák léphetnek fel, továbbá a processzorok és a 
memória közé kapcsoló egységet (switch) kell beépíteni. (Ilyen kapcsoló egységet 
kell néha a különböző elérési idejű tárak közé is beépíteni, hiszen a nagyon gyors 
proceszszoroknak nagyságrenddel kisebb a ciklusideje, mint a főtárnak, így regisz-
terek és gyorstárak főtárból való feltöltésére is szükségünk van, ami a kapcsoló 
hálózaton keresztül történik.) 
Szinkronizálási ellentét lép fel, ha ugyanazt az adatot két vagy több processzor 
akarja egyszerre kiolvasni, felülírni, vagy ugyanazt a memóriamodult elérni. 
Jónéhány számítógépen vegyes memóriaelérési stratégiát követnek: minden 
processzornak van egy kizárólagos tárterülete és ezenkívül van egy nagy közös tár is, 
amelyet minden processzor elérhet. Memóriakonfliktusok elkerülésére az is egyfaj ta 
megoldás lehet, hogy ugyanabból az adatból több (vagy minden) memóriamodulban 
tárolnak egy példányt — ilyenkor persze az esetleges felülírások miatt az adatok 
időbeliségét, illetőleg egymásutániságát kell valamilyen módon szinkronozálni és el-
lenőrizni. 
A Cyber-205 gépnél a vektorműveletek elvégzésénél várható memóriakonfliktu-
sokat csökkentik azzal, hogy egy vektor elemeit nem folyamatosan tárolják a memó-
riában, hanem egy konstans számú szóval eltolva, így az egymásutáni elemek külön 
memóriamodulokba kerülnek (interleaving) és ezzel egyszerre elérhetőkké válnak. 
A memória és a processzorok (illetőleg a főtár és a gyorstár) között többféle 
módon lehet kapcsolatot létesíteni. Rákapcsolható egy közös sínre egyik oldalról az 
összes processzor, másik oldalról a teljes memória. Ilyen felépítésnél nagyon gyakran 
felléphet adatigények közötti konfliktus, amelynek megoldására többféle algoritmus 
használható. Legegyszerűbb a legrégebben várakozó igény kielégítése (First In, 
First Out — FIFO — statikus használat), de teljesíthetjük annak az egységnek a 
kérését a leggyorsabban, amelynek legrégebben volt igénye (Least Recently Used — 
LRU — dinamikus kijelölés), vagy választhatunk véletlenszerűen az igények közül. 
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memória modulok 
2. ábra 
Egy üzene t ú t j a ke resz t rudas kapcso lásban (vas tag vonal) 
Egy gyakran használ t vál tozat a keresztrudas kapcsolás (crossbar switch, lásd 
a 2. áb rá t ) , ahol akármelyik processzor elérheti akármelyik memór i amodu l t . A 
keresztrudas kapcsolás egy csomópont jának képesnek kell lennie ar ra , hogy egy 
akármelyik processzortól származó üzenetet akármelyik modulnak továbbí tson, to-
v á b b á egy olyan részének is kell lennie, amely az egyidejűleg beérkező kéréseket 
rangsorol ja . Persze ilyenkor is k ia lakulhatnak „forró pontok" az összekötő háló-
za tban , vagyis olyan csomópontok, amelyeket gyakran igényel több üzenet is az 
ú tvonalához . Sok processzor és sok modul esetén egy ilyen rendszer kiépítése elég 
költségesssé válik. 
Ha a keresztrudas összekötő hálózat csomópont ja iban lévő ellenőrző, kapcsoló 
és elsőbbséget eldöntő funkciókat az egyes memóriamodulokhoz te lepí t jük, akkor az 
úgynevezet t multipori rendszert kapjuk . 
A processzorokat gyakran egymással is összekötik, hogy üzenetet lehessen kül-
deni a tá r kikerülésével. Ezek az összekötő hálózatok lehetnek s ta t ikusak és dinami-
kusak (egyes kapcsolók állításával rekonfigurálhatók). A s ta t ikus hálózatok közül 
néhánya t a 3. ábrán m u t a t u n k be. 
gyu ru csillag fa négyzetes háló 
3. ábra 
Processzorok összekapcsolásának vá l toza ta i 
Az ú j a b b a n egyre népszerűbb hálózat az n-dirnenziós kocka, amelyen 2" számú 
csúcs van. Egy csúcsot egy (© , b2,..., 6„), 6j = 0 vagy 1, szám n-essel je lö lünk. Egy 
ado t t csúcs azokkal a csúcsokkal szomszédos közvetlenül, amelyek szám n - e s e pon-
tosan egy b i tben különbözik az ado t t csúcs szám n-esé tő l . Egy csúcsból egy másik 
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csúcsba küldendő üzenetnek ekkor legfeljebb n — 1 másik csúcson kell áthaladnia. 
Ujabban a kukaclyukas (wornihole routing) üzenettovábbítást is alkalmazzák, ekkor 
akármelyik csúcsból bármely másikba azonos idő alat t lehet üzenetet küldeni (ilyen 
üzenettovábbítás van az i P S C / 2 gépen is). 
Számítógépek tervezésénél az összekötő hálózat kiválasztásának megítélésében 
több szempont kap szerepet; a gyakorlatban egy, a teljesítmény (sávszélesség, vagyis 
a másodpercenként átvihető adat mennyisége) és az ár (a hálózat felépítésének bo-
nyolultsága) közötti kompromisszumot keresnek. Az összekötő hálózat árát elsősor-
ban a hálózat bonyolultsága határozza meg, de ez az ár a technológia fejlődésével 
csökkenő irányzatot muta t . 
A sávszélesség maghatározása azért nehéz, mert a konfliktusok arányát és az 
átvitel gyorsaságát meghatározó memóriaigények mennyisége és f a j t á j a a programok 
előre nem jelezhető viselkedésétől függ. Szokás a sávszélességet egyes műveletek 
esetén elérhető átvihető adatmennyiségnek definiálni, pl. egy mátr ixnak vektorral 
való szorzása esetén a sávszélesség 80 Mbyte. 
Itt említ jük meg, hogy létezik egy különleges típusú memória, az asszociatív tár, 
amely a tar ta lomtól függően címezhető, vagyis a teljes memória keresése egyszerre 
történik. így egy utasításidő alat t kikereshető az összes olyan cím, amely egy adott 
számot tar ta lmaz. Ilyen típusú tárakra gyorsan változó adatbázisok esetén lehet 
szükség, például radarjel követése, légtérfigyelés, képfeldolgozás, mesterséges intel-
ligencia modellezés. Asszociatív tárral szerelték fel a Goodyear Aerospace STARAN 
gépét és a Parallel Processing Ensemble (PEPE) gépet. Az ilyen típusú memóriák 
rendkívül drágák. 
A több processzort használó rendszereket tekinthetjük multiprocesszoros gépnek 
is (vagyis olyan gépnek, amelyikben több processzor dolgozik együtt) , multiszámi-
tógépnek is (vagyis több számítógép együttesének). Az első csoportba tartoznak 
a processzor tömbök, például a Connection Machine, míg a másodikba sorolhatók 
az iPSC Hypercube géptípusok. A megkülönböztetés a lapja a processzorok közötti 
együttműködés szorossága, a szinkronizáltság, az üzenetek gyakorisága, az erőfor-
rások közös felhasználása, stb. Ezért a gépek besorolása nem mindig egyértelmű. 
A multiprocesszoros rendszert — amely esetében a processzorok által végrehaj tot t 
műveletek azonosak — szorosan kapcsolt rendszernek, míg a multiszámítógépes 
rendszert, ahol az egyes processzorok egymástól függetlenül dolgozhatnak, lazán 
kapcsolt vagy elosztott rendszernek nevezzük (egyesek ide sorolják a számítógép 
hálózatokat is). 
4. Tel jes í tmény, sebesség, ha tékonyság 
A számítógépek egyik legfontosabb jellemzője a teljesítmény, amelyet az időegy-
ség a la t t elvégzett műveletek számával szoktak mérni. A különböző műveletek el-
végzéséhez szükséges idő viszont esetenként igen eltérő is lehet. Ezért a teljesítményt 
többféleképpen szokták mérni. Ilyen lehetőségek a következők: (i) használnak olyan 
mintaprogramokat , amelyek egyes jól meghatározott feladatokat ha j t anak végre 
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(benchmark), (ii) egy bizonyos műveletre adják meg a teljesítményt, lebegőpontos 
összeadásra vagy szorzásra például, (iii) különböző műveletek végrehajtási idejének 
súlyozott összegét számítják (ún. keverékeket — mix — képeznek). Ezért a szá-
mítógépek teljesítményére vonatkozó számokat csak bizonyos óvatossággal lehet 
összehasonlítani. 
A teljesítmény mértéke lehet az egy másodperc alat t végrehaj tot t utasítások 
száma (egysége a Mip / s — million instructions per second, vagyis egymillió utasí tás 
másodpercenként, esetleg a Gip / s = 1000 Mip/s) vagy pedig az egy másodperc alat t 
végrehaj tot t lebegőpontos műveletek száma (egysége a Mflop/s — million floating 
point operations per second, vagyis egymillió lebegőpontos művelet másodpercen-
ként, nagyobb egysége a Gílop/s = 1000 Mflop/s) . 
A párhuzamos számítógépek teljesítményének van egy elméleti maximuma, 
amit Гоо-nel jelölünk [11], és amit akkor érhet el a számítógép, ha minden pro-
cesszora állandóan működik. A gyakorlatban ezt sohasem érik el, hiszen a szá-
mítógépben lévő csövek feltöltésének és kiürülésének ideje, vagy másmilyen admi-
nisztrációs, esetleg üzenettovábbítási idők a számításokat inproduktiv időként ter-
helik. Használják még az " r /2 jelű paramétert : az n i / 2 hosszúságú vektorok esetén 
a számítógép az elméletileg lehetséges г
ж
 teljesítőképességnek a felét éri el. így az 
n hosszúságú vektor esetén a vektorművelet végrehajtási ideje 
t = (71 + n 1/2)/т*оо . 
A gyorsítás, amelyet egy p processzort használó párhuzamos algoritmus alkal-
mazásával érünk el, egy olyan hányados, amelynek számlálója ezen párhuzamos 
számítógép által végrehaj tot t leggyorsabb soros program lefut tatásához szükséges 
idő, míg nevezője az ugyanezen párhuzamos számítógép p processzora által vég-
reha j to t t párhuzamos program ideje [14]. A p processzort használó párhuzamos 
algoritmus hatékonysága a gyorsítás osztva p-vel. így, lia a soros programot 10 
másodperc alat t h a j t j a végre egy 4 processzoros gép, a párhuzamos algoritmust 
pedig 4 másodperc alat t , akkor a gyorsítás 2,5-szeres, a hatékonyság 0,625. 
Az elérhető gyorsítás lényegesen függ az algoritmus nem párhuzamosí tható 
részének arányától . Ezt az összefüggést Amdahl törvénye í r ja le a következőkép-
pen [1]: 
1 
- / + 0 - Л / Р 
ahol S a gyorsítás, / az algoritmus nem párhuzamosí tható részének aránya és p a 
párhuzamos gépen használt processzorok száma. Egy p processzorral működő gép 
hatékonyságát 0,5-nek feltételezve S = p /2 adódik, amelyből 
Р / 2 < , *
 F W = > / < 1 
/ + ( 1 - / ) / Р P - L ' 
Tehát egy száz processzoros gépnél ötven százalékos hatékonyságot feltételezve az 
algoritmus soros része mindössze 1 százalék lehet. Egy kevésbé borúlátó álláspont 
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szerint [10] AMDAHL kiindulási feltételei a valóságban nem teljesülnek, mert l—f, 
vagyis az algoritmus párhuzamosí tható részének aránya nem független p- től . Más-
szóval a végzendő munka mérete — és a soros rész aránya — változik a processzorok 
számával, hiszen ha több processzort lehet használni, akkor a felhasználó általában 
kiterjeszti a probléma méreteit a lehetőségek határáig (a rácsfelbontás finomsága, 
iterációs lépések száma, a végeredmény pontossága, stb. áll í tható be megfelelően). 
5. A legfon tosabb p á r h u z a m o s számí tógépek 
Jelenleg hatvan felett van a kereskedelemben megvehető, párhuzamos műkö-
désre képes számítógép típusok száma [12], [13], de legalább még egyszer ennyi az 
olyan számítógépek száma, amelyek egyetemeken és kutatóintézetekben működnek, 
és csak néhány darab készült el belőlük. Ezért a teljesség igénye nélkül mindössze 
arra vállalkozunk, hogy a valamilyen szempontból fontos (leggyorsabb, elterjedt, 
újszerű felépítésű, stb.) gépekről adunk rövid áttekintést . 
5.1 A CRAY számítógépek 
A CRAY-1 nagyon elterjedt típus, az első példányt 1976-ban adták át . А 
gép órajele 12,5 nsec-os, az 1 M 64 bites szóból álló memóriája 16 csoportra van 
osztva. A különböző műveleteket (logikai, egész, lebegőpontos, címmanipuláció, 
vektorműveletek, skalárműveletek) egymástól függetlenül 12 funkcionális egység 
végzi. Ezek mindegyike regiszterekkel van ellátva és csövesítve van. A regiszter-
ekbe olvassák be a viszonylag lassú memóriából az adatokat , hogy a funkcionális 
egységeket megfelelő sebességgel tudják adatokkal ellátni. A funkcionális egységeket 
egymáshoz kapcsolva is lehet csövesíteni (összeláncolás — chaining), vagyis ha egy 
művelet eredménye a következő művelet végrehajtásához kell, akkor az eredményt 
nem a memóriába, hanem egy regiszterbe írjuk vissza, ahonnan gyorsabban lehet 
kiolvasni. Mivel a regiszterek (összesen 8 darab van) 64 elemet képesek tárolni, ennél 
hosszabb vektorokat a műveletek végrahajtásához 64 eleműekre kell széttördelni. 
A gyakorlati mérések szerint n é r t é k e 7 és 20 között változik a szokásos 
próbaprogramok esetén [11]. Ez azt jelenti, hogy a gép nem reagál túlzott tel-
jesítménycsökkenéssel a rövid vektorokkal számoló programokra sem, ezért a CRAY-
1 nagyon jól használható nem kifejezetten vektorokat használó programok esetén 
is. Az Гоо elméletileg elérhető maximális sebesség (ha a lebegőpontos összeadás 
és a szorzás csövek egyidejűleg, összeláncolva működnek) a 160 Mflop/sec -hoz van 
közel. A gyakorlatban a regiszterek és a memória között sávszélesség szűkössége mi-
att — megfelelő program esetén — a 20-30 Mfiop/sec már jó sebességnek számít . 
A gép lényegében véve SIMD gép, hiszen egyetlen program fut , bár annak 
különböző részei párhuzamosan is működhetnek, lia a részek között nincs összefüg-
gés és memóriakonfliktus. 
A gép egyik továbbfejlesztése a CRAY-XMP, ami lényegében két, közös memó-
riából dolgozó CRAY-1 gépet jelent, amely 9,5 ns órajellel dolgozik (1983). Minden 
egyes processzorhoz négy ada tu ta t építettek ki a memóriától, így a vektor csöveket 
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nehézség nélkül lehet utántölteni (egy x = y -f z vektor művelet elvégzéséhez három 
ada tu t r a van szükség — kettőre az y és z kiolvasásához és egyre az x visszaírásához). 
Memóriakonfliktusok mia t t (ugyanazt a memóriarészt két kérés éri egyszerre) még 
mindig lassulhat a program végrehajtása. Ezen a gépen s tandard próbaprogramok 
felhasználása esetén — meghatározot t arányú aritmetikai művelet, ki és beolvasás, 
s tb. — П1/2 ~ 50 - 60 volt, rTO = 420 Mflop/s. 
Egy ú j abb típus a CRAY-2, amely négy processzorral 256 M szót használ, 4 
ne-os órajellel (1985). Ennek a gépnek az elméleti sebessége 2 Gflop/s . A CRAY-2 
mérete igen kicsiny a folyékony hélium hűtésnek köszönhetően, egy méter á tmérőjű 
és 70 cm magas henger, amelyben 40 cm-nél hosszabb vezeték nincsen, ez a kis 
fizikai méret nyilván egyik oka a nagy sebességének. 
A C R A Y - X M P gép utódjának tekinthető a C R A Y - Y M P (1988. február) , a-
melynek elméletileg elérhető legnagyobb sebessége 3 Gflop/s , ezt nyolc processzoros 
kiépítettség esetén érhetik el. 
Mind a CRAY-XMP, mind a CRAY-2 MIMD gépnek tekintendő, mivel a pro-
cesszorok különböző utasí tásfolyamatot ha j t anak végre. Természetesen a működő 
példányok sokszor a fentebb leírt alapgépekkel nem teljesen azonos felépítésűek, 
hiszen az egyes kiszállított gépeket a vevő kívánsága szerint kissé módosí that ják . 
5.2. Az F PS-164 
A hozzákapcsolt számítógépek típusának jellegzetes képviselője az FPS-164 
(Floating Point System) amellyel ál talában alacsony költséggel nagy mennyiségű 
vektor vagy mátr ix számítást lehet elvégezni. Technikailag az ilyen hozzákapcsolt 
gépeket egy önállóan működő géppel (VAX-11 sorozat vagy IBM 308X sorozat) kötik 
össze, s míg az önállóan működő főgép gyakorolja a teljes rendszer feletti ellenőrzést, 
a bemenet /k imenet csatornák és a perifériák ellenőrzését, addig az FPS-164 vagy 
más hozzákapcsolt gép végzi a nagymennyiségű lebegőpontos számítást . Egy ilyen 
munkamegosztás akár 100-szoros felgyorsítást is jelenthet egy mini sebességéhez 
képest. 
Az FPS-164 egy 185 ns órajellel és 64 bit szóhosszúsággal dolgozó gép, melynek 
16 M szó memóriá ja van. Nyolc, egymástól független csővezetéke van a gépnek, ezek 
között van egy lebegőpontos szorzó és egy összeadó, valamint egy egész értékűekkel 
számoló aritmetikai-logikai egység, továbbá többféle memória. A gép elméletileg 
elérhető legnagyobb sebessége 11 Mflop/s, a gyakorlatban 1 -8 Mflop/s sebességet 
lehet elérni a problémától és a programozásra fordí tot t figyelemtől függően. 
A MAX tábla (ahol a MAX a Matrix Algebra Accelerator kifejezést t akar ja ) két 
darab FPS-164-es gépből van összeállítva, mindegyik géphez kiegészítésként 4 darab, 
egyenként 2048 elemet tar ta lmazó vektor regisztert csatoltak. A MAX táblákat 
használva lehet összeállítani az EPS 164/MAX gépet, amelynek a fő vezérlője egy 
FPS 164 és ehhez még legfeljebb 15 darab MAX táblát lehet hozzácsatolni. Ezzel az 
FPS 164/MAX teljes elméleti sebessége 341 Mflop/s. A rendszer rendkívül alkalmas 
lineáris algebrai műveletek (mátrixszorzás, sajátér ték számítás, stb.) végzésére. 
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5.3. Az Intel Hypercube 
Az n-dimenziós kocka formájára kialakított összeköttetések jellemzők az Intel 
cég által kifejlesztett Hypercube számítógépre (n = 3 , 4 , 5 , 6 a kapható változatok). 
Az egész rendszert a Cube Manager nevű személyi számítógép felügyeli. Az n-
dimenziós kocka egy csúcspontjában egy processzor és egy lebegőpontos társpro-
cesszor van, továbbá helyi memória (128 K-tól 512 K-ig). A kocka egy csúcsa n 
szomszédos csúcshoz van kötve, egy csúcstól egy másikig átlagosan n / 2 élen kell az 
üzenetnek végighaladnia. Az első típusok esetén a kommunikációs idők viszonylag 
nagyok, mintegy ötven lebegőpontos szorzást tud a gép végrehajtani azalat t , amíg 
egyik csúcsból a másikba átér az üzenet. A csúcsban elhelyezett memóriát mintegy 
1 /3 részben foglalja le az operációs rendszer és az üzenetek továbbítására szolgáló 
program. A rendszert lényegében úgy lehet jellemezni, hogy 2" személyi számítógép 
van összekapcsolva, egy gép felügyelete a la t t . 
A következő vál tozatban (1985) 80286-os mikroprocesszor van a csúcsokban 
80282-es társprocesszorral és ezt egy Intel 310-es mikrogép ellenőrzi. Az ú jabb, 
i P S C / 2 vál tozatban (1987) 80386-os processzorok vannak a csúcspontokban, a mel-
lette lévő 80387-es társprocesszor önálló működésre képes. Ebben a rendszerben 
a csúcsok közötti kommunikációt is felgyorsították, a Direct-Connect elnevezésű 
hálózat lehetővé teszi, hogy bármely csúcsból bármely csúcsba lényegében azonos 
idő alat t lehessen üzenetet küldeni (wormhole routing). Az üzenettovábbítás se-
bessége 2,8 Mbyte/sec, ha a kapcsolat már létrejött két csúcs között. A legújabb, 
iPSC/860 jelű, lényegében változatlan felépítésű gépen i860-as, 80 Mflop/s sebessé-
gűnek hirdetett processzorok vannak, amivel a legnagyobb kiépítettségű, 128 proces-
szoros gép elméletileg elérhető legnagyobb sebessége 7,6 Gflop/s, melyhez 2 GByte 
főmemória és 100 GByte lemezen lévő memória csatolható. A rendszer nagyon 
költséghatékony, vagyis egy Gfiop ára itt csak a tizede a CRAY-YMP gépen ka-
pha tó 1 Gflop árának. 
5-4- Miniszuper számítógépek 
A szuper- és párhuzamos számítógépek piacának legújabb vonása, hogy olyan 
viszonylag olcsó gépek jelennek meg, melyek ára néhány százezer dollár, egy fel-
használóra vannak tervezve és egy nagyobb íróasztalnyi helyet igényelnek csupán. 
Az első ilyen a Convex társaság C- l (1985) gépe volt, amely egy olcsó, léghűtéses 
vektorprocesszor 20 Mflop/s csúcssebességgel. A Convex azóta egy teljes soroza-
tot hozott ki a piacra 1988-ban, а С 120-tól а С 240-ig; a sorozat utolsó gépének 
maximális sebessége 200 Mflop/s. 
Az Ardent cég léghűtéses Titan számítógépe a grafikus rendszerek felhasználói-
nak alkalmas eszköze, a fél négyzetméternél kisebb alapterületű, 120 cm magas gép 
könnyen elhelyezhető. A képernyője 1280x1024 pixeles és 600.000 háromdimenziós 
vektort tud rajzolni egy másodperc alat t . A számítógépnek négy darab vektorpro-
cesszora van, és egy egész müveleteket végrehajtó processzora. A vektorprocesz-
szorok működését vektorregiszterek gyorsítják. 
Az Apolló 10000-es gépe RISC rendszerű (reduced instruction set) 64 bites 
gép, amely egy gépi ciklus alat t 1,2-1,3 utasítást képes végrehajtani . A rendszert 
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négy független CPU-val felszerelve árulják, mindegyik CPU-hoz egy egész és egy 
lebegőpontos processzor, gyorstár és egy, a memóriát szervező egység tartozik. A 
vektorműveletek végrehaj tását egy nagy regiszterfájl segítségével gyorsítják fel. 
5.5. A Connection Machine 
A Thinking Machines Corp. által kifejlesztett gép erősen eltér az eddig ismer-
tetet tektől [9]. A maximális kiépítettségben 65536 (64 K) processzorral rendelkező 
gép nagyon nagy mértékű párhuzamoságot tesz lehetővé. Akármelyik processzor 
elérheti akármelyik másik processzort vagy memóriarészt, így a gyakori kommu-
nikációnak nincs akadálya. 
Konkrét alkalmazások (szövegvisszakeresések, ill. képfeldolgozás) esetén a gép 
mért sebessége 6000 Mip/s , illetőleg 1 Gflop/s volt. A rendszert többféle méretben 
szállítják, 16 К processzor elemtől 64 К processzor elemig. 
Egy processzor elemnek csak egy apró feladata lehet, mivel egy ilyen elem 
csak egy darab 1 bites ALU-t (Ari thmetic and Logical Unit), valamint 4096 bit 
helyi memóriát tar ta lmaz. A processzor elemeket 16-os csoportokba szervezik és 
ezek a csoportok a legnagyobb kiépítettségű gépen egy 12 dimenziós kocka csúcsain 
helyezkednek el. Az egyes műveletek végzését bizonyos processzorokra lehet kor-
látozni a kihagyandó processzorok megjelölésével (masking). Lebegőpontos mü-
veleteket csak speciális programok segítségével lehet végezni; két 32 bites szám 
összeadásához 750 ns idő szükséges. 
A Connection Machine elsősorban logikai és egész műveletek végrehaj tására 
alkalmas, a processzorok és a memória közötti jó kommunikáció pedig olyan felada-
tok megoldására teszi alkalmassá, amelyek a programrészek közötti sűrű érintkezést 
igénylik. Az összekötő hálózat a csomagkapcsolt és áramkör váltó üzenetközvetítés 
(packet and circuit switching) jó oldalait egyszerre tar ta lmazza. A gép összekötő 
hálózatára jellemző, hogy a teljes 32 Mbyte memóriát 30 ms alat t sorba lehet ren-
dezni (soriing), egy 160 Mbyte-os adatbázisból pedig 50 ms alat t kiemelhető az a 
20 dokumentum, amely a megadott 200 szavas kereső mintához a legközelebb volt 
(hírügynökségi archív anyagok közötti keresés adot t témában) . 
A számítógéptípus ú jabb generációja a CM-2 jelű gép (1987), amelynek lényeges 
felépítésbeli változása az első nemzedékbeli CM-l-hez képest az, hogy minden 32 
processzorelemhez egy Weiiek lebegőpontos processzort adtak hozzá; összesen 2048-
at . Ezek a Weitek processzorok 7,5 MHz-en működnek, 24 Gflop elméleti csúcstelje-
sítménnyel, amiáltal a CM-l-nél mintegy 30-szor gyorsabb lett a gép. A memóriá t 
16-szorosára bővítették, vagyis most 8 Kbyte van minden egyes processzorelemnél, 
összesen 512 Mbyte. Az eredeti processzorok közötti összeköttetést meghagyva a 
gép processzorait hypercube kapcsolatokkal is ellátták. 
5.6 A T-series és a transzpuierek 
A Floating Point System által 1986-ban kihozott T-series gépcsalád a Connec-
tion Machine-hez hasonló nagymértékű párhuzamosságot tesz lehetővé. A proces-
szor elemek száma a különböző modellekben 1 К és 16 К között változik. Egy 
processzor elem egy az Inmos Inc. által kifejlesztett 32 bites transzputert és 1 
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Mbyte helyi memóriát tar ta lmaz [5]. Egy transzputer önmagában képes 16 Mflop 
csúcsteljesítményre, a teljes rendszer számítási erejét 2-4 Gflop/s-ra becsülik. A 
transzputereket processzor modulokba szervezik, egy modul nyolc transzputeri tar-
talmaz. A modulok egy n-dimenziós kocka (7 < n < 11) élei mentén vannak 
összekötve. A teljesítmény növelését külön lemezegységek segítik elő, minden pro-
cesszor modulnak van egy 256 Mbyte nagyságú tárral rendelkező lemezegysége. így 
a T-serits gépei inkább lebegőpontos számítások elvégzésére és nem túl sok kommu-
nikációt igénylő feladatok megoldására használhatók. (Míg a Connection Machine 
multiprocesszornak, a T-series gépei multikomputernek tekinthetők inkább). 
A transzputerek néhány tu la jdonságát említjük meg még kiegészítésként. En-
nek a processzorcsaládnak a legfontosabb jellemzője, hogy négy darab kétirányú 
soros kapcsolata van mindkét irányban 1 Mbyte / s sebességű adatátvitellel, amelyek 
a transzputerek összekapcsolását nagyon egyszerűvé teszik (nincs szinkronizálás és 
buffer). Az adatátvi tel ezeken a csatornákon keresztül a processzor működésétől 
függetlenül történik. Programozási nyelvük a kevéssé elterjedt occam. 
A T 414 számú transzputer belső ciklusideje 50 ns, valamint van egy 2 Kbyte-os 
50 ns ciklusidejű munkaterülete. Gyakorlati feladatokon egy transzputer körülbelül 
kétszer olyen gyors, mint egy VAX 11/780, egy egyetlen kártyán elhelyezhető 17 
transzputer körülbelül 30 darab VAX 11/780 teljesítményét ad ja egyetlen VAX gép 
árának töredékéért [1]. 
5.7. A Manchester adatfolyam számítógép 
Az adatfolyam (data flow) gépek mind a konvencionális, mind a párhuzamos 
számítógépektől eltérő alapelven működnek. Röviden szólva utasítások vannak a 
gépben raktározva és amint minden szükséges adat megérkezett egy utasításhoz, ak-
kor az utasí tás végrehajtódik. Ezért ezeket a gépeket ada tmeghaj tású (data driven) 
gépeknek is nevezik, szemben a többi számítógéppel, amelyek utas í tásmeghaj tásúak 
(istruction driven), hiszen amint bejön egy utasítás, végrehajtódik. 
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Egy programban a szükséges matematikai műveleteket adatfolyam gráffal áb-
rázoljuk. Példaként tekintsük a (—b± л/Ь2 — 4ac) /2a kifejezést kiszámító gráfot (4. 
ábra) . A gráf ívein az adatoknak megfelelő jelképek (token) mozognak, minden egyes 
adatnak külön jelképe van. Amint a gráf egy pont jában lévő művelethez megérkezik 
az összes, az adot t művelet elvégzéséhez szükséges jelkép, a számítás végrehajtódik 
és a számítás eredményeként egy új jelkép keletkezik. A D U P elnevezésű művelet 
csak több példányban állítja elő a bemenetként szereplő ada to t . Mivel a számítás 
több ágon haladhat , ezért vigyázni kell, hogy egy adot t változó minden szükséges 
helyen azonos értéket kapjon (vagy a kellőképpen megvál toztatot t értéket). Ezt 
azáltal lehet elérni, hogy minden ada t minden egyes változata ú j azonosítót kap a 
programban. 
A Manchester adatfolyam gépnek [14] három része van: a processzor gyűrű 
(jelkép-párosító, utasí tás tár, processzor egység), a szerkezeti tár és az összekötő 
hálózat. Az adatok csomagkapcsolt módon kerülnek egyik pontból a másikba. 
A processzor gyűrűkből több darabot is rá lehet kapcsolni a gépre, ezek aztán 
egymástól függetlenül, párhuzamosan működhetnek. A processzor gyűrű egyes 
részei csövesítve vannak. 
A processzor gyűrű először is a jelkép-párosító ( token matching) egységben 
felismeri az odaérkező input jelképeket. IIa egy művelet elvégzéséhez szükséges 
másik (többi) jelkép már rendelkezésre áll, akkor mindegyik szükséges jelképet (ez 
unikális, nincs belőle több!) továbbküldik, egyébként tárolják a már várakozókkal 
együtt . Az utasí tástárból kiveszik a megérkezett jelképeket felhasználó utasí tás t , és 
végrehaj tásra a processzor egységbe küldik. 
Az adatfolyam gépeknek még csak kísérleti példányai vannak. Mind hard-
ver, mind szoftver problémák hát rá l ta t ják elterjedését. Nyelve a SISAL (egy kife-
jezésorientált nyelv), amely kevéssé ismert. A problémák közül megemlítendő, hogy 
a gép időnként óriási mennyiségű elemi utasítást generál, amelyek közül aztán ne-
hezen t ud j a kiválasztani azokat, amelyeket a feladat elvégzése érdekében elsősorban 
kellene végrehaj tania . 
Bár nem kifejezetten adatfolyam gép, de nagyon sok hasonlóságot m u t a t az 
adatfolyam gépekkel a IIEP (Heterogenous Element Processor) számítógép. 
5.8. A szisztolikus tömbök 
A szisztolikus tömbök elnevezés egyfaj ta , speciális feladatok ellátására kifej-
lesztett egyedi felépítésű processzorcsoportot takar. A tömb csomópontjai proces-
szorok, amelyek az aritmetikai müveleteket végzik. Az egyes processzorok által 
kiszámított részeredményeket ál talában valamely szomszédos processzornak továb-
bí t ják, és csak a végeredményt (például egy mátr ixnak egy másik mátrixszal képzett 
szorzatát) helyezik el a memóriában. Ilyen szisztolikus tömb a W A R P és az iWARP. 
Megjegyzés: A szerző köszönettel tartozik a lektoroknak, akik értékes megjegy-
zéseikkel segítették elő a cikk elkészültét. 
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DEÁK ISTVÁN 
BME VILLAMOSMÉRNÖKI KAR MATEMATIKA TANSZÉK 
HU BUDAPEST, STOCZEK U. H ÉP. III. E. 
ARCHITECTURE OF PARALLEL COMPUTERS  
DEÁK, I. 
Parallel computers using several processors and closely related computers based on recent 
advanced techniques are summarized and discussed according to their architecture and operating 
principles. After some history and basic definitions the problems related to their architecture and 
efficiency are discussed. The most impor tant (widely used, fast , or specially interesting) computers 
are shortly described. 
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MARCEL F. NEUTS: Structured Stochastic Matrices ofM/G/t Type and Their Applications (Mar-
cel Dekker Inc., 1989) 
Az algoritmikus valószínüségszámj'tás egyik úttörőjének számító M . F . NEUTS ezen könyve a 
mintegy 10 évvel ezelőtt megjelent másiknak (M.F . NEUTS: Matrix-Geometrie Solutions in Sto-
chastic Models — An Algorithmic Approach, John Hopkins Univ. Press, 1981) testvére. Mindkét 
könyv speciális szerkezetű Markov-láncokkal ill. Markov felújítási folyamatokkal foglalkozik. Ilyen 
folyamatok gyakran fordulnak elő különböző alkalmazott valószínüségszámítási problémákban, így 
például sorbanállási feladatokban is. 
Az első könyv olyan Markov-lincokat tárgyal, melyek átmenetvalószínűség — ill. inten-
zi tásmátr ixa (1) szerkezetű ( G / M / l t ípusú), míg a későbbi tárgyalja a (2) t ípusú esetet 
(1) 
/ В о Ao 
B i A i A 0 
B2 A2 A i Ao 
\ : 
(2) 
/ В о В ! B 2 B 3 
Со 
AI A2 A 3 
AO A ! A 2 
\ 
A i , B , , C i négyzetes mátr ixok 
(M/G/1 típusú mátrixok). A két osztály között azonban jelentős különbségek vannak: míg 
például a G/M/1 esetben a stacionárius eloszlás egyszerű szerkezetű (ún. mátr ix-geometr ikus 
eloszlást követ), addig az M / G / 1 esetben az csak sokkal bonyolultabban adható meg. Persze 
hasonló probléma lép fel már a klasszikus G/M/l és M/G/l sorok beágyazott Markov-láncainak 
vizsgálatakor is. Mindkét könyv nagy előnye, hogy mindvégig igyekszik a gyakorlati (számítógépes) 
megvalósítást szem előtt tar tani . 
Nézzük meg most részletesen, milyen témákat ölel fel az utóbbi könyv. Az 512 oldalas könyv, 
melynek irodalomjegyzéke kb. 1400 hivatkozást tar talmaz, 6 fejezetre tagolódik. 
Az 1. fejezet (The M/G/1 Queue and Some of Its Variants) a klasszikus M/G/l sorra 
vonatkozó eredményeket ad ja meg (ergodikusság feltétele, stacionárius eloszlás, várakozási idők, 
stb.) olyan tárgyalásban, melyhez hasonlóan írható le az általános eset is. 
A 2. fejezet (Markov Chains of M/G/l Type) definiálja azt a problémakört, mellyel lénye-
gében az egész könyv foglalkozik. Néhány fontos példa u tán a fejezet főleg az ún. alapperiódus 
tulajdonságait tárgyalja, melyek az ergodikusság szempontjából lényegesek. Az ergodikusság, a 
stacionárius eloszlás és momentumainak megadása a 3. fejezet (Positive Recurrence) t émája . A 
hátralevő fejezetekben az itt megadott eredmények a lapján speciális, alkalmazási kérdések kerülnek 
sorra. 
A 4. fejezetben (Applications to Queues With Poisson Arrivals) olyan példák szerepelnek, 
ahol a beérkezési folyamat Poisson. így az M/SM/l sor (kiszolgálási idők Markov felújítási folya-
matot alkotnak) és variánsai, valamint az M/G/l sor csoportos kiszolgálással. 
Az 5. fejezet (Versatile Arrival Processes) olyan általánosításokat tárgyal, ahol a beérkezési 
folyamat már nem feltétlenül Poisson, sőt nem is feltétlenül felújítási, hanem például egy Markov-
lánc által modulált (változó intenzitású) Poisson-folyamat. Az ilyen típusú legáltalánosabb be-
érkezési folyamat a NEUTS által "versatile Markov point process " -nak nevezett, amely számos 
korábbi esetet (változó intenzitású vagy csoportos beérkezések) magába foglal. 
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A 6. fejezet (Selected Special Models) négy olyan modell leírását adja meg, melyek egyrészt az 
alkalmazásokban gyakran előfordulnak, másrészt a tárgyalt elmélet különböző kiegészítéseit adják. 
A könyv minden fejezete u tán irodalmi megjegyzéseket és feladatokat találunk. A feladatok 
között vannak alkalmazási problémák, elméleti kiegészítések, melyek további munkára adhatnak 
ösztönzést, de van amit szakdolgozati feladatként is felhasználhatunk. 
A gondosan összeállított és szerintem hamarosan — testvéréhez hasonlóan — klasszikussá váló 
könyvet haszonnal forgathatják az alkalmazott valószínűségszámítás szerelmesei: matematikusok, 
programtervezők, mérnökök egyaránt. 
Szirtes András 
GOTTFRIED JETSCHKE: Mathematik der Selbstorganization. Qualitative Theorie nichtlinearer dy-
namischer Systeme und gleichgewichisferner Strukturen in Physik, Chemie und Biologie (F r i ed r . 
Vie weg und Sohn Braunschweig-Wiesbaden, 1989). 
A könyv valódi célja, hogy (a matematikai statisztika kivételével) összegyűjtse mindazt a 
matematikai anyagot, amit manapság a természettudományokban alkalmazni szokás. Ezt a célt 
az alcím szűkíti, a cím pedig még ennél is jobban korlátozza. A jelenség magyarázata az, hogy 
habár az önszerveződés elmélete (lévén egy számos tudományágat magába sűrítő terűlet) az összes, 
itt bemutatot t matematikai eszközt használja, ugyanezek az eszközök (esetleg mélyebben, de nem 
nagyobb számban) alkalmasak arra, hogy a fizika, kémia és matematika számos más problémáját 
is megoldják. Így azután egyetérthetünk a hátsó borító állításával, amely szerint az olvasó számos, 
a lineáris és nemlineáris differenciálegyenletekre, a bifurkációkra, a katasztrófaelméletre és a 
sztochasztikus folyamatokra vonatkozó könyv elolvasását megtakaríthatja magának, ha helyettük 
ezt a müvet olvassa el (illetve tanulmányozza át!). Ezután ugyanis képes lesz eredeti cikkek ol-
vasására. Más szavakkal a könyvet úgy is jellemezhetjük, hogy alig van olyan fogalom (definíció 
vagy állítás), amelyet a könyv ne tárgyalna, vagy legalább ne érintene. Ennek bizonyítására 
felsoroljuk a könyv részletes tartalomjegyzékét. Bevezetés, 1. Determinisztikus dinamikai rend-
szerek, 2-4. Egy/Kettő/Kettőnél több szabadságfokú rendszerek, 5. Kaotikus attraktorok, 6. Bi-
furkácóelmélet, 7. Katasztrófaelmélet, 8. Reakció-diffúzó rendszerek, 9. Sztochasztikus dinamikai 
rendszerek, 10. Sztochasztikus differenciálegyenletek, 11. Születési-halálozási folyamatok, 12. Disz-
krét idejű zajos rendszerek, 13. Sztochasztikus parciális differenciálegyenletek. A Függelék beszél 
a modellalkotás folyamatáról általánosságban; azután rövid bevezetőt ad néhány tudományba 
(mechanika, elektromosságtan, kémia, biológia) oly módon, hogy vázolja fő problémáikat és gon-
dolkodási sémáikat. A Függelék 3. szakasza a klasszikus egyensúlyi és nemegyensúlyi termodi-
namikába és a termodinamikai stabilitáselméletbe akar matematikailag megalapozott bevezetést 
adni, ami természetesen szerzőnknek sem sikerülhet a racionális termodinamika keretein kívül. 
Végül a szinergetika népszerűsítéséről olvashatunk. 
149 jól kigondolt, részben eredeti ábra segít a szöveg megértésében. A feladatok megoldása, 
vagy ötletek megoldásukra szintén megtalálhatók a könyv végén. A könyv tartalmaz egy válogatott 
hivatkozási listát ( Weiterführende Literatur!) is, amely valóban továbbvezeti az olvasót, hiszen 
túlnyomórészt közismert, bevált tankönyveket és klasszikus cikkeket tartalmaz. Az írást tárgymu-
tató zárja. 
A könyv külső alakja is igen kellemes, néhány apróságot leszámítva. A betűk és az ábrák 
vonala inkább szürke, mint fekete, továbbá a borítót a festékréteg nem borít ja be teljesen. 
Összefoglalva megállapítható, hogy a természettudományok folyamatainak matematikai modelle-
zésével foglalkozó laboratóriumok bizonyára szívesen fogadják szerte a világon azokat a fiatalem-
bereket, akik levizsgáztak ebből a könyvből. A könyv magyarra való lefordítása (ami manapság 
nyilván csak ábránd) komoly nyeresége lenne a magyar szakkönyvirodalomnak, ugyanis messze 
felülmúlja H A K E N hasonló célú, magyarul megjelent művét. 
Tóth János 
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I R A N P O U R , R . és C H A C O N , P. , Basic Stochastic Processes. The Mark Kac Lectures (MacMillan 
Publishing Company, New York és Collier MacMillan Publishers, London, 1988). 
Ismét itt egy könyv abból a sorozatból, amelyet BAILEY, BARTLETT, BHARUCHA-REID, 
К ARL1N és T A Y L O R , K E M E N Y és SNELL, L A H R E S és mások indítottak el néhány évtizeddel ezelőtt: 
egy bevezető a sztochasztikus folyamatok elméletébe, alkalmazók számára. 
A könyv a néhai MARK KAC professzor előadásain alapul, amelyeket mérnök-, matematikus 
és fizikus hallgatók számára tar tot t a Dél-Karolinai Egyetemen. A könyv alapvető célkitűzése, 
hogy ne használjon absztrakt matematikai fogalmakat; különösen kerülje el a mértékelmélet al-
kalmazását. A könyv szövege önmagában érthető. Ezt segíti elő a valószínűségszámításra vo-
natkozó bevezető Nulladik fejezet, és a lineáris algebrai ismereteket nyújtó Függelék. Még az 
E l s ő (Fourier-transzformáció és az inverziós formula) é s a M á s o d i k (Fouricr-sorok) f e j e z e t is 
bevezetőnek tekinthető. A könyvben mindvégig nyilvánvaló ennek a megközeb'tésnek az ereje és 
egyszerűsége. 
A könyv további részének tartalma: 
Harmadik fejezet: Poisson-folyamatok (több definícióval; kapcsolat az exponenciális és az egyen-
letes eloszlással, rendezett mintákkal; születési-halálozási folyamat; felújítási folyamatok) 
Negyedik fejezet: Shot Noise (a véletlen za j spektrális sűrűsége) 
Ötödik fejezet: Gauss-folyamatok (a karakterisztikus függvény; a kovariancia-mátrix és a maga-
sabbrendű korreláeók; a Wicncr-folyamat; stacionárius folyamatok, a spektrális sűrűség, Bochner 
tétele) 
H a t o d i k f e j e z e t : Gauss-Markov-folyamatok (Doob tétele; a Chapman-Kolmogorov-egyenlet, az 
Ornstein-Uhlenbeck-folyamat) 
H e t e d i k f e j e z e t : A Brown-mozgás (Einstein megközelítése; a Brown-mozgást végző r é s z e c s k e se-
bessége; a Fokker-Planck-egyenlet; sztochasztikus differenciálegyenletek) 
Nyolcadik fejezet: Markov-láncok (az Ehrenfest-moiell; sztochasztikus mátrixok; véletlen bolyon-
gás; a stacionárius eloszlás, elágazó folyamatok; ergodicitás) 
A Függeléket kivéve minden fejezethez számos feladat csatlakozik, amelyeket helyesebb lenne 
inkább gyakorlatoknak nevezni. 
A szerzők intuitív megközeh'tése lehetővé teszi, hogy igen nagy anyagot tekintsenek át (pél-
dául még sztochasztikus differenciálegyenletekről is esik szó). 
Habár a könyv igazi nyeresége az alkalmazott matematikai irodalomnak, engedtessék meg 
néhány kritikai megjegyzés. Először is: egyetlen hivatkozás sincs a könyvben. Nem is az ere-
deti dolgozatokra való utalás hiányzik, hanem a matematikai előzményeket (lineáris algebra, 
valószínűségszámítás, vagy komplex függvénytan) tartalmazó, illetve a hasonló célú könyvek (pél-
dául a fent emh'tett szerzőktől) megemb'tése. Másodszor: az intuitív megközeb'tés miatt a könyv 
nem alkalmas arra, hogy matematikus hallgatók ebből kezdjék az ismerkedést a sztochasztikus 
folyamatok elméletével. Harmadszor: talán nem ártott volna néhány kémiai és biológiai példát is 
megemlíteni az alkalmazások között. 
A szerzők szándéka volt, hogy megőrizzék M A R C К AC előadói stílusát, amely különösen rövid 
és elegáns bizonyításokban nyilvánul meg. 
Összegezve: Érdemei miatt a könyv melegen ajánlható mérnök- és fizikus hallgatók számára, 
valamint a sztochasztikus folyamatokat oktató tanárok számára. Semmiképpen nem ajánlható 
azonban első könyvnek matematikus hallgatók számára. Aki pedig ezzel végzett, annak megol-
dandó tudományos problémákat bőségesen kínál a következő két könyv: 
K A M P E N , N. G . V A N , Stochastic Processes in Physics and Chemistry (North Holland, Amsterdam, 
1 9 8 1 ) é s GARDINER, G . W . , Handbook of Stochastic Methods for Physics, Chemistry, and the 
Natural Sciences (Springer Series in Synergetics, Vol. 13, Springer Verlag, Berlin, 1983); 
az alkalmazók számára legfontosabb eredmények pedig könnyen érthető formában leginkább az 
alábbi műben találhatók meg: 
IOSIFESCU, M . és TAUTU, P . , Stochastic Processes and Applications i n Biology and Medicine ( E d . 
Acad. RSR, Bucuresti és Springer Verlag, Berlin - Heidelberg - New York, 1973). 
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Ha t ö b b lehetősége lenne m a n a p s á g m a t e m a t i k a i t á rgyú könyvek megje lenésének Magyaro r -
szágon, akkor j avaso lnám, hogy az i s m e r t e t e t t könyv kerü l jön fel a l e fo rd í t andók l i s t á j á ra . 
Tóth János 
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A Szerkesztőbizottság közli az Olvasóval, hogy a 14. kötet (1989) 1-2-es számá-
b a n m e g j e l e n t MORRIS W . HIRSCH: D i n a m i k a i r e n d s z e r e k és d i f f e r e n c i á l e g y e n l e t e k 
című dolgozat első oldalán a lábjegyzet sa jnála tos szerkesztési hiba mia t t lemaradt . 
A lábjegyzet szövegét az alábbiakban pótoljuk: 
A fordítás M . W . HlRSCH, "The Dinamical Systems Approach to Differential equations", 
Bulletin of American Mathematical Society (1984), Volume 11, pp. 1-64 dolgozatából az American 
Mathematical Society engedélyével készült. 
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ÚTMUTATÁS A SZERZŐKNEK 
A z Alkalmazott Matematikai Lapok csak magyar nyelvű dolgozatokat közöl. A kéziratok gépelését, 
olyan formában kérjük, hogy minden gépelt oldal 25, egyenként átlag 50 betűhelyes sort tartalmazzon. A 
közlésre szánt dolgozatokat három példányban kell beküldeni. Előnyben részesülnek a TEX-ben elkészí-
tett dolgozatok. Ezeket két kinyomtatott példány kíséretében diszketten kérjük beadni. 
A kéziratok szerkezeti felépítésének a kővetkező követelményeket kell kielégíteni. A fejlécnek tar-
talmaznia kell a dolgozat címét, a szerző teljes nevét, valamint annak a városnak a nevét, ahol a szerző 
dolgozik. A fejléc után egy, képletet nem tartalmazó, legfeljebb 2 0 0 szóból álló kivonatot kell minden 
esetben megadni. A dolgozatot címmel ellátott szakaszokra kell bontani, és az egyes szakaszokat arab 
sorszámmal kell ellátni. A z esetleges bevezetésnek mindig az elsó szakaszt kell alkotnia. A z iroda-
lomjegyzék mindig az utolsó szakasz kell, hogy legyen, és azt nem kell sorszámmal ellátni. A z iroda-
lomjegyzék után, a kézirat befejezéseképpen fel kell tüntetni a szerzó teljes nevét és a munkahelye (illet-
ve lakása) pontos postai címét. A dolgozatban előforduló képleteket szakaszonként újrakezd ód óen, a kép-
let elótt két zárójel közé Irt kettős számozással kell azonosítani. Természetesen nem szükséges minden 
képletet számozással ellátni. A z esetleges definíciókat és tételeket (segédtételeket és lemmákat) ugyan-
csak szakaszonként újrakezdődő, kettős számozással kell ellátni. Kérjük a szerzőket, hogy ezeket, vala-
mint a tételek bizonyítását a szövegben kellő módon emeljék ki. Minden dolgozathoz csatolni kell egy 
angol, német, francia vagy orosz nyelvű, külön oldalra gépelt összefoglalót. Amennyiben lehetésges, kér-
jük a nyomtatás számára különösen nehézkes matematikai jelölések használatának az elkerülését. 
A dolgozatok ábráit és az esetleges lábjegyzeteket a dolgozat végén, különálló lapokon kérjük be-
küldeni. Mind az ábrákat, mind a lábjegyzeteket a dolgozat szakaszokra bontásától független, folytatóla-
gos arab sorszámozással kell ellátni. A z ábrák elhelyezését a dolgozat megfelelő helyén, szóijegyzetként 
feltüntetett, ábraazonosító sorszámokkal kell megadni. A lábjegyzetekre a dolgozaton belül az azonosító 
sorszám felsó indexkénti használatával lehet hivatkozni. 
A z irodalmi hivatkozások formája a következő. Minden hivatkozást fel kell sorolni a dolgozat vé-
gén található irodalomjegyzékben, a szerzók, illetve társszerók esetén az elsó szerzó neve szerint alfabe-
tikus sorrendben úgy, hogy a cirill betűs szerzók nevét a Mathematical Reviews átírási szabályai szerint 
latin betűsre kell átírni. A folyóiratban megjelent cikkekre [1], a könyvekre [5], a kötetben megjelent dol-
gozatokra [4], a disszertációkra [3] és a gépi program leírásokra [2] a következő minta szerint kell hivat-
kozni: 
[1] Farkas, J., Über die Theorie der einfachen Ungleichungen, Journal für die reine und angewand-
te Mathematik 1 2 4 (1902) 1-27. 
[2] Kéri, G., „DUALSIMP", rutin a CDC 3300-as gépekre (Magyar Tudományos Akadémia Számí-
tástechnikai és Automatizálási Kutató Intézete, CDC 3300 felhasználói ismertetők 2. 1973. 
május) 19-20. 
[3] Prékopa, A., „Sztochasztikus rendszerek optimalizálási problémáiról", doktori értekezés. Magyar 
Tudományos Akadémia, Budapest, 1970. 
[4] Prahhu, N. U., „Recent research on the ruin problem of collective risk theory", in: Inventory 
Control and Water Storage Ed. A. Prékopa (János Bolyai Mathematical Society and North-
Holland Publishing Company, Amsterdam-London, 1973) 221-228. 
[5j Zoutendijk, G., Methods of Feasible Directions (Elseiver Publishing Company, Amsterdam and 
New York, 1960). 
A dolgozatok szövegében az irodalmi hivatkozás számait szögletes zárójelben kell megadni, mint 
például [5] vagy [4, 76-78]. A szerzók a dolgozatukról 50 darab ingyenes különlenyomatot kapnak. A 
dolgozatok után szerzői díjat az Alkalmazott Matematikai Lapok nem fizet. 
Ára : 9 6 Ft 
TARTALOMJEGYZÉK 
Fülöp Zoltán: Eldönthetőségi kérdések fatranszformáció osztályok által generált monoidok-
ban 219 
Kozics Sándor: Absztrakt adat t ípusok megvalósításának lehetőségei különböző programozási 
nyelvekben 267 
Bagyinszki János: Logikai függvények p r -zá r t osztályainak hálója 289 
Huhn Edit: Rekurzív algoritmus ARMA folyamatok likelihood függvényének számolására . . 303 
Komlósi Sándor: Kvázikonvex elsőrendű approximációk 309 
Pintér János: Adaptív partíciós módszerek globális optimalizálási feladatok megoldására . . . 329 
Jeney András: Nemlineáris egyenletrendszerek megoldására szolgáló ABS-módszerek numeri-
kus vizsgálata 353 
Jeney András: Nemlineáris egyenletrendszerek megoldására szolgáló ABS-módszerek egy rész-
osztályának diszkretizációja 365 
Gonzalez, Lourdes: A lineáris és a loglineáris eloszláscsalád dualitási kapcsolatának vizsgálata 
geometriai programozással 381 
Deák István: Párhuzamos számítógépek felépítése 405 
Könyvismertetés 419 
INDEX 
Fülöp, Z., Deciability questions in monoids generated by tree transformation classes 219 
Kozics, S., Definition of abstract d a t a types in different programming languages 267 
Bagyinszki, J., Latt ice of pr-closed classes of logical functions 289 
Huhn, E., Recursive algorithm for evaluation of the likelihood function of ARMA processes . 303 
Komlósi, S., Quasiconvex first order approximations 309 
Pintér, J., Adaptive part i t ion strategies for solving multiextremal optimization problems . . 329 
Jeney, A., Numerical investigation of ABS-methods for solving systems of nonlinear algebraic 
equations 353 
Jeney, A., Discretization of a subclass of the ABS-methods for the solution of systems of 
nonlinear algebraic equations 365 
Gonzalez, L., Analysis of the duality between linear and loglinear families of distributions by 
geometric programming 381 
Deák, I., Architecture of parallel computers 405 
Book review 419 
