Abstract
Introduction
Discovery of services and other named resources is anticipated to be a crucial feature for the usability of mobile ad-hoc networks (MANETs). In this dynamic environment different nodes offering different services may enter and leave the network at any time. Efficient and timely service discovery is a prerequisite for good utilization of shared resources on the network.
The Internet community has not yet reached consensus on one particular service discovery protocol that is likely to be supported by most Internet hosts. This is in sharp contrast to name resolution, where nearly every Internet host supports DNS ( [1] , [2] ) and is equipped with a DNS Resolver. The reason is that most user-applications today, including web browsing, e-mail, telnet and ftp, rely on name resolution for communication, because it is not easy for users to remember 32-bits or 128-bits IP-addresses. A distributed mechanism for name resolution similar to DNS and Multicast DNS [3] has therefore been proposed for ondemand MANETs (i.e. MANETs routed with a reactive routing protocol) [4] .
Due to the success of DNS, and the fact that consensus on a universal mechanism for service discovery seems not to be reached within a foreseeable future, DNS SRV records [5] have been standardized to bundle simple service discovery into DNS. They allow a DNS Resolver to resolve a generic service name (e.g. of a printer) into an IP address and a port number. By reusing the existing DNS architecture and software, simple services can be discovered without considerably increased complexity.
Based on experiences from Internet usage, it is natural to assume that the situation is similar for MANETs: Nodes will have to run a mechanism for name resolution since most existing applications that are being used for communication, require it. Service discovery, on the other hand, will be a secondary priority. In this paper, we propose to do the same as in the fixed Internet, i.e. to integrate service discovery into the name resolution mechanism, which is anticipated to be widely supported.
Name resolution is a problem that is distinct from complex service discovery mechanisms that allows for attribute matching and service browsing. However, for simple service discovery, similar to the mechanism supported by DNS SRV records, name resolution and service discovery have many similar features. One important feature is how resource information (i.e. nameto-address mappings or service-description-to-address-andport mappings) is stored in the network. On an ad-hoc network, some scenarios call for resource coordinators (i.e. a name coordinator and/or service coordinator) that store information about resources (i.e. named devices or services) located in the coordinators' surroundings. In this paper, we also propose a scheme that integrates such coordinators in a MANET without increasing complexity considerably.
The benefits of such coordinators are still under study. Some research efforts indicate that they can be very beneficial in proactively routed MANETs ( [6] , [7] ). In ondemand MANETs, however, their benefits are unclear. Heuristic rules should be developed as guidelines to how centralized coordinators should be used with different networking scenarios.
In the following we present relevant work related to service discovery and name resolution in ad-hoc networks. Then we propose a simple service discovery mechanism that is an extension of a name resolution mechanism proposed for on-demand MANETs [4] . We also show how this proposed mechanism might be used to realize coordinator-based architectures for name resolution and service discovery on MANETs, thereby reducing additional complexity imposed by such architectures to a minimum. Finally, we discuss heuristic rules for using different architectures with different underlying networking characteristics.
Related work

Different service discovery architectures
Toh [6] points out that service discovery mechanismssuch as Jini [7] , Service Location Protocol (SLP) [8] , Salutation Protocol [9] and UPnP/SSDP [10] -are normally designed with a fixed network in mind, and might not fit well to ad-hoc networks. Furthermore, Toh outlines different service discovery architectures for how to manage service information on ad-hoc networks, namely the partially centralized, fully distributed and hybrid architectures.
With the partially centralized architecture for service discovery, a number of centralized service coordinators are located on a share of the nodes in the MANET. They cache descriptions of services residing on surrounding nodes. A service provider (i.e. a node that want to make its services discoverable by other nodes) discovers -and registers with -a service coordinator in its surroundings. A service requestor (i.e. a node that wants to discover a service) discovers services with one of its surrounding service coordinators.
An alternative to the partially centralized approach is the fully distributed architecture, where no centralized service coordinator is necessary. Instead, each node that wants to provide services runs its own service discovery server and responds to service discovery requests for its own services.
A hybrid approach is also possible in which fully distributed service discovery servers co-exist with some centralized service coordinators on the ad-hoc network. Service requestors and service providers will utilize a centralized service coordinator if anyone is present in their surroundings. Otherwise, they are confined to the fully distributed approach.
Güichal [11] undertakes an analysis of different architectures based on simulations. He concludes that the hybrid approach normally outperforms both the partially centralized and the fully distributed approach in terms of increased service availability, but often at the expense of higher messaging overhead.
A problem with these simulations is that the importance of underlying routing is neglected. The simulations might be appropriate when a proactive routing approach is being used, because with proactive routing the traffic patterns do not influence the amount of routing messages.
With a reactive routing protocol, on the other hand, service discovery will influence the routing overhead, and the simulation results are not applicable. Before the bandwidth effects of service discovery can be found, we first need to invent techniques to streamline service discovery with the reactive routing protocol to reduce the additional routing overhead as much as possible.
Name resolution in on-demand MANETs
A solution to name resolution in on-demand MANETs has been proposed in [4] . The main idea is to streamline name resolution with the underlying reactive routing protocol (e.g. AODV [12] , DSR [13] or TORA [14] ). The objective is to obtain a bandwidth-efficient scheme that reduces the number of broadcasted discovery messages to a minimum.
Reactive protocols allow source nodes to discover routes to a destination IP-address on demand. When a source router desires a route to a destination IP-address for which it does not yet have a route, it issues a route request (RREQ) packet. The packet is broadcasted by controlled flooding throughout the network, and sets up a return route to the source. If a router receiving the RREQ is either the destination or has a valid route to the destination IPaddress, it unicasts a Route Reply (RREP) back to the source along the reverse route. The RREP normally sets up a forward route from source to destination.
Engelstad et al. [4] showed that on-demand MANETs call for a solution to name resolution that is quite different from Multicast DNS [3] . First, they argued that name resolution requests should be sent by multi-hop flooding, and that the flooding mechanism should leave return routes towards the originator of the request. Without a return route, nodes that respond to a request would have to issue an additional broadcast to discover routes back to the originator of the request.
They also showed that replies should leave a forward route to a node that resolves a name. In many instances the node that responds to a name resolution request will be the owner of the requested name or have a valid route to that node. If the name resolution reply leaves a forward route, a route is in place as soon as the name requestor wants to contact the resolved IP address.
To realize this, an RREQ header should carry the name resolution requests (NREQs) while an RREP header should carry the name resolution replies (NREPs), as illustrated in Figure 1 . The RREQ and RREP headers ensure that return and forward routes are formed as part of the name resolution process. The message formats of the NREQ and NREP extensions were presented in a separate InternetDraft [15] and submitted to the Internet Engineering Task Force (IETF). 
SLP-based service discovery on MANETs
Engelstad et al.'s work [4] may serve as a general guideline for efficient messaging for resource discovery in on-demand ad-hoc networks. Later, Koodli and Perkins [16] proposed a similar solution to service discovery in ondemand MANETs, where service discovery requests and replies are carried by RREQs and RREPs in a similar way.
The proposed mechanism for service discovery specifies message formats that are designed to interoperate with the Service Location Protocol (SLP) [8] . Thus, it has more capabilities to accommodate advanced service discovery than the DNS-SRV-based scheme for simple service name resolution proposed in the next section has. A drawback, however, is that it requires additional software implemented on the MANET nodes, which increases the complexity of the MANET.
The SLP-based mechanism for service discovery on on-demand MANETs does not mandate where service information is stored in the network. Hence, both centralized, hybrid and fully distributed architectures, as presented in this paper, can be used to realize this scheme.
Service name resolution
In this paper, we propose to integrate simple service discovery, in terms of service name resolution with the aforementioned name resolution mechanism proposed in [4] . This is parallel to DNS SRV lookups for simple service discovery on the fixed Internet [5] . It allows a service name to be resolved into an IP address and a transport protocol number to be used to initiate the service.
The transport protocol type is normally encoded into the service name [5] .
A benefit of such integration is that a major part of the demand for service discovery can be met without introducing considerable complexity on the network. Most MANET nodes will implement a name resolver (and possibly also a name server). This software can easily be extended for lookups of service names as well.
A shortcoming of service name resolution is that it does not accommodate more advanced service discovery techniques (e.g. with attribute-based browsing and matchmaking), which there might be a higher demand for in a longer time-perspective.
Just as for the name resolution mechanism in [4] , service discovery requests should be sent with multi-hop flooding, and the flooding mechanism should leave return routes towards the service requestor. Replies should be sent by unicast back along the return route and leave a forward route to the node responding to the request. To realize this, the service discovery request should be carried as an extension to an RREQ header. The destination IP address in the RREQ is set to a pre-defined value, SERVICE-DISCOVERY-ADDRESS to which no MANET node can cache a route. Service discovery replies should be sent as an extension to an RREP header containing the appropriate destination IP address (and destination sequence number when AODV is being used) to ensure that a forward route to this IP address will be formed.
A Service Name Request (SREQ) extension and a Service Name Reply (SREP) extension should therefore be specified in addition to the NREQ and NREP extensions used for name resolution. AN SREQ may contain a list of services that are searched for, while an SREP contains a list of services that is offered, along with IP-addresses and a port-numbers used to reach the offered services ( Figure  2) .
A service requestor's name resolver (NR) gets the SREQ flooded throughout the network. A name server (NS) with the requested service information unicasts an SREP in reply (Figure 2) .
By including the service names in the SREP, the service requestor can easily match the service request with the discovered IP addresses and transport protocol port numbers. Otherwise, the service requestor might have difficulty to distinguish between different replies if it tries to discover several different services within a short time interval. Another advantage of including also the service names in the SREP is that it makes it easier for intermediate nodes to cache service discovery information appearing in the SREPs that they are forwarding. Figure 2 . A name resolver (NR) floods a service discovery Request (SREQ), carried by a Route Request (RREQ) header, throughout the network (1). A name server (NS) process with the requested service information unicasts a service discovery Reply (SREP), carried by a Route Reply (RREP) header, back along the reverse route formed by the RREQ (2). Hence, name resolvers and name servers normally used for name resolution, can be used for simple service discovery as well.
The proposed service discovery mechanism does not mandate where service descriptions are stored in the network -it simply specifies a bandwidth efficient messaging scheme. Hence, both centralized, hybrid and fully distributed architectures can be used to realize this service discovery scheme.
Fully distributed architecture
The fully distributed architecture for the proposed service discovery mechanism can be easily realized by running a name resolver on each node that needs to resolve a service name, and a name server on each node that wants to make services available (Figure 3 ). Any node that provides a service that matches a request appearing in an SREQ it receives, may respond with an SREP. An advantage of this approach is that since the responding name server is located on the same node that is providing the service, a direct route is already in place for subsequent unicast communication between the two nodes. Furthermore, the service provider does not have to run additional algorithms and software that enables it to find and register with a service coordinator in its surroundings.
Partially centralized architecture
Partially centralized service discovery architectures are realized by implementing service coordinators on a share of the nodes in the MANET. Service providers will have to find a service coordinator to register its services with, and service requestors will have to find a service coordinator in order to search for a service.
A bandwidth costly solution is to require that service providers broadcast a discovery message periodically each time they want to find a service coordinator and register/synchronize with it. In this approach two broadcasts would be required to match a service provider with a service requestor, i.e. the service requestor would also need to discover the service coordinator. A more bandwidth-efficient solution is probably to let the service coordinator periodically broadcast messages in search for both service providers and service requestors.
Furthermore, when a service coordinator broadcasts a message in search for service providers and service requestors, the message should establish a return route back to the coordinator, e.g. by carrying the message in an RREQ header. Otherwise, all service providers and service requestors that want to respond to the message (e.g. registering or searching for services) would have to broadcast an RREQ to discover a route back to the coordinator. The network around the coordinator could be completely jammed by broadcasted replies. With a return route, service providers and service requestors can unicast a message back to the service coordinator instead.
It is important that the potential advantage of using partially centralized service coordinators is not larger than the disadvantages of the increased complexity imposed by this architecture. Service coordinators should therefore be introduced by reusing much of the same mechanisms, functionality, protocols and software that are anticipated to be already supported by most MANET nodes.
To solve the aforementioned broadcast problem and to reduce complexity, we therefore propose to reuse the present service discovery scheme for the discovery of -and the registration with -the service coordinators. A service coordinator periodically issues an empty SREQ by limited broadcasts (Figure 4 and Figure 5 -message 1 ). An empty SREQ indicates that it is issued by a service coordinator requesting all services available on surrounding nodes. All name servers on surrounding nodes cache the IP address of the service coordinator issuing the request. In addition, a service provider that wants to register with the service coordinator responds with an SREP containing descriptions of all discoverable services it provides ( Figure  4 and Figure 5 -message 2) . A service provider that already has registered with the service coordinator and wants to keep the registration valid indicate this by responding with an empty SREP. (Hence, empty SREQs and SREPs correspond to wildcard requests and replies.)
These SREPs are sent to the service coordinator back along the reverse unicast route. Likewise, service requestors can send SREQs to service coordinators by unicast when they need to discover a service (Figure 4 and Figure 5 -message 3) . No additional broadcasts are required. 
Hybrid architecture
By the proposed implementation of messaging for service coordinators, the same software can be used to realize the fully distributed, partially centralized and hybrid architectures. The service coordinators do hardly introduce any additional requirements beyond those of the fully distributed approach. We can therefore easily introduce hybrid architectures where the level of centralization (vs. distribution) is determined by the share of nodes in the MANET that implements a service coordinator.
Coordinators for name resolution
The name resolution mechanism proposed in [4] does not mandate where name-to-address mappings are stored in the network, it simply specifies a bandwidth efficient messaging scheme. Both centralized, hybrid and fully distributed name resolution architectures can be implemented, as pointed out in [17] . The architectures for name resolution are similar to those for service discovery.
Hence, centralized name coordinators can be introduced in a similar way as for the service coordinators, i.e. by reusing the present name resolution scheme for discovery of -and registration with -a name coordinator. The name coordinator periodically broadcasts an empty NREQ ( Figure 6 -message 1) , indicates that a name coordinator issued the request to find all discoverable names of surrounding nodes. All surrounding nodes cache the IP address of the name coordinator. In addition, a node that wants its name registered with the name coordinator responds with an NREP containing its name and IP address ( Figure 6 -message 2) . A node with a name already registered with the coordinator that wants to keep the registration valid, indicate this by responding with an empty NREP. 
Discussion
The cost of using coordinators
Although some research has demonstrated that service coordinators may increase service availability ( [6] , [11] ), this benefit does not come without the cost of increased bandwidth overhead and increased complexity. To reduce bandwidth overhead and complexity in on-demand MANETs, we proposed to carry the messages between service coordinators and surrounding nodes as extensions to the reactive routing protocol, and to reuse the service discovery mechanism for this purpose. Similarly, we also proposed to reuse the name resolution mechanism to carry messages between name coordinators and surrounding nodes.
However, these proposals will not entirely eliminate additional bandwidth overhead and additional complexity introduced by coordinators. First, features might also be necessary to ensure that there is an optimal density of coordinators present on the network. In most cases it is not pre-determined which nodes should take on the task of being a coordinator, and an algorithm for election of coordinators would often be required. Secondly, coordinators need to proactively synchronize with service nodes in their surroundings to keep registrations up to date.
Furthermore, when a resource is discovered with a coordinator, only a route between the requestor and the coordinator will have been established as a result of the discovery process. Normally, the requestor will therefore have to broadcast an additional RREQ to discover a direct route to the discovered resource. This is in sharp contrast to the fully distributed approach where the requestor will have a direct unicast route established to the resource as a result of the discovery process.
A way to circumvent this problem is to proactively maintain valid routes between the coordinator and the registered resource in its surroundings. When a coordinator returns an SREP or an NREP to a requestor, it includes the IP-address of the discovered resource (and the resource node's destination sequence number if AODV is being used as a routing protocol) in the RREP header. In this way the requestor will discover a route to the resource as a result of the discovery process.
However, a disadvantage of this solution is that all routes that the coordinator provides to different requestors go via the coordinator. This is not necessarily an optimal route between source and destination. Furthermore, the coordinator will easily become a bottleneck for communication.
Moreover, maintaining valid routes means that the coordinator might have to broadcast SREQ advertisements with a frequency determined by route timeout times, rather than registration timeout times. Hence, SREQ or NREQ advertisements might need to be broadcasted with a higher frequency than what is required to keep the registrations up to date, resulting in higher bandwidth overhead.
Heuristic rules for the use of coordinators
Heuristic rules are required to determine how to use coordinators on different ad-hoc networks. First, rules are needed to determine whether a fully distributed, partially centralized or hybrid architecture should be used. Secondly, with coordinators present on an ad-hoc network, heuristics are required for tuning of parameters that determine how coordinators are used. The advertisement frequency, by which a coordinator broadcasts SREQs or NREQs to solicit registrations from surrounding nodes, is an important parameter. The advertisement ranges (i.e. hop limits) of these messages (i.e. how many hops the SREQ or NREQ will be forwarded by limited broadcast before it is discarded) are also of great importance. Finally, the density of service coordinators will also need to be tuned.
In this paper we have demonstrated that coordinators introduce a number of effects that might be undesirable in on-demand MANETs. First, reactive routing protocol is not capable of supporting coordinators appropriately. Secondly, traffic patterns in reactively routed networks are such that there should be no routing for nodes that do not communicate. In spite of this, a coordinator need to constantly synchronize with registered nodes in its surroundings, independent on whether these nodes are communicating or not and independent on whether the name or services of these nodes are discovered or not. Hence, a coordinator introduces a proactive element that breaks with the premises of using a reactive routing protocol. An advantage of the fully distributed architecture, on the other hand, is that resource discovery (i.e. discovery of a name or a service) is also on-demand. This means that there is no discovery overhead for resources that MANET nodes don't want to discover, and the solution scales well to a large number of services or names available on the MANET.
Thus, the most obvious heuristic rule is to let the routing protocol determine the use of a service or name coordinators: In a proactively routed MANET a hybrid architecture should be used as default, while in an ondemand MANET the fully distributed architecture should be used as default.
On the other hand, it would not be correct to draw a complete parallel between the service discovery, name discovery and route discovery mechanisms. The tradeoff between proactive and reactive solutions for routing is primarily determined by the number of routes to be discovered at any one time (due to traffic patterns and link breakage) relative to the number of all nodes present on the MANET. On the contrary, the tradeoff between a proactive (i.e. partially centralized) and a reactive (i.e. fully distributed) approach to resources discovery is largely dependent on the number of resources requested at any one time, relative to the number of resources available on the MANET. Furthermore, the traffic patterns for resource discovery is different from (although often dependent on) the traffic patterns that leads to route discovery, and the message overhead also differs. Finally, discovering routes is different from discovering services in terms of the discovery characteristics (e.g. service discovery might allow for browsing and advanced matching of non-unique services).
Thus, the aforementioned heuristic rule might be modified to reflect this fact. For example: In a reactively routed MANET, only nodes with an IP-address, a name and/or services that are discovered at a sufficiently high frequency are allowed to operate as a coordinator. This would be at the coordinators own discretion, and no algorithm for election of coordinators would be required. As a result, a proactive routing element is introduced in the vicinity of frequently used resources. The bandwidth overhead of the coordinator's proactive broadcasting of SREQs or NREQs will eliminate the need for surrounding nodes to use broadcast to discover the coordinator's resources in the first place.
Conclusion
We have proposed a solution for simple service discovery in on-demand MANETs. The objective was to reuse name resolvers and name servers for simple service name resolution. It is anticipated that such software will be widely implemented on a MANET.
We also proposed to use the service discovery mechanism for messaging between service coordinators and service providers on surrounding nodes to reduce bandwidth overhead and complexity. The same mechanism can also be used to realize partially centralized name coordinators used for name resolution.
This paper demonstrates that the service location architecture and name location architecture must be designed and tuned to fit well with the underlying routing protocol, especially in on-demand MANETs where reactive routing protocols are being used. A simple heuristic rule could be to use mainly the fully distributed architecture with reactive routing protocols, and the hybrid architecture with proactive routing. However, even with a reactive routing protocol, a node that provides resources that are often discovered might operate as a coordinator at its own discretion. Further simulations are required to develop heuristic rules with higher precision.
An opportunity that has not been explored in this paper is to allow caching of name mappings and service discovery information on intermediate nodes that forwards NREPs and SREPs. This seems to be a promising compromise between the fully distributed and the hybrid architectures for on-demand MANETs, and the issue deserves further investigation.
