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Many nominally linear optimization models are most naturally viewed as the minimization of a convex separable piecewise-linear objective subject to linear constraints. A previous series of papers 2, 3, 4] has documented these \piecewise-linear programs" and has suggested how they may be solved conveniently and e ciently by use of a piecewise-linear simplex approach.
In this paper we present tests of CPLP, a piecewise-linear simplex implementation based on the XMP subroutine library 8]. Using 11 piecewise-linear test problems of various shapes and origins, we judge CPLP against a comparable linear bounded-variable simplex code that is applied to equivalent linear programs.
Our evidence indicates that CPLP is typically 2 to 3 times faster in solving the test problems that are most signi cantly piecewise-linear. We observe shorter iteration paths, a greater insensitivity to degeneracy, and other previously predicted advantages of the piecewise-linear simplex approach, with di erent combinations of advantages proving to be relevant in di erent cases. The savings achieved by CPLP are likely to extend, moreover, to the costs involved in formulating, generating and analyzing piecewise-linear programs.
Section 1 below describes the general features of the models we solve, the implementations we use, and the tests that we have carried out. Subsequent sections then report a series of \case studies" on problems from the netlib test set 5, 7] . Sections 2 and 3 consider structural design and data tting problems whose piecewise-linear formulations are well known. Section 4 looks at ve other problems in which we have been able to detect signi cant numbers of piecewise-linear objective terms.
Section 5 summarizes further aspects of CPLP's implementation and performance that pertain to most or all of the test problems. Section 6 then examines the contexts in which CPLP is likely to be used, in order to support our conclusions as to the overall merit of the piecewise-linear simplex approach.
Background
We begin by de ning the piecewise-linear programs whose solution we are investigating, and by specifying the equivalent linear programs that are used in our comparisons. We then introduce the piecewise-linear simplex approach and comment on its implementation in the CPLP software. Finally, we describe the design of the experiments to be reported in detail in Sections 2{4.
Piecewise-linear programs
The problems of interest in this work involve the minimization of convex separable piecewise-linear functions, subject to linear constraints. Following 2], we write such piecewise-linear programs, or P-LPs, as where A is an m n matrix, and each term c= ] j x j is a convex piecewise-linear (P-L) Figure 1{1 . Typical piecewise-linear objective terms. The graph at left depicts a function of the form c j jx j j, unbounded below or above; the one at right depicts a convex increasing cost from zero to some upper bound.
function of the variable x j . As this notation suggests, the function c= ] j is de ned by increasing sequences of slopes c As illustrated in Figure 1{1 , the rst breakpoint (s) j may be regarded as ?1, in which case the objective is simply linear with slope c (s) j for all small enough values of x j ; but otherwise, (s) j represents a lower bound on the feasible values of x j .
Similarly, the last breakpoint (t+1) j is either +1, or is an upper bound on x j . Figure 1{1 suggests that slopes and breakpoints de ne the shape of a piecewiselinear function, but not its level. To specify a P-L function uniquely, we must also indicate its value at some chosen point|for example, its value c= ] j (h) j at one nite breakpoint (h) j . As a practical matter, the input to a P-LP solver must indicate the level as well as the shape of each P-L term, so that the optimal value can be properly reported. Only the slopes and the breakpoints are actually used within the optimizing algorithm, however.
Standard features of linear constraints and objectives can be handled straightforwardly as special cases of this general form. Linear inequalities are converted to equalities in the usual way, by addition of appropriate slack variables. A nonnegative variable with linear cost is regarded as having a single nite breakpoint at zero, and a single nite slope to the right of the breakpoint. More generally, a bounded linear variable has a single nite slope between two nite breakpoints.
Equivalent linear programs
Corresponding to the above piecewise-linear program are at least four distinct forms of equivalent linear programs, as detailed in 4]. Each of the latter involves a number of constraints or variables equal to the number of linear pieces in the original P-LP.
The experiments reported in this paper employ the so-called -form of equivalent LP, which will be seen to be particularly attractive. For each variable x j that has two or more nite slopes in the objective, we arbitrarily choose a nite breakpoint Variables that have only one nite slope in the objective can be carried over to the -form as ordinary linear variables. The minimum value of the -form LP is the same as the minimum value of the original P-LP, and the value of any piecewise-linear variable x j at the minimum is readily recovered through the relationship ( ) above. The LP has the same number of constraints as the P-LP, and has one (possibly bounded) variable for each nite slope in the P-LP's objective. The coe cient columns of the LP are in fact the same as those of the P-LP; each column is simply duplicated (possibly with sign reversed) a number of times equal to the number of associated nite slopes.
A simplex method for piecewise-linear programs P-LPs can be solved by a variant of the simplex method that does not di er substantially from the well-known algorithm for linear programs in bounded variables. The steps of a P-L simplex algorithm are derived in 2] and analyzed in 3] and 4]. Here we summarize some of the essential features of the algorithm; details are provided as needed in the subsequent analysis of the computational results.
The P-L simplex algorithm regards each nonbasic variable as lying not necessarily at one of its bounds (as in the linear version) but at one of its breakpoints in the P-L objective. The rst part of an iteration selects an entering nonbasic variable that will increase or decrease from its current breakpoint, so as to reduce the overall objective when the basic variables are adjusted to maintain Ax = b. The remainder of an iteration then determines a leaving basic variable that will reach a breakpoint and be removed from the basis. The entering and basic variables are allowed to cross one or more breakpoints in the course of an iteration, so long as the total objective continues to decrease; to make the crossing of breakpoints possible, the familiar least-ratio leaving variable criterion is generalized to a \small-enough ratio" test, which is equivalent to an easily solved weighted selection problem.
With respect to the linear algebra that constitutes the major cost of a simplex step, a P-L simplex algorithm is no di erent from the familiar linear one. The signi cant di erences are in the generalized ratio test and in the logic required to deal with arbitrary sequences of breakpoints and slopes.
The advantages to be expected from a P-L simplex algorithm, based on theoretical considerations, have been set forth in 4]. Essentially, the algorithm is a streamlined and accelerated version of the linear simplex algorithm applied to the -form LP. The streamlining is a direct result of the fewer variables, and should tend to reduce the cost per iteration. The acceleration follows from the algorithm's ability to let variables pass through breakpoints at an iteration; each P-L iteration can in fact be interpreted as the equivalent of a series of linear iterations between \potentially optimal" -form bases. This feature should tend to trade back some of the advantage in cost per iteration, in exchange for a reduction in the numbers of both degenerate and nondegenerate iterations.
We want to determine whether these theoretical advantages are observed in practice. To that end, we can meaningfully compare pairs of runs as follows:
the performance of a P-L simplex algorithm on a given P-LP; the performance of a linear bounded-variable simplex algorithm on the equivalent -form LP. Because the P-LP and -form LP have the same coe cient columns, they have the same bases, and their basis-handling costs will be comparable. Any observed advantages of the P-L approach will have to be attributable to streamlining in other parts of an iteration, or to acceleration re ected in a shorter iteration path.
Implementations
The simplex codes employed in this study are based on the XMP linear programming library 8]. The piecewise-linear implementation, CPLP, is an extensively modi ed version of the XMP routines. The linear implementation, which we refer to as simply XMP, uses the primal routines directly from the XMP library, but with some enhancements to ensure comparability to CPLP. We comment below on major aspects of these implementations.
Starting point. A fairly standard \crash" heuristic is employed to determine a triangular starting basis. The unit columns corresponding to any slack variables are rst included in this basis; then the heuristic selects columns corresponding to some of the remaining variables. When no more columns can be inserted (without loss of triangularity), the basis is lled out with \arti cial" variables that will be feasible only at a value of zero.
The composition of the crash basis is sensitive to the ordering of the variables. We have taken care to arrange the coe cient data in our tests, however, so that if the crash procedure selects some x j to be in a P-LP's initial basis, then it also selects either x j (if x j is a linear variable) or (s) j (if x j is a P-L variable) to be in the equivalent LP's initial basis. As a result, the initial bases in our pair of test runs are the same, except that some columns may be of opposite signs.
After the initial basic variables have been chosen, CPLP places each nonbasic variable at a nite breakpoint. For a \free" variable that has no nite breakpoint, an arti cial one is created at zero. Where there are two or more nite breakpoints, one of the following is selected:
The smallest nite breakpoint.
The nite breakpoint at which the piecewise-linear objective term takes the smallest value. The breakpoint closest to zero. For each test problem we apply whichever of these criteria appears most appropriate, as explained in subsequent sections. XMP similarly places each nonbasic variable at a nite bound, or at zero if both bounds are in nite. Where there are two nite bounds, it chooses the one closer to zero. (Preliminary tests showed no clear advantage in choosing the bound where the objective is smaller.) Feasible point. Both XMP and CPLP employ a two-phase approach, wherein phase I iterates from the initial basic solution to a feasible basic solution, and then phase II iterates to optimality. A variable is considered feasible if its value lies within its bounds, whether speci ed explicitly as part of the LP or implicitly by a P-L objective term.
Each iteration of phase I either reduces the number of infeasible variables or, if the number stays the same, reduces the \sum of infeasibilities"; see Wolfe 10] for further explanation. This is a re nement of the phase I strategy employed by the standard XMP library.
Entering variable. Both XMP and CPLP apply a cyclic partial-pricing strategy, using much the same code. The initial iteration scans only the rst bn=pc variables, where n is the number of variables overall and p is a parameter speci ed as input.
Reduced costs are computed for those variables that are nonbasic; if any has a favorable reduced cost, then the entering variable is chosen to correspond to the favorable reduced cost of greatest magnitude. Otherwise, the next bn=pc variables are scanned, and the process continues in this way until a favorable reduced cost is found or all variables are examined.
The procedure is the same at succeeding iterations, except that the rst partition begins immediately after the last one scanned at the previous iteration. Any partition that would extend past the last variable is wrapped around and continued with the rst.
Leaving variable. The ratio tests in phase I are essentially the same for both implementations.
In phase II, XMP executes a straightforward implementation of the least-ratio test, while CPLP applies the small-enough ratio test de ned in 2]. Whenever a nondegenerate step is possible, CPLP uses a binary heap to manage the ratios as explained in 4]. CPLP's handling of degeneracies is discussed in Section 5.
Linear algebra. Reid's LA05 routines 9] are used to factor the bases, update the factorizations, and solve linear systems. All frequent accesses to coe cients, bounds and other values are made directly via references to data arrays, rather than through function calls as in some parts of the standard XMP library.
Design of the experiments
A xed collection of standard tolerances is employed in all runs reported by this paper. For purposes of reporting, an iteration is considered degenerate if the entering variable does not increase or decrease by more than 10 ?9 . The basis is refactored every 50 updates, except as indicated otherwise. For the test problems that we employ, the performance of the algorithms is reasonably insensitive to these settings.
We do observe considerable sensitivity to the choice of the pricing parameter p de ned above. In part, this variation is due to the expected tradeo between more favorable cost per iteration when p is high, and a more favorable number of iterations when p is low. Depending on the number of nonbasic variables and other factors, the range of \good" choices of p is di erent from problem to problem.
There is also a signi cant random uctuation in the length of the iteration path as p is varied. As a result, it is impossible to make reliable comparisons on the basis of runs with just one p value, even if a di erent p is chosen appropriately for each test problem. We instead make our runs for ten or more choices of p, and look for a pattern in the results. The choices start with p = 1, and extend to a level at which further increase in p seems unlikely to have any bene t. In some cases where there are relatively few nonbasic variables, we take p = 1; : : : ; 10, while in other cases p
extends to values as high as 80.
Representations of results from all our runs are collected in two appendices. The text of this paper employs concise summary statistics, however, which are based on our perception of how p might be set in practice. We imagine that the user of an LP model is much more interested in nding an optimal solution than in nding an optimal setting for p. Thus the user might repeatedly solve some preliminary version with di erent values for p, so as to select a preferred value based on the results; but the preferred value would then be used exclusively for running all subsequent versions and scenarios. Due to the randomness in the length of the iteration path, the preferred p would seldom be the best one, although it would almost always be reasonably close to ideal.
In light of this perception, our summaries of results do not compare just the best CPLP run to the best XMP run. Nor to we compare an average of all the runs, since some values of p are quite obviously inferior. As a (somewhat arbitrary) compromise, we compare an average over the ve best CPLP runs to an average over the ve best XMP runs. All references to results in the subsequent sections are based on these averages, except where noted otherwise.
For purposes of choosing the best runs, we use total processing time in the simplex routines, excluding the times for input and for the crash start. All timings have been made on a Sun-3/60, using the f77 Fortran compiler with full code optimization and the inline libraries.
Characteristics of individual test problems are described in the next three sections. The linear equivalents of these problems are publicly distributed through netlib 5]; further instructions are available (at the time of writing) by communicating the message send index from lp/data to netlib@research.att.com or netlib@ornl.gov, or by downloading the le /dist/lpdata/index though anonymous ftp from netlib@research.att.com.
A Structural Design Model
This section considers a model for the design of minimum-weight planar structures, formulated by Dorn, Gomory and Greenberg 1]. In test problems based on this model, the objective function exhibits a simple two-piece term for every one of the variables. The required weight of bar (i; j) is proportional to its length times the absolute value of the stress F ij on the bar, where F ij is taken to be positive in tension and negative in compression. The associated optimization problem is to minimize the total weight of the bars, subject to equilibrium of the stresses and external forces at the joints: Obviously the objective is a convex separable piecewise-linear function of the variables F ij , with slopes ?l ij and +l ij surrounding the breakpoint 0. The graph of this function has appeared in Figure 1{1 . It can be shown that, except for special cases, jJ x x j + jJ y x j 3 is required to guarantee a solution to the constraint equations. Our experiments use two such structural design problems whose linear equivalents are in the netlib test set. scsd8, based on 200 joints and 1375 bars, derives from a multi-stage structure studied by Ho 6] . One joint is xed entirely and one is xed in the vertical direction only, giving a total of 397 constraints in 1375 piecewise-linear variables. truss of a cantilever subject to several external forces. It has two joints xed totally, giving 1000 constraints in 4403 P-L variables. Both problems exhibit a considerable degree of degeneracy, which can be explained by the existence of many non-rigid equilibrium systems of stresses.
Results
The piecewise-linear simplex implementation has a signi cant advantage in total solution time for the structural design problems. Owing to the relatively large number of nonbasic variables, the best runs tend to have large values of the partial pricing parameter p, while full pricing (p=1) is hopelessly ine cient. Averaged over the 5 best runs for each algorithm (as explained previously), CPLP's time is only about 39% of XMP's time for scsd8, and about 45% for truss.
A closer examination of the results (Table 2{1) shows that time per iteration is not the most important di erence between the two implementations. CPLP does have an edge in time per iteration, because it has only half as many nonbasic variables to examine in the pricing routines. For the most attractive values of p, however, the pricing is only a small part of the total work.
Since total time equals time per iteration multiplied by number of iterations, the key to CPLP's overall advantage must lie in the length of the iteration path. Indeed, CPLP's iteration count is about 45% of XMP's count for scsd8, and about 48% for truss. Table 2{1 shows that CPLP takes far fewer degenerate and nondegenerate iterations in phase I, as well as substantially fewer degenerate ones in phase II. XMP has only a small advantage in phase II nondegenerate iterations.
This behavior is explained in part by an inherent advantage of the piecewiselinear simplex approach in carrying out phase I when there are no hard bounds on the variables. In particular, because the objective of the structural design problem is nite for any values of the variables F ij , any basic solution to the P-LP is feasible. If the crash procedure of CPLP were to succeed in nding a full basis of F ij variables, no work would be required in phase I at all. In reality, because the crash seeks a triangular basis matrix, it is forced to insert some arti cial unit columns (44 for scsd8, 54 for truss). As a result, phase I must perform a few iterations, in order to force the arti cial variables to zero.
XMP cannot proceed so easily. Corresponding to each m m P-LP basis, as It remains to explain why the numbers of degenerate iterations are so much lower in phase II of CPLP. This observation is also predicted by the analysis in 3]. Statistics from our test runs show that CPLP \corrects" one or more slopes of degenerate basic variables in 63% of the nondegenerate iterations for scsd8, and 48% for truss. No comparable adjustment can be accomplished in the linear simplex algorithm (applied to the equivalent linear program) except by carrying out an entire degenerate iteration for each corrected slope. We discuss this phenomenon further in Section 5.
A Data Fitting Model
We next consider an example of the use of piecewise-linear penalty terms to t a linear model to data. The P-L simplex algorithm is seen to perform as expected when applied to objective terms containing more than two pieces. Some surprises are encountered, however, in the course of the comparison with the linear simplex algorithm.
Formulation
In a simple form of this problem, we are given data values a i1 ; a i2 ; : : : ; a in , and b i for a series of \cases" i = 1; : : : ; m. We wish to nd multipliers x 0 ; x 1 ; : : : ; x n that linearly relate the data for every case:
a ij x j = b i ; i = 1; : : : ; m:
Normally there are far more cases than data values, however, and hence there is no way to choose the x j so as to satisfy the equations for all i. Instead, we look for values of these variables that minimize the sum of the absolute deviations from equality, producing an optimization problem: Minimize P m i=1 jx 0 + P n j=1 a ij x j ? b i j Equivalently, writing s i for x 0 + P n j=1 a ij x j , we have Minimize P m i=1 js i ? b i j Subject to x 0 + P n j=1 a ij x j = s i ; i = 1; : : : ; m In this piecewise-linear program, the objective term for each x j is trivially linear; the term for s i has a breakpoint at b i , with slope ?1 to the left and +1 to the right.
The P-LPs used in our tests are based on an extension of this model, motivated by an application to \credit scoring". For a particular case i, the values a ij are data from a credit application, and s i is interpreted as the amount of credit to be extended. We collect data for m individuals whose credit history is known, and attempt to choose multipliers x j that lead to sensible decisions: extending ample credit to good customers, no credit to bad risks, and so forth. To rule out implausible solutions, we require certain of the x j to be nonnegative, and the others to be nonpositive.
The resulting model has the following form: The constraint matrix for the above problem is m (m+n+1), but with m n. There are only n + 1 nonbasic variables to price out, and most of the basis must be unit columns (corresponding to variables s i ). Nevertheless, the basis is a large m m matrix, whose manipulation may be costly. As a result it may be attractive to instead solve a dual formulation such as the following:
The function f i is the convex conjugate of f i , which is constructed by exchanging the roles of the slopes and breakpoints. It is easy to see that this dual's objective is concave separable piecewise-linear, and that maximizing such a function is equivalent to minimizing the convex function in our standard P-LP. The constraint matrix of this dual is (n + 1) m, so it has a small (n + 1) (n + 1) basis, but many nonbasic variables.
We also consider the two -form linear programs constructed from the primal and dual P-LPs as explained in Section 1. These equivalent LPs have the same objective value, but are not formally duals of each other. (If we were to instead construct the ordinary dual of the primal's equivalent LP, we would arrive at a substantially di erent form as explained in 4].)
Our experiments employ two test problems, denoted fit1 and fit2, that are instances of the above models. Both derive from realistic situations, but have been modi ed so as not to reveal the identity of the originals. Dimensions are as follows: The density of nonzeroes among the a ij values is 53% for fit1 and 47% for fit2.
The primal piecewise-linear terms for fit1 have 2 or 3 nite slopes surrounding 1 or 2 breakpoints, while the terms for fit2 have 4 or 5 nite slopes surrounding 3 or 4 breakpoints. The crash routine, applied to either the P-LP or its equivalent LP, nds the obvious initial feasible solution of all variables zero. The initial basis is an identity matrix whose columns correspond to the variables s i in the P-LP, or to their counterparts in the LP.
The dual piecewise-linear terms for fit1 necessarily have 2 or 3 nite breakpoints surrounding 1 or 2 slopes, and the terms for fit2 have 4 or 5 nite breakpoints surrounding 3 or 4 slopes. In our test problems, every term f i (s i ) has an interval where the slope is zero, as a result of which every dual term f i (? i ) has a breakpoint of zero. We thus get an initial feasible solution by placing every variable i at its zero breakpoint. We skip the crash routine entirely, and instead take the initial basis to contain slack or surplus variables on the inequalities, and an arti cial variable on the one equality. A corresponding feasible start is employed for the LP that is equivalent to the dual P-LP.
The experiments reported below use a refactorization frequency of 50 for the primal problems, and 90 for the duals. For the primal formulation of fit2, all comparisons are based on full pricing (p=1), because it is so clearly the best option;
in the other cases we continue to average over the ve best choices of p.
Primal results
The linear simplex algorithm is entirely noncompetitive for solving the primal formulation. CPLP's solution times are 11% of XMP's times for fit1, and a mere 1.3% for fit2.
Again, although CPLP is clearly superior in time per iteration, the principal di erence between the two approaches is in the number of iterations (Table 3{1) . In fact XMP requires not only a much greater number of iterations, but a much more erratically varying number. The best three runs for fit1 encounter just one degenerate step, while all others have 300 or more, and the worst has 2000; for fit2, XMP reports over 40000 degenerate iterations in one of its runs to optimality.
The possibility of such an advantage is suggested in 4], where it is explained that a single iteration of the P-L simplex algorithm can accomplish the equivalent of a long sequence of linear simplex iterations. The fit1 iterations of a CPLP run accomplish, on average, in the range of 8{11 linear steps. The results for fit2 are even more striking: an average nondegenerate iteration of CPLP corresponds to 60 nondegenerate and 11 degenerate linear simplex steps. Much larger numbers are achieved by individual iterations at the beginning of the run, as shown in Table 3{2 ; they tend to fall as optimality is approached, becoming mostly 0, 1 and 2 toward the end. Table 3{2 . Equivalent linear iterations. CPLP's rst ten iterations on the primal formulation of fit2 achieve the equivalent of these numbers of XMP iterations.
Dual results
Comparisons based on the primal formulation of this model are interesting but misleading, since XMP does much better on the dual. CPLP's average solution time is 65% of XMP's time for fit1, and 34% for fit2.
CPLP's advantage on the dual is a combination of fewer nondegenerate iterations and less time per iteration (Table 3{3) . In contrast to case of the primal formulation, degenerate iterations play a negligible role.
The di erence between XMP and CPLP is predictably much more pronounced A larger number of nite slopes also means a larger number of breakpoints, and hence more opportunity for the P-L simplex algorithm to combine several linear steps into one iteration by allowing certain variables to cross the breakpoints between nite slopes. In particular, our tests show that an average CPLP iteration accomplishes the e ect of roughly 2 2 
Conclusions
This model provides a striking illustration of how di erently simplex methods may behave when applied to primal and dual problems.
For the piecewise-linear simplex algorithm, there is a tradeo between a low number of iterations in solving the primal, and a low cost per iteration in solving the dual. In our tests this tradeo clearly favors the primal. For fit1 averaged over the ve best runs, CPLP's primal solution time is about 64% of its dual solution time. For fit2, full pricing on the primal requires about 58% of the time for the best run on the dual.
The linear simplex algorithm, in contrast, is only e ective on the dual. Not only are the primal results disastrous, but the dual has fewer linear pieces in the objective terms, which is especially important for fit1.
To show each approach at its best, we must compare the primal times for CPLP to the dual times for XMP. In the case of fit1, averaging over the best ve runs, CPLP takes about 41% of the solution time of XMP. In the case of fit2, CPLP with full pricing takes slightly less than 20% of the solution time of the best XMP run.
Other Models
To expand our collection of test problems, this section identi es ve additional netlib LPs that can be considered equivalent to nontrivially piecewise-linear programs. These problems have substantial proportions of purely linear objective terms, but they have su ciently many piecewise-linear terms to suggest the application of a P-L simplex algorithm.
We begin by explaining how we found the ve test problems. We then characterize these problems and compare the performance of XMP and CPLP in solving them.
Identi cation of test problems
The netlib LPs are distributed in standard MPS form: a compact but explicit listing of the constraint coe cient matrix and related data, in which constraints and variables are identi ed by cryptic 8-character names. In most instances, the underlying models are unknown to us. We may still hope to identify piecewise-linearities, however, by scanning the constraint matrix for structures that are characteristic of equivalent linear programs. In particular, for the -form de ned in Section 1, P-L terms are associated with groups of two or more \parallel" coe cient columns that have identical entries in the constraints, or that can be made identical by scaling.
We have thus been motivated to write a preprocessing routine, named FINDPL, that reads an MPS-form le, identi es all groups of parallel columns, and deduces corresponding piecewise-linear terms. The output is a new MPS le, and an associated le of breakpoints and slopes, which are together suitable for input to CPLP. Aside from the reading of input and writing of output, the work of FINDPL can be 0-ct 1-ct   xed dupl dom  rows rows  cols cols cols   80bau3b   25 158  530  3 313  gfrd-pnc  0  16  16  0  0  nesm  0  8  175  64  0  seba  0  0  0  0  1  shell  0  0  250  0  28   Table 4{1 . Simpli cations performed by FINDPL. For each test problem, the rst two entries indicate the numbers of constraints (matrix rows) removed because they had no nonzero elements or one nonzero element. The remaining entries indicate the numbers of variables (matrix columns) removed because they were xed to one value, or were either duplicated or dominated as explained in the text.
regarded as consisting of a sorting phase followed by an identi cation phase. FINDPL's sorting phase works much like the well-known procedure for identifying anagrams in a dictionary. First it sorts the coe cients within each column, according to their row numbers; in the process, it also removes certain trivial components of the LP, including constraints that have no nonzero coe cients; constraints that have only one nonzero coe cient (and which can therefore be folded into the bounds on the variables); and variables that are xed to one value. Then it sorts the columns lexicographically, regarding each as being scaled by the rst nonzero element. A series of tie-breaking rules is employed in this sort, so as to put any parallel columns into an order that will be convenient for the subsequent processing.
The identi cation phase looks for adjacent sorted columns that are parallel. Having found a collection of these, it attempts to deduce an associated piecewiselinear term; several cases must be considered, particularly if some columns are a negative multiple of others. In the process, a variety of duplicated or dominated variables may be identi ed and removed. For example, if two nonnegative variables unbounded above have the same constraint coe cients, then the one with the less favorable objective coe cient cannot appear in an optimal solution, and may be dropped as dominated. If both have the same objective, then either may be dropped as a duplicate.
Since FINDPL's sorting phase may remove some constraints and variables, we cannot fairly compare the performance of XMP on FINDPL's input with the performance of CPLP on FINDPL's output. Instead, we provide an option to perform only the sorting phase and to write out the resulting simpli ed linear program. Each test problem is processed by FINDPL under both the sort-only and sort-and-identify options, after which XMP and CPLP are compared on the two outputs. We also take care to preserve the ordering of columns in the outputs, in such a way that the crash routines of XMP and CPLP will determine comparable starting bases.
Of 79 netlib problems tested (not counting those that derive from the models in Sections 2 and 3), 52 exhibit at least some parallel columns, and 19 have fty non- P-L  P-L  rows cols zeroes  cols pieces   80bau3b   2079 6910 17531  289 2332  gfrd-pnc  600 685 1436  332  723  nesm  654 2399 12657  257  542  seba  515 667 3990  360  720  shell  536 1443 2892  54  108   Table 4{2 . Sizes of the test problems. For each problem, the rst three entries show the size and density of the constraint matrix. The fourth and fth entries are the number of variables that have two or more linear pieces in their objective term, and the total linear pieces for all such variables; the di erence between these two entries is the number of extra variables in the equivalent linear program.
or more columns that are parallel to at least one other column. The number of implied piecewise-linear terms is not necessarily large, however, after duplicate and dominated variables are removed. The ve that have the most signi cant piecewiselinearities are 80bau3b, gfrd-pnc, nesm, seba, and shell. For each of these, Table  4{1 summarizes the numbers of the various simpli cations that FINDPL performed, and Table 4{2 gives the size of the resulting P-LP.
Results
Taking as before the ve best runs, the CPLP times averaged to the following percentages of the XMP times:
The savings are greatest in the cases of gfrd-pnc and seba, where the objectives are piecewise-linear in about half the variables. Lesser savings are observed as the proportion of P-L variables decreases, to only about 10% of the variables in nesm, and 4% in 80bau3b and shell.
The shapes of the P-L terms vary considerably among these ve problems, and the details of CPLP's performance are correspondingly di erent. We comment below on some notable aspects of the individual tests. Table 4{3 . Iteration counts and timings for gfrd-pnc.
gfrd-pnc. The two kinds of piecewise-linearities observed in this problem are much like the two that have already been illustrated in Figure 1{1 . There are 264 terms that have a negative slope to the left of zero and a (generally di erent) positive slope to the right. Another 68 terms describe convex increasing costs between zero and some upper bound, in anywhere from 2 to 6 linear pieces. All of our crash options have the same e ect in these cases: they place the initial nonbasic variables on their breakpoints at zero.
There are relatively few nonbasic variables in this problem, so good results are obtained for small values of the partial pricing parameter p. Costs per iteration are virtually the same, but there is a signi cant di erence in average number of iterations (Table 4{3 ). Degeneracy is a major factor; CPLP adjusts slopes of one or more degenerate variables (as explained in Section 5) before about one quarter of all nondegenerate iterations.
seba. In this problem, FINDPL identi es 360 pairs of parallel columns that display the following pattern:
one variable of the pair is nonnegative, bounded above, with positive slope; the other variable is nonnegative, not bounded above, with zero slope. Assuming minimization, as speci ed by the netlib documentation, the rst of these variables is always dominated by the second. Instead, we assume that the objective is meant to be maximized, in which case each pair yields one variable with a concave piecewise-linear objective term of the form shown in Figure 4{4 . As we remarked in Section 3, CPLP can maximize a concave P-L objective as readily as it can minimize a convex one. Table 4{6 . Iteration counts and timings for nesm.
The \best objective value" option of CPLP's crash routine puts all nonbasic P-L variables at their positive breakpoint, whereas the other two options put these variables at their zero breakpoint. The former option is used in our tests because it gives somewhat fewer nondegenerate iterations in phase I, without signi cant e ect in other respects.
CPLP's advantage in this case lies in requiring far fewer phase II iterations to reach optimality (Table 4{5 ). The nondegenerate iterations of CPLP are on average equivalent to 2{3 linear iterations.
In contrast to other cases, however, CPLP's time per iteration is 62% greater than that for XMP. About two-thirds of XMP's iterations turn out to be cheap ones that just move a variable from one of its bounds to the other. Comparable savings are harder to achieve in a piecewise-linear simplex algorithm, as we will explain in the next section.
nesm. This problem's P-L terms all have a breakpoint at zero. One or two pieces of positive slope extend to the right, with a nite upper breakpoint; in some cases, a piece having slope zero extends to the left, sometimes having a nite lower breakpoint. The various crash options di er only for those terms having a nite negative breakpoint, which may or may not be taken as the initial breakpoint (in preference to the one at zero). On average the choice makes little di erence; our results are for all nonbasics initially at the zero breakpoint.
Virtually all of the performance di erence in this case is explained by the number of iterations in phase I (Table 4{6 ). This advantage can be explained much as for the structural design problems in Section 2. There is no signi cant di erence in phase II iterations or in time per iteration. Only a handful of the iterations are degenerate.
80bau3b. The P-L terms in this problem are characterized by especially large numbers of pieces. In 190 terms there are 9 linear pieces, with a nite rst break- point, a breakpoint at zero after the fourth slope, and a nite last breakpoint. In 56 terms ranging from 2 to 28 pieces, the rst nite slope is at zero, and the last is also nite. There are also 43 other 2-piece terms in miscellaneous con gurations. The various crash options give similar results, with a small edge to starting nonbasic variables at their zero breakpoint. CPLP takes a few more iterations in phase I, but requires signi cantly fewer iterations in phase II (Table 4{7 ). Some of this advantage is lost, however, because CPLP requires about 10% more time per iteration. Again, XMP accomplishes more cheap bound-changing operations, though the di erence is not so great as in the case of seba.
shell. All of the P-L terms for this problem have two linear pieces. In 51 of them, there is a single nite breakpoint at zero, with a negative slope to the left and a positive slope to the right (much as in gfrd-pnc). The other 3 are of di erent miscellaneous forms. All crash options give the same start.
CPLP shows no advantage for this problem; in fact, its average over the ve best runs is about 1 1 3 % slower. There is no signi cant di erence between CPLP and XMP in time per iteration, but the pattern is quite di erent in number of iterations (Table 4{8) . CPLP gets feasible more quickly, but that advantage is nulli ed by the longer time it takes to get optimal. Actually, both algorithms take rather few iterations, considering that this is a problem of over 500 constraints. It may be that no simplex approach can do much better, given the starting point we used.
Summaries
Previous sections have cited speci c instances in which various expected advantages of the P-L simplex method have been realized. We now summarize the evidence for these advantages over all the test problems, and comment brie y on several related details that are important to an e cient implementation.
The primal and dual versions of the fit1 and fit2 problems are cited separately in this section as fit1p, fit1d and fit2p, fit2d.
E ectiveness of the P-L ratio test
We have previously remarked that a P-L simplex algorithm selects a variable to leave the basis through a \small-enough ratio" test, described in 2], that is capable of combining the e ects of several ordinary simplex iterations. Table 5{1 shows the average numbers of iterations that are combined. There are only four problems for which this number is less than 2; these are also the only four problems on which CPLP required substantially more than half as much time as XMP.
In its initial pass through the basic variables, CPLP's small-enough ratio test identi es any ratios that will obviously be zero (to within some tolerance). As explained in 3], a zero ratio corresponds to a degenerate variable|one that lies directly on a breakpoint|whose slope has been \guessed wrong" at the beginning of the iteration. Such a variable may have been associated with the slope to its right, while the choice of entering variable causes its value to decrease; or the variable may have been associated with the slope to its left, while the choice of entering variable causes its value to increase. Either way, the result is an overestimate of the entering variable's reduced cost. Upon nding a zero ratio, CPLP's ratio test immediately corrects the \wrong" slope, and adjusts the e ective reduced cost; the logic is given in 4].
So long as the adjustments to the e ective reduced cost do not change its sign, the P-L simplex algorithm may accomplish an iteration that reduces the objective value. No comparable adjustment is possible in the linear simplex algorithm applied to the equivalent linear program, however. The linear algorithm can accomplish the e ect of each correction of slope only by going through with an entire degenerate iteration, as explained by the analysis in 4].
The last column of Table 5{1 records the percentage of nondegenerate iterations at which CPLP does correct the slopes associated with one or more degenerate basic variables. As previous sections have suggested, this phenomenon is common in the gfrd-pnc, scsd8 and truss runs, all of which exhibit a great deal of degeneracy. In other runs the e ect is minor or absent.
When the correction of degenerate variables' slopes causes the e ective reduced cost to change sign, then the P-L simplex algorithm is forced to take a degenerate iteration. Thus it is not surprising that the gfrd-pnc, scsd8 and truss runs exhibit nondegen E ciency of simplex selection rules
We expect the P-L simplex algorithm to spend less time selecting an entering variable than the linear algorithm, for a given choice of the pricing parameter p, simply because a P-LP has fewer nonbasic variables than the equivalent LP. Our expectations are con rmed by the data in Table 5{2 , which shows representative times per call to the subroutine that prices out one partition of variables. The CPLP times are signi cantly lower, except for nesm and shell which have only a small fraction of P-L terms.
We expect the opposite trend in the e ciency of the leaving variable selection| at least in phase II, for which the P-L algorithm performs the lengthier small-enough ratio test cited above. The analysis in 4] suggests, however, that the extra cost of the P-L ratio test should be modest, and this is borne out by the latter columns in Table 5{2 .
In absolute terms, the CPLP leaving-variable routine incurs the greatest extra cost when applied to the fit1 and fit2 primal problems. However, these are precisely the problems for which the small-enough ratio test succeeds in processing the most ratios (and hence in achieving the equivalent of the most linear iterations).
In relative terms, the results for seba are out of line with the rest, showing CPLP spending three times as much per call as XMP. This is of little signi cance, however, since CPLP requires far fewer phase II iterations to solve seba. 
Linear algebra
As predicted by 4], the cost of factoring a basis, of using a factorization to solve a linear system, or of updating a factorization is comparable in the CPLP and XMP runs. There may still be di erences, however, in the frequency with which these operations are performed.
A bounded-variable simplex implementation such as XMP can skip a lot of work when the \entering" nonbasic variable simply moves from one of its bounds to the other, leaving the basis unchanged. The dual prices need not be recomputed, saving one solution of a linear system. The basis factorization is also unchanged, saving one update immediately; the number of refactorizations may also be reduced as a result.
In the analogous situation for a P-L simplex implementation, the entering variable may move from one of its breakpoints to another. Again the basis factorization is unchanged, no update is necessary, and fewer refactorizations may be needed. If also no basic variable crosses any of its breakpoints as a result of the change in the entering variable, then the dual prices also need not be recomputed. When basic variables cross breakpoints, however, then their associated slopes are changed, and new prices are required. Table 5{3 records the percentages of phase II iterations at which XMP and CPLP are able to avoid price vector computations and basis factorization updates. scsd8 and truss are omitted, since they have no objective terms with more than one nite breakpoint (and no variables in the equivalent LP with nite upper bounds). The general trend is for less of a saving in CPLP, as we would expect; when the P-L simplex algorithm has pushed an entering variable from one breakpoint to another, it may have the option of pushing it further to achieve a greater reduction in the objective, rather than taking the \cheap" iteration.
Generally the proportion of iterations a ected by these considerations is small. The most prominent exception is seba, where two-thirds of XMP's iterations are cheap. The number of iterations that CPLP requires on seba is so much smaller, Table 5{3 . Linear algebra shortcuts. The rst pair of columns compare the percentages of phase II iterations at which XMP and CPLP do not recompute the dual prices. The second pair make a similar comparison for iterations at which an update of the basis factorization is avoided. The two percentages are necessarily always the same for XMP, but not for CPLP.
however, that it retains a substantial advantage overall. Less pronounced cases of the same behavior are observed for several of the other problems.
6. Conclusions Figure 6{1 summarizes the results of the tests reported in this paper. For problems whose objectives are virtually all piecewise-linear|in our tests, those of structural design and data tting|the P-L simplex algorithm is signi cantly more than twice as fast as a conventional simplex algorithm that solves equivalent LPs; in one case, it is ve times as fast. For other problems that have a fair degree of piecewiselinearity in the objective, the P-L algorithm is slightly less than twice as fast. Lesser advantages are observed as the proportion of piecewise-linearity drops further. Figure 6{1 also plots the relative numbers of variables in our test problems and their LP equivalents. The results suggest that the percentage reduction in variables through use of a P-L formulation is a rough predictor of the percentage reduction in solution times through use of a P-L simplex algorithm. The actual reasons for this reduction vary considerably from problem to problem, however, as the previous sections of this paper have shown. A certain amount of testing is necessary to assess the P-L simplex algorithm's performance in any particular application.
There is more to LP modeling than iterating to optimality. We conclude by considering some of the other costs of using a P-L simplex approach.
Setup and reporting costs
The information in Figure 6{1 is based on solution times only. Additional time is needed to read a description of the linear program, to set up data structures, and to determine a starting point. We expect P-LPs to require less time for these Figure 6{1 . Summary of results. The ratio of CPLP to XMP solution time is on the left, and the ratio of P-LP to LP variables (including slacks) is on the right. For fit1 and fit2, the ratios use the P-L primal and the linear dual as explained in Section 3. operations as well, however, because they have fewer variables than their linear equivalents. Our expectation is con rmed by the data in Table 6{2 . Moreover, for the same reason, we expect that solution reporting times will be lower for P-LPs. Taking an even broader view, we can compare the e ort involved in using CPLP and XMP to work with piecewise-linear models. Here there are two scenarios that need to be considered.
As one possibility, we can view piecewise-linearity as a kind of structure sometimes found in linear programs. This approach is exempli ed by the testing reported in Section 4. Its cost properly includes the running of FINDPL, then CPLP, and then possibly some postprocessing if the values of the original variables are wanted. The timings in Table 6{3 show that FINDPL would not add substantially to the costs. The reported advantage of CPLP would be degraded somewhat if the FINDPL times were included, but only because of the time required to read and write the bulky MPS form|a cost that could easily be avoided by making FINDPL a more integrated part of the CPLP routines. FINDPL's time in the sorting and identi cation Table 6{3 . Timings of FINDPL routines. The rst column shows the times to read the original MPS les for the ve tested netlib problems, and to write the les for the equivalent P-LPs. The second column shows the total time to actually nd the piecewise-linearities, in the sort and identify phases of FINDPL. For comparison, the third column gives the average solution time required by the P-L simplex algorithm.
phases is negligible compared to the time required for the simplex steps.
As a second possibility, we can view piecewise-linearity as an obvious feature in a variety of linear models. When using the models introduced in Sections 2 and 3, for example, we do not need a program like FINDPL to identify convex separable piecewise-linear terms in the objectives. These terms are essential to the formulations, and their presence would be known to any modeler from the outset. We can thus assume that a description of the P-LP would be generated and given to CPLP directly. By contrast, a user of XMP must rst convert the P-LP to an equivalent LP, then run XMP, and then convert the solution back to the variables of the P-LP. The costs of these conversions are hard to quantify, since they involve the modeler's time as well as computer time, but we would not expect them to be negligible. Hence in this situation the advantages of CPLP should be even greater than our gures suggest.
We believe that this latter scenario much better represents how CPLP would normally be used. We did employ FINDPL in the Section 4 experiments, but only because the largest available test set contains LPs whose original formulations are largely undocumented. We doubt that the piecewise-linearities in these LPs were similarly hidden from those who originally developed the models. 
Linear programming costs
Any algorithm for P-LPs can also be used to solve LPs, which are just the special case in which each objective term has one nite slope. Based on the analysis in 4], we can expect a P-L simplex algorithm to iterate on LPs just like its bounded-variable counterpart, but with some additional cost per iteration due to the complexity of the logic and data structures designed to accommodate piecewise-linearity.
As a nal test, we have applied both CPLP and XMP to 19 of the larger netlib LPs. Figure 6{4 shows that the di erences in cost per iteration are minor; in fact they are swamped by the usual random uctuations in the numbers of iterations. As a result, it appears that a P-L simplex algorithm could be recommended for solving both linear and piecewise-linear programs.
Such a test is relevant to one last issue of economics prompted by this work. Can we justify the separate expense of a code such as CPLP, when many largescale applications are likely to remain purely linear? This would be a hard question to answer, if P-L algorithms were applicable only to P-LPs. Since the overhead of handling piecewise-linearity is small, however, it would be practical to simply include the P-L option in a general-purpose simplex code for linear programming.
Appendix A. Graphical Summaries of Test Results
The graphs in this appendix o er a concise overview of our experimental results. Each graph depicts the runs for a particular test problem.
Each point in a graph represents one test run, using some value of the partialpricing parameter p; the XMP runs are denoted by 's, and the CPLP runs by 's.
A point's vertical coordinate gives the number of iterations required by the run, and its horizontal coordinate gives the speed in iterations per second. Thus the ratio of a point's coordinates is the run's total solution time in seconds. All points on a line through the origin represent runs taking the same total time; points on lower lines represent faster runs.
Larger values of p require fewer nonbasic variables to be priced out at each iteration, and hence permit more iterations per second. Thus one expects, as runs for successively larger values of p are plotted, that they will progress along a curve from left to right. A line through the origin and tangent to this curve should touch the best run. The expected pattern is seen clearly in the graph for fit2d. Due to uctuations in the iteration paths, the graphs in other cases are more complicated; nevertheless, they are useful as a quick visual summary of how CPLP compared to XMP. To improve the expressiveness of the graphs for fit1p and fit2p, two runs having extremely large numbers of iterations have been omitted.
Appendix B. Tables of Test Data
This appendix collects tables of the total timings and total iteration counts for all of the test runs on which the numbers in this report are based. More detailed breakdowns by phase and degeneracy status, and additional statistics collected for each run, are available in spreadsheet format from the authors. 
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