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Introduction
The maximum likelihood estimator (MLE) is perhaps the most common and widely accepted estimator of a parameter in a statistical model denoted by (S, Ω, f ), where S, Ω, f denote respectively the sample space, the parameter space and the probability density function (pdf). We will take S = R n , X = (X 1 , X 2 , . . . , X n ) ∈ S, and f (x, θ). In the standard case of independent and identically distributed observations, f (x, θ) = Π n i=1 f 1 (x i ), where f 1 (x) is the pdf of X 1 . Given data X, the likelihood function is L(θ) = f (X;θ),θ ∈ Ω and the MLE of the parameter θ is defined as that valueθ which globally maximizes L(θ). Mathematica (Wolfram, 1996) has been widely used in the study of fundamental and general aspects of maximum likelihood estimation -see Andrews and Stafford (1993) ; Stafford and Andrews (1993) ; Stafford, Andrews and Wang (1994) . As well Mathematica has been used for obtaining symbolically exact maximum likelihood estimators in situations where the use of numerical techniques are less convenient such as with grouped or censored data or logistic regression -see Cabrera (1989) ; Currie (1995) .
For simplicity we will deal with the case where Ω is one-dimensional. The multidimensional case may in general be reduced to the one-dimensional case by using marginal, conditional or concentrated likelihoods or by integrating over the nuisance parameters whichever is more suitable in a particular situation. Under the usual regularity conditions, the MLE,θ, is approximately normally distributed with mean θ and covariance matrix I −1 θ , where I θ denotes the Fisher information matrix. It is also true that the mean likelihood estimator (MELE) is equally efficient in large samples. In general the MELE,
where L(θ) is the likelihood function. It should be noted that although the MELE is identical to the Bayes estimator with a uniform prior, it is not often considered in frequentist settings even though Pitman (1938) showed that when the problem is location invariant, the MELE is the best invariant estimator. Barnard, Jenkins and Winsten (1962) recommended the MELE for time series problems and suggested that it will often have lower MSE than the MLE. In changepoint analysis, where the usual regularity conditions for the MLE do not hold and the MLE is inefficient but the MELE works well (Ritov, 1990; Rubin and Song, 1995) .
Unlike the MLE the MELE is not invariant under reparameterization.
Although the MELE has a Bayesian interpretation, it is not the Bayesian estimator that is usually recommended. In order that the estimator share MLE property of being invariant under parameter transformation, the Jeffrey's noninformative prior is recommended when there is no prior information available (Box and Tiao, 1973, §1.3) . The Jeffrey's prior is given by
There are situations, such as in the first-order moving-average model (MA(1)) where the MLE in finite samples has non-zero probability of lying on the boundary of the parameter region but this phenomenon does not happen with the MELE or Bayesian estimator as can be seen from the following result.
Proof: The likelihood function, L(θ), defined below, is easily seen to be continuous and differentiable in the interval [a, b] and non-negative. It then follows from the generalized mean-value theorem (Borowski and Borwein, 1991, p.371) thatθ ∈ (a, b).
In many cases the MLE is easy to compute using pen and paper. However with Mathematica we can now easily obtain the MELE by numerical integration and sometimes symbolically. In fact, for problems where the likelihood function is complicated or difficult to evaluate the MELE may be computationally easier to compute than the traditional MLE. As shown in Theorem 2, both the MLE and MELE are first order efficient.
Theorem 2:
Under the usual regularity conditions for maximum likeli- The next theorem shows that the MELE minimizes the mean likelihood of the squared error.
Theorem 4: Choosingθ =θ minimizes δ(θ), where
Proof: Using calculus, the result follows directly.
Theorem 5:θ is a function of the sufficient statistic for θ, S, if there is one.
In general, the MELE is a biased estimator.
Theorem 6:
If Ω has compact support and 0 < Var(θ) < ∞ then 
Bernoulli Trials
We will now examine the performance of these three estimators in the estimation of the parameter p in a sequence of n Bernoulli trials where X is the observed number of successes and p is the probability of success. The probability function is
So if X successes are observed in n trials, the likelihood function may be
and the MLE may be derived by calculus, p = X/n. Using Mathematica it is easily shown that the MELE of p is p = (X + 1)/(n + 2) and that R(p,p|p) > 1 provided
As shown in Figure 1 , the MELE is always more efficient over most of the range and the relative efficiency tends to 1 as n → ∞. 
Exponential Lifetimes
Consider a sample of size n denoted by X 1 , . . . , X n from an exponential distribution with mean µ and let T = n i=1 X i . The likelihood function for µ can be written L(µ) = µ −n e −T /µ , the MLE of µ is given byμ = T /n and the MELE of µ isμ = T /(n − 2). The Jeffrey's prior for µ can be taken as µ −1 which produces a Bayesian estimate,μ = T /(n − 1).
A simple computation with Mathematica gives the relative efficiency,
Similarly, R(μ,μ) = 1 + 1/n + 4/(n + 1). Figure 3 shows that the MELE can be much less efficient.
Since T has a standard gamma distribution with shape parameter n and scale parameter µ, the PMC is easily evaluated using the Geary-Rao Theorem It is sometimes mistakenly thought that Theorem 4 or its Bayesian analogue guarantees that at least over some region of the parameter space, the MELE and the Bayes estimator will have outperform the MLE but this need not be the case.
MA(1) Process
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The MA(1) time series with mean µ may be written Z t = µ+A t +θA t−1 , where Z t denotes the observation at time t = 1, 2, . . . and A t , the innovation at time t, is assumed to be a sequence of independent normal random variables with mean zero and variance σ 2 A . The parameter θ determines the autocorrelation structure of the series and for identifiability we will assume that |θ| ≤ 1. Table 2 ). Letθ denote the mean likelihood estimate of θ. In view of Theorem 1, this problem does not occur withθ. Now we will show that the MELE dominates the MLE both for the MSE and PMC criteria when n = 2. When n = 50, the MELE is better than the MLE unless the parameter θ is very close to ±1. Since even the useless estimator obtained by ignoring the data and setting the estimate to 1 does better when θ = 1, we can conclude that MELE is generally a better estimator. Further mean-square error computations which support this conclusion for other values of n are given by Quenneville (1993) and can be verified by the reader using the electronic supplement.
Exact Results for n = 2
Given a Gaussian time series of length 2, Z 1 , Z 2 , generated from the first-order moving average equation Z t = A t − θA t−1 , where A t are independent normal random variables with mean zero and variance σ
). Then given data, Z 1 , Z 2 , the exact concentrated likelihood function for θ is (Cryer and Ledolter, 1981; Quenneville, 1993),
Unfortunatelyθ, cannot be evaluated symbolically. However using NIntegrate we can obtain it numerically. Numerical evaluation suggests thatθ is either a linear or close to a linear function of W . To speed up our computations for the mean-square error ofθ, we use the FunctionInterpolation in Mathematica to constructθ =θ(W ). The MSE and PMC forθ andθ are easily evaluated numerically using the pdf of W, f W (x), derived by Quenneville (1993),
From Figures 5 and 6 , it is seen that both the MELE and Bayesian estimator dominate the MLE both for the MSE and PMC criteria. The MELE is slightly better according to the MSE but according to the PMC the Bayes estimator is slightly better than the MELE.
Exact Symbolic Likelihood
Consider the MA(1) process defined by Z t = A t −θA t−1 , where A t is assumed to be normal and independently distributed with mean zero and variance σ 2 A . Given n observations Z ′ = (Z 1 , . . . , Z n ) the exact log likelihood function of an ARMA process can be written (Newbold, 1974) ,
where L is the (n + 1) by n matrix,
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Maximizing over σ 2 A the concentrated log likelihood is given by
This expression for the concentrated loglikelihood is just as easy to write in
Mathematica notation as it is in ordinary mathematical notation. Moreover, it can be evaluated symbolically or numerically. GetLz=Compile[{{t,_Real},{z, _Real, 1}},
Efficient Numeric Likelihood Computations
The determinant,
is efficiently computed using
NestList to generate the individual terms and then summing.
DetMA =Compile[{{t,_Real},{n, _Integer}},
Next, we evaluate the term hLz/D.
we can use Horner's Rule to efficiently compute this sum. Horner's Rule is implemented in Mathematica using the function Fold. 
This function can be maximized using Mathematica's nonlinear optimization function FindMinimum.
The mean likelihood estimateθ can be evaluated using NIntegrate.
Notice that in the above expression the loglikelihood function is evaluated separately in both the numerator and denominator. Hence, we can save function evaluations by using our own numerical quadrature routine. In the standard Bayesian analysis of the MA(1) model the prior is given by (Box and Jenkins, 1976 , p. 250-258)
The computations were repeated using this prior and as shown in Figures 9 and 10 the Bayes estimate with a Jeffrey's prior performs about the same as the MELE.
Concluding Remarks
Previously Copas (1966) found that for AR(1) models, the MELE had lower MSE over much of the parameter region. Our results show that for the MA (1) the improvement is even somewhat better. The MSE is lower over a broader range and the piling-up effect on the MLE is avoided. Quenneville (1993) investigated the small sample properties of the MELE for many other time series models and gave a general algorithm for the MELE in ARMA models and found that in many cases the MELE produced estimates with smaller MSE over most of the parameter region. This work is further extended to state space prediction in Quenneville and Singh (1999) .
We would also like to mention that in our opinion Mathematica provides an excellent and indeed unparalled environment for many types of fundamen- 
