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El objetivo de este proyecto es diseñar e implementar un sistema capaz de realizar un escaneo 
tridimensional de un objeto de pequeñas dimensiones. Para ello, el sistema tendrá que almacenar 
la imagen tridimensional del objeto a través de una matriz de puntos en coordenadas cartesianas. 
Se dispondrá de distintos formatos de escaneo dependiendo de los requisitos del usuario 
respetando un compromiso entre el tiempo y la calidad. Por un lado, el escaneo con mayor calidad 
dispondrá de un mayor número de puntos junto a una velocidad de procesado lenta, mientras que 
el escaneo de menor calidad actuará unos tiempos de ejecución mucho menores. 
Para realizar las funciones indicadas, el sistema se compondrá por varios dispositivos separados 
en dos bloques: el bloque de control de giro y el bloque de procesado de datos. Ambos bloques 
se interconectan mediante una comunicación de tipo puerto serie. 
En primer lugar, el bloque de control de giro se compone de una estructura cilíndrica, un motor 
paso a paso, un láser y una placa Arduino. La estructura cilíndrica se utilizará como base donde 
posicionar el objeto que se desea escanear. Esta base dispondrá de una plataforma central diseñada 
para rotar 360º sobre una guía de rodamientos que facilitan el giro de la plataforma mientras 
reducen el rozamiento. El motor paso a paso, conectado físicamente a la plataforma móvil, 





transfiere a esta el movimiento rotatorio, mientras que su control se realiza a través de la placa 
Arduino Uno. 
El láser, ubicado a una distancia fija de la estructura, y en paralelo a la cámara de adquisición de 
imágenes, emitirá un haz de luz vertical sobre el objeto. El análisis de las características de este 
haz, fotografiado por la cámara, será la tarea del bloque de procesado de datos. Por último, la 
placa Arduino controlará la corriente de entrada del motor, logrando una alta precisión en cada 
rotación, además de encargarse del procesado de las instrucciones de puerto serie y la 
alimentación de los otros elementos del bloque. 
En segundo lugar, el bloque de procesado de datos se compone de un ordenador con el software 
de Matlab que ejecute el script de Matlab y una Webcam operativa conectada al mismo. 
Antes de continuar con la resolución del proyecto, se ha de introducir el concepto de escaneado 
3D. Se definirá, de aquí en adelante, al escaneado 3D como el proceso de analizar un objeto del 
mundo real para obtener datos sobre su forma y aspecto. El objetivo de este proceso es la completa 
digitalización de la forma del objeto para su uso en variedad de aplicaciones como son la captura 
de movimiento, la ingeniería inversa, el diseño industrial de prótesis o el control de calidad. 
Dentro de las tecnologías de escaneo 3D existen dos aproximaciones dependiendo de la 
necesidad o no de contacto físico, tal y como se resume en la Tabla 1. 
En primer lugar, los escáneres de contacto se basan en apoyar un elemento palpador sobre la 
superficie del objeto. Mediante el uso de sensores de presión internos, se obtiene una medida de 
la posición espacial del objeto. Esta opción aporta una gran precisión a la medida, típicamente 
alrededor de los 0,01 mm. Sin embargo, su mayor problema es el requerimiento de contacto físico 
con el objeto, imposibilitando escanear objetos delicados, como pueden ser circuitos impresos u 
obras históricas. 
Por otra parte, los escáneres sin contacto no necesitan de contacto físico con el objeto para 
funcionar y se basan en distintas tecnologías a distancia como pueden ser los ultrasonidos o pulsos 
de luz. Dada la naturaleza de los objetos a escanear, y a la sencillez de su implementación (su 
bajo coste y la amplia disponibilidad de material), se ha optado por la realización de un escáner 
3D sin contacto basado en la aproximación tecnológica de luz estructurada. Esta aproximación se 
basa en la emisión de una fuente de luz coherente (láser) sobre el objeto a escanear, mientras que 
una cámara detecta la luz reflejada por el objeto. 
La implementación más sencilla de escaneo 3D por luz estructurada utiliza la proyección de un 
punto de luz circular sobre el objeto para recoger un único punto de iluminación en la lente de la 
cámara. Mediante la posición relativa de dicho punto respecto a la fuente de luz y a la lente de la 
cámara, es posible determinar la ubicación en el espacio tridimensional del punto, obteniendo su 
localización en coordenadas cartesianas. Este método llevaría al sistema a analizar cada punto por 
separado, realizando un barrido vertical y otro horizontal de todo el objeto, provocando un tiempo 
de análisis demasiado grande como para considerarse viable. 
En este trabajo de Fin de Grado se ha optado por proyectar un haz de luz lineal sobre el objeto, 
que permita iluminar una línea desde su base hasta su extremo superior. En este caso únicamente 
será necesario rotar el objeto respecto al eje vertical para completar el escaneo. Así pues, la 
resolución del sistema estará limitada por la anchura del haz y la calidad óptica de la cámara. 
Alternativamente existen varias estrategias para reconstruir una imagen tridimensional mediante 
un único análisis, con una calidad mucho menor, con el objetivo de analizar objetos en 
movimiento. En este caso, se generan patrones de rayas mediante dos fuentes de luz lo que genera 
interferencias equidistantes. El análisis de los patrones resultantes lleva a una aproximación 
rápida, pero de baja precisión (20 mm) de la forma del objeto [1]. 





 De contacto 
Luz Estructurada 
Rendija Patrones 
Precisión 0.01 mm 1 mm 20 mm 
Velocidad Lenta Rápida Instantánea 
Tabla 1. Características Tecnologías. 
En la Fig. 1 pueden apreciarse cada uno de los distintos elementos que componen el sistema de 
escaneo 3D. Siendo estos identificados como: ordenador con software Matlab (A), LED 
conectado a Arduino (B), webcam (C), placa Arduino (D), microcontrolador (E) y estructura 
rotatoria con motor integrado (F). 
 
Fig. 1. Fotografía del sistema de escáner 3D completo. 
 





En esta parte de la memoria se explicarán en profundidad todos los elementos que conforman el 
proyecto. En primer lugar, se describen los componentes físicos como son la webcam, la placa 
Arduino o el motor paso a paso. Seguidamente, se realiza una descripción teórica de cada paso 
del algoritmo de procesado de imagen que se ejecutará, desde la calibración hasta la generación 
de coordenadas tridimensionales. Por último, se incorpora una descripción del código a ejecutar 
en el script de Matlab y en la ejecución de la placa Arduino. 
2.1 Componentes 
Los componentes utilizados para implementar el sistema pueden agruparse en aquellos 
destinados al bloque de control de giro, y los pertenecientes al bloque de procesado de datos. Una 
agrupación de todos estos elementos puede observarse en la Fig. 2. 
En primer lugar, desde el bloque de procesado de datos se dispondrá de una cámara webcam con 
la que capturar imágenes del objeto. En segundo lugar, se desarrollará una estructura monitorizada 
por una placa Arduino que se conecta a un motor paso a paso. El objetivo de esta estructura se 
centra en controlar el giro de rotación de la plataforma mediante la ejecución de instrucciones de 
Matlab vía el puerto serie de Arduino. 





Para lograr una rotación suficientemente precisa en cada paso del motor se utiliza un 
microcontrolador que permitirá multiplicar por 16 el número de pasos necesarios para completar 
una rotación. Este procesador estará controlado mediante pulsos eléctricos de las salidas digitales 
de la placa Arduino. 
 
Fig. 2. Partes del sistema. 
El bloque de control de giro se compone de la placa Arduino, el motor y el láser. El láser genera 
un haz lineal que apunta sobre la plataforma rotatoria motorizada, siendo ambos controlados 
mediante la placa Arduino. 
El bloque de procesado de datos se compone de un PC con software Matlab® y una cámara web. 
La cámara web toma instantáneas de la luz reflejada por el objeto, y el computador con el software 
Matlab® se encarga de procesar las imágenes y estimar la posición en el espacio de la sección 
vertical iluminada del objeto. Esta posición se almacenará en una matriz en forma de coordenadas 
cartesianas. 
2.1.1 Webcam 
Para obtener una imagen digital del objeto es necesario disponer de una cámara controlable 
desde el software Matlab®, utilizado para el procesado de datos. 
En este sentido el uso de cámaras webcam Plug and Play está contemplado por la herramienta 
Matlab® webcam, la cual detecta de forma automática como entrada de imagen dicha cámara 
como webcam y almacena los datos en una matriz 1280 × 720 × 3 píxeles. Donde la resolución 
de la captura es de 1280 pixeles horizontales por 720 pixeles verticales  
Se escoge el modelo Logitech C270 HD para esta aplicación debido a que la resolución que nos 
proporciona de 1280 × 720 es más que suficiente para apreciar la línea de puntos que forma el 
contorno de un objeto de pequeñas dimensiones.  
La velocidad de captura de la cámara es de 30 frames por segundo. Esta velocidad de captura es 
lo suficientemente alta como para no ralentizar el proceso de escaneado, por lo que este elemento 
no se identifica como un elemento crítico en el momento de optimizar el algoritmo de escaneo. 
2.1.2 Arduino Uno 
Para el manejo y control de la plataforma de giro se utilizará una placa Arduino Uno la cual se 
comunica mediante un puerto serie con Matlab®. La placa Arduino permitirá controlar el 
microcontrolador, dando la opción de escoger opciones como la velocidad de rotación 
Webcam Arduino UNO Matlab
Microcontrolador Láser Motor 200 pasos





(seleccionando el número de pasos hasta un total de 1600 pasos mediante 𝑚𝑖𝑐𝑟𝑜𝑠𝑡𝑒𝑝𝑝𝑖𝑛𝑔), el 
sentido del giro y el control de flujo de corriente sobre el motor evitando el consumo innecesario 
de potencia cuando este no es utilizado.  
Según la página web de Arduino, se define la placa Arduino como [2]: 
“Arduino is an open-source electronics platform based on easy-to-use 
hardware and software. Arduino boards are able to read inputs - light 
on a sensor, a finger on a button, or a Twitter message - and turn it into 
an output - activating a motor, turning on an LED, publishing 
something online. You can tell your board what to do by sending a set 
of instructions to the microcontroller on the board. To do so you use the 
Arduino programming language (based on Wiring), and the Arduino 
Software (IDE), based on Processing.”. 
La placa se compone de un pequeño procesador, una memoria y varios pines de entrada/salida 
que puedes controlar mediante la programación IDE de Arduino. Estos pines controlaran el 
microcontrolador del motor paso a paso y la corriente en el diodo LED. 
La placa se debe programar cada vez que se conecta a corriente debido a que el programa 
compilado se encuentra en una memoria 𝑓𝑙𝑎𝑠ℎ. Esta compilación y carga del programa se 
realizará desde el programa Arduino con el puerto serie. 
2.1.3 Matlab 
Para el cálculo y procesamiento de los datos se utilizará el programa informático Matlab® en su 
versión R2019b, el objetivo final es programar una interfaz de usuario GUI y la implementación 
de un algoritmo recursivo que modele la nube de puntos obteniendo un modelado 3D de la 
imagen. 
Matlab® es un sistema de cómputo que ofrece un IDE con un lenguaje de programación propio. 
Se utilizarán diferentes toolbox durante el proceso siendo estas: 
• Computer Vision Toolbox v9.1: 
Se trata de una toolbox muy extensa de la que se utilizará únicamente el script de calibración 
de cámaras para obtener los parámetros intrínsecos de cualquier cámara a utilizar.  
La toolbox proporciona algoritmos, funciones y 𝑎𝑝𝑝𝑠 para el diseño y la realización de 
pruebas de sistemas de procesamiento de vídeo, visión artificial y visión 3D. Es posible 
llevar a cabo la detección y seguimiento de objetos, así como la detección y extracción de 
características [3]. 
• MATLAB® Support Package for USB Webcams v19.2.2: 
Esta toolbox complementa el sistema de Matlab® haciendo accesible el uso de USB 
Webcams [4]. 
• Image Acquisition Toolbox v6.1: 
Mediante esta toolbox se obtendrá la matriz de cada captura realizada con la webcam 
convirtiendo está en datos manejables para el algoritmo. 





Esta toolbox proporciona funciones y bloques para conectar cámaras a Matlab® y Simulink®. 
Incluye una app de Matlab® que permite detectar y configurar de forma interactiva las 
propiedades del hardware. A continuación, puede generar código Matlab® equivalente para 
todas las sesiones próximas. Permite conectar con cámaras de todo tipo, permitiendo modos 
de adquisición en segundo plano, activación de hardware y sincronización mediante varios 
dispositivos [5]. 
2.1.4 Motor paso a paso 
Se escoge un motor de continua de 200 pasos convencional con pasos de 1,8º de rotación, 
mediante el microcontrolador se realizará un proceso de microstepping logrando rotaciones con 
precisión de hasta 0.05625º por paso, permitiendo realizar una vuelta completa con 6400 pasos. 
El modelo escogido es el SparkFun Electronics ROB-09238®. Se trata de un motor hibrido 
bipolar con cuatro terminales y dos bobinas muy utilizado en este tipo de proyectos. Se ha 
escogido por su sencillez dentro del espectro de los motores bipolares y por su reducido precio en 
comparación a otros motores unipolares que podrían resultar más sencillos. 
El motor se alimenta con 12V de tensión y una corriente de 330 mA, consumiendo una potencia 
de 4 W de forma constante, por lo que se deberá regular el consumo en estado de espera para 
evitar la disipación de calor, al encontrarse el motor ubicado dentro de una plataforma cilíndrica 
de plástico creada por impresión 3D se deberá hacer hincapié en evitar altas temperaturas para no 
deteriorar la infraestructura.  
2.1.5 Microcontrolador 
Se utilizará un microcontrolador DRV8825 de Texas Instruments para aplicar la indexación 
microstepping con el objetivo de aumentar al máximo la resolución de nuestro objeto, obteniendo 
un numero de pasos de 200, 400, 800, 1600, 3200 o 6400, permitiendo escaneados más rápidos 
de resolución angular 1,8º o escaneos lentos con mucha más resolución angular 0.05625º. 
Más adelante en el documento se explicará de forma exhaustiva el funcionamiento del 
microcontrolador desde las señales de control hasta las señales eléctricas del motor. Datos 
obtenidos de su datasheet correspondiente [6]. 
2.1.6 Láser 
Se usa un láser de 5mW de Adafruit Industries LLC con forma de haz para marcar la línea de 
puntos en cada iteración del proceso, sus características son las siguientes [7]: 
 Mínimo Típico Máximo 
Potencia 2,5 mW 3,0 mW 5,0 mW 
Corriente 10 mA 20 mA 25 mA 
Voltaje 2,3 V 4.5 V 8 V 
Longitud de onda  650 nm  
Temperatura -20ºC  +25ºC 
Tabla 2. Características Láser. 
Se usa este láser particular de helio-neón como los utilizados en punteros láser comerciales 
debido a la seguridad de este, la aplicación que se busca es una mera referencia para el sistema. 





El punto más crítico del láser se encuentra en la rendija óptica del láser que regulará la precisión 
del sistema a la hora de detectar puntos reflejados. 
2.2 Algoritmos de procesado de datos 
2.2.1 Calibración 
Para la aplicación del algoritmo se han de conocer varios datos de la cámara como es la distancia 
focal y las coordenadas del punto central de la cámara en píxeles, estos datos se obtienen mediante 
un proceso de calibración con la herramienta Computer Vision de Matlab®, que nos facilita 
conocer estos datos con mayor precisión que la dada por el fabricante. 
La herramienta obtiene los parámetros de una lente para corregir la distorsión de la cámara y 
poder obtener el tamaño de un objeto en unidades del mundo real. 
Se introducen una serie de capturas desde distintos ángulos y alturas de un patrón de cuadros 
previamente conocido, como el que se aprecia en la Fig. 3. El programa determina un patrón de 
resultados y se extrapola con la posición real del objeto, a menor diferencia en los resultados se 
obtienen unos resultados más precisos.  
 
Fig. 3. Patrón de cuadros utilizado. 
Con el objetivo de maximizar la precisión de la calibración se realiza una criba de resultados 
con las imágenes de menor error en la diferencia de posición, resultando en un error máximo 
próximo a los 0,5 pixeles. 






Fig. 4. Herramienta Computer Vision. 
Como se aprecia en la Fig. 4, la herramienta se compone de una primera ventana (1) ubicada a 
la izquierda de la pantalla la cuál almacena las capturas realizadas. En la ventana central (2) 
muestra individualmente una de las capturas, indicándose la referencia inicial tomada, los puntos 
analizados y el sentido de los ejes X e Y de referencia. En la ventana superior derecha (3) se 
representa el error que genera cada captura en relación con los valores finales obtenidos, gracias 
a esta ventana es posible seleccionar qué imágenes deben ser analizadas para optimizar los valores 
resultantes que proporcionan la máxima precisión posible. Por último, la ventana inferior derecha 
(4) muestra la referencia tridimensional de la relación de imágenes capturadas considerando que 
la cámara se encuentra en un punto fijo. 
La herramienta proporciona como salida los valores intrínsecos y extrínsecos de la cámara a 
calibrar permitiendo aplicar el tratamiento trigonométrico del algoritmo desarrollado para la nube 
de puntos. Este conjunto de datos, similar al incluido en la Tabla 3, permite contar con la 
información necesaria para aplicar el algoritmo de procesado de datos para obtener la posición 
espacial de un objeto escaneado. 
Parámetro Valor obtenido 
Distancia Focal Eje X 1314,2 pixeles 
Distancia Focal Eje Y 1318,1 pixeles 
Punto Central Eje X 598,7328 pixeles 
Punto Central Eje Y 301,5177 pixeles 
Tabla 3 Valores Intrinsecos Cámara Logitech C270 HD 
2.2.2 Cámara 𝒑𝒊𝒏𝒉𝒐𝒍𝒆 
Con el objetivo de desarrollar un algoritmo que permita obtener distancias reales a partir de una 
imagen captada por una cámara se va a analizar el funcionamiento de una cámara 𝑝𝑖𝑛ℎ𝑜𝑙𝑒, 
también llamada estenopeica. Una cámara estenopeica es una cámara sin lente que dispone de una 





pequeña abertura. La luz procedente del objeto observado pasa a la cámara oscura a través de la 
abertura y se proyecta una imagen invertida en el lado opuesto de la caja. 
El desarrollo de la cámara oscura data del siglo XVII, cuando Athanasius Kircher diseña en un 
grabado similar a la Fig. 5 el funcionamiento de una cámara portátil de grandes dimensiones. 
Dicho grabado representa un cubo exterior del tamaño de una habitación, con un orificio y una 
lente en cada una de sus paredes, y en su interior otro prisma construido por pantallas de papel 
tensado y transparente, sobre el que la persona situada en su interior podía dibujar las escenas 
proyectadas desde el exterior [8]. 
 
Fig. 5. Ilustración que representa la cámara 𝒑𝒊𝒏𝒉𝒐𝒍𝒆 del siglo XVII. 
De forma simplificada, la Fig. 6 muestra el esquema del funcionamiento de una cámara 𝑝𝑖𝑛ℎ𝑜𝑙𝑒 
con lente. El análisis de este esquema permitiría conocer las dimensiones del objeto (𝛥𝑥0) a partir 
de su representación en el sensor de la cámara (𝛥𝑥1). 
 
Fig. 6. Esquema simplificado del funcionamiento de una cámara 𝒑𝒊𝒏𝒉𝒐𝒍𝒆. 
El esquema mostrado incluye tres planos, correspondientes a la ubicación del objeto (plano 
“real”), la ubicación de la lente de la cámara (plano de “lente”), y la ubicación del sensor de la 





cámara (plano de “imagen”). La separación entre dichos planos se indica en el esquema con las 
variables 𝑍 (distancia lente-objeto) y 𝐹 (distancia sensor-lente ó distancia focal). 
Adicionalmente, la distancia de objeto a fotografiar respecto al plano de proyección se indica 
como 𝛥𝑥0 y representa unidades de longitud. Por otro lado, la distancia de su imagen en el sensor 
respecto al mismo plano (centro) de proyección se indica con la variable 𝛥𝑥1 la cual tiene 
unidades de pixeles. 
Finalmente, el rato de luz proveniente del objeto incide en el plano de lente con un ángulo θ0 
respecto al centro de proyección; mientras que ese mismo rayo incide en el plano del sensor 
formando un ángulo θ1 en el plano de lente respecto al centro de proyección. 
Por simple trigonometría conocemos que los dos ángulos que se oponen formados al cortarse 
dos rectas son iguales, por lo que puede afirmarse que: 
θ0 = θ1 (1) 
Por lo tanto, se pueden relacionar las tangentes de ambos ángulos entre sí, llegando a una 

















La distancia real de cada punto del objeto (Z) dependerá de la distancia focal (F), su posición en 
el eje X relativa (𝛥𝑥1) y su posición en el eje X real (𝛥𝑥0). Esta relación viene dada por la ecuación 





Dicha expresión se utilizará en el procesado de datos para relacionar las distancias en planos 
“real” y planos de “imagen”, así como para realizar la calibración inicial de la cámara. 
2.2.3 Indexación de la imagen 
Con el objetivo de relativizar las posiciones de la matriz de datos de la imagen capturada respecto 
a su punto central (0,0), es necesario realizar cambios en la indexación de la matriz respecto al 
formato utilizado por Matlab®. En este caso, la imagen adquirida se almacena en una matriz de 
720 filas y 1280 columnas, situando al píxel de la esquina superior izquierda de la imagen; tal y 
como se puede apreciar en la Fig. 7. 
Debe tenerse presente que Matlab® es un programa optimizado para realizar operaciones con 
matrices, y representa su sistema de indexación predeterminado. Sin embargo, dicha indexación 
no es intuitiva para realizar el procesado de datos, ya que se requiere que el pixel central de la 
imagen corresponda con la posición matricial (0,0). 





Este cambio es necesario ya que Matlab® de forma predeterminada implementa un punto en el 
origen (1,1) en la esquina superior izquierda de la imagen, debido al funcionamiento de la 
indexación predeterminada de Matlab®. 
Se demostrará de forma empírica que la cantidad de pixeles en la nueva indexación sea el 
correcto, para ello se ha de tener en cuenta la posición inicial y final de cada columna de pixeles 
modificada con la nueva asignación. Si bien las posiciones genéricas de Matlab inician en la 
posición 𝑥0 = 1 y finalizan en la posición 𝑥𝑚𝑎𝑥 = 1280, la nueva asignación deberá corregir la 
posición inicial 𝑥 = 1. Para ello se desplazan todas las filas una posición hacia la derecha. Así 
mismo, se realiza la misma operación con las columnas que inician en la posición⁡𝑦0 = 1 y 
terminan en la posición 𝑦𝑚𝑎𝑥 = 720. 
𝑥𝑖𝑛𝑖𝑐𝑖𝑎𝑙𝑖𝑧𝑎𝑑𝑜 = 𝑥𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 1 
𝑦𝑖𝑛𝑖𝑐𝑖𝑎𝑙𝑖𝑧𝑎𝑑𝑜 = 𝑦𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 1 
A continuación, se deberá centrar el origen en el punto intermedio de la imagen, desplazando 
filas y columnas en función de la posición central, se reasignan los índices de la posición central 









Se obtienen los valores del centro de la imagen como 𝑥𝑐𝑒𝑛𝑡𝑟𝑎𝑙 = 639 e 𝑦𝑐𝑒𝑛𝑡𝑟𝑎𝑙 = 359. Se ha 
de hacer hincapié en que estas coordenadas no corresponden exactamente el centro de la imagen, 
el centro de la imagen se encuentra en el punto intermedio de los 4 pixeles centrales 
(0,0),(0,1),(1,0) y (1,1). Esto se debe a la paridad del número de pixeles que compone la imagen 
y la inexistencia de un píxel central como tal.  
 Para poder centrar la imagen se reindexarán las columnas y filas inicializadas hasta que la 
posición inicializada (0,0) se encuentre en la posición original situada en el punto (639,359). 
𝑥𝑖𝑚𝑎𝑔𝑒𝑛 = 𝑥𝑖𝑛𝑖𝑐𝑖𝑎𝑙𝑖𝑧𝑎𝑑𝑜 − 639 =⁡𝑥𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 640 
𝑦𝑖𝑚𝑎𝑔𝑒𝑛 = 𝑦𝑖𝑛𝑖𝑐𝑖𝑎𝑙𝑖𝑧𝑎𝑑𝑜 − 359 = ⁡𝑦𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 360 
Con el objetivo de ilustrar la indexación realizada se muestra a continuación la ilustración 3 la 
cual refleja el posicionamiento de los pixeles centrales y los pixeles que se encuentran en las 
posiciones limite que se encuentran en las esquinas de la imagen. 






Fig. 7. Esquema indexado de la matriz imagen. 
2.2.4 Trigonometría 
Se deberá de estudiar la relación que forman las líneas entre el láser y la línea de visión de la 
cámara, para ello se ha de enfatizar varias relaciones trigonométricas con el objetivo de clarificar 
las operaciones que serán necesarias para la resolución del sistema. 
2.2.5 Descripción del sistema de coordenadas 
Se plantea el sistema de coordenadas representando las posiciones de láser y cámara enfrentadas 
al objeto y la pared de referencia en una posición posterior en el eje Z. Un esquema de dichas 
posiciones se representa en la Fig. 8. 
 
Fig. 8. Representación del eje de coordenadas y posicionamiento de la cámara, el láser, el objeto y 
la pared de referencia. 





El objetivo de aplicar la trigonometría es calcular el valor de la distancia Z1 del objeto respecto 
al origen de coordenadas, para cualquiera de los puntos de su altura en el eje y. Los únicos 
parámetros conocidos son la distancia focal (𝐹), la distancia del eje de coordenadas al fondo (𝑍0) 
y la distancia en el eje X entre la cámara y el láser (b). La distancia focal es obtenida mediante la 
calibración previa, este parámetro varía según la cámara utilizada y la resolución configurada. 
2.2.6 Vista del plano ZX 
Se ha de analizar la imagen mediante vista cenital, desde el plano XZ, visto en la Fig. 9. 
Estudiando en profundidad el plano se observan los siguientes ángulos. La línea del láser 
representada por la recta 𝑎0, forma un ángulo 𝐶0 con el plano de la cámara y crea una intersección 
con el plano del objeto y el plano pared, formando los puntos a analizar por la cámara. El segmento 
de la recta 𝑎0 que inicia en el plano de la cámara y finaliza en la intersección de esta con el plano 
del objeto es denominado 𝑎1. 
Las próximas líneas que se analizan son las rectas 𝑐0y 𝑐1, son las rectas que forma el objetivo 
de la cámara con los puntos formados en las intersecciones entre el láser y los planos de objeto y 
de pared. Estas rectas se originan en el objetivo de la cámara con dos ángulos distintos 𝐴0 y 𝐴1. 
Para completar el triángulo se denominan los ángulos 𝐵0y 𝐵1, que son los ángulos formados por 
la intersección entre las rectas 𝑐0 y 𝑎0, y las rectas 𝑐1y 𝑎1. 
 
Fig. 9. Esquema del sistema en 2D, vista occipital desde el plano XZ. 
2.2.7 Cálculo de los ángulos de la lente A0 y A1 
Estudiando el plano de imagen, como el representado en la Fig. 10, puede calcularse el ángulo 
𝐴0 y 𝐴1, se tendrá en cuenta la distancia focal para calcular dichos ángulos a partir de las 
relaciones de cámara 𝑝𝑖𝑛ℎ𝑜𝑙𝑒 ya mencionadas anteriormente. Para ello se estudia la distancia en 





el plano de imagen 𝑥0
′  que simula la incidencia de un punto de luz laser desde la lente de la cámara 
y la distancia focal ya mencionada con anterioridad. 
 
Fig. 10. Esquema de formación de la imagen en el sensor. 
Por simple trigonometría obtenemos la relación entre los ángulos 𝐴0 y 𝐴1 con las distintas 
posiciones de los puntos de láser proyectados dentro del plano de imagen con el cual opera el 
algoritmo. 
𝑥0
′ = ℎ ∙ cos⁡(𝐴0)  (6) 
𝐹 = ℎ ∙ sin⁡(𝐴0)  (7) 


















































Donde los valores 𝑥0
′ ,⁡𝑥1
′  y F son valores conocidos, siendo coordenadas de la imagen en pixeles 
digitalizadas en la matriz imagen y el valor F obtenido en pixeles mediante la previa calibración. 
2.2.8 Cálculo de relaciones con la pared de referencia 
Se analizará en profundidad el sistema de triángulos formado por el trazado del láser y la 
posición del objeto con respecto a la posición estática de la cámara. Dicho sistema es representado 
en la Fig. 11. El objetivo final es caracterizar completamente el triángulo pared-laser-cámara. 
 
Fig. 11. Análisis trigonométrico de las relaciones entre los elementos del sistema. 
En primera instancia, se va a detallar el triángulo que forma el láser cuando se ve reflejado en la 
posición estática 𝑃0, en la distancia 𝑧0, una distancia conocida de antemano siendo esta la 
distancia Cámara-Pared. Se caracterizará por completo el triángulo obteniendo los valores 
𝑥0(𝑚𝑚), 𝑐0(𝑚𝑚), 𝑎0(𝑚𝑚), 𝐵0(°) y C(º). Dicho triángulo se ve interpretado por la Fig. 12. 
 
Fig. 12. Análisis de relaciones trigonométricas entre la tripla láser-cámara-pared. 





Se analiza el sistema con un sistema de ecuaciones, obteniendo el valor de 𝐴0 en esta 
configuración: 
𝑥0
′ = ℎ ∙ 𝑠𝑖𝑛(𝐴0 − 90)  (12) 
𝐹 = ℎ ∙ 𝑐𝑜𝑠(𝐴0 − 90)  (13) 
Relacionando ambas expresiones (12) y (13) se llega a la ecuación (14): 






Despejando el valor del ángulo 𝐴0⁡𝑚𝑒𝑑𝑖𝑎𝑛𝑡𝑒⁡𝑙𝑎⁡𝑓𝑢𝑛𝑐𝑖ó𝑛⁡𝑎𝑟𝑐𝑜𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑒: 







Se analizará al final de este apartado la validez de la última expresión para la posibilidad de que 
el ángulo 𝐴0 sea un ángulo agudo, menor de 90º, se ha generalizado la opción de ángulo obtuso, 
mayor de 90º, pero se demostrará que ambas situaciones se resuelven mediante el mismo 
procedimiento debido a las características de la función arcotangente. 
Se aplican las propiedades de la cámara 𝑝𝑖𝑛ℎ𝑜𝑙𝑒 para obtener el valor de 𝑥0 a partir del valor 
𝑥0′ que obtenemos directamente de la imagen. Para este cálculo son necesarias la distancia focal 






Se continúa caracterizando al punto 𝑃0, se conocen los lados del triángulo equilátero que 
conforman el eje horizontal, el punto P y la cámara, estos lados son 𝑥0 y 𝑧0, mediante el teorema 
de Pitágoras se obtendrá la hipotenusa 𝑐0 que forma parte del segundo triángulo formado por la 




2  (17) 





Se aplica la ley de cosenos en el nuevo triángulo para obtener el valor 𝑎0, el único lado del 
triángulo que aún no se conoce. 
𝑎0 = √𝑏
2 + 𝑐0
2 − 2 ∙ 𝑏 ∙ 𝑐0 ∙ 𝑐𝑜𝑠(𝐴0) (19) 
Por último, los únicos valores desconocidos del triángulo son los ángulos 𝐵0 y C, el ángulo C 
será una constante para todo el sistema ya que el ángulo de incidencia del láser es permanente 
para todo el montaje. Se obtienen a partir de la ley de senos, ecuación (20).  



























Con este último ángulo se tiene completamente caracterizado el triángulo generado, por lo que 
todas las relaciones laser-pared-cámara quedan totalmente caracterizadas, al conocerse 𝑥0, ⁡𝑎0, 
⁡𝑐0, ⁡𝐴0, 𝐵0 y 𝐶. 
2.2.9 Calculo de relaciones con el objeto 
A continuación, se estudiará en profundidad el impacto del láser con el plano del objeto, 
analizando el triángulo que forma individualmente, obviando el análisis anterior y exponiendo 
únicamente este triángulo. Dicho triángulo está representado en la Fig. 13. El objetivo final es 
obtener el valor de distancia al plano del objeto (𝑧1). 
 
Fig. 13.  Análisis de relaciones trigonométricas entre la tripla láser-cámara-objeto. 
Al igual que en la caracterización anterior del triángulo se comienza aplicando las propiedades 
de la cámara 𝑝𝑖𝑛ℎ𝑜𝑙𝑒 para obtener el ángulo de incidencia a la cámara 𝐴1. Se plantean ambas 
ecuaciones: 
𝑥1
′ = ℎ ∙ 𝑠𝑖𝑛(𝐴1 − 90)  (23) 
𝐹 = ℎ ∙ 𝑐𝑜𝑠(𝐴1 − 90)  (24) 





A partir de estas ecuaciones se llega a la ecuación (25): 






Mediante aplicar la función arcotangente en ambos lados de la ecuación (25) se llega a la fórmula 
(26) que despeja el valor del ángulo 𝐴1. 







Conocidos los ángulos 𝐴1 y C (obtenido en el análisis Cámara-Pared), es posible obtener 𝐵1 de 
forma directa, utilizando las propiedades de los triángulos: 
𝐴1 + 𝐵1 + 𝐶 = 180°  (27) 
Despejando el ángulo 𝐵1: 
𝐵1 = 180° − (𝐴1 + 𝐶)  (28) 
Con el ángulo 𝐵1 obtenido se procederá a aplicar la ley de senos para obtener el lado 𝑐1 con el 


















Se aplica la definición de coseno con el objetivo de obtener la distancia real entre el plano del 
objeto y el plano de cámara, dicha definición parte del triángulo representado en la Fig. 14. 
 
Fig. 14. Obtención de la distancia 𝒛𝟏 entre ambos planos. 





Conocidos los valores de 𝐴1 y 𝑐1, se obtiene la distancia 𝑍1, único objetivo de este apartado 
mediante la ecuación (31): 
𝑍1 = 𝑐1 ∙ cos⁡(𝐴1 − 90)  (31) 
Las relaciones laser-objeto-cámara quedan completamente caracterizadas, al conocerse los 
ángulos 𝐴1,⁡𝐵1, 𝑐 y las distancias 𝑥1, 𝑐1⁡𝑦⁡𝑍1. Además, mediante la expresión (31) se obtiene la 
distancia en el eje Z entre el plano cámara-lente y el objeto, 𝑍1. Este dato proporciona la 
información sobre la superficie del objeto, necesaria para obtener su vista 3D. 
2.2.10 Función arcotangente 
A continuación, se demostrará de la validez de la ecuación (15) para ángulos mayores de 90º y 
para ángulos menores de 90º. Por lo que se generalizará la expresión para ángulos de cámara de 





Fig. 15. Comparación de relaciones trigonométricas para ángulos de cámara mayores de 90° (a) y 
menores de 90° (b). 





Se despeja el ángulo 𝐴0 en ambas situaciones, para el ángulo mayor de 90º igual que en la 
situación resuelta con anterioridad y en el caso del ángulo menor de 90º se invierte el triángulo  
respecto al eje horizontal y se opera con el complementario de dicho ángulo. 
𝑥0
′ = ℎ ∙ 𝑠𝑖𝑛(𝐴0 − 90) 𝑥0
′ = ℎ ∙ 𝑠𝑖𝑛(90 − 𝐴0) (32, 33) 
𝐹 = ℎ ∙ 𝑐𝑜𝑠(𝐴0 − 90) 𝐹 = ℎ ∙ 𝑐𝑜𝑠(90 − 𝐴0) (34, 35) 
Se relacionan ambas ecuaciones y se despeja 𝐴0: 




















Resumiendo, el símbolo del arcotangente se verá modificado con respecto al tipo de ángulo 𝐴0 
del que se disponga. Para solucionar esta situación se ha realizado la indexación inicial del mapa 
de pixeles, cuando el ángulo alcance el umbral de los 90º hacia valores positivos el valor de 𝑥0
′  
será un valor positivo, de igual forma al descender hacia valores menores de 90º el valor de 𝑥0
′  se 
tornará en valores negativos. 
Se observa, en la Fig. 16, la forma de la función arcotangente simulada en Matlab®. 
 
Fig. 16. Respuesta de la función arcotangente. 
Nos encontramos ante una función con simetría impar, es decir, una función que presenta una 
simetría central respecto al origen de coordenadas. Por lo que se verifica: 
atan⁡(𝑥) = −atan⁡(−𝑥)  (40) 
Para el ángulo mayor de 90º los valores de 𝑥0
′  continúan positivos por lo que la función 
permanece inmutable, los valores siempre serán positivos. 





′ > 0 (41) 





Se introduce el valor absoluto: 




)  (42) 
Para el ángulo menos de 90º los valores de 𝑥0
′  son negativos, por lo que aplicamos la simetría 
impar de la función arcotangente para poder generalizar la expresión para ambas situaciones. 





′ < 0 (43) 





′ < 0 (44) 
Se introduce el valor absoluto: 




)]  (45) 




)  (46) 
Se llega a la misma expresión en la cual se opera indistintamente la distancia al eje vertical de 
cada uno de los puntos, sin verse modificada la expresión por el tipo de ángulo que forma. 
2.2.11 Plataforma de giro 
Con la finalidad de posicionar el objeto a escanear a una distancia fija de la cámara y el láser, se 
ha diseñado y fabricado una plataforma cilíndrica, de radio 6,5 cm y altura 0,5 cm. 
Adicionalmente, esta plataforma debe facilitar el giro del objeto a escanear sobre el eje Y del 
sistema de coordenadas definido en la Fig. 8, por lo que continua una base rotatoria físicamente 
conectada al motor paso a paso. 
La plataforma de giro ha sido diseñada con el software AutoCAD 2021® y Ultimaker Cura® 
8.5.1, y fabricado con la impresora Peopoly Moai 130® mostrada en la Fig. 17. Esta impresora 
3D realiza impresiones por estereolitografía, basada en el endurecimiento de resina líquida 
depositada en su tanque, a través de la aplicación de una fuente de luz. Las resinas SLA 
(materiales termo-endurecibles reactivos a la luz) responden a ciertas longitudes de onda, 
solidificándose y transformándose en plástico endurecido. Los objetos 3D se construyen por un 
proceso aditivo de capas de resina endurecida y adheridas de forma consecutiva. Sus principales 
ventajas respecto a las impresoras de Modelado por Deposición Fundida (MDF) son una mayor 
resolución y precisión, unida a una terminación superficial más lisa. 






Fig. 17. Imagen de impresora 3D, modelo Poepoly Moai 130 [9]. 
Tal y como puede apreciarse en los planos de la plataforma mostrados en la Ilustración 17, esta 
se compone de una estructura cilíndrica principal de diámetro 12⁡𝑐𝑚 y altura 6,5⁡𝑐𝑚. La 
estructura presenta unas paredes de grosor 1,5 cm, y una cavidad interna diseñada para fijar el 
motor paso a paso. Finalmente, el cilindro principal este cubierto por una plataforma rotatoria de 
idéntico diámetro y altura 1 cm. 
Como se ha comentado, el interior del cilindro ha sido diseñado para fijar la posición de motor 
paso a paso, por lo que cuenta con una estructura de base cuadrada de 4 × 4 ×⁡3,2 cm3 donde 
posicionar el motor, además de unas pestañas de sujeción que impiden su desplazamiento. 
Además, como se observa en la Fig. 18 el cilindro presenta un agujero lateral de radio 0,5 cm, 
utilizado para facilitar el cableado de motor. Una vez introducido el motor en la base inferior del 
cilindro, se debe insertar su rotor en la base rotatoria, para realizar la transferencia de movimiento. 
Para este fin, como se aprecia en la Fig. 18, la base rotatoria cuenta con una abertura central 
diseñada para encajar y fijar el rotor. Debe considerarse que el motor paso a paso presenta un 
rotor cilíndrico, sin ningún tipo de arista que facilita su fijación a la base rotatoria. Por tanto, ha 
sido necesario modificar manualmente la sección del rotor, de forma que se asegure una fijación 
estable con la base y se garantice la transferencia del movimiento de forma precisa. La Ilustración 
20 incluye el detalle de la modificación realizada al eje (rotor) del motor, de forma que en sección 
original circular ha pasado a tener forma semicircular. De forma análoga, la abertura central de la 
base rotatoria presenta una sección de la misma forma y dimensiones, lo que asegura el 
conexionado de ambos elementos y la transferencia fiable del movimiento. 






Fig. 18. Planos de la estructura cilíndrica de soporte. 
El diseño de la base superior se ha visto modificado con la implementación de una malla 
hexagonal con el objetivo de disminuir su peso, y no oponer resistencia al giro del rotor, dicha 
malla es apreciable en los planos de dicha plataforma, Fig. 19. 
Con el fin de lograr una mayor fijación de los componentes se introduce una unión de plástico 
con la forma del rotor modificado con un semicírculo en su punta, dicha unión se ve representada 
en la Fig. 20. 
 
Fig. 19. Planos de la plataforma rotatoria superior. 






Fig. 20. Planos de la pieza de conexión entre el rotor y la plataforma superior. 
Para terminar, la base cilíndrica incluye una canalización en su extremo superior, en la que, 
como se aprecia en la Fig. 21, se han añadido rodamientos. Así, la base rotatoria descansará sobre 
los rodamientos, lo que minimizará la fricción de la base y facilitará una rotación homogénea. La 
base superior encaja encima de dichos rodamientos como se aprecia en la Fig. 22. 
 
Fig. 21. Fotografía de la estructura cilíndrica sin la plataforma superior rotatoria. 






Fig. 22. Fotografía de la estructura cilíndrica con la plataforma superior rotatoria. 
2.2.12 Control de giro de precisión 
En este apartado se describe en detalle el algoritmo de control de giro del motor, el cual está 
condicionado por las características del hardware utilizado. En este sentido, el control del motor 
se realiza a través de la placa Arduino Uno®, la cual genera señales de salida de baja tensión, 
limitadas a 5 V. Sin embargo, el motor bipolar paso a paso requiere de mayores tensiones, 
generalmente 12 V, además de intensidades de hasta 2,5 A, para operar correctamente. Por esta 
razón, el sistema requiere de un bloque microcontrolador de motor (DRV825), encargado de 
transformar las señales de control generadas por Arduino® en señales de valores apropiados para 
inducir cambios en el estado del motor. 
 
Fig. 23. Fotografía de motor paso a paso modificado. 





El motor bipolar paso a paso utilizado puede definirse como un dispositivo electromecánico 
capaz de generar desplazamientos angulares de su eje (rotor) a partir de la aplicación de pulsos 
eléctricos. De forma sencilla, como se muestras en la Fig. 23, un motor paso a paso bipolar de 
imán permanente presenta dos partes diferenciadas: el rotor y el estator. En este caso, el rotor 
puede aproximarse por un eje de rotación dotado de uno o varios imanes permanentes. A su vez, 
el estator está formado por dos bobinas fijas en un ángulo de 90º, junto a las que se ubica el rotor. 
Cada terminal de las bobinas está conectado a un cable de entrada/salida independiente, lo que 
permite inyectar corrientes en ambos sentidos, cambiando la polaridad del campo magnético 
generado por la inductancia (solenoide). Dependiendo de la polaridad del campo magnético. El 
rotor imantado se verá atraído y/o repelido, generándose una rotación controlada del eje del motor. 
Por tanto, el giro completo del rotor estará controlado por el sentido de la corriente eléctrica 
inyectada a las bobinas del estator [10]. 
 
Fig. 24. Secuencia de entradas para completar un giro del motor en pasos de 90º. 
Paso A1 A2 B1 B2 
I + - + - 
II + - - + 
III - + - + 
IV - + + - 
Tabla 4. Secuencia de tensiones de entrada para completar un giro del motor en pasos de 90º. 





A modo de ejemplo, Fig. 24 muestra la secuencia de entradas (tensiones de entrada) requerida 
en los terminales de las bobinas para completar un giro del rotor en cuatro pasos de 90º cada uno, 
las tensiones de control han de ser semejantes a las representadas en la Tabla 4. 
El microcontrolador utilizado es el DRV8825 de Texas Instruments, cuya imagen se muestra en 
la Fig. 25, y cuya hoja de características se incluye en el Anexo I de este documento, como se ha 
comentado, este microcontrolador tiene la función de adaptar las señales de control de Arduino® 
a niveles compatibles con los requeridos por el motor. Además, el microcontrolador DRV8825 
será el encargado de proporcionar al motor la secuencia de pulsos de entrada, que permita 
polarizar sus bobinas en el orden adecuado, para obtener un giro del rotor con el sentido y 
precisión deseados. Para esta finalidad, el controlador dispone de dos circuitos de tipo puente H, 
que permite inducir una corriente eléctrica en cada bobina con el sentido deseado, tal y como se 
puede reconocer en la Fig. 26. 
 
Fig. 25. Imagen del chip controlador DRV8825 [6]. 
Un puente H es un circuito electrónico que permite a un motor eléctrico de corriente continua 
girar en avance y retroceso. Se forman cuatro interruptores, mediante la integración de 
transistores, en una estructura con forma de H que tiene como centro una de las bobinas del motor. 
Además del uso de transistores el sistema se acompaña habitualmente de diodos inversamente 
polarizados con el objetivo de proteger el sistema de picos transitorios que generan las bobinas. 







Fig. 26. Esquemático básico del circuito de puente H. 





El puente H permite forzar el giro del motor en ambos sentidos, pero también puede utilizarse 
para frenarlo al realizar un cortocircuito entre las bornas de la bobina, o incluso para conseguir 
que el motor gire bajo su propia inercia, cuando se desconecta completamente su alimentación. A 
modo de resumen se indica en la Tabla 5 todas las posibles configuraciones de giro del motor 
permitidas por los estados del puente H. 
 Interruptor S1 Interruptor S2 Interruptor S3 Interruptor S4 
Giro Avance ON OFF OFF ON 
Giro Retroceso OFF ON ON OFF 
Inercia OFF OFF OFF OFF 
Estado de freno 1 ON OFF ON OFF 
Estado de freno 2 OFF ON OFF ON 
Cortocircuito de la 
fuente 
(estado a evitar) 
ON ON OFF OFF 
OFF OFF OFF OFF 
ON ON ON ON 
Tabla 5. Estados del puente H 
Por otro lado, una característica importante del micocontrolador es la posibilidad de realizar un 
indexado 𝑚𝑖𝑐𝑟𝑜𝑠𝑡𝑒𝑝𝑝𝑖𝑛𝑔. Típicamente un motor paso a paso cuenta con 200 pasos o posiciones, 
por lo que se inducen 1.8 grados al giro de la plataforma por cada paso. Sin embargo, con el 
sistema de indexado 𝑚𝑖𝑐𝑟𝑜𝑠𝑡𝑒𝑝𝑝𝑖𝑛𝑔 es posible realizar pasos de tan solo 0.05625º, necesitándose 
6400 pasos para completar un giro. 
Para lograr este indexado, el sistema regula la cantidad de corriente que transmite cada 
interruptor. En el procedimiento original, cada interruptor se comporta de forma binaria dejando 
entrar de forma brusca toda la corriente a la bobina. En este procedimiento de 𝑚𝑖𝑐𝑟𝑜𝑠𝑡𝑒𝑝𝑝𝑖𝑛𝑔, 
el sistema emulara un sistema analógico donde el progreso de cada paso se construye como si se 
tratase de una señal sinusoidal. Como es evidente, la señal no es una sinusoide perfecta, sino que 
se realizara de forma digital con pequeños escalones, cada uno de ellos denominado un 
𝑚𝑖𝑐𝑟𝑜𝑠𝑡𝑒𝑝. Este tipo de funcionamiento del microcontrolador se detalla dentro de sus hojas de 
características, donde se incluye la Fig. 27, mostrando las señales de polarización de las bobinas 
del motor por 𝑚𝑖𝑐𝑟𝑜𝑠𝑡𝑒𝑝𝑝𝑖𝑛𝑔. 
 
Fig. 27. Forma de onda de señales de alimentación de bobinas para 𝒎𝒊𝒄𝒓𝒐𝒔𝒕𝒆𝒑𝒑𝒊𝒏𝒈. 





Una vez introducido el funcionamiento del microcontrolador se deben considerar sus 
requerimientos de operación. Para manejar el controlador solo se necesitan dos pines, uno para la 
dirección de giro (𝐷𝐼𝑅) y otro para avanzar un paso (𝑆𝑇𝐸𝑃). Por otra parte, la cantidad de pasos 
se configura con los pines “M0”,”M1” y “M2”.  
La siguiente tabla del 𝑑𝑎𝑡𝑎𝑠ℎ𝑒𝑒𝑡 ilustra las distintas configuraciones: 
 Pasos Pin M2 Pin M1 Pin M0 
Full Step 200 OFF OFF OFF 
1/2 Step 400 OFF OFF ON 
1/4 Step 800 OFF ON OFF 
1/8 Step 1600 OFF ON ON 
1/16 Step 3200 ON OFF OFF 
1/32 Step 6400 
ON OFF ON 
ON ON OFF 
ON ON ON 
Tabla 6. Listado de configuraciones de pasos del motor. 
La señal de activación (𝑛𝐸𝑁𝐵𝐿𝐸) posibilita el funcionamiento de todo el microcontrolador, se 
trata de una señal negada por lo que deberá permanecer en valor bajo durante toda la ejecución. 
Otras señales para tener en cuenta serán los pines de reinicio (𝑛𝑅𝐸𝑆𝐸𝑇) y de 𝑠𝑙𝑒𝑒𝑝 (𝑛𝑆𝐿𝐸𝐸𝑃) 
que permanecerán en valor alto durante la ejecución normal del sistema. La señal 𝑛𝑅𝐸𝑆𝐸𝑇 se 
encarga de reiniciar el motor cuando toma un valor bajo. De forma similar la señal 𝑛𝑆𝐿𝐸𝐸𝑃 se 
encarga de poner en espera al motor cuando toma un valor bajo, de forma que el dispositivo no 
presente consumo de potencia en los periodos en los que se encuentre inactivo. Una descripción 
más detallada de la funcionalidad de la señal 𝑛𝑆𝐿𝐸𝐸𝑃 se incluye en la parte final de este apartado, 
remarcando su importancia para controlar el consumo y disipación del calor del motor. Por último, 
los pines de alimentación del motor a 12 V (𝑉𝑀𝑂𝑇) y alimentación del controlador a 5 V (𝑉𝐷𝐷) 
así como dos tierras (𝐺𝑁𝐷), una para cada tensión de alimentación.  
La señal 𝑆𝑇𝐸𝑃, que provoca el desplazamiento del motor a su próxima posición tiene ciertos 
requerimientos temporales que se deben asumir y se explican con detalle a continuación. La señal 
𝑆𝑇𝐸𝑃 ha de estar compuesta por un pulso de 1,9⁡𝜇𝑠 de subida seguido de un pulso de 1,9⁡𝜇𝑠 de 
bajada. Las señales de control y la señal de cambio de dirección se han de monitorizar para el 
correcto funcionamiento del controlador, según se aprecia en la Ilustración 25. 
Por lo tanto, tras un cambio de dirección en la señal 𝐷𝐼𝑅 se deberá evitar realizar un pulso 
𝑆𝑇𝐸𝑃⁡durante 650 ns y deberá permanecer en esa dirección por otros 650 ns tras la subida del 
pulso. Así mismo, la activación de la señal 𝑛𝑆𝐿𝐸𝐸𝑃 debe de respetarse con un delay de 1,7 ms 
antes del siguiente pulso 𝑆𝑇𝐸𝑃. Por último, el tiempo de espera para un pulso 𝑆𝑇𝐸𝑃 que se ha de 
respetar ante un flanco de bajada en la señal 𝑛𝐸𝑁𝐵𝐿 es de 650 ns. 






Fig. 28. Esquema de los requerimientos temporales en las señales de control del microcontrolador 
Como es de esperar, el programa de control de motor en Arduino® ha sido diseñado respetando 
los requerimientos temporales indicados en la Fig. 28, forzando retrasos (paradas) en el código 
cuando se han requerido para realizar la secuencia de señales de la forma indicada. 
Por último, se encuentran las señales de control/polarización de cada par de bobinas (A1, A2, 
B1, B2), las cuales se conectan directamente al motor. El conexionado del microcontrolador con 
el motor se realiza siguiendo las indicaciones de sus hojas de características [6], donde se indican 
los bornes de conexión de cada bobina con un código de colores, mostrado en la Fig. 29, de forma 
que las señales A1 y A2 se conectan a los cables rojo y verde respectivamente para polarizar la 
primera de las bobinas. De forma similar, la segunda bobina se polariza a través de las señales B1 
y B2, conectadas a los cables amarillo y azul, respectivamente. 
 
Fig. 29. Esquemático interno del motor paso a paso simplificado. 
Finalmente, es necesario indicar que, durante la comprobación del sistema de giro, se hizo 
patente el consumo del motor cuando este se encontraba inmóvil. Este consumo es debido a que 
la intensidad circulando por las bobinas no es nula cuando el motor está parado, lo que implica 
un consumo constante de potencia. Debido a esta razón, se observa la necesidad de utilizar alguna 





herramienta capaz de limitar el flujo de corriente por las bobinas del motor cuando este no 
presenta movimiento. 
Al analizar las funciones del controlador, se identifica una función 𝑆𝐿𝐸𝐸𝑃 que se acciona con 
la entrada de un valor bajo en el pin 𝑛𝑆𝐿𝐸𝐸𝑃. Esta función deshabilita todos los interruptores de 
los puentes H. Al encontrarse en esta situación, el motor entra en el estado de inercia previamente 
comentado, donde ningún campo magnético regula la posición del rotor. Además, en este estado 
𝑆𝐿𝐸𝐸𝑃 se deshabilita la entrada de corriente del pin conectado a 12 V limitándose el consumo de 
potencia del motor y su excesivo calentamiento. Adicionalmente, la habilitación de la señal 
𝑆𝐿𝐸𝐸𝑃 provoca la parada de los relojes internos del microcontrolador. 
2.2.13 Comunicación Matlab® Arduino® 
Para realizar la comunicación entre las plataformas se implementa un conjunto de instrucciones 
con confirmación de ejecución por parte de Arduino®. Como se ha comentado la base de esta 
comunicación es el puerto serie de la placa Arduino Uno® y el ordenador con el software Matlab®.  
La estructura final de la comunicación es la que se aprecia en la Fig. 30, donde los bloques de 
ejecución grises son los pertenecientes a la plataforma Arduino® y los bloques azules representan 
los fragmentos de ejecución del script Matlab®. Para llevar a cabo esta estructura se ha decidido 
llevar a cabo una comunicación con intercambio de relevo. Es decir, mientras una plataforma 































Matriz de puntos 
terminada
 
Fig. 30. Esquema del flujo de operación que se realizará en el algoritmo. 





La placa Arduino Uno® cuenta con una unidad UART (Universally Asynchronous 
Receiver/Transmitter), encargada de realizar la conversión de los datos a una secuencia de bits y 
transmitirlos/recibirlos a una determinada velocidad. Esta unidad en concreto opera a un nivel 
TTL (Transistor-Transistor Logic) de 5V lo que permite una compatibilidad completa con la 
conexión USB estándar. 
Se configura la conexión a la máxima velocidad permitida por la placa Arduino®, fijándose a un 
valor de 115200 baudios. La tasa de baudios establece el número de unidades de símbolos 
transmitidos por segundo. Para evitar posibles limitaciones del sistema, se ha establecido la 
velocidad al máximo permitido, de forma que el tiempo entre el inicio y final de una transmisión 
sea despreciable frente al tiempo requerido por las instrucciones ejecutadas en la placa Arduino 
y en el software Matlab®. 
A continuación, se establece un terminador del mensaje con un retorno de carro (CR/LF). 
Cuando el puerto serie encuentre un retorno de carro en el mensaje se procederá a enviar todo el 
stack de salida. Gracias a esta estructura el tamaño de los mensajes podrá ser variable, permitiendo 
a la placa Arduino® enviar y recibir cadenas de caracteres de cualquier tamaño. 
El conjunto de instrucciones desarrolladas para controlar el funcionamiento de la placa Arduino 
Uno® desde el software Matlab® se recopila en la Tabla 7. Así pues, siempre que se envíe a través 
del puerto serie una de las cadenas de caracteres indicadas en la Tabla 7, seguidas de un carácter 
de retorno de carro, la placa Arduino ejecutará el fragmente de código asociado a dicha 
instrucción. Puede decirse que la programación de Arduino implementada gira en torno a esta 
comunicación, ya que la rutina principal comprueba continuamente el 𝑏𝑢𝑓𝑓𝑒𝑟 de entrada hasta 
que detecta la presencia de instrucciones. 
Cadena de 
caracteres 
Función Descripción Mensaje de 
Confirmación 
de Arduino 








“unPaso” un_paso() Envía un pulso de activación al 
controlador 
“PasoDado” 
“200Pasos” pasos(200) Activa los pines necesarios para 
la configuración 200 pasos 
“200 Pasos” 
“400Pasos” pasos(400) Activa los pines necesarios para 
la configuración 200 pasos 
“400 Pasos” 
“800Pasos” pasos(800) Activa los pines necesarios para 
la configuración 200 pasos 
“800 Pasos” 
“1600Pasos” pasos(1600) Activa los pines necesarios para 
la configuración 200 pasos 
“1600 Pasos” 
“3200Pasos” pasos(3200) Activa los pines necesarios para 
la configuración 200 pasos 
“3200 Pasos” 
“6400Pasos” pasos(6400) Activa los pines necesarios para 
la configuración 200 pasos 
“6400 Pasos” 





“cambioGiro” cambioGiro() Envía un pulso de cambio de 









Tabla 7. Tabla de instrucciones 
Por tanto, el paso inicial de la comunicación Matlab®-Arduino® consiste en la configuración del 
puerto serie. Por defecto, la placa Arduino está en continua comprobación del puerto serie, 
presentando un tiempo de espera predeterminado de 1 s para refrescar el contenido del 𝑏𝑢𝑓𝑓𝑒𝑟. 
Con el objetivo de reducir este tiempo, la conexión se configura con un tiempo de espera de 10 ms. 
Así ante la falta de detección de un terminador retorno de carro en el 𝑏𝑢𝑓𝑓𝑒𝑟 de entrada, la espera 
máxima para la ejecución de una instrucción se verá limitada a 10 ms. 
Una vez configurada la conexión entre Matlab® y Arduino®, es posible comenzar con el 
protocolo de comunicación desarrollado. La estructura de la comunicación se muestra en la figura 
28 y consta de los siguientes pasos principales: 
I) Inicio del sistema y configuraciones de conexión con tiempo de espera 10 ms y tasa 
de transmisión de 115200 baudios. El sistema se sincroniza vía puerto serie mediante 
un 𝑟𝑒𝑠𝑒𝑡 de la plataforma Arduino®. Tras este 𝑟𝑒𝑠𝑒𝑡 el script Matlab® permanece a 
la espera del envío de una cadena de caracteres “ACK” por parte de Arduino® para 
confirmar el inicio. 
II) La plataforma Arduino® configura sus salidas de forma predeterminada con una 
configuración de giro en sentido horario y un stepping de 200 pasos. Una vez 
configurado, Arduino envía la cadena “ACK” a modo de confirmación y entra en 
modo de escucha; leyendo el 𝑏𝑢𝑓𝑓𝑒𝑟 de entrada cada 10 ms o cada vez que detecte 
un carácter de retorno de carro. 
III) Tras este paso, Arduino espera la llegada de una instrucción, tras la cual ejecuta el 
fragmento de código seleccionado y retorna una cadena de caracteres a modo de 
testigo. Durante la ejecución de este fragmento de código, el script Matlab® 
permanece a la espera. 
IV) Por último, tras enviar la confirmación de envío, el código de Arduino retorna a su 
modo de escucha, y lee el 𝑏𝑢𝑓𝑓𝑒𝑟 de entrada hasta la llegada de una nueva 
instrucción por parte de Matlab. 
En el siguiente esquema de la Fig. 31 se aprecia la estructura de la comunicación en un ejemplo 
real: 






Fig. 31. Esquema de la comunicación típica entre las plataformas Matlab® y Arduino®. 
Esta estructura se utiliza de forma continuada en cada iteración del proceso logrando obtener 
una imagen por cada paso realizado. Así, es posible conseguir una sincronización entre giros y 
capturas con el objetivo de evitar la repetición de capturas innecesarias para el modelado 
tridimensional. 
2.2.14 Detección láser 
La obtención de la fotografía del objeto iluminado por el láser, su análisis para la obtención de 
la distancia de la superficie iluminada respecto al plano láser-cámara, supone la funcionalidad 
principal del bloque de procesado de datos. 
Así pues, con la finalidad de obtener una representación digital en 3D del objeto de interés, se 
procederá al procesado de la imagen, como la imagen de la Fig. 32, almacenada en una matriz de 
dimensiones 1280 × 720 × 3. El objetivo final de este procesado es el conseguir una matriz binaria 
de dimensiones 1280 × 720 que represente la posición horizontal de cada punto de luz láser, es 
decir, se filtre la dispersión de luz detectando un único punto de incidencia por cada fila. 
 






Fig. 32. Fotografía utilizada como entrada “FrameOn” del algoritmo. 
1) Filtro RGB 
El primer paso del procesado de la imagen consiste en la aplicación de un filtro de componentes 
RGB. En este sentido, es necesario recordar que la imagen capturada presenta tres componentes 
de color para cada píxel, correspondientes a las longitudes de onda del rojo (R), verde (G) y azul 
(B), codificando la intensidad de cada uno de ellos en un rango de [0,255], donde el valor 0 indica 
la ausencia de dicho color en el píxel, mientras que un valor de 255 implica la mayor intensidad 
posible de ese color en el píxel. 
El láser utilizado en el sistema presenta una longitud de onda característica de λ⁡ = ⁡643⁡nm, 
correspondiente al color rojo del espectro de luz visible. El filtro RGB a aplicar persigue modificar la 
matriz de la imagen, imagen (𝑥, 𝑦)𝑅𝐺𝐵 para resaltar los pixeles donde se detecta únicamente luz roja. 
La matriz de imagen de 4 dimensiones, imagen (𝑥, 𝑦)𝑅𝐺𝐵 puede dividirse en tres matrices 
independientes imagen (𝑥, 𝑦)𝑅, (𝑥, 𝑦)𝐺 y ⁡(𝑥, 𝑦)𝐵, donde cada una de ellas cuantifica entre 0 y 255 la 
intensidad de los colores rojo, verde y azul en cada píxel (𝑥, 𝑦), respectivamente. Estas tres matrices 
son apreciables en la Fig. 33. 
Para conseguir el efecto de filtrado, para cada pixel de la imagen (𝑥, 𝑦) se resta a la matriz de 
componentes rojos R, indicada como matriz imagen (𝑥, 𝑦)𝑅, la media de las componentes azul B 
imagen (𝑥, 𝑦)𝐵 y verde G imagen (𝑥, 𝑦)𝐺 para cada píxel; tal y como se explica en la expresión 
siguiente. 
𝑖𝑚𝑎𝑔𝑒𝑛⁡(𝑥, 𝑦)𝑅 −
𝑖𝑚𝑎𝑔𝑒𝑛⁡(𝑥, 𝑦)𝐺 + 𝑖𝑚𝑎𝑔𝑒𝑛⁡(𝑥, 𝑦)𝐵
2
= 𝑖𝑚𝑎𝑔𝑒𝑛01⁡(𝑥, 𝑦) 
 (47) 
El efecto de la aplicación de este filtro es el de identificar los pixeles con valores de color puramente 
rojos (𝑅 = 255, 𝐺 = 0,𝐵 = 0), evitando detectar zonas con colores compuestos basados en el rojo, 
tales como el magenta (𝑅 = 255, 𝐺 = 0, 𝐵 = 255) ó amarillo (𝑅 = 255, 𝐺 = 255, 𝐵 = 0). 
Así pues, aquellos pixeles que presenten valores altos en la matriz imagen (𝑥, 𝑦)𝑅 además de en 
algunas de las matrices imagen (𝑥, 𝑦)𝐺 o imagen (𝑥, 𝑦)𝐵 no se consideran puramente rojos, y su 
valor asignado en la matriz filtrada imagen01 se verá reducido. 






Fig. 33. Ejemplo de imagen separada en RGB de un láser rojo. 
2) Resta de imágenes iluminada y no iluminada 
El objetivo de esta etapa de procesado es el de reducir el valor de los pixeles no iluminados por 
el láser en la matriz resultante, idealmente asignando a estos pixeles un valor de 0. Para ello, se 
hace uso de los datos matriciales correspondientes a la imagen iluminada (MatrizOn), restándoles 
la matriz de la imagen no iluminada (MatrizOff). Considerando que ambas imágenes han sido 
capturadas en condiciones de luz ambiental similares, el resultado del proceso de substracción 
corresponderá idealmente con una matriz donde los píxeles iluminados serán los únicos con 
valores distintos de cero. En la práctica, y con la finalidad de discriminar pixeles “ruidosos”, se 
considera que únicamente aquellos píxeles con un valor 𝑖𝑚𝑎𝑔𝑒𝑛(𝑥, 𝑦) ⁡> ⁡150 han sido 
iluminados por el láser. A modo de ejemplo, el efecto de los píxeles considerados ruidosos puede 
apreciarse en la Fig. 34, donde el efecto de reflexión del láser en los bordes del objeto genera 
zonas parcialmente iluminadas fuera del haz vertical. 
 
Fig. 34. Imagen diferencia tras pasar ambas imágenes por el filtro RGB. 
3) Filtro gaussiano 
La aplicación de un filtro gaussiano a la imagen diferencia persigue suavizar la imagen, 
reduciendo la variación de intensidad lumínica entre pixeles vecinos, eliminando el ruido 
producido por la reflexión del haz del láser en la superficie del objeto. Este filtro gaussiano se 
basa en la convolución de una máscara (kernel) ponderada por la función gaussiana y la imagen 
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El kernel que se va a utilizar es de tipo 3 × 3 y se utiliza una sigma de 0,5 para modelar la 





]  (49) 
El filtro realizado suaviza los cambios en la imagen como se aprecia en la Fig. 35. 
 
Fig. 35. Imagen resultante del filtrado Gaussiano realizado. 
4) Búsqueda de máximos (I) 
A partir de esta imagen filtrada, se identifican los valores máximos que puedan existir realizando 
un barrido por columnas. La identificación de estos máximos permite encontrar los principales 
puntos de la línea láser, pero también conlleva la identificación de puntos a modo de “ruido” en 
zonas más oscuras como se ve en la Fig. 36. Resultado de la búsqueda de máximos en la imagen. 
 
Fig. 36. Resultado de la búsqueda de máximos en la imagen. 





5) Detección de bordes mediante gradiente 
Con el objetivo de identificar trazados continuos de láser con la forma del objeto y descartar 
falsas discontinuidades se aplica un proceso de detección de bordes mediante el uso de gradientes. 
Los bordes en una imagen digital se definen como transiciones entre dos regiones de niveles de 
grises distintos. Para lograr la detección de bordes en una imagen bidimensional se realiza la 
primera derivada de la imagen en filas y columnas. Se obtienen así dos derivadas parciales, la 
derivada parcial en el eje horizontal y la derivada parcial en el eje vertical. 
La derivada de una señal continua representa las variaciones locales en dicha señal con respecto 
a una variable. En este caso, dicha variable es la intensidad de luminosidad y se deriva respecto a 
la posición que ocupa en la imagen. 
Cuando se habla de una función bidimensional 𝑓(𝑥, 𝑦), su derivada es un vector que apunta en 
la dirección de la máxima variación de⁡𝑓(𝑥, 𝑦)⁡de cuyo módulo es proporcional a esta variación 
máxima. [12] 
Con el fin de obtener la primera derivada parcial en el eje horizontal (columnas) se aplica la 
siguiente definición de derivada: 
∂f
∂x
≈ f(x, y) − f(x − 1, y)  (50) 
Dando como resultado los cambios en el eje horizontal del objeto acorde al desplazamiento en 
el eje X, como se aprecia en la Fig. 38. 
 
Fig. 37. Representación del gradiente horizontal de la imagen. 
Se aprecia que, al tratarse de una línea vertical, las variaciones en el eje X son mínimas y los 
valores obtenidos son variaciones ínfimas poco apreciables. 
Para el caso del gradiente vertical (filas) se aplica la siguiente definición de derivada, estudiando 
las variaciones en el eje Y.  
∂f
∂y
≈ f(x, y) − f(x, y − 1)  (51) 





Los cambios que se aprecian en el eje vertical son mucho más pronunciados como se aprecia en 
la Fig. 38: 
 
Fig. 38. Representación del gradiente vertical de la imagen. 
Mediante estas definiciones se logra la discretización de los vectores gradiente en ambos ejes X 
e Y, lo que posibilita obtener la magnitud del gradiente completo mediante su definición: 










  (52) 
Se representa así la magnitud del gradiente, el cual es el resultado final de esta búsqueda de 
bordes, como se aprecia en la Fig. 39. 
 
Fig. 39. Representación de la magnitud en el gradiente completo de la imagen. 





6) Búsqueda de máximos (II) 
A continuación, se realiza una búsqueda de máximos. Si se encuentran varios valores en una 
misma fila se utiliza la posición intermedia de estos como coordenada; obteniendo un único valor 
positivo por cada fila, dando como resultado la Fig. 40. 
 
Fig. 40. Resultado de la búsqueda de máximos realizada tras la detección de bordes. 
7) Indexación 
Se obtiene una imagen binaria como resultado final del filtro, pudiendo interpretarse cada valor 
positivo como una coordenada del vector. Dicho resultado se ve representado en la Fig. 41. 
Con el objetivo de relativizar las coordenadas recién obtenidas en función del centro óptico de 
la imagen se deberá de indexar estas coordenadas. Para ello, se ha de recorrer la imagen 
detectando cada coordenada (valor positivo de la imagen) a una matriz de puntos, ajustando los 
valores a coordenadas de la cámara teniendo en cuenta la distancia con el centro óptico de los 
ejes. Este ajuste conlleva la diferencia entre la posición absoluta en pixeles de una coordenada y 
la posición de los ejes, llegando así a unas coordenadas relativas con las que el algoritmo trabaja. 
 
Fig. 41. Línea de puntos resultado final del filtrado. 





2.2.15 Generación de coordenadas 3D 
De forma previa a la aplicación de las relaciones trigonométricas descritas en el apartado 2.2.4, 
es necesario realizar una serie de medidas para caracterizar la ubicación espacial de los elementos 
fijos del sistema, tales como el láser, la cámara y la pared de referencia. La disposición de estos 
elementos no cambiará durante el proceso de escaneo, por lo que sus relaciones espaciales pueden 
considerarse valores constantes. Así pues, la medida manual de las posiciones de dichos 
elementos nos permite conocer, tal y como se indica en la Fig. 42, las siguientes variables 
iniciales: 
• 𝒃: distancia en el eje 𝑥 entre el láser y la cámara. 
• 𝒛𝟎: distancia en el eje 𝑧 entre el plano láser-cámara y la pared de referencia. 
Además, debe recordarse que el valor de la distancia focal de la cámara (𝐹) es conocido, y se ha 




















Fig. 42. Vista 𝑿𝒁 simplificada del sistema de escaneado 3D. 
La finalidad del proceso de generación de las coordenadas 3D del objeto no es otro que calcular 
la distancia del mismo respecto al plano láser-cámara, contenida en la variable 𝑧1. A modo de 
ejemplo, en los siguientes párrafos se describirá el proceso de obtención de la variable 𝑧1 para un 
objeto cualquiera, con una separación inicial entre láser y cámara de 𝑏 = 180 nm y una distancia 
con la pared de referencia de 𝑧0 = 770 nm. 
Para comenzar, es necesario, como se ha desarrollado en el apartado 2.2.9, caracterizar primero 
las relaciones trigonométricas entre la tripla láser-pared-cámara, más concretamente las distancias 
𝑎0, 𝑐0 y los ángulos 𝐴0, 𝐵0 y 𝐶; todas ellas mostradas en la Fig. 42. 
En primero de los parámetros calculados es la variable 𝑥0
′ ; correspondiente a la coordenada en 
la imagen de la posición real 𝑥0 de impacto del láser en la pared de referencia. Es conocido que, 
por defecto, las imágenes capturadas se almacenan en una matriz de 1280 × 720 × 3, cuyo origen 
de coordenadas (1, 1, i) corresponde con el píxel de la esquina superior izquierda de la imagen. 
Para trasladar el origen de coordenadas (0, 0, i) al centro de la imagen, es necesario relativizar las 
posiciones de los pixeles según la fórmula: 






′ = 𝑥′0|𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑎 −
Resolución⁡horizontal⁡en⁡pixels
2
  (53) 
Suponiendo que la imagen capturada original muestra que la coordenada tiene un valor de 
𝑥′0|𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑎 = 544⁡px, es necesario relativizar su posición utilizando la expresión (53), 
obteniéndose que la nueva posición es: 
𝑥0
′ = 544 − 640 = −96⁡px  (54) 
Este valor de la posición 𝑥0
′  en el plano de imagen, junto con la distancia focal de 𝐹 = 1315 px 
obtenida tras el proceso de calibración de la cámara, permite calcular el ángulo 𝐴0 mediante 





′) = 85.82°  (55) 
Conocidos los valores de F, 𝑥0
′  y 𝐴0, la expresión de la cámara 𝑝𝑖𝑛ℎ𝑜𝑙𝑒 permite conocer el valor 





= 56.21⁡mm  (56) 
Para continuar con la caracterización geométrica del conjunto láser-pared-cámara, es preciso 
conocer las distancias 𝑐0 y 𝑎0; las cuales se obtienen de la aplicación del teorema de Pitágoras y 
la ley de cosenos, respectivamente: 
𝑐0 = √𝑧0
2 + 𝑥0
2 = 772⁡mm  (57) 
𝑎0 = √𝑏
2 + 𝑐0
2 − 2 ⋅ 𝑏 ⋅ 𝑐0 ⋅ cos⁡(𝐴0) = 779⁡mm  (58) 
Finalmente, las relaciones entre láser-pared-cámara quedan completamente caracterizadas 














⋅ 𝑏] = 13.2°  (60) 
𝐶 = sin−1 [
sin⁡(𝐴0)
𝑎0
⋅ 𝑐0] = 81.157°  (61) 
Como puede verse en la Fig. 43, las relaciones entre los tres objetos (láser-pared-cámara) han 
quedado totalmente caracterizadas, conociéndose así los valores de distancias (𝑎0, 𝑏, 𝑐0) y de 
ángulos (𝐴0, 𝐵0, 𝐶) entre ellos. 

























Fig. 43. Vista XZ simplificada del sistema de escaneado 3D, completamente caracterizada para el 
ejemplo con 𝒃 = 𝟏𝟖𝟎⁡𝐦𝐦, 𝒛𝟎 = 𝟕𝟕𝟎⁡𝐦𝐦 y 𝑭 = 𝟏𝟑𝟏𝟓⁡𝐩𝐱. 
Como se ha comentado previamente, el valor de las variables 𝐹, 𝑏 y 𝑧0 se obtiene de forma 
previa al escaneado y se mantiene constante durante todo el proceso. Ahora, además, es conocido 
el valor del ángulo 𝐶, el cual también se mantendrá invariable durante la ejecución del algoritmo 
de escaneo 3D del objeto. 
Una vez el conjunto de variables 𝐹, 𝑏 y 𝑧0 y 𝐶 es conocido, es posible proceder con el análisis 
de las imágenes del objeto tomadas por la cámara. La aplicación del algoritmo mostrado a 
continuación, permite estimar la distancia 𝑧1, medida desde el origen de coordenadas (0, 0, 0) a 
la superficie del objeto. El cálculo de esta distancia 𝑧1, como se aprecia en el algoritmo, 
simplemente necesitará del valor de la variable 𝑥1
′ , correspondiente a la coordenada en la imagen 






































Paso II: 𝐵1 = 180° − (𝐴1 + 𝐶) (63) 




Paso IV: 𝑧1 = 𝑐1 ⋅ cos⁡(90° − 𝐶) (65) 
Así pues, siguiendo el algoritmo indicado, para cada imagen tomada del objeto, los pixeles 
iluminados (𝑥1
′ , 𝑦1
′) tendrán asignado un valor de distancia respecto al origen de coordenadas 𝑧1, 
que estimará la superficie del objeto en la línea vertical iluminada por el láser. 
Por lo tanto, cada vez que se obtiene una captura del objeto, se aplica el algoritmo de cálculo de 
la distancia 𝑧1, y se obtiene una representación de los datos similar a la incluida en la Fig. 44. 
Como puede apreciarse en la figura, el eje horizontal representa la coordenada Y de altura del 
objeto en pixeles; mientras que el eje vertical corresponde con la distancia Z del objeto y pared 
respecto al origen de coordenadas en milímetros.  






Fig. 44. Resultados del algoritmo de procesado de imagen; eje horizontal 𝐘 en píxeles, eje vertical 𝐙 
en milímetros. 
Un análisis rápido de la imagen permite comprobar que el algoritmo de estimación de distancias 
funciona correctamente. En este caso, la Fig. 44 muestra que le pared referencia se encuentra 
situada a unos 620 mm de distancia del eje de coordenadas, lo que coincide con el valor conocido 
de la variable 𝑧0 = 620 mm; demostrando un buen nivel de exactitud en el cálculo de las 
distancias. 
Sin embargo, el eje Y, correspondiente a la altura del objeto, sigue presentándose en unidades de 
píxeles; donde su origen de coordenadas se localiza en la parte inferior de la imagen. Por tanto, 
para poder construir una matriz de coordenadas con unidades de distancia, es necesario realizar 
una transformación de los datos de altura, del plano de imagen al plano de objeto. 
Esta conversión de unidades se realiza simplemente aplicando un factor de corrección de 
unidades. Haciendo uso de un objeto de altura conocida, en este caso una caja de alto 
ℎ𝑜𝑏𝑗(𝑚𝑚) = 27 mm; junto con las unidades en píxeles de su altura en la imagen ℎ𝑜𝑏𝑗(𝑝𝑥) =







  (66) 
Así, el resultado de la aplicación del factor de corrección a la imagen de ejemplo se muestra en 
la Fig. 45. En esta puede observarse como el objeto a escanear presenta una altura cercana a las 
27.7 unidades, lo que se aproxima al valor real de ℎ𝑜𝑏𝑗 = 27 mm. De esta forma, puede asumirse 
que las unidades del eje Y se corresponden a milímetros, lo que demuestra una buena aplicación 
del factor de corrección. De forma similar, las dimensiones de altura de la base y la pared han 
sido corregidas, y sus valores se presentan también en milímetros. 






Fig. 45. Resultados de aplicar el factor de corrección; eje horizontal Y en milímetros, eje vertical Z 
en milímetros. 
En este momento del post-procesado de datos, se cuenta con una matriz de datos en la que las 
coordenadas en Y presentan su origen en el primer píxel iluminado de la imagen; las coordenadas 
Z tienen el origen en el plano láser-cámara; y las coordenadas en X toman siempre un valor cero. 
Para facilitar la representación tridimensional de los datos, se desea trasladar el eje de coordenadas 
(0, 0, 0) al punto central de la plataforma rotatoria. Para llevar a cabo esta operación, mostrada en 
la Fig. 46, es necesario aplicar la transformación tridimensional indicada en (70). 
(x,y,z)






Fig. 46. Imagen conceptual de la translación tridimensional. 





La transformación 3D a aplicar puede considerarse de tipo rígida, ya que se conservan los 
ángulos y longitudes de los elementos a transformar [13]. En este caso, se trata de una traslación, 
la cual está definida por un vector de tres componentes: 
𝑇 = (𝑡𝑥, 𝑡𝑦 , 𝑡𝑧)  (67) 
Siendo los valores 𝑡𝑥, 𝑡𝑦 y 𝑡𝑧 las componentes del vector que caracterizan la traslación, de forma 
que se obtenga como resultado: 
𝑥′ = 𝑥 + 𝑡𝑥  
(68) 𝑦′ = 𝑦 + 𝑡𝑦  
𝑧′ = 𝑧 + 𝑡𝑧  
Donde (𝑥, 𝑦, 𝑧) son las coordenadas originales de un punto del objeto, y (𝑥’, 𝑦’, 𝑧’) corresponden 
con las coordenadas del mismo punto tras realizar la transformación 3D. 
Es posible agilizar el cálculo del proceso de traslación operando con los datos en forma matricial, 
de forma que la operación queda definida por el operador translación 𝑀𝑇, de la forma: 
𝑀𝑇 = [
1 0 0 𝑡𝑥
0 1 0 𝑡𝑦
0 0 1 𝑡𝑧
0 0 0 1
] (69) 
De esta forma, las coordenadas resultantes de cualquier punto 𝑄′ pueden calcularse a través de 
la expresión: 






1 0 0 𝑡𝑥
0 1 0 𝑡𝑦
0 0 1 𝑡𝑧







En el caso del ejemplo tratado, el vector de traslación puede definirse como T = (0, 26.99, - 579), 
desplazando el origen de la imagen al punto central de la plataforma y dando lugar a la matriz de 
translación (68); tal y como se muestra en la Fig. 46. 
Así pues, el valor de las coordenadas (𝑥’, 𝑦’, 𝑧’) trasladadas al nuevo origen, ubicado en el centro 
de la plataforma móvil, se obtendrán de la operación matricial siguiente: 






1 0 0 0
0 1 0 26.99
0 0 1 −579







Por último, se transforman estas coordenadas mediante una rotación sobre el eje Y, ya que las 
capturas se realizan para cada ángulo de rotación de la plataforma móvil. En este caso, el operador 
rotación viene expresado por la matriz 𝑀𝑅, la cual presenta la forma indicada en (71). 






cos⁡(𝛩) 0 sin⁡(𝛩) 0
0 1 0 0
−sin⁡(𝛩) 0 cos⁡(𝛩) 0
0 0 0 1
] (72) 
Siendo 𝛩 el ángulo de rotación en cada paso realizado por la plataforma móvil. Este ángulo 
aumenta con cada paso realizado de forma constante 𝛩𝑠𝑡𝑒𝑝, por lo que se deberá sumar dicho 
valor constante en cada iteración. 
Aplicando esta transformación a cada punto espacial, se obtiene la coordenada tridimensional 
característica; y al terminar la rotación completa se almacenan en memoria todos los puntos del 
objeto. Debe recordarse que en la matriz resultante, las coordenadas de los puntos se presentan de 
forma relativa al origen de coordenadas situado en el centro de la plataforma móvil. 






cos⁡(𝛩) 0 sin⁡(𝛩) 0
0 1 0 0
−sin⁡(𝛩) 0 cos⁡(𝛩) 0








Estas transformaciones deben aplicarse tantas veces como el número de capturas adquiridas, lo 
que se corresponde con el número de desplazamientos de la plataforma móvil. De esta forma, la 
ejecución del algoritmo de post-procesado de imágenes resultará en una matriz de coordenadas, 
con dimensiones 720 × (360°/𝜃𝑠𝑡𝑒𝑝) × 3. 
2.3 Programación 
2.3.1 Arduino 
El código que se ejecutara en la tarjeta Arduino® es el siguiente:  
 
// Descripción de constantes 
const int stepPin = 4;   //Definición de pines 
const int dirPin = 3;  
const int m0Pin = 8; 
const int m1Pin = 7; 
const int m2Pin = 6; 
const int enablePin = 12; 
const int sleepPin = 10; 
const int resetPin = 11; 
const int laserPin = 13; 
String entrada= “”;   //Variable de entrada 
boolean giro;    //Sentido del giro 
boolean laser;    //Interruptor laser 
//Enviar pulso de Step al controlador respetando los tiempos 
//de subida y bajada 
void un_paso(){ 
    digitalWrite(stepPin,HIGH);  
    delayMicroseconds(2);  
    digitalWrite(stepPin,LOW);  
    delayMicroseconds(2);  
} 
//Encendido del motor respetando los tiempos de reset 
// y el tiempo de sleep 
void encenderMotor(){ 
   digitalWrite(enablePin,LOW); 





   digitalWrite(resetPin,HIGH); //RESET 
   delay(2); //2ms 
   digitalWrite(sleepPin,HIGH); //SLEEP 
   delay(2); //2ms 
} 
//Apagado del motor mediante el pin sleep no necesita respetar tiempos 
void apagarMotor(){ 
   digitalWrite(sleepPin,LOW); //SLEEP 
} 
//Selecciona el número de posiciones en las que se configura el giro 
void pasos(int numero){ 
  switch(numero){ 
    case 200: 
        digitalWrite(m0Pin,LOW); 
        digitalWrite(m1Pin,LOW); 
        digitalWrite(m2Pin,LOW); 
        break; 
    case 400: 
        digitalWrite(m0Pin,HIGH); 
        digitalWrite(m1Pin,LOW); 
        digitalWrite(m2Pin,LOW);  
        break; 
     case 800: 
       digitalWrite(m0Pin,LOW); 
       digitalWrite(m1Pin,HIGH); 
       digitalWrite(m2Pin,LOW); 
       break; 
     case 1600: 
       digitalWrite(m0Pin,HIGH); 
       digitalWrite(m1Pin,HIGH); 
       digitalWrite(m2Pin,LOW); 
       break; 
    case 3200: 
      digitalWrite(m0Pin,LOW); 
      digitalWrite(m1Pin,LOW); 
      digitalWrite(m2Pin,HIGH); 
      break; 
    case 6400: 
      digitalWrite(m0Pin,HIGH); 
      digitalWrite(m1Pin,HIGH); 
      digitalWrite(m2Pin,HIGH); 
      break;    
    } 
} 
//A modo de interruptor invierte el sentido de giro 
void cambioGiro(){ 
  if(giro){ 
    digitalWrite(dirPin,LOW); 
    giro = false; 
  }else{ 
    digitalWrite(dirPin,HIGH); 
    giro = true;     
  } 
} 
//A modo de interruptor enciende y apaga el láser 
void cambioLaser(){ 
  if(laser){ 
    digitalWrite(laserPin,LOW); 
    laser = false; 
  }else{ 
    digitalWrite(laserPin,HIGH); 





    laser = true;     
  } 
} 
void setup() { 
   
  //Iniciar conexión puerto serie 
  Serial.setTimeout(10); 
  Serial.begin(115200); 
  Serial.println(“ACK”);                          //Se envia una señal 
a Matlab para dar como iniciada la conexión 
   
  //Declaración de pines de salida 
  pinMode(stepPin,OUTPUT);  
  pinMode(dirPin,OUTPUT); 
  pinMode(m0Pin,OUTPUT); 
  pinMode(m1Pin,OUTPUT); 
  pinMode(m2Pin,OUTPUT); 
  pinMode(enablePin,OUTPUT); 
  pinMode(resetPin,OUTPUT); 
  pinMode(sleepPin,OUTPUT); 
 
  //Configuración inicial 
  encenderMotor(); 
  pasos(200);                                     //Estado inicial 200 
pasos 
  digitalWrite(dirPin,HIGH);                      //Dirección Inicial 
del motor 
  giro = true; 
  laser = false; 
  delayMicroseconds(1);         
//Respetar el tiempo al cambiar la dirección 
} 
 
void loop() { 
      if (Serial.available()){                    //Es ejecutado cada 
vez que el puerto serie tiene bytes disponibles 
        entrada = Serial.readStringUntil(‘\n’ );  //Lee el puerto 
serie hasta que llegue un salto de línea 
                                                  //Se utiliza if 
debido a que no es posible utilizar switch con strings 
        if(entrada==”encenderMotor”){             //Enciende el motor-
> SLEEP y RESET valor alto respetando los tiempos de conmutación 
          encenderMotor(); 
          Serial.println(“Motor Encendido”); 
          delayMicroseconds(2); 
        } 
        if(entrada==”apagarMotor”){               //Apaga el motor-> 
SLEEP valor bajo (el motor no consume corriente) 
          apagarMotor(); 
          Serial.println(“Motor Apagado”); 
          delay(20); 
        } 
        if(entrada==”unPaso”){                    //Dar un paso-> Se 
envia un pulso con stepPin al microcontrolador que ejecutara un paso 
          un_paso(); 
          Serial.println(“PasoDado”); 
          delayMicroseconds(2); 
        } 
        if(entrada==”200pasos”){                  //Configura m0, m1 y 
m2 para seleccionar 200 pasos 
          pasos(200); 





          Serial.println(“200 Pasos”); 
          delay(20); 
        } 
        if(entrada==”400pasos”){                  //Configura m0, m1 y 
m2 para seleccionar 400 pasos 
          pasos(400); 
          Serial.println(“400 Pasos”); 
          delay(20); 
          } 
        if(entrada==”800pasos”){                  //Configura m0, m1 y 
m2 para seleccionar 800 pasos 
          pasos(800); 
          Serial.println(“800 Pasos”); 
          delay(20); 
        } 
        if(entrada==”1600pasos”){                 //Configura m0, m1 y 
m2 para seleccionar 1600 pasos 
          pasos(1600); 
          Serial.println(“1600 Pasos”); 
          delay(20); 
        } 
        if(entrada==”3200pasos”){                 //Configura m0, m1 y 
m2 para seleccionar 3200 pasos 
          pasos(3200); 
          Serial.println(“3200 Pasos”); 
          delay(20); 
        } 
        if(entrada==”6400pasos”){                 //Configura m0, m1 y 
m2 para seleccionar 6400 pasos 
          pasos(6400); 
          Serial.println(“6400 Pasos”); 
          delay(20); 
        } 
        if(entrada==”cambioGiro”){                //Cambia el sentido 
de giro modificando dirPin 
          cambioGiro(); 
          Serial.println(“Sentido de giro cambiado”); 
          delay(20); 
        } 
  if(entrada==”cambioLaser”){                //Cambia el 
sentido de giro modificando dirPin 
          cambioLaser(); 
          Serial.println(“Estado de laser modificado”); 
          delay(20); 
        } 
        entrada=”";                               //Limpiar el string 
de entrada 
      } 
} 
2.3.2 Matlab 
El código de filtrado utilizado se inspira en la máscara de filtrado utilizada por otras 
implementaciones habituales de escáneres 3D [14]. 
En primer lugar, se declaran todos los puertos a utilizar, iniciando la comunicación Arduino® 
Matlab®. 
% Limpiar variables anteriores 






% Limpiar el puerto por si he quedado abierto 
delete(instrfind({'Port'},{'COM3'})) 
% Crear objeto puerto serie 
s = serial('COM3','BaudRate',115200,'Terminator','CR/LF'); 
% Se define el puerto serie con 115200 baudios (Máximo) 
% Además se define el terminador CR/LF = '\n' 
% Por lo que todas las escrituras del puerto serie finalizarán 
% Con un retorno de carro 
% Si existe un error de lectura se imprime en pantalla 
warning('off','MATLAB:serial:fscanf:unsuccessfulRead'); 
% Se inicia la comunicación 
fopen(s); 
% Se espera a que Arduino este preparado: 
% Cuando begin no sea un string vacio el ciclo finaliza 
begin=''; 
while isempty(begin) 
    begin=fscanf(s,'%s');       %Actualizar variable con los datos del puerto 
end 
Seguidamente, se declaran todas las constantes del sistema. 
% Tamaño de imagen 
imgSize = [720 1280]; 
% Distancia focal (px) 
f = 1315; 





% Distancia Laser-Camara (mm) 
b0 = 195; 
% Angulo del laser 
C0 = 74.65; 
% Factor escalado eje Y 
Y_multply = 0.3913; 
% Numero de pasos (iteraciones) 
N_pasos = 200; 
% Angulo que avanza cada paso 
Ang_pasos=360/N_pasos; 
% Vector desplazamiento 3D (punto central de la plataforma) 
x_trans = 0; 
y_trans = -84.12; 
z_trans = -407.7; 
% Puntos maximos por escaneo 
MaxPoints = imgSize(1); 
% Declaracion Array de coordenadas 
cordW = zeros(MaxPoints,3,Main_loops); 
Se comienza con el ciclo principal del sistema: 
for Tm = 1:Main_loops 
El primer proceso del ciclo es llevar a cabo el filtrado laser: 
    % Imagen frameOn 
    % Encender LED 





    fwrite(s,'encenderLED'); 
    % Esperar confirmación 
    while(get(s,'BytesAvailable')==0) 
    end 
    a = fscanf(s,'%s'); 
    % Encender Webcam y configurar resolución 
    cam = webcam(2); 
    cam.AvailableResolutions; 
    cam.Resolution='1280x720'; 
    % Tomar captura 
    frameOn=snapshot(cam); 
    pause(0.25) 
    % Cerrar webcam 
    clear cam; 
    % Imagen frameOff 
    % Apagar LED 
    fwrite(s,'apagarLED'); 
    % Esperar confirmación 
    while(get(s,'BytesAvailable')==0) 
    end 
    a = fscanf(s,'%s'); 
    % Encender Webcam y configurar resolución 
    cam = webcam(2); 
    cam.AvailableResolutions; 





    cam.Resolution='1280x720'; 
    % Tomar captura 
    frameOff=snapshot(cam); 
    pause(0.25) 
    % Cerrar webcam 
    clear cam; 
    % Filtro color RGB 
    frameongray=frameOn(:,:,1)-((frameOn(:,:,2)+ frameOn(:,:,3))/2); 
    frameoffgray = frameOff(:,:,1)-((frameOff(:,:,2)+ frameOff(:,:,3))/2); 
    IM_GRAY=frameongray-frameoffgray; 
    % Filtro Gaussiano 
    IM_GAUSS=imgaussfilt(IM_GRAY,1); 
    % Búsqueda de máximos 
    for iy = 1:imgSize(1) 
    xme = max(IM_GAUSS(iy,:)); 
    xme1 = max(find(IM_GAUSS(iy,:)==xme)); 
    IM_MAX(iy,xme1) = 1; 
    end 
    % Se retiran los puntos separados (ruido) 
    IM = IM_MAX; 
    IM = bwareaopen(IM,20); 
    % Calculo de gradiente 
    % Iteración columnas 
    IM_C = zeros(size(IM)); 





    for iy = 1:imgSize(1)-1 
        for ix = 1:imgSize(2) 
            IM_C(iy,ix,:) =IM(iy+1,ix,:)-IM(iy,ix,:); 
        end 
    end 
    % Iteracion filas 
    IM_F =zeros(size(IM)); 
    for iy = 1:imgSize(1) 
        for ix = 1:imgSize(2)-1 
            IM_F(iy,ix,:) =IM(iy,ix+1,:)-IM(iy,ix,:); 
        end 
    end 
    % Se calcula el gradiente 
    IM_G =zeros(size(IM)); 
    for iy = 1:imgSize(1)-1 
        for ix = 1:imgSize(2)-1 
            IM_G(iy,ix,:) = sqrt((IM_C(iy,ix,:)^2)+(IM_F(iy,ix,:)^2)); 
        end 
    end 
    % Se vuelve a eliminar el ruido 
    IM_G = bwareaopen(IM_G,20); 
    % Busqueda de máximos en la imagen 
    IM_FILTRO = zeros(size(IM_MAX)); 
    for y0 = 1:imgSize(1) 





        meanx = round(mean(find(IM_G(y0,:)==1))); 
        % Busca el punto intermedio de cada fila 
        if isnan(meanx) == 1 
            % Si no hay ningún punto, devuelve 0 
            IM_FILTRO(y0,:)= 0; 
        else 
            % Si hay puntos localiza el punto intermedio 
            IM_FILTRO(y0,meanx)= 1; 
        end 
    end 
Se procede a calcular las posiciones relativas del láser detectado: 
% Se aplica la indexación mediante la posición del punto central de la imagen 
% por lo que se obtienen las posiciones relativas 
BW=IM_FILTRO; 
    counter = 1; 
    for i = 1:imgSize(1) 
        for i1 = 1:imgSize(2) 
            testpt = BW(i,i1); 
            if testpt == 1 
                LaserP(1,counter) = 640-i1; %EJE X 
                LaserP(2,counter) = 360-i;   %EJE Y 
                counter = counter+1; 
            end 
        end 





    end 
Se transforman estas posiciones relativas en coordenadas gracias a la trigonometría y al factor 
de conversión de Y: 
    sizeDisx = size(LaserP); 
    for i = 1:sizeDisx(2) 
        % Trigonometría calculo de Z 
        delta_px_x1 = LaserP(1,i); 
        A1 = 90-atand(delta_px_x1/f); 
        B1 = 180 - (A1+C0); 
        c1 = (sind(C0)*b0)/sind(B1); 
        h1 = c1*cosd(90-C0); 
        CamCoordPts(3,i)=h1; 
        % Factor escalar Y 
        CamCoordPts(2,i)=Y_mltply*LaserP(2,i); 
    end 
    % X se mantiene a valor 0 
    CamCoordPts(1,:) = 0; 
Se transforman estas coordenadas en el plano YZ a coordenadas reales tridimensionales 
mediante las matrices de transformación de traslación y rotación: 
    % Se declara la matriz de traslación tridimensional 
    Mext = [ 1 0 0 x_trans; 
             0 1 0 y_trans; 
             0 0 1 z_trans; 
             0 0 0 1;]; 





    % Se declara la matriz de rotación que se ve modificada en cada giro 
    % por lo que se debe corregir el ángulo 
    thetaW=(Tm-1)*Ang_per_loop; 
    Trans = [ cosd(thetaW),0,sind(thetaW),0; 
              0,1,0,0; 
              -sind(thetaW),0,cosd(thetaW),0; 
              0,0,0,1]; 
    % Se declara la matriz de coordenadas y un contador 
    CordCT = []; 
    % Se aplica la matriz de traslación 3D 
    for i = 1:sizeDisx(2) 
        CordCT(:,i) = 
Mext*[CamCoordPts(1,i);CamCoordPts(2,i);CamCoordPts(3,i);1]; 
    end 
    % Se aplica la matriz de rotación 3D 
    for i = 1:sizeDisx(2) 
        CordW(:,i) = Trans*[CordCT(1,i);CordCT(2,i);CordCT(3,i);1]; 
    end 
    % Se procede a rellenar las coordenadas vacias (lsa que no han 
    % detectado ninguna linea) con valores 0 
    transCW = transpose(CordW(1:3,:)); 
    sRc = size(CordW); 
    if sRc(2)==MaxPoints 
        cordW(:,:,Tm) =transCW; 





    else 
        transCW(sRc(2):MaxPoints,:)=0; 
        cordW(:,:,Tm) =transCW; 
    end 
Se realiza un paso preparando al sistema para la siguiente iteración y se cierra el ciclo principal: 
    fwrite(s,'encenderMotor'); 
    % Se espera a que arduino tenga datos disponibles 
    while(get(s,'BytesAvailable')==0) 
    end 
    % Se obtiene confirmacion 
    a = fscanf(s,'%s'); 
    % Se realizan tanto saltos como sean necesarios, en una configuración 
    % de 200 pasos se podrian realizar 100 realizando saltos de 2 pasos 
    for i2=1:1:round(Ang_per_loop/1.8) 
        fwrite(s,'unPaso'); 
        while(get(s,'BytesAvailable')==0) 
        end 
        a = fscanf(s,'%s'); 
    end 
    % Se apaga el motor para que no se sobrecaliente el sistema 
    fwrite(s,'apagarMotor'); 
    while(get(s,'BytesAvailable')==0) 
    end 
    a = fscanf(s,'%s'); 






Se convierte el resultado en una matriz de tres columnas (x y z) y se exporta como nube de 
puntos: 
xyzPoints = []; 
scW = size(cordW); 
counter = 1; 
for i0 = 1:scW(3) 
    for i1 = 1:scW(1) 
        xyzPoints(counter,:)=cordW(i1,:,i0); 
        counter=counter+1; 
    end 
end 
% Eliminación de muestras fuera de la base de rotación se estima que el 
% radio de la base de rotación es 55 mm por lo que se calculan los puntos 
% fuera de la base y los convertimos en NaN 
RADIO=sqrt(xyzPoints(:,1).^2 + xyzPoints(:,3).^2); 
IX0=find(RADIO>=50); 
xyzPoints(IX0,[1,2,3])=NaN; 
% Se define la matriz de coordenadas como una nube de puntos y se 
% representa 
ptCloud =pointCloud( xyzPoints); 
% Se elimina el ruido (puntos externos no unidos) 
ptCloud = pcdenoise(ptCloud); 
% Se representa mediante matlab 


















3 Conclusiones y resultados 
Se realizan varios escaneos de objetos diferentes mediante el sistema final para observar las 
prestaciones de este. Con el fin de comprobar el comportamiento del sistema ante diferentes 
objetos de distinta complejidad se procede a analizar cuatro objetos diferentes: un conector 
pequeño, un vaso de café a modo de cilindro, una pelota de tenis como esfera y una figura 
compleja. 
3.1 Objeto pequeño 
Para comenzar, se escanea un conector fijado de forma vertical sobre la plataforma, se configura 
la opción de menor resolución (200 pasos) debido a que es un objeto de pequeñas dimensiones. 
Aún con esta resolución el sistema tarda 35 minutos en ejecutarse completamente por lo que los 
próximos ejemplos continúan en la misma línea de resolución. 
En la Fig. 47 se aprecia la forma del conector, al ser un objeto pequeño la resolución utilizada 
es más que suficiente pudiendo apreciar su forma perfectamente. 






Fig. 47. Escaneo tridimensional del conector 
Se comprueban las medidas reales con las sintetizadas, el diámetro del conector se aproxima 
mucho al real, siendo este 1 cm exacto en la realidad y 1.1 cm en su representación. Obteniendo 
un margen de error de 1 mm en este ejemplo crítico para el sistema ya que limita con los márgenes 
de resolución establecidos por el tamaño de pixel del sistema. 
Se realiza un segundo escaneo de un objeto pequeño como es una tapa de bolígrafo con 
resultados muy similares: 
 
Fig. 48. Escaneo tridimensional de una tapa de bolígrafo 
En este ejemplo no se ha realizado un depurado de la imagen y por eso se aprecian las marcas 
del láser en la pared. Se realizan las vistas de dicho objeto en la Fig. 49. 










Fig. 49. Vistas XY y XZ obtenidas de la tapa de bolígrafo. 
3.2 Cilindro 
El vaso de café conlleva la complejidad de ser un objeto grande y se deberían realizar una mayor 
cantidad de pasos para poder analizar el resultado en profundidad. Por motivos de tiempo se ha 
realizado un escaneo en 100 pasos para obtener una aproximación rápida se vería con una 
resolución adecuada como son 800 pasos (lo cual llevaría al sistema un tiempo de ejecución de 2 
horas). 






Fig. 50. Escaneo tridimensional de un cilindro (vaso de café) 
Como se aprecia en la Fig. 50, no se ha logrado eliminar el efecto del láser en la pared por lo 
que se aprecia una figura cilíndrica en la parte superior del vaso. Este efecto se debe a las grandes 
dimensiones del vaso en comparación con los otros objetos analizados que han servido de 
referencia. Para reparar este error se debe separar aún más las distancias entre la pared y el objeto, 
por lo que se deben de actualizar las referencias de distancia y calibrar de nuevo el sistema. 
Se observa la forma del objeto con total claridad, aunque en comparación con otros resultados 
se aprecia la escasez de resolución en la nube de puntos, se debe aumentar la resolución de esta 
para una imagen más detallada del mismo. Este análisis podría servir para medir las dimensiones 
del vaso, pero no es una nube de puntos detallada y debería de procesarse por suavizados agresivos 
de superficie para poder representarlo de una forma fiel. 
3.3 Esfera 
Para poder analizar la pelota se dispone una pequeña base circular alrededor de esta, con el fin 
de obtener una estabilidad constante alrededor de ella. Surge el problema de que dicha esfera está 
compuesta por un material reflectante que complica el análisis generando mucho más ruido de 
dispersión que el resto de los objetos dando como resultado el escaneo menos preciso de los 
realizados. Este ruido se origina en el filtro de luz láser, este debe localizar una única posición de 
laser por cada columna de imagen, al encontrarse frente a varias posiciones muy dispersas genera 
posiciones distintas en cada ejecución. 






Fig. 51. Escaneo tridimensional resultado de analizar una pelota de tenis. 
En la Fig. 51 se aprecia la deformación de la esfera, como se obtiene una forma más ovalada que 
la real. Parece que la pérdida y dispersión de puntos en la esfera podría deberse a su composición 
rugosa y su color fosforescente. Aún con esta deformación, se puede apreciar el diámetro de 7 cm 
de la esfera en su representación cenital XZ en la Fig. 52.  
 
Fig. 52. Vista XZ obtenidas de la pelota de tenis. 





Debido al bajo rendimiento del algoritmo de detección del láser observado en el escaneo de la 
pelota de tenis, se procede a analizar otra esfera como es una pieza de fruta. 
 
Fig. 53. Escaneo tridimensional de una pieza de fruta. 
Se observa un mejor análisis en la pieza de fruta en la Fig. 53, al no ser una esfera perfecta como 
la pelota, el sistema define mejor sus formas. Aún así, la zona superior del objeto no es 
representada con fidelidad ya que el análisis del láser se corta antes de llegar al final del objeto. 
Se observa en la vista cenital XZ, el tamaño de la pieza de fruta que es de unos 8 cm de largo y 
6 cm de ancho. 
 
Fig. 54. Vista XZ obtenida de la pieza de fruta. 





3.4 Objeto Complejo 
Como último objeto, se analiza una figura más compleja como es una figura de una columna 
jónica en miniatura. Debido a ciertos impedimentos, la resolución de esta se desarrollará en 50 
pasos, resolución insuficiente para un objeto de tales dimensiones. 
 
Fig. 55. Escaneo tridimensional de una columna jónica en miniatura. 
En la Fig. 55 se llega a apreciar la forma superior de la columna, pero la baja resolución complica 
su visionado. Se añaden en la Fig. 56 la vista cenital XZ del objeto que coincide con la forma real 
del objeto. 
 
Fig. 56. Vista cenital XZ de la columna jónica en miniatura. 
 
  





Se realiza una estimación del presupuesto total que se debe gastar en este proyecto con el 
objetivo de obtener un sistema funcional y completo. 
Componente Precio N.º Descripción 
Arduino Uno® 19,01 € 1 ARDUINO UNO; SMD R3 ATMEGA328;MCU 8 BITS; 
ATMEGA328  
Motor Bipolar 
de 200 pasos 
15,33 € 1 STEPPER MOTOR HYBRID BIPOLAR 12V; VCC = 





2 MEGAPI STEPPER MOTOR DRIVER V1 
CONTROLADOR DE MOTOR PASO A PASO, 
DRV8825; VCC = 8.2 V ~ 45 V, IOUT(MAX) = 2.5 A; 
VLOG = 5 V; 16 PINES RESOLUCIÓN=[1/2, 1/4, 1/8, 
1/16, 1/32] POR PASO 
Láser 5,41 € 1 ADAFRUIT INDUSTRIES LLC LASER DIODE 
650NM 5MW 10MM DIA; λ = 650 NM; VCC = 2.8 V ~ 
5.2 V; ICC = 25 MA; P = 5 MW 







 1 Realizado mediante impresión 3D 
C270 HD 
WEBCAM 
19.50 € 1 C270 HD WEBCAM LOGITECH 
Tabla 8. Presupuesto 
 
 





5 Líneas futuras 
El objetivo principal del proyecto se ha podido realizar a pesar de los inconvenientes ocurridos 
durante el año. Aun así, el proyecto tenía en un principio objetivos mayores como son la impresión 
de prototipado y una interfaz gráfica. 
La estructura de giro esta completada y funciona perfectamente ,pero se debería implementar 
toda la circuitería de forma permanente ya que actualmente solo es un prototipo. Por lo que una 
línea de desarrollo consiste en desarrollar todo el sistema de cableado junto al controlador en una 
placa PCB con conectores para la placa Arduino®. 
Para lograr una mejor calidad de impresión debería construirse una estructura cerrada donde 
introducir el objeto a escanear. El objetivo de esta estructura es el de aislar al sistema de factores 
ambientales externos, aportando una iluminación óptima para la implementación del algoritmo 
de detección de la línea. 
Uno de los mayores inconvenientes del sistema es su largo tiempo de espera entre captura y 
captura debido al sistema de procesado de imagen, para optimizar los tiempos se debería instar 
una depuración del código de Matlab®. Se podría implementar un sistema pipeline con varios 
hilos de ejecución, separando etapas como la captura de imagen, el filtrado láser o las matrices de 





transformación en ejecuciones paralelas. Con este método se optimizaría el tiempo entre capturas 
y, por lo tanto, el tiempo total de un escaneo. 
Por último, un hilo de desarrollo podría centrarse en otros métodos de escaneo como pueden ser 
el uso de luz estructurada mediante patrones, los cuales permiten un escaneo más veloz, pero con 
menor precisión. Sería interesante observar la comparativa entre ambos escaneos. 
 




6 Relación de Acrónimos 
GUI Interfaz gráfica de usuario 
IDE Entorno de desarrollo integrado 
HD Alta definición 
USB Bus universal de datos 
PCB Placa de circuito impreso 
UART Puerto universal asíncrono receptor transmisor  
TTL Lógica Transistor a Transistor 
CR/LF Retorno de carro + Salto de línea 
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 Anexo 1 
Cuadrícula de calibración de 2,5 cm de lado 
  
















 Anexo 2 
Hoja de características del microcontrolador DRV8825 de Texas Instruments 















































































































































































 Anexo 3 
Hoja de características del láser de Adafruit 
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