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A SHARP VARIANT OF THE MARCINKIEWICZ THEOREM
WITH MULTIPLIERS IN SOBOLEV SPACES OF LORENTZ TYPE
LOUKAS GRAFAKOS, MIECZYS LAW MASTY LO, AND LENKA SLAVI´KOVA´
Abstract. Given a bounded measurable function σ on Rn, we let Tσ be the oper-
ator obtained by multiplication on the Fourier transform by σ. Let 0 < s1 ≤ s2 ≤
· · · ≤ sn < 1 and ψ be a Schwartz function on the real line whose Fourier trans-
form ψ̂ is supported in [−2,−1/2]∪ [1/2, 2] and which satisfies
∑
j∈Z ψ̂
(
2−jξ
)
= 1
for all ξ 6= 0. In this work we sharpen the known forms of the Marcinkiewicz
multiplier theorem by finding an almost optimal function space with the property
that, if the function
(ξ1, . . . , ξn) 7→
n∏
i=1
(I − ∂2i )
si
2
[ n∏
i=1
ψ̂(ξi)σ(2
j1ξ1, . . . , 2
jnξn)
]
belongs to it uniformly in j1, . . . , jn ∈ Z, then Tσ is bounded on L
p(Rn) when
| 1
p
− 1
2
| < s1 and 1 < p <∞. In the case where si 6= si+1 for all i, it was proved in
[13] that the Lorentz space L
1
s1
,1
(Rn) is the function space sought. In this work
we address the significantly more difficult general case when for certain indices i
we might have si = si+1. We obtain a version of the Marcinkiewicz multiplier
theorem in which the space L
1
s1
,1 is replaced by an appropriate Lorentz space
associated with a certain concave function related to the number of terms among
s2, . . . , sn that equal s1. Our result is optimal up to an arbitrarily small power of
the logarithm in the defining concave function of the Lorentz space.
1. Introduction
Let C∞0 (R
n) be the space of smooth functions with compact support on Rn.
Given any function σ in L∞(Rn), we consider the multiplier operator Tσ defined for
all f ∈ C∞0 (R
n) by
Tσf(x) =
∫
Rn
f̂(ξ)σ(ξ)e2πix·ξdξ, x ∈ Rn.
As usual, here and in the sequel, f̂ denotes the Fourier transform of f given by
f̂(ξ) =
∫
Rn
f(x)e−2πix·ξ dx, ξ ∈ Rn.
The theory of multipliers is vast and extensive but basic material about them can
be found in [18], [11] and [22].
A classical problem in harmonic analysis is to find good sufficient conditions on
functions σ guaranteeing that Tσ extends to a bounded operator on L
p(Rn) for some
1 < p <∞. If this is the case, then σ is called an Lp Fourier multiplier. This problem
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has a long history going back to Bernstein, Hardy, Weyl, Marcinkiewicz, Mikhlin
and was studied in the sixties by several mathematicians including Caldero´n [4],
Hirschman [17], Ho¨rmander [18], de Leeuw [23], Carleson and Sjo¨lin [8].
The significance of the multiplier problem lies in the fact that many classical Lp
boundedness problems in analysis can be described in terms of Fourier multipliers.
Several conditions on σ are known to imply boundedness for Tσ on L
p(Rn). We are
not going into a complete historical overview of multiplier theory, but we focus on
versions of the Marcinkiewicz multiplier theorem. We start with the classical result
of Marcinkiewicz [25], first proved in the context of two-dimensional Fourier series,
which basically says (in n dimensions) that if for all αj ∈ {0, 1}
(1.1)
∣∣∣∂α1ξ1 · · ·∂αnξn m(ξ)∣∣∣ ≤ Cα|ξ1|−α1 · · · |ξn|−αn, ξj 6= 0 when αj = 1,
then Tm is bounded on L
p(Rn) for all p ∈ (1,∞).
In order to fine-tune this theorem we discuss a version of it where the derivatives
αj could be fractional. To describe this we introduce a Schwartz function ψ on R
whose Fourier transform is supported in [−2,−1/2] ∪ [1/2, 2] and which satisfies∑
j∈Z ψ̂(2
−jξ) = 1 for all ξ 6= 0. We then define a function Ψ on Rn such that
(1.2) Ψ̂ = ψ̂ ⊗ · · · ⊗ ψ̂︸ ︷︷ ︸
n times
.
Here,
(g1 ⊗ · · · ⊗ gn)(x1, . . . , xn) := g1(x1) · · · gn(xn), (x1, . . . , xn) ∈ R
n ,
stands for the tensor product of functions gj : R → C, 1 ≤ j ≤ n. We use the
following notation for the differential operator
Γ(s1, . . . , sn) := (I − ∂
2
1)
s1/2 · · · (I − ∂2n)
sn/2,
where ∂j denotes differentiation in the jth variable. We also introduce the multi-
dilation operator
Dj1,...,jng(ξ1, . . . , ξn) := g(2
j1ξ1, . . . , 2
jnξn), (ξ1, . . . , ξn) ∈ R
n ,
where g is a function on Rn and j1, . . . , jn ∈ Z.
When 0 < 1/r < s1 ≤ · · · ≤ sn < 1, it was shown in [15] that if
(1.3) sup
j1,...,jn∈Z
∥∥∥Γ(s1, . . . , sn)[Ψ̂Dj1,...,jnσ]∥∥∥
Lr(Rn)
<∞ ,
then Tσ maps L
p(Rn) to Lp(Rn) when |1
p
− 1
2
| < s1. Earlier versions of this result
were provided by Carbery [5], who considered the case in which the multiplier lies
in a product-type L2-based Sobolev space, and Carbery and Seeger [6, Remark
after Prop. 6.1], who considered the case s1 = · · · = sn > |
1
p
− 1
2
| = 1
r
. The
positive direction of Carbery and Seeger’s result in the range |1
p
− 1
2
| < 1
r
also
appeared in [7, Condition (1.4)]; note that in these cases the range is expressed
in terms of the integrability of the multiplier and not in terms of its smoothness.
Alternative improvements and variants of the Marcinkiewcz multiplier theorem were
also proved by Coifman, Rubio de Francia and Semmes [9] and Tao and Wright [30].
An extension of the Marcinkiewicz multiplier theorem to general Banach spaces was
obtained by Hyto¨nen [19].
A weakening of the condition in (1.3) was provided in [13], where the Lr space
was replaced by the locally larger Lorentz space L1/s1,1(Rn). But this was achieved
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under the additional hypothesis that s1 < s2 < · · · < sn; the case n = 2 was first
proved in [12]. In this paper we deal with the more complicated case when a streak
of sj’s could be identical. In this case, the Lorentz-space estimate from [13] fails
(see Example 4.4 below for the proof of this assertion). Nevertheless, we show that
a limiting version of the Marcinkiewicz multiplier theorem can still be obtained. We
achieve this goal by enlarging the original Lorentz space L1/s1,1(Rn) by inserting in
the defining function a certain power of the logarithm. The class of function spaces
that is suitable for solving this problem is described below. Given a concave function
ϕ : R+ → R+ that is positive on (0,∞) and satisfies ϕ(0) = 0, we define the Lorentz
space Λϕ on R+ to be the space of all measurable functions f on R+ for which
‖f‖Λϕ :=
∫ ∞
0
f ∗(t) dϕ(t) <∞ ,
where f ∗ denotes the non-increasing rearrangement of f . If 1 ≤ p <∞ and ϕ(t) =
t1/p for all t ≥ 0, then we recover the classical Lorentz space Lp,1.
For s ∈ (0, 1) and β ∈ R, we consider a concave function φs,β such that
(1.4) φs,β(t) ≈ t
s logβ
(
e+ 1
t
)
, t > 0 .
The main result of this paper is the following theorem.
Theorem 1.1. Let 1 < p <∞ and Ψ be as in (1.2). Let 0 < s1 ≤ s2 ≤ · · · ≤ sn < 1
and assume that there are exactly d numbers among s2, . . . , sn that equal s1. In
addition, assume that s1 > |1/p− 1/2|. If a function σ ∈ L
∞(Rn) satisfies
(1.5) K := sup
j1,...,jn∈Z
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
Λφs1,d
(Rn)
<∞ ,
then there is constant C = C(s1, . . . , sn, p, n, d, ψ) such that, for every f ∈ C
∞
0 (R
n),
we have
(1.6) ‖Tσf‖Lp(Rn) ≤ CK ‖f‖Lp(Rn) .
Thus, Tσ admits a bounded extension from L
p(Rn) to Lp(Rn) with the same bound.
Naturally, the theorem remains invariant under any permutation of the variables.
It was only stated in the case where the index sj corresponds to variable ξj for
simplicity. We also point out that the power d of the logarithm in condition (1.5)
can be slightly lowered if we allow it to depend on s1; on this improvement see
Remark 6.7. The results contained in Theorem 1.1 and Remark 6.7 inspire the
following speculation related to the optimal power of the logarithm.
Conjecture 1.2. Let p, Ψ, s1, . . . , sn be as in Theorem 1.1. If a function σ in
L∞(Rn) satisfies
(1.7) K ′ := sup
j1,...,jn∈Z
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
Λφs1,(1−s1)d
(Rn)
<∞ ,
then there is constant C = C(s1, . . . , sn, p, n, d, ψ) such that, for every f ∈ C
∞
0 (R
n),
we have
‖Tσf‖Lp(Rn) ≤ CK
′ ‖f‖Lp(Rn) .
We recall that ‖Tσ‖Lp(Rn)→Lp(Rn) & ‖σ‖L∞(Rn), and the appearance of the space
Λφs1,(1−s1)d(R
n) in Conjecture 1.2 is motivated by the fact that among all rearrangement-
invariant spaces E(Rn) satisfying the Sobolev-type embedding
‖σ‖L∞(Rn) . ‖Γ(s1, . . . , sn)σ‖E(Rn),
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Λφs1,(1−s1)d(R
n) is locally the largest one, see Proposition 4.2 below. Our emphasis
on the local behavior of the function spaces involved when investigating optimality
questions is then justified by the local nature of the condition (1.5). We point out
that while the validity of Conjecture 1.2 remains an open problem, we are able to
show that condition (1.7) is sufficient for the Lp boundedness of the operator Tσ
when the power (1 − s1)d of the logarithm is replaced by (1 − s1)d + ε for some
ε > 0, assuming that s1 ≤ 1/2; this is the content of Remark 6.7 below.
Throughout the paper we use standard notation. Given two nonnegative functions
f and g defined on the same set A, we write f . g, if there is a constant c > 0 such
that f(x) ≤ cg(x) for all x ∈ A, while f ≈ g means that both f . g and g . f
hold. If X and Y are Banach spaces, then X →֒ Y means that X ⊂ Y and the
inclusion map is continuous. If X and Y are Banach spaces, then we write X = Y
if X →֒ Y and Y →֒ X . The measure space of all Lebesgue’s measurable subsets
of Rn equipped with Lebesgue measure λn is denoted by (R
n, λn). For simplicity
of notation, λ denotes the Lebesgue measure restricted to Lebesgue’s measurable
subset of R+ := [0,∞). We use C to describe an inessential constant that may vary
from occurrence to occurrence.
2. Background material
Let (Ω, µ) := (Ω,Σ, µ) be a σ-finite measure space and let L0(µ) denote the space
of all (equivalence classes) of scalar valued (real or complex) Σ-measurable functions
on (Ω, µ) (on Ω for short) that are finite µ-a.e. A Banach space X ⊂ L0(µ) is said
to be a Banach function space over Ω if for all f, g ∈ L0(µ) with |g| ≤ |f | µ-a.e. and
f ∈ X , one has g ∈ X and ‖g‖X ≤ ‖f‖X. The Ko¨the dual space X
′ of a Banach
function space X on Ω is a Banach function space of those f ∈ L0(µ) for which
‖f‖X′ := sup
{ ∫
Ω
|fg| dµ : ‖g‖X ≤ 1
}
is finite.
Given f ∈ L0(µ), its distribution function is defined by µf(τ) = µ({x ∈ Ω :
|f(x)| > τ}), τ > 0, and its nonincreasing rearrangement by f ∗(t) = inf{τ ≥ 0 :
µf(τ) ≤ t}, t ≥ 0. A Banach function space E is called a rearrangement-invariant
(r.i.) space if ‖f‖E = ‖g‖E whenever µf = µg and f ∈ E.
Let E be an r.i. space on R+ and let (Ω, µ) be a measure space. Then we define
the r.i. space E(Ω) on Ω to be the space of all f ∈ L0(µ) such that f ∗ ∈ E with
‖f‖E(Ω) = ‖f
∗‖E . Many properties of r.i. spaces can be expressed in terms of
conditions on their Boyd indices. Recall that for any r.i. space E on R+, we define
the dilation operators σs for 0 < s <∞ by
σsf(t) = f(t/s), f ∈ E, t ≥ 0 .
Since s 7→ ‖σs‖E = sup‖f‖E≤1 ‖σsf‖E is a finite submultiplicative function on (0,∞),
the Boyd indices given by
αE := lim
s→0+
log ‖σs‖E
log s
, βE := lim
s→∞
log ‖σs‖E
log s
are well defined and satisfy 0 ≤ αE ≤ βE ≤ 1 (see [21, p. 99]) .
In the theory of operators on r.i. spaces the Lorentz and the Marcinkiewicz space
play a fundamental role. Let P be the set of functions ϕ : R+ → R+ that are concave,
positive on (0,∞) and ϕ(0) = 0.
Given ϕ ∈ P, the Lorentz space Λϕ on R+ consists of all f ∈ L
0(λ) such that
‖f‖Λϕ :=
∫ ∞
0
f ∗(t)dϕ(t) = ϕ(0+)f ∗(0+) +
∫ ∞
0
f ∗(t)ϕ′(t) dt ,
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where ϕ′ is the derivative of ϕ, which exists except at a countable set. We note that
the functional ‖ · ‖Λϕ induced by an increasing function ϕ : R+ → R+ is a norm if
and only if ϕ is concave and ϕ(0) = 0 [24]. We note that Λϕ is a separable space if
and only if ϕ(0+) = 0 and ϕ(+∞) := limt→∞ ϕ(t) =∞.
Let Q be the set of all quasi-concave functions ϕ : R+ → R+, that is, of all positive
functions ϕ on (0,∞) such that ϕ(s) ≤ max{1, s/t}ϕ(t) for all s, t > 0. Note that,
for any ϕ ∈ Q, the function ϕ∗ given by ϕ∗(t) := t/ϕ(t) for all t > 0 is also a quasi-
concave function. We also note that for every quasi-concave function there exists
a concave majorant defined by
ϕ˜(t) = inf
s>0
(
1 +
t
s
)
ϕ(s) ,
which satisfies ϕ(t) ≤ ϕ˜(t) ≤ 2ϕ(t) for all t > 0.
For each given ϕ ∈ Q, the Marcinkiewicz space Mϕ on R+ is the r.i. space of all
f ∈ L0(λ) equipped with the norm
‖f‖Mϕ := sup
t>0
ϕ(t)f ∗∗(t) ,
where f ∗∗(t) := 1
t
∫ t
0
f ∗(s) ds for all t > 0.
We will consider the Lorentz space Λϕ(R
n) and the Marcinkiewicz space Mϕ(R
n)
over the measure space (Rn, λn). We will use the Ko¨the duality between Lorentz
and Marcinkiewicz spaces, which states that for any ϕ ∈ P with ϕ(0+) = 0, we
have
Λϕ(R
n)′ =Mϕ∗(R
n)
with equality of norms. As a consequence, we have the following variant of Ho¨lder’s
inequality (see, e.g., [21, Theorem 5.2] or [2, Chapter 1, Theorem 2.4]):
(2.1)
∫
Rn
|fg| dλn ≤ ‖f‖Λϕ(Rn) ‖g‖Mϕ∗(Rn) .
In what follows, for simplicity of notation, we often write Λϕ and Mϕ for short
instead of Λϕ(R
n) and Mϕ(R
n).
We will also consider a class B of all measurable functions ψ : R+ → R+ such that
the function mψ is finite and measurable, where
mψ(t) := sup
s>0
ψ(st)
ψ(s)
, t > 0 .
The lower and the upper index of a function ψ ∈ B are defined by
γψ = lim
t→0+
logmψ(t)
log t
, δψ = lim
t→∞
logmψ(t)
log t
.
We have −∞ < γψ ≤ δψ < ∞ (see [21, Section 2, p. 53]). Note that ϕ, ψ ∈ B with
ϕ ≈ ψ implies γϕ = γψ and δϕ = δψ.
In the sequel we will use the following properties without any references:
(i) Every function ψ ∈ B with 0 < γψ ≤ δψ < 1 is equivalent to its concave majorant
(see [21, Corollary 2, p. 55]).
(ii) If ϕ ∈ P with γϕ > 0, then it follows from [21, Lemma 2.1.4] that
(2.2) ϕ(t) ≈
∫ t
0
ϕ(s)
s
ds, t > 0 .
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In particular this implies that,
‖f‖Λϕ ≈
∫ ∞
0
f ∗(t)
ϕ(t)
t
dt, f ∈ Λϕ(R
n) ,
up to multiplicative constants depending only on ϕ.
(iii) If ϕ ∈ Q with δϕ < 1, then γϕ∗ = 1 − δϕ > 0 and so by applying (2.2), we
conclude that
‖f‖Mϕ ≈ sup
t>0
ϕ(t)f ∗(t), f ∈Mϕ(R
n) .
(iv) If ϕ ∈ P with 0 < γϕ ≤ δϕ < 1, then the Lorentz space Λϕ(R
n) is separable (by
ϕ(0+) = 0 and ϕ(+∞) = ∞). In particular, it follows that the space C∞0 (R
n) is
dense in Λϕ(R
n).
Throughout the paper we consider two families of special concave functions asso-
ciated with indices s ∈ (0, 1) and β ∈ R. The function φs,β was defined in (1.4). In
addition, we let ωs,β be a concave function satisfying
ωs,β(t) ≈ t
s logβ(e+ t), t > 0 .
Basic properties of the functions φs,β and ωs,β are summarized in the following
proposition.
Proposition 2.1. Given s > 0, β ∈ R, consider the functions φ and ω defined by
φ(t) := ts logβ
(
e + 1
t
)
and ω(t) := ts logβ(e + t) for all t > 0. Then φ, ω ∈ B with
γφ = δφ = s and γω = δω = s. If, in addition, s ∈ (0, 1), then φ and ω are equivalent
to their concave majorant denoted by φs,β and ωs,β, respectively.
Proof. We first focus on the case when β ≥ 0. We observe that, for all a, b ≥ 0 we
have
log(e+ ab) < log[(e+ a)(e + b)] = log(e+ a) + log(e+ b)
≤ 2[log(e + a)] [log(e+ b)] .
This shows that, for C = 1/ logβ(e+ 1), we have
Cφ(t) ≤ mφ(t) = sup
r>0
φ(rt)
φ(r)
≤ 2βφ(t), t > 0 ,
and so mφ ≈ φ. Since φ is continuous, it follows that φ ∈ B and we have
γφ = lim
t→0+
logmφ(t)
log t
= lim
t→0+
log φ(t)
log t
= s+ β lim
t→0+
log(log(e+ t−1))
log t
= s
and
δφ = s+ β lim
t→∞
log(log(e+ t−1))
log t
= s .
Similarly, we deduce that ω ∈ B with mω ≈ ω and γω = δω = s.
Notice that mφβ(t) = mω−β(t) and mωβ(t) = mφ−β(t) for t > 0 and β ∈ R, where
we set φβ := φ and ωβ := ω. These equalities yield the conclusion for β < 0 using the
case −β > 0. If s ∈ (0, 1), then the required statements about concave majorants
follow from the preceding results combined with property (i). 
We will need the following lemma. For completeness we include a proof.
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Lemma 2.2. Let ψ ∈ B with δψ < p for some 0 < p ≤ 1. Then there exists
a constant C = C(ψ, p) > 0 such that, for any h ∈ L0(λn), we have∫ ∞
0
h∗∗(t)p
ψ(t)
t
dt ≤ C
∫ ∞
0
h∗(t)p
ψ(t)
t
dt .
Proof. Observe that for any t > 0, we have an obvious estimate
h∗∗(t) =
∫ 1
0
h∗(ts) ds =
∞∑
k=1
∫ 2−k+1
2−k
h∗(ts) ds ≤
∞∑
k=1
2−kh∗(t/2k) .
Combining with subadditivity of the function t 7→ tp, defined on R+, yields∫ ∞
0
h∗∗(t)p
ψ(t)
t
dt ≤
∞∑
k=1
2−kp
∫ ∞
0
h∗(t/2k)p
ψ(t)
t
dt
=
∞∑
k=1
2−kp
∫ ∞
0
h∗(t)p
ψ(2kt)
t
dt
≤ C(p, ψ)
∫ ∞
0
h∗(t)p
ψ(t)
t
dt ,
where C(p, ψ) :=
∑∞
k=1 2
−kpmψ(2
k).
We complete the proof by showing that C(p, ψ) <∞. To see this observe that by
δψ < p, we can find ε > 0 so that α := p− δψ − ε > 0. It follows from the definition
of δψ that there is an integer k0 = k0(ε) > 0 such that mψ(2
k) ≤ 2k(δψ+ε) for each
k ≥ k0 and hence
∞∑
k=k0
2−kpmψ(2
k) ≤
∞∑
k=k0
2−kα <∞ .
This concludes the proof. 
We now prove the following result on boundedness of the Fourier transform be-
tween corresponding Lorentz spaces on Rn. Before doing so, we point out that
various variants of the Hausdorff-Young inequality in the setting of Lorentz spaces
are available in the literature (see, e.g., [1], [27], [28]) but the result below appears
to be new.
Lemma 2.3. Let ϕ ∈ P such that 1/2 < γϕ ≤ δϕ < 1. Then there exists a constant
C > 0 such that, for any f ∈ Λϕ, we have
‖f̂‖Λψ ≤ C‖f‖Λϕ ,
where ψ(t) := tϕ(1/t) for all t > 0.
Proof. Since ϕ is concave, it is easy to check that ψ is a concave function on (0,∞).
Clearly, mψ(t) = tmϕ(1/t) for all t > 0 and so
γψ = 1− δϕ and δψ = 1− γϕ .
Hence it follows by assumption on indices of ϕ that 0 < γψ ≤ δψ < 1/2.
We use the pointwise estimate for the Fourier transform due to Jodeit and Torchin-
sky [20, Theorem 4.6], which states that there exists a constant D > 0 such that,
for any f ∈ L1(Rn) + L2(Rn), we have∫ t
0
(f̂ )∗(s)2 ds ≤ D
∫ t
0
(∫ 1
s
0
f ∗(τ) dτ
)2
ds .
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Combining this estimate with
(f̂ )∗(t) ≤
1
t1/2
(∫ t
0
((f̂)∗(s))2 ds
) 1
2
, t > 0 ,
we obtain that for any simple function f ∈ Λϕ,
‖f̂‖Λψ ≤ D
∫ ∞
0
(
1
t
∫ t
0
(∫ 1
s
0
f ∗(τ) dτ
)2
ds
) 1
2 ψ(t)
t
dt =
∫ ∞
0
g∗∗(t)
1
2
ψ(t)
t
dt ,
where g is given by
g(t) :=
(∫ 1
t
0
f ∗(τ) dτ
)2
, t > 0 .
Clearly, g is non-negative and nonincreasing and so it follows from Lemma 2.2 (by
δψ < 1/2) that there exists C > 0 such that∫ ∞
0
g∗∗(t)
1
2
ψ(t)
t
dt ≤ C
∫ ∞
0
g(t)
1
2
ψ(t)
t
dt .
In consequence, we obtain
‖f̂‖Λψ .
∫ ∞
0
(∫ 1
t
0
f ∗(s) ds
)
ψ(t)
t
dt =
∫ ∞
0
f ∗∗(t−1)
ψ(t)
t2
dt
=
∫ ∞
0
f ∗∗(t)ψ(t−1) dt =
∫ ∞
0
f ∗∗(t)
ϕ(t)
t
dt
.
∫ ∞
0
f ∗(t)
ϕ(t)
t
dt ,
where the last estimate follows by Lemma 2.2 with p = 1 (by δϕ < 1).
Recall that γϕ > 0 implies that
‖f‖Λϕ ≈
∫ ∞
0
f ∗(t)
ϕ(t)
t
dt .
Thus the required estimate follows by density of simple functions in the Lorentz
space Λϕ. 
3. Preliminary results
In this section we prove various auxiliary results that will be crucial in the proof
of Theorem 1.1. We start with an estimate for an integral.
Lemma 3.1. If k ≥ 2, α1, . . . , αk > 1, r1, . . . , rk > 0 are such that (α1 − 1)/r1 ≤
(α2 − 1)/r2 ≤ · · · ≤ (αk − 1)/rk and a > 1, then
(3.1)
∫
· · ·
∫
u1,...,uk≥1
u
r1
1 ···u
rk
k
>a
u−α11 · · ·u
−αk
k du1 · · ·duk ≈ a
1−α1
r1 [log(e+ a)]d
′
,
up to multiplicative constants independent of a. Here, d′ is the number of elements
in {(α2 − 1)/r2, (α3 − 1)/r3, . . . , (αk − 1)/rk} that are equal to (α1 − 1)/r1.
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Proof. To prove (3.1) we proceed by induction. First we verify the case k = 2. In this
case the u1 integral is over the region u1 ≥ max
{
1, (au−r22 )
1/r1
}
and so evaluating
the u1 integral gives
(3.2)
∫∫
u1,u2≥1
u
r1
1 u
r2
2 >a
u−α11 u
−α2
2 du1du2 = C
∫ ∞
u2=1
u−α22 max
{
1, (au−r22 )
1/r1
}1−α1
du2 .
If the maximum equals 1, then the integral is over the region a1/r2 ≤ u2 < ∞ and
the u2 integration produces Ca
1/r2(1−α2) ≤ Ca1/r1(1−α1). Thus, the corresponding
part of (3.2) is bounded from above by the right-hand side of (3.1), and if a ∈ (1, 2)
then one has the lower bound as well.
If the maximum equals (au−r22 )
1/r1 , then the integral is over the region 1 ≤ u2 ≤
a1/r2 and so the corresponding part of (3.2) becomes∫ a 1r2
u2=1
u−α22 (au
−r2
2 )
(1−α1)/r1 du2 = a
1−α1
r1
∫ a 1r2
u2=1
u
−α2−r2/r1(1−α1)
2 du2 .
Now if (α2− 1)/r2 > (α1− 1)/r1 then this is bounded from above by the right-hand
side of (3.1) with d′ = 0 and if (α2 − 1)/r2 = (α1 − 1)/r1 then the same estimate
holds with d′ = 1. In addition, one has the corresponding lower bound if a > 2.
This concludes the proof of estimate (3.1) when k = 2.
Assume by induction that (3.1) holds for an integer k − 1 (in place of k). Then∫
· · ·
∫
u1,...,uk≥1
u
r1
1 ···u
rk
k
>a
u−α11 · · ·u
−αk
k du1 · · · duk =
∫ ∞
u2=1
· · ·
∫ ∞
uk=1
∫∞
u1=L
u−α11 du1
uαkk · · ·u
α2
2
duk · · · du2 ,
where L = max{1, (au−r22 · · ·u
−rk
k )
1/r1}. As α1 > 1, the u1 integral is convergent and
the preceding expression equals
(3.3) c
∫ ∞
u2=1
· · ·
∫ ∞
uk=1
max
{
1, (au−r22 · · ·u
−rk
k )
1
r1
}1−α1 duk
uαkk
· · ·
du2
uα22
.
The part of the integral in (3.3) over the set where the maximum equals 1 is
(3.4) c
∫
· · ·
∫
u2,...,uk≥1
u
r2
2 ···u
rk
k >a
u−αkk · · ·u
−α2
2 duk · · ·du2 ≈ a
1−α2
r2 logd
′′
(e+ a) ,
where the equivalence holds by the induction hypothesis and d′′ is the number of
elements in {(α3 − 1)/r3, . . . , (αk − 1)/rk} that are equal to (α2 − 1)/r2. Note that
if (α1 − 1)/r1 < (α2 − 1)/r2, then the expression on the right in (3.4) is bounded
from above by
(3.5) Ca
1−α1
r1 logd
′
(e+ a) .
Now if (α1−1)/r1 = (α2−1)/r2, then we have d
′ = d′′+1 and then the expression on
the right in (3.4) is also bounded by (3.5). In addition, we also have the correspond-
ing lower bound in both cases within the range a ∈ (1, 2). We now turn to the part
of the integral in (3.3) over the set where the maximum equals (au−r22 · · ·u
−rk
k )
1
r1 . It
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can be expressed as
(3.6) ca
1−α1
r1
∫
· · ·
∫
u2,...,uk≥1
u
r2
2 ···u
rk
k
≤a
u
rk
r1
(α1−1)−αk
k · · ·u
r2
r1
(α1−1)−α2
2 duk · · · du2 .
First, we observe that we have the following upper bound for (3.6):
ca
1−α1
r1
∫ a 1r2
1
· · ·
∫ a 1rk
1
u
rk
r1
(α1−1)−αk
k · · ·u
r2
r1
(α1−1)−α2
2 duk · · · du2
≤ Ca
1−α1
r1 logd
′
(e + a) ,
where the logarithm appears exactly when rk
r1
= αk−1
α1−1
(d′ times) and the remaining
integrals produce a constant. Conversely, if a > 2 then we have an analogous lower
bound for (3.6) as well:
ca
1−α1
r1
∫ a 1(k−1)r2
1
· · ·
∫ a 1(k−1)rk
1
u
rk
r1
(α1−1)−αk
k · · ·u
r2
r1
(α1−1)−α2
2 duk · · ·du2
≈ Ca
1−α1
r1 logd
′
(e+ a) .
The claim follows. 
We denote by M the strong maximal operator defined at point as the supremum
of the averages of a given function over all rectangles with sides parallel to the axes
that contain the point. Then we define
MLq(g)(x1, . . . , xn) =M(|g|
q)(x1, . . . , xn)
1
q ,
a version of the strong maximal function with respect to an exponent q ∈ (1,∞).
Lemma 3.2. Let 0 < 1/q < s1 ≤ s2 ≤ · · · ≤ sn < 1. Suppose that exactly d of the
numbers s2, . . . , sn are equal to s1, where 1 ≤ d ≤ n − 1. Then for g in L
1
loc(R
n)
with MLq(g)(0) = 1 and a > 0 we have
(3.7)
∣∣∣∣{y ∈ Rn \ [−1, 1]n : |g(y)|∏n
i=1(1 + |yi|)
si
> a
}∣∣∣∣ ≤ Ca− 1s1 logd (e+ 1a) .
Proof. For j1, . . . , jn nonnegative integers define
Rj1,...,jn =
{
(y1, . . . , yn) ∈ R
n :
{
2ji < |yi| ≤ 2
ji+1 if ji ≥ 1
|yi| ≤ 1 if ji = 0,
1 ≤ i ≤ n
}
and notice that the family of rectangles Rj1,...,jn is a tiling of R
n when j1, . . . , jn run
over all nonnegative integers.
In the sequel we denote by y the vector (y1, . . . , yn). For a > 0 and j1, . . . , jn
nonnegative integers, we have
|{y ∈ Rj1,...,jn : |g(y)| > a}| ≤
1
aq
∫
Rj1,...,jn
|g(y)|qdy ≤ a−q 2j1+···+jn+2n
since we are assuming that MLq(g)(0) = 1. Thus, in view of the trivial estimate
|Rj1,...,jn| ≤ 2
j1+···+jn+2n, we obtain
(3.8) |{y ∈ Rj1,...,jn : |g(y)| > a}| ≤ 2
2n2j1+···+jn min
{
1, a−q
}
.
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It follows from (3.8) that, for all j1, . . . , jn ≥ 0, we have∣∣∣∣{y ∈ Rj1,...,jn : |g(y)|(1 + |y1|)s1 · · · (1 + |yn|)sn > a
}∣∣∣∣
≤ 22n2j1+···+jn min
{
1, (a2j1s1+···jnsn)−q
)
.
(3.9)
We let g1 = gχRn\R0,...,0 . Using (3.9), we get that∣∣∣∣{y ∈ Rn : |g1(y)|(1 + |y1|)s1 · · · (1 + |yn|)sn > a
}∣∣∣∣
≤
∞∑
j1,...,jn=0
j1+···+jn>0
∣∣∣∣{y ∈ Rj1,...,jn : |g(y)|(1 + |y1|)s1 · · · (1 + |yn|)sn > a
}∣∣∣∣
≤
∞∑
j1,...,jn=0
j1+···+jn>0
2j1+···+jn+2nmin
{
1, a−q(2j1s1+···+jnsn)−q
}
≤ 22n+s1q+···+snq
∫
· · ·
∫
[0,∞)n\[0,1]n
min
{
1, a−q
n∏
ρ=1
max{1, tsρρ }
−q
}
dt1 · · · dtn
=: 22n+s1q+···+snq I(a, n),(3.10)
where the last inequality follows from the monotonicity of the integrand. Let S be
the set of all (t1, . . . tn) ∈ [0,∞)
n \ [0, 1]n such that
(3.11) amax{1, ts11 } · · ·max{1, t
sn
n } ≤ 1 .
If S is nonempty, then we must have a ≤ 1. Let us fix a two-set partition I =
{i1, . . . , im} and J = {j1, . . . , jk} of {1, 2, . . . , n}. We split S as a union of sets SI,J
(ranging over all such pairs of partitions) for which
(3.12) (t1, . . . , tn) ∈ SI,J ⇐⇒ ti ≤ 1 for all i ∈ I and tj > 1 for all j ∈ J .
Then the n-dimensional measure |SI,J | of SI,J is at most the k-th dimensional mea-
sure of
SkI,J =
{
(tj1, . . . , tjk) : t
sj1
j1
· · · t
sjk
jk
≤
1
a
}
∩ [1,∞)k ,
as the vector of the remaining m coordinates is contained in the cube [0, 1]m which
has m-th dimensional measure equal to 1. Let us assume, without loss of generality,
that sj1 ≤ sj2 ≤ · · · ≤ sjk (i.e., j1 < j2 < · · · < jk).
We make the following observation: if (tj1 , . . . , tjk) ∈ S
k
I,J , then
1 ≤ tji ≤ a
− 1
s1 , 1 ≤ i ≤ k .
Indeed, as all tji ≥ 1, we have 1 ≤ t
sji
ji
≤ t
sj1
j1
· · · t
sjk
jk
≤ a−1, which implies that
1 ≤ tji ≤ a
−1/sji ≤ a−1/s1 . Thus we conclude that
|SkI,J | ≤
∫ a− 1s1
tj2=1
· · ·
∫ a− 1s1
tjk=1
∣∣∣{tj1 : 1 ≤ tj1 ≤ a− 1sj1 t− sj2sj1j2 · · · t− sjksj1jk }∣∣∣ dtjk · · · dtj2
≤ a
− 1
sj1 χa≤1
∫ a− 1s1
tj2=1
· · ·
∫ a− 1s1
tjk=1
t
−
sj2
sj1
j2
· · · t
−
sjk
sj1
jk
dtjk · · · dtj2
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≤ Ca
− 1
sj1 χa≤1 log
d′
(1
a
) 1
s1 ≤ C ′a
− 1
s1 χa≤1 log
d
(
e+
1
a
)
,
where d′ is the number of elements of the set {sj2, . . . , sjk} that are equal to sj1.
The integrals associated with these variables produce a logarithm, while all other
integrals are convergent on [1,∞). The last inequality holds independently of the
relationship between d and d′ if sj1 > s1, while if sj1 = s1 then it is satisfied
since d′ ≤ d. Summing over all partitions (I, J) of {1, 2, . . . , n} yields the required
estimate for I(a, n), defined in (3.10), whenever (3.11) holds.
Now let S ′ be the set of all (t1, . . . tn) ∈ [0,∞)
n \ [0, 1]n such that
(3.13) amax{1, ts11 } · · ·max{1, t
sn
n } > 1 .
Then S ′ is complementary to S in [0,∞)n \ [0, 1]n. Writing S ′ as a union of sets S ′I,J
over all partitions (I, J) of {1, 2, . . . , n} as in (3.12), matters reduce to estimating
the integral
(3.14)
1
aq
∫
· · ·
∫
tj1 ,...,tjk≥1
t
sj1
j1
···t
sjk
jk
> 1
a
(t
sj1
j1
· · · t
sjk
jk
)−q dtj1 · · · dtjk
for each subset {j1, . . . , jk} of {1, . . . , n}. Now if a > 1, the integral in (3.14) is over
the set [1,∞)k and, as sj1q > 1, . . . , sjkq > 1, the expression in (3.14) is bounded by
C a−qχa>1 ≤ C a
− 1
s1 ,
since q > 1/s1. So we focus attention to the case a ≤ 1 in (3.14). Let us again
assume, without loss of generality, that sj1 ≤ sj2 ≤ · · · ≤ sjk . To estimate (3.14) we
use Lemma 3.1. Inequality (3.1) in this lemma implies that, if d′ is the number of
terms in {sj2, . . . , sjk} that are equal to sj1, then (3.14) is bounded by
Ca
− 1
sj1 logd
′ (
e + a−1
)
≤ Ca
− 1
s1 logd
(
e+ a−1
)
,
where the last inequality is due to the fact that either sj1 = s1 and d
′ ≤ d, or sj1 < s1
(as a < 1).
Summing over all partitions (I, J) of {1, 2, . . . , n} yields the required estimate
for I(a, n), defined in (3.10), whenever (3.13) holds. This completes the proof of
(3.7). 
Corollary 3.3. Let 0 < 1/q < s1 ≤ s2 ≤ · · · ≤ sn < 1 with exactly d numbers
among s2, . . . , sn being equal to s1. For g in L
1
loc(R
n) with MLq(g)(0) = 1 we have
(3.15)
(
|g(y1, . . . , yn)|χRn\[−1,1]n∏n
i=1(1 + |yi|)
si
)∗
(t) ≤
C
ωs1,−s1d(t)
.
Proof. Note that the inverse function to
(0,∞) ∋ a 7→ a
− 1
s1 logd
(
e+
1
a
)
,
that appears in Lemma 3.2, is equivalent to
t 7→ t−s1 logs1d(e+ t) =
(
ωs1,−s1d(t)
)−1
.
This proves (3.15). 
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Proposition 3.4. Assume that h is supported in the cube [−1, 1]n = Q0 and that
s1 > 1/r > 1/q > 0. Then
(3.16) ‖h‖Mωs1,−s1d
. ‖h‖Lr,∞ .MLq(h)(0) .
Proof. We first notice that the function h is supported in a set of measure 2n, and
therefore h∗(t) = 0 if t > 2n. Since the function ωs1,−s1d(t)/t is non-increasing, we
have
‖h‖Mωs1,−s1d
= sup
t>0
ωs1,−s1d(t)
t
∫ t
0
h∗(s) ds = sup
t∈(0,2n)
ωs1,−s1d(t)
t
∫ t
0
h∗(s) ds
. sup
t∈(0,2n)
t
1
r
t
∫ t
0
h∗(s) ds . ‖h‖Lr,∞ .
Notice that the first inequality above makes use of the fact that ωs1,−s1d(t) . t
1/r for
t ∈ (0, 2n) as 1/r < s1. This proves the first inequality in (3.16). The second inequal-
ity in (3.16) follows from the natural embedding of Lq([−1, 1]n) in Lr,∞([−1, 1]n), as
r < q. 
Combining the results of Corollary 3.3 and Proposition 3.4 we obtain the following.
Corollary 3.5. Let 0 < 1/q < s1 ≤ s2 ≤ · · · ≤ sn < 1 with exactly d numbers
among s2, . . . , sn being equal to s1. For g in L
1
loc(R
n) with MLq(g)(0) = 1 we have
(3.17)
(
g(y1, . . . , yn)∏n
i=1(1 + |yi|)
si
)∗
(t) ≤
C
ωs1,−s1d(t)
.
Consequently, for any g ∈ L1loc(R
n) and any x = (x1, . . . , xn) ∈ R
n, we have
(3.18)
∥∥∥∥g(x1 + 2−j1y1, . . . , xn + 2−jnyn)∏n
i=1(1 + |yi|)
si
∥∥∥∥
Mωs1,−s1d
(dy1···dyn)
≤ CMLq(g)(x),
for any j1, . . . , jn ∈ Z.
Proof. To prove (3.17) we split g = g0+g1, where g0 = gχ[−1,1]n and g1 = gχRn\[−1,1]n
and we apply Corollary 3.3 to g1 and Proposition 3.4 to g0. Now (3.17) applied to
g/MLq(g)(0) yields (3.18) when x = 0 and j1 = · · · = jn = 0. The general case of
(3.18) can be obtained by a translation and a dilation. 
4. A limiting case Sobolev embedding
The following embedding of a Lorentz-Sobolev space into the space of essentially
bounded functions is an important ingredient for the proof of Theorem 1.1.
Proposition 4.1. Let 0 < s1 ≤ s2 ≤ · · · ≤ sn < 1, where exactly d of the numbers
s2, . . . , sn are equal to s1. Then
‖f‖L∞(Rn) . ‖Γ(s1, . . . , sn)f‖Λφs1,(1−s1)d(R
n).
Proof. For a given function f , we denote
g = Γ(s1, . . . , sn)f .
We write f = Γ(−s1, . . . ,−sn)g = (Gs1 ⊗ · · · ⊗ Gsn) ∗ g, where Gs is the one-
dimensional kernel of (I − ∂2)−s/2. We recall the estimates
Gs(x) . |x|
s−1 as x→ 0
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Gs(x) . e
−c|x| as |x| → ∞ .
The Ho¨lder inequality (2.1) yields
‖f‖L∞(Rn) = ‖(Gs1 ⊗ · · · ⊗Gsn) ∗ g‖L∞(Rn)
≤ sup
(x˜1,...,x˜n)∈Rn
∫
Rn
Gs1(x1) · · ·Gsn(xn)|g(x˜1 − x1, . . . , x˜n − xn)| dx1 · · · dxn
≤ ‖Gs1 ⊗ · · · ⊗Gsn‖Mφ1−s1,d(s1−1)(R
n)‖g‖Λφs1,(1−s1)d (R
n) ,
as for t > 0 we have
t
φs1,(1−s1)d(t)
= t1−s1 logd(s1−1)(e + 1
t
) = φ1−s1,d(s1−1)(t).
It remains to verify that
(4.1) Gs1 ⊗ · · · ⊗Gsn ∈Mφ1−s1,d(s1−1)(R
n) .
Given a subset I of {1, 2, . . . , n}, we set J = {1, 2, . . . , n}\I and write I = (i1, . . . , ik)
and J = (j1, . . . , jn−k) (there is a slight abuse of notation as one of the sets may be
empty). Now observe that
|{(x1, . . . , xn) ∈ R
n : Gs1(x1) . . . Gsn(xn) > λ}|
≤
∑
I⊆{1,2,...,n}
|{(xi1 , . . . , xik) ∈ (−1, 1)
k, (xj1 , . . . , xjn−k) ∈ (R \ (−1, 1))
n−k :
|xi1 |
si1−1 · · · |xik |
sik−1e−c(|xj1 |+···+|xjn−k |) > λ}|
.
∑
I⊆{1,2,...,n}
|{(xi1 , . . . , xik) ∈ (0, 1)
k, (xj1, . . . , xjn−k) ∈ (1,∞)
n−k :
x
si1−1
i1
· · ·x
sik−1
ik
e−c(xj1+···+xjn−k ) > λ}| .
We denote
SI,λ = {(xi1 , . . . , xik) ∈ (0, 1)
k, (xj1, . . . , xjn−k) ∈ (1,∞)
n−k :
x
si1−1
i1
· · ·x
sik−1
ik
e−c(xj1+···+xjn−k ) > λ}.
We want to estimate |SI,λ|. To this end, we fix I ⊆ {1, 2, . . . , n} and (xj1 , . . . , xjn−k) ∈
(1,∞)n−k. Further, for a fixed λ > 0 we set a = λec(xj1+···+xjn−k ). If a > 1 then we
estimate
|{(xi1, . . . , xik) ∈ (0, 1)
k : x
si1−1
i1
· · ·x
sik−1
ik
> a}|(4.2)
=
∫
· · ·
∫
xi1 ,...,xik∈(0,1)
x
si1
−1
i1
···x
sik
−1
ik
>a
dxi1 · · ·dxik =
∫
· · ·
∫
u1,...,uk>1
u
1−si1
1 ···u
1−sik
k >a
u−21 . . . u
−2
k du1 · · · duk
. a
− 1
1−si1 logd
′
(e+ a) ,
where d′ is the number of elements from the set {si2, . . . , sik} that are equal to
si1. We recall that the last inequality follows from Lemma 3.1. Notice that the
estimate (4.2) is true also if a ≤ 1 as the measure of the set on the left-hand side is
at most 1, which is trivially bounded by the right-hand side. We also observe that
a
− 1
1−si1 logd
′
(e+ a) . λ
− 1
1−si1 logd
′
(e+ λ)e
− c
1−si1
(xj1+···+xjn−k )(xj1 + · · ·+ xjn−k)
d′
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. λ
− 1
1−si1 logd
′
(e+ λ)e−c
′(xj1+···+xjn−k ) ,
where c′ < c
1−si1
.
Thus, if λ > 1 then we have
|SI,λ| .
∫
· · ·
∫
xj1 ,...,xjn−k>1
λ
− 1
1−si1 logd
′
(e + λ)e−c
′(xj1+···+xjn−k ) dxj1 . . . dxjn−k
. λ
− 1
1−si1 logd
′
(e+ λ) . λ
− 1
1−s1 logd(e+ λ) .
On the other hand, if λ ≤ 1 then
|{(xi1 , . . . , xik) ∈ (0, 1)
k : x
si1−1
i1
. . . x
sik−1
ik
e−c(xj1+···+xjn−k ) > λ}|(4.3)
. min{1, λ
− 1
1−si1 logd
′
(e+ λ)e−c
′(xj1+···+xjn−k )} .
If the minimum is equal to 1 then ec
′(xj1+···+xjn−k ) ≤ λ
− 1
1−si1 logd
′
(e + λ), and so
xj1 + · · · + xjn−k . log(eλ
−1). Then the measure of the corresponding part of the
set SI,λ is bounded by constant times
logn−k(eλ−1) . λ
− 1
1−s1 logd(e+ λ) .
Finally, if the minimum in (4.3) is equal to λ
− 1
1−si1 logd
′
(e+λ)e−c
′(xj1+···+xjn−k ), then
xj1 + · · ·+ xjn−k ≥
1
c′
log(λ
− 1
1−si1 logd
′
(e+ λ),
and the measure of the corresponding part of the set SI,λ is bounded by constant
times ∫
· · ·
∫
xj1 ,...,xjn−k>1
xj1+···+xjn−k≥
1
c′
log(λ
− 11−si1 logd
′
(e+λ))
λ
− 1
1−si1 logd
′
(e+ λ)e−c
′(xj1+···+xjn−k ) dxj1 . . . dxjn−k
.
∫ ∞
1
c′
log(λ
− 11−si1 logd
′
(e+λ))
λ
− 1
1−si1 logd
′
(e+ λ)e−c
′rrn−k−1 dr
. λ
− 1
1−si1 logd
′
(e + λ)
∫ ∞
1
c′
log(λ
− 11−si1 logd
′
(e+λ))
e−c
′′r dr
. λ
−(1− c
′′
c′
) 1
1−si1 log(1−
c′′
c′
)d′(e+ λ) . λ
− 1
1−s1 logd(e+ λ) .
The last inequality holds since c′′ can be chosen to be any number less than c′, and
thus 1− c′′/c′ can be arbitrarily small.
Altogether, we proved
|{(x1, . . . , xn) ∈ R
n : Gs1(x1) · · ·Gsn(xn) > λ}| . λ
− 1
1−s1 logd(e+ λ) .
This yields
(Gs1 ⊗ · · · ⊗Gsn)
∗(t) . ts1−1(log(e+ 1/t))d(1−s1), t > 0 ,
which in turn implies (4.1). 
Next we show that the previous result is sharp, in the sense that the space
Λφs1,(1−s1)d is locally the largest rearrangement-invariant space for which Proposi-
tion 4.1 holds.
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Proposition 4.2. Let 0 < s1 ≤ s2 ≤ · · · ≤ sn < 1, where exactly d of the numbers
s2, . . . , sn are equal to s1. Assume that E is a rearrangement-invariant space such
that
(4.4) ‖f‖L∞(Rn) . ‖Γ(s1, . . . , sn)f‖E(Rn).
Then E(Ω) →֒ Λφs1,(1−s1)d(Ω) for all sets Ω ⊆ R
n of finite measure.
Proof. To prove this claim, we set g = Γ(s1, . . . , sn)f and rewrite inequality (4.4) as
(4.5) ‖(Gs1 ⊗ · · · ⊗Gsn) ∗ g‖L∞(Rn) . ‖g‖E(Rn) ,
where Gs is the one-dimensional kernel of (I−∂
2)−s/2. For a given (x˜1, . . . , x˜n) ∈ R
n,
we have
sup
‖g‖E(Rn)≤1
|(Gs1 ⊗ · · · ⊗Gsn) ∗ g(x˜1, . . . , x˜n)|(4.6)
= sup
‖g‖E(Rn)≤1
∣∣∣∣∫
Rn
Gs1(x1) · · ·Gsn(xn)g(x˜1 − x1 , . . . , x˜n − xn) dx1 . . . dxn
∣∣∣∣
= ‖Gs1 ⊗ · · · ⊗Gsn‖E′(Rn) ,
where E ′ is the Ko¨the dual space of E. Thus, (4.5) implies that the function
Gs1 ⊗ · · · ⊗Gsn belongs to E
′(Rn). We next find a lower bound for the distribution
function of Gs1⊗· · ·⊗Gsn . Since Gsi(xi) ≈ x
si−1
i if 0 < xi < 1 and i ∈ {1, 2, . . . , n},
we obtain for λ > 1,
|{(x1, . . . , xn) ∈ R
n : Gs1(x1) · · ·Gsn(xn) > λ}|
& |{(x1, . . . , xn) ∈ (0, 1)
n : xs1−11 · · ·x
sn−1
n > λ}|
≈ λ
− 1
1−s1 logd(e+ λ) ,
where d is the number of elements from the set {s2, . . . , sn} that are equal to s1.
Note that the last equivalence follows by the calculation in (4.2) and by Lemma 3.1.
This shows that
(Gs1 ⊗ · · · ⊗Gsn)
∗(t) & ts1−1 log(1−s1)d
(
e+
1
t
)
, t ∈ (0, t0)
for some t0 > 0. This shows that if
g(t) := ts1−1 log(1−s1)d
(
e+
1
t
)
, t > 0 ,
then the function gχ(0,t0) ∈ E
′ := E ′(0,∞). To reach the conclusion we observe that
the embedding E(Ω) →֒ Λφs1,(1−s1)d(Ω) is, by duality, equivalent toMφ1−s1,(s1−1)d(Ω) →֒
E ′(Ω). Now, if f is a function satisfying ‖f‖Mφ1−s1,(s1−1)d(Ω)
≤ 1, then
f ∗(t) ≤ f ∗∗(t) . g(t), t ∈ (0, |Ω|) .
Hence
‖f‖E′(Ω) = ‖f
∗χ(0,|Ω|)‖E′ . ‖gχ(0,|Ω|)‖E′
. ‖gχ(0,t0)‖E′ + ‖χ(t0,|Ω|)‖E′
. ‖gχ(0,t0)‖E′ ≤ C .
In this chain of inequalities we used the monotonicity and rearrangement-invariance
of the norm in the space E ′, the fact that the interval (t0, |Ω|) can be split into a finite
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number of intervals of length at most t0 and that the constant function on the inter-
val (0, t0) is bounded from above by a multiple of the function t
s1−1 logd(1−s1)(e+ 1
t
).
This completes the proof. 
Corollary 4.3. Let 0 < s1 ≤ s2 ≤ · · · ≤ sn < 1, where exactly d of the numbers
s2, . . . , sn are equal to s1. Assume that E is a rearrangement-invariant space such
that 0 < αE ≤ βE < 1 and
(4.7) ‖Tσf‖Lp(Rn) . sup
j1,...,jn∈Z
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
E(Rn)
‖f‖Lp(Rn).
Then E(Ω) →֒ Λφs1,(1−s1)d(Ω) for all sets Ω ⊆ R
n of finite Lebesgue measure.
Proof. Assume that Φ is a smooth function on Rn with compactly supported Fourier
transform and a1, . . . , an are fixed integers. We recall the estimates
(4.8) ‖Γ(s1, . . . , sn)[Φ̂F ]‖E(Rn) . ‖Γ(s1, . . . , sn)F‖E(Rn)
and
(4.9) ‖Γ(s1, . . . , sn)[Da1,...,anF ]‖E(Rn) . ‖Γ(s1, . . . , sn)F‖E(Rn)
for any function F on Rn. To verify (4.8) and (4.9) we first observe that they hold
in the special case when E = Lq, 1 < q < ∞. Then we choose 1 < q1, q2 <∞ such
that 1/q1 < αE ≤ βE < 1/q2, and the conclusion follows by interpolating between
the Lq1 and Lq2 endpoints via Boyd’s interpolation theorem [3, Theorem 1] (see also
the beginning of Section 6 for the statement of this theorem).
Let us consider testing functions σ of the form
(4.10) σ = [(Gs1 ⊗ · · · ⊗Gsn) ∗ g]η̂,
where η is a smooth function on Rn satisfying η̂ = 1 on the cube [7/8, 9/8]n and such
that the support of η̂ is contained in [3/4, 5/4]n. Taking into account the support
properties of Ψ̂ we deduce that Ψ̂Dj1,...,jnσ = 0 unless ji ∈ {−1, 0, 1} for each
i = 1, 2, . . . , n. Inequality (4.7) combined with the fact that ‖Tσ‖Lp(Rn)→Lp(Rn) &
‖σ‖L∞(Rn) yields
(4.11) ‖σ‖L∞(Rn) . sup
j1,...,jn∈{−1,0,1}
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
E(Rn)
.
Using (4.8) and (4.9), this implies
‖σ‖L∞(Rn) . ‖Γ (s1, . . . , sn) σ‖E(Rn) .
An application of (4.10) and (4.8) then gives
‖[(Gs1 ⊗ · · · ⊗Gsn) ∗ g]η̂‖L∞(Rn) . ‖g‖E(Rn) .
Since η̂ = 1 on [7/8, 9/8]n, the proof of Proposition 4.2 applied with (x˜1, . . . , x˜n) ∈
[7/8, 9/8]n yields the conclusion. 
Example 4.4. We apply Corollary 4.3 with the Lorentz space E = Λφs1,β , where
β ∈ R (note that αΛφs,β = βΛφs,β = s1). Thus, a necessary condition for inequality
(4.12) ‖Tσf‖Lp(Rn) . sup
j1,...,jn∈Z
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
Λφs1,β
(Rn)
‖f‖Lp(Rn)
to be satisfied is the validity of embedding Λφs1,β(Ω) →֒ Λφs1,(1−s1)d(Ω) for all sets
Ω ⊆ Rn of finite measure. This is equivalent to the pointwise estimate φs1,(1−s1)d(t) .
φs1,β(t) for t near 0 (see, e.g., [26, Theorem 10.3.8]), which in turn yields the explicit
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necessary condition β ≥ (1− s1)d. In particular, β = 0 is not allowed unless d = 0,
and estimate
‖Tσf‖Lp(Rn) . sup
j1,...,jn∈Z
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
L
1
s1
,1
(Rn)
‖f‖Lp(Rn)
thus fails whenever at least one of the indices s2, . . . , sn equals s1. On the other
hand, if s1 ≤ 1/2 then we will prove that condition (4.12) is satisfied whenever
β > (1− s1)d, see Remark 6.7 below.
5. The core of the proof
In this section we prove Theorem 1.1 in the special case when 1/2 < s1 < 1. The
general case then follows by interpolation; the details can be found in Section 6. We
point out that in fact we prove a slightly stronger variant of Theorem 1.1 in this
particular case; namely, we replace the constant K in (1.5) by the smaller constant
K˜ = sup
j1,...,jn∈Z
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
Λφs1,s1d
(Rn)
.
Proof of Theorem 1.1 : case 1/2 < s1 < 1. Given a Schwartz function ψ as in the
statement of the theorem, we define a new Schwartz function ψb (ψ big) on R as
follows:
(5.1) ψ̂b(ξ) = ψ̂(ξ/2) + ψ̂(ξ) + ψ̂(2ξ) .
Then ψ̂b is supported in the annulus 1/4 < |ξ| < 4 and ψ̂b = 1 on the support of ψ̂.
Recalling the definition of Ψ given in (1.2), we introduce a Schwartz function Ψb on
Rn by setting
Ψ̂b =
n times︷ ︸︸ ︷
ψ̂b ⊗ · · · ⊗ ψ̂b .
For j ∈ Z we can define the Littlewood-Paley operators corresponding to ψ and ψb
in the kth variable as the operators whose action on a function f on Rn is as follows:
∆ψ,kj (f)(x1, . . . , xn) =
∫
R
f (. . . , xk − y, . . . ) 2
jψ
(
2jy
)
dy
and
∆ψb,kj (f)(x1, . . . , xn) =
∫
R
f (. . . , xk − y, . . . ) 2
jψb
(
2jy
)
dy.
Since ψ̂b = 1 on the support of ψ̂, Ψ̂b(2
−j1ξ1, . . . , 2
−jnξn) = 1 on the support of
Ψ̂(2−j1ξ1, . . . , 2
−jnξn) for each j1, . . . , jn ∈ Z and so
∆ψ,1j1 · · ·∆
ψ,n
jn
Tσ(f) (x1, . . . , xn)
=
∫
Rn
f̂(ξ1, . . . ξn)Ψ̂
(
2−j1ξ1, . . . , 2
−jnξn
)
σ(ξ1, . . . , ξn)e
2πi(x1ξ1+···+xnξn)dξ1 · · · dξn
=
∫
Rn
f̂(ξ1, . . . ξn)Ψ̂b
(
2−j1ξ1, . . . , 2
−jnξn
)
Ψ̂
(
2−j1ξ1, . . . , 2
−jnξn
)
σ(ξ1, . . . , ξn)e
2πi(x1ξ1+···+xnξn)dξ1 · · · dξn
=
∫
Rn
(∆ψb,1j1 · · ·∆
ψb,n
jn
f)̂(ξ1, . . . , ξn)Ψ̂ (2−j1ξ1, . . . , 2−jnξn)
σ(ξ1, . . . , ξn)e
2πi(x1ξ1+···+xnξn)dξ1 · · · dξn
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=
∫
Rn
2j1+···+jn(∆ψb,1j1 · · ·∆
ψb,n
jn f)̂(2j1ξ′1, . . . , 2jnξ′n)
Ψ̂ (ξ′1, . . . , ξ
′
n)σ(2
j1ξ′1, . . . , 2
jnξ′2)e
2πi(2j1x1ξ′1+···+2
jnxnξ′n)dξ′1 · · · dξ
′
n
=
∫
Rn
(∆ψb,1j1 · · ·∆
ψb,n
jn f)(2
−j1y′1, . . . , 2
−jny′n)[
Ψ̂Dj1,...,jnσ
] ̂(y′1 − 2j1x1, . . . , y′n − 2jnxn)dy′1 · · · dy′n
=
∫
Rn
(∆ψb,1j1 · · ·∆
ψb,n
jn
f)(2−j1y1 + x1, . . . , 2
−jnyn + xn)
[Ψ̂Dj1,...,jnσ]̂(y1, . . . , yn)dy1 · · ·dyn
=
∫
Rn
(
∆ψb,1j1 · · ·∆
ψb,n
jn
f
)
(2−j1y1 + x1, . . . , 2
−jnyn + xn)
(1 + |y1|)s1 · · · (1 + |yn|)sn
(1 + |y1|)
s1 · · · (1 + |yn|)
sn[Ψ̂Dj1,...,jnσ]̂(y1, . . . , yn) dy1 · · · dyn.
Applying Ho¨lder’s inequality in the Lorentz-Marcinkiewicz setting (2.1), we obtain
that |∆ψ,1j1 · · ·∆
ψ,n
jn
Tσ(f) (x1, . . . , xn)| is bounded by∥∥∥∥∥
(
∆ψb,1j1 · · ·∆
ψb,n
jn f
)
(2−j1y1 + x1, . . . , 2
−jnyn + xn)
(1 + |y1|)s1 · · · (1 + |yn|)sn
∥∥∥∥∥
Mωs1,−s1d
(Rn,dy1···dyn)
·
∥∥∥(1 + |y1|)s1 · · · (1 + |yn|)sn[Ψ̂Dj1,...,jnσ]̂(y1, . . . , yn)∥∥∥
Λω1−s1,s1d
(Rn)
.
The first term in this product is estimated by Corollary 3.5 as follows: Since we are
assuming 1 > s1 > 1/2, there is a q such that 1 < 1/s1 < q < 2. Then for this q we
get ∥∥∥∥∥
(
∆ψb,1j1 · · ·∆
ψb,n
jn
f
)
(2−j1y1 + x1, . . . , 2
−jnyn + xn)
(1 + |y1|)s1 · · · (1 + |yn|)sn
∥∥∥∥∥
Mωs1,−s1d
(Rn)
≤ CMLq
(
|∆ψb,1j1 · · ·∆
ψb,n
jn f |
)
(x1, . . . , xn).
We estimate the second term in the product using Proposition 2.1 and Lemma 2.3,
i.e., the Hausdorff-Young inequality adapted to these Lorentz spaces. We obtain∥∥∥∥∥
n∏
i=1
(1 + |yi|)
si[Ψ̂Dj1,...,jnσ]̂(y1, . . . , yn)
∥∥∥∥∥
Λω1−s1,s1d
(Rn)
≤ C
∥∥∥∥∥
n∏
i=1
(1 + |yi|
2)
si
2 [Ψ̂Dj1,...,jnσ]̂(y1, . . . , yn)
∥∥∥∥∥
Λω1−s1,s1d
(Rn)
≤ C
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
Λφs1,s1d
(Rn)
≤ CK˜.
where we used the fact that 1 < 1/s1 < 2, which is a hypothesis of Lemma 2.3.
We have now obtained the pointwise estimate
(5.2) |∆ψ,1j1 · · ·∆
ψ,n
jn
Tσ(f)| ≤ CK˜MLq
(
|∆ψb,1j1 · · ·∆
ψb,n
jn
f |
)
.
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Now let p ≥ 2. Applying the product type Littlewood-Paley theorem, the Fefferman-
Stein inequality, and estimate (5.2) we obtain
‖Tσ(f)‖Lp(Rn) ≤ C
∥∥∥∥∥∥
( ∑
j1,...,jn∈Z
∣∣∣∆ψ,1j1 · · ·∆ψ,njn Tσ(f)∣∣∣2
) 1
2
∥∥∥∥∥∥
Lp(Rn)
≤ CK˜
∥∥∥∥∥∥
( ∑
j1,...,jn∈Z
∣∣∣MLq (|∆ψb,1j1 · · ·∆ψb,njn f |)∣∣∣2
) 1
2
∥∥∥∥∥∥
Lp(Rn)
≤ CK˜
∥∥∥∥∥∥
( ∑
j1,...,jn∈Z
(
M
(
|∆ψb,1j1 · · ·∆
ψb,n
jn
f |q
)) 2
q
) 1
2
∥∥∥∥∥∥
Lp(Rn)
≤ CK˜
∥∥∥∥∥∥
( ∑
j1,...,jn∈Z
(
M
(
|∆ψb,1j1 · · ·∆
ψb,n
jn
f |q
)) 2
q
) q
2
∥∥∥∥∥∥
1
q
L
p
q (Rn)
≤ C ′K˜
∥∥∥∥∥∥
( ∑
j1,...,jn∈Z
|∆ψb,1j1 · · ·∆
ψb,n
jn f |
q. 2
q
) q
2
∥∥∥∥∥∥
1
q
L
p
q (Rn)
≤ C ′′K˜
∥∥∥∥∥∥
( ∑
j1,...,jn∈Z
|∆ψb,1j1 · · ·∆
ψb,n
jn f |
2
) 1
2
∥∥∥∥∥∥
Lp(Rn)
≤ C ′′′K˜ ‖f‖Lp(Rn) .
The case 1 < p < 2 follows by duality. 
6. Interpolation
In the previous section we have proved the main theorem under the extra assump-
tion that 1/2 < s1 < 1. This estimate will be useful for p near 1 or near∞ while for
p = 2 we can use the trivial L∞ estimate for the multiplier. The final conclusion will
be a consequence of an interpolation result (Theorem 6.6) discussed in this section.
We start with a few lemmas. In the proof we will use Boyd’s interpolation theorem
(see [3, Theorem 1]) which states: If E is an r.i. space on R+ such that 1/p1 <
αE ≤ βE < 1/p0 for some 1 < p0 < p1 < ∞, then the r.i. space E(Ω) on (Ω, µ) is
interpolation between Lp0(µ) and Lp1(µ), i.e., Lp0(µ)∩Lp1(µ) →֒ E(Ω) →֒ Lp0(µ) +
Lp1(µ) and for any linear operator T on Lp0(µ) +Lp1(µ) such that T is bounded on
Lpj(µ) for j = 0 and j = 1, it follows that T is a bounded operator on E(Ω).
Lemma 6.1. Let Φ be a smooth function on Rn with compactly supported Fourier
transform. Then, for any 0 < s, s2 . . . , sn < 1, γ > 0 and any function F on R
n, we
have ∥∥∥Γ (s, s2, . . . , sn) [Φ̂F ]∥∥∥
Λφs,γ (R
n)
≤ ‖Γ (s, s2, . . . , sn)F‖Λφs,γ (Rn) .
Lemma 6.2. Let 0 < s < 1 and γ > 0. Then, for any t1, . . . , tn ∈ R, we have
‖Γ (it1, . . . , itn) f‖Λφs,γ (Rn) ≤ C(p, n)(1 + |t1|) · · · (1 + |tn|) ‖f‖Λφs,γ (Rn) .
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Lemma 6.3. Let 0 < s < 1. Let m be a function satisfying (1.1). Then, for any
γ > 0, we have
‖Tm(f)‖Λφs,γ (Rn) ≤ C(p, n) ‖f‖Λφs,γ (Rn) .
All these lemmas can be proved in the following way.
Proof. It is easy to check that if ϕ ∈ P and Λϕ is the Lorentz space on R+, then
‖σt‖E = mϕ(t) for all t > 0. This implies that αΛϕ = γϕ and βΛϕ = δϕ.
Now we choose p0 and p1 ∈ (1,∞) such that 1/p1 < s < 1/p0 and let E := Λφs,γ .
Combining the above fact with Proposition 2.1, we conclude that
1/p1 < αE = βE = s < 1/p0 .
Since the estimates hold for Lp0 and Lp1 in place of the Lorentz space, Boyd’s
interpolation theorem completes the proof. 
We will use the following lemma (see [14, Lemma 2.1]).
Lemma 6.4. Let 0 < p0 ≤ p1 < ∞ and define p via 1/p = (1 − θ)/p0 + θ/p1,
where 0 < θ < 1. Given f ∈ C∞0 (R
n) and ε > 0, there exist smooth functions hεj,
j = 1, . . . , Nε, supported in cubes with disjoint interiors, and there exist nonzero
complex constants cεj such that the functions
(6.1) f εz =
Nε∑
j=1
|cεj|
p
p0
(1−z)+ p
p1
z
hεj
satisfy
(6.2)
∥∥f εθ − f∥∥Lp0 + ∥∥f εθ − f∥∥Lp1 + ∥∥f εθ − f∥∥L2 < ε
and
(6.3) ‖f εit‖
p0
Lp0 ≤ ‖f‖
p
Lp + ε
′ , ‖f ε1+it‖
p1
Lp1 ≤ ‖f‖
p
Lp + ε
′ ,
where ε′ depends on ε, p, ‖f‖Lp and tends to zero as ε→ 0.
The next lemma is a variant of Lemma 3.7 from [16].
Lemma 6.5. Let 0 < α, β < 1, γ > 0. Then for some constant C(α, β, γ) we have
(6.4)
∫ ∞
0
(f ∗(r)rβ−α)∗(y)φα,γ(y)
dy
y
≤ C(α, β, γ)
∫ ∞
0
f ∗(r)φβ,γ(r)
dr
r
.
Proof. Recall that for given s ∈ (0, 1) and γ > 0, we have the equivalence φs,γ(t) ≈
ts logγ
(
e+ 1
t
)
on (0,∞). Now observe that the estimate (6.4) is trivial when β ≤ α
as (f ∗(r)rβ−α)∗ = f ∗(r)rβ−α. Thus we may assume that β > α in the proof below.
We may also assume that∫ ∞
0
f ∗(r)rβ−1 logγ
(
e+
1
r
)
dr <∞ ,
otherwise the right-hand side of (6.4) is infinite. Then
sup
r>0
f ∗(r)rβ logγ
(
e +
1
r
)
≤ C,
and thus limr→∞ f
∗(r)rβ−α = 0. Since the set of discontinuity points of f ∗ is at
most countable (f ∗ is right continuous), we may assume without loss of generality
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that function f ∗ is continuous. Then supy≤r<∞ f
∗(r)rβ−α is attained for any y > 0
and so the set
M = {y ∈ (0,∞) : sup
y≤r<∞
f ∗(r)rβ−α > f ∗(y)yβ−α}
is open. Hence, M is a countable union of open intervals, namely, M =
⋃
k∈S(ak, bk),
where S is a countable set of positive integers. Also, observe that if y ∈ (ak, bk),
then
sup
y≤r<∞
f ∗(r)rβ−α = f ∗(bk)b
β−α
k .
We have ∫ ∞
0
(f ∗(r)rβ−α)∗(y)yα−1 logγ
(
e+
1
y
)
dy
≤
∫ ∞
0
sup
y≤r<∞
f ∗(r)rβ−αyα−1 logγ
(
e +
1
y
)
dy
≤
∫
(0,∞)\M
f ∗(y)yβ−1 logγ
(
e+
1
y
)
dy
+
∑
k∈S
f ∗(bk)b
β−α
k
∫ bk
ak
yα−1 logγ
(
e+
1
y
)
dy .
Furthermore, for every k ∈ S,
f ∗(bk)b
β−α
k
∫ bk
ak
yα−1 logγ
(
e+
1
y
)
dy
≤ f ∗(bk)b
β−α
k
∫ bk
max(ak ,
bk
2
)
yα−1 logγ
(
e+
1
y
)
dy ·
∫ bk
0
yα−1 logγ(e + 1
y
) dy∫ bk
bk
2
yα−1 logγ(e + 1
y
) dy
= Cα,γf
∗(bk)b
β−α
k
∫ bk
max(ak ,
bk
2
)
yα−1 logγ
(
e +
1
y
)
dy
≤ Cα,β,γ
∫ bk
ak
f ∗(y)yβ−1 logγ
(
e +
1
y
)
dy .
Therefore,∫ ∞
0
(f ∗(r)rβ−α)∗(y)yα−1 logγ
(
e +
1
y
)
dy
≤
∫ ∞
0
f ∗(y)yβ−1 logγ
(
e+
1
y
)
dy + Cα,β,γ
∑
k∈S
∫ bk
ak
f ∗(y)yβ−1 logγ
(
e+
1
y
)
dy
≤ (Cα,β,γ + 1)
∫ ∞
0
f ∗(y)yβ−1 logγ
(
e +
1
y
)
dy .
This proves (6.4). 
The main interpolation tool in this work is the following.
Theorem 6.6. Let 1 < p0 < ∞ and suppose that
1
2
< s01 ≤ s
0
2 ≤ · · · ≤ s
0
n < 1 and
that 0 < s11 ≤ s
1
2 ≤ · · · ≤ s
1
n < 1. Assume that exactly d of the numbers s
0
2, . . . , s
0
n
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are equal to s01, and exactly d of the numbers s
1
2, . . . , s
1
n are equal to s
1
1. Let Ψ be as
in (1.2). Suppose that for all nonzero f ∈ C∞0 (R
n) we have
(6.5)
∥∥Tσf∥∥Lp0 (Rn) ≤ K0 sup
j1,...,jn∈Z
∥∥Γ(s01, . . . , s0n)[Ψ̂Dj1,...,jnσ]∥∥Λφ
s01,s
0
1d
(Rn)
‖f‖Lp0(Rn)
and
(6.6)
∥∥Tσf∥∥Lp1(Rn)≤K1 sup
j1,...,jn∈Z
∥∥Γ(s11, . . . , s1n)[Ψ̂Dj1,...,jnσ]∥∥Λφ
s11,(1−s
1
1)d
(Rn)
‖f‖Lp1(Rn).
Let 0 < θ < 1 and suppose
1
p
=
1− θ
p0
+
θ
2
, sj = (1− θ)s
0
j + θs
1
j , j = 1, . . . , n.
Then there is a constant C∗ = C∗(p0, θ, n, d, ψ, s
0
j , s
1
j) such that for all f ∈ C
∞
0 (R
n)∥∥Tσf∥∥Lp(Rn) ≤ C∗K1−θ0 Kθ1 sup
j1,...,jn∈Z
∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥Λφs1,d(Rn)‖f‖Lp(Rn) .
Proof. Let us fix a function σ such that
(6.7) sup
j1,...,jn∈Z
∥∥∥Γ(s1, . . . , sn)[Ψ̂Dj1,...,jnσ]∥∥∥
Λφs1,d
(Rn)
<∞
and for j1, . . . , jn ∈ Z define
ϕj1,...,jn = Γ(s1, . . . , sn)
[
Ψ̂Dj1,...,jnσ
]
.
Since ϕj1,...,jn ∈ Λφs1,d(R
n), we have supλ>0 φs1,d(λ)ϕ
∗
j1,...,jn
(λ) <∞ and so ϕ∗j1,...,jn(λ)
converges to 0 as λ→∞. Now by [2, Corollary 7.6 in Chapter 2], there is a measure
preserving transformation hj1,...,jn : R
n → (0,∞) such that
(6.8) |ϕj1,...,jn| = ϕ
∗
j1,...,jn
◦ hj1,...,jn .
Recall that s01 ≤ · · · ≤ s
0
n and s
1
1 ≤ · · · ≤ s
1
n. For z ∈ C with 0 ≤ Re(z) ≤ 1, we
define complex polynomials
Pρ(z) = s
0
ρ(1− z) + s
1
ρ z
for ρ = 1, 2, . . . , n. Let Ψ̂b = ψ̂b ⊗ · · · ⊗ ψ̂b where ψb is defined in (5.1). We define
the family of multipliers
(6.9) σz =
∑
k1,...,kn∈Z
D−k1,...,−kn
[
Ψ̂b Γ
(
− P1(z), . . . ,−Pn(z)
)[
ϕk1,...,knh
s1−P1(z)
k1,...,kn
]]
.
As Pj(θ) = sj for 1 ≤ j ≤ n and
∑
k1,...,kn∈Z
Ψ̂
(
2−k1ξ1, . . . , 2
−knξn
)
= 1 when all
ξk 6= 0, it follows that σθ = σ a.e.
Fix f, g ∈ C∞0 (R
n). Given ǫ > 0 find f ǫz and g
ǫ
z as in Lemma 6.4. Thus we have
‖f ǫθ − f‖Lp + ‖f
ǫ
θ − f‖L2 < ǫ, ‖g
ǫ
θ − g‖Lp′ + ‖g
ǫ
θ − g‖L2 ≤ ǫ,
‖f ǫit‖
p0
Lp0 (Rn) ≤ ‖f‖
p
Lp(Rn) + ǫ
′,
∥∥f ǫ1+it∥∥2L2(Rn) ≤ ‖f‖pLp(Rn) + ǫ′,
‖gǫit‖
p′0
Lp
′
0 (Rn)
≤ ‖g‖p
′
Lp′ (Rn)
+ ǫ′,
∥∥gǫ1+it∥∥2L2(Rn) ≤ ‖g‖p′Lp′(Rn) + ǫ′ .
Now define on the unit strip {z ∈ C : 0 ≤ Re(z) ≤ 1} the following function
(6.10) F (z) =
∫
Rn
σz(ξ)f̂ ǫz(ξ)ĝ
ǫ
z(ξ)dξ =
∫
Rn
Tσz(f
ǫ
z)(x) g
ǫ
z(−x) dx
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which is analytic in the interior of this strip and is continuous on its closure. Ho¨lder’s
inequality and one hypothesis of the theorem give
|F (it)| ≤ ‖Tσit(f
ǫ
it)‖Lp0 ‖g
ǫ
it‖Lp′0
≤ K0 sup
j1,...,jn∈Z
∥∥∥Γ (s01, . . . , s0n) [Ψ̂Dj1,...,jnσit]∥∥∥
Λφ
s0
1
,s0
1
d
‖f ǫit‖Lp0 ‖g
ǫ
it‖Lp′0 .
(6.11)
Using the definition of σz with z = it, we have
Ψ̂Dj1,...,jnσit
=
∑
k1,...,kn∈Z
Ψ̂Dj1−k1,...,jn−kn
[
Ψ̂b Γ
(
− P1(it), . . . ,−Pn(it)
)[
ϕk1,...,knh
s1−P1(it)
k1,...,kn
]]
.
In view of the support properties of the bumps Ψ̂ and Ψ̂b, all terms in the sum above
are zero if ki /∈ {ji − 2, ji − 1, ji, ji + 1, ji + 2} for some i ∈ {1, . . . , n}. Using this
observation and Lemma 6.1 with Φ̂ = Ψ̂Da1,...,anΨ̂b, we write∥∥∥Γ (s01, . . . , s0n) [Ψ̂Dj1,...,jnσit]∥∥∥
Λφ
s01,s
0
1d
≤
∑
1≤i≤n
−2≤ai≤2
∥∥∥∥Γ (s01, . . . , s0n) [Ψ̂ (Da1,...,anΨ̂b)
Da1,...,an
{
Γ
(
− P1(it), . . . ,−Pn(it)
)(
ϕj1+a1,...,jn+anh
s1−P1(it)
j1+a1,...,jn+an
)}]∥∥∥∥
Λφ
s0
1
,s0
1
d
≤
∑
1≤i≤n
−2≤ai≤2
∥∥∥∥Γ (s01, . . . , s0n)Da1,...,an{Γ (−s01, . . . ,−s0n)
Γ
(
it(s01 − s
1
1), . . . , it(s
0
n − s
1
n)
)(
ϕj1+a1,...,jn+anh
s1−P1(it)
j1+a1,...,jn+an
)}∥∥∥∥
Λφ
s01,s
0
1d
≤C
∑
1≤i≤n
−2≤ai≤2
∥∥∥∥Γ(it(s01 − s11), . . . , it(s0n − s1n)) [ϕj1+a1,...,jn+anhs1−P1(it)j1+a1,...,jn+an] ∥∥∥∥
Λφ
s01,s
0
1d
,
as −Pj(it) = −s
0
j + it(s
0
j − s
1
j ). In the last inequality we made use of the fact that
the function
n∏
i=1
(
1 + 4π2|ξi|
2
1 + 4π2|ξi/2ai |2
)s0i /2
satisfies (1.1) and thus Lemma 6.3 applies. We continue estimating as follows:
C
∑
1≤i≤n
−2≤ai≤2
∥∥∥∥Γ(it(s01 − s11), . . . , it(s0n − s1n)) [ϕj1+a1,...,jn+anhs1−P1(it)j1+a1,...,jn+an] ∥∥∥∥
Λφ
s0
1
,s0
1
d
(Rn)
≤C
∑
1≤i≤n
−2≤ai≤2
(1 + |t|)n
∥∥∥ϕj1+a1,...,jn+anhs1−s01j1+a1,...,jn+an∥∥∥
Λφ
s01,s
0
1d
(Rn)
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=C(1 + |t|)n
∑
1≤i≤n
−2≤ai≤2
∥∥∥ϕ∗j1+a1,...,jn+an(r)rs1−s01∥∥∥
Λφ
s0
1
,s0
1
d
((0,∞),dr)
≤C(1 + |t|)n
∑
1≤i≤n
−2≤ai≤2
∥∥ϕ∗j1+a1,...,jn+an∥∥Λφ
s1,s
0
1d
(0,∞)
=C(1 + |t|)n
∑
1≤i≤n
−2≤ai≤2
‖ϕj1+a1,...,jn+an‖Λφ
s1,s
0
1d
(Rn)
≤C(1 + |t|)n sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφs1,d (R
n) ,
where we used successively Lemma 6.2, the fact that Re P1(it) = s
0
1, identity (6.8)
together with the fact that hj1,...,jn is measure-preserving, and Lemma 6.5. Inserting
this estimate in (6.11) and using Lemma 6.4 we obtain
|F (it)| ≤ CK0(1 + |t|)
n sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφs1,d(R
n)
(
‖f‖pLp + ǫ
′
) 1
p0
(
‖g‖p
′
Lp′
+ ǫ′
) 1
p′0 .
A similar argument using the inequality
‖ϕj1,...,jn‖Λφ
s1,(1−s
1
1
)d
(Rn) ≤ ‖ϕj1,...,jn‖Λφs1,d(R
n)
yields
|F (1 + it)| ≤ CK1(1 + |t|)
n sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφs1,d(R
n)
(
‖f‖pLp + ǫ
′
) 1
2
(
‖g‖p
′
Lp′
+ ǫ′
) 1
2 .
Moreover, for τ ∈ [0, 1], we claim that |F (τ + it)| ≤ Aτ (t) where Aτ (t) has at most
polynomial growth as |t| → ∞; we prove this assertion at the end. Thus we can
apply Hirschman’s lemma ([11, Lemma 1.3.8]). Using the estimates for |F (it)| and
|F (1 + it)|, for θ ∈ (0, 1), we obtain
|F (θ)| ≤ C∗K
1−θ
0 K
θ
1 sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφs1,d(R
n)
(
‖f‖pLp + ǫ
′
) 1
p
(
‖g‖p
′
Lp′
+ ǫ′
) 1
p′ .
We write∣∣∣∣F (θ)− ∫
Rn
T̂σ(f) ĝ(ξ) dξ
∣∣∣∣ = ∣∣∣∣∫
Rn
σ(ξ)f̂ ǫθ(ξ)ĝ
ǫ
θ(ξ) dξ −
∫
Rn
σ(ξ)f̂(ξ)ĝ(ξ) dξ
∣∣∣∣
≤
∥∥σ‖L∞[∥∥f ǫθ − f∥∥L2∥∥g∥∥L2 + ∥∥gǫθ − g∥∥L2∥∥f∥∥L2],
which tends to zero as ǫ→ 0 (which implies ǫ′ → 0). Thus∣∣∣∣ ∫
Rn
T̂σ(f) ĝ(ξ) dξ
∣∣∣∣ ≤ C∗K1−θ0 Kθ1 sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφs1,d(R
n) ‖f‖Lp ‖g‖Lp′ .
But the integral on the left is equal to
∫
Rn
Tσ(f)(x)g(−x)dx. Taking the supremum
over all functions g ∈ C∞0 (R
n) with ‖g‖Lp′ ≤ 1 we deduce for f ∈ C
∞
0 (R
n):
‖Tσ(f)‖Lp(Rn) ≤ C∗K
1−θ
0 K
θ
1 sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφs1,d(R
n) ‖f‖Lp(Rn) .
Notice that the constant C∗ depends on the parameters indicated in the statement.
We now return to the assertion that |F (τ + it)| ≤ Aτ (t), where Aτ (t) has at most
polynomial growth in |t|, which was one of the hypotheses in Hirschman’s lemma.
Let z = τ + it where t ∈ R and 0 ≤ τ ≤ 1. We use that
|F (τ + it)| ≤ ‖στ+it‖L∞‖fτ+it‖L2‖gτ+it‖L2,
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and we notice that in view of (6.1), the L2 norms of fτ+it and gτ+it are bounded
by constants independent of t. We now estimate ‖σz‖L∞ . Let E be the set of all
(ξ1, . . . , ξn) ∈ R
n with some ξi = 0. Then for all (ξ1, . . . , ξn) ∈ R
n \ E there are
only finitely many indices ki in the summation defining σz(ξ1, . . . , ξn) that produce
a nonzero term, in fact the indices with |ξi|/4 ≤ 2
ki ≤ 4|ξi| for all i ∈ {1, . . . , n}.
Also, Pρ(τ + it) = Pρ(τ) + (s
1
1 − s
0
1)(it), which implies that
Γ
(
− P1(τ + it), . . . ,−Pn(τ + it)
)
= Γ
(
− P1(τ), . . . ,−Pn(τ)
)
Γ
(
it(s01 − s
1
1), . . . , it(s
0
n − s
1
n)
)
.
(6.12)
Applying identity (6.12), and using successively Proposition 4.1, Lemma 6.2, the
fact that Re P1(τ + it) = P1(τ), identity (6.8) together with the fact that hk1,...,kn is
measure-preserving, and Lemma 6.5, we estimate ‖στ+it‖L∞ by
sup
ξ∈Rn\E
∑
1≤i≤n
|ξi|
4
≤2ki≤4|ξi|
∥∥∥∥Γ(− P1(τ + it), . . . ,−Pn(τ + it)) [ϕk1,...,knhs1−P1(τ+it)k1,...,kn ] ∥∥∥∥
L∞
≤ C (1 + |t|)n sup
ξ∈Rn\E
∑
1≤i≤n
|ξi|
4
≤2ki≤4|ξi|
∥∥∥ϕk1,...,knhs1−P1(τ)k1,...,kn ∥∥∥ΛφP1(τ),(1−P1(τ))d(Rn)
≤ C (1 + |t|)n sup
ξ∈Rn\E
∑
1≤i≤n
|ξi|
4
≤2ki≤4|ξi|
∥∥ϕ∗k1,...,kn(r)rs1−P1(τ)∥∥ΛφP1(τ),(1−P1(τ))d(0,∞)
≤ C(1 + |t|)n sup
ξ∈Rn\E
∑
1≤i≤n
|ξi|
4
≤2ki≤4|ξi|
∥∥ϕ∗k1,...,kn∥∥Λφs1,(1−P1(τ))d(0,∞)
≤ C (1 + |t|)n5n sup
k1,...,kn∈Z
‖ϕk1,...,kn‖Λφs1,d(R
n) ,
and the last expression is finite in view of assumption (6.7). This proves that
|F (τ + it)| ≤ Aτ (t), where Aτ (t) ≤ C
′ (1 + |t|)n. 
To prove Theorem 1.1 we apply Theorem 6.6 as follows: For the given p with
1 < p < 2 we set p0 = 1 + ǫ for some small number ǫ, and we define θ in terms of
(1− θ)/p0 + θ/2 = 1/p.
Given 0 < s1 ≤ · · · ≤ sn with exactly d numbers among s2, . . . , sn equal to s1,
pick 1
2
< s01 ≤ · · · ≤ s
0
n and 0 < s
1
1 ≤ · · · ≤ s
1
n ≤ 1/2 such that sj = (1− θ)s
0
j + θs
1
j .
This relationship maintains proportions, and as the sequences are all increasing, it
must be the case that the first d+1 terms in each sequence are equal. We pick these
sequences so that s01 = · · · = s
0
d+1 =
1
2
+ ε and s11 = · · · = s
1
d+1. We note that s
1
1 can
be found thanks to the assumption s1 > 1/p−1/2. Inequality (6.5) follows from the
special case 1/2 < s1 < 1 of Theorem 1.1 proved in Section 5, while inequality (6.6)
follows from Proposition 4.1.
Remark 6.7. Assume that all assumptions of Theorem 1.1 are satisfied and, in
addition, s1 ≤ 1/2. Let δ > 0. We claim that inequality (1.6) holds with the
(smaller) constant
K = sup
j1,...,jn∈Z
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
Λφs1,(1−s1+δ)d
(Rn)
.
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This can be proved by employing a slight modification of the proof of Theorem 6.6.
Namely, we replace equation (6.9) by
σz =
∑
k1,...,kn∈Z
D−k1,...,−kn[
Ψ̂b Γ
(
− P1(z), . . . ,−Pn(z)
)[
ϕk1,...,knh
s1−P1(z)
k1,...,kn
(log(e+ h−1k1,...,kn))
(P1(z)−s1)d
]]
and define the function F by (6.10). Then one can show that
|F (it)| ≤ CK0(1+ |t|)
n sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφ
s1,d(2s
0
1
−s1)
(Rn)
(
‖f‖pLp+ǫ
′
) 1
p0
(
‖g‖p
′
Lp′
+ǫ′
) 1
p′
0
and
|F (1+it)| ≤ CK1(1+|t|)
n sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφs1,d(1−s1)(R
n)
(
‖f‖pLp+ǫ
′
) 1
2
(
‖g‖p
′
Lp′
+ǫ′
) 1
2 .
This then implies
‖Tσ(f)‖Lp(Rn) ≤ C∗K
1−θ
0 K
θ
1 sup
j1,...,jn∈Z
‖ϕj1,...,jn‖Λφ
s1,d(2s
0
1
−s1)
(Rn) ‖f‖Lp(Rn) .
Choosing all parameters as in the proof of Theorem 1.1 with ǫ < δ/2 yields the
conclusion.
We also recall that if s1 > 1/2 then Theorem 1.1 holds with
K = sup
j1,...,jn∈Z
∥∥∥Γ (s1, . . . , sn) [Ψ̂Dj1,...,jnσ]∥∥∥
Λφs1,s1d
(Rn)
;
this was proved in Section 5.
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