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Abstract
We study the spectral norm of matrix random lifts A⊗(k,pi) for a given n × n matrix A
and k ≥ 2, which is a random symmetric kn × kn matrix whose k × k blocks are obtained by
multiplying Aij by a k×k matrix drawn independently from a distribution π supported on k×k
matrices with spectral norm at most 1. Assuming that EpiX = 0, we prove that
E‖A⊗(k,pi)‖ . max
i
√∑
j
A2ij +max
ij
|Aij |
√
log(kn).
This result can be viewed as an extension of existing spectral bounds on random matrices
with independent entries, providing further instances where the multiplicative
√
logn factor in
the Non-Commutative Khintchine inequality can be removed. We also show an application on
random k-lifts of graphs (each vertex of the graph is replaced with k vertices, and each edge
is replaced with a random bipartite matching between the two sets of k vertices each). We
prove an upper bound of O(
√
∆ +
√
log(kn)) on the new eigenvalues for random k-lifts of a
fixed G = (V,E) with |V | = n and maximum degree ∆, which improves the previous result of
O(
√
∆ log(kn)) by Oliveira in [Oli09].
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1 Introduction
1.1 The Non-Commutative Khintchine inequality
The Non-Commutative Khintchine (NCK) inequality, originally introduced by Lust-Piquard and
Pisier [Pis03], is one of the simplest tool for understanding the spectrum of matrix series, namely
X =
N∑
i=1
γiAi (1)
where Ai (i = 1, 2, . . . , N) are n × n real symmetric matrices and γi (i = 1, 2, . . . , N) are i.i.d.
random variables, usually assumed gaussian or Rademacher. The inequality is stated as follows.
Theorem 1.1 (Non-Commutative Khintchine (NCK) inequality). Let A1, A2, . . . , AN be n × n
symmetric matrices and γ1, γ2, . . . , γN be i.i.d. N (0, 1) random variables, then
E
∥∥∥∥∥
N∑
i=1
γiAi
∥∥∥∥∥ ≤ σ
√
2 + 2 log(2n), where σ :=
(∥∥∥∥∥
N∑
i=1
A2i
∥∥∥∥∥
) 1
2
. (2)
The NCK inequality and other phenomena of matrix concentration have been proven under various
settings and extensively studied in [Oli10, Tro12, Tro15]. One particularly important application of
matrix concentration is on the spectra of random matrices with independent entries. These random
matrices can be represented as matrix series like (1) upon a direct entry-wise decomposition.
1.2 Random matrices with independent entries
The study of random matrices with independent entries traces back to the seminal work by
Wigner [Wig58]. For Wigner matrices (real symmetric or Hermitian random matrices with inde-
pendent mean-zero and unit variance entries), a long line of work has established a comprehensive
understanding towards its spectral properties over the past decades (see, for example, [FK81, BY88,
AGZ10, Tao12]). One of the most important results is the Wigner semicircle law: for n×n Wigner
matrix X, E‖X‖/√n→ 2 and the spectrum of X converges to the semicircle 12pi
√
4− x21{−2≤x≤2}
as n→∞.
Random matrices with different variances on each of the independent entries, for instance real
symmetric X ∈ Rn×n with Xij ∼ N (0, b2ij) for 1 ≤ i ≤ j ≤ n, have also been studied [DS01, RV10,
Ver10]. With the NCK inequality, the following estimate can be obtained:
E‖X‖ . σ
√
log n, where σ := max
i
√∑
j
b2ij. (3)
Here the definition of σ is consistent with (2) upon writing X as the following matrix series:
X =
n∑
i=1
γiibiieie
⊤
i +
∑
1≤i<j≤n
γijbij(eie
⊤
j + eje
⊤
i ).
One may immediately notice that the bound (3) is not sharp for Wigner matrices with i.i.d. standard
gaussian entries, since it gives E‖X‖ . √n log n rather than E‖X‖ ∼ √n. In fact, a recent
improvement for matrices with independent entries [BvH16] yields
E‖X‖ . σ + σ∗
√
log n, where σ∗ := max
ij
|bij |. (4)
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This upper bound is sharp as a matching lower bound E‖X‖ & σ+σ∗
√
log n is also given in [BvH16]
under mild assumptions on the bij ’s. Further refinements, that hold for general bij ’s, have been
recently obtained [vH17, LvHY18].
1.3 Improving the NCK inequality
The gap between the NCK bound (3) and its improvement (4) demonstrates the sub-optimality
of the NCK inequality in some settings. In fact, many improvements to bounds obtained via the
NCK inequality are known under various settings. Seginer [Seg00] improved the NCK bound for
random matrices with independent uniformly bounded entries. Exploiting the non-commutativity
among the Ai’s, Tropp [Tro18] proved the following upper bound for the series (1), which improved
the multiplicative factor on σ from
√
log n to 4
√
log n:
E‖X‖ . σ 4
√
log n+ ω
√
log n
where the alignment parameter ω is defined as
ω := max
Q1,Q2,Q3∈Un
∥∥∥∥∥∥
n∑
i,j=1
AiQ1AjQ2AiQ3Aj
∥∥∥∥∥∥
1/4
,
here Un denotes the group of n × n unitary matrices (the paper [Tro18] considers Hermitian Ai’s,
while in this paper we focus on the real symmetric setting). In fact, a bound such as the following,
which replaces the multiplicative
√
log n factor in the NCK inequality by an additive factor has
been hypothesized in many different forms [Tro12, Ban15, BvH16, vH17, Tro18].
Conjecture 1.2 (Improvement of the NCK inequality). Let A1, A2, . . . , AN be n × n symmetric
matrices and γ1, γ2, . . . , γN be i.i.d. N (0, 1) random variables, then there exists a universal constant
C, such that
E
∥∥∥∥∥
N∑
i=1
γiAi
∥∥∥∥∥ ≤ C(σ + σ∗
√
log n), (5)
where
σ =
(∥∥∥∥∥
N∑
i=1
A2i
∥∥∥∥∥
) 1
2
, σ∗ =
(
max
‖v‖=1
N∑
i=1
(v⊤Aiv)
2
) 1
2
. (6)
Note that σ∗ ≤ σ by a simple application of the Cauchy-Schwarz inequality, and σ∗ is consistent
with the quantity defined in (4) in that they differ only by a multiplicative constant.
In this paper, we show another class of examples, in which the conjectured bound (5) gives the
optimal spectral bound on the series (1), while the bound given by the NCK inequality (2) is worse
by a multiplicative log factor. In the following context, all the matrices we consider are real. As an
extension to random matrices with independent entries, we consider the operation of matrix lifts,
in which each entry of an underlying deterministic matrix is replaced by the product of itself and
a random k × k matrix, as described in the following definition.
Definition 1.3 (Matrix lifts). Let A be an n×n symmetric matrix with zero diagonal entries, and
π be a measure supported on k×k matrices. Define the (k, π) lift of A, denoted A⊗(k,pi), as follows:
• Draw i.i.d. samples {Πij}1≤i<j≤n from π; for 1 ≤ i < j ≤ n, denote Πji := Π⊤ij ;
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• For 1 ≤ i ≤ n, denote Πii := 0k;
• For all 1 ≤ i, j ≤ n, replace Aij with the matrix AijΠij .
The resulting matrix is a kn× kn symmetric random matrix, which can be written as
A⊗(k,pi) =
∑
1≤i,j≤n
Aij(Eij ⊗Πij) (7)
where Eij = eie
⊤
j and the symbol “⊗” on the RHS denotes the Kronecker product of matrices.
The main theorem of this paper is the following bound:
Theorem 1.4. Let A be a symmetric n× n matrix (n ≥ 2) with zero diagonal entries. Suppose π
is a measure supported on k × k matrices with spectral norm at most 1, which satisfies EpiX = 0k.
Then there exists a universal constant C, such that1
E‖A⊗(k,pi)‖ ≤ C
(
σ + σ∗
√
log(kn)
)
. (8)
where
σ := max
i
√∑
j
A2ij , σ∗ := maxij
|Aij |.
Note that Definition 1.3 and Theorem 1.4 only apply to base matrices with zero diagonal entries.
For any symmetric base matrix with possibly non-zero diagonal entries, in the lifting process we
draw {Πii}1≤i≤n i.i.d. from another distribution π′ on k × k matrices with spectral norm at most
1 and Epi′X = 0k, and the same result can be easily adapted.
Remark 1.5. Upon taking A = {bij}, k = 1 and π = Uniform{±1}, Definition 1.3 and Theorem 1.4
include as a special case the real symmetric random matrix X ∈ Rn×n with Xij = ǫijbij , where
{bij} are given and ǫij are independent Rademacher random variables for 1 ≤ i ≤ j ≤ n, that is,
P [ǫij = ±1] = 1/2. Since [BvH16] showed that the bound O(σ + σ∗
√
log n) captures the optimal
scaling of E‖X‖ with respect to σ and σ∗
√
log n and is in general unimprovable, this implies the
same for our bound (8) on E‖A⊗(k,pi)‖. However, Theorem 1.4 does not directly imply the bound (4),
since gaussian random variables are not compactly supported.
Besides the k = 1 case, Theorem 1.4 is also interesting with natural choices such as π being the
Haar measure on the orthogonal group O(k) or special orthogonal group SO(k). One particular
application is an estimate on the spectrum of random lifts of graphs, which we discuss below.
1.4 Application: random lifts of graphs
Given an undirected graph G = (V,E) and an integer k ≥ 2, the random k-lift of G, denoted G⊗k, is
obtained by replacing each vertex v ∈ V by k new vertices, and each edge e = (v1, v2) by a random
k × k bipartite matching between the k new vertices corresponding to v1 and those corresponding
to v2. Here “random” refers to a uniform choice on all k! possible bipartite matchings. We denote
A and A⊗k the adjacency matrix of G and G⊗k, respectively.
Previous studies on the k-lifts of graphs, under the setting of fixed G and k → ∞, have re-
vealed many properties of the resulting random graph, such as connectivity [AL02], chromatic
1The proof in Section 2 shows that C = 96
√
2 suffices.
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number [ALM02], edge expansion [AL06] and the existence of perfect matching [LR05]. The spec-
trum of random k-lifts, namely the new spectrum introduced in the lifting process
max
η∈spec(A⊗k)\spec(A)
|η| = ‖A⊗k − EA⊗k‖ (9)
was studied by Friedman [Fri03] via the trace method, who showed that with a random d-regular
graph as the base graph, as k → ∞, (9) is O(d3/4) with high probability. He also conjectured the
tight bound 2
√
d− 1+ o(1). The high probability upper bound on (9) was improved by Linial and
Puder to O(d2/3) in [LP10], then by Lubetzky, Sudakov and Vu [LSV11] to O(
√
d log d) in the case
that the second eigenvalue of the base graph is O(
√
d). Later, Addario-Berry and Griffiths [ABG10]
and Puder [Pud15] proved that (9) is O(
√
d), the latter giving 2
√
d− 1+O(1) as an upper bound.
Since then, various extensions or alternative proofs of the bound on (9) of the scale O(
√
d) (some
under slightly different settings) have been carried out with different combinatorial and probabilistic
techniques, for example, in [FK14, BLM15, Bor15, ACKM17].
We should notice that this line of work adopted the setting that the base graph is taken randomly
over all d-regular graphs on n vertices. In fact, in the case that the base graph is a fixed d-regular
graph, (9) is not always upper bounded by O(
√
d). As a counterexample (see [BvH16], Remark 4.8):
consider G the union of n/s cliques of s vertices each, with no edges between different cliques; here
s = ⌈√log n⌉, and we assume that n/s is an integer for simplicity. Seginer [Seg00] showed that
E‖A⊗2 − EA⊗2‖ ∼
√
log n,
whereas the O(
√
d) bound would incorrectly predict that LHS is O(log1/4(n)).
Another line of work considers a fixed base graph G with maximum degree ∆, without assuming
its regularity or randomness. Making use of matrix concentration, Oliveira [Oli09] obtained a high
probability upper bound of O(
√
∆ log(kn)) on (9). In what follows, we manage to improve the
bound in [Oli09] by removing the multiplicative factor
√
log(kn), replacing it with an additive
factor.
Theorem 1.6. Let A be the adjacency matrix of G = (V,E) with |V | = n and maxdeg(G) = ∆,
and A⊗k be the corresponding random k-lift. Then there exists a universal constant C, such that
E‖A⊗k − EA⊗k‖ ≤ C
(√
∆+
√
log(kn)
)
. (10)
Our bound is essentially O(
√
∆) as long as ∆ & log(kn), i.e. the base graph G is not too sparse. In
that case, Theorem 1.6 gives a generalization of the Friedman bound O(
√
d) with no assumption
on the regularity or randomness of G. The proof of Theorem 1.6 will follow from our main result,
Theorem 1.4.
Notation
In this paper, for positive quantities A and B, A . B and A & B respectively refer to A ≤ CB
and A ≥ CB for some absolute positive constant C. For x ∈ R, ⌈x⌉ denotes the minimum integer
that is larger than or equal to x.
2 Proof of main results
In this section, we carry out the proof of Theorems 1.4 and 1.6. We begin with the following
comparison argument which links A⊗(k,pi) to an auxiliary Wigner matrix. This argument is a
modification of Proposition 2.1 in [BvH16].
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Proposition 2.1. Let Yr be the r × r symmetric matrix with zero diagonal and
Yij =


√
3, w.p.
1
4
− 1√
3
, w.p.
3
4
independently for all 1 ≤ i < j ≤ r. Under the setting of Theorem 1.4, suppose σ∗ ≤ 1, then for
every p ∈ N+ there holds
ETr
[
(A⊗(k,pi))2p
]
≤ kn⌈σ2⌉+ pETr
[
Y 2p
⌈σ2⌉+p
]
.
To carry out the proof of Proposition 2.1, we start with a set of standard notations adopted
from [FK81] and [BvH16]. Following the representation (7), a direct expansion of (A⊗(k,pi))2p yields
ETr
[
(A⊗(k,pi))2p
]
=
∑
u1,u2,...,u2p∈[n]

 2p∏
j=1
Aujuj+1

ETr

 2p∏
j=1
Πujuj+1

 . (11)
Let Gn = ([n], En) be the complete graph on n points. A cycle u1 → u2 → · · · → u2p → u1 of
length 2p, where ui ∈ [n] for all 1 ≤ i ≤ 2p (u2p+1 := u1), is identified as u = (u1, . . . , u2p) ∈ [n]2p.
Since E [Πij ] = 0 for any 1 ≤ i, j ≤ n, in the sum of (11) we only need to consider cycles with each
vertex appearing at least twice.
We call the shape of a cycle u, denoted s(u), a relabeling of the vertices in the order of their
appearance. For example, the shape of u = (4, 7, 2, 7, 9, 4, 5, 4) is (1, 2, 3, 2, 4, 1, 5, 1). The following
set is a collection of all cycles of shapes that contribute to the sum in (11):
S2p := {s(u) : u is a cycle of length 2p with each vertex appearing at least twice}.
For the sake of convenience, we also define the set of cycles with fixed shape and starting point as
Γs,u := {u ∈ [n]2p : s(u) = s, u1 = u}.
The span of a shape s, denoted by m(s), is the largest index in its representation, also the number
of distinct vertices any cycle of shape s visits. A direct observation is m(s) ≤ p+1 for any s ∈ S2p.
Proof of Proposition 2.1. Following the expansion (11) we have
ETr
[
(A⊗(k,pi))2p
]
=
∑
s∈S2p
∑
u∈[n]
∑
u∈Γs,u

 2p∏
j=1
Aujuj+1

ETr

 2p∏
j=1
Πujuj+1


≤ k
∑
s∈S2p
∑
u∈[n]
∑
u∈Γs,u

 2p∏
j=1
|Aujuj+1 |


≤ kn
∑
s∈S2p
σ2(m(s)−1)
(12)
where the first inequality follows from ‖∏2pj=1Πujuj+1‖ ≤ 1 and therefore Tr [∏2pj=1Πujuj+1] ≤ k;
and the second inequality owes to the fact that, under σ∗ ≤ 1, for any u ∈ [n] and s ∈ S2p, Lemma
2.5 in [BvH16] gives ∑
u∈Γs,u

 2p∏
j=1
|Aujuj+1 |

 ≤ σ2(m(s)−1) .
6
Meanwhile, for any positive integer r > p, for the auxiliary random matrix Yr we have
ETr
[
Y 2pr
]
=
∑
u∈[r]2p
ETr

 2p∏
j=1
Yujuj+1


≥
∑
s∈S2p
∑
u∈[r]
∑
u∈Γs,u
ETr

 2p∏
j=1
Yujuj+1


=
∑
s∈S2p
|{u ∈ [r]2p : s(u) = s}| · ETr

 2p∏
j=1
Yujuj+1


≥
∑
s∈S2p
r(r − 1) · · · (r −m(s) + 1) · 1
The last inequality follows from the observation that E[Y mij ] ≥ 1 for all m ≥ 2. Now choosing
r = ⌈σ2⌉+ p, noting that m(s) ≤ p+ 1 for all s ∈ S2p, we have
ETr
[
Y 2p
⌈σ2⌉+p
]
≥ (⌈σ2⌉+ p)
∑
s∈S2p
σ2(m(s)−1). (13)
Comparing (12) with (13) yields the result.
The following lemma gives an upper bound on the moments of the auxiliary random matrix Yr.
Lemma 2.2. For Yr defined in Proposition 2.1, for any positive integer p ≥ 2, there holds
ETr
[
Y 2pr
] ≤ r2(4√3)2p(√r +√2p)2p. (14)
Proof. Let Y ′r be an independent copy of Yr, and denote Zr = Yr − Y ′r . Since EY ′r = 0, by Jensen’s
inequality,
ETr
[
Y 2pr
] ≤ rE‖Yr‖2p = rE‖Yr − EY ′r‖2p ≤ rE‖Zr‖2p ≤ rETr [Z2pr ] . (15)
Here Zr has zero diagonal, and (Zr)ij are i.i.d. for 1 ≤ i < j ≤ r, each with magnitude at most 2
√
3
and zero odd moments. Consider Wr a r × r symmetric matrix such that {(Wr)ij : 1 ≤ i ≤ j ≤ r}
are i.i.d. N (0, 1) random variables. Then for any cycle u ∈ [r]2p,
E

 2p∏
j=1
(Zr)ujuj+1

 ≤ (2√3)2pE

 2p∏
j=1
(Wr)ujuj+1

 . (16)
In fact, both sides of the above equation are zero if some vertex appear exactly once in u; otherwise
LHS ≤ (2√3)2p ≤ RHS. Now following (16) we get
ETr
[
Z2pr
]
=
∑
u∈[r]2p
E

 2p∏
j=1
(Zr)ujuj+1


≤ (2
√
3)2p
∑
u∈[r]2p
E

 2p∏
j=1
(Wr)ujuj+1


= (2
√
3)2p · ETr [W 2pr ]
≤ (2
√
3)2p · rE‖Wr‖2p
≤ (2
√
3)2p · r(2√r + 2
√
2p)2p
(17)
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where the last inequality follows from Lemma 2.2 of [BvH16] (which is proved with Slepian’s lemma
and gaussian concentration). Now combining (15) and (17) gives Lemma 2.2.
Proof of Theorem 1.4. By Proposition 2.1 and Lemma 2.2, assuming σ∗ ≤ 1, we know that for any
positive integer p ≥ 2,
E‖A⊗(k,pi)‖ ≤
(
ETr
[
(A⊗(k,pi))2p
]) 1
2p
≤
(
kn
⌈σ2⌉+ pETr
[
Y 2p
⌈σ2⌉+p
]) 1
2p
≤ 4
√
3
(
kn(⌈σ2⌉+ p)) 12p (√⌈σ2⌉+ p+√2p)
Note that the assumption σ∗ ≤ 1 implies σ2 ≤ n. If kn ≥ 3, for the choice p = ⌈log(kn)⌉ ≥ 2 we
have np + 1 ≤ n ≤ kn for n ≥ 2, thus
(kn(⌈σ2⌉+ p)) 12p ≤ exp
(
log(kn) + log(n+ p)
2p
)
≤ exp
(
p+ log(p) + log(np + 1)
2p
)
≤ exp
(
3
2
)
.
Therefore,
E‖A⊗(k,pi)‖ ≤ 4
√
3e
3
2
(√
⌈σ2⌉+ ⌈log(kn)⌉+
√
2⌈log(kn)⌉
)
≤ 32
(
σ +
√
log(kn) + 2 +
√
2 log(kn) + 2
)
.
Since n ≥ 2 and k ≥ 1, 2 < 3 log 2 ≤ 3 log(kn), so
E‖A⊗(k,pi)‖ ≤ 32
(
σ + 3
√
2 log(kn)
)
.
The remaining case kn < 3 can only happen when n = 2 and k = 1. In this case π is supported on
[−1, 1], and we can directly estimate
E‖A⊗(k,pi)‖ ≤ E‖A⊗(k,pi)‖F ≤ 2 < 96
√
2 log(kn).
The spectral bound of random k-lifts of graphs follows as an immediate corollary.
Proof of Theorem 1.6. Denote Perm(k) the collection of all k × k permutation matrices, and
Gk := {Π− 1
k
Jk : Π ∈ Perm(k)}
where Jk is the k × k matrix with all entries 1. It is easy to verify that ‖X‖ ≤ 1 for any X ∈ Gk.
Moreover, the adjacency matrix A has σ2 ≤ ∆ and σ∗ ≤ 1 by definition. Thus it follows from
Theorem 1.4 that
E‖A⊗k − EA⊗k‖ = E‖A⊗(k,Unif(Gk))‖
≤ 32
(√
∆+ 3
√
2 log(kn)
)
.
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Remark 2.3. In the above proof, we applied Theorem 1.4 on π = Unif(Gk), where Gk is the
centered version of Perm(k). One may expect that, under the setting of Theorem 1.4 without
assuming EpiX = 0k, there still holds
E‖A⊗(k,pi) − EA⊗(k,pi)‖ ≤ C
(
σ + σ∗
√
log(kn)
)
. (18)
Though we do not have a counterexample for (18), we must point out that (18) only follows from
Theorem 1.4 when ‖X − EpiX‖ ≤ 1 for every X ∈ supp(π).
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