ABSTRACT This paper studies a simultaneous wireless information and power transfer multi-input single-output cognitive radio network in which a multi-antenna secondary transmitter sends data streams to multiple single-antenna secondary receivers (SRs) equipped with a power-splitting (PS) structure for information decoding and energy harvesting in the presence of multiple single-antenna primary users (PUs). First, the max-min fair SRs' harvested energy problem is formulated and solved by combining the tight semidefinite relaxation (SDR)-based solution of the transmit power minimization problem with the bisection search method. Second, the balancing problem examines the tradeoff between the worst-user harvested energy at the SR and the interference power at the PU. The proposed solution for this challenging non-convex problem includes two steps. First, the problem with fixed PS ratios is solved using the SDR technique and the tight solution is proved; then, the approximately optimal PS ratios are found using the particle swarm optimization method. Additionally, the closed-form solutions of transmit power minimization and harvested energy maximization problems are derived for the special case where only one SR and one PU are present. Finally, the numerical results demonstrate the effectiveness of the proposed approaches in comparison with two baseline schemes.
I. INTRODUCTION
Recently, the advantages of multi-input multi-output (MIMO) and cognitive radio (CR) techniques have combined to exploit spatial multiplexing and interference cancelation within the same frequency channel from MIMO and channel opportunities for transmission from CR that have provided large system throughput gain [1] - [4] . In an underlay cognitive radio network (CRN), a secondary system can utilize the licensed spectrum of the primary system as long as the interference power caused by the secondary transmitter (ST) to each primary user (PU) is below a prescribed interference threshold [4] . To control the interference with PUs and achieve appropriate quality-of-service (QoS) for the secondary users, a multi-antenna ST may steer the information signal away from the PUs by optimizing beamforming vectors and transmission powers [5] - [7] . Although cognitive radio technology with multi-antenna deployment can partially enhance the spectrum efficiency, the energy scarcity still causes a major bottleneck for the communication services and the long lifetime of users.
Simultaneous wireless information and power transfer (SWIPT), where transmitters can simultaneously provide both data and energy to receivers, has recently become an interesting research area [8] - [12] . Time switching (TS) and power splitting (PS) are two practical designs for SWIPT receivers. In the first structure, a receiver switches its operations over time between energy harvesting (EH) and information decoding (ID). In the second structure, a receiver splits the received signal into two streams, where one stream is used for EH and the other is used for ID. Note that the PS structure operates as the TS structure when it uses the binary splitting power ratios [12] . Thus, we focus on the PS structure because it is more general and provides better rate-energy tradeoffs than the TS structure does [9] , [12] .
A. RELATED WORKS
We first consider prior works which considered the conventional broadcast SWIPT system without cognitive radio constraints. Yue et al. [11] considered multiuser MIMO SWIPT system where some receivers harvest energy while the others decode information at the same time, and considered the precoding for maximizing the sum-rate subject to the energy requirement of the individual EH user and the total power constraint of the BS. For multiuser downlink beamforming system with PS SWIPT and broadcast MISO, [12] investigated the transmit power minimization problem under the constraints of minimum required SINR and harvested energy. This problem was easily solved by using SDR technique and converting to SDP problem. Interestingly, the optimal solutions were proved to be tight by KarushKuhn-Tucker (KKT) optimality conditions. The transmit power minimization problem in broadcast SWIPT system was extended to multi-antenna receivers in [13] where alternating optimization and SDR technique were combined under the mean-square-error (MSE) and energy harvesting constraints. In the same system with [12] , [14] jointly optimized zero-forcing beamforming and power-splitting ratios for the energy efficiency problem solved by Lagrangian relaxation technique. Moreover, [15] , [16] optimized the robust minimum transmit power problem under the imperfect channel side information (CSI). Reference [17] considered the maximization of minimum harvested energy among EH users with second-order cone program (SOCP)-based iterative algorithm where it may not be extended to SWIPT cognitive radio networks. In addition, [18] investigated the similar maxmin harvested energy problem where it was focusing on the robustness of imperfect CSI. The SDP-based solution was proposed, but the satisfaction of important rank-1 constraints was not proved. Therefore, the global optimal solution was not derived and the randomization technique is needed to find the approximate solution.
Next, we consider the related works in conventional multiuser MISO CRNs without SWIPT. References [5] - [7] studied the multi-antenna problems with single/multiple secondary receivers (SRs) and single/multiple primary receivers (PUs). Reference [6] studied the multicast MISO cognitive radio network where single data stream is transmitted from secondary transmitter to group of secondary receivers in the presence of multiple single-antenna primary users. Reference [5] studies single link cognitive MIMO network where one secondary transmitter sent data to one secondary receiver under the constraints of multi-antenna primary users. Related to our proposed scenario, MISO broadcast cognitive network is investigated in [7] where a multipleantenna secondary transmitter sent multiple data streams to multiple single-antenna receivers subject to the interference to primary users. In [7] , the max-min SINR problem is solved by combining bisection search method and SOCP feasibility problem. However, we cannot apply the SOCP easibility problem for the extension to SWIPT system with the constraints of required harvested energy.
At last, we consider some related works in MISO CRNs with SWIPT. Reference [10] considered the multi-objective optimization problem with conflicting system design objectives, such as total transmit power minimization, energy harvesting efficiency and interference power leakage-to-transmit power ratio minimization. Reference [19] studied the cooperation between primary and secondary systems, and [20] studied the max-min fair harvested energy problem. In addition, [21] investigated robust transmit power minimization. However, the above related papers on SWIPT CRNs only considered problems with single transmitter and single information receiver, i.e., only one beamforming vector variable for data transmission in the optimization problems. In the recent paper [22] , the minimization of transmit power in multi-user cognitive scenario is investigated that is considered as an extension of problem in multi-user SWIPT scenario [12] . However, the other important criteria such as harvested energy balance of secondary users or the tradeoff between harvested energy and amount of interference to primary users in multi-user SWIPT CRNs have not been studied so far.
B. MAIN CONTRIBUTIONS
With the above motivations, we in the paper consider a novel multi-user MISO CRN with PS SWIPT in which one secondary transmitter (ST) equipped multi-antenna sends data to multiple single-antenna secondary receivers (SRs) receiving both information and energy simultaneously by power-splitting structure while multiple single-antenna primary users (PUs) are operating simultaneously. The new important criteria such as the fairness of users' harvested energy, or the tradeoff between primary and secondary networks have not been existed in conventional multiuser CRNs. Thus, we investigate these problems in a novel cognitive radio network with SWIPT where secondary receivers have the power-splitting structure. In addition to the solutions by numerical solver, the closed-form solutions are derived for the special cases of single SR and single PU. The main contributions of this paper are summarized as follows:
• The max-min fair harvested energy problem is studied under the constraints of the limited transmission power at the ST, required SINR at the SRs, and interference threshold at the PUs. To address the formulated problem, we propose an algorithm by combining the transmit power minimization (TPM) problem with the bisection search method. Unlike [18] , the proposed optimal solution is proved to be tight for semidefinite relaxation (SDR) technique, and thus the randomization algorithm to obtain an approximate solution is not needed.
• The worst-user harvested energy-interference power tradeoff problem is also studied under the constraints of limited transmit power at the ST, and the required SINR at the SRs. This problem is a non-convex and challenging problem due to not only the coupling between beamforming vectors and PS ratios but also multi-objective optimization. The proposed solution includes two steps. First, the SDR technique is applied and the tight solution is proved for the problem with fixed PS ratios. Then, the approximate optimal PS ratios are determined through the particle swarm optimization (PSO) method, which has low computational complexity compared to the exhaustive search method.
• In the special case of a single SR and a single PU, the closed-form solutions are derived for transmit power minimization and harvested energy maximization problems. Moreover, the numerical simulations of the proposed works are compared with those of two baseline schemes, the zero-forcing beamforming and the equal PS ratios. The rest of this paper proceeds as follows. The system model is described in Section II. The max-min fair harvested energy problem, and worst-user harvested energyinterference power tradeoff problem in a multiuser MISO CRN with power-splitting SWIPT are formulated and solved in Section III. The special cases with a single SR and a single PU are investigated in Section IV. The simulation results are provided for a performance comparison in Section V. Finally, conclusions are presented in Section VI.
Notations: Boldface lowercase and uppercase letters denote vectors and matrices, respectively. A H , Tr (A), and rank (A) denote the conjugate transpose, trace, and rank of matrix A, respectively. By A 0 or A 0, we mean that matrix A is positive semidefinite or positive definite, respectively. · denotes the Euclidean norm of a complex vector, while | · | denotes the absolute value of a complex scalar. C m×n denotes the space of m × n complex matrices. The distribution of a circularly symmetric complex Gaussian (CSCG) random variable with mean µ and variance σ 2 is denoted by CN µ, σ 2 , and '∼' stands for ''distributed as''. Finally, I denotes the identity matrix with appropriate size. The unit-norm vector of a vector x is denoted aŝ x = x/ x . x denotes the smallest integer greater than or equal to x. 
II. SYSTEM MODEL
We consider a multi-user MISO SWIPT cognitive radio system including one ST, M SRs, denoted as SR 1 , ..., SR M , and L PUs, denoted as PU 1 , ..., PU L , as shown in Fig. 1(a) .
The ST equipped with N > 1 antennas simultaneously sends M information messages to M single-antenna SRs on the same band as the PU transmission in the presence of L singleantenna PUs. The baseband equivalent channels from the ST to SR i , and PU l are denoted as h i ∈ C N ×1 and g l ∈ C N ×1 , respectively. We assume that the ST knows these channel vectors perfectly, where the elements are independent and identically distributed (i.i.d) circularly symmetric complex Gaussian (CSCG) variables.
In practice, the secondary transmitter (ST) can obtain the channel side information (CSI) vectors from the ST to the SRs by using the classical channel estimation method where firstly the ST sends pilots and then receives the feedback of channel estimations from the SRs. Moreover, when there exists a cooperation between primary and secondary systems, the ST can receive the channel estimation from the PU directly by some pilot signals from primary system or indirectly through a band manager [19] . Otherwise, the ST can achieve the channel information by periodically sensing the signal transmitted from the PU when primary system uses time-division duplex (TDD) in transmission. Furthermore, we assume that all transmission channels are in a quasi-static frequency-flat fading environment such that all channel gains remain constant within the coherence time of the secondary network.
The complex baseband transmitted signal at the ST can be
w i s i where s i ∈ C is the informationbearing symbol intended for SR i with E |s i | 2 = 1, w i ∈ C N ×1 is the corresponding precoding beamforming vector.
The average transmit power is expressed as
The received baseband signal at SR i is expressed as
where n i ∼ CN 0, σ 2 i is the additive antenna noise at SR i . In this paper, we assume that the SRs can simultaneously process information decoding and energy harvesting from received signals under the PS scheme shown in Fig.1 
(b).
With this PS structure, SR i divides the received signal into two parts, where one part with power ratio θ i ∈ (0, 1) is used for ID, and the other with power ratio (1 − θ i ) is used for EH. As seen in Fig. 1(b) , the received signal at the ID is
is the additive circuit noise introduced by the ID of SR i . Then, the SINR at SR i is expressed as
Also, the received signal at the EH of SR i is r i,EH = √ 1 − θ i r i . Thus, the power harvested by the EH of SR i is VOLUME 5, 2017
given by
In addition, the matrix variable W i with W i = w i w H i can be expressed equivalently as W i 0 and rank
Then, we can rewrite problem (5) in the equivalent form:
where t is a real-valued slack variable. This problem is still non-convex because of constraints (6b) and (6g). Specifically, the constraint (6b) is challenging because we cannot move (1 − θ i ) to the right side in order to obtain a convex function like the power minimization problem in [12] . We note that the function Tr (AX) is linear (i.e., both convex and concave) in X with A 0 and X 0. In addition, the function
is convex for the variable θ i with 0 < θ i < 1. Therefore, the constraint functions in (6c), (6d), (6e) are convex in terms of variables {W i , θ i }. The equality constraint functions rank (W i ) , ∀i in (6g) are not affine functions. Thus the optimization problem (6) is not convex according to [25, Definition (4.15) ].
Fortunately, the idea of SINR balancing problem solution (P4) in Section CR MIMO-BC [7] inspired us to note that the problem (6) is connected to the transmit power minimization problem (7) as follows. Let t * denote be the optimal value of (6). For a given t, we can check that the problem (6) is feasible by solving the transmit power minimization problem (7), which is expressed as:
subject to: (6b), (6d), (6e), (6f), (6g), and (6h). (7b) The problem (7) is an extension of transmit power minimization problem in Section IV [12] by adding the interference constraints of PUs (6e). Thus, we can obtain the optimal solution of problem (7) according to SDR technique as like the approach in [12] . We first remove the rank-1 constraints (6g) in the problem (7) to obtain the SDP problem called as (7)-SDR and achieve the optimal solution of problem (7)-SDR by numerical solver such as Matlab's CVX [26] . Then, the Karush-Kuhn-Tucker (KKT) optimality conditions are exploited to prove that the solution of (7)-SDR satisfies the rank-1 constraints, so the solution of (7)-SDR also the optimal solution of the probem (7). We refer the rank-1 proof to Appendix C [12] . It is important to note that the addition of interference constraints (6e) does not affect the proof of rank-1 solution in Appendix C [12] . Then, if P (t) satisfies P (t) ≤ P max , it means that the problem (6) is feasible. It follows t ≤ t * . Otherwise, t must satisfy t > t * . From this fact, the optimal value of the problem (6), t * , can be found through the combination of solving the transmit minimization problem (7) and the bisection search method in [25] . The bisection search is to start with the interval (t min , t max ) containing the optimal value of t * . We solve problem the (7) at the midpoint of t, t = (t min + t max ) /2. Then we determine whether the optimal value t * is in the interval (t min , t] or (t, t max ), and appropriately update the interval. This procedure will be repeated until when (t max − t min ) is smaller than tolerance value. Note that we simply choose t min = 0 and t max = P max for the initial values where t * ∈ (t min , t max ). (7) and bisection search to solve problem (6).
The proposed algorithm to solve problem (6) is described in Table 1 . The bisection search algorithm requires exactly log 2
iterations [25] before terminating. Each step has to solve the problem (7) with a computational com-
where O (·) is the big-O notation and ζ = 2.22 × 10 −16 1/2 is the CVX standard tolerance [26] . Therefore, the proposed algorithm using the bisection method and the solution of problem (6) has the computational complexity of O log 2
We next consider the two baseline schemes based on zero-forcing beamforming (ZFBF) and equal powersplitting ratios.
1) ZERO-FORCING BEAMFORMING SCHEME
In the ZFBF problem, we choose the weighted vector for the information message to the SR i which are orthogonal to the channels from the ST to the other SR j , ∀j = i, and the PUs, i.e., w i ∈ Null F H i where we define
) be orthonormal basic of the null-space of F H i , i.e., T H i T i = I. Therefore, we can express w i = T i u i where u i ∈ C (N −(M +L−1))×1 and denote U i = u i u H i . Then, we carry out the following manipulations:
The transmit power minimization problem (6) with ZFBF scheme can be transformed as follows:
The optimal solution of this problem is considered as baseline scheme to compare with problem (6).
2) EQUAL POWER-SPLITTING (EPS) SCHEME
We derive EPS problem since we just set the power-splitting ratios, θ i = 0.5, ∀i, i.e., a half reveived power for information decoding and a half for energy harvesting, in the max-min fair harvested energy problem (5). Then we solve it, similarly to case of general problem (6) , and also consider it as a baseline scheme.
B. WORST-USER HARVESTED ENERGY-INTERFERENCE POWER TRADEOFF PROBLEM
In the proposed cognitive radio scenario, there is a conflict between the energy harvesting at the SRs and the interference power at the PUs. We definitely want to simultaneously maximize the harvested energy of the SUs and minimize the interference caused with the PUs. Therefore, this problem considers the tradeoff between the SUs' harvested energy and the PU's interference power and is formulated as follows:
where the values of π i , i = 1, 2 are positive weights that specify the priority of each objective. i > 0, i = 1, 2 are constants used for balancing the values of harvested energy and interference power. This problem is considered to be a multi-objective optimization problem with two conflicting objectives: the max-min of the SUs' harvested energy and the min-max of the PU's interference power. Using similar techniques as for the above problems, we can rewrite the optimization problem as follows:
Tr
where t k , k = 1, 2, are real-valued slack variables. This problem is non-convex because there are not only a couple of beamforming vectors and power splitting ratios, but also the new slack variables. We do not obtain the convex function by moving (1 − θ i ) to the right side in the harvested energy constraints. Also, the bisection search cannot apply as it does for problem (9) because the objective function depends on both t 1 and t 2 .
1) SOLVE (9) WITH THE FIXED POWER-SPLITTING RATIOS
To solve problem (9), we first fix the power-splitting ratios {θ i }, then consider the optimization problem with the other variables. We recast the objective function in (9a) as
First, we solve the problem with the fixed power splitting ratios {θ i } as follows:
subject to (9b), (9c), (9d), (9e), (9f), (9g), and (9h). (10b)
Using the SDR technique, we consider the problem (10)-SDR, where we remove the rank-one constraint (9g) in problem (10) . This is a convex optimization problem because the objective and constraint functions are convex.
Lemma 1: Suppose that {W i , t k } are the optimal solutions of problem (10)-SDR. Then, {W i } satisfies rank (W i ) = 1, ∀i.
Proof: Please refer to Appendix A.
2) SOLVE (9) USING THE PARTICLE SWARM OPTIMIZATION METHOD
The optimal PS ratios can be found by using exhaustive search over all possible combinations of {θ i }. However, it takes a long time to run the exhaustive search method due to very high computational complexity. To overcome this difficulty, we propose a PSO-based method [29] , [30] that has low complexity, high convergence speed, and high accuracy in order to find the optimal solutions. We denote T max as the maximum iteration number and S as the number of particles in a swarm. Each particle's position, is a vector of M PS ratios (θ 1 , ..., θ M ). Due to the constraint (9e) in problem (9), it is not satisfied if θ i is too small. Subsequently, we introduce a minimum value for θ i , denoted as θ min . Thus, the search range of each PS ratio is [θ min , 1]. The k-th particle's position, velocity and local optimum position are denoted as x k , v k , and p b,k , respectively. Denote g b as the global best position found by all the particles. Denote f (x k ) as the maximum value obtained by solving problem (10) with the SDR technique when the set of PS ratios is x k . Denote i w as the inertia weight for velocity update, and denote c 1 and c 2 as scaling factors known as the cognitive and social parameters, respectively. In the following, we describe the proposed PSO-based algorithm for problem (9) in Table 2 .
The complexity of the proposed algorithm is based on T max , S, and the computational complexity in solving problem (10)-SDR that has the form of SDP problem. Problem (10)-SDR has M matrix variables of size N × N and (M + L + 1) linear constraints for matrix variables. Thus, the computational complexity of the proposed algorithm is
M N 2 log 1 ζ where ζ is the desired solution accuracy.
IV. SPECIAL CASES A. TRANSMIT POWER MINIMIZATION WITH ONE PU AND ONE SR
In this case, we find the closed-form solution of the optimal beamforming and power splitting ratio, which helps significantly decrease the computational complexity of the power minimization problem. We let w denote a beamforming vector at the ST, and θ denote a power splitting ratio at the SR. The problem can be expressed as follows: 
We carry out some manipulations in constraints (11b) and (11c) to obtain the equivalent form as follows:
Thus, we find the root of the following equation within (0, 1):
We obtain the quadratic equation as follows
We denote the quadratic function on the left side as f (θ). We see that f (0) = −µγ δ 2 < 0 and f (1) = η > 0, so (14) has the only root within (0, 1) as follows
The optimal solution of θ , denoted as θ * , to problem (11) is θ 0 , i.e., θ * = θ 0 , where θ 0 is expressed in (15) .
Proof: Please refer to Appendix B. From Lemma 2, problem (11) is derived as follows:
where
as the projection of h onto the perpendicular space of g. From the definition of h ⊥ , we express h = g H h g ĝ + h ⊥ ĥ ⊥ . Therefore, we can write h = r 1 e jψ 1ĝ + r 2ĥ⊥ , where r 1 = g H h g , r 2 = h ⊥ . We then derive h Hĝ = r 1 e −jψ 1 and h Hĥ ⊥ = r 2 . Inspired by the idea in [5] , we will limit the space to find the solution of problem (16) as described in Lemma 3.
Lemma 3: The optimal beamforming vector should be in the space spanned by g and h ⊥ ; i.e., w * = x ĝ + y ĥ ⊥ , where x , y are complex scalar weights.
Proof: Please refer to Appendix C. We now only search for the optimal beamforming vector in the space spanned byĝ andĥ ⊥ . From the proof in Appendix C, we know that, if w * = x ĝ + y ĥ ⊥ is an optimal vector to problem (16) , then w 0 = x e jψ 1ĝ + y ĥ ⊥ is also an optimal vector. Thus, we will find the optimal vector in the form of w * = xe jψ 1ĝ + yĥ ⊥ where x, y are real and positive. Therefore, problem (16) can then be simplified as follows
Lemma 4: The optimal solution of problem (17) 
B. HARVESTED ENERGY MAXIMIZATION PROBLEM WITH ONE PU AND ONE SR
We consider the harvested energy maximization problem with the constraints of the maximum transmit power at the ST, the required minimum SINR at the SR, and the interference threshold at the PU. The problem is formulated as follows:
Here, we use the definitions of h ⊥ ,ĥ ⊥ ,ĝ, r 1 , ψ 1 , and r 2 like the notations in the special case of the transmit power minimization problem.
First, we consider the problem (19) derived by removing the SINR constraint (18c) in problem (18) as follows:
Problem (19) is similar to [5, eqs. (14) - (16)], and a closedform solution is straightforward using the approach there. From [5, Sec. III.A], we obtainw =xĝ +ỹĥ ⊥ as an optimal vector to problem (19) , wherex andỹ are given as follows:
• If • Otherwise,x = √ ϕ g e jψ 1 andỹ = P max − ϕ g 2 . Therefore, h H w 2 in problem (18) is always smaller than or equal to the value of h Hw 2 . We consider the equation for a variable θ as follows:
Case 1: The vectorw satisfies h Hw 2 > σ 2 γ and a root of (20) ,
, also satisfies 0 < θ 1 < 1.
We consider two cases for the variable θ .
First, in the case of θ 1 ≤ θ < 1, θ 1 is an optimal solution of θ for problem (18) because the objective function (18a) is strictly decreasing with θ .
Second, in the case of 0 < θ < θ 1 , there does not exist a pair (w, θ) which satisfies SINR constraint (18c), because
As a result, the optimal solution of problem (18) is w * =w and θ * = θ 1 .
Case 2:
The vectorw satisfies h Hw 2 > σ 2 γ and a root of (20) 
γ where 0 < θ < 1 ≤ θ 1 , there does not exist a vector w that satisfies SINR constraint (18c). Therefore, problem (18) does not have a solution.
Case 3: The vectorw satisfies h Hw 2 ≤ σ 2 γ , so (20) has no root for θ. We determine that there does not exist a vector w that satisfies SINR constraint (18c), because h Hw 2 is the maximum value of h H w 2 .
In summary, if the vectorw satisfies h Hw 2 > σ 2 γ and θ 1 = (18) is w * =w and θ * = θ 1 . Otherwise, problem (18) does not have an optimal solution.
V. SIMULATION RESULTS
In this section, we present the results of using the Monte Carlo simulation method to evaluate the performance of our proposed solutions in a multiuser SWIPT cognitive radio network. The main parameters for the simulations were as follows: the number of SRs, M = 4; the number of PUs, L = 3; and all SRs have the same set of parameters, i.e.,
In addition, we set µ = 0.5, σ 2 = −70dBm, and δ 2 = −60dBm in all simulations. The ST is equipped with antennas, unless stated otherwise. It is reasonable to consider that the distances from the SRs to the ST are shorter than those of the PUs because the SRs try to harvest energy from the RF signal of the ST. We assume that the channels from the ST to the PUs are Rayleigh fading and the power attenuations of these channels are identical and equal to 60dB. Moreover, the line-of-sight (LOS) signal is dominant in short distances, so Rician fading is used to model the channels from the ST to the SRs [12] , [31] with the power attenuations of 40dB. Thus, the channel vector is expressed as
where K R is the Rician factor set to 5dB, h LOS i denotes the LOS deterministic component, and h NLOS i denotes the Rayleigh fading component with each element being a circularly symmetric complex Gaussian random variable with zero mean and covariance −40dB. With the far-field uniform linear antenna array model [32] , the LOS component is given as We present two baseline schemes based on zero-forcing beamforming (ZFBF) and equal power splitting (EPS) ratios to compare them with the proposed solutions. In the ZFBF scheme, the beamforming vectors w i , ∀i, are orthogonal to all channels h j , ∀j = i, i.e., the multiuser interferences are completely cancelled out. In the EPS scheme, the SRs equally split received power for ID and EH, i.e., θ i = 0.5, ∀i. Thus, the optimized variables are only the beamforming vectors in this scheme. Figure 2 presents the minimum harvested energy of the SRs versus the minimum required SINR, where the transmit power at the ST is limited to P max = 30dBm and the interference threshold at the PUs ϕ = −60dBm. The bisection-based algorithm in Table 1 is used to find the max-min fair harvested energy of the SRs with initial parameters t min = 0 and t max = P max . We see that, for all solutions except ZFBF scheme, the harvested energy decreases with increasing values of required SINR because the SRs have to split more power for the information decoder to satisfy the SINR constraint. The results of ZFBF scheme is unchanged to the SINR value because it easily obtains the SINR constraints (6d) with small variances of antenna and processing noises. Moreover, the harvested energy of the optimal solution is higher than those of the ZFBF and EPS solutions and lower than that of the No-PUs case. Figure 3 presents the minimum harvested energy of the SRs versus the interference threshold, where the transmit power at the ST is limited to P max = 30dBm and the minimum required SINR is γ = 15dB. We see that, for all solutions, the minimum harvested energies of the SRs increase with increasing interference threshold of the PUs because the beamforming vectors become more flexible in finding the optimal direction. Figure 4 presents the minimum harvested energy of the SRs versus the number of antennas, where the transmit power at the ST is limited to P max = 30dBm, the minimum required SINR is γ = 15dB, and the interference threshold is ϕ = −60dBm. We observe that the minimum harvested energy increases with an increasing number of antennas because extra degrees of freedom can be exploited for power transfer when the ST has more antennas. Figure 5 presents the convergence behavior of the objective function over an iteration index in particle swarm optimization-based proposed algorithm in Table 2 for a random channel realization, when π 1 = 1 and π 2 = 1, SINR = 5, 10, 15, and 20 (dB). It can be observed that the objective tradeoff function always increases as property of particle swarm optimization algorithm. Furthermore, we choose T max very large, e.g., T max = 1000, at first. After then, we perform numerical simulations many times and evaluate the convergence. Then, it was observed that the objective function is quickly convergent within about than VOLUME 5, 2017 40 iterations as like Figure 5 . As a result, it is reasonable to set the maximum iteration number to T max = 40 which seems enough to be convergent. In addition to the value of T max , the simulation parameters for PSO method are set as follows, based on [29, Sec. IV] and [34, Sec. 4] : the inertia weight for velocity update i w = 0.7, the scaling factors c 1 = 1.494 and c 2 = 1.494, where these values frequently provide good convergence behavior. Moreover, we set the swarm size to S = 10 and the low value of θ i is θ low = 10 −3 . We also observe that the convergent value of the objective function decreases with increasing required SINR. The reason for this is that the secondary receivers have to share more energy for information decoding to satisfy the high required SINR. Figure 6 presents the trade-off between worst-user harvested energy at the secondary receivers and the worst-user interference power at the primary users, where SINR = 10, and 15 (dB). Because the value of the harvested energy is much larger than the interference power, we set C 1 = 1, C 2 = 10 −2 to emphasize the results of decreasing interference with the primary users. The Pareto optimal set is obtained by solving problem (8) , where π 1 = 1 and π 2 is varied in two intervals, [0.1 : 0.1 : 1] and [2 : 1 : 10]. It can be observed from figure 6 that the maximum interference power increases with the minimum harvested energy. This finding confirms that minimizing the harvested energy of the secondary receivers and maximizing the interference power of the primary users are conflicting objectives. Moreover, the harvested energy significantly increases when the SINR decreases, because the secondary receivers have to share more energy for energy harvesting.
A. MAX-MIN FAIR HARVESTED ENERGY PROBLEM

B. WORST-USER HARVESTED ENERGY-INTERFERENCE POWER TRADEOFF PROBLEM
VI. CONCLUSION
In this paper, we have considered a number of important design scenarios for the broadcast multi-input singleoutput cognitive radio network with power-splitting simultaneous wireless information and power transfer. The max-min fair harvested energy and worst-user energy harvesting-interference power tradeoff problems are formulated under the constraints of the limited transmit power at the secondary transmitter, the minimum required harvested energy, the minimum required SINR at the secondary receivers, and the interference threshold at the primary users. The proposed solutions are based on combining the semidefinite relaxation technique with the bisection search and the particle swarm optimization methods. For the special case with a single SR and a single PU, we achieved the closed-form solutions for the transmit power minimization and harvested energy maximization problems.
One of the limitations is that the computational complexity of SDR method becomes very high when the number of antennas is large where exploiting large-scale antenna arrays at secondary transmitter is a key technique for 5G. Another is the assumption on the perfect CSI that is difficult to obtain in practical system. Therefore, our future works will investigate solutions for practical and general scenarios in which the CSI of the channels from the secondary transmitter to the secondary receivers and primary users is imperfect and the primary and secondary receivers are equipped multiple antennas. In addition, the other scenarios in power-splitting SWIPT cognitive radio network such as weighted sum-rate maximization, weighted sum harvested energy maximization may be interesting directions for future works. Finally, the low complexity solution for large-scale system should be worthy of considering in the future.
APPENDIX
A. PROOF OF LEMMA 1
The idea for proving Lemma 1 is to use Karush-KuhnTucker (KKT) optimality conditions. The Lagrangian function of problem (10)-SDR is written as
Tr H i W j + σ
where α i ≥ 0, ∀i, β i ≥ 0, ∀i, ξ ≥ 0, λ l ≥ 0, ∀l, and E i 0, ∀i, are the dual variables associated with the constraints (9b), (9c), (9d), (9e) and (9f), respectively. The KKT optimality conditions related to the proof are given by
where (22) and (23) are derived from ∇ W i L = 0 and Tr (E i W i ) = 0 with E i , W i 0, respectively. Furthermore, I ∈ C N ×N is an identity matrix. From (22), we have
Now, we prove that ξ > 0 by contradiction. Suppose that ξ = 0, we denote 
y
Due to E i 0 and (28), we obtain the following equation:
Since the transmission channels h i , g l , ∀i, l, are independent, we can assume that h i / ∈ Range (D i ). Thus, we derive h H i L i = 0, which opposes (29) . As a result, we can achieve ξ > 0. In addition, since G l 0, we obtain
Similarly, we use the above analysis to obtain θ * = θ 0 . Thus, Lemma 2 is completely proven.
