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Abstract Theory and molecular modeling play an
increasingly important role in complementing the experi-
mental findings and supporting the interpretation of the
data. Owing to the increase in computational power com-
bined with the development of more efficient methods,
computer simulations and modeling have emerged as pri-
mary ingredients of modern scientific inquiry. Here, we
introduce the methods that in our view bring the largest
promises in photosynthesis research, indicate how they
have already contributed, and can in the near future assume
a significant role in this field. Particular emphasis is given
to density functional theory and its combination with
molecular dynamics simulations. We point out the need for
a multi-scale approach in facing the challenging task of
describing processes which cover several orders of mag-
nitude both in the time scale and in the size of the systems
of interest.
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Abbreviations
MD Molecular dynamics
PES Potential energy surface
DFT Density functional theory
CPMD Car–Parrinello molecular dynamics
QM/MM Quantum mechanics/molecular mechanics
Introduction
The modeling and theoretical description of the complex
phenomena involved in photosynthesis constitutes a chal-
lenging task. Ideally, using the quantum-mechanical
dynamical evolution of the system one would be able to
properly describe the phenomena involved in photosyn-
thesis. Of course this is in practice still only a dream, since,
in spite of the considerable progress in computational
power, this program can be carried out only for very small
molecules, but is certainly out of reach for the biological
systems of interest in the context of photosynthesis.
Compromises need to be made, and a clever combination
of different approaches with different level of approxima-
tions, as well as a proper use of experimental input, appears
to be the best strategy so far.
For the sake of clarity, we can distinguish between
phenomenological semi-microscopic or macroscopic theo-
ries and microscopic models which take explicitly into
account the atomistic details of the system.
Phenomenological theories
In phenomenological semi-microscopic or macroscopic
approaches, the system is described by an effective Hamil-
tonian containing several parameters. For example, in theory
of exciton coupling and excitation energy transfer in pig-
ment–protein complexes (see e.g., Renger and Holzwarth
2008; Renger 2009 in this issue) the effective Hamiltonian
contains the local transition energies of the pigments, optical
transition dipole moments, and the excitonic couplings.
These quantities need to be either derived from experimental
data or, if these are not available, estimated by using a
quantum-mechanical microscopic approach taking into
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account the specific structural details of the photosynthetic
system of interest. Therefore, the two level of theoretical
description mentioned above are actually interconnected.
First-principles quantum-mechanical approaches (DFT,
TD-DFT)
The microscopic calculation of these parameters by the
first-principles quantum-mechanical approach is by itself a
difficult task because one needs to take into account the
complex pigment–pigment and pigment–protein interac-
tions. Accurate highly correlated wavefunction-based
methods such as coupled cluster or the complete-active-
space self-consistent-field (CASSCF) approach (see e.g.,
Cramer 2002) are computationally very expensive and can
hardly deal with the large molecular models of interest in
this context. Therefore, the quantum chemical method that
is most widely used in applications related to biological
systems or large molecular complexes is density functional
theory (DFT) (see e.g., Dreizler and Gross 1990). The
central quantity in DFT is the electron density, which
depends only on three spatial coordinates. This constitutes
an enormous simplification when compared to the many-
electron wavefunction, which depends on all electronic
coordinates and whose complexity thus increases with the
size of the system. The approximations in DFT are con-
tained in the exchange-correlation functional, and the
development of more accurate functional is a topic of
current research (Gruning et al. 2004). DFT is a valuable
tool to complement experimental investigations and even
to predict, with a reasonable accuracy, many molecular
properties such as geometries, reaction mechanisms, and
spectroscopic properties (Wawrzyniak et al. 2008; Alia
et al. 2009; Ganapathy et al. 2009a, b). An account on DFT
and its applications to photosynthesis is presented in this
issue by Orio et al. With the current computational power
it has become feasible to treat systems containing several
hundred of atoms and with accuracies comparable to more
expensive wavefunction-based correlated methods. How-
ever, the intrinsically single-determinant nature of DFT
poses some problems in the treatment of open-shell sys-
tems and particularly of multinuclear transition metal
complexes, such as those involved in the catalytic water
oxidation reactions (Rossmeisl et al. 2005; Siegbahn 2008;
Lubitz et al. 2008; Herrmann et al. 2009).
DFT within the Hohenberg–Kohn formulation (Hohen-
berg and Kohn 1964) is designed for the electronic ground-
state. In photosynthesis research it is desirable to have a
theory that can describe both the optical properties and
photo-induced processes. An accurate description of the
electronic excited states is an extremely challenging
problem in modern quantum chemistry (see e.g., Filippi
et al. 2009). A generalization of DFT in the case of a time-
dependent external field has been formulated by Runge and
Gross (1984). Within time-dependent DFT (TD-DFT) it is
possible to compute properties like polarizabilities and
excitation energies through a linear density response of the
system. In spite of some known shortcomings of TD-DFT,
such as a poor description of excited states with strong
charge transfer character, this approach can be applied to
large molecular complexes and provides a useful tool to
interpret and complement experimental optical data. As an
example, a recent TD-DFT study by Neugebauer (2008)
has addressed the issue of the environmental effects on the
excitation energies and photophysical properties of LH2
complexes (see also Orio et al. in this issue).
Molecular dynamics
Usually electronic structure calculations are performed on
a fixed nuclear configuration (geometrical structure) within
the Born–Oppenheimer approximation (see e.g., Atkins
and Friedman 2005). By using the forces evaluated for that
particular geometry, it is possible to find stationary states,
minima, and saddle points, on the potential energy surface
(PES). In general however, it would be desirable to include
explicitly dynamical effects due to the nuclear motion at
finite temperature and to obtain free energy surfaces along
a specific reaction coordinate. This aim can be achieved by
Molecular Dynamics (MD) simulations that represent a
powerful tool to treat explicitly the atomic motion of a
pigment–protein complex at realistic thermodynamic con-
ditions and including solvent effects (Frenkel and Smit
1996). In this approach, the Newtonian equations of motion
are solved numerically by evolving in time the positions
and velocities of each particle by a very small time interval
Dt at each MD step. Typical values of the time step Dt are
of the order of 1 fs.
The PES, which is used to derive the atomic forces, is
usually written in a simple functional form containing
bonded terms, such as stretching, bending, and torsional
energy, and non-bonded terms, most importantly electro-
static and van der Waals interactions. All these contribu-
tions to the total energy contain a number of empirical
parameters that need to be predefined and that characterize
a particular force field. Some of the most commonly used
force fields for biomolecules are the AMBER and
CHARMM force fields. MD simulations based on empiri-
cal force fields are widely used to study structure–function
relationship in proteins with known crystal structures (see,
e.g., Warshel 1991; Kosztin and Schulten 2008). This
numerical technique has been applied to study the reorga-
nization energy of the initial electron-transfer step in
photosynthetic bacterial reaction centers (BRC) (Parson
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et al. 1998; Parson and Warshel 2008). The MD trajecto-
ries can be also used in combination with quantum chem-
ical methods for predicting and characterizing charge
transfer processes and optical properties (Damjanovic et al.
2002). For a review on successful applications and limi-
tations of MD simulations for biochemical reactions, we
refer to Warshel and Parson 2001. The use of an empirical
force field for the PES allows for the dynamical simulation
of rather large systems up to a million atoms and to explore
time scales of the order of 100 ns (Klein and Shinoda
2008). Moreover atomistic simulations can be used to
estimate parameters needed in so-called coarse-grain
models or macroscopic theory.
Ab initio MD
One crucial limitation of MD simulations lies in the use of a
predefined PES which is based on the knowledge of the
molecular structure and bonding pattern. This assumption
implies that processes, such as chemical bond breaking and
formation, which may occur during the dynamical evolution
of the system, cannot be described in this context. More-
over, the derivation of appropriate force fields for transition
metal complexes such as the one involved in the catalytic
water oxidation reaction in photosystem II is a very chal-
lenging task. It is clear that a proper quantum-mechanical
(QM) description of the PES is needed if one wants to
describe the chemical reactions relevant to photosynthesis.
This can be done within the Born–Oppenheimer approxi-
mation by solving the electronic Schro¨dinger equation on
the fly, i.e., for each nuclear configuration explored along
the MD trajectory. This scheme can be defined by the
coupled equations:
MI
d2RI
dt2
¼ rI W0 He W0jjh i ð1Þ
HeW0 ¼ E0W0 ð2Þ
Equation 1 is the Newton’s second law of motion for the
nucleus I with mass MI and position RI. The force that
appears on the right-hand side of Eq. 1 is obtained by cal-
culating the gradient (rI) of the total energy with respect to
the nuclear position RI. The total energy is in turn obtained
as the expectation value of the electronic Hamiltonian He,
which depends parametrically on the nuclear positions RI.
The Hamiltonian He includes also the nuclei–nuclei repul-
sion term. Equation 2 is the electronic Schro¨dinger equa-
tion, where W0 and E0 are the ground-state electronic
wavefunction and energy, respectively. The first-principles
molecular dynamics approach derived from these equations,
implicitly assumes (i) the Born–Oppenheimer approxima-
tion that allows us to separate the electronic and the nuclear
dynamics, (ii) the classical approximation for the nuclear
motion. An efficient scheme to solve Eqs. 1 and 2 has been
developed in 1985 in what is now usually called the Car–
Parrinello molecular dynamics method (CPMD) (Car and
Parrinello 1985). This approach is based on an efficient
algorithm for solving the Schro¨dinger equation, and it takes
advantage of the continuity of the dynamical trajectories in
order to compute with a minimum computational effort the
new electronic ground-state after each atomic step in the
trajectory. In the CPMD method, DFT is generally used for
computing the electronic ground-state energy. Though DFT
is not necessarily the only possible choice (the same for-
malism can in fact be developed using, e.g., the Hartree–
Fock approximation for the electrons), it is the most con-
venient one for the advantageous scaling property and
accuracy of DFT. In the CPMD method therefore no
empirical parameter is required for the PES and the only
input required in the simulation is essentially the atomic
number of the atomic constituents.
The use of the first-principles PES has several advan-
tages over the empirical potentials: (i) the PES is fully
transferable, i.e., it can be used for a cluster as well as for
an extended system in different condensed phases without
the need for re-parameterization; (ii) chemical reactions
can be simulated since bond breaking and forming are
allowed by the rearrangement of the electronic density
along the trajectory; (iii) increased predictive power of the
simulation. Of course the price of using the first-principles
PES is a much larger computational cost of the simulation.
At present, CPMD simulations can handle systems con-
sisting of a few hundred atoms, and can follow the tra-
jectory for a time of the order of 10 ps.
QM/MM methods
The processes of interest in natural photosynthesis are
characterized by very large pigment–protein complexes
containing many thousands atoms and span several orders
of magnitude in the time scale (from ps to ms or more).
Therefore, in spite of the considerable progress done in
first-principles calculations and in particular in DFT-based
methods, we still need to develop novel multiscale methods
combining different approaches with different accuracies
and computational cost, which may be able to deal with
these challenging questions.
A first step in this direction is realized by hybrid
quantum mechanics–molecular mechanics (QM/MM)
approaches where a quantum mechanics calculation is
embedded in a classical molecular mechanics model of the
environment. In the QM/MM scheme, we can incorporate
in the simulation the environmental effects at an atomistic
level, such as mechanical constraints, electrostatic
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perturbations, and dielectric screening. The idea of a QM/
MM scheme is not new and the first published example
appeared already more than thirty years ago (Warshel and
Levitt 1976). However, in the last few years this subject
has developed very rapidly and different implementations
of QM/MM approaches have appeared in the literature. For
recent reviews, see, e.g., Sherwood (2000) and Lin and
Truhlar (2007). The first step in a QM–MM simulation is to
divide the system in two subsystems: One ‘‘inner’’ (usually
small) region which is treated with quantum mechanics
(QM) and an ‘‘outer’’ region which is treated with molec-
ular mechanics (MM). The basis for this separation is that
the region of space where the QM approach is needed is
usually limited to a relatively small region where the
electronic structure changes significantly (bond-making
and bond-breaking processes) during the simulation. For
example, we can consider an enzyme, whose active site is
the region where the chemical reaction takes place and
therefore must be treated with QM. The remainder of the
enzyme is important for maintaining its proper structure,
folding, etc., but can be treated with a classical force field
approach (MM). In the context of photosynthesis an
interesting QM/MM application has recently appeared
describing the catalytic cycle of the oxygen evolving
complex in photosystem II (Sproviero et al. 2008, 2009, in
this issue).
Concluding remarks and outlook
The development of embedding schemes, such as QM/
MM, is particularly promising for the description of the
catalytic reactions both in natural and artificial photosyn-
thesis. The frozen density embedding method is an exam-
ple of a recent QM/QM embedding scheme which appears
very interesting in this context (Neugebauer 2008). Ab
initio MD and QM/MM simulations can be generalized to
electronic excited states provided the excited-state PES can
be predicted with reasonable accuracy. Methods for exci-
ted-state PES such as TD-DFT are quite promising in this
respect, but more applications and accuracy assessment are
needed. It can also be expected in the near future that new
exchange-correlation functionals will be developed to
improve the description of excited states and magnetic
effects in multi-nuclear transition metal complexes (Herr-
mann et al. 2009). Another sector that has recently wit-
nessed a considerable progress is the development of
methods for the prediction of free energy surfaces, such as
the metadynamics approach (Laio and Parrinello 2002). In
conclusion, available theoretical and computational
approaches provide a crucial tool complementary to
experimental data and are able to predict molecular prop-
erties and reaction pathways with fair accuracy, opening
the possibility of in-silico design of novel catalysts. The-
oretical and methodological developments are needed
especially in the direction of multi-scale approaches pos-
sibly combining atomistic with mesoscopic scale
simulations.
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