In this paper a first-order moment method and a Kriging surrogate model are used for optimizations under uncertainty applied to two-bar truss designs and two-dimensional lift-constrained drag minimizations. Given uncertainties in statistically independent, random, normally distributed input variables, the two approaches are used to propagate these uncertainties through the mathematical model and to approximate output statistics of interest. In order to assess the validity of the approximations, the results are compared with full Monte-Carlo simulations. When using first-order moment methods for robust optimizations, first-order sensitivity derivatives appear in the objective function and system constraints. Therefore, second-order sensitivity derivatives are needed for gradient-based optimization approaches. When the Kriging surrogate model is used to calculate the objective function value and system constraints it will be shown that a gradient predictor for the Kriging model can be successfully used for gradient-based optimizations. Both, the Kriging and first-order moment method approaches enable predictions of the mean and variance of quantities of interest while at the same time keeping the computational cost for optimization under uncertainty problems manageable.
I. Introduction and Motivation
Many real-world problems involve input data that is noisy or uncertain, due to measurement or modeling errors, approximate modeling parameters, 1 manufacturing tolerances, 2 in-service wear-and-tear, or simply the unavailability of the information at the time of the decision. 3 These imprecise or unknown inputs are important in the design process and need to be quantified in some fashion. To this end, uncertainty quantification (UQ) has emerged as an important area in modern computational engineering. Today, it is no longer sufficient to predict specific objectives using a particular physical model with deterministic inputs. Rather, a probability distribution function (PDF) or interval bound of the simulation objectives is required depending on whether aleatory or epistemic uncertainties are involved. 4 Probabilistic assessment of uncertainty in computational models consists of three major phases:
5 (i) data assimilation in which the input parameters are characterized (in terms of PDFs or bounds) from observations and physical evidence;
(ii) uncertainty propagation in which the input variabilities are propagated through the mathematical model; and (iii) characterization of the outputs of the numerical simulation in terms of their statistical properties. Arguably, the computationally most expensive part of UQ is the second phase. The simplest approach to obtain the output statistics in response to input uncertainties is the Monte-Carlo (MC) method, 6 in which a large number of independent calculations are computed. MC can even be used for epistemic uncertainties, though the results can only be interpreted with regards to the interval produced on the output functional, with no inferred statistical distribution; however, in many practical cases the number of realizations required is too large and results in prohibitively high computational cost, especially for complex high-fidelity physicsbased simulations.
Thus, the use of surrogate models for UQ has become popular. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] The idea of a surrogate model is to replace expensive function evaluations with an approximate but inexpensive functional representation which can be probed exhaustively if required. Recently, we have developed a gradient and Hessian enhanced co-Kriging approach with a dynamic sample point selection. [18] [19] [20] [21] [22] To address the "curse of dimensionality" whereby the cost of quantifying uncertainty increases rapidly with the number of inputs, we combine two different strategies: first, select only the input parameters that are truly relevant to the simulation outcome through a sensitivity analysis and thus reduce the dimension of the problem at the outset; second, exploit the information gained from sensitivities at reduced additional cost. For example, targeting a single output objective, the computational effort for computing the full gradient is comparable to the effort of computing the objective function itself if adjoint techniques [23] [24] [25] are used. Therefore, as the number of inputs, M , increases, using the output function and its derivative information is appealing, because it provides M + 1 pieces of information for roughly the cost of two function evaluations.
In this paper, I apply the availability of gradient and Hessian information to optimization problems where uncertainty plays an important role, which is considered to be one of the most important open problems in optimization. 26, 27 For demonstration purposes, the input uncertainty is given by independent normally-distributed random variables and the uncertainty only results from these input parameters, i.e. the simulation itself is treated as deterministically certain and internal model error and uncertainty sources are not considered. Ultimately, all of these modeling sources of error and uncertainty should be assessed and considered 28 (sensitivity derivatives can aid in this assessment 29 since the adequacy of a model depends, to some extent, on the modeling parameter values specified as input). Furthermore, only the assessment of everyday operational fluctuations on performance loss is considered in this paper and not the risk assessment of infrequent but catastrophic failure modes. Thus, the performance behavior due to probable fluctuations is the main concern here, that is, the probability near the mean of the PDFs, and not the failure probability which is given by the tails of the PDFs.
The outline of this paper is as follows. Section II describes the moment method and Kriging approach for uncertainty propagation as well as the robust optimization formulation employed in this paper. Section III then applies these concepts to two robust optimization problems; one is concerned with the design of a two-bar truss and the other is an aerodynamic lift-constrained drag minimization problem in transonic flow. Section IV concludes this paper.
II. Optimization Under Uncertainty
If one is only interested in the mean and standard deviation of an objective function, moment methods can be a good choice for propagating uncertainties through the simulation process. 28, 30 Moment methods are based on Taylor series expansions of the original non-linear simulation output f (D) about the mean of the input,D, given standard deviations, σ Dj . The resulting meanf and variance Var f of the simulation output are given to first order (MM1) bȳ
and to second order (MM2) bȳ
Note that in the latter case, a potentially non-linear shift between the mean of the output and the output of the mean is accounted for by the Hessian diagonal elements. On the other hand, the method of moments provides no information on the distribution function of the output and when a complete PDF of the objective function is desired they are not a viable option (but they can easily be replaced by linear or quadratic extrapolation around the mean in conjunction with MC probing). Another and more important restriction of moment methods is the fact that a linear or quadratic representation of the entire design space may simply be not accurate enough. In the latter case, a non-linear MC (NLMC) simulation represents the most straight-forward approach for propagating uncertainties through the mathematical model. However, because the MC approach relies on a large number of repeated simulations, it is most often not practical for use with high-fidelity simulations.
A viable alternative to NLMC simulations is to construct an accurate Kriging surrogate model of the simulation output response to varying inputs which can then be probed exhaustively at relatively low computational cost to characterize the desired output statistics. The details of the construction of the particular Kriging model used in this paper, which can utilize gradient and Hessian information and employs a dynamic sample point selection, is described in previously published papers. [18] [19] [20] [21] [22] The center of the Kriging domain is prescribed by the mean value of the MC samples and the boundary is taken to be two standard deviations away in all input dimensions. This implies that for normally distributed input variables more than 97 % of all MC samples fall within the Kriging domain and the less accurate extrapolation capabilities of the Kriging surrogate model only need to be used for a small fraction of the samples. Since the purpose of this paper is not the accurate prediction of the tail statistics this approach leads to very reasonable results as demonstrated in Section III in direct comparison with NLMC simulations.
A conventional constrained optimization problem for an objective function, J, that is a function of input variables, D, state variables, q(D), and simulation outputs,
Here, the state equation residuals, R, are represented as an equality constraint, and other system constraints, g, are represented as inequality constraints. In the case where the input variables are precisely known, all functions of D are deterministic. However, given uncertainties in D all functions in equation (3) are no longer deterministic. The design variables are now the mean values,D, where all elements ofD are assumed to be statistically independent and normally distributed with standard deviations, σ D . These are reasonable and realistic assumptions for input geometric variables subject to random manufacturing errors, or for input flow conditions subject to random fluctuations, or other such input variables. One could also derive equations for correlated and/or non-normally distributed variables; however, the analysis and resulting equations become more complex 28 and are beyond the scope of this paper. For statistically independent and normally distributed input variables the state equation residual equality constraint, R, can now be deemed satisfied at the mean valuesD andq. The objective function can also be written in terms of mean values and typically also becomes a function of the standard deviation σ f , e.g. for robust optimization objective functions as given by equation (5) . The other constraints can be cast into a probabilistic statement such that the probability that the constraints are satisfied is greater than or equal to a desired or specified probability, P k . This statement can be transformed 31 into a constraint involving mean values and standard deviations (also called moment matching formulation 32 ) and the entire optimization under uncertainty (OUU) problem can be expressed as
where k is the number of standard deviations, σ g , that the constraint g must be displaced in order to achieve P k . A simple way to define an objective function for robust optimization problems is, for example, to linearly combine the mean and variance of the simulation output using some user specified weights w i
One could even treat this as a multi-objective optimization problem [33] [34] [35] and use well-known techniques to determine the Pareto frontier of this robust optimization problem.
For the MM1 approximation given by equation (1) the calculation of the standard deviations σ f and σ g in equation (4) involves first-order sensitivities. Therefore, a gradient-based quasi-Newton optimization will require Hessians to compute the objective function and constraint gradients. Note that for the MM2 approximation, third-order sensitivities would be required for these gradients.
A more accurate estimate of the required means, variances, and standard deviations can be obtained by using a Kriging surrogate method as described above. One disadvantage of the Kriging method is that one has to construct a separate response surface (using several dozen function evaluations) for each simulation output f and system constraint g. This will make this approach computationally more expensive than the MM1 method. Another challenge with this approach is that a quasi-Newton optimizer still needs a gradient at the mean design variable values in order to calculate a direction of improvement. One idea might be to use an approximation of the gradient by using the gradient of the MM1 estimate for the current mean design variable values (which of course still requires gradient and Hessian information). Another, more accurate method, is to use the Kriging model itself to calculate the required gradient. Suppose there are N known sample locations
The Kriging predictor f (D) for an untried design point D is then given as follows:
where I is an N × 1 unit vector and R is an N × N symmetric matrix representing the correlation between the sampled design points. r(D) is a correlation vector between the untried D and N given sample points andμ is given byμ
Using gradient and Hessian information in the construction of the Kriging yields the same expression (6) for the Kriging predictor except that the definitions of I, R, Y and r need to be extended. 20, 36, 37 Note that µ and the vector V are only dependent on the observed or sampled values, and can be calculated at the model fitting stage. Onceμ and V are obtained, the prediction of the unknownf (D) at any untried D only requires recalculating r T (D). The unknown gradient df dDj can now be estimated with the following "gradient predictor":
where dr T dDj can be obtained by differentiating the correlation vector, r(D), in a straightforward manner. If the Kriging is constructed by using gradient information, this derivative is already required during the model fitting stage and is thus readily available. If the Kriging is now sampledÑ times (Ñ large) for inputsD k , k = 1, . . . ,Ñ chosen based on their underlying probability distribution function [in our casẽ D =D + σ D Z with Z ∼ N (0, 1)] the mean of the simulation output,f , can be approximated using the MC method as follows:f
and the derivative can be approximated at the same time with little computational overhead via
Similarly, the variance and its derivative can be approximated as
I will demonstrate in the following section that these approaches can lead to successful robust optimizations.
III. Results
In the following two subsections the OUU framework and solution method as described in the previous section will be applied to two examples. The first involves a two-bar truss design with a known analytic solution for the deterministic problem and the second is a robust lift-constrained drag minimization in steady inviscid flow over a transonic NACA 0012 airfoil.
III.A. Two-bar Truss Design
The objective in this subsection is to design a two-bar truss as shown in Figure 1 . The truss is subject to a load P = 25, 000 lb which causes one of the trusses to be in tension and the other to be in compression. The goal is to minimize the weight, W, of the truss with respect to three design variables (the two areas A 1 Figure 1 . The two-bar truss schematic.
and A 2 as well as the spacing H) and subject to three constraints. The first constraint is that the truss in compression does not buckle and the other ones are that the stresses in each truss should not exceed the yield stress σ y . The trusses are made of steel with the following properties: E = 30 · 10 6 psi, = 0.2836 lb/in 3 , and σ y = 36, 260 psi. The length is L = 5 in and a safety factor is introduced and taken to be F S = 1.5. The problem can be written as
The deterministic analytic minimum is shown in Table 1 with λ i the values of the Lagrange multipliers. Next, a robust optimization problem as given by equation (4) is solved using the following version of equation (5) as objective function
i.e. an equally weighted sum of the mean value of the truss weight and its variance. Assuming standard deviations σ A1 = σ A2 = 0.15 in 2 and σ H = 0.1 in for the statistically independent and normally distributed design variables the results shown in Table 2 are obtained using the quasi-Newton optimizer IPOPT 38 with a BFGS 39-42 update formula and a MM1 approximation for the required means, variances, and standard deviations. The number of required optimization iterations for convergence (norm of gradient less than 10 −6 ) varies between 8 to 14 for all the presented cases. One could make the argument that the safety factor F S = 1.5 is no longer necessary since uncertainties in the truss design are already accounted for. Setting F S equal to one, the results shown in Table 3 are obtained using about 10 optimization iterations in each case. This implies that the weight of the truss can be reduced to 3.95 ± 0.4 (for k = 3) while still having less than one percent probability of violating one of the constraints. A major disadvantage of this approach is that the constraints are actually slightly violated at the optimal solutions because the MM1 method cannot capture non-linearities in the design space. A non-linear MC simulation for k = 3 at the optimal solution as given in Table 3 was performed with one million latin hypercube samples to keep the statistical error low. The results of the MM1 and NLMC predictions are shown in Table 4 . It can be inferred that the mean and variance of the weight are predicted well by MM1, however, the constraints are clearly violated by the optimal solution calculated using MM1. In order to improve the estimates for the means and variances the Kriging method as described in the previous section can be employed. Some numerical experimentation for this case suggested that reasonable results for the means and variances were obtained by using sixty sample points with function values only to construct the Kriging response surfaces (compare with results shown in Table 6 ). Thus, 60 objective function and 180 (three times 60) constraint evaluations are needed to construct the four required Kriging response surfaces at each optimization iteration. Each response surface was then sampled with one million latin hypercube samples to keep the statistical error low. This makes this approach computationally more expensive than the MM1 method which requires only one objective function and three constraint evaluations (plus the corresponding derivative evaluations) per optimization iteration. The robust optimization results obtained with this approach are shown in Table 5 . The number of required optimization iterations for convergence (norm of gradient less than 10 −4 ) increases to about 40 for each presented case. A slight increase in the optimal weights can be observed (e.g.W = 4.07 ± 0.4 for k = 3), but this time the mean and variance predictions match up much better when the Kriging response surfaces and the real objective function as well as constraints are sampled one million times each as shown in Table 6 . Lastly, a comparison of the NLMC, Kriging, and MM1 gradient predictions at the initial point for all optimizations is presented in Table 7 and shows very good agreement between the NLMC and Kriging calculations. The successful robust optimization of this two-bar truss test case encourages the application Table 7 . Comparison of NLMC, Kriging, and MM1 gradient predictions at A1 = A2 = H = 2.0. of the two approaches to a more expensive computational fluid dynamics test case in the next section.
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III.B. Robust Optimization of a Transonic Airfoil
In this subsection the steady inviscid flow over a transonic NACA 0012 airfoil is considered as a flow example which is described in more detail in Mani and Mavriplis. 43, 44 The computational mesh has about 20, 000 triangular elements and the free-stream Mach number is 0.755 with an angle of attack of 1.25 degrees. The non-dimensionalized pressure contours for this flow are shown in Figure 2 leading to a lift and drag coefficient of C l = 0.268 and C d = 0.00521, respectively. In order to perform a robust lift-constrained drag minimization three shape design variables on the upper surface and three on the lower surface which control the magnitude of Hicks-Henne sine bump functions 45 are allowed to vary. The resulting deformation of the mesh is calculated via a linear tension spring analogy.
43, 46
All six shape design variables are assumed to have aleatory uncertainties due to manufacturing tolerances which are modeled with the same normal distributions. A zero mean corresponds to the original NACA 0012 airfoil and the standard deviations are taken to be 0.005. Figure 3 shows the original NACA 0012 airfoil and the airfoils resulting from perturbations of ±0.005. The ability to calculate the gradient and Hessian for this problem and thus the ability to use first and second-order moment methods for uncertainty propagation has already been demonstrated. 47 Recently, we have also shown a robustness analysis of the lift coefficient, C l , for exactly the same flow situation using first and second-order moment methods as well as the Kriging method described in the previous section. 21 In order to assess the quality of the predictions for the mean and variance of the different methods, a NLMC simulation with 3, 000 samples generated using latin hypercube sampling is used to predict the mean and variance of the lift and drag coefficient for the original NACA 0012 airfoil. A summary of these comparisons can be found in Table 8 . Table 8 . Comparison of NLMC, MM1, and Kriging predictions for the original NACA 0012 airfoil at α = 1.25. The Kriging model constructed from 49 sample points only using function values yields reasonable results for a fraction of the cost of a full NLMC simulation. Thus, all the required Kriging response surfaces for the actual optimization runs will be constructed from 49 sample points only using function values. A robust optimization problem as given by equation (4) can be solved by using
as the objective function and a constraint to maintain the original lift coefficient of C l = 0.268. Note that a deterministic lift-constrained drag minimization which maintains the original lift coefficient yields a minimal drag of C d = 0.00153 (down from C d = 0.00521) and the resulting optimal shape is shown on the left side of Figure 4 in black.
A comparison of the NLMC, Kriging, and MM1 gradient predictions for the initial NACA 0012 airfoil is presented in Table 9 and shows good agreement between the NLMC and Kriging calculations. Table 9 . Comparison of NLMC, Kriging, and MM1 gradient predictions for original NACA 0012 airfoil at α = 1.25. Note that the run for k = 3 does not converge since box constraints on the design variables (required to avoid invalid meshes) do not allow the required shape changes to produce a large enoughC l . Evaluating the optimal design obtained for k = 2 by using NLMC with 3000 sample points yieldsC d = 8.69 · 10 −3 , ,C l = 0.599, and σ C l = 0.102, which are both quite different from the MM1 predictions. This shows the non-linearities in the design space. Using the Kriging model for the entire robust optimization as described in Section II yields the results presented in Table 11 (requiring 13 to 27 design iterations). Table 12 a comparison of NLMC, MM1, and Kriging predictions for the original airfoil is presented which demonstrates the quality of the predictions for the mean and variance of the lift and drag coefficients. Table 13 shows a comparison for the gradient predictions and again demonstrates very good agreement between the NLMC and Kriging calculations. Table 13 . Comparison of NLMC, Kriging, and MM1 gradient predictions for original NACA 0012 airfoil at α = 0.75. Using MM1 for the entire OUU yields the results in Table 14 . Each case converged within 20 optimization iterations. Evaluating the optimal design obtained for k = 2 by using NLMC with 3000 sample points yields C d = 2.81 · 10 −3 , σ 2 C d = 2.2 · 10 −6 ,C l = 0.366, and σ C l = 0.096 and shows once again that MM1 cannot handle the non-linearities in the design space. Table 15 (using 11 to 23 design iterations). Evaluating the optimal design obtained for k = 2 by using NLMC with 3000 The original NACA 0012, deterministically optimized, MM1 optimized, and Kriging optimized airfoils are all shown in Figure 4 . One can see small differences in the MM1 and Kriging optimized airfoils, however, the robustly optimized airfoils look very different from the deterministically optimized ones. 
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IV. Conclusions
This paper describes how a first-order moment method and a Kriging surrogate model can be used for optimization under uncertainty problems. Using a gradient-based optimization approach the first-order moment method requires first-and second-order sensitivity derivatives of the objective function and system constraints. The Kriging surrogate model is much better suited to model non-linearities in the design space, however, the computational cost increases significantly. This paper demonstrates that a first-order moment method and a Kriging approach can both lead to successful and computationally manageable optimizations under uncertainty.
