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por su ayuda y compañia. Un agradecimiento especial a la Fundación universidad autónoma




En este trabajo se estudió el problema de valor inicial#
ut  D
α
xux  H uyy   u
pux  0,
up0q  ψ P HspR2q,
(0-1)
para 1 ¤ α ¤ 2, donde H denota la transformada de Hilbert en la primera variable espacial
y Dαx es la α-ésima derivada homogénea en x definida por
zDαxfpξ, ηq  |ξ|αf̂pξ, ηq.
Se examinó el buen planteamiento en espacios de Sobolev Hs no periódicos con y sin peso,
la existencia de ondas solitarias y la continuación única de las soluciones usando la estre-
cha relación que esta ecuación tiene con ecuaciones bidimensionales de tipo Benjamin-Ono,
la cuales se han estudiado recientemente y cuyas técnicas, junto a otras, han servido a los
propósitos en este trabajo.
Palabras clave: Problema de Cauchy,Ecuación de Benjamin–Ono, Buen planteamiento
local, Espacios de Sobolev anisotrópicos, Ondas solitarias, Teoŕıa de Kato .
Abstract
In this work was studied the initial value problem#
ut  D
α
xux  H uyy   u
pux  0,
up0q  ψ P HspR2q,
(0-2)
for 1 ¤ α ¤ 2, here H denotes the Hilbert transform in the first spatial variable, and Dαx
the fractional derivative via zDαxfpξ, ηq  |ξ|αf̂pξ, ηq.
The local well posedness in Sobolev spaces Hs with and without weight, solitary wave exis-
tence and continuation unique of solutions was examined using its near connection with
bidimensional extensions of the Benjamin–Ono equation recently studied, that’s techniques
and others was very helpful in this work.
Keywords: Cauchy Problem, Benjamin–Ono Equation, Local well posedness, Aniso-
tropical Sobolev Spaces, Solitary Waves, Kato Theory

1 Introducción
Las ecuaciones no lineales de evolución juegan un importante papel en diferentes áreas de la
ciencia y la ingenieŕıa. Cabe mencionar algunas de ellas: la mecánica de fluidos, la f́ısica del
plasma, la fibra óptica, la f́ısica del estado sólido, la cinética qúımica, la f́ısica qúımica y la
geoqúımica, entre otras. A partir del estudio de las soluciones de éstas, se intentan entender
los efectos de dispersión, difusión, reacción y convección asociados a los modelos descritos
por estas. Por ejemplo, la ecuación Korteweg-de Vries
ut  uxxx   uux px, tq P R2, (1-1)
que modela el comportamiento de las ondas de aguas en canales poco profundos, tiene como
soluciones ondas solitarias que se comportan como part́ıculas, por lo que Kruskal y Zabusky
las llamaron solitones en su trabajo de 1965 ([Zabusky and Kruskal, 1965]). Estos solitones
son estables, en el sentido de que si una solución de la ecuación KdV (ecuación (1-1)) que
difiere, inicialmente, muy poco en su forma de las soluciones tipo solitón, a lo largo del
tiempo, su forma mantendrá un aspecto que diferirá muy poco a la forma de una solución
tipo solitón (vea [Benjamin, 1972] y [Bona, 1975]); de hecho, a la larga estas soluciones toman
la forma de solitones (vea [Pego and Weinstein, 1994]). Desde el punto de vista práctico, la
noción de estabilidad de solitones nos garantiza que, teniendo un meticuloso cuidado, en el
laboratorio podremos reproducir estos fenómenos, observados por primera vez por J. Scott
Russell en 1834.
La ecuación de Benjamin-Bona-Mahony
ut   ux   uux  uxxt  0, (1-2)
fue introducida en [Benjamin et al., 1972] con la intención de modelar la propagación de
ondas largas de pequeña amplitud, donde el efecto dispersión es puramente no lineal. La
manera en que esta fue obtenida, se persigúıa llegar a una ecuación equivalente a la ecuación
KdV (1-1). Es interesante observar que a pesar de esta intención, desde el punto de vista
meramente matemático, estas ecuaciones presentan significativas e interesantes diferencias.
Otras ecuaciones unidimensionales son, una, la introducida, independientemente, por Ben-
jamin en [Benjamin, 1967] y Ono en [Ono, 1975],
ut  H uxx   uux  0. (1-3)
la cual modela las ondas internas en fluidos estratificados profundos, donde H es la trans-
formada de Hilbert. La otra, es la regularizada Benjamin-Ono
ut   ux   uux  H uxt  0 (1-4)
2 1 Introducción
donde u  upx, tq es una función real, con x, t P R. Está ecuación es un modelo para
la evolución en el tiempo de ondas con crestas grandes en la interface entre dos fluidos
inmisibles.
Existen versiones bidimensionales que extienden las ecuaciones anteriormente menciona-
das. Para el caso de la ecuación KdV tenemos la ecuación Kadomtsev-Petviashvilli, vea
[Kadomtsev and Petviashvili, 1970],
put   auux   uxxxqx   uyy  0, (1-5)
que describe las ondas en peĺıculas delgadas de alta tensión superficial. Otra es la ecuación
de Zakharov-Kuznetsov
ut  puxx   uyyqx   uux, (1-6)
la cual surge en el estudio de la dinámica de fluidos geof́ısicos en conjuntos isotrópicos (medios
en los cuales las caracteŕısticas de los cuerpos no dependen de la dirección) y ondas acústicas
iónicas en plasmas magnéticos.
Como extensión bidimensional de la ecuación Benjamin-Ono consideramos la siguientes fa-
milias de ecuaciones
put   u
pux  H puxx   αuyyqqx  γuyy  0 p P N, (1-7)
ut   u
pux   αH uxx   βuyyx  0 p P N (1-8)
y
ut   u
pux   αH uxy  0 p P N. (1-9)
Estas son modelos del movimiento de ondas largas dispersivas débilmente no lineales en un
sistema de dos fluidos, donde la interface es sujeta a capilaridad y el fluido de la parte inferior
es infinitamente profundo (vease [Ablowitz and Clarkson, 1991], [Ablowitz and Segur, 1980]
y [Kim, 2006]).
En este trabajo nos proponemos estudiar el problema de valor inicial#
ut  D
α
xux  H uyy   u
pux  0,
up0q  ψ P HspR2q,
(1-10)
para 1 ¤ α ¤ 2, donde H denota la transformada de Hilbert definida por






dy f P HspRq,
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Dαx es la α-ésima derivada homogénea en x definida porzDαxfpξ, ηq  |ξ|αf̂pξ, ηq.
Examinamos el buen planteamiento en espacios de Sobolev Hs no periódicos con y sin peso,
la existencia de ondas solitarias y la continuación única de las soluciones
Señalemos que esta guarda una estrecha relación con ecuaciones bidimensionales de tipo
Benjamin-Ono, la cuales se han estudiado recientemente y cuyas técnicas, junto a otras que
incorporaremos han servido a nuestros propósitos en este trabajo.
Poco se ha hecho acerca de la ecuación ZK–BO. Para esta, usando reguralización parabólica
Esfahani en [Esfahani and Pastor, 2011a] obtiene resultados de existencia local en HspR2q,
para s ¡ 2.
Acerca de la continuación única de la ecuación (1-8), Esfahani en [Esfahani and Pastor, 2011b],
demuestra el siguiente resultado.
Teorema 1.0.1. Sea u una solución suave de la ecuación (1-8). Sea I  rT, T s un intervalo
de tiempo no trivial. Si, para algún B ¡ 0,
suppuptq  rB,Bs  rB,Bs,
para t P I, entonces u  0.
Usando teoŕıa de Kato en [Preciado and Soriano, ] se probó el buen planteamiento local de
la ecuación (1-7) en HspR2q para s ¡ 2, y haciendo uso del lema de paso de montaña se
mostró la existencia de ondas solitarias, además de la suavidad de las mismas.
Sobre la ecuación (1-9) se demuestra en [Milanés, 2003] el buen planteamiento local en
HspR2q para s ¡ 2, usando regularización parabólica, y buen planteamiento global para
s ¡ 3 con dato inicial en L11pR2q X HspR2q de norma pequeña. Además de la no existencia
de ondas solitarias de tipo cuadrado integrable.
Este trabajo está organizado de la siguiente manera: en el Capitulo 1 daremos todos los
resultados básicos que usaremos en todo el trabajo. Este incluye una generalización de los
efectos suavizantes espećıficos relacionados al grupo de la ecuación lineal asociada al pro-
blema 1-10. En el caṕıtulo 2 examinamos el buen planteamiento de 1-10 en los espacios de
Sobolev usuales. En el caṕıtulo 3 expondremos resultados de buen planteamiento en espacios
de Sobolev con peso y examinaremos la persistencia y continuación única de soluciones de
1-10. Finalmente, en el caṕıtulo 4 mostraremos la existencia y analiticidad de soluciones de
tipo ondas solitarias de tipo mont́ıculo de 1-10
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. Más aún, para f P HspRnq, s P p0, n{2q
}f}Lp ¤ Cn,s}D
sf}L2 ¤ C}f}Hs




Demostración. Vea Linares–Ponce [Linares and Ponce, 2009] pag, 48.
El siguiente lema, debido a I. I. Hirschman, extiende el lema de las tres ĺıneas a un conjunto de
funciones anaĺıticas de crecimiento exponencial restringido. Para ello necesitamos la siguiente
definición.
Definición 2.0.2. Una función f , anaĺıtica en la banda 0   Re z   1 y continua en 0 ¤




log |fpzq| ¤ Aear,
para algunos A ¡ 0 y a   π.
Lema 2.0.3 (Hirschman). Sea f una función admisible y supongamos que existen funciones
a0 y a1 tales que » 8
8
|ajptq|e
πt dt   8
y que
log |fpj   iyq| ¤ ajpyq,








para 0 ¤ t ¤ 1, donde
ωpt, yq 
tanpπt{2q
2rtan2pπt{2q   tanh2pπy{2qs cosh2pπy{2q
.
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Demostración. Vea [Hirschman, 1952].
Veamos ahora una interesante consecuencia del anterior lema.
Lema 2.0.4. Supongamos que Ds1f P LppRq y Ds2f P LqpRq. Entonces, para todo θ P r0, 1s,












Demostración. Sin perdida de generalidad podemos suponer que s1  0 y que f está en el











, sgnu  u
|u|


















para 0 ¤ Re z ¤ 1, satisface las condiciones del lema Hirschman (Lema 2.0.3). Obviamente
ψ es una función continua en la banda 0 ¤ Re z ¤ 1, anaĺıtica en 0   Re z   1. Además, del
teorema Plancherel,
}Ds2zf}L2 ¤ }p1  D
s2qf}L2 .
Por otro lado, ya que g es acotada de soporte compacto,
}Gz}L2 ¤ K,
uniformemente en z, para algún K positivo. La desigualdad de Cauchy–Schwarz implica que
ψ es acotata en la banda 0 ¤ Re z ¤ 1. En particular, ψ es admisible. Además, gracias a la
desigualdad de Hölder y el teorema de Hormander,
|ψpyiq| ¤ }Ds2yif}Lp ¤ Cpps2yq}f}Lp
y
|ψp1   yiq| ¤ }Ds2 s2yif}Lq ¤ Cqps2yq}D
s2f}Lq ,
donde Cp y Cq son polinomios. Por lo tanto, se satisfacen las condiciones del lema de Hirsch-
man. De aqúı y un argumento de dualidad se sigue inmediatamente el lema.
Definición 2.0.5. Xα 
!
























Demostración. Sea p  4α{p3  αq. Probaremos el lema primero para el caso p  p. Por






























































ya que 2   p{2  3p{2α.










que era lo que queŕıamos demostrar.





fg   B1x fyyB
1
x gyydxdy.
Aqúı también vale una afirmación totalmente análoga al hecho de que las funciones en el
espacio de Shwartz son densas en los espacios de Sobolev de ı́ndice no negativo, a saber:
Proposición 2.0.8. Para todo n entero positivo, BnxS es contenido densamente en X 0.
Es evidente que pX 0, L2q es un par compatible de interpolación (vea [Bergh and Löfström, 1976]
y [Triebel, 1978]). Veamos que X 12 es un espacio de interpolación entre X 0 y L2. Más preci-
samente, tenemos el siguente teorema.


















fpzq P L2, para todo 0 ¤ Impzq ¤ 1
f es anaĺıtica sobre 0   Impzq   1
fpitq P X 0, para todo t P R
fp1   itq P L2, para todo t P R
fpzq Ñ 0, cuando | Impzq| Ñ 8, para





Entonces φ P pX 0, L2qr 1
2
s y }φ}r 1
2
s ¤ c}φ}X 12 .
Ahora sean φ P pX 0, L2qr 1
2
s, φ̂n  χ|pξ,ηq|¤nφ̂, donde χ|pξ,ηq|¤n es la función caracteŕıstica de







y f una función sobre 0 ¤ Impzq ¤ 1 en L2
que satisface cada una de las condiciones en (2-2). Es claro que Φn es anaĺıtica sobre C con
valores en L2. Por lo tanto pfpzq,ΦnpzqqL2 es una función continua sobre 0 ¤ Impzq ¤ 1
y anaĺıtica sobre 0   Impzq   1. Además, |pfpitq,ΦnpitqqL2 | ¤ }fpitq}X 0}φn}X 12 y |pfp1  
itq,Φnp1   itqqL2 | ¤ }fp1   itq}L2}φn}X 12 . Del lema de las tres ĺıneas, se sigue que
|pfpzq,ΦnpzqqL2 | ¤ máxpsup }fpitq}X 0 , sup }fp1   itq}L2q}φn}X 12 .
Tomando z  1
2
, tenemos que }φn}X 12 ¤ máxpsup }fpitq}X 0 , sup }fp1   itq}L2q, para todo n.
Aśı pues, el teorema de la convergencia monótona de Lebesgue nos permite concluir que
φ P X 12 .
Definición 2.0.10. Sea Ω un conjunto abierto y conexo en R2 y X o bien X 0 o bien X 12 .
Denotaremos por XpΩq el conjunto 
f P L2pΩq | f  g para alguna g P X
(





XpΩq es un espacio de Banach.
Lema 2.0.11. Sea Ω  pa, bq  pc, dq. Existe un operador de extensión, E : X 0pΩq Ñ X 0
y H1,0pΩq Ñ H1,0, en otras palabras, existe un operador lineal acotado E de X 0pΩq en X 0
y de H1,0pΩq en H1,0 tal que, para toda u P X 0pΩq X H1,0pΩq, Eu  u en Ω, }Eu}L2 ¤
C}u}L2pΩq, }Eu}X 0 ¤ C}u}X 0pΩq y }Eu}H1,0 ¤ C}u}H1,0pΩq, donde C depende únicamente de
las longitudes de sus lados Ω.
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Demostración. Sea u P X0pΩq. Sin perdida de generalidad, podemos suponer que u  Bxf




evidente que u  Bxf0 en Ω. Ahora consideremos f1 definida sobre r2a b, 2bas rc, ds por
f1px, yq 
$''&''%












x, yq if x P r2a b, as,
donde















Claramente f1 es una función C
2 sobre r2a b, 2b as  rc, ds y satisface
}Bmf1}L2pr2ab,2basrc,dsq ¤ C}B
mf0}L2pΩq, (2-3)
para toda m P N2 con |m| ¤ 2. De la misma manera, a partir de f1, podemos definir una
función f2 P C
3 sobre Ω̃  r2a b, 2b as  r2c d, 2d cs tal que
}Bmf2}L2pΩ̃q ¤ 9}B
mf0}L2pΩq, (2-4)
para todo m P N2 con |m| ¤ 2. Ahora, sea η una función C8 en R2 tal que η  1 en Ω y 0
fuera de Ω̃. Para u, sea Eu  Bxpηf2q en Ω̃ y 0 en R2  Ω̃. De (2-4) y el lema de Poincaré
se sigue que Eu  u en Ω, }Eu}L2 ¤ C}u}L2pΩq y }Eu}X 0 ¤ C}u}X 0pΩq, donde C depende
únicamente de las longitudes de los lados de Ω.
Corolario 2.0.12. Si Ω  pa, bq  pc, dq entonces X 12 pΩq  rL2pΩq,X 0pΩqsr 1
2
s.
Demostración. Es suficiente observar que el operador E definido en el Lema 2.0.11 es un
coretracto del operador de restricción de pX 0, L2q en pX 0pΩq, L2pΩqq. El corolario se sigue
del Teorema 1.2.4 en [Triebel, 1978].
Lema 2.0.13. Supongamos que tΩiuiPN es un cubrimiento de R2, donde cada Ωi es un cubo
abierto cuyos lados son paralelos a los ejes coordenados, tienen longitud R y son tales que












para toda u P X 12 .
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X 0 ¤ C
»
Ωi




donde cada Ei es el operador de extensión de X 0pΩiq en X 0. Ya que C sólo depende de la
logitud del lado de Ωi, C es independiente de i. Puesto que
}u}X 0pΩiq ¤ }Eiu}X 0 ,
para todo i, obtenemos
8̧
i0





u2   pB1x B
2
yuq
2 dxdy ¤ 3C}u}2X 0 .






Entonces el operador u ÞÑ puΩiqiPN (uΩi es la restricción de u en Ωi) es continuo de L
2 en
`2pL2pΩiqq y de X 0 en `2pX 0pΩiqq. Por el Teorema 1.18.1 en [Triebel, 1978], tenemos que el
operador u ÞÑ puΩiqiPN es continuo de X
1
2 en `2pX 12 pΩiqq. Por lo tanto, obtenemos (2-5).
Lema 2.0.14. Supongamos que tΩiuiPN es un cubrimiento de R2, donde cada Ωi es un cubo
abierto cuyos lados son paralelos a los ejes coordenados, tienen longitud R y son tales que
















Demostración. Sigue las mismas ideas de la demostración anterior.
Corolario 2.0.15. Supongamos que tΩiuiPN es un cubrimiento de R2, donde cada Ωi es un
cubo abierto cuyos lados son paralelos a los ejes coordenados, tienen longitud R y son tales






para toda u P Xα.
Demostración. Basta observar que para cada i, }u}XαpΩiq ¤ }Eiu}Hα{2,0   }Eiu}X 1{2 .
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Lema 2.0.16. El encaje Xα ãÑ LplocpR2q es compacto, para 2 ¤ p   p2α 6q{p3αq. En otras
palabras, si punq es una sucesión acotada en X
α y R ¡ 0, entonces existe una subsucesión
de punq que converge fuertemente en L
ppBRq.
Demostración. Supongamos que punq
8
n1 es una sucesión acotada en X
α. Sea ΩR el cubo
con centro en el órigen cuyos lados son paralelos a los ejes de coordenados y tienen longitud
R, y sea ER el operador extensión de L
2pΩRq en L
2 como en la demostración de el Lema
2.0.11. Por interpolación, ER es un operador continuo de X
αpΩq en Xα. Asimismo, es fácil
ver que ERpuq es 0 fuera de Ω3R, para toda u P X
α, donde Ω3R es el cubo con centro en
el órigen y cuyos lados son paralelos a los ejes coordenados y tienen longitud 3R. Ya que
u  ERpuq en Ω, sin perdida de generalidad, podemos suponer que un  ERpunq, para todo
n. Ahora, puesto que punq es acotada en X
α, también podemos suponer que un á u en X
α
y sustituyendo, si es necesario, un por un  u, podemos suponer, además, que u  0.
Sean
Q1  tpξ, ηq P R2{|ξ| ¤ ρ, |η| ¤ ρu
Q2  tpξ, ηq P R2{|ξ| ¡ ρu














































Por lo tanto, para cualquier ε, existe ρ ¡ 0 suficientemente grande tal que»
Q2
|punpξ, ηq|2dξdη   »
Q3
|punpξ, ηq|2dξdη ¤ ε{2.










y |pupξ, ηq| ¤ }un}1, el teorema de la convergencia dominada de Lebesgue garantiza que»
Q1
|punpξ, ηq|2dξdη  0,
cuando nÑ 8. Por consiguiente un Ñ 0 en L
2
locpR2q. Por el Lema 2.0.6, un Ñ 0 en L
p
locpR2q
si 2 ¤ p   p2α   6q{p3  αq.
11
Definición 2.0.17. Espacios de Sobolev anisotrópicos Hs1,s2pR2q
Hs1,s2pR2q : tf P S 1 | p1   |ξ|s1   |η|s2qf̂ P L2pR2qu (2-8)
Definición 2.0.18. Espacios de Sobolev con peso
F s1,s2r1,r2 pR




2q : tf P L2pR2q | p1   |x|r1   |y|r2qf P L2pR2qu (2-10)






Entonces, Hs1,s2pR2q  C8pR2q (el conjunto de funciones continuas en R2 que se anulan en
infinito), con inclusión continua.
Demostración. Ver [Sánchez Salazar, 2015]
Definición 2.0.20. [Stein, 1961] Para cada b P p0, 1q y f medible en Rn con valores com-








para cada x P R.
Definición 2.0.21. Para s P R. Denotaremos por LpspRnq el espacio de todas las funciones
f P LppRnq tales que p1  ∆q s2f P LppRnq. La norma del espacio viene dada por
}f}s,p  }p1  ∆q
s
2f}p,
para cada f P LppRnq.
El siguiente teorema relaciona la derivada de Stein con la derivada fraccionaria, ver [Stein, 1961].
Teorema 2.0.22. Supongamos que b P p0, 1q y
2n
n  2b
¤ p   8. Entonces, f P LpbpRnq si, y
sólo si,
1. f P LppRnq
2. Dbf P LppRnq
Además,
}f}b,p  }p1  ∆q
b
2f}p  }f}p   }D
bf}p  }f}p   }Dbf}p
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Definición 2.0.23. Sea ω una función localmente integrable no negativa en R. Diremos que


















para todo intervalo I abierto, acotado y no vaćıo de R.
Ejemplo 1. Un ejemplo de una función que cumple la condición Ap es wpxq  pγ   |x|
αqr,
para γ ¡ 0 y 1   rα   p 1
Teorema 2.0.24. ω satisface la condición Ap si, y sólo si, la trasformada de Hilbert es
un operador acotado en Lppωpxqdxq. En otras palabras, ω satisface la condición Ap (ver
[Duoandikoetxea Zuazo, 1990], [Hunt et al., 1973], [Muckenhoupt, 1972]) si, y sólo si,» 8
8












para toda f P Lppωpxqdxq.
El siguiente lema es una extensión del teorema anterior para p  2.
Lema 2.0.25. Sean 0 ¤ s ¤ 1 y ϕ P Hs tal que ϕp0q  0. Entonces, la función x ÞÑ
sgnpxqϕpxq está en Hs. Además,
} sgnp  qϕ}Hs ¤ }ϕ}Hs .
Demostración. Para s  0 es evidente. Para s  1, se tiene que si ϕp0q  0, entonces sgnp  qϕ
tiene derivada en L2pRq en el sentido de las distribuciones y su derivada es sgnp  qϕ1. Por lo
tanto, se tiene el lema en este caso.
Para 0   s   1, sin perdida de generalidad, supondremos que ϕ P SpRq. Sea ψ P SpRq tal




psgnp  qp1  B2xq
pszq{2ϕqp1  B2xq
ps zq{2ψ dx,
Claramente F es anaĺıtica en 0   Re z   1, continua y acotada en 0 ¤ Re z ¤ 1, y
|F pitq| ¤ }ϕ}Hs , |F pit  1q| ¤ }ϕ}Hs ,




sgnp  qϕψ dx
 ¤ }ϕ}Hs .
De aqúı se sigue el lema.
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Resultados muy relacionados con los anteriores, que articulados con éstos se convierten en
herramientas poderosas usadas en diferentes contextos, son el teorema del conmutador de
Calderón y su generalizacion que describimos a continuación.
Lema 2.0.26. Para cualquier número real p ¡ 1, m y n números enteros positivos
}BlxrH ; asB
m
x f}Lp ¤ }B
l m
x a}8}f}Lp ,
donde c solo depende de p, l y m.
Demostración. Vea el Lema 3.1 en [Dawson et al., 2008]
Teorema 2.0.27. Sean p P p1,8q y f P LppRq. Si para algún x0 P R tal que fpx0 q y
fpx0q existen y son diferentes, entonces, para cualquier δ ¡ 0, D
1{pf R LplocpBpx0, δqq. En
particular, f R Lp1
p
pRq
Demostración. Observese que D1{pfpxq 
1
|x x0|1{p
, cuando xÑ x0.
Lema 2.0.28. Sean a y b números reales positivos. Si Ju  p1  B
2
uq
1{2 y xvy  p1   v2q1{2,
entonces para cualquier θ P p0, 1q,
1. Jθau  xvyp1θqbf ¤ c xvybf1θ }Jauf}θ
2. xvyp1θqbJθau f ¤ c xvybf1θ }Jauf}θ
para f P L2pR2q, donde u y v pueden ser x e y indistintamente.
Demostración. La demostración es exactamente la misma del Lema 1 en [Fonseca and Ponce, 2011]
Proposición 2.0.29. Sea α P r0, 1q, β P r0, 1q con α   β P r0, 1s. Entonces, para cualquier
p y q P p1,8q y cualquier δ ¡ 1{q existe C  Cpα, β, p, q, δq ¡ 0 tal que
}DαrDα β, ψsD1pα βqu}Lp ¤ C}Λ
δ
xBxψ}Lq}u}Lp .
Demostración. Vea su demostración en [Dawson et al., 2008].
En la misma v́ıa de la proposición anterior tenemos el siguiente lema.
Proposición 2.0.30. Si f P H1{2pRq y ρ P C80 pRq, entonces














||ξ  η|1{2pρpξ  ηq|| pfpηq| dη.
Luego, de la desigualdad de Young y el teorema de Plancherel se sigue la proposición.
Lema 2.0.31. Suponga que f es una función en R que tiene derivada hasta de orden n  1
en L2pRq y es tal que f pjqp0q  0, j  0,    , n. Entonces, existe una función en g P L2pRq




































































Corolario 2.0.32. Suponga que f es como en el lema anterior. Suponga además que la
f pn 1q tiene derivada fraccionaria de orden α en L2pRq. Entonces, g  f
xn 1
tiene derivada



































Veamos que h  Dαg. La función p1  tqnf pn 1qpt  qDαφ es integrable en r0, 1s  R, para













La afirmación sigue del teorema de Tonelli. Del mismo modo se sigue que p1tqntαDαf pn 1qpt  qφ
es integrable en r0, 1s R, para toda φ P L2pRq. Gracias al teorema de Fubini y a que Dα es



























Esto demuestra el corolario.
Lema 2.0.33. Si u P Cpr0, T s, Hs1,s2pR2qq es solución del problema (??), entonces
}uptq}0  }ϕ}0 (2-15)
Para demostrar la suavidad de las soluciones tipo onda solitaria usaremos la siguiente
generalización del teorema de multiplicadores de Hörmander–Mikhlin debida a Lizorkin
[Lizorkin, 1967]
Teorema 2.0.34 (Lizorkin). Sea Φ : Rn Ñ R una función Cn para |ξj| ¡ 0, j  1, . . . , n.
Supongamos que existe M ¡ 0 talqueξk11 . . . ξknn BkΦBξk11 . . . Bξknn pξq
 ¤M
con ki  0 o 1, k  k1   . . .   kn  0, 1, . . . , n. Entonces Φ P MqpRnq para 1 ¤ q ¤ 8. En
otras palabras, Φ es un multiplicador de Fourier en LqpRnq
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2.1. Teoŕıa de Kato
Haremos una breve presentación de la Teoŕıa de Kato descrita en [Kato, 1975]. Con ésta se
demuestra el buen planteamiento de problemas de Cauchy de ecuaciones lineales y cuasili-
neales de evolución.
2.1.1. Caso lineal
Supongamos que X e Y son espacios de Banach reflexivos con Y  X de forma densa y
continua, y sea tAptqutPr0,T s una familia de operadores tales que
1. Aptq P GpX, 1, βq. En otras palabras, Aptq genera un C0 semigrupo tal que
}esAptq} ¤ eβs,
para todo s P r0,8q.
2. Existe un isomorfismo S : Y Ñ X tal que SAptqS1  Aptq Bptq, donde Bptq P BpXq,
para 0 ¤ t ¤ T, t Ñ Bptqx es fuertemente medible, para cada x P X, y t Ñ }Bptq}X
es integrable en r0, T s.
3. Y  DpAptqq, para 0 ¤ t ¤ T , y tÑ Aptq es fuertemente continuo de r0, T s a BpY,Xq
Teorema 2.1.1. Bajo las anteriores condiciones, existe una familia de operadores tUpt, squ0¤s¤t¤T
tales que:
1. U es fuertemente continuo de ∆ Ñ BpXq, donde ∆  tpt, sq : 0 ¤ s ¤ t ¤ T u.
2. Upt, sqUps, rq  Upt, rq para pt, sq y ps, rq P ∆, y Ups, sq  I.







 Upt, sqApsq, en el sentido fuerte dentro del espacio
BpX, Y q y son fuertemente continuas de ∆ Ñ BpX, Y q.
La familia de operadores tUpt, squ0¤s¤t¤T en el teorema anterior es denominada familia de
operadores de evolución asociada a Aptq. Una consecuencia inmediata de este último teorema
es que, para φ P Y , uptq  Upt, sqφ es solución del problema de Cauchy
du
dt
  Aptqu  0 para s ¤ t ¤ T, con
upsq  φ.
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Más aún, si f P Cpr0, T s;Xq X L1pr0, T s;Y q, entonces




si y sólo si u P Cpr0, T s;Y q X C1pp0, T q;Xq y
du
dt
  Aptqu  fptq para 0 ¤ t ¤ T, con
up0q  φ.
2.1.2. Caso Cuasilineal
Sean X e Y espacios de Banach reflexivos, Y  X, siendo la inclusión densa y continua.
Consideremos el siguiente problema
Btu  Apt, uqu  fpt, uq P X, 0   t,
up0q  u0 P Y,
(2-16)
donde, para cada t, Apt, uq es un operador lineal de Y en X y fpt, uq es una función de RY
en X. Consideremos también las siguientes condiciones:
pXq Existe un isomorfismo isométrico S de Y en X.
Existen T0 ¡ 0 y W bola abierta de centro w0 tales que:
pA1q Para cada pt, yq P r0, T0s W , el operador lineal Apt, yq pertenece a GpX, 1, βq, donde
β es un número real positivo. En otras palabras, Apt, yq genera un C0 semigrupo tal que
}esApt,yq}BpXq ¤ e
βs, para s P r0,8q.
Nótese que si X es un espacio de Hilbert, A P GpX, 1, βq si, y sólo si,
a) xAy, yyX ¥ β}y}
2
X para todo y P DpAq,
b) pA  λq es sobre para todo λ ¡ β.
(Ver [Kato, 1995] o [Reed and Simon, 1975])
pA2q Para cada pt, yq P r0, T0s  W el operador Bpt, yq  rS,Apt, yqsS
1 P BpXq y es
uniformemente acotado, es decir, existe λ1 ¡ 0 tal que
}Bpt, yq}BpXq ¤ λ1 para todo pt, yq P r0, T0s W,
Además, para algún µ1 ¡ 0, se tiene que, para todo y y z P W ,
}Bpt, yq Bpt, zq}BpXq ¤ µ1}y  z}Y .
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pA3q Y  DpApt, yqq, para cada pt, yq P r0, T0s W, (la restricción de Apt, yq a Y pertenece
a BpY,Xq) y, para cada y P W fijo, tÑ Apt, yq es fuertemente continua. Además, para cada
t P r0, T0s fijo, se satisface la siguiente condición de Lipschitz,
}Apt, yq  Apt, zq}BpY,Xq ¤ µ2}y  z}X ,
donde µ2 ¥ 0 es una constante.
pA4q Apt, yqw0 P Y para todo pt, yq P r0, T s W . Además, existe una constante λ2 tal que
}Apt, yqw0}Y ¤ λ2, para toda pt, yq P r0, T0s W
pf1q f es una función acotada en r0, T0s W a Y , es decir, existe λ3 tal que
}fpt, yq}Y ¤ λ3, para todo pt, yq P r0, T0s W,
Además, la función t P r0, T0s ÞÑ fpt, yq P Y es continua con respecto a la topoloǵıa de X y
para todo y y z P Y se tiene que
}fpt, yq  fpt, zq}X ¤ µ3}y  z}X ,
donde µ3 ¥ 0 es una constante.
Teorema 2.1.2 (Kato). Suponga que las condiciones pXq, pA1qpA4q y pf1q son satisfechas.
Dado u0 P Y , existe 0   T   T0 y una única u P Cpr0, T s;Y q X C
1pp0, T q;Xq solución
de (2-16). Además, la aplicación u0 Ñ u es continua en el siguiente sentido: considere la
sucesión de problemas de Cauchy,
Btun   Anpt, unqun  fnpt, unq t ¡ 0
unp0q  un0 n P N.
(2-17)
Supongamos que las condiciones pXq, pA1q–pA4q y pf1q son satisfechas para todo n ¥ 0
en (2-17), con los mismos X, Y y S, y las correspondientes β, λ1–λ3, µ2–µ3 pueden ser
escogidas independientes de n. También supongamos que
s- ĺım
nÑ8
Anpt, wq  Apt, wq en BpX, Y q
s- ĺım
nÑ8
Bnpt, wq  Bpt, wq en BpXq
ĺım
nÑ8
fnpt, wq  fpt, wq en Y
ĺım
nÑ8
un0  u0 en Y,
donde s-ĺım denota el ĺımite fuerte. Entonces, T puede ser elegido de tal manera que un P





}unptq  uptq}Y  0.
Para una demostración de este teorema puede ver [Kato, 1975] y [Kobayasi, 1979].
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2.2. Otros resultados
Proposición 2.2.1 (Desigualdad de Kato). Sean f P Hs, s ¡ 2, Λ  p1  ∆q1{2 y Mf




¤ c }∇f}Hs1 , (2-18)
La siguiente proposición es una extensión a los espacios de Sobolev anisotrópicos Hs1,s2pR2q
del resultado anterior muy importante para nuestros propósitos.





  2. Sean f tal
que ∇f P Hs11,s21 Hs11,s21, Λs1,s2  Js1x   Js2y y Mf el operador de multiplicación por




2pR2qq yrΛs1,s2 ,Mf sΛ1s1,s2JxBpL2pR2qq ¤ c}∇f}Hs11,s21 (2-19)









s1   xηys2  xη1y
s2qxξ1y pfpξ  ξ1, η  η1qpupξ1, η1q dξ1dη1 dξdη (2-20)
Ahora bien
|xξys1  xξ1y
s1   xηys2  xη1y
s2 | ¤|ξ  ξ1|pxξy
s11   xξ1y
s11q 




2   |η  η1|
2q1{2
 pxξys11   xξ1y
s11   xηys21   xη1y
s21q
(2-21)













Sea g  p∆q1{2f̃ , donde p̃f  | pf |. Esta función está en Hs11,s21 y
}g}Hs11,s21 ¤ }∇f}Hs11,s21 .
















Esto demuestra la proposición.
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Proposición 2.2.3 (Desigualdad de Kato-Ponce). Sean s ¡ 0, 0   p   8, Λ  p1∆q1{2,
y Mf el operador de multiplicación por f . Entonces





Corolario 2.2.4. Para s ¡ 0 y p P p18q, Lps X L
8 es un álgebra, además
|fg|s,p ¤ cp|f |8|g|s,p   |f |s,p|g|8q (2-24)
Proposición 2.2.5. sea f : R2 Ñ R una función continua acotada tal que Bxf existe, es
continua y acotada. Entonces, si A  fBx,






para cada u P DpAq, A λ es sobre, para todo λ ¡ 1
2
||f ||L8. En particular, A P G
 




Demostración. La desigualdad 2-25 se obtiene inmediatamente después de hacer integración
por partes. Veamos que A   λ es sobre, si λ ¡ 1
2
||f ||L8 . Supongamos que ψ es tal que
xpA   λqpuq, uyL2  0, para todo u P DpAq. Por lo tanto ψ P DpA
q  DpAq. De 2-25, se
sigue que






Luego, ψ  0 y, por lo tanto, A  λ es sobre.
2.3. Problema lineal































2.3 Problema lineal 21












Recordemos que sus soluciones son dadas por tÑ Wαptqu0, donde Wαptq es el grupo generado
por DαxBx  HxB
2







αξ sgnpξqη2qpu0	_  Iαptq  u0,






En todas las discusiones posteriores haremos un uso sistemático del siguiente lema, que
combina argumentos de dualidad y el argumento de Tomas (vea [Tomas, 1975]) muy usados
en el contesto de las ecuaciones de evolución; éste fue enunciado por primera vez por Ginibre
y Velo en [Ginibre and Velo, 1992]. Supongamos que X es un espacio vectorial normado y
que J es un isomorfismo antilineal isométrico en X, e.d., J es una función tal que
Jpx  λyq  Jpxq   λJpyq,
Para toda x, y P X y λ P R y }Jpxq}  }x} para toda x P X. Si X es un espacio normado,
denotamos porX el dual topológico yX  el espacio de los funcionales antilineales continuos.




Notaremos por J la aplicación de X en X  tal que Jpφq  φ  J. Aśı definido, J resulta
ser un isomorfismo lineal isométrico entre X y X . Ahora bien, la aplicación I de X  en
X definida por
Ipφqf  φpfq,
para toda φ P X  y toda f P X, es un isomorfismo antilineal isométrico. Ya que no habrá
riesgo a confusión, notaremos por J al isomorfismo antilineal isométrico de X en si mismo
definido por J  I J. Sea D un subespacio vectorial de X tal que JpDq  D . Denotaremos
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por Da el dual algebraico y por D
 
a el espacio vectorial de funciones antilineales sobre D .
Definimos el par entre Da y D que es lineal en la primera componente y antilineal en la
segunda componente a la expresión
xφ, fyD  φpJpfqq,
donde φ P Da y f P D . Observe que si ψ es una función antilineal sobre D , entonces
φ  ψ  J1 es tal que
ψpfq  xφ, fyD .
De hecho, φÑ φ  J es un isomorfismo entre Da y D
 
a
Lema 2.3.1. Sean X y D como en la discusión anterior tal que X es un espacio de Banach y
D un subespacio denso de X. Sean, además, H un espacio de Hilbert, T una transformación
lineal de D en H y T  el operador adjunto definido por
xT v, fyD  xv, Tfy,
donde x , y es el producto escalar en H. Entonces las siguientes condiciones son equivalentes.
1. Existe a, 0 ¤ a   8 tal que para todo f P D
}Tf} ¤ a}f}X .
2. RpT q  X y existe a, 0 ¤ a   8 tal que para todo v P H
}T v}X ¤ a}v}.
3. RpT T q  X y existe a, 0 ¤ a   8 tal que para todo f P D
}T Tf}X ¤ a
2}f}X ,
donde }  } es la norma de H y a es la misma constante en las tres condiciones.
Demostración. Que 1. es equivalente a 2. es un hecho inmediato de la definición de T  y
el hecho de que J es un isomorfismo. Que 3. es equivalente a 1. y 2. sigue de la ecuación
siguiente
xTf, Tgy  xT Tf, gyD .
Recordemos algunas propiedades conocidas de las integrales oscilatorias en dimensión 1.
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 ¤ cp1   |β|q|t| γ 1α 1 ,
donde c es independiente de x, a y b.
La demostración de este lema puede ser encontrada en [Kenig et al., 1989]. Un inmediato
corolario de éste es el siguiente lema









 ¤ c|t| 12 ,
uniformemente en y.
Gracias el teorema de Fubini









Por lo tanto, de los dos anteriores lemas tenemos el siguiente









 ¤ cp1   |β|q|t|p γ 1α 1  12q,
uniformemente en x y en y.





y θ P r0, 1s, se tiene queDθγx Iαptq  v02{p1θq ¤ c|t|θp γ 1α 1  12q}v0}2{p1 θq
Demostración. Consideremos los siguientes operadores T zpvq  Dzγx Iα  v para v P L
2 X L1.
Gracias a que v Ñ Iαptq   v es un grupo en el parámetro t fuertemente continuo de
operadores unitarios y al lema anterior se tiene que la familia de operadores T z satisfa-
ce las condiciones del teorema de interpolación de Stein (Teorema 4.1 del Caṕıtulo V en
[Stein and Weiss, 1971]), de donde se sigue el siguiente corolario.
Corolario 2.3.6. Si γ P r0, pα  1q{2q y θ P r0, 1s se sigue que» 8
8


































Demostración. Un argumento de dualidad muestra que (2-27) es equivalente a» 8
8












Por otro lado siguiendo el argumento de P. Tomas en [Tomas, 1975]» »
Dθγ{2x Iαptq  fpx, y, tq dt

»












Luego (2-28) es equivalente a (2-29), por lo tanto, equivalente a (2-27). Gracias al teorema
de Hardy-Littlewood-Sobolev, (2-28) sigue del corolario anterior.












, para todo θ P r0, 1s










Ya que, del lema de Sobolev,
}Iαptq  v0}L8t L8xy ¤ c}v0}H1  ,
del teorema de interpolación de Stein se sigue el corolario.
Examinemos algunos resultados de la función maximal. Para ello necesitamos el siguiente
lema cuya prueba puede ser encontrada en [Kenig et al., 1991b]
Lema 2.3.8. Sea ψ una función C8 con soporte en el intervalo r2k1, 2k 1s, donde k es un
número natural. Para α ¥ 1 la función Hαk definida por
Hαk pxq 
$''&''%
2k, si |x| ¤ 1
2k{2|x|1{2 si 1 ¤ |x| ¤ c2kα





 ¤ cHαk pxq
para |t| ¤ 2, donde c no depende de t y k.
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Teorema 2.3.9. Para s ¡ pα   1q{4 y r ¡ 1{2




Demostración. Supongamos primero que T  1. En este caso, demostrar 2-31 es equivalente
a demostrar que
}Iαptq  p1  B
2
yq
r{2v0}L2x,L8T,y ¤ }p1  Dxq
sv0}L2 (2-32)
Con esto en mente, sea tψku
8
k0 una partición de la unidad C
8 de R  tal que
suppψk  r2
k1, 2k 1s






k  0, 1, . . .Aśı pues, el soporte de
 





está contenido en tpξ, ηq | 2k1 ¤



























































p1   η2qr dη,
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se tiene que» 1
1


























































Para T arbitrario, haciendo t  t1T se tiene que



























}Iαptq  v0}L2x,L8T,y 




























Ahora si ρ ¡ 1{4, sea s0 ¡ pα  1q{4 y r0 ¡ 1{2 tales que ρp1  αq ¥ s0 y 2ρ ¥ r0. Si s ¤ s0
y r ¤ r0 2-31 se sigue directamente de la anterior desigualdad. Si s ¥ s0 o r ¥ r0 el lado






donde s̃  mı́nps, s0q y r̃  mı́npr, r0q
Teorema 2.3.10. Para s ¡ pα   1q{4 y r ¡ 1{2
}Iαptq  v0}L2x,y ,L8T
¤ p1   T qρ}p1  Dxq
sp1  Dyq
rv0}L2 . (2-34)















¤ c}p1   Dxq
sp1   Dyq
rv0}L2
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Sea tψku
8
k0 una partición de la unidad C
8 de R  tal que
suppψk  r2k  1, 2
k 1s
para k  1, 2, . . . y suppψ0  r1, 1s. Sea I
k,i
α ptq tal que
{
Ik,iα ptq  zIαptqψip|η|q.
Aśı pues, el soporte de pIk,iα ptqv0q
^ está contenido en tpξ, ηq | 2k1 ¤ |ξ| ¤ 2k 1 y 2i1 ¤


















































Para esto observemos que
» 1
1
























|gpx x̃, y  ỹ, τq| dτ dx̃ dỹ,


































































|gpx̃, ỹ, τq| dτ dx̃ dỹ
2 1{2 ,
donde Q̃j,l,m,n  rm j   2,m j  1s  rn l   2, n l  1s, lo que demuestra 2-35.
Para T arbitrario, haciendo t  t1T se tiene que



























}Iαptq  v0}L2x,y ,L8T 




























Ahora si ρ ¡ 1{4, sea s0 ¡ pα  1q{4 y r0 ¡ 1{2 tales que ρp1  αq ¥ s0 y 2ρ ¥ r0. Si s ¤ s0
y r ¤ r0 2-34 se sigue directamente de la anterior desigualdad. Si s ¥ s0 o r ¥ r0 el lado






donde s̃  mı́nps, s0q y r̃  mı́npr, r0q
Ahora examinemos una extensión natural del teorema 2.5 en [Kenig et al., 1991a] a dos
dimensiones.
Teorema 2.3.11. Para u0 P L
2 se tiene que
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Aśı pues, de 2-26 tenemos que
|D1{2x D
1{2
y Iαptq| ¤ Cα|x|
1{2|y|1{2.





























|x  x̃|1{2|y  ỹ|1{2
»
R
|gpx̃, ỹ, τq| dτ dx̃ dỹ,
y gracias a la desigualdad de Minkowski y al teorema de Hardy-Littlewood-Sobolev, se tiene























De esta última desigualdad y del teorema de Hardy-Littlewood-Sobolev se sigue 2-37. Esto
demuestra el teorema.
Aśı mismo, tenemos el siguiente teorema.
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Teorema 2.3.12. Para u0 P L
2 y r ¡ 1{2 se tiene que
}Iαptq  u0}L4x,yL8t ¤ cα}D
1{4
























De la misma manera tenemos
|p1  B2yq
rI2ptqpyq| ¤ Cpp1   η
2qrq_pyq.
Aśı pues, de 2-26 tenemos que





Gracias al lema 2.3.1, demostrar 2-38 es equivalente a demostrar que»
R
D1{2x p1  B
2
yq














D1{2x p1  B
2
yq









|x  x̃|1{2pp1   η2qr{2q_py  ỹq
»
R
|gpx̃, ỹ, τq| dτ dx̃ dỹ,
y gracias a la desigualdad de Minkowski y al teorema de Young para la convolución, se tiene





|D1{2x p1  B
2
yq









|x  x̃|1{2}gpx̃, , q}L1yL1t dx̃.
De esta última desigualdad y del teorema de Hardy-Littlewood-Sobolev se sigue 2-39. Esto
demuestra el teorema.
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Veamos la siguiente extensión del lema 2.1 en [Kenig et al., 1991b].
Teorema 2.3.13. Sea v0 P L
2. Entonces,»
R2
|Dα{2x Iαptq  v0px, yq|
2 dtdy ¤ cα}v0}
2
2,
para cualquier x P R
Demostración. Sea





Es claro que Iαptq  I
 
α ptq   I





α ptq  v0px, yq|
2 dt dy ¤ cα}v0}
2
2
Haciendo el cambio de variable pξ̃, η̃q  p|ξ|αξ  η2, ηq y, sin peligro de confusión, denotando
por pξ, ηq  pξpξ̃, η̃q, ηpξ̃, η̃qq las componentes de su función inversa, tenemos
Dα{2x I









eipxξpξ̃,η̃q tξ̃ yη̃q|ξpξ̃, η̃q|α{2pv0pξ, ηq dξ̃dη̃




α ptq  v0px, yq|
2 dt dy  c
»
ξpξ̃,η̃q¥0





Para complementar el anterior teorema tenemos el siguiente lema.
Lema 2.3.14. Si f P Hα{2,0, entonces
}Iαptq  f}L8x L2y,T ¤ cαT
1{2}f}Hα{2,0 .
Demostración. Supongamos f P S . Entonces,








donde g P L1pRq X L2pRq tal que pgpξq  p1   ξ2qα{4. Usando la desigualdad de Minkowski
y la desigualdad de Cauchy–Schwarz tenemos





gpx x̃qp1  B2xq
















De aqúı se sigue inmediatamente el resultado.
De una manera totalmente análoga se tienen los siguientes resultados.
Teorema 2.3.15. Sea v0 P L
2. Entonces,»
R2




para cualquier y P R
Lema 2.3.16. Si f P H0,1{2, entonces
}Iαptq  f}L8y L2xT ¤ cαT
1{2}f}H0,1{2 .
El siguiente corolario es una consecuencia de los resultados anteriores y su demostración
sigue las mismas lineas de las afirmaciones análogas en el Lema 1 de [Kenig et al., 2011]
Corolario 2.3.17. 1. Sea v0 P L
2. Entonces, para 0 ¤ β   α{2»
R2
|DβxIαptq  vpx, yq|
2dtdy ¤ cβT
γ}v0}2
para cualguier x P R.
2. Sea v0 P H
α{2,0. Entonces,»
R2
|BxIαptq  vpx, yq|
2dtdy ¤ cβT
γ}v0}Hα{2,0 ,
para cualquier x P R
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5. Para 0 ¤ β   α existe γ ¡ 0 tal queDβx
t»
0





¤ cT γ}h}L1xL2yT .





Iαpt τq  hp, , τqdτ

L2xy
¤ cT γ}h}L1xL2yT .
3 Buen planteamiento en espacios de
Sobolev
En este caṕıtulo examinaremos el buen planteamiento de (1-10) en los espacios de Sobolev
Hs1,s2 y Xs.
3.1. Buen planteamiento en los espacios Hs1,s2pR2q,
s1 ¡ 3{2
En esta sección usaremos la teoŕıa de Kato para mostrar el buen planteamiento de (1-10) en
los espacios Hs1,s2 . Con más precisión tenemos el siguiente teorema.





  2, y p ¥ s1. Para ϕ P H
s1,s2pR2q,
existe T ¡ 0, que depende solamente de }ϕ}Hs1,s2 , y una única u P Cpr0, T s, H
s1,s2pR2qqX
C1pr0, T s, Hs12,s22pR2qq solución del problema de Cauchy (1-10)
Además, la transformación ϕÑ u de Hs1,s2 en Cpr0, T s, Hs1.s2pR2qq es continua.
Demostración. Sea V ptq el grupo de operadores definido por








para toda ϕ P Hs1,s2 . u es solución de la ecuación (1-10) si y sólo si v  V ptqu es solución
del problema#
vt   Apt, vqv  0
vp0q  φ,
(3-1)
donde Apt, vq  V ptqF pV ptqvqBxV ptq. Veamos que este problema satisface cada una de
las condiciones del teorema de Kato 2.1.2.
Sean X  L2pR2q, Y  Hs1,s2pR2q y S  Λs1,s2  Js1x   Js2y . Del teorema de Plancherel, es
evidente que S isomorfismo entre X e Y
Con los siguientes lemas probaremos que se satisfacen las condiciones pA1q-pA4q
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Demostración. Ya que tV ptqu es un grupo fuertemente continuo de operadores unitarios y
que F puq P Hs1,s2pR2q, de la Proposición 2.2.5, se obtiene el resultado
Lema 3.1.3. Para S dado como antes,
SApt, vqS1  Apt, vq  Bpt, vq,
donde Bpt, vq es un operador acotado en L2, para todo t P R y todo v P Hs1,s2, y satisface
las desigualdades
||Bpt, vq||BpL2q ¤ λpvq (3-2)
||Bpt, vq Bpt, v1q||BpL2q ¤ µpv, v
1q||v  v1||Hs1,s2 (3-3)
para t P R y todos v y v1 P Hs1,s2pR2q. Donde
λpvq  sup
t
Cs}∇F pV ptqvq}Hs11,s21 , y




Demostración. Del Lema 2.2.2, se sigue que rS, F pV ptqvqsS1 P BpL2q y
}rS, F pV ptqvqsS1}BpL2q ¤ Cs}∇F pV ptqqvq}Hs11,s21 .
Por lo tanto Bpt, vq P BpL2q y satisface (3-2)
Al proceder como antes y teniendo en cuenta que





}v  v1}Hs1,s2 ,
para todo v y v1 P Hs1,s2 , se muestra (3-3)
Lema 3.1.4. Hs1,s2pR2q  DpApt, vqq y Apt, vq es un operador acotado de Y  Hs1,s2pR2q
en X  L2pR2q con
}Apt, vq}BpY,Xq ¤ λpvq,
para todo v P Y , y donde λpvq  sup
t
Cs}∇F pV ptqvq}Hs11,s21. Además, la función t ÞÑ
Apt, vq es fuertemente continua de R en BpY,Xq, para cada v P Hs1,s2. Por otro lado, la
función v ÞÑ Apt, vq satisface la siguiente condición de Lipschitz
}Apt, vq  Apt, v1q}BpY,Xq ¤ µpv, v
1q}v  v1}X ,
donde µ es como en el lema anterior.
Demostración. Puesto que tV ptqu es un grupo unitario en L2, de la definición de Apt, vq, se
sigue que Hs1,s2 pR2q  DpApt, vqq. De hecho,
}Apt, vqf}L2  }F pV ptqvqBxV ptqf}L2
¤ Cs1,s2}F pV ptqvq}Hs1,s2 }Bxf}L2
¤ λpvq}f}Hs1,s2
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para toda f P Hs1,s2 .
Ahora, para cada t, t1 P R y cada f, v P Hs1,s2 , tenemos
}Apt, vqf  Apt1, vqf}L2 ¤ } pV ptq  V pt
1qqF pV ptqqBxV ptqf}L2 
  }pF pV ptqvq  F pV pt1qqqBxV ptqf}L2 
  }F pV pt1qvqBxpV ptq  V pt
1qqf}L2
Como el grupo tV ptqutPR es fuertemente continuo y la función v Ñ F pvq de H
s1,s2 en si
mismo es continua, t ÞÑ Apt, vq es fuertemente continua de R en BpHs1,s2 , L2q. Finalmente,
para cualquier t P R, tenemos que





1}p1L8 q}f}Hs1,s2 }v  v
1}L2
¤ µpv, v1q}v  v1} }f}Hs1,s2
esto termina la demostración del lema.
Si tomamos W la bola abierta de los v P Hs1,s2 tales que }v}HspR2q   R los lemas anteriores
muestran que el problema de Cauchy (1-10) satisface las condiciones del Teorema 2.1.2. Por
lo tanto, para cada ϕ P Hs1,s2pR2q, con s ¡ 2, existen T ¡ 0, que depende de }ϕ}Hs1,s2 , y
una única v P Cpr0, T s, Hs1,s2pR2qq X C1pr0, T s, Hs11,s21pR2qq solución del problema (3-1).
Además, la aplicación ϕÑ v es continua de Hs1,s2pR2q en Cpr0, T s, Hs1,s2pR2qq. Ahora bien,
de las propiedades del grupo V ptq se puede verificar que uptq  V ptqv, es solución del
problema de Cauchy (1-10) y satisface las propiedades enunciadas en el teorema.
Teorema 3.1.5. El tiempo de existencia para la solución del problema de Cauchy (1-10)
puede ser elegido independiente de s1 y s2 en el siguiente sentido: si u P Cpr0, T s, H
s1,s2pR2qq
es la solución de (1-10) con ϕ P Hr1,r2pR2q, para algún ri ¡ si, i  1, 2, entonces u P
Cpr0, T s, Hr1,r2pR2qq.
En particular, si ϕ P H8pR2q, u P Cpr0, T s, H8pR2qq
Demostración. Sean ri ¡ si, i  1, 2, u P Cpr0, T s, H
r1,r2pR2qq, solución de (1-10) y v 
V ptqu. Supongamos que ri ¤ si 1. Si aplicamos B
2
x en ambos lados de la ecuación diferencial
(3-1), llegamos a la siguiente ecuación de evolución lineal para wptq  B2xvptq
dw
dt
  Aptqw  Bptqw  fptq (3-4)
donde
Aptq  BxV ptqF puptqqV ptq (3-5)
Bptq  2V ptqBxF
1puptqquxptqV ptq (3-6)
fptq  V ptqF 2puptqqpuxptqq
3, (3-7)
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con F 1puq  p|u|p2u y F 2puq  ppp 1q|u|p2.
Como v P C pr0, T s;Hs pR2qq, entonces w P C pr0, T s;Hs2 pR2qq. Además wp0q  φxx P
Hr pR2q porque φ P Hr pR2q. Es necesario ver que w P C pr0, T s;Hr2 pR2qq, para ésto pro-
baremos que el problema de Cauchy para la ecuación lineal (3-4) está bien planteado para
1  s ¤ k ¤ s 1, para lo cual tenemos el siguiente lema cuya demostración es similar a la
del Lema 3.1 en [Kato, 1979]
Lema 3.1.6. La familia tAptqu0¤t¤T tiene una única familia de operadores de evolución
tUpt, τqu0¤t¤τ¤T para los espacios X  H
h, Y  Hk, donde
s ¤ h ¤ s 2 1  s ¤ k ¤ s 1 k   1 ¤ h (3-8)
En particular, Upt, τq : Hr Ñ Hr para s ¤ s ¤ s 1.
se tiene que w, satisface la ecuación
wptq  Upt, 0qφxx  
» t
0
Upt, τqrBpτqwpτq   fpτqs dτ. (3-9)
Como dijimos φxx P H
r2, f , dada por (3-7), está en C pr0, T s;Hs1 pR2qq  C pr0, T s;Hr2 pR2qq,
si r ¤ s   1 y Bptq, dada por (3-6) es una familia de operadores en pHr2q que es fuerte-
mente continuo para t en el intervalo r0, T s. Del lema (3.1.6) la solución de (3-9) está en
C pr0, T s;Hr2 pR2qq. En otras palabras B2xu P C pr0, T s;Hr2 pR2qq
Si w1ptq  BxByvptq, tenemos
dw1
dt
  Aptqw1  B1ptqw1  f1ptq (3-10)
donde












Como antes tenemos que
w1ptq  Upt, 0qφxy  
» t
0
Upt, τqpB1pτqw1pτq   f1pτqq dτ (3-13)
Ya que uxx P C pr0, T s;H
r2 pR2qq, f1 P C pr0, T s;Hr2 pR2qq. Dado que además, B1ptq P
pHr2 pR2qq es fuertemente continuo en el intervalo r0, T s, argumentando como antes tenemos
que w1 P C pr0, T s;H
r2 pR2qq, o lo que es equivalente uxy P C pr0, T s;Hr2 pR2qq.





  Aptqw2  f2ptq (3-14)
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donde
f2ptq  Wptq pF 2puptqquxptquyptq   F 1puquxyquyptq (3-15)
w2ptq  Upt, 0qφyy  
» t
0
Upt, τqf2pτq dτ. (3-16)
Ya que uxy P C pr0, T s;H
r2 pR2qq, f2 P C pr0, T s;Hr2 pR2qq. Repitiendo el argumento ante-
rior, podemos concluir que w2 P C pr0, T s;H
r2 pR2qq, o equivalentemente, B2yu P C pr0, T s;Hr2 pR2qq.
Luego, hemos mostrado que si s   r ¤ s   1 y φ P Hr, u P C pr0, T s;Hr pR2qq. para ver el
caso r ¡ s   1, como φ P Hs
1
, para s1   r, usando una y otra vez lo que hemos probado
hasta ahora, se llega a que u P C pr0, T s;Hr pR2qq
3.2. Buen planteamiento en espacios de más baja
regularidad
Ahora examinaremos el buen planteamiento del problema de Cauchy 1-10 en ciertos que
detallaremos en los enunciados de los resultados que exponemos en este caṕıtulo.
Teorema 3.2.1. Sean α  2, p  1 y s ¡ 7{4. Para cualquier u0 P H
spR2q, existen
T  T p}u0}Hsq ¡ 0 y una única función u P Cpr0, T s;H
spR2qq del problema de Cauchy 1-10
tal que
1. }u}L2xL8xT   8
2. }Dsxux}L8x L2yT   }D
s
yux}L8x L2yT   8
3. }∇u}L2TL8xy   }∇ux}L2TL8xy   8
Si T 1 P p0, T q existe una vecindad V en Hs de u0 entonces la aplicación v0 Ñ la clase de
funciones que cumplen las condiciones 2, 3 y 1, satisface la condición de Lipschitz, teniendo
en cuenta las normas que se dan en las condiciones 2, 3 y 1.
Demostración. Consideramos el operador integral





donde W ptqϕ  Iαptq  ϕ. Consideremos el espacio métrico
X aT  tu P Cpr0, T s;HspR2qq; |||u|||   au
3.2 Buen planteamiento en espacios de más baja regularidad 39
donde a y T son números reales positivos y
|||u||| : }u}L8T H8xy   }u}L2xL8yT   }D
s
xux}L8x L2yT   }D
s
yux}L8x L2yT   }∇u}L2TL8xy   }∇ux}L2TL8xy
Suponemos que s  1   δ, donde 3{4   δ   1 y T   1. Sean u P XT y consideraremos cada
una de las normas que definen a |||  |||. Consideremos primero estimaciones de la norma en
Hs de u. Aśı pues,










¤ c}u0}Hs   cT }u}L8T Hsxy
Por otro lado haciendo uso de la regla de Leibniz y la desigualdad triangular,
































}DsxΨptqptq}L2xy ¤ c}u0}Hs   cT
1{2}u}L8T Hsxy}ux}L2TL8xy   cT
1{2}u}L8T Hsxy}uxx}L2TL8xy 
  cT 1{2}uDδxuxx}L2xyT
¤ c}u0}Hs   cT
1{2}u}L8T Hsxy}∇u}L2TL8xy 




De la misma manera
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¤ c}u0}Hs   cT
1{2}u}L8T Hsxy}ux}L2TL8xy   cT
1{2}u}L8T Hsxy}uy}L2TL8xy 
  cT 1{2}u}L8T Hsxy}uxy}L2TL8xy   cT
1{2}uDδyuxy}L2xyT
¤ c}u0}Hs   cT
1{2}u}L8T Hsxy}∇u}L2TL8xy 




Examinemos ahora las otras normas que aparecen en la definición de |||  |||. En este caso
tenemos que, gracias al teorema 2.3.9






















donde χr0,T s es la función caracteŕıstica del intervalo r0, ts. De la misma forma, gracias al
efecto suavizante tipo Strichartz del grupo dada en el corolario 2.3.6, tenemos
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¤ }W ptq∇u0}L2TL8xy  
T»
0
χr0,T spt1qW pt t1q∇puuxqpt1qL2TL8xy dt1






















¤ }W ptq∇Bxu0}L2TL8xy  
T»
0
χr0,T spt1qW pt t1q∇Bxpuuxqpt1qL2TL8xy dt1












Asimismo, gracias al efecto suavizante tipo Kato (Teorema 2.3.12)
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χr0,T spt1qBxW pt t1qDsxpuuxqL8x L2yT dt1





























χr0,T spt1qBxW pt t1qDsypuuxqL8x L2yT dt1










Se tiene entonces que
|||Ψpuq||| ¤ cpsq}u0}   cpsqT
δ1 |||u|||2.
Haciendo a  2cpsq}u0}Hs y tomando T en tal forma que
T δ1cpsqa   1{2
se tiene que Ψ es una función de XT en śı mismo. Teniendo en cuenta que
uux  vvx  pu vqux   vpu vqx
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y siguiendo la misma linea de razonamiento con que obtuvimos las anteriores desigualdades
obtenemos que
}Ψpuq  Ψpqv} ¤ cpsqT δ1p|||u|||   |||v|||q}u v}.
Escogiendo ahora T que satisfaga también
2T δ1cpsqa   1{2,
se sigue que Ψ es una contracción en XT . Esto y un argumento estandar usado en ecuaciones
diferenciales ordinarias demuestran el presente teorema.
En el siguiente teorema haremos uso del efecto regularizante que tiene la no linealidad cuando
la potencia es grande.
Teorema 3.2.2. Sean γ P r0, 1
2
q, p ¥ 16
5
fijos y δ positivo y muy pequeño. Sea sp  máxt1
72γ12δ
5pp1q
, 1  6p12δq
5pp2q
, 1  γ
2
u. Entones para α  2, s ¡ sp, existe T  T p}ϕ}sq ¡ 0 y un
subespacio YT  Cpr0, T s;Hsxyq tal que el problema de Cauchy 1-10 tiene una única solución
en YT que depende continuamente del dato inicial.
Demostración. Sean s tal que sp   s   1, T P r0, 1s, p ¥
16
5
fijo, γ P r0, 1
2
q y 0   δ ! 1.
Consideremos la función norma |||  ||| definida por















YT  tu P Cpr0, T s, HsxypR2qq; |||u|||   8u (3-17)
Veamos que la aplicación Ψ definida por
Ψpuqptq  W ptqu0  
T»
0
W pt t1qupux dt
1
es una contracción en la bola cerrada de YT
X aT  tu P YT ; |||u||| ¤ au
para a y T convenientes que establecemos más adelante en el curso de la demostración. Para
ello, como en la demostración del teorema anterior examinaremos las estimaciones de Ψ al
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aplicarle cada norma que aparece en la definición de |||||| en la presente demostración. Veamos
primero la norma en Hs. En este caso, haciendo uso de la desigualdad de Hölder, tenemos

























Ahora bien, combinando el uso de la regla de Leibniz y la regla de la cadena para la derivada
















pDsx puxq }L2xy dt
1









}u2Dsx puxq }L2xy dt
1
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(3-20)
Examinemos ahora las estimativas correspondientes a las otras normas que aparecen en la
































1qW pt t1qpupuxq }L12pp1q{p72γ12δqT L8xy
dt1






donde χr0,T s es la función caracteŕıstica del intervalo r0, T s. De la misma manera, de nuevo






























χr0,T spt1qW pt t1qpupuxq L2pp2q{p12δqT L8xy dt1
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Haciendo uso del efecto suavizante de tipo Strichartz,
}BxΨpuqptq}L12{p5 2γqT L8xy













¤ c}D1δx u0}L2   c
T»
0
χr0,T spt1qW pt t1qpupuxqL12{p5 2γqT L8xy dt1










Ahora, combinando la estimativa maximal, obtenemos





Finalmente, el efecto regularizante de tipo Kato de grupo,
}BxD
sp























1 ya se ha estimado en las
desigualdades
De las lineas anteriores, podemos obtener 3-18, 3-19 y 3-20. Se tiene, de las desigualdades
3-18, 3-19, 3-20, 3-21, 3-22, 3-23, 3-24, 3-25 y 3-26, que
|||Ψ||| ¤ c}u0}Hsxy   cT
δ|||u|||p 1 (3-27)
El resto de la demostración sigue los mismos razonamientos de la demostración anterior.
4 Buen planteamiento en espacios de
Sobolev con peso
4.1. Problema lineal







Usando la transformada de Fourier podemos ver que la solución viene dada por






















para cada b P R.

































El lema se sigue una vez hayamos probado que
Ipyq ¤ Cp1   |y|2αbq. (4-2)
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Sean
E1  tz P R | |z| ¥ |y|αu, E2  tz P R | |z| ¤ |y|α, |z| ¤ |y|u y



























Observe que de (4-3) y (4-4) se sigue (4-2), cuando |y| ¥ 1. Para |y|   1, se necesita la














Calculemos ahora las derivadas enteras de eitp|ξ|
αξ sgnpξqη2qpϕ. Para abreviar la notación ha-
gamos V  V pξ, η, tq  eitp|ξ|
αξ sgnpξqη2q. Veamos






























ξ es la k ésima derivada de la delta medida solo en la variable ξ
Lema 4.1.2. Sean s1 y r P r0,8q, tales que s1 ¥ αr. Entonces,
1. Para r   1
2
, si ϕ P F s1,0r,0 , entonces W ptqϕ P F
s1,0
r,0 .
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2. Para r ¥ 1
2
, ϕ P F s1,0r,0 y t  0, W ptqϕ P F
s1,0
r,0 si sólo si B
j
ξ
pφp0, ηq  0, para casi todo η
y j  0, 1, 2,    , rr   1
2
s  1 (r  s es la función parte entera).




donde Prptq es una función continua en t.





W ptq  etD
α
x Bx cosptB2yq  H etD
α
x Bx senptB2yq.








Del Lema 4.1.1 y el teorema de Plancherel, se tiene que
}xretD
α
x Bxϕ}L2 ¤ Cp}ϕ}L2   }Drξpet|ξ|
αξ pϕq}L2q
¤ Cp}ϕ}L2   }Drξpet|ξ|
αξqpϕ}L2   }et|ξ|αξDrξ pϕ}L2q
¤ Cpp1   t
b
α 1 q}pϕ}L2   tb}|ξ|αr pϕ}L2   }Drξ pϕ}L2q
¤ Prptq}ϕ}Fs1,0r,0
Luego, se sigue 1.
Sea 1{2 ¤ r   1. Supongamos que t  0 y que ϕ yW ptqϕ P F s1,0r,0 . Entonces, H etD
α
x Bx senptB2yqϕ P
F s1,0r,0 . Luego, del Lema 2.0.27, se sigue que senptη2qpϕp0, ηq  0, para casi todo η. Luego,pϕp0, ηq  0, para casi todo η. Ahora supongamos que pϕp0, ηq  0, para casi todo η. Enton-














De aqúı en adelante procedemos como antes.
Supongamos que para n entero, si r   n, vale la afirmación del lema. Si r  n, por la
hipótesis de inducción se tiene que si W ptqϕ P F s1,0r,0 , B
j
ξ
pφp0, ηq  0, para casi todo η y
j  0, 1, 2,    , rr   1
2
s  1, ya que W ptqϕ P F s1,0r,0. Ahora bien, supongamos que ϕ es tal que
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Bjξ
pφp0, ηq  0, para casi todo η y j  0, 1, 2,    , rr   1
2
s  1. Entonces,
}W ptqϕ}Fs1,0r,0






















Si pj  kqα  k ¥ 0,
}|ξ|pjkqαkBrjξ pϕ}L2 ¤ }p1   ξ2qαj{2p1   B2ξ qprjq{2pϕ}L2
¤ }p1   ξ2qαr{2pϕ}j{rL2 }p1   B2ξ qr{2pϕ}prjq{rL2
¤ }ϕ}Fs1,0r,0
.
















¤}Brj k1ξ pϕ}L2   C}p1   ξ2qαj{2p1   B2ξ qprjq{2pϕ}L2
¤}Brj k1ξ pϕ}L2 
  C}p1   ξ2qαr{2pϕ}j{rL2 }p1   B2ξ qr{2pϕ}prjq{rL2
¤}ϕ}Fs1,0r,0
,
Esto demuestra el lema para r  n.
Ahora supongamos que r  n  b. Veamos primero que W ptqxnϕ P F s1b{r,0b,0 . En efecto, de la
ecuación (4-6),









Probemos que cada término de la suma en la parte derecha de la ecuación anterior están en
F s1b{r,0b,0 . Para el primer término que aparece tenemos que
}p1   B2xq
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y
}xbxnW ptqϕ}L2 ¤ }W ptqϕ}Fs1,0r,0
.
Luego, xnW ptqϕ P F s1b{r,0b,0 . Como cada término pQjB
nj
ξ pϕq_ es una combinación lineal de
expresiones de la forma p|ξ|pjkqαk sgnpξqkBnjξ pϕq_ es suficiente mostrar que cada uno de
éstos está en F s1b{r,0b,0 y se anula en 0. Veamos. Primero, si pj  kqα  k ¥ 0,
}p1  B2xq
s1b{rp|ξ|pjkqαk sgnpξqkBnjξ pϕq_}L2 
}p1   ξ2qs1b{2r|ξ|pjkqαk sgnpξqkBnjξ pϕ}L2
¤}p1   ξ2qs1b{2r αj{2p1  B2ξ q
pnjq{2pϕ}L2










si pj  kqα  k   0,
}p1  B2xq
s1b{rp|ξ|pjkqαk sgnpξqkBnjξ pϕq_}L2 







}L2   }p1  ξ
2qs1b{r|ξ|pjkqα1 sgnpξqkBnjξ pϕ}L2
¤C}Bnj k1ξ pϕ}L2   }p1   ξ2qs1b{2r αj{2p1  B2ξ qpnjq{2pϕ}L2
¤C}ϕ}Fs1,0r,0
.
Segundo, ya que Bnlξ pϕp0q  0, para 2 ¤ l ¤ n, si pj  kqα  k ¥ 0,
}p1  x2qbp|ξ|pjkqαk sgnpξqkBnjξ pϕq_}L2 
}p1  B2ξ q
b{2|ξ|pjkqαk sgnpξqkBnjξ pϕ}L2
¤}p1  B2ξ q
b{2p1   ξ2qαj{2Bnjξ pϕ}L2
¤}p1  B2ξ q
pb jq{2Bnjξ pϕ}b{pb jqL2 }p1   ξ2qpαpj bqq{2Bnjξ pϕ}j{pb jqL2
¤}p1   B2ξ q
r{2pϕ}prb jpnjqq{prpb jqqL2 }p1   ξ2qαr{2pϕ}j{rL2
¤}ϕ}Fs1,0r,0
,
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y si pj  kqα  k   0,
}p1  x2qbp|ξ|pjkqαk sgnpξqkBnjξ pϕq_}L2 
































p1  B2ξ qpb jkq{2Bnj k1ξ pϕb{pb jkq
L2

 }p1   ξ2qpαpjk bqq{2Bnjξ pϕ}pjkq{pb jkqL2
¤
p1  B2ξ qpr1q{2pϕb{pb jkqL2 







ξ pϕ	_ P F s1b{r,0b,0 y se anula en 0. De la hipótesis de inducción,W ptq°nj1QjBnjξ pϕ	_ P
F s1b{r,0b,0 . Por lo tanto, W ptqxnϕ P F
s1b{r,0
b,0 . Esto muestra además que B
n
ξ ϕp0q  0 si b ¥ 1{2,
o equivalentemente r ¥ n  1{2.
Ahora supongamos que ϕ P F s1,0r,0 y que pϕjp0q  0, para j  0,    , rr   12s  1. Ya que
}W ptqϕ}Fs1,0r,0
¤ }W ptqϕ}s1,0   }x
rW ptqϕ}L2
es suficientemente mostrar que
}xrW ptqϕ}L2 ¤ }ϕ}Fs1,0r,0
.
De la ecuación (4-6)
}xrW ptqϕ}L2 ¤ }x

















ξ pϕq_}Fs1b{r,0b,0 ¤ }ϕ}Fs1,0r,0 .







ξ pϕq_}L2 ¤ }ϕ}Fs1,0r,0 .
Ahora bien como xnϕ P F s1b{r,0b,0 y Bnξ ϕp0q  0 cuando b ¥ 1{2, se tiene que
}W ptqxnpϕ}Fs1b{r,0b,0 ¤ }xnϕ}Fs1b{r,0b,0 ¤ }ϕ}Fs1,0r,0 .
En particular,
}xbW ptqxnpϕ}L2 ¤ }ϕ}Fs1,0r,0 .
Por lo tanto,
}xrW ptqϕ}L2 ¤ }ϕ}Fs1,0r,0
.
Esto demuestra el lema.
Veamos como son las derivadas con repecto η de eitp|ξ|
αξ sgnpξqη2qpϕ  V pϕ.


























y los ck,j son constantes reales.




donde Prptq es una función continua en t.
Demostración. Para r entero, gracias a la ecuación (4-8),
}W ptqϕ}F0,s20,r
 }W ptqϕ}0,s2   }y
rW ptqϕ}L2
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Ahora bien, para 2k ¤ j,
}ηj2kBrjη pϕ}L2 ¤ }xηyj2kJrjη pϕ}L2
¤ }xηyr pϕ}j{rL2 }Jrη pϕ}prjq{rL2
¤ }ϕ}F0,s20,r
.
Esto demuestra el lema para r entero.
Supongamos que 0   r   1. Como
}W ptqϕ}F0,s20,r
 }W ptqϕ}0,s2   }|y|
rW ptqϕ}L2 , (4-10)
basta demostrar que
}|y|rW ptqϕ}L2 ¤ }W ptqϕ}F0,s20,r
. (4-11)





¤ptr{2   trq}p1  Dryqϕ}L2
¤Prptq}ϕ}F0,s20,r
.
Finalmente, supongamos que r  n   b, n entero positivo y b real entre 0 y 1. Como antes,
ya que se tiene (4-10), debemos mostrar (4-11). Gracias a (4-8) se tiene que
























rQjBrjη pϕq_}F0,s2b{r0,b ¤ Cptq}ϕ}F0,s20,r ,























 rQjBrjη pϕq_ es una combinación lineal de téminos de la forma tn2kH n2kBn2ky ynjϕ.



































Esto finaliza la demostración del lema.
4.2. Problema no lineal
Examinemos ahora la persistencia de soluciones en espacios con peso. Una primera cosa que
haremos es probar la existencia de soluciones con peso en el espacio XspR2q, para s ¡ 2.
Teorema 4.2.1. Suponga que ϕ P Xs es tal que xxyθϕ P L2, para 0   θ ¤ 1. Sea u P
Cpr0, T s, Xsq una solución del problema de Cauchy (1-10). Entonces, u P Cpr0, T s, L2pR2, xxyθ dxdyq.
Demostración. Sea wn una función tal que
wNpxq 
#
xxy si x ¤ N,
2N si x ¥ 3N,
y w1 ¤ 1 en todo R. Multiplicando por wθNpxq en ambos lados de la ecuación en (1-10) y


























Examinemos cada uno de los términos que aparecen al lado derecho de esta última ecuación.
Para el primer término, examinamos los siguientes tres casos en α a saber, α  1, α  2 y
1   α   2. Para α  1 tenemos
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El caso 1   α   2 es un poco más largo y delicado. Aqúı seguimos lo hecho en [Fonseca et al., 2013].




































A1   A2   A3   A4
(4-13)











x Bxu}L2 . (4-14)
Desafortunadamente si θ  1, }ΛδxBxw
θ
N}Lq no es uniformemente acotado en N . Aśı que este
argumento no funciona para θ  1. Más adelante, en este trabajo, examinamos este situación
de una manera más directa. Veamos que pasa con el segundo término de (4-13). De nuevo,





























Para el tercer término, obsérvese que
rDx, w
θ
N su  H pBxw
θ










x BxrH , w
θ
N sBxu. (4-16)
4.2 Problema no lineal 57
Gracias a los Lemas 2.0.4 y 2.0.26 se tiene que
}Dα1x BxrH , w
θ























































  }rDα1x , Bxw
θ
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En particular, }wθNu}L2 es uniformemente acotada para N P N y t P r0, T s. Un mismo










para v P Cpr0, T s, Xsq solución de (??) tal que vptq P L2pxxy2θ dxdyq, para todo t.
Finalmente, gracias a (4-18) y al hecho de que }wθNu}L2 es uniformemente acotada para N






1q}2L2 | ¤M |t t
1|,






. Del teorema de convergencia
dominada de Lebesgue, se sigue que
|}xxyθuptq}2L2  }xxy
θupt1q}2L2 | ¤M |t t
1|.
En particular, t ÞÑ }xxyθuptq}2L2 es continua. Ya que t ÞÑ uptq es débilmente continua en
L2pxxyθ dxdyq, se sigue que t ÞÑ uptq es continua en L2pxxyθ dxdyq
Ahora examinemos que pasa en los espacios de Sobolev con peso Hs1,s2pRq X L2pR, xxyθq
para θ P r0, 1{2q.
Teorema 4.2.2. Supongamos que, para s1 ¥ α 1 y θ P p0, 1{2q, ϕ P H
s1,s2pRqXL2pR, xxyθq.
Entonces, si u P Cpr0, T s, Hs1,s2pRqq es la solución de (1-10), u P Cpr0, T s, Hs1,s2pR2qq, y la
aplicación ϕ Ñ u es continua de Hs1,s2pRq X L2pR2, xxyθ dxdyq en Cpr0, T s, Hs1,s2pRq X
L2pR2, xxyθ dxdyqq.
Demostración. Sean s ¡ máxps1, s2q y supongamos que ϕ P X
spR2qXL2pR2, xxyθ dxdyq. En
este caso si u es solución de (1-10) se tiene que u P Cpr0, T s, XspR2q X L2pR2, xxyθ dxdyqq.
Aśı pues, como u y Bxu P Cpr0, T s, C8pR2qq, Bpup 1q P Fαθ,0θ,0 con
}Bpup 1q}Fαθ,0θ,0
¤ Cp}u}L2pxxyθ dxdyq   }u}Hs1,s2 q}u}
p
Hs1,s2 .
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Como








, se tiene que

































Por lo tanto, de la desigualdad de Gronwall
}uptq}L2pxxyθ dxdyq ¤ pCpT q}ϕ}Fαθ,0θ,0
 K1qe
K2T . (4-19)
Para cualquier ϕ P Hs1,s2pR2q, sea pϕnq una sucesión de funciones en XsXL2pxxyθ dxdyq tal
que ϕn Ñ ϕ en H
s1,s2 XL2pxxyθ dxdyq, cuando nÑ 8. Entonces, si un son las soluciones de
(1-10) con unp0q  ϕn, se tiene que
}unptq}L2pxxyθ dxdyq ¤ pCpT q}ϕn}Fαθ,0θ,0
 K1,nqe
K2,nT .
Del buen planteamiento del problema de Cauchy (1-10) la sucesión pϕnq se puede tomar de
tal manera que K1,n y K2,n son uniformemente acotadas en n. Aśı pues, }unptq}L2pxxyθ dxdyq
son uniformemente acotadas en n y t.
Haciendo un procedimiento análogo al que hicimos para obtener (4-19) llegamos a que




}unptq  umptq}Hs1,s2 K̃1qe
K̃2T ,
donde













60 4 Buen planteamiento en espacios de Sobolev con peso
Esto muestra un converge a alguna función continua ũ de r0, T s en L
2pxxyθ dxdyq. Ya que un
converge también en L2 a u, se tiene que ũ  u, para u la solución de (1-10) con up0q  ϕ.
El buen planteamiento sigue inmediatamente de los mismos argumentos. Esto termina la
demostración del presente teorema.
Nuestro próximo paso es mostrar el buen planteamiento en los espaciosHs1,s2XL2pxxyθ dxdy,R2q,
con 1{2 ¤ θ ¤ 1. En este caso se debe imponer una restricción sobre el dato inicial que des-
cribiremos en el siguiente teorema. Pero antes de que veamos ésto examinaremos el siguiente
lema, muy necesario para la demostración de dicho teorema.
Lema 4.2.3. Sean s1 ¡ 1{2, y u P Cpr0, T s;H
s1,s2pR2qq es solución del problema de Cauchy
(1-10). Si pϕp0, ηq  0, para casi todo η P R , entonces pupt, 0, ηq  0 para todo t P r0, T s y
casi todo η P R
Demostración. Es claro que








. Como u P L2yL
p 1




x, por lo que pv es continua en ξ para casi todo
η. Aśı pues, como
puptq  V pϕ  t»
0
V pt t1qiξpv dt1,
pupt, 0, ηq  0, para casi todo η.
Teorema 4.2.4. Si s1 ¥ 1 y u P Cpr0, T s, H
s1,s2pR2qq solución del problema de Cauchy
(1-10). Si u P Cpr0, T s,F s1,s21{2,0 q, para todo t P r0, T s, entonces pupt, 0, ηq  0, para casi todo
pt, ηq P r0, T s  R.
Demostración. De la ecuación de Duhamel,
pupt, ξ, ηq  V ptqpϕ  » t
0
V pt t1q pwpt1q dt1
donde ϕ  up0q, w  upBxu y V ptq  e
itpξ|ξ|α sgnpξqη2q. Ya que ϕ P F s1,s21{2,0 , gracias al Lema
4.1.2 y al anterior lema, es suficiente demostrar que D
1{2
ξ pV ptqχpϕq P L2, donde χ P C80 pRq
tal que χ  1 en el intevalo r1{2, 1{2s.
χD
1{2




















ξ pV pt t
1qχ pwpt1qq dt1
A1   A2   A3   A4.
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Gracias al Lema 2.0.30, A1 y A2 P L




ξ pV ptqχpϕq P L2. Veamos. Puesto que pw  iξp  1 yup 1, entonces pwpt1, 0, ηq  0, para
cada t1 P r0, T s. Por otro lado,
}D
1{2




















}D1{2pV pt t1qχ pwpt1qq}L2 ¤ cpt t1q}upt1q}Fs1,s2
1{2,0
.
para alguna función continua c en t. De aqúı se tiene que A4 P L
2. Esto termina la demos-
tración.
Teorema 4.2.5. Sean s1 ¥ α  1 y que 1{2 ¤ θ ¤ 1. Supongamos que ϕ P H
s1,s2pR2q es tal
que ϕ P L2pR2, xxyθ dxdyq y que pϕp0, ηq  0, para casi todo η. Si u P Cpr0, T s, Hs1,s2pR2qq es la
solución del problema de Cauchy (1-10), entonces u P Cpr0, T s, L2pR2, xxyθ dxdyqq. Además,
la aplicación ϕ Ñ u es continua de Hs1,s2pRq X L2pR2, xxyθ dxdyq en Cpr0, T s, Hs1,s2pRq X
L2pR2, xxyθ dxdyqq
Demostración. Para θ   1 la demostración es escencialmente la misma que la hecha para
el Teorema 4.2.2, solo hay que resaltar que en este caso usamos fuertemente la condición
probada en el Lema 4.2.3.
Veamos que pasa para θ  1. En este caso se tiene que, si xu P Cpr0, T s, L2pR2qq,
xBtu  D
α






Supongamos que α  1 o 2. En estos dos casos tenemos que, para ϕ P Xs, con s ¡
máxps1, s2q, xu P Cpr0, T s, L
2pR2qq, y, al multiplicar en ambos lados de la ecuación (4-20)





















De aqúı, se sigue que los mismos argumentos empleados para demostrar el Teorema 4.2.2
muestran el teorema para éstos casos.
Teorema 4.2.6. Supongamos que s1 ¡ 2α y que u P Cpr0, T s, H
s1,s2pR2qq solución del
problema de Cauchy (1-10). Si u P F s1,s23{2,0 y Bξpupt, 0, ηq  0 para todo pt, ηq P r0, T s  R ,
entonces u  0.
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Demostración. Al tomar transformada de Fourier en (??) tenemos que
iBtpu  |ξ|αξpu  sgnpξqη2pu  ξyup 1.
Al derivar con respecto a ξ, y teniendo en cuenta que pupt, 0, ηq  0 para todo t, tenemos que






Como Bξpupt, 0, ηq  0, para todo t, del Teorema 2.0.27 se sigue que
0  yup 1pt, 0, 0q  »
R2
up 1 dxy,
para todo t. Aśı pués, u  0, para todo t P r0, T s, si p  1 es par
Teorema 4.2.7. Supongamos que s1 ¡ 2α y que u P Cpr0, T s, H
s1,s2pR2qq es la solución del
problema de Cauchy (1-10). Si u P F s1,s23{2,0 y existen 0 ¤ t0   t1 ¤ T tales que Bξpuptj, 0, ηq  0,
para todo η P R, j  0, 1, entonces u  0, para todo t P r0, T s
Demostración. Podemos suponer, sin perdida de generalidad, que t0  0. Sea ϕ  up0q.
Como
pupt1, ξ, ηq  V pt1qpϕ  t1»
0
V pt1  t
1q pwpt1q dt1
donde w  Bxpu
p 1{p  1q, tenemos









1qη2q pwpt1, 0, ηqδξ dt1
Como por hipótesis Bξpup0, η, t1q  pϕp0, ηq  0 y pw es una función continua (gracias al lema
de Sobolev up 1 P L1pR2q), tenemos que
t1»
0
V pt1  t
1qBξ pwp0, η, t1q dt1  t1»
0




p0, η, t1q dt1  0,
para todo pη, tq P r0, T s  R2. Por lo tanto, del teorema del valor medio para integrales, se
tiene que, para cada η, existe un tη P r0, t1s tal que
0  yup 1ptη , 0, ηq




yup 1pt0 , 0, 0q  0.






para todo t P r0, T s. Por lo tanto, u  0. Esto termina la demostración.
Para terminar esta sección vamos a examinar que pasa con los pesos en y, En este caso
tenemos el siguiente teorema
Teorema 4.2.8. Supongamos que ϕ P Hs1,s2pR2q es una función tal que xyyrϕ P L2pR2q,
para r   s2. Entonces, si u P Cpr0, T s, H
s1,s2pR2qq, u P Cpr0, T s, L2p R2, xyyr dxdyqq. Además,
ϕ P u es continua de Hs1,s2pR2q X L2pxyyr dxdyqq.
Demostración. Para N P N, sea wN la función como en la demostración del Teorema 4.2.1.























Examinemos cada una de lo términos en la parte derecha de la anterior ecuación. Para el











Npyqu dxdy  0.










































































L2   c sup
r0,T s
}u}2Hs1,s2 q
¤e2T p}xyyθϕ}2L2   c sup
r0,T s
}u}2Hs1,s2 q.




L2   c sup
r0,T s
}u}2Hs1,s2 q









memente acotada en N y t, para N P N y t P r0, T s.
Para la continuidad de t ÞÑ uptq de r0, T s en L2pxyyθ dxdyq repetiremos escencialmente los
mismos argumentos que usamos en la demostración del Teorema 4.2.1. De (4-21) y la aco-
tación uniforme de }wθNuptq}
2






1q}2L2 | ¤M |t t
1|,








. Del teorema de convergencia
dominada de Lebesgue, se sigue que
|}xyyθuptq}2L2  }xyy
θupt1q}2L2 | ¤M |t t
1|.
Aśı pues, t ÞÑ }xyyθuptq}2L2 es continua. Ya que t ÞÑ uptq es débilmente continua en L
2pxyyθ dxdyq,
se sigue que t ÞÑ uptq es continua en L2pxyyθ dxdyq.
El mismo procedimiento que usamos para llegar a la desigualdad (4-21) podemos obtener la
siguiente desigualdad
}xyyθpu vq}2L2 ¤ e
2Kp}xyyθpϕ ψq}2L2   c sup
r0,T s
}u v}2Hs1,s2 q.
donde u y v son soluciones de (1-10), con up0q  ϕ y vp0q  ψ, y K  C supr0,T sp1 }u}
p
Hs1,s2 
}v}pHs1,s2 q. Esto demuestra la continuidad de ϕ ÞÑ u en L
2pxyyθ dxdyq, para θ P r0, 1s. Esto
demuestra que el teorema es válido para r P r0, 1s.
Supongamos ahora que el teorema es válido para r P r0, ns y veamos que también lo es para
r P pn, n  1s. Para ésto, multipliquemos la ecuación en (??) por w
2pn θq
N u en ambos lados de
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Como en el caso para r P r0, 1s es claro que que el primer y tercer términos del lado derecho





































¤Cp1   }xyyn1 θu}2L2   }u}
2





ya que H B2y es antisimétrico, que, gracias al Lema 2.0.4,
}Byw
n θ































2 ¤ Cp1   }xyyn1 θu}2L2   }u}
2









}xyyn θϕ}2L2   C sup
r0,T s





Del teorema de convergencia monotona de Lebesgue se sigue que
}xyyn θu}2 ¤ e2T

}xyyn θϕ}2L2   C sup
r0,T s





Repitiendo la misma argumentación anterior podemos concluir que el teorema sigue siendo
válido para r P pn, n  1s.







pux  0 (5-1)
Si suponemos la existencia de una solución de tipo onda solitaria, es decir upx, y, tq  φpx






pφx  0 (5-2)






























Los puntos cŕıticos de este funcional son las soluciones de la ecuación (5-3).
Aśı pues, probemos la existencia de puntos cŕıticos no nulos del funcional I usando el Lema
de Paso de Montaña.









2 dxy  0, (5-5)
entonces ĺım
nÑ8
φn  0 en L
qpR2q, para 2   q   p2α   6q{p3  αq. (Ωpc, d, Rq es el cuadrado
con lados paralelos a los ejes coordenados con centro en pc, dq y lado R).
























p2α   6qpq  2q
4qα
. Supongamos ahora que q es tal que θq
2
 1. Denotemos dicho q
como q0. Entonces, de la última desigualdad, tenemos»
Ωpc,d,Rq
|φn|








Cubriendo R2 con cuadrados de longitud R de lados paralelos a los ejes coordenados y de















Como pφnq es una sucesión acotada en X
α, de aqúı se sigue inmediatamente el lema para
q  q0. Ya que 2   q0   p2α   6q{p3  αq, la desigualdad de Hölder implica el lema para
todo 2   q   p2α   6q{p3  αq
Lema 5.1.2 (Paso de montaña). Sean X un espacio de Banach e I P C1pX , Rq un funcional
que satisface las siguientes propiedades:
1. Ip0q  0, y existe un r ¡ 0 tal que I|BBrp0q ¥ δ ¡ 0
2. Existe ϕ0 P X zBrp0q tal que Ipϕ0q ¤ 0
Sean, asimismo, Γ el conjunto de todos los caminos que unen a 0 con ϕ0, es decir







Entonces, c ¥ δ y existe una sucesión de Palais–Smale en el nivel c asociada a I, es decir,
existe una sucesión pφnq tal que Ipφnq Ñ c y I
1pφnq Ñ 0 cuando nÑ 8






























Por lo tanto, del Lema 2.0.6, se sigue que I|BBrp0q ¥ δ ¡ 0, para algún r ¡ 0. Esto muestra
1).
Ahora, sea ψ P Xα fija tal que
³
R2 ψ

















Es claro que para alguna ϑ lo suficientemente grande Ipϑψq ¤ 0. Tomando β  ϑψ se
muestra que I satisface 2). Aśı tenemos
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Lema 5.1.3. Para c como en el Lema 5.1.2, existe una sucesión pφnq, tal que Ipφnq Ñ c y
I 1pφnq Ñ 0
Teorema 5.1.4. Existen soluciones no triviales de 5-3 en Xα
Demostración. Sea pφnq la sucesión de Palais–Smale en el nivel c de I, garantizada por el
Lema 5.1.3. Por lo tanto,















para n suficientemente grande. Luego, la sucesión pφnq es acotada en X
α. Como




















2 dxy ¡ 0. (5-8)
Entonces, tomando una subsucesión si es necesario, podemos suponer que existe una sucesión
pcn, dnq en R2 tal que»
Ωpcn,dn,1q
|φn|
2 dxy ¡ δ{2, (5-9)
para n suficientemente grande. Sea φ̃n  φnppcn, dnqq. Luego, tomando una subsucesión si
es necesario, podemos suponer que, para algún φ P Xα, φ̃n Ñ φ en X
α. De (5-9) y el Lema
2.0.16 se sigue que φ  0. El Lema 2.0.16 y la continuidad de la función u ÞÑ up 1 de Lp 2
en L
p 2
p 1 , implican que
I 1pφqpwq  ĺım
nÑ8
I 1pφ̃nqpwq  0,
para toda w P Xα con soporte compacto. Esto demuestra el teorema.
5.2. Suavidad y analiticidad de las ondas solitarias
En esta sección probaremos que las ondas solitarias asociadas a la ecuación (5-1)
Teorema 5.2.1. Si φ P Xα es solución de 5-3, entonces φ P H8 
8
n0
Hn. Además, φ es
anaĺıtica.
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Luego, φp 1 P L
q 2
p 1 pR2q. Ahora bien, de 5-3, se tiene que
pDα 1x  B
2









¥ 2, φp 1 P L2 y, gracias al teorema de Plancherel y a la ecuación (5-10), φ P Hα,1.
Ahora supongamos por inducción que φ P Hnα,n. Entonces, como Hnα,n es un álgebra de
Banach, φp 1 P Hnα,n. De nuevo del teorema de Plancherel y de la ecuación (5-10), se sigue
que φ P Hpn 1qα,n 1. Por lo tanto, en este caso, φ P H8.
Por otro lado, si q 2
p 1
  2, del lema de Lizörkin y la ecuación (5-10), Dαxφ P L
q 2
p 1 . Del Lema
2.0.4, Dα1x φ P L
2, donde α1 
q
p
α ¡ α. En otras palabras, φ P Xα1 . Entonces, del Lema





¥ 2, estamos en la misma situación expuesta
en el parágrafo anterior, por lo que tendremos que φ P H8. En otro caso, repetimos el
mismo argumento una y otra vez para obtener una sucesión de términos tales que αi 1 ¡ αi,
i  0, 1, 2,    , y qi 2
p 1






α, i  0, 1, 2,    , α0  α. Veamos
que esta sucesión es finita. Si fuese infinita, como αi   2α, αi convergeŕıa a un punto fijo
de fpxq  4xα
pp3xq
. Pero los únicos puntos de f son 0 y 3  4α
p
. Ya que α ¡ 3p
p 4
, estaŕıamos
en una contradicción. Luego, esta sucesión no es infinita. Luego existe n tal que αn ¥ 3 o
qn 2
p 1
¥ 2. Como φ P Xαn , en cualquier caso, φp 1 P L2pR2q. Por lo que volvemos a quedar
en la misma situación del parágrafo anterior.


















donde s ¡ 1. Veamos esto por inducción. Para |β|  1, la desigualdad 5-12 es evidente;
es suficiente elegir C suficientemente grande. Supongamos ahora que (5-12) es válida para















Aplicando Bβ en ambos lados de la ecuación y haciendo producto interno en H2 con Bβφ en
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||∇Bβφ||H2 ¤ C||Bβpφp 1q||H2 (5-15)
Para terminar la demostración necesitamos del siguiente lema.
Lema 5.2.2. [(a)]










β1! . . . βj!
Bβ1φ . . . Bβjφ





β!|β1|! . . . |βj|!
β1! . . . βj!
3. Para s ¡ 1 existe C2 tal que para todo j e k P N¸
k1 ... kjk
1




Regresemos a la demostración del teorema. Por la parte paq del lema 5.2.2, la desigualdad








β1! . . . βj!
||Bβ1φ||H2 . . . ||B
βjφ||H2 .












β1! . . . βj!
p|β1|  1q! . . . p|βj|  1q!









pn1   1qs 1 . . . pnj   1qs 1

















jAj ¤ C. Es










demostramos 5-12. Esto completa la demostración.
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