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In this paper, we study the generalized Hénon equation with a
radial coeﬃcient function in the unit ball and show the existence
of a positive non-radial solution. Our result is applicable to a wide
class of coeﬃcient functions. Our theorem ensures that if the ratio
of the density of the coeﬃcient function in |x| < a to that in
a < |x| < 1 is small enough and a is suﬃciently close to 1, then
a least energy solution is not radially symmetric.
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1. Introduction
We study the existence of non-radial positive solutions of the generalized Hénon equation
−u = h(|x|)up, u > 0 in B, (1.1)
u = 0, on ∂B, (1.2)
where B is a unit ball of RN with N  2, h ∈ L∞(B), h(|x|) is radially symmetric and h(|x|)  0,
≡ 0 and 1 < p < ∞ if N = 2 and 1 < p < (N + 2)/(N − 2) if N  3. In this paper, we deal with,
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1988 R. Kajikiya / J. Differential Equations 252 (2012) 1987–2003for example, h(|x|) = |x|λ, eλ|x|, (|x|/(1 + |x|))λ and | sin(π |x|/2)|λ , etc. We shall prove that if λ > 0
is large enough, then (1.1), (1.2) has a non-radial solution. Since h ∈ L∞(B), we call u a solution of
(1.1), (1.2) if u ∈ W 2,q(B) ∩ W 1,q0 (B) for all q < ∞ and satisﬁes (1.1) in the distribution sense. Here
Wm,q(B) denotes the Sobolev space. If h is Hölder continuous on B , then u becomes a classical
solution belonging to C2(B) because of the elliptic regularity theorem. When 0 < p < 1, Brezis and
Oswald [2] proved that (1.1), (1.2) has a unique positive solution. Therefore it must be a positive
radial solution, and so there are no non-radial positive solutions. Hence we study the case p > 1. If
p  (N + 2)/(N − 2) with N  3, then (1.1), (1.2) with h ≡ 1 has no positive solutions because of
the Pohozaev identity [16]. Therefore we assume the subcritical condition p < (N + 2)/(N − 2). Since
h(|x|) is assumed to be radial, there exists a positive radial solution, which will be proved later on.
However, in this paper we look for a non-radial positive solution. Such a solution will be obtained as
a least energy solution. To ﬁnd it, we deﬁne the Rayleigh quotient
R(u) :=
(∫
B
|∇u|2 dx
)/(∫
B
h
(|x|)|u|p+1 dx)2/(p+1).
Since h(|x|) 0, ≡ 0 by assumption, we put
H :=
{
u ∈ H10(B):
∫
B
h
(|x|)|u|p+1 dx > 0}.
Then R(u) is well deﬁned in H. We next deﬁne the least energy L by
L := inf{R(u): u ∈ H}.
Because of the Sobolev imbedding theorem, R(u) has a positive lower bound. Hence L is well deﬁned
and positive. We deﬁne the Nehari manifold
N :=
{
u ∈ H10(B) \ {0}:
∫
B
(|∇u|2 − h(|x|)|u|p+1)dx = 0}.
It is clear that N ⊂ H. Note that for any u ∈ H, there is a λ > 0 such that λu ∈ N . Since R(λu) = R(u)
for any λ > 0, it holds that
L = inf{R(u): u ∈ H}= inf{R(u): u ∈ N}.
Then the inﬁmum is achieved by a certain point u ∈ N . This is well known, however we show it for
the reader’s convenience. By the homogeneity of R , we rewrite L as
L = inf
g(u)=1 f (u),
where
f (u) :=
∫
B
|∇u|2 dx, g(u) :=
∫
B
h|u|p+1 dx.
Let un be a minimizing sequence of L, i.e., g(un) = 1 and f (un) → L. Since un is bounded in H10(B),
along a subsequence it converges to a limit u weakly in H10(B) and strongly in L
q(B) for any q
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g(u) = 1. By the weakly lower semicontinuity of f , we have
f (u) lim inf
n→∞ f (un) = L.
Thus u is a minimizer of f under the constraint g(u) = 1. Then λu belongs to N by choosing λ > 0
suitably, i.e., λu ∈ N and R(λu) = L. We call u a least energy solution if u ∈ N and R(u) = L. It is easy
to verify that a least energy solution satisﬁes (1.2) and (1.1) with the nonlinear term h(|x|)up replaced
by h(|x|)|u|p−1u. Moreover, it is sign-deﬁnite, i.e., it is positive or negative. Indeed, if u ∈ N is a least
energy solution, then |u| ∈ N . Hence |u| is a minimizer of R over N , and it is also a solution of (1.1),
(1.2). Then |u| is positive by the strong maximum principle. Accordingly, u is a positive or negative
solution. We here note that the strong maximum principle is valid. Indeed, since h ∈ L∞(B), any weak
solution in H10(B) belongs to W
2,q(B) for any q ∈ [1,∞) by the elliptic regularity theorem, especially
it belongs to C1,θ (B) for any θ ∈ (0,1). Then the strong maximum principle holds. For the proof, we
refer the readers to [8, Lemma 3.4 and Theorem 8.1]. Throughout this paper, a least energy solution
means a positive one. A least energy solution is equal to a solution which minimizes R(u) among all
nontrivial solutions of (1.1), (1.2).
To explain our problem and motivation, we introduce the original Hénon equation,
−u = |x|λup, u > 0 in B, (1.3)
u = 0, on ∂B, (1.4)
which has been studied ﬁrst by Hénon [12] for a small λ > 0. Later, Smets, Willem and Su [20] have
proved that if λ is large enough, a least energy solution of (1.3), (1.4) is non-radial. Therefore the
equation has at least two positive solutions: one is a least energy solution and another is a radial
solution. As for recent studies on the Hénon equation, we refer the readers to [3–5,7,13,17,19].
On the other hand, Moore and Nehari [15, pp. 32–33] have studied the two point boundary value
problem of the ordinary differential equation
u′′(t) + h(t)up = 0, u > 0 in (−1,1), (1.5)
u(−1) = u(1) = 0. (1.6)
Here h(t) = 0 for |t| < a and h(t) = 1 for a < |t| < 1. They have constructed at least three positive
solutions of (1.5), (1.6) with a suitable a (< 1) suﬃciently close to 1: the ﬁrst one is even, the second
one u(t) is non-even and the third one is the reﬂection u(−t). Tanaka [22,23] has extended the results
above to sign-changing solutions of the p-Laplace equation and to radial solutions of a semilinear
elliptic equation. A non-even solution constructed by Moore and Nehari can be obtained by a least
energy solution also, which has been proved by the author in [14].
Observing the results above, we have a question: What property of h makes a least energy solution
non-radial? Our answer is as follows: If the ratio of the density of h(|x|) in |x| < a to that in a < |x| < 1
is small enough and a is suﬃciently close to 1, then a least energy solution is not radially symmetric.
Our answer is compatible with both the results by Smets, Willem and Su [20] and Moore and Nehari
[15].
This paper is organized into four sections. In Section 2, we establish the main results and give ex-
amples of coeﬃcient functions h(|x|). In Section 3, we prove the existence of a positive radial solution
and study its properties, moreover give several estimates for its integrals. In Section 4, we prove the
main results by using the variational method with the estimates obtained in Section 3.
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In this section, we state the main results and give examples of h(|x|) which our theorems are
applicable to. Since p < (N + 2)/(N − 2) for N  3, we deﬁne ν ∈ (0,1) which satisﬁes
p <
N + 2− 2ν
N − 2 <
N + 2
N − 2 .
We put ν := 1 for N = 2. Let h ∈ L∞(B), h  0, ≡ 0 and h(|x|) be radially symmetric. For a ∈ (0,1),
we deﬁne
μ(a) := (1− a)(p+1)/2
( a∫
0
h(r)r−1+ν dr
)( 1∫
a
h(r)(1− r)p+1rN−1dr
)−1
. (2.1)
Hereafter, we assume that h ≡ 0 in (a,1). Then μ(a) is well deﬁned.
Theorem 2.1. There exists a δ0 > 0 depending on N, p and ν such that if μ(a) < δ0 and 1− δ0 < a < 1, then
a least energy solution is not radially symmetric. Therefore (1.1), (1.2) has at least two positive solutions: one
is a positive radial solution and another is a positive non-radial least energy solution.
The assumptions μ(a) < δ0 and 1−δ0 < a < 1 mean that the ratio of the density of h(|x|) in |x| < a
to that in a < |x| < 1 is small enough and a is suﬃciently close to 1. Then Theorem 2.1 ensures that
a least energy solution is not radial.
Corollary 2.2. Put h(r) = g(r)λ with r = |x|, where g ∈ C[0,1] and 0  g(r) < g(1) for r < 1. If λ > 0 is
large enough, then a least energy solution of (1.1), (1.2) is not radially symmetric.
Example 2.3. The above corollary covers a wide class of coeﬃcient functions h(|x|), e.g., h(|x|) = |x|λ ,
which is the original Hénon equation, and h(|x|) = eλ|x| , (|x|/(1 + |x|))λ and | sin(π |x|/2)|λ , etc. For
such coeﬃcient functions with λ > 0 large enough, a least energy solution is not radially symmetric.
Moreover, if we put h(|x|) = 0 for |x| < a and h(|x|) = 1 for a < |x| < 1 with a suﬃciently close
to 1, then Theorem 2.1 extends Moore and Nehari’s result to the N-dimensional. In case h(|x|) = |x|λ ,
Corollary 2.2 gives an alternative proof of the theorem in [20].
In Corollary 2.2, if λ > 0 is small enough, then a least energy solution must be radially symmetric.
Indeed, we have the next result.
Theorem 2.4. Put h(r) = g(r)λ with r = |x|, where g ∈ L∞(0,1) and g(r) > 0 almost everywhere in (0,1). If
λ > 0 is small enough, then a least energy solution of (1.1), (1.2) is radially symmetric. Moreover, if g ∈ C[0,1],
g(r) c > 0 with a certain constant c > 0 and if λ > 0 is small enough, then (1.1), (1.2) has a unique positive
solution and it is radially symmetric.
3. Positive radial solution
In this section, we investigate the property of positive radial solutions and give several estimates
of their integrals. A positive radial solution φ = φ(r) with r = |x| of (1.1), (1.2) satisﬁes
φ′′ + N − 1
r
φ′ + h(r)φp = 0, in (0,1), (3.1)
φ(r) > 0, φ′(0) = φ(1) = 0. (3.2)
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Proof. This lemma seems well known, however we give a proof for the reader’s convenience. Let
H10,r(B) denote the set of all radial functions in H
1
0(B). Deﬁne
I(u) :=
1∫
0
(
1
2
u′(r)2 − 1
p + 1h(r)|u|
pu
)
rN−1 dr,
for u ∈ H10,r(B). Then I is a C1-functional in H10,r(B) and satisﬁes the Palais–Smale condition (see
[18]). Using the mountain pass lemma (see [1,18] or [21]), we get a nontrivial critical point of I ,
which is a solution of
−u′′ − N − 1
r
u′ = h|u|p  0, u′(0) = u(1) = 0.
By the strong maximum principle, u is strictly positive. Thus u is a positive radial solution. 
For u ∈ H10,r(B) ∩ H, we put
Rr(u) :=
1∫
0
u′(r)2rN−1 dr
/( 1∫
0
h|u|p+1rN−1 dr
)2/(p+1)
.
Then we have the relation
R(u) = ω(p−1)/(p+1)N Rr(u) for u ∈ H10,r(B) ∩ H, (3.3)
where ωN stands for the surface area of the unit sphere in RN , i.e., ωN := 2πN/2/(N/2). Here (·)
denotes the gamma function.
Lemma 3.2. Let φ be a positive radial solution. Then φ′(r)  0 for 0  r  1 and hence φ(r) attains its
maximum at r = 0. Moreover, φ(r) satisﬁes
1∫
0
φ′(r)2rN−1 dr =
1∫
0
hφp+1rN−1 dr, (3.4)
Rr(φ) =
( 1∫
0
φ′(r)2rN−1 dr
)(p−1)/(p+1)
=
( 1∫
0
hφp+1rN−1 dr
)(p−1)/(p+1)
.
Proof. We rewrite (3.1) as
(
φ′(r)rN−1
)′ = −h(r)φ(r)prN−1  0, (3.5)
which means that φ′(r)rN−1 is nonincreasing, and hence φ′(r)rN−1  0 for r > 0. Thus φ′(r)  0.
Multiplying the equation above by φ and integrating it over [0,1], we get (3.4). The deﬁnition of Rr
with (3.4) shows the formula of Rr(φ). 
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1
0(B). We
deﬁne the radial least energy Lr by
Lr := inf
{
R(u): u ∈ H10,r(B) ∩ H
}= inf{R(u): u ∈ Nr},
Nr := N ∩ H10,r(B).
We call φ a radial least energy solution if φ ∈ Nr and R(φ) = Lr . In the same method as in Section 1,
one can prove that a radial least energy solution exists. From now on, φ denotes a positive radial least
energy solution. By (3.3), we have the relation Lr = ω(p−1)/(p+1)N Rr(φ).
Lemma 3.3. For any a ∈ [0,1), we have
Rr(φ) (1− a)
( 1∫
a
h(r)(1− r)p+1rN−1 dr
)−2/(p+1)
.
Proof. We deﬁne the test function
u(r) :=
{
1 if 0 r  a,
(1− r)/(1− a) if a r  1.
Then u ∈ H10,r(B) ∩ H. Since Rr(φ)  Rr(u) by the deﬁnition of φ, it is enough to give an upper
estimate of Rr(u). From the deﬁnition of u, it follows that
1∫
0
u′(r)2rN−1 dr  1
1− a ,
1∫
0
h|u|p+1rN−1 dr  (1− a)−(p+1)
1∫
a
h(r)(1− r)p+1rN−1 dr.
Therefore we have the conclusion
Rr(u) (1− a)
( 1∫
a
h(r)(1− r)p+1rN−1 dr
)−2/(p+1)
. 
Let ν be the constant deﬁned before (2.1). Then we deﬁne
M := p + 1
N + 2− (N − 2)p − 2ν .
Lemma 3.4. Assume that Mμ(a)2/(p+1)  1/2, where μ(a) has been deﬁned by (2.1). Then φ(0) 2φ(a).
Proof. Integrating (3.5) over [0, r], we get
−φ′(r)rN−1 =
r∫
h(t)φ(t)ptN−1 dt.0
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φ(0) − φ(a) =
a∫
0
r−(N−1)
( r∫
0
hφptN−1 dt
)
dr.
By Lemma 3.2, φ(0) is the maximum of φ(r) on [0,1]. Using the Hölder inequality and applying
Lemma 3.2, we estimate the integral above as
r∫
0
hφptN−1 dt
 φ(0)
r∫
0
hφp−1tN−1 dt
 φ(0)
( r∫
0
hφp+1tN−1 dt
)(p−1)/(p+1)( r∫
0
htN−1 dt
)2/(p+1)
 φ(0)Rr(φ)
( r∫
0
htN−1 dt
)2/(p+1)
.
Using the constant ν , we have
r∫
0
htN−1 dt  rN−ν
r∫
0
h(t)t−1+ν dt.
All the estimates above with Lemma 3.3 and (2.1) imply
φ(0) − φ(a)
 φ(0)Rr(φ)
a∫
0
r−(N−1)+2(N−ν)/(p+1) dr
( a∫
0
h(t)t−1+ν dt
)2/(p+1)
 φ(0)M(1− a)
( 1∫
a
h(r)(1− r)p+1rN−1 dr
)−2/(p+1)( a∫
0
h(t)t−1+ν dt
)2/(p+1)
 Mμ(a)2/(p+1)φ(0) φ(0)/2.
This completes the proof. 
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Lemma 3.5. Assume that Mμ(a)2/(p+1)  1/2 and 2−1/(N−1) < a < 1. Then
φ(0)2  8(1− a)
1∫
a
φ′(r)2rN−1 dr.
Proof. We use the Schwarz inequality to get
φ(a) = −
1∫
a
φ′(r)dr

( 1∫
a
φ′(r)2 dr
)1/2( 1∫
a
dr
)1/2
 (1− a)1/2a−(N−1)/2
( 1∫
a
φ′(r)2rN−1 dr
)1/2
.
Note that a−(N−1) < 2 by assumption. Then Lemma 3.4 ensures the conclusion. 
Lemma 3.6. Under the same assumption as in Lemma 3.5, we have
a∫
0
φ′(r)2rN−1 dr  8(1− a)μ(a)2/(p+1)
1∫
a
φ′(r)2rN−1 dr.
Proof. Multiplying (3.1) by φ(r)rN−1 and integrating it over [0,a], we have
−φ′(a)φ(a)aN−1 +
a∫
0
φ′(r)2rN−1 dr =
a∫
0
hφp+1rN−1 dr.
Since φ′(a) 0, it follows that
a∫
0
φ′(r)2rN−1 dr 
a∫
0
hφp+1rN−1 dr.
In the same way as in the proof of Lemma 3.4, we get
a∫
0
hφp+1rN−1 dr  φ(0)2
a∫
0
hφp−1rN−1 dr
 φ(0)2Rr(φ)
( a∫
0
hrN−1 dr
)2/(p+1)
 φ(0)2Rr(φ)
( a∫
h(r)r−1+ν dr
)2/(p+1)
.0
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φ(0)2Rr(φ)
( a∫
0
h(r)r−1+ν dr
)2/(p+1)
 8(1− a)2
( a∫
0
h(r)r−1+ν dr
)2/(p+1)
×
( 1∫
a
h(r)(1− r)p+1rN−1 dr
)−2/(p+1) 1∫
a
∣∣φ′∣∣2rN−1 dr.
Using (2.1), we obtain the assertion of the lemma. 
4. Proof of the main results
In this section, we prove Theorems 2.1, 2.4 and Corollary 2.2. We write x′ = (x2, . . . , xN ) and denote
B+ := {(x1, x′) ∈ B: 0 < x1 <√1− ∣∣x′∣∣2},
B− := {(x1, x′) ∈ B: −√1− ∣∣x′∣∣2 < x1  0}.
Let φ be a positive radial least energy solution. We shall prove Theorem 2.1 by showing L < Lr , where
L and Lr are the least energy and the radial least energy, respectively. To this end, it is enough to
show that L  R(v) < R(φ) for a certain test function v ∈ H. We deﬁne this test function by
v
(
x1, x
′) := {η(x1, x′)φ(0, x′) if x ∈ B+,
φ(x) if x ∈ B−,
where
η
(
x1, x
′) := 1− x1√
1− |x′|2 .
Here we write φ(x1, x′) instead of φ(r), and hence φ(x1, x′) = φ(|(x1, x′)|) and φ(0, x′) = φ(|x′|). The
function v is continuous on B and belongs to C2 except for the hyperplane x1 = 0. Moreover, it
belongs to H10(B), which will follow from Proposition 4.1. We shall show that R(v) < R(φ). To do so,
we need the next crucial proposition.
Proposition 4.1. For any ε > 0, there exists a δ > 0 such that if μ(a) < δ and 1− δ < a < 1, then∫
B
|∇v|2 dx < (ε + 1/2)
∫
B
|∇φ|2 dx.
Hereafter we impose the assumption of Lemma 3.5 and hence all the lemmas in Section 3 are
valid. We compute the derivatives of v for x ∈ B+ as
vx1 = −
(
1− ∣∣x′∣∣2)−1/2φ(0, x′), (4.1)
vx j = η
(
x1, x
′)φx j (0, x′)− x1x j(1− ∣∣x′∣∣2)−3/2φ(0, x′) for j  2. (4.2)
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deal with the L2-norm of vx1 . In the next lemma, ωN−1 denotes the surface area of the unit sphere
in RN−1.
Lemma 4.2.
∫
B+
|vx1 |2 dx 4πωN−1(1− a)
1∫
0
φ′(r)2rN−1 dr.
Proof. Recall that φ(0) is the maximum of φ(r) on [0,1] by Lemma 3.2. Use the change of variable
|x′| = t and dx′ = ωN−1tN−2 dt and apply Lemma 3.5. Then by (4.1), we get the desired estimate,
∫
B+
|vx1 |2 dx =
∫
|x′|<1
( √1−|x′|2∫
0
(
1− ∣∣x′∣∣2)−1φ(∣∣x′∣∣)2 dx1
)
dx′
= ωN−1
1∫
0
(
1− t2)−1/2tN−2φ(t)2 dt
 (π/2)ωN−1φ(0)2
 4πωN−1(1− a)
1∫
0
φ′(r)2rN−1 dr. 
Since 0 < x1/
√
1− |x′|2 < 1 for x ∈ B+ , (4.2) implies
|vx j |2  2|φx j |2 + 2|x j|2
(
1− ∣∣x′∣∣2)−2φ2,
for x ∈ B+ and j  2. Summing up both sides over j = 2, . . . ,N and integrating it over B+ , we get
∫
B+
∣∣∇′v∣∣2 dx 2∫
B+
∣∣∇′φ(0, x′)∣∣2 dx+ 2∫
B+
∣∣x′∣∣2(1− ∣∣x′∣∣2)−2φ(0, x′)2 dx, (4.3)
where we have used the notation
∇′ =
(
∂
∂x2
, . . . ,
∂
∂xN
)
.
To estimate the right-hand side of (4.3), we need the next lemma.
Lemma 4.3. Let 0 < b < 1. For any u ∈ H1(b,1) satisfying u(1) = 0, we have
1∫
b
(
u(t)
1− t
)2
dt  4
1∫
b
u′(t)2 dt.
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∞∫
0
(
F (s)/s
)q
ds
(
q/(q − 1))q
∞∫
0
f (s)q ds,
provided that q > 1, f (s) 0 and F (s) = ∫ s0 f (t)dt . Put q = 2 and deﬁne f (s) = |u′(1− s)| for 0 < s <
1− b and f (s) = 0 for s 1− b. Since u(1) = 0, it holds that
F (t) =
t∫
0
∣∣u′(1− s)∣∣ds ∣∣u(1− t)∣∣ for 0 t  1− b.
Then we ﬁnd
1−b∫
0
(
u(1− s)
s
)2
ds
1−b∫
0
(
F (s)/s
)2
ds 4
1−b∫
0
u′(1− s)2 ds.
By the change of variable t = 1− s, we get the conclusion. 
We shall estimate the right-hand side of (4.3). We begin with the second term. From now on, we
always assume that a (< 1) is suﬃciently close to 1.
Lemma 4.4. ∫
B+
∣∣x′∣∣2(1− ∣∣x′∣∣2)−2φ(0, x′)2 dx
 4ωN−1
{
π(1− a)1/2 + 2(1− a)1/4}
1∫
0
φ′(r)2rN−1 dr.
Proof. Putting t = |x′| and dx′ = ωN−1tN−2 dt , we compute
∫
B+
∣∣x′∣∣2(1− ∣∣x′∣∣2)−2φ(0, x′)2 dx
=
∫
|x′|<1
(√1−|x′|2∫
0
∣∣x′∣∣2(1− ∣∣x′∣∣2)−2φ(0, x′)2 dx1
)
dx′
= ωN−1
1∫
0
(
1− t2)−3/2tNφ(t)2 dt.
We deﬁne b > 0 by 1− b2 = (1− a)1/2. Since a (< 1) is suﬃciently close to 1, it holds that 1/2 < b <
a < 1. To estimate the integral above, we divide the interval [0,1] of the integration into [0,b] and
[b,1]. First, using Lemma 3.5, we have
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0
(
1− t2)−3/2tNφ(t)2 dt  (1− b2)−1φ(0)2
1∫
0
(
1− t2)−1/2 dt
 4π(1− a)1/2
1∫
0
φ′(r)2rN−1 dr.
Next, noting (1− t2)−2  (1− t)−2 and using Lemma 4.3, we get
1∫
b
(
1− t2)−3/2tNφ(t)2 dt  (1− b2)1/2
1∫
b
(1− t)−2φ(t)2 dt
 4(1− a)1/4
1∫
b
φ′(t)2 dt
 8(1− a)1/4
1∫
b
φ′(t)2tN−1 dt,
where we have used b−(N−1) < 2 because b is suﬃciently close to 1. Combining all the inequalities
above, we get the assertion of the lemma. 
We shall evaluate the ﬁrst term on the right-hand side of (4.3) in the next lemma.
Lemma 4.5.
∫
B+
∣∣∇′φ(0, x′)∣∣2 dx 2ωN−1{(1− a)1/4 + 2π(1− a)μ(a)2/(p+1)}
1∫
0
φ′(r)2rN−1 dr.
Proof. We compute
∣∣∇′φ∣∣2 = N∑
j=2
∣∣∣∣ ∂φ∂x j
∣∣∣∣
2
=
N∑
j=2
(
φr
x j
r
)2
= φ2r
|x′|2
r2
,
where |x′|2 =∑Nj=2 x2j and r2 =∑Nj=1 x2j . Since r2 = x21 + |x′|2, we have
∫
B+
∣∣∇′φ(0, x′)∣∣2 dx = ∫
B+
φ′
(∣∣x′∣∣)2 |x′|2
x21 + |x′|2
dx
=
∫
|x′|<1
φ′
(∣∣x′∣∣)2
( √1−|x′|2∫
0
|x′|2
x21 + |x′|2
dx1
)
dx′
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∫
|x′|<1
φ′
(∣∣x′∣∣)2∣∣x′∣∣ tan−1(
√
1− |x′|2
|x′|
)
dx′
= ωN−1
1∫
0
φ′(t)2tN−1 tan−1
(√
1− t2/t)dt,
where we have used the change of variable t = |x′| and dx′ = ωN−1tN−2 dt . Here tan−1 θ is restricted
to −π/2 < tan−1 θ < π/2 for θ ∈ R. Let us estimate the integral. We use the number b, which has
been deﬁned in the proof of Lemma 4.4. We divide the interval [0,1] into [0,b] and [b,1]. Since
tan−1 θ < θ for θ > 0, we have
1∫
b
φ′(t)2tN−1 tan−1
(√
1− t2/t)dt  (1− b2)1/2b−1
1∫
b
φ′(t)2tN−1 dt
 2(1− a)1/4
1∫
0
φ′(t)2tN−1 dt,
where we have used 1− b2 = (1− a)1/2 and 1/2 < b. Using tan−1 θ < π/2, b < a and Lemma 3.6, we
get
b∫
0
φ′(t)2tN−1 tan−1
(√
1− t2/t)dt
 (π/2)
a∫
0
φ′(t)2tN−1 dt
 4π(1− a)μ(a)2/(p+1)
1∫
0
φ′(r)2rN−1 dr.
Combining all the inequalities, we obtain the lemma. 
We are now in a position to prove Proposition 4.1 and Theorem 2.1.
Proof of Proposition 4.1. Recall that
∫
B
|∇φ|2 dx = ωN
1∫
0
φ′(r)2rN−1 dr.
Let ε > 0. If μ(a) is small enough and a (< 1) is suﬃciently close to 1, then Lemmas 4.2, 4.4 and 4.5
with (4.3) show
∫
+
|∇v|2 dx ε
∫
|∇φ|2 dx.
B B
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∫
B−
|∇v|2 dx =
∫
B−
|∇φ|2 dx = 1
2
∫
B
|∇φ|2 dx.
Summing up two relations above, we obtain the proposition. 
Proof of Theorem 2.1. Observing
∫
B−
hφp+1 dx = 1
2
∫
B
hφp+1 dx,
and using Proposition 4.1, we have
R(v) =
∫
B
|∇v|2 dx
/(∫
B
h|v|p+1 dx
)2/(p+1)
 (ε + 1/2)
∫
B
|∇φ|2 dx
/(∫
B−
h|φ|p+1 dx
)2/(p+1)
= (ε + 1/2)
∫
B
|∇φ|2 dx
/( 1
2
∫
B
h|φ|p+1 dx
)2/(p+1)
= 22/(p+1)(ε + 1/2)R(φ) < R(φ),
provided that ε > 0 is small enough. Therefore L  R(v) < R(φ) = Lr , and hence the least energy
solution cannot be radially symmetric. 
Proof of Corollary 2.2. Let h(r) = g(r)λ satisfy the assumption of Corollary 2.2. We shall show that
μ(a) is small enough for a suﬃciently close to 1 when λ > 0 is large enough. Indeed, for any a ∈ (0,1),
let us prove
lim
λ→∞
( a∫
0
h(r)r−1+ν dr
)( 1∫
a
h(r)(1− r)p+1rN−1 dr
)−1
= 0. (4.4)
Let a ∈ (0,1). Put m := max0ra g(r). Since g(r) < g(1) for r < 1, we can choose a constant M such
that m < M < g(1). Then we determine c ∈ (a,1) such that M < mincr1 g(r). Let us show (4.4). We
ﬁnd
a∫
0
h(r)r−1+ν dr  aνmλ/ν.
Moreover, we compute
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a
h(r)(1− r)p+1rN−1 dr 
1∫
c
h(r)(1− r)p+1rN−1 dr
 MλcN−1(p + 2)−1(1− c)p+2.
Therefore we have
( a∫
0
h(r)r−1+ν dr
)( 1∫
a
h(r)(1− r)p+1rN−1 dr
)−1
 (m/M)λaνν−1c−(N−1)(p + 2)(1− c)−p−2 → 0,
as λ → ∞ because m/M < 1. Thus (4.4) holds, and therefore Theorem 2.1 proves the corollary. 
To prove Theorem 2.4, we rewrite (1.1), (1.2) with h ≡ 1 as
−φ = φp, φ > 0 in B, φ = 0 on ∂B. (4.5)
A positive solution φ of the equation above is said to be nondegenerate if the linearized operator does
not admit zero as an eigenvalue, i.e., the linear problem,
−u = pφp−1u in B, u = 0 on ∂B,
admits only the trivial solution u ≡ 0.
Lemma 4.6. (4.5) has a unique positive solution and it is radially symmetric and nondegenerate.
Proof. By Gidas, Ni and Nirenberg [10], it was proved that a positive solution of (4.5) must be radially
symmetric and a positive radial solution is unique (see [10, Lemma 2.3]). Furthermore, Damascelli,
Grossi and Pacella [6, Theorem 4.2] proved that this solution is nondegenerate. 
Proof of Theorem 2.4. In what follows, ‖u‖q denotes the Lq(B)-norm of u. Let h(r) = g(r)λ , g ∈
L∞(0,1) and g > 0 a.e. in (0,1). Since ‖gλ‖∞ max{1,‖g‖∞} for 0  λ  1, the Lebesgue conver-
gence theorem ensures that ‖gλ − 1‖q converges to zero as λ → 0 for all q < ∞. Assume that the
assertion of the theorem is false. Then there exists a positive sequence λn converging to zero such
that a least energy solution of (1.1), (1.2) with h replaced by gλn is not radially symmetric. For sim-
plicity, we denote gλn by hn . Let un and vn be a global least energy solution and a radial least energy
solution, respectively, of (1.1), (1.2) with h replaced by hn . Recall that ‖hn‖∞ is bounded and hn con-
verges to one in Lq(B) for all q ∈ [1,∞).
Step 1. We shall give a priori L∞ estimates of un and vn , i.e., there exist constants c,C > 0 such
that
c  ‖un‖∞,‖vn‖∞  C for n ∈ N.
By Lemma 3.3 with a = 0, we have Rr(vn) C , where
C := sup
n
( 1∫
hn(r)(1− r)p+1rN−1 dr
)−2/(p+1)
< ∞.0
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R(un) R(vn) = ω(p−1)/(p+1)N Rr(vn)ω(p−1)/(p+1)N C .
In what follows, we denote by C various constants independent of n. We shall show that ‖un‖∞  C .
In the same way as in Lemma 3.2, we have
R(un) =
(∫
B
|∇un|2 dx
)(p−1)/(p+1)
=
(∫
B
hnu
p+1
n dx
)(p−1)/(p+1)
.
Therefore we have a C > 0 such that ‖∇un‖2  C , i.e., the H10(B)-norm of un has an a priori bound.
By the usual bootstrap argument with the boundedness of ‖hn‖∞ , un has an a priori L∞(B) estimate.
Since Rr(vn) C , vn has also an a priori L∞(B) estimate.
We shall give lower bounds of the L∞-norms of un and vn . Let u be any positive solution of (1.1),
(1.2) with h replaced by hn . By the Sobolev imbedding with the boundedness of ‖hn‖∞ , we have∫
B
|∇u|2 dx =
∫
B
hnu
p+1 dx C‖∇u‖p+12 ,
which leads to C−1/(p−1)  ‖∇u‖2. This estimate is valid for un and vn also because u is an arbitrary
positive solution. Then the L∞-norm of un has a positive lower bound. Indeed, if ‖un‖∞ converges
to zero along a subsequence, then the elliptic regularity theorem implies that the W 2,q(B)-norm of
un converges to zero for all q < ∞. This contradicts that ‖∇un‖2  C−1/(p−1) . Therefore ‖un‖∞ has a
positive lower bound, and ‖vn‖∞ also.
Step 2. un and vn converge to φ in C1(B), where φ is a unique positive solution of (4.5).
We shall deal with un only because the argument below is valid for vn too. By Step 1, ‖un‖∞ is
bounded from above. By the elliptic regularity theorem, un is bounded in W 2,q(B) for all q < ∞. Fix
q larger than N . Since W 2,q(B) is compactly imbedded in C1(B), a subsequence of un converges to a
certain limit u in C1(B), which does not vanish because ‖un‖∞  c > 0. The limit u must be a positive
solution of (4.5) because hn converges to one in Lr(B) for all r < ∞. Since (4.5) has a unique positive
solution φ, u coincides with φ. Consequently, un itself (without taking a subsequence) converges to φ
in C1(B).
Step 3. Let us ﬁnd a contradiction.
We put wn := (un − vn)/‖un − vn‖∞ and f (t) := t p . Since un and vn are different solutions of (1.1),
(1.2) with h replaced by hn , we have
−wn = hn f (un) − f (vn)
un − vn wn.
Since the right-hand side is bounded in L∞(B), wn is bounded in W 2,q(B) for all q < ∞ because
of the elliptic regularity theorem. By the compact imbedding, a subsequence of wn converges to a
certain limit w in C1(B), which satisﬁes
−w = pφp−1w in B, w = 0 on ∂B.
Moreover ‖w‖∞ = 1 because ‖wn‖∞ = 1. This contradicts that φ is nondegenerate. Therefore a least
energy solution must be radially symmetric.
To deal with the rest of the proof, we assume that g ∈ C[0,1], g(r) c > 0 with a constant c > 0.
Then it holds that min(1, c) g(r)λ max(1,‖g‖∞) for 0 λ 1. Gidas and Spruck [9] proved that
any positive solution of (1.1), (1.2) with h replaced by gλ has an a priori upper bound, i.e., any positive
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positive sequence λn converging to zero such that (1.1), (1.2) with h replaced by gλn has at least two
positive solutions un and vn , then it holds that ‖un‖∞,‖vn‖∞  C for all n. The lower bounds of un
and vn can be obtained in the same way as in Step 1. Moreover, Steps 2 and 3 are valid. Therefore we
have a contradiction. Consequently, a positive solution must be unique for λ > 0 small enough. Then
it is radially symmetric because a radial solution exists by Lemma 3.1. This completes the proof. 
References
[1] A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct. Anal. 14 (1973)
349–381.
[2] H. Brezis, L. Oswald, Remarks on sublinear elliptic equations, Nonlinear Anal. 10 (1986) 55–64.
[3] J. Byeon, Z.-Q. Wang, On the Hénon equation: Asymptotic proﬁle of ground states, I, Ann. Inst. H. Poincaré Anal. Non
Linéaire 23 (2006) 803–828.
[4] J. Byeon, Z.-Q. Wang, On the Hénon equation: Asymptotic proﬁle of ground states, II, J. Differential Equations 216 (2005)
78–108.
[5] G. Chen, W.-M. Ni, J. Zhou, Algorithms and visualization for solutions of nonlinear elliptic equations, Internat. J. Bifur. Chaos
Appl. Sci. Engrg. 10 (2000) 1565–1612.
[6] L. Damascelli, M. Grossi, F. Pacella, Qualitative properties of positive solutions of semilinear elliptic equations in symmetric
domains via the maximum principle, Ann. Inst. H. Poincaré Anal. Non Linéaire 16 (1999) 631–652.
[7] P. Esposito, A. Pistoia, J. Wei, Concentrating solutions for the Hénon equation in R2, J. Anal. Math. 100 (2006) 249–280.
[8] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer, Berlin, 1983.
[9] B. Gidas, J. Spruck, A priori bounds for positive solutions of nonlinear elliptic equations, Comm. Partial Differential Equa-
tions 6 (1981) 883–901.
[10] B. Gidas, W.-M. Ni, L. Nirenberg, Symmetry and related properties via the maximum principle, Comm. Math. Phys. 68
(1979) 209–243.
[11] G.H. Hardy, J.E. Littlewood, G. Pólya, Inequalities, Cambridge Univ. Press, Cambridge, 1934.
[12] M. Hénon, Numerical experiments on the stability of spherical stellar systems, Astron. Astrophys. 24 (1973) 229–238.
[13] N. Hirano, Existence of positive solutions for the Hénon equation involving critical Sobolev terms, J. Differential Equa-
tions 247 (2009) 1311–1333.
[14] R. Kajikiya, Non-even least energy solutions of the Emden–Fowler equation, Proc. Amer. Math. Soc., doi:10.1090/S0002-
9939-2011-11172-9, in press.
[15] R.A. Moore, Z. Nehari, Nonoscillation theorems for a class of nonlinear differential equations, Trans. Amer. Math. Soc. 93
(1959) 30–52.
[16] S.I. Pohozaev, Eigenfunctions of the equation u + λ f (u) = 0, Soviet Math. Dokl. 5 (1965) 1408–1411.
[17] A. Pistoia, E. Serra, Multi-peak solutions for the Hénon equation with slightly subcritical growth, Math. Z. 256 (2007)
75–97.
[18] P.H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, CBMS Reg. Conf.
Ser. Math., vol. 65, Amer. Math. Soc., Providence, 1986.
[19] E. Serra, Non radial positive solutions for the Hénon equation with critical growth, Calc. Var. Partial Differential Equa-
tions 23 (2005) 301–326.
[20] D. Smets, M. Willem, J. Su, Non-radial ground states for the Hénon equation, Commun. Contemp. Math. 4 (2002) 467–480.
[21] M. Struwe, Variational Methods, second edition, Springer, Berlin, 1996.
[22] S. Tanaka, Uniqueness and nonuniqueness of nodal radial solutions of sublinear elliptic equations in a ball, Nonlinear
Anal. 71 (2009) 5256–5267.
[23] S. Tanaka, An identity for a quasilinear ODE and its applications to the uniqueness of solutions of BVPs, J. Math. Anal.
Appl. 351 (2009) 206–217.
