Abstract. For a function m in L°°(R"), an appropriately chosen function r\ in C°°(\W) and ô > 0 we define ms by ms{£,) = m{ô£,)n{£.). We show that if 0 < p < 1 and if the sequence ((W2")~) belongs to a certain mixed-norm space, depending on p , then m is a Fourier multiplier for the corresponding Hardy space Hp{R"). Moreover, we prove the sharpness of our multiplier theorem. Comparable results had been proved earlier for multipliers for Hardy spaces defined on a locally compact Vilenkin group.
Introduction
In their main theorem for multipliers for Hardy spaces defined on R", Baernstein and Sawyer [1] expressed the restrictions imposed on the multipliers of Hp(Rn), 0 < p < 1, in terms of the "norms" of the Herz spaces Kn{\ip-\),P _ More specifically5 given m e l°°(R") and n £ C°°(R") so that supp(n) c {1/4 < |{| < 4}, 0 < rid) < 1 for all £ £ Rn, and j/({) = 1 on {1/2 < |i| < 2}, let ms(i) To deal with the case p = 1 Baernstein and Sawyer modified the definition of the Herz spaces and introduced spaces K(w). Using the K(w)-space norms instead of the .K-space norms they proved a result similar to Theorem B & S for Hx -multipliers, see [1] for further details.
In [3] the present authors proved an analogue of Theorem B & S for multipliers on the Hardy spaces HP(G), 0 < p < 1, where G is a locally compact Vilenkin group. In fact, in this setting we obtained a somewhat sharper result than Theorem B & S, because we were able to replace the K¡ 'p~ ''p-norms by K(l/p -l/r, r, p ; G)-norms for any r > p . To deal with the case p = 1, instead of working with modified .£-spaces, we considered mixed-norm spaces that were more restrictive than the l°°(Lx) spaces. Doing this we obtained a multiplier theorem in which the restriction on the multiplier was expressed in terms of certain mixed norms. Moreover, the resulting multiplier theorem applied to all values of p with 0 < p < 1 ; see [3, Corollary 2.3] . These results raised the question of whether it was possible to prove comparable results for 7/p(R")-multipliers, 0 < p < 1 . In this paper we present our answer to this question.
We begin this section with a brief review of the notation we shall use; much of it is the same as the notation used in [1] .
For each j £Z, let Aj = {x£Rn: 2J <\x\ <2J+X} and let Aj = Aj-i U Aj = {2j~x < \x\ < 2j+x}.
For a set E, xe will denote its characteristic function, and if E c R" is Lebesgue measurable then \E\ will represent its Lebesgue measure. As usual C will denote a constant that may change in value from one occurrence to the next. The Fourier transform of a tempered distribution /, i.e., / £ S?', is denoted by f ; if f £ LX(R") then /(£) = J f(x)e~2nix^ dx. The inverse (ii) llalla <\B\~x/p, and To prove that a function m £ L°°(R") belongs to Jf(Hp) it is sufficient to show that there exists a constant C > 0 so that for every (p, oo) atom a we have ||(«iâ)v||//p < C. Moreover, we only need to consider (p, oo) atoms with support in a ball centered at Xo = 0. Furthermore, if a is such an atom with supp(a) c B0 = B(0, r0) for some r0 > 0 and Halloo < \B0\~x/p we can find a ko € Z so that 2*° < r0 < 2k«+x. Then supp(a) c Bx = 5(0, 2k°+x) and ||û||oo < 2"lp\B\\~xlp . Thus a can always be considered as a fixed multiple of an atom ä with support in a ball of radius 2fc for some k e Z and p||oo < |5(0,2fc)|-'/P.
Hence, it follows from the nature of the assumptions we will make in Theorem 2.2 that we only need to consider a so-called unit atom a, that is (i) supp(a)c5(0, 1), (ii) Halloo < 1, and (iii) JxP~a(x)dx = 0 for 0<\ß\<N. For ease of reference we state here some inequalities for the functions bj(x) that were proved in Lemma 1 of §6 in [1] .
Let r > 0 be given. Then
\bj(x)\ < C2~J"\x\-r if ; > 0 and \x\ > 2j+x.
Using these inequalities we can establish the following lemma.
Proof. It follows from (2.1) that for ; < 0, \\bj\\p < C2j(N+Vp i(l + \x\)~rpdx < C2*N+Vp provided we choose r sufficiently large. Thus
To estimate P¡ we first apply Holder's inequality.
Substituting the definition of (bj)v and a change of variables yields
Therefore, oo oo .
¿222nj(i-i,p)Pj <CJ2 _ \â(n)\2dn < C\\a\\2 < C, j=\ j=\ Jaj because a is a unit atom. To estimate Q¡ we use (2.3).
provided we choose r > n/p . Therefore, oo oo y^22nj{x~x/p)Q-< c y^ 22"i{x~x/p~x+x/p~r/n) < c,
because r > 0. This completes the proof of the lemma.
In the proof of our main theorem we repeatedly use an inequality due to Peetre (see [5, Chapter 11] Remark. As mentioned earlier, Theorem 2.2 is the direct analogue on R" of the multiplier theorem for Hardy spaces on Vilenkin groups given in Corollary 2.3 of [3] . To state this corollary explicitly we first need to introduce some notation. A locally compact Vilenkin group is a locally compact abelian topological group G containing a strictly decreasing sequence of compact open subgroups (G") so that lj!°oo G" = G, H-oo °n = {0} , and sup{order(C7"/C7n+1): « € Z} < oo We denote its dual group by T and we set T" = {y £ T: y(x) = 1 for all x £ G"}. We choose Haar measures p on G and k on Y so that p(Go) = /\(Tq) = 1. Furthermore, for <p £ L°°(r) and jeZ we set ft = <PxrJ+[\Tj (see [3] for further details). In [3] the following result was obtained. £ (2^1/"-1)||(m2Jr||p)2"/(2-'') < oo 7=-oo and, clearly, (2.7) is similar to (2.6).
A SHARPNESS RESULT
In Theorem 2.3 of [3] we proved the sharpness of Theorem O & Q. In a similar vein we shall prove the sharpness of Theorem 2.2. As will be clear soon, the construction of the examples used in the proof of Theorem 3.1 was strongly influenced by the example given by Baernstein and Sawyer in their proof of Theorem 5b in [1] . For example, if we first choose p so that max{l/<7, 1/2} < p < l/p -1/2 and then a so that 1/2 < a < l/p -p we may take X¡ = i~" and w¡ = ip . Next, choose a sequence of integers (k¡)f so that k\ > 10, ki+i -k¡ > 10 for A computation like in [ 1 ] shows that for j sufficiently large we have / \f(x)\dx>Cj-"-°.
JAk.
Since p + a < 1 we may conclude that / £ Lx . Thus f $. Hx and this implies that m £ J?(HX). This completes the proof of Theorem 3.1.
Concluding remark. We have also considered multipliers on Lebesgue spaces LP(R) and LP(G), where G is a locally compact Vilenkin group, and where the assumption on the multiplier is expressed in terms of a mixed-norm condition. The techniques for proving multiplier theorems for Lebesgue spaces are very different from the techniques used in this paper. The results we have obtained for such multipliers on LP(R) and on LP(G), 1 < p < oo, are presented in [4] .
