We examine the effects of aid on the growth of manufacturing, using a methodology that exploits the variation within countries and across manufacturing sectors, and corrects for possible reverse causality. We find that aid inflows have systematic adverse effects on a country's competitiveness, as reflected in the lower relative growth rate of exportable industries. We provide some evidence suggesting that the channel for these effects is the real exchange rate appreciation caused by aid inflows. We conjecture that this may explain, in part, why it is hard to find robust evidence that foreign aid helps countries grow.
I. INTRODUCTION
There is a voluminous literature on the effect of foreign aid on economic growth. 1 A fair summary would be that this literature does not provide robust evidence of either a positive or negative correlation between foreign aid inflows and the economic growth of poor countries. The absence of a robust positive correlation is particularly surprising since the primary purpose of most aid flows is to further the economic development of the recipient.
What might explain the paucity of evidence for foreign aid propelling economic growth?
One possible answer may be that there are costs emanating from aid that offset the benefits --which include higher levels of physical investment, better education, and health, all paid for by the resource transfer. The classic analysis of these costs goes back to the Keynes-Ohlin debates on the effects of foreign transfers (such as aid) on the real exchange rate. For the case of foreign aid, the seminal work is van Wijnbergen (1985 Wijnbergen ( , 1986 ) building on the work of Corden and Neary (1982) in the context of natural resource discoveries.
In a simple two-good model, increased aid will have two effects. First, aid could disproportionately be targeted at expanding non-tradable services such as construction, health care, and education for which there is substantial unmet demand. This will increase wages in that sector (given a fixed supply of skilled labor in the short run), will draw skilled labor into the non-tradable sector, and increase wages overall. Given that the international price of traded goods is fixed, the higher wage in terms of traded goods will reduce traded sector profitability, competitiveness, and lead to a decline in exports. In Corden and Neary (1982) 's terminology, this is the resource movement effect.
In addition, the higher wages will be spent, raising the price of non-traded goods relative to traded goods (the real exchange rate) and further hurting traded sector competitiveness. Corden and Neary (1982) would term this the spending effect.
These are short run effects. But, in principle, in the medium run, aid could simultaneously also increase the productivity and supply of non-traded goods (for example, if the aid is spent on imparting skills and expanding the availability of skilled labor), offsetting the initial spending and resource movement impacts on relative prices. The overall impact, at least in the medium run-which is the focus of this paper-cannot be predicted a priori (also see Torvik (2001) ). The more aid is spent on traded goods or factors (imported capital goods, foreign consultants) and on factors that are not in limited supply (unskilled labor), the more the supply of factors and non-traded goods respond to aid inflows, and the more domestic fiscal contraction takes place, the less likely will wages and prices be bid up to an excessive degree and the less likely will the real exchange rate appreciate (see Berg et al. (2005) ). Thus whether aid reduces competitiveness and shrinks the tradable goods sector by pushing up the real exchange rate is ultimately an empirical question.
A hint that aid may have costs via its impact on the tradable sector is provided in Figure 1 , where we plot the log of the value added in manufacturing to GDP ratio in a country against the log of the ratio of aid received to GDP for that country for two separate dates (the late 1990s and the early 1980s, separated by about 15 years), after correcting for the country's per capita PPP GDP, per capita PPP GDP squared, and country and time fixed effects. 2 As the figure suggests, the more aid a country has received, the smaller its share of 2 The residuals are obtained in a panel regression where the dependent variable is log of the ratio of the share of value added in manufacturing to GDP for a country (at two dates, the late 1990s and the early 1980s, separated by about 15 years), and the explanatory variables are the country's per capita GDP, per capita GDP squared (to allow for the U-shaped relationship postulated by Kuznets), and fixed effects for the country and the time period. All variables are averages for the period 1980-85 and 1995-2000, respectively. We focus on the period after 1980 because the coverage of the World (continued) manufacturing. The coefficient estimate suggests that a 1 percentage point increase in the ratio of aid-to-GDP is associated with a reduced share of manufacturing in total GDP of about 0.2-0.3 percentage points.
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In Figure 2 we obtain a similar negative relationship when we plot the log of the ratio of manufacturing share to the share of services against the log of aid to GDP after similar corrections. So the inflow of aid is correlated with slower manufacturing growth, and the slower growth of manufacturing relative to services.
What might explain this pattern? Assuming that services are less tradable than manufacturing (at least for the period covered by our analysis), the figures suggest that aid and the relative size of tradable sectors in an economy are negatively correlated. The focus of our paper is then on providing more persuasive evidence for the channel through which this correlation emerges; that the inflow of aid leads to a relative shrinkage of the tradable manufacturing sectors of the economy and that this shrinkage occurs through the appreciation of the recipient country's real exchange rate.
Why might this matter? For instance, a number of studies (Jones and Olken (2005) and Rodrik (2008) ) have argued that the traded goods sector is the channel through which an economy absorbs best practices from abroad. The absence of these learning-by-doing spillovers, which may be critical to long run productivity growth, could be one constraint on growth. Indeed, Jones and Olken (2005) and Johnson, Ostry, and Subramanian (2006) point out that virtually all countries that have had a sustained period of growth in the post-war period have seen a large increase in their share of manufacturing and manufacturing exports.
Bank data on sectoral output increases substantially and also because the core analysis in the paper below is on the 1980s and 1990s. The sample comprises countries that had an aid received to GDP ratio greater than 1 percent or are low income countries. The relationship depicted in the graph is robust to additional controls such as the terms of trade. 3 Because we include fixed effects, the association between aid and manufacturing depicted in the chart is a temporal one, that is, within countries over time rather than one between countries.
While these studies do not establish beyond doubt that there is a line of causation from manufacturing exports to overall growth-and this paper does not address this question-the existence of such a line would explain why the positive effects of aid are so hard to discern -aid leads to a shrinkage of the tradable manufacturing sector, which has adverse effects on overall growth.
There are three notable differences between our approach and that of prior empirical work. First, the papers in the literature on the effects of aid on growth of manufacturing or of manufacturing exports employ the standard cross-country methodology. 4 The key innovation in our paper is to identify the effect of aid on manufacturing growth in a within-country cross-industry context, using the methodology in Rajan and Zingales (1998) . By absorbing country-specific variation in country indicators, and exploiting only the within-country across-industry variation, we go some way in addressing the specification problem that plague standard cross-country regressions -that some omitted country-specific variable might explain the observed correlation.
Second, the core of the paper aims to establish the effect of aid on the relative share of exportable sectors, and to provide evidence on the channel through which aid might have such effects. Specifically, we show that the effects of aid on relative industry growth rates seem to flow largely through the real exchange rates. In other words, we seek to establish that aid is the deep determinant, while exchange rates are the proximate transmission mechanism.
Third, countries may get more aid if they perform particularly badly so aid is clearly endogenous to growth (though less clearly linked to relative industry growth rates). We address the issue of endogeneity by using plausibly exogenous instruments for aid. 4 The empirical literature on aid, exchange rates, and manufacturing includes Arellano et. al. (2004) , Atingi-Ego and Sebudde (2000) , Bulir and Lane (2002) , Elbadawi (1999) , Nyoni (1998) , Prati and Tressel (2006) , Vos (1998) , Yano and Nugent (1999) and Younger (1992) but none of them exploits within-sector variation. A fuller description of this literature is in the online version of this paper.
To preview our results, we find strong evidence that aid undermines the competitiveness of the exportable sectors. In particular, in countries that receive more aid, manufacturing industries that typically export more, and thus are more likely to be adversely affected by an appreciating real exchange rate, grow slower than manufacturing industries that typically export less.
If indeed the channel is through aid's effect on real exchange rates, we should see that:
(1) aid inflows do affect exchange rates and lead to exchange rate appreciation in our sample; (2) in countries with a greater appreciation of the real exchange rate (or, more precisely, with a greater aid-induced appreciation) more exportable industries grow relatively more slowly; and (3) the independent effect of aid is somewhat attenuated when we include the extent to which the exchange rate has appreciated above the norm. We do see all these effects.
This paper is structured as follows. In section II, we outline our empirical strategy. In section III, we present our main results on the effect of aid on the relative growth of sectors whose competitiveness is most likely to be adversely hit, and establish its robustness. In section IV, we provide evidence that exchange rate overvaluation (and not other policies or institutions) is the proximate channel through which aid has an effect, and section V provides a conclusion.
II. Aid and growth: Empirical Strategy
The following schematic representation of the effects of aid on prices and quantities. Simply put, we hypothesize a relationship from aid to the growth of the tradable sector (channel A). Channel A can in turn be broken down to two mediating channels: from aid to real exchange rates (B) and from real exchange rates to the growth of the tradable sector (C). We do not have a fully elaborated structural model that can test all these effects simultaneously so we will test for these individual relationships in the data.
We use the methodology in Rajan and Zingales (1998) to test the hypothesis that aid inflows might reduce the competitiveness of the traded goods sector. They suggest that one way to check whether a channel is at work is to see whether industries that might be most affected by a channel grow differentially (faster or slower depending on the nature of the effect) in countries where that channel is likely to be more operative. The industry characteristic we are interested in is the degree to which an industry's competitive position is affected by exchange rate appreciation, the channel is real exchange rate appreciation, and countries that get more aid are likely to be the ones where the channel is most operative. The estimation strategy is then to run regressions of the form: 
where Growth ij is the annual average rate of growth of value added of industry i in country j over a ten-year period, obtained by normalizing the growth in nominal value added by the GDP deflator; ζ 1.....m are the coefficients of the country fixed effects; ζ m+1....n are the coefficients of the industry fixed effects; ζ n+1 is the coefficient of the initial period share of industry i in total value added in country j (which controls for convergence-type effects); Aid to country j is the average aid to GDP ratio for that country over the sample period. The coefficient of interest for us is α. It captures an interaction between a country-specific aid variable and an industry's sensitivity to the exchange rate effects induced by foreign aid. We posit that countries that receive more aid should see a more negative impact in industrial sectors that are more sensitive, so that we would expect the coefficient α to be negative.
The chief advantage of this strategy is that by controlling for country and industry fixed effects, the problem of omitted variables bias or model specification, which seriously afflicts cross-country regressions, is diminished. Essentially, we are making predictions about within-country differences between industries based on an interaction between a country and industry characteristic. Moreover, because we focus on differences between manufacturing industries (rather than between, say, manufacturing and services industries),
we can rule out factors that would keep manufacturing underdeveloped as explanations of our results -for these factors should not affect the differences between manufacturing industries.
A. Implementing the Strategy
However, this focus on manufacturing only (driven also by data availability) comes at a cost. The manufacturing sector, by and large, is tradable. So how do we develop a proxy for the sensitivity, or relative sensitivity, of an industry to the competitiveness effects of aid?
One approach is to recognize that in a poor developing country, the lack of competitiveness is likely to show up to a greater extent in exports, than in import-competing industries. This is in part because, during the time-period under study, in a poor country with an overvalued exchange rate, government actions to support import-competing industries (for example, through import tariffs and non-tariff barriers) were easier than actions to support exporting industries (for example, through cash or tax subsidies). Our proxy for exportability is an indicator variable for each industry, which takes the value 1 if the industry has a ratio of exports to value added (averaged across all countries in the sample) greater than the median across industries. 5 The indicator takes the value zero otherwise. We call this indicator "exportability1." 6 We use another measure of exportability, which is simply a dummy equal to one for the four industries that have been most closely associated with the growth of developing countries as they have moved out of agriculture: textiles, clothing, leather, and footwear.
Of course, not all exports are likely to be subject to adverse effects from aid. In particular, exports of extractable resources where labor intensity is low are unlikely to be affected by an overvalued real exchange rate. Fortunately, by focusing on manufacturing, we largely exclude such industries.
Because we examine growth differentials between industries within countries, the results are less sensitive to the rationale for why aid is given. For example, even if aid is given only to countries that display poor growth, inter-industry growth differentials should not be seriously affected. So, in our core specification, we will report our results using a simple OLS estimation strategy. However, there can be a potential, if indirect, problem of reverse causality. Suppose low growth is primarily because countries have overvalued exchange rates, and aid is systematically given to countries that have more overvalued exchange rates. In this case, we might be attributing to aid what is actually driven by trade and exchange rate policies. One way to address this is to correct directly for policies, which we attempt to do. Another is through instrumentation, which allows us to disentangle the direction of causality. We will, therefore, also show that our results are robust to instrumentation. Our instrumentation strategy, which draws directly from Rajan and Subramanian (2008) , is described in the Appendix.
B. Data and their Sources
The data and sources are described in detail in Appendix 1 In order to keep the sample as large as possible without compromising our focus on long-term growth, we include all those industry observations where the average growth rate can be computed over at least a seven-year period in the decade. On this criterion, the UNIDO database has data for 47 developing countries for the 1980s and 31 countries for the 1990s.
But our methodology is most applicable when we include broadly similar countries with roughly similar levels of technological endowments. At the same time, we do not want to exclude recipients of significant aid. Our final sample therefore comprises countries that receive aid greater than 1 percent of GDP or are low-income countries according to World
Bank definitions in the initial year of the sample. Our sample then has 32 countries for the 1980s and 15 countries for the 1990s. The UNIDO database contains data on 28 industries in these countries.
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In Table 1 , we present means, medians, and standard deviations for the key variables in the analysis. The median growth rate of value added for industries is 1.7 percent for the decade 1980-90 and 3.7 percent for 1990-2000. The average aid inflow into the 32 countries in the 1980-1990 sample is 5.3 percent of GDP and the average aid inflow into the 15
7 Appendix 1 lists all countries for which data were available as well as those countries that were included in the econometric analysis.
countries in the 1990-2000 sample is 4.7 percent of GDP. In much of the paper we will focus on the results for the 1980s because our sample is twice as large (32 countries and 684 observations) as it is for the 1990s (15 countries and 357 observations). We will only present some key results for the 1990s, and refer the reader to the working paper version for robustness checks.
Some additional concerns need to be discussed. First, given that a number of countries are not covered by the UNIDO database, the concern arises whether the countries in our sample differ from the typical aid recipient. Comparing the core 1980s sample that we use in this paper with a larger sample (comprising all countries selected on the same criteria as in this paper and for which manufacturing data are available in the World Bank's World Development Indicators), we find countries in our sample receive moderately less aid (5.6% relative to 7.0%) and grow somewhat faster (GDP growth 1.0 % vs 0.7%, manufacturing growth 4.8% vs 3.6%). Countries in our sample are neither considerably worse in performance, nor indeed very different from the larger sample. The variation in our sample on these indicators is also not very different (see Appendix Table 1D ). Prima facie, there is no clear evidence that our sample is "special."
A second potential concern, related to the above, is that only a few countries in our sample have significant manufacturing sectors, limiting the relevance of our analysis. On this, it is worth pointing out that the share of manufacturing in GDP in our sample is not very different from the larger set of developing countries that receive aid greater than 1 percent of GDP (see row 3 in Appendix Table 1D ). In other words, it is possible that, and indeed this is what our core results purport to establish, this low share is a consequence of aid. Thus, low manufacturing share is not in itself a reason not to explore the impact of aid, although it is clearly relevant when evaluating claims about the overall growth impact of aid. We will, however, undertake some robustness tests to address this concern.
II. AID AND SENSITIVITY TO EXCHANGE RATE APPRECIATION

A. The Core Specification
We present our core specifications in Table 2 for the 1980s and 1990s corresponding to the relationship depicted as channel A in the schema in Section II.A. The dependent variable is the annual average growth in value added in industry i in country j. We estimate the coefficient of the interaction between exportability and aid. The four columns correspond to our two measures of exportability for the 1980s and 1990s sample. In all four cases, the interaction term is negative and statistically significant at the 5 percent confidence level or above. Value added in exportable industries grows relatively more slowly than for other industries in countries that receive more aid.
What can we say about magnitudes? The estimate in column suggests that in countries that receive an extra 1 percentage point of aid, exportable industries (as defined by the exportability1 index) grow slower by about 0.5 percentage point per annum relative to non-exportable industries. The estimate in column 2 suggests that clothing and footwear sectors grow slower by about 1 percentage point a year relative to other industries in countries that receive 1 percentage point of GDP more in aid. This is quite substantial when compared with the average growth rate in the sample of 1.8 percent. The estimated magnitudes are slightly larger for the 1990s.
We depict this core result for the 1980s in a non-parametric form in Chart 3. We divide the industries into two groups (above-and below-median) depending on their exportability. Next we estimate for each country the difference in average growth in annual value added between above-median and below-median exportable industries. We plot this difference against the aid-to-GDP received by each country. Chart 3 shows that the difference in growth is negatively related to the aid received by a country, and no single country drives it.
B. Robustness to Instrumentation
As we said earlier, there is no obvious reason to expect growth in particular industries to drive aid or to determine the inherent exportability of industries. However, there can be a potential, if indirect, problem of reverse causality. Suppose low growth is primarily because countries have overvalued exchange rates, and aid is systematically given to countries that have more overvalued exchange rates. In this case, we might be attributing to aid what is actually driven by trade and exchange rate policies. So, we check if our results are robust to instrumentation, using the instrument we developed in Rajan and Subramanian (2008) .
The key idea for instrumentation in Rajan and Subramanian (2008) is to model the supply of aid based on donor-related rather than recipient-specific characteristics. In other words, we base our instrument on considerations that drive individual donors to give aid to a country other than those related to a country's level of income or growth. So, our construction of instruments starts from the bilateral donor-recipient relationship -including measures like colonial ties, common language, and relative size to predict bilateral aid flows --and this is then aggregated up to calculate predicted aid (as Frankel and Romer (1999) have done in the trade literature). This is in contrast to the literature that picks instruments directly at the level of the recipient country.
The results are presented in One concern might be that the countries in our base regression include ones with tiny manufacturing sectors, which may skew the results. As a check that this does not drive our results, we include only countries that had a manufacturing to GDP share greater than 15%.
In Table 3 , columns 3 and 4, we find the coefficient estimates for this narrower sample to also be statistically and economically significant.
Another concern is that the historical and colonial ties in our instrument might proxy for the quality of a country's institutions. From ICRGE (International Country Risk Guide),
we obtain a measure of the quality of government institutions that affect property rights or the ability to conduct business. We then control for institutional quality (interacted with the exportability indicators to capture the fact that exportables may be more institution-intensive)
in columns 5 and 6. The core interaction coefficient between aid and exportability remains qualitatively similar in magnitude and significance.
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III. THE TRANSMISSION MECHANISM FROM AID TO SECTORAL GROWTH
To summarize the results thus far, we have shown the link between aid and the relative growth of exportable industries. The theory we have laid out suggests this is because of the effect of aid on the real exchange rate, which in turn adversely affects the laborintensive and exportable industries. This then leads to the natural question: how can we be sure that our core result does indeed reflect such an effect and what is the connection between aid and real appreciation? To answer these questions we can bring to bear more evidence, direct and indirect, relating to real exchange rate appreciation.
A. Does Aid "Cause" Excess Appreciation?
Before we elaborate on our results, we need to clarify the term "excess appreciation".
Strictly speaking aid, via its spending effect, causes a currency appreciation which leads to a decline in exports. The problem, however, is that currency appreciation could also be a trend phenomenon associated with rising trade and incomes (the Balassa-Samuelson effect).
Therefore, we want to pick up the measure of real appreciation that is over and above that suggested by the Balassa-Samuelson effect -that real exchange rates increase with real incomes. We follow Johnson, Ostry and Subramanian (2007) (and implicitly, Dollar (1992) , Easterly and Levine (2003) , and Rodrik (2008)) in measuring excess appreciation or overvaluation.
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In Table 4 , we provide evidence that excess appreciation is the channel through which aid affects exports. In column 1, we show the simple correlation between excess appreciation and aid inflows which is statistically significant at the 1 percent level. If real appreciation is the channel, then like aid, it should particularly affect exportable sectors. In other words, in countries with more appreciated exchange rates, exportable and labor-intensive sectors should grow relatively slower than other sectors. We therefore estimate model (1) above with the difference that we replace the aid variable with our measure of excess appreciation. The results in columns 2 and 3 in Table 4 show that the interaction term between excess appreciation and either of our exportability measures is negative and significant. The coefficient estimates suggest that a one percentage point excess appreciation reduces the annual average growth of the exportable sectors by 0.07 and 0.2 percent, respectively, for the two measures of exportability. We have checked these results are robust to replacing our measure of excess appreciation with other measures of exchange rate overvaluation, including the recent work of Rodrik (2008) and Easterly and Levine (2003) and find that the results described here hold for those measures too (available from the authors upon request).
We have just established that excess exchange rate appreciation has a similar effect as aid on the growth in value added of exportable industries. Another way to check this is to introduce both the aid and excess appreciation interactions in the same regression, which we do in columns 4 and 5 of Table 4 . If aid is indeed the deep causal determinant, and excess appreciation the main mediating channel, we should find that the direct effect of the aid interaction should be highly attenuated in the presence of the excess appreciation exportability interaction. Indeed, this is what we find. In both cases, the coefficient estimate of the excess appreciation interaction remains significant, while that for the aid interaction shrinks in both magnitude and statistical significance. This suggests that excess appreciation may represent the channel through which aid has influence.
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We offer one final piece of evidence in favor of excess appreciation as the channel, using our instrument for aid (interacted with exportability) in explaining the degree of excess appreciation (interacted with exportability) in the first stage, and use the predicted excess appreciation interaction in the second stage. The IV results for the second stage (columns 6 and 7, Panel A) suggest that the component of overvaluation caused by exogenous aid inflows does hurt competitiveness.
B. Is the Excess appreciation a Reflection of other Policies Rather than Aid?
Is the observed significant estimate for the exportability-aid intensity interaction a proxy for other policies than aid? Consider trade reform. It is well-known that trade reform alleviates the anti-export bias of a regime. Is it possible that countries are poor because they have bad trade policies, and this, not aid, is responsible for the pattern of industry growth we observe? Indeed, could restrictive trade policies themselves be responsible for the observed excess appreciation (see, for example, Bhagwati and Desai (1973) or Krueger (1975) ) One way to test this is to include an interaction between the strength of trade liberalization policies and exportability. If the trade reform interaction swamps the aid interaction, we would have less confidence that aid causes the differential growth patterns we observe.
In Tables 5A and 5B column 1, we include the Sachs-Warner measure of trade reform interacted with the exportability measures. We find that the coefficient on the trade policy interaction is insignificant but the aid interaction is relatively unchanged in magnitude and statistical significance. In column 2, we check whether trade policy as measured by the average level of tariffs interacted with exportability has any impact on the effect of the aid interaction. The aid interaction continues to have a negative and significant coefficient.
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One could argue that exchange rate mismanagement and distortions result in slow growth, aid inflows, and the observed relative growth patterns of industries. In column 3, we use a measure of the black market premium (from Reinhart and Rogoff (2003) Rodriguez and Rodrik (1999) argue that both the Sachs-Warner and black market premium measures are measures not just of trade policy but of broader macroeconomic stability.
consumer price inflation) and exportability. Again, the aid-exportability coefficient estimate is relatively unchanged in these two specifications. Hence, the results in columns 1-4 suggests that it is aid rather than trade or macroeconomic policies that cause exchange rate appreciation, reinforcing the message obtained from instrumentation.
The next step is to show that aid does not affect industry growth through channels other than excess appreciation. One alternative explanation of the basic interaction between exportability and aid is that industries with a high need for capital (which need not be the exportable industries) grow relatively faster as a country receives aid inflows. This would be a relatively benign explanation of our basic findings, suggesting that aid relieves financing constraints and increases the overall resource envelope.
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There are three reasons why this is an unlikely explanation. First, the evidence in the introduction suggests the manufacturing sector (which is typically more capital intensive than the services sector) is relatively smaller than the service sector in aid receiving countries, not consistent with the benign "aid is financing" explanation. Second, we have also seen the adverse effects of aid on the relative growth rates of exportable industries comes through an excess appreciation of the real exchange rate. Again, this is inconsistent with the benign explanation.
Third, if the capital-enhancing channel is at work (rather than the real-exchange-rateexcess appreciation channel), countries that receive more aid should see an increase in the output of industries that are more dependent on external financial resources. To control for any possible effect of aid in alleviating financing constraints, we include the interaction of aid inflows with the Rajan and Zingales (1998) variable that measures the dependence of a 15 The simplest example of aid providing more resources to the private sector would be one where the government reduces its borrowing from the banking system in response to the aid, and hence makes more credit available to the private sector. particular industry on external resources to finance investment. Thus, if aid increases the resource envelope available to the industrial sector, we should expect the coefficient of this interaction term to be positive. Moreover, if the availability of capital rather than exportability is what matters, the coefficient on the aid-exportability interaction term should fall in magnitude when we include the aid-financial dependence interaction.
In Tables 5A and 5B , column 5, we add another term, which is the interaction of aid and financial dependence of an industry. Only the aid-exportability interaction is statistically significant (and negative). The aid-financial dependence interaction is not statistically significant. Therefore, it does not appear that the channel through which the relative growth rates are affected by aid is via capital-intensive sectors getting increased access to resources.
The magnitudes of the aid-exportability interaction coefficient are broadly similar to that estimated in columns 1 and 2 of Table 2, suggesting that exportability is not an indirect proxy for resource intensity.
IV. CONCLUDING REMARKS
Taken together, our results suggest there may indeed be an adverse impact of aid on the relative growth of exportable sectors, and that the channel through which these effects are felt is the exchange rate overvaluation induced by aid.
Despite the fact that for many aid-receiving countries, the manufacturing sector might be less important currently than agriculture, it is worth remembering that that was also true for many of the fast-growing countries when they first embarked upon development.
Manufacturing exports provided the vehicle for their growth take-off, so any adverse effects on such exports should prima facie be a cause for concern about the effects of aid on growth.
The message from our work is that countries should avoid creating the conditions that generate uncompetitive exchange rates. To the extent that aid inflows are responsible, it would suggest a focus on the part of both donors and recipients on tailoring aid flows to the absorptive capacity for aid in the economy.
More generally, the theory does not suggest that the adverse effects of aid on competitiveness are inevitable, but our evidence indicates that the historical experience has not been positive. From a research perspective, it is perhaps more fruitful now to move beyond the inconclusive debate of whether aid is effective, and focus on specific ways it can be made to work better, by better understanding the reasons that might impair or enhance its effectiveness. This plot is based on running a panel regression where the dependent variable is log of the ratio of the share of value added in manufacturing to GDP for a country (at two dates, the late 1990s and the early 1980s), and the explanatory variables are the country's per capita PPP GDP, per capita PPP GDP squared, and fixed effects for the country and the time period. It can be interpreted as represented the conditional relationship between the change in the size of the manufacturing sector between 1980 and 2000 in a country and the change in aid over the same period. All variables are averages for the period 1980-85 and 1995-2000, respectively . To facilitate comparability with the core results in the paper, the sample was chosen according to the same criteria as in the core the sample of the paper, namely to include countries that had an aid-to-GDP ratio greater than 1 percent or are low-income countries. Data on manufacturing are from the World Bank's World Development Indicators. This plot represents the conditional relationship between the change in the size of the manufacturing sector relative to the size of the services sector between 1980 and 2000 in a country and the change in aid over the same period. The share of the services sector is obtained as 1-(share of agriculture + share of industry). It is based on running a panel regression where the dependent variable is log of the ratio of the share of value added in manufacturing to GDP for a country (at two dates, the late 1990s and the early 1980s), and the explanatory variables are the country's per capita PPP GDP, per capita PPP GDP squared, and fixed effects for the country and the time period. All variables are averages for the period 1980-85 and 1995-2000, respectively . To facilitate comparability with the core results in the paper, the sample was chosen according to the same criteria as in the core the sample of the paper, namely, to include countries that had an aid-to-GDP ratio greater than 1 percent or are low-income countries. Data on manufacturing and services are from the World Bank's World Development Indicators. We divide the industries into two groups-exportable and others. In panel A, the exportable industries are as defined by the exportability1 index, and in panel B as defined by the exportabillity2 index. Next we estimate for each country the difference in average growth in value added between the exportable and other industries. The y-axis measures this difference, which is plotted against the aid-to-GDP received by each country (x-axis). Table 2 . Impact of aid on sectoral growth: Core specification
Dependent Variable is annual average rate of growth of value added in industry i in country j
Estimates are based on the OLS procedure. All standard errors, reported below the coefficient estimates, are robust. ***, **, and * denote significance at 1, 5, and 10 percent, respectively. All equations include country and industry fixed effects. Initial industry share (ij) refers to the share of industry i in country j as a share of total manufacturing sector value added in country j. Aid/GDP (j) refers to the share of aid to GDP in country j averaged over the period. Exportability1 index is a dummy that takes on a value of 1 if an industry's ratio of exports to value added is greater than the median value, and 0 otherwise. Exportability2 index is a dummy that takes on a value of 1 for ISIC sectors 321-324, and 0 otherwise.
(1) (2) (3) (4) (5)
Aid/GDP(j)* Exportability1 index (i Estimates in this table use an instrumental variables (IV) procedure. Unless otherwise noted, all specifications are for the 1980s. All standard errors, reported below the coefficient estimates, are robust. ***, **, and * denote significance at 1, 5, and 10 percent, respectively. Standard errors are corrected, using the procedure in Frankel and Romer (1999) , to allow for the fact that the instruments are estimated. All equations include country and industry fixed effects. Initial industry share (ij) refers to the share of industry i in country j as a share of total manufacturing sector value added in country j. Aid/GDP (j) refers to the share of aid to GDP in country j averaged over the period. Exportability1 index is a dummy that takes on a value of 1 if an industry's ratio of exports to value added is greater than the median value, and 0 otherwise. Exportability2 index is a dummy that takes on a value of 1 for ISIC sectors 321-324, and 0 otherwise. The specifications in columns 1, 2, 5 and 6 are based on the core sample, while those in columns 3 and 4 are based on a sample of countries whose manufacturing to GDP ratio exceeds 15 percent. In Panel B, the dependent variable (which is the endogenous regressor in Panel A) is the product of aid/GDP in country j times the relevant exportability index (i). Fitted aid is obtained from estimating a gravity-type model of bilateral aid flows as described in the Appendix. The institutional quality variable is from ICRGE (International Country Risk Guide) and is a measure of the quality of government institutions that affect property rights or the ability to conduct business. It is published by a private firm that provides consulting services to international investors. Estimates are based on the OLS procedure, except for those in columns 6 and 7. All standard errors, reported below the coefficient estimates, are robust. ***, **, and * denote significance at 1, 5, and 10 percent, respectively. All estimations except for column (1) include country and industry fixed effects and initial industry share (ij) of industry i in country j as a share of total manufacturing sector value added in country j. Aid/GDP (j) refers to the share of aid to GDP in country j averaged over the period. Exportability1 index is a dummy that takes on a value of 1 if an industry's ratio of exports to value added is greater than the median value and 0 otherwise. Exportability2 index is a dummy that takes on a value of 1 for ISIC sectors 321-324, and 0 otherwise. The excess appreciation variable is from Johnson, Ostry and Subramanian (2007) . Note that the sample size is smaller than in the core specification because data on excess appreciation are not available for one country in the core specification. In columns 6 and 7, the instruments for excess appreciation are the same as those used for aid in Table 3 . on the OLS procedure. All standard errors, reported below the coefficient estimates, are robust. ***, **, and * denote significance at 1, 5, and 10 percent, respectively. All equations include country and industry fixed effects and initial industry share (ij) of industry i in country j as a share of total manufacturing sector value added in country j. Aid/GDP (j) refers to the share of aid to GDP in country j averaged over the period. Exportability1 index is a dummy that takes on a value of 1 if an industry's ratio of exports to value added is greater than the median value, and 0 otherwise. Exportability2 index is a dummy that takes on a value of 1 for ISIC sectors 321-324, and 0 otherwise. The policy variable is from Wacziarg and Welch (2003) , the tariff variable from the World Bank, the black market premium variable from Reinhart and Rogoff (2004) , the inflation variability variable from the IMF, and the financial dependence variable from Rajan and Zingales (1998) (see Appendix Table 1A for details). Note also that the sample varies between columns because of data availability for some variables. World Development Indicators (World Bank) for the data on the share of manufacturing and services in GDP.
WITS (World Integrated Trade Solution) data (World Bank) for exportability index.
OECD's Development Assistance Committee (DAC) for data on aid.
Growth Rate of Real Value Added:
The UNIDO dataset provides nominal value added both in terms of US dollars and local currency. The value added figure in US dollars is used for all regression analysis. The nominal value added (in current US dollars) was changed to a real value added (in constant Year 2000 US dollars), using the U.S. Producer Production Index provided by the International Monetary Fund's International Financial Statistics (IFS). This measure was, in turn, compared with the real value added in local currency to ascertain its reliability. 16 More specifically, we required the correlation between the two be higher than 0.75 to be included in our base sample.
We then calculated the average annual growth rate of real value added for industry i in country j, for the 1980s and 1990s. We calculated this wherever data existed for at least a seven-year period.
Countries with aid less than 1% of GDP are not included in the regression analysis because they included a number of emerging market and other countries such as Malta, Cyprus, and Kuwait that cannot be considered meaningful aid recipients. Peru is dropped from the base sample due to its unusually high level of growth rates in all industries in the UNIDO database (i.e. exceeds 100% in all sectors). Niger is dropped from the 1990s sample as the data contained an observation where the ratio of wages to value added exceeded 17. We also dropped observations when this ratio exceeded one (this resulted in 10 and 12 observations being dropped respectively from the sample for the 1980s and 1990s). 16 Since local PPI was not available for all developing countries in IFS, alternative deflators needed to be used to construct the measure of real value added in local currency. Accordingly, whenever PPI was not available, we used the effective deflator constructed with the index of industrial production as in Rajan and Zingales (1998) . This deflator is the ratio of the growth rate of nominal value added in the entire manufacturing sector (from the UNIDO database) to the growth rate of the index of industrial production (from IFS). Alternatively, a GDP deflator was used whenever these two series were not available. Industry i's annual growth rate of value added in country j, averaged over each decade.
UNIDO (2003).
Initial Industry Share ij
Industry i's share in country j's total manufacturing value added at the beginning of the decade.
UNIDO (2003).
Exportability1 index i
A dummy that takes a value of 1 if industry i has a ratio of exports to value that exceeds the industry median value. For each industry, the average ratio of exports to value added was calculated using a group of developing countries.
WITS data, World Bank (at the 3-digit ISIC code).
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Exportability2 index i A dummy that takes a value of 1 for the four textiles and leather industries .
WITS data, World Bank (at the 3-digit ISIC code). Excess Appreciation j This measure is based on long-run PPP. For every year in the sample period, we regressed a country's price level of GDP from the Penn World Tables (6.1) on its real GDP per capita (in PPP terms). The deviation of the actual price level from the estimated price level is a measure of the country's overvaluation. We averaged the annual values over the 1980s and 1990s respectively to obtain the final measure of overvaluation Johnson, Ostry and Subramanian (2004) .
Financial Dependence i
The measure of external financial dependence for all firms in industry i during the 1980s. Rajan and Zingales (1998) .
Aid / GDP j
The ratio of aid to GDP for country j. OECD DAC database.
Policy j
Percent of years that a country is considered open. Wacziarg and Welch (2003) .
Tariffs
Unweighted average (across products) over years for which data are available World Bank (website described in footnote 12 in the text.
Black market premium j
Percent difference between a country's parallel market and official exchange rate expressed in terms of the latter. Reinhart and Rogoff (2004) .
Institutional quality j
Several ICRGE indices averaged for the relevant period.
Bosworth and Collins (2003).
Life expectancy j Life expectancy at birth for beginning of the relevant decade.
WDI
Geography j
Average of number of frost days and tropical land area. Bosworth and Collins (2003 3.6% 3.6% Core sample comprises the 32 countries for which UNIDO's disaggregate manufacturing data are available and that have aid to GDP less than 1 percent or fall in the category of low-income countries. Larger sample includes countries that satisfy the same criteria but for which data on aggregate manufacturing is available in the World Bank's World Development Indicators (it excludes 3 countries with an aid-to-GDP ratio exceeding 30 percent).
