We present a novel approach for generating information about a voxel's tissue class membership based on its signature -a collection of local image textures estimated over a range of neighborhood sizes. The approach produces a form of tissue class priors that can be used to initialize and regularize image segmentation. The signature-based approach is a departure from current location-based methods, which derive tissue class likelihoods based on a voxel's location in standard template space. To use location-based priors, one needs to register the volume in question to the template space, and estimate the image intensity bias field. Two optimizations, over more than a thousand parameters, are needed when high order nonlinear registration is employed. In contrast, the signature-based approach is independent of volume orientation, voxel position, and largely insensitive to bias fields. For these reasons, the approach does not require the use of population derived templates. The prior information is generated from variations in image texture statistics as a function of spatial scale, and an SVM approach is used to associate signatures with tissue types. With the signature-based approach, optimization is needed only during the training phase for the parameter estimation stages of the SVM hyperplanes, and associated PDFs; a training process separate from the segmentation step. We found that signaturebased priors were superior to location-based ones aligned under favorable conditions, and that signature-based priors result in improved segmentation when replacing location-based ones in FAST (Zhang et al., 2001 ), a widely used segmentation program. The software implementation of this work is freely available as part of AFNI http://afni.nimh.nih.gov.
Introduction
The tissue class segmentation of an MRI brain volume is a ubiquitous task in imaging (Dale et al., 1999; Ashburner and Friston, 2008; Shattuck et al., 2001; Van Leemput et al. 2003; Joshi et al., 1999; Warfield et al., 1995) . It is central to morphometric studies and surface-based analyses (Ashburner, 2009; Ashburner and Friston, 2008; Hutton et al., 2008; Chiang et al., 2006; Tiemeier et al., 2009; Giedd et al., 2009; Van Essen et al., 2006; Hill et al., 2009; Lerch and Evans, 2005; Lerch et al., 2006; Lerch et al. 2008; Kippenhan et al., 2005) , and certain aspects of Blood Oxygenation Level Dependent brain imaging (Jo et al., 2010) . In most instances, a T1-weighted MRI volume with spatial resolution of about 1 mm 3 is the target of segmentation. At its simplest, the process involves classifying voxels into three classes: White Matter (WM), Gray Matter (GM), and CerebroSpinal Fluid (CSF). A simple mixture of Gaussians would be an adequate model, if it weren't for the confounding effects of noise (ε), scan gain parameters g, and h, and more importantly the bias field (f). The bias field, generated by B1-field inhomogeneity, causes MR tissue intensity to vary as a function of spatial location (Vovk et al., 2007; Sled, 1998; Van Leemput, 1999) , thus broadening the distribution of tissue intensities over the volume, and confounding voxel intensity based segmentations. In modern segmentation approaches, the bias field is often modeled as a smooth spatial field conjointly with the segmentation model (Zhang et al., 2001; Ashburner and Friston, 2005) . To further improve the optimization's convergence, location-based tissue class prior probability maps are also employed. Theses priors are derived from tissue classifications of multiple subjects from a representative subject population that are registered to a common template space. The use of these location priors therefore requires a spatial registration of the observed image to the template image of the priors' space. The registration process requires optimization of between a dozen and hundreds of parameters in addition to the parameters needed for bias field estimation and segmentation.
What we describe in this work is an approach for creating tissue prior maps that is insensitive to bias fields, and that does not require registration to a template space, or the use of location-based spatial priors. The priors we generate are not identical in meaning to the ones in current use, but can be used in their place, as we will show. They provide a means for initializing and regularizing the segmentation model without adding the complication associated with optimizing parameters for spatial registration, and bias field estimation.
The basic idea is quite simple. Typically a voxel's location in the priors' space is used to gain information about its tissue type. Instead, we propose to gain such information by examining the 3D texture of the image at that voxel location, and over multiple spatial scales. This collection of texture information over spatial scales is termed a voxel's signature , where Φ is a statistic computed over the voxels inside a sphere of radius r and centered on voxel i. Here, we hypothesize that voxels of different tissue types can be differentiated on the basis of their signatures, at least in as much as location-based spatial priors could.
As a toy example, we create for each voxel i a vector of median values estimated in spherical neighborhoods centered on i and of radius r, with r taking on the successive values of 1,2,3,4,6,8,10,13,16, and 19mm . These signatures, computed for all voxels in the volume, form the signature dataset. Figure 1 shows a slice of the anatomical volume. The graphs depict at four locations: White Matter in Corpus Callosum (CC), Gray Matter (GM), Deep White Matter (DWM), and thin white matter between gyral folds (gyWM). To illustrate how signatures can differentiate between tissue types or, more precisely, textures in the brain, we calculate the Pearson correlation coefficient of at CC with all other signatures in the dataset. The correlation map is arbitrarily thresholded to highlight voxels with signatures most similar to that at the cross hair. Red, and blue colors indicate positive and negative correlations, respectively. Correlations with the signature in the corpus callosum are highest in bands of white matter tissue that is surrounded by darker tissue. That would include white matter in the gyral folds and bright skull. The strongest negative correlations are in comparable bands of dark tissues. Note that a voxel's own intensity y i contributes minimally to the similarity maps. At the smallest spatial scale (r) of 1mm, 5 voxels contribute to the signature. In addition, the Pearson correlation removes the mean and normalizes the signatures before taking the dot product. It is the trend of the signatures as a function of scale that drives the match.
In this toy example, we used one statistic and a simple approach to illustrate the use of signature similarity. In the following sections, we detail how signatures are generated to be insensitive to scanner gain and bias field, and how to differentiate between physiologically relevant tissue types, namely GM, WM, and CSF, rather than textures. The aim is not to provide a final segmentation result, but rather to create a classification prior map from the same volume, using voxel signatures, that is comparable in accuracy to what can be obtained from population-based spatial priors.
To summarize, given an MRI anatomical volume, typically T1-weighted, we seek to determine the probability of each voxel belonging to one of a set of tissue classes. We propose to do so based on variations in local image statistics as a function of multiple neighborhood scales around that voxel. In what follows, we begin by describing the texture statistics making up a voxel's signature, then describe the multivariate approach for assigning class likelihood based on the signature. We also present comparisons between signature-based and the widely used location-based priors, and consider the effect of bias field on the results. Finally we compare segmentations using signature-in place of location-based priors in a segmentation implementation that is independent of the method developed here.
Methods

Signature Generation
Let the observed MR intensity at voxel i, during scan z be:
where v i is the desired image intensity reflective of tissue properties and pulse sequence particulars, and is the target of segmentation. However, its estimation is confounded by noise ε (epsilon), scan gain parameters g and h (multiplicative and additive), and more importantly the spatially dependent bias field (f).
The average of y i,z over the set of voxels in neighborhood l r defined by a sphere of radius r and centered on voxel i is approximated by with the assumption that l r is small enough to assume a constant field bias f i,z
Under similar assumptions, the standard deviation of the voxels in l r would be where s i,l r is the standard deviation of noise, and bias free intensities v of voxels in l r . It is also reasonable to assume that the same relationships hold for the median ỹ and median absolute deviation MAD.
eq. 2 eq. 3
The skew of y in l r is estimated with Pearson's second skewness coefficient G (Stuart and Ord, 1994) , defined by:
and can be approximately per Eq. 4
eq. 4
Dependance of signature on gains and bias field Equations 2, 3, and 4 indicate that signatures of ỹ, MAD and G are differently affected by bias field and gain. Signature is approximately independent of gain and bias, while signature is a function of both, and signature is a function of bias only. Next we derive a scaling approach that renders signatures approximately independent of both gain and bias.
If we assume the bias field to be nearly constant over all spatial scales r in , then one can write multiscale signatures of each local statistic as follows:
eq. 5 eq. 6 eq. 7 if is expressed as:
where k 1 is a constant and a zero mean vector, then the signature formed by the mean statistic can be rewritten as:
By removing the mean over r of we get eq. 8 which is a scaled version of the zero-mean function describing changes in underlying voxel intensity average at a particular location i and over a set of scales r.
Both Eq. 5 and Eq. 8 are a function of gain and bias field. However, under the assumption that the bias field is nearly constant over the spatial scales in the signatures, g z f i,z is a constant. If we scale both of 6 and 8 by one term from 3 such as k 3 = MAD i,z,l rmax ≅ MAD v (i,l rmax )g z f i,z at r = r max then we have: eq. 9 and eq. 10
Signatures 7, 9, and 10 now describe skew-, median-, and MAD-based textures that are approximately independent of bias field and of scanner gain.
Assigning classes and probabilities based on the signatures
In this section, we develop a method which yields tissue classification and class membership probability at a voxel, given its signature. The approach uses SVM to create a classification model based on a training dataset from pre-segmented data.
IBSR data
For MRI data, we used the publicly available IBSR dataset consisting of T1-weighted MRI volumes, and their manual segmentations. The dataset was obtained from the website of the Center for Morphometric Analysis (CMA) at Massachusetts General Hospital (http://www.cma.mgh.harvard.edu/ibsr). The volumes were from 18 subjects (4 females, 14 males) , with subject ages ranging from juvenile (< 8) to 71 years. Voxel dimensions differed slightly between volumes as follows: 1.0×1.0×1.5 mm for subjects 7 to 12, 0.837 × 0.837 × 1.5 mm for subjects 15 to 18, and 0.9375×0.9375×1.5 mm for the remaining subjects. The T1-weighted volumes had been positionally normalized into the Talairach orientation (Talairach and Tournoux, 1988 ) (rotation only), and processed by the CMA 'autoseg' bias field correction routines.
Subclasses
The goal is to use a voxel's signature in order to gain information about its tissue class. However, the desired final tissue classes, particularly WM, GM, and CSF, are not necessarily the optimum set for training and classification; Not all voxels of the same tissue type would necessarily exhibit the same signatures. For instance a voxel deep in white matter (Fig. 1, DWM) will have a different signature than one in thin white matter between gyral folds (Fig. 1, gyWM) . Such a heterogeneity of signatures within a tissue type would adversely affect classification. To reduce this heterogeneity, we divided each tissue class into three subclasses, based on the depth of a voxel within the cluster. Within each parent tissue type (K), the first subclass consisted of voxels in the 1 st and 2 nd layers (about 2-3mm deep). The second was in layer 3 and 4, and the third was for those deeper than layer 4 (approx > 4-6mm deep). A voxel is considered to belong to layer L if it takes L boundary erosion operations to remove that voxel from the tissue type mask. The layer-based subdividing scheme was inspired by earlier results of k-means clustering from another analysis. Clustering, and the average within cluster sum of square distance (SSD) was computed with k ranging from 2 to 7. The number of clusters was determined with the elbow criterion; a rule of thumb which seeks a k at which adding another cluster does not appreciably reduce SSD. The elbow in our data was at k = 3. Visually examining the spatial distribution of the three clusters revealed, in general, the three layer pattern.
Classifier Training
Voxels for the training set were taken from three out of 18 of the IBSR volumes. The three volumes were chosen to have varied age, gender, and resolution: volume 5 was from a 41yo male, 11 from a 59yo female, and 14 from a juvenile male. For 8 of the 9 subclasses, the training set consisted of 300 (100 from each subject) randomly chosen voxel signatures from the subclass mask. For the third CSF subclass (deep layers), the maximum number of samples available was only 18. The number of samples in each subclass was limited to 100 voxels, in order to avoid sample size imbalance in the training set (He and Garcia, 2009 ). In total, only 0.3% of brain voxels from three of the 18 subjects were used for training.
We used libSVM's (Chung and Lin, 2010) R (R Development Core Team, 2009) interface library. The feature set was the aggregate of the three signatures defined in Eqs. 7, 9, and 10. Median and skew based signatures had 10 elements each, while MAD based signature had 9, as the 10 th element was always equal to 1.0 because of the scaling operation per Eqs. 9 and 10. Furthermore, by libSVM's defaults, each feature was scaled to have zero mean and unit variance.
Training on the 29 element feature set was carried out with a radial basis function kernel h(γ). To tune the model we used the 'tune' function in libSVM, which searched the 'γ' (gamma) and penalty parameter 'C' space allowing 'γ' to range on an exponential grid between 2 −6 and 2 3 and C between 2 −4 and 2 4 (Chung and Lin, 2010) . Tuning was carried out using the default 10 fold cross-validation of 'tune'. The (γ,C) pair showing the best classification was then chosen and training was repeated using the entire training set described above.
Classification and probability
Classification with SVM is binary. For the multi class case, each class is fitted against all others and a voting scheme is then used to determine the correct class. In addition to the classification, the probability of class membership (where is the feature vector) is estimated from pairwise class probabilities (Wu et al., 2004 ) that model the decision values with logistic distributions (Lin et al., 2003; Platt, 2000) . The probabilities are estimated for each of the 9 subclasses. To assign a probability for a parent class K, we take for each k in K. Probabilities of the three parent classes at each voxel are then scaled such that:
Adding bias field
To test the effect of bias field on the performance of signature-based priors, we applied simulated bias fields to the IBSR T1 volumes. We resorted to simulations because the IBSR data made available for download had already been corrected for intensity nonuniformity. The magnitude of the 3 rd order polynomial bias fields was set in a manner comparable to that of the BrainWeb Simulated Brain Database (Kwan et al., 1999) , whereby a P% multiplicative bias field is one that is scaled to range from 1−P/200 to 1+P/200. In our implementation, we ensure that the range is attained over the brain region, rather than the entire volume. The scaled bias field was then applied to the IBSR volumes. We created biased versions of the 18 IBSR volumes using bias fields of 40% (maximum in BrainWeb simulations, and numerous segmentation studies (Chen et al., 2009) ), and 80%. In some 18-volume biased sets, the Legendre polynomial coefficients used to model the field were constant, and in others they were randomized. For each biased set, we performed classification, and prior generation using the hyperplanes derived in the training procedure.
Note that this approach for simulating bias field also scales thermal noise which is normally unaffected in a real-life acquisition; nonetheless, this difference does not detract from the main conclusions drawn of these simulations.
Location-vs Signature-based priors
One approach for assessing the informational content of prior maps consists of comparing the segmentation based on the prior maps alone, versus the reference (here manual) segmentation. To this end, we extracted the brain from each of the T1 volumes and registered the anatomical template ICBM-152 (Mazziotta et al., 1995 (Mazziotta et al., , 2001 ) that defines the location-based prior maps distributed with FSL (FMRIB Software Library, Oxford, UK) to them. Linear, and nonlinear registration was performed using FLIRT (Jenkinson, 2002) , and FNIRT, respectively. After the registration transform is estimated, prior maps are transformed to the subject's space and each voxel is assigned the tissue class which has the maximum probability in the prior volumes. For the signature-based priors, no registration is necessary since they are derived from the volume to be segmented. The maximum prior classification result is used as the segmentation result on this first stage assessment procedure. The process is repeated for all the original IBSR volumes, and in the case of the signature-based priors, for all simulated bias field levels. Similarity between a pair of classification outcomes A, and B for a tissue class was expressed with the Dice coefficient (Dice, 1945; Zou et al., 2004) .
where | . | denotes set cardinality.
We compared the mean Dice coefficient under different classification approaches using twotailed paired Wilcoxon rank tests implemented in R (R Development Core Team, 2009).
Final Segmentation with Signature-based priors
The interpretation of signature-based priors is quite different from that of location-based priors. In the former, the probability is based on variations of texture over multiple scales and then derived from the SVM-generated logistic models, while in the latter it is based on the probability of a tissue class given a spatial location in template space. A segmentation approach optimized for one type of priors may not be necessarily optimal for the other. Nonetheless, we compare the outcome of a segmentation approach with the traditional location-based priors to that with signature-based priors. To this end, we used FSL's FAST segmentation program with the following four variants: No priors, location-based priors linearly registered, location-based priors nonlinearly registered, signature-based priors. In all cases, FAST's default bias correction parameters (4 iterations, 20mm FWHM) were applied. For each prior case tested, two segmentations were generated: one where priors were used in the initialization step only, and another where priors were also used at the final segmentation step. The volumes used in calculating the DICE coefficients were produced by FAST's hard segmentation which assigns to each voxel one of three tissue classes.
Results
Signatures and Scaling
We begin by examining signatures and the scaling to remove their dependency on scanner gain and bias field. Figure 2 shows median signatures in each subclass, and for all three statistics used herein (median, MAD and skew). The signatures are from two datasets ( #7 in column 1, and #11 in column 2) with the 80% multiplicative bias field. The first row shows the median of unscaled median signatures (Eq.2) for each of the nine subclasses. Not surprisingly, the median signatures from the three classes are largely separable from features at the smaller scales (e.g. r = 1 ..4) as each is biased towards the mean voxel intensity of its subclass. These differences could have been used to advantage in classification, were these differences consistent across scans, and across spatial locations in the presence of bias fields. Scanner gain differences are manifested in the large difference in the y-axis between graphs of row 1. These large differences are also evident for the unscaled MAD signatures (Eq. 3) in the second row of the figure. In contrast, and as predicted by Eq. 4, the skew is insensitive to scanner gain, and the signatures from both datasets exhibit similar ranges (Fig. 2, row 3 ).
The first, and second row in Figure 3 show signatures after scaling (Eqs. 9 and 10) for median, and MAD, respectively. The differences in graph scales, and signature offsets, are largely removed. Note however that the scaling does come at some cost. Within each dataset, GM, and WM signatures become less distinct than they were before the scaling.
The signatures graphed here can be considered as 'representative' of each subclass. However, the ability to discern subclasses depends on the variability of each signature (or feature) element within each class. One effect of the bias field is to increase the variances of median signature features. Figure 4 shows median signatures, along with error bars representing +/− one standard deviation of the feature over the entire subclass. The smaller these error bars, the better the classifier's performance. The graphs are only shown for the median statistic since its variance is most affected by scanner gain and by bias field. Signatures and standard deviations before scaling are in graph A, after scaling in graph B, and after scaling with no artificial bias field applied to the volume in graph C. As expected, the variance of median features was reduced with scaling for both WM and GM (Graphs A and C), and was virtually similar whether bias field was present or not (Graphs B and C). In contrast, the variance for CSF features was not reduced by scaling, presumably because the majority of CSF identified by manual segmentation is in a small region central to the volume and therefore minimally affected by the bias field.
Location-vs Signature-based Priors
To compare spatial-versus signature-based priors, we begin by describing the prior maps. Figure 5 shows an axial slice from subject 14 with priors for each of the classes overlaid in color on top. Probability values < 0.1 are masked out to allow visualization of the the underlying anatomy. The first row shows an axial slice with nonlinearly registered locationbased priors in color. The second row shows signature-based priors at the same slice location. Note the sharper spatial contrast in the signature based priors despite being derived from statistics aggregated over sizable voxel neighborhoods. The sharpness is also evident in the distribution of p values across the whole brain mask, and within a class. The whole brain mask consisted of non-zero labeled voxels in the manual IBSR segmentation; that is, voxels with values of 1, 2, or 3, for CSF, GM, and WM, respectively. The insets of row 2 show histograms of p values over the whole brain to be bimodal with peaks at the lowest and highest ends of the p value range. Conversely, the peaks of histograms from location-based spatial priors (row 1) are considerably wider, especially for white matter. The corresponding maps (row 1), not surprisingly, are also much more blurry. Note that the region outside the brain was not modeled as a separate class in the signature-based approach. Although Figure  5 shows results at voxels outside the brain, they are not included in the Dice coefficients and histogram computations reported next.
To compare the accuracy of location-and signature-based priors, we classified volumes based on the prior information alone. Classification performance was measured using Dice coefficients (Dice, 1945 ) between these prior-based classifications, and the manual segmentation. Figure 6 shows prior-based tissue classification in color for three of the 18 subjects. The three subjects selected were from both genders, and spanned the available range of age and of voxel resolutions. None of the three subjects were used in training the classifier. Column 2 shows the manual classification for the anatomical slice in column 1. Columns 3 and 4 show classification based on the class with maximal location-based probability after linear (col. 3), and nonlinear (col.4) registration to the spatial priors' template space. Column 5 shows signature-based classification results. Note how signaturebased classification better follows the outline of the individual's anatomy in all three cases. We emphasize that these classifications are not meant to be the final segmentation result. We use them to illustrate that signatures convey significantly more information about tissue classes than location-based prior maps. Figure 7 shows the Dice coefficients for classification using priors only for all 18 datasets. Red traces refer to signature-based results, while blue and green traces refer to locationbased results with linear, and nonlinear registration, respectively. As mentioned earlier, classification Dice coefficients are used here as a proxy for the quality of the priors, rather than an end result of a segmentation. The graph on the left, which shows results from volumes with no bias field added, shows that on average, linearly registered location-based priors yielded the lowest Dice coefficients (blue curves) for all three classes of tissue.
Nonlinear registration (green curves) produced significantly improved Dice coefficients from the linear case (Wilcoxon signed rank test p < 0.01). Signature-based coefficients produced the highest Dice coefficients (red curves) on average for the three tissue classes. The average improvement was most noticeable for white matter (square symbols), whose Dice coefficients rose significantly (p<0.01) from around 0.68 with location-based to 0.85 with signature-based priors. Dice coefficients were also significantly higher for GM tissue (p<0.01). Of the three classes, CSF was the most inconsistently classified, and Dice coefficient change was not significant between nonlinearly registered location-and signature-based priors (p=0.13). The graph on the right in Figure 7 compares Dice coefficients for classification with signature-based priors in datasets with added bias field of 40% (cyan), and 80% (black), to those when no bias field was added (red). The effect of the bias addition is illustrated in the axial images below the graphs. The left side shows the axial image in gray scale, and in color overlay thresholded at a fraction of the dataset's maximum. Note how the thresholding results in a spatially uniform masking of white matter tissue. This is in contrast to the image on the right, where a similar thresholding of the biased volume masks both gray, and white matter in the front of the brain; an obvious effect of the bias field. We found that the addition of bias field resulted in a small but consistent decrease in Dice coefficients for all three classes and at both 40% (green trace) and 80% (blue trace) bias fields. Though small, the consistency of the decreases made them significant at p < 0.01. However, Dice coefficients for GM and WM remained considerably, and significantly (p< 0.01) higher than those obtained by nonlinear registration to the the location-based template (green and blue curves on the left graph), even at the considerable bias of 80%. The effect of the bias field on the quality of signature-based priors is minimal.
Note that the Dice coefficient reflects both false positive (FP) and false negative (FN) classification, in addition to the number of voxels in a tissue category. FN voxels tend to be clustered and thus more noticeable in single slice displays such as in Figure 6 , while FP voxels tend to be distributed across the brain and brain perimeter, as shown in final segmentation images in Figure S1 . As a result, Dice coefficients can appear to contradict a slice based display of the results such as occurs with subject S10 in Figure 6 . The number of CSF FN classification appears to be highest in the ventricles compared to the other subjects while the CSF Dice coefficient for S10 is highest. A closer examination shows the case of S10 to be a peculiar one because of all subjects it had the lowest number of FP, the highest number of FN, and the highest number of manually classified CSF voxels owing to the larger ventricles. This resulted in the lowest fraction of misclassified CSF voxels of all the subjects, as reflected in its relatively elevated DICE coefficient.
Spatial Distribution of Prior Errors
Although the priors are not intended to generate a final segmentation, it is instructive to consider the spatial distribution of errors in classification based on the priors alone. Figure 8 shows locations of classification errors in color overlaid on an axial slice. Green, orange and red colors shows voxels incorrectly classified as CSF, GM and WM, respectively. Most of the misclassifications occur near the interface between tissue types, which also happens to be in the first subclass division (layers 1 and 2). This finding is not surprising, given that the signatures are formed from textures derived over a neighborhood of voxels. Classification at boundary voxels is thus bound to be more ambiguous. On average, 88% of the misclassified voxels arise in those boundary layers; 10% and 2% arose from the deeper layers in subclasses 2 and 3, respectively.
Signature-based priors in segmentation
To determine if signature-based priors can be readily used in lieu of location-based priors, we replaced location-based priors with signature-based ones in FSL's FAST segmentation program. Figure 9 shows the results of segmentations on the original volumes (col. 1), and the 80% bias field volumes (col. 2). In all instances, FAST's bias field correction was set to its default parameters of 4 iterations and 20 mm FHWM smoothing. In each graph, the different colors code for the type of prior used in segmentation. In general, we found that segmentation without using priors (gray), or priors at the initialization phase only (yellow, cyan), resulted in significantly (p < 0.01) worse Dice coefficients, compared to when priors were used in both initial and final stages of the segmentation. This is especially true for GM, and CSF, while for WM p=0.08. Also, we found that the use of signature derived priors (yellow and red) resulted in significantly (p<0.01) improved segmentation for GM and CSF. For WM, the improvement was less significant with p<0.05. The improvement, however, is not very large (blue, red curves); it is significant because of the consistent increase in Dice coefficients when signature-based priors were used versus location-based ones. The addition of bias field had little effect on the final segmentation, presumably because the smooth field simulated here is well captured in FAST. Furthermore, the bias field was not allowed to affect the spatial registration of the location-based templates to the volume being segmented; the spatial transforms were the same as those derived from test cases with no added added bias fields. The signature-based priors would not require such a registration step. Interestingly, CSF Dice coefficients are significantly better (p<0.01) when produced from segmentation using only the signature-based prior maps (Fig. 9 , black cross curve, top graphs) than with FAST, regardless of the segmentation priors option. CSF Dice coefficients were also improved compared to those obtained on the same IBSR data in the segmentations by Greenspan et al. (Greenspan et al., 2006) . The same holds for GM Dice coefficients, where FAST segmentation comes closest to segmentation with signature-based priors alone, when using location-based priors at all stages of the segmentation. Note that the Dice coefficients of CSF and GM are related, since voxels not classified as CSF are typically classified as GM (Lee and Prohovnik, 2008) . A considerable portion of CSF classification errors, or more precisely deviations from the manual segmentation, occur on the perimeter of the brain as shown in supplementary Figure S1 . These boundary errors represent a large fraction of the CSF in the brain and therefore drag the Dice coefficient down even though the large ventricles are very well segmented. Eroding a two-voxel layer from the brain mask and recomputing the FAST segmentation Dice coefficients, increases the average CSF Dice coefficient from 0.40 to 0.73 when using signature priors and from 0.28 to 0.68 when using NL Location priors. In general for T1 images, CSF is the most difficult of the three classes to segment (Ramon et al., 2006; Yi et al., 2009 ). Compared to WM, and GM, CSF is the smallest class with the lowest intensity distribution. Furthermore, CSF exists in relatively thin and variable structures (Ashburner and Friston, 2005) which are more difficult to align with the spatial priors. Segmentation with FAST performs significantly better for classification of WM when either location-or signature-based priors are used at both the initial and the final stages of segmentation.
Discussion
We present an approach for incorporating prior knowledge about tissue classes that is independent of volume orientation, voxel position, and largely insensitive to bias fields. The prior information is generated from variations in image texture statistics as a function of spatial scale, and an SVM approach is used to associate signatures with tissue types. This is in contrast to the customary location-based approach, where the position of a voxel in template space provides prior class membership probability. To use location-based priors for a new volume to be segmented, one has to align the priors with the volume; a process that is sensitive to bias field, and requiring optimization of a large number of parameters (Ashburner and Friston, 2005) . With the signature based approach, optimization is needed only during the training phase for the parameter estimation stages of the SVM hyperplanes, and associated PDFs; a process separate from the segmentation of a particular volume. To generate signature-based priors for a new volume requires no further optimization procedures such as those required for bias field correction and volume registration, thus greatly reducing the number of parameters needed to be optimized at the segmentation stage. We note that texture has long been used in image processing, including in MRI, for registration and segmentation of brain structures (Zacharaki et al., 2009; Wang et al., 2010; Ou et al., 2010; Pitiot et al., 2002) . The fundamental difference in our approach is the use of textures computed over multiple spatial scales to differentiate between tissue classes.
Choice of Textures
The signatures utilized here were chosen specifically to be rotation invariant. For quasi cubic voxel resolution, the priors are independent of volume orientation in space, and of extra-cranial coverage. For example, having a portion of the neck in the field of view does not affect prior generation, however it might derail a registration, or a bias field correction procedure. Furthermore, the textures used were chosen to be insensitive to bias field effects, and to gain differences across scans. Adding more textures might improve the signaturebased priors. For example, one could add kurtosis, textures of spatial derivatives Gabor filter coefficients, or measures of directional anisotropy (Novotni and Klein, 2004) , to the signatures. More textures could be used to gain more specificity, and allow for differentiation of more classes such as non-brain tissue, and non-tissue voxels (air); a task we plan to attempt next.
Selection of classes and subclasses
The classification classes of interest are not necessarily the optimal ones to use for signature-based training and classification. A desired class can have a multitude of signature types, which if lumped together would adversely affect the classification model. The current depth-based subclass partitioning scheme was adopted because it was quite simple to generate and yielded positive results. However, it is not necessarily optimal, and a closer examination of the classification performance under different partitioning schemes may lead to better subdivisions. For example, realizing that most of the errors arise from subclass 1, at the interface of tissue types, suggests that reducing it to be one, rather than two voxels thick may yield better overall results. This will be tested as we prepare the software implementing this approach for public release. Other partitioning schemes, such as K-means clustering, were briefly explored, with no apparent benefit over the current depth based scheme.
In this initial presentation of the signature-based approach, we focused on three tissue classes only. However, the approach holds promise for, and is readily extensible to more classes. Non-brain tissues, and non-tissue (air) classes come to mind first, but certain lesion types may also make for good candidates. Anecdotally, we used the current model to create priors for a brain with a lesion. The lesion tissue was identified as either GM, WM, or CSF, as would be expected from a 3 class model. However, the presence of the lesion did not complicate the process of generating segmentation-based priors. While its presence may affect the priors in its vicinity, it has little effect on the rest of the brain. In contrast, the presence of the lesion would make the use of location-based priors more difficult at least during the alignment stage, requiring some level of lesion identification for properly weighing the registration cost function. A more methodical study would be needed to draw definite conclusions on the potential advantages of signature-based priors in lesioned brains.
Choice of Spatial Scale Range
The range of spatial scales was arbitrarily selected to capture information at scales small enough to maintain high spatial detail in the priors, and large enough to capture the texture over which gray/white/CSF vary. The disadvantage of textures at the smallest scale would be a higher sensitivity to noise due to the small number, here 5, of voxels in the spherical neighborhood. This would translate to a higher variance in the texture, potentially rendering it an uninformative feature. This should not affect the results, however, because SVM is robust to uninformative features. The choice of the highest scale of 19mm merits further consideration. In severe shading situations, the assumption that the bias field effect is uniform over all spatial scales in the signature may not apply as well at the largest scale of 19mm. Consequently, the scaling step of Eq. 9, which removes dependence of signatures on bias field may become less optimal. This might explain the subtle, but consistent degradation of performance on data sets with severe bias field added. A closer examination of the upper limit of scale range should be done in the future.
Bias field estimation
Once tissue priors are generated, it should be relatively straightforward to estimate and correct the bias field. Using reliably classified voxels from each of GM, and WM, spatial kernels such as Legendre polynomials can be used to model voxel intensity as a function of space. A proper assessment of this proposal would require considerable effort to validate and compare to existing approaches (Sled, 1998; Wells, 1996; Van Leemput, 1999; Han et. al., 2001; Choen et. al., 2000; Zhang et al., 2001) and thus is left to a future project.
Conclusions
We present a novel approach for generating information about a voxel's tissue class membership based on its signature, which is a collection of local image textures estimated over a range of locale sizes. The approach produces a form of tissue class priors that can be used to initialize and regularize image segmentation. The signature-based approach is a departure from current location-based methods, which derive tissue class likelihoods based on a voxel's location in standard template space. To use location-based priors, one needs to register the volume in question to the template space, and estimate the bias field. Two optimizations over more than a thousand parameters, when nonlinear registration is employed, are required. In contrast, the signature-based approach is independent of volume orientation, voxel position, and largely insensitive to bias fields. It does not require the use of population-derived spatial templates. The prior information is generated from variations in image texture statistics as a function of spatial scale, and a SVM approach is used to associate signatures with tissue types. With the signature-based approach, optimization is needed only during the training phase for the parameter estimation stages of the SVM hyperplanes, and associated PDF; a process separate from the segmentation step. We found that signature-based priors were superior to location-based ones aligned under favorable conditions, and that signature-based priors result in improved segmentation when replacing location-based ones.
Research Highlights
Voxel signatures-multiscale textures-can generate tissue-class probability priors Priors generation does not require volume registration or bias field estimation Signature-based priors obviate need for population-based tissue probability maps Signature-based priors outperform location-based priors in segmentation Approach readily extensible for brains with significant deviations from the normal
Supplementary Material
Refer to Web version on PubMed Central for supplementary material. An illustration of the use of voxel signature to differentiate between different textures. The image shows in gray scale an axial slice through a T1 weighted anatomical volume. Graphs depict the median statistic computed over spherical neighborhoods ranging in radius (r) from 1 to 19 mm. Concentric circles illustrate the intersection of spheres delimiting a voxel's neighborhood with the slice, at r of 3, 10, and 19 mm. The graphs show unscaled mediansignatures at four locations: White Matter in Corpus Callosum (CC), Gray Matter (GM), Deep White Matter (DWM), and thin white matter between gyral folds (gyWM). Color overlay shows Pearson correlation coefficients between the signature at CC and signatures at all other voxels, arbitrarily thresholded to highlight voxels with signatures most similar to that at CC. Positive and negative correlations are show in red, and blue colors, respectively. Representative unscaled signatures for median (row 1), MAD (row 2), and skew(row 3) statistics. Color of signature curves codes for tissue type, with CSF in red, GM in green, and WM in blue. Signatures from different subclasses are differentiated by the symbols superimposed on the colored curves. CSF had too few voxels in the third sub-class (deepest layers) for these subjects. The first column shows unscaled signatures from subject 7, while the second column shows unscaled signatures from subject 11. Signatures were computed from volumes where 80% bias field was scaled into the data. Note the differing range of the vertical axis between subjects 7 (col. 1) and 11 (col. 2) for unscaled median signatures (row 1), and MAD signatures (row 2). Those differences in signature amplitudes are primarily caused by the difference in scanner gain. Representative scaled signatures for median (row 1), and MAD (row 2) statistics from the same data used in Figure 2 . Color and symbol coding follows the same convention and in Figure 2 . Note the similarity of scaled signature amplitudes between the two subjects, compared to the unscaled counterparts in Figure 2 . Variances of unscaled and scaled signatures. Graphs show representative median signatures, as in Figures 2 and 3 , along with error bars representing +/− one standard deviation of the feature over the entire subclass. Graph A shows unscaled median signatures from subject 11 with the 80% bias field scaled into the data. Graph B shows the scaled version of the signatures with notable reduction in error bars for WM (blue) and GM (green) tissue types. Graph C shows scaled median signatures in the absence of the artificial bias field. The error bars of signatures in Graph C are comparable to those in Graph B, illustrating the negligible effect of bias field on scaled signatures. Location-and signature-based probability maps. The first row show location-based probability maps nonlinearly registered to subject 14 for CSF (col. 1), GM (col. 2), and WM (col. 3). Colors code for prior probability (p) larger than 0.1. The thresholding was set arbitrarily to allow the underlying anatomy to show through. The second row shows signature-based probability maps corresponding to those in row 1. The graph inserts show the log of the envelope of p histograms for voxels in the whole brain mask (black, dotted), and those within the tissue mask (red, solid). Signature based probability maps are considerably more reflective of the subject's anatomy than location-based ones. Dice coefficients for classification using priors only for all 18 datasets. The graph on the left shows results from volumes with no bias field added. Red traces refer to signature-based results, while blue and green traces refer to location-based results with linear, and nonlinear registration, respectively. Tissue types are indicated with a solid dot for CSF, a circle for GM, and a square for WM. The graph on the right shows Dice coefficients for classification with signature-based priors in datasets with added bias field of 40% (cyan), and 80% (black), compared to those when no bias field was added (red). The dashed horizontal lines show the average Dice coefficient computed over the 18 datasets. The axial images below the graphs show the anatomy in gray scale, and in color overlay thresholded at a fraction of the dataset's maximum. In the absence of added bias field (left side), the thresholding results in a spatially uniform masking of white matter tissue. This is in contrast to the image on the right with a bias field of 80%, where both gray, and white matter in the front of the brain are masked; an obvious effect of the bias field. Locations of errors in classification using signature-based priors alone. Color overlay shows voxels incorrectly classified as CSF (green), GM (orange), and WM (red). The majority of errors occur in subclass 1, at the interface between tissue types. Evaluation of final segmentation with different priors. The three rows show Dice coefficients for the segmentation of CSF, GM, and CSF, respectively. The graphs on the left are for original IBSR datasets, and graphs on the right are for the IBSR datasets with 80% bias field scaled into them. Arrows on the x-axis point to the subjects from whom 3 percent of voxels were used to train the classifier. Segmentation with FAST into CSF, GM and WM was done with 5 different options: without using priors (gray triangle), using nonlinearly registered location-based priors just for initialization (light blue star), using nonlinearly registered location-based priors at the final stage also (blue diamond), using signature-based priors just for initialization (orange circle), and using signature-based priors at the final stage also (red star). In addition, the black plots show the Dice coefficient for classification using signature-based priors only. The black curves in the left and right columns are the same as the black and red curves of the graph on the left of Figure 7 , respectively.
