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DISCUSSION OF TWO PROCEDURES 
FOR EXPANDING A VECTOR-VALUED 
STOCHASTIC PROCESS 
IN AN ORTHONORMAL WAY 
by R. GUTIkRREZ and M. J. VALDERRAMA” 
1. Introduction 
Since K. Karhunen [l] and M. Lo&e [2] established a general method for 
representing a second-order process as a denumerable series of orthogonal 
and random terms, this representation, called the Karhunen-Lo&e expansion, 
has been the subject of extensive theoretical and practical treatment. 
Sometimes it is of interest to consider simultaneously several processes as 
one vectorial process with several components. Such a situation is the one in 
which the reception of several signals by a receptor is studied [S]. Therefore, 
a vector-valued process is defined as an one-parameter family of vectors 
whose components are one-dimensional stochastic processes with the same 
parameter space. 
The aim of the present paper is to study an orthonormal expansion for a 
vector-valued process with a finite number of components, such as is usually 
considered in practical experiments. For that, we consider twodimensional 
vectorial processes, the generalization being trivial. Furthermore, we will 
follow two alternative approaches, which we will call global expansion and 
term-by-term expansion; both are obtainable from the classical Karhunen- 
Loeve theorem (see [6]). 
2. Vector-Valued Processes 
Let 
be a second-order and mean-value-zero vector-valued process, i.e., for t E 
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)I”] =E[X(t)‘m] =E[[X,(t)[2]+E I 
We say that x is a quadratic mean (q.m.) continuous process if 
~~~{E[IX,(t+h)-X,(1)/2]+E[lX~(t+h)-X,(t)/2]) =O. 
Otherwise they are called uncorrelated processes. 
The covariance matrix is expressed as 
R,(t,s) = E[X(t)X(s)‘] = 
i 
E[X’,(t) Xl(S) 
_ 
E[X,(t) X,(s) 
Its components are correlated stochastic processes if 
E[X,(G X,(t) ] =+ 0 for t E [a,b]. 
I E[X&)X,(s) 
.I E[X,WX,o 
When X,(t) and X,(t) are uncorrelated processes, then R,,(t, s) = R,Xt, s) 
= 0 and R .( t, s) is a diagonal matrix. 
3. Global Expansion 
Let x be a twodimensional second-order vector-valued process with mean 
value zero, and consider the set H,(x) whose elements are all the finite linear 
combinations 
and q.m. limits of such summations. Let us define the inner operation 
=E[Y,z,]+E[Y,z,], E H,(x). 
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Then H,(x) is a Hilbert space; if x is a q.m. continuous vectorial process, it 
can be easily proved that H,(x) is separable. 
Under all these assumptions, there is an orthonormal and denumerable 
basis 
in H,(x) such that x can be represented as follows: 
X(t) = 
x,(t) 
i i x,(t) 
= n~ou”wn= 2 fJ,(t) zt, , 
n=O i I z,z 
o,(t) =E[X(t)‘Z,] (1) 
where a,( t ) are continuous and linearly independent functions. 
From (1) the covariance matrix can be written as 
R,(k 4 = E f’ ~n(tbm(s) E[Z;Z;] E[Z;Z;] EiZ2Zl 1 E[Z2Z2 l (2) 
n=O m=o n m n m 
Suppose the following additional assumption: 
Then (2) is expressed as a diagonal matrix: 
R&s) = f o,(t) o,(s) 
n-0 -i 
2 
/ 
E GJ&) U”(S) 
n=o 
0 
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Likewise, let us suppose that {u,,(t), n E N} is an orthonormal system in 
L2[a, b], i.e. 
/ 
%“( t ) u,( t ) dt = a,,. 
a 
(5) 
Operating and integrating in (4) we have 
/ 
bRx(t, s)u*(s) ds = 
u i 
L% ( t 1 
o 
So, under the hypotheses (3) and (5), un( t ) are the eigenfunctions of the 
matrix integral equation 
(7) 
where (A) is a real, diagonal, and positive matrix. 
Recapitulating the above study, we can establish the following result: 
THEOREM 1. Let x be a vector-valued process under the ubove assump- 
tions, and { $,( t ), n E N} an orthonormu 1 eigenfunction system of the equa- 
tion (7), associated to the matrix eigenvalues {(A,), n E N}. Then x can be 
represented as 
(limit in mean), (8) 
where { B,, n E N} is a sequence of orthonormal vectorial variables 
I 1 
d 
I 2x’, (1 
“m&(t) dt 
B,qz’[2(A,)]-1’2/bmX(t)dt= 1 * (9) 
a 
,-- 
J “?$h(t) dt 2x2, II 
/ 
The series (8) converges uniformly in [a, b]. 
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Proof. Is easy to prove that B, are orthonormal variables. To obtain (8) 
let us observe that 
x(t) - $ (W.))“2~n,(~)% 
2 
n=O 
But R 11( t, s) and R,( t, s) are continuous functions because they are the 
covariances of two one-dimensional q.m. continuous processes [3]. Therefore, 
Mercer’s theorem [4] can be applied to both functions, and the second 
member of (10) vanishes when N --, co uniformly. W 
4. Term-by-Term Expansion 
Let x be a second-order and q.m. continuous twedimensional vector-val- 
ued process with mean value zero, whose components are correlated pro- 
cesses (for example, two messages sent simultaneously). It can be assumed 
that X Xt ) and X,( t ) are processes of the same type, and they generate 
identical Hilbert spaces, so that both can be represented in terms of the same 
orthonormal and complete basis { Z,, n E N}: 
with u;(t) = E[X,(@,], i = 1,2. Then the covariance matrix is 
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Furthennore, suppose that 
(13) 
Then 
(14) 
d h ( 
a~( t ) ) h· f . f h . an t e vectors 2 are t e elgen unctlOns 0 t e equation 
an (t) 
lbR At, s ) 4> ( s ) ds = ;\.4>( t ) , 
a 
tE[a,bJ. (15) 
THEOREM 2. Let x be a vector-valued stochastic process under the above 
assumptions, and 
an orthonormal vectorial eigenfunction system of the equation (15) associ-
ated to the eigenvalues {;\.n, n EN}. Then x can be represented as 
uniformly in [a, b], (16) 
where {bn , n E N) is a sequence of orthonormal variables 
q.m. 1 Jb--
btl =!\ 4>n(t)' X(t) dt. 
V;\.tl a 
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Proof. Similar to that of Theorem 1, because 
623 
+ R,,(w) - f q+3)12 
i n=O i 
and by Mercer’s theorem the proof is concluded. n 
5. Discussion 
The two procedures described above assume that the components of the 
vector-valued process are one-dimensional stochastic processes. By means of 
the global expansion, an integral equation with matrix eigenvalues and scalar 
eigenfunctions is obtained, whereas the term-by-term expansion drives to 
reciprocal issues. For (8) to be managed in a simple way is necessary to 
impose the restriction (3), which reduces the covariance to a diagonal matrix. 
Otherwise, the term-by-term expansion also includes a restriction, which is 
that the Hilbert spaces associated to the components of the vectorial process 
must be identical (in q.m.). However, this second procedure is a generaliza- 
tion of the first one when Xi and X2 are not correlated. In fact, let us denote 
by bi and b,f the projections of b,, on the Hilbert spaces generated by X, 
and X2 respectively, and let us set BL = bA/llbi\l, i = 1,2; then, under the 
above described hypotheses on the @Jr), the expansion (16) becomes as 
in (8). 
From the arguments just described, the two procedures each are subject 
to a prior limitation for their expansion, but the algorithm expanded for the 
term-by-term representation is more general and direct than the other one. 
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