Ordinal Pattern analysis has been used recently for extracting qualitative information from non-linear time series and it has been applied to usefully track brain dynamics. In this paper, we proposed a novel P300-based BCI system which depends on ordinal time series analysis as a feature extraction method. We have shown that this method can efficiently revel P300 feature, and therefore good classification accuracies and bitrates have been achieved for healthy and disabled subjects.
Introduction
Brain computer interface (BCI) is a novel pattern recognition system that translates human thoughts or intentions into a control signal. This can achieve by measuring brain signals, such as electroencephalogram (EEG) signals, and translate them into control commands for a computer or other devices. Such a system allows people with severe motor disabilities to manipulate their environment in an alternative way.
Signal processing operation (which corresponds to the "feature extraction" process in machine learning terms) is the first step toward the translation of brain signals. Processing operations intended to reduce the dimensionality and also the complexity of a raw EEG signal to a few dimensions with the largest informative features. In general, this can be done by transforming the EEG signal from time series representation to another representation which is useful to reveal characteristics or features of the data that are relevant for BCI task.
There are varying numbers of possible transformation methods have been used to handle the EEG time series problems. They range from traditional linear analysis methods such as time domain analysis methods, frequency domain analysis methods, and spatial domain analysis methods [1] ; to nonlinear analysis approaches derived from nonlinear dynamical system theory (also called deterministic chaos theory) [2] such as correlation dimension, Lyapunov exponents, and entropy [3] .
Recently, Bandt and Pompe [4] developed an ordinal analysis method as a novel nonlinear analysis method. The basic idea behind this method is to convert a given time series into a sequence of ordinal patterns. These patterns describe the order relations between the values of a time series and not the values themselves. The main advantage of this representation is its robustness where the non-stationary process transforms to a (nearly) stationary (ordinal process). Furthermore, the transformation of a time series into a sequence of ordinal pattern can be done in a computationally extremely fast way, and it is robust in the presence of observational and dynamical noise [4] .
These advantages facilitate the use of ordinal time series method for the analysis of long and complex EEG signals. So far the main application to EEG analysis has been the analysis of epileptic activity. Faul et al. [5] have discussed the possibility of using permutation entropy (which proposed in [4] to measure the complexity of time series) for the detection of epileptic seizures in brain signals taken from newborn babies. Cao et al. [6] have used permutation entropy for describing the intrinsic EEG activity. Keller and Lauffer [7] also used permutation entropy to analyze side differences in EEG measuring and the effect of vagus stimulation.
Apart from the permutation entropy, Ouyang et al. [8] have tested the dissimilarity measure for investigating dynamic changes in EEG, in particular in the transition of epileptic seizures. On the other hand, Keller and Wittfeld [9] have discussed correspondence analysis based on symbolic dynamics in order to detect coupling between 19-channel of EEG recordings taken from children with epileptic disorders.
Although ordinal pattern gained significant attention in the literature, the use of ordinal method as a nonlinear feature extraction method of a BCI system have not investigated yet. Hence, we aim to propose a novel P300-based BCI system which depends on the ordinal pattern transformation as a feature extraction method.
The layout of this paper is as follows. In Section 2, a brief introduction of P300-based BCI, is given. Then, Section 3 gives a description of nonlinear time series analysis. In Section 4, the precise definition of ordinal time series analysis is given. Then, In Section 5, the datasets and the methods used for data preprocessing, feature extraction and classification are described. The results of the proposed system are discussed in Section 6, and the conclusion follows in the final section.
P300 Brain Computer Interfacing
Brain computer interface (BCI) is a new communication system that does not depend on normal neural or muscular peripheral pathways of the brain. Therefore, it is an excellent choice for people who are suffering from motor disabilities caused by any disease impairs the neural pathways that control muscles, or impairs the muscles themselves [10] . Furthermore, it provides a communication option for nondisabled users with situational disabilities induced by their environment, such as with aircraft pilots and astronauts subjected to extreme forces, soldiers in hostile territory, and even video gamers [11] .
The system used in this study is a stimulus-driven BCI system based on Event Related Potentials (ERPs). ERPs are distinct patterns generated by the brain of the subject after or during the presentation of preselected visual and/or audio stimuli. These patterns can be detected by analyzing the recorded EEG signals, and it can be specified which stimulus has drawn the subject's attention [12] . P300 is endogenous Event Related Potentials that has gained significant attention in neuroscience and medical research communities. It is a positive deflection in the human EEG, appearing around 300 ms after the presentation of unusual or unexpected stimuli. To evoke P300, different stimulus modalities and paradigms can be used. Regarding the stimulus modality, often auditory or visual stimuli types can be presented to the subject. Regarding the paradigms, either oddball or three-stimulus paradigms are used. In oddball paradigm, two different stimuli, namely target (or oddball) and non-target stimuli are used [12] . The two stimuli are presented to the subject, but the target stimulus appears occasionally. Subjects should respond to each occurrence of the target stimulus, and should ignore the non-target stimuli.
In three-stimulus paradigm, however, a third distracter stimulus is also used. This stimulus appears in sequence with the same frequency as target stimulus, but the subject is asked to ignore it and does not perform any task when observing this stimulus.
Different types of P300 can be observed in the two paradigms described above [12] . In classical oddball paradigm, the target stimuli evoke the so-called P3b. The P3b has latency of about 300-500 ms and can be observed mainly over centre-parietal brain regions. This component appears only if subjects pay attention to the stimuli. When subjects do not pay attention to the stimuli, the target stimuli in the oddball paradigm evoke the so-called P3a. The P3a has latency of about 200-400 ms and can be observed mainly over front-central brain regions. In three-stimulus paradigm, the target stimuli also evoke P3b. The distracter stimuli, however, evoke P3a.
The basic idea underlying P300 based BCI systems are to use an oddball-like paradigm and to allow the user decide which stimulus is the target stimulus. Figure 1 illustrates a typical P300-based BCI system framework. In general, the sequence of events in a system is as follows. First the user decides on a command he wants to accomplish with the help of the BCI. Then stimuli are presented, and the user concentrates on the stimulus associated to the desired command. After stimulus presentation, the brain activity is recorded using a signal acquisition device, and then preprocessing operations are used to remove unnecessary information such as noises and artifacts. Brain signals are then processed with signal processing and classification algorithms. The outcome of the classification is fed into an application, which usually generates feedback to inform the subject about the result of classification.
Nonlinear time Series Analysis

Nonlinearity of the Medium
Neurons are known to be nonlinear devices because they become activated due to the changes in brain metabolism (as a result of biological and physiological phenomena in the human body) or due to the activity of the brain itself [3] [13] . Hence, an EEG signal can be considered as the output of a dynamical nonlinear system. Although the analysis of such a system is complicated, some measures borrowed, from chaos theory, to accomplish this task. A historical review of nonlinear EEG analysis can be found in [2] .
Figure 1. Basic Block Diagram of BCI Systems
International Journal of Multimedia and Ubiquitous Engineering Vol. 9, No.6 (2014) A dynamical system is defined as a system that changes its state over time, sometimes in rather complex ways. Understanding, processing, and classifying such changes is of greatest importance for the analysis of EEG signals. Formally, a dynamical system is given by (1) a phase space, (2) a continuous or discrete time and (3) a time-evolution law. The elements or points that represent possible states of the system are called state variable, and the space made up of the state variables is called phase space or state space [14] . Let us assume that the state of such a system at a fixed time t can be specified by m components. These parameters can be considered to constitute a vector in the m-dimensional phase space of the system. The time-evolution law is a rule that allows calculating all future states given a state at any moment. The vector defines a trajectory in phase space which is a path followed by a dynamical system as time progresses [14] .
A dynamical system may be a linear system if all the equations describing its dynamics are linear; otherwise it is nonlinear. On the other hand, a dynamical system can be deterministic if the equations of motion (which every subsequent state of the system must follow) are predefined, and stochastic otherwise. However, the neural networks of the brain, which concern us in the present context, are likely to be a chaotic system. The important features of such a system are its nonlinearity and deterministic. Although chaotic systems are deterministic, their behavior shows sustained irregularity [3] .
An important property of the chaotic systems is that, after a long time observation, the trajectory will converge to a subspace of the whole phase space. This subspace is called the attractor of the system since it 'attracts' trajectories from all possible initial conditions [2] . The attractor, in chaotic systems, is an important object since it gives us an image of the complexity of the systems dynamics.
Reconstruction of Dynamics from Observation
From the previous section, we can conclude that nonlinear EEG analysis approach aims to reveal, from observations, the nature of the underlying dynamics, as well as its complexity. This means that the nonlinear analysis works in reverse; starting with the output of the system (EEG signals), and working back to the state space, attractors and their properties. Thus, the first step toward nonlinear EEG analysis is to reconstruct, from one or a few time series of observations, an attractor in the phase space of the underlying system (the brain). In other words, EEG signals need to be transformed from time series representation into the attractor representation which reflects the dynamics of the brain. However, due to unknown mixing of the underlying system variables, the observations usually do not have a one to one correspondence with these variables. This problem can be solved using the embedding procedure. Embedding allows us to reconstruct an equivalent attractor of the underlying system dynamics. In other words, even if we do not have direct access to all system variables, embedding procedure allows us to obtain informative information about the dynamics of the system.
A frequently used method for embedding procedure is the time delay method [15] .
In this method, we start with a single time series of observation . By using time delay we reconstruct the m-dimensional vectors by taking m consecutive values of the time series as the values for the m coordinates of the vector. By repeating this procedure for the next m values of the time series, we obtain the series of vectors in the state space of the system. The connection between successive vectors defines the trajectory of the system. In practice, we do not use values of the time series of consecutive digitizing steps, but we use values separated by a small lag. Thus, time-delay embedding is characterized by two parameters: time lag and the embedding dimension m. The proper choice of these parameters is necessary but difficult task in nonlinear time series analysis.
As found by researchers, too small delays result in near linear reconstructions with high correlations between consecutive state space variables and too large delays may ignore any deterministic structure of the sequence [3] . The auto-correlation function and mutual information are two early approaches that are used to estimate time delay parameter [16] [17] . On the other hand, embedding dimension m also should be estimated properly. In general, time-delay theorem requires that the proper value of m should be at least 2d+1 (where d is the actual dimension of the attractor) in order to guarantee reconstruction of the phase space. The false nearest neighbors [18] is the most known technique to estimate the optimum dimension m. However, in data with significant amounts of noise, such as EEG signals, it is common to see extremely high embedding dimensions [19] .
In addition, it is important to know that time lag and dimension m are closely related. Based on this viewpoint, new algorithms to estimate m and in the same time have been suggested in the category of the chaotic time series analysis. These new approaches, as well as the traditional ones, have been reviewed in [20] .
Unfortunately, the embedding estimation approaches may sometimes give an improper embedding, which, from its side, can cause a considerable amount of spurious correlations between the distances of embedded vectors in phase space [21] . Although this problem has gained a lot of emphasis in the literature, with today's computer power, good embeddings may be found by trial and error. Therefore, we can say that the embedding parameters are optimal if it delivers the best possible estimates for the topological properties of the attractor, or if it provides the most accurate prediction of the time series [22] .
Figure 2. Order Patterns at Embedding Dimension m=3
Once, the attractor has been reconstructed, the next step toward nonlinear analysis is to characterize it in a quantitative way. Many measures are introduced (in the physics literature) to do this; such as the dimension, the Lyapunov exponents, and entropy.
Bandt and Pompe [4] developed ordinal time series analysis method as a new method of nonlinear analysis. The precise definition of ordinal pattern analysis is given in the next section.
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Ordinal Pattern Analysis
Ordinal time series analysis method is based on transforming a reconstructed vector into a series of ordinal pattern describing the order structure of time-dependent. Consider a given reconstructed vector as shown in Equation 2. This vector can be rearranged in an increasing order and encoded by an ordinal pattern as follows:
where could be an integer number . To obtain a unique result, we set in the case of . It is clear that there are at most m! different ordinal patterns possible, which are also called permutations. For example, at dimension m=3 we get six order patterns as shown in Figure 2 , and we interested in the following six relations:
Having the transformed data on hand, we can use it as nonlinear features to train and test a BCI classifier. 
Materials and Methods
The main aim in this study is to evaluate the performance of a p300-BCI system using ordinal pattern method as a feature extraction method. To this end, we have used the datasets and some of the preprocessing algorithms which are made available on the website of EPFL BCI group (http://bci.epfl.ch/p300). A brief description of these datasets and algorithms is given in the following sections. Please refer to the work of [23] for more details of these materials.
Datasets
The datasets were collected while subjects were facing a laptop screen on which a paradigm consists of six images (see Figure 3 ) was displayed. The images showed a television, a telephone, a lamp, a door, a window, and a radio. The images were flashed in random sequence, one image at a time. In Hoffman et al. [23] study, each subject had to complete four recording sessions. Each session consisted of six runs, one run for each of the six images. The sequence of images to be flashed in each run was block-randomized which means after each block (6 flashes), each image was flashed one time, and after two blocks (12 flashes) each image was flashed twice and so forth. The number of the blocks inside each run was selected randomly between 20 and 25. Thus, on average 22.5 blocks of six flashes were displayed in each run. This means that one run consisted on average of 22.5 target trials (i.e., contained P300 signal) and 22.5× 5=112.5 non-target trials (i.e., did not contain P300 signal).
Each flash of an image lasted for 100 ms, and during the following 300 ms, none of the image was flashed, i.e., the ISI was 400 ms.
Figure 4. The Eight Electrode Configuration used in the Experiments from the Standard Positions of 10-20 International System
The EEG was recorded at 2048 Hz sampling rate from 32 electrodes placed at the standard positions of 10-20 international system, and a Biosemi Active Two amplifier was used for amplification and analog to digital conversion of the EEG signals.
Offline Analysis
The impact of using nonlinear ordinal pattern analysis on classification accuracy was tested in an offline procedure. In this analysis, the datasets of eight subjects (four disabled and four healthy subjects) were tested. A breakdown of the pathological condition of the disabled subjects can be found in [23] . For each subject, fourfold cross-validation was used to estimate average classification accuracy. More specifically, data from three recording sessions were used to train a classifier and data from the left-out session were used for testing. This procedure was repeated four times, so each session served once for testing.
Preprocessing Operations
During the signal acquisition, two electrodes were placed on the mastoids of the subjects. The average signal of these two electrodes was used for referencing. Then, a sixth order forward-backward Butterworth band-pass filter was used to filter the data. Then, we downsampled the data from 2048 Hz to 256 Hz by selecting each 8th sample from the band-pass filtered data.
To extract the single trials from the whole EEG data gathered during each run, windows of duration 1000 ms were extracted from the data. The extracted trials need then to be purified from artifacts, such as eye blinks, eye movement and muscle activity or subject movement. This was done by computing, for the samples from each electrode, the 10th percentile and the 90th percentile. Then, amplitude values lying below or above this percentile were replaced by the 10th percentile or the 90th percentile respectively. This procedure is called windsorizing. Finally, the preprocessed samples were normalized.
At the end of preprocessing operations, each trial has been represented by a two dimensional matrix , where denotes the number of electrodes, and denotes the number of temporal samples. Due to the trial duration of 1s (1000 ms) and the down-sampling to 256 Hz, equaled 256. In this research, the eight electrode configuration was used as shown in Figure 4 . Hence, equaled 8.
Ordinal pattern calculations
After the preprocessing operations, ordinal patterns for each trial (from each channel separately) were calculated. To this end, first the attractor of a chosen delay and dimension m, was reconstructed using the embedding method of delays [15] discussed in (Section 3.2). Then, permutation vectors of the reconstructed attractor were calculated and rearranged. At the end, a list of pattern corresponding with the underlying trial was found.
To choose the optimal values of delay and dimension m, we found that using traditional methods, such as auto-correlation function (for choosing delay ) and false nearest neighbors (for choosing dimension m) is not useful in our case. These traditional methods were used frequently in the literature where EEG activity, under study, represented by a single time series of measurements. Thus, auto-correlation function, or false nearest neighbors give single optimal results. However, BCI systems, in general, deal with multiple time series of independent measurements resulted from different channels, runs, and sessions. Hence, the traditional methods for choosing optimal delay and dimension fail to give single optimal results.
Therefore, the trial and error approach has been used in this study to choose optimal values of delay and dimension m. This approach was inspired from Kantz and Schreiber [22] , where it was mentioned that the optimal embedding parameters are which provide the most accurate prediction of the time series. On other words and from pattern recognition point of view, we can say that the embedding parameters are optimal if they provide satisfactory classification accuracy.
Hence, for each subject, the procedure of the whole offline analysis was repeated a number of time (using random values of delay and dimension m) in order to get the embedding dimensions values which give best classification accuracy in a shortest possible time.
Finally, the calculated patterns were normalized and concatenated into feature vectors. The dimensionality of the feature vectors was , where denotes the number of samples in one ordinal pattern series, and it equals to .
Machine Learning and Classification
The percentile values used for windsorizing and the classifier were trained on data from three sessions and tested on the left-out fourth session. On average, training data sets contained 405 target trials and 2025 non-target trials, and testing data sets contained 135 target and 675 non-target trials. In this study, we used Bayesian Linear Discriminant Analysis (BLDA) algorithm, which developed by Hoffman [24] , to learn the classifier. The algorithm of BLDA is also made available on the website of EPFL BCI group (http://bci.epfl.ch/p300). After we trained the classifier, we applied it to the testing data as follows: For each run in the testing session, we extracted (using preprocessing operations) the single trials corresponding to the first twenty blocks of flashes. Then, for each trial, we calculated its ordinal patterns. The resulted ordinal patterns were then concatenated to form the feature vectors. After that, the single trials were classified. Twenty blocks of classifier outputs were resulted from this process. Each block consisted of six outputs (one output for each image on the paradigm). In order to decide which image the subject was concentrating on, the summing scores aggregation method was used. This method was first described by Farwell and Donchine [25] , and is often used by many researchers to aggregate information from several single trials. Hence, the classifier outputs were summed over blocks for each image. Then, the image with the maximum summed classifier output was selected. Different tradeoffs between the classification accuracy and the time needed to take a decision were simulated by varying the number of blocks (i.e., the number of summed classifier outputs).
All preprocessing, ordinal pattern calculation and classification algorithms were implemented with MATLAB.
Results
The resulted classification accuracy of the system using ordinal pattern features were averaged over sessions. Then, the averaged accuracies were plotted against the time needed to take a decision as shown in Figure 5 . All subjects (except subject 6 and 9) reached an average of 100% classification accuracy after 5 blocks of stimulus presentations. The total numbers of blocks needed to achieve 100% classification accuracy for each subject are shown in Table 1 . The lower performance of subject 6 and 9 is due to wrong concentration on some sessions as explained in [23] .
In addition, the bitrates of the system, were computed by applying the Wolpaw et al. method [10] to the average accuracy curves. The resulted bitrates for each subject are listed in Table 2 .
However, these good results can only be achieved using specific values of embedding dimension τ and m. Trial and error method was used, in this study, to get these values. The optimal embedding values for each subject are shown in Figure 5 . Differences between disabled and healthy subjects can be strongly observed using the bitrate measure. In general, healthy subjects achieved higher maximum bitrates than disabled subjects. Table 1 . Total Numbers of Blocks Needed to Achieve 100% Accuracy are shown for all subjects except S6 and S9. Mean blocks numbers were computed for all subjects Table 2 . Maximum average bitrates per minute. Bitrates were computed from average accuracy curves and are shown for all subjects. Mean bitrates were computed for disabled subjects (S1-S4), healthy subjects (S6-S9), and all subjects
Conclusion and Discussion
In this work we presented a novel P300 based BCI system that depends on ordinal time series analysis as a feature extraction method. We have shown that the ordinal method can efficiently revel P300 features, and hence achieve good classification accuracy for healthy and disabled subjects. However, the success of this method depends strongly on the optimal choice of embedding dimensions. The trial and error approach, which inspired from [22] , have been used in this study in order to choose the optimal values of delay τ and dimension m. However, it doesn't practical to use trial and error approach in the real (online) sessions of 
