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One-dimensional quantum rings with Rashba and Dresselhaus spin-orbit couplings are studied
analytically and are in perfect agreement with the numerical results. The topological charge of the
spin field defined by the winding number along the ring is also studied analytically and numerically in
the presence of the spin-orbit interactions. We also demonstrate the cases where the one-dimensional
model is invalid for a relatively large radius. However, the numerical results of the two-dimensional
model always remain reliable. Just as many physical properties of the quantum rings are influenced
by the Aharonov-Bohm effect, the topological charge is also found to vary periodically due to the
step-like change of the angular momentum with an increase of the magnetic field. This is significantly
different from the cases of quantum dots. We also study how the current is induced by the magnetic
field and spin-orbit couplings, which is strong enough that it could to be detected. The magnetic
induction lines induced by the spin field and the current are also analyzed which can be observed
and could perhaps help identifying the topological features of the spin fields in a quantum ring.
I. INTRODUCTION
In the study of topological properties of condensed
matter states, the crucially important role of the spin-
orbit coupling (SOC) has been recognized in recent
years1–5. It is important in the transport properties of
the quantum Hall systems6, such as silicene/germanene7
and bilayer graphene8–10 (where there is pseudospin-orbit
coupling). The nontrivial topological bands in the mo-
mentum space explicitly lead to ballistic transport at the
edge of the topological insulator. Here we report on the
topology of the spin texture in real space and its influ-
ence on the persistent current when the spin fields are
topologically nontrivial in a quantum ring. Additionally,
the persistent current and the spin fields induce effective
magnetic fields which are found to be strong enough and
can be observed.
Spin textures in real space in both noninteracting and
interacting quantum dots11–17 with the SOCs have been
studied recently18,19. The winding number was previ-
ously introduced to describe the topological charge q of
the spin field, and the topology of the in-plane spin tex-
ture can be tuned by the external electric and magnetic
fields18,19. The detection of the topological charge in low-
dimensional systems is difficult but can be found in an
indirect way, i.e., by measuring the sign of the z compo-
nent of the spin 〈σz〉 in a large dot. Since the sign of 〈σz〉
can be inverse in weak magnetic fields in the presence
of the SOC the topological charge induced by the SOC
can then be determined18. Experimental determination
of the topological winding number by polarized resonant
X-ray scattering process20 could also be a possibility.
The quantum ring21–24, which is yet another two-
dimensional (2D) nano-device, has a similar Hamiltonian
as that of the quantum dot. However, the quantum ring
has its own features that are essentially different from the
dot, since the geometric structure of the ring with differ-
ent confining potential in the Hamiltonian introduces the
magnetic flux into the system. Interestingly, we found
that the one-dimensional (1D) model is not appropriate
in the analysis of spin textures in a ring of large radius.
It fails to explain the spin rotation in the radial direc-
tion which can however be found numerically in the 2D
model. It is because the radial degree of freedom is inte-
grated out in the 1D model, but this degree of freedom
is important, especially when the radius of the ring is
large. This size effect is associated with the flip of 〈σz〉,
that can be observed experimentally.
Spin textures with topological charges are expected to
appear in a ring due to the broken translational symme-
try. Note that due to the geometry differences, the spin
textures in quantum rings are very different from those
in quantum dots. It can also be seen from the change
of the z component of the angular momentum, 〈Lz〉. In
the single-electron case, 〈Lz〉 in a quantum dot varies
from 0 to −1 with the increase of the magnetic field
B. Then the topological charge may be changed from
q = sgn(g) to q = −sgn(g) where g is the Lande´ factor
of the material when both of the SOCs are present19. In
contrast, 〈Lz〉 changes gradually to −∞ in a ring. Hence,
we believe that the topological charge in a quantum ring
will be changed more than once since the wave function
highly depends on the 〈Lz〉. In our analysis that follows,
we shall see that q is indeed changed periodically with
the increase of the magnetic field, as the ground state is
changed when the magnetic flux increases by a magnetic
flux quanta.
Considering the geometric structure of the ring, we
then explore the current induced by both the magnetic
field and the SOCs. In fact, the SOCs can be treated
as an effective magnetic field, which then induces a lo-
cal current even at zero magnetic field. Our results
2are comparable to the previous results where only one-
dimensional ring was considered25. The two SOCs com-
pete with each other to determine the vorticity of the
current field. We note that the current flows locally but
there is no net current, since the electron is confined lo-
cally in the ring. The magnetic fields induced by the
current and the spin of the electron are also calculated in
a semi-classical treatment. Both the current and the in-
duced magnetic fields may actually be detected, and the
measurements will be related to the topological features
of the spin fields.
The paper is organized as follows. In Section II, we
introduce the Hamiltonian of the quantum ring with
Rashba and Dresselhaus SOCs, and define the spin field
and its winding number. The current field is also de-
fined there. In Section III, we simplify the Hamiltonian
in the 1D limit. In a finite magnetic field, the Hamil-
tonian with Zeeman coupling is analyzed perturbatively.
In Section IV, we study the spin textures of the electron
in a quantum ring. In fact, we analyze the spin tex-
tures in the one-dimensional model and the results can
be verified numerically in a two-dimensional ring. We
then evaluate the current in the first-order perturbation
theory and also numerically. It includes two parts: one
that is induced by the magnetic field while the other is
induced by the SOCs. The magnetic fields caused by the
current and spin field are also calculated in Sec. III.C. In
Sec. IV, we explain the limitations of the 1D model. We
show that the spin rotates with the increase of the radius
only when the ring is two-dimensional. Finally, we close
with summary and conclusion in Sect. V.
II. QUANTUM RING MODEL WITH THE SOCS
We assume that the ring is a perfect circle and the
Hamiltonian of the quantum ring of radius r0 with SOCs
is generally given by
H =
P2
2m∗
+
m∗
2
ω2 (r − r0)2 +
∆
2
σz +HSOC , (1)
HSOC = g1
(
σxPy − σyPx
)
+ g2
(
σyPy − σxPx
)
, (2)
where ω describes the radial parabolic confinements. σi
are the Pauli matrices and the strengths of the Rashba
and linear Dresselhas SOCs are given by g1 and g2, re-
spectively. Pi = pi + eAi is the canonical momentum
plus the vector potential which is set in the symmetric
gauge A = 12B (−y, x, 0) with the magnetic field B. The
Zeeman energy is then ∆ = gµBB, where g is the Lande´
factor and µB is the Bohr magneton. We then rewrite
the Hamiltonian in the form
H = H0 +Hr +HSOC , (3)
H0 =
P2
2m∗
+
m∗
2
ω2r2 +
m∗
2
ω2r20 +
∆
2
σz , (4)
Hr = m
∗ω2r0r, (5)
The unperturbed Hamiltonian H0 can be diagonalized by
the Fock-Darwin basis,
ψn,l (r) =
1
ℓ
√
n!
π (n+ |l|)! exp (−ilθ) (6)
×
(r
ℓ
)|l|
L|l|n
(
r2
ℓ2
)
exp
(
− r
2
2ℓ2
)
,
ψn,l,+ (r) = ψn,l (r)
(
1
0
)
, (7)
ψn,l,− (r) = ψn,l (r)
(
0
1
)
, (8)
where n is the Landau level index, l is the angular mo-
mentum index, ℓ =
√
~/(m∗
√
ω2 + ω2c/4) is the natural
length with the cyclotron frequency ωc = eB/m
∗, and L
is the Laguerre polynomial. The Fock-Darwin states in
Eq. (6) are the basis in the exact diagonalization of the
Hamiltonian.
A. Spin fields
By diagonalizing the Hamiltonian in the Fock-Darwin
basis, we have the eigen state
Ψ (r) =
∑
n,l,s
Cn,l,sψn,l,s (r) ,
where the coefficients Cn,l,s are obtained numerically.
The spin fields σµ (r) of such a state can be calculated
by
σµ (r) =
∑
n,l,s
∑
n′,l′,s′
C∗n,l,sCn′,l′,s′ψ
†
n,l,s (r) σµψn′,l′,s′ (r) ,
(9)
and the density is given by
n (r) =
∑
n,l,s
∑
n′,l′,s′
C∗n,l,sCn′,l′,s′ψ
†
n,l,s (r)ψn′,l′,s′ (r) .
(10)
The average value of the quantity is also given by 〈A〉 =∫
A (r) dr. The in-plane field can be described by the
vector field σ (r) =
(
σx (r) , σy (r)
)
.
The winding number was introduced in Ref.19. In a
quantum dot, the contour of the integral could be any
closed path around a singularity of the σ field. However,
in a quantum ring, it is natural to define the contour
the same as the ring. In general, we define the winding
number along the circle with the radius r′
q (r′) =
1
2π
∮
r=r′
σx (r) dσy (r)− σy (r) dσx (r)
σx (r)
2
+ σy (r)
2 . (11)
Since the density of the electron is localized around the
ring for lowering the potential energy and the topolog-
ical feature is meaningful associated with the electron
3density, we therefore consider q(r0) as the natural topo-
logical charge of the spin field in the ring.
We note here that the topological feature along the
ring could be very different from that at a distance from
the center, that is, q (r) depends on r. As a result, the
topological features of the quantum ring are significantly
different comparing with those in a quantum dot. More-
over, the spin texture lose its relevance when the charge
density is small. To eliminate the textures of the spin
fields with low charge density, we define a new parame-
ter
q′ =
1
2π
2pi∮
0
σx (θ) dσy (θ)− σy (θ) dσx (θ)
σx (θ)
2 + σy (θ)
2 , (12)
where the spin fields are integrated on r
σx (θ) =
∫
σx (r, θ) dr, σy (θ) =
∫
σy (r, θ) dr. (13)
This means that the textures with highest density of the
spin fields are the most important part in the topological
feature.
Therefore, it is better to define the winding number
as q′ while q (r) can be used to study the change of the
topological charge with radius. Further, a spatial distri-
bution of the winding number density can also be defined
to observe the location of the vortex core
q′′ (r) =
∂
∂θ
σx (r) dσy (r)− σy (r) dσx (r)
σx (r)
2
+ σy (r)
2 . (14)
Determining the exact zero points of q′′ (r) can lead us
to the cores of the vortices of the spin field.
B. Current and vorticity
The current operators can be derived by jµ = −
δH
δA
,
so that the current densities are given by
jx (r) =
e
2m∗
[
ψ†Pxψ + (Pxψ)
†
ψ
]
− eψ† (g1σy + g2σx)ψ, (15)
jy (r) =
e
2m∗
[
ψ†Pyψ +
(
Pyψ
)†
ψ
]
+ eψ†
(
g1σx + g2σy
)
ψ, (16)
where ψ is the wave function spinor, and the current
field is defined by j (r) =
(
jx (r) , jy (r)
)
. To classify the
current fields induced by different SOCs, we define the
vorticity of the spin field, ωs = ∇ × σ and the vorticity
of the current, ωj =∇× j, respectively.
The current has three terms
jµ (r) ≡ jz↑,µ (r) + jz↓,µ (r) + jSOC,µ (r) , (17)
where
jz↑,µ (r) =
e
2m∗
[
ψ∗↑Pµψ↑ +
(
Pµψ↑
)∗
ψ↑
]
, (18)
jz↓,µ (r) =
e
2m∗
[
ψ∗↓Pµψ↓ +
(
Pµψ↓
)∗
ψ↓
]
, (19)
jSOC,x = −eψ†
(
g1σy + g2σx
)
ψ, (20)
jSOC,y = eψ
†
(
g1σx + g2σy
)
ψ. (21)
The wave function spinor is ψ =
(
ψ↑ ψ↓
)T
, and ↑, ↓ are
related to the eigenstates of the spin operator σz .
III. ANALYTICAL SOLUTIONS OF THE
ONE-DIMENSIONAL QUANTUM RING
We first consider the one-dimensional (1D) model
where the ring is so narrow that it approaches the limit
of a 1D circle. This ideal model is simple and allows
us to show the physical pictures of the system clearly.
In this 1D model, the requirement of hermiticity of the
Hamiltonian with the SOCs, means we must take into
account properly the confinement of the wave function
in the radial direction26
H =
P2
2m∗
+
1
2
gµBBσz +HSOC , (22)
where the kinetic terms are given by
Px = −i~
(
− 1
2r0
cos θ − 1
r0
sin θ
∂
∂θ
)
− eB
2
r0 sin θ,
Py = −i~
(
− 1
2r0
sin θ +
1
r0
cos θ
∂
∂θ
)
+
eB
2
r0 cos θ,
and the constant term Hr is dropped.
The Hamiltonian can be solved perturbatively when
the SOCs are weak. We divide the Hamiltonian into two
parts, the unperturbed 1D ring, and the perturbed part,
the SOCs terms. The eigen states of the unperturbed
Hamiltonian H0 are
〈r |l,+〉 = ψ(0)+ (r) =
δr,r
0
r0
√
2π
(
e−ilθ
0
)
, (23)
〈r |l,−〉 = ψ(0)− (r) =
δr,r
0
r0
√
2π
(
0
e−ilθ
)
, (24)
with the eigen energies
El,± = E0 (N − l)2 ±
∆
2
, (25)
where N =
eBr2
0
2~ and E0 =
~
2
2m∗r2
0
. The ground state
is chosen by the sign of the Zeeman coupling (or the
Lande´ factor). The energy spectrum indicates a typical
Aharonov-Bohm (AB) effect, and the integer l represent-
ing the angular momentum increases gradually to mini-
mize the energy of the ground state when the magnetic
field is increased.
4The Hamiltonian of the SOCs is
HSOC =
(
0 P+g1 − iP−g2
P−g1 + iP+g2 0
)
, (26)
where P± = Py ± iPx. If HSOC is a perturbation then
we obtain the first-order perturbations
ψ
(1)
+ = G1+ |l − 1,−〉 − iG2+ |l+ 1,−〉 , (27)
ψ
(1)
− = −G1− |l + 1,+〉 − iG2− |l − 1,+〉 , (28)
where
G1± =
~
r0
(
1
2 ± (N − l)
)
g1
E0 (N − l)2 − E0 (N − l ± 1)2 ±∆
,
G2± =
~
r0
(
1
2 ∓ (N − l)
)
g2
E0 (N − l)2 − E0 (N − l ∓ 1)2 ±∆
.
The wave functions with the first-order perturbation cor-
rections are ψ± = ψ
(0)
± + ψ
(1)
± . For the ground state
we need to choose ψ+ for the negative Lande´ g factor
(∆ < 0) and ψ− for the positive Lande´ g factor (∆ > 0),
respectively.
In a weak magnetic field, N − l → 0, and the in-plane
spin fields are given by
σ±x (r) = ±2G1± cos θ ∓ 2G2± sin θ, (29)
σ±y (r) = ±2G1± sin θ ∓ 2G2± cos θ. (30)
Clearly, if only the Rashba SOC exists then q = 1, since
σ (r) = ±2G1±δr,r
0
(cos θ, sin θ). On the other hand,
if only the Dresselhaus SOC is present, then σ (r) =
∓2G2±δr,r
0
(sin θ, cos θ), and q = −1. These results are
not surprising when compared with the spin textures in
a quantum dot.
We now discuss the cases when both of the two SOCs
are simultaneously present. In a quantum dot hydrogen
(one confined electron), 〈Lz〉 remains close to zero and
the topological transition of the spin texture could occur,
but at most once. In a quantum dot helium (two con-
fined electrons), 〈Lz〉 varies and the second topological
transition could happen. The significant difference in a
quantum ring hydrogen is that the ground state appears
with increasing 〈Lz〉 when the magnetic field is increased.
From the experience in the quantum dot cases, we could
suppose that the varied 〈Lz〉 may cause topological tran-
sitions more than once. We still employ the 1D model to
consider the more general case, g1, g2 6= 0, however, in a
finite magnetic field N − l 6= 0. In order to minimize the
energy of the unperturbed Hamiltonian, or choose the
proper unperturbed ground state, the angular momen-
tum is required to be
−1
2
< l −N < 1
2
.
The transition of 〈Lz〉 happens when l − N = ± 12 .
We consider the limit l − N → (− 12)+ , i.e., B →
2~
er2
0
[
l +
(
1
2
)−]
, then G2+, G1− → 0 and
ψ
(1)
+ = G1+ |l + 1,−〉 =
~
r0
g1
−2E0 +∆
|l + 1,−〉 , (31)
ψ
(1)
− = −iG2− |l− 1,+〉 = i
~
r0
g2
2E0 +∆
|l − 1,+〉 . (32)
The spin fields are
σ+ (r) = 2G1+ (cos θ, sin θ) , q
+ = 1 (33)
σ− (r) = 2G2− (sin θ, cos θ) , q
− = −1. (34)
Then we consider another limit, l − N → ( 12)− , i.e.,
B → 2~
er2
0
[
l− ( 12)−], which leads to G2−, G1+ → 0. In
the same manner, we have
σ+ (r) = −2G2+ (sin θ, cos θ) , q+ = −1, (35)
σ− (r) = −2G1− (cos θ, sin θ) , q− = 1. (36)
Therefore, it is clear that in the region 2~
er2
0
(
l − 12
)
< B <
2~
er2
0
(
l + 12
)
the topological charge must be transformed
from −1 to 1 (or from 1 to −1).
There is another topological transition at B =
2~
er2
0
(
l + 12
)
, since the topological charge is q± = ±1
for B = 2~
er2
0
[
l+
(
1
2
)−]
while q± = ∓1 for B =
2~
er2
0
[
l +
(
1
2
)+]
= 2~
er2
0
[
(l + 1)− ( 12)−] .
In conclusion, with the increase of the magnetic field,
the sign of the topological charge q will be reversed in
the region 2~
er2
0
(
l − 12
)
< B < 2~
er2
0
(
l + 12
)
. The sign of
q will be then inversed again at B = 2~
er2
0
(
l + 12
)
. In the
next step, q changes its sign in the region of the magnetic
field 2~
er2
0
(
l+ 1− 12
)
< B < 2~
er2
0
(
l + 1 + 12
)
, and then at
B = 2~
er2
0
(
l + 1 + 12
)
. When the magnetic field continues
to increase, l also increases, and the topological charge
varies periodically. We will see in the next section that
the numerical results of a two-dimensional ring also sup-
port this conclusion.
IV. THE SPIN TEXTURES AND THE
INDUCED CURRENT
A. Numerical results of the spin textures of a
two-dimensional quantum ring
In order to generalize and verify the topological proper-
ties obtained in the ideal one-dimensional model, we solve
the Hamiltonian of a two-dimensional quantum ring nu-
merically. We consider the two-dimensional InAs quan-
tum rings with the parameters of the material: the ef-
fective mass m∗ = 0.042me, the Lande´ factor g = −14.6,
r0=15 nm, and ~ω=40 meV. We use the exact diagonal-
ization scheme to obtain the lowest states of the system,
5in the basis of Fock-Darwin states |n, l, s〉 where s = ±
is the spin index. We consider 460 Fock-Darwin states
to guarantee the accuracy of the calculations. In what
follows, we use these settings unless otherwise stated.
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FIG. 1: (color online). Spin textures of the ground state of
InAs rings, a) with Rashba SOC only, ~g1 =20.0 nm· meV,
b) with Dresselhauss SOC only, ~g2 = 20.0 nm· meV, c) and
with both SOCs, ~g1 = 7.6 nm·meV, ~g2 = 12.4 nm· meV
at B = 2.8T, and d) the spatial distribution of the topolog-
ical charge q′′ (r) of Fig. 1 c). Hereafter, the arrows in the
spin texture figures represent the in-plane spin field σ and
the background colors represent the σz (r), unless otherwise
stated. The arrows in Fig. 1 c) are normalized σ field, for σ (r)
is very small near θ = 0.25pi and can not be shown clearly.
The encircled numbers are explained in the text.
Some typical spin textures in weak magnetic fields,
which are similar to those in quantum dots, are indicated
in Fig. 1. In Fig. 1(a) we show a vortex with q = 1, since
only the Rashba SOC is present. In Fig. 1 (b) a vor-
tex with q = −1 is indicated when only the Dresselhaus
SOCs is present. The spin textures are also the same as
for the exact solution and the perturbation results dis-
cussed in the last section. Fig. 1(c) shows a vortex with
q = 1 if r < r0, and q = −1 if r > r0, when ~g1 = 7.6nm·
meV, ~g2 = 12.4nm·meV at B = 2.8T. In this example,
we can see clearly that the topological charge depends
on the path of the integral. It is because, there are more
than one vortices in the plane. The q′′(r) is displayed in
Fig. 1(d) and its zero points (−0.8,−0.8), (0.8, 0.8) and
(0, 0) correspond to three vortex cores. It is only natural
then to calculate the winding number along the routes
exactly defined along the ring. Hence, we consider the
topological charge to be given by q′, which is equivalent
to q(r0), in the case when the ring is narrow.
If the electron density is located around r = r0, the
winding number along the path r = r0 is consistent with
the overall topological properties. As shown in Fig. 2,
there is no major difference between q (r0) and q
′. The
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/
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)
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3
FIG. 2: (Color online) The (a) 〈σz〉, (b) 〈Lz〉, (c) q (r0) and
(d) q′ of the ground state of InAs rings in B ∈[0, 20]T, ~g1 ∈[0,
20] nm· meV and fixed ~g1 + ~g2 = 20 nm· meV.
spin textures of the three points marked on Fig. 2 (c)
have been given in Fig. 1 (a)-(c).
Just as we found in the 1D ring, the topological charge
can be varied periodically with the increase of the mag-
netic field. Here, the numerical results of the 2D rings
also show that the topological features are tunable by
adjusting the magnetic field or the SOCs. As expected
from the analytical results, the topological charge of the
ground state (Fig. 2 (d)), following the change of l which
is the quantum number of the angular momentum 〈Lz〉
(Fig. 2 (b)), is also periodically changed with the mag-
netic field. This is interesting since the sign change in
quantum dots happens at most once in quantum dot hy-
drogen or helium19. It is because 〈Lz〉 is varied when the
magnetic flux of the ring is increased. Moreover, 〈σz〉
(Fig. 2(a)) also changes with the change of 〈Lz〉, which
can be detected by NMR33. It is worth noting that the
sign change of q′ does not occur exactly at l −N = ± 12 .
This is because the charge density in a 2D ring is not all
concentrated at r = r0, which is slightly biased from the
strict 1D results.
B. Current induced by the external magnetic field
and the SOCs
In a quantum dot the Hamiltonian is
Hdot = H0 +HSOC , (37)
(Eq. (3) but without Hr). The net current 〈jx〉 =
〈
jy
〉
=
0 since the electrons are trapped locally in the dot. The
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FIG. 3: (color online). Persistent current density of the ground states of InAs rings when only one SOC exists: (a) for the
Rashba SOC and (b) for the Dresselhaus SOC. The parameters of the ring are indicated in the figures. From left to right,
jz↑ (r), jz↓ (r), jSOC (r) and the total current density jtotal (r). The currents Itotal pass through the line x >0, y=0 (clockwise is
positive) are shown on the right side of the figures. The background colors represent the absolute value of the current density.
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conservation of the current also requires that the net cur-
rent vanishes. However, the local current density could
be nonzero. We perform the perturbation calculation
where HSOC is the perturbation, and are able to ob-
tain the current density. We suppose the Lande´ g factor
of the system g < 0 (such as in InAs). If there is no
Dresselhaus SOC, then g1 6= 0, g2 = 0, and we obtain
jR = 12eg1
(−σRy (r) , σRx (r)) . This means that the cur-
rent field is perpendicular to the spin field jR · σ = 0.
The local current does not vanish. The net current is
zero since
〈
σx,y
〉
= 0.
For the Dresselhaus SOC, g1 = 0, g2 6= 0, and we have
jD = 12eg2
(−σDx (r) , σDy (r)). The current is not per-
pendicular to the spin field in this case. We already
know that the spin field has topological charge q = 1
for the dot with Rashba SOC, and q = −1 for a dot with
Dresselhaus SOC. The vorticity of the spin field is zero,
ωs = ∇ × σ = 0, if only one SOC is present. However,
7the vorticity of the current of the Rashba dot ωRc (or ω
D
c
of the Dresselhaus dot) is nonzero. The vorticities of the
two different spin-orbit coupled dots are just the opposite
in weak magnetic fields B → 0, ωDc /g22 = −ωRc /g21 .
In a quantum ring the results are essentially equivalent
to the case of the dots in weak magnetic field. We again
employ the 1D model and find that (g < 0)
jsx = −
e
m∗r20
ξl,s sin θ + s
e
πr20
[g1 (G1s sin θ −G2s cos θ)
+ g2 (G1s cos θ −G2s sin θ)] , (38)
jsy =
e
m∗r20
ξl,s cos θ − s
e
πr20
[g1 (G1s cos θ −G2s sin θ)
+ g2 (G1s sin θ −G2s cos θ)] , (39)
where
ξl,s = (l − s)G21s + (l + s)G22s − 2lG1sG2s sin 2θ
+l− 1
2
r20
ℓ2B
− 1
2
r20
ℓ2B
(
G22s +G
2
1s − 2G1sG2s sin 2θ
)
with s = ± corresponding to the case g < 0, g > 0,
respectively. The magnetic length is ℓB =
√
~/(eB).
For simplicity, we consider a ring with the Rashba spin-
orbit interaction only (g2 = 0) in a small magnetic field.
Then ℓB →∞ and l = 0, so that the current is dominated
by the SOC field
jR =
e
2π
m∗g21
~r0
(− sin θ, cos θ). (40)
The ring with Dresselhaus SOC only (g1 = 0) in a small
magnetic field gives the current field
jD =
e
2π
m∗g22
~r0
(sin θ,− cos θ). (41)
It is obvious that these two currents are, as in the quan-
tum dots, just the opposite, and the vorticities of the two
current fields are also opposite, ωR
c
/g21 = −ωDc /g22 .
The corresponding numerical results of 2D rings with
the Rashba SOC and with the Dresselhaus SOC in mag-
netic fields are displayed in Fig. 3. If B → 0, the nu-
merical results perfectly agree with the results of the
1D model shown above, jz↑ ≈ 0, jSOC=−2jz↓, and
jtotal=0.5jSOC, and the vorticity of jSOC for different
SOC is opposite. When the magnetic field is very weak,
the direction of the total current is determined by the
jSOC term. When the magnetic field is increased to
B=0.1T as shown in Figs. 3 (a) and (b), jz↑ is no longer
negligible. Note that the directions of jz↑ and jz↓ are the
same and does not depend on the type of SOC, which
makes the total currents different in a finite magnetic
field (Figs. 3(a) and (b)).
The sign of jtotal is easy to reverse when introducing
the Dresselhaus SOC (Fig. 4(a)), since the direction of
jDSOC is opposite to the direction of j
R
SOC . When the
magnetic field continues to increase (for instance up to
B = 3T), jz↑ will play a major role (Fig. 4(b)). We also
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FIG. 5: (Color online) In-plane persistent current of the
ground state of InAs rings a)-d). The parameters of the SOCs
are indicated in the figures.
indicate the current field at B = 8T in Fig. 4(c), where
the effect of the SOCs is weakened by the magnetic field,
since the spin is more polarized in a stronger magnetic
field. The current induced by the SOCs is also weakened,
but the total current becomes complex for more than one
circles.
It is natural to define the current
Iα =
∫ ∞
0
jα (x, y = 0)dx. (42)
The periodic oscillations of Itotal induced by the AB ef-
fect can be found in Fig. 5, which is compatible with the
previous works25,27. Interestingly, ISOC = −2Iz↓, and if
g1 + g2 is fixed, Iz↑ for any combination of g1 and g2 are
almost equal. At the points l − N ≈ 0, Iz↑ → 0. Then
ISOC plays an important role, which makes it possible to
distinguish the type of the SOCs by detecting the direc-
tion of the current due to the fact that the direction of
ISOC for Rashba and Dresselhaus SOCs are the opposite.
C. Magnetic field induced by the current and spins
The nonzero local current density can induce a mag-
netic field Bc. The steady current in the 2D ring flows
along a couple of concentric circles and induces the mag-
netic field in the three-dimensional (3D) space. In or-
der to calculate the induced magnetic field, we cover the
plane of the ring by a square lattice with the lattice con-
stant b. According to the Biot-Savart law, on the i-th
site of the lattice the current induces the magnetic field
distributed in the space, which is given by
Bci (r) =
µ0
4π
b2j(r′i)× (r− r′i)
|r− r′i|3
, (43)
8x
y
z
O
~r′i
Iz
~σz(~r′i)
~Bsz(~r)
FIG. 6: (Color online) The schematic diagram that how the
spin field induces an effective magnetic field semi-classically.
The z component of the spin field σz(r
′
i) at site r
′
i is equiv-
alent to the current square (orange) with side length b, and
the currents induce the magnetic field Bsz(r) in the real space
calculated by the Biot-Savart law.
where µ0 is the vacuum permeability, r is a point in the
3D space, and r′i is the position of the i−th site of the
lattice. The magnetic field Bc induced by the current is
consequently calculated by the summation of the mag-
netic fields induced by all the sites, Bc(r) =
∑
iB
c
i(r),
once we obtain the full current field. Meanwhile, the spin
field also induces a magnetic field Bs in the semiclassical
treatment. However, in this case, we need to introduce
the z axis into the system, since the spin field is equiv-
alent to the magnetic moment which is induced by the
closed current flowing on the plane perpendicular to the
3D spin field.
For each component of the spin field σν(r
′
i) at the site
i, it is equivalent to a constant current along the square
coil (with the side length b ≪ ℓ) located in the plane
perpendicular to the axis of ν. The constant current Iν
induces a magnetic moment µI
ν
at r′i, which needs to be
equal to the ν component spin magnetic moment at r′i,
µI
ν
(r′i) = Iνb
2 = µB
∫
b×b
ψ†σνψdS, (44)
where the two-dimensional integral covers the area of the
b× b square. When b is very small we can approximately
find the current Iν = µBψ
†σνψ. Once the current Iν is
found, we can use the Biot-Savart law to calculate the
magnetic field induced by the current along the edge of
this b × b square. The shcematic picture of this process
is shown in Fig. 6, where we take the spin field σz(r
′
i)
as an example. Then we sum over all the squares cover-
ing the area of the spin field to obtain the magnetic field
distribution Bsν(r). For instance, the magnetic field in-
duced by the z component of the spin magnetic moment
is given by
Bsz (r) =
µ0
4π
Izb
∑
i
 x̂×
(
r− r′i + bŷ2
)
∣∣r− r′i + b2 ŷ∣∣3
+
ŷ × (r− r′i − bx̂2 )∣∣r− r′i − b2 x̂∣∣3 +
−x̂× (r− r′i − b2 ŷ)∣∣r− r′i − b2 ŷ∣∣3
+
−ŷ × (r− r′i + b2 x̂)∣∣r− r′i + b2 x̂∣∣3
]
(45)
In a similar way we can calculate the other two compo-
nents of the induced magnetic field. Note that for σx,y,
we need to use the squares in the y− z and x− z planes,
respectively. Since b≪ ℓ and we do not expand our rings
too much in the z direction, it is acceptable that the ring
is supposed to have a thickness b which is much smaller
than the radius of the ring. The total magnetic field
induced by the spin is thus given by Bs(r) = ΣνB
s
ν(r).
When B → 0, the direction of the current is opposite
for different SOCs, so that the current induced magnetic
fields are opposite. But Bs is almost the same along the
z direction. Hence, Bc +Bs is distinguishable for differ-
ent type of the SOC (Fig. 7(a) for the Rashba SOC and
Fig. 7(b) for the Dresselhuas SOC), which can be utilized
in indirectly determining topological charge of the spin
textures, if the induced magnetic field can be detected.
Since the direct measurement of the topology of the spin
field is very difficult, we propose here another indirect
measurement other than detecting 〈σz〉. The current is
strictly located on the 2D surface, so no in-plane mag-
netic field is induced by the current. On the other hand,
the spin vortices induce the in-plane magnetic moment
due to the existence of the SOCs as shown in Fig. 7 and
Fig. 8.
When both of the SOCs are present, examples of
the magnetic induction lines distributions are also in-
dicated in Fig. 8. In a small external magnetic field,
|Bc| ∝ ∣∣g21 − g22∣∣. But it can be increased significantly
with the increase of the external magnetic field. Accord-
ing to Eqs. (38), (39) and (43), the current varies linearly
with the external magnetic field, so that the current in-
duced magnetic is sensitive to the external magnetic field.
Consequently, from B = 0.1T to B = 8T, |Bc| increases
by two orders of magnitude. In contrast, the spin mag-
netic moment does not vary much |Bs| ∝ 1
~ωr2
0
, since the
magnitude of the spin field in Eqs. (29) and (30) is not
strongly related to the magnetic field. Therefore, in a
strong magnetic field, the total induced magnetic field
above the center of the ring points down (Figs. 8(b) and
(c)) due to the large cyclotron motion of the charge.
These findings in this subsection help us to find another
way to measure the topological charge of the in-plane
field indirectly in a weak magnetic field, i.e., to determine
the direction of the total induced magnetic field above the
center of the ring as shown in Fig. 7.
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FIG. 7: (color online). Magnetic fields induced by the current and the spins with only one SOC. The parameters of the systems
in (a) and (b) are the same as those in Figs. 3(a) and (b), respectively. The colors represent the z component of the induced
magnetic field, |Bc,s| · sgn (Bc,sz ). The lines in the first, third and fifth columns are the induced magnetic induction lines on the
xOy plane. The second, fourth and the sixth columns indicate the induced magnetic induction lines on the xOz plane.
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FIG. 8: (color online). Magnetic fields induced by the current and the spins, when both of the SOCs are present. The
parameters of the systems in (a) to (c) are the same as those in Fig. 4 (a) to (c) respectively. The arrows represent the induced
magnetic induction lines. Colors represent |Bc,s| · sgn (Bc,sz ).
V. SIZE EFFECT AND THE LIMITATIONS OF
THE 1D MODEL
A. The spin fields in different size of the ring
The full Hamiltonian is difficult to solve analytically.
However, in some cases, we can have analytical ap-
proaches that are very close to the real situation. The
2D Hamiltonian can be written as
H =
1
2m∗
[
p+ e
(
A+AR +AD
)]2
+ V (r), (46)
where V (r) is the confinement potential and the SOCs
are written in the form of effective vector potentials
10
AR =
mg
1
e
(−σy, σx) ,AD = mg2e (−σx, σy) , for the
Rashba and Dresselhaus SOCs, respectively. When the
SOCs are weak, the wave function is given approximately
by
ψ (r) ≈ exp
[
−i e
~
(
AR +AD
) ·r]ψ0 (r) , (47)
where ψ0 is the wave function of the Hamiltonian without
the SOC. In an InAs quantum dot, ψ0 =
(
ψn,l 0
)T
is the wave function of the Fock-Darwin basis given by
Eq. (6). We can obtain that the results of the special
case that g1 = g2 is exactly the same as found in Ref.
18.
For simplicity and without loss of generality, we choose
ψ0 (r) =
(
f(r) 0
)T
where f is the wave function of
the quantum ring without the SOC. We can then readily
obtain
ψ (r) = f(r)
(
cosΘ
−β
1
eiθ+iβ
2
e−iθ
Θ sinΘ
)
, (48)
where β1,2 = g1,2m
∗r/~ should be smaller than unity,
and Θ =
√
β21 − 2 (sin 2θ)β1β2 + β22 . The spin fields are
consequently
σx (r, θ) = −|f |2
sin 2Θ
Θ
(β1 cos θ − β2 sin θ) , (49)
σy (r, θ) = |f |2
sin 2Θ
Θ
(β2 cos θ − β1 sin θ) , (50)
σz (r, θ) = |f |2 cos 2Θ. (51)
If the system without SOC has rotational symme-
try, i.e. |f | is independent of θ, the spin field
can be simplified. If only the Rashba SOC is
present, then β1 6= 0, β2 = 0, we have σ (θ) ∝
(− sin 2β1 cos θ,− sin 2β1 sin θ, cos 2β1) with topological
charge q = 1, which is compatible with the per-
turbation calculations. If g1 or r0 is small, then
sin 2β1, cos 2β1 > 0, we can find that the in-plane spin
vector (− sin 2β1 cos θ,− sin 2β1 sin θ) all points to the
center and σz(θ) > 0. When β1 > π/4, cos 2β1 could
be negative, then σz(θ) rotate to be negative. If g1 or r0
continues to increase then the spin vector rotates along
the tangential line of the ring. However, if g1 or r0 in-
creases too much, the wave function obtained in Eq. (47)
is no longer correct. Only the numerical results in the
next section are reliable.
In the similar manner, if only the Dres-
selhaus SOC is present, then we find σD ∝
(sin 2β2 sin θ, sin 2β2 cos θ, cos 2β2) with q = −1. The
results are compatible with the quantum dot cases. If
g2 or r0 increases, then the spin vector also rotates. The
analytical solution of the 1D ring refers to the SOCs
can be found in Ref.25,28. However, no rotation of σz(r)
was found in the 1D model there. We shall see from our
numerical works that the rotation of σz(r) in a 2D ring
is possible for the Rashba and the Dresselhaus cases.
The numerical results are beyond the perturbation
calculations where the SOCs and the radius (β1,2) are
treated as the small quantities, and are always reliable.
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FIG. 9: (Color online) The spin textures, density profiles and
the topological charges of a narrow ring [(a), (c), (e)], and a
wide ring [(b), (d), (f)], respectively.
B. Numerical results
As discussed above, the spin rotates when β1,2 in-
creases. There are two possible ways to tune β1,2:
Firstly, we can increase the strength of the Rashba SOC
which can be achieved by increasing the potential of the
gate29–32. Secondly, the radius can also be increased. In
this subsection, We would like to explore how the width
and the radius of the ring affects the spin textures of the
quantum ring.
For convenience, we define the ratio of the ring width√
~
m∗ω
to the radius r0, k
′(~ω, r0) =
√
~
m∗ωr2
0
. If k′ is
small, the ring is effectively narrow and the radius is
large, while the ring is like a dot if k′ is large. We choose
the example r0 = 15 nm, ~ω = 40 meV in an InAs ring
as the reference, of which the ratio is k ≡ k′(40, 15) =
0.449. We then explore how the spin textures evolves by
changing this ratio.
For the ratio k′ = k, the topological charges varying in
the external magnetic fields has been studied in Fig. 2.
In Figs. 9(a), (c), (e), spin textures, density profiles and
the topological charge q′ are displayed when the width-
radius ratio is k′ = k/2, which corresponds to a big nar-
row ring. In Figs. 9(b), (d), (f), those quantities are
displayed when the ratio is k′ = 2k, corresponding to a
wide ring which is similar to a quantum dot. The peri-
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FIG. 10: (color online). The 〈σz〉 and 〈Lz〉 of the ground
state of InAs rings with k′/k ∈[0.5, 1.5], r′0/r0 ∈[0.5, 12.0].
The SOCs are: (a) and (b) ~g1 = 20 nm· meV, (c) and (d)
~g2 = 20 nm· meV.
odic topological effect due to the Aharonov-Bohm effect
is still existing. However, in a wide ring, there is no topo-
logical transition when g1 > g2, which is similar to the
case of quantum dot.
We further study how the ratio affects the observable
quantities such as 〈σz〉 and 〈Lz〉. We utilize the 1D model
in the perturbation theory. We find that the perturbative
ground state may vary when the radius is increased for
a small magnetic field. The energy of the unperturbed
ground state without SOC is E0,+ < E0,− given by Eq.
(25). However, with the SOC, the real ground state
would be spin flipped, as in a quantum dot18. Generally,
the flip condition is given by E0,++E
(2)
0,+ > E0,−+E
(2)
0,−.
In this case, the ground state will be altered to the spin-
down state and the 〈σz〉 is flipped, which requires that
the radius satisfies (g < 0)
r0 >
~
m∗
√
−0.5β3
g22 (1− β3)− g21 (1 + β3)
(52)
when the magnetic field approaches zero, where β3 =
gm∗.
If there is only the Dresselhaus SOC present, then
we find that r0 >
~
g
2
m∗
√
−β
3
2(1−β
3
) . We use the condi-
tion in Fig. 10 where we fixed the quantum flux and
N =
2eBr
0
~
= 0.34, it results in r0 > 39 nm. This
agrees with the lowest transition line in Fig. 10(c) where
the transition line of 〈σz〉 is r′0 ≈ 45 nm. We note that
for the ring with Rashba SOC only, such a spin flipping
also exists when the radius of the ring increases, but for
β3 < −1. We note that for InAs, β3 = −0.588 > −1, so
that this spin flipping can not be found in the Rashba
spin-orbit coupled 1D InAs ring. But it is possible for
some another materials with g < 0, which is different
from the case of quantum dot. In quantum dots, the
spin flipping is only possible by the Dresselhaus SOC for
a negative Lande´ g material, and the Rashba SOC can
not flip the spin unless g > 018.
Surprisingly, we also numerically find the spin flipping
happening in a Rashba spin-orbit coupled 2D InAs ring
with g1 6= 0, g2 = 0 in Fig. 10(a). It is completely differ-
ent from the case of the InAs quantum dot18 where only
the Dresselhaus SOC can flip 〈σz〉 in a large dot. More-
over, we find another spin flipping region in the Dressel-
haus spin-orbit coupled 2D ring, as the triangle region
shown in Fig. 10(c). Those spin flips can not be ex-
plained by the 1D model, where the radial differential is
a constant ∂/∂r → 1/r0. However, in a 2D system this
term is never a constant. Only the 2D model stated in
the last subsection can qualitatively explain the rotation,
i.e. cos 2β1,2 < 0. However, these abnormal spin flip re-
gions do not correspond exactly to β1,2 < π/4, since the
wave function obtained in Eq. (47) is not accurate when
the radius is large.
In Fig. 10, the flipping of 〈σz〉 (and 〈Lz〉) in the rings
with Rashba SOC or with Dresselhaus SOC are shown,
which may be observed in NMR experiments. The spin
textures of some cases marked in Fig. 10, 1© to 8© are
plotted in Fig. 11. In the case 6© shown in Fig. 11(f)
where the spin flipping is induced by the energy alter-
nating E0,+ + E
(2)
0,+ > E0,− + E
(2)
0,−, so that all the σz(r)
points down. However in Figs. 11(c), (d), (g) and (h),
with the increase of the radius we can clearly observe
that 〈σz〉 changes its sign by the size effect, which can
not be explained by the 1D model.
VI. CONCLUSION
In summary, we have studied the 1D ideal model if
the SOCs are weak and can be treated as perturbation.
We analyze the system in the perturbation theory. We
then show that the winding number (topological charge)
of the InAs quantum rings can be tuned by both elec-
tric and magnetic fields in the presence of both Rashba
and Dresselhaus SOCs. Compared to the quantum dots,
quantum rings exhibit several new properties, the major
one is that that its winding number periodically changes
the sign with the magnetic field due to the AB effect.
The current induced by magnetic field and by the SOCs
reveal nonzero persistent current Itotal. ISOC plays an
important role which makes it possible to distinguish
the type of SOC by adjusting the current direction when
l − N ≈ 0 in a weak magnetic field. Consequently, the
magnetic fields induced by these currents and the spin
field are also numerically calculated and we find that it
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FIG. 11: (color online) Spin textures of the ground states of InAs rings ( 1© to 8©) marked in Fig. 10.
may be used as a means of measuring the topology of the
spin textures in a weak external magnetic field. Some of
the spin rotations with the increase of the radius can be
found only in the 2D model, as the 1D model is inad-
equate for the large ring radius. The size effect can be
observed by changing the ring’s radius r0 and the width,
if the strength of the SOC is difficult to tune. The direc-
tion of the spin field could be changed with the increase
of r0, when the width is narrow relative to the radius.
With only the Rashba SOC ithe spin direction cannot be
changed in InAs quantum dots, but it can be changed in
quantum ring by increasing r0. With Dresselhaus SOC
only, spin direction changes more than once in the quan-
tum rings when the radius is increased. These findings
pave the way to control the topological features of the
system in spintronics34,35 and may be useful in quantum
computation36. It also leads to the findings of the trans-
port properties when the quantum ring is designed as a
transport device37.
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