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ABSTRACT
A scale-dependent Lagrangian-averaged dynamic Smagorinsky subgrid scheme with stratification effects is
used to simulate the evolving convective boundary layer of the Wangara (Australia) case study in the gray-
zone regime (specifically, for grid lengths from 25 to 400m). The dynamic Smagorinsky and standard
Smagorinsky approaches are assessed for first- and second-order quantities in comparison with results derived
from coarse-grained large-eddy simulation (LES) fields. In the LES regime, the subgrid schemes produce very
similar results, albeit with some modest differences near the surface. At coarser resolutions, the use of the
standard Smagorinsky approach significantly delays the onset of resolved turbulence, with the delay in-
creasing with coarsening resolution. In contrast, the dynamic Smagorinsky schememuch improves the spinup
and so is also able to maintain consistency with the LES temperature profiles at the coarser resolutions.
Moreover, the resolved part of the turbulence reproduces well the turbulence profiles obtained from the
coarse-grained fields, especially in the near gray zone. The dynamic scheme does become somewhat over-
energetic with further coarsening of the resolution, especially near the surface. The dynamic scheme reaches
its limit in the current configurationwhen the test filter starts to sample at the unresolved scales, returning very
small Smagorinsky coefficients. Sensitivity tests reveal that the dynamic model can adapt to changes in the
imposed numerical or subgrid diffusion by adjusting the Smagorinsky constant to the changing flow field and
minimizing the dissipation effects on the resolved turbulence structures.
1. Introduction
Large-eddy simulation (LES) is a technique where
the energy-containing turbulent structures are re-
solved while the smaller-scale isotropic turbulence is
parameterized. The separation of scales can be achieved
by spatially filtering the Navier–Stokes equations at the
filter scale D. The subfilter (or subgrid) motions are
commonly represented using an eddy-viscosity approach
based on a Smagorinsky or a turbulent kinetic energy
(TKE) closure. The Smagorinsky model (Smagorinsky
1963; Lilly 1967) aims to remove energy from the
production to the dissipation scales based on the
mixing length hypothesis [see Eqs. (3) and (4)] with
the mixing length taken as the product of the gridscale
filter D and the Smagorinsky constant CS. In principle,
the Smagorinsky approach is valid when D lies within
the inertial subrange. However, approaching the lower
boundary (wall or surface) the grid scale perforce ap-
proaches the dominant turbulence length scales, and
therefore much of the TKE production is transferred
to the unresolved scales. Specifically, in the vicinity
of the lower boundary the Smagorinsky scheme has
been found to become too dissipative, and as a result
a transition function is necessary (see Mason and
Thomson 1992) to represent the impact of the lower
boundary on the turbulence length scales.
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To overcome the limitations of using a constant CS,
Germano et al. (1991) developed a dynamic procedure
enabling the calculation ofCS as a function of the resolved
flow. Making use of the Germano identity, the key con-
cept of the dynamic procedure is to sample the smallest
resolvable scales by introducing a test filter, usually chosen
to be 2 times the gridscale filter. The approach assumes
a scale invariance in the form CS(D) 5 CS(2D) and so
requires D to lie within the inertial subrange. Because
scale invariance is not guaranteed when the grid scale
and the dominant turbulence length scales are not well
separated, Porté-Agel et al. (2000) developed a scale-
dependent extension to the dynamic model by applying
a second test-filter operation, which allows for a de-
termination of the variation of CS across the test scales.
The scale-dependent model exhibited improved dissipa-
tion characteristics and mean velocity profiles com-
pared to Smagorinsky and Germano dynamic schemes.
Meneveau et al. (1996) proposed a Lagrangian time-
averaging formulation suitable for simulations over non-
homogeneous surface roughness. Bou-Zeid et al. (2005)
introduced the scale dependence of CS in the Lagrangian
model of Meneveau et al. (1996) using two test filters,
similar to work done by Porté-Agel et al. (2000).
The horizontal resolution of numerical weather pre-
diction (NWP)models has continued to increase in recent
years, and models are increasingly becoming able to
operate at grid resolutions that are comparable to the
dominant turbulence production scales. Such resolutions
constitute the gray zone (Wyngaard 2004; Beare 2014) for
boundary layer (BL) processes where neither strict LES
nor Reynolds-averaged Navier–Stokes (RANS) formu-
lations can fully represent the turbulent transports in the
BL. Beare (2014) defined a dissipation length to identify
the onset of the gray zone and demonstrated that the gray
zone is manifested at grid spacings smaller than the
dominant turbulence length scales. At gray-zone resolu-
tions, the dominant turbulent structures become partially
resolved and are sensitive to the choice of subgrid mixing
(e.g.,Honnert et al. 2011; Efstathiou andBeare 2015; Shin
andHong 2015). For example, the choice of the turbulent
mixing length if using the standard Smagorinsky ap-
proach controls the partitioning between resolved and
parameterized TKE (Efstathiou and Beare 2015;
Efstathiou et al. 2016) and controls cumulus cloud mor-
phologies (Hanley et al. 2015; Stein et al. 2015). On the
other hand, one-dimensional (1D) ensemble-mean me-
soscale parameterizations seem to remove too much en-
ergy from the resolved scales (Honnert et al. 2011; Shin
andHong 2013, 2015). Partly for this reason, some studies
have experimented with methods for adding stochastic
variability to the boundary layer in gray-zone NWP
simulations based on mesoscale BL parameterizations
(Leoncini et al. 2013; Kober and Craig 2016). Moreover,
Shin and Dudhia (2016) examined five mesoscale BL
parameterizations in the gray zone and concluded that
they are not scale aware, each performing best at certain
resolutions.
A number of approaches have been developed for the
parameterization of subgrid processes at gray-zone
resolutions. Honnert et al. (2011) introduced a new
similarity relationship to describe the partitioning be-
tween resolved and subfilter scales as a function of scale.
This has been used by Boutle et al. (2014) to blend
between a Smagorinsky parameterization and a 1D BL
parameterization (Lock et al. 2000). It has also been
used tomodify amass-flux scheme (Honnert et al. 2016).
Along similar lines, Shin and Hong (2015) developed a
parameterization based on a nonlocal K-profile scheme
(Hong et al. 2006) while Ito et al. (2015) adjusted the
dissipation length scales in the TKE Mellor–Yamada
scheme to account for gray-zone mixing. Additionally,
Bhattacharya and Stevens (2016) developed a two-
equation TKE model to describe turbulent transports
partitioned into LES and RANS frameworks.
Efstathiou and Beare (2015) modified the standard
Smagorinsky scheme with a bounding approach for the
diffusion in an effort to preserve the inherent diffusivity
of the flow across scales. Efstathiou et al. (2016) com-
pared the bounding and blending approaches in simu-
lations of the morning development of a convective BL
(CBL) for two case studies at gray-zone resolutions with
the Met Office Large Eddy Model. It was shown that
each approach has particular strengths and weaknesses,
with blending performing better when BL is shallow
whereas bounding improves both spinup and the deep-
BL representation. As shown by Zhou et al. (2014), who
also studied the CBL for the Wangara (Australia) case
study, turbulence initiation in the gray zone is de-
pendent on horizontal grid spacing.
In this study, the Lagrangian-averaged scale-
dependent dynamic Smagorinsky model (LASD) as
presented in Bou-Zeid et al. (2005) ismodified to account
for stratification effects and used to simulate the evolving
Wangara CBL at different resolutions. A number of
previous studies have used different versions of dynamic
Smagorinsky models to simulate atmospheric flows (e.g.,
Kumar et al. 2006;Huang et al. 2008; Stoll andPorté-Agel
2008) and demonstrated benefits from a dynamically
calculatedCS at LES resolutions. Basu et al. (2008) used a
Lagrangian scale-dependent subgrid model in a pseudo-
spectral code to simulate the full diurnal cycle of the
Wangara case study. They showed that the dynamic
Smagorinsky model was able to reproduce the charac-
teristics of the CBL and the nighttime stable BL even at a
relatively coarse LES grid length of 62.5m.
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Here, we extend LASD simulations of the case up to
400m horizontal grid length (Dx 5 Dy in this study) to
examine the behavior of the schemewell beyond the LES
regime. Our aim is to establish whether LASD continues
to provide benefits for atmospheric modeling into the
gray-zone regime and hence whether it may provide
a good alternative to the current use of the standard
Smagorinsky scheme in various NWP applications (e.g.,
Hanley et al. 2015; Thurston et al. 2016). During the
morning development of the CBL, a grid length of Dx 5
400m corresponds to Dx/zi ’ 1–4 (where zi is the BL
depth), as compared with Dx/zi ’ 0.15–0.65 in the
coarsest simulations considered by Basu et al. (2008).
Even though a comparison between pseudospectral and
finite-difference models is not straightforward, because
pseudospectral codes tend to bemore accurate, especially
near the cutoff filter (see Glendening and Haack 2001),
the simulations performed in this study clearly push the
limits of the LASD usage.
According to the dissipation length analysis of
Efstathiou et al. (2016), simulations with Dx* 100 m will
lie within the gray zone (see their Fig. 11) when the BL is
shallow for this case. Following the rapid BL development
and the establishment of a sufficiently deep BL in the
afternoon, these simulations are not strictly found in the
gray zone. However, neither can they be considered LES
converging according to Sullivan and Patton (2011). We
therefore define this resolution regime as the near gray
zone where more TKE is resolved than subgrid, even
though TKE is still significantly underresolved relative to
theLES.OurLASDresults are comparedwith those from
standard Smagorinsky runs and are validated against first-
and second-orderquantities derived from the coarse-grained
fields of a converging LES run.
2. The Large Eddy Model
The Met Office Large Eddy Model (LEM), version 2.4,
was used for the simulations conducted in this study. The
Navier–Stokes equations with the Boussinesq approxima-
tion are solved in three dimensions using a centered-
difference advection scheme (Piacsek and Williams 1970)
for themomentumand a total variation diminishing scheme
(TVD; Leonard et al. 1993) for the perturbation potential
temperature equation. Two models are considered to ac-
count for the subgrid fluxes of heat and momentum.
a. The Smagorinsky scheme
An accurate representation of subgrid motions that
are responsible for the transfer of energy from the re-
solved to the dissipation scales is needed to ensure that
the turbulent structures are realistically resolved and not
damped because of excessive mixing or appearing noisy
because of insufficient diffusion. Smagorinsky (1963)
introduced a local eddy-viscosity approach to model the
subgrid stress tensor tij:
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The overbar denotes resolved quantities, that is, filtered
at the scale D. The eddy viscosity vt is given by
v
t
5 l2jSj, (3)
with jSj5 (2SijSij)1/2 and l being the mixing length:
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The dimensionless quantityCS is known as the Smagorinsky
constant.
The LEM, as for other large-eddy codes for atmo-
spheric flows, takes account of stratification effects in
subgrid turbulent transfer through the use of stability
functions. Thus, the stress tensor becomes
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where fm(Ri) is the stability function for momentum,
which is dependent on the Richardson number Ri.
Near the ground the turbulence length scales are
limited by the presence of the solid boundary, and hence
D becomes comparable to the production scales and the
model becomes overdissipative. To avoid excessive
dissipation close to the ground, a wall-damping function
for l was introduced by Mason and Thomson (1992):
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The default LEM configuration uses CS 5 0.23 and
D 5 Dx. Similarly, for the subgrid heat flux qi we have
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where Pr is the Prandtl number equal to 0.7 and fh(Ri) is
the stability function for heat.
b. Lagrangian-averaged scale-dependent dynamic
Smagorinsky model
The dynamic procedure aims at calculating an ap-
propriate CS value for the subgrid fluxes based on the
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smallest resolved scales in the simulation. Our approach
follows the implementation of Bou-Zeid et al. (2005).
However, it also includes the effects of stratification by
incorporating the stability functions as a self-consistent
aspect of the dynamic procedure. The scale-dependent
procedure is based on applying the same subgrid model
(i.e., Smagorinsky) at the grid scale and at two different
test filter scales. The Germano identity (Germano et al.
1991) relates the subgrid stresses at different scales:
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where the tilde denotes test filtering at the scale 2D,Tij is
the subgrid stress tensor at scale 2D, and Lij is the re-
solved stress tensor that expresses length scales in-
termediate between D and 2D. Note that tij, Tij, and Lij
here denote the deviatoric part of the tensor.
Applying the Smagorinsky model [Eqs. (3)–(5)] at the
test filter scale results in
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Substituting Eqs. (5) and (9) into Eq. (8) results in an equa-
tion describing the error from the use of the Smagorinsky
model in Eq. (8):
e
ij
5L
ij
2C2SDMij , (10)
with
M
ij
5 2D2 jSjS
ij
f
m
(Ri)e24bjeSjeS
ij
~f
m
(Ri). (11)
Here the 2D filtering operation in the first term in square
brackets extends over all three factors forming the
product. The introduced parameter b is defined as
b5
C
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and denotes the scale dependence of the CS parameter.
Scale invariance corresponds to the choice ofb5 1. Lilly
(1992) proposed a least squares approach for the minimi-
zation of Eq. (10), and this results in the following form:
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The indices are to be contracted. Angled brackets here
indicate an averaging procedure, which is not a re-
quirement of the dynamic approach, but an averaging of
some description is normally performed in practice, not
least because the Smagorinsky values would otherwise
exhibit large variability in time and space. We return to
this point later.
WhenD is comparable to the dominant production scales
of turbulence, the scale invariance assumption must break
down because the test-filter scale does not lie within the
inertial subrange. In an attempt to overcome this problem
and provide a dynamic gray-zone approach, a second test-
filter scale can be introduced at 4D according to Porté-Agel
et al. (2000; see also Bou-Zeid et al. 2005). The idea is that
b can then be estimated by making use of the information
between the two test-filter scales. Applying the same dy-
namic procedure as above results in
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with the caret denoting filtering at the scale 4D.
We assume now thatCS is scale dependent but that the
parameter b is scale invariant. That is,
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Thus, considering a spectral plot, the method attempts
to preserve the slope of the spectrum at the scales of 4D
and below. Evaluating the Smagorinsky coefficient at the
two filter scales by means of Eqs. (13) and (14), the
b parameter is calculated in practice by taking (see also
Bou-Zeid et al. 2005)
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and then the Smagorinsky coefficient used at the grid
scale is obtained from
C
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Note that the calculation of b as proposed by Bou-Zeid
et al. (2005) and presented in Eq. (19) is an approxi-
mation. For a more accurate prediction of the CS scale
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dependency, one should solve a fifth-order polynomial
expression for b (see Porté-Agel et al. 2000; Stoll and
Porté-Agel 2008; Basu et al. 2008).
Regardless of whether one or two filter scales are in
use (i.e., a scale-invariant or a scale-dependent CS), the
calculatedCSD value is used in Eq. (5) instead of taking a
constant value. Also themixing length is calculated from
Eq. (4) without imposing the wall-damping function [as
in Eq. (6)]. This is because the mixing length is expected
to be reduced in a realistic way toward the wall bymeans
of the calculated CSD, which is free to vary with height.
1) LAGRANGIAN AVERAGING
It was noted earlier that averaging is applied in dynamic
model calculations. The approach of Germano et al. (1991)
and Lilly (1992) was to use plane averaging, thereby as-
suming the flow to be horizontally homogeneous. Consid-
ering the scale-dependent dynamic models, Porté-Agel
et al. (2000) also used plane averaging, whereas Bou-Zeid
et al. (2005) and Stoll and Porté-Agel (2008) used La-
grangian averaging.Moreover, Basu andPorté-Agel (2006)
formulated a local-averaging approach in which model
coefficients are obtained dynamically by averaging locally
on the horizontal plane with a stencil of 3 3 3 grid points
(see also Basu et al. 2008).
The use of Lagrangian averaging should be more ap-
propriate than plane averaging for inhomogeneous flows
and allows for local horizontal variations in the mixing to
be captured. The idea is discussed in Meneveau et al.
(1996), and it defines a Lagrangian averaging operation
for some test quantity A(x, t) along the fluid-particle
trajectories according to
hA(x, t)i5
ðt
2‘
A[x(t0), t0]W(t2 t0) dt0 . (21)
Here x(t0) is the position along the trajectory at the earlier
time t0 andW(t2 t0) is aweighting function. Further details
about the averaging procedure can be found inMeneveau
et al. (1996) and Bou-Zeid et al. (2005). A key idea is
that the averaging time scale is not set in advance but
may itself depend on the characteristics of the turbulence.
2) TREATMENT OF STABILITY FUNCTIONS
For the LEM implementation, we treat the stability
functions (Brown et al. 1994) as being an inherent part of
the subgrid model and therefore they are included in the
filtering process for the different test scales as part of the
dynamic procedure (Kirkpatrick et al. 2006). The sta-
bility functions depend on the Richardson number that
is appropriate for the flow filtered to the test scale in
question, so that ~Ri5Rið eui , euiÞ, for example, which is
distinct fromeRiðui, uiÞ. Specifically then,
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On the scale of the 2D filter, for example, the func-
tional forms used are given by the following: ForfRi, 0,
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The same treatment of stability is followed at the grid
scale with the tildes dropped and is also followed for the
filtering at the 4D scale, with tildes replaced by carets in
Eqs. (23)–(25) above.
3. Simulations
Two series of dry LEM simulations were performed
of the daytime BL evolution of the Wangara day-33
case study (Clarke et al. 1971). One series uses the
standard Smagorinsky (SMAG) scheme as specified in
section 2a, and the other uses the LASD scheme of
section 2b. In each case, the horizontal resolution was
varied from a value suitable for LES (Dx 5 25m)
through to values representative of the gray-zone re-
gime (up to Dx 5 400m). Our focus is on the ability of
the two schemes to reproduce the basic characteristics
of a typical, clear day BL at different resolutions.
The LEM setup follows the study of Efstathiou et al.
(2016), starting from a shallowCBL of 100-m depth at 0900
LST and integrating for 9h. The vertical resolution was set
to Dz 5 0.4Dx for the simulations with Dx 5 25, 50, and
100m andwas kept as a constantDz5 40m for the coarser
Dx 5 200- and 400-m simulations. A 40-m vertical grid
spacing is similar to that used within the boundary layer in
operational high-resolution NWP models. The number of
horizontal grid points used was 384 3 384 for the 25-m
simulations and reduced accordingly to maintain a domain
size of 9.63 9.6km2with no fewer than 483 48 grid points.
The Prandtl number was not included in the dynamic cal-
culations, and thus it was kept constant at its default value
of 0.7 for our simulations, similar to Kumar et al. (2006).
For ease of reference, we will henceforth denote a
simulation using the Smagorinsky scheme for a grid
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length of Dx 5 25m as the 25-m SMAG simulation and
use analogous references for the simulations at other
grid lengths and/or with the LASD subgrid scheme.
4. Results: The LES regime
The horizontally averaged potential temperature, re-
solved TKE, or eres, and the eddy heat diffusion coefficient
KH (5vt/Pr) are presented in Fig. 1 for the 25-m SMAGand
LASD simulations. Results for four different times during
the CBL development are shown. Additionally, the ob-
served potential temperature profiles for 1200 and 1500 LST
are included in Fig. 1, together with an extra SMAG profile
for the latter time. The LES runs are in general able to
capture the evolution of the observed temperature field at a
similar level to Basu et al. (2008) andNakanishi et al. (2014).
Note that the purpose of this study is to examine the LASD
behavior at coarse resolutions compared to the reference
LES and not to validate the LEM against the observa-
tionalWangara dataset. The temperature profiles are almost
identical for the SMAG and LASD schemes, although by
1530LST theLASDproduces a slightly deeperBL (see also
the TKE profile in Fig. 1b). Similarly, the TKE profiles are
very close, except near to the surface where the LASD
simulation exhibits a maximum. The TKE differences in the
surface layer, as well as near the inversion at 1530 LST, are
mostly due to the increased resolved horizontal velocity
variances (u02 and y02) in the LASD run rather than w02,
which does not differ significantly between the SMAG and
LASD simulations (not shown).
It is known from previous studies that, in general, the
dynamic model may fail to produce realistic momentum
fluxes near the surface due to poorly resolved turbulence
(Porté-Agel et al. 2000), and that the eddy diffusivity
tends toward zero approaching the surface (Kirkpatrick
et al. 2006). Nevertheless, the scale-dependent dynamic
model has been shown to enhance dissipation near the
surface, outperforming the traditional dynamic model
(Bou-Zeid et al. 2005; Porté-Agel et al. 2000). Porté-
Agel et al. (2000) showed that dissipation derived from
the scale-dependent model in the near-surface region
was intermediate between that produced by the scale-
invariant dynamic model and that produced by the
standard Smagorinsky. In any case, results from the
25-m LASD simulation exhibit less near-surface diffu-
sion (Fig. 1c) relative to the SMAG simulation (as in
Kirkil et al. 2012), although the resulting differences are
not substantial, particularly for the first-order quantities.
Because the 25-m SMAG simulation has been pre-
viously shown to lie within the LES convergent regime
(Sullivan and Patton 2011; Efstathiou et al. 2016), it will
be used as an LES reference in the following for ex-
amining the resolution sensitivity of the two schemes in
an evolving CBL.
As noted above, Efstathiou et al. (2016) argued that
simulations with Dx* 100 m would lie within the gray
zone for the Wangara case study, and so we anticipate
that the 50-m simulations should be similar to those with
Dx 5 25m within the LES regime. Figure 2 shows the
evolution of the averaged potential temperature and
TKE profiles from the reference 25-m SMAG simulation
in comparison with the 50-m SMAG and LASD simula-
tions. No significant differences in the temperature profile
are evident (except near the inversion because of the
coarser vertical resolution in the 50-m simulations) dur-
ing the CBL development. However, in examining the
resolved TKE profiles in Fig. 2b, it can be seen that some
differences emerge between the 50-m SMAG and LASD
runs. LASD exhibits slightly stronger resolved TKE
(closer to the reference simulation) compared to SMAG
FIG. 1. Vertical profiles of horizontally averaged (a) potential temperature, (b) resolved TKE, and (c) eddy heat diffusion coefficient
from the SMAG and LASD simulations with Dx 5 25m. Results are shown for 1000, 1100, 1200, and 1530 LST during the CBL devel-
opment. The filled and open diamonds represent potential temperature measurements at 1200 and 1500 LST, respectively, and the gray
dashed line corresponds to the SMAG temperature profile at 1500 LST.
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at the early stages of the BL development. By the time the
BLhas been fully developed (1530LST), those differences
have diminished in the bulk of themixed layerwhereas the
reference run remains slightly more turbulent at the same
time. It is also clear that, although LASD at 50m produces
some excess of resolved TKE near the ground, as dis-
cussed previously, this contrasts with a lack of near-surface
resolved TKE in the 50-m SMAG simulation.
5. Results: The gray-zone regime
In Fig. 3, the vertical profiles of the averaged potential
temperature from the SMAG and LASD simulations for
different gray-zone resolutions are presented together
with the 25-m reference SMAG simulation. Early in the
simulations, SMAG produces superadiabatic profiles as
illustrated at 1000 LST for the 100-m simulation, whereas
for the 200- and 400-m simulations superadiabatic profiles
persist until 1100 and 1300 LST, respectively. As the BL
deepens, the SMAG potential temperature profiles con-
verge toward the LES results and do not differ signifi-
cantly among the runs. In contrast, the LASDprofiles are
well mixed at all times and for all three resolutions, re-
producing well the LES results.
Figure 3 shows that the gray-zone SMAG simulations
lack the necessary nonlocal mixing to neutralize the
mixed layer when the BL is shallow (Zhou et al. 2014;
Efstathiou et al. 2016). The reason for this is evident
from examining the evolution of resolved TKE in the
middle of the BL. The resolved TKE is shown in Fig. 4
for the various SMAG and LASD simulations and is
compared with the TKE from the coarse-grained LES
fields (Efstathiou and Beare 2015). The onset of re-
solved turbulence in the SMAG simulations is delayed
FIG. 2. Vertical profiles of horizontally averaged (a) potential temperature and (b) resolved TKE from the
SMAG and LASD simulations with Dx5 50m and from the SMAG simulation with Dx5 25m. Results are shown
for 1000, 1100, 1200, and 1530 LST during the Wangara CBL development.
FIG. 3. Vertical profiles of horizontally averaged potential temperature from the SMAG and LASD simulations with Dx 5 (a) 100,
(b) 200, and (c) 400m compared with the LES reference simulation (SMAG 25m). Results are shown for 1000, 1100, 1200, and 1530 LST
during the Wangara CBL development.
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by around 1, 2, and 4h for the 100-, 200-, and 400-m
simulations, respectively. Once the gray-zone SMAG
simulations do begin to resolve turbulence, then the
temperature profiles become well mixed (Fig. 3) in-
dicating the initiation of nonlocal thermal structures.
The TKE time series for the 50-m LASD and SMAG
simulations agree very well with the filtered LES TKE,
although the SMAG run is somewhat less energetic at the
start of the simulation. The gray-zone LASD simulations
do not exhibit any delay in the TKE initiation, and the
TKE time series follow the series of the filteredfields. The
200-m LASD simulation is slightly overenergetic relative
to the filtered TKE during the early stages of BL devel-
opment at times when the corresponding SMAG simu-
lation fails to resolve any overturning motions. Later in
the afternoon, however, this LASD simulation is consis-
tently less energetic compared to both SMAG and the
filtered TKE. For the case of the 400-m simulation,
LASD produces more turbulent fields than the coarse-
grained results throughout the day and especially during
the morning CBL development.
a. Comparison with the coarse-grained turbulent
fields
Profiles of the resolved velocity variances and heat
fluxes obtained from the SMAG and LASD simulations
for Dx 5 100, 200, and 400m are presented for two dif-
ferent times in Figs. 5, 6, and 7, respectively. The profiles
may be compared with the corresponding quantities
derived after coarse-graining the reference LES fields to
the scale Dx. The coarse-grained fields are obtained
following Honnert et al. (2011) by spatially averaging
the horizontal LES grids at the new grid scale. One hour
into the 100-m SMAG simulation (1000 LST), resolved
turbulence has not yet spun up, as shown in Figs. 5a–c,
and consistent with Fig. 4. All of the turbulent heat flux
is therefore required to occur by means of the subgrid
scheme, leading perforce to the formation of super-
adiabatic temperature profiles through the depth of the
CBL (Fig. 3a) as the only means through which to
establish a positive heat flux via Eq. (7). In contrast, the
LASD vertical velocity variance and heat flux profiles
are very close to the 100-m filtered results and only u02 is
slightly stronger than for the filtered fields (Fig. 5c).
By 1530 LST, the CBL has deepened and only small
differences are present between the resolved turbulence
and the filtered fields (Figs. 5d–f). Nonetheless, the
100-m LASD simulation is better able to reproduce
the filtered vertical profiles than is SMAG, especially
in terms of the maximum of w02 and the heat flux in the
surface layer.
In the 200-m simulations (Fig. 6) SMAG takes longer
to spin up, and by 1100 LST there are still no resolved
turbulent fluctuations. In contrast, the LASD simulation
has well-developed resolved turbulent fluxes at this time
and captures reasonably well the resolved vertical ve-
locity variance (Fig. 6a) and heat flux (Fig. 6b) compared
to the filtered fields. The horizontal velocity variance
from LASD matches the variance from the coarse-
grained fields in the middle of the BL but is too large
near the ground and within the inversion layer (Fig. 6c).
During the well-developed stage of the CBL (Figs. 6d–f)
both simulations are similar and in reasonable agree-
ment with the filtered results, albeit with SMAG some-
what overestimating the vertical velocity variance and
LASD somewhat overestimating the horizontal velocity
variance.
As shown in Fig. 4, the 400-m SMAG simulation de-
lays the onset of resolved turbulence by almost 4 h. This
is corroborated by Fig. 7, which demonstrates that the
simulation has no resolved velocity variances or heat
fluxes at 1100 LST. Again, the corresponding LASD
simulation has well-developed resolved turbulent fluxes.
However, it does overestimate the intensity of the
resolved turbulence (Figs. 4 and 7a–c). In the well-
developed CBL at 1530 LST, both the SMAG and
LASD 400-m simulations are overactive in comparison
with the filtered results (Figs. 7d–f). LASD exhibits
slightly stronger sensible heat fluxes relative to SMAG.
The form of the turbulence in the simulations is il-
lustrated by Fig. 8, which shows horizontal cross sections
of the vertical velocity in the middle of the BL at 1530
LST. At a first glance, the model simulations seem to be
in reasonable agreement with the coarse-grained fields
in the fully developed BL in accordance with the vertical
velocity variance profiles presented inFigs. 5d, 6d, and 7d.
FIG. 4. Time series of horizontally averaged resolved TKE in the
middle of the BL from the LASD (times signs) and SMAG (open
circles) simulations for different grid lengths compared with the
resolved TKE obtained after coarse-graining the LES fields into
the same spatial scale (dashed lines). Results are shown forDx5 50
(black), 100 (blue), 200 (green), and 400 (red) m.
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However, on closer inspection, some interesting differ-
ences can be perceived. No significant differences are
apparent between the SMAG and LASD plots for the
100-m simulations at this time. In comparison with the
coarse-grained velocity field, however, both simulations
exhibit slightly larger convective structures. The same
remark applies more clearly in the 200-m simulations, for
which the structures also appear a little larger for SMAG
FIG. 5. Vertical profiles of horizontally averaged (a),(d) normalized resolved vertical velocity variance, (b),(e) normalized resolved sensible
heat flux (w
0
u
0
), and (c),(f) normalized resolved horizontal velocity variance from the SMAG(dashed) andLASD(solid) 100-m simulations at
(top) 1000 and (bottom) 1530 LST. Also shown (gray) are the profiles obtained from coarse-graining the reference LES fields to 100m. The
BL depth zi is defined as the level of minimum heat flux and w*5 ½(g/u)ziw0u001/3, with subscript 0 denoting the surface sensible heat flux.
FIG. 6. As in Fig. 5, but for the 200-m simulations at 1100 and 1530 LST.
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than for LASD. This difference between SMAG and
LASDbecomes quitemarked atDx5 400m. In that case,
the LASD vertical velocity field has some small-scale
features, the presence of which is not unrealistic when
compared with the coarse-grained LES field, but such
features are absent from the 400-m SMAG simulation.
However, the smaller-scale features retained by LASD
are more energetic (stronger updrafts and downdrafts)
than the coarse-grained fields, which is consistent with the
slightly higher TKE for LASD shown in Fig. 4.
The 2D vertical velocity power spectra from the
SMAG and LASD horizontal cross sections (Fig. 8) are
shown in Fig. 9. Examining the power spectra for the 100-m
simulations confirms that no significant differences
between the SMAG and LASD runs are present (see
also Fig. 8). Dissipation, as expressed by the deviation
from the inertial k25/3 spectrum, starts to affect the
production scales from the 200-m simulation (Fig. 9b)
becoming more pronounced at 400m (Fig. 9c). More-
over, the 200- and 400-m LASD simulations seem to be
slightly more energetic than SMAG near the grid
scale. Nevertheless, the peak of the LASD energy
spectra remains relatively unchanged close to zi with
coarsening resolution indicating the dominant turbu-
lence structures are well represented in LASD
simulations.
b. Behavior and sensitivity of CS
To understand the differences in behavior between
the SMAG and LASD simulations across the gray zone,
we need to consider the evolution of the dynamically
calculated CS and its role in controlling the resolved
turbulence. Time–height sections of the horizontally
averaged CS for different LASD simulations are pre-
sented in Fig. 10. We note that the dynamical procedure
is able to reduce CS close to the surface in all cases,
obviating the need to apply a wall function. A strong
dependence of CS on Dx above the surface layer is also
evident, with two different forms of behavior corre-
sponding to the deepening and to the well-developed
BL. During the erosion of the nighttime temperature
inversion and deepening of the BL to around 1200 LST,
CS is monotonically decreasing with coarsening resolu-
tion. Such behavior will be beneficial for establishing
resolved turbulence in the gray-zone LASD simulations,
allowing inhomogeneities to develop on the model grid
more easily than in the corresponding SMAG simula-
tions in which inhomogeneities will be more strongly
diffused away. In the 400-m LASD simulation, however,
the reduction in CS when the BL is shallow is somewhat
larger than is desirable, leading to somewhat over-
energetic turbulent structures (Figs. 4 and 7a).
When the BL becomes fully developed, CS is found to
increase slightly with coarsening resolution until it rea-
ches maximum values in the Dx5 200-m simulation. For
all runs, CS increases over time and achieves its maxi-
mum values near the end of the simulation, probably
due to the increased instability as the BL reaches its
maximumdepth (Kumar et al. 2006; Basu et al. 2008). At
the LES limit, those values converge to CS’ 0.22 in the
FIG. 7. As in Fig. 5, but for the 400-m simulations at 1100 and 1530 LST.
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mixed layer, similar to the default LEM configuration.
As discussed in Pope (2004), for example, the Smagorinsky
coefficient should attain an appropriate equilibrium
value consistent with the known inertial-range scaling
law when D falls in the inertial subrange. However, it
seems that scale dependence is still important in the
evolving shallow BL even in the LES limit. In any case,
reducing CS cannot by itself improve the representation
of turbulence in the gray zone, as shown in Efstathiou
and Beare (2015).
The CS exhibits larger values near the inversion
height, particularly so in the gray-zone 200- and 400-m
simulations. This occurs partly because of the increase of
resolved TKE as the entrainment zone becomes un-
derresolved (Beare 2014; Efstathiou and Beare 2015;
Shin andDudhia 2016) and partly from the impact of the
stability functions on mixing [Eqs. (24) and (25)]. The
determination of the CS values above the BL is con-
trolled by the stability functions that force the subgrid
fluxes to zero (see also Fig. 12).
To assess the role of scale dependence in the LASD
formulation, Fig. 11a shows the vertical profile of the
horizontally averaged parameter b for different resolu-
tions at 1530 LST. As the grid spacing is increased
reaching gray-zone resolutions, b is significantly re-
duced. The reduction of b with decreasing resolution
shows that the scale dependence becomes important
even in the interior of the flow. This implies that the
assumption of a clear inertial subrange breaks down
because the dominant turbulence production scales are
significantly affected by dissipation. The violation of the
inertial subrange assumption becomes more obvious at
FIG. 8. Horizontal cross sections showing snapshots of the vertical velocity (color bar; m s21) at 1530 LST in the middle of the BL.
Results are shown for the (left) 100-, (center) 200-, and (right) 400-m (top) SMAG and (middle) LASD simulations and (bottom) coarse-
grained LES fields.
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400m, as seen from the inspection of the energy spectra
in Fig. 9. Xie et al. (2015) also found a similar sensitivity
of b with grid spacing while their LES simulations of a
neutral BL predicted b’ 0.6, not dissimilar to the values
obtained here.
Figure 11b shows the vertical profile of the averaged
CS2D and CS4D [see Eqs. (19) and (20)] for the 100-, 200-,
and 400-m simulations at 1530 LST. For all simulations,
CS2D is reduced with coarsening resolution and CS4D is
always less than CS2D as expected. For the 200-m simu-
lation, CS2D is only a little reduced relative to the same
quantity in the 100-m simulation. However, there is a
significant reduction in CS4D at 200m because of the
small resolved fluxes at 4D filter scale (800m). This leads
to the high CS values in the 200-m simulation (Fig. 10).
At the 400-m simulation, CS2D is further reduced relative
to its value in the 200-m simulation and CS4D remains
small, especially near the ground, as the method is
sampling from almost unresolved scales at 1600m.
The formulation of the LASD in this study includes
the stability impacts on the mixing length calculation
through the use of stability functions. To quantify the
effects of stratification on the subgrid mixing length
scales, a stability mixing length lS is introduced equal to
l
S
5 lf
m
(Ri). (26)
Figure 12 presents the time–height variation of the
horizontally averaged lS/D from the SMAG and LASD
50–400-m simulations. Subgrid mixing is confined close
to the ground for the 50-m runs for both schemes
(Figs. 12a,b) with SMAG exhibiting stronger mixing on
the top of the morning residual layer. For the coarser
resolution simulations, SMAG significantly increases
the stability mixing length relative to the grid scale when
the BL is shallow and the simulations lie within the gray
zone. The excessive damping becomes more pro-
nounced at 200m, and especially in the 400-m simulation
(Figs. 12e,g), and persists through the whole morning
CBL development, delaying the onset of resolved tur-
bulence (see also Fig. 4). In contrast, LASD moderates
the stability mixing length scale as a fraction of the grid
scale at the same resolutions, reducing subgrid mixing
(Figs. 12f,h).
To examine the impact of the numerical scheme and Pr
on theLASD simulations, additional runswithDx5 400m
were performed using TVD on both momentum and po-
tential temperature and setting Pr to 0.5 and 1.As shown in
Beare (2014), TVD is more dissipative than the Piasceck–
Williams scheme, and thus changing the advection scheme
to TVD imposes stronger implicit numerical diffusion on
themomentum field. Figure 13 presents the vertical profile
of the averaged CS (Fig. 13a) and resolved TKE from the
sensitivity simulations at 1200 LST. Changing to TVD
leads to extra numerical dissipation, but LASD adapts by
reducing CS (Fig. 13a) compared to the control (CNTL).
As a result, the resolved TKE is only slightly different
compared to CNTL. In a similar way, changes to the
Prandtl number also induce changes to the dynamical CS
that leave the resolved TKE profile relatively unaffected.
6. Discussion
The variation of CSD with horizontal resolution is dom-
inated by the estimation of CS for different scales as ex-
pressed through the b parameter. We find a decrease of
CS2D and CS4D with increasing Dx, but the gap between the
two is significantly more pronounced in the 200-m simu-
lation, especially when the BL is well developed. In the
200-m run, the LASD method is sampling the flow from
FIG. 9. The 2D vertical velocity normalized power spectra from SMAG (solid line) and LASD (dashed line) for Dx 5 (a) 100, (b) 200, and
(c) 400m at 1530 LST in the middle of the BL as a function of the normalized horizontal wavenumber khzi. The k
25/3 law is plotted in gray.
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scales of 4D 5 800m, at which little TKE is resolved, es-
pecially when the BL is shallow so that zi;Dx (Efstathiou
and Beare 2015; Efstathiou et al. 2016). This leads to small
CS4D values. In the 400m, both the 2D and 4D filters are
sampling from scales at which very little TKE is resolved,
as is evident from the low CS2D and very low CS4D values.
The reduction of subfilter resolvable fluxes when reso-
lution is coarse compared to the BL depth results in a re-
duction of CS and a decrease in the applied subgrid
diffusion. This behavior can be very beneficial because it
leads to much faster spinup of resolved turbulence in the
LASD gray-zone simulations compared to the standard
SMAG runs. It becomes obvious from Figs. 4, 6, 7, and 12
that SMAG becomes overdissipative in the gray zone that
leads to enhanced dumping of the resolved fields (see also
Efstathiou andBeare 2015). However, the scale-dependent
model can encounter difficulties if it is required to sample
from scales with very weak resolvable fluxes. Too much
reduction of the values ofCS can occur, resulting in a pileup
of energy (Porté-Agel et al. 2000) and some excess of the
TKE as seen in Figs. 4 and 7. There is also some evidence
for such behavior near the ground, where u02 is large rela-
tive to the filtered LES fields for all of the LASD simula-
tions, especially in the morning hours (Figs. 5, 6, and 7).
Similar behavior was also found in Kirkil et al. (2012),
where the LASD produced the greatest turbulence in-
tensity (i.e., velocity variances) near the ground under
neutral stability conditions. According to Xie et al. (2015),
dynamic models do not provide sufficient dissipation
compared to the truncation errors when a finite-difference
discretization is used, leading to some numerical noise,
even though LASD was shown to be more effective at
FIG. 10. Time–height sections of the horizontally averaged Smagorinsky coefficient CS from
the LASD simulations with Dx ranging from (top) 25 to (bottom) 400m.
SEPTEMBER 2018 E F S TATH IOU ET AL . 2209
removing such noise compared to other dynamic
Smagorinsky models (Xie et al. 2015).
Nonetheless, as shown in Ching et al. (2014), gray-
zone grids are prone to developing unrealistic, strong
gridscale convection. Overenergetic resolved structures
can distort andmaskmesoscale circulations such as local
breezes (Ching et al. 2014). Efstathiou and Beare (2015)
pointed out the significance of well-behaved convective
overturning and used the energetics of the coarse-
grained fields as a reference to quantify the amount of
resolved TKE in the gray zone. Here, we find that LASD
is able to reproduce the coarse-grained fields and im-
prove the representation of turbulence compared to the
standard SMAG at least for the resolutions considered
in this case study. This is further supported by the ex-
amination of the spectra in Fig. 9.
The inclusion of the stability functions in the dynamic
calculations (see also Kirkpatrick et al. 2006) in a self-
consistent manner, by filtering Ri through the temper-
ature and wind fields, ensures that stability effects are
taken into account in a more physical way. However,
this approach is different than in most dynamic models
where the effects of stability are explicitly represented
byCS. Nevertheless, the use of the stability functions has
no significant impact on the LASD results at the LES
limit (not shown) as the dominant turbulence eddies are
resolved, whereas their effect becomes more pro-
nounced in the gray zone. The impact of stability func-
tions on the dynamic calculations is an issue that
deserves further investigation.
Within the current LEM configuration, the CSD ten-
dency toward zero marks a usability limit for the LASD.
We have found the dynamic reductions in CSD to be
genuinely useful within the gray-zone regime, but if CSD
becomes too small then the subgrid model ultimately
becomes ineffective at exerting control over the flow
properties near the grid scale, which are then de-
termined only by the model numerics. Extending the
present set of simulations toDx5 800mmakes the LEM
numerically unstable as a result of the lack of sufficient
subgrid mixing (not shown). It should be remarked that
using less dissipative forms of the stability functions did
not change the results in a qualitative sense and did not
have an impact on the usability limit of the LASD. This
illustrates that there are limitations on the formulation
of the closure model itself, and a Smagorinsky-based
scheme might not be able to reproduce the transition of
the subgrid fluxes in the entire gray zone, making it more
appropriate for use in the near gray zone.
Wyngaard (2004) showed that eddy viscosity and dif-
fusivity should be considered tensors rather than as sca-
lars, at least in the gray zone. Even though the LASD is
formulated on the basis of a simple scalar eddy-viscosity
approach, the dynamically derived mixing length de-
pends on the 3D wind shear and resolved momentum
fluxes at different scales, and it includes information
about the flow history through the Lagrangian averaging
procedure. These features seem to match some of the
benefits that Wyngaard (2004) identifies in a tensor ap-
proach.A scale-dependentmixing length is in accordance
with the unified closure concept for the dominant tur-
bulence length scales as suggested by Wyngaard (2004).
7. Conclusions
A scale-dependent Lagrangian-averagedmodel for the
dynamic calculation of CS in the Smagorinsky subgrid
model was applied in the LEM to simulate an evolving
convective BL at a range of horizontal resolutions,
ranging from LES to the gray zone. The LASD was
FIG. 11. Vertical profiles of horizontally averaged (a) b parameter and (b) CS2D (solid lines) and CS4D (dashed
lines) for different resolutions from the LASD simulations at 1530 LST. Results are shown for Dx5 50 (black), 100
(blue), 200 (green), and 400m (red).
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modified to account for the stratification effects in the
atmosphere by including the stability functions in the
dynamic calculation.
Results from the LASD simulations exhibit a relative
insensitivity to resolution compared to SMAG as shown
byBasu et al. (2008), adjusting the value ofCS according to
the characteristics of the resolved flow. Besides its scale
dependency, LASD also shows increased adaptability to
the imposed dissipation from the advection scheme and
other model parameters. The dynamic model has some
clear advantages over SMAG in reproducing the first- and
second-order profiles across the scales. It is able to re-
produce second-order turbulence statistics from the fil-
tered LES fields even when coarser resolution is used. The
use of the LASD can add up to a factor of 2 in computa-
tional time relative to SMAG. However, note that the
LEM is parallelized on 1D slices, which significantly limits
its scalability. Moreover, no special care has been taken
FIG. 12. Time–height variation of the horizontally averaged lS/D from the (left) SMAG and (right) LASD (a),
(b) 50-, (c),(d) 100-, (e),(f) 200-, and (g),(h) 400-m simulations.
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toward optimizing the LASD code for its use in this paper
because running the LEM in the near gray zone is rela-
tively cheap. The main deficiency of the LASD is that it is
somewhat overenergetic, especially near the surface,
which may be attributable to the finite-difference dis-
cretization of theLEM.This becomesmore pronounced as
the resolution becomes coarser andCS values tend toward
zero. However, first-order quantities (potential tempera-
ture profiles) are relatively unaffected, remaining close to
the LES profiles at all of the tested resolutions.
The dynamically derived CS displays a clear de-
pendence on grid spacing. The variation of the CS cal-
culation with scale at the filter scales 2D and 4D plays an
important role in those dependencies. During the shal-
low stage of morning CBL development, CS is reduced
with coarsening resolution because the dynamic pro-
cedure is sampling from almost unresolved scales as Dx/zi
increases. This has the beneficial effect of allowing a
realistic level of turbulence to become established ear-
lier on a gray-zone grid. When the BL has developed,CS
is found to increase as the resolution coarsens for the
reason that CS4D decreases more rapidly in the gray zone
than does CS2D. For the LASD simulation with Dx 5
400m, the value of CS is reduced somewhat in compar-
ison with the case of Dx 5 200m. The LASD starts to
approach a usability limit, for the case examined and the
current LEM configuration, when D becomes suffi-
ciently large that CS4D is too small. Nonetheless, this
study has shown that the scale-dependent model is able
to improve the simulation of an evolving CBL at reso-
lutions that are already achievable by regional NWP
models (Hanley et al. 2015). It may be used as an al-
ternative to the standard Smagorinsky approach at least
in the near gray zone: that is, the regime between the
strictly converging LES (Sullivan and Patton 2011) and
the defined gray zone (Beare 2014). However, because
the Wangara day-33 experiment is a buoyancy-driven
case study, with the Monin–Obukov length L staying
within 21 . L . 25 m for most of the daytime
(Deardorff 1974), the effects of strong wind shear are
not taken into account, and therefore this study is lim-
ited to the free-convection regime. Further work is
currently under way to assess whether the advantages
of a dynamic model might be brought to bear at even
coarser resolutions by blending LASD with a 1D non-
local BL scheme in a similar fashion to the pragmatic
blending scheme of Boutle et al. (2014).
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FIG. 13. Vertical profiles of horizontally averaged (a) CS and (b) normalized resolved TKE for the different
sensitivity runs using LASDwithDx5 400m at 1200 LST. Results are shown for the control run (solid lines) and for
the TVD with Pr 5 0.7 (as control; dashed lines), 0.5 (dotted), and 1.0 (dash–dotted).
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