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SUMMAEY 
We present in thís thesis a survey of compiling error 
rec:o~:ry rrethods applicable to top-down parsers for LL languages. 
First we describe the compilation processand possible 
sources of errors. We also include a short description of rec:ove.ry 
methods for lexical errors, and of methods applicable to bottom-up 
parse rs. 
Next we describe the implementation of top-cbNn parsers, 
and of several recovery methods applicable to this kind of parsing. 
FinallY we show the experimental resulUj of implc~meQ 
Un'J some of these methods for thc~ PiJscc:tl languaqc. Our c:oncl1r:>ion 
is that none of t.l}.ese methods is s.Jti::;factory in a1l 
ces, but some of thern seem to perforrn Ln qc:nerai 
o the rs. 
ci rcum~:> tem 
than 
RESUMO 
O trabalho aqui apresentado é um estudo de métodos de re 
cuperaçao de erros no processo de compilação, aplicáveis à analisado 
res descendentes para linguagens do tipo LL. 
Inicialmente faz-se uma exposição sobre o processo de com 
pilação e possíveis fontes de erro. Está inclui da tarrbém urna indica 
çao sucinta dos métodos de recuperaçao para erros léxicos e dos méto 
dos aplicáveis à analisadores élscendentes. 
Segue um resumo sobre a implernentaçZío de análise descen::En 
te e a descrição de vários métodos de rccuperaç·ão aplicáveis 'a este 
tipo de análise. 
Finalmente, upresentam-se os rcsultudos cxperimentéli_s da 
implemcntaç;-lo de alguns destes métodos parz1 a linquacJcm Pa~.;cal. Che 
ga-se à conclusão de que nenhum desses métodos apresenta comportameQ_ 
to satisfatório em todas as si tue1çÕcs, nws alguns parecem ter cJcsem 
penho l)eral melhor do que outros. 
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Neste capitule, d~-se uma vis~o geral do processo de comp! 
lação e dos tipos de erro que ocorrem neste processo, procurando de 
finir o que se entende por recuperação de erro. Depois disso, apr~ 
sentam-se os objetivos e o roteiro do trabalho em questão, e a nota 
ção utilizada. 
l. l - Compilação 
Um programa fonte em um21 linquaqem de programaçao nada mais 
e que uma cadeia de caracteres. Um compilador converte esta cadeia de 
caracteres em uma cadeia de bits denominada c6digo objeto. Neste pr~ 
cesso v~rios subprocessos podem ser identificados e pode-se definir~ 
da um desses subprocessos como uma fase do compi l<1dor, sendo conve-
niente pensar-se em an~lise l~xica, an~lise sintâtica, anâlise de con 
texto e geração do c6digo objeto como as principais fases do compil~ 
dor. Entretanto, em alguns compiladores mais sofisticados, estas fa-
ses são subdividica3 em diversas subfascs, e outras fases, como otimi 
zação do c6digo objeto gerado, podem estar presentes. 
A análise léxLca é a primeira fase. 
A entrada para o compilador, e portanto para o anali;c:> ador léxico, e 
uma cadeia de caracteres de um determinado alfabeto. 
Em um programa, certas combinações de caracteres qera lrnen te s~o t r a til 
elos como umil entid<tdc simples. l\lquns exemplos disto podem ~.;cr citada.; 
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- certas linguagens possuem palavras chaves tais cDrro heqi~, 
end, goto, do, etc., as quais sao tratadas como entidades simples. 
cadeias representando constantes numéricas. 
- identificadores usados como nomes de variáveis, funções, 
procedimentos, rótulos, etc. 
O analisador léxico agrupa caracteres em entidades sintáticas sim 
ples, chamadas átomos. O que vai ser considerado um átomo geralmente 
está explicitado na especificaç~o da linguagc de programaçao, pode~ 
do esta decisão ficar a cargo do implementador do compilador. 
Portanto, o analisador léxico e um tradutor que tem como entrada uma 
c,1dei a de caracteres representando o proqrama fonte, e con1o saída uma 
c~deia de átomos. Esta saida será a entrada para o analisador sintá 
tLco. 
A medida que os átomos são descobertos na análise l~xica, 
i:1formações sobre eles são coletadas e armazenadas em uma ou mais ta 
belas. Por exemplo, a seguinte declaração em Pascal: 
v ar a: arr~y [1.. 10, l.. 20] ?f integer. , 
Ao encontrar-se esta declaração e preciso armazenar a informaç3o de 
que ~ é um identificador, o qual é o nome de uma matriz bidimensio 
n3.l de tarnanho 10 por 20, e que seus elementos são númerm3 inteiros. 
Pode-se considerar, de uma maneira geral, que existe uma tabela na 
'lLlal são armazenadas informações sobre identificadores. Esta l abela 
é normalmente denominada Tabela de símbolos e não é necessáriamente 
manipulada pelo analisador léxico, ficando esta decisão a cargo do 
implementador. 
1\ an5lise sintática e o processo no qual a cadeia de átomos, gerada 
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na an~lise l~xica, ~ examinada para determinilr se ela obedece ãs con 
venções estruturais explicitadas na definição sint~tica da linguagem. 
~ essencial no processo de geração de código que se conheça qual é a 
estrutura sint~tica de uma determinada cadeia. Por exemplo, a estru 
tura sint~tica da expressão a + b - c precisa refletir o fato de que 
b e c devem ser multiplicados primeiro e que o resultacb deve ser so 
mado a a. Nenhuma outra ordem de operação produz o cálculo desejado. 
A saída do analisador sint~tico, implícita ou explícita, é uma arvo-
re a qual representa a estrutura sintática inerente ao programa fon 
te. 
Existem dois tipos b~sicos de analisadores sintáticos: descendentes 
e ascendentes. Como indicam seus nomes, os analisadores ascendentes 
constroem as árvores sintáticas da base (folhas) para a raíz, enqua~ 
to os descendentes começam com a raíz e trabalham em direção ãs fo 
lhas. Em ambos os casos a entrada para o analisador ~ percorrida da 
esquerda para direita, um átomo por vez. O compilador precisa também 
verificar se certas convenç~es de contexto da linguagem fonte 
obedecidas. 
Alguns exemplos destas convençoes podem ser: 
foram 
(l) cada rótulo referenciado precisa aparecer como rótulo 
de algum comando apropriado no programa fonte. 
(2) Nenhum identificador pode ser declarado mais de urna vez, 
em um mesmo esoooo. 
(3) Todos os identificadores precisam ser definidos 
de serem utilizados. 
antes 
(4) Os argumentos de chamada de um procedimento precisam 
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ser compatíveis em número e atributos com os argumentos de 
çao do procedimento. 
defini 
A verificação destas condições pelo compilador e denominada análise 
de contexto. 
A árvore construída pelo analisador sintático é usada para gerar a 
tradução final do programa fonte. Esta traduç~o na maioria das vezes 
é um programa em linguagem de máquina, mas pode ser também um progr~ 
ma em um linguagem intermediária que atenda às necessidades de fases 
subsequentes, como Otimizaç~o, por exemplo. 
1.2 - Erros e Recuperaç~o 
Programas submetidos ao compilador frequentemente têm va 
rias espécies de erros. Um bom compilador deve dar atenção a tantos 
erros quanto possível. Ao examinar os erros, o compiludor prccisu ter 
um modo claro de comunicação com o usuário, fornecendo-lhe comentirrios 
em urna linguagem que ele possa entender. 
Além de detetar os erros, o compilador precisa também ser capaz dese 
recuperar, isto e, mesmo na presença de erros, o compilador deve p~ 
der analisar todo o programa fonte. 
As facilidades de uma boa deteç~o e diagnóstico requerem um conside 
rável tempo e devem ser consideradas desde o início do projeto do 
compilador. 
l. 2.1 - Erros 
Um compilador pode reagir de diversas maneiras ao encontrar 
erros no programa fonte. Óbviamente, existem modos :inacei L:íveis, conD 
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produzir uma saída incorreta ou simplesmente parar no primeiro erro 
detetado. 
Um compilador simples pode parar algumas de suas atividades apos a 
deteção do primeiro erro, fazendo algum tipo de recuperaçao de manei 
ra a poder continuar a análise léxica e sintQtica. 
Já os compiladores mais completos e sofisticados podem tentar rorrig_ir 
o programa errado fazendo alterações que correspondam da melhor mne.-!:_ 
ra possível às intenções do programador, não interrompendo, portanto, 
nenhuma de suas atividades. 
e correçao --sao termos para descrever as poss_i 
veis reações do compilador a erros. 
A maioria dos compiladores recuperam os erros comuns e continuam a 
análise sintática e léxica. Alguns compiladores orientados par~ pr~ 
gramas de estudantes, tentam corrigir, de muneiru u continuar il com 
pilução do resto do programa fonte c cxccutur o resultante cÓdigo ob 
jeto. O objetivo disso é detetar tantos erros quunto possfvcl em um 
processamento, incluindo erros detetáveis em tempo de execução. 
Nenhum compilador tenta fazer a correção perfeitu c existem razoes 
convincentes para isto. 
Uma razão é que o compilador ao fazer a correçao precisaria conhecer 
a intenção do programador e us intenções são muito difíceis ou impo~ 
/ o d s1 ve1s de se conhecer, mesmo em se tratando e proqramas sem erros. 
Portanto a correçao perfeita somente poderá ser feita pelo programa-
dor e isso e um bom motivo para que u maioria dos cornpiladore~, nao 
gastem tempo nesta tarefa. 
1.2.2 - Fontes de Erro 
-5-
~ difícil conseguir um esquema preci5o de classificação de 
erros de programação. Um modo de classificar erros é de acordo com a 
maneira como são introduzidos. 
Ao se olhar o processo todo de projeta; e implementar um programa, r~ 
de-se ver que tais erros podem estar em todos os est5gios do proce~ 
so: 
o projeto das especificações para o programa pode ser in 
consistente ou falho. 
o algoritmo usado para resolver o problema pode ser ina 
dequado ou incorreto (erros de algoritmo). 
- o programador pode introduzir erros na impJementacçQo do 
algoritmo, tanto por introdução de erros lógicos quanto pelo uso de 
construções impróprias da linguagem (erros de codificaç~o). 
- erros de transcrição na perfuraç5.o ou teclaqem do progr~ 
ma. 
- o programa pode exceder os limites da m5quina ou do com 
pilador. 
A fonte do erro determina como o compilador poderá tratá-lo. 
Em erros de algoritmo o compilador pode fazer mui to pouco. Já em e r 
ros de transcrição existe muito mais redundãncia e uma maior oport~ 
nidade para o compilador fazer uma boa recuperaçao. 
Erros tipicos de transcrição são: 
- inserção de um caractere ou átomo estranho a linguagem. 
- falta de um átomo ou caractere requerido. 
- substituição de um átomo ou caractere correto por outro 
incorreto. 
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- transposição de dois caracteres ou átomos adjacentes. 
Desde que tratemos de linguagens livres de contexto, do ponto de vi~ 
ta do implementador do compilador é conveniente a classificação arb~ 
trária dos erros em sintáticos e de contexto. Define-se erro sintáti 
co como sendo aquele que é detetado na fase léxica e/ou sintática do 
compilador. Outros erros detetáveis pelo compilador são denominados 
erros de contexto. 
1.2.3- Erros Sintáticos 
Na fase léxica, geralmente são detetados erros do seguinte 
tipo: 
- identificador com numero de caracteres maior do que esp~ 
cifica a implementação da linguagem. 
- presença da caractere não pertencente ao vocabulário. 
- identificadores ou números mal escritos. 
A deteção ou nao de erros deste tipo na fase léxica depende, mais urna 
vez, de decisões do implementador do compilador sobre átomos, manu 
seio da tabela de símbolos, etc. 
Vejamos agora, alguns exemplos de erros sintáticos, (identificáveis 
geralmente na fase sintática) ou seja erros que levam a construções 
impr6prias da linguagem: 
a) falta do parêntese direito 
a x (a t- (2-b) 
b) vírgula estranha 
for i l to 10, do 
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c) dois pontos ao invés de ponto e vírgula 
i: = 1 
j: = 2 
d) palavra escrita encorretamente 
porcedure a 
e) branco extra 
w hile k > 10 do 
Em cada um dos exemplos acima, é fácil para o programador determinar 
o tipo do erro e a posição na qual ele ocorre. 
Quase sempre, entretanto, é difícil dizer exatamente onde o erro ooor 
reu, sem conhecer as intenções do programador. Por exemplo, conside-
re o comando 
a: = b-c * d + e) 
Sabe-se que ocorreu um erro, mas nao se pode determinar ao certo se 
é um parêntese direi to extra ou se falta algum parêntese esqrerdo em um 
ponto qualquer da expressão. 
Muitas vezes, um erro não pode ser detetado assim que ele aparece. 
Por exemplo, se temos o seguinte comando Pascal 
ifa = b then soma:= soma+ a 
O erro óbvio é que falta um branco entre o if e a variável ~ que só 
será detetado ao se encontrar o "=" e o compilador tentará tratar 
ifa = b como U:m comando de atribuiçãoouchamada de procedimento, su 
pondo que ao invés de '= 1 deveria aparecer 1 : = 1 , ou 1 ('. 
Este exemplo mostra que a deteção de um erro pode ocorrer em qua~uer 
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ponto depois do lugar onde o erro realmente ocorreu. Para contornar 
este problema supõe-se que o erro ocorre onde ele for detetado, isto 
e, a cadeia já processada e considerada correta. 
1.2.4 - Erros de Contexto 
Os erros de contexto mais comumente detetados em tempo de 
compilação são os erros de declaração e de esoopo. Os exemplos mais 
tipicos são identificadores não declarados ou multiplamente declara-
dos. Retornando a um dos exemplos da seção anterior 
ifa = b then soma;= soma + a 
provavelmente ao ser encontrado o ifu, teríamos de te tudo um erro de 
contexto, ou seju, identificador não declurudo. Incomputibilidade de 
tipo entre operandos e operadores, e entre pur~metros formais e de 
chamada também pode ser detetada em muitas linguugens, em tempo de 
compilação. Linguagens como o PL/I definem convcrsôes de tipo que o-
correm automáticamente entre operadores e operundos de tipos di ver 
sos. Em tais linguagens fica eliminada a possibilidade da deteção de 
erros deste tipo. 
1.2.5 - Erros Din~micos 
Em algumas linguagens certas espécies de erros podem ser 
-detetados somente em tempo de execuçao. 
Um exemplo típico de erro detetável em tempo de cxccuç'Z1o c 0 cumpo 
de validude de certos valores, particularmente subscritos de matrizes 
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e seletores de comandos do tipo "case". 
1.2.6 - Recuperação em cada fase 
Como já se viu cada fase do compilador espera que sua entra 
da siga certas especificações. Quando isto não acontece, esta fase 
deteta uma inconsistência ou um erro, o qual deve ser relatado ao pr~ 
gramador. Entretanto, de modo a continuar o processamento da entrada, 
a fase tem que recuperar-se a partir de cada erro que deteta. 
Portanto pode-se discutir técnicas de recuperação que o analisadorlé 
xico, sintático e de contexto podem usar em resposta aos erros encon 
trados em suas respectivas entradas. 
~ bom mencionar que depois de detetar e relatar o erro, a fase pode 
tentar repará-lo ou simplesmente transpassá-lo às fases subsequentes. 
Se a fase tentar reparar, ela precisa tomar precauç6es para que nao 
introduza novos erros e consequentemente uma avalanche de mensagens 
de erro espúrias. 
Por outro lado, se a fase transmite erros sem reparo, cnt5o as foses 
subsequentes precisam estar preparados para lidar com a entrada erro 
nea passada adiante. 
1.2.6.1- Fase Léxica (erros de ortografia). 
Como já foi visto, a função do analisador léxico é trans 
formar a sequ@ncia de caracteres que constitui o programa fonte em 
uma sequ~ncia de átomos. Cada classe de átomos tem uma especificação, 
a qual é tipicamente um conjunto regular. Se depois de alCJum proce~ 
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sarnento, o analisador léxico descobre que nenhum prefixo do resto da 
entrada preenche a especificação de alguma classe de átomos, ela p~ 
de chamar uma rotina de recuperação que tomará uma ação remediadora. 
Infortunadamente, não existirá apenas uma açao remediadora que é a 
ideal em uma dada situação. 
O expediente mais simples é pular caracteres erra<bs até encontrar um á to 
mo. Esta ação pode levar o analisador sintático a detetar umerro de 
omissão. Pular caracteres indiscriminadamente no programa fonte, p~ 
de causar sérias dificuldades para o anal~ador sintático e 
fases do compilador. 
demais 
Um outro modo do analisador léxico ter possibilidade de recuperar-se 
de erros, e fazer com que o analisador sintático forneça à rotina de 
recuperaçao de erros léxicos uma lista daqueles átomos que legitima-
mente podem aparecer no momento, no corrente contexto. A rotina ~ re 
cuperação pode então decidir se um outro prefixo do resto de sua en 
trada combina com um desses átomos. 
Outros métodos de correção de erros léxicos, ou erros de ortografia 
como são comumente chamados, encontrados na literatura, sao discuti-
dos no próximo capítulo. 
1.2.6.2 - Fase sintática 
Geralmente, a maior parte da deteção e recuperaçao de erro 
em um compilador é centralizada em torno da análise sintática. 
Para recuperar-se de um erro, o analisador sintático deve idealmente 
localizar a posição do erro, corrigir o erro, revisar sua configura-
ção e retornar à análise. 
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Existem métodos que se aproximam deste ideal e que possibilitam a c~ 
tinuaç~o da anãlise, mas nunca se pode garantir que o erro foi corri 
gido com sucesso. 
Os métodos de recuperaçao para erros sintãticos variam de 
pendendo da técnica de anãlise usada e alguns deles serao vistos com 
bastante detalhe nos capítulos subsequentes. 
1.2.6.3- Fase de contexto 
Jã mencionou-se as fontes prim~rias de erros de contexto: 
nomes nao declarados e incompatibilidade de tipos. O ~nico ponto que 
vai-se considerar é a recuperação para tais erros c a --supressao c. e 
mensagens de erros espÚrias e/ou duplicnda:;. 
Recuperação parél um símbolo n~1o declarado é muito ~;irnples. !\ pri.mel_ 
ra vez que se encontra um nome nao declarado, cria-se uma c~ntrada p~ 
ra este nome na tabela de símbolos, com atributos especiais. Os atri 
butos podem ser determinados pelo contexto no qual o nome e usado. 
Uma marca nesta entrada indicar~ que foi criada em resposta a um er-
ro de contexto e n~o a uma declaração. Um dos atributos de um nome 
não declarado ou multideclarado pode ser uma lista de maneiras como 
o nonc c errÔneamente utilizado. Em todo momento em que o nome c w-;ado 
incorretamente esta lista é verificada, para se determinar se o mes-
mo uso jã foi pré.viamente det..:.:tado. 
Se sim, nenhuma mcns.:tgem de erro é imprc~~>s.:t :::;c né1o, urna mcn~,;0qem (k 
erro e impressa e o novo modo errôneo de u~~o é adicionuclo ii Usta. 
No caso de incompatibilidade de tipos, que inclui os erros 
em chamadas de procedimento com parâmetros incomputíveis, qeralmentc 
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-o compilador nao pode fazer nada, pois neste caso mais uma vez teriam 
que ser levadas em conta as intenções do programador, o que nilo é viá 
vel. 
Portanto neste caso, em geral, o compilador continua o processamento 
emitindo apenas a mensagem correspondente. 
1.3- Objetivo e Roteiro do Trabalho 
O objetivo principal desta pesquisa foi um estudo generali 
zado e comparativo dos esquemas existentes de recuparaçao de erros 
sintâticos aplicâveis ~ analisadores descendentes. 
Para tal, também foram estudados alguns métodos de recuperação de er 
ros de ortografia e de erros em analisadores sint5ticos ascendentes. 
Este estudo é apresentado no segundo capftulo. 
O terceiro capítulo tratarâ especificamente da area de interesse, ou 
seja, analisadores descendentes. Apresentam-se detaJhadamenLe méto 
dos de se construir um analisador descendente e a descrição dos méto 
dos de recuperaçao aplicáveis~ estes analisadores. 
No quarto capítulo apresentam-se os resultados da implementação de 
tllguns dos métodos descri tos no cupÍtulo três, em um analisador sin 
tâtico para a linguagem Pascal. 
Os métodos implementados foram testados em um conjunto de programas 
Pascal, coletadas por Ripley e Druseiks, a partir dos quais eles e 
fetuaram as estatísticas de [Ripley, Druseiks, 1978] 
1.4 - Notação Utilizada 
-13-·-
Foge do escopo deste trabalho uma apresentação sobre esp~ 
cificação de linguagens de programação, que pode ser vista, por exem 
plo, em [Kowal towski, 19 7 9] em que foi baseada a notaç[ío descri ta a 
seguir: 
Uma gramática livre de contexto G é uma quádrupla G = (T,N,P,S) onde: 
l. T e o conjunto de símbolos terminais. 
N conjunto de símbolos - terminais. e o nao 2. 
3. p e o conjunto de produçoes. 
4 . s e a raiz ou símbolo inicial. 
6. ·-T e N sao disjuntos. 
Os símbolos terminais serão denotados por letras minúsculas iniciais 
do alfabeto latino: a, b, c ... z. 
Os símbolos não terminais por letras maiúsculas: A, B, C, D Z. 
Cadeias de símbolos terminais e/ou não terminais por letras minúscu-
las gregas: a I 3 I y A cadeia nula sera denotada por À. 
V denotará o vocabulário de C (V = TUN) • 
V* será o conjunto de todas as cadeias sobre V e T* o conjunto de to 
das as cadeias terminais sobre T. 
A relação deriva diretamente (denotada por "=-> ") sobre V* e defini 
da por 
se n 1\. 3 € V* c 1\. • • -. y 
então a A B ~--'. ('i y n [\ 
Para indicar derivações em n * passos (n O) utili :r:a-sc == ... (ele ri va) 
* Se S ===> lX , en tao ''- e chamilda de forntil sE=~n b)nci al de C c• se 
~ € T*, então a ê uma sentença. 
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Uma linguagem L(G) definida ou gerilda por umil grilm5tica G, c o con 
junto de suas sentenças 
L ( G) ={ais * =>a e a E T*} 
A relação deriva diretamente à esquerda ( >) sobre V* fica definida. 
e 
por: 
se a c T* e B ~ V* 
e a produção A·· y está em P, 
então a A 8 => a y B 
e 
A relação deriva diretamente a direita 
ra análoga impondo-se a ~ V* e 8 c T* 
- * Utiliza-se tarnbern 1 ' 1 e 




fica definida de manei-
+ 1 d> 1 paril deri vaçÕ•'S e de 
rivações não triviills, esquerdas e direitas respectivamente. 
Se a = y ==> o 
v ação de S a partir de a. 
Se ex = y => 
O e e 
> >y =r~, 
e n 





é urna derivação esquerda de B a partir de a. Define-se de maneira a 
náloga derivação direita. 
A 'análise ascendente" produz a derivação direita, a partir de S, de 
uma cadeia de entrada B , c a análise descendente a deriva~ão esquer-
da análoga. 
Utilizaremos também grafos sintáticos para representar gramáticas. O 
uso desta notação está comumente ligad~ ao uso dos métodos descenden 
tes de análise sintática. 
Nesta representação, a cada não terminal da gram5tica corresponde um 
grafo orientado cujos nós são rótulados com os símbolos terminais e 
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nao terminais da gramática. Este grafo e obtido através de um conju~ 
to de regras enumeradas a seguir: 
l. Um símbolo terminal a e representado por: 
___ _,. ~ 
2. Um símbolo não terminal A c representado por: 
3. Uma construção a
1
[L1- 2 [ ... I nn 
r jai~ -----'>- I lX2J 
onde todo iaij indica o grafo obtido para 





4. Uma construção a
1
a 2 ... an e representada por: 
onde ~-;x~-; Lndic<1 u c.Jr..:1fo obtido [Jar.::J 'J 
l' i 
A cadeia nula À e indicada por uma simples <1resta. 
-lG-
CAPITULO 2 
2 - Alguns Métodos de Recuperação 
Neste capítulo faremos uma referência sucinta à alguns me 
todos mais significativos de recuperação de erros encontradas na li 
teratura e que não são estritamente aplicáveis à analisadores descen 
dentes. 
O objetivo é fazer com que o leitor se situe melhor dentro da área e 
obtenha referências caso eeseje se aprofundar em algum dos métodos. 
O capítulo foi subdividido em duas partes principais. A primeira tra 
tará de uma area específica de recuperação de erros, quo é a de recu 
"· peraçao de erros de ortografia ou transcrição, já mencionados no ca 
pítulo anterior. A outra parte tratará de métodos de recuperação de 
erros sintáticos aplicáveis à analisadores ascendentes. 
2.1- Correção de erros de ortografia 
Existem diversas técnicas especializadas para incorporar 
eficientemente correção de erros de ortografia em comp~ladores. 
Elas geralmente incluem o uso de informações sintática e de contexto, 
uma organizaçao especial da tabela de símbolos, c consideram uma elas 
se limitada de erros de ortografia. 
o uso de sistemas que executam a correçao de ortografia implica numa 
razoável diminuição no número de processamentos para depuração, eco 
nomizando portanto, tempo de máquina e do programador. 
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Um dos Últimos artigos sobre correçao de erros de ortografia em com 
piladores é [}iorgan, 1970]. O leitor interessado deve usá-lo como re 
ferência para outros artigos na mesma area. 
Existem várias situações onde o compilador pode suspeitar que um ire~ 
tificador ou palavra reservada está escrita de maneira incorreta, e 
essas situações geralmente estão associadas com as fases da comp,~il~ 
ção. Portanto, diferentes tipos de erros de ortografia podem ser corri 
gidos em cada uma dessas situações, e a informação, a qual ~ necessá 
ria para o processo de compilação, pode ser usada adicionalmente no 
controle do algoritmo de correção. 
Vamos ver brevemente quais são algumas dessas situações: 
1 - Durante a análise sintática sempre sabe-se, se o prÓ>:~ 
mo símbolo precisa pertencer a um subconjunto de palavras reservadas. 
Caso isto aconteça, se aparecer um identificador então pode-se veri 
ficar se houve um erro de ortografia na escrita de uma das palavras 
reservadas esperada. 
Essa situação ocorre em linguagens onde, por exemplo, todo co m-'1Ildo CD 
meça com uma palavra chave. Um outro caso ~ quando da análise de urna 
expressao boleana sabe-se que um operador corno o and ou or 
aparecer. 
precisa 
Pode-se, tarnb~m, tentar verificar um erro de concatenação quando uma 
palavra reservada é esperada. Por exemplo, se é esperada um begi~ e 
encontra-se o identificador begina, ele pode ser alterado para ~~gj~ 
a. 
2 - Durante a análise de contexto, suponha-se que um iden 
ti ficador declarado conP rótulo é usado em um contexto onde apenas um 
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nome de matriz pode aparecer. Então o identificador pode estar mal 
escrito e deverá ser comparado com a lista de nomes de matrizes de-
claradas. 
Situaç6es similares, onde o contexto determina o tipo de identifica-
dor esperado ocorrem com frequencia. 
3 - Por causa de um erro de ortografia, um identificador 
pode aparecer uma ou duas vezes sem que lhe seja feita uma atribui 
ção de valor ou uma refer~ncia ao seu valor. Isto pode ser verifica-
do facilmente; coloca-se um contador de atribuições e um contadord2 
referencias como atributos em cada entrada da -tabela de símbolos. 
Depois da análise sintática e de contexto, &Jcrcorre-sc as entradas da 
tabela de símbolos e qualquer entrada com um dos cortadores iqual a 
zero e um candidato ã uma correção de ortografia. Tamb~m, pode-se 
considerar os identificadores não decL1rados, em linguaqens d(J 
Pascal, como candidatos a este tipo de correção. 
tipo 
A próxima questão a se fazer~ como determinar qual identific.1dor foi 
mal escrito. 
O primeiro trabalho nisso, no contexto de compiladores, aparece em 
[Freeman, 1963]. A t~cnica de Freeman estima a probabilidade de um i 
denti ficador ser um outro mal escrito, baseada em uma complexa função 
de "pontos". Esta função usa informaç6es tais corno o numero de letras 
que combinam, o número de letr.:1s que combinam depois de uma ou duas 
transposiç6es de caracteres e o número de letras que combinam depois 
de se levar em conta erros de perfuração que frequentemente ocorrem, 
como por exemplo, ÇÕ (zero) por O , l por I, etc. Esta técnica ident_i 
fica corretamente muitos erros de ortoqrafia, mas é muito ineficien-
te devido ao grande número de possibilidades testaclas. Morgan [1970] 
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apresenta urna adaptação da técnica de Freernan, mais eficiente embora 
menos poderosa. Ele baseia-se na evidência que cerca de 80% dos eriDs 
de ortografia em programas se encaixam em urna das seguintes quatro 
classes: 
l - um caractere errado 
2 - um caractere omitido 
3 - um caractere extra inserido 
4 - dois caracteres adjacentes transpostos. 
Portanto a maioria dos erros de ortografia pode ser corrigida verifi 
c ando-se estes tipos de erros. Em Morgan [1970] pode-se ver detalha 
damente esta técnica, e vamos sõmente dar urna visão geral do procedi 
rnento de correção. 
Existem dois estágios básicos: 
19 estágio: A partir da tabela de símbolos (chamada dicio-
nário) seleciona-se um subconjunto contendo todos os símbolos que P:?. 
deriarn ser o identificador mal escrito, que é denominaCb P..?J:.?v~~- de 
entrada. 
29 estágio: Para cada símbolo do subconjunto gerado no es 
tágio anterior é aplicado um algoritmo de comparação, baseado nas 
quatro classes de erro, o qual determina se a palavra de entrada e 
<)ll r1ão um erro desse simbolo. 
Supondo que o segundo estágio do procedimento tem um tempo aproxima-
damente constante t2 para cada símbolo do subconjunto, o tempo máxi 
;no do algoritmo é mt2 onde rn é o número de símbolos do subconjunlo. 
Portanto reduções significativas tanto em m oomo ern t2 implicam em 
melhor eficiência do procedimento, levando-se em conta o fator t.cmpo. 
-20-
Limitando a classe de erros pode-se tanto diminuir ~ corno ~~­ Desde 
que apenas erros de caracteres simples e de transposição são conside 
rados, qualquer palavra do dicionário cujo tamanho difere de mais de 
um caractere do tamanho da palavra de entrada é rejeitada imediatamen 
te, diminuindo~· Também, limitando o número de categorias de erro, 
simplifica-se o algoritmo de comparação, reduzindo !~· 
O preço pago por esta simplificação no caso de Morgan, é o de que~~ 
ca de 20% dos símbolos errados não serão corrigidos e serão conside 
rados erros. 
Com o uso de informações sintáticas e de contexto consegue-se diminuir 
m, pois apenas os símbolos que podem fazer sentido no atual estado 
do compilador sao comparados com a palavra de entrada. 
Um outro modo de melhorar o desempenho do procedimento é utilizar-se 
métodos eficientes de acesso a tabela de símbolos. Geralmente usã-se 
alguma funÇão de espalhamento (em inglês, "hashing") para pesquisar 
ou armazenar elementos na tabela de símbolos. Certas funções de esp~ 
lharnen to são mais úteis que outras quando a correçao de ortografia é 
executada considerando-se apenas a lirni tada classe de erros dt,scri ta.. 
anteriormente, pode-se ver que apenas as palavras do dicionário que 
possuem o primeiro ou segundo caractere iguais ao primeiro ou segu~ 
do caractere da palavra de entrada necessitam ser incluídas no sub 
conjunto gerado no primeiro estágio do procedimento. 
Por exemplo, se a palavra de entrada e -~!E~ as palavras do dicionário 
-que devem ser considerados sao: 
a) aquelas que se iniciam com 
s ou t, e 
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b) aquelas cujo segundo caractere e 
s ou t. 
Para localizar fácilmente tais palavras no dicionário poderia-se usar 
uma função de espalhamento da forma 





, f 2 , f 3 
possuem um intervalo de variação de valores apropriado p~ 
ra o que se deseja. 
Utilizando-se dessas melhorias adicionais, o m~todo de Morgan tem-se 
mostrado eficiente nas implementações efetuadas. 
Em [Wagner, 19 74] descreve-se um método de recuperaçao para lingua-
gens regulares, ou seja, aquelas que podem ser reconhecidas por autô 
matos finitos. O cri t~rio de correção que ele investiga ~ o da "dis 
tância mínima de edição". Ele define um conjunto de operações de ed~ 
çao, as quais podem ser aplicaqas à um sÍmbolo fonte para modificá-
lo, que são: 
- substituir um caractere por outro 
- inserir um caractere 
- apagar um caractere 
O crit~rio da mínima distância se preocupa em transformar o símbolo 
de entrada em um sintáticamente correto, que possa ser gerado com o 
mínimo possível de operações de edição. 
Seu método corrige erros de ortografia em palavras reservadas e em 
norr,es introduzidos pelo programador. Ele con~;trói um autômato finito 
o qual pode aceitar, por exemplo, um<l palZ1vr<J n•scrvadZ1 v5li(la c en 
tão aplica o algoritmo de correção, qui ado por es le autômato, paru um 
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dado símbolo de entrada. 
2.2 - Recuperação de erros sintáticos para analisadores ascendentes 
2.2.1- Aspectos gerais da análise ascendente 
Como já foi dito, nos algoritmos de análise sintática as-
cendente, a construção da árvore de derivação para uma dada cadeia , 
começa pelas folhas da árvore e procede na direção de sua raíz. Caso 
seja obtida uma árvore cuja raiz tenha por rótulo o símbolo inicial 
da gramática, e na qual a sequência dos rótulos das folhas forma a 
cadeia dada, então a cadeia ~ uma sentença dil linguagem, e a ~rvore 
obtida e a sua arvore de derivação. 
O funcionamento básico de um algoritmo ascendente pode ser descrito 
da seguinte maneira: 
1 - Adota-se como o valor inicial de a a cadeia dada. 
2 - Procura-se decompor a de tal maneira que ct= Bx1x2 ... xn y, 
e existe uma produção da forma X: x 1x 2 ... xn. Caso isto seja po~ 
sível adota-se a nova cadeia a = B X y , associando-se com esta ocor 
rência do não terminal X, uma árvore cuja raíz tem rótulo X, e cujos 
subárvores diretas sao as árvores que estavam associadas com as ocor 
rênc. i as de x
1
, x 2 ... x que foram substituídas. Se x. ~ um terminal, n 1 
então a arvore associada será uma folha de rótulo xi. Nota-se que es 
te processo e o inverso de uma derivação, e é chamado de redu~~· 
3 - O passo 2 e repetido at~ que o valor de a seja o símbo 
lo inicial da gramática. 
~ bom observar que o analisador sintático nao precisa, em geral oonhe 
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cer a cadeia a. para decidir qual e à. próxima redução; é suficiente 
- d 1.-0 I conhecer uma parte inicial a. 1 de a. que e ecompos ta em a. '-oX1x2 ... xn y • 
Â medida que for necessário, novos símbolos serão buscados pelo ana 
lisador, por exemplo lidos, estendendo a cadeia c~' • 
Observando-se o algoritmo anterior, pode-se concluir que os proble-
mas básicos da análise ascendente são: 
(l) identificação da parte da cadeia que deve ser reduzi 
da, denominada redutendo (em inglês, "handle "). 
( 2) identificação da produção que deve ser usada na redução 
A maneira de encontrar o redutendo pode variar para classes de gr~ 
máticas diferentes. As classes cujos métodos são mais conhecidos são 
as de precedência simples, precedência de operadores e LR. 
Foge do escopo deste trabalho uma visão detalhada dos algoritmos de 
análise para cada classe de gramáticas, que pode ser encontrada em 
ÍKowal towski , ..... 1979], [Gries, 1971] e [Aho e Ullman, 1977] . 
2.2.2- Métodos de Recuperação de erros sintáticos 
Em analisadores ascendentes, geralmente um erro e detetado de dois 
modos: 
- quando nao se consegue determinar um redutendo, e 
- quando nao se tem uma produção para se efetuar a redução 
de um dado redutendo. 
Suponha-se que em algum ponto da análise o programa tem a forma 
ex t B 
onde a representa a parte já processada. Em uma pilha, denominada P! 
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lha de an~lise, geralmente tem-se armazenada uma cadeia a' de termi 
nais e não terminais que representa a. ! c o próximo simbolo de entra 
da, e il é o resto da cadeia de entrada. 
Suponha-se que um erro ocorra. Então dependendo da classe de gramáti 
cas analisada pode ser que t nao possa aparecer depois de a, segundo 
a definição da gram~tica, ou que nao se tenha um redutendo no final 
de a', ou alguma situação similar. 
Neste ponto é preciso determinar-se como mudar a cadeia de entrada , 
de maneira a reparar o erro. Ela pode ser mudada de uma das maneiras 
seguintes, ou uma combinação delas: 
1 - Apagar t e continuar a análise 
2 - Inserir uma cadeia de terminais 
y entre a e t, obtendo-se aytG 
e prosseguir a an~lise. Esta inserção deve permitir 
que se processe yt por completo, antes de ocorrer um 
outro erro. 
3 - Inserir uma cadeia y na pilha de análise e reiniciar 
a análise a partir de t. 
4 - Apagar alguns símbolos do topo da pilha de análise. 
Os métodos 3 e 4 são muito indesejáveis e devem ser evitados pelas 
seguintes razões. Desde que o~ foi processada, existe uma informação 
de contexto associada a ela, que est~ contida em u.'. Adicionar y à o.', 
ou apagar parte de a', significa que se precisa alterar de maneira 
conveniente a informaç~o de contexto, e isto n~o 6 fficil de s0r fei 
to. 
Não alterando-se a pilha de an~lise, nao e preciso alterar qualquer 
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contexto, dai os métodos 1 e 2 serem preferidOs. 
Note-se que pode-se fazer o equivalente a 3 ou 4 por inserção de 1.ID'B. 
cadeia de terminais (método 2). Por exemplo, suponha que tem-se: 
a' = ... then begin <comando> 
e t = else 
/ Urna poss1vel correçao seria substituir-se begi~ <comando> por '"cornan 
do> (utilizando-se urna combinação de 3 e 4). 
O equivalente a isto pode ser conseguido inserindo-se end entre u e 
t e teríamos t S = end e lse . . . e a análise prosseguiria normalmente. 
Também pode ser viável adicionar regras à gramática que tratam os er 
ros. Por exemplo, poderia-se adicionar uma regra do tipo 
<comando de atribuição> = : = E 
para tratar o caso de se esquecer da variável a esquerda do ': =' 
Entretanto a gramática tende a, rápidarnente, tornar-se muito grande, 
além de ser muito trabalhoso alterar de forma conveniente, para tal, 
o algoritmo de análise. 
Em analisadores ascendentes de uma maneira geral, é dif{cil obter al 
guma informação fitil sobre o que pode aparecer na cadeia de entrada, 
e portanto, não se pode usar fácilrnente o contexto global, e tem que 
se contar com o contexto local, imediatamente ao redor do ponto do 
erro. 
Em [Gries, 1971] é descrito um método de recuperaça.o, similar ' a téc 
nic as usadas em vários analisadores, consideravelmente prirni ti vo. 
O programador do compilador inicia um conjunto de símbolos C, com sÍ_!!2 
bolos importantes tais como o ';' e o end. Quando um erro é detetado 
o seguinte acontece: 
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l - Os símbolos em t ~~ sao examiL- 1 dos e descartados até que 
seja encontrado um que pertença ao conjunto c. 
2 - Tem-se então um novo símbolo t. 
Os símbolos do topo da pilha de análise sao examinados 
e descartados até gue o símbolo t possa seguir legal-
mente o que restar em a'. 
Um segundo método, também descri to em [cries, l97ll 
-' 
trabalha bem com 
a técnica de matriz de transição descrita em [Gries, 1968]. Esta téc 
nica usa alguns símbolos n]_ do topo da pilhu. de análise, consideran-
do-se a' = a2 al, os quais formam a parte inicial do lado direito de 
uma produção e servem para selecionar a linha i du. matriz de transi 
çao M; o símbolo de entrada t det.ermina a coluna j. O elemento M. -
1 1 J 
e o endereço do procedimento o qual ou empilha t e pega o próximo sím 
bolo da entrada, ou faz uma redução. 
O interessante desta t~cnica, é que usualmente cerca da metade dos 
elementos da matriz representam pares ilegais (n}_,t) e então pode-se 
detetar muitas condições de erro diferentes. 
O esquema de recuperação que Gries apresenta pode ser feito através 
de um "construtor", o qual, dada urna determinada qrarnática, constrrli 
os procedimentos de recuperação de erro e preenche as entradas da ma 
triz com seus nomes. 
-- -
Portanto, as rotinas de recuperaçao de erro nao serao boseadas no 
contexto; elas recuperam sómente baseadas em n}_ e t, de uma maneira 
predeterminada. 
Relembrando, que e mais conveniente recuperar tão somente descartan-
do t ou inserindo-se urna cadeia terminal y entre (X c t, o construtor 
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deve usar os seguintes critérios para determinar como recuperar para 
um dado par (ai, t). 
1 - Se existe uma produção U·· = cti At. ... na gramática, uma 
* cadeia terminal y pode ser inserida tal que A ~~ y 
2- Se existe uma regra U:: =ui V .... 
* Tal que V ~ Zt, uma cadeia terminal y pode ser inse 
* rida tal que Z --'> y 
3- Se existe uma regra U:: = •••• Vt .... 
* Tal que V > •••• wc; 2 e W:: =ai o1 e uma regra, uma 
* cadeia terminal y pode ser inserida tal que r)l r) 2 
4 - Se nenhuma das regras anteriores se aplica, t pode ser 
descartado. 
Essas regras como poderemos verificar no pr6ximo capitulo, sao muito 
similares ~quelas usadas em analisadores descendentes, mas menos con 
texto é utilizado para tomar a decisão e isto implica na recuperação 
nao ser tão eficiente. 
íürth [1968] descreve um esquema para recuperação em analisadores de 
precedência simples, implementado no compilador PL360. 
Um ponto importante a ser observado ~ que urna construçcio incorrcLa 
deve ser detetada tão logo ela ocorra, i~..;to é, antes qu0 futuros fJCl2_ 
sos sejam dados com base no texto. 
A técnica para gramáticas de preccd.ência simples é um excelente cs 
quema neste aspecto, pois é baseada nas relações existentes entre p~ 
res de simbolos da linguagem. Se nenhuma das relações, denotados por 
<· - e · > , existirem entre dois símbolos isto implicará na impo~ 
sibilidade destes dois símbolos serem adjaccnleó; em qualquer forma 
sentencial da linguagem. A relação vazia, denotada por \." · pode· ser 
definida corno válida quando nenhuma das ontras o for. 
Ao percorrer-se a cadeia de entrada da cs~uerda para direita, o en-
contro de urna relação vazia ~ o ponto exato de deteção de uma cons 
trução errônea. O algoritmo para diaqnóstico c recupe.taçiio upresent~ 
do por Wirth [1968] não ~ baseado em princípios teóricos, sendo urna 
solução heurística. 
Existem dois pontos no processo de análise, onde construç6es ilegais 
podem ser detetadas. Considerando-se o conteúdo u"' da pilha de análi 
se: 
corrida. 
l - a relação vazia existe entre o símbolo q elo topo da P!-_ 
lha de análise e o símbolo de entraclLJ. t, então q 0 t 
Neste caso uma listet I de ~;Ímbolos de ins<:~n;.<1o c pe!: 
Se para algum m e I, q }2) rn e m fl; t, então m é in:::;erido antes de 
t e a análise prossegue. Se nenhum m é encontrado que satisfaça es 
tas condições, então t ~ empilhado. 
Não~ dito o que ~ feito a seguir neste caso, mas provavelmente a ~a 
lise continua, sendo que será detetado um erro du tipo 2 em pélssos 
subsequentes. 
2 - Não existe nenhuma regra para a qual a cadeia ui cor-
respondente aos símbolos no topo da pilha de análise ~ parte direi 
ta. 
Neste caso urna tabela de produç6es de erro é percorrida até encontrar 
urna com lado direito igual a lXi. Se e encontrada, a mensagem de erro 
correspondente à regra é impressa e a análise continua,desernpilhando 
(ti. Caso contrário, símbolos da entrada são descartadas, até poder 
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ser eliminada a condição de erro. 
Não existe uma definição formal de como se escolhe os símbolos de in 
serçao e as produções de erro adequadas, sendo a escolha baseada num 
profundo conhecimento do algoritmo de análise por parte do projeti~ 
ta do compilador e também num conhecimento antecipado de erros fre-
quentes na sintaxe. ~ claro que futuros símbolos de insevção e pr~ 
duções de erro podem ser fá.cilmente adicionadas de maneira a aumentar 
a capacidade de diagnóstico do compilador, e se este é capaz de d)ter 
informações estatísticas sobre situações errÔneas encontradas, estas 
informações podem ser avaliadas de tempos em tempos para expandir o 
conjunto de símbolos de inserção e produções de erro. 
James e Partridge [1973] aplicam métodos comumente utilizados na arca 
de inteligência artificial ao problema de recuperação de erro. A ca 
deia de entrada é comparada com a descrição da linguagem, usando uma 
estratégia descrita como uma árvore binária. Cada n6 da árvore repr~ 
senta um estágio do processo de análise e contêm os seguintes campos: 
1 - um código de estratégia que irá especificar a açzio de 
recuperaçao a ser iniciada caso o processo de comparação falhe. 
2 - os enderêços dos nós associados, são US\lillmente dois 
o primeiro indicando o próximo nó a ser usado caso a comparação tenha 
sucesso, e o outro o nó alternativo, caso contrário. 
3 - o carilctere il ser testildo no processo de compilrilÇilO ou 
o nome de um procedimento, que descreve uma subárvore, a ser chama 
do. 
As estratégias no caso de erro, -sao procedimentos, que de uma mune i-
ra geral, fazem coisas do tipo : "suponha que um caractere foj esqu~ 
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cido na cadeia de entrada", "descarte um caractere da cadeia de en-
trada e tente comparar o novo caracten::; cc n o corrente cJractere na 
árvore sintática", etc. 
Este esquema funciona a nível microscópico, ou seja, os nos da ar v o 
re binária cont~m caracteres individuais -e nao 5. tornos si n táticos , o 
que adiciona grande poder ao método, mas também acrescenta um tempo 
extra na compilação de programas corretos, o que não é desejável e 
que normalmente nao ocorre com os outros m6todos. 
Crah<1m e Rhodes [1975] apresentam um método de recuperação testado 
para linquagens do tipo LR(K). 
Analisadores para linguagens do tipo LR ( K) e seus vélri antes (SLH(K) , 
LALR(K), etc.) possuem a propriedJde (já mencionada no cJso doe; ana 
lisadores de precedência simples) de prefixo corrc~to, ou sela, tem-se 
sempre assegurado que nenhuma porç~o do texto de entrada e desneces 
sá.t:ianente };X'rCOrrida a partir cb rX)nto em qu_: um sÍrri;olo incx)rn~to é Heb, ou se 
ja, a po~ão cb texto d2 entrada já promssadél consbtui L]n pmfixo viilicb para al 
gtun prr1grama. 
No método de Graham e Rhodes, primeiro é analisado o contexto no qual 
o erro ocorre, ou seja, a fase de corr~ã~ é precedida por uma fase 
9e c~ndensação que resumo o contexto circunvizinho ao ponto de erro. 
Na fase de condensação primeiro tenta-se fazer reduções dentro da p~ 
lha de análise, precedendo o ponto de deteção do erro, que é marcado 
por um slmbolo especial guardado na pilha. 
Depois disso, tenta-se analisar a entrada imediatamente apos o ponto 
de deteção do erro. Esta análise termina quando ocorre um erro em um 
ponto futuro da entrada, ou porque a Gnica ação possível de análise 
e uma redução envolvendo parte da pilha que contém o erro detetado. 
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o propósito da fase de correçao é alterar a pilha de análise conden 
sada, de maneira que a situação de erro seja corrigida e consequent~ 
mente a pilha de análise contenha uma sequência de símbolos que pode 
ocorrer na análise de uma sentença da linguagem. Geralmente, 
rã mais de urna possível mudança que irá corrigir o erro. 
Considere-se o exemplo: 
rn: = q - 3 ; 
i = 2* (m-p) then K: 1 e lse rn: = 1 
existi 
O erro mais provável e que foi esquecido um if antes do identifimdor 
~' e o erro é detetado quando o '=' é visto pelo analisador. 
Pelo método de Graham e Rhodes, teriarnos a fase de condensação que 
analisaria até o símbolos then, tendo-se como próximo símbolo de en-
trada o identificador K. Duas mudanças são cab{veis no caso: 
( 1) considerar-se i - 2 * (m-p) then corno "<comando>;" (des 
cartando-se então a expressão i 2 * (rn-p) e o then) que pode serse 
guida por um "<identificador>" ou 
(2) inserir-~;e um if obtendo-se if i 2 * (rn-p) then 
que pode seguir o comando rn: = q-3 
O critério usado para de c i di r qué!l correçêto deve se r aplicada e o de 
utilizar a alteração que requcrd a mfninil modificaç<H> ;;ÍrnboLo ~l sírn 
bolo na pilha de análise, portanto e utilizado o critério de "distân 
cia mínima". Para tal são utilizados dois conjuntos I e D. 
Para cada simbolo na gramática, o conjunto I contém o custo de inse 
rir e o conjunto D o custo de eliminar este símbolo. 
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No caso da modificaç3.o (1) do exemplo anterior tcríarno~; que o cus to 
seria dado por: 
D(<expressào>) + D(then) + I(~comando~) +I(;) 
e no caso 2 por: 
I (i f) 
sendo que seria escolhida a alteração de menor custo. Caso o menor 
\\ ;, 
custo seja maior que um custo limite determinado à priori , símbolos 
da entrada sâo descartados at6 que se altere tal situaçao. 
Sâo definidas v~rias ·heurísticas que permitem os conjuntos I e o se 
rem determinados mecânicamente. 
l\1usinski [Jl)77J apresenta umc~ Jn('lhord noo; co;qucma'; d<~ rcc~ 
peraçao geralmente existentes para anaLi5adores de linguagens do ti 
po LALR que descartam símbolos da pilha de anZi.li se de maneira a e li 
minar a situaçâo de erro, e quando isto n~o ocorre a pilha 6 restau 
rada e símbolos da entrada sao descartados. Isto, inevitavelmente g~ 
ra uma torrente de erros espÚrios. 
O que Musinski [1977] propõe 6 que símbolos da pi.J.ha <::E ana 
lise sejam descartados até que se encontre um estado que exija que 
se percorra a entrada, e a partir dai são descartadas símbolos da en 
trada. O percurso da entrada, quase sempre ir5 parar quando um simbo 
lo demarcado r ( 1 end 1 , 1 ; 1 , e te.) da linguagem for encontrado, re in i 
ciando-se então o processo normal de anâlise. Em implementações rea 
lizadas notou-se que foram eliminadas todas as mensagens de erro es 
púrias, sendo obtida uma grande melhoria em relaç3.o aos métodos exis 
tentes. 
La France [1970] descreve um método de recuperação para lingua<Jens de 
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produções de Floyd, procurando mostrar que a_ síntaxe, a qual é usada 
para dirigir a anãlisc também pode ser utilizada para dirigir a ana 
-lise de erros, e que de fato os resultados obtidos desta maneira sao 
superiores àqueles obtidos por rotinas de tratamento de erro cons-
truidas "ad hoc". 
Conway e Wilcox [1973] descrevem a implementação de um com 
pilador PL/C que e um dialeto do PL/1. O compilador utiliza a técni-
ca de matriz de transiçâ.o e como método de recuperaçao o descri to 
por Gries [19 71]. 
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CAP1TULO 3 
3 - Análise sintática descendente e métodos de recuperação de erros 
Neste capítulo sao apresentados, de maneira detalhada, os 
diversos tipos de implementação de análise descendente e os métodos 
existentes de recuperação de erros, específicos para este tipo de ~a 
lise. 
Procurou-se apresentar em sequência os métodos de recuperaçao que a 
presentam similaridades, isto para facilitar um estudo comparativo. 
3.1 - Métodos de implementaç?io de análise descendente 
Nesta primei r o scçao dcs crc vc remcx-; diversos método~-; de f a 
zer análise sintática descendente. O primeiro é o mais genérico, mas 
muito ineficiente. Os outros silo ospccíficos pdr<l 1 inqu,Hwn~; do tipo 
LL(l), sendo que o segundo método foi o utilizado em nossa imr,lement~ 
çao. 
As descrições dos métodos apresentados <1 seguir foram extrald<1s de 
[Kowaltowski, 1979] e [Aho e Ullman, 1977]. 
3.1.1- Implementação com Retrocesso 
Est<:l. é a forma ger<1l de um analisador descendente, c1ue <1p~ 
sar de muito ineficiente ainda ~ usada em algumas aplicações esp~ 
ciais. 
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Por retrocesso entende-se repetidas análises de urna mesma 
porçao da entrada. 
Análise descendente é urna tentativa de encontrar a derivação esque~ 
da para urna dada cadeia de entrada. Isto pode ser visto corno urna ten 
ta ti va de construir a árvore de derivação para urna cadeia de entrada, 
começando pela raíz e criando os demais nos em preordern. 
Por exemplo, considere-se a gramática: 
S·· cAd 
A·· -= ab I a 
e a entrada a = cad 
Para construir a árvore de derivação, pelo método descendente, in i-
cialrnente cria-se um único nó, rotulado S. Usa-se agora a primeira 
produção de S para expandi r a árvore e obtém-se 
c A d 
corno a folha ' mais a esquerda, rotulada c, casa com o primeiro símbo 
lo de a, avança-se então para o segundo sÍmbolo de ex, e considero.- se 
a próxima folha da árvore, rotulada A. Tenta-se então expandir A lliiJ.n 
do a primeira alternativa para A e obtém-se: 
s 
I I " 
/' "" 
c A d 
/\ 
a b 
Agora casa-se o segundo símbolo de a e avança-se para o sirnbolo d, e 
-36-
considera-se a próxima folha rotulada b. 
Verifica-se então que b não casa com d, tem-se então uma falha e re 
trocede-se para A, a fim de verificar se existe uma outra alternati-
-va para A, que ainda nao foi tentada e que possa dar sucesso. 
Ao se retornar para A, também é preciso retroceder-se na cadeia de 
entrada, para o segundo símbolo a . Tenta-se então a segunda alterna 
tiva para A e obtém-se a árvore: 
c A d 
I 
a 
A folha a casa com o segundo símbolo de (X e a folha d casa com o ter 
ceiro símbolo. Desde que conseguiu-se construir a 5rvore de deriv~ão 
para a, tem-se o término da an5lise com sucesso. Se em alguma etapa 
da análise, retrocede-se a configuração inicial, depois de csqotar-se 
todas as alternativas para o símbolo inicial da gramática, então a 
análise termina com insucesso e a nao pertence a linguagem. 
Pode-se ver algumas dificuldades associadas com o método exposto. 
1 - Sua implementação pode tornar-se bastante complicada, 
pois em cada passo será necessário conhecer a cadeia de entrada e a 
arvore (ou pelo menos sua fronteira) correntes. Além disso, tem que 
se guardar todas as configurações anteriores em que foram tomadas d~ 
cisões sobre a escolha de alternativas, para poder executar o retro 
cesso. Isto requer uma estrutura de dados bastante elaborada. 
2 - ele pode ser extremamente ineficiente devido ã possib! 
lidade de haver retrocessos. 
O nfimero de operações para analisar uma cadeia pode chegar a ser uma 
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função exponencial de seu comprimento. 
3 - geralmente as decisões sobre as alternutivas entre as 
produções acarretam certas açoes por outras partes do compilador, co 
mo por exemplo, geração de instruções de código objeto, ou modifica-
ção das tabelas internas. O efeito dessas açoes terá que ser anulado 
caso haja retrocesso, e isto, em geral, é bastante complicado. 
Os problemas que acabamos de citar, fazem com que análise descenden-
te seja usada quase que exclusivamente quando se pode eliminar retro 
cessos. 
Existem algumas maneiras práticas de resolver os problemas da análi-
se descendente, tornando o método eficiente, e aplicável à muitas lin 
guagens de programação. 
A maneira mais simples de evitar retrocessos é fazer com que o alg~ 
ritmo sempre tome a decisão correta quanto à produção él ser aplicada. 
Uma classe muito simples de gramáticas para as quais isto pode ser 
feito é obtida impondo-se as restrições: 
l - Toda produção é da forma A:: an, 
onde 
~-
sao todas as <1lternativ<1s 
para o não terminal A, então os terminais a. 
l 
distintos entre si. 
silo todos 
:f: suficiente, então, modificar ligeiramente o processo de 
análise descrito, fazendo com que a escolha da produç~o seja baseada 
no primeiro símbolo da cadeia a. É Óbvio que poderá haver no máximo 
uma alternativa que deverá ser escolhida. Caso nilo haju nenhumu esc~ 
lha, isto é, a não começa com nenhum dos símbolos a. que corrcspon-
l . 
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dem a um dado nao terminal A da folha corrente, então a cadeia não e 
uma sentença da linguagem. 
Estas restriç6es s~o muito severas para serem vi~veis na 
prãtica, mas podemos generalizar a id~ia obtendo uma classe mais am 
pla de gramáticas. 
Vamos, para isso utilizar uma definição auxiliar. Seja X um sÍ@)olo 
terminal ou nao terminal. Então l/J ( x) contém todos os sÍmbolos termi 
* nais y tais que x > ya para algum ex. 
Em particular, se X é um terminal, então ~(x) {X}. 
A restrição a ser imposta agora é: 
Se A::= x
1 
lx 1 1 x2'1 2 J ... Jxnan I,\ s~o todas as alternativas p~ 
ra o nao terminal A, então os conjuntos ~(x.) sao disjuntos dois a 
l 
dois. Note-se que os X. podem ser tanto terminais como não terminais 
l 
e que ,\ pode ou não ser uma das alternativas. 
O algoritmo de análise continua muito simples so que agora ele deve 
verificar 2 qual dos conjuntos '~(X.) pertence o primeiro símbolo da 
l 
cadeia ~. Como os conjuntos devem ser disjuntos haver5 no m&ximo uma 
alternativa possível. 
Caso, se tenha a alternativa A::= À, deve-se tomar o cuidado para que 
ela não seja verificada antes de que todas o tenham sido, e então ca 
so todas as outras falhem, ela é adotada. 
A classe de gramá~icas que satisfaz esta restrição é denominadG LL(l) 
(em ingl~s, Left- to-right parsing producing ~eftmost derivation). 
O nome vem do fato de se poder analisar uma cadeia da esquerda para 
di rei ta, produzindo uma de ri vaç ão esquerda, ve ri fi c ando apenas um sím 
bolo da cadeia de entrada para decidir qual é a produção a ser apl!_ 
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cada. A definição pode ser generalizada para LL(k), K > 1. Para tais 
gramáticas podem-se obter analisadores descendentes sem retrocesso, 
se a escolha da produção a ser aplicada for baseada nos k primeiros 
símbolos da cadeia de entrada corrente. 
Toda gramática do tipo LL não possui recursao a esquerda, 
sendo esta urna característica irnportan te na construção do analisador 
descendente. 
Urna gramática G tem recursao esquerda se para um não terminal A exis 
~ * te urna de ri vaçao A > Act para algum ex Uma gramática com recursao 
esquerda leva o analisador descendente a urna repetição infinita, is-
to é, pode-se expandir A e eventualmente expandi-lo novamente, sem 
que se tenha percorrido a entrada. 
Vamos ver rãpidarnente como eliminar a recursão esquerda. 
Se temos um par de produções -com recursao esquerda da forma: 
A·· Acx I G 
onde r~ nao se inicia com A, então podemos eliminar iJ ·--recursao esque~ 
da substituindo-se este par de produções por: 
A·.= 8 A I 
A I :: = CI.A I I ), 
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De uma maneira geral então, se tivermos 
onde nenhum B. começa com A, elimina-se a recursão esquerda substi 
l 
tuindo-se as produções por: 
A::= B 1A' IB 2A' 1 ... IBnA' 
A'··= cx
1 
A' I cx 2 A' I ... I cxnA' I À 
Este processo pode eliminar todas as recurs6es esquerdas diretas (su 
pondo-se que et. # À), mas não elimina recursao esquerda 
l 
derivaç6es de um ou mais passos. 
Por exemplo, considere 
S·· Aa lb 
A·· AciSdle 
envolvendo 
O nao terminal S tem recursão esquerda pois S =:;. Aa =-=> Sda. 
Uma maneira de resolver este problema seria: primeiro eliminar-se to 
das as produções de A na forma A:: = Sn, obtendo-se 
A··= AciAadlbdle 
e agora elimina-se a recursão direta, resultando a seguinte gramáti-
ca: 
S · · = Aa I b 
A·· bdA I I c A I 
A ' :: = c A ' I a dA ' I À 
Um algoritmo, que resolva o problema desta forma pode ser construído, 
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e funcionará se a gramática nao tiver ciclos (derivaç6es da forma 
A ~+A) ou produç6es vazias (A::= \). O algoritmo pode ser visto em 
[Aho e Ullman, 1977]. 
Pode-se notar que um problema que surge com este tipo de modificação, 
é o aumento do comprimento das derivaç6es o que sera refletido num 
maior número de operaçêíes para realizar a análise. 
Este problema pode ser minorado, adotando-se uma notação estendi da p~ 
ra gramáticas, e modificando convenicn terncn te o alyori trno ele análise. 
Suponha-se que algumas alternativas para o não terminal A tem a for 
ma: 
A •• -- e y I 1\ " I I r; y · · -- ' l 1 : ' 2 ! • • • ' n 
~ \. Pode-se fatorar estas produções escrevendo: 
A • • -- (~ ( '( I y I i y ) .. -, l'2···'n 
Caso y. =À para algum i, coloca-se esta alternativa em Último lugar, 
l 
isto e, y = \ • 
n 
Usando esta notação, o algorit.rno poderá adiar a decisão sobre a esco 
lha de alternativa até que seja reconhecida a parte comum dcrivií.vel 
de :3 • 
O problema da recursão também pode ser contornado adotando-se a sub~ 
tituição da notação recursiva por urna iterativa. Assim, a ocorr~ncia 
da construção Ld numa produção denotará a repctiçêio da cadeia u zc 
ro ou mais vezes, ou sej:1, um elemento dE: r~*. 
Por exemplo, a seguinte produç~o recursiva: 
E·· E + 'I'I'I' 
sera escrita como 
E:: CC. T{+T} 
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Em alguns casos mais complicados, esta notação poderá ser combinada 
com a fatoração. 
Assim 
A··= Ac/Aad/bd/e 
pode ser reescrita como: 
A··= (bd/e){(c/ad)} 
De uma maneira geral se existirem produções da forma 
deve-se substituí -las por 
Desta maneira existirá uma Única alternativa com rc:>cursão esquerda. 
Se todas as alternativas para a nQo terminal A são dados por: 
A::= y1Jy2 ••• J 
então reescreve-se 
Esta notação indica que se o rótulo da folha corrente e A, cntZ.ío o 
alg 0 ri tmo deve reconhecer uma parte inicial da cadeia de entrada rx 
derivável de algum dos yi' e depois deve procurar zero ou mais ocor 
rências de cadeias deriváveis de R. 
Para que não haja retrocessos, adota-se a convençao de procurar o nu 
mero máximo possível de ocorrências de cadeias deriváveis de () ) . 
Para que esta convenção produza resultados corrc:>tos, deve-se ter a 
certeza de que numa forma sentencial, o n;5o terrninul A nunca pocb ser 
seguido de uma cadeia derivc''ivcl de I~. 
-42-





Esta árvore não indica mais a associação à esquerda original, nem as 
derivações diretas A >AB que estariam explícitas na árvore de de 
rivação, e o compilador deverá dar uma interpretação conveniente a 
este tipo de arvore. 
Por exemplo, considere a gramática de expressoes: 
E·· E+T[E-Ti+T[-T[T 
T·· TxF[T.;.F[F 
F·· a [b I (E) 
Reescrevendo, de acordo com a nova notação introduzLda, tem-se 
E:: (+T!-T!T) l(+T[-T) f 
T·· F{(xF[:F)} 
F·· a[b!(E) 
Dada a cadeia de entrada 
lX = -a+b*a-a 













-o que nao corresponde exatamente a uma arvore de de ri v ação e o comp~ 
lador e que deverá encarregar-se de associar corretamente os operad~ 
res +, * e 
3.1.2 - Implementação sem retro~esso, com Eilha ~xplícit~ 
Implementar an~lise descendente sem retrocesso ~ bastante 
simples. Para facilitar a exposição vai-se considerar uma gramática 
do tipo LL(l), em que não foi necess~rio o uso de notação estendida. 
Estudando-se o método geral descrito na seção anterior, vê-se que em 
cada passo é suficiente conhecer a cadeia dos rótulos das folhas da 
árvore corrente D, começando pela folha corrente. 
Esta cadeia pode então ser mantida em uma pilha, onde o elemento do 
topo sera o rótulo da folha corrente. Quando o topo da pilha conti 
ver um terminal, ele será comparado com o sÍmbolo corrente da cadeia 
de entrada, e se estes símbolos forem iguais, serão ornbos removidos. 
Caso o símbolo do topo da pilha seja um não terminal, ele será subs-
tituído na pilha pela cadeia de símbolos correspondente à al ternati 
va escolhida. O primeiro símbolo desta cadeia deverEi ficar no topo da 
pilha. 
A escolha da alternativa será baseada nos conjuntos ~ definid03 ant~ 
riormente, como também pode ser guiada (no caso de uma gram~tica 
LL(l)) por uma tabela de análise, levando-nos ao método, descrito na 
seção 3.1.4. 





pilha [1]: = 1 símbolo principal da gramática 1 
Topo: l ; fim: = falso ; 
PROXIMO (símbolo); 
repita 
X: =pilha [topo]; 
se " X é terminal" 
então se X = símbolo 
PROXIMO (símbolo) 
Topo: =topo -1; 
então 
se topo = O 
~~ Ü<! h m: = verdade i ro 
-senao ERRO 










[topo]: = X ; 
n 
[topo+l]: = xn-l 
[topo+n-1] = x 1 
= topo+n-1 
sen-ao_ se "existe uma produção da formu X:: 




se topo = O e simbolo ~ 'delimitador de final da 
cadeia de entrada' 
então ERRO 
fim ; (*ANALISE*) 
onde 
PROXIMO procedimento que pega o próximo símbolo da 
cadeia de entrada 
ERRO procedimento que efetua o tratamento do erro 
Observação: estes dois procedimentos serão usados em todas as seções 
s ubsequen tes. 
3.1.3- Implementação Recursiva 
Uma outra maneira simples e comumente usada de se impleme~ 
tar a análise descendente é através de um conjunto de procedimentos 
mutuamente recursivos. Cada procedimento corres~onde a um n~o termi 
nal da gramática, e a sua função é analisar a parte inicial da cadeia 
de entrada corrente a que pode ser derivada a partir desse não terrni 
nal. 
Tem-se então para cada ocorrência de um não terminal do lado di rei to 
de urna produção a chamada do procedimento correspondente. Para cada 
terminal, verifica-se se o mesmo casa com o primeiro símbolo da ca-
deia de entrada corrente. Em caso afirmativo, avança-se na cadeia de 
entrada, caso contrário a cadeia dada não é urna sentença. 
Par<l exemplificar este tipo de irnplemcntaçiio cDnsid~ra-sc a qram5tica: 
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s .. = Aajb 
A .. = bdB Je B 
B •• = cjad 





se símbolo t- 'b' 




senao PROXIMO (símbolo) 
fim ( *S *) 
procedimento A 
inicio 
se símbolo = 'b' 
PROXIMO (sÍmbolo) 













se símbolo = 'a' 
PROXIMO (sÍmbolo) 
então se símbolo = 'd' 
PROXIMO (símbolo) 
ERRO 
senao se símbolo = 'c' 
então PROXIMO (sÍmbolo) 
senao ERRO 
fim ( *B*) 
(*programa principal*) 
inicio 
PROXIMO (símbolo) ; S ; 
se símbolo ~ 'delimitador de final da cadeia de entrada' 
então ERRO 
fim (*recursivo*) 
Uma grande vantagem desse tipo de analisador sintático é a sua flexi 
bi li dade. Mui tas vezes é conveniente que o compilador execute certas 
ações em pontos intermediários que não correspondem à aplicação de 
produções. Isto pode ser conseguido fácilmcnte inserindo-se comandos 
apropriados em pontos correspondentes dos procedimentos recursivos. 
A implementação recursiva pode ser bastante eficiente se usu.da num 
sistema onde as chamadas de procedimentos causu.m poucu. sobrecarga. 
Na prática os analisadores descendentes recursivos sao bastante uti 
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li zados, conjugados algumas vezes com outros métodos. 
3.1.4- Implementação orientada por tabela, com pilha explÍcita 
Para evitar a neCEssidad2 d2 uma linguagem recursiva, consi 
dera-se também os métodos com pilha explícita (vide 3.1.2), onde a 
pilha é montada pelo analisador, ao invés de o ser pelo sistema de 
execuçao da linguagem na qual o analisador é implementado. 
O analisador orientado por tabela é um modo eficiente de 
implementar análise descendente. O esquema de um an;:llisador tabular 
pode ser dado pela figura a seguir. 
pilha ,_____, 
xl 




r-----~-~- - -- --, 




I TABELA DEl 
L_ANÂLI SE;_j 
L-~----
. -----------. saída 
O analisador orientado por tabela tem uma entrada, uma tabela de ana 
lise e uma saída. A entrada cont6m a cadeiél a ser analisada seguida 
por um demarcador de final (&). A pilha contém uma sequência de .. s un 
bolos da gramática precedida por 1 &1 , marca de base da pilha. 
Inicialmente a pilha contém o símbolo inicial da gramática precedido 
por 1 & 1 • A tabela de análise é uma matriz bidimens ional com entradas 
de forma M[A, a], onde A é um não terminal, c a é um si:mbolo terminal 
OU I & I • 
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O analisador é controlado por um programa que funciona da seguinte~ 
neira. O programa determina X, o símbolo do topo da pilhu, e él o sím 
bolo corrente de entrada. Estes dois símbolos determinam a açao do 
analisa dor. 
Existem três possibilidades: 
l Se X a '&', então termina u unálise com sucesso. 
2 Se X a# '&' o analisador retira X da pilha e avan 
ça na entrada para o próximo símbolo. 
3 - Se X e um nao terminal, o programa consulta a entrada 
M[X,a] da tabela de análise M. Estu entradu pode ser 
tanto uma produção de X como uma entrada de erro. Se, 
por exemplo, M [}c, a] 
substitui X no topo da pilha por x
1
x 2 ... xn (com x1 
no 
topo). Se M[X,a] = erro, o anulisador transfere contrô 
le para uma rotina de recuperação de erro. 
o esquema do procedimento que faz a análise orientada oor Tabela p~ 
de ser visto a seguir: 
.12rocedimento TABULAR ; 
inicio 
pilha[)] 
Topo: = 2 
'&' ; pilha[2]: = 'S' 
PROXIMO (sÍmbolo) 
x: pilha [topo J 
se (x é terminal) 
então se x = '&' 




então topo: topo-1 
senao ERRO 
senao se x = símbolo 
topo: = então ---- PROXIMO topo-1 i (símbolo) 
senao ERRO 
M[x, símbolo]= (x::=x1 x2 ... xk) 
pilha [topo]: = xk i 
pilha [topo-1] : = ~-l 
então 
pi lhu [topo+K-1]: x 1 
topo: = topo-tK-1 
senao ERRO 
até que topo O 
fim (*TABULAR*). 
Em todos os exemplos a seguir vai-se condiderar a gramática: 
E.. TE I 
E'··=+ TE'IÀ 
T:: = FT I 
T'::= * FT'!À 
F:: = (E) I a 
A tabela de unálise desta gramática pode ser vista na fig~ 
ra a segui r. 
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a + * ___ ) -~ & 
E E·· =TE' 
E I E I •• = + TE I 
--
T T .• = FT I 
T' T' .. = À T I • • = * FT I T I •• 
F F·· = a I F • . = _(_E_)-~· 
As entradas em branco sao as entradas de erro. Mesmo 
sido dito como construir esta tabela pode-se ver que 
a + a * a o analisador orientado por tabela fará os 
cri tos a segui r: 
pilha entrada 
& E a + a * a 
& E' T é1 + é1 * a 
& E' T' F é1 + a * a 
& E' T' a a + a * a 
& E' T' + (J * a 
& E' + a * a 
& E' T + + é1 * a 
& E' T a * a 
& E' T' F a * a 
& E' T' a a * a 
& E' T' * a 
& E' T' F * * d 
& E' T' F a 























& E I TI & 
& E I & 
& & 
3.1.4.1 - Funções PRI e SUe 
Define-se agora como preencher as entradas da tabela de a-
nálise. 
Necessitam-se duas funções associadas com a gramática G. Estas fun-
ções irão determinar como preencher as entradas de uma t.:1bela paril 
G, se tal tabela existi r. 
A primeira delas denominada Primeiro, que denota-se por PRI j5 fui 
parcialmente definida na seção 3.1.1 atrav~s da função ~-
Se ,'( ~ uma cadeia de símbolos da gramática PRI (n) e o conjunto do ter 
minais que iniciam cadeias deriváveis a purtir do n. 
* - - -Se a ___.....;'> À en tao À tambem esta em PRI ( ct) 
Denota-se a função Sucessor por sue. Define-se sue(A) p.:lr<:l um nao ter 
minal A, como sendo o conjunto de terminais ~que podem aparecer ime 
diatamente à direita de A em <1lguma forma sentencial, ou seja, 
S ==>* o.AaB para algum ex e B. Se A e o símbolo mais à direi ta de alg~ 
ma forma sentencial, então À está em SUe(A). 
Antes de se ver como c<1lcular PRI (lx) para qualquer cadeia rt, vai-se 
definir como calcular o conjunto PRI(X) para todos os símbolos da 
gramática. Para tal, aplica-se as seguintes regras at~ que nenhumter 
minal ou À possa ser adicionado a qualquer conjunto PRI. 
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1- Se X e um terminal, então PRI(x) é {x} 
2 - Se X e um não terminal e X:: aa e uma produção, então 
adicione a a PRI(X). Se X::= À é uma produção então adi 
cione À a PRI(X). 
3 - Se X:: Y1Y2 ... yk e uma produção, então para todo i tal 
que todos y 1 ... yi-l sao nao terminais e PRI(yj) contém 




... yi-l --!À), adi 
cione todos os símbolos diferentes de À em PRI(y.) a 
l 
PRI(X). Se À está em PRI(y.) para todo j 1,2, ... k,e!:!_ 
J 
tão adicione À a PRI(X). ~bom observar que, em part! 
cular pode-se ter i=l. 
Agora pode-se calcular PRI para qualquer cadeia x
1 
x2" .. xn como segue: 
Adicione a PRI(x1 x 2 ... xn) todos os símbolos não nulos de 
PRI(x
1
). Também adicione todos os símbolos não nulos de PRI(x2 ) caso 
.\ esteja em PRI (x
1
), e todos os símbolos não nulos de PIU (x 3 ) caso À 
esteja em PRI(x 1 ) e em PRT(x2 ), e assim sucessivamente. 




... xn), se para todo i, i.o.:l. .. n, PRI 
( x . ) contém À • 
l 
Para calcular sue(A) -para todos os nao terminais A, aplica-se as r e 
gras seguintes clté que nada mais possa ser adicionado ao conjt..nto sue. 
1 - À está em sue(S) se S é o símbolo principal de G 
2 Se existe a produção A:: ct I3 (~, então tudo que está em 
PRI(S), menos À, está em sue(B) 
3 - Se existe a produção A::= rtB, ou a produção A::= rx B R 
onde PRI (S) contém À, então tudo que está em sue (A) es 
tá em sue (B). 
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Para exemplificar, vamos considerar a gramática exemplo, e teremos: 
PRI(E) = PRI(T) PRI(F) = {( , a} 
p RI (E I ) { + À } 
p RI ( T I ) = { * À } 
S UC (E) SUC(E 1 ) {) 
sue (T) SUC(T 1 ) = {+ I ;\} 
SUC(F) = {+ I * I ) À} 
3.1.4.2 - Construção da tabela de análise 
A idéia do algoritmo de construção é simples. Suponha que 
A::=~ e uma produção com a em PRI(~). Ent~o quando o analisador ti 
ver A no topo da pilha e~ como corrente símbolo de entrada, pode-se 
* expandir A para a. A Única complicação ocorre quando ex = À ou ex ~ À 
Neste caso pode-se também expandir A para À 
1 
se o corrente símbolo d? 
entrada está em SUC (A) , ou se o demarcado r 1 & ' for encontrado e ~ es 
tá em SUC(A). 
O algoritmo de construção pode se r descri to por: 
l - Para cada produção A:: = a da gram~tica faça os passos 
2 e 3. 
2- Para cada terminal a em PRI{ex), acrescente A:: (~ a 
M[A,a]. 
3 - Se À está em PRI (ex), acrescente A:: = ex a M [A,b] para c~ 
da terminal b em sue (A). Se À está em PRI (ct) e em SOC{u) 
adicione A::= a a M[A,&] 
4 - Faça cada entrada indefinidu ser uma entrada de erro. 
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~ bom observar que sómente para gramáticas do tipo LL(l), tem-se a 
tabela corretamente montada, sem entradas múltiplas. 
3. 2 - Métodos de recuperaçao de erros 
-Nesta seçao sao apresentados mais detalhadamente os rrétocbs 
existentes para recuperação de erro, específicos para analisadores 
descendentes. 
Alguns dos métodos foram por nos implementados em um analisador sintá 
tico, com pilha explÍcita sem retrocesso, para a linguagem Pascal. 03 
resultados dessas implementações são discutidos no capítulo quatro. 
De uma maneira geral os métodos de recuperélção giram em tor 
no de um método bastante simples e grosseiro denominado método de 
pânico (em inglês, "pani c-mo de") que foi usado independentemente por 
várias pessoas. Neste esquema quando um erro c~ detetado, avélnça-se na 
entrélda até que um de uma classe especial de símbolos (geralmente os 
símbolos considerados delimitadores de comando), tais como o 
o ·~nd' seja encontrado. 
I • I 
I ou 
Então, se estiver sendo utilizada uma implementação com pilha de ana 
lise explÍcita retira-se elementos da pilha até um símbolo que torne 
o atual símbolo de entrada válido. Para isso poderia ser utilizado 
um procedimento da seguinte forma: 
procedimento PÃNICO 
inicio 
S: ''conjunto de delimitadores de comando" 
( * símbolo = corrente símbolo de entradél *) 
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repita 
enquanto símbolo ~ S 
faça PROXIMO (sÍmbolo) 
recupera: = falso ; topo1: = topo 
repita 
se pilha [topo1] é terminal 
então se pilha [topo1] = símbolo 
então recupera: = verdadeiro 
senao topo1: = topo1-
senã~ se símbolo € PRI (pilha [topo1]) 
então recupera: = verdadeiro 
senao topo1: = topo1 - 1 
até g~~ (recupera) ou (topo1 = O) 
~§. nao recupera 
então PROXIMO (sÍmbolo) 
~enao topo: = topo1 
até que (simbolo = delimitador de cadeia) ou (recupera) 
f i m ; ( * P AN I CO* ) 
Vejamos alguns resultados, da implementação, feita por nos, deste rr.e 
todo. 
Como linguagem analisada foi o Pascal, o conjunto S é composto por: 
I • I 
I , else e o símbolo delimitador de cadeia. 
Um dos maiores problemas deste método, é que na busca de um delimita 
dor muitos símbolos de cadeia de entrada são descartados e consegue~ 
temente muitos erros deixam de ser detetados. 
Vê-se isso no exemplo a seguir: 
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program P ; 
var Q., a ail , top, ac, 1: array [1. .k) ~f intege.!: 
t 1.1* esperado , * 
X: l 
end. 
Ao ser detetado o primeiro erro (indicado por 1 t ') a cadeia de entra 
da é descartada até o 1 i 1 deixando de ser dctetados os outros dois 
erros existentes (indicados por 1 * 1 ). 
Um outro problema verificado, é que devido a função dupla do 1 i 1 no 
Pascal (delimitador de comando e de declaração),tem-se as vezes uma 
recuperação prematura, ou melhor, no procedimento de recuperação a 
pilha é acertada em um ponto anterior ao ponto real de recuperação. 
Vejamos um exemplo disto: 
program Pi 
function F (var x: ~rray [1.. max] :?.i integer): in te~.!: 
tesperado identificador 
Var q: integer 
tesperado var ou ~dentificado.!: 
x: l 
end. 
Devido ao erro ocorrido na declaração dos parametros, a entrada foi 
descartada até o próximo 'i 1 e a pilha e acertada de maneira a conti 
nuar a compilar a lista de parâmetros. t; encontrada a declaração da 
variável q e o compilador continua esperando declarações de "' param~ 
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tros e daí a deteção de um erro ao encontrar o begi~. 
Tem-se a seguir mais alguns, dos exemplos processados: 
program P ; 
var nodat, norels, noreturned: integer 







x: = 1 
tesperado begin 
Neste caso ao não ser encontrado um ';' esperado o texto é descartado 
até encontrar o primeiro ' . ' f , sendo portanto descartada a declara-
ção de função e então ao ser encontrado o ';' da declaração de par~ 
metros ele é encarado como o delimitador da parte de declarações 
do programa sendo então detetado um erro espc{rio, pois o próximo sí~ 
bolo esperado é o Q§..sr!:_~ que inici<1 o corpo do programa principal. 
Daí o texto vai ser descarta do até o end sendo este entendi do corno 
fim do corpo do programa e em consequência disto é detetado o outro 
erro espúrio, pois após o end é então esperado o ' 
program P; 
var I: real 





Note que no exemplo acima a recuperaçao somente e feita no end c:Eixan 
do de ser detetados diversos erros. 
program P 
const A [l] = lO i A[2] = 15 i A[3] = 25 i A[4] = = 35 
tesperado tesperado = tesperado = tesperado = 
v ar q: in teger 
x: l 
end. 
Analisando nossos resultados concluí-se que o grande problema do me 
todo de pânico é o descarte de grandes partes do texto de entrada, 
deixando de detetar vários erros c introduzindo outros tantos. Será 
fácil perceber que em quase todos os métodos eles cri tos nas próximas 
seçoes, a preocupaçao básica é tentar minimizar este problema. 
Um exemplo real de implementação eles te rné todo é o uti li zudo no cornp~ 
lado r Algol- B6 70 O, onde toda vez que é encon truclo um erro, um pro c~ 
dimento da seguinte forma é chamado: 
procedimento ERRO(n) 
início 
( * e s c r e v e mensagem de e r r o n * ) 
repita 
se símbolo ='begin' 
então COMANDO 
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senao PROXIMO (símbolo) 
até que (símbolo 'end') ou 
(símbolo '; ') 
fim ; (*ERRO*) 
Nota-se que para adicionar uma melhoria ao método e evitar que partes 
significativas do texto de entrada sejam descartadas toda vez que e 
encontrado um 'begi!!_' o cont~·ôle é transferi do para o procedimento 
que compila <comando> (dado que a implementação é recursiva) in de 
pendente de se estar em condição de erro. Após a compilação de <coman 
do>, retorna-se ao procedimento de recuperação, o qual sómente termi 
nara ao encontrar um delimitador ('enQ', '; '). Como a implementação 
é recursiva não é feito o acerto na pilha de análise, e isto está im 
plícito na transferência de controle entre os procedimento. 
Se estivéssemos utilizando uma implementação com pilha explícita, bas 
taria ao invés de chamar um procedimento COMANDO, colocar na pilha 
o lado direito da produção que descreve <comando>, juntamente com al 
guma indicação de quese está em recuperação, e na saída do procedille!!_ 
to de recuperaçao fazer o acerto na pilha. 
Foram processados alguns exemplos utilizando este compi 1~ 
dor e os resultados foram satisfatórios, mas deve ser levado em con-
ta a estrutura de blocos da linguagem Algol. Vejamos um dos exemplos 
processados: 
integer Erocedure T 
begin 
integer x , t , k boolean b 
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b: true i ---
i f b be_gi_~ 
tThen cxpected 
x: t + k 
t: t + 2 
}semicolon expccted 
t: ::: t - -
turithmctic primary cc1nnot start 
wi th rrhi s 
end i 
'l'h e n k : = x + t 
t- no s ta tcmen t con s t art wi t.h Th i s 
tarithmetic primCJry c,mnct slort 
wi th This 
n: x + t 
y: y - s 
end 
k: k + l 
cnd 
end 
3. 2 .l - Hétodo de Turner 
Em [Turner, 1977] cstil descr:ito um método ele recuperaçao 
-onde supoe-se que o erro encontrado e de primeira ordem, ou seja, in-
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serçao erronea, omissão ou erro de transcrição de um símbolo simples 
e que erros diferentes destes ocorrem muito raramente. 
Segundo o autor, a vantagem do método e que ele requer muito pouoo CD 
digo extra (cerca de doze linhas) e é muito geral, n~o envolvendo ne 
nhum conheci:nento especial (no forma de tu.belas, por exemplo) da pa~ 
ticular gram~tica analisada. 
Para maior clareza do método, vu.mos exemplificá-lo supondo il imple-
mentação recursiva do analisador. 
Será considerado o seguinte trecho de gramática como exemplo: 
<comando repetitivo~ while <e xpres suo~ do 
<comu.ndo 
, comJndo > f 
un ti _l ,:e xpressZío' 
O método de análise que estamos supondo prevê um procedimento paru 
cada não terminal da gru.máticil. 
Incluindo diagnóstico de erro, segundo 'l'urnQr, ter:Íu.rnos pura 
do repetitivo~ o seguinte procedimento: 
2rocedimento COMREP ; 
inicio 
se TEM ( 1 Whi le") 
então 
(I. EXPRESSÃO 
)VERIFICA ( 1 do 1 ) 
kOMANDO 
sena~ se TEM ( 1 repeat 1 ) 
então ~
OMANDO 
enquanto TEM ( 1 ; 1 ) 





senao MENSAG ( 'comrep') 
fim ; (*COMREP*) 
·~ 
Os procedimentos VERIFICA, MENSAG e TEM sao de finiclos du seguinte m~ 
nci r a (observe que por enquanto, sõmen te es tZi se f uzendo o di aCJnÓs t_~ 
co do erro): 
procedimento TEM (s: cadeia) 
fim 
inicio 
se símbolo = s 
então 
rPROXIMO (sÍmbolo) 
'L'TEM: = ~erd~deii:o 
senao TEM: falso. 
booleano 
procedimento VERIFICA (s: cadci a) 
inicio 
se símbolo = s 
então PROXIMO (símbolo) 
senao MENSAG (s} 
fim 
procedimerto MENSAG (s: cadeia) 
inicio 
erro : = v e r da de i r o ; 
'E~screve mensagem de erro' 
fim ; 
O procedimento PRÓXIMO (símbolo) pega o próximo símbolo da cadei<1 de 
entrada colocando-o na variável símbolo i1 v a ri áve 1 erro inibe a exe 
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cuçao do programa compilado. 
Note-se que ao ser detetado um erro, provavelmente haverá uma seque~ 
cia de mensagens de erro espúrias, devido ao fato do compilador po-
der ter tomado um caminho errado em seu progresso através do tExto 
de entrada. 
Isto é altamente indesejàvel, pois irá interferir na deteção de erros 
reais, além de confundir o usuário. 
Para resolver este problema, Turner introduz uma nova variável deno 
minada recupera que funciona como uma chave, sendo ligada toda vez 
que o procedimento MENSAG é chamado. A recuperação do erro e efetua 
da transferindo-se o controle para o próximo ponto no comp~i lado r o~ 
de seja requerido um determinado símbolo, c então o texto de entrada 
é descartado até encontrar este símbolo. Para fazer isto, quando oco!:_ 
re um erro retorna-se o controle ao compilador como se tudo estives 
se bem, e e~>pera-se pela próxima chamada do procedimento VERIFICA. 
As seguinte~; modificações são necessárias para que este esquema de 
recuperação funcione: 
procedimento VERIFICA (s: cadeia) 
inicio 
se recupera 
enquant_<2 símbolo < > s ~~ PROXIMO (símbolo) 
então PROXIMO (símbolo) 
recupera: = falso 
senao se símbolo = s 
então PROXIMO (sÍmbolo) 
senao MENSAG (S) 
fim (*VER[FICA*) 
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procedimento 1\ffiNSAG (S: cadeia) 
inicio 
se nao recupera 
então 
ferro: - verda•kõiro 
~recupera: = verdadeiro 
les creve mensaqem de erro 
fim ( *I\1ENSAG*). 
Podemos ver que a recuperaçao nao ser5 eficiente se dois sÍ~1olos vi 
zinhos forem incorretos e neste caso pode-·se ter umil largil porçao do 
texto de entrada descartada e provavelmente a recuperaç~o serã feita 
em um ponto errado podendo introduzir erros. No pior dos casos qua~ 
do um símbolo esper,!do se Cõncontr,!r na entrad0, todo texto res-
tante serã pulado, mas isto n~o deve acontecer com frequ~ncia visto 
que o autor considera a maioria dos erros como sendo de prin~ira or 
dem c portanto sempre se cncont rar5 um dctcrrnin.:1do sírn!Jolo procurado. 
Pode-se ver um dos exemplos de nossos tt~stc•s onde tem-se cJrande paE: 
te do texto descartado. 
2_rogram P i 
var i: real 
const lO i A[2] 15 A[ .. 3Í ' _ _I 25 l\ [4 I 3 
tesperado beqin 




Note que neste caso, n~o há melhora nenhuma em relação ao método de 
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~ .... . 
panlco, mui to embora deva ser considerado que o erro nao e de prime~ 
ra ordem. 
Observe o exemplo a seguir. 
progran P 
const A[l] = lO ; A[2] 
~sferado ~ 
1 esperado 
Af'5] = 50 A [6] 
var q : integer 
y• = l 
end. 
= 15 A [3] 25 A[4] 35 
75 
Neste caso ét recuperaçao é bem pior que a do método de pêmico. 
Ao ser dctcti:ldo o primeiro c1~ro é dcscélrtado o texto ulé o 
próximo símbolo requerido que no cuso c um numero. Ent3o i..l recupera-
çao e feita prematuramente no l c então é detetéldo o sc<Jundo erro. 
Daí o texto é descartado élté o próximo símbolo requerido que no caso 
e o begin. 
Observando-se exemplos desse tipo, conclui-se que o método 
poderia ser melhorado se também em cada buscu a um símbolo fo~~scm ron 
siderados os símbolos delimitadores. Se isto fosse feito, teríamos , 
no exemplo anterior todas as de c lar ações de constantes compi lacas e 
mui tos outros erros detetados. 
Este tipo de alteração, de acôrdo com as indiossincrasius du lingua-
gem tornariam o método mais poderoso o que de certa rnanei r a é feito 
no método de WIRTH descri to na próxima seção. 
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Em nossos testes foi verificado com frequência a inserção de erros, 
do tipo do exemplo a seguir: 
2rogram P 





Depois de reconhecido o if é aceita a vari5vc1 x como exprcs:;ao c él 
seguir é esperado o then. -Como e encontrado o 1 • =' 1 é de te ta do um erro, 
sendo agora procurado um comando. 
Como um número pode iniciar um comando com rótulo, -él recuperaçao -e 
feita no O, sendo então detetado um erro no then pois o próximo sím 
bolo esperado é o 
Portanto, mesmo em um erro de primei.ra ordem tem-se a inserção de er 
ros espúrios. 
Vejamos mais alguns exemplos de nossos testes: 
program P ; 
funcition topsort (var x: ordcr , ~.0:!: y: sorte d , 
\c~:; pc r a do) l 






Observe que neste exemplo, embora n~io s0~ja perceptível a primeira vis 
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ta, ocorre um outro problema do método. Suponha-se que ao procurarum 
símbolo, seja encontrada uma outra subestrutura que também cont~m e~ 
te símbolo, neste caso teremos a recuperação feita prematuramente, le 
vando a se ter texto de entrada descartado ou introdução de erros. 
No exemplo anterior depois de detetado o primeiro erro o símbolo pr~ 
curado foi c 1 : 1 e portanto sorted é considerado como tipo da função 
e daí a deteção do erro seguinte, pois então era esperado o 
O mesmo problema é verificado no exemplo a seguir: 
2.rogram FAC'I'ORIAL 
var ffact, fst x, m: integer 
begin 




I • I , 
Neste caso 20 ser detetado o erro o próximo símbolo cspc:rado é um ic"E_!l 
tificador qt:.e daria o tipo das variáveis ffact e fst. Então a recup~ 
ção é feita no x e daí ll introdução do erro scquinte. Observe que es 
te também é o caso de um erro de primeira ordE~m. 
Vejamos mais dois exemplos: 
program P ; 






l : array [1 ... k) of integer 
t cspe r a do i den ti L cador 
I esperado] 
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Aqui tem-se exatamente o mesmo problema citado no exemplo anterior. 
2rogram P ; 
function F(var x: array [1. .max] of integer): integer 
t esperado identificador 
v a~ Q: in te ge r 
x: l 
end. 
tesperado I • I I 
Neste caso o m~todo funciona satistat6riamente. Ao ser de 
tetado o primeiro erro o texto é descartado até o pr6xirno símb0lo re 
querido que no caso e o 1 ) 1 e a recuperaçao é feita corretamente. 
Pode-se verificar que mesmo com erros de primeira ordem o método nem 
sempre efetua a recuperação satisfat6riamente. Se o erro não é de pr:!_ 
meira ordem, o que ocorre com frequência, o método torna-se bem ine 
fi ciente. 
3. 2. 2 - Método de Wi rth 
Wirth [1976] sugere um método bastante simples para tratar 
de erros ~·in tá. ti c os quando uti 1 i z.:Jm- se' <1n ,:ll i s a do rc·~; des cc~ n dentes re 
cursivos. Wirth postula duas rcgrus, as quais ele acha que devem ser 
levaêa.s en conta ao se planejar o método de re cupe ruç ao de erro: 
a - -1- se apos o diaqnostico de um erro illcrurnél oarte do texto 
de entrada tenha que se r dcs cartad<1, deve~ ~3c r leva elo em conta q uc qu~ 
se todas étS linguagens de programaçao possuem al qumas palavras chave 
sem uso dúbio e que portanto n,Ío devc·m se r dos ca rt<J das, pois se~ rvr_;m 
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para continuar a análise em um passo determinado. No caso do Pascal, 
seriam palavras tais como o begin, ~_!, ~~il~, procedure, etc .. 
2-a d d - · eve-se, quan o necessarlo, descartar o texto de entra 
da depois da deteção de um erro até um próximo símbolo que possa se 
guir corretamente a construção sentencial analisada. Isto irrplica, no 
caso da implementação recursiva, que todo procedimento do analisador 
precisa conhecer no momento de sua ativação, o conjunto de símbolos 
que o podem segui r. 
A partir daí, em um primeiro passo, Wirth provê todos os procedimen-
tos de análise de um paràmetro explícito que especificará os possí-
veis símbolcs que podem seguir a construção sintiltica analisi1c1i1 por 
este procedimento. E na entri1da de cada procedimento Wll teste explÍ-
cito é incll:{do que verifici1r5. se o próximo símbolo c1i1 cadeia de en 
trada pertence ao conjunto de símbolos que iniciam a construção ana 
lisada e se não pertencer símbolos da entrada são descartados até en 
contrar um que pertença. Mas isto, as vezes, pode ser muito desastro 
so, ou seja, o conjunto de símbolos pode ser muito restrito o que im 
plicaria em grande perda do texto de entrada (o que acontece com o 
método de Turner da seção anterior). 
Wirth sugere, então, <1dicionar <1 este conjunto palavras cha 
ve que especificam o início de uma construção sint5.tica, e que por-
tanto não deve deixar de ser i<:Entificada c analisada. Portanto, os sím 
bolos passados como parâmetro aos procedimentos são ac;ora símbolos 
dc_Earada e não somente símbolos sucessores de uma determini1da cons-
trução sentencial. Isto se assemelha à idéia do método de recupera-
ção utilizado no Algol B6 700 onde durante a lT'Cl.J):X'ril\;ao de erro é i den 
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tificada E~ analisada a estrutura básica do 1\lyol que é o bloco. 
O conjunto de símbolos de parada, no caso do Pascal, ~,;eria inici.ado 
por i denti_ fi cadores de declaração ( va ~> cons!:, .!:YE~> 2roce dure, func 
l<:1bel) ---- e por ~~in, e se ri a gradualmente aurnen tado por sírrbolos 
que seguen construções, a medida que se vai penetrando na hierarquia 
da definição da linguagem. 
Vamos ent2io ver, de uma maneiru. geru.l, o funcionamento do método, da 
da em [Kowol towski, 19 79]. 
Suponhamos que a rotina P do compilado r (correspondente ao 
nao terminal <p> da gramática) chama a rotina Q (correspondente ao 
nao terminal <q>). Seja sl o conjunto de símbolos terminu.is que poc:Em 
aparecer no início de uma cadeia derivado de · q> e seja s2 o con juQ_ 
to de símbolos ternünais que podem scqui.r uma cu.deia dc:rivacla de --q>, 
numa c a de i a de ri v a da de <, p > 
Para maior flexibi li da de do esquema é utilizado um procedi rncn to den~ 
minado TEf·TE. Este procedimento terá trôs par~Hnetros ~; 1, s2 e Q_, on 
de n identifica a mensagem de erro a ser emitida. Tem a seguinte for 
ma: 
pro c e di me L t~ TESTE ( s 1 , s 2 símbolos n: mensaqcm) 
início 
se símbolo ~ s1 
escreve mensagem de erro n 
então sl: =s1 Us2. 
enquanto símbolo ~ s 1 .!~0. PROXIMO (símbolo) 
fim (*TESTE*) 
A rotina F ao chamar a rotina Q, deve passar-lhe como parâmetro, o 
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conjunto s2 aumentado com os símbolos que foram passados a própria P 
(conjunto de símbolos de parada). A rotina Q deve começar pela chama 
da de TESTE ( s1, s2, n). Se após o retorno de TESTE o próximo símbo 
lo pertence a s1, então Q prossegue a compilação. Caso contrário, o 
controle volta a rotina P, que deve prosseguir se o próximo símbolo 
pertencer a s2, ou então pode voltar por sua vez à rotina que a cha 
mou. 
Pode-se ver então, como seria o procedimento que analisa a seguinte 
construção: <expressão> .. = < expr. simples> { < relop>< expr. simples:>} 
< re l op > :: = I < I > I <> ! <= I > = l in 
procedi mente~ EXPRESSÃO (s: símbolos) 
início 
s 1: 'símbolos que iniciam < expr. 
TE S TE ( s , s 1 , k ) 
se símbolo € s 
então 
rs 2 : = s í mb o 1 os de < r c 1 op " 
I 
\ EXPHSIMPLES ( s u s2) 
I 
1 ~nquan t:2_ símbolo e s 2 
simples', 
\ tROXIMO (símbolo) 
L 
~3. 
- EXPRSIMPLES ( s U s2) 
fim (*EXPRESSÃO*) 
' 
O esquema apresentado tem a propriedade de tentar recuperar, retroc~ 
dendo dentro do passo da an5.lisc, descartando um ou mais símbolos do 
texto de ent.rada. Esta estrat~gia não 6 muito feliz, quando o erro ~ 
a omissão de um símbolo. Mas estes tipos de erro, como j5 menciona-
mos em seçoes anteriores, estão praticamente restritos símbolos 
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que possuem função puramente sint5tica (como o '; ') c que portanto 
nao representam ações. 
Vejamos alguns exemplos de nossos testes onde temos omissões de sím 
bolos. 
program P 
var Q, a ail top , ac 
r e!perado : 
I esperado 
array Íl. .. k) o f in tege r 




for i: l to mt1x y i i I = O 
t es pc r a do elo 
x: 1 
end. 





: cspc rc1du 
Pode-se ver que em se tratando de ornissZw de sírnl;olo com função so-
mente sintática o método funcion<l S<ltisfatci'ri<lmente. Vejamos outro e-
xemplo de omissão: 
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program P 
Matrix (narne: char , L 
1esperado begin 
begin 
X: = l 
end. 
boolean , P boolean 
Neste exemplo, ve-se o quanto é desastroso o esquecimento de um sírn 
bolo, que implicaria em uma açao (no caso o begin ou pro_çedurP). Ten 
do-se um grélnde descarte do texto de entrada. No co.so, ao ser de teta 
do o erro o texto é descartado até o beg~~-
Um outro porto a considerar-se e que devido ao fato do conjunto de 
símbolos sucessores ir sendo aumentado por certas palavras chave, p~ 
de levar a ter-se urna recuperação prematura, c o analisador pode se 
comportar ccrno se um símbolo esquecido (ou esperado) tivesse sicb en 
con trado. Isso as vezes é bom que seja f e i to (como pode-se vc r em e-
xemplos anteriores), mas às vezes é muito desastroso. Vejamos um exem 
plo: 
program P ; 
function F(var x array [1 .. rnax] o f intege r) : in tege r ; 
i esperacb ld?ntificaebr l esperado ; 
1esperac1o ) 
va_E q: integer 
begin x: = 1 end. 
i esperado 
Observa-se que depois da deteção do primeiro erro, a recuperaçao e 
feita ao se encontrar a variável ma~, supondo então que este cro o 
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identificador esperado e daí a inserção dos dois erros subsequentes. 
f: a isto que denominamos recuperaçao prematura. 
Tem-se a seguir mais alguns exemplos tirados dos testes feitos em nos 
sa impleme~tação: 
program P 
i f x : = O t :1 e n x : = l 
i espe raào Then 
I esperado 
end. 
Observa-se que este mesmo problema ocorre com o método de Turner (vi 
de seção anterior) 
2rogram FACTORIAL ; 
var ffact , fst x, m : integer 
r esperado 
begin x: = l end. 
Neste caso a recuperaçao e feita no próprio 
const n = lO ; 
const mx = 20 * ---
t cspe r a do 
begin x: = l end. 
I • I , 
Neste caso a recuperação é feita novar dcixundo de serem detetados 
dois erros: o segundo const e a falta de 
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I ' , (indicada por *) 
begin 
for k1: =to rtoelems do x: = l 
lesperado expressao 
end. 
Neste caso a recuperaçao e feita no ponto correto ou seja no próprio 
to. 





Mais um exemplo de recuperaçao prematuril que no caso c feita no l o:m 
si de r ando-o como rótulo de comando. 
program P ; 
begin ; 
proced,_Jre FACTR (n: intege r 
1 esperado end 






Aqui depois da deteção do primeiro erro é descartado todo o texto até 
o end e daí a deteção do segundo erro, pois este end é considerado co 
mo o final do programa. 
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Amrnan [1977] utiliza-se deste método de recuperação de erro. 
Nessa implementação o conjunto de símbolos de parada não é determina 
do da maneira sistemática que Wirth propõe. A escolha de alquns sírn 
bolos provávelrnente é baseada tanbém na experiência do uso da lingu~ 
gem e das características da mesma, visando urna melhor recuperaçao. 
A menos dessas pequenas alterações, o funcionamento básico da irnpl~ 
men tação de Arnman é o proposto por Wi rth. 
Vanini e Burnier [19 78] descrevem a implementação de um gerador de 
compiladores com tratamento aut.omático de erros. O compilador gerado 
6 descendente com pilha _explÍcita sem retrocesso, c o mecanismo de 
tratamento e recuperação de erro é essencio.lmente o mesmo descrito 
por Wirth, soque adapto.do a este tipo de implcmentaç3.o do analisacbr. 
Quando ocorre algum erro sintiÍ.tico continua-se a an51ise iqnorando-sc 
~;Ímbolos na cadeia de entrado até encontrar d] qurn '~Írnbolo que~ possa 
iniciar uma das derivações "esperando na pilha". O procedimento bási 
co p0. r o. rc cupe raç0.o de c rro~; é o se qui n te: 
~o c e di me I! to E rum 
inicio 
s: ~ ; 
~ra todo símbolo t na pilha 
faça s : = s U P RI ( t ) 
enquanto símbolo tis 
fa~ PROXIMO (sÍmbolo). 
t: = 'contefido do topo da pilho.' 
enquanto símbolo f/ PRI (t) 
faç~ /.topo: = tc_)r~o.- l lt: = contendo do topo da pilha 
fim (*ERRO*) 
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o gerador apresentado foi usado na construção de um compilador para 
um subconjunto da linguagem Pascal, orientado para o ensino. O desem 
penho no tratamento de erros foi considerado satisfatório, comparado 
com [Amman, 1977]. 
Este tipo de implementação foi a utilizada por nos, e e, portanto, d2 
onde foram extraídos os exemplos citados no decorrer dessa seção. 
3.2.3- Método de Hartmann e Pemberton 
Hartmann [1977] apresenta um método de recuperaçao de erro, 
para analisadores descendentes recursivos que é ditado pelos grafos 
sintáticos. 
Pember ton [19 80] mostra algumas falhas e omissões no trabalho de H ar 
tmann, dando a versão corrigida. 
As estruturas sintáticas básicas de uma linguagem geralmente se~ ini 
ciam por um particular conjunto de símbolos denominados, por Ilarblli:tnn, 
aldvancas (em ingl~s, 'handles'). 
Por exemplo, o conjunto de alavancas de um comando em Pascal e: 
{identificador, e_egin, if, s_:ase, ~hile, !~eat, fo!, with} 
Quando um erro é detetado, zero ou mais símbolos são descartados até 
se obter um símbolo para o qual a compilação possa continuar. 
Este símbolo geralmente não é Único, pertencendo a um cor:junto deno 
minado por Hartmann de conjunto de símbolos chave. O conjunto de sím 
bolos chave é forneci do para uma rotina de erro, j un tamen te com um 
número que identifica a mensagem de erro: 
procedimento ERRO (n: inteiro ; chaves símbolos) 
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inicio 
escreve mensagem de erro n 
enquanto símbolo ~ chaves 
faç~ PROXIMO (símbolo) 
fim ; (*ERRO*) 
Note que esta é a idéia do método de Wi rth apresentado na seçiio ante 
rior, e a diferança básica entre os dois métodos está no manc~ira de 
determinar o conjunto de símbolos chave. 
Para Hartmann, o conjunto chaves irá conter qualquer operador que po§_ 
sa ocorrer no grafo correntemente analisado c poderá também conter 
alavancas de qualquer outro grafo, do qual o grafo corrente S(~ja um 
subgrafo. Como na método de Wirth, este esquema implica em qu~ todo 
procedimento de análise aceita como entrada as chaves de seu "Olaman-
te". Chaves locais são adicionadas às iniciais quando um dado proce-
dimento chama outro. Mas Hartmann não faz menção à um conjunto ~ sím 
bolos iniciais de parada como Wirth o faz. De uma maneira geral as 
chaves aurrentam a medida em que procedimentos sao chamados e diminu-
em quando as chamados são completadas. O conjunto de chaves conterá 
símbolos de cada nível ativo na hierarquia sintática. 
Hartmann deriva o conjunto de símbolos chave diretamente dos grafos 
síntáticos. Existe um procedimento que é chamado em toda bifurcação 
do grafo sintático: 
procedimento VERIFICA (n: inteiro chaves: símbolos) 
inicio 
se símbolo ~ chaves 
então ERRO (n, chaves) 
fim (*VERIFICA*) 
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Hartmann apresenta seu método baseado na idéia de que gr~ 
fos sintáticos podem ser decompostos em três elementos básicos: 
l - sequênci a 
2 - seleção 
3 - laço 
Para exemplificar, vamos considerar duas construções sintáticas abs 
tratas círculo e ~adrado e um terminal abstrato es~a.! ve-se então 
a seguir corw deve ser feito a recuperação em cada um dos três, ele 
mentos do grafo sintático: 
(D sequência 
E!ocediment~ SEQUENCIA (chaves: símbolos) 
inicio 
C!RCULO (chaves U {espiral}U{alavancds de quadrado }) 
se !:;Ímbolo € { espi ra.l} 
ent~lO PROXIMO (sÍmbolo) 
~~lo ERRO (erro de sequcncia, chi:ives U ialavancéls de quadr~ 
do]) 
QUADRADO (chaves) 
_fim ; ( *SEQUENCIA*) 
Note que ao ser chamado este procedimento, chaves irá conter todos os 
símbolos que podem seguir esta. construção no grafo no qual ela é um 
subgrafo. 
Para poder-::;e comparar, vejamos como seria escrito este procedimento 
segundo o método de Wirth. 
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2rocedimento SEQUENCIA (s: símbolos) 
inicio 
s1: 'símbolos que iniciam círculo' 
TESTE ( s 1 , s , k ) 
se símbolo e s1 
entã~{CIRC~LO (s U {espiral}) 
\ se slmbolo e { espi ralt 
então f';ROXIMO (símbolo) 
s 1: = 'símbolos que iniciam quadrado' 
TESTE ( S 1 , s , L ) 
se símbolo e s1 
eJltª_Q QUADRADO ( S) 
fim ( *SEQUENCIA*) 
Pode-se notar uma diferença b5sica entre o~; dois rnf:todos: r1 an5lise 
da sequênc;ia no caso de Wirth seria imcdiu.taincntc irltcrromrJidacascJ niíc) 
fosse idertificada alguma das construções e no método de Ilurtmann a 
an5lisc prossegue como se todas éls construções cs ti vcssern prescn tes. 
Portanto, supondo-sE~ que se tem él scqui ntc con:; truçcto pélra :;e r anali 
sada: 
s .. Ab 
A:: Ca 
Pelo método de Wi rth ao se r clwmado o pro cc di mcn to /\, a p art. ir de S, 
o conjunto de símbolos de parada é acrescido de ~-~c ca.so nóo seja en 
contrado algum símbolo que inicie C c feito o retorno ao proccdimcn-
to S sem i~cn tar encontrar um a como c feito no método de llilrtrnann. 
Isto faz com que tenhamos menos descarte do texto de entradc1 né.l ocor 
rência de um erro, mas por outro lad.o pode levar mLli s fáci lmcnte ' a 
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se ter uma recuperaçao prematura do tipo da mencionada na seçao ante 
rior. 
-
procedimento SELEÇÃO (chaves: símbolos) 
inicio 
VERIFICA (erro de seleção , chaves U {alavanccls de círculo} 
U{alavanci1s de quadrado}) 
se símbolo € {alavancas de círculo} 
então CIRCULO (chaves) 
senào /~e símbolo E {alavi1ncas de qui1drado} 
então QUADRADO (chaves) 
~enã~ ERRO (erro de seleção, chaves) 
fim ; (*SELEÇÃO*) 
Pemberton aponta os seguintes problemas neste procedimento. 
Pode-se ter, nesta análise, duas mensagens de erro (urna no proced:ine!:!_ 
to VERIFICA e outra no próprio SELEÇÃO) motivadas pelo mesmo erro, o 
que não é de~;ejàvel. Quando se identifica um erro sintático em VERI 
FICA é dado uma mensagem de erro, e então puli1-se o texto de entrada 
até um símbolo, o qual ti1lvez não inicie nenhum dos ri1mos da seleção, 
e então quando se retorna do procedimento VERIFICA tem-se irnediati1men 
te outra mensagem de erro, essencialmente causada pelo mesmo erro 
sintático. 
-83-
Isto pode ser evitado redefinindo-se o procedimento VERIFICA, tendo 
-se os símbolos procurados nos ramos da seleção e os símbolos de re 
cuperação como conjuntos diferentes tem-se então: 
2rocedimento VERIFICA (esperados: símbolos n: int.ei ro 
chaves: símbolos) 
inicio 
se símbolo ~ esperados 
então ERRO (n, esperados U chaves) 
fim ; (*VERIFICA*) 
e o procedimento SELEÇÃO sera: 
procedimento SELEÇÃO (chaves: símbolos) 
inicio 
VERIFICA ({éllavancas de círculo} U {alé1v<mcas de quéldréldo}, 
erro-seleção, chaves) 
se símbolo € {alavoncas de círculo l 
então CIRCULO (chaves) 
~enão (se símbolo € {alavancas de quadrado f 
L~n t'ão QUl\DRi'\00 (chaves) 
fim (*SELEÇÃO*) 
Segundo o método de I'JIRTH este procedimcnt:o seria c::.;crito da sequin-
te forma: 
procedimento SELEÇÃO (s: símbolos) 
inicio ---
s í : 'conjunto de símbolos que iniciam quadrado' 
s 2: 'conjunto de símbolos que iniciam círculo' 
TESTE (s 1 u s2, e " , k ) 
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se símbolo € s 1 
então QUADRADO (s) 
senao 
~
e :ímbolo € s~ 
entao CIRCULO (s) ---
fim (*SELEÇÃO*) 
Não existe portanto neste caso diferença alguma entre os dois rréto<bs. 
Existe um caso que IL::trtmann não cobre quanho estuda seleção que é o 
de uma das alternativas ser vazia: 
~--[ç_I ~CULO} 
L--~--------·-----+-
Segundo Hartmann o procedimento para este grufo seria: 
procedimento OPÇÃO (chaves: símbolos) 
inicio 
VERI?ICA (erro-opção, {alavancus de círculo} U chuves) 
se s:Lmbolo € {ulavancas de círculo} 
então CIRCULO (chaves) 
fim ; (*OPÇÃO*) 
A versão revisada segundo Pemberton sera: 
procedimento OPÇÃO (chaves: símbolos) 
inicio 
VERiriCA ({alavancas de círculo} U chaves, erro-opção, [ ]l 
se s[mbolo e {alavancas de círculo} 
então CIRCULO (chaves) 
_!i m ; (*OPÇÃO*) 
O terceiro ?arâmetro de VERIFICA e vazio, pois os símbolos do contex 
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to sao incluídos nos símbolos esperados devido a opçao vazia 
( 3) laço 
E!ocedimento LAÇO (chaves: símbolos) 
variável 
chaves-laço, chaves-tudo: símbolos 
acabou: booleana 
inicio 
chaves-laço: = {alavancas de círculo} U {espiral} 
chaves-tudo: chaves-laço U chaves 
ac;:.lbou: falso ; 
C!RCULO (chaves-tudo) 
VERIFICA (erro-laço, chaves-tudo) 
se símbolo € chaves-laço -- , 
então se símbolo E {espiral} 
então PROXIMO (símbolo) 
senao ERRO (erro-laço, chaves-tudo) 
senao acabou: = verdadeiro 
até ~~ acabou 
fim (*LhÇO*) 
Vejamos asrora as observações de Pemberton sobre este procedimento. 
Nota-se que se o símbolo espira_! estiver ausente no programa analisa 
do, urna mensagem de erro é dada e a análise continua corno se ele es 
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tivesse presente (o mesmo que acontece com a sequência) . 
Além disso parece que o procedimento é específico para um determina-
do exemplo e não se aplica para o caso geral, como por exemplo: 
r---fcí R CU LO]-~- I 
y_QúÃI5Rl\bq]--~-J 
-----+ 
Mais importante que isso, o procedimento dado faz a suposição, nao 
necessáriamente correta de que o conjunto de símbolos que podem se-
guir a construção é disjunto das alavancas de círcul~. Em particular 
se um círcul~ pode seguir o laço, o procedimento dado falha em pr~ 
gramas corretos. Isto porque o conjunto de chaves-laço foi errônea 
mente escolhido e isto se torna claro quando verifica-se que: 
~ i cYRccLcS ]- -
I --- -
.._ _ _J espiral\~­
~------ --~~-L__F 







rc-! RCULO 1 ~ --
\ ------
.,. 
l 1ciRCÜLQ} r -~ -- ---- -- ,.. 
[ -
e que em uma determinada bifurcação o conjunto de símbolos a ser ve 
ri ficado e: 
{espi ral1 U chaves 
Daí a versao revisada do procedimento p<J.ra laço: 
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CIRCULO ({alavancas de círculo} U {espiral} U chaves) 
VERIFICA (chaves U {espiral}, erro-laço, {alavancas de 
círculo)) 
se símbolo ~ chaves - {espiral} 
entã~ ~~ :Ímbolo e {espiral} 
1entao ERRO (erro-laço, chaves U 1---
1 
I 
~enão PROXIMO (símbolo) 
-senao acabou: verdadeiro 
até g~Q_ acabou 
fim; (*LAÇO*) 
e para o caso: 
Teríamos: 






acabou: = falso 
Eepit~ 
CIRCULO ({alavancas de círculo} U {alavancas de 
quadrado} U chaves) 
VERIFICA ({alavancas de quadrado} U chaves , 
erro-laço1 {alavancas de círculo}) 
~~ símbolo ~ chaves - {alavancas de quadrado} 
então se símbolo € {alavancas de quadrado} 
-
então QUADRADO (chaves U {alavancas de 
círculo} U {alavancas de quadrado}) 
~enao ERRO (erro-laço1, {alavancas de 
círculo} U chaves) 
senao acabou: verdadeiro 
até que acabou 
fim ( *LAÇ01 *) 
Pelo método de Wi rth te ri amos: 
procedimen te~ LAÇ01 ( S: símbolos) 
inicio 
s1: = 'símbolos que iniciam círculo' 
TE S TE ( s 1 , s , K ) 
se sínbolo e sl 
então S2 ='símbolos que iniciam quadrado' 
C!RCULO (s U s 2) 
enquanto símbolo € s 2 
{QuADRADO U3 u sí) 
~ÍRCULO (s U s2) 
fim (*LAÇO 1 *) 
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As diferenças sao as mesmas observadas para o caso da sequência. 
Como a maioria dos métodos, este é bastante simples, podendo ser g~ 
rado autorráticamente a partir da gramática da linguagem e com a preo 
cupaçao err fazer a recuperaç'Zí.o baseada no contexto global da análise 
(não se observa isso no método de Turner e no método geral de pânico). 
3.2.4- Método de Irons 
Um dos primeiros métodos publicados em recuperaçao automá 
tica de erros, foi o método de Irons descrito em [rrons, 1963]. 
Vamos ilustrar a técnica de Irons, utilizando a sequinte cJramática e 
xemplo: 
P·· A ; 
A·· i : = E 
E •• T{+T} 
T .. F{*F} 
F·. . I li (E) 
Vamos super a implementação de um analisador descendente, com pilha 
explÍcita e sem retrocesso. Em qualquer ponto da análise, podemos ter 





i : = E 
/ I',, 





onde as linhas pontilhadas mostram como os ramos P e E precisam ser 
completados. 
Um ramo incompleto chamado U corresponde a uma aplicação de regra: 
U·· = X l x2 ••• X. l X .••• X l- l n 
-onde x
1 
... Xi-l e a parte completa do ramo e xi ... Xn e a parte incom 
pleta. 
Na figura anterior um ramo incompleto de P corresponde a u.plicação da 
regra P :: = A : , e 1 : 1 é a parte incompleta do ramo. A parte incom-
pleta do ramo chamado E corresponde a uma aplicação da regra I~ .. ' .. 
T{+T}. Para completar o ramo necessita-se de um Único T seguido de 
qualquer número de 1 +T 1 • A parte incompleta á portanto T{+T}. 
Um outro exemplo, considere a regra: 
U:: = (AIBCIDE) (FIGl 
onde os parênteses são metasímbolos. 
Suponha-se q;ue B é a parte completa do ramo. Então a parte incompl~ 
ta e C (F I G), desde que tanto CF como CG podem completar a parte direi 
ta. 
Estas partes incompletas dos ramos exercem um papel fundamental na 
recuperação de erro : elas nos dizem, em Última instância, o que de 
ve ou pode aparecer no programa fonte. 
Agora, suponha-se que um erro ocorre durante a análise sintática e a 
arvore sintática não pode ser construída. Então a seguinte ação de 
recuperaçao e executada. 
1 - Uma lista L das partes incompletas dos ramos e ~stnú 
da. 





-x 4 ..• xn entram nesta lista, nao sendo importante a ordem em que ap~ 
recem. 
2 - Os símbolos da cadeia a de entrada -sao repetidamente ~ 
xaminados e descartados (gerando uma nova cadeia a) até que seja en 
* contrado um símbolo t, tal que U ~ t ... para algum U € L (então 
+ ou U=t ou U ====;. t) . 
3 - O ramo incompleto o qual causou o símbolo U do passo 2 
ser posto em L é determinado. 
4 - Uma cadeia terminal r~ é determinada tal que I se inseri 
da exatamente antes de t, a continuuçi:'w du análise~ cause t ser corre 
tamente ligado ao ramo incompleto do passo 3, e a todos os ramos in 
completos da subárvore determinada por ele. Portanto para cada ramo 
incompleto, wna cadeia de terminais e' qeracla <1 CJU<ll o completa, c es 
tas cadeias s ao concatenadas de maneira a formar :~ 
5- A cadeia(-\ é inseridll imecliatamenlc cmtcs de t c a z:tna 
lisc continua com o primeiro símbolo de 1:: como próximo símbo] o de 
entrada. Considera-se, por exemplo, a análise indicz:tda pela figura se-
guin te: 
i : = i + 
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Um erro ocorre quando 1 ) 1 é o sfmbolo de entrada. Tem-se então L= 
{T, +, ;}. O passo 2 da recuperação consiste em descartar o 1 ) 1 • O 
ramo incompleto o qual ocasionou o 1 ; 1 ser posto em L é P:: = A Pre 
eisa-se então inserir uma cadeia B para completar o ramo E::= T{+T}. 
A cadeia a ser inserida é o identificador i. Para outro exemplo, con 



























T { +T}, 
Através destE~ exemplo pode-se ver como o esquema se utiliza do con-
~ 
texto global ao determinar a recuperaçao. 
O erro nesta figura parece se r o mesmo da figura ante rio r, ou seja, o 
1 + 1 segui do de 1 ) 1 
Agora entretando L {; , + , T} e neste caso o 1 ) 1 
~ 
nao e descar 
tado pelo passo 2. O ramo incompleto o qual causou 1 ) 1 ser posto em 
L é F::= (E). Para que 1 ) 1 seja associado com este ramo, precisa-se 
inserir uma cadeia para completar o ramo E::= T{+T} e isto novamente 
é o identificador i. Portanto, sempre, todos os ramos incompletos e 
xercem uma função na recuperação de erro e não sàmente os do ponto 
do erro. 
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Note-se que a cadeia ~ a ser construída poderá ser nula, caso o sím 
bolo de entrada no ponto do erro, seja um símbolo espúrio que possa 
ser apagado. Nenhum símbolo de entrada é descartado caso o erro seja 
uma omissão, e por consequência o símbolo de entrada original irá se 
guir um ponto futuro na árvore. 
A aplicação deste método geralmente nao e inteiramente possível qua~ 
do se usa a implementação recursiva, pois a árvore sintática nem sem 
pre está disponível. 
3.2.5 - Método de Fisher, Milton e Quiri~ 
A estratégia do método descrito em [Fisher, 1977] 
/ 
e a de 
na ocorrência de um erro, colocar símbolos adicionais na cadeia de 
entrada de maneira a torná-la correta. 
O método e limitado às gramáticas do tipo LL(l) denominados corrigí-
ve is por inserção (em inglês, ''inse rt- correctab le''), ou seja gramá ti 
cos do tipo LL(l) para os quais sempre é possível efetuar a correçao 
de um erre· pela inserção de uma cadeia terminal. 
O corretor de erros apresentado tem algumas propriedades desej5veis. 
Ele requer no máximo tempo e espaço linear, sempre produz um progra-
mil sintáticamente correto para qualquer cadeiet de entrada e pode ser 
automáticc,mente gerado para uma gramática do tipo LL(l) cnrrigível por 
,, ,, 
inserção, apesar de ser necess5rio fornecer, à priori, um custo c'E in 
serçao para cada símbolo terminal. 
Devido ao fato de ser necessário considerar inserções no final da ca 
deio. de er.trada, este método se utilizJ de qrarn5ticas eturncntadi1s, 
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definidos da seguintes forma: 
Dada G = (T, N, P, S) 
a gramática aumentada G 1 é definida por: 
Gl ( T u ( & ) I N u {S I } f p u { ( s I :: S&}, S 1 ) 
onde & ~Te S 1 ~ N. 
-Tirá denotar TU{&} e N, N U{S 1 } 
Para que esse algoritmo tenha sucesso são necessárias duas res tri-
ções: uma sobre a classe de gramáticas utilizada e outro sobre o al 
goritmo de análise. 
f': claro que nem todos as linguagens do tipo LL(l) sao suscet{veis a 
um corretor somente de inserção. Porexemplo, considere a gramática: 
G1: S 1 ::= S& 
S··=al(a) 
para a entrada a) ... nao existe nenhuma inserção r3 E T* tal que a ::;) 
••. E L (G1). Deve-se então definir a classe de gramáticas para a qual 
se pode usar este tipo de corretor. 
"Uma gramática livre de contexto é dita corrigível por inserção, se 
e sómente se, para todo a E T* e a E T tal que: 
* * S 1 ===> a ••• e S 1 ==#> aa 
* existe B E 'l' , tal que: 
* S 1 ===>aSa " 
Exemplo de gramática corrigível por inserçao: 
G2 sI:: = E & 
E::=TE 1 
E I:: = + TE I I À 
T :: = a I (E) 
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Também requer-se um algoritmo de análise que nunca faça uma transi -
ção sobre um símbolo errado, ou seja, que detete o erro tão logo es 
te símbolo seja encontrado. Esta restrição não é muito forte, pois 
a maioria dos analisadores descendentes para linguagens do tipo LL 
possuem esta característica. 
A restrição de que a linguagem tenha que ser corrigível por inserção 
e mais forte, pois na maio ri a dos casos onde a trans formaç ào é poss f 
vel (o que acontece, por exemplo com o Algol) ela acarreta um grande 
numero de alterações o que nao e desejável. 
O algori trr,o de correção de erros utiliza-se de duas tabelas auxilia-
res denominados S e E. A construção destas tabelas é baseada em uma 
função de custo C definida da seguinte maneira: 
C(a), a € T é fornecido "à priori". 
C(\) =O 
c ( B) * C(a
1
)+ ... +C(an) para r~= a
1
a 2 ... an e B € T 
A tabela S irá identificar a cadeia terminal de menor custo derivá-
vel a partir de X, e é definida por: 
"Para x € N U T , S ( x) = [\ onde 
- * -* l) € T* , x ===> B e para todo Y' € T tal que 
* x ---> J' , C ( B) < C ( Y') • Se x € T S (x) = x" 
Esta definição não implica em que S (x) seja Único. A partir da defi-
nição ante ri o r, pode-se estende r 0. funç;Cio de cus to C pur<t of; sÍmbolos 
-nao termirais, e tem-se: 
C(A) C(S(A)) 
O algoritmo a seguir, calcula a tabelaS, para todo A € N. Sirnultaneu 
mente também calcula c (A), iterando sobre a qrarnática, até que o cus 
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to convirja para o mínimo 
procedimento CONSTR0I-S i 
inicio 
~~ todo A e N faç~ iê. (A) = (X) 
ls (A) À 
repita 
mudou: = falso i 





... xn) < C(A) 







) ... S(xn) 
~udou: == verdadeiro 
até que não mudou 
fim (*CONSTR0I-S*) 
Veremos agora como definir a tabela E. 
Se A € N estiver no topo da pilha de análise e a for o símbolo de en 
trada que ocasiona um erro, então E(A,a) irá identificar uma expan-
são de A, a qual irá levar a inserção de menor custo de uma cadeia 
terminal. Caso no topo da pilha se tenha um terminal b diferente (E a, 
então insere-se S(b). 
Portanto a t~abela E é definida da seguinte forma: 
- -"Para A € N e a e T, E(A,a) = (0,0) se 
* A# ... a ... caso contrário E(A,a) - (p,i) onde p (A::== x1 ... xi ... 
* X ) e X. > a ... u 
n l 
Adicionalmente (p,i) tem a propriedade do menor custo: 
* "Seja S a cadeia terminal de menor custo, tal que x. > B a ... 
l 'e~ 
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tão para todo (q, j) onde q = (A:: = y
1 
... y .... y ) e y . 
J n J 
-se 





* > y a ... , te!_!! 
dado E(A,a) = (p,i). Para todo a,b € T , se a= b então 
K(a,b) =O, caso contr~rio k(a,b) = ru 
Tem-se então o algoritmo que calcula E: 
procedimento CONSTROI-E ; 
inicio 
-
par'ª- todo a € T f~~ 
JÊ (A, a) 
l! (A, a) - oo 
(o' o) 
mudou: = falso ; 
-para todo a € T faça 
p = (A:: x
1 
... xn) 





J~l'~ <num _ ] ta 1 q UC L C ( X l · · . X j _ l ) + 
I + K(x.,a)*) 
! J 






: ::::: ' 
lrr,mdou: = verdadeiro 
( p I j) 
= L ; 
até ~e nao mudou 
fim ; ( *CONSTEOI-E*) 
Estas tabelas, dependendo do télmanho dél q rarnZíti c a ( IN I 11•1) podem ser 
muito grandes, devendo ser armazenadas em um dispositivo de mem6riél auxi 
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liar, desde que, como ve-se a seguir, para cada corrcç~o sõmente e 
necessário pesquisar uma coluna das tabelas. 
O funcionamento do corretor de erros é dado pelo procedimento a se 
guir. 
Seja a pilha de análise xn ... x
1 
& e o sÍmbolo errado a o próximo sím 





n até l 3~ 
f a então 
(x. € T ou (E(x. ,a) 
J J 
então INSERE (S(x.)) 
J 
senã~ t~:I:O (xj, u) 
f i m ; ( "'C O RRE TO R* ) 
(O, O) c K (x., a) 
J 
"') 
O procedimer,to PREFIXO (A, a) calcula a cadeia r3 de menor custo (e,€ 'I'*) 
tal que dado 
- * A e N U 'I' , a € T e A a ... então A 
procedimentc: PREFIXO (A, a) 
inicio 
se A t- a 








C onde p= (A:: = x
1 
... xi 
•. • X ) *) 
n 
O procedimento INSERE (w) insere a cadeia terminal w imediatamente a 
esquerda do símbolo a que ocasionou o erro. 
Portanto, o procedimento de correção percorre a pilha de aniílise até 
encontrar um símbolo, u qual, possa derivar o símbolo errado, e inse 
re S(x.) para todos os símbolos x. verificados. Quando é encontrado 
l l 
* um símbolo x. tal que x. --~' . . . a 
J J 
, se x. ~ a, então é 
J 
chamado 
o procedimento PREFIXO que calcula o restante dos i_nserções requer~_ 
das. O controle é então devolvido ao analisador, tendo como próximo 
símbolo de entrada o símbolo inserido mais à esquerda. 
Note-se que a eficiência do corretor descrito, estS presa a informa-
ção do custo de inserção, que não é formalmente definida. 
Supõe-se que o ideal é fornecer um vetor de custo com valôres iguais 
para todos os símbolos terminais, c depois, de acôrdo com o desempe-
nho do algoritmo ir alterando-o de maneira conveniente. 
Também e bom n~ss.:1lt~1r que nada do texto de entrada é descartado. Ob 
serva-se também que a cadeia (3 inserida antes de urn símbolo incorre 
to a é a de menor custo, mas nao e Única e portanto pode não ser a 
melhor opçao no contexto corrente, podendo ocasionar futuros erros es 
f • pur1os. 
Provávelrnente, este fato pode ser contornado com urna boa definição 
do vetor de custos, mas que dificilmente poderá ser formalizada pois 
varia de acôrdo com a linguagem compilada e seu uso. 
3.2.6 - Método de Ghezzi 





que pode ser gerado automáticamente à parti r de descrição formal da 
linguagem. A filosofia geral do método é a de que quando um erro e 
detetado pelo analisador sintático, é tentada uma ação de reparo lo-
cal e, se falhar, uma ação de recuperação é executado. 
Para facilitar a explanação do método, vamos dar algumas definições 
usadas pelo autor: 
Ele define a configuração de um analisador para uma liguagem do tipo 
LL ( l) como sendo (a, k, x .x. 1 ... x 1 ) J J-
1 - a € T* , é a cadeia de entrada 
2 - k e um inteiro entre l e n, onde n é o tamanho de a e 
11 (k) é o símbolo corrente ele entrada. 
3- xjxj-l" .. x 1 é o conteúdo da pilha de análise 
símbolo do topo) . 
(x. e o 
J 
A configuração inicial é (11, l, S) e a finéll c (1x, n, /,) (S c o sím 
bolo principal da gramática). 
Além das funções PRI e sue definidos em (3.1.4.1), o alyoritmo usa~ 
seguintes funções: 
a) conjunto diretor para uma produção 
p: A::= a € P e 
DS ( p : A: : = a ) = {ala * > a I) cu * (a -> 
2 * DS (p: A:: = n) = {ab I ci ~> ab I~ ou 
* * 
Àea€SUC(A)} 
(IX > a e S > Y l Aby 2 ) OU 





b:~ O conjunto de entrada compatível com um não terminal 
A € N e: 
CS (A) = {a ] a € PRI (A) ou * (A > À c a E S UC (A) ) 1 
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o algoritmo pressupoe que nenhuma modificação vai ser necessãria na 
pilha de anãlise e que nada do texto de entrada terã que ser reexami 
nado. 
Seja a = B a,\ a cadeia de entrada a ser analisada e a o símbolo de en 
trada o qual causa a deteção de um erro. l\. primeira etapa do método 
tenta efetuar um reparo local, considerando as seguintes três condi-
çôes de erro: 
e 1: a 1 B ba y e uma cadeia correta 
(isto e, um símbolo foi omitido em li) 
r~ a 1 y e uma cadeia corre ta 
(ou seja, um símbolo mal escrito) 
e J: C\ 1 :3 y é uma cadeia corre tu 
(ou seja, um símbolo extra foi inserido em u) 
Para pode1·-se identificar as condições de erro acima, consideru-se 
que quando um erro é detetado, então um n'iio terminal ou um terminal 
estã no topo da pilha e pode-se ter uma dus seguintes configurações: 
ou 
Bxj_ 1 ... x 1 ) 




1 ••. IBk o conjunto de produções que reescrevem B de 
acordo com G ; 
define-se então 
s s ( p . == B :: = B i ) == { c I a c e os 2 ( p . : 13 :: = :~ i ) J 
l l 




CRS(p.: B:: =S.)= {c\c e SS(p.: B::= S.) e 
L L l l 
a S S ( B B to do J. -+ i } c ~ p j : :: = : j , par a r 
e a Voltando-se ao método de recuperaçao, teremos então que se c 1 
configuração corrente os erros e
1
, e 2 e e 3 podem ser respectivamente 
detetados se as seguintes condições permanecem: 
* Clel: xj-l" .. xl > a Yi+l" · ·Yn 
* cl e2: xj-1 ... xl =.=:;;. Yi+l" · ·Yn 
Cle3: Yi+l = b 
No caso da configuração corrente ser c 2 temos: 
c 2e 1 : existe a produção p: B:: = ~3 
Tal que a e CRS(p: B:: = 13) 
c 2e 2 : existe a produção p: B:: = ~~ tal que 
Y e CRS ( p: B • • = 13 ) i+l 
como pode-se observar as condições de erro s élO identificados direta 
mente da inspeção das regras dél grélmática que descreve L1 linguugem 
compilada. 
Nota-se também que as condições de erro nao SilO mutuamente exclusivas 
e portanto, precisam ser verificados em umél determinaclu ordem, qtE r~ 
de ser alterada de acordo com a frequência em que ocorrem. 
A ordem escolhida pelo autor e utilizada em nossél implementação foi 
e
1
, e 2 e e 3 . Quando nenhuma ação de correção é identificada, um pr~ 
cedimento de recuperação é chamado. O objetivo deste procedimento e 
reiniciar a análise, descartando a menor porção possível do texto de 
entrada, e ~:>eu funcionamento pode ser descrito por: considerando o 
-lO 3-






Y1Y2···Yi-l a yi+l···Yn 
a e o corrente símbolo de entrada 
e 




~~ q: = i at:[ n faça 
2~ra h: -- j a t:[ 1 ~':S.:~ 




e um não terminal e y € CS(X )) 
q n 
".nt:ão fy 1y2 .. ·Yq· .. yn' q, xh ... x 1 1 é a corrente confi~ur" 
I çao ; 
~inalize o procedimento de recuperaçoo 
fim ; (*RECUPERA*) 
Observa-se que este procedimento nao difere do apresentado por Wirth, 
se olharmos a implementação feita por Vu.nini c Burnicr [l9"18] pois o 
que é feito no procedimento acima é ir descartando símbolos da entra 
da até encontrar um que seja compatível com alguma das configuraç6es 
possíveis da pilha de análise, ou seja, com uma das derivaç6es "esp~ 
rando" na pilha (isto de acordo com a terminologia de Vanini e Bur-
nier) . 
A uti li zaç ão deste método pode r á mui to f éÍci lrnente ocasionar a in se r 
çao de erros espúrios decorrent.es dos reparos locuis que são efetua 
dos na primeira etapa da recuperação 
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Isto porque tais reparos nao sao únicos para um dado erro, podendo 
portanto ser feito o menos "correto" desde que não existe uma forma 
lização criteriosa de qual reparo deva ser feito. Este tipo de pro-
cuperação que não cnvolvé1 o contexto globul da an,'ílisc. 
Vejamos alguns exemplos coletados dos testes de nossa implementação. 




function getelemente (var X: integer) 
lespe rado ; 
vaJ~ q: in teger 
X: l 
end 
; boo le an ; 
t 
I esperadc : 
-Observa-se que neste caso tem-se uma recuperaçao mais eficiente que 
no método de Wirth, pois neste, teríamos a deteção de um erro espu-
ri o depois de .e_oole an, pois a recuperaçao seria feita no que 
ocasionou o erro, presumindo que este fosse o ';' final da declara-





c a recuperaçao e então efetuada. 
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program FACTORIAL ; 
var ffact , 
x: l 
end. 
fst ; X, m: integer 
r esp!rado : 
I esperado 
Já neste exemplo a correção local nao foi a mais indicada c ocasio-
nou a inserção de um erro espGrio. 
J2..!:0gra~ P ; 
var prt array [1. .2*MAX] of inyeger 
t t 
I i 
'espe~ado] i espc r a do 
i 
be gi!:: 'espera do 
x: l 
end. 
Aqui tem-se uma recuperação prematurJ. 1\pÓs o primeiro erro a rccup~ 
raçao e feita no identificador max e então este é considerado como o 
tipo do "array" declarado e daí a inserção dos outros dois erros. 
program P 
be2_~ 






Neste exemplo novamente tem-se uma corrcçe1o loca] ocasioncmclo um er 
ro espúrio. 
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to noelerns do x: = l 
1expressão esperada 
end. 
geralmente quando o erro é de omissão corno o acima a recuperaçao e 
bastante boa sendo efetuada no ponto exato onde deveria ocorrer 
f?..EOCed~~~ F (n: integer 
1 esperado end 





Neste caso apos a ocorrência do primeiro erro a recuperação somente 
é feita no Emd que finaliza a declaração do procedimento sendo este 
considerado o end final do programa e daí a inserção do segundo erro. 
12.ro~am NUNTER [x, yJ 
lespe!ado ( ou 
I esperado 




3. 2. 7 - Método de Se t ze r 
Setzer [1981] descreve a implementação de um analizador <:E~ 
cendente para gramáticas do tipo ESLL(l), que é uma subclasse das gr~ 
má ti cas LL (1) . 
Não daremos a definição destas gramáticas, pois o algoritmo de uma ma 
neira geral, não é restrito a este tipo específico de gramáticas. 
Considere-se a cadeia de entrada 
B = e 1e2" .. e.e.+1 ... e J J . n 
e suponha-se que houve uma deteção de erro no símbolo e .. 
J 
A correçãc sintática deste erro será feita através de umél de quatro 
estratégias descrita.s a sesuir. 
Como vererros, este método é análogo a.o de c;hezzi, diferindo sómente 
no critério de aplicação das cstratéqiéls de corrc:;ção e na muneira de 
verificá-Ja,s visto que Setzer representa a. gramática sob a forma de 
listas e Ghezzi sob a formél de tabelas. 
Vejamos então a proposta de Setzer: 
Considera-se 
't = n n2 ... u.. 
1 L 
como contE·Údo da pilha de anSlise, sendo cx. o símbolo elo topo. 
l 
a) Estratégia E: eliminação de um símbolo 
Nesta estratégia é suposto que o usuário cometeu o enyano de escre -
ver a cadeia de entrada com um símbolo a mais. Isto é, e. é supérfu-
J 
lo e deve ser eliminado. Para testar-se se esta hipótese pode ser a 
dotada, basta verificar se ej+l e PIU (cxj_) 
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b) !~stratégia I: inser~ao de um símbolo 
Nesta estratéqia supõe-se que o usuário cometeu o engano de omiti r 
um símbolo que deve ser inserido. Para testar se esta hipótese pode 
ser adotada basta supor-se que entre e. 
1 
e e. deveria haver um sím 
J- J 
bolo que é idêntico a algum símbolo de PRI (ex.) e para tal verifica-se 
l 
se e. pertence ao conjunto de símbolos sucessores (SUC) de algum dos 
J 
símbolos de PRI (ex.) 
l 
c) ~stratégia T: um símbolo trocado 
Nesta estratégia supõe-se que o usuário escreveu um símbolo errada-
mente. Isto é, um símbolo correto e'. foi trocado pelo símbolo incor 
J 
reto e .. Para testar se esta hipótese pode ser adotada basta aplica~ 
J 
mos a estratégia I, considerando ej+l ao invés de ej 
d) Estratégia D: busca do delimitador 
Para todo não terminal contido na pilha de análise, verifica-se se 
e. pertence ao conjunto de símbolos sucessores, ou seja, para todo 
J 
não terminal exk em ex verifica-se se ej € SUC(exk). Caso ej pertença a 
ex l · · · exk -1 · 
Essas estratégias são testados sequencialmente; se nenhuma conseguir 
corrigir o erro, ignora-se o símbolo e. e passa-se ao próximo símbo 
J 
lo ej+l , voltando a testar as quatro estratégias novamente. 
Se mais de uma tiver sucesso, usa-se a primeira estratégia da seque~ 
cia que ignorar o menor número de símbolos de entrada. 
Como pode-se ver existe uma preocupaçao clara em descartar o menornú 
mero possível de símbolos de entrada. 
Este método de recuperação foi na prática implementado em um analis~ 
dor sintático para a linguagem Pascal e, comparado os resultados com 
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compiladores Pascal padrão, pode-se constatar que as mensagens de e~ 
ro são mais claras (isto em virtude da maneira como foi implementado 
analisador) e tem-se um maior número de erros detetado. Nada foi ob 
servado em relação aos erros espúrios, que geralmente são mais fre-
quentes devido aos acertos locais. 
Durante o desenvolvimento do trabalho apresentado em [setzer, 1981] 
os autores chegaram à conclusão que a maior parte das vezes um só sím 
bolo está errado em cada trecho do programa fonte e que por meio das 
estratégia de eliminação, inserção e troca deve-se conseguir tratar 
a maior parte desses erros. 
Por outro lado, é a estratégia do delimi t<:tdor que CJL.lrante o fLito de 
nao se eliminar um número exagerado de símbolos de entrada e que se 
for necessário escolher uma du.s quatro estratéc;ias, recomendam a úl-
ti ma. 
3. 2. 8 - Método de Pai 
Pai [1978] e, Pai e Kieburtz [1980] descrevem um método de 
recuperação baseado na suposiç'i:ío de que Zt maioria dos erros encontra 
dos pelo compilador podem ser colocados ern poucils clusses bem defini 
das. 
~ 
Para Pai, a razao de qualquer esquem<1 de recupcraç<1o de erro e que 
um programa errado sempre estfi. mui to próximo de um programa correto. 
De acordo com isso, quando um erro é ck•tetudo, Pui tenta fazer uma 
alteração local no texto do programa, ao redor do ponto de erro, de 
maneira a tornar esta porção de texto sintáticamente válida. As alte 
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raçoes permissíveis neste caso s ao usualmente restritas à e li minaç ão, 
inserção ou troca de um certo número de símbolos. Quando não há su-
cesso neste tipo de alteração, uma estratégia de recuperação mais drás 
tica é tentada. Descartando-se uma porçao de texto de entrada é po~ 
sível que se possa continuar a análise; isto e chamado por Pai de 
recuperação de contexto global. 
Essa filosofia de recuperação é a mesma dos métodos de Ghezzi e Set 
zer vistos em seções anteriores. 
A ênfase principal de Pai é na recuperação de contexto global, mas 
também é apresentado uma estratégia de correção local que segundo Pai 
vem funcionando satisfatóriamente. A recuperação de contexto global 
e efetuada em dois estágios: 
1) a cadeia de entrada é percorrida e são descartados áto 
mos até que um de um conjunto específico de átomos (chamados de sím 
bolos fiduciais) seja encontrado. 
2) o conteúdo da pilha de análise é substitu{do por uma c~ 
deia a partir do qual o analisador possa aceitar o restante do texto 
de entrada que agora se inicia com o símbolo fiducial encontrado no 
primeiro estágio. 
Torna-se necessário, na e tapa de re configuração, te r-se a capacidade 
de inferir a estrutura do texto de entrada que segue o símbolo fidu 
cial; supõe-se que a porção do texto de entrada começando com o sím 
bolo fiducial e um sufixo sentencial válido e com base no conhccimen 
to do símbolo fiducial deduz-se as propriedades adicionais deste su 
fixo sen tencial. 
Então a escolha de um símbolo como fiducial depende do quanto ele rcs 
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tringe a estrutura do sufixo sentencial iniciado por êlc. 
Pode existir um número infinito de sufixos sentenciais terminais co 
meçando com um dado símbolo, mas se todos eles podem ser derivados a 
partir de um único sufixo sentencial então diz-se que os sufixos sen 
tenciais começando com este símbolo são completamente restringidos; 
tais símbolos são chamados símbolos fiduciais fortes. 
Existem poucos símbolos fiduciais fortes em qualquer gramática de 
linguagem de programação comumente usada. Mas podem existir muitos 
símbolos em uma gramática para uma linguagem de programação os quais 
restringem completamente os sufixos sentenciais iniciados por eles, 
mas pertencentes à uma subclasse especial. Pai considera a subclasse 
de sufixos que derivam formas sentenciais não recursivamente; um sí~ 
bolo é fi duci al fraco se ele in i c i a um sufixo sen tenci al ncs ta sub-
classe, a partir do qual podem-se dcriv.J.r todos os outros sufixos sen 
tenciais desta subclasse, que começam com este símbolo. 
Pai basei.J. a recuperação de contexto global nos .§_Ímbo_!_os fiduciai.§_ 
fracos. 
Seja a cadeia a = 3xyy onde x é um símbolo que ocasiona um erro. 
Por correção simples de átomo entende-se substituir x por outro sím-
bolo, elirrinar x, ou inserir um símbolo antes de x. Diz-se que um er 
ro é normal se existe uma correção simples de átomo e ano~maJ. caso 
contrário. 
Muitas vezes nao existe um Única correçao simples de átomo possivel 
para um dado erro normal. Esta ambiguidade entre alternativas de cor 
reções pode algumas vezes ser resolvida verificando-se um numero fi 
xo de símbolos à frente, no texto de entrada. 
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E xis tem dois problemas envolvendo este "olhar para frente" 
l) A cadeia verificada pode conter outro erro. 
2) Não existe um número fixo de símbolos que possa 
ver todas as ambiguidades. 
Por exemplo, no seguinte segmento de programa Pascal: 
x: = y a [<expressão inteira>] = 
resol 
é encontrado um erro em ·~· que pode ser corrigido inserindo-se, por 
exemplo, um'+' ou um ';' antes de 'a'. Mas a [<expressão inteira8 
pode ser arbj_tráriamente longa e esta ambiguidade nõ.o pode ser resol 
vi da olhando-se um número limita do de símbolos a frente. 
3.2.8.1 - Alqumas definições e teoremas 
Em [Pai, 19 7 8] tem-se mui tas definições e teoremas que au 
xiliam a compreensao do método. 
Definição 1: Pai define o que ele denomina de ~onjunto futuro (em in 
glês, 'lookahead set') do par (A,i), LAS(A,i) que é igual ao conj~ 
to diretor de uma produção OS (p:A ===>a) considerando-se p a i-ésima 
pro d uç ão ( v e r seção 3 . 2 . 6 ) . 
Em recuperaç-ão de erro é útil conhecer se dois dados símbolos termi 
nais podem ocorrer contÍg"LDS em uma forma sentencial e também, se um 
símbolo terminal pode aparecer em uma cadeia derivada a parti r de um 
não terminal. 




CONTIG: T x T ~ {V,F} é definida como segue: 
CONTIG (r,t) = v, se existem a e B tal que 
* S===> o.rtB 
= F, caso contrârio 
Note que a condição necessária para que uma cadeia :x r t seja um pr~ 
fixo valido é que CONTIG (r,t) = V. 
Definição 3: 
DERIV : N x T ~ {V,F} é definida como segue: 
= v, se~ c xis tem !X c (' ,, 
* A =.::::=:'> ex t r~ 
= F, caso contrário. 
A função DE RIV é usa da n .:1 re cupe raç ao de e r r·o pe1 r<l rc <1j us ta r a pilha 
de análise quando as correçoes locais falham. 
Em qualquer estágio da análise certos símbolos ·-s ao pe rmi ti dos como 
símbolos de continuação. Este conjunto de símbolos uceitâveis, (em 
inglês, 1 êccceptable symbols 1 ) AS, e definido corno segue: 
Definição 4: 
Supõe-se que a pilha de anâlise contêm él cadeia xrx, onde x 
e um símbolo terminal ou não terminal, sendo o conteúdo do topo da 
pilha. 
Então, 
AS (x) = {t lx * _--..;."> t {'1, } 
* AS (xu.) AS (x) se X ==#> ,\ 
AS ( x) u AS ((X) I caso contrârio 
AS ( u.) = rf, se a = ,\ 
-114-
Na recuperaçao de erro o átomo produzido pela correçao local precisa 
pertencer ao conjunto de símbolos aceitáveis para o estado (conteúdo 
da pilha de análise) do analisador no ponto de erro. 
Como já foi mencionado, quando as correções locais falham, o analisa 
dor léxico avança até um símbolo fiducial e a pilha é ajustada para 
aceitar o sufixo começando com este símbolo. Se houver mais de uma 
' maneira de fazer este ajuste, então se escolherá a que mais provave_;h 
mente conduza ao sucesso. Estas observações podem ser formalizadas, 
como ve-se a seguir. 
Definição 5: 
Para quaisquer símbolos A e z em uma gramática G, uma der~ 
vação z-imer:>ível (em inglês, 'z-embedding') a partir de A, é uma de 
* ri vação A _, 
e 
~ tal que z ocorre em a. 
Note que ~ pode conter várias ocorrências de z e para cvi tar ambigu~ 
dade sempre !3e fará referência 3. ocorrência mais à esquerda. 
Definição 6: 
A derivação z-imersível A * ----> 
e 
e dita mÍnima se nenhuma 
cadeia inter;nediária na derivação contém uma ocorrência de z. 
De f in i ç ão 7 : 
Seja D = (A * ----> 
e 
o.) uma derivação z-imersível c seja TR a 
árvore de derivação de D. Em TR, seja PT o caminho a partir da raiz 
à folha mais à esquerda rotulada z. Se não existirem dois nós em PT 
com o mesmo rótulo então D é chamada de derivação esquerda z-imersí-
vel nao recursiva, LRNR, (em inglês, 'z-embedding left-to-right non-
recursi ve de ri vation') . 
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Intuitivamente uma derivação z-imersível e LRNR se z e derivado nao 
recursivamente. 
Teorema 1: Se DERIV (A,t) então existe urna derivação t-irnersível LRNR 
mínima a parti r de A. 
Definição 8: 
* Seja A => a z B uma derivação LRNR z-imersi vel mínima a 
partir de A. Então z B e chamado de z-sufixo mínimo de I\. 
Usam-se derivações LRNR mínimas na reconfiguração da pilha de análi 
se, na recuperaçao de contexto global. 
3.2.8.2 - Recuperação local 
Considera-se um analisador sintático sem retrocesso, com 
pilha explícita, sendo 'a' o símbolo que causou a deteção de um erro. 
Passo 0: Pegue o próximo símbolo t da cadeia de entrada. 
Passo 1: Calcule os conjuntos 51, 52, c S3 como segue. Seja y o con 
teúdo da pilha de análise e seja R = AS (y) 
s 1 {X I X € R ~ .. CONTI G (X 'b) } 
52 = {x I x € R ~-CONTIG (x,a)} se 
CONTIG (a, t) 
= (), caso contrário 
S3 = {t} Íl R 
Passo 2a: Se todos os três conjuntos forem vazios, então tem-se um 
erro anormal; chame a recuperação global e retorne ao ana 
li sado r ; senão 
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Passo 2b: Um ou mais dos conjuntos é nao vazio. Este erro normal po-
de ser corrigido de um dos seguintes modos: 
1) ~pode ser substituído por um x € S1. 
2) qualquer x e S2 pode ser inserido antes de a. 
3) Se S3 é não vazio então pode-se descartar a. 
Se algum destes conjuntos tem um único elemento e os outros 
são vazios, então a correção é única. 
Aplica-se a correçao apropriada e retorna-se ao analisador. 
Passo 3: O número de correçoes locais possíveis é igual ao numero 
total de símbolos nos três conjuntos. Salve o conteúdo da 
pilha de análise e aplique a primei r a correçao. Retorne o 
controle ao analisador. Se um erro ocorrer no próximo sím 
bolo da cadeia de entrada, ent'Zlo restaure a pilha e a en-
trada, e tente a próxima correção aplic5vel. 
Repita este procedimento até que uma correçao dê suresso ou 
não existam mais alternativas para serem testaC!as e neste 
caso chame a recuperação global. 
Notcu-se na prática que o uso da relação CONTIG corta drásticamente o 
número de alternativas e o passo3 é então repetido poucas vezes. 
Tem-se mais uma vez uma variação sobre o método de Ghezzi, no que diz 
respeito à recuperação local. As diferenças observadas sao na verifi 
cação de situações de erro e no critério de aplicação -das correçoes. 
vê-se, assim como no método de Setzer, uma preocupação clara em não 
se fazer altE:'rações locais que por serem precipitadas venham ir.trodu 
zir erros no texto de entrada. 
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3.2.8.3- ~ecuperação de contexto global 
Percorre-se a entrada até encontrar um símbolo fiducial p; 
depois retiram-se símbolos da pilha de análise até que 
DERIV (topo da pilha, p), e então substitui-se o elemento do topo por 
um dos p-sufixos mínimos (se os símbolos fiduciais são corretamente 
encontrados, o topo da pilha terá um único p-sufixo). Apresentam-se 
a seguir duas versões, urna não-determinística e a outra deterrninisti 
ca, do algoritmo para reconfifurar a pilha. 
~ bom observar que nos algoritmos seguintes ernpilha-se urna 'marca-de 
-produção' antes de expandi r um não te rrninal dentro da pilha, c de-
sernpilhar esta 'marca-de-produção' implica que a Última produção apl:!:_ 
cada falhou corno tendo um p-sufixo mínimo dentro da pilha de análise. 
Algoritmo 1 - Versão não determinística 
Erocedirnento RECTOTAL 
inicio 
sucesso: = verdadeiro ; 
enquanto (pilha [topo] t- p) e sucesso 
se pilha [topo] = 'marca-de-produção' 
então sucesso: = falso 
~enao se pilha [topo] é terminal 
então topo: topo - 1 
-senao 
se (não DERIV (pilha [topo], p)) 
ou (pilha [topo] foi previamente expandida) 
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então topo: = topo - 1 
senao expanda pilha [topo] 
depois de colocar 
a marca-de-produção 
na pilha 
fim ; (*RECTOTAL*) 
Onde expandir significa substituir o topo da pilha pelo lado direito 
de uma produção para o não terminal dado. 
Se sucesso=verdadeiro na conclusão do algoritmo então substitui-se o 
elemento do topo da pilha por um p-sufixo mínimo. 
No caso extremo a pilha de análise pode estar vazia em qualquer pa~ 
te do algoritmo. Se isto acontecer empilha-se o símbolo principal e 
chama-se o procedimento novamente. Desde que o símbolo principal sa 
tisfaz a relação DERIV para todo terminal, uma derivação LRNR imersí 
vel a partir do símbolo principal existe para que1lquer símbolo fi c1u 
cial. E entãc·, na segunda vez, o procedimento de recuperação d?'R ter 
minar com sucesso, dando o desejado sufixo na pilha. 
Algoritmo 2 - Versão determinística 
(* variáveis globais e funções que sao usadas *) 
Tiposímbolos = (lista de átomos) . 
produções = 1 (n9 de produções da gramática) 
constantes 
as: ~etor jtiposímbolos] de um con~ntQ_ de tiposímbolos 
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(* conjunto de símbolos terminais aceitáveis para cada nao 
terminal *) 
variáveis 
t: tiposímbolos (*símbolo terminal devolvido pelo analisa-
dor léxico*) 
pil1a-análise: pilha de tiposímbolos 
função SP: t pilha (*apontador do topo da pilha de análise*) 
!un~~ TOPOPILHA: tiposímbolos ; (*símbolo do topo da pilha de 
análise*) 
função PROD-IND (nt, t: tiposímbolos): produções 
(*de termina se alguma sentença pode se r gerada a parti r do pr.:!:_ 
meiro argumento, a qual contenha o símbolo terminal dado co-
mo segundo argumento*) 





primeiro símbolo de tiposímbolos 
expsímbolos: ~onjunto de tiposímbolos 
sucesso: booleana ; 
Erocedimento TENTA-RECUPERAR 
variáveis 
nt 1 s~tiposímbolos 
lp: t pilha 
Tentasimb: conjunto~~ tiposínnolos 
Tentaprod: produções ; 
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inicio 
se 'pilha vazia' ~ntão coloque símbolo principal da gramáti-
ca na pilha 
nt: = TOPOPILHA 
retire um elemento da pilha 
lp: == SP ; 
expsírnbolos: = expsírnbolos U {nt}; 
s: = prisírnbo lo 
tentasirnb: = as [nt] 
!:~i ta 
(* localizar o símbolo em as [nt] *) 
!aça s: = succ(s) 
Tentaprod: = PROD-IND (nt,s) 
se 'o lado direito de tentaprod é não vazio' 
então aplica Tent:aprod ; (*coloque seu lado di rei to 
na pilha de análise*) 
repita 
se t e as [TOPOPILHA] 
então SUCESSO: = verdadeiro 
senão se TOPOPILIIA é n.:ío Terminal c 
TOPOPILHA f/- expsímbolos e DERIV 
(TOPOPILHA, t) 
então TENTA-RECUPERAR 
senão retire elerrento dc-:1 pilha cb análisE" 
~té ~~ (sucesso) ou (SP=lp) 
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Tentasimb: = Tentasimb- {s} 
at~gue (sucesso) ou (Tentasimb 0) 
fim ; (*TENTA-RECUPERAR*) 
inicio (*RECUPERAÇÃO-DE-CONTEXTO*) 
avance o analisador léxico até um símbolo fiducial e atribua-o a 
variave l t ; 
expsírnbolos: = 0 
sucesso: = falso 
repita 
TENTA-RECUPERAR 
até ~~ SUCESSO 
fim (*RECUPERAÇÃO-DE-CONTEXTO*) 
3.2.8.4 - Caracterização dos símbolos fiduciais 
Nessa parte vai-se estudar as propriedades que qualificam 
um símbolo corno sendo fiducial. 
Na primeira parte dessa seção mencionou-se duas suposiçoes básicas 
sobre a recuperaçao de contexto global. Para recapitular: 
l) A porção do texto de entrada seguinte e inclusive o sírn 
bolo fiducial (encontrado quando o analisador léxico a 
vança) é um sufixo válido da linguagem. 
2) Depois da reconfiguração da pilha de análise, o analisa 
dor pode analisar qualquer sufixo válido que venha a ser 
encontrado. 
A suposição 2 dá urna ideal, mas restritLJ., definição de um símbolo fi 
ducial. 
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Vejamos agora as propriedades que qualificam um símbolo corno fiducial. 
Definição 1: A cadeia ex é chamada de t-sufixo terminal se: 
l) ex e urna cadeia de símbolos terminais e, 
2) ex e um t-sufixo de urna forma sentencial. 
Note-se ql..E wn t-sufixo terminal tem t corno primeiro símbolo. 
Definição 2: Um símbolo terminal t é um símbolo fiducial forte (SFS) 
se existe urna cadeia S tal que S é o sufixo de urna for 
ma sentencial e para qualquer t-sufixo terminal ci exis-
- * te urna derivaçao G " n . 
Definição 3: Um símbolo terminal o. em uma gram5tica G tem um Único-
nível forte de frase, SPLU, (em inqlês, 'strorHJ phro.sc 
level uniqueness ') 
se ou G é vazia, ou 
l) existe no máximo uma produção A ~, 1~, a. qual contém 
a no seu lado direito. 
2) a ocorre apenas uma vez em n. 
3) A não tem recursão esquerda ou embutida em G, isto é, 
não existe derivação em G da forma A * rx A :~ com 
B :f \ ou (~ = ;_ . 
4) A tem SPLU em G(A) 
(G(A) e a gramática obtida a partir de G, apagando-se todas o.s prod.!:!_ 
çoes para A e tratando A como um símbolo terminal) . 
Pode-se mostrar que SPLU c uma condiçZío ~3 ufi cicn te pu r·a um s fmbolo 
ser um SFS. Isto é feito através das definições e teoremas a scquir. 
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Definição 4: Seja ~ um símbolo terminal com SPLU em G. Então existe 
um único símbolo A
1 
para qual ~ocorre no lado direito 
de uma produção sua. Seja A2 o único símbolo em 
tal que A1 ocorre no lado direi to de A2 , e assim por di~ 




com a propriedade que Ai tem SPLU em G(A
1
) (A2 ) ... (Ai). 
Chama-se esta cadeia de cadeia de dominância (em inglês, 
'dominance chain') para a. 
Lema 1: SeJ·a A, A
1 
..• A a cadeia de dominancia Dara z em G o n " . Então 
A Al ... Ai "' partir do símbolo o' sao acess1 veis a principal ap~ 
nas através de Ai+l . 
* (X e acessível a partir de A se A > c~ X R ) 
Lema 2 : G ( A. ) = G ( A ) . . . (A . ) . 
l o l 
Lema 3: Nenhum dos A ,A
1 
•.. A tem recursao esquerda ou embutida em G. o n 
Definição 4: Seja A ,A
1
, ... A a cadeia de dominancia para o símbolo o n 
z. Então tem-se as produções 
A. l > a. A. B . , i = O , 1, ... n-1 
l+ l l l 
Tal que A. ocorre apenas uma vez em a.A.B. 
l l l l 
Chama-se 
Teorema: O A.-sufixo mínimo de S, isto é, A B 
1
, pode derivar to 
1 n-1 n-
dos os A.-sufixos de Sem G(A.). 
l l 
Corolárío: Se z tem SPLU em G, então z é um SFS. 
Portanto, através das definições e teoremas vistos até agora mostra-
-se que SPLU é uma condição suficiente mas niio ncccss5ria paru um sí~ 
bolo ser um SFS. Entretanto, parece ao autor que gram5ticas nas quais 
todo símbolo é SFS devem gerar uma classe restrita de linquagens. 
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Em qualquer qramática para linguagens de programaçao em uso, existem 
poucos símbolos qualificados a serem SFS e poucos destes tem SPLU (em 
Pascal, por exemplo, apenas program tem SPLU) . 
Entretanto, a escolha de palavras reservadas como símbolos fiduciais 
conduz à uma recuperação de erro com sucesso, na maioria dos casos 
práticos. Est:e fato é atribu{do à redundancia das palavras reservadas. 
Por exemplo, considere-se o seguinte comando Pascal: 
if a > b then a: = c else a: = b , 
Suponha-se que se substituem todas as ocorrências das palavras reser 
vadas i f, .!:_hE~Q_ e e lse por uma nova palavra geQ_ . 
O novo comando seria escrito: 
3.§:_~ a " b gen a: = c gen a: = b 
Nos testes feitos por Pai, verificou-se que o sucesso da recuperaçao 
de contexto <Jlobal para uma linguagem e uma proporçao di reta da re-
dundancia da linguagem. A razão dessa correspondência pode ser vista 
no exemplo acima. 
~ 
No comando o::::-iginal apenas uma expressao booleana poderia seguir umd 
ocorrência do !_f, e no novo comando tanto uma expressao booleana co 
mo um comando podem seguir uma ocorrência de gcQ_. 
Desde que na recuperação de contexto global, se estil interessado em 
conhecer sem ambiguidade, o que pode seguir um símbolo fiducial i f e 
I )--
um bom candidato para símbolo fiducial. 
Dá-se a se gu:~ r algumas con cci tuações que caracterizam o que Pai den~ 
mina de símbolo fiducial fraco, que são os símbolos utili zu.dos em s1..:ta 
implementação do método. 
Definição 5: Seja G = (T,N,P,S) umd gramafica livre de contexto. O 
grafo de dominância (DG) de G é um grafo dirigido rotu 
-125-
lado definido como segue: 
1) DG(G) = (V,E), onde V é o conjunto de nos, e E o con 
junto de arcos. 
2) V = T U N 
3) Arco (x,y) com rótulo i pertence a E se x é o lado 
esquerdo da i-ésima produção, e y ocorre no lado di-
rei to desta produção. 
Se y ocorre mais de uma vez no lado direito, então 
existem múltiplos arcos (x,y) com rótulo i. 
exemplo: Considere uma gramática G com as seguintes produções: 
( 1) S ·· = ABC 
( 2) A·· aBC 
( 3) A·· = a 
( 4) B •• = bAD 
(5) c .. = c C 
( 6) C·· = c 
( 7) D:: = dCB 
seu grafo de dominancia e: 
d 
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No grafo de dominancia DG (G) para uma gramática G, cada caminho sim 
ples (sem ciclos) a partir da raiz até o nó X descreve uma maneirace 
obter X a partirdes, em uma forma sentencial, sem recursão. Porta.Q_ 
to, cada caminho simples da raiz ao nó X se refere a uma ocorrência 
de X em uma forma sentencial. 
Definição 6: Um símbolo terminal z tem um único nível de frase fraco, 
WPLU, (em inglês, 'weak phrase level uniqueness ') den-
tro de uma gramá ti c a G se, ou G é vazia ou 
l) existe no máximo uma produção: 
A >a z B que contém z no seu lado direi to, e 
2) z ocorre apenas uma vez em n z C~ e 
3) A tem WPLU em G(A). 
Um símbolo tE~rminal tem G terá \\IPLU se e sÓmente se existir um úni 
co caminho simples a partir da raiz para o nó t no qrafo de dorninan-
cia de G. Um símbolo ter WPLU é umu condiçi:l.o suficiente para ele ~;er 
fiducial fraco. 
Teorema: Se um símbolo terminal z tem WPLU em uma gram5tica G, e 
* S > a e urna derivação LRNR da cadeia CJ., então z ocorre no máximo 
urna vez em a. 




,A = z 
n n- o 





= l,2, ... n. Seja A. 
l 
* (:( . ~'> z <f> . 
l Jl 
* > y. z cD. él derivação LRNR z-imersível. 
.l J l 
a 
Seja, na rect.peraça:J ce contexto global, A o sírrbolo cb to]'X) da pilha o qual lliRIV 
(A,z) = ~rdadeiro, once z é o símbolo fiduciul encontrado. Se 
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l) z tem WPLU em G 
2) A está na cadeia de dominancia para z, e 
3) dentro do programa, z é produzido a partir de A por uma 
derivação não recursiva. 
então pelo --t'eorema anterior pode-se substituir A na pilha pelo z-su 
fixo mínimo de A e a cadeia resultante na pilha pode ser capaz de de 
ri v ar o resto da entrada. 
Se A não está na cadeia de dominancia é porque A tem mais que um z-su 
fixo mínimo e um deles deve ser escolhido arbitrá'riamente. 
Se a suposição 3 nao e válida, então após a reconfiguração da pilha, 
vai-se ter a capacidade de analisar com sucesso apenas um prefixo do 
restante da (m trada. 
Pode-se notar que para um símbolo A nao terminal ter um único z-sufi 
xo para algum símbolo z, é suficiente que exista um Único caminho sim 
ples de A para z no grafo de dominancia para a gramática. 
Um bom candidato para símbolo fiducial é um símbolo z para o qual 
existe no máximo um caminho simples a partir de qualquer nó até z 
no grafo de dominancia paru a gramática. 
Pode-se escrever uma gramática G para o Pascal na qual a maior parte 
das palavras reservadas, tais como ~!_, !_he_:Q_, else, whil~, etc. Tenha 
WPLU em G. Na gramafica original do Pascal pode-se verificar que so 
mente a palavra reservada E.!:ogr~~ possui WPLU. 
Note-se que 'wPLU de um símbolo em uma dada gramática pode ser decidi 
do algo ritmicamente. Então a escolha de símbolos fi duci ais pode ser 
automatizada. Mas é de responsabilidade, do usuário prover uma gram~ 
tica para uma dada linguagem, na quul um número máximo de símbolo:.; 
tenha WPLU. 
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Pai nao fome ce a gramática utilizada para o Pascal em sua implemen-
tação, que segundo suas conclusões apres~n tou resultados altarrente s~ 
tis fatórios. Mas afirma que para obter t.::üs resulta dos foram a di cio-
nados ao conjunto de símbolos com WPLU, alguns símbolos que não po~ 
suem ~'lPLU mas que melhoram sensivelmente a recuperação de erros. Is-
to reflete que a definição dos símbolos fi duci ais é insa tis fatóri a e 
imprecisa, necessitando-se adi cionalmen·te recorre r-se ao conh~ cimen-
to prático da utilização da linguagem. Portanto nao e conseguida a 
automatização desejada, mas nos parece ser este o caminho mais inova 
dor tentado até agora no campo de recuperação de erros. Estudos prs: 
curando obter definições mais precisas de símbolos tais como os fi-




Caso já foi dito durante a apresentação do trabalho, 
mos a implementação de quatro dos métodos apresentados: 
fi ze 
- o de pânico original, onde na ocorrência de um erro des 
carta-se a entrada até encontrar um delimitador de comando. 
o de Turner, que por ser extremamente simples queríamos 
verificar a eficiência. 
- o de Wirth, que e um dos mais usados em aplicações reais. 
- o de Ghez zi, onde tem-se combinado um acerto local do tex 
to de entrada com uma recuperação "global" nos moldes do método de 
Wi rth. 
Nossas implementações foram feitas em um analisador sintático, com 
pilha explÍcita e sem retrocesso para um subconjunto bastante compl~ 
to da linguagem Pascal. 
Para testar os métodos, utilizamos uma coleção de 120 programas, en 
contrados em [Ripley, Druseiks, 1978], que também foi utilizada para 
testar alguns dos métodos encontrados na bibliogrélfiu. Estes progr~ 
mas contém no total 203 erros, sendo estes os mais comumente encon-
trados em programas Pascal. São programas pequenos de no mínimo 10 
linhas de texto. 
Ao obter os resultados tivemos uma certa dificuldade em determinar 
um modo nao subjetivo de analisá-los. Infelizmente não o conseguimos 
e então estabelecemos um critério de classificar as recuperaçoes, r-or 
programa e nao por erro, da seguinte forma: 
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quando o que é feito nao e exatamente o que um programa-
dor faria, mas não temos muitos erros ignorados e nao te 
mos erros in se ri dos. 
-quando temos alguns erros inseridos, mas que nao chegam a 
tumultuar demais a deteção dos erros originais. 
quando percebe-se que o analisador se perdeu completamen-
te devido a ocorrência de erros. 
Observa-se que é um critério subjetivo e pessoal, mas que de alguma 
forma pode nos oferecer termos de comparação entre os métodos. 
Estabelecido o critério, construí'nus as tabelas que podem ser vistao> 
nas figuras 4.1 e 4.2. 
Adicionalmente às tabe L:s temos os seguintes dados: 
- no método de pânico tivemos 79 erros nao detetados, en 
quanto que no de Ghezzi tivemos 41, no de Wirth 45 c 
no de Turner 6 5. 
- no método de pânico detetamos 2 2 erros espúrios, no de 
Wirth 40, no de Ghezzi 46 c no de Turncr 60. 
A partir da observação desta:; tabela:; é que tiramos algumas das segui!:!_ 
tes conclusões: 
- se formos observar estatisticamente as percentagens che 
gariamos a conclusão de que não existe uma diferença sensível entre 
os métodos testados. Mesmo o método de pânico funciona de maneira sa 
tisfatória em 54% dos programas testados. Mas neste percentual deve-
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se levar em conta que cerca de 40% dos erros, neste método, nao foram 
detetados. 
Ao se escrever um compilador geralmente tem-se uma finalidade para o 
seu uso. Caso ele seja usado para ensino seria desejável que tivéss~ 
mos a maioria dos erros detetados em uma única compilação, pois eles 
geralmente são muitos. Daí dever-se optar por um método que não des 
carte tanto texto de entrada detetando a maior parte dos erros, como 
é o caso da método de Wirth e de Ghezzi. Este Último devido à tenta 
tiva de acerto local, além de ser mais complexo de se implementar i~ 
sere mais erros, e acreditamos que em programas maiores, com Lrrna. rmior 
quantidade de erros, isto pode se tornar critico, o que não aconte-
ceu em nossos testes. 
Se o compilador for voltado para o uso de profissionais o que porta~ 
to não fazem programas com muitos erros, o m6todo de pãnico torna-se 
satisfatório. Deve-se levar em conta também, a estrura da linguagem 
compilada na escolha de um determinado método de recuperação. Por 
exemplo, no caso da linguélgem Fortran Ctcredi télmos se r o método dE: p§_ 
nico o mais apropriado, pois nunca teremos muito texto de entrada c:Es 
cartada visto que cada linha é um comando e estes de uma maneira g~ 
ral são curtos. 
-Portanto, tratando-se de compiladores que serao mais usados por pr~ 
fissionais deve-se optar pela facilidade de implementação, visto que 
as diferenças de eficiéncia não são significativos neste caso. Tam-
bém deve-se levar em conta os métodos, 00s mol dcs do método de Chezzi, 
que tentam um acerto local, que embora sejam de implementação mais 
complexa, devem resolver a grande parte dos erros encontrados, visto 
a na ture z 0 dos erros que se r ao encontrados nos programas submeti dos 
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a estes compiladores. E isto ocorrendo, dispensam-se compilações po~ 
teriores, o que geralmente é mui to desejável em tais sistemas. 
o método de Turne r, pelo menos para o caso de linguagem 
Pascal mostrou-se bastante insatisfatório. Comparando-se com o méto-
do de pânico sómente apresenta uma melhora em relação Zl quantidade à? 
erros detetados, mas a inserção de erros espúrios é por demais sign_:l._ 
fi cativa. Acreditamos que isto acontece por não se r absolutamente ver 
dadeira a afirmação de Turner de que il maioria dos erros é de prime!_ 
ra ordem, pelo menos não é o que mostra a coleção de programas util~ 
zada em nossos testes e que foram coletados como sendo padrão de er-
ros encontrados na maioria dos programas reais. 
' - acreditamos que nenhum dos métodos seja restrito u qua!_ 
quer tipo de implementação. Caso seja utilizada a implementação re-
cursiva não é aconselhável o uso dos métodos que fazem acertos locais, 
pois complica, de maneira sensível, o andlisador se formos coletar o 
contexto ao redor do ponto do erro de modo il se fazer um acerto lo-
cal satisfatório. 
- comparando-se os métodos de Wi rth e G1e zzi ve ri ficamos 
que em poucos casos o acerto local acrescenta alguma melhoria ao me 
todo, e na maioria das vezes em que é feito contribui para a inser 
ção de erros espúrios. Isto vem confirmar o que prevíamos de que ac.e!: 
to locais não são satisfatórios pois para serem o programa deveria 
conhecer as intenções do programador e isto só é possível em pouqu{~ 
si mos casos. 
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FIG. 4.2 -TABELA RESUMO COM PERCENTAGENS 
PÂNICO GLEZZI WI RTII TURNER 
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