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a  b  s  t  r  a  c  t
In a large  number  of experimental  problems,  high  dimensionality  of  the  search  area  and  economical
constraints  can  severely  limit  the  number  of  experimental  points  that  can  be tested.  Within  these  con-
straints,  classical  optimization  techniques  perform  poorly,  in  particular,  when  little  a  priori  knowledge  is
available.  In  this  work  we  investigate  the  possibility  of  combining  approaches  from  statistical  modeling
and  bio-inspired  algorithms  to effectively  explore  a huge  search  space,  sampling  only  a  limited  number  of
experimental  points.  To this purpose,  we  introduce  a novel  approach,  combining  ant colony  optimization
(ACO)  and  naïve  Bayes  classifier  (NBC)  that  is, the  naïve  Bayes  ant  colony  optimization  (NACO)  proce-
dure.  We  compare  NACO  with  other  similar  approaches  developing  a simulation  study.  We  then  derive
the NACO  procedure  with  the goal  to  design  artificial  enzymes  with  no  sequence  homology  to  the extant
one.  Our  final  aim  is  to  mimic  the natural  fold  of  200  amino  acids  1AGY  serine  esterase  from  Fusarium
solani.
©  2016  Elsevier  B.V.  All  rights  reserved.
1. Introduction
Enzymes are biological molecules that catalyze thousands of
chemical reactions that sustain life. Each enzyme is a polymer gen-
erated from a series of up to 20 different amino acids. Polymers
can be represented as words formed according to the alphabet
a = {a1, a2, a3, . . .,  a20}. They may  differ in length, sequence and
amino acid order. A secondary and tertiary structure, which defines
enzyme activity, is associated to each sequence [1]. Enzyme activi-
ties can be associated to each of these combinations of amino acids
through experimentation. Biological experimentation aims to opti-
mize the sequence of amino acids in order to find enzymes with
the best activities. The number of possible combinations of amino
acids rapidly increase leading to a combinatorial explosion of the
search space. Designing artificial enzymes with desired properties
is known in computational biology as Enzyme Engineering [2,3].
Enzyme Engineering is an important task in numerous fields such
∗ Corresponding author at: Institute of Applied Mathematics and Information
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as chemicals, pharmaceuticals, fuel, food or agricultural additives
[4].
In this context it is necessary to develop new enzyme engi-
neering procedures based on computational approaches able to
identify best solutions with the lowest number of costly and time
consuming experimentations. Different optimization approaches
have been proposed in the literature to tackle problems with high
dimensional and complex search spaces [5–11]. Some approaches
are based on Evolutionary Computation Algorithms [12]. Genetic
Algorithms (GAs) [13,14], for example, use techniques inspired by
natural evolution, i.e. mutation, selection and crossover, in order to
optimize complex functions. The application of these approaches
is limited by several issues such as the need of solid a priori knowl-
edge of the relationship between the structure and function of an
enzyme, the vast number of possible modifications of an existing
enzyme, the lack of efficient screening procedures able to reduce
the number of modified enzymes to be tested and the computa-
tional effort needed to create new enzymes. A promising solution
is combining metaheuristic algorithms and statistical models. This
is a novel research area that addresses problems characterized by
large design space, high-order interactions between variables, and,
complex and non-linear experimental surfaces [15]. Some exam-
ples of these hybridized methods can be found in [16–21]. A recent
http://dx.doi.org/10.1016/j.asoc.2016.08.018
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approach is proposed in [21] where an optimization algorithm,
called Co-Information Composite Likelihood (COIL), based on the
evolutionary paradigm is introduced by coupling cross-entropy
sampling [22] and composite likelihood principles [23] to design
novel enzymes with improved functionalities.
In this paper, we introduce a novel approach that combines ant
colony optimization (ACO) [24–26] and the naïve Bayes Classifier
(NBC) [27], called naïve-Bayes ant colony optimization (NACO). The
ACO approach has been widely used in many optimization prob-
lems ranging from sequential ordering studies [28] to open shop
scheduling [29]. ACO has been also applied to biological problems
such as DNA sequencing problems [30,31].
Several theoretical and practical features of NBC have been stud-
ied that have shown its reliability in terms of classification accuracy
[32–37]. One of the most powerful procedures proposed in the bio-
logical field is an algorithm for genetic biomarker selections and
subject classifications from the simultaneous analysis of genome-
wide Single-Nucleotide Polymorphism (SNP) data based on the
naïve Bayes framework [37].
The key idea of NACO is to include information achieved via the
NBC method in the path construction mechanism of ACO, in order to
drive the search process towards the target region in a much more
effective way. NACO was evaluated both in a simulation study and
in a real case of building artificial enzymes. In particular, the NACO
algorithm was constructed and a simulation comparison with a set
of other procedures frequently used for this purpose was devel-
oped. The algorithm was then derived with the goal of designing
artificial enzymes with no sequence homology to extant ones; the
final aim being to mimic  the natural fold of 200 amino acid long
1AGY serine esterase from Fusarium solani [38].
This paper is organized as follows. In Section 2 the optimization
problem is formalized and in Section 3, we briefly describe the ACO
and NBC algorithm. In Section 4, we introduce our approach, naïve-
Bayes ant colony optimization (NACO). In Section 5, we  evaluate
NACO performance in a simulation study, comparing results with
well-known techniques and, in Section 6, we apply NACO to the
design of new enzymes. Finally, some conclusions are drawn in
Section 7.
2. The optimization problem
Enzyme engineering can be described as a combinatorial opti-
mization problem P = (X, f ) in which:
- f is the objective function to be optimized and defined as f :
D1 × D2 × · · · × Dd → R+ where D1, . . .,  Dd are the domains of the
following variables in X = {x1, . . .,  xd};
- X  is the set of all possible combinations x = (x1li , . . .,  xdli ) where
xili ∈ Di indicates the value of the variable xi ∀ i where i = 1, . . .,  d.
The function f calculates a response value for each combination of
variables, y = f (x1li , . . .,  xdli ) with li = 1, . . .,  k. Within this setting,
the final aim is to find the combination, or solution, x∗ ∈ X  with
maximum response value, that is, f (x∗) > f (x)∀x ∈ X.
To address the enzyme engineering problem we  propose that
the variables represent the set of amino-acids in the enzyme
sequence, the variable domain is the alphabet a, X  is the set of all
possible candidate enzymes to be tested and the objective function
is the enzyme activity to be maximized.
3. Ant colony optimization and naïve Bayes classifier
In this section we briefly introduce ant colony optimization
(ACO) and naïve Bayes classifier (NBC), which we intend to combine
in an new approach to high dimensional optimization problems.
3.1. Ant colony optimization (ACO)
Ant colony optimization (ACO) [24] is a metaheuristic algorithm
introduced for complex combinatorial problems. It is inspired by
the behaviour of specific real ant colonies in search of food in
their environment. In nature ants explore the surrounding environ-
ment for food source through random walks. Once found the food,
ants return to their colony leaving behind a trail of pheromones.
Pheromones are volatile compounds that quickly dry off so that a
short path from colony to food source is more likely to preserve
detectable amount of pheromones. This in turn will allow more
ants to follow that path and thus reinforce the pheromone trails.
This positive feedback eventually leads all ants to use a single path
from the colony to the food.
The main idea of the ACO algorithm is to mimic  this behaviour
with artificial ants walking around a graph representing the envi-
ronment; more specifically, the problem to solve is illustrated in
Fig. 1.
ACO algorithm is applied to problems that can be described
as a graph G = (N, A) where N is the set of nodes and A the set of
arcs that fully connect the nodes. A weight !i,j, called pheromone
value, is associated with each arc which connects node i with node
j. The pheromone value represents the attractiveness of a spe-
cific arc for the ants: the higher the amount of pheromone on
an arc, the higher the probability that ants will choose it when
constructing solutions. In addition, a heuristic value "i,j, which rep-
resents a priori information, is introduced to move from node i to
node j.
The construction of the ACO algorithm includes the follow-
ing phases [26,39]: (i) Construct ant solutions, (ii) Daemon actions
and (iii) Update pheromone.  The first phase, Construct ant solutions,
represents the procedure needed for ants to construct solutions
incrementally: starting from a first node, ants add a new node at
each iteration of the procedure in order to build the entire solution.
An ant decides where to go next in accordance with pheromone val-
ues !i,j and the heuristic values "i,j. The relative influence of these
two values is weighed in accordance to two parameters, called  ˛ > 0
and  ˇ ≥ 0, respectively. The second phase, Daemon actions, com-
prises all problem-specific operations that may  be considered for
boosting the performance of ACO algorithms. The main example
of such operations is the introduction of local search techniques
[40,41]. The third phase, Update pheromone,  includes the proce-
dure to updates pheromone values. This procedure is divided in
two phases. First, pheromone evaporation is applied to decrease
pheromone values. The degree of decrease depends on the param-
eter # ∈ [0, 1], called the evaporation rate. The aim of pheromone
Fig. 1. Representation of a possible graph where ants move, from a starting node to
a  destination node.
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evaporation is to avoid an unlimited increase in pheromone val-
ues and to allow the ant colony to forget poor choices made
previously. A pheromone deposit is then applied to increase the
pheromone values that belong to good solutions that ants have
generated.
In the literature there are many different versions of this
algorithm and one of the most powerful versions of ACO is the
MAX–MIN Ant System (MMAS) [42]. MMAS is able to exten-
sively exploit the search space by allowing only a single ant to
deposit pheromone after each iteration, for example, the ant that
reached the best solution in the current iteration, called interation-
best solution sib. Moreover, it uses a simple method for limiting the
strength of the pheromone trail that effectively avoids premature
convergence of the search.
3.2. Naïve Bayes classifier (NBC)
The naïve Bayes classifier [27] is a probabilistic method, based
on Bayes rule, which assumes that the variables {x1, . . .,  xd} in the
set X be all conditionally independent from each other, given the
response value y. In other words, a naïve Bayes classifier assumes
that the presence (or absence) of a particular variable in a candidate
solution is unrelated to the presence (or absence) of any other vari-
able and, further, assumes that interactions between variables do
not influence the response value. More precisely, considering a can-
didate solution x = (x1li , . . .,  xdli ) where xili ∈ Di indicates the value
of the variable xi ∀ i where i = 1, . . .,  d, we can calculate probability
P(x1li , . . .,  xdli |y) as follows:
P(x1li , . . .,  xdli |y) =
d∏
i=1
P(xili |y). (1)
The aim of the naïve Bayes classifier is to derive the probabil-
ity distribution of y, for each new candidate solution not already
tested. Starting from Eq. (1), it is possible to derive the naïve Bayes
algorithm in the following way: y is assumed to be discrete with r
possible values and variables {x1, . . .,  xd} can assume any discrete
or real values. The probability that y will take its rth possible value,
according to Bayes rule, is given as:
P(y = yr |x1li , . . .,  xdli ) =
P(y = yr)P(x1li , . . .,  xdli |yr)∑r
j=1P(y = yj)P(x1li , . . .,  xdli |yj)
, (2)
where the sum is taken over all possible values yj with j = 1, . . .,  r.
Assuming then {x1, . . .,  xd} to be conditionally independent given
y, we can write the following equation:
P(y = yr |x1li , . . .,  xdli ) =
P(y = yr)
∏d
i=1P(xili |yr)∑r
j=1P(y = yj)
∏d
i=1P(xili |yj)
.  (3)
Eq. (3) is the fundamental equation for the naïve Bayes classifier.
Given a new combination of variables xnew, this equation allows to
derive the probability that y will take a possible value in its discrete
domain, given xnew and the distributions P(y) and P(xili |y) with i = 1,
. . .,  d estimated from the available set of candidate solutions and
the associated set of response values.
4. Naïve-Bayes ant colony optimization (NACO)
In building the naïve-Bayes ant colony optimization (NACO),
we assume that a colony of ants mutually collaborate to reach
the optimum in a high dimensional and complex search space.
This colony shares information and collaborates via pheromone
values and information extraction by NBC. Pheromone update
rules are applied once all ants have built their solutions based
Fig. 2. Flow diagram of NACO approach.
on the iteration-best solution, sib, and the probability distri-
bution to obtain a certain response given a specific set of
variables.
The construction of NACO approach (see Fig. 2) can be described
as follows:
1. Initialization of the probability with which an ant w chooses to
go from node i to node j. Each node has the same probability to
be chosen.
2. Generation of a set of candidate solutions of size m (colony of
ants).
3. Evaluation of the response y of each candidate solutions accord-
ing to the objective function f.
4. If the optimal solution is found (or the maximum number of
iterations is reached) stop the procedure. Otherwise, continue.
5. Identification of the iteration-best solution, sib.
6. Calculation of the NBC on the current set of candidate solutions.
At each iteration, NBC focuses on the values of the response
greater than a problem-specific threshold $ , with $ ∈ R.
7. Updating the probability with which an ant w chooses to go from
node i to node j using the information extracted in points 3 and
4.
8. Go to point 2.
At each iteration, the candidate solution response is computed.
In order to update the probability with which an ant w chooses to
go from node i to node j, NACO, first, identifies the iteration-best
solution, sib and then, in order to focus on the candidate solutions
that have reached the highest responses, candidate solutions are
divided in two classes according to a certain constant threshold
($ , with $ ∈ R) such as the specific quantile of the response
distribution. For instance, if we aim to minimize an objective
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function, $ can be equal to the first quartile. Consequently, the
following rule will be applied:
yr =
{
yr=1 = 1 I(y ≤ $) = 1
yr=0 = 0 I(y ≤ $) = 0,
where I() is the indicator function.
Given the set of candidate solutions and the assigned classes,
the NBC derives the probabilities P(y = yr) and P(xili |yr) with r = {0,
1}. Considering categorical variables these probability distributions
are represented with conditional probabilities, which are estimated
from the data by counting the occurrences of each variable and
class label yr. All the possible combinations obtained with the xili
in the candidate solutions with yr=1 = 1 are then considered and the
corresponding P(y = yr|xnew) calculated. The possible solution with
the highest probability is then selected and the related P(xili |yr)
are used to weigh on the arcs. These weights are named Naïve
Information and denoted %.
4.1. Probability update procedure
In NACO, each arc describes the probability of moving from node
i to node j. This probability is usually calculated on the basis of
pheromone quantity and heuristic information, i.e. a priori infor-
mation concerning the problem. In our approach this probability
also depends on Naïve Information %.
Given the state of the graph at iteration t − 1 of the algorithm,
the Naïve Information %i j is extracted from the set of solutions eval-
uated at iteration t and the set of {%i j} is updated. Subsequently,
the iteration-best solution sib is identified and the corresponding
pheromone value is updated.
The probability at iteration t of going from node i to node j will
be obtained by combining the pheromone values with the heuristic
values (if available) and with Naïve Information as follows:
pij(t) =
[!ij(t)]
˛["ij]
ˇ[%ij(t)]
ı∑
p ∈ Ni [!ip(t)]
˛["ip]
ˇ[%ip(t)]
ı
∀p ∈ Ni, (4)
where !i j(t) is the amount of pheromone value and %i j(t) is the
Naïve Information on arc (i, j) at iteration t and "i,j is the heuris-
tic value on the same arc (i, j). Ni denotes the set of nodes that
can be visited from node i and ˛,  ˇ and ı are the parameters that
control the relative weight of the pheromone trail, heuristic infor-
mation and Naïve Information. After all the ants have completed
their tour, pheromone evaporation on all arcs is applied consistent
with evaporation factor #, # ∈ (0, 1].
ACO performance strongly depends on the availability of rel-
evant a priori information of the problem. The introduction of
Naïve Information aims to avoid the need for heuristic informa-
tion in order to tackle high-dimensional design problems with
computationally-expensive complex functions without a priori
knowledge.
5. Simulation study
We  evaluated the efficiency and robustness of NACO approach
by developing a simulation study where we compared this
approach with other optimization techniques. We  considered two
benchmark functions selected to test the performance of the
techniques. These functions are frequently used to compare opti-
mization procedures in the literature [21,43].
5.1. Benchmark functions
In our simulation study the response value of each solution
was derived assuming the model y = ϕh(x) + ', '∼N(0, (2h ), where
h = 1, 2 denotes two  types of response surface. The optimal solution
minimizes the deterministic function ϕh, which was interpreted as
the objective function. We  computed Monte Carlo simulation com-
posed of 50 runs and characterized by d variables with k levels each.
A run was  stopped if the global minimum was  achieved before a
maximum number of iterations T = 30.
The Response Surface 1 takes the following form:
ϕ1(x1, . . .,  xd) = 10d +
d∑
i=1
k∑
l=1
[
ˇ2il Iil − 10 cos(2)ˇil)Iil
]
, (5)
where Iil = 1, if xi = xil, and Iil = 0, otherwise. For all i = 1, . . .,  d, the
constants ˇil, l = 1, . . .,  k, formed an equally spaced grid of k elements
on (−5, 5]. The function ϕ1 has multiple local minima with similar
values with respect to the global minimum.
The Response Surface 2 takes the following form:
ϕ2(x1, . . .,  xd) =
∑
E ∈ P:|E|≤d∗
"E, (6)
where "E is the effect corresponding to the index set E ∈ P, P =
P({1, . . .,  d}) the power set constructed from indexes {1, . . .,  d} and
the sum was  taken over all variable combinations with at most d*
elements. The effects "E are computed as "E =
∏
i ∈ E
ˇili Iili , where Iili
is an indicator variable taking value 1, if xi = xili , (li = 1, . . .,  k) and
the coefficients ˇili ∈ {ˇ1, . . .,  ˇk} formed a equally spaced grid of
k elements on the interval (0, 1]. In all the simulations presented
here d* is set equal to ⌈d/2⌉ in accordance to [21]. So, when using
d = 4 variables, we compute only main effects and two-ways inter-
actions. If d = 20, we  take all main effects and all interactions with
at most d* = 10 variables.
5.2. Search approaches for comparison
In order to validate the performance of NACO we selected three
approaches from the literature:
• MAX–MIN Ant System (MMAS) [42] is based on three key
aspects. First of all, in the colony of ants only a single ant is used
to update the pheromone trails after each iteration helping to
exploit the best solutions found during an iteration or during the
run of the algorithm. The second aspect restricts the range of pos-
sible values for the probability of choosing a specific arc which
helps to avoid early stagnation. The final aspect requires that the
pheromone trail is deliberately initialized to a maximum value,
!max. Stützle et al. [42] show by numerical analysis that MMAS
achieves a strongly improved performance compared to other
versions of ACO algorithm.
We implemented an MMAS with  ˛ = 1, without any a priori
information regarding the problem and with evaporation rate
# = 0.88. The parameter # was used to avoid unlimited accumu-
lation of the pheromone trails enabling the algorithm to forget
bad decisions previously taken. In fact, if an arc is not chosen
by the ants, its associated pheromone value decreases exponen-
tially in the number of iterations [44]. Since evaporation rate #
has an essential role in the algorithms performance we decided
to perform a dedicated tuning analysis. The results are shown in
Fig. 3 where the behaviour of MMAS with different # values is
reported. From the figure we notice that when # = 0.88 the algo-
rithm is able to outperform the other versions of MMAS in the
two  benchmark functions with k = 13 and d = 2.
• Genetic Algorithm (GA) [13,14] is considered one of the most
powerful algorithms for optimization. GAs are adaptive heuristic
search algorithms based on the evolutionary idea of natural selec-
tion. They are based on a population of solutions that undergo
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Fig. 3. Tuning analysis of MMAS with different values of # with k = 13 and d = 2.
selection in the presence of variation-inducing operators such as
mutation and recombination (crossover). Further, a fitness func-
tion is used to evaluate solutions, and the selection process is
based on fitness values (responses).
We implemented a GA where the candidate solutions were
generated by a one-point crossover with a 5% mutation rate and
proportional selection as sampling schemes [21].
• Co-Information Composite Likelihood (COIL) [21] optimization
is a novel approach for high dimensional problems. COIL is an
adaptive procedure where new candidate solutions are chosen
by minimizing the co-information composite likelihood objec-
tive function, derived from coupling importance sampling and
composite likelihood principles.
COIL depends on two parameters: (i) a fixed threshold $ that
divides the response in two classes and (ii) a parameter " that con-
trols the trade-off between exploration and exploitation of the
search space. In these simulations, where the aim is to minimize
the response, $ is the first quartile of the response distribution
and "t = 1 −1/(1 + t), t ≤ T where t is the current iteration and T the
maximum number of iterations. This choice for "t is motivated
by the need to thoroughly explore X  during the initial iterations
and exploit the best solutions more efficiently later on [21].
NACO was tested with the following fixed parameters: (i)
# = 0.88 and (ii) the constant threshold $ was equal to the first quar-
tile as in COIL.  ˛ and ı were decided in accordance with preliminary
results as shown in Fig. 4 and have been fixed to  ˛ = 1 and ı = 2. We
did not report the results obtained with response surface ϕ1 since
the different settings gave similar performance.
In all the four approaches the number of candidate solutions
to be tested at each iteration was set as m = k × 20 in order to have
enough candidate solutions and related responses to obtain reliable
estimations at each iteration [21]. A tuning parameter procedure
was implemented in [21] to optimize the performance of GA and
COIL on the same benchmark functions used to optimize the NACO
parameters.
5.3. Computational results
In order to compare the performance of NACO with the
approaches presented in Paragraph 5.2, two indicators were
derived to show the main difference between the four algorithms
• expected number of iterations to hit the optimal solutions,
denoted by EHI;
• explored fraction of the search space, % X  = (EHI × m × 100)/
dim(X) where dim(X) is the dimension of the whole experimental
search space.
To understand how NACO behaved when the dimension of the
search space increased we considered various values for k and
d, corresponding to dim(X) = kd ≈ 104, 105 and 106. The results
are reported in Table 1. Table 1(a) reports the results obtained
for dim(X) ≈ 104. The benchmark function considered for the spe-
cific simulation is reported in the first column. In columns 2,
3, 4 we report the number of levels k, the number of variables
d considered in the specific instance and the number of can-
didate solutions tested at each iteration. The value of EHI and
the explored fraction of the search space was then calculated for
each method. In Table 1(b) and (c) the same results are reported
but considering larger search spaces, such as dim(X) ≈ 105 and
dim(X) ≈ 106.
Our numerical studies show that NACO converges to the
optimum in all the design space sizes and requires a very small
number of tested solutions in all simulations. This is a very small
number, in fact, at dim(X) ≈ 104 NACO needs just less than three
iterations to reach the optimum, equal to 0, of response surface
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Fig. 4. Tuning analysis of NACO with different values of ı and  ˛ with k = 13 and d = 2
and  response surface ϕ2.
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Table 1
Expected number of iterations needed to achieve the optimal solution (EHI) and the correspondent fraction of explored search space (% X) for MMAS, COIL and GA.
k d m NACO MMAS COIL GA
EHI % X  EHI % X  EHI % X  EHI % X
(a) dim(X) ≈ 104
ϕ1
2 13 40 2.74 1.34 16.26 7.94 3.42 1.67 8.30 4.05
4  7 80 2.22 0.54 14.86 3.63 2.94 0.72 6.34 1.55
10  4 200 2.48 0.99 18.66 7.46 3.30 1.32 8.60 3.44
ϕ2
2 13 40 3.48 1.70 17.68 8.63 4.26 2.08 9.36 4.57
4  7 80 2.86 0.70 23.10 5.64 4.12 1.01 9.16 2.24
10  4 200 3.20 1.28 20.60 8.24 4.64 1.86 7.80 3.12
(b)  dim(X) ≈ 105
ϕ1
2 17 40 3.34 0.20 23.70 1.45 4.26 0.26 10.80 0.66
4  8 80 2.54 0.31 21.52 2.63 3.48 0.48 7.72 0.94
10  5 200 3.38 0.27 29.04 2.32 4.60 0.37 12.24 0.98
ϕ2
2 17 40 5.14 0.31 23.28 1.42 7.16 0.44 12.14 0.74
4  8 80 3.34 0.41 26.44 3.23 4.66 0.57 10.36 1.26
10  5 200 4.56 0.36 28.44 2.28 6.54 0.52 16.38 1.31
(c)  dim(X) ≈ 106
ϕ1
2 20 40 3.62 0.07 27.70 0.52 4.52 0.09 13.28 0.25
4  10 80 2.96 0.06 27.16 0.52 4.20 0.08 10.60 0.20
10  6 200 4.12 0.08 28.42 0.57 6.06 0.10 16.08 0.32
ϕ2
2 20 40 6.12 0.12 27.08 0.52 11.20 0.21 16.96 0.32
4  10 80 5.02 0.10 29.60 0.56 6.98 0.13 16.74 0.32
10  6 200 5.96 0.12 30.00 0.60 7.12 0.14 19.24 0.38
ϕ1 and less than four iterations for response surface ϕ2, with opti-
mum value equal to 13.89. The method performs particularly well
when dim(X) ≈ 106 considering response surface ϕ1, since NACO
needs less than 0.07% (in average) of the total space to achieve
the optimum. MMAS performs very badly in all the simulations
because it does not benefit from the inclusion of heuristic informa-
tion, an essential component in ACO algorithms. This result shows
that the combination of the naïve Bayes classifier in the ACO frame-
work boosts the performance of NACO outperforming all the other
approaches.
If d and k increase, NACO is still able to reach the optimum in
a reasonable time. In fact, considering response surface ϕ2, k = 10
and d = 6, NACO requires 5.17 iterations (in average) to reach the
optimum, which is 61.67. In the other case, response surface ϕ1,
NACO requires 3.57 iterations (in average) to reach the optimum,
which is 0.
In Fig. 5, we compare the convergence of our method with COIL,
MMAS and GA methods. This analysis confirms that NACO outper-
forms MMAS and GA, in fact NACO typically reaches the minimum
faster than the other two  approaches. NACO and COIL approaches
have similar performance in almost all dimensions.
We further investigated the difference between NACO and all
the other approaches performing a pairwise Student’s t-test. The
null hypothesis, H0, is that the average best value is equal between
two approaches otherwise the two values are different (alternative
hyphotesis, H1). If the p-value, p, is less than (or equal to) ˛p then
the null hypothesis is rejected in favor of the alternative hypoth-
esis. NACO is significantly different with ˛p = 0.05 in a pairwise
comparison with MMAS in all instances. NACO is also significantly
different with ˛p = 0.05 with GA method considering k = 2 and d = 20
and k = 10 and d = (5, 6) with response surface ϕ1. If we consider
response surface ϕ2, NACO is significantly different with k = 4 and
d = 10 and k = 10 and d = (5, 6). If we set ˛p = 0.10, NACO is signif-
icantly different in comparison with GA method in all instances
except for k = 4 and d = (7, 10) with ϕ1 and k = 2 and d = (13, 17)
with ϕ2. The pairwise Student’s t-test confirms that NACO and COIL
have similar behaviour in all instances since we accepted the null
hypothesis H0 with ˛p = 0.05.
To further understand the main difference between NACO and
COIL, we  investigate the computational time as a function of the
average number of seconds needed to reach the optimal value. We
then ran the two algorithms assuming the same setting of the previ-
ous study. Also in this case, we computed a Monte Carlo simulation
composed by 50 runs. A run was stopped if the global minimum
was achieved before a maximum number of iterations T = 15. For
this study, we decided to limit the number of iterations since we
are interested in the computational cost and not in reaching the
optimum. The results are reported in Table 2 in which the aver-
age number of seconds, *sec, and relative standard deviation, (, are
reported for both algorithms. In terms of computational time, NACO
performs better than COIL in almost all dimensions. In some cases
the difference is large. For instance, NACO requires less than 13 s to
reach the optimum when k = 2 and d = 20 whit ϕ1. COIL needs more
than 38 min.
Also in this study, we applied a pairwise Student’s t-test to assess
if the average computational time is significantly different between
the NACO and COIL methods, alternative hyphotesis H1. The NACO
p-value, p, is less than ˛p = 0.05, then the alternative hypothesis is
accepted in almost all instances except for k = 10 and d = (5, 6) with
ϕ2.
6. The artificial 1AGY serine esterase
The NACO approach was used to address the problem of
designing an artificial enzyme which mimics the fold (i.e. three-
dimensional shape) of the natural enzyme 1AGY of fungus Fusarium
solani [38] (see Fig. 6). Artificial enzymes composed of 4 sub-
sequences (d = 4) linked together sequentially were built and a
solution x was  then made from a sequence of the four variables.
Each subsequence was embodied by a specific string of amino acids
called pseudo-domains chosen from a collection of 95 different
pseudo-domains. Accordingly, the corresponding variable domain
was composed of k = {1, . . .,  95}  levels. The search space X  com-
prised all the possible permutations repeating k pseudo-domains in
d positions equalling 954 = 8.1 × 107 possible solutions. For exam-
ple, feasible solutions were xi = (66, 37, 66, 14) and xj = (37, 14, 66,
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Fig. 5. Convergence behavior for Experiment 1 (ϕ1) and Experiment 2 (ϕ2) for the NACO (solid lines), COIL (dashed lines with dots), MMAS (dotted lines) and GA (dashed
lines)  methods. The first, second and third rows of the display show Monte Carlo averages of the best response value for d = 13, 17, 20, respectively, and k = 2. The vertical
bars  are 95% Monte Carlo confidence intervals.
66). In this problem, the objective function was  to maximize the
structural similarity between a given candidate artificial enzyme
and the natural enzyme 1AGY [45]. The similarity score is calcu-
lated by measuring the 2D structure similarity to the target enzyme
by pairwise alignment of 2D structures predicted using PSIPRED
algorithm [46,47]. The score ranges from 0 to 1000, the higher the
score the higher is the structure similarity between the candidate
artificial enzyme and the target enzyme.
Generally, in enzyme engineering problems, direct experimen-
tal evaluation of potential solutions is the only means for knowing
how an enzyme performs. Experimentation, however, is costly
and time consuming. In our study, real experimentation was  cou-
pled with the NACO algorithm. Solutions were evaluated in the
real world by conducting physical experiments and by creating
new candidate solutions used in a computational setting. At this
point, evaluations were fed back to the computational phase of
the approach and the generation of subsequent solutions was a
function of these.
The maximum number of iterations was estimated in 5 cycles
considering current lab procedures and corresponding costs.
Furthermore, at each iteration, the number of candidate solu-
tions was 96, which corresponded to the technology used for
experimentations (96 microwell plate).
6.1. Graph representation
To address the Enzyme Engineering problem of designing a
particular enzyme which mimics the natural enzyme 1AGY, we
Table 2
Average number of seconds, *sec , needed to reach the optimum. The maximum number of iterations was fixed to T = 15. The standard deviation, (, is also reported.
213 217 220 47 48 410 104 105 106
ϕ1
NACO
*sec 9.57 10.46 12.25 12.95 10.75 16.79 67.08 63.03 124.45
(  1.13 5.69 3.19 7.12 6.14 6.15 21.44 27.79 42.20
COIL
*sec 12.33 230.70 2288.67 6.66 33.75 6303.60 3.39 40.83 679.23
(  1.73 65.05 821.85 1.29 5.18 15908.38 1.28 6.55 88.28
ϕ2
NACO
*sec 9.21 27.07 55.19 17.74 16.80 35.96 47.04 92.62 1765.89
(  3.09 20.89 59.32 7.73 6.18 16.50 31.11 74.57 5035.15
COIL
*sec 13.49 468.05 17549.74 7.86 38.86 1772.35 4.04 56.37 8639.33
(  3.81 256.62 23912.79 2.27 12.97 1095.41 1.81 11.78 18928.35
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Fig. 6. The crystal structure of target protein 1AGY. The purple elements repre-
sent alpha helices, the blue ones turns and the yellow ones a beta strand. Gray
lines are predicted coil with no defined secondary structure. Catalytic residues are
represented in ball-and-stick configuration.
designed a network where a node corresponds to a pseudo-domain
and an arc corresponds to the connection between variable i in a
position and variable j in the next position of the enzyme sequence
(see Fig. 7). The total number of nodes was 95 × 4 =380 since an
enzyme is composed of 4 subsequences (d = 4) and each subse-
quence can be chosen among k = 95 different pseudo-domains.
Therefore, a candidate solution is a path composed of 4 variables
(4 nodes); where this path represents a full-length enzyme. We
assumed that no heuristic information was available with regards
to the problem.
6.2. Results
To address the problem of discovering the optimal combination
that mimics the fold (i.e. three-dimensional shape) of the natural
Fig. 7. Ant colony graph representation where ants move from xi to xj .  A solution is
a  path composed by d nodes and d − 1 arcs.
enzyme 1AGY, we developed NACO and we compared the results
with the COIL approach. The main descriptive statistics of the
response values are reported in Table 3. NACO identified the higher
response value after four iterations reaching the response value
845.0 and sampling 384 points in the search space. COIL needed 480
points to reach the same value. This result shows that in an exper-
imental setting NACO, compared to COIL, is more efficient in terms
of reduced costs. Further, the third quantile in Table 3, shows that
NACO has the capacity to move faster towards the optimal region
with respect to COIL, incrementing the value of the third quan-
tile by about 50% from the first to the second iteration. This is also
confirmed applying a Student’s t-test between values achieved by
NACO and COIL methods. We  performed a pairwise Student’s t-test
for each iteration with H1 : *NACOc /= *COILc with c = 1, . . .,  5. Consid-
ering iteration c = 1, we  accepted H0 since the two approaches start
from the same set of artificial enzymes. Considering iterations c = 2
and 3, the average biological fitness score responses are signifi-
cantly different between NACO and COIL, which confirms a different
behaviour towards the optimal region. In the last two iterations,
c = 4 and 5, we accepted H0. If we  consider all the artificial enzymes
tested by the two approaches, the average biological fitness score
responses are significantly different.
In Fig. 8, we reported the best enzyme sequence (see [5,11]
for more details about amino acids sequences), found by NACO,
that mimics the tertiary structure of the natural enzyme 1AGY.
1AGY is characterized by bilaterally symmetric with a beta-sheet
core and a set of alpha helices connected by unstructured loops.
The best artificial enzyme found by NACO in the fourth iteration
presents a solid structure around a beta-sheet core and bilateral
symmetry similar to the natural enzyme 1AGY. Although the best
artificial enzyme identified in the fourth iteration lacks some of
001 - 050 E A C I Q G E S P I W A V G R G H A T P A L R L T N V D T P Q K P D A Q K D G R R L L K Q E L T G L
051 - 100 D D S Y A V P R K A D C E T D G Q T R S E D S S K K Y K A S L F S A T M E V M Q Q W C Y K K T Q W D
101 - 150 Q P H V Q Y Q E E I A E S Q G D L P N P G K R F N N K D S G G E K L G D N N P T G K S V P C V L A N
151 - 200 T G C D I S V N S H T Y A P P E T R A F D C S F K L S L E D I L A N K I R K L F A H I V S K C G W G
Fig. 8. Amino acids sequence of the best artificial enzyme found by NACO. Each row is a subsequence of 50 amino acids (i.e. pseudo-domain).
Table 3
Main descriptive statistics of NACO and COIL for the 5 iterations. In each iteration 96 solutions are tested.
Iter. Min. 1st Qu. Median Mean 3rd Qu. Max
(a) NACO performance
1 189.0 327.5 379.0 384.0 432.0 596.0
2  306.0 568.8 601.5 602.7 647.2 792.0
3  436.0 534.2 589.0 598.3 650.2 830.0
4  241.0 476.5 579.4 579.4 712.8 845.0
5  402.0 509.5 582.0 602.4 751.2 841.0
(b)  COIL performance
1 189.0 327.5 379.0 384.0 432.0 596.0
2  230.0 338.8 399.5 424.8 498.2 759.0
3  217.0 412.0 493.0 482.4 549.8 754.0
4  219.0 491.0 562.5 552.8 615.2 780.0
5  400.0 533.5 585.0 590.1 643.0 845.0
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the structural elements of the target enzyme (e.g. misplacement
of the alpha helices with respect to beta core), it clearly shows an
overall similarity to the target enzyme.
7. Conclusion
In this work, we have presented a novel approach for high
dimensional problems with computationally-expensive complex
functions without a priori knowledge. The main idea behind the
new method is to combine the naïve Bayes classifier to ant colony
optimization to create the resulting naïve Bayes ant colony opti-
mization (NACO) algorithm.
Numerical results point out quick convergence to the global
optimum. One interesting finding is the remarkable scalability of
the method to the overall size of the design space X. As the number
of variables/variable interactions increases, NACO shows growing
efficiency, measured in terms of the total number of experiments
needed to reach the optimum. This aspect makes NACO a valid
choice when dealing with high-dimensional settings characterized
by large design spaces.
NACO has also been tested on a complex enzyme engineering
problem with the aim of identifying an artificial enzyme which
mimics the natural enzyme 1AGY. The approach represents an
interactive process where the dialogue between design and lab-
oratory experimentation at each generation creates a path in
the combinatorial search space that may  lead toward a region
of optimality. The evolving design requires a small number of
experimental points to test from generation to generation and, con-
sequently, a limited investment in terms of resources. Furthermore,
the small number of tests make each experimental phase extremely
rapid.
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