We present spectroscopic stellar parameters for the complete target list of 164 evolved stars from the Pan-Pacific Planet Search, a five-year radial velocity campaign using the 3.9m Anglo-Australian Telescope. For 87 of these bright giants, our work represents the first determination of their fundamental parameters. Our results carry typical uncertainties of 100 K, 0.15 dex, and 0.1 dex in T eff , log g, and [Fe/H] and are consistent with literature values where available. The derived stellar masses have a mean of 1.31
Observations
All observations were carried out at the AAT using its UCLES echelle spectrograph (Diego et al. 1991) . The PPPS program uses the Doppler technique for measuring precise radial velocities, with an iodine absorption cell to calibrate the spectrograph point-spreadfunction (Valenti et al. 1995; Butler et al. 1996 ). An iodine-free "template" observation is acquired for each target at a resolution R ∼60,000 and a signal-to-noise of 100-300 per pixel. The radial velocity of each star is then measured relative to the zero-point defined by its template (Wittenmyer et al. 2011 (Wittenmyer et al. , 2015a (Wittenmyer et al. , 2016 . In this work, we use the iodine-free templates to determine spectroscopic stellar atmospheric parameters.
Stellar Parameter Determination

Spectroscopic Method
We started our analysis by automatically measuring the equivalent widths (EWs) of the spectral lines using the ARES code (Sousa et al. 2007) 1 . The line list employed in our analysis was adopted from Tsantaki et al. (2013) . Lines too weak (< 5 mÅ) or strong (> 110 mÅ) were excluded from the analysis. Then we addressed a standard 1D, local thermodynamic equilibrium (LTE) abundance analysis using the 2013 version of MOOG (Sneden 1973) with the ODFNEW grid of Kurucz ATLAS9 model atmospheres (Castelli & Kurucz 2003) . In order to determine the stellar parameters (effective temperature T eff , surface gravity log g, microturbulence ξ t and metallicity [Fe/H]), we force the excitation/ionization balance by minimizing the slopes in log A(Fe I) versus lower excitation potential (EP) and reduced EW (log(EW/λ)) as well as the difference between log A(Fe I) and log A(Fe II), simultaneously. We also require the derived average metallicity to be consistent with the adopted model atmospheric value. We adopted the final results by iterating the whole process until the balance is exactly achieved. Lines whose abundances departed from the average by > 3σ were clipped during the analysis. We adopted the solar values from Asplund et al. (2009) as a zero point. The stellar spectroscopic parameters of our sample stars are listed in Table 1 . Figure 1 shows the resulting excitation and ionization balance of a typical sample star (HD 206993) . By adding perturbations of each parameter to change the slopes or abundance difference within a reasonable range, we are able to conservatively estimate the typical uncertainties of T eff , log g, ξ t and [Fe/H] of our sample stars to be ∼ 100 K, 0.15 dex, 0.15 km s −1 and 0.1 dex, respectively. Since this sample has been chosen to lie in a specific region of the H-R diagram such that they are all in a similar evolutionary state, we expect there to be little variation in uncertainties from star to star. Hence we have given conservative uncertainty estimates for the whole sample. The mean spectroscopic T eff of the sample is 4812 K with a standard deviation (σ) of 166 K, while log g = 3.09 ± 0.26. The average [Fe/H] of the sample is −0.03 ± 0.16, which is slightly more metal-poor than the solar metallicity. We plot the distributions of spectroscopic parameters of our sample stars in Figure 2 .
Photometric Method
We derived the effective temperature (T eff ) of our sample stars from the (B−V ) and (V − K) photometric data, using the empirical calibration relations from Alonso et al. (1999) 2 . These photometric parameters are given in Table 2 . We plot the histograms of photometric parameters of our sample stars in Figure 3 . Both methods show very similar distributions. The B, V and K colour indices were obtained from the SIMBAD database. We adopted the reddening estimation according to Schlegel et al. (1998) with the corrections stated by Arce & Goodman (1999) and Beers et al. (2002) to obtain the colour excess E(B − V ) A . For nearby stars, the reddening value is calculated as:
where D is the distance of the star and b is the Galactic latitude, both were obtained from the SIMBAD database. Then, we adopted E(V − K) = 2.948E(B − V ) as the colour excess for (V − K) (Schlegel et al. 1998) . The values of reddening are listed in Table 3 .
The surface gravity (log g) was estimated with the method described by Liu et al. (2007 Liu et al. ( , 2012 with the equations below:
Here, T eff are the temperatures derived using the photometric method, M bol are the bolometric magnitudes, and V , BC, π and A V represent the apparent V magnitude, bolometric correction, parallax and interstellar extinction, respectively. We note that the bolometric corrections (BC) are calculated based on Alonso et al. (1999) , using photometric temperatures and metallicities derived with spectroscopic method. The parallaxes π are taken from the SIMBAD database. Stellar masses, ages, radii, and luminosities are estimated by finding the best match of derived (T eff , M bol ) to the values predicted by theoretical evolutionary models with given [Fe/H] (e.g. Wang et al. 2011) . We adopt the Yale-Yonsei (Y 2 ) tracks with an improved core overshoot treatment (Yi et al. 2003; Demarque et al. 2009 ), and use a Newtonian polynomial to interpolate between that grid.
Our derived stellar parameters (mass, luminosity, radius, age) are given in Table 4 . Typical uncertainties are 0.15-0.25 M ⊙ and 0.5-0.6 R ⊙ . Figure 4 shows the age-metallicity relation for this sample, indicating a flat distribution which is consistent with the Solar neighbourhood. We also plot the distributions of stellar mass of the whole sample in Figure 5 , which indicate that our sub-giants sample is well represented with a mean mass of 1.31 Figure 6 compares derived T eff and log g estimates obtained with both the spectroscopic ( §3.1) and photometric ( §3.2) methods. The average differences are:
.10 ± 0.13, log g(V − K) − log g(spec) = −0.11 ± 0.13. The differences observed between the two methods are generally consistent with the uncertainties associated with the techniques. The estimation of uncertainties on T eff (B -V) is ∼ 100 K, according to Alonso et al. (1999) . The errors of T eff (V -K) mainly come from the uncertainties on the K indices, which induce a mean error of 90 K, slightly larger than the estimation given by Alonso et al. (1999) . The errors of log g come from the uncertainties on parallaxes and mass estimation. The overall estimation of errors of log g is about 0.15 dex, which is consistent with the uncertainties estimated with the spectroscopic method. We also plot log g versus T eff derived with spectroscopic and photometric methods in Figure 7 , which shows good consistency between the two methods.
Infrared Flux Method
The IRFM is arguably one of the most direct and least model dependent techniques to determine effective temperatures in stars (e.g., Blackwell & Shallis 1977; Blackwell et al. 1979 Blackwell et al. , 1980 . Our analysis is based on the IRFM described in Casagrande et al. (2010 Casagrande et al. ( , 2014 .
The basic idea is to recover for each star its apparent bolometric flux and infrared monochromatic flux. One must then compare their ratio to that obtained from the same quantities defined on a surface element of the star, i.e., the bolometric flux σT 4 eff and the theoretical surface infrared monochromatic flux. For stars hotter than ∼4200 K (which is the case for our sample) the latter quantity is relatively easy to determine because the near infrared region is largely dominated by the continuum and depends linearly on T eff (RayleighJeans regime), thus minimizing any dependence on model atmospheres. The problem is therefore reduced to a proper derivation of stellar fluxes, which can then be rearranged to return the effective temperature. Once the apparent bolometric flux and T eff are both known, the stellar angular diameter is also trivially obtained.
In the adopted implementation, the apparent bolometric flux was obtained by segments of theoretical model spectrum (for a given T eff , [Fe/H] , and log g) that is normalised by available multi-band photometry (i.e. Tycho2 B T V T and 2MASS JHK S ). The infrared monochromatic flux was derived from 2MASS JHK S magnitudes only. The method critically depends on the availability of reliable photometry: some of the brightest stars in 2MASS have unreliable magnitudes, and we adopt the same quality cuts as in Casagrande et al. (2010) to retain only stars with errors in J + H + K < 0.1 mag. These cuts resulted in 34 stars missing an IRFM-derived T eff in Table 2 . We used an iterative procedure in T eff to cope with the mildly model dependent nature of the bolometric correction and surface infrared monochromatic flux. For each star, we used the Castelli & Kurucz (2004) grid of model fluxes, starting with an initial estimate of its effective temperature and working at a fixed [Fe/H] and log g derived from our spectroscopic analysis. The average uncertainty of T eff is about 80 K. We compared the difference of derived T eff with spectroscopic, photometric and Infrared Flux method in Figure 8 , which shows smaller systematic offset. The average differences are:
Uncertainties stemming from the adopted [Fe/H] and log g were taken into account in the error estimate, but their importance is secondary since the IRFM has been shown to depend only loosely on those parameters (see Casagrande et al. 2006 for a discussion). This makes the technique superior to most spectroscopic methods for determining T eff -provided that reddening is known -since the effects of T eff , log g, and [Fe/H] on the latter are usually strongly coupled and the model dependence is much more important. Reddening values described in the previous Section were adopted.
Discussion and Conclusions
Although the PPPS targets are relatively bright stars, less than half of them have had fundamental parameter estimates published. Table 4 gives the previously published spectroscopic parameters (T eff , log g, and [Fe/H]) for 76 stars from our sample. Our targets have the most overlap, and best agreement with, the Southern exoplanet survey of Jones et al. (2011) . For T eff , we have 38 stars in common, with a mean difference of −52 ± 39 K. Good agree-ment is also found for the 6 overlapping stars from Luck & Heiter (2007) (∆ T = −69±82 K) and the 6 in common with Maldonado et al. (2013) (∆ T = 47±44 K). Larger differences are seen for the 26 stars in common with Massarotti et al. (2008) (∆ T = 146±81 K). We attribute this difference to the fact that Massarotti et al. (2008) computed their parameters from published colour indices and metallicities, adopting [Fe/H]= −0.15 where no published values were available. That is, Massarotti et al. (2008) did not derive parameters directly from spectra as this work and the others to which we have made comparison. Results for the other spectroscopic parameter comparisons are given in Table 6 and are plotted in Figures 9-11. The overall grand mean differences in the parameters are as follows: ∆ T eff = 22K, ∆ log g = 0.16 dex, and ∆ [Fe/H] = −0.04 dex.
We have presented [Fe/H] determinations for 164 evolved stars, many of which represent the first such measurements. As noted in the Introduction, the nature of the planetmetallicity correlation (if any) remains an unresolved question. The next logical step is an investigation of such a relation for the PPPS sample. However, a complete analysis of the occurrence rate of planets in the PPPS sample is beyond the scope of this work, and indeed is premature as we are continuing follow-up radial velocity observations for some candidates. For example, CHIRON and FEROS data have recently been used (Jones et al. 2016) to confirm candidates common between the PPPS and the EXPRESS survey of Jones et al. (2011) . If we consider the 10 planet hosts in this sample (9 published hosts and one in preparation), a K-S test comparing the metallicities of the host stars and the 154 non-hosts yields P = 0.607, i.e. a 60.7% probability that the hosts and non-hosts exhibit the same underlying metallicity distribution. This first-order analysis suggests no relation between the star's metallicity and the presence of planets, though we caution that no attempt has been made to correct for incompleteness, and several promising candidates have not been included. The result of Reffert et al. (2015) , which did show a positive planet-metallicity correlation for evolved stars, remains strong evidence due to their careful imposition of uniform planet detectability. We expect to present a similar analysis in a forthcoming paper in collaboration with the EXPRESS survey (Jones et al. 2011) . a Stellar parameters derived with (B -V).
b Stellar parameters derived with (V -K).
c Stellar parameters derived from IRFM. Table 4 . Derived stellar physical parameters Table 5 . Spectroscopic parameters of 77 PPPS stars from the literature. Table 6 . Mean parameter differences from literature results 
