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Preface
PLAN, v.t. To bother about the best method of accomplishing an accidental result.
– Ambrose Bierce
This work aims at describing the measurement of the WW + WZ production cross section
performed with the ATLAS detector at the LHC using proton-proton collisions at
√
s = 7 TeV.
The measurement is done in the semileptonic final state composed by a pair of jets, one lepton
and one neutrino, the lepton being an electron or a muon. Although conceptually clear, it will
be shown in the following that the measurement of this final state is delicate and difficult in the
LHC environment: first of all, the signal-to-background ratio is of the order of percent, in fact
the production cross section is about 4 times larger at the LHC than at the Tevatron, but the
dominant background contribution, the W + jets process, is a factor of 10 larger; secondly, the
background shape and the signal yield are such that the diboson signal extraction is critical.
The importance of this study, other than the measurement of the production cross section
using a non fully leptonic channel, is in demonstrating that the ATLAS experiment is able to
reconstruct and identify dijet resonances with moderate-pT jets starting with a percent signal-
over-background ratio. The non-resonant diboson production is also an important background
for the H → WW signal, therefore the proof that this background process is well understood
is of importance for the Higgs searches, too. This work also reports limits on anomalous triple
gauge couplings vertices, a portal for detecting very small effects due to non-Standard Model
Physics. Furthermore, the semileptonic channel measurement involves the reconstruction of
many physical objects, such as jets, leptons, missing transverse energy. This requires a well-
established understanding of the detector and of the reconstruction performances.
The results are based on the extraction of information both from data and Monte Carlo
simulated events, as well as further selection, off-line calibrations and smearing techniques, good
detector description and reliable event generation; additional emphasis has been given to the
study of the systematic uncertainties and to their impact on the signal extraction.
The analysis has been performed using a sample of 5 fb−1 of proton-proton collisions at√
s = 7 TeV collected during 2011; some final considerations about different approaches and the
possibility of extending the study with new data and new tools are also discussed.
The structure of the thesis is as follows: in Chapter 1, the theory of the Standard Model is
introduced, with attention on the topics that are of more interest for the analysis; Chapter 2
describes the main Monte Carlo generators used in the analysis, as well as some of their charac-
teristics. The current status on the diboson measurements at LEP, Tevatron and LHC is given
in Chapter 3. The ATLAS experimental apparatus and the event reconstruction are described
in Chapters 4 and 5 respectively. Chapter 6 gives an overview of the analysis, presenting the
event selection criteria together with their motivations, while Chapters 7 and 8 detail the total
and fiducial cross section measurements and the systematic uncertainties. The cross section
measurement is obtained by means of a fitting procedure described in Chapter 9, and the final
results are given in Chapter 10. Chapter 11 describes the aTGC limit assessment, and the
conclusions are collected in Chapter 12. Additional material is presented in the Appendices.
vii
PREFACE viii
The measurement of the diboson production cross section with the WW/WZ→ `νjj channel
and the anomalous triple gauge coupling limits obtained in this analysis have been published [1].
Since the presented work is the result of a joint effort among the components of the Diboson
Semileptonic Analysis Team, in the following I would like to detail my personal contributions
to the analysis. The main tasks I have performed are:
• preparation of the analysis framework for running the analysis on a PROOF cluster; later
turned to a Grid-based analysis;
• definition of the cuts for the extraction of the fit templates;
• definition and checks of the cut flow of the analysis;
• study of control regions, especially important at the beginning of the analysis; of some
interest, the top-antitop control region, whose results are reported in Appendix G;
• evaluation of the effect of the Jet Energy Scale systematic uncertainties in the cross section
measurement;
• testing the fit behaviour and performing the fit to extract the signal yield;
• evaluation of the performances of the quark-gluon tagging for the event selection (this
study is reported in Chapter 12);
• active participation and feed-backs to the quark-gluon tagging team;
• evaluation of the parton distribution function systematic uncertainties on shape and rate
for the signal, and their combination for the extraction of the fiducial and total cross
section measurement;
• generation of the high statistics Standard Model and aTGC WW and WZ samples with
MC@NLO, used for the truth-level studies of Chapter 11.
Chapter 1
Theoretical Aspects
Some people never go crazy. What truly horrible lives they must lead.
– Charles Bukowski
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CHAPTER 1. THEORETICAL ASPECTS 2
After a general overview of the theoretical framework, the Chapter focuses
on those arguments which are relevant for the analysis presented in this
thesis. No attempt is made to explain the Standard Model in details, or to
derive any result from first principles; only specific arguments, which are
used later or whose background is needed in the following, are introduced.
The third part of the Chapter is devoted to the introduction of the elec-
troweak triple gauge boson couplings in the Standard Model and its anoma-
lous triple gauge coupling extension. Concepts and jargon are introduced
that are used later in next Chapters.
1.1 General Overview
The description of the elementary particles and their interactions is currently based on a renor-
malisable gauge invariant field theory, the Standard Model of particles Physics [2, 3].
The Standard Model describes the strong and the electroweak interactions in terms of ele-
mentary fermions (leptons and quarks) exchanging vector bosons, which are the mediator of the
forces.
At present, the known elementary particles are:
• six leptons (and their anti-particles), organized in three families;
• six quarks (and their anti-particles), organized in three families;
• one mediator of the electromagnetic interaction: the photon (γ);
• three weak interaction mediators: W+, W− and Z;
• eight mediators of the strong force: the gluons (g);
• the Higgs boson, appearing as a consequence of the spontaneous breaking of the Higgs
field in the Standard Model; the Higgs boson has been measured by the ATLAS and CMS
experiments at the CERN LHC [4, 5].
1.2 Introduction to the Standard Model
The Standard Model (SM) is the theoretical foundation of the current understanding of fun-
damental particles and their interactions [6, 7]. This theory has seen unprecedented success in
accurately predicting the behavior of Nature at the smallest scales. For example, the electron
magnetic moment has been measured with an uncertainty of less than 3 part over 1012, and the
fine structure constant with an error of less than 4 parts over 109, and the theoretical prediction
and experimental results agree within the errors [8].
The SM is a relativistic quantum field theory built from the principles of gauge invariance.
Each gauge symmetry gives rise to a force which is mediated by particles known as gauge bosons.
The matter particles then live in representations of the symmetry group, and the representation
determines the charge of the particle under the symmetry. Figure 1.1 presents the Standard
Model fermions and bosons organised in families and according to their interactions. Gravity
does not find place in the description of the Standard Model of particles.
The gauge symmetry group on which the Standard Model is based is obtained as the direct
product of three groups SU(3)C ⊗ SU(2)F ⊗ U(1)Y :
3 1.2. INTRODUCTION TO THE STANDARD MODEL
≈2.3 MeV/c²
1/2 u
up
2/3
≈4.8 MeV/c²
1/2 d
down
-1/3
≈1.275 GeV/c²
1/2 c
charm
2/3
≈95 MeV/c²
1/2 s
strange
-1/3
≈173.07 GeV/c²
1/2 t
top
2/3
≈4.18 GeV/c²
1/2 b
bottom
-1/3
0
1
g
gluon
0
0.511 MeV/c²
1/2 e
electron
-1
105.7 MeV/c²
1/2 μ
muon
-1
1.777 GeV/c²
1/2 τ
tau
-1
<2.2 eV/c²
1/2 νe
electron
neutrino
0
<0.17 MeV/c²
1/2 νμ0
muon
neutrino
<15.5 MeV/c²
1/2 ντ0
tau
neutrino
80.4 GeV/c²
1 W
W boson
±1
91.2 GeV/c²
1 Z
Z boson
0
0
1
photon
0 γ
≈126 GeV/c²
0 H0
Higgs
boson
mass
charge
spin
Q
UA
RK
S
LE
PT
O
N
S
G
AU
G
E 
BO
SO
N
S
Figure 1.1. The Standard Model elementary particles with some of their properties listed [9].
• the SU(3)C is the symmetry group of the strong interactions. This group acts on the
quarks, and the interaction is mediated by the gluons which are the gauge bosons of the
group. The quarks and the gluons are coloured fields. The coupling is driven by the fine
structure constant αS. The SU(3)C symmetry has been proven to be exact, therefore
the gluons are massless. The theory of the strong interactions based on the SU(3)C
gauge symmetry is called Quantum Chromodynamics and its main aspects are depicted
in Section 1.3;
• the SU(2)F ⊗ U(1)Y is the gauge group of the unified weak and electromagnetic in-
teractions. SU(2)F denotes the weak isospin group, which acts only on left-handed
fermions, while U(1)Y is the hypercharge group. At low energies (below 250 GeV), the
SU(2)F ⊗ U(1)Y group is spontaneously broken (Section 1.5); the effect of this mecha-
nism is that at low energies the Standard Model fields does not transform anymore under
SU(2)F ⊗ U(1)Y . The abelian U(1)EM subgroup remains exact, and the correspond-
ing gauge boson is the massless photon, coupling to electromagnetic charged fields with
α ' 1137 . The symmetry breaking mechanism implies that three other gauge bosons acquire
a mass: they are the heavy W± and Z bosons, carriers of the weak interactions. The elec-
troweak theory based on the spontaneous breaking of the SU(2)F⊗U(1)Y gauge invariance
is known as the Glashow-Salam-Weinberg model; the symmetry breaking model, although
already known in other fields of the Physics, is associated to the works of Nambu [10],
Goldstone [11], Anderson [12], Brout and Englert [13], Higgs [14], Guralkin, Hagen and
Kibble [15], but, for some reasons [16, 17], it is often simply referred to as the Higgs
mechanism (Section 1.5).
A notable aspect of both weak and strong interactions is that the theory allows for interactions
among the bosons belonging to the same symmetry group. The interactions are described by
Feynman graphs in which a vertex is formed by three of four boson lines. This and other relevant
dynamical consequences of the local gauge invariance are presented in the next Sections.
The lagrangian describing the dynamics of particles is split in several terms:
L = LQCD + LG + LF + LS + LY
and it has at least 19 free parameters (assuming zero mass for the neutrinos). The LG contains
the gauge fields, and in the following these are introduced when describing the other terms;
therefore, it will be no more mentioned. The LQCD term describes the dynamics of the QCD
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interactions; LF the electroweak (flavour) interactions; LS and LY the scalar and Yukawa terms
appearing after the breaking of the SU(2)F ⊗ U(1)Y .
The quite large number of free parameters in the theory has triggered the search of higher
hidden symmetries, for example SuperSymmetry models [2, 18] (SUSY). The higher symmetry
in such models induces SuperSymmetric multiplets: the number of fields is more than doubled,
and none of the new multiplets can be filled only with known particles. In this framework, the
breaking mechanism of the electroweak symmetry can be explained, and the hierarchy prob-
lem [18, 19] can be solved in a very natural way if the scale of the SUSY is of the order of the
TeV (relatively low energy). Searches for SUSY particles have been performed at the LHC; no
evidence of SUSY Physics has been found. A collection of the most relevant SUSY searches
analysis results of the ATLAS and CMS experiments can be found in [20] and [21] respectively.
1.3 Quantum Chromodinamics
In agreement with the experimental results, the gauge group for the Quantum Chromodynamics
(QCD) has been chosen as SU(3), so that the hadronic wave functions are colour singlets, that
is, invariant under the action of the group. The data suggests also that only colour singlet states
are observable.
Since the quarks are confined into hadrons, a dynamical mechanism is needed to glue the
quarks together. In analogy with the Quantum Electrodynamics (QED) the colour symmetry is
enforced to be a local gauge symmetry. To maintain the invariance under local gauge transfor-
mations, it is sufficient to introduce eight gluon fields. The QCD lagrangian density takes the
form:
LQCD = −1
4
GAµνG
Aµν +
∑
q
ψ¯k,q
(
iγµ∂µδkl − gSγµACµ TCkl −mqδkl
)
ψl,q
where summation over repeated indices is assumed, ψi,q represents the quark field with flavour
q and colour i, ACµ the gluon fields, the T
C are the SU(3) generators (the Gell-Mann matrices)
and GAµν = ∂µA
A
ν − ∂νAAµ − gSfABCABµACν the eight gluon field strength tensors, gS being the
strong coupling constant.
The gauge invariance excludes mass terms of the form m2AA
a
µA
µ
a for the gauge bosons: the
gluons induce long distance forces, but, due to the gluon self-couplings, the strong forces become
very weak for ranges larger than the nuclei size.
It is the non-abelian nature of the colour group that leads to three-gluon and four-gluon cou-
plings, proportional to gS and g
2
S respectively, via the kinetic term F
A
µνF
Aµν . The consequences
are crucial and justify the use of the perturbative approach to study hadronic interactions.
When calculating fixed order diagrams in field theories like QED or QCD, ultraviolet diver-
gences, divergences at very high energies, or equivalently at very short distances, are found. In
order to give a meaning to the perturbative expansion, the procedure of renormalisation must
be carried out, which redefines (renormalises) all the parameters and the fields appearing in the
bare Lagrangian. The parameters (masses, coupling constants) have fixed values at some arbi-
trary point in momentum space. This allows the perturbative series to have finite coefficients,
but introduces an unphysical dependence of the coupling constants on the arbitrary momentum
chosen, the so-called renormalisation scale. The asymptotic freedom and aspects related to the
renormalisation that are interesting for this work are briefly described in Section 1.7.1.
The property of asymptotic freedom is not sufficient in itself for perturbation theory to be
of practical use in the study of hadronic collisions at high energies. A second crucial property
of QCD is contained in the factorisation theorem: the interaction between hadrons at high
energies is factorised into a non-perturbative part, which contains the information about the
distribution of partons (quarks and gluons) into the hadrons, and a perturbative and calculable
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part, describing the interaction between the QCD fields at short distance. This aspect and its
consequences are discussed in Section 1.7.3.
1.4 The Glashow-Weinberg-Salam Model
In the Fermi theory, the weak processes are driven by the Fermi constantG = 1.6632·10−5 GeV−2.
By dimensional arguments, the cross section for scattering process µ−νe → e−νµ at energies
s = (pνe + pµ)
2 higher than the lepton masses is found to be asymptotically σ ∼ G2s, that is,
it violates the Froissart-Martin bound [22, 23]: σ . ln2 s as s → ∞. The problem is related to
the current locality, and has been solved by introducing a massive charged vector particle which
mediates the interactions between two left-handed currents. The massive charged bosons are
the W+ and W−, and induce the weak transitions among left-handed fermions with different
charges. The very short range of the weak interactions also motivates the necessity of massive
bosons.
Although the introduction of new particles solves the problem with the charged current
flavour changing scattering of leptons, this also poses new questions. In particular, a massive
vector particle of momentum qµ = (q0, 0, 0,
√
q20 −M2W ) has two transverse polarisations, as the
massless photon, and a longitudinal one:
µL =
1
MW
(
√
q20 −M2W , 0, 0, q0) ∼
qµ
MW
+O(MW
q0
)
This means that the cross section for the diffusion of W pairs with longitudinal polarisation,
as in W+LW
−
L → W+LW−L , is proportional to s for large s, that is, the unitarity limit is again
violated [24]. A subtler argument applies for the longitudinally produced W in e+e− →W+LW−L :
the t- and the s-channels cancels the dependence on s, but if the electron mass is considered,
the cross section violates unitariety [25].
In summary, the experimental data requires the W vector bosons to be massive fields, which
breaks the SU(2)L symmetry (described in Section 1.4.1); and the fact that the W have mass
leads to a violation of the unitarity. The solution to these problems is provided by the sponta-
neous symmetry breaking mechanism depicted in Section 1.5.
1.4.1 The SU(2)L Gauge Invariance
As discussed above, the weak interactions induce a transition between fermions of different
charges. It is then natural to group fermions into left-handed doublets and right-handed singlets
of particles. Imposing a new local SU(2) gauge invariance for the left-handed doublets leads to
a left-handed lagrangian:
LFL = −
1
4
FAµνFAµν +
∑
f
ψ¯L,f i
(
∂µ − igτBWBµ) γµψL,f
where summation over repeated indices is assumed, where the ψL,i are the left-handed fermions
of family i, WBµ the three boson fields, the τ
B are the SU(2) generators (the Pauli matrices)
and FAµν = ∂µW
A
ν − ∂νWAµ − gABCWBµ WCν the three field strength tensors, g being a coupling
constant.
This is in perfect analogy with the QCD lagrangian: the differences are in the number of
group generators, that is, for SU(2) only three vector bosons, while for SU(3) symmetry eight
bosons, have to be introduced. The charged fields W±µ = (Wµ1 ∓Wµ2 )/
√
2 describe the charged
bosons introduced in the phenomenological introduction above. The role of W aµ in defining the
photon and the Z is explained in Section 1.4.2.
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As in the case of QCD, the SU(2) nature of the interactions allows the definition of vertices
in the kinematic term of the lagrangian with three or four bosons, namely those linear and
quadratic in the structure constants abc. This point will introduce the anomalous triple gauge
coupling subject as described in Section 1.9.1.
1.4.2 The U(1)Y Gauge Invariance
The second ingredient in the Glashow-Weinberg-Salam model is the introduction of the abelian
U(1)Y hypercharge gauge in the Standard Model lagrangian, to which a new gauge boson Bµ is
associated. This U(1) symmetry acts on both the left- and right-handed particles in the same
way. This new abelian theory is very similar to the QED, and its lagrangian is:
LX = −1
4
GµνGµν +
∑
f
(
ψ¯L,f i
(
∂µ − ig′yL,fBµ
)
γµψL,f + ψ¯R,f i
(
∂µ − ig′yR,fBµ
)
γµψR,f
)
where summation over repeated indices is assumed, the ψL/R,f are the left or right-handed
fermions of family f , the yL/R,f the U(1) generator and Gµν = ∂µBν − ∂νBµ the Bµ field
strength tensor, g′ being a coupling constant.
1.4.3 The SU(2)L ⊗ U(1)Y Gauge Invariance
Introducing the covariant left and right derivatives DµL = ∂
µ − ig ~τ2 ~Wµ − ig′yLBµ and DµR =
∂µ − ig′yRBµ, the SU(2)F ⊗ U(1)Y lagrangian term has the form:
LF = −1
4
FAµνFAµν −
1
4
GµνGµν +
∑
f
(
ψ¯L,f i /DLψL,f + ψ¯R,f i /DRψR,f
)
(1.1)
with the same conventions as above. Since the QED conserved current is proportional to ψ¯γµψ,
a rotation in the W 3µ and Bµ fields can be introduced such that the left and the right part of
spinors are coupled properly. The photon is viewed as a linear combination of W 3µ and Bµ; the
two new fields are defined such that:
Bµ = cos θWAµ − sin θWZµ
W 3µ = sin θWAµ + cos θWZµ
where θW is the Weinberg angle (sin
2 θW ∼ 0.2322) and the couplings are chosen such that
g sin θW = g
′ cos θW = e.
By construction, now the Aµ field has an equal coupling for right and left fermions, therefore
it is identified with the photon, which couples vectorially; the neutral Zµ field, identified with
the Z neutral boson, provides a (V −A) coupling, as the W± already do.
It is important to point out that the SU(2)L ⊗ U(1)Y invariance imposes that all fermions
are massless: indeed a fermion mass term in the lagrangian would couple the left and the right
spinors with an expression proportional to (ψ¯LψR + ψ¯RψL). Since ψL is a doublet under SU(2)
while ψR is a singlet, such a mass term is not invariant under the gauge transformation.
In summary, the model based on the SU(2)L ⊗ U(1)Y gauge symmetry contains four gauge
bosons: two charged W± with (V −A) couplings to the fermions and two neutral bosons, the Z
with (V −A) coupling and the photon with vector coupling to fermions; the model also unifies
the weak and the electromagnetic interactions in a single picture. This unification also describes
the couplings of vertices with three and four bosons, and because of the mixing, the vertices can
contain any of the four bosons (if no other symmetries are broken). This discussion is expanded
in Section 1.9.1.
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SECTOR
The difference with the real world is that in this model the bosons are massless because of
the assumed exact SU(2) gauge invariance, and the fermions too have zero masses because of
the left-right asymmetry of the group. Concentrating on the boson masses, the count of the
boson degrees of freedom in the model shows that 3 of them are missing, and are associated
with the longitudinal polarisation of the heavy vector bosons, as described in Table 1.1. It is
interesting to notice that exactly these polarisation states are related to the unitariety violation
described in Section 1.4.
Table 1.1. The counting of the SU(2)L⊗U(1)Y boson degrees of freedom and relation with the
polarisation states. The transverse degrees of freedom is the same for both the real world and the
model, but a difference arises in the longitudinal components.
model degree of freedom real world degree of freedom
transverse longitudinal transverse longitudinal
W+ 2 0 2 1
W− 2 0 2 1
Z 2 0 2 1
γ 2 0 2 0
1.5 Local Symmetry Breaking in the Electroweak Sector
Since the weak interactions are of short range and very weak at low energies, the charged W
bosons must have large masses. A strategy is therefore required to give mass to the W while leav-
ing the photon massless: this is obtained with the Brout-Englert-Higgs-Kibble mechanism [6].
From Table 1.1, at least three new fields have to be introduced in the lagrangian. This
is done through a multiplet of scalar fields and, by the mechanism of spontaneous symmetry
breaking of local gauge invariance, some of the scalar fields become the longitudinal polarization
states and correlatively the vector bosons acquire a mass.
To na¨ıvly understand the connection between a scalar field and a longitudinal polarisation
state, the qq¯Z vertex can be considered for a boson in the longitudinal polarisation state and
momentum k. The amplitude is proportional to g
[
q¯γµ
(
a+ bγ5
)
q
]
µL(k), that at energies larger
than the MZ is approximately g
[
q¯γµ
(
a+ bγ5
)
q
]
kµ
MZ
. This can be seen as the derivative coupling
of some scalar field ω with the quark current, gω
[
q¯γµ
(
a+ bγ5
)
q
]
∂µω: in the asymptotic limit,
a longitudinally polarised boson couples to fermions like a scalar (∂µω ∼ kµω) with coupling
gω ∼ g/MZ .
The Standard Model lagrangian is completed with two more terms, one LS describing the
direct contribution of the scalar fields, and a second LY which takes into account the inter-
action of the scalar fields with the fermions. The introduction of the new scalar fields in the
theory breaks spontaneously the local gauge symmetry SU(2)L⊗U(1)Y down to U(1)QED. The
vanishing of the photon mass is a consequence of the surviving exact U(1)QED gauge symmetry.
1.5.1 The Scalar LS and the Yukawa LY Terms
The term LS drives the spontaneous breaking of the electroweak symmetry. A SU(2), complex
scalar field Φ is introduced such that:
LS = |(∂µ− ig~τ
2
· ~Wµ− ig
′
2
Bµ)Φ|2−V (Φ), with V(Φ) = −µ2Φ†Φ+λ(Φ†Φ)2 and Φ =
(
Φ+
Φ0
)
CHAPTER 1. THEORETICAL ASPECTS 8
If µ2 < 0, the potential takes the cul-de-bouteille shape, where the minimum is no more at
V (0): the vacuum is now degenerated into an asymmetrical local minimum ν (the vev : vacuum
expectation value), |ν|2 = µ2λ .
In order to apply the perturbation theory, the scalar field is expanded around its vacuum
expectation value and the ”physical” Aµ and Zµ fields are used. Three of the four degrees of
freedom of Φ are absorbed in the boson longitudinal polarisation, and the fourth one acquires
a mass MH =
√
2λν2. Due to the fact that U(1)QED is still an exact symmetry, no quadratic
term appears in the scalar lagrangian for the photon. The three missing degrees of freedom in
Table 1.1 have been filled by three real scalar fields after the expansion of Φ around a minimum,
and now the W± and the Z bosons show a mass term and triple and quadruple self couplings
with the residual massive field, the so-called Higgs boson.
After symmetry breaking, there are three massive vector boson fields, W± and Z, and a
forth massless boson, orthogonal to Z and identified with the photon. In terms of the original
gauge fields, these new fields are:
W±µ =
1√
2
(W 1µ ∓ iW 2µ)
Zµ =
1√
g2 + g′2
(gW 3µ − g′Bµ)
Aµ =
1√
g2 + g′2
(gW 3µ + g
′Bµ)
(1.2)
The Yukawa term LY describes instead the coupling of the Φ field with the fermions. This
is related to the fact that both Φ and the left-handed fermion fields ψL,f are doublets under
SU(2)L. The new term takes the form:
LY =
∑
f
cf · ψ¯L,fΦψR,f
After expanding the Φ field around its minimum, LY contains terms proportional to ψ¯ψ for each
fermion, that is, mass terms for the fermions.
It is worth to notice that the new Higgs field contributes in loop terms to the cross sections
of WW scattering and production, fixing at the tree level the violation of the unitarity explained
in Section 1.4 [24].
1.6 Other Aspects of the Standard Model
In the previous Sections only selected aspects of the Standard Model have been described. There
are many other fields that assume an important role in the description of the particle Physics,
because not yet fully understood or because they are experimentally accepted but not described
in the Standard Model; a few of them are listed:
• the neutrinos are assumed to be massless, while oscillation of neutrino flavours suggests
that at least two of them have mass [2, 26, 7]. This would lead to a right- and left-handed
spinor for neutrinos, too;
• the CKM mechanism [2, 27, 28] has been neglected in this description, while it is a well
measured feature of the Standard Model. In particular, the picture above results in a more
complicated formulation due to the mixing of the quark flavours and CP violation;
• evidence of a CKM-like matrix for neutrinos [2, 29, 30] has been reported [31];
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• the existence of Dark Matter is commonly accepted [2, 32] and supported by many mea-
surements, however the precise nature of this matter state and a theory that can describe
it is one of the compelling open problems in particle Physics;
• the problem related to the CP violation in the strong interactions and the possible existence
of the assions is still under investigation [33, 34].
1.7 Aspects of Strong and Weak Interactions in pp collisions
In general, a scattering process can be classified as hard or soft, depending on the transferred
momentum of the interacting particles. For hard processes, the event properties and rates can
be predicted with high precision by means of a perturbative approach. On the other side, the
physical properties of soft interactions and their role in the cross section calculations is also
non-negligible.
As a quite general example of a hard scattering process, one can consider the process initiated
by two hadrons h1 and h2 with four-momenta P1 and P2, h1 + h2 → C +X, at a center of mass
energy of
√
s =
√
(P1 + P2)2. In this contest, X represents some totally inclusive collection of
final particles, while C is some tagging state which defines a physical energy scale Q2 for the
transferred momentum of the process; Q2 is smaller than s, but usually of the same order. For
example, C could be a W or a Z, or a Higgs boson.
The cross section for such a process, calculated up to the (m)-order in perturbation theory,
can be written as:
σ(P1, P2,
Q2
s
, µF , µR) =
∑
A,B
∫ 1
0
dx1dx2
∫
f1A(x1, Q
2, µF )f2A(x1, Q
2, µF )·
n∑
m=0
(αS(µ
2
R))
m+k dσˆ
(m)
A,B(αS(Q
2), x1x2s,
Q2
s
, µR) (1.3)
where the functions fi(xi, Q
2, µF ) are the quark or gluon distributions defined at some factor-
ization scale µF for a parton of type i in hadron h1 or h2 and evaluated at the scale Q
2; the
momenta of the participating partons are p1 = x1P1 and p2 = x2P2. The short distance cross
section for a possible sub-process, calculated up to the (m)-order in perturbation theory, is
expressed as
∑n
m=0(αS(µ
2
R))
m+k σˆ
(m)
A,B(αS(Q
2), x1x2s,
Q2
s , µR), and it is a function of the renor-
malisation scale µR, of the transferred momentum Q
2, of the strong coupling αS(µ
2
R) evaluated
at the scale µR, and of the factorization scale µF , as well as the kinematics of the incoming
partons.
The aspects of Equation 1.3 relevant for this work are described in the next Sections.
1.7.1 The Renormalisation Scale
The Standard Model Lagrangian with massless particles has no dimensional parameters, the
only free parameters being the dimensionless couplings. Classically, the theory is therefore
scale-invariant.
In a perturbative quantum theory, the physical quantities can be calculated in terms of a
perturbation series in the coupling constants. As previously discussed, singularities appears in
the perturbative expansion; these singularities are indicated as ultraviolet singularities because
they are expressed in terms of integrals divergent at low momenta. It is interesting to stress the
fact that the problem does not exist in principle, since it is artificially created by the perturbative
approach; in fixed-order expansions, the divergencies appear, and are unphysical, but have to be
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cured. Various techniques can be used, and require the introduction of a dimensional momentum
scale, µR. The fields, the couplings and all physical constants are calculated (renormalised) in
terms of this scale µR (the renormalisation scale) [2, 35]. The theory appears to depend on
µR, therefore it is no more scale-invariant. The solution to the problem has been elaborated
by Wilson [6], which gave a deep interpretation not only in terms of the infinities removal, but
also in a more physical view: the µR scale is completely arbitrary, that is, a change in µR
is compensated by a change in the coupling constant and in the fields, and in general, in all
measurable quantities, the Physics description being independent of the µR scale. This allows
the theory to be predictive and comparable with experiments up to a very high level of precision
In the context of QCD, renormalisation applied to quark-quark scattering at
√
s = q2 gives a
matrix element (in one loop approximation) that takes into account all the contributions shown
in Figure 1.2.
2
2
q2
Figure 1.2. Graphical description of the matrix element for a quark-quark scattering calculated
taking into account all the one loop contributions.
The main result of the calculation is that the matrix element takes the same form of the
zeroth order approximation but with the coupling constant in the form [2]:
αS(q
2) =
αS(µ
2
0)
1 + 11NC−2NF12pi αS(µ
2
0) ln(
q2
µ20
)
where NC and NF are the number of colours and of quark flavours in the theory (NC = 3
and NF = 6), αS(µ
2
0) is the renormalised coupling at an arbitrary energy scale µ0, q
2 is the
momentum transfer in the scattering process. It is usually said that the coupling constant is
running, since it depends on the momentum scale q2, which drives the scattering process. In
QCD, (11NC − 2NF ) is positive, and the theory predicts that for large momentum transfers
the effective QCD coupling decreases and vanishes at asymptotically high energies. This is
the remarkable property of asymptotic freedom: at high energies, the quark and gluons can be
treated as free particles. When µR is taken close to the scale of the momentum transfer q in a
process, or to the mass of a produced particle, then αS(µ
2
R ' q2) is indicative of the strength of
the strong coupling in the interaction.
The smallness of the strong interaction coupling constant at high energies justifies the use
of perturbation theory in the study of particle physics processes at hadron colliders.
On the other hand, at very low energy, the strong interaction coupling increases and becomes
so large to lead to the confinement of quarks and gluons into hadrons at the scale of roughly 1
GeV. Of course, perturbation theory is not applicable and this domain is studied using lattice
gauge methods [2, 36]. The non-abelian nature of QCD is crucial to obtain asymptotic freedom
as for an abelian theory one would have NC = 0 and the effective coupling would be rising with
energy exactly as it is the case for QED.
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Figure 1.3. Summary of measurements of αS as a function of the energy scale Q [2]. In brack-
ets, the degree of QCD perturbation theory used in the extraction of αS is indicated. The
continuous lines are the theoretical prediction and its uncertainties.
The behaviour of the strong coupling is depicted in Figure 1.3, where theoretical prediction
and measurements are presented and in agreement within the errors. Due to the arbitrariety of
the scale at which the coupling is renormalised, usually the Z mass is used; the reported value
of the world average at this mass point is αS(M
2
Z) = 0.1185± 0.0006 [2].
The renormalisation procedure allows to eliminate order by order all the divergencies by
the redefinition of the coupling, once a measurement of the physical quantity has been pro-
duced. The perturbative calculation has to stop at some order, therefore the dependence on the
renormalisation point, that is, the momentum scale at which the coupling is calculated, is not
eliminated in the cross section. This residual dependence, related to the arbitrary choice of the
renormalisation prescription, should be considered as an uncertainty in the theory predictions.
These are discussed in the next Chapters.
1.7.2 Parton Distribution Functions
The proton parton density function (PDF) [37] fi(x,Q
2) gives the probability of finding a parton
of flavour i (quarks or gluon) in the proton and carrying a fraction x of the proton momentum
with Q being the energy scale of the hard interaction. Cross sections are calculated by convo-
luting the parton level cross section with the PDFs, as in Equation 1.3.
PDFs are not calculable in perturbative QCD and difficult to obtain with lattice QCD [2, 24],
therefore they are extracted by fitting parametrised functions to data at a certain scale Q. The
parametrised PDFs are then evolved at different scales by using the DGLAP equations [38]. This
procedure allows also to estimate the uncertainty on the PDFs. At the time of writing, many
sets of PDFs are available that share the same underlying approach but differ in many details,
such as the set of data used, the type of parametrisation, the accuracy in the perturbative
calculations, the extraction of the uncertainties. . . The difference between the predictions on
some physical quantities (for example, on the cross section for some process) obtained with two
or more sets of PDFs is normally assumed as one of the sources of theoretical uncertainty. Two
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sets of PDFs used later for systematic studies in this work [39] are the CTEQ [40, 41, 42] and
the MSTW [43, 39] sets.
(a) b (b) b
Figure 1.4. Examples of parton distribution functions and effect of their uncertainties on a real
measurement [37]. Left: PDFs calculated and fitted for Q2 = 10000 GeV2, a region rel-
evant for the proton-(anti)proton collisions at Tevatron and LHC. The sea and the gluon
distributions have been scaled down by a factor 20. Right: comparison between data and
theoretical prediction for the W charge asymmetry as a function of η. The points are the
data from LHC experiments at
√
s = 7 TeV, the coloured bands the predictions obtained
using different PDF sets and considering their uncertainties.
As an example, Figure 1.4(a) shows the PDFs calculated to the NNLO order at Q2 =
10000 GeV2 (a region relevant for the LHC). The gluon and sea distributions have been scaled
down. The experimental and theoretical uncertainties are shown. Figure 1.4(b) instead shows
the impact of the PDF uncertainties on the modeling of a physical variable, in this case the
W charge asymmetry measured by LHC experiments (A(W ) = (W+ −W−)/(W+ + W−) is
sensitive to the u and d valence quark). The data and the predictions are in agreement, but the
choice of different sets of PDFs leads to quite large uncertainties.
The measurements on jet and boson production at the LHC are reaching enough high preci-
sions to be used for the PDF extraction. This will allow to decrease the uncertainty in kinematic
regions not yet constrained by previous experiments [44].
1.7.3 Factorization Scale
The property of asymptotic freedom is not sufficient in itself for perturbation theory to be useful
in the study of hadronic collisions at high energies. The ability to separate the long- and short-
distance contributions to any measurable quantity (involving large momentum transfer) is a
peculiar and fundamental property of the QCD theory. This property is usually expressed by
the factorization theorem.
The factorization theorem separates the problems into a perturbative, calculable hard scat-
tering and a non-perturbative part (the parton distributions and the fragmentation functions)
that cannot be calculated from first principles in perturbation theory, since it receives the con-
tributions from long-distance part of the strong interactions, and need to be experimentally
determined. As in the case of the renormalisation, the factorisation is implemented by setting
an arbitrary scale µF , which denotes the cutoff between the hard and the soft processes. Being
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µF arbitrary, the choice of a specific scale introduces a new scale in the calculation, and therefore
new uncertainties.
The advantage of introducing the factorisation scale is that the PDFs introduced in Sec-
tion 1.7.2 now have a momentum reference value at which they can be defined. They are really
independent from the hard process, and the independence is gained through µF . This allows to
write Equation 1.3 as the convolution of the hard and soft processes. Said differently, the µF
cutoff is introduced so that all soft gluon effects are absorbed into the parton distribution, while
processes above the cutoff are considered part of the hard scattering (therefore they are handled
in the perturbative calculation). The singularities are removed, but parton distributions become
dependent upon the factorization scale. Theoretically, the calculation of the process including
all the perturbative orders would lead to a total cross section completely independent on the
unphysical scales µF and µR.
Both the factorisation and the renormalisation scheme dependencies are very important
sources of theoretical errors. These scales are often chosen to be the same, the reason being
that one do not want to introduce some unphysical hierarchy and to avoid cancellations and are
commonly set to the pT or the mass of one of the final state particles. More discussions on this
can be found in Sections 2.2 and 6.2.2.
1.8 Vector Boson Pair Production
The Standard Model makes specific predictions for the couplings of vector bosons, since those are
the expression of the non-Abelian symmetry and the local gauge invariance in the SM lagrangian.
The leading order Feynman graphs for two partons into WW or WZ are represented in
diagrams in Figure 1.5. This kind of processes is named diboson production in this work. The
W/Z
W/Z
p
p
q
q
W/Z
W/Z
p
p
q
q
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W/Z
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q
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Figure 1.5. Leading order Feynman diagrams for diboson production at the LHC. The red dot
indicates the TGC vertex.
first two diagrams show the t-channel and the u-channel production, in which the bosons are
emitted by the interacting quark-antiquark together with the exchanging of a quark; the s-
channel is instead the annihilation of the interacting couple of quarks into a boson. This is
the only leading order diagram for the diboson production in which a vertex with three bosons
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appears, where a qq¯ pair annihilates to an off-shell boson, which decays via the triple gauge
coupling vertex.
Next to leading order (NLO) QCD corrections are induced by gluon-quark and quark-
antiquark interactions. NLO terms result in an additional quark in the final state. Other
corrections consist of qq¯ interactions with gluon bremsstrahlung or virtual corrections with in-
ternal gluon loops.
In order to conserve the electric charge, for W+Z production the quark must be an up-type
quark and the antiquark must be a down-type quark, and conversely for W−Z. Instead, the
same argument for WW production requires that both quark and antiquark are of the same
(up or down) type. The quark and antiquark are not required to be from the same generation,
although cross-generation production is suppressed due to the small off-diagonal elements of the
CKM matrix [27].
For the diboson production, QCD NLO corrections are by far non-negligible. Table 1.2 [45,
Table 1.2. Cross sections for the W±Z and WW production in proton-proton collisions at√
s = 7 TeV, calculated at LO and NLO in QCD, using MCFM [45] with CTEQ6.6 [41] as pdfs.
For the W±Z processes, a window for the mass of the Z has been defined as 66− 116 GeV.
Process σLO [pb] σNLO [pb]
W+Z 6.70 11.50
W−Z 3.65 6.47
W±Z 10.35 17.97
WW 29.51 47.04
41] shows the total WW and WZ cross sections calculated at LO and NLO. The QCD NLO
contributions to W±Z are of the order of 75%.
About 85% of the cross section is due to qq¯ annihilation, the remainder to qg (q¯g is negligi-
ble, because of the lack of valence antiquarks in the proton PDFs) [46, 47]. These calculations
are obtained using the MCFM generator [45] (Section 2.7) with CTEQ6.6 pdf set [41]. WW
production receives contributions also from the gluon-gluon fusion process, via quark loops. In
proton-proton collisions at
√
s = 7 TeV this contribution is about 3% of the total WW produc-
tion [48]. The resonant WW Higgs production is again 3%-5% of the total cross section [49, 50]
for mH = 126 GeV.
Figure 1.6 shows the cross sections in proton-proton collisions for various diboson and single
boson production processes as a function of the centre-of-mass energy of the proton-proton
system. In particular, the WW and WZ production cross sections are few orders of magnitude
smaller than other diboson and single boson productions. The asymmetry in the production
cross sections for the W+Z and the W−Z processes is due to the asymmetry in the proton-
proton initial state: the W+Z production is always favoured because the initial state contains
only u and d valence quarks; antiquarks are only present as sea contributions, and as seen in
Figure 1.4(a), they have a different momentum distribution inside the proton. The ratio between
the σ(W
−Z)
σ(W+Z)
cross sections ranges between 0.56 at
√
s = 7 TeV up to 0.65 at
√
s = 14 TeV at
the LHC.
In this analysis the diboson production cross section is measured in the semileptonic final
state, that is W → `ν, W/Z → jj, where ` indicates an electron or a muon. The leptonic W decay
is used to select events with at least one boson, while the cross section measurement is obtained
from the dijet invariant mass. The precision with which the invariant mass is reconstructed
does not allow to disentangle the W and the Z decays, therefore the production cross section is
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Figure 1.6. NLO boson production in proton-proton collisions as a function of the centre-of-
mass energy
√
s = 7 TeV [51]. The predicted cross sections are inclusive, but for γγ and
V γ, for which a pT cut of 25 and 10 GeV respectively has been applied.
measured for the sum of the WW and WZ.
Fully leptonic channels offer 3 or 4 clean signature in the detector, while hadronic decays are
overwhelmed by large multijet background production. On the other side, leptonic decays have
smaller branching fractions if compared to hadronic ones. Table 1.3 shows the single boson and
the diboson decay branching ratios for various final states.
Table 1.3. W , Z, WW and WZ branching fractions [2]. ` and `′ indicate e, µ and τ .
particle(s) decay branching fraction [%]
W
`±ν (per flavour) 10.80± 0.09
hadrons 67.60± 0.27
Z
`+`− (per flavour) 3.3658± 0.0023
invisible (νν¯, all flavours) 20.00± 0.06
hadrons 69.91± 0.06
WZ
`±ν`′+`′− (per flavour) 0.364± 0.003
`±+ invisible (per flavour) 2.16± 0.02
hadrons 90.25± 0.07
`νqq¯ (per flavour) 7.5
WW
`±ν`′+`′− (per flavour) 0.364± 0.003
fully leptonic (per flavour) 1.17
fully hadronic 45.7
`νqq¯ (per flavour) 14.6
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1.9 Electroweak Gauge Boson Couplings in the Standard Model
and Beyond
As previously stated, in the SU(2)L⊗U(1)Y theory the multi-gauge boson couplings arise from
the non-abelian nature of the symmetry group. These couplings take the form of boson self-
interactions in the lagrangian and are completely fixed by the symmetry itself, exactly in the
same way as in the QCD. Since the electroweak gauge boson couplings are of interest in the next
Chapters, they are briefly described here.
Before symmetry breaking (introduced in Section 1.5.1), the kinematic term F iµν of the
gauge boson fields in LF in Equation 1.1 is squared, and triple and quartic gauge coupling
vertices appear. Due to the non-abelian nature of the group, the only allowed triple gauge
coupling (TGC) vertex combinations are all of the form W 1W 2W 3; with the same argument,
the allowed quartic gauge coupling (QGC) vertex combinations are of the form W iW jW iW j ,
with i 6= j = 1, 2, 3. These are the only combinations because the vertices have to conserve the
total SU(2) charge, and the allowed combinations are the singlets.
After the symmetry is broken, the physical fields are those in equations 1.2, and it turns out
that the TGC vertices are only WWZ and WWγ, all other combinations being forbidden in
the Standard Model. With the same argument, the only allowed QGC vertices after symmetry
breaking are W+W−W+W−, W+W−ZZ, W+W−γγ and W+W−Zγ.
The kinematic term F iµν in Equation 1.1, after the symmetry has been broken, is split in
several terms, containing the boson gauge tensor field and their mass terms, plus two additional
terms, LWWV and LWWV V , that describe the TGC and QGC vertices respectively. For this
analysis, only TGC vertices are important, the QGC having a weaker effect due to the coupling
constants which are proportional to e2. The QGC vertices are not described any further here;
other information can be found in [2, 6, 52].
The TGC Standard Model lagrangian can be written as:
LWWV = −igWWV
[
(W+µνW
−µ −W+µW−µν)V ν +W−ν W+ν V µν
]
(1.4)
where W±µν are defined as W±µν = ∂µW±ν − ∂νW±µ , V ν = Aν or Zµ, V µν = ∂µV ν − ∂νV µ. The
two fundamental TGC vertices, WWZ and WWγ, have coupling constants gWWZ = −e cot θW
and gWWγ = −e respectively.
The LWWV lagrangian shows that these interactions have a momentum dependence which
arises from the derivative contribution in W±µν and Vµν terms. This momentum dependence
implies that in TGC vertices there is a non-trivial relation with the gauge boson momentum;
this is crucial, in particular in the picture depicted in the next Sections.
Given the electric charge, theW mass and the Weinberg angle θW , the Standard Model makes
very precise predictions of the possible TGC vertices, and the couplings are fixed. The standard
convention is to introduce some numerical constants which scale the TGC vertex couplings. Four
constants are introduced as follow:
LWWV = −igWWγ
[
gγ1 (W
+
µνW
−µ −W+µW−µν)Aν + κγW−ν W+ν Aµν
]
+
− igWWZ
[
gZ1 (W
+
µνW
−µ −W+µW−µν)Zν + κZW−ν W+ν Zµν
]
(1.5)
and the Standard Model predicts that gV1 = κV = 1 for both V = γ and Z.
The couplings related to the WWγ vertex determines three physical properties of the W
boson: the electric charge QW , the magnetic dipole moment µW and the electric quadrupole
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moment qW : 
QW = eg
γ
1
µW =
e
2MW
(gγ1 + κγ)
qW = − e
M2W
κγ
(1.6)
Due to this interpretation and in analogy with the structure functions of the parametrisation of
the electron-proton Deep Inelastic Scattering [2] cross sections, these new constants are called
Form Factors1.
All other combinations of bosons in the triple gauge couplings are forbidden by the Standard
Model: vertices without the W , named neutral TGC, are forbidden since none of them carry
electric charge and/or weak hypercharge, therefore no coupling can exists. The vertices with
three W bosons instead violate the conservation of the electric charge. All the triple boson
vertices, allowed or not in the Standard Model, which have coupling values different from those
predicted by the Standard Model, are called anomalous triple gauge couplings (aTGCs) in the
following. Usually, the aTGC couplings are parametrised by the difference with those predicted
in the Standard Model; for example, in place of κγ , the parameter ∆κγ ≡ κγ − κSMγ = κγ − 1 is
used.
There are two main approaches to search for Physics beyond the Standard Model. One is
to look for the new Physics directly, for example by producing new particles. The other one
is to look for unpredicted interactions or behaviours of the known particles of the Standard
Model. Here the focus is on the second method. The Standard Model may be just a low energy
component of a much higher energy theory. One possible handle to test the new Physics at
higher energy scales is by studying the anomalous triple gauge couplings in the context of the
electroweak theory.
In the absence of a specific model of new Physics, effective lagrangian techniques are useful.
An effective lagrangian [53, 54] parametrises, in a model-independent way, the low-energy effects
of the new Physics to be found at higher energies. It is only necessary to specify the particle
content and the symmetries of the low-energy theory. Although effective lagrangians contain
an infinite number of terms, they depend on powers of 1/Λ , where Λ is the scale of the new
Physics. Thus, at energies which are much smaller than Λ, only the first few terms of the
effective lagrangian are important. The Λ scale is assumed to lie above the energy available to
the experiments, otherwise this approach fails.
The Fermi theory of the weak interactions is perhaps the best-known example of an effective
Lagrangian. In the SM, the charged-current interaction between two fermions is described by
the exchange of a W boson, which appears in the tree-level amplitude with a term proportional
to 1
q2−M2W
, where q2 is the transfer momentum. If the scale q2 is much larger than M2W , the
propagator can be expanded in powers of q2/M2W . If only the first term is retained, the propa-
gator becomes a constant, and the approximated amplitude is the four-fermion point interaction
of the Fermi theory. In other words, the Fermi theory is the effective theory produced when one
integrates out the heavy degrees of freedom (in this case, the W boson). It is valid at energy
scales much less than the scale of heavy physics, q2 M2W .
On the other side, as q2 approaches M2W , one can no longer truncate the expansion at the
lowest-order terms. This is the evidence that the effective lagrangian description is failing: each
1Form factors are usually universal functions that integrates the underlying Physics by introducing depen-
dencies on some relevant variables, for example, the momentum square of the interaction. They are not con-
stant and, more importantly, they belong to the momentum space, while the lagrangian lives in coordinate
space. Therefore, calling these terms Form Factors is incorrect, but this is what is found in many experimen-
tal papers. In this work, this approach is maintained, especially in Section 1.9.1. A more correct statement will
be made when an Effective Field Theory approach is introduced in Section 1.9.3.
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of the infinite number of terms becomes equally important as one is approaching energy scales
where the heavy degrees of freedom can be directly produced. Note also that the truncated
effective lagrangian (the Fermi theory) violates unitarity for q2 > M2W . Unitariety is usually
restored by integrating the propagator effects into the Form Factors, and the scale at which the
violation happens is an upper bound for the masses of the integrated degree of freedom (the W
mass in the Fermi theory).
The anomalous couplings of electroweak vector bosons are usually described in one of two
formalisms: a Lagrangian (Section 1.9.1) or a vertex function (Section 1.9.2). These two ap-
proaches are discussed, along with the respective drawbacks. In Section 1.9.3 they are finally
compared to the Effective Field Theory paradigm, which allows for a more complete, correct
and model independent view of the Physics beyond the Standard Model.
1.9.1 The Effective Lagrangian Approach
The effective lagrangian that describes the most general Lorentz-invariant WWV vertex is a
generalisation of Equation 1.5:
LTGCeff = igWWV
(
gV1 (W
+
µνW
−µ −W+µW−µν)V ν + κVW+µ W−ν V µν +
λV
M2W
W+νµ W
−ρ
ν V
µ
ρ +
+igV4 W
+
µ W
−
ν (∂
µV ν + ∂νV µ)− igV5 µνρσ(W+µ ∂ρW−ν − ∂ρW+µ W−ν )Vσ+
+κ˜VW
+
µ W
−
ν V˜
µν +
λ˜V
M2W
W+νµ W
−ρ
ν V˜
µ
ν
)
(1.7)
where the notation is the same adopted in Equation 1.5 and V˜ µν = 12
µνρσVρσ. The bosons are
required to be on-shell (but this is appropriate in the context of diboson production) [55, 56].
Seven effective couplings are introduced for each WWV vertex; five of them are dimension 4
operators, and two (λV and λ˜V ), are the dimension 6 operators. Only the allowed operators up
to dimension six are used; operators of dimensions 8 or higher have been neglected because it is
expected the dimension 6 operators to be dominant [55].
The lagrangian 1.7 can be used to derive the W and the Z charges, magnetic and electric
dipole and quadrupole moments [57], extending the Equations 1.6: the presence of aTGC has
measurable effects on the magnetic and electric properties of the W and Z bosons.
Most of the new couplings violate the discrete C, P or combined CP symmetries. Table 1.4
Table 1.4. The 14 triple gauge boson couplings for the WWZ and WWγ vertices. C- and P-
violations are marked as 6C and 6P .
CP-conserving CP-violating
WWγ WWZ WWγ WWZ
dimension 4
gγ1 g
Z
1 gγ4 g
Z
4
κγ κZ
dimension 6
λγ λZ
λ˜γ λ˜Z
gγ5 ( 6C, 6P ) gZ5 (6C, 6P )
shows the behaviour under C, P and CP transformations of the 14 terms in Equation 1.7.
Imposing C, P and CP conservations, only the six gV1 , κV and λV are allowed. In the Standard
Model, these values are fixed to be gV1 = κV = 1 and λV = 0 (compare with the lagrangian 1.5).
Moreover, the gγ1 coupling is fixed to 1 by the gauge invariance of the electromagnetic interaction.
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Actually, it is not true that Equation 1.7 is the most general Lorentz-invariant WWV la-
grangian, since an infinite number of terms with derivatives ∂µ can be added, each of them
suppressed with by the mass scale MW , since this is the only mass in the theory (see for exam-
ple the λV and the λ˜V terms in Equation 1.7). These derivative terms are not suppressed at
energies above the MW , and there is no prescription allowing to neglect them, nor upper bounds
on their corresponding parameters. If the LTGCeff is used to calculate tree level amplitudes, this
result in unitarity violation already at energies ∼MW , as it is in the case of the Fermi theory. Of
course, Nature does not violate unitarity, therefore these terms are neglected in the approach of
the effective lagrangian. A correct formulation of the problem, the Effective Field Theory [55],
is described in Section 1.9.3.
A different solution, which is complementary to the effective lagrangian approach, is de-
scribed in the next Section.
1.9.2 The Vertex Function Approach
Before introducing the more correct and general Effective Field Theory scheme, in this Section a
different approach is introduced. The reason is that it is complementary to that of Section 1.9.1,
and useful concepts are introduced.
Figure 1.7. Feynman rule for the general WWγ and WWZ vertices.
The vertex function approach [55] is the momentum-space analogue of the effective la-
grangian, and consists in writing the most general form of the triple boson gauge vertex in
Figure 1.7. Since the only mass in the theory is MW and the vertex can depend only on the
incoming and outgoing boson momenta, the ΓαβµV vertex will be a sum of terms, each of them
being a scalar function (fVi (p
2)) times a tensor part (Fαβµi (q, q¯, p)). Each of the scalar functions
is a Lorentz-invariant function of one momentum scale, for example the momentum of the V
boson in the vertex, and it is a real Form Factor.
These Form Factors and their dependence on the boson momentum can be understood
thinking about the infinite terms containing derivatives that can be added to the lagrangian 1.7.
For example, the ∆κV term W
+
µ W
−
ν V
µν is the lowest term with one derivative of that form;
one should consider all the terms in which V µν is replaced with nV µν . The new terms obey
exactly the same Feynman rules as the W+µ W
−
ν V
µν term, but they give a multiplicative p2
dependency for each derivative. This is the origin of the Form Factors: if only the lowest term
is taken into account in the effective lagrangian approach, its Fourier transform (the vertex) has
a constant Form Factor; as new derivatives are introduced, the Form Factor is expanded as a
function of p2; this is in perfect analogy with the proton electromagnetic structure functions
studied in the Deep Inelastic Scattering [2]. The transferred momentum p has to be compared
to another scale that drives the presence of new derivatives in the lagrangian, said differently,
the scale of the new Physics Λ, therefore the Form Factors are functions of p2/Λ2: fVi (p
2) ≡
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f0,Vi
(
1 + a p
2
Λ2
+ b
(
p2
Λ2
)2
+ . . .
)
. If this behaviour is not included, the effective couplings lead
to unitarity violation at high energies as already seen. It is really important to constrain this
series at hadron colliders, because the transferred momentum of the interaction is unknown, the
proton being a composite particle.
To ensure that unitarity is conserved, a function is introduced which operates at some cutoff
scale ΛFF , and it is usually used a generalised dipole Form Factor (in analogy to the proton
Form Factors):
fVi (p
2) = f0,Vi
 1
1 + p
2
Λ2FF
n
the ΛFF scale is related but should not be confused with Λ: ΛFF is more like a regularisation
scale, while the Λ is the scale at which the new Physics manifests itself; the n exponent has
a minimum value that depends on the bosons interacting in the vertex and that allows the
unitarity to be conserved [57]. For WWZ and WWγ, n is taken to be n = 2. If the mass
ΛFF is much larger than p
2, the Form Factors are constants, and the unitarity is again violated
at higher energies. For lepton colliders, where the centre of mass energy
√
s is known very
precisely, the form factors are not needed, since they are absorbed in the fVi definition and all
the collisions have the same value. To compare lepton collider with hadron collider results, the
lepton collider results have to be scaled by the corresponding dipole form factor.
The vertex function approach, even if preserves unitarity, does not pose any suggestion on
the Form Factors, or on ΛFF , and there is no prescription on how to use the Form Factors in
loop calculations. Using this approach therefore introduces model dependencies in the reported
results.
It is very common in the literature to see an approach which confuses the effective lagrangian
and the vertex function approaches, at the point that usually the used notations are mixed and
misleading. The effective lagrangian 1.7 is written, but the couplings are assumed to be Form
Factors dependent on the transferred momentum, in exactly the same way and notation as the
fVi above. For example, the ∆κV couplings is substituted with:
∆κV → ∆κV
(1 + sˆ/Λ2FF )
n
,
the effective lagrangian still has the lowest number of derivative possible, and unitarity is restored
by scaling the couplings. The new ∆κV is still called aTGC, but has now a slightly different
meaning. As already said, this approach is not the most correct one, especially from the theo-
retical point of view or in the case the unknown new Physics scale ΛFF is quite low. However,
this abuse is maintained in this work too, since the produced results have to be compared with
other experiments.
If it is assumed that only one aTGC is non-zero at a given time, the generalised dipole form
factors for C, P and CP conserving terms are [53, 57] limited in value. If more than one coupling
is made non-zero at the same time, there could occur some cancellations among the aTGCs, and
the limits may be weakened [53].
If some relations are introduced among the aTGC parameters, the experimental limits turn
out to be more stringent. There are four most-used set of relations for the aTGCs that are usually
reported in the literature. Each choice of a relation defines one scenario; the four scenarios [49]
are reported in Table 1.5. Of particular interest for this work are the LEP and the no-constraint
scenarios.
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Table 1.5. Four possible scenarios for the aTGC couplings [49].
scenario assumption parameters notes
equal couplings
∆κZ = ∆κγ
2 assumes WWγ = WWZ couplingsλZ = λγ
gZ1 = g
γ
1 = 1
LEP
∆κγ = tan
2 θW (∆g
Z
1 −∆κZ)
3 suggested by SU(2)⊗ U(1) invariance
λZ = λγ
HISZ
∆gZ1 = ∆κZ(cos
2 θW − sin2 θW )
2 introduced by [54]∆κγ = 2∆κZ cos
2 θW /(cos
2 θW − sin2 θW )
λZ = λγ
no-constraint - 5 no assumptions on couplings
1.9.3 Effective Field Theory Approach
A different way to calculate the effects of anomalous couplings is the Effective Field Theory
(EFT) approach. The idea is to write a quantum field theory in which unitarity is never violated
and that in some appropriate limit reproduces exactly the Standard Model. This assures that
loop corrections are calculable and that, if new Physics exists, it can be parametrised properly.
The Standard Model lagrangian is interpreted as a low energy approximation of a more gen-
eral theory; this point of view is justified by the fact that the SM does not allow for new Physics
up to some energy scale, which can be experimentally tested. The new theory is expanded
around the low energy point of the SM:
L ' LSM +
∑
i
ci
Λ2
O(6)i
where the O(6)i indicate dimension-six operators, the ci are dimensionless couplings and Λ is
the energy scale of the new Physics. Up to this point, the approach is very similar to the
effective lagrangian described in Section 1.9.1; the first notable difference is that EFT enforces
the Standard Model of particle to be exactly recovered in the Λ→∞ limit.
Focusing only on the electroweak vector boson interactions and assuming C and P conser-
vation, there are only three dimension-six operators that affect the electroweak gauge boson
self-interactions; one possible choice for the three operators is that of [54]:
OWWW = rmTr[WµνW νρWµρ ]
OW = (DµΦ)†Wµν(DνΦ)
OB = (DµΦ)†Bµν(DνΦ)
where Φ is the Higgs doublet field and the Dµ, Wµν and Bµν have been already introduced in the
previous Sections. There is no reason for assuming that dimension-six operators should conserve
C and/or P symmetry, and the corresponding operators can be found in [55]; however, in this
work the EFT approach is considered, but C and P symmetries are assumed. Thus the EFT
not only respects the quantum field theory requirements and reproduces the Standard Model in
the low energy regime, but also is far simpler by requiring a minimal set of parameters.
The aTGC constants introduced in Section 1.9.1 can be related to the EFT cWWWW , cW
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and cB couplings [55, 58, 54]:
cWWW
Λ2
=
2
3g2M2W
λ
cW
Λ2
=
2
M2Z
(tan2 θW∆κγ + ∆κZ)
cB
Λ2
=
2
M2W
∆κγ − 2
M2Z
∆gZ1
(1.8)
These relations only hold if there is no Form Factor for the aTGC parameters (ΛFF =∞),
if the LEP constraints are introduced for the aTGC coefficients and if only operators up to
dimension six are considered. Considering the C and P violating terms does not change these
relations. More general relations can be found in [55].
In this work, also limits have been derived in different scenarios, with ΛFF very large, which
allows to drop the dependence on the transferred momentum in the aTGC coefficients, and at
the same time avoid unitarity violation. The results obtained in the LEP scenario are then
translated in EFT couplings applying relations 1.8. This allows both to compare with the
previous experiment results and to report more correct results for theorists. LHC experiments
agreed to use the EFT approach for publications from the Run-II data-taking on.
1.9.4 Measurable Effects of aTGCs
The main effect of the aTGCs on the cross section is clear if the helicity amplitudes for the
process qq¯ → WW are considered [53]. It turns out that dimension-four and dimension-six
operators have different behaviours with the centre of mass energy of the interacting quarks:
σ ∝
√
sˆ
MW
for ∆gZ1 ,∆κγ ,∆κZ
σ ∝ sˆ
MW
for λγ , λZ
Due to the dimensional differences between the couplings, the energy dependence is different,
and the λV couplings have a stronger energy dependence. This will show itself in an increased
contribution to the cross section. The effects of the anomalous couplings is more pronounced in
distributions with a large dependency on the center of mass energy.
In addition to the enhanced cross sections, the other effect of the aTGCs is a dependence of
physical quantities on the boson momentum. Thus the pT of one of the bosons is particularly
sensitive to the aTGCs.
Figure 1.8 shows the cross section and the transverse momentum dependence when one
single aTGC parameter is shifted at a time with respect to the Standard Model value. The
cross section for WZ production has a strong and quadratic dependence on aTGC. The reason
for being quadratic is that the aTGC terms enter linearly in the lagrangian, and therefore
quadratically in the cross section. But the enhancement in the diboson cross section could
be due also to higher order corrections in QCD perturbative calculations, as already seen in
Section 1.8.
On the other side, the boson transverse momentum is particularly sensitive to the presence
of aTGC: the distributions of the kinematics variables can be used to set limits on the presence
of non-Standard model couplings.
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Figure 1.8. Effect of aTGC on kinematic variables: diboson production cross section and boson
transverse momentum [59].
1.9.5 Implementation of aTGC Calculation
The effects of the aTGCs are included in some Monte Carlo generators (described in Section 2.7)
by a reweighting routine, which rescales the Standard Model cross section to include the anoma-
lous contributions.
In the simplified case of only one aTGC, being the amplitude for the diboson production
linear in the anomalous coupling parameter, the cross section is a quadratic form; it can be
written as dσaTGC = dσSM + a · F1 + a2 · F2, where dσSM denotes the Standard Model cross
section, a is the aTGC parameter and Fi, i = 1, 2 are coefficient that depends only on the
phase space and on the matrix element induced by the aTGC, but they do not depend on a. In
particular, this means that the Fi coefficients can be evaluated without any assumption on a.
When more than one aTGC is introduced, the structure of the general cross section remains
the same:
dσaTGC =
NaTGC∑
i,j=0
aiaj · Fij
where NaTGC is the number of the aTGC parameter, F00 = dσSM and a0 = 1. Written this
way, it seems that there is no gain in evaluating event by event the dσaTGC, because it looks
like a scalar product has to be evaluated for each event. The advantage arises when realising
that Fij is a symmetric matrix, therefore it has only n(n+1)/2 independent components (where
n = NaTGC + 1). If these components are organised as a vector, at this point the Aij = aiaj is
a matrix, and the cross section is replaced by a vector where the first element is the Standard
Model, and the others describe the aTGC quadratic and linear contributions: d~σ = A~F .
Usually, arbitrary and linearly independent combinations of the aTGC parameters are cho-
sen, such that the d~σ elements are evaluated only once, and the system is then inverted to
solve ~F . This later allows to rescale the Standard Model cross sections to arbitrary choices of
the aTGC values. In the case of interest with 6 aTGC parameters, there are 28 independent
components in ~F , that is, after a single inversion of 28 equations, the Standard Model prediction
can be rescaled to any aTGC parameter set.
The rescaling proceeds by means of an event weight defined as:
ωtot =
∑5
i,j=0 aiaj · Fij
dσSM
(1.9)
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In the following Chapters, this weighting procedure is applied to set the limits on the aTGC
procedure and to evaluate some of the systematic uncertainties for the cross section measure-
ment.
The MC@NLO event generator stores the weights in a normalised form, (~α)i+j = Fij/ωtot,
during the event generation, therefore it is sufficient to access this information to rescale a set
of Standard Model generated events to any aTGC parameter choice, and vice-versa. In the case
of interest, there are 28 weights for WW , and 9 weights for W+Z, W−Z (if the electromagnetic
gauge conservation is not imposed). For a given set of aTGC points, there will be nij number
of events generated for each quadratic combination of aTGC parameters aiaj , and a set of αi+j
weights calculated on event-by-event basis. The total number of events in a given bin b of some
significant distribution (for example, the boson pT as shown in Figure 1.8), generated for a
specific set of aTGC parameters ~a (where (~a)i+j = aiaj), can be therefore calculated as:
Nb(~a) =
∑
ij
aiaj · nij,b
The set of the nij,b numbers are the inputs for the fit procedure designed to extract the
limits on the aTGC parameters and described in Section 11.4; the validation of the reweighting
procedure is shown in Figure 11.3.
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The results obtained in this analysis heavily rely on the ability to describe
the expected kinematic distributions with simulated events. These events are
obtained with multiple processing including all steps from event generation
up to the detector signal simulation. Moreover simulation is used as one of
the input in many of the calibration procedures. It is clear the simulation
process is a key ingredient in most of the analyses and in particular in this
one. The main goal of this Chapter is to give an idea of how parton-level
predictions for hadron-hadron collisions are translated into hadron-level
events.
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2.1 General Overview
Typically, in proton-proton collisions at the LHC hundreds of particles are produced, and in most
of the processes of interest the particle momenta range over many order of magnitude. This
poses the basis for an extremely challenging theoretical and computational problem. The Monte
Carlo method is a technique for numerical integration using numbers from a pseudo-random
number generator [60], frequently used to solve this problem.
The full simulation chain can be split into many steps. The first one is the calculation of
the relevant matrix elements; usually, these are too laborious to compute beyond the first few
orders of perturbation theory. Moreover, in the case of QCD the event generation involves
non-perturbative calculations that must be considered given the intrinsic structure of the strong
interactions.
Once these matrix elements have been computed within some approximation scheme, there
remains the problem of dealing with their many divergences and/or near-divergences. A third
step consists in the integration of the fixed-order matrix elements over a final-state phase space
of huge and variable dimension in order to obtain predictions of experimental observables. Fur-
thermore, at the very lowest energy scales, of the order of 1 GeV, incoming partons are confined
in the beams and outgoing partons interact non-perturbatively to form the observed final-state
hadrons. These soft processes cannot be calculated from first principles, therefore are described
with phenomenological models. Finally, the simulation of the final state particle interactions
with the detector medium has to be performed.
Many different techniques can be used to obtain a set of points distributed according to a
predicted probability distribution f(x), as desired for an event generator (see [61] for a review).
Monte Carlo simulations used in this analysis make use of weighted events. In this case the
phase-space points are used to represent events, but each event has a different weight when
contributions to observables are computed.
Figure 2.1 depicts an hadron-hadron collision in the main steps that a Monte Carlo program
needs to simulate: the hard scattering (in red), underlying event (violet), initial- and final-state
radiation (blue), the hadronisation process, and the decay of unstable particles (green). The
description of the hard sub-processes generation is given in Section 2.2. The parton shower
and the hadronisation processes are described in Sections 2.3 and 2.4 respectively. Section 2.5
discusses the simulation of the underlying event and of the multiple proton interactions. A short
description of the treatment of hadron decays is given in Section 2.6. Basic information on the
general purpose event generators used in this analysis is summarized in Section 2.7. General
information on the detector simulation is given in Section 2.8.
2.2 Hard Sub-Processes
Event simulation begins with the simulation of the process of interest, generated from the highly
energetic collision of constituents of colliding particle beams. For example, at the LHC a top
quark-antiquark pair can be created in the collision of a pair of gluons or a light quark-antiquark
pair from the incoming protons. The momenta of the colliding constituents are selected by
sampling the parton distribution functions of the proton (Section 1.7.2) at the energy scale of
the sub-process. Convolution with the differential cross section of the sub-process and integration
over phase space gives the relevant production cross section (for top quark pair production in
this case).
Any of the incoming or outgoing objects of the hard sub-process that carry QCD colour will
be eligible for parton showering in the next stage of the simulation. For this purpose, and for
the subsequent hadronisation, they need to carry also the information about the colour flow in
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Figure 2.1. Picture of a hadron-hadron collisions, in which the steps needed by the simulation
are coloured differently [62]. Starting from the highest energy scale, the various processes
are added: hard scattering (red), parton initial- and final-state radiations (blue), soft inter-
actions of other partons (violet), hadronisation (light green), particle decay (dark green)
and radiation emission (yellow), that finally interact with the detector medium.
the sub-process.
The cross section defined by Equation 1.3 is fully specified only for a given PDF set and a
certain choice for the unphysical factorization and renormalisation scales (µF and µR); these are
described below.
Choosing the renormalisation and factorisation scales
As discussed in Section 1.7.1, there is no first principle defining what are the correct µF and
µR values. However, the knowledge of the logarithmic structure of QCD for different classes of
hard scattering processes limits the range of reasonable values. Typically one hard scale Q2,
compatible with the specific process, is identified such that µF = µR = Q
2. For example, in the
production of an s-channel resonance of mass M , Q2 = M2 can be chosen; in the production of
a pair of massless particles with transverse momentum pT, Q
2 = p2T.
In general-purpose event generators the same hard scale Q2 has also the further meaning of
a starting scale for subsequent initial- and final-state parton showers.
As already stated, a physical quantity should be independent of the arbitrary choice of the
particular value of µF and µR; however the approximation done in the calculation of a quantity
at a fixed order in perturbation theory introduces a dependence on the unphysical scales µF
and µR. The level of variation of a quantity as a function of µF and µR is an indication of
the systematic uncertainty due to the neglected orders in perturbation theory. This is also the
method used in this analysis to evaluate this type of uncertainty.
Selecting a PDF set
Regarding the PDF, one is in principle free to choose any parameterisation that matches the
formal accuracy of the cross section calculation. All generators provide access to commonly used
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PDF sets via the LHAPDF interface [63]. Each generator uses a default PDF set and specific
tunes of parton shower, hadronisation and underlying event model parameters.
Over the years many PDF tunes have been presented, with increasing accuracy as newer data
have been added; also the theoretical framework has seen some improvements. The CTEQ [40]
and MRST/MSTW [43] Collaborations have regularly presented updated tunes; these and others
are available in the LHAPDF library.
The PDF sets differ for the data used, the parameterisation chosen, the statistical treatment,
the perturbative accuracy, the value of αS. All these differences result in different level of PDF
systematic uncertainties. In this analysis the PDF systematic uncertainty has been assessed by
varying the PDF sets and their uncertainties.
2.2.1 NLO Cross Section Calculations
Events produced in LHC collisions span over a wide kinematic range, accessing transverse mo-
menta and masses of the order up to TeV or greater. In order to have kinematic predictions with
the necessary precision at these scales, NNLO or at least NLO predictions are needed in many
cases. This need has driven the rapid development, in the last years, of beyond the leading-
order calculations. Clearly not all processes are yet available with beyond LO predictions, and
sometime practical considerations drive the choice to prefer a LO generator to a higher order
generator. In many analyses a mix of LO and NLO generators for different processes are used.
LO generators are only reliable for the shape of distributions, while the absolute normalization
is often badly described, due to large higher-order corrections. Often a so-called k-factor is
introduced when comparing results from event generators with experimental data. This factor
is normally obtained as the ratio of the total NLO cross section to the LO one for the relevant
process.
Higher-order calculations, for example including loop effects, consist of more than just one
matrix element with a fixed number of final-state particles, but they include terms with extra
particles in loops and/or legs. These extra emissions introduce infrared divergences, which must
cancel between the various terms. This also makes the combination with the parton shower
more cumbersome.
In this analysis, both leading order matrix elements normalised with k-factors and NLO
calculations are used for signal and background events. Details about which generator is used
for each process for this analysis are given in Section 6.2.
2.3 Parton Showers
The hard sub-process, by definition, involves large momentum transfers and therefore the in-
volved partons are violently accelerated. Just as accelerated electric charges emit QED radiation
(photons), the accelerated coloured partons will emit QCD radiation in the form of gluons. Un-
like the uncharged photons, the gluons themselves carry colour charges and can therefore emit
further radiation, leading to parton showers. In principle, the showers represent higher-order
corrections to the hard sub-process. However, the calculation of these corrections with a for-
mally exact procedure is impossible. Instead, an approximation scheme is used, in which the
dominant contributions are included in each order. These dominant contributions are associated
with collinear parton splitting or soft (low-energy) gluon emission.
2.3.1 Final State Evolution
A final state shower (final state radiation, or FSR) develops from an outgoing parton of the
hard sub-process. In this case, the primary parton starts at a high energy and a large time-like
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virtuality scale Q2 set by the sub-process, and it loses energy and virtuality until it and all its
descendant partons have fallen to the scale Q2, at which splitting is terminated. At this point
the final configuration of parton momenta can be passed to one of the hadronisation models
described below. A complication that has to be addressed is the fact that the hard sub-process
was generated with on-mass-shell partons, whereas any partons that initiated showers are now
off mass-shell. This necessitates some momentum reshuﬄing to restore momentum conservation.
For example, the outgoing parton three-momenta in the sub-process rest frame can be rescaled
by a common factor and the showers boosted to those three-momenta.
2.3.2 Initial State Evolution
An initial state shower (initial state radiation, or ISR) develops on an incoming parton of the
hard sub-process. A constituent parton from each of the incoming hadrons starts at a high
energy and evolves by emitting other partons and losing energy. The showering of these partons
terminates when they collide to initiate the hard sub-process; this sets the scale that limits the
endpoint of the showers. For example, in the process qq¯ → Z this limit is of the order of the Z
boson mass squared. As a result of showering the incoming parton showering, which started out
in the beam directions, the interacting partons also acquire transverse momenta, and the vector
sum of these is communicated to the hard sub-process. The partons emitted in the initial-state
showers each initiate secondary showers that evolve in the same way as final-state showers.
2.4 Hadronisation Models
As the event is evolved downwards in momentum scale, it ultimately reaches the region, at
scales of order 1 GeV, in which QCD becomes strongly interacting and perturbation theory
breaks down. At this scale the perturbative evolution must be terminated and replaced by a
non-perturbative model that describes the confinement of the system of coloured partons into
colourless hadrons.
In the general context of QCD studies, the term hadronisation has been used in this respect.
It refers to the specific model used in an event generator for the transition from the partonic
final state to a complete representation of the actual hadronic final state. This is a transition
for which there exist only models, albeit inspired by QCD.
The two main hadronisation classes in current use are the string [64] and cluster [65] models,
developed with tunable parameters to describe the hadron level properties of final states. The
main difference between the two models is that the string model transforms partonic systems
directly into hadrons, while the cluster scheme employs an intermediate stage of cluster objects,
with a typical mass scale of a few GeV.
A key feature of these models is that individual partons do not hadronise independently, but
rather colour-connected systems of partons hadronise collectively. These models are not derived
directly from QCD and consequently have more free parameters than the preceding components.
However, to a good approximation, the hadronisation of a given coloured system is independent
of how that system was produced, so that once tuned on one data set the models are predictive
for new collision types or energies.
2.5 Underlying Event and Multiple Proton Interactions
Although most of the signal processes of interest at the LHC fall into the category of hard inter-
actions, the vast majority of collisions are soft, leading to diffractive scattering or multiparticle
production with low transverse momenta. These soft processes also need to be simulated but,
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as in the case of hadronisation, their non-perturbative nature means that tunable models are
needed to describe the data.
The ability to model soft interactions is needed to correctly describe two effects that are
important for hard-scattered events: the underlying event and the pile-up.
The underlying event is the soft component of an event and it is generated by the partons
that have not been involved in the hard-scattered process. These partons play an important role
both because are colour-connected with the hard component of the event and because they may
produce additional interactions. These interactions, indicated with multi-parton interactions
(MPI), can be soft or hard; in the first case they need to be described with a model tuned on
data. The importance of correctly simulating the MPI is shown in Figure 2.2 where the charged
particle multiplicity obtained by ATLAS from proton interactions at
√
s = 7 TeV is shown for
data (full dots) and simulated events. The simulations are obtained with Pythia (introduced
later in Section 2.7) including (red continuous line) or not (blue dashed line) the MPI. The MPI
Figure 2.2. Models with and without MPI and parton showers, compared to the measured
charged particle multiplicity by the ATLAS experiment [66], for particles with pT >
100 GeV, |η| < 2.5, cτ > 10 mm, in events containing at least two of these particles. The
black points are the ATLAS measurements of proton-proton collisions at
√
s = 7 TeV,
coloured lines the Pythia simulations: the green dash-dotted line has no parton showers
nor multiple parton interactions; the blue dashed line consider parton shower only; the red
line has both multiple parton interactions and parton showers. This shows that MPI must
be included in realistic models of soft-inclusive physics.
give a large effect on the charged particle multiplicity and their inclusion is very important to
reproduce this distribution.
The second effect is indicated with pile-up and it is due to additional proton-proton inter-
actions that overlap with the hard interaction. These interactions can be considered in the
majority of cases minimum bias events1. The number of additional interaction depends on the
1The term minimum bias refers to an experimental term, used to define a certain class of events that are
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beam conditions and may change significantly during the data taking.
Pile-up events can occur simultaneously with the interaction of interest, and are indicated
as in-time pile-up. They can also occur before or after the interaction of interest, but within
the detector integration time; the latter is called out-of-time pile-up and its effect is largely
determined by the response function of the detector and it can be simulated as noise signal
with the appropriate amplitude. The effect of in-time pile-up is instead simulated adding to
the signals produced by the interaction of interest the signal produced by n minimum bias
events collected in data. The number n is adjusted according to the measured 〈µ 〉 distribution,
introduced in Section 4.1.1.
2.6 Hadron Decays
The final stage of event generation is the sequential decay of unstable hadrons produced in the
hadronisation process. The experimental data indicate that a large fraction of observed final-
state particles comes from the decays of excited hadronic states, so most of the states listed
in the Review of Particle Physics need to be included, together with their decay modes. To
deal with the hadronisation of heavy-flavour (charm and bottom) quarks, and to avoid flavour
biases in the generated final states, complete flavour multiplets must be included for each spin
and parity. In addition, for event generation the sum of branching fractions for all decays of a
given state must be unity, which may require the modelling of unlisted decay modes, particularly
for heavy-flavour hadrons. The momentum distributions and correlations in multiple particle
decays need to be included or modelled, and spin correlations should also be taken into account.
All this makes the implementation of decays a laborious but crucial part of event generator
development.
2.7 General Purpose Event Generators Used
Here only the main programs used in the analysis for the generation of simulated events are
briefly described. They incorporate different combinations of the approaches and models de-
scribed above. For fuller details and references, see [66]. For regularly updated comparisons
with data, see [67].
• PYTHIA
Pythia [68] is the most senior and established general-purpose event generator. The For-
tran version Pythia6 is widely used, but development concentrates on the C++ version,
Pythia8. They both have a wide range of hard-coded leading order 2 → n sub-processes.
Pythia models the hard scattering, the parton shower, the underlying event, the hadro-
nisation and particle decays with full spin correlations. Final and initial state radiation
are described too. Pythia6 has the options of parton showers with virtuality or trans-
verse momentum as the evolution variable, whereas Pythia8 is based on dipole showering.
Both versions use the Lund string model [64, 69] for hadronisation and a highly developed
multiple-interaction model for the underlying event.
• HERWIG
The Herwig event generator [70] was originally developed in Fortran but that version,
while still in use and maintained at a low level, has been superseded by the C++ ver-
sion, Herwig++. Hard scattering, parton showering, underlying event, hadronisation and
selected with the minimum possible selection bias, to ensure they are as inclusive as possible. Therefore, the
minimum bias contains in principle both the underlying event and the pile-up events.
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subsequent decays are simulated. The decays from unstable resonances include the full
spin correlations. A range of hard sub-processes are hard-coded in both Herwig versions,
and Herwig++ includes a generator for new two-to-two sub-processes given the relevant
Feynman rules. Both versions are based on angular-ordered parton showers, although
with different definitions of the shower variables, and a cluster model of hadronisation. A
multiple-interaction model for the underlying event is built into Herwig++, but a separate
module (Jimmy [71]) has to be interfaced to the Fortran version.
• MC@NLO
MC@NLO [72] is a generator for next-to-leading order matrix elements. MC@NLO [73]
does not provide hadronisation and parton showers, therefore it is usually interfaced with
Herwig.
MC@NLO is particularly important in this work because it also allows an event-by-event
reweighting procedure that can be used to scale the Standard Model prediction to any ar-
bitrary aTGC value, and vice-versa. When the weights have been computed by MC@NLO,
a single Monte Carlo simulation can be used to evaluate any arbitrary aTGC point [72].
• MCFM
MCFM [45] is a parton-level Monte Carlo generator. The program is designed to calculate
cross sections for various femtobarn-level processes at hadron-hadron colliders, especially
those containing the bosons W , Z and H and heavy quarks, c, b and t. For most pro-
cesses, matrix elements are included at next-to-leading order and incorporates full spin
correlations.
• POWHEG
The POWHEG BOX (Powheg [74]) is one of the most recent event generators; it is a quite
general framework for implementing next-to-leading order calculations in parton shower
Monte Carlo programs according to the POWHEG method. It can be interfaced with all
modern shower Monte Carlo programs that support the Les Houches Interface [75].
• SHERPA
Sherpa [76] is the most recent contender among general-purpose event generators and
has been coded in C++ from the start. It has built-in sub-process generators for the
Standard Model (both two-to-two and higher multiplicity) and for new models given the
Feynman rules. A dipole formulation is used for parton showering, and a cluster model for
hadronisation. For the underlying event Sherpa uses a multiple-interaction model based
on that of Pythia.
• ALPGEN
Alpgen [77] is used to calculate matrix elements to the leading order in perturbation theory.
It is widely used to provide matrix elements for events with final states containing large
parton multiplicities. Spin correlations are taken into account for top quark and gauge
boson decays. Alpgen does not have a parton shower nor a hadronisation mechanism,
therefore it is usually interfaced to Pythia or Herwig.
• ACERMC
The AcerMC generator [78] is a tree level matrix element generator; as Alpgen, it does
not provide hadronisation and parton shower models, therefore it is interfaced to Pythia
or Herwig. It is used to simulate some specific processes in proton-proton collisions, for
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example in events with top quarks in the final state. For these events, AcerMC generates
events with high speed and very efficiently.
The Herwig, Pythia and Sherpa generators have their own hadron decay modules with ex-
tensive tables of particle properties, branching fractions and decay distributions. While these
have much in common, they are not identical, since significant physics choices and modelling
are involved. They give slightly different predictions for some specific kinematic regions or in
events with peculiar topologies. These differences can be used to assess the level of uncertainty
on the modeling choices.
2.8 Detector Simulation with GEANT4 and Atlfast-II
Monte Carlo events have to be processed for the detector response in order to reconstruct the
final simulated event. The detector description and the particle interactions with the ATLAS
detector medium are simulated using the GEANT4 [79] toolkit. The ATLAS detector geometry
has been measured in the real setup and implemented in the simulation code. The output of
the application is designed to be as close as possible to the real detector output so that it can
be analysed with the same software as the real data.
In the ATLAS jargon, the full simulation chain including the GEANT4 processing is referred
to as the full simulation. A typical full simulation event can take from 10 to 50 minutes [92]
depending on the process, which quickly leads to a computing bottleneck.
To face this problem, the simulated events are processed when possible with a fast simulation
software (Atlfast-II [80]2); these events are named in the following as AFII events, in contrast
to the fullSim ones obtained with a more accurate description of the detector.
AFII events are usually produced in place of the full simulation in case very high statistic is
needed. The result is a factor of 10 to 30 times faster processing per event.
The analysis presented uses both the full simulation and the AFII events.
2The calorimeter response of the detector constitutes the majority of the GEANT4 processing time during
event simulation. The Atlfast-II software uses the FastCaloSim package, which parameterises the longitudinal
and lateral energy profiles of single particle showers.
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Chapter 3
Diboson Measurements
Status quo, you know, is Latin for “the mess we’re in”.
– Ronald Regan
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Experiments other than ATLAS have previously or concurrently measured
both the WW/WZ production cross section and the related aTGC param-
eters studying the fully leptonic and the semileptonic final states. In par-
ticular, this Chapter reports results from the LEP-II experiments, the CDF
and D∅ experiments at Tevatron, and CMS and ATLAS at LHC. The last
part of this Chapter is devoted to a summary description of a CDF study in
which some evidence for a strong disagreement in the WW/WZ semilep-
tonic channel was found. This triggered the study for the semileptonic
channel, and a similar selection has been done by D∅, CMS and ATLAS
experiments to check the results. No evidence for new particle has been
found in ATLAS or CMS. Further CDF studies have shown that the excess
was due to mis-modeling in the Monte Carlo descriptions; the main effects
are depicted since they are of interest in the analysis of this work.
3.1 Overview
The study of the production of boson pairs provides an important test of the electroweak sector
of the Standard Model. Measuring a significant departure in the cross section or deviations
in the predicted kinematic distributions would indicate the presence of anomalous gauge boson
35
CHAPTER 3. DIBOSON MEASUREMENTS 36
couplings or new particles in extensions of the SM. These analyses also provide a proving ground
for the advanced analysis techniques used in low mass Higgs searches.
3.2 LEP Experiments
The ALEPH [81], DELPHI [82], L3 [83] and OPAL [84] experiments at the LEP accelera-
tor [85, 86] at CERN joined in many coordinate efforts to test the Standard Model by providing
combined measurements of physical quantities; in particular, the LEP collaborations worked
on combinations [87, 88] of many diboson production cross section measurements and to the
assessment of limits on trilinear couplings of weakly interacting vector bosons1.
LEP was an electron-positron collider, scanning the center of mass energy around the Z
mass pole, also to find (or to set limits to the mass of) the Higgs boson. In particular, LEP-II
ran at several energies above the Z pole, up to about 210 GeV. The WW and the ZZ cross
sections have been studied, and the combinations of the cross section measurements from all the
LEP experiments is in fairly good agreement with the Standard Model2. Figure 3.1 shows on
(a) (b)
Figure 3.1. Measurements of the diboson production cross sections at LEP-II as combination
results of the four experiments [88]. The points represent the data, the lines two different
Monte Carlo models. The shaded areas are the 2% uncertainty on the theoretical predic-
tions. On the left: the WW production as a function of the center of mass energy. Right:
the ZZ production cross section measurements as function of
√
s.
the left the WW , on the right the ZZ production cross sections as a function of
√
s, comparing
the combined LEP-II data with the Monte Carlo predictions. The combined cross sections are
in agreement with the Standard Model, and ranges from few pb (few tenths of pb) for
√
s values
near the production thresholds up to ∼ 17 pb (∼ 1 pb) for WW (ZZ) production.
The charged triple gauge couplings also have been investigated, with a pair of W or Z in
the final state. The limits on the charged couplings gZ1 , κγ and λγ , defined in the LEP scenario
as described in Table 1.5, are summarised in Table 3.1, and are compared with the Standard
Model prediction.
1The possibilities to test quartic couplings at LEP-II are extremely limited.
2Only a small excess in the W → τν branching ratio has been reported, see [88] for a review.
37 3.3. CDF AND D∅ RESULTS
Table 3.1. Combined results for 95% CL intervals obtained for the charged triple gauge cou-
pling parameters from the four LEP experiments [88]. In each case, the listed parameter has been
varied, the other two are taken as fixed.
parameter 95% CL SM prediction
gZ1 [0.946, 1.021] 1
κγ [0.901, 1.066] 1
λγ [−0.059, 0.017] 0
3.3 CDF and D∅ Results
The diboson Physics program at the Tevatron [89] is complementary to that led at LEP because
in pp collisions at
√
s = 1.96 TeV also the WZ diboson final state can be produced. Moreover,
more sensitive tests for the TGC couplings are possible at higher sˆ.
Table 3.2. A review of the diboson production cross sections in proton-antiproton collisions at√
s = 1.96 TeV at the Tevatron. Only WW and WZ channels are shown, for both the CDF
and D∅ experiments. The WV channel represents the combination of WW and WZ diboson
productions. The reported measurements agree with the NLO Standard Model prediction within
the errors. It can be noticed, the semileptonic channel has larger errors if compared to the fully
leptonic channels. The references for the theoretical predictions and the measurements are listed.
Channel NLO prediction [pb] Experiment Result [pb]
∫ L [fb−1]
WW → lνlν 11.7± 0.8 [45] CDF [90] 14.0± 0.6(stat)
+1.6
−1.3(syst)± 0.8(lumi) 9.7
D∅ [91] 11.5± 2.1(stat + syst)± 0.7(lumi) 1
WZ → lνll 3.5± 0.3 [45] CDF [92] 3.9
+0.8
−0.7 7.1
D∅ [93] 4.50+0.63−0.66 8.6
WV → lνqq 15.2± 0.9 [45] CDF [94] 18.1± 3.3(stat)± 2.5(syst) 4.3
D∅ [95] 19.6+3.2−3.0 4.3
The CDF [96] and D∅ [97] experiments at the Tevatron found the first direct evidence of
WW/WZ production, measuring both the fully-leptonic and the semi-leptonic channels; in
semi-leptonic channels the combined WW+WZ cross section was measured.
The results for WW → lνlν, WZ → lνll and WW/WZ → lνjj are reported for the
two experiments in Table 3.2, along with the integrated luminosity and the theoretical NLO
predictions. The measurements refer to the proton-antiproton production cross section for a
given diboson final state, therefore the results have already been corrected for branching ratios,
efficiencies and acceptances. The theoretical and experimental results agree within the errors;
in particular, the experiments tend to measure a cross section value that is a bit larger than the
theoretical one, but within one standard deviation from the SM prediction.
It is interesting also to note the difference in the sizes of the total errors between the semi-
leptonic channel and the fully-leptonic ones for both experiments. Final states involving jets
and jet-related measurements imply larger systematic uncertainties; this will be discussed when
the analysis is described in the following Chapters.
The CDF and D∅ experiments too extrapolated the limits on the aTGC parameters. The
results for ∆gZ1 , ∆κγ and λγ are shown in Table 3.3. The D∅ experiment used a form factor
scaling parameter Λ = 2 TeV, while CDF adopted a Λ = 1.5 TeV value; all the presented limits
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are calculated as one-dimensional limits in the LEP scheme at the 95% CL; two-dimensional
limits and 68% CL results can be found in the references.
Table 3.3. Summary of the limits on ∆gZ1 , ∆κγ and λγ measured with the CDF and D∅ exper-
iments at the Tevatron accelerator. The two experiments adopted the LEP scheme, but fixed a
Λ parameter to different values. They also used a different set of the data sample to establish
the limits: CDF used about 350 pb−1, while D∅ combined the results from different measure-
ments and different integrated luminosities (see [98] and references therein), from 1.0 fb−1 up to
8.6 fb−1.
parameter CDF, Λ = 1.5 TeV (95% CL) D∅, Λ = 2 TeV (95% CL) SM prediction
∆gZ1 − [−0.034, 0.084] [98] 0
∆κγ [−0.46, 0.39] [99] [−0.158, 0.255] [98] 0
λγ [−0.18, 0.17] [99] [−0.036, 0.044] [98] 0
3.4 CMS and ATLAS Measurements
The CMS and ATLAS collaborations have tested the Standard Model and in particular many
channels in the electroweak sector. The proton-proton collision data collected at
√
s = 7 and
8 TeV have been analysed; Table 3.4 shows a summary of the results obtained by both the
CMS and the ATLAS collaborations in measuring the diboson production cross sections. The
(a) (b)
Figure 3.2. Normalised differential fiducial cross sections for WW → lνl′ν′ and ZZ → 2l2l′
productions as a function of the leading lepton pT, with comparisons to the Standard
Model predictions [100]. On the left: the differential cross section for WW leptonic de-
cay as measured by the ATLAS experiment using 4.6 fb−1 of proton-proton collisions at√
s = 7 TeV. Right: differential cross section for ZZ leptonic decay as measured by the
CMS collaboration, using 19.6 fb−1 of data at
√
s = 8 TeV. For both measurements, the
bottom plots show the ratio of data to the Monte Carlo prediction.
results are divided by the centre-of-mass energy (
√
s = 7 TeV and
√
s = 8 TeV) and by channels
(fully-leptonic WW , WZ and semi-leptonic WW/WZ, the Z never decaying into neutrinos).
For some of the leptonic channels, the two experiments also provide differential cross section
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Table 3.4. A review of the diboson production cross sections in proton-proton collisions at√
s = 7 TeV and 8 TeV at the LHC. Only WW and WZ channels are shown, for both the
ATLAS and CMS experiments. The WV channel represents the combination of WW and WZ
diboson productions. The reported measurements take into account the branching fractions of
the processes and the analysis efficiencies, and agree with the NLO Standard Model prediction
within the errors. It can be noticed, the semileptonic channel has larger errors if compared to the
fully leptonic channels. The references for the theoretical predictions and the measurements are
listed.
√
s = 7 TeV
Channel
NLO prediction
Experiment
Result
∫ L
[pb] [pb] [fb−1]
WW → lνlν 43.7± 1.9 [72] ATLAS [49] 51.9± 2.0(stat)± 3.9(syst)± 2.0(lumi) 4.6
CMS [101] 52.4± 2.0(stat)± 4.5(syst)± 1.2(lumi) 4.9
WZ → lνll 17.4± 1.1 [72] ATLAS [47] 19.0
+1.4
−1.3(stat)± 0.9(syst)± 0.4(lumi) 4.6
CMS [102] 20.76± 1.32(stat)± 1.13(syst)± 0.46(lumi) 4.9
WV → lνqq 61.1± 2.2 [72] ATLAS [103] this analysis: 68± 7(stat)± 19(syst) 4.6
CMS [104] 68.9± 8.7(stat)± 9.7(syst)± 1.5(lumi) 5
√
s = 8 TeV
Channel
NLO prediction
Experiment
Result
∫ L
[pb] [pb] [fb−1]
WW → lνlν 58.7+3.0−2.7 [105]
ATLAS [105] 71.4± 1.2(stat)+5.0−4.4(syst)+2.2−2.1(lumi) 20.3
CMS [106] 69.9± 2.8(stat)± 5.6(syst)± 3.1(lumi) 5.3
WZ → lνll 20.3± 0.8 [107] ATLAS [107] 20.3
+0.8
−0.7(stat)
+1.2
−1.1(syst)
+0.7
−0.6(lumi) 13
CMS [102] 24.61± 0.76(stat)± 1.13(syst)± 1.08(lumi) 19.6
measurements. Figure 3.2 shows two results from ATLAS (on the left) and CMS (on the right).
Figure 3.2(a) is the differential normalised fiducial cross section (the cross section measured
after applying kinematical cuts) as a function of the leading lepton pT, for the WW → lνl′ν ′
channel measurement, achieved with 4.6 fb−1 of proton-proton collisions at
√
s = 7 TeV. The
red histogram represents the Monte Carlo prediction, while points are data, with both statistical
and total uncertainties. The bottom plot shows the ratio between the data and the theoretical
prediction, which agree within the uncertainties. A CMS differential measurement of ZZ → 2l2l′
as a function of the event leading lepton is shown in Figure 3.2(b), using 9.6 fb−1 of data at√
s = 8 TeV. The coloured histogram is the theoretical prediction, while the dots represent
the data with their errors. The lower panel is the ratio between data and Monte Carlo, and as
before they agree within the errors.
A more comprehensive status-of-the-art for both ATLAS and CMS diboson measurements
is depicted in Figures 3.3 and 3.4 respectively. In both Figures, the ratio between the Standard
Model prediction and the experimental measurement is shown for various diboson channels; for
each measurement, the central value of the ratio is reported, with both the theoretical and the
experimental errors.
Table 3.5 collects instead the one-dimensional limits on the anomalous triple gauge coupling
parameters ∆gZ1 , ∆κγ and λγ as found by CMS and ATLAS in the LEP scheme and assuming
a scale factor Λ = ∞. The reported results for ATLAS do not include those obtained in this
analysis.
The experiments are in agreement with the theoretical predictions; the results for WW/WZ→
`νjj analyses reported in Table 3.4 show that the statistical and systematic effects are more im-
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∫L dt
[fb−1] Reference
– σfid(ZZ∗ → ℓℓνν) σ = 12.7 + 3.1 − 2.9 ± 1.8 fb (data)PowhegBox & gg2ZZ (theory) 4.6 JHEP 03, 128 (2013)
– σfid(ZZ∗ → 4ℓ) σ = 29.8 + 3.8 − 3.5 + 2.1 − 1.9 fb (data)PowhegBox & gg2ZZ (theory) 4.6 JHEP 03, 128 (2013)
– σfid(ZZ → 4ℓ) σ = 25.4 + 3.3 − 3.0 + 1.6 − 1.4 fb (data)PowhegBox & gg2ZZ (theory) 4.6 JHEP 03, 128 (2013)σ = 20.7 + 1.3 − 1.2 ± 1.0 fb (data)
MCFM (theory) 20.3 ATLAS-CONF-2013-020
– σtotal(pp→ZZ→4ℓ) σ = 76.0 ± 18.0 ± 4.0 fb (data)Powheg (theory) 4.5 arXiv:1403.5657 [hep-ex]σ = 107.0 ± 9.0 ± 5.0 fb (data)
Powheg (theory) 20.3 arXiv:1403.5657 [hep-ex]
σtotal(pp→ZZ) σ = 6.7 ± 0.7 + 0.5 − 0.4 pb (data)MCFM (theory) 4.6 JHEP 03, 128 (2013)σ = 7.1 + 0.5 − 0.4 ± 0.4 pb (data)
MCFM (theory) 20.3 ATLAS-CONF-2013-020
– σfid(WZ → ℓνℓℓ) σ = 99.2 + 3.8 − 3.0 + 6.0 − 6.2 fb (data)MCFM (theory) 13.0 ATLAS-CONF-2013-021
σtotal(pp→WZ) σ = 19.0 + 1.4 − 1.3 ± 1.0 pb (data)MCFM (theory) 4.6 EPJC 72, 2173 (2012)σ = 20.3 + 0.8 − 0.7 + 1.4 − 1.3 pb (data)
MCFM (theory) 13.0 ATLAS-CONF-2013-021
– σfid(WW→eµ) [njet≥0] σ = 563.0 ± 28.0 + 79.0 − 85.0 fb (data)MCFM (theory) 4.6 arXiv:1407.0573 [hep-ex]
– σfid(WW→eµ) [njet=0] σ = 262.3 ± 12.3 ± 23.1 fb (data)MCFM (theory) 4.6 PRD 87, 112001 (2013)
– σfid(WW→µµ) [njet=0] σ = 73.9 ± 5.9 ± 7.5 fb (data)MCFM (theory) 4.6 PRD 87, 112001 (2013)
– σfid(WW→ee) [njet=0] σ = 56.4 ± 6.8 ± 10.0 fb (data)MCFM (theory) 4.6 PRD 87, 112001 (2013)
σtotal(pp→WW) σ = 51.9 ± 2.0 ± 4.4 pb (data)MCFM (theory) 4.6 PRD 87, 112001 (2013)σ = 71.4 ± 1.2 + 5.5 − 4.9 pb (data)
MCFM (theory) 20.3 ATLAS-CONF-2014-033
σfid(W±W±jj) EWK σ = 1.3 ± 0.4 ± 0.2 fb (data)PowhegBox (theory) 20.3 PRL 113, 141803 (2014)
σfid(pp→WV→ℓνqq) σ = 1.37 ± 0.14 ± 0.37 pb (data)MC@NLO (theory) 4.6 JHEP 01, 049 (2015)
– [njet = 0] σ = 2.9 + 0.8 − 0.7 + 1.0 − 0.9 fb (data)MCFM NLO (theory) 20.3 arXiv:1503.03243 [hep-ex]
σfid(Wγγ → ℓνγγ) σ = 6.1 + 1.1 − 1.0 ± 1.2 fb (data)MCFM NLO (theory) 20.3 arXiv:1503.03243 [hep-ex]
– [njet = 0] σ = 1.05 ± 0.02 ± 0.11 pb (data)NNLO (theory) 4.6 PRD 87, 112003 (2013)
σfid(Zγ → ℓℓγ) σ = 1.31 ± 0.02 ± 0.12 pb (data)NNLO (theory) 4.6 PRD 87, 112003 (2013)
arXiv:1407.1618 [hep-ph]
– [njet = 0] σ = 1.76 ± 0.03 ± 0.22 pb (data)NNLO (theory) 4.6 PRD 87, 112003 (2013)
σfid(Wγ → ℓνγ) σ = 2.77 ± 0.03 ± 0.36 pb (data)NNLO (theory) 4.6 PRD 87, 112003 (2013)
arXiv:1407.1618 [hep-ph]
σfid(γγ)[∆Rγγ > 0.4]
σ = 44.0 + 3.2 − 4.2 pb (data)
2γNNLO (theory) 4.9 JHEP 01, 086 (2013)
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Figure 3.3. The data/theory ratio for several diboson total and fiducial production cross sec-
tion ATLAS measurements [108]. All theoretical expectations were calculated at NLO
or higher. All measurements were performed using the
√
s = 7 TeV dataset or the√
s = 8 TeV dataset. The dark-color error bar represents the statistical uncertainly. The
lighter-color error bar represents the full uncertainty, including systematics and luminosity
uncertainties. The luminosity used and reference for each measurement are also shown.
Uncertainties for the theoretical predictions are quoted from the original ATLAS papers.
Table 3.5. Summary of the limits on ∆gZ1 , ∆κγ or ∆κZ and λγ measured with the ATLAS and
CMS experiments at the LHC accelerator. The reported results are obtained as one-dimensional
limits in the LEP scheme, with fixed a Λ =∞. CMS usually reports limits on ∆κγ , while ATLAS
on ∆κZ; the physical meaning is the same since they are related by formula in Table 1.5 if the
LEP scheme is adopted. The results presented in this analysis are not included in the Table.
parameter ATLAS (95% CL) CMS (95% CL) SM prediction
∆gZ1 [-0.039, 0.052] [49] [-0.095, 0.095] [101] 0
∆κX ∆κZ ∈[-0.071, 0.071] [110] ∆κγ ∈[-0.45, 0.36] [111] 0
λγ [-0.062, 0.059] [49] [-0.048, 0.048] [101] 0
portant in this channel if compared to the fully-leptonic channels.
For more reviews on the Standard Model diboson measurements and aTGC limits set by
ATLAS and CMS references [108] and [109] could be consulted respectively.
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theoσ / expσProduction Cross Section Ratio:   
0.5 1 1.5 2
CMS PreliminaryMar. 2015
All results at:
http://cern.ch/go/pNj7
(NNLO th.), γγ
 0.12± 0.01 ±1.06 -15.0 fb
γW
 0.13± 0.03 ±1.16 -15.0 fb
γZ
 0.05± 0.01 ±0.98 -15.0 fb
γZ
 0.05± 0.01 ±0.98 -119.5 fb
WW+WZ  0.15± 0.13 ±1.05 -14.9 fb
WW  0.10± 0.04 ±1.11 -14.9 fb
(NNLO th.)WW, 
 0.08± 0.02 ±1.01 -119.4 fb
WZ  0.07± 0.07 ±1.17 -14.9 fb
WZ  0.07± 0.03 ±1.12 -119.6 fb
ZZ  0.07± 0.14 ±0.99 -14.9 fb
ZZ  0.08± 0.06 ±1.00 -119.6 fb
7 TeV CMS measurement (stat,stat+sys) 
8 TeV CMS measurement (stat,stat+sys) 
CMS measurements
 theory(NNLO)vs. NLO 
Figure 3.4. The data/theory ratio for several diboson total and fiducial production cross section
CMS measurements, corrected for leptonic branching fractions [109]. All theoretical ex-
pectations were calculated at NLO or higher. All measurements were performed using the√
s = 7 TeV dataset (open dots) or the
√
s = 8 TeV dataset (full dots). The red error
bars refer to the statistical error, while the black error bars consider also the theoretical
uncertainties. The numerical values of the ratios are shown with the statistical and lumi-
nosity uncertainty. The data statistics used for each measurement is reported on the last
column.
3.5 The CDF Bump and Checks by Other Experiments
The CDF collaboration has published a study of the invariant mass distribution of jet pairs
produced in association with a W boson. The collaboration also reported an excess of data
over Monte Carlo prediction when measuring the WW/WZ → `νjj (l = e, µ) production cross
section [112] on a data sample of about 4.3 fb−1 of proton-antiproton collisions at
√
s = 1.96 TeV.
In this Section, the CDF results are introduced and some aspects on the understanding of the
excess are briefly discussed because they are relevant for the analysis presented in the following
Chapters.
The dijet invariant mass distribution in events containing one leptonically decaying boson
is shown in Figure 3.5(a): the points represent the data and the statistical errors on data, the
stacked histograms the Standard Model prediction, after a fit has been performed to extract
the diboson signal. In this plot it is visible an excess in the region 115 < Mjj < 175 GeV. In
Figure 3.5(b), the points represent the background-subtracted data, the red histogram is the
Monte Carlo signal after the fit to the data, along with the statistical and systematic error
(the red band); the blue histogram is a gaussian fit to the excess of data clearly centered around
∼ 145 GeV of the dijet invariant mass distribution. The excess events amount to 152±42 events
and 97 ± 38 in the electron and in the muon channels respectively, which roughly amounts to
half the expected Standard Model WW + WZ cross section. The excess cannot be explained
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(a) (b)
Figure 3.5. Dijet invariant mass distribution in the WW/WZ → `νjj channel obtained by the
CDF collaboration summing the electron and the muon channels [112]. Left: the dijet
invariant mass distribution after the fit to the Standard Model signal. Right: the points
represent the background-subtracted data, the red histogram the Monte Carlo signal and
the blue histogram a gaussian signal; all the distributions are plotted after the global fit to
the. The excess have a significance of 3.2 standard deviations.
as a statistical fluctuation, and no-known resonances decaying in a pair of jets are present with
that mass value. After accounting for all statistical and systematic uncertainties, the CDF
collaboration claimed the excess has a significance of 3.2 standard deviations. A second study
with an increased statistics of 7.3 fb−1 of data, but with the same event selection and analysis
methodology, reported a significance of the excess of 4.1 standard deviations [113].
The D∅ collaboration repeated the analysis [114], and the CMS and ATLAS collaborations
investigated the WW/WZ→ `νjj channel using 7 TeV data to check the presence of a possible
excess in the dijet spectrum [115, 116]. The analyses tried to use cuts as close as possible to the
CDF ones; however, no evidence for an excess was found.
The CDF collaboration investigated further on this excess, repeating the analysis with the
full Tevatron data sample (∼ 8.9 fb−1), and extensive studies have been done in order to better
understand possible problems in the modeling of the Standard Model processes [117, 118]. In
particular, the CDF collaboration found three main points that helped understanding the origin
of the excess [119]:
• the modeling of the jet response: the first effect was related to the over-calibration
of gluon-initiated jets if compared to the quark-initiated jets; the reason for this mis-
calibration is that the jet energy scale was calculated using ∼ 200 pb−1 of data, and
the sample was not sufficiently large to provide a scale correction with ten times the
statistics. After the new JES has been introduced, the excess in the dijet mass distribution
disappeared in the muon channel, and was reduced in the electron one;
• the modeling of fake-leptons: the electron channel was indeed found to be not well
described by Monte Carlo simulations; in particular, the background due to fake-electrons
rising from multijet events is sizable in the electron channel, while it is almost negligible in
the muon one. A proper modeling of the fake-electrons turned out to correctly describe the
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multijet background and therefore to recover the agreement between data and Standard
Model predictions in the electron channel too. The review of this modeling turned out
also to improve the dijet system transverse momentum at low momenta;
• modeling of events with small dijet opening angle: a third problematic point was
the modeling of events for which the two selected jets had a small opening angle in ∆R.
The Monte Carlo simulation did not correctly described jets at small ∆R; it has been
shown that the WW/WZ signal did not populated this critical region, which was instead
rich in W+jets background events; a cut on ∆Rjj > 0.7 was used to improve the description
of the background events.
Figure 3.6. Dijet invariant mass distribution after the modeling improvements have been imple-
mented as described in the text. The plots show the data (circles) and the Monte Carlo
predictions (histograms) after the combined fit in the electron and muon channels [119].
The bottom panel shows the background-subtracted data after the fit; in both the plots,
a W+X signal of dijet invariant mass equal to 144 GeV has been considered in the fit.
There is no more any evidence of a new dijet resonance and the Monte Carlo simulation
describes quite well the data.
Figure 3.6 shows the level of agreement between data and Monte Carlo after the various
modeling issues have been fixed: on the top part, the dijet invariant mass distribution is shown,
where full dots represent the data, and stacked histograms the various Monte Carlo predictions;
the bottom plot shows the background subtracted data, as in Figure 3.5(b). In both plots, a
W+X signal has been generated with a 144 GeV dijet invariant mass, and it has been included
in the fit to the diboson signal. A 95% CL limit of 0.9 pb is set on the cross section times
branching ratio for production and decay into dijets of a new particle with mass of 144 GeV in
association with a W boson.
The CDF collaboration reports that the modeling corrections described in [119] do not affect
the results in other analyses, or their effect is however negligible in their specific contexts.
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Chapter 4
The Experimental Apparatus
As a rule, I never touch anything more sophisticated and delicate than myself.
– Manuel Manny Calavera
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In this Chapter, the experimental apparatus is described. In the first part,
the Large Hadron Collider is briefly introduced, along with the data taking
conditions and other experimental aspects which are relevant for the topic
of this work; the second part is devoted to the description of the ATLAS
experiment, one of the particle detectors situated at one of the intersecting
points of the LHC.
4.1 The Large Hadron Collider
The Large Hadron Collider (LHC [120]) is a particle accelerator located at CERN, the European
Organization for Nuclear Research [121, 122]. It has been designed as a high energy, high
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intensity collider for hadrons, namely for proton-proton, lead-lead and proton-lead collisions,
and it is situated in the 27 km long tunnel that housed the LEP (Large Electron-Positron
Collider [85]) accelerator. The LHC is the final stage of a chain of accelerators [123]; the
accelerator complex at CERN is a succession of machines that accelerate particles to higher and
higher energies. Each machine boosts the energy of a beam of particles, before injecting the
beam into the next machine in the sequence. The two beams are collided in four points, where
four detectors have been situated.
4.1.1 LHC Operating Conditions Affecting the Analysis
The instantaneous luminosity of an accelerator is one of the fundamental parameters which
determines the discovery potential for rare events, as for example the production of the Higgs
boson or SuperSymmetric resonances.
The instantaneous luminosity can be approximately expressed as:
L ∝ nbf · N
2
σ2
∝ nbf · N
2
β∗
where nb is the number of colliding bunches in the accelerator, f is the beam frequency, N
is the average number of particle per beam and σ a quantity that describes the beam transverse
effective size. The same expression can be formulated in terms of the accelerator emittance (,
the beam volume in the phase space) and the β∗ parameter.
β∗ derives from the synchrotron β and it is a periodic function, proportional to the ratio
of the beam transverse dimension squared to the emittance, β = pi · σ2/. β describes the
modulation of the beam transverse size along the accelerator, and depends on the magnetic
lattice configuration, on the coordinate along the beam ideal axis and on the machine working
point1. The value of the β function at an interaction point is referred to as β∗. The β function
is typically adjusted to have a local minimum at the interaction points, in order to minimize the
beam size and thus maximise the interaction rate.
The nominal LHC peak luminosity of L ∼ 1034 cm−2s−1 at √s = 14 TeV is obtained with
β∗ = 0.55 m and emittance  ∼ 3.75 µm rad.
During the 2011 data taking at
√
s = 7 TeV, the machine parameters were not set to the
nominal values; the actual values have been reported in Table 4.1 and some of them are discussed
in later Sections.
The analysis described in this work uses a sample of about 5 fb−1 of proton-proton collision
data, produced at a center of mass energy of 7 TeV. More precisely, the total integrated lumi-
nosity accounts for the data delivered by the LHC, recorded by the ATLAS experiment (see
Section 4.3.7) and selected for the analysis (see Section 6.4), as shown in Figure 4.1(a). The
delivered integrated luminosity in 2011 was 5.46 fb−1, of which about 4.7 fb−1 has been used
for the analyses by the ATLAS experiment.
The machine parameter for which the high instantaneous luminosity is achieved has the side
effect of producing multiple proton interactions for bunch crossing. A single event is therefore
obtained as the superposition of many proton-proton collisions. The distribution of the average
number of collisions per bunch crossing, usually indicated as 〈µ 〉, recorded in √s = 7 TeV
collisions, is shown in Figure 4.1(b). Two different contributions are present: the first one, in
1More precisely, the emittance can be measured on the horizontal and vertical directions, therefore two
betatron functions can be defined; for non-electron beams and energy at the TeV scale, however, the two emit-
tances are very similar, therefore a single β function is defined here.
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CONSTRAINTS
Table 4.1. List of some of the LHC machine parameters; both the design values and the 2011
running values are shown. The analysis described in this work uses data collected with the 2011
values. The choice of these working points affects also the data taking conditions.
parameter design value [124] value during 2011 [125]
beam energy (TeV) 7 3.5
emittance (mm mrad) 3.75 ∼ 2.5
β∗ at the ATLAS interaction point (m) 0.55 1.5÷ 1.0
bunch spacing (ns) 25 75÷ 50
rms bunch length (m) 0.075 0.075
maximum number of bunches 2808 1380
maximum number of proton per bunch 1.15× 1011 1.45× 1011
peak luminosity (cm−2s−1) 1× 1034 3.7× 1033
maximum mean number of events per bunch crossing 19 17
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Figure 4.1. Proton-proton data taking conditions characterizing the data samples used for
this analysis [126]. (a): the total integrated luminosity of data. In green, the LHC de-
livered luminosity, in yellow the ATLAS recorded and in blue the amount of data used
for physical analyses. (b): the mean number of interactions per crossing corresponds to
the mean of the Poisson distribution on the number of interactions per crossing calcu-
lated for each bunch. It is calculated from the instantaneous per bunch luminosity as
µ = Lbunch × σinel/(nbunch × frev), where Lbunch is the per bunch instantaneous lu-
minosity, σinel is the total pp inelastic cross section (71.5 mb for 7 TeV collisions), nbunch
is the number of colliding bunches and frev is the LHC revolution frequency. The plot is
shown for data taken before and after the September Technical Stop where the accelerator
β∗ was reduced from 1.5 m to 1.0 m. More details on this can be found in [127].
blue, is characterized by an average 〈µ 〉 = 6.3; the second one, in red, has 〈µ 〉 = 11.6. The
difference between the two is due to a change in the LHC β∗. The green histogram represents
the sum of the two contributions.
4.2 Experimental Environment and Detector Constraints
The experiments positioned along the LHC ring have to cope with hard experimental conditions.
The problems are related to the machine luminosity and to the intrinsic nature of the proton-
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proton collisions at such high energy.
As discussed above, the requested high luminosity implies that at each bunch crossing about
10-20 soft collisions are produced concurrently. This means that each detector measures simulta-
neously the signals of multiple interactions; the overlapping of events is the pile-up (introduced
in Section 2.5), and the higher the luminosity, the more important is the pile-up contribution to
the signal.
The pile-up is a serious background to the interesting events, and detectors can cope with
it mainly with two expedients. The first one is the fast response of devices, in order to limit
the number of collisions whose events are integrated. The second solution is the design of high-
granularity detectors, in order to be able to recognize particles produced by different collisions.
A second problem caused by the very high instantaneous luminosity and by the nature of the
proton-proton collisions is the very high interaction rate to be handled. The total proton-proton
inelastic cross section is about 70 mb, mainly consisting of jet production from QCD processes.
The cross section ratio between typical discovery signals and background is about 10−12. It is
therefore clear that a very fast and efficient online selection (trigger) is a necessary ingredient
to cope with the high event rate and low signal-to-background ratio.
0.1 1 10
10
-7
10
-6
10
-5
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
10
8
10
9
10
-7
10
-6
10
-5
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
10
8
10
9
σ
ZZ
σ
WW
σ
WH
σ
VBF
M
H
=125 GeV
WJS2012
σ
jet
(E
T
jet
 > 100 GeV)
σ
jet
(E
T
jet
 > √s/20)
σ
ggH
LHCTevatron
e
v
e
n
ts
 /
 s
e
c
 f
o
r 
L
 =
 1
0
3
3
 c
m
-2
s
-1
 
σ
b
σ
tot
proton - (anti)proton cross sections
σ
W
σ
Z
σ
t
σ
 
 
 
σ
 
 
 
σ
 
 
 
σ
 
 
 
(( ((n
b
)) ))
√s  (TeV)
{
Figure 4.2. Proton-proton cross sections for various final states as a function of the center of
mass energy [128]; on the vertical axis, left, cross section values; right, the number of
events per second calculated assuming a 1034 cm−2s−1 luminosity.
Moreover QCD jet production remains the most important background to all the Physics
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searches. The example of the W particle is very helpful to understand this point. The most
probable decay mode for W is into hadrons (Γh/Γ ' 68%, Table 1.3); in the LHC environment
it is almost impossible to detect the W production isolating a W → jj sample of events, due to
the huge QCD background (σjj ' 105σW , see Figure 4.2). One of the most interesting channel
at the LHC is represented by W → lν, where l is a lepton and ν its corresponding neutrino. The
relative width for this decay channel is about 10%, thus the detectable W events at the LHC are
largely reduced because of QCD background. Generalizing from the example above, since QCD
jet production dominates over the rare searches processes, Physics analysis must be provided
with the possibility to have stringent lepton/photon identification and precise measurement of
missing transverse energy ( 6ET ) and secondary vertexes. From a technological point of view,
the QCD background forces the detector structures to be hermetic and to provide very precise
energy measurements.
4.3 The ATLAS Experiment
Seven experiments have been built to study events produced in LHC collisions: ALICE [129],
ATLAS [130], CMS [131], LHCb [132], LHCf [133] and TOTEM [134].
The ATLAS (A Toroidal LHC ApparatuS) detector is one of two general purpose particle
detectors located on the LHCs ring (the other experiment being CMS); in the following only the
main features of the detector are described, in particular those inherent to the analysis of this
work. Reference [130] can be consulted for a more complete description of the detector and its
performances.
4.3.1 Coordinate System and Naming Conventions
In the following, some naming conventions are used; this paragraph introduces some of them.
The ATLAS detector reference system is a right-handed coordinate frame with the x-axis
pointing toward the center of the LHC, the y-axis pointing upward and the z-axis along the
beam direction.
It is also convenient to define cylindrical coordinates. On the transverse xy-plane, φ is the
azimuthal angle between the x-axis and the projection of the particle direction on the transverse
plane itself, while the angle between the z-axis and the projection of the particle direction on
the yz-plane is defined as θ, positive for positive z.
The rapidity y = 12 ln
(
E+pz
E−pz
)
is additive under boost along the pz direction, hence distribu-
tions in rapidity, d Xd y , are invariant. At collider experiments it is quite common to introduce the
pseudorapidity variable η in place of y. The pseudorapidity is related to θ as η = − ln[tan(θ/2)];
this latest variable is more widely used for two reasons: first, since it approximates the rapidity
y when it is possible to neglect the mass of the particle with respect to the energy, the distribu-
tions in η are Lorentz-invariant for boost along z; second, it is experimentally easier (and still
accurate) to measure the pseudorapidity in place of the rapidity.
The (z, φ, η) coordinate system is usually used in the description of the Physics, of the
reconstructed objects and of the detector subsystems; the four-vector of a reconstructed object
is defined by specifying the energy E (or the object mass), the momentum on the plane transverse
to the beam direction (pT), the pseudorapidity η and the azimuthal angle φ. The vectorial sum of
all the transverse momenta of all the particles in the final state has to be conserved and be equal
to zero; the presence of non-detectable particles, such as neutrinos, is inferred by the presence of
a net momentum in the transverse direction. This defines the missing transverse energy ( 6ET ).
The definition of 6ET obtained from measured quantities is reported in Section 5.7.1.
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4.3.2 General Overview of the ATLAS Detector
The main features of the physics program of the ATLAS experiment are:
• Standard Model Physics
the Standard Model Physics programme ranges from studies on the QCD and hadron
Physics, properties of the electroweak W and Z bosons, studies on light quark- and heavy
quark-initiated jets, as well as precision measurements of the top quark mass and cross
section. A great effort has been dedicated to study QCD events aiming at improving the
understanding of the strong interactions at the highest reachable scales;
• Standard Model Higgs Boson
The Higgs mechanism provides an explanation of electroweak symmetry breaking, and in
addition predicts the existence of a neutral massive particle, the Higgs boson. The search
for the Higgs boson was one of the primary research objectives of ATLAS at the LHC, and
now precise measurements of its proprieties are ongoing;
• beyond the Standard Model
Another major aim of ATLAS is to search for physics phenomena beyond the Standard
Model. SUper SYmmetry (SUSY) has been perhaps the most accredited model to extend
the Standard Model, but many other have been proposed.
In order to accomplish these goals, and given the environmental constraints described in
Section 4.2, the key criteria used to design the ATLAS detector are [130]:
• very good electromagnetic calorimetry for electron and photon identification and measure-
ment, complemented by full-coverage hadronic calorimetry for accurate jet and missing
transverse energy measurements;
• high-precision muon momentum measurements, with the capability to guarantee accurate
measurements at the highest luminosity;
• efficient tracking at high luminosity for high-pT lepton-momentum measurement, electron
and photon identification, τ -lepton and heavy flavour identification, and full event recon-
struction capability at lower luminosity;
• large acceptance in pseudorapidity with almost full azimuthal angle coverage everywhere;
• triggering and measurements of particles up to low-pT thresholds, providing high efficien-
cies for most physics processes of interest at LHC.
Figure 4.3 shows the whole ATLAS detector, as well as the main subdetectors described
in the following paragraphs. ATLAS has a cylindrical symmetry, with the main symmetry
axis corresponding to the z-axis. All the ATLAS subdetectors are separated in two sections
with reference to the cylindrical geometry: a central part, called the barrel and two sections,
symmetrically placed at positive and negative z, named the endcaps. The distinction is not only
in the detector geometry, but it often implies a change in technology, readout and performances.
The detector is 25 meters high and 44 meters long. The geometry and the design of the
ATLAS detector allows for high rate event processing, and for precise reconstruction of a wide
range of event topologies.
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Figure 4.3. A picture of the ATLAS detector and its main subdetectors [135]. The detector de-
velops around the LHC beam line, the interaction point corresponding with the center of
the ATLAS.
The inner system of ATLAS is the Inner Detector (Section 4.3.4), responsible for recon-
structing the tracks of charged particles emerging from the collisions; it is surrounded by the
electromagnetic and the hadronic calorimeters (Section 4.3.5). The Muon Tracker (Section 4.3.6)
is the outmost structure of the ATLAS detector. The inner detector and the muon tracker are
immersed in magnetic fields provided by the magnetic system (Section 4.3.3).
The systems designed to provide the needed online data reduction are the ATLAS Trigger
and Data Acquisition System (Section 4.3.7). The resulting samples of data are organized in
runs and periods, defined as collections of events and described in Section 4.3.8.
4.3.3 The Magnetic System
Several superconducting magnets [136] provide the bending fields for the ATLAS tracking ap-
paratus and for the muon spectrometer. A central solenoid generates a 2 Tesla field in the
tracker volume. The magnet has been designed to optimise the amount of inactive material in
front of the calorimeters in order to minimise the degradation of the photon and electron energy
resolutions. The magnetic field for the muon spectrometer (Section 4.3.6) in the barrel region
is provided by a system of eight coils (25 m long and 4.5 m tall) assembled radially; each coil is
enclosed in its own cryostat. The peak magnetic field produced in the barrel region is about 4 T.
The magnetic field in the forward region of the muon system is obtained with the end-cap coils
(5 m long); all eight magnets are housed inside the same cryogenic unit. The end-cap system is
rotated by pi/8 with respect to the barrel to optimize the bending power in the interface regions
of the two systems.
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4.3.4 The Inner Detector
The ATLAS Inner Detector tracker [137] is designed to provide few high precision measurements
close to the interaction point and a large number of lower precision measurements in the outer
volume. A schematic of the ATLAS Inner Detector is shown in Figure 4.4.
(a) (b)
Figure 4.4. Overview of the ATLAS Inner Detector [135]. (a) On the left, the general overview
of the Inner Detector is shown, while (b) on the right the barrel part is described with
more details. The different structures and technologies can be distinguished.
Figure 4.4(a) depicts the whole Inner Detector with the general size, while Figure 4.4(b)
shows the structural elements of the barrel section, along with the sizes and positions of the
main components and technologies.
Starting from the inner part closer to the beam pipe, pixel and silicon micro-strip (Semi-
Conductor Tracker, SCT) detectors provide high precision tracking within a radius of 56 cm
from the interaction point. A pixel layer can measure both the φ and the z coordinates of a hit,
while it takes two SCT layers to form one stereo strip (the angle between them being 40 mrad),
allowing the measurement of both φ and (with lower precision) z.
On average, a particle hits 3 pixel layers and 8 strip layers in the SCT for a total of 7 tracking
points. The SCT barrel is 160 cm long, covering up to |η| = 1; the pixels and SCT barrel layers
are arranged in concentric cylinders around the beam axis, while in the SCT end-cap (up to
|η| = 2.5) are arranged in disks perpendicular to the beam axis.
The Transition Radiation Tracker (TRT) is designed to measure an average of 36 tracking
points and at the same time identify the transition radiation emitted by relativistic electrons
to provide e/pi separation. The TRT structure consists of straw tubes arranged parallel to the
beam axis in the barrel region and in wheels around the beam axis in the end-cap. The lower
resolution of this technology is compensated by the larger radius and the higher number of points
measured.
The outer radius of the inner detector cavity is 115 cm, while the total length is 7 m. The
layout provides full tracking coverage within |η| < 2.5, including impact parameter measurement
and vertexing for heavy flavours and τ tagging. The expected single-hit precision for the detector
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is:
σr−φ =
(
13⊕ 62
pT
√
sin θ
)
µm
σz =
(
39⊕ 90
pT
√
sin θ
)
µm
4.3.5 The ATLAS Calorimeter System
The ATLAS calorimeter system is divided into two sections: a central part and a forward region.
Both these two sections are provided with an electromagnetic and a hadronic compartment.
For the analysis described in the next Sections, only the central parts are relevant. In the
following, the Liquid Argon electromagnetic calorimeter (for photon and electron identification
and measurement) and the scintillator-steel tile and the forward hadronic calorimeters (for jets
of hadrons) are introduced.
Liquid Argon Electromagnetic Calorimeter
The ATLAS electromagnetic (EM) calorimeter (LAr) [138], shown in Figure 4.5, uses Liquid
Argon as active medium and lead as absorber material.
Figure 4.5. The ATLAS Liquid Argon Electromagnetic calorimeter.
The main design requirements of the ATLAS electromagnetic calorimeter are hermeticity,
high granularity, good energy and angular resolution and containment. Hermeticity is essential
for 6ET measurement and for maintaining good acceptance on rare physics events.
High granularity is needed to separate photons from pi0 decays; this requirement is somewhat
released in the forward regions (2.5 < |η| < 5) where the absence of a tracker makes the photon
identification much harder and the main calorimeter task is the reconstruction of jets and the
measurement of 6ET so that a coarser granularity is acceptable.
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Energy and angular resolution are essential to achieve good mass resolution for resonances
such as the H → γγ, Z → ee and H → 4e. The contribution to the energy resolution of
the stochastic term for EM showers should be 10%/
√
E, and the constant term around 0.7%,
which requires very precise mechanics, in terms of absorbers and electrode positions. The total
thickness of the EM compartment (24 X0) at η = 0 ensures full containment of the electro-
magnetic showers and to keep the effect of longitudinal fluctuations of high-energy electrons
(E > 500 GeV) showers at an acceptable level. The LAr EM calorimeter extends up to |η| < 3.2
Figure 4.6. The internal structure of the ATLAS Liquid Argon Electromagnetic calorimeter.
and is composed of a high performance barrel calorimeter up to |η| < 1.7 and an EndCap sec-
tion for 1.5 < |η| < 3.2. In addition a thin (11 mm) presampler layer is located just behind the
cryostat wall in the region |η| < 1.8. It is used to measure the early profile of the EM shower,
that is used to correct for the energy loss in the material upstream of the calorimetric system
(Inner Detector, cryostat, solenoid coil).
The electrodes in the EM calorimeter have an accordion shape, arranged with a complete φ
symmetry and without inactive regions in the azimuthal direction.
In the barrel region, the lead thickness changes, as a function of the pseudorapidity, to
optimize the energy resolution, while the LAr gap has a constant thickness of 2.1 mm. The
geometry of the accordion is more complicated in the End Cap, where the amplitude of the
accordion waves increase with the radius. Here the absorber has a constant thickness, and it is
the size of the LAr gap that increases with the radius. A scheme of the internal structure of the
barrel calorimeter is shown in Figure 4.6.
The total amount of material before the first active layer of the electromagnetic calorimeter
(including the presampler) varies between 2.5 and 6 radiation lengths as a function of pseudora-
pidity, excluding the transition region (1.37 < |η| < 1.52) between the barrel and the EndCaps,
where the material thickness increases to 11.5 radiation lengths. The calorimeter has high gran-
ularity (∼ 2 ·105 channels), the EM barrel modules are subdivided in three longitudinal samples.
The outer wheel of the EndCap has also three samples, while the inner-wheel has only two. The
first sample, which is 4.3 X0 long, has a fine segmentation in η (in the barrel ∆η = 0.003), for a
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precise determination of the pseudorapidity of the impinging particle. Since the total amount of
material in front of the EM calorimeter at η = 0 is about 1.7 Xo, there are 6 radiation lengths
in front of the second sample, which is the largest one, with its 16 X0 and a segmentation of
∆η ×∆φ = 0.025× 0.025. The third sample has a coarser segmentation in pseudorapidity, and
its thickness changes with η to have a total length of the EM calorimeter of 24 Xo.
The Hadronic Calorimeter System
The central part of the ATLAS hadronic calorimeter (TileCal [139]) was designed to achieve
rapidity coverage and hermeticity, good jet energy resolution and linearity and containment. As
the main task of the hadronic calorimeters is jet reconstruction and 6ET measurement, it has to
cover up to high |η| with remarkable hermeticity.
A granularity of ∆η ×∆φ = 0.1 × 0.1 for |η| < 3 is required to reconstruct W → jj decays
at high-pT. The choice of a longitudinally segmented detector is motivated by the possibility of
achieving better energy resolution via weighting in a non-compensating calorimeter.
A jet energy resolution of ∆E/E = 50%/
√
E(GeV)⊕ 5% in the central region is needed to
provide satisfactory jet reconstruction (jet-jet mass reconstruction as well as 6ET measurements).
The energy linearity is a much more stringent requirement as some Physics channels (first of all
the search for quark substructures) demand it to be better that 1% up to a transverse energy of
4 TeV. A total thickness of about 10 interaction lengths (including the EM section) is required
for acceptable shower containment, both for energy resolution reasons and for reducing the
background in the muon chambers.
The hadronic barrel calorimeter is subdivided into three Sections: a central barrel covers up
to |η| ' 1, while the two extended barrels cover up to |η| ' 1.7.
The central part of the hadronic calorimeter, shown in Figure 4.7, is called TileCal. It uses
scintillating tiles within an iron structure. The tiles are oriented perpendicular to the beam axis
so that the structure is periodical along z. It is the mechanical support for the LAr cryostats,
and acts as return yoke for the central magnetic field flux. Tiles are 3 mm thick and are
Figure 4.7. A view of the ATLAS Tile Calorimeter.
separated by a 14 mm of iron; they are read out by Wave Length Shifting (WLS) scintillating
fibers. The fibers are readout by PMTs located, with the front-end electronics, inside an iron
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structure that supports the calorimeter and shields the PMT from the magnetic field. The
resulting granularity is ∆η ×∆φ = 0.1× 0.1 in the first two samples and ∆η ×∆φ = 0.2× 0.1
in the last one. The extended barrel has the same azimuthal segmentation as the barrel, while
the longitudinal segmentation differs in the second and third layer.
Figure 4.8. The Hadronic EndCap ATLAS calorimeter.
Two Hadronic EndCaps cover the region 1.5 < |η| < 3.2. Each one of the two Hadronic
EndCap consists of two independent wheels of outer radius 2.03 m. Figure 4.8 shows a rendering
of the EndCap wheel. Both wheels consist of an array of copper plates (they are 25 mm thick
in the first wheel and 50 mm thick in the second one). The gap between the plates (8.5 mm)
is split by three electrodes into 4 drift spaces of 1.8 mm. The readout electrode is the central
one, while the side ones are HV carriers. Each of the two wheels is composed by 32 identical
modules, assembled with fixtures at the periphery and a central ring. Each wheel is divided into
two longitudinal segments.
While the detector envelope is cylindrical, for sake of mechanical simplicity, the readout cells
defined in this way are fully projective in azimuth and pseudo-projective in η. To minimize the
dip in the material density at the transition between the EndCap and the forward calorimeter
(around |η| = 3.1), the EndCap EM calorimeter reaches |η| = 3.2, thereby overlapping the
Forward calorimeter.
4.3.6 The Muon Tracking System
The muon detector [140], shown in Figure 4.9, is built to be able to provide stand alone measure-
ments of the muon momentum up to 1 TeV. The magnetic field provided by the superconducting
air-core toroid magnets deflects the muon trajectories that are measured by high precision track-
ing chambers. The magnetic field in the |η| < 1.0 range is provided by the barrel toroids, while in
the region 1.4 < |η| < 2.7 is supplied by the end-cap magnets. In the transition region between
the two (1.0 < |η| < 1.4), the combined contributions of both the barrel and end-cap provide
the necessary magnetic field.
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Figure 4.9. A layout of the ATLAS Muon Tracking System.
The toroidal configuration with an air core produces a bending field mostly orthogonal to
the muon trajectory in the covered pseudorapidity range while minimizing the effect of multiple
scattering.
The muon chambers in the barrel region are arranged in three cylindrical layers (stations),
while in the end-cap they form three vertical walls. In the transition region an extra station
is added to maximize the acceptance. The azimuthal layout of the central region follows the
magnet structure and it is divided in 16 sectors. The so called Large sectors lie between the
coils, and they overlap with the Small sectors, placed inside the coils themselves.
Different technologies have been selected to instrument various regions of the muon detector
depending on the granularity, aging properties and radiation hardness needed. To achieve the
required momentum resolution (∆pT/pT ' 10% at 1 TeV), the relative positioning of chambers
must match the intrinsic resolution of the precision chambers. The required positioning accuracy
for the chamber in the same tower is 30 µm, while for different towers (essential for mass
resolution) is in the millimeter range.
The relative positioning of the muon spectrometer and the inner tracker has been surveyed
at the installation time and will be monitored with high-momentum muon tracks. Tube dis-
placement is monitored with a precision better than 10 µm using a laser system.
4.3.7 The ATLAS Trigger and the Data Acquisition System
The ATLAS Trigger and Data AcQuisition system [141] is based on three levels of on-line
selection. Each trigger level refines the decisions made at the previous level and, where necessary,
applies additional selection criteria. A schematic view of the Atlas trigger is shown in Figure 4.10.
The bunch crossing rate of 20 MHz during the 2011 data-taking campaign is reduced to
∼ 100 Hz for permanent storage.
The Level-1 trigger is hardware-based and makes an initial selection based on reduced-
granularity information from a subset of detectors, and reconstructed objects obtained from the
calorimeters and from the muon detectors. Objects searched for by the calorimeter trigger are
high-pT electrons and photons, jets, and τ decaying into hadrons, as well as large missing and
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Figure 4.10. A chartflow of the ATLAS TDAQ system.
total transverse energy. In the case of the electron/photon and hadron/τ triggers, calorimetric
isolation can be required.
When an event fulfills the Level-1 selection criteria, the Level-1 Accept signal is sent to the
front-end system and information about the Region of Interest (RoI) is sent to the next level of
trigger using a dedicated data path. This information includes the position (η and φ) and the
pT range of candidate objects. The maximum Level-1 output rate is 75 kHz (upgradable to 100
kHz) with 2.5 µs of maximum latency.
Level-1 decisions have to be fast as information from all sub-detectors must be stored in
pipelines of limited size while waiting for the trigger decision.
The Level-2 trigger is software-based and makes use of RoI information provided by the
Level-1 trigger to selectively access data.
The last stage of on line selection is performed in the Event Filter (EF). The software and
algorithms executed at this level are almost the same as those used in the off-line code. The EF
must reduce the rate to a level suitable for permanent storage, current requirements being 100
Hz for for full events of size ∼ 1 Mb. The software-based trigger levels (Level-2 and EF) are
commonly referred to as High Level Trigger (HLT).
4.3.8 The Data Taking Conditions
Those events passing the trigger requirements are recorded and written on tape to be recon-
structed and analysed. Events are organised in subsets (streams) according to the trigger they
have satisfied; if the events satisfy more than one trigger, then the event belongs to more than
one stream.
Usually events are clustered in temporarily-near groups, the basic unit being the luminosity
block (LB). Events belonging to the same luminosity block are supposed to be taken with
constant and controlled conditions from the point of view of the accelerator, the detector and
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the trigger. The LB is the smallest unit that can be accepted or rejected when dealing with
data quality assessment at the analysis level.
A sequence of luminosity blocks which belong to the same data taking period is named run;
usually a run lasts a few hours, and it is initiated when the beams are ready to collide and
stopped when the luminosity is too degraded, or if the beams are dumped for security reasons,
or in some cases, when the detector has problems.
The event reconstruction process consists in a first step of reconstruction of the physical
objects (described in Chapter 5). This procedure consists in fact of two steps: in the first one,
about 10% of the event size is reconstructed, and quality criteria are applied in order to avoid
the reconstruction of those events with serious data quality problems (for example, events for
which a part of the ATLAS detector had problems). Tighter data quality constraints are applied
once the events are fully reconstructed to finally take into account the detector problems.
Table 4.2. Data period description for the 7 TeV proton-proton campaign. The most impor-
tant features are shown, together with maximum number of the mean interaction per bunch and
the peak luminosity recorded by ATLAS. The last column has a tick mark (X) in case the corre-
sponding period is used for the analysis described in the following Chapters. The LAr Hole fea-
ture refers to the problem in the Liquid Argon calorimeter described in Section 6.3.5, for which
part of it was not operating; the TS stands for Technical Stop, a programmed period of time in
which the LHC detector is not operating and technical interventions are made. Updates in the
trigger chain are needed because of the increasing luminosity of the LHC and the event rates.
period features 〈µ 〉Max Lpeak (1030 cm−2s−1) recorded (pb−1) used
A[1:2] low energy, 75 ns 7.11 154 8.7
B[1:2] partly toroid off, 75 ns 9.24 247 17.5
D[1:7] 50 ns bunch trains 7.26 659 182 X
E[1] LAr Hole 7.56 832 51.6 X
F[1:3] after TS 8.0 1100 156 X
G[1:6] new trigger cache 7.92 1263 566 X
H[1:4] muon trigger update 6.83 1264 283 X
I[1:4] after TS, LAr Hole recovered 9.1 1887 406 X
J[1:2] LHC current increase 9.62 1995 237 X
K[1:6] new trigger menu 11.2 2328 676 X
L[1:7] new triggers; β∗ = 1.0 m 15.7 3252 1599 X
M[1:10] some test runs 31.8 3848 1184 X
Finally, a set of runs with coherent configurations of the accelerator, the detector and the
trigger system is called a period, and can span up to a few consecutive weeks of data taking.
Period sub-units are also defined, the subperiod, and are useful to separate runs in the same
period in groups when there is a slight variation of some detector or trigger configuration.
Every run intended for Physics analysis is assigned to a standard period and a subperiod.
The periods are named with single letters, A-Z, with cycle every year; the subperiods are positive
integers.
Table 4.2 collects the main information about the data periods during the 2011 LHC proton-
proton collision campaign. Since data taking conditions changed over the periods/subperiods, or
in some cases the ATLAS detector was not 100% operative, the organization of runs in periods
is extremely important for what concerns the treatment of the data; these aspects are treated in
Chapter 6. Periods A and B were not used in this analysis because they had non-optimal bunch
spacing and some ATLAS subsystem was partly off; the loss in luminosity is a few percent.
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Chapter 5
The Event Reconstruction in ATLAS
We see but in dreams the ideal.
– Henry Cazalis
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In this Chapter, the focus is on the reconstruction from the signals to the
particle objects in the ATLAS experiment. The described procedures are
applied to both Monte Carlo and data samples, and the final results of the
reconstruction are used in the rest of the analysis. Emphasis is given to the
reconstruction algorithms used in this analysis.
A bit more jargon is introduced, which is used later in other Chapters.
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5.1 General Overview
The measurements done by the ATLAS subsystems (described in Chapter 4) must be collected,
reconstructed and interpreted in terms of physical objects (particle identification) and the cor-
responding four-momenta (object kinematics). The aim of this Chapter is therefore to describe
the association of the individual measurements to the physical objects used in the analysis. Only
the objects directly involved in the analysis are described.
The general approach to reconstruct the physical objects is to start obtaining the tracks
from the Inner Detector, then the electron and photon reconstruction is performed; jets are
reconstructed by means of the information in the electromagnetic and hadronic calorimeters,
while muons are extrapolated by combining the muon tracker and the inner detector information.
The energy balancing in the transverse plane is used to calculate the missing transverse energy,
an indication of the presence of neutrinos or other non interacting particles in the event.
The physical objects could be obtained using different techniques and algorithm; in the
following, those used for the analysis are described.
After the reconstruction, the objects need also to be calibrated. The calibrations can be
different depending on the algorithms adopted for the definition of the objects themselves, and
can contribute with different systematic uncertainties.
5.2 Tracks
The standard track reconstruction algorithm uses the Inner Detector hits to provide all tracks
with pT > 0.5 and |η| < 2.5.
The efficiency at low momentum is limited by the amount of material in the Inner Detector
itself, and to some extent by the extrapolation of the tracks and the track fitting include material
correction.
Track reconstruction in the Inner Detector is logically split in three stages [142]:
• a pre-processing, or preparation, stage, in which pixel and SCT hits are converted in
clusters, and TRT hits into calibrated circles;
• a track finding stage. In this phase, different pattern recognition and track fitting strategies
are applied. This phase is divided into two sequences: an inside-out track reconstruction,
and an outside-in re-fit (or back-tracking). First, track seeds are formed combining the
pixel with the first SCT layers; then the seeds are extended with full SCT information.
The candidates are fitted, outliers removed, fake rejected, and then extended with the
TRT circles. The back-tracking searches for unused segments in the TRT, which are
extrapolated to the inner part to improve the efficiency on conversions and long-lived
particle decays;
Common tracking tools are provided, such as global-χ2, Kalman or Gaussian-sum [143] or
deterministic annealing filters [144]. Calibrations are applied at later stages of the pattern
recognition, to correct for module deformations or to resolve hit-association ambiguities.
In the analysis, tracks are used for three important tasks: the first is that they appear in the
definition of other objects; the second is the application of event-based selections according to
some minimal track criteria; the third is the definition of some variables helping in object-based
selections; the first point is described in the following Sections, the latter two are discussed with
some details in Chapter 6.
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Figure 5.1. Definition of the perigee coordinates with respect to a vertex [145]. The point indi-
cated by the arrow represents the vertex that defines the coordinates.
5.3 Vertices
The tracks reconstructed as described in Section 5.2 are used to find the vertices. The vertex
reconstruction is very important, since, due to the high luminosity, a large number of additional
interactions happens during a two-bunch collision. Therefore, establishing the hard-scattered
collision allows to identify, at least partially, particles emerging from pile-up collisions.
ATLAS uses a technique known as finding-through-fitting [146] in order to identify and
reconstruct the vertices. The resolution on the vertex reconstruction is a function of the tracks
associated to it; in general it is between 10 µm and 15 µm in the transverse plane, and between
40 µm and 65 µm along the z-axis [142].
The primary vertex is defined to be the one with the largest sum of track transverse momenta
squared,
∑
p2T, evaluated using only the tracks associated with it. All other vertices are named
non-primary vertices, and comprise the ones by pile-up and secondary vertices. Secondary
vertices are fundamental for b-jet identification.
The transverse (d0) and longitudinal (z0) impact parameters at the point of closest approach
to their track associated vertex are defined in Figure 5.1; they are usually requested to fulfill
respectively |d0| < 2 mm and |z0 − zv| × sin θ < 10 mm, where zv is the position of the primary
vertex along the beam, and θ is the polar angle of the track.
The vertices found this way are used in the analysis presented in the following Chapters to
define event- and object-based selection criteria, described in Chapter 6; they also enter in the
definition of other objects.
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5.4 Electrons
Leptons are in general the primary signature of electroweak processes, they are therefore fun-
damental to be used both at the trigger and analysis levels. For this reason, it is important to
efficiently reconstruct and identify electrons over the full detector acceptance, while reaching a
significant background (converted photons, low-pT jets) rejection. The electron reconstruction
and identification algorithms and their performances are described in the following Sections.
5.4.1 Electron Reconstruction
Electrons candidates are reconstructed either as central or forward electrons, depending on the
geometrical position of the energy deposit. In this analysis only central electrons are used, since
forward electrons are reconstructed in the region where tracking information is not available and
are therefore identified with lower quality.
Central electrons are measured in the central part of the detector (|η| < 2.5), for which it is
possible to associate the cluster energy with the tracking information. The reconstruction is a
three-step process:
• cluster reconstruction: EM clusters are seeded by deposits with total ET > 2.5 GeV.
A sliding-window algorithm with window size of 3× 5 cells in (η, φ) is used to define the
clusters. Monte Carlo simulations of Z and W bosons leptonic decays indicate an efficiency
of the initial cluster reconstruction of almost 100% for electrons with ET > 20 GeV;
• track association: tracks with pT > 0.5 GeV are extrapolated to the middle layer of the
EM calorimeter, then an angular matching in η and φ is performed with a reconstructed
cluster. A match is considered successful in case the EM cluster barycenter is within
|∆η| < 0.05 from the track extrapolation, and within |∆φ| < 0.1 in the plane where the
track is bent (to account for bremsstrahlung losses). If at least one track is matched, an
electron candidate is found; if more than one track is associated to the same cluster, tracks
with hits in the pixel and SCT detectors are considered first, and it is given preference to
the match with the smallest ∆R distance. In case of no track-cluster match, the cluster is
considered as an unconverted photon. A first identification of converted photons is instead
determined by the presence of pairs of close-by tracks originating from a displaced vertex,
and by the location of the first hits along the single track paths [147];
• reconstruction and calibration of the candidate: matched clusters are optimised in
size according to their position in the calorimeter: 3× 7 cells in the EM barrel and 5× 5
cells in the EM endcap. This accounts for a proper electron energy measurement.
The candidate electron energy is then calibrated. A first step consists in applying small η-
and φ-dependent corrections to take into account variations in the local energy response due to
hardware effects. Then the total electron energy E is calculated as the sum of four contributions:
the energy lost in front of the EM calorimeter (EPS), the cluster energy (Estrips), the estimated
energy outside the cluster (Emiddle) and the estimated deposit beyond the cluster (Eback) [148]:
E = s(η)[a(η) + ω0(η) · EPS + Estrips + Emiddle + ω1(η) · Eback]
where the s(η) term is an overall scale, a(η) an offset term and ω0 and ω1 are weights that
take into account the energy lost upstream the EM calorimeter and the longitudinal leakage
respectively. The material correction is derived from the signal in the presampler, while the
other contributions are obtained comparing data and Monte Carlo simulations. In addition,
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the overall energy scale is refined using the Z mass peak position in data. More details on the
electron calibration, as well as studies on uniformity and linearity, can be found in [149].
Forward electrons are defined as electron objects reconstructed in the forward part of the
calorimeter (2.5 < |η| < 4.9). ATLAS is not equipped with tracking detectors in this region,
therefore the reconstruction uses only the EndCap forward calorimeters. In this region it is not
possible to distinguish between photons and electrons.
For central electrons, there is an inherent ambiguity between a prompt electron and a con-
verted photon, since both objects are characterized by the existence of tracks pointing to an
electromagnetic cluster. In the current reconstruction strategy, objects that have tracks matched
to seed clusters will subsequently be treated as electrons. As a result almost all converted pho-
tons will be handled as electrons during this stage of the reconstruction and end up in the
electron container. This results in a significant contamination of the electron sample by con-
verted photons but ensures on the other hand a high electron reconstruction efficiency. The
particle identification criteria, described later, separates the prompt electrons from the initial
electron candidate sample.
5.4.2 Electron Identification
The algorithms described in the previous Section have been designed to have a high acceptance
rate for electrons, but they have poor rejection power for converted photons and low-pT jets.
The goal of the identification of electrons is to define a reliable way of separating electrons
which appear as isolated signals, from mis-identified hadrons, from semileptonic decays of heavy-
flavour particles and from photon conversions.
The identification criteria for the electron candidates are different for central and forward
electrons. Since only central electrons are used in the analysis, the forward electron identification
procedure is not discussed.
Central electrons identification is based on calorimeter, tracking and combined track-cluster
variables. Sequential cuts, optimized in η and pT bins, are applied taking into account the
detector structure.
Three reference identification criteria are defined for use in the analyses; these are labeled
as loose++, medium++ and tight++. The “++” symbols are used to distinguish these criteria
from those adopted for identification of electrons in first collisions at
√
s = 7 TeV with low
statistic (during 2010 data-taking).
The identification selections have been designed in a hierarchical way in order to provide
an increasing background rejection power at the cost of losses in the identification efficiency,
starting from the loose++ identification, with less powerful rejection, to the tight++ criterion
with lowest signal efficiency. The increased background-rejection power is obtained both by
adding discriminating variables at each step and by tightening the requirements on the original
variables. The three identification criteria [150] are implemented as follows:
• loose++: the shower shape variables in the first and second layer of the EM calorimeter
are a first handle to identify electrons. The absence of any hadronic leakage in the first
layer of the hadronic section, requirements on the number of track hits in pixel and SCT
and a track-cluster matching improve the hadronic background rejection;
• medium++: on top of the loose++ selection, a loose cut on TRT is applied to reject
charged hadron background. Some of the cuts on the track hits are tightened with respect
to the loose++ selection, and a cut on the transverse impact parameter |d0| is introduced.
The medium++ selection increases the jet rejection by a factor of 3-4 with respect to
loose++ cuts while reducing the identification efficiency by 10%;
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• tight++: in addition to the medium++ criterion, stricter quality cuts are requested,
making use also of the TRT hit information. The transverse impact parameter cut is
tightened and a request on the ratio between the EM cluster and the track energy is
introduced; an additional veto is imposed for vertices from photon conversions [147]. An
overall factor of 2 in the background rejection is achieved with respect to the medium++
selection.
Some of the variables used for the electron identification have been used as input for a multi-
variate approach (MVA). Table 5.1 describes the electron quality variables used, while Table 5.2
shows the three criteria for central electrons in more details; the variables with a tick in the
MVA column have been used as inputs for a multivariate analysis, instead of being used for a
cut-based selection.
In addition to the three identification categories, bremsstrahlung losses are taken into account
to improve the electron track parameters [152].
The loose++, medium++, and tight++ identification criteria exclude a large fraction of
candidates with additional close-by activity, for example electrons within jets, but the presence
of other particles close to the identified electrons is never checked. This indeed depends on the
physical process under investigation, and it is performed on analysis-basis. This optimisation is
usually referred to as isolation requirement.
5.4.3 Electron Reconstruction and Identification Performances
Events from W → eν, Z → ee and J/ψ → ee taken with √s = 7 TeV have been used to
measure the central electron identification efficiencies for the three identification criteria, in the
transverse momentum range from 7 to 50 GeV and |η| < 2.47. The electron reconstruction
and identification performances have been measured using a tag-and-probe method: unbiased
samples of electrons with a tight selection (probes) are used, and tracks, which are consistent
with a J/ψ or a Z (tags), are looked for. In the case of the W → eν decay, the tag is base on
the presence of the missing transverse momentum in the event.
The J/ψ events allow to measure the performances of the electron reconstruction at low
pT, while the Z events explore the high pT region; J/ψ and Z studies proceed by tagging
a triggering electron, while electronic W boson decays contribute significantly to the overall
performance determination due to its statistical power.
The efficiencies are measured for three event samples: all the reconstructed electron candi-
dates, the electron candidates satisfying a requirement on the quality of the matched track and
electron candidates with a good matched track and satisfying the hadronic leakage Rhad defined
in the loose++ selection. Both Monte Carlo simulated events and real data have been studied.
The reconstruction efficiency is defined as the probability to reconstruct a candidate electron
given the presence of a calorimeter cluster; therefore, the reconstruction efficiency includes also
photons in the denominator. The identification efficiency is the probability to identify a loose++,
medium++ or tight++ electron with respect to the sample of reconstructed candidates.
The instantaneous luminosity increase induces pile-up effects that vary proportionally to
the average number of interactions per beam crossing. This causes higher-energy deposits in
the calorimeters and a higher track multiplicity in the Inner Detector, which affects the electron
reconstruction and identification. The effect of pile-up on the electron reconstruction and identi-
fication efficiencies are shown in Figures 5.2(a) and 5.2(b) respectively, where the reconstruction
and the identification efficiencies are shown as a function of the number of reconstructed vertices
for data and simulated events.
The solid yellow histograms show the shape of the NPV in the data. In Figure 5.2(a) the
reconstruction efficiencies for the three different samples introduced above are shown. The
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Table 5.1. Description of the variable used for the electron identification cut-based selec-
tions [151]. The variables with a tick in the MVA input column are used as input for a multivari-
ate analysis tool in order to take into account the correlations in bins of electron η and pT. They
are not used directly in the cut based selection, therefore there are no explicit cuts in Table 5.2
for these variables. They are mainly shower shape variables.
Variable MVA input description
Rhad1 X ratio of the ET in the first layer of the hadronic calorime-
ter to the ET of the EM cluster; used for |η| < 0.8 and
|η| > 1.37
Rhad X ratio of the ET in the hadronic calorimeter to the ET of
the EM cluster; used for 0.8 < |η| < 1.37
Rη X ratio in η of cell energies from using a 3 × 7 tower versus a
7× 7, in the second compartment of the EM calorimeter
ωη2 X lateral width of the shower in the second compartment of
the EM calorimeter
ωstot X total width of the shower in the first compartment of the
EM calorimeter
Eratio X ratio of the energy difference associated with the largest
and second largest energy deposit over the sum of these
energies, using the first layer of the EM calorimeter
Nb−layer number of track hits in the b-layer of the pixel detector
Npixels number of track hits in the pixel detector
NpixSCT number of track hits in the pixel and in the SCT detectors
NTRT number of track hits in the TRT
RhtTRT ratio of the number of high-threshold hits to the total
number of hits in the TRT
d0 transverse impact parameter of the matched track
∆η1 ∆η between the cluster and the matched track
∆φ1 ∆φ between the cluster and the matched track
E/p ratio of the cluster energy to the track momentum
Conversions a flag (0 or 1) to indicate whether an electron candidate
matched to reconstructed photon conversions
nominal reconstruction efficiency is constant (∼ 98 %) with the number of the reconstructed
vertices in the event. The efficiency is still constant if track requirements are introduced (about
95 %), while adding the calorimeter request on Rhad causes the efficiency to slightly decrease
with increasing pile-up. This is expected since the electromagnetic calorimeter is highly sensitive
to the pile-up energy deposits.
Figure 5.2(b) shows the identification efficiency for Z → ee events. Since the loose++
identification selection uses the calorimeter information, this efficiency is sensitive to the pile-
up.
The reconstruction and the identification efficiencies have been studied also in η-pT bins, in
order to correct for non-uniformities. Figure 5.3(a) shows the reconstruction efficiency for 35 <
pT < 40 GeV electron candidates as a function of η, for data and Monte Carlo generated events.
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Table 5.2. Cut-based identification criteria, the context of the criteria and the corresponding set
of cuts applied at each level. Variables marked in Table 5.1 with a checkmark symbol are used as
input for a multivariate tool, and a flag value is obtained as output; the variables are listed, but
without a cut value.
cuts act on loose++
medium++ tight++
includes loose++ includes medium++
detector acceptance |η| < 2.47
shower properties
Rhad1
Rhad ωstot
Rη Eratio
ωη2
track quality
Nb−layer ≥ 1
∆φ2 < 0.02
Npixels ≥ 1 E/p < 2.5− 10 depending on pT
NpixSCT ≥ 7 |∆η1| < 0.005
|do| < 5 mm |d0| < 1 mm
|∆η1| < 0.01 NTRT cut depends on η
RhtTRT cut depends on η
photon conversions pass Conversions flag
Again the nominal, track and track-plus-Rhad reconstruction requirements are shown. The
nominal reconstruction is found to be uniform for central electrons around 98 %, while adding the
track requirements spoils the uniformity. This is expected, since the track requirements introduce
a dependency on the geometry of the Inner Detector and on the amount of material in it. The
same efficiency can be studied also as a function of pT: in Figure 5.3(b) the three reconstruction
requirements are shown for central electrons (that is, integrated over the |η| < 2.47 range) as
a function of the candidate electron transverse energy, in data only events. The points relative
to different requirements are slightly shifted horizontally, but belong to the same pT bins. The
errors in the plot are the total systematic uncertainty, and are discussed later in Section 5.4.4; a
nominal reconstructed central electron with pT larger than 25 GeV has a nominal reconstruction
efficiency above 98 %. In a similar way, Figure 5.4 shows the electron identification efficiencies
for the central electron reconstructed candidates. The loose++ identification efficiency is about
99% for all central electrons in the range 35 < pT < 40 GeV and more than 96 % integrated
in η for electrons with pT > 25 GeV. When a tighter identification is requested, the efficiency
drops and looses a little uniformity in η. This is expected because the track requirements used
in the medium++ and tight++ selections (see Table 5.2) introduce sensibility to the changes in
technology in the Inner Detector and to the amount of material interacting with the particles.
The identification efficiency for tight++ candidate electrons is in the range between 70 % and
80 % for 35 < pT < 40 GeV electrons, and above 75 % for central electrons with pT > 25 GeV.
After the reconstruction efficiencies are calculated for data and Monte Carlo simulated events
as in Figure 5.3, the ratio of the two efficiencies is used to check the agreement of simulation
with data. Figure 5.5(a) shows the ratio of the efficiencies as a function of η for central tight++
electrons in the 35 < pT < 40 GeV range for two different samples of events (Z and W decays).
The numbers obtained for each (pT, η) bin are called in the following Scale Factors (SFs), and
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(a) (b)
Figure 5.2. reconstruction and identification efficiencies for electrons [151]. Left: the recon-
struction efficiency for electrons in the range 15 < ET < 50 GeV as a function of the
number of the reconstructed primary vertices in the event. The blue, red and green points
represent the three event samples described in the text; full points are data, while empty
points are Monte Carlo generated events. The Rhad requirement is found to introduce the
largest sensitivity to the pile-up, as expected. The general reconstruction has a constant
efficiency around 98 %. Right: the identification efficiency for electrons from Z → ee de-
cays, in data (solid point) and simulations (empty points), for the loose++, medium++
and tight++ identification criteria, as a function of the reconstructed number of primary
vertices in the event. The identification efficiency shows a dependence on the pile-up, and
the tighter the identification level, the lower the fraction of identified electrons. These
points have to be compared with the background rejection achieved by each selection.
The solid yellow histograms represent the distribution of the number of the reconstructed
primary vertices in the data. The dependencies are well modelled by the simulation in both
the reconstruction and the identification efficiencies.
take into account the correction that must be applied to the Monte Carlo generated events in
order to be in agreement with the data. The same procedure is applied after the calculation
of the identification efficiencies, and a second set of Scale Factors are calculated. Figure 5.5(b)
summarises the combined Scale Factors for reconstruction and identification of central loose++,
medium++ and tight++ electrons in the 35 < pT < 40 GeV range. The effect of tightening
the selection using track requirements as for medium++ and tight++ electrons is to introduce
larges corrections sensible to the Inner Detector structure. The overall Scale Factor corrections
for tight++ central electrons are of the order of 5 %.
5.4.4 Uncertainties Due to the Electron Reconstruction and Identification
The uncertainties on the efficiencies are split in systematic and statistical contributions. The sys-
tematic uncertainties are assessed in a different way for the reconstruction and the identification,
while the statistical uncertainties depend on the number of analysed events.
The systematic on the reconstruction is evaluated by varying parameters in the fitting pro-
cedure of the reconstruction, and measuring the global systematic uncertainty as the RMS of
the distribution of the results obtained with each configuration. These variations include also
the identification quality of the tag electron, the invariant-mass range used to select the signal
events and the photon background evaluation. The total uncertainties on the reconstruction are
shown in Figures 5.2(a) and 5.3(b) as the error bars of the points. In particular, the uncertainty
for reconstructed central electrons (integrated in η) with pT > 25 GeV is smaller than 1 %.
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(a) (b)
Figure 5.3. reconstruction efficiencies for electrons [151], for different reconstruction criteria as
explained in the text. Left: reconstruction efficiency for 35 < pT < 40 GeV electrons as
a function of η. The Figure shows the efficiencies for data (solid points) and Monte Carlo
simulated events (empty points). The simulation agrees with data. The three colours refer
to different requirements on the reconstruction quality: in blue the nominal reconstruc-
tion; in red the addition of a good track requirement; in green, the same as red and the
addition of the Rhad criterion. The nominal reconstruction shows a uniform efficiency
around 98 % in η, while the addition of track and calorimeter cuts lowers the efficiency
and breaks its uniformity. The major effect is due to the track requirements, as expected
for the amount of material in front of the calorimeter. Right: the reconstruction efficiency
for electrons as a function of the lepton transverse momentum, for central electrons. The
efficiencies for the three flavours of reconstructions are shown. Error bars are the total
uncertainty, discussed later in Section 5.4.4. The nominal reconstruction efficiency for an
electron with pT > 25 GeV is above 97 %. The points for the three reconstruction re-
quirements are slightly shifted for better comparison, but belong to the same pT-bin.
The dominant source of systematic uncertainty on the identification efficiency is the back-
ground modelling. Use of different background models or variation of the event selection have
been applied to evaluate possible biases in the identification. The net effect of these variations is
shown in Figure 5.6(a) for tight++ electrons in the 35 < pT < 40 GeV range, combining the data
from W , Z and J/ψ decays. The red points represent the systematic effect obtained by varying
the event selection as described above, and they are all below 0.3 %. The total uncertainties are
dominated by the statistical component, which is largely due to the low statistics in the data
samples used for the background subtraction variations in Z → ee channel.
The statistical and the uncorrelated systematic sources can be reduced if the uncertainties
are integrated over the |η| < 2.47 range and studied as a function of the electron transverse
energy. On the other side, this is not true for the correlated systematic sources. Since these
are more than half of the systematic sources, the net effect of the η integration on the total
uncertainty is to decrease up to pT ∼ 40 GeV, and then to rise for larger momenta, when the
effect of correlated sources is comparable or larger to that of uncorrelated. This effect is shown
in Figure 5.6(b) for loose++, medium++ and tight++ identification for candidate electrons, for
which it is shown that for 25 < pT < 50 GeV electrons the total uncertainty is about 1 %. For
this reason, in all this analysis, the uncertainty is evaluated without integrating in η.
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(a) (b)
Figure 5.4. identification efficiencies for electrons [151], for the loose++, medium++ and
tight++ selections. The identification efficiency is calculated on top of the reconstruc-
tion. Left: identification efficiencies for 35 < pT < 40 GeV electrons as a function of
η. The loose++ selection has the highest efficiency, while the tight++ one has the lower
(between 70 % and 80 %). Right: the identification efficiency for the three selections as
a function of pT for central electrons. The identification efficiency for a tight++ central
electron with pT > 25 GeV is above 70 %.
(a) (b)
Figure 5.5. Electron data to Monte Carlo scale factors as a function of η [151]. Left: data to
Monte Carlo reconstruction efficiency scale factors for tight++ electrons with transverse
momentum in the range 35 < pT < 40 GeV as a function of η. Solid points are from
Z → ee events, empty squares for W → eν decay events. The scale factors obtained from
the two independent samples are consistent; the correction needed to correct the Monte
Carlo events are within 5 %. Right: data to Monte Carlo combined (reconstruction and
identification) scale factors for loose++, medium++ and tight++ electrons with trans-
verse momentum in the range 35 < pT < 40 GeV as a function of η. The tighter the
electron selection, the larger the correction; the main effect is due to the introduction of
the track cuts as described in Table 5.2. The combined scale factors for tight++ electrons
are dominated by the reconstruction efficiency scale factors. The overall correction for cen-
tral tight++ electrons is within 5 % in almost the whole η range.
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(a) (b)
Figure 5.6. total, systematic and statistical uncertainties of the electron candidates [151]. Left:
the tight++ electron selection uncertainties for 35 < pT < 40 GeV electrons as a function
of η. The dominant contribution to the total uncertainty is due to the low statistics in
the Z → ee decay channel. The total uncertainty in this pT-bin is below 0.5 %. Right:
breakdown of the total uncertainty integrated for central electrons as a function of the
electron candidate transverse energy. The values for the three identification selections are
shown. The points are slightly shifted horizontally for better comparison, but belong to
the same pT bin (5 GeV-wide). For tight++ electrons with pT > 25 GeV, the total
uncertainty is 1 % or less. The small rise for pT > 40 GeV is due to the fact that the
integration over the full η range reduces the uncorrelated and statisticaluncertainties, but
more than half of the systematic sources are correlated. The integration therefore causes
the systematic uncertainties to be comparable in size with the statistical ones at high ET.
5.4.5 Summary of the Electron Combined Performances
In this Section, the performances on the electron reconstruction and identification important for
this work are summarised.
Figure 5.7(b) summarises the combined uncertainty due to the reconstruction and identifi-
cation as introduced in Section 5.4.4. In the plot, the combined uncertainty is presented as a
function of the candidate electron pT, integrated over the η and for the three different identifi-
cation criteria for each pT bin. The points are shifted horizontally, but they belong to the same
pT bin, 5 GeV wide. The Figures also show a breakdown of the total uncertainty in systematic
and statistical components. Central tight++ electrons with pT > 25 GeV have an uncertainty
below 1 %; the rise in the uncertainty for electrons with pT > 40 GeV has been discussed in
Section 5.4.4; however, the total uncertainty is below 0.5 % for almost all the pT range, and it
is even less if the uncertainty is not integrated in η.
5.5 Muons
In ATLAS, the reconstruction and identification of muons is as important as it is for electrons
as explained in Section 5.4 (signature for electroweak processes, easy to trigger final states).
On the other side, due to the different interaction with matter and to the different technolo-
gies used to measure muons, the reconstruction and identification algorithms follow different
strategies.
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(a) (b)
Figure 5.7. combined efficiencies and uncertainties for central electrons as a function of pT.
Left: combined (reconstruction and identification) efficiencies for loose++, medium++
and tight++ electrons, integrated over η, as a function of pT. tight++ electrons with
pT > 25 GeV have correction factors between 65 % and 80 %. Right: breakdown of
the loose++, tight++ and tight++ central electron uncertainties integrated over η as a
function of pT. The points for the three selections are shifted horizontally, but belong to
the same pT bins. The contributions from statistical and systematic errors are shown. The
increase in the uncertainty for pT > 40 GeV is due to the same effect shown in Figure 5.6.
The overall uncertainty integrated over η for central tight++ electrons with pT > 25 GeV
is below 1 %.
5.5.1 Muon Reconstruction and Identification
The muon reconstruction and identification are done in the same step. This is possible because
the dedicated muon spectrometer allows for a very efficient muon detection even in presence
of large particle backgrounds. Muon candidates do not need to be identified with difficult
procedures as for electrons (Section 5.4.2) because of their clearer signature.
The muon trajectories are reconstructed using the muon spectrometer hits either in stand
alone (Stand-Alone muons) or in combination with the Inner Detector hits (Combined Muons).
Candidate muons reconstructed using information from the Inner Detector must have at least
two pixel hits and at least six SCT hits; extension of the muon trajectories into the TRT is
enforced by requirements on the number of associated good TRT hits.
The Stand-Alone algorithm looks at regions of interest in the muon trigger chambers and uses
an iterative fitting approach to extrapolate the track parameters to the interaction point. The
magnetic field effect and the energy losses in non-instrumented material and in the calorimeters
are taken into account in the fit.
Various algorithms exist to combine the information obtained from the Stand-Alone muon
candidates with those of the Inner Detector and they are indicated as Muonboy, STACO and
MuTag. In the analysis presented in this work, only STACO muons are used, therefore the
performances for only this kind of object are summarised; more details about the muon recon-
struction can be found in [148].
The choice of combined STACO muons for this analysis is due to the fact those candidates
constitute the sample with the highest purity.
STACO muons are defined as Muon Spectrometer tracks combined with one Inner Detector
track. The combination takes into account the magnetic fields, energy losses in the calorimeter
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and tracker materials and uses the covariance matrices of the track parameters obtained from
the ID and from the MS to calculate a χ2. Two ID and MS tracks are matched if the χ2 is below
some threshold; in case the threshold is not satisfied, the combination does not take place, and
no STACO muon is defined [153].
As in the case of electron reconstruction and identification efficiencies, tag-and-probe samples
of J/ψ, Z and W decays in muons have been considered to measure the efficiencies. Z →
µµ decays have also been used for the muon calibration and for the evaluation of the muon
momentum resolution (Section 5.5.2). Figure 5.8(a) shows the reconstruction and identification
(a) (b)
Figure 5.8. reconstruction and identification efficiency for Inner Detector tracks associated to
muons and for Stand-Alone muons from Z decays as a function of η [154], for data (full
dots) and Monte Carlo simulated events (empty points). Left: efficiencies for Inner Detec-
tor tracks; The efficiency is above 97% in all the η range, for both data (full points) and
Monte Carlo simulated events (empty points). Right: efficiencies for Stand-Alone muons
relative to the ID. The relative efficiency is lower, around 95% in the whole η range but
the drops at η ∼ 0 and |η| ∼ 1.2, in particular for data. The lower efficiency in the tran-
sition regions is attributed to a mis-measurement of the magnetic field map. The lower
panels show the Scale Factors for muons, defined as in the case of electrons.
efficiency of muons from Z decays as a function of η using only the Inner Detector candidates.
The slightly lower efficiencies at η ∼ 0 and |η| ∼ 1 are caused by the requirements for muon
identification described above: at η ∼ 0 the tracks pass through the inactive region of the TRT
barrel, while at |η| ∼ 1 there is a small transition region between the barrel and the endcap of the
Inner Detector, therefore muons cross fewer than six SCT layers. The average ID efficiency for
muons is 99%. The lower panels of the two plots show that the reconstruction and identification
efficiencies agree with the Monte Carlo prediction within 1%, and in almost all the region within
the statistical uncertainties for the Inner Detector tracks.
The reconstruction efficiency has been studied also for Stand-Alone muons; in Figure 5.8(b),
the reconstruction efficiency relative to the ID efficiency is presented for muon tracks recon-
structed with the Muon Spectrometer only as a function of η, for data (full points) and Monte
Carlo simulated events (open points). The efficiency is lower, but almost everywhere above 95%;
the mean value of the η-dependent efficiency is about 0.93%, while that of the Scale Factor is
∼ 99%. The disagreement in the efficiency in the transition region around |η| ∼ 1 is attributed
to the limited accuracy of the magnetic field map used in the reconstruction of data, which leads
to a mis-measurement of the Stand-Alone muon momentum. This effect is recovered in data
after the reconstruction, and the Scale Factors are near unity within 1%.
The reconstruction and identification efficiencies have been studied also in pT bins for Stand-
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Alone muons; the efficiency integrated in η is above 93% for muons with pT > 25 GeV.
As in the case of electrons, the Scale Factors can be made near to unity, and rejection of
background can be improved, if isolation criteria are required; as discussed for electrons, this is
left to the analyses and it is not considered as part of the performances; isolation criteria for
electrons and muons are discussed in Chapter 6.
5.5.2 Muon Combined Performances and Uncertainties
The combined performances for STACO muons are obtained considering the efficiency for the ID
tracks, the efficiency of the Muon Spectrometer, the efficiency of the matching and the possible
correlations. The resulting combined efficiency describes for Z → µµ decays the probability
that a STACO muon belonging to some (pT, η) bin is reconstructed. Figure 5.9(a) shows as a
function of the muon η the combined efficiency for reconstruction and identification of muons
from Z → µµ decays. The behaviour is dominated by the efficiency of the Muon Spectrometer
tracks as shown in Figure 5.8(b), and the Scale Factors, not shown in this plot, are very similar
to those obtained from the ratio of data and Monte Carlo Stand-Alone efficiency. The plot on the
right, Figure 5.9(b), describes STACO reconstruction efficiency as a function of pT, integrated
over η. A STACO muon with pT > 25 GeV has on average a reconstruction efficiency of 93 %.
(a) (b)
Figure 5.9. muon combined reconstruction and identification efficiency for central muons from
Z decays for data (full points) and Monte Carlo simulated events (open points) [154].
Left: combined efficiency as a function of η, integrated over the muon pT; the Scale Fac-
tors are not shown since they are very similar to those of Figure 5.8(b). The difference
between data and Monte Carlo generated events is related to the mis-measurement of
the magnetic field as explained for Figure 5.8(b). Left: combined efficiency as a function
of pT, integrated over the muon η; the overall efficiency is about 93 % for a muon with
pT < 25 GeV.
Also the muon momentum resolution has been studied separately for Inner Detector and
Muon Spectrometer, isolating multiple scatterings, residual misalignment in the muon chambers,
asymmetry in the magnetic field and spatial resolution effects. The resolution found with the
calibrated muons is fitted with the expected behaviour, and the resolution is extracted as a
function of the muon pT, η and φ.
In the ID, the pT dependence of the relative momentum resolution can be parametrised
as the sum in quadrature of two terms: the first identifies the multiple scattering and it does
not depend on the muon pT, the second describes the intrinsic resolution due to the imperfect
knowledge of the magnetic field in the ID, spatial resolution of the detector components, the
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residual ID misalignment, and it is proportional to the muon pT. An example of the muon
momentum resolution for ID tracks is shown in Figure 5.10(a) in the region of the ID barrel
(|η| < 1.05). An ID muon track with 25 < pT < 200 GeV has a momentum resolution between
0.5 GeV and 16 GeV. In this plot, the dot-dashed line is obtained from a simulation which
assumes perfect alignment of the ID detector, while the solid-dotted line is a simulation smeared
to reproduce the invariant mass resolution as measured in data from Z → µµ decays. The
shaded band shows the uncertainty of the smeared simulation, calculated from the uncertainties
of the parameters that describes the muon momentum resolution.
Figure 5.10(b) is the Muon Spectrometer equivalent of Figure 5.10(a). In this case, the
momentum resolution is the sum in quadrature of three terms: the first two terms are the
analogous of the ID momentum uncertainty, while the third term parametrises the effect of
momentum fluctuation due to the muon energy loss in the calorimeters; this last term is usually
small and is inversely proportional to the muon pT. The legend in Figure 5.10(b) is the same as
in Figure 5.10(a), but the alignment referring to the Muon Spectrometer.
(a) (b)
Figure 5.10. muon momentum resolutions as a function of the muon pT, obtained from
Z → µµ decays [154]. The red dot-dashed lines are obtained from a simulation assum-
ing perfect alignment of the ATLAS detector; the blue lines refer to a perfect alignment
simulation in which the muon momenta are smeared in order to reproduce the di-muon Z
invariant mass resolution. Left: the uncertainty for ID track muon candidates. Right: the
uncertainty for Stand-Alone muons. Both plots refer to the barrel region of the ATLAS
detector (|η| < 1.05).
An improved magnetic field map is used from 2011 onward (
√
s = 7 TeV) in ATLAS [154,
155], and runs with cosmic muons [156] runs are taken also to calculate the alignment of the Inner
Detector and of the Muon Spectrometer internally and with each other. Both the alignment
and calibration constants are produced on a daily basis used in the reconstruction.
The uncertainty is calculated as the sum in quadrature of statistical and systematic terms.
The systematic uncertainty is estimated by varying the simulated events within the signal and
background uncertainties, the finite detector resolution, the selection cuts adopted to determin-
ing the efficiencies. The individual uncertainties are considered as uncorrelated and summed in
quadrature.
The STACO muon relative systematic uncertainty, after the improvements described above
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have been applied, is shown for
√
s = 8 TeV data in Figures 5.11(a) and 5.11(b), respectively
as a function of η and pT. It is calculated after the combination of the two resolution terms
described above. The Figures show the breakdown of the uncertainty, the combination being the
(a) (b)
Figure 5.11. STACO muon relative systematic uncertainties obtained from
√
s = 8 TeV
data [155]. The coloured lines show the breakdown of the total systematic errors, the
black line being the final uncertainty. Results for
√
s = 7 TeV data are very similar.
Left: the systematic uncertainty as a function of η. Right:the systematic uncertainty as
a function of pT. A central muon with pT > 25 GeV has a systematic uncertainty on the
momentum measurement less than 0.5 %.
black line1; for all muon η and pT values, the resolution evaluates to a few permille; therefore
the limiting uncertainty is of statistical origin for muon momentum measurement. The total
uncertainty in (pT, η) bins is of the order of 0.5 %.
5.6 Jets
The partons emerging from QCD interactions cannot propagate as free particles and are forced
to hadronise. The timescale of the evolution from partons to hadrons is driven by hadronisation
and fragmentation effects, therefore the particles interacting with the detector medium are
collimated sprays of hadrons, called jets. The jets are the most common final states in hadron-
hadron hard collisions. This means that a relation must be found between the long-distance
measured hadrons and the short-distance final state partons.
There is a second complication in jet measurement: a jet is a collection of many particles,
rather than a single one, with different behaviour and possibly different interaction with the
detector medium. As an example, charged pions interact differently from neutral pions at the
point that most of the pi0 energy, created at early stages in the jet development, is measured in the
electromagnetic calorimeter, while charged pions are also measured in the hadronic calorimeter.
In general, hadronic calorimeter showers are longer and broader if compared to electromagnetic
ones.
A solution to the first problem is provided by the jet algorithms. The jet algorithms are
intended to link the long- and short-distance scales and to provide a kinematic measurement on
1actually, the two plots shown in Figure 5.11 refer to a muon candidate belonging to the STACO definition
or two the MuTag one. Muons belonging to one sample do not belong to the other by construction. The advan-
tage of including the MuTag muons is that the efficiency is recovered in transition regions; this does not change
the message that the muon momentum resolution is below 1 % on all pT and η ranges.
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event-by-event basis in terms of the measurements of the electromagnetic and hadronic calorime-
ter signals.
The second problem is faced by properly calibrating the jet object, using local information
(obtained from calorimeter cells directly) and global information (the position of the jet in the
detector and the knowledge of detector material in that region). The jet is calibrated to the
hadron scale using the jet response observed in Monte Carlo simulations. A variety of data-
driven techniques are used to improve the accuracy of the jet energy scale, improve the jet
energy resolution, and derive systematic uncertainties.
5.6.1 Jet Reconstruction and Quality Selection
A jet algorithm is a procedure to define jets2 starting from generic objects to which four-vectors
are associated. The same jet algorithm can be applied to Monte Carlo generated particles, as
well as to calorimetric signals.
The minimal set of requirements for a jet algorithm are:
• collinear safety: the list of jets and the kinematic properties obtained with the algorithm
should not change when a particle is substituted with two or more collinear particles whose
total momentum equals that of the original one;
• low sensitivity to soft processes (infrared safety): the list of jets and the kinematic
properties obtained with the algorithm should not change if a very soft particle is added
to the final state.
Experimentally, a good jet algorithm should also be as decoupled as possible from detector
details such as spatial and energetic resolution, dead regions and readout noise; a desirable
characteristic is also the ability to be computationally fast.
Many different jet algorithms have been implemented and tested. The two main families are
cone algorithms and sequential recombination (kT) algorithms. While retaining the capability
to use different jet algorithms, the ATLAS experiment adopted the sequential recombination
scheme as the default; therefore only this scheme is depicted here; a cone algorithm description
can be found in [157].
The algorithms in the kT family cluster massless four-vectors by defining a distance dij for
each couple (i, j) of four-vectors, and merging the two closest. This recombination is done
sequentially, hence the name. The algorithm ends when all the four-vectors are removed from
the list of non-merged four-vectors.
The most common distance is defined as
dij = min
(
k2pT,i, k
2p
T,j
) ∆2ij
R2
and two four-vectors are merged if the minimum distance between dij and kT,i is equal to dij. ∆ij
is the distance in the (η, φ) space, kT,i is the transverse momentum associated with four-vector
i; R is usually called the jet radius, and it determines the jet angular radius. The typical R
values chosen in ATLAS are R = 0.4 and R = 0.6. The parameter p defines the type of the
algorithm:
• p = 1 gives the usual kT algorithm;
2A substantial point about jet algorithms is that they define jets, instead of finding them. Different algo-
rithms behave differently in different situations. But good algorithms are required to give the same results on
events that are theoretically equivalent. However, it is usually accepted to say that a jet algorithm finds jets in
the events.
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• p = 0 the Cambridge/Aachen[158]
• p = −1 the anti-kT algorithm[159].
This family of algorithms has been proven to be relatively fast, infrared and collinear safe, to
have low sensitivity to higher order corrections; the anti-kT flavour has also the property of not
being deformed sensibly by soft radiation, leading to higher proportion of circular jets in η-φ
with actual radius R.
Jets are divided in parton jets, hadronic jets and calorimeter jets depending on the type of
four vector objects used as input to the jet algorithm.
The jets obtained applying the algorithm to the parton four vectors are the parton jets,
and these final states are the goal of jet measurement. Hadronic jets are similar to the parton
ones, but the inputs used are the particles after the hadronisation and fragmentation have been
developed. Parton and hadron jets can be only defined for simulated events; in particular,
hadron jets can be defined as including (or not) some particles. The calorimeter jets are instead
reconstructed using the calorimeter signals, and can be defined both for real and simulated
events (taking into account the detector simulation as described in Section 2.8).
Different detector objects can be used to feed the jet algorithm for the definition of calorime-
ter jets: two of them are the calorimetric towers and the three-dimensional calorimeter clusters
(topoclusters). For this analysis, only jets from topoclusters are used, therefore the other kind
of jets are not described here.
Topoclusters are three dimensional calorimeter clusters that grow dynamically around seed
cells. Seed cells have a high signal-to-noise ratio. The discrimination to expand a cluster is based
on the absolute value of the signal-to-noise ratio3 [160]. This algorithm obtains a large electronic
and pile-up noise suppression, while introducing a small bias on the cluster energy. Ideally the
topological clusters aim at associating calorimeter signals produced by the same particle.
In the analysis described in this work, the jets are defined as anti-kT jets with radius R = 0.4,
obtained from topo-clusters, and usually referred to as antiKt4 jets (assuming they always use
topo-clusters). Anti-kT jets defined this way still need to be calibrated; depending on the
adopted calibration scheme, jets can have different kinematics.
Jets produced in proton-proton collisions must also be distinguished from background jets
not originating from hard scattering events (fake jets). The main backgrounds are beam-gas and
beam-halo events, cosmic rays overlapping in-time with a collision event and large calorimeter
noise. The ATLAS Collaboration has developed three levels of jet quality selection: a loose,
a medium and a tight selection [161]. The loose (with some minor variations inspired by the
medium) and the medium selections are the most because of the efficiency on jet selection and
the quite good rejection of fake jets; the medium is also indicated for studies of high trans-
verse momentum jets, while the tight has been developed for efficiency studies. Figures 5.12(a)
and 5.12(b) show two examples of the jet quality selection efficiencies for anti-kT jets with R=0.6,
as a function of pT for two different η bins, |η| < 0.3 and 1.2 < |η| < 2.1. The loose selection is
almost always near 100 %, while the medium is above 98 % and 99 % for pT > 30 GeV in the
two η regions respectively.
5.6.2 Jet Calibration and Resolution
The aim of the jet calibration is to obtain from the calorimeter signals the energy of the corre-
sponding particles.
3Topoclusters are built using all cells with Ecell > 4σ noise as seeds, then adding recursively all nearby cells
with Ecell > 2σ, and in the final step a layer of neighboring cells is added to the cluster without any threshold.
This is usually described as a 4-2-0 algorithm.
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(a) (b)
Figure 5.12. Jet quality efficiency for antiKt jets with R=0.6, measured with tag-and-probe
methods on dijet events as a function of pT, for loose and medium selection criteria [161].
Only statistical errors are shown. Left: efficiency for the |η| < 0.3 bin. The loose selection
has an efficiency near 1, the medium selection is above 99 % for jets with pT > 50 GeV.
Right: efficiency for the 1.2 < |η| < 2.1 bin. The loose selection has an efficiency near
1, the medium selection is above 99 % for jets with pT > 40 GeV. In general, the more
forward the jet, the higher the efficiency of the medium selection; for jets with |η| > 2.1
the efficiencies of the two methods overlap [161].
The jet calibration process can be seen as a two-step procedure. In the first step, the jet
reconstructed from the calorimeters is corrected to remove all the detector effects; the second
step is the correction of the jet energy back to the hadron level. It is important that there is a
clear separation between corrections for detector effects (which can be made model-independent
to a large extent, such as the calorimeter non-compensation, the amount of dead material, the
energy leakage outside the calorimeter,. . . ) and hadronisation and fragmentation effects which
are extremely model-dependent.
The strategy chosen by the ATLAS Collaboration is to consider the final state particles as
the reference for the jet calibration, avoiding most of the model dependent issues related with
showering and fragmentation [161]. In practice, this means that mainly detector effects are
accounted for by the jet calibration.
Three energy calibrations are used for data analysis of jets in ATLAS: a simple Jet Energy
Scale (EM+JES scheme) calibration and two weighting techniques, the Global Cell Weighting
(GCW) and the Local Cluster Weighting (LCW) calibrations. The details on the three jet
calibration methods are described in [161]; for this work, only the EM+JES and the LCW+JES
are of interest.
EM jets are formed from calorimeter energy depositions reconstructed at the electromagnetic
energy scale (EM). The EM scale is the scale at which the energy deposited by particles in an
electromagnetic shower in the calorimeter is correctly reconstructed. The EM scale has been
established using test-beam measurements of electrons [162, 163, 164].
The LCW calibration method first clusters together topologically connected calorimeter cells
and classifies these clusters as either electromagnetic or hadronic. Energy corrections are derived
from single pion Monte Carlo simulations based on this classification. Dedicated corrections
(weights) are derived to correct for non-compensation, signal losses due to noise threshold effects,
and energy lost in non-instrumented regions. The corrections are applied directly to calorimeter
EM calibrated clusters. They are therefore called local corrections. Jets are then built from
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these calibrated clusters using a jet algorithm as described in Section 5.6.1.
To obtain the EM+JES and the LCW+JES calibration schemes, the measured jet energy is
corrected on average using Monte Carlo simulations:
Ecalib = Emeas/Fcalib(Emeas) with Emeas = EEMO(NPV)
The variable EEM is the calorimeter energy measured at the jet electromagnetic scale, Ecalib
is the calibrated jet energy and Fcalib(Emeas) is a calibration function that depends on the
measured jet energy and is evaluated in small jet pseudorapidity regions. The variable O(NPV)
denotes a correction for additional energy from multiple proton-proton interactions depending
on the number of primary vertices (NPV).
(a) (b)
Figure 5.13. Jet response at calibrated scales as a function of η for different pT bins, for antiKt
jets with R=0.6 [161]. In general, the jet response is sensible to the calorimeter geome-
try, dead material and jet pT, and the response is near to 1 only for very high energy jets.
Left: jet response for EM+JES calibrated jets. Central jets with 30 < pT < 60 GeV
are characterised by a quite low response, around 0.6. Right: jet response for LCW+JES
calibrated jets. It is evident that the jet response is higher, meaning that the more com-
plicated calibration scheme pay in terms of corrections; on the other side, a deeper under-
standing of the detector is needed.
The EM+JES calibration applies the JES corrections to jets reconstructed at the electro-
magnetic scale. This calibration scheme allows a simple evaluation of the systematic uncertainty
from single hadron response measurements and systematic Monte Carlo variations. This can be
achieved with small data sets and is therefore suitable for physics analyses for which more sophis-
ticated calibrations are not yet ready. This scheme does not provide the best performance, but
allows in the central detector region the most direct evaluation of the systematic uncertainties
from the calorimeter response to single isolated hadron measured in situ and in test-beams and
from systematic variations of the Monte Carlo simulation. On the other hand, the LCW+JES
calibration improves those aspects in which the EM+JES scheme is not optimal by providing a
more complicated scheme. First of all, the ATLAS calorimeters are non-compensating and give
a lower response to hadrons than to electrons or photons. Second, the reconstruction inefficien-
cies and energy deposits outside the calorimeters lower the response to both electromagnetic
and hadronic particles, but in different ways. The LCW+JES takes into account this different
aspects.
A comparison between the EM+JES and the LCW+JES responses is shown in the plots
in Figure 5.13 as a function of η for various pT bins. The responses are calculated for antiKt
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jets with R=0.6 using Monte Carlo simulated events. In general, the higher the jet pT, the
better the calibrated jet response, but the LCW+JES calibration scheme is found to offer the
highest one. The plots show also the size of the effect of the detector geometry; in particular,
central LC+JES calibrated jets need a smaller correction to the measured energy if compared
to EM+JES jets.
For what concerns the jet energy resolution, it has been measured from dijet QCD events
using both the Asymmetry and kT methods, described in [165]; the systematic uncertainty is
assessed by evaluating the difference between the measurement of the resolution on data and
Monte Carlo simulated events. Figure 5.14(a) describes the jet momentum relative resolution
(a) (b)
Figure 5.14. fractional jet pT resolution for dijet balance and bisector methods as a function of
the average dijet pT, evaluated for central (|η| < 0.8) antiKt jets with R=0.6 [165]. Data
are full circles, and the results are in agreement with the simulations within the statistical
uncertainties. The plots in the panel show the relative difference between data and Monte
Carlo results. The dotted lines indicate a difference of ±10 %. Left: the jet momentum
resolution for EM+JES calibrated jets. Right: the jet momentum resolution for LCW+JES
calibrated jets. The LCW+JES shows a slightly better resolution.
as a function of the average dijet pT for central (|η| < 0.8) antiKt jets with R=0.6, for data
and Monte Carlo simulated events. The lower panels show the relative difference between data
and Monte Carlo results, and the resolutions are compatible within 10 % for both EM+JES
and LCW+JES calibrated jets (the LCW+JES jets showing a better resolution). The relative
resolution for an antiKt jet with R=0.6 and EM+JES calibration goes from 4.5 GeV for pT ∼
30 GeV to 20 GeV for pT ∼ 200 GeV. The details of the method for measuring the resolution
can be found in [165].
The corrections for the jet momentum resolution are applied as a function of η, pT and the
pile-up for each jet in the analyses by smearing the calibrated four vector in order to reproduce
the resolutions in Figure 5.14.
5.6.3 Jet Energy Scale and Resolution Uncertainties
The EM+JES systematic uncertainty has been derived combining information from test-beam
data, LHC collision data and MC simulations, and is described in [166]. This analysis splits the
JES uncertainty in more than 50 components, but a reduction in the number of parameters can
be applied by first grouping some of them, and then applying a Principal Values Decomposition,
as described in [167]; this approach reduces the sources of systematic uncertainties to a total of
only 16 approximately uncorrelated components.
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(a) (b)
Figure 5.15. jet energy scale and resolution uncertainties for antiKt EM+JES jets with R=0.4
as a function of the jet momentum, for central jets [167, 165]. Left: fractional jet energy
scale systematic uncertainty as a function of the jet transverse momentum, for |η| = 0.5.
The uncertainty goes from about 5 % at 30 GeV to 2 % at 200 GeV. Right: relative JER
uncertainty as a function of the jet average transverse momentum, for |η| < 0.8. This un-
certainty only consider is situ contributions; the total uncertainty is obtained by summing
the uncertainty due to the event modeling, which is between 5 % and 3 % depending on
the pT.
The total jet energy scale uncertainty for EM+JES antiKt jets with R=0.4 is shown in
Figure 5.15(a) as a function of the jet pT for jets with |η| = 0.5. This uncertainty contains
all the JES parameters described later in Chapter8. The uncertainty goes from 1.5 GeV at
pT ∼ 30 GeV to 4 GeV at pT ∼ 200 GeV in this region. The uncertainty on the jet momentum
resolution is shown instead in Figure 5.15(b) as a function of the jet pT for EM+JES antiKt
jets with R=0.6 and |η| < 0.8. The plot does not consider the uncertainty related to the event
modeling, which adds a contribution from 5 % to 3 % in the same region, depending on the jet
pT. AntiKt jets with R=0.4 show a bit worse resolution uncertainty.
The total jet energy scale and resolution systematic uncertainties for EM+JES antiKt jets
with R=0.4 are summarised in Tables 5.3 and 5.4 for different η and pT regions (only for central
jets).
Table 5.3. summary of the maximum EM+JES jet energy scale systematic uncertainties for dif-
ferent pT and η regions for antiKt jets with R=0.4 [167].
η region maximum fractional JES uncertainty
pT = 20 GeV 200 GeV 1.5 TeV
0 ≤ |η| < 0.3 4.1 % 2.3 % 3.1 %
0.3 ≤ |η| < 0.8 4.3 % 2.4 % 3.3 %
0.8 ≤ |η| < 1.2 4.4 % 2.5 % 3.4 %
1.2 ≤ |η| < 2.1 5.3 % 2.6 % 3.5 %
2.1 ≤ |η| < 2.8 7.4 % 2.7 % -
Since the JES and JER are the largest uncertainty sources for jets, their effects for this work
are discussed in Chapter 8 with more details; at this point it is important to note that the
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Table 5.4. relative systematic uncertainties on jet resolution for four rapidity regions and three
jet pT values [165]. The uncertainties are similar for the EM+JES and the LCW+JES calibration
schemes.
y region total JER systematic uncertainty
pT ∼ 50 GeV ∼ 150 GeV ∼ 400 GeV
0 ≤ |y| < 0.8 17 % 15 % 11 %
0.8 ≤ |y| < 1.2 20 % 18 % 14 %
1.2 ≤ |y| < 2.1 20 % 18 % 14 %
2.1 ≤ |y| < 2.8 20 % 18 % 18 %
JES and JER uncertainties are much larger than the electron and muon momentum resolutions
described in Sections 5.4.5 and 5.5.2.
5.7 Missing Transverse Energy
The missing transverse energy of the event can be defined from an experimental point of view as
the energy that escaped the detector without being measured. In general, the 6ET is a somewhat
special object if compared to the other objects described in the previous Sections. First of all,
it cannot be reconstructed as a full four-vector; second, it is dependent on the definition and on
the calibrations of the other various objects.
The reason for the 6ET object not being a four-vector is that it is a spatial vector obtained
as the negative vectorial sum of the transverse energies from all contributions in the event. It
is therefore a two-dimensional vector lying in the transverse plane and expressing the energy
balance in the event. It not only describes the neutrino transverse momenta in the event, but
also it sums up all the energy contributions from particles which did not interact in the detector.
Being the 6ET defined in terms of the other objects, it is clear that its direction and magnitude
depend on the other object definitions and calibrations.
5.7.1 Missing Transverse Energy Reconstruction
In the first step, the 6ET reconstruction in ATLAS [168] is based on the calibrated calorimeter cell
energies (following the calibration scheme described in Section 5.6.2) and on the reconstructed
muons. In particular, the 6ET contribution from muons is obtained from muons measured using
the Stand-Alone reconstruction (Section 5.5); this avoids the double counting of the energy lost
by muons in the calorimeter.
The second step takes into account the energy losses of particles due to the presence of the
cryostat between the electromagnetic barrel and the TileCal barrel calorimeters; the correction
is assumed to be η independent and it is calculated considering the cell signal density and the
cell locations.
The third step of the reconstruction refines the calibration of the 6ET terms, associating each
high-pT object in the event to the corresponding globally calibrated cells (Section 5.6.2); iden-
tified objects are used in a specific order: electrons, photons, hadronically decaying τ -leptons,
LCW+JES calibrated jets and Stand-Alone muons. The initial contribution from globally cali-
brated cells is replaced by the contributions of calibrated high-pT objects.
Some cells may not being included because they do not pass a noise cut, or because they
do not contribute to any reconstructed objects; these soft cells are however globally calibrated
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and their contribution is accounted for in the 6ET calculation. The various contributions can be
described as:
6ET =6EelectronsT + 6EphotonsT + 6Ehadronic tausT + 6ELCW jetsT + 6Estandalone muonsT + 6EsoftT
The 6ET obtained as described above is a final, refined object. For this reason, the 6ET is named
in ATLAS MET refFinal, and this is the quantity that in the following Chapters is used to
indicate the 6ET value of each event.
5.7.2 Missing Transverse Energy Uncertainty
Being the 6ET a quantity which depends on the definition and on the calibration of all other
objects, the jet energy scale and resolutions are most important source of systematic uncer-
tainties. For example, a variation in the jet energy scale must be coherently propagated in the
6ET , too. As discussed above, the LCW+JES calibration is used to define the 6ET , therefore
the propagation of the jet uncertainty must follow the following path: a variation of the JES
scale, relative to one of the 16 sources of JES systematic uncertainties (Section 5.6.2), must be
applied both to the TopoEM and LCTopo jets; the TopoEM jets are then used for the analysis,
while the LCTopo jets are needed to evaluate the correction to the MET refFinal. The same
procedure is needed if the jet energy is shifted when trying to calculate the systematic due to
the jet energy resolution.
As a general consideration, the relative impact of the uncertainty of the constituent terms
on 6ET differs from one analysis to another depending on the final state being studied. In
particular for this analysis, in events containing W and Z bosons decaying to jets uncertainties
on the scale and resolution in the measurements of the jet energy scale need to be propagated
to the systematic uncertainty estimate of 6ET . Another significant contribution to the 6ET scale
uncertainty in W and Z boson final states comes from the contribution of topoclusters outside
reconstructed objects and from soft jets.
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Chapter 6
Event Selection
I suppose that’s one of the ironies of life doing the wrong thing at the right moment.
– Charlie Chaplin
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In this Chapter, the general picture of the cross section measurement is
depicted. The described analysis is based on the comparison between data
and theoretical predictions obtained with simulated events or data-driven
methods. The main steps and the needed analysis inputs are listed, together
with the main systematic sources and the strategy adopted to evaluate their
impact on the measurements. After a short introduction of the analysis, the
Chapter lists the Monte Carlo generated samples used. Then the focus is
posed on the measurement strategy, for both the cross section measurement
and the aTGC limit finding.
6.1 General Picture
The analysis described in this work aims at measuring the WW and WZ diboson production
cross section using the semileptonic channel signature for the final state: WW/WZ → `νjj
with ` = e, µ (Section 1.8). The main idea is to select events with a leptonically decaying W and
then to reconstruct the hadronically decaying boson using the two jets from the hadron decay.
The candidate WW/WZ → `νjj events are required to have exactly one electron or muon,
missing transverse energy and exactly two jets. τ decays of the W are not separated, and are
eventually considered as electron or muon decays. A discussion on the evaluation of the τ decay
contribution is given in Section 6.1.1. An event is accepted only if its objects pass a set of
cuts chosen to improve the data quality and to enhance the signal-to-background ratio. Details
on the event selection are given in this Chapter. Chapter 9 contains a description of the fit
procedure used to extract the signal yield of WW+WZ events.
The two final states, WW and WZ, are not separated since the dijet invariant mass cannot
resolve the W and the Z peaks. Figure 6.1 shows a transverse view of the ATLAS detector
(without muon chambers) for a real event in which a muon (the red continuous line) and large
amount of transverse energy (the blue dotted line), compatible with a W boson decay, are
produced in association with a pair of energetic jets (the cyan regions). The amount of energy
released by the jets in the calorimeter is depicted as the yellow towers in the Figure. The
resulting invariant mass of the two jets is about 110 GeV. This is an example of an event which
describes the final state of interest for this analysis.
The measurement is completed with the evaluation of the limits on aTGC parameters for
which this channel is sensitive (Section 1.9). The analysed data corresponds to the set of proton-
proton collisions collected at
√
s = 7 TeV during the 2011 data-taking campaign, and amounts
to about 5 fb−1; the set and the data-taking conditions used for the analysis are described in
more details in Section 4.3.8.
This kind of measurement is quite important because it shows the capability of the ATLAS
experiment to reconstruct the invariant mass of a dijet resonance with low transverse momentum.
This channel is also a background for the Higgs decay H → WW process, and is a portal for
new Physics, since the vertex coupling with three bosons may be a low energy limit effective
field theory of a more general interaction (for example, with the presence of the aTGC terms
discussed in Section 1.9.3). As already presented in Section 1.4, the diboson final state is also
interesting to be studied because it contains the divergent terms from the longitudinal polarized
W fields, which is at the end one of the most important motivations for the introduction of the
Higgs field in the Standard Model. As a final motivation, this analysis started soon after the
publication of the CDF bump [112] (Section 3.5), and aimed at verifying the possible presence
of a new resonance in the dijet invariant mass produced in association with a W boson.
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Figure 6.1. Display on the ATLAS transverse plane of a candidate diboson event, with one
muon, missing transverse energy and two jets [169]. The muon is represented by the red
continuous line, while the missing transverse energy by the dotted blue line. The muon has
a high pT, and the missing energy can be interpreted as the presence of a neutrino. The
other two jets, identified by the two cyan regions, have large transverse momenta and a
total invariant mass of about 110 GeV. This event is therefore a candidate for passing the
event selection for the WW/WZ→ `νjj measurement described in this work.
6.1.1 Definitions of Signal and Backgrounds
In the following, the term signal is used to indicate the WW/WZ final states which decay in
the semileptonic channels with an electron or a muon (WW/WZ → `νjj with ` = e, µ), while
backgrounds refers to all the Standard Model processes which possibly pass the signal selection
but are not signal. The W → τν decay in which the τ lepton decays leptonically is treated as
either electron or muon. The combined branching ratio for a W boson to decay in the τ → `νν¯
final state is about 2%, however this contribution is taken into account when extrapolating the
event yield to the total and fiducial cross sections. The WW channel with the first W → `ν
and the second W → τν → hadrons ν(s) has a comparable branching ratio (due to the large
τ → hadrons branching fraction) to the previous case; however, the ATLAS experiment is able
to distinguish between jets from partons and hadronically decaying τs; furthermore, the next
Sections describe a series of selection cuts which allow the selection of well-reconstructed and
identified jets, therefore this components is largely reduced. It is however taken into account
when the fiducial and total cross sections are extracted. In the following, no further distinction
is made for τ decays of the W boson, and the fraction of τ -contaminated events is taken into
account in Section 7.3.
The background is constituted mainly of those events which have the same, or nearly the
same, final state: a pair of jets, a lepton and a neutrino. These events therefore contribute as ir-
reducible backgrounds, and are W+jets events. Reducible backgrounds are instead characterised
by events which are similar but can in principle separated; for this analysis, the top-antitop pro-
duction is the most important reducible background (with two W bosons and two b-jets in the
final state).
Table 6.1 collects the measured cross sections for the main background and the signal pro-
cesses for the semileptonic cross section measurement at the Tevatron and for this work. The
main background is in both cases the W+jets, followed by the top-antitop production. A great
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Table 6.1. Summary of the WW and WZ signal and main background processes as measured
at the Tevatron (
√
s = 1.96 TeV, proton-antiproton collisions) and at the LHC (
√
s = 7 TeV,
proton-proton collisions). Reported are also the signal-to-background (S/B) ratios, calculated
taking into account the branching fractions, The reported number are actually the S/(S + B),
but due to the small amount of signal the two numbers are equal. In the table it is also reported
an estimate of the significance.
process σTevatron (pb) σLHC (pb)
WW 11.7 [45] 43.7 [72]
WZ 3.5 [45] 17.4 [72]
W + n partons, n ≥ 1 150 [77, 170] 1.67 · 104 [Appendix A]
S/(S +B) 10.8% 0.4%
S/
√
S +B 0.46 0.18
difference between the Tevatron and the LHC is due to the relative increase of the background
and signal cross sections. While at the LHC the signal cross section is about 4 times larger at√
s = 7 TeV with respect to that at the Tevatron, the background production is enhanced
by a much larger factor. The signal-to-background ratio is therefore worse at the LHC than
at the Tevatron. In particular, in this analysis the S/B is less than 1%; this should be com-
pared also with the S/B ratio for fully-leptonic channels at the LHC, which is always more than
unity [49, 101, 47, 102, 105, 106, 107].
In order to give a first estimate of the errors on the measurement, the jet energy scale and
resolution uncertainties (described in Section 5.6.3) are expected to be the largely dominant
systematic errors as it has been for the same measurement in other experiments (illustrated
in Chapter 3). Table 3.2 shows that in the semileptonic channel the systematic error amounts
to about 14%, while the statistical uncertainty is about 18%; for proton-proton collisions at√
s = 7 TeV the statistical error is expected to improve, since cross sections for diboson pro-
ductions are higher at the LHC than the proton-antiproton cross sections at
√
s = 1.96 TeV. For
what concerns the systematic error, given the larger increase in the background with respect to
the signal, the systematic error is roughly expected to double from Tevatron to LHC (Table 6.1).
The most important backgrounds are defined below:
• W or Z produced in association with jets (W+jets, Z+jets)
due to the large cross section and to the presence of a real W boson, the W+jets processes
are the main background to the semileptonic diboson signal. The W boson is produced
at tree order by a quark-antiquark interacting in the s- and t-channels, and one or more
gluons can be emitted. Also the Z+jets are an important source of background when the
Z decays in electrons or muons. This process may contribute in the case a lepton escapes
the detection or is misidentified as jet and the mismeasurements of jet energy simulate the
presence of 6ET in the event.
In general, the total W cross section can be split in various contributions:
σW = σW+0j + σW+1j + σW+2j + σW+3j . . .
and each term of this expansion receives different contributions from the strong cou-
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Figure 6.2. W+jets cross section results as a function of the jet multiplicity in W → lν decays
in proton-proton collisions at
√
s = 7 TeV with the ATLAS detector [171].
pling [24]:
σW+0j = a0 + αSa1 + α
2
Sa2 + . . .
σW+1j = αSb1 + α
2
Sb2 + . . .
σW+2j = α
2
Sc2 + . . .
The rate of boson+jets processes is quite large at the LHC, decreasing for higher jet
multiplicity, due to the decreasing phase-space and to the dependence on increasing powers
of αS . Figure 6.2 shows this behaviour presenting ATLAS results of W → lν decays in
proton-proton collisions at
√
s = 7 TeV. The measured inclusive cross section is about
50 nb in the kinematic region pjetT > 30 GeV, |yjet| < 4.4 and decreases with increasing
number of jets as expected;
• top-antitop and single-top production (tt and single-t)
the tt pair production and the single-top processes have at least one W in the final state
and one or more jets. Figure 6.3 shows the jet multiplicities for the tt production; these
events are selected in the electron channel with a jet pT > 25 GeV and jet |η| < 2.5. This
shows that the large cross section and the large number of events at low jet multiplicities
made this channel an important background to the WW/WZ→ `νjj signal.
• multijet production from strong interactions (QCD multijet)
Figure 6.4 shows the extremely large cross section for the multijet production at the
LHC with
√
s = 7 TeV [173]. Since the matrix elements for these processes contains
only quark and gluons, they are driven by the strong coupling constant αS of QCD. They
are therefore called in this work as QCD multijet. In the large majority of cases, these
QCD multijet events are characterised by the presence of 2 and 3 jets. This means that
even unlikely configurations from the point of view of the kinematics can happen at a
considerable rate. In particular, events with three jets, with one jet faking a lepton and
mismeasured jet energy can contaminate the selected sample of data. Since no boson is
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Figure 6.3. tt jet multiplicities in the electron channel, with pjetT > 25 GeV and |ηjet| < 2.5
measured by ATLAS at
√
s = 7 TeV [172]. The data (solid points) are compared to
Monte Carlo simulations for different generators and statistical and systematic uncertain-
ties.
Figure 6.4. Inclusive jet multiplicity for QCD multijet production at ATLAS for proton-proton
collisions at
√
s = 7 TeV[173]. The data (solid points) are compared to Monte Carlo
simulations with different generators and settings. The inclusive jet multiplicity for QCD
multijet production are much larger than the jet multiplicity in W+jets events (compare
with Figure 6.2).
present in the final state, this background is not expected to peak in the dijet spectrum
in correspondence of the W mass; nonetheless, the QCD multijet events are difficult to
simulate: the contaminating events have rare kinematics and the final state may arise also
from the superposition of more than a single QCD multijet. The QCD multijet background
originates also from a second category of events with a semileptonic heavy flavour (b or c
quarks) decay.
The Monte Carlo simulations are not reliable for this background, therefore in Section 6.2.4
a method is described to obtain this contribution directly from data. This is called in the
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following data-driven method.
• other backgrounds
other processes which have a smaller cross section than the signal or have a significant
different signature are considered small backgrounds with respect to the main backgrounds
described above. Minor backgrounds for this measurement are for example the diboson
ZZ or the Zγ∗, which have a signature similar to that of Z+jets, but much smaller cross
sections.
6.2 Signal and Monte Carlo Modeling
This analysis relies on the detailed modeling of the signal and background processes, since all
the contributions from the simulations have been used as input to a fit to the data (described
in later Chapters). Therefore the event yield and the shapes of the kinematic distributions need
a well understood modeling of both signal and backgrounds.
For processes where the cross section is known to be well understood, the general procedure
for determining the event yield is derived by the fraction of events which pass the selection
(described in Section 6.4). A weight ωsi for each event i in sample s is defined as:
ωsi =
∏
l
αl,i · SFsi (6.1)
where αl,i represents the correction applied to compensate for some effect, indicated by the
index l, in event i (for example, it may represent a correction factor to the trigger efficiency
for an electron with given η, pT values). Independent effects are considered as independent
probabilities, hence the product of all the αl,i; SF
s
i is instead an overall factor needed for the
sample s, and which may change event by event; in the following, SFsi represents the scale
factor associated with event i in the current Monte Carlo sample s; this is usually different from
unity because it takes into account the Monte Carlo generator efficiency (a poorly-populated
phase-space region usually need a larger density of events than other regions to be properly
modeled).
The weights ωsi are applied on a per-event basis to the selection; other terms are needed to
scale from the number of generated events to the relative efficiency in the integrated luminosity
of data. This second reweighting is performed on a per-sample basis; the total weight applied
to a sample s results in:
hs = (
∑
i
ωsi ) ·
ksσstheory
N sMC evt
∫
Ldt (6.2)
where the number of generated and selected events is weighted with the ωi and scaled with the
total number of generated events (N sMC evt) to the expected rate of the process (σ
s
theory) for the
given integrated luminosity (
∫ Ldt). ks is the k-factor described in Section 2.2.1, which scales
the event yield of sample s to the next perturbative order prediction.
With this prescription, the event yields for the MC simulated processes are estimated for
the same integrated luminosity of collected data, properly taking into account the selection
efficiencies and the various corrections and scale factors. The different contributions to the
ωsi are described in Section 6.3. This is the starting point for the fit procedure described in
Chapter 9.
The signal processes, WW and WZ, are modeled using Monte Carlo simulated samples,
while contributions from various background processes are estimated using a combination of
simulated samples and control samples from data.
CHAPTER 6. EVENT SELECTION 94
Particles produced in multiple interactions, either coincident with the event of interest or in
neighbouring bunch crossings, are included in the simulation. The number of extra interactions
is adjusted according to the measured 〈µ 〉 distribution in Figure 4.1(b).
In the following, the modeling of the most important processes is discussed. The generators
used for the nominal samples are summarized in Table 6.2. The Table includes the values of the
nominal cross section considered for each process along with their uncertainties.
Table 6.2. Cross sections at
√
s = 7 TeV used for various processes. The first column represent
the process, the second the Monte Carlo generators used and the third column the cross section
for that process used in the following.
Process Generator cross section σ (pb) (× BR)
W → `ν ALPGEN (10.46± 0.42)×103 [48]
Z/γ∗ → `` (m`` > 40 GeV) ALPGEN (10.70± 0.54)×102 [48]
Z/γ∗ → `` (10 < m`` < 40 GeV) ALPGEN 3.9×103 [48]
tt¯ MC@NLO 177+10−11
Single top Wt MC@NLO 15.74+1.17−1.21
Single top s-channel MC@NLO 4.63+0.20−0.18
Single top t-channel ACERMC [78] 64.57+2.63−1.74
WW MC@NLO 43.7± 2.1
WZ MC@NLO 17.4± 1.2
ZZ HERWIG 5.96± 0.3 [72, 51]
γW → `ν(` = e, µ, τ) PYTHIA,MADGRAPH [174] 135.4
Wbb ALPGEN 723.0
Zbb ALPGEN 25.8
Wcc ALPGEN 256.9
Wc ALPGEN 914.4
6.2.1 Diboson Modeling
The simulation of the WW and WZ signal processes is based on samples of qq→WW/WZ and
qg → WW/WZ events generated with MC@NLO [72] with NLO calculations. Initial parton
momenta are modeled with the CT10 set for the parton distribution functions (PDFs). The
parton showering, hadronisation and underlying event are modeled with HERWIG [70] and
JIMMY [71].
A sample of ZZ events are also considered and simulated (for m`` > 60 GeV) with HERWIG
interfaced to JIMMMY.
The diboson samples are normalized to the NLO cross sections of 43.7±2.1 pb, 17.4±1.2 pb,
and 5.96 ± 0.3 pb for WW , WZ, and ZZ respectively. The nominal values of the WW and
WZ NLO cross sections have been estimated using MC@NLO with CT10 PDFs. The ZZ NLO
cross section is estimated using MCFM [51] with the MSTW2008NLO [43] PDF.
The uncertainties include PDF and factorisation and renormalisation scale uncertainties
and have been calculated with MCFM by doubling and halving the scales, and varying the
68% confidence level PDF+αs uncertainties by one standard deviation by using the procedure
described in [175].
The MC@NLO generator allows the calculation of weighting factors to transform samples,
generated at one particular aTGC value, to any arbitrary aTGC value on an event-by-event basis
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(see Section 1.9.5). This feature simplifies the aTGC limit setting calculation. The Monte Carlo
signal samples were produced using two different configurations. A first set has been produced
using the Standard Model configuration. This sample lacks of statistics in the high energy
tails of the kinematic distributions (lepton pT, dijet pT), which provide the most sensitivity
to anomalous couplings. A second set of signal samples has been produced with large aTGC
points in order to fill the kinematic tails necessary for setting the aTGC limits. For the nominal
SM signal distributions, these aTGC samples are reweighted to the SM and combined with the
original SM samples in order to increase the MC statistics.
The main disadvantages to the use of the MC@NLO generator is due to the fact that it does
not support semileptonic diboson decays. The semileptonic decay is reproduced by generating
in MC@NLO on-shell dibosons that are then passed to HERWIG to generate the leptonic and
hadronic decays. This leads to a zero-width of the decayed W/Z boson, and the spin-correlations
of the decay products are neglected.
The effects arising from this generation procedure are studied and considered, as systematic
uncertainties. In particular, the effect due to neglecting the spin-correlations has been studied
using W (eν)Z(µ+µ−) samples generated with MC@NLO. The method to assess the systematic
uncertainties is discussed later in Section 8.2.9.
Additional diboson samples of WW/WZ processes are produced with the PYTHIA [68]
generator for systematic studies of different fragmentation models.
6.2.2 Modeling of the Associated Production of a Boson with Jets
The dominant background process to the WW/WZ → `νjj signal is W+jets production. This
background and the similar Z+jet process are generated using ALPGEN v2.13 [77], with
CTEQ6L1 [42] PDFs, interfaced to HERWIG v6.510 [70] and JIMMY v4.31 [71]. Exclusive
samples with zero to four additional partons (np with n = 0− 4) and an inclusive sample with
five or more additional partons (np with n = 5) are used. The cross sections are computed using
the ALPGEN cross sections scaled such that the sum of the np sample cross sections is equal
to the next-to-next-to-leading-order (NNLO) inclusive cross section times branching fraction for
a single lepton species: σ(W → `ν) = 10.46 ± 0.42 nb and σ(Z/γ∗ → ``) = 1.070 ± 0.054 nb
for invariant masses of the two leptons (m``) > 40 GeV [176, 177]. An additional DrellYan
Z/γ∗ → `` sample is produced for dilepton invariant masses between 10 and 40 GeV.
In addition, samples with W/Z+ heavy flavor quarks were generated with ALPGEN, where
c and b quarks are included in the generator matrix elements, rather than coming from the
parton shower or underlying event. The following processes were included: Wc+ np(n = 0, 4),
Wcc, bb + mp, (m = 0, 3) and Zbb + mp, (m = 0, 3). Those samples were merged with the
main W/Z+ light parton background samples. An overlap removal technique was used to avoid
double counting when using the W/Z + jets and W/Z+HF (HF stands for heavy flavour, that
is, c and/or b quarks, as opposed to LF, for light flavours) samples.
In addition to the fully simulated samples, a set of very high statistics W+jets background
samples have been simulated with Atlfast-II (AFII, Section 2.8). The spectra obtained from these
high statistics samples have been used, instead of the full simulation ones, with rates normalized
to full simulation yields. This minimises the effect of the limited Monte Carlo statistics for the
templates used when extracting the cross section and the aTGC limit.
Various samples of the W+jet process have also been generated for systematic uncertainty
studies with varied ALPGEN parameters. The parameters that have been varied are:
• renormalisation and factorization scales:
1. the nominal value corresponds to setting it to m2W +
∑
p2T , where the sum runs over
all final state partons excluding the W decay products;
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2. a scale setting corresponding to m2W ;
3. a scale setting corresponding to m2W + p
2
T,W .
• a multiplicative scale factor (qfac) for the renormalisation and factorization scale: the
nominal value is 1, varied values are 2 and 0.5;
• a multiplicative scale factor for αs at each decay vertex: the nominal value is 1, varied
values are 2 and 0.5;
• the minimum pT of the jets used in the jet-parton matching procedure [178]: the nominal
value is 20 GeV, the varied value is 25 GeV;
• the angular distance ∆R(jet, parton) between the jet in parton shower and the partons
produced in the matrix element calculation for the matching scheme: nominal value is 0.7,
varied values are 0.4 and 1.0. In order to avoid double counting, the cut ∆Rjet,parton >
0.7 is applied when the matching between the matrix-element and the parton shower is
executed. This cut implies that the region where two jets lie at ∆Rjet,jet < 0.7 is populated
only by jets from parton shower and it is has a poor modeling.
It has been shown that the largest systematic effect for this analysis comes from the ∆R(jet, parton)-
varied and from the variation of the renormalisation and factorisation scales (via the qfac pa-
rameter in Alpgen). Samples with variations of the qfac parameter have been produced at event
generator level, while high statistic AFII samples for the ∆R(jet, parton) variations have been
produced in slices of dijet pT: the pT(W ) is highly correlated with pTjj, so a pT(W ) filter is very
effective at populating the high-pTjj region. The pT-filtered datasets have been produced for
∆R(jet, parton) = 0.7 (nominal), 1.0, and 0.4. The high-pT samples are generated in four slices
of pT(W ): [200− 300] GeV, [300− 400] GeV, [400− 500] GeV, and larger than 500 GeV. These
samples are combined with the normal Alpgen samples by only using the normal samples for
pT(W ) < 200 GeV. The result of the combination of the samples is demonstrated for the exam-
ple of W + 1p and W + 2p in Figure 6.5. The Figure shows that at high-pTjj (pTjj & 250 GeV),
the nominal samples are well-modeled by the sums of the high-pT(W ) samples.
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Figure 6.5. The overall pTjj distribution for W + 1p (left) and W + 2p (right) events, obtained
by stitching together different Alpgen MC samples generated in slices of pT(W ). For com-
parison, the nominal samples generated without a pT(W ) filter are also shown.
The Wγ process, generated with MADGRAPH [174] interfaced to PYTHIA, has also been
considered and gives a negligible contribution to the background.
97 6.3. CORRECTION WEIGHTS APPLIED IN THE ANALYSIS
6.2.3 Production of Top-Antitop and Single-Top
Samples of events are produced using MC@NLO v3.41 [72] and POWHEG 1.01 patch 4 [74]
with PDF CTEQ6.6M [41] interfaced to HERWIG for parton showering. Cross sections are
scaled to the NNLO prediction of 177+10−11 pb [179], including resummation of next-to-next-to-
leading logarithmic soft gluon terms with top++2.0 [180, 181]. The pdf and αS uncertainties are
calculated using the PDF4LHC prescriptions [182] with the MSTW2008 68% confidence level
NNLO [175], CT10 NNLO [40, 183], and NNPDF2.3-5F FFN [184] pdf sets, added in quadrature
to the scale uncertainty.
Single top events are generated using MC@NLO for Wt– and s–channels, and ACERMC for
the t–channel [78]. The cross sections are 15.74+1.17−1.21, 4.63
+0.20
−0.18 and 64.57
+2.63
−1.74 pb for Wt–, s–
and t–channels respectively [185, 186, 187].
Samples of tt and single top with varied ISR and FSR have also been generated with AC-
ERMC for systematic uncertainty studies.
6.2.4 QCD Multijet Modeling
The multijet background is estimated from data since the Monte Carlo simulation does not reli-
ably predict the rate of jets passing the lepton identification. The data-driven method exploits a
suitably modified lepton selection to define a control sample dominated by QCD multijet back-
ground and with kinematic distributions as close as possible to those of the standard selection.
This sample is used to define the shape of the distributions for the QCD multijet background.
The modified selection differs for electron and muon channels and is based on the inversion
of cuts defined for the signal selection (Section 6.4). For the muon channel, the control sample is
defined by inverting the cut on the transverse impact parameter significance with respect to the
primary vertex requiring: |d0/σ(d0)| > 3. The track must still be within 1 mm of the vertex in
z. In this way the sample is composed of muons that do not originate from the primary vertex,
as expected for muons produced from heavy flavour decays in jets.
For the electron channel, the control sample is obtained by modifying the identification
criteria requiring that the candidate electrons pass the medium++ [188] criteria and fail the
tight++ one (Section 5.4.2). This selection enriches the sample of events with jets that mimic
an electron.
In both the electron and muon channels the contribution from other processes that pass
the QCD multijet selection is estimated with Monte Carlo and subtracted from the data-driven
selection in order to avoid double counting of the events.
6.3 Correction Weights Applied in the Analysis
In this Section, the most important correction factors applied to the simulations are described.
These corrections enter in the Equation 6.2 for each event i of sample s as components l of the∏
l αl,i, and as global event and sample-based factors ·SFsi terms.
6.3.1 Pile-up Reweighting
As already explained in Section 2.5, the pile-up contribution is difficult to predict and depends
on the 〈µ 〉 that is a parameter that changes with the LHC machine conditions (see Section 4.1.1
and Table 4.2). Therefore, the Monte Carlo simulations have been produced with four specific
values of 〈µ 〉. These working points are scaled in the analysis to match the correct 〈µ 〉 value in
data, and the events are multiplied with a weight that takes into account the fraction of events
in the actual data taking that have been recorded with the specific conditions.
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6.3.2 Vertex Reweighting
Also the beam width along the z direction has been simulated in the Monte Carlo samples with
two values (∼ 90 and ∼ 75 mm) which are slightly different than those in the actual data, and
which depends on the periods. A reweighting procedure has been implemented in order to match
the Monte Carlo events with the correct beam width. The corrections have been calculated using
a Z → ee selection in which the reconstructed Z peak is corrected to reproduce the data [189].
6.3.3 Electron Object Reweighting
Three main weights are applied to the electron object: an efficiency correction, an energy cor-
rection and a calorimeter isolation correction.
The efficiency correction is obtained from the ratio of data to simulated events. The reweight-
ing procedure consists in applying the data/simulation ratios to the Monte Carlo events as de-
scribed in Section 5.4.1. In particular, the efficiency corrections applied for this analysis are for
the reconstruction, the identification and the trigger (described later in Section 6.4.1). These
corrections are applied as a function of the electron η and pT, and results in a correction of
maximum ∼ 3%.
The second important type of corrections applied to the electron objects is one that refines the
electron energy scale, up to a±2% maximum. Only the electrons in the 1.42 < |η| < 1.55 receives
a larger correction (between 5% and 10%) because of a systematic energy underestimate [190].
Smaller corrections are applied to reproduce the FullSim results using AFII samples (less than
1%) and an electron cluster energy smearing is used to correctly reproduce the electron resolution
at high energies (about 0.5%).
The third correction concerns the electron isolation in the calorimeter. The isolation is
defined in terms of the fraction of energy that is found within a cone of given radius (∆R = 0.3
in this analysis) around the electron object direction, excluding the electron cluster itself. This
quantity is sensible to the pile-up and allows a more accurate measurement of the electron
energy. It is found that the average correction consists in the subtraction of about 2 GeV from
the isolation cone around the electron [191].
6.3.4 Muon Object Reweighting
Muon objects too receive three kind of corrections in the form of event weights.
The first kind is very similar to that applied to the electrons, and consists of the reconstruc-
tion (already described in Section 5.5) and trigger efficiencies (described in Section 6.4.1). The
measured scale factors are approximately below 2% and are applied as a function of η and pT.
The second correction aims at improving the Monte Carlo description by smearing the muon
momentum [192]. The average correction is below 1%.
The third correction act on the calorimeter isolation cone of size ∆R = 0.3 and takes care of
the pile-up effect. It is therefore a function of the number of primary vertices (sensitive to the
pile-up) and to the muon η (corresponding to specific calorimeter regions).
6.3.5 Calorimeter Calibration and Failure Corrections
The calorimeter jets in the simulations are reconstructed with the same procedure as those in
data. For AFII samples, however, small differences with the data have been found, therefore a set
of corrections have been applied to the jet direction (η, φ) and pT in case the AFII reconstruction
has been applied.
A second important correction concerns a hardware failure in the electromagnetic compart-
ment of the calorimeters. During the 2011 data-taking campaign, a crate controller failed in the
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EM calorimeter and six front-end boards were lost. This failure corresponds to a region between
0.1 < η < 1.5 and 0.9 < φ < 0.5 of the EM calorimeter not operating. The LAr hole in the
calorimeter was later repaired, but the loss of these boards was present in data for periods from
E to H. The consequence was a significant underestimation of the energy resolution for both
electrons and jets, affecting the 6ET reconstruction as well.
A subset of events in the simulated sample has been generated with the LAr hole resolution
degradation. For the corresponding portion of the Monte Carlo and data, a simple veto method
is used to remove all events in which a calorimeter jet with a significant pT falls in the vicinity
of the affected region [193]. The criterion is that if a jet is expected to have deposited some
fraction of energy in the LAr Hole affected region, the event is vetoed. This fraction is calculated
using the information from the neighbouring cells:
pjetT > 25 GeV ·
1− fjet
1− fcell
where fcell is the fraction of the jet energy coming from a correction in which the dead cell
deposits are assumed the same as the neighboring active ones, while fjet is the fraction of the
jet energy that uses a correction for the dead cells.
6.4 Object and Event Selection
The data used for this analysis were recorded during periods when all ATLAS sub-detectors
were operating under nominal and controlled conditions and satisfied data quality criteria. The
subset of the data sample satisfying data quality conditions is defined in a Good Runs List
(GRL), a list which selects events at the luminosity block (introduced in Section 4.3.8) level.
Using the GRL, the resulting data sample is reduced from ∼ 5 fb−1 to 4.7 fb−1.
6.4.1 Trigger Selection
The events used in this analysis are triggered using the lowest pT un-prescaled
1 single lepton
triggers available during the corresponding data-taking period. These triggers required the
Table 6.3. Period dependent trigger setup used in the analysis.
Period e channel µ channel
D - I EF e20 medium EF mu18 MG
J EF e20 medium EF mu18 MG medium
K EF e22 medium EF mu18 MG medium
L - M EF e22vh medium1 EF mu18 MG medium
presence of an electron candidate with transverse energy ET > 20 GeV or ET > 22 GeV
(depending on the run period), or a muon candidate with transverse momentum pT > 18 GeV:
this is due to the fact that as data period increases, the number of pileup collisions in each bunch
crossing also increases (see Table 4.2). The increased number of pileup interactions results in a
rising trigger acceptance rate; to address the rising trigger acceptance rate, the trigger thresholds
for primary single lepton triggers have been gradually tightened. The names of the trigger chain
used in each period are listed in Table 6.3.
1Un-prescaled refers to the fact that a given event can pass or fail the trigger. Prescaled triggers are instead
trigger setups in which an event passing the requirements may not be recorded due to its relative occurrence.
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Electron Trigger
EF e20 medium, EF e22 medium and EF e22vh medium1 are used in the analysis. The numbers
after EF e represent the nominal pT threshold values for these triggers in GeV. The labels
”medium” and ”medium1” refer to the tightness of the electron identification and ”vh” means
that the trigger has both an η-dependent pT threshold for isolation and a hadronic leakage cut
in Level 1.
The per-electron efficiencies for these triggers are estimated from a Z → ee sample using the
tag-and-probe method in both data and Monte Carlo [194], and are above 96% in almost all the
η range covered by the Inner Detector (with a drop at about 84% in the transition region).
Muon Trigger
The single-muon triggers used in the analysis are EF mu18 MG and EF mu18 MG medium.
The nominal pT thresholds for these triggers are set to 18 GeV. The suffix ”medium” indicates
the difference in the L1 trigger threshold which was tightened from L1 MU10 to L1 MU11 in
the barrel region at the beginning of period J. The single-muon efficiency has been measured
with the tag-and-probe method on Z → µµ events [195], resulting in about 90% in the region
1.5 < |η| < 2.5 and about 75% in the central region.
Application to the Analysis
In this analysis, several trigger-related weights and scale factors are applied to Monte Carlo
events in order to compensate for the difference in trigger efficiencies measured in data.
A trigger matching is performed for the selected leptons in order to be sure that the event is
triggered by that particular lepton and that the trigger efficiency can be correctly used. Trigger
matching methods are identical to the ones used in the per-lepton efficiency estimations. The
∆R between the candidate lepton and the detector η-φ triggering region is set to 0.15 for electron
trigger matching and to 0.10 for muon trigger matching.
Different detector conditions have been included in the simulation corresponding to different
data taking periods. As each Monte Carlo event is assigned to a corresponding period to reflect
experimental conditions, the trigger matching depends on which period the event was assigned
to. This allows to assign the proper luminosity weight for each period.
6.4.2 Object Selection
In this Section the selection of the physics objects used in the analysis is detailed. The
WW/WZ → `νjj decays are identified by requiring a single high transverse momentum lepton
(electron or muon), missing transverse energy and two jets above an ET threshold as described
below.
Before the object selection described in the following Sections is started, the weights and the
corrections described in Section 6.3 have been already applied.
Electrons
Electron candidates are defined as clusters of energy deposited in the electromagnetic calorime-
ter associated to a track reconstructed in the Inner Detector. They are required to satisfy
the ATLAS tight++ (Section 5.4.2) identification criteria and to have transverse energy ET >
25 GeV. The pT threshold is chosen to be well within the trigger plateau. Candidates are
accepted with |η| < 2.47, excluding the crack region between the barrel and endcap electromag-
netic calorimeter, 1.37 < |η| < 1.52, and also excluding the calorimeter region affected by the
101 6.4. OBJECT AND EVENT SELECTION
LAr Hole problem for part of the 2011 data. The candidate electron track is required to be
consistent with originating from the primary vertex by requiring that:
• the transverse impact parameter significance is: |d0/σ(d0)| < 10;
• the impact parameter along the beam direction is: z0 < 1mm.
Furthermore, the electrons are required to be isolated by applying the following calorimeter and
tracking criteria:
• pTcone30pT =
Σ∆R<0.3(p
track
T )
pT
< 0.13;
• ETconecorr30pT =
Σ∆R<0.3(E
cells
T )
pT
< 0.14.
where pTcone30 (ETconecorr30) is defined as the sum of the transverse momentum (transverse
energy) of the tracks (calorimeter clusters) in a cone of size ∆R = 0.3 around the electron
direction, excluding the electron.
Muons
Muon candidates must satisfy pT > 25 GeV and |η| < 2.4. The pT threshold is defined to be
well within the plateau of the trigger efficiency. They must also be consistent with originating
from the primary vertex, in order to reject muons originating from cosmic ray interactions and
to reduce background from heavy flavour decays. The muon pointing criteria are:
• the transverse impact parameter significance is: |d0/σ(d0)| < 3;
• the impact parameter along the beam direction is: z0 < 1 mm.
To reduce mis-identifications and improve on the muon momentum resolution, quality re-
quirements on the muon track reconstruction have been applied. Muon tracks are required to
have at least two hits in the pixel detector, one of them in the first layer, and six or more hits
in the SCT. Tracks are vetoed if they have more than two holes in the SCT and pixel detectors,
as well as tracks with an excessive amount of outlier hits in the TRT.
Muon candidates are required to be isolated using both tracking and calorimeter criteria:
• pTcone30pT =
Σ∆R<0.3(p
track
T )
pT
< 0.15;
• ETconecorr30pT =
Σ∆R<0.3(E
cells
T )
pT
< 0.14
where pTcone30 (ETconecorr30) is defined as the sum of the transverse momentum (transverse
energy) of the tracks (calorimeter clusters) in a cone of size ∆R = 0.3 around the muon direction,
excluding the muon.
Jets
Jets are reconstructed from topological clusters using the anti-kt algorithm [159] with radius
parameter R = 0.4 and full four-momenta recombination.
The jet vertex fraction (JVF) is a quantity that has been used to discriminate the jets
produced from pile-up from those of the hard scattering. For a given jet, the tracks that match
the jet in a ∆R cone equal to the jet size are considered; then the ratio of the sum of the pT of
jets associated to the primary vertex over the sum of the pT of all jets defines the JVF. If this
number is close to one, the majority of the tracks come from the primary vertex, that is, the jet
is not from pile-up.
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Jets produced from pile-up interactions are rejected with the requirement that the absolute
value of the jet vertex fraction [196] is larger than 0.75 (|JV F | ≥ 0.75). The efficiency of
this cut is 95% up to |η| < 2.5 and is well modeled by the MC as has been shown with
a data driven procedure [197]. Only jets with pT > 25 GeV, |η| < 2.8, passing minimum
quality criteria [198] and lying at a distance ∆R > 0.5 from the leptons are considered. These
criteria aim at identifying jets not associated to real energy deposits in the calorimeters. These
misidentified jets can come from various sources including hardware malfunctions, accelerator
beam conditions, and cosmic-ray showers [199].
The effects due to the jet energy scale and jet energy resolution uncertainties and to possible
discrepancies between data and MC due to possible mis-modellings are taken into account in
the estimate of the systematic uncertainty as described in Chapter 8.
Missing Transverse Energy
The missing transverse momentum ( 6ET ) is defined as the momentum imbalance measured in
the transverse plane of the detector.
The total missing energy used in this analysis is METRefFinal; it uses AntiKt4LCTopo jets,
which give improved resolution compared to other algorithms. The 6ET calculation includes
corrections for calibrations and smearing of identified leptons. The 6ET is also corrected when
systematic effects due to the jet energy scale and resolution are considered.
6.4.3 Event Selection
In order to remove non-collision backgrounds, events were required to contain a primary vertex
reconstructed from at least three tracks, each with pT > 400 MeV. In events where multiple
collision vertices are reconstructed, the vertex with the largest Σp2T of the associated tracks is
defined as the primary vertex.
The WW/WZ → `νjj semileptonic decays are identified by requiring one high-pT lepton
(electron or muon), missing transverse energy, and two jets. The high-pT lepton and the 6ET are
used to identify the leptonically decaying W . For those events in which such a candidate is found,
the two jets are used to reconstruct the invariant mass. This second step aims at identifying the
hadronically decaying boson. In order to separate the signal from the backgrounds passing the
selection, a fit procedure described in Chapter 9 is applied.
Leptonically Decaying W Boson
The electron and muon channels are analyzed separately but the selection of the candidates for
the leptonically decaying W boson follows a similar strategy for the two channels.
Events are required to contain exactly one reconstructed lepton candidate (electron or muon)
with pT > 25 GeV and |η| < 2.47 (2.4) for electrons (muons).
Events with more than one well reconstructed and identified lepton are rejected in order to
suppress the Z+jets and tt¯ backgrounds. Events are required to have 6ET > 30 GeV to account
for the presence of the unobserved neutrino from the W → `ν decay. The transverse mass mT,
calculated from the lepton transverse momentum and the 6ET :
mT =
√
2· 6ET · pT(`) · [1− cos(∆φ(6ET , `))]
is required to be greater than 40 GeV. The 6ET and mT cuts highly suppress the QCD multijet
background. The threshold for the cut on the transverse missing momentum has been obtained
by optimizing the S/B ratio as a function of the 6ET cut in steps of 5 GeV bins. The increase
from 6ET > 25 GeV to 6ET > 30 GeV decreases the QCD multijet background by 20% while
keeping the signal almost unchanged.
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Hadronically Decaying Boson
The events for which a leptonically decaying W is found are required to contain two jets with
|η| < 2.0 and pT > 25 GeV, and one of these jets must have pT > 30 GeV. A jet veto is applied
requiring no additional jets with pT > 25 GeV up to |η| < 2.8. The jet veto strongly suppresses
the background from top events, while the requirement on central jets suppresses QCD multijet
and W/Z+jets processes where the jets have larger |η|. In order to further reduce the QCD
multijet background, the azimuthal angular separation between the leading jet and the missing
transverse energy direction must fulfill ∆φ( 6ET , j1) > 0.8. The ∆φ(6ET , j1) distribution prior to
applying the cut can be seen in Figure 6.6. Finally, the distance in pseudo-rapidity between the
two jets must satisfy ∆η(j1, j2) < 1.5 (Figure 6.7). The pseudorapidity distance between the
leading and sub-leading jets is narrower for the signal processes than for background processes as
it is shown in Figure 6.7, thus a cut on ∆η(j1, j2) results in improving the signal-to-background
ratio.
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Figure 6.6. ∆φ( 6ET , j1) distributions for all processed, for the electron (left) and muon (right)
channels after applying all selection criteria but the ∆φ(6ET , j1) cut. The distributions are
normalized to the same area.
If the total transverse momentum of the two selected jets satisfies pTjj < 250 GeV, the
angular distances between the two jets is required to be ∆R(j1, j2) > 0.7. This cut is due to the
fact that the ALPGEN samples implement this requirement at generator level (Section 6.2.2),
therefore if two jets have a smaller angular distance they are produced from the parton shower,
and not from the matrix element. This generation feature results in a poor modeling of the
region at low ∆R(j1, j2) as it can be seen in Figure 6.8. The mismodeling greatly affects the
low mjj region as it can be seen comparing Figures 6.9 and 6.14, where the mjj distributions
are shown before and after the cut on ∆R(j1, j2) is applied. However, if pTjj ≥ 250 GeV, the
angular cut on ∆R(j1, j2) is released. An additional systematic uncertainty is considered for the
W/Z + jets process to cover the remaining modeling discrepancies.
After applying all event selection criteria, 127650 events are found in the electron channel
and 134846 in the muon channel in data.
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Figure 6.7. ∆η(j1, j2) distributions for all processes, for the electron (left) and muon (right)
channels after applying all selection criteria but the ∆η(j1, j2) cut. The distributions are
normalized to the same area.
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Figure 6.8. Comparison of the ∆R(j1, j2) distributions for data (solid circles) and MC (his-
tograms) for electron (left) and muon (right) channel after applying all selection criteria
but the ∆R(j1, j2) cut. The plots in the lower panel show the percent difference between
data and the MC prediction (solid circles).
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Figure 6.9. Comparison of the mjj distributions for data (solid circles) and SM predictions
shown as stacked histograms for electron (left) and muon (right) channel after applying
all selection criteria but the ∆R(j1, j2) cut. The plots in the lower panel show the differ-
ence between data and the MC background prediction (solid circles) overlaid on the signal
(red histogram).
6.5 Signal and Background Evaluation
The SM predictions for signal and background processes are obtained combining results derived
from simulated samples and from data-driven techniques. These predictions are used to evaluate
the quality of the data/MC modeling. The SM prediction is also used to obtain the expected
mjj distribution that is fitted to the observed mjj distribution, as described in Chapter 9, to
extract the WW/WZ signal yield (Chapter 7).
The expected shapes of the distributions and production rates for the tt¯, single top and dibo-
son samples are obtained from the Monte Carlo simulation. The expected shape for the W + jets
and Z + jets (including both light and heavy flavor jets) distributions are also obtained from
the Monte Carlo simulation. The shape and normalization for the QCD multijet background
and the normalization of the W/Z + jets (again including both light jets and heavy flavor jets)
contributions are obtained using data-driven methods.
The normalisation of the multijet background and the combined W/Z + jets contribution are
determined from a likelihood fit to the 6ET spectrum in data over the range 0 <6ET < 400 GeV,
using 80 bins. This fit is done separately for the electron and muon channels. In the fit,
contributions from the signal, ZZ and top background samples are kept fixed. The 6ET variable
is chosen to determine the normalization because it allows the best discrimination of QCD
multijet processes from W + jets processes, which is the dominant background, as shown in
Figure 6.10.
Since the uncertainty on the W/Z + jets cross section is quite large, the fit allows for a
variation of the normalization of this process by fitting an overall scale factor for the W/Z + jets
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Figure 6.10. 6ET distributions for all processes for the electron (left) and muon (right) channels
after applying all selection criteria but the 6ET cut. The distributions are normalized to the
same area.
sample. A negative log likelihood fit is used to calculate the QCD normalization and W/Z + jets
scale factor. Figure 6.11 shows the 6ET distribution for the data after requiring all selection
criteria but the cut on the 6ET , overlaid with the result of the fit for the electron channel (left)
and muon channel (right).
The fractions of the QCD multijet contribution in the signal region (6ET > 30 GeV) are
found to be 5.3% and 3.7% for electron and muon channels respectively. The correction factors
applied to the W/Z + jets processes are 0.993± 0.005 for the electron channel and 0.965± 0.006
for the muon channel.
Table 6.4 shows the expected number of events for the signal and for each background process
after the full selection (including the 6ET cut) has been applied . The uncertainties on the
backgrounds in the table correspond to the rate uncertainties described in Sections 8.2.1-8.2.2.
The number of events observed in data, the signal to background ratio and signal efficiency
in the range 60 < mjj < 120 GeV are also listed. The signal efficiency is defined as the
ratio of the number WW/WZ → `νjj events passing all selection criteria and in the region
60 GeV < mjj < 120 GeV over the total number of generated events for the WW/WZ → `νjj
processes.
It should be noted that since the 6ET distribution of the signal is very similar to the most
abundant background process, the W + jets, the presence of the signal, at the percent level, does
not affect the result obtained for the QCD multijet background normalization.
The pTj1st , pTj2nd , ∆R(j1, j2), and dijet invariant mass (mjj) distributions for the electron
and muon channels are shown in Figures 6.12, 6.13, and 6.14. The data and MC distributions of
the main kinematic variables are all in agreement within the systematic uncertainties; a detailed
description of the systematic uncertainties is given in Chapter 8.
Table 6.5 summarizes the method used for each process to obtain the SM prediction.
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Figure 6.11. 6ET distributions shown after applying the scale factor corrections to W/Z + jets
and the QCD multijet normalization given by the 6ET likelihood fit for the electron (left)
and muon (right) channels.
Table 6.4. Total number of events in data and expected yields for each process. The multijet
and W/Z+jets yields are obtained from the fit to the 6ET distribution as explained in the text.
Uncertainties for the expected signal yields are based on the corresponding cross section uncer-
tainties, while for QCD multijet and the other backgrounds the uncertainties correspond to the
assumed rate uncertainty. The last two rows list the signal efficiency and signal to background
ratio for the two channels.
Process e µ
WW 1435 ± 70 1603 ± 79
WZ 334 ± 23 370 ± 26
W+ jets (107± 21)× 103 (116± 23)× 103
Z+ jets (55.4 ± 11.1)×102 (46.3 ± 9.3)×102
tt¯ (47.2 ± 7.1)×102 (47.2 ± 7.1)×102
single t (20.2 ± 3.0)×102 (20.5 ± 3.1)×102
multijet (67.3 ± 10.1)×102 (50.5 ± 7.6)×102
ZZ 19.2 ± 3.8 21.1 ± 4.2
Total SM prediction (128 ± 17)×103 (135 ± 19)×103
Total Data 127650 134846
Signal efficiency for 60 < mjj < 120 GeV 1.9% 1.6%
Signal to background ratio for 60 < mjj < 120 GeV 2.02% 2.13%
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Table 6.5. Summary of the method used to obtain the SM predictions for the normalization and
shape of each process.
Process Normalization Shape
W+LF-jets, W+HF-jets NLO cross section correction from 6ET fit ALPGEN
Z+LF-jets, Z+HF-jets NLO cross section correction from 6ET fit ALPGEN
top, single-top NLO prediction MC@NLO
QCD multijet electron 6ET fit data-driven medium not tight
QCD multijet muon 6ET fit data-driven not-pointing
WW/WZ NLO prediction MC@NLO
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Figure 6.12. Distributions of the leading (top) and sub-leading (bottom) jet transverse moment
for electron (left) and muon (right) channels. The points are data and the stacked his-
tograms are SM predictions. The rightmost bins include overflow. In each plot, the lower
panel displays the relative difference between the data and the MC expectation.
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Figure 6.13. Distributions of the angular distance ∆R between the leading and sub-leading jets
for electron (left) and muon (right) channels. The points are data and the stacked his-
tograms are SM predictions. In each plot, the lower panel displays the relative difference
between the data and the MC expectation.
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Figure 6.14. Comparison of the mjj distributions for data (solid circles) and SM predictions
shown as stacked histograms for electron (left) and muon (right) channels. The plots in
the lower panel show the difference between data and the MC background prediction (solid
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Chapter 7
Cross Section Definition
The solution to the problem only changes the problem.
– Peer’s law
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In this Chapter, the production cross section for the diboson WW/WZ →
`νjj processes is defined in terms of the counted events. In particular, the
fiducial and the total cross sections are described, showing how the WW
and WZ processes contribute to the measurement. This is a crucial defini-
tion for the fit structure and to understand what the measurement is really
about.
7.1 Overview
The signal event yield is extracted from a binned maximum likelihood fit [2] to the mjj distri-
bution of the data. A binned fit to the mjj has been chosen for several reasons. First of all,
the fit needs to be stable, and repeated many times with different inputs for testing purposes.
A binned fit allows the computational cost to be reduced and affordable with respect to an
unbinned likelihood fit.
The input for the binned likelihood are histograms of signal, background processes and
systematic-varied mjj distributions. These histograms are named in this work templates. The
fit uses the expected background templates (shapes and rates) and shapes of the histograms
describing the systematic uncertainties (systematic templates) to obtain the normalisation of
the signal template (assuming a given signal shape).
The expected mjj distribution is obtained by summing the distributions of all relevant pro-
cesses, each of them normalized to the expected number of events for the integrated luminosity
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L. The signal mjj templates are also normalized to the total number of expected events assuming
as reference cross sections the MC@NLO cross sections (σWW,MC@NLO and σWZ,MC@NLO).
The parameter of interest extracted from the fit is a multiplicative factor β applied to the
signal normalization. The likelihood is obtained by combining the electron and muon channels
in a single likelihood function in order to correctly take into account the correlation between
the two channels. The details on the likelihood function and on the systematic uncertainties
treatment are given in Chapter 9.
The β factor is defined such that:
Nmeas = β · N expected
β multiplied by the expected number of events of signal from the signal template, β ·N expected,
corresponds to the total number of signal events as measured in data Nmeas. Said differently,
the predicted Standard Model cross section for the WW +WZ processes is scaled by β to obtain
the measured total cross section: σmeastot = β · σexpectedtot .
It is also important to stress two fundamental assumptions used to extract the signal. The
first consists in the fact that the extracted β from the fit applies to a fiducial volume, defined
by the selection applied on data and simulations. The fiducial volume is a subset of the total
phase space, therefore the total cross section is obtained extrapolating the fiducial volume using
the theoretical predictions.
The second point is that only a single value of β is obtained, therefore a single β describes
the normalisations of both WW and WZ processes. This is the same as assuming that the
relative normalisation of the two processes is fixed.
7.2 Definition of the Fiducial Volume
The total cross section is calculated by extrapolating the measured fiducial cross section to
the total (experimentally inaccessible) phase space using theoretical predictions. A common
selection for the fiducial phase space for the two channels is needed otherwise it is not possible
to disentangle the WW from the WZ processes, in the muon and electron channels.
The common fiducial phase space is defined applying to the particle level objects a selection
as close as possible to the analysis selection. The fiducial phase space selection requires a
W boson decaying leptonically to an electron or muon with pT > 25 GeV and |η| < 2.47.
W → τν decays are not included. In order to make the fiducial volume definition less sensitive
to QED radiation, photons lying within ∆R = 0.1 of the selected leptons are added to the
lepton transverse momentum. Events should contain a hadronically decayed W or Z boson and
two particle-level jets separated by ∆R > 0.5 from the selected leptons and with |η| < 2.0 and
pT > 25 GeV. The leading jet should have pT,j1 > 30 GeV. The event should not contain other
jets with pT > 25 GeV and |η| < 2.8. The 6ET reconstructed from non-interacting particles
is required to satisfy 6ET > 30 GeV and ∆φ(6ET , pT,j1) > 0.8. The transverse mass of the
leptonically decaying W boson is required to be mT > 40 GeV. Finally the two selected jets (j1,
and j2) should satisfy |∆η(j1, j2)| < 1.5; 25 < mjj < 250 GeV; ∆R(j1, j2) > 0.7 if the vectorial
sum of the transverse momenta of the two jets satisfies pTjj < 250 GeV.
More details on the fiducial selection can be found in Appendix E.
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7.3 Definition of the Cross Section Measurement
The standard formulas that relate the measured signal event yield to the fiducial (σfid) and
total (σtot) cross section are:
σfid =
Nmeas
L·C (7.1)
σtot =
σfid
A·B (7.2)
where B is the branching ratio of the considered process; C is a correction factor that takes into
account the difference between the reconstructed and truth signal yield; A is the acceptance
calculated as the fraction of signal events passing the fiducial volume cuts. The factor C is
obtained as the ratio between the reconstructed signal events passing all analysis cuts and the
number of events generated in the fiducial phase space; A and C are expressed as:
A =
Nfidtruth
N `νjjtruth
C =
Nfidreco
Nfidtruth
Nfidreco is the number of truth-level events passing the event selection. This number includes also
non WW/WZ→ `νjj processes; in particular, the W → τν decays as discussed in Section 6.1.1
are included. This allows to correctly extrapolate the WW/WZ→ `νjj production fiducial and
total cross sections for electron and muon channels only.
Equations 7.1 and 7.2 apply if a single process is contributing to the signal. In this analysis
the two processes WW and WZ contribute to the total measured signal yield with different
cross sections, semileptonic branching ratios (BWW , BWZ), acceptances and correction factors.
A generalization of the relation between the signal yield and the fiducial cross section for this
case is:
σfid =
Nmeas
L ·Dfid (7.3)
where the factor Dfid is defined as:
Dfid = f
WW
fid · CWW + (1− fWWfid ) · CWZ (7.4)
fWWfid =
1
1 +
σWZ,MC@NLO·AWZ ·BWZ
σWW,MC@NLO·AWW ·BWW
(7.5)
The factor fWWfid represents the ratio between the WW fiducial cross section and the WW +WZ
fiducial cross section as calculated based on SM calculations, therefore the Dfid represents a
weight-averaged CWV factor. It is also worth to note that in this generalisation, the acceptances
enters the fiducial cross section definition. This is an effect of the combined measurement of the
WW and WZ signals.
A similar generalization applies to the total cross section calculation yields:
σtot =
Nmeas
L ·Dtot (7.6)
Dtot = f
WW
tot · (C · B ·A)WW + (1− fWWtot ) · (C · B ·A)WZ (7.7)
fWWtot =
1
1 +
σWZ,MC@NLO
σWW,MC@NLO
. (7.8)
The latest correction takes into account the fact that actually there are three processes:
W+Z, W−Z and WW . Table 7.1 shows the calculated Ddif and Dtot for the electron and the
muon channels, after all corrections described above have been implemented, and calculated at
NLO.
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Table 7.1. Calculated values for Dfid and Dtot, for the electron and the muon channels sepa-
rately. The values have been obtained by combining the Standard Model generated signal sam-
ples summed to the aTGC generated samples, scaled to the Standard Model prediction.
electron muon
Dfid 0.622 0.683
Dtot 7.0 · 10−3 6.3 · 10−3
The systematic uncertainties on the fiducial and total cross sections are obtained by summing
in quadrature the uncertainties on the signal yield, on the factors Dfid or Dtot and on the
integrated luminosity. The various sources of systematic uncertainty are discussed in Chapter 8,
while the method to assess systematic uncertainty on the signal yield obtained in the fit is
discussed in Chapter 9. More details on the calculations of A, C, Dfid and Dtot are given in
Appendix B.
Chapter 8
Description of the Systematic Effects
You’re on earth. There’s no cure for that.
– Samuel Beckett
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In this Chapter the sources of systematic uncertainties that affect the mea-
surement of the WW/WZ → `νjj production cross section are described.
Each systematic uncertainty is analysed separately to assess the effect on
both the shape and rate of the dijet invariant mass distribution. The results
are used as input for the fit, described in Chapter 9.
The systematic uncertainties are estimated both for the cross section measurement and for
the anomalous triple gauge coupling limits. The systematic uncertainty on the cross section
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measurement is estimated by calculating the systematic uncertainties on Nmeas, Dfid, Dtot
and on the integrated luminosity. For the limits on the anomalous triple gauge coupling, the
uncertainties affecting the normalization and the shape of the pTjj spectra are considered.
As already introduced in Section 7.1, the signal yield Nmeas is measured using a likelihood fit
of the mjj spectra, therefore the sources of systematic uncertainties for the signal yield consist of
effects that change the shape and the normalization of the dijet invariant mass distributions of the
background processes. These sources of uncertainties are considered using nuisance parameters
in the fit as described in Chapter 9. Those uncertainties that can not be profiled are evaluated
using pseudo-data as described in Section 9.2. All the sources that are relevant for the aTGC
analysis are also considered for this measurement.
Systematic uncertainties are discussed for the four composite process inputs used for the fit:
the WW/WZ signal, the W/Z + jets, the top and the QCD multijet templates.
For each uncertainty source that affects the shape of the mjj distribution, the parameter
which describes the uncertainty is varied within one standard deviation in both direction. In
the following, the variations corresponding to +1σ are defined as up variations, and those cor-
responding to −1σ are defined as down variations. The obtained distributions are said to be
shifted (up or down), with respect to the non-shifted distributions, which are named nominal.
The normalisation uncertainties affecting the signal in the cross section measurement are
considered through the Dfid and Dtot factors in Section 8.1.3 and propagated to the cross
section considering them uncorrelated from the signal rate.
In the following, the discussion on the systematic sources is organised in several parts. The
first part is devoted to the description of the JES and JER uncertainties, both for signal and
backgrounds. Then other effects are discussed, which eventually have been considered for only
a subset of backgrounds: the normalisation uncertainty on the W/Z + jets processes, the un-
certainties on the top templates, those on the QCD multijet, the fragmentation and the scale
variation effects, the dependence on the PDFs for the signal. Finally, the statistical uncertainty
is discussed and a summary of all the treatment is given.
8.1 Uncertainty on the Jet Measurement
Systematic uncertainty on the jet energy scale and resolution are propagated through the analysis
to assess their effects on the templates. The variations of the scale and resolution uncertainties
are propagated independently. The variations in scale and resolution are also propagated to
the 6ET . The jet energy scale (JES) and jet energy resolution (JER) uncertainty evaluation is
based on a detailed study [166], which uses both data and Monte Carlo samples and includes
uncertainties due to many sources such as the calorimeter energy scale, dead material description,
cluster reconstruction, fragmentation, underlying event (UE) and pile-up modeling. The total
uncertainty on the jet transverse momentum ranges from about 5% to 3% depending on the jet
pT and η (see Section 5.6.3).
The JES uncertainty is related to the calibration scheme adopted and takes into account
various contributions, as explained in Section 8.1.1. It is important to note that, for a given
calibration scheme, both the JES and the JER can affect not only the normalisation, but also
the shape of the distributions. In Section 8.1.3 it will be shown however that, due to the large
number of systematic effects which affect the normalisation, it is not easy to control all the
correlations, therefore a single global normalisation has been used.
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8.1.1 Description of Jet Energy Scale and Jet Energy Resolution Uncertain-
ties
A detailed study [166] shows that for a fixed calibration scheme, 64 independent different sys-
tematic variations of the jet energy scale can be applied. From this large set, a reduced set
is extracted, which describes the uncertainties using only 16 parameters. Figure 8.1 shows the
(a) (b)
Figure 8.1. Effect of the variation for the single reduced set of JES components, compared to
the nominal shift variation, for the W + 2 jets sample. The plot on the left refers to the
shift up, while the plot on the right describes the shift down for the JES. The coloured
points are relative to the single components, while the blue, thicker histogram describes
the global up and down shifts.
effect of the up and down variations according to the reduced set of the JES components for the
Monte Carlo simulated events of the W + 2 jets sample. The same Figure also shows what is
the net effect of varying coherently all the JES components up or down. The first observation
is that the global up and down variations are larger than the single components. The second
point is that, since the total mjj distribution receives the contributions from different samples
in different ways, separating the JES components provides a more precise description of the
uncertainty.
The full description of how the JES uncertainty is decomposed is discussed in [166]. In the
following the components are named JES1–JES16 and they are described in Table 8.1. Two of
the components are not applicable for this analysis, therefore fourteen non-zero JES components
have been considered. In Figure 8.1 the first 12 components (independent on the jet flavour)
of Table 8.1 have been considered. The two components described as eta intercalibration have
been merged in this Figure.
In order to consider the effect of the JES uncertainty, varied templates are obtained by
repeating the analysis, once for each JES component, applying an upward/downward variation
of the JES to the jets in all processes. The size of the variations are equal to the systematic
uncertainty bounds on each JES component. The jet energy scale variation is propagated to the
6ET calculation using the proper methodologies described in Section 5.7.1. The cut on the 6ET is
imposed after the propagation of this systematic uncertainty.
The signal rate uncertainty due to JES is propagated to the cross section measurement
through the Dfid and Dtot factors, as discussed in Section 8.1.3. Therefore, since the JES effect
on normalization is handled separately, the JES-varied templates are normalized to the nominal
number of events, so that these templates only include the shape variation, not the normalization
variation.
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Table 8.1. Description of the different JES components in the analysis. They correspond to the
reduced set of components mentioned in Ref. [200], plus the flavor and topology uncertainties
mentioned in the same reference. Components 9 and 10 do not actually apply to the analysis,
and so are not used. The effective in situ components describe the uncertainties from the in situ
calibration of the JES, including correlations.
JES component Description
JES1-6 Effective in situ components
JES7 Eta intercalibration: stat uncertainties
JES8 Eta intercalibration: MC generator modelling uncertainty
JES9 High Pt term (temporary, 2010 uncertainty) (N.A.)
JES10 Closure of the calibration, relative to MC11b (N.A.)
JES11 NPV pile-up
JES12 Mu pile-up
JES13 Close-by jet
JES14 Flavor composition of jets
JES15 Flavor response
JES16 b-jet uncertainty
The jet energy resolution has been measured from dijet QCD events using both the Asym-
metry and kT methods [165], as already explained in Section 5.6.2. As in the case of the JES
systematic uncertainty, the analysis is repeated with the JER varied; this way only a single
template is obtained, but due to the fit treatment of the systematic uncertainties (Chapter 9)
the varied template is symmetrised with respect to the nominal one, resulting in a up and down
varied pair of templates.
8.1.2 Effects of JES and JER Uncertainties on the Template Shapes
Examples of the templates obtained shifting one JES component for the top (including tt and
single top), W + jets (including W and Z plus jets) and signal samples are shown in Figures 8.2
and 8.3 (top-left, top-right and bottom left) for the muon and electron channels for the JES13
component. The comparison between the data and the total Monte Carlo prediction for the
hypothesis of zero signal (β = 0) is also shown in Figures 8.2 and 8.3 (bottom-right). The
bottom panel in each figure shows the difference between data and Standard Model prediction
in the hypothesis of zero signal in order to give an idea of the size of the template variation due
to the systematic uncertainty with respect to the approximate (before the fit) signal amplitude.
In general, the effect of each JES component uncertainty is small and affects mainly the low mjj
values. The plots for all other JES components are shown in Appendix F.
The nominal and JER varied templates for the top (including top-antitop and single top),
W + jets (including W and Z plus jets) and signal samples are shown in Figures 8.4 and 8.5 (top-
left, top-right and bottom left) for the muon and electron channels. The comparison between
the data and the total Monte Carlo prediction for the hypothesis of zero signal (β = 0) is also
shown in Figures 8.4 and 8.5 (bottom-right). The bottom panel shows the difference between
data and Monte Carlo prediction in the hypothesis of zero signal in order to give an idea of the
size of the JER uncertainty with respect to the approximate (before the fit) signal amplitude.
As for the JES uncertainty, the JER varied templates are normalized to the number of events
obtained from the non-systematic shifted templates.
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Figure 8.2. Muon channel: mjj templates for top (top left), for W/Z+jets (top right) and for
signal (bottom left) processes. Each figure shows the nominal template (continuous black
line) and the varied templates, obtained as discussed in the text, for upward and down-
ward variation of the JES13 component. The lower panels show the difference between
the nominal and the upward and downward varied templates. The bottom right plot shows
the mjj distribution for data (solid circles) and for the expected Standard Model predic-
tions assuming signal equal to 0. The Standard Model predictions are obtained in three
cases: using nominal templates for all processes (solid black line) and using templates
obtained by applying an upward/downward variation of JES13 equal to the uncertainty
bound. The lower panel shows the difference between the data and the Standard Model
nominal predictions (solid circles) and the differences between the nominal and varied tem-
plates (green and red solid lines).
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Figure 8.3. Electron channel: mjj templates for top (top left), for W/Z+jets (top right) and for
signal (bottom left) processes. Each figure shows the nominal template (continuous black
line) and the varied templates, obtained as discussed in the text, for upward and down-
ward variation of the JES13 component. The lower panels show the difference between
the nominal and the upward and downward varied templates. The bottom right plot shows
the mjj distribution for data (solid circles) and for the expected Standard Model predic-
tions assuming signal equal to 0. The Standard Model predictions are obtained in three
cases: using nominal templates for all processes (solid black line) and using templates
obtained by applying an upward/downward variation of JES13 equal to the uncertainty
bound. The lower panel shows the difference between the data and the Standard Model
nominal predictions (solid circles) and the differences between the nominal and varied tem-
plates (green and red solid lines).
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Figure 8.4. Muon channel: mjj templates for top (top left), for W/Z+jets (top right) and for
signal (bottom left) processes. Each figure shows the nominal template (continuous black
line) and the varied templates, obtained as discussed in the text, for upward and down-
ward variation of the JER component. The lower panels show the difference between the
nominal and the upward and downward varied templates. The bottom right plot shows
the mjj distribution for data (solid circles) and for the expected Standard Model predic-
tions assuming signal equal to 0. The Standard Model predictions are obtained in three
cases: using nominal templates for all processes (solid black line) and using templates ob-
tained by applying an upward/downward variation of JER equal to the uncertainty bound.
The lower panel shows the difference between the data and the Standard Model nominal
predictions (solid circles) and the differences between the nominal and varied templates
(green and red solid lines).
8.1.3 Rate Uncertainties Due to JES and JER Variations
Considering the cross section uncertainty related to the rate variations due to JER and JES sys-
tematic uncertainties, a global rate uncertainty is assigned for the W/Z + jets. This uncertainty
is obtained summing in quadrature the uncertainties (as for the renormalisation and factori-
sation scale uncertainties, described later in Section 8.2) in the cross sections for the various
W/Z + jets processes and taking into account the rate variations due to the jet energy scale and
resolution variations. The rate uncertainty assigned to the W/Z + jets is equal to 20%.
The effect of this uncertainty in the signal region is shown in Figure 8.6 for the electron
and muon channel. The rate uncertainty is assumed to be completely correlated between the
electron and muon channels. It is important to note that a large portion of the mjj spectrum is
populated mainly by the W + jets process, therefore the normalisation will be highly constrained
by the fit (see Section 10.1).
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Figure 8.5. Electron channel: mjj templates for top (top left), for W/Z+jets (top right) and for
signal (bottom left) processes. Each figure shows the nominal template (continuous black
line) and the varied templates, obtained as discussed in the text, for upward and down-
ward variation of the JER component. The lower panels show the difference between the
nominal and the upward and downward varied templates. The bottom right plot shows
the mjj distribution for data (solid circles) and for the expected Standard Model predic-
tions assuming signal equal to 0. The Standard Model predictions are obtained in three
cases: using nominal templates for all processes (solid black line) and using templates ob-
tained by applying an upward/downward variation of JER equal to the uncertainty bound.
The lower panel shows the difference between the data and the Standard Model nominal
predictions (solid circles) and the differences between the nominal and varied templates
(green and red solid lines).
Rate uncertainties that affect the signal processes are considered as systematic for the cross
section through the Dfid and Dtot factors. The effect of the JES and JER uncertainty variations
have been calculated for Dfid by varying each JES component and JER by their uncertainties
for all factors that enter in Dfid. The effect of each component is shown in Tables 8.2 and 8.3
for the muon and electron channels respectively. The total uncertainty considered for Dfid is
6%. The same systematic uncertainty also affects Dtot.
The rate uncertainty includes effects due to cross section uncertainty and to rate variation
caused by JES and JER. The theoretical uncertainties on the various top processes (tt, single-
top s-, t-, and tW-channel) are 5 − 10%, depending on process, which we round up to 10% to
be conservative. The maximum rate variations due to the JES/JER uncertainty is 7%. The
cumulative rate uncertainty, obtained by summing in quadrature and rounding, amounts to 15%.
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Figure 8.6. mjj distribution for data (solid circles) and for the expected Standard Model pre-
dictions assuming signal equal to 0 for electron (left) and muon (right) channels.The
Standard Model predictions are obtained in three cases: using nominal templates for all
processes (solid black line) and using for W+jets templates obtained applying an up-
ward/downward variation equal to the W+jet rate uncertainty. The lower panels show
the difference between the data and the Standard Model nominal predictions (solid circles)
assuming 0 signal. The differences between the nominal and varied templates are shown
with green and red solid lines.
Table 8.2. Calculated values for Dfid in the muon channel for the Standard Model MC@NLO
signal samples after varying the JES components and JER by ±σ. % Diff. shows the relative
percent difference with respect to the nominal value.
Muon Channel MC@NLO SM samples only
JES/JER Systematic on Dfid +σ % Diff. -σ % Diff.
Nominal Values 0.679 N/A 0.679 N/A
Effective JES Unc.Component 1 0.684 0.7 0.674 -0.7
Effective JES Unc.Component 2 0.668 -1.6 0.686 1.1
Effective JES Unc.Component 3 0.682 0.5 0.675 -0.6
Effective JES Unc.Component 4 0.678 -0.1 0.679 0.1
Effective JES Unc.Component 5 0.679 0.0 0.679 0.0
Effective JES Unc.Component 6 0.680 0.1 0.678 -0.1
Eta Intercalibration: Stat Unc. 0.681 0.3 0.677 -0.3
Eta Intercalibration: MC Gen. Modelling Unc. 0.683 0.6 0.676 -0.5
NPV Pile-up Uncertainty 0.678 -0.1 0.679 0.0
Mu Pile-up Uncertainty 0.677 -0.2 0.679 -0.0
Close-by Jet Uncertainty 0.679 -0.0 0.678 -0.1
Flavor Comp. Uncertainty 0.700 3.1 0.654 -3.7
Flavor Response Uncertainty 0.690 1.7 0.665 -2.0
b-jet Uncertainty 0.679 0.0 0.679 -0.0
JER 0.666 -1.9 0.666 -1.9
JES components added in quadrature 3.9 5.1
JES and JER 4.4 5.4
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Table 8.3. Calculated values for Dfid in the electron channel for the Standard Model MC@NLO
signal samples after varying the JES components and JER by ±σ. % Diff. shows the relative
percent difference with respect to the nominal value.
Electron Channel MC@NLO SM samples only
JES/JER Systematic on Dfid +σ % Diff. -σ % Diff.
Nominal Values 0.620 N/A 0.620 N/A
Effective JES Unc.Component 1 0.623 0.4 0.615 -0.8
Effective JES Unc.Component 2 0.610 -1.7 0.626 1.0
Effective JES Unc.Component 3 0.622 0.2 0.616 -0.7
Effective JES Unc.Component 4 0.618 -0.3 0.620 -0.03
Effective JES Unc.Component 5 0.620 -0.1 0.619 -0.1
Effective JES Unc.Component 6 0.620 -0.03 0.619 -0.3
Eta Intercalibration: Stat Unc. 0.621 0.1 0.618 -0.4
Eta Intercalibration: MC Gen. Modelling Unc. 0.621 0.1 0.614 -1.0
NPV Pile-up Uncertainty 0.619 -0.3 0.619 -0.2
Mu Pile-up Uncertainty 0.618 -0.4 0.618 -0.4
Close-by Jet Uncertainty 0.623 0.5 0.618 -0.4
Flavor Comp. Uncertainty 0.639 3.1 0.595 -4.1
Flavor Response Uncertainty 0.630 1.6 0.606 -2.3
b-jet Uncertainty 0.620 0.1 0.620 -0.03
JER 0.605 -2.5 0.605 -2.5
JES components added in quadrature 3.9 5.1
JES and JER 4.7 5.7
8.2 Modeling Uncertainties
In this Section the uncertainties related to the systematic errors on the modeling of both signal
and background are described. For each modeling uncertainty, it is specified whether it is
considered important for a certain sample (for example, only background, or only W/Z + jets)
and whether it is considered for the shape or the normalisation uncertainty.
8.2.1 W/Z + jets Shape Uncertainties
In order to estimate the systematic uncertainty on the W/Z + jets shape W + jets samples
(which dominate over the Z + jets contribution) have been produced with variations of the
Alpgen parameters.
The systematic effects on the W/Z + jets modeling are simulated by varying the renormali-
sation and factorization scales, and by changing the ∆R(jet,parton) matching. These have been
identified as the largest contributions to the total modeling uncertainty, other sources being
negligible.
The effect on the mjj shape is obtained by doing a truth-level comparison of the nominal
samples and the samples generated with the varied parameters. Truth-level cuts are applied
to mimic the analysis cuts. The ratios between the varied and nominal mjj distributions are
fitted; the nominal W/Z + jets mjj distributions are then reweighted according to this fit and
the resulting templates are used as the alternative shapes for W/Z + jets in the fit. The varied
templates obtained in this manner are shown in Figure 8.7 for the muon and the electron
channels.
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Figure 8.7. mjj distribution for data (solid circles) and for the expected Standard Model pre-
dictions assuming signal equal to 0. Top plots are for electron and bottom plots are for
muon channel. The Standard Model predictions are obtained in three cases: using nomi-
nal templates for all processes (solid black line) and using for W+jets the shape system-
atic templates for the ∆R matching (left) and for normalization and factorization scales
(right). The lower panels show the difference between the data and the Standard Model
nominal predictions (solid circles) assuming 0 signal. The differences between the nominal
and varied templates are shown with green and red solid lines.
8.2.2 Top-Antitop and Single Top Uncertainties
The modeling uncertainties considered for the single top and tt processes are those induced by
the description of ISR/FSR.
The uncertainty induced by ISR/FSR description is evaluated using a different generator
(ACERMC instead of MCNLO ) and considering different ISR/FSR contributions. The uncer-
tainty on the mjj top shape and rate induced by ISR/FSR is shown in Figure 8.8 for the electron
and muon channel.
8.2.3 QCD Multijet Shape and Normalization Uncertainties
The QCD multijet shape uncertainty is obtained with a data-driven method using an alternative
QCD-enriched control sample obtained by slightly varying the criteria used for the standard
selection. The varied selection is:
• 6ET < 25 GeV (standard selection is 6ET > 30 GeV);
• mT > 10 GeV (standard selection is mT > 40 GeV).
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Figure 8.8. mjj templates for top processes for electron (left) and muon (right) channels. Each
figure shows the nominal template (continuous black line) and the varied templates, ob-
tained as discussed in the text, for upward and downward variation of the ISR/FSR con-
tribution. The lower panels show the difference between the nominal and the upward and
downward varied templates.
The sample composition obtained with this selection is shown in Table 8.4 and the comparison
between data and Standard Model predictions is shown in Figure 8.9 for the electron and muon
channels. The difference between the data distribution and the distributions obtained for all
processes described with Monte Carlo gives an estimate of the QCD multijet contribution.
The ratio between this distribution and the data-driven QCD multijet prediction (described in
Section 6.2.4) is taken as an estimate of the relative uncertainty on the QCD multijet shape.
The shape uncertainty for the signal selection is obtained by multiplying the QCD multijet
template by the ratio measured in the control region. The systematic uncertainty obtained in
this manner is then symmetrised to obtain the up- and down-varied templates. Figure 8.9 shows
the varied QCD multijet templates for the electron and muon channels and the comparison
between data and Standard Model predictions.
The QCD multijet rate uncertainty is assumed to be 15%, completely uncorrelated between
the electron and muon channels. A fit is done to the mjj distribution to extract the QCD multijet
rate, in order to compare it with the nominal estimated rate described in Section 6.2.4.
To cross-check the systematic rate uncertainty a fit is done, in a similar way to the fit
done to extract the signal and described in Chapter 9, but the signal in this fit is considered
the QCD process. The relevant systematic uncertainties are allowed to vary in the fit within
their uncertainties. The fitted rates in the electron and muon channels for the QCD process
are: βµ = 1.12 ± 0.08 and βele = 1.02 ± 0.01. These results show that the measured QCD
multijet rates are consistent with their expected values and that the 15% rate uncertainty is not
underestimated.
8.2.4 Shape Uncertainty on the Signal Due to the Fragmentation
The effect of the different fragmentation models on the shape of the mjj distribution for the
WW/WZ samples is considered by generating a varied template produced with the PYTHIA
generator. The nominal template is obtained using MC@NLO interfaced to HERWIG. A second
varied template is obtained by symmetrising the variation of the PYTHIA template with respect
to the nominal template. Figure 8.10 shows the nominal and varied templates.
This systematic uncertainty also covers the shape variation introduced by the use of MC@NLO.
In MC@NLO the decay of the W/Z boson to jets is not supported. Instead, the W and Z bosons
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Figure 8.9. mjj templates for QCD multijet process for electron (top left) and muon (bottom
left). Each figure shows the nominal template (continuous black line) and the varied tem-
plates, obtained as discussed in the text. The lower panels show the difference between
the nominal and the upward and downward varied templates. The right plots (electron
top, muon bottom) show the mjj distributions for data (solid circles) and for the expected
Standard Model predictions assuming signal equal to 0. The Standard Model predictions
are obtained in three cases: using nominal templates for all processes (solid black line) and
using templates obtained by using the upward/downward variation for the QCD multijet
template. The lower panels show the difference between the data and the Standard Model
nominal predictions (solid circles) and the differences between the nominal and varied tem-
plates (green and red solid lines).
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Table 8.4. Number of expected events for the QCD multijet control region selection for the vari-
ous processes in the electron and muon channels.
Process muon electron
WW/WZ 574 623
W/Z + jets 47k 82k
top 1050 1115
QCD multijet 30k 70k
QCD multijet/All 38% 45%
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Figure 8.10. mjj templates for WW/WZ processes for electron (left) and muon (right) chan-
nels. Each figure shows the nominal template (continuous black line) and the varied tem-
plates, obtained as discussed in the text, for variation of the fragmentation model. The
lower panels show the difference between the nominal and the upward and downward var-
ied templates.
are generated in MC@NLO on-shell, without decaying, and then HERWIG is used to generate
the leptonic and hadronic decays for the bosons. This leads to a small distortion in the line shape
of the decayed bosons since the width does not contain the Breit-Wigner width. This effect is
however well covered by the shape systematic. The dijet mass resolution is much broader than
the natural width of the W , thus the zero-width assumption in Monte Carlo templates has a
very small effect.
8.2.5 Normalisation Uncertainty from Fragmentation for the WW/WZ Pro-
cess
The rate uncertainty on the cross section measurement due to fragmentation has been assessed
as a systematic on Dfid and Dtot. The effect has been calculated by applying the nominal
selection to a PYTHIA generated and HERWIG generated sample and then taking the relative
difference in the event yields as the uncertainty. Table 8.5 shows the calculated values for Dfid
and Dtot for each sample and channel.
The total uncertainty considered for Dfid and Dtot is 4% and 5%, respectively.
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Table 8.5. Calculated values for Dfid and Dtot in both channels of the systematic signal sam-
ples. % Diff. shows the percent relative difference with respect to the average of the 2 values.
Herwig Pythia % Diff.
Muon Channel
Dfid 0.713 0.743 4.03
Dtot 0.0196 0.0205 4.70
Electron Channel
Dfid 0.658 0.683 3.70
Dtot 0.0180 0.0186 3.47
8.2.6 Renormalisation and Factorisation Scale Dependence of the WW/WZ
Process
The systematic uncertainty on the acceptance and mjj shape due to varying the renormali-
sation/factorization scales was investigated using truth-level MC@NLO samples. It has been
found to have a negligible effect (less than 1%), so it is ignored in the analysis.
8.2.7 Jet Veto Scale Dependence for the WW/WZ Process
The signal acceptance depends on the jet veto, which depends on the pT of any additional
jets in the event; therefore the signal acceptance has a dependence on the renormalisation and
factorisation scales. The systematic uncertainty introduced by the scale dependence of the jet
veto has been estimated in two different ways.
In the first method, the jet veto efficiency is compared between MC@NLO+HERWIG and
HERWIG. In order to do this Dtot has been calculated for the standard signal selection and for
the standard signal selection but without applying the jet veto (DnoV etotot ). The quantities Dtot
and DnoV etotot have been calculated with MC@NLO+HERWIG and HERWIG. The ratio between
Dtot and D
noV eto
tot for each generator is shown in table 8.6 as a percentage. The difference between
the ratios is taken as the systematic on the jet veto dependence, this translates to 3.56 % (4.61
%) for the muon (electron) channel. This is rounded up to a conservative value of 5 % for both
channels.
Table 8.6. The percent effect on Dtot due to removing the third jet veto is shown for
MC@NLO+HERWIG and HERWIG in the first two columns for each channel. The difference
of the two percentages is taken as the systematic due to the jet veto scale. 5 % is used as a con-
servative estimate on the systematic for both channels.
MC@NLO+HERWIG (%) HERWIG (%) Difference (%).
Muon Channel
Dtot/D
noV eto
tot 71.7 75.3 3.56
Electron Channel
Dtot/D
noV eto
tot 70.1 74.7 4.61
In the second method, truth-level MC@NLO samples generated with different factorisation
and renormalisation scales (multiplied and divided by 2) are compared to each other. The
variation of the acceptance in these samples is about 1.5%.
To be conservative, the systematic from the first method (5%) is the one that is used.
CHAPTER 8. DESCRIPTION OF THE SYSTEMATIC EFFECTS 130
8.2.8 Uncertainties from PDFs for the WW/WZ Processes
The effect of varying the PDF set for the signal samples has been evaluated as a systematic for
both the normalisation and shape.
The set of PDFs used for the nominal Monte Carlo signal is the CT10 set [40], which uses flex-
ible PDF parametrisation and precise experimental data from deep-inelastic scattering, vector
boson production and single-inclusive jet production. In total, the CT10 PDF parametrisation
include 26 free parameters, which are used in the so-called Hessian method in order to estimate
the PDF uncertainties [201]. The method consists in diagonalising the hessian matrix of the
PDF fit and extract combinations of the parameters which are uncorrelated; the new set of
parameters is then used for the uncertainty evaluation around the new set of eigenvectors.
PDF variations are calculated event per event by applying a weight which scales from the
central CT10 value to a varied value; the weights depend on the eigenvector (the parameter
being varied), on the parton fractions of the proton momenta, on the transferred momentum
squared and on the variation being an up or down variation.
In order to calculate the PDF error for an observable X, with central PDF value X0, the
up (X+i ) and down (X
−
i ) variations for each eigenvector i are combined as in Equation 8.1. In
the case of the CT10 PDF set and the dijet invariant mass observable, for each bin in mjj the
formula is:
∆mb, +max =
√√√√ 26∑
i=0
[
max
(
mb, +i −mb0, mb, −i −mb0, 0
)]2
∆mb, −max =
√√√√ 26∑
i=0
[
max
(
mb0 −mb, +i , mb0 −mb, −i , 0
)]2
(8.1)
where mb represents the mjj value in bin b. The sum in quadrature is justified by the choice of
orthogonal eigenvectors, which results in uncorrelated parameters.
The deviations ∆mb, ±max are then symmetrised for each bin by taking the maximum of the two
and rescaling to the 68 % CL (CT10 variations are provided with a 90 % CL). This procedure
results in a conservative estimate of the systematic uncertainties due to the errors in the CT10
PDF parameters; the uncertainty on the normalisation is calculated from the ratio between the
nominal and one of the symmetrised PDF-varied integral event yield; the shape systematic is
extracted from the bin-by-bin ratio between the PDF-varied and the nominal signal histograms.
This procedure is done separately for the WW , W+Z and W−Z samples, and then the maximum
among the systematic uncertainties (maximum among rate ratios and maximum deviations
among shapes for each bin) is used, to be as more conservative as possible; the signal PDF
uncertainty has been evaluated this way for the electron and the muon channels separately.
A different PDF systematic uncertainty has also been calculated by comparing the central
CT10 value with the central MSTW2008NLO PDF set value; the procedure is similar to the
CT10 systematic case described above, but the fact that there are no eigenvectors in the param-
eter space this time, and therefore there is no combination of errors with a Master Equation.
Table 8.7 summarizes the results obtained varying the PDFs to the CT10 sets and to the
central value of MSTW2008NLO, separated in electron and muon channels, and combined for
the signal samples. The MSTW2008NLO central value PDF set has the effect of lowering the
rate of less than 2%, while the CT10 sets, combined with the Master Formula described above,
show a rise in the rate of maximum 2.5% in the electron channel.
The effect of the PDFs is not only a change in the rate, but it is also expected to affect the
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Table 8.7. Ratio between the combined PDF varied signal rate and the nominal signal rate, for
electron and muon channels, and for the CT10 PDF sets and the MSTW2008NLO central value
set. The CT10 PDF sets have been calculated separately and then combined as described in the
Master formula described in the text.
channel
rate uncertainty wrt nominal CT10 MSTW2008 uncertainty
down up
muon 1.023 1.014 0.992
electron 1.025 1.018 0.986
signal shape. The effect of a shape variation has been evaluated, and Figure 8.11 shows the
ratio between the dijet distribution combined described above and the nominal signal shape,
combined for electron and muon; this ratio has been chosen because it shows the maximum
deviation from the nominal shape, so to be as more conservative as possible. It can be seen that
the ratio is below 0.5% in the region where the signal peaks (mjj < 120 GeV), and it increases
but stays below 2% for larger masses. It should be noted, however, that in this region the dijet
mass template for the signal has very low statistics, therefore the ratio is dominated by the
statistical fluctuations, and the effect of a signal shape variation has been neglected.
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Figure 8.11. Ratio of signal shapes, normalized to unit area, between PDF varied and nominal
shapes. The varied PDF shown in this plot has been combined for all signal samples and it
is shown as the maximum deviation from the nominal shape. It is worth noting that in the
dijet mass signal window the signal shape has very small variations, while for larger masses
the ratio is dominated by the low statistics.
Similarly the effect of a shape variation has been evaluated for pTjj, and Figure 8.12 shows
the ratio between the pTjj distribution modified as described above and the nominal signal shape,
combined for electron and muon.
The PDF systematic on Dtot is evaluated by calculating the PDF effect on the product A ·C.
To be as conservative as possible, only the maximum effect on the rate has been considered
for A · C. This effect is 2.5% maximum for the electron channel, therefore this is taken as the
systematic on A ·C due to the PDF variation. In particular, since the PDF variation scales the
number of events with the matrix element of the process in analysis, the only affected factor
is the acceptance, defined in Section 7.3. The PDF effect has therefore been evaluated on the
A · C product directly.
The PDF systematic is also calculated on the factor Dfid that appears in the fiducial cross
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Figure 8.12. Ratio of signal shapes as a function of pTjj, normalized to unit area, between PDF
varied and nominal shapes. The varied PDF shown in this plot has been combined for all
signal samples and it is shown as the maximum deviation from the nominal shape.
section definition. It is worth noting that in the ratio in the fWWfid definition the numerator and
the denominator consider different processes and therefore different events, but the PDFs are
varied in the numerator and denominator simultaneously to account for correlations. The Dfid
is therefore more sensitive to the PDF when the initial partons are different in the processes
in the numerator and denominator. The strong correlations largely cancel the net effect of the
PDF variations. The maximum deviations from the nominal Dfid estimate have been found to
be 0.75% in the muon channel, and 0.8% in the electron channel. Therefore, a 0.8% effect is
taken as the PDF systematic on the fiducial cross section.
8.2.9 Other Uncertainties: Lepton Reconstruction, Boson Spin-Correlation
The lepton reconstruction and identification efficiencies have been varied within their uncertain-
ties to estimate the rate uncertainties. The maximum variation has found to be within 1% for
both the electron and the muon channels.
The MC@NLO samples used to simulate the signal process neglect the spin-correlation effect
between the two bosons. A truth-level study was carried out to determine the size of the
effect caused by neglecting the spin-correlations. This was studied by generating samples of
W (eν)Z(µ+µ−) decays in MC@NLO, both with and without spin-correlations. The Z → µ+µ−
decay is a proxy for the hadronic Z → jj decay in the signal channel. In this study, kinematic
cuts similar to the nominal selection were imposed, except replacing jet cuts with cuts on the
muons. For the cross section study the only effect that is important is a 3% difference in
rate between the spin-correlation and no-spin-correlation samples (the sample without spin-
correlations has higher acceptance). This difference is considered as a systematic uncertainties
on Dtot. More studies have been carried to study the effect caused by neglecting the spin-
correlation on differential distributions have been done for the aTGC measurement. These
studies are discussed in Section 11.5.1.
8.3 Statistical Uncertainty Due to the Finite Monte Carlo Statis-
tic
The precision of the fit is limited also by the finite statistics of the Monte Carlo samples from
which the templates are obtained. The templates that are mostly affected by the statistical
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uncertainty are the W + jets process templates. In order to reduce this uncertainty, larger
W + jets samples have been produced with the ATLAS fast simulation (AFII). The needed
sample sizes have been calculated in such a way that a further increase in statistics would result
in a negligible improvement in the total systematic uncertainty. It has been estimated that
moving from the increased statistics to an infinite statistics for the W + jets alone would result
in a 2 % change in the total systematic uncertainty.
The AFII Kinematic distributions and the fully simulated sample have been compared and
a very good agreement has been found for all variables. This analysis uses the AFII samples to
obtain the mjj templates, while the efficiency calculation is obtained with the fully simulated
samples. A comparison of the mjj distributions obtained with the fully simulated and with the
AFII data sets is shown in Figure 8.13 for the electron and muon channels. The two templates
are completely consistent within statistics.
The bin-by-bin uncertainty has been evaluated using pseudo-data generated fluctuating each
bin according to the Monte Carlo statistical uncertainty and it amounts to 12% (discussed later
in Section 9.2). The reduction of the uncertainty is in perfect agreement with the expected
reduction from a preliminary result of this analysis [202].
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Figure 8.13. Top plot: mjj distributions for W + jets process for the electron (left) and muon
(right) channels obtain with fully simulated samples (red) and with AFII sample (black).
Bottom plot: relative difference between fully simulated and AFII mjj templates for elec-
tron (left) and muon (right) channels.
Uncertainty on the Luminosity
An integrated luminosity uncertainty of 1.8% [203] has been calculated by the Luminosity Work-
ing Group in ATLAS using the same set of data analysed in this work. This uncertainty is added
in quadrature to the measured cross section.
8.4 Summary of Treatment of Systematic Uncertainties
A summary of the systematic uncertainties considered for this analysis can be found in Table 8.8.
This Table explains also whether a certain uncertainty affects the normalisation, the shape or
both, and the way the uncertainty is taken into account in the fit. The last column of the
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Table shows which of the systematic uncertainties are used also for setting the aTGC limits in
Chapter 11.
Table 8.8. Summary of the systematic sources considered and of the method to estimate their
effect on the cross section measurement. The third column indicates if the systematic is included
in the likelihood definition (PR), if its effect is estimated using pseudo-experiments (E) or if it
is estimated with other methods (O) as explained in the text. The pseudo-experiment method
is explained in Section 9.1. Except for JES15 (jet flavor response uncertainty, see Table 8.1), all
the JES systematic contributions have been profiled in the likelihood fit. JES15 has instead been
evaluated using pseudo-experiments. In the last column the systematic uncertainties that have
been used also for setting the aTGC limits in Chapter 11 are marked with a •.
Source of Systematic Type xSec assessment used for aTGC
W/Z+jets rate Norm. PR •
W/Z+jet modeling Shape PR •
tt+single t rate Norm. PR •
ISR/FSR for tt Norm. and Shape PR
multijet rate Norm. E •
multijet shape Shape PR
PDF signal Norm. O
JES uncertainty (but JES15) all processes but multijet Shape PR •
JES flavor uncertainty (JES15) all processes but multijet Shape O •
JES uncertainty signal Norm. O •
JER uncertainty all processes except multijet Shape PR •
JER uncertainty signal Norm. O •
lepton reconstruction signal process Norm. O
Signal modeling Shape PR
Signal modeling Rate O •
MC statistics all processes N.A. E •
Luminosity Norm. – •
Chapter 9
Definition and Validation of the
Fitting Procedure
If I could control my body, I’d throw it out of the window.
– Samuel Beckett
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In this Chapter, the fit procedure adopted to extract the cross section signal
is defined. The fit uses as inputs the nominal templates defined in Chap-
ter 7 to fit the simulated samples to the data. The systematic uncertainties
discussed in Chapter 8 are taken into account in the fit procedure. The fit
has also been studied from the point of view of the stability, and the tests
that have been done are described in the second part of this Chapter.
TheWW/WZ production cross section is extracted by performing a 5 GeV-binned maximum-
likelihood fit of the observed dijet invariant mass distribution for reconstructed W/Z → jj can-
didates in the range [25 GeV, 250 GeV]. The fit determines the value of the ratio β between the
measured and the NLO Standard Model expected number of events in the fiducial volume (de-
fined in Section 7.2), as well as the optimal values of the parameters which describe the shift in
135
CHAPTER 9. DEFINITION AND VALIDATION OF THE FITTING
PROCEDURE 136
the systematic uncertainties (Chapter 8). From β, the measured cross section is obtained using
the NLO theoretical cross section values estimated with MC@NLO (Section 2.7) as discussed in
Section 1.9.5, and the errors are propagated to the fiducial and total cross sections.
The combined likelihood function is expressed as
L(β, ~α) =
∏
`=e,µ
∏
b=1,45
Pois(n`b|(νbkg`b + βνsig`b )(~α)) ·
∏
p in parameters
fp(αp) (9.1)
where
• n`b is the number of data events in bin b and channel `, with b = 1, 45 and ` = e, µ;
• νbkg`b and νsig`b are the number of expected events in bin b for channel l for background and
signal processes respectively;
• Pois(n`b|νbkg`b + βνsig`b ) is the likelihood of poissonian distributed n`b measured data, when
on average νbkg`b + βν
sig
`b are expected;
• systematic uncertainties for the normalisation and shape of signal and background are
accounted for by introducing parameters into the fit. αp is the p-th component of a
~α vector, describing the effect of one of the systematic uncertainty sources. The ~α are
named nuisance parameters, and are usually constrained in value by other measurements;
• fp are the constraints on the nuisances parameters αp. Usually -and in this work too- the
fp functions are Gaussian distributions.
The maximisation of Equation 9.1 allows to determine βˆ and ~ˆα that better describe the data,
as long as the errors on the parameters. From Equation 9.1, the βˆ factor is a function of the
nuisance parameters ~α because of the parametrisation of the Poissonian likelihood with the ~α
parameters. This implies that the fit is by construction non-linear in the unknown parameters.
9.1 Template Fit Method
The fit treats separately four processes for both the muon and the electron channels: WW+WZ
signal, W/Z+jets (including both light and heavy flavor jets1), top (including both tt¯ and single
top production), and QCD multijet background. Each of these templates is also named in
the following as component. The contribution of each component to the dijet invariant mass
distribution is described by an mjj template. These templates are shown, normalized to unit
area, in Figure 9.1. It can be noticed that the shape of the top template, that includes both the
tt¯ and the single top processes, is quite different from the shape of the signal template. Both
these templates include contributions from a real W → jj decay, but the different shape allows
the fit to discriminate between the two contributions.
Both the background-only and signal-plus-background hypotheses are tested. The fit is
implemented using the standard package HistFactory [204], which is part of the ROOSTATS [205]
implementation. The fp functions in Equation 9.1 are implemented in the fit in a way that allows
them to modulate a continuous drift from the nominal to the varied templates (in the case of
shape variations), or from the nominal to a different normalisation (variations in the process
rate).
1Also Drell-Yan processes and the diboson ZZ production have been added to this template
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Figure 9.1. Nominal dijet invariant mass templates of reconstructed W/Z → jj candidates for
electron sample (left) and muon sample (right). The templates of WW +WZ, W/Z+jets
and t¯t, including single top production, are obtained from Monte Carlo, while the QCD
multijet template is obtained from a data-driven method. All templates are normalized to
unit area.
The likelihood of the number of events in each bin b and for a given lepton flavour ` in
Equation 9.1 is given by the Poissonian distribution:
Pois(n`b|ν`b(~α)) = ν`b(~α)
n`b · e−ν`b(~α)
n`b!
with ν`b(~α) = ν
bkg
`b + βν
sig
`b (~α).
The normalisation and shape systematic uncertainties are considered separately; in partic-
ular, the input templates are normalised, in order to describe their rate with a set of nuisance
parameters ~αN . A second set of parameters ~αS is used to model the uncertainty on the shape.
All these nuisance parameters are collected in the set of ~α parameters; for the signal, the nor-
malisation scale factor is the β itself, and it is treated separately for the other normalisations.
Considering a single bin b, a single flavour ` and a single component k, the number of events is
parametrised as:
νk`b = N
k
`b · ηk(~αN ) · hk`b(~αS)
where Nk`b is the nominal normalisation for the component k, and h
k
`b is the resulting normalised
bin b of the mjj histogram for flavour ` of component k. It should be noted that in these terms
hk`b is just a number, equal to one in the case of the nominal template is considered. In fact,
the fit treats it as a function of ~αS , hence it is parametrised as a function of ~αS . It should be
stressed also that the normalisation scale factors ηk(~αN ) are unique for all lepton flavours, since
the goal of the fit is to extract a global β.
Combining all the contributions for a single bin and given flavour, the input ν`b(~α) to the fit
reduces to
ν`b(~α) = N
signal
`b · β · hsignal`b (~αS) +
∑
b=bkg
[
Nk`b · ηk(~αN ) · hk`b(~αS)
]
There is a little abuse in the notation in this equation; the normalisation factors and the h`
histograms are expressed as functions of different nuisance parameters (~αN and ~αS respectively),
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but in general they both depend on the full set of ~α. This is important to note because in general
there may be correlations among the parameters which describe the normalisation and the shape,
and adding or removing one of the parameter may change the fit result. β itself is expected to
be sensitive to these changes. The tests described in Section 9.4 have been done to control this
behaviour.
In more details, the ηk(~αN ) are normalization scale factors, which are parametrised in terms
of nuisance parameters αk as follows:
ηk ≡

(1 + σk)
αk , αk ≥ 1 ,
1 +
∑6
i=1 ai (αk)
i, |αk| < 1 ,
(1− σk)−αk , αk ≤ 1 ,
(9.2)
where σk is the relative uncertainty on component k due to normalization systematic k, and
αk is a nuisance parameter with a Gaussian constraint of mean 0 and width 1 (the fp(~αN )
in Equation 9.1). When |αk| < 1, the ηbkgk are described by a polynomial of degree six; the
coefficients ai of the 6th-order polynomial are determined by requiring continuity in η, dη/dα,
and d2η/dα2 at the boundaries α = ±1. With this definition, η is always positive (as it represents
a multiplicative correction to the normalisation), its value being (1 + σK) for αk = ±1; the
form 9.2 also avoids kinks in the derivatives at the boundaries, which could otherwise cause
problems for the fit.
For example, the nuisance parameter αW/Z+jets describes the σW/Z+jets = 20% theoretical
uncertainty on the W/Z + jets cross section, which results in ηW/Z+jets having an approximately
Gaussian constraint with mean 1 and width 0.2.
The shape systematic uncertainties are accounted for by introducing nuisance parameters
αj that describe how the shapes of the nominal templates of sample k are distorted by the
systematic j. This is done by defining, for every shape systematic and every sample, an up
template h+jk(x) and a down template h
−
jk(x) obtained by varying the systematic uncertainty j
by ±1 sigma for the sample k (this has been illustrated in Chapter 8). A nuisance parameter αj
then parametrised the shape variation systematic j such that the modified template for sample
k is given by:
hk(x) = h
0
k(x) + Σj
(
hjk(x, αj)− h0k(x)
)
, (9.3)
where the sum is over all shape systematic uncertainties affecting samples k, and hjk(x, αj) is
the template distortion for sample k due to systematic j, which is calculated using a sixth-order
polynomial interpolation:
hjk(x, αj) =

h0k(x) + αj
(
h+jk(x)− h0k(x)
)
, αj > 1 ,
h0k(x) + Σ
6
i=1(αj)
iaijk(x), |αj | ≤ 1 ,
h0k(x)− αj
(
h−jk(x)− h0k(x)
)
, αj < −1 ,
(9.4)
where aijk(x) are histograms that are determined by requiring that h, dh/dα, and d
2h/dα2 be
continuous at the boundaries α = ±1. For shape systematic uncertainties that are symmetric
and reasonably small, it gives approximately hk(x) = h
0
k(x) + Σjαj
[
h+jk(x)− h0k(x)
]
.
The systematic uncertainties in the electron and muon channels due to the same sources
are assumed to be 100 % correlated except for the multijet shape. However, uncertainties due
to different sources are assumed to be mutually independent. The nuisance parameters αj
describing the systematic uncertainties on the normalisations and shapes are included in the
fit (this is described as profiling these parameters), except for the uncertainties due to QCD
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multijet rate and jet flavor response (JES15 in Table 8.1) as described in Table 8.8. The αj for
the latter sources are fixed to zero in the fit, and these systematic uncertainties are estimated
using a frequentist approach based on pseudo-experiments, described in the next Section.
9.2 Non-Profiled Uncertainties
The jet flavor response (JES15) is not supposed to be profiled, because its uncertainty is obtained
with comparison between Pythia and Herwig++; therefore a continuous nuisance parameter does
not have a real physical meaning.
The decision of not profiling the QCD multijet rate is instead based on studies of pseudo-
experiments (explained later); profiling the QCD multijet rate led to a 20% decrease in the
percentage of pseudo-experiments with a good-quality covariance matrix for the fit.
A pseudo-experiment is defined as the likelihood fit run on a pseudo-dataset. A pseudo-
dataset is a set of templates generated by randomly sampling the probability density function
for the signal and backgrounds. Before generating each pseudo-dataset, random values are drawn
for each of the nuisance parameters αj , which affect the mjj shape and/or expected number of
events of each sample. Then, events are randomly sampled from the resulting distributions,
including Poisson fluctuations in the number of events, to produce the pseudo-dataset. Each
pseudo-dataset includes the effects of systematic uncertainties on the shapes and normalisations
of the signal and various background components, as well as the effect of statistical fluctuations.
A fit is performed to each pseudo-dataset, using the same fit procedure as is used to fit
the real data: the αj for the profiled systematic uncertainties are varied in the fit, while those
non-profiled are set to zero.
To calculate the uncertainty due to the jet flavor response, a two-steps procedure is imple-
mented.
In the first step, pseudo-data are generated with randomly-drawn values for both the profiled
αj and the αJES15. Each pseudo-dataset is fitted, including the αj for the profiled nuisance
parameters in the fit, but fixing the αJES15 to zero. Repeating this pseudo-experiment many
times allows to construct a distribution for β, which is assumed to be Gaussian. The width of
the distribution is related to the shift in the JES15 component, therefore it is used to estimate
the total uncertainty on the signal (σJES15+other), including the jet flavor response uncertainty.
In the second step, pseudo-experiments are run excluding entirely the jet flavor response, to
get the root mean square of the signal without the jet flavor response systematic (σother). Then
the uncertainty from the jet flavor response is calculated by subtracting these two results in
quadrature: σJES15 =
√
σ2JES15+other − σ2other.
The distributions of the β from the pseudo-experiments as described above are shown in
Figure 9.2; an uncertainty of σJES15 = 6% is found. The systematic uncertainty on the QCD
multijet rate is calculated in a similar manner and it amounts to 6%.
Table 9.1 summarizes the systematic described with nuisance parameters and indicate whether
or not they are profiled in the fit.
The uncertainty due to the limited Monte Carlo statistics used to create the templates is
also estimated using pseudo-experiments. The pseudo-data are generated from templates whose
bins are fluctuated according to their statistical uncertainty, and then fitted with the original
templates. The up and down templates for the systematic uncertainties are also fluctuated at
the same time as the nominal templates, and the fluctuations in the up/down templates are
taken to be 100% correlated with the fluctuations in the nominal templates.
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Figure 9.2. Left: Distribution of the fitted signal/Standard Model for pseudo-experiments gen-
erated with randomly selected values for the JES15 (i.e. JES flavor response uncertainty)
nuisance parameter. Right: Distribution of the fitted signal/Standard Model for pseudo-
experiments generated with the nominal value of the JES15 nuisance parameter. The sys-
tematic uncertainty on signal/Standard Model due to JES15 is determined by subtract-
ing the RMS’s of the two distributions in quadrature, as explained in Section. 9.1. These
pseudo experiments include bin-by-bin variations due to limited Monte Carlo statistics.
Table 9.1. Nuisance parameters used in template fit to incorporate the systematic uncertainties.
The type ”Shape∗” indicates that the normalization uncertainty relative to that systematic is
included in the rate uncertainty as described in the text.
Source of Systematic Type uncertainty Comments Profiled?
W/Z + jets rate Norm. 20% 1 parameter affecting both channels yes
QCD rate Norm. 15% 2 parameters (one for each channel) no
QCD shape Shape N.A. 2 parameters (one for each channel) yes
JES Shape∗ N.A. 14 parameters affecting all of the components yes,
except for QCD in both channels except for
flavor response
JER Shape∗ N.A. 1 parameter affecting all of the components yes
except for QCD in both channels
top rate Norm. 15% 1 parameter affecting both channels yes
ISR/FSR description Norm and Shape N.A. 1 parameter affecting top yes
in both channels
Signal modeling Shape N.A. 1 parameter affecting signal yes
in both channels
Norm/Fact scale Shape∗ N.A. 1 parameter affecting W/Z + jets yes
in both channels
∆R parton matching Shape∗ N.A. 1 parameter affecting W/Z + jets yes
in both channels
9.3 Expected Significance
The significance is estimated by using the likelihood ratio λ defined as:
λ ≡ L(β = 0,
ˆˆ
~α)
L(βˆ, ~ˆα)
, (9.5)
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where β is the signal strength and ~α is the vector of all the nuisance parameters. The hat-
notation means that L(βˆ, ~ˆα) is the likelihood function maximized by allowing the signal and
nuisance parameters to float, and L(β = 0,
ˆˆ
~α) is the likelihood function maximized by fixing the
signal to zero and only allowing the nuisance parameters to float (the null-hypothesis). The value
of βˆ is allowed to be negative. The λ distributions are evaluated on background-only (λbkg) and
on signal-plus-background (λsig+bkg) pseudo-experiments (Figure 9.4). The pseudo-experiments
include normalization and shape systematic uncertainties, including the uncertainty from limited
Monte Carlo statistics.
In order to quantify the results obtained applying Equation 9.5 to the pseudo-experiments,
the statistics q0 = −2 lnλ is widely used [2]. λ is always between 0 and 1 and, the less likely
the assumption, the smaller λ will be; in this way, higher values of q0 corresponds to increasing
disagreement between the data and the hypothesis β = 0, and therefore the p-value of β = 0
is the probability, assuming β = 0, to find a q0 value at least high or higher than the observed
one. This probability is calculated as
p0 =
∫ +∞
qobs0
f(q0|β = 0, ~α)dq0
and it has the property that P (βˆ ≥ 0) ≥ p0.
A notable result from two theorems due to Wilks [206] and Wald [207] shows that, for
sufficiently large data samples, the distribution of q0 = −2 lnλ is asymptotically related to a χ2
distribution, with number of degree of freedom equal to the number of parameters under test
(one in this case). It is also demonstrated that the asymptotic distribution is independent on the
value of the nuisance parameters [208]. This allows to calculate the p-value without specifying the
~α. In practise, due to the limited statistics, the asymptotic formulas are not exact, introducing
a small dependence on the nuisance parameters on p0. When the two theorems above are valid,
it can be demonstrated that a very simple formula describes the asymptotic p0:
p0 = Φ(q0)
where Φ is the cumulative distribution of the standard Gaussian. Since the significance Z in the
case of Gaussian distributions is defined from the p0 value as [209]
Z = Φ−1(1− p0)
(as shown in Figure 9.3), it turns out that Z =
√
q0: the signal significance can therefore be
estimated as
√−2 lnλ [208], that is, translated in units of standard deviations.
The expected significance has been calculated by fitting to a special pseudo-dataset, gener-
ated by setting the signal and nuisance parameters all to their expected values. Such a dataset
is usually named an Asimov dataset [209]2.
The expected p-value is calculated as the probability to have a λbkg value larger then the
median of λsig+bkg
3. This value is then converted into the number of standard deviations.
9.4 Fit Validation Tests
In this Section, the most important tests that have been done for checking the fit stability and
biases are described. The first set of tests (Distribution of pulls in Section 9.4.1, linearity in
2The name Asimov dataset refers to a short story by Asimov [210], in which the most representative voter
replaces the full electorate.
3The median is used to be less sensitive to the outliers in the tail of the distribution.
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(a) (b)
Figure 9.3. Definition of the significance in relation to a given p-value, and relation with the
significance [208]. Left: graphical definition of the significance Z given the p-value. Right:
significance as a function of the p-value.
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Figure 9.4. Distribution of the likelihood ratio λ for background-only (red points) and sig-
nal+background (blue points) pseudo-experiments. The expected value of λ for the sig-
nal+background hypothesis is also shown as a dashed vertical line.
Section 9.4.2 and fit sensitivity to the uncertainties in Section 9.4.3) aims at showing the general
behaviour of the fit in the conditions used to extract the cross section measurement. Instead,
the second set of tests (stability for different event selections, Section 9.4.4; fit in separate
electron and muon channels, Section 9.4.5; conditional fit with zero signal, Section 9.4.6; binning
variations, Section 9.4.7) aims at studying the behaviour of the fit in situations similar to the one
it has been optimised, but with small variations. The general comment is that the fit procedure
143 9.4. FIT VALIDATION TESTS
is stable, with a small and negligible bias, and it is able to discriminate different configurations,
due to change in the Physics or to different values of the systematic uncertainties.
9.4.1 Pull Distributions
In order to test the fit bias and the correct estimation of the errors, 1000 pseudo-experiments have
been generated with signal and background mjj distributions drawn from nominal templates.
The systematic effect have not been considered (αk = 0), and a quantity defined as pull [211] Pi
has been defined for the i-th test as
Pi =
βi − 1
σi
where βi is the β obtained in test number i, with uncertainty σi. The Pi quantify the distance,
in units on standard deviations, from the nominal β value, which is one (because the pseudo-
datasets are obtained this time by only fluctuating the events in the bins). Figure 9.5 shows the
distribution of the pulls. The top plots have been obtained generating pseudo-datasets with all
the nuisance parameters set to their nominal values, and letting them to float in the fit. The top
left plot demonstrates that in a large number of cases the fit returns a β value compatible with
1. This shows that, at least using the nominal nuisance parameter values, the fit is behaving
consistently, that is, it is not biasing the β value. The pull distribution on the top right of
Fig. 9.5 has a mean close to 0, indicating no bias, and sigma close to 1, showing the validity of
the error handling in the fit.
For the bottom plot, the pseudo-datasets have been generated with random values for each
of the nuisance parameters given in Table 8.8, including those nuisance parameters that are not
profiled in the fit. The random values for the nuisance parameters are drawn from Gaussian dis-
tributions based on their uncertainties. The pseudo-experiments do not include the uncertainty
from limited Monte Carlo statistics. The plot shows that a variation of the nuisance parameters
around their nominal values does not affect the β value found by the fit.
9.4.2 Linearity of the Fit Results
It is important not only to test the fit not to have biases, it is also crucial to demonstrate that
a variation on the signal corresponds to a variation in the same direction on the fit result. In
particular, the fit should respond linearly to a variation of the cross section rate.
Pseudo-data have been generated with different amounts of injected signal, and then fits are
performed. All the pseudo-experiments are generated with the nominal values for the nuisance
parameters. The results of this test are shown in Figure 9.6. Plotting βfit versus βgenerated, and
performing a linear fit, it is found that βfit = 0.99×βgenerated−0.014. The fit is almost perfectly
linear, with a bias less than 2%, which is negligible on the scale of the systematic uncertainties
in this analysis, so no extra systematic is included.
9.4.3 Fit Sensitivity to the Systematic Uncertainties
In order to understand if the fit is treating properly the systematic uncertainties as nuisance
parameters, pseudo-experiments have been generated with random values for the various nui-
sance parameters (as done in Section 9.4.1). It has been checked that the values for the profiled
nuisance parameters obtained from the fit are the same values as was used to generate the
pseudo-dataset. More importantly, the dependence of the fitted β on the values of the nuisance
parameters used to the generate the pseudo-dataset was assessed.
The results for two of the largest contributions to the systematic uncertainty, the JER
systematic and the W/Z + jets rate are discussed in the following. In Figure 9.7, the top plots
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Figure 9.5. Upper plots show the (left) fitted signal/Standard Model and (right) pull distribu-
tion for toy experiments in which all the toys are generated with the nominal values for
the nuisance parameters. The lower plot shows the fitted signal/Standard Model for toy
experiments in which the toy datasets are generated with randomly chosen values for the
nuisance parameters.
show the fitted signal/Standard Model as a function of the generated nuisance parameter values,
and the bottom plots show the fitted nuisance parameter values as a function of their generated
values. This study shows that β has little dependence on the values of the nuisance parameters,
and that the fit is also able to find the correct value of the generated nuisance parameters.
9.4.4 Fit Stability
The optimization of the signal selection has been performed by studying the signal-to-background
ratio and the sensitivity with different selections using Asimov datasets [209] and data driven
control regions [197]. However, as the signal-to-background ratio is small (less than 2%), a check
on the signal stability is required in order to verify that the measured cross section does not
result from a particular choice of selection cuts and that the extracted signal strength is stable
as the selection efficiency is varied. In order to test the stability of the signal, the whole analysis
has been repeated varying some of the selection cuts around their nominal values; the variations
in the cuts contains small shifts from the nominal selection, but this is enough to greatly affect
the QCD multijet and the W/Z + jets background rates and shapes. The check has been done
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Figure 9.6. Plots showing the fit linearity in pseudo-experiments. Top right: fitted β as function
of the generated value of β. p0 and p1 are the y-intercept and slope, respectively, of a
straight-line fit to the points. Top left: fitted β minus the generated β (i.e. the fit bias on
β) as a function of the generated value of β. Bottom: The fit error on β, as a function of
the generated value of β.
for a subset of systematic uncertainties in order to speed up the validation. The values of
the fitted β for the various alternative selections are listed in Table 9.2; the reported errors
refer to the total errors from the fit. Since the cuts are changed only slightly, a large number
of events are correlated among the results. In order to check the consistency of the results,
the contribution due to the correlation has to be subtracted. Figure 9.8 shows the β values
for the nominal and the varied cuts after subtracting in quadrature the Monte Carlo statistics
uncertainty. This uncertainty has been calculated as 12% on the β value for each cut. The
12% statistical uncertainty is derived from Table 10.2. The results show that the signal is quite
stable for changes of the selection criteria around the nominal values.
9.4.5 Fitting Separate Channels
The fit procedure has been designed to perform a combined fit to the electron and muon channels.
It is however important to look at the result of the fit separately to the two lepton channels, even
if the significance of the signal is limited by the increased statistical uncertainty. The result of
the fit to electron and muon channels separately is shown in Figure 9.9. The β values obtained
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Figure 9.7. Results of toy studies. Upper plots show the fitted signal/Standard Model as a
function of the W/Z + jets rate and JER nuisance parameter values used to generate
pseudo-datasets. Lower plots show the fitted values for the nuisance parameters, as a
function of the generated values of these parameters.
from the fit are
βelectron = 1.00± 0.36
βmuon = 1.13± 0.36
In this case the errors include only the systematic uncertainties that are profiled in the fit and
the statistical uncertainty. The two values are completely consistent.
The nuisance parameter values and correlation matrices for the separate fits are shown in
Figure 9.10. The behavior of the fit in the two channels is similar.
9.4.6 Fit with Conditional Zero-Signal
The fit procedure as described at the beginning of this Chapter extracts a small signal in a
limited mjj region from a very large background distribution which extends over a much wider
dijet mass range. This opens the possibility that the input templates fit the data quite well also
in the case of no signal.
In this Section a check is described for testing the fit with a zero-signal hypothesis. It should
be noted however that the sensitivity is a better quantification of how well the hypothesis β = βˆ
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Table 9.2. Measured cross section using templates with alternative selections. The first column
lists the variables for which a varied selection criteria has been applied, the new threshold and
in parenthesis the nominal value. The value of the fitted β is listed in the second column. The
fit has been done with a reduced set of systematic uncertainties, in particular the JES and QCD
multijet systematic uncertainties have been neglected. The quoted error is the error returned
from the fit so it contains the statistical uncertainty and the systematic uncertainty from the
sources treated as nuisance parameters (JER, W + jets and top rate, W + jets modeling, signal
modeling and ISR/FSR for the top samples).
Varied cut β
Nominal 1.11± 0.26
EmissT > 35(30) GeV 0.95± 0.25
EmissT > 25(30) GeV 0.97± 0.20
pTj1st > 35(30) GeV 1.07± 0.22
pTj1st > 25(30) GeV 1.00± 0.24
pTj2nd > 30(25) GeV 0.86± 0.23
mT > 45(40) GeV 0.84± 0.22
 for varied cuts   β
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 > 25 GeVmissTE
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Figure 9.8. β values obtained by varying one cut at the time, and the nominal value. The errors
have been calculated as the total fit error reported in Table 9.2 with subtracted in quadra-
ture the statistical-only error of the nominal value, which is 12% (see Table 10.2). The β
values agree within the systematic errors when varying the selection cuts.
describes the data with respect to the hypothesis β = 0, as already discussed in Section 9.3.
The results on the significance are presented in Section 10.2.
The fit imposing zero signal is executed considering the complete configuration for the sys-
tematic uncertainties. The result of the fit is reported in Figure 9.11, where the difference
between data and fitted Monte Carlo distribution is shown as a function of mjj, for the sum of
the electron and muon channels. The region at high mjj is quite well described from the fit, but
the region close to the signal shows a large discrepancy between data and Monte Carlo.
This also allows for a second conclusion: a procedure that separates the signal region (for
example, a fit in the region 60 < mjj < 110 GeV) from the background-only region (the so-called
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Figure 9.9. Data and Monte Carlo comparison of the dijet spectrum after the separate fit. Er-
rors are statistical only. On the left, the electron channel, on the right the muon channel.
sidebands) would be in this case useless. This can be understood because of the small rate of
signal if compared to the W/Z + jets background: the sideband information is already included
in the fit and it is treated properly in all the spectrum region.
9.4.7 Fit with Different Bin Widths
A study has been done also to check the behaviour of the fit under the same input conditions,
but with different bin sizes for the templates. The aim of this test is to check the fit stability in
case the bin size is varied. It is expected that the smaller bin size, the more constrained are the
β and the nuisance parameters in the fit, while the larger the bin size, the less sensitive the fit.
On the other side, statistical fluctuations in the bin contents are expected to be more important
(inducing instabilities in the fit) when the bin size is small.
Figure 9.12 shows the result of this study for some indicative binnings between 1 GeV and
25 GeV; the nominal 5 GeV binning is represented by the red point. In this range all the βˆ have
values compatible within the errors with the nominal bin size, while the error increases with the
bin width. This is the evidence that the fit sensitivity is worsening with increasing bin size. The
study has been extended for bins up to 100 GeV. Above 40 GeV the βˆ value decreases toward
zero and with larger uncertainty, confirming the decrease in the sensitivity.
Also the nuisance parameters show a trend in both the central value and the error after the
fit is performed as a function of the binning. The analogous plots to Figure 9.12 are reported
in Appendix H for the other parameters. The choice of 5 GeV bin results in the optimal region
for all the fitted nuisance parameters and the βˆ value, since the errors in the parameters are not
increased too much and the central values do not show a significant shift within the errors.
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Figure 9.10. Correlation matrix and nuisance parameter values for the separate fit to the elec-
tron (top) and muon (bottom) data. Left: nuisance parameter correlation matrix. Right:
Shift of each nuisance parameter with respect to the nominal value and relative error in
units of σ. A value equal to 0 means that the nuisance parameter value after the fit is
equal to the nominal value. The yellow and green bands represent the 1 and 2 σ bands.
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Figure 9.12. Behaviour of βˆ as a function of the bin size in the template histograms. The
points represent the central value returned by the fit, the errors are the maximum error
on the parameter as returned by the fit. The red point represents the 5 GeV bin size.
CHAPTER 9. DEFINITION AND VALIDATION OF THE FITTING
PROCEDURE 152
Chapter 10
Results of the Cross Section
Measurement
Venkman: Egon, this reminds me of the time you tried to drill a hole through your
head. Remember that?
Spengler: That would have worked if you hadn’t stopped me.
– Peter Venkman, Egon Spengler
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The fit procedure described in Chapter 9 is applied to the nominal and sys-
tematic templates to extract the signal from the collected data. The results
are collected in this Chapter: the βˆ value, the fiducial and total measured
cross sections, the total error on the measurement and its breakdown into
the systematic components.
10.1 Signal Yield and Cross Section Measurements
The dijet distribution is fitted in the range [25 GeV, 250 GeV] using the procedure described
in Chapter 9; the results of the fit on data are shown in Figure 10.1 for the electron and
muon channels separately. On the plots, the contributions of the single components are shown.
The distributions of the background subtracted data are shown for the two channels separately
(Figure 10.2) and for their sum (Figure 10.3(b)); Figure 10.3(a) shows instead the dijet spectrum
for the combined channels after the fit.
In order to complete the information of Figures 10.2 and 10.3, the distribution of the differ-
ence between data and the signal + background estimation, divided by the total uncertainty, is
shown in Figure 10.4 (top plot). The distribution is well described by a normal distribution with
fitted values of the mean and σ compatible with 0 and 1 respectively. On the same figure, the
153
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Figure 10.1. mjj distributions for electron (left) and muon (right) for data (solid circles) and
for background plus signal obtained from the combined fit. The different processes con-
tributing to the background and signal are shown as stacked histograms. The lower panels
show the difference between data and the signal + background estimation (solid circles),
including the WW/WZ signal scaled to the fitted cross section . The red band shows the
systematic uncertainty.
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Figure 10.2. Distribution of the data (full dots) after the estimation for background only has
been subtracted for the electron (left) and muon channels. The error bars represent the
statistical error on data. The superimposed red histogram shows the fitted signal and the
hatched red bands show the systematic uncertainty. The bottom panels show the differ-
ence between data and MC, where MC includes both background (including the QCD esti-
mation) and signal.
bottom plot shows the distribution of the residuals as a function of mjj for the electron (black)
and muon (red) channels.
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Figure 10.3. Distribution of the data (full dots) after the estimation for background only has
been subtracted for the sum of the electron and muon channels. The error bars represent
the statistical error on data. The superimposed red histogram shows the fitted signal and
the hatched red bands show the systematic uncertainty. The bottom panel shows the dif-
ference between data and MC, where MC includes both background (including the QCD
estimation) and signal.
The most probable β value obtained by minimizing the negative log-likelihood function (from
Equation 9.1) over β and all the nuisance parameters is:
β = 1.11± 0.26 (10.1)
corresponding to the following signal yields:
Nmeas,e = 1965± 197 (stat.)± 501 (syst.) (10.2)
Nmeas,µ = 2191± 219 (stat.)± 559 (syst.). (10.3)
The error includes all the systematic uncertainties from the profiled sources; the statistical-only
error component on β is 10%. If the non-profiled systematic sources are considered, the total
uncertainty on β is 26%.
A summary of the β result obtained from the combined fit and from the individual fits to
electron and muon channels is shown in Figure 10.5.
The uncertainty on β, propagated to the signal yield uncertainties, includes all the rate and
shape uncertainties for all the background processes and the shape uncertainties for the signal
processes. The correlations among the electron and muon channel systematic uncertainties are
correctly taken into account in the fit.
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Figure 10.4. Top plot: Distribution of the differences between data and the signal + back-
ground estimations divided by the total uncertainties in each bin of the mjj distributions
corresponding to the electron and muon channel. The distribution includes 90 entries, one
for each bin of the electron and muon channel. Overlayed is a fit with a Gaussian function.
Bottom plot: residual divided by the total uncertainty as a function of mjj for the electron
(black) and muon (red) channel.
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Figure 10.5. Summary of the β result obtained with the combined fit and with individual fits to
the electron and muon channels. In this case the errors include only the systematic uncer-
tainties that are profiled in the fit and the statistical uncertainty.
The nuisance parameter correlation matrix is shown on Figure 10.6 (left). It is worth noting
that the nuisance parameters and the β show little correlation among themselves in general. Only
a few parameters are strongly (anti-)correlated. For example, the top template normalisation
is strongly anti-correlated with the W/Z + jets normalisation. Also the JER and the JES14
nuisance components are anti-correlated; this can be explained looking at the results of the
separated fits in Figure 9.4.5: the JER component is nearly zero in the muon channel, while
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it is increased in the electron one; the JES14 component is correlated for the electron channel,
while in the muon channel this nuisance parameter is shifted down. As a raw estimate, one
can imagine that when combining these two channels the JER shift is positive, but mitigated
by the muon channel; the JES14 component, on the other hand, follows the electron trend but,
due to the contribution of the muon channel, an increase in the JER nuisance parameter is
related to a decrease in the JES14. The only important anti-correlation for β is the one with the
W/Z + jets normalisation. This is understandable as a physical effect, since both the W/Z + jets
background and the signal peak in the same region in the dijet spectrum; therefore, an increase
in the background is followed by a decrease in the signal. However, when combining the two
channels this effect is reduced, since the sensitivity of the combination is larger than the sum of
the two (this is due to the fact that the fit considers βelectron and βmuon 100% correlated; the
same is true for the backgrounds but the QCD multijet).
As a last remark, it should be noted also that there is no problem when two or more fit
parameters result correlated. The correlation itself does not pose a problem on the understanding
or the stability of the fit as long as the nuisance parameters assume very large values with respect
to their nominal values: the correlation is indeed calculated by exploring the likelihood function
around its maximum by varying the nuisance parameters. In case the variation is too large there
may be the suspect that the linearisation of the problem is not accurate enough to describe the
variations in the likelihood, or the input templates do not describe well the data.
The fitted nuisance parameter values and their errors are listed in Table 10.1 and shown on
Figure 10.6 (right). It should be noted that the only parameter which is mostly constrained
from the fit is the W + jets rate. This constraint is well understood since the fitted mjj spectrum
covers a large range, while the signal is concentrated in a narrow region. On the other hand,
the W + jets background largely populates the whole mjj range, and this results in a strong
constraint for the corresponding nuisance parameter, similar to including a sideband-like control
region for the W + jets background in the fit. The effect of the assumed systematic uncertainty
on the W + jets rate is shown in Figure 8.6 for the electron and muon channels.
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Figure 10.6. Left: nuisance parameter correlation matrix. Right: Shift of each nuisance pa-
rameter with respect to the nominal value and corresponding relative error in units of σ.
A value equal to 0 means that the nuisance parameter value after the fit is equal to the
nominal value, a value equal to 1 means that the nuisance parameter has been moved by
1 σ. The yellow and green bands represent the 1 and 2 σ bands.
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Table 10.1. Values of the nuisance parameters as obtained from the global fit to the electron
and muon channels.
Nuisance parameter postfit value (in σ unit)
β 1.11+0.26−0.25
Jet Energy Resolution uncertainty (JER) 0.28+0.22−0.22
Jet Energy Scale uncertainty component JES1 0.05+0.30−0.30
Jet Energy Scale uncertainty component JES11 0.06+0.33−0.34
Jet Energy Scale uncertainty component JES12 −0.22+0.39−0.34
Jet Energy Scale uncertainty component JES13 −0.53+0.48−0.44
Jet Energy Scale uncertainty component JES14 0.54+0.19−0.24
Jet Energy Scale uncertainty component JES16 −0.1+0.5−0.6
Jet Energy Scale uncertainty component JES2 −0.04+0.31−0.33
Jet Energy Scale uncertainty component JES3 0.59+0.49−0.48
Jet Energy Scale uncertainty component JES4 −0.1+0.5−0.6
Jet Energy Scale uncertainty component JES5 0.06+0.39−0.38
Jet Energy Scale uncertainty component JES6 0.0+0.5−0.5
Jet Energy Scale uncertainty component JES7 0.13+0.50−0.46
Jet Energy Scale uncertainty component JES8 −0.23+0.47−0.37
Top samples ISR/FSR variations (MorePS) −0.1+0.5−0.6
Signal shape modeling uncertainty (WWPYTHIA) 0.4+0.8−0.7
Wjet modeling (matching NLO, shower - dr) 0.27+0.16−0.19
Multi QCD shape uncertainty electron (qcd shape) −0.7+0.8−0.8
Multi QCD shape uncertainty muon (qcd shape mu) −0.1+0.5−0.5
Wjet modeling factorization/normalization scale (qfac) 0.18+0.21−0.21
ttbar and single top rate uncertainty (topxs) −0.3+0.9−0.9
W/Z+jet rate uncertainty (wjetsxs) 0.005+0.046−0.049
10.2 Expected and Observed Signal Significance
The expected signal yield significance (dotted violet line in Figure 10.7) is estimated using the
likelihood ratio λ, as explained in Section 9.3 and it amounts to 3.2 σ. The value of the likelihood
ratio (λ) observed for the data is also shown in Figure 10.7 by the vertical black line, and it
corresponds to an observed significance equal to 3.4 σ.
The fiducial and total cross sections obtained from the measured signal yield through equa-
tions 7.3 and 7.6 are:
σfid = 1.35± 0.14 (stat.)± 0.36 (syst.) pb (10.4)
σtot = 68± 7 (stat.)± 18 (syst.) pb (10.5)
where the cross sections are summed over WW and WZ processes and, for the fiducial cross
section, over the muon and electron channels. These are consistent with the MC@NLO SM
predictions of σ(WW +WZ) = 1.22±0.05 pb for the fiducial cross section and σ(WW +WZ) =
61.1± 2.5 pb for the total cross section.
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Figure 10.7. Distribution of the likelihood ratio λ for background-only (red points) and sig-
nal+background (blue points) pseudo-experiments. The expected value of λ for the sig-
nal+background hypothesis is shown as a vertical violet dashed line while the observed
value is shown as a vertical black solid line.
The systematic uncertainties on the fiducial and total cross sections are obtained by sum-
ming in quadrature the uncertainties on the signal yield, on the factors Dfid or Dtot and on
the integrated luminosity. Table 10.2 summarizes the percent contribution to the systematic
uncertainties on the cross sections from different sources. The single component contribution
to the systematic uncertainty for the signal yield has been obtained by calculating the uncer-
tainty on the parameter of interest fixing one nuisance parameter at a time to the central value
obtained from the fit. The difference in quadrature between the uncertainty obtained with all
floating nuisance parameters and the uncertainty with one parameter fixed is the estimate of
the contribution of that source of systematic.
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Table 10.2. Observed statistical and systematic uncertainties, in %, on the measured fiducial
and total cross sections. The uncertainties are split according to the quantity (Nmeas, Dfid, Dtot,
L) they are affecting.
Source σfid σtot
Nmeas
Data Statistics ±10
MC Statistics ±12
W/Z + jets rate ±15
W/Z + jets shape modelling ±4
Multijet shape and rate ±8
Top rate/shape modeling ISR/FSR ±6
Jet energy scale shape all processes ±9
Jet energy resolution shape all processes ±11
WW/WZ shape modelling ±5
Dfid Dtot
JES/JER uncertainty ±6.0 ±6.0
Fragmentation ±4.0 ±5
Jet veto scale dependence - ±5
Others (spin-corr, lepton reco, PDF) ±1 ±4
Luminosity ±1.8
Total systematics ±27 ±28
Chapter 11
Limits for the Anomalous Triple
Gauge Couplings
We still think of a powerful man as a born leader and a powerful woman as an
anomaly.
– Margaret Atwood
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In this Chapter the studies to extract the limits on the anomalous triple
gauge couplings are discussed.
The Chapter is divided in four parts: the event selection for extracting the
aTGC parameters (Section 11.2), the description of the fit method used to
set the limits (Section 11.4), the treatment of the systematic effects (Sec-
tion 11.5) and then a summary of the results (Sections 11.8 and 11.9). The
results are interpreted both according to the effective lagrangian approach
(Section 1.9.1) and to the EFT framework (Section 1.9.3).
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11.1 Introduction
In Section 1.9.4 it has been introduced the fact that the presence of anomalous triple gauge
couplings could alter the kinematic distributions and the production cross section of the diboson
system. In particular, Figure 11.1 is the same as Figure 1.8(b), in which it is shown how
variations on one aTGC parameter at the time can affect the boson transverse momentum. The
black line refers to the Standard Model prediction.
Figure 11.1. Effects of varying a single aTGC parameter at time on the Z boson transverse mo-
mentum. The presence of an anomalous coupling enhances the high pT tail of the distri-
bution.
The strategy adopted in this work for extracting the limits on the aTGC parameters starts
from this Figure: a variable sensitive to the aTGC is chosen, then a fit of the simulated events
to the data is performed.
The chosen variable is the dijet transverse momentum (it is justified in Section 11.3); the
fit evaluates the likelihood ratio (defined as in Equation 9.5), but this time a scan over the
possible values of the aTGC parameters is performed. Repeating the scan allows to determine
the fraction of toy datasets that result in a likelihood ratio less than the one observed in data.
This defines the regions for which the corresponding p-value is greater than 5%: those regions
define the 95% confidence interval for the corresponding aTGC parameter. The highest value
of the aTGC parameter that is not rejected is called the upper limit at the 95% of confidence
level; in the same way, the lowest value is the lower limit. In this work, the limits are given as
the interval [lower limit,upper limit].
The interpretation for this interval is that repeating many times the same measurement, the
probability to obtain a result compatible with zero aTGC is 95% (not that the probability that
the aTGC is zero is 95%, see discussions in [208]). The fit is described in details in Section 11.4.
11.2 Event Selection for aTGC Limits
The events used to extract the aTGC limit are selected with the same criteria used for the cross
section measurement (Section 6.4.3), except the additional requirement that 75 GeV < mjj <
95 GeV is applied. In the following, aTGC point represents a specific choice for the aTGC
parameters and for the ΛFF (the cutoff scale introduced in Section 1.9.2). In particular, ΛFF is
set to +∞ in all the following Sections; see Sections 1.9.2 and 1.9.3 for a discussion about this
position.
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The 75 GeV < mjj < 95 GeV requirement has been adopted because it optimises the
significance (sig/
√
bkg) for four particular aTGC points:
• λZ = λγ = ±0.35
• ∆κγ = ±0.19
These values have been chosen based on the expected limit sensitivity estimated by preliminary
studies.
In addition, for the cross section measurement, the requirement ∆R(j1, j2) > 0.7 is imposed
to avoid the phase space region that is poorly modeled by ALPGEN Monte Carlo. This cut
affects the high pT tail of the dijet momentum, as jets tend to come closer together with higher
boost. The effect on pT(j1, j2) is demonstrated in Figure 11.2 for the muon channel. This
reduced efficiency has been proven to lead to a deterioration in aTGC limits by almost a factor
of two. The reason for this is the reduced statistics in the tail, which does not allow to reach a
high sensitivity in the interesting region. Thus the requirement of ∆R(j1, j2) > 0.7 is removed
for all the events with pTjj > 250 GeV, in order to populate the high-pTjj tail. This is a trade-off,
pTjj
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Figure 11.2. Comparison of pTjj distribution for the WV signal in muon channel with and with-
out ∆R > 0.7 selection criteria applied.
obtaining much higher signal efficiency at large pTjj but with a higher systematic uncertainty on
the W/Z + jets background estimate in this region. The specific systematic uncertainty included
for the W/Z + jets process to cover the discrepancy in the low ∆R/high pTjj region is discussed
in Section 11.5. It should be noticed that, contrary to the high statistic low pTjj region, the high
pTjj region is dominated by the statistical error. This means that the addition of this systematic
uncertainty does not greatly increase the total uncertainty.
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11.3 Choice of Fit Variable
It has already been discussed in Section 1.9.4 what the most important measurable effects are
if a set of aTGC parameters is introduced to describe (or simulate) new Physics due to triple
gauge couplings. Other than a general increase of the expected diboson production cross section
(Figure 1.8(a)), the other important effect is the harder boson transverse momentum spectrum
if compared to the Standard Model prediction. In particular, Figure 11.1 shows that, at fixed
ΛFF , the high pT tail of the boson pT distribution receives the contribution of more events. It
is also true, however, that the larger ΛFF , the weaker the effect (because the scale of the new
Physics, related to ΛFF , is shifted far away from the Standard Model).
From an experimental point of view, the boson pT is not directly accessible. Possible variables
that can be experimentally used to set the limits on the aTGC parameters are the leptonically
decaying W transverse momentum (which resemble the lepton+6ET pT) and the dijet pT:
• the pT of the lepton, sensitive only to the leptonically decaying W ;
• the pT of the dijet system, pTjj, which is effectively the pT of the hadronically-decaying W
or Z;
A priori, pTjj is expected to be more sensitive than pT,` in the absence of systematic uncertainties,
since it directly probes the boson pT. However, it is important to know whether it is still more
sensitive after taking into account the JES systematic and considering the actual data statistics
available. To compare the sensitivity of these two variables, the expected limits have been
calculated using both variables, and for pTjj the expected limits with and without systematic
uncertainties (from uncertainty on background rates and from JES) are computed. The results
of this study are given in Table 11.1. It can be seen that pT,` limits are about 25% worse than
pTjj, even including the JES systematic. The reason for this may be related to some effect
of the calibration of the objects: it is true that the dijet system is affected by the calibration
uncertainties, but the 6ET depends on all the jets and all the other objects (that is, on all the
calibrations of all the objects) in the event in a non-trivial way (Section 5.7.1). Based on this
study, it has been decided to use pTjj.
Table 11.1. Study of which variable to use to place the aTGC limits. The “bkg. rates” sys-
tematic uncertainties are 20% on the W/Z + jets normalization, 10% on top, and 30% on QCD
multijet.
Expected 95% limits on aTGC’s
Variable Systematics λ ∆κγ
pTjj MC stat. [ -0.0401, 0.0403 ] [ -0.221, 0.244 ]
pTjj MC stat., JES, bkg. rates [ -0.0408, 0.0409 ] [ -0.225, 0.247 ]
pT,` MC stat. [ -0.0513, 0.0519 ] [ -0.288, 0.313 ]
The following Sections describe the fit methodology and the systematic affecting the as-
sessment of the limits on the aTGC parameters. These have been obtained generating aTGC
configurations with MC@NLO (Section 2.7) and following the reweighting procedure described
in Section 1.9.5.
The reweighting procedure has been validated by reweighting the Standard Model signal
sample to the same aTGC point as the aTGC signal sample, and comparing the two samples.
Similarly, the aTGC signal sample has been reweighted to the Standard Model, and compared
this to the Standard Model signal sample. In both cases, the reweighting procedure shows good
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agreement, both in the pTjj shape and in the normalization, as is shown in Figure 11.3. These
plots show the importance of having a Monte Carlo sample generated with an aTGC point,
since the Standard Model sample has low statistics in the high-pT region, and so reweighting
it to aTGC points introduces large statistical errors. For the final estimates of the signal as a
function of aTGC, the Standard Model and aTGC Monte Carlo samples are always combined
together, properly reweighted, so as to maximize the statistics for all values of pTjj.
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Figure 11.3. Validation of the aTGC reweighting procedure for MC@NLO signal, for WW (top)
and WZ (bottom). The pTjj distribution for signal in the muon channel is shown after
all the cuts. The left plots show the MC@NLO sample generated with an aTGC (black)
compared with a Standard Model MC@NLO sample that has been reweighted to the same
aTGC value, using the reweighting procedure described in Section 1.9.5. The aTGC sam-
ple has the following aTGC values: ∆gZ1 = −0.3, ∆κZ = 1.0, λZ = 0.3, ∆gγ1 = 0,
∆κγ = 0, λγ = 0. The right plots show the Standard Model MC@NLO sample (black)
compared with the aTGC MC@NLO sample that has been reweighted to the Standard
Model. The reweighted Standard Model sample in the left plots has large errors, because
the Standard Model sample has very few events in the high-pTjj tail, and it has been
reweighted to an extreme (unrealistic) aTGC point that has a large number of events in
the tail.
11.4 Fit Procedure to Extract the aTGC Limits
The effect of the presence of an aTGC parameter different from zero is studied using the effective
lagrangian introduced in Section 1.9.1 and the vertex approach of Section 1.9.2. The results will
be later translated in the Effective Field Theory formalism (Section 1.9.3).
In this analysis the signal is a mixture of WW and WZ processes. The WW process is
CHAPTER 11. LIMITS FOR THE ANOMALOUS TRIPLE GAUGE
COUPLINGS 166
sensitive to both the WWZ and WWγ vertices, while the WZ is only sensitive to the WWZ
one. Deviations from the Standard Model are expressed in terms of the aTGC parameters
λV , ∆g
V
1 ≡ gV1 − 1, and ∆κV ≡ κV − 1. Generally, ∆gγ1 is taken to be zero because of the
electromagnetic gauge invariance, so that there are only 5 aTGC parameters: λZ , ∆κZ , ∆g
Z
1 ,
λγ , and ∆κγ . In order to reduce the number of aTGC parameters, a number of different
simplifying constraints are often introduced. The LEP constraint (Table 1.5) is one of the most
common scenario and its constraints are reported here:
∆κZ = ∆g
Z
1 −∆κγ tan2 θW (11.1)
λZ = λγ , (11.2)
where θW is the Weinberg angle. The LEP model will be used in this analysis, unless mentioned
otherwise. This model has 2 constraints, which leaves 5 − 2 = 3 free parameters, which are
chosen to be λ(= λZ = λγ), ∆κγ , and ∆g
Z
1 .
The aTGC limit-setting is performed using the TGClim [212] package. The limits are cal-
culated by doing a binned maximum-likelihood fit to the pTjj spectrum. The total pTjj spectra
expected after the analysis selection in the hypothesis of the Standard Model signal, or of a
signal with an aTGC of λ = 0.05, are shown in Figure 11.4 for the electron and muon channels.
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Figure 11.4. Expected pTjj distribution for the muon (left) and electron (right) channels. The
white-filled histogram shows the expected signal in the presence of an aTGC of λ = 0.05.
The fit formalism is a bit different than for the mjj fit. The systematic uncertainties (de-
scribed later in Section 11.5) are included in the fit through nuisance parameters, but in contrast
to the mjj fit, where each nuisance parameter represented a particular source of systematic un-
certainty, in the aTGC fit each nuisance parameter represents the systematic uncertainty on one
particular pTjj bin.
Let ~ρ be the vector of aTGC parameters (e.g. ρ1 = λ, ρ2 = ∆κγ , ρ3 = ∆g
Z
1 ), and ~α be a
vector of nuisance parameters which will be described later. The likelihood function is:
L(~ρ, ~α) =
m∏
i=1
Pois(N idata, µ
i(~ρ, ~α))× 1
(2pi)m
e−
1
2
(~α·C−1·~α) , (11.3)
where the product is over the bin number i and µi is the expected number of events in bin i:
µi(~ρ, ~α) = N isig(~ρ)(1 + αi) +N
i
bkg(1 + αi+m) . (11.4)
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In Equation 11.4, N isig and N
i
bkg are the predicted number of signal and background events,
respectively, in bin i. There are 2m nuisance parameters αi, where m is the number of bins,
and they describe the systematic uncertainties on the signal and background in each bin. The
~α parameters are allowed to vary within their Gaussian uncertainties which are defined by the
covariance matrix C that appears in Equation 11.3. The matrix C gives the covariance for the
nuisance parameters:
Ci,j = 〈αi, αj〉 , (11.5)
and by combining Equations 11.4 and 11.5, C describes the systematic uncertainties on the
signal and background in each bin, and the bin-to-bin correlations between these uncertainties,
including correlations between signal and background. Thus, C describes both normalization
and shape systematic uncertainties.
The observed and expected 95% confidence intervals (CI) are determined using a frequentist
method as follows:
• the profile-likelihood ratio λ(ρ) is used as a test statistic. It is the ratio of the maximum
likelihood for a given aTGC value ρ to the overall maximum likelihood (for any ρ value):
λ(~ρ) =
L(Ndata|~ρ, ˆˆ~α)
L(Ndata|~ˆρ, ~ˆα)
, (11.6)
where
ˆˆ
~α are the values of ~α that conditionally maximize the likelihood for the given value
of ~ρ, and ρˆ and ~ˆα are the values of ~ρ and ~α, respectively that simultaneously give the
overall maximum likelihood.
• the observed value of λ, λobs(~ρ), is determined at a variety of different values of ~ρ by
scanning over ~ρ;
• the probability of obtaining a result at least as unlikely as the observed one has been
estimated by generating many toy datasets for each test-value of ~ρ, computing the profile-
likelihood ratio λtoy(~ρ) for each of them, and comparing them with the observed λobs(~ρ).
The toy datasets are generated by randomly drawing events from the probability density
function, in the following way. When generating the toy dataset, first the nuisance param-
eters α are Gaussian fluctuated around the mean value of
ˆˆ
~α. The number of events N itoy
in each bin from the toy is then randomly drawn from a Poisson distribution using a mean
calculated from the values of ~ρ and ~α;
• the p-value for each value of ~ρ is computed as the fraction of toy datasets that have a value
of λtoy(~ρ) less than the observed value of λobs(~ρ);
• a scan over values of ~ρ has been performed to determine the interval(s) of ~ρ which have a
p-value >= 5%. This defines the 95% CI for ~ρ.
The expected limits are calculated by generating a large number of pseudo-datasets, Npseudoobs ,
by randomly drawing events from the probability density function, similar to the pseudo-datasets
described in Section 9.1. For each of these pseudo-datasets, the 95% CI’s on ~ρ are determined
using the procedure already mentioned. The ensemble of CI’s is used to determine the expected
limits on ~ρ. The pseudo-datasets are generated with the Standard Model values of background
and signal (i.e. no aTGC parameters), but with the nuisance parameters ~α smeared by their
uncertainties.
This method based on pseudo data is very computationally intensive, so it has been used
only to obtain the final expected and observed limits. The final expected limits are given in
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Section 11.7. For the optimization studies of Section 11.4.1, a much quicker method has been
used, which is to estimate the expected aTGC limits by fitting the Asimov dataset [209], and
finding the interval corresponding to ∆(lnL) = 1.92 [209] (corresponding to the desired 95%
confidence limit) of exactly the Standard Model expectation (signal plus background) in each
bin.
11.4.1 Binning Optimisation
The choice of the pTjj binning has been shown to be critical for what concerns the sensitivity to
the aTGC limit setting. Using as a starting point the same binning used in the CMS analysis
Table 11.2. Study of optimal binning for the aTGC limits. Including all systematic uncertainties
except the scale-dependence of the signal. Expected limits are approximate, using the ∆lnL =
1.92 approximation.
Expected 95% limits on aTGC’s
Binning λ ∆κγ
Basic (25−GeV bins from 0-500) [ -0.0508, 0.0506 ] [ -0.251, 0.274 ]
Basic+(500+) [ -0.0453, 0.0451 ] [ -0.228, 0.246 ]
Basic+(500-550, 550+) [ -0.0445, 0.0443 ] [ -0.224, 0.241 ]
Basic+(500-550, 550-600, 600+) [ -0.0445, 0.0443 ] [ -0.223, 0.241 ]
of the `νjj channel [104], (25 GeV bins from 0-500 GeVwith the final bin containing overflow),
studies have been performed to find an optimal binning of pTjj.
The optimal binning has been chosen such that the improvement in extending the bins (in
size and number) is negligible, and at the same time the computational time required for the fit
is affordable. As shown in Table 11.2, only a 2% improvement in the aTGC limits was found
to be possible by extending the binning above 500 GeV. From this study, it has been decided
to include a bin from 500-550 GeV, and a final overflow bin for over 550 GeV, since further
addition of bins results in negligible improvement.
In addition, the possibility to reduce the number of bins in the low-pTjj region has been
investigated since most of the aTGC sensitivity comes from the high-pTjj region. Reducing the
number of bins is very useful, as calculating the aTGC limits is computationally intensive and
the computing time rises rapidly with the number of bins.
It has been found that, by reducing the number of bins between 0 and 250 GeV from ten
25-GeV bins to two 125-GeV bins, the computation time is reduced by roughly a factor of
three, while the expected limits are degraded by a negligible amount (< 1%). Therefore, these
bins have been merged. It has been found that the degradation due to merging these bins is
somewhat worse, but still small (4-5%).
The final binning is illustrated in Figure 11.5.
11.5 Systematic Uncertainties for aTGC Limits
The aTGC limits include the same systematic sources that have been used for the cross section
measurement (Table 8.8) except for the following sources which have been found to be negligible:
• the QCD multijet shape systematic;
• the ISR/FSR systematic on the top template;
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Figure 11.5. The observed pTjj distribution, compared to the expectation for Standard Model
signal plus background, for the muon (left) and electron (right) channels. The effect of an
aTGC of λ = 0.05 is shown for comparison. The right-most bin contains overflow events.
• JES uncertainty components 4-8, 11, 12 and 16.
Unlike the cross section measurement, a shape systematic on the signal comparing MC@NLO
versus Pythia is too conservative for the aTGC measurement, since the NLO versus LO effect
would be too large. Instead, Pythia and Herwig LO samples have been compared, and their pTjj
shapes are consistent within their (large) uncertainties. For this reason, this systematic is not
included.
For the remaining systematic effect, they are described by nuisance parameters, for both
shape and rate systematic uncertainties, as in the cross section analysis discussed in Section 9.
The focus here is on highlighting those features of particular interest for the aTGC limits setting.
Tables showing the size of the systematic uncertainties in each pTjj bin are in Appendix D.
11.5.1 Systematics on the Signal
The sensitivity to the aTGC parameters, that is, the limits on their size, depends on the number
of expected Standard Model events passing the selection criteria. The systematic on this quantity
is different than the signal rate systematic for the cross section measurement because of the
additional cut on mjj and because of the theory uncertainty on the Standard Model cross section
affects the aTGC limits.
The systematic uncertainty on the Standard Model signal rate is obtained considering the
uncertainties on the luminosity, the theoretical cross section, the signal acceptance. Sources of
uncertainties that affect the signal acceptance are JES and JER uncertainties and the signal
modeling (evaluated by comparing MC@NLO+Herwig versus Pythia). The overall uncertainty
of the signal rate amounts to 15%.,The largest single source is from JES, which is an 11%
uncertainty, mainly from uncertainties on the flavour composition (JES14 component).
Additional studies have been carried out to quantify the effect caused by the on-shell ap-
proximation (introduced in Section 8.2.4).The effect due to the zero width approximation in
the MC@NLO sample was found to impact most importantly the mjj distribution. For the
aTGC analysis, this can affect the acceptance because of the tight cut on mjj. The effect on
the acceptance is covered by comparing the NLO MC@NLO (on-shell) samples to LO Pythia
(Breit-Wigner) samples; the difference in the production rate is found to be 7.5% within the mjj
window.
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Uncertainty due to Neglecting the Boson Spin Correlations
If the spin correlations between the two bosons in the WW/WZ final state are neglected in the
Monte Carlo simulation, this may lead to a systematic error in the aTGC limit setting. A truth-
level study has been carried out to determine the size of this effect, by generating samples of
W (eν)Z(µ+µ−) decays in MC@NLO, both with and without spin-correlations. The Z → µ+µ−
decay is a proxy for the hadronic Z → jj decay in the signal channel. In this study, kinematic
cuts similar to the nominal selection are imposed, except replacing jet cuts with cuts on the
muons.
Figure 11.6. The electron η (left) and pT (right) distributions, for W (eν)Z(µµ) Monte Carlo
generated with (red) and without (blue) including spin-correlations. The histograms are
not normalized to the same area, since the acceptance differs slightly for the two samples.
The results of the spin-correlation study are summarized in Figures 11.6 and 11.7, which
show the distributions for the electrons and Z → µ+µ−, respectively. The plot of pT(Z) is
particularly important because it is a proxy for pTjj, which is the variable used to set the aTGC
limits. The kinematic variables generally show a small difference caused by spin-correlations, but
in particular for pT(Z) the effect is rather small. In addition, as discussed in Section 8.2.9, there
is a small difference in acceptance between the spin-correlation and no-spin-correlation samples,
of about 3% (the sample without spin-correlations has higher acceptance). This difference is
already covered by the MC@NLO+Herwig versus Pythia systematic discussed above, so no
additional systematic is assigned.
Diboson Transverse Momentum Dependence on Scales
In order to consider the effect on the aTGC limits due to renormalisation and the factorisation
scale-dependence of the signal, dedicated truth-level MC@NLO samples have been generated.
Samples with the renormalisation and factorization scales independently varied by 2 and 0.5
have been generated. The largest effects have been found in the samples in which the two scales
are simultaneously shifted up and down.
Because of the importance of the high-pTjj tails, these truth-level studies have been done set-
ting an aTGC point that allows for an increase in the high-pTjj tail of a factor ∼ 100 at 400 GeV.
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Figure 11.7. The Z-boson η (left) and pT (right) distributions, for W (eν)Z(µµ) Monte Carlo
generated with (red) and without (blue) including spin-correlations. The Z-boson is meant
to be a proxy for the hadronically-decaying boson in the semileptonic signal. The his-
tograms are not normalized to the same area, since the acceptance differs slightly for the
two samples.
The events are then reweighted to the Standard Model prediction following the prescriptions in
Section 1.9.5.
The ratio of the pTjj distribution of the varied-scale samples to the pTjj distribution of the
nominal signal samples is shown in Figure 11.8.
The ratios have been binned coarsely in order to reduce the statistical fluctuations and have
been fitted with linear polynomials. The error on the slope coefficient of the best-fit polynomial is
used as an indication of the scale systematic uncertainty. In this way, two possible variations are
obtained, but only the one with the largest effect is considered to evaluate the scale uncertainty.
The up and down varied templates are then obtained by multiplying the nominal signal
distribution by the ratio with the largest deviation, and then by symmetrising the distribution.
This systematic makes the aTGC limits about 2-3% worse.
11.5.2 W/Z + jets Modeling Systematics
As in the case of the cross section measurement, there are two different W/Z + jets Alpgen
modeling systematic uncertainties that are included: the normalization/factorization scale vari-
ation, and the variation of the ∆R parameter. These are important systematic uncertainties for
the aTGC limits, so special discussion of them is included here. For both of these systematic
uncertainties, only the effect on the pTjj shape is included.
Effect of the ∆R Parameter Cut
The ∆R systematic is evaluated in the same way as for the cross section fit by generating Alpgen
samples with the ∆R parton-jet matching parameter varied to 0.4 or 1.0, instead of the nominal
value of 0.7.
The effect of this variation on the pTjj distribution of W/Z + jets is shown in Figure 11.9
where the ratio between the varied and nominal pTjj AFII spectra are shown. As can be seen,
CHAPTER 11. LIMITS FOR THE ANOMALOUS TRIPLE GAUGE
COUPLINGS 172
pT(jj) (GeV)
0 200 400 600 800
(Q
fac
=0
.5)
/no
mi
na
l
1
1.2
1.4
Ratio of varied-to-nominal signal samples
pT(jj) (GeV)
0 200 400 600 800
(Q
fac
=2
.0)
/no
mi
na
l
0.6
0.7
0.8
0.9
1
Ratio of varied-to-nominal signal samples
Figure 11.8. The renormalisation and factorisation scale systematic uncertainties on the signal,
using truth-level samples. The plots show the ratio of the scale-varied to nominal signal
samples, as a function of pTjj. The left plot shows the combined scale divided by 2, while
the right plot shows the effect of multiplying the scales by 2. The red lines are the best
linear fits, and the blue lines are the ±1 sigma lines. The blue line with the slope that
differs the most from 1 is taken as the final systematic and symmetrised.
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Figure 11.9. Ratio of varied to nominal pTjj spectra for the W + jets process. The varied spec-
tra are obtained modifying the ∆R Alpgen parameter. The left plot shows the ratio for
∆R = 0.4 and the right plot for ∆R = 1.0 (the nominal value is ∆R = 0.7).
the ∆R = 0.4 systematic has a dramatic shape: it is small for pTjj < 250GeV, and very quickly
rises for pTjj ∼ 250GeV, turning on almost like a step function. The reason for this is that
the selection criterion ∆R(j, j) > 0.7 is only applied for pTjj < 250GeV, and it is dropped
for pTjj > 250GeV. The ∆R parameter governs how the transition between parton shower
and matrix element is handled for small-∆R emissions, so changing ∆R to 0.4 tends to affect
mostly events with ∆R between 0.4 and 0.7 (the nominal ∆R value). Therefore, this systematic
gets essentially eliminated for pTjj < 250GeV because of the application of the ∆R(j, j) > 0.7
cut. The largest deviations from unity have been used as a shape systematic uncertainties
symmetrised for ±1σ uncertainties for up and down variations.
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Factorisation and Renormalisation Scale Systematics
The systematic effect due to the scale variation is instead evaluated with varied W + jets Alpgen
samples. Because of the limited statistics available in these varied AFII Alpgen samples, a
preliminary study has been made to see if this systematic could be estimated with truth-level
only Alpgen samples, since these samples would be easier to produce with higher statistics.
A comparison between the scale systematic uncertainties evaluated at truth-level with AFII
samples has been used to validate this truth-level approach.
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Figure 11.10. The ratio of the scale-varied to nominal W/Z + jets samples, as a function of
pTjj. The left plot shows the renormalisation and factorisation scale divided by 2, while
the right plot shows the effect of the scales multiplied by 2. The ratios are shown for AFII
Alpgen samples (black), and truth-level samples (red).
This comparison is shown in Figure 11.10, where truth-level cuts are as similar as possible
to the analysis-level cuts. The truth-level and AFII systematic uncertainties agree within their
uncertainties, so additional truth-level samples with higher statistics have been generated in
order to the calculate the systematic effects due to the scale variations.
The resulting systematic is shown in Figure 11.11.
The distributions, binned coarsely to reduce the statistical fluctuations, are fitted with linear
polynomials. The error on the slope coefficient of the best-fit polynomial is used as an indication
of the scale systematic uncertainty. As in the case of the signal scale systematic uncertainties,
the slope variation with the largest deviation from the nominal value has been considered to
assess the scale systematic error.
The two varied up and down templates are obtained by multiplying the nominal distribution
by the largest deviation and symmetrising the distribution.
11.6 Effect of Systematic Uncertainties on Limits
The errors on anomalous couplings are fundamentally non-Gaussian (basically because the num-
ber of signal events is a quadratic function of the coupling parameters), therefore a breakdown
of systematic uncertainties by adding uncertainties in quadrature cannot be applied.
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Figure 11.11. The final scale systematic uncertainty, using high-statistics truth-level samples.
The plots show the ratio of the scale-varied to nominal W/Z + jets samples, as a function
of pTjj. The left plot shows the renormalisation and factorisation scales divided by 2, the
right plot the scales multiplied by 2. The red lines are the best linear fits, and the blue
lines are the ±1 sigma lines. The blue line with the slope that differs the most from 1 is
taken as the final systematic and symmetrised.
To estimate the effects of different systematic uncertainties, the expected limits have been
calculated removing different set of nuisance parameters (that is, a set of systematic effects
has been neglected) at a time. Table 11.3 shows how the expected aTGC limits change; for
computational reasons, only the approximate expected limits are shown (estimated by fitting
the Asimov dataset, and using the formula ∆lnL = 1.92).
Table 11.3. Effect of systematic uncertainties on expected aTGC limits. Expected limits are
approximate, using the ∆lnL = 1.92 approximation. (*) All systematic uncertainties except for
the scale systematic on the signal are included.
Expected 95% limits on aTGC’s
λ ∆κγ
95% CL with no systematics [ -0.035, 0.035 ] [ -0.17, 0.20 ]
95% CL with MC stat [ -0.036, 0.037 ] [ -0.18, 0.20 ]
95% CL with MC stat, norm. [ -0.038, 0.038 ] [ -0.19, 0.21 ]
95% CL with MC stat, norm., qfac [ -0.038, 0.038 ] [ -0.19, 0.21 ]
95% CL with MC stat, norm., JER [ -0.038, 0.038 ] [ -0.19, 0.21 ]
95% CL with MC stat, norm., JES [ -0.042, 0.042 ] [ -0.21, 0.23 ]
95% CL with MC stat, norm., ∆R [ -0.044, 0.044 ] [ -0.22, 0.24 ]
95% CL with all systematics (∗) [ -0.047, 0.046 ] [ -0.24, 0.25 ]
It can be seen that the most important systematic is the ∆R variation for the W/Z + jets
background. Other significant systematics are JES, background normalization uncertainties,
and the limited Monte Carlo statistics. It is also worth to note from Table 11.3 that the limits
improve of about 25% if the systematic effect is set to zero. Therefore the first line in the Table
shows the effect on the limit setting due to the limited data statistics only.
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11.7 Expected Limits in LEP Scenario
In this section, the expected limits computed using the pseudo-data method described in Sec-
tion 11.4 are given. The limits are computed using ∼500 pseudo-datasets, and the results are
shown in Figure 11.12.
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Figure 11.12. Summary of pseudo-experiments used to calculate the expected 1D aTGC lim-
its, in the LEP scenario. Limits for λ, ∆κγ , and ∆g
Z
1 are shown in the top, middle, and
bottom plots, respectively. The left plots give the upper (red) and lower (blue) 95% lim-
its calculated for each pseudo-dataset. The right plots show the total width of the 95%
confidence interval for each pseudo-dataset. The solid histograms indicate pseudo-datasets
for which the 95% confidence region consists of two separate intervals rather than a single
interval. The arrows in both the left and right plots indicate the observed limits from the
data.
The expected upper and lower limits are calculated as the means of the limits for the ensemble
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of pseudo-datasets. The expected limits for the LEP scenario are summarized in Table 11.4.
11.8 Observed aTGC Limits
The data are shown in Figure 11.5 compared with the expected Standard Model signal plus
background. The effect of an aTGC of λ = 0.05 is shown for comparison. The observed and
expected 1D 95% CL limits are shown in Table 11.4 for the three parameters λ, ∆κγ , and ∆g
Z
1
in the LEP scenario. The limits on each parameter are calculated while fixing the other two
parameters to zero.
In addition to the LEP-scenario limits, the limits are also calculated on each of the five
aTGC parameters λZ , ∆κZ , ∆g
Z
1 , λγ , and ∆κγ , without any constraints between them. The
limits on each parameter are calculated while fixing the other four parameters to zero. These
limits are given in Table 11.5. The pseudo-experiments used to calculate the expected limits are
plotted in Figures 11.13 and 11.14.
Table 11.4. The observed and expected 95% C.L. limits on the aTGC parameters λ, ∆κγ , and
∆gZ1 in the LEP scenario. The limits on each parameter are calculated while fixing the other two
parameters to zero. Also listed is the probability (from pseudo-experiments) of observing a limit
interval narrower or of the same width as the actual observed limit interval.
Parameter Observed Limit Expected Limit Prob. (observation)
λZ= λγ [-0.039, 0.040] [-0.048, 0.047] 34%
∆κγ [-0.21, 0.22] [ -0.23, 0.25 ] 40%
∆gZ1 [-0.055, 0.071] [ -0.072, 0.085 ] 29%
For the LEP scenario, the 2D observed 95% CL limits are also calculated on each of the
aTGC pairs λ − ∆κγ , λ − ∆gZ1 , and ∆κγ − ∆gZ1 . The contour is formed in a radial fashion,
calculated at different azimuthal angles in the 2D plane. For each angle, the 95% limit is
calculated traveling from the origin outwards, like traveling along the spokes of a wheel. The
resulting points are then connected by lines, creating a roughly elliptical contour. The 95%
limits are calculated using a pseudo-experiment method, like was described in Section 11.4. The
resulting 2D contours are shown in Figure 11.15.
It is interesting to note that the limits extracted by this analysis are more stringent than
Table 11.5. The observed and expected 95% C.L. limits on the aTGC parameters λZ , ∆κZ ,
∆gZ1 , λγ , and ∆κγ , not subject to any constraints between them. The limits on each parameter
are calculated while fixing the other four parameters to zero. Also listed is the probability (from
pseudo-experiments) of observing a limit interval narrower or of the same width as the actual
observed limit interval.
Parameter Observed Limit Expected Limit Prob. (observation)
λZ [-0.043 , 0.044] [ -0.056, 0.056 ] 26%
∆κZ [-0.090 , 0.105] [ -0.11, 0.12] 40%
∆gZ1 [-0.073, 0.095] [ -0.11, 0.12] 20%
λγ [-0.15, 0.15] [ -0.17, 0.16] 41%
∆κγ [-0.19, 0.23] [ -0.22, 0.25 ] 34%
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Figure 11.13. Summary of pseudo-experiments used to calculate the expected 1D aTGC limits
in the no-constraint scenario. Limits for for λZ , ∆κZ , and ∆g
Z
1 are shown in the top,
middle, and bottom plots, respectively. The left plots give the upper (red) and lower
(blue) 95% limits calculated for each pseudo-dataset. The right plots show the total width
of the 95% confidence interval for each pseudo-dataset. The solid histograms indicate
pseudo-datasets for which the 95% confidence region consists of two separate intervals
rather than a single interval. The arrows in both the left and right plots indicate the ob-
served limits from the data.
those obtained in WW -only and in WZ-only analyses. This is due to the fact that the combined
WW +WZ diboson final state can better constraint the limits on the aTGC parameters.
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Figure 11.14. Summary of pseudo-experiments used to calculate the expected 1D aTGC limits
in the no-constraint scenario. Limits for λγ and ∆κγ are shown in the top and bottom
plots, respectively. The left plots give the upper (red) and lower (blue) 95% limits calcu-
lated for each pseudo-dataset. The right plots show the total width of the 95% confidence
interval for each pseudo-dataset. The solid histograms indicate pseudo-datasets for which
the 95% confidence region consists of two separate intervals rather than a single interval.
The arrows in both the left and right plots indicate the observed limits from the data.
11.9 Interpretation in the Effective Field Theory Approach
The Effective Field Theory and its theoretical advantages over the aTGC approach adopted up
to now have already been explained in Section 1.9.3. It has also been demonstrated that the
LEP scenario constraints can be deduced from the Effective Field Theory approach in the case
no form factor has been applied. This is the case for this analysis.
Because there is a linear relationship between the Effective Field Theory and aTGC param-
eters, it is easy to use the aTGC limit-setting tools to also calculate limits on the Effective Field
Theory parameters.
The observed and expected 1D 95% CL limits are shown in Table 11.6 for the three Effective
Field Theory parameters cWWW , cB, and cW . The pseudo-experiments used to calculate the
expected limits on cW are summarized in Figure 11.16.
The limits have been calculated also for the cWWW and cB coefficients, but the corresponding
pseudo-experiments are not shown. Their values are compatible with those obtained by applying
Equations 1.8 to the LEP-constraint limits.
The 2D observed 95% CL contours are shown in Figure 11.17 for pairs of EFT parameters.
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Figure 11.15. The observed two-dimensional 95% C.L. contours for the anomalous triple gauge
couplings a) λ versus ∆κγ , b) λ versus ∆g
Z
1 , and c) ∆κγ versus ∆g
Z
1 . The limits are for
the LEP scenario without a form factor. The cross marker indicates the best-fit values for
the anomalous couplings.
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Figure 11.16. Summary of pseudo-experiments used to calculate the expected limits on the EFT
parameter cW . The left plots give the upper (red) and lower (blue) 95% limits calculated
for each pseudo-dataset. The right plots show the total width of the 95% confidence inter-
val for each pseudo-dataset. The solid histograms indicate pseudo-datasets for which the
95% confidence region consists of two separate intervals rather than a single interval. The
arrows in both the left and right plots indicate the observed limits from the data.
Table 11.6. The observed and expected 95% C.L. limits on the EFT parameters cWWW /Λ2,
cB/Λ
2, and cW /Λ
2. The limits on each parameter are calculated while fixing the other two pa-
rameters to zero. Also listed is the probability (from pseudo-experiments) of observing a limit
interval narrower or of the same width as the actual observed limit interval.
Parameter Observed Limit Expected Limit Prob. (observation)
cWWW /Λ
2 [-9.5, 9.6] TeV−2 [ -11.6, 11.5] TeV−2 34%
cB/Λ
2 [-64, 69] TeV−2 [ -73, 79 ] TeV−2 40%
cW /Λ
2 [-13, 18] TeV−2 [ -17, 21 ] TeV−2 28%
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Figure 11.17. The observed two-dimensional 95% C.L. contours for the EFT parameters a)
cWWW /Λ
2 versus cB/Λ
2, b) cWWW /Λ
2 versus cW /Λ
2, and c) cB/Λ
2 versus cW /Λ
2.
The cross marker indicates the best-fit values for the EFT parameters.
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Chapter 12
Conclusions
Despair is the conclusion of fools.
– Benjamin Disraeli
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This Chapter is divided in two parts. The first part is devoted to some
considerations about possible improvements that could be useful for a
very similar analysis on proton-proton collisions at
√
s = 8 TeV and√
s = 13 TeV at LHC. These considerations are drawn from tests and ap-
proaches that have been tried for the analysis described in this work but that
could not be applied since they did not reach enough maturity at the time
the measurement was done. In the second part, a summary of the measure-
ments described in the previous Section is given, and CMS and ATLAS re-
sults are compared.
12.1 Alternative Approaches for Future Analyses
Some studies done when the event selection was developed are worth to mention here even if
they have not reached the necessary maturity to be used in the final selection. The studies
described in the next Sections are interesting since they represent approaches that can be used
in future analyses.
12.1.1 Selection on Boosted W
It has been shown that the mjj signal spectrum peaks in the same region where the W/Z + jets
background peaks. This is a quite disturbing feature of the dijet spectrum, since the fit is
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sensible to both the signal and the W/Z + jets normalisation, therefore the distinguishing power
of the fit is limited in this region.
A preliminary study [213] done for this analysis using 1.3 fb−1 of data has shown that there
is in fact a way to shift the signal peak from the background peak. Figure 12.1 shows the dijet
invariant mass for data and Monte Carlo simulations for the muon channel obtained with a
selection quite similar to the one adopted in this work, and requiring that the pTjj > 60 GeV.
Figure 12.1. Dijet invariant mass for the WW/WZ → `νjj decay in the muon channel [213].
The black points are data, the coloured histograms the Monte Carlo simulations for back-
ground and signal events (red and violet). The W/Z + jets background peak is clearly
shifted on the low mass region, and the shape is consistently changed.
In this plot, the black points are the data, the coloured histograms represent the Monte
Carlo simulations for various backgrounds and the signal (in red and violet). The signal peak is
evidently shifted with respect to the background peak. The reason which has led to not including
this cut in the selection presented in this work is that for
√
s = 7 TeV the simulations did not
have a proper description of the boson pT. The application of a cut on the dijet transverse
momenta resulted in a very bad description of the other kinematic variables, such as the dijet
invariant mass of Figure 12.1. These motivations would had implied a larger systematic error,
and therefore a decrease in the fit sensitivity.
Though this approach cannot be applied in the analysis presented here, it is still valid.
New Monte Carlo generators such as Sherpa [76] reproduce much better the diboson transverse
momentum and can therefore be used to model the data.
ATLAS and CMS collaborations are also actively developing methods to reconstruct boosted
objects for W and top reconstruction (see [214, 215] for some studies) by implementing the
reconstruction of large jets (fat jets with ∆R = 1.0) which show the presence of a substructure.
The statistics would be reduced with respect to the inclusive topology, but the signal sensitivity
could be improved by a large factor. Studies on fat jets have started thanks to the work reported
in references [216] and [217]. Studying these jets, their calibrations and the corresponding
uncertainties may led to the selection of a so-called boosted topology for the hadronically decaying
W .
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12.1.2 Quark- and Gluon-Jet Tagging
Jets can be coarsely partitioned into quark or gluon jets, that is, jets initiated from quark or
gluons respectively. These are a useful abstraction, despite their not having a precise theoretical
or experimental definition [218]; the distinction is useful only in the case it is possible to establish
a relation between a jet and a hard parton.
The idea of the jet flavour tagging is in principle useful at the LHC because of the larger
amount of jet initiated by gluons if compared to the corresponding rate at the Tevatron; many
studies have been done to asses a way of separating and classifying quark- from gluon-initiated
jets, starting from experiments at LEP [219, 220]: what it is clear is that b-jets are wider than
light-flavour jets, and more similar to gluon-jets, because of the longer decay chain of B-hadrons.
At the LHC this effect is mitigated because of the higher-pT. One study in particular has shown
that at truth level a multivariate approach using kinematic variables is able to distinguish light-
quark jets from gluon-jets [221]. The most sensitive variable combination is formed by the
charge track multiplicity and the pT-weighted linear radial moment, provided that a quite good
jet calibration and tracking information is available.
In the optic of providing a quark-gluon tagging of the jets, the ATLAS collaboration has
studied1 the feasibility of a jet-flavour tagger based on these two variables. The multivariate
analysis takes as inputs the variables described above and decides whether a jet is a quark jet,
based on a score. A cut-off threshold is decided by the various analyses comparing the efficiency
of the tagger to the rejection of gluon-initiated jets.
A first study has been performed for the presented analysis on a reduced set (1.3 fb−1) of data,
to test the separation on an event-by-event basis. From the perspective of the diboson analyses,
a flavour tagging would be very useful because the hadron decays of the W and Z bosons are
initiated by quarks. Figures 12.2 and 12.3 show the different compositions for the signal and for
one of the main backgrounds, the W+2 parton production, as a function of the dijet invariant
Figure 12.2. Parton fractions as a function of mjj in the WW sample; the quark-quark contri-
bution is dominant.
1The CMS experiment has a different implementation of a quark-gluon tagger; in particular, the experi-
ment can rely on the tracker information to provide a particle flow algorithm. Performance studies on the CMS
quark-gluon discrimination can be found in [222].
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Figure 12.3. Parton fractions as a function of mjj in the W+2 partons sample; the quark-gluon
contribution is dominant.
mass after a selection very close to the nominal one. The signal sample has a predominant
contribution from quark-quark jets, but due to the background yield, it is overwhelmed by the
quark-gluon couples. A quark-gluon tagging with a working point characterized by a rejection
on gluon-jets of ∼ 6 and a quark-jet efficiency of ∼ 50 % has been tried, but the poor modeling
of the jet tagging variables has prevented its use.
Figure 12.4. Distributions of the number of tracks associated to a jet for Monte Carlo (stacked
histograms) and data (black points). Monte Carlo samples show an excess at low multi-
plicity and a defect at higher multiplicity.
Figures 12.4 and 12.5 show the data and Monte Carlo distributions of variables needed for
the jet tagging. Since gluon initiated jets are expected to be broader and with more tracks, the
Monte Carlo mismodeling introduces a disagreement on the number of gluon and quark initiated
jets.
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Figure 12.5. Distributions of the track width (pT -weighted mean value of ∆R between tracks
and jet for tracks associated to the jet) for Monte Carlo (stacked histograms) and data
(black points). Monte Carlo samples show an excess at low multiplicity and a defect at
higher multiplicity.
This result implies that such an approach, although very interesting and promising, is not
yet feasible; more up-to-date studies found that the source of the disagreement between data and
the Monte Carlo description was the Pythia generator, and new strategies (different variables
and data-driven method) are currently under study. As a last remark, a jet-flavour classifier
tool would be extremely useful for improving the jet energy calibration for moderate-low jet pT.
12.2 Summary of the Measurements
The measurement of the diboson production cross section of WW+WZ decaying in the semilep-
tonic channel has been presented. This work is based on a 4.7± 0.2 fb−1 data sample of proton-
proton collisions at
√
s = 7 TeV. The selected events are compatible with the WW/WZ→ `νjj,
` = e, µ final state. The measurement establishes the capability of the ATLAS experiment to
extract dijet invariant mass peaks of heavy bosons over a large dijet background.
The WW +WZ production cross section is obtained by simultaneously fitting Monte Carlo
simulated events to the dijet invariant mass distribution in the electron and muon channels using
a maximum likelihood fit. This method takes into account the differences among the shapes of
the dijet invariant mass distributions for the various processes to separate the signal from the
large underlying background. Normalization and shape systematic uncertainties are considered
in the fit through the use of nuisance parameters.
The measured total and fiducial cross sections, and the Standard Model expectations for
the WW +WZ production are summarised in Table 12.1. The measurements presented in this
Table 12.1. Summary of the measured and the expected diboson WW + WZ fiducial and total
cross sections.
fiducial total
theoretical prediction 1.22± 0.05 pb 61.1± 2.5 pb
this measurement 1.35± 0.14 (stat.)± 0.36 (syst.) pb 68± 7 (stat.)± 18 (syst.)
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work are consistent with the theoretical expectations. The expected and observed significance
for the signal are 3.2 σ and 3.4 σ respectively.
The cross section measurement is affected by statistical and systematic uncertainties, the lat-
ter being still the dominant source. The greatest contributions come from the JES uncertainties
and the modeling of the W/Z + jets processes.
Figure 3.3, reported here as Figure 12.6, shows the summary of the diboson measurements
in ATLAS for various channels and with different integrated luminosities and center-of-mass
energies. The measurement presented in this work is also shown and it is in agreement with the
Standard Model prediction and with the other diboson measurements.
∫L dt
[fb−1] Reference
– σfid(ZZ∗ → ℓℓνν) σ = 12.7 + 3.1 − 2.9 ± 1.8 fb (data)PowhegBox & gg2ZZ (theory) 4.6 JHEP 03, 128 (2013)
– σfid(ZZ∗ → 4ℓ) σ = 29.8 + 3.8 − 3.5 + 2.1 − 1.9 fb (data)PowhegBox & gg2ZZ (theory) 4.6 JHEP 03, 128 (2013)
– σfid(ZZ → 4ℓ) σ = 25.4 + 3.3 − 3.0 + 1.6 − 1.4 fb (data)PowhegBox & gg2ZZ (theory) 4.6 JHEP 03, 128 (2013)σ = 20.7 + 1.3 − 1.2 ± 1.0 fb (data)
MCFM (theory) 20.3 ATLAS-CONF-2013-020
– σtotal(pp→ZZ→4ℓ) σ = 76.0 ± 18.0 ± 4.0 fb (data)Powheg (theory) 4.5 arXiv:1403.5657 [hep-ex]σ = 107.0 ± 9.0 ± 5.0 fb (data)
Powheg (theory) 20.3 arXiv:1403.5657 [hep-ex]
σtotal(pp→ZZ) σ = 6.7 ± 0.7 + 0.5 − 0.4 pb (data)MCFM (theory) 4.6 JHEP 03, 128 (2013)σ = 7.1 + 0.5 − 0.4 ± 0.4 pb (data)
MCFM (theory) 20.3 ATLAS-CONF-2013-020
– σfid(WZ → ℓνℓℓ) σ = 99.2 + 3.8 − 3.0 + 6.0 − 6.2 fb (data)MCFM (theory) 13.0 ATLAS-CONF-2013-021
σtotal(pp→WZ) σ = 19.0 + 1.4 − 1.3 ± 1.0 pb (data)MCFM (theory) 4.6 EPJC 72, 2173 (2012)σ = 20.3 + 0.8 − 0.7 + 1.4 − 1.3 pb (data)
MCFM (theory) 13.0 ATLAS-CONF-2013-021
– σfid(WW→eµ) [njet≥0] σ = 563.0 ± 28.0 + 79.0 − 85.0 fb (data)MCFM (theory) 4.6 arXiv:1407.0573 [hep-ex]
– σfid(WW→eµ) [njet=0] σ = 262.3 ± 12.3 ± 23.1 fb (data)MCFM (theory) 4.6 PRD 87, 112001 (2013)
– σfid(WW→µµ) [njet=0] σ = 73.9 ± 5.9 ± 7.5 fb (data)MCFM (theory) 4.6 PRD 87, 112001 (2013)
– σfid(WW→ee) [njet=0] σ = 56.4 ± 6.8 ± 10.0 fb (data)MCFM (theory) 4.6 PRD 87, 112001 (2013)
σtotal(pp→WW) σ = 51.9 ± 2.0 ± 4.4 pb (data)MCFM (theory) 4.6 PRD 87, 112001 (2013)σ = 71.4 ± 1.2 + 5.5 − 4.9 pb (data)
MCFM (theory) 20.3 ATLAS-CONF-2014-033
σfid(W±W±jj) EWK σ = 1.3 ± 0.4 ± 0.2 fb (data)PowhegBox (theory) 20.3 PRL 113, 141803 (2014)
σfid(pp→WV→ℓνqq) σ = 1.37 ± 0.14 ± 0.37 pb (data)MC@NLO (theory) 4.6 JHEP 01, 049 (2015)
– [njet = 0] σ = 2.9 + 0.8 − 0.7 + 1.0 − 0.9 fb (data)MCFM NLO (theory) 20.3 arXiv:1503.03243 [hep-ex]
σfid(Wγγ → ℓνγγ) σ = 6.1 + 1.1 − 1.0 ± 1.2 fb (data)MCFM NLO (theory) 20.3 arXiv:1503.03243 [hep-ex]
– [njet = 0] σ = 1.05 ± 0.02 ± 0.11 pb (data)NNLO (theory) 4.6 PRD 87, 112003 (2013)
σfid(Zγ → ℓℓγ) σ = 1.31 ± 0.02 ± 0.12 pb (data)NNLO (theory) 4.6 PRD 87, 112003 (2013)
arXiv:1407.1618 [hep-ph]
– [njet = 0] σ = 1.76 ± 0.03 ± 0.22 pb (data)NNLO (theory) 4.6 PRD 87, 112003 (2013)
σfid(Wγ → ℓνγ) σ = 2.77 ± 0.03 ± 0.36 pb (data)NNLO (theory) 4.6 PRD 87, 112003 (2013)
arXiv:1407.1618 [hep-ph]
σfid(γγ)[∆Rγγ > 0.4]
σ = 44.0 + 3.2 − 4.2 pb (data)
2γNNLO (theory) 4.9 JHEP 01, 086 (2013)
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Figure 12.6. The data/theory ratio for several diboson total and fiducial production cross sec-
tion ATLAS measurements [108]. This Figure has been already described as Figure 3.3.
The dijet transverse momentum distribution is used to set limits on the anomalous triple
gauge coupling parameters using events that pass the standard selection and belonging to a
narrow mjj window close to the W/Z mass. The limits are set for a confidence level of 95%,
using a mixed effective lagrangian-effective vertex approach in the LEP scenario and without
constraints. The limits in the LEP scenario are also translated in limits on parameters in the
effective field theory.
The limits on the aTGC parameters are extracted by assuming that only one parameter
at the time (one-dimensional limits) is different from the Standard Model prediction, and then
fitting the null hypothesis that the Standard Model is true.
The results for the one-dimensional limits are collected in Table 12.2 for the LEP scenario
and the effective field theory approach. The results are compatible with the Standard Model
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predictions.
Table 12.2. Summary for one dimensional observed limits on the aTGC parameters in the LEP
scenario and in the effective field theory approach.
LEP scenario EFT approach
λZ = λγ [−0.039, 0.040] cWWW /Λ2 [−9.5, 9.6] TeV−2
∆κγ [−0.21, 0.20] cB/Λ2 [−64, 69] TeV−2
∆gZ1 [−0.055, 0.71] cW /Λ2 [−13, 18] TeV−2
The dominant source of uncertainty for the aTGC limit setting is the limited statistics of
data: the combined effect of the systematic uncertainties is shown to worsen the limits of about
25% with respect to considering the statistical error only. It is also true that it is expected a
small improvement with increased statistics, because the aTGC parameters enter quadratically
in the cross section. The foreseen improvement scales therefore as (
∫ Ldt)1/4. On the other side,
it is true that at higher
√
s, the sensitivity increases because of the dependence of the signal
cross section on the boson pT.
Figure 12.7 compares the limits obtained in this work in the LEP scenario (with ΛFF = +∞)
with the results obtained from the LEP experiments [87], D∅ [98], CMS [101, 104, 111] and
ATLAS [49, 47, 223]. It is worth to note that the limits obtained in this work are comparable
to the other results. The limits for λ and ∆gZ1 are more stringent than those obtained by the
fully leptonic ATLAS WW measurement [49], while the ∆κγ are slightly worse. In general,
analyses which restrict themselves to either WW or WZ processes show limited sensitivity to
at least one of the aTGC parameters; the WW/WZ → `νjj analysis presented here combines
the two processes, therefore it has good sensitivity for all the five aTGC parameters (reported
in Section 11.8 for the no-constraint scenario).
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Figure 12.7. Comparison of limits on aTGC parameters obtained in this work with those quoted
by other measurements. The reported limits have been evaluated in the LEP scenario, and
have been obtained by setting the other aTGC parameters to zero. In [104, 111, 223] no
limits on ∆gZ1 are reported; results on ∆g
Z
1 in [49, 47] are given for ∆κZ = 0 instead
of ∆κγ = 0, and are therefor not reported because are not directly comparable. Refer-
ence [49] reports limits on ∆κZ which have been converted in limits on ∆κγ using the
LEP scenario constraints; also in [47] limits on ∆κZ are reported, but they do not appear
in the Figure since they are much larger than the others.
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Appendix A
Summary Table of Samples
Table A.1 collects the Monte Carlo generated samples used for the analysis. For each sample,
the generator and parton shower names are given, as well as the cross section and the k-factor
used. Information are reported whether the sample is reconstructed with FullSim and AFII, and
whether an aTGC version of the sample has been generated in the case of the dibosons.
Table A.1. Types of Monte Carlo samples, theoretical cross sections σ, filter efficiencies  and
k-factors used in the analysis.
sample FullSim AFII aTGC xSec (nb) Kfactor
diboson
WW Herwig X 44.9 1
WZ Herwig X 18.5 1
ZZ Herwig X 5.96 1
MC@NLO–Jimmy WW X 44.9 1
MC@NLO–Jimmy W−Z X 11.9721 1
MC@NLO–Jimmy W+Z X 6.52785 1
MC@NLO–Jimmy WW X X 123.696 1
MC@NLO–Jimmy W−Z X X 48.9615 1
MC@NLO–Jimmy W+Z X X 22.9564 1
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sample FullSim AFII aTGC xSec (nb) Kfactor
Single-top
s-chan eν MC@NLO–Jimmy X 0.46117 1.064
s-chan µν MC@NLO–Jimmy X 0.46117 1.064
s-chan τν MC@NLO–Jimmy X 0.46117 1.064
t-chan eν AcerMC X 7.26 1
t-chan µν AcerMC X 6.83 1
t-chan τν AcerMC X 6.94 1
Wt MC@NLO–Jimmy X 14.372 1.079
s-chan eν AcerMC LessPS X 0.50008 1
s-chan eν AcerMC MorePS X 0.50008 1
s-chan µν AcerMC LessPS X 0.50008 1
s-chan µν AcerMC MorePS X 0.50008 1
s-chan τν AcerMC LessPS X 0.50008 1
s-chan τν AcerMC MorePS X 0.50008 1
t-chan eν AcerMC LessPS X 6.9719 1
t-chan eν AcerMC MorePS X 6.9719 1
t-chan µν AcerMC LessPS X 6.9719 1
t-chan µν AcerMC MorePS X 6.9719 1
t-chan τν AcerMC LessPS X 6.9719 1
t-chan τν AcerMC MorePS X 6.9719 1
Wt AcerMC LessPS X 7.29617 1
Wt ACERMC MorePS X 7.29617 1
top-antitop
MC@NLO Jimmy X 145.62 1.146
AcerMC MorePS X 90.58552 1
AcerMC LessPS X 90.56385 1
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sample FullSim AFII aTGC xSec (nb) Kfactor
W+heavy flavor
Alpgen–Jimmy W + bb+ 0 parton(s) X 47.32 1.2
Alpgen–Jimmy W + bb+ 1 parton(s) X X 35.77 1.2
Alpgen–Jimmy W + bb+ 2 parton(s) X 17.34 1.2
Alpgen–Jimmy W + bb+ 3 parton(s) X 6.63 1.2
Alpgen W + c+ 0 parton(s) X 650 1.2
Alpgen W + c+ 1 parton(s) X X 205 1.2
Alpgen W + c+ 2 parton(s) X X 50.8 1.2
Alpgen W + c+ 3 parton(s) X 11.4 1.2
Alpgen W + c+ 4 parton(s) X 2.8 1.2
Alpgen W + cc+ 0 parton(s) X 127.53 1.2
Alpgen W + cc+ 1 parton(s) X X 104.68 1.2
Alpgen W + cc+ 2 parton(s) X X 52.08 1.2
Alpgen W + cc+ 3 parton(s) X 16.96 1.2
W → eν+jets
Alpgen–Jimmy W → eν + 0 parton(s) X X 6921.6 1.2
Alpgen–Jimmy W → eν + 1 parton(s) X X 1304.3 1.2
Alpgen–Jimmy W → eν + 2 parton(s) X X 378.29 1.2
Alpgen–Jimmy W → eν + 3 parton(s) X X 101.43 1.2
Alpgen–Jimmy W → eν + 4 parton(s) X X 25.87 1.2
Alpgen–Jimmy W → eν + 5 parton(s) X X 7 1.2
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sample FullSim AFII aTGC xSec (nb) Kfactor
W → µν+jets
Alpgen–Jimmy W → µν + 0 parton(s) X X 6919.6 1.2
Alpgen–Jimmy W → µν + 1 parton(s) X X 1304.2 1.2
Alpgen–Jimmy W → µν + 2 parton(s) X X 377.83 1.2
Alpgen–Jimmy W → µν + 3 parton(s) X X 101.88 1.2
Alpgen–Jimmy W → µν + 4 parton(s) X X 25.75 1.2
Alpgen–Jimmy W → µν + 5 parton(s) X X 6.92 1.2
W → τν+jets
Alpgen–Jimmy W → τν + 0 parton(s) X 6918.6 1.2
Alpgen–Jimmy W → τν + 1 parton(s) X 1303.2 1.2
Alpgen–Jimmy W → τν + 2 parton(s) X 378.18 1.2
Alpgen–Jimmy W → τν + 3 parton(s) X 101.51 1.2
Alpgen–Jimmy W → τν + 4 parton(s) X 25.64 1.2
Alpgen–Jimmy W → τν + 5 parton(s) X 7.04 1.2
Z → ee+jets
Alpgen–Jimmy Z → ee+ 0 parton(s) X 668.32 1.25
Alpgen–Jimmy Z → ee+ 0 parton(s) (10 < Mee < 40 GeV) X 3051.62 1.22
Alpgen–Jimmy Z → ee+ 1 parton(s) X 134.36 1.25
Alpgen–Jimmy Z → ee+ 1 parton(s) (10 < Mee < 40 GeV) X 87.87 1.22
Alpgen–Jimmy Z → ee+ 2 parton(s) X 40.54 1.25
Alpgen–Jimmy Z → ee+ 2 parton(s) (10 < Mee < 40 GeV) X 41.4 1.22
Alpgen–Jimmy Z → ee+ 3 parton(s) X 11.16 1.25
Alpgen–Jimmy Z → ee+ 3 parton(s) (10 < Mee < 40 GeV) X 8.38 1.22
Alpgen–Jimmy Z → ee+ 4 parton(s) X 2.88 1.25
Alpgen–Jimmy Z → ee+ 4 parton(s) (10 < Mee < 40 GeV) X 1.85 1.22
Alpgen–Jimmy Z → ee+ 5 parton(s) X 0.83 1.25
Alpgen–Jimmy Z → ee+ 5 parton(s) (10 < Mee < 40 GeV) X 0.46 1.22
Alpgen–Jimmy Z → ee+ bb+ 0 parton(s) X 6.57 1.25
Alpgen–Jimmy Z → ee+ bb+ 1 parton(s) X 2.48 1.25
Alpgen–Jimmy Z → ee+ bb+ 2 parton(s) X 0.89 1.25
Alpgen–Jimmy Z → ee+ bb+ 3 parton(s) X 0.39 1.25
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sample FullSim AFII aTGC xSec (nb) Kfactor
Z → µµ+jets
Alpgen–Jimmy Z → µµ+ 0 parton(s) X 668.68 1.25
Alpgen–Jimmy Z → µµ+ 0 parton(s) (10 < Mµµ < 40 GeV) X 3051.62 1.22
Alpgen–Jimmy Z → µµ+ 1 parton(s) X 134.14 1.25
Alpgen–Jimmy Z → µµ+ 1 parton(s) (10 < Mµµ < 40 GeV) X 87.87 1.22
Alpgen–Jimmy Z → µµ+ 2 parton(s) X 40.33 1.25
Alpgen–Jimmy Z → µµ+ 2 parton(s) (10 < Mµµ < 40 GeV) X 41.45 1.22
Alpgen–Jimmy Z → µµ+ 3 parton(s) X 11.19 1.25
Alpgen–Jimmy Z → µµ+ 3 parton(s) (10 < Mµµ < 40 GeV) X 8.38 1.22
Alpgen–Jimmy Z → µµ+ 4 parton(s) X 2.75 1.25
Alpgen–Jimmy Z → µµ+ 4 parton(s) (10 < Mµµ < 40 GeV) X 1.85 1.22
Alpgen–Jimmy Z → µµ+ 5 parton(s) X 0.77 1.25
Alpgen–Jimmy Z → µµ+ 5 parton(s) (10 < Mµµ < 40 GeV) X 0.46 1.22
Alpgen–Jimmy Z → µµ+ bb+ 0 parton(s) X 6.56 1.25
Alpgen–Jimmy Z → µµ+ bb+ 1 parton(s) X 2.47 1.25
Alpgen–Jimmy Z → µµ+ bb+ 2 parton(s) X 0.89 1.25
Alpgen–Jimmy Z → µµ+ bb+ 3 parton(s) X 0.39 1.25
Z → ττ+jets
Alpgen–Jimmy Z → ττ + 0 parton(s) X 668.4 1.25
Alpgen–Jimmy Z → ττ + 0 parton(s) (10 < Mµµ < 40 GeV) X 3055.1 1.22
Alpgen–Jimmy Z → ττ + 1 parton(s) X 134.81 1.25
Alpgen–Jimmy Z → ττ + 1 parton(s) (10 < Mµµ < 40 GeV) X 84.93 1.22
Alpgen–Jimmy Z → ττ + 2 parton(s) X 40.36 1.25
Alpgen–Jimmy Z → ττ + 2 parton(s) (10 < Mµµ < 40 GeV) X 41.47 1.22
Alpgen–Jimmy Z → ττ + 3 parton(s) X 11.25 1.25
Alpgen–Jimmy Z → ττ + 3 parton(s) (10 < Mµµ < 40 GeV) X 8.36 1.22
Alpgen–Jimmy Z → ττ + 4 parton(s) X 2.79 1.25
Alpgen–Jimmy Z → ττ + 4 parton(s) (10 < Mµµ < 40 GeV) X 1.85 1.22
Alpgen–Jimmy Z → ττ + 5 parton(s) X 0.77 1.25
Alpgen–Jimmy Z → ττ + 5 parton(s) (10 < Mµµ < 40 GeV) X 0.46 1.22
sample FullSim AFII aTGC xSec (nb) Kfactor
Z → νν+jets
Alpgen–Jimmy Z → νν + 0 parton(s) X 3572 1.25
Alpgen–Jimmy Z → νν + 1 parton(s) X 738.73 1.25
Alpgen–Jimmy Z → νν + 2 parton(s) X 222.91 1.25
Alpgen–Jimmy Z → νν + 3 parton(s) X 62 1.25
Alpgen–Jimmy Z → νν + 4 parton(s) X 15.635 1.25
Alpgen–Jimmy Z → νν + 5 parton(s) X 4.1433 1.25
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Appendix B
Formulas for Dfid and Dtot
The expected number of signal events νsig`b contains contributions from both the WW and WZ
processes. The two processes can not be disentangled in this analysis and their ratio is therefore
assumed from theory. The expected number of data events νsig`b is expressed as:
νsig`b = σfid,MC@NLO · L · (fWWfid · CWW` · sWW`b + fWZfid · CWZ` · sWZ`b ) =
= σfid,MC@NLO · L · (fWWfid · CWW` · sWW`b + (1− fWWfid ) · CWZ` · sWZ`b )
(B.1)
where sWV`b is the percentage of events contained in bin b for the process WV = WW,WZ for
the channel `; σfid,MC@NLO is the predicted fiducial cross section that part of the total cross
section to which the analysis is sensitive given the selection criteria; the C factors are used to
correct for detector effects and are defined as:
CWWe =
NWWeνjj RecoSelected
N InF iducialWW→eνjj
CWZe =
NWZeνjj RecoSelected
N InF iducialWZ→eνjj
CWWµ =
NWWµνjj RecoSelected
N InF iducialWW→µνjj
CWZµ =
NWZµνjj RecoSelected
N InF iducialWZ→µνjj
(B.2)
with N
WW (WZ)
l(e,µ)νjj recoSelected is the total number of events in the WW (WZ) samples that pass the
analysis selection using reconstructed quantities for the electron or muon channels, this number
therefore includes also dibosons not decaying to a true lνjj final state; the ffid factors are the
fractional fiducial cross sections for the various contributing processes and are defined as:
fWWfid =
σWW,MC@NLO ·AWW · BWW
σWW,MC@NLO ·AWW · BWW + σWZ,MC@NLO ·AWZ · BWZ
fWZfid =
σWZ,MC@NLO ·AWW · BWW
σWW,MC@NLO ·AWW · BWW + σWZ,MC@NLO ·AWZ · BWZ
(B.3)
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where BWW and BWZare the semileptonic branching ratios in a single lepton flavor and the
factors A are the acceptances and are defined as:
AWW =
N InF iducialWW→eνjj
NWW→eνjj
=
N InF iducialWW→µνjj
NWW→µνjj
AWZ =
N InF iducialWZ→eνjj
NWZ→eνjj
=
N InF iducialWZ→µνjj
NWZ→µνjj
(B.4)
where N InF iducialWV→`νjj is the number of event decaying to `νjj and passing the fiducial volume cuts
for the process WV.
The measured signal yield (Nmeas` ) is obtained as:
Nmeas` = β
∑
b=1,45
νsig`b (B.5)
Appendix C
Kinematic Distributions before the
Fit to mjj
This section contains kinematic distributions that show the level of agreement between MC and
data that is obtained prior to the cross section fit to mjj.
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Figure C.1. Distributions of dijet invariant mass mjj for electron (left) and muon (right) chan-
nels. The points are data and the stacked histograms are SM predictions. In each plot, the
lower panel displays the relative difference between the data and the MC expectation. The
systematic band only contians systematics due to JES, JER, ∆Rjp, and qfac.
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Figure C.2. Distributions of the leading (top) and sub-leading (bottom) jet transverse moment
for electron (left) and muon (right) channels. The points are data and the stacked his-
tograms are SM predictions. In each plot, the lower panel displays the relative difference
between the data and the MC expectation. The systematic band only contians systematics
due to JES, JER, ∆Rjp, and qfac.
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Figure C.3. Distributions of the angular distance ∆R between the leading and subleading
jets(top) and lepton pT (bottom) for electron (left) and muon (right) channels. The
points are data and the stacked histograms are SM predictions. In each plot, the lower
panel displays the relative difference between the data and the MC expectation. The sys-
tematic band only contians systematics due to JES, JER, ∆Rjp, and qfac.
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Figure C.4. Distributions of the transverse mass mT (top) and the missing transverse energy
EmissT (bottom) for electron (left) and muon (right) channels. The points are data and the
stacked histograms are SM predictions. In each plot, the lower panel displays the relative
difference between the data and the MC expectation. The systematic band only contians
systematics due to JES, JER, ∆Rjp, and qfac.
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Figure C.5. Comparison of the ∆R(j1, j2) distributions for data (solid circles) and MC (his-
tograms) for electron (left) and muon (right) channel after applying all selection criteria
but the ∆η(j1, j2) cut. The plots in the lower panel show the percent difference between
data and the MC prediction (solid circles).
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Table D.1. Systematic uncertainties in each bin of pTjj, for the aTGC analysis in the µ channel.
The systematic uncertainties are given in percent. Only the diagonal entries in the covariance
matrix are shown.
Bin Number
Syst 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Signal
Total 15 16 21 24 21 23 29 28 48 36 38 34 28 35
MC Stat 1 3 8 11 7 7 13 8 8 18 17 13 11 11
Signal Norm. 15 15 15 15 15 15 15 15 15 15 15 15 15 15
Renorm/Fact Scales 1 3 7 7 8 9 10 11 12 13 13 14 15 18
JER 0 4 9 9 1 3 2 6 30 13 22 11 8 16
JES1 0 0 2 1 3 2 3 7 7 8 3 12 3 15
JES2 0 1 2 3 1 2 0 9 5 1 1 6 3 5
JES3 0 2 3 2 4 3 4 5 10 4 5 6 4 1
JES13 0 1 2 3 5 0 15 5 20 6 16 6 5 1
JES14 0 2 2 9 5 10 8 11 14 16 0 11 7 7
JES15 0 1 3 2 6 6 5 7 14 7 4 10 6 5
Background
Total 18 18 45 41 42 45 44 45 41 45 69 51 52 54
MC Stat 0 2 9 15 4 29 33 6 8 8 51 11 14 10
∆ R 0 2 39 34 36 28 24 36 32 36 37 38 42 46
Qfac 0 3 6 6 7 7 6 10 10 11 13 14 15 16
W/Z + jets Norm. 18 17 17 15 16 14 11 18 16 17 19 20 19 17
Top Norm. 1 2 2 2 3 2 2 1 3 2 1 0 1 2
Multijet Norm. 1 0 0 2 0 2 5 0 0 0 0 0 0 0
JER 0 1 1 2 5 3 3 3 11 10 2 1 7 7
JES1 0 1 1 0 1 2 3 7 3 7 6 10 3 6
JES2 0 0 1 1 0 0 3 1 0 3 2 0 1 1
JES3 0 1 0 0 4 2 1 5 4 0 6 4 2 2
JES13 0 1 3 1 4 6 5 13 7 2 8 12 3 2
JES14 0 3 6 5 6 5 5 1 5 4 6 4 8 10
JES15 0 2 2 1 2 4 3 7 1 7 6 10 3 4
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Table D.2. Systematic uncertainties in each bin of pTjj, for the aTGC analysis in the e channel.
The systematic uncertainties are given in percent. Only the diagonal entries in the covariance
matrix are shown.
Bin Number
Syst 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Signal
Total 15 16 21 21 21 33 34 55 33 30 27 96 50 26
MC stat 2 3 12 8 6 11 9 7 10 9 11 41 10 9
Signal Norm. 15 15 15 15 15 15 15 15 15 15 15 15 15 15
Renorm/Fact Scales 1 3 6 7 8 9 10 11 12 12 13 14 15 18
JER 0 2 0 7 4 16 0 50 9 14 7 50 5 3
JES1 0 1 0 1 7 12 18 7 3 8 2 38 7 3
JES2 0 0 2 3 1 2 2 4 5 3 5 39 4 3
JES3 0 2 1 3 3 4 3 1 23 7 1 4 1 2
JES13 0 0 4 1 5 5 16 7 1 9 7 7 2 3
JES14 0 1 1 5 0 13 1 0 4 5 7 2 43 0
JES15 0 1 4 2 1 9 11 1 3 7 6 40 1 3
Background
Total 18 18 46 49 42 46 48 48 53 46 52 50 66 67
MC stat 0 1 4 6 7 6 8 15 16 20 5 33 42 4
∆ R 0 2 41 45 36 41 43 40 46 35 44 33 43 61
Qfac 0 3 6 7 7 8 8 10 10 12 13 10 15 18
W/Z + jets Norm. 18 17 17 17 17 16 16 18 17 19 19 14 20 20
Top Norm. 1 2 2 2 2 3 2 1 2 1 1 0 0 0
Multijet Norm. 1 0 0 1 1 0 1 1 0 0 0 5 0 0
JER 0 1 6 4 0 2 5 4 1 2 5 6 5 4
JES1 0 1 1 1 0 3 1 0 2 1 6 2 2 1
JES2 0 0 1 0 3 2 3 4 1 3 1 1 4 0
JES3 0 1 1 2 1 2 3 2 4 3 3 2 2 2
JES13 0 0 2 2 4 7 7 7 7 3 11 3 3 1
JES14 0 3 5 1 2 7 3 1 6 4 2 1 2 3
JES15 0 2 0 1 0 2 0 1 1 1 3 2 7 3
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Appendix E
Tables for the Fiducial Cross Section
Calculation and Corresponding
Systematic Uncertainties
This section contains tables showing the values used to calculate the A and C fiducial efficiencies
and the corresponding JES, JER and fragmentation/ISR-FSR systematics.
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Table E.1. The table shows the values used to calculate the A and C efficiencies for the signal
sample in the muon channel. Where NGen is the total number of generated events in the sample,
NWW→µνjjGen is the total number of generated events that also have a true WW→ µνjj decay,
and Nfid is the total number of events that pass the fiducial event selection at the truth and
reconstruction level. For the variables NGen,N
WW→µνjj
Gen , and N
truth
fid the events are weighted
by the MC event weight and Z vertex position weight. In the case of the aTGC samples, they
are additionally reweighted to SM values using the MC@NLO reweighting scheme. The variable
Nrecofid contains all additional event weights used for all final event selection at reconstruction
level. The uncertainities on the values just contain the statistical uncertainty.
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Table E.2. The table shows the values used to calculate the A and C efficiencies for the sig-
nal sample in the electron channel. Where NGen is the total number of generated events in the
sample, NWW→eνjjGen is the total number of generated events that also have a true WW→ eνjj
decay, and Nfid is the total number of events that pass the fiducial event selection at the truth
and reconstruction level. For the variables NGen,N
WW→µνjj
Gen , and N
truth
fid the events are weighted
by the MC event weight and Z vertex position weight. In the case of the aTGC samples, they
are additionally reweighted to SM values using the MC@NLO reweighting scheme. The variable
Nrecofid contains all additional event weights used for all final event selection at reconstruction
level. The uncertainities on the values just contain the statistical uncertainty.
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Table E.3. Table shows the calculated values for Dfid and Dtot in both channels. Values are
calculated for SM and aTGC samples separately and then combined.
MC@NLO SM Only MC@NLO aTGC Only MC@NLO SM+aTGC
Muon
Dfid 0.679 0.695 0.683
Dtot 6.99E-03 7.08E-03 7.01E-03
Electron
Dfid 0.620 0.627 0.622
Dtot 6.26E-03 6.36E-03 6.29E-03
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Table E.4. Table shows the event cutflow (in relative percentage to the total lvjj events) for the
truth selection on the SM samples for both channels. Events are only weighted by the MC event
weight; this is why the numbers differ slightly from table E.1 and table E.2, which are weighted
by the MC event weight and Z vertex event weight.
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Table E.5. Table shows the calculated values for Dtot for the nominal selection and the nominal
selection without applying the 3rd jet veto in both channels. HERWIG values are computed using
the same branching ratios as the MC@NLO samples in order to remove differences in how the
samples were originally generated since the HERWIG samples were generated with an event filter
and the MC@NLO samples were not.
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Table E.6. The table shows the values used to calculate the A and C efficiencies for the HER-
WIG and PYTHIA systematic signal sample in the muon and electron channel. Where NGen
is the total number of generated events in the sample, NWW→µνjjGen is the total number of gen-
erated events that also have a true WW→ lνjj decay, and Nfid is the total number of events
that pass the fiducial event selection at the truth and reconstruction level. For the variables
NGen,N
WW→lνjj
Gen , and N
truth
fid the events are weighted by the MC event weight and Z vertex
position weight. The variable Nrecofid contains all additional event weights used for all final event
selection at reconstruction level. The uncertainities on the values just contain the statistical un-
certainty.
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Appendix F
Plots for JES Systematic
Uncertanties
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Figure F.1. mjj distributions in the muon channel for data (solid circles) and for the expected
SM predictions assuming signal equal to 0. The SM predictions are obtained for each plot
in three cases: using nominal templates for all processes (solid black line) and using tem-
plates obtained by applying and upward/downward variation of JES1 (up-left), JES2 (up-
right), JES3 (down-left), JES4 (down-right) equal to the uncertainty bound. The lower
panels in each plot show the difference between the data and the SM nominal predictions
(solid circles) and the differences between the nominal and varied templates (green and
red solid lines).
219
Appendix F: Plots for JES Systematic Uncertanties 220
Final Distribution
50 100 150 200 250
Ev
en
ts
 / 
( 5
 )
0
2000
4000
6000
8000
10000 =0) -0.00,  0.00%µJES5 SMPred(
Data
=0)µSMPred(
Up variation
Down variation
wwm2j
obs_x_wwm2j
50 100 150 200 250
D
at
a-
M
C
0
500 Final Distribution
50 100 150 200 250
Ev
en
ts
 / 
( 5
 )
0
2000
4000
6000
8000
10000 =0) -0.00, -0.00%µJES6 SMPred(
Data
=0)µSMPred(
Up variation
Down variation
wwm2j
obs_x_wwm2j
50 100 150 200 250
D
at
a-
M
C
0
500
Final Distribution
50 100 150 200 250
Ev
en
ts
 / 
( 5
 )
0
2000
4000
6000
8000
10000 =0) -0.00,  0.00%µJES7 SMPred(
Data
=0)µSMPred(
Up variation
Down variation
wwm2j
obs_x_wwm2j
50 100 150 200 250
D
at
a-
M
C
0
500 Final Distribution
50 100 150 200 250
Ev
en
ts
 / 
( 5
 )
0
2000
4000
6000
8000
10000 =0) -0.00, -0.00%µJES8 SMPred(
Data
=0)µSMPred(
Up variation
Down variation
wwm2j
obs_x_wwm2j
50 100 150 200 250
D
at
a-
M
C
0
500
Figure F.2. mjj distributions in the muon channel for data (solid circles) and for the expected
SM predictions assuming signal equal to 0. The SM predictions are obtained for each plot
in three cases: using nominal templates for all processes (solid black line) and using tem-
plates obtained by applying and upward/downward variation of JES5 (up-left), JES6 (up-
right), JES7 (down-left), JES8 (down-right) equal to the uncertainty bound. The lower
panels in each plot show the difference between the data and the SM nominal predictions
(solid circles) and the differences between the nominal and varied templates (green and
red solid lines).
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Figure F.3. mjj distributions in the muon channel for data (solid circles) and for the expected
SM predictions assuming signal equal to 0. The SM predictions are obtained for each
plot in three cases: using nominal templates for all processes (solid black line) and us-
ing templates obtained by applying and upward/downward variation of JES11 (up-left),
JES12 (up-right), JES14 (down-left), JES15 (down-right) equal to the uncertainty bound.
The lower panels in each plot show the difference between the data and the SM nominal
predictions (solid circles) and the differences between the nominal and varied templates
(green and red solid lines).
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Figure F.4. mjj distributions in the electron channel for data (solid circles) and for the expected
SM predictions assuming signal equal to 0. The SM predictions are obtained for each plot
in three cases: using nominal templates for all processes (solid black line) and using tem-
plates obtained by applying and upward/downward variation of JES1 (up-left), JES2 (up-
right), JES3 (down-left), JES4 (down-right) equal to the uncertainty bound. The lower
panels in each plot show the difference between the data and the SM nominal predictions
(solid circles) and the differences between the nominal and varied templates (green and
red solid lines).
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Figure F.5. mjj distributions in the electron channel for data (solid circles) and for the expected
SM predictions assuming signal equal to 0. The SM predictions are obtained for each plot
in three cases: using nominal templates for all processes (solid black line) and using tem-
plates obtained by applying and upward/downward variation of JES5 (up-left), JES6 (up-
right), JES7 (down-left), JES8 (down-right) equal to the uncertainty bound. The lower
panels in each plot show the difference between the data and the SM nominal predictions
(solid circles) and the differences between the nominal and varied templates (green and
red solid lines).
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Figure F.6. mjj distributions in the electron channel for data (solid circles) and for the expected
SM predictions assuming signal equal to 0. The SM predictions are obtained for each
plot in three cases: using nominal templates for all processes (solid black line) and us-
ing templates obtained by applying and upward/downward variation of JES11 (up-left),
JES12 (up-right), JES14 (down-left), JES15 (down-right) equal to the uncertainty bound.
The lower panels in each plot show the difference between the data and the SM nominal
predictions (solid circles) and the differences between the nominal and varied templates
(green and red solid lines).
Appendix G
Top-Antitop Control Region
The top control region is sensitive to the jet energy scale and resolution uncertainty. The
presence of the peak of the hadronically decayed W gives a clear indication of how well the jet
energy and resolution are described in Monte Carlo simulated events.
Events are defined to belong to the top control region if they contain at least one b-tagged
jet and at least two non b-tagged jets. All jets are required to have pT > 25 GeV and |η| < 2.5.
If more than two non b-tagged jets satisfy the required criteria the two leading ones are chosen
as decay product of the W boson. Information on jet b-tagging, performances and calibrations
can be found in [224].
The normalization of the SM predictions are obtained as described in Section 6.5.
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Figure G.1. Top control region: electron channel. The points are data, and the stacked his-
tograms are SM predictions. Distributions of pTj1st (top-left), ηTj1st (top-right), pTj2nd
(bottom-left) and ηTj2nd (bottom-right). The yellow band indicated the systematic uncer-
tainty from JES only.
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Figure G.2. Top control region: electron channel. The points are data, and the stacked his-
tograms are SM predictions. Distributions of pTjj (top-left), ∆RTjj (top-right), ∆η
(bottom-left) and ∆φ (bottom-right) between leading and subleading jets. The yellow
band indicated the systematic uncertainty from JES only.
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Figure G.3. Top control region: electron channel. The points are data, and the stacked his-
tograms are SM predictions. Dijet mass distribution. The yellow band indicated the sys-
tematic uncertainty from JES only.
Appendix H
Plots for Fit with Varied Binnings
Here are reported plots about the fit studies for different bin width of Section 9.4.7 for the
nuisance parameters.
The horizontal axis represents the bin width, the vertical axis the value of the nuisance
parameter as obtained from the fit with templates of given bin width. The red points correspond
the the nuisance parameter values for the nominal binning. As a general comment, the chosen
bin width is optimal, since the central values of the nuisance parameters are constant and their
uncertainty from the fit is stable; larger bin width show a loss of sensitivity, and larger errors
on the nuisance parameters.
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Figure H.1. Behaviour of nuisance parameters as a function of the bin size in the template his-
tograms. The points represent the central value returned by the fit, the errors are the
maximum error on the parameter as returned by the fit. The red point represents the 5
GeV bin size. The plots show the behaviour for the ∆R (Figure H.1(a)), the JER (Fig-
ure H.1(b)), the MorePS (Figure H.1(c)) and the qfac (Figure H.1(d)) nuisance param-
eters. Refer to Chapter 8 for a complete description of the nuisance parameters and to
Table 10.1 for comparing with the fit results.
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Figure H.2. Behaviour of nuisance parameters as a function of the bin size in the template his-
tograms. The points represent the central value returned by the fit, the errors are the
maximum error on the parameter as returned by the fit. The red point represents the 5
GeV bin size. The plots show the behaviour for the QCD Multijet normalisation for the
electron (Figure H.2(a)) and the muon (Figure H.2(b)), the top rate (Figure H.2(c)) and
the W/Z + jets normalisation (Figure H.2(d)) nuisance parameters. Refer to Chapter 8 for
a complete description of the nuisance parameters and to Table 10.1 for comparing with
the fit results.
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Figure H.3. Behaviour of nuisance parameters as a function of the bin size in the template his-
tograms. The points represent the central value returned by the fit, the errors are the
maximum error on the parameter as returned by the fit. The red point represents the 5
GeV bin size. The plot shows the behaviour for the signal shape modeling nuisance pa-
rameter. Refer to Chapter 8 for a complete description of the nuisance parameters and to
Table 10.1 for comparing with the fit results.
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Figure H.4. Behaviour of nuisance parameters as a function of the bin size in the template his-
tograms. The points represent the central value returned by the fit, the errors are the
maximum error on the parameter as returned by the fit. The red point represents the 5
GeV bin size. The plots show the behaviour for the JES1 (Figure H.4(a)), the JES2 (Fig-
ure H.4(b)), the JES3 (Figure H.4(c)) and the JES4 (Figure H.4(d)) nuisance parame-
ters. Refer to Chapter 8 for a complete description of the nuisance parameters and to Ta-
ble 10.1 for comparing with the fit results.
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Figure H.5. Behaviour of nuisance parameters as a function of the bin size in the template his-
tograms. The points represent the central value returned by the fit, the errors are the
maximum error on the parameter as returned by the fit. The red point represents the 5
GeV bin size. The plots show the behaviour for the JES5 (Figure H.5(a)), the JES6 (Fig-
ure H.5(b)), the JES7 (Figure H.5(c)) and the JES8 (Figure H.5(d)) nuisance parame-
ters. Refer to Chapter 8 for a complete description of the nuisance parameters and to Ta-
ble 10.1 for comparing with the fit results.
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Figure H.6. Behaviour of nuisance parameters as a function of the bin size in the template his-
tograms. The points represent the central value returned by the fit, the errors are the
maximum error on the parameter as returned by the fit. The red point represents the 5
GeV bin size. The plots show the behaviour for the JES11 (Figure H.6(a)), the JES12
(Figure H.6(b)), the JES13 (Figure H.6(c)) and the JES14 (Figure H.6(d)) nuisance pa-
rameters. Refer to Chapter 8 for a complete description of the nuisance parameters and to
Table 10.1 for comparing with the fit results.
Appendix H: Plots for Fit with Varied Binnings 236
bin width [GeV]   
0 5 10 15 20 25
pa
r v
al
ue
 a
fte
r f
it 
  
-1
-0.5
0
0.5
1
1.5
2
alpha_JES16_combined
Figure H.7. Behaviour of nuisance parameters as a function of the bin size in the template his-
tograms. The points represent the central value returned by the fit, the errors are the
maximum error on the parameter as returned by the fit. The red point represents the 5
GeV bin size. The plot shows the behaviour for the JES16 nuisance parameters. Refer to
Chapter 8 for a complete description of the nuisance parameters and to Table 10.1 for
comparing with the fit results.
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