Abstract
Introduction
Component-based software development (CBSD) is the process of assembling components (including Commercial Off-The-Shelf components, COTS) so that they interact as intended. Each component requires prespecified services from the other components. CBSD is touted as an approach towards improving application quality and improving software maintainability and reliability. However, ensuring the reliability of software application is a difficult task, even when commercial, pretested and trusted software components are used.
As a result, several techniques have emerged to estimate and analyze the reliability of component-based applications. These can be categorized as:
• System-level reliability estimation: Reliability is estimated for the application as a whole, for example, using integration testing and/or system level architecture evaluation.
• Component-based reliability estimation: The application reliability is estimated using the reliabilities of individual components and their interconnection.
The first approach treats the software system as a unit. This approach may not be suitable for component-based applications because it does not consider compositional and integrative properties of systems and does not accommodate the reliability growth and measurement of individual components. The limitations of the system level approach for component-based applications are discussed in [5] .
As for the second approach, the following needs to be estimated:
• Reliability of a component: Reliability assessment of the components, including COTS components, and how reliability models are affected by different component usage across several applications.
• Reliability of a component-based system: Reliability assessment of applications developed using software components as their building blocks. This paper addresses the second problem, and assumes that reliability estimates of the components are available.
Motivation
We are concerned with reliability analysis models for component-based software. This work is motivated by the need to:
• Analyze the reliability of a component-based application even when the source code of its components is not available (i.e. fault injection and seeding would not be applicable).
• Develop a probabilistic technique for reliability analysis that is applicable at the design-level, before the actual development and integration phases. Many reliability analysis techniques use test cases and fault injection to study the reliability of component-based systems. Using scenarios has the advantage of applicability in the early phases of development.
• Study the sensitivity of the application reliability to reliabilities of components and interfaces. This could guide the process of identifying critical components and interfaces and analyze the effect of replacing components with new ones with similar interfaces but with improved estimated reliability.
• Incorporate the effects of interface reliabilities in a probabilistic model for reliability analysis.
• Develop a technique to analyze the reliability of applications built from reusable software components. The emerging field of component-based software engineering exacerbates the need for estimating component reliabilities and analyzing the reliability of component-based applications.
Contribution
This paper addresses the problem of reliability modeling and analysis in component based applications. We propose a new technique called Scenario-Based Reliability Analysis (SBRA), which builds on scenarios used in the analysis of component-based applications. A Component Dependency Graph (CDG) is proposed as a new probabilistic model, which incorporates component and interaction probabilities, and their reliabilities. An algorithm is proposed to analyze the reliability of component-based applications using the reliabilities of components, interfaces and links. We are not concerned with estimating the absolute reliability of the application over its execution lifetime. Early in the life cycle, available data is not sufficiently rich for precise estimation of lifetime reliability. Instead, we concentrate our analysis to the usage scenarios available early, and study the implications of component/interface/link reliabilities to the expected reliability of the software system, once it is built. Section 2 describes scenario-based analysis for component-based applications. Section 3 defines the elements used in constructing the component dependency graphs (CDG). In Section 4, we discuss the SBRA algorithm. Section 5 describes the applicability of the algorithm to a case study. Section 6 discusses related work in the area of reliability of component-based applications and highlights some limitations and differences. Finally, we conclude the paper in Section 7.
Behavior Analysis using Scenarios
Scenarios are means of analyzing applications and understanding their dynamic behavior. A scenario is a set of component interactions triggered by specific input stimulus. Scenarios are useful during design because they bridge the gap between architectures and implementations [17] . One way to model scenarios is using sequence diagrams. Sequence diagrams specify interactions between application entities in a timely sequence manner. In particular, they show the entities participating in an interaction, their lifelines (how long they remain active), and their interactions as time proceeds. An interaction can be a method invocation to an object (in an object-oriented context), a procedure call, a generated event, or a set of messages exchanged.
Scenarios are used to analyze the dynamic behavior of component-based applications. We adopt Sequence Diagrams as means of documenting a scenario for a component-based application. We also use the word interaction as a general term to refer generically to all possible types of collaboration between components.
The notation of sequence diagrams between components is similar to those used for Message Sequence Charts (MSC) [20] or Interaction Diagrams in UML [12] , with some generalization of the terms. A component sequence diagram is a two-dimensional graph: the vertical axis represents time, and the horizontal axis represents different components. Time proceeds down the vertical axis. The time axis can be used as a metric for time measurement. There is no significance to the horizontal ordering of components. A vertical line shows the lifeline of a component, i.e., its existence in the scenario, while the actual execution periods of a component are denoted by vertical rectangles starting and ending at the execution beginning and end points of a component. Figure 1 shows an example. By using sequence diagrams, we are able to collect statistics required for CDG graphs, such as the average execution time of a component in a scenario, the average execution time of a scenario, and possible interactions among components as discussed later. Scenarios are also related to the concept of operations and run-types used for operational profiles [9] . Scenarios with specified input variables are similar to operation run-types. A generic scenario with fewer details about input values, but specific for an input (sub)domain, is similar to an operation with several run-types. Finally, a profile of the component execution probabilities assigned to scenarios is similar to the operational profile. Operational profiles have long been used to guide testing, development, and performance analysis by identifying frequently executed operations. Here, we use scenarios to derive a 
Component Dependency Graphs (CDGs)
Starting with the basic notion of control flow graphs, we develop a probabilistic model called component dependency graph. Control flow graphs are the classical method of revealing the structure, decision points, and branches in program code. A flow graph is a directed graph that consists of a set of nodes and directed edges G=<N,E>. Each node represents one or more program statements. The total number of nodes is the size of the set N, and a maximum of N x N directed edges can exist in the graph. Each edge represents the transfer of execution control from source to destination. Each edge is an ordered pair <n 1 ,n 2 >. Depending on a decision taken at a certain node, the execution continues with one of its children.
We adapt the control flow graph principles to component-based applications to represent the dependency between components and possible execution paths. We call this graph Component Dependency Graph, CDG. In this section we define the graph, while the following section describes how to calculate graph attributes for a component based application. T ij is the transition name from node n i to n j , RT ij is the transition reliability, and PT ij is the transition probability.
Definition 6: Transition Reliability "RT ij ". RT ij is the probability that data sent from component C i to component C j will be delivered error-free. This probability includes possible interface errors and possible channel delivery errors.
Definition 7: Transition Probability "PT ij ". PT ij is the conditional probability that C j will execute next, given that C i is currently executing.
Thus, a CDG is defined as follows: CDG = <N,E,s,t> N = {n}, E ={e}, s and t are the start and termination nodes, Figure 2 shows a CDG example consisting of four components, C 1 , C 2 , C 3 , and C 4 . 
Scenario-based Reliability Analysis
The proposed technique to analyze the reliability of a component-based application has three steps: 1. Estimation of the parameters used in the reliability model (Section 4.1), 2. Construction of the component dependency graph (Section 4.2) 3. Application of the algorithm for reliability and sensitivity analysis (Section 4.3).
Parameter Estimation
Based on sequence diagrams (defined in Section 2), a scenario S k from the set of the application scenarios S, where k=1..|S|, is represented by a sequence of component interactions. At the system level, scenarios are activated by the specific input stimulus.
Probability of a Scenario "PS k ". The dynamic behavior of a component-based application can be specified using a set of scenarios characterizing the application. Each scenario has a certain probability of execution that depends on the nature of the application. The probability of a scenario is the execution frequency of that scenario with respect to all other scenarios, and is denoted as PS k . The execution probabilities should sum to a unity.
where |S| is the total number of scenarios in the analysis.
Component Reliability "RC i ". Several techniques have been proposed to estimate the reliability of software components. In this paper, we assume that the reliabilities of individual components has been calculated (numerical formula) or modeled (mathematical formula). We refer to this estimation as RC i . Component reliability estimation techniques include fault injection techniques, testing, and retrospective analysis. Voas [16] examined a method to determine the quality of Off-the-Shelf components using black box analysis and fault injection methods [14] . Everett [2] identified guidelines for estimating component reliability by identifying the component's static and dynamic properties and characterizing how usage stresses each component. Towards a discipline of trusted commercial software components with high reliability, Meyer et.al. [8] discussed general principles for establishing trust in components, which include design by contract, formal verification, extensive testing, and software metrics. Assessing the reliability of individual components is outside the scope of this paper, we only incorporate them as parameters in analysis of the reliability of the system. Transition Reliability "RT ij ". The reliability of a transition from one component to another is the probability that the data is correctly delivered from the source component to the destination in the course of an execution. There are two constituents in evaluating transition reliability: Component Interface Reliability and Link Reliabilities. Thus, RT ij = Interface Reliability * Link Reliability. In this paper, we don't describe how to calculate transition reliabilities, because we are primarily concerned with incorporating them (as first class elements) into the model, so that their effect on application reliability could be analyzed.
Component Interface Reliability is defined as the probability that two interacting components will have matching interfaces. A component interface defines intercomponent interactions. Interfaces describe the import and export relationship with other components. A set of exported interfaces specifies the services that this component can provide. A set of imported interfaces specifies the services that this component requires from other components needed during the component execution. A mismatch in an interface can be the result of incompatibility in the structure or sequence of messages exchanged between components, timing issues related to requests coming in/out of a component, incompatibilities in data formats and types, or incompatibilities in a component role in an interaction. Formal specification of component interfaces is an approach to improve their reliability. Interface reliability is a topic of several papers, for example [1, 13] , but the problem certainly deserves further study.
Link Reliability (also refered to as delivery channel reliability) is the probability of correct delivery of messages exchanged between components. This factor is essential in the case of component distribution across a network. In addition to component interface mismatches, distribution across a network adds more factors affecting link reliabilities. A message exchanged between components in a distributed environment is exposed to possible problems in the operating system calls, the underlying hardware technology, communication subsystems, and the physical network itself. These problems add new sources of risks. Studying factors affecting link reliabilities is outside the scope of this paper, however, we incorporate this parameter in the reliability analysis algorithm. where: PS k : is the probability of execution of scenario S k , |S|: is the total number of scenarios, Time(C i ) is the execution time of C i , measured as the sum of its active time along its lifeline (vertical rectangles as represented in the scenario diagram), C i is said to be in S k if it participates in the execution of scenario S k .
Transition Probability "PT ij ". The parameter PT ij is the probability of transition from one component to another.
It is estimated using the number of interactions between two components in the analysis scenarios. PT ij is calculated as follows:
where:
|S| : is the number of scenarios, PS k : is the probability of execution of scenario S k , N : is the number of components in the application, and |Interact(C i ,C j )| : is the number of times C i interacts with C j in a given scenario S k .
The sum of transition probabilities from any component should be unity.
CDG Construction
In the second phase, the component dependency graph is constructed using the parameters evaluated in the previous phase. The following outlines the process:
• Using the application analysis scenarios, estimate the probability of execution of each scenario (PS k ) by estimating the frequency of execution of each scenario relative to all other scenarios. (Section 4.1.1).
• Estimate the reliability of components (RC i ) and interfaces (RT ij ) (see Sections 4.1.2 and 4.1.3).
• Calculate the average execution time for a run of the application (AE appl ) using the average execution time of a scenario, the probability of execution of a scenario, and Eq 2 (Section 4.1.4) • For each scenario, calculate the execution time of each component (from the timeline of the sequence diagram) and the transition probability from one component to another.
• Calculate the average execution time of each component (EC i ) using the execution time of a component in each scenario, the probability of a scenario, and Eq 3 (Section 4.1.5) • Calculate the transition probability (PT ij ) from one component to another for all scenarios using the probability of a scenario, the transition probabilities between components in each scenario, and Eq 4 (Section 4.1.6).
• Construct the CDG according to the definitions in Section 3.
Reliability Analysis
After constructing the CDG model , we can analyze the reliability of the application as the function of reliability of components and transitions using the following algorithm: The algorithm expands all branches of the CDG starting from the start node. The breadth expansions of the tree represent logical "OR" paths and are hence translated as the summation of reliabilities weighted by the transition probability along each path. The depth of each path represents the sequential execution of components, the logical "AND", and is hence translated to multiplication of reliabilities. The "AND" paths take into consideration the interface and link reliabilities (RT ij ) between components. The depth expansion of a path terminates when the summation of execution time of that thread sums to the average execution time of the application or when the next node is a terminating node.
Due to the probabilistic nature of the dependency graph, several loops might exist. In calculating the reliability of the application using the SBRA algorithm outlined above, the algorithm may loop between two or more components. However, these loops don't lead to a deadlock by virtue of using the average execution time of the application to terminate the depth traversal of the graph. Therefore, deadlocks are not possible in executing the algorithm and a termination of the algorithm execution is evident.
The reliability of an "AND" path is neither too pessimistic nor too optimistic because the path is either truncated with a termination node (a natural end of an application execution) or with an execution time limit which is the average execution time of a scenario.
Case Study
In this section we illustrate the applicability of the proposed technique to a simple component-based application. The application was developed for the simulation of waiting queues in which we deal with customers lining up at checkout counters at supermarkets or a self-serve car wash. The application is built by composing software components. These components were developed as a part of an educational experiment in software reuse at West Virginia University [19] . In this experiment, a domain specific library of components was developed for the purpose of producing applications that simulate the behavior of waiting queues. The domain was defined by a set of software components, a generic architecture for communicating components, and a set of possible execution scenarios. We limit our discussion here to one application developed from those reusable assets: the checkout counter. Figure 3 describes the architecture of the application using the UML package diagram [12] . The architecture of the application is centered around a dynamic event list as the communication vehicle of events. In addition to the EventList component , the primary components in the architecture are ArrivalGen, a QueuingFacility, a ServiceFacility, a Measurement recorder, and a ScheduleManager.
The Architecture

Figure 3 The application architecture
The EventList component serves as the holder of all events. The analysis identified a set of six events that depict all scenarios necessary for the execution of the application. Events are maintained in the EventList and are sorted in a time-ordered fashion. Each event triggers a specific execution scenario. The ArrivalGen component was designed to use a distribution function to generate the next customer arrival time. We used a random generator with the uniform distribution of arrival times.
The QueuingFacility component consists of a set of queue categories, where each queue category contains one or more queues. Events that indicate an action for a queue category or a queue are delegated to the queue facility, which, in turn, delegates the action to the appropriate queue category. For our example, we used two categories for checkout counters, Normal and Express, and one queue for each category. The ServiceFacility component consists of a set of server categories, where each server category contains one or more servers. Events that indicate an action for a service category or a server are delegated to the ServiceFacility, which delegates the action to the appropriate service category. For our example, we used two categories, Normal and Express, and one server for each category.
The Measurement component updates statistical information when a customer object completes the specified number of service units. At the end of the simulation, the Measurement component calculates the averages and totals. The ScheduleManager component serves as the main routine for the simulation. It repeatedly dispatches events from the event list and delegates actions based on the event type. The ScheduleManager repeatedly removes the first event from the EventList and dispatches it to the appropriate component.
Scenarios
The interaction between components in the application is analyzed using six execution scenarios, each is triggered by an event. The following summarizes the analysis scenarios (sequence diagrams for all scenarios are shown in Appendix A):
• ARRIVAL: This scenario describes the sequence of actions taken by components to process the arrival of a new customer to the queuing facility.
• REORDER: This scenario is executed when it is required to reorder the customer in the queue category when a queue is empty and could carry customers from a busy queue.
• DEQUEUE: This scenario is executed when a server is ready to serve a customer from its waiting queue.
• SERVE: This scenario is executed when a customer is de-queued and needs to be served.
• SERVICE_COMPLETE: This scenario is executed whenever a customer finishes its service at a station.
• CHECK_SERVER: This scenario is executed to check whether a server is available to serve a customer.
The Component Dependency Graph
Calculating PS k. Based on the execution profile of the application, the probabilities of execution of the six scenarios are listed in Table 1 .
Calculating RC i and RT ij. We will use these two parameters to discuss the sensitivity of the application reliability to the variations in the reliability of components and transitions.
Calculating AE appl. We will use the average execution time of the application as calculated from the average execution time of each scenario and the probability of execution of a scenario. Hence, using Eq 2 (see Section 4. Calculating PT ij. Using the analysis scenarios (see Appendix A), the scenario probabilities (see Table 1 ) and Eq 4 (see Section 4.1.6), the transition probabilities PT ij are calculated. Using the CDG definitions of Section 3, the CDG shown in Figure 4 was constructed. 
Applying the SBRA Algorithm
We implemented the SBRA algorithm defined in Section 4, and applied it to the CDG of the application in Figure 4 . Our objective is to analyze the sensitivity of the system reliability as a function of component and transition reliabilities for a period of average scenario execution time. We also discuss how different usage scenarios affect the application reliability.
Reliability of the application as function of Component Reliability.
Using the SBRA algorithm we are able to investigate the variation in the reliability of the application as a function of the reliability of individual components. The graph in Figure 5 shows the reliability of the application as function of the varying reliability of one component, while the reliabilities of other components are fixed to unity, for the sake of comparison. Reliability of the application as function of Transition Reliability. Using the SBRA algorithm, we are able to investigate the variation in the reliability of the application as a function of the reliability of transitions (interfaces and delivery channels) between components. Figure 6 shows the reliability of the application as function of the reliability of a transition (one at a time) while the reliabilities of other components and transitions are fixed (equal to 1 for the sake of comparison).
Figure 6 Application Reliability as function of transition reliabilities (one at a time)
Reliability of the application as a function of the Scenario Profile. The change in the manner an application uses a domain component has a substantial effect on the sensitivity of the application reliability to changes in the reliability of that component. Our model accounts for changes in component usage through the variations in scenario execution probabilities (PS k in Section 4.1.1). For our case study, the usage of the components will differ from one application to another, e.g supermarket, immigration posts, car wash service, etc. For illustration purposes, we consider four cases. These cases were generated by varying the maximum requested service time and the maximum limit on the period between customers inter-arrival time. The Profiles for the four cases is shown in Table 3 . We can analyze the reliability of the application as function of the reliability of each component for different usage (Profiles). We selected the three components EventList, QueueFacility and ServiceFacility. The reliability of the application as function of the reliability of each of these components is plotted in Figure 7 . In each graph, we plotted the sensitivity of the application reliability to the variation in component reliability for the four profiles of Table 3 . 
Results
From Figure 5 , the application reliability varies significantly with the variation in the reliability of the components ScheduleManager and EventList. As the reliability of these components decreases slightly, the system reliability decreases dramatically. This is due to the fact that these two components are the heart of the simulation application and, therefore, any fault in these components affects the application operation. From Figure 5 , the reliability of the application doesn't vary significantly with the variation in the reliability of the Measurement component. This is due to the nature of that component (it records simulation results) and to the fact that it is invoked few times while recording statistics. From Figure 6 , the transition reliability between components can significantly affect the reliability of the application. For example, the interface and/or link between the ScheduleManager and EventList components can significantly deteriorate the reliability of the overall application if there are mismatches or error in data flow between those components. From Figure 7 , the sensitivity of the application reliability to changes in the component reliabilities varies according to the usage of components. For example, the application reliability becomes more sensitive to the reliability of the components EventList and QueueFacility for Profile1 than the case for Profiles2, Profile3, and Profile4 ( Figure  7 -a, 7-b). On the contrary, the application reliability becomes less sensitive to the reliability of the component ServiceFacility for Profile1 than it is for Profiles 2, 3 and 4 (see Figure 7 -c).
Related Work
Gokhale et.al. [4] discussed the flexibility offered by discrete-event simulation to analyze component-based applications. Their approach relies on random generation of faults in components using a procedure that returns the inter-failure arrival time of a given component. The total number of failures is calculated and its reliability is estimated. The approach assumes the existence of control flow graph of a program and assumes failure and repair rates for components. It does not consider failures in component interfaces and links (transition reliabilities). Our proposed technique is analytical (not simulation based), it takes a CDG as an input and does not require simulation to study the effect of component reliability growth.
Sanyal et. al. [10] introduced Program Dependency Graphs (PDG) and Fault Propagation Analysis (PGA) [11, 15] for analytical reliability estimation of component based-applications. Their approach is code-based (reverse-engineering) where dependency graphs are generated from source code. Source code may not be available for components used in building componentbased systems. The approach is applicable at later stages of development. Sanyal suggests a random mechanism for solving deadlocks, our algorithm does not suffer from the loop termination problem.
Krishnamurthy et .al. [6] assess the reliability of component-based applications using reliabilities of their components, using a technique called Component Based Reliability Estimation (CBRE). The technique is based on test information and test cases. The approach does not consider component interface faults, although they are considerable factors in reliability analysis of componentbased software.
To apply models used in hardware reliability analysis to component-based software, a research group at the university of Toronto [7, 18] proposed following certain design and interaction rules in software component development to minimize the component dependencies. The proposed rules facilitate modeling the component based system as Markov chains. However, such discipline is difficult to impose in practice by the component developers and vendors.
The approaches described above can be considered path-based approaches to reliability analysis of component based software. The work in [3] proposed a solution to the dependency assumption among components in path-based techniques. The solution takes into account time-dependent representation of the reliability of a component and a fixed execution time per interaction. Everett [2] described an approach to analyzing software reliability using component analysis. The approach uses the Extended Execution Time (EET) reliability growth model and uses test cases to arrive at a composite reliability growth model for the testing period. Our approach shares the same benefits of early reliability analysis of component-based applications prior to detailed implementation. Our CDG model and SBRA algorithm could be integrated into the "superimpose component reliability" step in Everett's framework. The approach is practical because it is based on scenarios and components usage. A fault in a frequently executed component will frequently manifest itself into a failure. Using the CDG model, we incorporate the effect of frequently executed components, interfaces, and links and, hence, we can dedicate more testing and development effort to these critical artifacts. The algorithm is applicable early at the development phase of component-based software because it is based on scenarios that involve reusable components. The SBRA algorithm is automatable. We have implemented the algorithm and used it in our case study. Automating the calculation of the parameters from a sequence diagrams is a straightforward task. Using scenarios to derive the model allows us to incorporate differences in the usage of a component in reliability analysis of component-based software. Applications using the same component, but with different usage scenarios, will have different sensitivity to the reliability of that particular component. The approach has some limitations. It is suitable for component-based applications analyzed using execution scenarios. It does not consider failure dependencies between components. The algorithm can be used for sensitivity analysis of the application reliability to the variation in the component and interface reliabilities in a given period of execution. Currently, the algorithm does not consider the overall application reliability growth as a function of time.
Future work
We envision that the model should be extended to study the effect of intra-component dependency. The model should also be extended to account for the criticality and complexity of a component or a scenario. Some scenarios could be more critical than others but they are seldomly executed. In the future, the model should consider safety issues related to the execution of critical scenarios. 
