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Abstract
Refinements of a lattice of pointed cones of hermitian-preserving linear transformations
are established by showing equality of some of the cones and proper inclusion for others. A
finite nested sequence of nonpointed cones which are properly contained between the pointed
cone π(PSD) and the nonpointed cone HP is generated.
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1. Introduction
The concept of a vectorial norm was introduced by Kantorivich [8], and developed
into a theory of a matricial norm mapping Mn(C), the algebra of complex matrices
of order n, to M+n , the cone of nonnegative matrices of order n, by Deutsch [4]
and others. Barker [1] generalized this idea to a mapping of Mn(C) to an arbitrary
cone. Siler and Hill [10] further generalized to a matricial inner product. Using this
matricial inner product, they developed a cone generating theorem, which was used
to generate pointed cones of hermitian-preserving linear transformations of matrices.
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These cones form a lattice under set inclusion. For definitions and terminology of
cones see, for example [2,10].
In this paper we study relationships between cones in this lattice. Throughout
the paper we assume n > 1, since for n = 1, many of these cones coincide. In
Sections 3 and 4 we give some refinements of the lattice. In Section 5 we develop a
finite nested sequence of cones that are properly contained between π(PSD) and
HP.
Let Mn(C) = Mn denote the space of complex matrices of order n, over C or R;
and letHn andPSD be its subsets of hermitian and positive semidefinite matrices,
respectively. Let L(Mn) denote the space of all linear transformations on Mn; and
HP, π(PSD), and CP its subsets of hermitian preserving, positive semidefinite
preserving, and completely positive linear transformations, respectively. The zero
transformation is denoted by O, and the dual of π(PSD) by π(PSD)∗. For T ∈
L(Mn), 〈T 〉 ∈ Mn2 denotes its representation with respect to the basis {Ejk}nj,k=1 ⊆
Mn, ordered antilexicographically. If T (X) = AXB for A,B,X ∈ Mn, then 〈T 〉 =
B tr ⊗ A, where ⊗ denotes the Kronecker product. We shall use the property that a
matrix A ∈ PSD if and only if A ∈Hn and every principal minor of A is nonneg-
ative.
2. Matricial inner products
Consider Mn as a vector space over a scalar field F, where F is R or C. Let
σ be a conjugate homogeneous reflector on Mn (that is, σ 2(A) = A, σ(cA+ B) =
cσ (A)+ σ(B)), and let P be a pointed subcone of Mn that is pointwise invariant
under σ. A function 〈〈·, ·〉〉 : Mn ×Mn → Mn is a matricial inner product [10, p.
185] if for all A,B,C ∈ Mn and α ∈ F:
1. 〈〈A,A〉〉 ∈ P and 〈〈A,A〉〉 = 0 if and only if A = 0,
2. 〈〈αA+ B,C〉〉 = α〈〈A,C〉〉 + 〈〈B,C〉〉,
3. σ(〈〈A,B〉〉) = 〈〈B,A〉〉.
Let σ be the reflector defined by σ(A) = A∗, and P be the pointed cone PSD.
It is immediate that the function 〈〈·, ·〉〉 : Mn ×Mn → Mn defined by 〈〈A,B〉〉 =
B∗PA+ AQB∗, where P,Q ∈ PSD with (at least) one of them positive definite,
is a matricial inner product with respect to the reflector ∗ and the pointed conePSD.
The following theorem gives another useful property of a matricial inner product.
Theorem 2.1. Let 〈〈·, ·〉〉 be a matricial inner product, and let T ∈ L(Mn). The
following are equivalent [10, p. 186].
1. 〈〈T (A),A〉〉 ∈Hn for all A ∈ Mn.
2. 〈〈T (A), B〉〉 = 〈〈A, T (B)〉〉 for all A,B ∈ Mn.
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Siler and Hill [10] proved the following cone generating theorem which generates
cones in terms of a matricial inner product.
Theorem 2.2. If 〈〈·, ·〉〉 is a matricial inner product, and C1 and C2 are cones in
Mn, thenK := {T ∈ L(Mn) : 〈〈T (A),A〉〉 ∈ C2 for allA ∈ C1} is a cone inL(Mn).
Further, if C2 is pointed, then K is also pointed.
Using Theorem 2.2, the following pointed cones of hermitian-preserving linear
transformations were generated:
K1 := {T ∈HP : A∗T (A) ∈ PSD for all A ∈ Mn}
K2 := {T ∈HP : A∗T (A)+ T (A)A∗ ∈ PSD for all A ∈ Mn}
K3 := {T ∈HP : PT (P ) ∈ PSD for all P ∈ PSD}
K4 := {T ∈HP : PT (P )+ T (P )P ∈ PSD for all P ∈ PSD}
K5 := {T ∈HP : there exist Q1, . . . ,Qk ∈PSD such that
T (A) =∑QjAQj for all A ∈ Mn}
K6 := {T ∈HP : QT (P ) ∈ PSD for all P,Q ∈ PSD}
K7 := {T ∈HP : QT (P )+ T (P )Q ∈ PSD for all P,Q ∈ PSD}.
For each cone the matricial inner product used is either 〈〈A,B〉〉 = B∗A+ AB∗, that
is, P = Q = I, or 〈〈A,B〉〉 = B∗A, that is, P = I,Q = O. The cones K1,K2,K3,
and K4 are the result of specializing C1 to Mn orPSD, and C2 toPSD. The cone
K5 is generated by analogy with the completely positive matrices; K6 and K7 by
analogy with the cross positive matrices. These seven cones, together with the pointed
cones π(PSD)∗ ⊆ CP ⊆ π(PSD) [2,3], and the trivial cones {O} andHP form a
lattice under set inclusion. The cone K1 has been characterized as K1 = {T ∈HP :
there exists α  0 such that T (A) = αA for allA ∈ Mn}. It is known thatK1 ⊆ K2 ⊆
K4,K1 ⊆ K3 ⊆ K4,K1 ⊆ K5 ⊆ CP,K6 ⊆ K3,K6 ⊆ K7 ⊆ π(PSD),K7 ⊆ K4.
Also K1 ⊆ K6,K1 ⊆ K7,K5 ⊆ K7,CP ⊆ K7,K5 ⊆ K3,K5 ⊆ K4.
3. Equalities in the lattice
This section refines the lattice by showing that K1 = K2 and K6 = K7. To do so
we characterize the cones K2 and K7.
Theorem 3.1. T ∈ K2 if and only if there exists α  0 such that T (A) = αA for all
A ∈ Mn.
Proof. If T (A) = αA, α  0, then for anyA ∈Mn, A∗T (A)+ T (A)A∗ = A∗αA+
αAA∗ = α(A∗A+ AA∗) ∈ PSD, and hence T ∈ K2.
IfT ∈ K2 thenA∗T (A)+ T (A)A∗ ∈ PSD for allA ∈ Mn.Now that 〈〈A,B〉〉 :=
B∗A+ AB∗ is a matricial inner product on Mn implies that for T ∈ K2, 〈〈T (A),
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A〉〉 ∈ PSD for all A ∈ Mn. By Theorem 2.1, 〈〈T (A), B〉〉 = 〈〈A, T (B)〉〉; equiva-
lently, for all A,B ∈ Mn
B∗T (A)+ T (A)B∗ = (T (B))∗A+ A(T (B))∗. (1)
Since T ∈HP, (T (B))∗ = T (B∗) and in particular, T (I) ∈Hn. Specializing
B = I, Eq. (1) becomes IT (A)+ T (A)I = T (I)A+ AT (I), i.e.,
T (A) = 12 (T (I )A+ AT (I)). (2)
Substituting (2) into (1) and specializing to the case B = A, we have that
A∗T (A)+ T (A)A∗ = A∗ 12 (T (I )A+ AT (I))+ 12 (T (I )A+ AT (I))A∗. Thus
A∗(T (I )A+ AT (I))+ (T (I )A+ AT (I))A∗ ∈ PSD. (3)
Specializing (3) to the matrices A = Ejj for j = 1, . . . , n, yields n positive semi-
definite matrices, EjjT (I )Ejj + EjjT (I )+ T (I)Ejj + EjjT (I )Ejj , each having
4(T (I ))jj in the j th position on the main diagonal, and all other main diagonal
elements 0. Therefore (T (I ))jj  0 for j = 1, . . . , n, and (T (I ))jk = (T (I ))kj = 0
for each k = 1, . . . , n, such that k /= j.
Thus T (I) = diag(α1, . . . , αn) =
n∑
j=1
αjEjj , where α1, . . . , αn  0.
Since T (I) ∈Hn, A∗T (I)A+AT (I)A∗ ∈Hn; hence (3) gives thatA∗AT (I)+
T (I)AA∗ ∈Hn. Specializing A = E11 + iE1k, for k = 2, . . . , n, yields (E11 −
iEk1)(E11 + iE1k)(∑nj=1 αjEjj ) + (∑nj=1 αjEjj )(E11 + iE1k)(E11 − iEk1) =
α1E11 + iαkE1k − iα1Ek1 + αkEkk + 2α1E11 ∈Hn; which implies αk = α1 = α1,
for k = 2, . . . , n.
Lettingα be this common value, T (I) = αI withα  0; then (2) becomes T (A) =
(1/2)(αIA+ AαI) = αA. 
It follows immediately that K1 = K2, and that the cone K1 = K2 is of dimension
one and has no nontrivial subcones.
Theorem 3.2. T ∈ K7 if and only if T is of the form T (A) = f (A)I where f :
Mn → C is a linear functional such that f (P )  0 for all P ∈ PSD.
Proof. Let f : Mn → C be any linear functional for which f (P )  0 for all P ∈
PSD, and let T be the transformation defined by T (A) = f (A)I. It is clear that
T is linear and hermitian preserving. For any P,Q ∈ PSD, QT (P )+ T (P )Q =
Qf (P )I + f (P )IQ = 2f (P )Q ∈ PSD; hence T ∈ K7.
If T ∈ K7, then for all P,Q ∈ PSD,
QT (P )+ T (P )Q ∈ PSD. (4)
Specializing Q = Ejj for j = 1, . . . , n, in (4) yields n positive semidefinite matri-
ces, EjjT (P )+ T (P )Ejj each having 2(T (P ))jj in the j th position on the main di-
agonal, and all other main diagonal elements 0. Thus (T (P ))jj  0 for j = 1, . . . , n,
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and (T (P ))jk = (T (P ))kj = 0 for each k = 1, . . . , n, such that k /= j. Combining
these results,
T (P ) = diag((T (P ))11, . . . , (T (P ))nn), (5)
where (T (P ))11, . . . , (T (P ))nn  0.
Substituting (5) into (4) and specializing Q = (1)n (i.e., the n by n matrix, all
entries of which equal 1), yields the matrix, (1)ndiag((T (P ))11, . . . , (T (P ))nn)+
diag((T (P ))11, . . . , (T (P ))nn)(1)n = ((T (P ))jj + (T (P ))kk)nj,k=1 ∈ PSD.Hence
for k = 2, . . . , n,
det
(
2(T (P ))11 (T (P ))kk + (T (P ))11
(T (P ))11 + (T (P ))kk 2(T (P ))kk
)
= 4(T (P ))11(T (P ))kk − ((T (P ))11 + (T (P ))kk)2
= −((T (P ))11 − (T (P ))kk)2  0,
if and only if (T (P ))kk = (T (P ))11.ThusT (P ) = diag((T (P ))11, . . . , (T (P ))11) =
(T (P ))11I, where (T (P ))11  0. Define f on Mn by f (A) = (T (A))11. Clearly f
is linear, and f (P )  0 for all P ∈ PSD. For A ∈ Mn there exist P1, P2, P3, P4 ∈
PSD such that A = P1 − P2 + i(P3 − P4); hence f (A) = f (P1 − P2)+ if (P3 −
P4) ∈ C. Thus if T ∈ K7, there exists a linear functional f : Mn → C with T (A) =
f (A)I for all A ∈ Mn, where f (P )  0 for all P ∈ PSD. 
Observe that if T ∈ K7, then for all P,Q ∈ PSD, QT (P ) = Qf (P )I ∈ PSD.
Hence T ∈ K6 which implies K7 ⊆ K6. It follows immediately that K6 = K7.
4. Proper inclusions in the lattice
The identity map, I ∈ π(PSD). Further I ∈ K3 because PI(P ) = P 2 ∈
PSD for all P ∈ PSD. Letting Q = E11, P = E11 + E22 + i(E12 − E21), gives
P,Q ∈ PSD butQI(P )= E11 + iE12 ∈ PSD; henceI ∈K6. Therefore (K6 =
K7)K3.
LettingT (A) = (trA)I,by Theorem 3.1,T ∈ K2; but for allP ∈ PSD, PT (P ) =
P(trP)I ∈ PSD; hence T ∈ K3. Therefore (K1 = K2)K3.
Letting T (A) = IAI + E11AE11, T ∈ K5, but by Theorem 3.1, T ∈ K2. There-
fore (K1 = K2)K5.
Letting T (A) = (E11 − iE12)A(E11 + iE21), 〈T 〉 = (E11 + iE21)tr ⊗ (E11 −
iE12) = (E11 + iE12)⊗ (E11 − iE12), which is of the form A⊗ A; hence T ∈ CP
[9]. Moreover, T is an extremal of CP [11, Theorem 3.4i]. Suppose T ∈ K5; then
there existQ1, . . . ,Ql ∈ PSD such that 〈T 〉 =∑lj=1 Qj ⊗Qj = (E11 + iE12)⊗
(E11 − iE12). Since T is an extremal ofCP, for each j = 1, . . . , l, Qj = αjQ1 [11,
Theorem 3.4ii]. That is, each Qj is a scalar multiple of (E11 + iE12). But for every
scalar α, α(E11 + iE12) ∈ PSD; hence T ∈ K5. Therefore K5CP.
From the characterizations of K2 and K7 it is clear that K2 ∩K7 = {O}.
The next two theorems place (K6 = K7) and K3 in the lattice.
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Theorem 4.1. (K6 = K7)π(PSD)∗.
Proof. Let T ∈ (K6 = K7). By Theorem 3.2, T is of the form T (A) = f (A)I
where f : Mn → C is a linear functional satisfying f (P )  0 for all P ∈ PSD.
Using [5, p. 7], there exists a unique H ∈ Mn such that f (A) = trace(AH) for all
A ∈ Mn. Thus for all P ∈ PSD, f (P ) = trace(PH)  0, which implies that H ∈
PSD. Hence T (A) = f (A)I = trace(AH)I = trace(HA)I = 〈A,H ∗〉I = 〈A,
H 〉I = (I ⊗D H)A, where ⊗D denotes the dyad product. Since T = I ⊗D H where
I,H ∈ PSD, T ∈ π(PSD)∗ [6, p. 86]. Therefore (K6 = K7) ⊆ π(PSD)∗.
To prove the containment is proper, consider T ∈ π(PSD)∗ given by T = A⊗D
B where A = B = E11 + E22 + i(E12 − E21) ∈ PSD. Let P = 3E11 + E22 and
Q = 2E11 + 4E22. Then P,Q ∈ PSD, but T (P ) = (A⊗D B)(P ) = 〈P, B〉A =
trace(B∗P)A = trace((E11 +E22 − i(E21 −E12))(3E11 +E22))A = trace(3E11 −
3iE21 +E22 + iE12)A= 4A implies thatQT (P )=Q4A= 4(2E11 + 4E22)(E11 +
E22 + i(E12 − E21)) = 4(2E11 + 2iE12 + 4E22 − 4iE21) ∈ PSD. Since there
exist P,Q ∈ PSD for which QT (P ) ∈ PSD, T ∈ (K6 = K7). Therefore (K6 =
K7)π(PSD)∗. 
Theorem 4.2. K3π(PSD).
Proof. Fix T ∈ K3. For any P ∈ PSD, PT (P ) = T (P )P ; that is, P and T (P )
commute. Since P ∈ PSD, P has a unique square root, P 1/2, which commutes
with P. Furthermore there exists a polynomial p(t) such that P 1/2 = p(P ). Hence
P 1/2 and T (P ) commute, and P 1/2T (P )P 1/2 = P 1/2P 1/2T (P ) = PT (P ), which
implies that P 1/2T (P )P 1/2 ∈ PSD. For P ∈ PD,P is nonsingular, and hence
T (P ) = P−1/2P 1/2T (P )P 1/2P−1/2 ∈ PSD. Now for P ∈ PSD, there exists
ε > 0 such that P + εI ∈ PD [7, p. 349], and hence T (P + εI) ∈ PSD. Since
T (P ) = limε→0 T (P + εI), and the eigenvalues of a square matrix depend contin-
uously upon the entries of the matrix, the eigenvalues of T (P ) must all be nonnega-
tive; that is T (P ) ∈ PSD. Therefore T ∈ π(PSD)which impliesK3 ⊆ π(PSD).
To show the containment is proper, consider T (A) = E11AE11. For any P ∈
PSD, T (P ) = E11PE11 = p11E11 ∈ PSD, and hence T ∈ π(PSD). However
for P = E11 +E22 + i(E12 −E21) ∈PSD, p11 = 1, givesPT (P )= (E11 +E22 +
i(E12 − E21))E11 = E11 − iE21 ∈ PSD. Therefore T ∈ K3 and hence K3
π(PSD). 
5. A nested sequence of cones properly contained between π(PSD) and HP
This section examines the branch π(PSD) ⊆HP of the lattice. We shall gener-
ate a finite, nested sequence of nonpointed cones which properly contain π(PSD)
and form a proper subset of HP.
For each fixed positive integer n consider the real vector space L(Mn). For each
k = 1, . . . , n, define the transformation Tk : Mn → Mn by Tk(X) = EkkX +XEkk
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for all X ∈ Mn. We observe that EkkX +XEkk is a particular Lyapunov function,
Tk ∈ L(Mn), and the matrix of Tk with respect to the standard orthonormal basis
for Mn ordered antilexicographically is 〈Tk〉 = I ⊗ Ekk + Ekk ⊗ I. Thus Tk ∈HP
[9].
To show that Tk ∈ π(PSD), consider the matrix having each entry 1, (1)n ∈
PSD. For each k = 1, . . . , n, Tk((1)n) = Ekk(1)n + (1)nEkk =∑nj=1 Ekj +∑n
j=1 Ejk, is a matrix having entries (Tk((1)n))kk = 2, and for each j = 1, . . . , n,
j /= k, (Tk((1)n))kj = (Tk((1)n))jk = 1 and (Tk((1)n))jj = 0. Thus the 2 × 2 prin-
cipal minor of Tk((1)n), formed by using rows and columns k and j, is −1. This
implies that Tk((1)n) ∈ PSD; hence Tk ∈ π(PSD).
For each k = 1, . . . , n, define the setTk = span{T1, T2, . . . , Tk} over R. The set
Tk is a proper vector subspace of the finite dimensional real vector space L(Mn).
HenceTk is a closed, nonpointed cone in L(Mn) which is neither full nor reproduc-
ing. The following theorem establishes that these sets form a nested sequence.
Theorem 5.1. Let the setTk be defined as above. For each k = 1, . . . , n− 1,Tk 
Tk+1.
Proof. Clearly Tk ⊆Tk+1.
Suppose Tk =Tk+1. Then Tk+1 ∈Tk implies that there exist real numbers
β1, . . . , βk, such that Tk+1 = β1T1 + · · · + βkTk. Hence Tk+1(Ek+1,k+1)=∑k
j=1 βjTj (Ek+1,k+1). Using the properties:
EjkErs = 0 if k /= r and EjkEks = Ejs, (6)
we have Tk+1(Ek+1, Ek+1) = 2Ek+1,k+1 =∑kj=1 βj (EjjEk+1,k+1 + Ek+1,k+1
Ejj ) =∑kj=1 βj ((0)n + (0)n) = (0)n, because j /= k + 1. This contradiction imp-
lies Tk+1 ∈Tk, and hence Tk Tk+1. 
Corollary. For each k = 1, . . . , n, the cone Tk has dimension k.
Proof. From Theorem 5.1, Tk ∈Tk−1 implies that the spanning set {T1, . . . , Tk} is
a linearly independent set, and hence a basis for span Tk. 
The next theorem establishes the relationship between the setsTk and π(PSD).
Theorem 5.2. If β1, . . . , βn, are real numbers not all 0, then T = β1T1 + · · · +
βnTn ∈ π(PSD) if and only if β1 = · · · = βn > 0.
Proof. If β1 = · · · = βn = β > 0, and P ∈ PSD, then T (P ) = β∑nk=1 Tk(P ) =
β
∑n
k=1(EkkP +PEkk) = β
(
(
∑n
k=1 Ekk)P +P(
∑n
k=1 Ekk)
) = β(2IP ) ∈PSD;
which implies that T ∈ π(PSD).
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Suppose β1, . . . , βn are real numbers not all 0 and T ∈ π(PSD). Since
the matrix (1)n ∈ PSD, T ((1)n) =∑nk=1 βk(Ekk(1)n + (1)nEkk) =∑nk=1 βk(∑n
j=1 Ekj +
∑n
j=1 Ejk
)
=∑nk=1∑nj=1(βk + βj )Ekj = (βk + βj )nk,j=1 ∈ PSD,
which implies that βk  0 for all k = 1, . . . , n.
Since not all βk are 0, select s such that βs > 0, and suppose there exists r for
which βr = 0, r /= s. Then the principal minor
det
(
2βr βr + βs
βs + βr 2βs
)
= det
(
0 βs
βs 2βs
)
= −β2s < 0,
which contradicts that T ∈ π(PSD). We conclude βk > 0 for all k = 1, . . . , n.
For each j = 2, . . . , n, the principal minor
det
(
2β1 β1 + βj
βj + β1 2βj
)
= 4β1βj − (β1 + βj )2 = −(β1 − βj )2  0
if and only if β1 = βj . Therefore if T ∈ π(PSD), then β1 = · · · = βn > 0. 
We observe that O ∈ π(PSD), and that for β1 = · · · = βn = β > 0, the trans-
formation T reduces to T (X) = 2βX, hence T ∈ π(PSD). Thus for each k =
1, . . . , n− 1, Tk ∩ π(PSD) = {O} and Tn ∩ π(PSD) = {O} ∪ {T : T (X) =
αX, α > 0}.
We shall use the nested sets of linear transformations defined above to obtain
a finite sequence which lies strictly between π(PSD) and HP. Fix a positive
integer n, and for each k = 1, . . . , n, let Tk ∈Tk, where Tk is as defined above.
Define the cone Sk := {T : Mn → Mn : T = S + β1T1 + · · · + βkTk, where S ∈
π(PSD) and β1, . . . , βk ∈ R}.
Theorem 5.3. For each k = 1, . . . , n− 1,Sk Sk+1.
Proof. Clearly Sk ⊆Sk+1.
To show this containment is proper, consider the transformation −Tk+1 ∈Sk+1,
and suppose −Tk+1 ∈Sk. Then there exist S ∈ π(PSD), and β1, . . . , βk ∈ R,
such that −Tk+1 = S + β1T1 + · · · + βkTk. Hence S = −Tk+1 − β1T1 − · · · −
βkTk ∈ π(PSD). Since this contradicts Theorem 5.2, we conclude −Tk+1 ∈
Sk . 
Theorem 5.4. π(PSD)S1 and SnHP.
Proof. By definition π(PSD) ⊆S1. Since T1 ∈S1 but T1 ∈ π(PSD),
π(PSD)S1.
For every S ∈ π(PSD), S ∈HP; and for each k = 1, . . . , n, Tk ∈HP. Since
HP is a real vector space, Sn ⊆HP.
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To establish that this set containment is proper, consider T ∈ L(Mn) defined by
T (X) = E21X +XE12 for all X ∈ Mn. Clearly T ∈HP. If T ∈Sn, there ex-
ist S ∈ π(PSD), and β1, . . . , βn ∈ R, such that T = S + β1T1 + · · · + βnTn. The
matrix X = E11 + iE12 − iE21 + E22 ∈ PSD; hence S(X) = T (X)−∑nk=1 βk
Tk(X) ∈ PSD. Using properties (6) gives us that S(E11 + iE12 − iE21 + E22) =
E21(E11 + iE12 − iE21 +E22) + (E11 + iE12 − iE21 + E22)E12 −∑nk=1 βk(Ekk
(E11 + iE12 − iE21 + E22)+ (E11 + iE12 − iE21 + E22)Ekk) = −2β1E11 + (1 −
iβ1 − iβ2)E12 + (1 + iβ1 + iβ2)E21 − 2β2E22 ∈ PSD. Applying the principal
minor property to this matrix we obtain
(−2β1)(−2β2)− (1 − iβ1 − iβ2)(1 + iβ1 + iβ2) = −(1 + (β1 − β2)2)  0.
Since there are no real values of β1 and β2 which satisfy this inequality, this contra-
dicts the fact that S ∈ π(PSD). Therefore T ∈Sn; hence SnHP. 
Combining Theorems 5.3 and 5.4, we obtain the desired finite sequence such that
π(PSD)S1 · · · SnHP.
Observe that for each k = 1, . . . , n, the cone Sk is not pointed, not reproducing,
and edge(Sk) =Sk ∩ −Sk =Tk.
Using the above results the following diagram represents the lattice.
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