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Abstract. Let F be a C2 random partially hyperbolic dynamical system.
For the unstable foliation, the corresponding unstable metric entropy, unstable
topological entropy and unstable pressure via the dynamics of F on the unsta-
ble foliation are introduced and investigated. A version of Shannon-McMillan-
Breiman Theorem for unstable metric entropy is given, and a variational prin-
ciple for unstable pressure (and hence for unstable entropy) is obtained. More-
over, as an application of the variational principle, equilibrium states for the
unstable pressure including Gibbs u-states are investigated.
1. Introduction. In differentiable dynamical systems and smooth ergodic theory,
entropies (including metric entropy and topological entropy), pressures and Lya-
punov exponents are the main ingredients for both of deterministic and random
cases, which describe the complexity of the orbit structure of the system from dif-
ferent points of view.
In the seminal papers [11] and [12], the so-called Pesin’s entropy formula and
dimension formula which relate metric entropy and positive Lyapunov exponents
are given for any C2 diffeomorphism f on a closed manifold M with respect to SRB
measures and general invariant measures respectively. These formulas tell us that
positive exponents have contribution to the metric entropy hµ(f), where µ is an
f -invariant measure. In another word, hµ(f) is determined by the dynamics of f on
the unstable foliations since it can be given by Hµ(ξ|fξ), where ξ is an increasing
partition subordinate to unstable manifolds. An interesting question is: can we
introduce an appropriate definition of topological entropy hutop(f) via the dynamics
of f on the unstable foliations and obtain a version of variational principle relating
hutop(f) and hµ(f)?
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Recently, a partial answer to the above question is obtained, and the theory of
entropy and pressure along unstable foliations for C1 partially hyperbolic diffeo-
morphisms is investigated (cf.[6], [21] and [7]). In [6], Hu, Hua and Wu introduce
the definitions of unstable metric entropy huµ(f) for any invariant measure µ and
unstable topological entropy hutop(f), give a version of Shannon-McMillan-Breiman
Theorem for huµ(f), and obtain a variational principle relating h
u
µ(f) and h
u
top(f).
We point out that in [6] huµ(f) is defined via Hµ(
∨n−1
i=0 f
−iα|η) (where α is a finite
measurable partition and η is a measurable partition which is subordinate to un-
stable manifolds) instead of the classical form Hµ(ξ|fξ) (where ξ is an increasing
partition subordinate to the unstable manifolds) in [12]. The advantage of this type
of definition of huµ(f) is that a variational principle then is obtained and hence the
theory of pressure and related topics in mathematical statistical mechanics can be
considered. Actually, lately in [7], Hu, Wu and Zhu generalize the concept of unsta-
ble topological entropy to unstable pressure Pu(f, ϕ) for any continuous function
ϕ on M , obtain a variational principle for unstable pressure, and investigate the
properties of the so-called u-equilibriums. In fact, we observe that for any C1 diffeo-
morphism f with uniformly expanding foliations (see the precise definition in [21]),
unstable entropies huµ(f), h
u
top(f) and unstable pressure P
u(f, ϕ) can be defined via
the dynamics of f on the unstable foliations, and moreover, a sequence of similar
results as in [6] and [7] can be obtained with an effort.
The main purpose of this paper is to consider this topic for random dynamical
systems (RDSs). In [9] and [16], Kifer and Liu are mainly concerned about i.i.d. (i.e.,
independent and identically distributed) RDSs generated by applying at each step a
transformation chosen randomly from a given family according to some probability
distribution. Specifically, for a C2 i.i.d. RDS F , the ergodic theory, which mainly
consists of Pesin theory, of F has been systematically investigated in [9] and [16].
In [1], Arnold considers a more general version of RDSs, where the random choice of
transformations is assumed to be only stationary. We are mainly concerned about
the general case in this paper. For RDSs, various random versions of Pesin’s entropy
formula and dimension formula were thoroughly investigated in [13, 14, 16, 2, 18],
etc., in different settings. In these papers, the metric entropy hµ(F) is defined by
Hµ(ξ|Θξ), where Θ is the induced skew product transformation on Ω ×M (Ω is
a probability space with probability P), µ is a Θ-invariant measure with marginal
measure P on Ω and ξ is an increasing partition of Ω×M which is subordinate to
the random unstable foliations (see Section 2 for notations and definitions). In this
paper we will adapt the techniques in [6] and [7] to the random setting and obtain
the corresponding results as in [6] and [7].
We will firstly introduce the so-called partial hyperbolicity for F (see Definition
2.3). Then for the unstable foliation, we define two types of unstable metric en-
tropies h˜uµ(F) (via Bowen balls) and h
u
µ(F) (via conditional entropy) with respect
to any F -invariant measure µ following the methods in [12] and [6] (see Definition
3.1 and Definition 3.3), and show that these two unstable metric entropies coincide
with each other when µ is ergodic (Theorem A). Some properties of unstable met-
ric entropies are given and a version of Shannon-McMillan-Breiman Theorem, in
which the unstable metric entropy is expressed as the limit of certain conditional
information functions, is obtained (Theorem B). The next work is, for the unstable
foliation, to define unstable pressure Pu(F , φ) for each function φ on Ω×M which
is continuous in x ∈ M and measurable in ω ∈ Ω via the dynamics of F on local
unstable manifolds (see Definition 5.2). Then a version of variational principle for
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Pu(F , φ), which states that Pu(F , φ) is the supremum of the sum of the unstable
metric entropy and the integral of φ taken over all invariant measures of F , is ob-
tained (Theorem C). Since Pu(F , 0) = hutop(F) (the unstable topological entropy of
F), we get a variational principle for hutop(F) directly (Corollary C.1).
This paper is organized as follows. In Section 2, we give some preliminaries and
state our main results. In Section 3, we give the definition of unstable metric entropy
via two methods and obtain the equivalence of them under an ergodicity condition.
In Section 4, a version of Shannon-McMillan-Breiman Theorem for unstable metric
entropy is given. In Section 5, we give the definition of unstable pressure. In Section
6, a variational principle for unstable pressure is obtained. In the last section, i.e.
Section 7, as an application of the variational principle, we discuss the so-called
u-equilibrium states. Particularly, the so-called Gibbs u-state are introduced.
2. Preliminaries and Statement of Main Results. Throughout this paper,
we let M be a C∞ compact Riemannian manifold without boundary. Denote by
B(M) the Borel σ-algebra of M . Let (Ω,F ,P) be a Polish probability space and
θ be an invertible and ergodic measure-preserving transformation on Ω.
Definition 2.1. A C2 random dynamical system F on M over (Ω,F ,P, θ) is de-
fined as a map
F : Z× Ω×M →M
(n, ω, x) 7→ F(n, ω)x,
which has the following properties:
(i) F is measurable;
(ii) the maps F(n, ω) : M →M form a cocycle over θ, i.e. they satisfy
F(0, ω) = id,
F(n+m,ω) = F(m, θnω) ◦ F(n, ω),
for all n,m ∈ Z and ω ∈ Ω;
(iii) the maps F(n, ω) : M →M are C2 for all n ∈ Z and ω ∈ Ω.
For each ω ∈ Ω, we define
fnω :=


F(1, θn−1ω) ◦ · · · ◦ F(1, ω) if n > 0,
id if n = 0,
F(1, θnω)−1 ◦ · · · ◦ F(1, θ−1ω)−1 if n < 0.
Associated with Ω×M , there is a skew product Θ induced by F , i.e.,
Θ: Ω×M → Ω×M
(ω, x) 7→ (θω,F(1, ω)x).
Definition 2.2 (Invariant measure). A measure µ on Ω × M is said to be an
F-invariant measure, if it is Θ-invariant and has marginal measure P on Ω. In
particular, an F -invariant measure µ is said to be ergodic, if it is ergodic with
respect to Θ.
We denote by MP(F) the set of all F -invariant measures.
In order to apply Rokhlin’s results for Lebesgue space, in the following part of
this paper, for µ ∈ MP(F) we always consider the µ-completion of F × B(M),
which is still denoted by F ×B(M) for simplicity.
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According to Rokhlin’s paper [19] and Liu and Qian’s monograph[16], for each
µ ∈ MP(F), there exists a family of sample measures µ·(·) : Ω×B(M)→ [0, 1] of
µ satisfying the following properties:
(i) for all B ∈ B(M), ω 7→ µω(B) is F -measurable;
(ii) for P-a.e. ω ∈ Ω, µω : B(M)→ [0, 1] is a probability measure on M ;
(iii) for A ∈ F ×B(M),
µ(A) =
∫
Ω
∫
M
1A(ω, x)dµω(x)dP(ω),
where 1A is the characteristic function of A ⊂ Ω×M .
Remark 1. For µ ∈ MP(F), it is clear that fnω (ω)µω = µθnω for all n ∈ Z and
P-a.e. ω ∈ Ω.
Throughout this paper, we always assume that the Probability P on Ω satisfies∫
Ω
(log+ |F(1, ω)|C2 + log
+ |F(−1, ω)|C2)dP(ω) <∞, (1)
where |f |C2 denotes the usual C
2 norm of f ∈ Diff2(M), and log+ a = max{log a, 0}.
Similar to the deterministic case, we can define the Lyapunov exponents for F .
Let Λ be the set of all regular points (ω, x) ∈ Ω×M in the sense of Oseledec. For
(ω, x) ∈ Λ, Let λ1(ω, x) > · · · > λr(ω,x)(ω, x) be its distinct Lyapunov exponents of
F with multiplicities mj(ω, x) (1 ≤ j ≤ r(ω, x)).
Let µ ∈MP(F), and denote by ‖ · ‖ the norm of vectors in the tangent space of
M . By the Oseledec Multiplicative Ergodic Theorem, we know that Λ is Θ-invariant
and µ(Λ) = 1. For each (ω, x) ∈ Λ, there is a splitting of TxM as follows
TxM = E1(ω, x)⊕ · · · ⊕ Er(ω,x)(ω, x)
such that for i = 1, . . . , r(ω, x), dimEi(ω, x) = mi(ω, x) and
lim
n→±∞
1
n
log ‖Dxf
n
ω v‖ = λi(ω, x), for all v ∈ Ei(ω, x) \ {0}.
(By (1) we can choose Λ such that all the above Lyapunov exponents are finite.)
Let
u(ω, x) = max{j : λj(ω, x) > 0}.
For (ω, x) ∈ Λ, we define the set
Wu(ω, x) = {y ∈M : lim sup
n→+∞
−
1
n
log d(f−nω y, f
−n
ω x) ≤ −λu(ω,x)(ω, x)},
where d(·, ·) is the metric on M induced by its Riemannian structure. Let
Eu(ω, x) = ⊕
u(ω,x)
j=1 Ej(ω, x), F
u(ω, x) = ⊕
r(ω,x)
j=u(ω,x)+1Ej(ω, x).
It is clear that both Eu(ω, x) and Fu(ω, x) are invariant under the tangent map,
i.e. for n ∈ Z,
Dxf
n
ωE
u(ω, x) = Eu(θnω, fnωx) and Dxf
n
ωF
u(ω, x) = Fu(θnω, fnωx).
The following proposition from [2] ensures that Wu(ω, x) is an immersed sub-
manifold of M .
Proposition 1. For (ω, x) ∈ Λ, the set Wu(ω, x) is a C1,1 immersed submanifold
of M tangent at x to Eu(ω, x).
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When (ω, x) ∈ Ω ×M \ Λ, we let Wu(ω, x) = {x}, making the definitions of
unstable topological entropy in subsequent sections more transparent. We call the
collection {Wu(ω, x) : (ω, x) ∈ Ω×M} Wu-foliation.
For a measurable partition α of Ω×M , and ω ∈ Ω, define
αω(x) := {y : (ω, y) ∈ α(ω, x)},
where α(ω, x) is the element of α containing (ω, x). It is clear that for x, x′ ∈ M ,
either αω(x) = αω(x
′) or αω(x) ∩ αω(x′) = ∅, so αω : = {αω(x)} is a partition of
M .
A measurable partition ξ of Ω×M with ξ ≥ σ0, where σ0 is the trivial partition
{{ω} × M : ω ∈ Ω}, is said to be subordinate to the Wu-foliation, if for µ-a.e.
(ω, x) ∈ Ω ×M , ξω(x) ⊂ Wu(ω, x) and it contains an open neighborhood of x in
Wu(ω, x).
For each measurable partition η subordinate toWu-foliation, there is a canonical
system of conditional measures {µη(ω,x)}(ω,x)∈Ω×M of µ by a classical result of Liu
and Qian [16]. And µη(ω,x) can be regarded as a measure on ηω(x), if we identify
{ω} × ηω(x) with ηω(x).
Now we give the definition of random partially hyperbolic dynamical systems.
A random variable t : Ω −→ R is called θ-invariant if t(θω) = t(ω) for P-a.e.
ω ∈ Ω, and a random variable s : Ω −→ R+ is called θ-tempered, if it satisfies
limn→±∞
1
n
log s(θnω) = 0 for P-a.e. ω ∈ Ω.
Definition 2.3. A C2 RDS F is said to be partially hyperbolic, if
(i) there exist a θ-tempered random variable C and a θ-invariant variable λ on Ω
satisfying for P-a.e. ω ∈ Ω
C(ω) > 1 and 0 < λ(ω) < 1,
and such that for all (ω, x) ∈ Λ, n ∈ N, u ∈ Fu(ω, x) \ {0} and v ∈ Eu(ω, x) \ {0},
‖Dfnωu‖
‖u‖
≤ C(ω)(λ(ω))n
‖Dfnω v‖
‖v‖
;
(ii) F is uniformly expanding in x along Wu-foliation, i.e., there exists a random
variable λ˜(ω) > 1 such that ‖Df1ω|E
u(ω, x)‖ > λ˜(ω).
Remark 2. (i) In fact, λ(ω) is a.e. constant, since θ is P-ergodic.
(ii) If (ii) in Definition 2.3 does not hold, F is called a C2 RDS with u-domination
(cf. [20] for deterministic case). Notice that the uniform expansion is a crucial
property for our proofs of the main results. We think that the similar results should
hold for C2 RDSs with u-domination, but more complicated techniques involving
Pesin theory must be applied.
Basic Assumption. In the remaining of this paper, we always assume that F is
a C2 ramdom partially hyperbolic dynamical system.
Example. Let f be a C2 partially hyperbolic diffeomorphism. Combining the
techniques in [15] and [8], we can obtain a random partially hyperbolic dynamical
system satisfying the above assumption via small C2 random perturbations.
We call a measurable partition α of Ω×M is fiberwise finite if for P-a.e. ω ∈ Ω,
αω is finite and ∫
Ω
K(ω)dP <∞,
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where K(ω) is the cardinality of αω .
For a fiberwise finite partition α of Ω×M and ω ∈ Ω, define diam(αω) as follows
diam(αω) := max
A∈αω
diam(A),
where diam(A) = supx,y∈A d(x, y). The variable diam(α·) : Ω → R
+ is defined as
the diameter of α.
Let α be a fiberwise finite partition of Ω ×M with diameter small enough. By
such α we can construct a measurable partition as follows. Define
η = {α(ω, x) ∩ ({ω} ×Wuloc(ω, x)) : (ω, x) ∈ Ω×M},
where Wuloc(ω, x) is a local unstable manifold at (ω, x) whose size is greater than
the diameter of αω. Denote by P(Ω×M) and Pu(Ω ×M) the set of all fiberwise
finite partitions and the set of all partitions constructed as above respectively.
Remark 3. It is easy to check that if for P-a.e. ω, µω(∂αω) = 0, where ∂αω =⋃
A∈αω
∂A, then for a measurable partition described as above is a partition subor-
dinate to the Wu-foliation.
The following proposition ensures the existence of another class of useful parti-
tions.
Proposition 2 (Cf. Proposition 3.7, [2]). Let F be a C2 RDS. Then there exists a
measurable partition ξu of Ω×M satisfying the following properties:
(i) ξu is increasing, i.e., Θ
−1ξu ≥ ξu;
(ii) ξu is subordinate to the W
u-foliation;
(iii)
∨+∞
n=1Θ
−nξu = ε, where ε is the partition of Ω ×M into points, i.e. ξu is a
generator;
(iv) B(
∧+∞
n=1Θ
nξu) = B
u(F), where for a measurable partition ξ of Ω×M , B(ξ)
is the σ-algebra generated by ξ and Bu(F) = {B ∈ F × B(M) : (ω, x) ∈
B implies {ω} ×Wu(ω, x) ⊂ B}.
A partition is called an increasing partition subordinate to Wu-foliation if it
satisfies Proposition 2, and denote by Qu(Ω×M) the set of all such partitions.
As the deterministic case, we can define two types of the unstable metric entropies
along Wu-foliation for F . The first one is defined via the average decreasing rate
of the measure of the Bowen balls (as in [18]), and we denote it by h˜uµ(F). The
second one is defined via the conditional entropy of F along Wu-foliation (adapted
from [6] and [20]), which we denote by huµ(F). Their precise definitions are given
in Section 3.
In fact, when µ is ergodic, the entropies described above are equivalent, i.e., we
have the following theorem.
Theorem A. Let µ be an ergodic measure of F . Then
h˜uµ(F) = h
u
µ(F).
For measurable partitions β and γ of Ω × M , we can define the conditional
information function and conditional entropy of β respect to γ for an invariant
measure µ of Θ, which are denoted by Iµ(β|γ) and Hµ(β|γ) respectively. These
notations are standard, and more details are described at the end of this section.
The conditional entropy of F for measurable partition β with respect to γ can also
be given, which is denoted by hµ(F , β|γ) and described in Section 3. For integers
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0 ≤ k < j, denote βjk = Θ
−jβ ∨ Θ−(j−1)β ∨ · · · ∨ Θ−kβ. A version of Shannon-
McMillan-Breiman Theorem in our case is also obtained as follows.
Theorem B. Suppose µ is an ergodic measure of F . For any α ∈ P(Ω×M), η ∈
Pu(Ω×M), we have
lim
n→∞
1
n
Iµ(α
n−1
0 |η)(ω, x) = hµ(F , α|η).
We can also define unstable topological entropy and unstable pressure for a poten-
tial function φ, whose precise definitions are described in Section 5, and we denote
them by hutop(F) and P
u(F , φ) respectively. Naturally, a variational principle is
formulated in the following. Denote the set
{φ ∈ L1(Ω×M) : φ is measurable in ω, continuous in x}
by L1(Ω, C(M)).
Theorem C. Let φ ∈ L1(Ω, C(M)). Then we have
sup
µ∈MP(F)
{
huµ(F) +
∫
Ω×M
φdµ
}
= Pu(F , φ).
A direct corollary of Theorem C is the following variational principle for unstable
entropy.
Corollary C.1.
sup
µ∈MP(F)
{
huµ(F)
}
= hutop(F).
In the remaining of this section, we give some knowledge on information function,
which is slightly modified in our context. Recall that for a measurable partition η
of a measure space X and a probability measure ν on X , the canonical system of
conditional measures for ν and η is a family of probability measures {νηx : x ∈ X}
with νηx
(
η(x)
)
= 1, such that for every measurable set B ⊂ X , x 7→ νηx(B) is
measurable and
ν(B) =
∫
X
νηx(B)dν(x).
See e.g. [19] for more details.
Definition 2.4. Let µ be an invariant measure of (Ω ×M,Θ), α and η be two
measurable partitions of Ω×M . The information function of α with respect to µ
is defined as
Iµ(α)(ω, x) := − logµ(α(ω, x)),
and the entropy of α with respect to µ is defined as
Hµ(α) :=
∫
Ω×M
Iµ(α)(ω, x)dµ(ω, x) = −
∫
Ω×M
logµ(α(ω, x))dµ(ω, x).
The conditional information function of α with respect to η is defined as
Iµ(α|η)(ω, x) := − logµ
η
(ω,x)(α(ω, x)),
where {µη(ω,x)}(ω,x)∈Ω×M is a canonical system of conditional measures of µ with
respect to η. Then the conditional entropy of α with respect to η is defined as
Hµ(α|η) :=
∫
Ω×M
Iµ(α|η)(ω, x)dµ(ω, x) = −
∫
Ω×M
logµη(ω,x)(α(ω, x))dµ(ω, x).
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For simplicity, sometimes we will use the following notations. For ω ∈ Ω, denote
Hµω (α) :=
∫
M
Iµ(α)(ω, x)dµω(x),
and
Hµω (α|η) :=
∫
M
Iµ(α|η)(ω, x)dµω(x).
It is clear that
Hµ(α) =
∫
Ω
Hµω (α)dP(ω),
and
Hµ(α|η) =
∫
Ω
Hµω (α|η)dP(ω).
The following lemmas are derived from [6] with slight adaption, which are useful
for the proofs of our main results.
Lemma 2.5. Given µ ∈ MP(F) and let α, β, and γ be measurable partitions of
Ω×M with Hµ(α|γ), Hµ(β|γ) <∞.
(i) If α ≤ β, then Iµ(α|γ)(ω, x) ≤ Iµ(β|γ)(ω, x) and Hµ(α|γ) ≤ Hµ(β|γ);
(ii) Iµ(α ∨ β|γ)(ω, x) = Iµ(α|γ)(ω, x) + Iµ(β|α ∨ γ)(ω, x) and Hµ(α ∨ β|γ) =
Hµ(α|γ) +Hµ(β|α ∨ γ);
(iii) Hµ(α ∨ β|γ) ≤ Hµ(α|γ) +Hµ(β|γ);
(iv) if β ≤ γ, then Hµ(α|β) ≥ Hµ(α|γ).
Lemma 2.6. Given µ ∈ MP(F). Let α, β and γ be measurable partitions of
Ω×M .
(i)
Iµ(β
n−1
0 |γ)(ω, x) = Iµ(β|γ)(ω, x) +
n−1∑
i=1
Iµ(β|Θ
i(βi−10 ∨ γ))(Θ
i(ω, x)),
hence
Hµ(β
n−1
0 |γ) = Hµ(β|γ) +
n−1∑
i=1
Hµ(β|Θ
i(βi−10 ∨ γ));
(ii)
Iµ(α
n−1
0 |γ)(ω, x)
=Iµ(α|Θ
n−1γ)(Θn−1(ω, x)) +
n−2∑
i=0
Iµ(α|α
n−1−i
1 ∨Θ
iγ)(Θi(ω, x)),
hence
Hµ(α
n−1
0 |γ) = Hµ(α|Θ
n−1γ) +
n−2∑
i=0
Hµ(α|α
n−1−i
1 ∨Θ
iγ).
Lemma 2.7. Let α ∈ P(Ω×M) and {ζn} be a sequence of increasing measurable
partitions of Ω × M with ζn ր ζ. Then for ϕn(ω, x) = Iµ(α|ζn)(ω, x), ϕ∗ :=
supn ϕn ∈ L
1(µ).
Lemma 2.8. Let α ∈ P(Ω×M) and {ζn} be a sequence of increasing measurable
partitions of Ω×M with ζn ր ζ. Then
(i) limn→∞ Iµ(α|ζn)(ω, x) = Iµ(α|ζ)(ω, x) for µ-a.e. (ω, x), and
(ii) limn→∞Hµ(α|ζn) = Hµ(α|ζ).
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3. Unstable Metric Entropy. Given µ ∈ MP(F). In this section we give the
definition of unstable metric entropy along Wu-foliation. Firstly, we give the def-
inition using Bowen balls. For any (ω, x) ∈ Ω ×M , we always let du denote the
distance induced by the Riemannian structure of Wu(ω, x). Let V u(F , ω, x, n, ǫ)
denote the duω,n-Bowen ball in W
u(ω, x) with center x and radius ǫ, i.e.,
V u(F , ω, x, n, ǫ) := {y ∈ Wu(ω, x) : duω,n(x, y) < ǫ},
where
duω,n(x, y) := max
0≤j≤n−1
{du(f jω(x), f
j
ω(y))}.
Definition 3.1. Let ξu ∈ Qu(Ω ×M), i.e., ξu is an increasing partition of Ω×M
subordinate to Wu-foliation as in Proposition 2. Now we define the the unstable
metric entropy along Wu-foliation as follows,
hµ(F , ξu) =
∫
Ω
∫
M
lim
ǫ→0
lim sup
n→∞
−
1
n
logµξu(ω,x)V
u(F , ω, x, n, ǫ)dµω(x)dP(ω).
We denote
lim
ǫ→0
lim sup
n→∞
−
1
n
logµξu(ω,x)V (F , ω, x, n, ǫ)
by hµ(F , ω, x, ξu), and denote∫
M
h(F , ω, x, ξu)dµω(x)
by hµ(F , ω, ξu). It has been proved in [18] that hµ(F , ω, x, ξu) is Θ-invariant and it
is independent of the choice of ξu. Hence we also denote h˜
u
µ(F) = hµ(F , ξu).
Remark 4. In fact, by the following lemma, we can replace “ lim sup” by “ lim”
and remove “limǫ→0” in Definition 3.1.
Lemma 3.2. Let ξu ∈ Qu(Ω×M), then we have
hµ(F , ω, x, ξu) = lim
n→∞
−
1
n
logµξu(ω,x)V
u(F , ω, x, n, ǫ), µ-a.e.(ω, x).
Proof. Denote
h(F , ω, x, ǫ, ξu) = lim inf
n→∞
−
1
n
logµξu(ω,x)V
u(F , ω, x, n, ǫ)
and
h(F , ω, x, ǫ, ξu) = lim sup
n→∞
−
1
n
logµξu(ω,x)V
u(F , ω, x, n, ǫ).
It has been proved in [18] that
lim
ǫ→0
h(F , ω, x, ǫ, ξu) = lim
ǫ→0
h(F , ω, x, ǫ, ξu).
Thus we only need to prove both h(F , ω, x, ǫ, ξu) and h(F , ω, x, ǫ, ξu) are indepen-
dent of ǫ. By Definition 2.3, we know that F is uniformly expanding restricted to
Wu-foliation, so for any 0 < δ < ǫ, there exists k > 0 such that
V u(F , ω, x, k, ǫ) ⊂ Bu(ω, x, δ),
for any x ∈M , where Bu(ω, x, δ) is the ball in Wu(ω, x) centered at x with radius
δ. Hence, for all n > 0, we have
V u(F , ω, x, n+ k, ǫ) ⊂ V u(F , ω, x, n, δ) ⊂ V u(F , ω, x, n, ǫ).
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Thus, we get
lim inf
n→∞
−
1
n
logµξu(ω,x)V
u(F , ω, x, n, δ) = lim inf
n→∞
−
1
n
logµξu(ω,x)V
u(F , ω, x, n, ǫ),
and
lim sup
n→∞
−
1
n
logµξu(ω,x)V
u(F , ω, x, n, δ) = lim sup
n→∞
−
1
n
logµξu(ω,x)V
u(F , ω, x, n, ǫ),
from which Lemma 3.2 follows.
Now we consider the definition using fiberwise finite partitions.
Definition 3.3. Given µ ∈ MP(F). The conditional entropy of F for a fiberwise
finite measurable partition α with respect to η ∈ Pu(Ω×M) is defined as
hµ(F , α|η) = lim sup
n→∞
1
n
Hµ(α
n−1
0 |η).
The conditional entropy of F with respect to η is defined as
hµ(F|η) = sup
α∈P(Ω×M)
hµ(F , α|η),
and the conditional entropy of F along Wu-foliation is defined as
huµ(F) = sup
η∈Pu(Ω×M)
hµ(F|η).
In the following, we give some details on the increasing partitions in Qu(Ω×M).
Denote by d˜(·, ·) the metric on Ω by which the σ-algebraF can be induced. Suppose
µ ∈ MP(F) is ergodic. By Liu and Qian’s argument in [16] and Bahnmu¨ller and
Liu’s argument in [2], we can choose a set Λ˜ ⊂ Λ, (ω0, x0) ∈ Λ˜ and positive constants
ǫˆ, rˆ with
BΛ˜ := BΛ˜((ω0, x0), ǫˆrˆ/2) = {(ω, x) ∈ Ω×M : d˜(ω, ω0) < ǫˆrˆ/2, d(x, x0) < ǫˆrˆ/2}
having positive µ measure such that the following construction of a partition ξu
satisfies Proposition 2.
For each r ∈ [rˆ/2, rˆ], put
Su,r =
⋃
(ω,x)∈BΛ˜
Su(ω, x, r),
where Su(ω, x, r) = {ω} × (Wuloc(ω, x) ∩ B(x0, r)). Then we can define a partition
ξˆu,x0 of Ω×M such that
(ξˆu,x0)(ω, y) =
{
Su(ω, x, r), y ∈Wuloc(ω, x) ∩B(x0, r) for some (ω, x) ∈ BΛ˜,
(Ω×M) \ Su,r, otherwise.
Next we can choose an appropriate r ∈ [rˆ/2, rˆ] such that
ξu =
∞∨
j=0
Θj ξˆu,x0
is subordinate to Wu-foliation. We will use the notation ξˆu,−k =
∨k
j=0Θ
j ξˆu,x0 .
Given µ ∈ MP(F). Proposition 3 below shows that the two definitions above
using Bowen balls and fiberwise finite partitions are equivalent when µ ∈ MP(F)
is ergodic. Firstly, we need some lemmas.
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Lemma 3.4. Suppose µ is an ergodic measure and α ∈ P(Ω×M) is fiberwise finite.
For any ǫ > 0, there exists K > 0 such that for any k ≥ K,
lim sup
n→∞
Hµ(α|α
n
1 ∨ (ξˆu,−k)
n
1 ) ≤ ǫ.
Proof. Denote S−k =
⋃k
j=0Θ
jSu,r. Let ǫ > 0. Since µ is ergodic, we have
µ(S−k)→ 1 as k →∞. Recall that α is fiberwise finite, hence
∫
ΩK(ω)dP(ω) <∞
whereK(ω) is the cardinality of αω . It follows that
∫
Ω×M K(ω)dµ(ω, x) <∞. Thus
there exists K > 0 such that for any k ≥ K, we have∫
(Ω×M)\S−k
K(ω)dµ˜(ω, x) < ǫ.
Then
Hµ(α|α
n
1 ∨ (ξˆu,−k)
n
1 )
=
∫
S−k
Iµ(α|α
n
1 ∨ (ξˆu,−k)
n
1 )dµ(ω, x) +
∫
(Ω×M)\S−k
Iµ(α|α
n
1 ∨ (ξˆu,−k)
n
1 )dµ(ω, x).
For (ω, x) ∈ S−k, αn1 ∨ (ξˆu,−k)
n
1 (ω, x) ⊂W
u
loc(ω, x). Hence for almost every (ω, x) ∈
S−k, there exists N = N(ω, x) > 0 such that for any n ≥ N , αn1 ∨ (ξˆu,−k)
n
1 (ω, x) ⊂
α(ω, x), which implies that logµ
αn1∨(ξˆu,−k)
n
1
(ω,x) (α(ω, x)) = 0. Lemma 2.7 with ζn =
αn1 ∨ (ξˆu,−k)
n
1 and Lebesgue’s Dominated Convergence Theorem imply that
lim sup
n→∞
∫
S−k
Iµ(α|α
n
1 ∨ (ξˆu,−k)
n
1 )dµ(ω, x) = 0.
For (ω, x) ∈ (Ω×M) \ S−k, we have∫
αn1∨(ξˆu,−k)
n
1 (ω,x)
− logµ
αn1∨(ξˆu,−k)
n
1
(ω,x) (α(ω, y))dµ
αn1 ∨(ξˆu,−k)
n
1
(ω,x) (ω, y) ≤ K(ω),
which implies that ∫
(Ω×M)\S−k
− logµ
αn1∨(ξˆu,−k)
n
1
(ω,x) (α(ω, x))dµ(ω, x)
≤
∫
(Ω×M)\S−k
K(ω)dµ(ω, x) ≤ ǫ.
Thus we get what we need.
Lemma 3.5. Let µ be an ergodic measure. Suppose η ∈ Pu(Ω×M) is subordinate
to Wu-foliation, and ξˆu,−k is a partition described as above, where k ∈ N ∪ {∞}.
Then for almost every (ω, x), there exists N = N(ω, x) > 0 such that for any j > N ,
we have
(ξˆu,−k−j ∨Θ
jη)(Θj(ω, x)) = (ξˆu,−k−j)(Θ
j(ω, x)).
Hence, for any partition β of Ω×M with Hµ(β|ξˆu,−k) <∞,
Iµ(β|ξˆu,−k−j ∨Θ
jη)(Θj(ω, x)) = Iµ(β|ξˆu,−k−j)(Θ
j(ω, x)),
which implies that
lim
j→∞
Hµ(β|ξˆu,−k−j ∨Θ
jη) = Hµ(β|ξu).
Particularly, if we take k =∞, then the last two equalities become
Iµ(β|ξu ∨Θ
jη)(Θj(ω, x)) = Iµ(β|ξu)(Θ
j(ω, x)),
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and
lim
j→∞
Hµ(β|ξu ∨Θ
jη) = Hµ(β|ξu).
Proof. Since η is subordinate to Wu, for µ-a.e. (ω, x), there exists ρ = ρ(ω, x) > 0
such that Bu(ω, x, ρ) ⊂ ηω(x). Since µ is ergodic, for µ-a.e. (ω, x), there are
infinitely many n > 0 such that Θn(ω, x) ∈ Su,r. Take N = N(ω, x) large enough
such that
ΘN (ω, x) ∈ Su,r
and
f−N
θNω
((ξˆu,x0)ΘNω(f
N
ω (x))) ⊂ B
u(ω, x, ρ) ⊂ ηω(x).
Then we have
f−j
θjω
(
(f j−N
θNω
(ξˆu,x0)θNω)(f
j
ω(x))
)
⊂ ηω(x)
for any j ≥ N . Since
(ξˆu,−k−j)θjω =
k+j∨
l=0
f lθj−lω(ξˆu,x0)θj−lω ≥ f
j−N
θNω
(ξˆu,x0)θNω,
so we have
f−j
θjω
(
(ξˆu,−k−j)θjω(f
j
ω(x))
)
⊂ ηω(x).
Thus we have
(ξˆu,−k−j)θjω(f
j
ω(x)) ⊂ (f
j
ωηω)(f
j
ω(x)),
which implies that(
(ξˆu,−k−j)θjω ∨ f
j
ωηω
)
(f jω(x)) = (ξˆu,−k−j)θjω(f
j
ω(x)).
We get the first equality.
By the definition of information function, it is clearly that
Iµ(β|ξˆu,−k−j ∨Θ
jη)(Θj(ω, x)) = Iµ(β|ξˆu,−k−j)(Θ
j(ω, x)).
Now we get
Iµ(β|ξˆu,−k−j ∨Θ
jη)(Θj(ω, x))− Iµ(β|ξˆu,−k−j)(Θ
j(ω, x)) = 0
for µ-a.e. (ω, x). Let
ϕj = (Iµ(β|ξˆu,−k−j ∨Θ
jη)− Iµ(β|ξˆu,−k−j)) ◦Θ
j .
Then
lim
j→∞
ϕj(ω, x) = 0
for µ-a.e. (ω, x). By Fatou’s Lemma, we have
lim inf
j→∞
∫
ϕjdµ ≥
∫
lim inf
j→∞
ϕjdµ = 0,
which means that
lim inf
j→∞
Hµ(β|ξˆu,−k−j ∨Θ
jη) ≥ lim
j→∞
Hµ(β|ξˆu,−k−j).
By Lemma 2.8 (ii) with ζj = ξˆu,−k−j and ζ = ξu, we have
lim
j→∞
Hµ(β|ξˆu,−k−j) = Hµ(β|ξu).
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It is clear that Hµ(β|ξˆu,−k−j ∨Θjη) ≤ Hµ(β|ξˆu,−k−j) for any j > 0. It follows that
lim sup
j→∞
Hµ(β|ξˆu,−k−j ∨Θ
jη) ≤ lim
j→∞
Hµ(β|ξˆu,−k−j).
Now we get the last equality.
Lemma 3.6. (Cf. [18] and [17]) Let µ be ergodic and ξu ∈ Qu(Ω×M). Then for
µ-a.e. (ω, x) ∈ Ω×M ,
hµ(F , ω, x, ξu) = Hµ(ξu|Θξu).
Proposition 3. Suppose µ is ergodic. Let ξu ∈ Qu(Ω ×M), α ∈ P(Ω ×M) and
η ∈ Pu(Ω×M), then
hµ(F , ω, x, ξu) = lim
n→∞
1
n
Hµ(α
n−1
0 |η),
for µ-a.e. (ω, x) ∈ Ω×M .
Proof. The proof is similar to which in [6]. Firstly, let us show that hµ(F , α|η) is
independent of η, i.e., for η1 and η2 ∈ Pu(Ω×M), we have
hµ(F , α|η1) = hµ(F , α|η2).
In fact, by Lemma 2.5, we have
Hµ(α
n−1
0 |η1) +Hµ(η2|α
n−1
0 ∨ η1) =Hµ(α
n−1
0 |η2 ∨ η1) +Hµ(η2|η1),
Hµ(α
n−1
0 |η2) +Hµ(η1|α
n−1
0 ∨ η2) =Hµ(α
n−1
0 |η1 ∨ η2) +Hµ(η1|η2). (2)
Because of the construction of η1 and η2, there exist two fiberwise finite partitions α1
and α2 such that ηj(ω, x) = αj(ω, x) ∩W
u
loc(ω, x), j = 1, 2, for all (ω, x) ∈ Ω×M .
Let N1(ω) and N2(ω) be the cardinality of α1ω and α2ω respectively. For any
(ω, x) ∈ Ω×M , η1(ω, x) intersects at most N2(ω) elements of α2ω, so intersects at
most N2(ω) elements of η2. Thus, we have
lim
n→∞
1
n
Hµ(η2|α
n−1
0 ∨ η1) ≤ lim
n→∞
1
n
Hµ(η2|η1) ≤ lim
n→∞
1
n
∫
Ω
N2(ω)dP(ω) = 0.
Similarly, we have
lim
n→∞
1
n
Hµ(η1|α
n−1
0 ∨ η2) ≤ lim
n→∞
1
n
Hµ(η1|η2) = 0.
Hence we by (2), we get
lim sup
n→∞
1
n
Hµ(α
n−1
0 |η1) = lim sup
n→∞
1
n
Hµ(α
n−1
0 |η2).
Thus hµ(F , α|η) is independent of η.
Then we show that hµ(F , α|η) is independent of α, that is, for any β, γ ∈
P(Ω×M),
lim sup
n→∞
1
n
Hµ(β
n−1
0 |η) = lim sup
n→∞
1
n
Hµ(γ
n−1
0 |η).
In fact, by Lemma 2.5, we have
Hµ(β
n−1
0 |η) ≤ Hµ(γ
n−1
0 |η) +Hµ(β
n−1
0 |γ
n−1
0 ∨ η), (3)
and similar to the proof of Lemma 2.7 (ii) in [6], we can show that
lim
n→∞
1
n
Hµ(β
n−1
0 |γ
n−1
0 ∨ η) = 0. (4)
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By (3) and (4), we have
lim sup
n→∞
1
n
Hµ(β
n−1
0 |η) ≤ lim sup
n→∞
1
n
Hµ(γ
n−1
0 |η).
By the arbitrariness of β and γ, we obtain
lim sup
n→∞
1
n
Hµ(β
n−1
0 |η) = lim sup
n→∞
1
n
Hµ(γ
n−1
0 |η).
Now we start the proof of the proposition. By Lemma 2.6 (i), let γ = η and
β = ξˆu,−k, we have that for any η ∈ Pu(Ω×M), n > 0,
1
n
Hµ((ξˆu,−k)
n−1
0 |η) =
1
n
Hµ(ξˆu,−k|η) +
1
n
n−1∑
j=0
Hµ(ξˆu,−k|Θξˆu,−k−j+1 ∨Θ
jη).
By Lemma 3.5, the right side of above equality converges to Hµ(ξˆu,−k|Θξu) as
j → ∞. It is clear that each elements of ηω intersects at most 2k+1 elements of
(ξˆu,−k)ω. So we have
Hµ(ξˆu,−k|η) =
∫
Ω
Hµω (ξˆu,−k|η)dP(ω) ≤
∫
Ω
log 2k+1dP(ω) = log 2k+1.
Hence we have
lim
n→∞
1
n
Hµ(ξˆu,−k|η) = 0.
Thus we get
lim
n→∞
1
n
Hµ((ξˆu,−k)
n−1
0 |η) = Hµ(ξˆu,−k|Θξu) ≤ Hµ(ξu|Θξu). (5)
Replacing γ by (ξˆu,−k)
n−1
0 in Lemma 2.6 (ii) and noticing that
Θj(ξˆu,−k)
n−1
0 = (ξˆu,−k−j)
n−j−1
0 ,
we have
Hµ(α
n−1
0 |(ξˆu,−k)
n−1
0 ) = Hµ(α|ξˆu,−n−k+1) +
n−2∑
j=0
Hµ(α|α
n−1−j
1 ∨ (ξˆu,−k−j)
n−1−j
0 )
= Hµ(α|ξˆu,−n−k+1) +
n−1∑
j=1
Hµ(α|α
j
1 ∨ ξˆ
j
u,−k−n+1+j)
≤ Hµ(α) +
n−1∑
j=1
Hµ(α|α
j
1 ∨ (ξˆu,−k)
j
1).
For any ǫ > 0, take k > 0 as in Lemma 3.4, thus we have
lim sup
n→∞
Hµ(α|α
n−1
1 ∨ (ξˆu,−k)
n−1
1 ) ≤ ǫ.
Then we get
lim sup
n→∞
1
n
Hµ(α
n−1
0 |(ξˆu,−k)
n−1
0 ) ≤ ǫ. (6)
By Lemma 2.5, we have
Hµ(α
n−1
0 |η) ≤ Hµ((ξˆu,−k)
n−1
0 |η) +Hµ(α
n−1
0 |(ξˆu,−k)
n−1
0 ). (7)
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Thus, by (6), (7), then by (5) and Lemma 3.6 we have
hµ(F , α|η) = lim sup
n→∞
1
n
Hµ(α
n−1
0 |η)
≤ lim
n→∞
1
n
Hµ((ξˆu,−k)
n−1
0 |η) + ǫ
≤ Hµ(ξu|Θξu) + ǫ
= hµ(F , ω, x, ξu) + ǫ.
Since ǫ is arbitrary, we have hµ(F , α|η) ≤ hµ(F , ω, x, ξu).
It remains to prove that hµ(F , α|η) ≥ hµ(F , ω, x, ξu). Let ξu ∈ Qu(Ω×M). Since
ξu is a generator, we can choose N large enough such that the measurable partition
ξ˜ :=
∨N
j=0Θ
−jξu has diameter small enough. It is clear that ξ˜ still satisfies the
condition of Proposition 2, and we know that hµ(F , ξ˜) = hµ(F , ξu). So we only
need to prove the above inequality for ξ˜.
We can find a sequence of partitions αn ∈ P(Ω×M) such that
B(αn)ր B(Θ
−1ξ˜) as n→∞.
So we have
lim
n→∞
Hµ(αn|ξ˜) = Hµ(Θ
−1ξ˜|ξ˜).
Thus,
sup
α∈P(Ω×M),α<Θ−1 ξ˜
Hµ(α|ξ˜) = Hµ(Θ
−1ξ˜|ξ˜).
For any α ∈ P(Ω ×M) with α < Θ−1ξ˜, we have that for any j > 0, Θjαj−10 <
Θj(Θ−1ξ˜)j−10 = ξ˜. Then by Lemma 2.6 (i), we have
Hµ(α
n−1
0 |η) = Hµ(α|η) +
n−1∑
j=1
Hµ(α|Θ
j(αj−10 ∨ η))
≥ Hµ(α|η) +
n−1∑
j=1
Hµ(α|ξ˜ ∨Θ
jη).
Then by Lemma 3.5 we have
lim
j→∞
Hµ(α|ξ˜ ∨Θ
jη) = Hµ(α|ξ˜),
which implies that
lim sup
n→∞
1
n
Hµ(α
n−1
0 |η) ≥ lim inf
n→∞
1
n
Hµ(α
n−1
0 |η) ≥ Hµ(α|ξ˜).
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So we have
sup
α∈P(Ω×M)
hµ(F , α|η) ≥ sup
α∈P(Ω×M),α<Θ−1 ξ˜
hµ(F , α|η)
= sup
α∈P(Ω×M),α<Θ−1 ξ˜
lim sup
n→∞
1
n
Hµ(α
n−1
0 |η)
≥ sup
α∈P(Ω×M),α<Θ−1 ξ˜
lim inf
n→∞
1
n
Hµ(α
n−1
0 |η)
≥ sup
α∈P(Ω×M),α<Θ−1 ξ˜
Hµ(α|ξ˜)
= Hµ(Θ
−1ξ˜|ξ˜).
We have proved that hµ(F , α|η) is independent of α, meaning
hµ(F , α|η) = sup
β∈P(Ω×M)
hµ(F , β|η)
for any α ∈ P(Ω×M), which implies what we need.
Proof of Theorem A. This can be obtained directly from Proposition 3.
Corollary 1. Suppose µ is ergodic, then for any α ∈ P(Ω×M) and η ∈ Pu(Ω×M),
we have
huµ(F) = hµ(F , α|η) = lim
n→∞
1
n
Hµ(α
n−1
0 |η).
Proof. We can get the result directly from Proposition 3.
The following lemmas are useful for the proof of the variational principle in
Section 6, whose proofs are completely parallel to those in [6], so we omit them.
Lemma 3.7. For any α ∈ P(Ω×M) and η ∈ Pu(Ω×M), the map µ 7→ Hµ(α|η)
from MP(F) to R+ ∪{0} is concave. Moreover, the map µ 7→ huµ(F) from MP(F)
to R+ ∪ {0} is affine.
Lemma 3.8. Let µ ∈ MP(F) and η ∈ Pu(Ω ×M). Assume that there exists a
sequence of partitions {βn}∞n=1 ⊂ P(Ω ×M) such that β1 < β2 < · · · < βn < · · ·
and B(βn) ր B(η), and moreover, µω(∂(βn)ω) = 0, for n = 1, 2, · · · and P-a.e.
ω ∈ Ω. Let α ∈ P(Ω×M) satisfy µω(∂αω) = 0 for P-a.e. ω ∈ Ω. Then for P-a.e.
ω ∈ Ω, the function µ′ 7→ Hµ′(α|η) is upper semi-continuous at µ, i.e.,
lim sup
µ′→µ
Hµ′(α|η) ≤ Hµ(α|η).
Moreover, the function µ′ 7→ huµ′(F) is upper semi-continuous at µ, i.e.,
lim sup
µ′→µ
huµ′(F) ≤ h
u
µ(F).
4. Shannon-McMillan-Breiman Theorem. In this section, we give a proof of
Theorem B. We follow the method in [6] to prove it, via which Hu, Hua and Wu
give a version of Shannon-McMillan-Breiman Theorem for unstable metric entropy
in deterministic case. Firstly, we need the following lemmas. In this section, we
always suppose that µ ∈ MP(F) is ergodic.
Lemma 4.1. Let α ∈ P(Ω×M), η ∈ Pu(Ω×M). Then for any ξ ∈ Qu(Ω×M),
we have
hµ(F , α|η) ≤ lim inf
n→∞
1
n
Iµ(α
n−1
0 |ξ)(ω, x) µ-a.e. (ω, x).
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Proof. For each ω ∈ Ω, take k = k(ω) such that diam(αk0 ∨ ξ)ω ≤ ǫ. Then for
n > 0, we have
(αk+n−10 ∨ ξ)ω(x) =
n−1∨
j=0
(Θ−jαk0 ∨ ξ)ω(x) ⊂ V
u(F , ω, x, n, ǫ).
By Proposition 3 and Lemma 3.2 we know that
hµ(F , α|η) = hµ(F , ω, x, ξ)
= lim
n→∞
−
1
n
logµξ(ω,x)V
u(F , ω, x, n, ǫ)
≤ lim inf
n→∞
−
1
n
logµξ(ω,x)((α
k+n−1
0 )ω(x))
= lim inf
n→∞
−
1
n
logµξ(ω,x)((α
n−1
0 )ω(x))
= lim inf
n→∞
1
n
Iµ(α
n−1
0 |ξ)(ω, x).
for µ-a.e. x.
The following lemmas are counterparts of those in [6], which are completely
parallel to the treatment in [6], so we omit their proofs.
Lemma 4.2. Let η ∈ Pu(Ω×M) and ξ ∈ Qu(Ω×M). Then for µ-a.e. (ω, x), we
have
lim inf
n→∞
1
n
Iµ(α
n−1
0 |ξ)(ω, x) = lim inf
n→∞
1
n
Iµ(α
n−1
0 |η)(ω, x),
lim sup
n→∞
1
n
Iµ(α
n−1
0 |ξ)(ω, x) = lim sup
n→∞
1
n
Iµ(α
n−1
0 |η)(ω, x).
Lemma 4.3. For any η ∈ Pu(Ω×M) and ξ ∈ Qu(Ω×M), we have
lim
n→∞
1
n
Iµ(Θ
−nξ|η)(ω, x) = lim
n→∞
1
n
Iµ(Θ
−nξ|ξ)(ω, x) = hµ(F , ω, x, ξ).
Lemma 4.4. Let α ∈ P(Ω×M), η ∈ Pu(Ω×M). Then for µ-a.e. (ω, x), we have
lim
n→∞
1
n
Iµ(α
n−1
0 |ξ
n−1
0 ∨ η)(ω, x) = 0.
Now, we begin prove Theorem B.
Proof of Theorem B. By Lemma 4.1 and Lemma 4.2 we can get directly
hµ(F , α|η) ≤ lim inf
n→∞
1
n
Iµ(α
n−1
0 |η)(ω, x). (8)
By Lemma 2.5, we have
Iµ(α
n−1
0 |η)(ω, x) ≤Iµ(α
n−1
0 ∨ ξ
n−1
0 |η)(ω, x)
=Iµ(ξ
n−1
0 |η)(ω, x) + Iµ(α
n−1
0 |ξ
n−1
0 ∨ η)(ω, x).
Then by Lemma 4.4, Lemma 4.3, and Proposition 3, we have
lim sup
n→∞
1
n
Iµ(α
n−1
0 |η)(ω, x) ≤ lim sup
n→∞
1
n
Iµ(ξ
n−1
0 |η)(ω, x)
= huµ(F) = hµ(F , α|η). (9)
Combining (8) and (9), we get the result what we need.
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5. Unstable Pressure. In this section, the definition of unstable pressure for a
potential function φ ∈ L1(Ω, C(M)) is given.
Fix δ > 0, for (ω, x) ∈ Ω ×M , Let Wu(ω, x, δ) be the δ-neighborhood of x in
Wu(ω, x). A subset E of Wu(ω, x, δ) is called an (ω, n, ǫ) Wu-separated set if for
any y1, y2 ∈ E, we have duω,n(y1, y2) > ǫ.
It is easy to check that duω,n is measurable in ω.
Now we can define Pu(F , φ, ω, x, δ, n, ǫ) as follows,
Pu(F , φ, ω, x, δ, n, ǫ) = sup
{∑
y∈E
exp((Snφ)(y)) :
E is an (ω, n, ǫ) Wu-separated set of Wu(ω, x, δ)
}
,
where (Snφ)(y) =
∑n−1
j=0 φ(f
j
ω(y)). Set P
u(F , φ, ω, x, δ, n, ǫ) = 1, when (ω, x) ∈
Ω×M \ Λ. Then Pu(F , φ, ω, x, δ) is defined as
Pu(F , φ, ω, x, δ) = lim
ǫ→0
lim sup
n→∞
1
n
logPu(F , φ, ω, x, δ, n, ǫ).
Next, we define
Pu(F , φ, ω, δ) = sup
x∈M
Pu(F , φ, ω, x, δ)
and
Pu(F , φ, δ) =
∫
Ω
Pu(F , φ, ω, δ)dP(ω).
Because P is ergodic, we have the following lemma.
Lemma 5.1. Pu(F , φ, δ) = Pu(F , φ, ω, δ) for P-a.e. ω ∈ Ω.
Finally, we can give the definition of unstable pressure for F .
Definition 5.2. The unstable pressure for F is defined as
Pu(F , φ) = lim
δ→0
Pu(F , φ, δ).
Remark 5. As what one can do for classical pressure, we can also define the
unstable pressure via spanning sets or open covers. We omit the details here.
Remark 6. When φ ≡ 0, we call the unstable topological pressure Pu(F , 0) the
unstable topological entropy of F , and we denote it by hutop(F).
For the proof of the variational principle, we need the following lemma.
Lemma 5.3.
Pu(F , φ) = Pu(F , φ, δ) for any δ > 0.
Proof. It is clear that Pu(F , φ) ≤ Pu(F , φ, δ) for any δ > 0, since the function
δ 7→ Pu(F , φ, δ) is increasing.
Now let δ > 0 be fixed. For any ρ > 0 and each ω ∈ Ω, there exists yω such that
Pu(F , φ, ω, δ) ≤ Pu(F , φ, ω, yω, δ) +
ρ
3
.
Take ǫ0 > 0 such that
Pu(F , φ, ω, yω, δ) ≤ lim sup
n→∞
1
n
logPu(F , φ, ω, yω, δ, n, ǫ0) +
ρ
3
.
Then choose 0 < δ1 < δ small enough such that
Pu(F , φ) +
ρ
3
≥ Pu(F , φ, δ1). (10)
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There exists a positive number N = N(ω) which depends on δ, δ1 and the Rie-
mannian structure on Wu(ω, yω, δ) such that
Wu(ω, yω, δ) ⊂
N⋃
j=1
Wu(ω, yj , δ1)
for some yj ∈ Wu(ω, yω, δ), j = 1, 2, · · · , N . Then we have
Pu(F , φ, ω, δ) ≤ Pu(F , φ, ω, yω, δ) +
ρ
3
≤ lim sup
n→∞
1
n
logPu(F , φ, ω, yω, δ, n, ǫ0) +
2ρ
3
≤ lim sup
n→∞
1
n
log
( N∑
j=1
Pu(F , φ, ω, yj , δ1, n, ǫ0)
)
+
2ρ
3
≤ lim sup
n→∞
1
n
logNPu(F , φ, ω, yl, δ1, n, ǫ0) +
2ρ
3
for some 1 ≤ l ≤ N
= lim sup
n→∞
1
n
logPu(F , φ, ω, yl, δ1, n, ǫ0) +
2ρ
3
≤ lim
ǫ→0
lim sup
n→∞
1
n
logPu(F , φ, ω, yl, δ1, n, ǫ) +
2ρ
3
≤ Pu(F , φ, ω, δ1) +
2ρ
3
.
Integrating both sides of the above inequality, we get
Pu(F , φ, δ) ≤ Pu(F , φ, δ1) +
2ρ
3
.
Thus, by (10) we have
Pu(F , φ, δ) ≤ Pu(F , φ) + ρ.
Since ρ is arbitrary, we have
Pu(F , φ, δ) ≤ Pu(F , φ),
completing the proof of the lemma.
The following properties of unstable pressure can be obtained directly from its
definition. For φ ∈ L1(Ω, C(M)), we define ‖φ‖ : =
∫
Ω supx∈M |φ(ω, ·)|P(ω).
Proposition 4. Let F be a C2 random partially hyperbolic dynamical system. Then
for any φ, ψ ∈ L1(Ω, C(M)) and c ∈ L1(Ω,P), the following properties hold.
(i) If φ ≤ ψ, then Pu(F , φ) ≤ Pu(F , ψ);
(ii) Pu(F , φ+ c) = Pu(F , φ) +
∫
Ω
cdP(ω);
(iii) hutop(f) + inf ϕ ≤ P
u(f, φ) ≤ hutop(f) + supφ;
(iv) if Pu(F , ·) <∞, |Pu(f, ϕ)− Pu(f, ψ)| ≤ ‖ϕ− ψ‖;
(v) if Pu(F , ·) <∞, then the map Pu(F , ·) : L1(Ω, C(M))→ R ∪ {∞} is convex;
(vi) Pu(F , φ+ ψ ◦Θ− ψ) = Pu(F , φ);
(vii) Pu(F , φ+ ψ) ≤ Pu(F , φ) + Pu(F , ψ).
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6. A Variational Principle. In this section, we give the proof of Theorem C.
Firstly, we give the following well-known lemma, which is almost identical to Lemma
1.24 in [3] except that we have removed the condition s ≤ 1.
Lemma 6.1. Suppose 0 ≤ pu, · · · , pm ≤ 1, s = p1+ · · ·+ pm and a1, · · · , am ∈ R.
Then
m∑
u=1
pu(au − log pu) ≤ s
(
log
m∑
u=1
eau − log s
)
.
Proposition 5. For µ ∈MP(F),
huµ(F) +
∫
Ω×M
φdµ ≤ Pu(F , φ).
Proof. Let µ =
∫
Me
P
(F)
νdτ(ν) be the unique ergodic decomposition whereMe
P
(F)
is the set of ergodic measures inMP(F) and τ is a Borel probability measure such
that τ(Me
P
(F)) = 1. Since µ 7→ huµ(F) is affine and upper semi-continuous by
Lemma 3.7 and 3.8, then so is µ 7→ huµ(F) +
∫
Ω×M φdµ and hence
huµ(F) +
∫
Ω×M
φdµ =
∫
Me
P
(F)
(
huν (F) +
∫
Ω×M
φdν
)
dτ(ν)
by a classical result in convex analysis (cf. Fact A.2.10 on p. 356 in [5]). So we
only need to prove the proposition for ergodic measures.
We assume µ is ergodic. Let ξ ∈ Qu(Ω ×M), that is, a measurable partition
of Ω × M subordinate to Wu-foliation as in Proposition 2. Then we can pick
(ω, x) ∈ Ω×M satisfying
(i) µξ(ω,x)(ξω(x)) = 1;
(ii) there exists B ⊂ ξω(x) such that
(a) µξ(ω,x)(B) = 1,
(b) hµ(F , ω, ξ) = hµ(F , ω, y, ξ) = limn→∞−
1
n
log µξ(ω,y)(V
u(F , ω, y, n, ǫ)) for
any y ∈ B and ǫ > 0, according to Lemma 3.2,
(c) limn→∞
1
n
(Snφ)(ω, y) =
∫
Ω×M
φdµ for any y ∈ B, which can be obtained
by using the Birkhoff ergodic theorem on (Ω×M,Θ).
Fix ρ > 0. By property (ii) we know that for any y ∈ B, there exists N(y) =
N(y, ǫ) > 0 such that if n ≥ N(y) then we have
µξ(ω,y)(V
u(F , ω, y, n, ǫ)) ≤ e−n(hµ(F ,ω,ξ)−ρ)
and
1
n
(Snφ)(ω, y) ≥
∫
Ω×M
φdµ− ρ. (11)
Denote Bn = {y ∈ B : N(y) ≤ n}. Then B =
⋃∞
n=1Bn. So we can choose
n > 0 such that µξ(ω,x)(Bn) > µ
ξ
(ω,x)(B) − ρ = 1 − ρ. If y ∈ Bn ⊂ ξω(x), then
µξ(ω,y) = µ
ξ
(ω,x). So for any y ∈ Bn we have
µξ(ω,x)(V
u(F , ω, y, n, ǫ)) ≤ e−n(hµ(F ,ω,ξ)−ρ). (12)
Now we can choose δ > 0 such that Wu(ω, x, δ) ⊃ ξω(x). Let F be an (ω, n, ǫ/2)
Wu-spanning set of Wu(ω, x, δ) ∩Bn satisfying
Wu(ω, x, δ) ∩Bn ⊂
⋃
z∈F
V u(F , ω, z, n, ǫ/2),
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and V u(F , ω, z, n, ǫ/2) ∩Bn 6= ∅ for any z ∈ F . Then choose an arbitrary point in
V u(F , ω, z, n, ǫ/2)∩Bn, which is denoted by y(z). Then we have
1− ρ < µξ(ω,x)(W
u(ω, x, δ) ∩Bn)
≤ µξ(ω,x)(
⋃
z∈F
V u(F , ω, z, n, ǫ/2))
≤
∑
z∈F
µξ(ω,x)(V
u(F , ω, z, n, ǫ/2))
≤
∑
z∈F
µξ(ω,x)(V
u(F , ω, y(z), n, ǫ)). (13)
Using (11), (12) and Lemma 6.1 with
pi = µ
ξ
(ω,x)(V
u(F , ω, y(z), n, ǫ)) and ai = (Snφ)(ω, y(z)),
we have∑
z∈F
µξ(ω,x)(V
u(F , ω, y(z), n, ǫ))
(
n
(∫
Ω×M
φdµ− ρ
)
+ n(hµ(F , ω, ξ)− ρ)
)
≤
∑
z∈F
µξ(ω,x)(V
u(F , ω, y(z), n, ǫ))
(
(Snφ)(y(z))− logµ
ξ
(ω,x)(V
u(F , ω, y(z), n, ǫ))
)
≤
(∑
z∈F
µξ(ω,x)(V
u(F , ω, y(z), n, ǫ))
)(
log
∑
z∈F
exp((Snφ)(y(z)))−
log
∑
z∈F
µξ(ω,x)(V
u(F , ω, y(z), n, ǫ))
)
.
Combining (13),
n
(∫
Ω×M
φdµ− ρ
)
+ n(hµ(F , ω, ξ)− ρ)
≤ log
∑
z∈F
exp((Snϕ)(y(z))) − log
∑
z∈F
µξ(ω,x)(V
u(F , ω, y(z), n, ǫ))
≤ log
∑
z∈F
exp((Snφ)(ω, y(z)))− log(1− ρ). (14)
Let ∆ω,ǫ := sup{|φ(ω, x)− φ(ω, y)| : d(x, y) ≤ ǫ}. For any z ∈ F , we have
exp((Snφ)(ω, y(z))) ≤ exp((Snφ)(ω, z) + n∆ω,ǫ).
Dividing by n and taking the lim sup on both side of (14), we have∫
Ω×M
φdµ+ hµ(F , ω, ξ)− 2ρ ≤ lim sup
n→∞
1
n
log
∑
z∈F
exp((Snφ)(ω, z)) + ∆ω,ǫ.
We can choose a sequence {Fn} of such F such that
lim sup
n→∞
1
n
log
∑
z∈Fn
exp((Snφ)(ω, z)) ≤ P
u(F , φ, ω, δ).
Since ρ is arbitrary, and ∆ω,ǫ → 0 as ǫ→ 0, we have∫
Ω×M
φdµ+ hµ(F , ω, ξ) ≤ P
u(F , φ, ω, δ).
Integrating with respect to ω gives what we need.
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Proof of Theorem C. By Proposition 5, we only need to prove that for any ρ > 0,
there exists µ ∈ MP(F) such that huµ(F) +
∫
Ω×M
φdµ ≥ Pu(F , φ)− ρ.
Given δ > 0, by Lemma 5.1 and Birkhoff Ergodic Theorem, we can choose ω0 ∈ Ω
such that
Pu(F , φ, δ) = Pu(F , φ, ω0, δ),
and
lim
n→∞
1
n
n−1∑
u=0
K(θnω0) =
∫
Ω
K(ω)dP(ω).
Then we can choose x0 ∈M such that
Pu(F , φ, ω0, x0, δ) ≥ P
u(F , φ, ω0, δ)− ρ.
Take ǫ > 0 small enough. Then let Eω0,n be an (ω0, n, ǫ) W
u-separated set of
Wu(ω0, x0, δ) such that
log
∑
y∈Eω0,n
exp((Snφ)(ω0, y)) ≥ logP
u(F , φ, ω0, x0, δ, n, ǫ)− 1.
Then we construct measures νn with support {ω0} ×M such that
dνn(ω0, x) = dν
(n)
ω0
(x)dδω0(ω),
where
ν(n)ω0 :=
∑
y∈Eω0,n
exp((Snφ)(ω0, y))δy∑
z∈Eω0,n
exp((Snφ)(ω0, z))
and δ· denotes a Dirac measure. Let
µn =
1
n
n−1∑
i=0
Θiνn.
Then by Lemma 2.1 in [10], there exists a subsequence {ni} such that
lim
i→∞
µni = µ.
It is easy to check that µ ∈MP(F).
We can choose a partition η ∈ Pu(Ω ×M) such that Wu(ω0, x0, δ) ⊂ ηω0(x0)
(by shrinking δ if necessary). That is, Wu(ω0, x0, δ) is contained in a single element
of ηω0 . Then choose a fiberwise finite partition α of Ω×M with sufficiently small
diameter such that µω(∂αω) = 0 for P-a.e. ω. Let α
u denote the corresponding
measurable partition in Pu(Ω×M) constructed via α.
Fix q, n ∈ N with 1 < q ≤ n − 1. Put a(j) =
[
n−j
q
]
, j = 0, 1, · · · , q − 1, where
we denote by [a] the integer part of a. Then
n−1∨
u=0
Θ−iα =
a(j)−1∨
r=0
Θ−(rq+j)αq−10 ∨
∨
t∈Tj
Θ−tα,
where Tj = {0, 1, · · · , j − 1} ∪ {j + aq(j), · · · , n− 1}. Note that Card Tj ≤ 2q. For
P-a.e. ω ∈ Ω, suppose that αω contains K(ω) elements, moreover, we require that
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diam(αω)≪ ǫ. Then
log
∑
y∈Eω0,n
exp((Snφ)(ω0, y))
=
∑
y∈Eω0,n
ν(n)ω0 ({y})
(
− log ν(n)ω0 ({y}) + (Snφ)(ω0, y)
)
=Hνn(α
n−1
0 |η) +
∫
Ω×M
(Snφ)dνn.
Then following the same calculation in [7], we have that
log
∑
y∈Eω0,n
exp((Snφ)(ω0, y))
≤
∑
t∈Tj
Hνn(Θ
−tα|η) +HΘjνn(α
q−1
0 |Θ
jη)
+
a(j)−1∑
r=1
HΘrq+jνn(α
q−1
0 |Θα
u) +
∫
Ω×M
(Snφ)dνn
≤2q logKn(ω0) +HΘjνn(α
q−1
0 |Θ
jη)
+
a(j)−1∑
r=1
HΘrq+jνn(α
q−1
0 |Θα
u) +
∫
Ω×M
(Snφ)dνn
where Kn(ω0) := maxt∈Tj K(θ
tω). We claim that limn→∞
1
n
logKn(ω0) = 0. In-
deed, by the choice of ω0, we know that
lim
n→∞
1
n
n−1∑
u=0
K(θnω0) =
∫
Ω
K(ω)dP(ω) <∞
as α is fiberwise finite. So limn→∞
1
n
K(θnω0) = 0, from which the claim follows
easily.
Summing the inequality above over j from 0 to q − 1 and dividing by n, by
Lemma 3.7 we have
q
n
log
∑
y∈Eω0,n
exp((Snφ)(ω0, y))
≤
2q2
n
logKn(ω0) +
1
n
q−1∑
j=0
HΘjνn(α
q−1
0 |Θ
jη)
+
1
n
n−1∑
k=0
HΘkνn(α
q−1
0 |Θα
u) +
q
n
∫
Ω×M
(Snφ)dνn
≤
2q2
n
logKn(ω0) +
1
n
q−1∑
j=0
HΘjνn(α
q−1
0 |Θ
jη)
+Hµn(α
q−1
0 |Θα
u) + q
∫
Ω×M
φdµn. (15)
Then we can choose a sequence {nk} such that
(i) µnk → µ as k→∞;
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(ii) the following equality holds
lim
k→∞
1
nk
logPu(F , φ, ω0, x0, δ, nk, ǫ)
= lim sup
n→∞
1
n
logPu(F , φ, ω0, x0, δ, n, ǫ);
(iii) νnk → ν as k →∞ for some measure on Ω×M .
Since µω(∂αω) = 0 for P-a.e. ω, by Lemma 3.8,
lim sup
k→∞
Hµnk (α
q−1
0 |Θα
u) ≤ Hµ(α
q−1
0 |Θα
u).
As ν˜n is supported on {ω0}×Wu(ω0, x0, δ), for each j = 0, · · · , q−1, we can choose
α, βn ∈ P(Ω ×M) such that β1 < β2 < · · · < βn < · · · and B(βn) ր B(Θjη),
and moreover, (Θjν)ω(∂(α
q−1
0 )ω) = 0, (Θ
jν)ω((∂(βn)
q−1
0 )ω) = 0 for P-a.e. ω ∈ Ω.
Then applying Lemma 3.8 we have
lim sup
k→∞
1
nk
q−1∑
j=0
HΘjνnk (α
q−1
0 |Θ
jη) ≤ lim sup
k→∞
1
nk
q−1∑
j=0
HΘjν(α
q−1
0 |Θ
jη) = 0.
Thus replacing n by nk in (15) and letting k →∞, by the above claim and discus-
sions, we get
q lim sup
n→∞
1
n
logPu(F , φ, ω0, x0, δ, n, ǫ)
≤Hµ(α
q−1
0 |Θα
u) + q
∫
Ω×M
(Snφ)dµ.
By Theorem A,
lim sup
n→∞
1
n
logPu(F , φ, ω0, x0, δ, n, ǫ)
≤ lim
q→∞
1
q
Hµ(α
q−1
0 |Θα
u) +
∫
Ω×M
(Snφ)dµ
=huµ(F) +
∫
Ω×M
(Snφ)dµ.
Let ǫ → 0, we have Pu(F , φ, ω0, x0, δ) ≤ huµ(F) +
∫
Ω×M
(Snφ)dµ. Recall that
Pu(F , φ) = Pu(F , φ, δ) = Pu(F , φ, ω0, δ) ≤ Pu(F , φ, ω0, x0, δ) + ρ. The proof of
Theorem C is complete.
7. u-Equilibrium States. In this section, as an application of Theorem C, we
consider the u-equilibrium states, which is given in Definition 7.1.
By Lemma 3.8, we know that µ 7→ huµ(F) is upper semi-continuous at µ0 ∈
MP(F), then by the similar technique to the proof of Theorem 3.1.6 in [4], we can
prove a dual proposition of Theorem C.
Proposition 6. If hutop(F) <∞ and µ0 ∈ MP(F), then
huµ0(F) = inf
φ∈L1(Ω,C(M))
{
Pu(F , φ)−
∫
Ω×M
φdµ˜0
}
.
Consider φ ∈ L1(Ω, C(M)).
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Definition 7.1. µ ∈MP(F) is said to be a u-equilibrium state for φ, if it satisfies
huµ(F) +
∫
Ω×M
φdµ = Pu(F , φ).
We denote by Mu(F , φ) the set of all u-equilibrium states for φ. By the com-
pletely parallel treatment in [22], we have the following proposition.
Proposition 7. Let φ ∈ L1(Ω, C(M)), then we have the following properties on
u-equilibrium states.
(i) Mu(F , φ) is non-empty, and it is convex;
(ii) the extreme points of Mu(F , φ) are precisely ergodic members of Mu(F , φ);
(iii) Mu(F , φ) is compact and has an ergodic u-equilibrium state;
(iv) assume φ, ψ ∈ L1(Ω, C(M)) are cohomologous, i.e. φ = ψ + σ − σ ◦ Θ − c
for some c ∈ L1(Ω,P) and σ ∈ L1(Ω, C(M)). Then φ and ψ have the same
u-equilibrium states, and
Pu(F , φ) = Pu(F , ψ)−
∫
Ω
cdP(ω).
Remark 7. By (i) in Proposition 7, we know that for φ ≡ 0, Mu(F , 0) is not
empty, which means that the maximal unstable metric entropy always exists.
There are some important potential functions interest people, among which,
φu(ω, x) = − log ‖detDfω|Eu(ω, x)‖ is crucial. Indeed, φu is closely related to
the so-called Gibbs u-states as follows.
Definition 7.2. µ ∈MP(F) is called a Gibbs u-state if µ
ξ
(ω,x) ≪ λ(ω,x), for µ-a.e.
(ω, x) ∈ Ω ×M , where ξ is an increasing partition subordinate to Wu-foliation,
{µξ(ω,x)} is the corresponding canonical system of conditional measures and λ(ω,x) is
the Lebesgue measure on Wu(ω, x) induced by its inherited Riemannian structure
as a submanifold.
By results in [2], [18], [13], [14], for µ ∈MP(F), we have
huµ(F) ≤
∫
Ω×M
−φudµ, (16)
and the equality holds if and only if µ is a Gibbs u-state.
As an application of Theorem C, we give a characterization of Gibbs u-states as
follows.
Proposition 8. µ ∈ MP(F) is a Gibbs u-state if and only if µ is a u-equilibrium
state of φu.
Proof. By Theorem C and Definition 7.2, we have
Pu(F , φu) = sup
µ∈MP(F)
{
huµ(F) +
∫
Ω×M
φdµ
}
= 0,
and µ is a Gibbs u-state if and only if µ is a u-equilibrium state of φu.
Remark 8. (i) From the proof of above proposition, we obtain that Pu(F , φu) =
0.
(ii) By Proposition 7 (i), we know that the Gibbs u-state always exists, which is a
result of independent interest.
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