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Zusammenfassung
Monte-Carlo-Simulationen gelten als das genaueste
Lösungsverfahren für komplexe Fragestellungen im
Bereich der Dosimetrie und des Strahlungstransports. In
der (externen) Strahlentherapie werden sie in zunehmen-
dem Maße bei der Berechnung von Dosisverteilungen
für die Bestrahlungsplanung angewendet. Im Vergleich
zu anderen Dosisberechnungsalgorithmen haben Monte-
Carlo-Methoden ein großes Potential, die Genauigkeit der
Dosisberechnung – insbesondere unter komplexen Bedin-
gungen (z.B. Berücksichtigung von Inhomogenitäten) – zu
erhöhen. Allerdings besteht ein Mangel an Informationen
darüber, wie korrekt die mittels Monte-Carlo-Simulation
berechneten Dosisverteilungen im absoluten Sinne sind.
Eine praxisnahe Überprüfung der Resultate von Monte-
Carlo-Rechnungen kann durch einen direkten Vergleich
mit den Ergebnissen eines Benchmark-Experiments erfol-
gen. Diese Arbeit stellt ein solches Benchmark-Experiment
vor und vergleicht dessen Ergebnisse (mit detaillierter
Berücksichtigung der Messunsicherheit) mit den Resul-
taten einer Monte-Carlo-Simulation unter Verwendung
des etablierten Monte-Carlo-Programms EGSnrc. Das
Experiment wurde so konzipiert, dass es hinsichtlich
Benchmark experiment to verify radiation
transport calculations for dosimetry in
radiation therapy
Abstract
Monte Carlo simulations are regarded as the most accu-
rate method of solving complex problems in the ﬁeld of
dosimetry and radiation transport. In (external) radia-
tion therapy they are increasingly used for the calculation
of dose distributions during treatment planning. In com-
parison to other algorithms for the calculation of dose
distributions, Monte Carlo methods have the capability of
improving the accuracy of dose calculations – especially
under complex circumstances (e.g. consideration of inho-
mogeneities). However, there is a lack of knowledge of
how accurate the results of Monte Carlo calculations
are on an absolute basis. A practical veriﬁcation of
the calculations can be performed by direct comparison
with the results of a benchmark experiment. This work
presents such a benchmark experiment and compares
its results (with detailed consideration of measurement
uncertainty) with the results of Monte Carlo calculations
using the well-established Monte Carlo code EGSnrc. Theder verwendeten Strahlungsart und -energie, der ver-
wendeten Materialien und der Erfassung der Dosis
experiment was designed to have parallels to external
beam radiation therapy with respect to the type and
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Parallelen zur externen Strahlentherapie aufweist. Da für
einen absoluten Vergleich der Ergebnisse von Experi-
ment und Monte-Carlo-Simulation die Eigenschaften des
Strahlungsfeldes sehr genau bekannt sein müssen, wurde
das Benchmark-Experiment an dem Forschungselektro-
nenbeschleuniger der Physikalisch-Technischen Bundes-
anstalt (PTB) durchgeführt, dessen Strahleigenschaften
vorab genau charakterisiert wurden. Für das eigent-
liche Benchmark-Experiment und die entsprechenden
Monte-Carlo-Simulationen wurden zwei Ionisationskam-
mern verschiedenen Typs verwendet und die Ergeb-
nisse verglichen. Unter Berücksichtigung der jeweiligen
Messunsicherheit, die für das Benchmark-Experiment
ca. 0,7 % und für die Monte-Carlo-Simulation ca. 1,0
% beträgt, stimmen die Ergebnisse der Monte-Carlo-
Simulation und des Experiments überein.
Schlüsselwörter: Monte Carlo, Benchmark,
energy of the radiation, the materials used and the
kind of dose measurement. Because the properties of
the beam have to be well known in order to com-
pare the results of the experiment and the simulation
on an absolute basis, the benchmark experiment was
performed using the research electron accelerator of
the Physikalisch-Technische Bundesanstalt (PTB), whose
beam was accurately characterized in advance. The bench-
mark experiment and the corresponding Monte Carlo
simulations were carried out for two different types of
ionization chambers and the results were compared. Con-
sidering the uncertainty, which is about 0.7 % for the
experimental values and about 1.0 % for the Monte Carlo
simulation, the results of the simulation and the experiment
coincide.
Keywords: Monte Carlo, benchmark, dosimetry,
der Strahlungsquelle erzeugten Partikel kann jedoch in derDosimetrie, Strahlentherapie
1 Einleitung
Für eine erfolgreiche Behandlung von Tumorerkrankungen
mit ionisierender Strahlung aus Beschleunigern (Teletherapie)
wird eine Verteilung der Energiedeposition im Gewebe ange-
strebt, die eine hohe Dosisbelastung des Tumors verursacht,
gleichzeitig aber umliegendes gesundes Gewebe und Risiko-
organe von einer Dosisbelastung verschont. Die Verteilung
der Dosis wird vor der Behandlung im Zuge der Bestrah-
lungsplanung berechnet. Dabei gewinnen immer mehr sog.
Monte-Carlo-(MC-)Methoden an Bedeutung. Herkömmliche
Verfahren zur Dosisberechnung in der Bestrahlungsplanung,
wie Nadelstrahl- oder Superpositionsalgorithmen, gehen von
Vereinfachungen und Näherungen für reale Bedingungen aus.
Die MC-Methode arbeitet dagegen anders. Sie bildet die
möglichen physikalischen Prozesse realistisch nach, die auf
Teilchenebene ablaufen können, wenn ionisierende Strahlung
Materie durchdringt. Auf Basis dieser Simulationen wird im
Ergebnis eine Dosisverteilung ermittelt, die im Prinzip im
Vergleich zu anderen Dosisberechnungsverfahren die größte
Übereinstimmung mit der realen Dosisverteilung aufweisen
sollte. Für das Anwendungsgebiet der klinischen Strahlen-
therapie existieren MC-Algorithmen, die speziell auf die
Bedürfnisse und Gegebenheiten in diesem Bereich angepasst
sind und damit einen vertretbaren Rechen- und Zeitaufwand
erfordern. Eine Auswahl an diesen speziellen Algorithmen
sowie weiterführende Literatur dazu sind in [1] zu finden.
Die Grundlage für die Entwicklung der speziellen Algorith-
men bildeten allgemeinere Algorithmen zur Berechnung des
Transports ionisierender Strahlung durch Materie, die für viel-
fältige Fragestellungen in unterschiedlichen Arbeitsgebieten
zum Einsatz kommen. Zu den bekanntesten verwende-
ten MC-Programmen im Bereich der Physik ionisierenderradiotherapy
Strahlung gehören nach [2]: EGS, MCNP, GEANT, FLUKA
und PENELOPE. Trotz der prinzipiell realistischeren
Berechnung der Dosis mit MC-Programmen besteht die Not-
wendigkeit, die Rechnungen zu überprüfen. Die Überprüfung
der allgemeineren MC-Codes ist dabei grundlegend und lässt
Schlussfolgerungen zur Genauigkeit der speziellen Codes
zu. Ein etabliertes Verfahren zur Überprüfung von MC-
Codes ist der Vergleich mit experimentellen Daten, die als
Benchmark-Daten für MC-berechnete Dosiswerte dienen. Für
die EGS-Code-Familie sind zum Beispiel eine Reihe von
Benchmarks in [3] dokumentiert. In der Regel erfolgen die
Vergleiche zwischen experimentellen und MC-berechneten
Daten relativ auf Basis von jeweils ermittelten Dosisverhält-
nissen, sodass keine Aussage zur absoluten Übereinstimmung
zwischen experimentellem Resultat und Simulationsergeb-
nis möglich ist. Absolute Vergleiche sind jedoch wichtig, da
sie eine höhere Aussagekraft besitzen als relative Verglei-
che, bei denen sich durch die Verhältnisbildung mögliche
Abweichungen zwischen den experimentellen Werten und
den Simulationsergebnissen relativieren können. Grund für
die begrenzte Anzahl absoluter Benchmarks ist die sto-
chastische Natur der MC-Simulation. Das Ergebnis einer
MC-Rechnung, in diesem Fall die Energiedosis, ist die
mittlere Energiedosis, die pro simuliertem Partikel der Strah-
lungsquelle in einem interessierenden Volumen deponiert
wird. Sie entspricht demnach dem Verhältnis aus der ins-
gesamt in dem Volumen absorbierten Energie, welche auf
dieses Volumen normiert ist, und der Anzahl der von der
Strahlungsquelle emittierten Partikel. Die Anzahl der vonMehrzahl der Experimente, bei denen herkömmliche Strah-
lungsquellen verwendet werden, nicht bestimmt werden.
Durch die Verfügbarkeit einer speziellen Strahlungsquelle
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Abbildung 1. Die beiden Ionisationskammern, die im Benchmark-
Experiment eingesetzt wurden. Die Kammer links im Bild wird alsF. Renner / Z. Med. Phy
war es möglich, ein Benchmark-Experiment für eine absolute
Überprüfung von MC-berechneten Werten der Energiedosis
durchzuführen. Das Experiment zeichnete sich durch Paral-
lelen zur externen Strahlentherapie aus, die hinsichtlich der
verwendeten Strahlungsqualität, der im Experiment verwen-
deten Materialien und des Dosismessverfahrens bestehen.
Das Benchmark-Experiment wurde so ausgelegt, dass es in
einer MC-Simulation nachgebildet werden konnte, um die
Energiedosis auch mit der MC-Methode zu berechnen. Im
Folgenden werden das Benchmark-Experiment sowie die
dazugehörige MC-Simulation beschrieben und deren Ergeb-
nisse vorgestellt. Zu den Ergebnissen des Experiments und der
Simulation gehören beigeordnete Unsicherheiten, um beide
Resultate aussagekräftig miteinander vergleichen zu können.
Die Ermittlung der Unsicherheiten wird ebenfalls in dieser
Arbeit dargestellt.
2 Benchmark-Experiment
2.1 Bestimmung der Energiedosis
Zur Bestimmung der Energiedosis in der Strahlentherapie
gilt die Sondenmethode als wichtigstes Verfahren [4], wobei
als Sonden häufig luftgefüllte Ionisationskammern zum Ein-
satz kommen. Die Energiedosis, welche in diesem Fall eine
Luft-Energiedosis ist, entspricht der Energie E, die von der
Luftmasse m im Inneren der Kammer absorbiert wird. Die
Luftmasse m ist über das sensitive Volumen V und die Luft-




ρ · V . (1)
Entsprechend Gl. (1) hängt die genaue Ermittlung der
Luft-Energiedosis u.a. davon ab, wie genau das sensitive
Luftvolumen bekannt ist. Genaue Informationen (mit
Angabe der Unsicherheiten) zum Aufbau sowie zur Größe
des Luftvolumens einer Ionisationskammer standen für
Graphithohlraumkammern (Abk.: HRK) zur Verfü-
gung, die an der PTB gebaut worden sind und als
Primärnormale zur Messung der Luftkerma für 137Cs- und
60Co-Gammastrahlung eingesetzt werden. Für das
Benchmark-Experiment wurden Kopien der HRK ein-
gesetzt, deren sensitives Volumen um höchstens 0,1% von
dem der Originalkammern abweicht. Die beiden Kammern,
die als HRK2 bzw. HRK3 bezeichnet werden, sind in Abb. 1
dargestellt. Das Experiment wurde mit beiden Ionisations-
kammern durchgeführt, was eine zusätzliche Redundanz der
Ergebnisse liefert.
Im Bereich der externen Strahlentherapie erfolgen Mes-
sungen mit Detektoren für ionisierende Strahlung, wie z.B.
Ionisationskammern, in der Regel in einem Wasserphan-
tom, welches als Ersatz für menschliches Gewebe dient.
Daher erfolgte die Dosismessung mit den HRK ebenfalls in
einem Phantom. Da die HRK nicht wasserdicht sind, wurdeHRK3, die Kammer auf der rechten Seite als HRK2 bezeichnet.
Zwischen den beiden Kammern befindet sich eine Cent-Münze zum
Größenvergleich.
ein Phantom aus Polymethylmetacrylat (PMMA) verwendet,
welches bei der verwendeten Strahlungsqualität hinsichtlich
der Strahlungswechselwirkungen in sehr guter Näherung was-
seräquivalent ist.
Bei der Dosimetrie mit Ionisationskammern wird die im
Luftvolumen der Kammer absorbierte Energie aus der elek-
trischen Ladung der Ionen eines Vorzeichens bestimmt, die
durch ionisierende Strahlung gebildet wird [5]. Im Mittel wird
für das Erzeugen der Ladung Q eine Energiemenge benö-
tigt, die durch die mittlere Energie W für das Bilden eines
Ladungsträgerpaares in Luft (en: air) und die Elementarla-
dung e bestimmt ist:
D = (
W ⁄e)air · Q





ρ · V . (2)
Die Ladung Q in Gl. (2) wird über die zeitliche Inte-
gration des gemessenen Ionisationskammerstroms IK über
eine Zeitspanne t0 bis t bestimmt. Gl. (2) stellt eine ideali-
sierte Betrachtung dar. In der Realität müssen für Messungen
mit Ionisationskammern Korrektionsfaktoren (siehe Tab. 1)
berücksichtigt werden, die die erfasste Ladung korrigieren.









. (3)ρ · V
Für die Fragestellung dieser Arbeit ist die mittlere Ener-
giedosis pro einfallendem Partikel der Strahlungsquelle von
212 F. Renner / Z. Med. Ph
Tabelle 1
Korrektionsfaktoren für die Dosimetrie mit Ionisationskammern. In
den letzten beiden Zeilen sind Faktoren enthalten, die speziell für die
Bedingungen des Benchmark-Experiments definiert wurden (siehe
Tab. 4).
Korrektionsfaktor für... Symbol Bemerkung
Luftdichte kρ *

































kF relevant, da Hinweis auf
exzentrisch ausgerichtete
Feldverteilung im
Experiment **, aber in
Simulation zentrische
Lage angenommen
* : typische Korrektionsfaktoren bei der Dosimetrie mit Ionisationskam-
mern entsprechend [5]
** : Messung der relativen Feldverteilung im Experiment mit Speicherfolien
Interesse, wobei die Quellenpartikel in diesem Fall Elektronen
mit einer Anzahl Ne pro Strahlpuls sind, die auf ein Brems-
strahlungstarget treffen (siehe Kapitel 2.3). Die Integration
des Kammerstroms erfolgt daher über die Zeitspanne einer
Pulsdauer T. Die Anzahl Ne ergibt sich aus dem Verhältnis
der Gesamtladung pro Strahlpuls des Elektronenbeschleuni-
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Die Pulsdauer T ergibt sich aus der Pulswiederholfrequenz
frep des Beschleunigers zu T = 1/frep. Die rechnergestützte
Erfassung des Kammerstroms erfordert die Digitalisierung
des Stromsignals und daher eine Abtastung mit einer Frequenz
fa. Mit dem verwendeten Messsystem werden Na = fa /frep
Abtastwerte erfasst. Die zeitliche Integration des Stroms wird
durch die Summe der Produkte der diskreten Stromwerte IK,i
und der Zeit zwischen den Abtastungen ersetzt:
t0+T∫
t0













Die rechte Seite der Gl. (5) wird verwendet, um die zeitli-
che Integration des Stroms in Gl. (4) durch das Verhältnis aus
mittlerem Kammerstrom pro Strahlpuls IK und der Pulswie-






ki · IK · e
QP · ρ · V · frep . (6)
2.2 Charakterisierung der Strahlungsquelle
Für das Benchmark-Experiment wurde der Forschungs-
Linearbeschleuniger (Linac) der Physikalisch-Technischen
Bundesanstalt (PTB) eingesetzt. Die hochenergetische Beam-
line des Linac wurde verwendet, um Elektronen mit einer
nominellen Energie von ca. 25 MeV zu erzeugen. Der
Teil der Beamline, der sich nach den Abschnitten zur
Beschleunigung der Elektronen anschließt, ist mit Gerä-
ten zur Charakterisierung des Elektronenstrahls des Linac
versehen. Zu diesen Geräten zählen Beam-Profil-Monitore
(Beam-Profiler), Strahlstrom-Monitore (Integrating Current
Transformer, ICT) und ein Magnetspektrometer. Es sind ins-
gesamt drei Beam-Profiler entlang der Beamline verteilt,
um neben dem Querschnitt des Elektronenstrahls weitere
geometrische Eigenschaften des Strahls, u.a. die Strahldi-
vergenz, bestimmen zu können. Das Magnetspektrometer
ist die Hauptkomponente eines Systems, das der Bestim-
mung der spektralen Elektronenfluenz dient [6]. Für das
Benchmark-Experiment wurde eine gaußförmige Verteilung
der Energiewerte der Elektronen um einen Mittelwert von
27,125 MeV mit einer Halbwertsbreite von 180 keV ermittelt.
Ein targetnah angebrachter ICT hat die Funktion die Ladung
zu erfassen, die in einem Strahlpuls des Linac enthalten ist. Für
diesen ICT wurde an der PTB ein Kalibrierfaktor bestimmt.
Da der überwiegende Anteil an Bestrahlungen im Bereich
der Teletherapie mit hochenergetischen Photonen erfolgt,
wurde der Beschleuniger für das Benchmark-Experiment
s.
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mit einem Bremsstrahlungstarget ausgestattet, welches aus
einer Wolfram-Kupfer-Legierung besteht. Die in Strahlrich-
tung wirksame Dicke des Bremsstrahlungstargets wurde aus
Messungen mit einer Mikrometerschraube bestimmt. Diese
Messungen wurden unter gleichen Bedingungen mehrfach
wiederholt. Für die Dicke des Bremsstrahlungstargets ergab
sich somit ein Mittelwert von 3,875 mm mit einer Stan-
dardabweichung σ = 0,001 mm. Die Zusammensetzung der
Wolfram-Kupfer-Legierung mit 72% Wolfram und 28% Kup-
fer wurde aus der Dichte des Targetmaterials abgeleitet
[7]. Die Dichte des Materials beträgt 14,425 g/cm3 und
wurde an der PTB mit einer relativen Unsicherheit < 0,1%
ermittelt.
2.3 Unsicherheit des experimentellen Ergebnisses
Für die Angabe einer Gesamtunsicherheit (sog. kombinierte
Unsicherheit) zu der mittleren Luft-Energiedosis pro Elektron
für das Benchmark-Experiment wurden die Methoden des
Guide to the expression of uncertainty in measurement, GUM,
[8] verwendet. Danach wird ein mathematisches Modell der
Messung erstellt, welches die Beziehung zwischen einer
Messgröße y und den Eingangsgrößen xi beschreibt: y = f(xi).
Im Fall von Ni unkorrelierten Größen xi wird die kombinierte



























Dabei ist r(xi,xj) in Gl. (8) der Korrelationskoeffizient, der
aus der Kovarianz u(xi,xj) und den Standardunsicherheiten
u(xi) und u(xj) berechnet werden kann.
Die Modellfunktion f der Messung für das Benchmark-
Experiment ist durch Gl. (6) gegeben. Darin sind der mittlere
Kammerstrom und die Pulsladung korrelierte Größen. Das
Verhältnis des mittleren Stroms und der Pulsladung wurden
zu einem normierten Kammerstrom IK,norm zusammengefasst,
dessen Standardunsicherheit nach Gl. (8) berechnet wurde.
Somit konnte die kombinierte Unsicherheit der mittleren Luft-
Energiedosis pro Elektron nach Gl. (7) bestimmt werden,





ki · IK,norm · e
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, xj). (8)
Die Standardunsicherheiten für die Eingangsgrößen in
Gl. (9) wurden zum Teil direkt der Literatur entnommen
[9,10] oder mit Hilfe von Literaturdaten bestimmt [11,12],
zum Teil ergaben sie sich aus eigenen Messungen.
Gemäß GUM wurde die Standardunsicherheit jeder Eingangs-
größe aus der Wahrscheinlichkeitsverteilung ermittelt, die zur
Beschreibung der Eingangsgröße herangezogen wurde. Die in
dieser Arbeit relevanten Verteilungen waren die Normal- und
die Rechteckverteilung. Im Fall der Normalverteilung gilt:
u(xi) = σ. Im Fall einer Rechteckverteilung mit den Grenzen
g1 und g2 gilt: u(xi) = g2-g1/
√
12. Besitzt die Rechteckver-





3.1 Simulationsgeometrie und Berechnungsverfahren
Vorbild für die Simulationsgeometrie war der Aufbau
des Benchmark-Experiments. Die Bestandteile des realen
Experiments waren in der MC-Simulation, die mit dem
MC-Programmpaket EGSnrc [13] erfolgte, geeignet nach-
zubilden. Dafür wurde die egspp-Klassenbibliothek [14] des
EGSnrc-Programmpakets verwendet, die es ermöglicht, belie-
bige Simulationsgeometrien zu erzeugen. Aus Richtung des
Elektronenstrahls gesehen, beginnt die Simulationsgeome-
trie mit dem Bremsstrahlungstarget (auf der rechten Seite
von Abb. 2). Dieses ist in der MC-Simulation als Scheibe
aus Wolfram-Kupfer modelliert, die den Abmessungen des
realen Targets entspricht. Die Wolfram-Kupfer-Scheibe ist
von einem Hohlzylinder aus Edelstahl umgeben, der den
Flansch repräsentiert, mit dem das Target am Ende der
Beschleuniger-Beamline befestigt ist. Hinter dem Brems-
strahlungstarget gibt es keine Elemente, die das Strah-
lungsfeld beeinflussen, wie Kollimatoren, Filter oder
Abschirmungen, so dass der nächste Bestandteil in der Geo-
metrie hinter dem Target das Phantom ist. Dieses Phantom
befindet sich in 207 cm Entfernung vom Hohlzylinder, hat
die Form eines Würfels und besteht aus PMMA. Im Phan-
tom befindet sich die Ionisationskammer, die so platziert ist,
dass ihr Bezugspunkt im Mittelpunkt des Phantoms liegt. Die
genaue Beschreibung der Modellierung der Kammern erfolgt
in Kapitel 3.2. Die bisher beschriebene Geometrie ist ab dem
Bremsstrahlungstarget in einen Zylinder aus Luft eingebettet.
Dies entspricht den realen Verhältnissen, denn der Elektronen-
strahl verläuft nur innerhalb der Beamline in Hochvakuum.Die in der Simulationsgeometrie verwendeten Materialien
mussten für die MC-Berechnung in einem Materialdatenfile
zusammengestellt werden, welches Daten (Wechselwirkungs-
querschnitte und Bremsvermögen) zur Beschreibung der
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amAbbildung 2. Schematische Darstellung der Simulationsgeometrie.
linken Seite befindet sich das PMMA-Phantom mit der Ionisationsk
Wechselwirkungsprozesse ionisierender Strahlung für die
jeweiligen Materialien enthält. Als Energiebereich wurde
dabei ein Intervall von 1 keV bis 30 MeV (Angaben ohne
Ruheenergie) berücksichtigt, d.h. es wurden folgende Para-
meter eingestellt: AE=512 keV, UE=30,512 MeV, AP=1 keV,
UP=30 MeV. Der Großteil der in der Simulationsgeometrie
vorkommenden Materialien ist im EGSnrc-Programmpaket
bereits vordefiniert und wurde so verwendet. Dabei wur-
den vorhandene Daten zur Korrektur des Dichteeffekts
berücksichtigt. Ausnahmen bildeten nur die Wolfram-Kupfer-
Legierung des Targets und das Graphit der HRK. Die
Wolfram-Kupfer-Legierung wurde als zusammengesetztes
Material entsprechend den Angaben in Kapitel 2.2 definiert
und keine Dichtekorrektur durchgeführt. Graphit wurde als
Kohlenstoff mit einer Dichte von 1,775 g/cm3 [15] definiert,
wobei die Daten von Graphit mit einer Dichte von 1,700 g/cm3
zur Korrektur des Dichteeffekts verwendet wurden, da diese
Korrekturdaten in EGSnrc vorhanden sind.
Als Strahlungsquelle für die Simulation wurde der
Elektronenstrahl des Linac nachgebildet, der auf das Brems-
strahlungstarget trifft. Der Strahl wurde als Parallelstrahl von
Elektronen mit elliptischem Querschnitt modelliert, dessen
Abmessungen den geometrischen Eigenschaften des realen
Elektronenstrahls des Beschleunigers entsprachen und expe-
rimentell gemessen wurden (siehe Kapitel 2.2). Die spektrale
Elektronenfluenz wurde entsprechend der Angaben in Kapitel
2.2 definiert.
Die Berechnung der Luft-Energiedosis, die im Luft-
volumen der Ionisationskammer deponiert wird, erfolgte
mit dem Nutzer-Code egs chamber, der im EGSnrc-
Programmpaket (Version V4-r2-3-1) enthalten ist. Die
Parameter, die den Transport der Partikel in der Simulation
beeinflussen, wurden – sofern nichts anderes erwähnt ist –
auf den Standardwerten des Nutzer-Codes egs chamber
belassen. Um die MC-Berechnung zu beschleunigen, wur-
den Verfahren zur Varianzreduktion (Photon cross-sectionf der rechten Seite ist das Bremsstrahlungstarget dargestellt, auf der
mer.
enhancement und Russian Roulette [14,16]) eingesetzt, die
in egs chamber zur Verfügung stehen. Trotz dessen dauer-
ten die Berechnungen für ein Simulationsergebnis mit einer
statistischen Unsicherheit < 0,15% rund 11 Tage auf einem
Rechencluster mit 9 Intel® CoreTM2 Quad 2,40 GHz Prozes-
soren.
3.2 Modellierung der Ionisationskammern
Die beiden Ionisationskammern waren aufgrund ihres
Aufbaus die komplexesten Komponenten, die in der MC-
Simulation darzustellen waren. Gleichzeitig war deren genaue
Nachbildung in der Simulation von besonderer Bedeutung, da
für das Luftvolumen der Ionisationskammer die Energiedo-
sis berechnet wurde, die mit dem experimentell gewonnenen
Wert zu vergleichen war. Eine exakte Nachbildung der HRK
entsprechend den Konstruktionsunterlagen war nur begrenzt
sinnvoll, da einige geometrische Details an den Elektroden,
den Elektrodenhaltern und dem Kammerstiel das Erstellen des
Simulationsmodells erschwert hätten, ohne dass eine Auswir-
kung auf den Wert der berechneten Energiedosis bestanden
hätte. Außerdem war die Konstruktion des Kammerstiels
zum Teil nicht genau bekannt. Daher wurden mögliche
Modelle für die beiden Ionisationskammern schrittweise und
unabhängig von der Simulation zum Benchmark-Experiment
erarbeitet. In einem ersten Schritt wurden Messdaten und
Simulationsergebnisse genutzt, die aus dem Einsatz der HRK
zur Bestimmung der Luftkerma in 60Co-Gammastrahlung
bereits vorhanden waren und für relative Betrachtungen her-
angezogen werden konnten. Es wurde angenommen, dass
Übereinstimmungen zwischen relativen Werten, die auf Basis
von Mess- und Simulationsergebnissen bestimmt wurden,
dann auftreten, wenn die in der Simulation verwendeten
Kammermodelle geeignet sind, die realen Kammern und
deren dosimetrische Eigenschaften nachzubilden. Mit diesem
Ansatz wurde untersucht, welche geometrischen Details bei
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der Modellierung der HRK einen Einfluss auf die Energiedosis
haben. Dabei zeigte sich, dass die Modellierung des Kammer-
stiels (siehe Abbildungen in Kapitel 4.2) ein wichtiger Aspekt
ist. Um ein Modell der Ionisationskammer mit Stiel zu erar-
beiten, welches die reale HRK bestmöglich nachbildet, diente
der Korrektionsfaktor, der den Einfluss des Kammerstiels
auf die Energiedosis der HRK beschreibt, als Vergleichs-
wert. Dieser Faktor ist ein experimentell bestimmter Wert,
der dem Verhältnis aus der Energiedosis der HRK mit einem
Stiel und der Energiedosis für zwei Stiele (Verwendung eines
Stiel-Dummys) entspricht. Anhand von MC-Simulationen mit
einem und zwei Stielen und verschiedenen Stielmodellen
wurden für beide Ionisationskammern geeignete Kammer-
modelle mit Kammerstiel ermittelt, die einen entsprechenden
Korrektionsfaktor ergeben. Diese Kammermodelle wurden
anschließend mit Hilfe weiterer experimenteller Daten und
entsprechender Simulationen zur Bestimmung der Luftkerma
in 60Co-Strahlung validiert. Die Erarbeitung von mögli-
chen Kammermodellen, die vorab beschrieben wurde, ist
detailliert in [17] dokumentiert. Pro Kammer ergaben sich
nach diesen Untersuchungen zwei Modelle zum Nachbilden
der dosimetrischen Eigenschaften der realen HRK in MC-
Rechnungen.
Der nächste Schritt bei der Erarbeitung der Kam-
mermodelle bestand darin, Messungen und Simulationen
durchzuführen, bei denen die HRK zur Ermittlung einer
Energiedosis im Photonenstrahlungsfeld klinischer Beschleu-
niger eingesetzt wurden. Dies war auch wichtig, um die
Eignung der HRK für die Dosimetrie in hochenergetischen
Photonenfeldern zu überprüfen. An dem dafür eingesetz-
ten klinischen Beschleuniger Elekta ,,Precise“ stehen jeweils
3 verschiedene Photonenenergien zur Verfügung, die im
Folgenden durch ihre nominelle Beschleunigungsspannung
bezeichnet sind. Ziel der Messungen und der Simulationen
war es, Faktoren zu ermitteln, die beschreiben, wie sich die
Anzeige jeder der beiden Ionisationskammern mit der Strah-
lungsqualität ändert. Die Änderung des Ansprechvermögens
einer Ionisationskammer bei einer Messung in einem Pho-
tonenfeld der Qualität Q anstatt in 60Co-Gammastrahlung,
in der Ionisationskammern kalibriert werden, wird durch
den Korrektionsfaktor kQ (siehe Tab. 1) berücksichtigt [5].
Faktoren kQ können für Ionisationskammern berechnet wer-
den, wenn diese annähernd die Bragg-Gray-Bedingungen
erfüllen (siehe Anhang von [5]). Unter Verwendung von Ioni-
sationskammern, die als Sekundärnormale dienen, können
kQ-Faktoren auch experimentell mit geringer Unsicherheit
(< 0,4 % [18]) ermittelt werden. Die Methode dazu ist in
[18] beschrieben und wurde entsprechend den vorliegenden
Gegebenheiten angepasst. Die experimentelle Bestimmung
von kQ-Faktoren beruht darauf, Messungen mit einem
Sekundärnormal und der zu untersuchenden Ionisations-
kammer unter gleichen Bedingungen durchzuführen. Somit
kann angenommen werden, dass der gleiche Wert der
Wasser-Energiedosis gemessen wird und folgender Ansatz
gilt:26 (2016) 209–223 215
(NCo · M · kρ · kPol · kS · kVol · kQ)NE2571
= (NCo · M · kρ · kPol · kS · kVol · kQ)HRK. (10)
Der Index NE2571 in Gl. (10) steht für das verwendete
Sekundärnormal, eine Ionisationskammer des Typs NE2571.
Der Index HRK kennzeichnet die Größen der jeweiligen HRK.
Die Anzeige der Ionisationskammer ist mit M bezeichnet.
Der Faktor NCo ist der Kalibrierfaktor der Kammer, der unter
Bezugsbedingungen im 60Co-Strahlungsfeld (siehe dazu [5])
ermittelt wurde. Die Bedeutung der Korrektionsfaktoren ki
kann Tab. 1 entnommen werden. Die Korrektur des Einflus-
ses der Luftfeuchte musste nicht berücksichtigt werden (siehe
Bemerkung Tab. 1). Das Umstellen von Gl. (10) nach dem
Produkt (NCo·kQ)HRK =: NQ ergibt:
(NCo · kQ)HRK =
(NCo · M · kρ · kPol · kS · kVol · kQ)NE2571
(M · kρ · kPol · kS · kVol)HRK
= NQ. (11)
Mit der vorgestellten Methode wurden 3 Faktoren NQ
für Q = (6, 10, 15) MV ermittelt. Sie wurden jeweils
auf den Faktor N6MV normiert. Daraus resultiert ein Aus-
druck, der die relative Änderung des Ansprechvermögens
der Hohlraumkammer in den Photonenfeldern der nominellen










Ein weiterer Weg zur Bestimmung von kQ-Faktoren führt
über die Berechnung der Faktoren aus Werten der Energiedo-





In Gl. (13) ist DW die Wasserenergiedosis am Messort im
Wasserphantom bei Abwesenheit der Ionisationskammer und
DK ist die Luft-Energiedosis, die mit der Ionisationskammer
ermittelt wird, wenn die Kammer mit ihrem Bezugspunkt
am Messort im Wasserphantom platziert ist. Durch Bilden
des Verhältnisses aus zwei kQ-Faktoren, wobei auch hier als
Referenz Photonenstrahlung mit der nominellen Beschleuni-





Die Faktoren NexpQ,6MV und NMCQ,6MV wurden für den
relativen Vergleich der Ergebnisse der Messungen und
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Tabelle 2
Transport-Parameter in EGSnrc, deren Einfluss auf das Simulations-
ergebnis untersucht wurde, entsprechend [22]. Die erstgenannten
Werte in Spalte 2 entsprechen den Standardeinstellungen in der
Simulation. Detaillierte Informationen zu den Transport-Parametern
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MC-Simulationen herangezogen. Auf Grundlage dieser
Untersuchungen wurde das Simulationsmodell für jede der
beiden Ionisationskammern bestimmt, welches die dosi-
metrischen Eigenschaften der HRK in hochenergetischer
Photonenstrahlung am besten wiedergibt.
3.3 Unsicherheitsabschätzung für die Simulation
Aufgrund der stochastischen Natur einer MC-Simulation
ist deren Ergebnis eine statistische Unsicherheit (Standardab-
weichung σ) beigeordnet. Diese kann durch die Berechnung
der Wechselwirkungsvorgänge für viele Primärteilchen bis
auf eine vernachlässigbare Größenordnung reduziert wer-
den. Darüber hinaus gibt es eine Reihe weiterer, nicht
statistischer Unsicherheiten, die für eine MC-Rechnung
zu berücksichtigen sind. Als Ursachen für solche nicht
statistischen Unsicherheiten sind zu nennen [19,21]: Die
in der Simulation definierte Geometrie, die verwendeten
Materialien, die Quellenbeschreibung, die Einstellung der
Transport-Parameter und die verwendeten Wechselwirkungs-
querschnitte und Bremsvermögen. Die genannten Aspekte
besitzen selbst eine Unsicherheit und/oder es gibt verschie-
dene Möglichkeiten sie in der Simulation umzusetzen, zum
Beispiel gibt es verschiedene Möglichkeiten für die Transport-
Parameter-Einstellungen.
Einige der genannten Unsicherheitsbeiträge wurden
anhand von Informationen aus der Publikation von Wulff
et al. [19] abgeschätzt, die sich mit Unsicherheiten bei
der MC-Berechnung von Korrektionsfaktoren für den Ein-
fluss der Strahlungsqualität (kQ-Faktoren) befasst. Aufgrund
der Ähnlichkeiten der MC-Simulation von Wulff et al. und
der MC-Simulation, welche für das Benchmark-Experiment
erstellt wurde, konnten die Ergebnisse der MC-Rechnungen
von Wulff et al. verwendet werden, um die Unsicherheit für die
MC-Rechnung zum Benchmark-Experiment abzuschätzen.
Von Interesse waren dabei die Werte der Luft-Energiedosis
(DK,Q in Gl. (14)), die von Wulff et. al verwendet wurden,
um die kQ-Faktoren aus den MC-berechneten Dosiswerten
zu ermitteln. Die benötigten Daten wurden auf Nachfrage
zur Verfügung gestellt [22]. Diese Daten wurden hinsicht-
lich der Einstellung verschiedener Transport-Parameter (siehe
Tab. 2) ausgewertet. Die übrigen Transport-Parameter
entsprachen den in EGSnrc vorgegebenen Standardeinstel-
lungen, wobei diese Einstellungen einen möglichst genauen
Elektronentransport realisieren und ihre Änderung in der
Regel nicht empfehlenswert ist (siehe u.a. [23] und die
Hinweise in [13]). Parameter, die entsprechend [22] einer
Änderung unterzogen wurden, waren die Energieschwellen
ECUT sowie PCUT. Außerdem wurden Optionen variiert,
die Einfluss auf die Realisierung von Wechselwirkungen neh-
men, denn zur Beschreibung einiger Wechselwirkungsarten
kann zwischen mehreren Basisdatensätzen gewählt werden,
die verschieden berechnet wurden, bzw. können einige Wech-
selwirkungsprozesse ein- bzw. ausgeschaltet werden. Davon
abgesehen, dass zum Teil verschiedene BasisdatensätzeTriplet production OFF or ON explizite Modellierung der
Triplettbildung (triplet = ON)
für Wechselwirkungsquerschnitte zur Verwendung stehen,
muss auch berücksichtigt werden, dass diese Daten nur
mit begrenzter Genauigkeit angegeben werden können, d.h.
Wechselwirkungsquerschnitte (von Photonen) und Brems-
vermögen (von Elektronen) besitzen eine Unsicherheit. Die
Ermittlung der für die MC-Simulation resultierenden Unsi-
cherheit bedingt durch Wechselwirkungsquerschnitte und
Bremsvermögen wurde nach der Methode durchgeführt, die
auch von Wulff et al. in [19] verwendet wurde und von
de Carlan et al. [24] stammt. Die Werte für die Stan-
dardunsicherheiten der Wechselwirkungsquerschnitte und
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80/20 14,47 erste Annahme bezüglich
Zusammensetzung und Dichte
80/20 14,42 Zusammensetzung laut erster
Annahme, Dichte laut Messung
(trunkiert auf 2 Nachkommastellen)
72/28 14,42 Zusammensetzung entsprechend der
Dichte [7,27], Dichte laut Messung
(trunkiert auf 2 Nachkommastellen)
72/28 14,425 Zusammensetzung entsprechend der
Dichte [7,27], Dichte laut Messung
Abbildung 3. Das rotationssymmetrische Modell für EGSnrc, wel-
ches verwendet wurde, um den Einfluss der Dicke und der
Materialeigenschaften des Targets sowie der Energie der Strahlungs-(trunkiert auf 3 Nachkommastellen)
Bremsvermögen wurden [19] entnommen. Sie basieren u.a.
auf [12] und [25]. Ein Sachverhalt, der im Zusammenhang mit
den Wechselwirkungsquerschnitten von Wulff et al. [19] nicht
behandelt wird, ist der Kernphotoeffekt. Um den Einfluss von
Kernphotoeffekten abschätzen zu können, wurden Angaben
aus der Publikation von Ali et al. [26] verwendet. Ali et al.
geben für ihre MC-Rechnungen an, dass die Vernachlässigung
des Kernphotoeffekts Fehler von bis zu 0,4% verursacht. Da
nicht mit Sicherheit angenommen werden kann, dass dieser
Fehler auch für die Simulation zum Benchmark-Experiment
zutrifft, wurde eine Unsicherheitskomponente von 0,4%
berücksichtigt. Dies stellt eine konservative Abschätzung dar,
da der von Ali et al. angegebene Fehler anhand des Verhältnis-
ses zweier Ionisationskammermessungen berechnet wurde.
Die Unsicherheit von 0,4% ist somit die kombinierte Unsi-
cherheit zweier Werte, von denen einer im ungünstigsten Fall
den Gesamtwert dominieren kann.
Bezüglich der Gesamtunsicherheit der Simulation war des
Weiteren von Interesse, wie sich ungenaue Kenntnisse über die
Geometrie, die Materialien und die Strahlungsquelle im Simu-
lationsmodell auf das Ergebnis auswirken. Abgesehen von
der Ionisationskammer, deren möglichst genaue Modellierung
getrennt vorgenommen wurde (siehe Kapitel 3.2), bildete das
Bremsstrahlungstarget eine wichtige Komponente des Simu-
lationsmodells. In Voruntersuchungen wurden prinzipielle
Auswirkungen von Variationen der Targetdicke, der Material-
zusammensetzung und der Dichte des Bremsstrahlungstargets
(Tab. 3) betrachtet. Es wurde auch untersucht, welche Aus-
wirkungen Änderungen der Energie der Strahlungsquelle
auf die Höhe der Energiedosis haben. Für diese Vorun-
tersuchungen wurde ein vereinfachtes Simulationsmodell
(Abb. 3) verwendet, das wesentliche Effekte erkennen lässt,
aber einen geringeren Rechenaufwand erfordert. Aufgrund
des rotationssymmetrischen Aufbaus des Simulationsmodells
konnte für diese Untersuchungen der Nutzer-Codedosrz des
MC-Simulationsprogramms EGSnrc verwendet werden. Die
Einstellung der Transport-Parameter war in allen Simulatio-
nen mit dosrz gleich.quelle auf die Dosisberechnung zu untersuchen. Der Strahl wurde als
Parallelstrahl mit einem Radius von 0,2 cm definiert.
4 Ergebnisse
4.1 Experimentelles Ergebnis am Beispiel der HRK2
Tab. 4 enthält die Auswertung der Messung der Luft-
Energiedosis mit der HRK2 inklusive einem Auszug aus dem
Unsicherheitsbudget. Das Ergebnis, welches in der letzten
Zeile von Tab. 4 angegeben ist, entspricht dem Wert der mitt-
leren Luft-Energiedosis pro Elektron, die im Luftvolumen der
HRK2 absorbiert wurde. Zu dem Ergebnis ist die zugehörige
erweiterte Messunsicherheit (Erweiterungsfaktor k = 2) ange-
geben. Die Auswertung des Benchmark-Experiments mit der
HRK3 erfolgte in gleicher Weise und kann bei Interesse in
[27] nachvollzogen werden.
4.2 Kammermodelle
Als Resultat der Erarbeitung von möglichen Kammer-
modellen, die bei relativen Benchmarks die dosimetrischen
Eigenschaften der realen HRK zeigen, wurde für jede der
beiden HRK ein Modell bestimmt. Die beiden Modelle
sind in Abb. 4 und Abb. 5 jeweils zusammen mit einem
Konstruktionsschema der realen Kammern dargestellt, um
Gemeinsamkeiten und Unterschiede zwischen den Model-
len und den realen HRK zu verdeutlichen. Da die Modelle
nicht bis ins Detail dem Aufbau und den Abmaßen der rea-
len Kammern entsprechen (siehe Kapitel 3.2), wurden die
Luftvolumina der Kammermodelle und deren Unsicherheiten
bestimmt. Die Daten sind in Tab. 5 wiedergegeben, wobei zum
Vergleich auch die Werte für die realen HRK mit angegeben
sind.
4.3 Unsicherheitsabschätzung für die SimulationAbb. 6 stellt die relative Änderung der Luft-Energiedosis
in Abhängigkeit von verschiedenen Transport-Parametern dar.
Bis auf eine Ausnahme (,,rad corr = ON“) liegen alle Werte
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Tabelle 4
Ermittlung der Energiedosis (Endergebnis siehe letzte Zeile) zum Experiment mit der HRK2 unter Berücksichtigung der Unsicherheiten
der Eingangsgrößen.










1 (W/e)air 33,97 J/C 0,150 1 0,150
2 IK,norm 4,462·10−3 A/C 0,354 1 0,354
3 kh 1,0044 0,068 1 0,068
4 kPol 1,0000 0,034 1 0,034
5 kS 1,0557 0,072 1 0,072
6 kPosT 1,0000 0,638 1,73 0,368
7 kPosE 1,0006 0,200 1 0,200
8 kF 1,0053 0,527 1,73 0,305
9 V 1518,98·10−9 m3 0,105 1 0,105
10 ρ 1,2050 kg/m3 0,083 1,73 0,048
11 e 1,60·10−19 C 0,00 1 0,000
12 frep 5 1/s (Konstante)
D = (2,8303·10−15 ± 3,76·10−17) J/kg
Hinweis: Der Korrektionsfaktor kρ tritt in der Tabelle nicht auf, da er (sowie sei
Die Faktoren kQ und kVol in Tab. 1 sind im Benchmark-Experiment nicht relevan
Abbildung 4. Das erarbeitete Kammermodell für die HRK2 im Ver-
gleich zu einem Konstruktionsschema der HRK2.
Tabelle 5
Die Volumina der realen Kammern (originale Primärnormale)
sowie der verwendeten Kammermodelle mit Angabe der jeweiligen
Standardunsicherheit.
Zuordnung Volumen HRK2 Volumen HRK3reale Kammer 1518,98 mm3 ± 0,49 mm3 6138,06 mm3 ± 4,82 mm3
Kammermodell 1517,95 mm3 ± 0,61 mm3 6148,76 mm3 ± 10,11 mm3
in einem Intervall [0,9980; 1,0015], wobei die Unsicherheiten
mit abgedeckt sind.Auf Basis des Intervalls, welches die Form einer asymme-
trischen Rechteckverteilung hat, ergibt sich eine Unsicherheit
des Einflusses der Transport-Parameter auf das MC-Ergebnis
von 0,1%. Die Auswertung der Daten zum Einflussne Unsicherheit) aufgrund der Messmethode bereits in IK,norm enthalten ist.
t.
der Unsicherheiten von Wechselwirkungsquerschnitten und
Bremsvermögen ergab einen zusätzlichen Unsicherheits-
beitrag von 0,38%. In Kombination mit der Unsicherheit
von 0,4% zur Berücksichtigung der Vernachlässigung von
Kernphotoeffekten ergibt sich somit eine Unsicherheit von
0,56%. Die Auswirkung von Strahlungskorrekturen für den
Compton-Effekt (Transport-Parameter ,,rad corr = ON“) wird
an anderer Stelle berücksichtigt (siehe unten).
Abb. 7 und Abb. 8 veranschaulichen die Ergebnisse zu den
Voruntersuchungen, die durchgeführt wurden, um Unsicher-
heiten bedingt durch die Materialeigenschaften und die Dicke
des Bremsstrahlungstargets, sowie die energetische Beschrei-
bung des Elektronenstrahls zu quantifizieren. In Abb. 7 a) ist
zu erkennen, dass eine Änderung der Dichte des Wolfram-
Kupfer-Materials um 0,005 g/mm3 einen vernachlässigbaren
Einfluss (< 0,1% [28]) auf die Höhe der Dosis hat. Die Zusam-
mensetzung des Wolfram-Kupfers wurde vergleichsweise zu
einem ebenfalls üblichen Verhältnis von 80% Wolfram und
20% Kupfer (%W/%Cu = 80/20) angenommen [29]. Bei glei-
cher Dichte verursacht dies einen Unterschied von mehreren
Prozent zu dem Wert der Zusammensetzung von 72/28. In
Abb. 7 b) sind die Resultate der MC-Rechnungen für verschie-
dene Targetdicken (Mittelwert ± σ) gezeigt. Die Resultate
weisen auf eine systematische Abhängigkeit der Energiedosis
von der Targetdicke hin, wobei die Energiedosis um 0,1% bis
0,2% pro Mikrometer Targetdicke abnimmt. Eine systemati-
sche Abhängigkeit der Energiedosis zeigt sich auch in Abb. 8
für die Werte, die für monoenergetische Elektronenstrahlung
verschiedener Energien berechnet wurden. Außerdem besteht
ein Einfluss hinsichtlich der energetischen Beschreibung des
Strahls. In Abb. 8 unterscheidet sich die Energiedosis für den
monoenergetischen Strahl von 25 MeV von der Energiedosis,
die für ein gaußförmiges Energiespektrum mit einer mittleren
Energie von 25 MeV und 200 keV Halbwertsbreite berechnet
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Abbildung 5. Das resultierende Kammermodell für die HRK3 im Vergleich zum Konstruktionsschema des Kammerstiels inkl. Zentralelek-
trode der HRK3.
Abbildung 6. Relative Änderung der Luft-Energiedosis bei Variation der Transport-Parameter in EGSnrc bezogen auf die Energiedosis für
fürStandardeinstellungen der Simulation. Bezüglich der Abkürzungen
statistische Unsicherheiten der Monte-Carlo-Simulation.
wurde. Der Unterschied beträgt 0,23%. Die mittlere Energie
und die Halbwertsbreite von 200 keV entsprechen der Grö-
ßenordnung für die Werte, die mittels Magnetspektrometrie
für den realen Strahl ermittelt wurden.
Die Untersuchungen zu dosisbeeinflussenden Eigenschaf-
ten des Targets sowie zur Energie des Elektronenstrahls
dienten dazu, prinzipielle Erkenntnisse für die Abschätzung
der Unsicherheit der Simulation zum Benchmark-Experiment
zu erzielen. Eine Erkenntnis ist, dass die Auswirkungdie Parameter siehe Tab. 2. Die Fehlerbalken in der Abbildung sind
von Materialzusammensetzung und Dichte des Bremsstrah-
lungstargets auf die Höhe der berechneten Energiedosis
vernachlässigbar ist, da die Dichte und die Zusammenset-
zung des Materials hinreichend genau bekannt sind. Ein
weiterer Aspekt ist, dass die Unsicherheit bedingt durch
die energetische Beschreibung des Elektronenstrahls für
die Simulation zum Experiment einen relevanten Unter-
schied (> 0,1%) in der Höhe der Energiedosis ausmachen
kann. Die Ergebnisse der Untersuchungen bezüglich der
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Abbildung 7. a) Betrachtungen bezüglich der Zusammensetzung W/Cu und Dichte des Bremsstrahlungstargets. b) Einfluss der Dicke des
Bremsstrahlungstargets auf die im Zielvolumen deponierte Energiedosi
MC-Ergebnisse dar.
Abbildung 8. Betrachtungen bezüglich verschiedener Energien des
Elektronenstrahls, der auf das Bremsstrahlungstarget trifft. Die
Fehlerbalken entsprechen den statistischen Unsicherheiten der
Ergebnisse.Targetdicke und der verschiedenen diskreten Energien wur-
den unter dem Blickwinkel einer zusätzlichen Information
betrachtet, die aus der Energiebestimmung für den Elek-
tronenstrahl mit dem Magnetspektrometer resultierte. Durchs. Die Fehlerbalken stellen jeweils die statistische Unsicherheit der
die Ergebnisse der Magnetspektrometrie war bekannt, dass
charakteristische Energiewerte zur Beschreibung des Ener-
giespektrums des Elektronenstrahls eine Unsicherheit von ca.
35 keV besitzen. Tendenziell weisen die Ergebnisse der Unter-
suchungen bezüglich der Targetdicke und der verschiedenen
diskreten Energien darauf hin, dass die Änderung der Energie-
dosis bedingt durch die Unsicherheit der Energie größer ist, als
Dosisänderungen aufgrund der Unsicherheit der Targetdicke,
wenn die Energie nicht bis auf 20 keV genau bestimmt werden
kann. Mit diesem Wissen konnte der Einfluss der Unsicher-
heit der Targetdicke konservativ durch die Unsicherheit der
Energie abgeschätzt werden ohne dafür eine weitere rechen-
und zeitintensive Simulation durchzuführen.
4.4 Gegenüberstellung der Resultate von
Benchmark-Experiment und MC-Simulation
In Abb. 9 sind die Ergebnisse des Benchmark-Experiments
und der jeweiligen MC-Simulationen für beide Graphithohl-
raumkammern dargestellt. Die Fehlerbalken in den Grafiken
stellen Standardunsicherheiten dar. Die Standardunsicherheit
der Simulationsergebnisse berücksichtigt dabei die statisti-
sche Unsicherheit der Simulation in Kombination mit der in
Kapitel 4.3 zusätzlich bestimmten Unsicherheitskomponente
von 0,56% und beläuft sich maximal auf 0,58% für die HRK2
und auf 0,57% für die HRK3. Die Standardunsicherheit des
Benchmark-Experiments resultiert aus dem Unsicherheits-
budget zum Experiment mit der jeweiligen HRK und beträgt
0,66% (HRK2) bzw. 0,59% (HRK3).
Im Fall der HRK2 sind mehrere Simulationen durchge-
führt worden, deren jeweilige Ergebnisse in Abb. 9 a) gezeigt
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igteAbbildung 9. Das Ergebnis des Benchmark-Experiments mit a) de
entsprechenden MC-Simulationen. Zur Zusammensetzung der geze
sind. Die Simulationsergebnisse dienen dazu, weitere Bei-
träge zur Gesamtunsicherheit der Simulation zu ermitteln.
Die einzelnen Simulationen unterscheiden sich stets nur in
einem Aspekt, wobei die Simulation mit der Bezeichnung
,,Simulationswert, Energiespektrum“ die Simulation ist, die
den Charakteristiken des Benchmark-Experiments am näch-
sten kommt. Der Wert der mittleren Dosis pro Elektron
stimmt für diese Simulation im Rahmen der Unsicherheit
sehr gut mit dem experimentell gewonnenen Wert überein.
Allerdings ist die Unsicherheitsangabe (Fehlerbalken in Abb.
9 a)) für die Simulation noch nicht vollständig. Für die
Simulation ,,Simulationswert, Energiespektrum“ wurde das
ermittelte Energiespektrum zur energetischen Beschreibung
des Elektronenstrahls eingesetzt. Aufgrund der Erkenntnisse
aus Kapitel 4.3 wurde ergänzend dazu die Simulation in
gleicher Weise aber mit monoenergetischer Elektronenstrah-
lung der mittleren Energie des ermittelten Energiespektrums
durchgeführt (,,Simulationswert, monoenergetische Quelle“).
Des Weiteren ist das Ergebnis einer Simulation eingetra-
gen, welches unter Berücksichtigung der Strahlungskorrektur
bei Compton-Streuung berechnet wurde (,,Simulationswert,
Energiespektrum, RadCorr“). Ein weiterer Punkt in der Gra-
fik (,,Simulationswert, Energiespektrum, Quelle2“) gilt für
einen Parallelstrahl mit längeren Halbachsen des ellipti-
schen Querschnitts. Diese Simulation war von Bedeutung,
um den Einfluss der Unsicherheit der Messungen mit den
Beam-Profilern, einschätzen zu können. Der Datenpunkt
,,Simulationswert, Energiespektrum, max. E“ zeigt, wel-
che Auswirkung die maximal wahrscheinliche Verschiebung
des Energiespektrums auf die Höhe der Energiedosis hat.
Dafür wurde das Energiespektrum anhand der mittleren
Energie um die 3-fache Standardunsicherheit (3·35 keV =
105 keV) erhöht. Die 3-fache Standardunsicherheit wurdeRK2 und b) der HRK3 im direkten Vergleich mit Ergebnissen von
n Unsicherheiten siehe Text.
hierbei gewählt, da für die mittlere Energie eine Normal-
verteilung angenommen wurde, bei der durch den Bereich
von ± 3·σ um den Erwartungswert 99,73% des möglichen
Wertebereiches für die Energie abgedeckt sind (siehe z. B.
[8]). In allen Simulationen für die HRK2 in Abb. 9 a)
verursacht die Energieerhöhung die weitaus größte Ände-
rung der mittleren Dosis pro Elektron (0,9%). Es ist zu
erwarten, dass sich bei der entsprechenden Änderung des
Energiespektrums zu kleineren Energien, die mittlere Dosis
pro Elektron um etwa den gleichen Betrag erniedrigt. Und
damit ist zu erwarten, dass die Simulationsergebnisse in
einem Bereich von ± 0,9% um den Bezugswert liegen,
welcher dem Wert der Energiedosis zu ,,Simulationswert,
Energiespektrum“ entspricht. Die entsprechende Unsicher-
heit kann demnach durch Annahme einer symmetrischen
Rechteckverteilung mit einer Halbwertsbreite von 0,9%
bestimmt werden. Nach den Überlegungen in Kapitel 4.3
hat die Unsicherheit bedingt durch die Targetdicke maxi-
mal einen ebenso großen Einfluss auf die Unsicherheit der
Energiedosis wie die Unsicherheitskomponente der Energie.
Durch Kombination dieser Unsicherheiten mit dem Unsicher-
heitsbeitrag, der durch die Fehlerbalken repräsentiert wird,
resultiert insgesamt eine Unsicherheit für die Simulation von
≤ 0,94%.
Für die HRK3 wurde beispielhaft das Simulationsergebnis
berechnet, welches den Charakteristiken des Benchmark-
Experiments bei Verwendung der HRK3 als Dosisdetektor
am nächsten kommt. Die Resultate aus dem Benchmark-
Experiment und der Simulation für die HRK3 weisen unter
Berücksichtigung der Unsicherheiten eine Übereinstimmung
auf, allerdings ist die Abweichung zwischen den Ergebnis-
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5 Zusammenfassung und Ausblick
Das Benchmark-Experiment, welches für zwei verschie-
dene Dosisdetektoren (Ionisationskammern) durchgeführt
wurde, und die dazu jeweils erstellten MC-Berechnungen,
zeigen Ergebnisse, die in beiden Fällen im Rahmen der
Unsicherheiten übereinstimmen. Die Standardunsicherheiten
der experimentellen Ergebnisse sind dabei kammerabhängig
< 0,7% bzw. < 0,6% und die Standardunsicherheiten der Simu-
lationen können mit < 1,0% abgeschätzt werden. Die größere
Abweichung zwischen den Resultaten von Experiment und
Simulation für eine der Ionisationskammern (HRK3) lässt
sich damit erklären, dass die Kammer durch ihren größeren
Querschnitt sensitiver gegenüber Inhomogenitäten des Strah-
lungsfeldes ist und diese Inhomogenitäten in der Simulation
nicht realistisch genug nachgebildet wurden.
Um die Datenlage zur Überprüfung von MC-Programmen
zukünftig weiter zu verbessern, sollte das Benchmark-
Experiment zusätzlich zumindest für eine Photonenenergie
im unteren Energiebereich der klinisch relevanten Photonen-
strahlung durchgeführt werden. Außerdem kann ein ähnliches
Experiment für Elektronen konzipiert werden. Dieses und
weitere Benchmark-Experimente können auch verwendet
werden, um andere MC-Programmpakete absolut zu über-
prüfen. Die absolute Verifikation von MC-Rechnungen hat
große Bedeutung für die Dosimetrie. MC-Rechnungen sind
nicht nur für die Bestrahlungsplanung von Interesse, sie sind
auch ein wichtiges und zum Teil sogar das einzige Werkzeug,
um Einfluss- und Korrektionsfaktoren für die Dosimetrie
mit Ionisationskammern und anderen Detektoren zu ermit-
teln.
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