The Water Framework Directive of the European Union requires member states to achieve good ecological status of all water bodies. A harmonized pan-European assessment of water resources availability and quality, as affected by various management options, is necessary for a successful implementation of European environmental legislation. In this context, we developed a methodology to predict surface water flow at the pan-European scale using available datasets. Among the hydrological models available, the Soil Water Assessment Tool was selected because its characteristics make it suitable for large-scale applications with limited data requirements. This paper presents the results for the Danube pilot basin. The Danube Basin is one of the largest European watersheds, covering approximately 803,000 km 2 and portions of 14 countries. The modeling data used included land use and management information, a detailed soil parameters map, and high-resolution climate data. The Danube Basin was divided into 4663 subwatersheds of an average size of 179 km 2 . A modeling protocol is proposed to cope with the problems of hydrological regionalization from gauged to ungauged watersheds and overparameterization and identifiability, which are usually present during calibration. The protocol involves a cluster analysis for the determination of hydrological regions and multiobjective calibration using a combination of manual and automated calibration. The proposed protocol was successfully implemented, with the modeled discharges capturing well the overall hydrological behavior of the basin.
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Large-Scale Hydrological Simulations Using the Soil Water Assessment Tool, Protocol Development, and Application in the Danube Basin Liliana Pagliero,* Fayçal Bouraoui, Patrick Willems, and Jan Diels T he Water Framework Directive (EC, 2000) of the European Union requires member states to achieve good ecological status of all water bodies by 2015. It is accepted that ecologically appropriate hydrological regimes are necessary to meet this status (Acreman and Ferguson, 2010) . Environmental flows are defined as the quantity, timing, and quality of water flows required to sustain freshwater and estuarine ecosystems and the human livelihood and well-being that depend on these ecosystems (Brisbane Declaration, 2007) .
A harmonized pan-European assessment of water resources availability and quality, as affected by various management options, is necessary for a successful implementation of European environmental legislation. Continental-scale simulations of water resources are usually performed using low-resolution data, making them difficult to use for assessing implementation efficiencies of environmental directives at local, regional, and continental scales. For instance, the GREEN model (Geospatial Regression Equation for European Nutrient Losses) (Grizzetti et al., 2012) computes total water flows and loads of nutrients into European seas on an annual basis. There is a need for refining these results with respect to time scale and the processes involved to perform a more comprehensive assessment of all environmental flow components.
Among the large collection of hydrological modeling systems available (e.g., Daniel et al., 2011; Singh and Woolhiser, 2002) , the Soil Water Assessment Tool (SWAT) (Arnold et al., 1998; Arnold and Fohrer, 2005) was selected as the modeling platform for this study. It has been used for assessing water quantity and water quality in a wide range of spatial scales, climates, and hydrological conditions worldwide (Gassman et al., 2007) . It has a modular structure whereby different processes (e.g., sediments, nutrients, and pesticides) can be activated depending on the objectives and the availability of data. It is public domain, open source software coded in FORTRAN that allows further customization. Recent versions of SWAT include a series of tools to facilitate calibration, uncertainty, and sensitivity analysis, which are key elements when assessing model performance. A comprehensive review of SWAT applications and its strengths and weaknesses can be found in Gassman et al. (2007) . The SWAT GIS interface (ArcSWAT) (Olivera et al., 2006) is also a key advantage given the amount of data required to carry out the pan-European scale modeling in this study.
The development of detailed global and continental databases makes possible the implementation of a detailed continental scale model that allows the investigation of the underlying processes of the functioning of the watershed together with the impact assessment of anthropogenic land-based activities as well as the assessment of European policies at regional and continental levels.
As described in Abdulla and Lettenmaier (1997) and Heuvelmans et al. (2006) , most attempts at the regionalization of parameters for rainfall-runoff models of ungauged watersheds consist of developing regression relationships between the optimized parameters and watershed characteristics for a set of gauged watersheds. Heuvelmans et al. (2006) compared linear regression versus artificial neural network regionalization approaches for a SWAT application in Belgium, and Gitau and Chaubey (2010) assessed the advantages of a linear regression method versus global averages for a SWAT regionalization study in Arkansas. In general, the linear regression approach compared favorably with the artificial neural network or global averaging approaches in the respective studies. However, there are distinct limitations to the linear regression approach because the parameters themselves may be poorly determined and strongly correlated.
Other regionalization alternatives were investigated by Parajka et al. (2005) , who investigated four groups of regionalization methods. The first group consisted of selecting each parameter as the arithmetic mean of all calibrated values (termed global mean) or as the arithmetic mean of a region within a radius of 50 km from the watershed of interest (termed "local mean"). This group assumes that all watersheds within the selected radius are similar and that differences in the parameter values arise only from random factors. The second group was based on spatial proximity between the watershed of interest and the gauged watershed. The two methods used for this group were the "nearest neighbor" method, where the complete set of model parameters are taken from the donor watershed, and the Kriging method, where the model parameters are regionalized independently based on their spatial correlation. The third group involved estimating each model parameter independently using regressions with watershed attributes. The fourth group was based on a similarity approach that finds the most similar donor watershed in terms of the attributes of interest and transposes the complete parameter set to the watershed of interest. Parajka et al. (2005) concluded that the similarity approach described in the fourth group performed among the best methods of regionalization.
Calibration of hydrological models can be very demanding. Many different parameter sets can describe equally well the observed data set, described by Beven (2006) as the "identifiability problem." This is often caused by the nontransparency of the calibration of traditional single-objective schemes, where model parameters are calibrated together using a single objective function and where it is difficult to evaluate the performance of individual parameters. Calibration transparency can be improved by considering each parameter individually or by considering subgroups of parameters using a multiobjective calibration scheme. For single output models, calibration transparency can be implemented by partitioning the continuous output time-series into different response series or periods and defining a separate objective function for each period (Wagener et al., 2003) .
In this context, the aim of this study was to demonstrate the planned implementation of the SWAT model at the panEuropean scale using available datasets for an example major river basin. We propose here a protocol aimed at overcoming the calibration problem via regionalization of the hydrological model and improving the calibration transparency for overcoming identifiability problems. The specific objectives of the study were (i) to implement and test the proposed protocol for the Danube River Basin and (ii) to test the performance of the model when estimating flow components, as part of the environmental flow assessment, to illustrate the potential application of our approach. The Danube River Basin drains portions of several countries in central and eastern Europe as it flows to the Black Sea and is one of the largest river basins in Europe. Thus, it is an excellent representative pilot basin for the overall pan-European SWAT application due to the wide range of climate conditions, hydrological responses, and environmental problems that are represented across the basin.
Materials and Methods

Description of the Study Area
The Danube River Basin is the second largest river basin in Europe, covering approximately 803,000 km 2 and portions of 14 countries (Fig. 1) . Due to its large area and diverse topography (mean and maximum elevations of 468 and 3873 m a.s.l, respectively), the Danube River Basin shows important climatic variability. The upper regions in the west show a strong influence from the Atlantic climate with high precipitation, whereas the eastern regions are affected by a continental climate with lower precipitation and typically cold winters (ICPDR, 2005) .The dominant land use for the entire Danube basin consists of forest (35%), arable land (34%), and grassland (17%).
Over 83 million people live in the Danube River Basin area. They have a significant impact on its natural environment, which results in serious pressures on water quality and quantity (i.e., organic emissions, nutrient emissions, hazardous substance emissions, and hydromorphological pressures). The International Commission for the Protection of the Danube River (ICPDR, 2009) categorizes these pressures for the entire length of the river: 58% of the river length was categorized to be at risk due to organic pollution, 65% due to nutrient pollution, and 74% due to hazardous substances. About 93% of the river was at risk or possibly at risk of failing to achieve the Water Framework Directive environmental objectives because of anthropogenic hydromorphological alterations. The main pressure types in the Danube River Basin causing hydrological alterations are impoundments, water abstractions, and hydropeaking (ICPDR, 2009) .
SWAT Model
SWAT is a basin-scale, semidistributed, physically based model that operates on a continuous time scale with a daily time step. SWAT subdivides a basin into subwatersheds, which are connected by a stream network; a subwatershed can be further divided into hydrologic response units (HRUs), which are unique combinations of land use, soil type, and slope. Hydrologic simulation in a watershed in SWAT is based on the water balance equation and is separated into two major components: (i) the land phase, which simulates the amount of water, sediment, nutrient, and pesticide loadings to the main channel of each subwatershed, and (ii) the routing phase, which simulates the movement of water, sediments, and nutrients through the watershed channel network to the outlet (Neitsch et al., 2005) .
SWAT simulates, in a physically based way, the processes of snowfall and melt and the build-up of the subflows that compose the stream flow, namely baseflow, interflow, and overland flow. Baseflow is the contribution to the stream flow originated from groundwater. Interflow or lateral flow is the contribution that originates below the soil surface but above the zone where rocks are water saturated. Overland flow or surface runoff is generated when the soil is water saturated, resulting in excess water flow over the land surface and ultimately into the stream flow. The plant-growth simulation submodel, within the SWAT land cover component, is based on the EPIC plant growth model (Williams, 1995) and is relatively detailed. This proved highly suitable for our purposes of assessing land use and agricultural management scenarios. The modeling of nutrient cycles as well as pesticides and bacteria, both on land and in stream within SWAT, will also be of crucial importance for the latter steps of an overall pan-European project that will consist of a water quality scenario assessment.
Model Input
The model was set up using readily available datasets. A digital elevation map at 100 × 100 m resolution was obtained from the Shuttle Radar Topography Mission. A land use map at 1 × 1 km for the year 2000 was built from the combination of the Common Agricultural Policy Regionalized Impact modeling system (Britz, 2004) , the Center for Sustainability and Global Environment (Monfreda et al., 2008) , the History Database of the Global Environment (Klein Goldewijk and van Drecht, 2006) , and the Global Land Cover (Bartholomé and Belward, 2005) databases. A soil map at 1 × 1 km was obtained from the Harmonized World Soil Database (FAO/IIASA/ISRIC/ ISS-CAS/JRC, 2008). The soil data required in this study were adapted directly from the Harmonized World Soil Database and calculated (when needed) using pedotransfer functions developed by Wösten et al. (1998) for saturated hydraulic conductivity and by Williams (1995) for the Universal Soil Loss Equation soil erodibility factor. Watershed and stream delineation was based on the Catchment Characterization Modeling version 2 (CCM2) database for continental Europe (Vogt et al., 2007) . Data regarding the presence of reservoirs and lakes with an area larger than 20 km 2 were obtained from the Global Lakes and Wetland Database (Lehner and Döll, 2004) and the CCM2 database (Vogt et al., 2007) .
Climate data used in this study included daily data for precipitation, temperature, solar radiation, wind speed, and relative humidity from the Monitoring Agricultural Resources MARS (Rijks et al., 1998) 
Modeling Protocol
In this section, we describe the setting up of the model and the development of the protocol proposed to address the problems of calibration transparency and hydrological regionalization in large-scale hydrological modeling.
The model for the Danube River Basin was built in SWAT2009 using the ArcGIS SWAT interface (Olivera et al., 2006) . The base of the model is presented in Fig.  2 . It includes the Danube River Basin as well as neighboring small coastal basins that also drain into the Black Sea. The total modeled area is 833,908 km 2 and includes 4663 subwatersheds with an average size of 179 km 2 . The subwatersheds were defined using dominant soil, land use types, and slope (i.e., HRUs were not determined within the subwatersheds). These subwatersheds were considered to be an appropriate modeling unit because this resolution is an adequate trade-off between model detail and resources needed to model at a continental scale. The model includes 29 lakes and reservoirs with areas larger than 20 km 2 . Irrigated areas were defined by overlaying the land use map and the FAO global irrigation map (Siebert et al., 2007) . Management practices that include auto-irrigation and auto-fertilization were defined as scheduled by fractions of potential heat unit requirements of the crops. Heat units were calculated for each crop using local climate data. Elevation bands were applied to steep subwatersheds. Figure 2 also presents the points with available discharge data used in this study.
In our study, regionalization was performed using the similarity approach. Regions with similar hydrological responses were determined by watershed and climate characteristics using cluster analysis (Mazvimavi, 2003) . The selection of these characteristics, however, is problematic because different sets of predictive variables identify different clusters. The characteristics containing the most relevant information were selected using partial least squares regression (PLSR) (Wold, 1966; Geladi and Kowalski, 1986) , which is a technique that combines features from principal component analysis and multiple linear regression. Its goal is to predict a set of dependent variables from a set of independent variables or predictors. This prediction is achieved by extracting from the predictors a set of orthogonal factors called "latent" variables, which have the best predictive power (Abdi, 2010) . Partial least squares regression was performed using the R package "pls" (Mevic and Wehrens, 2007) . The variables considered for PLSR were as follows: watershed properties (independent variables) include river length (km), elevation (mean, maximum, and minimum) (m), median slope (%), soil texture (sand content, clay content) (%), land use (arable, grassland, forest, water, and urban area) (%), annual precipitation (mm yr ) and coefficient of variation of annual discharge (-).
The next step consisted of clustering the subwatersheds according to their characteristics. Clustering is the task of categorizing objects having several attributes into different classes such that the objects belonging to the same class are similar and those that are broken down into different classes are not (Kovacs et al., 2005) . We used hierarchical cluster analysis because the number of clusters was not known a priori. For this, we used Ward's minimum variance linkage method (Ward, 1963) together with the Euclidean distance similarity. Ward's minimum variance criterion minimizes the total within-cluster variance. Initially, all clusters are singletons, and at each step the two clusters with minimum cluster distance are merged.
Validity indices were used to find the best partitioning to fit the underlying data (i.e., to determine the number of clusters) (Kovacs et al., 2005) . We selected the corrected Rand index, which measures the level of agreement in cluster membership between clusters, and the Meilă's variation of information, which measures the distance between two partitions of the same dataset (Meilă, 2007) . These were calculated using the "fpc" package in R (Henning, 2010) . The partition selected should be that with the lowest corrected Rand index (maximizing the distance between clusters) and the highest Meilă's variation index (minimizing the distances within the cluster).
The proposed procedure for implementing and calibrating the large scale hydrological model can be summarized as follows:
1. Perform PLSR to derive the latent variables that are most relevant for cluster analysis of hydrological regions. 2. Define hydrological regions of the model domain, using cluster techniques with the above derived latent variables. 3. Select gauged watersheds that are representative of every region and independent from each other (i.e., they can be calibrated simultaneously). 4. Perform simultaneous calibration of the selected watersheds to obtain a set of calibrated parameters that are representative of every hydrological region. 5. Extrapolate a set of calibrated parameters to the corresponding region. To improve transparency in the calibration, a multiobjective calibration was implemented by separating the watershed response output into three main subflows: baseflow, interflow, and overland flow. For this purpose, the discharge data available for calibration were separated into these components following the filtering procedure described in Willems (2009) .
Calibration parameters were organized into subgroups according to the different processes underpinning each calibration objective (Table 1) . This classification was performed by considering the SWAT model structure (Neitsch et al., 2005) . The calibration process was divided into three steps: (i) calibrating the timing of the hydrographs by adjusting the snow parameters only for watersheds with the highest elevation (i.e., the most sensitive subwatersheds) because the same snow parameter values had to be used for the entire basin in this version of SWAT, (ii) calibration of parameters that control the surface runoff, and (iii) calibration of parameters that control the baseflow. In SWAT, the same group of parameters controls surface runoff and lateral flow. Therefore, lateral flow was calibrated simultaneously in the surface runoff and baseflow.
Due to the complexity and extent of the study area, a combination of manual and automated calibrations was used. The Sequential Uncertainty Fitting (SUFI-2) algorithm of Abbaspour et al. (2004) was selected, which combines parameter calibration and uncertainty prediction. This comprises a sequence of steps in which the initial range of uncertainty in the model parameters, described using uniform distributions, is progressively reduced until two criteria are met: (i) bracketing most of the measured data (>90%) within the 95% prediction uncertainty and (ii) obtaining a low ratio (<1) of the average difference between the upper and lower 95% prediction uncertainty to the standard deviation of the measured data. The model is defined as calibrated if, upon reaching these two criteria, a significant goodness-of-fit parameter exists between the observed and simulated results. The SUFI-2 algorithm uses a global search procedure and deals with large numbers of parameters through Latin Hypercube Sampling, as implemented in the SWAT-CUP platform (Abbaspour, 2008) . The calibration of surface runoff and baseflow was performed by maximizing the Nash-Sutcliffe efficiency (NSE) criterion on the monthly discharge data.
The calibration period selected was from 1995 to 2001, and the validation period was from 2002 to 2005. The automated calibration was performed only for the watersheds that were selected as a result of the clustering process (as described in the Results and Discussion sections) rather than for the entire basin, which considerably reduced the time needed to perform the calibration process.
As verification of the performance of the proposed protocol, a classic calibration procedure was performed for two subwatersheds to compare the results between the two calibration approaches. A classic calibration procedure is defined here as a process whereby all of the upstream drainage area is calibrated to match the discharge at the outlet of the watershed. The parameters listed in Table 1 were considered for the classic calibration procedure, being calibrated together using the SUFI-2 automated calibration algorithm.
After implementation and calibration of the model for the Danube River, the ecological flow components relating to quantity can be assessed. According to The Nature Conservancy (2009) in its Indicators of Hydrological Alterations Manual, environmental flow components can be divided into the following types: lowflow, extreme low-flow, high-flow pulse, small-flow, and large-flow. Using these parameters, Nilsson and Malm (2008) investigated how ecosystem processes are affected by flow regime and water quality and concluded that most problems are associated with lowflow conditions. Therefore, we decided to test the performance of the model when predicting low-flow conditions.
Following the guidelines in the Indicators of Hydrologic Alteration Manual (The Nature Conservancy, 2009), extreme lowflow conditions were defined as discharges less than or equal to the 10th percentile of daily low-flows, and low-flows were defined as discharges less than or equal to the 50th percentile of daily values. The assessment was performed in Germany within a protected area defined in the ICPDR (2009), downstream of the Isar river discharge, and is indicated with an "A" in Fig. 2 . This location was deemed appropriate because it contains a monitoring point to provide the relevant data and corresponds to an area of the basin that was not calibrated directly but whose parameters were extrapolated.
Results
Partial Least Squares Regression and Clustering
Partial least squares regression was performed for 110 gauged watersheds by fitting a model of 18 components (equal to the number of watershed characteristics considered) including a leave-one-out cross validation prediction. Figure 3 shows the validation results represented by the root mean squared error of prediction (RMSEP). This plot presents the estimated RMSEP as a function of the number of components. Three components were selected as latent variables, giving RMSEP values of 0.587 for annual discharge and 0.76 for annual coefficient of variation. The resulting latent variables are presented in Table 2. Ward's hierarchical cluster analysis with Euclidean distances was performed using the three latent variables of Table 2 , predicted from the watershed characteristics of the 4663 subwatersheds within the model area. Up to 15 partitions, or clusters, were generated based on these characteristics. To determine the most appropriate number of partitions fitting the Danube data, the corrected Rand index and Meilă's variation of information were examined (Fig. 4) .
Using the data presented in Fig. 4 , four partitions were selected for the Danube. The corrected Rand index decreases ); SURLAG, surface runoff lag coefficient; TIMP, snow pack temperature lag factor. from 0.77 to 0.71 when moving from three partitions to four, indicating that, at this point, the dissimilarity between clusters increases. At the same time, the Meilă's variation index at four partitions is 0.35, the highest value, indicating a good relationship between the cluster members and the cluster. Figure  5 shows the subsequent partition of the Danube River Basin into four hydrologically similar regions as a result of the procedure described above. The association between the hydrological regions defined and land use and topography characteristics can be clearly seen; for example, Region 1 (Fig. 5 ) comprises mainly high elevations covered by forest, and Region 4 comprises low elevations covered by pasture (see Fig. 1 
for comparison).
Calibration
We selected headwater watersheds for calibration that are representative of each hydrological region and allow independent and simultaneous calibration. Following these requirements, 10 gauged watersheds were selected (Fig. 5 ) that correspond to nearly 20% of the basin area and cover different combinations of elevation, land use, and soil type. From the calibrated watersheds, a single representative of each hydrological region (indicated from 1 to 4 in Fig. 5 ) was selected on the basis of its performance as a donor watershed.
The results for the calibration of the four selected donor watersheds are presented in Fig. 6 and Table 3 . In addition to the NSE, which was optimized during model calibration, a second model performance statistic was considered to verify the model: the coefficient of determination (R 2 ) of simulated monthly discharge results versus observations of monthly river discharges. For all four watersheds, the results for the calibration period were considered "good" according to the classification criteria in Moriasi et al. (2007) , with NSE values ranging from 0.65 to 0.75 and R 2 statistics ranging from 0.73 to 0.82.
The results of the validation period assessment are also presented in Table 3 . Observed discharge data for the donor watershed of hydrological Region 4 were not available for this assessment. The efficiencies are lower for the validation period than for the calibration period but are nevertheless satisfactory, again on the basis of criteria suggested by Moriasi et al. (2007) . The calibrated sets of parameters were then extrapolated to their corresponding hydrological region. The NSEs were calculated for all points within the Danube Basin with measured discharge data using the R package "hydroGOF" (Zambrano, 2010) and using both the uncalibrated and calibrated sets. A clear improvement can be observed when comparing the performance of the model using the original default parameters (Fig. 7) versus postextrapolation of the calibrated hydrological parameters (Fig. 8) . Such improvement is summarized in the cumulative frequency distribution plot presented in Fig. 9 . This was considered to be a further validation of the hydrological regions defined for the Danube following the procedure proposed in this study. Figure 10 shows the simulated discharge at the outlet of the Danube River Basin for the various steps of the model calibration. The simulation performed using the default parameters produced an NSE value of -0.03. After the calibration of the representative watersheds (i.e., only 20% of the total area), the timing of the peaks in the simulated discharge showed a higher similarity with the observed values and NSE increased to 0.07. The runoff volume of the simulated discharge, however, was overestimated.
The results for the final simulation, using calibrated parameters extrapolated to the whole basin (i.e., 20% of the modeled area was calibrated and 80% was extrapolated), show an even higher similarity in time and volume with respect to the observed discharge with an R 2 value of 0.51 and an NSE value of 0.41. As an additional validation of the proposed protocol, we compared the calibration results with results obtained through the classic calibration method for the two selected watersheds (denoted "A" and "B" in Fig. 5 ). These subwatersheds are appropriate because they were not directly calibrated in the proposed calibration procedure and because they are formed by all four hydrological regions in different percentages (Table 4) . For both subwatersheds, calibration results obtained with the proposed protocol were better than with the classic calibration (Table 4 ). In the case of subwatershed A, NSEs for the classic calibration and for the proposed calibration are 0.21 and 0.50, respectively, and for subwatershed B they are 0.33 and 0.45, respectively. The classic calibration performed involves automated calibration of all calibration parameters together; therefore, in the comparison performed, not only the extrapolation of calibrated parameters within each hydrological region is evaluated, but also the stepwise calibration of each subflow independently. The classic calibration performed is not exhaustive but provides a basis for comparison between the two calibration approaches.
In addition, we performed an assessment of the flow duration curve by comparing modeled and observed discharge at a selected location within the Danube River Basin ("A" in Fig. 2 ). This assessment was aimed at testing the performance of the model in the evaluation of flow regimes as part of environmental flows prediction in ungauged watersheds or scenario analysis. Figure 11 , respectively. The clear correspondence between simulated and observed curves demonstrates the suitability of the model to perform flow-regime assessments at low flow throughout the modeled area.
Discussion
This paper illustrates the development of a protocol to simulate large-scale hydrological systems using SWAT. The proposed protocol was implemented and tested for the Danube River Basin and provided promising results. Multiobjective calibration was successfully implemented, which significantly improved the transparency of the calibration. The efficient use of the available data through PLSR analysis and hydrological regionalization, together with the extrapolation of calibrated sets of parameters within each region, resulted in a clear improvement in model performance throughout the basin, keeping the calibration task within reasonable boundaries of time and computational resources.
The calibration results were, overall, satisfactory in the context of large-scale SWAT applications in the literature. Our modeling approach differs somewhat from previous SWAT studies regarding the model spatial resolution in that the study area was divided into 4663 subwatersheds with an average size of 179 km 2 , which are considerably smaller than the subwatersheds described in several previously reported SWAT studies. For example, Schuol et al. (2008) subdivided the entire African continent into 1496 subwatersheds with areas larger than 10,000 km 2 .They report monthly NSEs higher than 0.7, between simulated and measured streamflows, for 23% of the 207 gauging stations that were included in their study. In Jha et al. (2006) , the upper Mississippi River Basin (447,500 km 2 ) was modeled using 119 subwatersheds that averaged 3760.5 km 2 in area and were further subdivided into HRUs. They calibrated and validated the model with a gauge station located near the outlet of the Upper Mississippi River and obtained monthly NSE values of 0.69 and 0.81, respectively, and further compared measured and simulated annual average streamflows in mm yr −1 in 11 upstream subwatersheds, which resulted in bias estimates ranging from −21 to 17%. Rossi et al. (2009) simulated the Mekong River Basin (629,520 km 2 ) using 510 subwatersheds (average size, 1234 km 2 ) in SWAT. They report very strong daily and monthly NSEs between simulated and measured streamflows, which all exceeded 0.91, for 10 main river monitoring sites and reported additional NSE statistics ranging from −0.01 to 0.95 for the tributary gauges.
In the proposed calibration protocol, where independent headwater watersheds are calibrated and then their calibrated parameters are extrapolated within the corresponding hydrological region, we avoid the potential propagation of errors downstream that are often present in more standard calibration procedures. In traditional calibration approaches, a basin is calibrated in steps starting with the head watersheds and then shifting to monitoring points that may exist down river, carrying along calibration errors and uncertainties and leading to overcalibration to compensate for errors in the downstream watersheds. In addition, the proposed protocol identifies watersheds with different hydrological behaviors and then treats them accordingly, a fact that is often overlooked in typical calibration procedures where all the upstream drainage area is calibrated to match the discharge at the outlet.
The use of homogeneous continental databases and common assumptions for performing a SWAT application at the large scale allows a consistent assessment of, for example, the Danube River Basin and for the entire European continent at the later stages of the project. However, the use of continental databases and assumptions introduces uncertainty at the local scale. For instance, the use of auto-irrigation and auto-fertilization, justified by the absence of local and even regional farming practices information for all our study areas, could not reflect real crop management practices and thus introduces errors not only in the water balance but also in the water quality assessment, which will be performed during the next step of our project.
To ensure a proper calibration of the water in view of the future use of SWAT to evaluate water quality, checks were performed to ensure that crop yields, total fertilizer applications, and volumes of water extracted for irrigation correspond to those given by national statistics. For instance, the yield of wheat, which was among the dominant crops for this region for the calibration period 1995 to 2001, was evaluated for the countries that are mostly or completely located in the Danube River Basin: Austria (96% of the country), Hungary (100% of the country), Romania (97% of the country), and Slovakia (96% of the country). Average wheat yield reported for Austria for the period was 5.1 T ha Despite the observed discrepancies, the overall results are satisfactory considering that no efforts were made to calibrate the crop yield. Similar comparisons were performed for fertilizer applications and volumes of water extracted for irrigation to ensure that the amount of fertilizer and water applied as predicted by the auto-fertilization and auto-irrigation were in the right range of reported values (again at national scale). A last comparison was performed between the average simulated and observed concentrations of nitrates at the outlet of the basin without calibration of the water quality components of SWAT. The observed and estimated average annual concentrations of nitrates during the calibration period were 1.87 and 1.99 mg L −1 , respectively. No further comparison was done to check the performance of the model at the monthly scale because the focus of the study was more on water discharge. However, the preliminary evaluation of the components of SWAT affecting water quality indicate that the present calibration of the flow and its various components provide a solid foundation for the next stage of the project, which focuses on water quality assessment and, in particular, on the fate of nutrients at a pan-European scale.
The present calibration of water discharge and its various components allows the assessment of environmental flow regimes that are affected by management decisions and global change and of their potential impacts on ecosystems. For example, the low-flow condition was successfully assessed for a protected area of the Danube River Basin.
These results for the Danube River Basin clearly show the great potential of the proposed protocol to help achieve a full implementation of SWAT at the European scale, with a further aim of assessing the performance of the European Environmental legislation. 
