Every regression testing cycle of a software application results in new test cases being introduced in a test suite. Many test cases from previous regression testing cycles become unstable or unusable due to the removal/addition of the new functionalities. The execution of a large number of unusable test cases results in less test coverage and higher test execution time. The lower test coverage is due to the coverage of the non-existent code statements. The higher test execution time is due to the execution of unused and broken test cases. In this paper, we propose a new bipartite graph approach to eliminate the subset of test cases that are not relevant for the testing of the current version of a software application. The suggested approach helps in executing a minimal set of test cases that are required to cover more code statements.
INTRODUCTION
Conformance testing is used to determine whether a product or system behaves according to specifications. A program written in any programming language like C, C++ or Java requires frequent changes due to the change in user requirements and it does not matter what language the program was written in. The main aim of testing of the program is to detect faults due to the modifications in the required services/functionalities according to specifications. To detect faults, testers execute all the test cases. The running of a large number of test cases requires a long time.
The modifications in a program may result in instability of existing test cases. This is due to the removal of components. The test cases that point to the removed components are no longer required to test the new version of a software application. In this paper, we present a novel approach for detecting accuracy and redundancy in test cases using a bipartite graph. This approach helps in minimising the time needed for test case execution. Any program consists of two kind of code components: one are defined by system libraries and the other are user-defined components. We extract the user-defined components from a program. We match the test cases with the user-defined components. A bipartite graph is used to perform the mapping between the test cases and the components of the program. We select the minimal set of test cases using this graph. It helps in determining the redundant test cases and also helps in selecting the required test cases for the current version of a software application.
The main contributions of this paper are: 1. Mapping between the program source code and test cases using a bipartite graph. 2. Selection of the test cases that are required for the testing of current version of the software application. 3. Separation of non-appropriate and redundant test cases. 4. Grouping of nonappropriate and redundant test cases in a separate test set to be executed as a part of a different test process.
The remainder of the paper is organised as follows: Section 2 explains the background study and generation of test cases. Our approach is described in Section 3. In Section 4, we describe the execution of test cases. Section 5 describes the experimental evaluation. The results are explained in Section 6. We present the conclusions and our future work in Section 7.
BACKGROUND
Selection of test cases reduces the amount of time required to retest a modified application by selecting a subset of the test cases from an existing test suite [6] . Some regression test selection techniques select tests on the basis of the collected information from program specifications and some select tests on the basis of the information about the program and the modified version.
Rothermel et al. suggested a regression test selection technique for object oriented software like C++ [7] [8] and Harrold et al. suggested a test selection technique for software written in Java [3] . The technique suggested by Rothermel et al. constructs control flow graphs for software written in an object oriented language like C++, and the graph is used to select test cases for modified code from the original test suite [7] . The test suites in this technique cover all components and reveal faults in them. This technique includes both intra-procedural and inter-procedural control flow graphs.
Rothermel et al. defined the problem of test suite prioritisation [8] . Their technique constructs control flow graphs and uses those graphs to select the test cases related to a modified version of that software application. Rothermel None of these papers suggested an approach to select and prioritise test cases related to modified source code. In our paper, we suggest a new approach to select test cases and then prioritise these selected test cases. This new technique helps in early detection of faults related to modified source code.
Generation of test cases
Törsel et al. and Tung et al. suggested the generating of test cases using UML diagrams [12] [11] . We generate the test cases using the same methodology as explained by them and convert these test cases into a format for automatic execution. However, we can convert these test cases into the desired test case format to be used by any of the automatic test suite execution tools.
The sample test cases generated for Moodle are available at their website 1 .
Moodle is an open source community based tool for learning management. Moodle is an abbreviation for Modular Object-Oriented Dynamic Learning Environment. It is a free opensource e-learning software application. The automated test cases listed at this link are limited, hence we have generated additional test cases for all the links on the web pages and accessing the database in Moodle.
OUR APPROACH
To evaluate our approach, we consider two different applications. We used the Online Bookstore 2 to describe our approach in this paper due to the simplicity of this application. The Online Bookstore application is an online shopping portal for buying 1 https://github.com/moodlehq/functional-test-suite 2 available freely at www.gotocode.com books and is written using C#. This application uses ASPX for its front-end and MySQL for its back-end storage. The application allows users to search for books by different keywords, add to the shopping cart and proceed to orders.
The other application that we used is Moodle 3 . This application uses PHP and MySQL for back-end storage. This application has a huge database comprising more than 200 tables. It allows users to submit their assignments and grades and to enroll in courses, in addition to many other services associated with a learning management system.
Our approach uses the program source code and the test cases. We extracted the user-defined components (as explained in Section 3.2) and then matched those components with the test cases (as explained in Section 3.3). We used the program source code and the test cases to create two different sets. We constructed a bipartite graph from these two sets. The test cases that match these components are extracted in a different test set as a part of an active test process. This test process is considered as the front-end test suite execution process, a part of the priority test execution process. We describe our approach in detail in next few sections.
Division of software application into partitions
We divided the entire application into different partitions. Each partition corresponded to a web-page. We extracted the userdefined components of each partition as explained in Section 3.2. The extracted user-defined components are a subset of the x1 to xn nodes.
The test suite is composed of the different test cases. We divided the test suite into different test sets and each test set corresponds to the group of test cases that are required to test that partition. We divided these software applications into different partitions by considering the .aspx code of a web-page. This file further contains two different files called .cs (C#) file and designer.cs file. This partition also contains information about the data layer and meta layer related to that particular web page. An example is shown in Figure 1 . 
Extraction of user-defined code components
We extracted user-defined components from the program source code to simplify our matching process. The program source code contains language keywords and user-defined variables. We identify the user-defined variables and store them in a file called the Captured Strings File or CSF.
To begin with the extraction process of user-defined components, we have a created a text file that contains the system-defined components related to the programming language. These systemdefined components are like int, void and all other system-defined components. We match this text file with our program to determine the user-defined components. These components are not related to the programming language keywords. These components are associated with the name of the classes or variables that are used to define the language parameters. We show this in an example below: We extracted the user-defined components from the application program. In the above example, the user-defined components are Login login -Click, Login logged, UserID, UserRights, Login Show, iPassed, members, member login, Login name, member password and Login password and the system-defined components are void, Object, Src, EventArgs, if, else, false, Session, int, Convert, ToInt32, Utility, Dlookup, count, CCUtility and Quote.
We have extracted the user-defined components in the test cases as shown below: 
Mapping between source code and test suite
We frame this problem as a matching problem in a bipartite graph. Figure 2 shows two types of nodes. The nodes x1 to xn contain information about the source code components or CSF. In our case, we use Online Bookstore application to explain our approach. The source of this application is divided into different files/webpages like login.aspx also includes login.cs, books.aspx also contains books.cs. The login.aspx file represents the front-end view to the end-user and login.cs contains the source code written in C# language related to that particular web-page. The login.aspx and login.cs together build a login web-page. Each such node contains user-defined components that are extracted in Section 3.2 and one node contains user-defined components related to one web-page.
The nodes y1 to yn contain information about the test cases. The test suite is divided into test sets. The test set contains test cases belonging to a particular web page. Each node in y1 to yn contains user-defined components related to test cases including the test cases from the previous versions of that software application. Each node corresponds to one test set. Each node that represents source code in Figure 2 is matched with one or more nodes that represent test sets. This matching associates each source code component with one or more test cases in the test suite. The test cases associated with a source code are used to test the correct functioning of the code associated with that program. This matching information helps in identifying the test cases that are required to test the source code.
Selection of Test Cases
In our approach, we consider two different cases:
• Case1: The mapping of the test cases to the source code is already known and we select the subset of test cases that relates to the source code.
• Case2: The mapping between source code and the test cases is unknown. In that case, we match the nodes x1 to xn with the nodes y1 to yn using a maximal matching algorithm to identify the test cases that match the source code.
We select the test cases that correspond to the program source code. We considered bipartite graph G=(V,E). A matching M is said to be maximal if M is not properly contained in any other matching. Figure 2 shows the graph that contains two kind of nodes: source code and the test cases that are required to test the source code. The nodes x1 to xn are matched to the nodes y1 to yn.
We use the Hopcroft-Karp algorithm [4] to find the matching combinations. The graph that contains information about nodes with x is denoted as xx and the graph with nodes y is denoted as yy. The following steps are required to perform the matching operation:
1. We use breadth-first search to partition the vertices of edges into layers. The vertices in xx are used at the starting of the search and form the first layer of the partition.
2.
At the first level of search, only the unmatched edges may be traversed. The search terminates when the first layer k where one or more free vertices in yy are reached.
3. All the remaining vertices in yy are collected into a different set f .
4.
Repeat the steps until the vertices in xx form the pairs with vertices in yy.
Discard the nodes in yy.
We discard the nodes in yy as they are not able to make a match. These nodes are the test cases that are not required for the testing of the software application. We prioritise the selected test cases using our prioritisation approach in Section 3.5.
Prioritisation of selected test cases
We suggest a new prioritisation strategy p mod for prioritising the selected test cases and the discarded test cases in Section 3.4 are not considered for prioritisation. Our prioritisation strategy is based on the modifications of the source code. This is based on the assumption that the modified or new code that is not tested in the previous testing cycles has more chances of faults. The prioritisation technique is as follows:
1. The test cases that correspond to the newly added source code are assigned the highest priority, as these are new test cases that have not been executed in any of the previous regression testing cycles.
2. The test cases that correspond to the modified source code are considered at the next highest priority level.
3. Any remaining test cases are randomly prioritised at the end.
EXECUTION OF TEST CASES
We use the Selenium test tool for automatic test suite execution. We divided the entire test suite execution of an application into two different test processes: active test execution process and inactive test execution process. We automatically execute these two different test processes simultaneously on two different machines.
The active test execution process contains test cases that are selected and prioritised using our suggested approach. The test process is considered as a part of the front-end activity in test suite execution. The results from the front-end activity are reported in the active test suite execution report.
The inactive test execution process contains discarded test cases from Section 3.4. These remaining test cases are considered as a part of the back-end test suite execution process and are executed as a part of the back-end test suite execution process. The results from the back-end test suite execution process are not reported in the active test execution report and are not considered in the test execution report for testing of that particular version of a software application but these results are stored for future reference for understanding the effect of the overall test suite execution.
EXPERIMENTAL EVALUATION
In this section, we discuss our experimental set up using our suggested approach. To perform the experimental evaluation, we used two different applications, Online Bookstore and Moodle.
Moodle is a widely used learning management application and Online Bookstore is a simple and small application and has already been used in the literature. We have modified some of the functionalities of Online Bookstore to make them more complex. We used the Moodle 2.4 stable version for our experiments. We used the Moodle 1.7 stable version to make use of the modified functionalities between these two different versions.
We removed some of the features that are present in the existing version of Online Bookstore and Moodle. The reason for removing these features is to make some of the test cases that are required to test these features no longer required. We select only those test cases with our approach that are required to test the functionalities that are present in that application. We matched the source code components with the test cases for selecting the best possible combination of test cases. We discard all the test cases that are a part of set f (as in Section 3.4). We seeded 10 faults in various functionalities of Online Bookstore as well as of Moodle. These faults were related to the modifications of the source code.
We used C# to implement our proposed approach. We generated 130 functional test cases for the Online Bookstore and converted them to C# test scripts readable by the Selenium test tool for automatic test suite execution [11] . The generated test cases were assumed to be non-redundant and were generated according to the functional specifications. We generated 260 test cases for Moodle using Java. We detect the faults using our suggested selection and prioritisation approach for test cases. After applying our selection technique, we noticed about 30% reduction in the size of test suite as compared to the original test suite. We were able to detect all the seeded faults using our suggested approach. We prioritised the test cases using different prioritisation approaches and used the APFD metric to compare these approaches.
Evaluation Metrics: To evaluate our approach and compare our results with the existing state of the art, we used the APFD metric. Rothermel et al. presented the APFD metric for measuring fault detection rates of test suites in a given order [8] . APFD provides us with a value between 0 and 100 that indicates the detection of faults. A value closer to 100 implies faster (better) fault detection rates.
APFD can be calculated using the following formula:
T Fi is the position of first test in T that exposes fault i n= no. of faults m= no. of test cases
Informally, APFD measures the area under the curve that is plotted by the percentage of faults detected by prioritised test case order and the test suite fraction.
We collected the test execution results and used the APFD metric to determine whether our approach detects faults earlier or faster as compared to other prioritisation approaches.
Threats to Validity: We manually seeded the faults. The faults may not be evenly distributed among all the partitions. The faults severity depends upon the different applications in a real environment. The partitions may vary in size depending upon the size of the web-page. The functional test case execution time may differ due to the varying lengths of test cases.
RESULTS AND ANALYSIS
To show the validity of our results, we compared our new two prioritisation approaches with the existing prioritisation approaches in the literature. We used prioritisation techniques suggested in [8] [9] to validate our results. We showed the results using the techniques: p mod, p mod random and the existing prioritisation approaches: random and stmt-total.
In p mod, we selected and prioritised the test cases using our suggested selection and prioritisation approach. In p mod random, we considered our case 1 as described in Section 3.4, where the mapping of test cases to the source code is already known and we selected the subset of test cases and randomly executed them. In random, we considered the random ordering of test cases [8] [9] .
In stmt-total, we prioritised on the basis of coverage of statements [8] . We selected the test cases using our suggested approach and used the stmt-total approach to prioritise the test cases. For random, we randomly selected the equal number of test cases as we have in other prioritisation approaches. We maintained an equal number of test cases in all the prioritisation strategies for the efficiency of results calculated using the APFD metric. Table 1 shows the results obtained using various prioritisation strategies for Online Bookstore and Moodle. In case of moodle, p mod gives the highest APFD for 100% execution of test cases. p mod random performs better than stmt-total and stmttotal gives the lowest APFD among all these prioritisation techniques. Random gives the highest APFD.
In case of Online Bookstore, p mod gives the highest APFD of for 100% execution of test cases. Random gives the worst APFD result. p mod gives the highest APFD result. We have observed that p mod random and random performed better in case of Moodle as compared to Online Bookstore.
CONCLUSIONS AND FUTURE WORK
In this paper, we used a bipartite graph to represent the matching between the source code and the test cases. We have proposed a general approach that can be used for regression testing of any software application. Furthermore, our approach is applicable to all test case formats and is independent of the test tools. We have shown the results of our selection and prioritisation techniques using two different applications.
The p mod approach has delivered good results for both of these applications and has attained the highest APFD. The p mod approach has shown better results as compared to the techniques that are already available in literature. We conclude that new or modified source code that was not tested in the previous testing cycles has more chances of introducing faults. We validated our results using various test combinations. In future, we will validate these results on other complex applications.
