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Abstract
We deduce an effective version of Schmidt’s subspace theorem over function fields of characteristic zero
for arbitrary homogeneous polynomials in place of linear forms. We will then apply this result to study the
S-integral points of a general Thue’s equation.
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1. Introduction and statements
Schmidt’s subspace theorem is one of the most important results in the developments of
Diophantine approximation. In the number field case, there is still no effective version of this
theorem. On the other hand, with techniques from Nevanlinna theory it has become possible
to obtain effective versions of several important results in Diophantine approximation over al-
gebraic function fields. For example, an effective version of Schmidt’s subspace theorem over
algebraic function fields of characteristic zero was obtained in [7]. The next step then is to gener-
alize such effective results for arbitrary homogeneous polynomials in place of linear forms over
algebraic function fields. This is the main purpose of this paper.
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linear forms over number fields (see also [2]), and M. Ru showed in [6] the analogous result for
the case of holomorphic curves. This paper is inspired by these works. In [1], Corvaja and Zannier
mainly studied a generalization of the celebrated Thue theorem. They analyzed the integral points
on varieties defined by one equation of the form f1 · · ·fr = g, where the fi , g are polynomials in
n variables with algebraic coefficients, and g has “small” degree. We will deduce the analogous
result over function fields as an application of the Schmidt’s subspace theorem for homogeneous
polynomials. We note that this argument will also work in the number field case.
To state our results, we will recall some definitions and basic facts from algebraic geometry
(cf. [3]). Let k be an algebraically closed field of characteristic 0 and V be a nonsingular pro-
jective variety. We note here that the results in this paper can be carried over to varieties which
are nonsingular in codimension one as in [3]. We shall fix a projective embedding of V in PM .
Denote by K = k(V ) the function field of V . Let MK denote the set of prime divisors of V (ir-
reducible subvarieties of codimension one). Let p ∈ MK be a prime divisor. As V is nonsingular,
the local ring Op at p is a discrete valuation ring. For each x ∈ K∗, its order ordp x at p is well
defined. We can associate to x its divisor
(x) =
∑
p∈MK
ordp(x)p= (x)0 − (x)∞,
where (x)0 is the zero divisor of x and (x)∞ is the polar divisor of x respectively. Let degp
denote the projective degree of p in PM . Then the sum formula
deg(x) =
∑
p∈MK
ordp(x)degp= 0 (1.1)
holds for all x ∈ K∗.
Let x = [x0 : x1 : · · · : xn] ∈ Pn(K). Denote by
ep(x) := min
0in
{
ordp(xi)
}
.
The (logarithmic) height of x is defined by the following formula:
h(x) = −
∑
p∈MK
ep(x)degp.
Let Q be a homogeneous polynomial of degree d in K[X0, . . . ,Xn], say Q(X) =∑
I aIX
i0
0 · · ·Xinn where the sum is taken over all index sets I = {i0, . . . , in} such that ij  0
and
∑n
j=0 ij = d . Denote by
ep(Q) := min
I
{
ordp(aI )
}
.
The Weil function λp,Q is defined by
λp,Q(x) :=
(
ordp
(
Q(x)
)− dep(x)− ep(Q))degp 0
for x ∈ Pn(K) \ {Q = 0}.
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position if
⋂n+1
j=1 Supp({Qij = 0}) = ∅ in Pn(K) for any distinct j1, . . . , jn+1. In this paper, we
first prove the following effective version of the generalized Schmidt’s subspace theorem over K .
Theorem 1. Let Qi , 1  i  q , be homogeneous polynomials of degree di in K[X0, . . . ,Xn]
in general position and S be a finite set of prime divisors of V . Then given  > 0, there exists
an effectively computable finite union U of proper algebraic subsets of Pn(K) and effectively
computable constants c and c′ depending only on  and the given hypersurfaces such that for
any x ∈ Pn(K)  U either
h(x) c,
or
q∑
i=1
∑
p∈S
d−1i λv,Qi (x) (n+ 1 + )h(x)+ c′ .
Furthermore, the degree of the algebraic subsets in U can be bounded by
2n+1nd(d + 1)(n+ 1)(2−1 + 1),
where d = lcm(d1, . . . , dq).
Next, we will formulate a general Thue equation. Let f1, . . . , fr , g be non-zero polynomials
in K[X1, . . . ,Xn] (n 2). The equation
f1(X1, . . . ,Xn) · · ·fr(X1, . . . ,Xn) = g(X1, . . . ,Xn)
defines a hypersurface X in An. In the sequel, when given a polynomial h ∈ K[X1, . . . ,Xn] we
shall denote by h¯ the homogenized polynomial in K[X0,X1, . . . ,Xn]. Our result is as follows.
Theorem 2. Suppose that X0 and f¯i (1 i  r) are in general position. Assume also that
r∑
i=1
degfi > nmax(degfi)+ degg. (1.2)
Then there exist a constant C and a proper algebraic subset U of X such that every S-integral
point in X (OS) is either contained in U or has height bounded above by C.
As mentioned before, our proof of Theorem 1 is motivated by [1,6]. However, in the case of
function fields we need to make explicit all the constants involved in order to obtain an effective
version. For this we need to make the constructions in [1,6] more explicit and we also need the
effective version of the classical Schmidt subspace theorem for linear forms as in [7], an effective
bound on Hilbert functions, and an effective version of Hilbert’s Nullstellensatz. We will state
these preliminary results in Section 2. The proof of our main results will be given in Section 3.
We will postpone the proof of the effective version of Hilbert’s Nullstellensatz in Section 4.
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Schmidt’s subspace theorem in [7], as one can see that the exceptional sets are algebraic sets with
rather large degree. It is due to the tools from [1]. First we embed the original projective space
P
n into a bigger projective space such that the homogeneous polynomials become linear in the
new space, and such that the corresponding Hilbert functions (see Lemma 5) become stable. The
next step is to construct linear forms with large zeros by making suitable filtrations in the new
projective space. The final step is to apply the Schmidt’s subspace theorem of the linear case.
One can see from the proof of the main theorem that the dimension of the new projective space
is rather large, even in the linear case. We do not think this proof is optimal. It would be nice to
find a proof that gives sharper bound on the degree of the exceptional sets and can give back the
Schmidt’s subspace theorem in the linear case.
2. Some effective results
In this section, we will state some effective results needed for the proof of Theorem 1. We first
recall the following effective version of the classical Schmidt’s subspace theorem for function
fields in [7].
Theorem 3. Let H1, . . . ,Hq be hyperplanes in Pn(K) and S be a finite set of prime divisors of V .
Then there exists an effectively computable finite union R of proper linear subspaces of Pn(K)
depending only on the given hyperplanes such that the following is true. Given  > 0, there exist
effectively computable constants C and C′ such that for any x ∈ Pn(K) R either
h(x) C,
or ∑
p∈S
max
J
∑
j∈J
λp,Hj (x) (n+ 1 + )h(x)+C′,
where the maximum is taken over all subsets J of {1, . . . , q} such that the linear forms Hj , j ∈ J ,
are linearly independent.
Secondly we formulate an effective version of Hilbert’s Nullstellensatz, and the proof will be
given in Section 4.
Lemma 4 (Effective Hilbert’s Nullstellensatz). Let P1, . . . ,Pn+1 be homogeneous polynomials
in OS[X0,X1, . . . ,Xn] of degree d such that (0, . . . ,0) is the only common zero of P1, . . . ,Pn+1
in Kn+1. Then for each coordinate function Xi (0  i  n) there exist a positive integer
ui  (4d)n+1 and homogeneous polynomials Ai1, . . . ,Ai,n+1 in OS[X0,X1, . . . ,Xn] of degree
at most (4d)n+2, such that
aX
ui
i = Ai1P1 + · · · +Ai,n+1Pn+1
for some non-zero element a ofOS . Furthermore, there exists an effectively computable constant
C  0 depending only on Pj , 1 j  n+ 1, such that
ep(Aij ) C (0 i  n, 1 j  n+ 1),
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C  ordp(a)
(
1 − |S|)max
q∈S {degq}C
for each p ∈ S.
Let VN be the space of homogeneous polynomials of degree N in K[X0, . . . ,Xn]. We also
need the following lemma.
Lemma 5. Let ϕ1, . . . , ϕn be homogeneous polynomials in K[X0, . . . ,Xn] and assume that they
define a subvariety of Pn(K) of dimension 0. Then for all N ∑ni=1 degϕi ,
dim
VN
(ϕ1, . . . , ϕn)∩ VN = degϕ1 · · ·degϕn.
We note that this lemma was proved in [1], but only when N is sufficiently large. Here, we
obtained an explicit bound of N so that we can have good control on the constants involving N .
Proof of Lemma 5. Let Sn,0 := K[X0, . . . ,Xn] and Sn,i := Sn,i−1/(ϕi), for i = 1, . . . , n. As
ϕ1, . . . , ϕn define a subvariety of dimension 0, it follows from a well-known fact of the theory
from Cohen–Macauley rings that {ϕ1, . . . , ϕn} is a regular sequence. Therefore, we can deduce
inductively that
Sn,i = K[X0, . . . ,Xn]/(ϕ1, . . . , ϕi)
for i = 1, . . . , n.
Recall that the Hilbert function HM of a graded module M =⊕N∈ZMN over the polynomial
ring Sn,0 := K[X0, . . . ,Xn] is given by
HM(N) = dimK MN
for each N ∈ Z. Therefore,
HSn,i (N) = dim
(
VN
(φ1, . . . , φi)∩ VN
)
.
We will first establish an explicit formula for HSn,i (N) as follows.
Claim. For 0 l  n and N 
∑l
i=1 degϕi ,
HSn,l (N) =
l∑
m=0
∑
{i1,...,im}∈Il,m
(−1)m
(
n+N −∑mj=1 degϕij
n
)
,
where Il,m is the collection of index subsets of {1, . . . , l} with cardinality m.
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(
m
n
)
. We will prove the claim by
induction on l. When l = 0, the assertion holds for all non-negative integers N since HSn,0(N) =
dimVN = C(n + N,n). Assume that the claim is true for 1,2, . . . , l − 1. We now consider the
following exact sequence
0 −→ Sn,l−1(−δl) ϕl−→ Sn,l−1 −→ Sn,l−1/(ϕl) −→ 0.
Recall that Sn,l−1/(ϕl) = Sn,l . Therefore, for N ∑li=1 degϕi ,
HSn,l (N) = HSn,l−1(N)−HSn,l−1(−δl )(N)
= HSn,l−1(N)−HSn,l−1(N − δl)
=
l−1∑
m=0
∑
{i1,...,im}∈Il−1,m
(−1)mC
(
n+N −
m∑
j=1
δij , n
)
−
l−1∑
m=0
∑
{i1,...,im}∈Il−1,m
(−1)mC
(
n+N − δl −
m∑
j=1
δij , n
)
=
l∑
m=0
∑
{i1,...,im}∈Il,m
(−1)mC
(
n+N −
m∑
j=1
δij , n
)
.
This concludes the proof of the Claim.
Since HSn,n(N) = dim( VN(φ1,...,φn)∩VN ), to complete the proof of the lemma, it suffices to show
that
HSn,n(N) =
n∏
i=1
δi for N 
n∑
i=1
δi . (2.1)
It follows from the Claim that for N 
∑n
i=1 δi ,
HSn,n(N) =
n∑
m=0
∑
{i1,...,im}∈In,m
(−1)mC
(
n+N −
m∑
j=1
δij , n
)
. (2.2)
We will prove Eq. (2.1) by induction on n. When n = 1 and N  δ1, it follows from (2.2) that
HS1,1(N) = C(1 + N,1) − C(1 + N − δ1,1) = δ1. Assume that (2.1) is true up to n − 1. By
rearranging the summation in (2.2), we have
HSn,n(N) =
n−1∑
m=0
∑
{i1,...,im}∈In−1,m
(−1)m
[
C
(
n+N −
m∑
j=1
δij , n
)
−C
(
n+N −
m∑
δij − δn, n
)]
. (2.3)j=1
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C
(
n+N −
m∑
j=1
δij , n
)
= C
(
n+N −
m∑
j=1
δij − δn, n
)
+
δn∑
i=1
C
(
n+N −
m∑
j=1
δij − i, n− 1
)
.
Therefore, (2.3) becomes
HSn,n(N) =
n−1∑
m=0
∑
{i1,...,im}∈In−1,m
(−1)m
δn∑
i=1
C
(
n+N −
m∑
j=1
δij − i, n− 1
)
=
δn∑
i=1
n−1∑
m=0
∑
{i1,...,im}∈In−1,m
(−1)mC
(
n+N −
m∑
j=1
δij − i, n− 1
)
=
δn∑
i=1
HSn−1,n−1(N − i). (2.4)
When N 
∑n
j=1 δj , N − i 
∑n−1
j=1 δj for 1  i  δn. Therefore, by the induction hypothesis
we have HSn−1,n−1(N − i) =
∏n−1
i=1 δi for 1 i  δn. Hence, (2.4) gives
HSn,n(N) = δn
n−1∏
i=1
δi =
n∏
i=1
δi,
which completes the proof. 
3. Proof of the theorems
First we recall that VN is the space of homogeneous polynomials of degree N in K[X0, . . . ,
Xn]. Throughout of this section, we will use the lexicographic ordering on the m-tuples (i) =
(i1, . . . , im) ∈ Nm of natural numbers. Namely, (j1, . . . , jm) > (i1, . . . , im) if and only if for some
b ∈ {1, . . . ,m} we have jl = il for l < b and jb > ib .
Let γ1, . . . , γn be homogeneous polynomials of the same degree d in K[X0, . . . ,Xn] and
assume they define a regular sequence. For a fixed big integer N , which will be chosen later, the
filtration W(i) on VN, which is correspondent with γ1, . . . , γn, is constructed as follows. Consider
those n-tuples (i) = (i1, . . . , in) of non-negative integers such that σ(i) :=∑j ij N/d . Define
spaces
W(i) =
∑
(j)(i)
γ
j1
1 · · ·γ jnn VN−dσ(j).
Clearly, W(0,...,0) = VN and W(i) ⊇ W(j) if (j) (i).
Suppose that (i′) is consecutive to (i) in the ordering. We need the following lemmas which are
basically from [1], but with a little more informations in order to compute the related constants
explicitly.
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W(i)
W(i′)
∼= VN−dσ(i)
(γ1, . . . , γn)∩ VN−dσ(i) .
Furthermore, we may choose a basis of W(i)
W(i′)
from the set containing all equivalence classes of
the form: γ i11 · · ·γ inn G modulo W(i′) with G being monomials in X0, . . . ,Xn with total degree
N − dσ(i).
Proof. The first part of the proof can be found in [1, Lemma 3.1] or [6, Lemma 3.2]. We only
sketch the proof here. First, one can define a vector space homomorphism φ :VN−dσ(i) → W(i)W(i′)
as follows: For a given polynomial G in VN−dσ(i), we define φ(G) as the class of γ i11 · · ·γ inn G
(which belongs to W(i)) modulo W(i′). By the definition of the spaces W(i), this homomorphism
is surjective. Finally, one needs to show that kerφ = (γ1, . . . , γn)∩ VN−dσ(i).
Since the set of monomials in X0, . . . ,Xn with total degree N − dσ(i) forms a basis of
VN−dσ(i), it follows from the construction of φ that we may choose a basis of
W(i)
W(i′)
from the set
containing all equivalence classes of the form: γ i11 · · ·γ inn G modulo W(i′) with G being monomi-
als in X0, . . . ,Xn with total degree N − dσ(i). 
Lemma 7. If σ(i)N/d − n then
	(i) := dim W(i)
W(i′)
= dn.
Proof. By Lemmas 5 and 6
dim
W(i)
W(i′)
= dim VN−dσ(i)
(γ1, . . . , γn)∩ VN−dσ(i) = d
n
if N − dσ(i) nd . 
Proof of Theorem 1. Let Qj (1  j  q) be homogeneous polynomials in K[X0, . . . ,Xn] of
degree dj , in general position. Replacing Qj by Q
d/dj
j if necessary, where d is the l.c.m. of dj ’s,
we can assume that Q1, . . . ,Qq have the same degree d .
We will fix a p ∈ S first. For each x = [x0 : · · · : xn] ∈ Pn(K) \⋃qi=1{Qi = 0}, there ex-
ists a renumbering lp = l(1)p , l(2)p , . . . , l(q)p of the indices 1, . . . , q such that for all j and all
l ∈ {1, . . . , q}, one has
ordp
(
Q
l
(1)
p
(x)
)
 ordp
(
Q
l
(2)
p
(x)
)
 · · · ordp
(
Q
l
(q)
p
(x)
)
. (3.1)
It is clear that the statement of the theorem remains valid if we prove the theorem over a
larger (finite) set S. Therefore, we may assume that Q1, . . . ,Qq ∈OS[X0, . . . ,Xn] by enlarging
the size of S. As they are in general position, it follows from Lemma 4 that there exist effective
computable constants c1, c2 and c3 depending only on the coefficients of Qj (1 j  q) such
218 T.T.H. An, J.T.-Y. Wang / Journal of Number Theory 125 (2007) 210–228that for any integer i, 0 i  n, there is an integer ui  c1, 0 = a ∈OS with ordp(a) c2 and
forms bij ∈OS[X0, . . . ,Xn] of degree ui − d (1 j  n+ 1) with ep(bij ) c3 such that
aX
ui
i =
n+1∑
j=1
bij (X0, . . . ,Xn)Ql(j)v
(X0, . . . ,Xn).
It is then easy to deduce that
ordp
(
x
ui
i
)
 (ui − d)ep(x)+ min
{
ordp
(
Q
l
(1)
p
(x)
)
, . . . ,ordp
(
Q
l
(n+1)
p
(x)
)}
+ min{ep(bi1), . . . , ep(bi,n+1)}− ordp(a)
 (ui − d)ep(x)+ min
{
ordp
(
Q
l
(1)
p
(x)
)
, . . . ,ordp
(
Q
l
(n+1)
p
(x)
)}− c2 + c3.
Hence,
dep(x) = d min
0in
{
ordp(xi)
}
min
{
ordp
(
Q
l
(1)
p
(x)
)
, . . . ,ordp
(
Q
l
(n+1)
p
(x)
)}+ c4, (3.2)
where c4 = −c2 + c3. From (3.1) and (3.2), we have
q∑
i=1
(
dep(x)− ordp
(
Qi(x)
))

n∑
j=1
(
dep(x)− ordp
(
Q
l
(j)
p
(x)
))+ (q − n)c4.
From definition of Weil functions, we have
q∑
i=1
λp,Qi (x)
n∑
j=1
(
ordp
(
Q
l
(j)
p
(x)
)− dep(x))degp+ c5 degp, (3.3)
where c5 = −(q − n)c4 −∑qi=1 ep(Qi).
For simplicity of notation, we set γj := Ql(j)p , j = 1, . . . , n. By the general position assump-
tion, they define a subvariety of dimension 0 in Pn. For a fixed big integer N ( nd), set
D := dimVN . We define the filtration W(i) on VN, which is correspondent with γj , j = 1, . . . , n,
as above. We now choose a basis {ψ1 = ψp1 , . . . ,ψD = ψpD} for VN . We start with the last non-
zero W(i) and pick any basis for it. Then we continue inductively as follows: suppose (i′) > (i)
are consecutive n-tuples such that dσ(i), dσ (i′)  N and assume that we have chosen the first
elements in our basis so that they are a basis of W(i′). It follows directly from the definition that
we may pick representatives in W(i), for the quotient space W(i)/W(i′), of the form γ i11 · · ·γ inn G,
where G ∈ VN−dσ(i). Furthermore, by Lemma 6 we may choose G to be monomials of total
degree N − dσ(i) in X0, . . . ,Xn. By adding such representatives to the previously constructed
elements of the basis, we have a basis for W(i) and our inductive procedure may go on unless
W(i) = VN , in which case we stop.
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ψ = γ i11 · · ·γ inn G, (3.4)
where G ∈ VN−dσ(i) is chosen to be a monomial. Then there is a bound
ordp
(
ψ(x)
)
 i1ordp
(
γ1(x)
)+ · · · + in ordp(γn(x))+ (N − dσ(i))ep(x)
= i1
(
ordp
(
γ1(x)
)− dep(x))+ · · · + in(ordp(γn(x))− dep(x))+Nep(x).
Observe that there are precisely 	(i) such functions in our basis. Hence, taking the sum over all
functions in the basis, we get
D∑
t=1
ordp
(
ψt(x)
)

∑
(i)
	(i)
(
i1
(
ordp
(
γ1(x)
)− dep(x))+ · · · + in(ordp(γn(x))− dep(x)))+NDep(x).
Here, the summation is taken over the n-tuples with σ(i)  N/d . Since
∑
(i) ij is independent
of j , the equation can be written as
D∑
t=1
ordp
(
ψt(x)
)−NDep(x)	 n∑
j=1
(
ordp
(
γj (x)
)− dep(x)), (3.5)
where 	 :=∑(i) ij	(i) with summation taken over the n-tuples with σ(i)N/d .
Let φ1, . . . , φD be a fixed basis of VN that are chosen to be monomials of the form Xj00 · · ·Xjnn
with j0 + · · · + jn = N . Then {ψ1, . . . ,ψD} can be written as independent linear forms
{L1, . . . ,LD} in φ1, . . . , φD so that ψt(x) = Lt(Φ(x)), where Φ(x) = [φ1(x) : · · · : φD(x)]. In
addition, we also have
ep
(
Φ(x)
)= Nep(x) and h(Φ(x))= Nh(x).
Equation (3.5) then becomes
n∑
j=1
(
ordp
(
γj (x)
)− dep(x)) 1
	
D∑
t=1
(
ordp
(
ψt(x)
)− ep(Φ(x))). (3.6)
Furthermore, since ψt (1  t D) are chosen as in (3.4) and φi (1  i  D) are chosen to be
monomials of the form Xj00 · · ·Xjnn with j0 +· · ·+ jn = N , the set of coefficients of Lt is exactly
the same as the set of coefficients of γ i11 · · ·γ inn , where
∑n
j=1 ij  N/d . For simplicity, we let
Lt(Y1, . . . , YD) =∑Dr=1 wrYr . Then this observation implies that
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−N min{0, ep(Q1), . . . , ep(Qq)}.
This inequality also holds for other q ∈ S. Since the coefficients of Qj (1 j  q) are S-integers,
wr (1 r D) are in OS as well. Summing this inequality over all q ∈ S, we have
h(wr) :=
∑
p∈MK
−min{0,ordp(wr)}degp
=
∑
q∈S
−min{0,ordp(wr)}degq
 N
∑
q∈S
−min{0, eq(Q1), . . . , eq(Qq)}degq.
Let c6 =∑q∈S −min{0, eq(Q1), . . . , eq(Qq)}degq. Then, we have
ordp(wr)degpmax
{
0,ordp(wr)
}
degp h(wr)Nc6,
where the second inequality follows from a simple consequence of the sum formula that∑
p∈MK max{0,ordp(wr)}degp=
∑
p∈MK −min{0,ordp(wr)}degp= h(wr). Therefore,(
ordp
(
ψt(x)
)− ep(Φ(x)))degp λp,Lt (x)+Nc6. (3.7)
Since there are only finitely many choices of {γ1, . . . , γn} ⊂ {Q1, . . . ,Qq}, we have a finite
collection of linear forms L1, . . . ,Lu. Rewrite (3.6) in terms of Weil functions, by (3.3) and (3.7)
and sum them over p ∈ S, we obtain
∑
p∈S
q∑
j=1
λp,Qj (x)
1
	
∑
p∈S
∑
i∈Kp
λp,Li
(
Φ(x)
)+ c7, (3.8)
where Kp is an index set {i1, . . . , iD} ⊂ {1, . . . , u} such that Li1, . . . ,LiD are independent lin-
ear forms and
∑
i∈Kp λp,Li (Φ(x)) achieve maximum among all such index sets, and c7 =
c5
∑
p∈S degp + ND	 |S|c6. It follows from Theorem 3 that there exist a finite union of effec-
tively computable linear subspaces R in PD−1 and effectively computable constants c8, c9 such
that for all Φ(x) not contained in R, either
h
(
Φ(x)
)
 c8,
or ∑
p∈S
∑
i∈Kp
λp,Li
(
Φ(x)
)

(
D + 
2
)
h
(
Φ(x)
)+ c9 = (D + 2
)
Nh(x)+ c9.
For the later case, Eq. (3.8) yields
T.T.H. An, J.T.-Y. Wang / Journal of Number Theory 125 (2007) 210–228 221∑
p∈S
q∑
j=1
λp,Qj (x)
ND
	
h(x)+ 
2
N
	
h(x)+ c7 + c9
	
. (3.9)
For a given  > 0, we will choose a large N ( nd) in the following way to estimate N
	
and
ND
	
. First
D =
(
N + n
n
)
 (N + n)
n
n! . (3.10)
Second, since the number of non-negative integer n-tuples with sum  T ∈ Z is equal to the
number of non-negative integer (n + 1)-tuples with sum exactly T , and since the sum below is
independent of j , we have that, for every j ,
∑
σ(i)T
ij = 1
n+ 1
∑
(̂i)
n+1∑
j=1
ij = 1
n+ 1
∑
(̂i)
T
= 1
n+ 1
(
T + n
n
)
T ,
where the sum
∑
(̂i) is taken over the non-negative integer (n + 1)-tuples with sum exactly T .
Recall that 	 := ∑(i) ij	(i) with summation taken over the n-tuples with σ(i)N/d . Assume
that N is divisible by d . It then follows from Lemma 7 that
	
∑
σ(i)N/d−n
ij	(i)
= d
n
n+ 1
(
N/d
n
)
(N/d − n) (N − nd)
n+1
d(n+ 1)! . (3.11)
To proceed, we let N  2nd + n so nd+n
N−nd  1. Equations (3.10) and (3.11) then imply
ND
	
 d(n+ 1)
(
N + n
N − nd
)n+1
= d(n+ 1)
(
1 + nd + n
N − nd
)n+1
= d(n+ 1)
n+1∑
r=0
(
n+ 1
r
)(
nd + n
N − nd
)r
 d(n+ 1)
(
1 + nd + n
N − nd
n+1∑
r=1
(
n+ 1
r
))
= d(n+ 1)
(
1 + nd + n (2n+1 − 1)).
N − nd
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ND
	
 d(n+ 1)+ min
{
1,

2
}
(3.12)
if we take
N = 2n+1nd(d + 1)(n+ 1)([2−1]+ 1) (3.13)
where [2−1] is the largest integer less than or equal to 2−1. Clearly, for this choice of N we
also have
N
	
 1. (3.14)
By (3.12) and (3.14), Eq. (3.9) gives
∑
p∈S
q∑
j=1
λp,Qj (x)
(
d(n+ 1)+ )h(x)+ c10,
where c10 = c7 + c9	 . Finally, we may conclude our proof by the following facts. Firstly,
h(Φ(x)) = Nh(x). Secondly, as the components of the morphism Φ are monomials of de-
gree N in X0, . . . ,Xn, the condition that Φ(x) is contained in a finite union of effectively
computable linear subspaces R in PD−1 is equivalent to that x is contained in a set U con-
taining finitely many effectively computable algebraic subsets of Pn(K) with degree no more
than 2n+1nd(d + 1)(n + 1)(2−1 + 1) by (3.13). Thirdly, by the choice of ψ as in (3.4) and
the choice of N to satisfy (3.13), R, c8 and c9 depend only on  and the coefficients of Qi
(1 i  q). Now we can conclude that for all x not contained in U , we have either
h(x) c8
N
,
or
∑
p∈S
q∑
j=1
d−1λp,Qj (x) (n+ 1 + )h(x)+
c10
d
. 
Proof of Theorem 2. We will first consider the case when the degrees of fi (1 i  r) are the
same. Let d = degdi for 1 i  r . Apply Theorem 1 to the set of forms f¯0 = Xd0 , f¯1, . . . , f¯r and
with  = 12d , then there exist constants C1, C2 and a proper algebraic subset U of Pn(K) such
that for x ∈ Pn(K) we have either
h(x)C1,
or
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i=0
∑
p∈S
λp,f¯i (x) d
(
n+ 1 + 1
2d
)
h(x)+C2 (3.15)
for all x /∈ U . From the sum formula (1.1), we have∑
p∈S
λp,f¯i (x)+
∑
p/∈S
λp,f¯i (x) = dh(x)+C3, (3.16)
where C3 = −∑p∈MK ep(f¯i)degp. Equations (3.15) and (3.16) then give
d
(
r − n− 1
2d
)
h(x)
r∑
i=0
∑
p/∈S
λp,f¯i (x)+C4, (3.17)
where C4 = C2 + (r + 1)C3. On the other hand, f1 · · ·fr = g gives
f¯1 · · · f¯r = Xrd−degg0 · g¯. (3.18)
If x = (x0, . . . , xn) ∈ X (OnS), then x0 = 1 and xi ∈OS , for 1 i  n, in our convention. There-
fore, for p /∈ S, ep(x) = 0, and λp,X0(x) = 0. From (3.18), we also have
ordp
(
f¯1(x) · · · f¯r (x)
)= ordp(g¯(x)).
It is then easy to check that
∑
p/∈S
r∑
i=0
λp,f¯i (x) =
∑
p/∈S
λp,g¯(x) (degg)h(x)+C5, (3.19)
where the second inequality follows from (3.16) by replacing f¯i by g¯ and taking C5 =
−∑p∈MK ep(g¯)degp. Equations (3.17) and (3.19) then imply that(
d
(
r − n− 1
2d
)
− degg
)
h(x)C4 +C5.
The assumption (1.2) gives dr  dn + degg + 1. Therefore, (3.19) implies h(x) 2(C4 + C5)
for x ∈X (OnS) \ U . This concludes the case when the degrees of fi , 1 i  r , are the same.
For the general case, we let di := degfi , d := maxdi , and e := degg. Choose ρ1, . . . , ρr to
be linear forms in X0,X1, . . . ,Xn such that ρ1, . . . , ρr ,X0, f¯1, . . . , f¯r are in general position.
Let f ∗i := fiρd−dii (1 i  r) and g∗ = g · ρd−d11 · · ·ρd−drr . Then X0, f¯ ∗1 , . . . , f¯ ∗r are in general
position and f ∗1 · · ·f ∗r − g∗ = 0. Moreover, we have degf ∗1 = · · · = degf ∗r and the assumption
(1.2) becomes
dr > dn+ degg∗.
Since the variety X defined by f1 · · ·fr − g = 0 is contained in the variety X ∗ defined by
f ∗1 · · ·f ∗r − g∗ = 0. The assertion of the theorem then follows from the case of X ∗. 
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We will prove the following effective version of Hilbert’s Nullstellensatz for function fields.
We resume the notation from the previous sections. For a polynomial P in OS[X1, . . . ,Xn] we
define the order oS(P ) at S as
oS(P ) := min
p∈S
{
ep(P )
}
.
It is convenient to record here a simple inequality involving order. Let Q and A by two non-trivial
polynomials in OS[X1, . . . ,Xn] we have
oS(AQ) oS(A)+ oS(Q). (4.1)
Theorem 8. Let P1, . . . ,Pl and Q be polynomials in OS[X1, . . . ,Xn] of total degree at most
d such that Q vanishes at all common zeros (if any) of P1, . . . ,Pl in Kn. Then there exist a
positive integer u  (4d)n+1 and polynomials A1, . . . ,Al in OS[X1, . . . ,Xn] of total degree at
most (4d)n+1, such that
aQu = A1P1 + · · · +AlPl
for some non-zero element a of OS . Furthermore, if the orders oS(Pi) (1  i  l) and
oS(Q) are at least η, then the orders oS(Ai) (1  i  l) and minp∈S{ordp(a)} are at least
(l + 2)(4d)(n+1)2η.
Remark 9. We need this effective version of Hilber’s Nullstellensatz for the estimate of local
ramifications in Eq. (3.2). One can see that it is very important for us to estimate explicitly the
orders of a and A1, . . . ,Al at S.
We note that it is easy to verify from the sum formula that for a polynomial P in
OS[X1, . . . ,Xn], oS(P ) 0. Hence, η 0.
We will adapt the proof of Masser and Wüstholz in [5] where they proved an effective version
of Hilbert’s Nullstellensatz for polynomials with algebraic coefficients. However, we will sim-
plify the proof by using the following version of Hilbert’s Nullstellensatz with effective bounds
on degrees that can be easily deduced from Theorem 1.1 in [4].
Theorem 10. [4, Theorem 1.1] Let L be an arbitrary field, P1, . . . ,Pl be non-constant polyno-
mials in L(X1, . . . ,Xn) without common zeros in the algebraic closure of L. Then there exist
polynomials Q1, . . . ,Ql with
degQi  2n max
1jl
{degPj }n (4.2)
such that 1 = P1Q1 + · · · + PlQl .
We need a simple lemma on the order of solutions of a system of linear equations over the
ring OS of S-integers of K . For positive integers p, q and real η we consider the system
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where aij ∈OS (1 i  p, 1 j  q) and ordp(aij ) η for each p ∈ S.
Lemma 11. For an integer t with 1  t  p suppose that the system (4.3) has a solution with
x1, . . . , xp in OS such that xt = 0. Then it has a solution x1, . . . , xp in OS with xt = 0 and
ordp(xi) (p − 1)η for each 1 i  p and p ∈ S.
Proof. Let r be the rank of the system (4.3). If r = 0, the assertion holds trivially. If r = p then
the system has a unique solution x1 = · · · = xp = 0 which contradicts the existence of a solution
with xt = 0. Hence, we may assume that 1  r  p − 1 and that the system is equivalent to
(possibly after permuting the unknowns)
δxi = δi,r+1xr+1 + · · · + δi,pxp (1 i  r), (4.4)
where δ (= 0) and δij (1 i  r, r + 1 j  p) are certain signed minors of order r . Hence,
for any p ∈ S
ordp(δij ) rη (p − 1)η,
where we have used the fact that η 0. We now distinguish two cases. Firstly suppose 1 t  r .
Then δts = 0 for some r + 1  s  p; otherwise (4.4) implies that xt = 0 for all solutions of
(4.3). Then the required solution of (4.3) can be taken to be
xs = δ, xj = 0 (r + 1 j  p, j = i), xi = δis (1 i  r).
Secondly suppose r + 1 t  p. Then the required solution is
xt = δ, xj = 0 (r + 1 j  p, j = t), xi = δit (1 i  r).
This proves the lemma. 
Proof of Theorem 8. We may assume Q = 0; otherwise the theorem is trivial. We introduce
new variables Xn+1 (the Rabinowitsch trick) and a new polynomials
Pl+1(X1, . . . ,Xn+1) = 1 −Xn+1Q(X1, . . . ,Xn). (4.5)
Then the polynomials P1, . . . ,Pl+1 have no common zero and their total degree are at most
d + 1  2d . Theorem 10 over the field K shows that there exist polynomials U1, . . . ,Ul+1 in
K[X1, . . . ,Xn+1] with
degUi  2(n+ 1)(2d)n+1  (4d)n+1 (1 i  l + 1)
such that
1 = U1P1 + · · · +Ul+1Pl+1. (4.6)
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polynomials G1, . . . ,Gl+1 in OS[X1, . . . ,Xn+1] with
a = G1(X1, . . . ,Xn+1)P1(X1, . . . ,Xn)+ · · ·
+Gl+1(X1, . . . ,Xn+1)Pl+1(X1, . . . ,Xn+1) (4.7)
where the total degree of Gi is less than (4d)n+1.
We now regard (4.7) as a system of linear equations in a and the coefficients of G1, . . . ,Gl+1,
and we apply Lemma 11 to this system with the condition a = 0. Note that Gi are polynomials
in n+ 1 variables and of total degree at most (4d)n+1, so the number of coefficients of Gi is the
number of non-negative integer n+ 1-tuples with sum  (4d)n+1 which is ((4d)n+1+n+1
n+1
)
. Hence
we have that the number of unknowns in (4.7) is
p  1 + (l + 1)
(
(4d)n+1 + n+ 1
n+ 1
)
 1 + (l + 1)(4d)(n+1)2. (4.8)
It follows from Lemma 11 that G1, . . . ,Gl+1 and a = 0 can be chosen such that oS(Gi) (1 i 
l + 1) and minp∈S{ordp(a)} are at least (p − 1)η. Since η 0, (4.8) implies
(p − 1)η (l + 1)(4d)(n+1)2η. (4.9)
Let u be an upper bound for the total degree of each Gi (1 i  l + 1). Then
u (4d)n+1. (4.10)
We set Xn+1 = (Q(X1, . . . ,Xm))−1 in (4.5), and then Pl+1 = 1 − Xn+1Q becomes identically
zero. Multiply (4.7) by Qu to get
aQu = A1(X1, . . . ,Xn)P1(X1, . . . ,Xn)+ · · · +Al(X1, . . . ,Xn)Pl(X1, . . . ,Xn),
where
Ai(X1, . . . ,Xn) = QuGi
(
X1, . . . ,Xn,Q
−1) (1 i  l).
Thus by writing
Gi = Gi0 +Gi1Xn+1 + · · · +GiuXun+1 (1 i  l)
for Gij (1 i  l, 0 j  u) in OS[X1, . . . ,Xn], we see that
Ai = QuGi0 +Qu−1Gi1 + · · · +Giu (1 i  l).
Clearly the total degrees of A1, . . . ,Al are at most
(d + 1)u (d + 1)(4d)n+1  (4d)n+2. (4.11)
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oS(Ai) uoS(Q)+ min
1il+1
{
oS(Gi)
}
.
Therefore, from (4.9) and (4.10) we can conclude that oS(Ai) (1 i  l) are at least A, where
A (4d)n+1η + (l + 1)(4d)(n+1)2η (l + 2)(4d)(n+1)2η.
Together with the estimate (4.11) for the total degree of A1, . . . ,Al and the estimate (4.10) for u,
this completes the proof of Theorem 8. 
Lemma 4 then follows from the following.
Corollary 12. Let P1, . . . ,Pn+1 be homogeneous polynomials in OS[X0,X1, . . . ,Xn] of de-
gree d such that (0, . . . ,0) is the only common zero of P1, . . . ,Pn+1 in Kn+1. Then for each
coordinate function Xi (0 i  n) there exist a positive integer ui  (4d)n+1 and homogeneous
polynomials Ai1, . . . ,Ai,n+1 in OS[X0,X1, . . . ,Xn] of degree at most (4d)n+2, such that
aX
ui
i = Ai1P1 + · · · +Ai,n+1Pn+1
for some non-zero element a of OS . Furthermore, if for each p ∈ S, ep(Pi) η, 1 i  l, then
ep(Aij ) (n+ 3)(4d)(n+1)2η (0 i  n, 1 j  n+ 1),
and
(n+ 3)(4d)(n+1)2η ordp(a) (n+ 3)(4d)(n+1)2η
(
1 − |S|)max
q∈S {degq}
for each p ∈ S.
Proof. All the assertions follow directly from the theorem except the upper bound on the order
of a at p ∈ S. For this, we first observe that since a ∈OS the sum formula (1.1) implies that∑
q∈S
ordq(a)degq=
∑
q/∈S
−ordq(a)degq 0.
Therefore,
ordp(a)degp
∑
p=q∈S
−ordq(a)degq. (4.12)
It follows from the theorem that for q ∈ S
ordq(a) (n+ 3)(4d)(n+1)2η. (4.13)
Equations (4.12) and (4.13) then give
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∑
p=q∈S
ordq(a)degq
 (n+ 3)(4d)(n+1)2η(1 − |S|)max
q∈S {degq}. 
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