ABSTRACT. We study the relative zeta function for the couple of operators A 0 and A α , where A 0 is the free unconstrained Laplacian in L 2 (R d ) (d ≥ 2) and A α is the singular perturbation of A 0 associated to the presence of a delta interaction supported by a hyperplane. In our setting the operatorial parameter α, which is related to the strength of the perturbation, is of the kind α = α(−∆ ), where −∆ is the free Laplacian in L 2 (R d−1 ). Thus α may depend on the components of the wave vector parallel to hyperplane; in this sense A α describes a semitransparent hyperplane selecting transverse modes. As an application we give an expression for the associated thermal Casimir energy. Whenever α = χ I (−∆ ), where χ I is the characteristic function of an interval I, the thermal Casimir energy can be explicitly computed.
converges only for s ∈ C with Re s > 1; however, it is well known that the function s → ζ R (s) can be analytically continued to all complex s = 1. In this way one can formally evaluate the series in Eq. (1) also for Re s < 1. The same regularization procedure can be used to give a meaning to divergent series arising when computing traces of powers of operators, such as Tr A −s . Indeed, when A is a positive, elliptic differential operator with pure point spectrum, which we denote by {λ n } ∞ n=1 (λ n > 0 and each eigenvalue is counted with its multiplicity), one can set, in analogy with Eq. 
The striking feature of the function ζ (A; s) is that, even though the series on the r.h.s. converges only for large enough Re s, under certain assumptions on the operator A it can be extended to a meromorphic function with possible poles only on the real line, see [34] . When the essential spectrum of the operator A is not empty the regularization procedure described above cannot be applied. This is the case, for example, when the operator A is the Laplacian on a non compact manifold; in such a situation the trace Tr A −s cannot be defined for any s ∈ C. Zeta-regularization techniques, however, turn out to be a powerful tool also in these circumstances if one is interested in the comparison between two operators: an operator A associated to the "interacting" dynamics and a reference "non interacting" or "free" operator A 0 . Both A and A 0 are assumed to be nonnegative, they may have non empty essential spectrum and the traces Tr A −s and Tr A In certain situations the relative zeta function can be equivalently expressed in terms of the heat semigroups. We recall the following result from [36] . If the operator (A − z) −1 − (A 0 − z) −1 , with z in the resolvent set of A and A 0 , is trace class, and such trace has certain asymptotic expansions for z → 0 and z → ∞ (see [36] and [29] The subject of our paper is the study of the relative zeta function for the couple of operators A 0 and A α defined as follows (see Sec. 2 for the rigorous definitions):
• A 0 is the free unconstrained Laplacian in
• A α is the Laplacian in the presence of a semitransparent hyperplane selecting transverse modes. More precisely, let π denote the hyperplane
this is naturally identified with R d−1 . A α is the self-adjoint operator in L 2 (R d ) which formally corresponds to the Laplacian plus a singular potential supported by the hyperplane π. In our setting the parameter α, which is related to the "strength" of the potential, may depend on the components of the wave vector parallel to π. More precisely, we set α = α(−∆ ), where −∆ is the free unconstrained Laplacian in L 2 (R d−1 ). Heuristically speaking, this indicates that the singular potential supported on π acts differently, depending on the transverse modes (parallel to the hyperplane). Denoting by δ 1 the 1-dimensional Dirac delta in x 1 = 0, the operator A α formally corresponds to the heuristic expression "
. We remark that both operators, A α and A 0 , enjoy the translation invariance in the directions x parallel to π. This symmetry of the system has two important consequences. On one side the operator A −s α − A −s 0 is not trace class no matter how large Re s is (a similar remark holds true for the operator e −tA α − e −tA 0 ). On the other hand it is clear that any relevant (possibly infinite) physical quantity cannot depend on the coordinate x and can be associated to a finite density by averaging on any finite subset of π. With this remark in mind, and by Eq. (3), we infer that the quantity of interest in our analysis is the relative zeta function
where Q rel (t; x 1 , y 1 , x − y ) is the integral kernel of the operator Q rel (t) := e −tA α − e −tA 0 . We remark that here we have used the translation invariance of the system to conclude that the integral kernel Q rel is a function of x − y . We also note that the integrand function in Eq. (5) has been obtained by taking x 1 = y 1 and x = y in the integral kernel Q rel (t; x 1 , y 1 , x − y ). Since the integrand function does not depend on x , the integral R dx 1 could be rewritten in terms of the average
where Ω is any finite region of π of volume |Ω|. In this way, taking the limit Ω → R d−1 , would reconstruct an "averaged trace" of the operator Q rel (t). In the applications, for example when computing the thermal Casimir energy (see Sec. 4), the "average argument" could be made rigorous. A possible approach would be to constrain the system to a rectangular box of size L along the directions x , take the average with respect to the volume of the box, and then take the limit L → ∞. Here we do not pursue this goal, we just recall that the problem of the reduction to a density was already present in the original paper by Casimir [7] as well as in more recent papers such as [22] . In the latter work this problem is approached by adding a mass parameter that afterwords is sent to infinity. Our main result is summed up in Eq.s (41) - (43), where we give the analytic continuation of the map s → ζ 1 (s).
As an application, in Sec. 4, we compute the thermal Casimir energy per unit surface for a massless scalar field at temperature T = 2π/β , and discuss an explicit choice of the function α.
In the remaining part of the introduction we discuss the physical motivations of our analysis and several related works.
Major applications of the zeta-regularization approach are related to the problem of zero point oscillations or Casimir effect in Quantum Field Theory (QFT). In his 1948 paper [7] the Dutch physicists H. B. G. Casimir pointed out that two parallel, neutral, perfectly conducting plates will show an attractive force. This phenomenon, which was later on named Casimir effect, originates from the variation of the electromagnetic zero point energy due to the boundaries represented by the plates. In his setting, Casimir considered a box-shaped cavity with a plate inside, placed parallel to the walls of the cavity. Casimir showed that the plate interacts with the walls through a force (later referred to as Casimir force) which is inversely proportional to the cube of the distance between the plate and the walls. The crucial observation in the paper [7] is the following. The energy of the cavity is given by 1 2 ∑hω (resp. 1 2 ∑hω ′ ) where ω (resp. ω ′ ) are the resonant frequencies of the cavity with (resp. without) the plate inserted in it, and the sum runs over all the possible frequencies. Even though the sums 1 2 ∑hω and 1 2 ∑hω ′ diverge, a finite value (which depends on the position of the plate) can be assigned to the difference of these energies. The Casimir force was indeed computed by taking the derivative of this finite energy difference with respect to the parameter associated to the position of the plate. Nowadays the term Casimir effect refers to a wide class of phenomena that are associated to the variation of the zero point energy or zero point oscillations in QFT, where a quantized field can be described as a set of oscillators. In a bounded region of the space, for example, the zero point energy of the field is given by a sum of the form ∑ j ω j , where ω j are all the possible frequencies of the oscillators and the sum runs over an infinite set of quantum numbers (here denoted by j). This series is, in general, divergent. Casimir's approach allows to regularize, by subtraction, this divergent quantity and extract the relevant information from the regularized energy. The applications of Casimir's regularization are extremely numerous and the literature on the subject is massive. We refer to the monographs [5, 6, 26] for an exhaustive discussion on this topic and a list of related references. Here we just point out the evident relation between the divergent series in the Casimir effect and zeta-regularization techniques. Indeed, Casimir's force can be computed by regularizing a series of the form given in Eq. (2) through analytic continuation, and then taking the limit lim s→−1 ζ (A; s) (see, e.g., [12] ).
The first attempts to regularize sums involving the eigenvalues of elliptic operators through analytic continuation date back to the works of Minakshisundaram and Pleijel [27, 28] . A first example of an application of zeta-regularization to investigate geometrical properties of manifolds is in [33] , where the authors used it to compute the analytic torsion of a smooth, compact manifold. One of the first applications to QFT is in [10] to compute the effective Lagrangian and the energy-momentum tensor associated to a scalar field in a De Sitter background. In [10] , the authors point out that this regularization procedure may produce a result different from the one obtained by dimensional regularization. Indeed, shortly afterwards zeta-regularization was discussed by Hawking, see [20] , as a method to resolve the ambiguity in the dimensional regularization of path integrals for fields in curved spacetime. A slightly different (and to some extent more rigorous) formulation of Hawking's approach was developed by Wald in [37] . Temperature effects in the classical Casimir effect were first investigated by Fierz [18] and Mehra [24] . The general dependence on temperature in QFT, instead, was first discussed in [11] . A more recent work in this direction is [31] . More recently, the zeta-regularization approach was presented in [13, 14, 15, 16, 17] as a tool to cure the divergences in the vacuum expectation value of both local and global observables in QFT. One of the first attempts at using models with singular potentials (delta-interactions) to compute the energy momentum tensor is in [23] . The same model was taken up again in [4] . Delta type interactions intuitively model semitransparent walls. From a mathematical point of view they offer a two-fold advantage: in a certain sense they are less singular than pure Dirichlet conditions; moreover they produce highly solvable models, i.e. are simple enough to perform explicit computations. In [19] the authors compute the Casimir energy of a boson field in the presence of two semitransparent walls in spatial dimension d = 1 and of a delta interaction supported by a circle in dimension d = 2. In a similar setting, but in d = 1 and d = 3 space dimensions, the Casimir energy and the pressure for a massless scalar field are explicitly computed in [25] . See [8] for a similar analysis in the case of a delta interaction supported on a cylindrical shell. A systematic analysis of the configuration with two semitransparent walls (with a discussion of the limit in which the boundary conditions become of Dirichlet type) is in [30] . We remark that none of the works mentioned in the discussion above use the relative-zeta function regularization scheme. The general theory of the relative-zeta approach was developed by Müller in the seminal paper [29] . When computing the relative zeta function ζ 1 (s), however, we will not use directly the results in [29] but we will follow the equivalent approach presented in [36] . Our choice relies on the fact that in [29] the relative-zeta function is computed by exploiting its relation with the difference of the semigroups e −tA α − e −tA 0 ; in [36] , instead, it is obtained by working with the difference of the resolvents
In our setting the theory of self-adjoint extensions of symmetric operators, see, e.g. [32] , allows us to obtain an explicit formula for R α (z) − R 0 (z), see Sec. 2, and perform exact calculations in a relatively easy way. We conclude by mentioning few works in which the relative zeta function is used in a setting with singular interactions supported by points: [1] where the case of a point potential in the half-space is discussed; and [2] where the authors analyze the combined effect of the Coulomb together with a point potential, both centered at the origin.
The paper is structured as follows. In Section 2 we introduce the model and obtain an explicit formula for the resolvent of the operator A α , in terms of the resolvent of A 0 . In Section 3 we obtain a formula for the relative zeta function and study its analytic continuation. In Section 4 we give a formula for the thermal Casimir energy, moreover we compute it explicitly in the case in which the function α is the characteristic function of an interval. We conclude the paper with an Appendix in which we discuss the case α = constant.
THE GENERAL FRAMEWORK
We work in d ≥ 2 spatial dimensions and write
We identify the points of the plane π defined in Eq. (4) 
We denote by F and F −1 the distributional Fourier and inverse Fourier transform defined on integrable functions as
Notice that, with the above choice, the convolution of two functions ϕ, ψ fulfills
The free Laplacian on R d is the self-adjoint operator
where Dom(A 0 ) = H 2 (R d ) (the Sobolev space of order two); the associated resolvent is the bounded operator
Throughout the paper we consider the natural determination of the argument for complex numbers, i.e. arg : C \ [0, +∞) → (0, 2π); furthermore, for any z ∈ C \ [0, +∞), we always use the notation √ z to denote the principal square root, i.e. the one with positive imaginary part. As well known, the action of R 0 (z) can be expressed in terms of the corresponding convolution kernel as
Together with the notation introduced in (6), we shall often write
Next, let us consider a non-negative, piecewise continuous, and compactly supported function α such that, for some δ > 0, it holds true:
The trace on the hyperplane π = {x ∈ R d | x 1 = 0} is the unique linear bounded operator
such that, for any continuous ϕ there holds
Here and below H s (Ω), s ∈ R, denotes the usual scale of Sobolev-Hilbert spaces on the open subset Ω ⊆ R n . In particular, considering the Sobolev spaces on the half spaces
defined as the unique linear bounded operators such that, for any continuous (up to the boundary) function on R d ± there holds
To proceed, consider the free Laplacian on R d−1 , indicated hereafter with −∆ ; since its spectrum coincides with the half-line [0, +∞), one can define via standard functional calculus the bounded self-adjoint operator
We use such an operator to define a self-adjoint singular perturbation of the free Laplacian
Similar models, with momentum dependent delta-interactions supported on spherical shells, were studied in [3, 9, 35] . Let us consider, for any z ∈ C\[0, +∞), the bounded operatoȓ
Next, consider the adjoint ofGz with respect to the
, that is the unique bounded operator
One can easily check that G z corresponds to the single layer operator of the hyperplane π.
Let us now introduce a convenient representation of R 0 (z); since it is a bounded operator, it suffices to consider its action on any ϕ = ϕ 1 ⊗ϕ belonging to the dense subset
Recalling the explicit representation of the kernel of the resolvent of the free 1-dimensional Laplacian ∆ 1 , one has
This gives
and so
We note that the corresponding integral kernels are of convolution type in the variables x and y , i.e.
Moreover the Fourier transform (on x ) of the function G z (x 1 , x ) is given by
By Eq. (9), one infers that τ π G z , z ∈ C \ [0, +∞), extends to a well defined pseudodifferential operator M z of order (−1) defined on the whole scale of Sobolev-Hilbert spaces on R d−1 :
Then, by using M z , we define, for any z ∈ C \ [0, +∞),
Notice that W α (z) is a bounded operator since, by functional calculus, W α (z) = w z (−∆ ), where
and w z ∈ L ∞ (0, +∞) for any z ∈ C \ [0, +∞). Indeed, the associated convolution kernel is given by
Finally, for any z ∈ C \ [0, +∞) we define the bounded linear operator R α (z) by
By the results provided in [32, section 2], applied to the case in which the map there denoted by τ is given by τ := √ α(−∆ )τ π , one gets that R α is a pseudo-resolvent, i.e. it satisfies the
and so Ran(
and, by the identity
The representation of Dom(A α ) given in (11) coincides with (8) by τ − π Gq = τ + π Gq (which is consequence of Eq. (9)) and by the identities (here we use Eq. (10) and the definition of
Moreover, since (−∆+1)G = δ π , where δ π denotes the tempered distribution defined by δ π (φ ) :=
THE RELATIVE ZETA FUNCTION
In this section we obtain an explicit expression for the relative zeta function ζ 1 (s). The formula is given in Eq. (16) and expresses the relative zeta function as an integral of the relative spectral measure e 1 (v). This identity holds true for the values of s in the strip (17) . The function e 1 (v) is defined in Eq. (15) and computed explicitly in Sec. 3.1. In the same section we also obtain the asymptotic expansions of the function e 1 (v) for v → 0 + and v → +∞. We will use these asymptotic expansions in Sec. 3.3 to obtain the analytic continuation of the function ζ 1 (s) to the strip defined by Eq. (42).
Denote by R rel (z) the operator
The integral kernel of R rel (z) is of convolution type on the variables x and y and it is given by
To compute the relative zeta function defined in Eq. (5) we will compute first the function
Then we will show that the relative spectral measure
is well defined for any v > 0, see Sec. 3.1. Finally, is Sec. 3.2, we shall prove that the function ζ 1 (s) can be expressed through the following fundamental formula
for any complex s in the strip
Formula (16), together with the asymptotic expansions of e 1 (v) for v → 0 + and v → +∞, see Eq.s (30) and (31), can be used to obtain the analytic continuation of the map s → ζ 1 (s) outside the strip (17), see Eq.s (41) -(43).
We start by computing function r 1 (z) defined in Eq. (14) . For notational convenience, we introduce the rescaled functioñ
Setting y 1 = x 1 and y = x in Eq. (13), and integrating over x 1 we are left with
Note that for any z ∈ C \ [0, +∞), we have Im z − |k | 2 > 0 and recall that the function α(ρ) is compactly supported by assumption. Hence, one can exchange order of integration and perform the integral over x 1 . Next, passing to polar coordinates and considering the change of variable ρ := |k | 2 ∈ (0, +∞), one obtains
where Γ(·) denotes the Euler Gamma function.
3.1. The relative spectral measure and its asymptotic expansion. In this section we obtain an explicit formula for the function e 1 (v) defined in Eq. (15) First of all, let us point out the trivial identitỹ α(ρ)
In view of the above identity, and recalling Eq. (20), the difference r 1 (v 2 + iε) − r 1 (v 2 − iε) can be expressed via simple algebraic manipulations as
where
We study the convergence for ε → 0 + term by term. For the term E 1 (ε; v) we use the fact that 
To compute the limit of E 2 (ε; v) and E 3 (ε; v) requires a bit more work. We start by recalling the following inequalities, holding for some C > 0:
Next, we analyze the term E 2 (ε; v). We note the identity
where we used the fact that, due to our definition of the square root, we have that
To proceed, let us recall that the square root is taken with positive imaginary part and that α(ρ) > δ for all ρ ∈ suppα, see Eq. (7); then, by using the inequalities (22) - (23), we infer
Since, by dominated convergence, one has
we conclude that
Reasoning in a similar way, let us consider the identity
where we used the fact that Re
This allows us to infer
As before, by using the dominated convergence theorem, one can prove that
Summing up the limits (24) and (25), we conclude
Taking into account also the limit (21) we get the following expression:
where we introduced the notation
for any λ ∈ (0, +∞) .
Before proceeding, let us stress that due to the assumptions on α, the integral I α can be easily checked to be finite and positive for any λ ∈ (0, +∞). In fact, by Lebesgue's dominated convergence theorem, one can infer that the map λ → I α (λ ) is continuous on [0, +∞). Next, let us pass to discuss the asymptotic behavior of the map λ → I α (λ ) for λ → 0 + and λ → +∞. For λ → 0 + , we have that
Hence,
2 ) for λ → 0 + .
Next we discuss the asymptotic behavior of I α (λ ) in the limit λ → +∞; in particular, we shall show that that there exits a family of real coefficients (p n ) n=0,1,2,... such that, for any N ∈ {0, 1, 2, ...},
for example, the first two coefficients are
2α (ρ) ,
Keeping in mind that α is assumed to have compact support, let us fix arbitrarily ρ 1 ∈ (0, +∞) such that suppα
Next, let us consider the representation (27) of I α (λ ) and notice that, for any λ > ρ 1 , it can be re-expressed as
To proceed, notice that for any N ∈ {0, 1, 2, ...} and any fixed ρ ∈ (0, ρ 1 ) there exits a family of coefficients (g n (ρ)) n=0,...,N and a Taylor-Lagrange reminder function T N (ρ; ·) :
Let us mention that the coefficients g n (ρ) (n = 0, ..., N) are all determined by integer powers of α(ρ); for example, one has
Therefore, since α is assumed to be bounded, one easily infers that all the functions ρ → g n (ρ) (n = 0, ..., N) are also uniformly bounded on (0, ρ 1 ). Concerning the reminder T N , one has
where we have introduced the positive-valued function
the latter can be easily proved to be uniformly bounded on (0, ρ 1 ). Summing up, the above results allow to infer that
thus proving Eq.s (28) - (29).
The above results on I α (λ ), along with the explicit expression (26) of the relative spectral measure, allow to infer straightforwardly the following facts concerning the map (0, +∞) → R, v → e 1 (v): i) e 1 ∈ C 0 ((0, +∞); R); in particular, e 1 is locally bounded on (0, +∞). ii) There holds
iii) For any N ∈ {0, 1, 2, ...}, there holds the asymptotic expansion
where the real coefficients (p n ) n=0,1,2,... are related to the coefficients (p n ) n=0,1,2,... appearing in Eq. (28) by the rescalingp
3.2. Relative zeta function in terms of the relative spectral measure. This section is devoted to the proof of identity (16) . The function ζ 1 (s) is defined in terms of the integral kernel of the operator Q rel = e −tA α − e −tA 0 by Eq. (5). We start by recalling the well known identity
where, for any ε > 0, Λ ε is the contour 
We claim that for all ε > 0 and t > 0
To prove the latter identity it is enough to show that the integrals can be exchanged. To this aim we note that, by Eq. (13) and our assumptions on α one has
moreover, using the inequality
one can easily prove that the integral on the r.h.s. of Eq. (34) is bounded for all ε > 0 and t > 0. This suffices to infer that the integrals can be exchanged, as stated previously.
Next we note that, by the analyticity properties of r 1 (z), there exists a sequence ε n → 0 + such that
We claim that for all t > 0 one has
Then the identity (16) follows from Eq.s (35) and (36), by exchanging order of integration and by taking into account the identity
To prove Eq. (36) we start by noticing that for all t > 0
where we used the fact that
The latter claim follows from the bound
where we used Eq. (19) and the fact that |z − |k | 2 | −1 ≤ (ε 2 + |k | 4 ) −1/2 for all z ∈ C ε . In fact, in view of the estimate {|k | 2 ∈suppα} dk (ε 2 + |k | 4 ) −1/2 ≤ C ε −3/4 for all 0 < ε < 1 (where C is a constant that depends on d and suppα), the mentioned bound allows to infer C ε dz e −zt r 1 (z) ≤ C ε 1/4 , thus proving the previous claim. To move the limit inside the integral in Eq. (37) we use dominated convergence theorem. To this aim, we use first the trivial bound
Next we note that
Hence the limit for ε → 0 + of the first term at the r.h.s. of Eq. (38) is zero. On the other hand, for the second term at the r.h.s. we use, see Eq. (19),
The first term is uniformly bounded in ε. For the second term we use the inequality
which holds true for all ρ ∈ R and ε > 0, from which it follows that the second term is uniformly bounded as well. Identity (36) follows from the dominated convergence theorem applied to Eq. (37) together with the change of variables λ → v 2 .
3.3. Analytic continuation of the relative zeta function. In this section we obtain the analytic continuation of the relative zeta function ζ 1 (s). We start with the representation (16) . In view of the continuity of the map v → e(v) on (0, +∞) and of its asymptotic behaviours for v → 0 + and v → +∞ discussed previously (see, in particular, Eq.s (30) and (31)), it appears that the integral in Eq. (16) converges for any complex s in the strip given in Eq. (17) .
To proceed, let us recall the well-known fact that the asymptotic expansions of e(v) for v → 0 + and v → +∞ can be used to construct explicitly the analytic continuation of the map s → ζ (s) to larger regions of the complex plane, by means of standard techniques. Let us point out that, for the applications to be discussed in the forthcoming Section 4, it suffices to determine the said analytic continuation of ζ (s) to regions with larger negative values of Re s (in particular, to a neighbour of s = −1/2); to this purpose, let us fix v 0 ∈ (0, +∞) arbitrarily and re-express the relative partial zeta function as
Notice that the asymptotic behaviour in Eq. (30) 
Therefore, using the elementary identity
Even though the above expression was derived under the assumption Re s > −1/2, the following facts are apparent. On the one hand, the first term on the right-hand side of Eq. (40) is a sum of functions which are meromorphic on the whole complex plane, with only simple poles at the points {−1/2, −3/2, ..., −N − 1/2}; on the other hand, the second term in Eq. (40) is an integral which converges by construction for any Re s > −N − 3/2 and defines an analytic function of s in this region. Summing up, the above arguments allows to infer that the identity
determines the analytic continuation of the map s → ζ (s) to a function which is meromorphic in the larger strip
with possible simple pole singularities at the points
THE THERMAL CASIMIR ENERGY
We work in natural units, meaning that we fix the speed of light c, the reduced Plank constant h and the Boltzmann constant κ as follows:
In this section we proceed to compute the renormalized Casimir energy per unit surface E (β ) for a massless scalar field at temperature T = 2π/β (β ∈ (0, +∞)), living in (d +1)-dimensional spacetime. A simple adaptation of the arguments presented in [36] allows to infer that this observable is completely determined by the singular and regular parts of the Laurent expansion at s = −1/2 of the relative zeta function ζ 1 (s), discussed in the previous section; more precisely, there holds
where ℓ ∈ (0, +∞) is a length parameter required by dimensional arguments and
In view of Eq. (41), here employed with N = 0 and any fixed v 0 ∈ (0, +∞), one readily infers the following ( 2 ):
Summing up, Eq.s (44) - (47) give the explicit expression for the renormalized Casimir energy
where the relative spectral measure e 1 (v) and the coefficientp 0 are given, respectively, by Eq.s (26) -(27) and Eq.s (29) and (32) . Before proceeding, let us remark that the first three terms in Eq. (48) correspond to the zero temperature (β → +∞) contribution, while the last term gives the temperature correction. 
In this case, one can derive a simple, fully explicit expression for the corresponding thermal Casimir energy. To this purpose, let us first notice that the expression (27) of the integral I α can be evaluated to give In order to make connection with the existing literature, in the present appendix we briefly review the computation of the Casimir energy for the 3-dimensional model described in Eq. (51), that is α(ρ) = α 0 for all ρ ∈ [0, +∞) and some α 0 > 0 (d = 3) .
As a matter of fact, it can be easily checked that all the arguments described in the present manuscript continue to make sense also in this particular case, even though α does not fulfil the required assumptions since it does not have compact support. First of all, let us notice that the integral representation (20) for the function r 1 (z) continues to make sense for any z ∈ C \ [0, +∞) (the integral in the cited equation is trivially seen to remain finite in the present case). Then, by the same arguments of Section 3.1 one obtains an expression like Eq. (26) for the relative spectral measure e 1 (v); moreover, the term I α appearing therein (given by Eq. (27) ) can be evaluated explicitly. This allows to infer for the relative spectral measure the expression For completeness, let us mention that the above expression can be easily employed to derive the zero temperature expansion (β → +∞) of the Casimir energy E (β ).
