Time-dependent methods in inverse scattering problems for the
  Hartree-Fock equation by Watanabe, Michiyuki
ar
X
iv
:1
90
1.
11
17
5v
1 
 [m
ath
-p
h]
  3
1 J
an
 20
19
Time-dependent methods in inverse scattering
problems for the Hartree-Fock equation
Michiyuki Watanabe ∗
February 1, 2019
Abstract
The inverse scattering theory for many-body systems in quantum
mechanics is an important and difficult issue not only in physics—
atomic physics, molecular physics and nuclear physics—but also math-
ematics. The major purpose in this paper is to establish a reconstruc-
tion procedure of two-body interactions from scattering solutions for
a Hartree-Fock equation. More precisely, this paper gives a unique-
ness theorem and proposes a new reconstruction procedure of the
short-range and two-body interactions from a high-velocity limit of
the scattering operator for the Hartree-Fock equation. Moreover, it
will be found that the high-velocity limit of the scattering operator
is equal to a small-amplitude limit of it. The main ingredients of
mathematical analysis in this paper are based on the theory of inte-
gral equations of the first kind and a Strichartz type estimates on a
solution to the free Schro¨dinger equation.
Keywords. Hartree-Fock equations, Non-linear Schro¨dinger equa-
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21 Introduction
1.1 Background
Inverse scattering problems in quantum many-body systems are important
and difficult problems not only quantum physics but also mathematics. Some
results on inverse scattering problems forN -body Schro¨dinger equations were
investigated. A reconstruction problem of identifying the two-body interac-
tions from the high-energy asymptotics was studied in Wang [17], Enss and
Weder [2], Novikov [10] and Vasy [15]. Uhlmann and Vasy [14] studied a
low-energy inverse scattering problem.
As is well known, the solution of the N -body Schro¨dinger equation on
Rn is a high-dimensional complicated function on RnN , which usually causes
exact or numerical calculations impractical. Therefore, methods of approx-
imation in understanding the many-body problem in quantum mechanics
have most often been proposed. A result on inverse scattering problems in
nuclear physics by using the optical model, which is one of the method of ap-
proximation in the many-body problems, was reported by Isozaki-Nakazawa
and Uhlmann [5].
The time-dependent Hartree-Fock approximation, which is one of the sim-
plest approximate theories for solving the many-body Hamiltonian, has re-
ceived much attention due to its effect of calculations and having a wide field
of applications (see, e.g., Goeke and Reinhard [3], and Kramer and Saracero
[6]). Time-dependent Hartree equations have also play an important role
in the development of mathematical analysis due to its non-linear structure,
which cause interesting behavior of the solutions (see, e.g., Cazenave [1]).
In this paper, we are interested in an inverse scattering problem for a
time-dependent Hartree equation and a Hartree-Fock equation. Consider
the N -body system of identical particles with the interaction potential Vint
consisting of sum of two-body force: Vint =
∑
i<j V (xi−xj). Here we denoted
the position of the j-th particle by xj . The indistinguishability of identical
particles permits that the interaction potential is symmetric: V (x) = V (−x)
for x ∈ Rn.
3Put
VH(x, u)uj(x) =

∫
Rn
V (x− y)
N∑
k=1
k 6=j
|uk(y)|2 dy
uj(x),
=
V ∗ N∑
k=1
k 6=j
|uk|2
 uj(x), u = {uj}1≤j≤N
and
VF (x, y) = −V (x− y)
N∑
k=1
k 6=j
uk(y)uk(x).
then the Hartree equation (H equation) is written as
i
∂uj
∂t
= H0uj + VH(x, u)uj for 1 ≤ j ≤ N (1.1)
and the Hartree-Fock equation (HF equation) is written as
i
∂uj
∂t
= {H0 + VH(x, u)}uj +
∫
Rn
VF (x, y)uj(y) dy for 1 ≤ j ≤ N, (1.2)
whereH0 = −1
2
∆ and uj = uj(t, x) is an unknown function in (t, x) ∈ R×Rn.
The terms VH(x, u)uj(x) and
∫
VF (x, y)uj(y)dy are called the Hartree term
and the Fock term, respectively.
The problem considered in this paper is to reconstruct the interaction
potential V (x) from the corresponding scattering operator defined below.
The H equation and the HF equation are non-linear Schro¨dinger equations
with cubic convolution non-linearity. Thus, our inverse problems can be
labeled as the inverse non-linear scattering problems of identifying the non-
linearity from the scattering operator. As is well-known, inverse scattering
problems are non-linear problems even if governing differential equations are
linear equations. From an analytical point of view, inverse problems of non-
linear differential equations are one of the most difficult problems in inverse
problems.
4Initial attempts for inverse non-linear scattering problems focused on
identifying the coefficients of power type non-linearity from the small scat-
tering data. The approach called small-amplitude method was developed by
Strauss [13], Weder [24, 26, 25, 28, 27, 29, 30] and Angeles-Romero-Weder
[11], which has been shown to be powerful to reconstruct coefficient functions
of non-linear Schro¨dinger equations. However, the approach is valid only for
small data. Reconstruction of coefficient functions from large scattering data
requires an alternative approach. Recently, in [23], the author establishes the
unique reconstruction of the power type non-linearity from the large scatter-
ing data by using the method of high-velocity limit developed by Enss and
Weder [2].
On the inverse scattering problem for Hartree equations, most references
we know are concerned with uniqueness results [12] and reconstructions for
interactions with special form [18, 19, 20, 22]—all focused on identifying the
interactions from the small scattering data.
With regard to the inverse scattering problem for Hartree-Fock equations,
little work has been done even for a uniqueness problem. The only reference
we know is the work [21] where the reconstruction formula is given for the
special interactions of the form Vj(x) = λj|x|−σj , 1 ≤ j ≤ 3 in the case of
3-body systems.
In this paper, we deal with the inverse scattering problem for both H
equation (1.1) and HF equation (1.2). This paper presents a explicit re-
construction formula on recovering the two-body interaction V (x) from the
high energy asymptotics of the scattering solutions for the H equation (1.1)
and the HF equation (1.2), respectively. A uniqueness theorem in the in-
verse scattering problem for the HF equation is also proved. As is mentioned
above, the fundamental ingredients in mathematical analysis to investigate
the non-linear inverse scattering problems are now two methods—the small-
amplitude method and the high-velocity method. This paper will uncover
the relation between the two methods.
1.2 Methods
Our method consists of the following analysis:
• Asymptotic expansion of the scattering operator acting on the function
Φv(x) = e
iv·xϕ(x) as |v| → ∞.
5• Derivation of a transformation of the Fourier transform of the inter-
action potential V̂ (ξ) of the form
∫
G(ξ, λ)V̂ (ξ)dξ by using a scale
transform ϕλ(x) = ϕ((λ+ 1)x).
• Invertibility of the transformation by using the Picard’s theorem for an
equation of the first kind with a compact operator.
Previous researches [2, 23] explain that the high-velocity analysis of the
scattering operator gives the Radon transform of the unknown coefficient
functions. Due to the inversion formula of the Radon transform, the high-
velocity analysis therefore provides a reconstruction formula for unknown
coefficient functions.
With regard to Hartree equations, however, high-velocity analysis gives
a transformation which is different from the Radon transform—the transfor-
mation has a complicated integral kernel due to those non-linearities. Invert-
ibility of the transformation was unclear.
In order to overcome this difficulty, we employ the high-velocity analy-
sis with scale transform, which leads an integral equation of the first kind
for the unknown interaction V . It will be shown that the integral kernel
is equicontinuous and equibounded in some function spaces. The Ascoli’s
lemma therefore gives the compactness of the integral operator. Then, the
Picard’s theorem for an equation with a compact operator can give an explicit
solution of the integral equation. We also remark that the Picard’s theorem
dose not imply uniqueness of the solution. Construction of the proper initial
data for the free Schro¨dinger equation such that the non-linear interactions
of the free solution can be localized at any fixed point in Rn lead us to prove
a uniqueness theorem. This is done in Section 4.
It should be mentioned that the Picard’s theorem can be applicable on
a Hilbert space. This paper finds the proper Hilbert space to apply the
Picard’s theorem and consequently the proper function space to reconstruct
the interaction V .
The fundamental ingredient in our proof is a time-space L4 estimate on
a solution to the free Schro¨dinger equations.
1.3 Results
We summarize our main results. Let W k,l(Rn) be the usual Sobolev space in
Ll(Rn). We abbreviate W k,2(Rn) as Hk(Rn).
6We first state results for the restricted Hartree equation (RH equation),
which is the case forN = 2 with u1 = u2 in equation (1.1). Proofs of theorems
for H equation and HF equation are reduced to the proof of theorems on RH
equation.
1.3.1 Restricted Hartree equation
Consider the RH equation:
i∂tu = H0u+ VH(x, u)u, (1.3)
where VH(x, u)u = (V ∗ |u|2)u. In order to formulate our inverse problem, let
us state a result on the large date scattering problem. We denote solutions
u(t) := u(t, x) of the equation (1.3) with initial data f as U(t)f and the
unitary group of the self-adjoint operator H0 = −12∆ with a domain H1(Rn)
as U0(t).
Theorem 1.1 (Nakanishi [9]). Let n ≥ 3. Assume that V (x) is a radial,
non-negative and non-increasing function such that
V ∈ V := {V ∈ Lp1 + Lp2 ; p1, p2 ≥ 1, n/2 > p1 ≥ p2 > n/4} .
Then for any f− ∈ H1(Rn), there exists a unique pair of functions f+ ∈
H1(Rn) and ϕ ∈ H1(Rn) such that
‖U(t)ϕ− U0(t)f±‖H1 −→ 0, as t→ ±∞.
In addition, the scattering operator
S : H1(Rn) ∋ f− −→ f+ ∈ H1(Rn)
is homeomorphism in H1(Rn).
We term solutions constructed in Theorem 1.1 scattering solutions.
Remark 1. The statement in [9, Theorem 1.1] assumes that p1, p2 ≥ 1 satisfy
n/2 < p1 ≤ p2 < n/4. This is obviously an erratum. The correct condition
is that p1, p2 ≥ 1 satisfy n/2 > p1 ≥ p2 > n/4.
We now formulate our inverse scattering problem.
Inverse scattering problem: Given the scattering operator S with the
domain H1(Rn), determine the interaction potential V .
7This paper presents a reconstruction procedure of the interaction poten-
tial V (x) from the scattering operator defined in Theorem 1.1.
We denote the multiplication operator with a fixed function V (x) as V, the
Schwartz class as S, the weighted L2 space as L2,s and the set of compactly
supported smooth functions as C∞0 . The Fourier transform of f is denoted
as f̂ or Ff . Let < ·, · >L2 be the inner product in L2(Rn) and put
S0 = {f ∈ S(Rn) ; f̂ ∈ C∞0 (Rn)}.
Theorem 1.2. Let 3 ≤ n ≤ 6 and 2δ > n. Assume that V ∈ V∩L2,1+δ(Rn) is
a radial, non-negative and non-increasing function. In addition, suppose that
V is a compact operator from L2(Rn) to L2,1+δ(Rn). Then for any ϕ ∈ S0,
we have
lim
|v|→∞
〈i(S − I)Φv,Φv〉L2 =
∫
Rn
V̂ (ξ)G(ξ) dξ <∞,
where Φv(x) = e
iv·xϕ(x), v ∈ Rn and
G(ξ) =
∫
R
∣∣F (|U0(t)ϕ|2)(ξ)∣∣2 dt.
As is proved in [12], the identity
lim
ε→0
1
ε3
〈i(S − I)(εϕ), ϕ〉L2 =
∫
Rn
V̂ (ξ)G(ξ) dξ
holds for any ϕ ∈ H1(Rn). Hence we have
Corollary 1.1. Let 3 ≤ n ≤ 6 and 2δ > n. Assume that V ∈ V ∩L2,1+δ(Rn)
is a radial, non-negative and non-increasing function. In addition, suppose
that V is a compact operator from L2(Rn) to L2,1+δ(Rn). Then for any ϕ ∈ S0
and ε > 0, we have
lim
|v|→∞
〈i(S − I)Φv,Φv〉L2 = limε→0
1
ε3
〈i(S − I)(εϕ), ϕ〉L2 ,
where Φv(x) = e
iv·xϕ(x), v ∈ Rn.
This corollary shows that in the case of the RH equation, the high-velocity
method on the inverse scattering problem is equivalent to the small-amplitude
method on it.
8Let ϕλ(x) = ϕ((λ+ 1)x) and put
G(ξ, λ) :=
∫
R
∣∣F (|U0(t)ϕλ|2) (ξ)∣∣2 dt
=
∫
R
∣∣∣∣e−itξ2 ∫
Rn
e2itξ·ηϕ̂λ(ξ − η)ϕ̂λ(η) dη
∣∣∣∣2 dt
=
∫
R
∣∣∣∣∣
∫
Rn
e2itξ·η
(
1
λ+ 1
)2
ϕ̂
(
ξ − η
λ+ 1
)
ϕ̂
(
η
λ+ 1
)
dη
∣∣∣∣∣
2
dt.
Consider the integral equation of the first kind:
P (λ) =
∫
Rn
V̂ (ξ)G(ξ, λ) dξ. (1.4)
Theorem 1.3. Let Γ ⊂ R be a compact set. Assume that 2 ≤ n ≤ 6. Then
for any ϕ ∈ H1(Rn), the integral operator TG:
(TGf) =
∫
Rn
f(ξ)G(ξ, λ) dξ
is a compact operator from Hk(Rn) to L2(Γ) for k > n/2.
The Picard’s theorem for an equation of the first kind with a compact op-
erator gives an explicit solution to the integral equation (1.4) (see, e.g., Kress
[7, Theorem 15.18]). To state our theorem on the reconstruction problem,
we give a definition of the singular system of the compact operator.
Definition 1.1. Let X and Y be Hilbert space, A : X → Y be a compact
linear operator, and A∗ : Y → X be its adjoint. Singular values of A is
the non-negative square roots of the eigenvalue of non-negative self-adjoint
compact operator A∗A : X → X . The singular system of A is the system
{µn, ϕn, gn}, n ∈ N, where ϕn ∈ X and gn ∈ Y are orthonormal sequences
such that Aφn = µngn and A∗gn = µnφn for all n ∈ N.
We denote the null-space of the operator T by N (T ).
Theorem 1.4. Let 3 ≤ n ≤ 6 and 2δ > n. Assume that V ∈ V∩L2,1+δ(Rn) is
a radial, non-negative and non-increasing function. In addition, suppose that
V is a compact operator from L2(Rn) to L2,1+δ(Rn). Then for any ϕ ∈ S0,
the function
P (λ) := lim
|v|→∞
〈i(S − I)Φv(·, λ),Φv(·, λ)〉L2 , Φv(x, λ) = eiv·xϕλ(x)
9is the L2-function on a compact set Γ ⊂ R. Moreover, letting {µn, ϕn, gn},
n ∈ N be a singular system of the compact operator TG, the Fourier transform
of the interaction potential is reconstructed by the formula:
V̂ (ξ) =
∞∑
n=1
1
µn
〈P, gn〉L2(Γ) ϕn
if and only if P ∈ N (T ∗G)⊥ and satisfies
∞∑
n=1
1
µ2n
∣∣∣〈P, gn〉L2(Γ)∣∣∣2 <∞.
Remark 2. Due to the fact that ‖f̂‖Hk ≤ C‖f‖L2,k for k > 0, the Picard’s
theorem can be applied to the equation (1.4) for V ∈ L2,1+δ(Rn).
Remark 3. Uniqueness theorem on the inverse scattering problem of identi-
fying V (x) holds for a bounded continuous function V (x) such that
|V (x)| ≤ C|x|−σ, 2 ≤ σ ≤ 4, σ < n
for some C > 0 and V̂ is the continuous function on Rn (see [12]).
1.3.2 Hartree equation
Consider the Hartree equation (1.1). The following theorem on the scattering
problem is obtained easily from the proof of Theorem 1.1 because the Hartree
term VH(x)uj has the same structure as in the RH equation. We denote
a vector-valued H1-function f = (f (j))1≤j≤N with f
(j) ∈ H1(Rn) by f ∈
[H1(Rn)]N .
Theorem 1.5. Let n ≥ 3. Assume that V ∈ V is a radial, non-negative and
non-increasing function. Then for any f− ∈ [H1(Rn)]N , there exists a unique
pair of functions f+ ∈ [H1(Rn)]N and ϕ ∈ [H1(Rn)]N such that
‖U(t)ϕ− U0(t)f±‖H1 −→ 0, as t→ ±∞.
In addition, the scattering operator
S : [H1(Rn)]N ∋ f− −→ f+ ∈ [H1(Rn)]N
is homeomorphism in [H1(Rn)]N .
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Remark 4. The scattering operator is represented as
(Sϕ)(j)(x) = ϕ(j)(x) +
1
i
∫
R
eitH0VH(x, u)uj(x, t) dt,
j = 1, 2, · · · , N .
We consider now a inverse scattering problem of identifying the interac-
tion potential V (x) from the scattering operator S with the domain [H1(Rn)]N .
Theorem 1.6. Let 3 ≤ n ≤ 6 and 2δ > n. Assume that V ∈ V∩L2,1+δ(Rn) is
a radial, non-negative and non-increasing function. In addition, suppose that
V is a compact operator from L2(Rn) to L2,1+δ(Rn). Then for any ϕ(j) ∈ S0,
j = 1, 2, · · · , N , we have
lim
|v|→∞
〈
i ((S − I)Φv)(j) ,Φ(j)v
〉
L2
=
∫
Rn
V̂ (ξ)H(j)(ξ) dξ,
where Φv(x) = e
iv·x
ϕ(x), v ∈ Rn and
H(j)(ξ) =
N∑
k=1
k 6=j
∫
R
F (|U0(t)ϕ(k)∣∣2)(ξ)F (|U0(t)ϕ(j)|2)(ξ) dt.
As is discussed in sub-subsection 1.3.1, the high-velocity limit of the scat-
tering operator is equal to the small-amplitude limit of it.
Corollary 1.2. Let 3 ≤ n ≤ 6 and 2δ > n. Assume that V ∈ V ∩L2,1+δ(Rn)
is a radial, non-negative and non-increasing function. In addition, suppose
that V is a compact operator from L2(Rn) to L2,1+δ(Rn). Then for any ϕ(j) ∈
S0, j = 1, 2, · · · , N and ε > 0, we have
lim
|v|→∞
〈
(i(S − I)Φv)(j) ,Φ(j)v
〉
L2
= lim
ε→0
1
ε3
〈
(i(S − I)(εϕ))(j) , ϕ(j)
〉
L2
,
where Φv(x) = e
iv·x
ϕ(x), v ∈ Rn.
Let ϕλ(x) = ϕ((λ+ 1)x) and put
H(j)(ξ, λ) =
N∑
k=1
k 6=j
∫
R
F
(∣∣∣U0(t)ϕ(k)λ ∣∣∣2) (ξ)F (∣∣∣U0(t)ϕ(j)λ ∣∣∣2) (ξ) dt.
Consider the integral equation of the first kind:
P (j)(λ) = (TH V̂ )
(j)(λ) :=
∫
Rn
V̂ (ξ)H(j)(ξ, λ) dξ. (1.5)
11
Theorem 1.7. Let Γ ⊂ R be a compact set. Assume that 2 ≤ n ≤ 6. Then
for any ϕ ∈ [H1(Rn)]N , the integral operator TH is a compact operator from
Hk(Rn) to L2(Γ) for k > n/2.
The same argument as in sub-subsection 1.3.1 leads us a reconstruction
formula.
Theorem 1.8. Let 3 ≤ n ≤ 6 and 2δ > n. Assume that V ∈ V∩L2,1+δ(Rn) is
a radial, non-negative and non-increasing function. In addition, suppose that
V is a compact operator from L2(Rn) to L2,1+δ(Rn). Then for any ϕ(j) ∈ S0,
j = 1, 2, · · · , N , the function
P (j)(λ) := lim
|v|→∞
〈
(i(S − I)Φv)(j) ,Φ(j)v
〉
L2
, Φv(x, λ) = e
iv·x
ϕλ(x)
is the L2-function on a compact set Γ ⊂ R. Moreover, letting {µn, ϕn, gn},
n ∈ N be a singular system of the compact operator TH , the Fourier transform
of the interaction potential is reconstructed by the formula:
V̂ (ξ) =
∞∑
n=1
1
µn
〈
P (j), gn
〉
L2(Γ)
ϕn
if and only if P (j) ∈ N (T ∗H)⊥ and satisfies
∞∑
n=1
1
µ2n
∣∣∣〈P (j), gn〉L2(Γ)∣∣∣2 <∞.
1.3.3 Hartree-Fock equation
Consider the HF equation (1.2). In contrast to H equation, the large data
scattering for HF equation inH1(Rn) space dose not follow in the same way as
in the proof of Theorem 1.1. It still remains to be a poorly understood prob-
lem, although basic results—the global existence and the L2-conservation
law of solutions—was obtained by Isozaki [4]. We here state results on the
small data scattering in the space H1(Rn) and the large data scattering in a
weighted space because of a difference for assumptions on V .
The following theorem on the small data scattering follows from the result
in Mochizuki [8].
12
Theorem 1.9. Assume that V (x) satisfies
|V (x)| ≤ CV |x|−σ, 2 ≤ σ ≤ n and σ < n
for some CV > 0. Then for any f− ∈ [H1(Rn)]N , there exists a unique pair
of functions f+ ∈ [H1(Rn)]N and ϕ ∈ [H1(Rn)]N such that
‖U(t)ϕ− U0(t)f±‖H1 −→ 0, as t→ ±∞.
In addition, the scattering operator S : f− −→ f+ is defined on [H1ε (Rn)]N =
{ϕ ∈ [H1(Rn)]N ; ‖ϕ(j)‖H1 < ε, j = 1, · · · , N} for small ε > 0 depending on
CV .
The large data scattering is stated as follows:
Theorem 1.10 (Wada [16]). Let ℓ,m ∈ N. Assume that V (x) satisfies
|V (x)| ≤ C|x|−σ, 4
3
< σ < min(4, n)
for some C > 0. Suppose that m ≥ 2 if σ ≤ √2. Then for any f− ∈
∑ℓ,m
,
there exists a unique pair of functions f+ ∈
∑ℓ,m
and ϕ ∈∑ℓ,m such that
‖U(t)ϕ− U0(t)f±‖∑ℓ,m −→ 0, as t→ ±∞.
In addition, the scattering operator S : f− −→ f+ is defined on
Σℓ,m = {ϕ ∈ [L2(Rn)]N ; ‖ϕ‖2Σℓ,m =
∑
|α|≤ℓ
‖∇αϕ‖2L2 +
∑
|β|≤m
‖xβϕ‖2L2 <∞}.
Remark 5. Due to the fact that in each case, the scattering operator is
represented as
(Sϕ)(j)(x) = ϕ(j)(x) +
1
i
∫
R
eitH0(FHF (u))
(j) dt,
(FHF (u))
(j) = VH(x)uj(x, t) +
∫
Rn
VF (x, y)uj(y, t) dy,
j = 1, 2, · · · , N , our reconstruction formula given below is valid for both of
the scattering although assumptions on V are different.
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We consider now a inverse scattering problem of identifying the interac-
tion potential V (x) from the scattering operator S with the domain [H1ε (R
n)]N
or
∑ℓ,m.
Theorem 1.11. Let 2 ≤ n ≤ 6. Assume that V satisfies the assumption
in Theorem 1.9 or Theorem 1.10. In addition, suppose that V is a compact
operator from L2(Rn) to L2,1+δ(Rn) with 2δ > n. Then for any ϕ(j) ∈ S0,
j = 1, 2, · · · , N , we have
lim
|v|→∞
〈
i ((S − I)Φv)(j) ,Φ(j)v
〉
L2
=
∫
Rn
V̂ (ξ)H
(j)
HF (ξ) dξ,
where Φ
(j)
v (x) = eiv·xϕ(j)(x), v ∈ Rn and
H
(j)
HF (ξ) =
N∑
k=1
∫
R
F (|U0(t)ϕ(k)∣∣2)(ξ)F (|U0(t)ϕ(j)|2)(ξ) dt
−
N∑
k=1
∫
R
∣∣∣F ((U0(t)ϕ(j)) (U0(t)ϕ(k))) (ξ)∣∣∣2 dt.
Similarly to the RH equation and H equation, the high-velocity limit of
the scattering operator is equal to the small-amplitude limit of it.
Corollary 1.3. Let 2 ≤ n ≤ 6. Assume that V satisfies the assumption
in Theorem 1.9 or Theorem 1.10. In addition, suppose that V is a compact
operator from L2(Rn) to L2,1+δ(Rn) with 2δ > n. Then for any ϕ(j) ∈ S0,
j = 1, 2, · · · , N and ε > 0, we have
lim
|v|→∞
〈
(i(S − I)Φv)(j) ,Φ(j)v
〉
L2
= lim
ε→0
1
ε3
〈
(i(S − I)(εϕ))(j) , ϕ(j)
〉
L2
,
where Φ
(j)
v (x) = eiv·xϕ(j)(x), v ∈ Rn.
Let ϕλ(x) = ϕ((λ+ 1)x) and
H
(j)
HF (ξ, λ) =
N∑
k=1
∫
R
F
(∣∣∣U0(t)ϕ(k)λ ∣∣∣2) (ξ)F (∣∣∣U0(t)ϕ(j)λ ∣∣∣2) (ξ) dt
−
N∑
k=1
∫
R
∣∣∣∣F ((U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ )) (ξ)∣∣∣∣2 dt.
14
Consider the integral equation of the first kind:
P (j)(λ) = (THF V̂ )
(j)(λ) :=
∫
Rn
V̂ (ξ)H
(j)
HF (ξ, λ) dξ. (1.6)
Theorem 1.12. Let Γ ⊂ R be a compact set. Assume that 2 ≤ n ≤ 6. Then
for any ϕ(j) ∈ H1(Rn), j = 1, · · · , N , the integral operator THF is a compact
operator from Hk(Rn) to L2(Γ) for k > n/2.
Similarly to the RH equation and the H equation, the Picard’s theorem
allows us to obtain a reconstruction formula of V̂ in term of the singular
system of THF .
Theorem 1.13. Let 2 ≤ n ≤ 6. Assume that V satisfies the assumption
in Theorem 1.9 or Theorem 1.10. In addition, suppose that V is a compact
operator from L2(Rn) to L2,1+δ(Rn) with 2δ > n. Then for any ϕ ∈ [S0]N ,
the function
P (j)(λ) := lim
|v|→∞
〈
i ((S − I)Φv(·, λ))(j) ,Φ(j)v (·, λ)
〉
L2
, j = 1, · · ·N,
Φv(x, λ) = e
iv·x
ϕ((λ+ 1)x)
is the L2-function on a compact set Γ ⊂ R. Moreover, letting {µn, ϕn, gn},
n ∈ N be a singular system of THG, the Fourier transform of the interaction
potential is reconstructed by the formula:
Vˆ (ξ) =
∞∑
n=1
1
µn
〈
P (j), gn
〉
L2(Γ)
ϕn
if and only if P (j) ∈ N (T ∗HF )⊥ and satisfies
∞∑
n=1
1
µ2n
∣∣∣〈P (j), gn〉L2(Γ)∣∣∣2 <∞.
Theorem 1.14. Let 2 ≤ n ≤ 6. Assume that V♯, ♯ = 1, 2 satisfy the assump-
tion in Theorem 1.11. Let S♯ are the scattering operator for the HF equation
(1.2) with interaction potential V♯. If S1 = S2, then we have V1 = V2.
The structure of this paper is as follows. Section 2 is devoted to an analy-
sis of high-velocity analysis of the scattering operator. A time-space estimate
on VH(x, u)U0(t)Φv plays a important role. We give proofs of Theorem 1.3,
Theorem 1.7 and Theorem 1.12 in Section 3. It will be shown that the set of
functions {TGf}, {THf} and {THFf} are equicontinuous and equibounded
in the set of continuous functions C(Γ). Section 4 gives a proof of Theorem
1.14.
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2 High velocity limit of the scattering oper-
ator
In this section, we analyze the asymptotic behavior of the scattering operator
for the RH equation, the H equation and the HF equations. Due to the
similarity of the proof, we give a proof in detail only for the case of the RH
equation.
Consider the RH equation (1.3). Let S be the scattering operator for (1.3)
defined in Theorem 1.1. Our goal in this section is to prove the following
theorem.
Theorem 2.1. Let 3 ≤ n ≤ 6 and 2δ > n. Assume that V ∈ V∩L2,1+δ(Rn) is
a radial, non-negative and non-increasing function. In addition, suppose that
V is a compact operator from L2(Rn) to L2,1+δ(Rn). Then for any ϕ ∈ S0,
we have
〈i(S − I)Φv,Φv〉L2 =
∫
Rn
V̂ (ξ)G(ξ) dξ +R(v),
where Φv(x) = e
iv·xϕ(x), v ∈ Rn and
G(ξ) =
∫
R
∣∣F (|U0(t)ϕ|2)(ξ)∣∣2 dt,
R(v) = O(|v|−2), |v| → ∞.
2.1 Preliminary lemmas
In order to prove Theorem 2.1, we need some lemmas.
Lemma 2.1. Let n ≥ 2 and s > 1. Assume that q is a compact operator
from L2(Rn) to L2,s(Rn). Then for any ϕ ∈ S0, there exist a positive constant
C such that ∫ ∞
−∞
‖qU0(t)eiv·xϕ‖L2 dt ≤ C|v|
for |v| large enough.
Proof. The proof will be found in [2, Lemma 2.2] and its proof. 
We establish a similar estimate for the RH equation.
Lemma 2.2. Let n ≥ 3 and s > 1. Assume that V ∈ V is a radial, non-
negative and non-increasing function. Suppose that V is a compact operator
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from L2(Rn) to L2,s(Rn). Then for any ϕ ∈ S0, there exist a positive constant
C such that ∫ ∞
−∞
‖VHU0(t)Φv‖L2 dt ≤ C|v|
for |v| large enough, where VH(x, u) = (V ∗ |u(·, t)|2)(x) and u(t) = u(x, t) is
the scattering solution for the RH equation (1.3).
Proof. Due to the L2 boundedness of the scattering solution to the RH
equation (1.3), we have∣∣F(|u|2)(t, ξ)∣∣ ≤ ‖|u(t)|2‖L1 ≤ ‖f−‖2L2 .
From this inequality and the identity V̂H = V̂ F(|u|2), one has
‖VH(·, u)U0(t)Φv‖L2 = ‖(V̂ |̂u|2) ∗ F(U0(t)Φv)‖L2
≤ sup
t,ξ
∣∣∣|̂u|2(t, ξ)∣∣∣ ‖V̂ ∗ F(U0(t)Φv)‖L2
≤ C‖V U0(t)Φv‖L2 .
Then, applying Lemma 2.1 to the right hand side of the above inequality
achieves the desired estimate. 
Let u be the scattering solution to (1.3). Consider the wave operator
Ω− : H
1 ∋ f− → u(0) ∈ H1.
Lemma 2.3. Let n ≥ 3 and Φv = eiv·xϕ. Assume that V (x) satisfies the
same condition as in Lemma 2.2. Then for any ϕ ∈ S0, we have
‖(Ω− − I)U0(t)Φv‖L2 = O(|v|−1)
as |v| → ∞ uniformly in t ∈ R.
Proof. In view of the representation of the wave operator, one has
〈Ω−f, g〉L2 − 〈f, g〉L2 = i
∫ 0
−∞
〈VH(x, u)u(s), U0(s)g〉L2 ds.
Then, Lemma 2.2 and the duality argument enables us to obtain
‖(Ω− − I)U0(t)Φv‖L2 ≤
∫ ∞
−∞
‖u(s)‖L2‖VH(·, u)U0(s)g‖L2 ds
≤ C|v| .
Here C is a positive constant independent of t. This completes the proof. 
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Lemma 2.4. Let n ≥ 2, δ > 0 and Φv = eiv·xϕ, v ∈ Rn. Assume that V
is a compact operator from L2(Rn) to L2,1+δ(Rn). Then for any ϕ ∈ S0 and
y ∈ Rn, there exist positive constants C1, C2 and C3 such that
‖V (· − y)U0(t)Φv‖L2 ≤ C1
(
1 +
|vt|
4
)−3
+ C2(1 + |vt|)−3/2
+ C3
{
1 +
(
3
8
|vt| − |y|
)2}−(1+δ)/2
.
Proof. The proof of this lemma is almost the same as in [2]. 
We denote by Lp(R;Lq) the set of Lq-valued Lp functions.
Lemma 2.5. Let 2 ≤ n ≤ 6. Then for any ϕ ∈ H1(Rn),
‖U0(·)ϕ‖L4(R;L4) ≤ C‖ϕ‖H1, C > 0.
Proof. The proof will be found in [12, Proposition 6]. 
2.2 Proof of Theorem 2.1
We are now in a position to prove Theorem 2.1. Let FRH(u) = (V ∗
|u(t)|2)u(t). We break the scattering operator in four parts:
〈i(S − I)Φv,Φv〉L2 = L(v) +R1(v) +R2(v) +R3(v),
where
L(v) =
∫ ∞
−∞
〈FRH(U0(s)Φv), U0(s)Φv〉L2 ds,
R1(v) =
∫ ∞
−∞
〈[
V ∗ {u(s)− U0(s)Φv}U0(s)Φv
]
U0(s)Φv, U0(s)Φv
〉
L2
ds,
R2(v) =
∫ ∞
−∞
〈[
V ∗ u(s)
{
u(s)− U0(s)Φv
}]
U0(s)Φv, U0(s)Φv
〉
L2
ds,
R3(v) =
∫ ∞
−∞
〈{
V ∗ |u(s)|2} {u(s)− U0(s)Φv} , U0(s)Φv〉L2 ds.
Here u(t) is the scattering solution to (1.3).
To calculate the leading term L(v), we first observe that the identity
〈FRH(U0(t)Φv), U0(t)Φv〉L2 = 〈FRH(U0(t)ϕ), U0(t)ϕ〉L2
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holds. In fact, by using the identity
(U0(s)Φv)(x) = e
i(v·x−|v|2s/2)(U0(s)ϕ)(x− vs),
and the change of variables s = t/|v|, x′ = x− vt and y′ = y − vt, we obtain
〈FRH(U0(t)Φv), U0(t)Φv〉L2
=
∫
Rn
∣∣∣ei(v·x−|v|2t/2)(U0(t)ϕ)(x− vt)∣∣∣2 (V ∗ |(U0(t)ϕ)(· − vt)|2) (x) dx
=
∫
Rn
|(U0(t)ϕ)(x′)|2
(∫
Rn
V (x′ + vt− (y′ + vt))|U0(t)ϕ(y′)|2 dy′
)
dx
=
∫
Rn
VH(x, U0(t)ϕ)(U0(t)ϕ)(x
′)(U0(t)ϕ)(x′) dx
′
= 〈FRH(U0(t)ϕ), U0(t)ϕ〉L2 .
The Plancherel’s theorem implies that
〈FRH(U0ϕ), U0(t)ϕ〉L2 =
〈
V̂ F(|U0(t)ϕ|2),F(|U0(t)ϕ|2)
〉
L2
.
Then, the Fubini’s thoerem yields the expression of the leading term
L(v) =
∫
Rn
V̂ (ξ)
(∫
R
∣∣F(|U0(t)ϕ|2)∣∣2 dt) dξ.
Here we note that L(v) is bounded. In fact, thanks to Lemma 2.5, one gets
|L(v)| ≤ ‖V̂ ‖L∞
∫
R
∫
Rn
∣∣F(|U0(t)ϕ|2)∣∣2 dξdt
≤ C‖V ‖L1
∫ ∥∥F(|U0(t)ϕ|2)∥∥2L2 dt
= C‖U0(t)ϕ‖4L4(R;L4)
≤ C‖ϕ‖4H1.
Next, we will show that R3(v) = O(|v|−2) as |v| → ∞. Thanks to Lemma
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2.2 and Lemma 2.3, one has
|R3(v)| ≤
∫ ∞
−∞
|〈(Ω− − I)(U0(s)Φv), VH(·, u)U0(s)Φv〉L2 | ds
≤
∫
R
‖(Ω− − I)(U0(s)Φv)‖L2 ‖VH(·, u)(U0(s)Φv)‖L2 ds
≤ C|v|
∫
R
‖VH(·, u)(U0(s)Φv)‖L2 ds
≤ C|v|2 ,
due to the fact that u(t) = Ω− (U0(t)φ).
We will claim that Rj(v) = O(|v|−2), j = 1, 2 as |v| → ∞. Due to the
fact that
‖(V ∗ ab)c‖2L2 ≤ ‖a‖2L2
∫
Rn
|b(y)|2
(∫
Rn
|V (x− y)c(x)|2 dx
)
dy,
we obtain
|R1(v)| ≤
∫
R
‖
(
V ∗ {(Ω− − I)(U0(s)Φv)}U0(s)Φv
)
U0(s)Φv‖L2 ‖U0(s)Φv‖L2 dt
≤ ‖ϕ‖L2
∫
R
‖
(
V ∗ {(Ω− − I)(U0(s)Φv)}U0(s)Φv
)
U0(s)Φv‖L2 dt
≤ ‖ϕ‖L2
∫
R
‖(Ω− − I)U0(s)Φv‖L2{∫
Rn
|(U0(s)Φv)(y)|2
(∫
Rn
|V (x− y)(U0(s)Φv)(x)|2 dx
)
dy
}1/2
dt.
Thanks to Lemma 2.3 and Lemma 2.4, one has
|R1(v)| ≤ C|v|
(
R
(1)
1 (v) +R
(2)
1 (v)
)
,
where
R
(1)
1 (v) =
∫
R
{(
1 +
|vt|
4
)−3
+ (1 + |vt|)−3/2
}
‖U0(s)Φv‖L2 dt
R
(2)
1 (v) =
∫
R

∫
Rn
(
1 +
(
3
8
|vt| − |y|
)2)−(1+δ)
|U0(t)Φv|2 dy

1/2
dt.
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Let us prove that R
(1)
1 (v) ≤ C|v|−1 for some C > 0. Thanks to Lemma 2.3,
it is easy to verify that
R
(1)
1 (v) = ‖ϕ‖L2
∫
R
{(
1 +
|vt|
4
)−3
+ (1 + |vt|)−3/2
}
dt
≤ C|v| .
We will show that R
(2)
1 (v) ≤ C|v|−1 for some C > 0. By using Lemma
2.4 and estimate ‖U0(t)Φv‖L∞ ≤ ‖ϕ̂‖L1, one gets
R
(2)
1 (v) ≤ C‖φ̂‖L1
∫
R
∥∥∥∥∥∥
(
1 +
(
3
8
|vt| − |y|
)2)−(1+δ)/2∥∥∥∥∥∥
L2
dt.
The polar coordinate yields that∥∥∥∥∥∥
(
1 +
(
3
8
|vt| − |y|
)2)−(1+δ)/2∥∥∥∥∥∥
2
L2
= |Sn−1|
∫ ∞
0
rn−1
(1 + (3|vt|/8− r)2)(1+δ) dr,
where |Sn−1| is the surface area of the unit (n − 1)-sphere in n-dimensional
Euclidean space. It is easy to verify that∫ 3|vt|/16
0
rn−1
(1 + (3|vt|/8− r)2)(1+δ) dr ≤
∫ 3|vt|/16
0
rn−1
(1 + (3|vt|/16)2/4)(1+δ) dr
=
1
n
(3|vt|/16)n
(1 + (3|vt|/8)2/4)(1+δ)
and∫ ∞
3|vt|/16
rn−1
(1 + (3|vt|/8− r)2)(1+δ) dr ≤ 2
∫ 3|vt|/16
0
(1 + r)n−1
(1 + r)2(1+δ)
dr
=
2
2(1 + δ)− n
(
1 +
3
16
|vt|
)n−2(1+δ)
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for n < 2(1 + δ). Then we have∥∥∥∥∥∥
(
1 +
(
3
8
|vt| − |y|
)2)−(1+δ)/2∥∥∥∥∥∥
2
L2
≤ C1(3|vt|/16)
n
(1 + (3|vt|/8)2/4)(1+δ)
+
C2
2(1 + δ)− n
(
1 +
3
16
|vt|
)n−2(1+δ)
≤ C3
(
1 +
3
16
|vt|
)n−2(1+δ)
for n < 2(1 + δ), where C3 is a positive constant depending only on n and δ.
Therefore, one has
R
(2)
1 (v) ≤
C
|v|
∫
R
(1 + s/2)(n−2(1+δ))/2 dx
=
C
|v|
for n/2 < δ, due to the change of variables 3|vt|/8 = s.
We now conclude that |R1(v)| ≤ C/|v|2. Similarly, the remainder term
R2(v) is estimated as
|R2(v)| ≤ C|v|2 , for n/2 < δ.
Consequently, letting R(v) = R1(v) +R2(v) +R3(v), we obtain
|R(v)| ≤ C1|v|2 +
C2
|v|2 ,
which proves the theorem.
3 Integral equations
In this section, we will show that the integral operators TG, TH and THF are
compact operators. After giving a proof in detail for TG in subsection 3.1, we
give a sketch of proofs for TH and THF in subsection 3.2 and 3.3, respectively.
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3.1 Integral operator TG
Consider the integral operator TG:
(TGf)(λ) =
∫
Rn
f(ξ)G(ξ, λ) dξ,
where
G(ξ, λ) =
∫
R
∣∣F (|U0(t)ϕλ|2) (ξ)∣∣2 dt
and ϕλ(x) = ϕ((λ+ 1)x).
Due to the Sobolev embedding theorem Hk(Rn) →֒ L∞(Rn) for 2k > n,
in order to prove Theorem 1.3, it suffices to verify that TG is a compact
operator from L∞(Rn) to C(Γ).
Theorem 3.1. Let Γ ⊂ R be a compact set. Assume that 2 ≤ n ≤ 6. Then
for any ϕ ∈ H1(Rn) the integral operator TG is a compact operator from
L∞(Rn) to C(Γ).
Proof. Due to the fact that ||u|2 − |v|2| ≤ |u− v|2 + 2(|u|+ |v|)|u− v|,
we have
|(TGf)(λ)− (TGf)(λ′)| ≤ T (1)G (λ, λ′) + 2T (2)G (λ, λ′),
where
T
(1)
G (λ, λ
′) =
∫
Rn
|f(ξ)|
(∫
R
∣∣F(|U0(t)ϕλ|2)(ξ)− F(|U0(t)ϕλ′ |2)(ξ)∣∣2 dt) dξ,
T
(2)
G (λ, λ
′) =
∫
Rn
|f(ξ)|
(∫
R
{|F(|U0(t)ϕλ|2)(ξ)|+ |F(|U0(t)ϕλ′|2)(ξ)|}∣∣F(|U0(t)ϕλ|2)(ξ)−F(|U0(t)ϕλ′ |2)(ξ)∣∣ dt) dξ.
Thanks to Lemma 2.5, one has
T
(1)
G (λ, λ
′) ≤ ‖f‖L∞
∫
R
∥∥F(|U0(t)ϕλ|2 − |U0(t)ϕλ′ |2)∥∥2L2 dt
≤ ‖f‖L∞
∫
R
‖(|U0(t)ϕλ|+ |U0(t)ϕλ′ |)(|U0(t)ϕλ| − |U0(t)ϕλ′ |)‖2L2 dt
≤ ‖f‖L∞
∫
R
‖ |U0(t)ϕλ|+ |U0(t)ϕλ′ |‖2L4 ‖ |U0(t)ϕλ| − |U0(t)ϕλ′ |‖2L4 dt
≤ ‖f‖L∞
(
‖U0(·)ϕλ‖2L4(R;L4) + ‖U0(·)ϕλ′‖2L4(R;L4)
)
‖U0(·)(ϕλ − ϕλ′)‖2L4(R;L4)
≤ C‖f‖L∞
(‖ϕλ‖2H1 + ‖ϕλ′‖2H1) ‖ϕλ − ϕλ′‖2H1
≤ C‖f‖L∞|λ− λ′|2.
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Similarly, for the function T
(2)
G , one gets
T
(2)
G (λ, λ
′) ≤ ‖f‖L∞
∫
R
∥∥F(|U0(t)ϕλ|2)∥∥L2 ∥∥F(|U0(t)ϕλ|2 − |U0(t)ϕλ′ |2)∥∥L2 dt
+ ‖f‖L∞
∫
R
∥∥F(|U0(t)ϕλ′ |2)∥∥L2 ∥∥F(|U0(t)ϕλ|2 − |U0(t)ϕλ′ |2)∥∥L2 dt
≤ ‖f‖L∞
∫
R
(‖U0(t)ϕλ‖2L4 + ‖U0(t)ϕλ′‖2L4)
‖ |U0(t)ϕλ|+ |U0(t)ϕλ′ |‖L4 ‖ |U0(t)ϕλ| − |U0(t)ϕλ′|‖L4 dt
≤ ‖f‖L∞
∫
R
(‖U0(t)ϕλ‖L4 + ‖U0(t)ϕλ′‖L4)3 ‖U0(t)(ϕλ − ϕλ′)‖L4 dt
≤ ‖f‖L∞
(
‖U0(·)ϕλ‖3L4(R;L4) + ‖U0(·)ϕλ′‖3L4(R;L4)
)
‖U0(·)(ϕλ − ϕλ′)‖L4(R;L4)
≤ C‖f‖L∞
(‖ϕλ‖3H1 + ‖ϕλ′‖3H1) ‖ϕλ − ϕλ′‖H1
≤ C‖f‖L∞|λ− λ′|.
Thus we obtain
|(TG)(f)(λ)− (TGf)(λ′)| ≤ C‖f‖L∞|λ− λ′|
for λ ∈ Γ. This implies that {TGf} is equicontinuous and equibounded for
‖f‖L∞. It therefore follows from the theorem Ascoli that {TGf} contains
a Cauchy subsequence in C(Γ), which implies the integral operator TG is a
compact operator from L∞(Rn) to C(Γ). The proof is complete.

3.2 Integral operator TH
Consider the integral operator TH :
(THf)(λ) :=
∫
Rn
f(ξ)H(ξ, λ) dξ. (3.1)
where
H(ξ, λ) =
N∑
k=1
k 6=j
∫
R
F
(∣∣∣U0(t)ϕ(k)λ ∣∣∣2) (ξ)F (∣∣∣U0(t)ϕ(j)λ ∣∣∣2) (ξ) dt
and ϕ
(j)
λ (x) = ϕ
(j)( (λ+ 1)x).
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Theorem 3.2. Let Γ ⊂ R be a compact set. Assume that 2 ≤ n ≤ 6. Then
for any ϕj ∈ H1(Rn), j = 1, · · · , N the integral operator TH is a compact
operator from L∞(Rn) to C(Γ).
Proof. It is clear that
|H(ξ, λ)−H(ξ, λ′)| ≤
N∑
k=1
k 6=j
∣∣∣∣∣
∫
R
F
(∣∣∣U0(t)ϕ(k)λ ∣∣∣2) (ξ)F (∣∣∣U0(t)ϕ(j)λ ∣∣∣2) (ξ)
− F
(∣∣∣U0(t)ϕ(k)λ′ ∣∣∣2) (ξ)F (∣∣∣U0(t)ϕ(j)λ′ ∣∣∣2) (ξ) dt
∣∣∣∣∣
≤
N∑
k=1
k 6=j
(
H(1)(λ, λ′) +H(2)(λ, λ′)
)
,
where
H(1)(ξ, λ, λ′) =
∫
R
∣∣∣∣∣F
(∣∣∣U0(t)ϕ(j)λ ∣∣∣2) (ξ)
∣∣∣∣∣∣∣∣∣{F (∣∣∣U0(t)ϕ(k)λ ∣∣∣2) (ξ)− F (∣∣∣U0(t)ϕ(k)λ′ ∣∣∣2) (ξ)}∣∣∣∣ dt
H(2)(ξ, λ, λ′) =
∫
R
∣∣∣∣F (∣∣∣U0(t)ϕ(k)λ′ ∣∣∣2) (ξ)∣∣∣∣∣∣∣∣∣
{
F
(∣∣∣U0(t)ϕ(j)λ ∣∣∣2) (ξ)− F (∣∣∣U0(t)ϕ(j)λ′ ∣∣∣2) (ξ)
}∣∣∣∣∣ dt.
The same technique as in the estimate on T
(2)
G (λ, λ
′) finds that∫
Rn
|f(ξ)| |H(ξ, λ)−H(ξ, λ′)| dξ
≤ ‖f‖L∞
N∑
k=1,k 6=j
{
cj‖ϕ(k)λ − ϕ(k)λ′ ‖H1 + ck‖ϕ(j)λ − ϕ(j)λ′ ‖H1
}
for some cj , ck > 0. This estimate implies that
|(TH)(f)(λ)− (THf)(λ′)| ≤ C‖f‖L∞|λ− λ′|
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for λ ∈ Γ. Due to the same argument as in the subsection 3.1, the integral
operator TH is the compact operator from L
∞(Rn) to C(Γ). The proof is
complete. 
3.3 Integral operator THF
Consider the integral operator THF :
(THFf)(λ) :=
∫
Rn
f(ξ)HHF (ξ, λ) dξ. (3.2)
where
HHF (ξ, λ) =
N∑
k=1
∫
R
F
(∣∣∣U0(t)ϕ(k)λ ∣∣∣2) (ξ)F (∣∣∣U0(t)ϕ(j)λ ∣∣∣2) (ξ) dt
−
N∑
k=1
∫
R
∣∣∣∣F ((U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ )) (ξ)∣∣∣∣2 dt
and ϕ
(j)
λ (x) = ϕ
(j)( (λ+ 1)x).
Theorem 3.3. Let Γ ⊂ R be a compact set. Assume that 2 ≤ n ≤ 6. Then
for any ϕj ∈ H1(Rn), j = 1, · · · , N the integral operator THF is a compact
operator from L∞(Rn) to C(Γ).
Proof. We write
HHF (ξ, λ)−HHF (ξ, λ′) =
N∑
k=1
(
H
(1)
HF (ξ, λ, λ
′)−H(2)HF (ξ, λ, λ′)
)
,
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where
H
(1)
HF (ξ, λ, λ
′) =
∫
R
{
F
(∣∣∣U0(t)ϕ(k)λ ∣∣∣2) (ξ)F (∣∣∣U0(t)ϕ(j)λ ∣∣∣2) (ξ)
− F
(∣∣∣U0(t)ϕ(k)λ′ ∣∣∣2) (ξ)F (∣∣∣U0(t)ϕ(j)λ′ ∣∣∣2) (ξ)
}
dt,
H
(2)
HF (ξ, λ, λ
′) =
∫
R
{∣∣∣∣F ((U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ )) (ξ)∣∣∣∣2
−
∣∣∣∣F ((U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ )) (ξ)∣∣∣∣2
}
dt.
Due to the fact that |H(1)HF | ≤ H(1) +H(2), where H(1) and H(2) are defined
in the proof of Theorem 3.2, we have∫
Rn
|H(1)HF (ξ, λ, λ′)| dξ ≤ C|λ− λ′|
for some C > 0 and for λ ∈ Γ.
For H
(2)
HF , thanks to the inequality |g|2 − |f |2 ≤ | g − f |2 + 2|f | | g − f |,
we have
|H(2)HF (ξ, λ, λ′)|
≤
∫
R
∣∣∣∣F ((U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ )) (ξ)− F ((U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ )) (ξ)∣∣∣∣2 dt
+ 2
∫
R
∣∣∣∣F ((U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ )) (ξ)∣∣∣∣×
×
∣∣∣∣F ((U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ )) (ξ)− F ((U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ )) (ξ)∣∣∣∣ dt.
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Thanks to Lemma 2.5, one gets∫
Rn
∫
R
∣∣∣∣F ((U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ ))− F ((U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ ))∣∣∣∣2 dt dξ
≤
∫
R
∥∥∥∥(U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ )− (U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ )∥∥∥∥2
L2
dt
≤
∫
R
∥∥∥∥(U0(t)ϕ(k)λ ){(U0(t)ϕ(j)λ )− (U0(t)φ(j)λ′ )}∥∥∥∥2
L2
dt
+
∫
R
∥∥∥∥(U0(t)ϕ(j)λ′ ){(U0(t)ϕ(k)λ )− (U0(t)ϕ(k)λ′ )}∥∥∥∥2
L2
dt
≤ C1‖ϕ(k)λ ‖2H1‖φ(j)λ − ϕ(j)λ′ ‖2H1 + C2‖ϕ(j)λ′ ‖2H1‖ϕ(k)λ − ϕ(k)λ′ ‖2H1
≤ C|λ− λ′|
for some C > 0 and λ ∈ Γ. In the same way as in the proof of Theorem 3.1,
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we also obtain∫
Rn
∫
R
∣∣∣∣F ((U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ ))∣∣∣∣×
×
∣∣∣∣F ((U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ ))−F ((U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ ))∣∣∣∣ dt dξ
≤
∫
R
∥∥∥∥(U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ )∥∥∥∥
L2
×∥∥∥∥(U0(t)ϕ(j)λ )(U0(t)ϕ(k)λ )− (U0(t)ϕ(j)λ′ )(U0(t)ϕ(k)λ′ )∥∥∥∥
L2
dt
≤
∫
R
{∥∥∥∥ ∣∣∣U0(t)ϕ(j)λ′ ∣∣∣2∥∥∥∥
L2
+
∥∥∥∥ ∣∣∣U0(t)ϕ(k)λ′ ∣∣∣2∥∥∥∥
L2
}
×{∥∥∥∥(U0(t)ϕ(j)λ ){(U0(t)ϕ(k)λ )− (U0(t)ϕ(k)λ′ )}∥∥∥∥
L2
+
∥∥∥∥(U0(t)ϕ(k)λ′ ){(U0(t)ϕ(j)λ )− (U0(t)ϕ(j)λ′ )}∥∥∥∥
L2
}
dt
≤
∫
R
{∥∥∥U0(t)ϕ(j)λ′ ∥∥∥2
L4
+
∥∥∥U0(t)ϕ(k)λ′ ∥∥∥2
L4
}
×{∥∥∥U0(t)ϕ(j)λ ∥∥∥
L4
∥∥∥U0(t)ϕ(k)λ − U0(t)ϕ(k)λ′ ∥∥∥
L4
+
∥∥∥U0(t)ϕ(k)λ′ ∥∥∥
L4
∥∥∥U0(t)ϕ(j)λ − U0(t)ϕ(j)λ′ ∥∥∥
L4
}
dt
≤
∫
R
(∥∥∥U0(t)ϕ(j)λ′ ∥∥∥
L4
+
∥∥∥U0(t)ϕ(k)λ′ ∥∥∥
L4
)3
×(∥∥∥U0(t)ϕ(k)λ − U0(t)ϕ(k)λ′ ∥∥∥
L4
+
∥∥∥U0(t)ϕ(j)λ − U0(t)ϕ(j)λ′ ∥∥∥
L4
)
dt
≤
(∥∥∥U0(t)ϕ(j)λ′ ∥∥∥3
L4(R;L4)
+
∥∥∥U0(t)ϕ(k)λ′ ∥∥∥3
L4(R;L4)
)
×(∥∥∥U0(t)ϕ(k)λ − U0(t)ϕ(k)λ′ ∥∥∥
L4(R;L4)
+
∥∥∥U0(t)ϕ(j)λ − U0(t)ϕ(j)λ′ ∥∥∥
L4(R;L4)
)
≤ C
(
‖ϕ(j)λ′ ‖3H1 + ‖ϕ(k)λ′ ‖3H1
)(
‖ϕ(k)λ − ϕ(k)λ′ ‖H1 + ‖ϕ(j)λ − ϕ(j)λ′ ‖H1
)
≤ C|λ− λ′|
for some C > 0 and λ ∈ Γ.
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Consequently, we obtain∫
Rn
∣∣H(2)(ξ, λ, λ′)∣∣ dξ ≤ C|λ− λ′|
for some C > 0 and λ ∈ Γ. Hence one gets
|(THFf)(λ)− (THFf)(λ′)| ≤ ‖f‖L∞
∫
Rn
|HHF (ξ, λ)−HHF (ξ, λ′)| dξ
≤ ‖f‖L∞
N∑
k=1
∫
Rn
∣∣∣H(1)HF (ξ, λ, λ′)∣∣∣ + ∣∣∣H(2)HF (ξ, λ, λ′)∣∣∣ dξ
≤ C‖f‖L∞|λ− λ′|
for some C > 0 and λ ∈ Γ. This implies that the operator THF is a compact
operator from L∞(Rn) to C(Γ), due to the same argument as in the proof of
Theorem 3.1. The proof is complete. 
4 Uniqueness
In this section, we prove the following uniqueness theorem in the inverse
scattering problem for the HF equation (1.2).
Theorem 4.1. Let 2 ≤ n ≤ 6. Assume that V♯, ♯ = 1, 2 satisfy the assump-
tion in Theorem 1.11. Let S♯ are the scattering operator for the HF equation
(1.2) with interaction potential V♯. If S1 = S2, then we have V1 = V2.
4.1 Lemmas
In order to prove theorem 4.1, we need some lemmas. Set
(G1ϕ(k))(t, ξ) = F
(∣∣e−itH0ϕ(k)∣∣2) (ξ),
(G2[ϕ(j), ϕ(k)])(t, ξ) = F
(
e−itH0ϕ(j)e−itH0ϕ(k)
)
(ξ)
and put BR(a) = {x ∈ Rn ; |x− a| < R}.
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Lemma 4.1. Let ε > 0 and pk ∈ Rn such that ∩Nk=1Bε(pk) = ∅. Then for
any ϕ(k) ∈ S0 with supp
ξ
ϕ̂(k)(ξ) ⊂ Bε(pk), k = 1, 2, · · ·N , we have
(G1ϕ(k))(t, ξ)(G1ϕ(j))(t, ξ) = 0, k 6= j,
on (t, ξ) ∈ R× Rn.
Proof. Due to the fact that |̂f |2 = f̂ f = f̂ ∗ f̂ , we have
(G1ϕ(k))(t, ξ) = e−itξ2ϕ̂(k) ∗ eitξ2ϕ̂(k)
=
∫
Rn
e−it(ξ−η)
2
ϕ̂(k)(ξ − η)eitη2ϕ̂(k)(η) dη
=
∫
Rn
e−itξ
2
e2itξ·ηϕ̂(k)(ξ − η)ϕ̂(k)(η) dη. (4.1)
Note that if suppη ϕ̂
(k)(η) ⊂ Bε(pk), then suppξ ϕ̂(k)(ξ−η)ϕ̂(k)(η) ⊂ B2ε(2pk)
for each η ∈ Bε(pk). It is also clear that if ∩Nk=1Bε(pk) = ∅, then ∩Nk=1B2ε(2pk) =
∅. Thus, one has
∩Nk=1 supp
ξ
(
ϕ̂(k)(ξ − η)ϕ̂(k)(η)
)
= ∅
for η ∈ Bε(pk), which implies that supp(t,ξ) G1ϕ(k) ∩ supp(t,ξ) G1ϕ(j) = ∅, due
to the identity (4.1), we complete the proof. 
Lemma 4.2. Let ε > 0 and pℓ ∈ Rn, ℓ = 1, 2, · · · , N such that ∩Nℓ=1Bε(pℓ) =
∅. Then for any ϕ(ℓ) ∈ S0 with suppξ ϕ̂(ℓ)(ξ) ⊂ Bε(pℓ), we have
supp
(t,ξ)
(G2[ϕ(j), ϕ(k)])(t, ξ) ⊂ R×B2ε(pj + pk), 1 ≤ j 6= k ≤ N.
Proof. It is clear that
(G2[ϕ(j), ϕ(k)])(t, ξ) = e−itξ2
∫
Rn
e2itξ·ηϕ̂(j)(ξ − η)ϕ̂(k)(η) dη.
In view of the assumption suppξ ϕ̂
(♭)(ξ) ⊂ Bε(p♭), ♭ = j, k, we have
supp
ξ
ϕ̂(j)(ξ − η)ϕ̂(k)(η) ⊂ B2ε(pj + pk),
which proves Lemma 4.2. 
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4.2 Proof of Theorem 4.1
We are now in a position to prove Theorem 4.1.
Let w(ξ) = V̂1(ξ) − V̂2(ξ). By virtue of Theorem 1.11 and assumption
S1 = S2, one has
0 =
∫
Rn
w(ξ)H
(j)
HF (ξ) dξ
=
∫
Rn
w(ξ)
N∑
k=1
∫
R
(G1ϕ(k))(t, ξ)(G1ϕ(j))(t, ξ) dt
−
∫
Rn
w(ξ)
N∑
k=1
∫
R
∣∣(G2[ϕ(k), ϕ(j)])(t, ξ)∣∣2 dt
for any ϕ(ℓ) ∈ S0, ℓ = 1, 2, · · · , N . Taking ϕ(ℓ) ∈ S0 with suppξ ϕ̂(ℓ)(ξ) ⊂
Bε(pℓ) as in Lemma 4.1, we have∫
Rn
w(ξ)
N∑
k=1
∫
R
(G1ϕ(k))(t, ξ)(G1ϕ(j))(t, ξ) dt = 0.
This implies that for such functions ϕ(♭), ♭ = j, k∫
Rn
Re (w(ξ))
N∑
k=1
∫
R
∣∣(G2[ϕ(k), ϕ(j)])(t, ξ)∣∣2 dt = 0, (4.2)
∫
Rn
Im (w(ξ))
N∑
k=1
∫
R
∣∣(G2[ϕ(k), ϕ(j)])(t, ξ)∣∣2 dt = 0,
where Re (w(ξ)) and Im (w(ξ)) denote the real part and the imaginary part
of the complex-valued function w(ξ), respectively.
Assume that for m > n/2, Hm(Rn) ∋ w 6≡ 0 on Rn. Due to the Sobolev
embedding theorem, we find w ∈ Cm−[n/2]−1,γ(Rn) for some 0 < γ < 1. Here
Cm,γ(Rn) denotes the set of Ho¨lder continuous functions with exponent γ.
Therefore, there exist δ > 0 and p ∈ Rn such that Re (w(ξ)) > 0 on Bδ(p).
For ε > 0 sufficiently small and fixed pj ∈ Rn, we define pℓ, ℓ = 1, 2, · · · , N
so that pℓ 6= pj , 1 ≤ ℓ, j ≤ N and
∪Nℓ=1,ℓ 6=jB2ε(pℓ + pj) ⊂ Bδ(p).
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Then, thanks to Lemma 4.2, there exist ϕ(♭) ∈ S0, ♭ = j, k such that the func-
tion
∑N
k=1(
∫ |G2[ϕ(k), ϕ(j)]|2dt)(ξ) is a non-negative function with the support
in Bδ(p). This and the positivity Re (w(ξ)) > 0 on Bδ(p) show that the inte-
gral of the left hand side in the identity (4.2) never vanishes for such functions
ϕ(♭). This contradicts the identity (4.2). Thus, we conclude that w ≡ 0 on
Rn, which proves Theorem 4.1.
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