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Chapter 1
Introduction
In the last two centuries the role of combustion has maintained its importance
for industrial development as principal means of transforming primary energy into
useful secondary energy such as heating, processed materials and mechanical and
electrical power. Nowadays, it is absolutely the ﬁrst way to convert energy in the
world since more than 90% of the global primary energy consumption is fed by
chemical fuels [20]. Even if the global demand of primary energy supply as doubled
in less than 40 years, in terms of proportions, this situation has slightly mutated in
the last 40 years and it is expected maintain this trend for a long period still [20].
As a period of reference, the last four decades have seen a growing interest also
in studying and better understanding the processes behind this -at ﬁrst glance-
simple phenomenon, since the widespread use of combustion for human applications
has always caused signiﬁcant environmental problems. Combustion product such as
carbon dioxide and sub-products such as nitrogen and sulphur oxides (NOx and SOx)
are nowadays proved to be cause of pollution and climatic alteration. Furthermore,
statistics about pollutants production conﬁrm that the largest source of CO2, and
of overall greenhouse gas emissions, comes from fossil fuel combustion: in fact, less
than 20% of the worldwide CO2 emissions derives from other sources [21].
Besides environmental impact, the deep understanding of the combustion phe-
nomenon is matter of research and deals with many phenomenological diﬃculties:
complexity of chemical mechanism, turbulence, heat transfer, phase changing prob-
lems and so on.
Further diﬃculties arise also because of the possible coupled behaviour between
these phenomena and in many cases speciﬁc models are required.
In this view, nowadays deep understanding and control of combustion processes
is of great scientiﬁc and technological interest for contributing both in the energy
eﬃciency and in the reduction of pollutant formation.
Particular interest is around turbulent combustion since it is the prevailing com-
bustion regime in the majority of industrial devices. Turbulent regime description
requires sophisticated statistical-based models and thus it cannot be treated apart
from computer-aided modelling.
The present work is thus focused on turbulent combustion modelling with special
focus on non-premixed combustion. Particularly, methane has been considered as
fuel to be investigated using an interesting new approach for non-premixed com-
bustion: the Unsteady Flamelet/ Progress Variable (UFPV). This model is part of
ﬂamelet-based models but it consists in a further evolution for getting more accurate
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pollutants formation prediction.
Since huge literature is already present regarding numerical modelling of hy-
drogen turbulent ﬂames using ﬂamelet hypothesis, from the coupling with RANS
[22, 23, 11, 24, 12, 25] to LES [26, 27, 28, 29, 30] and DNS [31, 32, 33, 34, 35],
this has justiﬁed the interest for this work about investigating a more complex fuel
(rather then hydrogen) like methane with UFPV approach.
The UFPV approach has been coupled with RANS solver (FOAM-extend) fol-
lowing the implementation successfully obtained by Naud et al. [11] which already
gave very accurate predictions for hydrogen.
2
Chapter 2
Turbulent combustion modelling
In this chapter backgrounds about combustion modelling are outlined and main
computational methods are presented.
2.1 Motivations and interests for numerical
modelling in combustion science
Research about combustion has been mainly driven by technological and societal
concerns regarding energy and fuels requests, environment and health issues, and
military purposes.
Regarding environmental quality, the widespread use of combustion for human
applications has always caused signiﬁcant environmental problems; but taking as a
period of reference the last four decades these concerns have dramatically gained
more attention.
As aforementioned, combustion products such as carbon dioxide and sub-products
such as nitrogen and sulphur oxides (NOxand SOx) and particulate soot are nowa-
days proved to be cause of pollution and climatic alteration. Reduction of this
kind of emissions are becoming a major research topic in combustion science since
the consequences of large scale emissions,e.g. global warming, are becoming more
worrisome.
It must be noticed that while the eﬀects of pollution are mostly local, and in
many situations can be reversed in matters of years or decades, the eﬀects of global
warming have worldwide impact and can only be reversed on geological time scales.
Consequently, in the near term of 2030 years, one important impact that research
about combustion can make on energy and climate is to further improve the com-
bustion eﬃciency, which can lead to the simultaneous reduction in fuel consumption
and CO2 emission. Indeed, experimental and modelling research about combustion
moved also in direction of getting improvements regarding the basic features an
industrial process should have: control and eﬃciency.
These key features could have high impact on reliability and economic eﬀective-
ness of the entire industrial process in which the combustion process is integrated.
In fact, the more eﬃcient the process can be the less is susceptible to the variation
of the costs of resources: for example, it is documented that in the last years the oil
price 1 have become strongly ﬂuctuating, from very low minimum to unpredictable
1but it could be extended to natural gas price since, as for example in the situation of US
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Status Physics
***** Stress and deformation prediction
**** Heat transfer and solid temperature prediction
*** Fluid ﬂow and convective heat transfer prediction in the absence of combustion
** General ﬂow and mixing prediction of combustion systems
*
Prediction of ﬁnite-rate chemistry eﬀects,such as ignition, extinction
and pollutant formation of CO, NOx, soot, etc.
Table 2.1: Status of current use of computational modelling in thermal systems in
commercial engineering enterprises. The number of (*) indicates the conﬁdence in
computing certain physics.[19]
peak values.
The economic eﬀectiveness of a combustion based application, nowadays, is in
some ways linked to pollutants emission too: it is the case, for example, of emission
trading on the electricity supply market in many nations around the world. In this
situation, power plant owners must pay for a number of permits (commonly known
as carbon credits) according to their emission levels so that the operational costs
substantially grow up.
On the other hand, the most critical technical issue is the combustion control
that aﬀects directly the global ﬂexibility of the application in which the burning
process is integrated in. In fact, some of the controlling issues the designer/operator
deals with, usually are related, in addition to combustion eﬃciency, to combustion
stability, to ﬂame shape and size and to heat transfer.
Historically, the complexity of the phenomenon has always imposed the study
of this aspects of the combustion systems with an expensive development work by
cut-and-try testing in experimental rigs and prototypes.
In this context, the growing potential of computer aided engineering, at lower
costs and turn-around times, has moved recently the interest to use more computa-
tional modelling in combustion systems engineering. However, dealing with such a
complex phenomenon nowadays it requires detailed simulations to get more infor-
mations than the more common cut-and-try way to proceed.
The focus on combustion modelling, is also justiﬁed by the fact that all other
elements of thermal systems could be successfully modelled computationally in a
very accurate way [19], as shown also in Table 2.1: engineering systems with mature
technology have computer models that are routinely used in analysis and can be
used for optimize the processes.
In this sense, combustion is the least developed technology of modern engineering
systems. More than forty years of research eﬀorts by some of the leading scientists
in the world has still not got us within close sight of achieving the goal of having
soundly based predictive models for combustors, that can be used in industry with
conﬁdence on a routine basis.
As reported by Echekki and Mastorakos [19], the assessment that computational
modelling of the combustion device plays a secondary role, still nowadays, in combus-
tors development is conﬁrmed by numerous collaborations with industry, academic
and government research laboratories.
market, they are strongly coupled [36].
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However, the most obvious prevision is that combustion modelling will gain more
and more importance in projects involving combustion systems engineering.
2.2 The complexity of turbulent combustion:
a matter of diﬀerent time and length scales
Taking apart the two topics (turbulence and chemistry of combustion) underlying
the concept of turbulent combustion, the wide range of time and length scales that
should be taken into account can be evinced.
A previous knowledge of the order of magnitude of these scales should be included
in any kind of approach for describing phenomena of turbulent combustion. This is
extremely important in order to choose the correct interaction model between the
physics of turbulence and chemistry or to get good assumptions for simplifying the
models.
Regarding time scales, a chemical reaction may occur at so short time scales
(roughly of the order of 10−15 s) that constitutive relations should be formulated in
order to take in to enable the integration of chemistry within the continuum models
for combustion. However, the gap in time scales between some elementary chemical
reactions and relevant ﬂow or device scales may still remain wide: for example,
with hydrocarbon combustion, there are short lived species, such as CH2, that have
lifetimes of order of 10−10 s [37]; while other can be much slower, like the well-known
Zeldovich mechanism for the formation of NO, which can be of order of millisecond.
Regarding length scales and taking as reference the dimensions of a generic com-
bustion device, namely Lc, for example the parts that practically aﬀects the ﬂow
ﬁeld are of order of 10−2Lc while dimensions of liquid or solid fuel particles are of
order a further factor of 10−2, getting an overall dimension of 10−4Lc [19].
Thus, the dimensions of turbulence at the Reynolds numbers of practical systems,
range from these dimensions down to a further factor of 10−2 (Kolmogorov scales)
for each of these prescribed input length scales. Considering a typical range of
dimensions for combustion devices from 0.1 to 10 m, the range of ﬂuid dynamics
scales usually spreads from 10−2 to 10−5 m, as shown in Figure 2.1. For chemical
length scale, starting from the continuum hypothesis, structures within the reaction
zones of ﬂames range in thickness from tens of µm to a fraction of a millimeter
corresponding to a laminar premixed ﬂame thickness [1].
Taking as example an internal combustion engine range for length scales goes
from several nanometers (10−9-10−7 m) for soot particles, to several micrometers
(10−6-10−5 m) for fuel droplets, to a fraction of a millimeter (10−3 m) for the small-
est aerodynamic ﬂow scales, to several centimeters (10−2 m) for valves diameters,
possibly up to meters (the size of the entire device); the range of time scales is
extended in the same way [2].
Therefore, it is evident that the range of length scales which represents the bulk of
combustion processes is very wide (105 in lengths and 108 in times), spreading from
molecular scales to device ones. It is evident that the complete range are actually
not coverable: a ﬂoating range of ≈1,000 in length scales is a practical upper limit
for current Tera-scale computing [2]. Even if large problems are aﬀordable, time
integration remains a diﬃcult challenge and many simulations of turbulent reactive
ﬂows are limited by CPU-time requested.
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It is important, then, to distinguish the type of coupling exist between processes
involved at so diﬀerent time and length scales. With this purpose, as previously
reported by Echekki [1], two important classiﬁcations categories can be described:
 based on the type of interaction which could exist between two diﬀerent phys-
ical processes(whether strong or weak), or
 based on the order of magnitude of scales related to two diﬀerent processes(if
the scales overlap or not).
Figure 2.1: Length and time scales in turbulent combustion as reported by Echekki
[1].
The ﬁrst classiﬁcation can be so addressed such as "physical" coupling of the
processes, while the second one such as "scale" coupling [19].
If there is a weak physical interaction between two processes, they both could
be implemented independently if they are governed by diﬀerent governing equa-
tions. Otherwise, a strong physical correlation could be treated in two possible
ways according to how much the processes are dependent from each other: if there
is sequentiality, the solution of the determining processes will be followed by the
solution of the dependent one and this situation could be referred as "one-way"
coupling; alternatively, the solutions of the problems might be concurrent to each
other and this case could be referred as "two-ways coupling".
An example of one-way coupling might be thermal NO formation in ﬂames. In
combustion simulations, it is common to evaluate NO formation as a post-processing
step once the major species are computed and steady-state relations are assumed
for intermediates.
On the other hand, the soot formation during combustion is a classic two-way
physical coupling problem. In this problem, soot is a major contributor to radiative
heat loss from the ﬂame zone, and plays a critical role in determining the ﬂame
temperature. In turn, the temperature proﬁles within the ﬂame also contribute to
the formation of soot and its transport. Despite the presence of soot-ﬂame coupling,
6
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time and length scales are not coupled and thus multiscale strategies must be used
to model this kind of interaction.
The behaviour of ﬂames within the thin ﬂamelet regime constitutes an example of
strong physical coupling, while separation of scales may be assumed. In this regime,
the ﬂames in turbulent ﬂow are assumed to be so thin that they behave locally as
laminar ﬂamelets. This is the main assumption used in this work, underlying the
whole chemistry-turbulence interaction model and it will be in detail explained in
next chapter.
Deﬁnitely, multiscale are required to model the eﬀects of unresolved scales on
resolved scales. The challenge of systems with multiple scales is to carry a rigorous
description of processes occurring at small/short length/time scales into a (neces-
sarily simpliﬁed) model that can be used in calculations that do not resolve these
scales. There is naturally some loss of accuracy in this simpliﬁcation, and one key
challenge in multiscale modelling is to quantify and manage the loss of information.
Figure 2.2: Ranges of numerical approaches based on time and length scales imple-
mented [2].
2.3 CFD frameworks
A schematic representation of the wide range of approaches that could be used
for combustion simulations is shown in Figure 2.2. From Molecular Dynamics (MD)
and Kinetic Monte Carlo (KMC) methods, that describe intermolecular processes for
a population of atoms and molecules -which are obviously of no interest in a generic
simulation regarding industrial processes-, to continuum-mechanics approaches that
describe chemical and physical processes at macro-scales, the path ideally followed
on Figure 2.2 is that of increasing simpliﬁcation of the physics simulated. On the
other hand, the same path could be regarded as of decreasing computational power
required.
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The range of continuum-mechanics approaches, which is commonly referred as
the ﬁeld of Computational Fluid Dynamics (CFD), is of course that one more in-
teresting on terms of length and time scales involving in a practical combustion
process:a further classiﬁcation may be based on the range of spatial and temporal
scales that are resolved. In this sense could be identiﬁed three large ﬁeld like Direct
Numerical Simulations, Large Eddy Simulations, Reynolds Averaged Navier-Stokes
equations simulations.
2.3.1 Direct Numerical Simulation (DNS)
Direct Numerical Simulation (DNS) is a description of chemically-reacting ﬂows,
directly based on continuum-mechanics statements for conservation of mass, mo-
mentum and energy as they are.
DNS provides high-ﬁdelity descriptions of turbulent convective transport, molec-
ular diﬀusion transport and chemical kinetics, since all relevant physical and chem-
ical scales are resolved, both in space and time. Thus, the reliability of the data
obtained could be on the same level of an experimental test or also even more.
In order to solve Navier-Stokes and species transport equations up to Kol-
mogorov's microscales, 3D unsteady solver must be used and strict restrictions
must be observed on the grid spacing and the time stepping. Indeed, since the
Kolmogorov length η is proportional to Re−3/4, this restriction also determines the
highest-Reynolds-number ﬂow that can be accurately computed for a given spatial
interval of the grid. The restrictions on time step comes from the Courant-Friedrichs-
Levy condition, which shows that, for the time stepping schemes used, the time in-
terval must be kept proportional to the grid spacing. Combined, these considerations
show that the computational cost of DNS is proportional to Re11/4[38].
In view of this, only low-Reynolds-number ﬂows (generally Re < 1000) can be
studied in this way within a feasible computational time. In addition, the feasibility
of the calculation on a reactive ﬂow is even more limited because DNS could not
resolve chemistry itself: even if using the ﬁnest ﬂuid dynamics resolution, chemical
mechanism modelling should still be taken in account, as far as the homogeneous
reaction hypothesis could still be satisﬁed. Hence, the chemical mechanism aﬀects
the number of species (and so, of equations) that should be transported and this
contribute at least in a linear way to the total computational cost2 [19].
This kind of approach is still used in a very restricted number of situations since,
as of today, the time and computational resources needed are justiﬁed only in case
of a large research interest: generally, to be an eﬀective design tool in industry, a
20 hours turnaround time, or better, is needed[19] and, at the end, this timings are
nowadays totally unrealisable with a DNS approach.
2.3.2 Large Eddy Simulations (LES)
A more eﬀective way to treat in detail turbulent behaviours are Large Eddy Sim-
ulations (LES), developed from the idea of getting ﬁne resolution of the turbulence
just for the largest turbulent scales and modelling smaller ones. This is obtained
2CDNS ∝ N The proportionality factor subsumes contributions associated with the spatial
resolution and the cost of advancing the scalar transport equations, including the evaluation of
transport properties and chemical reaction rates
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applying ﬁltering functions to the Navier-Stokes equations so that the solution is a
ﬁltered velocity ﬁeld. Even since it is still talking about a 3D and unsteady simula-
tion, with this approach the restrictions on time step and grid spacing are related to
larger scales. This makes the computational cost for practical engineering systems
with complex geometry or ﬂow conﬁgurations (such as turbulent jets) attainable
using supercomputers.
Particularly, this kind of approach ﬁts well, coupled with chemistry models,
to run turbulent combustion simulations, since it helps to visualize in detail the
complexity of the chemical-turbulent interaction with acceptable computational cost
compared to DNS.
2.3.3 Reynolds-Averaged and Favre-Averaged Navier-Stokes
equations Simulation (RANS/FANS)
Reynolds-Averaged Navier-Stokes equations (RANS) approach is widely the best
tool used in industry and research context due to the high capability to give an good
overview of a ﬂuid dynamics problem with the least computational cost.
This is obtained through solving the averaged form of Navier-Stokes equations
and modelling all the scales of turbulence. While the LES solution is unsteady and
captures large turbulent eddies in space, the RANS solution is steady and smooth
and, thus, giving partial informations about turbulence. Anyway, it is a very cost
eﬀective tool for any kind of scientiﬁc projects involving ﬂuid dynamics, ranging
from atmospheric turbulence problems towards internal combustion engines design.
On equal computational power, the simplicity and cost eﬀectiveness of this ap-
proach permits a wide range of choice on the side of chemistry modelling. In the
perspective of this, the current work is exactly based on this kind of framework, al-
though it correctly concerns a Favre average approach rather then Reynolds average
as discussed below.
Averaged governing equations
The basic assumption for RANS is the decomposition of a time-dependent vari-
able φ(t) in a time-averaged component φ and a ﬂuctuating one φ′(t), as ﬁrstly
introduced by Reynolds. Then, the generic time-depending variable is:
φ(t) = φ+ φ′(t) (2.1)
while the time-averaging concept is expressed as
φ = lim
T→∞
1
T
∫ t+T
t
φ(t)dt (2.2)
which is more suitable stationary turbulence problems since it follows that φ = φ
and φ′(t) = 0 [39].
But generally this is not helpful in case of reactive turbulent ﬂows because of
strong variations of density due to temperature gradients and consequently it is not
possible to further simplify mean conservation equations, since these equations will
contain additional density-velocity cross correlations.
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In order to overcome this, generally for reactive ﬂows is more suitable the density-
weighted averaging introduced by Favre (commonly referred as Favre averaging).
This averaging approach consists of expressing a generic variable, in the same way,
as the sum of an averaged part and a ﬂuctuating part,
φ(t) = φ˜+ φ′′(t) (2.3)
but a diﬀerent averaged variable deﬁnition, weighted on density
φ˜ = lim
T→∞
1
ρ
∫ t+T
t
φ(t)ρ(t)dt =
ρφ
ρ
(2.4)
where ρ is the Reynolds averaged density. It follows also that
lim
T→∞
1
ρ
∫ t+T
t
φ′′(t)ρ(t)dt =
ρφ′′
ρ
= 0 (2.5)
Rearranging Equation 2.6 and applying Reynolds averaging as follow
ρφ = ρφ˜ + ρφ′′ −→ ρφ˜ = ρφ (2.6)
In this way, the generic density-variable correlation could be expressed more
easily as the product of averaged quantities. Applying the Favre averaging to Navier-
Stokes equations (continuity and momentum conservation) and energy conservation
equation one yields the following3
 Continuity equation
∂ρ
∂t
+
∂
∂xj
(ρu˜j) = 0 (2.7)
 Momentum equation
∂ρu˜i
∂t
+
∂
∂xj
(ρu˜iu˜j) = − ∂p
∂xi
+
∂
∂xj
(τ ij − ρu˜′′i u′′j ) + ρgi (2.8)
 Energy conservation equation
∂ρh˜t
∂t
+
∂
∂xj
(ρh˜tu˜j) =
∂p
∂t
+
∂
∂xj
(α
∂h˜t
∂xj
− ρu˜′′i h′′t ) + Sh (2.9)
With the Favre averaging, the continuity equation (Equation 2.7) is transformed
in a very similar way (same terms but with averaged quantities) without introduc-
ing further correlations, as in Reynolds averaging occurs. Applying further sim-
pliﬁcations to Equation 2.9 (such as excluding terms related to extreme pressure
gradient[40]) and rearranging both Equation 2.8 and Equation 2.9, it is possible
to obtain new forms of these equations very similar to instantaneous counterparts:
the only adjunctive terms, including cross correlations, are ρu˜′′i u
′′
j and ρu˜
′′
i h
′′
t ) and
they are commonly modelled on the base of Boussinesq hypothesis. This hypothesis
assumes that the momentum transfer caused by turbulent eddies can be modelled
with an eddy viscosity µt (also called turbulent viscosity) in analogy with how the
3The complete rearranging procedure could be found in [16, 39]
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momentum transfer caused by the molecular motion in a gas can be described by a
molecular viscosity.
In this way both adjunctive correlations in Navier-Stokes and energy equation
can be easily deﬁned on the basis of µt. Introducing the turbulent viscosity, Reynolds
stresses in Equation 2.8 and turbulent heat ﬂux in Equation 2.9 can be deﬁned as
− ρu˜′′i u′′j = µt
(∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
∂u˜k
∂xk
δij
)
− 2
3
ρkδij (2.10)
− ρu˜′′i h′′t =
µt
Prt
∂h˜t
∂xj
(2.11)
where k = 1
2
(
u˜′′ku
′′
k
)
is the turbulent kinetic energy and Prt =
µt
αt
is the turbulent
Prandtl number, which is usually set as a constant value in order to get direct
proportionality between turbulent viscosity and turbulent diﬀusivity [39].
Turbulence closure model
The closure model for turbulent correlations that is adopted in this work is the
k−  model. k−  model introduces two more scalar turbulence-associated variables
and relative transport equations in order to deﬁne the turbulent viscosity. The two
additional scalars are the turbulent kinetic energy k and the turbulent dissipation
rate  and the turbulent viscosity is then deﬁned as
µt = ρCµ
k2

(2.12)
and transport equations associated with k and  are
∂
∂t
(ρk) +
∂
∂xi
(ρku˜i) =
∂
∂xj
[(
µ+
µt
σk
)
∂k
∂xj
]
+ Pk − ρ (2.13)
∂
∂t
(ρ) +
∂
∂xi
(ρu˜i) =
∂
∂xj
[(
µ+
µt
σ
)
∂
∂x˜j
]
+C1

k
Pk −C2ρ
2
k
+C3ρ
∂u˜j
∂xj
(2.14)
where Pk is the term or production of k deﬁned as
Pk = −ρu˜′iu′j
∂u˜j
∂xi
(2.15)
This form of the two equation is the one already implemented in the CFD soft-
ware utilised for this work (FOAM-extend), so that an adjunctive term (last one on
RHS of  equation) is added [41]. This model presents 5 unknown constants which
are usually are optimized by applying the model to various fundamental ﬂows such
as ﬂow in channel, pipes, jets, wakes, etc. However, the most used set-up is that
one proposed by Launder and Sharma [42], which is generally indicated as standard
k−  model and sets values for the constants as the following:Cµ = 0.09 ,C1 = 1.44,
C2 = 1.92, C3 = 0
4, σk = 1, σ = 1.3.
4C3 should not be intended as the value in standard k −  model since the implementation in
foam-EXTEND (as well as OpenFOAM) is slightly diﬀerent.
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Averaged transport equations for species
For describing a reactive ﬂow, obviously, they are included N more transport
equations depending on the number of species. Considering the instantaneous equa-
tion together with Hirschfelder and Curtiss approximation5 [3], regarding the diﬀu-
sion velocities in a multiple species gas, the Favre averaged form is
∂ρY˜k
∂t
+
∂
∂xi
(ρu˜iY˜k) = − ∂
∂xi
(ρDk
∂Y˜k
∂xi
+ ρu˜′′i Y
′′
k ) + ω˙k (2.16)
where there is also averaging approximation for the diﬀusive term as follows [3]
− ρDk ∂Yk
∂xi
≈ −ρDk ∂Y˜k
∂xi
(2.17)
The undisclosed term ρu˜′′i Y
′′
k is generally modelled through the gradient-diﬀusion
hypothesis [38] in which this scalar ﬂux is supposed proportional to species gradient
trough a turbulent diﬀusion coeﬃcient Dt,k. This coeﬃcient is linked to turbulent
viscosity trough the turbulent Schmidt number Sct =
µt
Dt
; the assumption for the
constant value is dependent on the type of simulated ﬂow. The other undisclosed
term is the source term ω˙k which modelling is the main challenge of any combustion
model. Discussion about this will prosecute in next section.
2.4 Combustion modelling
As aforementioned, the critical issue regarding any attempt to simulate combus-
tion is about undisclosing the reaction rate term in averaged species equations.
Not just in terms of averaged quantities, the diﬃculty of modelling species trans-
port and reaction rates generally, is of central importance in combustion chemistry
since it depends on two sides from the reaction kinetics and the type of combustion
regime considered.
Detailed chemical reaction schemes are usually needed in order to get predictions
of combustion parameters, such as ignition delays, pollutants formation, fuel con-
sumption: from a computational point of view a detailed scheme could overload the
eﬀort needed to solve a reactive ﬂow problem. From this side, the main objective is
to get reduced chemistry which still remain helpful for predict correctly combustion
behaviour. This is discussed in Section 2.4.1.
On the other hand, the combustion regime considered is also determining for the
strategy that should be adopted: in fact, combustion models are usually speciﬁc of
a certain regime and are not valid in general, since each type of combustion requires
diﬀerent underlying assumptions.
Deﬁnitely, diﬀerent approaches exist for each of this two subtasks and also com-
binations of those approaches are possible. Thus, a classiﬁcation of combustion
models is not of immediate visualization. In next sections an overview is given.
5It is commonly used since it simply links species diﬀusion with thermal diﬀusion.
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2.4.1 Treatment of chemical reactions
2.4.1.1 Chemical kinetics
Chemical kinetics models which describe hydrocarbon combustion are generally
very complex: indeed, this kinetics are based on a wide range of radical reactions
with chemical mechanism that are diﬃcult to ﬁnd out because of the very small time
scales during which they occur and the numerous ways in which they could react.
Generally, they could be followed two approaches to describe the kinetics of
combustion:
 with detailed scheme, giving the most elemental and accurate description of
the interactions between molecules and radicals;
 with global scheme, giving a macroscopic description of the chemical process
and involving few species (generally, just molecular species) within a limited
number of reactions.
Detailed schemes are usually used with the intention of understanding all the
possible reactive ways that a fuel could follow, which the most obvious could be the
oxidation with the oxidizer but also pyrolysis or gasiﬁcation. On the opposite of
the degree of detail given by detailed schemes, global schemes focus mainly on the
species that have more importance in the reactions (e.g. main products) and the
give maximum simpliﬁcation, since it became possible to represent the combustion
of a fuel even with just one or two reactions steps.
Whatever the number of reactions is considered, a generic system of reactions
with Ns species can be written as
Ns∑
i=1
ν ′i,rMi 
Ns∑
i=1
ν ′′i,rMi, r = 1, 2, ..., Nr (2.18)
with Nr the number of reactions, ν
′
i,r and ν
′′
i,r the stoichiometric coeﬃcient of
each species and Mi the symbol of the species.
Then, the rate of reaction of each species of one of the Nr reactions is
wr = kf,r
Ns∏
i=1
(ρYi
Wi
)ν′i,r − kb,r Ns∏
i=1
(ρYi
Wi
)ν′′i,r
(2.19)
where the fraction in parenthesis represents the molar fraction of each species
while kf,r and kb,r are the forward and backward rate constants of the chemical
reaction r. This constants, in general, are temperature dependent and are commonly
estimated from the well-known Arrhenius law which sets the forward constant as:
kf,r = ArT
βre−
Er
RT (2.20)
where kf,r, βr, Er are respectively the pre-exponential factor, temperature ex-
ponent and the activation energy of reaction r which have to be provided for each
reaction. The backward reaction constant is then obtained from the forward con-
stant trough the deﬁnition of the equilibrium constants.
Finally, from these deﬁnitions is possible to get the chemical source term of the
species transport equation
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ω˙i = Wi
Nr∑
r=1
νi,rwr (2.21)
which is the mass of species i produced per unit volume and unit time. νi,r =
ν ′′i,r − ν ′i,r is the net stoichiometric coeﬃcient.
From the deﬁnition of the chemical source term is moreover possible to deﬁne
also the heat release term in energy equation due to chemical reactions since it is
[38]
ω˙T = − 1
cp
Ns∑
i=1
hiω˙i (2.22)
The dependence of the chemical source terms from Arrhenius law introduce non-
linearity in the description of the species transport. If elementary reaction mech-
anisms are used, the chemical source term contains the contributions from many
fast reactions. This leads to a system of non-linear equations which resolution could
represent in a prohibitive task.
In fact, the aforementioned ω˙i and ω˙T are instantaneous deﬁnitions of source
terms, while in the case of turbulent combustion it is required to know the Favre
averaged form.
Therefore, from this conclusion arises the need to simplify the kinetic mechanism
but possibly without losing the more important part of the chemical information
contained in it.
2.4.1.2 Mechanism reduction methods
In order to decrease computational cost of detailed chemistry, diﬀerent reduction
methods have been developed by considering the chemical problem from diﬀerent
points of view.
Classical reduction methods
A ﬁrst category of methods studies links between species through the elementary
reactions. This chemical point of view allows to identify unnecessary species on the
base of the diﬀerent chemical time scales involved for each species for each reaction.
Most common approaches of this kind are[43]:
 the Quasi-Steady-State approximation (QSSA), which consists in assuming
that the variation of the unstable species (free radicals, very unstable molecules,
etc.) is zero so that the size of the set of equations modelling the reactions is
reduced by the number of these species;
 the Partial Equilibrium approximation (PEA), instead assumes that the rate
of a reaction could be set to zero only if this rate is small compared to the
forward and backward reaction rates.
The simplicity of these assumptions, however doesn't lead to a suﬃcient savings
in term of computational costs and, on the other hand, the reduced mechanisms are
generally limited to a range of temperature, pressure, and/or species concentrations.
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Moreover, these "by hand" methods requires a deep insight of the user in the
chemical kinetics since it is diﬃcult to identify which reaction or species satisfy these
assumptions [3].
Mathematical reduction methods using tabulation of chemistry
To overcome this deﬁciency, a second category of reduction methods based on
mathematical approach have been introduced in the recent past.
Further possibilities to reduce computational costs include, for example, tab-
ulation of chemistry. Tabulated chemistry approaches allow to include detailed
chemistry eﬀects at low cost inside numerical simulations. Indeed, combustion is
described by a reduced set of parameters that are representative of the ﬂame struc-
ture at small scales. As the ﬂame structure depends on the combustion mode,
tabulated chemistry models are dedicated to speciﬁc conﬁgurations.
One of the ﬁrst authors to work massively on this ﬁeld was Pope, whom proposed
two of the most used type of mathematical approaches for chemistry reduction using
tabulation of chemistry: the In-situ Adaptive Tabulation (ISAT) method and the
Intrinsic Low-Dimensional Manifolds (ILDM) method.
Tabulation of chemistry enables the possibility of determining all the species
and reaction rates involved with a chemical mechanism through a reduced set of
variables and then storing them in a look-up table, so that they could be searched
when needed by interpolation of this table.
Since the exploration of chemical look-up tables with two or three coordinates
could not be so feasible, with the In-Situ Adaptive Tabulation [44] Pope proposed
the possibility of doing the tabulation simultaneously during the CFD calculation:
the idea is that, in combustion calculations, only a very small fraction of the mul-
tidimensional reactive scalar space is really accessed. The algorithm is controlled
by estimation of the interpolation error and then a decision is taken whether or not
a new point in the composition space has to be calculated. The advantage of this
method is that the data base size is restricted to the actually necessary composition
space.
Pope, together with Maas, also proposed a method for reducing chemical kinetics
based on Intrinsic Low-Dimensional Manifolds (ILDM) [45, 5].
In ILDM approach, a manifold represents the set of all possible thermochemical
states which a chemical system could be determined.
Since a thermochemical system can be characterized by fast and slow reactions,
the idea is to assume that faster reactions can be decoupled from the slow ones.
Those decoupled fast reactions, that are faster than the ﬂow time scales, can be
ignored while those with slow time scales are tracked using progress variables. By
this means, a limited number of progress variables can be used to characterize the
entire thermochemical system.
This could be explained more easily looking at Figure 2.3: a chemical system that
reaches always the same equilibrium condition could be described, after a certain
time tM , by a reduced set of variables in the composition space, even if the initial
conditions are diﬀerent.
Once the reduced set of variable is determined, all the composition space vari-
ables, including mass fractions of chemical species, temperature, entropy, and reac-
tion rates, are known. Since the progress variables completely describe the system,
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Figure 2.3: Temporal evolution of a reacting mixture in the mass fraction space
(YA, YB) starting from diﬀerent initial compositions I [3].
Figure 2.4: The one-dimensional manifold for the predicted number of moles of H
atoms per unit mass as a function of the predicted number of moles of CO2 per unit
mass. These data were derived from a reduced scheme for the combustion of CO +
H2, at 1300 K. The ﬁnal equilibrium is denoted by •. The heavy line represents the
solutions derived by QSSA or PEA applied to a conventional reduced mechanism.
The broken line is the slow manifold [4][5].
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only these variables must be calculated. This leads to a considerable reduction of
CPU time for solving the chemistry in a reacting ﬂow calculation.
Maas and Pope tested the method with respect to the reduction of a mechanism
for the combustion of CO + H2 in air, comprising 13 species involved in 67 reactions
[5] and an example of the manifold reduction in this case is shown in Figure 2.4.
The ILDM method is especially suited for non-premixed reacting ﬂow calcula-
tions where mixing controls much of the chemical reaction. In premixed reacting
ﬂow calculations, fewer of the fast time scales can be decoupled. It was found to be
eﬀective at high temperature, but does not show good results at low temperatures
since the number of slow time scales increases. Furthermore, the method fails in
regions where diﬀusion processes are as important as chemical processes, when the
composition may be modiﬁed faster by transport eﬀects than by slow chemical time
scales, because the convection and the diﬀusion terms in the transport equations are
generally omitted.
To overcome this limit, it has been proposed by van Oijen et al.[46] an ILDM
based-approach called Flamelet generated manifold (FGM) which extends the va-
lidity at low temperatures regions using the ﬂamelet concept.
This extended approach introduces a reduction method that is not only based on
chemical assumptions, but it also takes the most important transport processes into
account. Flamelet assumption is considered ( further described in section 2.4.2.2),
which means a multi-dimensional turbulent ﬂame can be considered as a set of
one-dimensional ﬂames. Look-up tables could be generated from calculations of 1D
laminar premixed ﬂame using complex chemical schemes. This implies that the path
followed in composition space in case of multi-dimensional ﬂames will be close to
the path found in 1D ﬂames. Therefore, the chemical compositions in ﬂamelets are
used to construct a manifold in this way: reaction rates and species mass fractions
are then tabulated as functions of a limited set of coordinates (progress variable,
mixture fraction,etc.) as in the ILDM approach. The resulting manifold is referred
to as a Flamelet-Generated Manifold (FGM).
The main advantage of FGM is that diﬀusion processes, which are important
near the interfaces of the reaction layer and the outer inert zones, are taken into
account. Disadvantage is the weaker mathematical base of FGM compared to ILDM.
In the view of this work, the FGM is very important since it shares the basic idea
of reduction in a similar way of the Unsteady Flamelet/Progress Variable. Further
explaining is present in chapter 3.
2.4.2 Modes of combustion and modelling strategies
On the base of control and safety management, diﬀerent combustion schemes
could be employed. Mainly they refer to two types of situations with respect to
mixing of reactants: premixed and non-premixed (or diﬀusive) combustion. Partic-
ular attention is given to non-premixed ﬂames rather than premixed since the ﬂame
simulated in this work is included in this category.
2.4.2.1 Premixed combustion
Premixed ﬂames, which are characterized by previous mixing of the reactants
aside from where the combustion takes place, are used whenever intense heat re-
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lease is required within a small volume. This is the case in household appliances,
afterburners, explosions but maybe the main application on large utilization are
spark ignition engines.
The pre-mixing process should take place at suﬃciently low temperatures in
order to prevent fuel oxidation. As depicted in Figure 2.5, the unburned fuel-oxidiser
mixture and burnt products are separated by a thin reaction zone where a sharp
temperature gradient develops. In contrast to non-premixed ﬂames, premixed ﬂames
are capable of propagating towards the unburned fuel-oxidiser mixture. The sharp
temperature gradient leads to thermal ﬂuxes out of reaction zone. These ﬂuxes pre-
heat the unburned mixtures causing them to burn. The propagation mechanism is
due to the local disequilibrium between heat diﬀusion and chemical consumption.
A very important parameter for characterizing premixed ﬂame is the equivalence
ratio, φ, deﬁned as
φ =
mfuel/mair
(mfuel/mair)st
(2.23)
where mfuel is the amount of fuel, mair is the amount of air and the subscript st
represents the stoichiometric condition. φ < 1 corresponds to a lean mixture (excess
of air) and φ > 1 corresponds to a rich mixture (excess of fuel). φ = 1 corresponds to
a stoichiometric mixture. The equivalence ratio aﬀects the ﬂame temperature since
a maximum temperature can generally be experienced at slightly rich mixtures and
lower temperatures at all other φ. For a lean mixture the ﬂame temperature will
increase with increasing equivalence ratio while for a rich mixture a premixed ﬂame
will show the opposite trend.
Figure 2.5: Diﬀerent modes of laminar combustion
Within the ﬂammability limits, an homogeneous mixture of fuel and oxidizer
can be ignited only if suﬃciently high temperature are present in some points of
the mixture; in this sense, generally ignition is triggered by a heat source, such
as spark. These limits usually move in the order between φ = 0.5 and φ = 2 for
hydrocarbons [47], but vary with the fuel. In mixtures within the ﬂammability
limits the chemical reaction can occur anywhere in the domain and even propagate
upstream the feeding system. This property of premixed combustion is an important
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safety issue in industrial applications. Measures have to be made to avoid unwanted
propagation of combustion.
The ﬂame speed is one of the most important characteristics in premixed com-
bustion because it determines the ﬂame shape as well as some important stability
characteristics such as blow-oﬀ and ﬂashback. The ﬂame speed of a premixed ﬂame
is deﬁned as the relative speed experienced by the ﬂame respect to the ﬂow of the
unburned mixture [47]. The laminar ﬂame speed of a fuel-air mixture is dependent
on pressure and temperature. It is strongly dependent on the temperature because
the reaction rate is an exponential function of the temperature which causes the
ﬂame speed to increase with increasing temperature of the unburned reactants or
surroundings.
2.4.2.2 Non-Premixed combustion
A non-premixed ﬂame, generally referred also as diﬀusion ﬂame, is a ﬂame where
the fuel and oxidizer are not mixed before combustion occurs, thus mixing and
combustion occur simultaneously. Fuel and oxidizer diﬀuse to the ﬂame front due
to the gradients caused by the chemical reactions.
A wide range of industrial applications make use of non-premixed combustion
where fuel and oxidizer enter separately the combustion device: large devices such
as furnaces or cement kilns, conventional gas turbines, Diesel engines and ﬂares (in
reﬁneries) operate under non-premixed conditions. The reasons for preferring this
solution is, ﬁrstly, that premixing large volumes of fuel and air would represent a
serious safety hazard and then, because of no previous mixing is required, the burner
design can be simpler.
As shown in Figure 2.5, the ﬂame is ﬁxed to the interface between the oxidizer
and fuel because the ﬂame cannot propagate into the oxidizer without fuel and vice
versa. The products and energy diﬀuse away from the ﬂame front and into the fuel
and oxidizer [40].
Since the leading physical process is diﬀusion, a very important quantity for the
description of non-premixed combustion is the mixture fraction Z deﬁned as the
local ratio of the mass ﬂuxes originating from the fuel feed to the sum of both mass
ﬂuxes [38].
Since the fuel could not be pure or/and the oxidizer ﬂow may contain inert
species such as nitrogen, it is common to related the mixture fraction to the mass
fraction of fuel and oxygen. Thus, assuming equal diﬀusivities for all the substances,
the mixture fraction is generally deﬁned for two feed streams as [38, 3]
Z =
νYF − YO2 + YO2,2
νYF,1 + YO2,2
(2.24)
where the subscripts 1 and 2 refers to respectively fuel stream and oxidizer (oxy-
gen) stream, while ν = ν ′O2WO2/ν
′
FWF is the stoichiometric oxidizer-to-fuel ratio.
However a more general way to deﬁne the mixture fraction is based on the idea
that the mass of chemical species may change during combustion due to chemical
reaction, while the mass of elements is conserved. For this reason sometimes is more
useful to introduce formula obtained by Bilger [48]
Z =
ZC/(mWC) + ZH/(nWH) + 2(YO2,2 − ZO)/(ν ′O2WO2)
ZC,1/(mWC) + ZH,1/(nWH) + 2YO2,2/(ν
′
O2
WO2)
(2.25)
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where ZC , ZH and ZO denotes the element mass fractions deﬁned as
Zj =
mj
m
=
n∑
i=1
aijWj
Wi
Yi (2.26)
where aij are the number of atoms of the element j. However, both deﬁnitions
give the same stoichiometric value Zst and the same boundary conditions for fuel
(Z = 1) and oxidizer (Z = 0).
Deﬁning such type of scalar variable is useful since the transport equation asso-
ciate with Z has no source term and so that Z can be considered a conserved scalar.
Assuming all diﬀusivities for diﬀerent species equal to D, it can be written
∂ρZ
∂t
+
∂ρuiZ
∂xi
=
∂
∂xi
(
ρD
∂Z
∂xi
)
(2.27)
Introducing the mixture fraction helps to describe simply the mixing ﬁeld for a
non-premixed ﬂame and give the possibility to a strong assumption [3]: the main
variables describing the diﬀusion ﬂame, T and Yk, could be assumed to be dependent
just on mixture fraction and time. Substituting spatial coordinates with mixture
fraction has sense because the ﬂame front propagates in direction of mixture fraction
gradient and the gradients on the planes perpendicular to Z coordinate could be eas-
ily neglected in this way. This assumption, generally referred as ﬂamelet hypothesis,
is also true in the case of 3D reacting ﬂows since the hypothesis just requires that
the ﬂame should be thin compared to the scales of the ﬂow.
Introducing the hypothesis in the transport equation for mass fractions and in
the energy equation one yields the following rearranged equations
ρ
∂Yk
∂t
= ω˙k + ρD
(∂Z
∂xi
∂Z
∂xi
)∂2Yk
∂Z2
= ω˙k +
1
2
ρχ
∂2Yk
∂Z2
(2.28)
ρ
∂T
∂t
= ω˙T + ρD
(∂Z
∂xi
∂Z
∂xi
)∂2T
∂Z2
= ω˙T +
1
2
ρχ
∂2T
∂Z2
(2.29)
generally referred as unsteady ﬂamelet equations [3]. In these equations, it has
been introduced the scalar dissipation rate, deﬁned as
χ = 2D
(∂Z
∂xi
)2
(2.30)
which has the dimension of inverse time [1/s] and could be interpreted as a rate
of mixing in the direction normal to Z iso-surfaces.
The mixture fraction ﬁeld is together determined by the ﬂow ﬁeld and the mixing
of fuel and oxidizer, thus the scalar dissipation rate represents an external parameter
imposed by the ﬂow on the structure of a ﬂamelet. It has extremely importance for
ﬂamelet based models since it represents the link between ﬂow ﬁeld and any reactive
scalar ﬁeld.
The ﬂamelet assumption gives also the possibility to decompose the combustion
problem in two separated ones [3],
 mixing problem, where just the Z transport equation must be solve in order to
obtain Z-ﬁeld as function of spatial coordinates and time
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 ﬂame structure problem where ﬂamelet equations are then solved to get all-
variables ﬁelds for the complete description of the ﬂame.
This important conclusion gives much interest to apply the ﬂamelet assump-
tion to non-premixed combustion modelling: the simplicity of this approach has
been widely applied in literature and has been also coupled with the most varied
conﬁgurations of non-premixed ﬂames.
Figure 2.6: Characteristic length scales in turbulent diﬀusion ﬂames [6].
Turbulent non-premixed ﬂames
Since the time needed for the mixing fuel and oxidizer is a key parameter in non-
premixed combustion, in technical processes combustion nearly always takes place
within a turbulent rather than a laminar ﬂow ﬁeld [7].
Within the turbulent regime, for description of the ﬂame may be introduced
multiple lengths scale apart from integral and Kolmogorov lengths scales. In fact,
there is no characteristic velocity scale such as the laminar burning velocity (like in
premixed ﬂames), and therefore there is no ﬂame thickness deﬁning a characteristic
length scale. The main length scales of the ﬂame front are thus related to the
diﬀusion layer and reaction zone:
 the thickness of diﬀusion layer ld is deﬁned as the thickness where the mixture
fraction varies from the fuel value 1 to the oxidizer stream value 0,
 the thickness of the reaction zone lr is deﬁned as the thickness where chemical
reactions take place, thus, where the reaction rate is non-zero.
The relative order of magnitude of these lengths could be rawly visualized in
Figure 2.6.
Since these quantities are diﬃcult to be determined in presence of turbulence,
generally ld could be estimated roughly adapting the deﬁnition of laminar diﬀusion
layer thickness to turbulent regime. In this way, a mean value of ld could be cor-
related with conditional mean of scalar dissipation rate at stoichiometric mixture
fraction [38] such as
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lD ≈
√
D
χ˜st
(2.31)
Reaction zone thickness, on the other hand, can be derived from ld assuming
a Damköhler number for the local ﬂame and single-step chemical reaction between
fuel and oxidizer (νFF + νOO −→ P ) [3] such as
lr
ld
≈ (Dafl)−1/a (2.32)
where a = νF + νO + 1 and
Dafl =
τf
τc
≈ 1
χ˜stτc
(2.33)
Comparing these scales with turbulence scales could help deﬁning the diﬀerent
combustion regimes which characterize non-premixed combustion.
Making the assumption that diﬀusive thickness ld and time 1/χ˜st are controlled
by Kolmogorov motions, a possible way to summarize various behaviours could be
based on the time ratio between integral time of turbulence τt and the chemical
time τc (Damköhler number) and the ratio between integral length scale lt and the
diﬀusive thickness ld (turbulent Reynolds number). The correlation between this
two quantities could be then expressed as [3]
Da =
τt
τc
=
τt
τk
τk
τc
≈ τt
τk
2
χ˜stτc
≈ 2
√
RetDa
fl (2.34)
where τk is the Kolmogorov integral time and it as been assumed that Ret =
( τt
τk
)2.
As depicted in Figure 2.7, below Ret = 1 it should be observed laminar behaviour
while above this value the regime becomes turbulent.
Considering fast chemistry is equivalent to have high Damköhler number, then, a
ﬂamelet region can be individuated by the condition that Dafl ≥ DaLFA. While for
larger chemical times, approximately when Dafl ≤ Daext and for high Ret extinc-
tion occurs. In the intermediate zone between this transition Damköhler numbers
unsteady eﬀects are important.
Within turbulent non-premixed combustion conﬁgurations, the jet ﬂames play a
very important role. In a jet ﬂame the fuel exits from a jet nozzle into a surrounding
ﬂuid (quiescent or in co-ﬂow). When the gas velocity is low the ﬂame is laminar. As
the gas velocity increases the ﬂame reaches a transition point at a critical Reynolds
number and the ﬂame becomes turbulent at high velocities.
The fuel exiting from the nozzle ﬂows along the ﬂame axis and diﬀuses radially
outwards while the oxidizer diﬀuses radially inwards. The surface of the ﬂame
is normally deﬁned to exist at the location where the fuel and oxidizer meet at
stoichiometric proportions which corresponds to an equivalence ratio of unity. The
ﬂame length Lf can be measured and the results qualitatively displayed in Figure 2.8
as a function of the Reynolds number Re = Ud/ν where U , d and ν are respectively
the initial velocity, the diameter and the kinematic viscosity of the fuel jet stream
. At low ﬂow rates the base of the ﬂame lies close to the jet nozzle (within a few
millimeters) and the ﬂame is said to be an attached ﬂame. Firstly, the ﬂame length
Lf is found to linearly increase with the fuel ﬂow rate or the Reynolds number Re.
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Figure 2.7: Flames regimes in a turbulent non-premixed combustion [3]
Figure 2.8: Length Lf of a jet ﬂame as a function of the jet Reynolds number [3]
By increasing the ﬂow rate the ﬂame will no longer be attached to the burner
inlet but it will be lifted at some distance above the nozzle exit. This condition is
called lift-oﬀ. By further increasing the jet ﬂow rate the lift-oﬀ height will increase
until the ﬂame blows out (blow-oﬀ ). The two situations of lift-oﬀ and blow oﬀ are
the critical conditions related to ﬂame stabilization.
2.4.3 RANS modelling strategies for turbulent non-premixed
combustion
As aforementioned in Section 2.4.2.2, the introduction of ﬂamelet concept for
non-premixed combustion helps dividing the combustion problem in two sub-problems,
one regarding the resolution of the mixing ﬁeld and consequently one for resolution
of the ﬂame structure.
The same idea could be extended for turbulent combustion with appropriate
distinctions: the mixing problem should be regarded in terms of Favre averaged
mixture fraction ﬁeld Z˜(xi, t) and its averaged variance Z˜ ′′2 or other higher moments;
while for the ﬂame structure problem species mass fractions and temperatures should
be formulated in terms of conditional averages on Z since Yk and T depends on
multiple parameters in a turbulent ﬂow.
This last part of the problem, underlies the great diﬃculties of dealing with
turbulence because, for determining conditional averages, moments or probability
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density function (PDF) of Z should be known [3]. Indeed, in this way the averaged
form of the ﬂame structure variables solved by Equation 2.9 and Equation 2.16 are
obtained as
ρY˜k =
∫ 1
0
(
ρYk|z∗
)
p(z∗)dz∗ ρT˜ =
∫ 1
0
(
ρT |z∗
)
p(z∗)dz∗ (2.35)
ω˙k =
∫ 1
0
(
ω˙|z∗
)
p(z∗)dz∗ (2.36)
where the expression in parenthesis indicates the average value determined for
a given mixture fraction z∗ and p(z∗) the probability density function for Z. z∗
denotes the integration variable for Z.
From this set of equations arise two possible ways for treating turbulent non-
premixed ﬂames [3].
A ﬁrst approach can be based on primitive variables, making assumptions to
calculate conditional averaged quantities in Equation 2.35 and Equation 2.36 so
that transport equation for Yk and energy equation are no more needed to be solved
and then there is no need to model ω˙k. In this way, the CFD solver should just give
ﬂow ﬁeld variables and mixing ﬁeld variables in order to estimate the probability
density function of Z.
A second approach can be based on reaction rate, where modelling of ω˙k is re-
quired or where using ﬂamelet libraries for (ω˙|z∗) is possible to deduce mean reaction
rate from Equation 2.36.
2.4.3.1 Primitive variables-based models
This kind of approach is clearly the more interesting on the side of computational
time since transport equation for species mass fractions and energy equation are no
more necessary to be solved. But this is true doing strong assumptions, for example
presuming the shape of p(Z). Indeed, the weakness of this approach is mainly the
weighted integration needed to get the ﬂame structure variables.
The degree of accuracy of these a priori assumptions varies considerably also on
the type of chemistry which is considered: thus, a further subdivision could be done
on the base of fast or ﬁnite rate chemistry.
Presumed PDF model with inﬁnitely fast chemistry
An important deduction resulting from assumption of inﬁnitely fast chemistry is
that, in both cases of reversible or irreversible reactions (BurkeSchumann solution
or the equilibrium solution) relates all reactive scalars to the local mixture fraction.
Thus, Yk and T could be deﬁned as function of only mixture fraction [3]. This means,
the conditional averaged functions that have to be integrated in Equation 2.35 reduce
to (
ρYk|z∗
)
= ρ(z∗)Yk(z∗)
(
ρT |z∗
)
= ρ(z∗)T (z∗) (2.37)
and consequently Equation 2.35 could be rewritten as
Y˜k =
∫ 1
0
Yk(z
∗)p˜(z∗)dz∗ T˜ =
∫ 1
0
T (z∗)p˜(z∗)dz∗ (2.38)
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where averaged form of PDF of Z is introduced as p˜(z∗) = ρ(z∗)p(z∗)/ρ.
The eﬀort for calculating these variables reduces to a task for pre-determining
the probability density function: since there is no a unique way to proceed in this
direction, in literature it is widely used the approximation of presuming p˜(z∗) as a β
function. Such an approach has been also referred as Conserved Scalar Equilibrium
Model [7]. The choice of a β function is commonly due to its ﬂexibility (it depends on
two parameters a and b) and, generally, it has been found to accurately approximate
Z-PDF in a lot of real combustion situations [3].
The β function distribution has the form
p˜(z) =
Γ(a+ b)
Γ(a)Γ(b)
Za−1(1− Zb−1) (2.39)
The two parameters a and b are related to Z˜ and its variance Z˜ ′′2 by
a = Z˜γ b = (1− Z˜)γ γ = Z˜(1− Z˜)
Z˜ ′′2
− 1 ≥ 0 (2.40)
In Figure 2.9 is plotted an example of β function for diﬀerent values of Z˜ and γ.
From the plots, also comes out the weak point of this choice: β function is unable
to describe distributions with a singularity at Z = 0 and Z = 1.
Figure 2.9: Shapes of the β function PDF for diﬀerent value of Z and γ [7].
Including this kind of approach in a RANS framework could be easily understood
from Figure 2.10: considering the widely used k−  model for modelling turbulence,
the algorithm starts from resolving the local ﬂame structure using the β function
calculated from initial and boundary conditions of Z˜ and Z˜ ′′2; the output calculation
is ρ which is required by the RANS code for solving the Favre-averaged balance
equations (Equation 2.8,Equation 2.9 and transport equations for Z˜ and Z˜ ′′2). These
equations are closed using the k −  model for determining turbulent viscosity for
momentum equation and turbulent diﬀusivity for mixture fraction equation.
This presumed PDF approach could be suitable both for steady state ﬂow and
unsteady ﬂow simulation [3].
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Figure 2.10: Presumed PDF method for fast chemistry coupled with a RANS frame-
work [3].
Presumed PDF with ﬂamelet approach
Since the assumption of fast chemistry is strong, in most situations it is not
suitable to get accuracy for the solution of a combustion problem. In these situa-
tions ﬁnite rate chemistry is required. With ﬁnite rate chemistry, the possibility of
describing ﬂame structure just on the base of mixture fraction ﬁeld decays.
This means that if in the mixture fraction ﬁeld two points have the same Z˜ value,
these points will not necessary corresponds to the same combustion regime.
The ﬂamelet concept can either be useful to model the ﬁnite rate non-premixed
combustion as explained in Section 2.4.2.2: again, the basic idea is to assume that
the instantaneous turbulent ﬂame has the structure of a set of laminar ﬂame (Fig-
ure 2.11); of course, this is true for high Damköhler numbers, as can be reminded
from Figure 2.7.
Figure 2.11: Diﬀusion ﬂame structure for ﬁnite rate chemistry [8].
In this case, the variables Yk and T describing the ﬂame structure will be de-
pendent on more parameters which should describe the evolution of the diﬀusion
ﬂamelets in the ﬂow ﬁeld. A further improvement is obtained if also a distribution
of scalar dissipation rates is considered for calculating laminar ﬂamelets, in order to
take in to account the ﬂuid dynamic structure of mixing ﬁeld [40].
Usually, stoichiometry scalar dissipation rate χst is used for simpliﬁcation [3, 38,
40] so giving Yk = Yk(Z, χst) and T = T (Z, χst). The ﬂame structure variables are
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then obtained as solution of the ﬂamelet equations (Equation 2.28,Equation 2.29)
or from a 1D laminar counterﬂow ﬂame calculation. They can be determined in-
dependently from the RANS code and stored in libraries of computed values. The
averaged species mass fractions, as well as temperature, are then calculated from
the integration of
ρY˜k =
∫ +∞
0
∫ 1
0
ρYk(z, χst)p(z, χst)dzdχst (2.41)
ρT˜ =
∫ +∞
0
∫ 1
0
ρT (z, χst)p(z, χst)dzdχst (2.42)
As further simpliﬁcation, statistical independence between the mixture fraction
z and its scalar dissipation rate χst is generally assumed
p(Z, χst) = p(z)p(χst) (2.43)
These PDFs are then presumed as done for inﬁnitely fast chemistry. For p(z), β
function is presumed again. For p(χst), the most accurately way is to presume it as
a log-normal distribution
p(χst) =
1
χstσ
√
2pi
exp
(
− (lnχst − µ)
2
2σ2
)
(2.44)
where the parameter µ depends on χ˜st
χ˜st =
∫ +∞
0
χstp(χst)dχst = exp(µ+
σ2
2
) (2.45)
and the variance of ln(χ), σ, deﬁned from
χ˜′′st
2 = χ˜2st(exp(σ
2)− 1) (2.46)
and it is usually assumed to be constant (commonly σ = 1 or σ =
√
2). The
impact of this parameter depends on the cases but, as suggested by [3], it should
have low impact on the ﬁnal results. However, some works similar to the present one
[11, 18] have demonstrated some sensitivity inﬂuence of σ with intermediate species
mass fractions (such as OH) and, in general, with species mass fraction ﬂuctuations.
In this formulations, χ˜st is not determined but it can be calculated assuming a
1D strained ﬂame with constant density so that correlation of the type χ = χ0F (Z),
could be used. In the same way the mean scalar dissipation rate could be related to
χst by
χ˜ = χ˜st
∫ 1
0
F (Z)
F (Zst)
p˜(Z)dZ = χ˜stF (Z˜, Z˜ ′′2) (2.47)
with
F (Z) = exp
(
− 2[erf −1(2Z − 1)]2
)
(2.48)
and then χ˜ can be determined on the base of a turbulent time τt = k/ by
χ˜ = Cχ

k
Z˜ ′′2 (2.49)
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where proportion factor Cχ is generally a tuning parameter for the model.
In Figure 2.12 the implementation of the presumed PDF/ﬂamelet model in a
RANS framework is shown.
The ﬂame structure is pre-computed giving the temperature and species mass
fractions in the (Z, χst) space. The integration with the PDF is also performed
in pre-processing and thus T˜ and Y˜k are tabulated in a 3D table with parameters
Z˜, Z˜ ′′2 and χ˜st. The RANS solver provides Z˜, Z˜ ′′2 and χ˜ from which χ˜st can be
calculated through Equation 2.47 and thus all necessary parameters to perform the
lookup in the ﬂamelet table. Using the mean species mass fraction and temperature
the density is calculated and is transferred to the RANS code.
This kind of approach obviously is more reﬁned and requires an higher com-
putational cost respect to the same case with inﬁnitely fast chemistry assumption.
However, is able to predict more ﬂame characteristics, such as auto-ignition point
(e.g. lift-oﬀ of jet ﬂames) and local extinction and re-ignition due to turbulence.
In this group of methods falls the Unsteady Flamelet/Progress Variable approach
which this work is based on and which will be explained in Chapter 3.
Figure 2.12: Presumed PDF-ﬂamelet model for ﬁnite rate chemistry coupled with
RANS code [8].
2.4.3.2 Reaction rate-based models
Approaches based on primitive variables, as said, don't need to take into ac-
count reaction rates since no equations for mean species mass fractions have to be
solved. On the other hand, reaction rate-based models become interesting when
compressible or non-adiabatic eﬀects are present in the reacting ﬂow simulation.
Depending on which chemistry approach is assumed (inﬁnitely fast or ﬁnite
rate), many ways of modelling ω˙k are present in non-premixed combustion literature.
Nowadays, the most important models, with the wider utilisation and validation,
are the Eddy Dissipation model and the Eddy Dissipation Concept explained in the
following.
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Eddy Dissipation model (EDM)
This model has been developed by Magnussen and Hjertager [49], starting from
the Eddy Break-Up model by Spalding [50], for turbulent reacting ﬂows with as-
sumption of high Reynolds (Re 1) and Damköhler (Da 1) numbers.
The Eddy Dissipation model, as well as Eddy Break-Up model (EBU), bases its
intuition on the hypothesis that, in diﬀusion ﬂames, fuel and oxidizer are placed
along the reactive ﬂow into separated turbulent eddies. Turbulent mixing may be
viewed as a cascade process from the integral to the molecular scales, the cascade
process also controls the chemical reactions so that mixing rate is determining the
reaction rate.
The only diﬀerence between the two aforementioned models regards which vari-
able is considered to describe the reaction rate: for EBU, the turbulent mean reaction
rate of products is expressed in terms of variance of product mass fraction; for EDM,
the variance term is substituted by the mean mass fraction of the deﬁcient species
(fuel for lean or oxygen for rich mixtures).
The main idea is to replace the chemical time scale of an assumed one-step
reaction by the turbulent time scale τt = k/. Thereby the model eliminates the
inﬂuence of chemical kinetics, representing the fast chemistry limit only.
Considering a single-step irreversible reaction (F + sO −→ (1 + s)P ) the fuel
mean burning rate, ω˙F , is evaluated directly from fuel, oxidizer and products mean
mass fractions as the minimum of the reactant consumption rate or the product
formation rate:
ρω˙F = Aρ

k
min
(
Y˜F , Y˜O, B
Y˜P
(1 + s)
)
(2.50)
where A and B are constants to be tuned for each particular problem. Since re-
action rate is limited by turbulent time scale, combustion proceed only when/where
turbulence is present (k

> 0) and then an ignition source is not required to start
combustion: that makes it more suitable for non-premixed ﬂames rather then pre-
mixed ﬂames.
In order to remedy the limits of fast chemistry, a Finite Rate/Eddy-Dissipation
model can be introduced. In this case the reaction rate is equal to the minimum
between reaction rate calculated with Arrhenius law and reaction rate calculated
according to EDM.
Mathematically it can be written
ρω˙F = min
[
Aρ

k
min
(
Y˜F , Y˜O, B
Y˜P
(1 + s)
)
,
ρ
(
kf,r
Ns∏
i=1
( Y˜i
Wi
)ν′i,r − kb,r Ns∏
i=1
( Y˜i
Wi
)ν′′i,r)] (2.51)
The Arrhenius laws play the role of a kinetic switch, preventing reaction before
the correct ﬂame position. Once the ﬂame is ignited, the reaction rate calculated
with EDM is generally smaller than the Arrhenius rate, and reactions are limited
by mixing.
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Reaction rate is evaluated separately for both models so that the reaction rate for
one step can be controlled by chemical kinetics, while other steps can be governed by
turbulent mixing. In this way, this kind of approach can extend EDM to premixed
ﬂames too.
The disadvantage of this kind of model is that it increase considerably the stiﬀ-
ness of the problem due to non-linearity of Arrenhius law, in this case further com-
plicated by averaged values of temperature and mass fractions.
Eddy Dissipation Concept (EDC)
This model has been developed by Magnussen as further extension of EDM for
including detailed kinetic mechanism for simulating turbulent ﬂows.
The important assumption in the EDC is that most of the reactions occur in so-
called ﬁne structures. Assuming turbulence isotropy and homogeneity, a turbulent
ﬂow ﬁeld shows larger zones of quasi-inertial ﬂow with negligible viscous dissipation
and smaller zones where dissipation happens (ﬁne structures).
The ﬁne structures have origin from highly strained ﬂow zones (e.g. between
macro-scales eddies) and are responsible for the dissipation of turbulence energy into
heat as well as for the molecular mixing. The ﬁne structure regions are assumed to
represent the spacial displacement where reactions take place.
If fast chemistry is assumed, the state in the ﬁne structure regions is taken as
equilibrium, or at a prescribed state. In the detailed chemistry calculations, the ﬁne
structure regions are treated as well-stirred reactors.
For evaluating the characteristic dimensions of the ﬁne structure it is necessary to
consider the turbulent energy cascade, which is the way mechanical energy is trans-
ferred from the larger to the shorter scale of turbulence: assuming near-isotropic
turbulence, dissipation rate for each level of energy is the sum of a viscous dissipa-
tion term and a term for the mechanical energy transferred to next level, as depicted
in Figure 2.13.
Figure 2.13: Mechanical energy transfer through turbulence structures
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The ﬁrst level of turbulence is formed by larger eddies with characteristic velocity
u′ and characteristic length L′. The characteristic strain rate is then
ω′ =
u′
L′
(2.52)
At the same level the dissipation rate can be expressed as [51]
′ = ζ2
(
12
u′
L′
u′′2 + 15ν
(u′
L′
)2)
(2.53)
where ζ is a numerical constant. The next levels are then characterized by strain
rates correlated with the ﬁrst one as
ωn =
un
Ln
= ωn−1 (2.54)
This cascade can be continued until ﬁne structures, where mechanical energy is
entirely dissipated as heat. These ultimate structures receive a turbulent energy
amount equal to
w∗ = ζ26
u∗
L∗
(u∗)2 (2.55)
and the energy that leaves the structure as dissipation is
q∗ = ζ215ν
(u∗
L∗
)2
(2.56)
According to this model nearly no dissipation of energy into heat takes place at
the highest structure level. Similarly it can be shown that 3/4 of the dissipation takes
place at the ﬁne structure level [51]. Taking this into account, and by introducing
ζ = 0.18 it can be demonstrated that characteristic scales for ﬁne structures are
u∗ = 1.75(ν)1/4 L∗ = 1.43
(ν3

)1/4
(2.57)
When treating reactions, χfine, designates the reacting fraction of the ﬁne struc-
ture regions. Only the fraction which is suﬃciently heated will react.
The fraction of the ﬁne structure regions which may react can be assumed pro-
portional to the ratio between the local concentration of reacted fuel and the total
quantity of fuel that might react. This leads to the following expression for χfine
χfine =
c˜pr/(1 + rfu)
c˜min + c˜pr/(1 + rfu)
(2.58)
Finally, the mean net mass transfer rate, Ri between certain fraction χfine of the
ﬁne structure regions and the rest of the ﬂuid, then can be expressed for a certain i
as
Ri = ρm˙χfine
( coi
ρo
− c
∗
i
ρ∗
)
(2.59)
where ∗ and o refer to conditions in the ﬁne structure regions and the surround-
ing.
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It may be concluded that this concept oﬀers the opportunity to include chemistry
at various complication levels, in a straight forward way and there is no need for
problem dependent adjustments of any constant according to the concept.
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Unsteady Flamelet/Progress
Variable approach with presumed
PDF
The approach for modelling turbulent non-premixed combustion used in the
present work is generally classiﬁed as Unsteady Flamelet/Progress Variable (UFPV)
approach: the explication of this deﬁnition is described in the following sections.
Such kind of approach was ﬁrstly developed for LES frameworks by Pierce and
Moin [9] and then validated for LES in many works [52, 30, 53, 12]. Recently,
Vicquelin [12] proposed also an implementation for RANS frameworks, as well as
for LES, similar to the one used here.
Moreover, in this work RANS implementation of UFPV is considered starting
from the previous work of Naud et al. [11] and of Winklinger [6].
The implementation of this model can be framed by listing the concepts/steps
which have to be pursued/done:
1. Flamelet modelling The assumption of considering turbulent ﬂame as an en-
semble of laminar ﬂamelets in counter-ﬂow conﬁguration is used; this gives the
possibility to get reactive ﬂow properties from resolution of ﬂamelet equations.
2. Presumed PDF closure Starting from laminar ﬂamelets solutions, in order
to get turbulent averaged properties closure correlations shall be considered;
eventually, shape of PDFs may be assumed for pre-integrating ﬂamelet results.
3. Flamelet manifold generation Pre-integration gives the possibility of stor-
ing in a look-up table all the properties involved in the combustion process.
4. Coupling with RANS code RANS code have to be extended with more
transport equations (Z˜, Z˜ ′′2, Y˜c) and should be able to retain properties from
look-up table.
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3.1 Backgrounds of UFPV model
3.1.1 Diﬀerences between steady and unsteady ﬂamelet mod-
elling
Steady ﬂamelet resolution is generally referred as Stationary Laminar Flamelet
Model (SLFM) and consist of solving Equation 2.28 and Equation 2.29 neglecting
the time derivative term of each equation. Thus, ﬂamelet equations become
ω˙k +
1
2
ρχ
∂2Yk
∂Z2
= 0 (3.1)
ω˙T +
1
2
ρχ
∂2T
∂Z2
= 0 (3.2)
Assuming the shape of PDF, as usually done, a library of steady state ﬂamelet
proﬁles can then be generated for arbitrary complex chemistry. As explained in
Section 2.4.3.1, in case of ﬁnite rate chemistry the ﬂamelet library have to be
parametrized in terms of mixture fraction Z and also scalar dissipation rate χst.
Because the time-dependent term has been omitted, the underlying assumption
is that the ﬂamelet rapidly relaxes to the steady burning branch (or possibly to the
unstable branch or extinction line) shown in Figure 3.2.
For jet diﬀusion ﬂames, SLFM model has been demonstrated by Buriko et al.
[54] to predict, with good agreement, mean concentrations of fuel, CO, OH, NO, and
temperature in the high temperature region of the ﬂame. But some limitations have
been evinced in the post-ﬂame regions where the scalar dissipation rate becomes
small.
For a methane/air diﬀusion ﬂame [55], when a unity-Lewis number is assumed
and radiation is neglected (the same assumption used for this work), it has been
found that temperature, major species involved in the chemical mechanism em-
ployed (e.g. CH4,O2,CO2,H2O) do not have a signiﬁcant improvement when un-
steady ﬂamelet approach is used. These variables are not involved in slow processes,
thus transient eﬀects are negligible to be able to properly predict them with the
ﬂamelet approach. On the other hand, the emission indexes of pollutant species are
clearly improved when unsteady ﬂamelets are used.
Indeed taking as reference NO, high temperatures of the ﬂame front and the
post-ﬂame zone produces a large thermal NO amounts since it is very temperature
dependent. NO formation is a slow process and is not able to undergo the rapid
changes, specially in the ﬂame front. At the inner ﬂame region NO can be still
well described but near the ﬂame front, and specially in the post-ﬂame region, this
prediction gets worse. Emission index of NO, are generally over-predicted with
steady ﬂamelets.
A rigorous way to account whether the transient eﬀects of ﬂamelet modelling
are important in diﬀusion ﬂames is discussed by Pitsch et al. [23] introducing a
Lagrangian time
t =
∫ x
0
1
u˜(x|Z˜st)
dx (3.3)
to account for history eﬀects in the ﬂamelet structure (where u˜(x|Z˜st) is the axial
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velocity component which is conditioned on the stoichiometric mixture fraction) and
a diﬀusion time [7]
tχ =
(∆Z)2
χ˜st
(3.4)
which is the time needed to exchange mass and energy over a distance ∆Z in
mixture fraction space. These distance is typically the ﬂame thickness in the mixture
fraction space (∆Z)F .
Figure 3.1: Schematic diagram of the steady versus the unsteady ﬂamelet regimes.
The black line is Equation 3.4. The dashed line illustrates the more rapid decrease
of χst with residence time in a turbulent jet ﬂame [7].
Considering both deﬁnitions, two conditions can be identiﬁed as visualized in
Figure 3.1:
 for τ > tχ the time needed to exchange mass and energy is shorter than the
Lagrangian time of the ﬂamelet so unsteady terms can be neglected; for jet
diﬀusion ﬂames, this condition was found to be valid up to 30 diameters from
the nozzle by Pitsch [23] and it is represented in Figure 3.1 as highest part of
the dashed line.
 otherwise tχ > τ is veriﬁed where (∆Z)F reaches larger values and χ˜st becomes
small: this, for example, happens in post-ﬂame regions of turbulent jet ﬂames
(lowest part of dashed line in Figure 3.1). Therefore with this condition the
unsteady term must be retained to correctly predict the slow formation process
of some pollutants (CO, NO, NO2), while the main combustion reactions are
already very close to chemical equilibrium.
3.1.2 Flamelet model with progress variable
One of the underlying aims of the UFPV is that an eﬀective description of tur-
bulent combustion should give details about the multi-component diﬀusion-reaction
processes with minimum set of transported "tracking" scalars.
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However in many cases models based only on mixture fraction could not give a
satisfying description of the combustion problem, since mixture fraction does not
contain any information about chemical reactions and cannot account for chemical
variations in directions perpendicular to its gradient. At least one additional scalar
is needed and (since mixture fraction accounts for transport of conserved scalars)
the additional tracking scalars must be non-conserved in order to be independent
from mixture fraction. Thus, a reaction progress variable can be suitable with such
description of non-conserved scalar.
Observations around the introduction of a progress variable can be done ﬁrstly
considering the Steady Laminar Flamelet model (or SLFM as already deﬁned).
Assuming Arrhenius kinetics, the plots of temperature T again dissipation rate
χ identify the S-curve for the laminar ﬂamelet solutions as in Figure 3.2. Looking
at this curve three type of ﬂamelet solutions can be identiﬁed:
 the steady burning branch, where maximum ﬂame temperature is reached and
monotonic decreasing correlation between T and χ exist: this reﬂects the con-
dition that with increasing mixing, hot product dilution and reactants concen-
tration increases.
 the unstable branch is delimited by the critical point and correspond to the
ﬂame states where dissipation rate must decrease with decreasing ﬂame tem-
perature in order to keep mixing in balance with lower reaction rates at colder
temperatures: in fact, in this range, ﬂame temperature limits the reaction rate
(on the Arrhenius law) even if reactant concentrations continue to increase. In
the case of unsteady ﬂamelet solutions, unstable branch delineates the ﬂame
states which move up to the steady burning solution branch (zone I) and the
ﬂame states which move down to the extinction line (zone II).
Figure 3.2: Typical representation of steady ﬂamelet solutions in terms of temper-
ature and dissipation rate [9].
On the base of the S-curve, two main advantages can be emphasized from SFLM
to a Steady Flamelet with Progress Variable approach (SFPV) [9]: ﬁrstly, the
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progress variable approach is capable of representing ﬂame states which are com-
pletely extinguished which are to the left of the critical point in Figure 3.2. SFLM
cannot represent these states, since for a given value of the scalar dissipation rate
just one ﬂame state can be represented. Secondly, the path followed during extinc-
tion or reignition is continuous in the progress-variable model while with the SFLM
is not.
For these two reasons, the progress-variable approach may be expected to provide
a more accurate representation of extinction and reignition phenomena than the
steady ﬂamelet model.
Even if steady ﬂamelet/progress variable model has been successfully applied to
a wide range of combustion conﬁgurations, neglecting transient term in the ﬂamelet
equations means inadequate prediction of autoignition events.
According to what has been said in Section 3.1.1, the most obvious development
to overcome this limitation is switch to an unsteady ﬂamelet model. Indeed, un-
steady ﬂamelet/progress variable (UFPV) model has been tested for LES by Ihme
and See [52] compared to SFPV and signiﬁcant improved has been found in the
prediction of the ignition location.
However, for the deﬁnition of a progress variable, considering a multi-step chem-
ical mechanism, two important considerations should be taken into account [9]:
 the progress variable should be an important, controlling quantity that con-
tains the essential features of the process it is supposed to represent;
 it should provide a unique mapping of all of the chemical states in the ﬂamelet
library.
Following these criteria, dissipation rate could not be considered for the progress
variable deﬁnition since it does not uniquely determine chemical states. The progress
of the reaction can be measured depending on how much the reactants have trans-
formed in products, so considering product mass fraction as a progress indicator is
generally the best solution. Moreover, also intermediate species mass fractions can
help giving a more precise estimation of the rate of progress.
Considering the aforementioned two criteria, in this work the progress variable
used is deﬁned as
Yc = YCO2 + YCO + YH2O + 10YHO2 + 3YH2 (3.5)
which includes the same species of the progress variable deﬁned in a similar
work on methane jet ﬂame [56] but giving more relevance to perhydroxyl radical:
the factor 10 is chosen (as presented in [11]) in order to have same maximum values of
YHO2 and YH2O around ignition in unsteady ﬂamelets and to give main contribution
and negligible contribution to Yc respectively before and after ignition.
3.2 Laminar ﬂamelets resolution
As anticipated earlier the main assumption of the UFPV approach is to consider
turbulent ﬂame as a set of laminar diﬀusion ﬂames. Generally, the conﬁguration
adopted is that one in opposed-jets, as depicted in Figure 3.3, since it is the sim-
pler conﬁguration and give adequate approximation; however, other conﬁgurations
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(like opposed tubular counterﬂow) are possible for accounting curvature eﬀect on
ﬂamelets.
Figure 3.3: Opposed jet conﬁguration [6]
In the opposition conﬁguration, the diﬀusion ﬂame can be considered as one-
dimensional (in local coordinate system) since the ﬂame position can vary just on
the x-axis. Mixture fraction varies only on x-axis and has monotonic relationship
with x-coordinate between oxidizer outlet Z = 0 and fuel outlet Z = 1). In this way,
any reactive scalar can be described in terms of Z rather then spacial coordinates.
The deﬁnition of Z here is considered on the base of the Bilger's formula [48]
which is more suitable for determining mixture fraction from experimental and/or
numerical data of mass fractions. For the methane jet ﬂame considered in this work
[10], the Bilger's formula becomes
Z =
(YC − YC,cof )/WC + (YH − YH,cof )/4WH − (YO − YO,cof )/2WO
(YC,fu − YC,cof )/WC + (YH,fu − YH,cof )/4WH − (YO,fu − YO,cof )/2WO (3.6)
where subscripts fu and cof indicates respectively fuel and coﬂow values of
elementary mass fractions.
Together with strain rate a, obtained from velocities boundary conditions at the
two nozzles, and the ﬂamelet evolving time ∆τ , any property of the reactive ﬂow
can be written as function of these 3 parameters, such as
ψDFi (Z, a,∆τ) (3.7)
where the superscript DF indicates diﬀusion ﬂamelet properties. Since strain
rate and ﬂamelet time are not easy to handle for modelling purpose, in the UFPV
approach it is generally considered a diﬀerent parametrization substituting strain
rate with scalar dissipation rate χ, as deﬁned in Equation 2.30, and ﬂamelet time
with a proper progress variable Yc, which in this case is deﬁned as in Equation 3.5.
Hence, any reactive ﬂow property can have an equivalent description, respec-
tively, in terms of space-time or mixture fraction-strain rate-ﬂamelet time or mix-
ture fraction-dissipation rate-progress variable. This consideration could be written
as
ψi(x, t) = ψ
DF
i (Z, a,∆τ) = ψ
DF
i (Z, χ, Yc) (3.8)
38
CHAPTER 3. UNSTEADY FLAMELET/PROGRESS VARIABLE APPROACH
Two possible ways of resolution can be followed to describe counter-ﬂow diﬀusion
ﬂames: in physical space or in mixture fraction space.
A physical space resolution, where at discrete timesteps species mass fractions
and temperature are obtained from continuity, momentum, energy and species trans-
port equations leading then to the determination of mixture fraction Z(x) and ,from
it, of dissipation rate χ(x); with a further calculation then it is possible to obtain
all properties as function of Z.
The mixture fraction space resolution, instead, consists solving properly the
ﬂamelet equation (Equation 2.28) for each species of the chemical mechanism con-
sidered
∂Yk
∂t
= ω˙k +
1
2
χ(Z)
∂2Yk
∂Z2
(3.9)
where reaction rate ω˙k is obtained for each species from a CHEMKIN format of
the chosen chemical mechanism while dissipation rate is considered to be dependent
only on Z and so ﬁxed in time. The ﬂamelet equation is also valid for the progress
variable Yc (a linear combination of mass fractions) giving
Y˙c =
∂Yc
∂t
= ω˙Yc +
1
2
χ(Z)
∂2Yc
∂Z2
(3.10)
which deﬁnes a combined progress variable source term (Y˙c) which selected for
the present combustion model. The choice has been based on the assessment in [11]
where better results have been reported with the selection of Y˙c rather then ω˙Yc .
Even if χ should be dependent also on strain rate a, it is usually assumed as
a constant proﬁle: an error function shape is chosen as it can be deduced from
the analytical solution of the steady-state counterﬂow diﬀusion ﬂames and which
gives the possibility to rewrite the deﬁnition in a strain-rate independent form. The
analytical proﬁle of χ is then
χ(a, Z) =
a
pi
exp
[
− 2(1− erf(2Z))2
]
= aF (Z) (3.11)
The strain rate independent form is then obtained normalizing the χ deﬁnition
based on scalar dissipation rate value in correspondence with stoichiometric mixture
fraction, such as
χst = χ(Zst, a) = aF (Zst) −→ χ(Z, χst) = χst F (Z)
F (Zst)
(3.12)
A further assumption has been retained in this work for ﬂamelet resolution as
done in [6] and [11]: considering Lewis number as unity the total enthalpy of mixture
is approximated as
hmix = Zhfuel + (1− Z)hoxid (3.13)
and temperature T is obtained as a function of composition Yk and total enthalpy
hmix.
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3.2.1 Characteristics of steady and unsteady ﬂamelet resolu-
tion
The calculations of the steady or unsteady form of the ﬂamelet equation were
performed using the LFLAM code, which was developed at CIEMAT in Madrid,
Spain, as a further extension of the OPPDIF code for calculating opposed ﬂow
diﬀusion ﬂames. Equation 3.9 and Equation 3.11 are solved, for steady form, using
a TWOPNT algorithm [57] for boundary value problems while a DDASSL solver
[58] for the unsteady form.
Using the boundary conditions of the methane ﬂame selected as test case [10],
the results of calculation are shown in Figure 3.4 and Figure 3.5.
In Figure 3.4 are plotted the steady ﬂamelet solutions in (Yc, Z, χst) space
1,
which represent the physical limits of igniting and extinguishing ﬂamelets. This 3D
visualization can be seen as a "three-dimensional S-curve" since S-curves can be
represented on planes normal to mixture fraction axis. The surface formed by red
curves represents the steady burning branch while those formed by blue and black
curves represent respectively the unstable branch and the extinction limit. The zones
included between the stable and the unstable branch corresponds to auto-ignition
situations. The other zones (above the stable branch and below the unstable branch)
refers to extinction situations. Hence, all unsteady ﬂamelet solutions lie between the
upper stable branch and the extinction limit.
Figure 3.4: Set of steady ﬂamelet solutions for the methane lifted ﬂame conditions
[10]. Red curves: steady burning branch. Blue curves: unstable branch. Black
curves: extinction limit.
Moreover, in Figure 3.5 are shown unsteady ﬂamelet solutions at diﬀerent strain
rates (a = 25s−1, 100s−1, 250s−1, 1000s−1) within the autoignition range and which
represent igniting ﬂamelet solutions.
The time evolution of the ﬂamelet is plotted at discrete instants every 0.3 ms. As
already explained, the ﬂamelet evolution is conﬁned between steady branch and the
extinction branch but just ignition solutions are plotted with black lines; extinguish-
ing ﬂamelet solutions below the unstable branch in Figure 3.5d are not reported.
From these plots however can be evinced that for all the strain rates reaction
starts at very lean mixture (very low values of Z) and propagates towards higher
1Another explicative representation might be in (T,Z, χst) space
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values of mixture fraction.
(a) (b)
(c) (d)
Figure 3.5: Time evolution (∆t = 0.3 ms) of unsteady ﬂamelets at (a) a = 25s−1,
(b) a = 100s−1, (c) a = 250s−1, (d) a = 1000s−1
3.3 Presumed PDF closure
As already outlined in Section 2.4.3.1, to determine laminar ﬂamelet proper-
ties in Favre averaged form Equation 2.41 and Equation 2.42 should be integrated
considering an appropriate probability density function p(Z, χst).
In order to determine p(Z, χst), two possible strategies can be followed: adopting
transport equations for the PDF or presuming the PDF shape based on previous
knowledge. The last option was considered for this work since no further transport
equation is added to the model and thus it requires less computational eﬀort. How-
ever, it should be pointed out also that the accuracy using presumed PDFs will be
less compared with PDF transport equations option.
Presuming the shape of the PDF enables the possibility to ﬁnally get a look-up
table where all the averaged properties of the reactive ﬂow are stored in terms of
appropriate variables. The objective is to get a look-up table in terms of 4 variables
reﬂecting the dependence of the laminar ﬂamelet properties: mean mixture fraction
Z˜, variance of the mixture fraction Z˜ ′′2, mean scalar dissipation rate χ˜ and mean
progress variable Y˜c.
In this case, the correlation 2.35 for averaged scalar quantities becomes
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ψ˜ =
∫ ∫ ∫
ψ∗(z, ζ, yc)p˜Z,χ,Yc(z, ζ, yc;x, t)dzdζdyc (3.14)
where ψ∗(z, ζ, yc) represent the sample space of all possible values for unsteady
ﬂamelet properties while z, ζ, yc represent sample spaces, respectively, of mixture
fraction Z, scalar dissipation rate χ and progress variable Yc. Indeed, p˜Z,χ,Yc(z, ζ, yc;x, t)
represent the Favre averaged form of the probability density function joint for the
3 considered variables.
However, it can be more useful to parametrize the unsteady ﬂamelet variables
in terms a ﬂamelet time function τ ∗(z, ζ, yc) rather than yc in order to allow further
assumptions for simplifying statistical correlations between the table parameters.
The function τ ∗(z, ζ, yc) is deﬁned so that it should be monotonic in yc for ﬁxed
values of z and ψ. This leads to new diﬀerent deﬁnition of the sample space of the
unsteady ﬂamelet properties, this time in terms of more suitable parameters such as
ψ∗[z, χ(z, a), yc] = ψUF [z, a, τ ∗(z, ζ, yc)] = ψUF [z, χst, τ ∗(z, ζ, yc)] (3.15)
where the ﬁrst equalization is obtained from the assumption on τ ∗ and the sub-
sequent equalization is given from Equation 3.12.
Finally, the new parametrization leads Equation 3.14 to be rewritten as
ψ˜ =
∫ ∫ ∫
ψUF (z, ζst, τ)p˜Z,χst,τ∗(z, ζst, τ ;x, t)dzdζstdτ (3.16)
3.3.1 Further assumptions and steps for PDF presuming
The reason for such type of parametrization for the unsteady ﬂamelet space is
that gives possibility of assuming statistical independence between respectively for
Z and χst and for Z and τ
∗ [11]. Statistical independence for τ ∗ and χst cannot be
assumed since temporal evolution is strongly related to strain rate and consequently
to χst [6].
Based on these assumptions the joint PDF for Z,χst and τ
∗ becomes
p˜Z,χst,τ∗(z, ζst, τ) = p˜Z(z)p˜τ∗|χst(ζst, τ)p˜χst(ζst) (3.17)
Assumptions on PDF shape now can be taken and can be summarized as follow:
 for p˜Z , β-function determined by mean mixture fraction Z˜ and its variance
Z˜ ′′2 is generally considered to be the best choice [7], as already pointed out in
Section 2.4.3.1. In some works [18, 12], a segregation factor S is proposed as
parameter instead of Z˜ ′′2:
S =
Z˜ ′′2
Z˜(1− Z˜) (3.18)
which is a normalized variance since it varies between 0 and 1.
 for p˜τ∗|χst , δ-function is assumed in order to consider all the ﬂuctuations only
due to mixture fraction and scalar dissipation rate ﬂuctuations [11];
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 for p˜χst , both δ-function and log-normal distributions are considered, as further
explained in chapter 5, for checking sensitivity on ﬂuctuations prediction.
Thus, a ﬁrst step could be integrate over Z sample space obtaining conditional
mean properties for given values of Z˜ and Z˜ ′′2 or S
〈ψ|χst, τ ∗〉
(
Z˜, Z˜ ′′2, ζst, τ
)
=
∫
[Z]
ψUF (z, ζst, τ)p˜
β
Z˜,Z˜′′2
(z)dz (3.19)
The assumption on p˜τ∗|χst simpliﬁes considerably the mathematical problem and
leads to an easier reparametrization in terms of mean progress variable Y˜C : by deﬁ-
nition, Y UFc must be a monotonic function of τ as aforementioned with Equation 3.8.
This ensure that exists a bijective relation between 〈Yc|χst〉 and 〈τ ∗|χst〉 for given
values of Z˜, Z˜ and ζst so that conditional averages can now be written as
〈ψ|χst〉
(
Z˜, Z˜ ′′2, ζst, yˆc
)
= 〈ψ|χst, τ ∗〉
(
Z˜, Z˜ ′′2, ζst, 〈τ ∗|χst〉
)
(3.20)
where yˆc is the sample space of possible values of 〈Yc|χst〉.
In order to get a correct parametrization in terms of 〈Yc|χst〉, the interval of
possible values that this parameter could take shall be set. This is what is called
"synchronization" of the ﬂamelet for diﬀerent values of χst [6].
This can be done considering the sample space of possible values (ζchi, yˆc) of χst
and 〈Yc|χst〉 for given values of Z˜ and S, as represented also in Figure 3.6.
Figure 3.6: Representation of the sample space of possible values (ζst, yˆc) of χst and
〈Yc|χst〉 for given values of Z˜ and S.(represented in logarithmic scale on the right
hand side). The bottom grey line represents the inert solution Yc,MIN . The top
black line represents the steady state solution 〈Y maxc |χst〉(ζst) and together with the
dashed black line on the right hand side it represents the limit χmaxst (yˆc) [11].
The possible of values 〈Yc|χst〉 for diﬀerent scalar dissipation rates χst falls be-
tween minimum value for the inert solution 〈Y minc |χst〉 and the stable branch value
〈Y maxc |χst〉.
〈Y minc |χst〉
(
Z˜, S, ζst
)
=
∫
[Z]
Y minc (z, ζst)p˜
β
Z˜,Z˜′′2
(z)dz (3.21)
〈Y maxc |χst〉
(
Z˜, S, ζst
)
=
∫
[Z]
Y maxc (z, ζst)p˜
β
Z˜,Z˜′′2
(z)dz (3.22)
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The minimum value is obviously the same for all the χst since it correspond
to extinction line while the maximum correspond to the value of 〈Yc|χst〉 at the
minimum χst
Yc,MIN
(
Z˜, S
)
= 〈Y MINc |χst〉(Z˜, S, ψst) ∀ψst (3.23)
Yc,MAX
(
Z˜, S
)
= 〈Y MAXc |χst〉(Z˜, S, χst,MIN) (3.24)
Finally, in order to get the unconditional mean properties, integration with pre-
sumed PDF for χst should be carried out.
As aforementioned, usually a log-normal PDF is considered which correspond to
Gaussian distribution for natural logarithm of χst. A log-normal distribution for χst
is written as
p˜logχ˜st(ζst) =
1
χstσ
√
2pi
exp
(
− (lnχst − µ)
2
2σ2
)
(3.25)
where µ = ln(χ˜st − σ22 ) and σ2 represent the variance of the log-normal PDF.
Generally, the variance is a ﬁxed value employed as a tuning parameter for the best
adaptation of the combustion model. The values of variance considered in this work
are:
 σ2 = 2;
 σ2 = 1;
 σ2 = 0, which reduces the log-normal PDF to a δ-function.
For given values of Z˜, Z˜ ′′2 and yˆc, the unconditional mean properties are then
obtained as
ψ˜(Z˜, S, χ˜st, yˆc) =
∫ χ˜maxst
0
〈ψ|χst〉(Z˜, S, ζst, yˆc)p˜logχ˜st(ζst)dζst+∫ ∞
χ˜maxst
ψ|χst(Z˜, S, ζst)p˜
log
χ˜st
(ζst)dζst (3.26)
where notation ψ|χst , according to [11], is introduced for those values of ζst above
the limit of stable branch conditions where conditional averages are not deﬁned
(above black line and on the right hand side of dotted line in Figure 3.6).
These values are set equal to the steady ﬂamelet property when ζst ≤ χst,MAX
and ζst > χ
max
st
ψ|χst(Z˜, S, ζst) = 〈ψ|χst〉(Z˜, S, ζst, 〈Y maxc |χst〉) (3.27)
while equal to inert mixing property above the extinction limit when ζst >
χst,MAX
ψ|χst(Z˜, S, ζst) = 〈ψ|χst〉(Z˜, S, ζst, 〈Y maxc |χst〉) (3.28)
For getting the ﬁnal parametrization, then a further replacement of 〈Yc|χst〉 with
Y˜c has to be done thorough a re-interpolation of the ﬁnal table [6]. In this way,
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look-up table can be expressed in term of Z˜,S,χst and Y˜c and mean properties can
be determined by interpolation of the table values.
Since χst is required, the mean scalar dissipation rate χ, obtained from Equa-
tion 2.49, must be converted through integration of Equation 2.47 in Z-space
χ˜
(
Z˜, S, χ˜st
)
= χ˜st
∫
[Z]
F (z)
F (Zst)
p˜β
Z˜,Z˜′′”
(z)dz = χ˜stJ(Z˜, S) (3.29)
where J(Z˜, S) is a factor introduced to get conversion of χ˜ in χ˜st from a pre-
integrated table of values [6].
3.4 Properties tabulation and RANS code coupling
With previous section has been explained in which way, ﬂamelet properties can
be related with averaged properties of the reactive ﬂow. It has been pointed out
which part of this model deals with CFD solver, for solving ﬂow averaged equations,
and which part deals with chemistry tabulation, to get averaged properties starting
from ﬂamelet assumption.
Further steps for applying the model to a particular combustion problem are
then properties tabulation and implementation with RANS solver.
The step of obtaining averaged properties tables can also be referred as pre-
tabulation since it can be done independently before CFD calculation once the
problem boundary conditions are known.
Then, Figure 3.7 shows in which way a RANS solver should interact with a
look-up table in the framework of UFPV approach.
CFD should solve transport equations for the look-up parameters (Z˜,S,χst and
Y˜c) in order to retain all these values for the entire computational domain. Flamelet
derived properties (such as density, temperature, species mass fractions and progress
variable source term) are then accessed from pre-integrated table for the values of
the 4 parameters given by RANS solver.
Besides this, the conversion of χ˜, obtained from CFD calculation, in χ˜st, one of
the look-up parameters, is carried out with a conversion table which retain values
for J(Z˜, S) factor.
In the next sections has been explained in which way this coupling have been
done for this work.
3.4.1 Tabulation of averaged properties
Following the work of [11] and [6], look-up tables are generated in the form of
hash table, which is a data structure that uses an hash function to map the values
from the table (averaged property ψi) through keys (look-up parameters).
For getting the desired value, hash function needs 5 keys, 4 look-up parameters
and 1 key for choosing which averaged property is requested. In terms of code string,
hash function has form like [6]
TFT.insert(TKey(Z, S, xSt, c, i), q);
where TFT is the acronym for the hash table and q is the desired value of one of
the i properties stored in the table. A diﬀerent key c˜ is used rather then averaged
progress variable:actually, it has been deﬁned as a normalized progress variable
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Figure 3.7: Logic scheme of the coupling between pre-integrated tables and RANS
solver for every iteration, adapted from [6] and [12].
c˜ =
Y˜c − Y˜ INIc
Y˜ STDc − Y˜ INIc
(3.30)
and accounts for the combustion progress. Superscripts 'INI' and 'STD' refers
to, respectively, the progress variable at initial inert-mixture state and the turbulent
progress variable equivalent to the Yc value on the steady burning branch of the
ﬂamelet regime [6].
The usefulness of this additional re-parametrization2 concerns with the method
used for retrieving property values from the table: since the table is formed by
discrete values along the 4 parameter dimensions, multidimensional interpolation is
needed in order to get, as close as possible, the actual property value. In fact, once
ψi is requested for speciﬁc values of Z˜,S,χst and Y˜c, bordering values of the look-up
parameters are detected: this step locates 16 near values for the requested property
which are then interpolated in all the 4 dimensions in order to get the ﬁnal value
ψi.
However, the precision of the property values given by the table depends obvi-
ously on the discretization adopted along the 4 dimensions, that is the number of
points selected for each axis. This reﬂects on the computational eﬀort required for
creating the table and subsequently reading it since the total number of values N
present in a table is given by
N = NZ˜ ·NS ·Nχ˜ ·NY˜c ·Ni (3.31)
2A further explication about this new parametrization is present in [6].
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where subscript i indicates the number of properties stored in the table. Finally,
it may be important to outline which are the limits of this kind of representation:
 the basic assumption Le = 1 for all species is not justiﬁed in many combustion
applications and may lead to missing phenomena involved with mechanisms
of ﬂame stability
 compressible ﬂows cannot be reproduced since each table is calculated assum-
ing constant pressure: thus density is independent from pressure since it is
directly looked up from the table;
 thermal eﬀects, such as convective and radiative heat transfer, cannot be con-
sidered since temperature is directly looked-up from the table too.
3.4.2 Implementation in openFOAM
Together with properties tabulation, modiﬁcations of the selected RANS solver
should be considered for completing UFPV integration. For this work, the CFD
software used was FOAM-extend [59], a C++ based CFD platform which consists
in a fork distribution of OpenFOAM software.
The implementation in FOAM-extend follows the previous work done by [6] and
consists in a appropriate adaptation of the dieselFoam solver, which is a transient
RANS solver appropriate for compressible reactive ﬂow simulations.
This solver is already present in the FOAM-extend libraries and it has all basic
equations for turbulent reactive ﬂow already implemented. Moreover, most impor-
tant turbulence models, such as k −  model, are already present in FOAM-extend
package (as already mentioned in Section 2.3.3). Thus, modiﬁcations of dieselFoam
solver mainly consisted in adding transport equations of mean mixture fraction Z˜,
mixture fraction variance Z˜ ′′2 and mean progress variable Y˜c using the simpliﬁed syn-
tax of FOAM-extend. For example, the equation implemented for averaged mixture
fraction Z˜ is 3
∂ρZ˜
∂t
+
∂ρu˜iZ˜
∂xi
− µt
Sct
∂Z˜
∂xi
= SZ (3.32)
which corresponds the following straightforward syntax
fvScalarMatrix ZEqn
(
fvm::ddt(rho, Z)
+ fvm::div(phi, Z)
- fvm::laplacian(turbulence->mut()/Sc_t, Z)
==
Sevap
);
ZEqn.solve();
3Where SZ is the source term for Z˜ that for the jet ﬂame considered is equal to 0 but is retained
for the application to multiphase reactive ﬂow.
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where fvScalarMatrix ZEqn indicates the type of equation (scalar) and the
name of the equation to solve while between parenthesis the terms are clearly indi-
viduated for the discretization method selected(fvm refers to ﬁnite volume method)
and the diﬀerential operator applied. Moreover, intuitively turbulence->mut() in-
dicates that the solver should retrieve the value of µt as it comes out of the turbulence
model.
In the same way are implemented transport equation for averaged mixture frac-
tion variance Z˜ ′′2
∂ρZ˜ ′′2
∂t
+
∂ρu˜iZ˜ ′′2
∂xi
− µt
Sct
∂Z˜ ′′2
∂xi
= 2
µt
Sct
(∂Z˜ ′′2
∂xi
)
− ρχ˜ (3.33)
and for averaged progress variable
∂ρY˜c
∂t
+
∂ρu˜iY˜c
∂xi
− µt
Sct
∂Y˜c
∂xi
= ρSYc (3.34)
In this last equation the source term considered is the combined chemical-
diﬀusion term Y˜c as deﬁned from ﬂamelet equation of the progress variable.
Averaged scalar dissipation rate χ has also to be deﬁned on mixture fraction
variance Z˜ ′′2 using Equation 2.49. The syntax for this deﬁnition follow the rules
already mentioned and is
chi = Cchi*turbulence->epsilon()/turbulence->k()*Zvar;
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Test case: methane jet ﬂame in
vitiated co-ﬂow
The UFPV approach, as explained in detail in chapter 3, has been already suc-
cessfully applied to hydrogen jet ﬂame by Naud et al. [11].
As a further development, the present work wants to extend the validation of
this combustion model to a more complex fuel, like methane: on a complexity scale,
methane represents the further step for studying the combustion processes of the
real fuels.
As a matter of fact, hydrogen (H2) has the simplest combustion mechanism:
taking as reference the GRI database, the most recent detailed kinetics for hydrogen
in `GRI-Mech 3.0' [60] consist in 26 reversible reactions for H2/O2 combustion,
involving only 11 species.
This database reports also a detailed mechanism for methane consisting in 325 re-
actions involving 53 species. In terms of number of reactions and ﬁnal/intermediate
species the methane reaction scheme is more similar to complex hydrocarbons, e.g.
n-heptane which is primary reference fuel for diesel), rather than hydrogen.
The GRI mechanism have been already shown by Cao and Pope [61] to get the
best predictions for a jet ﬂame compared with other well known mechanism, such
as Skeletal, Smooke and ARM.
Therefore, the GRI 3.0 has been used in this study as chemical reaction mecha-
nism for resolution of ﬂamelet equations.
For comparison purposes, the experimental data set chosen in this work regards
the methane ﬂame investigated by Cabra et al. [10] at UC Berkeley. Further mea-
surements have been done by Gordon et al. [15, 17] on the same burner, accurately
reproduced at University of Sydney.
The presentation and description of this experiments are discussed in the next
sections.
4.1 Experiments at UC Berkeley
A series on experimental studies have been done in the past years at University
of California at Berkeley by the team of Prof. Chen and Prof. Dibble with a own
designed burner.
The vitiated co-ﬂow burner was designed with the principal objective of providing
a hot environment typical of real combustors that work with recirculation zones, like
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gas turbine combustors. In the design eﬀort, there was also the intention of getting
an axisymmetric conﬁguration, safe and easily reproducible by other researchers in
order to make it valuable both for modelling and experimental research purposes
[62]. Furthermore, the possibility of work with a range of co-ﬂow capabilities (range
of co-ﬂow temperature, stoichiometry and velocity) allow the investigation of the
ﬂame stabilization in a wide range of combustion modes and to get a simpliﬁed ﬂow
ﬁeld in order to decouple, as much as possible, the ﬂuid mechanics from the chemical
kinetics.
The conﬁguration of the burner is shown in Figure 4.1 and Figure 4.2. The
burner consists in a central pipe for fuel inlet 1, with an diameter of 4.57 mm and
a wall thickness of 0.89 mm, located at the centre of a perforated disk and which
extends downstream by 70 mm. The disk has a diameter of 210 mm and shows 2200
holes with 1.58 mm of diameter. The perforated plate is designed for stabilizing
ﬂames in a lean mixture situation and to give a uniform temperature and velocity
co-ﬂow. The co-ﬂow diameter and velocity are set to isolate the jet ﬂame from the
laboratory air for the maximum downstream distance possible. Furthermore, on the
outer side of the disk there is an exit collar shrouded with a water coil for cooling and
avoid the radiative heat from it to interfere with laser diagnostic. A combination
of laser techniques are employed to analyse the ﬂame: Raman-Rayleigh scattering,
helpful to measure temperature and species concentrations, and the Laser Induced
Fluorescence (LIF), employed to measure the minor species CO, OH, NO.
All these characteristics have set this burner as a reference workbench for testing
a variety of ﬂames, both rich and lean co-ﬂow combustion, as well as premixed or
diﬀusion central jets, inclusive of swirling jets and spray jets. Particularly, two
interesting sets of experimental studies have been carried out with this burner for
testing non-premixed combustion of hydrogen and methane [63, 13, 10].
The experimental measurements on the methane ﬂame, ﬁrst presented in [10],
are considered as reference data for testing the numerical results.
The measurements have been taken on the aforementioned Vitiated Co-ﬂow
burner using a single ﬂame as base case. The set up conditions are summarized
1The conﬁguration with simple central fuel jet is one those used in the experiments: the other
ones are piloted and spray conﬁgurations
Figure 4.1: Picture and a schematic representation of the Jet in Vitiated Co-ﬂow
burner designed at UC Berkeley
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Figure 4.2: Scheme indicating the elements of the burner [13]
in Table 4.1. A mixture of methane/air, 33%/67% in molar fractions, is used for
fuel jet and exits with a bulk velocity of 100 m/s. This fuel jet is surrounded by
co-ﬂow consisting of products of a lean premixed combustion of hydrogen and air
(φ = 0.4). The co-ﬂow has a velocity of 5.4 m/s. The choice of an hydrogen ﬂame
is due to the absence of carbon species in the co-ﬂow composition. However, with
an hydrogen ﬂame it is possible also to obtain leaner and lower temperature ﬂames
which in a low production of NO; therefore the jet ﬂame would be the source of any
carbon species and NO measured in the ﬂow.
Over 400 points have been sampled in diﬀerent position of the ﬂame: along the
centerline 15 points have been sampled from 5 to 100 inlet diameters (d); the radial
proﬁles, instead, have been measured at axial positions of z/d = 1, 15, 30, 40, 50, 70
in several points from -3 to 50 mm, with spacing of 2 or 3 mm. For each position,
measurements for temperature and mass fractions of O2, N2, CH4, H2O, H2, CO2,
CO, OH and NO are available as Favre averaged mean and standard deviation
values. The mixture fraction values are obtained, instead, by the Bilger's formula
[48] and are shown together with the values of mean temperature in Figure 4.3. All
these data are available from the UC Berkeley website.
Lift-oﬀ height has been also measured by visual observation which resulted to be
around z/d = 35 [10]. Since the principal controlling parameters for this lifted ﬂame
series are co-ﬂow velocity and temperature and jet velocity, a sensitivity analysis
about lift-oﬀ heights have been also carried out by Cabra et al. and results are
shown in Figure 4.4.
As declared further by Cabra in [13], the precision of the Raman-Rayleigh-LIF
system was obtained with the use of ﬂat calibration ﬂames. The standard deviations
are: temperature 1%, N2 3%, H2O 5%, CO2 6%, OH 10%, NO 10%, and mixture
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Jet Coﬂow
Re 28000 23300
d [mm] 4.57 210
V [m/s] 100 5.4
T [K] 320 1350
YO2[−] 0.15 0.12
YN2[−] 0.52 0.73
YH20[−] 0.0029 0.15
YOH[ppm] <1 200
YH2[ppm] 100 100
YNO[ppm] <1 <1
YCH4[−] 0.33 0.0003
φ[−]  0.4
Zst[−] 0.177
Table 4.1: Conditions at fuel and co-ﬂow inlet for the Jet in Vitiated Co-ﬂow burner
set up for methane [10]
Figure 4.3: Radial proﬁles of Favre averaged mean temperature and mixture fraction
for all the axial position measured at UC Berkeley by Cabra
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fraction 6%. The co-ﬂow temperature, instead, is measured with an estimated un-
certainties are on the order of 5% corresponding to an interval of 60 K (1350 ± 60
K) .
Figure 4.4: Sensitivity of CH4/air ﬂame lift-oﬀ height to co-ﬂow velocity and jet
velocity . The shaded circle represents the base-case lift-oﬀ height established by
the unaided eye [10]. The thick line in the second plot shows the prediction from
Kalghatgi's correlation for lift-oﬀ
4.2 Further experiments at University of Sydney
However, the data published by Cabra [10] are missing about measurements of
velocity ﬂow ﬁeld and they are referred only to reactive ﬂow. At University of
Sydney has been later reproduced the Jet in Vitiated Co-ﬂow burner in order to
get more experimental measurements for both cases of hydrogen and methane lifted
ﬂame.
The burner was reproduced carefully with just slight diﬀerences in the dimensions
compared with the Berkeley burner: the jet diameter was 4.45 mm instead of 4.57
mm while the disk diameter was 198 mm instead of 210 mm; the holes in the disk
were 1950 instead of 2200 but with same diameter giving a overall blockage of the
plate of 87 % instead of 85 % [15].
Velocity data were ﬁrst collected on this burner for the same hydrogen case of
Cabra by Wu et al. [16] using Laser Doppler Velocimetry (LDV). This measurements
have high interest for modelling methane ﬂame too, since they include measurements
for mean and standard deviation for jet exit velocity in reactive and non-reactive
cases: indeed, the conﬁguration for the hydrogen case is very similar to the methane
case for the near-exit velocity ﬁeld since the jet bulk velocity is 107 m/s (100) 2 and
the co-ﬂow velocity is 3.5 m/s (5.4).Thus, this results have been selected as reference
in this work for studying the boundary conditions, as explained in the next chapter.
This work has been extended by Gordon et al. [15, 17, 14] to include more
details of co-ﬂow and jet properties for both hydrogen and methane cases of Cabra
and including also a lift-oﬀ sensitivity analysis.
2In parenthesis are keep in mind the corresponding values for methane case.
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Using LDV method, radial measurements of mean and standard deviation of
axial velocity were taken, both for reactive and non-reactive cases, at six axial cuts
between z/d = 15 and z/d = 50 in the zone of the jet self-similarity. In Figure 4.5
are reported the mean and standard deviation values of velocity reproducing the
methane case of Cabra as presented by Gordon in [15]: inlets for co-ﬂow and fuel jet
were respectively of 5.3 m/s and 100 m/s, and co-ﬂow temperature of 1420 K. The
diﬀerence in co-ﬂow temperature doesn't aﬀect the possibility of comparing reactive
measurements since the uncertainty interval on co-ﬂow temperature measurements
by Cabra was in the order of about 60 K.
Figure 4.5: Radial proﬁles of mean and standard deviation of axial velocity for the
reacting (left) and non-reacting (right) cases. [14, 15]
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RANS simulations
The validation of the UFPV combustion model has been ﬁnally carried out run-
ning several simulations of the methane ﬂame setup described in chapter 4. The
simulations have been run using FOAM-extend package and they consisted in both
inert and reactive ﬂow ﬁeld simulations. In inert simulations, impact of boundary
conditions and of model parameters has been checked while for reactive simulations
eﬀect of diﬀerent presumed PDFs has been considered as well as a sensitivity analysis
based on co-ﬂow velocity.
5.1 Domain deﬁnition and meshing
Considering the dimensions of the Vitiated Co-Flow burner as declared in [13]
and [63], the current domain has been chosen in order to guarantee a complete
description of the ﬂame as well as to get the most simple geometry. In this sense,
assumption of axial-symmetry is also considered since the burner geometry oﬀers
this exempliﬁcation. As shown in Figure 5.1, a further common simpliﬁcation is
selecting the domain starting directly from the jet nozzle.
Taking as reference parameter the jet diameter (d = 4.57 mm), the CFD domain
selected is bi-dimensional and has 20d width in radial direction and 72d length in
axial direction; in this way, all measurement point are included in the domain.
In openFOAM based applications, however, is not possible to use directly 2D
geometries and 3D adaptation is required: a pseudo-2D geometry has then been
created with a wedge shape of 10° in circumferential direction.
The mesh grid has been generated as structured mesh type subdividing the edges
on axial direction with 122 cells with an expansion ratio of about 21; on the radial
direction, for the jet inlet edge (0 ≤ r ≤ d/2) is considered a constant subdivision of
13 cells while on the side of co-ﬂow inlet (d/2 ≤ r ≤ 20d) there are 93 cells with an
expansion ratio of about 15. Moreover, in the circumferential direction just one cell
is considered (for this reason it may be referred as pseudo-2D). The total number
of cells is of 13176. No sensitivity analysis has been considered for the degree of
reﬁnement of the mesh. In fact, the mesh size is resumed adapting the grid1 used
in [6] which already represents an optimum size/reﬁnement and which guaranteed
reliable results for the hydrogen case.
1To get a comparison, for hydrogen case, the mesh had dimensions 108x108 for 20dx50d domain
while for the present case 108x122 grid is considered for a 20dx72d: the adaptation for the number
of cell is done considering the same minimum cell size in the zone of fuel inlet.
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Figure 5.1: Representation of the lifted methane ﬂame in vitiated co-ﬂow and the
domain selected for simulations (adapted from [6]).
Figure 5.2: Pseudo-2D geometry and mesh used in foam-EXTEND
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5.2 Boundary and initial conditions
Referring to Figure 5.2, the boundary condition (BC) types adopted for each
edge delimiting the domain are the following:
 for fuel and co-ﬂow inlets, user deﬁned proﬁles are set for velocity and turbu-
lence inlet;
 for axis, axis-symmetrical condition is set using empty condition [64], which is
speciﬁc to instruct the solver to solve a 3D domain in 2D axial-symmetric;
 for front and back side, wedge type condition is used which is speciﬁc for 2D
axial-symmetric cases[64];
 for atmosphere outer boundary, no-slip condition is considered;
 for outlet, a convective condition at constant mean pressure (1 atm) is set.
The user deﬁned BCs adopted for inlets have been set according to the exper-
imental data on the VC burner ﬂow ﬁeld explained already in section 4.2. These
data, collected by Wu et al. [16], regards also measurements of the velocity (mean
and ﬂuctuations) in the near-exit regions for diﬀerent ﬂow conditions.
According to the declared bulk velocities and Re for jet and co-ﬂow exit (Ta-
ble 4.1), the mean velocity proﬁle has been based on the measurements of Wu for a
similar inert case (in terms of Re).
For the fuel inlet (0 ≤ r ≤ Rjet = d/2), the axial velocity proﬁle is deﬁned using
correlation for turbulent pipe ﬂow [65]
U˜ =
5
4
Ubulk
(
1.01− r
Rjet
)1/6
0 ≤ r ≤ Rjet (5.1)
where Ubulk is 100 m/s for the present methane case. Since the co-ﬂow mean
velocity is U˜ = 5.4 m/s, a transition proﬁle between maximum and minimum value
is used. In a small interval around fuel exit (Rjet < r < 1.88Rjet) an exponential
decay proﬁle is considered, deﬁned as
U˜ = a+ b[exp(−cr2)] Rjet < r ≤ 1.88Rjet (5.2)
where constants a and b are obtained imposing the continuity of the proﬁle and
c ≈ 48000. Moreover, mean radial velocity is considered to be zero at inlets.
The proﬁle constructed in this way is a good prediction of the real behaviour
of the ﬂow exiting the burner: this sentence can be motivated looking at Fig-
ure 5.3 where normalized analytical proﬁle is plotted against the only measure-
ments available for this burner at comparable Reynolds numbers (Rejet=31500 and
Recoflow=17300) [16].
As a further veriﬁcation, the volumetric ﬂow rate given by the selected proﬁle
(≈ 0.001639 m3/s) approximate well the experimental one (≈ 0.001640 m3/s).
Since k- model is used for turbulence, also proﬁles for turbulent kinetic energy
and turbulent dissipation rate have been deﬁned. For the proﬁle of k, experimental
data on axial u′ and radial v′ ﬂuctuations [16] have been retained for specifying
Reynolds stresses
57
CHAPTER 5. RANS SIMULATIONS
Figure 5.3: Normalized axial velocity compared with experimental data by Wu et
al. [16].
Figure 5.4: User deﬁned proﬁles for BCs of U , k and .
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u˜′′2 = u′u′ v˜′′2 = v′v′ w˜′′2 = v˜′′2 (5.3)
and, then, the deﬁnition of turbulent kinetic energy have been used (k = u˜′′2 +
v˜′′2 + w˜′′2).
On the other hand, also  proﬁle is retrieved from the aforementioned data on u′
and v′ specifying a correlation coeﬃcient ρuv for velocity cross correlations.
Velocity covariance is expressed as u˜′′v′′ = ρuvu′v′ where ρuv is deﬁned, as men-
tioned in [6, 61], like
ρuv =
{
0.4(r/Rjet) r ≤ Rjet
0.4 r > Rjet
(5.4)
The other velocity cross correlations are considered to e zero because of the non-
swirling behaviour of the jet [61]. The turbulent dissipation rate is then calculated
assuming that only the production term of k contribute to deﬁnition of . From the
turbulent kinetic energy equation derives that
 = −u˜′′v′′∂U˜
∂r
(5.5)
The set of BCs for U˜ , k and , calculated as aforementioned, are shown in
Figure 5.4. The boundary values for the other variables are summarized in Table 5.1.
Fuel inlet Co-ﬂow
T˜ [K] 320 1350
Z˜ [-] 1 0
Z˜′′2 [-] 0 0
Y˜c [-] 1.78·10−4 (YH2O,fuel) 0.1 (YH2O,cof )
Table 5.1: Boundary conditions for transported reactive variables.
For all simulations, these boundaries represent the basic conﬁguration as well as
all initial conditions have been set from co-ﬂow boundary conditions.
5.3 Properties tabulation
After setting up boundary conditions, creation of chemistry tables has been
carried out. As already explained in subsection 3.4.1, each table refers to just one
combination of co-ﬂow and fuel inlet temperature and is calculated for a speciﬁc
pressure: for all the tables created, the ﬂamelet resolution considered temperature
BCs as reported in Table 5.1 and pressure at ambient conditions (1 bar).
For each table dimension, diﬀerent discretization has been adopted, in order to
get a compromise between table resolution/accuracy and size. The number grid
points chosen for each variable are:
NZ˜ = 25 NS = 17 Nχ˜st = 25 NY˜c = 51 Nspecies = 23 (5.6)
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giving around 12.5 millions of tabulated values as total number. In terms of
memory storage the size of each table has been in the order of 250 MBytes.
A total of three tables have been generated considering three diﬀerent assumption
on the type of χ˜st-PDF. This has been made for check reactive results while for non-
reactive simulations the choice between these tables doesn't aﬀect the results.
5.4 Non-reactive simulations
Inert simulations have been carried out in order to determine the optimum set-
up of the CFD model: particularly, these simulation were useful to evaluate the
assumptions on the selected values for k− constants and for the turbulent Schmidt
number. Further simulations with diﬀerent BC proﬁles for k and  have been done
in order to analyse eﬀects on ﬁnal results.
In all simulations, for determining χ˜, Cχ has been tuned to 3 which already gave
the best results for hydrogen ﬂame according to [6].
Figure 5.5: Mixture fraction (left) and excess mean velocity U˜o = U˜centerline−U˜coflow
(right) along the axis compared with exp. data respectively from Cabra et al. [10]
(reactive case but until 35d can be compared with inert results as well) and Gordon
[17] (non-reactive case). Red line represents results with C1=1.6 while green line
C2=1.8. Dashed red line corresponds to C1=1.6 and Sct=0.7.
5.4.1 k −  turbulence model setup
As aforementioned in Section subsection 2.3.3,values of the transport equation
constants must be assumed for closure of k−  model. Standard constants proposed
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by Launder and Sharma (Standard k − ) are known to not guarantee best results
for reactive jets. Generally, the correction on C1 proposed by Pope for round jet
anomaly [66] must be considered: C1 must be changed from 1.44 to 1.6 retaining
the other constants.
However,similar papers on this topic [18, 67] proposed modiﬁcation of C2 from
1.92 to 1.8.
Both models have been tested in inert conditions considering a turbulent Schmidt
number equal to 0.9 (with assumption of Le = 1, Sct coincides with Prt) and results
for mixture fraction and normalized velocity compared with experimental data are
presented in Figure 5.5 and Figure 5.6. These results conﬁrm that the modiﬁed k−
model using the Pope correction predicts better the shape and the spread of the jet
as well as the mixing ﬁeld. However, Z peak values are slightly overestimated.
In view of this, C1 = 1.6 and C2 = 1.92 are considered for deﬁning the reference
case for reactive simulations.
Figure 5.6: Radial plots of mixture fraction (left) and normalized mean velocity
U˜norm = [U˜ − U˜coflow]/[U˜centerline− U˜coflow] (right) compared with exp. data respec-
tively from Cabra et al. [10] (reactive case but until 35d can be compared with inert
results as well) and Gordon [17] (non-reactive case). Red line represents results
with C1=1.6 while green line C2=1.8. Dashed red line corresponds to C1=1.6 and
Sct=0.7.
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5.4.2 Eﬀect of turbulent Schmidt number
Transport equation for mean mixture fraction (Equation 3.32), for mixture frac-
tion variance (Equation 3.33) and mean progress variable (Equation 3.33) have been
implemented considering the gradient-diﬀusion assumption for turbulent ﬂuxes and,
furthermore,diﬀusion coeﬃcients have been determined just by turbulent properties
(µt and Sct). Usually, a unique constant turbulent Schmidt number is considered
for simplicity: similar works to the present one [6, 12] adopted values of 0.9 but for
a non-premixed methane ﬂame values of Sct vary for each species between 0.6 and
1 [68, 69].
Another inert simulation has been done considering Sct = 0.7 in order to be
compared to the aforementioned simulation with Pope correction and Sct = 0.9, as
shown in Figure 5.6 and Figure 5.6. Obviously, the change in Sct doesn't aﬀect the
velocity ﬁeld but it tends just to increase the rate of mixing inside the jet. In this
way, Sct = 0.7 gives very accurate mean mixture fraction prediction along the axis
while Z˜ with Sct = 0.9 is more accurate on the sides of the jet. However, Sct = 0.9
is chosen to be the best option since good approximation on Z˜ between r/d = 3
and r/d = 5 because it is crucial to correctly model the very lean mixture fraction
zones, which is where auto-ignition takes place.
Along with standard k −  model and Pope correction, the reference case for
reactive simulation considered also Sct = 0.9.
5.5 Reactive simulations
Once the reference case has been set-up using inert ﬂow analysis, combustion
behaviour has been studied running reactive simulations in order to verify the ﬂame
structure and the sensitivity to some other conﬁguration parameter of the combus-
tion model.
Particularly, the impact of diﬀerent presuming on χ˜st-PDF have been tested for
3 most likely presumed shapes. Moreover, a sensitivity analysis on the velocity co-
ﬂow has been carried out considering one of the aforementioned 3 cases that gives
the best results.
Evaluations on the ﬂame structure and auto-ignition prediction are then reported
in order to comment the simulation combustion.
5.5.1 Flame structure and impact of χ˜st-PDF
Once chosen the conﬁguration giving the best inert mixing results (in terms of
velocity ﬁeld and mixture fraction ﬁeld), a further interesting check has been the
choice for the shape of χ˜st-PDF. This analysis obviously don't aﬀect the averaged
quantities but has impact on predicting the magnitude of ﬂuctuations of ﬂow vari-
ables.
As explained earlier, for Z˜-PDF β distribution has been largely proved in lit-
erature to give the best description while choosing δ function for Y˜c-PDF is the
most convenient simpliﬁcation for UFPV model since it implies no variance on Y˜c
(e.g. Y˜ ′′2c = 0) and thus zero ﬂuctuations on Y˜c. Originally the UFPV model was
described considering both transport of progress variable and its variance but it has
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Z˜ Y˜c χ˜st Lift-oﬀ
β-PDF δ-PDF
log-normal PDF (σ = 0) 99.8 mm (21.8d)
log-normal PDF (σ = 1) 94.2 mm (20.6d)
log-normal PDF (σ =
√
2) 88.8 mm (19.4d)
Table 5.2: Lift-oﬀs measured for the corresponding case simulated.
(a) (b) (c)
Figure 5.7: Contour plots for the 3 cases simulated: (a) σ =
√
2, (b) σ = 1, (c)
σ = 0. Stoichiometric mixture fraction iso-surface (Z˜st = 0.177) is underlined in
black while iso-surface for Y˜OH = 2 · 10−4 is underlined in white.
been already pointed ouit by Ihme and See [52] the simpliﬁcation Y˜ ′′2 = 0 gives suf-
ﬁcient accuracy compared with SFPV with the advantage of saving one dimension
for the properties tabulation.
For χ˜st-PDF, instead, a log-normal distribution is used. However, while for Z˜-
PDF the parameters of the β distribution are calculated using Z˜ ′′2, the variance
parameter σ2 of the log-normal distribution of χ˜st has been assumed.
Using the reference set-up for the CFD solver, reactive simulations have been run
with a set of three diﬀerent pre-integrated tables considering 3 variance parameter
of the log-normal distribution for χ˜st-PDF: σ
2 =
√
2, σ2 = 1, σ2 = 0. The impact of
these diﬀerent assumptions has been veriﬁed measuring lift-oﬀ height and checking
radial proﬁles for variable RMSs values. Lift-oﬀ has been individuated using OH
specie as a tracker of the auto-ignition: generally, in literature, criteria for deter-
mining lift-oﬀ consist in ﬁnd out the Y˜OH iso-surfaces of 10
−4 as order of magnitude.
In this case, lift-oﬀ is evaluated considering Y˜OH = 2 · 10−4 as done in [11].
Since the 3 values adopted for σ2 correspond to diﬀerent predictions on ﬂuctua-
tions strength for the rate of mixing along stoichiometric positions, diﬀerent lift-oﬀs
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have been measured for the 3 cases simulated. The heights in millimetres (and in
inlet diameters) of lift-oﬀs are presented in Table 5.2: the highest value has been
obtained with σ = 0 while the lowest with σ =
√
2. This behaviour is justiﬁed by
the fact that auto-ignition is advantaged by ﬂuctuations to happen closer to nozzle.
As shown in Figure 5.7, all the computed lift-oﬀ heights are shorter then the
experimental one (35d), declared by Cabra [10] on the base of ﬂame light emission.
Same value of lift-oﬀ is given by Gordon [17] but for diﬀerent co-ﬂow temperature
(Tcof = 1430K instead of Tcof = 1350K).
This discrepancy between experimental and numerical results can be motivated
involving many factors.
Firstly, this type of ﬂame resulted from experiments to be extremely dependent
(a) (b)
(c) (d)
(e)
Figure 5.8: Mean and RMS axial plots for mixture fraction and temperature against
experimental data
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Figure 5.9: Mean and RMS radial plots for temperature against mixture fraction.
Dots: experimental data. Red line: σ =
√
2. Blue line: σ = 1. Black line: σ = 0
to co-ﬂow temperature (∆HLO
∆Tcof
≈ −0.3d/K) and thus uncertainty on declared co-ﬂow
temperature drives to errors for CFD results.
A further motivation regards the simpliﬁcation adopted on Y˜ ′′2c = 0: since no
ﬂuctuations are considered for Y˜c, a faster ﬂame ignition should be expected respect
to UFPV model. As already motivated by [52], obviously just one ﬂamelet state
can be determined for each cell of the CFD domain and neglecting progress variable
contribution in cells around the autoignition region tends to predict ignition in a
larger number of cells.
This is a limit of the adopted model and, in some sense, also of the mesh reﬁne-
ment.2 As a further conﬁrm of the validity of results similar behaviour is reported
by [52, 12, 18] for the Berkeley methane jet ﬂame. Shorter lift-oﬀ height results in
altered radial and axial proﬁles compared with experimental one: this is true partic-
ularly in the zone where transient eﬀects are important (x/d < 25d and x/d > 65d).
Proﬁles for Z˜ are globally well predicted both for mean and RMS values (Figure
5.10a); this suggests that Z˜, together with predicted velocity ﬁeld, it is not respon-
sible for the diﬀerences in auto-ignition point and for the ﬂamebase stabilization.
Furthermore, it can be observed that the choice of χ˜st-PDF does not aﬀect mean
and RMS mixture fraction.
2Obviously, it does not have convenience to double the number of cells to get slightly better
results if the model has limits.
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(a)
(b)
Figure 5.10: Mean and RMS radial plots for mixture fraction (a) and temperature
(b). Dots: experimental data. Red line: σ =
√
2. Blue line: σ = 1. Black line:
σ = 0
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Axial plots (5.8c) conﬁrm that Z˜ is well described far from auto-ignition but it
is slightly over-predicted between 30d and 60d. This can be attributed to the earlier
thermal dilatation after the auto-ignition point.
For temperature plots ( 5.10b, 5.8a, 5.8b) similar considerations are valid between
(a)
(b)
Figure 5.11: Mean and RMS radial plots for CH4 (a) and O2 (b). Dots: experimental
data. Red line: σ =
√
2. Blue line: σ = 1. Black line: σ = 0
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(a)
(b)
Figure 5.12: Mean and RMS radial plots H2 (a) and OH (b). Dots: experimental
data. Red line: σ =
√
2. Blue line: σ = 1. Black line: σ = 0
30d and 50d: experimental data are not ﬁtted good in these positions because of
the sudden heat release; from axial plot of the RMS value of temperature is also
clear that the model predicts a larger ignition region than expected (from 20d to
70d). This is clear also from radial plots of temperature against mixture fraction as
in Figure 5.9.
From RMS plots of temperature, it also becomes clear that eﬀects of diﬀerent
PDFs for χ˜st regards only reactive scalar ﬂuctuations but not mixing scalar ﬂuctu-
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(a)
(b)
Figure 5.13: Mean and RMS radial plots for CO2 (a) and CO (b). Dots: experi-
mental data. Red line: σ =
√
2. Blue line: σ = 1. Black line: σ = 0
ations (e.g. mixture fraction). However, peak RMS values for temperature are not
correctly predicted just for x/d = 30; for other heights, peak values are correct but
predicted slightly in outer jet positions.
However, the aforementioned plots for T˜ and Z˜ show very similar behaviour with
results from [52] so that it can be argued that these inaccuracies are related only
with UFPV model used.
Ultimately, principal species (CH4, O2, CO2, H2O) show results complementary
to mixture fraction plots, as shown in Figure 5.11a, 5.11b and 5.13a: discrepancies
are found mainly for x/d = 30 and x/d = 40 while for the other heights both
mean and RMS values are in good agreement. Impact of the diﬀerent χ˜st-PDF
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presumption is to modify peak values of RMS and is is restricted between 0d and
3d: obviously highest peak is obtained with σ =
√
2 while the lowest one with σ = 0.
On the other hand, for minor species (OH,CO,H2) relative inaccuracy of mean
values is higher and extends to all heights (Figure 5.12b, 5.12a, 5.13b). Probability
on χ˜st slightly aﬀect also mean values but good agreement, instead, is reported
looking at RMS values.
According to [6], signiﬁcant eﬀect of σ should be noticed both on mean and RMS
values of OH, but in this case slightly eﬀect is reported mainly on mean values.
However, while RMS values tends to be well predicted in ignited ﬂame positions
(x/d = 40, 50, 70), mean values are over predicted.
To better understand the structure of the calculated ﬂame, the so called Flame
Index (FI) can be used. Firstly introduced by Yamashita et al. [70], this index
is generally used in LES for determining instantaneous ﬂame structure but it may
give some rough information also about the "mean" ﬂame structure. Here has been
introduced using the normalized form suggested by [52] which is
FI =
∇Y˜CH4 ·
(
∇Y˜O2 − Y˜O2,fuel∇Z˜
)
|∇Y˜CH4|
∣∣∣(∇Y˜O2 − Y˜O2,fuel∇Z˜)∣∣∣ (5.7)
where in this case Y˜CH4 and Y˜CH4 are the computed values for each cell of the
CFD domain and the term Y˜O2,fuel∇Z˜ is subtracted to take into account the oxygen
in the fuel stream.
Figure 5.14: Flame Index in CFD domain for the case with σ = 0. Blue zones
(FI = −1) represent local non-premixed behaviour while red zones (FI = 1) local
premixed behaviour. White dots represent Y˜OH = 2 · 10−4 iso-line.
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The Flame Index deﬁned in this way can vary from 1, which identiﬁes non-
premixed combustion regime inside the ﬂame, to -1, which correspond to premixed
regime.
In Figure 5.14 is shown the calculated ﬂame (case with σ = 0) in terms of FI.
According to the deﬁnition adopted to identify auto-ignition (Y˜OH = 2 · 10−4), it
can be seen that the lowest auto-ignition point (lift-oﬀ) takes place within a non-
premixed regime while ignition points on the ﬂame side take place also in a partially
premixed regime together with non-premixed regime. However, this agrees with the
results on the same ﬂame by Ihme and See [52] which assess that more then a half
of the ﬂame ignition events occurs in diﬀusion mode.
5.5.2 Sensitivity analysis on co-ﬂow velocity
A further step to characterize the ﬂame with the presented combustion model
has been checking the sensitivity at diﬀerent co-ﬂow velocities. Such sensitivity
has already been tested by Cabra et al. [10] and Gordon et al. [17] in order to
reproduce their own experimental ﬁndings. Furthermore, sensitivity analysis has
been also carried out, with comparable combustion models, by Vicquelin [12] and
Michel et al. [18].
The present sensitivity analysis has been done considering as baseline case that
one with σ = 0 which gives the highest lift-oﬀ. Four more simulations have been
run with 4 diﬀerent co-ﬂow velocities, at steps of 0.5 m/s: 4.4, 4.9, 5.9, 6.4 m/s.
The simulation results are plotted in Figure 5.15 compared lift-oﬀs reported by
aforementioned works.
The sensitivity to co-ﬂow velocity resulted under-estimated compared with re-
sults by Cabra and Gordon. However, lift-oﬀs show very similar trend compared
with those obtained with similar models like those in [12, 18] (Vicquelin and Michel).
Figure 5.15: Sensitivity analysis on co-ﬂow velocity compared with other results
from [10, 15, 12, 18]
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Conclusions
In the present work, a methane non-premixed ﬂame has been simulated using
UFPV approach which permitted the utilization of a detailed kinetic mechanism,
such as GRI 3.0.
The implementation of UFPV in CFD framework has been obtained modifying
a transient RANS solver (dieselFoam) included in the FOAM-extend package: the
modiﬁcations have dealt with the addition of transport equations for Z˜, Z˜ ′′2, Y˜c and
with programming the "interaction" between the solver and the properties table.
From the results obtained, it is possible to aﬃrm that a combustion model based
on UFPV approach is capable of reproducing a lifted ﬂame unlike combustion models
based on steady ﬂamelets (the same ﬂame would be wrongly predicted as "attached"
to the nozzle).
As already discussed in chapter 5, two factors can justify the diﬀerences between
experimental and numerical results. Firstly, the selected ﬂame was reported to be
extremely sensitive to co-ﬂow temperature; so, uncertainty on co-ﬂow temperature
measurements may lead to numerical misprediction. Secondly, neglecting ﬂuctua-
tions on Y˜c implies a premature process of auto-ignition compared to the same case
with transported Y˜ ′′2c.
The combustion model has shown low sensitivity on co-ﬂow velocity compared
with data from Cabra [10] and Gordon [15] but similar behaviour with the numerical
results of Vicquelin [12] and Michel [18] (both using combustion models similar to
the present one). From this last point of view, a prosecution of the present work
may regard a further sensitivity analysis on the co-ﬂow temperature.
Future developments could regard the implementation of the present UFPV-
based model in a LES framework, in order to get more precise ﬂame structure
prediction and to take full advantage from UFPV approach.
In addition, a further development could regard also the reﬁnement of the as-
sumptions about PDFs: in fact, the aim of extending the validation to more complex
fuels and geometries evinced the need to include also transported ﬂuctuations on Y˜c
inside the present combustion model.
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