The controllability of the linearized KdV equation with right Neumann control is studied in the pioneering work of Rosier [25] . However, the proof is by contradiction arguments and the value of the observability constant remains unknown, though rich mathematical theories are built on this totally unknown constant. We introduce a constructive method that gives the quantitative value of this constant.
Introduction
The goal of this paper is to give a quantitative cost estimate of the controlled system u t + u x + u xxx = 0, u(t, 0) = u(t, L) = 0, u x (t, L) = a(t). Here N is the so called critical length set and is given by
; k, l ∈ N * .
Actually following Lions' H.U.M. [22] (see also [11] ) the optimal estimate of the observability inequality (1.1) (or (1.2)) implies the exact controllability of the KdV equation with some optimal control a(t) ∈ L 2 (0, T ). Rosier [25] proved that such linear controlled system is exactly controllable if and only if L / ∈ N . Though not controllable in critical cases, we can decompose L 2 by H ⊕ M , where the subspaces H and M are controllable and uncontrollable parts respectively. Later on it is proved successively in [12, 5, 7] that the nonlinear controlled KdV system, i.e. u t + u x + u xxx + uu x = 0, is locally controllable with some a(t) = u x (t, L) despite M , where the cost can be estimated by the related observability controllability in H. Many further results are developed concerning controllability, stability and stabilization on this classical model, and most of them are based on the value of the observability constant. For example, in [24] this value is directly used to get exponential (energy) stability on L 2 for non-critical cases and exponential stability on H for critical cases; though the finite dimensional central manifold M makes the linear system not asymptotically stable, it is shown in [10] that the nonlinear term as well as the exponential decay on H lead to polynomial stability of the system; more recently, in [16] exponential stabilization is achieved by quadratic structure on M and of course the exponential decay on H.
In [25] Rosier used a method due to Bardos-Lebeau-Rauch [2] , and only provided the existence of such constant, while the value of it remained open. Thus it is important and interesting to give an explicit observability estimate. Typical and classical ways of solving cost problems are moment methods [27] , Lebeau-Robbiano strategy type methods [21] , and Carleman estimates [19] . The first two consist in investigating the eigenfunctions and decomposing the states by them, see for example [23, 9] . However, in our case the related eigenfunctions do not form a Riesz basis, due to the fact that the operator is neither self-adjoint nor skew-adjoint. In fact they are not even complete in L 2 (0, L), see [29] , which prevents us from directly applying those methods. Due to the existence of the critical length set, it does not seem natural to consider Carleman estimates.
In this paper, we introduce a constructive approach that quantifies the observability constant. We concentrate on the proof of (1.1) for non-critical cases, mainly presented in Section 3. Then we comment in Section 4 that almost the same proof leads to inequality (1.2) for critical cases. More precisely, inequality (1.1) can be achieved in two steps. Let us denote by S(t) the corresponding semi-group of the operator Au := −u x − u xxx , u(t, 0) = u(t, L) = u x (t, L) = 0. Proposition 1.2. Let K 1 ≥ 1, L / ∈ N . There exists γ = γ(L, K 1 ) > 0 effectively computable such that the set B γ (K 1 ),
is empty. Proposition 1.3. There existK 1 (L) and T 0 (L) such that for any γ > 0 there is ε = ε(L, γ) > 0 effectively computable with the property that, if there are u ∈ L 2 (0, L)\{0}, K 1 ≥K 1 (L), and T ≥ T 0 (L) satisfying T 0 S(t)u x (t, 0) 2 dt < ε u 2 L 2 (0,L) , (1.3) then B γ (K 1 ) is not empty.
In conjunction with the preceding propositions, this then implies that we can set c = ε L, γ(L,K 1 (L) in (1.1) for Theorem 1.1. Remark 1.4. We only prove Proposition 1.2 and Proposition 1.3 for L ≥ 4, though the same way of the proof also apply to the other cases. In fact, when L is below √ 3π (which is small than the first critical length 2π), an alternative simple proof in [6] gives an explicit observability constant, which, for the completeness of the paper, is also presented, see Appendix A.
Some properties of S(t)
From now on we always assume that L ≥ 4. The goal of this section is to develop several properties concerning the smoothing effect of S(t). All the results stated here will be demonstrated, and all the constants will be explicitly characterized, in Appendix B.
Due to some compatibility issues, we define the following Sobolev spaces H k (0) satisfying natural compatibility conditions on the boundary, H 0 (0) (0, L) := L 2 (0, L);
with the same norm as H k :
There is a constant E n m which only depends on n < m such that
Now we are ready to prove the following properties concerning regularities of the flow S(t). Suppose that f 0 ∈ L 2 , f (t, x) = S(t)f 0 , then simple integration by parts yields
The preceding two inequalities tell us that starting from some L 2 data the solution will stay in the same space, moreover, on almost every (time) t ∈ [0, T ] the solution becomes H 1 (0, L) thus gains regularity. Actually, similar regularity results hold for arbitrary order:
If the initial data f 0 belongs to H k (0) , then the flow S(t)f 0 stays in C([0, T ]; H k (0) (0, L)) ∩ L 2 (0, T ; H k+1 (0) (0, L)). Moreover, there exist constants F k 0 (L) and F k 1 (L) independent of the choice of f ∈ H k (0) and T ∈ (0, L] such that
3)
4)
Remark 2.3. The same type of smoothing results also hold for the nonlinear KdV flow (for example [3] ). But this phenomenon only appears for initial boundary value problems, it does not exist for KdV flow on whole space.
An immediate consequence is the following smoothing effect result.
Remark 2.5. The rate t −k/2 in Lemma 2.4 is optimal by assuming Lemma 2.2. Moreover, both of them can be generalized to k ∈ N, while more (but similar) efforts are required to get explicit values.
For any given K > 0, let A = A K be
Then we have the following simple Lemma 2.6. There exist B = B(L, K) and a set
An immediate consequence if the Corollary 2.7. Assume that {g 1 , g 2 , . . . , g P } ⊂ A is orthonormal. Then P ≤ B(L, K).
Proofs of Proposition 1.2 and Proposition 1.3
This section is devoted to the proof of the two main propositions of this paper. In the following we will work with a parameter K much bigger than 8, which will eventually determine
For ease of notations, from now on, let · refers to the L 2 -norm, and · refers to the L 2 -inner product;
First, we prove Proposition 1.2, following the procedure in Rosier's proof. Observe that this proposition is ineffectively true, since if it's false, we can find a sequence γ n → 0 as well as functions u n with associated λ n as in the definition of B γ with u n H 3 ≤ K 1 , and so in particular a subsequence will have λ n → λ * as well as u n , u n,x converge point wise, and also in H 3 weak sense, to some u * which is as in Rosier's result, and hence results in a contradiction. Rendering this effective will require 'perturbing Rosier's proof'.
Proof of Proposition 1.2. Assume that L / ∈ N and let u ∈ B γ as in the statement of that proposition, thus there exist λ and f (x) such that
At first we can get some information about λ from the above equation on u. In fact, we get from the preceding equation that
thus λ is bounded by
Moreover, direct integration by parts from equation (3.1) yields
which, combined with (3.2), leads to
Therefore, λ is close to the imaginary axis,
Then we derive further information on u from classical complex analysis. By extending u and f trivially past the endpoints of the interval [0, L], we obtain a function u ∈ H 3 2 − (R), which satisfies the relation
Then, the extended function u, via the Fourier(-Laplace) transformation, further satisfies
where α := u ′′ (0), β := u ′′ (L), δ := u ′ (0). It is followed from Paley-Wiener theorem that u(ξ) and f (ξ) are holomorphic functions when extended on complex valued ξ, as u(x) and f (x) are compactly supported. We conclude that away from the zeroes of the polynomial λ + (iξ) + (iξ) 3 , we have the representation
Then observe that (α, β) = (0, 0) since otherwise we cannot possibly have the normalisation condition u L 2 = 1 (or u L 2 = 2π), provided γ is small enough. In fact, if the function
then the polynomial p − ξ + ξ 3 has to divide the numerator, in the sense that the quotient is an entire function as well. But since |p| = |λ| < K 2 , the roots of this polynomial lie in a disc of radius R = R(K 1 ) := 1 + 3K 2 /2 1/3 > 1 in the complex plane centered at the origin:
Choose η ∈ D 2R(K 1 ) and Γ 3R = ∂D 3R(K 1 ) , we get from Cauchy's integral formula that
dζ .
On the one hand, since
On the other hand, for ∀ξ ∈ D 2R c we have This contradicts our assumption that u L 2 = 1, provided γ small enough:   4R 27
Furthermore, by a simple variation of the preceding argument, we infer the existence of α * (L,
is forced by the normalisation condition on u. Indeed, based on the above estimates with (α, β) = (0, 0), when (α, β) = (0, 0), for η ∈ D 2R we have 
Moreover, by shrinking γ 0 (L, K 1 ) if necessary this can be easily improved to |β|/2 ≤ |α| ≤ 2|β| and min{|α|, |β|} ≥ 1 3 α * (L, K 1 ).
Since else we can arrange the numerator not to have any zeroes at all on or near the real axis, while as shown in the beginning that λ = iR + O(2γ), whence there exists at least one root of the denominator that is near the real axis for small γ. More precisely, we only need to show the former relation as it leads to the latter one, if which is not true, then either
For the first case, the zeroes of the numerator that lie in D R satisfy
therefore,
provided that γ satisfies
While for the latter case,
Hence, the zero ξ in D R , which exists as u is holomorphic, should verify L|Im(ξ)| ≥ log( 4 3 ). On the other hand, we turn to the zeroes of the denominator, which all lie in D R ,
Suppose that p is given by a + ib with some |a| < K 2 and |b| < 2γ, we can find some ξ 0 ∈ D R ∩ R as solution of a − ξ 0 + ξ 3 0 = 0. Therefore, there exists a solution ξ = ξ 0 + r of a + ib − ξ + ξ 3 = 0 with |r| < 3γ, thus |Im(ξ)| < 3γ, which is in
Consider then the numerator α − βe −iLξ + δiξ + f(ξ), we can then assume that all the roots of α − βe −iLξ + δiξ + f (ξ) in D R are simple, and have to be of distance O K 1 ,L (γ) from the roots of α − βe −iLξ , which, thanks to the fact that |β|/2 ≤ |α| ≤ 2|β|, are of the form
In fact, as
contradiction when
Furthermore, if µ is such a zero of α − βe −iLξ that is in D R , we pick a circle Γ r (µ) in the complex plane centred at µ of radius r ∈ (0, min{ π 8L , R}) = (0, π 8L ). We prove that under certain conditions, which will be chosen later on, there is only one solution of Therefore,
Moreover, under the above condition, there is no solution in
Next we prove that, shrinking the upper bound on γ if necessary, there is exactly one solution inside Γ r (µ). As demonstrated before, there is no solution on Γ r (µ), therefore the number of solutions (counting multiplicity) inside which is given by
As µ is the only solution of α − βe −iLξ = 0 inside Γ r (µ), we also have
It suffices to find a sufficient condition such that
is strictly smaller than 1, since N r takes value from integer. In fact, under the above conditions, thanks to the above known estimates, we have
αLr 48 α * Lr 288
Thus it suffices to let γ satisfy
We conclude that all the zeroes of the numerator
Because all the zeroes of the denominator, which are in D R , should also be solutions of the numerator, amongst those solutions have to be the roots of the polynomial p − ξ + ξ 3 . Picking ξ 0 suitably, we may assume that the roots of this polynomial in D R are then of the form
where k, l are positive integers. Observe that necessarily we have
Then one infers the system
and the first two of these equations yield
Thus
In particular, if 56L 2 (R + 1)r < min k,l∈N L 2 − 2π k 2 +l 2 +kl 3 2 , then we have B γ = ∅. Let us remark here that the existence of such r satisfying the preceding condition is guaranteed by the selection of L.
In conclusion, we can set γ = γ(L, K 1 ) that satisfies,
Now we turn to the the second proposition and begin with outlining the idea of the proof. Assume that there is a u, u L 2 = 1 as in Proposition 1.3 satisfying flux inequality (1.3). Heuristically, we shall now construct a finite dimensional vector space V ⊂ H 3 (0, L) of functions satisfying the desired boundary vanishing conditions and such that
Moreover, this vector space admits an orthonormal basis in A, such that Π CV A| CV has a normalised (complex) eigenfunction with u H 3 ≤ B 1 2 (L, K)K =: K 1 , and which then implies Proposition 1.3. More precisely, thanks to Corollary 2.7, suppose that
,
then the vector space V and the complex vector space CV satisfies
As CV is of finite dimension, the map Π CV A admits at least one eigenvalue:
which further satisfies,
Keeping in mind the above essential observation, in the following complete proof we will only need to construct orthonormal functions {g j } verifying conditions (3.7)-(3.11).
Proof of Proposition 1.3.
Step 0: In the first part, we present some basic properties of the flow, while some of them are based on the "smallness" of the flux. The remaining parts of the proof are basically repeating these key observations.
. From now on we will work on K ≥ K 0 , which actually will give us a result slightly stronger than Proposition 1.3. As a consequence, Proposition 1.3 will be concluded by selecting K = K 0 . Thanks to Lemma 2.4 and Lemma 2.1, the flow S(t) satisfies, for ∀t ∈ [t 1 , +∞),
Observation (ii). Another important observation is that the L 2 norm of the flow stays close to its initial value, thanks to (2.
2):
For instance, if f 0 = 1 and the flux | T 0 f 2 x (t, 0) dt| < a, then the energy of the flow stays close to 1:
Observation (iii). Owning to the strong regularity of S(t)u, we are able to estimate S(s)u − S(t)u. More precisely, for any δ ∈ (0, 1/2) and any ∀t ∈ [t 1 , +∞), direct calculation implies,
Observation (iv). Thanks to the relation (3.12), we can estimate the flux of Af (t). Assuming
Observation (v). Observe that Af (t) and f (t) are orthogonal, provided the null flux, i.e.
Thus it is natural to have a perturbed version, Af (t) and f (t) are "almost" orthogonal when the flux is small. Suppose that | T 0 f 2 x (t, 0) dt| < a, then for any t ∈ [t 1 , T − δ], any δ ∈ (0, 1/2), we have
Observation (vi). If two small flux flows are orthogonal at the beginning, then they are "almost" orthogonal along the flow. Indeed, suppose that for some a < 1/2 we have Observation (vii). Let V be a subspace of L 2 . Then
in view of the linearity of the flow, we have
Remark 3.1. If the flux small condition is replaced by the null flux condition, then all these observations become even better.
Step 1: In particular, we have that u and g 11 := S(t 1 )u satisfy
the second inequality on account of the flux assumption on u, and the third is small for some very small δ 1 , which, however, is much larger than ε.
then stop. We further define g 11 (s) := S(t 1 + s)u = S(s)g 11 , s ∈ [0, t 1 ], which satisfies
Ag 11 (s) = S(s)Ag 11 ≤ Ag 11 < γ 2 ,
hence there exists s such that |g 11 (s) x (0)| ≤ (ε/t 1 ) 1/2 . Observe that if we set y 11 := g 11 (s) g 11 (s) , V := span{y 1 }, then
.
As a consequence, conditions (3.7)-(3.11) hold with p = 1, g 1 = y 11 , which, as it is shown at the beginning, implies that B γ = ∅.
If on the other hand we have
then proceed to the next step.
Step 2: Now we have Ag 11 ≥ γ 2 . For ease of notations, we define the following L 2normalization operator:
It be can easily checked that L verifies
Set y 21 = LAy 11 = LAg 11 .
First we recall some properties of y 11 and y 21 , thanks to the observations in Step 0:
Despite that the normalized function y 21 may have a poor H 3 -bound, its boundary trace at x = 0 is small in the sense that, ∀δ ∈ (0, t 1 ),
having taken advantage of observation (iv). For the sake of simplicity, we define an upper bound for (3.14) , (3.15) and (3.16) :
which can be sufficiently small for well chosen ε and δ 1 . To make it clear, C 1 is an upper bound for
From the above inequality, we derive the existence
They share similar properties as y 11 and y 21 , thanks to the observations and the flux condition:
Finally we can set Notice that y 22 is obtained from the Gram-Schmidt procedure, thus Ay 12 ∈ span{g 12 , g 22 } = span{y 12 , y 22 }.
It can be proved that {y 12 , y 22 , y 32 } share similar properties as {y 11 , y 21 }: "small" flux. It is easy to get for y 12 :
As for y 22 , it can be written in the form of a "prepared" flow:
for which we can successively get,
Thanks to the above inequalities on z 22 , we can further get
which is related to Ay 22 , we know from its definition that, 
If y ⊥ 32 < γ 2 , then stop, and we verify that {y 12 , y 22 } satisfy conditions (3.7)-(3.11), thus B γ is not empty, provided that
If y ⊥ 32 ≥ γ 2 , then we define C 2 = C 2 (C 1 , δ 2 ) = C 2 (ε, δ 1 , δ 2 , γ, K) by
which is an upper bound for 
Step 3: Here we assume y ⊥ 32 ≥ γ 2 , and set y 32 := LΠ ⊥ y 12 Ay 22 . Then proceeding as before, we can obtain boundary trace inequality. Observe that the projection onto y ⊥ 12 introduces a flux term of size at most O(ε) due to our earlier boundary flux estimation for y 12 .
Since we have lost regularity for y 32 , we regain this by applying the flow S(t 2 ) again, for somē t 2 ∈ [t 1 , 2 1 ], resulting in g 13 = S(t 2 )y 12 , g 23 = S(t 2 )y 22 , g 33 = S(t 2 )y 32 .
Then we apply the Gram-Schmi dt procedure, by first orthogonalizing h 13 = g 13 , h 23 = Π ⊥ h 13 g 23 , h 33 = Π ⊥ {h 13 ,h 23 } g 33 = S(t 2 )z 33 , and then normalizing y 13 = Lh 13 , y 23 = Lh 23 , y 33 = Lh 33 .
As the demonstration in Step 2, we are able to estimate y 13 , y 23 , y 33 and Ay 33 in terms of some C 3 which only depends on C 2 and δ 3 . Then if y ⊥ 43 := Π ⊥ {y 13 ,y 23 } Ay 33 , y ⊥ 43 < γ 2 ,
we stop the process. Else we continue iteratively. We ignore detailed calculation in this step, as it will be covered by the next step for general cases.
Step 4: General induction step. In this step we provide general iteration estimates. At first we prove the following lemma. Ay nn ∈ span{y 1n , ..., y (n−1)n , y (n+1)n }, we can find orthonormal functions {y 1(n+1) , ..., y (n+1)(n+1) } such that
23)
Ay i(n+1) ∈ span{y 1(n+1) , ..., y (n+1)(n+1) }, ∀i ∈ {1, ..., n}. Moreover, if we further project Ay (n+1)(n+1) on span{y 1(n+1) , ..., y n(n+1) },
25)
then it satisfies,
where c n+1 = c n+1 c n , δ n+1 is given by
Proof. These functions are directly constructed via the Gram-Schmidt procedure. It follows from (3.21) that
For i ∈ {1, ..., n + 1}, we define 27) which, thanks to the boundary bound condition (3.26), the flux condition (3.21), Observation (i), and Observation (vi), satisfies
Then we derive from (3.17)-(3.18) that Ag 1(n+1) , ..., Ag (n−1)(n+1) ∈ span{S(t n )y 1n , ..., S(t n )y nn }, = span{g 1(n+1) , ..., g n(n+1) },
and that
Ag n(n+1) = S(t n )Ay nn ∈ span{S(t n )y 1n , ..., S(t n )y (n−1)n , S(t n )y (n+1)n },
Next, we orthogonalize {g i(n+1) } by {h i(n+1) }. More precisely, we find a upper triangular matrix A n+1 = (a ij ) 1≤i,j≤n+1 with a ii = 1, such that the elements of (h 1(n+1) , h 2(n+1) , ..., h (n+1)(n+1) ) := (g 1(n+1) , g 2(n+1) , ..., g (n+1)(n+1) )A n+1 are orthogonal. In such a case, the orthonormal functions {y i(n+1) } can be chosen by
In the remaining part of the proof, we check that {y i(n+1) } verify the lemma. Now we need to fix the value of a ij . From the construction of h i(n+1) we know that span{h 1(n+1) , ..., h i(n+1) } = span{g 1(n+1) , ..., g i(n+1) }, ∀i ∈ {1, ..., n + 1}, which implies that Ah i(n+1) , Ag i(n+1) ∈ span{h 1(n+1) , ..., h (n+1)(n+1) }, ∀i ∈ {1, ..., n}.
(3.28)
Moreover, by the definition of h i(n+1) ,
Therefore,
Many informations about the orthonormal basis {y i(n+1) } i∈{1,...,n+1} can be obtained from such explicit formulas. At first condition (3.24) is guaranteed by (3.28 ) and the definition of y i(n+1) . Then,
Similarly, we have It remains to estimate y (n+2)(n+1) := Ay (n+1)(n+1) . Instead of dealing with Ay (n+1)(n+1) directly, we consider some z (n+1)(n+1) such that S(t n )z (n+1)(n+1) = y (n+1)(n+1) , therefore Ay (n+1)(n+1) can be estimated from observations:(i), (iv) and (v). In fact,
x (0) ds ≤ (1 + 4(n + 1)c n ) 2 (1 + 2(n + 1)c n ) 2 c n ≤ 2c n .
Thanks to Observation (i), we have
Thus,
which, together with the orthonormal property of y i(n+1) , implies that
Finally, we are able to get
and
≤ (n + 1) 6 K 2 δ 2 + 12c n δ 2 + 4 K 2 c n , ∀δ ∈ (0, t 1 ).
Notice that δ 2 n+1 < δ n+1 for any δ n+1 < min{1/2, t 1 }, we get the last two inequalities of Lemma 3.2 and complete its proof.
Let us define y (n+2)(n+1) := Ly ⊥ (n+2)(n+1) . Then it satisfies y i(n+1) , y (n+2)(n+1) = 0, ∀i ∈ {1, ..., n},
(3.30)
If y ⊥ (n+2)(n+1) < γ 2 , then the orthonormal basis {y i(n+1) } 1≤i≤n+1 satisfies conditions (3.7)-(3.11), thus B γ = ∅.
If y ⊥ (n+2)(n+1) ≥ γ 2 , then from Lemma 3.2 and inequalities (3.29)-(3.31) we derive that the orthonormal functions {y i(n+1) } 1≤i≤n+ and normal function y (n+2)(n+1) satisfy Ay i(n+1) ∈ span{y 1(n+1) , ..., y (n+1)(n+1) }, ∀i ∈ {1, ..., n}, Ay (n+1)(n+1) ∈ span{y 1(n+1) , ..., y n(n+1) , y (n+2)(n+1) }, Step 5: Find the parameters. Let T ≥ 3B(L, K) − 1 t 1 (K). We find
such that the increasing sequence {C n },
(n + 1)C n t 1 < γ B(L, K) , ∀1 ≤ n ≤ B(L, K), (n + 1)C n ≤ min{1/18, 1/2n}, 1 ≤ n ≤ B(L, K).
As C n is increasing, it suffices to let
Suppose that the preceding conditions are fulfilled, then clearly we have C n ≤ δ 2 n+1 . For ease of computation, we assume for that moment C n ≤ δ 2 n+1 and define a sequence D n which is larger than C n :
, ∀n ≥ 2.
It suffices to let 3 2
We try to find δ n from backward. It is rather easy to fix a constant, as D B(L,K) , that verifies (3.35). Then we choose δ n+1 and D n iteratively by making K 2 δ 2 n+1 and D n /δ 2 n+1 equivalent,
as well as several similar relations for n = 0 and 1. Therefore, we conclude that
, n ≥ 0.
which gives the values of D 0 = ε 0 = ε 0 (L, γ, K):
as well as the values of δ n and D n that verifies all the above conditions, the details of which we omitted.
To conclude the proof of Proposition 1.3, it suffices to take K 0 = 2F 3 s , K = K 0 ,K 1 (L) = K 1 (L, K), T 0 (K, L) = 3B(L, K) − 1, and ε = ε(L, γ) := ε 0 (L, γ, K). We say that ε 0 is the value of ε for Proposition 1.3. Indeed, suppose that procedure does not stop for 1 ≤ n ≤ B(L, K), therefore, we have constructed orthonormal functions {y iB(L,K)+1 } 1≤i≤B(L,K)+1 ⊂ A, which is in contradiction with Corollary 2.7. It means that the procedure has to stop at a certain step, i.e. there exists 1 ≤ m ≤ B(L, K) such that, we have found orthonormal functions {y im } 1≤i≤m and function y ⊥ (m+1)m satisfying y ⊥ (m+1)m < γ 2 , then {y im } 1≤i≤m verifies conditions (3.7)-(3.11). It means that B γ (K 1 ) is not empty.
Length critical cases
Our method also gives the value of observability constant for the case L ∈ N . The subspace H is called the controllable part, thanks to the observability inequality:
Furthermore, both H and M are S(t) invariant. Therefore, if we replace L 2 space by (H, · L 2 ), then the same results hold, which yields a value of c(L).
Proposition 4.1. Let K 1 ≥ 1, L ∈ N . There exists γ = γ(L, K 1 ) > 0 effectively computable such that the set B γ (K 1 ), then following the proof of Proposition 1.2 we are able to give some computable and small γ such that, if u ∈ B γ then we can find some u 1 and some λ ∈ S L verifying
where γ 1 = γ 1 (γ) can be sufficiently small if γ is. This can be considered as perturbation of M , thus contradicts the fact that u ∈ H by assuming γ small than a certain computable value.
Further comments and questions
This is a quantitative way of characterizing observability constant, mainly based on flux observations and strong smoothing effects of the initial boundary value problem, e.g. Observations (i)-(vii) and Lemma 2.4 in our case. We believe that this method can be applied to many other models. Moreover, it is also of great interests to consider the following further questions.
• Observability constant behavior around critical points Let L 0 ∈ N . Our method gives a finite constant c(L 0 ) > 0, while it also provides a vanishing sequence {c(L)} L→L 0 : c(L) → 0 + . Apparently, this difference, e.g. the "jump" of the observability, comes from the uncontrollable subspace M . Thus when the length is not critical it is natural to ask for the existence of subspace, comparing to M , such that the observability constant of the quotient space is continuous. In other words, is that possible to find some finite dimensional space M L for L near L 0 such that the related "observability" of L 2 /M L , which is denoted by c H L (L), satisfies c H L (L) → c(L 0 ).
• Optimal estimates
According to the duality between controllability and observability, the sharp observability inequality constant is also the optimal control cost. This optimal estimate is of both mathematical and engineering interests, as stated in Introduction, it is the fundamental result for many other studies upon this model. However, it does not seem that the value that we obtain in this paper is optimal. Therefore, it would be interesting to further get sharp estimates of c(L).
• Observability inequality for small time On account of to the smoothing procedure S(t 1 (L, K 1 )) and Lemma 2.6, our constructive approach and quantitative result only apply for large time, i.e. T bigger than some T 0 (L, K 1 ). It is not clear whether some modifications and minimizations on our method can make the time small. What is the behavior of the constant when T tends to 0, and what is the sharp asymptotic estimate? Should the cost be like Ce − c T α , as it is the case for many other models [18, 9] ?
• Is backstepping another option? Originally introduced to stabilize system exponentially [15, 20] , recently it is further developed as a tool for null control and small-time stabilization problems [14, 29, 28, 17, 30] , the so called piecewise backstepping, which shares the advantage that the feedback (control) is well formulated. It consists in stabilizing system with arbitrary exponential decay rate (rapid stabilization) with explicit computable estimates, and splitting the time interval into infinite many parts such that on each part backstepping exponential stabilization is applied to make the energy divide at least by 2. Concerning our KdV case, at least for non-critical cases, rapid stabilization by backstepping is achieved in [13] , where they used the controllability of KdV equation with control of the form b(t) = u x (t, 0) − u x (t, L) as an intermediate step. If it is possible to perform piecewise backstepping by obtaining Ce cλ α type estimates on each step, then we are able to get null controllability and small time stabilization with precise cost estimates.
A The L ≤ 4 case.
Let us consider the flow y(t) = S(t)y 0 . Integration by parts and (2.1) (2.2) show
then Poincare's inequality lead to
which combines with (2.1) yield
Consequently, when T and L satisifes L 3 3T π 2 + L 2 3π 2 < 1, the observability constant can be
B Sobolev estimates and some properties of the flow
We start from giving some quantitative Sobolev embedding and interpolation estimates. In the literature these bounds are usually simply provided by some unknown constant C, for example Brezis [4] and Adams [1] , though ideas of getting which are well illustrated. For any ξ ∈ (0, L/3), η ∈ (2L/3, L), there exists λ ∈ (ξ, η) such that
Therefore, ∀x ∈ (0, L),
then we integrate ξ on (0, L/3) and η on (2L/3, L) to get
Hence,
Because for any δ ∈ (0, L 2 ] there exists n ∈ N such that L/n ∈ [δ 1/2 /2, δ 1/2 ], we can split [0, L] by n parts. By performing (B.1) on each part and combining them together, we get Notice that (B.2) also holds for complex valued functions. By replacing f by f (n) , we also get
Moreover, we are able to find a constant E n m which only depends on m and n such that
while, more precisely, E n m can be calculated by
For ease of notations, we denote a n :
In fact, E 1 2 = 42 as shown in (B.2), further estimated are obtained from a reduction procedure on m. Suppose that E n i with i ≤ m are known, then from (B.3) and (B.4) we derive
Now we turn to the proof of Lemma 2.6 and Corollary 2.7 . Actually, assuming Lemma 2.6, for any g i there exists f n i such that
Suppose that P > R, then there exists i = j such that f n i = f n j , contradiction, as
It remains to prove Lemma 2.6 which is of course a direct consequence of Rellich's theorem. In fact, as the injection H 3 ֒→ L 2 is compact, it suffices to find a finite open cover composed by the union of balls with radius √ 2/2. By this way, f i can be chosen in A. However, one does not know the exact value of covering balls. Instead, we present a constructive proof, which explicitly characterize the value of B.
Notice that if f ∈ A then f satisfies, f ∈ H and f (0) = f (L) = 0, which means f = n∈N * a n sin nπx L in H 1 , with its H 1 norm given by
Thanks to (B.4) and the definition of A,
nπ .
Next, we pick up all the functions of the following form, which are denoted by {f m },
where N c and M c are some integers only depend on L to be chosen later on. It can be proved that with a good choice of N c and M c the above sequence {f m } satisfies Lemma 2.6. Clearly, f m ∈ C ∞ ⊂ H 3 ([0, L]). Let f ∈ A. On the one hand, thanks to the above construction, there exists a function f m such that |a m n − a n | <
On the other hand, we know from (B.8) that n≥Nc (a m n − a n ) 2 ·
Therefore, we can choose M c and N c as
which yields
In such a case, the value of B(L, K) is given by (2M c + 1) Nc−1 .
Proof of Lemma 2.2. (i). Case k = 0. It is a straightforward consequence of (2.1)-(2.2) that
(ii). Case k = 3. Suppose that f 0 ∈ L 2 , then as f satisfies
we know that g := f t = Af is the solution of
Since
Therefore, by choosing δ := 1/ 4E 1 3 we get
which implies
Thanks to the result in the case k=0, we have
and, by replacing f by g,
Hence, It is known from the case k = 0 that f (6) (t) + 2f (4) (t) + f (2) (t) L 2 = h(t) L 2 ≤ h 0 L 2 , f (7) + 2f (5) (III) The first inequality is obvious. It suffices to prove the second one. If m = 0 or 1, then G m = 1. Else, we get from the definition that Armed with the preceding lemma, we can apply the interpolation theory on cases k = 1, 2, 4 and 5. Here we only prove the case k = 1, while the other cases can be treated in the same way. Since we are dealing with the KdV flow, we add the natural compatibility conditions on interpolation spaces, for example H 1 (0) which is endowed with the same norm as H 1 . For any t ∈ (0, T ], we define a mapping operator L t 0 : f −→ S(t)f.
We also define L 1 : f −→ S(·)f, t ∈ [0, T ].
From the preceding part we know that, for m ∈ {0, 3} the linear operators L t 0 : H m (0) (0, L) → H m (0) (0, L), L 1 : H m (0) (0, L) → L 2 (0, T ; H m+1 (0) (0, L)), are bounded. Indeed, these bounded are given by
Therefore, thanks to the interpolation theory, we get
Hence we get
with F 1 0 , F 1 1 defined by
As the flow conserves the Sobolev regularity, we know that S(t)f 0 C 0 ([0,T ];H 1 (0) (0,L)) ≤ F 1 0 f H 1 (0) (0,L) . (B.14)
Similar calculation provides
Proof of Lemma 2.4. Since the L 2 energy of the flow decays, it suffices to prove (2.5). For any t ∈ (0, T ], there exists a unique n ∈ Z such that t ∈ (2 n , 2 n+1 ]. Then, thanks to Lemma 2.2, we can find some t ′ ∈ (2 n−1 , 2 n ] satisfies
