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In this paper we generalize a recent result of Wittmann on
densities of the 4-rank of class groups of imaginary quadratic
function ﬁelds to the -rank of class groups of imaginary -cyclic
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1. Introduction
Let k= Fq(T ) be the rational function ﬁeld over the ﬁnite ﬁeld Fq of odd characteristic and let ∞
be the prime of k associated to 1/T , which is called the inﬁnite prime of k. Recently, Wittmann [6]
motivated by Gerth’s article [1] has studied the distribution of the 4-rank of class groups of imaginary
quadratic function ﬁelds K over k. Let  be a prime divisor of q − 1. We mean by an imaginary -
cyclic function ﬁeld a cyclic extension K of k of degree  in which the inﬁnite prime ∞ ramiﬁes. The
aim of this paper is to extend Wittmann’s result to the case where  is an arbitrary prime divisor
of q − 1.
Let A = Fq[T ] be the polynomial ring. Assume that we have given a total ordering “<” on the
set P of all monic irreducible polynomials in A such that P < Q for any P , Q ∈ P with deg(P ) <
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H. Jung / Finite Fields and Their Applications 17 (2011) 286–293 287deg(Q ). For any positive integers n and t , let P(n, t) be the set of square-free monic polynomials
of degree n with t irreducible factors. If we write N = P1 · · · Pt ∈ P(n, t), it is always assumed that
P1 < · · · < Pt . Let Et be the set of all t-tuples (1, e2, . . . , et) with 1 ei   − 1 for 2 i  t . For any
N = P1 · · · Pt ∈ P(n, t) and e = (1, e2, . . . , et) ∈ Et , we write Ne := P1Pe22 · · · Pett . Let γ be a generator
of F∗q . Then any imaginary -cyclic extension K of k can be written uniquely as
K = k( √γ kNe),
where 0 k   − 1, N ∈ P(n, t) and e ∈ Et with   deg(Ne). Let OK be the integral closure of A in
K and let C(K ) be the ideal class group of OK . For i  1, deﬁne
λi(K ) := dim
(C(K )(σ−1)i−1 /C(K )(σ−1)i ),
where σ is a generator of G = Gal(K/k) and C(K ) is the Sylow -subgroup of C(K ). By genus theory
[5, Theorem 2.1], λ1(K ) = t − 1 and 0  λ2(K )  t − 1. We refer to [5] for more background on the
structural relevance of these invariants λi .
For any integers n, t  1, s  0 with 0  s  t − 1, let At;n be the set of all imaginary -cyclic
extensions K = k( √γ kNe), where 0 k − 1, N ∈ P(n, t) and e ∈ Et with   deg(Ne), and At,s;n be
the subset of At;n consisting of K ∈ At;n with λ2(K ) = s. We deﬁne a density
δt(s) = lim
n→∞
|At,s;n|
|At;n| .
If t = 1, then λ1(K ) = λ2(K ) = 0, and δ1(0) = 1. So we assume t  2 throughout the paper. We also
deﬁne the limit density
δ∞(s) := lim
t→∞ δt(s).
For 0 < x < 1 and n ∈ N ∪ {∞} we put (x)n = ∏ni=1(1 − xi). The main result of this paper is the
following theorem.
Theorem 1.1. The limit density δ∞(s) exists for all integers s 0, and we have
δ∞(s) =
⎧⎪⎪⎨
⎪⎪⎩
− s
2+s
2
( 1

)∞
( 1

)s(
1
2
)∞
if  > 2 or  = 2 and q ≡ 1 mod 4,
2−s2 (
1
2 )∞
(( 12 )s)
2 if  = 2 and q ≡ 3 mod 4.
The case when  = 2 is due to Wittmann [6, Theorem 1.2]. For small values of s and for several
prime numbers  > 2, the limit density δ∞(s) are given as follows (up to 8 decimal digits):
 = 3  = 5  = 7
δ∞(0) 0.63900998 0.79333549 0.85459198
δ∞(1) 0.31950499 0.19833387 0.14243199
δ∞(2) 0.03993812 0.00826391 0.00296733
δ∞(3) 0.00153608 0.00006664 0.00000867
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In this section we give some asymptotic results which are needed in Section 3. Write P for the
set of all monic irreducible polynomials in A. For any integers n, t  1, we write P(n) for the set of
all monic irreducible polynomials of degree n and
• P(n, t) := {N = P1 · · · Pt : Pi ∈ P for 1 i  t and deg(N) = n},
• P ′(n, t) := {N = P1 · · · Pt ∈ P(n, t): deg(Pi) 	= deg(P j) for all i 	= j}.
As n → ∞, we have
∣∣P(n)∣∣= qn
n
+ O
(
qn/2
n
)
[4, Theorem 2.2], (2.1)
∣∣P(n, t)∣∣= qn(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)
[2, Theorem 9.9], (2.2)
∣∣P(n, t) \ P ′(n, t)∣∣= o(qn(logn)t−1
n
)
[6, Proposition 2.2]. (2.3)
The following two lemmas are due to Wittmann (the proofs of Lemma 3.3 and Lemma 3.5 in [6]
given there for  = 2 are easily seen to be valid for arbitrary ).
Lemma 2.1. For P1, . . . , Pu ∈ P and ε1, . . . , εu ∈ (F∗q)
q−1
 , we have
∣∣∣∣
{
P ∈ P(n):
(
Pi
P
)

= εi for 1 i  u
}∣∣∣∣= −u qnn + O
(
qn/2
n
)
as n → ∞.
Lemma 2.2. Let n be a positive integer and d1, . . . ,dt ∈ {0,1, . . . ,  − 1} such that d1 + · · · + dt ≡ n mod .
Then, as t is ﬁxed and n → ∞, we have
∑
0<n1<···<nt
n1≡d1(),...,nt≡dt ()
n1+···+nt=n
1
n1 · · ·nt = 
−(t−1) (logn)t−1
(t − 1)!n + O
(
(logn)t−2
n
)
.
For 0  d1, . . . ,dt   − 1 and εi j ∈ (F∗q)
q−1
 for 1  i < j  t , let Xn,t({di}; {εi j}) be the set of all
polynomials N = P1 · · · Pt ∈ P ′(n, t) satisfying deg(Pi) ≡ di mod  for 1  i  t and ( PiP j ) = εi j for
1 i < j  t .
Proposition 2.3. As n → ∞, we have
∣∣Xn,t({di}; {εi j})∣∣= 1− t2+t2 qn(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)
.
Proof. Let J = |Xn,t({di}; {εi j})|. Then we have
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∑
0<n1<···<nt
n1≡d1(),...,nt≡dt ()
n1+···+nt=n
∑
P1∈P(n1)
∑
P2∈P(n2)
(P1/P2)=ε12
· · ·
∑
Pt∈P(nt )∀i<t: (Pi/Pt )=εit
1.
By using [6, Lemma 3.6] with Lemma 2.1 and Lemma 2.2, we get
J =
∑
0<n1<···<nt
n1≡d1(),...,nt≡dt ()
n1+···+nt=n
t∏
i=1
(
−(i−1) q
ni
ni
+ O
(
qni/2
ni
))
= − (t
2−t)
2 qn
∑
0<n1<···<nt
n1≡d1(),...,nt≡dt ()
n1+···+nt=n
1
n1 · · ·nt + O
(
qn
t∑
i=1
∑
0<n1<···<nt
n1+···+nt=n
q−ni/2
n1 · · ·nt
)
= 1− t
2+t
2
qn(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)
as n → ∞. 
Lemma 2.4. For α1, . . . ,αn, β ∈ F , the number of (x1, . . . , xn) ∈ F∗ ×· · ·×F∗ satisfying α1x1+· · ·+αnxn+
β 	= 0 is given by
( − 1)n −
{
−1( − 1)n+1−v(( − 1)v−1 + (−1)v) if β = 0,
−1( − 1)n−v(( − 1)v + (−1)v+1) if β 	= 0,
where v is the number of the αi 	= 0 for 1 i  n.
Proof. Let Jn(α1, . . . ,αn;β) be the number (x1, . . . , xn) ∈ F∗ × · · · × F∗ satisfying α1x1 + · · · +αnxn +
β = 0. We will show that
Jn(α1, . . . ,αn;β) =
{
−1( − 1)n+1−v(( − 1)v−1 + (−1)v) if β = 0,
−1( − 1)n−v(( − 1)v + (−1)v+1) if β 	= 0.
It is easy to see that if v = 0 (i.e., αi = 0 for all 1  i  n), then Jn(0, . . . ,0;β) = ( − 1)n when
β = 0 and 0 otherwise. For the case v > 0, we may assume that αi ∈ F∗ for 1 i  v and αi = 0 for
v + 1 i  n. Then we have
Jn(α1, . . . ,αn;β) = ( − 1)n−v J v(α1, . . . ,αv ;β).
It can be easily shown, for example by induction on v , that
J v(α1, . . . ,αv ;β) =
{
−1( − 1)(( − 1)v−1 + (−1)v) if β = 0,
−1(( − 1)v + (−1)v+1) if β 	= 0.
Thus we get the result. 
Let I ′(n, t) be the set of all Ne , where N ∈ P ′(n, t) and e ∈ Et with   deg(Ne). Then we have
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∣∣I ′(n, t)∣∣= −t((2 − 2)t − ( − 2)t)qn(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)
. (2.4)
Proof. The number |I ′(n, t)| is
∣∣I ′(n, t)∣∣= ∑
0d1,...,dt−1
∑
e=(1,...,et )∈Et
d1+···+etdt 	≡0()
∑
0<n1<···<nt
n1≡d1(),...,nt≡dt ()
n1+···+nt=n
∑
P1∈P(n1)
· · ·
∑
Pt∈P(nt )
1.
As in the proof of Proposition 2.3, we have
∑
0<n1<···<nt
n1≡d1(),...,nt≡dt ()
n1+···+nt=n
∑
P1∈P(n1)
· · ·
∑
Pt∈P(nt )
1 =
∑
0<n1<···<nt
n1≡d1(),...,nt≡dt ()
n1+···+nt=n
t∏
i=1
(
qn1
n1
+ O
(
qn1/2
n1
))
= −(t−1) q
n(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)
.
Let
I =
∑
0d1,...,dt−1
∑
e=(1,...,et )∈Et
d1+···+etdt 	≡0()
1.
Using Lemma 2.4, we get
I =
t−1∑
v=0
(
t − 1
v
)(
( − 1)t−1 − −1( − 1)t−v(( − 1)v−1 + (−1)v))
+
t−1∑
v=0
(
t − 1
v
)(
( − 1)t−1 − −1( − 1)t−1−v(( − 1)v + (−1)v+1))
= −1((2 − 2)t − ( − 2)t).
Thus we get
∣∣I ′(n, t)∣∣= −t((2 − 2)t − ( − 2)t)qn(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)
. 
3. Proof of Theorem 1.1
The aim of this section is to give the proof of Theorem 1.1 for the case when  > 2. For inte-
gers n, t  1, write I(n, t) for the set of all Ne , where N ∈ P(n, t) and e ∈ Et with   deg(Ne), and
I ′(n, t) = {Ne ∈ I(n, t): N ∈ P ′(n, t)}. Then we have
At;n =
{
k
(

√
γ kNe
)
: 0 k  − 1, Ne ∈ I(n, t)}.
Let A′t;n = {k( 
√
γ kNe) ∈ At;n: N ∈ P ′(n, t)} and A′t,s;n = At,s;n ∩ A′t;n .
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Proof. By (2.3), we have |I(n, t) \ I ′(n, t)| = o( qn(logn)t−1n ) as n → ∞. Then the result follows immedi-
ately from (2.4). 
By Lemma 3.1, we get
δt(s) = lim
n→∞
|A′t,s;n|
|A′t;n|
. (3.1)
By (2.4), we have
∣∣A′t;n∣∣= ∣∣I ′(n, t)∣∣= −t+1((2 − 2)t − ( − 2)t)qn(logn)t−1(t − 1)!n + O
(
qn(logn)t−2
n
)
. (3.2)
For any integer d 1 with   d, d′ will denote a positive integer such that dd′ ≡ 1 mod . Put η =
γ
q−1
 , which is a primitive -th root of unity in Fq . To any K = k( 
√
γ kNe) ∈ At;n with N = P1 · · · Pt ∈
P(n, t), we associate a t × t matrix MK = (mij) over F to K deﬁned as follows: For 1 i 	= j  t , mij
is deﬁned to satisfy
ηmij =
⎧⎨
⎩
(
Pi
P j
) if k = 0,
ηdeg(N
e)′ deg(Pi)deg(P j)( PiP j ) if 1 k  − 1,
and the diagonal entries mii are deﬁned by the relation
∑t
i=1 eimij = 0 for all 1 j  t . (Here, we let
e1 = 1.) We remark that Wittmann [5] uses ri for what is denoted by ei in this paper, and he uses ei
for something else. Then λ2(K ) satisﬁes the equality [5, §3 parts (i) and (ii)]
λ2(K ) = t − 1− rk(MK ). (3.3)
Since  > 2, by the -th power reciprocity law [4, Theorem 3.3], MK is a symmetric matrix.
For any e = (1, . . . , et) ∈ Et , write M(t, s;e) for the set of all symmetric t × t matrices M = (mij)
over F with rk(M) = t − 1− s and ∑ti=1 eimij = 0 for 1 j  t . For 0 k  − 1, let
A′ (k)t,s;n =
{
K = k( √γ kNe): Ne ∈ I ′(n, t), λ2(K ) = s}.
Then by (3.3), we have
∣∣A′ (k)t,s;n∣∣= ∑
0d1,...,dt−1
∑
e=(1,...,et )∈Et
d1+···+etdt 	≡0()
∑
(mij)∈M(t,s;e)
∣∣{k( √γ kNe): N ∈ Xn,t({di};{ηm∗i j})}∣∣,
where
m∗i j =
{
mij if k = 0,
mij − (d1 + · · · + etdt)′did j if 1 k  − 1.
For given 0 d1, . . . ,dt   − 1 and e = (1, . . . , et) ∈ Et with d1 + · · · + etdt 	≡ 0 mod  and given k,
we have ∣∣{γ kNe: N ∈ Xn,t({di};{ηm∗i j})}∣∣= ∣∣Xn,t({di};{ηm∗i j})∣∣.
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∣∣{γ kNe: N ∈ Xn,t({di};{ηm∗i j})}∣∣= 1− t2+t2 qn(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)
(3.4)
as n → ∞. Let e0 = (1, . . . ,1) ∈ Et . For any e = (1, e2, . . . , et) ∈ Et , multiplication on the left and
on the right with the diagonal matrix with entries 1, e2, . . . , et gives a bijection between M(t, s;e)
and M(t, s;e0), so |M(t, s;e)| = |M(t, s;e0)|. Note that |M(t, s;e0)| is the number of symmetric t × t
matrices over F of rank t − 1− s whose rows sum up to the zero row. Thus we have∣∣M(t, s;e0)∣∣= ν(t − 1, t − 1− s), (3.5)
where ν(n,k) is the number of symmetric n×n matrices over F of rank k. Recall that (see the proof
of Proposition 2.5) ∑
0d1,...,dt−1
∑
e=(1,...,et )∈Et
d1+···+etdt 	≡0()
1 = −1((2 − 2)t − ( − 2)t). (3.6)
Then, by (3.4), (3.5) and (3.6), we get
∣∣A′ (k)t,s;n∣∣= − t2+t2 ((2 − 2)t − ( − 2)t)ν(t − 1, t − 1− s)
[
qn(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)]
as n → ∞. Thus, as n → ∞, we have
∣∣A′t,s;n∣∣= 1− t2+t2 ((2 − 2)t − ( − 2)t)ν(t − 1, t − 1− s)
×
[
qn(logn)t−1
(t − 1)!n + O
(
qn(logn)t−2
n
)]
. (3.7)
From (3.1), (3.2) and (3.7), we get
δt(s) = − t
2−t
2 ν(t − 1, t − 1− s).
Lemma 3.2. (See [3, Theorem 2].)
ν(n,k) =
[k/2]∏
i=1
2i
2i − 1
k−1∏
i=0
(
n−i − 1).
Using Lemma 3.2, we ﬁnd
δt(s) = − t
2−t
2
[(t−1−s)/2]∏
i=1
2i
2i − 1
t−2−s∏
i=0
(
t−1−i − 1)
= − t
2−t
2
( [(t−1−s)/2]∏
i=1
1
1− ( 1
2
)i
)
· (t−1)+···+(s+1)
t−2−s∏
i=0
(
1−
(
1

)t−1−i)
= − s
2+s
2
1
( 12 )[(t−1−s)/2]
( 1

)t−1
( 1 )s
. 
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δ∞(s) = − s
2+s
2
( 1

)∞
( 1

)s(
1
2
)∞
,
which completes the proof of Theorem 1.1.
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