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Abstract—Common algorithmic problem is an optimization
problem, which has the nice property that several other NP-
complete problems can be reduced to it in linear time. A tissue
P system with cell division is a computing model which has two
basic characters: intercellular communication and the ability of
cell division. The ability of cell division allows us to obtain an
exponential amount of cells in linear time and to design cellular
solutions to computationally hard problems in polynomial time.
We here present an effective solution to the common algorithmic
decision problem using a family of recognizer tissue P systems
with cell division.
Keywords-membrane computing; tissue P system; cell division;
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I. INTRODUCTION
Membrane computing is a new branch of natural computing,
which is inspired by the structure and the functioning of
living cells [1], as well as the organization of cells in tissues,
organs, and other higher order structures. The devices of this
model, called P systems, provide distributed parallel and non-
deterministic computing models. Since being introduced by
Gh. Pa˘un in 1998, it has received important attention from
the scientiﬁc community. As computer scientists, biologists,
formal linguists and complexity theoreticians plug into this
area, it has deﬁnitely become a rich and exciting realm of
cross-disciplinary research. Please refer to [2] for an introduc-
tion of membrane computing, refer to [3] for the most recent
overview of the ﬁeld of membrane computing, and refer to [4]
for further bibliography.
In last years, many different classes of P systems have been
investigated. The most studied variants are the cell-like models
of P systems, where membranes are hierarchically arranged
in a tree-like structure. Most of them are computationally
universal (i.e., able to compute whatever a Turing machine
can do), as well as computationally efﬁcient (i.e., able to trade
space for time and solve in this way presumably intractable
problems in a feasible time) (e.g., [5], [6], [7], [8]).
Another interesting class of P system is tissue P system
[9], where instead of considering a hierarchical arrangement,
membranes are placed in the nodes of a graph. Tissue P
systems are abstracted from the intercellular communication
and the cooperation between cells in tissues [10]. Here, we
focus on a variant of tissue P systems: tissue P system with
cell division [11].
The common algorithmic problem (CAP) [12] is an opti-
mization problem. It can be deﬁned as follows. Let S be a
ﬁnite set and F be a family of subsets of S. Find the cardinality
of a maximal subset of S which does not include any set
belonging to F . The sets in F are called forbidden sets. Several
other NP–complete problems can be reduced to it in linear
time (using a logarithmic bounded space), such as independent
set problem, vertex cover problem, maximum clique problem,
satisﬁability problem, Hamiltonian path problem and tripartite
matching problem [12], [13], so we can say that they are
subproblems of CAP in the sense of linear time reduction.
In [13], an effective solution to the CAP was proposed
using a family of recognizer P systems with active membranes.
However, there is no known way to transform a recognizer P
system with active membranes to a tissue P system. Tissue
P systems with cell division can solve some NP-complete
problems in polynomial time, e.g., the subset sum problem
[14], the partition problem [15], and the 3–coloring problem
[7]. But it remains open how to compute the reduction of an
NP problem to another NP–complete problem by P systems.
So, in this work, we give a direct solution to the CAP in
framework of tissue P systems with cell division.
The paper is organized as follows. Some preliminaries are
recalled in section II including the deﬁnition of recognizer
tissue P systems with cell division. A polynomial–time solu-
tion to CAP is presented in section III. Some discussion is
presented in section IV.
II. PRELIMINARIES
An alphabet Σ is a non empty set, whose elements are
called symbols. An ordered sequence of symbols is a string.
The number of symbols in a string u is the length of the
string, and it is denoted by |u|. As usual, the empty string
(with length 0) will be denoted by λ. The set of strings of
length n built with symbols from the alphabet Σ is denoted
by Σn and Σ∗ = ∪n≥0Σn. A language over Σ is a subset
from Σ∗.
A multiset m over a set A is a pair (A, f), where f is a
map from A to the set of natural numbers N. If m = (A, f)
is a multiset then its support is deﬁned as supp(m) = {x ∈
A | f(x) > 0} and its size is deﬁned as∑x∈A f(x). A multiset
is empty (resp. ﬁnite) if its support is the empty set (resp.
ﬁnite).
If m = (A, f) is a ﬁnite multiset over A, and
supp(m) = {a1, . . . , ak}, then it will be denoted as m =
{{af(a1)1 , . . . , af(ak)k }}. That is, superscripts indicate the mul-
tiplicity of each element, and if f(x) = 0 for any x ∈ A, then
this element is omitted. If m1 = (A, f) and m2 = (A, g) are
multisets over A, then the union of m1 and m2 is deﬁned as
m1m2 = (A, h), where h = f + g.
A recognizer tissue P system with cell division of degree
q ≥ 1 is a tuple of the form
Π = (Γ,Σ,Ω, w1, . . . , wq,R, iin, iout), where:
• q ≥ 1 (the initial degree of the system; the system
contains q cells, labeled with 1, 2, . . . , q; all these q cells
are placed in the environment; the environment is labeled
with 0);
• Γ is the working alphabet, which contains two distin-
guished objects yes and no, at least one copy of them
occurring in some initial multisets w1, . . . , wq, but not
occurring in Ω;
• Σ is an input alphabet strictly contained in Γ;
• Ω ⊆ Γ is the set of objects occurring in the environment,
each one in arbitrarily many copies;
• w1, . . . , wq are strings over Γ, describing the multisets of
objects located in the cells of the system at the beginning
of the computation;
• R is a ﬁnite set of rules of the following forms:
(a) Communication rules: (i, u/v, j), for i, j ∈ {0, 1, 2,
. . . , q}, i = j, u, v ∈ Γ∗ (|u|+ |v| is called the length
of the communication rules (i, u/v, j)).
(b) Division rules: [a]i → [b]i[ci], where i ∈ {1, 2,
. . . , q}, a ∈ Γ and b, c ∈ Γ ∪ {λ}.
• iin ∈ {1, . . . , q} is the input cell;
• iout ∈ {0, 1, . . . , q} indicates the output region, where
iout = 0 denotes that the output region is the environ-
ment;
All computations halt (that is, they always reach a conﬁg-
uration where no further rules can be applied). During a
computation of Π, either the object yes or the object no (but
not both) must be released into the environment, and only in
the last step of the computation.
When a division rules [a]i → [b]i[c]i is applied, all the
objects in the original cells are replicated and copies of them
are placed in each of the new cells, with the exception of the
objects a, which is replaced by b ∈ Γ ∪ {λ} in the ﬁrst new
cell and by c ∈ Γ ∪ {λ} in the second one.
When a rules (i, u/v, j) is applied, the objects of the
multiset represented by u are sent from region i to region
j and simultaneously the objects of the multiset v are sent
from region j to region i. For a cell in the system Π, it is
possible to have more than one applicable communication
rules in a step. There applicable communication rules are
used in non-deterministic maximally parallel manner (the
system non-deterministically chooses and applies a multiset
of communication rules that is maximal, no further rule can
be added).
In general, the rules of a system as above are used in the
non-deterministic maximally parallel manner. In each step, all
cells which can evolve must evolve in a maximally parallel
way. This way of applying rules has only one restriction: when
a cell is divided, the division rule is the only one which is
applied for that cell in that step; the objects inside that cell
do not evolve by means of communication rules. Their labels
precisely identify the rules which can be applied to them.
A conﬁguration of Π at an instant t is described by the
multisets of objects over Γ associated with all the cells
present in the system at that moment, and the multiset over
Ω associated with the environment at the instant t. All
computations start from the initial conﬁguration and proceed
as deﬁned above. A computation C is called an accepting
computation (respectively, rejecting computation) if the object
yes (respectively, no) appears in the environment associated
to the corresponding halting conﬁguration of C, and only in
the last step of the computation.
Deﬁnition 2.1: Let X = (IX , θX) be a decision problem,
where IX is a language over a ﬁnite alphabet (whose elements
are called instances) and θX is a total boolean function over
IX (that is, a predicate). The decision problem X is solvable
in polynomial time by a family Π = {Π(n) | n ∈ N} of
recognizer tissue P systems with cell division if the following
holds:
• The family Π is polynomially uniform by Turing ma-
chines, that is, there exists a deterministic Turing machine
working in polynomial time which constructs the system
Π(n) from n ∈ N.
• There exists a pair (cod, s) of polynomial-time com-
putable functions over IX such that:
− for each instance u ∈ IX , s(u) is a natural num-
ber and cod(u) is an input multiset of the system
Π(s(u));
− the family Π is polynomially bounded with regard to
(X, cod, s), that is, there exists a polynomial function
p, such that for each u ∈ IX every computation of
Π(s(u)) with input cod(u) is halting and, moreover,
it performs at most p(| u |) steps;
− the family Π is sound with regard to (X, cod, s),
that is, for each u ∈ IX , if there exists an accepting
computation of Π(s(u)) with input cod(u), then
θX(u) = 1;
− the family Π is complete with regard to (X, cod, s),
that is, for each u ∈ IX , if θX(u) = 1, then every
computation of Π(s(u)) with input cod(u) is an
accepting one.
In the above deﬁnition we have imposed to every P system
Π(n) to be conﬂuent, in the following sense: every compu-
tation of a system with the same input multiset must always
give the same answer.
We denote by PMCTDC the set of all decision problems
which can be solved by means of recognizer tissue P systems
with cell division in polynomial time.
III. A SOLUTION FOR COMMON ALGORITHMIC DECISION
PROBLEM
The common algorithm decision problem (CADP) can be
deﬁned as follows. Given S a ﬁnite set, F a family of subsets
of S, and k ∈ N , we ask if there exists a subset A of S such
that |A| ≥ k, and which does not include any set belonging
to F . The sets in F are called forbidden sets.
We address the solution of this problem via a brute force
algorithm, in the framework of recognizer tissue P systems
with cell division. Our strategy will consist in the following
phases:
• Generation Stage: The initial cell with label 2 is divided
into two new cells; and the division is iterated until we
have all possible subsets to the problem (one subset of
S for each membrane with label 2). Simultaneously, in
the membrane with label 1 there is a counter, and it will
determine the moment in which the checking stage starts.
• Checking Stage: The system checks whether or not there
exists a subset A of S such that A does not include any
forbidden set in the family F and |A| ≥ k.
• Output Stage: The system sends to the environment the
right answer according to the results of the previous stage.
Let us use a tuple u = ({s1, · · · , sn}, (B1, · · · , Bm), k) to
represent an instance of the problem, where {s1, · · · , sn} is a
ﬁnite set S, Bi, 1 ≤ i ≤ m are forbidden sets, and k is the
constant. The input of instant u can be deﬁned as follows:
cod(u) = {si,j | sj ∈ Bi}.
Let us consider the polynomial time computable function
between N3 and N, 〈n,m, k〉 = 〈〈n,m〉, k〉, induced by the
pair function 〈n,m〉 = ((n+m)(n+m+1)/2)+n. We shall
construct a family Π = {Π(i) | i ∈ N} such that each system
Π(〈n,m, k〉) will solve all instances of CADP with given size
paraments: the size n of a ﬁnite set S, the size m of the family
F of forbidden sets, and target subset size k.
For each (n,m, k) ∈ N3,
Π(〈n,m, k〉) = (Γ(〈n,m, k〉),Σ(〈n,m, k〉),Ω(〈n,m, k〉), w1,
w2,R(〈n,m, k〉), iin, iout),
with the following components:
• Γ(〈n,m, k〉) = Σ ∪ {aj , Tj , Fj | 1 ≤ j ≤ n}
∪{ri | 1 ≤ i ≤ m} ∪ {bi | 1 ≤ i ≤ 2n + m + 1}
∪{Fi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ n}
∪{di | 1 ≤ i ≤ 2n + mn + 2m + k + 1}
∪{ei | 1 ≤ i ≤ 2n + mn + 2m + k + 3}
∪{ci | 1 ≤ i ≤ n + 1} ∪ {f, g, yes, no}.
• Σ(〈n,m, k〉) = {si,j | 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
• Ω(〈n,m, k〉) = Γ(〈n,m, k〉)− {yes, no}.
• w1 = {{b1, c1, d1, e1, g, yes, no}}.
• w2 = {{f, a1, a2, · · · , an}}.
• R(〈n,m, k〉) is the set of rules:
1) Division rule:
r1,j ≡ [aj ]2 → [Tj ]2[Fj ]2, for 1 ≤ j ≤ n.
2) Communication rules:
r2,i ≡ (1, bi/b2i+1, 0), for 1 ≤ i ≤ n;
r3,i ≡ (1, ci/c2i+1, 0), for 1 ≤ i ≤ n;
r4,i ≡ (1, di/d2i+1, 0), for 1 ≤ i ≤ n;
r5,i ≡ (1, ei/ei+1, 0), for 1 ≤ i ≤ 2n + 2m
+mn + 2;
r6 ≡ (1, bn+1cn+1dn+1/f, 2);
r7,j ≡ (2, cn+1Fj/cn+1F1,j , 0), for 1 ≤ j ≤ n;
r8,ij ≡ (2, Fi,j/fjFi+1,j , 0), for 1 ≤ i ≤ m,
1 ≤ j ≤ n;
r9,i ≡ (2, bi/bi+1, 0), for n + 1 ≤ i ≤ 2n + m;
r10,i ≡ (2, di/di+1, 0), for n + 1 ≤ i ≤ 2n + m
+mn;
r11,ij ≡ (2, b2n+m+1fjsij/b2n+m+1ri, 0), for
1 ≤ i ≤ m, 1 ≤ j ≤ n;
r12,i ≡ (2, d2n+mn+m+iri/d2n+mn+m+i+1, 0), for
1 ≤ i ≤ m;
r13,ij ≡ (2, d2n+mn+2m+iTj/d2n+mn+2m+i+1, 0),
for 1 ≤ i ≤ k, 1 ≤ j ≤ n;
r14 ≡ (2, d2n+mn+2m+k+1/g yes, 1);
r15 ≡ (2, yes/λ, 0);
r16 ≡ (1, e2n+mn+2m+k+3 g no/λ, 2);
r17 ≡ (2, no/λ, 0).
• iin = 2 is the input cell.
• iout = 0 is the output region (i.e., the environment).
A. An Overview of a Computation
First of all we deﬁne a polynomial encoding for the CADP in
Π. Let u = ({s1, · · · , sn}, (B1, · · · , Bm), k) be an instance
of the CADP. Let the size mapping be s(u) = 〈n,m, k〉 and
the encoding of instance be cod(u) = {si,j | sj ∈ Bi}, for a
given CADP-instance u = ({s1, · · · , sn}, (B1, · · · , Bm), k).
Next we informally describe how the system Π(s(u)) with
input cod(u) works.
Let us start with the generation stage. In cells with label 2,
the division rules are applied. Cells with label 2 is repeatedly
divided, each time expanding one object aj , corresponding
to sj in the ﬁnite set S, into Tj and Fj , corresponding to
the existence or absence of sj in certain subset. In this way,
after n steps we get 2n cells with label 2, each one respects
a subset of S. The object f is duplicated, hence a copy of it
will appear in each cell. In parallel with the above operation of
dividing cells with label 2, the counters: bi, ci, di, ei from cell
with label 1 grow their subscripts. In each step, the number of
copies of objects of the ﬁrst three types is doubled, hence after
n steps we get 2n copies of bn+1, cn+1, and dn+1 in cell 1.
Objects bi are used to check whether a forbidden set Bi is not
included in the corresponding subset A, objects ci are used to
multiply the number of copies of fj , objects di are used to
check whether there exists at least one subset A such that A
does not include any forbidden set Bi from the family F and
|A| ≥ k. The object ei will be used to produce the object no,
if this will be the case, in the end of the computation.
The checking stage starts when the generation stage is
ﬁnished after n steps. Note that cells with label 2 cannot
divide any more, because the objects aj were exhausted.





n+1, en+1, g, yes, no}}. In the step n+ 1, the
counters bn+1, cn+1, dn+1 are brought into cells with label
2, in exchange of f by applying rule r6. Because we have
2n copies of each object of these types and 2n cells with
label 2, each one containing exactly one copy of f , due to the
maximality of the parallelism of using the rules, each cell 2
gets precisely one copy of each of bn+1, cn+1, dn+1.
Recall that Tj represents that sj is in the corresponding
subset, while Fj represents that sj is not in the corresponding
subset. In the presence of cn+1, the object Fj introduces the
object F1,j . This phase needs at most n steps, because only one
copy of cn+1 is available in each cell with label 2. Then further
m steps are necessary for F1,j to grow its ﬁrst subscript. In
this way, m copies of fj are introduced (Object fj represents
element sj from S is not in the corresponding subset A. In
order to check which forbidden sets are not included in A, it
is possible to need one copy of fj for each forbidden set). The
counters bi and di increase their subscripts, until reaching the
value 2n+m+1. In parallel, object ei increases its subscript
to 2n + m + 2 in cell with label 1.
In the presence of b2n+m+1, we apply the rules r11,ij to
check which forbidden sets are not included in the correspond-
ing subset of S. The objects ri represents that the forbidden
set Bi is not included in the corresponding subset of S. It takes
at most mn steps, because there is only one copy of b2n+m+1
in each cell with label 2. After step 2n + m + mn + 1, the
rule r12,i is used to check whether there exists a subset A
which does not include any forbidden set. If and only if it is
positive, the subscript of di in the corresponding cell with label
2 grows to 2n+2m+mn+1. After step 2n+2m+mn+1,
in the cell with label 2 whose corresponding subset of S does
not include any forbidden set, the rule r13,ij is used to check
whether the cardinality of the corresponding subset is not less
than k. If and only if it is still positive, the subscript of di in the
corresponding cell with label 2 grows to 2n+2m+mn+k+1.
When the checking stage is done, the subscript of object ei
in cell with label 1 grows to 2n + 2m + mn + k + 2. The
output stage starts from step 2n + 2m + mn + k + 2.
– Afﬁrmative answer: If there exists at least one subset of
set S which does not include any forbidden set, and
its cardinality is not less than k, there is an object
d2n+2m+mn+k+1 in the corresponding cell with label 2
as described above. One of cells with label 2 containing
object d2n+2m+mn+k+1 gets the objects yes and g in
exchange of d2n+2m+mn+k+1 by the rule r14. In the next
step, the object yes in cell 2 leaves the system by the rule
r15, signaling the fact that there exists one subset A of S
such that |A| ≥ k, and A does not include any forbidden
set from the family F . At that step, the cell with label 1
contains the object e2n+2m+mn+k+3 but no the object g.
The computation halts at step 2n + 2m + mn + k + 3.
– Negative answer: In this case, the subscript of counter ei
reaches 2n + 2m + mn + k + 3 and the object g is still
in the cell with label 1. The object no can be moved to
the environment by the rules r16 and r17, signaling that
there is no subset A of S such that |A| ≥ k, and A does
not include any forbidden set from the family F . The
computation ﬁnishes at step 2n + 2m + mn + k + 4.
B. Main Results
From the overview of a computation in section III-A, we
can ﬁnd that all computations halt in a polynomial time, and
that either an object yes or an object no is sent out exactly
in the last step of the computation; that is, the family Π is
polynomially bounded, sound and complete. So, in order to
show that the family Π built above solves QAP in a polynomial
time according to Deﬁnition 2.1, we just need to show that the
family Π is polynomially uniform by Turing machines.
It is easy to check that the rules of a system Π(〈n,m, k〉)
of the family are deﬁned recursively from the values n,m and
k. Besides, the necessary resources to build an element of the
family are of a polynomial order, as shown below:
• Size of the alphabet: 4mn+10n+6m+2k+10 ∈ Θ(mn).
• Initial number of cells: 2 ∈ Θ(1).
• Initial number of objects: n + 8 ∈ Θ(n).
• Number of rules: 4mn + 8n + 5m + k + 7 ∈ Θ(mn).
• Maximal length of a rule: 5 ∈ Θ(1).
Therefore, a deterministic Turing machine can build
Π(〈n,m, k〉) in a polynomial time with respect to n, m and
k.
From the discussion in the previous sections and according
to the deﬁnition of solvability given in Section II, we have the
following result:
Theorem 3.1: CADP ∈ PMCTDC .
Corollary 3.1: NP ∪ co−NP ⊆ PMCTDC .
Proof: It sufﬁces to make the following observations:
the CADP is NP–complete, CADP ∈ PMCTDC and this
complexity class is closed under polynomial-time reduction
and under complement.
IV. CONCLUSIONS
In this work, a family of recognizer tissue P system with cell
division is designed to solve the CADP. Although the algorithm
proposed here is theoretically proved to be efﬁcient to the
CADP, the real implementation of such algorithms is a great
challenge. In addition, it is open and of great interest how to
build a biochemical computer for computing.
A solution to the CADP P systems with active membranes
was proposed in [13], where four types of rules were applied
in those systems: object evolution rules, communication rules,
dissolving rules and division rules for elementary membranes;
moreover, three charges +,−, 0 are used to control the appli-
cation of these types of rules. The solution to the CADP given
in this work is based on tissue P system with cell division,
where two kinds of rules are used: communication rules and
division rules. The systems constructed in this work are elegant
in the sense of less kinds of rules and without charges.
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