This paper presents a fully distributed power allocation algorithm for decode-and-forward (DF) relay networks with a large number of sources, relays, and destination nodes. The well known mathematical decomposition based distributed optimization techniques cannot directly be applied to DF relay networks, because the achievable rate of DF relaying is not strictly concave, and thus the local power allocation subproblem may have non-unique solutions. We resolve this non-strict concavity problem by using the idea of proximal point method, which adds some quadratic terms to make the objective function strictly concave. While traditional proximal point methods require a two-layer nested iteration structure, our proposed algorithm has a single-layer iteration structure, which is desirable for on-line implementation.
I. INTRODUCTION
Cooperative relaying has recently received a lot of attention as a promising technique to improve the throughput, coverage, and reliability of wireless networks [1] , [2] . Specifically, the decode-and-forward (DF) relay strategy has been advocated by several standard organizations for next generation wireless networks [3] - [5] . In this strategy, the relay node decodes the source node's transmission message, then forwards the recovered message to the destination. Recent wireless applications of DF relaying include sensor networks [6] , ad-hoc networks [7] , cellular networks [8] , user-provided networks [9] , offshore networks [10] , and satellite networks [11] , etc.
Since power is a crucial resource in wireless networks, a number of studies have investigated the allocation of power resource for DF relay networks. They have shown that optimal power allocation can achieve significant performance improvement for DF relay networks with a single data stream between the source and destination nodes [12] - [22] . However, optimal power allocation becomes much more challenging for DF relay networks with many data streams, because each data stream may cooperate with several relay nodes. Furthermore, these relay nodes can serve other data streams, as shown in Fig 1. Hence, different data streams in the network are intertwined with each other, which makes the power allocation problem much more complicated. Centralized power allocation for relay networks was studied in [23] - [26] , which requests signaling mechanisms to gather the channel state information (CSI) of all the wireless links at a central control node. However, such mechanisms are difficult to implement in practice and will especially not work well when the network size is large.
The proposed power allocation algorithm is motivated by the work in [38] , where a single-layer proximal point algorithm was proposed for multi-path routing problems. However, the structure of the objective function in that work is very different from our work that deals with DF relay networks. Hence, a substantially new proof methodology is required to show convergence in our context, which is one of the major contributions of this paper.
The remaining parts of this paper are organized as follows: In Section II, we present the system model and the formulation of power allocation problem. In Section III, we describe our distributed power allocation algorithm. Numerical results are shown in Section IV, and we conclude in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a DF relay network with N source/destination nodes, denoted by the set N = {1, 2, . . . , N}, and J relay nodes, represented by the set J = {1, 2, . . . , J}. Each sourcedestination data stream in the network is denoted as m = (s, d) with s, d ∈ N. The set of all data streams is denoted by M ⊆ {(i, j)|i, j ∈ N, i = j}. The mth data stream is assisted by J(m) relay nodes, which are represented by the set J(m) ⊆ J. We assume that the direct transmission (DT) link and DF relay links of each data stream operate over orthogonal wireless channels as in [24] , [33] .
In practice, wireless networks operate in a half-duplex mode, which means that they transmit and receive signals over different time/frequency channels [12] , [14] , [33] . Owing to this, the DF relay process consists of 2 phases: In Phase 1, the source node transmits a message to the relay and destination nodes. The relay node decodes its received message, while the destination stores its received signal for later decoding. In Phase 2, the relay node forwards the recovered message to the destination. The destination combines its received signals in two phases to decode the source node's message [2] . Let h The spectrum efficiency achieved by the DF relay link composed by data stream m and relay node j can be described as [2] : 
where P m , one can simply show that R DF mj < R DT m , which indicates that DF relaying can not achieve a higher data rate than direct transmission without relay nodes. Therefore, we assume that g
m is satisfied for all the J(m) relay nodes of data stream m. Let s(m) represent the source node of data stream m. Then, the power constraint of source node l over all the channels can be determined as
where P s l,max is the maximal transmission power of source node l. The power constraint of relay node j is expressed as
where P r j,max is the maximal transmission power of relay node j. The power allocation problem of the DF relay network is formulated as
The achievable rates R DT m and R DF mj are both concave in their transmission power variables. Therefore, the power allocation problem (P) is a convex optimization problem. However, as we have mentioned earlier, the achievable rate of DF relaying R mj is fixed, R DF mj maintains the same value as P r mj varies. In dual decomposition based distributed optimization techniques, it is quite difficult to recover the optimal primal variables (i.e. the transmission power variables P s mj , P r mj ), if the objective function is non-strictly concave [30] , [35] , [36] , [39] . The dual variables can converge to the optimal solution to the dual problem. However, the primal variables may oscillate forever and never result in a feasible solution [38] ; see Remark 4 for more details. In the next section, we develop a distributed power allocation algorithm to address this non-strict concavity difficulty, and then prove its convergence to the optimal solution.
III. DISTRIBUTED RESOURCE ALLOCATION ALGORITHM
To circumvent this non-strict concavity difficulty, we use the idea of proximal point method [37] , which is to add some quadratic terms and make the objective function strictly concave in the primal variables. However, a standard proximal point method will not be effective because it relies on a two-layered nested iteration structure. Such a structure is not suitable for distributed implementation, because it is difficult to decide in a distributed manner when the inner-layer iterations have converged. We will overcome this difficulty by developing a single-layer fully distributed algorithm, which converges to the optimal solution. We provide the details as below.
A. Single-layer Distributed Resource Allocation Algorithm
The original problem (P) is modified as the following problem with more variables:
where Q s m , Q s mj , and Q r mj are auxiliary variables corresponding to P s m , P s mj , and P r mj , respectively. It is easy to show that the optimal value of (4a) coincides with that of (3a) [37] . In fact, let P ⋆ denote the maximizer of (P), then P = P ⋆ , Q = P ⋆ maximize (4). Moreover, problem (4) is strictly concave with respect to the transmission power variables P (4) is close to the original problem (P), while large c m and c mj suggests that the new problem is more strict concave. In the sequent, we solve problem (4) instead of the original problem (P).
Conventionally, the proximal point method requires a two-layer nested optimization structure [37] . The inner-layer of the algorithm optimizes the original primal variables, while the outerlayer updates the introduced auxiliary variables. Each outer-layer update can proceed only after the inner-layer iterations converges, so as to assure the convergence of the algorithm. However, as mentioned before, such a nested iteration structure is not conducive to distributed implementation.
When the network is large, there is no distributed way to know when the inner-layer iterations can stop. To address this difficulty, a modified proximal point algorithm with a single-layer iteration structure was proposed in [38] for the multi-path routing problem. However, the arguments of [38] are quite specific to the structure of the objective function, and do not apply to our problem (4).
Let µ l and ν j be the Lagrange multipliers associated with the constraints in (4b) and (4c), respectively. The partial Lagrangian of problem (4) with respect to the power constraints (4b) and (4c) is given by
For convenience, we rearrange the above Lagrangian as L P , Q; ν
where R( P ) is the objective function of problem (P), P is a M + 2 Our proposed distributed power allocation algorithm is described as follows:
Algorithm A: In the kth iteration, (A1) Suppose x(k) is the optimal power allocation solution for fixed ν(k), Q(k):
Update the dual variables ν(k + 1) as
where A is a (N + J) × (N + J) dimensional diagonal matrix with diagonal elements
as the step-size of dual updates, and (·) + max{·, 0}.
(A2) Update the auxiliary variable Q(k + 1) as
Remark 1: A straightforward method to solve (4) is the two-layer nested proximal point method [37] , which can be expressed as follows: In the inner layer iterations, the transmission power variable P is optimized for fixed Q by Lagrangian dual optimization method, resulting in an optimization problem of Q. After the inner-layer iterations have converged, the auxiliary variable Q is updated in the outer layer. Such a structure is not suitable for distributed implementation, because it is difficult to decide in a distributed manner when the inner-layer iterations have converged. On the other hand, the proposed Algorithm A has a nice single-layer optimization structure. The outer-layer update of Q does not request that the inner-layer dual updates have converged.
Remark 2:
If the traditional proximal point method is used to solve (4), the convergence analysis will not involve the dual variable ν [37] , because the inner-layer dual optimization has converged. However, in order to show the convergence of Algorithm A, we need to characterize the influence of the dual update (8) . Therefore, it is more difficult to establish the convergence of Algorithm A.
B. Distributed Implementation of Algorithm A
We proceed to explain how to implement Algorithm A in a distributed fashion. In particular,
we show that each step of Algorithm A only needs local information exchange among the source, relay, and destination nodes of each DF relay link.
First, the dual update (8) can be equivalently expressed as
which can be carried out distributedly at each source and relay nodes. Moreover, the Lagrangian maximization problems in (7) and (9) can be decomposed into many independent local power allocation subproblems. Specifically, the terms of the Lagrangian L in (5) can be reassembled as L P , Q; ν
Therefore, the Lagrangian maximization problem in (7) and (9) can be rewritten as
where
are local power allocation subproblems for the DT link and DF relay link, respectively. The closed-form solutions to (14) and (15) are provided in the following lemmas, where the subscripts are omitted for ease of notation:
The optimal solution to (14) is
The proof of Lemma 1 is provided in Appendix A. As c → 0, x 2 + y − x also tends to 0. In this case, (16) reduces to the conventional water-filling solution.
Lemma 2:
The optimal solution to (15) is provided for three separate cases:
)P s , the optimal values of P s and P r are given by
Case 2: (21) satisfies P r ≥ 0, the optimal values of P s and
where e is the value of
given by
Otherwise, if P r in (21) is negative, the optimal values of P s and P r are given by
,
, g
.
The proof of Lemma 2 is provided in Appendix B. Second, the source and relay power allocation in (21) satisfies (see also (56) in Appendix A)
If c = 0, we have g r,d µ − g s,d ν = 0 from (25) . Therefore, both the numerator and denominator in the first terms of source/relay power in (21) are zero, and the optimal source and relay power solutions are non-unique. Since no global network information is available when solving the local power allocation subproblem (15), it is quite difficult to find a global feasible solution among all the local optimal solutions. As a result, the power allocation variable will keep oscillating, although the dual variable converges to the optimal solution.
C. Convergence Analysis of Algorithm A
Let us define the stationary point of Algorithm A:
where x ⊗ y represents the hadamard (elementwise) product of two vecters x and y with the same dimension.
Since problem (P) only has affine power constraints, it satisfies the modified Slater's condition [40] , if it is feasible. The following result holds for the stationary point of Algorithm A:
is a stationary point of Algorithm A, then Q * is one optimal solution to problem (P).
Proof: Suppose that
According to the Karush-Kuhn-Tucker (KKT) condition [40] , there must exist a subgradient
By comparing (26) with (29), the following equation must hold for the the stationary point ( Q * , ν * ):
Assembling (27) , (28) , and (31), the stationary point ( Q * , ν * ) satisfies the KKT optimality conditions of problem (P). According to the modified Slater's condition, Q * is one optimal solution to problem (P) [40] .
By the concavity of R( P ), we have
The following key result can be viewed as an extension of the above inequality.
Lemma 4: Let ( P 1 , ν 1 ) and ( P 2 , ν 2 ) be the corresponding maximizers of the Lagrangian (6) for fixed Q, i.e. P 1 = arg max P ≥0
L P , Q, θ; ν 1 and P 2 = arg max P ≥0
L P , Q, θ; ν 2 . If c mj is small enough, then
where ∇R( P 1 ) and ∇R( Q * ) are defined in (30) and (31), respectively.
Proof: See Appendix C.
As we mentioned in Remark 2, a key step in establishing the convergence of Algorithm A is to characterize the influence of the dual update (8) . In Lemma 4, we established a relationship between two Lagrangian maximizers ( P 1 , ν 1 ) and ( P 2 , ν 2 ). Suppose that the dual variable is updated from ν 2 to ν 1 , if the step-size of the dual update between ν 1 and ν 2 is not large, the left hand side of (33) will not be far above zero.
A similar result to Lemma 4 was obtained in [38] , however we cannot use the arguments in [38] to prove Lemma 4. In particular, the arguments in [38] require the following relationship
and
Since R( P ) is jointly concave with respect to P s mj and P s mj , instead of (34) and (35), we only have
Therefore, new techniques are developed to show Lemma 4 in Appendix C.
Let us define the norm of dual and auxiliary variables:
With Lemma 4, we can use the Lyapunov drift techniques to prove the following theorem as in [38] :
Theorem 1: If the algorithm parameters c m , c mj is small enough, and the dual step-size α n satisfies
our proposed Algorithm A converges to a stationary point, i.e., one optimal solution to problem (P), where S is the maximal number of links that a source or relay node can participate, given
The proof of Theorem 1 is omitted here, because once Lemma 4 is established, Theorem 1
follows from combining it with standard Lyapunov drift techniques. For the readers' convenience, we provide details in our online technical report [41] .
IV. NUMERICAL RESULTS
This section provides some numerical results of our proposed distributed power allocation Algorithm A. A DF relay network with 4 user (source/destination) nodes and 2 relay nodes are considered, with a network topology illustrated in Fig. 3 . The channel power gain between two nodes is determined by a large-scale path loss component with path loss factor of 4. We assume that each source and relay node has the same amount of transmission power, i.e. P s l,max = P r j,max = P max for all l, j, and the received signal-to-noise ratio (SNR) at unit distance from a transmitting node is 12 . The other data streams can be assisted by both relay 1 and 2. The channel resource of each data stream is equally allocated to its DT and DF relay links. stream 1. Since user 1 (the source node of stream 1) is quite near to relay 1, user 1 only needs to spare a small proportion of source power to forward information to relay 1, and yet achieves a high data rate improvement. Figure 6 further provides the evolution of power allocation variables for the DT link and one DF link of data stream 3. Since user 2 (the source node of stream 3) is relative far from relay 1, user 2 needs to utilize more transmission power in its DF relay link, so as to achieve a high data rate.
V. CONCLUSION
In this paper, we have developed a distributed power allocation algorithm to maximize the network throughput of DF relay networks. This problem is a convex optimization problem, where the objective function is not strictly concave. However, standard proximal techniques are not suitable because they resulted in a nested solution that is difficult to implement. We overcome this difficulty by developing an algorithm whose key feature is a single-layer iteration structure, which is desirable for on-line implementation. In each iteration, information exchange only occurs among the source, relay, and destination nodes of each DF relay link. We show that the algorithm converges to the optimal solution and study its efficacy via numerical evaluation.
APPENDIX

A. Proof of Lemma 1
The Karush-Kuhn-Tucker (KKT) conditions [40] of (14) imply
When P s > 0, (41) achieves equality, P s is thus the positive root of a quadratic equation equivalent with (41); otherwise, P s = 0. Summarizing these two cases, the value of P s is given by (16) .
B. Proof of Lemma 2
Let us define the rate functions
Therefore, the achievable rate of DF relaying can be expressed as R DF = min {R 1 , R 2 } . Problem (15) is equivalent to the following problem:
where R 1 and R 2 are defined in (42) and (43). The Lagrangian of problem (44) is
The KKT optimality conditions of problem (44) indicate
By (46), the Lagrangian (45) can be simplified as
Moreover, from the KKT optimality conditions (46)-(48), we obtain
The solution to (52) is similar to that of (41) . Further considering (53), the optimal source and relay power is given by (20) . Note that Case 1 requires R
The KKT conditions of (51) are given by g s,d
ln 2(1 +
If P s > 0, P r > 0, then (54) and (55) take equality. By viewing e = g s,d P s + g r,d P r as a whole body, we can get a quadratic equation of e from (54) and (55), which has a positive root given by (22) . Moreover, by comparing (54) and (55) with equality, we obtain
Substituting (56) into (22), the optimal power allocation solution is derived as in (21) .
If P r = 0, (54) reduces to a formula similar with (52), and its solution is given by (23 
Since
If P s > 0, P r > 0, both (57) and (58) achieves equality. By substituting (59) into (57) and (58), we can eliminate τ and derive the optimal values of P s and P r . Otherwise, P s = P r = 0. These two cases are summarized in (24) .
C. Proof of Lemma 4
We proceed to show the inequalities
where P s m,i is the maximizer of (14) corresponding to the multiplier µ s(m),i for i ∈ {1, 2}, and P mj,i = (P s mj,i , P r mj,i ) is the maximizer of (15) corresponding the multiplier (µ s(m),i , ν j,i ). The asserted result (33) follows, if we take the summation of the inequalities (60) and (61) for all the possible choices of m and j. Since R DT m is a concave function of a single variable P s m , the techniques of [38] can be directly used here to prove (60). In the sequel, we will show (61) for each DF relay link. Since we only need to focus on one DF relay link, the subscripts m, j, s(m) are omitted in the sequel to facilitate our expressions.
Let us associate Lagrange multipliers L s ≥ 0 and L r ≥ 0 for the constraints P s ≥ 0 and P r ≥ 0, respectively, in the maximization of (15) . Using the Karush-Kuhn-Tucker condition, we can conclude that there must exist a subgradient (
where P = (P s , P r ) represents the source and relay power of the considered DF relay link.
From (30) and (31), we also have
Comparing (62) and (63) with (65) and (66), we see that
Let Q * = (Q s * , Q r * ) be the the source and relay power at the stationary point. Similarly, we can obtain
Then, we further have
We can use the arguments in [38] to show that
Now we only need to show
for (61) to hold.
Let us further define
For ease of notation, let us define
≥ 0, γ 0 s 1 + γ s , and γ 0 r 1 + γ r . Then, according to (62) and (63), we have
Moreover, (67) can be equivalently expressed as
The concavity of R DF in (P s , P r ) suggests 3) In some subcases, further break into mini-cases (1)- (8) based on all combinations of P 1 , P 2 , and Q * lying in region 1 or region 2 , where region 1 is defined as R DF = R 1 , i.e.
P r ≤ g s,r P s , and region 2 is defined as
We will explain in detail how to prove (72) for each subcase and mini-case in Case 1, and also in relative detail for Case 2 to show that the proofs in Case 1 and Case 2 have similar logic. Since the techniques in Case 3-7 are quite similar with that used in Case 1, we will omit most of the similar steps without repeating the same proof logic. (1) P 1 is in region 1 , P 2 is in region 1 , Q * is in region 1 . Then,
If b (2) P 1 is in region 1 , P 2 is in region 2 , Q * is in region 1 . Then,
Since a 
We want to choose c carefully such that the above term is nonnegative. Since Q * is feasible and Q s * should be bounded by P s max , we have a
and (a
Note that this direct argument is not general to other cases since (a r 2 − a r 1 ) 2 may not have a positive lower bound if P 1 and P 2 are very close. So, breaking into cases is still necessary.
(3) P 1 is in region 2 , P 2 is in region 1 , Q * is in region 1 . 
In this case, in order to apply the direct argument as in mini-case (2), we need a constant bound for P
≥ 0, we obtain
which is a constant bound for P s 1 . Note that
we are done, so we assume a
Combined with the above inequality, we have
which is a constant bound for P s 2 . Further,
we then obtain
which is a constant bound for P r 1 . Now we can use the direct method as in mini-case (2), a
Thus, if
we have a
(4) P 1 is in region 2 , P 2 is in region 2 , Q * is in region 1 .
Since a (5) P 1 is in region 1 , P 2 is in region 1 , Q * is in region 2 .
Since a (6) P 1 is in region 1 , P 2 is in region 2 , Q * is in region 2 .
In this case a 
where in the last step, we have used γ
(8) P 1 is in region 2 , P 2 is in region 2 , Q * is in region 2 . 
(IV) If a (1) P 1 is in region 1 , P 2 is in region 1 , Q * is in region 1 .
If b (2) P 1 is in region 1 , P 2 is in region 2 , Q * is in region 1 . 
which is a constant bound for P 
. Also, a
which is a constant bound for P r 2 . Thus, if
