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Simon in his FOCS'94 paper was the rst to show an
exponential gap between lassial and quantum om-
putation. The problem he dealt with is now part of a
well-studied lass of problems, the hidden subgroup
problems. We study Simon's problem from the point
of view of quantum query omplexity and give here
a rst nontrivial lower bound on the query omplex-
ity of a hidden subgroup problem, namely Simon's
problem. Our bound is optimal up to a onstant
fator.
1 Introdution
Given an Abelian group G and a subgroup H ≤ G, a funtion f : G → X is said to be
hiding H if f an be dened in a one-to-one way on G/H. More preisely, f hides H if
and only if
∀g, g′ ∈ G
(
f(g) = f(g′) ⇐⇒ ∃h ∈ H g = g′ + h
)
Suppose G is a xed group and f is omputed by an orale: a quantum blak-box. We
are interested here in algorithms that nd the hidden subgroup H. A large amount of
doumentation about the hidden subgroup problem an be found in the book of Nielsen
and Chuang [7℄
1
. Among all work already done about suh algorithms one an ite Shor's
famous fatoring algorithm [11℄: it uses a period-nding algorithm, whih is a speial ase
of a hidden subgroup problem. In reent years, attention has shifted to non-Abelian hidden
subgroup problems but we will restrit our attention here to Abelian groups, and in fat
to the family of groups (Z/2Z)n.
In general, two kinds of omplexity measures for blak-box problems an be distin-
guished: query omplexity, i.e., the number of times the funtion f is evaluated using the
blak-box, and omputational or time omplexity, i.e., the number of elementary opera-
tions needed to solve the problem. Typially, a hidden subgroup algorithm is onsidered
1
History of the problem on page 246 and expression of many problems (order-nding, direte loga-
rithm...) in terms of hidden subgroup problems on page 241.
1
eient if its omplexity (in query or in time, depending on the interest) is polynomial
in the logarithm of the ardinality of G. For example, Kuperberg's algorithm [5℄ for the
(non-Abelian) dihedral hidden subgroup problem is subexponential (but superpolynomial)
in both time and query omplexities. We give here a rst nontrivial lower bound on the
query omplexity of a hidden subgroup problem, namely, Simon's problem.
This problem is dened as follows: we are given a funtion f from G = (Z/2Z)n to a
known set X of size 2n, and we are guaranteed that the funtion fullls Simon's promises,
that is either:
(1) f is one-to-one, or
(2) ∃s 6= 0 ∀w,w′ f(w) = f(w′) ⇐⇒ (w = w′ ∨ w = w′ + s).
The problem is to deide whether (1) or (2) holds. Note that (1) is equivalent to f
hides the trivial subgroup H = {(0, . . . , 0)} and (2) is equivalent to f hides a subgroup
H = {(0, . . . , 0), s} of order 2. The original problem [12℄ was to ompute s and the
problem onsidered here is the assoiated deision problem. Of ourse, any lower bound
on this problem will imply the same one on Simon's original problem. In his artile, Simon
shows that his problem an be solved by a quantum algorithm whih makes O(n) queries
in the worst ase and has a bounded probability of error. The time omplexity of his
algorithm is linear in the time required to solve an n × n system of linear equations over
(Z/2Z)n. He also shows that any lassial (probabilisti) algorithm for his problem must
have exponential query omplexity. In this paper we shall give a Ω(n) lower bound on
the query omplexity of Simon's problem, thus showing that Simon's algorithm is optimal
in this respet. As a side remark, note that Simon also gives a Las Vegas version of his
algorithm with expeted query omplexity O(n). Even better, Brassard and Høyer [3℄
have given an exat polynomial time quantum algorithm for Simon's problem (i.e., their
algorithm has a polynomial worst ase running time and zero probability of error).
The two main methods for proving query omplexity lower bounds in quantum om-
puting are the adversary method of Ambainis and the polynomial method (for an exellent
review of these methods in Frenh, read [10℄). We shall use the polynomial method, whih
was introdued in quantum omplexity theory in [2℄. There are reent interesting applia-
tions of this method to the ollision and element distintness problem [1, 6℄. All previous
appliations of the polynomial method ultimately rely on approximation theory lemmas
of Paturi [9℄ or Nisan and Szegedy [8℄. Besides the appliation to a new type of prob-
lems (namely, the hidden subgroup problems) we also ontribute to the development of
the method by applying it in a situation where these lemmas are not appliable. Instead,
we use an apparently new (and elementary) approximation theory result: Lemma 3 from
setion 3.
In future work we plan to apply the polynomial method to other hidden subgroup
problems. For a start, it seems that the groups (Z/pZ)n where p is a xed prime an be
handled in essentially the same way.
2 Preliminaries
We assume here that the reader is familiar with the basi notions of quantum omputing
[7, 4℄ and we now present the polynomial method. Let A be a quantum algorithm solving
Simon's deision problem. Without loss of generality, we an suppose that for every n the
algorithm A ats like a suession of operations
U0, O,U1, O, . . . , O,UT (n),M
2
on a m-qubit, for some m ≥ 2n, starting from state |0〉⊗m. The Ui are unitary opera-
tions and O is the all to the blak-box funtion: if x and y are elements of {0, 1}n then
O |x, y, z〉 = |x, y ⊕ f(x), z〉. The operation M is the measure of the last qubit. There are
some states of (m− 1)-qubits |φ0(f, n)〉 and |φ1(f, n)〉 (of norm possibly less than 1) suh
that
UT (n)OUT (n)−1O . . . OU0 |0〉
⊗m = |φ0(n, f)〉 ⊗ |0〉+ |φ1(n, f)〉 ⊗ |1〉 .
After the measure M , the result is 0 (rejet) with probability ||φ0(n, f)||
2
and 1 (aept)
with probability ||φ1(n, f)||
2
. The algorithm A is said to solve Simon's problem with
bounded error probability ǫ if it aepts any bijetion with probability at least 1 − ǫ and
rejets every other funtion fulllling Simon's promise with probability at least 1− ǫ. By
denition, the query omplexity of A is the funtion T . Here is our main result.
Theorem 1 If A is an algorithm whih solves Simon's problem with bounded error proba-
bility ǫ and query omplexity T , then we have T (n) ≥ n+2+log2(2−4ǫ)8 for every large enough
integer n.
As explained in the introdution, our proof of this theorem is based on the polynomial
method. Lemma 1 below is the key observation on whih this method relies. We state it
using the formalism of [1℄: if s is a partial funtion from (Z/2Z)n to E and f a funtion
from (Z/2Z)n to E, |dom(s)| denotes the size of the domain of s. Moreover, we dene:
Is(f) =
{
1 if f extends s
0 otherwise.
Lemma 1 [2℄ If A is an algorithm of query omplexity T , there is a set S of partial
funtions from (Z/2Z)n → E suh that for all funtions f : (Z/2Z)n → E, A aepts f
with probability
Pn(f) =
∑
s∈S
αsIs(f)
where for every s ∈ S we have |dom(s)| ≤ 2T (n) and αs is a real number.
The goal is now to transform Pn(f) into a low-degree polynomial of a single real variable.
This is ahieved in Proposition 1. We an then prove and apply our lower bound result on
real polynomials (Lemma 3).
3 Main proof
An algorithm for Simon's problem is only supposed to distinguish between the trivial
subgroup and a hidden subgroup of ardinality 2. To establish our lower bound, we will
nonetheless need to examine its behavior on a blak-box hiding a subgroup of arbitrary
order (a similar trik is used in [1℄ and [6℄). Note that this generalized Simon problem
(nding an arbitrary hidden subgroup of (Z/2Z)n) an still be solved in O(n) queries and
bounded probability of error by essentially the same algorithm, see for instane [4℄.
From now on we suppose that A is an algorithm solving Simon's problem with bounded
error probability ǫ < 12 and query omplexity T . Moreover, Pn(f) =
∑
s∈S
αsIs(f) as given
by lemma 1.
For 0 ≤ d ≤ n and D = 2d, let Qn(D) be the probability that A aepts f when f is
hosen uniformly at random among the funtions from (Z/2Z)n to E hiding a subgroup of
(Z/2Z)n of order D. Of ourse, Qn(D) is only dened for some integer values of D and
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it an be extended in many dierent ways. By abuse of language we will say that Qn is a
polynomial of degree d if it an be interpolated by a polynomial of degree d.
The point of this denition is that we have a bound on some values of Qn, and a gap
between two of them. Namely, we have:
1. for any integer d ∈ [0;n], 0 ≤ Qn(2
d) ≤ 1 (this number is a probability), and
2. Qn(1) ≥ 1− ǫ and Qn(2) ≤ ǫ, hene |Q
′
n(x0)| ≥ 1− 2ǫ > 0 for some x0 ∈ [1; 2].
If we denote by XD the set of funtions hiding a subgroup of order D, by Lemma 1 we
have Qn(D) =
∑
s∈S
(
αs
|XD|
∑
f∈XD
Is(f)
)
. Hene
Qn(D) =
∑
s∈S
αsQ
s
n(D), (1)
where Qsn(D) is the probability that a random funtion f hiding a subgroup of order D
extends s. We now prove that Qn is a low-degree polynomial. By (1), it sues to bound
the degree of Qsn. Let us start by ounting subgroups:
Lemma 2 Let n and k be nonnegative integers.
The group (Z/2Z)n has exatly β(n, k) =
∏
0≤i<k
2n−i−1
2k−i−1
distint subgroups of order 2k.
Proof
We look at (Z/2Z)n as a vetor spae over the eld Z/2Z: from this point of view the
subgroups are the subspaes. We start by ounting the number of free k-tuples of vetors.
For the rst v0, we an hoose anything but 0, so there are 2
n − 1 hoies. For the seond
vetor v1 we an hoose anything but 0 and v0; 2
n − 2 possibilities remain. For the third
vetor, any linear ombinaison of v0 and v1 is forbidden: there are 4 of them. In general, the
number of free k-tuples of vetors is α(n, k) =
∏
0≤i<k
(
2n − 2i
)
. Eah subspae of dimension
k an be generated by α(k, k) dierent k-tuples, so the total number of subspaes of
dimension k is α(n,k)
α(k,k) =
∏
0≤i<k
2n−i−1
2k−i−1
. Note that this formula is orret even if k > n, in
whih ase α(n, k) = 0. 
Proposition 1 The polynomial Qn is of degree at most 2T (n).
Proof
By (1), it sues to show that for all partial funtions s : (Z/2Z)n → E suh that
|dom(s)| ≤ 2T (n), the probability Qsn(D) that a random funtion f hiding a subgroup
of order D extends s is a polynomial in D of degree at most 2T (n). So, let s be suh a
partial funtion. We will proeed in three steps: we rst examine the ase where s is a
onstant funtion, then the ase where s is injetive and nally the general ase.
Let us therefore suppose that s is onstant and note dom(s) = {ai/i = 1 . . . k}, with
k ≤ 2T (n), the ai's being of ourse all dierent. A funtion f hiding a subgroup H extends
s if and only if {ai − a1/i = 1 . . . k} ⊆ H and f(a1) = s(a1). So Q
s
n(D) = Qs′(D) where
s′(x) = s(x−a1). We will thus suppose without loss of generality that a1 = 0. Sine E, the
possible range for f , is of size 2n, we have Qsn(D) =
λ
2n , where λ is the proportion, among
the subgroups of order D, of those ontaining dom(s). Let H ′ be the subgroup generated
by dom(s), and D′ = 2d
′
its order, d′ being the dimension of H ′ as a vetor spae. The
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number of subgroups of order D ontaining H ′ is equal to the number of subgroups of
order
D
D′
of (Z/2Z)n /H ′, whih is isomorphi to (Z/2Z)n−d
′
; so there are β(n− d′, d− d′)
of them. We then have Qsn(D) =
1
2n
β(n−d′,d−d′)
β(n,d) =
1
2n
∏
0≤i<d′
2d−i−1
2n−i−1
, whih is a polynomial
in D of degree d′ < |dom(s)| ≤ 2T (n).
Let us now suppose that s is injetive. We still note in the same way dom(s) =
{ai/i = 1 . . . k}. A funtion f hiding a subgroup H extends s if and only if the ai's lie in
distint osets of H and f takes appropriate values on these osets; so Qsn(D) = νλ, where
λ is the probability for a subgroup H of order D to ontain none of the ai − aj(i 6= j) and
ν is the probability to extend s for a funtion h hiding a subgroup H of order D that does
not ontain any of the ai − aj(i 6= j). First we ompute ν. For eah subgroup H of order
D that does not ontain any of the ai− aj(i 6= j) there are (2
n)(2n − 1) . . . (2n −n/D+1)
possible funtions f : hoose a dierent value for eah oset of H. Among these funtions,
the number of them extending s is (2n − k)(2n − k− 1) . . . (2n − n/D+ 1): hoose a value
for eah oset not ontaining any ai. So ν =
(2n−k)!
(2n)! . The probability λ is equal to 1 − µ,
where µ is the probability for a subgroup H of order D to ontain some ai − aj for some
i 6= j.
By the inlusion-exlusion formula, we an expand λ as follows:
λ = 1−


∑
i6=j
P(ai − aj ∈ H)
−
∑
i1 6= j1
i2 6= j2
{i1; j1} 6= {i2; j2}
P(ai1 − aj1 ∈ H ∧ ai2 − aj2 ∈ H)
+ · · ·
− · · ·
.
.
.
+ P(∀i 6= j ai − aj ∈ H)


Our study of the rst ase above shows that eah term in this sum is a polynomial in
D of degree less than d′, where the order of the subgroup generated by the ai − aj's is 2
d′
.
Sine ai − aj is always in the subgroup generated by dom(s), d
′ ≤ |dom(s)| ≤ 2T (n).
Finally, in the general ase the partial funtion s is dened by onditions of the form

s(a11) = s(a
1
2) = · · · = s(a
1
k1
) = b1
s(a21) = s(a
2
2) = · · · = s(a
2
k2
) = b2
.
.
.
s(al1) = s(a
l
2) = · · · = s(a
l
kl
) = bl
with b1, . . . , bl all dierent. In the same way as before, we will suppose without loss of
generality that a11 = 0. Furthermore, sine f(a
j
i ) = f(a
j
1) is equivalent to f(a
j
i −a
j
1) = f(0)
(i.e. aji and a
j
1 are in the same oset of H) we an remove eah a
j
i , for i, j > 1 from dom(s)
and replae them by adding the point aji − a
j
1 to dom(s) assoiated to the value b1. The
size of dom(s) does not inrease. It may happen that s was already dened on one of
these entries and that our new denition is ontraditory. In that ase there is simply no
subgroup-hiding funtion f extending s, so Qsn is simply the null polynomial and we are
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done. We will therefore onsider only onditions of the form:

s(0) = s(a12) = · · · = s(a
1
k1
) = b1
s(a2) = b2
.
.
.
s(al) = bl
The probability Qsn(D) that a funtion f hiding a subgroup of dimension D extends s is the
probability Q1 that f satises f(0) = f(a
1
2) = · · · = f(a
1
k1
) = b1 times the probabilty Q2
that f extends s given that f(0) = f(a12) = · · · = f(a
1
k1
) = b1. We have already omputed
the rst probability: this is the ase where s is onstant. Let H ′ be the subgroup generated
by the a1i 's and D
′ = 2d
′
its order; then Q1 =
1
2n
∏
0≤i<d′
2d−i−1
2n−i−1
. Let us dene s′ on G/H ′
as the quotient of s if it exists (if not, this means again that Qsn is the null polynomial,
and we are done). If f satises f(0) = f(a12) = · · · = f(a
1
k1
) = b1 then we an dene f
′
on
G/H ′ as the quotient of f ; the ondition f extends s and hides a subgroup of order D is
equivalent to f ′ extends s′ and hides a subgroup of order D/D′. Sine s′ is dened by the
ondition s′(H ′) = b1, s
′(a2+H ′) = b2, . . . , s
′(al+H ′) = bl and is injetive, our study of the
seond ase shows that Q2 = Qs′(D/D
′) is a polynomial in D of degree less than |dom(s′)|.
Hene, Qsn(D) is a polynomial in D of degree at most d
′ + |dom(s′)| ≤ |dom(s)| ≤ 2T .

Now that we have an upper bound on the degree of Q, let us nd a lower bound. The
following analogue of the lemmas of Paturi [9℄ and Nisan-Szegedy [8℄ will help.
Lemma 3 Let c > 0 be a onstant and P a polynomial with the following properties:
1. For any integer 0 ≤ i ≤ n we have
∣∣P (2i)∣∣ ≤ 1.
2. For some real number 1 ≤ x0 ≤ 2 we have |P
′(x0)| ≥ c.
Then deg(P ) = Ω (n), and more preisely: deg(P ) ≥ min(n2 ,
n+2+log2 c
4 ).
Proof
Let d be the degree of P , and let us write P ′(X) = λ
d−1∏
i=1
(X−αi), where the αi's are real or
omplex numbers. The polynomials P ′ and P ′′ are respetively of degree d−1 and d−2, so
there exists an integer a ∈ [n− 2d+ 2;n − 1] suh that P ′′ has no real root in
(
2a; 2a+1
)
,
and P ′ has no root whose real part is in this same interval. If d ≥ n/2 there is nothing to
prove, so we may and we will assume that d ≤ n2 . This implies in partiular that 2
a ≥ 4.
The polynomial P ′ is monotone on
(
2a; 2a+1
)
, for P ′′ has no root in it. This means
that P is either onvex or onave on this interval, so that the graph of P is either over
or under its tangent at the middle point of the interval, whih is equal to
2a+2a+1
2 =
3
22
a
.
Suppose that P ′
(
3
22
a
)
is nonnegative (the ase when it is negative is similar). Then P
is inreasing on
(
2a; 2a+1
)
, sine P ′ has no root in this interval. Let y = t(x) be the
equation of the tangent of P at 322
a
. If t
(
2a+1
)
> 1, then P
(
2a+1
)
< t
(
2a+1
)
, so P is
onave on
(
2a; 2a+1
)
, hene −1 ≤ P (2a) ≤ t (2a). But, sine P is monotone on
(
2a; 2a+1
)
,
t
(
3
22
a
)
= P
(
3
22
a
)
≤ 1. Sine t(2a+1)−t
(
3
22
a
)
= t
(
3
22
a
)
−t(2a), it follows that t
(
2a+1
)
≤ 3
and t
(
2a+1
)
−t (2a) ≤ 4. The same inequality an also be derived if we assume t (2a) < −1,
and it is of ourse still true if t (2a) ≥ −1 and t
(
2a+1
)
≤ 1. We onlude that that the
inequality t
(
2a+1
)
− t (2a) ≤ 4 always holds, whih implies that 0 ≤ P ′
(
3
22
a
)
≤ 1
2a−2
. If
we now inlude the ase where P ′ is negative, we obtain the inequality∣∣∣∣P ′
(
3
2
2a
)∣∣∣∣ ≤ 12a−2 .
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We therefore have ∣∣∣∣∣P
′
(
3
22
a
)
P ′(x0)
∣∣∣∣∣ ≤ 1c2a−2 ≤ 1c2n−2d . (2)
To onlude we need to state a simple geometri fat. Let MBC be a triangle, M ′ the
orthogonal projetion of M onto (BC), and (d) the perpendiular bissetor of [BC]. Let
us suppose that M is at the right of (d), i.e. MC ≤MB.
α β
C
M ′
M
(d)
B
Sine C is loser to the line (MM ′) than B, tanα = MM ′/BM ′ ≤ tan β = MM ′/CM ′.
Hene α ≤ β, and cosα ≥ cos β, i.e.:
MC
MB
≥
M ′C
M ′B
. (3)
Let f :
(
R \ {x0} → R
x 7→
∣∣∣ 322a−xx0−x
∣∣∣
)
. Sine x0 < 2
a < 322
a < 2a+1, a quik study of this
funtion shows that for all x ∈ R \
(
{x0} ∪
(
2a; 2a+1
))
, f(x) ≥ min(1, f(2a), f(2a+1)) ≥ 14 .
We will distinguish two ases for eah i ∈ {1; . . . ; d− 1}.
1. If ℜ(αi) ≤
1
2
(
3
22
a + x0
)
, then
∣∣∣ 322a−αix0−αi
∣∣∣ ≥ 1.
2. If ℜ(αi) >
1
2
(
3
22
a + x0
)
, let us apply (3) to the points M = αi, M
′ = ℜ(αi), B = x0
and C = 322
a
. We obtain the inequality∣∣∣∣∣
3
22
a − αi
x0 − αi
∣∣∣∣∣ ≥
∣∣∣∣∣
3
22
a −ℜ(αi)
x0 −ℜ(αi)
∣∣∣∣∣ .
Remember though that no root of P ′ has its real part in
(
2a; 2a+1
)
, so that
∣∣∣ 322a−αix0−αi
∣∣∣ ≥
1
4 .
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We onlude that
∣∣∣ 322a−αix0−αi
∣∣∣ ≥ 14 in both ases. Taking (2) into aount, we nally obtain
the inequality
1
4d−1
≤ 1
c2n−2d
, hene d ≥ n+2+log2 c4 .

We an now omplete the proof of Theorem 1. Let A be our algorithm solving Simon's
problem with bounded error probability ǫ and query omplexity T . As pointed out before
Lemma 2, the assoiated polynomial Qn satises |Q
′
n(x0)| ≥ 1− 2ǫ for some ǫ ∈ [1, 2] and
Qn(2
i) ∈ [0, 1] for any i ∈ {0, 1, . . . , n}. An appliation of Lemma 3 to the polynomial
P = 2Qn−1 therefore yields the inequality deg(Qn) ≥ min
(
n
2 ,
n+2+log2(2−4ǫ)
4
)
. Theorem 1
follows sine deg(Qn) ≤ 2T (n) by Proposition 1.
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