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ABSTRACT
We report the results of a series of three-dimensional simulations of the gravi-
tationally confined detonation mechanism for Type Ia supernovae. In this mech-
anism, ignition occurs at one or several off-center points, resulting in a burning
bubble of hot ash that rises rapidly, breaks through the surface of the star, and
collides at point opposite breakout on the stellar surface. We find that detonation
conditions are robustly reached in our three-dimensional simulations for a range
of initial conditions and resolutions. These conditions are achieved as a result of
an inwardly-directed jet that is produced by the compression of unburnt surface
material when the surface flow collides with itself at the opposite point on the
stellar surface. A high-velocity outwardly-directed jet is also produced. We men-
tion recent observations of type Ia supernovae whose properties are consistent
with those expected from these 3D simulations of the GCD.
Subject headings: hydrodynamics − nuclear reactions, nucleosynthesis, abun-
dances − supernovae: general − white dwarfs
1. Introduction
Type Ia supernovae have received increased interest because of their importance as
“standard candles” for cosmology. Observations using Type Ia supernovae as standard can-
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dles have revealed that the expansion rate of the universe is accelerating and have led to
the discovery of “dark energy” (Riess et al. 1998; Perlmutter et al. 1998). However, the
way in which Type Ia supernovae explode is not fully understood. The current leading
paradigms for the explosion mechanism are (1) pure deflagration (Reinecke et al. 2002;
Gamezo et al. 2003; Ro¨pke & Hillebrandt 2005), (2) deflagration to detonation transition
(DDT) (Khokhlov 1991; Gamezo, Khokhlov & Oran 2004; Gamezo et al. 2005), (3) pulsa-
tional detonation (PD) (Khokhlov 1991), and (4) gravitationally confined detonation (GCD)
(Plewa, Calder, & Lamb 2004; Livne et al. 2005; Plewa 2007; Townsley et al. 2007). There
is increasing evidence that a detonation is needed (Ho¨flich et al. 2002; Badenes et al. 2006;
Wang et al. 2006, 2007; Gerardy et al. 2007), as is posited in the last three models. However,
a fundamental question has been how the transition to a detonation occurs in a white dwarf
star [see, e.g., Niemeyer (1999)]. While the DDT, PD, and GCD paradigms all incorporate a
detonation, all existing DDT simulations invoke the transition to a detonation in an ad-hoc
fashion, and the PD mechanism remains largely unexplored by detailed simulations. Thus,
to date, the GCD mechanism is the only proposed mechanism for which the detonation has
been demonstrated to arise naturally.
Extensive 2-D cylindrical simulations have shown that detonation conditions are ro-
bustly reached in the GCD model for a range of initial conditions (Plewa, Calder, & Lamb
2004; Plewa 2007; Ro¨pke, Woosley, & Hillebrandt 2007; Townsley et al. 2007). However, the
achievement of detonation conditions has not been demonstrated in 3-D [see, e.g., Ro¨pke,
Woosley, & Hillebrandt (2007)]. Hence, a major question that we address in this Letter is
whether it is possible to achieve detonation conditions in a fully 3-D simulation of the GCD
scenario.
In this Letter, we report the results of a series of three-dimensional (3-D) simulations
of the GCD mechanism for a range of initial conditions. We find that the conditions for
detonation are robustly achieved in all of the simulations.
2. Simulations
We perform our 3-D simulations using FLASH 3.0, an adative-mesh hydrodynamics code
(Fryxell et al. 2000; Calder et al. 2002). The nuclear flame is followed using a new version
(Asida et al. 2007) of the advection, diffusion, reaction (ADR) flame model that we used
previously (Khokhlov 1995; Vladimirova, Weirs, & Ryzhik 2006; Calder et al. 2004; Plewa,
Calder, & Lamb 2004; Plewa 2007). The new prescription uses the Kolmogorov-Petrovski-
Piskunov (KPP) form of the reaction term in which this term is slightly truncated, as
opposed to the top-hat form used previously by ourselves and others e.g., Khokhlov (1995).
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The new version of the ADR flame model is numerically quieter, more stable, and exhibits
far smaller curvature effects (Asida et al. 2007). We also use a new, acoustically-quiet version
(Townsley et al. 2007) of the nuclear energy release method described in Calder et al. (2007).
The new version accounts more accurately for the nuclear energy released in the flame and
in the evolution of nuclear statistical equilibrium (NSE) as the bubble of hot ash rises and
expands, lowering the density within it (Townsley et al. 2007).
The general simulation setup is identical to that described in Townsley et al. (2007).
In particular, we assume that ignition occurs at a single point near the center of the star.
(We will investigate ignition at multiple points and the effects of convective motions in the
core of the star in future papers.) In order to simplify the simulations, we begin with zero
velocity in the star, even though the core is convective and therefore a nonzero velocity field
is expected (Woosley, Wunsch, & Kuhlen 2004; Wunsch & Woosley 2004). The initial model
is a 1.38 M WD with a uniform composition of equal parts by mass of 12C and 16O. This
model has a central density of 2.2 × 109 g cm−3, a uniform temperature of 4 × 107 K, and
a radius of approximately 2,000 km. We initiate the simulation by placing on the +z axis
a spherical region that has been converted to burned material whose density is chosen to
maintain pressure equilibrium with the surrounding material. The edge of the burned region
is formed by a smooth transition from fuel to ash within ∼ 4 zones in width [see Townsley et
al. (2007) for more details]. The adaptive mesh refinement has been chosen to capture the
relevant physical features of the burning and the flow at reasonable computation expense.
The general prescription is identical to that described in Townsley et al. (2007), except that
we maximally resolve a truncated cone encompassing the region where the flow of hot bubble
material over the surface of the star collides with itself. (Additional simulations show that
detonation conditions are robustly reached even for much lower maximum resolutions in the
truncated cone, as discussed below.)
For the case of a single ignition point at rest, the requirement that the initial conditions
be physically self-consistent imposes a requirement that the initial radius of the spherical
bubble of burned ash must satisfy rbubble . λc ≡ 2pis2/Ag, where s is the laminar flame
speed, A = (ρfuel − ρash)/(ρfuel + ρash) is the Atwood number, and g is the acceleration of
gravity at the location of the bubble (Fisher et al. 2007). If this constraint is not met, the
initial bubble is immediately highly unstable to the growth of Rayleigh-Taylor modes, which
is unphysical. In addition, even if the bubble remains laminar initially, if the initial radius
of the bubble and the initial offset distance are large enough, the bubble will experience an
unphysically large acceleration for an extended period of time that can affect the growth and
shape of the bubble.
In this paper, we report the results of seven 3-D simulations of the deflagration phase of
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the GCD mechanism for initially stationary, spherical flame bubbles, varying initial bubble
radius rbubble, initial bubble offset roffset, as well as finest resolution. Table 1 lists all of the
simulations whose results we report in this paper. The simulations are denoted by initial
bubble radius, offset distance, and maximum resolution. Thus 18b42o6r denotes a 3-D
simulation in which the initial bubble radius rbubble = 18 km, the offset distance roffset = 42
km, and the maximum resolution is 6 km.
3. Results
Our 3-D simulations show that detonation conditions are robustly achieved and that the
mechanism by which these conditions are reached is more complex that previously thought.
In this section, we focus on the detailed analysis of our 3-D simulations, and compare and
contrast these against previous 2-D and 3-D results (Plewa, Calder, & Lamb 2004; Plewa
2007; Townsley et al. 2007; Ro¨pke, Woosley, & Hillebrandt 2007).
There are several distinct stages in the GCD mechanism (Plewa, Calder, & Lamb 2004;
Plewa 2007; Townsley et al. 2007). Ignition of the flame is posited to occur at one or a few
points near the center in the white dwarf. The result is a bubble of hot ash that initially
grows at a rate dictated by the laminar flame speed. At ∼ 0.2− 0.3 sec after the beginning
of our simulations, the radius rbubble of the bubble exceeds λc, the minimum wavelength for
the Rayleigh-Taylor instability on a propagating flame front (Khokhlov 1995; Zhang et al.
2007), the top surface of the bubble develops a smaller bubble and quickly evolves into a
mushroom-like shape (Calder et al. 2004; Plewa, Calder, & Lamb 2004; Vladimirova, Weirs,
& Ryzhik 2006; Plewa 2007; Townsley et al. 2007).
Subsequently, the shape of the bubble becomes ever more complex as the critical wave-
length λc becomes smaller and additional generations of smaller features appear as a result
of the Rayleigh-Taylor instability. During this time, the bubble is rising rapidly, and breaks
through the stellar surface at ∼ 0.8− 1.2 sec. The hot bubble material then spreads rapidly
over the surface of the star, pushing unburned material ahead of it. At ∼ 1.8− 2.2 sec, this
flow collides with itself at the opposite point on the stellar surface from the place where the
bubble broke out, compresses the unburnt surface layers there, and initiates a detonation
(Plewa, Calder, & Lamb 2004; Plewa 2007; Townsley et al. 2007). Figure 1, which shows
the growth, breakout, and spreading of the bubble of hot ash in the 18b42o6r simulation,
illustrates these last three stages.
The unburnt surface material in the initial collision region reaches T > 3 × 109 K but
densities of only ρ ∼ 105 − 106 g cm−3, which are insufficient to reach detonation conditions
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(Niemeyer & Woosley 1997). This compression, however, produces inwardly and outwardly
directed jets. The outward jet ejects material at velocities vjet ∼ 40, 000 km s−1. The inward
jet impacts the stellar surface, stalls, and spreads a bit. This process compresses the hot
(T > 3 × 109 K) material in the jet to densities ρ > 1 × 107 g cm−3, and in some cases
even ρ > 2 × 107 g cm−3. These conditions exceed conservative conditions for detonation
(Niemeyer & Woosley 1997; Ro¨pke, Woosley, & Hillebrandt 2007). Thus, it is the kinetic
energy originating from breakout imparted to the unburnt surface layers of the star by
the inwardly-moving jet generated by collision of the surface flows that causes the unburnt
material to achieve the conditions for detonation [see also Townsley et al. (2007)]. Figure 2,
which shows the temperature and density in the collision region, illustrates this effect.
We find that the unburnt material in the surface layers of the star reaches temperatures
T > 3×109 K and densities ρ > 3×106 g cm−3 for an offset distance of 20 km, and T > 3×109
K and densities ρ > 1 × 107 g cm−3 in our 6-km and 8-km resolution simulations for offset
distances of 42 and 100 km. Figure 3 shows curves of Enuc (the total nuclear energy release)
for all simulations. Both curves closely match those for our 2-D cylindrical simulations for
the same resolution and initial conditions (Townsley et al. 2007). Thus the results of our
2-D cylindrical simulations are a good guide to the results of our 3-D simulations for the
range of offset distances and resolutions that we have explored so far.
In order to test the robustness of the GCD mechanism, we ran additional simulations
with a maximum resolution of 8 km at offset distances of 40 km and 100 km. In these
simulations, we deresolved a truncated cone encompassing the collision region. The truncated
cone extended from 1500 km to 3000 km in radius and had maximum resolutions of 16 km,
32 km, and 64 km. In all cases, the simulations reached the above conservative conditions
for detonation. We conclude that the GCD mechanism robustly achieves the conditions
necessary for detonation.
4. Discussion
We have carried out 3-D simulations of the GCD mechanism at a maximum resolution
of 6 km for initial offset distances of 42 km and 100 km, and a maximum resolution of 8
km for initial offset distances of 20 km, 42 km, and 100 km. We find that these simulations
robustly reach the conditions for detonation.
Ro¨pke, Woosley, & Hillebrandt (2007) have recently conducted an extensive set of 2-D
cylindrical simulations and a few 3-D simulations of the GCD mechanism. They find that
the conditions for detonation are reached for a number of their 2-D cylindrical simulations
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spanning a range of initial offset distances. However, the 3-D simulations they performed
did not reach conditions for detonation. Figure 4 shows the maximum temperature Tmax and
ranges of densities in cells exceeding T > 2× 109 K, T > 2.5× 109 K, and T > 3× 109 K, as
a function of time for model 25b100o6r. Even with conservative conditions for detonation
(T > 2 × 109 K, ρ > 1 × 107 gm/cm3), figure 4 shows that these conditions are met and
well-exceeded for a range of times.
In figure 5, we plot Tmax versus Enuc for both the current 3-D models as well as our
previous 2-D models (Townsley et al. 2007) and the 2-D and 3-D models of Ro¨pke, Woosley,
& Hillebrandt (2007). This figure shows that there is a relation between Tmax in the collision
region and Enuc. Such a relation is expected in the GCD mechanism to the degree that larger
values of Enuc produce more pre-expansion of the star, and therefore less kinetic energy in the
flow of hot bubble material over the stellar surface, leading to lower values of the temperature
in the collision region. The results from our 2-D cylindrical and 3-D simulations agree well
with each other and fit this relation, and also agree with the results of Roepke et al.’s 2-D
cylindrical simulations for a single bubble. However, their 3-D simulations for a single bubble
do not fit this relation, and so disagree with both the results of their own 2-D cylindrical
simulations, and the results of our 2-D cylindrical and 3-D simulations.
In an effort to understand the origin of this difference, we have carried out 6-km and
8-km resolution simulations for exactly the same initial conditions as were used for one of the
two Ro¨pke, Woosley, & Hillebrandt (2007) 3-D simulations: an initial bubble radius of 25 km
and an offset distance of 100 km (see above). [We did not simulate the other initial conditions
for which Ro¨pke, Woosley, & Hillebrandt (2007) did a 3-D simulation (i.e., an initial bubble
radius of 25 km and an offset distance of 200 km) because these initial conditions lie far
above the rbubble = λc curve, and therefore far from physically self-consistent (Fisher et al.
2007).] Finally, we carried out an 8-km resolution similation with an initial bubble radius
rbubble = 50 km and an offset distance roffset = 100 km, in an attempt to understand the
failure of Ro¨pke et al.’s 3-D single bubble simulations to achieve the conditons for detonation.
In all cases, the simulations reached conservative conditions for detonation. These results
provide additional evidence of the ability of the GCD mechanism to robustly produce the
conditions for detonation, but leave unanswered the question of why the Ro¨pke, Woosley,
& Hillebrandt (2007) 3-D simulations do not follow the Tmax-Enuc relation and do not reach
the conditions for detonation.
We find that our 3-D simulations exhibit a correlation between Enuc and initial offset
distance, confirming the correlation seen in our 2-D cylindrical simulations (Townsley et al.
2007). We also find that the simulation in which the radius of the initial bubble rbubble = 50
km [which greatly exceeded λc, and therefore is not expected to exhibit self-similar behavior,
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as bubbles for which rbubble < λc do (Vladimirova, Weirs, & Ryzhik 2006; Fisher et al.
2007)] had much larger values of Enuc, but still reached the above conservative conditions
for detonation.
Simulations that start with bubbles at large radii, and therefore become immediately
subject to a strong Rayleigh-Taylor instability, may crudely mock up what happens if ignition
occurs simultaneously at a few off-centered points near the center of the star. The 50b100o8r
simulation thus suggests a plausible way in which the GCD mechanism can produce much
more pre-expansion, and therefore much less nickel, yet robustly detonate – i.e., one way in
which the GCD mechanism might account for less luminous Type Ia supernovae.
In the GCD mechanism, the deflagration phase causes the star to expand prior to
the initiation of a detonation, yet leaves the majority of the star unburnt and undisturbed
(Plewa, Calder, & Lamb 2004; Plewa 2007; Townsley et al. 2007). The subsequent detona-
tion phase therefore mimics earlier 1-D simulations (Nomoto, Thielemann, & Yokoi 1984),
which match the smooth, stratified composition in the core of the star that is inferred from
spectroscopic observations much better than do 2-D cylindrical and 3-D simulations of both
the pure deflagration model [see, e.g. Ho¨flich et al. (2002); Wang et al. (2004); Leonard et
al. (2005); Badenes et al. (2006); Wang et al. (2006, 2007)], and the deflagration to deto-
nation (DDT) model [see, e.g. Gerardy et al. (2007)]. As is evident in Figure 1, the GCD
model also produces turbulence and compositional inhomogeneities in the outermost layers
of the star, which match the conditions inferred from observations of line polarization in
the optical (Wang et al. 2006, 2007) and line profiles in the NIR and MIR (Gerardy et al.
2007). Thus, while the pure deflagration and DDT mechanisms predict an inhomogeneous,
mixed composition in the core and a uniform composition in the outermost layers of the
star, which is opposite to the situation inferred from observations, the GCD mechanism
predicts a smoothly-stratified composition in the core and an inhomogeneous, mixed com-
position in the outermost layers of the star, in agreement with the situation inferred from
these observations.
5. Conclusions
We have conducted a series of 3-D simulations of the GCD mechanism for several offset
distances and resolutions. Conservative conditions for detonation are robustly received in all
cases. We find a correlation between the central density of the star at detonation and both
the offset distance and the radius of the initial bubble. These correlations offer a possible
explanation for the observed variation in nickel mass in Type Ia supernovae. In addition,
the uniform, homogeneous cores and the turbulent, heterogeneous composition of the outer
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layers of the stars at the time when the conditions for detonation are reached match the
properties inferred from recent polarization, NIR, and MIR observations.
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Table 1. List of 3-D GCD Simulations
Label rbubble (km) roffset (km) resolution (km)
16b20o8r 16 20 8
18b42o6r 18 42 6
16b40o8r 16 40 8
16b100o8r 16 100 8
25b100o6r 25 100 6
25b100o8r 25 100 8
50b100o8r 50 100 8
Note. — This table gives a list of the 3-D, single-bubble,
GCD models according to their resolution and initial condi-
tions.
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Fig. 1.— Three phases of the GCD mechanism. The images show the flame surface and the
star (a) at 0.5 s, soon after the bubble becomes Rayleigh-Taylor unstable and develops into
a mushroom shape, (b) at 1.0 s, as the bubble breaks through the surface of the star, and
(c) at 1.7 s, shortly before the hot ash from the bubble collides at the opposite point on the
surface of the star. These images are generated from volume-renderings of the flame surface
and the density. Only densities in the range 1.5 - 2.0 ×107 gm/cm3 are shown.
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Fig. 2.— Close-up view of 2-D slices of the region near the “south pole” of the star. The
slices show the inward-directed jet produced by the collision of unburnt material ahead of
the hot ash from the bubble in the 25b100o6r simulation just prior to when the density of the
material in the hot, inward-directed jet produced by the collision has reached its maximum
value. The color shows the temperature, ranging from 1 ×109 - 5 ×109 K from blue through
red. The density is indicated by contours. The yellow contour represents a density of 5×105
gm/cm3, green 1×106 gm/cm3, purple 5×106 gm/cm3, red 1×107 g cm−3, and black 2×107
gm/cm3.
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Fig. 3.— Nuclear energy released (Enuc) as a function of time for several 3-D simulations.
Left panel: Comparison of 6-km and 8-km resolution simulations for two offset distances.
Note the close agreement of the two resolutions for both cases. Right panel: Comparison
of 8-km resolution simulations for initial bubble radius of 16-km and three different initial
offset distances (20, 40, and 100 km) and for three different initial bubble radii (16, 25, and
100 km) and an initial offset distance of 100 km. Note that the curves for initial bubble
radii of 25, especially 50 km, which violate the requirement for self-similarity (see text) and
whose initial conditions are therefore not physically self-consistent, are displaced from the
remaining three curves.
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Fig. 4.— Maximum temperature and density in the collision region as a function of time
for the 25b100o6r simulation. The curve in the top half of the figure shows the maximum
temperature; the contours in the bottom half of the figure show the density ranges in which
the temperature exceeds three fiducial values. Note that T > 2 × 109 K at t = 1.75 s and
ρ > 1× 107 g cm−3 at tsim = 1.84 s, which are conservative criteria for detonation.
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Fig. 5.— Locations in the (Enuc, Tmax)-plane of our 2-D and 3-D simulations of the GCD
mechanism and of Ro¨pke et al.’s 2-D and 3-D simulations. The four filled diamonds are
(from left to right) the locations of our 25b100d6r and 25sb100o8r simulations (for which the
diamonds almost completely overlap) and our 16b40o8r and 18b42o6r simulations. Note the
correlation between Enuc and Tmax reported by (Ro¨pke, Woosley, & Hillebrandt 2007). Our
2-D and our 3-D simulations both satisfy the relation, as do Ro¨pke et al.’s 2-D simulations,
while Ro¨pke et al.’s 3-D simulations do not.
