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Abst ract - - In  this paper, we consider the Durrmeyer-type modifications ofthe classical Bernstein, 
Sz~sz and Baskakov operators, and deal with two different kind of problems. Firstly, we obtain new 
results concerning preservation of shape properties, Lipschitz constants and global smoothness, as 
well as monotonic onvergence under convexity. To do this, we use a probabilistic approach based 
on representations of these operators in terms of stochastic processes having a.s. nondecreasing paths 
and satisfying a suitable martingale-type condition. Secondly, we show that the Sz~sz-Durrmeyer 
operator is the limit, in an appropriate s nse, of both the Bernstein-Durrmeyer and the Baskakov- 
Durrmeyer operators. We provide rates of convergence which are derived from the bounds for the 
total variation distance between the probability measures involved. 
Keywords--Bernstein-Durrmeyer op ator, Sz~sz-Durrmeyer operator, Baskakov-Durrmeyer op-
erator, Poisson process, Gamma process. 
1. INTRODUCTION 
The one-dimensional  Bernstein-Durrmeyer operator  Dn is defined by 
Dn(f,x) :-- f(u)Kn(x,u)du, x e [0, 1], n = 1 ,2 . . . ,  (1) 
where f is any real-valued function on [0, 1] which is integrable with respect o the kernel 
n 
gn(x,u) := (n + 1) ~ pn,k(X)pn,k(U), (2) 
k=O 
where 
Pn,k(X) := lk)Xk(1--x)n-k ~ k=O, 1,. . . ,n.  (3) 
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This operator is a modification of the classical Bernstein operator 
Bn(f, x) :=Z / pn,k(X) 
k=O 
and was introduced by Durrmeyer [1] and, independently, by Lupa~ [2]. It has been extensively 
studied by Derriennic [3], Ditzian and Ivanov [4], Gonska and Zhou [5] and several other authors. 
In the present paper, we establish new properties for Dn. First, we are interested in the 
following topics: 
(a) Preservation of shape properties, such as monotonicity and convexity, 
(b) preservation of Lipschitz constants, and 
(c) the so-called (by Anastassiou, Cottin and Gonska [6]) preservation of global smoothness, 
that is, estimates of the moduli of continuity of first and second order of Dnf in terms of 
the moduli of f. 
To deal with these problems, we use a probabilistic approach based on the following represen- 
tation 
On(f, x) = Ef(YnX), (4) 
where E denotes mathematical expectation and Y~ is a random variable having the probability 
density Kn(x, .). The key point in formula (4) is that all the random variables Y~ are defined 
on the same probability space in such a way that the stochastic process {Yn ~ : x E [0, 1]} has 
a.s. nondecreasing paths and satisfies a suitable martingale-type condition for every n = 1, 2, . . .  
(see Lemma 1 below). This enables us to apply to the case at hand the theory and techniques 
developed by the authors in [7] and [8], thus achieving a unified treatment of the aforementioned 
problems. The construction of the process and the consequent results are contained in the next 
section, which also includes a brief discussion of the problem of monotonic onvergence under 
convexity in connection with a modification of Dn introduced by Goodman and Sharma [9]. 
Durrmeyer-type modifications ofother classical operators have also been considered uring the 
last decade. We can mention, for instance, the Sz~sz-Durrmeyer operator introduced by Mazhar 
and Totik [10]. In Section 3, we construct an appropriate probabilistic representation for this 
operator and sketch some of its most significant consequences. Proofs are omitted, for they are 
similar to those given in Section 2. Nevertheless, the property of monotonic onvergence under 
convexity is considered in some detail. Finally, the Baskakov-Durrmeyer operator proposed by 
Sahai and Prasad [11] is briefly discussed in Section 4. 
On the other hand, it is known that certain Bernstein-type operators can be approximated 
by other ones, whenever the parameters are conveniently chosen. By duality, this fact is closely 
related with the convergence of the probability measures appearing in the definition of such 
operators. In particular, the classical Sz~z operator is the limit, in an appropriate sense, of 
both the Bernstein and the Baskakov operators (cf. [12,13]). In Sections 5 and 6, we show 
that the analogous limiting properties hold for the corresponding Durrmeyer-type modifications. 
Furthermore, we provide rates of convergence which are derived from the bounds for the total 
variation distance between the probability measures involved. 
Throughout the paper, we use the following notations. Given a real-valued continuous func- 
tion f defined on an interval I of the real line, w(f; .) will denote the usual first modulus of 
continuity, and w2(f; .) will stand for the second modulus of continuity defined by 
w2(f;h) :=sup,f(x) + f(Y)- 2f (x---~ Y--) , 
where the supremum is taken over all x, y E I such that tx - Yl -< h. The set of all func- 
tions f satisfying the Lipschitz condition w(f; h) _< A h ~ (respectively, w2(f; h) _< A h~), h _> 0, 
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where A > 0 and # 6 (0, 1] (respectively, # 6 (0,2]) will be denoted by Lip(A,#) (respectively, 
Lip2(A, #)). 
2. PROPERTIES  OF Dn 
We start by constructing a suitable probabilistic representation for D,.  Let {X, : n = 1, 2, . . .  } 
and {Ut : t > 0} be two independent s ochastic processes defined on the same probability space 
and such that: the former is a sequence of independent and on the interval [0, 1] uniformly 
distributed random variables, and the later is a gamma process, i.e., a stochastic process tarting 
at the origin, having stationary independent increments and such that, for each t > 0, Ut has the 
gamma density dt given by 
ut-le-U 
dr(u) := r(t) ' u>0.  
Without loss of generality (cf. [14]), it can be assumed that {Ut : t > 0} has a.s. nondecreasing 
right-continuous paths. Set, for x e [0, 1] and n = 1, 2 , . . . ,  
n 
S~(z) := E I (Xk < x), (5) 
k=l  
where (here and hereafter) I (C) denotes the indicator function of the event C, and 
Us,(x)+1 
Y: ' -  (6) 
The random variable Sn(x) has the binomial distribution with parameters n, x, and it is easy to 
check that Y~ has the probability density Kn(x, .) described in the preceding section. Therefore, 
the relation (4) holds true. 
In the next lemma, we show that the process Y := {Y,~ : x 6 [0, 1], n _> I} satisfies ome 
fundamental structural properties. 
LEMMA i. Let n > 1 be fixed. Then 
(a) Y:<Y~a.s . ,O<_x<y<l .  
(b) 
E(Y~-Y~Ig~,x)=u- : (Y~-Y~)  a.s., O<x<u<y<l ,  y -  
where E(.[.) denotes conditional expectation and ~;~,x stands for the a-algebra generated 
by the random variables Y~, Yn ~, S,~(x), Sn(y) and Un+2. 
(c) The process {Y~ : x 6 [0, 1]} has stationary increments. 
PROOF. Properties (a) and (c) are immediate. To prove (b), let 0 <_ x < u < y < 1 and 
let 74 u,~ the a-algebra generated by S,(u)  and the random variables which generate G~ From " *n~:  n,X" 
the independence and the properties of gamma processes, we have on the event {Sn(y) -Sn(x)  > 
0} e ~'g,X 
E(Y~ - Y,~ l ~" '~ = S,(u)  - S , (x)  
.-,~,x, Sn(y) Sn(x) (Y~ - Y : )  a.s. 
Therefore, conditioning further to GY and using independence, we obtain 
Y~ - V~ E(S.(u) - S.(x) IS.(x ) - S.(y)) E(Y~ - Y :  I ~,,~) = Sn(y) - S,~(x) 
U- -X  
- (Yn u - Y : )  a.s., 
y -x  
the last equality because the conditional distribution of S,~(u) - S,~(x) given S,,(x) and S, (y)  
is the binomial distribution with parameters S,(y)  - S , (x)  and (u - x) / (y  - x). The proof is 
complete. 
Properties (a) and (b) in Lemma 1 mean that the process Y satisfies the so-called hypothe- 
ses (H1) and (H2) introduced in [8]. Thus, we are in a position to apply the results and techniques 
given in [7,8]. First, we can assert he following. 
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THEOREM 1. Let n > 1 be F~xed. We have: 
(a) Dn preserves monotonicity. 
(b) Dn preserves convexity. 
(c) If f E Lip(A, #), then Dnf E Lip(An,u, #), where 
. (7) 
PROOF. Property (a) directly follows from (4) and Lemma l(a). In view of Lemma l(a,b), 
property (b) is a particular case of [7, Theorem 2]. Finally, property (c) is a consequence of (4), 
Lemma 1 (a) and the fact that 
EYn x = - -  
as it follows from [7, Theorem 1]. 
REMARK 1. It should be observed that 
nx+ 1 
n+2 ' 
x e [0,1], (8) 
Dnf=Bn(A J ) ,  (9) 
where Bn is the Bernstein operator and An is the Lupa~ beta operator defined by 
fo unX(1 -- n]n(1-x) An(f ,x) f(u) 2 du, S(nx 7- 1,n, ,  - x) + 1) 
where B(., .) is the beta function (cf. [2]). In view of (9), properties (a)-(c) in Theorem 1 also 
follow from the corresponding properties for Bn and An (cf. [7,15]). 
REMARK 2. A third proof of properties (a) and (b) in Theorem 1 is the following: Let f be 
a real-valued nondecreasing (respectively, convex) function defined on [0, 1]. Then, for each 
rn _> 1, the Bernstein polynomial Bmf is nondecreasing (respectively, convex). Moreover, it is 
well known that B.~(f,u) converges to f(u), as m --* c~, provided that u E [0, 1] is a continuity 
point of f ,  and, therefore, Dn(Bmf, x) converges to Dn(], x), as m --, ~ ,  for all x e [0, 1]. Thus, 
it suffices to show that the polynomials Dn(Bmf) are nondecreasing (respectively, convex), but 
this easily follows from the formulae for the derivatives of Bernstein-Durrmeyer polynomials 
given in [3, p. 334]. Observe that this procedure permits to show that the operator Dn preserves 
convexity of any order. 
To obtain estimates for the moduli of continuity of Dnf in terms of the moduli of continuity 
of f,  we need some quantities depending on the process Y (cf. [8]). Thanks to Lemma 1(c), the 
computation of these quantities is considerably simplified. We give without proof the following: 
LEMMA 2. Let n >_ 1 and x, y, h E [0, 1]. Then: 
(a) 
E(Y:  - x) 2 = (2n - 6)x(1 - x) + 2 
(n+ 2) (n+3)  
(b) 
(c) 
(d) 
p(yh _ yn0 > 0) = 1 - (1 - h) n. 
2nh(1 - h) + 6h 2 
E(yh_yO_h)2___ (n+2) (n+3)  
+ - 2 - "  = 2nix 
(n + 2)(n + 3)" \ / 
Bernstein-Durrmeyer Operators 5 
(e) 
(f) 
nh(1  - (1 - h) "-1) 
E(Y h - Y°)I(Sn(h) >_ 2) = n + 2 
(n 2 - n)h 2 + 2nh(1 - (1 - h) "-1) 
E(Y h - Y°)2I(S,~(h) >_ 2) = (n + 2)(n + 3) 
The following theorem gives estimates for the first modulus of continuity of Dnf. 
THEOREM 2. Let f • C[0, 1], n _> 1 and h • [0, 1]. We have: 
(a) If w(f; .) is concave then 
w(Dnf;h) <-w (f ;  nn---~-~h+ 2 ) • 
(b) 
(2~+1) (1- hl")~(/;h), w(Dnf;h)<_ \ n+2 
(c) 
(d) 
/2nh(1 - h) + 6h 2 
~(D./; h) _< ~(/; h) + ~(/; a(n, h)), where a(~, h) := V ~-7 ~)~ + 3) (10) 
n+l  
Iw(D,~f;h) -w( / ;  h)[ _< 4w(f;b(n)),where b(n):= 2(n + 2)(n + 3)" (11) 
c(n,h) : = E l + Yh I(Sn(h) > 2) 
6n 2 + 8n + 6 < 
- (n + 2)(n + 3)" 
PROOF. For the first inequality, use the well-known property 
w2(f;ah) <_ (l+a)2w2(f;h), a, h>0.  
The last inequality follows from Lemma 2(e,f). 
The following theorem collects other results concerning the second modulus of continuity. 
where 
PROOF. Property (a) follows from (8) and [8, Corollary l(a)]. The bound in (b) follows from (8), 
Lemma 2(b) and [8, Corollary 2]. The estimate in (c) is a consequence of [8, Corollary 3] and 
Lemma 2(c). Finally, (d) follows from [8, Theorem 3] and Lemma 2(a). 
Next, we obtain analogous estimates for the second modulus of continuity. In the case under 
consideration, a direct application of [8, Theorem 4] yields 
w2(D,f; h) <_ 2 Ew2(f ;r h - rO), (12) 
but the interesting point is that this inequality can be strengthened in the following way. 
THEOREM 3. For f E C[0, 1], n ~ 1 and h E [0, 1], we have 
w2(Dnf ;h) <_ 2 Ew2(f; yh _ yO)i(Sn(h) >_ 2). 
PROOF. The validity of the result is readily seen by looking at the proof of Theorem 4 in [8], 
taking into account hat the random variables Sn(x) and Sn(y) are measurable with respect o 
the a-algebra ~g,z appearing in Lemma l(b) above. 
COROLLARY 1. Let f and n as in Theorem 3. Then, [or h e (0, 1], 
w2(D~f; h) _< 2c(n, h) w2(f; h), 
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THEOREM 4. Let f, n and h be as in Theorem 3. We have: 
(a) I£ f  E Lip2(A,#), with/~ E (0,2], then D, f  E LiP2(2A~,~,/~ ), where 
(3nCn_ l _ )  ~,/2 
A~n,, := A k (n + 2)(n + 3) ] • 
In the particular case # E ( 0, 1], we also have Dnf E Lip 2(2An,~, #), where An,~, is defined 
in (T). 
(b) If ta2(f; .) is concave, then 
w2(Dn/;h) _< 2w2 f;~--~-~ • 
(c) w2(Dnf; h) < w2(f; h) + 3wCf; a(n, h)) + 3w(f; d(n, h)), where aCn, h) is defined in (10) 
and 
i 2nh 
d(n, h) := (n + 2)(n + 3)" 
(d) Iw2(Dnf; h) - Wz(f; h)l < 8wCf; b(n)), where b(n) is defined in (ll). 
PROOF. The first part of (a) follows from Theorem 3 by using HSlder's inequality and taking 
into account hat 
3nCn - 1)h 2 E(Y  h - Yn°)2I(Sn(h) >_ 2) < 
(n + 2)(n + 3) '  
as it follows from Lemma 2(f). The second part of (a) follows from (12), (8) and Jensen's 
inequality. Part (b) follows from (8) and [8, Corollary 4]. By virtue of Lemma 2(c,d), part (c) is 
a particular case of [8, Theorem 5]. Finally, part (d) follows from Lemma 2(a) and [8, Theorem 7]. 
REMARK 3. In the estimates given in Theorem 3, Corollary 1 and Theorem 4Ca,b), the coeffi- 
cient 2 can be dropped if the function f is convex (cf. [8, Section 5]). 
Before closing this section, we briefly consider the problem of monotonic onvergence under 
convexity. Many sequences {Hn : n > 1} of Bernstein-type operators atisfy the monotonicity 
property 
Hnf > Hn+If, n = 1,2,.. . ,  
whenever the function f is convex. The sequence {Dn : n >_ 1} does not Ctake, for instance, the 
function f(u) := u). Consider, however, the following modification of Dn proposed by Goodman 
and Sharma [9,16]: 
n-1  1 
x) := f(O)pn,o(X) + (n - I) Z [ Pn-2'k-l(U)fCu) du + fC1)pn,n(X). D~,(I, 
k=l  
Ju  
It is shown in [9,16] that the operator D~, shares, in some sense, the advantages of both the 
operator Dn and the Bernstein operator Bn. In particular, we have 
* 1,2 . . . .  , _ Dn+l f ,  n = 
whenever f is a convex function on [0, 1]. A simple way to show this is the following: First, we 
observe that 
D~,f = Bn(A~,/), 
where B,  is the Bernstein operator and A~ is the beta operator (cf. [7]) defined by 
f(x), i fx = 0, 1, 
unX-l(1 _ u)n(1-z)-I 
A~(f,x) := f~ f(u) B(nx, n(1 - x)) du, if x E (0, 1). 
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If f is convex, then A~f  >_ A~+lf  (cf. [17]), and A~+lf  is also convex (cf. [15]). Therefore, by 
the positivity and monotonicity of the Bernstein operator, we conclude 
= A* * D~f Bn (A~f) >_ Bn (n+,f) >-- Bn+1 (A:+if) = Dn+if. 
Finally, a probabilistic representation for D* is given by 
D~(f ,x)  = E f  (Us"(x)'~ 
where Ut and S,~(x) are the same as above. Using this representation, we can establish properties 
for D* in the same way as for Dn. Details are omitted. 
3.  THE SZ/ i .SZ-DURRMEYER OPERATORS 
The classical Sz~sz-Mirakyan operator St is defined by 
s , ( f ,  ~) := ~ f ~,,k(x), 
k=O 
where 
x>O,  t>O,  
~,,k(z) := e -t* (tx)k k! ' k = 0,1,. . .  
Mazhar and Totik [10] introduced the following Durrmeyer-type modification of St: 
L t ( f ,x )  := f (u)Ht(x ,u)du,  x >_ O, t > O, 
where 
(13) 
Ht(x,u) := t y~ rt,k(x)lrt,k(u). (14) 
k=O 
It is not hard to see that Lt f  is well-defined whenever f is either a real-valued bounded measurable 
function on [0, oo), or a continuous function on [0, o0) such that f (x)  = O(zr), x --+ c¢, for 
some r > 0. A suitable probabilistic representation for Lt can be constructed as follows: Let 
{N(t) : t >__ O} be a standard Poisson process and let {Ut : t >_ O} be a gamma process, 
independent of the former and defined on the same probability space. Set 
UN(tx)q-1 
Z~:= t ' x_>O, t>O.  
It is straightforward to check that the random variable Z~ has the probability density Hi(x, .) 
given in (14), and, therefore, we can write 
Lt ( f ,x )  = E f (Zt ) .  (15) 
The following result is analogous to Lemma 1 above and it is shown in a similar way. 
LEMMA 3. Let t > 0 be tixed. Then 
(a) z t  < z~ a.s., O <_ z < y. 
(b) 
E(Z~-Z~Ig~,x)=u-:(Z~-Z~) a.s., O<_x<u<y, y-  
where G v denotes the a-algebra generated by the random variables Z z Z~t, N(tx)  t ,x t 
and N(ty).  
(c) The process { Z~ : x >_ 0} has stationary increments. 
Following the same lines as in the preceding section, it can be shown from Lemma 3 that Lt 
satisfies the analogous properties to those established for D~. We shall mention without proof 
some of the most significant results. 
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THEOREM 5. Let t > 0 be fixed. We have: 
(a) Lt preserves monotonicity and convexity. 
(b) If f e Lip(A,~), then L t f  e Lip(A,#). 
(c) I f  f ~ C[0, c~) satisfies w(f; h) < oo, h > O, then 
w(Ltf; h) <_ (2 - e -th) w(f; h), 
(d) If f E C[0, oo) satisfiesw2(f;h) < oo, h > O, then 
w2(Ltf; h) <_ 2 k(t, h) w2(f; h), 
where 
h>0.  
h>0,  
k(t,h) : = E ( l  + Zth-  z° )  2 I(g(th) > 2) 
=4- (3+th)  e -th +2(1 -e  -th) <6. 
th 
(e) I f f  E Lip2(A, #), then Lt f  E Lip2(2A, #) or Lt f  E Lip2(2v/~A, #) according to # e (0, 1] 
o r# e (1,2]. 
Next, we deal with the property of monotonic onvergence under convexity for Lt. 
THEOREM 6. Let x > 0 and let f be a convex nondecreasing function defined on [0, c~) such 
that Lt(Ifl, x) < oo and Lr(Ift, z) < oo, with r > t > O. Then 
Lt(f ,x) >_ i r ( f ,x) .  (16) 
PROOF. It is an easy exercise in probability calculus to show that 
E(Z~IZ~, Y(tx), Y(rx)) - r 1 + N(tz) 
t l+N(rx )  Z~ a.s. 
and, hence, 
E(Z~ [Z~, N(rx)) = (r/t) + N(rx) 
l + N(rx) Z~ >_ Z~ a.s. 
Therefore, the conclusion follows from (15) and the conditional version of Jensen's inequality 
(cf. [7, Theorem 5]). 
In general, the inequality (16) does not hold if the nondecreasing character of the function f
is dropped (take f(u) := -u). However, let us consider the following modification of Lt also 
introduced by Mazhar and Totik in [10]: 
L;(f,  x) := f(O)rt,o + t E rt,k(X) 7Ft,k-l(U)f(U) du. 
k=l  
The operator L~ reproduces linear functions and, moreover, we have 
L;(f ,x) >_ Lr(f,x), r > t > O, 
for any convex function defined on [0, oo) satisfying the necessary integrability conditions. Actu- 
ally, using the same notations as above, we have the representation 
L~(f,x) E z = f(Qt), (17) 
where 
UN(tx) 
Q~'- t ' 
and the claim follows from the equality 
E(Q~[Q~)=Q~ a.s. r>t>0,  
and the conditional version of Jensen's inequality. 
On the other hand, the representation (17) can be used for studying L~. As a matter of fact, 
it can be shown that Theorem 5 above also holds if Lt is replaced by L~. 
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. 
The Baskakov operator B~ is defined by 
B~(f,x) := ~-~ f (k)bt,k(x), 
k=O 
THE BASKAKOV-DURRMEYER OPERATORS 
x>_O, t>O,  
where 
bt,~(x) := k (1 + x) t+k' k = 0, 1,.. .  (18) 
S~hm and Pras~t [11] introduced the following Durrmeyer-type modification of B~: 
Mt(f,x):= f(u)Jt(x,u)du, x>_O, t> l ,  
where 
Oo 
:= (t - 1) (19) 
k=O 
It Can be shown that Mtf is well-defined whenever f is either a real-valued bounded measurable 
function on [0, oo), or a continuous function on [0, ~)  such that f(x) = O(x~), x ---* oo, for some 
0<r<t -1 .  
Similarly to Dn and Lt, the operator Mt allows for an interesting probabilistic representation. 
Let {N(t) : t > 0}, {Ut : t > 0}, {U~ : t > 0} and {U~': t > 0} be four mutually independent 
stochastic processes defined on the same probability space, where the first one is a standard 
Poisson process and the last three are gamma processes. Then, for x > 0 and t > 1, the random 
variable Wt x given by 
W: := UN(xU')+I 
has the probability density Jr(x, .) defined in (19) and, therefore, we can write 
Mr(f, x) = Ef(W:).  
Moreover, it is not hard to see that, for t > 1, Lemma 3 above also holds true if Z~ is replaced 
by Wt x and G~x is assumed to be the a-algebra generated by the random variables W~,Wt y, 
g(xut),  N(yUt), Ut and U~ 1. 
This shows that the operator Mt can be studied by applying the same techniques we used in 
the preceding sections. Specific results are omitted. However, it is interesting to observe the 
following: For every real-valued function f satisfying the adequate integrability conditions, we 
have 
Mtf = B~(Ttf), (20) 
where B~ is the Baskakov operator and Tt is the integral operator defined by 
1 f0 °° u tx Tt(f, x) := B(tx. + 1, t - 1) f(u) (1 + u) t+tx du, z > O, t > 1, 
that is, using the same notations as above, 
U' 
Note that Tt is a variant of the inverse beta operator introduced in [18]. It can be easily shown 
that Tt also preserves monotonicity and convexity. Moreover, proceeding as in [18] for the inverse 
beta operator, we have 
Ttf>_T,.f, r>t>2,  
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whenever f is nondecreasing and convex on [0, co) (and both Tt f  and Tr f  are well-defined). 
Since B~ is positive and satisfies the property of monotonic onvergence under convexity, we 
conclude from (20) 
Mtf  ~_ Mrf ,  r>t>2,  
if f is nondecreasing and convex. 
5. Lt  AS L IM IT  OF  Dn 
In this section, we show the following result which is analogous to Theorem 3(a) in [12]. 
THEOREM 7. Let m be a fixed positive integer and let f be a real-valued bounded measurable 
function on [0, oo). Then, for n >_ x > O, we have 
Dmn ( f (nu) ,  x )  _ Lm(f,x)[  < [[f[[ 5m2x2 + 18mx +8 
- 2ran ' 
where [[.1[ denotes up-norm. As a consequence, we have uniform convergence, as n --, oo, on 
every bounded interval [0, a]. 
PROOF. Let f, m, n, and x be fixed and satisfying the assumptions in the statement of Theo- 
rem 7. By a change of variable, we can write 
/0 (1) 
where Kmn(x/n,  u/n)  is defined in (2) and it is assumed to be zero for u _> n. Therefore, the 
conclusion will follow as soon as we show that the next theorem holds. 
THEOREM 8. Let m, n and x be as in Theorem 7. Then 
n '  -n - Hm(x, u) du < 2ran ' 
where Hm(x, u) is defined in (14). 
REMARK 4. Observe that the left member in (21) is just the total variation distance between the 
.~vxln probability distributions of the random variables ,o. mn and Z,~ introduced in Sections 2 and 3, 
respectively. 
In order to prove Theorem 8, we shall need two auxiliaryresults. The first one gives a bound for 
the total variation distance between the binomial distribution and the Poisson distribution with 
the same mean, and it follows from a more general result by Barbour and Hall [19, Theorem 1]. 
LEMMA 4. Let n be a natural number and let p E (0, 1). Then 
k 
~ [ (k )  pk(1 -p)n -k  - e-n" k, I <- 2p" 
k=O 
LEMMA 5. Let m, n and x be as in Theorem 8. Then 
m Z Pmn,k - rm,k(U) du < 
k----0 2ran  ' 
where Pn,k(x) and rm,k(x) are defined in (3) and (13), respectively. 
PROOF OF LEMMA 5. Let k = 0, 1 . . . .  , mn and u e (0, n). We have 
(mu) 
< ~(A+/ J+C) ,  
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where 
A:=e -m~ 1-  1 -  i <e-m~ i e_m.k(k -1 )  
i=o mn - i=o mn 2ran 
B := 1- (1 -u)  ' (1 -u )m"- ' I : I (1 -~n)  
i=0 
- -  n n i=o  
and 
C:= e -mU- - (1 - -U) rnn  ~: (1 - - in )  
i=O 
<e -=u I- I-~:] IR  l -~n  n <_e -mu 
i=o mn 
Therefore, 
~0 n 
~0 °° 
k(k - 1) e_m~ , (mu) k 
~r~n" k! mdu 
° 
du 
1 e_mU (mu) k+2 
+ - -  mdu 
mn k! 
k(k - 1) k(k ÷ 1) (k + 1)(k + 2) + - - +  
2mn mn mn 
5k 2 + 7k + 4 
Since 
mn 5k 2 + 7k +4 (x )  
2mn Pmn,k  = 
k=O 
the conclusion follows. 
Now, we are ready to prove Theorem 8. 
2mn 
5m2T 2 + 12mx + 4 5x 2 
2mn 2n 2 ' 
PROOF OF THEOREM 8. Using the triangle inequality, the left-hand side in (21) is bounded 
above by the sum V + X + Y -{- Z, where 
m. /o (1) 1 , 
mn + 1 mn 
k=O k=O 
~ 1 ~-~ )~o~e_mU(raU)  k+l X : = m rm,k(x)  7rm,k(u) du < lrm,k(x k! mdu 
a=o mn k=o 
oo I :~( ~+1 
= k + 1)~rm,k(x) = - - ,  
mn mn 
k~O 
fo ° k----O 
<_ ~ - ~=,k(x <_ - - ,  
n k=0 
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the last inequality by Lemma 4, and, finally, 
mn f0 n 
k--0 
5m2x 2 -t- 12rex + 4 
2ran  
by Lemma 5. The proof of Theorem 8 is complete. 
6. Lt AS LIMIT OF Mt 
In this section, we show the following result which is analogous to Theorem 5 in [13]. 
THEOREM 9. Let x >_ 0 and let r, t > 0 with rt > 1. If  f is a real-valued bounded measurable 
function on [0, ~) ,  then 
where 
(x  ~)  r2x2 + 2rX + (22) Ct(r,x) := 2min t '  + 
Therefore, we have uniform convergence, as t --* ~ ,  on every bounded interval [0, a]. 
Proceeding as in the proof of Theorem 7, it is clear that Theorem 9 is a consequence of the 
following result which gives a bound for the total variation distance between the probability 
distributions of the random variables tW~/t and Z~ introduced in Sections 4 and 3, respectively. 
THEOREM 10. Let r, t and x be as in Theorem 9. Then 
/0 (23) 
where Ct(r,x), H~(x,u) and Jt(x,u) axe defined in (22), (14) and (19), respectively. 
To prove this theorem, we need two lemmas. The first one gives a bound for the total variation 
distance between the negative binomial distribution and the Poisson distribution with the same 
mean. It has been shown in [13]. 
LEMMA 6. Let x > 0 and let r, t > 0. Then 
k=0 
where bt,k(X) and rr,k(X) axe defined in (18) and (13), respectively. 
LEMMA 7. Let r and t be as in Theorem 9. For k = O, 1 . . . .  , we have 
r - brt,k - du < (24) 
-- r t  
PROOF OF LEMMA 7. Consider the function h(u) defined, for u _> 0, by 
= l -e  ru 1+~- /  1+~ . 
i=- - I  
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From 
we have 
k ~ ru  = 
t 
e r~( l+~/  1+~ , 
i-----1 
suph(u)=h =l -e  k 1+-~ 1 - -~ 1 
~>o i=1 rt ~- k 
-< 1 -  (1 -  1 )  ~ I  ( 1 rt-+ 
i= l  
k 1 i 
< - -+ i~ 1 - r t  r t -+  k 
k2+k+2 < 
- 2rt 
Since both functions rTrr,k(.) and (r - 1/t)brt,k(./t) are probability densities on [0, oo), the left- 
hand side in (24) is equal to 
/h k2+k+2 2 h(u)rTrr,k(u)du < 2suph(u) < 
(u)>_o - u>o - rt 
The proof of Lemma 7 is complete. 
PROOF OF THEOREM 10. The left-hand side in (23) is bounded above by the sum F + G, where 
F := du 
k=O 
k=0 
and 
OO OO I( 
Therefore, the conclusion follows from Lemmas 6 and 7. 
7. CONCLUDING REMARK 
An interesting consequence of the probabilistic representations constructed in Sections 2-4 
above is that all the operators considered in the present paper diminish both the C-variation and 
the fine C-variation. We refer to [20] for a more detailed information on this subject. 
ERROR CORRECTION 
We have found an error in [8] concerning the estimate of the second modulus of continuity 
of Bnf, where Bn is the Bernstein operator. Actually, in example (A) in [8, Section 6], the 
correct value of the expectation 
S (hl 21(Sn(h)>2) E 1+ nh]  
is the following: 
1 - (1 - h)  '~-1 1 
4+ 
nh n 
and this quantity is bounded above by 5. 
(3- - I - (n  - 1 )h ) (1  - h)  n - l ,  
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