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Abstrakt. Digitálne textové dáta predstavujú v dnešnej dobe dôležitý zdroj in-
formácií. Avšak v súčasnosti je ich počet taký obrovský, že ich manuálne spra-
covanie a extrakcii informácií by bola časovo veľmi náročná. Existuje niekoľko 
spôsobov automatickej analýzy textových dát, jednou z nich je modelovanie 
témy, ktoré ponúka nové možnosti na vyhľadávanie, prehľadávanie a sumarizá-
ciu textových dokumentov. Preto je hlavným cieľom tohto článku predstaviť 
rôzne metódy hierarchického modelovania téma a taktiež porovnanie vybraných 
modelov z pohľadu kvality budovania hierarchie tém. 
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1 Úvod 
V súčasnosti s príchodom sociálnych sieti, online časopisov a novín, je veľké množ-
stvo textových dát v digitálnej podobe. Tie predstavujú zaujímavý a dôležitý zdroj 
informácií. Napríklad na sociálnej sieti Twitter je denne publikovaných okolo 340 
miliónov príspevkov, ktoré zvyčajne odrážajú používateľov postoj na niektorú zo 
svetových udalostí, produkt, či osoby. 
Takéto dáta nachádzajú svoje využitie najmä v marketingu, pretože marketing bol 
stále závislý na dátach a ich správne pochopenie a použitie môže firme priniesť kon-
kurenčnú výhodu a zlepšiť jej postavenie na trhu. Využitie digitálnych textových dát 
(najmä príspevky zo sociálnych sietí) je možné použiť napríklad pri: 
 analýze krízových situácií - príkladom je obdobie vojny, kedy je z týchto dát 
možné získať reakcie ľudí na danú situáciu; 
 zavedenie nového produktu na trh - monitorovanie reakcií používateľov, čo sa 
im na produkte páči, aké ma chyby; 
 v médiách - je možné sledovať o čom ľudia na internete najčastejšie píšu a čo 
ich zaujíma. 
Ako je možné vidieť, analýzu digitálnych textových dát nemožno podceňovať. Avšak 
ako už bolo spomenuté existuje ich veľké množstvo a preto ich manuálne spracova-
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nie, analýza a extrakcia vhodných informácií by bola veľmi časovo náročná. Preto je 
potrebné tento proces automatizovať.  
V súčasnosti existuje niekoľko druhov analýz, ktoré tento problém riešia. Jednou z 
nich je modelovanie tém, ktoré umožňuje automatickú analýzu textových príspevkov 
a predstavuje nový spôsob ich hľadania, prehľadávania a sumarizácie. Hlavným cie-
ľom modelovania tém je vytváranie skupín slov (tém), ktoré sa často vyskytujú spo-
ločne vo vstupnej množine textových dokumentov. 
Preto sa v článku sa zameriame na prehľad metód modelovania témy a porovnanie 
metód hierarchického modelovania témy, ktoré ponúka podrobnejšiu analýzu ako 
klasické metódy. 
2 Modelovanie témy 
V tejto sekcii predstavíme modelovanie témy. Ako už bol povedané, cieľom modelo-
vania tém je vytváranie skupín (tém), ktoré sa spolu vyskytujú dostatočne často, po-
mocou hľadania skrytých tematických štruktúr vo vstupnej kolekcii dokumentov. Ako 
jednou z prvých metód, ktorá sa pokúšala riešiť tento problém môže byť chápaná 
latentná sémantická analýza [1], ktorá sa snaží odhaľovať skryté sémantické štruktúry 
z textov. Formálne však nie je predstavovaná ako jedna z metód modelovania témy, 
ale bola základom pre ďalšie rozšírenia ako pravdepodobnostná latentná sémantická 
analýza [2], ktorá tvorí základ pre Latentnú Dirichletovu Alokáciu (LDA) [3]. LDA 
predstavuje jednu z najpoužívanejších metód v oblasti modelovania tém.  Z toho dô-
vodu sa stala základom pre ďalšie metódy modelovania tém [4,5]. Okrem toho vznik-
lo niekoľko metód, nezávislých od LDA [6,7,8]. 
Spomínané práce sa zameriavali na spracovanie dlhých dokumentov. Treba však 
povedať, že na dátach ako sú príspevky zo sociálnych sieti, kde tieto správy obsahujú 
len veľmi krátke a stručné texty, nedosahujú dobré výsledky. Preto bolo vyvinutých 
niekoľko metód [9,10,11], ktoré sú schopne pracovať s krátkymi textami.   
Ako je možné vidieť, modelovanie témy je dobre preštudovaná oblasť výskumu, 
avšak v súčasnosti už tieto štandardné metódy nemusia používateľovi poskytovať 
dostatočné množstvo informácií. Preto vzniklo niekoľko metód zameraných na budo-
vanie hierarchie tém, ktoré poskytuje podrobnejšie informácie. Jednou z prvých ta-
kýchto metód bolo hierarchické LDA (hLDA) [13] a práca [12] v ktorej autori na 
budovanie tém využívajú proces vnorenej čínskej reštaurácie. Ďalšími z metód hierar-
chického modelovania témy sú Pachinov alokačný model [14] a metóda HLTA [15]. 
2.1 hLDA 
Metóda hLDA predstavuje jednu z najjednoduchších metód budovania hierarchie tém. 
Táto metóda využíva prístup "zhoda-nadol" pre vytváranie hierarchie tém pomocou 
rekurzívneho rozdeľovania a znovu modelovania korpusu pomocou klasické LDA. 
Výsledkom LDA je model, kde každé slovo v dokumente je priradené téme. HLDA 
využíva túto informáciu na vytváranie nových syntetických dokumentov pre každú 
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nájdenú tému zo vstupných dokumentov. Syntetické dokumenty obsahujú iba slová 
priradené danej téme. Celý tento proces je znázornený na Obr. 1. 
 
 
Obr. 1. Proces vytvárania tém pomocou hLDA 
3 Porovnanie metód hierarchického modelovania tém 
V tejto kapitole popíšeme porovnanie nami implementovanej metódy hLDA s metó-
dou HLTA. Zvolené metódy sme porovnávali na datasete 20 Newsgroups1, ktorý 
obsahuje 20000 dokumentov rozdelených do 20 rôznych tém.  
Kvalitu metód sme porovnávali na základe rýchlosti budovania hierarchie a taktiež 
na základe "coherence score" [16]. V Tab. 1 je možné vidieť rýchlosť vytvárania 
hierarchie pre metódy hLDA a HLTA na rôznych vzorkách zo vstupného datasetu (na 
každej zo vzoriek bolo vykonané jedno meranie). Ako je možné vidieť metóda hLDA 
je omnoho pomalšia a s narastajúcim počtom vstupných dokumentov sa čas jej spra-
covania drasticky zvyšuje. Z pohľadu "coherence score" nám, na vzorke 30 dokumen-
tov z 20 Newsgroups datasetu, pre hLDA vyšla hodnota -14.6412 a pre HLTA hodno-
ta 12.6328. Na základe týchto hodnôt je možne povedať, že na zvolenom datasete 
dosahovali tieto metódy porovnateľné výsledky z hľadiska kvality vytvorených tém. 
Tab. 1. Porovnanie metód hierarchického modelovania tém na základe rýchlosti budovania 
hierarchie 












hLDA 23,48 49,33 95,13 130,20 
HLTA  0,036 0,078 0,25 0,32 
                                                          
1 http://qwone.com/~jason/20Newsgroups/ 
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4 Záver 
V práci sme prezentovali prehľad metód z oblasti modelovania témy ako aj jej podo-
blasti hierarchického modelovania tém, ktoré predstavujú podrobnejšiu analýzu. Práca 
taktiež zdôrazňovala potrebu a potenciál využitia týchto metód v reálnom svete, a to 
najmä v oblasti marketingu. Koniec práce bol venovaný porovnaniu metód hLDA a 
HLTA, kde sa ukázalo, že z hľadiska času spracovania bola metóda LTA oveľa rých-
lejšia, avšak z pohľadu kvality vytvorených tém dosahovali tieto metódy porovnateľ-
né výsledky. 
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Annotation: 
 
Hierarchical topic modeling 
 
Text documents in digital form represent an important source of documents. However 
currently is their number so large that their manual processing and extraction of in-
formation would be time-consuming. For now, there exist several methods of auto-
matic analysis of textual data, one of them is topic modeling. It offers new ways of 
searching, browsing and summarizing of textual data. For that reason, the main aim of 
this work is to present methods of topic modeling and also compare selected models 
for hierarchical topic modeling. 
