Abstract-A bootstrap technique for nearest neighbor classifier design is proposed. Our primary interest in designing a classifier is in small training sample size situations. Conventional bootstrapping techniques sample the training samples with replacement. On the other hand, our technique generates bootstrap samples by locally combining original training samples. The nearest neighbor classifier is designed on the bootstrap samples and is tested on the test samples independent of training samples. The performance of the proposed classifier is demonstrated on three artificial data sets and one real data set. Experimental results show that the nearest neighbor classifier designed on the bootstrap samples outperforms the conventional k-NN classifiers as well as the edited 1 -NN classifiers, particularly in high dimensions.
INTRODUCTION
IN the nonparametric framework the nearest neighbor (1-NN) approach was first introduced by Fix and Hodges [121, [13] and later studied by Cover and Hart [l] . Cover and Hart [l] show that the error for the I-NN classifier is bounded by twice the Bayes error when an infinite number of samples is available. However, in practice, we never have an infinite number of samples, and, due to the finite sample size, the 1-NN estimates have large biases and variances. Our primary interest in designing a classifier is in small training sample size situations. Fukunaga and Hummels 121 show that the 1-NN estimates may be severely biased even for the large sample size if the dimensionality of the data is large. This is a major obstacle in many practical situations where the ratio of the training sample size to the dimensionality is small. Both Fukunaga and Hummels 171 and Chandrasekaran and Jain 1221 recommend a decision threshold, t, to take into account the bias in density estimation. Then, the decision rule can be given by Classify x into class wk if fi(xlw,)>fj(xlw,)+tforallj=l ,..., m;i# k where $(XI )denotes the estimated density and m is the number of classes. Fukunaga and Hummels [7] show that the proper selection of the decision threshold is an extremely important procedure for k-NN error estimates. However, it is difficult to determine the optimal value of the threshold because of its complexity. We wish to learn as much as possible about the pattern distributions that a given training set may have. One possible way of doing this is to generate an artificial training set from the original training set. This technique is called the bootstrap method, and the artificial samples are called the bootstrap samples [3] . The bootstrap method has been successfully applied to error estimation 141, [51, [6] , 1211. In this paper, we propose a bootstrap technique for the I-NN classifier design. Experimental results show that the 1-NN classifier based on our bootstrap technique outperforms the conventional k -NN classifiers as well as edited 1-NN classifiers, particularly in high-dimensional spaces.
BOOTSTRAP TECHNIQUES
Bootstrapping is similar to other resampling schemes such as cross-validation and jackknifing. There could be many possible ways to generate bootstrap samples. We will focus on the generation of the bootstrap samples. Let XN, = {xi, 
where Ai is chosen from a uniform distribution on [0,1] and C:=owj = 1.
4) Repeat steps 1,2, and 3, until all N, samples are selected.
In
Step 1 of Bootstrapping 11, the samples are chosen so that no sample is selected more than once. In both Bootstrappings I and 11, the original training samples are linearly combined by using random weights. Next, in order to verify the necessity of the random weights, the following bootstrapping method is considered:
Bootstrapping 111
1) Select a sample x i , from XN, randomly.
2) Find the Y nearest neighbor samples xi,, xL2, ..., xi, of xi, 3) Compute a bootstrap sample xp, = &~i = o x~l . 4) Repeat steps 1,2, and 3, Ni times.
In
Step 3 of Bootstrapping 111, a bootstrap sample is given as a local sample mean. Finally, a bootstrapping method without either Efron's bootstrap set or random weights is considered.
. .
using the Euclidean distance.
I

Bootstrapping IV
1) Select one sample x i , from x~, .
2) Find the Y nearest neighbor samples xI1, xi2, ..., xk, of xio, i using the Euclidean distance.
3) Compute a bootstrap sample xp, = &ci=ox;, 4) Repeat Steps 1,2, and 3, until all Ni samples are selected
In
Step 1 of Bootstrapping IV, the samples are chosen so that no sample is selected more than once.
The most important difference between our bootstrapping and the ordinary bootstrapping presented by Efron [3] lies in the manner in which bootstrap samples are generated. In our bootstrapping, the bootstrap samples are created (not selected) by locally combining the original training samples. Chernick et al. [51 point out that one of the problems with the ordinary bootstrapping is the discreteness of the empirical distribution function. The use of our bootstrap samples xis may give a smoothing of the distribution of the training samples. In our bootstrap approach, the problem is in determining the number of near neighbors, Y, which will be studied in Section 4. The error rate is the most effective measure of the performance of a classifier. In order to predict the future performance of a classifier accurately, the independence between the training and test sets must be maintained. In addition, a large test sample should be used. When using artificial data, we estimated the error of classifiers by using 5,000 test samples per class independently generated from distributions of the training samples. It follows that the test samples are also independent of the bootstrap samples. Note that the estimated error rate is a random variable. Thus, it is preferable to repeat the experiment several times independently. Each experiment with artificial data involves 100 independent trials.
Experiment 1
The purpose of Experiment 1 is to compare the performance of four bootstrap techniques in small training sample size situations. This experiment is based on two data sets (1-1 and nonnormal data sets). The 1-1 and nonnormal data sets were used in 171, [SI to study the behavior of the k-NN classifier in finite sample conditions. We briefly describe the above artificial data sets.
The I-! Data Set
First, we describe the I-I data set. The available samples were independently generated from n-dimensional normal distributions N(,q, C,) with the following parameters:
where pl is the n-dimensional zero vector and I, is the n x n identity matrix. In the data set, both Z, and Z2 are I,,. The value of ,U controls the overlap between the two distributions. We used ,U = 2.56, which gives the Bayes error of 10%. Even when the dimensionality of the data changes, the Bayes error stays the same for a fixed ,U.
The Nonnormal Data Set
Next, we describe a nonnormal data set, which is from Experiment 7 on page 335 of [81. Each class consists of two normal distributions as follows:
Even when the dimensionality of the data changes, the Bayes error of this data set is 7.5%. The following experiment was conducted.
Data No. of test samples:
Bootstrappings:
Classifiers: the I-NN classifier
Values of r For comparison, the performance of the 1-NN classifier with Efron's bootstrap set is presented. In general, it is recommended that the ratio of the training sample size to the dimensionality is large. Jain and Chandrasekaran [lo] point out that the number of training samples per class should be at least five to 10 times the dimensionality. As previously mentioned, we are mainly interested in the practical situations where the ratio of the training sample size to the dimensionality is small. Therefore, in Experiment 1, the values of the ratio ranged from one to four. All experimental results which were derived from a Monte Carlo analysis are shown in Table 1 and Table 2. Experimental results showed no clear preference between four bootstrap techniques as used here. All techniques yielded very comparable error rates for each I . From Table 2 , we see that the value of Y can have a strong effect on results.
Experiment 2
The purpose of Experiment 2 is to compare the performance of four bootstrap techniques in high-dimensional spaces. In this experiment, we used the Ness data set [91. This data set was used in [9] to study the performance of the Parzen, linear and quadratic classifiers in high dimensions.
The Ness Data Set
The available samples were independently generated from ndimensional normal distributions AV&, xi) with the following parameters:
where A is the Mahalanobis distance between class w, and class q.
Note that in this data set, both the mean vectors and covariance matrices differ. The Bayes error varies depending on the value of A as well as n. The Table 3 . Again, Bootstrappings I, 11, 111, and IV gave very similar results for each I , regardless of the Bayes error. The 1-NN classifier with Efron's bootstrap set performed poorly.
In Experiments 1 and 2, no improvement was observed by using Efron's bootstrap set and random weights. Thus, we think that the use of Efron's bootstrap set and random weights is not essential. Rather, the idea of locally combining the original training samples is important. That is, local sample means, which act as representatives, play an important role in applying a bootstrap technique to the I-NN classifier design. Therefore, we will address only Bootstrapping IV, which is the simplest one.
In Bootstrapping IV, when Y = 0, the proposed classifier corresponds to the conventional 1-NN classifier. By increasing the value of r, the nonparametric classifier is transformed into a parametric one. That is, when r = N, -1, our classifier becomes the Euclidean distance classifier. By varying the value of r, the parametric and nonparametric classifiers may be considered in a unified framework.
COMPARATIVE STUDY
In this section, we evaluate the performance of the 1-NN classifier with our bootstrap samples, compared to those of k-NN classifiers and edited 1-NN classifiers.
Experiment 3
In general, when a fixed number of samples is used to design a classifier, the error of the classifier tends to increase as the dimensionality of the data gets large. This topic is called the peaking phenomenon [20] . In particular, the peaking phenomenon of the 1-3 NN classifier is known to be more severe than other parametric classifiers such as Fisher's linear and quadratic classifiers 171, [81. Thus, it is widely believed that the value of N, needed to achieve a given recognition accuracy would be prohibitively large, when the dimensionality of the data is high.
The purpose of Experiment 3 is to compare the proposed classifier with k-NN classifiers in high-dimensional spaces. First, the following experiment was performed. Note that the ratio of the training sample size to the dimensionality is small. In all of the results reported in Tables 4-6, the proposed classifier with a proper r outperforms k-NN classifiers. It is important properly to select the value of r, particularly for nonnormal data, as shown in Table 6 . It should be stressed that when A = 6, the error of the 1-NN classifier with bootstrap samples hardly increases as the dimensionality increases. This contradicts the common belief that the 1-NN classifier needs a very large number of samples for high-dimensional data. Experimental results suggest that the peaking phenomenon of the 1-NN classifier with bootstrap samples will at least be not as severe as that of the conventional k-NN classifier.
Next, we compared the proposed classifier with k-NN classifiers on a real data set. In this data set, each class represents one of 10 handwritten numerals. This data set contains 1,400 256-dimensional feature vectors per class. In feature extraction, 256 Gabor filters [141 were applied to a character image. The outputs of Gabor filters produce a 256-dimensional feature vector. Gabor filters tend to detect line and edge segments, which seem to be good discriminating features [15] . We call this the Gabor data set. For additional details refer to [16] . We need to assure the independence between training and test sets. Thus, the Gabor data set was randomly partitioned into two equally sized sets. One set was used to train a classifier and the other set was used to evaluate its performance. This procedure was repeated four times independently and the average of the error rate and its standard deviation were calculated. Results are shown in Table 7 . For small values of r, the proposed classifier worked well, even in high-dimensional spaces. Results show that our technique can be utilized to solve real world problems. The effectiveness of small values of r suggests that Gabor data may be nonnormal.
Experiment 4
It is believed in the pattern recognition field that classifier performance can be improved by removing outliers, which seem to distort the distribution. As previously mentioned, our bootstrapping method can act as a smoother of the empirical distribution. Thus, the main advantage of our technique seems to derive from the ability to remove outliers. On the other hand, in the NN classifier design, editing algorithms such as CNN 1171, R" [181, and VQ-NN [191 have been proposed for removing outliers from the training set. The purpose of Experiment 4 is to compare the proposed classifier with edited 1-NN classifiers in high-dimensional spaces. So far, we have assumed that the bootstrap sample size (or the number of representatives) and training sample size are the same. On the other hand, the performance of an edited 1-NN classifier must be evaluated in terms of both the error rate and the reduction rate. Hence, one should compare the error of edited 1-NN classifiers when operating at the same range of the reduction rate. In order to reduce the bootstrap sample size, our bootstrapping method is now modified as follows: 1) Select a sample x;, from X N i randomly.
2) Find the r nearest neighbor samples x k l ' x k z ' " " xkr 3) Compute a bootstrap sample 4) Repeat Steps 1-3 NT(NI 2 N j ) times, un'd&r a condition that ' of X;ia By using the modified bootstrapping method, we can control the boobtrap sample size (i.e., the number of representatives). On the other hand, in CNN and RNN techniques, the number of representatives is itself a random variable and not under the control of the algorithms.
Note that when N: = Ni, the modified bootstrapping method corresponds to Bootstrapping IV. The following experiment was conducted. The results are shown in Figs. 1-3 . The error curve is the average of 100 trials. Our main concern is to maintain the error rate while reducing the number of samples. In our bootstrapping method, selection of representatives was done randomly. Nevertheless, Fig. 1 and Fig. 2 show that the best performances were given by the proposed classifier at all the reduction rates. Fig. 3 also shows that at all almost reduction rates, ow classifier outperformed other edited classifiers. Thus, this technique can be effectively utilized to perform data reduction in the design of the I-NN classifier. It is interesting to note that the error curve of the proposed classifier in Fig. 3 tends to decrease rather slowly as the total number of representatives decreases. A similar tendency was observed for the VQ-NN classifier. It has been believed that as the number of representatives decreases, the error increases. However, the results of Experiment 4 contradict the above common belief, and suggest that we may need only a relatively small number of representatives. 
OPTIMIZATION OF r
Up till now, we have studied the performance of the 1-NN classifier based on our bootstrapping method, assuming that the value of r is given. From experimental results, the selection of Y is important and strongly affects the classifier performance, especially for nonnormal data. In practice, its proper value must be selected by using only a finite number of training samples. In this section, we study an algorithm for selecting the value of r which minimizes the error rate estimated by the leave one out method [Ill.
Experiment 5
We assume that the bootstrap sample size and training sample size are the same. An algorithm for optimizing the value of r is as follows:
1) Select a candidate r.
2) One samde is excluded.
By using the r selected and remaining samples, generate the bootstrap samples. Ness (A = 2,6) and nonnormal NI = N2 = 100 5,000 per class N/16, N/8, N/4, N/2, N -1 For comparison, the performance obtained by the exhaustive method with test samples is presented. In the exhaustive method, we found the optimal value of Y which minimizes the error rate estimated by using test samples. Thus, this performance is viewed as the best one of our classifier. The results are shown in Table 8 .
The two methods gave similar results. Therefore, the effectiveness of using the leave-one-out method is verified and our technique has practical utility. 
CONCLUSIONS
We have proposed a bootstrap technique for the I-NN classifier design. The performance of the 1-NN classifier based on bootstrap samples was demonstrated on several data sets. It was shown that the proposed classifier outperforms the conventional k-NN classifiers as well as the edited 1-NN classifiers. Experimental results suggest that the use of our bootstrap samples is an effective means of reducing the bias of the I-NN error. Moreover, we have discussed the optimization of the parameter U, which depends strongly on the degree of the nonnormality. We feel that since our bootstrap technique acts as a smoother of the distribution of training samples, this advantage comes from removing the outliers. Therefore, the bootstrap technique should be considered in the design of the 1-NN classifier, particularly in high-dimensional spaces.
