A variety of quasiclassical approximations to quantum dynamical observables and correlation functions are obtained from rigorous semiclassical approximations. All expressions involve classical evolution of the probed dynamical variable with trajectory initial conditions sampled from an appropriate phase space density. The features of the derived approximations are illustrated through several model calculations. Ó
Introduction
The semiclassical approximation to time-dependent quantum mechanics has received much attention in recent years . The major motivation for these studies is the likelihood of formulating semiclassical methods that are capable of capturing important quantum mechanical effects, yet are sufficiently inexpensive to allow the simulation of polyatomic systems. While none of the currently available methods satisfy both of these demands in diverse physical situations, much progress has been made through the development of initial value representations [3, 6, [13] [14] [15] [16] [17] [18] [19] , filtering techniques [20] [21] [22] [23] [24] [25] , semiclassical-classical [26] or linearized [27, 28] approximations, and forwardbackward semiclassical methods [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . Indeed, a number of semiclassical calculations on small molecular systems have already been reported [22, 23, [43] [44] [45] [46] [47] [48] [49] [50] [51] , and there is growing interest for the extension of the emerging semiclassical methodology to condensed phase simulations.
The semiclassical Van Vleck propagator [1] expresses the amplitude as a phase given by the action of classical trajectories connecting the two endpoints. Quadratic fluctuations in a tube of width h are also included via a prefactor. Initial value representations [3, 6, [13] [14] [15] [16] [17] [18] [19] ] turn the doubleended boundary value problem into one where the trajectories are specified by their initial phase space values, thus avoiding root searches. The major remaining problem is the oscillatory nature of the semiclassical integrand. Calculations on multidimensional systems have to rely on Monte Carlo based techniques for performing the relevant phase space integrals, and this appears to be a futile task if the integrand is even moderately oscillatory [52] . Thus, the obstacle in semiclassical calculations resembles closely the ''sign problem'' Chemical Physics 280 (2002) [135] [136] [137] [138] [139] [140] [141] [142] [143] [144] [145] [146] [147] [148] [149] [150] [151] www.elsevier.com/locate/chemphys that plagues the real time path integral and even equilibrium path integral calculations of identical fermions. Forward-backward semiclassical dynamics [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] (FBSD) methods help to reduce the severity of this problem by shifting the phase cancellation from the multidimensional integral to the action, a one-dimensional integral along a classical trajectory. This is possible because of the structure of observables, where the dynamical quantity is given by the Heisenberg form of the corresponding operator. That feature invites application of the semiclassical approximation to the combined forward-backward evolution operator for which the net action is small, implying that the integrand is no longer highly oscillatory. The forward-backward idea can also be viewed as the stationary phase limit of the full semiclassical description of ensemble-averaged quantities in terms of two separate Van Vleck propagators. While it is clear that imposing this additional stationary phase approximation will likely degrade the accuracy of a calculation, it is not straightforward to assess the accuracy of FBSD methods a priori. In fact, the presence of an operator between the forward and backward time evolution operators gives rise to numerous potential implementations of the stationary phase treatment of ensemble-averaged observables, all of which are equivalent within the stationary phase approximation. Several of the procedures lead to intuitively appealing quasiclassical expressions, and in one case to the Wigner phase space quasiclassical form [53, 54] that has also been derived in the recent literature [27, 55] . The goal of the present manuscript is to examine these various possibilities for quasiclassical-like forward-backward semiclassical calculations and explore their merits and limitations.
Starting from the full semiclassical representation of a correlation function in coordinate or phase space, we explore in Section 2 a series of approximations which are based on quadratic (or linear) expansions of the phase and thus are completely within the spirit of the semiclassical approach. While all these expressions can be considered as rigorous semiclassical limits of the quantum mechanical expression, their performance is largely dependent on the specifics of the system. To establish the characteristics and the limitations of these methods we present in Section 3 several tests on model systems, including a harmonic oscillator and a strongly anharmonic potential. Finally, our findings are summarized in Section 4, and we conclude with some general remarks on the potential of quasiclassical approximations.
Quasiclassical methods from stationary phase approximations
Consider a general time correlation function
where H is the total Hamiltonian, q 0 is initial density operator, and A, B are general operators. In order to simplify the derivations that follow we assume that the system is initially prepared in a pure state, i.e., q 0 is completely specified in terms of a wavefunction jW 0 i: A classical trajectory whose phase space coordinates at the time t are equal to x t , p ðnÞ;f t will upon integration in the negative time direction (under the dynamics generated by the same Hamiltonian) return to its initial position x 0 when the total time returns to zero. Thus, the stationary phase condition is satisfied only if x 0 ¼ x, and then there is a stationary phase point for any value of x t , i.e., for every trajectory (irrespective of its initial momentum) as long as the forward and backward branches are identical. This symmetry implies that the second derivative in Eq. (2.12) vanishes and thus the prefactor in the resulting expression diverges. In the case where the operator B is equal to the identity one recovers the correct result where P coord q 0 A ðxÞ hxjq 0 Ajxi. However, the value of x t is undetermined, since the stationary phase condition is satisfied for any trajectory regardless of its initial momentum, provided that the forward and backward branches coincide. Note, however, that a stationary phase approximation to the midpoint integral between two semiclassical time propagators is correct and meaningful if the second evolution operator is not the inverse of the first, as illustrated in Appendix A.
It is clear that a reasonable result can be obtained via a stationary phase method only if the operator B is treated at a higher level, i.e., if it modifies the phase of the integrand and thus the stationary phase derivatives, or if the calculation is performed in phase space. Another possibility is to evaluate the integral through linear (rather than quadratic) terms in the overall phase. This procedure, which leads to the Wigner method, is discussed later.
Forward-backward WKB wavefunction in coordinate space
Consider again Eq. (2.9), where we perform the integral with respect to x 0 by the stationary phase approximation. This way, the integral of the forward propagator and the initial state is replaced by the conventional time-dependent WKB result (see, for example, [56] Z dp 0
The coherent state key is propagated to the time t using the WKB expression, Bðx t Þ is regarded as a slowly varying function, and the integral with respect to x t is performed via the stationary phase method. As argued in the previous subsection, the result is
where the initial conditions x in , p in of the trajectory that reaches the coordinate x t at the end of the forward propagation are x in ¼ x, and the momentum is given by the derivative of the phase of the coherent state wavefunction, i.e., p in ¼ p 0 . Notice that the initial position of a trajectory is not related to the coherent state parameter x 0 , but the initial momentum is equal to that of the wavepacket center. The integral with respect to x 0 can be evaluated analytically. For this purpose, notice that the position integral of the coherent state projector produces another coherent state
ð2:24Þ
Here G is a broader coherent state whose width parameter is c=2 rather than c, i.e.,
Using Eq. (2.24) one finds
ð2:26Þ
Thus, we find
1=4 Z dp 0 Bðx t ÞhG x;p 0 jW 0 i:
ð2:27Þ
Finally, relabeling the initial trajectory position, the correlation function takes the form
In this, the function hG x 0 ;p 0 jq 0 Ajx 0 i provides a phase space ''density'' that specifies the weight of the initial conditions. For an initial Gaussian of a ¼ c and for A ¼ 1 this density is
ð2:29Þ
Note that this quantity is complex-valued in general, even if A ¼ 1, and thus Eq. (2.28) can lead to results with spurious imaginary terms. Several features of the expressions obtained so far are worth discussing. First, the order of applying the stationary phase approximation to the various integrals involved in the correlation function is clearly important, and different sequences lead to different results. Second, all expressions that are based on a stationary phase evaluation of the forward-backward propagator can be brought into the form of an integral over initial conditions. In this sense, all these expressions are quasiclassical in nature and neglect interference between forward and backward trajectories, except for that arising from those trajectories whose actions differ by an amount of order h. At the same time, the expressions that have the form of a phase space average generally produce a complex-valued result if A 6 ¼ 1, and thus are capable of capturing the imaginary part of correlation functions, a purely nonclassical feature.
Methods that account for the variation of the operator B
All the procedures described so far treat the coordinate representation of the operator B as a slowly varying function for the purpose of applying the stationary phase approximation to one or more of the integrals. Further possibilities arise if this operator is brought in the form of an exponential function and treated as part of the phase. There are two obvious ways of doing this (and perhaps numerous other possibilities): one can use a Fourier relation [30] (or, more generally, the Weyl representation of the operator [30, 57] ) or a derivative identity [34, 35] . The first of these leads to expressions that involve additional integrals between the forward and backward propagators. This feature has the advantage of including some quantum interference [30] while making numerical evaluation considerably more expensive, as the integrand acquires an nonvanishing oscillatory component that is known to hinder the performance of Monte Carlo methods. Interestingly, the gain in accuracy appears to depend on the particular problem at hand, and the results of the Weyl method can sometimes fail to capture quantum interference results [50] . Since the focus of the present paper is on quasiclassical expressions, we do not discuss this treatment any further. Finally, convenient quasiclassical expressions can be obtained by linearizing the full semiclassical expression with respect to the difference of the forward and backward trajectory endpoints [27] .
The derivative formulation leads to expressions involving quasiclassical averages. It is based on the identity
ð2:30Þ
and thus the correlation function is written as [34, 35] CðtÞ [13, 14] to the combined product of exponentials, Shao and Makri have shown [34, 35] that the correlation function can be brought in the following form:
Here x f , p f are the phase space coordinates of a trajectory at the end of its forward-backward evolution. The presence of an exponential operator between the forward and backward propagators dictates a discontinuous jump [30] of the classical trajectories at the time t proportional to l:
Thus, in the l ! 0 limit each forward-backward trajectory is essentially continuous at all times. As a result, each trajectory returns very close to its initial condition in Eq. (2.32), and this feature is responsible for the absence of a prefactor from this expression. One can also show [41, 42, 50] that the correlation function can be brought in the form of an initial value representation
ð2:34Þ
where the phase space density is now given by the expression
Eq. (2.34) is again in the form of a quasiclassical average with a phase space function given by the Husimi transform of a modified density. In the special case where the initial state is a Gaussian of the form specified in Eq. (2.3) and for A ¼ 1 the modified density becomes where the sum is again over all trajectories which end at the coordinate x having started from x 0 with a momentum given by Eq. (2.18).
In the present case the dynamics is generated by the Hamiltonian H along the forward and backward branches, and there is again a discontinuity at the time t corresponding to the momentum and action jumps given in Eq. (2.33). Eq. (2.39) is then inserted in the expression for the correlation function and a change of variables is performed, converting it to an initial value representation:
Notice that the final position x, as well as the action, depend on the parameter l. To simplify the expression, we write Eq. (2.40) as the sum of three components and linearize x about x 0 . The stability matrix element is also expanded as
Integration by parts leads to the result 
ð2:44Þ
Since the imaginary part in this expression is proportional to the derivative of A, Eq. (2.44) produces a purely real result for the expectation value of a Hermitian operator. 
Following procedures similar to those employed in the previous subsections, Eq. (2.48) can be brought into the form of a phase space integral in which the WKB prefactor is eliminated.
Linearization in coordinate space: the Wigner function
As discussed in Section 2.1.1, the fundamental obstacle toward a legitimate stationary phase treatment in coordinate space is that the second derivative of the action vanishes. Thus, the integral with respect to the midpoint variable x t must be evaluated through linear terms. To this end, the total action in the integrand of Eq. (2.9) is expanded as
As argued earlier, the derivative is equal to the momentum difference Dp of the forward and backward trajectories. Assuming that Dp is to lowest order independent of x t (a condition satisfied for quadratic Hamiltonians), the integral with respect to In the present case where the operator B is assumed a function of position, the forward and backward trajectories have a common point, the midpoint variable x t . Realizing that the integrand becomes highly oscillatory away from the line x ¼ x 0 , we expand the action difference in the variable x À x 0 , holding the average ðx þ x 0 Þ=2 fixed: To proceed, we change integration variables to sum and difference coordinates
ð2:56Þ
The trajectory initial conditions are thus given by the relations
ð2:57Þ
To proceed, we linearize the final trajectory values about the position and momentum difference of the forward and backward trajectories:
ð2:58Þ where x t , p t are, respectively, the final coordinate and momentum of a trajectory whose initial phase space values are x x 0 , p p 0 . The action difference is also expanded in a similar fashion:
The second of the derivatives that appear in the last expression is readily evaluated Thus, we obtain the result
Using the above expressions for the derivatives of the action, the correlation function becomes
Approximating the product of the Herman-Kluk prefactors by the square of the prefactor corresponding to the average trajectory, the correlation function is written in the form
where where f is a polynomial function of the designated variables. Thus, the correlation function involves a straightforward Monte Carlo procedure in the spirit of quasiclassical trajectory calculations with a sampling function independent of the particular form of the operators under consideration.
Numerical tests
In this section we apply the quasiclassical expressions obtained above, namely Eqs. (2.21), (2.28), (2.34), (2.53), (2.42), (2.48) and (2.66) on three model one-dimensional systems. These models are chosen to illustrate the diverse behaviors of the methods under consideration. The phase space integrals are evaluated by Monte Carlo methods, while the exact solution is obtained by iterative wavepacket propagation [58] .
The first model is a harmonic oscillator, described by the Hamiltonian
with m ¼ 1 and x ¼ ffiffi ffi 2 p (i.e., the period of oscillation is p ffiffi ffi 2 p ) and calculate the expectation values of x and x 2 for a displaced Gaussian wavepacket of the form given by Eq. (2.3) with a ¼ mx=2 h and k ¼ 1. Note that the several of the stationary phase approximations considered are not exact even in the case of a quadratic Hamiltonian since all functions that are not parts of the phase were replaced by their stationary phase values. All expressions considered give essentially exact results for the time evolution of the average position with the present parameters. This is perhaps to be expected, since the average position of a timedependent wavepacket behaves classically in a harmonic potential.
A more challenging test involves the square of the position operator. Since the quantum evolution of this wavepacket consists in rigid translation about the position of a classical trajectory, the time dependence of the expectation value is given by the expression
ð3:2Þ Fig. 1 compares the results of these methods to those of an exact calculation for the average value of x 2 . Eq. (2.21), the simplest quasiclassical expression with a position-dependent density, reproduces the exact results at times that are multiples of half the period, but incorrectly produces zero at times that are odd multiples of a quarter of the system's period. This is so because all classical trajectories with zero initial momentum focus at x ¼ 0 at these times. Since the average position is then also zero, the method predicts a zero spread of the wavepacket at certain times, in disagreement with quantum mechanics. This failure of the simple quasiclassical calculation with the square of the wavefunction as the density can be traced to the inability of time-dependent WKB to account for caustics. Specifically, the momentum field turns into a vertical line in this case, and since no trajectory reaches any coordinate except x ¼ 0, the WKB wavefunction becomes an infinitely localized delta function.
The forward-backward WKB treatment of coherent state wavefunctions, Eq. (2.28), contains a density that is again broader than that of the wavefunction, but there is also an oscillatory term that leads to cancellation. The results overestimate the expectation value of x 2 at times that are odd multiples of a quarter of the system's period but are in excellent agreement with those of the quantum calculation at multiples of half the period.
As seen from Eq. (2.42), with A ¼ 1 and for a real-valued initial wavefunction (for which p 0 ¼ 0), the forward-backward WKB treatment in the coordinate representation produces the same result as the simple quasiclassical average with the wavefunction density, Eq. (2.21). Its perfor- The second model is a quartic anharmonic oscillator of the type
ð3:3Þ
, and Fig. 2 shows the average position for an initial wavepacket of the form given in Eq. (2.3) with k ¼ 1. As is well known, anharmonicity causes the wavepacket to develop multiple peaks during the course of its evolution, such that the average position exhibits oscillations of decreasing amplitude at first, but the finite number of frequency components leads to refocusing accompanied by a full recovery of the oscillation amplitude. Quasiclassical methods of the type considered in this paper neglect phase intereference effects responsible for this refocusing and thus are incapable of capturing the correct behavior beyond the initial dephasing. In fact, all quasiclassical methods predict an oscillation amplitude that decays faster than that of the fully quantum solution.
The simple quasiclassical average with the wavefunction density, Eq. (2.21) (and also (2.42)) produces an expectation value whose amplitude decays at the slowest rate and thus is in better agreement with the exact results. However, one observes a small red-shift in the oscillation frequency, a consequence of inadequate treatment of zero point energy. The results of the forwardbackward WKB treatment of coherent states, Eq. (2.28), are also reasonable. The method reproduces the correct oscillation frequency at all times but exhibits the expected faster dephasing. In addition, this approach introduces a small imaginary part that is an artifact of the approximations employed. The coherent state WKB expression obtained from the derivative formulation, Eq. (2.48), produces the most accurate results, which are practically exact for the initial four periods of oscillation. Finally, the derivative form in the coherent state representation, Eq. lead to similar results that are accurate initially but degrade at later times. Next, we present in Fig. 3 the position correlation function for the same quartic oscillator. The initial condition corresponds to the ground state of the harmonic part of the potential. The exact quantum mechanical correlation function exhibits oscillations of nearly constant amplitude, while all quasiclassical solutions eventually dephase. The derivative formulation in the coherent state representation, Eq. (2.34), and the linearized methods, Eqs. (2.53) and (2.66) seem to perform overall slightly better than the other approximations at long times. The simple coordinate space forwardbackward WKB, Eq. (2.21), predicts oscillations whose amplitude is in even better agreement with the quantum results, although the frequency is slightly red-shifted, but does not reproduce the imaginary part. However, its derivative version, Eq. (2.42), gives exactly the same real part but also captures the amplitude of the imaginary part more accurately than the other approximations.
The final model is an anharmonic oscillator allowing dissociation. We choose a Hamiltonian with a Morse potential of the form thus this test provides a challenge to stationary phase-based approximations. Fig. 4 shows the average position of the wavepacket. With these parameters the oscillating wavepacket explores a considerable region of substantial anharmonicity. Here the simple quasiclassical averaging with the quantum density in position space, Eq. (2.21), predicts an oscillation amplitude that is too small, while the forwardbackward WKB for coherent states leads to expectation values that are on average too positive. The Wigner method shows overall the best agreement with the quantum results. Perhaps surprisingly, the derivative formulation in the coherent state representation, Eq. (2.34), produces oscillations that exhibit a slow drift toward negative values. The origin of this artifact can be seen by examining the effective density, given for a Gaussian state in Eq. (2.36) . This density has a negative term, and the whole integrand can turn negative if the sampled position or momentum are sufficiently large. But these conditions correspond to a high energy trajectory that eventually dissociates, leading to a position x t that can grow very large over time. Such contributions of large magnitude and negative sign can dominate the entire expectation value even if they correspond to a small fraction of the trajectories sampled. This effect is also responsible for the large statistical error at long times. Fortunately, this troublesome behavior seems to be naturally avoided in condensed phase systems where collisions prevent ballistic behavior.
Concluding remarks
Perhaps the most important conclusion of the present work is the wide variety of quasiclassical expressions obtainable via quadratic or linear expansions of the forward-backward phase in the semiclassical representation of a correlation function or expectation value. All the expressions considered in this paper follow steps completely within the spirit of the semiclassical approximation. The wide spectrum of behaviors observed originates from differences in the sequence of stationary phase and other steps implemented in the derivations and from the use of different representations.
By its nature, any expression that can be brought in the form of a quasiclassical average fails to capture energy level quantization, although a proper quantum mechanical treatment of the initial density can indeed reflect the correct zero point level. As the classical trajectories explore an anharmonic potential energy surface, they sample a continuous variation of the potential curvature. This feature leads to time-dependent quantities with frequency components that span a continuous interval, which necessarily leads to dephasing. (The absence of dephasing in the case of quadratic systems is a consequence of the single frequency composition of such potentials.) Thus, quasiclassical methods should not be used to extract the quantized energy spectrum of small molecular systems. Interestingly, a full semiclassical representation of correlation functions in terms of two separate semiclassical propagators is capable of restoring the quantized nature of the spectrum, in spite of its use of classical trajectories. This gain is a consequence of phase interference and is possible only at a high computational cost, since it depends on one's ability to correctly account for phase cancellation of a rapidly oscillatory integrand. Finally, we note that quasiclassical methods lack the ability to penetrate classically forbidden regions and thus are not capable of accounting for tunneling effects. From a practical point of view, quasiclassical expressions can be very useful in calculations involving many degrees of freedom where decoherence occurs naturally, thus the decay of quasiclassical observables reflects a true dynamical behavior. Since many-body quantum calculations remain out of reach, quasiclassical methods offer the most practical choice for large-scale simulation. Quasiclassical expression with a simplified (usually Gaussian) approximation for the Wigner phase space density have been in use for a long time, and several more rigorous applications of forwardbackward semiclassical approximations have been reported in the last three years [35, 45, 47, 48, 51, [59] [60] [61] . Combined with an accurate description of the initial density through a Gaussian approximation or an imaginary time path integral representation, quasiclassical methods can provide semiquantitative results. Augmenting classical dynamics with a quantized initial condition can capture important quantum corrections including the imaginary part of correlation functions which is not obtainable by purely classical means.
The simplest of the quasiclassical methods considered here is those derived through a timedependent WKB treatment in coordinate space (including the stationary phase version and that obtained through a derivative identity). These treatments led to expressions with a density given by the coordinate representation of the corresponding quantum operator. Since no Fourier or other integral is involved, there expressions are extremely easy to use if the initial wavefunction is available. For finite temperature simulations, it is still a simple matter to employ the standard discretized path integral representation of the Boltzmann operator in the coordinate representation to obtain quasiclassical correlation functions with imaginary components. A significant computational advantage in these methods is the purely real valued nature of the integrand. The calculations presented in Section 3 showed that these extremely simple treatments can lead to very reasonable results, yet they appear to have been overlooked in the past.
Results of higher quality are possible from expressions involving a phase space density. The expressions obtained through the derivative identity in conjunction with the Herman-Kluk propagator or through a linearization of the action difference are generally more accurate, reproducing the exact dynamics in harmonic potentials. These expressions require a separate integration to obtain the phase space density. Convenient expressions have been obtained for the coherent state (Husimi) transform of the Boltzman operator in the path integral representation. Even though the presence of coherent state functions introduces imaginary terms, the oscillations are heavily quenched in the diagonal element of the density through Gaussian decaying factors. Thus, a Monte Carlo evaluation of the resulting integrals is feasible in systems of many degrees of freedom. The Wigner transform involves a type of Fourier integral, and the integral can be highly oscillatory since there is no damping factor in Eq. (2.54) to limit the range of the coordinate difference. Thus, the Wigner method may be hard to implement beyond the Gaussian approximation and thus impractical for an accurate treatment of finite temperature correlation functions, although it is ideally suited for use in calculations with a Gaussian initial density.
Along with centroid molecular dynamics [62] and the maximum entropy method, [63] the emerging quasiclassical methodology with quantized initial conditions currently provides one of the most practical and versatile tools for semiquantitative calculations in systems with many degrees of freedom. Explicit treatment of quantum interference or tunneling effects continue to await further developments in the theory of quantum dynamics. 
