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Abstract
Characterization of scientific-grade CCDs is extremely important if one hopes to attain very
precise quantitative results. A number of characterization methods exist that yield accurate
and fast properties in order to make simple measurements. As CCDs are pushed to the
their operating limit, other, esoteric tests are required. In this situation, such tests become
the determining factors for usability of CCDs. The research presented in this dissertation
describes two such tests.
This work first examines the ultimate signal-to-noise achievable with a back-illuminated
CCD. The focus of this research is on the ability of the tested sensor to reach and contin
uously maintain a very high photometric precision over an extended period of time. This
is important for the upcoming Kepler mission, to search for extra-solar Earth-size planets
by looking for changes in relative brightness caused by transit of a planet. The results
demonstrate that when the effects such as jitter and flat-field are calibrated out, the
back-
illuminated CCD is essentially a
shot-noise-limited relative-photometric detector.
Another effect that can provide further understanding of the limits of capabilities of
CCDs is how each pixel responds to incident radiation. Therefore, the second half of the
thesis is devoted to an experimental measurement of the subpixel spatial variations within
IV
the same back-illuminated CCD. The measurements are made using a stable broadband
light source and two high-precision translation stages. The experimentally measured pixel
response is examined for implications on precise photometric and astrometric measurements
in astronomy.
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The purpose of a photoelectric sensor is to convert incident photons into an electric signal.
The stability of the electrical response to the number of incident photons is a key parameter
in determining the ultimate signal-to-noise ratio achievable with sensors. This is especially
critical for sensor arrays that can contain millions of individual detectors, each with its
own slightly different response to light. The most prominent device from the family of
imaging arrays is a Charge-Coupled Device (CCD). These arrays practically revolutionized
astronomical imaging by allowing observers to detect fainter sources, obtain larger signal-
to-noise ratios, and to measure more precise astrophysical quantities.
CCDs are used in many different electronic imaging applications in the present day
that include general imaging (i.e., professional television broadcast and amateur camcorder
systems), machine vision, scientific and military. With continuously improving performance
in terms of read noise, charge transfer efficiency, readout time, quantum efficiency, and cost,
CCDs have become ubiquitous. It is no surprise that the field of astronomical imaging is
dominated by high-performance CCDs for ground-based and space-based astronomy.
The CCD did not become the detector of choice in astronomy overnight, for it had
to contend with photographic film. Incidentally, when the film was first introduced in the
late nineteenth century it was not immediately accepted by astronomers in part because
it exhibited a host of problems. Astronomers were content to use their keen eyes and
refined sketching ability to create a permanent record of observed images. By the turn of
the century the quality of the photographic process significantly improved and became the
dominant tool in observational astronomy and astrophysics. The sensitivity and accuracy
of the new observational tool was unsurpassed for decades.
When the CCD was first introduced, it had to go through similar growing pains. Three
major problems were encountered with the new sensor [1]. First, the thermal dark charge
build-up was so significant, it could only be eliminated by cooling the detector. Cooling to
a temperature of -73C was necessary for integration periods longer than one hour. Second,
charge transfer efficiency was so poor that manufacturing arrays larger than 100 x 100
pixels was simply unreasonable. Third, the CCD was insensitive in the blue region of the
spectrum, a limitation not associated with film.
However, despite those three problems, thought to be insurmountable at the time,
CCD offered excellent performance characteristics that were hard to ignore. For example,
the CCD was extremely sensitive in the visible and near IR, a factor of 100 more sensitive
than film. It had a remarkable linear response for input intensity versus output signal. In
addition, CCDs did not lose their speed over the length of exposure as exhibited by film.
After 5 or 10 minute of collecting light from a faint object, a fast film may have only a small
fraction of its original speed. This flaw is called reciprocity failure. The signal output of the
CCD is exactly proportional to exposure time. Additional benefits included large dynamic
range, geometrical stability, and the ability of amplification and digitization of the output
signal. Also, a CCD imager allowed a user to view an image almost immediately. Having an
"instant
darkroom"
right at the telescope is immensely satisfying. If an exposure does not
turn out, it can be discarded on the spot and
retaken. A custom research and development
was necessary to eliminate severe limitations
in CCD for widespread use in astronomy.
Before long, the demand for scientific CCDs became intense among astronomers. It was
very clear that CCDs were marking the path down which astronomical imaging was set to
follow.
The impact of the CCD as a linear panoramic detector with high quantum efficiency
made a particular change in those areas of astronomy that encompass
"photometry"
in all
its forms. For example, in the past,
"faint"
broadband photometry meant measuring stars
fainter than approximately 20th magnitude with a photometer to calibrate photographic
plates. Given the limited sensitivity of a single-channel photoelectric photometer, this was
a difficult task even with a large telescope. With a CCD, however, photometry accurate to
better than 5% is relatively routine at magnitudes fainter than an apparent visual magnitude
my = 20 even with small telescopes [2].
The success of using CCDs in a variety of imaging applications only solidifies the
prominent role of this versatile imaging device. The ever-increasing list of those applications
now also includes the quest for extrasolar planets, especially those that resemble the Earth
in size. The detection of extrasolar planetary systems is one of the most important, yet
one of the most difficult, observational problems in astronomy today. The most promising
approach is the photometric method, which measures the decrease of light flux produced
by the transit of a planet across the stellar disk. This has the potential to detect Earth-
sized planets if decreases in brightness of about 0.01% can be detected. Hence, a great
photometric stability and precision in response of the CCD is required.
The research presented in this dissertation covers two areas of interest: (1) the pho
tometric stability of a back-illuminated CCD and (2) the sub-pixel sensitivity variations of
said CCD. The first part of this work is aimed at evaluating the performance limitations of
a scientific-grade back-illuminated CCD. The absolute stability and photometric precision
are closely studied in a controlled laboratory environment. Compared to the requirements
of the Kepler mission (see 3.2) to detect transits of Earth-size planets orbiting solar-like
stars, the characteristics of the CCD will have to meet (or even exceed) the requirements
of the photometric method in order for a chosen detector to be used in subsequent transit
detection.
The precision of stellar photometry may be limited quite significantly by spatial
under-
sampling. A general assumption that a CCD consists of array of contiguous and uniform
pixels is a sufficient initial approximation, but it is incorrect. It has been shown experi
mentally [3-5] for a two-phase front-illuminated CCD that the sensitivity pattern within
a pixel is complex and highly dependent on the specifics of detector architecture. There
fore, it stands to reason that importance of the subpixel sensitivity depends directly on the
severity of the undersampling as well as the structural content of the astronomical source
being imaged.
The second part of this work describes a new robust experimental setup to measure
sensitivity variations within a pixel. This was done on a back-illuminated CCD for this
work. The results from these experiments are presented and compared to the pixel re
sponse functions(PRF) for the front-illuminated CCD. Since the PRF results for both differ
significantly from the ideal uniform pixel response, the effects on measurement accuracy for
photometry and astrometry are examined. The form of the measured sub-pixel response is
wavelength dependent, leading to the observation that the position of the optical center of
weight of a pixel varies with wavelength as well.
Chapter 2
Operation and Performance Of
CCDs
Willard Boyd and George Smith of Bell Laboratories invented the charge-coupled device in
1969 [6], for which they later received patents in 1974. From their work, the first operating
device was designed and tested by Amelio, et al., in 1970 [7]. Almost 30 years after their
introduction to the imaging world, CCDs essentially dominate every major field of imaging
science, ranging from astronomy to medical imaging. The extent of their reach is apparent
in scientific and military applications, machine vision, consumer digital imaging, television
broadcast, etc. The superior characteristics of the CCD, compared to photographic plates
and various photoconductive and photoemissive detectors, make it the detector of choice
for most astronomers today.
A typical CCD camera is a fairly simple device. It consists of the chip securely mounted
in a hermetically sealed case and protected by an optical window. The window keeps the
dust and moisture away from the CCD's imaging surface. This is important because all
scientific CCDs are cooled. The lower the temperature of the chip, the less dark current
there is and the longer the exposures can be. How CCDs work is explained in detail in
upcoming sections. But in simpler terms it works as shown in Figure 2.1. A CCD is
Figure 2.1: Bucket analogy used to describe CCD operation
essentially a piece of silicon that is divided into an array of light-sensitive semiconductor
elements. During an exposure, the incoming photons cause a build-up of an electrical charge
on each of these pixels; the electrons are trapped, much the same way that a bucket would
catch rain drops. At the end of the exposure the pixels are told to empty their buckets.
They do so one row at a time, the first row of pixels hands its buckets of electrons over to an
extra row of bucket holders called shift registers. Meanwhile, the electrons buckets from the
second row are all handed over to the second row, and so on. It is just like the old-fashioned
fire department's bucket brigade. Eventually, the buckets from all rows are passed across
to the continually moving shift registers. The data-dumping process produces a single line
of buckets marching into the CCD controller electronics where they are tagged with their
position in the original array, and then stored. Each bucket also has its content measured
at a metering station, on a scale of 0 to 2n, where n is the gain of the
analog-to-digital
converter. Once all this information has been recorded by the bucket counters, a digitized
version of the original image can be processed and displayed.
The CCD is an essential part of an electronic imaging system. A basic imaging system
involves image capture, image processing, and image display. It is often useful to charac
terize the sequence of steps as a
"chain"
of events that lead to the final output [8] . This
approach will be adopted here for the discussion of CCDs.
The events in the imaging chain may be very different and apparently unrelated. For
instance, some events are natural, such as the emission of photons by the sources and their
reflection from the scene of interest. Other events are the result of choices made during
imaging such as the gain or bin factor used. Some of the events may be very intense data
reduction activities or digital image processing. All of these events can be linked together by
the fact because they impact the final output. It is important to recognize the intersection
of the links in the chain. Consequently, the fidelity of the final output image is only as
strong as the weakest link.
There are four primary tasks that the CCD must perform to generate an image. These
are commonly termed the "performance functions": charge generation, charge collection,
charge transfer, and charge measurement. They are described individually in the following
sections. Particular attention will be paid to back-illuminated devices because they are the
focus of this research. Mechanisms that reduce CCD performance and image fidelity are
important to this work and will be discussed as well.
2.1 Charge Generation
Charge Generation Efficiency (CGE) is the ability of the CCD to intercept an incoming
photon and convert it to a photoelectron. CGE is described by a function called the quantum
efficiency (QE), which is defined as the ratio of the number of generated photoelectrons over
incident photons. An ideal CCD would have 100% QE at all wavelengths, but the QE for
a real CCD departs significantly from this perfect
case.
Because charge generation takes place within the silicon body of the CCD, the CGE













Figure 2.2: Simplified band diagrams for energy band in solids: (a) insulator, (b) semicon
ductor, and (c) conductor
visualize the difference between conductor, insulator and semiconductor in order to under
stand this concept (Figure 2.2. Instead of having discrete allowed energy states (as in the
case of free atoms), crystalline solids (such as silicon) form bands of allowed energies [10].
The two allowed bands with the highest energies are the valence band and the conduction
band, which are separated by the energy gap Eg. The configuration of electrons within these
bands and the width of the energy gap determines the electrical nature of the solid. Figure
2.2 also shows Fermi level, which is the term used to describe the top of the collection of
electron energy levels at absolute zero temperature. This level is approximately equal to
Eg/2. Crucial to the conduction process is the presence or absence of electrons in the con
duction band. In an insulating material, there is a large forbidden gap between the energies
of the valence electrons and the energy at which the electrons can move freely through
the material. In electrical conductors, such as metals, the conduction and valence bands
overlap, so at least a fraction of valence electrons need no extra energy to move through
the material. In semiconductors, the filled valence band is separated from the conduction
band by a gap small enough to allow thermal or other excitations to bridge it.
A valence-band electron in silicon can absorb a photon only if the energy of the photon
is larger than the energy gap Eg. This energy determines the maximum wavelength of





Eg = 1.13 eV for silicon, which corresponds to Ac = 1.1 /j,m. Therefore, photons with
energies less than 1.13 eV (longer wavelengths) do not have sufficient energy to interact
with silicon and thus pass unimpeded through the chip, i.e., the material is effectively
transparent to far infrared wavelengths.










where Qn is the number ofminority carriers
x
for n-channel device produced by interacting
photons, t is the integration time, and $ is incoming light flux. By substituting v with A/c,




Typical QE for a front-illuminated detector can be divided into three wavelength
regimes; a typical response curve for a front-illuminated CCD is shown in Figure 2.3. The
device is fairly insensitive at wavelengths shorter than 600 nm as most of the photons are
absorbed in the polysilicon gate electrodes before even reaching the semiconductor. The QE
drops to only a few percent at 400 nm. The transmittance of polysilicon becomes opaque
below 400 nm [12]. Even if the photons could pass through the polysilicon in the ultravi
olet, A < 300 nm, the penetration depth at 250 nm is only 30 A into the gate structure,
which is no more than a few atomic layers. That means that no photons would be detected.
At longer wavelengths (A > 800 nm), as was previously mentioned, the device is equally
*For n-type semiconductors the electron is referred to as the majority carrier and the hole as the minority
carrier, since the electron concentration is the larger of the two.
200 400 600 800
Wavelength [nm]
1000 1200
Figure 2.3: Typical quantum efficiency curve for a front-illuminated CCD.
insensitive because the photons can pass through the silicon without being absorbed [13].
In the visible region (400 nm < A > 700 nm) the device attains its highest QE, with a
peak near 650 nm. However, even in that region the photons undergo multiple reflections
between the front and back surfaces of the CCD, creating an interference effect. This effect
causes variation in quantum efficiency, which is wavelength dependent [12].
Many techniques have been adapted by CCD manufacturers to enhance blue and ultra
violet performance. Reduction of gate absorption is accomplished by such CCD processes
and designs as phosphor coating [14-16], virtual phase [17, 18], open pinned phase [19],
thin gate [20], transparent gate [21,22] and poly hole. The most widely used technique to
boost QE is phosphor coating, which also happens to be the least expensive. A phosphor
coating, such as lumigen2, is applied directly on the gates. Photons shorter than 460 nm
are absorbed by the coating and re-emitted at a wavelength of 520 nm where CCD is more
2The synonym for lumigen is "pigment yellow
101;"













Figure 2.4: (a) Front-illuminated and (b) back-illuminated arrays.
sensitive [1] . Although half of these new photons are lost because they are re-emitted in a
direction away from the silicon detector, even with only 50% of the photons, conventional
front-illuminated CCDs exhibit a significant increase in UV QE performance.
Improving ultraviolet response of a CCD via phosphor coating is cheap, but not optimal.
A better result is obtained by using a different architecture known as backside illumination.
2.1.1 Backside Illumination
To circumvent the limitations of a front-illuminated device (2.4(a)), a substantial increase
in QE can be obtained by removing the substrate layer to allow direct illumination of the
epitaxial layer from the rear of the device (2.4(b)) [23]. In this configuration, the photons
entering the backside are absorbed in the silicon and diffuse to the depletion region. Backside
illumination (or simply back-illumination) results in the highest possible QE for the CCD.
However, the short-wavelength photons have no chance to be detected because the electron-
hole pairs recombine before reaching the depletion region. The shallow absorption depth
of blue light requires that the silicon devices to be thinned to 10-12 fim or less so that the
back surface is close enough to the depletion region created by the gate electrodes on the
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opposite surface, i.e., within one diffusion length of the carriers. However, if the substrate
is thinned too much, most of the red photons will pass through without being absorbed.
The thickness of back-illuminated devices is critical and the thinning process is not trivial.
It is very difficult to make a large-format CCD with the uniform thickness; if the surface is
warped, serious nonuniform response will result [1]. The likelihood of destroying a chip in
the process is quite high as well.
Theoretically, once a chip is properly thinned, it can attain the highest possible QE.
However, reflection is another loss mechanism, which serves to lower QE. Reflectivity of
silicon at 400 nm is about 50% [1, 10], which explains why most CCDs look like mirrors.
The loss due to reflection can be nearly eliminated by depositing an antireflection coating
onto the rear surface. A properly coated CCD will look dark, and is capable of achieving
QE over 90% in the visible range.
2.2 Charge Collection
The next step of the imaging chain describes the ability to collect the charge formed in
the pixel. Each pixel in a CCD must collect and store the generated electrons until they
are transferred and measured if the image is to be accurately reproduced. Generally, three
parameters are used to describe this process: (1) well capacity, (2) pixel nonuniformity and
(3) charge diffusion. Full well capacity defines the amount of charge an individual pixel
can hold before saturating. Saturation must be avoided in high-performance CCD imaging
because it diminishes the quantitative nature of the CCD and produces image smearing due
to a phenomenon known as blooming.
Pixel response nonuniformity is a pixel-to-pixel variation in sensitivity of the CCD.
When a CCD is exposed to a uniformly illuminated scene (called a flat field), the CCD
output image is actually not uniform or flat: one measures an average digital count in
the image and a statistical variance about this mean. This departure from the mean is
present because some pixels in the array collect charge more efficiently than others. These
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nonuniformities may be due to errors in design or photolithography mask fabrication, or to
processing contamination which might cause small variations in pixel-to-pixel electric field
potential [1]. The flat-field response of a CCD is usually not a concern for astronomers
because it can be systematically eliminated by a pixel-to-pixel division of the image frame
by the corresponding pixel values in the flat-field frame. As always, a number of methods
exist to accomplish this task, each with its own drawbacks and benefits [24-26].
Charge diffusion is the most critical parameter since it defines the spatial resolution
performance of the CCD. For a typical CCD array, the spatial resolution is controlled by
several factors:
Pixel transmission nonuniformities.
Signal integration by an aperture due to sampling.
Lateral charge diffusion within a pixel.
Charge transfer inefficiencies.
The traditional approach of describing each item in this list in the spatial frequency domain
as a modulation transfer function will be followed here.
2.2.1 Modulation Transfer Function
The modulation transfer function (MTF) is a measure the ability of a detector to
"spatially"
reproduce the contrast or modulation present in the scene. Consider the imaging system
in Figure 2.5. A sinusoidally varying signal enters a hypothetical imaging system. The
input is described by I{x) = b\ + aicos(fx), where b\ is the DC level or bias, a\ is the
sine wave amplitude, and / is the angular spatial frequency of the sine wave measured in
radians per unit length. For the bias input above, the modulation is defined as the ratio of


















Figure 2.5: Definition of Modulation Transfer Function
The output is also a sine wave, and it is defined as 0(x) = b2+a2 cos(fx). The output signal
typically has a different bias and amplitude a2 < a, though usually the bias is unchanged,
i.e., b2 = b\. Thus, the modulation of the output signal is:
o.
a-2
Omax{x) + Omin(x) b2






since normally b\ = b2. The MTF relates the modulation of any spatial frequency in the
input and output of the imaging system.
2.2.2 Pixel transmission nonuniformities
A photon has to circumnavigate through a number of lossy mechanisms before it even enters
the pixel. These losses are especially dominant in a front-illuminated device, and have been
summarized for their relevance in experimental measurements of sensitivity variations within
a pixel in a front-illuminated CCD [27].
The difference in physical and geometrical characteristics of materials within a pixel
translates to differences in light loss through absorption, scattering and reflection [28,29].
Conservation of energy requires that all incident flux be absorbed, transmitted, scattered
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or reflected, thus requires that
a + T + /3 + r = l (2.8)
where a is absorptance (fraction of photons absorbed), r is transmittance, j3 is scatter, and
r is reflectance. Clearly, the variance in transmittance r within a pixel depends on the
quantities in Equation 2.8. The inability of light to propagate through the pixel until it can
be collected is more pronounced in the front-illuminated device because of the number of
layers in the gate structure of the frontside CCD. The scattering coefficient (3 is a result of
roughness of the gate surface as well as the grains in the gates themselves, which are formed
during their deposition. The variation in layer thickness result in different absorption coef
ficients. The reflection coefficient for silicon is virtually constant at r
~ 0.3 for illumination
wavelengths greater than 550 nm [1]. Because of all the variations discussed above, the
amount of light that will reach silicon is modulated by the transmission variations within a
pixel. Scattering and absorption is practically eliminated in back-illuminated CCDs, while
reflection is greatly reduced by simply applying an antireflection coating (Section 2.1.1).
If the transmission function is t(x) of a CCD pixel, and the input intensity distribution
at the surface is io(x), then the light intensity i(x) penetrated into the semiconductor is:
i(x)=t(x)-i0(x). (2.9)
The effect of this variation on the image resolution can be described in frequency domain
as:
+0O
no = J Ht
-
x)nm
= /o(o * no (2.10)
oo
where * denotes convolution.
The MTF for transmission variation within a pixel cannot be defined in specific terms




The CCD is a detector that is composed of discrete light sensitive elements (pixels), which
sample the incident optical radiation. Therefore, it is the physical size of a CCD that is
ultimately the limiting spatial factor. It is useful to review sampling theory to characterize
the impact of the detector on spatial image quality. The sampling theorem states that a
band-limited function can be perfectly reconstructed from a set of samples if it is sampled
above the Nyquist frequency. The ideal sampling system is a series of uniformly spaced





= Y^ S[x-nAx] (2.11)
where Ax is the width of the comb function. The sampled function is bandlimited only if




The MTF in an idealized system is unity at all frequencies for < ^Nyquist, and zero
elsewhere.
In reality, the detectors do not sample a signal at infinitesimal points by multiplication
by a comb function. Rather, the pixels occupy some finite spatial dimensions. In such
a case, the sampling is represented as a convolution of an impulse response h(x) of the
individual detector with the image, which is then multiplied by the comb function:
g(x)




where g{x) is the sampled input image, f(x) is the brightness distribution of the input
image, and h(x) is the impulse response of the detector. The pixel is always assumed to
have a uniform response. Hence, the detector can be treated as a rectangular averaging
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process in each dimension having a one-dimensional impulse response defined as:









/ h(x) dx = 1 (2.14b)
+oo
-oo
The MTF due to the aperture averaging (blurring) is then given by the Fourier transform
of the impulse response of the detector:





The act of sampling defined in the previous section sets the theoretical limit to the resolution
achievable with a CCD. However, there will always be some degradation of the resolution
due to the presence of field-free material and related diffusion effects [1,32,33]. Figure 2.6
presents the cross-section of a typical CCD pixel and two interacting photons, which gen
erate charge carriers. The photon entering the pixel from the front side generates a carrier
within the depletion region, hence it is immediately collected. This photon is effectively
detected. Another incident photon is entering the pixel from the back side and generates
a carrier below the depletion region, in the field-free region a region with zero potential
gradient. This carrier will experience a three-dimensional random walk until one of three
possible events happens:
1. The carrier is detected if it reaches the depletion region of the same pixel during the
integration.
2. The carrier recombines if it fails to reach the edge of the depletion region. This loss
of signal is manifested in lower device quantum efficiency.
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3. The carrier diffuses into an adjacent pixel, where it reaches the depletion region and is
detected. This charge leakage is called diffusion crosstalk. The probability of diffusion









Figure 2.6: The cross-section of pixel's structure
In the absence of an electric field, the two-dimensional steady-state diffusion equation that
is used to model the diffusion of charge carriers is given by [10,34]
-D V2n(rr,y) +
^^ = N f(x) a(A) e~a^y (2.16)
where D is the diffusion coefficient for the minority carriers, r is the minority carrier recom
bination lifetime, cv(A) is the absorption coefficient for the given wavelength A, and Nf(x)
is the photon flux penetrating into the semiconductor. The diffusion length is related to
the diffusion coefficient and the lifetime of minority carriers by
L0 = VDt. (2.17)
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Both the absorption coefficient and diffusion vary with wavelength,. The absorption length
for silicon for selected wavelengths is listed in Table 2.1. The depletion depth for typical









CCDs is only a few microns, therefore 500 nm photons are absorbed within the depletion
region if a front-illuminated CCD is used to collect the light. The opposite is true for
the back-illuminated CCDs as the charge is collected near the back surface for the same
wavelength of illumination, and it has to diffuse before reaching the depletion region. The
number of recombined and diffused carriers will increase with longer wavelength for front-
illuminated devices and decrease for back-illuminated devices.
Equation 2.16 can be solved to yield the diffusion MTF for a surface-channel front-
illuminated CCD [32]. This can be done by applying a one dimensional spatially periodic
function of the form f(x) 1/2[1 + cos(2irx)]. The expression for the diffusion MTF can











where the factor LD is the depletion layer width and L is the frequency-dependent compo




A model has also been developed to predict the diffusion in the back-illuminated de
vices [1,33]. The model is considerably more complicated than that for the front-illuminated
CCDs because it includes such terms as depletion depth, field-free region thickness, wave-
19
length and pixel pitch. The diffusion MTF for a back-illuminated CCD is given by:
NK
MTFD = -f. (2.20)
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where Xff is the field-free thickness, Vs is the surface recombination velocity at the backside,
Dn is the diffusion coefficient, and xp is the depletion depth of the p-region. The other






where p is the pixel pitch and at is the Nyquist frequency.
2.3 Charge Transfer
Once the charge is collected, it must be transferred it to a place where it can be measured.
The charge is transferred one row at a time along columns of adjacent pixels to a serial
register, where each row is read one pixel at a
time. Raising and lowering the voltages on
the electrode gates with timed digital pulses allows the charge to spill from one pixel to the
next in a controlled manner thus transferring the charge.
A schematic diagram explaining the charge transfer of a charge packet from one gate to
another is shown in Figure 2.7. Only four gates are shown in the figure. Initially, only one
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Figure 2.7: Illustration of the charge transport in a CCD
gate is held at a more positive voltage than the other three (Fig. 2.7(a)). A potential well
forms underneath the positively biased gate. While integrating an exposure, photoelectrons
will be collected in that well. To start the charge transfer, the third gate in the row is set
to 10V. An extra potential well is now created under the third gate (Fig. 2.7(b)). Since
the two positively biased gates are sufficiently close together, their potential wells are able
to mix with each other forming one single potential well. As a result, the charge packet is
redistributed equally across the full width of the new potential well. To push the remaining
charges from the second gate, its voltage is slightly lowered to 5V (Fig. 2.7(c)). Finally,
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when the voltage of the second gate reaches OV, all electrons are in the third well (Fig.
2.7(d)). During the whole process, the voltages on the first and the fourth gate did not
change. This is done to isolate the charge packets at all times. Channel stops keep the
charge from leaking across rows or columns. Several transport systems can be employed:
four-phase, three-phase, two-phase, one-and-a-half phase, single-phase (virtual) [1,9]. Each
has its own advantages depending on the type of application.
The charge transfer efficiency (CTE) of a chip measures its ability to transfer charge
from one potential well to the next. In order to make precise quantitative measurements,
particularly in astronomical imaging, it is necessary that the charge loss during the transfer
process be minimized. For instance, the photometric precision for the Wide Field Planetary
Camera 2 (WFPC2) on the Hubble Space Telescope (HST) is less than one percent [35],
which means the CTE must be better than 99%. The WFPC2 CCD is a 800 x 800 pixel
device, so the extreme case requires charge to undergo 1600 pixel transfers virtually intact.
Great improvements in silicon processing and design technology have increased the efficiency
to better than 0.999999 per transfer [36].
2.3.1 Charge Transfer Inefficiency
CTE is usually specified in terms of charge transfer inefficiency (CTI). CTI is the ratio of
the charge lost to the initial charge packet, and is given by
e = 1 - CTE. (2.23)
Consider a linear CCD shift register like the one shown in Figure 2.8. A packet of charge
Q is placed in the first CCD element. It is then transferred TV
- 1 times to the end of this
array. After each transfer, the amount of charge left behind is eQ. After N transfers, the








Figure 2.8: CCD shift register
where N is the number of pixel transfers (pixels) , i is the trailing pixel number that follows
the target pixel (i.e., i = 0 is the target pixel, i = 1 is the first trailer, etc.). Q is the initial
charge contained in the target pixel.
Charge packets spread with increasing N and e, thus smearing the image. With suffi
ciently large values of e, the peak of the electron packets will lag further behind the leading
edge, introducing a phase lag. However, as was previously mentioned, CTI is unlikely to
degrade the performance of modern CCDs significantly. The estimated MTF loss due to
CTI is expressed by [38]:
MTFe = exp -Np e [ 1 cos
N
(2.25)




The final operation that a CCD must perform is measurement of the charge collected in
each pixel. The charge detection node in the CCD chip, which consists of a small
capacitor
connected to an output transistor that acts as an amplifier, transforms the
charge signal into
a proportional voltage. Digital encoding is accomplished by external electronics, including
the analog-to-digital converter (ADC). Digitized data is stored in a
computer for subsequent
image processing or display.
The only noise source associated with generation,
collection and transferring charge is
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shot noise. It is therefore possible, in theory, for a charge packet at the detection node to
exhibit no uncertainty. However, in reality, variations about the mean-level values always
occur due to the presence of noise. Noise is defined by random fluctuations in image
irradiance, and is usually characterized by the root-mean-square (rms) variation of the





where Save is the mean signal level and n is the number of measurements. Noise metrics
are usually referenced to some incident flux level as expressed by the signal-to-noise ratio
(S/N).
Noise originates in all links of the imaging chain a sequence of steps that lead to the
final output and propagates through it to the end. Normally, other imaging systems in
the chain have inherent noise sources that contribute to the total noise of the system. Two






where N? is the rms noise of the entire process and N\ and N2 are the noise levels from
the two random uncorrelated noise sources. Depending on the particular imaging chain,
additional noise sources will exist and are combined as in the Equation 2.27. Due to the
nature of quadrature addition, the larger the noise source is, the more dominant it is going to
be. This is important to know when applying noise reduction techniques because targeting
the largest noise source will have the biggest effect on the final image.
A number of noise sources limit the sensitivity ofCCD-based imaging system. Although
the noise sources differ, all appear as variations in the image intensity. The locations of the
noise sources within the imaging chain are illustrated in Figure 2.9. In general, three types
of noise categories make up the total noise in the CCD system: shot noise, read noise, and
pattern noise. Since the pattern noise is easily eliminated by appropriate operations, only
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Figure 2.9: Introduction of noise sources in a CCD
are described in the following sections.
2.4.1 Shot Noise
Assume ideal noise-free CCD is used to acquire successive images of a uniform background
illuminated by a constant flux of light. Even in this case, every image will exhibit some
amount of noise. This noise is actually a reflection of the intrinsic noisiness of the source
of light itself and is a characteristic of all natural light sources. When all other sources of
noise are removed from an imaging system, the
"quantum"
noise will remain. This noise is
called Shot noise.
To understand the nature of Shot noise, consider a light source that emits an average
flux of photons per second to a detector element, <E>. The source is turned on for a certain
time, t. During this time, the average number of photons TV which hit the detector is
N = <3> t. However, since the source of light is intrinsically noisy, the number of photons
incident on the detector will vary around this mean. The variability can be represented
in terms of standard deviation, a. If the integration time is long, then the variability a
is negligible relative to the total number of photons N. For short exposures, o is quite
significant relative to N.
Quantum noise is often described in terms of the probability, P, of a given number of
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which is the Poisson probability density function.
Shot noise is random and
"white"
,
that is, uniformly distributed over an essentially
infinite bandwidth. The quantum nature of Shot noise implies that a flow of electrons or
photons is composed of a stream of discrete particles rather than being continuous. When
the number of particles passing a given point must be determined, the average number of
particles that pass per unit time is governed by Poisson statistics (Eq. 2.28). The error
associated with the number of particles that have passed is given by:
a = y/N~e (2.29)
where Ne is the number of electrons that have been counted.
There are two sources of shot noise that are governed by Poisson statistics: dark current
and photon noise on the signal. For most scientific applications, the arrays are cooled to
reduce the dark current to negligible levels [12].
2.4.2 Read Noise
One of the most important parameters of the CCD is the read noise, which in turn is due to
several sources. It becomes the limiting factor at the lowest illumination levels. The sources
are classified as trapping-state noise, reset noise, background noise, charge-transfer noise,
and output amplifier noise [1, 12]. Trapping-state noise is the uncertainty in the quantity
of charge in a well due to interaction between charge packets and surface (bulk) states.
Buried-channel operation of CCDs largely eliminates this interaction. This noise source is
practically negligible due to the fact all modern devices have so few bulk states as a result
of excellent materials control during device fabrication.
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Reset noise is the uncertainty in the voltage to which the output node is reset after
reading the charge in a pixel. This noise is:
VkTC
Nr = (2.30)
where 7Yr is the rms noise in electrons, k is Boltzmann's constant, T is the absolute temper
ature, C is the total capacitance associated with the output node, and q is the electronic
charge. This noise can be removed very effectively using the correlated double sampling
(CDS) technique [37]. The output voltage is sampled twice: once after the reset pulse has
switched off and once after the signal charge has been read out. This method allows one to
obtain a direct measure of the signal charge that is independent of the noise on the output
node associated with the reset operation, since that noise will be correlated over the time
span of a pixel.
Background noise can originate from a number of different sources, such as optical or
electrical "fat
zero,"
dark current, the presence of a residual image, and luminescence in
the device itself. Optical or electrical fat zero was often added in older devices to aid in the
process of charge transfers by "filling
in"
the spurious potential pockets. A residual image
occurs only if a CCD has been overexposed or if the buried channel becomes undepleted (i.e.,
when CCD bias to the n-channel is removed). Luminescence may be due to the following
sources during operation: clocking, diffusion, pinch-off, and blemish luminescence. The
three aforementioned background noise sources (reset, background and luminescence) are
minor and can be easily avoided.
The most important background noise is from dark current, which is a thermally in
duced signal that obeys Poisson statistics. Dark current noise is therefore given by the
square root of the dark current. When the CCD is shielded from light, accumulation of
charge in the photosite may result in saturation after a period of time. There are three
main sources of dark current: (l)within the neutral bulk material, (2) within the depletion
region, and (3) due to surface states. Dark current may be reduced by cooling the device;
the reduction is typically by a factor of two for every 8C cooling. Surface-state dark current
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is minimized by a technique called inversion [39,40], in which the clock voltages are held
negative during the operation.
The channel inversion is accomplished by biasing the array clocks so as to pin the
surface potential at the Si-Si02 interface to the substrate potential. At this point, the
holes are attracted beneath the gate, inverting the n-channel and populating the Si-Si02
interface states with holes. This blocks the thermal excitation of electrons, thus eliminating
their contribution to the dark current. It is desirable to bias all gates into inversion, but this
actually is not possible because there is no barrier to separate pixel changes. To maintain
a charge storage well when all three clock phases are inverted, an extra implant is placed
under one electrode, usually that for phase 3 of the three-phase CCD. This will maintain a
barrier for charge collection even when all clocks are negative. This technique is called multi-
pinned-phase orMPP operation. InMPP operation, it is possible to reduce dark current by a
factor of 30 [40,41]. Other benefits ofMPP operation include elimination of residual images,
reducing blooming effects of overexposure, and reducing pixel-to-pixel nonuniformity effects.
The only drawback to this operation is a reduction of full-well capacity up to 50 percent
of that of a standard CCD if all the parallel clocks are operated at the same voltages. A
larger well capacity can be obtained if phase 3 parallel clock high rail is operated about 3
volts higher than the phase 1 and phase 2 rails.
Read noise is also limited by charge transfer noise, which itself comes from two sources:
charge transfer efficiency (CTE) noise and spurious charge. CTE is practically negligible
in modern CCDs (see Section 2.3). The second source of transfer-related noise is spurious
charge or charge trapping by the surface states. This noise is also significantly reduced in
modern CCDs making it relatively unimportant.
The noise of the on-chip output amplifier ultimately determines the read noise floor
of the CCD. This can also be divided into several different components: thermal noise,
1// noise, and reset noise. Thermal and 1// noise sources cannot be eliminated but are
considerably reduced in modern CCDs by appropriate design and layout. Since reset noise
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is a fundamental process, it is more difficult to remove. However, it can also be drasti
cally reduced by appropriate techniques such as correlated-double sampling or delay-line
processing.
It is not unusual for the read noise floor of modern CCDs to be < 3 . Read noise
of less than 0.4 e_has been realized by using special output amplifiers that allow repetitive
nondestructive sampling [42].
2.4.3 Signal-to-Noise Ratio
After the review of the intrinsic noise sources of the CCD and processing electronics, it is
now possible to investigate how combinations of the various sources of noise combine to
affect the signal-to-noise (S/N) ratio of a typical astronomical CCD frame before any image
processing. Since the incoming photons from the object, the sky background, and the signal
generated by dark current behave statistically according to the Poisson statistics, then the
noise behaves according to the Poisson statistics as well. Assuming random independent
sources, the noise terms can be added in quadrature.
The read noise of the CCD is not a counting of random number of events occurring
during any given interval, but a single uncertain value that is independent of exposure
duration. This voltage is added every time an image is acquired. Therefore, the contribution
of readout noise is different from that of the other sources.
The standard equation for the signal-to-noise ratio of a measurement of a point source
on a CCD frame is given by [43]:
S X
(2.31)
N ^N+ + npix(Ns + ND + N2R)
where N+ is the total number of electrons collected from a source, npix is the total number
of CCD pixels used in the measuring aperture, Ns is the sky level, ND is the dark current
level, and Nr is the read noise.
Clearly, if a very bright source is being observed, then in the equation above JV*
^>
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nPiX(Ns + ND + N%). Therefore, the following simplification results:
S N+
= VN* (2.32)
This regime is known as shot-noise limited. A CCD running in shot-noise limited mode is
the best situation that can be achieved by any photon detector.
2.4.4 Gain Effect
Equation 2.31 is the typical S/N equation used in many situations for calculating noise in
stellar observations. However, when dealing with very precise photometric measurements,
other additional terms may play a significant role. The two significant terms are (1) back
ground determination and subtraction and (2) gain selection, or digitization error. Only
the gain selection will be discussed here, as it pertains to the current research.
Some amount of noise is added to the image when a certain gain setting is selected for
a CCD camera. This noise is then propagated to the final photometric measurements. A
correct selection of appropriate gain factor for a given CCD will minimize this noise and
consequently lead to more precise astronomical photometry.
Gain of the system, also known as the inverse system gain, is a way of expressing how
many electrons are represented by each
"count,"
or Data Numbers (DN or ADU). A gain of
5 electrons/ADU indicates that each gray level is filled by 5 electrons. One can match the
full-well capacity of a CCD by adjusting the gain of the camera system. For example, the
TC245 chip used in the Cookbook Camera CCD [44] construction, has a full-well capacity
of 80 x
IO3
electrons. The measurement is quantized by a 12-bit ADC to 4096 levels. Setting
the gain value close to 19.5 would 80 x
IO3
electrons into 4096 counts. This means that 1
count is created in the pixel of the digital image for every 19.5 electrons, on average, that
are stored in the CCD pixel. Using a 14-bit A/D converter with the same CCD, the full
well depth would be utilized by matching it to 16,384 counts. Then, the appropriate gain
selection would be 5.
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However, setting a gain value such that the well depth is fully utilized may not be the
best choice when the goal is to attain the most precise photometry possible. Generally,
more quantization noise is added for larger gain [45]. This can be clearly seen from the
quantization noise equation expressed in terms of the gain as
Nq = y-rr (2-33)
where Nq is the quantization noise and g is camera gain. This equation has two limits:
1. Nq = 0, for g = 1
2. Nq = 0.29, for g > 1
The quantization noise is zero for unit gain, so quantization noise is added to the CCD
image only for g > 1. Since quantization noise is included in the readout noise of the
system, reducing the gain essentially lowers the readout noise as well. Of course, reducing
the gain also reduces the effective CCD well depth. However, for precision photometry
minimizing the noise is far more important than being able to digitize maximum signal
levels.
2.4.5 Imaging Chain MTF
In sections 2.2.2, 2.2.3, 2.2.4, 2.3.1 the weakest links of CCD imaging systems have been
identified and described. The final MTF of CCD imaging system can be obtained by
cascading (multiplying) the contributions from different detection mechanisms in the CCD:
MTFccd = MTFT MTFA MTFD MTFe. (2.34)
In the frequency domain, the generalized form of the output image will then have the
following form for the input image Io:
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3.1 History of Planetary Detection
Even before it was realized that the Earth was itself a planet, astute observers noticed
that some stars moved relative to the rest of the others [46] . These strange stars seemed to
wander across the sky. Consequently, they were termed by the Greek word for
"wanderers,"
now reading as planets in English. The planetary discovery essentially began with the
Earth, which was once thought to be the fixed center of the whole universe. This geocentric
theory was generally accepted until the 16th century, when it was superseded by heliocentric
model proposed by Copernicus. Incidentally, two Greek philosophers Philolaus and Hicetas
speculated separately in the 5th Century BC that the Earth was a sphere revolving daily
around some mystical "central
fire"
that regulated the universe. This view was further
advanced by Aristarchus two centuries later when he suggested that the Earth and other
planets moved around a definite central object, which he believed to be the Sun. With the
realization the Earth was a planet, it was added to the five other planets that had already
been known at the time: Mercury, Venus, Mars, Jupiter and Saturn.
Further planet searches were conducted after the invention of the telescope. The tele
scope is undoubtedly the single most important investigative tool available to astronomers.
It provides a means for collecting and analyzing the information (photons) from celestial
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objects. When it was invented in the late 16th century, it was used as a spyglass by the
military to observe naval enemies. Galileo was the first to grasp the potential scientific
value of this new technology. Not only did he figure out the secret of the new invention,
but he also discovered how to improve the telescope to make it more powerful. In 1609, he
was the first human being to observe another "planetary
system"
when he discovered four
moons revolving around Jupiter.
Uranus, the seventh planet in order of distance from the Sun, awaited telescopic dis
covery despite the fact it is just visible to the naked eye. Astronomers did not pay a lot
of attention to this planet prior to its discovery because they thought it was it was a pale
and insignificant star. The credit of identifying it as a planet and placing it in the proper
place in the solar system belongs to the English astronomer William Herschel, and resulted
from a serendipitous discovery as he was searching the sky for double stars. Uranus ini
tially eluded the correct classification because the planetary boundary of our solar system
was firmly placed at Saturn. The idea that more planets could be orbiting the sun was
inconceivable. Therefore, Herschel believed that he found "a curious either nebulous star
or perhaps a
comet."
Lack of any trace of a tail and the slow motion led to the suggestion
that the observations were consistent with a planet moving in a nearly circular orbit, rather
than a comet or asteroid.
Neptune, our eighth planet, first manifested itself by the gravitational force it exerts
on Uranus that speeds it up or slows it down. Astronomers observing Uranus were baffled
by the discrepancies in its orbit, which would persistently deviate from the orbit they
had calculated. Neptune is not visible without a telescope; it is one-fifth as bright as the
faintest star visible to the naked eye. Therefore, it had to be observed with the telescope
to explain the strange motions of Uranus. Galileo was the first to observe Neptune, but
failed to recognize that it was a planet. Two Berlin astronomers, Johann Gottfried Galle
and his assistant Heinrich Louis d'Arrest observed and identified the existence of the eighth
planet. Nevertheless, the proper credit for the
"discovery"
of Neptune belongs to two
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mathematicians, John Couch Adams from England and Urbain Jean Joseph Le Verrier of
France, who independently predicted a position for the planet that almost coincided with
the observed position of Neptune.
The third planetary discovery could not have happened without further advances in
astronomical instrumentation. The first sensor was the human eye. The next revolution
in astronomy occurred after the invention of photographic plate. In terms of converting
incident radiation into a measurable quantity, the photographic plate actually has less
sensitivity than the eye. However, the use of photographic equipment in conjunction with
telescopes has greatly benefited astronomers by giving them two distinct advantages over
the human eye. First, photographic images provide a permanent record of celestial objects
that can saved for future comparisons and study by others. Second, photographic plates
integrate the incoming light from the celestial sources over long periods of time, thereby
permitting astronomers see much fainter objects than they would be able to observe visually.
The hunt for the last planet in the solar system was conducted using a new
13-inch
photographic telescope in Lowell observatory in Arizona. The telescope operator in charge
of searching for a new planet was Clyde Tombaugh [47] . His was responsible for exposing
and analyzing the plates. Since the plates contained hundreds of thousand of stars, the
process of examining them was tedious. A blink comparator was used; it is a device that
flips the view between two plates taken of the same region of the sky on different nights.
The moving objects (planets, asteroids) would blink back and forth while stationary stars
would hold steady. In less than a year Clyde Tombaugh found Pluto in the constellation
Gemini on February 18, 1930 when he detected a faint dot jumping back and forth while
blinking the plates.
While the heated debate still rages on whether Pluto is a full-fledged planet or the
largest member of the Kuiper belt, its existence could not have been confirmed without
improvements in scientific instrumentation and new developments in technology. The first
epoch of planetary science was effectively over when the astronomers
have ostensibly run out
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of planets in this solar system. The next logical step was to look for worlds around the Sun's
stellar neighbors, which required the development of powerful new tools of observation. The
advent of the Space Age in the late 1950s marks the start of the second epoch of planetary
science. The pace of startling technological breakthroughs during the last 30-40 years has
been unprecedented. The new instruments have enabled astronomers to look increasingly
deeper into space for answers about the existence of extrasolar planets.
3.2 The Search for Extrasolar Planets
Scientists could not even contemplate looking beyond our solar system for the existence
of other worlds if it were not for the dramatic growth of Space Age technology. Ever
increasing numbers of space probes and satellites require a suitable means for recording and
documenting the new scientific discoveries. Just as the photographic plate was an important
"discovery
machine"
during the 19th and 20th centuries, so is the product of the Silicon
Age the charge-coupled device.
No branch of science has benefited more from CCDs than astronomy. As mentioned
earlier, CCDs revolutionized the field of astronomy because of their superiority to previously
existing imaging technologies. Compared to photographic plate, and even the photomulti-
plier tube, CCDs are small, linear, stable, low-power devices with excellent sensitivity over
a broad range of wavelengths and a huge dynamic range.
The achievable precision of modern detectors enables the scientists to seriously con
sider one of the most important, yet most difficult, observational problems in astronomy
today: the detection of extrasolar planets. A number of basic methods for the detection
of extrasolar planets have been devised. Some are observationally and temporally limited
(astrometry, Doppler spectroscopy, direct imaging) , while the others are statistically limited
(microlensing, photometry) [48-51]. The astrometric method measures the periodic spatial
shift of the centroid of light from the star. It requires milliarcsecond positional accuracy over
at least two planetary orbit cycles, thus limiting detection of Earth-based efforts to planets
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of the relative size and position of Jupiter. This would require decades of sustained effort
to make observations over two orbits. Doppler spectroscopy measures the periodic velocity
shift of the stellar spectrum. It depends on very difficult measurements of the Doppler shifts
of spectral lines due to motion about the center of gravity along the line-of-sight. Gravita
tional microlensing measures the one-time-only brightness enhancement of a distant star,
other than the star of interest. It requires a large number of telescopes and sensors just
to detect a single microlensing event. The direct imaging technique spatially resolves the
planetary object by using a coronagraph or a nulling interferometer. This technique will
require a telescope with a diameter of 100 times larger than largest existing telescopes just
to detect a Jupiter-sized planetary system. And finally, the photometric method measures
the periodic temporal decrease in brightness due to the transit of a planet across the stellar
disk. Its only prerequisite is a very precise photometer that is able to observe the flux from
many stars simultaneously and a planet whose orbital plane intersects the Earth.
Doppler spectroscopy is the most successful planet searching technique to date. As
of January 2000, 29 extrasolar system planets have been discovered. All of the detected
planets are massive giants not unlike Jupiter. The next logical goal is to detect the Earth-
sized habitable planets. Several methods that allow the detection of such planets include
direct imaging, microlensing and transit detection. However, only one of these methods
can be implemented immediately for a reasonable investment, and will provide statistically
meaningful results about the distribution of terrestrial planets in or near the habitable zone
of solar-like stars. This is the photometric method. Once detection is confirmed, the data
from the photometric observations can readily provide information on basic characteristics
of each planetary system. The only drawback is that the detection of just one planetary
transit will require nightly observations of 343 stars for a year [48]. So, the photometric
method is only limited statistically by the unlikelihood of planetary transits along our line-
of-sight.
It should be clear that the topic of interest here is the observation and study of temporal
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source variability using a CCD as a detector. There are great advantages of using a CCD
when compared, for example, to a photomultiplier tube (PMT). CCDs have higher quantum
efficiencies than PMTs, they provide simultaneous background measurement, they eliminate
the need for aperture centering of the source during observation, and the most important
characteristic is that CCDs have less background noise per pixel [43].
The basic idea for time-series photometry using a CCD as a detector is to continuously
observe a source (or sources) for an extended period of time during which the instrument
samples the emitted flux. During this process, a filter is usually used to select certain wave
lengths of interest. Measuring the brightness of a star later on a CCD frame is straightfor
ward. One merely adds up the counts in all pixels that contain light from the star. Since
the summation of the light from the star is usually done within a circular aperture, this
technique is known as aperture photometry. However, there are subtle practical difficulties
that can influence the results. For example, the procedures used to estimate the background
level, the center of the optical image, and the shape of the image itself are important [2],
It has been shown that CCDs are capable of precise ground-based photometry [52, 53]
and astrometry [54,55]. However, the limit to the achievable precision with CCDs was not
determined until 1995 when it was demonstrated [56,57] that a front-illuminated CCD under
ideal circumstances can provide differential photometric measurements with reproducibility




photometric precision of a CCD
In the previous chapter the fundamental motivation for extrasolar planetary searches was
outlined. It was noted that only the photometric method is sufficiently sensitive to
Earth-
sized planets (ESP) in inner orbits around solar-like stars. The proposed Kepler mission
[58-60] is to monitor several thousand stars to obtain a statistically significant result.
Two factors govern the feasibility of the photometric transit method: (1) the stellar
variability over the time scale of a transit must be less than the decrease in brightness caused
by the transit and, (2) the photometric instrumentation must have sufficient precision to
detect the transit. Transit durations range from 4 hours for a Mercury-equivalent grazing
crossing to equatorial transit time of 16 hours for Mars-analog.
Earth-like central transits
last for 13 hours. The brightness decrease is simply the ratio of the area of the plant to
that of its parent star. For a Sun-Earth analog this is of one part in 12,000. Therefore, the
photometric precision required for this mission to detect ESP at four sigmas is 2 x
IO-5
including stellar variability, shot noise and detector system noise.
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4.1 Experimental Configuration
In order to make the measurements required for this experiment, we needed to simulate
observations of a field of stars. This was accomplished by fabricating a set of closely spaced
pinholes in a sheet of aluminum foil, ranging from 1 to 3 mm in diameter with separation of
at least 2 mm. The pinhole mask was inserted into an autocollimator that was then secured













Figure 4.1: The setup of the laboratory experiment
A shutter was used to provide the exposure time of 2.5 seconds per exposure. Data was
acquired using a thinned, back-illuminated
SITe-502A3
512 x 512 CCD with 24 um square
pixels. A three-stage thermoelectric Peltier cooler chilled the CCD in the camera head. The
heat generated by the cooler was removed by liquid circulating through the heat exchanger,
which was maintained at approximately the same temperature
as the liquid coolant (i.e.,
room temperature). The CCD was operated at a stabilized temperature of -40 0.1C.
The CCD had a measured gain of 5.0 electrons/ADU and a read noise8
electrons (RMS)
at a readout rate of 40 kHz. The gain setting of unity was used to eliminate quantization
Scientific Imaging Technologies, Inc.
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noise (see 2.4.4). A Photometries CE300 electronics controller read out the CCD. The
delay between exposures was about 1 second due to the readout process and data storage.
In order to reduce the effects of shot noise and timing uncertainties that might exist in the
shutter, 100 successive exposures of the 364 x 336 pixels sub-array that contained the mask
field were added and saved as a single image file.
An Oriel Quartz Tungsten Halogen Q Series light source with photofeedback stabi
lization system, illuminated the pinhole mask, as seen in Figure 4.1. Oriel specifies the
absolute stability as better than 0.05% RMS for this lamp system. The correlated color
temperature of the lamp was approximately 3300K. An OPAL diffuser was inserted in the
optical path in front of the pinhole mask to ensure uniform illumination of each star. Two
filters (Bessel V and I) were inserted in the optical path at the other end to limit the wave
lengths of light illuminating the CCD. The data were obtained over a 2-day period in a
darkened lab with no entry permitted during the data collection period. The illumination
pattern produced on the CCD is shown in Figure 4.2.
The following process was devised for data acquisition:
1. All images were acquired over the course of two days for each spectral filter. This is
accomplished with the use of PMIS image processing software available from
Photo-
metrics. A macro was written to automate the process of collecting large data sets
and accompanying dark and bias frames. The
frames were co-added before saving
them to a hard-drive.
2. After data collection, all images were transferred to
the CIS Unix cluster for processing
in IRAF. Before any data reduction took place,
the images had been checked for
possible translation. The data were discarded if images had drifted or other system
failure had occurred. Otherwise, the data were prepared for data
reduction.
3. The data was reduced in IRAF to correct for bias readout noise. The aperture
photom
etry was performed to obtain the values






Figure 4.2: A contour plot of the star pattern. The contours are [0.05, 0.1, 0.2, 0.3, 0.4,
0.5] of the maximum.
results were extracted, plotted and statistically analyzed for stability.
4. The process is repeated for a different spectral filter.
These steps are discussed in detail in the following sections.
4.2 Experimental Stability and Image Jitter
Since this experiment is strongly dependent on the inherent stability of the CCD, it is
important to discuss what is meant by the term stability. Short and long term stabilities are
parts of the accuracy specification. A sensor accuracy is actually its inaccuracy. Inaccuracy
is measured as a ratio of the highest deviation of a value represented by the sensor to the
ideal value. The short term stability is manifested as changes in the sensor's performance
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within minutes, hours and even days. This drift in sensor accuracy creates repeatability
error, which is the inability of a sensor to represent the same value under identical conditions.
Short term drift is bidirectional, that is the sensor's signal may increase or decrease. The
bidirectional drift can also be specified as ultralow frequency noise. The long term stability
is usually unidirectional, and is characterized by changes in the sensor's performance over
a relatively long time span, such as months and years.
Environmental conditions to which a sensor is subjected have a significant impact on
the short term stability. Such factors as temperatures of air and surrounding components,
humidity, vibration, etc., may and do affect the sensor's performance. Temperature, in
particular, is a very important factor for sensor performance, and it must be known and
accounted for. Large temperature fluctuations cause some sensors to change their transfer
functions (input-output relationship) and in some instances may generate spurious charge.
Although such extreme variations are not expected for this experiment, even small scale
temperature fluctuations can create bidirectional drift. This was kept in mind while con
sidering the experimental setup.
The required components for this experiment were secured to an optical air table, which
is itself standing on a poured concrete floor separated from the remainder of the building,
thus creating a vibration-free environment. Furthermore, an insulating styrofoam cover was
placed over the entire assembly on the optical table to minimize the effects of air currents
in the laboratory that could produce mechanical motions or optical effects.
Before an experimental run, a simple test was undertaken to determine whether tem
perature fluctuations in the lab would affect experimental stability. Four hundred images of
the star mask were acquired using the settings described in the previous section, though they
were not added together. The temperature in the lab was measured and recorded simul
taneously. During data analysis, one central star was selected, its centroid was computed
for each frame, and the differences were recorded. This result was plotted along with the






Figure 4.3: Image centroid dependence on temperature. Temperature is in degrees Celsius,
and the position is in pixels.
between temperature change and instability in centroid position. When the temperature
was fairly constant (for image frames 0-100), the variations in centroid position is insignifi
cant. However, cooling by 2.6C (between frames 120 and 355) triggered a substantial shift
in image position: the x-centroid changed by nearly 75% from its original location.
The sensitivity required for the planned measurements ensured that the observed tem
perature fluctuations were unacceptable. The source of the problem was identified to be
the heating/cooling system that cycled on and off at regular intervals. This system was de
activated for the duration of the experiments. Further preliminary experiments afterwards
proved that the lab's ambient temperature was virtually constant, and had no effect on
overall stability.
However, even when the temperature remains fairly constant, the image shifts slightly
(i.e., jitters) as a result of small vibrations or temperature fluctuations. This is evident in












Figure 4.4: PSF motion over a CCD (a). Circles represent image shifts in the x-direction,
and triangles represent image shifts in the y-direction. The fluctuations in flux as a result
of image jitter (b).
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Figure 4.3. Ideally, in the absence of any image movement, there would be no change in
how much light each pixel
"sees"
through a defined aperture. In this situation, each pixel
in the aperture collects a slightly different amount of light. This introduces jitter noise in
the time-series photometry as all the counts are summed from the pixels in the aperture. A
simple simulation illustrates this fact. A Gaussian PSF with FWHM of 10 pixels was created
in
IDL4
and was then shifted randomly in the
x- and y-directions within a pixel. After each
shift, the signal of the
"star"
was summed over a 50 x 50 array of pixels. The random jitter
for 10 cases is presented Figure 4.4(a), while the corresponding flux fluctuations are shown
in 4.4(b). Even when the spatial jitter amplitude is less than a pixel, the jitter noise can
dominate over the photon shot noise [61].
Three parameters affect the severity of jitter noise: (1) FWHM of a PSF, (2) the




where Gjuter is the jitter noise in electrons, Np is the number of photons, Sxjuter is the jitter
amplitude, an is the rms flat-field uncertainties, and w
is the FWHM of the PSF.
The PSF width is the only parameter that may be adjusted to reduce the
jitter noise.
This can be done by either increasing the width initially or defocusing the
given PSF.
Defocusing is preferred since it blurs any sharp edges and
creates an extended plateau
instead of a peak. The central pixels that correspond to the bright part of the
PSF do not
significantly contribute to
the jitter noise when defocused, as the signal is averaged over
more pixels. In this part of the research, the input PSF was
increased by using a reimaging
lens with a longer focal length (300 mm). The lens was then slightly
defocused to obtain a
blurred spot.
4IDL is a registered trademark of Research Systems, Inc. for their
Interactive Data Language software.
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(a) (b)
Figure 4.5: A Gaussian PSF with a FWHM of 12 pixels in (a), and the same PSF after
defocusing is shown in (b). The blurring is accomplished by boxcar averaging with the
width of 29 pixels.
4.3 Data Reduction
The summed images obtained during the experiment were processed using the Image Reduc
tion and Analysis Facility
(IRAF)5
[62,63]. The IRAF routine daofind from the DAOPHOT
[64] package was used to locate the centroid for each star in the frame. The apphot pack
age was used to perform the stellar photometry. A circular aperture of 20 pixels in radius
was used to extract the star brightness in each frame. A relative temporal light curve for
each of the 10 stars was then assembled without bias or dark subtraction. Prior measured
dark current accumulation was insignificant for this CCD (i.e., an average of only 0.40
electrons/pixel/second at the normal operating temperature).
To correct for small illumination variations, the flux of each star was normalized by
the average flux for all stars in that frame. This normalization factor as a function of frame
number is plotted in Figure 4.6 for the data obtained using a Bessel V filter. The raw and
normalized brightness for star 2, as a function of frame number, is shown in Figure 4.7.
SIRAF is distributed by the National Optical Astronomy Observatories, which are operated by the As








Figure 4.6: The normalization factor that was used to correct for small variations.
Additionally, the centroid of each star was determined in each frame. The x and y position
for star 2 as a function of frame number is also shown in Figure 4.7.
The same procedure was followed for both the V and I bands. The raw and normalized
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Figure 4.7: Raw and Normalized Brightness, as well as image motion for star 2 obtained
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Figure 4.8: Raw and Normalized Brightness, as well as image motion for star 4 obtained
using a Bessel I filter. The experimental data was acquired over a 17 hour period in a lab.
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4.4 Data Analysis
By inspection of Figures 4.7 and 4.8 it becomes apparent that changes in normalized bright
ness in both cases are correlated to some extent with motions of the star centroids. This
relationship is plotted for a single star in Figure 4.9 for the data obtained using the Bessel
V filter, and in Figure 4.10 for the data obtained using the Bessel I filter. It can be seen
from both figures that the x-position and the y-position are correlated with brightness. The
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Figure 4.9: Normalized brightness as a function of image motion
for data obtained using a
Bessel V filter.
To correct for this positional dependence, the following multiple
regression model was
used to fit the observed data:




















-0.04 -0.02 0.00 0.02
X Position
0.04 -0.04 -0.02 0.00 0.02
Y Position
0.04
Figure 4.10: Normalized brightness as a function of image motion for data obtained using
a Bessel I filter.
where Bfn denotes the fitted value of the normalized brightness, 5x and 5y are the differences
between the instantaneous values of the x- and y-positions, and the parameters f3j are the
regression coefficients.
Figure 4. 11 (top) shows the result of using the regression fitted to the normalized bright
ness as a function of position for star 2 (V band) . This result is then subtracted from the
actual normalized brightness observed and the result is shown in Figure 4. 11 (bottom). The
same is done for star 4 (I band) in Figure 4.12.
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Figure 4.11: The resulting normalized brightness when corrected only for the X and Y
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Figure 4.12: The resulting normalized brightness when corrected only for the X and Y
image motion for data obtained using a Bessel I filter.
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4.4.1 Raw Brightness Effect
The corrected normalized brightness curves shown in Figures 4.11 and 4.12 for both filters
still show systematic effects. The rms variation is clearly not dominated by random noise
sources. We hypothesized that it is due to pixel-to-pixel sensitivity variations, so a model
was devised to test this hypothesis.
The experimental setup shown in Figure 4.1 was altered to make new measurements.
The integrating sphere was placed at the light source such that the entrance port of the
sphere was aligned with the condenser tube of the lamp. The CCD was placed at the exit
port of the integrating sphere. The integrating sphere is used because it provides uniform
irradiance, which is desirable for accurate measurements of CCD flat-field properties. The
measurements were performed with both filters.
With this new configuration, a flat field was acquired (a 126 x 164 pixel sub-array
within the region of interest). This frame was the sum of 100 flat-field images averaged
to reduce the effects of shot noise. A Gaussian PSF was created in IDL with a FWHM
of 13 pixels to mimic the photometric precision experiment. Centroids measured in the
photometric precision experiment were used to calculate the shifts for the PSF. Finally, this
shifted Gaussian was multiplied by the relative quantum efficiency found in the flat field.
The aperture photometry was then performed on the star and the result is shown in Figure
4.13 for the I band. The photometric results from this model look remarkably similar to
the raw brightness variations for star 4 as shown in Figure 4.8.
The predicted variation agrees so well with the experimental data, it was clear that a
flat-field correction must be applied to the raw data. Figure 4.14 shows the result when the
regression is used after flat-field correction using actual centroids of star 4. The corrected
normalized brightness in Figure 4.14 has virtually no systematic effects that are present in
Figure 4.12 where the flat-field correction was not used.
An alternative way to correct for pixel-to-pixel variations in sensitivity is to add an





















Figure 4.13: The raw brightness of simulated and shifted Gaussian PSF using a Bessel I
filter.
et al. [56]):
Bfit = po + Pi5x + p\8y + p\5B (4.3)
where 6B is the difference between flux for a given star and the corresponding average
flux of all stars in a given frame. This approach was used as well, though, the resulting
normalized brightness was inferior to the results obtained after flat-field correction.
4.4.2 Jitter Effect
After image motion and flat-field correction, the normalized brightness curves are dominated
by random noise sources while the systematic
effects have been minimized. Only a correction
for jitter noise could still be applied. Evidently, the image motion correction via multiple
regression did not eliminate the noise contribution from jitter.
The parameters affecting the jitter noise have














































Figure 4.14: The fit and corrected normalized brightness after flat-field correction is applied.
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rameters are already known from the experiment, it is easy to build a map of the jitter
noise over the CCD. The first step is the creation of a model PSF in IRAF from the data of
each star in the photometric precision experiment. The DAOPHOT package offers several
choices for the functional form of the analytic component of the psf model. The best fit
was achieved with the penny2 analytic function, a two-component model which consists of
an elliptical gaussian core and lorentzian wings. The functional form of this model is:
2 2
z = h +h + Pb x'y (4-4a)
2 2
e = ^2 + J32+p^x-y (4-4b)
penny2 = A
1 ^
+ P3 exp(-0.693e) (4.4c)
1 + z
where A is a normalization factor and the Pn are the parameters which are fit during the
psf modeling process. When a model PSF is created, which has almost the same
shape as
the star in the experiment, actual centroids from that experiment are used for gradient shift
inputs.
The second step is the measurement of aperture photometry on each
model PSF with
the same aperture as was used in the experiment. The aperture correction coefficients
(Figure 4.15) can then be applied to the real data. These coefficients
were only computed
for the I band data.
A brief summary of getting a PSF model and the resulting
correction factor follows:
1. In IRAF, model the experimental PSF by using the psf
algorithm.
2. Use penny2 for pure analytical model.
3. Extract fitting parameters Pn from the PSF header
file.
4. Get the gradient shift inputs from the experiment.
5. Generate experimental data with given PSF and gradient
shifts.







Figure 4.15: The jitter noise map for the data obtained with a Bessel I filter.
4.5 Results
The results for the two spectral regions are summarized in Tables 4.1 and 4.2. The noise
level reported in each column is measured after each reduction step is complete (the column
headings). The total shot noise is calculated from the whole frame, i.e., the total flux
incident on the CCD. The last row for instrument precision is obtained by subtracting




































Table 4.1: Photometric precision of a back-illuminated CCD measured using a Bessel V
filter.
Bessel I filter
Noise Image Image Motion Image Motion Image Motion
Type Motion and and Flat-field and
Correction Raw Flux Flat-field Aperture
Correction Correction Correction
























Table 4.2: Photometric precision of a back-illuminated CCD measured using a Bessel I
filter.
4.6 Conclusions
This laboratory experiment was designed to demonstrate the potential of a
back-illuminated
CCD for detecting extrasolar planets. This project requires measurements of very
small
and relatively short variations in brightness that
correspond to photometric signatures of
extrasolar planetary transits. This must be accomplished
for a large number of stars to
obtain a statistically significant result. Those transits
must be clearly distinguished against
intrinsic stellar variability, photon noise and miscellaneous
detector noise.
Performing relative time-series photometric
measurements instead of absolute photom
etry offers instant
advantages in achievable precision [65]. Therefore the goal was to identify
the possible limiting factors to high-precision measurements,
and then minimize or com
pletely eliminate them
either before, during, or after data
acquisition.
A controlled temperature environment was critical to this
experiment because large
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temperature fluctuations have a direct effect on image positional stability. This motion
caused significant changes in the light curves of each star. Consequently, the heating/cooling
system was deactivated to prevent excessive image motions. Ambient lab temperature
proved to be adequate to proceed with long-term data acquisition.
Because of the finite size of the pixel, the systematic error that results from motion
gradients can be controlled by intentional defocus. In post-processing, a simple multiple
regression model can be used to eliminate a jitter noise contribution even further. The
remaining random noise is related to pixel-to-pixel sensitivity variations, so two approaches
were applied to reduce this noise: (1) raw flux correction and (2) flat-field correction. The
flat-field correction is clearly the better technique of those two as evident in Tables 4.1 and
4.2.
The results demonstrate that applying only image-motion and flat-field corrections
successively to the raw data is sufficient enough to obtain instrumental precision below the
photon shot noise limit. Although further reduction is unnecessary, aperture correction was
performed on the I-band data to observe the reduction it total error. This correction can
be a viable alternative for the image motion correction.
It has been demonstrated in this research that when effects of motions are calibrated,
back-illuminated CCDs are essentially shot-noise-limited relative-photometric
detectors.
The obtained precision of 4.87 x IO"6, measured using a Bessel V filter, means this CCD is






As CCDs dominate the field of astronomical imaging, many techniques for photometric and
astrometric reduction of CCD images have been well developed [2,66]. Furthermore, various
techniques and strategies for removing pixel-to-pixel variation in sensitivity (i.e., flat-field
variation) across the array have been exlpored [2,66-69]. However, all reported methods
assume that the sensitivity within a single pixel is uniform, so that there is no need to
apply a sub-pixel sensitivity correction. The sub-pixel sensitivity of a CCD may reasonably
be ignored in situations where the optical point-spread function (PSF) is oversampled. On
the other hand, when using marginally sampled or undersampled images, the sub-pixel
sensitivity variations can have an important effect that must be accounted for in order to
obtain good photometry and/or astrometry. Both astrometry and photometry rely on the
accurate determination of star positions measured with respect to pixel boundaries, and
would clearly suffer from systematic errors.
To avoid such errors, an accurate pixel response function (PRF) must be derived. In
61
the case of the Hubble Space Telescope (HST), where images are undersampled or critically-
sampled depending on the detector employed, the process of PRF determination involves
''dithering,"
or offsetting the camera by a fraction of a pixel over a sequence of exposure.
Such a technique was used to obtain photometry of a dense cluster of stars using HST's
WFPC2 camera [35]; it was shown that the detected stellar flux varied by up to 2% as a
function of the fractional pixel position of the stars on the CCD. Acquiring a set of dithered
images and subsequent photometric correction is not a trivial process [70,71]. A similar
technique has been used for astrometry (accurate position determination) to measure the
position of a bright star with a precision of 0.02 pixel [72]. For example, the requirement
on positional determination in real-time centroiding for star tracking or photon counting is
set at 1/16 of a pixel [73].
A measurement program to investigate the variations in sensitivity of focal plane arrays
on a sub-pixel scale has produced such information for a two-phase front-illuminated CCD
[3,4]. Micro- and macroscopic variations in sensitivity can be clearly observed in the pixel
response function (PRF) of the front-illuminated CCD. This PRF has already been used
to demonstrate the effects of sub-pixel sensitivity variations on photometric measurements
in astronomy [74] . The availability of the sub-pixel map of the front-illuminated CCD has
also been successfully applied to correct for the undersampling
of speckle images [75,76].
While the experiment to measure the sensitivity variation of a front-illuminated CCD
on a sub-pixel scale has produced good results, there are number of considerations that
make an alternative approach attractive. One issue is the complexity of the aforementioned
experimental setup. Eleven optical elements were used in a configuration that was basically
a scanning reflecting microscope [3,4]; this setup was
difficult to keep stable and opera
tional. Second, a laser spot much smaller then one pixel was
used as a light source; it was
effectively a delta-function spot, that
could be moved around within a pixel. Even though
a monochromatic light source can be used to minimize the
optical spot size, this also limits
the wavelengths at which measurements could be conveniently
made.
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This work reports on the measurement of sub-pixel sensitivity variations for a
backside-
illuminated CCD. The measurements were made using a robust experimental setup with a
stable broadband light source and two high-precision translation stages. This configuration
permitted utilization of standard astronomical passband filters to make sub-pixel measure
ments. This work also reports on the effect of a non-uniform PRF on aperture photometry
when using a back-illuminated CCD. The results are compared with the work of Kavaldjiev
and Ninkov [3] that discussed the effect when using a front-illuminated CCD to make pho
tometric measurements. In addition, the PRF is used to determine the sub-pixel positional
accuracy that can be obtained for points sources with different optical PSFs.
5.2 Pixel Response Function
The PRF has been previously defined by Kavaldjiev [3,4,74], and this definition included
here for completeness. The point spread function is defined as the shift-invarient response
of the imaging system (a detector array) to an impulsive input (a point source). Similarly,
the pixel response function can be defined as the signal detected by a single pixel when
illuminated by a point source as a function of the position of the source on the array.
The PRF not only describes the sensitivity variations within a pixel, but also includes
information about the cross-talk between neighboring pixels. The signal detected by pixel
(n,m) at illumination wavelength A is given by:
+oo +oo
s(n,m;X)= / // (x,y;X)r (x - np,y - mq;\) dxdy (5.1)
oo oo
where f(x,y;X) is the incident intensity distribution, r(x, y) is the PRF, and p, q are the
pixel pitch in the x- and y-directions, respectively.
The pixel response functions of a Kodak KAF4200 front-illuminated CCD for illumi
nation wavelengths of 488 nm and 633 nmdetermined previously [3,4] are shown in Figure




a light source. The spatial resolution of this experiment was ~ 0.5 um.
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Chapter 6
Experimental measurement of the
pixel response function of a CCD
6.1 Experimental Setup
The CCD to be investigated was a thinned, back-illuminated SITe-502A from Scientific
Imaging Technologies, Inc. This sensor is an array of 512 x 512 24 um square pixels. A
three-stage thermoelectric Peltier cooler chilled the CCD in the camera head. The heat
generated by the cooler was removed by liquid circulating through the heat exchanger.
The heat exchanger was maintained at approximately the same temperature as the liquid
coolant (i.e., at room temperature). The CCD was operated at a stabilized temperature
of -400.1C. The CCD had a measured gain of 5.0 electrons/ADU and a read noise of
&8 electrons (RMS) at a readout rate of 40 kHz. The CCD was read with a Photometries
CE300 camera electronics controller.
The entire CCD camera head was mounted on a Polytec-PI high-precision translation
stage. This stage features positional resolution (the smallest displacement increment) of
0.06 nm and repeatability (the mean positioning error of the positioning procedure) of
0.2 (im. This stage was combined with a Z-axis mounting bracket and a second identical
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Condenser
Figure 6.1: Experimental setup for measurement of the subpixel sensitivity function of a
CCD.
stage to provide multi-axis motion (i.e., row and column translation) as shown in Figure
6.2. The optical spot position remained fixed and the CCD was translated. This approach
minimized the changes in optical aberrations, which would result if the optical components
were displaced.
The experimental setup is illustrated in Figure 6.1. An
Oriel QTH Series stabilized
light source, with a photofeedback system, illuminated the 25 ^mdiameter pinhole as seen
in Figure 6.1. Oriel specifies the absolute stability as better then 0.05% RMS for this
lamp system. The correlated color temperature of the lamp was approximately 3300K. The
required components for this experiment were secured to an optical air table, which itself
stood on an isolated concrete floor. Furthermore, an insulating styrofoam cover was placed
over the entire assembly on the optical table to minimize the effects
of air currents in the
laboratory that could result in mechanical motions or optical effects.
The experimental procedure was carried out in the following sequence. The pinhole
was focused on the CCD using a
GRADIUM lens [77] to form a minimum-sized spot. This
spot was scanned in a stepped raster fashion by moving the CCD, starting in the lower left
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Figure 6.2: Multiple axis combination are combined to form XYZ units. This is accom
plished by three linear positioners (two motorized translation stages and one manual) com
bined with a mounting bracket.
corner of a selected 3x3 CCD pixel sub-array. The spot was stepped horizontally to the
right edge of the scanning region and then moved back to the left to restart the process.
With each new horizontal scan, the spot was moved higher on the scanning region until it
reached the top edge. The geometry of the generalized experiment is shown in Figure 6.3.
The light from the spot was integrated on the CCD and then read out at each spot position.
Nine frames from this set are shown in Figure 6.4, illustrating how the signal at each CCD
pixel varies as a function of the optical spot position.
The scans were performed in four different spectral bands: three broadband and one
narrowband. The broadband filters used were Bessel [78] B, V and I, which are commonly









Figure 6.3: The solid squares represent a 3x3 pixels CCD sub-array. The optical spot
(dark filled circles) is scanned over the array in a raster fashion within the scanning region
(dashed line rectangle) by translating the CCD. The CCD is integrated and read out at
each position.
shown in Figure 6.5. The narrowband filter used in this experiment had a center wavelength
of 470 nm and a full width at half maximum (FWHM) of 7 nm.
The lens used in the experiment had a focal length of 100 mm and a diameter of 40 mm.
A GRADIUM lens (GAD-40-100) was chosen because it offered near diffraction-limited
performance with virtually no chromatic or spherical aberrations. A 30 mm diameter
aperture stop produced a system F/number of 3.95. The calculated FWHM of the optical
spot was 1.7 nm for Bessel B filter, 2.0 um for Bessel V filter, 3.1 fim for Bessel I filter and
1.8 fj,m for the narrowband filter (see Figure 6.6). The spot size reported is the FWHM of
the Airy disk-like pattern.
The CCD was exposed to the incident spot for a specified time at each spot location.
This integration time was chosen to be 5 seconds for all filters except Bessel I for which it
was reduced to 3 seconds to avoid saturation.
The spot was scanned over an area of 52 /j,m x 52 um with 26 x 26 individual scan
points. For each set of scans, bias frames (short dark exposures) were collected and
sub-
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Figure 6.4: Nine CCD frames, 10 x 10 pixels each, are shown for different positions of the
optical spot. A set of 676 frames were obtained in a single subpixel sensitivity scan. From
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Figure 6.5: Transmission curves for the three Bessel filters used in the scanning experi
ment. Also shown is the quantum efficiency (QE) curve for the SITe back-illuminated CCD
obtained from SITe technical device specifications.
tracted during data reduction to remove pixel-to-pixel offset variations.
6.2 Results
The results from the experiment are shown in Figure 6.7. The subpixel sensitivity functions
for B, V, I, and the 470 nm narrow band filter are shown in Figures 6.7(a-d). The contour
plots represent the signal detected by the pixel of interest (POI) when the spot is located
at that position normalized to the peak signal. All four sensitivity maps are for the same
pixel on the CCD array. The optical PSF of the spot has not been removed from these
images. The direction of charge transfer in the column direction is down in all the figures.
Multiple scans were performed on the same pixel of the CCD array to confirm the









Figure 6.6: GRADIUM lens PSF for each filter used in the scanning experiment as cal
culated using the
OSLO Optical Design Software.
scan experiments by presenting three cross-sectional sensitivity plots obtained on different
scans for the same pixel obtained using a Bessel B filter.
As can be seen from the Figure 6.7(a, b, and d), the subpixel sensitivity maps using
these filters exhibit strong symmetry. The maximum sensitivity is near the center of a
pixel, and the lowest sensitivity is observed at the four corners. The sensitivity map of the
Bessel I filter in Figure 6.7(c) is slightly elongated along the row direction. To verify that
the asymmetry observed with the Bessel I filter was a property of the CCD and not due to
the optical configuration, the experiment was repeated with the CCD rotated 90 degrees
relative to the orientation used in the initial experiment. The measured sensitivity again
showed the asymmetry in the same sense.




Figure 6.7: Contour plots of sensitivity functions of one pixel (24 /j,m pitch) measured with
(a) Bessel B filter, (b) Bessel V filter, (c) Bessel I filter, and (d) narrowband 470 nm filter.
Column charge transfer direction is down in all these figures.
response function (PRF) would simply be the signal output from the CCD as a function
of the position of the point source. However, because the optical spot used for these mea
surements is not infinitesimally small, the resulting spatial map of the sensitivity across a
pixel, in Figure 6.7 includes the impulse response of the optical system. This must be de
convolved to yield the experimentally determined PRF. This deconvolution was performed
using the calculated impulse response functions shown in Figure 6.6. The resulting PRFs
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Figure 6.8: Row and Column plots (for the same pixel) for three scans using a Bessel B
filter through the pixel center. The line plots are offset arbitrarily in the vertical direction
to reveal the repeatability of the experiment.
While most of the light from the illuminating optical spot falls within a single pixel,
some signal was detected in adjacent pixels due to incident light (optical crosstalk) and to
the diffusion of carriers within the detector array (diffusion crosstalk). To quantitatively
assess the level of diffusion crosstalk, measurements were made as shown in Figure 6.10.
The filled circle in the figure represents the optical spot. This spot is stepped across the POI
in the x-direction through the geometric
center,'
in a direction away from the adjacent pixel
(POI-1) that is located to the left of the POI. The spot's initial position was at the border
of both pixels (x = 0 lira) so that pixels POI and POI-1 would simultaneously detect equal
signals. The final position of the spot was at the other border of the POI at x = 24 ^m.
A measure of the signal detected in the adjacent pixels (POI-1 and POI-2) is obtained as
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a function of the spot's position on the POI. This result is shown in Figure 6.11 for the
scan performed using the Bessel V filter. The intensity in Figure 6.11 is normalized by the
maximum signal detected in the POI. The crosstalk measured in the adjacent pixel (POI-1)
is represented using triangles, and the crosstalk measured in the next pixel over (POI-2)
is represented with squares. The data plotted with diamonds in Figure 6.11 corresponds
to the expected optical crosstalk that was obtained using the modeled optical PSF (Figure
6.6). The expected optical crosstalk is calculated by integrating the actual optical PSF
across the adjacent pixel (POI-1) as the optical spot is stepped through the center of the
pixel of interest (Figure 6.10). The detector crosstalk is then determined by subtracting the
expected optical crosstalk from the measured crosstalk. The resultant detector crosstalk
only is shown in Figure 6.12 for spot positions that are far enough from the edge (> 5 /xm)






Figure 6.9: Experimentally determined pixel response function measured for a back-
illuminated CCD with (a) Bessel B filter, (b) Bessel V filter, (c) Bessel I filter, and (d)







Figure 6.10: Geometry of crosstalk measurement. The signal is detected in the adjacent
pixels when the optical spot (filled circle) is stepped in the x-direction through the center
of the pixel of interest.
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Figure 6.11: Measured crosstalk along a CCD row using a Bessel V filter is plotted with
triangles for the adjacent pixel (POI-1) and with squares for the next pixel over (POI-2).
The expected optical crosstalk is plotted with diamonds.
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Figure 6.12: Detector crosstalk as a function of distance from the spot (um). The ordinate
represents the percent crosstalk of the maximum signal detected in the POI.
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Chapter 7
Influence of non-uniform pixel
response on measurement accuracy
7.1 Aperture Photometry
CCDs are used in astronomy to determine the flux associated with objects in a scene.
This most often involves determining the brightness of stars (in the magnitude system)
through a set of standard bandpass filters this procedure is referred to as photometry
by astronomers. The dominant filter system used, for wavelengths between 350 nm and 1
micron, is the UBVRI system [78]. CCD photometry (i.e., determination of the integrated
brightness of individual stars in an image of a field of stars) is usually accomplished using
one of two methods: synthetic digital aperture photometry or point-spread function fitting.
This paper will consider only the more straightforward technique of aperture photometry.
Da Costa [2] describes the basic techniques of CCD aperture photometry in his in
formative review article. This approach basically sums all counts in all pixels within an
aperture containing most of the flux from a star to
estimate the brightness of that star. It
is a straightforward process in theory but complications arise due to various noise sources,
as outlined by Gilliland [24] . The effect of many of these noise sources can be minimized or
79
eliminated through the proper application of data reduction techniques. One uncertainty
only recently considered is non-uniform CCD pixel response. As can be seen from the Equa
tion 5.1, the signal detected by a single pixel will be the product of the PRF and the star's
flux distribution on the detector array. If the PRF is uniform (ideal case), this product
is independent of the location of the star on the pixel because the signal distribution is
multiplied by a constant value. For a non-uniform PRF the signal measured will depend
on the location of the star's center relative to the pixel boundaries. As the PSF is more
oversampled, the signal is averaged over more pixels, and the photometric uncertainty is
reduced.
It is useful to define a metric that quantifies the variation in photometric signal as
a function of image position [74]. As the input image is shifted across a pixel, the total
photometric signal is computed within a defined aperture for each shift:
s = j2^m) n7-1)
n,m
where s(n,m) is the detected signal through a spectral filter as follows
from Equation 5.1.
The shift error o-shift is defined as the standard deviation of the signal S, normalized
by the average signal:
ff,Uft=^m m
7.1.1 Shift error computation
In order to study the effect of a non-uniform
PRF on aperture photometry, the detection of a
point source was simulated for the case of a back-illuminated CCD using the experimentally
measured PRF. The shift error was computed for two input optical PSFs for stars. The
first case used a radial Gaussian distribution:
-41n(2)^ ,
f{x,y\w) = e\ (7.3)
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where f(x, y) is the intensity distribution of a point source, w is the FWHM of the Gaussian
intensity distribution on the CCD measured in pixels. A Gaussian model is considered
because it is a good approximation to the observed optical PSF for ground-based telescopic
observations of stars. It should be noted, however, that better, more complex models of
atmospheric PSF exist (for example, see Ref. 79).
The second optical PSF considered was a radial Airy function:
f(x,y-,W)=(^1), p=^V^T? (7.4)
where f(x, y) represents the ideal optical PSF of a diffraction-limited optical system, J: (. . .)
is the first-order Bessel function of the first kind, vjq is the location of its first zero, and w
is the normalized radius of a point source in the input image.
The detected signal was calculated as follows:
+00 +00
s(n,m;x0,y0;w,X)
= / f (x - x0,y - yo;w,X) r(x - npx,y - mpy;X) dxdy (7.5)
00 00
where r(x, y, X) is the experimentallymeasured PRF, (n, m) are the coordinate of the specific
pixel of interest, (px,py) is the pixel pitch in the x- and y-directions respectively, (xo,j/o)
defines the subpixel offset of the input function with respect to the pixel grid on the detector
array, and A is the wavelength of illumination.
To compute the shift error for a given input image, detected images are computed
over a range of offsets (xo,yo) of the image with respect to the pixel grid (Eq. 5.1). The
integrated signal is calculated at each offset (Eq. 7.1). The aperture over which the signal
was summed was a box of constant size 32 by 32 pixels. This box size was selected since
the excluded energy for both input functions was less then 1%. This deficiency is the result
of summing the energy from both PSFs
which actually have an infinite extent in a finite
window or aperture. For each PSF w, the shift error, is calculated according to Equation
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7.2. The shift errors were calculated for PRFs that were experimentally measured using the
Bessel V and I filters.
7.1.2 Results
The results of the effect of shifts on photometric measurements for the Bessel V filter
are summarized in Figure 7.1. The shift error is presented for cases ranging from severe
undersampling (w = 0.2 pixels) to oversampling (w = 3 pixels) of the PSF. The pixel
containing the peak intensity of the optical PSF is always assumed to have a completely
full potential well. This full well capacity was assumed to be 350,000 electrons, which is the
specification for the SITe-502A CCD. The read noise of w 8 electron rms expected for this
CCD does not significantly affect the results in this simulation because the images are always
dominated by shot noise. The signal-to-noise ratio for a Gaussian input image considering
only the effect of Poisson shot noise is also included in Figure 7.1. The calculated shot noise
is normalized by the contribution from each pixel that contains signal. Figure 7.1 reveals
that shot noise is never the dominant uncertainty in the undersampled region regardless
of the form of the PSF. For w less then 1.1 pixels for an Airy input function and for w
less then 0.8 pixels for a Gaussian input function, the errors introduced by the non-uniform
PRF are always the limiting factor to photometric precision.
Figure 7.1 illustrates the decrease in the shift error as more pixels get involved in
signal detection. For a Gaussian input image, the shift error declines monotonically due
to the smooth monotonic decline of the Gaussian function regardless of its width. The
shift error for an Airy function has three distinct regions: (1) the decline is very slow in the
undersampled region (up to w = 1.1), (2) the shift error rapidly decreases to
IO-6
between w
values of 1.1 and 1.3, (3) for w > 1.3 the shift error starts to oscillate with very slow overall
decline. These oscillations are related to the quasi-periodic nature of the Bessel function,
which is characterized by the asymptotic function Ji(p) for p 3/8 as follows [80]:
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Figure 7.1: Shift error for Airy (dashed line) and Gaussian (solid line) input optical PSFs
as a function of the image size(w). The experimentally measured PRF using the Bessel V
filter was used in this simulation. For a shot-noise limited image, the uncertainty is shown
by a dotted line, normalized by the shot noise contribution from signal pixels.
A small wavelength dependence is observed in the experimentally measured PRFs for
the back-illuminated CCD as shown in Figure 8. Therefore, it is expected that the shift
error will also depend on the input wavelength. Figure 7.2 shows the shift error calculated
with the experimentally measured PRFs for the Bessel V
and I filters.
Of interest to astronomers (and others) is whether one type of CCD has an inherent
advantage when making photometric
measurements. For this purpose, the shift error for
the two CCDs were compared. A Kodak KF4200 front-illuminated CCD and the
SITe-
502A back-illuminated CCD were used. Figure 7.3 compares the photometric shift error for
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the back-illuminated and front-illuminated CCDs when using a Gaussian input function.
Compared to the front-illuminated PRF, the back-illuminated PRF has a very strong sym
metrical form and a significant decrease in the magnitude of the spatial variations as can
be seen in Figure 5.1. This difference illuminates why a
back-illuminated CCD is seen to be
slightly superior to a front-illuminated CCD for photometric measurements of undersampled
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Figure 7.2: Shift error dependence on wavelength. Gaussian input is used in figure (a) for
























Figure 7.3: Shift error comparison for back-illuminated and front-illuminated CCD. The
input optical function used was of a Gaussian form.
7.2 Astrometry
Astrometry is the determination of positions of individual stars relative to the others in the
field of view. Stars usually have well-defined and symmetric PSFs from which the position
can be determined, by either centroiding or PSF fitting. This paper will consider only the
use of centroiding [55] .
Errors in centroid accuracy have a direct effect on astrometry. This is not a problem
in photometry, which is only affected indirectly since slightly inaccurate centroid coordi
nates only slightly change the total flux summed within a chosen aperture. An aperture
correction can be applied to determine the true total flux. This correction is computed from
a growth curve, which is a plot of intensity within a given aperture versus aperture size.
The aperture correction is simply the difference between the asymptotic intensity and the
intensity measured with the specific aperture size.
The accuracy of a stellar-image centroiding as a function of its image position can
be quantified by defining the rms error of a positional shift. A pair of computed image
centroid coordinates (x, y) is computed for each set of true center coordinates for the input
star (x0,y0), where x0,y0 are subpixel shifts of the stellar image across a single pixel. The




The positional shift rms error is defined as the standard deviation of the distance D:
arms
= ^Var(D) (7.8)
7.2.1 Shift rms error computation
In order to investigate the centroiding accuracy using the experimentally obtained PRFs
for CCDs, the steps outlined in Section 4 were followed.
To determine the shift rms error
for a given input image, detected images are computed for different offsets (x0, y0) of the
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image with respect to the pixel grid. The distance between the true and computed centroid
coordinates was calculated for each offset. The x and y values (x,y) of the centroid of the









The photometric shift error will always be zero if the PRF is uniform, irrespective of whether
the PSF is undersampled or oversampled. The astrometric shift rms error, however, will
always be greater than zero even in the case of a uniform PRF This observation is illustrated
in Figure 7.4. Figures 7.5 and 7.6 show positional shift rms errors computed for back- and
front-illuminated devices using experimentally measured PRFs. When a Gaussian input
function is used, the positional shift rms error for undersampled images is significant. This
error decreases rapidly as the image is oversampled. When an Airy input function is used,
the errors in the undersampled region are also significant. However, in this case, as the
images become increasingly oversampled, the error initially drops quickly and then oscillates
around some slowly decreasing level as seen in Figure 7.6. This behavior is due to the larger
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Figure 7.4: Positional shift rms errors for Gaussian (solid line) and Airy (dashed line) input

























































Figure 7.5: Positional shift rms error computed for a Gaussian input function for different
spectral regions. In part (a) the back-illuminated PRFs are used, and in part (b) the

















































Figure 7.6: Positional shift rms error computed for an Airy input function for different
spectral regions. In part (a) the back-illuminated PRFs are used, and in part (b) the
front-illuminated PRFs are used.
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7.3 Pixel Center Position
The knowledge of the exact location of the optical center of a pixel is important in imag
ing and spectroscopic applications of CCDs. A convenient assumption is that the optical
and geometric centers of each pixel are coincident (as determined from fabrication tech
niques) and that this position does not change with illuminating wavelength. To test this
hypothesis, the experimental setup that was previously used to measure the PRF of a
back-illuminated CCD was now used to consecutively scan individual pixels at different
illumination wavelengths. Four narrow-band filters were used in this experiment to select
illumination wavelengths, and they are listed in Table 7.1.
To measure the difference in pixel center location as a function of the wavelength of
illumination, three successive scans of a pixel using various combinations of narrow-band
filters pairs were performed. The following procedure was adopted for the measurements:
The pixel of interest was scanned with the reference filter to determine the center of
the reference pixel.
At the conclusion of this first scan, a different spectral filter was inserted.
The CCD was refocused using a manual positioning stage.
The pixel of interest was scanned with the second filter.
At the conclusion of the second scan, the second filter was removed and replaced
with
the original filter.
The CCD was refocused
The pixel of interest was scanned again with the
reference filter.
The first and third scans (i. e. taken with the same reference
spectral filter) were
compared. The data were discarded if the difference in the measured pixel center





Figure 7.7: Optical pixel center variation as a function of the illumination wavelength. Open
symbols show measurements referenced with respect to the center position obtained using
a 400 nm filter. Filled symbols show measurements referenced with respect to a 470 nm










Table 7.1: Four narrow-band filters used in the pixel center position experiment.
Pixel sensitivity maps for each spectral filter were constructed from the scans. To
extract the center location of the pixel, all maps were first interpolated from the coarse
sampling grid (26 x 26) to a finer one (130 x 130) using cubic convolution. The interpolated
data were then fitted using a nonlinear least-squares method to obtain an accurate center
position of the sensitivity distribution. One-sigma uncertainties for the image center position
were also computed.
The optical pixel center positions as a function of wavelength are presented in Figure
7.7. Open symbols show the results where a narrowband filter centered at 400 nm was used
as the reference; i.e., the image center position for the other filters were measured with
respect to it. The zero point for 400 nm is arbitrarily located at the origin on the graph.
Filled symbols represent the measurements made using the 470 nm filter as reference. The
zero point for 470 nm is determined by comparing it to the 400 nm filter (400 nm
- 470 nm
pair measurements were made).
7.4 Discussion
The pixel sensitivity function and pixel response function for a back-illuminated CCD are
symmetrical, which is a very different
situation from that found for a front-illuminated
device. Transmittance nonuniformity due to the overlaying gate structure is a major influ
ence on the subpixel sensitivity of a
front-illuminated CCD. Lack of such nonuniformities is
manifested in the smaller magnitude of spatial variations found in the response function for
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pixels on a back-illuminated CCD. Furthermore, the strong wavelength dependence evident
in the front-illuminated PRF is virtually absent for the blue and green wavelength PRFs
for the back-illuminated CCD. Only at red wavelengths does the PRF differ slightly for the
back-illuminated CCD. The elongated sensitivity function in Figure 6.7(c) obtained from
measurements made using the Bessel I filter translates into a boxy-looking PRF shown in
Figure 6.9(c). The observed difference may be explained by the smaller absorption coef
ficient for longer wavelengths (red) photons in silicon leading to photocarrier generation
throughout the silicon layer, including the depletion region, and therefore more direct col
lection of charge carriers under the gate. Blue photon's on the other hand are absorbed
near the back surface and diffuse before being collected. The increased direct collection at
red wavelengths emphasizes the rectangular gate structure in the sensitivity maps discussed
above.
Another important parameter is the crosstalk between pixels. No significant difference
was observed between the crosstalk detected along the column and the rows. The optical
crosstalk arising from the finite spot source size and the extended intensity distribution of
the optical spot is coupled with the effects of diffusion in the silicon. The contribution to the
measured overall crosstalk from the optical crosstalk is shown in Figure 6.11. The difference
between the measured crosstalk and the expected crosstalk from the actual optical PSF, as
seen in Figure 6.12, can be most likely attributed to diffusion.
The above crosstalk comparison was made with theoretical calculations using the OSLO
Optical Design Software. However, to make the diffusion crosstalk claims more substance,
it would have been desirable to measure the spot size at the focal plane with a spot scanner.
Unfortunately, no such apparatus was available during the laboratory testing phase of this
dissertation. A better understanding of diffusion-related spatial performance degradation is
clearly needed. This information would be invaluable to lens
designers who are required to
match an optical system to a given sensor such that the imaging optics do not outperform
the sensor.
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The subpixel sensitivity of both front-illuminated and back-illuminated devices un
equivocally show dependence on illumination wavelength. Therefore, the optical center of a
pixel can also be expected to vary with illumination wavelength. An experimental setup was
used to measure this dependence. Successive scans of a single pixel of a back-illuminated
CCD with various filters provide evidence that the position of the pixel's center varies as a
function of incident wavelength of light. For a SITe-502A 512 x 512 back-illuminated CCD
with 24 /j,m square pixels, the position of the optical center varied as much as 30% of the
pixel pitch between near-infrared (905 nm) and blue (400 nm) wavelengths.
7.5 Conclusions
The spatial subpixel sensitivity and the pixel crosstalk of a backside-illuminated CCD detec
tor were measured using a stable broadband light source and two high-precision translation
stages. The measurements were performed using four different filters (three broadband and
one narrowband). A nonuniform symmetrical subpixel sensitivity was observed. Crosstalk
was detected in adjacent pixels that is attributed to the detector itself, most probably due
to diffusion.
It has been demonstrated that a nonuniform CCD pixel response contributes to un
certainty in measurements for both aperture photometry and astrometry. The magnitude
of the uncertainty for aperture photometry was calculated for a back-illuminated CCD and
then compared to that previously found for a front-illuminated CCD. The error was signif
icant in the case of undersampled images. The uncertainty in position determination was
also calculated for both types of CCDs and a similar result was found. In both cases it
has been shown that a back-illuminated CCD is slightly superior in performance to a
front-
illuminated CCD. Additionally, since the nonuniform pixel response depends on wavelength,
so must the position of the center of sensitivity of a pixel (the optical center) .
To the author's knowledge, the pixel response functions have been measured for only
two devices: a front-illuminated CCD [3, 4], and a back-illuminated CCD. Clearly, the
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importance of such information is yet to be fully appreciated by the scientific community.
As the demands for high-precision quantities obtainable with CCDs continue to grow, the
availability of the pixel response function will become an essential part of data analysis if




A.l Macros for Photometric Precision Measurements
The macro myseq.cmd was written for PMIS version 3.5 and higher. Upon execution it
prompts the user for the exposure time of single frames, and then the number of frames to
acquire. This number is the number of saved frames, i.e., the sum of 100 individual frames.
How many frames are added together and saved is controlled by addsave . cmd, which is




- - PMIS macro Al Piterman March 1999
3
4 *** Turn these off when not debugging to improve efficiency
5 flag echo off
6 flag s off
7
8 sysget text "Enter the exposure
time:" "(seconds!)"




13 vdefine len tvalue
14 vdefine len <31en*1000
15








20 vdefine passes tvalue
21
22 *** Show and update the progress display
23 progress create @passes-l "Taking @passes Object
Frames"
24
25 vdefine pos 0
26
27 * flag critical on
28 flag break on
29
30 *** Begin the main loop ***
31 loop Opasses




36 *** go to the secondary loop
37 addsave . cmd
38







46 export fits biasOl
47 bias
48 export fits bias02
49 bias
so export fits bias03
si bias
52 export fits bias04
53 bias
54 export fits bias05
55 bias
56 export fits bias06
57 bias
58 export fits bias07
59 bias
60 export fits bias08
6i bias
62 export fits bias09
63 bias
64 export fits biaslO
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i *** define internal 32 bit image buffer
2 vdefine col image. cols
3 vdefine row image. rows
4 i32size @col Qrow
















21 * divide by 100
22 i32/ 100
23 * transfer the lower 16 bits of the image buffer to the current image
24 i321ow
25
























42 *** record exposure time
43 vdefine tmp o. time/1000.0
44 fitscard EXPTIME R Otmp
45
46 *** record CCD gain
47 vdefine tmp o.gain
48 fitscard PMISGAIN I @tmp
49
so *** record the temperature
si * ctemp
52 * vdefine tmp rvalue
53 * fitscard TEMP R Otmp
54
55 *** record CCD scale
56 fitscard COMMENT String "The average of 100
images"
57
58 EXPORT FITS Of ile 0
59 fitscard clear
A.2 Macros for Subpixel Sensitivity Measurements
Translating and integration of a CCD was accomplished with two macros. Since the trans
lation stage controller only required commands sent through a serial port, it could be done
within PMIS, thus simplifying the experimental design. The main level macro scan2d.cmd
is responsible for initializing and controlling the scanning process, while the secondarymacro
takel . cmd integrates the CCD and saves the data file.
scan2d. cmd
i *** Scan2d - - PMIS macro Al Piterman June 1999
2 *** move PI translation stages and integrate
3
4 flag echo off
5 flag s off
6
7 *** first open com port 2: 9600 baud, 8 data bits, no parity, 1 stop bit
8 comopen 1 9600 8 0 0
9
io sysget text "Enter the exposure
time:" " (seconds
O"





is vdefine len tvalue
i6 vdefine len @len*1000
17
is sysget text "How many
shifts?"
"Enter Number of Horizontal
Shifts"
19 if ! tvalue
20 return all
21 endif
22 vdefine hor tvalue
23
24 sysget text "How many
shifts?"
"Enter Number of Vertical
Shifts"
25 if ! tvalue
26 return all
27 endif
28 vdefine ver tvalue
29
30 vdefine passes @hor*@ver
31 progress create @passes-l "Taking (Spasses Object
Frames"
32 vdefine pos 0
33 vdefine last @passes-l
34
35 delay 10000
36 *** main loop
37 loop Opasses
38 progress value @pos
39





























66 *** last image at the starting point
















83 *** Get the image***









































19 *** record exposure time
20 vdefine tmp o .time/1000 . 0
21 fitscard EXPTIME R Otmp
22
23 *** record CCD gain
24 vdefine tmp o.gain
25 fitscard PMISGAIN I Stmp
26





B.l Procedures for Photometric Precision Measurements
After measuring aperture photometry on each frame in IRAF, the following IDL program
star_compute.pro was written to assemble a relative light curve for each star, which is
normalized by the average light flux for all stars in the frame.
1 pro star_compute, stars, frames, infile, star, output=output
2
3 ;*** Inputs:
4 ; Stars the number of stars per frame
5 ; Frames the total number of frames
Infile the file that contains the 3-column data
Star for which star to compute
output set this keyword if the PS output is desired
9
io ;open the file with the data (in 3 columns), and read it into a
n variable ; xcenter ycenter sum file format
12
13 if N_params() LT 4 then begin
14 print, 'Syntax
- STAR.COMPUTE









= indgen (frames) data = dblarr(3, stars*frames)
21
22 openr, lun, infile, /get_lun readf , lun, data free_lun, Tun
105
23
24 data = reform(data, 3, stars, frames)
25
26 ;first save the uncorrected data openw, lun, 'uncor_illum.dat',
27 /get_lun
28 uncor = transpose( reform(data(2, star ,*) .frames) )
29 printf, lun, uncor
30 free_lun, lun
31
32 ; Plot the uncorrected data plot, number, uncor, title='Star
'
+





35 /ynozero, xtitle= 'Image Number', ytitle=' Raw Brightness'
36
37 for i=0,frames-l do begin
38 mean = avg( data(2, *, i) )
39 data(2,*,i) = data (2, *,i) /mean
40 endfor
41
42 ; save the photometry data in a separate file for star picked
43 earlier openw, lun, 'illum.dat', /get_lun
44 normalized = transpose( reform(data(2, star ,*) .frames) )
45 printf, lun, normalized
46 free_lun, lun
47






52 plot, number, normalized, title='Star
'











57 ; save the x-coordinates openw, lun, 'xvar.dat', /get_lun
58 xcenter = transpose( reform( data(0, star,*) .frames) )




63 plot, number, xcenter, title='X Image motion for star
'
$
64 + strn(star+l) , $





67 ; save the y-coordinates openw, lun, 'yvar.dat', /get_lun
68 ycenter
= transpose( reform(data(l .star ,*) .frames))
69 printf, lun, ycenter
70 free_lun, lun
71




73 + strn(star+l) , $
74 /ynozero, xtitle= 'Image Number', ytitle= ' Pixels ' , psym=10
75
76 IP.MULTI = 0
77
78 ; . Save the
79 plot in PS ;
so if keyword_set( output ) then begin
si SET_PL0T,
'PS'
82 IP.MULTI = [0,2,2,0,1]
83 ! P. FONT = 0
84 DEVICE, filename= 'stability.ps', /TIMES
85
se plot, number, uncor, title='Star
'




88 /ynozero, xtitle= 'Image Number', yt itle='Raw Brightness '
89
90 plot, number, normalized, title='Star
'









94 plot, number, xcenter, title='X Image motion for star
'
$
95 + strn(star+l) , $
96 /ynozero, xtitle= 'Image Number', ytitle='Pixels' , psym=10
97
98 plot, number, ycenter, title='Y Image motion for star
'
$
99 + strn(star+l) , $
100 /ynozero, xtitle= 'Image Number', ytitle='Pixels' , psym=10
101
102 device, /close
103 ! P. FONT = 1






B.2 Procedures for Subpixel Sensitivity Measurements
The program spotscan.pro was written in IDL to analyze the analyze the CCD frames
after the spot scan had been performed.
spotscan.pro
i pro spotscan, ver, hor, max_ind, save=save
2 ;*** View the results from a CCD pixel spot scan
3
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4 pts = ver*hor suf =
'.fit' j=0 k=0 im = lonarr(ver, hor)
5
6 for i=0,pts-l do begin
7 if ( i It 10) then name =
'imOOOO' + strn(i) + suf $
8 else if( i It 100) then name =
'imOOO'
+ strn(i) + suf
9 else if ( i It 1000) then name =
'imOO'
+ strn(i) + suf
10
n a = readf its (name)
12 if ( (i MOD hor) EQ 0 AND i NE 0) then begin
13 k = k+1
14 j=0
is endif
16 im(j,k) = a(max_ind)
17 j=j + l
is endfor
19
20 surface, float (im)/max(im)
21
22 IF keyword_set(save) THEN BEGIN
23 im = f loat(im)/max(im)




The crosstalk was computed using xtalk.pro procedure.
xtalk.pro
i pro xtalk, pixel, grid, direction
= direction, rev = rev,
2 output=output
3
4 ; Evaluate the crosstalk in the CCD
5
6 if N_params() LT 2 then begin
7 print, 'Syntax
-





n if not keyword_set (direction) then direction =
'r'
12
13 ; get all the filenames into one array spawn, 'Is
-1 im*. fits',
14 list nf = size (list) nf = nf (1) j






is for i=0, nf-2 do begin
19 a
= readf its (list [i] , /silent)
20 if ( max_value LT a [pixel]) then max_value
= a [pixel]
2i if ( (i MOD hor) EQ 0 AND i NE 0) then begin
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22 k = k+1
23 j=0
24 endif





30 names = names ( 6:18,5:17 ) ; << change for each case >> a =
31 readf its(list[0] ,h, /silent)
32
33 diml = sxpar(h, 'NAXIS1') col
= pixel/diml row = pixel
- (diml*col)
34
35 if ( grid EQ 13) then begin
36 grid = grid~2
37 xc = 24
38 yc = 24
39 stop
= 24
40 endif else begin









47 pixl = fltarr(2,grid) pix2 = pixl pix3 = pixl if (keyword_set(rev))
48 then begin




52 ;*** Crosstalk to the right of the scanned pixel if (direction EQ
53 'r ') then begin
54 for i=0,grid-l do begin
55 a = readf its ( names [i] , /silent)
56
57 pixl(O.i)
= sqrt( (xc+12)~2 + (yc-12)~2) ; distance
58 pixl(l,i)
= a(row+l,col) ; value
59 if (keyword_set(rev)) then begin
so pix2(0,i)
=
sqrt( (xc-12)~2 + (yc-12)~2) + 24 ; distance
6i endif else begin
62 pix2(0,i)





= sqrt( (xc+12)~2 + (yc-12)~2) + 48 ; distance
ee pix3(l,i)
= a(row+3,col)




if ( grid EQ 13~2) then xc
= 24 else xc = 22
yc = yc-2
endif else xc= xc-2
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7i endfor











78 xc = 0
79 for i=0,grid-l do begin
so a = readf its ( names [i] )
81
82 pixl(0,i) = sqrt( (xc+12)~2 + (yc-12)~2) ; distance
83 pixl(l,i) = a(row-l,col) ; value
84 pix2(0,i)
=










88 if ( xc EQ stop) then begin
89 xc = 0
90 yc = yc-2
91 endif else xc= xc+2
92 endfor





97 ;*** Crosstalk above the scanned pixel if (direction EQ 'u') then
98 begin
99 yc = 0
100 for i=0,grid-l do begin




















109 if ( xc EQ 0) then begin
no if ( grid EQ 13~2) then xc = 24 else xc = 22
in yc = yc+2
112 endif else xc= xc-2
113 endfor






118 ;*** Crosstalk below the scanned pixel if (direction EQ 'd') then
119 begin
110
120 for i=0,grid-l do begin




















129 if ( xc EQ 0) then begin
130 if ( grid EQ 13"2) then xc = 24 else xc = 22
131 yc = yc-2
132 endif else xc= xc-2
133 endfor






139 plot, pix3(0,*), pix3(l,*)/max_value, xrange=[0,max(pix3(0,*))] , $
140 yrange=[0,max(pixl(l,*))/max_value] , psym=4, title
= ti
141 oplot, pix2(0,*), pix2(l,*)/max_value, psym=4 oplot, pixl(0,*).
142 pixl(l,*)/max_value, psym=4 plots, [36,36],
143 [0,max(pixl(l,*))/max_value] , linestyle=2 plots, [60,60],
144 [0,max (pixl ( 1, *)) /max_value] , linestyle=2
145
146 ; ; Save the
147 plot in PS ;
148 if keyword_set( output ) then begin
149 SET_PL0T,
'PS'
iso I P. FONT = 0
151 DEVICE, filename= name, /TIMES, /encapsulated
152
153 plot, pix3(0,*), pix3(l,*)/max_value,
xrange= [0,max(pix3(0,*))]
154 yrange=[0,max(pixl(l,*))/max_value] , psym=4, title
= ti
155 oplot, pix2(0,*), pix2(l,*)/max_value, psym=4
156 oplot, pixl(0,*), pixl(l,*)/max_value, psym=4
157 plots, [36,36], [0,max(pixl(l,*))/max_value] , linestyle=2




162 IP. FONT = -1
163 IP.MULTI = 0





The following program, photom_error.pro, is an example of how photometric error
was computed. Different input functions were used, as well as the pixel response functions.
1 pro photom_error
2
3 ; Compute the incertainty that is introduced by non-uniform
4 ; CCD pixel response into the photometric measurements
5
e ; Read in the PRF file (64x64)
7 prf = readf its ('V_map_prf .fits')
s prf
= prf (2:61,2:61)





12 ; make a ccd array
13 pix = 34
14 ccd = dblarr(pix*sz,pix*sz)
15 for i=0,pix-l do begin
16 for j=0,pix-l do begin
17 xs = i*sz & xt = ((i+l)*sz)-l
is ys = j*sz & yt = ((j+l)*sz)-l
19 ccd[xs :xt ,ys :yt]
= double ( prf )
20 endfor
21 endfor
22 print, 'Done creating CCD
array...'
23
24 signal = dblarr (sz*sz)
25 minrad = 0.2




28 len = ( (maxrad-minrad)/step) + 1
29 sigma = dblarr (len)
30 delta = dblarr (len)
31 ind = 0
32
33 for i=minrad,maxrad, step do begin
34 psf = double( my_psf_gaussian(npixel=pix*sz, fwhm=[i*sz] ,
35 centroid=[((pix/2)*sz) , ((pix/2) *sz)] , /normal) )
36 for xsh=0,sz-l do begin














stddev(signal, /double) /mean(signal, /double)
112
46 delta[ind] = (max(signal)-min(signal) )/avg(signal)
47 ind = ind+1







52 plot, x, sigma, /ylog
53
54 result = f ltarr(2,len)
55 result [0,*] = x




59 printf, 1, result
60 close, 1
61
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