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VANISHING VISCOSITY LIMIT TO VORTEX SHEET
FOR THE ISENTROPIC COMPRESSIBLE
CIRCULARLY SYMMETRIC 2D FLOW
Helong Lu
Abstract. In this paper, we consider the small viscosity limit problem for the isentropic
compressible Navier-Stokes equations in a 2D exterior domain with impermeable boundary
conditions , and the corresponding Euler equations have vortex sheet solutions. We obtain
that away from the boundary and the contact discontinuous the isentropic compressible
viscous flow can be approximated by the corresponding inviscid flow, near the boundary
(the contact discontinuous) there is a boundary layer (vortex layer)for the angular velocity
in the leading order expansion of solution, while the radial velocity and the pressure do
not have boundary layers (vortex layers) in the leading order. We rigorously justify the
asymptotic behavior of solutions in the L∞ space for the small viscosities limit in the
Lagrangian coordinates.
key words. boundary layer, vortex sheet, vortex layer, compressible viscous flows,
circularly symmetric
1. Introduction
We consider the compressible viscous flow in 2-D domain.
(1.1)

∂tρ
ǫ + div(ρǫuǫ) = 0,
ρǫ{∂tuǫ + (uǫ · ∇)uǫ}+∇pǫ = ǫ{µ∆uǫ + (λ+ µ)∇(divuǫ)}.
.
where ρǫ, pǫ = 1
γ
(ρǫ)γ , and uǫ = (uǫ, vǫ)T denote the fluid density, the pressure and the
velocity, respectively; λ and µ are constants viscosity coefficients, λ+ µ > 0 and µ > 0.
Let Ω ⊆ R2, and suppose that the flow is occupied in Ω, (ρǫ,uǫ) |t=0= (ρ0,uǫ0)(x).
and the boundary condition
(1.2) uǫ · n = 0, uǫ · τ = uǫτ , t > 0, x ∈ ∂Ω.
We are interested in the asymptotic behavior of the flow described by the problem (1.1)-
(1.2),when the viscosity coefficients tends to zero. Formally let ǫ→ 0, we have Euler system:
(1.3)

∂tρ+ div(ρu) = 0,
ρ(∂tu+ u · ∇u) +∇p = 0,
(ρ,u)|t=0 = (ρ0,u0)(x),
u · n = 0.
and there isn’t any constraint on the tangential velocity field on the boundary ∂Ω for the
compressible inviscid flow. Thus, it is quiet different from the boundary conditions (1.2) for
viscous flow. This kind of inconsistent boundary conditions between the viscous flow and the
inviscid flow gives rise to a very thin layer near the boundary for the small viscosities limit,and
this layer is known as the boundary layer,in which the behavior of flow changes dramatically.
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To study the behavior of boundary layers is a very interesting and classical problem in the
fluid mechanics.
the boundary layer problem for incompressible flow with nonslip boundary condition was
studied by Prandtl first in 1904. Prandtl [19] studied the small viscosity limit for the incom-
pressible Navier-Stokes equations with the nonslip boundary condition and formally derived
that the boundary layer is described by a degenerate parabolic-elliptic coupled system which
is so-called Prandtl equations. There have been many interesting results on the well-posedness
or ill-posedness of the Prandtl equations, one can see [1, 3, 4, 6, 7, 8, 17, 18, 31] ,for instance,
and there also some works devoted to the validity of boundary layer theory, see [16, 22, 23, 26],
for instance.
There are a few results about the small viscosity limit for the compressible flow, as it is
even more complicated than the incompressible case, see [13, 30, 28, 20, 27].
We are interest in circularly symmetric solution of the form:
ρǫ(t, x) = ρ˜ǫ(t, r), uǫ(t, x) = (u˜ǫ, v˜ǫ)T (t, r), pǫ(t, x) = p˜ǫ(t, r) t > 0, r > a.
where uǫ, vǫ denote the radial and angular component of the velocity,respectively; and the
compressible inviscid flow admits a vortex sheet solution.
For the inviscid flow containing shock or rarefaction waves, see [5, 12, 29, 32, 33, 34],for
instance. In the case that the solutions to the Euler system containing contact discontinuity
is much more subtle, see [9, 10, 14], for instance. Here we consider the compressible inviscid
flow admits a vortex sheet solution, but ignore the initial layer by construct a special initial
smooth data for the viscous flow.
This paper is organized as follows. First, in section 2, we prove the local existence of
vortex sheet, and then in section 3, we rewrite the problem in lagrangian coordinates and
then formally derive asymptotic expansions of solutions w.r.t.ǫ and deduce problems of outer
expansion profiles, boundary layer profiles and vortex layer profiles by multi-scale analysis.
in section 4, we give the well-posedness of problems for boundary layer profiles, vortex layer
profiles and outer expansion profiles of solutions. In section 5, we study the stability of vortex
layers and boundary layers, and then rigorously justify the asymptotic expansions for the
small viscosity limit.
2. local existence of vortex sheet
We rewrite the equation (1.1) in circularly symmetric form:
(2.1)

∂tρ
ǫ + ∂r(ρ
ǫuǫ) + ρ
ǫ
r
uǫ = 0,
ρǫ(∂tu
ǫ + uǫ∂ru
ǫ) + ∂rp
ǫ − ρǫ
r
(vǫ)2 = ǫ(λ+ 2µ){∂2ruǫ + 1r (∂ruǫ − u
ǫ
r
)},
ρǫ(∂tv
ǫ + u∂rv
ǫ) + ρ
ǫ
r
uǫvǫ = ǫµ{∂2rvǫ + 1r (∂rvǫ − v
ǫ
r
)},
Formally we have the compressible inviscid flow, described by the Euler system:
(2.2)

∂tρ+ ∂r(ρu) +
ρ
r
u = 0,
ρ(∂tu+ u∂ru) + ∂rp− ρr v2 = 0,
ρ(∂tv + u∂rv) +
ρ
r
uv = 0,
At first we consider the system (2.2) admits a piecewise smooth solution.Then (2.2) can
written as the balance laws
(2.3)

∂t(rρ) + ∂r(rρu) = 0,
∂t(ρu) + ∂r(ρu
2 + p)− ρ
r
(v2 − u2) = 0,
∂t(ρv) + ∂r(ρuv) +
2ρ
r
uv = 0,
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For a piecewise smooth solution of (2.3) :
U =

U− = (ρ−, u−, v−)(t, r) a < r < ϕ(t),
U+ = (ρ+, u+, v+)(t, r) r > ϕ(t),
on the front r = ϕ(t), the Rankine-Hugoniot conditions holds:
ϕ′[ρ] = [ρu],
ϕ′[ρu] = [(ρu2 + p)],
ϕ′[ρv] = [ρuv],
where the bracket [·] stands for the jump of the associated function across the front.
Suppose that m = ρ(u − ϕ′) = 0, on r = ϕ(t), i.e., no mass transfer flux across the front,
this corresponds to vortex sheet, on the front r = ϕ(t) :
[v] 6= 0, [p] = 0 = [u].
Therefore, we have the following free boundary problem:
(2.4)

U−, U+ satisfy (2.3) in classical sense,
u− = 0, r = a,
ρ+ = ρ−, u+ = u− = ϕ′, r = ϕ(t),
U±|t=0 = (ρ±,0, u±,0, v±,0)(r).
In order to study the local existence of vortex sheet, first using the following coordinate
transform to straighten the free boundary.
t = t˜
r = Φ(t˜, r˜) = a+ ϕ(t˜)−a
ϕ(0)−a (r˜ − a)
Let U = (ρ, u, v)T , c2 = p′(ρ), drop the tildes, then
(2.5)

∂tU +B(U,ϕ)∂rU + C(U,ϕ) = 0,
u− = 0, on r = a
ρ+ = ρ−, u+ = u− = ϕ′ on r = b
U |t=0 = U0(r) = (ρ0, u0, v0)(r),
where b , ϕ(0),
B =
1
Φr

(u − Φt) ρ 0
c2
ρ
(u− Φt) 0
0 0 (u− Φt)
 , C = 1Φ

ρu
−v2
uv

and the corresponding compatibility conditions holds.
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For the problem (2.5), we take the following iteration scheme:
(2.6)

∂tU
(n+1)
± +B(U
(n)
± , ϕ
(n))∂rU
(n+1)
± + C(U
(n)
± , ϕ
(n)) = 0,
U
(n+1)
± |t=0 = U0±(r),
U
(n+1)
+,1 = U
(n+1)
−,1 , U
(n+1)
+,2 = U
(n+1)
−,2 , r = b,
U
(n+1)
−,2 = 0, r = a,
starting with U
(0)
± = U
0
±, and where ϕ
(n)(t) = b+
∫ t
0
U
(n)
−,2(s, b)ds.
If we prove {U (n)} is a Cauchy sequence and uniformly bounded in C1 norm, then the
system (2.5) has a unique solution.
We shall adapt Corli’s idea [2] to prove this result.
So, we consider the linearized problem:
(2.7)

∂tw +B(U,ϕ)∂rw = f,
w+,1 = w−,1, w+,2 = w−,2, r = b,
w−,2 = 0, r = a,
w|t=0 = w0(r).
where ϕ(t) = b+
∫ t
0
U−,2(s, b)ds.
We know that the eigenvalues of B(U,ϕ) are
λ1 =
1
Φr
(u− Φt − c), λ2 = 1
Φr
(u− Φt), λ3 = 1
Φr
(u− Φt + c).
then the corresponding right eigenfunctions are:
r1 = (ρ,−c, 0)T , r2 = (0, 0, 1)T , r3 = (ρ, c, 0)T .
LetR = (r1, r2, r3), we got
R−1 = (l1, l2, l3)T =
1
2ρc
·
 c −ρ 00 0 2ρc
c ρ 0

Let w˜ = R−1w, since (∂R−1)R = −R−1∂R, then we have:
(2.8)

∂tw˜ + Λ(U,ϕ)∂rw˜ = mw˜ + f˜ ,
[w˜1] = 0, [w˜3] = 0, r = b,
w˜1 = w˜3, r = a,
w˜|t=0 = R−1w0(r) := w˜0(r).
where m = (∂tR
−1 + Λ(U,ϕ)∂rR−1)R, f˜ = R−1f , Λ = R−1BR.
In order to consider the problem (2.8),we first consider the diagonal linear problem
(2.9)

∂tw + Λ(U,ϕ)∂rw = f,
[w1] = 0, [w3] = 0, r = b,
w1 = w3, r = a,
w|t=0 = w0(r).
We assume that two compatibility conditions hold for (2.9).
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Denote by Γk(s; t, r) = (s, γk(s; t, r)) the characteristic curve of the operator ∂t + λk∂r
passing through (t, r) at time s = t, i.e.,
dγk(s;t,r)
ds
= λk(s, γk(s; t, r)),
γk(t; t, r) = r.
We denote
Ω±T = {(t, r) : ±(r − b) > 0 ∩ {r ≥ a}, 0 < t < T },
Ω+1 = {(t, r) ∈ Ω+T ; r ≥ γ+3 (t; 0, b)},
Ω−1 = {(t, r) ∈ Ω−T ; γ−3 (t; 0, a) ≤ r ≤ γ−1 (t; 0, b)},
Ω2 = {(t, r) ∈ Ω−T ; a ≤ r ≤ γ−3 (t; 0, a)},
Ω3 = {(t, r) ∈ Ω−T ; γ−1 (t; 0, b) ≤ r ≤ b},
Ω4 = {(t, r) ∈ Ω+T ; b ≤ r ≤ γ+3 (t; 0, b)},
where γ±k = γk|Ω±
T
.
We can now write the explicitly solution of (2.9), so in Ω±1
(2.10) w±j = w
0
j (γ
±
j (0; t, r)) +
∫ t
0
fj(s; γ
±
j (s; t, r))ds, j = 1, 2, 3.
In Ω2, 
w−1 (t, r) = w
0
1(γ
−
1 (0; t, r)) +
∫ t
0
f1(s, γ
−
1 (s; t, r))ds,
w−2 (t, r) = w
0
2(γ
−
2 (0; t, r)) +
∫ t
0 f2(s, γ
−
2 (s; t, r))ds,
w−3 (t, r) = w
−
1 (τ
−
3 , a) +
∫ t
τ
−
3
f3(s, γ
−
3 (s; t, r))ds.
(2.11)
we have used the boundary condition w1 = w3 on r = a, and 0 < τ
−
3 (t, r) < t is the unique
root of γ−3 (τ
−
3 ; t, r) = a for any fixed (t, r) ∈ Ω2.
In Ω3 ∪ Ω4,

w±2 (t, r) = w
0
2(γ
±
2 (0; t, r)) +
∫ t
0
f2(s, γ
±
2 (s; t, r))ds,
w−3 (t, r) = w
0
3(γ
−
3 (0; t, r)) +
∫ t
0 f3(s, γ
−
3 (s; t, r))ds,
w+1 (t, r) = w
0
1(γ
+
1 (0; t, r)) +
∫ t
0
f1(s, γ
+
1 (s; t, r))ds,
w−1 (t, r) = w
+
1 (τ
−
1 , b) +
∫ t
τ
−
1
f1(s, γ
−
1 (s; t, r))ds,
w+3 (t, r) = w
−
3 (τ
+
3 , b) +
∫ t
τ
+
3
f3(s, γ
+
3 (s; t, r))ds.
(2.12)
where γ−1 (τ
−
1 ; t, r) = b, γ
+
3 (τ
+
3 ; t, r) = b.
Then we have the following results.
Proposition 2.1. Let U, f, w0 be some family of functions bounded in C1(Ω±T ), C
0(Ω±T ), C
0(I±),
respectively, where I± = Ω±T ∩ {t = 0}, for some T ∈ (0, T0];assume that the corresponding
compatibility condition holds. Then problem (2.9) has a unique solution w bounded in C0(Ω±T ),
and such that
‖w(t)‖ ≤ C
(
‖w0‖+
∫ t
0
‖f(s)‖ds
)
for some constant C. Where ‖ · ‖ denote the C0 norm.
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Corollary 2.2. Under the assumption of Proposition 2.1, assume that w0 ∈ C1(I±) and the
corresponding compatibility conditions hold. Let αi, βi be some functions in C
1(Ω±T ), 1 ≤ i ≤ 3,
and take
fi = αi(∂tβi + λi∂rβi)
Then the solution w to (2.9) is in C1.
Proof. The idea can be given in [11], for completeness we sketch the idea in the following way.
Since the second factor in fi is the derivative of βi along the i-characteristic direction. From
(2.10)-(2.12), the representation of the components of solution can be classified into 2 forms:
(i) g(t, r) = g0(γ(0; t, r)) +
∫ t
0 α(s, γ(s; t, r))
d
ds
β(s, γ(s; t, r))ds,
(ii) g(t, r) = h(τ(t, r)) +
∫ t
τ
α(s, γ(s; t, r)) d
ds
β(s, γ(s; t, r))ds.
where 0 < τ(t, r) < t is C1 function.
one suitably integrates by parts and find the derivatives of g through the form (i).i.e.,
∂rg =
∫ t
0
(
∂rα(s, γ(s; t, r))
d
ds
β(s, γ(s; t, r)) − ∂rβ(s, γ(s; t, r)) d
ds
α(s, γ(s; t, r))
)
ds
+ (α∂rβ)(t, r) − (α∂rβ)(0, γ(0; t, r)) + ∂rg0(γ(0; t, r)).
In the same way one finds ∂tg. Similarly, one can check the smoothness for the form (ii). 
Proposition 2.3. Let U, f, w0 as in Proposition 2.1, and the corresponding compatibility
condition holds. Then problem (2.7) has a unique solution w bounded in C0(Ω±T ),and there
exists some constant C such that
(2.13) ‖w(t)‖ ≤ C
(
eMCt‖w0‖+
∫ t
0
eMC(t−s)‖f(s)‖ds
)
,
where M ≥ ‖m‖, ‖ · ‖ denote the C0 norm.
Proof. We diagonal the system through the change variables w˜ = R−1w. This system became
as problem (2.8). In order to solve problem (2.8) we consider the iterative scheme
(2.14)

∂tw˜
(n+1) + Λ(U,ϕ)∂rw˜
(n+1) = mw˜(n) + f˜ ,
[w˜1
(n+1)
] = 0, [w˜3
(n+1)
] = 0, r = b,
w˜(n+1)|t=0 = R−1w0(r),
w˜1
(n+1)
= w˜3
(n+1)
, r = a.
starting with w˜(0)|t=0 = R−1w0(r). In view of Proposition 2.1, for each n we can find a
solution w˜(n+1) to problem (2.14),and
‖w˜(n+1)(t)‖ ≤ C
{
‖w˜0‖+
∫ t
0
‖mw˜(n)(t) + f˜(t)‖ds
}
≤ C
{
‖w˜0‖+
∫ t
0
M‖w˜(n)(t)‖+ ‖f˜(t)‖ds
}
.
From this estimates it is easy to prove that the sequence{w˜(n+1)} is a Cauchy sequences in
C0(Ω±T ), and its limits is solution to (2.8). Therefore we have found a solution w to (2.7),
and (2.13) holds. 
Now, we pass to C1 solutions; we consider again the problem
(2.15)

∂tw +B(U,ϕ)∂rw = f,
w+,1 = w−,1, w+,2 = w−,2, r = b,
w−,2 = 0, r = a,
w|t=0 = w0(r),
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Proposition 2.4. Let U, f, w0 be some families of functions and assume that they are bounded
in C1(Ω±T ), C
1(Ω±T ), C
1(I±), respectively, for some T ∈ (0, T0]. Moreover assume that two
compatibility conditions are satisfied. Then problem (2.15) has a unique solution w bounded
in C1(Ω±T ), satisfies (2.13) and
(2.16) ‖∇w(t)‖ ≤ C
{
eMCt(‖∂rw0‖+ ‖f(0)‖) +
∫ t
0
eMC(t−s)(‖f(s)‖+ ‖∇f(s)‖)ds
}
for some constant C and M.
Proof. we have proved w ∈ C0,under the present assumptions we see that data U, f˜ , w˜0 enter-
ing in (2.14) are continuous differentiable functions. while m is barely continuous, However
in view of the particular form of m, we can apply the corollary 2.2 and deduce that w˜(n) is
continuously differentiable for each n.
the next step consists in proving that the sequence {∇w˜(n)} is bounded in L∞ and then the
sequence {w˜(n)} is equicontinuous. By induction on n that the sequence {∇w˜(n)} is bounded
in L∞, using the moduli of continuity of these functions, we can get the equicontinuity of
{∇w˜(n)}. Then Ascoli’s theorem applies and existence of a C1 solution w to (2.15) is proved.
Then we prove the estimates. Let w = (wI , w3)
T , wI = (w1, w2)
T , we define (y, z) =
(∂tw, ∂rw), then (y, z) is weak solution to
(2.17)

∂ty +B∂ry + (∂tB)z = ∂tf,
∂tz +B∂rz + (∂rB)z = ∂rf,
[yI ] = 0, [zI ] = (BI)−1[f I ], r = b,
y2 = 0, z2 =
1
B12
{f1 − y1}, r = a,
y|t=0 = f(0, r)−B(U0(r), b)∂rw0(r),
z|t=0 = ∂rw0(r),
where BI defined by
B =
(
BI 0
0 λ2(t, r, U, ϕ)
)
.
using the Proposition 2.2.3 in [2], (2.16) holds.

Remark 1. Continuing this process, we can get the piecewise Ck solution of the original
problem (2.5)when the initial data in the same space, and the corresponding compatibility
conditions holds.
3. The problem and asymptotic expansions of solutions
3.1. The problem in the Lagrangian coordinates. As in [13], it is convenient to trans-
form the system (2.1) to that in Lagrangian coordinates, by rewriting the conservation law of
mass (2.1)1 as
∂t(rρ
ǫ) + ∂r(rρ
ǫuǫ) = 0,
we then introduce the Lagrangian coordinates (t, x) with x = x(t, r) satisfying
(3.1) ∂rx
ǫ(t, r) = rρǫ(t, r), ∂tx
ǫ(t, r) = −rρǫ(t, r)uǫ(t, r).
We know that the coordinates transformation from (t, r) to (t, x), is reversible provided that
ρǫ > 0. Actually, we obtain that
(3.2) xǫ(t, r) =
∫ r
a
yρǫ(t, y)dy,
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or
(3.3) xǫ(t, r) = η(r) −
∫ t
0
rρǫ(s, r)uǫ(s, r)ds,
where
(3.4) η(r) :=
∫ r
a
yρ0(y)dy, r ∈ [a,∞).
Conversely, for the transformation from (t, x) to (t, r), we have that r = rǫ(t, x) satisfies
(3.5) ∂xr
ǫ(t, x) =
1
rρǫ(t, r)
=
1
rǫ(t, x)ρǫ(t, r(t, x))
, ∂tr
ǫ(t, x) = uǫ(t, r) = uǫ(t, rǫ(t, x)).
Then, we obtain that
(3.6) r = rǫ(t, x) = r0(x) +
∫ t
0
u˜ǫ(s, x)ds,
where u˜ǫ(t, x) = uǫ(t, rǫ(t, x)), r0(x) := η
−1(r) with η−1(x) being the inverse function of η(r)
given in (3.4), since η(r) as a function of r ∈ [a,∞) is invertible provided that ρ0(r) > 0.
Note that ∂xr0(x) =
1
r0(x)ρ0(r0(x))
, which implies that
(3.7) r0(x) =
√
a2 +
∫ x
0
2
ρ0(r0(y))
dy
Denote by(ρ˜ǫ, u˜ǫ, v˜ǫ)T (t, x) = (ρǫ, uǫ, vǫ)T (t, rǫ(t, x)), and τ ǫ , 1
ρǫ
. For simplicity, we shall
drop the tildes of notation in the following calculations. Then
(3.8)
∂tτ
ǫ − rǫ∂xuǫ − 1rǫ τ ǫuǫ = 0,
∂tu
ǫ − rǫ( 1
τǫ
)1+γ∂xτ
ǫ − 1
rǫ
(vǫ)2 − ǫ(λ+ 2µ){ (rǫ)2
τǫ
∂2xu
ǫ − ( rǫ
τǫ
)2∂xτ
ǫ∂xu
ǫ + 2∂xu
ǫ − τǫ(rǫ)2 uǫ} = 0,
∂tv
ǫ + 1
rǫ
uǫvǫ − ǫµ{ (rǫ)2
τǫ
∂2xv
ǫ − ( rǫ
τǫ
)2∂xτ
ǫ∂xv
ǫ + 2∂xv
ǫ − τǫ(rǫ)2 vǫ} = 0.
We know that
U ǫ(t, x) = (τ ǫ, uǫ, vǫ)T (t, x)
satisfies the following problem in the domain {(t, x) : t, x > 0}
(3.9)

L(U ǫ) :=∂tU ǫ +A(U ǫ)∂xU ǫ +Q1(U ǫ)(U ǫ, U ǫ)− ǫB(U ǫ)∂2xU ǫ
+ ǫQ2(U
ǫ)(∂xU
ǫ, ∂xU
ǫ) + ǫQ3(U
ǫ)(U ǫ, U ǫ)− ǫV (∂xU ǫ, U ǫ) = 0,
U ǫ(0, x) = U ǫ0(x) , (τ0, u0, v
ǫ
0)
T (x),
U ǫII(t, 0) = (0, v
0(t))T .
with U ǫII = (u
ǫ, vǫ)T .
Where
A(U ǫ) =
 0 −rǫ 0−rǫ( 1
τǫ
)γ+1 0 0
0 0 0
 ,
B(U ǫ) =
(rǫ)2
τ ǫ
· diag{0, λ+ 2µ, µ},
rǫ = rǫ(t, x) = r0(x) +
∫ t
0
uǫ(s, x)ds, r0(x) =
√
a2 + 2
∫ x
0
τ0(y)dy.
Qi(·, ·), i = 1, 2, 3 are quadratic forms defined as follows:
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Q1(U
ǫ)(U ǫ,W ) =
1
rǫ
· (−τ ǫw2,−vǫw3, uǫw3)T , W = (w1, w2, w3)T ,
Q2(U
ǫ)(∂xU
ǫ, ∂xW ) = (0, (λ+ 2µ)(
rǫ
τ ǫ
)2∂xτ
ǫ∂xw2, µ(
rǫ
τ ǫ
)2∂xτ
ǫ∂xw3)
T ,
Q3(U
ǫ)(U ǫ,W ) =
1
(rǫ)2
· (0, (λ+ 2µ)τ ǫw2, µτ ǫw3)T ,
V (∂xU
ǫ, U ǫ) = 2 (0, (λ+ 2µ)∂xu
ǫ, µ∂xv
ǫ)
T
.
It is known that the characteristics of the system (3.9) are
λ1 = −c, λ2 = 0, λ3 = c
where c2 = (rǫ)2( 1
τǫ
)γ+1.
We have the following property of the initial data U ǫ0(x) :
lim
ǫ→0
U ǫ0(x) = U0(x),(3.10)
u0(0) = 0, v0(0) = v
0(0).(3.11)
vǫ(0, x) = v0(x) + g1(0,
x− h√
ǫ
),(3.12)
where
g1(0, ζ) =
{
g(0, ζ)− v0(h+), ζ > 0,
g(0, ζ)− v0(h−), ζ < 0,
h ,
∫ b
a
yρ0(y)dy, and g(0, ζ) be smooth function satisfies g(0, ζ) = v0(h±), ±ζ > 1.
Assumption 3.1. There exist positive constants ρ˜, and ρ¯, such that
0 < τ0(r) ≤ 1
ρ˜
, τ˜ , ∀ r ≥ a;(3.13)
τ0(r)→ 1
ρ¯
, τ¯ , as r→∞.(3.14)
3.2. Asymptotic expansions. As in [20] we know that in the characteristic case, the size
of the boundary layer is
√
ǫ , so for the solutions to the system (3.9), we take the following
ansatz when ǫ goes to zero:
(3.15) U ǫ(t, x) =
∑
j≥0
ǫ
j
2U j
(
t, x,
x√
ǫ
,
x− h√
ǫ
)
=
∑
j≥0
ǫ
j
2U j (t, x, ξ, ζ) .
Let’s explain the idea of how to determine the profiles U j(t, x, x√
ǫ
, x−h√
ǫ
) := U j(t, x, ξ, ζ) for
each j and the detailed calculations will be given in the following subsections. We plug the
(3.15) into the problem (3.9), and then when ǫ tends to zero and the spatial variable x ≥ x0
for a fixed x0 > 0, we let ξ, ζ → +∞ and (3.9) becomes a problem depending only on (t, x)
whose solution denoted by U I,0(t, x).
Next ,when x = O(
√
ǫ) , ǫ→ 0, and by using the expansion
U I,0(t, x) = U I,0(t,
√
ǫξ) =
∑
j≥0
(
√
ǫξ)j
j!
∂jxU
I,0(t, 0).
(3.9) becomes a problem depending only on (t, ξ) whose solution denoted by UB,0(t, ξ).
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When x− h = O(√ǫ) , ǫ→ 0, and by using the expansion
U I,0(t, x) = U I,0(t, h+
√
ǫζ) =
∑
j≥0
(
√
ǫζ)j
j!
∂jxU
I,0(t, h).
(3.9) becomes a problem depending only on (t, ζ) whose solution denoted by Us,0(t, ζ). In
this way the leading order profile U0(t, x, ξ, ζ) given in (3.15) in the form of
U0(t, x, ξ, ζ) = U I,0(t, x) + UB,0(t, ξ) + Us,0(t, ζ),
with UB,0(t, ξ), Us,0(t, ζ) being fast decay in ξ, ζ , respectively.
Then from (3.9) and the problems of (U I,0, UB,0, Us,0), we derive the problem of
V ǫ(t, x) = ǫ−
1
2
(
U ǫ(t, x)− U0(t, x, x√
ǫ
,
x− h√
ǫ
)
)
,
Studying the problem of V ǫ(t, x) in the same way as above, one can deduce that
(3.16) U1(t, x, ξ, ζ) = U I,1(t, x) + UB,1(t, ξ) + Us,1(t, ζ),
Continuing the above process, for j ≥ 2, we can obtain
(3.17) U j(t, x, ξ, z) = U I,j(t, x) + UB,j(t, ξ) + Us,j(t, ζ),
and the problems of U I,j , UB,j, Us,j and with UB,j(t, ξ), Us,j(t, ζ) being rapidly decreasing
when ξ, ζ → ∞ , respectively, provided all functions involved are smoothing enough. So we
have the following form for (3.15):
(3.18) U ǫ(t, x) =
∑
j≥0
ǫ
j
2
(
U I,j(t, x) + UB,j(t, ξ) + Us,j(t, ζ)
)
.
From the boundary conditions given in (3.9), we deduce that (U I,j, UB,j , Us,j) satisfy
(3.19)

U I,0II (t, 0) + U
B,0
II (t, 0) = (0, v
0(t))T ,
U I,jII (t, 0) + U
B,j
II (t, 0) = 0, j ≥ 1,
U I,j(t, h+) + Us,j(t, 0+) = U I,j(t, h−) + Us,j(t, 0−), j ≥ 0.
we also have the following expansion for the coordinate transformation function r(t, x) :
(3.20) rǫ(t, x) =
∑
j≥0
ǫ
j
2
(
rI,j(t, x) + rB,j(t, ξ) + rs,j(t, ζ)
)
,
where
(3.21)
{
rI,0(t, x) = r0(x) +
∫ t
0
uI,0(s, x)ds,
rI,j(t, x) =
∫ t
0 u
I,j(s, x)ds, j ≥ 1.
(3.22)
{
rB,j(t, ξ) =
∫ t
0
uB,j(s, ξ)ds, j ≥ 1,
rs,j(t, ζ) =
∫ t
0
us,j(s, ζ)ds, j ≥ 1.
3.3. derivation of problems of profiles {U I,j(t, x), UB,j(t, ξ), Us,j(t, ζ)}j≥0. Now we de-
rive the problems for profiles {U I,j, UB,j , Us,j}j≥0. Before this, we introduce notations for
all k ≥ 0,
UB,k0 (t, ξ) =U
B,k(t, ξ) +
∑
0≤j≤k
ξj
j!
∂jxU
I,k−j(t, 0),
Us,k0 (t, ζ) =U
s,k(t, ζ) +
∑
0≤j≤k
ζj
j!
∂jxU
I,k−j(t, h),
(3.23)
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which later will be used frequently.
Plugging (3.18) into (3.9), and using above expansions, we get
(3.24) L(U) =
∑
k≥−1
ǫ
k
2Fk
(
t, x,
x√
ǫ
,
x− h√
ǫ
)
,
where Fk(t, x, x√ǫ , x−h√ǫ ) = F¯k(t, x)+ F˜k(t, x√ǫ )+ E˜k(t, x−h√ǫ ). By a direct calculation, we obtain
each term in (3.24). More precisely, for k = −1,
F¯−1 =0,
F˜−1 =A(UB,00 )∂ξUB,0,(3.25)
The terms of the expansion in (3.24) for k = 0 are
F¯0 =∂tU I,0 +A(U I,0)∂xU I,0 +Q1(U I,0)(U I,0, U I,0),(3.26)
F˜0 =∂tUB,0 +A(UB,00 )∂ξUB,1 + dA(UB,00 ) · UB,10 ∂ξUB,0 −B(UB,00 )∂2ξUB,0
−Q2(UB,00 )(∂ξUB,0, ∂ξUB,0) +Q1(UB,00 )(UB,00 , UB,00 )− G˜0,
(3.27)
where G˜0 = g˜(U I,0) for a smooth function g˜ satisfying g˜(0) = 0.
Similarly, for the terms in (3.24) with k ≥ 1, we have
F¯k =∂tU I,k +A(U I,0)∂xU I,k +Q1(U I,0)(U I,k, U I,0) +Q1(U I,0)(U I,0, U I,k)
+ Λ¯(U I,0) · U I,k + G¯k,
(3.28)
F˜k =∂tUB,k +A(UB,00 )∂ξUB,k+1 −B(UB,00 )∂2ξUB,k −Q2(UB,00 )(∂ξUB,k, ∂ξUB,0)
−Q2(UB,00 )(∂ξUB,0, ∂ξUB,k) +Q1(UB,00 )(UB,k0 , UB,00 )
+Q1(U
B,0
0 )(U
B,0
0 , U
B,k
0 ) + Λ˜(U
B,0
0 ) · (UB,k0 ) + G˜k,
(3.29)
where
Λ¯(U I,0) ·W =dA(U I,0) ·W∂xU I,0 + dQ1(U I,0) ·W (U I,0, U I,0)
Λ˜(UB,00 ) ·W =dA(UB,00 ) ·W∂ξUB,1 − dB(UB,00 ) ·W∂2ξUB,0
− (dQ2(UB,00 ) ·W )(∂ξUB,0, ∂ξUB,0) + (dQ1(UB,00 ) ·W )(UB,00 , UB,00 )
and
G¯k is a function of {U I,j, ∂xU I,j}j≤k−1,
G˜k is a function of {{∂ixU I,j, i ≤ k − j}0≤j≤k, {UB,j, ∂ξUB,j}j≤k−1},
and E˜k similarly with F˜k.
Now we derive the problem of profiles {U I,j, UB,j, Us,j}j≥0, by discussing the equations
F¯k = F˜k = E˜k = 0 for each k ≥ −1.
Problems of the leading order profiles. Discussion of the equation F˜−1 = 0. From the
equation F˜−1 = 0, we obtain
(3.30)
{
−rB,00 ∂ξuB,0 = 0
−( 1
τ
B,0
0
)γ+1rB,00 ∂ξτ
B,0 = 0
which imply (τB,0, uB,0)(t, ξ) ≡ 0, then we know that the leading term of boundary layers of
the radial velocity and the pressure doesn’t appear.
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Similarly, from the equation E˜−1 = 0, we obtain (τs,0, us,0)(t, ζ) ≡ 0.
Discussion of the equation F˜0 = 0, combining (3.30) with the boundary conditions (3.19)
yields
uI,0(t, 0) = 0.(3.31)
Then fromF¯0 = 0, it follows that U I,0(t, x) satisfies the following problem
(3.32)

∂tU
I,0 +A(U I,0)∂xU
I,0 +Q1(U
I,0)(U I,0, U I,0) = 0, t, x > 0, x 6= h,
uI,0(t, 0) = 0,
uI,0(t, h−) = uI,0(t, h+), τI,0(t, h−) = τI,0(t, h+),
We endow the problem of U I,0 with the initial data U0(x), that is,
U I,0(0, x) = U0(x)(3.33)
and the zeroth compatibility condition holds.
ϕ(t) = b+
∫ t
0
uI,0(s, h)ds.
Thus, we know that the leading term U I,0 of outer flow satisfies the compressible Euler
equations in Lagrangian coordinates with the radial velocity vanishing on the boundary.
Discussion the equation F˜0 = 0. From the expansion of r(t, x) and noting that uB,0(t, ξ) =
uB,00 (t, ξ) = 0 we get
rB,00 (t, ξ) = a.
Then by using (3.30) and (3.32), the equation F˜0 = 0 can be simplified as
(3.34)

−a∂ξuB,1 = 0,
−( 1
τI,0
)γ+1∂ξτ
B,1 − 1
a2
(vB,0 + 2vI,0)vB,0 = 0,
∂tv
B,0 − a2µ 1
τI,0
∂2ξv
B,0 = 0,
we get
uB,1(t, ξ) ≡ 0.(3.35)
Then the profile of vB,0(t, ξ):
∂tv
B,0 = a2µ
1
τI,0
∂2ξv
B,0.(3.36)
The boundary conditions of vB,0 as follows:
vB,0(t, 0) = v0(t)− vI,0(t).(3.37)
Here we endow the problem of vB,0 with zero initial data,i.e.,
vB,0(0, ξ) = 0,(3.38)
so that the zeroth compatibility conditions holds:
vB,0(0, 0) = v0(0)− vI,0(0) = v0(0)− v0(0) = 0.
Thus we get the boundary layer profile vB,0(t, ξ) satisfies the initial boundary value problem.
(3.39)

∂tv
B,0 = a2µ 1
ρI,0
∂2ξv
B,0, t, ξ > 0,
vB,0(t, 0) = v0(t)− vI,0(t),
vB,0(0, ξ) = 0.
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From the equation E˜0 = 0
(3.40)

rs,00 ∂t(τ
s,0
0 )− (rs,00 )2∂ζ(us,10 )− τs,00 us,00 = 0,
rs,00 ∂t(u
s,0
0 ) +
(rs,0
0
)2
(τs,0
0
)γ+1
∂ζ(τ
s,1
0 )− (vs,00 )2 = 0,
rs,00 ∂t(v
s,0
0 )− µ (r
s,0
0
)3
τ
s,0
0
∂2ζ (v
s,0
0 ) + u
s,0
0 v
s,0
0 = 0,
then from equation (3.32)1 and (3.40)1, we obtain u
s,1 ≡ 0, and vs,0 satisfies
(3.41)

rs,00 ∂t(v
s,0
0 )− µ (r
s,0
0
)3
τ
s,0
0
∂2ζ (v
s,0
0 ) + u
s,0
0 v
s,0
0 = 0,
[vI,0 + vs,0] = 0, ζ = 0,
vs,00 (0, ζ) = g(0, ζ),
where g(0, ζ) be smooth function and satisfies g(0, ζ) = v0(h±),±ζ > 1.
Problems of the O(ǫ
1
2 )-order profiles. We study the equation F¯1 = 0. As we already
have determined uB,1(t, ξ) ≡ 0, then using (3.19) we have the boundary condition of uI,1,
uI,1(t, 0) = −uB,1(t, 0) = 0.(3.42)
Thus from F¯1 = 0 we know that U I,1(t, x) satisfies the following linear problem in the
domain {(t, x) : t, x > 0, x 6= h}:
(3.43)

∂tU
I,1 +A(U I,0)∂xU
I,1 + dA(U I,0) · U I,1∂xU I,0 +Q1(U I,0)(U I,1, U I,0)
+Q1(U
I,0)(U I,0, U I,1) + dQ1(U
I,0) · U I,1(U I,0, U I,0) = 0,
uI,1(t, h−) = uI,1(t, h+), τI,1(t, h−) = τI,1(t, h+),
uI,1(t, 0) = 0,
U I,1(0, x) = 0.
From F˜1 = 0, we get that τB,1(t, ξ), vB,1(t, ξ), uB,2(t, ξ) satisfy
(3.44)

∂ξτ
B,1 = − (τI,0)γ+1
a2
(vB,0 + 2vI,0)vB,0,
∂tτ
B,1 − ∂ξuB,2 = 0,
∂tv
B,1 − µ a2
τI,0
∂2ξv
B,1 = f1,
vB,1(0, ξ) = 0, vB,1(t, 0) = −vI,1(t),
where
f1 = −a2µ 1
(τI,0)2
∂ξv
B,0∂ξτ
B,1
0 + µ{
2a
τI,0
rB,10 −
a2
(τI,0)2
τB,10 }∂2ξvB,0 + 2µ∂ξvB,0 −
ξ
a
∂xuI,0v
B,0,
and rB,10 = ξ · τ0(0)a +
∫ t
0 u
B,1
0 (s, ξ)ds,
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similarly
(3.45)
rs,00 ∂t(u
s,0
0 )− (r
s,0
0
)2
(τs,0
0
)γ+1
∂ζ(τ
s,1
0 )− (vs,00 )2 = 0,
∂t(τ
s,1
0 )− rs,00 ∂ζ(us,20 )−
1
rs,00
(τs,10 u
s,0
0 + u
s,1
0 τ
s,0
0 ) +
rs,10
(rs,00 )
2
τs,00 u
s,0
0 − rs,10 ∂ζ(us,10 ) = 0,
∂t(v
s,1
0 )− µ
(rs,00 )
2
τs,00
∂2ζ (v
s,1
0 ) +
1
rs,00
(us,00 v
s,1
0 + v
s,0
0 u
s,1
0 )−
rs,10
(rs,00 )
2
vs,00 u
s,0
0
= µ{2 r
s,0
0
τs,00
rs,10 − (
rs,00
τs,00
)2τs,10 }∂2ζ (vs,00 ) + µ(
rs,00
τs,00
)2∂ζ(v
s,0
0 )∂ζ(τ
s,1
0 ) + 2µ∂ζ(v
s.0
0 ),
vs,1(0, ζ) = 0, vs,1(t, 0+)− vs,1(t, 0−) = vI,1(t, h−)− vI,1(t, h+),
Problems of the other order profiles. Continuing above process to study the equations
F¯k, E˜k, F˜k = 0, k ≥ 2. For all k ≥ 2, U I,k(t, x) are solutions to linearized Euler equations
similar to (3.32) with the boundary condition uI,k|x=0 = −uB,k(t, 0), and UB,k(t, ξ), Us,k(t, ζ)
satisfy the linearized parabolic problems similar to that UB,1, Us,1, respectively.
3.4. Conclusion. As mentioned above, we conclude are follows:
ConclusionThe solution U ǫ = (τ ǫ, uǫ, vǫ)T to the problem (3.9) formally admits the following
asymptotic expansion:
U ǫ(t, x) =
∑
j≥0
ǫ
j
2
(
U I,j(t, x) + UB,j(t,
x√
ǫ
) + Us,j(t,
x− h√
ǫ
)
)
(3.46)
for rapidly decaying {UB,j(t, ξ), Us,j(t, ζ)}j≥0 in ξ, ζ →∞,respectively, where for j ≥ 0,
U I,j = (τI,j , uI,j, vI,j)T , UB,j(t, ξ) = (τB,j , uB,j, vB,j)T , Us,j = (τs,j , us,j , vs,j)T .
And we have the following properties:
(i) U I,0(t, x) satisfies the following initial boundary value problem for the compressible
Euler equations in {(t, x) : t > 0, x > 0, x 6= h}:
(3.47)

∂tU
I,0 +A(U I,0)∂xU
I,0 +Q1(U
I,0)(U I,0, U I,0) = 0,
uI,0(t, h−) = uI,0(t, h+), τI,0(t, h−) = τI,0(t, h+),
uI,0(t, 0) = 0,
U I,0(0, x) = U0(x);
and U I,1(t, x) satisfies the following problem for the linearized compressible Euler
equations in {(t, x) : t > 0, x > 0, x 6= h}:
(3.48)

∂tU
I,1 +A(U I,0)∂xU
I,1 + dA(U I,0) · U I,1∂xU I,0 +Q1(U I,0)(U I,1, U I,0)
+Q1(U
I,0)(U I,0, U I,1) + dQ1(U
I,0) · U I,1(U I,0, U I,0) = 0,
uI,1(t, h−) = uI,1(t, h+), τI,1(t, h−) = τI,1(t, h+) + φ1(t),
uI,1(t, 0) = −uB,1(t, 0) = 0,
U I,1(0, x) = 0;
For all j ≥ 2, U I,j(t, x) are solutions to the linear problems similar to (3.48) with the
boundary condition uI,j(t, 0) = −uB,j(t, 0);
(ii) The leading boundary layer profiles UB,0(t, ξ) = (τB,0, uB,0, vB,0)T (t, ξ) satisfies that
(τB,0, uB,0)(t, ξ) ≡ 0,(3.49)
VANISHING VISCOSITY LIMIT TO VORTEX SHEET 15
and the following boundary value problem of nonlinear parabolic equations:
(3.50)

∂tv
B,0 = a
2µ
τI,0
∂2ξv
B,0, t, ξ > 0,
vB,0(t, 0) = v0(t)− vI,0(t),
vB,0(0, ξ) = 0;
For the next order profile UB,1(t, ξ) = (τB,1, uB,1, vB,1)T (t, ξ).
uB,1(t, ξ) ≡ 0 and vB,1(t, ξ) satisfies the following linearized problem of (3.50):
∂tv
B,1 − a2µ 1
τI,0
∂2ξv
B,1 = f1,
vB,1(t, 0) = −vI,1(t),
vB,1(0, ξ) = 0,
(3.51)
where f1 given as before, and τ
B,1(t, ξ) is given by
∂ξτ
B,1 = − (τ
I,0)γ+1
a2
(vB,0 + 2vI,0)vB,0.
For each j ≥ 2, the profiles UB,j(t, ξ) = (τB,j , uB,j, vB,j)T (t, ξ) satisfy linear problems
similar to UB,1(t, ξ);
(iii) the leading vortex layer profile Us,0(t, ζ) = (τs,0, us,0, vs,0)T (t, ζ) satisfies that
(τs,0, us,0)(t, ζ) ≡ 0,
and the following boundary value problem of nonlinear parabolic equations:
(3.52)

∂t(v
s,0
0 )− µ (r
s,0
0
)2
τ
s,0
0
∂2ζ (v
s,0
0 ) +
1
r
s,0
0
us,00 v
s,0
0 = 0, t > 0, ζ 6= 0,
vs,0(t, 0+)− vs,0(t, 0−) = vI,0(t, h+)− vI,0(t, h−),
vs,00 (0, ζ) = g(0, ζ),
where g(0, ζ) be smooth function and satisfies g(0, ζ) = vI,0(0, h±), |ζ| > 1.
For the next order profile Us,1(t, ζ) = (τs,1, us,1, vs,1)T (t, ζ). us,1(t, ζ) ≡ 0 and
vs,1(t, ζ) satisfies the following linearized problem:
(3.53)

∂t(v
s,1
0 )− µ
(rs,00 )
2
τs,00
∂2ζ (v
s,1
0 ) +
1
rs,00
(us,00 v
s,1
0 + v
s,0
0 u
s,1
0 )−
rs,10
(rs,00 )
2
vs,00 u
s,0
0 = f3
vs,1(t, 0+)− vs,1(t, 0−) = vI,1(t, h−)− vI,1(t, h+),
vs,1(0, ζ) = 0,
where
f3 = µ{2 r
s,0
0
τs,00
rs,10 − (
rs,00
τs,00
)2τs,10 }∂2ζ (vs,00 ) + µ(
rs,00
τs,00
)2∂ζ(v
s,0
0 )∂ζ(τ
s,1
0 ) + 2µ∂ζ(v
s.0
0 ),
and τs,1(t, ζ) given by
rs,00 ∂t(u
s,0
0 )−
(rs,00 )
2
(τs,00 )
γ+1
∂ζ(τ
s,1
0 )− (vs,00 )2 = 0.
For each j ≥ 2, the profiles Us,j(t, ζ) = (τs,j , us,j , vs,j)T (t, ζ) satisfy linear problems
similar to Us,1(t, ζ).
4. study on the profiles {U I,j, UB,j, Us,j}j≥0
In this section, we study the well-posedness of problem of profiles {U I,j, UB,j, Us,j}j≥0
derived in section 3.
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4.1. well-posedness of the problem of U I,0. From the Conclusion, we know that that the
leading term U I,0(t, x) = (τI,0, uI,0, vI,0)T (t, x) of outer flow satisfies the following nonlinear
initial-boundary value problem in the domain {(t, x)|t, x > 0, x 6= h}:
(4.1)

∂tU
I,0 +A(U I,0)∂xU
I,0 +Q1(U
I,0)(U I,0, U I,0) = 0,
uI,0(t, h−) = uI,0(t, h+), τI,0(t, h−) = τI,0(t, h+),
uI,0(t, 0) = 0,
U I,0(0, x) = U0(x);
One can see that the equations in (4.1) are the compressible Euler equations in the La-
grangian coordinates.
To study the problem (4.1), let’s first consider the following nonlinear problem of U(t, r) =
(τ, u, v)T (t, r) in the Eulerian coordinates:
(4.2)

∂tU + A˜(U)∂rU + Q˜1(U,U) = 0, t > 0, r > a, r 6= ϕ(t),
[τ ] = [u] = 0, r = ϕ(t),
u = 0, r = a,
U |t=0 := U0(r) = (τ0, u0, v0)T (r),
where
A˜(U) =

u −τ 0
−τ−γ u 0
0 0 u
 ,
Q˜1(U,U) =
1
r
(−τu,−v2, uv)T
It is not difficult to show the boundary conditions given in (4.2) is sufficient to solve this
problem.
Thus,provided that the initial data U0(r) satisfies that
0 < τ0(r) ≤ τ˜ , ∀r ≥ a,
with positive constant τ˜ , τ¯ given as before,
U0,±(r) − (τ¯ , 0, 0)T ∈ Hs+2, s > 3
2
,
and the compatibility conditions of (4.2) holding up to order s, we know that U0,±(r) ∈
Cs,then from the section 2 we know the solution U±(t, r) ∈ Cs. So we know the value
of solution on free boundary, then straighten the free boundary, and using the symmetric
hyperbolic theroy, there exists a T0 > 0 and a unique solution U(t, r) to equation (4.2) such
that,
U± − (τ¯ , 0, 0)T ∈
⋂
0≤k≤s
W k,∞(0, T0;Hs−k)
and τ(t, r) > 0. One can refer to [15] or[25], for instance, for the proof of this result.
Now, we introduce the lagrangian coordinates (t, x) in the problem (4.2) by the relation
rǫ = rǫ(t, x) = r0(x) +
∫ t
0
u˜ǫ(s, x)ds(4.3)
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where u˜ǫ(s, x) = uǫ(t, rǫ(t, x)) and r0(x) = η
−1(r) is the inverse function of
η(r) :=
∫ r
a
yρ0(y)dy, r ≥ a.(4.4)
By using the argument similar to that given at beginning of section 3, we know that the trans-
formation from (t, r) to (t, x) is reversible and U(t, r(t, x)) is a solution to (4.1). Moreover,
by combining (3.21) with (4.3),it follows that
r(t, x) = rI,0(t, x) = r0(x) +
∫ t
0
uI,0(s, x)ds,
r0(x) =
√
a2 + 2
∫ x
0
τ0(y)dy,
∂xr(t, x) = ∂xr
I,0(t, x) =
τI,0(t, x)
rI,0(t, x)
.
(4.5)
So we have the following result
Proposition 4.1. Let the initial data U0(x) = (τ0, u0, v0)
T (x) satisfy Assumption, and
U0,±(r) − (τ¯ , 0, 0)T ∈ Hs+2, with τ¯ being positive constant given before, and s > 32 being
an integer. Also, the compatibility conditions of (4.1) hold up to order s. Then there exists a
T0 > 0 and a unique solution U
I,0(t, x) to (4.1) such that
U I,0± − (τ¯ , 0, 0)T ∈
⋂
0≤k≤s
W k,∞(0, T0;Hs−k)(4.6)
Moreover, we have τI,0(t, x) > 0.
4.2. study on the profile UB,0. As in Conclusion,the key point of determining the profile
UB,0 is to study the equation (3.50).
The idea is similarly with [13], so we sketch the idea We first construct an auxiliary function
to homogenize the boundary conditions. More precisely, letf(t, ξ) be smooth and satisfies
f(0, ξ) = 0, ξ > 0,
f(t, 0) = v0(t)− vI,0(t) t > 0,
and f(t, ξ) = 0, t > 0, ξ ≥ 1.
Setting
v(t, ξ) = vB,0(t, ξ)− f(t, ξ),
we know that v(t, ξ) satisfies the following problem in {t > 0, ξ > 0} :
(4.7)

∂tv − a2µ 1
τI,0
∂2ξ (v + f) = −∂tf , g˜,
v(t, 0) = 0,
v(0, ξ) = 0,
since vI,0(t) ∈ Hs−1, we know g˜ ∈ Hs−2((0, T0) ×R+). By using the results of U I,0 given in
proposition 4.1, we know that there exists a positive constant M1 such that
M−11 ≤
a2
τI,0
≤M1, ∂t( a
2
τI,0
) ≤M1, ∀t ∈ [0, T0],
and g˜ ∈ Hs−2(0, T0) × R+). Moreover, for a positive constant 0 < M0 < M12 , and for all
n ∈ N ,
‖〈ξ〉nf‖W 1,∞(0,T0;H2) + ‖〈ξ〉ng˜‖2L∞(0,T0;L2) ≤M20 ,
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with 〈ξ〉 ,
√
1 + ξ2.
The main result of this section is as follows.
Proposition 4.2. For the problem (4.7), there exists a T1 : 0 < T1 ≤ T0 and a unique
solution v(t, ξ) to (4.7) such that
v ∈W 1,∞(0, T1;H1) ∩H1(0, T1;H2),
and for all n ∈ N the estimate
(4.8) ‖〈ξ〉nv‖L∞(0,T1;H1) + ‖〈ξ〉nv‖L2(0,T1;H2) ≤M(‖〈ξ〉nf‖L2(0,T1;H2) + ‖〈ξ〉ng˜‖L2(0,T1;L2))
holds for a positive constant M =M(T1, n,M1) . Moreover if g˜ ∈ Hm((0, T1)×R+) and
∂kt g˜(0, ξ) = 0, k = 0, 1, . . . ,m− 1, ξ ≥ 0,
we get
〈ξ〉nv(t, ξ) ∈
⋂
k+[ l
2
]≤m
(W k,∞(0, T1;H l) ∩Hk(0, T1;H l+1)).
Proof. (1) we are going to estimate the weighted L2−estimate of v(t, ξ). Multiplying (4.7) by
〈ξ〉2nv, n ∈ N and integrating over R+ with respect to ξ,we get
(4.9)
1
2
d
dt
‖〈ξ〉nv‖2 + a2µ 1
τI,0
∫ ∞
0
∂ξ(v + f) · ∂ξ(〈ξ〉2nv)dξ =
∫ ∞
0
g˜ · 〈ξ〉2nvdξ
since
a2µ
1
τI,0
∫ ∞
0
∂ξ(v + f) · ∂ξ(〈ξ〉2nv)dξ
≥ µ
M1
‖〈ξ〉n∂ξv‖2 − µM1((‖〈ξ〉nv‖+ ‖〈ξ〉nf‖) · ‖〈ξ〉n∂ξv‖+ 2n‖〈ξ〉nv‖ · ‖〈ξ〉n∂ξv‖)
≥ µ
2M1
‖〈ξ〉n∂ξv‖2 − C(‖∂ξf‖2 + ‖〈ξ〉nv‖2)
using the Gronwall inequality there exists a positive constantC = C(T1, n,M1) such that
(4.10) ‖〈ξ〉nv‖2L∞(0,T1;L2)+‖〈ξ〉n∂ξv‖2L2(0,T1;L2) ≤ C(‖〈ξ〉nf‖2L2(0,T1;H1)+‖〈ξ〉ng˜‖2L2(0,T1;L2))
(2) we want to get the weight estimate of ∂ξv. Multiplying (4.7) by −〈ξ〉2n∂2ξv and integrating
over R+ with respect to ξ, it follows by integration by parts that
1
2
d
dt
‖〈ξ〉n∂ξv‖2 +
∫ ∞
0
2nξ〈ξ〉2n−2∂ξv · ∂tvdξ
+ a2µ
1
τI,0
∫ ∞
0
〈ξ〉2n∂2ξ (v + f) · ∂2ξvdξ = −
∫ ∞
0
〈ξ〉2ng˜ · ∂2ξvdξ.
(4.11)
using ∣∣∣∣∫ ∞
0
2nξ〈ξ〉2n−2∂ξv · ∂tvdξ
∣∣∣∣ ≤ 2n‖〈ξ〉n∂ξv‖ · ‖〈ξ〉n∂tv‖,
and
‖〈ξ〉n∂tv‖ ≤ C(‖〈ξ〉n∂2ξ (v + f)‖+ ‖〈ξ〉ng˜‖).
Thus we have∣∣∣∣∫ ∞
0
2nξ〈ξ〉2n−2∂ξv · ∂tvdξ
∣∣∣∣ ≤ µ12M1 ‖〈ξ〉n∂2ξv‖2 + C(‖〈ξ〉n∂ξv‖2 + ‖〈ξ〉n∂2ξf‖2 + ‖〈ξ〉ng˜|2).
since
a2µ
1
τI,0
∫ ∞
0
〈ξ〉2n∂2ξ (v + f) · ∂2ξvdξ ≥
µ
2M1
‖〈ξ〉n∂2ξv‖2 − C‖〈ξ〉n∂2ξf‖2,
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and ∣∣∣∣∫ ∞
0
〈ξ〉2ng˜ · ∂2ξvdξ
∣∣∣∣ ≤ µ12M1 ‖〈ξ〉n∂2ξv‖2 + C‖〈ξ〉ng˜‖2.
then using Gronwall inequality there exists a positive constant M =M(M1, n, T1), such that
‖〈ξ〉nv‖2L∞(0,T1;L2) + ‖〈ξ〉n∂ξv‖2L2(0,T1;L2) ≤M‖〈ξ〉ng˜‖2L2(0,T1;L2).
(3)When g˜ ∈ Hm(0, T1) and
g˜(k)(0) = 0, k = 0, 1, . . . ,m− 1
applying the operator ∂t to the problem (4.7) yields
(4.12)
{
∂2t v − a2µ
(
1
τI,0
∂t(∂
2
ξ (v + f)) + ∂t
1
τI,0
∂2ξ (v + f)
)
= ∂tg˜
∂tv(t, 0) = 0, ∂tv(0, ξ) = 0,
Though the same argument as above, there exist a positive constant M ′ = M ′(T1, n,M1),
such that
‖〈ξ〉n∂tv‖L∞(0,T1;H1) + ‖〈ξ〉n∂tv‖L2(0,T1;H2) ≤M ′(‖〈ξ〉nf‖H1(0,T1;H2) + ‖〈ξ〉ng˜‖H1(0,T1;L2)),
Moreover it implies 〈ξ〉n∂2t v ∈ L2(0, T1;L2) .
Next by applying the operator ∂jt , j ≤ m to the equation (4.7) and using arguments similarly
to those above, we can get
〈ξ〉nv(t, ξ) ∈Wm,∞(0, T1;H1) ∩Hm(0, T1;H2) ∩Hm+1(0, T1;L2)
and the corresponding estimates of the solution v(t, ξ) in these spaces.
(4) recall from (4.7) that
(4.13) ∂2ξv = −∂2ξf +
τI,0
a2µ
(∂tv − g˜)
using the results of the third step , we know that
(4.14) 〈ξ〉n∂2ξv(t, ξ) ∈Wm−1,∞(0, T1;L2) ∩Hm−1(0, T1;H1) ∩Hm(0, T1;L2).
Then applying the operator ∂ξ to (4.13) and combining (4.14) yields
〈ξ〉n∂3ξv(t, ξ) ∈Wm−1,∞(0, T1;L2) ∩Hm−1(0, T1;H1)
Continuing this process, we finally can get
〈ξ〉nv(t, ξ) ∈
⋂
k+[ l
2
]≤m
(W k,∞(0, T1;H l) ∩Hk(0, T1;H l+1))

Hence we obtain similar results for the original problem (3.50) of vB,0(t, ξ) immediately by
using Proposition 4.2. Indeed combining Proposition 4.1 we conclude the following.
Proposition 4.3. Under the assumption of Proposition4.1, and for the parameters T0 and s
given in Proposition 4.1, we choose the initial data U0 of problem (4.1) such that the compat-
ibility conditions of (3.50) hold up to order s − 3. Then for the problem (3.50), there exists
a T1 : 0 < T1 ≤ T0 and a unique solution vB,0(t, ξ) to (3.50) such that for all n ∈ N ,
〈ξ〉nvB,0(t, ξ) ∈
⋂
k+[ l
2
]≤s−2
(W k,∞(0, T1;H l) ∩Hk(0, T1;H l+1))
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4.3. study on the profiles {(U I,j, UB,j)}j≥1. As showing in conclusion the next profile
U I,1(t, x) of out flow satisfies the following linear problem in {(t, x)|t, x > 0, x 6= h}:
(4.15)

∂tU
I,1 +A(U I,0)∂xU
I,1 + dA(U I,0) · U I,1∂xU I,0 +Q1(U I,0)(U I,1, U I,0)
+Q1(U
I,0)(U I,0, U I,1) + dQ1(U
I,0) · U I,1(U I,0, U I,0) = 0,
uI,1(t, h−) = uI,1(t, h+), τI,1(t, h−) = τI,1(t, h+) + φ1(t),
uI,1(t, 0) = −uB,1(t, 0) = 0,
U I,1(0, x) = 0.
First, we observe that (4.15) is a symmetrizable hyperbolic system. Indeed by letting
S(U I,0) =
1
rI,0
diag{(τI,0)−(γ+1), 1, 1}
we have
S(U I,0) · A(U I,0) =
 0 −( 1τI,0 )γ+1 0−( 1
τI,0
)γ+1 0 0
0 0 0

Then by applying the classical theory of symmetrizable hyperbolic system (cf, [15],[25]) for
the problem (4.15), and using boundary data uI,0(t, 0) ∈ Hs(0, T1). there exists a unique
solution U I,1(t, x) to (4.15) such that
U I,1± ∈ L∞(0, T1;Hs) ∩ Lip(0, T1;Hs−1)(4.16)
Moreover by using the the equation given in (4.15) we get that
U I,1± ∈
s⋂
k=0
W k,∞(0, T1;Hs−k)(4.17)
Here we also need to the choose the initial data U0 of the problem (4.6), such that the
compatibility conditions of (4.1) hold up to order s− 1.
For the profile UB,1(t, ξ), from the Conclusion, we know that vB,1(t, ξ) satisfy that the
following linear problem in {(t, ξ) : t, ξ > 0} :
∂tv
B,1 − a2µ 1
τI,0
∂2ξv
B,1 = f1,
vB,1(t, 0) = −vI,1(t),
vB,1(0, ξ) = 0,
(4.18)
where f1 given as before.
The problem (4.18) is a classical linear parabolic type for vB,1(t, ξ). So by using the
argument similar to that given in subsection 4.2, we can obtain the following weight estimates
for (τB,1, vB,1)(t, ξ) :
〈ξ〉n(τB,1, vB,1)(t, ξ) is bounded in
⋂
k+[ l
2
]≤s−2
(
W k,∞(0, T1;H l) ∩Hk(0, T1;H l+1)
)
,
which is immediately implies the boundedness of uB,2(t, ξ) from (3.44),
〈ξ〉nuB,2 is bounded in
⋂
k+[ l+1
2
]≤s−2
(
W k,∞(0, T1;H l) ∩Hk(0, T1;H l+1)
)
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Continuing this process for 1 ≤ j ≤ s+13 , we finally obtain that under the assumption of
Proposition 4.1,
U I,j± ∈
s−3(j−1)⋂
k=0
W k,∞(0, T1;Hs+3−3j−k),
and
〈ξ〉n(τB,j , vB,j)(t, ξ) ∈
⋂
k+[ l
2
]≤s+1−3j
(
W k,∞(0, T1;H l) ∩Hk(0, T1;H l+1)
)
,
〈ξ〉nuB,j+1 ∈
⋂
k+[ l+1
2
]≤s+1−3j
(
W k,∞(0, T1;H l) ∩Hk(0, T1;H l+1)
)
,
for all 1 ≤ j ≤ s+13 . Here the initial data U0 of the problem (4.1) is chosen such that the
compatibility conditions of the corresponding problems holds.
4.4. study on the profile {Us,j}j≥0. We first construct an auxiliary function . More pre-
cisely, let f1(t, ζ) be smoothness and satisfies
f1(t, ζ) =

vI,0(t, h+), ζ > 1,
vI,0(t, h−), ζ < −1,
and f1(0, ζ) = g(0, ζ).
So we get
∂tf1(t, ζ) +
ϕ′(t)
ϕ(t)
f1(t, ζ) = 0, |ζ| > 1.
Setting
w = vs,00 − f1, ∂ζf1 = f, −f˜ , ∂tf1(t, ζ) +
ϕ′(t)
ϕ(t)
f1(t, ζ)
.
From (3.41) we know that w(t, ζ) satisfies the following problem in {t > 0, ζ ∈ R} :
(4.19)

∂tw − µ(ϕ(t))2 1τI,0(t,h)(∂2ζw + ∂ζf) + ϕ
′(t)
ϕ(t) w = f˜ ,
w(t,±∞) = 0,
w(0, ζ) = 0,
using the similarly argument of vB,0, we obtain the following estimate for 0 < T2 ≤ T1,
〈ζ〉nvs,0± (t, ζ) ∈
⋂
k+[ l
2
]≤s−2
(W k,∞(0, T2;H l) ∩Hk(0, T2;H l+1)).
Remark : here f1 has no decay at ∞ but ∂ζf1 has.
Then we finally obtain that
〈ζ〉n(τs,j± , vs,j± )(t, ζ) ∈
⋂
k+[ l
2
]≤s+1−3j
(
W k,∞(0, T2;H l)
⋂
Hk(0, T2;H
l+1)
)
,
〈ζ〉nus,j+1± ∈
⋂
k+[ l+1
2
]≤s+1−3j
(
W k,∞(0, T2;H l) ∩Hk(0, T2;H l+1)
)
,
for all 1 ≤ j ≤ s+13 .
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5. Stability of approximate solutions
From above sections , we know that if the initial data U ǫ0(x) = (τ0, u0, v
ǫ
0)
T (x) satisfies As-
sumption, U0−(τ¯ , 0, 0)T be piecewiseHs with s > 3M−1 for a fixed integerM ≥ 1, τ¯ given as
before, and the compatibility conditions hold for problems of profiles {U I,j, UB,j, Us,j}0≤j≤M ,
then Ua(t, x) defined by
Ua(t, x) = (ρa, ua, va)T (t, x) = ΣMj=0ǫ
j
2
(
U I,j(t, x) + UB,j(t,
x√
ǫ
) + Us,j(t,
x− h√
ǫ
)
)
(5.1)
is an approximate solution to the problem (3.9) for 0 ≤ t ≤ T ∗, in the sense that
(5.2)

L(Ua) = Rǫ,
ua(t, 0) = 0,
Ua(0, x) = U ǫ0(x),
where in the coefficient matrix of L,
ra(t, x) = r0(x) +
∫ t
0
ua(s, x)ds, with r0(x) =
√
a2 + 2
∫ x
0
τ0(y)dy
and the source term Rǫ satisfies
‖Rǫ‖2L2(0,T∗;L2) + ǫ2‖∂xRǫ‖2L2(0,T∗;L2) ≤ CǫM .(5.3)
Moreover, recall Assumption, there exists a positive constant, and we still denoted by τ˜ , such
that
τ˜ ≥ τa(t, x) > 0, ∀t ∈ [0, T ∗], ∀x ≥ 0,
and we have
ra(t, x) ≥ r > 0 ∀t ∈ [0, T ∗], ∀x ≥ 0
for a positive constant r .
Remark 2. we can prove that Ua ∈ H2, only need to check that Ua and ∂xUa has no jump
at x = h.
From the equations of profile {U I,j, Us,j} , and boundary condition (3.19), we know that,
at x = h:
[Ua] =
∑
0≤j≤M
ǫ
j
2
{
[U I,j + Us,j ]
}
= 0,
[∂xU
a] =
1√
ǫ
[∂ζU
s,0] +
∑
0≤j≤M−1
ǫ
j
2
{
[∂xU
I,j + ∂ζU
s,j+1]
}
= 0.
The main result of the paper is the following one.
Theorem 5.1. Let the initial data U ǫ0(x) = (τ0, u0, v
ǫ
0)
T (x) satisfies Assumption, U0 −
(τ¯ , 0, 0)T be piecewise Hs+2 with s > 8. Let Ua(t, x) be an approximate solution to the
problem (3.9) given in (5.1) and satisfy (5.2) with (5.3) holding for M ≥ 3. Then there exists
C > 0 independent of ǫ such that there exists a unique solution U ǫ(t, x) to (3.9) such that
U ǫ − Ua ∈ C([0, T ∗];H1) and
(5.4) ‖U ǫ − Ua‖2L∞(0,T∗;L2) + ǫ2‖∂xU ǫ − ∂xUa‖2L∞(0,T∗;L2) ≤ CǫM .
Moreover, we have
(5.5) U ǫ −
(
U I,0(t, x) + UB,0(t,
x√
ǫ
) + Us,0(t,
x− h√
ǫ
)
)
= O(
√
ǫ) in L∞([0, T ∗]×R+).
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Remark 3. Since τB,0 = uB,0 = τs,0 = us,0 = 0 , so we neither assume that the strength of
layers suitable small, nor introduce the weighted norm as in [13].
We shall follow the authors’ idea [13] to prove this theorem.
5.1. Estimate of errors. For the approximate solution Ua(t, x) given in (5.1), denote by
U(t, x) = U ǫ(t, x)− Ua(t, x) = (τ, u, v)T (t, x), and let
r(t, x) =
∫ t
0
u(s, x)ds.
we will derive the problem of the error U(t, x) and then study estimates of U(t, x) by the
energy method. From (3.9) and the problem (5.2), we know that U(t, x) satisfies the following
problem:
(5.6)

∂tU +A(U
a)∂xU + dA(U
a) · U∂xUa − ǫB(Ua)∂2xU +Rl = N,
U(0, x) = 0,
UII(t, 0) = 0
where
Rl = ǫ(Q2(U
a + U)(∂xU
a, ∂xU) +Q2(U
a + U)(∂xU, ∂xU
a)),
and N = Rq −Rǫ, with
Rq =− (A(Ua + U)∂x(Ua + U)−A(Ua)∂xUa −A(Ua)∂xU − dA(Ua) · U∂xUa)
+ ǫ
(
B(Ua + U)∂2x(U
a + U)−B(Ua)∂2xUa −B(Ua)∂2xU
)
− (Q1(Ua + U)(Ua + U,Ua + U)−Q1(Ua)(Ua, Ua))
− ǫ ((Q2(Ua + U)−Q2(Ua))(∂xUa, ∂xUa) +Q2(Ua + U)(∂xU, ∂xU))
− ǫ (Q3(Ua + U,Ua + U)(Ua + U,Ua + U)−Q3(Ua)(Ua, Ua))
+ ǫ (V (Ua + U, ∂x(U
a + U))− V (Ua, ∂xUa)) .
The local existence and uniqueness of a smooth solution to (5.6) is followed by the classical
theory; see [21, 24], for instance. So the main task to prove the Theorem is to show the
estimate (5.4), Once (5.4) is proved, the estimate (5.5) follows immediately by using Sobolev
embedding theorem.
Define
(5.7) T ǫ = sup{T ∈ [0, T ∗]; such that E(t) ≤ ǫp ∀t ∈ [0, T ]},
where
E(t) = ‖U(t)‖2 + ǫ2‖∂xU(t)‖2,
and p ≤ M , will be chosen later; the notation ‖ · ‖ denotes the standard L2− norm in the
x-variable.
To prove that T ǫ = T ∗ , it suffices to check by the an energy estimate that we cannot have
E(T ǫ) = ǫp. So the main idea of the proof is to deduce that the following energy estimate for
the solution of (5.6):
E(t) ≤ C
(
ǫM +
∫ t
0
E(s)ds
)
∀t ∈ [0, T ǫ],(5.8)
where C > 0 is a constant independent of ǫ and T ǫ . Once (5.8) is proved , Theorem follows
by a classical argument.
As sup0≤t≤T ǫE(t) ≤ ǫp, by using the Sobolev embedding, we have for p ≥ 1 and t ∈ [0, T ǫ],
‖U(t)‖2L∞ ≤ Cǫp−1 ≤ C.
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Using this a priori bound, let us estimate the term Rq given in (5.6), using the same process
as in [13]. First we rewrite Rq as
Rq =
5∑
i=1
Rqi ,
where
Rq1 =− (A(Ua + U)−A(Ua)) ∂xU,
Rq2 =− (A(Ua + U)−A(Ua)− dA(Ua) · U)∂xUa,
Rq3 =ǫ(B(U
a + U)−B(Ua))∂2xU,
Rq4 =ǫ(B(U
a + U)−B(Ua))∂2xUa
− (Q1(Ua + U)(Ua + U,Ua + U)−Q1(Ua)(Ua, Ua))
Rq5 =− ǫ((Q2(Ua + U)−Q2(Ua))(∂xUa, ∂xUa) +Q2(Ua + U)(∂xU, ∂xU))
− ǫ (Q3(Ua + U,Ua + U)(Ua + U,Ua + U)−Q3(Ua)(Ua, Ua))
+ ǫ (V (Ua + U, ∂x(U
a + U))− V (Ua, ∂xUa))
Thus, for p ≥ 1 and for all s ∈ [0, t] with fixed t ≤ T ǫ, denote by UII = (u, v)T we have
‖Rq1(s)‖2 .(‖r(s)‖2L∞ + ‖U(s)‖2L∞) · ‖∂xU(s)‖2 . ǫp−1‖∂xU(s)‖2,
‖Rq2(s)‖2 .
1
ǫ
(‖r(s)‖2L∞ + ‖U(s)‖2L∞) · ‖U(s)‖2 . ǫp−2‖U(s)‖2,
‖Rq3(s)‖2 .ǫ2(‖r(s)‖2L∞ + ‖U(s)‖2L∞) · ‖∂2xUII(s)‖2 . ǫp+1‖∂2xUII(s)‖2,
‖Rq4(s)‖2 .ǫ2{
1
ǫ2
(‖U(s)‖2 + ‖r(s)‖2)}+ (‖r(s)‖2L∞ + ‖U(s)‖2L∞) · ‖U(s)‖2 + ‖U(s)‖2
. (‖U(s)‖2 + ‖r(s)‖2) + ǫp−1‖U(s)‖2,
‖Rq5(s)‖2 .ǫ2{
1
ǫ2
(‖U(s)‖2 + ‖r(s)‖2) + ‖∂xU(s)‖2 + ‖U(s)‖2
+ (‖r(s)‖2L∞ + ‖U(s)‖2L∞) · ‖U(s)‖2}
. ‖U(s)‖2 + ‖r(s)‖2 + ǫ2‖∂2xU(s)‖2 + ǫp+1‖U(s)‖2 + ǫ2‖U(s)‖2
As we know thatuB,0 = us,0 ≡ 0, it follows that
‖∂xua(s, ·)‖L∞ , ‖∂xra(s, ·)‖L∞ ≤ C, ∀t ∈ [0, T ∗]
for a constant C > 0 independent of ǫ. Thus,using the spacial structure of A and the above
estimate, we have
ǫ2‖∂x(Rq)1(s)‖2 .ǫ2{‖∂2xUII‖2 · (‖r(s)‖2L∞ + ‖U(s)‖2L∞)
+ ‖∂2xUII‖2L∞ · (∂x‖r(s)‖2 + ∂x‖U(s)‖2)
+
1
ǫ
(‖r(s)‖2 + ‖U(s)‖2) + (∂x‖r(s)‖2 + ∂x‖U(s)‖2)}
.ǫ2(∂x‖r(s)‖2 + ∂x‖U(s)‖2) + ǫ(‖r(s)‖2 + ‖U(s)‖2)
+ ǫp+1‖∂2xUII(s)‖2 + ǫp−1(∂x‖r(s)‖2 + ∂x‖U(s)‖2).
where (Rq)1 stands by the first component of R
q. In the above estimates and the following
calculations, we denote by ., O(1), and C generic numbers,possibly large,which do not depend
on ǫ and T ǫ.
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Note
‖∂xr(s)‖ = ‖
∫ s
0
∂xu(τ, x)dτ‖L2x . ‖‖∂xu(τ, x)‖L2x‖L1τ (0,s) . ‖∂xU‖L2(0,t;L2).
Then the following estimates holds:
Lemma 5.2. Under the assumption of Theorem 5.1, let U(t, x) be the solution to (5.6), and
T ǫ given in (5.7). Then, the following estimate of the source term N given in (5.6) holds for
all t ∈ [0, T ǫ]:∫ t
0
(‖N(s)‖2 + ǫ2‖∂xN1(x)‖2)ds . ǫM +
∫ t
0
(
E(s) + ǫp−3E(s) + ǫp+1‖∂2xUII(s)‖2
)
ds(5.9)
where C is a positive constant independent of ǫ and T ǫ.
We split the proof of Theorem5.1 in various lemmas. we observed the following fact first.
Proposition 5.3. There exists a positive definite symmetric matrix S(Ua) such that
(i) the matrix SA(Ua) is symmetric,
(ii) the matrix SB(Ua) is symmetric and there exists a positive constant c0 such that
SB(Ua)X ·X ≥ c0|XII |2,
where XII stands for (x2, x3)
T for any vector X = (x1, x2, x3)
T ∈ R3.
It is easy to check that the matrix
S(Ua) = (ra)−1 · diag{( 1
τa
)γ+1, 1, 1}
is the desired one which satisfies the above proposition.
Lemma 5.4. The matrix S is positive definite, and SA(u0) is symmetric for some state
u0, if and only if there exist a matric L composed of the left eigenvectors of A(u0) with
LA = diag{λ1, · · · , λm}L, such that S = LTL, where λi, i = 1, · · · ,m, are eigenvalues of
A(u0).
Lemma 5.5. Under the assumption of Theorem 5.1, there exist positive constant C1 and
M1 independent of ǫ and T
ǫ, such that the solution U(t, x) to (5.6) satisfies the estimate for
t ∈ [0, T ǫ],
‖U(t)‖2 +
∫ t
0
ǫ‖∂xUII(s)‖2ds ≤ C1
∫ t
0
(‖N(s)‖2 + ‖U(s)‖2 + ǫM1‖∂xτ(s)‖2)ds.(5.10)
Proof. Notice the special structure of the matrix A, the third component v(t, x) can be esti-
mated first. The remained components of U(t, x) denoted by w(t, x) = (τ, u)T (t, x). Corre-
spondingly, the associated components of Ua denote by wa.
(1) From the problem (5.6), we know that v(t, x) satisfies the following initial-boundary value
problem: {
∂tv − ǫµ (r
a)2
τa
∂2xv + ǫµ(
ra
τa
)2(∂xτ
a∂xv + ∂xv
a∂xτ) = N3,
v(t, 0) = v(0, x) = 0,
(5.11)
where N3 is the third component of N given in(5.6). Multiply (5.11) by v and integrate the
resulting equation with respect to x variable over [0,∞) to obtain that
1
2
d
dt
‖v(t)‖2 − ǫµ
(
(ra)2
τa
∂2xv, v
)
+ ǫµ
(
(
ra
τa
)2[∂xτ
a∂xv + ∂xv
a∂xτ ], v
)
= (N3, v).(5.12)
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It is easy to have
−ǫµ
(
(ra)2
τa
∂2xv, v
)
= ǫµ
(
(ra)2
τa
∂xv, ∂xv
)
+ ǫµ
(
∂x
(
(ra)2
τa
)
∂xv, v
)
≥ ǫµc1‖∂xv‖2 − C2
√
ǫ‖∂xv‖ · ‖v‖
≥ 1
2
ǫµc1‖∂xv(t)‖2 − C3‖v(t)‖2,
(5.13)
where c1 = (r)
2/τ˜ and Ci > 0 (i = 2, 3) is independent of ǫ. And
−ǫµ
(
(
ra
τa
)2[∂xτ
a∂xv + ∂xv
a∂xτ ], v
)
.
√
ǫ‖∂xv‖ · ‖v‖+
√
ǫ‖∂xτ‖ · ‖v‖ ≤ 1
4
ǫµc1‖∂xv‖2 + C4‖v‖2 + ǫM1‖∂xτ‖2,
(5.14)
for a constant C4 > 0 independent of ǫ. Then
1
2
d
dt
‖v(t)‖2 + 1
4
µc1ǫ‖∂xv(t)‖2 ≤ C‖v(t)‖2 + ǫM1‖∂xτ(t)‖2 + C‖N3‖2,
by using Gronwall inequality that
‖v(t)‖2 + ǫ
∫ t
0
‖∂xv(s)‖2ds ≤ C
∫ t
0
‖N3‖2 + ǫM1‖∂xτ(s)‖2ds.(5.15)
(2) To estimate w(t, x), from the problem (5.6) we have the following initial-boundary value
problem :
(5.16)

∂tw +A1(U
a)∂xw + dA1(U
a) · w∂xwa − ǫB1(Ua)∂2xw +Rs = Ns,
w(0, x) = 0,
w(t, 0) = 0,
where Rs, Ns are the terms Rl, N given in (5.6) but without the third component, and
A1(U
a) =
(
0, −ra
−ra(τa)−1−γ , 0
)
, B1(U
a) =
(ra)2
τa
· diag{0, λ+ 2µ}
In the lemma 5.6 below we will show that there exists a positive constant C2 independent of ǫ
and T ǫ, such that the solution w(t, x) to (5.16) satisfies the following estimate for t ∈ [0, T ǫ]:
‖w(t)‖2 + ǫ
∫ t
0
‖∂xu(s)‖2ds ≤ C2
∫ t
0
‖N(s)‖2 + ‖U(s)‖2 + ǫM1‖∂xτ‖2ds(5.17)
Combining (5.15) with (5.17), one can obtain (5.10) when M1 is properly small. 
Next we try to verify the estimate(5.17). We observe that Proposition 5.3 still holds for
the matrixes A1(U
a), B1(U
a) given in problem (5.16) with respect to the symmetrizer
S1(U
a) = (ra)−1 · diag{( 1
τa
)γ+1, 1}
Denote every function f(Ua) by fa, and the left,right eigenvectors of A1(U
a) by Lai , R
a
i ,
respectively, with the normalization LaiR
a
j = δij .
Set La = ((La1)
T , (La2)
T )T and Ra = (Ra1 , R
a
2). then we have
LaAa1R
a = Da , diag{−ca, ca}, Sa1 = (La)TLa and LaRa = I
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To estimate w(t, x) diagonalize the equation of (5.16) by setting w = RaV in (5.16) and get
∂tV +D
a∂xV + L
a(∂tR
a · V+Aa1∂xRa · V + dAa1 ·RaV · ∂xwa)
− ǫLsBa1∂2x(RaV ) + LaRs = LaNs.
(5.18)
By using (5.18) we have the following result, which can be used to obtain the estimate (5.17).
Lemma 5.6. Under the assumption of the Theorem 5.1, there exist positive constants C, M1,
independent of ǫ and T ǫ, such that the solutionw(t, x) to problem (5.16) satisfies the estimate
for all t ∈ [0, T ǫ],
‖w(t)‖2 + ǫ
∫ t
0
‖∂xu(s)‖2ds ≤ C2
∫ t
0
‖N(s)‖2 + ‖U(s)‖2 + ǫM1‖∂xτ‖2ds(5.19)
Proof. Multiplying (5.18) by V and integrating the resulting equation with respect to x in
[0,∞), obtain that
1
2
d
dt
‖V ‖2 + (Da∂xV, V ) + (La(Aa1∂xRa · V + dAa1 · RaV ∂xwa), V )
−ǫ(LaBa1∂2x(RaV ), V ) + (La(∂tRa · V −Rs), V ) = (LaNs, V ).
(5.20)
Each term in above can be treat as follows.
(Da∂xV, V ) = −1
2
(∂xD
a · V, V ) + 1
2
(DaV, V )|x=0 = −1
2
(∂xD
a · V, V ) + 1
2
(LaAa1R
aV, V )|x=0
= −1
2
(∂xD
a · V, V ) + 1
2
(LaAa1R
aV, LaW )|x=0
= −1
2
(∂xD
a · V, V ) + 1
2
(Sa1A
a
1w,w)|x=0
= −1
2
(∂xD
a · V, V )
then
(Da∂xV, V ) = −1
2
(∂xD
a · V, V ) ≥ −C7‖w‖2
Next we consider the term
(La(Aa1∂xR
a·V +dAa1 ·RaV ∂xwa), V ) = (LaAa1∂xRa·V, V )+(LadAa1 ·RaV ∂xwa), V ) ≤ C8‖w‖2
It remains to estimate the term ǫ(LaBa1∂
2
x(R
aV ), V ).
−ǫ(LaBa1∂2x(RaV ), V ) = −ǫ(Sa1Ba1∂2xw,w)
= −ǫ(∂x(Sa1Ba1∂xw), w) + ǫ(∂x(Sa1Ba1 )∂xw,w)
= ǫ(Sa1B
a
1∂xw, ∂xw) + ǫ(∂x(S
a
1B
a
1 )∂xw,w)
≥ c1ǫ‖∂xu‖2 − Cǫ‖∂xu‖ · ‖u‖
≥ c1ǫ‖∂xu‖2 − C‖u‖2,
It is easy to have
(La∂tR
a · V, V ) ≤ C‖w‖2,
− (LaRs, V ) = −(LaRs, Law) ≤ Cǫ‖u‖ · ‖∂xw‖ ≤ C
√
ǫ‖u‖ · ‖∂xw‖ ≤ C‖u‖2 + ǫM1‖∂xw‖2,
then we get (5.19) by choosing M1 small. 
To close an energy estimate from (5.10), the term ǫ
∫ t
0
‖∂xτ(s)‖2ds need to be control. This
is the aim of following lemma.
28 HELONG LU,
Lemma 5.7. Under the same assumption as in Theorem 5.1, for any α > 0, there exists a
constant C(α) > 0, independent of ǫ and T ǫ, such that for all t ∈ [0, T ǫ],
ǫ2‖∂xτ(t)‖2 − ǫ
(
1
(λ+ 2µ)
τa
ra
u(t), ∂xτ(t)
)
+ ǫ
∫ t
0
‖∂xτ(s)‖2ds
≤ C(α)
∫ t
0
ǫ‖∂xu(s)‖2 + ǫ2‖∂xN1(s)‖2 + ǫ‖N(s)‖2 + ‖U(s)‖2ds+ αǫ
∫ t
0
‖∂tτ(s)‖2ds.
(5.21)
Proof. At first, we take the derivative of the first equation of (5.6) with respect to the spacial
variable x, this yields
∂t(∂xτ) + r
a∂2xu+ ∂xr
a∂xu = ∂xN1,(5.22)
and then, by using the second equation of the system(5.6) to express ∂2xu, obtain that
∂2xu =
1
(λ + 2µ)ǫ
τa
(ra)2
(∂tu− ra( 1
τa
)γ+1∂xτ −N2)
+O(1)(∂xu+ ∂xτ) +
O(1)
ǫ
(|r|+ |τ |),
(5.23)
and hence we get
∂t(∂xτ) − 1
(λ + 2µ)ǫ
τa
ra
(∂tu− ra( 1
τa
)γ+1∂xτ)
= ∂xN1 + ∂x(r
a)∂xu−O(1)N2
ǫ
−O(1)(∂xu+ ∂xτ)− O(1)
ǫ
(|r|+ |τ |).
(5.24)
We take the scalar product of (5.24) with ǫ2∂xτ get that
ǫ2‖∂xτ(t)‖2 + c1ǫ
2
∫ t
0
‖∂xτ(s)‖2ds−
∫ t
0
ǫ
(
1
(λ+ 2µ)
τa
ra
∂tu(s), ∂xτ(s)
)
ds
≤ C
∫ t
0
ǫ2‖∂xN1(s)‖2 + ǫ‖N2(s)‖2 + ǫ‖U‖2 + ǫ‖∂xu(s)‖2ds.
(5.25)
It remains to estimate the term
∫ t
0
ǫ
(
1
(λ+2µ)
τa
ra
∂tu(s), ∂xτ(s)
)
ds. Since
ǫ
(
1
(λ+ 2µ)
τa
ra
∂tu, ∂xτ
)
=ǫ∂t
(
1
(λ + 2µ)
ρa
ra
u, ∂xρ
)
− ǫ
(
1
(λ+ 2µ)
∂t(
τa
ra
) · u, ∂xτ
)
− ǫ
(
1
(λ+ 2µ)
φ
h
τa
ra
u, ∂t∂xτ
)
,
and
−ǫ
(
1
(λ+ 2µ)
τa
ra
u, ∂t∂xτ
)
= ǫ
(
1
(λ+ 2µ)
∂x(
τa
ra
) · u, ∂tτ
)
+ ǫ
(
1
(λ + 2µ)
τa
ra
∂xu, ∂tτ
)
,
where the last equation holds by UII(t, 0) = 0. Thus, using U(0, x) = 0 obtain that ,
ǫ
∫ t
0
(
1
(λ+ 2µ)
τa
ra
∂tu(s), ∂xτ(s)
)
−
(
1
(λ+ 2µ)
τa
ra
∂xu(s), ∂tτ(s)
)
ds
= ǫ
(
1
(λ+ 2µ)
τa
ra
u(t), ∂xτ(t)
)
− ǫ
∫ t
0
(
1
(λ+ 2µ)
∂t(
τa
ra
) · u(s), ∂xτ(s)
)
ds
+ ǫ
∫ t
0
(
1
(λ + 2µ)
∂t(
τa
ra
) · u(s), ∂tτ(s)
)
ds
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Then
ǫ
∫ t
0
(
1
(λ+ 2µ)
τa
ra
∂tu(s), ∂xτ(s)
)
ds− ǫ
(
1
(λ+ 2µ)
τa
ra
u(t), ∂xτ(t)
)
≤ αǫ
∫ t
0
‖∂tτ(s)‖2ds+ C(α)
∫ t
0
ǫ‖∂xu(s)‖2ds+ C
∫ t
0
‖u(s)‖2 + ǫ2‖∂xτ(s)‖2ds
(5.26)
Finally, we get (5.21) by combining (5.25) with (5.26) 
Because of (5.21), we need to estimate ǫ
∫ t
0 ‖∂tU(s)‖2ds .
Lemma 5.8. Under the same assumption as given in Theorem 5.1, there exists a positive
constant C3, independent of ǫ and T
ǫ, such that for all t ∈ [0, T ǫ],
ǫ2‖∂xUII(t)‖2 + ǫ
∫ t
0
‖∂tU(s)‖2ds ≤ C3
∫ t
0
ǫ‖N(s)‖2 + ǫ‖∂xU(s)‖2 + ‖U(s)‖2ds.(5.27)
Proof. Multiplying Sa∂tU on both side of the equations (5.6),then∫ t
0
‖∂tU(s)‖2ds− ǫ
∫ t
0
(
SaBa∂2xU(s), ∂tU(s)
)
ds
≤ C
∫ t
0
‖N(s)‖2 + 1
ǫ
‖U(s)‖2 + ‖∂xU(s)‖2ds
(5.28)
According to the special structure of SaBa and ∂tUII(t, 0) = 0, using an integration by parts
that
ǫ(SaBa∂2xU(s), ∂tU(s)) = −ǫ(SaBa∂xU, ∂t∂xU)− ǫ(∂x(SaBa)∂xU, ∂tU)
= − ǫ
2
∂t(S
aBa∂xU, ∂xU) +O(1)ǫ(‖∂xU‖‖∂tU‖+ ‖∂xUII‖2)
(5.29)
Therefore, (5.27) obtained by plugging (5.28) into (5.29) and using Proposition 5.3 
5.2. End of the proof of Theorem 5.1. At this stage, we have all the elements need to
prove Theorem 5.1.
First, by adding (5.21) to 2α · (5.27) and choosing α small,
ǫ2‖∂xτ(t)‖2 + 2αǫ2‖∂xUII(t)‖2 − ǫ
(
1
(λ+ 2µ)
τa
ra
u(t), ∂xτ(t)
)
+ ǫ
∫ t
0
‖∂xτ(s)‖2 + αǫ
∫ t
0
‖∂tU(s)‖2ds
≤ C2
∫ t
0
ǫ‖N(s)‖2 + ‖U(s)‖2 + ǫ2‖∂xN1(s)‖2 + ǫ‖∂xUII(s)‖2ds,
(5.30)
for a constant C2 > 0. Second, by calculating (5.10) + 4CM1C2 · (5.30)
‖U(t)‖2 + 4CM1C2
{
ǫ2(‖∂xτ(t)‖2 + 2α‖∂xUII(t)‖2)− ǫ
(
1
(λ+ 2µ)
τa
ra
u(t), ∂xτ(t)
)}
+ ǫ
∫ t
0
(1− 4M1CC2)‖∂xUII(s)‖2 + 2CM1‖∂xτ(s)‖2 + 4CM1α‖∂tU(s)‖2ds
≤ C5
∫ t
0
‖U(s)‖2 + ‖N(s)‖2 + ǫ2‖∂xN1(s)‖2ds.
(5.31)
Note that
4CM1C2ǫ
(
1
(λ+ 2µ)
τa
ra
u(t), ∂xτ(t)
)
≤ 2CM1C2‖U(t)‖2 + 2CM1C2ǫ2‖∂xτ(t)‖2,
So, we have
‖U(t)‖2 + 4CM1C2ǫ2‖∂xτ(t)‖2 − 4CM1C2ǫ
(
1
(λ+ 2µ)
τa
ra
u(t), ∂xτ(t)
)
≥ (1− 2CM1C2)‖U(t)‖2 + 2CM1C2ǫ2‖∂xτ(t)‖2.
(5.32)
Thus choose M1 small satisfying 1 − 4M1CC2 > 0 and 1 − 2CM1C2 > 0, combining(5.30)
and (5.31) obtain that
E(t) + ǫ
∫ t
0
‖∂xU(s)‖2 + ‖∂tU(s)‖2ds ≤ C
∫ t
0
‖U(s)‖2 + ‖N(s)‖2 + ǫ2‖∂xN1‖2ds,(5.33)
with E(t) = ‖U(t)‖2 + ǫ2‖∂xU(t)‖2.
To conclude Theorem 5.1, from (5.9) and (5.33), it remains to estimate
∫ t
0
‖∂2xUII(s)‖2ds,
we just use the equation (5.6), we have
ǫ3
∫ t
0
‖∂2xUII(s)‖2ds ≤ C
∫ t
0
ǫ(‖∂tU(s)‖2 + ‖∂xU(s)‖2 + ‖N(s)‖2) + ‖U(s)‖2ds(5.34)
Thus, by substituting (5.9) and (5.33) into (5.34) deduced that
E(t)+ǫ
∫ t
0
(‖∂xU(s)‖2 + ‖∂tU(s)‖2) ds
≤ CǫM + C3
∫ t
0
E(s) + ǫp−3E(s) + ǫp−1
(‖∂tU(s)‖2 + ‖∂xU(s)‖2) ds(5.35)
Hence, for p ≥ 3 and ǫ small , we have
E(t) + ǫ
∫ t
0
‖∂xU(s)‖2 + ‖∂tU(s)‖2ds ≤ CǫM + C
∫ t
0
E(s)ds,
where C > 0 is independent of ǫ and T ǫ. Last, by using Gronwall inequality, we obtain that
E(t) ≤ CǫM ∀t ∈ [0, T ǫ].
Noting that
Ua(t, x) = U I,0(t, x) + UB,0(t,
x√
ǫ
) + Us,0(t,
x− h√
ǫ
) +O(
√
ǫ),
and then, from the estimate (5.4), using Sobolev embedding theorem, we obtain (5.5) and
complete the proof of Theorem 5.1.
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