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Abstract-using the generalized Schwarz inequality, we establish some weak duality theorems 
for nondifferentiable static multiobjective variational problems involving generalized (F, p)-convex 
functions. Later in the sequel, we introduce three dual models for the nondifferentiable static multi- 
objective fractional variational problems and derive weak duality results for such programs. 
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1. INTRODUCTION 
Several authors recently have been interested in the optimality conditions and the duality theo- 
rems for multiobjective variational problems. For details, readers are advised to consult [l-4]. Re- 
cently, Preda [5] introduced generalized (F, p)-convexity, an extension of F-convexity and general- 
ized pconvexity defined by Vial [6,7]. In [8], Bhatia and Jain defined generalized (F, p)-convexity 
for nonsmooth functions, an extension of generalized (F, p)-convexity defined by 
Preda [5], and they derived some duality theorems for nonsmooth multiobjective programs. 
Liu [9,10] established optimality and duality for multiobjective fractional programming (or gen- 
eralized fractional programming) involving nonsmooth (F, p)-convex functions. In [3], Mishra 
and Mukherjee discussed duality for multiobjective variational problems involving generalized 
(F, p)-convex functions. La1 et al. [ll] derived some weak dual theorems for the nondifferentiable 
static multiobjective problems involving invex functions. In [12], Mond and Smart considered 
the duality with invexity for a class of nondifferentiable static and continuous (single-objective) 
programming problems. 
In this paper, we are motivated to consider duality for nondifferentiable static multiobjective 
variational problems involving generalized (F, p)- convex functions. Some definitions and nota- 
tions are given in Section 2. In Section 3, using the generalized Schwarz inequality, we derive 
some weak duality theorems. Three dual models for the nondifferentiable static multiobjective 
fractional variational problems are considered in Section 4. 
2. NOTATIONS AND PRELIMINARY RESULTS 
Let W” be the n-dimensional Euclidean space. Throughout the paper, the following convention 
for vector in W” will be adopted: 
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x> ytixzi > yi, foralli=l,...,n; 
x 1 y@xi 2 yi, for all i = 1, . . . , 72; 
a:LY~Xi2Yi, for all i = 1,. . . , n, but z # y. 
LetI=[a,b]bearealintervaland~:IxWnxWn H W be a continuously differentiable function. 
In order to consider @(t,z,i), where x : I H W* is differentiable with derivative k, we denote 
the partial derivatives of Q by @t, 
The partial derivatives of other functions used will be written similarly. Let C(I, IF) denote the 
space of piecewise smooth functions x with norm 11x11 = ](x]]~ + ]]Dx]]~, where the differentiation 
operator D is given by 
u = Dx Hxc(t) = a +J 
t 4s) ds, a 
in which cr is a given boundary value. Therefore, D = $ except at discontinuities. 
We now consider the following multiobjective continuous programming problem: 
(J 
b 
Minimize fl@, x(t), k(t)) + (x(t)TBl(t)x(t))1’2 dt,. . . , 
a 
J 
b 
f*(t, x(t), k(t)) + (~(t)~E$,(t)x(t))~‘~ dt 
a 
Subject to x(a) = cr, z(b) = P, (I) 
g(t, z, 5) 2 6, (2) 
x E c(I,Wn), 
where fi : I x IF x P I+ W, i = 1,2,. . . ,p, g : I x Wn x Wn I+ Wm are assumed to be 
continuously differentiable functions, and for each t E I, i E P = { 1,. . . ,p}, Bi(t) is an n x n 
positive semidefinite (symmetric) matrix, with B(a) continuous on 1. Let us now denote by X the 
set of feasible solutions of problem (VP). The following generalized Schwarz inequality [13, p. 2621 
is required in the sequel: 
XTBW 5 (XTBX) 1’2 (U&U) 1’2 
Consider the following dual of (VP): 
for all 2, w E Wn. 
(J 
b 
Maximize [f’(t,Y(t), Y(t)) + Y(t)T&(t)w(t) - XT(t)&, Y(t), Y(t))] 4.. .I 
a 
J b [fp(t, y(t), i(t)) + y(t)T44t)4t) - XT(W, y(t), s(t))] dt a 
Subject to y(a) = (Y, Y(b) = P, 
& [&t, y(t), Y(t)) + &(t)w(t)] - XT(r)&, y(t), Y(t)) 
i=l 
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= D > (3) 
wtBiw 5 1, i = 1,2 )...) p, (4) 
A(t) 2 0, Ti 2 0, f: Ti = 1, (5) 
i=l 
YE c(r,Rn), w E C(I,W”), XEC(I,IP). 
DEFINITION 2.1. (31 A functional F : I x W” x R” x Wn x W” x R” H R is sublinear if for any 
x, 20 E IP, L&i0 E IEV, 
F (t, x, jl, x0, k”; al + az) 2 F (t, 2, f, x0, So; al) + F (t, x, 5, x0, k”; az) , 
for any al, u2 E IP, and 
(4 
F (t, x, &x0, k”; au) = aF (t, z, i, x0, k”; u) , PI 
for any cr E R, cy 2 0, and a E Rn. From (A) and (B), F(t, 2, k, x0, ~5’; 0) = 0 follows. 
In the above definition, it is obvious that sublinearity is with respect to the sixth variable. Let 
us consider a sublinear functional F and the function @ : I x IP x IP I-+ R. We suppose Q is a 
continuously differentiable function. Let p E W and d(t, ., .) be a pseudometric on R”. 
DEFINITION 2.2. [3] The function @ is said to be (F, p)-convex at x0 E X if for all x E X, we 
have 
J 
b{Q(t,x,5) -@(t,xO,kO)} dt 2 
s ( 
bF - t,z,&z”,fo;@,, (&x0,5’) 
a a 
- f (a* (t,z’,“‘))) dt +plbd2 (&x,x’) dt. 
This function @ is said to be strongly F-convex, F-convex, or weakly F-convex at x0 according 
to p > 0, p = 0, or p < 0. 
DEFINITION 2.3. (31 The function @ is said to 
such that 
s 
b 
@(t, 5, j’) dt 5 
a 
we have 
b s ( F a t,z,2,x0,fo;+,, (t,x”,io) - $ (a* (&x0,5’)) dt 5 -p] d2 (&x,x’) dt. a 
be (F, p)-quasiconvex at x0 E X if for aJJ x E X 
s 
b 
@ (t, x0, k”) dt, 
a 
We say that 9 is strongly F-quasiconvex, F-quasiconvex, or weakly F-quasiconvex at x0, accord- 
ing to p > 0, p = 0, or p < 0. 
DEFINITION 2.4. 131 The function Q is said to be (F, p)-pseudoconvex at x0 E X if for all x E X 
such that 
b 
s ( 
F 
a 
t,z,5,z0,20;(P~ (t,zO,io) - $ (Qj (t ,x0,?‘))) dt 2 -pJobd’(t,x,x’) dt, 
we have 
J 
b 
J 
b 
@ (t, x, S) dt 1 G (t, x0, k”) dt. 
a a
We say that 0 is strongly F-pseudoconvex, F-pseudoconvex, or weakly F-pseudoconvex at x0 
according to p > 0, p = 0, or p < 0. 
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3. DUALITY THEOREMS 
In this section, using the generalized Schwarz inequality, we derive some duality theorems for 
the static multiobjective variational problem (VP). 
LEMMA 3.1. Let A(t) be an n x n positive semidefinite (symmetric) matrix, with A(.) continuous 
on I, and wT(t)A(t)w(t) 5 1. Then, 
J 
b 
(x(t)TA(t)x(t))1’2 dt 2 - b x(t)TA(t)w(t) dt. 
a I a 
PROOF. With the generalized Schwarz inequality, we obtain 
s 
b 
(x(t)TA(t)x(t))1’2 dt 2 b - 
s 
x(t)TA(t)w(t) + (x(t)TA(t)x(t))1’2 
a 
- (x(t)TA(t)x(t)) 1’2 (:(t)TA(t)w(t)) li2 dt 
= 
J a 
b x(t)TA(t)w(t) + (x(t)TA(t)x(t)) 1’2 (1 - (w(t)TA(t)w(t)) I”) dt 
b 
> = 
J 
x(t)TA(t)w(t) dt. I 
a 
THEOREM 3.1. Assume that for all feasible x of (VP) and for all feasible (y, A, w, r) of (VDP)r , 
fi(t, ., .) + (.)TBiw is (F,pli)-convex, i = 1,2,. . . ,p, -XTg is (F, pa)-convex, and Cbi ?pii + 
p2 2 0. Then, the following cannot hold: 
b Jr a fi (t, x(t), k(t)) + (x(t)T13i(t)x(t))1’2] dt 
5 
s 
b [fi (t, y(t), ti(t)) + y(t)TWt)w(t) - XT (t)g(t, y(t), G(t))] dt, (6) 
a 
for all i E P and 
1” [.f” (t, x(t), k(t)) + (x(t)T&,(t)x(t))1’2] dt 
a 
< 
s 
b [fro (6 y(t), ti(t)) + y(t)‘&o(t)w(t) - XT(t)g (4 y(t), Q(t))] dt, (7) 
a 
for some io E P. 
PROOF. Suppose, contrary to the result, that (6) and (7) hold. Then (6) and (7) imply that 
2 # 1” [fi(t, x(t), k(t)) + (x(t)T13i(t)x(t))1’2] dt 
i=l a 
<& 
I 
b 
[fi(t, z./(t), G(t)) + dt>T&(t>w(t) - XTMt, y(t)> WI] dt. (8) 
i=l a 
With Lemma 3.1, we have 
k# 1” [f”(t, x(t), k(t)) + (x(t)TBi(t)x(t))1’2] dt 
i=l a 
+ y(t)TW)W - ~T(W,v(tMt))] dt 
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b + P2 J d2(4 y(t), ti(t>> dt a > = t, x(t), k(t), Y(t), G(t); kTi [.fi(t> Y(t), g(t)) + Bi(t)w(t)] 
i=l 
which contradicts (8). Hence, the result follows. 
The Mond-Weir-type [14] vector dual of (VP) can be given as follows: 
I 
(VW, 
Maximize 
(J 
ab [f% Y(t), ti(t)) + Y(t)T&(t)W(t)] dt, . . . , 
J a’ [fPk y(t), 3iW) + dt)T4&Mt)] dt ) 
Subject to y(a) = cr, Y(b) = P 
gTi [$(t,Y(t),ti(t)) + &(t)w(t)] -XT(t)9z(t7Y(t)7ti(t)) 
i=l 
i 
P 
= D p(t,Y(tMt)) - XT(t)9*(t7Y(tMt)) I 
1 
(9) 
XT(t)g(t, y(t), !Kt)) I 0, (10) 
wtBiw 5 1, i=1,2 (..., p, (11) 
x L 0, ri 2 0, f: q = 1, (12) 
i=l 
Y E w,w, w E C(I, W), x E C(I,Iq. 
THEOREM 3.2. Assume that for al feasible x of (VP) and for alI feasible (y, X, w, 7) of (VDP)2, 
CL, Ti{fi(t, a, .) + (.)TBw} is (F, PI)+ seu d oconvex and --XT9 is (F,pz)-quasiconvex and p1 + 
82 J.-C. LIU 
p2 2 0. Then the following cannot hold: 
J 
b 
fi(t, z(t), k(t)) + (s(t)TBi(t)z(t)) 1’2 dt S 
J 
ab [fk y(t), 2j(t)) + y(t)TR(+$)] dk (13) 
a 
for all i E P and 
J 
b 
fi’(t, z(t), k(t)) + (~(t)~Bio(t)s(t)) 1’2dt < 
J 
b 
[fiok Y(% G(t)) + ~(t)~&oW(t)] 4 
a a 
(14 
for some io E P. 
PROOF. Suppose, contrary to the result, that (13) and (14) hold. Then (13) and (14) imply that 
b 
f: J[ ri f”(t, z(t), k(t)) + (z(t)TBi(t)z(t)) 1’2] dt 
i=l a 
<&J” [f% y(t),ti(t)) + NT&(t)+)] dt. (15) 
i=l a 
With the Lemma 3.1, we have 
2~ Jb [fyt, s(t), qt)) + x(qT~i(t)w(t>] dt 
i=l a 
<$ J" [fik y(t), 3iV)) + y(t)T&(Wt)] dt. (16) 
i=l a 
Using the pseudoconvexity of Cy==, -ri{fi(t, ., .) + (-)TBi~}, we get from (16) 
J b F(4 4th k(t), y(t), 3i(C 2 2 [f% Y(a ?xt)) + W)w(t)] a i=l 
- f &‘f:(t, y(t), e(t))) dt < -PI 1” d2(t> y(t), ti(t)) dt. (17) 
a=1 a 
As z is feasible for (VP) and (p, X, w, 7) is feasible for (VDP)z, (2),(10), and (12) imply that 
J 
b 
J 
b 
XT(t)@, 4th k(t)) dt 2 XT(W, y(t), Q(t)) dt. 
a a 
Since -XTg is (F, p2)-quasiconvex, 
J 
b 
a 
F (4 4t>,i(t),y(t),ti(Q; -XT(t)g,(t,y(t),~(t)) + ~XT(t)g~(t,y(t),O(t))) dt 
J 
6 
5 -P2 d2(h y(t), ti(t)) dt. (18) 
a 
Fkom (9),(17), and (18), we have 
(PI + ,oz) Ibd2 (t,y(t),@)) dt < 0, 
a 
which is a contradiction to the fact that (~1 + ~2) L_ 0. Thus, the proof is complete. I 
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4. FRACTIONAL PROGRAMMING PROBLEM 
In this section, we consider three dual models for the following multiobjective fractional vari- 
ational problem: 
(VW 
Minimize 
J; fi@, x(t), k(t)) + (r(t)T&(t)r(q 1’2 dt 
J; 9i(t, z(t), k(t)) - (~(t)~C,(t)z(t))“~ dt ’ ’ . ’ ’ 
s,” fP(t, ~(4, i(t)) + (WTBp(t)z(t))1’2 dt 
s,” gP(t,+), k(t)> - (z(t)TC,(t)W)“2 dt 
Subject to r(o) = (Y, r(b) = P, 
h(t,z,ci) 2 0, 
z E C(I,lP), 
(19) 
wherefi:IxWnxRnHW;gi:IxWnxWnHW,i=1,2,...,p;andh:IxWnxWnHIRm. All 
the above functions are assumed to be continuously differentiable functions, and for each t E I, 
i E P = (1,. . . ,p}, lqt), and Ci(t) are n x n positive semidefinite (symmetric) matrices with, 
respectively, B(e) and C(e) continuous on I, and 
J 
b fi (t, z(t), k(t)) + (z(t)TBj(t)r(t))1’2 dt 2 0, for all i E P, 
a 
and 
J 
b 
gi (t, z(t), k(t)) - (z(t)TCi(t)z(t))1’2 dt > 0, for all i E P, 
a 
for all z satisfying the constraints of (VFP). 
For convenience’ sake, let 
@j(y) = 
J 
’ f” (6 y(t), 3i(t)) + y(t>TW)W dt 2 0, i E P, 
a 
rb 
@j(y) = / gi (t, y(t), e(t)) - y(t)TG(t)4t) dt> 0, i E P, 
JO 
and 
J 
b 
f-qY,Jf) = XT (t)W,Y(t), G(t)) dt. 
a 
Now, the three types of dual problems for (VFP) can be given as follows: 
(VFD), 
Maximize (zli, 212,. . . , up) 
Subject to Y(a) = o, Y(b) = P 
f: ri { [fZ (4 y(t)7 Y(t)) + W)44] - vi [9L (4 y(t), G(t)) - G(t)w(t)] } 
i=l 
- XT (%(4 ?A& e(t)) 
=D 1 f: Ti [fi (t, y(t), Q(t)) -49: (t, y(t), ?w)] -~T(w5(t~ Y(t)Y?w> 7 i=l 1 
(20) 
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XT(W (t, Y(%ti(t)) 5 0, (21) 
f i (6 Y(% g(t)) + YT(Wi(+4~) 
- vi [gi (t, y(t), e(t)) - YT(wi(t)w(t)] 2 0, i=1,2 ,***,P, (22) 
wT(t)B&)w(t) 5 1, WT(t)C~(t)W(t) 5 1, i=1,2 )...) p, (23) 
P 
A(t) 2 0, Ti 2 0, c 
7-i = 1, (24) 
i=l 
Y E C(I,W, w E C(I, IP), x E C(I, EP). 
(VFD), 
Maximize 
Subject to 
WV, 
Maximize 
Subject to 
( WY> - WY, 4 @“(Y) - fi(Y7 8 lpi(y) ’ * * ’ ’ !wY) > 
2 Ti Pi(Y) [fl (4 Y(t)> !xt)> + Bi(t)w(t) - ~T(t)~z (6 y(t), 9(t))] 
- p+(Y) - f-?Y7 W] ka7Ym G(t)) - Gw@)l} 
I P 
= D 
t- 
CT” pi(Y) [m7Yw(t)) - XT(t)h~(t,Y(t),jl(t))] 
i=l 
- p+(Y) - WY, A)] 9: (6 y(t), G)) 
1 
7 (25) 
wT(t)&(t)w(t) 2 1, WT(t)C;(t)W(t) 5 1, i = 1,2 )...) p, (26) 
P 
A(t) 2 0, ri 1 0, c 
7-i = 1, (27) 
i=l 
Y E C(I,R”), w E C(I,iIP), x E C(I,lFP). 
( @l(Y) QP(Y) @l(y) ’ * * * ’ !@(y) > 
Y(U) = a, y(b) = A 
f: 2 {@(Y) [f; (4 y(t), ?Ht)) + W)w(t)] - @(Y) [d (4 y(t), 3i(t)) 
i=l 
- Ci(e4t)l) - ~Twz (4 Y(t),ti(t)) 
= D 
{ 
f: # {@“(Y>f;(k Y(t), G(t)) - WY)s: CC Y(t)> 3iW) 
i=l 1 
- ~T(t)b (G y(t), ti(Q) 7 (28) 
XT(W (6 y(t), Q(t)) 5 0 (29) 
wT(t)&(t)w(t) 5 1, Wyt)Ci(t)W(t) 5 1, i = 1,2,. . . ,p, (30) 
W) 2 0, ri 2 0, f: ri = 1, (31) 
i=l 
Y E w,Wn), w E C(I,R”), x E C(I, Iv). 
THEOREM 4.1. Assume that for all feasible z of (VFP) and for all feasible (y, v, X, w, T) of 
(VFDjl, CL, q{fi(t, ., .) + (e)TBi(t)w(t) -vi[gi(t, ., .) + (.)TCi(t)w(t)]} is (F,pl)-pseudoconvex 
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and -XTh is (F, pa)-qumiconvex and pl + p2 2 0. Then the following cannot hold: 
c fi (4 4% W) + (z(t)TBi(t)z(t))1’2 dt < 
Jigi (t, z(t), i(t)) - (x(t)TCi(t)z(t))“2 cft = 
V2, (32) 
for all i E P and 
J; fro (t, x(t), k(t)) + (r(t)TBio(t)r(t))“2 dt 
s” i” (6 z(t), i(t)) - kNTCio(t)Z(t)) 
< Vi09 (33) 
.g ‘I2 dt 
for some io E P. 
PROOF. Suppose, contrary to the result, that (32) and (33) hold. Then (32) and (33) imply that 
f i (t, z(t), k(t)) + (z(t)TBz(t)x(t))1’2 
-Vi [g” (t,X(t),i(t)) - (Z(t)TCi(t)X(t))1’2]} dt < 0. (34) 
Consequently, (22) and (34) yield 
b 
I5 Jr ri fi (t, X(t),?(t)) + (E(t)TBi(t)Z(t))1’2 
i=l a 
-vi [gi (t, z(t), i(t)) - (z(t)TCi(t)x(t)) 1’2]} dt 
.$+ 
s 
b {fi (4 Y(t)7 !Xt)) + Y(t)TBi(t)W(t) 
k-l a 
- vi [gi (4 y(t), ti(t)) - y(t)TG(W(t)] } dt. 
With the Lemma 3.1, we have 
2 Ti J” {fi (t, z(t), i(t)> + z(t>TBi(t)W(t> - vi [gi (4 z(t), k(t)> - @>TG(t)W(t>]} dt 
i=l a 
.$ 
J 
b { fi (4 Y(t), ?Xt>) +Y(t)TBi(tMt) - vi [#Cc y(t), G(t)) - yl(t>TGWW(t>]} dt. 
i=l a 
(35) 
Using the pseudoconvexity of CT=‘=, Ti{fi(t, ., .) + (.)TBi(t)w(t) - vi[gi(t, *, *) + (*>TCi(t)w(t)]}, 
from (35) we get 
b 
J ( F 6 4% W, y(t), jl(t); f: 2 { [f; (t, y(t), i+(t)) + MtMt)] a i=l 
- Vi [S7: (tl Y(t)7 ti(t)) - Ci(t)w(t)] } 
- -$ $ ? [f: (t, y(t), e(t)) - vig: (t, y(t) s(t))] 7 dt 
a=1 
(36) 
J 
b 
< -p1 d2 (t, y(t), g(t)) dt. 
a
As z is feasible for (VFP) and (y, II, X, W, 7) is feasible for (VFD)l, (19),(21), and (24) imply that 
J 
b 
J 
b 
XT(t)h(t, z(t), 3(t)) dt 2 XT (t)h(t, y(t), G(t)) dt. 
a a
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Since -XTh is (F, pp)-quasiconvex, 
s 
b 
a 
FCC 4% *(t), y(t), ti(t); -~Twz(t, Y(t), ?.xt)) + -g W&, y(t), S(Q)) fit 
s 
b 
2 -P2 d2@, z/(t), ti(t)> fit. (37) 
a 
From (20),(36), and (37), we have 
h+Pz) b 
s 
d2V, z/(t), G(t)) dt < 0, 
a 
which is a contradiction to the fact that (PI+ ~2) 2 0. Thus the proof is complete. I 
THEOREM 4.2. Assume that for all feasible x of (VF’P] and for all feasible (y, X, w, T) of (vFD)2, 
fi(t, a, .) + (.)TBi(t)w(t) is (F,pli)-convex, gi(t, ., .) + (.)TCi(t)w(t) is (F, pzi)-convex, 
i = 1,2,..., p, -XTh is (F,p 3 )- convex, and Cbl T~{@(Y)[PI~ + ~31 - [d(y) - O(y, X)]m} 2 0. 
Then the following cannot hold: 
s,” fi(t, x(t), k(t)) + (x(t)T&(t)x(t)) 1’2 dt < @(Y) - R(y, A) 
S,bgi(t, x(t), k(t)) - (x(t)TCi(t)x(t))1’2 dt = @(Y) ’ 
(38) 
for all i E P and 
Ji fiO(t, x(t), k(t)) + (x(t)TBio(t)x(t))1’2 dt < @O(y) - O(y, A) 
S,bgiO(t,x(t),i(t)) - (x(t)TCao(t)x(t))1’2 dt 9$0(y) ’ 
(39) 
for some io E P. 
PROOF. Suppose, contrary to the result, that (38) and (39) hold. Then (38) and (39) imply that 
fi (t, x(t), i(t)) + (x(t)T13i(t)x(t))1’2 dt 1 
< $2 (@(Y> - WY, A,) lb d (t, x(t), i(t)) - (x(t)TG(t)x(t))1’2 dt] . (40) 
With Lemma 3.1, we have 
g+Y)~ fi (t, x(t), i(t)) + (x(t)TBz(t)x(t))1’2 dt 
- [G+(y) - Ll(y, A)] 
J 
bgi (t, x(t), k(t)) - (x(t)TC,(t)x(t))1’2 dt 
2 27-i {!F(y)@i(x) - ;.l(s, - qy, A)] Pi(x)} 
(41) 
i=l 
= & {@i(y) [@(x) - i @ (Y)] - pi(Y) - WY, 41 [@(4 - @Y)] + WYMY, A>} . 
i=l 
Now, because of the hypotheses, we have 
for all i = 1,2,. . . ,p, 
(42) 
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@x) - @(Y> 2 J” F(t, x(t), 4% y(t),?xt); 9: (4 Y(t),!@)) 
a 
- Ci(W(t) - $I: (t, y(t), ti(t)) 
> 
dt 
I 
b + P2i d2 (t, y(t), jl(t)) dt for all i = 1,2, . . . , p, 
a 
b 
WY, 4 - 012(x, 4 2 
s ( 
F t, x(t)> k(t), y(t), ti(t); 
a 
- XTk (t, y(t), 3i(t)) + -$AThi (tv (t)dW ) dt 
(43) 
(44 
I 
b 
+ P3 d2 (4 y(t), G(t)) dt. 
a 
From (25), and (41)-(44), we obtain 
$+Y)~ fi (t, x(t), k(t)) + (x(t)TBi(t)x(t))1’2 dt 
- [G”(Y) - O(y, A)] 
J 
b gi (t, x(t), k(t)) - (x(t)TC,(t)x(t))1’2 dt 
a 
2 f:~~ { @‘(Y)[PI~ + ~31 - [@(Y) - R(Y, A)] p2i) J” d2 (t, y(t), ti(t)) dt 
i=l a 
+ f: &iqy)R(x, A) 10, 
i=l 
which is a contradicts (40). Hence the proof is complete. I 
THEOREM 4.3. Assume that for all feasible x of (VFP) and for all feasible (y, X, w, r) of (VFD)3, 
CbI~i{si(y) [fi(t,.,.)+(.)TBi(t)w(t)]-~i(y)[gi(t,.,.)+(.)TCi(t)w(t)]} is(F,pl)-pseudoconvex 
and -XTh is (F, pa)-quasiconvex and p1 + pz 2 0. Then the following cannot hold: 
s,” fi (t, z(t), i(t)) + (z(t)TBi(t)z(t))1’2 dt < @(y) 
s,bg+ (t, x(t),?(t)) - (x(t)TCi(t)x(t))“2 dt = pi(Y) ’ 
(45) 
for all i E P and 
J; fro (t, x(t), k(t)) + (x(t)TBio(t)x(t))“2 dt < @y(y) 
Jigi (t,x(t),k(t)) - (x(t)TCio(t)x(t))“2 dt “O(y)’ 
(46) 
for some io E P. 
PROOF. Suppose, contrary to the result, that (45) and (46) hold. Then (45) and (46) imply that 
f” (t, x(t), k(t)) + (x(t)TBi(t)x(t))1’2 dt I 
b gi (t, x(t), k(t)) - (x(t)TCi(t)x(t)) 1’2 dt 1 . (47) 
With Lemma 3.1, we have 
$Ti {Pi(Y) p+(x) -@(Y)]} < kTi {@'(Y> pw -@(Y)]} * 
i=l 
88 
Thus, we obtain 
J.-C. LIU 
- d+(y) [gi (t, x(t), k(t)) - c~(t)~C~(t)tu(t)] dt 
> 
{I 
b 
@YY) [fib y(t), ?s)) + Y@)Tw~(t)] 
i=l a 
(48) 
- @(Y) [if (6 y(t), B(t)) - 4t)TCi(+o)] dt . 
Using the pseudoconvexity of cF=, q{!Pi(y)[fi(t, ., *) + (.)TBi(t)w(t)] - @(y)[gi(t, ., .) + (.)T 
Ci(t)w(t)]}, from (48) we get 
b 
J ( F t, z(t), k(t), y(t), G(t); f: 9 {@Y) [fi (4 y(t), G(t)) + Bi(t)w(t)] a i=l 
- @tY>[g%Y(t), ti(t)) - WMW 
(49) 
J 
b < -p1 d2 (t, y(t), Q(t)> dt. 
a 
As z is feasible for (VFP) and (y,X,w,~) is feasible for (VFD)s, (19),(29), and (31) imply that 
J 
b 
J 
b 
XT (t)h(t, z(t), k(t)) dt 2 XT (t)h(t, y(t), G(t)) dt. 
a a 
Since -XT h is (F, pa)-quasiconvex, 
J” F (t. z(t), k(t), y(t), G(t); -XT@)hz (t, y(t), 3i(t)) + -$~T@)hs (6 y(t), W) dt 
a 
J 
b 
2 P2 d2 (t, y(t), ti(t)) dt. (50) 
a 
From (28),(49), and (50), we have 
(PI+ m) J” d2 (t, y(t), g(t)) dt < 0, 
a 
which is a contradiction to the fact that (~1 + pz) 2 0. Thus, the proof is complete. I 
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