Existence of positive periodic solutions of nonlinear first-order delayed differential equations  by Ma, Ruyun et al.
J. Math. Anal. Appl. 384 (2011) 527–535Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Existence of positive periodic solutions of nonlinear ﬁrst-order delayed
differential equations
Ruyun Ma ∗, Ruipeng Chen, Tianlan Chen 1
Department of Mathematics, Northwest Normal University, Lanzhou 730070, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 18 January 2011
Available online 7 June 2011
Submitted by R. Manásevich
Keywords:
Positive ω-periodic solutions
Existence
Fixed point index
Cones
We consider the existence of positive ω-periodic solutions for the equation
u′(t) = a(t)g(u(t))u(t) − λb(t) f (u(t − τ (t))),
where a,b ∈ C(R, [0,∞)) are ω-periodic functions with ∫ ω0 a(t)dt > 0, ∫ ω0 b(t)dt > 0;
f , g ∈ C([0,∞), [0,∞)) and f (s) > 0 for s > 0; τ is a continuous ω-periodic function;
λ > 0 is a parameter. The proofs of our main results are based upon ﬁxed point index
theory.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, there has been considerable interest in the existence of periodic solutions of the following equation
u′(t) = a(t)g(u(t))u(t) − λb(t) f (u(t − τ (t))), (1.1)
where a,b ∈ C(R, [0,∞)) are ω-periodic functions, ∫ ω0 a(t)dt > 0, ∫ ω0 b(t)dt > 0, τ is a continuous ω-periodic function.
(1.1) has been proposed as a model for a variety of physiological processes and conditions including production of blood
cells, respiration, and cardiac arrhythmias. See, for example, [1–13] and the references therein.
The existence results in the literature are largely based on the assumption that there exist two positive constants l and L,
such that
0< l g(u) L. (1.2)
It is interesting to know whether there is a positive solution of (1.1) when g does not satisfy (1.2). Very recently, Jin and
Wang [13] studied the existence of positive ω-periodic solutions of the spectral equation
u′(t) = a(t)eu(t)u(t) − λb(t) f (u(t − τ (t))) (1.3)
under the assumptions:
(H1) a,b ∈ C(R, [0,∞)) are ω-periodic functions, ∫ ω0 a(t)dt > 0, ∫ ω0 b(t)dt > 0, τ is a continuous ω-periodic function, g :[0,∞) → [0,∞) is continuous;
(H2) f ∈ C([0,∞), [0,∞)) and f (s) > 0 for s > 0;
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∫ ω
0 a(t)dt < 1, and for r > 0,
m(r) := min
{
f (u):
σ e
r
(1− σ)
1− σ er r  u  r
}
> 0.
They proved the following
Theorem A. Assume that (H1)–(H3) hold and limu→0+ f (u)u = 0. Then for each L > 0, there exists a λ0 > 0 such that (1.3) has a
positive ω-periodic solution u with supt∈[0,ω] u(t) L for λ > λ0 .
It is easy to see that the function g(u) = eu satisﬁes
1 eu < ∞. (1.4)
Of course, natural questions are
Q1. Whether or not a similar result can be proved under the more general condition
0< l g(u) < ∞? (1.5)
Q2. Whether or not a similar result can be proved under the more general condition
0< g(u) L? (1.6)
Q3. Under the assumptions (1.5) or (1.6), what will happen if we replace the assumption “ f0 = 0” with one of the assump-
tions: f0 = ∞, f∞ = 0, f∞ = ∞, where
f0 = lim
u→0
f (u)
u
, f∞ = lim
u→∞
f (u)
u
?
In this paper, we will give positive answers to Q1 and Q2, and give a partial answer to Q3. More precisely, in Sections 2–3,
we will prove the existence of positive ω-periodic solutions for (1.1) under (1.5) and f satisfying one of the following
conditions:
f0 = 0, f0 = ∞. (1.7)
Sections 4–5 are devoted to studying the existence of positive ω-periodic solutions for (1.1) under (1.6) and one of the
following conditions:
f0 = 0, f0 = ∞. (1.8)
However, we give no any information on the existence of positive ω-periodic solutions for (1.1) in the four following cases:
(i) (1.5) holds and f∞ = ∞;
(ii) (1.5) holds and f∞ = 0;
(iii) (1.6) holds and f∞ = 0;
(iv) (1.6) holds and f∞ = ∞.
The following well-known result of the ﬁxed point index is crucial in our arguments.
Theorem B. (See [14–16].) Let E be a Banach space and K a cone in E. For r > 0, deﬁne Kr = {u ∈ K : ‖u‖ < r}. Assume that
T : K¯r → K is completely continuous such that T u = u for u ∈ ∂Kr = {u ∈ K : ‖u‖ = r}.
(i) If ‖Tu‖ > ‖u‖ for u ∈ ∂Kr , then
i(T , K¯r, K ) = 0.
(ii) If ‖Tu‖ < ‖u‖ for u ∈ ∂Kr , then
i(T , K¯r, K ) = 1.
Finally, let us denote that for each ﬁxed constant ρ > 0,
h∗(ρ) := max{g(s) ∣∣ 0 s ρ}, (1.9)
h∗(ρ) := min
{
g(s)
∣∣ 0 s ρ}. (1.10)
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Theorem 2.1. Let (H1) and (H2) hold. Assume that f0 = 0 and the function g satisﬁes (1.5). Then for each ρ > 0, there exists a λρ > 0
such that (1.1) has a positive ω-periodic solution u with
sup
t∈[0,ω]
u(t) ρ, for λ > λρ.
Let
X := {u ∈ C(R,R): u(t +ω) = u(t)}
be the Banach space with the norm ‖u‖ = maxt∈[0,ω] |u(t)|.
Let ρ be the constant in Theorem 2.1. Let us deﬁne a cone K [ρ] in X by
K [ρ] =
{
u ∈ X: u(t) σ
h∗(ρ)(1− σ h∗(ρ))
1− σ h∗(ρ) ‖u‖
}
. (2.1)
For every r > 0, let
Ωr =
{
u ∈ K [ρ]: ‖u‖ < r},
∂Ωr =
{
u ∈ K [ρ]: ‖u‖ = r}.
Deﬁne an operator Tλ : X → X by
Tλu(t) = λ
t+ω∫
t
Gu(t, s)b(s) f
(
u
(
s − τ (s)))ds, (2.2)
where
Gu(t, s) = e
− ∫ st a(θ)g(u(θ))dθ
1− e−
∫ ω
0 a(θ)g(u(θ))dθ
, s ∈ [t, t + ω]. (2.3)
It follows from (1.9) and (1.10) that
h∗(ρ) g(u) h∗(ρ), u ∈ Ω¯ρ,
and therefore, for u ∈ Ω¯ρ ,
σ h
∗(ρ)
1− σ h∗(ρ)  Gu(t, s)
1
1− σ h∗(ρ) , t  s t +ω. (2.4)
Remark 2.1. For r ∈ (0,ρ], let us deﬁne
h∗(r) := max{g(s) ∣∣ 0 s r}, h∗(r) := min{g(s) ∣∣ 0 s r}. (2.5)
Obviously
h∗(r) g(u) h∗(r), u ∈ Ω¯r,
and for u ∈ Ω¯r ,
σ h
∗(ρ)
1− σ h∗(ρ) 
σ h
∗(r)
1− σ h∗(r)  Gu(t, s)
1
1− σ h∗(r) 
1
1− σ h∗(ρ) , t  s t +ω. (2.6)
Lemma 2.1. Assume that (H1) and (H2) hold. Let ρ > 0 be ﬁxed. Then for each r: 0< r  ρ , we have Tλ(Ω¯r) ⊂ K [ρ] and Tλ : Ω¯r →
K [ρ] is compact and continuous.
Proof. It is easy to check that
Tλu ∈ X, u ∈ Ω¯r .
Furthermore, (2.5) and (2.6) imply that for u ∈ Ω¯r ,
Tλu(t) λ
1
1− σ h∗(r)
t+ω∫
b(s) f
(
u
(
s − τ (s)))ds,t
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‖Tλu‖ λ 1
1− σ h∗(r)
t+ω∫
t
b(s) f
(
u
(
s − τ (s)))ds
= λ 1
1− σ h∗(r)
ω∫
0
b(s) f
(
u
(
s − τ (s)))ds.
On the other hand, (2.5) together with (2.6) implies that
Tλu(t) λ
σ h
∗(r)
1− σ h∗(r)
t+ω∫
t
b(s) f
(
u
(
s − τ (s)))ds
= σ
h∗(r)(1− σ h∗(r))
1− σ h∗(r) · λ
1
1− σ h∗(r)
ω∫
0
b(s) f
(
u
(
s − τ (s)))ds
 σ
h∗(r)(1− σ h∗(r))
1− σ h∗(r) ‖Tλu‖
 σ
h∗(ρ)(1− σ h∗(ρ))
1− σ h∗(ρ) ‖Tλu‖.
Therefore, Tλ(Ω¯r) ⊂ K [ρ].
Using the same methods as in the proof of [12, Lemma 2.2] with obvious changes, we may prove that Tλ : Ω¯r → K [ρ] is
compact and continuous. 
Remark 2.2. Notice that for the cone K [ρ] deﬁned by (2.1), we cannot obtain that
Tλ
(
K [ρ]) ⊂ K [ρ].
However, Lemma 2.1 yields that for every r ∈ (0,ρ],
Tλ(Ω¯r) ⊂ K [ρ],
which is enough for us to apply the ﬁxed point index theorem in cones.
Similarly to the proof of [12, Lemma 2.3] with obvious changes, we can also prove the following
Lemma 2.2. Assume that (H1) and (H2) hold. If u is a ﬁxed point of Tλ in K [ρ], then u is an ω-periodic solution of (1.1).
Lemma 2.3. Let (H1) and (H2) hold. Let r ∈ (0,ρ]. If u ∈ ∂Ωr , then
‖Tλu‖ λ · σ
h∗(r) ∫ ω
0 b(s)ds
1− σ h∗(r) · γ (r),
where
γ (r) = min
{
f (u):
σ h
∗(ρ)(1− σ h∗(ρ))
1− σ h∗(ρ) · r  u  r
}
. (2.7)
Proof. We know from (2.5) and (2.6) that for u ∈ ∂Ωr ,
Tλu(t) λ
σ h
∗(r)
1− σ h∗(r)
t+ω∫
t
b(s) f
(
u
(
s − τ (s)))ds
 λ · σ
h∗(r) ∫ ω
0 b(s)ds
1− σ h∗(r) · γ (r),
and so
‖Tλu‖ λ · σ
h∗(r) ∫ ω
0 b(s)ds
1− σ h∗(r) · γ (r). 
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f
(
u(t)
)
 u(t), t ∈ [0,ω],
then
‖Tλu‖ λ‖u‖ ·
∫ ω
0 b(s)ds
1− σ h∗(r) .
Proof. It follows from (2.5) and (2.6) that for u ∈ ∂Ωr ,
∣∣Tλu(t)∣∣ λ 1
1− σ h∗(r)
t+ω∫
t
b(s) f
(
u
(
s − τ (s)))ds
 λ‖u‖ ·
∫ ω
0 b(s)ds
1− σ h∗(r) ,
and accordingly
‖Tλu‖ λ‖u‖ ·
∫ ω
0 b(s)ds
1− σ h∗(r) . 
Proof of Theorem 2.1. Let r1 = ρ and take
λρ = ρ 1− σ
h∗(ρ)
γ (ρ)σ h
∗(ρ) ∫ ω
0 b(s)ds
.
For ﬁxed λ ∈ (λρ,∞) and u ∈ ∂Ωρ , it follows from Lemma 2.1 that Tλ : Ω¯ρ → K [ρ] is compact and continuous. Lemma 2.3
yields
‖Tλu‖ > ‖u‖.
Let  be a constant in the interval (0, 1−σ h∗(ρ)
λ
∫ ω
0 b(s)ds
). The condition f0 = 0 implies that there exists r2 ∈ (0,ρ) such that for
u ∈ ∂Ωr2 ,
f
(
u(t)
)
 u(t), t ∈ [0,ω].
Thus, Lemma 2.4 and the fact that h∗ is nonincreasing imply that
‖Tλu‖ λ
∫ ω
0 b(s)ds
1− σ h∗(r2) ‖u‖ λ
∫ ω
0 b(s)ds
1− σ h∗(ρ) ‖u‖ < ‖u‖, u ∈ ∂Ωr2 .
Now, it follows from Theorem B that
i
(
Tλ, Ω¯ρ, K [ρ]
) = 0, i(Tλ, Ω¯r2 , K [ρ]) = 1.
Hence, i(Tλ, Ω¯ρ\Ωr2 , K [ρ]) = −1 and Tλ has a ﬁxed point u ∈ Ω¯ρ\Ωr2 , which is a positive ω-periodic solution of (1.1) and
sup
t∈[0,ω]
u(t) ρ, for λ > λρ. 
3. Existence under (1.5) and f0 = ∞
Theorem 3.1. Let (H1) and (H2) hold. Assume that f0 = ∞ and the function g satisﬁes (1.5). Then for each ρ > 0, there exists a λρ > 0
such that (1.1) has a positive ω-periodic solution u with
sup
t∈[0,ω]
u(t) ρ, for 0< λ < λρ.
Using similar methods as in the proof of Lemma 2.3 and Lemma 2.4, we can obtain the two following preliminary results.
Lemma 3.1. Assume that (H1) and (H2) hold. Let r ∈ (0,ρ]. If u ∈ ∂Ωr , then
‖Tλu‖ λ ·
∫ ω
0 b(s)ds
1− σ h∗(r) · Γ (r),
where
Γ (r) = max
{
f (u):
σ h
∗(ρ)(1− σ h∗(ρ))
1− σ h∗(ρ) r  u  r
}
. (3.1)
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f
(
u(t)
)
 Mˆu(t), t ∈ [0,ω],
then
‖Tλu‖ λMˆ σ
h∗(r)
1− σ h∗(r)
ω∫
0
b(s)ds · σ
h∗(ρ)(1− σ h∗(ρ))
1− σ h∗(ρ) ‖u‖.
Proof of Theorem 3.1. Let r1 = ρ and take λρ satisfying
λρ ·
∫ ω
0 b(s)ds
1− σ h∗(ρ) · Γ (ρ) < ρ.
For ﬁxed 0< λ < λρ and u ∈ ∂Ωρ , Lemma 3.1 yields that
‖Tλu‖ < ‖u‖.
Let M be a positive constant such that
λM
[
σ h
∗(ρ)
1− σ h∗(ρ)
]2 ω∫
0
b(s)ds · (1− σ h∗(ρ))> 1.
The condition f0 = ∞ implies that there exists r2 ∈ (0,ρ], such that for u ∈ ∂Ωr2 ,
f
(
u(t)
)
 Mu(t), t ∈ [0,ω].
Thus, Lemma 3.2 implies that for u ∈ ∂Ωr2 ,
‖Tλu‖ λM σ
h∗(r2)
1− σ h∗(r2)
ω∫
0
b(s)ds · σ
h∗(ρ)(1− σ h∗(ρ))
1− σ h∗(ρ) ‖u‖
 λM
[
σ h
∗(ρ)
1− σ h∗(ρ)
]2 ω∫
0
b(s)ds · (1− σ h∗(ρ))‖u‖ > ‖u‖.
Therefore, it follows from Theorem B that
i
(
Tλ, Ω¯ρ, K [ρ]
) = 1, i(Tλ, Ω¯r2 , K [ρ]) = 0.
Thus, i(Tλ, Ω¯ρ\Ωr2 , K [ρ]) = 1 and Tλ has a ﬁxed point u ∈ Ω¯ρ\Ωr2 , which is a positive ω-periodic solution of (1.1) and
sup
t∈[0,ω]
u(t) ρ, for 0< λ < λρ. 
4. Existence under (1.6) and f0 = 0
Theorem 4.1. Let (H1), (H2) and (1.6) hold. Assume that f0 = 0. Then for each ρ > 0, there exists a λρ > 0 such that (1.1) has a
positive ω-periodic solution u with
sup
t∈[0,ω]
u(t) ρ, for λ > λρ.
Remark 4.1. The condition (1.6) in Theorem 4.1 cannot be replaced by the weaker condition
0 g(u) L. (4.1)
In fact, if we take
g ≡ 0, f ≡ 1, b(t) = t,
then (H1), (H2) and (4.1) hold. However, the conclusion of Theorem 4.1 does not hold any more. In fact, the problem
u′(t) = a(t) · 0 · u(t) − λt · 1
has no positive ω-periodic solutions for any λ > 0.
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‖Tλu‖ λ · σ
h∗(r) ∫ ω
0 b(s)ds
1− σ h∗(r) · γ (r),
where γ (r) is deﬁned by (2.7).
Proof. For u ∈ ∂Ωr ,
Tλu(t) λ
σ h
∗(r)
1− σ h∗(r)
t+ω∫
t
b(s) f
(
u
(
s − τ (s)))ds
 λ · σ
h∗(r) ∫ ω
0 b(s)ds
1− σ h∗(r) · γ (r),
and so
‖Tλu‖ λ · σ
h∗(r) ∫ ω
0 b(s)ds
1− σ h∗(r) · γ (r). 
Lemma 4.2. Let (H1) and (H2) hold. If there exists an ˆ > 0 such that for u ∈ ∂Ωr (r ∈ (0,ρ]),
f
(
u(t)
)
 ˆu(t), t ∈ [0,ω],
then
‖Tλu‖ λˆ‖u‖ ·
∫ ω
0 b(s)ds
1− σ h∗(r) .
Proof. For u ∈ ∂Ωr , we know from (2.5) and (2.6) that
∣∣Tλu(t)∣∣ λ 1
1− σ h∗(r)
t+ω∫
t
b(s) f
(
u
(
s − τ (s)))ds
 λˆ‖u‖ ·
∫ ω
0 b(s)ds
1− σ h∗(r) ,
so
‖Tλu‖ λˆ‖u‖ ·
∫ ω
0 b(s)ds
1− σ h∗(r) . 
Proof of Theorem 4.1. Let r1 = ρ and take
λρ = ρ 1− σ
h∗(ρ)
γ (ρ)σ h
∗(ρ) ∫ ω
0 b(s)ds
.
Fix λ: λ > λρ . For u ∈ ∂Ωρ , Lemma 4.1 yields that
‖Tλu‖ > ‖u‖.
Take  > 0 so small that
λ
∫ ω
0 b(s)ds
1− σ h∗(ρ) < 1.
For the above  , f0 = 0 implies that there exists r2: 0< r2 < ρ , such that for u ∈ ∂Ωr2 ,
f
(
u(t)
)
 u(t), t ∈ [0,ω].
Thus, for u ∈ ∂Ωr2 , Lemma 4.2 yields that
‖Tλu‖ λ
∫ ω
0 b(s)ds
1− σ h∗(r2) ‖u‖ λ
∫ ω
0 b(s)ds
1− σ h∗(ρ) ‖u‖ < ‖u‖.
Now, it follows from Theorem B that
i
(
Tλ, Ω¯ρ, K [ρ]
) = 0, i(Tλ, Ω¯r2 , K [ρ]) = 1.
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sup
t∈[0,ω]
u(t) ρ, for λ > λρ. 
5. Existence under (1.6) and f0 = ∞
Theorem 5.1. Let (H1) and (H2) hold, f0 = ∞ and let the function g satisfy (1.6). Then for each ρ > 0, there exists a λρ > 0 such that
(1.1) has a positive ω-periodic solution u with
sup
t∈[0,ω]
u(t) ρ, for 0< λ < λρ.
Lemma 5.1. Let (H1) and (H2) hold. Let r ∈ (0,ρ]. If u ∈ ∂Ωr , then
‖Tλu‖ λ ·
∫ ω
0 b(s)ds
1− σ h∗(r) · Γ (r),
where Γ (r) is deﬁned as in (3.1).
Lemma 5.2. Let (H1) and (H2) hold. If there exists an Mˆ > 0, such that for u ∈ ∂Ωr (0< r  ρ),
f
(
u(t)
)
 Mˆu(t), t ∈ [0,ω],
then
‖Tλu‖ λMˆ σ
h∗(r)
1− σ h∗(r)
ω∫
0
b(s)ds · σ
h∗(ρ)(1− σ h∗(ρ))
(1− σ h∗(ρ)) ‖u‖.
Proof of Theorem 5.1. Let r1 = ρ and take λρ satisfying
λρ ·
∫ ω
0 b(s)ds
1− σ h∗(ρ) · Γ (ρ) < ρ.
For ﬁxed 0< λ < λρ and u ∈ ∂Ωρ , Lemma 5.1 yields that
‖Tλu‖ < ‖u‖.
Let M be a positive constant such that
λM
[
σ h
∗(ρ)
1− σ h∗(ρ)
]2 ω∫
0
b(s)ds · (1− σ h∗(ρ))> 1.
Since f0 = ∞, there exists r2 ∈ (0,ρ] such that for u ∈ ∂Ωr2 ,
f
(
u(t)
)
 Mu(t), t ∈ [0,ω].
Thus, Lemma 5.2 implies that for u ∈ ∂Ωr2 ,
‖Tλu‖ λM σ
h∗(r2)
1− σ h∗(r2)
ω∫
0
b(s)ds · σ
h∗(ρ)(1− σ h∗(ρ))
(1− σ h∗(ρ)) ‖u‖
 λM
[
σ h
∗(ρ)
1− σ h∗(ρ)
]2 ω∫
0
b(s)ds · (1− σ h∗(ρ))‖u‖ > ‖u‖.
Therefore, it follows from Theorem B that
i
(
Tλ, Ω¯ρ, K [ρ]
) = 1, i(Tλ, Ω¯r2 , K [ρ]) = 0.
Thus, i(Tλ, Ω¯ρ\Ωr2 , K [ρ]) = 1 and Tλ has a ﬁxed point u ∈ Ω¯ρ\Ωr2 , which is a positive ω-periodic solution of (1.1) and
sup
t∈[0,ω]
u(t) ρ, for 0< λ < λρ. 
R. Ma et al. / J. Math. Anal. Appl. 384 (2011) 527–535 535Remark 5.1. Finally, it is worth remarking that we cannot apply similar approaches used in Sections 2–5 to deal with the
four following cases:
(i) (1.5) holds and f∞ = ∞;
(ii) (1.5) holds and f∞ = 0;
(iii) (1.6) holds and f∞ = 0;
(iv) (1.6) holds and f∞ = ∞.
Remark 5.2. We have not considered the case that f has some zeros in this paper. We believe that (1.1) may have positive
periodic solutions in the case. It will be treated in the forthcoming paper.
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