Canonical moments and random spectral measures by Gamboa, Fabrice & Rouault, Alain
ar
X
iv
:0
80
1.
44
00
v3
  [
ma
th.
PR
]  
7 J
ul 
20
09
Canonical moments and random spectral
measures
F. Gamboa and A. Rouault
November 8, 2018
Abstract
We study some connections between the random moment problem
and the random matrix theory. A uniform draw in a space of moments
can be lifted into the spectral probability measure of the pair (A, e)
where A is a random matrix from a classical ensemble and e is a fixed
unit vector. This random measure is a weighted sampling among the
eigenvalues of A. We also study the large deviations properties of this
random measure when the dimension of the matrix increases. The
rate function for these large deviations involves the reversed Kullback
information.
Key words: Random matrices, unitary ensemble, Jacobi ensemble, spectral
measure, canonical moments, large deviations.
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1 Introduction
The aim of this paper is to establish a strong link between random mo-
ment problems ([5],[15]) and random matrices.
As a matter of fact, in the last decade, emphasis has been put on the
asymptotic behavior of large random matrices. Such a study was first mo-
tivated by problems arising in theoretical physics ([29], [14]). Generally, the
distribution of these random matrices is characterized by some invariance
properties. In the GOEN (resp. GUEN), the matrix AN is N×N symmetric
1
(resp. Hermitian) and, except for this constraint, has independent Gaussian
entries. In the CUEN , AN has the Haar distribution on U(N) (the group of
N ×N unitary matrices). We refer to [1] and [21] for a general overview on
the subject. In these examples, the distribution of both the random eigenval-
ues λ1, . . . , λN and eigenvectors are precisely known. These eigenvalues are
(stochastically) independent of the eigenvectors and the matrix of the nor-
malized eigenvectors is Haar distributed. The main object of interest is the
empirical spectral distribution (ESD) of AN , which is the discrete measure
ν(N) :=
1
N
N∑
j=1
δλj . (1)
When AN is drawn randomly, the asymptotic properties of the sequence of
random probability measures (ν(N))N are obtained by a moment method
using ∫
xkν(N)(dx) =
1
N
tr(AkN), (k ≥ 1) , (2)
and (ν(N))N converges towards a deterministic probability measure. Namely,
for the GOE (resp. GUE) the limit is the semicircle distribution while for
the CUE, it is the uniform measure on the unit circle T. To give the rate of
convergence of the sequence (ν(N))N , it is interesting to know if it satisfies
the large deviation principle (LDP). This problem has been first studied for
the GOE in the pioneer work of Ben Arous and Guionnet ([3]). It was further
investigated for the CUE (see [20]) and many other distributions (see [13]).
In these LDPs the speed is N2 and the rate function may be obtained from
the Voiculescu entropy ([21]).
In this paper, we consider another approach to unitary matrices. Instead
of considering the classical empirical measure ν(N) defined in (1), we study
the random spectral measures (see (4) below). Every unitary operator A on a
Hilbert space with a unit cyclic vector e is (by the spectral theorem) unitarily
equivalent to the multiplication by z on L2(T, µ) for some probability measure
µ, which is uniquely determined by its moments. If we endow U(N) with the
normalized Haar measure λU(N), the first vector of the standard basis e1 is
a.s. cyclic for AN . We thus define the random spectral measure µ
(N)
w on T
related to the pair (AN , e1). It is defined by its moments:∫
T
zkµ(N)
w
(dz) = 〈e1, AkNe1〉, (k ≥ 1) . (3)
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The ESD ν(N) and the spectral measure µ
(N)
w are widely different. This
can be seen in terms of moments. In both cases, we consider successive
powers of AN , but the moments of µ
(N)
w are the first entries given by (3) and
those of ν(N) are the normalized traces given by (2). Alternatively, a simple
diagonalization of AN gives:
µ(N)
w
:=
N∑
j=1
wjδeiθj , (4)
where the wj ’s are the square moduli of the top entries of the normalized unit
eigenvectors and exp(iθj) = λj are the (a.s. different) eigenvalues of AN . It
is now clear that this measure carries more information on AN than ν
(N).
Ideed, it involves weights depending on the eigenvectors of this matrix. In
this paper, we are concerned with a precise study of the random probability
measure µ
(N)
w .
For a probability measure ξ on T, two encodings are interesting. First,
its Verblunsky coefficients appear in the Schur recursion formula satisfied
by the sequence of orthogonal polynomials in L2(ξ) (see for example [34],
[35]). Secondly, its canonical moments are involved in statistical applications.
They are inductively defined : the (k+1)-th canonical moment is the relative
position of the (k + 1)-th moment consistent with the k first ones (see [11]
Chapter 9 for an overview on canonical moments).
Two remarkable papers motivated our work. On the one hand, Killip and
Nenciu [26] proved that in the CUEN model, the Verblunsky coefficients of
µ
(N)
w are independent and have known distributions (namely complex beta
distribution). On the other hand, Lozada [27] has studied the distribution
of the N first canonical moments for special random measures, namely the
measures having their N first moments uniformly distributed. Surprisingly,
the distributions found by Killip and Nenciu and by Lozada are the same.
We can explain this last result by the fact that Verblunsky coefficients and
canonical moments coincide (as pointed out by several authors, see Simon
[33] p. 439). Using this observation we show in Theorem 4.1 that the vector
of moments of µ
(N)
w under CUEN is also uniformly distributed, giving a (new)
enlightening connection between random moment theory and random matrix
theory.
Extending this method, we give the precise distributions of moments
and canonical moments in other circular ensembles and in the so-called β-
ensembles (or log-gases). Furthermore, we consider real matrices. Beginning
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with the special orthogonal group of order 2N SO(2N), the symmetry prop-
erty of spectral measures allows to consider their projections on [−1, 1], which
leads naturally to the family of Jacobi ensembles. We prove a lift of a uni-
form random point in the space of moments into the spectral measure of a
random element of the ensemble SO(2N)/U(N) (Theorem 4.10).
The common feature of all these models is that the weights and the sup-
port points of µ
(N)
w are independent. It is a nice framework to study the
LDP, with two main differences with the above mentioned LDP for ESD :
the (random) weighting both slows down the speed from N2 to N and (con-
sequently) changes the rate function to the reversed Kullback information.
This representation allows in particular to recover results proved by using
the independence of canonical moments in [15] and [27]. As a consequence,
we see that µ
(N)
w converges weakly in probability to the same deterministic
limits as the ESD ν(N).
Some results for ensembles with non compactly supported spectral mea-
sures can be found in [2] for sample covariance matrices, and in [16] for the
GUE.
The paper is organized as follows. In Section 2, we give some notations
and list some distributions of frequent use. In Section 3, we explain the set-
up of moments and canonical moments in the complex and real case. Section
4 is devoted to the distribution of random spectral measures in different
models. Finally, in Section 5, we state LDPs for the families of random
spectral measures.
Notice that a few months after dropping the first version of the present
paper on Arxiv, we have been aware of the work of Birke and Dette [4]
on the asymptotic behavior of the roots of random orthogonal polynomials
associated to random moments. Their main result is the computation of the
root distribution when the moments are uniformly distributed. It appears to
be a particular case of our more general Lemma 4.7 and Theorem 4.8.
2 Notations and some useful distributions
Let D be the open unit disk in C and T = ∂D, the unit circle parameter-
ized by z = eiθ, with θ ∈ [−pi, pi). Let µ be a probability measure on T. µ
is said to be trivial if it supported on a finite set, and nontrivial otherwise.
Further, the Hermitian product on L2(T, µ) is defined by 〈f, g〉 := ∫
T
f¯ g dµ.
Let (G,G) be any measurable space, we denote byM1(G) (resp. M(G)) the
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set of all probability measures (resp. positive measures) on G. If µ ∈M1(G)
and f is integrable, we write sometimes µ(f) for
∫
G
f dµ. We recall now some
special useful distributions that are used later. For k ≥ 1, we set
Sk := {(x1, · · · , xk) : xi > 0, (i = 1, · · · , k), x1 + · · ·+ xk = 1}
S<k := {(x1, · · · , xk) : xi > 0, (i = 1, · · · , k), x1 + · · ·+ xk < 1} .
Obviously, the mapping (x1, · · · , xk+1) 7→ (x1, · · · , xk) is one to one from the
simplex Sk+1 onto S<k .
For aj > 0, j = 1, . . . , k + 1, the Dirichlet distribution Dir(a1, · · · , ak+1)
on Sk+1 has the density
Γ(a1 + · · ·+ ak+1)
Γ(a1) · · ·Γ(ak+1) x
a1−1
1 · · ·xak+1−1k+1 (5)
with respect to the Lebesgue measure on Sk+1. When a1 = · · · = ak+1 = a >
0, we denote the Dirichlet distribution by Dirk+1(a). If a = 1 we recover the
uniform distribution on Sk+1.
Pushing the Dirichlet distribution under the previous mapping, we get a
probability measure Dir(a1, . . . , ak; ak+1) on S<k with density :
Γ(a1 + · · ·+ ak+1)
Γ(a1) · · ·Γ(ak+1) x
a1−1
1 · · ·xak−1k (1− x1 − · · · − xk)ak+1−1
If k = 1, Dir(a; b) has the Beta(a, b) density on [0, 1] :
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1 .
The very particular case Beta(1/2, 1/2) is the so-called arcsine law. Some-
times we need the distribution obtained by pushing forward Beta(a, b) under
the mapping x 7→ 2x− 1. It is the distribution Betas(b, a) on (−1, 1) having
density
21−a−b
Γ(a+ b)
Γ(a)Γ(b)
(1 + x)a−1(1− x)b−1 .
We use also a complex version of the beta distribution. For r > −1 let ηr be
the probability density on C defined by
ηr(z) :=
r + 1
pi
(
1− |z|2)r , (z ∈ D). (6)
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It is obviously the density of X = eiU
√
B where U is uniform on [0, 2pi] and
B is Beta(1, r) distributed.
To end this section, let us recall the classical relation between the Dirichlet
and Gamma distributions. A Gamma variable γa with parameter a > 0 has
density
ta−1 e−t
Γ(a)
, (t > 0).
It is well known that if yi, i = 1, · · · , r are independent and if yi (d)= γbi (bi > 0)
then (
y1
y1 + · · ·+ yr , · · · ,
yr
y1 + · · ·+ yr
)
(d)
= Dir (b1, · · · , br) (7)
and this variable is independent of y1 + · · ·+ yr.
3 Verblunsky coefficients, canonical moments
and uniform probability
We now present the notion of canonical moments of a measure. We
successively focus on the complex case (unitary circle) and on the real case
(compact interval). Finally we recall that the uniform probability on moment
spaces corresponds to a nice distribution on the space of canonical moments.
3.1 The complex case : Verblunsky coefficients
All the material of this subsection comes from [34] Section 1 or [33] Sec-
tions 2 and 3. We recall here the connection between moments of a prob-
ability measure on T and Verblunsky coefficients built through orthogonal
polynomials.
Let µ be an arbitrary nontrivial probability measure on T. The functions
1, z, z2, · · · are linearly independent in L2(T, µ). Following the Gram-Schmidt
procedure we define the infinite sequence (Φj)j≥1 of monic orthogonal poly-
nomials. More precisely, Φ0(z) ≡ 1 and Φj(z) is the projection of zj onto
{1, · · · , zj−1}⊥, for j ≥ 1.
If µ ∈ M1(T) has finite support {z1, · · · , zK} (K different points), we
still define Φj in the same way for j = 1, . . . , K − 1. Besides, we define ΦK
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as the unique monic polynomial of degree K such that ‖ΦK‖ = 0 i.e.
ΦK(z) =
K∏
j=1
(z − zj) . (8)
By convention, in the nontrivial case we set K = ∞, and then the sentence
”for every j < K” (or ”for every j < K + 1”) mean ”for every finite j”.
Some useful polynomials associated to the sequence (Φj)j<K are the re-
versed (or reciprocal) polynomials. They are defined by Φ⋆0(z) ≡ 1 and
Φ⋆j (z) = z
jΦj(1/z¯) . (9)
In the next proposition, we define the Verblunsky coefficients. They are
sometimes called Schur, Szego˝ or Geronimus coefficients or even reflection
coefficients. Surprisingly, these coefficients also appears as central quantities
in the theory of moment problems (see for example [11]), where they are
called canonical moments.
Proposition 3.1 (Szego˝) For j < K + 1, we define the Verblunsky coeffi-
cient of order j by setting cj := −Φj(0). The sequence (Φj)j<K+1 satisfies
the recursion
Φ0 = 1 , Φj = zΦj−1 − c¯jΦ⋆j−1 (1 ≤ j < K + 1) .
Notice that if µ is nontrivial, cj ∈ D for every j > 0. If K < ∞, then
cj ∈ D for 1 ≤ j ≤ K − 1 and cK ∈ T (see [34] Theorem 1.5.2). In the
sequel, when we need to stress the dependence of the Verblunsky coefficients
on the underlying measure µ, we write cj(µ). A theorem due to Verblunsky
claims that the correspondence between a probability measure on T and the
sequence of its coefficients is one to one ([34] Theorem 1.7.11). For N ≥ 1,
set
MTN =
{(∫
T
zjµ(dz)
)
1≤j≤N
: µ ∈M1(T)
}
. (10)
Proposition 3.2 ([34] pp. 60 and 218, [11] p.269) Let (t1, · · · , tN) ∈ int MTN ,
the range of the (N + 1)th moment
tN+1 =
∫
T
zN+1η(dz)
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as η varies over all probability measures having (t1, · · · , tN) as their N first
moments, is a disk centered at some point sN (depending on t1, · · · , tN) with
radius
rN =
N∏
j=1
(
1− |cj|2
) 6= 0
The relative position is
tN+1 − sN
rN
∈ D ,
and it is exactly c¯N+1.
This striking connection of two notions (related position versus recursion
coefficient) has been proved in two opposite ways: starting from the recursion
to get relative position [34] p. 60), or alternatively starting from the moments
and their relative positions and computing the recursion [34] p. 218, [11]
p.269. For an historical account, see [34] p.10 and p.221.
3.2 Canonical moments : Real case
Following the last interpretation of canonical moments as relative posi-
tions of moments in MTN , it is possible to build similar quantities when the
set of integration T is replaced by a compact interval [a, b] (a < b). Let us
briefly recall the exact definition of canonical moments in this frame. We
refer to the excellent book of Dette and Studden [11] for a complete overview
on the subject. To begin, for N ≥ 1, we denote by M [a,b]N the N -th moment
space generated by probability measures on [a, b]:
M
[a,b]
N :=
{(∫ b
a
xkµ(dx), k = 1, . . . , N
)
: µ ∈M1([a, b])
}
.
Given mj := (m1, · · · , mj) ∈ int M [a,b]j , (j ≥ 1), we first define the
extreme values,
m+j+1(m
j) = max
{
m ∈ R : (m1, · · · , mj , m) ∈M [a,b]j+1
}
(11)
m−j+1(m
j) = min
{
m ∈ R : (m1, · · · , mj , m) ∈M [a,b]j+1
}
. (12)
For k ≥ i ≥ 1, the i-th canonical moment is defined recursively as
ci(m
k) = ci(m
i) :=
mi −m−i (mi−1)
m+i (m
i−1)−m−i (mi−1)
(13)
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A quite nice property of canonical moments is that they are invariant on
any affine one to one mapping transforming the support of the underlying
measures (see for example [11]). So that, we may restrict ourselves to the
special case of M
[0,1]
N .
3.3 Uniform probability on moment spaces
In this subsection, we endow the moment sets MTn and M
[0,1]
n (for fixed
n) with the uniform probability and recall that in these cases the canonical
moments previously defined have very interesting properties (see Lemmas 3.4
and 3.3 below).
As pointed in Section 3.1, for fixed N there is a one to one mapping
between moments and canonicals moments. Indeed, we may define a one to
one mapping κTN
κTN : int M
T
N → DN
(t1, . . . , tN) 7→ (c1, . . . , cN) . (14)
In the real case, the relation (13) defines a one to one mapping κ
[0,1]
N
κ
[0,1]
N : int M
[0,1]
N → (0, 1)N
(t1, . . . , tN) 7→ (c1, . . . , cN) . (15)
which is triangular and bijective.
The two following lemmas give the canonical moment distribution when
the moments are uniformly drawn.
Lemma 3.3 (Lozada) Endowing int MTN with the uniform distribution is
equivalent to the N first canonical moments (c1, . . . , cN) being independent
in such a way that cj has density ηN−j.
Lemma 3.4 (Chang, Kemperman, Studden) Endowing int M
[0,1]
N with
the uniform distribution is equivalent to the N canonical moments (c1, . . . , cN)
being independent in such a way that cj is Beta(N − j + 1, N − j + 1) dis-
tributed.
These two lemmas have been the starting point for the investigation on the
asymptotic behavior of the randomized sets of moments M
[0,1]
N and M
T
N (see
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[5], [15], [27] and [10]). Here, these lemmas are useful to obtain some very
nice elementary properties of random measures built on eigenvalues of some
classical random matrix models. We develop these results in the next sec-
tions.
4 Random spectral measures and their mo-
ments
In this Section, we first define the spectral measure associated with the
pair (A, e) where A is a unitary matrix and e a cyclic vector. Then we
randomly draw a matrix and study the distribution of the associated random
spectral measure and of its canonical moments. We focus on various classical
distributions popular in the random matrix paradigm. Moreover we extend
the class of such random measures leading to log-gases models, which in turn
may be lifted into matrix ensembles. In particular, we emphasize the different
ways to get uniform distribution on the space of moments. Our main results
in this section are Theorem 4.1, Theorem 4.8 and Theorem 4.10.
4.1 Spectral measures associated with a unitary ma-
trix
Let us consider CN with its canonical basis (e1, . . . , eN) and U(N) the
group of N ×N unitary matrices. For A ∈ U(N), let λi, i = 1, . . . , N be the
eigenvalues of A. We may write
A = ΠDΠ∗, (16)
where D := diag(λi)i=1,...,N is diagonal and Π := (piij)i,j=1,...,N is unitary.
Let us assume that e1 is cyclic, i.e. that span(e1, Ae1, . . . , A
N−1e1) has rank
N . Following [35], we consider the spectral measure µ
(N)
w associated with
the pair (A, e1) i.e. having, for any k ∈ IN, moment of order k equal to
〈e1, Ake1〉. Obviously, µ(N)w is trivial and supported by the eigenvalues of A.
More precisely,
µ(N)
w
=
∑
k
wk δλk , (17)
where wk := |pi1k|2, k = 1, . . . , N are the square moduli of the top entries of
the normalized eigenvectors.
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4.2 Circular ensembles
Here are recalled three families of classical ensembles of random matrices:
• CUEN (circular unitary ensemble) : U(N) equipped with its normalized
Haar measure λU(N)
• COEN (circular orthogonal ensemble) : set of symmetric unitary N×N
matrices. Every element S can be written S = gTg with g ∈ U(N)
hence COEN ∼= U(N)/O(N). The probability measure is the pushfor-
ward of λU(N) under the projection mapping U(N)→ U(N)/O(N).
• CSEN (circular symplectic ensemble) : set of 2N×2N self-dual unitary
matrices. Recall that the dual of a matrix H is HD := JHTJT with
J =
(
0 −IN
IN 0
)
and that a 2N × 2N matrix k is symplectic if it satisfies kJkT = J .
Every element S˜ can be written S˜ = gDg with g ∈ U(2N), hence
CSEN ∼= U(2N)/USp(2N), where USp(2N), the set of unitary sym-
plectic matrices, is the invariant set of the involution g 7→ (gD)−1. The
probability measure is the pushforward of λU(2N) under the projection
mapping U(2N)→ U(2N)/USp(2N).
All these ensembles are considered in the two following subsections.
4.2.1 The circular unitary ensemble
Let us first notice that with probability 1, the vector e1 is cyclic. If
A ∈ U(N), all its eigenvalues have unit modulus and in the decomposition
(16) we may write D = diag
(
eiθ1 , · · · , eiθN ). Further, the matrix Π in (16)
is not uniquely determined. But, it is well known that it can be chosen such
that, if A is Haar distributed then Π is also Haar distributed and independent
of D. In this case, the joint law of eigenvalues arguments (on [0, 2pi]N) is
CUEN(dθ1, · · · , dθN ) := 1
N !(2pi)N
|∆(eiθ1 , · · · , eiθN )|2 dθ1 · · ·dθN (18)
where ∆ is the Vandermonde determinant
∆(x1, · · · , xN ) =
∏
1≤j<k≤N
(xj − xk) . (19)
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Furthermore, since Π is Haar distributed, its first row is uniformly distributed
on the Euclidean sphere of CN . So that, setting wk := |pi1,k|2, (k = 1, . . . , N)
the vector (w1, · · · , wN ) is uniformly distributed on SN (see for example
Proposition 3.1 of [26]) i.e.
(w1, . . . , wN )
(d)
= DirN(1) (20)
(see (5) for the definition).
So, from (17) we have built the random probability measure on T:
µ(N)
w
=
N∑
k=1
wk δeiθk , (21)
supported by the eigenvalues of the matrix A with an independent system of
weights.
Up to our knowledge, the following result was not known previously.
Theorem 4.1 Under CUEN , the distribution of
(∫
T
zjµ
(N)
w (dz)
)
1≤j≤N−1
is
uniform on MTN−1.
Proof: Let (c1(µ
(N)
w ), · · · , cN(µ(N)w )) be the vector of N first canonical mo-
ments of µ
(N)
w . In Proposition 3.3 of [26] (see also [36] Section 11) it is proved
that the components of this vector are independent. Furthermore,
CUEN(cj(µ
(N)
w
) ∈ dz) = ηN−j−1(z) dz , j = 1, · · · , N − 1 , (22)
and cN is uniform on T (since the support of µ
(N)
w is a finite set, the last
canonical moment belongs to T). Considering now the pushforward of these
distributions under (κTN−1)
−1 the measurable one to one mapping from DN−1
to int MTN−1 which map canonical moments to moments we may conclude
using Lemma 3.3.
For the special unitary group SU(N) we also have.
Corollary 4.2 Under the normalized Haar measure λSU(N) on SU(N), the
distribution of
(∫
T
zjµ
(N)
w (dz)
)
1≤j≤N−1
is uniform on MTN−1.
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Proof: The joint eigenvalue distribution on TN−1 of the normalized Haar
measure on SU(N) is
1
N !(2pi)N−1
|∆(eiθ1, · · · , eiθN )|2 dθ1 · · ·dθN−1
with θN = −(θ1+· · ·+θN−1)(mod2pi) (see [23]). Notice that it is the density of
(θ1, . . . , θN−1) under CUEN conditioned on θN = −(θ1+ · · ·+θN−1)(mod2pi).
Moreover we have exp
(
i(θ1 + · · · + θN)
)
= (−1)NΦN (0) = (−1)N+1c¯N , so
that the conditioning set is {cN = (−1)N+1}. We have seen in the proof
of Theorem 4.1 that c1, · · · , cN are independent under CUEN . Therefore,
c1, · · · , cN−1 remain independent when conditioning on {cN = (−1)N+1}.
Moreover, their distributions are not affected by this conditioning. Using
Lemma 3.3 we deduce that the conclusion of the Corollary holds true.
4.2.2 The circular β-models
For the COE and CSE we have also independence between the weights
and the support points. Moreover, the distributions are given by formulas
analogous to (18) and (20). Actually it is convenient (and now classical) to
define a class of distributions with a continuous parameter β > 0, extending
the cases β = 1 (COE), β = 2 (CUE) and β = 4 (CSE).
Definition 4.3 For β > 0, let CβEN the distribution on T
N ×SN such that
1) The joint law of (θ1, . . . , θN ) is :
CβEN(dθ1, · · · , dθN ) := Cβ(N)−1|∆(eiθ1 , · · · , eiθn)|β dθ1 · · ·dθN ,
where
Cβ(N) = (2pi)
N
Γ
(
1 + βN
2
)(
Γ
(
1 + β
2
))N .
2) The joint distribution of (w1, · · · , wN) on SN is DirN(β/2).
3) The variables θ1, · · · , θN and w1, · · · , wN are independent.
Setting
µ(N)
w
=
N∑
k=1
wkδeiθk (23)
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[26] Killip and Nenciu proved in their Proposition 4.2 that under CβEN :
1) the Verblunsky coefficients cj = cj(µ
(N)
w ), (j = 1, . . . , N) are indepen-
dent,
2) for j = 1, . . . , N − 1,
CβEN(cj(µ
(N)
w
) ∈ dz) = ηβ
2
(N−j)−1(z) dz , (24)
3) the distribution of cN(µ
(N)
w ) is uniform on T.
Actually, they built also an explicit random matrix model (namely a
five-diagonal matrix) whose spectral elements (eiθ1 , . . . , eiθN ) and (w1, . . . , wN)
satisfy the previous properties.
4.3 SO(2N) and Jacobi ensembles
In this subsection, we consider real random matrices. We first consider
the subgroup SO(2N) of U(2N), for which spectral measures (on T) are
symmetric (i.e. invariant by complex conjugation). This entails that the
Verblunsky coefficients are real. We recall the results of [26] on the distribu-
tions of these coefficients, for SO(2N) equipped with the Haar measure and
also for a three-parameter family of log-gases. Then, we project such spectral
measures on R and, by tuning the parameters we obtain random probability
measures on [0, 1], whose moments are uniform.
4.3.1 SO(2N) and extension
If we provide SO(2N) with the normalized Haar measure λSO(2N), then
±1 are a.s. not eigenvalues and the spectral measure defined in (17) is a.s.
supported by pairwise conjugate complex numbers. It may be written as:
µ(2N)
w
=
N∑
k=1
w′k
2
(δeiθk + δe−iθk ) . (25)
In that case, the distribution of (θ1, · · · , θN ) has a density proportional to
|∆(2 cos θ1, · · · , 2 cos θN)|2 (26)
and the array of weights (w′1, · · · , w′N) is independent of (θ1, · · · , θN) and
satisfies
(w′1, · · · , w′N)
(d)
= DirN(1) ,
14
(see [26] Proposition 3.4).
A natural generalization is obtained replacing the square in (26) by an ex-
ponent β as in Section 4.2.2 and adding a particular external potential:
Definition 4.4 For a, b, β > 0 let J˜(β, a, b, N) be the distribution of (θ1, · · · , θN )
having a density proportional to
|∆(cos θ1, · · · , cos θN )|β
N∏
k=1
(1− cos θk)a− 12 (1 + cos θk)b− 12 . (27)
In this generalization, the random canonical moments have some very re-
markable properties (like for the CβEN model) as soon as the weights are
suitably distributed:
Proposition 4.5 (Killip-Nenciu [26] Prop. 5.3)
1. For SO(2N) equipped with the Haar measure λSO(2N), the Verblunsky
coefficients c1(µ
(2N)
w ), · · · , c2N−1(µ(2N)w ) are independent and satisfy:
ck(µ
(2N)
w
)
(d)
= Betas
(
2N − k
2
,
2N − k
2
)
(k ≤ 2N − 1) .
Moreover c2N (µ
(2N)
w ) = −1.
2. More generally, under the distribution J˜(β, a, b, N) ⊗ DirN(β/2) on
[0, 2pi]N × SN , the Verblunsky coefficients c1(µ(2N)w ), · · · , c2N−1(µ(2N)w )
are independent and satisfy:
ck(µ
(2N)
w
)
(d)
= Betas
(
2N − k − 1
4
β + a,
2N − k − 1
4
β + b
)
k odd
ck(µ
(2N)
w
)
(d)
= Betas
(
2N − k − 2
4
β + a+ b,
2N − k
4
β
)
k even ,
for k ≤ 2N − 1. Moreover c2N (µ(2N)w ) = −1.
It is then natural to project the symmetric measure µ
(N)
w on R. It is the
motivation of the next subsection.
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4.3.2 Jacobi ensembles
Let µ be a symmetric probability measure on T (i.e. invariant under
complex conjugation) and let γ = R(µ) be the pushforward of µ by the
mapping eiθ 7→ 1+cos θ
2
, so that for g continuous on [0, 1]∫ 1
0
g(x) dγ(x) =
∫
T
g
(
2 + z + z¯
4
)
µ(dz) . (28)
Applying that to a probability measure with finite support
µ(N)
w
=
N∑
k=1
w′k
2
(δeiθk + δe−iθk )
we get a probability measure
γ(N)
w
= R(µ(N)
w
) =
N∑
k=1
w′kδxk where xk =
1 + cos θk
2
, k = 1, . . . , N . (29)
The correspondence between the Verblunsky/canonical coefficients of µ and
the canonical coefficients of γ = R(µ) (in the sense of Subsection 3.2) is
ck(γ) =
1
2
(1 + ck(µ)) (or, equivalently ck(µ) = 2ck(γ)− 1) . (30)
This claim is proved by a geometrical argument in [32] (Theorem 13.3.1) and
using Tchebychev polynomials in [11] (Section 9.3.8).
Definition 4.6 For a, b, β > 0, let J(β, a, b, N) the distribution on [0, 1]N
with density proportional to
|∆(x1, . . . , xN)|β
N∏
k=1
xb−1k (1− xk)a−1 .
If we equip [0, 2pi]N with J˜(β, a, b, N) then the joint distribution of x1, · · ·xn
is J(β, a, b, N). We are now ready to claim :
Lemma 4.7 Under the distribution J(β, β
4
, β
4
, N)⊗DirN(β/2), the canonical
moments c1(γ
(N)
w ), · · · , c2N−1(γ(N)w ) are independent and
ck(γ
(N)
w
)
(d)
= Beta
(
2N − k
4
β,
2N − k
4
β
)
(k ≤ 2N − 1) . (31)
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Proof: From (30) and (29) we have ck(γ
(N)
w ) = 12 [1 + ck(µ
(N)
w )]. Applying
Proposition 4.5 2), we see that the new coefficients inherit independence and
have the mentioned distributions.
Theorem 4.8
1. If γ
(N)
w =
∑N
k=1 wkδxk with
(x1, . . . , xN , w1, . . . , wN)
(d)
= J(4, 1, 1, N)⊗DirN(2) , (32)
then the distribution of
(
m1(γ
(N)
w ), · · · , m2N−1(γ(N)w )
)
is uniform on
M
[0,1]
2N−1.
2. If γ
(N)
w = w0δ0 +
∑N
k=1 wkδxk
(x1, . . . , xN , w0, . . . , wN)
(d)
= J(4, 1, 3, N)⊗ Dir(1, 2, · · · , 2, 2) , (33)
then the distribution of
(
m1(γ
(N)
w ), · · · , m2N (γ(N)w )
)
is uniform onM
[0,1]
2N .
3. If γ
(N)
w = w0δ0 +
∑N−1
k=1 wkδxk + wNδ1 with
(x1, . . . , xN−1, w0, . . . , wN)
(d)
= J(4, 3, 3, N − 1)⊗ Dir(1, 2, · · · , 2, 1) ,(34)
then the distribution of
(
m1(γ
(N)
w ), · · · , m2N−1(γ(N)w )
)
is uniform on
M
[0,1]
2N−1.
4. If γ
(N)
w =
∑N
k=1 wkδxk + wN+1δ1 with
(x1, . . . , xN , w1, . . . , wN+1)
(d)
= J(4, 3, 1, N)⊗ Dir(2, 2, · · · , 2, 1) , (35)
then the distribution of
(
m1(γ
(N)
w ), · · · , m2N (γ(N)w )
)
is uniform onM
[0,1]
2N
To prove the theorem we need the following proposition on principal rep-
resentations of finite moment sequences (see for example [24], [25] or [11]
Defininition 1.2.10). These representations are related to the extreme values
introduced in (11) and (12).
Proposition 4.9
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1. Let (m1, · · · , m2N−1) ∈M [0,1]2N−1
• Lower principal representation: there exists a unique system 0 <
x1 < . . . < xN < 1 and w1, . . . , wN ∈ (0, 1) with
∑N
k=1 wk = 1 such
that the probability measure ν− :=
∑N
k=1 wkδxk satisfies
mj =
∫ 1
0
xjν−(dx), j = 1 . . . 2N − 1.
• Upper principal representation: there exists a unique system 0 <
x1 < . . . < xN−1 < 1 and w0, . . . , wN ∈ (0, 1) with
∑N
k=0 wk = 1
such that the probability measure ν+ := w0δ0+
∑N−1
k=1 wkδxk + wNδ1
satisfies
mj =
∫ 1
0
xjν+(dx), j = 1 . . . 2N.
2. Let (m1, · · · , m2N) ∈ int (M [0,1]2N )
• Lower principal representation: there exists a unique system 0 <
x1 < . . . < xN < 1 and w0, . . . , wN ∈ (0, 1) with
∑N
k=0 wk = 1 such
that the probability measure ν− := w0δ0 +
∑N
k=1 wkδxk satisfies
mj =
∫ 1
0
xjν−(dx), j = 1 . . . 2N.
• Upper principal representation: there exists a unique system 0 <
x1 < . . . < xN < 1 and w1, . . . , wN+1 ∈ (0, 1) with
∑N+1
k=1 wk =
1 such that the probability measure ν+ :=
∑N
k=1 wkδxk + wN+1δ1
satisfies
mj =
∫ 1
0
xjν+(dx), j = 1 . . . 2N.
Proof: [of Theorem 4.8]
• To prove the first point, take β = 4 in Lemma 4.7 and n = 2N − 1 in
Lemma 3.4.
• To prove the remaining parts of the theorem we use Proposition 4.9.
We only treat the point 2) since the proof of the other ones may be
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tackled identically. From Proposition 4.9 (even case, lower representa-
tion) the mapping between (x1, · · · , xN , w1, · · · , wN) and (m1, · · · , m2N )
is a diffeomorphism. Thus the probability density of the moments are
completely known once we compute the Jacobian. Hence, we have to
compute
J =
∣∣∣∣∣∣∣∣∣∣∣
x1 w1 x2 w2 · · · xN wN
x21 2w1x1 x
2
2 2w2x2 · · · x2n 2wNxN
x31 3w1x
2
1 x
3
2 3w2x
2
2 · · · x3N 3wNx2N
...
...
...
...
...
...
x2N1 2Nw1x
2N−1
1 x
2N
2 2Nw2x
2N−1
2 · · · x2N2N 2NwNx2N−12N
∣∣∣∣∣∣∣∣∣∣∣
An easy calculation yields
J =
(
N∏
k=1
wk
) (
N∏
k=1
x2k
)
∆(x1, · · · , xN)4.
Up to a normalizing constant, we recognize the density of J(4, 1, 3, N)⊗
Dir(1, 2, · · · , 2, 2).
From Lemma 3.4, the distribution of the canonical moments in the four cases
of the previous theorem is completely known. In their Section 2, Killip and
Nenciu [26] give a model of tridiagonal real matrices admitting these spectral
characteristics: their spectral random measures have the same distribution
as γ
w
. Here, we present for the first and fourth cases of Theorem 4.8 another
interesting model issued from symmetric spaces.
Theorem 4.10 Let U be a 2n×2n random matrix such that U (d)= gDg where
g is Haar distributed on SO(2n). The spectral measure µ
(n)
w of U is symmetric
and the distribution of
(
m1(γ
(n)
w ), · · · , mn−1(γ(n)w )
)
is uniform on M
[0,1]
n−1 .
Proof: Assume first that n = 2N . From Theorem 4.8 1. it is enough to
check that this model induces the distribution J(4, 1, 1, N) ⊗ DirN(2). We
follow the notation of [12].
Let Φ be the mapping g ∈ SO(2n) 7→ gDg and let S(n) be its image.
Since Φ−1(1) := K(n) = SO(2n) ∩ USp(2n) we can see Φ as a one to one
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mapping from SO(2n)/K(n) onto S(n). Actually K(n) is isometric to U(n)
via
U(n) ∋ g i7→
(ℜg −ℑg
ℑg ℜg
)
∈ K(n) .
Let S be a random element of S(n) whose distribution is the pushforward of
λSO(2n) under Φ. We have
S
(d)
= i(g)a(i(g))−1
where g and a are independent, g is λU(n) distributed and if n = 2N
a =

ℜΛN −ℑΛN
ℑΛN ℜΛN
ℜΛN ℑΛN
−ℑΛN ℜΛN

where ΛN = diag(e
iθ1 , . . . , eiθN ) and the θk’s have a joint density proportional
to
∆(cos θ1, . . . , cos θN )
4
N∏
k=1
| sin θk| .
(see [12], proof of Theorem 2 (formulae 47 and 48)). In terms of xk =
(1 + cos θk)/2 this yields exactly the J(4, 1, 1, N) distribution. Moreover, a
simple computation gives
〈e1, Sje1〉 =
N∑
r=1
wr cos(jθr)
with wr = (|g1,r|2 + |g1,N+r|2) and (w1, . . . , wN) is DirN(2) distributed.
If n = 2N + 1, similar considerations may be made to interpret formula
(35) as the random spectral measure of SO(2n)/K(n) when n = 2N + 1 (in
that case 1 is double eigenvalue of S).
5 Large deviations for random spectral mea-
sures
We present here the LDP for sequences of random measures defined in
the previous section. The main result is Theorem 5.3 which is obtained as
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a consequence of our generic Proposition 5.2 concerning weighted random
measures. This proposition states that the LDP for empirical measures with
speed N2 can be used to derive the LDP with speed N for measures with
Dirichlet distributed weights.
For the sake of completeness we briefly recall the LDP definition. Let (un)
be a decreasing positive sequence of real numbers with limn→∞ un = 0.
Definition 5.1 We say that a sequence (RN ) of probability measures on a
measurable Hausdorff space (G,B(G)) satisfies the LDP with rate function I
and speed (u−1N ) if:
i) I is lower semicontinuous (lsc), with values in IR+ ∪ {+∞}.
ii) For any measurable set A of G:
−I(int A) ≤ lim inf
N→∞
uN logRN (A) ≤ lim sup
N→∞
uN logRN (A) ≤ −I(clo A),
where I(A) = infξ∈A I(ξ) and int A (resp. clo A) is the interior (resp.
the closure) of A.
We say that the rate function I is good if its level set {x ∈ G : I(x) ≤ a}
is compact for any a ≥ 0. More generally, a sequence of G-valued random
variables is said to satisfy the LDP if the sequence of their distributions
satisfies the LDP.
Hereafter, the space G is the set of all non negative measures (or probability
measures) supported by a given compact set. We endow this set with the
topology of the weak convergence. The rate function obtained in this paper
is be the so-called reversed Kullback information. Let us recall that if P and
Q be probability measures on G, the Kullback information between P and
Q is defined by
K(P |Q) =

∫
G
log
dP
dQ
dP if P ≪ Q and log dP
dQ
∈ L1(P ),
+∞ otherwise.
(36)
For fixed Q, the nonnegative convex function K(·|Q) is the rate function of
the LDP for the empirical distribution of a sample according to Q (Sanov’s
theorem [9] p. 263). For fixed P , the function K(P |·) is nonnegative convex,
it vanishes only for Q = P , and we call it reversed Kullback information with
respect to P .
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5.1 LDP for random measures with Dirichlet weights
Proposition 5.2 Let ρ > 1 and {ξk,N , 1 ≤ k ≤ N}N≥1 be a triangular array
of random variables belonging to a compact interval [χ1, χ2] and let
LN := 1
N
N∑
k=1
δξk,N .
Assume that the sequence (LN) satisfies the LDP in M1([χ1, χ2]) with speed
(Nρ) with a good rate function Iξ. Assume further that Iξ has a unique
minimum at ν whose support is [χ1, χ2]. Let {wk,N , 1 ≤ k ≤ N}N≥1 another
triangular array, independent of the first one, such that for N ≥ 1, the vector
(wk,N , 1 ≤ k ≤ N) follows the distribution DirN(a) (a > 0). Then, the family
µN :=
N∑
k=1
wk,Nδξk,N (37)
satisfies the LDP in M1([χ1, χ2]) with speed (N) and good rate function is
aK(ν|·).
Proof:
The proof uses heavily the classical representation (7) :
{wk,N , 1 ≤ k ≤ N} (d)=
(
Y1
Y1 + · · ·+ YN , · · · ,
YN
Y1 + · · ·+ YN
)
(38)
where the Y ’s are independent and γa distributed. The modified measure
µ˜N :=
1
N
N∑
k=1
Ykδξk,N ,
has then independent weights and is easier to handle. We come back to the
original measure with
µ(N)
w
=
µ˜N
µ˜N(1)
.
Now, recall that the cumulant generating function of the γa distribution is
LY (τ) :=
{
a log(1− τ) if τ < 1,
+∞ otherwise,
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and that its Crame´r transform is (see for example [9])
ja(x) =
{
x− a− a log x
a
if x > 0,
+∞ otherwise.
To understand the flavor of our proof, let us first assume that the sequence
(ξk,N) is not random, and that the sequence (LN) converges weakly to ν.
In that case, using the main Theorem of [30] we see that the sequence µ˜N
satisfies the LDP with speed (N) and good rate function :
I˜(µ) :=
∫
[χ1,χ2]
(ja(g)− g) dν +
∫
[χ1,χ2]
dµ (µ ∈M([χ1, χ2])) , (39)
where dµ = g dν+(µ−g dν) is the Lebesgue decomposition of µ with respect
to ν. Further, as almost surely µ˜N([χ1, χ2]) > 0 and using the contraction
principle (see [9] p.126), we may conclude that (µN) satisfies the LDP with
speed (N) and good rate function
I(ξ) = inf{I˜(µ) : µ ∈ M([χ1, χ2]), µ = µ([χ1, χ2])ξ} = inf
b>0
I˜(bξ).
Therefore, a direct computation yields
I(ξ) = aK(ν|ξ) .
Let us now turn to the general case. We have to get rid of the randomness
of the ξk,N . But, we show that, since the LDP with larger speed holds for its
empirical measure, this randomness has no effect on the rate function. To
get the LDP, we use a method inspired by the proof of the so-called Ga¨rtner-
Ellis-Baldi theorem ([9] p.157). Roughly speaking, it consists of two steps.
First we compute the limiting normalized generating function and its convex
conjugate function. Then we conclude by density of exposed points of this
last function.
To begin, let f be a continuous function on IR such that LY ◦f is bounded.
Then, integrating first on the random variables Y we may write
IN := E exp µ˜N(f) = E exp
[∑
k
LY (f(ξk,N))
]
= E exp
(
NLN (LY ◦f)
)
.
Now, from the assumption, the sequence of random variables (LN(LY ◦f))
converges to
∫
(LY ◦f) dν and satisfies the LDP with speed (Nρ). Now fix
ε > 0 and set
A := {η ∈M+([χ1, χ2]) : |η(LY ◦f)− ν(LY ◦f)| ≤ ε},
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and IN = IN,A + IN,Ac with
IN,A := E
[
exp
(
NLN(LY ◦f)
)
1{LN∈A}
]
. (40)
Obviously, we have
exp[N (ν(LY ◦f)− ε)]P (LN ∈ A) ≤ IN,A ≤ exp[N (ν(LY ◦f) + ε)](41)
and
IN,Ac ≤ exp[N‖LY ◦f‖∞] P (LN ∈ Ac) (42)
The LDP upper bound gives
lim sup
1
Nρ
log P(LN ∈ Ac) ≤ − inf{Iξ(η); η ∈ Ac} . (43)
Since Iξ is good, its infimum on the closed set Ac is reached and since it has
a unique global minimum at ν which is not in Ac, the right side of (43) is
negative. Since ρ > 1 we get lim supN
1
N
log IN,Ac = −∞, and then
lim sup
N
1
N
log IN ≤ ν(LY ◦f) + ε . (44)
To get the lower bound, we have
lim inf
N
1
N
log IN ≥ lim inf
N
1
N
log IN,A ≥ ν(LY ◦f)− ε+ lim inf
N
1
N
logP (LN ∈ A)
From (43) it is clear that limP (LN ∈ A) = 1 so that
lim inf
N
1
N
log IN ≥ ν(LY ◦f)− ε (45)
As (44) and (45) hold for every ε > 0, we may conclude
lim
N
1
N
log IN = ν(LY ◦f) .
The remaining of the proof is the same as the LDP proofs developed in [17]
(see also [10]).
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5.2 Large deviations for spectral measures in the cir-
cular and Jacobi ensembles
We now state the LDP for the sequence of random probability measures
(µ
(N)
w ) in the above frameworks. Notice that in the case β = 2, with the help
of Theorem 4.1, the first result has yet been shown in [27] and the second one
in [15] Theorem 2.3. In this last paper, the proofs use the so-called projective
limit approach. We take here a completely different way. Indeed, we give a
general proof by using a variation on the results developed in [30] for random
measures. As a matter of fact, we have shown in Subsection 5.1 the LDP for
random measures with weights having a Dirichlet distribution.
Theorem 5.3
1. Assume that for any N , TN × SN is endowed with the CβEN distribu-
tion. Recall that µ
(N)
w is built as in (23). Then, the sequence of random
probability distributions (µ
(N)
w ) satisfies the LDP with speed N and good
rate function
I(ξ) =
β
2
K (λT|ξ) , (ξ ∈M1(T)) (46)
where λT is the uniform distribution on T.
2. Let a, b > 0 be fixed. The sequence (ξ(N)) under the J(β, a, b, N) ⊗
DirN(β/2) distribution satisfies the LDP with speed N and good rate
function
I(ξ) =
β
2
K(arcsine |ξ) (47)
Proof: The proof of this theorem is a direct consequence of Proposition 5.2.
Indeed, from [20] it is known that the empirical distribution built on (θk)
satisfies the LDP with speed N2 whose rate function has a unique minimum
in λT. For the Jacobi ensemble, Hiai and Petz ([22] Section 2) proved the
LDP with speed N2 for the empirical measure built on (xk). Moreover, they
have shown that - with our assumptions - the unique minimizer of the rate
function for this LDP is the arcsine distribution.
Remark 5.4 The same conclusion holds true under the probability measures
of Theorem 4.8.
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Remark 5.5 The assumptions about the supports are crucial. In a compan-
ion paper [16] we study important models in which they are not satisfied. For
the GUEN , the support of LN is not included in a fixed compact set and the
limiting distribution is the semicircle. In this example, we find an additional
term in the rate function. For the J(β, τ1N, τ2N ;N), the support of LN is
included in [0, 1] but the limiting distribution is supported by a compact subin-
terval of (0, 1). It is called the Kesten-MacKay distribution and generalizes
the arcsine distribution. In [16], we prove the LDP but the explicit form
of the rate function is only conjectured. The same is true for the Laguerre
ensemble.
Remark 5.6 Other discrete random measures with Dirichlet weights appear
in the literature. Let α be a positive measure on a compact space K. A
Dirichlet process µ of parameter α is a probability distribution denoted by
D(α) on M1(K). It is such that for any measurable finite partition of K,
(A1, · · · , AN), we have (µ(A1), · · · , µ(AN)) (d)= DirN(α(A1), · · · , α(AN)).
If α is the finite discrete measure θ
∑N
k=1 δyk where y1, · · · , yN ∈ K, we have
D
(
θ
N∑
j=1
δyj
)
(d)
=
N∑
k=1
Ykδyk (48)
where (Y1, · · · , YN) (d)= DirN(θ) . This means that the random measures studied
in the previous sections are mixed Dirichlet processes. The mixing distribu-
tion is the law of the random eigenvalues. Ganesh and O’Connell ([18]) study
D(α +∑Ni=1 δyi) when N−1∑Ni=1 δyi converges to some measure ν and when
α is a measure whose support is K. They show that µ satisfies the LDP with
speed N , and good rate function I(·) = K(ν|·). In [7] there is an extension
with an infinite number of random locations, (see also [8] for the connection
with the Poisson-Dirichlet distribution).
5.3 Relation with spherical integrals
In the unitary model, the direct computation of the limiting cumulant
generating functional of µ
(N)
w leads to a spherical integral. Indeed, if ϕ ∈ C(T)
(the set of all continuous function on T), we have
µ(N)
w
(ϕ) = 〈e1, ϕ(U)e1〉 = tr(GNV D(N)ϕ V ∗)
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where D
(N)
ϕ := diag(ϕ(eiθ1), · · · , ϕ(eiθN )) , (the eiθk are the eigenvalues of U),
V ∈ U(N) and GN := diag(1, 0, · · · , 0). Consequently, the Laplace transform
of µ
w
is, for ϕ ∈ C(T),
E exp
(
Nµ(N)
w
(ϕ)
)
= Eθ I
(2)
N (GN , D
(N)
ϕ ) (49)
where
I
(2)
N (GN , D
(N)
ϕ ) =
(∫
U(N)
exp[N tr(GNV D
(N)
ϕ V
∗)] dV
)
,
(Eθ denotes here expectation with respect to the variables θ1, . . . , θN). It is
interesting to notice that this last spherical integral over the unitary group
can be expressed as a hypergeometric function with two matrix arguments
(see for example [31] p. 97).
In [19] and [6] it is proved that N−1 log I
(2)
N (GN , D
(N)
ϕ ) has a limit as
N → ∞, as soon as the empirical spectral distribution of D(N)ϕ converges
weakly. More precisely in [19] Th.6 (see also [6] Th. 4) it is proved that
lim
N
1
N
log I
(2)
N (GN , D
(N)
ϕ ) = Fϕ(1), (50)
where Fϕ(1) is defined in the following way. Let νϕ be the limit of the
empirical spectral distribution of D
(N)
ϕ , (in our case it is the image by ϕ of
ΛT). Further let ϕmin := minz∈T ϕ(z) and ϕmax := maxz∈T ϕ(z). The Stieltjes
transform of νϕ is defined for x ∈ (−∞, ϕmin) ∪ (ϕmax,+∞) by:
Hϕ(x) =
∫
T
1
x− ϕ(z)λT(dz) . (51)
We have that H↓ϕ := limx↓ϕmax Hϕ(x) < 0 < H
↑
ϕ := limx↑ϕmin Hϕ(x) and
the range of Hϕ is (H
↓
ϕ, 0) ∪ (0, H↑ϕ). ([19] Property 9). The Voiculescu
R-transform is the function Rϕ satisfying, for all y in the range of Hϕ,
Hϕ
(
Rϕ(y) +
1
y
)
= y . (52)
As a result ([19] Theorem 6),
Fϕ(1) = v(1)−
∫
T
log(1 + v(1)− ϕ(z)) λ
T
(dz)
v(1) =

Rϕ(1) if H↑ ≤ 1 ≤ H↓
ϕmax − 1 if 1 > H↓
ϕmin − 1 if 1 < H↑
(53)
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Now, the LDP for the empirical distribution built on θ1, · · · , θN holds with
speed N2. So that, N−1 lnE exp
(
Nµ
(N)
w (ϕ)
)
and N−1 log I
(2)
N (GN , D
(N)
ϕ ) have
the same limit (to show this claim just use the continuity of spherical integrals
proved in [28] Prop. 2.1). The rate function of the LDP for µ
(N)
w can be
recovered by taking the supremum in ϕ ∈ C(T) of µ(ϕ) − Fϕ(1), where
µ ∈M1(T). Setting g(eiθ) = ϕ(eiθ)− v(1), we have
µ(ϕ)− Fϕ(1) =
∫
T
g(z)µ(dz) +
∫
T
log(1− g(z)) λT(dz) . (54)
Taking the supremum in g ∈ C(T), we recover the well-known duality formula
sup
g∈C(T)
[∫
T
g(z)dµ(z) +
∫
T
log(1− g(z)) λT(dz)
]
= K(λT|µ) .
References and several consequences of this formula for the associated mo-
ment problem may be found in [15].
Acknowledgments. The authors are very grateful to the anonymous ref-
erees for a careful reading of the paper. A.R. was partially funded by the
Agence Nationale de la Recherche grant ANR-08-BLAN-0311-03.
References
[1] Z.D. Bai. Methodologies in spectral analysis of large dimensional random
matrices, a review. Statistica Sinica, 9:611–677, 1999.
[2] Z.D. Bai, B.Q. Miao, and G.M. Pan. On asymptotics of eigenvectors
of large sample covariance matrix. Annals of Probab., 35(4):1532–1572,
2007.
[3] G. Ben Arous and A Guionnet. Large deviations for Wigner’s law and
Voiculescu’s non-commutative entropy. Probab. Theory Related Fields,
108(4):517–542, 1997.
[4] M. Birke and H. Dette. A note on random orthogonal polynomial on a
compact interval. arxiv 0809.4936v1
[5] F.C. Chang, J.H.B. Kemperman, and W.J. Studden. A normal limit
theorem for moment sequences. Ann. Probab., 21(3):1295–1309, 1993.
28
[6] B. Collins and P. Sniady. New scaling of Itzykson-Zuber integrals. Ann.
Inst. H. Poincare´ Probab. Statist., 43:139–146, 2007.
[7] D.A. Dawson and S. Feng. Large deviations for the Fleming-Viot pro-
cess with neutral mutation and selection. II. Stochastic Process. Appl.,
92(1):131–162, 2001.
[8] D.A. Dawson and S. Feng. Asymptotic behavior of the Poisson-Dirichlet
distribution for large mutation rate. Ann. Appl. Probab., 16(2):562–582,
2006.
[9] A. Dembo and O. Zeitouni. Large Deviations Techniques and Applica-
tions. Springer, 2nd edition, 1998.
[10] H. Dette and F. Gamboa. Asymptotic properties of the algebraic mo-
ment range process. Acta Mathematica Hungarica, 116:247–264, 2007.
[11] H. Dette and W. Studden. The theory of canonical moments with ap-
plications in statistics, probability, and analysis. Wiley Series in Proba-
bility and Statistics, New York, 1997.
[12] E. Duen˜ez. Random matrix ensembles associated to compact symmetric
spaces. Comm. Math. Phys., 244(1):29–61, 2004.
[13] P. Eichelsbacher and M. Stolz. Large deviations for random matrix en-
sembles in mesoscopic physics. Markov Process. Related Fields., 14:207–
232, 2008.
[14] P.J. Forrester. Log-gases and random matrices. Book available online
at http://www.ms.unimelb.edu.au/∼matpjf/matpjf.html.
[15] F. Gamboa and L.V. Lozada-Chang. Large deviations for random power
moment problem. Ann. Probab., 32:2819–2837, 2004.
[16] F. Gamboa and A. Rouault. Large deviations for random spectral mea-
sures and sum rules. arxiv 0804/0804.4322v1.
[17] F. Gamboa, A. Rouault, and M. Zani. A functional large deviation
principle for quadratic forms of Gaussian stationary processes. Stat.
and Probab. Letters, 43:299–308, 1999.
29
[18] A.J. Ganesh and N. O’Connell. A large deviation principle for Dirichlet
posteriors. Bernoulli, 6(6):1021–1034, 2000.
[19] A. Guionnet and M. Maida. A Fourier view on the R-transform and
related asymptotics of spherical integrals. J. Funct. Anal., 222(2):435–
490, 2005.
[20] F. Hiai and D. Petz. A large deviation theorem for the empirical eigen-
value distribution of random unitary matrices. Ann. Inst. H. Poincare´
Probab. Statist., 36(1):71–85, 2000.
[21] F. Hiai and D. Petz. The Semicircle Law, Free Random Variables and
Entropy, volume 77 of Mathematical Surveys and Monographs. Amer.
Math. Soc., Providence, 2000.
[22] F. Hiai and D. Petz. Large deviations for functions of two random
projection matrices. Acta Sci. Math. (Szeged), 72:581–609, 2006.
[23] F. Hiai, D. Petz, and Y. Ueda. Free transportation cost inequali-
ties via random matrix approximation. Probab. Theory Related Fields,
130(2):199–221, 2004.
[24] S. Karlin and L.S. Shapley. Geometry of moment spaces. Mem. Amer.
Math. Soc., 1953(12):93, 1953.
[25] S. Karlin and W.J. Studden. Tchebycheff systems: With applications
in analysis and statistics. Pure and Applied Mathematics, Vol. XV.
Interscience Publishers John Wiley & Sons, New York-London-Sydney,
1966.
[26] R. Killip and I. Nenciu. Matrix models for circular ensembles. Int. Math.
Res. Not., 50:2665–2701, 2004.
[27] L.V. Lozada-Chang. Large deviations on moment spaces. Electronic
Journal of Probability, 10:662–690, 2005.
[28] M. Maida. Large deviations for the largest eigenvalue of rank one de-
formations of Gaussian ensembles Electronic Journal of Probability,
12:1131–1150, 2007.
30
[29] M.L. Mehta. Random matrices, volume 142 of Pure and Applied Math-
ematics (Amsterdam). Elsevier/Academic Press, Amsterdam, third edi-
tion, 2004.
[30] J. Najim. A Crame´r type theorem for weighted random variables. Elec-
tronic Journal of Probability, 7(4):1–32, 2002.
[31] A. Orlov New solvable matrix integrals —U(n) case. Nonlinear physics:
theory and experiment, II Gallipoli 2002, World Sci. Publ., River Edge,
NJ :94–100, 2003.
[32] B. Simon. New sections intended for the second edition. available at
http://www.math.caltech.edu/opuc/newsection13-3.pdf, 2005.
[33] B. Simon. OPUC on one foot. Bull. Amer. Math. Soc. (N.S.), 42(4):431–
460, 2005.
[34] B. Simon. Orthogonal polynomials on the unit circle. Part 1: Classical
theory. Colloquium Publications. American Mathematical Society 54,
Part 1. Providence, RI: American Mathematical Society (AMS), 2005.
[35] B. Simon. Orthogonal polynomials on the unit circle. Part 2: Spectral
theory. Colloquium Publications. American Mathematical Society 51,
Part 2. Providence, RI: American Mathematical Society, 2005.
[36] B. Simon. CMV matrices: five years after. J. Comput. Appl. Math.,
208(1):120–154, 2007.
Fabrice Gamboa
Universite´ de Toulouse
Universite´ Paul Sabatier
Institut de Mathe´matiques de Toulouse
F-31062 Toulouse, France
fabrice.gamboa@math.univ-toulouse.fr
Alain Rouault LMV Baˆtiment Fermat
Universite´ Versailles-Saint-Quentin
31
F-78035 Versailles
France
Alain.Rouault@math.uvsq.fr
32
