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Abstract
This work is a review of the quantization method used to formulate Loop
Quantum Gravity, a proposed quantum theory of gravity developed in recent
years from the quantization of General Relativity in connection variables.
Loop Quantum Gravity is known to have the property of background inde-
pendence in contrary to other contemporary approaches to quantum gravity.
This work mainly consists of a literature review of Dirac constraint analysis,
Dirac canonical quantization and improvements to it made by Loop Quan-
tum Gravity researchers. The last part of this work contains an original work
of the author, an abstract proof showing that the postulates - general covari-




There are many ways to develop a quantum theory from an already well-
established classical theory. One could in principle propose a set of physically
motivated axioms and start to derive the quantum theory from scratch, of
which the classical theory is a limiting case. However this way is proven to be
too difficult in practice, a more feasible approach is to quantize the classical
theory. This approach will not always give you the correct quantum theory
but it may provide you some clues to what the correct quantum theory looks
like so that the first approach is possible.
There are many recipes to do quantization and one which is broadly
studied is known as Dirac quantization[20, 22]. It is a basis for more
advanced approaches that are subsequently studied, known as Algebraic
Quantization[18, 19] and Refined Algebraic Quantization[17, 14]. Loop
Quantum Gravity researchers followed this line of approaches to eventually
develop a framework for nonperturbative quantization of diffeomorphism-
invariant gauge theories such as General Relativity reformulated in connec-
tion variables[17]. This framework forms a pathway to Loop Quantum Grav-
ity. Here we will review Dirac constraint analysis, Dirac quantization and its
2algebraic extension in light of its central role in Loop Quantum Gravity. Our
review is mainly based on [20, 22, 16, 2, 3, 18, 19, 24, 17, 14].
Chapter 4 is the most important chapter of this thesis. In that chap-
ter, we show that all general covariant and background independent classical
theories are diffeomorphism invariant. Theorists have long thought that Ein-
stein’s idea of general covariance and a property of General Relativity,
background independence[5] are fundamental and should be the postu-
lates of a unified theory. They want to have both but they find that the
consequence, diffeomorphism invariance[5] is giving them much trouble
during the quantization process[3, 17].
We will show it is impossible to avoid diffeomorphism invariance once we
have taken general covariance and background independence as postulates.
General covariance and background independence imply diffeomorphism in-
variance. Most papers mentioned it without proof. Some referred to Ein-
stein’s Hole Argument [5] or Dirac’s lecture [22] about it, but Einstein’s
proof is for General Relativity and is done in local coordinates with many
subtleties omitted. Dirac’s lecture is based on Hamiltonian formulation, and
so the reason behind the proposition is obscured by the construction.
We give a general and abstract proof for all classical theories, highlight
all subtleties. This is important because, if we can find a better structure
to replace smooth manifold as a model of space-time. If that structure has
some features that a smooth manifold has and the premises of the proof are
satisfied, the new theory will still exhibit diffeomorphism invariance. So our
proof can be generalized to other mathematical structures due to its abstract
nature.
This thesis is probably most helpful to fresh graduate Loop Quantum
Gravity researchers, as most details contained in here is absent in all Loop
3Quantum Gravity review papers. In this thesis, we explain the methods in
general. The actual application of the methods to the formulation of Loop
Quantum Gravity can be found in a companion thesis [1], a book and some
review papers [5, 4, 2, 3]. This thesis should be read before reading the
companion thesis.
In this thesis, Einstein summation convention is used.
4Chapter 2
Dirac Constraint Analysis
Most theories including General Relativity have singular Lagrangian, where
not all velocity variables can be expressed in terms of the momentum vari-
ables in the process of Legendre transformation. It turns out that these
theories have constraints.
Dirac constraint analysis puts a theory of this type into a proper Hamilto-
nian formulation so that canonical quantization is possible. It is a systematic
way of obtaining all the constraints and classifying them into two distinct
classes, one of which is related to the gauge freedom of the theory. We will
illustrate this method of analysis in finite dimensional classical mechanics,
generalization to field theory is possible.
The main references are [20, 22, 16]. In this chapter, indices {i, j, k, ..., z}
generally have longer range than {a, b, c, ..., h}.
2.1 Generalized Hamiltonian Dynamics
Let qi, a function of a parameter t and with other discrete labels (e.g. di-
mension, particle) or continuous labels (in field theory, e.g. position), be the
5dynamical variable of a theory. We will denote the labels by a single i and




with respect to variation of qi to obtain the Euler-Lagrange equations for
qi(t). The set of all possible values of qi at any t forms the configuration
space, A.
In order to pass over to Hamiltonian formulation, we must do a Legendre





The set of all possible values of (q, p) at any t forms the phase space, Γ.
In general, it is not possible to invert (2.2) to obtain q˙i as a function of
(q, p) if (2.2) gives or implies certain relations among (q, p) which are called
primary constraints
φa(q, p) = 0 (2.3)
Assume that {φa} is functionally independent1 and (2.3) defines an embedded
submanifold2 of Γ, called constrained phase space or constraint surface,
Γ′.
The Hamiltonian, defined as
H0 = p
iq˙i − L(q, q˙) (2.4)
1{dφa} is linearly independent at each point of Γ.
2In the symplectic geometrical formulation of mechanics, configuration space and phase
space are given manifold structures.
6can be made to be dependent on (q, p) only if we invoke (2.2), since if we








As a result, H0 is not unique since we can add terms proportional to (2.3)
to it, which is also considered as an invocation of (2.2). In other words, H0
is a function on Γ′. Given two phase space functions A(q, p) and B(q, p),
We define weak equality ‘≈’ as A ≈ B if A and B are equal on Γ′. It is an
equivalence relation.
We thus have trivially
φa ≈ 0 (2.6)
To avoid complications, we only consider the case where
A ≈ B ⇔ A−B = uaφa (2.7)
ua are some functions of Γ. This can be proven if the constraint functions φa
can be locally taken as part of the coordinates of a new regular coordinate
system in the vicinity of Γ′[20].
In usual Hamiltonian mechanics, there is an extended form of action
principle where both positions and momenta are varied independently and
Hamilton’s equations of motion can be derived. Here, the positions and
momenta are constrained, so we have to introduce Lagrange multipliers3.
S ′[q, p, λ] =
∫
piq˙i −H0(q, p)− λaφa(q, p)dt (2.8)
3In field theory, the term λaφa is actually an integral, for example
∫
λa(x)φa(x)d3x.
λa and φa usually belong to the same type of function space, for example if φa is a tensor
(density) then ua should also be a tensor (density). See [20].
7Let H(q, p, λ) be the new Hamiltonian function
H(q, p, λ) = H0(q, p) + λ
aφa(q, p) ≈ H0(q, p) (2.9)


















φa = 0 (2.12)
This set of first order differential equations involving (q, p, λ) is equivalent to
the Euler-Lagrange equations[20]. A set of initial values for (q, p) on Γ′ does
not determine a unique solution unless all λa are fixed.










for any two phase space functions F and G. It satisfies the basic properties
of Lie bracket namely bilinearity, anti-symmetricity and Jacobi Identity. It
also satisfies Leibniz’s rule with respect to multiplication
{F,GH} = G{F,H}+ {F,G}H (2.14)
for any three phase space functions F , G and H.
We also define strong equality ‘'’. Given two phase space functions
A(q, p) and B(q, p), A ' B if A ≈ B and for any phase space function
C(q, p), {A − B,C} ≈ 0. In general, if A and B are only weakly equal,
{A−B,C} ≈ 0 is not always true.
8For a phase space function B, if {A,B} ≈ 0 for all phase space function
A then B ≈ k, k is a constant. Proof :
{A,B} ≈ 0 ∀A implies ∂B
∂qi
≈ 0 ≈ ∂B
∂pj
. We then change the coordinate
system so that all constraint functions φa are part of the new coordinates q
′
i,
p′j. We have for all coordinates q′b, p


















B|φa=0 = k (2.18)
B ≈ k (2.19)
Also it follows from the definition of ‘'’ that B ' k.




= {F,H0}+ λa{F, φa} ≈ {F,H} (2.20)
We have made use of the fact that φa ≈ 0 ⇒ {F, λa}φa ≈ 0, although the
Poisson bracket containing Lagrange multipliers is not well-defined[22]. Note
that we could also use another Hamiltonian which is strongly equal to H.
If there is no inconsistency in the theory, imposing consistency conditions
on the primary constraints
d
dt
φa = {φa, H0}+ λb{φa, φb} ≈ {φa, H} ≈ 0 (2.21)
will give new constraints called secondary constraints or some apparent
9weak equalities or some restrictions to λb. In the first case, we redefine the
notions of constrained phase space and weak equality to incorporate any
new constraints. Imposing consistency conditions on new constraints will
give furthermore secondary constraints. This process is iterated until all
secondary constraints are found.
It is important that the same Hamiltonian function H must be used
throughout the process and there is no need to augment the Hamiltonian
function with new constraints in the middle of the process which will lead to
a theory inequivalent to the original Lagrangian theory, since introducing new
extra Lagrange multiplier terms will take the equations of motion away from
(2.10), (2.11), (2.12) which are equivalent to the Euler-Lagrange equations.
(2.21) is imposed because (2.12) is true for (q, p) at all t and therefore (2.21)
is a consequence of (2.12).
Let {φi} be the set of all primary and secondary constraints that are
functionally independent. Now the consistency equation is true for all φi.
{φi, H0}+ λa{φi, φa} ≈ 0 (2.22)
The range of the index ‘a’ only covers the primary constraints.
Assuming the rank of the matrix {φi, φa} is constant on Γ′, we can fix λa
weakly4. The general solution for λa is[22]
λa = λa0 + χ
cvac (2.23)
where λa0 is a special solution of (2.22) and v
a
c are all independent solutions
4It is sufficient to just fix λa weakly. If λa1 ≈ λa2 are two solutions, a deviation of
(λa1 − λa2)φa ' 0 in the Hamiltonian H does not change the evolution equation (2.20).
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of the homogeneous equation
λa{φi, φa} ≈ 0 (2.24)
χc are completely arbitrary.
Let






so that H = H1 + χ
cγc (2.27)
Evolution equation (2.20) becomes
dF
dt
≈ {F,H1}+ χc{F, γc} (2.28)
We observe that
vac{φi, φa} ≈ 0⇒ {γc, φi} ≈ 0 (2.29)
Define a phase space function F (q, p) to be first class if its bracket with
any constraints weakly vanishes, ∀i
{F, φi} ≈ 0 (2.30)
in particular H1 is first class, since {H1, φi} ≈ 0. The constraints {γc}
are first class constraints. A constraint which is not first class is called
second class constraint. It is easy to show that any linear combination,
the product and Poisson bracket of first class functions are first class. The
11
set of first class functions form an Poisson algebra.
Define a new Extended Hamiltonian that include all constraints




≈ {F,HE} ≈ {F,H0}+ uj{F, φj} (2.32)
At first glance, this gives a different Hamiltonian theory. We will see if there
is any difference shortly.
All the consistency conditions and restrictions on uj are summarized in
{φi, H0}+ uj{φi, φj} ≈ 0 (2.33)
Similar to the previous discussion, assuming the rank of the matrix {φi, φj}
is constant on Γ′, we find that the general solution for uj is
uj = uj0 + ς
nM jn (2.34)
again uj0 is a special solution of (2.33) and M
j
n are all independent solutions
of the homogeneous equation
uj{φi, φj} ≈ 0 (2.35)
ςn are completely arbitrary.
We have a good candidate for the special solution uj0, obtained by ap-
pending the previous special solution λa0 with zeroes as the coefficients of all




0 = 0 if j is outside the range
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of a. Since λa0 satisfy (2.22), u
j
0 satisfy (2.33). We have
HE = H0 + u
a
0φa + ς




HE contains all first class constraints whereas H in (2.27) contains only
primary first class constraints5. The evolution equation (2.32) becomes
dF
dt
≈ {F,H1}+ ςn{F, γ ′n} (2.37)
Note that since the set of all constraints {φi} generates and spans a
module over C∞(Γ), we are free to form and use a new basis {φ′j} that
consists of independent C∞(Γ)-linear combinations of the original basis {φi}.
We will call {φ′j} constraints too. We can extend the linearly independent
set {γ ′n} to become a basis {γ ′n , χm}. ∀m,χm is second class. Proof :
If χm is first class, since χm and {γ ′n} are linearly independent, we will
get a contradiction with M jn are all independent solutions of (2.35). The
basis set {γ ′n , χm} has the maximum number of first class constraints.
2.2 Observable Algebra and Gauge Freedom
The following algebraic characterization follows from [20]. In ordinary Hamil-
tonian mechanics, observables are represented by the Poisson algebra C∞(Γ)
with a Lie bracket, the Poisson bracket. In Dirac’s analysis, Γ′ is the relevant
space, but C∞(Γ′) ∼= C∞(Γ)/ ≈, is not a Lie algebra. The induced Poisson
bracket is not well-defined.
{[F ], [G]} = [{F,G}] (2.38)
5first class constraints that are C∞(Γ)-linear combinations of primary constraints.
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[F ], [G] ∈ C∞(Γ)/ ≈, are equivalence classes of two phase space functions
under the equivalence relation ‘≈’.
This can be readily seen as








= [{F,G}+ λn{γ ′n , G}+ ηn{F, γ
′
n} (2.41)
+κm{χm, G}+ ξm{F, χm}+ κpξq{χp, χq}] (2.42)
where we have used the property of first class constraints.
In order to build an observable algebra, we need to get rid of all terms
except the first one. One way is to redefine the Poisson bracket such that
all constraints become strong equalities and the terms involving constraints
vanish weakly. It turns out that we can only do this trick for second class
constraints[20, 22, 16]. Since Loop Quantum Gravity does not involve any
second class constraints, we will skip this treatment and assume all con-
straints {φi} are first class. So the last three terms will not be present.
{[F ], [G]} = [{F,G}+ λn{γ ′n , G}+ ηn{F, γ
′
n}] (2.43)
We still have two extra terms. The only way to get rid of them is to use
a smaller algebra, the algebra of first class functions modulo weak equality
(weak equality is compatible with the algebraic operations) as the observable
algebra under the induced Poisson bracket. (2.38) satisfies all the required
axioms to be a Lie bracket. It also satisfies Leibniz’s rule with respect to the
multiplication [F ][G] = [FG].
We will drop the equivalence class sign from now on. Most of the time,
14
by observable algebra we simply mean the Poisson algebra of first class func-
tions and we constantly remind ourselves weakly equal first class functions
are to be seen as a same observable. This is especially true during the quan-
tization phase, all weakly vanishing first class functions including first class
constraints when viewed as an observable are equivalent to the trivial ob-
servable 0.
We also notice that such functions have unique evolution, whether we are





All arbitrary parameters dropped out. It agrees with the usual notion of
observable.
From (2.22), (2.33), since all constraints are first class, we have
{φi, H0} ≈ 0 (2.45)
and so λa0 = 0, u
j




From now onwards, we will use {γi} to denote all constraints.
The following treatment of conserved charges follows from [16]. Q, a phase
space function, is a conserved charge (with no explicit time dependence
unless otherwise stated) if
{Q, γi} ≈ 0 (2.47)
and {Q,H0} ≈ 0 (2.48)
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Analogous to the case of ordinary Hamiltonian mechanics, Q should gen-
erate symmetry transformation. Let x = (q, p),
Let x′ = x+ {x,Q} (2.49)
⇒ F (x′) = F (x) + {F,Q}(x) (2.50)
for any phase space function F (q, p). If x(t) satisfies Hamilton’s equation,
x′(t) should satisfy too, but not quite exactly.
x˙′ ≈ {x,H}+ {{x,Q}, H} (2.51)
but {x,H}|x′ = {x,H}+ {{x,H}, Q} (2.52)
= {x,H}+ {{Q,H}, x}+ {{x,Q}, H} (2.53)
≈ x˙′ − ci{x, γi} (2.54)
where we have used (2.50), Jacobi identity and the properties of conserved
charge which imply {Q,H} ≈ 0 ⇒ {Q,H} = ciγi. ci are some phase space
functions.
So
x˙′ ≈ {x,H}|x′ + {x, ciγi} (2.55)
≈ {x,H}|x′ + {x, ciγi}|x′ +O(2) (2.56)
≈ {x,H + ciγi}|x′ +O(2) (2.57)
This equation is also true if we use HE throughout instead.
The converse statement is not true in general but we can make it into a
special case of Noether’s Theorem. If some transformed variable x′ satisfies
the Hamilton’s equation in the above sense, from the generator Q (a phase
16
space function with no explicit time dependence) of the transformation we




≈ 0. Proof :
First of all Q must be first class, {Q, γi} ≈ 0 in order to preserve Γ′, so
that γi(x
′) ≈ γi(x) ≈ 0. Comparing (2.51) and (2.53), to get (2.55), we must
have
{x, {Q,H}} ≈ {x, ciγi} (2.58)
{x, {Q,H} − ciγi} ≈ 0 (2.59)
⇒ {A, {Q,H} − ciγi} ≈ 0, ∀A ∈ C∞(Γ) (2.60)
⇒ {Q,H} − ciγi ≈ k, k ∈ R (2.61)
{Q,H} ≈ k (2.62)






(Q− kt) ≈ 0 (2.64)
From the third to fourth step we make use of a proposition proven in section
2.1. So only if k = 0, then we have {Q,H} ≈ 0. The above result is also
true if we use HE throughout instead.
{x, ciγi} that appears in the above is actually a difference coming from an
infinitesimal gauge transformation on (q, p). Dirac defined gauge transfor-
mation by insisting that each pair of (q, p) satisfying the constraints should
represent one solution to the physical problem[22]. However
x′ = x+ x˙ ≈ x+ ({x,H1}+ {x, χcγc}) (2.65)
Because (q, p) are not observables in general, two different pairs of (q′, p′) may
be evolved from a same initial state (q, p) due to the arbitrariness of χc. They
17
are defined to be gauge equivalent or differed by a gauge transformation[20,
22], and they represent the same physical state. Their difference is generated
by primary first class constraints and is in this form: {x,∆χcγc}, where ∆χc
are the differences in χc. Therefore the evolution equation (2.28) consists of
a pure evolution part and a gauge transformation part.
Following from [16], we now show that for a purely first class system, all
constraints generate gauge transformation. We see that all secondary con-
straints are contained in (2.22). In the process of finding new constraints,
for the consistency condition to yield a new constraint instead of a restric-
tion on λa, the second term must be zero after we impose all then known
constraints. We will show that ui{φi, H0} generates gauge transformation,
therefore all secondary constraints generate gauge transformation. It suffices
to show that if uiφi generates gauge transformation, then u
i{φi, H0} generates
gauge transformation. Since all primary constraints {uaφa} generate gauge
transformation, by induction, all constraints generate gauge transformation.
Proof :
We assume that we are free to apply a gauge transformation at different
time. Let
x′1 ≈ x+ {x, uiφi} (2.66)
x′2 ≈ x+ {x,H0} (2.67)
x′′12 ≈ x′1 + {x′1, H0} (2.68)
= x+ {x, uiφi}+ {x,H0}+ 2{{x, uiφi}, H0} (2.69)
x′′21 ≈ x′2 + {x′2, uiφi} (2.70)




21 are evolved from x by using the Hamiltonian and applying a
gauge transformation at different time. They are gauge-equivalent. We find
that
x′′12 − x′′21 ≈ 2{x, {uiφi, H0}} = 2{x, ui{φi, H0}}+ 2{x, {ui, H0}φi} (2.72)
2{x, {ui, H0}φi} and hence 2{x, ui{φi, H0}} are differences coming from
gauge transformations. We see that ui{φi, H0} generates gauge transfor-
mation. A similar proof is given in [20].
For a purely first class system, we may add secondary first class con-
straints into the Hamiltonian. We will get a physically equivalent theory,
since the old theory already exhibits full gauge freedom if we are free to
apply a gauge transformation at different time. We have learnt that HE,
the Extended Hamiltonian in (2.31) which contains all constraints gives a
physically equivalent theory provided that all constraints are first class.
The first class constraints are also conserved charges, they do generate
symmetry transformations in the way of (2.49) and the symmetry transfor-
mations they generate are related to the arbitrariness in the use of canonical
variables to specify physical states. The original variables and the trans-
formed variables represent the same physical state. All gauge transforma-
tions generated in this way are continuously connected to the identity trans-
formation. They are called small gauge transformations in contrary to
large gauge transformations which are not continuously connected to the
identity[20].
Conserved charges besides first class constraints generate symmetry trans-
formations but the transformed variables satisfy the equations of motion with
an extra term which amounts to a gauge transformation added to the Hamil-
19
tonian. We also see that a phase space function represents an observable if
and only if it is first class if and only if (in purely first class system) it is
unchanged under gauge transformation or gauge invariant.
It is easy to show that conserved charges are closed under Poisson bracket
and multiplication. Therefore, the Poisson algebra of all conserved charges is
a Poisson subalgebra of the Poisson algebra of first class functions. This Lie
algebra of all generators of symmetry transformation is associated with the
Lie algebra of a symmetry subgroup of the theory[16]. The C∞(Γ)-module of
first class constraints is also closed under Poisson bracket and multiplication.
This smaller Poisson subalgebra called constraint algebra is associated
with the Lie algebra of the gauge group of the theory[16].
{γi, γj} = f kij γk (2.73)
f kij are phase space functions called structure functions.
Sometimes, a smaller vector subspace spanned by a selected basis set of
constraints {γi} is called constraint algebra instead. Because {x, ciγi} =
ci{x, γi} if ci are constants and {x, ciγi} ≈ ci{x, γi} even if ci are phase
space functions, we may treat ci as constants. This motivates the use of the
simpler definition. The constraint algebra by this definition is closed (open6)
under Poisson bracket if and only if the structure functions f kij are constants
(are not constants)[21]. If this constraint algebra is closed, it is a Lie algebra
and our work will be vastly simplified by working with this Lie algebra (and
the associated Lie group) in the quantization.
It is possible to define reduced phase space and reduced configura-
tion space from the constrained phase space Γ′ and the configuration space
6written as “open in the BRST sense” in [4]
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A by identifying gauge-equivalent elements. An observable is thus a function
of the reduced phase space. The constraints are solved classically if we work
with such spaces[20, 18, 19].
The counting of degrees of freedom is subtle in the theory of constrained
Hamiltonian system. The total number of physical degrees of freedom should
be half of the dimension of the reduced phase space, the physically relevant
space. We assume that we can rigorously define the manifold structure of
the reduced phase space. The dimension of Γ′ is the dimension of Γ minus
the number of independent constraints.
The dimension of the reduced phase space is the dimension of the tangent
space at any of its points. Some tangent vectors in the tangent space at any
point x of Γ′ are identified with zero when we perform identification of gauge-
equivalent points on Γ′ to form the reduced phase space because moving in
the directions of such tangent vectors do not change the physical state. There
are as many linearly independent tangent vectors at x that are identified with
zero as the number of linearly independent derivations at x that are defined
by
{ , uiγi}|x(F ) = {F, uiγi}(x) (2.74)
where {uiγi} is the set of the first class constraints that generate gauge
transformations. An infinitesimal change of x along any such derivation is of
course an infinitesimal gauge transformation.
x 7−→ x+ {x, uiγi} (2.75)
The dimension of the reduced phase space is therefore the dimension of
Γ′ minus the number of independent first class constraints that generate
gauge transformations. For a purely first class system, 2× the number of
21
degrees of freedom = dim(Γ) - 2× the number of independent constraints.




Dirac quantization is a way to quantize classical mechanics or field theory in
Hamiltonian formulation when constraints exist, for example a gauge theory.
A Hamiltonian which is derived from a Lagrangian or an action principle is
needed. Dirac quantization is a way to quantize the theory without fixing
any gauge. This way retains the full gauge freedom of the theory.
The quantization recipe used in Loop Quantum Gravity is more sophis-
ticated and contains more subtleties than the traditional approach of Dirac
quantization which is based on the original canonical quantization. Here we
will discuss the traditional approach with a little modification and then show
the extensions to it. In the next section, our main references are [20, 22, 16].
3.1 The Traditional Approach
In the first stage, promoting classical constrained theory to quantum theory
is no different from promoting an ordinary theory. That is by setting up a
kinematical Hilbert space Hkin and linearly promoting smooth complex
23
phase space functions7 to operators on Hkin. We first complexify the Poisson
algebra of phase space functions C∞(Γ) to obtain C∞(Γ)C. Let ˆ be the
complex linear map from functions to operators. The following standard
recipe is often used: Hkin is the Hilbert space of all complex square integrable




In the field theory case, the measure8 on an infinite dimensional configuration
space is often not rigorously defined, but we know how to compute the inte-
gral. The operator associated with the unit function is the identity operator.
The operators associated with (q, p) are given in the prescription
qˆiΨ(q) = qiΨ(q) (3.2)
pˆiΨ(q) = −i~ ∂
∂qi
Ψ(q) (3.3)
There may exist more than one inequivalent irreducible representation of
(q, p) in quantum field theory.
We then see how to promote the elements of C∞(Γ)C to operators. For
any phase space function F (q, p), we can try
F̂ (q, p) = F (qˆ, pˆ) (3.4)
Many ambiguities may come along because usually there is much freedom
in the way of ordering the factors in a phase space function. In the field
theory case, when we construct an operator for a functional, we usually need
7A generalization, originally we need only consider real phase space functions.
8See [29, 28] for a review of measure theory.
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to apply regularization and renormalization to get rid of divergences. This
is important in the construction of constraint operators[2, 3].
In particular, the constraints γi are promoted to operators γˆi and we




ui are any phase space functions. uˆ
′i here need not be uˆi, the operators
associated with ui[16]. The point is we have to make sure there are constraint
operators γˆi appearing to the right
9.
In addition to (3.5), the following condition is to be satisfied: for some
“important” phase space functions F,G (to be revealed shortly)
[Fˆ , Gˆ] = i~{̂F,G} (3.6)
In particular we require
[qˆ, pˆ] = i~ (3.7)
(3.2) and (3.3) satisfy the above. (3.6) is not possible for all phase space
functions, as stated in the Groenewold - Van Hove theorem[23]. In some
cases, when we try to order the q’s and p’s in the R.H.S. to equate with
L.H.S., because of (3.7), corrections of O(~2) will appear. We have for all
polynomial phase space functions F,G
[Fˆ , Gˆ] = i~{̂F,G}+O(~2) (3.8)
We assume both (3.5) and (3.6) can be achieved by using a suitable operator
9Originally, this is required only for the operators for the Poisson brackets over a basis
set of constraints[22].
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ordering scheme. At least we see that the operators of all elements in the
subspace of C∞(Γ)C spanned by {1, q, p} satisfy (3.6). We also need to ensure
that the operator representation we choose is irreducible.
Physical states are those states |Ψ〉 in Hkin that are annihilated by all
constraint operators
γˆi|Ψ〉 = 0 (3.9)
These equations define a linear subspace of Hkin, Hphys.
Each γˆi is interpreted as a generator of gauge transformation on states.
A finite (small) gauge transformation Uˆ is given by
Uˆ(λ) = exp(iλiγˆi) (3.10)
where λi are arbitrary real parameters. By imposing (3.9), we obtain all
gauge invariant states |Ψ〉 and have 〈Ψ|γˆi|Ψ〉 = 0 which corresponds to the
classical equation γi = 0. We get
Uˆ(λ)|Ψ〉 = |Ψ〉 (3.11)
We need the Hamiltonian operator to leave Hphys invariant in order to set
up a Schrodinger equation later, ∀ |Ψ〉 ∈ Hphys
γˆiHˆ0|Ψ〉 = 0 (3.12)
After we impose (3.9), we see that for all |Ψ〉 ∈ Hphys and all constraints
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γi, γj,
[γˆi, γˆj]|Ψ〉 = 0 (3.13)
[γˆi, Hˆ0]|Ψ〉 = 0 (3.14)
The first equation follows from (3.9) and the second equation is a necessary
and sufficient condition for (3.12).
We want (3.6) to hold for F = γi, G = γj and F = γi, G = H0 for all
constraints γi, γj, because we want to represent the gauge Lie algebra and the
consistency conditions on the constraints in the quantum theory in order to
maintain the gauge symmetry, therefore we need to ensure that the following
necessary consistency conditions hold on Hphys
{̂γi, γj}|Ψ〉 = 0 (3.15)
̂{γi, H0}|Ψ〉 = 0 (3.16)
From the classical equation (2.73), the consequence of (2.45):
{γi, H0} = g ji γj ≈ 0 (3.17)
for some phase space functions g ji , together with conditions (3.5), (3.6), we
obtain
[γˆi, γˆj] = i~{̂γi, γj} = i~fˆ kij γˆk (3.18)
[γˆi, Hˆ0] = i~ ̂{γi, H0} = i~gˆ ji γˆj (3.19)
(primes beside f and g are omitted). (3.5) guarantees that (3.15) and (3.16)
hold.
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If (3.18) holds (on Hkin), we say that the quantum constraint algebra
(defined later) which is the operator version of the classical constraint algebra
closes off-shell[6]. If we are unable to find any operator ordering scheme
such that (3.6) is true, (3.18) no longer holds (on Hkin). It holds on Hphys
nonetheless. We say that the quantum constraint algebra closes on-shell[6].
The term suggests that (3.18) holds only after restriction to Hphys. The
gauge Lie algebra is not fully represented in the quantum theory, hence gauge
invariance is broken at the quantum level. In the worst case scenario, we are
unable to find any operator ordering scheme such that (3.5) and
{̂γi, γj} = fˆ kij γˆk (3.20)
are true, (3.18) does not even hold on-shell. To correct it, we will have to
impose fresh conditions (3.15) on the physical states, shrinking Hphys. The
deviations
[γˆi, γˆj]− i~{̂γi, γj} (3.21)
are called gauge anomalies. There are some on-going arguments regard-
ing off-shell/on-shell closure and gauge anomalies in Loop Quantum Gravity
research[6, 7]. A similar consideration is also applicable to (3.19). We require
the crucial condition (3.17) which says the constraints hold for all time to be
preserved in the quantum theory. It is necessary that (3.18) and (3.19) hold
on Hkin in order to obtain a correct quantum theory.
Due to (3.5), G + uiγi is promoted to Gˆ + uˆ
′iγˆi. Weakly equal phase
space functions are promoted to operators that agree on Hphys. So there is a
quantum version of the weak equality[16]: two operators Fˆ and Gˆ,
Fˆ ≈ Gˆ⇔ Fˆ − Gˆ = vˆiγˆi (3.22)
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for some operators vˆi. If Kˆ ≈ 0, Kˆ annihilates all physical states.
To try to mimic the algebraic structures of the classical Poisson alge-
bra of phase space functions, the non-commutative operator algebra in the
quantum theory called (kinematical) quantum operator algebra B (its
elements are called quantum operators) is defined to be the smallest sub-
space of L(Hkin), the algebra of linear operators on Hkin, that contains all
operators promoted from phase space functions and is closed under operator
composition as multiplication. Commutator is a Lie bracket on B. Leibniz’s
rule of commutator is with respect to operator composition. A summary of
the rules of Dirac canonical quantization on the algebraic structures is given
here
F −→ Fˆ (3.23)
uiγi −→ uˆ′iγˆi (3.24)
F +G −→ Fˆ + Gˆ (3.25)
k ∈ C, kF −→ kFˆ (3.26)
FG −→ F̂G (operator ordering) (3.27)
{, } −→ 1
i~
[, ] (only partially) (3.28)
The quantum observable algebra Bphys (its elements are called quan-
tum observables) is defined to be the subalgebra and Lie subalgebra of B,
that contains all elements Oˆ ∈ B satisfying
[Oˆ, γˆi] ≈ 0 (3.29)
We may require that for a maximal set of functionally independent classical
observables, the commutator of each of their operators and each constraint
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operator satisfies condition (3.6) and hence (3.29) in order to have enough
quantum observables to describe the physical system.
[Oˆj, γˆi] = i~ ̂{Oj, γi} = i~hˆjikγˆk (3.30)
Oj is any element belonging to the set and hˆji
k are some operators.
All quantum observables preserve Hphys. ∀ |Ψ〉 ∈ Hphys
γˆiOˆ|Ψ〉 = Oˆγˆi|Ψ〉 − [Oˆ, γˆi]|Ψ〉 (3.31)
= 0 (3.32)
Quantum observables Qˆ that satisfy, in addition to (3.29),
[Qˆ, Hˆ0] ≈ 0 (3.33)
form the subalgebra and Lie subalgebra of quantum conserved charges. Again
we may require that for a maximal set of functionally independent classical
conserved charges, their defining equations (2.47) and (2.48) are preserved in
the quantization in the sense of (3.6) in order to have enough quantum con-
served charges. Since conserved charges are generators of symmetry trans-
formations, existing symmetries in the physical system may be preserved.
We may also require the commutators of the operators of classical conserved
charges to satisfy (3.6) so that existing symmetries are not broken at the
quantum level. Gauge symmetry is one of them, the previous discussion of
the quantum constraint algebra’s closure is part of this requirement.
Quantum constraint algebra is the subalgebra and Lie subalgebra of B
that contains all elements of the form vˆiγˆi for some operator vˆ
i. It is also a
left module over the non-commutative ring of quantum operators.
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Like in the classical case, sometimes, a smaller complex vector subspace
spanned by the operators of a selected basis set of constraints {γi} is called
quantum constraint algebra instead. Again, the quantum constraint algebra
by this definition is closed (open) under the commutator if and only if the
structure functions f kij are constants (are not constants). If this quantum
constraint algebra is closed, it is a Lie algebra.
The original Dirac quantization misses one step. Its extension, algebraic
quantization fills in the gap: to define an inner product on Hphys such that
all real observables become Hermitian operators or equivalently the complex
conjugation (on the complexified observable algebra) becomes a Hermitian
conjugation[18, 19, 16]
F̂ ∗ = Fˆ † (3.34)
The underlying motivation is to carry the reality properties of the observables
in the classical theory over to the quantum theory. The above condition also
restricts the choices of operator ordering scheme[16].
This inner product is called physical inner product and in general is
different from the inner product of Hkin. Hphys’s completion in the norm
defined by the physical inner product is called physical Hilbert space. We
will use the same symbol Hphys to denote it. The expectation value of an
observable Fˆ is given by, |Ψ〉 ∈ Hphys
〈Fˆ 〉 = 〈Ψ|Fˆ |Ψ〉 (3.35)





|Ψ(t)〉 = Hˆ0|Ψ(t)〉 (3.36)
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HˆE|Ψ(t)〉 = Hˆ|Ψ(t)〉 = Hˆ0|Ψ(t)〉 as a result of (3.5).
3.2 The Improvements to Dirac Quantization
In the development of Loop Quantum Gravity, many improvements have been
made to make Dirac quantization more versatile and applicable to canonical
gravity. We will show those improvements following [2, 3, 18, 19, 24, 17, 14].
There will be some modifications to the treatment given in the previous
section.
To begin the quantization process, we first make sure the canonical vari-
ables we use make the forms of the constraints simple. We must do canonical
transformations to obtain more suitable variables. Call those (q, p).
3.2.1 Elementary Variables
In the previous section, {1, q, p} is the set of elementary variables we use to
promote phase space functions to operators. Alternatively, we can choose
a more convenient set. We fix S, a subspace of C∞(Γ)C, subjecting to the
following conditions[18, 19]:
1. Unit function 1 ∈ S and analogous to (q, p) are the coordinates of Γ,
we should be able to express any element of C∞(Γ)C as a function of
the elements in S. In other words, the elements of S form a global
coordinate system for C∞(Γ)C. S may be overcomplete or redundant.
2. S should be closed under Poisson bracket.
3. S should be closed under complex conjugation.
In the field theory case, we should choose the elementary variables in
smeared form[2, 3] (for example q, p multiplied by or contracted with some
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arbitrary test function or tensor field then integrated over a region in space).
We first construct an abstract quantum operator algebra B and find its
representation on a Hilbert space later. The abstract quantum operators
associated with the elements of S should satisfy (3.6). Usually the quantum
operator associated with a function on A is a multiplication operator and
that associated with a function of the momenta is a derivative operator. B
can simply be taken to be the free complex associative algebra10 generated
by the quantum operators of the elementary variables[18, 19]. We impose
on B, (3.6) involving only the elementary quantum operators. We can then
look for quantum operators for phase space functions. An element of B is
at most polynomial in the elementary quantum operators. Therefore this
construction has a shortcoming: a classical phase space function which is
non-polynomial in the elementary variables may not admit an operator in B.
If the constraints or the Hamiltonian are such functions, we should perform
their operator construction separately.
The complex conjugation on S corresponds to an operation ? on the
elementary quantum operators, ∀a ∈ S, aˆ? = aˆ∗. An involution11 ? can be







10A free associative algebra over a field F generated by the elements (generators) in a
set X is defined to be the algebra of all finite F-linear combinations of finite products of
the generators. The product is juxtaposition and is bilinear and not commutative.
11An involution ? on a complex algebra U is an C-antilinear map satisfying ∀aˆ, bˆ ∈ U
(aˆbˆ)? = bˆ?aˆ? (3.37)
aˆ?? = aˆ (3.38)
See [30].
12A *-algebra is a complex associative algebra with an involution. See [30].
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for any elementary quantum operators aˆi, provided that the elementary quan-
tum operators are constructed properly such that there is no inconsistency13.
If S is overcomplete, all relations among the elements of S should be real-
ized as operator identities[18, 19]. It is also important that all operators Oˆ
representing real observables are self-adjoint: Oˆ? = Oˆ.
If each constraint admits a self-adjoint abstract operator in B(?), we may
be able to construct Bphys, the subalgebra of quantum operators that com-
mute weakly with the constraint operators[18, 19]. If ? leaves Bphys invariant,
then Bphys carries the induced involution and is denoted by B(?)phys.
If the above is not possible, we could also tighten the condition and define
Bphys to be the subalgebra of quantum operators that commute with the
constraint operators[18, 19]. Bphys carries the induced involution turning it
into a *-subalgebra of B(?), B(?)phys because ∀Oˆ ∈ Bphys,
[Oˆ?, γˆi] = Oˆ
?γˆi − γˆiOˆ? = −(Oˆγˆ?i − γˆ?i Oˆ)? = −(Oˆγˆi − γˆiOˆ)? = 0 (3.40)
We can then look for self-adjoint operators representing real observables from
B(?)phys. If the above construction is not satisfactory or a constraint does not
admit a self-adjoint abstract operator in B(?), we will then construct Bphys
(that contains operators on Hkin) after we have represented B(?) and con-
structed the constraint operators on Hkin.
The next step is to find a linear representation of B(?) on Hkin.
13For example if q, p, qp ∈ S, setting q̂p = qˆpˆ is inconsistent with ? is an involution, the
definition ∀a ∈ S, aˆ? = aˆ∗ and the non-commutativity of qˆ and pˆ.
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3.2.2 Kinematical Hilbert Space
In the field theory case, Hkin is defined to be the Hilbert space of all square
integrable functionals on a space larger and more general than A, called
the quantum configuration space[17, 3] A. A contains distributions14. A
measure µ on this space ought to be defined. We then haveHkin = L2(A, dµ).
It is convenient if we have some elementary configuration variables in S that
coordinatize A and we can extend their domain to coordinatize A[4]. Let
h[q] be such an elementary configuration variable, its operator represented
on Hkin should be (h[qˆ]Ψ)[q′] = h[q′]Ψ[q′] where q′ ∈ A can be distributional.
We seek a representation pi of B(?) onHkin (a technicality shall be revealed
in the next subsection). A desirable construction is that pi preserves the ?
involution[2, 3, 17]
∀Fˆ ∈ B(?), pi(Fˆ ?) = pi(Fˆ )† (3.41)
where † is the adjoint operation defined by the inner product of Hkin. In
other words, we wish to look for a *-representation of B(?). We will neglect
the symbol pi for representation.
If any constraints or the Hamiltonian does not admit an abstract op-
erator in B(?), then we should construct their operators on Hkin now (and
confront the difficulties mentioned previously: factor ordering, regularization
and renormalization). γˆi and Hˆ0 should be self-adjoint. The representation
of a gauge transformation, (3.10) should be a unitary operator. To have
gauge symmetries unitarily implemented on Hkin is also another desirable
construction. If the measure µ is invariant under gauge transformations then
gauge transformations (to the wave functions) preserve the inner product.
However, in some cases[14] γˆi could not be self-adjoint without causing
14A distribution is a generalized function that is identified with a continuous linear
functional on a space of test functions. See [25].
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inconsistency. So we can relax the condition[3], and search for another way
to unitarily implement the gauge symmetry.
3.2.3 Rigged Hilbert Space
One of the subtleties we have overlooked is that in quantum theory we allow
the use of symmetric unbounded operators which cannot be defined entirely
on Hkin15. Therefore we should require (the representations of) all quantum
operators (as well as γˆi, Hˆ0 if they are constructed separately) and their
adjoints be densely defined16 on Hkin[2, 3].
Also, a constraint operator may have a continuous spectrum. In this
case, its zero eigenvectors are non-normalizable if zero is in the continuous
spectrum[31]. As a result, there is no trivial solution to (3.9).
For example a constraint p1 ≈ 0 in a theory with two degrees of freedom
gives ∂
∂q1
Ψ(q1, q2) = 0, but a function that depends only on one variable q2
cannot be square integrable with respect to two variables. The non-trivial
solutions are actually distributions (momentum eigenstates).
This problem of non-normalizable eigenvectors is already present in ordi-
nary quantum mechanics and is tackled by Dirac’s bra-ket formalism. The
correct mathematical framework to deal with the problem is rigged Hilbert
space[24].
First define a dense subspace D ⊂ Hkin to be a subspace of the inter-
section of the domains of all quantum operators (and also γˆi, Hˆ0) and their
adjoints[2, 3]. D should be left invariant by all these operators. For example,
if the operators are polynomial in (q, p), D can be taken to be the space
15Hellinger-Toeplitz theorem, see [27]. For example the momentum operator on L2(R)
is defined on the dense subspace of differentiable square integrable functions.
16In a Hilbert space H, a linear operator is densely defined if its domain is a dense
subspace of H.
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of (complex) smooth rapidly decreasing functions which is closed under the
actions of arbitrary derivatives and multiplications by polynomials in q, a
Schwartz space17[24]. D comes with its own natural topology18 (a nuclear
topology is used in the original definition[24]) which is finer than the sub-
space topology inherited from Hkin[2, 14, 17]. D is topologically complete
under this topology[14].
The inclusion map ι : D ↪→ Hkin is injective. It induces a map from
the topological dual H∗kin to the topological dual D∗, ι∗ : H∗kin ↪→ D∗, f ∈
H∗kin, ι∗(f) = f ◦ ι. ι∗ is generally not surjective because of the finer topology
on D. It is surprisingly injective due to the fact that D is dense in Hkin.
Proof :
IfD carries the subspace topology τS, by the B.L.T. theorem[27], ∀g ∈ D∗,
∃ unique extension g˜ ∈ H∗kin, such that
g˜(x) = g(x), ∀x ∈ D (3.43)
or g˜ ◦ ι = g (3.44)
ι∗(g˜) = g (3.45)
Hence ι∗ is surjective. If D carries a finer topology τN ⊃ τS, a τN -continuous
map f ∈ D∗ may not be τS-continuous and therefore cannot always be
extended to an element of H∗kin. This is because if f can be extended to
17the space of all smooth functions f(qi) which and all partial derivatives of which tend














for every αi, βj ∈ N ∪ {0}. Its elements are square integrable, even after an operator of
any mixed powers of qˆi and pˆi is applied.
18Our topology references are [26, 27].
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f˜ ∈ H∗kin, for all open sets O ∈ C, both f−1(O) and f˜−1(O) are open and
f−1(O) = (f˜ ◦ ι)−1(O) (3.46)
= ι−1 ◦ f˜−1(O) (3.47)
= f˜−1(O) ∩ D (3.48)
⊂ τS (3.49)
implying f is τS-continuous. Hence ι
∗ is generally not surjective19. Given f
and g ∈ H∗kin, ι∗(f) = ι∗(g) implies ∀x ∈ D, f ◦ ι(x) = g ◦ ι(x), then f = g
since ι(D) is dense in Hkin. Hence ι∗ is injective. In Loop Quantum Gravity,
due to technicalities, the algebraic dual instead of topological dual is used
for the definition of D∗[2, 3, 14]. D∗ becomes larger but still contains all the
continuous elements, so the statements about injectivity and surjectivity still
hold. ι∗ can be viewed as an inclusion map.
Following an old custom, 〈Ψ|Φ〉 could mean either taking an inner product
in Hkin or the action of an element of D∗, 〈Ψ| on an element of D, |Φ〉.
D∗ is equipped with the weak-* topology20[24, 14, 2]. It is the weakest
topology such that ∀|Φ〉 ∈ D, the map pΦ : D∗ → C defined by 〈Ψ| ∈ D∗,
pΦ(〈Ψ|) = 〈Ψ|Φ〉 is continuous[28]. The topology of H∗kin comes from Hkin’s
topology defined by the Hilbert norm, since Hkin is anti-isomorphic to H∗kin.
It is finer than the subspace topology inherited from D∗[2, 14]. Proof :
On H∗kin, the norm topology τH is finer than the weak-* topology τW [27],
we have τH ⊃ τW . We want to show that given the topology τW to H∗kin, ι∗ is
19An example is given by the Dirac delta distribution in quantum mechanics. It is a
tempered distribution[25], a continuous linear functional on the Schwartz space contained
in H but not a continuous functional with respect to the Hilbert norm topology and
therefore it cannot be extended to an element of H∗.
20other names: w-* topology, topology of pointwise convergence, product topology, Ty-
chonoff topology. Under this topology, a sequence 〈Ψn| in D∗ converges to 〈Ψ| if and only
if 〈Ψn|Φ〉 converges to 〈Ψ|Φ〉, ∀|Φ〉 ∈ D.
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continuous, then it follows that τW ⊃ τS (the subspace topology), and hence
τH ⊃ τS. We want to show for all weak-* open sets A of D∗, ι∗−1(A) is weak-
* open. It suffices to show this for all elements in a subbase {p−1Φ (O)|O ∈
C, |Φ〉 ∈ D} of the weak-* topology on D∗. We see that ι∗−1(p−1Φ (O)) = (pΦ ◦
ι∗)−1(O) ⊂ τW , since the map pΦ ◦ ι∗ : H∗kin → C, 〈Ψ| ∈ H∗kin, pΦ ◦ ι∗(〈Ψ|) =
〈Ψ|Φ〉 is continuous by the definition of weak-* topology. Therefore ι∗ is
continuous and τH ⊃ τS.
We abbreviate and summarize the two maps in
D ↪→ Hkin ↪→ D∗ (3.50)
If D is a Schwartz space, then D∗ is a space of tempered distributions21. The
triple is called a rigged Hilbert space (abusing the terminology).
We now have γˆi and B(?)’s representation defined on D. If we have not
constructed the quantum observable algebra Bphys, we should do so now.
If each γˆi is self-adjoint, we could construct Bphys by following the same
procedure given in the end of subsection 3.2.1 using the operators defined on
D and the adjoint operation as the ? operation. However, it is better to use
a more general approach[2] in case γˆi is not self-adjoint.
From the set of operators which together with their adjoints are defined
on D, we construct Bphys, the algebra of operators which commute weakly
with all γˆi. If each γˆi is self-adjoint, we could also tighten the condition to
require the operators to commute with all γˆi so that the adjoint operation
on Hkin becomes an involution on Bphys turning it into a *-algebra[14] B(?)phys.
In all cases, we have an algebra of quantum observables Bphys defined on
D. We then associate operators to real classical observables.
21distributions which space of test functions is a Schwartz space[25]
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We look for physical states in D∗ which contains distributions, 〈Ψ| ∈ D∗
is a physical state if[2]
γˆ′i〈Ψ| = 0 (3.51)
Oˆ′ is the anti-linear dual representation on D∗ of an operator Oˆ which to-
gether with its adjoint is defined on D. 〈Ψ| ∈ D∗,
Oˆ′〈Ψ| = 〈Ψ| ◦ Oˆ† (3.52)
Let 〈OˆΨ| := Oˆ′〈Ψ|. Note that (Oˆ1Oˆ2)′ = Oˆ′1Oˆ′2 and also [Oˆ1, Oˆ2]′ = [Oˆ′1, Oˆ′2].
We have 〈γˆiΨ| = 0 if and only if ∀ |Φ〉 ∈ D,
〈γˆiΨ|Φ〉 = 〈Ψ|γˆ†i |Φ〉 = 0 (3.53)
The space of all physical states is denoted as D∗phys. Previously established
results in section 3.1 can be rederived after switching from Hkin and Hphys to
D∗ and D∗phys and using the dual representation22. For example we can show
that Oˆ′D∗phys ⊂ D∗phys for any quantum observable Oˆ′. Therefore we have an
induced representation of Bphys on D∗phys.
A physical inner product is defined on a subset of D∗phys to form the
physical Hilbert space[2, 14] Hphys after completion in the norm defined by
the physical inner product, such that the representation of Bphys on D∗phys
induces a representation onHphys, the operators and their adjoints are densely
defined and the operators representing real observables are self-adjoint.
If Hphys = D∗phys, since Oˆ′D∗phys ⊂ D∗phys, the representation of Bphys will
be defined entirely on Hphys. However this is unlikely and in the general case
where symmetric unbounded operators are used, quantum observables do
22Some formulae have a sign difference because of the anti-linearity of the dual repre-
sentation.
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not leave Hphys invariant. We again follow the same procedure to introduce
a second rigged Hilbert space[2].
Φphys ↪→ Hphys ↪→ Φ∗phys (3.54)
where Φphys, a dense subspace ofHphys is the common invariant domain for all
quantum observables (and their adjoints). Φ∗phys is its dual. The quantization
is complete at this stage.
3.2.4 Refined Algebraic Quantization
Refined Algebraic Quantization is a way to find a physical inner product
and build Hphys from a “rigging map”. To carry out a refined algebraic
quantization, we need a quantum observable algebra B(?)phys with the adjoint
operation on Hkin as the involution and the operators that represent real
observables are self-adjoint, in other words the reality properties of classical
observables are encoded in B(?)phys[15, 14].
To find a physical inner product, we first find a rigging map, an anti-linear
map
η : D −→ D∗ (3.55)
that satisfies the following requirements: ∀φ1, φ2 ∈ D, ∀Aˆ ∈ B(?)phys,
1.
η(D) ⊂ D∗phys (3.56)
Or γˆ′i(η(φ1))(φ2) = η(φ1)(γˆ
†





η(φ1)(φ1) ≥ 0 (3.59)
η(φ1)(φ1) = 0 ⇒ η(φ1) = 0 (3.60)
3.
Aˆ′(η(φ1)) = η(Aˆ(φ1)) (3.61)
Or η(φ1)(Aˆ(φ2)) = η(Aˆ
†(φ1))(φ2) (3.62)
η(D) is a vector subspace of D∗phys. We define a physical inner product
on it:
〈η(φ1), η(φ2)〉phys = η(φ2)(φ1) (3.63)
Requirement 2 guarantees that the inner product is well-defined, positive
definite and Hermitian. The completion of η(D) with respect to the physical
inner product is the physical Hilbert space Hphys.
Requirement 3 implies that ∀Aˆ ∈ B(?)phys, Aˆ′η(D) ⊂ η(D) and as far as
B(?)phys is concerned, the adjoint operation on Hkin corresponds to the adjoint
operation on Hphys. More precisely, ∀Aˆ ∈ B(?)phys and restricting the dual







The first statement follows from (3.61). ∀φ1, φ2 ∈ D, ∀Aˆ ∈ B(?)phys,





= 〈η(Aˆ†(φ1)), η(φ2)〉phys (3.69)
= 〈Aˆ†′(η(φ1)), η(φ2)〉phys (3.70)
where we have used (3.61), (3.63) and (3.52). This implies that Aˆ
′† can
be defined on η(D). We take η(D) as its domain and (3.64) is true. This
derivation is also given in the appendices of [3].
As a result, the dual representation of B(?)phys is densely defined on Hphys
and is an anti-*-representation. The operators and their adjoints leave η(D)
invariant. Thus Φphys = η(D). From (3.64), the operators representing real
observables are self-adjoint. We now see that (3.41) is an intermediate step to
implement the reality properties of classical observables in the final quantum
theory.
The simplest example of a rigging map is the anti-linear map η(|φ〉) =
〈φ| ∈ H∗kin ⊂ D∗ for an unconstrained system. It satisfies requirements 2 and
3. The corresponding physical inner product is defined to be
〈η(|φ1〉), η(|φ2〉)〉phys = η(|φ2〉)(|φ1〉) = 〈φ2|φ1〉 (3.71)
∀|φ1〉, |φ2〉 ∈ D, which is not different from the kinematical inner product
restricted to D ×D.
A procedure called “group averaging” which is used in Loop Quantum
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Gravity to solve the diffeomorphism constraint[4, 3] is an application of re-




The Postulates of Loop
Quantum Gravity
One of the virtues of Loop Quantum Gravity is that it preserves and ad-
heres to the principles of General Relativity, one of which is background
independence[5]. A background spacetime is defined to be the spacetime
on which a theory is defined, which aspects are either fixed a priori or de-
termined by the theory. There are many aspects of a background spacetime
that can be discussed[32].
All aspects of the background spacetime and the matter on it are encoded
in the variables of a theory. The dynamical variables of a theory are the
variables to be determined by the theory. Given an action principle of the
theory, the dynamical variables are subject to variation and therefore they
are determined by the equation of motion. Non-dynamical variables are the
variables that are fixed a prori to have certain values. They also show up in
the action and the equation of motion.
General covariance is a property or postulate of a theory that all math-
ematical equations expressing physical laws have the same form in all local
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coordinate systems. This statement is sometimes rephrased as the theory is
invariant under general coordinate transformations. It is realized by using
tensors and tensorial equations to express physical quantities and physical
laws.
Background independence is a property or postulate of a theory that
no fixed, non-dynamical background spacetime exists. More specifically, all
aspects of background spacetime are to be determined by the theory itself.
We consider the case where it means all tensorial variables pertaining to the
background spacetime of the theory including the metric tensor are dynam-
ical. Background dependence is defined by failure for the statement to hold.
Examples of background dependent theories are classical mechanics which is
built on the concept of absolute space and absolute time, and special relativis-
tic field theories which rely on a fixed Minkowski background spacetime. An
example of a successful background independent theory is General Relativity
in which no prior geometry exists[10].
In Carlo Rovelli’s book[5] subsection 1.1.3, Rovelli states that a back-
ground independent construction can be realized by implementing (“active”)
diffeomorphism as a gauge symmetry of the action. Rovelli then makes a
remark that gauge invariance under diffeomorphism (or diffeomorphism
invariance) is the consequence of two conditions: invariance of the action
under arbitrary coordinate transformations (general covariance) and back-
ground independence. The above remark is true for General Relativity and
therefore by the discussion in section 2.2, its observables are diffeomorphism
invariant objects[8]. Rovelli proves his remark for General Relativity with
many subtleties omitted in later discussion on the Hole Argument and his
proof (Einstein’s proof) makes use of local coordinates.
We will furnish a general proof in the language of category and sheaf
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theories23 and elucidate its subtleties here.
4.1 The Structure of a Classical Field Theory
Assume we have a general covariant and background independent theory
defined on a manifold M formulated using tensors. Let the dynamical vari-
ables be the tensors T0, ..., Tn. They usually can be divided into two groups.
T0, ..., Tm are the tensors that encode the aspects of space-time, e.g. the
metric is one. They may be functionals of the metric tensor or depend on
the metric tensor implicitly. Tm+1, ..., Tn are other tensors that represent
non-spacetime degrees of freedom. All these tensors may carry internal in-
dices24. Background independence means there is no non-dynamical variable
that encodes any aspects of space-time. Note that we also assume there is
no other non-dynamical variable around. For example, the case of a rela-
tivistic charged particle in an external electromagnetic field is excluded. The
existence of such field indicates an incompleteness in the theory, the electro-
magnetic field should obey Maxwell’s equations and therefore it should be
dynamical. The bottom line is we assume all variables are dynamical and
they are T0, ..., Tn.
A primary observation from a mathematical point of view given by [11]
is that, a general covariant theoretical model on a manifold with all tensorial
variables transformed by a diffeomorphism is no different from the model with
the original variables. This is because mathematically speaking, a manifold
is no different from another manifold if they are related by a diffeomorphism.
If the tensors are also transformed (pushed-forward) by the diffeomorphism,
both manifolds plus their respective tensors should represent the same phys-
23These tools are used to discuss the Hole Argument in details in [33].
24There may be more than one type of internal indices.
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ical situation.
Here, the diffeomorphism is from a manifold to itself. If all variables are
dynamical, then it means diffeomorphism is a gauge symmetry of the theory.
This would not be the case if a variable (most probably the metric) is not
dynamical. Because in general, a diffeomorphism transforming the manifold
will not leave the non-dynamical variable invariant, a necessary condition for
it to be a symmetry transformation.
The correct model of nature is then obtained by solving for solutions a
general covariant equation involving only the dynamical variables (since there
is no non-dynamical variable),
E(T0, ..., Tm, Tm+1, ..., Tn) = 0 (4.1)
In order that the equation has the same form in all coordinate systems, E
must be a coordinate-independent operator on {T0, ..., Tm, Tm+1, ..., Tn} and
must output a tensor. This will be rigorously defined later. A discussion
about the hole argument in Rovelli’s book[5] shows that General Relativity
is diffeomorphism invariant. Using an abstract argument we are able to
show that if T0, ..., Tm, Tm+1, ..., Tn satisfy (4.1), under a diffeomorphism, the






n also satisfy. This matches the
definition for diffeomorphism to be a symmetry of the theory. We will then
show that diffeomorphism is a gauge symmetry in Dirac’s sense25.
Below is the outline of the proof:
1. Define a subcategory of smooth manifolds and a type of functors from
the subcategory of smooth manifolds to the category of sets that map
25A gauge symmetry is a symmetry that causes the equation of motion to unable to de-
termine a unique evolution of the dynamical variables from arbitrary initial conditions. See
section 2.2 for Dirac’s definition of gauge symmetry in generalized Hamiltonian dynamics.
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smooth manifolds and diffeomorphisms to their tensors and the push-
forward maps.
2. Define coordinate-independent operator as a type of transformation
between two functors of this type.
3. Show that E is coordinate-independent if and only if E is natural (to
be defined later).
4. Show that two coordinate-independent / natural operators can be com-
posed to form a new coordinate-independent / natural operator.
5. Show that diffeomorphism is a symmetry.
6. Show that the symmetry is a gauge symmetry.
4.2 A Categorical Construction
Let F be a functor from the (concrete) subcategory of smooth manifolds with
the morphisms restricted to diffeomorphisms, to the (concrete) category of
sets. Referring to Figure 4.1, let M, N be any two diffeomorphic smooth
manifolds. Let φ be any diffeomorphism from M to N . F maps M, N
to the direct product of p sets of tensors on M, N respectively (F (M),
F (N ) for example, the direct product of the set of all tensors, the set of
all n-forms and the set of all Lorentzian metrics) and maps φ, φ−1 to the
induced pushforward and pullback maps (structure-preserving maps26) on
the tensors, φ∗, φ∗ respectively (F (φ), F (φ−1)). p ≥ 0 is an integer, if p = 0,
the direct product becomes the set of C∞ functions on the manifold. G is
26They are R-linear and preserve the smooth function’s evaluation, the vector field
operation on smooth functions, the contraction of 1-form with vector field and the tensor
product.
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Figure 4.1: natural operator
same as F except that instead of p sets, G may map to the direct product of
q sets of tensors.
F and G satisfy the following properties. (Also true for G and for any
M) F preserves the composition law. For any two diffeomorphisms that can
be composed φ1, φ2,
F (φ1 ◦ φ2) = F (φ1) ◦ F (φ2) (4.2)
F preserves the identity map,
F (1M) = 1F (M) (4.3)
where 1’s are the identity maps of the respective objects. For each open
subset U ⊂M, a restriction map |U on F (M) exists.
|U : F (M) −→ F (U) (4.4)
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T ∈ F (M), we write T |U := |U(T ) to denote T restricted to U . The codomain
of a restriction map |U and its range F (M)|U := {T |U |T ∈ F (M)} are F (U)
F (M)|U = F (U) (4.5)
Each element T ∈ F (M) can be restricted to any open subset including
the open domain of any local chart27 U ⊂M. Two elements T1, T2 of F (M)
are equal if and only if for all open domains of local charts28 U , T1|U =
T2|U . F satisfies the locality conditions which are (4.5) and F (φ)|U :
F (M)|U −→ F (N )|φ(U) which maps T |U to F (φ)(T )|φ(U) is same as F (φ|U)
F (φ)|U = F (φ|U) (4.6)
Let τ be a transformation29 from F to G and let the component of τ at any
M (or “the operator τ on the manifold M”) be τM. F (M), G(M), F (N ),
G(N ) are the structures on M , N that the operators τM and τN are defined
on. F (M) and G(M) are the domain and codomain of τM respectively and
so on. τ thus acts on p tensors and output q tensors. An assumption of our
proof is that τ is a local operator which implies for any M and any open
subset U ⊂M, τM|U : F (M)|U −→ G(M)|U which maps T |U to τM(T )|U is
same as τU , in other words, ∀T ∈ F (M),
τU(T |U) = τM(T )|U (4.7)
τ is coordinate-independent if and only if in any local chart (Ui ⊂M, ϕi)
of anyM, its expression has a same form. More precisely, referring to Figure
27in the complete atlas of M
28which form an open covering of M
29not necessarily natural
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Figure 4.2: coordinate-independent operator
4.2, τ is coordinate-independent if and only if
G(ϕi) ◦ τM|Ui ◦ F (ϕ−1i ) = G(ϕi) ◦ τUi ◦ F (ϕ−1i ) = τϕi(Ui) = τR4|ϕi(Ui) (4.8)
ϕi(Ui) is seen as a manifold here. We use the complete atlas in which the
local charts are smooth maps for the manifold R4 and its open sets. ϕi is seen
as a diffeomorphism from Ui onto ϕi(Ui). Any local coordinate expression of
τM, G(ϕi) ◦ τM|Ui ◦F (ϕ−1i ) is equal to the restriction of a same operator τR4
to the open set ϕi(Ui).
By (4.2) and (4.3)
F (ϕi) ◦ F (ϕ−1i ) = F (ϕi ◦ ϕ−1i ) = F (1ϕi(Ui)) = 1F (ϕi(Ui)) (4.9)
F (ϕ−1i ) ◦ F (ϕi) = F (ϕ−1i ◦ ϕi) = F (1Ui) = 1F (Ui) (4.10)
The same equations hold with F replaced with G. Therefore (4.8), (4.11)
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Figure 4.3: restriction to open domains of local charts
and (4.12) are equivalent to each other
τϕi(Ui) ◦ F (ϕi) = G(ϕi) ◦ τUi (4.11)
τUi ◦ F (ϕ−1i ) = G(ϕ−1i ) ◦ τϕi(Ui) (4.12)
(4.11) and (4.12) are same as saying that the curved rectangle “F (Ui)F (ϕi(Ui))G(ϕi(Ui))G(Ui)”
in Figure 4.2 commutes30 (for any M and any local chart (Ui ⊂M, ϕi)).
In Figure 4.3, Ui is the open domain of a local chart (Ui, ϕi) of M, Vi =
φ(Ui) is the open domain of a local chart (Vi, ψi)
31 of N . φi = φ|Ui , φ−1i =
φ−1|Vi .
Let φ˜i be the local representative of φ,
φ˜i = ψi ◦ φi ◦ ϕ−1i (4.13)
φi = ψ
−1
i ◦ φ˜i ◦ ϕi (4.14)
30A diagram with sets on the vertices, functions for the arrows and composite functions
for the composite arrows commutes if and only if any two paths following the arrows
joining the same points give a same function between those two sets.
31for example ψi = ϕi ◦ (φ−1|Vi)
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Figure 4.4: using local charts to show commutativity
Figure 4.4 is an extension of Figure 4.3 by using (4.14). It consists of 3
sections, each one belongs to the type in Figure 4.2. For the middle one, we
treat (ϕi(Ui), φ˜i) as a local chart of the manifold ϕi(Ui)
32. Therefore, all three
curved rectangles, “F (Ui)F (ϕi(Ui))G(ϕi(Ui))G(Ui)”, “F (ϕi(Ui))F (ψi(Vi))G(ψi(Vi))G(ϕi(Ui))”,
“F (ψi(Vi))F (Vi)G(Vi)G(ψi(Vi))” commute. As a result the large curved rect-
angle “F (Ui)F (Vi)G(Vi)G(Ui)” commutes. This is because
G(ψ−1i ) ◦G(φ˜i) ◦G(ϕi) ◦ τUi = G(ψ−1i ) ◦G(φ˜i) ◦ τϕi(Ui) ◦ F (ϕi)(4.15)
= G(ψ−1i ) ◦ τψi(Vi) ◦ F (φ˜i) ◦ F (ϕi)(4.16)
= τVi ◦ F (ψ−1i ) ◦ F (φ˜i) ◦ F (ϕi) (4.17)




G(ϕ−1i ) ◦G(φ˜−1i ) ◦G(ψi) ◦ τVi (4.18)
= G(ϕ−1i ) ◦G(φ˜−1i ) ◦ τψi(Vi) ◦ F (ψi) (4.19)
= G(ϕ−1i ) ◦ τϕi(Ui) ◦ F (φ˜−1i ) ◦ F (ψi) (4.20)
= τUi ◦ F (ϕ−1i ) ◦ F (φ˜−1i ) ◦ F (ψi) (4.21)
These together with (4.14), (4.2) and the associativity of composition imply
that the curved rectangle “F (Ui)F (Vi)G(Vi)G(Ui)” in Figure 4.3 commutes
or
G(φi) ◦ τUi = τVi ◦ F (φi) (4.22)
G(φ−1i ) ◦ τVi = τUi ◦ F (φ−1i ) (4.23)
By (4.5), (4.6), (4.7), φi = φ|Ui , φ−1i = φ−1|Vi , Vi = φ(Ui) and the definition
of the operator F (φ)|Ui , we have ∀ T ∈ F (M), S ∈ F (N ),
G(φ)|Ui ◦ τUi(T |Ui) = τVi ◦ F (φ)|Ui(T |Ui) (4.24)
G(φ)|Ui(τM(T )|Ui) = τVi(F (φ)(T )|Vi) (4.25)
G(φ)(τM(T ))|Vi = τN (F (φ)(T ))|Vi (4.26)
and
G(φ−1)|Vi ◦ τVi(S|Vi) = τUi ◦ F (φ−1)|Vi(S|Vi) (4.27)
G(φ−1)|Vi(τN (S)|Vi) = τUi(F (φ−1)(S)|Ui) (4.28)
G(φ−1)(τN (S))|Ui = τM(F (φ−1)(S))|Ui (4.29)
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Since the choice of local charts in Figure 4.3 and in the accompanying calcu-
lations is arbitrary33, we then have
G(φ)(τM(T )) = τN (F (φ)(T )) (4.30)
G(φ−1)(τN (S)) = τM(F (φ−1)(S)) (4.31)
G(φ) ◦ τM = τN ◦ F (φ) (4.32)
G(φ−1) ◦ τN = τM ◦ F (φ−1) (4.33)
which is same as saying that the curved rectangle “F (M)F (N )G(N )G(M)”
in Figure 4.1 commutes. The statement holds for arbitrary diffeomorphic
smooth manifolds M, N and arbitrary diffeomorphism φ. τ is said to be
a natural operator. We have shown that an operator is natural if it is
coordinate-independent. The converse is also true obviously.
There are two ways to compose two natural / coordinate-independent
operators τ and σ to form a new natural / coordinate-independent operator,
as shown in Figure 4.5. The first way is by forming direct products. Omitting
similar equations,
Let (F ×H)(M) = F (M)×H(M) (4.34)
(F ×H)(φ) = (F (φ), H(φ)) (4.35)
(τ × σ)M = (τM, σM) (4.36)
Then G(φ) ◦ τM = τN ◦ F (φ) (4.37)
J(φ) ◦ σM = σN ◦H(φ) (4.38)
⇒ (G× J)(φ) ◦ (τ × σ)M = (τ × σ)N ◦ (F ×H)(φ)(4.39)
33In Figure 4.3, the open domain of an arbitrary local chart of N is mapped onto the
open domain of some local chart of M and vice versa.
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Figure 4.5: compositions of two natural operators
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The second way is through vertical composition, when G = H. Let
(σ ◦ τ)M = σM ◦ τM (4.40)
(4.37) and (4.38) imply
J(φ) ◦ (σ ◦ τ)M = J(φ) ◦ σM ◦ τM (4.41)
= σN ◦H(φ) ◦ τM (4.42)
= σN ◦ τN ◦ F (φ) (4.43)
= (σ ◦ τ)N ◦ F (φ) (4.44)
Using these results, if an operator consists of finitely many elementary
natural / coordinate-independent operators composed in direct product or
vertical way34, we can show that it is natural / coordinate-independent.
Set p = n, q = 1 to apply what we have shown to E. If E is coordinate-
independent then E is natural. Let M = N , (4.32) gives
EM ◦ F (φ) = G(φ) ◦ EM (4.45)
which implies (with less notations)E(T ′) = (E(T ))′, where T = (T0, T1, ..., Tn).
Consequently, if T satisfies (4.1), then T ′ also satisfies. Diffeomorphism is a
symmetry of the theory.
34Since the direct product of more than two sets is defined up to a natural isomorphism,
for example (A×B)×C ∼= A× (B×C), we can say that the composition × is associative.
The vertical composition is associative too.
58
Figure 4.6: The Hole Argument
4.3 The Hole Argument
Now we are left with proving that diffeomorphism is a gauge symmetry of
the theory. A classic argument called the Hole Argument was first given
by Einstein to show that diffeomorphism is a gauge symmetry of General
Relativity[5, 8, 33]. The idea is that when the field equation (4.1) is used to
find a solution T to a boundary value or initial value problem in an actual
application of the theory, it is possible to construct a diffeomorphism φ that
preserves the boundary or initial conditions. Since φ∗(T ) (6= T in general)
is another solution that satisfies the same set of conditions, the boundary
value or initial value problem is not well-posed. As a result the theory loses
its predictive power. The resolution to this problem is that φ has to be
a gauge transformation so that T and φ∗(T ) represent the same physical
situation. The boundary value or initial value problem thus has a unique
physical solution.
Figure 4.6 illustrates the hole argument discussed in [5, 8, 33]. An initial
data set on a Cauchy surface35 does not determine a unique solution to the
35Explanations of the terms can be found in [12] about Cauchy problem in General
Relativity.
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field equation. This is because given H, an open region of spacetime in the
future of the Cauchy surface, a non-trivial diffeomorphism φ which restriction
to M−H is the identity mapping can be constructed36. φ leaves the initial
data of T unchanged since F (φ|U) = F (φ)|U is the identity mapping on
F (U) = F (M)|U from which T takes its initial data due to the locality
conditions (4.5) and (4.6), where U ⊂ M− H is an open set that contains
the Cauchy surface. Therefore, φ must be a gauge transformation in Dirac’s
sense and two solutions T and φ∗(T ) are gauge equivalent, as discussed in
section 2.2.
There is a subtlety not mentioned in the literatures. What the hole
argument has shown is that a subgroup of diffeomorphisms generated by
the set of diffeomorphisms that preserve any kind of boundary or initial
condition37 constitutes a gauge symmetry of the theory. It is difficult to
prove that this subgroup is equal to the group of all diffeomorphisms onM,
Diff(M) or equivalently any general diffeomorphism can be decomposed to
the product of finitely many diffeomorphisms each of which can be used to
form a hole argument on its own[34]. If the boundary conditions include one
that says “there is no boundary”, then it is sure that the gauge group of the
theory is Diff(M).
We have shown that a generally covariant and background independent
classical theory is diffeomorphism invariant. This is why when we quantize
General Relativity, we need to implement diffeomorphism as a gauge sym-
metry.
36A vector field with compact support inside H is complete[9]. Its flow gives the required
diffeomorphism.
37Every element of the subgroup can be expressed as the product of finitely many ele-




The quantization method used to formulate Loop Quantum Gravity begins
with a Lagrangian formulation with some built-in postulates - general co-
variance and background independence. From the Lagrangian formulation,
we do a Legendre transformation to obtain a Hamiltonian H0 and a set of
primary constraints. We then apply Dirac’s algorithm (see section 2.1) to ob-
tain all secondary constraints. After that we classify all constraints into first
class and second class. If all constraints {γi} are first class, we see that all
of them are generators of gauge transformations. Diffeomorphism is a gauge
symmetry of the theory (diffeomorphism invariance) as it is a consequence
of the two postulates as shown in Chapter 4. We have a constraint algebra
and we look for a set of first class functions to represent the observables of
the theory.
To begin the quantization, we select a preferred set S of elementary vari-
ables that satisfy some conditions (see subsection 3.2.1). We generate a
kinematical quantum operator *-algebra B(?) using S. We impose on B(?),
[Fˆ , Gˆ] = i~{̂F,G} involving only the operators of elementary variables. We
then construct a rigged Hilbert space D ↪→ Hkin = L2(A, dµ) ↪→ D∗ where A
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is the quantum configuration space, *-represent B(?) and construct γˆi and Hˆ0
(together with their adjoints) as densely defined operators on Hkin. D is the
common invariant domain of all these operators. We ensure that the quan-
tum constraint algebra closes off-shell. After that, we construct B(?)phys, the
quantum observable algebra such that the adjoint operation is the involution
and the operators representing real observables are self-adjoint. In order to
find a physical inner product and build a physical Hilbert space Hphys, we
look for a rigging map η satisfying a set of properties (see subsection 3.2.4).
Using η, we define an inner product 〈η(φ1), η(φ2)〉phys = η(φ2)(φ1) on η(D)
and complete it to form Hphys with the operators in the dual representation
of B(?)phys and their adjoints densely-defined on it and self-adjoint operators
representing real observables.
Some issues are worth discussing and further exploration. The quanti-
zation method shown in this thesis is general. In an actual application, the
researchers would be required to come out with their own innovative ideas
on how to carry out the constructions in details and to fill in any gaps, such
as the search for a representation of the quantum operator algebra and how
the regularizations are done. Sometimes, developing new mathematical tech-
niques is necessary in the process. We are allowed to use a non-canonical
quantum operator algebra generated using S of our choice for the quantiza-
tion. Also, if we are unable to construct any constraint operator, we will be
forced to work with finite gauge transformations and an operator like Uˆ(λ)
in (3.10). It will be more secure to know the effect of working with such
algebra or such operator by first studying some toy models or simple models
where standard results are available and comparing the results. The author
hopes to study these problems one day. Lastly, we also hope to generalize
the proposition and the proof given in Chapter 4 to the quantum regime.
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