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THE SIERPIN´SKI GASKET AS THE MARTIN BOUNDARY OF A
NON-ISOTROPIC MARKOV CHAIN
M. KESSEBO¨HMER, T. SAMUEL, AND K. SENDER
Abstract. In 2012 Lau and Ngai, motivated by the work of Denker and Sato, gave an example of an
isotropic Markov chain on the set of finite words over a three letter alphabet, whose Martin boundary
is homeomorphic to the Sierpin´ski gasket. Here, we extend the results of Lau and Ngai to a class of
non-isotropic Markov chains. We determine the Martin boundary and show that the minimal Martin
boundary is a proper subset of the Martin boundary. In addition, we give a description of the set of
harmonic functions.
1. Introduction
The concept of Martin boundaries for Markov chains stems from the work of Martin, Doob and Hunt
and has close ties to harmonic analysis and potential theory. Indeed, in solving the Dirichlet problem for
arbitrary domains in Rn, Martin introduced the notion of an ideal boundary [23]. Roughly 20 years later
Doob [8] and Hunt [12] gave a probabilistic version for Markov chains, which is now known as a Martin
boundary. This provides a motivation for constructing Markov chains with fractal Martin boundaries, as
it offers a probabilistic approach to the study of analysis on fractals, which has recently attracted much
attention – see for example [2, 3, 11, 16, 17, 27, 28, 29] and references therein. We refer the reader to
[9, 15, 30, 31] for a general introduction to harmonic analysis and potential theory for Markov chains.
Denker and Sato [5, 6] created a Markov chain whose Martin boundary is homeomorphic to the Sierpin´ski
gasket (see Figure 1), and used potential theory on the Martin boundary to induce a harmonic structure.
In [7] they identified a subclass of ‘strongly harmonic functions’ on the Martin boundary which coincides
with Kigami’s canonical class of harmonic functions [16, 17, 29]. Denker, Imai and Koch [4] extended this
construction to some non-self-similar Sierpin´ski type gaskets and studied an associated Dirichlet form.
Further, there exists a family of metrics on the Martin boundary dependent on a family of scaling factors.
In [18] the Hausdorff, packing and information dimension of the Martin boundary with respect to this
family of metrics was studied. The work of [5, 6] has been shown to encompass the pentagasket, see [13].
The class of connected post critically finite self-similar sets, to which the Sierpin´ski gasket belongs, has
played a crucial role in the development of analysis on fractals, see for instance [3, 16, 17, 29] and
references therein. In [14], Ju, Lau and Wang built on the line of research initiated by Denker and Sato,
by showing that, for a certain class of post critically finite self-similar sets, one may define a Markov
chain whose Martin boundary is homeomorphic to the given set. In all of the above considerations,
the Markov chain is non-reversible and isotropic, where by isotropic we mean that the chain has equal
probability to pass to the next state.
To our knowledge, the first representation of a connected post critically finite self-similar fractal set as the
Martin boundary of an isotropic reversible Markov chain was given by Pearse [24]. Lau and Wang showed
in [22] that for any contractive iterated function system, there is a naturally defined augmented tree,
which is hyperbolic and whose hyperbolic boundary is Ho¨lder equivalent to the self-similar set. Moreover,
an iterated function system satisfies the open set condition if and only if this augmented tree has uniformly
bounded degree. In [19], Kong, Lau and Wong considered an isotropic reversible random walk on such
an augmented tree and, using the results of Ancona [1], showed that the Gromov boundary, the Martin
boundary, the minimal Martin boundary and the self-similar set are all homeomorphic. Further, under
certain conditions, using an approach of Silverstein [26], they proved that the Martin kernel, which gives
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Figure 1. The Sierpin´ski gasket.
rise to the Martin metric and hence the Martin boundary, defines a non-local Dirichlet form. The work of
Kong, Lau and Wong complements that of Series [25] who showed the following. For a finitely generated
non-elementary Fuchsian group Γ without cusps, and a finitely supported probability measure µ on Γ,
the Martin boundary of the random walk on Γ with distribution µ is homeomorphic to the limit set of Γ.
In [20], Lau and Ngai defined an isotropic Markov chain on the set of finite words Σ∗ :=
⋃
n∈N0
Σn over
the alphabet Σ := {1, 2, 3}. They showed that the Martin boundary is homeomorphic to the Sierpin´ski
gasket, whereas unlike in the previous constructions, the minimal Martin boundary is a proper subset of
the Martin boundary and coincides with the post critical set. Additionally, they proved that the harmonic
functions are precisely the canonical harmonic functions of Kigami. This work has been extended to the
Hata tree, a connected non-symmetric self-similar post critically finite fractal set, see [21].
Our contributions to this story and the purpose of this article is to extend the construction of [20] to the
case when the Markov chain is non-isotropic. Indeed, we consider a class of non-isotropic Markov chains
dependent on a parameter p ∈ (0, 1/2), and show that the Martin boundary and the minimal Martin
boundary is independent of the choice of p. We find this result interesting as the Martin boundary is
defined via a metric, called the Martin metric, which is dependent on scaling factors and the parameter
p, see Section 3.3. Moreover, the theory of Ancona [1] is not applicable in the setting of [20], and hence
our setting, as the isoperimetric inequality is not satisfied.
The state space of our Markov chain will be the set of finite words Σ∗. We regard each Σn as the set
of vertices of a graph Γn, which we will consider as level-n approximations of the Sierpin´ski gasket, see
Figures 2 and 3. The Markov chain is defined as nearest neighbour random walk on each Γn, except for
three ‘boundary vertices’. When hitting one of these, the Markov chain moves to the next level, namely
Γn+1. Our chain is constructed such that it stays with probability 2p ∈ (0, 1) at the ‘outer part’ of the
graphs Γn, and goes with probability q := 1−2p to the ‘inner part’ of Γn. We exclude p ∈ {0, 1/2}, since
in this case the Martin metric is not a metric and hence, the Martin boundary is not well defined. We
note that the Markov chain of [20] occurs as a special case of our setting when p = 1/3. Our main results
are Theorems 3.4, 3.5 and 3.6, where the key contribution to proving these results lies in Theorem 3.1.
This article is structured as follows. In Section 2.1 we give basic definitions and formally introduce the
graphs Γn. An important tool in identifying the Martin boundary with the Sierpin´ski gasket will be
what is referred to as the standard projection; this is matter of Section 2.2. In Section 2.3 we define our
Markov chain (Xn)n∈N outlined above. Next, we give key hitting probabilities of (Xn)n∈N in Section 3.1.
With this at hand, we may express the probability to move to the next level in the graph as a random
matrix product. This is the main tool in [20] and depends only on the underlying graph structure of
the Markov chain. Here we observe that the framework of [20] may be applied with some modifications.
We investigate the limiting behaviour of the matrix product in Section 3.2 and introduce the Martin
metric in Section 3.3. Section 3.4 is concerned with showing that the Green function and the Martin
kernel can be extended to the set of infinite words over the alphabet Σ. In Section 3.5, we introduce
the Martin boundary and describe how the homeomorphism of the Martin boundary and the Sierpin´ski
gasket is obtained. Section 3.6 deals with determining the harmonic functions related to the Markov
chain. The non-trivial and challenging task of this work is to establish the limits of the sequences of
hitting probabilities discussed in Section 3.1. This is the focus of Section 4.
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Figure 2. The Graphs Γ1, Γ2 and Γ3.
2. Construction of the Markov chain
2.1. Basic definitions. We write Σn := {1, 2, 3}n for the set of words of length n ∈ N0 over the alphabet
Σ := {1, 2, 3}, where following convention Σ0 := {ϑ} is the set containing the empty word ϑ. The set of
all finite words is defined by Σ∗ :=
⋃
n∈N0
Σn and the set of all infinite words by Σ∞ := {1, 2, 3}N. We
let σ : Σ∞ → Σ∞ denote the left shift map which acts on infinite words as follows: σ(i1i2 . . .) = i2i3 . . .
for i1i2 . . . ∈ Σ∞.
For a ∈ Σ and n ∈ N, we write an for the n-fold concatenation of a with itself, and let a∞ be the infinite
word with all letters equal to a. For x = ω1ω2 . . . ∈ Σ∞ and n ∈ N, set x|n := ω1ω2 . . . ωn ∈ Σn. We
call V n := {1n, 2n, 3n} the boundary of Σn and call Σ˜n := Σn \ V n the interior of Σn. Similarly, we set
V∞ := {1∞, 2∞, 3∞} and Σ˜∞ := Σ∞ \ V∞.
Form,n ∈ N with m ≤ n and ω ∈ Σm−1, the set ∆nω := {ωim · · · in : im, . . . , in ∈ Σ} is called a (m,n)-cell.
We refer to a (n, n)-cell as a n-cell. An element of the set ∂∆nω := {ωin−m+1 : i ∈ Σ} is called an outer
vertex of the (m,n)-cell ∆nω. Notice a n-cell consists only of outer vertices.
If Γ = (V, U) is a graph with vertex set V and edges set U , we let (x, y) ∈ U denote an undirected edge
from x to y, where x, y ∈ V . For n ∈ N, we define the graph Γn with vertex set Σn as follows. Set
U1 := {(1, 2), (1, 3), (2, 3)} and Γ1 := (Σ1, U1). Assume that Γn−1 = (Σn−1, Un−1) has been defined for
some n ∈ N. Note that Σn = ⋃3i=1{i ω : ω ∈ Σn−1 }. Let (iu, iv) ∈ Un if (u, v) ∈ Un−1 for u, v ∈ Σn−1.
For each distinct pair k, l ∈ Σ, we add three further edges (lkn−1, kln−1) ∈ Un. We define Γn := (Σn, Un).
This procedure is illustrated in Figure 2. If (u, v) ∈ Un, then we call the states u, v ∈ Σn neighbours,
and write u ∼ v.
2.2. The standard projection. Let q1 = (1/2,
√
3/2), q2 = (0, 0) and q3 = (1, 0). For i ∈ Σ, define
Si : R
2 → R2 by Si(x) := 12 (x+qi). The Sierpin´ski gasket is the attractor of the iterated function system
(R2;S1, S2, S3), that is the unique non-empty compact set K satisfying K = S1(K) ∪ S2(K) ∪ S3(K); see
[10] for further details. For m ∈ N and ω = ω1 . . . ωm ∈ Σm define Sω := Sω1 ◦ · · · ◦ Sωm and for ω = ϑ
set Sω := id. Notice, u ∼ v is equivalent to Su(K) ∩ Sv(K) 6= ∅.
To prove that the Martin boundary is homeomorphic to the Sierpin´ski gasket, we use the standard
projection π : Σ∞ → K defined by π(x) = limn→∞ Si1 ◦ · · · ◦ Sin(x0) for x = i1i2 . . . ∈ Σ∞. Here,
x0 ∈ R2 is arbitrary and the definition of π is independent of the choice of x0. Two states x,y ∈ Σ∞
are called π-equivalent, denoted by x ∼π y, if π(x) = π(y). Two distinct states x = i1i2 . . . ∈ Σ∞
and y = j1j2 . . . ∈ Σ∞ are π-equivalent if and only if there exist a m ∈ N0 such that ip = jp for all
p ∈ {1, . . . ,m} and im+1im+2 . . . = lk∞ and jm+1jm+2 . . . = kl∞ for some k, l ∈ Σ distinct.
2.3. The Markov chain. Throughout this section let n, k ∈ N with k ≤ n and ω ∈ Σk−1 be fixed.
Each vertex u = ωijn−k ∈ Σ˜n has three neighbouring vertices in Σn and is a junction point of three
edges in Γn, of which two are lying ‘on a line’, see Figure 3(b). This can be considered as u connecting
a short and a long line in the graph Γn. Formally, the neighbours of u are the other two vertices in the
n-cell containing u, that is z = ωijn−k−1l and v = ωijn−k−1i with pairwise distinct i, j, l ∈ Σ, and the
word π-equivalent to u, that is w = ωjin−k. The two neighbouring vertices of u ‘on a line’ are v and the
π-equivalent word w, see Figure 3(c).
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Figure 3. Transition probabilities of the Markov chain.
We assign one probability to stay on the outer part of a cell in Γn and another to walk into a deeper cell
of Γn. Namely, for p ∈ (0, 1/2) and q := 1− 2 p, we let (Xn)n∈N0 denote the Markov chain with origin ϑ,
state space Σ∗ and transition probability matrix P given by, P (ϑ, i) := 1/3 for each i ∈ Σ and
P (u, v) :=


p if u = ωijn−k ∈ Σ˜n, v ∈ Σn and u ∼π v or v = ωijn−k−1i for distinct i, j ∈ Σ,
q if u = ωijn−k ∈ Σ˜n, v ∈ Σn and v = ωijn−k−1l for pairwise distinct i, j, l ∈ Σ,
1/3 if u ∈ V n and v = ui for i ∈ Σ,
0 otherwise.
For p = 1/3 the above Markov chain coincides with the one in [20]. If the chain starts at a word in
Σ˜n, then it walks to one of its three neighbours, see Figures 3(b) and 3(c). If the chain hits an element
u ∈ V n, then it moves to ui ∈ V n+1, i ∈ Σ, on the next level, see Figure 3(a). Thus, the three boundary
vertices V n of Γn play an important role in the definition of our Markov chain as they act similar to an
absorbing state, meaning once the chain hits one of these vertices, it must move to the next level and
cannot return to prior states.
3. General framework
This section is an overview of the framework given in [20], highlighting relevant changes in definitions,
statement of results and proofs.
3.1. Hitting probabilities and random matrix product. We denote the probability, conditioned on
starting at a state x ∈ Σ∗, to eventually arrive at a state y ∈ Σ∗ by ρx,y := P(∃ k ∈ N0 : Xk = y |X0 = x).
In this section, for a given n ∈ N and x ∈ Σn, we are concerned with computing ρi(x) := ρx,in , namely
the probability to be absorbed by in when starting at x. To this end we define ρ : Σ∗ → [0, 1]3 by
ρ(x) := [ρ1(x), ρ2(x), ρ3(x)]; that is the vector with the probabilities to be absorbed by one of the three
vertices of V n when starting at x ∈ Σn. Note that ρi(jn) = δji for i, j ∈ Σ and n ∈ N. Here, δij denotes
the Kronecker delta symbol, namely δij = 1 if i = j and δij = 0 otherwise.
On each level n ∈ N, the chain only moves to the next level if it reaches an element of V n. If the chain
then lands in the interior of Σn+1, the probability to reach a vertex in V n+1 is, by symmetry, given by
an+1 := ρ1(1
n2), bn+1 := ρ2(1
n2) and cn+1 := ρ3(1
n2). In the sequel, let x = i1 . . . in ∈ Σ˜n be fixed,
where n ∈ N with n ≥ 2. We have that
x ∈ ∆ni1...in−2in−1 ⊂ ∆ni1...in−2 ⊂ . . . ⊂ ∆ni1 . (3.1)
This means that, starting at x and reaching one of the vertices in V n ⊂ ∂∆ni1 , one first needs to pass
one of the three outer vertices of ∆ni1...in−2 , then one of the outer vertices of ∆
n
i1...in−3
and so forth
4
22 33
11
α2 = a2
β2 = b2
γ2 = c2
222 333
111
α3
β3
γ3
222 333
111
a3
b3
c3
Figure 4. Probabilities an, bn, cn and αn, βn, γn for n = 2 and n = 3.
going through one of the outer vertices of each of the cells in (3.1). To calculate ρ(x), we look at the
probabilities to hit the outer vertices of ∆ni1...ik ⊃ ∆ni1...ik+1 when starting at one of the outer vertices
of ∆ni1...ik+1 for each k ≤ n − 2. These are, by symmetry, the probabilities for the chain starting at
12k−1, to reach the vertices 1k, 2k, 3k. For ease of notation, set αn := ρ1(12
n−1), βn := ρ2(12
n−1) and
γn := ρ3(12
n−1). Figure 4 shows an, bn, cn and αn, βn, γn for n = 2 and n = 3. For n ≥ 2 define
A(1)n :=

 1 0 0αn βn γn
αn γn βn

 , A(2)n :=

βn αn γn0 1 0
γn αn βn

 , A(3)n :=

βn γn αnγn βn αn
0 0 1

.
The matrix A
(i)
n contains exactly the probabilities that the process, starting in one of the three vertices
of ∆ni , reaches V
n. More precisely,
A(i)n =

ρ(i1n−1)ρ(i2n−1)
ρ(i3n−1)

 =

ρ1(i1n−1) ρ2(i1n−1) ρ3(i1n−1)ρ1(i2n−1) ρ2(i2n−1) ρ3(i2n−1)
ρ1(i3
n−1) ρ2(i3
n−1) ρ3(i3
n−1)

.
Denote the standard i-th row unit vector of R3 by ei, for i ∈ Σ. With the above, we can express the
hitting probability vector ρ(x) as a matrix product, namely,
ρ(x) = einA
(in−1)
2 · · ·A(i1)n . (3.2)
We investigate the limiting behaviour of these sequences of hitting probabilities to obtain the Martin
boundary and the harmonic functions on the boundary. As in [20], this can be done by establishing recur-
sive formulas for these sequences. We note, computing these limits is more involved than in [20]. Detailed
proofs are given in Section 4. The main result is the following and is a consequence of Propositions 4.6
and 4.13.
Theorem 3.1. We have that lim
n→∞
(αn, βn, γn) = (2/5, 2/5, 1/5) and lim
n→∞
(an, bn, cn) = (1, 0, 0).
Interestingly, the limits of these sequences are independent of the chosen parameter p ∈ (0, 1/2) and
are equal to the ones obtained in the isotropic case considered in [20]. Loosely speaking, the Martin
boundary describes all possible paths of the Markov chain at infinity. Therefore, it is not too surprising
that the Martin boundary does not change in a non-isotropic setting, but that the above limits turn out
to satisfy the (1/5)–(2/5) law is. It would be of interest to investigate what happen if one rotates the
transition probability, that is, if instead of taking probability p in the directions [u, v] and [u,w], and q
in the direction [u, z], as depicted in Figure 3(c), one took probability p in the directions [u, v] and [u, z]
and q in the direction [u,w]. Simulations indicate that the same results as in Theorem 3.1 may hold.
3.2. Limit of the random matrix product. Often, as we will see in the proof of Proposition 3.2, it
is more convenient to look at the product of the last few matrices of our random matrix product. Define,
for x = i1i2 . . . ∈ Σ∞ and k ≤ n,
T xn := A
(in)
2 · · ·A(ik+1)n−k+1A(ik)n−k+2 · · ·A(i1)n+1 =: Qxn,kRxn,k. (3.3)
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Here, Rxn,k := A
(ik)
n−k+2 · · ·A(i1)n+1 and Qxn,k := A(in)2 · · ·Aik+1n−k+1. For i ∈ Σ let A(i) := limn→∞A(i)n . By
Theorem 3.1, these limits exist and we have
A(1) =

 1 0 02/5 2/5 1/5
2/5 1/5 2/5

 , A(2) =

2/5 2/5 1/50 1 0
1/5 2/5 2/5

 , A(3) =

2/5 1/5 2/51/5 2/5 2/5
0 0 1

. (3.4)
In [20] it was shown that the limit of the random matrix product in (3.2) exists and that the limit matrix
has identical rows. That is, for x = i1i2 . . . ∈ Σ∞ and T xn as in (3.3), we have, with (3.4), that the limit
T x∞ := lim
n→∞
T xn = lim
k→∞
A(ik) · · ·A(i1) (3.5)
exists. To show this, they introduce the concepts of scrambling matrices and the minimum range of a
matrix. These are both parameters which measure the difference of the rows of a matrix.
For the proof of Proposition 3.2 concerning the limiting behaviour of the Green function, we require that
the hitting probability vector given in (3.2) can be extended to Σ∞. For x = i1i2 . . . ,y = j1j2 . . . ∈ Σ∞
with i1 6= j1 we have T x∞ = T y∞ if and only if x = ij∞ and y = ji∞ with i = i1 and j = j1. Thus, by the
equations given in (3.2) and (3.5), for x ∈ Σ∞, the limit
ρ(x) := [ρ1(x), ρ2(x), ρ3(x)] := lim
n→∞
ρ(x|n)
exists and we have, for x,y ∈ Σ∞, that ρ(x) = ρ(y) if and only if x ∼π y.
3.3. The Martin space. The Green function G : Σ∗×Σ∗ → R+0 is defined by G(x, y) :=
∑∞
n=0 P
n(x, y)
for x, y ∈ Σ∗. Observe G(x, y) is the expected number of visits to y, starting from x. Further, set
ρ˜x,y := Px(∃n ∈ N : Xn = y |X0 = x). This value is often referred to as the first return time.
Note that ρ˜x,y = ρx,y, if x 6= y, and that G(x, y) = (ρx,y)/(1 − ρ˜y,y). The Martin kernel is given by
K(x, y) := ρx,y/ρϑ,y = G(x, y)/G(ϑ, y). The latter equation follows from the fact that our Markov chain
is transient. Moreover, in general,
K(x, y) =
ρx,y
ρϑ,y
≤ ρx,y
ρϑ,xρx,y
=
1
ρϑ,x
=: Cx. (3.6)
Thus, for x, y ∈ Σ∗, there exists a constant Cx > 0, independent of y, such that K(x, y) ≤ Cx. The
function ̺ : Σ∗ × Σ∗ → R≥0 defined by
̺(x, y) := |r|x| − r|y||+
∞∑
n=0
rn sup
z∈Σn
C−1z |K(z, x)−K(z, y)|, (3.7)
where r ∈ (0, 1) and Cz is the upper bound for K(z, ·) as given in (3.6), is called a Martin metric. The
Martin metric is indeed a metric on Σ∗. A sequence (xn)n∈N in Σ
∗ is a ̺-Cauchy sequence if and only
if either limn→∞ xn = x for some x ∈ Σ∗, or |xn| → ∞, where |x| denotes the length of x ∈ Σ∗, and
limn→∞K(z, xn) exists for all z ∈ Σ∗. This property is a characteristic which has to be fulfilled by a
Martin metric. Aside from this, there is some freedom in defining a Martin metric. We highlight that
the metric considered in [20] is different to the one in (3.7).
Define the equivalence relation ∼̺ on the set of ̺-Cauchy sequences by
(xn)n∈N ∼̺ (yn)n∈N if and only if lim
n→∞
̺(xn, yn) = 0.
The Martin space Σ∗ of the Markov chain (Xn)n∈N is the set of all ̺-equivalence classes of ̺-Cauchy
sequences in Σ∗ and the Martin boundary is defined to be M := ∂Σ∗ := Σ∗ \ Σ∗.
3.4. The Green function at infinity. Here we show that limn→∞G(i
n−1,y|n) exists for all y ∈ Σ∞,
i ∈ Σ and n ∈ N, from which one may conclude that limn→∞K(x,y|n) exists for all y ∈ Σ∞ and
x ∈ Σ∗. The values of these limits of the Green function are required to extend the Martin metric to
Σ∞/∼pi , which is an important step in proving that the Martin boundary and the Sierpin´ski gasket are
homeomorphic.
Proposition 3.2. Let t ∈ N0 and x = itit+1 . . . ∈ Σ∞ with it+1 6= i and set c := 1/(15 p). For distinct
j, k ∈ Σ \ {i}, we have
(i) lim
n→∞
G
(
jn−1,x|n
)
= c (2 ρj(σ(x)) + ρk(σ(x))) and
(ii) lim
n→∞
G
(
in−1,x|n
)
= c (5 ρi(σ(x)) + 2 ρj(σ(x)) + 2 ρk(σ(x))).
6
For the proof of Proposition 3.2 we require the following. Form,n ∈ N with m < n and x = i1 . . . in ∈ Σn
consider the (m,n)-cell ∆ni1...im−1 that contains x. Let ∆˜
n
i1...im−1
:= ∆ni1...im−1 \ ∂∆ni1...im−1 denote the
interior of ∆ni1...im−1 . For y ∈ Σn \ ∆˜ni1...im−1 define
G(∆ni1...im−1 , y) :=

G(i1 . . . im−11n−m+1, y)G(i1 . . . im−12n−m+1, y)
G(i1 . . . im−13
n−m+1, y)

. (3.8)
Since ∆ni1...in−1 ⊂ ∆ni1...im−1 and since y /∈ ∆˜ni1...im−1 , the chain must pass through one of the outer vertices
of ∆ni1...im−1 , when starting at a vertex of ∆
n
i1...in−1
, before it can reach y. By (3.2), the probability to
reach the outer vertices of ∆ni1...im−1 , when starting at a vertex of ∆
n
i1...in−1
, is given by
Qxn−1,m−1 = A
(in−1)
2 · · ·A(im)n−m+1.
Therefore, we have
G(∆ni1...in−1 , y) = Q
x
n−1,m−1G(∆
n
i1...im−1
, y). (3.9)
Indeed, here we have used the fact that
ρx,y =
∑
z∈Σ∗
P (x, z) ρz,y, (3.10)
for distinct x, y ∈ Σ∗, and that this equality generalises to subsets of Σ∗ \ {x}: for A ⊂ Σ∗ \ {x} such
that each path from x to y contains a state of A, we have
ρx,y =
∑
a∈A
P(∃ n ∈ N : Xn = a and Xm 6∈ A ∀ m < n | X0 = x) ρa,y. (3.11)
We refer the reader to [31] for a proof of (3.10) and (3.11).
Proof of Proposition 3.2. Let t, n ∈ N with t < n and let x = itit+1 . . . ∈ Σ∞ with it+1 6= i.
We first prove statement (i). Note that jn /∈ ∆ni for j 6= i. Thus, with (3.8) and (3.9) it follows that
G (x|n, jn) = einG
(
∆nitit+1it+2...in−1 , j
n
)
= einQ
x
n−1,1G (∆
n
i , j
n) . (3.12)
By (3.2) and (3.5), we have that
lim
n→∞
einQ
x
n−1,1 = lim
n→∞
einA
(in−1)
2 · · ·A(i2)n−1 = ρ(σ(x)).
Observe, for x ∈ Σ∞ with x|n /∈ V n, that 3pG
(
in−1,x|n
)
= G (x|n, in).
For x ∈ Σ˜n, recall that G(x, jn) = (ρx,jn)/(1 − ρ˜jn,jn) = ρj(x). Therefore, G(ikn−1, jn) = γn and
G(ijn−1, jn) = βn. This in tandem with Proposition 3.1 and (3.12) implies that
lim
n→∞
G
(
jn−1,x|n
)
=
1
3p
lim
n→∞
G (x|n, jn)
=
1
3p
ρ(σ(x)) lim
n→∞
G (∆ni , j
n)
=
1
3p
(
ρj(σ(x)) lim
n→∞
G
(
ijn−1, jn
)
+ ρk(σ(x)) lim
n→∞
G
(
ikn−1, jn
))
=
1
3p
(
ρj(σ(x)) lim
n→∞
βn + ρk(σ(x)) lim
n→∞
γn
)
=
1
3p
1
5
( 2 ρj(σ(x)) + ρk(σ(x)) ) .
This completes the proof of statement (i), and so, we turn our attention to the proof of statement
(ii). Without loss of generality assume i = 1 and it+1 = 2. Since 1
n /∈ ∆n1t2, by (3.9), we have that
G(∆1t2it+2...in−1 , 1
n) = Qxn−1,t+1G(∆
n
1t2, 1
n). Further, by (3.2), we have
G(∆n1t2, 1
n) =

ρ(1t21n−t−1)ρ(1t22n−t−1)
ρ(1t23n−t−1)

 eT1 = A(2)n−tA(1)n−t+1 · · ·A(1)n eT1 = A(2)n−tA(1)n−t+1 · · ·A(1)n−1G(∆n1 , 1n),
and so
G(∆1t2it+2...in−1 , 1
n) = Qxn−1,t+1A
(2)
n−tA
(1)
n−t+1 · · ·A(1)n−1G(∆n1 , 1n) = Qxn−1,1G(∆n1 , 1n).
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The remainder of the proof follows analogously to that of statement (i), from which one obtains,
lim
n→∞
G
(
1n−1,x|n
)
=
1
3p
1
5
( 5 ρ1(σ(x)) + 2 ρ2(σ(x)) + 2 ρ3(σ(x)) ) . 
Above, we were able to decompose G(∆iqjiq+2...inn−1 , i
n) = Qxn−1,1G(∆
n
i , i
n), even if in ∈ ∆n
il
; for distinct
i, j ∈ Σ and l ≤ q. Notice this is only possible since in is one of the three outer vertices of each n-cell
∆n
il
. This provides a simpler and alternative proof to that given in [20]. In general, for a state y ∈ ∆˜n
il
,
the aforementioned decomposition is not possible, as the chain does not need to go via one of the outer
vertices of the cell to reach y. Note that the constant c, which we obtain in the limits, is different from
the one(s) in [20].
With the above at hand, in particular Proposition 3.2, we may extend the Martin kernel K(x, · ) contin-
uously to Σ∞. For z ∈ Σm and y ∈ Σ˜n, for some n ≥ m+ 1,
K(z, y) =
∑3
i=1 ρz,in−1G
(
in−1, y
)
1
3
∑3
i=1G (i
n−1, y)
. (3.13)
Proposition 3.3. For x ∈ Σ∗ and y ∈ Σ∞ the following limit exists.
K(x,y) := lim
n→∞
K(x,y|n)
Note, in [20], a slightly different decomposition to that given in (3.13) is used.
3.5. The Martin boundary. Proposition 3.3 implies, for x,y ∈ Σ∞, that (x|n)n∈N and (y|n)n∈N are
̺-Cauchy sequences. Thus, ̺(x|n,y|n) is a Cauchy sequence and ̺(x,y) := limn→∞ ̺(x|n,y|n) is well
defined. Moreover, x ∼π y implies that limn→∞K(z,x|n) = limn→∞K(z,y|n) for all z ∈ Σ∗. Hence,
Σ∞/∼pi is a subset of the Martin boundary and ̺ is well defined on Σ
∞/∼pi .
Define d : Σ∞×Σ∞ → R by d(x,y) := 2−max{n : x|n=y|n}. It is well known that the function d is a metric
on Σ∞ and that (Σ∞, d) is a compact metric space, see for instance [10], [17] and [29]. Moreover, π is
continuous with respect to d and surjective. Let Q be the quotient topology induced from the standard
metric d on the space Σ∞/∼pi . To prove that the Martin boundaryM is homeomorphic to the Sierpin´ski
gasket K it is necessary to show the homeomorphisms (K, | · |) ∼= (Σ∞/∼pi ,Q) ∼= (Σ∞/∼pi , ̺) ∼= (M, ̺).
Here, an important step is to show that the Martin metric ̺ defines a metric on Σ∞/∼pi . The main
difficulty lies in showing that x ≁π y implies ̺(x,y) > 0. The following theorem can be shown as in [20].
Theorem 3.4. The Martin boundary M of (Xn)n∈N0 is homeomorphic to the Sierpin´ski gasket K.
3.6. Harmonic functions. A function u : Σ∗ → R is called P -harmonic function if for all x ∈ Σ∗ we
have Pu(x) :=
∑
y∈Σ∗ P (x, y)u(y) = u(x). Such a function u is called minimal if u(ϑ) = 1 and if
0 ≤ v(x) ≤ u(x) for all x ∈ Σ∗ and some P -harmonic function v, implies that v = c u for some constant
c ≥ 0. The minimal Martin boundary or exit space Mmin of a Markov chain is defined to be
Mmin := { ξ ∈M | K(·, ξ) is a minimal harmonic function }.
The minimal Martin boundary is a Borel subset ofM, see for instance [31]. In many cases, the minimal
Martin boundary equals the Martin boundary. However, this is not the case in our setting, and in fact,
we have the following result, which is a consequence of a general result that states that a Markov chain
converges almost surely to the minimal Martin boundary, see for instance [9, 15, 31].
Theorem 3.5. The minimal Martin boundary Mmin of (Xn)n∈N0 is homeomorphic to {1∞, 2∞, 3∞}.
A non-negative P -harmonic function u has a unique integral representation over the minimal Martin
boundary, namely, there exists a measure ν supported on Mmin such that
u(x) =
∫
K(x, ξ) dν(ξ).
This together with Theorem 3.5 implies that each non-negative P -harmonic function is a linear combina-
tion of the P -harmonic functions hi(x) := K(x, i
∞), where i ∈ Σ. The extension hi(x) := limn→∞ hi(x|n)
is well defined and continuous on M. The proof of this result follows in the same manner as in [20].
As shown in [17, 29], the Sierpin´ki gasket can be approximated by the graphs Gn, n ∈ N0, see Figure 5.
The vertices of these graphs are Sω(qi) for i ∈ Σ and ω ∈ Σn. In [17, 29], it was shown that the value
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Figure 5. Graph approximations Gn of the Sierpin´ki gasket, for n = 0, 1 and 2.
h(x) of a harmonic function h on the Sierpin´ki gasket K at x ∈ Gn is a weighted sum over the values
h(Sω(qi)), i ∈ Σ, for an appropriate ω ∈ Σn−1. Specifically, ω is so that Sω(K) is the unique (n− 1)-cell
containing x. This is the so called 1/5–2/5-rule. Note that π(ωj∞) = Sω(qj) and consider ωj
∞ as
corresponding vertex to Sω(qj) in Σ
∞. We have the following equivalent statement of the 1/5–2/5-rule.
For j, k, l ∈ Σ pairwise distinct, ω ∈ Σm−1 and i ∈ Σ,
hi(ωjk
∞) =
2
5
hi(ωj
∞) +
2
5
hi(ωk
∞) +
1
5
hi(ωl
∞). (3.14)
This can be shown as in [20]. In fact, the weights in (3.14) come from the limits of the sequences of hitting
probabilities, namely that limn→∞ αn = limn→∞ βn = 2/5 and limn→∞ γn = 1/5, see Theorem 3.1. The
equality given in (3.14) is equivalent to the property that the value of a harmonic function h of an
inner vertex of Gn is the average over the values h(y) for all four neighbouring vertices y of x in Gn.
This harmonic graph property uniquely determines harmonic functions on the Sierpin´ski gasket, see for
instance [17, 29].
Theorem 3.6. The P -harmonic functions on the Martin boundary coincide with the canonical harmonic
functions of [17, 29], and hence the space of P -harmonic functions on K is three-dimensional.
Notice that the harmonic functions, although they do not vary with the parameter p on the Martin
boundary, for different values of p, they certainly differ on the state space Σ∗.
4. Basic hitting probabilities
In this section we prove Theorem 3.1. Indeed, this result follows from Propositions 4.6 and 4.13. This
requires several technical lemmata and the following recursive formulas for the hitting probabilities
αn, βn, γn and an, bn, cn. In the sequel, as above, let p ∈ (0, 1/2) be fixed and recall that q := 1− 2p.
By (3.10) and by definition of a2, b2 and c2, we have that a2 = p + p b2 + q a2, b2 = p a2 + q c2 and
c2 = p c2 + q b2. Solving these linear equations yields
a2 =
3− 4p
5− 7p = α2, b2 =
1− p
5− 7p = β2, c2 =
1− 2p
5− 7p = γ2. (4.1)
Similarly, for n > 2, one may use symmetry to obtain
αn+1 = p βn+1 + p ρ12n−11,1n+1 + q ρ12n−13,1n+1 .
This in combination with (3.11), where A = {1n+1, 12n, 13n}, yields that
αn+1 = p βn+1 + p (anαn+1 + cnαn+1 + bn) + q (anαn+1 + bnαn+1 + cn).
With similar arguments for βn, γn and an, bn, cn it follows that
αn+1(1− an(1− 2p)− bn(1 − 3p)− p) = pβn+1 + pbn + cn(1− 2p),
βn+1(1− an(1− p)) = pαn+1 + γn+1(pcn + bn(1− 2p)),
γn+1(1− p)(1− an) = βn+1 (pcn + bn(1− 2p)) ,
an+1 = an + bnαn+1 + cnαn+1,
bn+1 = bnβn+1 + cnγn+1,
cn+1 = bnγn+1 + cnβn+1.
(4.2)
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Rearranging these equations we obtain the following recursive formulas
αn+1 = ((bn + cn)(1 − p)p+ c2n(1 − 2p) + b2np(2− 3p) + bncn(2− 6p(1− p)))/dn,
βn+1 = (bn + cn)(1 − p)p/dn,
γn+1 = p(bn(1− 2p) + cnp)/dn,
an+1 = (cn(2− p)p+ c2n(1 − 3p) + bnp(3 − 4p) + bncn(2− 9p+ 9p2))/dn,
bn+1 = p(bncn(2− 3p) + b2n(1− p) + c2np)/dn,
cn+1 = p(bncn + c
2
n(1− p) + b2n(1− 2p))/dn,
(4.3)
where the denominator dn is given by
dn := cn(2 − p)p+ c2n(1− 2p) + b2np(2− 3p) + bnp(3− 4p) + bncn(2− 6p+ 6p2).
Next we identify the limits of these sequences.
Lemma 4.1. bn ≥ cn for all n ∈ N with n ≥ 2.
Proof. With (4.1) we have b2 ≥ c2. Assume bn ≥ cn for a n ≥ 2. By (4.3), bn+1 ≥ cn+1 is equivalent to
bncn(2− 3p) + b2n(1− p) + c2np ≥ bncn + c2n(1− p) + b2n(1− 2p).
Thus, it is sufficient to show that b2np+ c
2
n(2p−1)+ bncn(1−3p) ≥ 0. Using the assumption that bn ≥ cn
and the fact that 1− 2p ≥ 0, we obtain
b2np+ c
2
n(2p− 1) + bncn(1− 3p) = b2np+ c2n(2p− 1) + bncn(1− 2p)− bncnp
≥ b2np+ c2n(2p− 1) + c2n(1− 2p)− b2np = 0. 
Lemma 4.2. The sequence (bn)n≥2 is monotonically decreasing.
Proof. By (4.3), for n ≥ 2, it is sufficient to show
bncnp(2− p) + bnc2n(1− 2p) + b3np(2− 3p) + b2np(3− 4p) + b2ncn(2− 6p+ 6p2)
≥ bncnp(2− 3p) + b2np(1− p) + c2np2,
which is equivalent to
2bncnp
2− c2np2 + bnc2n(1− 2p) + b2np(bn + 1)(2− 3p) + b2ncn(2 − 6p+ 6p2) (4.4)
being non-negative. Lemma 4.1 implies 2bncnp
2−c2np2 ≥ 2c2np2−c2np2 = c2np2 ≥ 0, and since p ∈ (0, 1/2),
it follows that (1 − 2p) ≥ 0 and (2 − 3p) ≥ 0. Further, f(p) := 2 − 6p+ 6p2 > 0 attains its minimum at
p = 1/2 and f(1/2) = 1/2. Thus, (4.4) is valid. 
We aim to show that limn→∞ bn = 0. For this, we first obtain an upper bound for the sequence (βn)n≥2
and a lower bound for (αn)n≥2.
Lemma 4.3. For p ≤ 1/3 and n ∈ N with n ≥ 2, we have βn ≤ 2/5.
Proof. We have β2 = (1− p)/(5− 7p) ≤ 2/5 if and only if p ≤ 5/9, which holds since p ≤ 1/3. Let n ∈ N
with n > 2. We claim βn+1 ≤ 2/5, which is equivalent to
(bn + cn)(1− p)p
cn(2− p)p+ c2n(1− 2p) + b2np(2− 3p) + bnp(3− 4p) + bncn(2− 6p+ 6p2)
≤ 2
5
.
This in turn is equivalent to
cnp(3p− 1) + c2n2(1− 2p) + b2n2p(2− 3p) + bnp(1− 3p) + bncn2(2− 6p+ 6p2)≥0.
Since p ≤ 1/3, the terms on the left hand side are all positive except for cn p (3p− 1). Combining this
with Lemma 4.1, we have cn p (3p− 1) + bn p (1− 3p) ≥ 0, yielding the result. 
Lemma 4.4. For p ≥ 1/3 and all n ≥ 2 we have αn ≥ 2/5.
Proof. We have α2 = (3 − 4p)/(5 − 7p) ≥ 2/5 if and only if p ≤ 5/6, which holds since p ≤ 1/2. For
n ∈ N with n > 2, we claim that αn+1 ≥ 2/5. By (4.3), this is equivalent to
(bn − cn) p (3p− 1) + c2n 3 (1− 2p) + b2n3 p (2− 3p) + bncn6 (1− 3p+ 3p2) ≥ 0.
This inequality holds since, by Lemma 4.1, we have bn ≥ cn, and since (3p− 1) ≥ 0 for p ≥ 1/3. 
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Lemma 4.5. For n ∈ N with n ≥ 2, we have that βn ≥ γn.
Proof. By (4.1), we have that β2 = b2 ≥ c2 = γ2 and, for n > 2, by (4.2),
γn+1 = βn+1
bn(1− 2p) + cnp
(1 − p)(bn + cn) .
Since 0 ≤ bnp + cn(1 − 2p), which is equivalent to bn(1 − 2p) + cnp ≤ (1 − p)(bn + cn), it follows that
βn+1 ≥ γn+1. 
Proposition 4.6. lim
n→∞
bn = 0
Proof. Let p ≤ 1/3. Lemmata 4.1, 4.3 and 4.5 together with (4.2) imply, for all n ∈ N,
bn+1 = bnβn+1 + cnγn+1 ≤ 2 bnβn+1 ≤ bn(4/5).
Thus, bn ≤ b2 (4/5)n−2, and so, limn→∞ bn = 0.
Conversely, for p > 1/3, by Lemma 4.4, we have 0 ≤ γn + βn = 1 − αn ≤ 3/5. This in tandem with
Lemma 4.1 and (4.2) yields that bn+1 ≤ bn(3/5). Thus, bn ≤ b2 (3/5)n−2, and so, limn→∞ bn = 0. 
Corollary 4.7. We have that lim
n→∞
cn = 0 and lim
n→∞
an = 1.
Corollary 4.8. For n ≥ 2, if p > 1/3, then bn+cn ≤ (3/5)n−2, and if p ≤ 1/3, then bn+cn ≤ (4/5)n−2.
Proof. Let p > 1/3. As in the proof of Proposition 4.6, we have, by Lemma 4.4 and (4.2), that
bn+1 + cn+1 = (bn + cn)(βn+1 + γn+1) =
n+1∏
k=2
(βk + γk) =
n+1∏
k=2
(1− αk) ≤
(
3
5
)n−1
.
Similarly, for p ≤ 1/3, by the Lemmata 4.3 and 4.5 and (4.2), we have that
bn+1 + cn+1 =
n+1∏
k=2
(βk + γk) ≤ 2
n+1∏
k=2
βk ≤
(
4
5
)n−1
. 
We turn our attention to finding the limits of the sequences (αn)n∈N, (βn)n∈N and (γn)n∈N. First we
observe that αn and βn have to converge to the same value, provided the limits exist.
Lemma 4.9. If the limit lim
n→∞
αn exists, we have that lim
n→∞
αn = lim
n→∞
βn.
Proof. By (4.2), Proposition 4.6 and Corollary 4.7, we have that
lim
n→∞
αnp = lim
n→∞
(αn+1(1 − an(1− 2p)− bn(1− 3p)− p))
= lim
n→∞
(βn+1p+ pbn + cn(1− 2p)) = lim
n→∞
βnp. 
We require two further technical lemmata before we can present the proof of Proposition 4.13.
Lemma 4.10. For n ≥ 2 we have that
bn+1 − cn+1
cn+1
=
bn − cn
cn
cn(1− 2p) + bnp
bn + cn(1 − p) + b2ncn (1 − 2p)
.
Proof. Using the recursive formulas given in (4.3) for cn+1 and bn+1, we have
bn+1 − cn+1
cn+1
=
bncn(2− 3p) + b2n(1− p) + c2np− bncn − c2n(1− p)− b2n(1 − 2p)
bncn + c2n(1− p) + b2n(1− 2p)
=
bncn(1− 3p) + b2np+ cn(2p− 1)
bncn + c2n(1− p) + b2n(1− 2p)
=
(bn − cn)(cn(1 − 2p) + bnp)
bncn + c2n(1 − p) + b2n(1− 2p)
. 
Lemma 4.11. For n ≥ 2 it holds that
cn(1− 2p) + bnp
bn + cn(1− p) + b2ncn (1− 2p)
≤ 1− p.
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Proof. The result follows as cn(1− 2p)+ bnp ≤ (1−p)(bn+ cn(1−p)+ b2n(1− 2p)/cn) which is equivalent
to 0 ≤ bncn(1− 2p) + c2np2 + b2n(1 − 2p)(1− p). 
Corollary 4.12. lim
n→∞
bn/cn = 1
Proof. The result is a consequence of the following observation. For n ≥ 2, by Lemmata 4.10 and 4.11,∣∣∣∣bn+1cn+1 − 1
∣∣∣∣ = bn+1 − cn+1cn+1 ≤ bn − cncn (1− p) ≤ b2 − c2c2 (1− p)n−1. 
Proposition 4.13. We have that lim
n→∞
αn = lim
n→∞
βn = 2/5 and lim
n→∞
γn = 1/5.
Proof. Define a′n+1 := cn(2− p)p+ c2n(1− 3p) + bnp(3− 4p) + bncn(2− 9p+ 9p2), which is, due to (4.3),
the numerator of an+1. This in tandem with (4.3) implies that
βn+1 =
(bn + cn)(1− p)p
dn
a′n+1
a′n+1
=
(bn + cn)(1 − p)p
cn(2− p)p+ c2n(1− 3p) + bnp(3− 4p) + bncn(2− 9p+ 9p2)
a′n+1
dn
=
(bn + cn)(1− p)p
2cn(1− p)p
2cn(1− p) p an+1
cn(2− p)p+ c2n(1− 3p) + bnp(3− 4p) + bncn(2− 9p+ 9p2)
=
(
1
2
bn
cn
+
1
2
)
2(1− p) p an+1
(2 − p)p+ cn(1− 3p) + (bn/cn)p(3− 4p) + bn(2− 9p+ 9p2) .
It follows by the Corollaries 4.7 and 4.12 that
β := lim
n→∞
βn+1 = lim
n→∞
2(1− p)
(2 − p) + (3− 4p) =
2
5
.
Lemma 4.9 yields lim
n→∞
αn = 2/5, and so, 1/5 = lim
n→∞
1− αn − βn = lim
n→∞
γn. 
Acknowledgements
The authors acknowledge the support of the Deutsche Forschungsgemeinschaft (DFG grant Ke 1440/3-1).
Part of this work was completed while the authors were visiting the Mittag-Leﬄer institute as part of the
research program Fractal Geometry and Dynamics. We are extremely grateful to the organisers and staff
for their very kind hospitality, financial support and a stimulating atmosphere. Additionally, K. Sender
acknowledges support from the DAAD PROMOS program.
References
[1] A. Ancona. Positive harmonic functions and hyperbolicity. In Potential theory—surveys and problems (Prague, 1987),
volume 1344 of Lecture Notes in Math., pages 1–23. Springer, Berlin, 1988.
[2] M. Begue´, T. Kalloniatis, and R. S. Strichartz. Harmonic functions and the spectrum of the Laplacian on the Sierpinski
carpet. Fractals, 21(1):1350002 [32 pages], 2013.
[3] S. Constantin, R. S. Strichartz, and M. Wheeler. Analysis of the Laplacian and spectral operators on the Vicsek set.
Commun. Pure Appl. Anal., 10(1):1–44, 2011.
[4] M. Denker, A. Imai, and S. Koch. Dirichlet forms on quotients of shift spaces. Colloq. Math., 107(1):57–80, 2007.
[5] M. Denker and H. Sato. Sierpin´ski gasket as a Martin boundary. II. The intrinsic metric. Publ. Res. Inst. Math. Sci.,
35(5):769–794, 1999.
[6] M. Denker and H. Sato. Sierpin´ski gasket as aMartin boundary. I.Martin kernels. Potential Anal., 14(3):211–232, 2001.
[7] M. Denker and H. Sato. Reflections on harmonic analysis of the Sierpin´ski gasket. Math. Nachr., 241:32–55, 2002.
[8] J. L. Doob. Discrete potential theory and boundaries. J. Math. Mech., 8:433–458; erratum 993, 1959.
[9] E. B. Dynkin. The boundary theory of Markov processes (discrete case). Uspehi Mat. Nauk, 24(2 (146)):3–42, 1969.
[10] K. Falconer. Fractal geometry. John Wiley & Sons, Ltd., Chichester, third edition, 2014.
[11] T. C. Flock and R. S. Strichartz. Laplacians on a family of quadratic Julia sets I. Trans. Amer. Math. Soc., 364(8):3915–
3965, 2012.
[12] G. A. Hunt. Markoff chains and Martin boundaries. Illinois J. Math., 4:313–340, 1960.
[13] A. Imai. The difference between letters and a Martin kernel of a modulo 5 Markov chain. Adv. in Appl. Math.,
28(1):82–106, 2002.
[14] H. Ju, K.-S. Lau, and X.-Y. Wang. Post-critically finite fractal and Martin boundary. Trans. Amer. Math. Soc.,
364(1):103–118, 2012.
12
[15] J. G. Kemeny, J. L. Snell, and A. W. Knapp. Denumerable Markov chains. Springer-Verlag, New York-Heidelberg-
Berlin, second edition, 1976. With a chapter onMarkov randomfields, byD.Griffeath, Graduate Texts inMathematics,
No. 40.
[16] J. Kigami. Harmonic calculus on p.c.f. self-similar sets. Trans. Amer. Math. Soc., 335(2):721–755, 1993.
[17] J. Kigami. Analysis on fractals, volume 143 of Cambridge Tracts in Mathematics. Cambridge University Press, Cam-
bridge, 2001.
[18] S. Koch and M. Denker. Hausdorff dimension for Martin metrics. In Algebraic and topological dynamics, volume 385
of Contemp. Math., pages 163–170. Amer. Math. Soc., Providence, RI, 2005.
[19] S.-L. Kong, K.-S. Lau, and T.-K. L. Wong. Random walks and induced dirichlet forms on self-similar sets. Advances
in Mathematics, 320(Supplement C):1099 – 1134, 2017.
[20] K.-S. Lau and S.-M. Ngai. Martin boundary and exit space on the Sierpinski gasket. Sci. China Math., 55(3):475–494,
2012.
[21] K.-S. Lau and S.-M. Ngai. Boundary theory on the Hata tree. Nonlinear Anal., 95:292–307, 2014.
[22] Ka-Sing Lau and Xiang-Yang Wang. On hyperbolic graphs induced by iterated function systems. Adv. Math., 313:357–
378, 2017.
[23] R. S. Martin. Minimal positive harmonic functions. Trans. Amer. Math. Soc., 49:137–172, 1941.
[24] E. Pearse. Self-similar fractals as boundaries of networks. 4th Cornell Conference on Analysis, Probability, and Math-
ematical Physics on Fractals / AMS Eastern Sectional Meeting, 2011.
[25] C. Series. Martin boundaries of random walks on Fuchsian groups. Israel J. Math., 44(3):221–242, 1983.
[26] M. L. Silverstein. Classification of stable symmetric Markov chains. Indiana Univ. Math. J., 24:29–77, 1974.
[27] C. Spicer, R. S. Strichartz, and E. Totari. Laplacians on Julia sets III: Cubic Julia sets and formal matings. In Fractal
geometry and dynamical systems in pure and applied mathematics. I. Fractals in pure mathematics, volume 600 of
Contemp. Math., pages 327–348. Amer. Math. Soc., Providence, RI, 2013.
[28] R. S. Strichartz. Analysis on products of fractals. Trans. Amer. Math. Soc., 357(2):571–615, 2005.
[29] R. S. Strichartz. Differential equations on fractals. Princeton University Press, Princeton, NJ, 2006.
[30] W. Woess. Random walks on infinite graphs and groups, volume 138 of Cambridge Tracts in Mathematics. Cambridge
University Press, Cambridge, 2000.
[31] W. Woess. Denumerable Markov chains. EMS Textbooks in Mathematics. European Mathematical Society (EMS),
Zu¨rich, 2009.
13
