In order to investigate the formation of O i 7771-5 and [O i] 6300/6363 lines, extensive non-LTE calculations for neutral atomic oxygen were carried out for wide ranges of model atmosphere parameters, which are applicable to early-K through late-F halo/disk stars of various evolutionary stages.
INTRODUCTION
Oxygen abundance determination in F-K stars is one of the most controversial and interesting topics in stellar spectroscopy, especially concerning the behavior of the [O/Fe] ratio in metal-poor halo stars (see, e.g., Carretta et al. 2000; King 2000; Israelian et al. 2001 ; and the references therein). Namely, we are faced with a problem currently in hot controversy on the observational side, which stems from the fact that each of the different groups of spectral lines, (a) high-excitation permitted O i lines (e.g., 7773 triplet), (b) low-excitation forbidden [O i] lines (6300/6363 lines), and (c) OH lines at UV (∼ 3100-3200Å), do not necessarily yield reasonably consistent oxygen abundances in metal-poor stars.
More precisely, a distinct discrepancy is occasionally reported between the abundances derived from O i and [O i] lines in the sense that the former tend to yield systematically higher oxygen abundances than the latter in metal-poor stars (see, e.g., Cavallo et al. 1997) , in contrast to the relation between O i and OH lines which give more or less consistent abundances (e.g., Boesgaard et al. 1999 ). As a result, different trends of O-to-Fe ratio, an important tracer of early nucleosynthesis in our Galaxy, have naturally been suggested: (1) Admittedly, what has been described above is nothing but a rough summary and the actual situation is more complicated than such a simple dichotomic picture. [O i] discordance appears to be observed only in metal-poor halo stars, since such a systematic disagreement is absent in population I G-K giants (cf. Takeda et al. 1998) This confusion makes us wonder which on earth is the correct and reliable indicator of the oxygen abundance. Generally speaking, a modest view currently preferred by many people is that [O i] lines are less problematic and more creditable due to their weak T eff sensitivity as well as the general belief of the validity for the assumtion of LTE, while O i and OH lines are less reliable (in spite of the abundances derived therefrom are nearly in agreement) because of the uncertainties involved with the non-LTE correction (O i) or with the effect of atmospheric inhomogeneity (OH).
Recently, however, we cast doubt on this conservative picture and suggested the possibility of erroneously underestimated abundances from [O i] lines (i.e., the problem may be due to the formation of forbidden lines rather than that of permitted lines) based on our analysis of seven very metal-poor stars (Takeda et al. 2000) , which indicated the tendency of above-mentioned O i vs.
[O i] discrepancy (though a small number of sample stars prevented us from making any convincing argument).
Motivated by that work suggesting the necessity of a follow-up study to check if our hypothesis is reasonable or not, we decided to revisit this O i vs. [O i] problem while paying special attention to the topic of the non-LTE correction to be applied, one of the controversial factors in oxygen abundance determination. Toward this aim, we carried out new extensive non-LTE calculations, based on which the numerous published equivalent-width data were reanalyzed to derive the non-LTE abundances, in order to discuss whether or not the abundance descrepancy between O i and [O i] really exists, which we hope to shed some light on the oxygen problem of metal-deficient stars mentioned above.
The purpose of this paper is summarized into the following four points: -First, extensive tables of non-LTE corrections for the O i 7771-5 triplet lines over a wide range of atmospheric parameters are presented, so that they may be applied to late-F through early-K dwarfs/giants of various metallicities. -Second, in order for application of such tables to actual analysis of observational data, we try to find out a useful analytical formula for evaluating non-LTE corrections of these O i triplet lines for any given atmospheric parameters (T eff , log g, ξ) and an observed equivalent width (W λ ).
-Third, we investigate the possibility of a non-LTE effect for the low-excitation forbidden [O i] 6300/6363 lines, for which few such attempt has ever been made. Also, as a supplementary subject related to this study, the influence of the treatment of H i collision on the non-LTE corrections of O i 7771-5 lines was quantitatively estimated, and the consistency of the present choice of this parameter was checked by comparing the abundances of nearby solar-type stars derived from O i 7771-5, O i 6158, and [O i] 6300 lines. In addition, we tried to explain the W λ -dependence of the NLTE corrections for O i 7771-5 in terms of the simple two-level-atom model, which gives us an insight to understanding the mechanism of formation for these triplet lines. These are separately described in Appendices A and B, respectively.
STATISTICAL EQUILIBRIUM CALCULATIONS

Atomic Model
The procedures of our non-LTE calculations for neutral atomic oxygen are almost the same as those described in Takeda (1992) , which should be consulted for details. We only mention here that the calculation of collision rates in rate equations basically follows the recipe described in Takeda (1991) . Especially, the effect of H i collisons, an important key factor in the non-LTE calculation of F-K stars, was treated according to Steenbock & Holweger's (1984) classical formula without any correction as has been done in our oxygen-related works so far, which we believe to be a reasonable choice as far as our calculations are concerned (cf. Takeda 1995, and Appendix A).
There is, however, an important change concerning the atomic model as dscribed below. The model oxygen atom adopted in Takeda (1992) was constructed mainly based on the atomic data (energy level data and gf values) compiled by Kurucz & Peytremann (1972) , with ∼ 30 additional radiative transitions which were missing in their compilation [e.g., resonance transitions whose transition probabilities were taken from Morton (1991) ]. This old model did not include the 2s 2 2p 4 3 P-2p 4 1 D transition (corresponding to [O i ] 6300/6363 lines) explicitly as the radiative transition (i.e., it was treated as if being completely radiatively forbidden in spite of its actually weak connec-tion), simply because it was not contained in Kurucz & Peytremann (1972) . We also noticed that several important UV radiative transitions originating upward from the 2p 4 1 D term (i.e., upper term of [O i] 6300/6363) were also missing in that old model atom for the same reason.
We, therefore, newly reconstructed the model oxygen atom exclusively based on the data of Kurucz & Bell (1995) , with additional transition probability data for 2p 4 1 D-3s 3 S o and 2p 4 1 D3s 5 S o transitions taken from Vienna Atomic Line Database (VALD; Kupka et al. 1999) . Regarding the collisional rate C 1−2 for the [O i] transition (2s 2 2p 4 3 P-2p 4 1 D) mentioned above, the crosssection given in Osterbrock (1974) were used for evaluating the electron colission rates (C e 1−2 ), and the H i collision rates (C H 1−2 ) were estimated by scaling C e 1−2 (cf. Takeda 1991) The resulting atomic model comprises 87 terms and 277 radiative transitions, which is similar to the old one in terms of the complexty but must be significantly improved, especially for studying the formation of [O i] lines (i.e., more realistic treatment of the 1-2 interaction and the inclusion of as many UV transitions connecting to the upper term 2 as possible).
Model Atmospheres
We planned to make our calculations applicable to stars from near-solar metallicity (population I) down to very small metallicity (extreme population II) at late-F through early-K spectral types in various evolutionary stages (i.e., dwarfs, subgiants, giants, and supergiants). We, therefore, decided to carry out non-LTE calculations on the extensive grid of one hundred (5×5×4) model atmospheres resulting from combinations of five T eff values (4500, 5000, 5500, 6000, 6500 K), five log g values (1.0, 2.0, 3.0, 4.0, 5.0), and four metallicities (represented by [Fe/H]) (0.0, −1.0, −2.0, −3.0). As for the stellar model atmospheres, we adopted Kurucz's (1993) ATLAS9 models corresponding to the microturbulent velocity (ξ) of 2 km s −1 .
Oxygen Abundance and Microturbulence
Regarding the oxygen abundance used as an input value in non-LTE calculations, we assumed log ǫ . Namely, the solar oxygen abundance of 8.93 (Anders, Grevesse 1989 ) was adopted for the normal-metal models, while metallicity-scaled oxygen abundance plus 0.5 dex (allowing for the characteristics of α element) was assigned to the metal-poor models.
The microturbulent velocity (appearing in the line-opacity calculations along with the abundance) was assumed to be 2 km s −1 , to make it consistent with the model atmosphere.
NON-LTE CORRECTIONS
Evaluation Procedures
Here, we describe how the non-LTE abundance corrections are evaluated after the departure coefficients, b ≡ n NLTE /n * LTE , have been established by statistical equilibrium calculations.
For an appropriately assigned oxygen abundance (A a ) and microturbulence (ξ a ), we first calculated the non-LTE equivalent width (W NLTE ) of the line by using the computed non-LTE departure coefficients (b) for each model atmosphere. Next, the LTE (A L ) and NLTE (A N ) abundances were computed from this W NLTE while regarding it as if being a given observed equivalent width. We can then obtain the non-LTE abundance correction, ∆, which is defined in terms of these two abundances as
Strictly speaking, the departure coefficients [b(τ )] for a model atmosphere correspond to the oxygen abundance and the microturbulence of log ǫ input O and 2 km s −1 adopted in the calculations (cf. §2.3). Nevertheless, considering the fact that the departure coefficients (i.e., ratios of NLTE to LTE number populations) are (unlike the pupulation itself) not much sensitive to small changes in atmospheric parameters, we applied such computed b values also to evaluating ∆ for slightly different A a and ξ a from those fiducial values assumed in the statistical equilibrium calculations. Hence, we evaluted ∆ for three A a values (log ǫ input O and ±0.3 dex perturbation) as well as three ξ values (2 km s −1 and ±1 km s −1 perturbation) for a model atmosphere using the same departure coefficients.
Results of Computed Corrections
The computation of ∆ values was carried out for five lines: three O i lines of 7771-5 triplet and two [O i] lines of 6300/6363 doublet. We used the WIDTH9 program written by R. L. Kurucz for calculating the equivalent width for a given abundance, or inversely evaluating the abundance for an assigned equivalent width. The adopted line data are summarized in Table 1 .
Here we give only the ξ = 2 km s −1 results for O i 7774.17 (the middle line of the triplet) in Table 2 . 1 Note that, in contrast to the case of permitted O i line, As wil be described in §4.2, the ∆ values for the forbidden [O i] 6300/6363 line turned out to be essentially equal to zero, suggesting the firm validity of LTE.
The complete tables (ξ = 1, 2, and 3 km s −1 results for each of the three triplet lines at 7771.94, 7774.17, and 7775.39Å) are electronically downloadable from the following anonymous ftp site, where the related tables of the numerical coefficients for practical application (cf. §3.3) and a small Fortran program (o74nltec.f) for the user's convenience are also available.
ftp://www.ioa.s.u-tokyo.ac.jp (IP address: 133.11.160.242) directory: /Users/takeda/oxygen_fkstars/
Analytical Formula for Practical Application
It is necessary for us evaluate the non-LTE corrections corresponding to actual equivalentwidth data for stars having a wide variety of atmospheric parameters (T eff , log g, ξ) and metallicity ([Fe/H]), in order to compare them with those derived by others, or to apply them to reanalysis of published data. However, since the raw tabulated values given for each of the individual models (e.g., Table 2 ) are not necessarily convenient for such practical applications, it is desirable to develop a useful formula for this purpose.
This motivation reminded us of the simple unique correlation between W λ (O i 7774.17) and its NLTE correction in metal-poor solar-type dwarfs (5500 K ≤ T eff ≤ 6500K, 3.5 ≤ log g ≤ 4.5, and −2 ≤ [Fe/H] ≤ 0) discussed in Takeda (1994; cf. Fig. 10 therein) . 2 If such a relation really holds also in the present case irrespective of the atmospheric parameters (much wider range than that in Takeda 1994), it would greatly simplify our task. However, according to the ∆ vs. W NLTE relation for O i 7774.17 depicted in Figure 1 (based on the data in Table 2 ), the situation is not such simple; i.e., ∆ is not only a function of W NLTE but also more or less dependent on T eff and log g (and ξ). Nevertheless, a close examination revealed that for given T eff , log g, and ξ, the extent of the non-LTE correction (∆) is a nearly monotonic function of the equivalent width (W λ ) irrespective of the metallicity ([Fe/H]) , and that ∆ = a10
(where W λ is measured in mÅ) is a very good approximation for an appropriately chosen set of (a, b), as far as the line is not too strong (i.e., W λ 100mÅ).
We therefore determined the best-fit coefficients (a, b) for each combination of (T eff , log g, ξ), which are summarized in Tables 4-6 for the O i triplet lines at 7771.94, 7774.17, and 7775.39Å, respectively.
Practically, we first evaluate (a, b) by interpolating this table in terms of T eff , log g and ξ of a star in consideration, which are then applied to equation (1) with the observed equivalent width to obtain the non-LTE correction.
In order to demonstrate the applicability of this formula, we show the error of equation (1) (defined as δ error ≡ ∆ formula − ∆ actual ) as a function of W λ for the case of O i 7774.17 in Figure  2 (compare it with Figure 1 ), where we can see that an accuracy within a few hundredths dex is accomplished as far as W λ 100 mÅ.
DISCUSSION
NLTE Correction for O i Triplet: Comparison with Others
It is interesting to compare the non-LTE corrections for the O i 7771-5 reported in several published studies with those estimated following the procedure described in §3.3 while using the same observational equivalent widths along with the same T eff , log g and ξ as given in the literature. If W λ values for two or three lines of the triplet are available, we computed the corrections for each of the lines and their average was used for the comparison.
4.1.1. Takeda et al. (1998 Takeda et al. ( , 2000 Comparisons with the results of our own previous work, Takeda et al. (1998 Takeda et al. ( , 2000 , are shown in Figures 3a and b .
The non-LTE corrections for O i 7771.94 given in Table 2 of Takeda et al.'s (1998) population I G-K giants analysis are in good agreement with those derived from our approximate formula [Equation (1)], in spite of the fact that extrapolating Table 3 was necessary for stars with (4250 K )T eff < 4500 K.
We can also see that the ∆ values of O i 7771-5 for very metal-poor giants computed by Takeda et al. (2000) are reasonably consistent with those estimated by the procedure proposed in this study. Note, however, that a somewhat large discrepancy is observed in the ξ = 5.1 km s −1 case for HD 184266, where two different ξ values were suggested depending on the lines (O i triplet lines and Fe I lines) used for its determination. This indicates that we should be careful at extrapolating Tables 4-6 to considerably outside of the range they cover (e.g., 1 km s −1 ≤ ξ ≤ 3 km s −1 ).
Generally speaking, as far as the O i 7771-5 triplet lines are concerned, the results of our new calculations reported in this paper (e.g., Table 2 ) are essentially equivalent to our previous studies, in spite of the use of updated new atomic model in connection with the [O i] transition (cf. §2.1). This can be verified also by comparing Table 2 in this paper with Table 7 of Takeda (1994), both of which are practically equivalent. Taking this fact into consideration, we can again confirm from the coincidence shown in Figures 3a and b that Equation (1) with Tables 3-5 is sufficiently accurate and useful for practical applications. Tomkin et al. (1992) and Mishenina et al. (2000) In Tomkin et al. 's (1992) extensive analysis of C and O abundances in (from mildly to very) metal-deficient dwarfs, they performed non-LTE calculations by using a 15 levels/22 lines atomic model while adjusting the H i collision rate by the requirement that the solar O i 7771-5 lines yield the abundance of 8.92 with the solar model atmosphere of Holweger & Müller (1974) . As shown in Figure 4a , the extents of their ∆ values ( 0.1 dex) are appreciably smaller than ours.
4.1.2.
Comparing our ∆ values with the recent non-LTE calculation of Mishenina et al. (2000) , who used an atomic model comprising 75 levels/46 transitions and Steenbock & Holweger's (1984) H i collision formula with a reduction factor of 1/3, we can see that both are in reasonably good agreement in spite of a mild difference in the treatment of H i collision rates (cf. Figure 4b) . Carretta et al. (2000) It is most interesting to compare our ∆ values with those adopted by Carretta et al. (2000) , who reanalyzed the published W λ (O i 7771-5) data of Tomkin et al. (1992) and Edvardsson et al. (1993) Kraft et al. (1992) . Their corrections are based on Gratton et al.'s (1999) NLTE calculations, where they adopted a model oxygen atom of 13 levels/28 transisions and a mild enhancement factor of ∼ 3 (determined by the requirement of O i 7771-5/O i 6158 consistency in RR Lyr variables) applied to classical H i collision rates.
4.1.3.
In Figure 5a , Carretta et al's (2000) NLTE corrections are compared with our corresponding ∆ values, which were evaluated from the W λ (O i 7771-5) data of Tomkin et al. (1992) and Edvardsson et al. (1993) while adopting the T eff and log g values used by Carretta et al. (2000) to make the comparison as consistent as possible. An interesting tendency is observed in this figure. That is, while the extents of their non-LTE corrections for Edvardsson et al.'s (1993) F-G disk dwarfs are systematically smaller than ours, this trend disappears and a good agreement is seen in the case of Tomkin et al.'s (1992) considerably metal-poor halo dwarf stars (their |∆| values are even larger for two stars).
A closer inspection revealed that this is nothing but the metallicity dependence, as shown in This tendency can be understood also by examining Table 10 of Gratton et al. (1999) . We plotted their ∆ vs. W λ (7771.94) relations computed for the log g = 3.0 models of different metallicity in Figures 6a and b , each corresponding to T eff = 5000 K and 6000 K, where our correlation curves [i.e., Equation (1) with the coefficients taken from Table 3 ] are overplotted. It can be seen from Figure 6a that their ∆ values are appreciably smaller than ours for the T eff = 5000 K case, while the strong metallicity-dependence mentioned above is evidently observed for the case of T eff = 6000 K in Figure 6b , which explains the systematic [Fe/H]-dependent difference in ∆ between ours and theirs in Figure 5b .
We have thus recognized that (for given T eff and log g) the non-LTE corrections of the Padova group depend not only W λ but also strongly on [Fe/H], which markedly contradicts our results indicating a unique monotonic function of W λ irrespective of the metallicity. Although we can not decide confidently which is correct, we feel that their results are dubious, simply because physically reasonable explanations appear to be lacking why the extent of the non-LTE correction increases with a decrease in the metallicity. Let us consider some possibilities, for example: -If only electron collisions are involved, a lowered metallicity may lead to an enhancement of the non-LTE effect because of a decrease in the electron density as well as in collision rates (see, e.g., Kiselman 1991 ). Actually, however, H i collisions (which they included even with an enhancement factor of ∼ 3) are of overwhelming importance compared to electron collisions and are practically independent on the metallicity. -The UV ionizing radiation field, which conspicuously depends on the metallicity, does not play such an essential role as in other species, because the O i/O ii ionization balance is determined (nearly in LTE) by very efficient charge-exchange reactions with H i atoms.
We thus regard it difficult to explain why the lowered metallicity can enhance the extent of the non-LTE effect. In fact, this is just the opposite to what our calculation suggests, since the essential factor affecting the dilution of the line source function is the strength of the relevant line which decreases with a lowered oxygen abundance according to the decrease in the metallicity (cf. §4.2 in Takeda 1994). Curiously, however, an inspection of Gratton et al's (1999) Fig. 6 suggests that their non-LTE departure coefficients behave themselves consistently with our computational results (see, e.g., Anyway, it appears to us that Carretta et al.'s (2000) non-LTE corrections, which are based on the calculations of Gratton et al. (1999) , are questionable. This has an important affection: The success of Carretta et al. (2000) in accomplishing the reasonable consistency between O i and [O i] abundances must be mostly due to this tendency that the extent of their non-LTE corrections systematically increases toward a lower [Fe/H] . If such corrections turned out to be dubious, their consequence would have to be reconsidered.
Validity of LTE for the [O i] 6300/6363 Lines
As mentioned in §1, the search for the possibility of the non-LTE effeci in the [O i] lines, based on the new (more realistic) O i atom, was actually one of the main aims in this paper.
According to the present calculation, however, the departure coefficients of the lower term (2s 2 2p 4 3 P; hereinafter referred to as "term 1") and the upper term (2p 4 1 D; hereinafter "term 2") for the [O i] 6300/6363 lines turned out to be essentially equal to unity over almost all atmospheric layers, which guarantees the validity of the assumption of LTE for these forbidden
The reason for this is attributed to the fact that (1) the population of the lower ground term is thermalized relative to the continuum (i.e., accomplishment of LTE polulation) owing to the efficient charge-exchange reaction with H atoms, and (2) these lower and upper terms are strongly coupled with collisions which equalize the b values of these two terms.
It was further found after several test calculations that this is a rather robust conclusion, which may not be affected by any uncertainty in the adopted collisional cross section. That is, although little is known and considerable ambiguities are involved in the collisional rates due to H i atoms for this 1-2 transition (C H 1−2 ; for which we used the scaled value estimated from C e 1−2 ), we obtained essentially the same results even if C H 1−2 was completely neglected; i.e., only the C e 1−2 itself is sufficiently large to bring the b vales of terms 1 and 2 into the same value of unity.
We also carried out a simulation for the limiting test case of completely neglecting the collisional interaction between terms 1 and 2 (C e 1−2 = C H 1−2 = 0). In this case, an appreciable overpopulation in the upper term 2 was observed (the extent of its NLTE departure growing toward the shallower layer) as a result of the downward cascade via the UV transitions connecting to term 2, which makes the NLTE line strength somewhat smaller compared to the LTE value (i.e., a positive correction in terms of ∆ defined in §3.1) because of the resulting inequality of S L /B > 1 in the upper layer. Even in such an extreme case, however, the extent of the computed ∆ value is 0.05 dex in most range of the atmospheric parameters and definitely insignificant in the practical sense. Accordingly, we can confidently conclude that the non-LTE effect can be safely neglected for the [O i] lines, for which LTE must be a valid approximation. We adopted the same T eff , log g, [Fe/H], and ξ values as those used in the literatures, from which the data of equivalent widths were taken. Regarding the model atmospheres, we used Kurucz's (1993) grid of ATLAS9 models (ξ = 2 km s −1 ) which were interpolated with respect to T eff , log g, and [Fe/H] of a star. As in §3.2, Kurucz's WIDTH9 program was invoked for determining the LTE abundance (log ǫ LTE O ) while using the line data given in Table 1 . Then, the [O/Fe] ratio is obtained as
[O/Fe] vs. [Fe/H] Relation
Procedure of Reanalysis
where ∆ is the non-LTE abundance correction, which was evaluated from W λ , T eff , log g, and ξ based on the procedure described in §3.3 [i.e., application of Equation (1) 
2).
Note that the solar oxygen abundance was assumed to be 8.93 (in the usual scale of log ǫ H = 12) according to Anders & Grevesse (1989 
Results of [O/Fe]
We tried to use as many W λ data as possible taken from various sources, though our literature survey is not complete. does exist, without being successfully removed by our non-LTE corrections, unlike the conclusion of Carretta et al. (2000) . We will discuss this problem more in detail in the next section.
O i vs. [O i]: Toward a Unified Solution
Discordance in Halo stars
We have thus confirmed the existence of discrepancy between [O/Fe] This can not be successfully removed by the non-LTE effect though they surely act in the direction of mitigating the discordance. According to our opinion (cf. §4.1.3), the O i vs. [O i] consistency obtained by Carretta et al. (2000) may be nothing but a fortuitous coincidence caused by their questionable non-LTE corrections for the O i 7771-5 triplet (i.e., systematically overcorrected toward a lower metalicity).
It is also unlikely that systematic errors in the T eff scale (affecting mainly on O i) is responsible for the cause of this discrepancy as has been occasionally suspected (e.g., King 1993), since our analysis in §4.3 is based on the mixed data of equivalent width and atmospheric parameters taken from a variety of sources.
Hence, we would consider that this discordance in halo stars is more or less inevitable as far as the conventional abundance determination method is concerned (i.e., "standard" non-LTE calculations as well as model atmospheres); that is, a challengingly novel modeling would be required to bring them into agreement.
Which Represents the Truth?
Then, which solution is correct, or in other words, which yields the wrong abundances, O i 7771-5 or [O i] 6300/6363 ?
We decided to invoke the following guiding principle: If we assume that the origin of the error is concerned with some stellar physical property which is not appropriately modeled, it is reasonable to expect that abundance discrepancies shown by the erroneous side (whichever O i or [O i]) may show some kind of systematic tendency in terms of stellar parameters (say, T eff or log g), since any stellar physical environment must undergo a distinct change if these parameters vary substantially. And, in an ideal case, the discordance might asymptotically disappear if we go to either limit of the parameter variation.
Motivated by this thought, we paid attention to [O/Fe] . Table 6 ). Namely, in the former case, on the assumption that O i abundances are "wrong",we investigate their departure from the "correct" [O i] abundance; while in the latter case, we consider just the opposite. The dependence of former quantity for each stars is plotted in Figure 8 with respect to T eff (a) and log g (b), while that of the latter is similarly shown in Figure 9 .
In Figure 8 , what we observe is only a large scatter around the mean of ∼ +0.3, which is presumably caused by the strong T eff -sensitivity of these high-excitation O i 7771-5 lines.
Interestingly, however, we notice a weak trend in Figure 9, 
Possiblity of [O i] Weakening
Let us assume as a working hypothesis that [O i] lines yield abundances that are erroneously weak, and the extent of the error increases with a lowering of T eff as well as in log g, What could cause this effect?
Since the possibility of a non-LTE effect may be ruled out for these [O i] lines as described in §4.2, an interpretation which appears promising to us is the hypothesis once proposed by Langer (1991) ; that is, a weakening mechanism invoking that the [O i] emission coming from a circumstellar envelope overlaps the photospheric [O i] absorption line (see also Takeda et al. 2000) . We suspect that the essense of this weak trend implied by Figures 9a and b , an increase of the discrepancy with a lowering of T eff as well as log g, is nothing but its log g-dependence, since T eff and log g show a close positive correlation in metal-poor giants reflecting their positions on the HR diagram (see, e.g., Fig. 3 of Pilachowski et al. 1996) . According to this view, the implication of Figure 9 is that a weakening of [O i] 6300/6363 lines becomes more conspicuous as the surface gravity is lowered (i.e., more extended atmosphere). It is then natural to imagine that a circumstellar emission Admittedly, what has been described above is not so much strictly logical as rather imaginative. We suggest that the decisive touchstone would be a trial of extremely high S/N (∼ 10 3 ) observations of [O i] lines in very metal poor stars (giants as well as high-gravity dwarfs). If the "filled-in emission" hypothesis is really the case, some characteristic signature of overlapping component is expected in the line profile of [O i] absorption lines in giants. And if our interpretation is correct, the [O i] vs. O i discrepancy would not be observed any more in very metal-poor dwarfs (such like HD 140283 in Figure 9 ).
CONCLUSION
For the purpose of investigating the line formation of O i 7771-5 lines of IR triplet and [O i] 6300/6363 lines especially concerning the consistency of the oxygen abundances derived from these two in metal-poor disk/halo stars, we carried out non-LTE calculations with a new atomic model of oxygen on an extensive grid of model atmospheres (4500 K ≤ T eff ≤ 6500 K, 1 ≤ log g ≤ 5, and
In order to make the resulting non-LTE abundance corrections of O i 7771-5 lines more useful for practical applications, we derived an analytical formula with appropriate coefficients computed and tabulated in a grid of atmospheric parameters, by which the non-LTE correction is easily evaluated for any given set of W λ , T eff , log g and ξ.
We discussed our non-LTE corrections for the O i triplet lines while comparing them with those derived from other studies published so far. The most important result of this comparison is that we could not reproduce the trend of the non-LTE correction deived by Carretta et al. (2000) , the systematic [Fe/H]-dependence of which is essentially the reason for their success of accomplishing the O i vs. [O i] consistency. We consider that their consequence should be viewed with caution, until the cause of such a metallicity effect is reasonably clarified.
Based on our calculations, we arrived at a robust conclusion that the non-LTE effect for the [O i] 6300/6363 lines can be safely negligible and thus LTE is a valid approximation.
We reanalyzed the various published equivalent-width data of O i 7771-5 and [O i] 6300/6363 lines (while the non-LTE effect is taken into account for the former based on our calculations), in order to study the behavior of [O/Fe] Inspecting the dependence of discrepancy upon T eff and log g, we suspect that the cause of the discordance (increasing with a lowered log g) is on the side of the [O i] lines, which may have been somehow weakened by a mechanism which is not taken into account in the standard line formation calculation. Langer's (1991) hypothesis (an overlapping emission from the extended atmosphere) may be worth further investigation as a possibility for such a line-weakening mechanism. Boesgaard et al. 1999; Israelian et al. 1998 Israelian et al. , 2001 .
A. ON THE EFFECT AND TREATMENT OF H I COLLISION
The collisional rate due to neutral hydrogen atoms is regarded to be one of the important ambiguous factors in non-LTE calculations on late-type stellar atmospheres. A rough classical formula derived by Steenbock and Holweger (1984) is available for this (see Takeda 1991 for more detailed description on the standard classical recipe adopted). However, because of its nature of only an order-of-magnitude accuracy, a correction factor is often introduced, by which this classical rate is to be multiplied. We express this factor as 10 h by using the logarithmic correction (h). Negative h leads to the suppression of the H i collisional rates compared to the classical case, which increases the extent of the NLTE abundance correction (|∆ log ǫ|); and vice versa. This situation is depicted in Figure 10 , where the h-dependence of ∆ log ǫ for the O i 7774.18 line is shown, which was calculated for selected representative models.
As mentioned in §2.1, we used h = 0 (as was done by Takeda 1991, 1994) throughout this paper, which means the simple adoption of the classical treatment without any correction. This choice stems from the detailed investigation of Takeda (1995) , where h = 0.0(±0.5) was concluded from the analysis of the solar flux spectrum based on (1) the comparision of the solar oxygen abundance derived from O i 7771-5 lines with the average of other 15 weaker lines and (2) the profile-fitting of these near-IR triplet lines.
It may be worthwhile, from another point of view, to check the consistency of this treatment on nearby solar-type stars, which have been recently analyzed by Takeda et al. (2001) to study the abundance characteristics of planet-harboring stars. Figure 11 shows the comparison of the non-LTE abundance of O i 7771-5 triplet (with the NLTE correction obtained by using the formula described in this study) with the LTE abundance of O i 6158.2 (a) and [O i] 6300.3 (b), which were derived from either equivalent-widths or spectrumsynthesis technique (with the same line data as given in table 2) as described in Takeda et al. (2001) . Note that we neglected the non-LTE corrections for these latter two lines since their extents are 0.05 dex at most for those solar-type dwarf stars (cf . Tables 3 and 8) .
We can see from Figure 11 (a) that log ǫ O 6158 and log ǫ O 7771−5 are in satisfactory agreement with each other, which confirmes that our choice of h = 0 is surely reasonable.
Meanwhile, for the case of 6300 vs. 7771-5 comparison shown in Figure 11 (b), the scatter is comparatively large, which makes this figure less useful for the purpose of checking the adequacy of h. Presumably, this appreciable spread may be due to the large difference in the T eff -sensitivity of these two lines (in contrast to the case of 7771-5 and 6158 which have almost the same T effdependence). A close inspection of Figure 11(b) sugests that the 6300 abundance tends to be somewhat larger especially for the case of higher oxygen abundance (log ǫ 0.0), for which two reasons may be suspected; i.e., the possible inaccuracy in the adopted gf value and/or the effect of blending. That is, according to the recent study of the solar [O i] 6300 line profile by Allende Prieto et al. (2001) , the Ni i line at 6300.34Å makes an appreciable contribution to this feature. Our neglect of this effect may have cause an overestimation. In addition, their paper suggests that the most recently calculated gf value is log gf ([O i] 6300) = −9.72, which is by +0.1 dex larger than that adopted in this study. This may have resulted in an overestimated log ǫ O 6300 .
We finally remark that, even if our log ǫ O 6300 values have been overestimated either due to the use of underestimated log gf or due to the blending effect of the Ni line, our conclusion of 6300 vs. 7771-5 abundance discrepancy (cf. §4.3.2) can not be changed at all (i.e., because the discordance would become even larger).
B. INTERPRETATION OF THE TRIPLET-LINE FORMATION WITH THE TWO-LEVEL-ATOM MODEL
The results found in §3.3, that the NLTE correction for the O i 7773 triplet (for given T eff , log g, and ξ) is a monotonic function of W λ irrespective of the metallicity, might at first appear strange. However, a reasonable explaination can be made for this tendency as described below (see also §2.2 of Takeda 1994).
The key to understanding this is the fact that the non-LTE departure of this triplet is (1) essentially due to the dilution of the line source function (S L ), which is caused by an appreciable underpopulation of the upper term (3p 5 P) by the escape of photons from the surface at the optically-thin region, and (2) not due to the variation of the line-opacity since the lower term (3s 5 S o ) of this transition is nearly in LTE 3 in the line-forming region of solar-type stars (cf. Figure  7 in Takeda 1994). In such a case, the formation of this O i triplet can be interpreted by the classical scattering model with the simple "two-level plus continuum" atom extensively discussed by Hummer (1968) . Even with this simple model, he could show that the extent of the dilution in S L is determined by (a) the photon-desctruction probability defined as the ratio of the radiative to collisional (downward) transition probability (ǫ ′ ≃ C 21 /A 21 ; cf. equation in Mihalas 1978) and (b) the relative importance of the thermalizing continuum determined by the continuum-to-line 3 This is attributed to the interaction with the ground term (i.e., the direct collisional coupling and/or via the collision with the closely lying 3s 3 S o term connecting to the ground term by thermalizing radiation) where most of the oxygen atoms are populated in LTE. Hummer 1968) . Namely, the problem in question can be explained as follows: (i) For the same ǫ ′ (i.e., atmospheres with the same temperature and density), the extent of β essentially controles the dilution of S L is (i.e. the smaller β, the more enhanced NLTE effect).
(ii) On the other hand, the extent of the dilution in S L naturally determines the importance of the NLTE effect (i.e., the extent of the NLTE correction) as well as the strength of the observed line (i.e., equivalent width) in this case of scattering line formation. We now understand from "fact (ii)" that a close relationship exists between the strength of the O i 7771-5 triplet lines and the corresponding non-LTE corrections. Meanwhile, "fact (i)" simply tells that the essential key parameter is β only (for the same ǫ ′ ), which further suggests that the difference in the metallicity does not play any essential role in the present problem. Namely, as far as the continuum-to-line opacity ratio is the same (along with T eff and log g), the same extent of S L , the same equivalent width, and the same non-LTE correction are expected irrespective of the metallicity, thus yielding the same W λ vs. log ǫ correlation.
It may be instructive to compare the results from a simple simulation based on such a "twolevel plus continuum" model with the actually obtained W λ vs. log ǫ relation shown in Figure  1 . Though the value of ǫ ′ is strongly depth-dependent in real atmospheres, we found ǫ ′ ∼ 1 (dwarfs) and ǫ ′ ∼ 0.1 (supergiants) in the line-forming region from actual model calculations. We adopted the Milne-Eddington model assuming the depth-independent line-to-continuum opacity ratio η (≡ 1/β) and the linear form of the Planck function, B(τ ) ≡ B 0 + B 1 τ = B 0 (+B 1 /B 0 τ ) (τ : continuum optical depth). We fixed B 0 = 1 and changed the gradient B 1 (= B 1 /B 0 ). Again the determination of this gradient at 7773Å is rather difficult since it is not linear in terms of τ in actual cases, but we tentatively chose by inspection of the model atmospheres B 1 = 2 (low T eff case) and B 1 = 1 (high T eff case). Hence, the radiative transfer problems (two-level-atom plus continuum, complete frequency redistribution, and the pure Gaussian line profile) investigated by Hummer (1968) were numerically solved by using the Rybicki's (1971) scheme for various values of η (≡ 1/β) ranging from 10 −2 to 10 3 for each of the three combinations of (B 1 , ǫ ′ ); (2, 1), (2, 0.1), and (1, 1). And then the emergent flux spectra were computed from the resulting solution of the source function (NLTE case), along with the LTE case of S L = B (i.e., the limit of ǫ ′ → ∞), to obtain the equivalent width (W ).
In Figure 12 are shown the LTE and NLTE curves of growth [panel (a)], and the corresponding NLTE correction ∆ log η (≡ log η NLTE − log η LTE ; i.e., difference of the abscissa for a given W ) as a function of W NLTE [panel (b)]. We can see from Figure 12 (b) that the computed ∆ log η vs. W NLTE curves well resemble (at least qualitatively) the W λ vs. log ǫ relations observed in Figure 1 , in the sense that they can be approximated with the functional form of Eq. (1).
It is worthwhile commenting on the effects of chaging ǫ ′ or B 1 observed in Figure 12 (b). As expected, the extent of the NLTE correction increases with a decrease in ǫ ′ . Meanwhile, that |∆ log η| is larger for a smaller gradient (B 1 ) of the Planck function may be attributed to the decreased sensitivity of W LTE (to a change in η) owing to the lessened gradient (i.e., W LTE is relatively more affected by the Planck function B, in contrast to the NLTE case which is mainly controlled by the radiation field). It should be noted that these two qualitative behaviors concluded from our simple model reasonably explain the tendencies observed in Figure 1 . That is, the larger |∆ǫ| for a lowered gravity (at a given W λ ) is reasonably explained by the ǫ ′ -dependence described above. Meanwhile, regarding the tendency of larger |∆ǫ| for a higher T eff (at a given W λ ), the above-mentioned effect of decreased B 1 may be responsible for it. Kurucz This preprint was prepared with the AAS L A T E X macros v5.0. (1)] for evaluating the non-LTE correction, corresponding to each of the atmospheric models (T eff and log g values shown in columns 1 and 2) for three values of the microturbulent velocity (ξ = 1, 2, and 3 km s −1 ). The "W range" gives the minimum and the maximum value of the equivalent-width data (in mÅ) based on which the coefficients were established (i.e., indication of the range of the W λ values to which the formula with these coefficients can be applied).
-25 - Table 2 for more details. Table 2 . Results corresponding to each of the models are discerned by differences in symbols. (a): high gravity cases (log g = 5.0, 4.0, and 3.0); (b): low gravity cases (log g = 3.0, 2.0, and 1.0). Fig. 2. -Error of the analytical expression for the non-LTE correction (O i 7774.17, ξ = 2 km s −1 ), ∆ log ǫ = a10 bW λ with the coeffcients (a, b) given in Table 4 , relative to the exactly calculated value (Table 2, Figure 1 ). Similarly to Figure 1 , the results are shown as functions of W λ . Gratton et al. (1999) for O i 7771.94 (large symbols) and our relevant (metallicity-independent) analytical relation (solid line; which was determined so as to fit the original data shown by the small open circles). (a): T ef = 5000 K, log g = 3.0; (b): T ef = 6000 K, log g = 3.0. (b) log g. The rather isolated point at high T eff (5755 K) and high log g (3.66) corresponds to HD 140283, the W λ (6300) data (0.5 mÅ) for which was taken from Carretta et al. (2000) . Otherwise, the same as in Figure  8 . Table 2 for the meaning of the code given each model in the figure. 
