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Strange attractors for Overbeck -Boussinesq model
Sergei Vakulenko
Abstract. In this paper, we consider dynamics defined by the Navier-Stokes
equations in the Oberbeck-Boussinesq approximation in a two dimensional do-
main. This model of fluid dynamics involve fundamental physical effects: con-
vection, and diffusion. The main result is as follows: local semiflows, induced
by this problem, can generate all possible structurally stable dynamics defined
by C1 smooth vector fields on compact smooth manifolds (up to an orbital
topological equivalency). To generate a prescribed dynamics, it is sufficient to
adjust some parameters in the equations, namely, the viscosity coefficient, an
external heat source, some parameters in boundary conditions and the small
perturbation of the gravitational force.
1. Introduction
The hypothesis that turbulence can be generated by strange (chaotic) attractors
was pionereed in [16, 17]. In this paper, an analytical proof of this hypothesis for
the Oberbeck-Boussinesq (OB) approximation of Navier-Stokes equations is stated.
The OB equations describes a model of fluid dynamics, which involves fundamental
effects: convection and heat transfer. Boussinesq flows are common in nature (such
as atmospheric fronts, oceanic circulation), and industry. It is known the OB
approximation is very accurate for many flows important in applications [6].
The main result of this paper can be outlined as follows. We consider the
initial boundary values problem (IBVP) defined by the Navier-Stokes equations
in the OB approximation and standard boundary conditions on a rectangle Ω ⊂
R2. Global semiflows, induced by that IBVP, can generate all possible hyperbolic
dynamics defined by C1-smooth vector fields on finite dimensional compact smooth
manifolds (up to an orbital topological equivalencies). The well known examples of
hyperbolic dynamics with a ”chaotic” behaviour are the Anosov flows, the Smale
A-axiom systems and the Smale horseshoes [20, 12, 9]. To generate a prescribed
hyperbolic dynamics, it is sufficient to adjust some parameters involved in the IBVP
formulation, in particular, the viscosity coefficient ν, a spatially inhomogeneous heat
source and a small spatially inhomogeneous perturbation of the gravitational force.
The main technical tool used in the proof is the method of realization of vector
fields (RVF) proposed by P. Pola´cˇik [18, 19, 4]. Let us outline the RVF method
and some previously obtained results.
Let us consider an IBVP associated with a system of PDE’s and involving a
parameter P . Assume that for each value of P that IBVP generates a global semi-
flow St. We obtain then a family F of global semiflows StP , where each semiflow
1
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depends on the parameter P . Suppose that for an integer n > 0 there is an ap-
propriate value Pn of the parameter P such that the corresponding global semiflow
StPn has an n- dimensional finite C
1 -smooth locally invariant manifold Mn. The
semiflow StPn , restricted to Mn is defined by a vector field Q onMn. Then we say
that the family StP realizes the vector field Q.
By these realizations it is shown that semiflows associated with some special
quasilinear parabolic equations in two dimensional domains can generate compli-
cated hyperbolic dynamics [19, 4]. For a large class of reaction-diffusion systems
the RVF method allows us to prove existence of chaotic attractors [23]. One can
show that, for each integer n, semiflows induced by these systems can realize a
dense set in the space of all C1-smooth vector fields on the unit ball Bn ⊂ Rn
[23]. Therefore, such systems generate all structurally stable ( persistent under
sufficiently small C1- perturbations) dynamics, up to orbital topological equiva-
lency [20, 12]. The families of the semiflows enjoying such property of the dense
realization can be called maximally complex. If a family of semiflows is maximally
complex, that family generates all hyperbolic dynamics on finite dimensional com-
pact smooth manifolds. By this terminology, the main result of this paper is as
follows. The family of semiflows, associated with the IBVP’s generated by the OB
equations, is maximally complex (see Theorem 4.1).
Using the RVF method for the OB equations we encounter the following main
difficulty: how to reduce the OB dynamics to a system of differential equations
with quadratic nonlinearities
(1.1)
dX
dt
= K(X) +MX + f, X ∈ RN ,
where X(t) is a unknown function, X = (X1, ..., XN ) ∈ RN , K(X) is a quadratic
term, f ∈ RN , the linear term MX is defined by a N × N matrix M . This
reduction is based on a construction of locally attracting invariant manifolds MN
for the OB equations. To this end, we choose the IBVP parameters in a special way,
since it is impossible to prove existence of locally attracting invariant or inertial
manifolds for the general OB equations. We adjust the parameter P such that
a linear operator L, that determines the linearization of the OB equations, has
special spectral properties. Namely, this operator has N zero eigenvalues and all
the rest spectrum of L lies in the negative half plane and it is separated by a positive
barrier from the imaginary axis. To find the operator L having such properties is
not easy, and the construction of L is a main technical part of the paper. The
further application of the RVF method to (1.1) follows works [24, 25, 23] with
small modifications.
Let us outline this reduction on MN in more detail. We are seeking for a
solution (v, u), where v is the fluid velocity, u is the temperature (or the impurity
density), x, y are horizontal and vertical coordinates, respectively, and the grav-
itational force is directed along y. Let us assume that the solutions are small
perturbations of the flow v = 0, u = U(y), which have the form v = γv˜, u(x, y, t) =
U(y)+ γu1(x, y)+ γw(x, y, t), where v˜, w are new unknown functions, the terms U
and u1 are adjusted in a special way and γ > 0 is a small parameter. The operator
L is defined via U and L does not depend on γ. The function u1 defines the matrix
M in equations (1.1).
Since U depends only on y, we can separate variables in the spectral problem for
the operator L (this method is well known, see [5, 8]). Eigenfunctions of L have the
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form ek = (Ψk(y) sin(kx),Θ(y) cos(kx))
tr with eigenvalues λk, where k = 1, 2, ... .
In the classical approach U(y) is a linear function of y [5, 8]. Then one obtains that
there are possible bifurcations, where λk changes its sign at a value P0 for a k = k0.
For small Re λ(k0) > 0 and γ > 0 the solution is Xek0 (up to small corrections)
and the magnitude X can be obtained from a simple nonlinear equation for X .
In this paper, the main trick is as follows. We take U as a fast decreasing
exponent perturbed by a small polynomial, U = CU b
1−s1 exp(−by) + µyPN (y),
where µ = b−s2 , s1, s2 ∈ (0, 1), b is a large parameter, independent of γ and CU
is a parameter of the order 1 (it does not depend on b for large b). The function
PN is a polynomial of the degree N . For each k the spectral problem for L can
be reduced to a nonlinear equation for λk. In the limit b → ∞, ν → +∞, and if
PN (y) ≡ 0, the equation for λk has a simple limit form, which does not involve k.
Furthermore, we can use the small term µPN to control location of the roots λk
of this equation. Namely, let us choose some k1, k2, ..., kN << b. Under a special
choice of PN ,CU and some other parameters we have λk = 0, k = k1, k2, ..., kN ,
whereas all others λk satisfy Re λk < −δ(b), where δ > 0. When we vary CU , all
λk with k = kj pass through 0 simultaneously. In this case there is a bifurcation,
which involves a number of the unstable modes ek (this effect was found in [24] for
the Marangoni problem).
The special spectral properties of the operator L allow us to proceed the reduc-
tion of the OB equations to (1.1) by a quite routine procedure, which uses the well
known results of invariant manifold theory [10, 1, 2]. This procedure shows that
K and M depends on the problem parameters differently, namely, the coefficients
involved in K depend on the eigenfunctions of L whereas M is a linear functional
M = M [u1] of u1(x, y). We show that, as u1 runs over the set of all smooth func-
tions defined on Ω, the range of this functional is dense in the linear space of all
N × N -matrices. This fact allows us to apply the results on quadratic systems
(1.1) from Sect. 10 and completes the proof.
Note that systems (1.1) have important applications, in particular, in chem-
istry, where they describe bimolecular chemical reactions [26], and for population
dynamics. Results on existence of complex dynamics for (1.1) were first obtained in
[13] (see also [26]). In [25] the RVF method is applied to investigate dynamics of
systems (1.1). It is shown that systems (1.1) generate a maximally complex family
of semiflows, where parameters are N,M , coefficients of the bilinear form K and
f . In this paper, we are dealing with a more complicated situation, when the co-
efficients of the quadratic forms K(X,X) are fixed. This difficulty is not too hard
and it can be overcome by the methods of the invariant manifold theory [10, 2, 1]
that allows us to reduce systems (1.1) of large dimension to analogous systems of
smaller dimension, where the coefficients, which define K(X) can be considered as
free parameters (for more detail, see Sect. 10 and [24]).
In physical words, one can say that the interaction of the corresponding slow
modes associated with the eigenfunctions ekj can generate a complicated dynamics
and spatio-temporal patterns. The relations, obtained in the paper, give an ana-
lytical description of spatio-temporal patterns induced by strange attractors. The
patterns are similar to found in [24] for Marangoni flows, they are quasiperiodic in
x, and have the boundary layer form, i.e., located at the top boundary y = 0.
The paper is organized as follows. In the next sections we formulate the problem
and describe the RVF method. In Sect. 4 we state the main result. In Sect. 5 it
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is shown that the IBVP is well posed and defines a global semiflow. In the next
section we introduce the operator L. In Sect. 7, which is a key technical part of the
paper we investigate that operator, and show that L has needed spectral properties.
In Sect. 8 we prove existence of the finite dimensional invariant manifold. In Sect.
9 we check conditions, which is critically important for the RVF method. Here we
show that, for each fixed N , by a choice u1(x, y), we can obtain any prescribed
matrices M . In Sect. 10 we consider quadratic systems (1.1). The remaining part
of the proof is stated in Sect. 11.
Below we use the following standard convention: all positive constants, indepen-
dent of the parameters b, γ and ν, are denoted by ci, Cj . To diminish a formidable
number of indices i, j, we shall use sometimes the same indices assuming that the
constants can vary from a line to a line.
2. Statement of the problem
We consider the Oberbeck- Boussinesq of the Navier Stokes equations:
(2.2) vt + (v · ∇)v = ν∆v −∇p+ κe(1 + γg1)(u− u0),
(2.3) ∇ · v = 0,
(2.4) ut + (v · ∇)u = ∆u+ η,
where v = (v1(x, y, t), v2(x, y, t))
tr, u = u(x, y, t), p = p(x, y, t) are unknown func-
tions defined on Ω× {t ≥ 0}, the domain Ω is a rectangle, Ω = [0, π]× [0, h] ⊂ R2.
Here v is the fluid velocity, where v1 and v2 are the normal and tangent velocity
components, ν is the viscosity coefficient, p is the pressure, u is the temperature,
η(x, y) is a function describing a distributed heat source, v · ∇ denotes the advec-
tion operator v1
∂
∂x + v2
∂
∂y . The unit vector e is directed along the vertical y-axis:
e = (0, 1)tr, κ is the coefficient of thermal expansion and a constant u0 is the ref-
erence temperature. The term γg1(x, y) is a space inhomogeneous perturbation of
the gravitational force, where γ > 0 is a small parameter, and g1(x, y) is a smooth
function. We assume that the non-perturbed density ρ0 = 1.
The initial conditions are
(2.5) v(x, y, 0) = v0(x, y), p(x, y, 0) = p0(x, y), u(x, y, 0) = u0(x, y).
The function u satisfies the boundary conditions
(2.6) ux(x, y, t)|x=0,pi = 0,
and
(2.7) uy(x, y, t)|y=0 = βu(x, 0, t), uy(x, y, t)|y=h = β1u(x, h, t).
For the fluid velocity we set conditions of the free surface at the vertical bound-
aries x = 0, π :
(2.8) v1(x, y, t)|x=0,pi = 0, ∂v2(x, y, t)
∂x
|x=0,pi = 0
and the no-flip condition at y = 0, y = h:
(2.9) v(x, y, t)|y=0,h = 0.
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3. RVF method
Before to formulate the main theorem, let us describe the method of the re-
alization of vector fields (RVF) invented by P. Pola´cˇik (see [18, 19]). We change
slightly the original version to adapt it for our goals.
Let us consider a family of local semiflows StP in a fixed Banach space B. As-
sume these semiflows depend on a parameter P ∈ B1, where B1 is another Banach
space. Denote by Bn(R) the ball {q : |q| ≤ R} in Rn, where q = (q1, q2, ..., qn) and
|q|2 = q21+ ...+ q2n. For R = 1 we will omit the radius R, Bn = Bn(1). Remind that
a set M is said to be locally invariant in an open set W ⊂ B under a semiflow St
in B if M is a subset of W and each trajectories of St leaving M simultaneously
leavesW . In this paper, allW are tubular neighborhoods of the balls Bn(R), which
have small widths. Consider a system of differential equations defined on the ball
Bn:
(3.10)
dq
dt
= Q(q),
where
(3.11) Q ∈ C1(Bn), sup
q∈Bn
|∇Q(q)| < 1.
Assume the vector field Q is directed strictly inward at the boundary ∂Bn = {q :
|q| = 1}:
(3.12) Q(q) · q < 0, q ∈ ∂Bn.
Then system (3.10) defines a global semiflow on Bn. Let ǫ be a positive number.
Definition 3.1. (realization of vector fields) We say that the family of
local semiflows StP realizes the vector field Q (dynamics (3.10)) with accuracy ǫ
(briefly, ǫ - realizes), if there exists a parameter P = P(Q, ǫ, n) ∈ B1 such that
(i) semiflow StP has a locally invariant in a open domain W ⊂ B and locally
attracting manifold Mn ⊂ B diffeomorphic to the unit ball Bn;
(ii) this manifold is embedded into B by a map
(3.13) z = Z(q), q ∈ Bn, z ∈ B, Z ∈ C1+r(Bn),
where r > 0;
(iii) the restriction of the semiflow StP to Mn is defined by the system of dif-
ferential equations
(3.14)
dq
dt
= Q(q) + Q˜(q,P), Q ∈ C1(Bn),
where
(3.15) |Q˜(·,P)|C1(Bn) < ǫ.
Definition 3.2. Let Φ be a family of vector fields Q, where each Q is defined
on a ball Bn, positive integers n may be different. We say that the family F of local
semiflows StP realizes the family Φ if for each ǫ > 0 and each Q ∈ Φ the filed Q can
be ǫ -realized by the family F .
We say that the family F is maximally dynamically complex if that family
realizes all C1- smooth finite dimensional fields defined on all unit balls Bn.
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4. Main results
The IBVP defined by (2.2) -(2.9) involves the coefficients ν, h, γ, β, β1 and the
functions η(x, y), g1(x, y). We set P = {h, ν, γ, β, β1, u0, η(·, ·), g1(·, ·)}. The main
result is as follows:
Theorem 4.1. The family of the semiflows defined by IBVP (2.2) -(2.9) is
maximally dynamically complex, that is, for each integer n, each ǫ > 0 and each
vector field Q satisfying (3.11) and (3.12), there exists a value of the parameter
P(Q, ǫ) such that IBVP (2.2) -(2.9) defines a semiflow StP , which ǫ-realizes the
vector field Q.
Persistence of hyperbolic sets [12] and some additional arguments then implies
the following corollary.
Theorem 4.2. The family of semiflows StP induced by IBVP (2.2) -(2.9) gen-
erates all (up to orbital topological equivalencies) hyperbolic dynamics on compact
invariant hyperbolic sets defined by C1-smooth vector fields on finite dimensional
smooth compact manifolds.
In particular, we obtain that the OB dynamics can generate Smale axiom A
flows, Ruelle-Takens attractors [16, 17] and the Anosov flows.
5. Existence and uniqueness
5.1. Function spaces and embeddings. We use the standard Hilbert spaces
[10]. We denote by H the closure in L2(Ω,R
2) of the set of C1-smooth vector val-
ued functions v = (v1, v2) such that ∇ · v = 0 and satisfying boundary conditions
(2.8), (2.9).
The space H is equipped by norms || ||, where ||v||2 = 〈v1, v1〉 + 〈v2, v2〉 and
〈, 〉 is the inner product in L2(Ω) defined by
(5.16) 〈f, g〉 =
∫ h
0
∫ pi
0
f(x, y)g(x, y)dxdy.
Let us denote by Hα the fractional spaces
(5.17) Hα = {v ∈ H : ||v||α = ||(I −∆D)αv|| <∞},
here ∆D is the Laplace operator with the domain corresponding to boundary con-
ditions (2.8), (2.9). Let H˜α be another fractional space associated with L2(Ω):
(5.18) H˜α = {u ∈ L2(Ω) : ||u||α = ||(I −∆N )αu|| <∞},
where ∆N is the Laplace operator with the domain corresponding to the boundary
conditions (2.6), (2.7). Below we omit the indices N,D.
The Sobolev embeddings
(5.19) H˜α ⊂ Cs(Ω), 0 ≤ s < 2(α− 1/2),
and
(5.20) H˜α ⊂ Lq(Ω), 1/q > 1/2− α, q ≥ 2
will be used below, and analogous embeddings for Hα. We consider IBVP (2.2)-
(2.9) in the phase space H = H × H˜.
In coming subsection our aim is to prove that the IBVP (2.2)-(2.9) defines a
global semiflow.
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5.2. Evolution equations. To show local existence of solutions we use the
standard semigroup methods. Let P be the Leray projection (see [22]) and v ∈ PH .
Then we can rewrite our IBVP as an evolution equation for the pair z = (v, u)tr:
(5.21) zt = Az + F (z),
where
A = (νP∆D,∆N )
tr, F = (F1, F2)
tr,
F1 = P
(
− (v · ∇)v + κe(1 + γg1)(u− u0)
)
,
F2 = −(v · ∇)u + η.
By (5.20) we observe that
(5.22) ||(v · ∇)v|| ≤ |v|∞||v||α
where α ∈ (1/2, 1) and |f |∞ denotes the supremum norm:
|f |∞ = sup
x,y∈Ω
|f(x, y)|, |v|∞ = |v1|∞ + |v2|∞.
Estimate (5.22) and an analogous estimate for ||(v · ∇)u|| show that for α > 1/2
the map F is a bounded C1- map from a bounded domain in Hα = Hα × H˜α to H
[10]. This fact implies a local existence and uniqueness of solutions of (5.21). So,
eq. (5.21) defines a local semiflow in H .
Proposition 5.1. Let β > 0 and β > β1. Then the IBVP defined by (2.2)
-(2.9) generates a global semiflow in H.
Proof. Global existence and boundedness of solutions can be derived by the
differential inequalities
(5.23)
1
2
d||v||2
dt
≤ −ν||∇v||2 + κ(1 + γ|g1|∞)||v2||||u− u0||,
and
(5.24)
1
2
d||u||2
dt
≤ −||∇u||2 + ||η||||u||+ c1||v2||||u||+ Iβ(u),
where
(5.25) Iβ(u) = β1
∫ pi
0
u2(x, h)dx − β
∫ pi
0
u2(x, 0)dx.
For β > 0 one has
(5.26) Iβ ≤ β¯1
∫ pi
0
(u2(x, h) − u2(x, 0))dx = β¯1
2
∫ h
0
∫ pi
0
uyudxdy,
where β¯1 = max{β1, 0}. Thus for each a > 0
(5.27) Iβ ≤ β¯1
2
||uy||||u|| ≤ β¯1
4
(a||∇u||2 + a−1||u||2).
Choosing an appropriate a we see that inequalities (5.23), (5.24) and estimate (5.27)
lead to by a priori estimate ||u(·, ·, t)||+ ||v(·, ·, t)|| < c2 exp(c3t) for all t ≥ 0. Thus,
we can conclude that eq. (5.21) defines a global semiflow in H. 
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6. Linearization of the problem
First we follow the standard approach developed for the Rayleigh- Be´nard con-
vection [5, 8] but with small modifications.
Let U(y) be a C∞-smooth function of y ∈ [0, h] such that
(6.28)
dU
dy
|y=0 = βU(0),
(6.29)
dU
dy
|y=h = β1U(h).
For sufficiently small γ and u0 such that u0 > |U |∞ we set
(6.30) u1 = −g1(U − u0)(1 + γg1)−1.
We suppose that
(6.31)
∂g1(x, y)
∂x
|x=0,pi = 0 ∀ y ∈ [0, h],
and
(6.32) g1(x, y)|y=0,h = 0 ∂g1(x, y)
∂y
|y=0,h = 0 ∀ x ∈ [0, π].
Then
(6.33)
∂u1(x, y)
∂x
|x=0,pi = 0 ∀ y ∈ [0, h],
and
(6.34)
∂u1(x, y)
∂y
|y=0 = βu1(x, 0) ∀ x ∈ [0, π],
(6.35)
∂u1(x, y)
∂y
|y=h = β1u1(x, h) ∀ x ∈ [0, π].
Assume that
η = η0 + γ
2η1, η0 = −∆(U + γu1),
where η1 is a smooth function, which will be considered as a parameter. Let us
represent u and v as
(6.36) u = U + γu1 + γw, v = γv˜,
where w, v˜ a new unknown functions. Taking into account that the Leary projection
of a gradient field is zero, and using substitution (6.36) we note that eq. (5.21) can
be rewritten as
(6.37) v˜t = P
(
ν∆v˜ − γ(v˜ · ∇)v˜ + κew(1 + γg1)
)
,
(6.38) wt = ∆w − v˜2Uy − γ(v˜ · ∇)(u1 + w) + γη1.
Due to (6.28), (6.29), (6.33), (6.34), and (6.35) the new unknowns v˜ and w satisfies
the same homogeneous boundary conditions that v and u.
Removing the terms of the order γ in (6.37), (6.38), we obtain the linear oper-
ator
(6.39) Lz˜ = (L¯1z˜, L¯2z˜)
tr , z˜ = (v˜, w)tr
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where the operators L¯k are defined by
(6.40) L¯1v = P(ν∆v˜ + κew), L¯2w = ∆w − v˜2Uy.
The spectral problem for the operator L has the form
(6.41) λv = P(ν∆v + κew),
(6.42) λw = ∆w − v2Uy,
where v satisfies boundary conditions (2.8) and (2.9), and w satisfies the boundary
conditions
(6.43) wx(x, y)|x=0,pi = 0, ∀ y ∈ [0, h],
(6.44) wy(x, y)|y=0 = βw(x, 0), wy(x, y)|y=h = β1w(x, h), ∀ x ∈ [0, π].
This spectral problem is investigated in coming sections but first we consider
some properties of the operator L.
6.1. Properties of L. In order to apply the standard technique [10], first let
us show that the operator L is sectorial.
Lemma 6.1. L is a sectorial operator.
Proof. We use the following result [11, 10]: if L(0) is a self adjoint operator
in a Banach space X , L(0) : X → X and B is a linear operator, B : X → X such
that Dom L(0) ⊂ Dom B and for all ρ ∈ Dom L(0)
(6.45) ||Bρ|| ≤ σ||L(0)ρ||+K(σ)||ρ||
for 0 < σ < 1 and a constant K(σ) > 0, then L(0) +B also is a sectorial operator.
Let us define the unperturbed operator L(0) by the relations
L¯
(0)
1 (v, w)
tr = νP∆v, L¯
(0)
2 (v, w)
tr = ∆w,
where ρ = (v, w)tr ∈ H. The operator L(0) is self-adjoint in the space H, its
spectrum is discrete and lies in the interval (−∞, 0). Therefore, −L(0) is a sectorial.
The operator B is given then by
B(v, w)tr = (κw,−v2Uy)tr.
It is clear that estimate (6.45) is satisfied. 
Lemma 6.2. For some λ > 0 and positive β such that β > β1 the resolvent
(L− λ)−1 is a compact operator from H to H .
Proof. Consider equations
(6.46) λv = P(ν∆v + κew + g),
(6.47) λw = ∆w − v2Uy + f,
where g, f lie in H and H˜ , respectively. These equations imply the estimates
λ||v||2 + ν||∇v||2 ≤ κ||w||||v|| + ||g||||v||,
λ||w||2 + ||∇w||2 ≤ c0||w||||v|| + ||f ||||w|| + Iβ(w),
where c0 > 0 is independent of λ and Iβ(w) is defined by (5.25). For sufficiently
large positive λ ∈ R the above inequalities and (5.27) imply
||∇w||+ ν||∇v|| ≤ c1(||f ||+ ||g||).
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Consequently, L− λ is invertible and (L − λ)−1 is a compact operator. 
According to (see [11], Ch. III, Theorem 6.29) the last lemma implies that the
spectrum of L is discrete (consists of isolated eigenvalues), each eigenvalue has a
finite multiplicity n(λ), and the resolvent (L−λ)−1 is a compact operator for all λ,
where (L−λ)−1 is bounded. We investigate the spectrum of L in the next section.
7. Spectrum of linear operator L
To study the spectral problem for L, we use the stream function-vorticity re-
formulation of the Navier Stokes equations [3]. The velocity v can be expressed
via the stream function ψ(x, y) by the relations v1 = ψy, v2 = −ψx. Given a v, the
function ψ can be found by the relation
(7.48) ψ(x, y) = −
∫ h
y
v1(x, s)ds.
As a result of the standard transformations, eqs. (6.41), (6.42) take the form
(7.49) λ∆ψ = ν∆2ψ − κwx,
(7.50) λw = ∆w + ψxUy.
We obtain the following boundary conditions for ψ:
(7.51) ψ(x, y, λ)|x=0,pi = ∆ψ(x, y, λ)|x=0,pi = 0,
(7.52) ψx(x, y, λ)|y=0,h = ψy(x, y, λ)|y=0,h = 0.
7.1. Some preliminaries. Let us consider the spectral problem defined by
(7.49), (7.50), (7.154),(7.52), (6.43) and (6.44). We seek eigenfunctions e(x, y, λ) =
(ψ,w)tr with eigenvalues λ ∈ C1/2, where Ca denotes the half-plane
(7.53) Ca = {λ ∈ C : Re λ > −a}.
In fact, we are interested in λ ∈ C1/2 because for small γ only the eigenfunctions
with the eigenvalues λ ∈ Ca, where a >> γ, are involved in the construction of the
locally invariant manifold MN .
Since U = U(y) is independent of x, we seek the eigenfunctions in the form
(7.54) w(x, y, λ) = wk(y, λ) cos(kx),
(7.55) ψ(x, y, λ) = ψk(y, λ) sin(kx),
where k are positive integers, k ∈ N = {1, 2, ..., }. Let us introduce the operator
Lk = D
2
y − k2. Moreover, to simplify formulas, we set κ = ν. Then for ψk and wk
one obtains the following boundary value problem on [0, h]:
(7.56) λkν
−1Lkψk = L
2
kψk + k
2wk,
(7.57) λkwk = Lkwk − Uyψk,
(7.58) ψk(0) = ψk(h) =
dψk
dy
|y=0,h = 0,
(7.59)
dwk(y)
dy
|y=0 = βwk(0), dwk(y)
dy
|y=h = β1wk(h)
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Let us denote k¯ =
√
k2 + λk. We can suppose, without loss of generality, that
Re k¯ > 0 for λk ∈ C1/2, since k¯ is involved in eq. (7.57) only via k¯2.
7.2. Choice of profile U and parameters. To simplify the spectral prob-
lem, let us introduce is a large parameter b > 0 and assume that
(7.60) ν > b10, h = −10 log b.
Moreover, we set
(7.61) β = rb, r = b−s0 ,
where the value s0 ∈ (0, 1) will be precise below. The key trick is the following
choice of U :
(7.62) U(y) = C¯U +
∫ y
0
(
CUrb
4 exp(−bs) + µsPN (s)
)
ds,
where
(7.63) µ = b−s2 , s2 ∈ (0, 1),
PN (y) is a polynomial of degree N and CU , C¯U 6= 0 are coefficients. We shall precise
the value of CU in the end of this section, where it will be shown that CU does not
depend on b as b→∞. To satisfy condition (6.28), we set
(7.64) C¯U = β
−1CUrb
4 = CU b
3.
We adjust β1 from condition (6.29) and relation (7.62) and as a result, one
obtains
(7.65) β1 =
(
CUrb
4 exp(−bh) + µhPN (h)
)
B−1,
where
B =
(
C¯U +
∫ h
0
(CUrb
4 exp(−bs) + µsPN (s))ds
)
.
Note that β > 0 and for large b one has β1 < β, therefore, β and β1 satisfy the
conditions of Prop. 5.1 and Lemma 6.2.
7.3. Main result on spectrum of operator L. Let us formulate the asser-
tion.
Proposition 7.1. Let (7.60)-(7.65) hold, N be a positive integer and KN =
{k1, ..., kN} ⊂ Z+. Then there exists a polynomial PN (y) such that for sufficiently
large b the eigenvalues λk of BVP (7.56)-(7.59) satisfy
(7.66) λk = 0 k ∈ KN ,
(7.67) Re λk < −CNb−cN k /∈ KN ,
where positive CN , cN are uniform in b as b→ +∞.
The plan of the proof is as follows. We show that the values λk ∈ C1/2 only
under the condition k < c1b
s1 , where s1 ∈ (0, 1). That result allows us to find an
asymptotics for the eigenfunctions, which is valid for k/b << 1. For λk we obtain a
nonlinear equation. The asymptotics of eigenfunctions and the property k/b << 1
allows us to simplify this equation for λk. By a variable rescaling we show that this
equation is a small perturbation of a simple cubic one. As a result, for small k/b
that equation can be investigated by a perturbation technique.
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First we prove a series of auxiliary assertions. Consider the Green function
Γk¯(y, y0) of the operator Lk¯ defined by the equation
Lk¯Γk¯ = δ(y − y0)
and the boundary conditions
dΓk¯
dy
(y, y0)|y=0 = βΓk¯(0, y0),
dΓk¯
dy
(y, y0)|y=h = β1Γk¯(h, y0).
Lemma 7.2. Let Re k¯ > 0. Then Γk¯ satisfies the estimate
(7.68) |Γk¯(y, y0)− Γ¯k¯(y, y0)| < C0 exp(−Re k¯(|h− y|+ |h− y0|)),
where C0 > 0 is a constant and Γ¯k¯ is defined by
(7.69) Γ¯k¯(y, y0) =
exp(−k¯y0)(sinh(k¯y) + k¯β−1 cosh(k¯y))
k¯(1 + k¯β−1)
, y < y0,
and
(7.70) Γ¯k¯(y, y0) =
exp(−k¯y)(sinh(k¯y0) + k¯β−1 cosh(k¯y0))
k¯(1 + k¯β−1)
y ≥ y0.
Proof. Let us represent Γk¯,h as a sum Γk¯,h = Γ¯k¯(y, y0) + Γ˜k¯(y, y0), where
Γ¯k¯(y, y0) is the Green function of the operator Lk on [0,+∞) under boundary
conditions
dΓ¯k¯
dy
(y, y0)|y=0 = βΓk¯(0, y0), limy→+∞ Γ¯k¯(y, y0) = 0.
Then Γ¯ is defined by (7.74), (7.70) and Γ˜k¯ is the solution of the following
boundary value problem:
(7.71) Lk¯Γ˜k¯ = 0,
(7.72)
dΓ˜k¯(y
dy
|y=0 = βΓ˜k¯(0, y0),
(7.73)
dΓ˜k¯(y
dy
|y=h = β1Γ˜k¯(h, y0) + β2, β2 = β1Γ¯k(h, y0)−
dΓ¯k(y, y0)
dy
|y=h.
Note that |Γ¯k¯(h, y0)| < c|k¯−1| exp(−Re k¯|h− y0|). Therefore,
β2 < c1|k¯−1| exp(−Re k¯|h− y0|).
Resolving the BVP defined by (7.71),(7.72), (7.73) and taking into account the
above estimate for β2 we see that |Γ˜k¯| < C0 exp(−Re k¯(|h− y|+ |h− y0|)). 
Roughly speaking Lemma 7.2 asserts that for large h the Green function Γk¯
consists of two terms, the first one can be computed explicitly and the second one
is a exponentially decreasing boundary layer term. Such a structure simplifies the
analysis of the spectral problem. All terms induced by the boundary layers are
negligible as b→ +∞ due to our choice (7.60) of h. Note that for λ ∈ C1/2
Re k¯(λ) >
√
k2 − 1/2 > k
2
.
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Thus estimate (7.68) implies
(7.74) |Γk¯(y, y0)− Γ¯k¯(y, y0)| < C0 exp(−
k(|h− y|+ |h− y0|)
2
).
Lemma 7.3. For m = 0, 1, 2, 3 and λ ∈ C1/2 the solution ψk of eq. (7.56)
satisfies
(7.75) |Dmy ψk|∞ ≤ cmkm−2h|wk|∞
and for m = 0, 1, 2 the solution wk of eq. (7.57) satisfies
(7.76) |Dmy wk|∞ ≤ cmkm−1|k¯|−1|ψk|∞ sup
y∈[0,h]
|Uy|.
Proof. To prove (7.76) we use Lemma 7.2 and (7.74), which show that
(7.77)
∫ h
0
|Dmy Γk¯(y, y0)|dy0 < Cmkm−1|k¯|−1, m = 0, 1.
These estimates imply (7.76) for m = 0, 1. For m = 2 estimate(7.76) follows from
eq. (7.56) and (7.77).
To prove (7.75), we use the relation
(7.78) ||D2yψk||2+(2k2+
Re λ
ν
)||Dyψk||2+(k4+ k
2Re λ
ν
)||ψk||2 = k2Re 〈ψ∗k, wk〉,
which follows from (7.56) and where 〈f, g〉 = ∫ h0 fgdy, ψ∗k is complex conjugate to
ψk, and ||f ||2 = 〈f, f∗〉.
For λ ∈ C1/2 (7.78) implies
(7.79) ||Dmy ψk|| ≤ cmkm−2||wk|| ≤ cm
√
hkm−2|wk|∞
for m = 0, 1, 2. Using (7.79) and eq. (7.56) we extend (7.79) on the case m = 4
and by ||D3yψk||2 ≥ ||D2yψk||||D4yψk|| we obtain (7.79) for m = 3.
Now the Sobolev embeddings
|Dmy ψk|∞ ≤ cm
√
h||Dm+1y ψk||, m = 0, 1, 2, 3
lead to (7.75). 
Lemma 7.4. If Re λk > −1/2, and µ, s2, s3 are defined by (7.63) and a non-
trivial solution of BVP (7.56)-(7.59) exists. Then
(7.80) |k¯| < c1hrb = c1hb1−s0 ,
where c1 > 0 is a constant independent of b, k.
Proof. One has 2|ψk(y)| ≤ y2|D2yψ|∞. That estimate and eq. (7.57) imply
that
(7.81) |wk|∞ ≤ c2|D2yψk|∞ sup
y∈[0,h]
I2(y),
where
(7.82) Im(y) =
∫ h
0
∣∣∣Γk¯(y, y0)(CUrb4 exp(−by0) + µy0PN (y0))
∣∣∣ym0 dy0.
By Lemma 7.2 and (7.60) we find that for sufficiently large b one has
|I2| < c3|k¯|−1(rb + b−s3),
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where
(7.83) s3 = s2/2.
According to Lemma 7.3
(7.84) |D2yψk|∞ ≤ c0h|wk|∞.
The above estimate of |I2| and (7.84), (7.81) imply
(7.85) |wk|∞ ≤ c4h(rb + b−s3)|k¯|−1|wk|∞
that entails (7.80). 
Lemma 7.5. If Re λk > −1/2, then for sufficiently large b > 0 a nontrivial
solution of problem (7.56)-(7.59) exists only under condition
(7.86) ρ2 =
1
2
d2ψk(y)
dy2
|y=0 6= 0.
Proof. The proof is analogous to the previous one. If ρ2 = 0, then 6|ψk(y)| ≤
y3|D3yψ|∞. This estimate and eq. (7.57) imply that
(7.87) |wk|∞ ≤ C3|D3yψk|∞ sup
y∈[0,h]
I3(y),
where I3 is defined by (7.82). As above one has
|I3| < c4|k¯|−1(r + b−s3).
This estimate and the inequality
(7.88) |D3yψk|∞ ≤ c1kh|wk|∞,
that follows from Lemma 7.3, imply
(7.89) |wk|∞ ≤ c5h(r + b−s3)k|k¯|−1|wk|∞.
For large b one has c2h(r + b
−s3) < 1, thus |wk|∞ = 0. 
The next step is to find an asymptotics for ψk under condition (7.80).
7.4. Asymptotics of eigenfunctions. Let us find an asymptotic for ψk and
wk with respect to the parameter k/b, which is small due to Lemma 7.4. Using the
Taylor expansion for ψk at y = 0 we introduce the function W¯k as a solution of the
equation
(7.90) LW¯k − λkW¯k = CUrb4ρ2y2 exp(−by),
where, according to Lemma 7.5, without any loss of generality one can set ρ2 = 1.
Solving eq. (7.90) one has
(7.91) W¯k = CUrb
4D2b
(exp(−by)− ξk exp(−k¯y)
b2 − k¯2
)
,
where
ξk =
1 + r
r(1 + k¯/β)
, Db =
∂
∂b
.
We represent ψk by
(7.92) ψk = Ψ¯k + Ψ˜k,
where
Ψ¯k = CUrk
2b4D2b
(
(b2 − k¯2)−1(Φk(b, y)− ξkΦk(k¯, y))
)
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and
(7.93) Φk(p, y) =
exp(−py)− exp(−ky) + y(p− k) exp(−ky)
(p2 − k2)(p2 − k2 − λν−1) .
We see that
(7.94) Ψ¯k(k¯, y) = −6CUk2ξ˜kΦk(k¯, y) + Zk(k¯, y),
where
(7.95) ξ˜k =
1 + r
1 + k¯β−1
,
and Zk is defined by relations
(7.96) Zk(k¯, y) = Z
(1)
k (k¯, y) + Z
(2)
k (k¯, y).
Here
Z
(1)
k (k¯, y) = CUrk
2b4D2b (
Φk(b, y)
b2 − k¯2 ),
Z
(2)
k (k¯, y) = −CUk2ξ˜k
(
b4D2b ((b
2 − k¯2)−1)− 6)Φk(k¯, y).
By these relations and Lemma 7.4 one obtains
(7.97) sup
y∈[0,h]
|Zk(k¯, y)| < c6|CU ||k¯2|/b2
and thus the function Zk is a small correction to the main term Ψ¯k.
Lemma 7.6. In the domain λ ∈ C1/2 the function Ψ¯k(k¯, y) is an analytic in λ
and for sufficiently large b > 0 satisfies the estimate
(7.98) |Ψ¯k(k¯, y)| < C0|CU |,
where C0 > 0 is a constant independent of k and b.
Proof. Note that according to definition (7.61) of β and r, one has |ξ˜k| < 2
for λ ∈ C1/2. Consider the function Φk(k¯, y). We make the substitution λ = k2τ ,
where τ is a new complex variable defined in the domain Re τ > −1/2. Then
k¯ − k = k(√1 + τ − 1). Using the Taylor series one has
(7.99) Φk(k¯, y) =
y2(
√
1 + τ − 1)2
2k2τ2(1− ν−1) T (ky, τ) exp(−ky),
where
(7.100) T (z, τ) = 1− 2z
√
1 + τ − 1
3!
+ 2z2
(
√
1 + τ − 1)2
4!
− ...
Note that the function (
√
1 + τ − 1)2τ−2 is uniformly bounded for Re τ > −1/2.
Since (ky)m exp(−ky) ≤ mm exp(−m) the series for T converges and uniformly
bounded in the domain |√1 + τ − 1| < 1. Consequently, in that domain one has
(7.101) |Φk(k¯(τ), y)| < C0.
On the other hand for |τ | > δ we have
(7.102) |Φk(k¯, y)| = | exp(−k¯y)− exp(−ky) + y(k¯ − k) exp(−ky)|
k4|τ2|(1 − ν−1) < c0(δ)k
−2.
Using (7.101), (7.102), (7.93) and (7.94) one obtains (7.98). 
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7.5. Perturbation theory. We represent ψk by (7.92). Then for Ψ˜k one
obtains the equation
(7.103) λν−1LkΨ˜k = L
2
kΨ˜k + k
2W˜k,
where W˜k satisfies
(7.104) λkW˜k = LkW˜k + µyPN (y)(Ψ¯k + Ψ˜k) + Sk,
and Sk admits the estimate
(7.105) |Sk(y)| < C3rb4y3 exp(−by)|D3y(Ψ¯k + Ψ˜k)|∞.
The functions Ψ˜k and W˜k satisfy the boundary conditions
(7.106)
dW˜k(y)
dy
|y=0 = βW˜k(0), dW˜k(y)
dy
|y=h = β1W˜k(h),
(7.107) Ψ˜k(0) = 0,
dΨ˜k(y)
dy
|y=0 = 0,
(7.108) Ψ˜k(h) = pk,
dΨ˜k(y)
dy
|y=h = qk,
where |pk|, |qk| < c1 exp(−kh) < c2b−10.
We can resolve the BVP defined by (7.103), (7.104), (7.106), (7.107) and (7.108)
by iterations that follows from the next lemma. That BVP defines Ψ˜k via Ψ¯k, i.e.,
Ψ˜k = A(Ψ¯k), where A is a linear operator. We consider that operator on the space
C3[0, h] of functions f with the bounded norm
|f |3 =
3∑
m=0
sup
y∈[0,h]
|Dmy f |.
Lemma 7.7. For |k¯| < c0bs1 , where s1 ∈ (0, 1), and sufficiently large b the
operator A is a contraction on C3[0, h]. More precisely, the solutions of the BVP
defined by (7.103), (7.104), (7.106), (7.107) and (7.108) satisfy
(7.109) |Ψ˜k|3 < c1b−s4 |Ψ¯k|3, s4 = min{s3, 4s0/5} > 0.
Proof. We have W˜k(y) = JP (y) + JS(y), where
(7.110) JP = µ
∫ h
0
Γk¯(y, y0)y0PN (y0)(Ψ¯k(y0) + Ψ˜k(y0))dy0,
(7.111) JS =
∫ h
0
Γk¯(y, y0)Sk(y0)dy0.
By (7.77) and using that for large b one has µmaxy∈[0,h] |yPN (y)| < c4b−s3 , one
finds
(7.112) |JP | ≤ c2b−s3 |k¯|−1k−1(|Ψ¯k|∞ + |Ψ˜k|∞).
To estimate |JS | we note that∫ h
0
|Γk¯(y, y0)|y30 exp(−by0)dy0 ≤ c3b−4|k¯|−1.
Thus, by (7.105) one has
(7.113) |JS | < c4r|k¯|−1(|D3yΨ¯k|∞ + |D3yΨ˜k|∞).
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Consequently
(7.114) |W˜k|∞ < c5
(
b−s3
1
|k¯|k (|Ψ¯k|∞ + |Ψ˜k|∞) +
r
|k¯| (|D
3
yΨ¯k|∞ + |D3yΨ˜k|∞)
)
.
From Lemma 7.3 it follows that
(7.115) |Ψ˜k|∞ ≤ c6k−2h|W˜k|∞, |D3yΨ˜k|∞ ≤ c7kh|W˜k|∞.
Substituting those inequalities into (7.114) and noticing that for large b one has
rh < b−4s0/5, we find that
(7.116) |W˜k|∞ < c7
(
b−s3(|k¯|k)−1|Ψ¯k|∞ + r|k¯|−1|D3yΨ¯k|∞
)
.
Again using (7.115), one has (7.109). 
7.6. Nonlinear equation for λk. Let us make the substitution z = k¯(λ)/k,
where z is a new complex unknown. Since λ ∈ C, for each fixed k the variable z
lies in the domain
Dk,b = {z ∈ C : Re z >
√
k2 − 1/2, |z| < c0hrb/k}.
According to (7.93), (7.94), (7.96), (7.99) and (7.101) one has
(7.117)
d2Ψ¯k(y, λ)
dy2
|y=0 = −3ξ˜k(z)CU (1 − ν−1)−1g(z) +Hk(z, b),
where
g(z) =
1
(z + 1)2
, ξ˜k(z) =
1 + r
1 + kz/rb
,
Hk = Hk,0 +Hk,1,
Hk,0 = CUrb
4D2b
( b− k
(b2 − k2z2)(b+ k)(b2 − k2(1 + (z2 − 1)ν−1))
)
,
2Hk,1 = −CU ξ˜k(z)
(
b4(D2b (b
2 − k2z2)−1)− 6)g(z).
Let us set
(7.118) 3CU = −8(1− ν−1)(1 + r)−1.
We note that |1 + z| > 1 and thus according to estimate (7.97) and Lemma 7.4 for
large b one has
(7.119) sup
z∈Dk,b
|Hk(z, b)| < c1b−2s0 .
Let us introduce
H˜k(z, b) :=
d2Ψ˜k(y, λ(z))
dy2
|y=0.
Due to Lemma 7.7 the term H˜k is a smooth uniformly bounded function in the
domain Dk,b:
(7.120) sup
z∈Dk,b
|H˜k(τ, b)| < c3b−s4 .
Then we use that ψk = Ψ¯k + Ψ˜k and compute ρ2 defined by (7.86). Without
any loss of generality one can set ρ2 = 1. As a result, we obtain the equation for z:
(7.121) (z + 1)2 = 4(1 + az)−1 + Yk(z, b),
where
2Yk = (1 + z)
2(H˜k(z, b) +Hk(z, b)), a = k/rb.
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We note that Yk admits the estimate
(7.122) |Yk(z, b)| < C1b−s4 |1 + z|2, z ∈ Dk,b.
7.7. Investigation of equation (7.121). As b → ∞ we have Yk → 0 and
the limit cubic equation, which arises from (7.121), has three roots: a real and two
imaginary ones.
Lemma 7.8. (a) If the root zk of (7.121) lies in the domain
Ek,b,c1 = {z ∈ Dk,b : Re z > 1− c1b−s4},
then zk ∈ Ib, where
(7.123) I(b) = {z ∈ C : |z − 1| < c4b−s4},
where c4 > 0 is a constant. The subdomain Ib contains only a single root of (7.121);
(b) Let
(7.124) Re Yk(z, b) < −c1b−s4 , z ∈ I(b).
Then for sufficiently large b the root zk of (7.121) satisfies
(7.125) Re zk < 1− c2b−s4 .
Proof. (a) Since Re zk > 0, we have |1 + azk| > 1 and then (7.121) implies
that
(7.126) |1 + zk| < 2 + c1b−s4 < 3.
Then (7.122) can rewritten as
(7.127) |Yk(z, b)| < C2b−s4 , z ∈ Dk,b.
We take the imaginary part of (7.121) and one has
2(Re zk + 1)Im zk = − 4aIm zk
1 + a2|zk|2 + Im Yk.
That relation and (7.127) give
(7.128) |Im zk| < c2b−s4 .
Now we take the real part of (7.121) that entails
(7.129) (Re zk + 1)
2 = (Im zk)
2 + 4(1− aRe zk)(1 + a2|zk|2)−1 +Re Yk.
By that relation, estimates (7.127), (7.128), Re zk > 0 and a > 0 one obtains that
(7.130) Re zk < 1 + c2b
−s4 .
That inequality and (7.128) entail the assertion (a).
Let us prove the uniqueness of the roots zk in the case (a). One has zk(a) ∈ I(b).
For bounded k the distance dE,D = dist(Ib, ∂Dk,b) between the boundary of the
domain Dk,b and Ib satisfies dE,D > 1/4. Note thatHk(z, b) is an analytical function
of z in the domain Dk,b (see the proof of Lemma 7.6). Therefore, estimate (7.119)
entails
(7.131) |dHk
dz
| < c3b−2s0 , z ∈ Ib.
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The perturbation H˜k also is analytic in z in the domain Dk,b. Indeed, H˜k is the
derivative of Ψ˜k, which is a fixed point of of contraction mapping and that con-
traction analytically depends on the parameter z if z ∈ Dk,b. Therefore, (7.120)
gives
(7.132) |dH˜k
dz
| < c7b−s4 , z ∈ Ib.
Estimates (7.131) and (7.132) imply that
(7.133) |dYk
dz
| < c8b−s5 , z ∈ I(b), s5 = min{s4, 2s0}
for some c8 > 0. Now the uniqueness of the root zk = 0 for k = k1, ..., kN follows
from (7.133) and the Implicit Function Theorem.
Consider assertion (b). If Re Yk < −c1b−s4 , then relations (7.128) and (7.129)
imply
(7.134) Re zk + 1 < −c2b−s4 + 4(1 + a2|zk|2)−1,
and (7.125) follows. 
For large b and z ∈ I(b) the main term of the asymptotics of H˜k can be found
by the system of equations
(7.135) L2kΨ
(0)
k = k
2W
(0)
k ,
(7.136) LkW
(0)
k = y
3PN (y) exp(−ky) := Vk(y),
for the unknown functions Ψ
(0)
k (y) and W
(0)
k (y), which satisfy no-flip boundary
conditions analogous to ones for Ψ˜k and W˜k. For z = 1 the perturbation H˜k(z, b)
can be expressed via Ψ
(0)
k (y) by the relation
(7.137) H˜k(1, b) = µ
d2Ψ
(0)
k (y)
dy2
|y=0 +O(µb−s4).
By a variation of PN (y) in (7.62), we can obtain a large class of perturbations
H˜k that follows from the next lemma.
Lemma 7.9. For any polynomial ZN (p) = q0 + q1p + ... + qNp
N of variable
p = k−1 there exists a polynomial P˜N (y) =
∑N
n=0 r¯ny
n such that
(7.138) D2yΨ
(0)
k (y)|y=0 = k−6
(
ZN (k
−1) +
k
(β + k)
Z˜N (k
−1) +O(b−10)
)
, b→∞
where
(7.139) Z˜N (k
−1) = a0q0 + a1q1k
−1 + ...+ aNqNk
−N ,
and an > 0, n = 1, ..., N are some coefficients independent of k, b.
Proof. Consider equation (7.135) under no-flip conditions at y = 0, h. We
multiply the both hand sides of (7.135) by fk(y) = (ky + 1) exp(−ky). Integrating
by parts on [0, h] and using that dfk(y)/dy = 0,Ψ
(0)
k (y) = 0 and dΨ
(0)
k /dy = 0 at
y = 0, we obtain
(7.140)
d2Ψ
(0)
k
dy2
|y=0 =
∫ h
0
W
(0)
k (y)(ky + 1) exp(−ky)dy +O(exp(−kh)).
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Let
ρk(y) = −( 3
4k(β + k)
+
3y
4k
+
y2
4
) exp(−ky).
Note that Lkρk = fk(y). Suppose w(y) be a smooth function defined on [0, h] and
satisfying the condition
dw(y)
dy
|y=0 = βw(0).
The function ρk also satisfies the same boundary condition. Then, integrating by
parts one obtains
∫ h
0
(Lkw(y))ρk(y)dy = O(exp(−kh)) +
∫ h
0
w(y)(ky + 1) exp(−ky)dy.
We multiply the both hand sides of eq. (7.136) by ρk. Then, again integrating by
parts, and using the last equality, we find that
(7.141)
d2Ψ
(0)
k
dy2
|y=0 =
∫ h
0
y3PN (y) exp(−ky)ρk(y) dy +O(b−10).
We substitution PN into that relation that gives
(7.142)
d2Ψ
(0)
k
dy2
|y=0 =
N∑
n=0
r¯n(2k)
−n−6
(3k(n+ 3)!
β + k
+
3(n+ 4)!
2
+
(n+ 5)!
4
)
+O(b−10).
Then using relation (7.142) we can find coefficients r¯n such that
k−6
N∑
l=0
qlk
−l =
N∑
n=0
r¯n(2k)
−n−6
(3(n+ 4)!
2
+
(n+ 5)!
4
)
for all k 6= 0. As a result, we obtain (7.138) and (7.139), where
an = 3
(3(n+ 4)
2
+
(n+ 4)(n+ 5)
4
)−1
,
that entails the assertion of the Lemma. 
In order to use the last lemma we take Z of a special form:
(7.143) Z(p, d) = −
( N∏
j=1
(p− (kj + dj)−1
)2
,
where kj are defined by Prop. 7.1 and dj are parameters. The polynomial Z˜k is
defined then by (7.139).
Lemma 7.10. For sufficiently large b > 0 one can find coefficients dj(b) such
that the real roots zk of eq. (7.121) satisfy
(7.144) zk < 1− c0b−c1 , k /∈ KN ,
for some c1 > 0 independent of b and
(7.145) zk = 1, k ∈ KN .
Moreover, dj(b)→ 0 as b→ +∞.
STRANGE ATTRACTORS FOR OVERBECK -BOUSSINESQ MODEL 21
Proof. Let dj be small enough, for example, |dj | < 1/10 for all j = 1, ..., N .
Let us introduce a dependence on d in notation for Yk. We use Lemmas 7.8 and
7.9 noticing that for z ∈ I(b)
(7.146) Yk(z, b, d) = µk
−6(Z(k−1, d) +
k
(β + k)
Z˜(k−1, d)) +O(µb−s4) +O(b−2s0 ).
Now we make a special choice of the exponents s0 and s2. Let us take s2 ∈ (0, 1/10).
Then we choose s0 ∈ (1− s2/2, 1) close to 1 such that
(7.147) s∗ = (6 + 2N)(1− s0) > s4.
Using Lemma 7.4 and definitions (7.143) and (7.139) of Z and Z˜, we see then
that for all positive k such that k < min{β1/2, c1b1−s0}, and k /∈ KN the term
µk−6Z(k−1, d) is dominant in the right hand side of (7.146) and that term is neg-
ative. One has Z(k−1, d) < −c0b−s∗ < 0.
For all positive k such that k > β1/2 but k < c9b
1−s0}, the both terms
µk−6Z(k−1, d) and µk−6 k(β+k) Z˜(k
−1, d) are dominant (as b → +∞) in the right
hand side of (7.146) with respect to the contribution O(b−s4). Those terms are
both negative. Thus we obtain that for k /∈ KN the roots of eq. (7.121) satisfy
(7.144).
Consider (7.145). We define dj by the system
(7.148)
rb + kj
4rb(1 + r)
+ µYkj (z, b, d)|z=1 = 0, ∀ j = 1, ..., N.
Let us prove that this system has a solution d such that |d| is small enough. We
use relation (7.146). Since Z(k−1j , 0) = 0 and the Jacobian matrix defined by
Jjl(d) =
∂Z(k−1j , d)
∂dl
is invertible for small |d| (it follows from definition (7.143) of Z) we can apply to
eq. (7.148) the Implicit Function Theorem and find a solution d of (7.148) such
that |d| → 0 as b→ 0. Now relation (7.145) follows from Lemma 7.8. 
Proof. of Prop. 7.1. Proposition 7.1 follows from the last lemma. 
7.8. Conjugate spectral problem. Standard computations show that the
corresponding conjugate spectral problem is defined by the following equations and
the boundary conditions:
(7.149) λ∆φ = ν∆2φ− Uyw˜x,
(7.150) λw˜ = ∆w˜ + νφx,
(7.151) w˜x(x, y)|x=0,pi = 0,
(7.152) w˜y(x, y)|y=0 = βw˜(x, 0), w˜y(x, y)|y=h = β1w˜(x, h),
(7.153) φ(x, y)|y=0,h = φy(x, y)|y=0,h = 0,
(7.154) φ(x, y)|x=0,pi = ∆φ(x, y)|x=0,pi = 0.
The Fourier decomposition of that problem is as follows:
(7.155) λkLkφk = νL
2
kφk − k2Uyw˜k,
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(7.156) λkw˜k = Lkw˜k + νφk,
(7.157)
dφk
dy
(y)|y=0,h = φk(0) = φk(h) = 0,
(7.158)
dw˜k
dy
(y)|y=0 = βw˜k(0), dw˜k
dy
(y)|y=h = β1w˜k(h).
7.9. Eigenfunctions of L and L∗ with zero eigenvalues. Let us consider
the eigenfunctions ek of L with the zero eigenvalues. By the stream function, they
can be represented as have the form
(7.159) ej = (vj , θj)
tr,
where j = 1, ..., N , vj = (Dyψj ,−Dxψj)tr and
ψj = Ψ(y) sin(kjx), θj(y) = Θj cos(kjx).
Relations (7.93) and (7.94) show that
(7.160) Ψj(y) = y
2 exp(−kjy) + ψ˜j ,
where ||ψ˜j || ≤ c1b−c2 for some ci > 0. Moreover, by (7.91) one obtains
(7.161) Θj(y) = βj
(
exp(−by)− exp(−kjy) + θ˜j(y)
)
,
where ||θ˜j || < c0b−c1 for some ci > 0, and βj are constants.
The eigenfunctions ej = (v
∗
j , θ
∗
j )
tr of L∗ with the zero eigenvalues satisfy similar
relations. To obtain them, we consider conjugate spectral problem (7.155), (7.156).
Asymptotics of solutions of that system for large b can be found as above. Without
any loss of generality, we can set w˜k(0) = 1 in eq. (7.155). Then, to obtain a main
term of asymptotics for φk as b→∞, we replace Uyw˜k by CUrb4 exp(−by) in that
equation. Then for bounded k a simple computation gives
(7.162) φk = ν
−1rCU
(
exp(−by)− exp(−ky) + y(b− k) exp(−ky) + φˆk
)
where |φˆk| < c3b−c4 , ci > 0. Substituting that relation into (7.156), after some
computations we obtain
(7.163) θ∗j = Θ
∗
j (y) cos(kjx),
where j = 1, ..., N and
(7.164) Θ∗j = a˜j
(
(kjy
2 + y) exp(−kjy) + θ˜∗j
)
,
where ||θ˜∗j || < c4b−c5, ci > 0, a˜j are constants, which should be chosen to satisfy
biorthogonality relations
〈ej , e∗i 〉 = δi,j ,
where δi,j stands for the Kronecker symbol. For v
∗
j one has vj = (Dyψ
∗
j ,−Dxψ∗j )tr.
As it follows from (7.162) the norms of the functions ψ∗j are small:
(7.165) ||ψ∗j || < Cν−1.
The next lemma concludes the investigation of spectral properties of the oper-
ator L.
Lemma 7.11. The eigenvalue 0 of the operator L has no generalized eigenfunc-
tions.
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Proof. Let us check that generalized eigenfunctions are absent. Since 0 has
a finite multiplicity, we can use the Jordan representation. Assume that there
exists a generalized eigenfunction eg. Then there is a non-zero b such that Leg =
b =
∑N
j=1 blel for some bl, l ∈ {1, ..., N}. Then 〈b, e∗k〉 = 0 for all k ∈ {1, ..., N}.
Eigenfunctions e∗k and el are orthogonal for k 6= l, and thus all coefficients bl =
0. 
7.10. Estimates for semigroup exp(Lt). The operator L is sectorial and,
according to Prop. 7.1, satisfies the Spectral Gap Condition. Therefore [10] for
some κ > 0 and for all v = (ω˜, w)tr such that
〈v, e˜j〉 = 0, j = 1, ..., N,
one has the following estimates
(7.166) || exp(Lt)v|| ≤M exp(−ρt)||v||,
(7.167) || exp(Lt)v||α ≤ M¯Sα(t) exp(−ρt)||v||
Here α > 1/2 and
Sα(t) = t
−α, 0 < t ≤ ρ−1,
and
Sα(t) = ρ
−α, t > ρ−1.
The constants M, M¯ and ρ can depend on b but they are independent of γ. Es-
timates (7.166) and (7.167) will be used in the proof of existence of the invariant
manifold, see Appendix.
8. Finite dimensional invariant manifold
In this section, we reduce the Navier -Stokes dynamics to a system of ordinary
differential equations following Sect. 4. Let EN be the finite dimensional subspace
EN = Span{e1, ..., eN} of the phase space H, where ej = (vj , θj)tr are the eigen-
functions of the operator L with the zero eigenvalues. Let e∗j = (v
∗
j , θ
∗
j )
tr be the
corresponding eigenfunctions of the conjugate operator L∗. We assume that e∗j and
ej are biorthogonal. Let PN ,QN be the projection operators
(8.168) PNz =
N∑
j=1
〈z, e∗j 〉ej , QN = I−PN .
We denote by Pv,N , Pw,N ,Qv,N and Qw,N the components of these operators. For
Pv,N and Pw,N one has
(8.169) Pv,Nz =
N∑
j=1
〈z, e∗j 〉vj , Pw,N =
N∑
j=1
〈z, e∗j 〉θj .
We transform equations (6.37),(6.38) into a system with ”fast” and ”slow”
variables. Let us introduce the auxiliary functions Rv(X) and Rw(X) by
Rv(X) =
N∑
j=1
Xjvj , Rw(X) =
N∑
j=1
Xjθj ,
where X = (X1, ..., XN )
tr. We represent v˜ and w by
(8.170) v˜ = Rv(X) + vˆ, w = Rw(X) + wˆ,
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where
PN (vˆ, wˆ)
tr = 0,
and wˆ, vˆ and X(t) are new unknown functions.
We substitute relations (8.170) in eqs. (6.37) and (6.38). As a result, one
obtains the system
(8.171)
dXi
dt
= γFi(X, vˆ, wˆ),
(8.172) vˆt = P
(
ν∆vˆ + κewˆ + γQ1,NF (X, vˆ, wˆ)
)
,
(8.173) wˆt = ∆wˆ − vˆ2Uy + γQ2,NG(X, vˆ, wˆ),
where
(8.174) F = κeg1(Rw(X) + w)− ((Rv(X) + vˆ) · ∇)(Rv(X) + vˆ),
(8.175) G = η1 − ((Rv(X) + vˆ) · ∇)(Rw(X) + wˆ + u1),
(8.176) Fi = 〈F,v∗i 〉+ 〈G, θ∗i 〉.
We consider equations (8.171), (8.172) and (8.173) in the domain
(8.177) Wγ,R0,C(1),α = {(X, wˆ, vˆ) : |X | < R0, ||vˆ||α + ||wˆ||α < C(1)γ}.
That domain is a tubular neighborhood of the ball BN(R0) and the parameter
C(1) > 0 is independent of γ for small γ. The width of that neighborhood is C(1)γ.
Lemma 8.1. Let δ ∈ (0, 1) and α ∈ (1/2, 1). Assume γ > 0 is small enough:
γ < γ0(N,R0, b, α, δ, C
(1)). Then the local semiflow St, defined by equations (8.171),(8.172),
and (8.173) has a locally invariant in the set Wγ,R0,C,α ⊂ H and locally attracting
manifold M(1)N of dimension N . This manifold is defined by
(8.178) vˆ = vˆ0(X, γ), wˆ = wˆ0(X, γ),
where vˆ0(X, γ), wˆ0(X, γ) are maps from the ball BN(R0) to Hα and H˜α, respec-
tively. They are bounded in C1+δ -norm :
(8.179) |vˆ0(X, γ)|C1+δ(BN (R0)) < C1γ,
(8.180) |wˆ0(X, γ)|C1+δ(BN (R0)) < C2γ,
constants Ci > 0 are uniform in γ. The restriction of the semiflow S
t on MN is
defined by the system of differential equations
(8.181)
dXi
dt
= γ(Vi(X) + V˜i(X, γ)),
where
(8.182) Vi(X) = Fi(X, 0, 0)
and the corrections V˜i(X, γ) = Fi(X, vˆ0(X, γ), wˆ0(X, γ)) − Fi(X, 0, 0) satisfy the
estimates
(8.183) |V˜i|, |DX V˜i| < c1γs, s > 0.
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This assertion is proved in Appendix.
Due to Theorem on persistence of hyperbolic sets [12], for sufficiently small γ
we can remove small corrections V˜i in the right hands of (8.181). Then, after a time
rescaling, we obtain from (8.181) the following system of differential equations with
quadratic nonlinearities:
(8.184)
dXi
dt
= Vi(X) = Ki(X) +Mi(X) + fi,
which does not involve the small parameter γ. Let us note that Ki and Mi can be
represented as
(8.185) Ki(X) =
N∑
j,l=1
KijlXjXl, Mi(X) =
N∑
j=1
MijXj .
Using the stream- function representation of the eigenfunctions vj we see that
the coefficients Kijl and Mij in (8.185) can be computed by the relations
(8.186) Mij(u1(·, ·)) = 〈{ψj , θ∗i }, u1〉,
and for large ν
(8.187) |Kijl − 〈{ψj, θl}, θ∗i 〉| < c0ν−1.
Here we have used estimate (7.165), which implies that the scalar products, where
the fluid components v∗j of the conjugate eigenfunctions e
∗
j are involved, have the
order O(ν−1).
9. Control of linear terms in system (8.184)
In this section, we show that the coefficientsMij involved in system (8.184) are
completely controllable by the function u1(x, y).
To calculate the entries of Mij we use the relation
(9.188) Mij(u1(·, ·)) = 〈{ψj , θ∗i }, u1〉.
Using (7.159), (7.160), (7.161), (7.163) and (7.164) one obtains
(9.189)
Mij(u1(·, ·)) = 1
2
∫ 2pi
0
∫ h
0
[ζ˜ij(y) cos((ki + kj)x) + ζij cos((ki − kj)x)]u1(x, y)dxdy,
where
ζij = kjΨj(y)
dΘ∗i (y)
dy
+ ki
dΨj(y)
dy
Θ∗i (y),
ζ˜ij = kjΨj(y)
dΘ∗i (y)
dy
− ki dΨj(y)
dy
Θ∗i (y).
Using relations (7.160), (7.161) and (7.164), one obtains
(9.190) ζ˜ij = a¯ib¯j η˜ij , ζij = a¯ib¯jηij ,
where a¯i, b¯j are some non-zero coefficients, and
(9.191) ηij = y
2(kj + 2ki + 2k
2
i y − 2k2i kjy2) exp(−(ki + kj)y) +O(b−r0),
(9.192) η˜ij = y
2(kj − 2ki + 2ki(kj − ki)y) exp(−(ki + kj)y) +O(b−r0)
for some r0 > 0.
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Lemma 9.1. For each N×N matrix T and each δ > 0 there exists a 2π -periodic
in x smooth function g1(x, y) such that for sufficiently large b one has
(9.193) |Mjl(u1(·, ·))− Tjl| < δ, ∀j, l = 1, ..., N,
where u1 is defined via g1 by (6.30).
Proof. We are looking for u1 satisfying (9.193). Just u1 is found we use
relation (6.30) and define g1 as
g1 =
u1
(U − u0)(1 + γu1)
choosing a sufficiently large u0 > 0 such that the function U − u0 has no roots.
We represent u1(x, y) by a Fourier series:
u1(x, y) = uˆ0(y) +
+∞∑
k=1
uˆk(y) cos(kx).
Then relation (9.189) gives
(9.194) Mij(u1) =
1
2
∫ h
0
(
ζ˜ij(y)uˆki+kj (y) + ζij uˆ|ki−kj |(y)
)
dy.
We introduce the auxiliary quantities V
(p)
n,m by
(9.195) V (p)n,m =
∫ h
0
y2+p exp(−my)uˆn(y)dy,
where n > 0,m, p ≥ 0 are integer indices. Let us prove an auxiliary assertion.
Lemma 9.2. For any am,p, where m = 1, ...,M and p = 0, 1, 2, we can find a
function W (y) ∈ C2([0, h]) such that
(9.196)
∫ h
0
yp exp(−my)W (y)dy = am,p, ∀ m = 1, ...,M, p = 0, 1, 2.
and
(9.197) W (0) =W (h) =W ′(0) =W ′(h) = 0.
Proof. Consider the map W (·)→ am,p defined by (9.196) on the space E3 of
the functions ∈ C2([0, h]) and satisfying (9.197). The range of that map is a linear
subspace of R3M . If this assertion is not fulfilled, there is a vector orthogonal to
the closure of that linear subspace and thus there exist numbers bm,p such that
M∑
m=1
2∑
p=0
|bm,p| = 1
and ∑
m=1,...,M
∑
p=0,1,2
∫ h
0
bm,py
p exp(−my)W (y)dy = 0
for all W (y) ∈ C2([0, h]) such that (9.197) holds. This means that∑
m=1,...,M
∑
p=0,1,2
bm,py
p exp(−my) = 0, ∀ y ∈ (0, h),
i.e., the functions yp exp(−my) are linearly dependent that is not the case. 
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Using that lemma we assume that all V
(p)
n,m = 0 for all n = m = ki + kj . Then
by (9.194) and (9.196) estimate (9.193) can rewritten as follows:
|(kj + 2ki)V (0)|kj−ki|,kj+ki + 2k
2
i V
(1)
|kj−ki|,kj+ki
−
−2kjk2i V (2)|kj−ki|,kj+ki + B˜ij(b)− T¯ij | < δ,(9.198)
where B˜ij , i, j = 1, ..., N satisfy |B˜ij | < c1b−c2 , c1, c2 > 0 and T¯ij = Tij a˜ib˜j,
where a˜i, b˜j are coefficients.
Estimate (9.198) shows that, in order to prove the assertion, it suffices to find
Xn,m = V
(0)
n,m and Yn,m = V
(1)
n,m satisfying the system
(9.199) (kj + 2ki)X|kj−ki|,kj+ki + 2k
2
i Y|kj−ki|,kj+ki = T¯ij ,
where i, j ∈ 1, ..., N .
We decompose that system into the symmetric and antisymmetric parts. Then
we obtain
(9.200)
3
2
(kj + 2ki)X|kj−ki|,kj+ki + (k
2
i + k
2
j )Y|kj−ki|,kj+ki = T¯
s
ij , i ≥ j,
(9.201)
1
2
(ki − kj)X|kj−ki|,kj+ki + (k2i − k2j )Y|kj−ki|,kj+ki = T¯ aij , i > j,
for some T¯ sij and T¯
a
ij , where i, j ∈ 1, ..., N . Consider the map RN : (i, j) →
|kj − ki|, kj + ki defined on the set of the pairs (i, j) where i = 1, ..., N , j = 1, ..., N
and i ≥ j. That map is an injection, therefore, the system of equations (9.200) and
(9.201) can be represented as a set of independent systems of two linear equations
for two unknowns. For each (i, j) the corresponding linear 2×2 system is resolvable
that can be checked by the determinant calculation. 
Let us formulate a lemma about control f by η1.
Lemma 9.3. Given a vector f = (f1, ..., fN ), there exists a smooth 2π-periodic
in x function η1(x, y) such that
〈θ˜i, η1〉 = fi, i = 1, ..., N.
We omit an elementary proof.
In coming sections we investigate system (8.181) mainly following works [24]
and [25, 23].
10. Quadratic systems
System (8.184) defines a local semiflow St(f,M) in the ball BN(R0) ⊂ RN of
the radius R0 centered at 0. We shall consider the vector f and the matrix M as
parameters of this semiflow whereas the entries Kijl will be fixed.
Let us formulate an assumption on entries Kijl. We represent X as a pair
X = (Y, Z), where
Yl = Xl, l ∈ Ip, Zj = Xj+p, j ∈ Jp,
where Ip = {1, ..., p} and Jp = {1, ..., N−p}. Then system (8.184) can be rewritten
as
(10.202)
dY
dt
= K(1)(Y ) +K(2)(Y, Z) +K(3)(Z) +RY + PZ + f,
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(10.203)
dZ
dt
= K˜(1)(Y ) + K˜(2)(Y, Z) + K˜(3)(Z) + R˜Y + P˜Z + f˜ ,
where for i = 1, ..., p
(10.204) K
(1)
i (Y ) =
∑
j∈Ip
∑
l∈Ip
K
(1)
ijl YjYl, K
(3)
i (Z) =
∑
j∈Jp
∑
l∈Jp
K
(3)
ijl ZjZl,
(10.205) K
(2)
i (Y, Z) =
∑
j∈Ip
∑
l∈Jp
K
(2)
ijl YjZl,
and for k = 1, ..., N − p
(10.206) K˜
(1)
k (Y ) =
∑
j∈Ip
∑
l∈Ip
K˜
(1)
kjlYjYl, K˜
(3)
k (Z) =
∑
j∈Jp
∑
l∈Jp
K˜
(3)
kjlZjZl,
(10.207) K˜
(2)
k (Y, Z) =
∑
j∈Ip
∑
l∈Jp
K˜
(2)
kjlYjZl.
Note that
(10.208) K˜
(1)
kjl = Kk+p,jl, k = 1, ..., p, j, l = 1, ..., p.
The linear terms MX take the form
(10.209) (RY )i =
∑
j∈Ip
RijYj , (R˜Y )k =
∑
j∈Ip
R˜kjYj ,
(10.210) (PZ)i =
∑
j∈Jp
PijZj, (P˜Z)k =
∑
j∈Jp
P˜kjZj,
and f = (f1, ..., fp), f˜ = (f˜1, ..., f˜N−p).
We denote by St(P) the local semiflow defined by (10.202) and (10.203). Here
P is a semiflow parameter, P = {f, f˜ , P, P˜ , R, R˜}. Let us formulate an assumption
on quadratic terms Ki(X).
p-Decomposition Condition Suppose entries Kijl satisfy the following con-
dition. For some p there exists a decomposition X = (Y, Z), where Y ∈ Rp and
Z ∈ RN−p such that for all bjl the linear system
(10.211)
∑
i∈Jp
K˜
(1)
ijl χi = bjl, l, j ∈ Ip
has a solution χ.
Clearly that for N > p2 + p and generic matrices K this condition is valid.
Let us formulate some conditions to the matrices R, R˜, P and P˜ . Let ξ > 0 be
a parameter. We suppose that
(10.212) P˜ij = −ξ−1δi,j , i = 1, ..., N − p, j = 1, ...,
(10.213) R˜ij = 0, f˜i = 0, i = 1, ..., N − p, j = 1, ..., p,
(10.214) Pij = ξ
−1Tij , |Tij | < C0, i = 1, ..., p, j = 1, ..., N − p,
(10.215) |Rij | < C, i = 1, ..., p, j = 1, ..., p,
Let us define the domain in RN :
(10.216) WR¯,C(2),ξ = {X = (Y, Z) : |Y | < R¯, |Z| < C(2)ξ}, C(2) > 0.
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Note that WR¯,C(2),ξ is a tubular neigborhoof of the ball Bp(R¯) of the small width
C(2)ξ.
Lemma 10.1. Assume (10.212), (10.213), (10.214) and (10.215) hold and R¯ >
0, c0 > 0 are constants. For sufficiently small positive ξ < ξ0(R¯, δ,M,K, f, p,N, c0)
and C(2) > c0 the local semiflow S
t(P) defined by system (10.202), (10.203) has
a locally invariant in the domain WR¯,C(2),ξ and locally attracting manifold M˜(2)p .
This manifold is defined by equations
(10.217) Z = ξ(K˜(1)(Y ) +W (Y, ξ)), Y ∈ Bp(R¯)
where W is a C1+δ smooth map defined on the ball Bp(R¯) to RN−p and such that
(10.218) |W (·, ξ)|C1(Bp(R¯)) < C1ξs, s > 0.
Proof can be found in the paper [24].
The semiflow St restricted to M˜p is defined by the equations
(10.219)
dY
dτ
= ξS(Y, ξ),
where
S(Y, ξ) = K(1)(Y ) + ξK(2)(Y, K˜(1)(Y ) +W (Y, ξ))+
+ξ2K(3)(K˜(1)(Y ) +W (Y, ξ)) +RY + TK˜(1)(Y ) +W (Y, ξ)) + f.
The estimates for W show that S can be presented as
(10.220) S(Y, ξ) = K(1)(Y ) +RY + TK˜(1)(Y ) + f + S˜(Y, ξ)
where a small correction S˜(Y, ξ) satisfies
(10.221) |S˜(Y, ξ)|C1(Bp(R0)) < c0ξ1/2.
In (10.220) R and f are free parameters. The quadratic form D(Y ) = K(1)+TK˜(1)
can be also considered as a free parameter according to p- Decomposition Condition.
Therefore, we have proved the following assertion.
Lemma 10.2. Let
(10.222) W (Y ) = D(Y ) +RY + f
be a quadratic vector field on the ball Bp(R¯), R¯ > 0, where
Di(Y ) =
p∑
j=1
p∑
l=1
DijlYjYl, (RY )i =
p∑
j=1
RijYj .
Consider system (10.202), (10.203). Let p- Decomposition Condition hold. Then
for any ǫ > 0 and Rd > 0 the field W can be ǫ - realized by local semiflow defined
by system (10.202), (10.203) on C1+δ-smooth locally invariant in a neighborhood
WR¯,C(2),ξ of ball Bp(R¯) and locally attracting manifold M(2)p of dimension p. Here
parameters P are the matrices P , R, P˜ , R˜ and the vectors f, f˜ .
Lemma 10.2 and results [25] imply the following assertion. Let us consider the
families Φ2,R0 of quadratic fields V (X) defined on the ball BN(R0) by (8.184) and
depending on a parameter P as follows. Each field in a family Φ2,R0 is defined by
numbers p,N , the matrix M , the coefficients Kijl, where i, j, l ∈ 1, ..., N , and the
vector f . We consider p,N , the matrix M and the vector f as free parameters, i.e.,
the parameter P of our family is a quadruple {p,N,M, f}, where p,N runs over
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the set of all positive integers N+, and p
2 + p < N . For each fixed N the range
of the parameter M is the set of all square N ×N matrices and the range of f is
RN . For each P the corresponding coefficients Kijl are defined uniquely and satisfy
p-Decomposition condition.
Proposition 10.3. Consider a family of the semiflows defined by systems
(8.184), where V ∈ Φ2,R0 . Then that family enjoys the following property. For
each integer n, each ǫ > 0 and each vector field Q satisfying (3.11) and (3.12),
there exists a value of the parameter P = P(Q, ǫ, n) such that the corresponding
system (8.184) defines a semiflow, which ǫ-realizes the vector field Q.
10.1. Verification of p-Decomposition condition for system (8.181).
Let us fix a p. To verify p-Decomposition condition for system (8.184) we choose
the set KN from Prop. 6.2 in a special way. Namely, we set KN = Kp,N , where the
set Kp,N is defined below as follows.
Let us denote by P2,p the set of non-ordered pairs (i, j), where i, j ∈ {1, ..., p}.
The equality (i, j) = (i′, j′) means that either i = i′, j = j′ or i = j′, j = i′. Let Sp
be the set consisting of all sums ki + kj , where i, j ∈ {1, ..., p}. Consider the map
Sp : P2,p → Sp from the set P2,p on the set Sp defined by Sp((i, j)) = ki + kj . Let
us prove an auxiliary lemma.
Lemma 10.4. For each p > 1 there exists a set K¯p = {k¯1, ..., k¯p} of integers
k¯i > 0 such that
(10.223) k¯j 6= 5n, ∀n ∈ N
and all the sums k¯i + k¯j are mutually distinct, i.e.,
(10.224) k¯i + k¯j = k¯i′ + k¯j′ =⇒ (i, j) = (i′, j′).
In the other words, the map Sp is injective.
Proof. The set K¯p = {k¯1, k¯2, ..., k¯p} can be found by an induction. For p = 2
we set k¯1 = 1, k¯2 = 7. Suppose K¯p is found for some p. Then we take an odd
kp+1 such that k¯p+1 > k¯j1 + k¯j2 for all j1, j2 ∈ {1, ..., p}. Then the extended set
K¯p+1 = {k¯1, ..., k¯p, k¯p+1} satisfies conditions (10.224).
To show it, consider two sums from (10.224). If the pairs (i, j) and (i′, j′) do
not include the index p+1 then (i, j) = (i′, j′) by the induction assumption. If one
of i, j equals p+ 1 but the pair (i′, j′) does not include p + 1, equality (10.224) is
not fulfilled that follows from the construction of kp+1. Therefore, the both pairs
(i, j) and (i′, j′) contains p+ 1. Then we can exclude this index, that gives either
i = i′ or i = j′. 
For all p we define the sets Kp,N = {k1, k2, ..., kN}, where N = p(p+ 1)/2, as
follows. Let us take the set K¯p = {k¯1, ..., k¯p} satisfying the conclusion of lemma
10.4. For i ≤ p we take ki = k¯i. The integers ki ∈ Kp,N with i > p we define as
different sums from K¯p, i.e., ki = k¯i1 + k¯i2 for some i1, i2 ∈ {1, ..., p}.
Let us set Yl = Xl, l = 1, ..., p. Respectively, all the rest variablesXj with j > p
will be Zl, where l = j−p. Then, due to relation (10.208), to verify p-Decomposition
condition 10, it is sufficient to check that the linear system
(10.225)
N∑
i=p+1
Kijlχi = bjl, j, l ∈ Ip = {1, ..., p}
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has a solution for any given bjl.
To verify it, let us calculate the coefficients Kijl defined by (8.187). Integrating
by parts one has
(10.226) Kijl = −〈{ψj, θ∗i }, θl〉+O(ν−1).
Thus by definition (8.186)
(10.227) Kijl = −Mij(θl(·, ·)) +O(ν−1).
Using that relation and (9.189) one obtains
(10.228) Kijl =
1
4
(
δki,kl+kj Iijl +O(b
−c1)
)
, c1 > 0,
and
Iijl =
∫ h
0
ζ˜ij(y)Θl(y)dy, p+ 1 ≤ i ≤ N, j, l = 1, ..., p.
Relation (10.228) means that for each fixed pair (j, l) the sum in the left-hand side
of system (10.225) consists of a single term with the index i defined by ki = k¯j+ k¯l.
Due to Lemma 10.4 system (10.225) can be decomposed in independent linear
equations, each of them involves only a single unknown χi. Thus system (10.225)
is resolvable under condition that all coefficients Iijl are not equal 0. To compute
those coefficients we take into account relation (9.192) for ξ˜ij . For large b we find
that
(10.229) Iijl = a¯ib¯jβl
(
J(k¯j , k¯l) +O(b
−r2)
)
δki,k¯l+k¯j , r2 > 0,
where a¯i, b¯j , βl 6= 0 and
J(k¯j , k¯l) = 2(2(k¯l + k¯j))
−3(kj − 5kl).
We note (10.223) implies that J(k¯j , k¯l) 6= 0 for all integers j, l = 1, ..., p. Thus for
each integer p we can solve system (10.225) and the p-Decomposition condition is
fulfilled.
11. Proof of Theorems
Proof. of Theorem 4.1. Let ǫ > 0. We suppose that a vector field Q defined
on the ball Bn satisfy (3.11) and (3.12). Our goal is to find parameters P of IBVP
(2.2) -(2.9) such that the corresponding family of semiflows, generated by that
IBVP, ǫ -realizes Q.
Step 1. According to Proposition 10.3, for each ǫ0 > 0 we can ǫ0- realize the
field Q by a semiflow defined by a quadratic vector field V (X) from a family Φ2,R0 .
The field V is defined on a ball BN ⊂ RN .
Step 2. Consider the family FOB of global semiflows defined by by IBVP (2.2)
-(2.9) with parameters P = {h, ν, γ, β, β1, u0, η(·, ·), g1(η(·, ·)}. For any ǫ1 > 0
that family ǫ1-realizes (in the sense of definition 3.2) a family of semiflows Φ2,R0
considered at the previous step. Therefore, if ǫ0, ǫ1 are small enough, the family
FOB realizes Q with accuracy ǫ.

Proof. of of Theorem 4.2.
Consider a global semiflow on finite dimensional smooth compact manifold de-
fined by a C1-smooth vector field and having a hyperbolic compact invariant set Γ.
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For an integer n > 0 we can find a smooth vector field Q on a unit ball Bn, which
generates a semiflow having a topologically equivalent hyperbolic compact invari-
ant set Γ′ (and the corresponding restricted dynamics are orbitally topologically
equivalent) . Due to the Theorem on Persistence of Hyperbolic sets (see [20, 12])
we find a sufficiently small ǫ(Γ′, Q) > 0 such that for all C1 perturbations Q˜ of Q
satisfying |Q˜|C1(Bn) < ǫ the perturbed systems
(11.230) dq/dt = Q(q) + Q˜(q)
have hyperbolic compact invariant sets Γ˜ topologically equivalent to Γ (and the
corresponding restricted dynamics are orbitally topologically equivalent). Then we
ǫ- realize this field by Theorem 4.1.
Now, to finish proof, it is sufficient to prove that trajectories defined by system
(11.230) on Bn do not leave the locally invariant manifold Mn. By definition of
locally invariant manifolds (see Sect. 3), it suffices to prove that those trajectories
do not leave the corresponding domainW , where that manifold is locally invariant.
For sufficiently small ǫ > 0 the trajectories q are bounded. Indeed, the correspond-
ing perturbed field Q(q)+ Q˜(q), defined onMn, directed inward the ball Bn at the
boundary ∂Bn and thus the corresponding semitrajectories do not leave that ball.
The corresponding trajectories z(t) = (X(t), v˜, w(t)) of semiflow St generated by
our IBVP on the manifold M(1)N also are bounded. We choose radius R0 and the
width C(1) such that the domain Wγ,R0,C(1),α contains these trajectories z(t). We
make an analgous choice for all locally invariant manifoldsM(2)p ,M(3), ... involved
in our realization, adjusting Rd,R¯ and the corresponding width parameters C
(2)
and C(3). Then z(t) = (X(t), v˜, w(t)) do not leave Mn. It finishes the proof.

12. Conclusion
The idea that a complicated behaviour of dissipative dynamical systems, asso-
ciated with fundamental models of physics, chemistry and biology can be generated
by a strange (chaotic) attractor was pioneered in the seminal work of D. Ruelle and
F. Takens [16]. In this paper, it is shown that classical system of hydrodynamics,
which appears in many applications, can exhibit all kinds of structurally stable
chaotic behaviour. The mathematical method admits a transparent physical inter-
pretation: complicated large time dynamics can be produced by an exponentially
decreasing at the no-flip boundary temperature profile and small space inhomoge-
neous perturbations of the gravity force and that profile. In this paper, the complete
analytical description of complex turbulent patterns is given.
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14. Appendix
Proof of Lemma 8.1. This assertion is a consequence of Theorem 6.1.7 [10].
In the variables zˆ = (vˆ, wˆ)tr, X system (8.171), (8.172), (8.173) can be rewritten
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as
(14.231) Xt = γFˆ (X, zˆ),
(14.232) zˆt = Lzˆ + Gˆ(X, zˆ).
Using the standard truncation trick we modify eq. (14.231) as follows:
(14.233) Xt = γFˆ (x, w˜)χR0(X),
where χR) is a smooth function such that χR0(X) = 1 for |X | < R0 and χR0(X) = 0
for |X | > 2R0. As a result of that modification, X-trajectories of (14.233) are de-
fined for all t ∈ (−∞,+∞) (as in Theorem 6.1.7 [10]). Then an invariant manifold
for the semiflow defined by system (14.233), 14.232) is a locally invariant one for
the semiflow generated by (14.231), 14.232).
Let us consider the semigroup exp(Lt). We have estimates (7.166), (7.167),
where M, M¯, ρ > 0 do not depend on γ. Moreover,
(14.234) M0 = γ sup
(X,zˆ)∈Dγ,2R0,C1,C2,α
||FˆχR0 || < c2γ,
(14.235) λ = γ sup
(X,zˆ)∈Dγ,2R0,C1,C2,α
||DX FˆχR0 ||+ ||DzˆFˆχR0 || < c3γ,
(14.236) M2 = γ sup
(X,w˜)∈Dγ,2R0,C1,C2,α
||DzˆGˆ|| < c4γ,
We set µ0 = κ/4. Then for small γ
(14.237) M3 = γ sup
(X,zˆ)∈Dγ,2R0,C1,C2,α
||DXGˆ|| < c5γ.
We set δ1 = 2θ1, where
(14.238) θp = λM0
∫ ∞
0
u−α exp(−(κ− pµ′)u)du, 1 ≤ p ≤ 1 + δ,
and µ′ = µ0 + δ1M2. For sufficiently small γ one has µ
′ < ρ/2, therefore, the
integral in the right hand side of (14.238) converges and, according to (14.236), one
obtains θ < c6γ (since M is independent of γ). We notice then that for sufficiently
small γ the following estimates
(1 + δ)µ′ < ρ/2,
θ1 < δ1(1 + δ1)
−1 < 1, θ1(1 + δ1)M2µ
′−1 < 1,
and
θp(1 +
(1 + δ1)M2
rµ′
) < 1
hold. Those estimates show that all conditions of Theorem 6.1.7 [10] are satisfied,
and Lemma 8.1 is proved.
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