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"I'm pickin' up good vibrations 
She's giving me excitations"
Brian Wilson/Mike Love
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Chapter 1
ow does our brain represent space? And how 
does it use this representation for action? 
These are the two driving questions behind this 
thesis. Space, as I define it here, is the boundless, 
three-dimensional extent in which objects have rel­
ative positions. In the context of this thesis, these 
objects have a potential behavioral relevance to us, 
meaning that they can influence or guide our ac­
tions. One such an object could be a cup of coffee 
in front of us, or a pencil on the table that we want 
to act upon by picking it up. Further away, a bright 
star shining in the night can also be such an object, 
that we may want to act upon by directing our gaze 
toward it.
To construct a spatial representation, the brain 
depends on inputs from our senses. We can see, 
hear or touch objects, and use all of this informa­
tion to infer their positions relative to ourselves 
and one another. The sense of vision is most domi­
nant in our perception of space. We use our visual 
perceptions in all kind of daily routines like read­
ing, communication and safely moving around. De­
spite these complex cognitive operations that are 
associated with vision in the modern human, it is 
thought that visual perception once developed as 
a means to guide simple movements in our perip­
ersonal space. Small groups of light sensitive cells 
allowed early invertebrate animals to vaguely ob­
serve objects in their near surrounding, enabling 
them to move toward them, or away, which gave 
these animals a slight advantage in the game of 
adaptation and survival. With the further develop­
ment of the eyes and limbs, early primates gained 
more advantage by carefully coordinating their eye 
and limb movements, allowing for more complex 
goal-directed motor acts and eventually even tool­
use.
In the modern primate brain, this goal-directed 
processing of vision is expressed in a distinct visual 
pathway, known as the dorsal visual pathway (Un­
gerleider and Mishkin, 1982). Information from 
the retina is passed on to the occipital cortex, also
known as the striate visual cortex. From here, the 
vision-derived information flows through various 
extrastriate areas, terminating in the posterior 
parietal cortex (PPC). The PPC receives many and 
various inputs; not only visual, but also auditory, 
somatosensory, limbic and motor output signals. 
The PPC is interconnected with the motor areas in 
the frontal cortex, which are involved in generat­
ing motor commands to control the muscles. This 
sounds all simple enough, but our brain needs to 
resolve several demanding spatial transformations 
to arrive at the high level of visuomotor behavior 
that characterizes primates. To understand the 
computational complexity of these processes, it is 
first necessary to introduce the lingua that neuro­
scientists use to describing space and spatial trans­
formations.
One element of this vocabulary is the concept 
of a reference frame, which, in the mathematical 
sense, is simply a set of rigid axes that intersect at 
a point, the origin. In the case of motor control, the 
more stable insertion point of a set of muscles is 
typically taken as the frame of reference, like the 
head for eye movements, and the torso for head 
and arm movements. The coordinate axes within 
such a frame can be taken perpendicular to each 
other (Cartesian coordinates), or can be defined in 
terms of a radius and direction (polar coordinates), 
and they are marked with gradations. This system 
allows the location of any object to be described 
by a set of numbers, called coordinates - its posi­
tion along each of the axes. With these concepts at 
hand, one could formulate questions about how the 
brain encodes space and actions in very concrete 
terms. For example, suppose we wish to under­
stand the simple task of picking up a cup of coffee. 
Using these concepts, understanding the underly­
ing visuomotor transformation becomes a matter 
of providing an account of how the brain translates 
the position of the cup from the coordinates of the 
retinas into the coordinates of a reference frame 
that links to the hand (see Figure 1.1).
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Figure 1.1 Schematic representation of the two 
possible vision-to-reach reference frames. The red
vectors together make up the gaze-centered reference frame. 
Targets are encoded relative to the gaze, as is the position of the 
hand. By subtracting the hand vector from the target vector 
the movement vector is calculated. The blue vectors make up 
the body-centered or shoulder-centered representation. Both 
target and hand are encoded relative to the shoulder. A similar 
computation as in the gaze-centered reference frame results 
in the movement vector, now calculated in a body-centered 
reference frame. T, target position; H, hand position; M, 
movement vector; B, body-centered coordinates; E, gaze- 
centered coordinates. (Adapted From Buneo and Andersen, 
2006).
How information is transformed across the var­
ious reference frames is still not fully understood 
and one of the core issues of this thesis. However, 
we do know that the posterior parietal cortex plays 
a crucial role in this process of sensorimotor in­
tegration (Snyder et al., 1997; Buneo et al., 1999; 
Pesaran et al., 2006). In this thesis, we present 
research providing new insights into the parietal 
mechanisms underlying the visuomotor transfor­
mations and spatial representations for actions. 
We have assessed neuronal activity in the senso­
rimotor system by measuring temporally synchro­
nized neuronal activity (also called neuronal oscil­
lations) in humans with magnetoencephalography 
(MEG), in order to provide novel knowledge about 
the temporal dynamics of sensorimotor trans­
formations. W ith this technique, we have probed 
questions concerning the underlying neuronal dy­
namics of movement planning in parietal cortex, as 
well as the nature of their associated spatial repre­
sentations. Also, we have established the reference 
frames in which the neuronal oscillations represent 
action representations. Finally, we have looked at 
the role of neuronal synchronization when coding 
spatial representations for different effectors.
In this general introduction, I will first present 
some background on the PPC’s functional organi­
zation subserving sensorimotor transformations, 
particularly visuomotor integration. Then, I will 
present some background on the MEG and neu­
ronal oscillations, and finally I will formulate the 
research questions that are addressed in this thesis 
in more detail.
Posterior Parietal Cortex
Being anatomically positioned between the occipi­
tal and frontal cortex, thus functionally between 
perception and action, the parietal cortex would 
seem like the ideal candidate to perform visuo- 
motor transformations (see Figure 1.2). Indeed, 
patients with damage to the parietal cortex are 
unaffected in their primary visual and motor func­
tions, but are affected when they try to connect the 
two. For example, such patients could make large 
errors when reaching to visual objects in their vi­
sual periphery (Goodale and Milner,1992), a condi­
tion called optic ataxia. Commonly, but not always, 
these patients show spatial neglect, a symptom in 
which the subject is unable to perceive space con­
tralateral to the affected cortical hemisphere. This 
means that the PPC is at some level involved in 
representing space, and one that is important for 
subsequent action.
Despite the important insights obtained from 
neuropsychological studies, they may not allow for 
strong conclusions about the functions of specific 
brain areas. Lesions are rarely confined to only one 
specific brain structure, and stroke patients more
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often than once present a multitude of function 
loss, not necessarily all directly attributable to the 
lesion. To better control the parameters influenc­
ing neuronal activity, neuroscientists resorted to 
different techniques, such as electrophysiological 
recordings in the monkey brain. The monkey brain, 
and particularly the rhesus macaque’s posterior pa­
rietal cortex (PPC), seems to be a good model for 
the human PPC, sharing a wide range of functions 
supporting comparable behavior (Grefkes and 
Fink, 2005). Figure 1.2 shows a human brain (left) 
and a macaque brain (right), both with the frontal 
cortex to the right, and the visual cortex (in grey) 
to the left. The parietal cortex is colored in blue. The 
darker blue represents the somatosensory area, the 
cortical site where tactile stimulation of the skin 
is processed, in a somatotopic fashion. The lighter 
shades of blue represent the different substruc­
tures within the PPC. In both species, the intrapari­
etal sulcus (IPS) divides the PPC into a superior and 
inferior lobe. In the displayed human brain, the IPS 
is marked by a dashed line, while in the macaque 
brain it has been opened up to gain visual access 
to the different substructures within the IPS. Even
IPS
though there are large differences in the anatomy of 
the two different species (for instance, the human 
brain is twice the size of the macaque’s brain, and 
the human parietal surface is eight times as large as 
the macaque’s parietal cortex), most fundamental 
insights into the functions of the PPC have been 
gained by monkey electrophysiology and interven­
tion studies. Therefore, I will start by discussing the 
anatomical and functional organization of the ma­
caque’s PPC in relation to visuomotor processing, 
to later continue with the differences and similari­
ties with the human PPC.
Studies in awake and behaving macaque mon­
keys have identified several structures in the PPC, 
predominantly in and around the IPS, that are 
heavily involved in sensorimotor processing. Prag­
matically named after their relative location in the 
IPS, we now know these regions as the anterior 
(AIP), lateral (LIP), medial (M IP), caudal (CIP) and 
ventral (V IP) intraparietal areas. Much research has 
gone into area LIP, which was recently found to be 
subdivided into a ventral and dorsal portion (LIPd 
and LIPv, respectively). Besides the IPS regions, 
also area 5 and the parieto-occipital sulcus (POS),
Figure 1.2 Human and macaque cortex. Posterior parietal cortex of human (left) and macaque monkey (right). A. The 
human parietal cortex can be divided into an anterior (dark blue), and posterior (light blue) part. The posterior parietal cortex 
(PPC) is divided by the intraparietal sulcus (IPS) into the superior parietal lobe (SPL) and the inferior parietal lobe (IPL). The 
IPL consists of the angular gyrus (Ang) and supramarginal gyrus (Smg) and borders the superior temporal gyrus at a region 
often referred to as the temporoparietal junction (TPJ). B. The lunate and intraparietal sulci are opened up to show the loca­
tions of several extrastriate areas in addition to the visually responsive areas within the intraparietal sulcus. These include the 
parieto-occipital area (PO), the medial intraparietal area (MIP), the lateral intraparietal area (LIP), the ventral intraparietal 
area (VIP), and the anterior intraparietal area (AIP). (Adapted from Husain and Nachev, 2007; Colhy, 1988; Bisley and 
Goldberg, 2010).
B
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comprising the areas V6 and V6A, are involved in 
sensorimotor transformations.
The different regions within the IPS integrate 
information from different senses in order to in­
fluence behavior within a specific work-frame. 
Region AIP, for instance, is involved in grasping 
movements, with neurons firing in response to 
object presentation and manipulation (Johnson 
et al., 1996). Region CIP receives strong visual in­
put, and is thought to be involved in 3D percep­
tion of objects that can guide action (for instance 
through area AIP) (Sakata et al., 2003). Region VIP 
receives input from several sensory modalities, and 
is thought to represent the perception of self move­
ment and objects in peripersonal space (Sakata et 
al., 1998). The most extensively researched areas 
within the IPS are areas LIP and MIP. Area LIP is 
known for its role in the planning of eye move­
ments, in particular rapid eye movements, called 
saccades. MIP, together with POS constitutes the 
parietal reach region (PRR), which is thought to 
provide the motor system with goal representa­
tions for reaches. All these differences have taken 
to suggest that PPC construct no unitary repre­
sentation of space, but rather code a multitude of 
space representations in an effector-specific fash­
ion. In the next sections, I will discuss both LIP and 
M IP in more detail.
Monkey area LIP and eye movements
The lateral intraparietal area lies on the lateral bank 
of the IPS. It receives its main inputs from the oc­
cipital cortex, but also from frontal areas like the 
frontal eye fields. In return, LIP also projects to 
the frontal cortical oculomotor areas, such as the 
frontal and supplementary eye fields and the dor­
solateral prefrontal cortex. Like many of the visual 
areas in the occipital cortex, studies have shown 
that area LIP, is organized in a topographic fashion 
(Blatt et al., 1990; Ben Hamed et al., 2001; Patel 
et al., 2010), meaning that every neuron has a pre­
ferred patch of visual space, with its neighbours 
covering the adjacent pieces of space. Neuronal re­
sponses - the number of action potentials that are 
generated - are strongest when a visual stimulus 
is presented in the middle of this patch of visual 
space, and will weaken further away from this cen­
ter, up until it remains silent. This spatial field in 
which the neuron is most responsive is also called 
the neuron’s response field or receptive field (RF). 
In most LIP neurons, the RF is fixed to the direc­
tion of gaze, and it usually lies contralateral to the
r
Time (s)
Figure 1.3 Spiking activity of an intended movement cell during saccades to the remembered location of 
a visual target, presented within the cell’s response field. Each line includes responses for 8--10 trials. Trials are 
grouped according to increasing response delay times (denoted by increasingly darker shades of blue). The red column in­
dicates the time of stimulus presentation. The vertical lines indicate the time at which the fixation spot was extinguished. 
Note that, independent of delay length, stimulus presentation evokes a strong response that is followed up by a weaker 
but sustained response that does not fade until the eye movement is made. (Adapted from Gnadt and Andersen, 1988)
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measured hemisphere.
LIP’s functional role is still heavily debated. For 
at least three decades, interpretations of LIP data 
have been biased in two directions: one supporting 
a role for LIP in visuo-spatial attention (see Colby 
and Goldberg, 1999, for a review), and one propos­
ing a role for the PPC in movement intentions (see 
Andersen and Buneo, 2002, for a review). Given its 
relative position between visual and motor areas, 
LIP is anatomically at the heart of the transforma­
tion of sensory spatial information to motor com­
mands. Indeed, area LIP has been associated with 
both visual responses as well as motor related ac­
tivity (Andersen et al., 1987). In addition, strong 
electrical stimulation of LIP neurons also elicits 
eye-movements into their response fields (Thier 
and Andersen, 1998), and vice versa reversible le­
sions of LIP disrupt saccade execution into the
Figure 1.4 A persistent neuron with memory activity 
in both visual and motor memory antisaccades. Red
column represents the time of stimulus presentation. The 
vertical line at 1.0 s is the time of the go-cue. The colors of the 
lines correspond to the borders of the schematic representa­
tions of the four trial types on the top. Dark blue, prosaccade 
into the neuron’s response field. Light blue, an antisaccade 
with the stimulus presented into the neuron’s response field, 
and thus with the saccade away from the response field. 
Note that visual activity is initially the same as in the pro­
saccade condition, but drops during the memory delay. Red, 
antisaccade trials with the eye movement into the neuron’s 
response field. Magenta, prosaccade away from the neuron’s 
response field. (Adapted from Zhang and Barash, 2004)
neuronal group’s response field (Li and Andersen,
1999). In contrast, Goldberg and colleagues have 
stressed the visual and attentive responses of PPC 
and LIP neurons (Bushnell et al., 1981; Colby et al.,
1996), arguing that spatial attention is needed be­
fore an eye movement can be made.
To dissociate between the visual and motor hy­
potheses, LIP neurons were tested when monkeys 
were trained on a memory-guided saccade task, a 
task in which visual stimulation is separated from 
the saccade by some delay period in which the mon­
key maintains central fixation (Gnadt and Ander­
sen, 1988, see Figure 1.3). During this delay, the 
LIP neurons would fire strongly in response to a 
saccade goal presented in their receptive field. As a 
marker of working memory, activity would subse­
quently be sustained at a lower firing rate, and then 
increase again around and during the time of the 
saccade. Gnadt and Andersen also implemented a 
double-step saccade paradigm, designed such that 
a particular neuron’s response field could be the 
end goal of a saccade, without ever being visually 
stimulated. Indeed, they found a build-up of motor 
related activity before and around the 2nd saccade, 
in the absence of visually induced activity. The au­
thors’ interpretation of these results was that LIP 
encodes intentions to make a movement, rather 
than coding for the visual stimulus or the move­
ment parameters.
In order to disambiguate L IP’s delay activ­
ity, Zhang and Barash used the antisaccade task 
(Zhang and Barash, 2000, 2004). An antisaccade, 
as opposed to a prosaccade, is an eye movement 
away from a visual stimulus, with the saccade vec­
tor rotated 180 degrees relative to central fixation 
(Hallet, 1978). In the delayed antisaccade task by 
Zhang and Barash, a visual stimulus would shortly 
be presented within the response field of a given 
neuron, instructing the monkey to plan a saccade 
away from this response field, into another neu­
ron’s response field. After a short delay, a go cue 
was given, instructing the monkey to execute the
14
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planned saccade. They found a variety of cells; a few 
responded transiently to the onset of the stimu­
lus and many to the onset of the saccade; others 
showed sustained activity throughout the delay 
reflecting either the upcoming motor direction or 
the visual memory (see Figure 1.4). From this, they 
concluded that neurons in LIP were involved in the 
conversion from vision to action, but that the area 
as a whole should be regarded neither explicitly 
sensory nor motor by nature (Zhang and Barash,
2004).
Despite this sound conclusion, it may still be ar­
gued that during the antisaccade trials it is not the 
saccade vector that is being rotated, but it is actu­
ally the focus of attention that is being remapped, 
with attention now overlapping with the locus of 
the constructed saccade goal. Needless to say, it is 
difficult, if not impossible, to disentangle oculomo­
tor control from spatial attention. This overlap in 
the two modalities provokes the question if they 
simply are the outcome of the same process, shar­
ing neurons and networks along the way, differ­
ing only in actual motor output (Rizzolatti et al., 
1987). In order to test this, Liu and colleagues clev­
erly separated saccade planning from spatial atten­
tion, by reversibly inactivating different portions 
of LIP while the monkeys were performing a simple 
saccade task or a more attentionally-demanding 
spatial search task (Liu et al., 2010). They found the 
dorsal portion of LIP (LIPd) to be more involved in 
saccade planning while ventral LIP (LIPv) inactiva­
tion resulted in a decrement on both saccade plan­
ning and spatial attention. However, it remains to 
be seen whether the discrepancy in the LIP litera­
ture can be explained by this functional-anatomical 
segregation of LIP.
To summarize, it is well established that area 
LIP is tightly involved in the sensorimotor trans­
formation; be it by directing attention to a spatial 
goal, by encoding the actual intention to look at 
the same goal, or both. At an intermediate stage 
between intention and attention lies the proposi­
tion that LIP may represent a spatial, gaze-centered 
map of salient or important stimuli in the visual
r
o
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Figure 1.5 Effect of an impending saccade on visual responsiveness. Diagrams for each condition show 
the fixation point (cross), visual stimulus (circle), receptive field (gray area), and saccade (arrow). Time lines below 
show the horizontal eye position (eye) and beginning and end of stimulus (stim). The neuronal responses are aver­
aged spikes for 16 consecutive trials. Rasters and lines are aligned on the event indicated by the long vertical line. A. 
Visual response to stimulus in receptive field in fixation task. B. Visual response to a stimulus that is initially outside of 
the receptive field. The visual stimulus and the new fixation target appear simultaneously. Left trace aligned on stimu­
lus appearance, right trace on beginning of saccade. Note that the discharge precedes the saccade. C. Response af­
ter a saccade that removes stimulus from receptive field. Raster aligned on beginning of saccade. Note the trunca­
tion of response relative to the response to the disappearance of the stimulus in A. (Adapted from Duhamel et al., 1992)
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surrounding that can be read out by the oculomo­
tor system, but also by regions involved in spatial 
attention (for reviews see Bisley and Goldberg, 
2010; Fecteau and Munoz, 2006). A consequence of 
the gaze-centered nature of this priority map is that 
it needs to be updated every time the eyes move; 
something that has been shown in the context of 
a saccade task (Mazzoni et al., 1996), as well as a 
covert attention task (Duhamel et al., 1992). More 
specifically, Duhamel and colleagues showed that 
LIP neurons start to fire in response to their post- 
saccadic response field just prior to the intended 
intervening saccade (see Figure 1.5). This demon­
strates that LIP’s spatial map is proactively updat­
ed; making it spatially stable and a reliable source 
for goal directed actions and spatial attention.
Besides a spatial function, non-spatial func­
tions have also been identified in the firing pat­
terns of LIP neurons. Among many, decision mak­
ing (Gold and Shadlen, 2003), reward processing 
(Platt and Glimcher, 1999), the passage of time 
(Janssen and Shadlen, 2005; Leon and Shadlen,
2003), direction of stimulus motion (Churchland 
et al., 2008), probabilistic reasoning (Yang and 
Shadlen, 2007), task rules (Stoet and Snyder, 2004) 
and effector use in absence of a spatial stimulus 
(Dickinson et al., 2003) are reflected in LIP activity. 
It remains an open question whether LIP activity 
actually encodes these parameters, or if it reflects a 
collateral effect on processing of space in terms of 
attention, priority or intention. Alternatively, non- 
spatial signals in LIP may reflect feedback signals 
from computations performed elsewhere (Balan 
and Gottlieb, 2009).
Monkey area PRR and reaching
From a sensorimotor point of view, a reaching 
movement to a spatial target is not so different 
from a saccadic eye movement: from a rich visual 
environment a target needs to be selected and 
transformed into a motor command. However, be­
fore one can reach to a target, several factors need
to be taken into account. First, visual spatial goals 
enter the brain in a gaze-centered reference frame. 
Since the eye can rotate in the head, and the head 
can in turn be rotated relative to the trunk, there 
is no one-to-one correspondence between this map 
and the innate coordinate frame of arm move­
ments. Second, the current position of the arm 
is highly variable. If a certain object needs to be 
reached a leftward or a rightward arm movement 
may be needed, perhaps depending on which arm 
is closest to the target. In short, target location in­
formation needs to be combined with the position 
of the eyes, head, trunk and the arm before the cor­
rect movement can be made (see Figure 1.1).
One of the first monkey electrophysiology stud­
ies showed a role for the PPC in reaching move­
ments (Mountcastle et al., 1975). Later, this was 
narrowed down to area 5 and the parietal reach 
region (PRR), which roughly consists of areas M IP 
and V6A, and some parts of area 7 and PE (Buneo 
and Andersen, 2006; Galletti et al., 2003).
An exclusive role of PRR in reaching move­
ments was demonstrated by Snyder and colleagues, 
who recorded PPC neurons while monkeys per­
formed a memory guided reach task or a memory 
guided saccade task (see Figure 1.6) (Snyder et al.,
1997). Snyder and colleagues hypothesized that 
if PPC neurons mediate spatial attention, there 
should be no difference between delayed saccade 
trials and delayed reach trials, given that they re­
quire the same amount of spatial attention. Con­
versely, should PPC really encode intentions, they 
expected to find strong delay responses in the sac­
cade trials but not in the reach trials. What they 
found was a mixture of neurons, some of which 
responded in anticipation of a saccade, while some 
neurons showed reach-related activity. The fact 
that they found a degree of anatomical separation 
between the two classes of neurons led them to 
conclude that there exist distinctly different neu­
ronal modules for different action types within the 
PPC: LIP for eye movements, and PRR for reaching
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movements. This dissociation has been confirmed 
in the absence of a spatial stimulus (Calton et al.,
2002) and also when the monkey is free to choose 
between a saccade and a reaching movement to a 
spatial target (Cui et al., 2007).
Based on these and other findings (reviewed in 
Buneo and Andersen, 2002) PRR has been suggest­
ed to encode intentions for reaches. But in what 
reference frame? Obviously, the most stable way 
to represent reach intentions would be in a body- 
centered scheme, that is, in a way that informa­
tion is in the native coordinate frame of the limbs. 
Surprisingly this is not the case. PRR’s spatial or­
ganization is best described in gaze-centered coor­
dinates (Batista et al., 1999), meaning that targets 
are, just as in LIP, encoded relative to the direction 
of gaze. This implies that it is not the actual arm- 
movement metric that is being encoded, but the 
intention to move the arm to a spatial location at a 
high degree of abstraction. In support of this claim, 
recent studies have shown that PRR activity reflects
A LIP neuron
Time (s) 
PRR neuron
0.9
Time (s)
------ Delayed Saccades 
—  Delayed Reaches
Figure 1.6 Responses of two effector selective neurons 
during a delayed saccade (blue) and delayed reach 
(red) task. A. LIP neuron. Red bar represents the stimulus 
presentation time (onset at t=0s). The second vertical line 
(at t=0.9 s) represents the time of the go cue. B. PRR neuron. 
Same convention as in A. (Adapted from Snyder et al., 1997)
target selection (Scherberger et al., 2007), remaps 
reach goals during anti-reaches (Gail et al., 2006) 
and can represent multiple targets when they are 
part of a sequence of reaches (Balldauf et al., 2008). 
However, PRR is not indifferent to which arm is 
being used (left or right arm): neurons in PRR fire 
more vigorous in response to a spatial stimulus 
when there is an intention to move with the con­
tralateral arm (Chang et al., 2008), placing monkey 
PRR at a later hierarchical level of the sensorimotor 
transformation than previously thought, without 
encoding the actual movement.
But remember that the gaze-dependent reach- 
goal representations still need to be integrated 
with the position of the eyes, head, trunk and espe­
cially the arm before the correct movement can be 
made. If PRR activity reflects movement intentions 
in a gaze-centered reference frame, how then is 
the gaze-centered target representation translated 
into a body-centered muscle-based signal for motor 
execution (Pesaran et al., 2006; Wise et al., 1997)? 
This is still debated. A role for area 5 of the PPC 
has been suggested. In contrast to PRR, area 5 has 
body-centered cells as well as gaze-centered cells, 
meaning that this area encodes reach goals relative 
to our line of sight, as well as relative to the loca­
tion of the hand (Buneo et al., 2002). In fact, when 
mapping the cortex from area 5 to PRR, Buneo and 
colleagues found a gradual change from body-cen­
tered to gaze-centered cells, implying some form 
of a topographical functional organization (Buneo 
and Andersen, 2006). But the question remains 
unanswered how and where the brain arrives at 
body-centered representations from gaze-centered 
inputs. To answer this question, one hypothesis 
has regained popularity in recent years. Already in 
the eighties it was reported that parietal neurons 
modulate their activity as a function of eye position 
(Andersen et al., 1985), but also head-, and hand­
position modulations have been reported (Brotchie 
et al., 1995; Chang et al., 2009). These modulations 
express themselves as a gain-change; that is, an
r
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increase or decrease of the firing rate of individual 
neurons, without distorting the spatial tuning of 
the recorded neurons. As such, gain-fields have a 
weighting effect, controlling the influence of indi­
vidual neurons on the population output (Blohm 
and Crawford, 2009). So, even though PRR neurons 
primarily encode targets relative to the direction of 
gaze, modulations in this firing rate implicitly con­
tain information on eye-, head- and body-posture, 
providing a mechanism to switch between the dif­
ferent reference frames and bias output to areas 
such as area 5, but also (pre)motor areas. Since 
PRR encodes predominantly reach goals with re­
spect to gaze, but also tracks hand position in its 
gain fields, it has been hypothesized that area 5’s 
body-centered representations could come from a 
vectorial subtraction of the target and effector in a 
gaze-centered reference frame.
However, skeptics have pointed out that the 
mechanism of gain-fields requires proprioceptive 
feedback signals, as well as spike integration, both 
of which are likely too slow for integrating body 
postures with spatial goals for quick and accurate 
movements in an ever changing environment 
(Wang et al., 2007).
Human posterior parietal cortex and 
sensorimotor transformations
Most of what we know about the role of the human 
PPC in sensorimotor processing stems from pa­
tient studies and functional neuroimaging. When 
confronted with severe damage to the PPC in one 
or both hemispheres, patients show an attentional 
neglect of the contralateral visual field (hemine- 
glect), a concentric shrinking of space in visual at­
tention, resulting in the inability to perceive more 
than one object at the same time (simultanagno- 
sia), and/or a deficit in visually guided hand move­
ments (optic ataxia) (see Pisella et al., 2009, for a 
review). Because optic ataxia can exist without the 
other two, a first conclusion can be drawn that in 
humans spatial attention and sensorimotor trans­
formations rely on different neuronal modules 
within the PPC.
W ith the advent of fMRI, the physiology of the 
healthy human brain could be investigated. With 
fMRI, local blood oxygenation is measured, which 
is considered a correlate of neuronal activity (the 
Blood Oxygenation Level Dependent signal, or 
BOLD signal). Its spatial resolution is quite good, 
usually in the order of ~3 mm3, with every volumet­
ric pixel (or voxel) containing millions of neurons. 
This, of course, is nowhere near the spatial resolu­
tion of single cell recordings. On the other hand, 
with fM RI it is possible to measure the entire brain 
at once, while with single cell recordings only a 
small sample of the total population of neurons is
Figure 1.7 Superior parietal cortical area with a 
map of remembered location (dotted circles). Subjects 
performed a delayed saccade task, while the polar an­
gle of the remembered target was gradually changed. The 
folded and unfolded right hemisphere of a single person 
is shown in a posterior view. The main sulci (dark gray) 
have text labels. IPS, intraparietal sulcus; STS, superior 
temporalsulcus;POS,parieto-occipitalsulcus.Thesmallregion 
indicated by the dotted circles is just beyond the extreme 
medial tip of the intraparietal sulcus. It has a strong 
periodic response to the task and a clear map of contralateral 
remembered targets (red, upper left visual field; blue, left 
horizontal;green,lowerleft).(AdaptedfromSerenoetal.,2001)
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right-left trials
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Figure 1.8 A bilateral parietal region shown on an inflated representation of the brain, mediates gaze- 
centered spatial updating in a double-step saccade task. Two stimuli (stim), flashed either on the left or on the 
right hemifield, cause increased activity in the contralateral parietal area. After a 7 sec delay, the subject makes the first 
saccade (sac1) and another 12 sec later the second saccade (sac2). After the first saccade, the remembered target of the 
second saccade switches hemifields (left-to-right or right-to-left). Correspondingly, the region’s activation also shifted: if 
it shifted into the contralateral hemifield, a high sustained activation was observed prior to the second saccade, but if it 
shifted to the ipsilateral hemifield the post-saccadic activity level decreased. (Adapted from Medendorp et al., 2003, 2008)
measured. FM RI’s disadvantage is its poor tempo­
ral resolution, making it difficult to address tempo­
ral development of brain activity.
Like monkey area LIP, a portion of the human 
IPS was found to be involved in eye-movement 
planning (Muri et al., 1996), with space encoded in 
a retinotopic map (Sereno et al., 2001), (see Figure 
1.7). Sereno’s interpretation of a retinotopic map 
implies that all spatial locations are encoded rela­
tive to gaze. However, without varying gaze-posi­
tion, alternative explanations like a head-centered 
coding scheme cannot be excluded. Simply put, to 
maintain a correct representation of space, a gaze- 
centered organization predicts that the activity in 
the human PPC needs to be updated every time the 
eyes move. This has been confirmed using spatial 
updating tasks (see Figure 1.8) (Medendorp et al., 
2003; Merriam et al., 2003; Morris et al., 2007). 
In further analogy to monkey LIP, the human IPS
is also active during antisaccades (Connolly et al.,
2000), encoding both the visual stimulus as well as 
the end-goal of the saccade, with a stronger acti­
vation for contraversive saccades (see Figure 1.9) 
(Medendorp et al., 2005; Curtis and Connolly, 
2008).
Similar analogies between monkey and human 
PPC have been reported in the context of reaching 
movements, with the PPC being involved in the en­
coding of contralateral reach goals (Connolly et al., 
2003; Astafiev et al., 2003), and the integration of 
these goals with effector information (Medendorp 
et al., 2006; Beurze et al., 2007). Furthermore, the 
gaze-centered topographic organization of human 
PPC for reaches was revealed by the retuning of 
activity of reach goals after an intervening eye- 
movement (Medendorp et al., 2003). Furthermore, 
reminiscent of the monkey’s gain fields, eye posi­
tion was found to modulate PPC activity related
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to pending pointing movements (DeSouza et al., 
2000; Balslev and Miall, 2008).
In contrast to the discrete subdivision between 
reach and saccade regions in monkey parietal cor­
tex, human PPC shows, if any, a more subtle and 
gradual functional organization (Simon et al., 
2002; Astafiev et al., 2003; Levy et al., 2007; Hagler 
et al., 2007; Tosoni et al., 2008; Beurze et al., 2009). 
Nevertheless, subdivisions of the PPC have been 
found based on effector biases. Furthermore, in re­
cent years, as much as up to 6 separate topographi­
cal regions have been identified along the IPS, 
referred to as IPS0 to IPS6, with IPS0 also some­
times referred to as V7 (see Figure 1.9) (for a review 
see Silver and Kastner, 2009). Functionally, these 
maps may be homologues of the different subdivi­
sions of the macaque’s IPS. Indeed, some features 
are shared between maps of the different species. 
For example, IPS5 has a head-centered organiza­
tion that responds to air-puffs to the face, remi­
niscent of V IP ’s role in coding of self-motion and 
objects in peripersonal space (Sereno and Huang,
2006). Also, IPS 0 through 3 have been associated 
with saccade planning (Sereno et al., 2001; Schlup- 
peck et al., 2005, 2006; Levi et al., 2007), and reach 
tasks (Levi et al., 2007; Hagler et al., 2007). The 
most posterior map (IPS0/V7, most notably) shows 
a small preference for saccade goals, while antero- 
medial maps (IPS2 and 3) show a small preference 
for reach goals (Levy et al., 2007; Tosoni et al., 
2008). But not one area responds exclusively to one 
of either effector types. Rather, most maps seem to 
respond strongest to a traveling spotlight of spatial 
attention (Silver et al., 2005; Swisher et al., 2007; 
Silver and Kastner, 2009; Szczepanski et al., 2010). 
Because of this, effector specific modulations may 
appear only as small increments in BOLD on top of 
the attention-related cortical activity.
This discrepancy between human and non-hu­
man primate studies may be truly neurophysiologi- 
cal by nature. Humans may use different neuronal 
modules and strategies for sensorimotor integra­
tion than non-human primates. Furthermore, there 
are large anatomical differences between the PPC 
in the two species. They differ not only substantial­
ly in size; due to a disproportionate growth of the 
human occipital cortex the surrounding areas like 
the PPC have evolved a distinctly different folding 
pattern (Orban et al., 2004) that may have had its 
effect on connectivity patterns. However, method­
ological issues also need to be considered.
First, monkeys are over-trained on the tasks 
they are tested on. It is known that the parietal 
interface is highly plastic, and sensitive to learn­
ing, reward expectation and other cognitive fac­
tors (Clower et al., 1996; Musallam et al., 2004). 
Because of the long duration of training, and the 
importance of the liquid reward, it may be efficient 
for the monkey’s brain to streamline the task it is 
trained on in separate neuronal modules. Needless 
to say, this may have a profound effect on the func­
tional-anatomical organization of the PPC. This 
is in stark contrast with human volunteers, who 
are relatively briefly trained on their tasks, if they 
practice at all, and have in general no task-related 
reward expectation. But remember that gradually 
overlapping functional modules are not unknown 
for the monkey PPC. Area 5 and the PRR undergo a
A
anterior 
left < I  * right 
posterior
Figure 1.9 Topographic areas in human parietal 
cortex. In parietal cortex, area boundaries correspond to 
the alternating representation of either the upper or lower 
vertical meridian. IPS, intraparietal sulcus; SPL, superior 
parietal lobule. (Adapted from Silver and Kastner, 2009)
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gradual shift from body-centered to gaze-centered 
reference frames. This gradual change is reminis­
cent of the human’s anterior-posterior organiza­
tion, with anterior areas being involved more with 
effector representations, and posterior areas repre­
senting spatial goals in a gaze-centered reference 
frame (Filimon et al., 2010). A similar effector-rep­
resentation gradient may in reality also be present 
in non-human primates, but compromised in the
recordings due to over-training.
Second, it is difficult to directly compare single­
cell studies with fMRI studies, foremost because 
they rely on different properties of the brain (elec­
trical properties of neurons vs magnetic properties 
of oxygenated haemoglobin). Furthermore, single­
cell recordings sample subsets of the total number 
of contributing neurons, favoring large pyramidal 
cells that are abundant in layer IV  of the cortex,
r
Exhaust line for Transfer siphon (liquid) 
helium gas for liquid helium
Figure 1.10 Magnetoencephalography. A. Schematical overview of a neuron. (from Schoffelen, 2007, thesis). B. The left- 
hand panel depicts the 275 channel CTF MEG at the Donders Center for Cognitive Neuroimaging in Nijmegen (photograph 
© Ivar Clemens, 2009). The right-hand panel shows a cross-section of an MEG (Parkkonen, 2010). MEG is a neuroimag­
ing technique which measures the magnetic fields arising from electrical activity in the brain. When a number of neurons 
receive synaptic input to their dendrites at the same time, the postsynaptic potential (PSP) creates a magnetic field that 
can be measured outside the skull. However, since the magnetic fields are very small - approximately one billionth of the 
earth’s magnetic field - specific sensors (SQUIDS) and a magnetically shielded room are required for an MEG system.
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while fM RI assesses a correlate of compound ac­
tivity of up to a million neurons per voxel over the 
entire brain.
As a third methodological issue, the two spe­
cies are typically tested under different time con­
straints. Single-cell recordings allow for a virtually 
real-time read-out of neuronal activity. In contrast, 
fM RI has a poor temporal resolution. Due to the 
sluggish BOLD response, which is delayed by about
2 seconds, and peaks at about 6 s after the event 
occurred, interpretations of the underlying neu­
ronal activity are hard to make (Logothetis et al.,
2000). FM RI experiments are adapted to cope with 
the underlying temporal hemodynamics requiring 
a delay of at least several seconds to be able to link 
BOLD responses to different aspects of the task. 
This contrasts strongly with electrophysiological 
paradigms, where a delayed movement task can 
rely on trials as short as 0.5 s. Still, if the assump­
tion holds that the same sensorimotor network 
is equally involved in both short and long trials, 
this difference should not matter. However, stud­
ies with optic ataxia patients have shown a deficit 
on short reach trials, while long reach trials where 
virtually unaffected (Trillenberg et al., 2007). This 
suggests that different neuronal modules can be 
involved depending on the trial duration, making 
a comparison between studies with different delay 
times difficult.
Neuronal oscillations
In this thesis, I present research that probes the 
issues discussed above on a mechanistic level. We 
examined the nature and temporal dynamics of 
sensorimotor representations using magnetoen- 
cephalography (MEG) (see Figure 1.10). MEG is a 
non-invasive neuroimaging technique that mea­
sures neuronal activity with a high temporal reso­
lution from the entire brain. MEG makes use of 
magnetic fields surrounding the electric currents in 
the brain to measure neuronal activity (for reviews 
see Hamalainen et al., 1993; Hari, 1999). However,
not the action potentials, also known as spikes, 
are the main contributor to this magnetic signal. 
Spikes are generated when a neuron is strongly de­
polarized. This depolarization is brought about by a 
summation of incoming excitatory potentials (post 
synaptic potentials; PSP’s) from other neurons. 
When a PSP arises at a synapse on a neuron’s den­
drite it generates a primary intracellular electrical 
current. When enough of these currents summate 
at the target neuron’s soma, the critical threshold 
is passed and an action potential is generated. It ’s 
these intracellular currents evoked by the small 
PSP’s (and their secondary return currents) that 
contribute the most to the small magnetic field 
that can be picked up by the MEG’s sensors (or 
SQUIDs) (Hamalainen et al., 1993). But it is only 
when enough dendrites of many cells are regularly 
arranged, and PSP’s synchronously occur at these 
dendrites, that a magnetic field is generated that 
surpasses the noise level. Furthermore, it is impor­
tant to note that besides excitatory, these aligned 
PSP’s can also be inhibitory. It’s also possible that 
they do not exceed the neuron’s firing threshold, 
but still contribute to the measured MEG signal.
The electrical return current induced by the 
PSPs can also be measured, non-invasively with 
electroencephalography (EEG, not discussed here), 
and invasively as the local field potential (LFP). The 
LFP represents extra-cellular recorded fluctuations 
in the membrane potential of an entire group of 
neurons. Because the LFP represents the mean po­
tential from a group of neurons, the PSP-induced 
currents are represented the strongest in the sig­
nal when they are temporally synchronized across 
neurons, which is also the driving force behind the 
MEG signal. Thus, the LFP and the EEG/MEG sig­
nal reflect similar measures, which is helpful when 
comparing neuronal dynamics across species.
The most prominent features in the LFP and 
MEG signal are the event related field (ERF, also 
known as the event related potential (ERP) in EEG) 
and oscillations. ERFs are increases in electromag­
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netic activity following a certain task-driven event 
(for instance a visual stimulus or a hand move­
ment). Because the ERF is relatively small and typi­
cally does not outgrow the noise-level on a single 
trial, it is custom to average activity over a number 
trials. Being time-locked to the onset of a certain 
event, this averaging procedure filters out the noise 
while enhancing the stimulus evoked components 
of the EEG or MEG signal.
Neuronal oscillatory activity can be defined 
as rhythmic synchronous activity of a group of 
neurons. These rhythms are in general not phase- 
locked to an experimental event, causing them to 
be filtered out in ERF-type averaging over trials. 
Instead, oscillatory activity is assessed by taking 
the single-trial power spectra and averaging these 
over trials, enhancing the induced, rather than 
the evoked components of the EEG or MEG signal 
while suppressing noise in the frequency spectrum. 
Oscillatory activity has been observed throughout 
the brain in different frequency bands (see Table 
1) and are thought to provide the brain with an 
efficient mechanism for general processes, such 
as inter- and intra-areal communication, working 
memory, memory consolidation, functional inhibi­
tion, attention, and so forth (Buzsaki, 2006). Be­
low, I will give a description of the two frequency 
bands, the gamma and alpha band, which are most 
relevant in light of this thesis.
The gamma band
In any network of inhibitory and excitatory neu­
rons, oscillatory activity in the gamma band range 
can emerge (Fries et al., 2009). This rhythm is 
mainly orchestrated by inhibitory neurons, which 
impose rhythmic shunting inhibition on each oth­
er, but also on the excitatory pyramidal cells (Bar­
tos et al., 2007), leaving only small time windows 
open for the pyramidal cells to be excited. Impor­
tantly, all local excitatory neurons are enslaved 
to the same rhythm, increasing the probability of 
synchronized firing of these neurons (Gray et al.,
1989). Because postsynaptic integration times are 
short, these localized changes in synchronization 
may serve to amplify behaviorally relevant signals 
(perceived as attention) to the cortex (Fries et al.,
2001). Also, this synchronized activity could lead 
to non-linear increases in input gain in down­
stream neurons, as such facilitating communica­
tion (Salinas and Sejnowski, 2001). Furthermore, if 
the receiving neuron is oscillating in the same fre­
quency as the source neurons, inputs could arrive 
at the right time in the oscillatory cycle, increasing 
the gain of the information transfer even further 
(Fries et al., 2005). This mechanism has also been 
shown to form the basis for attention, establishing 
synchrony between higher order areas and senso­
ry/associative areas encoding the attended feature 
(Gregoriou et al., 2009).
Besides communication, neuronal oscillations 
in the gamma range have also been implicated in 
active maintenance of representations in working 
memory (Jensen et al., 2007). When information 
needs to be kept in working memory, the brain re­
lies on persistent neuronal activity (Fuster et al., 
1971). How neurons sustain their activity is not 
fully understood, but it has been proposed that 
recurrent activity could be the foundation of sus­
tained working memory representations (Hebb, 
1960), with oscillatory activity as the mechanism 
behind this notion (Jensen et al., 2007). Indeed, 
human EEG and MEG studies have demonstrated 
a role for the gamma band in working memory 
maintenance (Tallon-Baudry et al., 1998; Howard 
et al., 2003; Kaiser et al., 2003; Jokisch and Jensen,
2007).
Also in the context of sensorimotor integration, 
the importance of gamma-band oscillatory activity 
has been demonstrated. In 2002, Pesaran and col­
leagues showed that neurons in LIP synchronously 
fire in phase with a local gamma band during the 
memory period of a delayed saccade task. Impor­
tantly, neurons only engaged in coordinated firing 
when the stimulus was placed in their receptive
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Figure 1.11 Spectral signatures of delayed saccades 
and delayed reaches in L IP  and PRR respectively.
A. Spectral estimate of the local field potential measured 
in area LIP during a delayed saccade task. Vertical lines, 
stimulus presentation and go cue. Left panel, planning an eye 
movement into the response field of a local assembly 
of neurons (preferred) is accompanied by a sustained 
synchronization of neuronal activity in a 50-100 Hz 
gamma band. The right panel demonstrates the spatial 
selectivity of this effect, during eye movement planning 
to a location outside the response field (non-preferred). 
(adapted from Pesaran et al., 2002) B. Spectral estimate 
of the local field potential measured in area PRR during 
a delayed reach task. Vertical lines, stimulus onset, offset 
and go cue. Planning a reach into the response field of the 
local neural assembly is subserved by sustained 
synchronized neuronal activity in a 20-40Hz frequency band, 
as demonstrated in the left-hand panel. Tuning selectivity is 
demonstrated by the right hand panel, where planning of a 
reachingmovementoutsidetheresponsefieldisaccompaniedby 
less synchronization. (Adapted from Scherberger et al., 2005)
field, showing that neurons synchronize their ac­
tivity to form spatially selective memory fields 
(see Figure 1.11A) (Pesaran et al., 2002). In anal­
ogy, PRR neurons were shown to synchronize their 
activity in relation to a reach goal (Scherberger et 
al., 2005, see Figure 1.11B). Because these studies 
imposed fixed delays between vision and action,
no action preparation was required for the mon­
keys, meaning that the observed sustained gamma 
power increases were most likely due to the work­
ing memory for the movement goal. These findings 
were recently extended to human saccade prepara­
tion in a double-saccade task using MEG, demon­
strating contralateral gamma band synchroniza­
tion over parietal areas after stimulus presentation 
and just prior to the actual saccades (Medendorp 
et al., 2007).
Oscillatory activity has also been shown to 
serve inter-areal communication in sensorimotor 
integration (Pesaran et al., 2008). Striking in this 
study is the timing of communication. Monkeys 
were trained on a sequential reach task, while neu­
ronal and LFP responses were measured in PRR and 
the premotor cortex. They found spiking activity of 
one area to phase-lock with the LFP of the other 
area only just after visual stimulation and around 
the onset of the movement; in other words, when 
visual information entered the brain or a motor 
command was sent out of the brain the areas com­
municated. This complements earlier mentioned 
studies, where spikes locked to the phase of a lo­
cal rhythm throughout the entire retention pe­
riod to encode a working memory representation. 
Although not conclusive, this gives some support 
to the notion that working memory and neuronal 
communication are assisted by a common mecha­
nism, namely neuronal oscillations.
The alpha band
The most dominating frequency in the EEG/MEG 
signal is the alpha rhythm (8-12 Hz). It is so domi­
nant, because it is produced by a large patch of 
cortex, predominantly from occipital and parietal 
areas (Hari and Salmelin, 1997; Pfurtscheller et 
al., 1996). Being most pronounced when the eyes 
are closed, the alpha band was first considered an 
idling rhythm of the occipital cortex. This idling 
theory has led to the notion that the alpha rhythm 
is influenced by thalamocortical neurons, which in
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turn are involved in sensory gating. In addition, 
recent work has demonstrated the importance of 
intracortical mechanisms in alpha oscillation gen­
eration (reviewed in Palva and Palva, 2007).
Recent studies have also shown more subtle 
cognitive manipulations of the alpha band. For 
example, alpha band power increases with memo­
ry load over occipito-parietal areas (Jensen et al., 
2002; Tuladhar et al., 2008), and alpha band power 
also increases in the hemisphere ipsilateral to an 
attended visual hemifield (Worden et al., 2000; 
Thut et al., 2006; Wyart and Tallon-Baudry et al., 
2008). These and other observations have led to 
the hypothesis that the alpha band might be in­
volved in functional inhibition, meaning an active 
disengagement of cortical areas not required in a 
particular task (Klimesch et al., 2007; Cooper et al., 
2003; Meeuwissen et al., 2010; but see Palva and 
Palva, 2007). This proposal predicts for instance 
that successful visual perception is dependent on 
alpha power at the time of visual stimulation, with 
visual perception being most successful when alpha 
levels are low. Indeed, this has been confirmed in a 
visual detection task using MEG (Van Dijk et al.,
2008). Although alpha band power is dominant 
over posterior areas, it is not exclusive to the visual 
stream. Inhibitory alpha effects have also been ob­
served in the auditory cortex (Krause et al., 1996; 
Van Dijk et al., 2010) and the somatosensory cor­
tex (Haegens et al., 2010).
In the sensorimotor domain, there are two stud­
ies that have assessed the involvement of the alpha 
band. Okada and Salenius (1998) found a lateral­
ization of alpha, reminiscent of afore mentioned 
spatial attention effects, with a relative increase 
of alpha over ipsilateral occipito-parietal areas 
relative to the direction of an upcoming eye move­
ment. Medendorp and colleagues extended these 
findings with a double-saccade paradigm, where 
subjects had to remember one or two sequentially 
presented spatial stimuli (Medendorp et al., 2008). 
During the delay following the presentation of the
first spatial stimulus, they found a similar alpha 
lateralization as Okada and Salenius, with a stron­
ger desynchronization over contralateral occipital 
and parietal areas. After presentation of the second 
spatial stimulus, at which stage two spatial stimuli 
had to be kept in working memory, they found a 
further depression of alpha band power in the same 
areas, effectively showing a role for alpha oscilla­
tions in spatial working memory maintenance and 
saccade planning. Medendorp and colleagues con­
cluded that the alpha band is involved in allocating 
resources to task-relevant regions during senso­
rimotor transformations by inhibiting task-irrele­
vant areas.
This Thesis
Although it is well established that the human 
PPC plays an important role in saccade and reach 
planning (Sereno et al., 2001; Medendorp et al., 
2003, 2005), little is known about the underlying 
neural mechanisms and temporal dynamics of PPC 
activity. As discussed above, evidence for a role of 
gamma band synchronization has been established 
in monkey area LIP (Pesaran et al., 2002) and PRR 
(Scherberger et al., 2005). However, whether this is 
also true for human PPC is still an open question. 
In this thesis we present a series of MEG experi­
ments to shed light on the temporal dynamics and 
the underlying neural mechanisms of the healthy 
human PPC during sensorimotor integration.
First, we studied oscillatory activity during the 
planning of eye movements, taking the results of 
Pesaran et al. (2002) as the starting point. Their 
results, however, did not reveal the nature of the 
memory representation coded in the spectral activ­
ity, whether it reflects a retrospective code of the 
visual working memory, or a prospective code, en­
coding the motor vector for the upcoming saccade. 
In the 2nd chapter of this thesis we address the fol­
lowing questions: Do human PPC neurons engage 
in rhythmic activity to encode saccade goals, and 
if so, does this memory trace represent the work-
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ing memory of the stimulus, or the encoding of 
an upcoming eye-movement? We address these 
questions by recording MEG signals from human
V  volunteers while they are performing delayed pro- 
and antisaccades. These issues, and the observed 
results, are put into a broader perspective in the 3rd 
chapter, when we review literature on prosaccades 
and antisaccades from a micro- to a macroscopic 
view, building a case for oscillatory activity as a 
common ground on which the different species 
and measurement techniques can be compared.
In the 4th chapter we tested the reference 
frames in which spectrally-tuned activity for sac­
cade planning is encoded. Using a spatial updat­
ing task, we addressed the question whether these 
spatial representations are coded in gaze-centered 
coordinates, requiring updating after every eye 
movement, or whether they are stored in a gaze 
independent reference frame, in which case inter­
vening eye movements should be of no concern. 
To answer these questions, we have used a classic 
double-saccade paradigm, in which stimulus and 
saccade are temporally separated by two delay pe­
riods and an intervening eye movement. By balanc­
ing our design on stimulus position, gaze position
and final saccade amplitude, we were able to disso­
ciate the contributions of the different components 
to the power spectrum.
In the 5th chapter, we address the issue of ef­
fector specificity of the different parietal regions. 
As discussed above, the monkey IPS seems clearly 
subdivided in effector-related regions, while this 
subdivision is less clear-cut in the human PPC. In 
this chapter, we take a different perspective on 
this problem. We hypothesize that spatially inter­
mingled populations of neurons in the IPS might 
be grouped together by effector-dependent oscilla­
tory activity. First, we address this hypothesis by 
asking if reach goals are represented in oscillatory 
activity by human PPC neurons. Next, we ask the 
question whether reach goals are represented by 
spectral power in a different frequency band than 
saccade goals. As a last issue in this chapter, we 
have localized the different sources of the different 
effector specific frequency bands, testing whether 
they originate from the same or different modules 
in the PPC.
Finally, in the 6th chapter, we summarize our 
findings and briefly discuss the implications they 
may have for future research.
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Chapter 2
Gamma-band activity in human posterior parietal cortex encodes 
the motor goal during delayed prosaccades and antisaccades
Adapted from Van Der Werf j, Jensen O, Fries P, Medendorp WP, (2008) Gamma-band activity in human 
posterior parietal cortex encodes the motor goal during delayed prosaccades and antisaccades. Journal of Neu­
roscience 28:8397-8405.
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T he parietal cortex has been implicated in cod­ing spatial memories for saccades. Human 
fM RI and monkey electrophysiological studies have 
recently revealed that these memories are coded 
in topographic maps storing locations of targets 
in the contralateral hemifield (human: Sereno et 
al., 2001;Schluppeck et al., 2005;Jack et al., 2007; 
Medendorp et al., 2003,2006; monkey: Blatt et 
al., 1990;Ben Hamed et al., 2001;but see Platt and 
Glimcher, 1997).
From a mechanistic perspective, suggestions 
have been made that rhythmic activity provides the 
neural basis for the maintenance of spatial memory 
representations (Ward et al., 2003; Tallon-Boudry 
et al., 1998; Pesaran et al., 2002; Jensen et al.,
2007). Rhythmic neuronal synchronization can be 
measured invasively as local field potentials (LFP), 
but also as electric potentials or magnetic fields on 
the scalp (Varela et al., 2001). Based on these mea­
surements, it has been conjectured that oscillations 
in the gamma band (>30 Hz) mediate the active 
maintenance of a working memory (Tallon-Baudry 
et al., 1998; Jensen et al., 2007) whereas activity 
in the alpha band (7-13 Hz) reflects a regulatory 
mechanism disengaging areas not relevant for a 
given process (Klimesch et al., 2007; Medendorp et 
al., 2007; Jensen et al., 2002; Jokisch and Jensen, 
2007; Sauseng et al., 2005; but see Palva and Palva,
2007).
Few studies have characterized oscillatory brain 
activity during the memory period in delayed-sac- 
cade tasks (Okada and Salenius, 1998; Pesaran et 
al., 2002; Medendorp et al., 2007; Lachaux et al.,
2006). Recently, Medendorp et al. (2007) reported 
parieto-occipital power suppression of the alpha 
band in the hemisphere contralateral to the stim­
ulus. They also observed contralateral power en­
hancements in the gamma band (60-100 Hz), anal­
ogous to the spatially-tuned gamma band power 
in LFP activity observed during working memory 
in monkey parietal cortex (Pesaran et al., 2002). It 
is unclear, however, whether these parietal oscilla­
tions relate mainly to the processing of spatial sen­
sory information or to the coding of the motor goal 
of the saccade.
In this study, we used a memory-guided an­
tisaccade task to address this question. The anti­
saccade task dissociates sensory from motor goal 
representations as it requires participants to trans­
form the location of a stimulus into an eye move­
ment to the opposite visual field (Hallett, 1978; 
Munoz and Everling, 2004). A number of studies 
have reported that the parietal cortex is engaged 
in spatial remapping for antisaccades (Zhang and 
Barash, 2000,2004; Everling et al., 1998; Moon et 
al., 2007; Medendorp et al., 2005), but the tempo­
ral structure of human parietal activity in relation 
to the neural dynamics of this process has not been 
revealed.
We applied magnetoencephalography (MEG) to 
record oscillatory brain activity from human sub­
jects instructed to plan either pro- or antisaccades. 
By exploiting the hemispheric lateralization of the 
power in the various frequency bands, we analyzed 
the time-varying aspects of sensorimotor process­
ing during saccade planning. Our results show a 
dissociation between alpha- and gamma-power in 
parietal areas. While an alpha-power decrease was 
primarily stimulus-related, a gamma-power in­
crease was only initially stimulus-related, but sub­
sequently corresponded to the saccade goal.
Methods
Participants
19 healthy subjects (3 female, 16 male; mean age 
26 +/- 3 years), free of any known sensory, percep­
tual, or motor disorders, volunteered to participate 
in the experiment. All subjects provided written 
informed consent according to institutional guide­
lines of the local ethics committee (CMO Commit­
tee on Research Involving Human Subjects, region 
Arnhem-Nijmegen, the Netherlands).
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MEG Recordings
Subjects were seated upright in the MEG system 
that was placed in a magnetically shielded room. 
They were instructed to sit comfortably without 
moving, and to look at the stimulus screen, located 
about 40 cm in front of them. Visual stimuli, gener­
ated with Presentation 9.10 software (Neurobehav- 
ioral Systems Inc., Albany), were presented using 
a LCD video projector (SANYO PROxtraX muti­
verse, 60 Hz refresh rate) and back-projected onto 
the screen using two front-silvered mirrors. MEG 
data were recorded continuously using a whole- 
head system with 151 axial gradiometers (Omega
2000, CTF Systems Inc., Port Coquitlam, Canada). 
Head position with respect to the sensor array was 
measured using localization coils fixed at anatomi­
cal landmarks (the nasion and at the left and right 
ear canal). These measurements were made before 
and after the MEG recordings to assess head move­
ments during the experiment. In addition, hori­
zontal and vertical electrooculograms (EOG) were 
recorded using electrodes placed below and above 
the left eye and at the bilateral outer canthi. Elec­
trode impedance was kept below 5 kQ. During the 
experiment, these recordings were continuously in­
spected to ensure the subject was vigilant and per-
r
Baseline fg]_____ Memory Saccade
-1.5 00.1 1.6 Time (s)
Anti
PRO ANTI
Pause 20 trials Pause 20 trials Repeat 15x
10s 10s 45 minutes
Figure 2.1 Experimental paradigm. A. Sequence of stimuli and subject instructions. Each trial started with a base­
line period of 1.5 s, during which subject was instructed to fixate a central cross. Next, a peripheral stimulus (S) was 
flashed (for 0.1 s), followed by a 1.5 s delay interval. Subsequently, the fixation cross was turned off, signaling the subjects 
to look either toward the remembered location of the stimulus on pro-saccade trials or to its mirror location in the oppo­
site hemifield on anti-saccade trials and then back to center when the fixation cross reappeared. Corresponding eye posi­
tion traces (horizontal component) of one typical subject are shown in green and red, respectively. B. Outline of the en­
tire experiment. Subjects performed blocks of 20 consecutive pro- or anti-saccade trials, between which a brief rest 
(10 s) was provided. The type of saccade (pro/anti) to be made was instructed prior to the start of each block of trials.
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formed the task correctly. MEG and EOG signals 
were low-pass filtered at 300 Hz, sampled at 1200 
Hz, and then saved to disk. Prior to the actual mea­
surements, the EOG signal was calibrated using a 
9-point calibration grid.
For each subject, a full brain anatomical MR 
image was acquired using a standard inversion 
prepared 3D T1-weighted scan sequence (FA = 
15°; voxel size: 1.0 mm in-plane, 256 x 256, 164
V  slices, TR = 0.76 s; TE = 5.3 ms). The anatomical 
MRIs were recorded using a 1.5 T whole-body scan­
ner (Siemens, Erlangen, Germany), with anatomi­
cal reference markers at the same locations as the 
head position coils during the MEG recordings (see 
above). The reference markers allow alignment of 
the MEG and MRI coordinate systems, such that 
the MEG data can be related to the anatomical 
structures within the brain.
Experimental Paradigm
Subjects made delayed pro- and antisaccades us­
ing a block design paradigm. Pro- and antisaccade 
blocks were alternated with 10 s blocks of rest in 
between, during which subjects could freely move 
their eyes (Figure 2.1). The type of upcoming sac­
cade block (Pro or Anti) was indicated by a letter (P, 
or A) in the center of the screen at the end of each 
resting block.
Each trial within a pro- or antisaccade block 
started with a subject fixating centrally on a white 
cross (see Figure 2.1A). Then, after a baseline pe­
riod of 1.5 s, a peripheral white stimulus dot was 
flashed for 0.1 s, at a random eccentricity between 
9° and 18° and at a random angular elevation within 
a range of -36° and 36° in either the lower or upper 
visual field. This was followed by a 1.5 s memory 
delay during which the subject maintained fixation. 
Subsequently, the fixation cross was turned off, in­
structing the subject either to saccade toward the 
remembered location of the stimulus in prosaccade 
trials, or to its mirror location (relative to the fixa­
tion point) in the opposite hemifield during anti-
saccade trials. Then, 0.3 s later, the central fixation 
cross was turned on again, instructing the subject 
to fixate at the centre of the screen till the end of 
the trial. We purposely used a short time interval 
between the task-related saccade and the return 
saccade in order to maximize the number of trials 
performed during the experiment, and hence to 
achieve maximal statistical power in the study.
The paradigm had four different conditions: a 
prosaccade to a right hemifield stimulus (PR), an 
antisaccade on a right hemifield stimulus (AR), a 
prosaccade to a left hemifield stimulus (PL), and 
an antisaccade on a left hemifield stimulus (AL). 
Each trial lasted 4 s. Each block consisted of 20 
trials, with 10 left and 10 right hemifield stimulus 
locations pseudo-randomly interleaved (see Figure 
2.1B). In total, there were 15 blocks for each condi­
tion resulting in a final number of 600 trials, last­
ing about 45 minutes.
Behavioral analysis
Eye movements were recorded in all subjects. An 
example of the eye traces (horizontal component) 
of a typical subject during the pro-left condition 
(green trace) and anti-left condition (red trace) is 
shown in Figure 2.1A in relation to the temporal 
order of events. As shown, this subject maintained 
fixation during the baseline period, the presenta­
tion of the stimulus, and the memory interval, and 
made eye movements in the correct directions after 
the fixation spot was turned off. Eye movement re­
cordings in all 19 subjects confirmed that they fol­
lowed in most trials the instructions correctly. Tri­
als in which subjects broke fixation, made saccades 
in the wrong direction or blinked the eyes during 
the trial, were excluded from further analysis. For 
the remaining trials, it was assumed that subjects 
had retained a veridical spatial representation dur­
ing the memory interval as their saccades landed 
close to (or on) the ideal spot. On average 472 ± 
73 (SD) trials were incorporated in the analysis of 
each participant. Furthermore, reaction times for
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antisaccades (214 ± 74 ms, mean ± SD) and prosac­
cades (212 ± 72 ms) were not significantly different 
(t-test, P=0.52), which is consistent with previous 
results using a similar paradigm (Medendorp et al. 
2005).
MEG data analysis
Data were analyzed using Fieldtrip software 
(http://www.ru.nl/fcdonders/fieldtrip), an open 
source Matlab toolbox for neurophysiological data 
analysis developed at the F.C. Donders Centre for 
Cognitive Neuroimaging. From the trials that sur­
vived the exclusion criteria described above, data 
segments that were contaminated with muscle ac­
tivity or jump artifacts in the SQUIDs were exclud­
ed using semi-automatic artifact rejection routines.
For the sensor level analysis, an estimate of the 
planar gradient was calculated for each sensor us­
ing the signals from the neighboring sensors (Bas- 
tiaansen and Knosche, 2000). The horizontal and 
vertical components of the planar gradients ap­
proximate the signal measured by MEG systems 
with planar gradiometers. The planar field gradi­
ent simplifies the interpretation of the sensor-level 
data since the maximal signal is located above the 
source (Hamalainen et al., 1993). Power spectra 
were computed separately for the horizontal and 
vertical planar gradients of the MEG field at each 
sensor location and the sum of both was computed 
to obtain the power at each sensor location irre­
spective of the orientation of the gradient.
Time-frequency representations (TFR), esti­
mating the time course in power, were computed 
using a Fourier approach, applying a sliding tapered 
window. Because the gamma band is typically much 
wider and more variable across subjects than the 
alpha band (Hoogenboom et al. 2006), we analyzed 
two frequency ranges separately: 3-30Hz and 30­
120 Hz. For the lower frequency band (3-30 Hz), 
we applied a fixed time window of 0.5 s and a Han­
ning taper. This resulted in a spectral smoothing of 
roughly 3 Hz. For the higher frequency band (30-
120 Hz) we applied a multitaper approach (Percival 
and Walden, 1993) using a fixed window length of
0.4 s and 11 orthogonal Slepian tapers. This result­
ed in a spectral smoothing of approximately 15 Hz.
We examined the task-related changes in pow­
er in various frequency bands relative to average 
power in the baseline periods (see Figure 2.1). The 
baseline power was computed over a time window 
(0.5 and 0.4 s for the lower and higher frequency 
bands, respectively) centered 0.3 s prior to the 
presentation of the stimulus. Using a jackknife 
procedure (Efron and Tibshirani, 1993), we deter­
mined the variance of the power in the selected fre­
quency bands across trials. Using these estimates, 
we expressed the difference in power between the 
memory period and the baseline as a t-score for 
each subject and for each condition. The resulting 
t-scores were transformed into z-scores (Meden- 
dorp et al., 2007) to obtain a normalized power 
estimate. Using these values, the directional selec­
tivity in the various frequency bands was examined 
by comparing the power in each sensor for stimuli 
in the contralateral and ipsilateral hemifield. The 
resulting z-scores, which are well normalized for 
intrasubject variance, were pooled across subjects 
(z = 1/V„ Iz. with z. being the z score of the i-thv group N i i o
subject). Groups of sensors of interest (see Figure 
2.2C and 2.3C, middle panels) were selected based 
on their response to visual stimuli (as in Meden- 
dorp et al., 2007).
Statistical significance was tested at the sen­
sor level, using a non-parametric permutation test 
across subjects. Z-scores representing the contrast 
between the conditions were computed for each 
subject within the predefined channel-frequency­
time window of interest, resulting in a single num­
ber per subject. Subsequently, the significance at 
the group level was assessed by pooling the z-scores 
over all subjects. Testing the probability of this 
pooled z-score against the standard normal distri­
bution would correspond to a fixed effect statistic. 
To be able to make statistical inference correspond­
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ing to a random effect statistic, we tested the sig­
nificance of this group-level statistic by means of a 
randomization procedure. We randomly multiplied 
each individual z-score by 1 or by -1 and summed 
it over subjects. Multiplying the individual z-score 
with +1 or -1 corresponds to permuting the original 
conditions in that subject. This random procedure 
was repeated one thousand times to obtain the ran­
domization distribution for the group-level statis­
tic. The proportion of values in the randomization 
distribution exceeding the test statistic defined the 
Monte Carlo significance probability, which is also 
called a p-value (Nichols and Holmes, 2002; Maris 
and Oostenveld, 2007).
We defined the time interval of the sensory re­
sponse from 0.1 to 0.6 s after stimulus onset. The 
retention period was defined from 0.6 to 1.6 s after 
the presentation of the stimulus, and excludes the 
initial sensory response. We chose our frequency 
ranges of interest to be 7-13 Hz for the alpha band 
and 70-120 Hz for the gamma band. These frequen­
cy ranges are compatible with previous reports on 
oscillatory activity in human saccade planning 
(Lachaux et al., 2006; Medendorp et al., 2007).
To localize the neural sources of the different 
spectral components, we applied an adaptive spa­
tial filtering or beamforming technique (Dynamic 
Imaging of Coherent Sources (DICS), Gross et al., 
2001; Liljestrom et al., 2005). Each subject’s brain 
volume was divided into a regular 1 cm three-di­
mensional grid. For each grid point, a spatial filter 
was constructed that passes activity from this loca­
tion with unit gain, while attenuating activity from 
other locations (Van Veen et al., 1997). This filter 
was computed from forward models with respect 
to dipolar sources at each grid point (the leadfield 
matrix) and the cross spectral density between all 
combinations of sensors at the frequency of inter­
est (Nolte, 2003). We used a multi-spherical volume 
conductor model to compute the leadfield matrix 
by fitting a sphere to the head surface underlying 
each sensor (Huang and Mosher, 1997). The head
shape was derived from each individual structural 
MRI. As for the sensor data, we computed the pow­
er changes at the selected frequency bands for each 
subject. Using these power estimates, we calculated 
the z-statistic to express the power effects across 
subjects at the source level.
Using SPM2 (http://www.fil.ion.ucl.ac.uk/ 
spm), the individual anatomical MRIs and the cor­
responding statistical maps were spatially normal­
ized to the International Consortium for Brain 
Mapping template (Montreal Neurological Insti­
tute, Montreal, Canada). The individual spatially 
normalized statistical maps were subsequently 
averaged to get an estimate of the location of the 
sources producing the effect in the various frequen­
cy bands.
Results
We investigated the time-varying directional se­
lectivity of power in the various frequency bands 
during saccade planning. Subjects were tested in 
four different conditions: either a delayed prosac­
cade or a delayed antisaccade in response to a visual 
stimulus presented either in the left or right visual 
hemifield (see Methods). We exploited the hemi- 
field-specific lateralization of power during the 
memory period to discriminate representations of 
visual sensory information (stimulus location) and 
representation of motor goal information (saccade 
direction).
Sustained parietal gamma activity contralateral to 
the stimulus during prosaccades
We first present the results of the higher frequen­
cies for the two prosaccade conditions, PL and PR. 
Figure 2.2A and B, middle panels, plot the scalp to­
pography of the power changes in these conditions 
relative to baseline (see Figure 2.1), averaged across 
40-120 Hz and time 0.1 - 0.6 s after stimulus off­
set. Regions with warmer (red) colors indicate an 
increase of power relative to baseline, while regions 
with cooler (blue) color reflect a decrease of gam-
34
Gamma-Band Activity during Antisaccades
.eft Hemisphere Right Hemisphere
r
0.5 1 
Time (s)
0.5 1 
Time (s)
D Pooled Hemispheres
-N 1 2 0 f-------------------------------------------------------------
0.5 1 
Time (s)
Figure 2.2 The human PPC shows directional-selective gamma-band activity during the planning of pro­
saccades. A, B. Time-frequency resolved power changes relative to baseline (left and right-hand panels) of the PL and PR 
conditions for the sensors marked (by asterisks) in the central panels, which show the topographic distribution of power 
in the 40-120 Hz frequency range, averaged across subjects during the first 0.5 s after stimulus presentation. Color for­
mat: warmer (red) colors, power increase re. baseline; cooler (blue) colors, power decrease. Time t = 0 s: onset of the visual 
stimulus; t = 1.6 s: go cue for the saccade. C. Directional selectivity (DP) of time-frequency resolved gamma-band power 
during pro-saccades, for the sensors marked in the central panel. Left hemisphere: PR - PL; Right hemisphere: PL - PR. 
Color format: warmer (red) colors, preference for stimuli in the contralateral hemifield; cooler (blue) color, bias toward ip- 
silateral stimuli. D. Directional selectivity in the higher frequency bands pooled across hemispheres. Color format as in C.
ma-band power. Both topographies show a clear 
increase of gamma-band power in the contralateral 
hemisphere, most prominently over the parietal 
areas. Based on the strongest induced gamma and 
previous reports (Medendorp et al., 2007), we se­
lected two symmetric subsets of posterior sensors 
(marked by asterisks) for further spectral analysis. 
The left- and right-hand panels of Figure 2.2A and 
B show the time-frequency representations of the 
power changes in the higher frequency band (30­
120 Hz) for these posterior sensors in the left and 
right hemisphere, respectively. Time t=0 s denotes 
the onset of the visual stimulus and t=1.6 s the go-
cue for the saccade. As shown, in both hemispheres, 
the selected sensors show strong enhancements in 
gamma-band power in response to contralateral 
stimuli, in the range of 40 to 120 Hz. These en­
hancements are followed by weak power changes 
relative to baseline during the delay periods.
Next, to determine the directional selectivity 
of the power in the gamma band, we compared the 
power for prosaccades to stimuli in the contralat­
eral and ipsilateral visual field (referred to as DP), 
separately for each hemisphere. In other words, for 
sensors in the left hemisphere, we subtracted activ­
ity for a stimulus in the left visual field from the ac­
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Figure 2.3 The contralateral-selective gamma band activity over human posterior parietal cortex encodes 
the direction of the saccade during delayed anti-saccades. Data in same format as Fig 2. A, B. Time-frequency 
representations of power in the AL and AR conditions relative to baseline. Selected sensors are marked in the central pan­
els, which show the stimulus evoked topography during the anti-saccade trials. C. Directional selectivity (DA) of time-fre- 
quency resolved gamma-band power during anti-saccades, for the sensors marked in the central panel. Left hemisphere: 
AR - AL; Right hemisphere: AL - AR. D. Time-frequency representation using a pooled comparison across hemispheres.
tivity for a stimulus in the right visual field (DP=PR
- PL), and vice versa for sensors overlying the right 
hemisphere (DP=PL - PR). Figure 2.2C, middle 
panel, shows the scalp topography of these power 
changes, averaged across 40-120 Hz and time 0.1­
0.6 s after stimulus onset. Note that, in this color 
format, regions with warmer (red) colors indicate 
a preference for the stimuli in the contralateral 
hemifield; regions with cooler color (blue) show a 
bias toward ipsilateral stimuli. As shown, in both 
posterior hemispheres, there is a clear gamma­
power increase with respect to stimuli presented in 
the contralateral hemifield. Figures 2.2C, left- and
right-hand panels, show the time-frequency rep­
resentations of the power differences (for contra­
minus ipsilateral stimulus locations) in the higher 
frequency band (30-120 Hz) for the selected pos­
terior sensors in the left and right hemisphere, re­
spectively. The TFRs revealed a broad-band power 
increase (40-120 Hz) following the stimulus. This 
was followed by a narrower band of sustained gam­
ma activity (85-105 Hz) in the rest of the delay pe­
riod, which was stronger over the left hemisphere.
Finally, based on the symmetry of these panels, 
the spectrograms were pooled across hemispheres, 
resulting in the combined hemisphere-specific
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changes in power for prosaccades with respect to 
contra versus ipsilateral stimuli (Figure 2.2D). 
In response to the stimulus, the parietal sensors 
showed a significant increase in power for contra­
lateral stimulus locations across the 40-120 Hz 
frequency range. This is consistent with the scalp 
topography in Figure 2.2C. This selectivity was 
maintained within a narrower frequency band (85­
105 Hz) during the delay interval (0.6-1.6 s), where 
the gamma activity became more prevalent prior 
to the initiation of the saccade. A non-parametric 
randomization test (see Methods) over the time- 
frequency window from 0.6 - 1.6 s and 85 - 105 Hz 
(indicated in Figure 2.2) revealed the significance 
of this effect (p < 0.05).
Sustained gamma band activity reflects stimulus-to- 
goal mapping during antisaccades
The key question here is what aspect of sensorimo­
tor processing is encoded in the gamma band of 
this bilateral source during the delay period. Does 
the observed lateralized power during the memory 
period reflect the maintenance of the visual stimu­
lus or rather the representation of the goal for the 
pending saccade?
Obviously, the results of the prosaccade tri­
als cannot answer this question since they do not 
discriminate the location of the stimulus from the 
goal of the saccade. However, the antisaccade tri­
als allow us to address this question: In these tri­
als, the coordinates of the visual stimulus must be 
mirrored to specify the goal of the saccade. If the 
observed parietal gamma-band power reflects the 
outcome of this process we would expect the se­
lectivity to reverse from contralateral to ipsilateral 
tuning after presentation of the stimulus in order 
to represent the saccade goal (Medendorp et al., 
2005; Zhang and Barash, 2004). However, if the 
gamma activity in parietal cortex encodes a visual 
memory representation, we would not expect a dif­
ference in the directional selectivity of power dur­
ing the delays of prosaccade and antisaccade trials
in response to the same visual stimulus.
Figure 2.3 presents the power in the gamma 
band for the antisaccade conditions, AL and AR, 
in the same format as Figure 2.2, using the same 
group of sensors. Figure 3A and B show the power 
differences of these conditions relative to baseline; 
Figure 3C plots the power differences between the 
conditions in terms contralateral and ipsilateral 
stimulus locations (referred to as DA). Focusing 
on the latter (DA), the TFRs of both hemispheres 
(left- and right-hand panels of Figure 2.3C) show 
a transient response after stimulus presentation 
which is biased toward the contralateral hemifield, 
as for prosaccades. The topography of the stimulus- 
evoked gamma-power (Figure 2.3C, middle panel) 
is similar to that of the prosaccades (Figure 2.2C). 
However, in contrast to the prosaccades, this con­
tralateral selectivity vanishes quickly and a signifi­
cant bias in power (p < 0.05) toward the ipsilateral 
field emerges during the delay interval, at a fre­
quency range of 85 to 105 Hz. This can be seen more 
clearly in the pooled spectrogram (Figure 2.3D), 
showing that the ipsilateral bias arises at about 500 
ms after stimulus onset. Because ipsilateral visual 
cues define contraversive movements during anti­
saccades, this reversal should be interpreted as a 
remapping from stimulus-to-goal selectivity in the 
memory interval. In other words, the dynamic shift 
observed in the 85-105 Hz band represents a tran­
sition from a visual stimulus representation (or a 
default stimulus-defined response) to a motor goal 
representation during the course of an antisaccade 
trial. This suggests that directional-selectivity of 
gamma-band power in parietal cortex represents 
target locations for upcoming movements, rather 
than remembered locations of visual stimuli.
To test whether the time of switching toward 
the motor goal changed during the course of the 
experiment, we split the antisaccade trials in a first 
and second half, respectively. We then compared 
the respective spectrograms of the first and sec­
ond half, which revealed no significant difference
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in the time of the reversal (p>0.05). This suggests 
the switch for the saccade goal did not develop over 
time in our testing conditions.
Sustained gamma activity encodes the goal of the 
saccade
Thus, in most simple terms, the results indicate 
contributions from two main processes to hemi­
spheric gamma band selectivity during the plan­
ning of a saccade: an initial coding of visual sensory 
information (stimulus component) and a later rep­
resentation of motor goal information (goal com­
ponent). In order to separate the stimulus from the 
motor goal component, we decomposed the differ­
ential pro- and antisaccade activities (DP and DA) 
by assuming that they have the same stimulus (S) 
component (same sensory stimulation) and oppo­
site goal (G) components (opposite saccade direc­
tions). Based on these assumptions, the pro and 
antisaccade selectivities equal DP = S + G and DA 
= S - G. Hence, the stimulus and goal components 
can easily be derived following respectively S = (DP 
+ DA)/2 and G = (DP - DA)/2.
Figure 2.4 presents the results of this decom­
position analysis. The top panel depicts the recon­
structed stimulus component (S), whereas the bot­
tom panel shows the goal (G) component. As the
imulus Component
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Figure 2.4 Decomposition of gamma-band activity 
in stimulus and saccade goal components. A. Stimulus 
component B. Motor goal component. The color code rep­
resents the difference in power between contralateral and 
ipsilateral stimulus locations (in A) / saccade goals (in B).
figure suggests, there is a broad-band transient 
stimulus-induced component (Fig 2.4A), lasting 
for less than 0.6 s. There was no evidence for sus­
tained gamma activity reflecting a persisting stim­
ulus representation (p > 0.3). The goal component 
(Fig 2.4B), however, showed a significant (p < 0.05) 
sustained component (85-105 Hz) during the en­
tire delay interval, increasing in strength toward 
the execution of the saccade. Thus, there seems to 
be a full dissociation: the sustained gamma band 
selectivity encodes the goal of a saccade and not 
the memory representation of the previous visual 
stimulus.
Source underlying cue-to-goal mapping in the 
posterior parietal cortex
We used spatial filtering techniques to estimate 
the sources underlying the gamma band dynamics 
identified at the parietal sensors. Figure 2.5 pres­
ent these results, using the pooled activity across 
hemispheres (thresholded at |z|>1), on a rendered 
representation of a standardized left hemisphere. 
The left-hand panels represent the early (0.1 - 0.6 
s) stimulus-induced broad-band (40 - 120 Hz) 
gamma activity, while the right-hand panels show 
the activity during the late delay period (1.1 - 1.6 s) 
at the 85 - 105 Hz band. For the pro- and antisac­
cade conditions (Figure 2.5A and B, left panels), the 
early stimulus-induced broadband gamma band ac­
tivity originates from occipital and posterior pari­
etal regions, with the peak in the occipital cortex. 
Figure 2.5C, left panel, further validates this as 
stimulus-driven activity by showing that virtually 
the same source gives rise to the stimulus compo­
nent in the decomposition analysis.
By contrast, the source of the sustained di- 
rectionally-selective gamma band activation was 
found merely in a smaller region in the posterior 
parietal cortex, for both pro and antisaccades (Fig­
ures 2.5A and B, right panels). Importantly, the 
parietal source that underlies the sustained gamma 
response during antisaccades is almost identical to
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Figure 2.5 Source reconstructions of gamma band 
activity. A. Source of directionally-selective gamma­
band power during pro-saccades (DP). The broad-band 
(40-120 Hz; 0.1-0.6 s) stimulus-related source is located 
in occipital-parietal regions (left-hand panel). The source 
of the narrow-band (85-105 Hz) gamma activity during 
the memory period (0.6-1.6 s) is in posterior parietal cor­
tex (right-hand panel). B. Source of directionally-selective 
gamma-band power during anti-saccades (DA). Parietal- 
occipital regions respond to the stimulus at first (left-hand 
panel), as for pro-saccades. During the delay-period, a region 
in the posterior parietal cortex shows selectivity in the 85­
105 Hz frequency range for ipsilateral stimulus locations, 
which is consistent with the coding of contraversive sac­
cades (right-hand panel). C. Sources reconstructions of the 
stimulus and goal components based on the decomposition 
analysis. In all plots, the source activity was pooled across 
hemispheres, tresholded at |z|>1, and shown on a standard 
left hemisphere. Color format as in the corresponding TFRs.
the neural locus coding the sustained response dur­
ing prosaccades (represented by blue since contra 
minus ipsilateral gamma-power is illustrated). This 
is confirmed by the locus of activity that represents 
the goal component (Figure 2.5C, right panel), as 
reconstructed by the decomposition analysis. The 
peak of this activity was found in the superior pa­
rietal lobe, medially from the intraparietal sulcus. 
This is in line with previous fM RI studies showing 
regions with a topographic organization for sac­
cades at similar locations in parietal cortex (Me- 
dendorp et al., 2003; Sereno et al., 2001; Schlup-
peck et al., 2005).
Contralateral alpha band suppression during pro- 
and antisaccades
We also investigated the activation in the lower 
frequency band (3-30 Hz) using the same group of 
parietal sensors as used in the high-frequency anal­
ysis (marked in Figures 2.2 and 2.3). The results, 
expressed as a z-score, are shown in Figure 2.6, in 
a pooled comparison across hemispheres. The color 
code represents the difference in power for con­
tralateral vs. ipsilateral stimuli. First, in the theta
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Figure 2.6 Time-frequency resolved power in the 
lower frequency band in a pooled comparison across 
hemispheres. A. Pro-saccades. B. Anti-saccades. Data from 
sensors marked in Fig 2A and 3A. Color format: blue regions in­
dicate a stronger suppression for remembered target locations 
in the contralateral hemifield, and vice versa for red regions.
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Figure 2.7 Decomposition of lower-frequency activity 
in stimulus and saccade goal components. A. Stimulus 
component B. Motor goal component. C. Source of the stimu­
lus component in the alpha-band (7-13 Hz), reconstructed 
from the 0.5 s period after stimulus presentation, shown on 
a standard left hemisphere (thresholded at |z|>2). The color 
code represents the difference in power between contralateral 
and ipsilateral stimulus locations (in A) / saccade goals (in B).
range, at about 5 Hz, a significant contralateral 
transient enhancement of activity can be discerned 
in response to the stimulus in both saccade condi­
tions (pro/anti, p < 0.05). Visual stimulation typi­
cally evokes responses that are time-locked to visu­
al onset and, in spectral analysis, primarily contain 
power components in the theta range. The parietal 
sensors further show clear contralateral reduction 
in the alpha (7-13 Hz) and the beta bands (13-25 
Hz). The beta band reduction is only transient, in 
both conditions, which is also most likely a marker 
of sensory processing.
By contrast, in the alpha band, the transient 
responses are followed by a sustained suppression 
in the prosaccade condition (Figure 2.6A). For anti­
saccades, the contralateral suppression effect in the 
alpha band seems to be less sustained, but does not 
reverse (Figure 2.6B). In other words, in contrast to 
the gamma band results, the alpha band seems not 
so much related to the processing of the saccade 
goal, but is more related to coping with the sensory 
information.
The sensory bias of the alpha-band power is fur­
ther emphasized in Figure 2.7, by means of the de­
composition analysis, like above. Undeniably, the 
alpha band is suppressed in relation to the stimu­
lus location for the most part of the trial interval 
(Figure 2.7A). The analysis does show a significant 
alpha suppression in relation to the direction of the 
saccade, but only emerging in a 0.5-s period prior 
to the go-cue of the saccade (p < 0.05). Thus the 
alpha band shows a general decrease during mem­
ory-guided pro- and antisaccades, reflecting an on­
going sustained stimulus representation and a late 
but modest build-up of the goal representation for 
the saccade (Figure 2.7B). Using spatial filtering 
techniques, we located the sensory component in 
extrastriate brain regions, as a widespread pattern 
that extended from close to the intraparietal and 
parietal-occipital sulcus into anterior occipital cor­
tex (Figure 2.7C).
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Discussion
We studied the dynamics of oscillatory activity in 
parietal cortex during saccade planning. The start­
ing point of our investigation was the hemisphere- 
specific contralateral-selectivity of spectral power 
in various frequency bands during memory-guid­
ed prosaccades, consistent with previous reports 
(Medendorp et al., 2007; Pesaran et al., 2002). 
The novelty of the present study lies in the use of 
a memory-guided antisaccade task to distinguish 
this spectral activity in components related to sen­
sory processing and those reflecting a motor goal 
representation. Our main finding is that gamma 
band synchronization in posterior parietal cortex 
encodes the upcoming motor goal, whereas alpha­
band desynchronization in parieto-occipital re­
gions is linked predominantly to the processing of 
the stimulus that defines that goal.
Our findings suggest that the oscillations in 
the alpha and gamma frequency bands subserve 
different functions in visuomotor processing for 
saccades. As Figure 2.4 shows, stimulus process­
ing in the gamma band is terminated at 0.5 s and 
then there is a complete goal representation of the 
pending saccade during the rest of the delay period, 
increasing in strength closer to saccade execution. 
The delay-period activity in the alpha band is most 
consistent with a long-lived stimulus-driven com­
ponent superimposed on a later representation 
of the goal of the saccade (Figures 2.6 and 2.7). 
Thus, compared to the gamma band, the changes 
in the alpha band demonstrated a much slower 
time course. This argues against a strong coupling 
between gamma band and alpha band mechanisms 
in terms of their functions (Jokisch and Jensen,
2007). The quasi-static desynchronization of the al­
pha band during antisaccades would be consistent 
with a general regulatory mechanism, allocating 
resources for processing sensory information with­
out actually encoding this information (Kelly et al., 
2006; Thut et al., 2006; Medendorp et al., 2007; 
Worden et al., 2000).
The full dissociation of the gamma band selec­
tivity in terms of representing the goal of the up­
coming saccade and not the previous stimulus loca­
tion is consistent with a recent neuroimaging study 
by Medendorp et al. (2005). Using event-related 
fMRI, they demonstrated a full interhemispheric 
shift of BOLD activity during target remapping in 
memory-delayed antisaccades. In this respect, our 
findings compare well with recent observations 
showing a close correlation between gamma band 
activity and BOLD signals in simultaneous neural 
and hemodynamic recordings (Logothetis et al., 
2001; Niessing et al., 2005).
Recently, Zhang and Barash (2000, 2004) re­
corded from neurons in monkey area LIP during the 
memory-delayed saccade task. In their paradigm, 
they cued stimulus and saccade type (pro/anti) si­
multaneously, which is slightly different from the 
present study in which saccade type was instructed 
in advance of the visual stimulus. Nevertheless, the 
observed effects in the gamma-band are consistent 
with their findings that the stimulus direction is 
remapped in monkey LIP in order to code the goal 
of an antisaccade. Furthermore, of all the neurons 
that remapped, Zhang and Barash reported an av­
erage inversion time of about 400 ms, even though 
individual neurons could remap within 50 ms. Fig­
ure 2.5 suggests an inversion time of about 500 ms, 
which is fairly close to their population average. 
Other human studies on the time course of event- 
related potentials or fields during non-delayed an­
tisaccades reported much shorter reversal times,
i.e., in the order of about 100 ms (Moon et al., 
2007; Everling et al., 1998). Evidently, the delayed 
antisaccade paradigm as such provides no incentive 
for subjects to invert the stimulus location direct­
ly after its onset. This could explain the relatively 
long average inversion-time, although there was 
also clear, but weaker, goal-related activity preced­
ing this time, as shown by Figure 2.4B. Conversely, 
studies that do not impose a delay between the 
visual stimulus and the antisaccade response may
41
Chapter 2
observe not only remapping effects but also effects 
of other processes involved in saccade generation 
(Moon et al., 2007).
Importantly, Zhang and Barash (2004) observed 
the remapping effect in only 60% of the neurons in 
the recorded population. They also found neurons 
that coded consistently the location of the stimu­
lus as well as neurons that exclusively encoded the 
movement goal. In contrast, the present human 
study, and the decomposition analysis in particular 
(see Figure 2.4), clearly shows that the goal for a 
saccade is represented in the parietal gamma band 
activity and not the memory of the visual stimu­
lus. One potential reason for this difference is that 
Zhang and Barash made their claims based on neu­
ronal firing rates. We may have probed a more dis­
tinct cognitive variable coded within this activity 
across a neural population by unraveling some of 
the temporal structure as sustained power in a nar­
row high-frequency band (the gamma band). In this 
respect, the oscillatory activity adds information 
complementary to the information present in the 
firing rates. Our data suggest that parietal neurons 
synchronize their activity at gamma band frequen­
cies to set up saccade plans, much alike neurons in 
visual cortex synchronize to facilitate the encoding 
of stimulus features (Fries et al., 2001; Gray and 
Singer, 1989; but see Thiele and Stoner, 2003).
The present results also speak to the longstand­
ing debate in the literature whether the posterior 
parietal cortex is more important for spatial atten­
tion or motor intention (Colby and Goldberg 1999; 
Andersen and Buneo 2002; Konen et al. 2007). In 
our study, we did not explicitly control spatial at­
tention, only the movements of the eyes. Clearly, 
during the planning of an antisaccade, subjects 
will first attend to the stimulus and then shift and 
maintain their attention to the opposite location 
(Rizolatti et al. 1987). Hence, one could argue that 
the dynamic update of gamma-band activation that 
we found could simply represent a shift of spatial 
attention in the processing of antisaccades. How­
ever, an explanation by attentional processes alone 
falls short in accounting for why gamma-band pow­
er would increase in strength closer toward the exe­
cution of the saccade (see Figure 2.4). This observa­
tion seems more consistent with a motor planning 
effect. Our recent study on gamma band activity in 
parietal cortex during delayed double-step saccades 
provides also support for the motor intention ex­
planation (Medendorp et al., 2007). In this study, 
we asked subjects to remember the locations of two 
sequentially flashed targets (each followed by a 2-s 
delay) and then make saccades to the two locations 
in sequence. Although both delay periods require 
sensory attention and memory, we found spatially- 
tuned sustained gamma band selectivity only in the 
second delay period, in relation to the intention to 
perform the saccades (Medendorp et al. 2007).
Furthermore, along with the posterior parietal 
cortex, it is also widely accepted that the intention 
to make a saccade heavily involves the frontal eye 
fields (FEF) (see Munoz and Everling 2004 for re­
view). Indeed, using intracranial recordings in pa­
tients, Lachaux et al. (2006) have shown increased 
gamma-band power during pro- and antisaccades 
in the human FEF. In the present study, we did not 
observe a reliable gamma band source in this re­
gion. This should however not be taken as evidence 
against the involvement of the FEF. It is known 
that null-findings in MEG could result from several 
factors. For example, field cancellation caused by 
differently oriented sources could attenuate frontal 
gamma activity.
Thus, our results suggest that parietal gamma 
band synchronization reflects a mechanism to en­
code and amplify the saccade goals in the visuomo- 
tor system. What would be the further purpose 
of such dynamic memory fields related to motor 
intention? A possible explanation is that neurons 
that synchronize their activity, especially at higher 
frequencies, have a stronger effect on downstream 
areas (Tiesinga et al., 2004; Jensen et al., 2007). 
More specifically, in the oculomotor network, syn­
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chrony may facilitate communication between pa­
rietal and frontal regions such as the frontal and 
supplementary eye fields. In light of our results, 
the gamma-band synchronization of neurons in 
the parietal fields may strengthen their projec­
tion to downstream regions, providing a putative 
mechanism to carry along unique spatial and mo­
tor information.
In future work, it would be interesting to char­
acterize the functional interactions between the
present parietal area and other areas within the 
oculomotor network, e.g., by means of a coher­
ence analysis. Recent fMRI studies found that 
the type of representational codes that are being 
maintained in working memory bias frontal-pari­
etal interactions (Curtis et al., 2005; Miller et al.,
2005). Whether this effective connectivity in the 
oculomotor network is mediated mechanistically 
by gamma-band synchronization must await fur­
ther studies. r
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Neuronal synchronization in human parietal cortex during 
saccade planning
Adapted from Van Der Werf J, Buchholz VN, Jensen O, Medendorp WP (2009) Oscillatory activity in 
parietal cortex during saccade planning. Behaviour and Brain Research 205:329-335.
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A  major goal in neuroscience is to understand 
how the brain represents space and how this 
representation is used to generate behavior. For ex­
ample, in order to act upon a visual stimulus, the 
brain must transform the spatial information from 
the visual system into a motor plan that ultimately 
leads to the motor commands for control of the 
necessary muscles. It is generally accepted that the 
posterior parietal cortex (PPC) plays a crucial role 
in this process of sensorimotor integration, being 
situated between higher-order visual areas and the 
cortical motor areas.
To study the sensorimotor functions of the 
PPC, investigators often use the memory-guided 
response task. In this task, subjects have to re­
member the location of a brief peripheral cue for 
several seconds before a response is made toward 
it (Hikosaka and Wurtz, 1983). The strength of this 
task is that it separates temporally the sensory and 
motor responses from the delay-activity encoding 
the working memory in sensory-motor integration 
(Snyder et al., 1997; Medendorp et al., 2006; Brown 
et al., 2004; Bruce and Goldberg, 1985; Curtis et 
al., 2004).
In monkey PPC, neurons in the lateral intrapa­
rietal area (LIP) have been associated with the gen­
eration of saccades (Barash et al., 1991; Gnadt and 
Andersen, 1988). Neurons in LIP have retinotopic 
receptive fields, and are arranged in a topographic 
fashion, with preferred tuning toward contralateral 
space (Blatt et al., 1990). During the memory in­
terval of delayed saccades, these neurons show spa­
tially-tuned elevations in their firing rate, even in 
the absence of visual input, which can be interpret­
ed as the neural basis of working memory (Gnadt 
and Andersen, 1988). The nature of the working 
memory representation, however, has remained a 
point of debate. Some studies have associated the 
sustained delay activity with a retrospective stimu­
lus representation while other reports have argued 
for a goal representation of the saccade (Andersen 
and Buneo, 2002; Colby and Goldberg, 1999; Got­
tlieb, 2002). It has also been shown that the activ­
ity in LIP is updated for changes of gaze, i.e., the 
brain re-computes and thus internally updates the 
working memory representations in eye-centered 
coordinates (Duhamel et al., 1992). In addition, 
neurons in LIP are characterized by gain fields, 
which describe changes in the amplitude of the re­
sponse function depending on eye or head position 
(Andersen et al., 1985; Brotchie et al., 1995).
W ith the development of functional magnetic 
resonance imaging (fM RI) methods, research over 
the past years has also advanced our understand­
ing of the role of the human PPC in sensorimo­
tor integration for saccades (Culham et al., 2006; 
Pierrot-Deseilligny et al., 2004; Curtis, 2006). This 
work has suggested a close correspondence of the 
human and monkey PPC. For example, human 
studies have reported topographically-organized 
maps of sustained activity during delayed-saccades 
(Sereno et al., 2001; Schluppeck et al., 2005, 2006; 
Medendorp et al., 2003, 2006; Jack et al., 2007). 
Furthermore, delay activity in human PPC exhibits 
internal spatial updating when gaze changes (Me- 
dendorp et al., 2003, 2008; Merriam et al., 2003,
2006) as well as gain field modulations (Desouze et 
al., 2000), analogous to what has been observed in 
macaque LIP.
Notwithstanding these important findings, the 
higher-resolution temporal structure and spectral 
dynamics of these human parietal visuomotor pro­
cesses have remained elusive because of the low 
temporal resolution of fMRI, which is the result of 
biological time constants (in order of seconds) in­
volved in the hemodynamic response. This makes 
not only the interpretation of fM RI results in 
terms of the underlying neuronal activity difficult 
(Logothetis, 2008), but also compromises a direct 
relationship to intracranial findings from monkey 
and other primate studies.
In the present paper, we review recent findings 
on the temporally fine-scaled dynamic aspects of 
sensorimotor integration in the human PPC, fo­
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cusing on the role of neuronal synchronization in 
the coding and short-term storage of spatial repre­
sentations in (pro-)saccade and antisaccade tasks. 
Although the main part of this review focuses on 
these mechanisms, we will also put these results 
in a broader perspective by relating them to work 
in monkeys as well as research with other mea­
surement techniques (single-unit data, local field 
potentials, and BOLD-fMRI). W ith this approach, 
we will demonstrate that four major research tech­
niques across species can be integrated into one 
framework, with the work on neuronal synchro­
nization providing the link between humans and 
monkeys. For clarity, we emphasize that this article 
is not meant to provide an exhaustive, integrated 
view on the role of PPC in sensorimotor transfor­
mations at a broader scope, including all sensory 
modalities and effector systems.
Synchronized activity during visuomotor 
processing
Invasively, rhythmic synchronous activity can be 
recorded by the local field potential (LFP), which 
represents the synchronized activity of a small 
group of neurons. At a larger scale, on the scalp, 
synchronized activity can be recorded using electro- 
or magnetoencephalography (EEG/MEG), which 
allow measurements with sub-millisecond tempo­
ral resolution (Hari, 1999). Using spectral analysis 
methods, the power (i.e., synchronization) in vari­
ous frequency bands can be studied as a function 
of time. Using this technique in combination with 
novel source-reconstruction methods, the spatial 
and temporal activation patterns employed by the 
PPC during various saccade tasks can be inferred. 
These results also allow for a direct link with related 
observations made in the monkey brain. Figure 3.1 
guides the main work to be discussed, showing, on 
different time scales, the results of small-scale re­
cordings from monkey area LIP (single cell record­
ings, Figure 3.1A), the local field potentials of this 
area (Figure 3.1B), related oscillations on the hu­
man scalp level (Figure 3.1C), as well as large scale 
BOLD measures (Figure 3.1D) of human parietal 
activation during the planning of pro- and antisac­
cades.
While monkey and human PPC areas show in­
creased firing rates or BOLD signals in delayed sac­
cade tasks (Figure 3.1A and D, respectively), little is 
known about the neural mechanism that gives rise 
to the selective and sustained activity. Temporally 
correlated neuronal activity has been claimed to be 
important in coding memory representations (Tal- 
lon-Baudry et al., 1998; Howard et al., 2003; Jen ­
sen et al., 2002, 2007; Jokisch and Jensen, 2007). 
In a strict sense, this follows from the seminal work 
by Donald Hebb, now published about 60 years ago, 
suggesting that a memory representation can be 
encoded by two different processes: by reverberat­
ing activity through reciprocal connections in an 
assembly of neurons and by structural changes of 
these connections to enhance synaptic efficiency 
(Hebb, 1949). Expanding from this, high frequency 
(>30 Hz) oscillations could provide a mechanism 
to reverberate information (Tallon-Baudry et al., 
1999; Pesaran et al., 2002) and control the flow of 
information in the brain (Salinas and Sejnowski,
2001). Regarding the latter, the impact of dendritic 
input on downstream neurons can be increased by 
high-frequency synchronization (i.e. gain modula­
tion). If the downstream neurons also oscillate in 
synchrony, they are more receptive for their inputs 
(Fries, 2005). Given the local reciprocal connections 
between neurons, these mechanisms are optimally 
suited for the local maintenance of activity dur­
ing a memory delay, forming transient assemblies 
of highly active neurons. Note that this does not 
exclude other possible functions of high-frequency 
synchronization, such as for example binding of 
perceptual input (Engel et al., 2001; Singer, 1999).
Experimental evidence for these conceptual 
considerations of synchronization has only recent­
ly accumulated through improvement of measure­
ment techniques and spectral analysis methods,
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such as multi-tapering (Percival and Walden, 1993). 
Gamma band synchronization (30-100Hz) is as­
sociated with active stimulus maintenance during 
short-term memory in both humans and monkeys 
(Jensen et al., 2002; Jokisch and Jensen, 2007; 
Pesaran et al., 2002; Tallon-Baudry and Bertrand, 
1999; Scherberger et al., 2005; Kaiser and Lutzen­
berger, 2001). Also theta oscillations (4-8 Hz) have 
been claimed to be involved in short-term memory 
maintenance (Jensen and Tesche, 2002; Lee et al.,
2005). It has been proposed that theta and gamma 
oscillations operate together to maintain multiple 
short-term memories, with the gamma oscillations 
related to the respective memories occurring at 
different phases of the theta rhythm (Lisman and
V  Buzsaki, 2008; Lisman and Idiart, 1995). Although 
most of this evidence comes from hippocampal 
studies, there is increasing support for the hypoth­
esis that such theta-gamma cross-frequency cou­
pling serves as a more general mechanism in cor­
tical functions (Canolty et al., 2006). Alpha band 
synchronization (8 -12 Hz) has been linked to the 
functional inhibition of areas disengaged in a cer­
tain task (Jokisch and Jensen, 2007; Klimesch et 
al., 2007; Medendorp et al., 2007; Sauseng et al., 
2005; Rihs et al., 2007). Conversely, alpha band 
desynchronization has been related to increased 
processing or excitability of the respective areas 
(Sauseng et al., 2005; Romei et al., 2008; Thut et 
al., 2006; Yamagishi et al., 2005).
In the present review, we will focus on some 
recent observations of synchronized activity dur­
ing the preparation of saccadic eye movements. 
To date, only few studies have examined the role 
of synchronized activity during saccade tasks. One 
of the first studies was by performed by Okada 
and Salenius (Okada and Salenius, 1998). They in­
structed subjects to remember a target location for
3 s and then either execute a memory-guided sac­
cade to that location or judge whether a new spatial 
cue appeared at that location or not. Their main fo­
cus was on alpha band activity during the retention
period, which was found to be present independent 
of preparation for the saccadic responses. The au­
thors did not identify consistent sustained spectral 
power in the higher frequency range; perhaps a low 
signal-to-noise ratio prevented a demonstration of 
this. For example, local high-frequency enhance­
ments are often surrounded by more widespread 
reductions (Lachaux et al., 2005; Shmuel et al.,
2006), which may affect the resulting sensor-level 
amplitude differences such that it is hard to detect 
higher-frequency oscillations at a more global level,
i.e. from the skull.
Studies using intracranial recordings are typi­
cally less compromised by such effects, obtaining 
more focal activations (Pesaran et al., 2002; Lach- 
aux et al., 2006). In the monkey, a recent study by 
Pesaran et al. (Pesaran et al., 2002) reported that 
during the delays in a memory-guided saccade 
tasks, there are broadband gamma oscillations (25­
90 Hz) in the LFP of area LIP, peaking at about 50 
Hz. These authors found the LFP in the gamma 
band to be tuned to the direction of planned move­
ments (see Figure 3.1B), changing its strength with 
behavioral state. The power of the high-frequency 
LFP became much larger when the animal planned 
a saccade, and rapidly decreased during the saccade 
execution. This spatially-tuned gamma band syn­
chronization was interpreted as a mechanism for 
holding sustained neuronal activity, i.e., a neural 
basis for coding the spatial working memory for 
the saccade. Recently, similar broadband gamma 
oscillations have been found in the posterior pa­
rietal reach region in delayed-reaching tasks, in 
the range of 15 - 40 Hz (Scherberger et al., 2005; 
Buneo et al., 2003). These findings support the 
notion of the maintenance of a movement goal 
by high-frequency synchronization, but also raise 
new questions concerning the role of different fre­
quency bands within the gamma range associated 
with different sensorimotor tasks. In this context, 
we should also emphasize that the gamma-band 
frequencies could vary considerably in individu-
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Figure 3.1 Temporal dynamics of PPC activity during delayed prosaccades (left column) and antisaccades 
(right column) at increasing spatial and temporal scales. (A) single-cell recordings of monkey area LIP, Firing 
rate as a function of time (B) multi-cell recordings, or local field potentials (LFP) of monkey area LIP; power (color cod­
ed) as a function of time (C) magnetoencephalography (MEG) in human PPC, power (color coded) as a function of time, 
and (D) BOLD in human PPC. Plots represent differential activities between saccades in preferred (contralateral) and 
non-preferred (ipsilateral) directions as a function of time (in s). Although on different time axes, all scales show a simi­
lar pattern: an initial transient visual response for both pro- and antisaccades, with sustained activity in the same direc­
tion during prosaccades (left-hand panels) and in the opposite (motor) direction for antisaccades (right-hand panels).
als performing the same task (Hoogenboom et al., 
2005). Taking individual gamma frequencies into 
account might improve analysis outcomes and fa­
cilitate interpretations across subjects and studies 
in functional terms.
W ith the advent of better measurement tools 
and multi-tapering methods over the last years, 
as well as advanced spatial filtering techniques, it 
has become possible to detect gamma band activ­
ity at the skull level using MEG. Consistent with 
the observations in monkey area LIP, we have re­
cently reported gamma band activity during sac-
cade planning in a region of the human posterior 
parietal cortex (Van Der Werf et al., 2008). In our 
experiment, subjects were cued with a brief visual 
stimulus in either the right or left visual field. Sub­
jects had to remember the location of the stimulus 
and make a saccade toward it after a delay of 1.6 
s. In response to the presentation of the stimulus, 
we found a broad-banded increase in gamma-band 
power (40-120 Hz), originating from occipital and 
posterior parietal regions in the contralateral hemi­
sphere (see Figure 3.1C, left panel). Furthermore, 
this lateralized power enhancement was sustained
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in a more narrow frequency band (70-100 Hz) dur­
ing the delay period, more focally in the posterior 
parietal cortex, where it increased in strength clos­
er to the initiation of the saccade.
Thus, human MEG and monkey LFP have re­
vealed very consistent results regarding the direc­
tional selectivity of gamma band activity observed 
in posterior parietal cortex in the delayed-saccade 
task. In this respect, the subregion of the human 
PPC where the sustained activity was found may 
correspond to monkey area LIP, but that does not 
solve the question of what specific aspect of senso­
rimotor processing is encoded in the gamma band 
during the delay period. In more specific terms, 
one could ask whether the observed gamma band
V  activity during the memory period relates to cod­
ing the remembered spatial sensory information 
(a retrospective sensory code) or whether it codes 
the motor goal of the planned saccade (a prospec­
tive motor code). Simple delayed saccades toward 
remembered visual stimuli cannot answer this 
question since these do not discriminate between 
the direction of the stimulus and direction of the 
saccade goal.
One way to address this issue is using the an­
tisaccade task, which separates sensory from mo­
tor goal representations by requiring participants 
to transform the location of a stimulus into an eye 
movement to the opposite visual field (Munoz and 
Everling, 2004; Hallett, 1978). While a number of 
studies have reported that the parietal cortex is 
engaged in stimulus-to-goal mapping during anti­
saccades (see Figure 3.1, right panel) (Zhang and 
Barash, 2000, 2004; Everling et al., 1998; Moon et 
al., 2007; Medendorp et al., 2005; Nyffeler et al.,
2008), the effects on spectral power in relation to 
the neural dynamics of this process were only re­
cently described by the Van Der Werf et al. study 
(Van Der Werf et al., 2008).
To test whether the observed gamma band re­
lates to the sensory stimulus or to the motor goal 
representation, we exploited a memory-guided an-
tisaccade task in MEG (Van Der Werf et al., 2008). 
We reasoned that in case of motor goal coding, 
the directional selectivity of gamma band activity 
should reverse after presentation of the stimulus 
(Zhang and Barash, 2000; Medendorp et al., 2005). 
However, if the directional-selective gamma activ­
ity in parietal cortex relates to a visual memory rep­
resentation, it should not remap during the delay 
of a planned antisaccade. The results are shown in 
Figure 3.1C, right panel, which clearly indicate that 
the temporal structure of human parietal gamma­
band activity reflects the process of target remap­
ping for antisaccades. As shown, after presenta­
tion of the stimulus, there is first the broad-band 
gamma response in the contralateral hemisphere. 
However, the stimulus-related bias quickly disap­
pears during the delay interval and turns into a bias 
in the ipsilateral hemisphere to the stimulus, which 
is the hemisphere contralateral to the direction of 
the saccade goal. This stimulus-to-goal mapping 
suggests that the sustained gamma-band synchro­
nization in human parietal cortex represents the 
planned direction of the saccade, not the memo­
rized stimulus location. It should be noted that the 
parietal source that underlies the sustained gamma 
response during antisaccades overlapped with the 
neural locus coding the sustained response dur­
ing the saccade planned toward the stimulus (not 
shown).
These human results mimic, on different time 
scales, the results of corresponding experiments in 
BOLD-fMRI (Figure 3.1D). Indeed recent studies, 
simultaneously recording electrophysiological and 
hemodynamic (BOLD/PET) signals, have shown 
high positive correlations between increases in the 
hemodynamic signals and spectral power in the 
gamma band, in spatially overlapping networks 
(Lachaux et al., 2007; Logothetiset al., 2001; Niess­
ing et al., 2005; Nishida et al., 2008).
The MEG results also bridge the gap to the mon­
key work of Zhang and Barash (Zhang and Barash, 
2000, 2004), who demonstrated, using delayed an-
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tisaccades, that a stimulus direction is remapped in 
the firing rates of LIP neurons in order to code the 
direction for a saccade (see Figure 3.1A, right pan­
el). Of all the neurons that remapped, Zhang and 
Barash reported an average inversion time of about 
400 ms, which is also relatively close to the average 
inversion time of 500 ms found in the human. Note 
that the inversion time may depend on context in­
formation, i.e., whether or not the type of response 
(pro/anti) is known prior to stimulus presentation, 
which might explain differences with other studies 
(Gail and Andersen, 2006).
Regarding the visuomotor updating, not all 
neurons in the Zhang and Barash (Zhang and 
Barash, 2004) study showed the remapping effect: 
some neurons coded consistently the location of 
the stimulus, while others exclusively encoded the 
movement goal. Thus, LIP activity as studied by 
multi-unit firing rates reflects all aspects of sen­
sorimotor control: the sensory stimulus, the mo­
tor output, as well as the transformation between 
these representations. Does the oscillatory activity 
also reflect all aspects of sensorimotor control?
To address this issue in the human, we decom­
posed the gamma band activity in stimulus and 
goal components under the assumption that sac­
cades toward the memorized location and away 
from it have the same stimulus component but an 
opposite goal component. As a result, we found a 
broad-band, but transient, stimulus-induced com­
ponent that did not persist into the memory peri­
od. In contrast, the goal component showed a sus­
tained component during the entire delay interval, 
increasing in strength toward the execution of the 
saccade. Thus, the goal for a saccade is ultimately 
represented in the parietal gamma band activity 
and not the memory of the visual stimulus.
Interestingly, the activity in the lower frequency 
bands, i.e. the alpha band (8-12 Hz), revealed quite 
a different picture. After stimulus presentation, 
power in the alpha band increased in the ipsilateral 
hemisphere, consistent with the interpretation of
functional disengagement/inhibition. Also during 
the delay period (0.6 - 1.6 s.), the alpha band later­
alization was stronger linked to the direction of the 
initial stimulus than to the saccade goal (Van Der 
Werf et al., 2008).
To reconcile this observation of neuronal 
synchronization with the firing rate findings by 
Zhang and Barash, these results imply that only 
those neurons that represent the goal of the sac­
cade show a sustained synchronization at gamma 
band frequencies, and neurons that are involved in 
representing the stimulus position do not. If true, 
this would also be consistent with the hypothesis 
that high-frequency synchronous firing of a group 
of neurons exerts a stronger effect on downstream 
areas (Jensen et al., 2007; Tiesinga et al., 2004).
One further clue, in this respect, may come 
from a recent study by our group in which we in­
vestigated gamma band activity during double-step 
saccade planning (Medendorp et al., 2007). Sub­
jects remembered the locations of two sequentially 
flashed targets (each followed by a 2-s delay), pre­
sented in either the left or right visual hemifield, 
and then made saccades to the two locations in 
sequence. In this study, we found directional-se­
lective gamma-band synchronization only to occur 
at some point during the second delay period, in a 
1-s period prior to the execution of the saccades. 
Again, such synchronization should not be inter­
preted as a retrospective stimulus representation 
but rather as a neuronal correlate for preparatory 
set, coding goal information for the upcoming sac­
cade. Experiments that explicitly address this issue 
in a spatial updating task are addressed in the next 
chapter (chapter 4) and have appeared in abstract 
form (Buchholz et al., 2008).
Admittedly, the results of all these studies 
should be interpreted with caution (Jerbi et al.,
2008). For example, the integrative effect of field 
potentials over a large number of neurons that 
code the goal may obscure the synchronized tun­
ing to the visual stimulus of a smaller fraction of
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neurons. Another point of remark is that subjects, 
who plan a saccade away from a visual stimulus, 
also shift their attention away from that stimulus. 
Perhaps, gamma synchronization reflects activity 
of a system responsible for both attentional tun­
ing and motor planning of saccadic eye movements 
(Reva and Aftanas, 2004). Further work is needed 
to investigate whether these processes operate in 
the same frequency bands, or rather independently 
at the neural level (Wyart and Tallon-Baudry, 2008; 
Kayser and Konig, 2004).
Functional implications
Both the human and monkey experiments provide 
converging evidence that parietal gamma-band 
synchronization plays a role in saccade planning. 
One interpretation of this synchronization relates 
to the coding of the goal of the saccade - a work­
ing memory for movement planning - which finds 
clear support in the studies reviewed. Other stud­
ies have related gamma band activity to more ef­
ficient processing of sensory changes (Kaiser et al., 
2006; Womelsdorf et al., 2007), accuracy in sen­
sory tasks requiring behavioral responses (Kaiser 
et al., 2007, 2008) and increased response speed in 
sensory-motor task (Gonzales Andino et al., 2005; 
Womelsdorf et al., 2006). These findings suggest 
that synchronization at the gamma band frequency 
increases efficiency in sensory-motor integration 
networks and most probably plays an important 
role in memory-guided movement planning.
On a neurophysiological level, neuronal syn­
chronization at frequencies higher than 30 Hz has 
been suggested to increase both inter and intra­
areal communication: when a local assembly of 
neurons fires coherently, this leads to non-linear 
increases in input gain in a downstream neuron 
(Salinas and Sejnowski, 2001). If several inputs 
are provided simultaneously to a receiving neuron, 
synaptic integration can induce a rapid change in 
membrane depolarization, thereby increasing the 
probability of a spike. Furthermore, if the down­
stream assembly of neurons fires in coherence 
with the source neurons, the input arrives at times 
optimal for reception, thereby increasing the gain 
even further (Womelsdorf et al., 2007;Zeitler et 
al., 2008). In humans, regions on the dorsal vi­
sual pathway have indeed been shown to oscillate 
coherently in a spatial attention task (Siegel et al.,
2008). Although not conclusive, this is in line with 
the interpretation that parietal cortex increases its 
gain on downstream motor areas at the moment it 
provides a veridical goal representation for a subse­
quent saccade.
Besides a role in gain control, oscillations have 
also been suggested to provide a temporal frame­
work in which the more excited neurons fire earlier 
in the oscillatory cycle (Fries et al., 2007; Kayser et 
al., 2009). This recoding of spikes into phase-values 
allows for fast prioritizing and read-out of informa­
tion that is already implicitly present in the firing 
rates. Suggestive of a role for spike-field coherency 
in visuomotor transformations are the recent find­
ings that during delayed sensorimotor tasks PPC 
neurons fire preferentially in a particular phase of 
a local or distant oscillatory rhythm (Pesaran et al., 
2002, 2008; Scherberger et al., 2005). Of note is 
the temporal distinction between local and distant 
spike-field coherence. When spikes were temporal­
ly entrained to a local oscillation for the entire de­
lay period, entrainment to a distant oscillation was 
observed only right after goal presentation and just 
prior to saccade execution. For long-range commu­
nication, this would provide an ideal mechanism 
for read-out of information by downstream areas. 
It could be argued that this transfer of information 
between cortical sites is only needed when an input 
(a spatial stimulus) enters the brain, or an output 
(movement) leaves the brain. Hence, inter-areal 
spike-field coherence was observed only at the be­
ginning and end of the memory-guided movement 
trials (Pesaran et al., 2008). Conversely, intra-areal 
spike-field coherence was observed throughout the 
delay period (Pesaran et al., 2002; Scherberger et
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al., 2005). Since this temporal coding of spikes may 
also facilitate neuronal communication between 
the different cortical layers of the same area, these 
findings might reflect a mechanism to maintain a 
goal representation in working memory.
These ideas might help to integrate the find­
ings from the Van der Werf et al. study (Van Der 
Werf et al., 2008), with spiking results from the 
Zhang and Barash study (Zhang and Barash, 2000,
2004). Where Van der Werf et al. found the sus­
tained gamma band to code only for the saccade 
goal, Zhang and Barash found LIP neurons to code 
predominantly, but not exclusively, for the sac­
cade goal. During delayed antisaccades, a local syn­
chronization in the gamma band frequency might 
represent a mechanism to prioritize the spikes 
representing the goal of the saccade, whereas fir­
ing rates in general may also reflect stimulus infor­
mation necessary to perform the transformation 
between sensory and motor representations. The 
low frequency oscillations, in contrast, may control 
neuronal communication by allocation of neural re­
sources, and hence, allow an effective information 
transmission.
In sum, the results presented here shed 
more light on the role of high frequency neuronal 
synchronization in parietal cortex during human
saccade planning. We have suggested that this syn­
chronization relates to the coding of the goal of the 
saccade, and is updated when the direction of the 
saccade is changed. We have further discussed how 
these findings provide an important link between 
invasive data reported in monkey studies and pre­
vious fM RI studies in humans. In future studies, it 
remains to be established how well these parietal 
findings generalize to other types of movements, 
e.g. planning reaching and grasping movements 
(Culham et al., 2006; Gail and Andersen, 2006; Gal­
letti et al., 2003). Novel methodology will further 
help to build an integrated view on the role of the 
PPC in sensorimotor integration. For example, a 
future promise for humans investigations are in­
vasive EEG measurements (Lachaux et al., 2006; 
Jerbi et al., 2008), which have very high signal- 
to-noise ratio, no uncertainty related to source 
reconstruction, and are not contaminated by the 
various artifacts and confounding signals (Jerbi et 
al., 2009; Yuval-Greenberg et al., 2008) in scalp re­
cordings. These and other studies will not only pro­
vide further basic insights in parietal sensorimotor 
mechanisms, but hopefully also lead to a better un­
derstanding and new treatments of the disorders 
and diseases that affect them.
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Reorganization of oscillatory activity in human parietal cortex 
during spatial updating
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T he posterior parietal cortex (PPC) plays an important role in the transformation of 
spatial representations from perception to 
action. In particular, activity in the lateral intrapa­
rietal area (LIP) of monkey PPC and homologous 
areas in the human PPC has been associated with 
specialized spatial functions, including the con­
trol of spatial attention (Silver and Kastner, 2009; 
Bisley and Goldberg, 2010; Liu et al., 2010), working 
memory (Pesaran et al., 2002; Curtis et al., 2004) 
and saccade planning (Sereno et al., 2001; Ander­
sen and Buneo, 2002; Zhang and Barash, 2004; 
Liu et al., 2010). The neural architecture of LIP is 
characterized by primarily eye-based, gaze-cen­
tered response fields (Andersen and Buneo, 2002; 
Patel et al., 2010). Moreover, within the gaze-cen­
tered neuronal population of LIP, activity has been 
demonstrated to remap in order to compensate for 
intervening saccades (Duhamel et al., 1992; Colby 
et al., 1995; Medendorp et al., 2003; Merriam et al.,
2003). Gain field modulations, the scaling of neu­
ronal firing rates by eye- and head-position, have 
been suggested to implicitly transform these spa­
tial representations into other gaze-independent 
(e.g. head- or body-centered) reference frames 
(Andersen et al., 1985; Chang et al., 2009). Despite 
these important insights, little is known as to how 
the respective neurons cooperate during exchange 
of information within and across reference frames.
A prime mechanism for cooperation is rhyth­
mic neuronal synchronization, which comes about 
in various frequency bands. In general, gamma 
band oscillations (> 30 Hz) have been implicated 
in local processing (Fries, 2009), while alpha band 
oscillations (8-12 Hz) reflect functional inhibition 
(Klimesch et al., 2007). Indeed, intracranial local 
field potential recordings have shown that neu­
rons in monkey area LIP synchronize their activity 
in a direction-selective fashion during the coding 
of a working memory for a saccade (Pesaran et al.,
2002). Corresponding observations have recently 
also been made in humans, using magnetoenceph-
alography (MEG) (Medendorp et al., 2007; Van Der 
Werf et al., 2008, 2009, 2010). But without vary­
ing eye position, the question remains unanswered 
whether these parietal oscillations are related to 
the construction of a gaze-independent spatial rep­
resentation, or are a manifestation of the saccade 
goal, encoded in gaze-centered coordinates.
To discriminate between these two possibili­
ties, we applied MEG to record oscillatory brain 
activity from human subjects while they produced 
intervening saccades between viewing a goal tar­
get and generating an eye movement toward its 
remembered location. While the target remained 
stable in gaze-independent coordinates (i.e., rela­
tive to head/body), its remembered location must 
be updated to compensate for the intervening sac­
cade in gaze-centered coordinates.
Here we demonstrate, by exploiting the direc­
tion selectivity of the power in the various fre­
quency bands, a reorganization of oscillatory activ­
ity during spatial updating. Parietal gamma band 
synchronization represents and updates the goal 
direction of a saccade in a gaze-centered reference 
frame. Power in the alpha band reflects a regula­
tory mechanism in spatial updating, inhibiting the 
retrospective target representation and facilitating 
the updated target representation for the saccade.
Methods
Participants
Twenty-two naïve participants (7 female/15 male; 
mean age 26.5 years), free of any neurological or 
psychiatric disorders, volunteered to participate in 
the study. All participants provided written con­
sent according to guidelines of the local ethics com­
mittee (CMO Committee on Research Involving 
Humans subjects, region Arnhem-Nijmegen, the 
Netherlands).
MEG recordings
Participants sat upright in the MEG system, view­
ing a stimulus screen that was positioned 40 cm
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in front of them. Stimuli were generated with Pre­
sentation 9.10 software (Neurobehaviroal Systems 
Inc. Albany). Using an LCD video projector (SANYO 
PLC-XP41, 60 Hz refresh rate), these stimuli were 
projected onto the screen via two front-silvered 
mirrors. MEG data were recorded continuously us­
ing a whole head system with 275 axial gradiom- 
eters (CTF Systems Inc., Port Coquitlam, Canada). 
Head position with respect to the sensor array was 
continuously measured using localization coils 
fixed at anatomical landmarks (the nasion and at
the left and right ear canal). Horizontal and ver­
tical electrooculograms (EOG) were recorded us­
ing electrodes placed below and above the left eye 
and at the bilateral outer canthi. Impedance of all 
electrodes was kept below 5 kQ. During the experi­
ment, the EOG recordings were continuously in­
spected to ensure that participants were vigilant 
and correctly performing the task. Furthermore, 
the electrocardiogram (ECG) was recorded with 
electrodes (impedance < 50 kQ) attached above the 
right clavicula and under the last false rib on the
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Figure 4.1 Experimental design. A. Trial timing. Each trial started with a baseline period of 1 s., during which subjects were 
instructed to fixate a centrally presented fixation cross. Next, a stimulus was presented for 0.1 s, randomly right or left of central 
fixation, followed by a 2 s delay period (1st delay). The 2nd delay started with the relocation of the fixation cross unpredictably 
to the left or right of the remembered target location, shortly followed by the subject’s gaze. Due to the intervening saccade, the 
remembered stimulus location remained either in the same, or shifted to the opposite visual hemifield. After another 2 s. delay, 
the new fixation cross disappeared, signaling the subject to make an eye movement to the remembered target location. Reappear­
ance of the central fixation cross signaled the start of a new trial. B. Four different trial types could be distinguished, depending 
on the remembered location of the target relative to gaze before and after the intervening saccade. Corresponding EOG traces for 
each trial type are presented at the bottom, grouped together based on the position of the flashed stimulus. Schematic represen­
tations of the two possible re fixation positions (colored), the stimulus position (circle) and the central fixation cross (white cross) 
are presented in the right-hand panels, with the colors of the refixation crosses matching the color of the associated EOG trace.
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left side. All signals were low-pass filtered at 300 
Hz, sampled at 1200 Hz, and then saved to disk.
For each participant, a full brain anatomical 
MR image was acquired using a standard inversion 
prepared 3D T1-weighted scan sequence (FA=15°; 
voxel size: 1.0 mm in-plane, 256 x 256, 164 slices, 
TR=0.76 s; TE=5.3 ms). A 1.5 T whole-body scanner 
(Siemens, Erlangen, Germany) was used to record 
the anatomical MRIs, with reference markers at the 
same locations as during the MEG recording, to al­
low alignment of the individual MEG and M RI data 
in later analyses.
Experimental paradigm
Subjects performed an intervening saccade task, 
shown in Figure 4.1. Each trial began with the sub­
ject fixating centrally at a small white cross, pre­
sented on the screen. After a baseline period of 1.5 
s, a target stimulus was flashed for 100 ms in the 
left or right visual hemifield, horizontally at a mean 
eccentricity of 3° or 9°, and positioned vertically at 
a polar angle < 45° relative to the horizontal merid­
ian. Targets were jittered slightly in eccentricity (2° 
visual angle) to make them less predictable. After a 
2 s delay period (the 1st delay period), the fixation
cross jumped to a new position, at a horizontal ec­
centricity of 3°, 9°, or 15° (jitter 2°), in either the 
left or right visual field, unpredictable to the sub­
ject. Subjects were instructed to immediately sac­
cade to the new fixation position (i.e. the interven­
ing saccade), which was presented for a duration 
of 2 s (2nd delay period). The offset of the fixation 
cross signaled the subjects to look at the remem­
bered location of target. The refixation positions 
were chosen such that the desired amplitude of this 
saccade was on average 6° (jittered in the interval 
4 ° - 8°). Subsequently, 0.7 s later, the central fixa­
tion cross reappeared, indicating the start of a new 
trial. Trials were presented in 20 blocks of 30 trials 
each, with the different blocks separated by a brief 
self-paced resting period.
Essentially, the paradigm had four different 
conditions regarding the remembered location of 
the target relative to gaze before and after the in­
tervening saccade. It either remained to the right 
(RR condition), or remained to the left (LL), or it 
shifted from right to left (RL), or moved from left 
to right (LR). In contrast, during the intervening- 
saccade task, the location of the target is invari­
ant in a gaze-independent coding frame, such as a
Trialtype Screen positions: Targe 
refixation (G
t (T), Gaze Target re. to gaze (Left 
(L)/Right (R))
-15 -9 -3 3 9 15 1st delay 2nd delay Gaze
1 G T R R R
2 T G R L R
3 G T R R L
4 T G R L R
5 G T L R L
6 T G L L R
7 G T L R L
8 T G L L L
Table 1 Schematic representation of the 8 conditions. Three components were manipulated: Stimulus location (left or 
right, at ~3o or ~9°), final saccade direction (left or right of gaze, amplitude always ~6o), and gaze direction (left or right of 
central fixation, at 3o, 9° or 15°).
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head, body or world-fixed frame.
Behavioral analysis
Electrooculographic (EOG) data from each sub­
ject were inspected online to ensure high vigilance 
levels and correct performance of the task. Figure 
4.1B shows the EOG traces (horizontal compo­
nent) of a typical subject during 20 trials of each of 
the four conditions. A schematic representation of 
the respective target (o) and fixation position (+) is 
flanked on the right-hand side. For each condition, 
the subject keeps stable fixation during the 1st delay 
period. The subsequent intervening saccade brings 
the eyes’ fixation point either to the left or to the 
right of the remembered target location, which is 
subsequently well maintained till the end of the 
2nd delay period. The saccade to the remembered 
target location is made after the fixation spot was 
turned off. Note that, for every remembered target 
position, there are opposing eye movement vectors 
with about equal amplitudes. The EOG recordings 
in all 22 subjects confirmed that they followed the 
instructions correctly in most trials. Trials in which 
subjects broke fixation, blinked or performed in­
correctly otherwise, were excluded from further 
analysis. There was no significant difference in the 
number of rejected trials among the 4 task condi­
tions, specified above (one-way ANOVA, F(3,63) 
= 2.4; p>0.05). On average 398 +/- 89 (SD) trials 
per participant were accepted for further analysis. 
Also, reaction times for the memory-guided sac­
cades times (LL: 181 ms; RR: 185 ms; LR: 187 ms; 
RL: 182 ms) did not differ between the four condi­
tions (one-way ANOVA, F(3,63) = 2.0, P > 0.05).
MEG data analysis
Data were analyzed using Fieldtrip software 
(http://www.ru.nl/neuroimaging/fieldtrip), an 
open source Matlab toolbox for neurophysiological 
data analysis developed at the Donders Institute 
for Brain, Cognition and Behaviour. From the tri­
als that survived the exclusion criteria described
above, data segments that contained muscle activ­
ity or jump artifacts in the SQUIDS were excluded 
using semi-automatic artifact rejection routines. 
Furthermore, independent component analysis 
(ICA) was used to clean the sensor-level data of 
cardio-magnetic artifacts as well as eye-muscle ar­
tifacts due to the eccentric fixation during the 2nd 
delay period in our paradigm. More specifically, we 
excluded the components that correlated highest 
(r>0.15) with either the EOG or ECG signal and 
had a spatial topography associated with ocular or 
cardiac magnetic effects (Barbati et al., 2004). Also 
components whose effects were topographically lo­
cated around the eyes were excluded from the data.
For the sensor level analysis, an estimate of 
the planar gradient was calculated for each sensor 
(Bastiaansen and Knosche, 2000). The horizontal 
and vertical components of the planar gradients 
estimated using the signals from the neighboring 
sensors approximate the signal measured by MEG 
systems with planar gradiometers. The planar field 
gradient simplifies the interpretation of the sen­
sor-level data since the maximal signal is located 
above the source (Hamalainen et al., 1993). Power 
spectra were computed separately for the horizon­
tal and vertical planar gradients of the MEG field at 
each sensor location and the sum of both was com­
puted to obtain the power at each sensor location 
irrespective of the orientation of the gradient.
Time-frequency representations (TFR), esti­
mating the time course in power, were computed 
using a Fourier approach, applying a sliding tapered 
window, with neighboring time-points temporally 
segregated by 0.05 s. Because the gamma band is 
typically much wider and therefore better charac­
terized with more spectral concentration (Hoogen- 
boom et al., 2006), we analyzed two frequency 
ranges separately. For the lower frequency band 
(5-40 Hz), we used sliding windows of 0.5 s and a 
Hanning taper. This resulted in a spectral smooth­
ing of roughly 3 Hz. For the higher frequency band 
(40-130 Hz) we applied a multi-taper approach
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(Percival and Walden, 1993) using a sliding win­
dow of 0.4 s and 11 orthogonal Slepian tapers. This 
resulted in a spectral smoothing of approximately 
14 Hz.
To localize the neural sources of the various 
spectral components, we applied an adaptive spa­
tial filtering (or beamforming) technique (Dynamic 
Imaging of Coherent Sources, DICS) (Gross et al., 
2001; Liljestrom et al., 2005). First, we divided a 
template brain voIume (international Consortium 
for Brain Mapping template; Montreal Neurologi­
cal Institute, Montreal, Canada) into a regular 1 
cm three-dimensional grid. We then warped each 
subject’s MRI to fit this template MRI and the tem­
plate’s grid, after which we warped the grid back 
to fit the subject’s original M RI to obtain a grid in 
MNI coordinates for each subject. This procedure 
allowed us to directly compare grid points across 
subjects in MNI-space without the need to nor­
malize. For each subject and for each grid point, a 
spatial filter was constructed that passes activity 
from this location with unit gain, while attenuating 
activity from other locations (Gross et al., 2001). 
This filter was computed from forward models with 
respect to dipolar sources at each grid point (the 
lead field matrix) and the cross spectral density be­
tween all combinations of sensors at the frequency 
of interest. We used realistic single-sphere head 
models from each subject’s individual M RI to calcu­
late the lead field matrix (Nolte et al., 2003). For ev­
ery single subject, the source power was estimated 
to the same baseline interval that was used for the 
sensor-level analysis.
Statistical inferences
We computed the task-related changes in power in 
various frequency bands relative to average power 
in the baseline period (see Figure 4.1). The high- 
frequency baseline power was computed over the 
period from -0.4 to -0.2 prior to the presentation of 
the stimulus, using a 0.4 s wide sliding window. The 
low-frequency baseline was determined across the
interval -0.35 to -0.25 s, using a 0.5 s sliding time­
window. Thus, in effect, the baseline period was 
equal for both frequency ranges: -0.6 to 0 s prior 
to stimulus onset. We expressed the difference in 
log power between the respective delay periods and 
the baseline as a t-score for each subject and for 
each condition. The resulting t-scores were trans­
formed into z-scores (Bauer et al., 2006; Meden- 
dorp et al., 2007) to obtain normalized estimates 
of power differences. The resulting z-scores, which 
are well normalized for intrasubject variance, were 
pooled across subjects (zgroup = 1/VN I z . with z. being 
the z score of the i-th subject).
In the 1st delay, statistical significance of the 
power modulations was tested at the sensor level 
by using a non-parametric clustering procedure 
(Nichols and Holmes, 2002; Maris and Oostenveld,
2007). In this procedure, cluster-level test statistic 
are defined by pooling the z-scores of neighboring 
sensors showing the same effect in a given time- 
frequency window of interest. In a nonparametric 
statistical test, the type-I error rate is controlled by 
evaluating the cluster-level test statistic under the 
randomization null distribution of the maximum 
cluster-level test statistic. In our analysis, this was 
obtained by randomly permuting the data between 
two conditions within every participant. By creat­
ing a reference distribution from 1000 random sets 
of permutations, the p-value was estimated as the 
proportion of the elements in the randomization 
null distribution exceeding the observed maximum 
cluster-level test statistic. The significant channels 
were used for further analysis of the power changes 
during the 2nd delay, i.e. after the intervening sac­
cade, using the randomization approach. A non- 
parametric approach was also applied to test for 
statistical significance at the source level, cluster­
ing together neighboring voxels exhibiting a simi­
lar effect in a predefined volume of interest, com­
prising of the occipital and parietal cortices. No 
reliable frontal sources were observed.
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Isolating task-dependent spectral power
The paradigm was designed with 8 different types 
of trials. Table 1 provides an overview of the screen 
positions (horizontal components) of the target po­
sition (T) and the gaze refixation location (G), with 
the initial central fixation at 0°. Recall that in the 
actual task the respective positions were jittered 
slightly. The 8 different trial types can be divided 
into RR, RL, LL, and LR conditions, as described 
above. In our analyses, we exploited the hemifield- 
specific lateralization of power to compare condi­
tions in which the target shifts sides relative to 
gaze (RL, LR) versus conditions in which the target 
remains at the same side from gaze (RR, LL).
To assess the hemifield-specific lateralization of 
power during the 1st delay, we organized our trials 
into two groups, irrespective of target eccentricity. 
We compared trials with the target stimulus pre­
sented in the right visual field (RR and RL trials) 
to those with a target presented in the left visual 
field (LL and LR trials). To evaluate these data in 
a pooled comparison across hemispheres, we com­
bined the hemifield-specific changes in power in 
terms of contra- versus ipsilateral target locations.
Lateralized power during the 2nd delay interval 
may reflect the contributions of a number of fac­
tors: the updated target location in gaze-centered 
coordinates (i.e., the direction of the planned sac­
cade), the target memory in gaze-independent 
(head/body) coordinates, the direction of gaze fixa­
tion (i.e., eye position), or a combination hereof. 
We isolated either of these factors by analyzing 
separately subsets of trials in which the other two 
factors remained invariant in hemifield.
In other words, to analyze the hemispheric 
laterality of power in relation to gaze-dependent 
target updating (Gd), we compared trials in which 
the head-centered hemifield of the target and the 
hemifield of fixation remained the same for both 
delays, but the gaze-centered hemifield of the re­
membered target changed. We computed the direc­
tional power selectivity for both the gaze-indepen­
dent target representation (Gi) and the direction of 
eye fixation (Ge) in a similar manner. In terms of 
contra and ipsilateral locations, we computed for 
sensors overlying the right hemisphere: Gd = (P4
- P1) + (P8 - P5), Gi = (P6 - P4) + (P5 - P3), and E 
= (P8 - P6) + (P3 - P1), in which Pi represents the 
power during the 2nd delay in trial type i in Table 1. 
For the corresponding calculations for the sensors 
covering the left hemisphere, we only flipped the 
sign in the above equations. The isolated contribu­
tions were pooled across hemispheres, resulting 
in the combined hemisphere-specific changes in 
power during the 2nd delay period of our paradigm.
Results
We examined the role of neuronal synchronization 
in the representation of memorized visual targets 
across intervening eye movements. In our test, 
subjects fixated at a central point while a target was 
briefly cued into the retinal periphery. After a de­
lay, subjects switched fixation points (the interven­
ing saccade), and then after another delay, looked 
to the remembered location of the target. On half 
of the trials, the intervening saccade made the re­
membered location of target change sides relative 
to the gaze line, while on the other half of the tri­
als, the remembered target stayed on the same side 
relative to gaze. We assessed the laterality of spec­
tral power during the two delay intervals to char­
acterize the oscillatory activity in terms of gaze- 
dependent target updating (Gd), gaze-independent 
target coding (Gi), and gaze direction (Ge).
Contralateral gamma band activity after target pre­
sentation
We start the description of our results with a focus 
on the high-frequency power modulations (> 40 
Hz) during the 1st delay interval. During this inter­
val subjects have to memorize a location of a target 
that served as a goal only after an intervening eye 
movement, which could be directed either leftward 
or rightward. Figure 4.2A shows the scalp topog­
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raphy of 40-60 Hz gamma band activity, averaged 
across subjects, during 4 consecutive non-overlap­
ping time intervals, each covering 500 ms of the 1st 
delay interval. Regions with warmer (red) colors 
(positive z-scores) show a preference for contralat­
eral targets; regions with cooler (blue) color (nega­
tive z-scores) have a bias for ipsilateral targets. We 
marked the positions of sensors that showed a 
significant effect in a pooled analysis across hemi­
spheres (P<0.05). The stimulus response, observed 
in the time interval 0 - 500 ms, is reflected by a 
clear contralateral bias in power in both posterior 
hemispheres. This preference is much reduced dur­
ing the next 500 ms, but then builds up again to
0-0.5 s 0.5-1,0 s
significant values (P<0.05) during the last second 
of the delay interval.
Figure 4.2B, middle panel, shows the scalp to­
pography of the mean power changes over time 1.0
- 2.0 s and frequency 40 - 60 Hz. The two symmet­
ric subsets of posterior sensors (marked by dots) 
were subjected to a time-frequency analysis, shown 
by the left- and right hand panels in Figure 4.2B, in 
the same color format. Based on the symmetry of 
these panels, the spectrograms were pooled across 
hemispheres, resulting in the combined hemi­
sphere-specific changes in power for contra- versus 
ipsilateral targets (Figure 4.2B, bottom panel). As 
shown, in response to the target cue, the posterior
1.0-1.5 s 1.5-2 s c 
z=5
3
time (s)
Figure 4.2 A 40-60 Hz gamma band encodes the working memory for the location of the flashed target during 
the 1st delay. A. Topographical representation of the direction selective 40-60 Hz gamma band over time, in consecutive 0.5 
s time-windows. Warmer (red) color-coding represents a bias toward contralateral presented stimuli; cooler (blue) color-coding 
represent ipsilateral presented stimuli. Marked sensors show a significant effect (P<0.05, see methods). B. Direction selective 
time-frequency resolved power changes during the 1st delay, for the sensors marked in the top-middle panel. The top-middle 
panel shows the topographical representation of the 40-60 Hz gamma band pooled across subjects during the 1.0 - 2.0 s pe­
riod after stimulus presentation. Top-left and -right panels show the time-frequency representations of the selected sensors 
covering the left and right hemisphere, respectively. The bottom-middle panel shows the time-frequency representation in the 
gamma band (40-130 Hz) range pooled across hemispheres. Time t=0 and vertical line, stimulus presentation; at t=2.0 s the 
fixation cross jumps to a new position. The bottom-left and -right panels show source reconstructions of the 40-60 Hz gamma 
band during the first 0.5 s, and the 1.0 - 2.0 s period after stimulus presentation, respectively. Color format as in A. Only 
significant voxels are shown (P<0.05, see methods). CS, central sulcus; PO, Parieto-occipital sulcus; IPS, intraparietal sulcus.
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sensors show a strong transient power increase 
across a 40-120 Hz frequency range, selective for 
contralateral targets. Source localization methods 
(beamforming, see methods) revealed this direc­
tion selective activity in the gamma band to origi­
nate mainly from occipital areas, with some spread 
to parietal areas (P<0.05) (see Figure 4.2B, bottom- 
left panel). During the delay interval, this power 
selectivity was sustained exclusively in the 40-60 
Hz band, gradually increasing in strength toward 
the end of this period. The source of this narrow 
gamma band activation was localized exclusively 
to extrastriate occipital areas (P<0.05) (see Figure 
4.2B, bottom-right panel). In absence of any visual 
stimulation during the 1st delay, and without the 
incentive to plan a targeting saccade, this effect can 
be interpreted as the working memory for contra­
lateral targets.
Gamma band synchronization reorganizes during 
spatial updating
The crucial manipulation in this experiment was 
the intervening eye movement, which subjects 
produced between viewing the target and execut­
ing the eye movement toward its remembered 
location. If the target location is coded relative 
to gaze, its memory trace must be remapped to 
maintain the integrity of the information in this 
frame across the eye movement. The outcome of 
this process should manifest itself as a retuning of 
the directional selectivity of spectral power during 
the 2nd delay for conditions changing the direction 
of the target relative to gaze. More specifically, this 
reorganization of spectral power should operate 
across hemispheres, when the intervening saccade 
changes the side of the target relative to gaze, and 
within a hemisphere when the target remains on 
the same side. On the other hand, the location of 
the target would remain in the same hemifield rela­
tive to the head and body, i.e., in gaze-independent 
coordinates. Thus if the directional selectivity of 
the spectral power, as observed during the 1st delay
period, reflects the side of the target relative to the 
head or body, there is no need for a hemispheric 
reorganization of neuronal synchronization after 
the intervening saccade. Despite these clear predic­
tions, however, it is also important to realize that 
subjects adopted a new eye position during the 2nd 
delay period, which may also put its signature on 
the observed spectral power.
A bias in spectral power during the 2nd 
delay period, therefore, could reflect the outcome 
of gaze-dependent target remapping (Gd), the per­
sistence of a gaze-independent target representa­
tion (Gi), or the result of maintaining eccentric eye 
fixation (Ge). We determined each of these three 
components on the basis of selecting different sub­
sets of trials, which were selected such that contri­
butions of the other two factors are neutralized in 
terms of hemifield (see Methods for details). Fur­
thermore, the power modulations during the 2nd 
delay period were analyzed in alignment with the 
end time of the intervening saccade (when the re­
fixation was stable). Figure 4.3 shows the results of 
these analyses, plotting scalp topography (left col­
umn), time-resolved power changes in relation to 
each component (right column),and source recon­
struction of the task-modulated oscillatory source 
(Figure 4.3D). Contra and ipsilateral power increas­
es are color-coded in red and blue, respectively.
Figure 4.3A (left) shows the power modula­
tions due to gaze-dependent target updating (Gd), 
in the form of contralateral selectivity of spectral 
power in the gamma band (0.25-1.25 s after refix­
ation was completed) at posterior sensors, at the 
60 - 80 Hz frequency range. The time-frequency 
representation of the marked sensor groups, which 
were determined based on the activity during the 
1st delay, is shown in the right panel, pooled across 
hemispheres. This clearly demonstrates that the 
contralateral selectivity of power in the 60-80 Hz 
gamma band is a sustained and significant effect 
(P<0.05; non-significant time-frequency tiles are 
masked at an opacity of 0.5), coding the gaze-cen­
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tered direction of the target, which is equivalent to 
the direction of the pending saccade. It is further 
noteworthy that the updated gaze-centered repre­
sentation during the 2nd delay is found at a higher 
frequency range than the gamma-band frequency 
that reflected the memorized target location before 
the intervening eye movement. The source of the 
60-80 Hz gamma band activity was found exclu­
sively in the PPC (P<0.05) (Figure 4.3D).
Recall, in our task, the location of the target is 
spatially constant in a gaze-independent coding 
frame, such as a head, body or world-fixed frame. 
Figure 4.3B demonstrates the lack of evidence for
the alternative hypothesis, showing the absence of 
a persisting gaze-independent target representa­
tion (Gi) in oscillatory activity after the intervening 
saccade, in both topography of the 60-80 Hz band 
and in the TFR of the sensors of interest. Thus, the 
gamma band reorganizes in a gaze-centered refer­
ence frame during spatial updating.
Figure 4.3C plots the directional selectivity of 
power modulations due to the maintenance of an 
eccentric gaze direction (Ge) during the 2nd delay, 
irrespective of target location. The data indicate a 
sustained selectivity for gaze direction (in form of 
a decrease of power in the hemisphere contralater-
A Gd: 0.25-1.25 s Pooled Hemispheres
3
B Gi: 0.25-1.25 s
C Ge: 0.25-1.25 s
z=5
Figure 4.3 Gaze-centered reorganization 
of gamma band activity during spatial 
updating. Topographical distribution (times 
0.25 -1.25 s, left panels) and time-frequencies 
representations (40-130 Hz, right panels) 
in relation to gaze-dependent updating (A), 
gaze-independent coding (B), and gaze direc­
tion (eye position) effects (C). Non-significant 
time-frequency tiles are masked with opac­
ity of 0.5. A. Gaze-dependent (Gd) updat­
ing. Topography plot of the 60-80 Hz gamma 
band. Significant gamma band sustained from 
refixation onward (P<0.05). Warmer (red) 
color-coding, a preference for contralateral 
target directions relative to gaze. T=0 marks 
the end of the intervening eye movement. B. 
No evidence for a gaze-independent represen­
tation in gamma-band oscillatory activity. 
Topography plot as in A. C. Gaze-direction ef­
fects. Topography plot of 100-130 Hz band. 
Significant gamma band activity from refixa­
tion onward. Cooler (blue) color-coding, rela­
tive decrease of power for contralateral gaze 
direction. D. Source reconstruction of the gaze- 
dependent (Gd) gamma band (60-80 Hz). 
Only significant voxels are shown (P<0.05).
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al to gaze-direction) that is mostly confined to the 
100 - 130 Hz frequency range, with only a marginal 
effect in the 60-80 Hz gamma band (P<0.05). This 
observation warrants the claim that the 60-80 Hz 
gamma band power during the second delay truly 
reflects the outcome of a gaze-dependent updating 
process that cannot be explained by eye-position 
effects.
Contralateral alpha band decreases after target 
presentation
We also analyzed the spectral power changes in 
the lower frequencies (5 - 40 Hz) for the two de­
lays separately. Figure 4.4 shows the results of the 
1st delay interval, in the format of Figure 4.2, with 
cooler colors reflecting a relative contralateral de­
synchronization.
The top panel (Figure 4.4A), demonstrating the 
temporal evolution of the alpha band (8-12 Hz) 
topography in successive time intervals, reveals a 
clear power suppression in relation to contralateral 
stimuli, which disappears about halfway through 
the delay.
Figure 4.4B, middle panel, shows the mean al­
pha power suppression during the 0.5-1.5 s period, 
which excludes the effects related to visual pro­
cessing. Significant sensors are marked, and their 
time-frequency representations, averaged for each 
hemisphere, are shown by the left- and right hand 
panels in Figure 4.4B. Because of their similarity, 
we pooled the z-scores of both hemispheres (Figure 
4.4B, bottom panel). As shown, the contralateral al­
pha band suppression starts roughly at 0.3 seconds, 
and fades away again at about 1.2 s. Source localiza­
tion revealed the occipital cortex as the source of 
this alpha band desynchronization (P<0.05) (Fig­
ure 4.4B, right-lower corner). Because subjects wait 
for the moment of the refixation (see Methods), 
which shows up by a relocation of the fixation cross 
to the left or right of central fixation, the absence 
of the hemispheric bias in the later stage of the trial 
may reflect full-field visuospatial attention.
Additional low-frequency effects in the beta 
band are most likely due to harmonics of the alpha 
band. The transient theta increase at ~6 Hz and its 
harmonics at ~ 12 and 24 Hz immediately after 
stimulus presentation are likely to be related to the 
visually evoked event-related field (ERF) (Meden- 
dorp et al., 2007).
Alpha band power reflects hemispheric inhibition 
and engagement after updating
As for the power at the higher frequencies, we 
analyzed the task-dependent contribution to the 
power at the lower frequencies during the 2nd delay 
from stable gaze-fixation onward, isolating the ef­
fects of gaze-dependent target updating (Gd), from 
gaze-independent target coding (Gi) and gaze di­
rection coding (Ge).
Figure 4.5 illustrates the results, with the left 
column plotting the topographic distribution of 
alpha band power (10-12 Hz), the middle column 
demonstrating the time-resolved power changes at 
the 5-40 Hz frequency range during this time inter­
val and the right column showing the sources of the 
alpha modulations. Figure 4.5A, left panel, shows 
clear alpha band desynchronization in relation 
to targets contralateral to the new gaze fixation. 
Across hemispheres (middle panel), this suppres­
sion at the selected sensors (based on the 1st delay) 
arises at about 0.25 s after refixation and persists 
throughout the delay. The right-hand panel shows 
the location of the alpha source in occipital cortex.
Figure 4.5B, left panel, demonstrates the topo­
graphic power distribution of the same alpha-band 
frequency as in A, but now in terms of gaze-inde­
pendent (i.e. head- or body-centric) target cod­
ing. This analysis revealed a relative alpha power 
increase to targets that were initially presented in 
the contralateral field, at the start of the trial, of 
which both the temporal dynamics (middle panel) 
and source localization (right panel) resemble that 
of the gaze-centered suppression effect in A. There­
fore, under the assumption that a relative increase
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in alpha band power reflects cortical inhibition, we 
could explain these results as the inhibition of the 
hemisphere contralateral to the location of the tar­
get before the intervening eye movement. Before 
we further proceed with this explanation, Figure 
4.5C demonstrates the isolated gaze-direction ef­
fect, which only shows a broad-band transient ef­
fect around and after gaze stabilization, most likely 
evoked by the visual presentation of the refixation 
cross.
How do the suppression effects due to gaze- 
dependent updating in Figure 4.5A relate to the 
gaze-independent power enhancements in Figure 
4.5B? The bar plot in Figure 4.6 show the average 
response of the marked sensor groups during the 
2nd delay for conditions of within and across hemi- 
field updating, relative to the direction of gaze.
For within hemifield updating, the bars confirm a 
stronger desynchronization at contralateral sen­
sors compared to ipsilateral sensors (paired t-test, 
P<0.05), consistent with a stronger engagement of 
the hemisphere that is contralateral to the target 
after the updating. Likewise, for updating across 
hemifields, there is stronger desynchronization at 
contralateral than ipsilateral sensors after the tar­
get updating. However, whereas the contralateral 
sensors show no significant power differences be­
tween the two updating conditions (paired t-test, 
P>0.05), the ipsilateral sensors are significantly 
less desynchronized (paired t-test, P<0.05) when 
comparing across vs. within hemifield updating. 
The ipsilateral sensors after across hemifield updat­
ing in fact covered the hemisphere contralateral to 
the target before updating. Therefore, we can inter-
3
A 0-0.5 s 0.5-1,0 s 1.0-1,5 s 1.5-2 s
I z=20
-20
B Left Hemisphere 0.5-1.5 s Right Hemisphere
time (s)
Figure 4.4 Alpha band modulations during the first delay interval. Format as in Fig 2; blue color- 
coding indicating suppression for contralateral targets. A. Temporal evolution of the alpha band topogra­
phy (8-12 Hz). Significant sensors are marked (P<0.05). B. Time-frequency resolved power modulations 
for the sensors marked in the top-middle pane (8-12 Hz, 0.5-1.5 s.). Right bottom panel shows the source 
reconstruction of the alpha band during the 0.5 - 1.5 s time period. Only significant voxels are shown (P<0.05).
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A Gd: 0.25-1.25 s Pooled Hemispheres
B Gi: 0.25-1.25 s
C Ge: 0-0.25 s
time (s)
Figure 4.5 The alpha band (8-12 Hz) facilitates the gaze-dependent representation while inhibiting the 
gaze-independent target representation. Format as in Fig 4. Non-significant time-frequency tiles are masked 
with opacity of 0.5. A. Reorganization of alpha band desynchronization during spatial updating in a gaze-dependent 
reference frame. Cooler (blue) color-coding represents a decrease of alpha band power for targets contralateral rela­
tive to gaze. B. Alpha band synchronization in a gaze-dependent reference frame. Warmer (red) color-coding represents 
an increase of power for contralateral presented stimuli, independent of the current gaze position. C. Gaze position does 
not modulate alpha band power. Cooler (blue) color-coding, a relative alpha decrease for contralateral gaze direction.
r
pret their relative enhancement compared to the 
within updating condition as an active suppression 
of the hemisphere that coded the target before it 
was remapped to the other hemisphere.
Discussion
We investigated the reference frames of oscillatory 
activity in parietal cortex during visual process­
ing, spatial updating, and saccade planning. By 
introducing a change of fixation between stimulus 
presentation and the final memory-guided saccade, 
we could relate the direction selectivity of various 
frequency bands to spatial updating in a gaze-cen­
tered reference frame, spatial coding in a gaze-inde­
pendent reference frame, or as an eye position (i.e.
eccentric gaze) effect.
In the higher frequencies, strong power modu­
lations were observed in both the 1st (before refix­
ation) and 2nd (after refixation) delay period. Since 
the 1st delay was free of any explicit directional sac­
cade planning, the observed direction-selective 40­
60 Hz gamma band can be interpreted as a working 
memory of the target (Howard et al., 2003; Jokisch 
and Jensen, 2007), being reverberated strongest 
when closest to the point of refixation (see Figure 
4.2). The source of this activity was localized to 
extrastriate occipital areas and not to the saccade- 
related areas of the posterior parietal cortex, add­
ing evidence to the sensory nature of this working 
memory trace (Nakamura and Colby, 2000, 2002). 
This observation seems at odds with previous hu-
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Within hemifield Across hemifield 
updating updating
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J Figure 4.6 After spatial updating, the alpha 
band reflects inhibition of the gaze-independent 
stimulus position. The bar plots (with standard error 
of the mean across subjects) represent the alpha power 
relative to baseline, for contralateral and ipsilateral sen­
sors relative to the upcoming saccade direction, in rela­
tion to within and across hemifield updating. Asterisks 
indicate significant differences (P<0.05; paired t-test).
man neuroimaging work (Medendorp et al., 2003; 
Merriam et al., 2003) and non-human primate 
electrophysiology (Duhamel et al., 1992; Mazzoni 
et al., 1996), showing PPC activation when visual 
targets have to be kept in memory. Methodologi­
cally, if both regions would oscillate in a coherent 
fashion the source reconstruction would be drawn 
towards the stronger source, here the occipital 
source (Van Veen et al., 1997). On the other hand, 
the present paradigm also differs from these earlier 
studies not only in timing, but also in stimulus ma­
terial. For example, most previous studies did not 
impose a 1st memory delay, and thus required no
sustained stimulus maintenance prior to the inter­
vening eye movement (Duhamel et al., 1992; Mer­
riam et al., 2003). Other studies using delays have 
used visual distracters (Medendorp et al., 2003), 
adding extra attentional demands and thus extra 
parietal involvement to the task (Silver and Kast- 
ner, 2009). In other words, as long as the retino- 
topic coordinates of a visual memory trace remain 
stable, PPC may be less involved in representing it 
than extrastriate occipital areas.
After refixation, when the target is the goal of 
the next saccade, the target representation was 
updated in a gaze-centered reference frame, as ex­
pressed by a 60-80 Hz power increase (see Figure 
4.3A), originating from contralateral PPC. No evi­
dence was found for a gaze-independent reference 
frame (Figure 4.3B). This finding shows that gam­
ma band activity reorganizes to account for inter­
vening eye movements, maintaining the constan­
cy of the internal representation of visuo-motor 
space (Medendorp, 2010). The posterior parietal 
location of this gamma band source is in line with 
previous human and non-human primate studies 
showing that the PPC encodes upcoming eye move­
ments primarily in a gaze-centered reference frame 
(Barash et al., 1991; Colby et al., 1995; Medendorp 
et al., 2003; Merriam et al., 2003; Medendorp et al., 
2005; Morris et al., 2007; Patel et al., 2010).
In the spectral terms, the frequency band of 
saccade target representation is consistent with 
recent reports on neuronal synchronization for 
movement planning (Pesaran et al., 2002; Scher­
berger et al., 2005; Medendorp et al., 2007; Van Der 
Werf et al., 2008, 2010). However, several observa­
tions should be discussed regarding the observed 
frequency ranges. First, the updated target repre­
sentation (2nd delay) differs from the initial target 
representation (1st delay) in its peak frequency 
of synchronization (~70 Hz versus ~55 Hz). This 
could be a consequence of a difference in functional 
architecture of the two gamma sources (occipital 
and PPC) (Cunningham et al., 2004; Muthukuma-
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raswamy et al., 2009). However, other studies have 
suggested different functional roles for the various 
subdivisions within the gamma range, in the do­
main of sensorimotor processing (Van Der Werf et 
al., 2010), visual stimulus processing (Kayser and 
Konig, 2004; Hadjipapas et al., 2007; Edden et al.,
2009) and visual processing versus spatial atten­
tion (Vidal et al., 2006; Wyart and Tallon-Baudry,
2008). Further suggestions have been made that 
peak frequency plays a role in efficient inter-region­
al cortico-cortical communication (Buschman and 
Miller, 2007), while co-occuring frequency bands 
have been suggested to minimize interference be­
tween different neural assemblies within a cortical 
region (Roopun et al., 2008).
One further important aspect that may not be 
left out in our discussion is related to changes in 
eye-position. Although we found clear evidence for 
a gaze-dependent reference frame, we also contrast­
ed leftward and rightward gaze fixations to assess 
the spectral signature of eye-position. We found 
the eye-position effects in a 100-130 Hz gamma 
band, showing a decrease of power for contralateral 
gaze directions (Figure 4.3C). First, and foremost, 
it is noteworthy that this gamma band is spectrally 
different from the gamma band coding the spatial 
representation (Figure 4.3A), confirming that the 
latter is not an eye-position effect (cortical or ocu­
lar). Second, from single-unit literature it is known 
that parietal neurons modulate their activity as a 
function of eye-, head, and hand-position (Ander­
sen et al., 1985; Brotchie et al., 1995; Chang et al.,
2009). These modulations express themselves as a 
gain-change; that is, an increase or decrease of the 
firing rate of individual neurons, without distort­
ing the spatial tuning of the recorded neurons. As 
such, gain fields have a weighting effect, controlling 
the influence of individual neurons on the popula­
tion output (Blohm and Crawford, 2009). Because 
gamma band synchronization is thought to pro­
vide the brain with a mechanism for gain control 
(Tiesinga et al., 2004; Fries et al., 2007; Womels-
dorf and Fries, 2007; Gregoriou et al., 2009), one 
could speculate that the observed gamma band 
modulation is functionally related to the gain fields 
observed in monkey electrophysiology. Individual 
neurons could then be spiking in a favorable or an 
unfavorable phase of a local gamma cycle, allow­
ing for a proper weighting of the input signals. 
This mechanism of phase-coding also allows for a 
quick read-out of spiking information without the 
need for the integration of spike-trains (Fries et al.,
2007). Finally, the finding that gain fields are topo­
graphically organized in at least two parietal areas 
(Siegel et al., 2003) also fit the present observation. 
Unfortunately, we were not able to reconstruct the 
source of this activity.
In the lower frequencies, stimulus presentation 
induced an alpha band lateralization that persisted 
for a longer time period (see Figure 4.4B) than the 
initial broad-banded gamma response. If the alpha 
band activity reflects the focus of attention, these 
findings fit the notion that attention drawn by the 
stimulus persists for a while (Okada and Salenius, 
1998; Worden et al., 2000; Golomb et al., 2008; 
Van Der Werf et al., 2008; van Gerven and Jensen, 
2009; Van Der Werf et al., 2010). However, toward 
the end of the 1st delay, spatial attention must be 
directed towards the whole visual field, because 
the location of the new fixation cross cannot be 
anticipated by the subject. As spatial attention is 
no longer on the remembered stimulus position, 
it would be important to maintain the coordinates 
of the target in working memory. Indeed, during 
this period, the 40-60 Hz gamma band originat­
ing from extrastriate occipital areas showed an 
increase in power. Interestingly, Wyart and Tallon- 
Baudry (2009) observed gamma band activity in 
similar cortical regions during a visual decision 
task, in which subjects had to indicate the presence 
or absence of a stimulus. The authors observed 
functionally dissociable alpha and gamma band ac­
tivity, with the alpha band reflecting the spotlight 
of visual attention and the gamma band reflecting
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the perceptual bias in extrastriate occipital areas. 
Here we add evidence for their reasoning that the 
functional mechanisms implemented by gamma 
and alpha can operate independently from each 
other, with one increasing the general excitability 
of an area (alpha) and the other reflecting a sensory 
memory trace or prediction (gamma).
After the intervening eye movement, the alpha­
band showed a sustained decrease in the hemi­
sphere contralateral to the direction of the saccade 
target (Figure 4.5A). Most likely, this contralateral 
desynchronization is due to the direction of spatial 
attention, which is now aligned with the direction 
of saccade planning. Concurrently, in the hemi­
sphere that was (during the 1st delay) engaged in 
maintaining the spatial location of the target, a 
relative increase of alpha power was observed (see 
Figure 4.5B and Figure 4.6). This observation sup-
J
ports that notion that alpha band synchroniza­
tion reflects the active inhibition of task-irrelevant 
areas (Pfurtscheller et al., 1996; Klimesch et al., 
2007; Tuladhar et al., 2007). In other words, the 
alpha power dynamics are not merely a product 
of retrospective visual stimulation or prospective 
motor output, but really show differential activity 
when a working memory representation needs to 
be inhibited to counter potential interference.
We conclude that oscillatory activity reorganiz­
es during spatial updating. Within this reorganiza­
tion, the gamma band is involved in the encoding 
of task-relevant space in a gaze-centered reference 
frame, while the alpha band is involved in allocat­
ing resources to the hemisphere that is doing the 
processing, in part by inhibiting potentially inter­
fering representations.
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Neuronal synchronization in human posterior parietal cortex 
during reach planning
Adapted from Van Der Werf J, Jensen O, Fries P, Medendorp WP (2010) Neuronal synchronization in hu­
man posterior parietal cortex during reach planning. Journal of Neuroscience 30:1402-1412.
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T he posterior parietal cortex (PPC) has been implicated in processing sensory informa­
tion and planning goal-directed actions. Monkey 
single-unit experiments using delayed-response 
tasks (Hikosaka and Wurtz, 1983) have identified 
effector-specific working memory representations 
in separate regions in the PPC. More specifically, 
the lateral intraparietal area (LIP) retains increased 
firing rates during saccade planning (Colby et al., 
1996; Glimcher 2003; Mazzoni et al. 1996), while 
the parietal reach region (PRR) sustains activity 
during intended reaches (Calton et al., 2002; Sny­
der et al., 1997; Andersen and Buneo, 2002; Gal­
letti et al., 2003).
In contrast, recent fMRI studies in humans 
have noted only limited effector-specificity in the 
PPC during intended saccades and reaches (Beurze 
et al. 2007,2009; Hagler et al., 2007; Levy et al., 
2007; Connolly et al., 2003; Medendorp et al.,
2005). But since BOLD-imaging and single-unit re­
cordings inform about different aspects of neural 
processes (Logothetis, 2008; Bartels et al., 2008), it 
is not clear whether human PPC is in fact organized 
differently than monkey PPC.
Electric field potentials, and the corresponding 
electric currents and magnetic fields, which rep­
resent the synchronized postsynaptic potentials
5 of groups of neurons (Frost Jr., 1967; Mitzdorf, 
1985), allow for a closer assessment since they 
can be measured both invasively in monkeys and 
non-invasively in humans. In monkeys, areas LIP 
and PRR show direction-selective increases in spec­
tral power of the field potentials in particular fre­
quency ranges (LIP:25-90Hz; PRR:20-50Hz) when 
planning saccades and reaches, respectively (Pesa­
ran et al., 2002; Scherberger et al., 2005).
In humans, a recent magnetoencephalography 
(MEG) study by Van Der Werf et al. (2008,2009) 
showed synchronized activity (50-100Hz) in a pos­
terior parietal region during the planning of eye 
movements, consistent with the above findings in 
monkey LIP. In fact, their delayed pro- and antisac-
cade paradigm revealed the sustained power to be 
tuned to the planned saccade direction, not the 
memorized stimulus location, further resembling 
monkey LIP characteristics (Zhang and Barash,
2004). To our knowledge, however, spectral activ­
ity in relation to memory-guided reaches has not 
been demonstrated in human PPC.
Although human BOLD studies have shown lit­
tle spatio-anatomical differences between the areas 
involved in delayed reaches and saccades, a differ­
ence in the spectral fingerprint, which cannot be 
detected in BOLD, would still support the notion of 
effector-specific working memory representations 
in the PPC. Here, we tested this spectral dissocia­
tion hypothesis by recording MEG signals while 
subjects planned reaches or saccades to stimuli pre­
sented in either the left or right visual hemifield. 
To control for a potential effect of covertly plan­
ning the non-instructed movement, we also tested 
our subjects in a two-movement dissociation task, 
in which they planned and executed saccades and 
reaches simultaneously in opposite directions (Sny­
der et al., 1997).
Our results show direction-selective oscillatory 
activity in different gamma frequency bands dur­
ing reach versus saccade planning. The source of 
the reach-related activity was identified more me­
dially in the PPC than the saccade-related source, in 
homology to monkey PPC. In contrast, the lower- 
frequency band (alpha: 8-12Hz) showed effector- 
unspecific desynchronization in posterior areas, 
consistent with a mechanism for active functional 
inhibition.
Methods
Participants
16 healthy subjects (2 female, 14 male; mean age: 
28 years (SD = 4)), free of any known sensory, per­
ceptual, or motor disorders, volunteered to partici­
pate in the experiment. All subjects provided writ­
ten informed consent according to institutional 
guidelines of the local ethics committee (CMO
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Committee on Research Involving Human Sub­
jects, region Arnhem-Nijmegen, the Netherlands). 
Each subject practiced all tasks extensively before 
data acquisition to ensure that the tasks were per­
formed correctly.
MEG Recordings
Subjects were seated upright in the MEG system 
that was placed in a magnetically shielded room. 
They were instructed to sit comfortably but still 
and to look at the stimulus screen, located about 
40 cm in front of them. Visual stimuli, generated 
with Presentation 9.10 software (Neurobehavioral 
Systems Inc., Albany), were presented using a LCD 
video projector (60 Hz refresh rate) and back-pro­
jected onto the screen using two front-silvered mir­
rors. MEG data were recorded continuously using 
a whole-head system with 275 axial gradiometers 
(Omega 2000, CTF Systems Inc., Port Coquitlam, 
Canada). Head position with respect to the sen­
sor array was measureed using localization coils 
fixed at anatomical landmarks (the nasion and at 
the left and right ear canal). These measurements 
were made continuously during the MEG record­
ings to assess head movements during the experi­
ment. In addition, horizontal and vertical electro­
oculograms (EOG) were recorded using electrodes 
placed below and above the left eye and at the bilat­
eral outer canthi. Reaching movements were made 
with the right hand, by means of wrist rotations 
such that the index finger pointed in the direction 
of the remembered stimulus. The hand was held a 
few centimeters ipsilateral to the body midline; the 
rest of the arm was fixated comfortably by vacuum 
cushions and Velcro straps. The subject’s view of 
the hand was occluded with black cardboard. To 
assess on- and offsets of the pointing movements, 
the electromyogram (EMG) was recorded by using 
two electrodes placed along the extensor digitorum 
muscle of the forearm. Impedance of all electrodes 
was kept below 5 kQ. During the experiment, eye 
and arm recordings were continuously inspected to
ensure the subject was vigilant and performed the 
task correctly. MEG, EMG and EOG signals were 
low-pass filtered at 300 Hz, sampled at 1200 Hz, 
and then saved to disk.
For each subject, a full brain anatomical MR 
image was acquired using a standard inversion 
prepared 3D T1-weighted scan sequence (FA = 
15°; voxel size: 1.0 mm in-plane, 256 x 256, 164 
slices, TR = 0.76 s; TE = 5.3 ms). The anatomical 
MRIs were recorded using a 1.5 T whole-body scan­
ner (Siemens, Erlangen, Germany), with anatomi­
cal reference markers at the same locations as the 
head position coils during the MEG recordings (see 
above). The reference markers allow alignment of 
the MEG and MRI coordinate systems, such that 
the MEG data can be related to the anatomical 
structures within the brain.
Experimental tasks
Subjects performed three different tasks: the de- 
layed-reaching task, the delayed-saccade task and 
the dissociation task. In the first phase of the ex­
periment, subjects performed delayed-reach or 
delayed-saccade trials in an intermingled fashion. 
In the second phase, subject performed a series of 
delayed-dissociation trials, simultaneously plan­
ning and making a reach to one target and a saccade 
to the other.
Each trial began with the subject fixating their 
gaze and pointing their right index finger to a cen­
tral white cross, presented on the screen (see Fig­
ure 5.1). After a baseline period of 1 s, two periph­
eral stimuli were flashed simultaneously for 100 
ms, on opposite sides of the fixation cross, at a ran­
dom eccentricity between 5° and 15°. The color of 
these stimuli (red, green, or gray) signaled the task 
instruction; red and green stimuli instructed the 
responding effector, the gray stimulus was a non­
informative cue and served to balance visual input 
across hemifields over all three tasks. The color 
instructions of the effector cues were counterbal­
anced over subjects. After a delay of 1.5 s, during
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which the subject prepared the appropriate move­
ment (or movements), the fixation cross changed 
to a small white dot, instructing the subjects to 
make the reach and/or the saccade to the remem­
bered location(s), and return immediately back to
center. In the delayed-reach and delayed-saccade 
trials, the non-instructed effector maintained di­
rected centrally, assisted by the small central dot 
visible after the movement instruction was given. 
In the dissociation trials, subjects had to respond
Baseline * Delay Movement
- 1.0 00.1
Reach Task (right arm)
1.6 2.2 Time (s)
EOG (horizontal)
EMG
Saccade Task
— J
EOG (horizontal)
EMG
3 Dissociation Task
EOG (horizontal)
EMG
— "«f »'H 1 JÊ Â Pffr
Figure 5.1 Experimental design. Sequence of stimuli and subject instructions during all three task conditions: delayed- 
reach task, delayed-saccade task and dissociation task. All trials began with fixating and pointing to a central cross for a 1 s 
period. Next, two stimuli were presented for 100 ms on opposite sides of the fixation point. The red/green stimulus instructed 
the type of movement to prepare to that location; the gray stimulus was a non-informative cue and served to balance visual 
input across the tasks. After a further delay of 1.5 s, the central cross disappeared, instructing the subject to perform the 
movement(s). In the dissociation task, this was a simultaneous reach and saccade in opposite directions. In reach and saccade 
tasks, the non-instructed effector kept the initial central position during the movement. Corresponding eye position traces (hor­
izontal EOG) and hand movement EMG of a typical subject are shown in red and green, respectively, for each task condition.
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with a simultaneous reach and saccade in opposite 
directions. Then, 0.6 s later, the fixation cross was 
turned on again till the end of the trial, and sub­
jects were allowed to blink their eyes, if necessary.
The delayed-reach and delayed-saccade trials 
were randomly interleaved in blocks of 60 trials, 
between which a brief rest was provided. A total 
of ten of these blocks resulted in 300 trials in each 
task, comprising 150 leftward and 150 rightward 
movements. Subjects also performed 300 dissocia­
tion trials, tested in five blocks, consisting of 150 
trials with a leftward reach and rightward saccade 
and 150 trials with a rightward reach and a left­
ward saccade.
Behavioral analysis
EOG and EMG were recorded in all subjects. Figure
5.1 shows the EOG (horizontal component) and 
EMG traces of a typical subject during 80 correctly- 
performed trials of the reach-right, saccade-right 
and reach-right/saccade-left conditions, respec­
tively, in relation to the temporal order of events. 
As shown, this subject maintained fixation during 
the baseline period, the presentation of the stimu­
lus, and the memory interval, and made eye and/ 
or reaching movements after the fixation spot was 
turned off. The EOG and EMG recordings and on­
line infrared camera observation in all 16 subjects 
confirmed that they followed the instructions cor­
rectly in most trials. Trials in which subjects broke 
(ocular or manual) fixation, made saccades or reach­
es in the wrong direction or blinked the eyes during 
the trial, were excluded from further analysis. On 
average 687 ± 122 (SD) trials were incorporated in 
the analysis of each participant (reach: 229 ± 36 tri­
als, saccade: 234 ± 37 and dissociation: 219 ± 54). 
There was no significant difference in the number 
of rejected trials among the 3 task conditions (one­
way ANOVA, F(2,15) = 0.5; p=0.6), confirming that 
the three tasks were performed equally well. Mean 
reaction times (RT) were 281 ± 64 ms for reach tri­
als, 231 ± 46 ms for saccades, and 203 ± 36 ms for
dissociation trials. These RTs differed significantly 
between the response types (one-way ANOVA, 
F(2,15) =9.03, p < 0.05). Post-hoc t-tests between 
each pair of trial types confirmed that reach trial 
RTs were slower than both saccade trials (Snyder 
et al., 1997; Beurze et al., 2009) and dissociation 
trials.
MEG data analysis
Data were analyzed using Fieldtrip software 
(http://www.ru.nl/neuroimaging/fieldtrip), an 
open source Matlab toolbox for neurophysiological 
data analysis developed at the Donders Institute 
for Brain, Cognition and Behaviour. From the tri­
als that survived the exclusion criteria described 
above, data segments that were contaminated with 
muscle activity or jump artifacts in the SQUIDs 
were excluded using semi-automatic artifact rejec­
tion routines.
For the sensor level analysis, an estimate of the 
planar gradient was calculated for each sensor us­
ing the signals from the neighboring sensors (Bas- 
tiaansen and Knosche, 2000). The horizontal and 
vertical components of the planar gradients ap­
proximate the signal measured by MEG systems 
with planar gradiometers. The planar field gradi­
ent simplifies the interpretation of the sensor-level 
data since the maximal signal is located above the 
source (Hamalainen et al., 1993). Power spectra 
were computed separately for the horizontal and 
vertical planar gradients of the MEG field at each 
sensor location and the sum of both was computed 
to obtain the power at each sensor location irre­
spective of the orientation of the gradient.
Time-frequency representations (TFR), esti­
mating the time course in power, were computed 
using a Fourier approach, applying a sliding ta­
pered window, with neighboring time-points tem­
porally segregated by 0.05 s. Because the gamma 
band is typically much wider and therefore better 
characterized with more spectral concentration 
(Hoogenboom et al., 2006), we analyzed two fre-
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quency ranges separately: 5-30Hz and 30-100 Hz. 
For the lower frequency band (5-30 Hz), we used 
sliding windows of 0.5 s and a Hanning taper. This 
resulted in a spectral smoothing of roughly 2 Hz. 
For the higher frequency band (30-100 Hz) we ap­
plied a multi-taper approach (Percival and Walden, 
1993) using a sliding window of 0.4 s and 11 or­
thogonal Slepian tapers. This resulted in a spectral 
smoothing of approximately 14 Hz.
We defined the time interval of the sensory re­
sponse from 0.1 to 0.5 s after stimulus onset, with 
the given boundaries being the center-times of 
the sliding time-window. The delay period was de­
fined from 0.5 to 1.6 s after the presentation of the 
stimulus, and excludes the initial sensory response. 
Contamination of the motor response in this inter­
val is also supposed to minimal, given the move­
ment latencies > 200 ms (see above).
We examined the task-related changes in pow­
er in various frequency bands relative to average 
power in the baseline periods (see Figure 5.1). The 
baseline power was computed over a 0.4 s (higher 
frequencies) or 0.5 s (lower frequencies) time win­
dow centered 0.3 s prior to the presentation of the 
stimulus. Using a jackknife procedure (Efron and 
Tibshirani, 1993), we determined the variance 
of the log power in the selected frequency bands
5 across trials. Using these estimates, we expressed 
the difference in log power between the memory 
period and the baseline as a t-score for each sub­
ject and for each condition. The resulting t-scores 
were transformed into z-scores (Medendorp et al.,
2007) to obtain a normalized estimate of power 
difference. Using the same z-score metric, direction 
selectivity of power in the various frequency bands 
was examined by comparing the power in each sen­
sor for stimuli in the contralateral and ipsilateral 
hemifield. The resulting z-scores, which are well 
normalized for intrasubject variance, were pooled 
across subjects (zgroup = 1/VN I z . with z. being the z 
score of the i-th subject).
Statistical significance was tested at the sen-
sor level by using a non-parametric clustering 
procedure (Nichols and Holmes, 2002; Maris and 
Oostenveld, 2007). In this procedure, cluster-level 
test statistic are defined by pooling the z-scores 
of neighboring sensors showing the same effect 
(pooled z-scores>1.96) in a given time-frequency 
window of interest. In a nonparametric statisti­
cal test, the type-I error rate for the complete set 
of 275 sensors was controlled by evaluating the 
cluster-level test statistic under the randomization 
null distribution of the maximum cluster-level test 
statistic. This was obtained by randomly permuting 
the data between two conditions (i.e., the reach-left 
versus the reach-right condition) within every par­
ticipant. By creating a reference distribution from 
1000 random sets of permutations, the p-value was 
estimated as the proportion of the elements in the 
randomization null distribution exceeding the ob­
served maximum cluster-level test statistic. Statis­
tical significance at the frequency level, to examine 
the spectral dissociation hypothesis, was tested in 
a similar manner: clustering was applied by pool­
ing together neighboring frequencies showing the 
same effect.
To localize the neural sources of the different 
spectral components, we applied an adaptive spa­
tial filtering or beamforming technique (Dynamic 
Imaging of Coherent Sources, DICS) (Gross et al., 
2001; Liljestrom et al., 2005). First, we divided a 
template brain voIume (international Consortium 
for Brain Mapping template; Montreal Neurologi­
cal Institute, Montreal, Canada) into a regular 1 
cm three-dimensional grid. We then warped ev­
ery subject’s MRI to fit this template MRI and the 
template’s grid. We then warped the grid back to 
fit every subject’s original MRI to obtain a grid in 
MNI coordinates for every subject. This procedure 
allowed us to directly compare grid points across 
subjects in MNI-space without the need to normal­
ize. For each subject and for each grid point, a spa­
tial filter was constructed that passes activity from 
this location with unit gain, while attenuating ac­
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tivity from other locations (Gross et al., 2001). This 
filter was computed from forward models with re­
spect to dipolar sources at each grid point (the lead 
field matrix) and the cross spectral density between 
all combinations of sensors at the frequency of in­
terest. We used realistic single-sphere head models 
from every subject’s individual MRI to calculate 
the lead field matrix (Nolte, 2003). For every single 
subject, the source power was estimated per condi­
tion and expressed as z-scores relative to the same 
baseline interval that was used for the sensor-level 
analysis. These z-scores were then used for further 
analysis. To overcome the problem of spatial leak­
age in a delay versus baseline contrast (see Figure 
5.2B, middle panel), caused by a strong dominant 
source, we applied a two-dipole beamformer, with 
one dipole fixed at the grid location with the maxi­
mum activity in an average over subjects (MNI co­
ordinates: -20, 0, 60 mm), while the other dipole 
scanned all grid points (for details, see Schoffelen 
et al., 2008).
To assess the spatial difference between direc­
tional selective reach and saccade sources in pos­
terior parietal cortex, we applied a non-parametric 
clustering algorithm, similarly as described above. 
In this case, neighboring voxels showing a similar 
effect in space and time were clustered and tested 
against a reference distribution from 1000 random 
sets of permutations. We constrained source space 
in parietal cortex based on previous observations. 
That is, clusters were grown in predefined regions 
of interest (ROIs) of the PPC, shown to possess 
a contralateral, topographic organization of tar­
get location for saccade and reaches (referred to 
as IPS0/V7, IPS1 and IPS2, see Schluppeck et al., 
2005; Levy et al., 2007; Hagler et al, 2007). We 
defined partly overlapping ROIs as spheres with a 
diameter of 5 cm, centered at MNI-converted Ta- 
lairach coordinates (MNI coordinates (mm); IPS0: 
-25, -84, 25; IPS1: -21, -80, 41; IPS2: -18, -76, 53), 
as reported by Schluppeck et al. (2005).
Results
Reach-related gamma band activity
We first describe the modulations of power in the 
higher frequency bands during the delayed-reach- 
ing task, irrespective of the direction of the reach­
ing movement. Figure 5.2A depicts the scalp topog­
raphy (left panel) during the three different stages 
of a trial of the 70-90 Hz gamma band, which is 
the frequency band that showed the highest power 
increases relative to baseline. These three stages 
dissect the sensory response (time 0.1 - 0.5 s, left 
panel) and motor execution activity (time 1.6 - 1.8 
s, right panel) from the delay-activity encoding the 
working memory of the reach (time 0.5 - 1.6 s, 
middle panel). Sensors showing a significant effect 
are marked (P<0.05). Figure 5.2B shows the asso­
ciated source-reconstructions of the three stages, 
represented on a normalized cortical surface. Both 
the sensor and the source data are expressed as z- 
scores pooled across subjects. Regions with warmer 
(red) colors indicate a power increase relative to 
baseline; regions with cooler (blue) color reflect a 
power decrease. As shown, there are power increas­
es during all three phases of the trial, at both pari­
etal and frontal sensors. After stimuli presentation 
(left panel), there are clear bilateral responses in 
occipital, parietal and frontal regions. During the 
delay interval, the frontal and parietal areas show 
sustained activation, with the frontal activation 
arising in the precentral sulcus (preCS) and the pa­
rietal activation originating from the parieto-occio- 
pital sulcus (PO) and the medial aspect of the PPC. 
During this period, the activity is mostly biased 
to the left hemisphere, which is consistent with 
preparing a movement of the (contralateral) right 
hand. During execution (right panel), the sensor- 
level data shows increased gamma band power in 
all regions compared to the delay period, more so in 
the left than right hemisphere. Source reconstruc­
tion maps the maximum movement-related activ­
ity to the central sulcus (CS); the strength of this 
source has compromised the reconstruction of the
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Figure 5.2 A fronto-parietal network shows increased power in the 70 - 90 Hz gamma band during reach plan­
ning and execution. A. Topographic representations of the gamma band power during all three stages of the delayed-reach 
task (stimulus encoding: 0.1-0.5 s, delay period: 0.5-1.6 s, execution phase:1.6-1.8 s). Color format: warmer (red) colors, power 
increase relative to baseline; cooler (blue) colors, power decrease. Sensors showing a significant change relative to baseline are 
marked. B. Reconstruction of the gamma-band sources. Because of spectral leakage due to a strong frontal source (MNI coordi­
nates: -20, 0, 60 mm), the reconstruction of the delay period was done in two steps: first by means of a conventional beamform- 
er (represented by z-scores well above 2.5, masked at z<8), and secondly by means of a beamformer that suppressed the strong 
left-frontal source (Schoffelen et al., 2008), represented by z<2.5, masked at z<1). Results of both analyses are plotted onto 
the same standard brain surface. Both the stimulus and execution period are standard one-dipole beamformers, masked at z<5 
and z<20, respectively. CS: Central Sulcus; preCS: PreCentral Sulcus; IPS: IntraParietal sulcus; PO: Parieto-Occipital sulcus.
sources in more posterior areas.
We next focused our analysis on those regions 
that showed a preference for remembered reach 
goals in either the contralateral or ipsilateral vi­
sual hemifield. We performed this analysis sepa­
rately for each hemisphere. For sensors over the 
left hemisphere, we subtracted activity for a goal 
in the left visual field from the activity for a goal 
in the right visual field, and vice versa for sensors 
overlying the right hemisphere. Figure 5.3 shows 
the topographic distribution of the direction-se­
lective power in the 70-90 Hz gamma band for the 
three different stages of the reach trial, in the same 
format as Figure 5.2A, coding regions with contra­
lateral goal selectivity in warmer (red) colors and 
those with ipsilateral tuning in cooler (blue) colors. 
This analysis revealed a left posterior cluster of sen­
sors, the power of which has a statistically signifi­
cant (P<0.05; left hemisphere marked sensors are 
significant) preference for contralateral reach goals 
during the retention period (0.5-1.6 s). Thus, of the 
sensors that showed significant 70-90 Hz spectral
power increases during the planning and execution 
of pointing movements (see Figure 5.2), only one 
cluster located posterior in the left hemisphere, 
showed significant selectivity for the direction of 
the reach. In other words, a posterior region in the 
left hemisphere represents the direction of reach­
ing movement in a 70 - 90 Hz gamma frequency 
band. It is noteworthy that this region was lateral- 
ized to the left hemisphere, which is the hemisphere 
contralateral to the reaching hand. In this respect, 
we cannot exclude that some direction-specific re­
sults, for example, those in the right hemisphere 
were masked by interactions between direction se­
lectivity and the effector hand employed (Beurze 
et al., 2007; Chang et al., 2008; Vesia et al., 2006). 
To further address the hemispheric differences, the 
bar plots in Figure 5.3 show the average response 
of the marked parietal sensor groups to contralat­
eral and ipsilateral goals in isolation. They confirm 
the clear contralateral bias for the left parietal sen­
sors, and demonstrate equal activation, thus lack 
of laterality, for the right parietal sensors, across all
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stages of the trial.
Before concluding that this left posterior clus­
ter is selectively involved in planning and executing 
reaching movements, we first have to examine its 
response during the delayed-saccade and the dis­
sociation task. In a previous study on delayed sac­
cades, we showed that goals for saccades are main­
tained in virtually the same frequency range as the 
current reach goals (Van Der Werf et al., 2008). 
Because the subjects in this study also performed 
delayed-saccade trials (while maintaining central 
pointing with the right hand) we could directly 
compare gamma band selectivity during these 
movements under similar task constraints. As a 
further control, we used the two-movement dis­
sociation task, during which subjects planned (and 
made) eye and reach movements simultaneously in 
opposite directions (Snyder et al., 1997). This task 
is intended to further test whether the direction- 
selective activity in the posterior region relates to 
the reach or saccade direction, or rather vanishes 
due to balancing spatial attention over both visual 
hemifields.
The right-hand panels of Figure 5.4A-C repre­
sent the topographic distributions of the direction- 
selective power in the 70-90 Hz band during the
delay period of all three tasks (thus, the right-hand 
panel of Figure 5.4A replicates the middle panel of 
Figure 5.3). The topographic distribution in Figure 
5.4B shows that the power increases that charac­
terized the reach-only condition, were absent dur­
ing the delayed-saccade task.
The results of the dissociation task are plotted 
in Figure 5.4C, with warmer (red) colors indicating 
a bias toward contralateral reach goals (or ipsilat- 
eral saccade goals) and cooler colors representing 
a preference for contralateral saccade goals (or ip- 
silateral reach goals). The dissociation task reveals 
a cluster of sensors with a significant preference 
for contralateral reach goals (P<0.05; sensors are 
marked). Most notably, this cluster is almost iden­
tical to the cluster that shows the significant effects 
in the delayed-reaching task.
The left-hand panels in Figure 5.4A-C show the 
temporal evolution of the direction selectivity of 
the power in the higher frequency band (30-100 
Hz) pooled across the selected posterior sensors 
overlying the left hemisphere, and averaged across 
subjects, during the three movement tasks. Stimuli 
are presented at t = 0 s, the movement-cue is given 
at t = 1.6 s. The spectrogram of power during the 
delayed-reach task (Figure 5.4A) shows contralat-
Stim: 0.1 - 0.5 s Delay: 0.5 -1 .6  s Exec: 1.6 -1 .8  s r
I c C I I c C I I c C I
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Ipsi Contra 
Reach goals
Figure 5.3 A cluster of sensors overlying the left hemisphere shows direction-selective gamma band 
activity (70-90 Hz) during the three different stages of the reach trials. Color format: warmer (red) 
colors, preference for stimuli in the contralateral hemifield; cooler (blue) color, bias toward ipsilateral stimuli. Sen­
sors marked in the left hemisphere show significant effects in all stages (clustering and randomization approach, see 
Methods). The bar graphs at either side of the topographic plots demonstrate the activation in relation to 
contralateral (C) and ipsilateral (I) reach goals, separately for the marked clusters in both hemispheres. The 
cluster of sensors overlying the right hemisphere was taken mirror-symmetric to that overlying the left hemisphere.
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eral goal selectivity (color-coded in red) in the 50
- 90 Hz range, most prominently at around 70 - 90 
Hz. The contralateral goal selectivity arises fairly 
soon after presentation of the stimuli, and was sus­
tained across the entire delay period. Interestingly, 
the delayed-saccade tasks demonstrated no such 
clear power modulations in this frequency range, 
as shown by Figure 5.4B. Thus the region shows
a stronger synchronization for reaching than for 
saccades, which characterizes it as a reach-specific 
region.
Figure 5.4C presents the spectrogram of the sig­
nificant set of sensors during the dissociation task, 
using the same color format as in the topographic 
distributions, showing the power differences be­
tween trials in which subjects reached right and
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Figure 5.4 Direction-selective gamma band synchronization during the three task conditions. A-C. Time-fre- 
quency resolved changes (left) of the direction-selective power of the sensors marked in the 70-90 Hz scalp topography (right) 
during the delay period (0.5 - 1.6 s). Only significant sensors are marked (P<0.05, cluster randomization statistics). Time, 
t = 0: time of stimulus presentation, t = 1.6: the time of the movement(s). Power is color-coded. In A, topography plot rep­
licates Fig 3, middle panel. D. Source of the reach gamma band activity (80 Hz +/-14 Hz) during the delay period of reach 
task, thresholded at z>1, in the left hemisphere. Color format as in A. PO, Parietal-Occipital sulcus, CS, Central sulcus, IPS, 
Intraparietal sulcus.
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saccaded left versus trials where subjects reached 
left and saccaded right. As the spectrogram shows, 
there is a significant 70-90 Hz gamma band biased 
toward contralateral reach goals, emerging around
0.4 s after stimulus presentation, and increasing in 
strength toward the response. Taken together, the 
results in Figure 5.4 confirm the hypothesis that 
the oscillatory activity in 70-90 Hz gamma band 
observed at these posterior sensors is involved in 
coding reach goals, and is not a product of generic 
spatial attention or (covert) saccade planning.
We used adaptive spatial filtering techniques 
(beamforming, see Methods) to estimate the 
source underlying the gamma band activity during 
reach-planning as found at the posterior sensors 
overlying the left hemisphere. Figure 5.4D shows 
the source of activity during the delay period (0.6 
-1.6 s) at the 80 Hz (+/- 14 Hz smoothing) gamma 
band on a rendered representation of a standard­
ized left hemisphere. The peak of this activity was 
found in the medial side of the posterior parietal 
cortex, analogous to observations made in the non­
human primate (Snyder et al., 1997).
Saccade-related gamma band activity
From recent studies, it is known that parietal neu­
rons also synchronize their activity in the gamma 
frequency range when coding pending saccades, in 
both monkeys (Pesaran et al., 2002) and humans 
(Van Der Werf et al., 2008, 2009). In this regard, 
close scrutiny of the spectrograms in Figure 5.4B, 
and especially that in Figure 5.4C, seems to indicate 
a slight bias in oscillatory power at the 50-60 Hz 
gamma band for contralateral saccades, although 
this effect failed to reach significance. In order to 
increase the statistical power of our analysis of the 
saccade-related oscillations, we therefore exam­
ined the saccade effects using a combined evalua­
tion across all three trial types: delayed-reaching, 
delayed-saccade and dissociation trials. More spe­
cifically, we assumed that the contralateral-selec­
tive power in the dissociation task, referred to as
DD, is composed of both a reaching (DR = RC - RI) 
and a saccade contribution (DS = SC - SI), in which 
C and I refer to contra- and ipsilateral directions, 
respectively, and R and S refer to the reach and 
saccade components. From this follows that DD = 
(RC + SI) - (RI + SC) = (RC - RI) - (SC - SI) = DR
- DS. Hence, by subtracting DD from the lateral- 
ized power during the delayed-reaching task (DR), 
we isolate the saccade contribution (DS). Pooling 
this isolated saccade contribution and the lateral- 
ized power observed during the single delayed- 
saccade task enhances the signal-to-noise ratio of 
the overall saccade-related power (i.e., DStot = DS + 
DR - DD). For completeness, we followed the same 
procedure to decompose also the overall reach com­
ponent (DRtot = DR + DD + DS) from the complete 
data set.
Figure 5.5 presents the results of this decompo­
sition analysis. The top panel (Figure 5.5A) depicts 
the isolated saccade-related power component, 
whereas the bottom panel (Figure 5.5B) shows the 
reach-related effect. Warmer colors indicate a pref­
erence for contralateral goals, while cooler colors 
correspond to a bias for ipsilateral goals. For sac­
cades, the scalp topography during the delay period 
(0.5 - 1.6 s) demonstrates contralateral-selective 
elevated power in the 50 - 60 Hz gamma band in 
nearly symmetrical posterior regions in the two 
hemispheres with the most notable power increase 
in the right posterior region (Figure 5.5A, middle 
panel). A clustering and randomization algorithm 
(see Methods) over the pooled hemispheres shows 
these symmetrical clusters of posterior sensors to 
be significant (P<0.05). The left- and right-hand 
panels of Figure 5.5A illustrate the time-frequen- 
cy representations of the power in either region. 
Based on the symmetry of these panels, these spec­
trograms were pooled across hemispheres, result­
ing in the combined hemifield-specific changes in 
power for saccades with respect to contra- versus 
ipsilateral goals. The pooled spectrogram revealed a 
narrow band of sustained gamma activity (50 - 60
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Hz) during the delay period (Figure 5.5A, bottom 
panel). Source reconstruction estimated a region 
in the posterior part of the intraparietal sulcus as 
the source of this 50-60 Hz saccade-related gamma 
band activity (Figure 5.5A, bottom panel).
The panels of Figure 5.5B demonstrate the iso­
lated reach component. Consistent with the results 
in Figure 5.3 and 5.4, the scalp topography (middle 
panel) of the power in the 70-90 Hz gamma band 
revealed a region in the left hemisphere, coding for 
contralateral reach goals. Corresponding TFRs of 
the sensors marking this region, and a symmetrical 
set of sensors in the right hemisphere, confirm that 
the effect is only strong and sustained in the left
posterior hemisphere. Importantly, neither hemi­
sphere shows any sustained power changes at low­
er gamma frequencies, which indicates a spectral 
dissociation between reach- and saccade-planning 
in posterior brain regions. To confirm this statis­
tically, Figure 5.6 illustrates a power contrast over 
the entire delay interval of the significant reach 
and saccade sensors (as marked in Figure 5.5A and 
B), with negative z-values representing specificity 
for saccade goals, and positive z-values represent­
ing specificity for reach goals. Significant specificity 
(p<0.05, indicated by the darker gray zone) bears 
out in the 50 - 57.5 Hz frequency range for sac­
cades and at the 72.5 - 87.5 Hz range for reaches.
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Figure 5.5 Decomposition of gamma band activity in reach and saccade components. A. Saccade component. 
Upper panels, directional selectivity of time-frequency resolved gamma band power of the saccade component, for the sen­
sors marked in the central panel. Power is color-coded, in terms of contralateral and ipsilateral selectivity. Central panel, 
topographic distribution shows direction-selective power during the delay period (0.5 - 1.6 s), in the 50 - 60 Hz frequen­
cy band. Bottom panel, direction selectivity of the saccade component in the higher frequency bands, pooled across hemi­
spheres. Right, Source reconstruction of saccade component (50 Hz +/- 14 Hz) pooled across hemispheres, thresholded at 
z>1, and shown on a standard left hemisphere. Color format as in A. B. Reach component, in the same format as A. Topo­
graphic distribution shows direction-selective power during the delay period (0.5-1.6 s), in the 70 - 90 Hz frequency band.
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Finally, to determine whether the effector-spe­
cific spectral dissociation also has an anatomical 
basis, we directly compared the observed “reach” 
source-reconstruction in Figure 5.4D with the “sac­
cade” source-reconstruction in Figure 5.5A, using 
a non-parametric clustering algorithm constrained 
to predefined parietal ROIs (Schluppeck et al. 2005) 
and semi-overlapping time-windows (see Methods 
for more details). Figure 5.7 shows the results of 
this analysis. Red voxels have significantly positive 
t-values in the ROI centered at IPS2, (P<.05) and 
have a bias for contralateral reach goals. In con­
trast, blue voxels represent a significant preference 
for contralateral saccade goals over reach goals in 
the ROI centered at IPS0/V7 (significantly negative 
t-values, P<0.05). Area IPS1 shows no clear prefer­
ence for either effector. This analysis confirms that 
the spectral dissociation for reaches and saccades 
arises from different posterior parietal areas.
in theEffector-unspecific desynchronization 
alpha band
We also investigated the direction selectivity of the 
activation in the lower frequency band (5 - 30 Hz) 
during the delayed-reaching and delayed-saccade 
task. Figure 5.8 presents the results of this analy­
sis, expressed as z-scores pooled over subjects, for 
both tasks (Figure 5.8A, reaches; Figure 5.8B, sac­
cades). The color code represents the difference in
power for contralateral vs. ipsilateral movement 
goals. The middle panels, showing the topographic 
distribution of alpha band power (8 - 12 Hz) dur­
ing the delay interval (0.5 - 1.6 s), indicate con­
tralateral suppression effects in posterior areas 
during both tasks. In the reach task these effects 
are significant in both hemispheres (P<0.05); the 
saccade task yielded the significant effects only in 
the right hemisphere (P<0.05). The spectrograms 
of the marked sensors overlying the left and right 
hemisphere further illustrate that the power in the 
alpha band behaves rather similar during the two 
tasks. Thus, in contrast to the gamma band results, 
the alpha band appears not to process the goal 
information in an effector-selective manner. The 
pooled spectrograms, plotted in the bottom panels 
of Figure 5.8A and B, show that the alpha band de­
synchronization arises at about 0.5 s. after stimuli 
presentation. It is also important to note that we 
did not observe any significant alpha band lateral­
ization during the dissociation tasks (not shown). 
Finally, the pooled spectrograms also demonstrate 
significant contralateral transient enhancements 
of activity in the theta range (at about 6 Hz) and 
beta range (12 - 20 Hz) a few 100 ms after stimuli 
presentation. These biases may be due to attention- 
facilitation effects, since the visual input itself was 
balanced across hemifields by a non-informative 
cue, presented simultaneously with the movementr
Figure 5.6 Spectral dissociation between 
reach and saccade planning. Spectral power 
was averaged over time (0.1 - 1.6 s) and sig­
nificant sensors (indicated in Fig. 5.5). The reach 
and saccade component were contrasted, and 
statistically tested (cluster-randomization ap­
proach, P<0.05). Positive z-values represent 
specificity for contralateral reach goals; negative 
values represent specificity for contralateral sac­
cade goals. Light-gray bands indicate standard 
error of the mean. Dark-gray zones indicate fre­
quencies showing significant effector specificity.
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0.4-0.8 s 0.6-1,0 s 0.8-1,2 s 1.0-1.4 s 1.2-1,6 s
t = 4
Figure 5.7 Effector specificity of gamma band power in space and time. Positive t-values represent specificity 
for contralateral reach goals; negative values represent specificity for contralateral saccade goals. CS, Central Sulcus; IPS, 
Intraparietal Sulcus; PO, Parieto-Occipital Sulcus.
goal-
We applied spatial filtering techniques to esti­
mate the sources underlying the alpha lateraliza­
tion during the delay period (0.5 to 1.6 s). Results 
of this reconstruction are presented in the bottom- 
right panels of Figure 5.8A and B, plotted on a stan­
dardized brain. Consistent with the scalp topogra­
phy, the reach task revealed a strong bilateral alpha 
source overlying occipital and parietal areas, with 
the locus of maximum activity in the posterior part 
of the intraparietal sulcus. During the saccade task, 
the sources of alpha lateralization are primarily 
found in the right hemisphere overlying visual and 
parietal regions, consistent with the scalp topogra­
phy. The left hemisphere shows some scattered loci 
of activity in occipital and parietal areas, corrobo­
rating with the weaker alpha lateralization on the 
scalp level.
Discussion
We set out to characterize the spectral signature of 
parietal oscillatory activity during both reach and 
saccade planning. Our main finding was that high­
gamma band synchronization (70-90 Hz), origi­
nating from the medial aspect of the PPC, encodes 
the direction of a reach, while activity in a lower 
gamma band (50-60 Hz), originating from a more 
posterior portion of the PPC, encodes the direction 
of a saccade. These results, suggesting that distinct 
modules in the posterior parietal cortex encode
movement goals of different effectors by selec­
tive gamma band synchronization, are compatible 
with the functional organization of monkey PPC. 
In the lower frequency bands, we observed sus­
tained alpha band (7-13 Hz) desynchronization in 
occipito-parietal regions, which did not show clear 
effector specificity. Thus, while neurons in the PPC 
synchronize their activity in different gamma band 
frequencies to encode different movement inten­
tions, the alpha band activation reflects effector- 
unspecific goal processing, or simply visuo-spatial 
attention.
In the present study, we found reach represen­
tations to be encoded by power increases in a 70­
90 Hz gamma frequency band (see Figure 5.2). We 
found this representation to lateralize to the left 
hemisphere, contralateral to the reaching hand 
(Figure 5.3). This hemispheric lateralization may 
suggest that selectivity for the hand to be used is 
also encoded by this representation (Connolly et 
al., 2003; Medendorp et al., 2003; Beurze et al., 
2007; Medendorp et al., 2005). Furthermore, the 
power modulations of the parietal representation 
depended on the movement direction, with a clear 
bias toward contralateral reaches. In two ways, we 
ruled out that this representation in the medial pa­
rietal area is confounded by saccade planning. First, 
the respective sensor group did not demonstrate 
clear power modulations in this frequency range 
during the delayed-saccade task (Figure 5.4B).
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Second, in the dissociation task, in which subjects 
planned and executed a reach and saccade in oppo­
site directions, we found the activity of the reach 
sensors to tune to the reach direction, in actually 
even a more narrow frequency band (Figure 5.4C). 
These findings are thus consistent with the notion 
that the PPC is involved in movement planning 
(Snyder et al., 1997; Andersen and Buneo, 2002).
Activity in relation to saccade planning was 
found in a more central bilateral parietal source 
(thus, more lateral from the reach source), consis­
tent with our previous work (Van Der Werf et al.,
2008) and previous fMRI work (Levy et al., 2008).
The observed frequency band for saccade planning 
ranged from 50 - 60 Hz, which is slightly lower 
than the frequency band observed in our previous 
study, which ranged from 70 - 100 Hz.
The presently reported estimated locations of 
the gamma band activity involved in reach and sac­
cade planning (see Figure 5.7) nicely fit the notion 
that mostly stems from monkey literature that 
there are effector-specific movement-goal repre­
sentations in the PPC. Neural spiking activity and 
local field potentials recordings in monkey poste­
rior parietal cortex have revealed separate sub-re­
gions for reaches and saccades: the lateral intrapa-
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Figure 5.8 Alpha band modulations are effector-unspecific. Data presented in the format of Fig 5.5. Power is color-coded: 
cooler (blue) colors, power suppression for contralateral movement goals. A. Reach task. TFRs are shown for the marked 
sensors in the left and right hemisphere, respectively. Significant contralateral suppression effects were found at both 
left and right hemisphere sensors. Bottom panels, TFR pooled across hemispheres (left). Right, source reconstruction of 
the alpha band suppression during the delay period, pooled across hemispheres, thresholded at z<-1, plotted on a stand­
ard left hemisphere. B. Saccade task. Format as in A. Selected sensors in the left hemisphere failed to reach significance.
87
Chapter 5
rietal area (LIP) for saccades (Pesaran et al. 2002; 
Snyder et al., 1997) and the parietal reach region 
(PRR) for reach programming (Snyder et al., 1997; 
Galletti et al., 2003; Scherberger et al., 2005, 2007). 
Our study revealed a large fronto-parietal network 
engaged in rhythmic activity in a high gamma band 
during the retention period of a delayed reaching 
task (Figure 5.2). Of this larger network, a smaller, 
posterior parietal region shows sustained direction 
selectivity during the delay period (Figures 5.3 and 
5.4). The reach region was found in the hemisphere 
contralateral to the used (right) hand, consistent 
with findings in monkeys that reach plans depend 
on the hand to be used (Chang et al., 2008). In this 
respect, our reach region may represent the human 
analog of monkey area PRR. Accordingly, the more 
central parietal region may functionally correspond 
to monkey area LIP.
Recent studies, simultaneously recording elec- 
trophysiological and hemodynamic signals, have 
shown high positive correlations between hemo­
dynamic signals and spectral power in the gamma 
band (>30 Hz) (Logothetis et al., 2001; Niessing 
et al. 2005). Generally speaking, our results are 
in support of this notion. That being said, recent 
human neuroimaging studies have only demon­
strated limited effector specificity in parietal cortex
5 (Beurze et al. 2009; Medendorp et al., 2003, 2005; 
Levy et al., 2007; Tosoni et al., 2008; Astafiev et al., 
2003; Hagler et al., 2007). Why then would MEG be 
more sensitive to effector-specific differences than 
fMRI? One explanation relates to the following. It 
is known that even in monkey PPC the anatomi­
cal distinction between saccade- and reach-related 
areas is not so strict (Calton et al. 2002; Snyder et 
al., 1997). Although area LIP is mainly saccade-re- 
lated, it may still have a minority of reach-sensitive 
cells, while in area PRR - despite the preponderance 
of reach cells - one could also find saccade-related 
cells. Since fMRI does not have the same spatial 
resolution as single-cell recordings, the BOLD ef­
fects caused by the functionally different types of
neurons may blend (Bartels et al., 2008). However, 
in MEG recordings, neurons that synchronize their 
activity will show up stronger against the back­
ground noise of unsynchronized neural assemblies. 
The finding by Scherberger et al. (2005), that the 
power spectrum of the LFP (i.e. the synchronized 
firing of an assembly of neurons) better predicts 
the monkey’s behavioral state than the spiking of 
individual neurons, supports the notion that syn­
chronized neural assemblies carry more informa­
tion than single neurons.
In contrast to the gamma band, we did not 
find a spectral difference between the planning of 
reach- and saccades in the lower frequency band. In 
both types of single-movement planning, we found 
a contralateral desynchronization of the alpha 
band, which turned to be most pronounced later in 
the delay period (0.5 - 1.6 s). Contralateral desyn­
chronization of the alpha band has been reported 
before, during both spatial attention and delayed- 
saccade tasks (Thut et al., 2006; Worden et al., 
2000; Medendorp et al., 2007; Siegel et al., 2008). 
It has been suggested that alpha band desynchro­
nization reflects a general regulatory mechanism, 
allocating resources for processing sensory infor­
mation without actually encoding this information 
(Klimesch et al., 2007; Jensen et al., 2002; Jokisch 
and Jensen 2007). The present study is consistent 
with this notion. When the two spatial stimuli are 
presented in opposing visual hemifields, there is no 
clear laterality of power in the alpha band. Together 
with the observation that during both single-move­
ment conditions the lateralized desynchronization 
arises later in the course of the trial (0.5 - 1.6 s), 
this seems to reflect a role for alpha in the efficient 
processing of the movement goal over the non­
informative visual stimulus (Figure 5.8). That this 
effect is rather effector-unspecific may suggest a 
reflection of a top-down driven visuo-spatial atten­
tion mechanism. In this respect, fast alpha lateral­
ization in relation to single stimuli, as observed in 
our previous studies (Medendorp et al., 2007; Van
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Der Werf et al., 2008), may be linked more closely 
to bottom-up attention effects.
Functional implications o f high-frequency 
oscillations
The difference between the high-frequency gamma 
band activities for reaches (70 - 90 Hz) and sac­
cades (50 - 60 Hz) indicates that different neural 
networks are engaged in programming these move­
ments. This selective frequency specialization also 
suggests that gamma band synchronization is not 
a hard-wired mechanism sub-serving a single func­
tion, which is in agreement with previous studies 
that have reported different gamma band frequen­
cies for different cognitive operations (Wyart and 
Tallon-Baudry, 2008; Buschman and Miller, 2008; 
Vidal et al., 2006; Kayser and Konig, 2004).
In support of this notion, it should also be men­
tioned that the presently observed gamma band 
during saccade planning (50-60 Hz) differs from 
the band (70 - 100 Hz) found in our previous study 
(Van Der Werf et al. 2008). Although we cannot 
exclude that these differences are due to different 
subject populations - gamma-band frequencies 
have been shown to vary considerably in individu­
als performing the same task (Hoogenboom et al., 
2006; Muthukumaraswamy et al., 2009) - they 
may be due to different task conditions. More 
specifically, while in our previous study the hand 
was simply resting on the lap (Van Der Werf et 
al. 2008), the present study required the position 
of the hand to be kept central while the saccades 
were being planned and executed, which possibly 
exposed the posterior parietal regions to interfer­
ing oscillations from the active control of hand 
position. To minimize the interference between lo­
cally co-existing oscillations, the respective neural 
assemblies may ‘tune in’ on different frequencies, 
as a means of flexible control to keep the spectral 
processing for the different functions apart (Roo- 
pun et al., 2008).
Besides a difference in gamma frequency, we
found the saccade source at a more posterior lo­
cation than in our previous study. A purely meth­
odological reason is that 275 channels provide a 
better resolution of source space than the previous 
151 channel MEG experiments. A functional rea­
son relates to the recent fMRI observations that 
target locations of saccades and reaches are coded 
in multiple topographic maps in posterior parietal 
cortex (Schluppeck et al. 2005, Levy et al. 2007, 
Hagler et al. 2007). Levy et al. (2007) found a weak 
bias for reaches for the most anterior map (IPS2) 
and a saccade bias in the most posterior map (IPS0/ 
V7). Our observations in Figure 5.7 are consistent 
with their observations. If these maps are activated 
depending on task constraints, this might also ex­
plain the different locations of the saccade source 
in the previous (saccade vs antisaccades) and cur­
rent study (saccades vs reaches).
Finally, LFP recordings in monkey area PRR 
have reported the maximum power increases in a 
lower frequency range of 15-50 Hz, while record­
ings in LIP during delayed saccades reported delay 
period activity in a higher frequency range of 25­
90 Hz. By contrast, in humans we found a higher 
gamma frequency during reach planning and a 
somewhat lower gamma frequency during saccade 
planning. One could speculate that this difference 
reflects an interspecies effect. However, it is also 
possible that the monkey data was recorded from a 
cortical layer different from the layers that produce 
the dominating oscillation recorded in MEG (E.A. 
Buffalo, P. Fries, R. Desimone, unpublished obser­
vations). Recently, Rickert et al. (2005) found evi­
dence for the encoding of reach direction in a high­
er gamma-frequency range (> 60 Hz) of local field 
potentials in motor cortex, supporting the present 
results that higher gamma-frequency oscillations 
also play a role in movement planning. Additional 
studies are needed to reveal which specific move­
ment parameters are encoded by the high-frequen­
cy oscillations in parietal cortex during movement 
planning.
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O
ur ability to interact with the visual world 
around us is vital in our daily life. However, 
the way we transform visual information into the 
desired movements is not trivial. For example, our 
visual percept is distorted by an ongoing stream of 
small and larger eye movements; each eye move­
ment confronting us with a new visual image and 
a new percept of our surrounding. Our spatial per­
cept needs to be stabilized across eye movements, 
as such allowing the brain to plan hand movements 
towards visual objects. Another computational 
challenge is that the visual information, that enters 
our brain in a gaze-centered, retinotopic reference 
frame, must be transformed into body-based, mus­
cle-centered coordinates for movement generation. 
The core issue of this thesis is how the brain trans­
forms information across the various reference 
frames to maintain spatial stability and produce 
suitable movement plans.
An important brain structure involved in visuo- 
motor integration and movement planning is the 
posterior parietal cortex (PPC). Electrophysiologi- 
cal recordings from the monkey lateral intraparietal 
sulcus, and whole-head neuroimaging in humans 
have demonstrated that the PPC holds spatial rep­
resentations for different types of actions (Ander­
sen and Buneo, 2002; Culham et al., 2006), which 
can be read out by other brain structures involved 
in generating the actual movement commands. 
More specifically, the PPC has been shown to use 
anatomically distinct submodules for the spatial 
representations of different effectors. For example, 
the lateral intraparietal (LIP) area codes targets of
6 saccades, while the medial parietal reach region 
(PRR) codes targets of reaching movements. Both 
regions have been shown to encode this informa­
tion in a gaze-centered reference frame. How the 
respective neurons communicate to code this infor­
mation and keep it online across eye movements is 
poorly understood.
In this thesis, we have used magnetoencepha- 
lography (MEG) to study the role of neuronal com-
munication and neuronal synchronization in the 
posterior parietal cortex during sensorimotor inte­
gration. The experiments, whose results are sum­
marized in more detail below, have made the fol­
lowing contributions to the field:
1. human parietal neurons synchronize their activ­
ity in a gamma band frequency to encode the 
goal of a pending saccade or reaching move­
ment (chapters 2 and 5),
2. parietal representations of saccade and reach 
goals are reflected by power modulations in dis­
tinct frequency bands, originating from differ­
ent regions in the PPC (chapter 5).
3. parietal oscillations involved in sensorimotor in­
tegration operate in a gaze-centered reference 
frame and reorganize during gaze-shifts to me­
diate spatial stability (chapter 4),
4. alpha band oscillation in occipital-parietal areas
reflect the inhibition of task-irrelevant regions 
(chapters 2, 4 and 5),
5. alpha band oscillations are more closely related
to spatial attention than to the sensorimotor 
transformation.
Below is an overview of our research and find­
ings per chapter.
Chapter 2: Gamma band activity in human poste­
rior parietal cortex encodes the motor goal during 
delayed pro- and anti-saccades.
While it is well established that parietal cortex is 
important in processing sensorimotor transforma­
tions, less is known about the neuronal dynamics 
of this process in humans. Using magnetoencepha- 
lography (MEG), we investigated the dynamics of 
parietal oscillatory activity during saccade planning 
in terms of sensory and motor goal processing. In 
the experiments, a peripheral stimulus was flashed 
in either the left or right hemifield, followed by a
1.5 s delay period, after which the subject execut­
ed a saccade toward (pro-saccade) or away from
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(anti-saccade) the stimulus. In response to stimu­
lus presentation, we observed an initial increase 
in gamma-band power (40-120 Hz) in a region in 
the posterior parietal cortex contralateral to the 
direction of the stimulus. This lateralized power 
enhancement, which was sustained in a more nar­
row frequency band (85-105 Hz) during the delay 
period of pro-saccades, mapped to the hemisphere 
contralateral to the direction of the saccade goal 
during the delay period of anti-saccades. These re­
sults suggest that neuronal gamma-band synchro­
nization in parietal cortex represents the planned 
direction of the saccade, not the memorized stim­
ulus location. In the lower frequency bands, we 
observed sustained contralateral alpha (7-13 Hz) 
power suppression after stimulus presentation in 
parieto-occipital regions. The dynamics of the al­
pha band was strongly related to the processing of 
the stimulus and showed only modest selectivity 
for the goal of the saccade. We conclude that pari­
etal gamma band synchronization reflects a mecha­
nism to encode the motor goals in the visuomotor 
processing for saccades.
Chapter 3: Neuronal synchronization in human pari­
etal cortex during saccade planning.
Neuropsychological and neuroimaging studies 
have implicated the human posterior parietal cor­
tex (PPC) in sensorimotor integration and saccade 
planning. However, the temporal dynamics of the 
underlying physiology and its relationship to ob­
servations in non-human primates have been dif­
ficult to pin down. In this chapter we review some 
recent work that investigates the role of human pa­
rietal neuronal synchronization in the coding and 
updating of visuomotor representations in saccade 
and anti-saccade tasks. We also discuss this work in 
relation to findings made on different spatial and 
temporal scales in monkey and human posterior 
parietal cortex.
Chapter 4: Reorganization o f oscillatory activity in 
human parietal cortex during spatial updating.
Single-neurons recordings have shown that the 
posterior parietal cortex (PPC) processes spatial 
information in many frames of reference, includ­
ing gaze-centered, head-centered, body-centered 
and intermediate coding frames. However, it is not 
known how parietal neurons cooperate to facilitate 
transformations within and between these frames. 
Rhythmic neuronal synchronization may provide 
such a mechanism. We used magnetoencephalogra- 
phy to study the role of rhythmic neuronal synchro­
nization in a spatial updating task. Participants had 
to remember the location of a target, briefly flashed 
left or right of the central fixation cross. Next, they 
refixated, and then, after a further memory delay, 
they made a saccade to the remembered location of 
the target. Before refixation, the memorized target 
was represented by synchronized activity at 40-60 
Hz gamma frequencies in contralateral occipital ar­
eas. After refixation, this memory representation 
was updated in a gaze-centered reference frame in 
order to serve as saccade goal, as demonstrated by 
synchronized activity (60-80 Hz) in contralateral 
PPC. In the lower frequencies, we observed an al­
pha band (8-12 Hz) decrease in occipital regions 
contralateral to the gaze-centered location of the 
target, before and after updating. Furthermore, 
ipsilateral areas showed a lower decrease in power 
after updating when they had been contralateral to 
the target before updating. Thus, our results sug­
gest that gamma band synchronization in the PPC 
reflects the representation of the saccade goal in 
a gaze-centered reference frame, while the alpha 
band reflects a regulatory mechanism actively fa­
cilitating the gating of the saccade target and in­
hibiting processing of the original stimulus repre­
sentation.
Chapter 5: Neuronal synchronization in human pos­
terior parietal cortex during reach planning.
While single-unit studies in monkeys have iden-
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tified effector-related regions in the posterior 
parietal cortex (PPC) during saccade and reach 
planning, the degree of effector specificity of corre­
sponding human regions, as established by record­
ings of the Blood Oxygenation Level Dependency 
(BOLD) signal, is still under debate. In this chapter 
we addressed this issue from a different perspec­
tive, by studying the neuronal synchronization 
of the human PPC during both reach and saccade 
planning. Using magnetoencephalography (MEG), 
we recorded ongoing brain activity while subjects 
performed randomly alternating trials of memory- 
guided reaches or saccades. Additionally, subjects 
performed a dissociation task requiring them to 
plan both a memory-guided saccade and reach to lo­
cations in opposing visual hemifields. We examined 
changes in spectral power of the MEG signal dur­
ing a 1.6-s memory period in relation to target loca­
tion (left/right) and effector type (eye/hand). The 
results show direction-selective synchronization in 
the 70-90 Hz gamma-frequency band, originating 
from the medial aspect of the PPC, when planning 
a reaching movement. By contrast, activity in a 
more central portion of the PPC was synchronized 
in a lower gamma band (50-60 Hz) when planning 
the direction of a saccade. Both observations were 
corroborated in the dissociation task. In the low­
er frequency bands, we observed sustained alpha 
band (7-13 Hz) desynchronization in occipito-pari- 
etal regions, but in an effector-unspecific manner. 
These results suggest that distinct modules in the 
posterior parietal cortex encode movement goals of 
different effectors by selective gamma band activ-
6 ity, compatible with the functional organization of 
monkey PPC.
Taken together, our results show that parietal 
neurons cooperate - by means of oscillatory syn­
chronization - to store and transform visuospatial 
information for action. This synchronization is pri­
marily observed in both a gamma rhythm (>40 Hz) 
concerned with the actual encoding of spatial rep­
resentation for action, and a slower alpha rhythm
(~10 Hz) allocating resources for more efficient 
processing.
The results in this thesis may provide a new 
handle to probe prominent questions in the field 
of sensorimotor research. As discussed in the 
first chapter, oscillatory activity provides effective 
mechanisms for implementing working memory, 
gain control and neuronal communication. Associ­
ated concepts like gain fields and forward models 
may too be better understood when approached 
from an oscillatory perspective. To assess the inter­
play between action potentials, oscillatory activity 
and inter-areal communication in relation to these 
concepts, future research may build on the present 
results by performing experiments in non-human 
primates while recording from different regions si­
multaneously.
From a non-invasive approach, human MEG is 
an excellent tool to extend the current findings to 
measures of neuronal communication. Although 
MEG does not allow for strong conclusions on the 
role of individual neurons, the research presented 
in this thesis demonstrates that the effects found 
in the MEG signal are closely related to the ef­
fects found in the local field potential of non-hu­
man primates, thus allowing for conclusions on a 
mechanistic level. Future research may thus focus 
on neuronal communication in the parieto-frontal 
network, which, besides the PPC, includes frontal 
regions like the premotor regions and the dorso­
lateral prefrontal cortex. Our research has found 
little frontal gamma activity, most likely due to our 
use of fixed time-intervals and the size and ana­
tomical variability over subjects of these regions. 
However, published (Hinkley et al., 2010; Lachaux 
et al., 2006) and unpublished research (Van Der 
Werf et al., unpublished data) have shown frontal 
gamma sources related to oculomotor behaviour, 
which may be ideal candidates for future analyses 
of functional connectivity within the parietal-fron­
tal network.
Finally, a currently hot topic in neuroscience
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and biomedical engineering is the use of physi­
ological signals for the control of computers. The 
computers, in turn, could operate as the interface 
to a prosthetic arm or a wheelchair, for instance 
for patients that have lost control over their arms 
(Andersen et al., 2009). Not that the paradigms or 
methods used in our research provide a direct alter­
native for existing brain-computer interface (BCI) 
methodology: using MEG as part of a BCI device 
is obviously impractical, and MEG signals may be 
too noisy to be functionally reliable as a control sig­
nal. Instead, our findings may provide a handle on 
which aspects of neuronal processing may be use­
ful as a control signal. It has already been shown in 
non-human primates that field potentials are a bet­
ter reflection of the subject’s cognitive state than
spiking activity (Pesaran et al., 2002; Scherberger 
et al., 2005). Together with the notion that PPC ac­
tivity is related to the coding of motor intentions, 
this makes the gamma band involved in sensori­
motor processing an interesting candidate as a BCI 
control signal.
In conclusion, the research presented in this 
thesis systematically demonstrates the important 
role of neuronal synchronization in human sensori­
motor control. We hope future research can build 
on these findings to answer outstanding questions 
on the mechanisms underlying sensorimotor inte­
gration. This should lead to realistic models of the 
healthy brain, which in the long term may also aid 
in the development of diagnostic and therapeutic 
tools for neurological disorders.
€
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D
at we met onze omgeving kunnen interac- 
teren is van vitaal belang in ons dagelijks 
leven. Maar de manier waarop we de visuele in­
formatie omzetten in doelgerichte bewegingen 
is niet vanzelfsprekend. Ga maar na, onze visuele 
waarneming van de buitenwereld wordt continu 
onderbroken door een stroom van grote en klei­
nere oogbewegingen, waarbij elke oogbeweging 
ons weer een nieuw beeld van de visuele omgeving 
geeft. Als onze hersenen niet wisten hoe ze met 
deze continue stroom aan nieuwe visuele infor­
matie om moesten gaan zouden we continu bezig 
zijn ons te oriënteren, en zouden we de wereld om 
ons heen als gefragmenteerd ervaren. Gelukkig er­
varen we de visuele omgeving als stabiel, en eigen­
lijk onaangetast ondanks al onze oogbewegingen. 
Onze hersenen moeten complexe berekeningen 
uitvoeren op de binnenkomende visuele informatie 
voordat deze als stabiel wordt ervaren en bruikbaar 
is voor, bijvoorbeeld, een handbeweging naar een 
kopje koffie. Een andere computationele uitdaging 
ligt in het feit dat de visuele informatie, die binnen­
komt in een oogcentrisch referentiekader, omger­
ekend moet worden naar een referentiekader waar­
binnen onze ledematen en hoofd zich bewegen. 
Onze ogen bewegingen zich ten slotte continu ten 
opzichte van onze hoofd en romp, waardoor er niet 
een één-op-één verband bestaat tussen de visuele 
informatie en de spieractiviteit die nodig is om een 
kopje koffie op te pakken.
Een belangrijk hersengebied dat betrokken is 
bij visuo-motor integratie en bewegingsplanning 
is de posterieure pariëtale cortex (PPC). Electrop- 
fysiologische opnames uit de laterale intrapariëtale 
sulcus (LIP) van de rhesus aap, en functionele MRI 
scans in mensen hebben al laten zien dat de PPC 
ruimtelijke informatie voor verschillende types 
van bewegingen weergeeft (Andersen and Buneo, 
2002; Culham et al., 2006) die uitgelezen kunnen
7 worden door andere hersengebieden betrokken bij 
de daadwerkelijke aansturing van de verschillende 
bewegingen. Om meer precies te zijn, kan gezegd
worden dat de PPC anatomische submodules heeft 
om ruimtelijke informatie voor bewegingen van 
verschillende lichaamsdelen in weer te geven. LIP 
is bijvoorbeeld meer betrokken bij het coderen van 
oogbewegingsdoelen, terwijl de pariëtale reik regio 
(PRR) meer doelen voor reikbewegingen weergeeft. 
Opvallend genoeg zijn beide gebieden wel in een 
oogcentrisch coördinatenstelsel georganiseerd, wat 
betekend dat er met de informatie in PRR nog wel 
gerekend moet worden voordat de doelinformatie 
is omgezet naar een correcte reikbeweging. Hoe 
deze computaties verlopen en hoe verschillende 
hersengebieden en neuronen communiceren om 
voor de verstorende werking van tussenliggende 
oogbewegingen te compenseren wordt nog niet 
goed begrepen.
In dit proefschrift gebruiken we magnetoen- 
cephalograpfie (MEG) om de rol van neuronale 
communicatie en synchronisatie in de PPC tijdens 
sensorimotorische integratie te onderzoeken. De 
experimenten, die hieronder in meer detail zijn 
samengevat, hebben de volgende contributies aan 
het werkveld geleverd:
1. de menselijke pariëtale neuronen synchro­
niseren hun activiteit in een gamma frequentie 
om de goal van een opkomende oog- of reikbe- 
weging weer te geven (hoofdstuk 2 en 4),
2. pariëtale representaties van oogbeweging- en 
reikgoals worden gereflecteerd in verschillende 
frequentiebanden afkomstig van verschillende 
pariëtale gebieden (hoofdstuk 5),
3. pariëtale synchronisatie die betrokken is bij 
sensorimotorische integratie werkt binnen een 
oogcentrisch referentiekader en reorganiseert 
zich tijdens een verstorende, tussenkomende 
oogbewegingen om de visuele wereld stabiel te 
houden (hoofdstuk 4),
4. alphaband oscilaties in visuele en pariëtale ge­
bieden reflecteren inhibitie van niet-relevante 
hersengebieden (hoofdstuk 2, 4 en 5),
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5. alphaband oscilaties zijn meer gerelateerd aan 
ruimtelijke aandacht dan aan de sensorimo- 
torische transformatie (hoofdstuk 5).
Hieronder volgt een overzicht van ons onder­
zoek en de bevindingen per hoofdstuk.
H oofdstuk 2: De gamma-band codeert oogbewe- 
gingsdoelen tijden pro- en antisaccades.
Hoewel het vast staat dat de pariëtale cortex belan­
grijk is in de uitvoer van sensorimotorische trans­
formaties, is er weinig bekend over de neuronale 
dynamiek van dit proces bij de mens. Met behulp 
van MEG hebben we de dynamiek van de pariëtale 
oscillerende activiteit tijdens saccade planning 
onderzocht in termen van sensorische en mo­
torische doelverwerking. In de experimenten werd 
een perifere stimulus in het linker of rechter vi­
suele veld geflitst, gevolgd door een 1,5 s geheugen­
periode, waarna de proefpersoon een oogbeweging 
naar het onthouden doel (“pro-saccade”) of in de 
tegenovergestelde richting (“anti-saccade”) moest 
maken. In reactie op de stimulus presentatie, zagen 
we een aanvankelijke stijging in de gamma-band 
power (40-120 Hz) in een regio in de posterieure 
pariëtale cortex contralateraal aan de locatie van 
de onthouden stimulus. Deze gelateraliseerde 
gamma band toename, die in een meer smalle fre- 
quentieband (85-105 Hz) aanwezig bleef tijdens de 
geheugenperiode voor een pro-saccades, verplaat­
ste zich juist naar de andere kant van de pariëtale 
cortex tijdens de geheugenperiode voor een anti­
saccade. Deze resultaten suggereren dat neuronale 
gamma-band synchronisatie in de pariëtale cortex 
de geplande richting van de saccade, en níet de 
opgeslagen locatie van de visuele stimulus verteg­
enwoordigt. In de lagere frequentiebanden zagen 
we aanhoudende alphagolven (7-13 Hz) die juist 
onderdrukt werden in pariëtale en visuele gebieden 
contralateraal aan de stimuluslocatie. De dynamiek 
van de alpha-band was sterk gerelateerd aan de 
verwerking van de visuele stimulus en liet slechts
een bescheiden selectiviteit voor het doel van de 
oogbeweging zien. We concluderen dat de pariëtale 
gamma-bandsynchronisatie een mechanisme re­
flecteert waarmee oogbewegingsdoelen worden ge­
codeerd tijdens visuo-motorische transformaties.
Hoofdstuk 3: Neuronale synchronisatie in de 
menselijke pariëtale cortex tijdens saccade plan­
ning.
Neuropsychologische en MRI-studies hebben aan­
getoond dat de menselijke PPC in sensomotorische 
integratie en saccade planning belangrijk is. Ech­
ter, de temporele dynamiek van de onderliggende 
fysiologie en haar relatie tot bevindingen in niet- 
menselijke primaten is moeilijk vast te stellen. In 
dit hoofdstuk bespreken we recent werk dat de rol 
van menselijke pariëtale neuronale synchronisatie 
in de codering van oogbewegingsdoelen in saccade 
en anti-saccade taken belicht. We bespreken dit 
werk ook in verband met recente bevindingen op 
verschillende ruimtelijke en temporele schalen in 
zowel aap als mens.
Hoofdstuk 4: Reorganisatie van oscillatoire activi­
te it in de menselijke pariëtale cortex tijdens ruim­
telijk updaten.
Electrofysiologische opnames hebben aangetoond 
dat de posterieure pariëtale cortex (PPC) ruimteli­
jke informatie in vele referentiekaders weergeeft. 
Deze referentiekaders zijn onder andere oog-ge- 
centreerd, hoofd-gecentreerd, romp-gecentreerd 
maar ook tussenliggende referentie kaders zijn 
gevonden. Het is echter niet bekend hoe pariëtale 
neuronen samenwerken om transformaties bin­
nen en tussen deze kaders te bewerkstelligen. Rit­
mische neuronale synchronisatie zou een mecha­
nisme kunnen zijn waarmee deze communicatie 
kan worden bewerkstelligd. We gebruikten MEG 
om de rol van ritmische neuronale synchronisatie 
tijdens een ruimtelijke updatingstaak te bestu­
deren. De deelnemers moesten de locatie van een 
doel herinneren, dat links of rechts in het visuele
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veld kort werd geflitst. Vervolgens moesten ze 
na een korte geheugenperiode een oogbeweging 
maken naar een nieuw fixatiekruis om, na een 
tweede geheugenperiode een oogbeweging naar de 
herinnerde doellocatie te maken. We zagen dat net 
voor de tussenliggende oogbeweging het doel on­
thouden werd door gesynchroniseerde activiteit in 
een 40-60 Hz gamma frequentie in contralaterale 
visuele gebieden. Na de tussenliggende oogbeweg­
ing werd dit geheugenproces bijgewerkt in een oog- 
gecentreerd referentiekader, waarna het doel kon 
dienen als oogbewegingsdoel, zoals aangetoond 
door gesynchroniseerde activiteit (60-80 Hz) in de 
contralaterale PPC. In de lagere frequenties zagen 
we een alpha-band (8-12 Hz) reductie in occipitale 
gebieden contralateraal aan de locatie van het on­
thouden doel in een oogcentrisch referentiekader, 
en dat zowel vóór als na de tussenliggende oog­
beweging. Bovendien zagen we een lagere afname 
van de alphagolven in ipsilaterale gebieden na het 
updaten wanneer zij vóór de tussenliggende oog­
beweging contralateraal aan de doellocatie had­
den gelegen. Dus, onze resultaten suggereren dat 
gamma-band synchronisatie in de PPC de oogbe- 
wegingsdoelen in een oogcentrisch referentiekader 
weerspiegelen. De alpha-band reflecteert een reg­
ulerend mechanisme, waarmee de oogbewegings- 
doelen worden gefaciliteerd, terwijl de oude visuele 
geheugenrepresentatie wordt onderdrukt.
H oofdstuk 5: Neuronale synchronisatie in de 
menselijke posterieure pariëtale cortex tijdens reik- 
planning.
Terwijl electrofysiologische studies bij apen hebben 
aangetoond dat er effector-specifieke regio’s in de 
PPC bestaan, is de mate van effector specificiteit 
in de menselijke PPC nog minder duidelijk. In dit 
hoofdstuk onderzoeken we deze kwestie vanuit een 
ander perspectief, door het bestuderen van de neu-
7 ronale synchronisatie van de PPC neuronen tijdens 
reik- en oogbewegingsplanning. Met behulp van 
MEG onderzochten we de hersenactiviteit terwijl
proefpersonen reikbewegingen of oogbewegingen 
planden. Daarnaast voerden proefpersonen een 
dissociatie taak uit, waarbij zowel een geheugen­
geleide oogbeweging als een geheugen-geleide reik- 
beweging in de tegengestelde richting werd gepland 
en uitgevoerd. We onderzochten veranderingen in 
het frequentie spectrum van het MEG signaal ti­
jdens de geheugenperiode in relatie tot de locatie 
van het doel (links / rechts) en het effector type 
(oog / hand). We zagen dat doelen voor een reikbe- 
weging gerepresenteerd werden door een 70-90 Hz 
gamma band, afkomstig van het mediale deel van 
de PPC. Oogbewegingsdoelen werden in deze taak 
in een meer centraal gedeelte van de PPC gerepre­
senteerd, en wel in een lagere gamma-band (50-60 
Hz). Beide waarnemingen werden bevestigd in de 
dissociatie taak. In de lagere frequenties zagen we 
een aanhoudende alpha-band (8-12 Hz) afname in 
occipito-pariëtale gebieden, maar in een effector- 
aspecifieke manier. Deze resultaten suggereren dat 
verschillende modules in de posterieure pariëtale 
cortex coderen voor bewegingsdoelen voor ver­
schillende effectoren. Deze resultaten zijn in lijn 
met de bekende functionele organisatie van de PPC 
van de rhesusaap.
Alles samen genomen tonen onze resultaten 
aan dat de pariëtale neuronen nauw samenwerken
- door middel van oscillerende synchronisatie - met 
als doel ruimtelijke informatie op te slaan en om 
te zetten tot actie. Deze synchronisatie wordt voor­
namelijk waargenomen in de gamma band (> 40 
Hz), die betrokken is bij de feitelijke representatie 
van de ruimtelijke doelen voor actie, en een tragere 
alpha-band (~ 10 Hz) die betrokken is bij de toewi­
jzing van middelen voor een efficiëntere verwerk­
ing van ruimtelijke informatie.
De resultaten in dit proefschrift bieden mo­
gelijk een handvat om prominente vragen op het 
gebied van sensomotorische integratie aan te pak­
ken. Zoals al besproken in het eerste hoofdstuk 
biedt oscillerende neuronale activiteit een effectief
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mechanisme werkgeheugen en neuronale commu­
nicatie. Gerelateerde begrippen als gain fields en 
forward models kunnen mogelijk ook beter worden 
begrepen wanneer ze benaderd worden vanuit dit 
perspectief. Om de wisselwerking tussen actie po­
tentialen, oscillerende activiteit en neuronale com­
municatie met betrekking tot deze begrippen beter 
te begrijpen, kan toekomstig onderzoek voort te 
bouwen op de huidige resultaten door het uitvo­
eren van experimenten in niet-menselijke primat­
en tijdens het opnemen van verschillende regio’s 
tegelijk.
Voor een niet-invasieve benadering biedt de 
menselijke MEG een uitstekend hulpmiddel om de 
huidige kennis uit te breiden met nieuw onderzoek 
naar neuronale communicatie. Hoewel MEG niet bij 
uitstek geschikt is om conclusies te trekken over de 
rol van individuele neuronen toont het onderzoek 
beschreven in dit proefschrift aan dat de gevonden 
effecten met MEG nauw verwant zijn aan electro- 
fysiologische signalen gevonden in de cortex van 
niet-menselijke primaten, waardoor toch voorzich­
tige conclusies op een mechanistisch niveau get­
rokken kunnen worden. Toekomstig onderzoek kan 
zich daarom richten op de neuronale communicatie 
in het parieto-frontale netwerk, dat, naast de PPC, 
frontale gebieden zoals de premotorische regio’s en 
de dorso-laterale prefrontale cortex omvat. In ons 
onderzoek hebben we weinig frontale gamma-ac- 
tiviteit waargenomen, wat waarschijnlijk te wijten 
is aan ons gebruik van vaste tijds-intervallen en de 
omvang en de anatomische variabiliteit tussen pro­
efpersonen van deze frontale regio’s. Gepubliceerd 
(Hinkley et al., 2010;.. Lachaux et al., 2006) en 
niet-gepubliceerd onderzoek (Van der Werf et al., 
niet gepubliceerde gegevens) hebben frontale gam­
ma-bronnen met betrekking tot oculomotorische 
gedrag aangetoond, die gebruikt kunnen worden 
voor toekomstige analyses van functionele connec- 
tiviteit in het pariëtaal-frontale netwerk.
Een hot topic in de neurowetenschappen en
biomedische techniek is het gebruik van fysiolo­
gische signalen voor de controle van computers. 
De computer kan, op zijn beurt, functioneren als 
de interface naar een prothetische arm of een rol­
stoel; bijvoorbeeld voor patiënten die de controle 
over hun armen hebben verloren (Andersen et al.. ,
2009). Niet dat de paradigma’s of methoden die 
worden gebruikt in ons onderzoek een direct alter­
natief voor de bestaande brain-computer interface 
(BCI) bieden: het gebruik van MEG als onderdeel 
van een BCI-apparaat is natuurlijk niet praktisch, 
en MEG signalen zijn te ruizig, waardoor ze func­
tioneel onbetrouwbaar zijn als stuursignaal. In 
plaats daarvan kunnen onze bevindingen inzich­
ten verschaffen over welke neuronale signalen 
nuttig kunnen zijn als een stuursignaal. Er is in 
niet-menselijke primaten al aangetoond dat gesyn­
chroniseerde neuronale groepssignalen een betere 
afspiegeling van de cognitieve staat van de aap zijn 
dan activiteit van individuele neuronen (Pesaran et 
al., 2002;. Scherberger et al., 2005). Samen met het 
idee dat PPC activiteit is gerelateerd aan de coder­
ing van motor intenties maakt dit de gamma-band, 
die betrokken is bij sensomotorische verwerking, 
een interessante kandidaat als een BCI stuursig­
naal.
Als conclusie kunnen we stellen dat het onder­
zoek beschreven in dit proefschrift systematisch de 
belangrijke rol van neuronale synchronisatie in de 
menselijke sensorimotorische controle heeft bloot 
gelegd. We hopen dat toekomstig onderzoek kan 
voortbouwen op deze bevindingen om de opensta­
ande vraagstukken betreffende de mechanismen 
die ten grondslag liggen aan sensomotorische in­
tegratie te beantwoorden. Dit moet leiden tot re­
alistische modellen van de gezonde hersenen, die 
op de lange termijn onder andere kan helpen bij de 
ontwikkeling van diagnostische en therapeutische 
instrumenten voor neurologische aandoeningen.
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