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SUFFICIENT CONDITION FOR RECTIFIABILITY INVOLVING
WASSERSTEIN DISTANCE W2
DAMIAN DĄBROWSKI
Abstract. A Radon measure µ is n-rectifiable if it is absolutely continuous with respect to
H
n and µ-almost all of suppµ can be covered by Lipschitz images of Rn. In this paper we
give two sufficient conditions for rectifiability, both in terms of square functions of flatness-
quantifying coefficients. The first condition involves the so-called α and β2 numbers. The
second one involves α2 numbers – coefficients quantifying flatness via Wasserstein distance
W2. Both conditions are necessary for rectifiability, too – the first one was shown to be
necessary by Tolsa, while the necessity of the α2 condition is established in our recent
paper. Thus, we get two new characterizations of rectifiability.
1. Introduction
Let 1 ≤ n ≤ d be integers. We say that a Radon measure µ on Rd is n-rectifiable if there
exist countably many Lipschitz maps fi : R
n → Rd such that
µ(Rd \
⋃
i
fi(R
n)) = 0, (1.1)
and moreover µ is absolutely continuous with respect to n-dimensional Hausdorff measure
H n. A set E ⊂ Rd is n-rectifiable if the measure H n|E is n-rectifiable. We will often omit
n and just write “rectifiable”.
Rectifiable sets and measures have been studied for many decades now, and the first
results in this area are due to Besicovitch. See [Mat95, Chapters 15–18] for some classical
characterizations of rectifiability involving densities, tangent measures, and projections. The
aim of this paper is to prove a sufficient condition for rectifiability involving the so-called α2
coefficients. In fact, we will show a bit more: a sufficient condition for rectifiability involving
α and β2 numbers. We introduce the whole menagerie of flatness-quantifying coefficients
below.
1.1. β and α coefficients. β numbers were introduced by Jones in [Jon90], where they were
used to characterize subsets of rectifiable curves. They were further developed by David and
Semmes in [DS91, DS93]. For 1 ≤ p <∞ and a Radon measure µ on Rd we define
βhµ,p(x, r) = inf
L
 1
rn
∫
B(x,r)
(
dist(y, L)
r
)p
dµ(y)
1/p , (1.2)
where the infimum runs over all n-planes L intersecting B(x, r). The letter h in the superscript
stands for homogeneous and refers to the normalizing factor rn. In our setting it will be more
1
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convenient to normalize by µ(B(x, 3r)) instead, and so we define
βµ,p(x, r) = inf
L
 1
µ(B(x, 3r))
∫
B(x,r)
(
dist(y, L)
r
)p
dµ(y)
1/p .
For a ball B = B(x, r) we will sometimes write βµ,p(B) instead of βµ,p(x, r), and we will do
the same with all the other coefficients introduced below.
Another way to quantify flatness of measures is offered by α numbers, introduced by Tolsa
in [Tol09]. To define them, we need a distance on the space of measures. Given Radon
measures µ and ν, and an open ball B, we set
FB(µ, ν) = sup
{∣∣∣∣∫ φ dµ− ∫ φ dν∣∣∣∣ : φ ∈ Lip1(B)
}
,
where
Lip1(B) = {φ : Lip(φ) ≤ 1, suppφ ⊂ B}.
The coefficient α of a measure µ in B is defined as
αµ(B) = inf
c,L
1
r(B)µ(3B)
FB(µ, cH
n|L),
where the infimum runs over all c ≥ 0 and all n-planes L.
We prove the following sufficient condition for rectifiability in terms of α and β2 square
functions.
Theorem 1.1. Let µ be a Radon measure on Rd. Suppose that∫ 1
0
αµ(x, r)
2 dr
r
<∞ for µ-a.e. x ∈ Rd, (1.3)
and ∫ 1
0
βµ,2(x, r)
2 dr
r
<∞ for µ-a.e. x ∈ Rd. (1.4)
Then µ is n-rectifiable.
Since Tolsa has shown in [Tol15] that (1.3) and (1.4) are also necessary conditions for
rectifiability, we immediately get the following characterization.
Corollary 1.2. Let µ be a Radon measure on Rd. Then, µ is n-rectifiable if and only if (1.3)
and (1.4) hold for µ-a.e. x ∈ Rd.
A number of similar characterizations has been shown in recent years. First, recall that
upper and lower n-dimensional densities of a Radon measure µ at x ∈ Rd are
Θn,∗(x, µ) = lim sup
r→0+
µ(B(x, r))
rn
, Θn∗ (x, µ) = lim inf
r→0+
µ(B(x, r))
rn
,
respectively. If they are equal, we set Θn(x, µ) = Θn,∗(x, µ) = Θn∗ (x, µ) and we call it
n-dimensional density of µ at x.
In [Tol15] it was shown that a rectifiable measure µ satisfies∫ 1
0
βhµ,2(x, r)
2 dr
r
<∞ for µ-a.e. x ∈ Rd. (1.4h)
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On the other hand, Azzam and Tolsa proved in [AT15] that if a Radon measure µ satisfies
(1.4h) and 0 < Θn,∗(x, µ) < ∞ for µ-a.e. x ∈ Rd, then µ is n-rectifiable. More recently,
Edelen, Naber and Valtorta [ENV16] managed to weaken the assumption on densities to
Θn,∗(x, µ) > 0 and Θn∗ (x, µ) <∞ for µ-a.e. x ∈ Rd. (1.5)
An alternative proof showing that (1.4h) and (1.5) are sufficient for rectifiability was later
given in [Tol17a].
Theorem A ([Tol15, AT15, ENV16]). Let µ be a Radon measure on Rd. Then, µ is n-
rectifiable if and only if (1.4h) and (1.5) hold for µ-a.e. x ∈ Rd.
There is a reason why the theorems above are stated for β2 numbers (as opposed to βp
numbers with p 6= 2). The conditions (1.4) and (1.4h) with β2 numbers replaced by βp
are necessary for rectifiability only for 1 ≤ p ≤ 2. On the other hand, conditions (1.4h)
and 0 < Θn,∗(µ, x) < ∞ µ-almost everywhere are sufficient for rectifiability only if p ≥ 2.
Relevant counterexamples were given in [Tol17a]. However, if we assume more on densities
(namely that Θn∗ (µ, x) > 0 and Θ
n,∗(µ, x) < ∞ µ-almost everywhere), then the finiteness of
βp square function for certain p < 2 becomes sufficient for rectifiability, see [Paj97, BS16].
It is also worth mentioning that appropriate versions of β numbers give rise to various
necessary and/or sufficient conditions for the so called Federer rectifiability of measures. We
say that a measure is n-rectifiable in the sense of Federer if it satisfies (1.1), and no absolute
continuity with respect to H n is required. This notion is more difficult to characterize than
the one we work with, as illustrated by the surprising example of Garnett, Killip and Schul
[GKS10]. In the case n = 1 significant progress has been achieved in [Ler03, BS15, BS16,
AM16, BS17, MO18]. An excellent overview of the problem is given in the survey [Bad19].
Concerning α numbers, as we already mentioned, Tolsa showed in [Tol15] that (1.3) is
necessary for rectifiability. Is it also sufficient? Azzam, David, and Toro proved in [ADT16]
that if µ is doubling, then some condition related to (1.3) is sufficient for rectifiability. In
[Orp18] Orponen showed that for n = d = 1, if µ is doubling, then (1.3) is sufficient for
rectifiability. Finally, Azzam, Tolsa and Toro [ATT18] proved that a measure µ satisfying
(1.3) which is also pointwise doubling, i.e. such that
lim sup
r→0+
µ(B(x, 2r))
µ(B(x, r))
<∞ for µ-a.e. x ∈ Rd, (1.6)
is rectifiable.
Theorem B ([Tol15, ATT18]). Let µ be a Radon measure on Rd. Then, µ is n-rectifiable if
and only if (1.3) and (1.6) hold for µ-a.e. x ∈ Rd.
Also in [ATT18], the authors construct a purely unrectifiable measure satisfying (1.3).
This shows that (1.3) on its own is not a sufficient condition for rectifiability.
Finally, let us mention that in [TT14, Tol17b] rectifiable sets and measures are charac-
terized using yet another kind of square functions. They involve the so-called ∆ numbers,
defined as ∆µ(x, r) = |µ(B(x,r))rn − µ(B(x,2r))(2r)n |. The results from [TT14], valid for arbitrary n,
require 0 < Θn∗ (µ, x) ≤ Θn,∗(µ, x) < ∞ for µ-a.e x ∈ Rd. On the other hand, in [Tol17b] it
was shown that for n = 1 analogous results hold under weaker assumption 0 < Θ1,∗(x, µ) <∞
for µ-a.e. x ∈ Rd.
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1.2. αp coefficients. Coefficients αp were introduced by Tolsa in [Tol12]. They can be
thought of as a generalization of α numbers – in fact, under relatively mild assumptions, one
has αµ(B) ≈ αµ,1(B), see Lemma 3.1 and [Tol12, Lemma 5.1]. As in the case of α coefficients,
in order to define αp numbers we need a metric on the space of measures.
Let 1 ≤ p <∞, and let µ, ν be two probability Borel measures on Rd satisfying ∫ |x|p dµ <
∞, ∫ |x|p dν <∞. The Wasserstein distance Wp between µ and ν is defined as
Wp(µ, ν) =
(
inf
π
∫
Rd×Rd
|x− y|p dπ(x, y)
)1/p
,
where the infimum is taken over all transport plans between µ and ν, i.e. Borel probability
measures π on Rd×Rd satisfying π(A×Rd) = µ(A) and π(Rd×A) = ν(A) for all measurable
A ⊂ Rd. The same definition makes sense if instead of probability measures we consider µ, ν,
and π of the same total mass. For more information on Wasserstein distance see for example
[Vil03, Chapter 7] or [Vil08, Chapter 6].
Similarly as α numbers, αp numbers quantify how far is a given measure from being a flat
measure, that is, from being of the form cH n|L for some constant c > 0 and some n-plane L.
In order to measure it locally (say, in a ball B), we introduce the following auxiliary function.
Let ϕ : Rd → [0, 1] be a radial Lipschitz function satisfying ϕ ≡ 1 in B(0, 2), suppϕ ⊂
B(0, 3), and for all x ∈ B(0, 3)
c−1 dist(x, ∂B(0, 3))2 ≤ ϕ(x) ≤ cdist(x, ∂B(0, 3))2 ,
|∇ϕ(x)| ≤ cdist(x, ∂B(0, 3)),
for some constant c > 0. Given a ball B = B(x, r) ⊂ Rd we set
ϕB(y) = ϕ
(
y − x
r
)
.
ϕB should be thought as a regularized characteristic function of B. For 1 ≤ p <∞, a Radon
measure µ on Rd, and a ball B ⊂ Rd, we define
αµ,p(B) = inf
L
1
r(B)µ(3B)1/p
Wp(ϕBµ, aB,LϕBH
n|L),
where the infimum is taken over all n-planes L intersecting B, and
aB,L =
∫
ϕB dµ∫
ϕB dH n|L
.
Coefficients αp were introduced in [Tol12] with the aim of characterizing uniformly rectifi-
able measures. Uniform rectifiability, introduced by David and Semmes in [DS91, DS93], is a
stronger, more quantitative version of rectifiability. Can αp numbers be used to characterize
rectifiability also in the non-uniform case? Driven by this question, our main motivation for
proving Theorem 1.1 was to get the following sufficient condition for rectifiability.
Theorem 1.3. Let µ be a Radon measure on Rd. Suppose that∫ 1
0
αµ,2(x, r)
2 dr
r
<∞ for µ-a.e. x ∈ Rd. (1.7)
Then µ is n-rectifiable.
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Theorem 1.3 follows immediately from Theorem 1.1 because, as shown in Lemma 3.1, α2
numbers bound from above both α and β2 numbers. In [Dąb] we show that (1.7) is also a
necessary condition for rectifiability, and so we get the following characterization.
Corollary 1.4. Let µ be a Radon measure on Rd. Then, µ is n-rectifiable if and only if for
µ-a.e. x ∈ Rd we have ∫ 1
0
αµ,2(x, r)
2 dr
r
<∞.
We would like to stress that, compared to Theorem A and Theorem B, the characterization
above does not make any additional assumptions on densities or on doubling properties of
the measure.
The organization of the paper, as well as the general strategy of the proof, are outlined in
Section 2. For now, let us just say that Lemma 5.1, our main lemma, can be seen as a tech-
nical, more quantitative version of Theorem 1.1. If one prefers working with homogeneous
coefficients βhµ,2 and α
h
µ (where α
h
µ(x, r) =
µ(B(x,3r))
rn αµ(x, r)), then a possible “homogenized”
modification of Lemma 5.1 is discussed in Remark 5.4. However, it is clear that “homoge-
nized” (i.e. with α and β2 numbers replaced by their homogeneous counterparts) versions of
Theorem 1.1 and Theorem 1.3 are not true (unless we assume more about densities) – think
of Lebesgue measure on Rd.
Acknowledgements. The author would like to express his deep gratitude to Xavier Tolsa
for all his help and guidance. He acknowledges the support from the Spanish Ministry of
Economy and Competitiveness, through the María de Maeztu Programme for Units of Excel-
lence in R&D (MDM-2014-0445), and also partial support from 2017-SGR-0395 (Catalonia)
and MTM-2016-77635-P (MINECO, Spain).
2. Sketch of the proof
The proof of Theorem 1.1 is organized as follows. In Section 3 we provide basic estimates
of α and β coefficients, while in Section 4 we recall the definition and some properties of
the David-Mattila lattice, which will be used further on. In Section 5 we formulate the
main lemma. Given an appropriate David-Mattila cube R0, the main lemma provides us
with a Lipschitz graph Γ such that we have µ ≪ H n|Γ on a large chunk of Γ ∩ R0, and
µ(Γ ∩ R0) ≥ 12µ(R0). In the same section we show how to use the main lemma to prove
Theorem 1.1. Everything that follows is dedicated to proving the main lemma.
In Section 6 we perform the usual stopping time argument. We define the family of stopping
cubes Stop, comprising high density cubes HD, low density cubes LD, big angle cubes BA
(cubes whose best approximating planes form a big angle with L0, the best approximating
plane of R0), big square function cubes BS (cubes with a big portion of points for which
the square functions are larger than a certain threshold), and far cubes F (cubes with a big
portion of RFar, points that are far from certain best approximating planes). Cubes not
contained in any of the stopping cubes form the Tree. Next, we show various good properties
of cubes from the Tree, as well as estimate the measure of cubes from BS and F (it is easy).
Section 7 is devoted to constructing the Lipschitz graph Γ. One possible way to do it
would be to use the tools from [DT12] – this was done for example in [AT15, ATT18]. In
this paper we decided to use another well-known method, dating back at least to [DS91] and
[Lég99]. We follow the way it was applied in [CMT18] and [Tol14]. It consists of showing
6 DAMIAN DĄBROWSKI
that R0 \
⋃
Q∈Stop Q forms a graph of a Lipschitz map F defined on a subset of L0, and then
carefully extending F to the whole L0. The remaining part of the paper is dedicated to
showing that the measure of stopping cubes is small.
In Section 8 we first show that cubes from Tree lie close to Γ (the graph of F ), and then
use this property to estimate the measure of low density cubes. Roughly speaking, we may
cover (almost all) LD cubes with a family of (almost) disjoint balls satisfying B ∩Γ ≈ r(B)n,
and such that the densities Θµ(B) are low. Small measure of LD easily follows. It is crucial
that we have finiteness of the β2 square function (1.4), as it lets us estimate the size of RFar
(see Lemma 6.6). This approach to bounding the measure of low density cubes comes from
[AT15].
In Section 9 we define a measure ν supported on Γ. We show that ν is very close to µ in
the sense of distance FB(µ, ν), so that the αν numbers are close to αµ. The measure ν is then
used in Section 10 to estimate the size of high density set. The general idea is to consider f
– the density of ν with respect to H n|Γ, and then to bound the L2 norm of |f − c0|, where
c0 is a certain constant. We do it using the smallness of αµ square function (1.3), the fact
that ν approximates µ well, and an appropriate type of Paley-Littlewood result (see (10.8)).
Estimating ‖f − c0‖L2 requires a lot of work, but once we have it, it is not very difficult to
bound the measure of HD cubes. Roughly speaking, high density cubes correspond to big
values of f , and those we can control since ‖f − c0‖L2 is small. This method of estimating
HD is due to [ATT18], where a similar approach from [Tol17b] was refined and simplified.
Finally, in Section 11 we bound the size of big angle cubes BA. First, we show that this
amounts to estimating ‖∇F‖L2 (recall that F is the Lipschitz map whose graph is Γ). Using
Dorronsoro’s theorem, this reduces to estimating the βσ,1 square function, where σ is the
surface measure on Γ. This could be done using the smallness of either βµ,2 or αµ square
functions. For us it was easier to deal with αµ, due to all the estimates from Section 9.
Thus, having estimated the measure of the stopping region, the proof of the main lemma
is finished.
Notation. Throughout the paper we will write A . B whenever A ≤ CB for some constant
C. All such implicit constants may depend on dimensions n, d, and on constants A0, C0, which
will be fixed in Section 4. If the implicit constant depends also on some other parameter t, we
will write A .t B. The notation A ≈ B means A . B . B, and A ≈t B means A .t B .t B.
We denote by B(z, r) ⊂ Rd an open ball with center at z ∈ Rd and radius r > 0. Given a
ball B, its center and radius are denoted by z(B) and r(B), respectively. If λ > 0, then λB
is defined as a ball centered at z(B) of radius λr(B).
For a ball B and measure µ, we define the n-dimensional density of µ at B as
Θµ(B) =
µ(B)
r(B)n
.
Given two n-planes L1, L2, let L
′
1 and L
′
2 be the respective parallel n-planes passing through
0. Then,
∡(L1, L2) = distH(L
′
1 ∩B(0, 1), L′2 ∩B(0, 1)),
where distH stands for Hausdorff distance between two sets. ∡(L1, L2) can be seen as an
angle between L1 and L2.
Given an affine subspace L ⊂ Rd, we will denote the orthogonal projection onto L by ΠL.
The orthogonal projection onto L⊥ will be denoted by Π⊥L .
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Finally, given a set A ⊂ Rd, we denote by 1A : Rd → {0, 1} a characteristic function of A.
3. Estimates of α and β coefficients
In this section we provide some basic estimates of α and β coefficients. We begin by
showing the relationship between α, β2, and α2 coefficients.
Lemma 3.1. Suppose that µ is a Radon measure, and B is a ball intersecting suppµ. Then
βµ,2(B) ≤ αµ,2(B),
and
αµ(B) ≤ αµ,1(B) ≤ αµ,2(B).
Proof. To see βµ,2(B) ≤ αµ,2(B), let L be a minimizing plane for αµ,2(B) and π be a minimiz-
ing transport plan between ϕBµ and aB,LϕBH
n|L, where aB,L = (
∫
ϕB dµ)/(
∫
ϕB dH
n|L)
is as in the definition of αµ,2(B). Then, by the definition of a transport plan, and the fact
that ϕB ≡ 1 on B,
αµ,2(B)
2r(B)2µ(3B) =
∫
|x− y|2 dπ(x, y) ≥
∫
B
dist(x,L)2 dµ ≥ βµ,2(B)2µ(3B)r(B)2.
For the estimate involving α numbers we will use the so-called Kantorovich duality for W1
Wasserstein distance. It states that
W1(µ, ν) = sup
Lip(f)≤1
∣∣∣∣∫ f dµ− ∫ f dν∣∣∣∣ ,
see [Vil08, Remark 6.5] for more information.
Let L be a minimizing plane for αµ,1(B), and let aB,L be as in the definition of αµ,1(B).
Since ϕB ≡ 1 in B, it follows from the definition of αµ that
αµ(B)r(B)µ(3B) ≤ FB(µ, aB,LH n|L) = sup
Lip(f)≤1
supp(f)⊂B
∣∣∣∣∫ f dµ− ∫ f aB,LdH n|L∣∣∣∣
= sup
Lip(f)≤1
supp(f)⊂B
∣∣∣∣∫ fϕB dµ− ∫ fϕB aB,LdH n|L∣∣∣∣ ≤ sup
Lip(f)≤1
∣∣∣∣∫ fϕB dµ− ∫ fϕB aB,LdH n|L∣∣∣∣
=W1(ϕBµ, aB,LϕBH
n|L) = αµ,1(B)r(B)µ(3B).
The estimate αµ,1(B) ≤ αµ,2(B) follows immediately by the Cauchy-Schwarz inequality and
the fact that
∫
ϕB dµ ≤ µ(3B). 
Lemma 3.2. Suppose that µ is a Radon measure on Rd, and that B ⊂ Rd is a ball satisfying
µ(3B) ≈ µ(6B). Then
βµ,1(B) ≤ βµ,2(B), (3.1)
and
βµ,1(B) . αµ(2B). (3.2)
Moreover, given balls B1 ⊂ B2 such that r(B1) ≈ r(B2) and µ(3B1) ≈ µ(3B2) we have
βµ,2(B1) . βµ,2(B2), (3.3)
αµ(B1) . αµ(B2). (3.4)
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Proof. The first estimate is a direct consequence of the Cauchy-Schwarz inequality.
To prove the second estimate, let LB be the minimizing plane for βµ,1(B). The estimate
follows if we consider the 1-Lipschitz function φ = ψ dist(x,LB), where ψ is r(B)
−1-Lipschitz,
ψ ≡ 1 on B, and supp(ψ) ⊂ 2B.
The last two inequalities follow immediately from the definitions of βµ,2 and αµ. 
Lemma 3.3. Suppose that µ is a Radon measure, B is a ball with µ(B) > 0, L an n-plane
intersecting 0.9B, and assume that c minimizes FB(µ, cH
n|L). Then
c .
µ(B)
r(B)n
. (3.5)
Furthermore, there exists ε > 0 such that if µ(0.9B) ≈ µ(3B), and FB(µ, cH n|L) ≤
εµ(3B)r(B), then
c &
µ(3B)
r(B)n
. (3.6)
Proof. Let r = r(B) and consider Φ(x) = (r−|x−z(B)|)+ ∈ Lip1(B). It is not difficult to see
that on a significant portion (say, a half) of the n-dimensional ball L ∩B we have Φ(x) ≈ r,
and so
c
∫
Φ(x) dH n|L(x) ≈ crn+1.
If we had c≫ µ(B)r−n, then
FB(µ, cH
n|L) ≥ c
∫
Φ(x) dH n|L(x)−
∫
Φ(x) dµ(x) ≥ Ccrn+1 − µ(B)r ≫ µ(B)r.
But in that case the constant c˜ = 0 would be better than c, since we always have FB(µ, 0) ≤
µ(B)r, and thus we reach a contradiction with optimality of c.
Now, assume further that FB(µ, cH
n|L) ≤ εµ(3B)r, and µ(0.9B) ≈ µ(3B), so that∫
Φ(x) dµ(x) ≈ µ(3B)r. If we had c≪ µ(3B)r−n, then
FB(µ, cH
n|L) ≥
∫
Φ(x) dµ(x)− c
∫
Φ(x) dH n|L(x) ≥ Cµ(3B)r − C˜crn+1
≥ Cµ(3B)r − C
2
µ(3B)r =
C
2
µ(3B)r.
Thus, we reach a contradiction with FB(µ, cH
n|L) ≤ εµ(3B)r. 
Lemma 3.4. Suppose that µ is a Radon measure on Rd, and that B1, B2 ⊂ Rd are concentric
balls satisfying B1 ⊂ 0.9B2, µ(B1) ≈ µ(3B2) ≈ r(B1)n ≈ r(B2)n. Let Lβ be the n-plane
minimizing βµ,2(B2), and Lα, c > 0, be the n-plane and constant minimizing αµ(B2). Suppose
further that Lα, Lβ intersect 0.9B1. Then
1
µ(B1)r(B1)
FB1(µ, cH
n|Lβ ) . βµ,2(B2) + αµ(B2). (3.7)
Proof. Set r = r(B1). It follows easily by (3.5) that c . µ(B2)r(B2)
−n ≈ 1, and so
FB1(µ, cH
n|Lβ ) . rµ(B1). Thus, without loss of generality, we may assume that βµ,2(B2) +
αµ(B2) < ε for some small ε > 0.
SUFFICIENT CONDITION FOR RECTIFIABILITY INVOLVING WASSERSTEIN DISTANCE W2 9
By the triangle inequality, we have
FB1(µ, cH
n|Lβ ) ≤ FB1(µ, cH n|Lα) + FB1(cH n|Lα , cH n|Lβ)
≤ FB2(µ, cH n|Lα) + FB1(cH n|Lα , cH n|Lβ),
and so our aim is to estimate the second term from the right hand side.
Let xα ∈ Lα ∩ B¯1 and xβ ∈ Lβ be such that
|xα − xβ| = dist(xα, Lβ) = inf
x∈Lα∩B1
dist(x,Lβ).
Without loss of generality we may assume that xα = 0, so that Lα is a linear subspace.
Denote L′β = Lβ − xβ. It follows by basic linear algebra that for x ∈ Lα ∩B1
dist(x,Lβ) = |x−ΠLβ (x)| = |x− xβ −ΠL′β(x− xβ)| = |Π
⊥
L′
β
(x− xβ)| = |Π⊥L′
β
(x)− xβ|
≈ |xβ |+ |Π⊥L′
β
(x)| (3.8)
where the comparability in the second line follows from the fact that, by our choice of xβ ,
|xβ | ≥ dist(x,Lβ) for all x ∈ Lα ∩B1.
Observe that, by the definition of ∡(Lα, Lβ), for every x ∈ Lα we have |Π⊥L′
β
(x)| ≤
|x|∡(Lα, Lβ). Moreover, there exists a subspace ℓ ⊂ Lα on which the equality is achieved,
i.e. for all x ∈ ℓ we have |Π⊥L′
β
(x)| = |x|∡(Lα, Lβ). Consider a cone around ℓ:
K =
{
x ∈ Rd : |Πℓ(x)| ≥ 4
5
|x|
}
.
Since 0 ∈ B1 ∩K ∩ Lα, it is easy to see that H n(B1 ∩K ∩ Lα) & rn, which in turn implies
that for some small constant 0 < δ ≪ 1 (depending on the implicit constant in the previous
inequality and dimension) we have
H
n(B1 ∩K ∩ Lα \B(0, δr)) & rn. (3.9)
Moreover, for x ∈ B1 ∩K ∩ Lα \B(0, δr) we have
|Π⊥L′
β
(x)| = |Π⊥L′
β
(Πℓ(x)) + Π
⊥
L′
β
(Π⊥ℓ (x))| ≥ |Π⊥L′
β
(Πℓ(x))| − |Π⊥L′
β
(Π⊥ℓ (x))|
≥ |Πℓ(x)|∡(Lα, Lβ)− |Π⊥ℓ (x)|∡(Lα, Lβ)
x∈K≥ 4
5
|x|∡(Lα, Lβ)− 3
5
|x|∡(Lα, Lβ)
=
1
5
|x|∡(Lα, Lβ) ≈ r∡(Lα, Lβ).
Hence, using the above, (3.9), and (3.8) yields
|xβ|rn−1 + rn∡(Lα, Lβ) .
∫
B1
dist(x,Lβ)
r
dH n|Lα(x)
(3.6)
. c
∫
B1
dist(x,Lβ)
r
dH n|Lα(x).
(3.10)
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Now, consider φ ∈ Lip1(B2) such that φ(x) ≈ dist(x,Lβ) in B1, and φ(x) . dist(x,Lβ) in
B2. Then,
c
∫
B1
dist(x,Lβ)
r
dH n|Lα(x) . c
∫
B2
φ(x)
r
dH n|Lα(x)
.
∫
B2
φ(x)
r
dµ(x) + r−1FB2(µ, cH
n|Lα) . (βµ,2(B2) + αµ(B2))µ(3B2). (3.11)
(3.10) and the calculation above give ∡(Lα, Lβ) . βµ,2(B2) + αµ(B2) < ε. Let Π : Lα → Rd
be the orthogonal projection onto L′β, and i : Lα → Rd an embedding. We have
‖Π− i‖op = ‖Π− i‖L∞(Lα∩B(0,1)) . βµ,2(B2) + αµ(B2) < ε. (3.12)
Thus, Π is a linear isomorphism onto L′β , with a bound on Jacobian∣∣1− |JΠ|∣∣ . βµ,2(B2) + αµ(B2). (3.13)
It follows that for any f ∈ Lip1(B1) we have∣∣∣∣∫ f(x) dH n|Lα(x)− ∫ f(y) dH n|Lβ (y)
∣∣∣∣
=
∣∣∣∣∫ f(x) dH n|Lα(x)− ∫ f(xβ +Π(x))|JΠ(x)| dH n|Lα(x)
∣∣∣∣
≤
∫
|f(x)− f(xβ +Π(x))| dH n|Lα(x) +
∫
|f(xβ +Π(x))|
∣∣1− |JΠ(x)|∣∣ dH n|Lα(x)
≤
∫
B1∪Π−1(B1−xβ)
|xβ |+ |x−Π(x)| dH n|Lα(x)
+
∫
Π−1(B1−xβ)
‖f‖L∞
∣∣1− |JΠ(x)|∣∣ dH n|Lα(x)
(3.12),(3.13)
. |xβ|rn + (βµ,2(B2) + αµ(B2))rn+1.
Taking supremum over all f ∈ Lip1(B1), dividing by rn+1, using (3.10), (3.11), the fact that
µ(B1) ≈ rn, and that c . 1, yields the desired inequality:
1
µ(B1)r
FB1(cH
n|Lα , cH n|Lβ) . βµ,2(B2) + αµ(B2).

4. The David-Mattila cubes
In the proof of Theorem 1.1 we will use the lattice of “dyadic cubes” constructed by David
and Mattila [DM00].
Lemma 4.1 ([DM00, Theorem 3.2, Lemma 5.28]). Let µ be a Radon measure on Rd, E =
suppµ. For any constants C0 > 1, A0 > 5000C0 there exists a sequence of partitions of E
into Borel subsets Q, Q ∈ Dk, with the following properties:
(a) For each integer k ≥ 0, E is the disjoint union of the “cubes” Q, Q ∈ Dk, and if
k < l, Q ∈ Dl, and R ∈ Dk, then either Q ∩R = ∅ or else R ⊂ Q.
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(b) The general position of the cubes Q can be described as follows. For each k ≥ 0 and
each cube Q ∈ Dk, there is a ball B(Q) = B(zQ, r(Q)), such that
zQ ∈ Q, A−k0 ≤ r(Q) ≤ C0A−k0 ,
E ∩B(Q) ⊂ Q ⊂ E ∩ 28B(Q) = E ∩B(zQ, 28r(Q)),
and the balls 5B(Q), Q ∈ Dk, are disjoint.
Remark 4.2. The cubes of David and Mattila have many other useful properties, most
notably the so-called small boundaries. We will not need them, however.
For any Q ∈ D we denote by D(Q) the family of P ∈ D such that P ⊂ Q. Given
Q ∈ Dk we set J(Q) = k and ℓ(Q) = 56C0A−k0 . Note that r(Q) ≈ ℓ(Q). We define also
BQ = 28B(Q) = B(zQ, 28 r(Q)), so that
E ∩ 128BQ ⊂ Q ⊂ BQ.
Denote by Ddb the family of doubling cubes, i.e. Q ∈ D = ⋃k≥0Dk satisfying
µ(100B(Q)) ≤ C0µ(B(Q)). (4.1)
The constants C0, A0 in Lemma 4.1 can be chosen in such a way that the following lemma
holds.
Lemma 4.3 ([DM00, Lemma 5.31]). Let R ∈ D and Q ⊂ R be cubes such that all the
intermediate cubes S, Q ( S ( R, are non-doubling, i.e. S ∈ D \ Ddb. Then,
µ(100B(Q)) ≤ A−2d(J(Q)−J(R)−1)0 µ(100B(R)). (4.2)
Remark 4.4. The constant 2d in (4.2) can be replaced by any positive constant if C0, A0
are chosen suitably. See [DM00, (5.30)] for details.
It will be convenient for us to work with cubes satisfying a doubling condition stronger
than (4.1). To introduce them we need an auxiliary lemma from [Tol14].
Lemma 4.5 ([Tol14, Lemma 2.8]). Let µ be a Radon measure on Rd and α > 1 be some
constant. Then, for µ-a.e. x ∈ Rd there exists a sequence rj → 0 such that for every j we
have
µ(B(x, α rj)) ≤ 2αdµ(B(x, rj)).
Lemma 4.6. There exists a constant C = C(d,C0, A0) such that for µ-a.e. x ∈ Rd there
exists a sequence of cubes Qj ∈ Ddb satisfying x ∈ Qj, ℓ(Qj)→ 0, and
µ(100BQj ) ≤ C µ(B(Qj)). (4.3)
Proof. Let α = 2C20 A
k+1
0 , where k is a constant that will be fixed later on. Consider a
sequence of balls B(x, rj) given by Lemma 4.5. Fix some j. Let Q be the smallest cube
satisfying x ∈ Q and B(x, rj) ⊂ 100B(Q). We have
72A−10 C
−1
0 r(Q) ≤ rj ≤ 100 r(Q).
It is easy to check that, with the choice of α we made at the beginning, we have
B(x, α rj) ⊃ 100B(R),
where R is the k-th ancestor of Q, i.e. Q ⊂ R and J(Q)− J(R) = k.
12 DAMIAN DĄBROWSKI
Now, if all the intermediate cubes S, Q ( S ( R, were non-doubling, then by (4.2) and
Lemma 4.5 we would have
µ(B(x, rj)) ≤ µ(100B(Q))
(4.2)
≤ A−2d(k−1)0 µ(100B(R)) ≤ A−2d(k−1)0 µ(B(x, α rj))
≤ A−2d(k−1)0 2 (2C20 Ak+10 )dµ(B(x, rj)) = 2d+1C2d0 A−dk+3d0 µ(B(x, rj)).
For k = k(d,C0, A0) big enough the constant on the right hand side is smaller than 1, and so
we reach a contradiction. It follows that one of the intermediate cubes S is doubling. Thus,
µ(100BS) ≤ µ(100B(R)) ≤ µ(B(x, α rj)) ≤ 2αdµ(B(x, rj))
≤ 2αdµ(100B(Q)) ≤ 2αdµ(100B(S)) ≤ 2C0 αdµ(B(S)).
Setting Qj = S finishes the proof. 
We will call the cubes satisfying (4.3) strongly doubling, and the family of all such cubes
will be denoted by Dsdb. We fix constants C0 and A0 so that all of the above holds, and from
now on we will treat them as absolute constants. We will not mention dependence on them
in our estimates.
Finally, for each Q ∈ D we define LQ to be the n-plane minimizing βµ,2(3BQ), and cQ ≥ 0
to be the constant minimizing αµ(3BQ).
5. Main Lemma
Given ε > 0 and r > 0 let us define the set of “good points”:
Gεr =
{
x ∈ suppµ :
∫ 1000r
0
(
αµ(x, s)
2 + βµ,2(x, s)
2
) ds
s
< ε2
}
. (5.1)
Using this notation we may formulate our main lemma.
Lemma 5.1. Let µ be a finite Radon measure on Rd. There exists a small dimensional
constant ε0 > 0 such that the following holds: if R0 ∈ Dsdb satisfies
µ
(
R0 \Gε0r(R0)
)
≤ ε0 µ(3BR0), (5.2)
then there exists a set RG ⊂ R0, and a Lipschitz map F : LR0 → L⊥R0 , such that for
Γ =
{
(x, F (x)) : x ∈ LR0
}
we have RG ⊂ Γ,
µ(RG) ≥ µ(R0)
2
, (5.3)
and µ|RG is absolutely continuous with respect to H n.
Several remarks are in order.
Remark 5.2. Assumption (5.2) is implied by a somewhat more natural condition∫
R0
∫ 1000r(R0)
0
(
αµ(x, s)
2 + βµ,2(x, s)
2
) ds
s
dµ(x) < ε30 µ(3BR0).
Remark 5.3. The constant 12 in (5.3) can be replaced by any δ ∈ (0, 1), as long as we allow
ε0 to depend on δ. Naturally, ε0(δ)→ 0 as δ → 1.
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Remark 5.4. Recall that we defined homogeneous β numbers βhµ,2 in (1.2). One could
similarly define αhµ(x, r) =
µ(B(x,3r))
rn αµ(x, r). Careful inspection of the proof of Lemma 5.1
(see Remark 5.6) shows the following. If instead of (5.1) we define for Q ∈ D
GεQ =
{
x ∈ Q :
∫ 1000r(Q)
0
αhµ(x, s)
2 ds
s
< ε2Θµ(3BQ)
2 and
∫ 1000r(Q)
0
βhµ,2(x, s)
2 ds
s
< ε2Θµ(3BQ)
}
,
and we replace the assumption (5.2) by µ
(
R0 \Gε0R0
)
≤ ε0 µ(3BR0), then the conclusion of
Lemma 5.1 still holds. In other words, if the homogeneous square functions in some initial
cube R0 are small relative to density of µ in the initial cube, then µ is rectifiable on a large
chunk of R0.
Let us show how Lemma 5.1 may be used to prove Theorem 1.1.
Proof of Theorem 1.1 using Lemma 5.1. Let E ⊂ Rd be any set satisfying µ(E) > 0. To
show that µ is n-rectifiable it suffices to show that there exists F ⊂ E with µ(F ) > 0 and
such that µ|F is rectifiable.
Let ε0 > 0 be as in Lemma 5.1. Note that by the assumption on the finiteness of α and β
square functions (1.3), (1.4), we have
µ(Rd \Gε0r ) r→0−−−→ 0.
In particular, µ-almost all of E is contained in
⋃
r>0G
ε0
r . By Lebesgue differentiation theorem,
for µ-almost every x ∈ E ∩Gε0r
µ(B(x, s) ∩ E ∩Gε0r )
µ(B(x, s))
s→0−−−→ 1.
Taking into account that for s < r we have Gε0s ⊃ Gε0r , it follows that for µ-almost every
x ∈ E
µ(B(x, r) ∩ E ∩Gε0r )
µ(B(x, r))
r→0−−−→ 1.
Choose some x ∈ E such that the above and Lemma 4.6 hold. Let r0 > 0 be so small that
µ(B(x, r) ∩ E ∩Gε0r ) > (1− ε0)µ(B(x, r)) for all r < r0.
Using Lemma 4.6 we may choose R0 ∈ Dsdb such that x ∈ R0 and r˜ := 2r(BR0) < r0. We
have R0 ⊂ B(x, r˜) ⊂ 3BR0 , and so
µ(R0 \Gε0r(R0)) ≤ µ(R0 \G
ε0
r˜ ) ≤ µ(B(x, r˜) \Gε0r˜ ) ≤ ε0µ(B(x, r˜)) ≤ ε0µ(3BR0).
Hence, R0 satisfies the assumptions of Lemma 5.1. We obtain a Lipschitz graph Γ and a set
RG ⊂ R0 ∩ Γ such that µ(RG) ≥ 0.5µ(R0), and µ|RG is absolutely continuous with respect
to H n. On the other hand, arguing as above, and using the fact that R0 is doubling, we see
that µ(R0 \ E) ≤ ε0µ(3BR0) ≤ C0ε0µ(R0).
It follows that µ(RG ∩ E) ≥ µ(RG)− µ(R0 \ E) > 0, and µ|RG∩E is n-rectifiable. Setting
F = RG ∩ E concludes the proof.

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The rest of the paper is dedicated to proving Lemma 5.1. We fix R0 ∈ Dsdb satisfying
(5.2). The constant ε0 will be chosen later on. To simplify notation, we set G = G
ε0
r(R0)
, B0 =
BR0 , r0 = r(B0), z0 = zR0 , c0 = cR0 (where cR0 is a constant minimizing αµ(3B0)), L0 =
LR0 , (where LR0 is an n-plane minimizing βµ,2(3B0)), and Π0 = ΠL0 .
Remark 5.5. Without loss of generality we may (and will) assume that
Θµ(3B0) = 1,
so that (using the strong doubling property of R0 (4.3))
µ(100B0) ≈ µ(R0) ≈ rn0 ≈ ℓ(R0)n. (5.4)
Indeed, if we consider the normalized measure ν = µ/Θµ(3B0), then: Θν(3B0) = 1; for any
ball B with µ(B) > 0 we have αµ(B) = αν(B), βµ,2(B) = βν,2(B); and if the assumptions of
Lemma 5.1 were satisfied for µ, then they are also satisfied for ν. Sets Γ and RG constructed
for ν will also have all the desired properties when applied to µ.
Remark 5.6. The reduction to case Θµ(3B0) = 1 performed above is one of the main
reasons why we decided to work with non-homogeneous (i.e. normalized by µ(3B)) α
and β coefficients. If we assumed a priori that Θµ(3B0) = 1, then we could replace
αµ and βµ,2 numbers in (5.1) by α
h
µ and β
h
µ,2, and then carry on with the proof with-
out making any changes. Roughly speaking, throughout most of the proof we work with
cubes Q satisfying µ(3BQ) ≈ ℓ(Q)nΘµ(3B0), so that αhµ(3BQ) ≈ αµ(3BQ)Θµ(3B0) and
βhµ,2(3BQ) ≈ βµ,2(3BQ)Θµ(3B0)1/2 – see Remark 6.2.
Now, the claim we made in Remark 5.4 follows because the modified assumption (involving
GεQ) allows us to make the reduction Θµ(3B0) = 1.
6. Stopping cubes
This section is dedicated to performing the usual stopping time argument. We will show
basic properties of the resulting tree of cubes, and estimate the size of two families of stopping
cubes.
The stopping conditions involve parameters A ≫ 1, τ ≪ 1, θ ≪ 1, which depend on
dimension and which will be fixed later on. The constant ε0 is fixed at the very end of the
proof, and depends on A, τ, θ.
We define the following subfamilies of D(R0):
• HD0 (“high density”), which contains cubes Q ∈ D(R0) satisfying
µ(3BQ) > Aℓ(Q)
n,
• LD0 (“low density”), which contains cubes Q ∈ D(R0) satisfying
µ(1.5BQ) < τℓ(Q)
n,
• BS0 (“big square functions”), which contains cubes Q ∈ D(R0)\(LD0∪HD0) satisfying
µ(Q \G) > 1
2
µ(Q). (6.1)
Let Stop0 be the family of maximal (and thus disjoint) cubes from HD0 ∪ LD0 ∪BS0, and let
Tree0 ⊂ D(R0) be the family of cubes that are not contained in any Q ∈ Stop0. In particular,
Stop0 6⊂ Tree0.
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Recall that LQ is an n-plane minimizing βµ,2(3BQ). We define
RFar = {x ∈ 3B0 : dist(x,LQ) ≥
√
ε0ℓ(Q) for some Q ∈ Tree0 s.t. x ∈ 3BQ}.
We introduce two more families of stopping cubes:
• BA0 (“big angles”), which contains cubes Q ∈ D(R0) \ Stop0 satisfying
∡(LQ, L0) > θ, (6.2)
• F0 (“far”), which consists of Q ∈ D(R0) \ (Stop0 ∪ BA0) satisfying
µ(3BQ ∩RFar) > ε1/40 µ(3BQ). (6.3)
Let Stop ⊂ D(R0) be the family of maximal (and thus disjoint) cubes from Stop0 ∪BA0 ∪F0.
Set HD = HD0 ∩ Stop, LD = LD0 ∩ Stop, BS = BS0 ∩ Stop, BA = BA0 ∩ Stop, F = F0 ∩ Stop.
We define Tree ⊂ Tree0 as the family of cubes that are not contained in any Q ∈ Stop. Note
that Stop 6⊂ Tree. For P ∈ D we set Tree0(P ) = Tree0 ∩ D(P ), Tree(P ) = Tree ∩ D(P ).
6.1. Properties of cubes in Tree.
Lemma 6.1. The following estimates hold:
µ(1.5BQ) ≥ τℓ(Q)n ∀ Q ∈ Tree0 ∪ Stop0 \ LD0, (6.4)
µ(100BQ) . Aℓ(Q)
n ∀ Q ∈ Tree0 ∪ Stop0, (6.5)
µ(Q \G) ≤ 1
2
µ(Q) ∀ Q ∈ Tree0, (6.6)
∡(LQ, L0) ≤ θ ∀ Q ∈ Tree, (6.7)
µ(3BQ ∩RFar) ≤ ε1/40 µ(3BQ) ∀ Q ∈ Tree. (6.8)
Proof. All estimates except for (6.5) follow immediately from the stopping time conditions.
(6.5) holds for R0 because R0 ∈ Dsdb. To see it for Q ∈ Tree0 ∪ Stop0, Q 6= R0, note that
the parent of Q, denoted by R, satisfies R ∈ Tree0, and so µ(100BQ) ≤ µ(3BR) ≤ Aℓ(R)n ≈
Aℓ(Q)n. 
Remark 6.2. Note that, by (6.4) and (6.5), for Q ∈ Tree0 ∪ Stop0 \ LD0 we have
βµ,2(3BQ) ≈A,τ βhµ,2(3BQ) and αµ(3BQ) ≈A,τ αhµ(3BQ).
Lemma 6.3. Let R ∈ Tree0. Then∑
Q∈Tree0(R)
αµ(3BQ)
2ℓ(Q)n .A,τ ε
2
0ℓ(R)
n, (6.9)
∑
Q∈Tree0(R)
βµ,2(3BQ)
2ℓ(Q)n .A,τ ε
2
0ℓ(R)
n. (6.10)
Moreover, for any x ∈ 3B0 ∑
Q∈Tree0
x∈3BQ
αµ(3BQ)
2 .A,τ ε
2
0, (6.11)
∑
Q∈Tree0
x∈3BQ
βµ,2(3BQ)
2 .A,τ ε
2
0. (6.12)
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Proof. Let Q ∈ Tree0(R). By the definition of G, for any z ∈ 4BQ ∩G we have∫ 1000r(R0)
0
αµ(z, r)
2 dr
r
< ε20. (6.13)
It is easy to see that for 300r(Q) ≤ r ≤ 400r(Q) we have 3BQ ⊂ B(z, r) ⊂ 25BQ, and that
µ(9BQ) ≈A,τ µ(B(z, 3r)) ≈A,τ µ(100BQ). Using (3.4) with B1 = 3BQ and B2 = B(z, r)
yields
αµ(3BQ) .A,τ αµ(B(z, r)).
Integrating with respect to r gives us for every z ∈ 4BQ ∩G∫ 400r(Q)
300r(Q)
αµ(z, r)
2 dr
r
&A,τ αµ(3BQ)
2. (6.14)
To see (6.11), let x ∈ 3B0 and choose some P ∈ Tree0 satisfying x ∈ 3BP . By (6.6) we may
pick z ∈ P ∩G. It is clear that for all cubes Q ∈ Tree0 such that ℓ(Q) > ℓ(P ) and x ∈ 3BQ
we have z ∈ 4BQ ∩ G. Thus, summing (6.14) over all such Q ⊂ R0, and noticing that for
any fixed sidelength ℓ(Q0) > ℓ(P ) there are only boundedly many Q with ℓ(Q) = ℓ(Q0) and
3BQ ∋ x, yields ∑
Q∈Tree0
x∈3BQ, ℓ(Q)>ℓ(P )
αµ(3BQ)
2 .A,τ
∫ 1000r(R0)
0
αµ,2(z, r)
2 dr
r
. ε20.
Since the estimate holds for arbitrary P ∈ Tree0 with x ∈ 3BP , (6.11) follows.
To see (6.9), we integrate (6.11) over x ∈ 3BR to get
ε20ℓ(R)
n &A,τ
∫
3BR
∑
Q∈Tree0
αµ(3BQ)
2
13BQ(x) dµ(x)
=
∑
Q∈Tree0
αµ(3BQ)
2µ(3BQ ∩ 3BR) &A,τ
∑
Q∈Tree0(R)
αµ(3BQ)
2ℓ(Q)n.
The estimates for βµ,2(3BQ) can be shown in the same way. 
Corollary 6.4. We have∑
Q∈Tree0(R)
F2.5BQ(µ, cQH
n|LQ)2ℓ(Q)−(n+2) .A,τ ε20ℓ(R)n, (6.15)∑
Q∈Tree0
x∈3BQ
F2.5BQ(µ, cQH
n|LQ)2ℓ(Q)−(2n+2) .A,τ ε20. (6.16)
Proof. Let Q ∈ Tree0. Recall that by (6.4), (6.5), we have µ(2.5BQ) ≈A,τ µ(3BQ) ≈A,τ ℓ(Q)n.
Moreover, it follows easily by (6.4) and the smallness of α and β numbers (6.11),(6.12), that
the best approximating planes for βµ,2(3BQ) and αµ(3BQ) intersect 2BQ.
Hence, by Lemma 3.4 applied to B1 = 2.5BQ and B2 = 3BQ, and by Lemma 6.3, we get
the desired estimates. 
Corollary 6.5. For every Q ∈ Tree0
cQ ≈A,τ 1. (6.17)
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Proof. By (6.4), (6.5), we have µ(1.5BQ) ≈A,τ µ(9BQ) ≈A,τ ℓ(Q)n. Together with the small-
ness of αµ(3BQ) (6.11), this implies that the best approximating plane for αµ(3BQ) intersects
2BQ. Thus, Lemma 3.3 yields
cQ ≈A,τ 1.

Lemma 6.6. We have
µ(RFar) .A,τ
√
ε0µ(R0)
n. (6.18)
Proof. We begin by using Chebyshev and Cauchy-Schwarz inequalities to obtain
√
ε0µ(RFar) ≤
∫
3B0
 ∑
Q∈Tree0
x∈3BQ
(
dist(x,LQ)
ℓ(Q)
)21/2 dµ(x)
≤
∫
3B0
∑
Q∈Tree0
x∈3BQ
(
dist(x,LQ)
ℓ(Q)
)2
dµ(x)
1/2µ(3B0)1/2.
By Fubini, the right hand side is equal to ∑
Q∈Tree0
∫
3BQ
(
dist(x,LQ)
ℓ(Q)
)2
dµ(x)
1/2µ(3B0)1/2
.A,τ
( ∑
Q∈Tree0
βµ,2(3BQ)
2ℓ(Q)n
)1/2
µ(R0)
n/2.
We can estimate this using the smallness of β-numbers (6.10), and thus
√
ε0µ(RFar) .A,τ ε0µ(R0)
n.

6.2. Balanced balls.
Lemma 6.7 ([AT15, Lemma 3.1, Remark 3.2]). Let µ be a Radon measure on Rd, and let
B ⊂ Rd be some ball with radius r > 0 such that µ(B) > 0. Let 0 < γ < 1. Then there
exist constants ρ1 = ρ1(γ) > 0 and ρ2 = ρ2(γ) > 0 such that one of the following alternatives
holds:
(a) There are points x0, . . . , xn ∈ B such that
µ(B(xk, ρ1r) ∩B) ≥ ρ2µ(B) for 0 ≤ k ≤ n,
and for any yk ∈ B(xk, ρ1r), k = 1, . . . , n, if we denote by Lyk the k-plane passing
through y0, . . . , yk, then we have
dist(yk, L
y
k−1) ≥ γr. (6.19)
(b) There exists a family of balls {Bi}i∈IB , with radii r(Bi) = 4γr, centered on B, so that
the balls {10Bi}i∈IB are pairwise disjoint,∑
i∈IB
µ(Bi) & µ(B), (6.20)
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and
Θµ(Bi) & γ
−1Θµ(B). (6.21)
We will say that a ball B is γ-balanced if the alternative (a) holds.
Lemma 6.8. Let µ be a Radon measure on Rd, B ⊂ Rd be a ball such that µ(B) ≈ µ(1.1B) >
0. Suppose L is the n-plane minimizing αµ(1.1B) and that L intersects 0.9B. There exist
C = C(n, d) < 1, γ = γ(n, d) < 1 such that if αµ(1.1B) ≤ Cγ, then B is γ-balanced.
Proof. Proof by contradiction. Suppose that B is not γ-balanced, i.e. that the alternative
(b) in Lemma 6.7 holds.
We will estimate αµ(1.1B) from below. Let c be the constant minimizing αµ(1.1B), so
that by (3.5)
c . Θµ(1.1B) ≈ Θµ(B).
Let balls {Bi}i∈IB be as in Lemma 6.7 (b), with r(Bi) = ri = 4γr(B). Let f ∈ Lip1(1.1B)
be defined in such a way that f ≡ ri on each Bi and supp f ⊂
⋃
i∈IB
2Bi ⊂ 1.1B. Then,∫
f dµ ≥
∑
i∈IB
µ(Bi)ri
(6.20)
& γr(B)µ(B).
On the other hand,
c
∫
f dH n|L
(3.5)
. Θµ(B)
∑
i∈IB
rn+1i = Θµ(B)
∑
i∈IB
Θµ(Bi)
−1µ(Bi)ri
(6.21)
. γ
∑
i∈IB
µ(Bi)ri . γ
2r(B)µ(B).
The two estimates above imply that for some dimensional constants C1, C2
αµ(1.1B) ≥ C1γ − C2γ2 > Cγ,
if we take γ and C = C(C1, C2) small enough. We reach a contradiction with the assumption
αµ(1.1B) ≤ Cγ. 
Corollary 6.9. Let Q ∈ Tree0. Then 2.5BQ is γ-balanced, where γ = γ(n, d).
Proof. We know that µ(1.5BQ) ≈A,τ µ(9BQ), and that
αµ(3BQ)
(6.11)
.A,τ ε0,
which implies (for ε0 small enough) that the best approximating plane for 3BQ intersects
2BQ. Applying Lemma 6.8 to B = 2.5BQ finishes the proof.

6.3. Small measure of cubes from BS and F.
Lemma 6.10. We have ∑
Q∈BS
µ(Q) . ε0µ(R0),
∑
Q∈F
µ(Q) .A,τ ε0
1/4 µ(R0).
SUFFICIENT CONDITION FOR RECTIFIABILITY INVOLVING WASSERSTEIN DISTANCE W2 19
Proof. We start by estimating the measure of cubes from BS. We use the definition of BS
(6.1) to get ∑
Q∈BS
µ(Q) ≤ 2
∑
Q∈BS
µ(Q \G) ≤ 2µ(R0 \G)
(5.2)
≤ 2ε0µ(3B0) ≈ ε0µ(R0).
Concerning F, we use the 5R-covering lemma to get a countable family of pairwise disjoint
balls Bi := 3BQi , Qi ∈ F, such that
⋃
i 5Bi ⊃
⋃
Q∈F Q. For every i we have
µ(5Bi) = µ(15BQi)
(6.5)
. Aℓ(Qi)
n
(6.4)
≤ A
τ
µ(Bi).
Then∑
Q∈F
µ(Q) .
∑
i
µ(5Bi) .A,τ
∑
i
µ(Bi)
(6.3)
≤ 1
ε
1/4
0
∑
i
µ(Bi ∩RFar) ≤ 1
ε
1/4
0
µ(RFar)
(6.18)
.A,τ ε
1/4
0 µ(R0).

7. Construction of the Lipschitz graph
In this section we construct the Lipschitz graph Γ. At the beginning of Subsection 7.2 we
define also the good set RG ⊂ Γ ∩ R0, and we show that µ|RG ≪ H n. We start by proving
some auxiliary estimates.
7.1. Estimates involving best approximating planes.
Lemma 7.1. [AT15, Lemma 6.4] Suppose P1, P2 are n-planes in R
d, X = {x0, . . . , xn} is a
collection of n points, and
d1 = d1(X) =
1
diam(X)
min
i
{
dist
(
xi, span(X \ {xi})
)}
∈ (0, 1), (a)
dist(xi, Pj) < d2 diam(X) for i = 0, . . . , n and j = 1, 2, (b)
where d2 < d1/(2d). Then for y ∈ P2
dist(y, P1) ≤ d2
(
2d
d1
dist(y,X) + diam(X)
)
. (7.1)
Lemma 7.2. Suppose Q1, Q2 ∈ Tree0 are such that dist(Q1, Q2) . ℓ(Q1) ≈ ℓ(Q2). Let
P ∈ Tree0 be the smallest cube such that 3BP ⊃ 3BQ1 ∪ 3BQ2. Then ℓ(P ) ≈ ℓ(Q1), and for
all y ∈ LQ2
dist(y, LQ1) .A,τ βµ,2(3BP )(dist(y,Q2) + ℓ(Q2)).
In particular,
∡(LQ1, LQ2) .A,τ βµ,2(3BP ) .A,τ ε0. (7.2)
Proof. Since 3B0 ⊃ 3BQ1 ∪ 3BQ2 and R0 ∈ Tree0, the cube P is well-defined. The compara-
bility ℓ(P ) ≈ ℓ(Q2) holds due to the assumption dist(Q1, Q2) . ℓ(Q1) ≈ ℓ(Q2).
Since Q1 ∈ Tree0, Corollary 6.9 tells us that 2.5BQ1 is γ-balanced. Let x0, . . . , xn ∈ 2.5BQ1
be the points from alternative (a) in Lemma 6.7. Thus, we have a family of balls {Bk :=
B(xk, ρ1r(2.5BQ1))}k=0,...,n, such that µ(Bk ∩ 2.5BQ1) ≥ ρ2µ(2.5BQ1) ≈A,τ ρ2ℓ(Q1).
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Since r(Bk) = ρ1r(2.5BQ1) ≈ ℓ(P ), and Bk ⊂ 3BQ1 ⊂ 3BP , it is clear that
1
µ(Bk)
∫
Bk
(
dist(x,LQ1)
r(Bk)
)2
dµ(x) .ρ2,A,τ βµ,2(3BQ1)
2 .A,τ βµ,2(3BP )
2,
and
1
µ(Bk)
∫
Bk
(
dist(x,LP )
r(Bk)
)2
dµ(x) .ρ2,A,τ βµ,2(3BP )
2.
Keeping in mind that ρ2 is a dimensional constant, we will not signal dependence on it in
further computations. We use the above estimates and the Chebyshev inequality to find
points yk ∈ Bk such that
dist(yk, LQ1) .A,τ βµ,2(3BP )ℓ(P ),
dist(yk, LP ) .A,τ βµ,2(3BP )ℓ(P ).
We would like to apply Lemma 7.1 to n-planes LQ1, LP and points X = {y0, . . . , yn}. We have
d1 & γ thanks to (6.19). Furthermore, due to estimate (6.12) we know that βµ,2(3BP ) .A,τ ε0,
and so βµ,2(3BP ) ≈A,τ d2 < d1/(2d) for ε0 small enough. Thus,
dist(y, LQ1) .A,τ βµ,2(3BP )(dist(y,Q1) + ℓ(Q1)) for y ∈ LP , (7.3)
dist(y, LP ) .A,τ βµ,2(3BP )(dist(y,Q1) + ℓ(Q1)) for y ∈ LQ1.
Since the assumptions about cubes Q1 and Q2 are identical, it turns out that the estimates
above are also valid if we replace Q1 with Q2, i.e.
dist(y, LQ2) .A,τ βµ,2(3BP )(dist(y,Q2) + ℓ(Q2)) for y ∈ LP ,
dist(y, LP ) .A,τ βµ,2(3BP )(dist(y,Q2) + ℓ(Q2)) for y ∈ LQ2. (7.4)
Using the triangle inequality, estimates (7.4), (7.3), and the fact that (dist(y,Q1)+ ℓ(Q1)) ≈
(dist(y,Q2) + ℓ(Q2)) we finally reach the desired inequality
dist(y, LQ1) .A,τ βµ,2(3BP )(dist(y,Q2) + ℓ(Q2)) for y ∈ LQ2.

Lemma 7.3. Let Q,P ∈ Tree be such that ℓ(Q) . ℓ(P ) and dist(Q,P ) . ℓ(P ). Then for
any x ∈ LQ ∩ CBQ we have
dist(x,LP ) .A,τ,C
√
ε0ℓ(P ).
Proof. Consider first the special case Q ⊂ P .
By Corollary 6.9, there exist balls Bk = B(xk, ρ1r(Q)), k = 0, . . . , n, such that µ(Bk ∩
2.5BQ) ≥ ρ2µ(2.5BQ), and dist(yk, Lyk−1) & γℓ(Q) for yk ∈ Bk (see (6.19)).
It follows by (6.8) that, for ε0 small enough, Bi \ RFar 6= ∅. Fix some yi ∈ Bi \ RFar for
every i = 0, . . . , n, so that
dist(yi, LQ) .
√
ε0ℓ(Q),
dist(yi, LP ) .
√
ε0ℓ(P ).
Let zi be the orthogonal projection of yi onto LQ. Since ℓ(Q) . ℓ(P ), the triangle inequality
yields
dist(zi, LP ) ≤ |yi − zi|+ dist(yi, LP ) . √ε0ℓ(P ). (7.5)
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Furthermore, if ε0 is small enough, |yi − zi| . √ε0ℓ(Q) and dist(yk, Lyk−1) & ℓ(Q) imply
that dist(zk, L
z
k−1) & ℓ(Q), and that zi ∈ 3BQ. Since LQ = span(z0, . . . , zn), it follows by
elementary geometry and (7.5) that for any x ∈ LQ ∩CBQ
dist(x,LP ) .C
√
ε0ℓ(P ),
which concludes the proof in the case Q ⊂ P .
Now, the general case follows by the above and Lemma 7.2. Indeed, take a cube R ∈ Tree
such that R ⊃ Q and ℓ(R) = ℓ(P ). The assumption dist(Q,P ) . ℓ(P ) gives us dist(R,P ) .
ℓ(P ), and so we can apply Lemma 7.2 to get
dist(y, LP ) .A,τ,C ε0ℓ(P ), y ∈ LR ∩ CBR.
On the other hand, since Q ⊂ R, we already know that for x ∈ LQ ∩ CBQ we have
dist(x,LR) .C
√
ε0ℓ(R) =
√
ε0ℓ(P ).
Putting together the two inequalities above yields the desired result. 
Lemma 7.4. Suppose the cubes Q1, Q2 ∈ Tree0 satisfy 2.5BQ1 ⊂ 2.5BQ2 , ℓ(Q1) ≈ ℓ(Q2).
Then
|cQ1 − cQ2| .A,τ ε0.
Proof. Set Bi = 2.5BQi , ri = r(Bi), zi = z(Bi), ci = cQi , Li = LQi for i = 1, 2. Let φ(z) =
(r1 − |z1 − z|)+ ∈ Lip1(B1). Then
rn1 |c1 − c2| .
∣∣∣∣∫ φ c1dH n|L1 − ∫ φ c2dH n|L1
∣∣∣∣
≤
∣∣∣∣∫ φ c1dH n|L1 − ∫ φ dµ
∣∣∣∣+ ∣∣∣∣∫ φ dµ− ∫ φ c2dH n|L2
∣∣∣∣
+ c2
∣∣∣∣∫ φ dH n|L2 − ∫ φ dH n|L1
∣∣∣∣
≤ FB1(µ, c1H n|L1) + FB2(µ, c2H n|L2) + c2
∣∣∣∣∫ φ dH n|L2 − ∫ φ dH n|L1
∣∣∣∣
(6.16),(6.17)
.A,τ ε0r
n
1 +
∣∣∣∣∫ φ dH n|L2 − ∫ φ dH n|L1
∣∣∣∣ .
The fact that the last term above can also be estimated by ε0r
n
1 follows easily by the fact
that L1 and L2 are close to each other, see Lemma 7.2. 
7.2. Lipschitz function F corresponding to the good part of R0. Consider an auxiliary
function
d(x) = inf
Q∈Tree
(
dist(x,Q) + diam(BQ)
)
, x ∈ Rd. (7.6)
Let
RG = {x ∈ Rd : d(x) = 0}.
Observe that, by the definition of function d, we have R0 \
⋃
Q∈Stop Q ⊂ RG.
Lemma 7.5. We have µ|RG ≪ H n, and for x ∈ RG
Θn∗ (µ, x) ≈A,τ Θ∗n(µ, x) ≈A,τ 1.
In consequence, dµ|RG = g dH n|RG with g ≈A,τ 1.
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Proof. Let x ∈ RG. Given some small h > 0 we use the fact that d(x) = 0 to find Q ∈ Tree
such that B(x, h) ⊂ 3BQ and ℓ(Q) ≈ h. Then
µ(B(x, h)) ≤ µ(3BQ)
(6.5)
.A ℓ(Q)
n ≈ hn.
Now, let P ∈ Tree be such that 3BP ⊂ B(x, h) and ℓ(P ) ≈ h. Then
µ(B(x, h)) ≥ µ(3BP )
(6.4)
&τ ℓ(P )
n ≈ hn.
Letting h → 0 we get Θn∗ (µ, x) ≈A,τ 1 ≈ Θ∗n(µ, x) ≈A,τ 1. µ|RG ≪ H n follows by [Mat95,
Theorem 6.9]. 
In this subsection we will define function F (x) for x ∈ Π0(RG) ⊂ L0.
Lemma 7.6. If ε0 and θ are small enough, then for any x1, x2 ∈ Rd
|Π⊥0 (x1)−Π⊥0 (x2)| . θ|Π0(x1)−Π0(x2)|+ d(x1) + d(x2). (7.7)
Proof. Fix some small h > 0. Let Q1, Q2 ∈ Tree be such that
dist(xi, Qi) + diam(BQi) ≤ d(xi) + h, i = 1, 2.
Take any yi ∈ Qi. Note that |xi − yi| ≤ d(xi) + h. The triangle inequality gives us
|Π⊥0 (x1)−Π⊥0 (x2)| ≤ |Π⊥0 (y1)−Π⊥0 (y2)|+ |Π⊥0 (x1)−Π⊥0 (y1)|+ |Π⊥0 (x2)−Π⊥0 (y2)|
≤ |Π⊥0 (y1)−Π⊥0 (y2)|+ d(x1) + d(x2) + 2h,
and similarly
|Π0(y1)−Π0(y2)| ≤ |Π0(x1)−Π0(x2)|+ d(x1) + d(x2) + 2h.
Hence, if we show that
|Π⊥0 (y1)−Π⊥0 (y2)| . θ|Π0(y1)−Π0(y2)|+ d(x1) + d(x2) + 2h, (7.8)
use the two former inequalities, and let h→ 0, we will get (7.7).
Let Pi ∈ Tree be the smallest cubes such that 3BPi ⊃ BQi and
ℓ(Pi) ≈ ε1/n0 |y1 − y2|+
∑
i
ℓ(Qi).
We also take the smallest cube R ∈ Tree such that 3BR ⊃ 3BP1 ∪ 3BP2 and
ℓ(R) ≈ |y1 − y2|+
∑
i
ℓ(Qi). (7.9)
We use the fact that 3BR ⊃ 3BP1 ∪ 3BP2 , the estimates (6.4), (6.5), the smallness of β
numbers (6.12), and the bound ε0ℓ(R)
n . ℓ(Pi)
n, to get
1
µ(9BPi)
∫
3BPi
(
dist(w,LR)
ℓ(R)
)2
dµ(w) .A,τ
ℓ(R)nβµ,2(3BR)
2
ℓ(Pi)n
.A,τ
ℓ(R)nε20
ℓ(Pi)n
. ε0.
Hence, by Chebyshev’s inequality, there exist some zi ∈ 3BPi such that
dist(zi, LR) = |zi − π(zi)| .A,τ √ε0ℓ(R) . √ε0(|y1 − y2|+ d(x1) + d(x2) + 2h), (7.10)
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where π denotes orthogonal projection onto LR, and the second inequality is due to (7.9).
Note also that, since yi, zi ∈ 3BPi , we have
|yi − zi| . ℓ(Pi) . ε1/n0 |y1 − y2|+ d(x1) + d(x2) + 2h. (7.11)
Now, the triangle inequality and 1-Lipschitz property of Π⊥0 give us
|Π⊥0 (y1)−Π⊥0 (y2)| ≤ |Π⊥0 (π(z1))−Π⊥0 (π(z2))|+
2∑
i=1
(
|zi − π(zi)|+ |yi − zi|
)
.
To estimate the first term from the right hand side we use the fact that projections onto LR
and L0 are close to each other (6.7), the triangle inequality, and 1-Lipschitz property of Π:
|Π⊥0 (π(z1))−Π⊥0 (π(z2))| . θ|π(z1))− π(z2)| . θ|Π0(π(z1))−Π0(π(z2))|
≤ θ
(
|Π0(y1)−Π0(y2)|+
2∑
i=1
(
|zi − π(zi)|+ |yi − zi|
))
.
Putting together the two estimates above, as well as (7.10), (7.11), yields
|Π⊥0 (y1)−Π⊥0 (y2)| . θ|Π0(y1)−Π0(y2)|+
2∑
i=1
(
|zi − π(zi)|+ |yi − zi|
)
. θ|Π0(y1)−Π0(y2)|+C(A, τ)√ε0
(
|y1 − y2|+ d(x1) + d(x2) + 2h
)
+ ε
1/n
0 |y1 − y2|+ d(x1) + d(x2) + 2h.
Since |y1−y2| ≈ |Π0(y1)−Π0(y2)|+ |Π⊥0 (y1)−Π⊥0 (y2)|, we may take ε0 = ε0(A, τ, θ) so small
that (
C(A, τ)
√
ε0 + ε
1/n
0
)
|y1 − y2| ≤ θ
(
|Π0(y1)−Π0(y2)|+ |Π⊥0 (y1)−Π⊥0 (y2)|
)
.
Then, for θ small enough, we obtain the desired inequality (7.8):
|Π⊥0 (y1)−Π⊥0 (y2)| . θ|Π0(y1)−Π0(y2)|+ d(x1) + d(x2) + 2h.

The lemma above gives us for any x, y ∈ RG
|Π⊥0 (x)−Π⊥0 (y)| . θ|Π0(x)−Π0(y)|.
This allows us to define a function F on Π0(RG) ⊂ L0 as
F (Π0(x)) = Π
⊥
0 (x), x ∈ RG, (7.12)
with Lip(F ) . θ. Note that the graph of such F is precisely RG.
7.3. Extension of F to the whole L0. For any z ∈ L0 let us define
D(z) = inf
x∈Π−1
0
(z)
d(x) = inf
Q∈Tree
(
dist(z,Π0(Q)) + diam(BQ)
)
. (7.13)
For each z ∈ L0 with D(z) > 0, i.e. z ∈ L0 \ Π0(RG), we define Jz as the largest dyadic
cube from L0 such that z ∈ Jz and
diam(Jz) ≤ 1
20
inf
u∈Jz
D(u).
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Let Ji, i ∈ I, be a relabeling of the set of all such cubes Jz, without repetition.
Lemma 7.7. The cubes {Ji}i∈I are disjoint and satisfy the following:
(a) If z ∈ 15Ji, then 5 diam(Ji) ≤ D(z) ≤ 50 diam(Ji).
(b) If 15Ji ∩ 15Ji′ 6= ∅, then
ℓ(Ji) ≈ ℓ(Ji′).
(c) For each interval Ji there are at most N intervals Ji′ such that 15Ji ∩ 15Ji′ 6= ∅.
(d) L0 \Π0(RG) =
⋃
i∈I Ji =
⋃
i∈I 15Ji.
The proof is straightforward and follows directly from the definition of Ji, see [Tol14,
Lemma 7.20].
Note that, since βµ,2(3B0) is very small (6.12) and R0 is doubling, we have dist(z0, L0) ≤
2r(R0) =
1
14r0. It follows that
Π0(R0) ⊂ Π0(B0) ⊂ Π0(1.01B0) ⊂ 1.1B0 ∩ L0. (7.14)
We define the set of indices
I0 = {i ∈ I : Ji ∩ 1.5B0 6= ∅}. (7.15)
Lemma 7.8. The following holds:
(a) If i ∈ I0, then diam(Ji) ≤ 0.2r0, and 3Ji ⊂ L0 ∩ 1.9B0.
(b) If Ji ∩ 1.4B0 = ∅ (in particular if i 6∈ I0), then
ℓ(Ji) ≈ dist(z0, Ji) ≈ |z0 − z| & ℓ(R0) for all z ∈ Ji.
Proof. We begin by proving (a). Suppose i ∈ I0. Then Ji ∩ 1.5B0 6= ∅ and
3Ji ⊂ L0 ∩B(z0, 1.5r0 + 2diam(Ji)).
We need to estimate diam(Ji). By the definition of Ji, we have
diam(Ji) ≤ 1
20
inf
u∈Ji
D(u).
Since Ji∩1.5B0 6= ∅ we have infu∈Ji D(u) ≤ maxu∈L0∩1.5B0 D(u), and so it suffices to estimate
the latter quantity. Note that the definition of d (7.6) gives for x ∈ 1.5B0
d(x) ≤ dist(x,R0) + diam(B0) ≤ 1.5r0 + 2r0 = 3.5r0.
Hence, by the definition of D (7.13)
max
u∈L0∩1.5B0
D(u) ≤ max
x∈1.5B0
d(x) ≤ 3.5r0.
It follows that diam(Ji) ≤ 740r0, and
3Ji ⊂ L0 ∩B(z0, 1.85r0).
Now, let us prove (b). Suppose Ji ∩ 1.4B0 = ∅ and z ∈ Ji. Clearly, |z0 − z| ≥ 1.4r0.
Together with the definition of D (7.13) this gives
D(z) ≤ |Π0(z0)− z|+ diam(B0) ≤ 3|z0 − z|.
On the other hand, by (7.14) we have
D(z) ≥ dist(z,Π0(R0)) ≥ dist(z, 1.1B0) = |z0 − z| − 1.1r0 ≥ 3
14
|z0 − z|.
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Putting together the two estimates above gives for z ∈ Ji
1
5
|z0 − z| ≤ D(z) ≤ 3|z0 − z|.
Applying Lemma 7.7 (a) yields
5
3
diam(Ji) ≤ |z0 − z| ≤ 250 diam(Ji).
Moreover, since
|z0 − z| − diam(Ji) ≤ dist(z0, Ji) ≤ |z0 − z|,
we finally obtain
2
3
diam(Ji) ≤ dist(z0, Ji) ≤ 250 diam(Ji).

Lemma 7.9. Given i ∈ I0, there exists a cube Qi ∈ Tree such that
ℓ(Ji) ≈ ℓ(Qi),
dist(Ji,Π0(Qi)) . ℓ(Ji).
Proof. Let i ∈ I0 and z ∈ Ji. We know by Lemma 7.7 (a) that D(z) ≈ ℓ(Ji). Thus, by the
definition of D (7.13) we may find Q ∈ Tree such that
dist(z,Π0(Q)) + diam(BQ) ≈ ℓ(Ji).
Clearly, ℓ(Q) . ℓ(Ji), and dist(Ji,Π0(Q)) . ℓ(Ji). If ℓ(Q) & ℓ(Ji), we set Qi = Q and we are
done. If that is not the case, then we define Qi as the ancestor P ⊃ Q satisfying ℓ(P ) & ℓ(Ji)
(we can always do that because ℓ(Ji) . ℓ(R0) by Lemma 7.8 (a)). 
For all i ∈ I0 we define Fi : L0 → L⊥0 as the affine function whose graph is the n-plane
LQi . Since ∡(LQi , L0) ≤ θ by (6.7), we have Lip(Fi) . θ. For i 6∈ I0 set Fi ≡ 0, so that the
graph of Fi is the plane L0.
Lemma 7.10. Suppose 10Ji ∩ 10Ji′ 6= ∅. We have:
(a) if i, i′ ∈ I0, then
dist(Qi, Qi′) . ℓ(Ji),
(b) for x ∈ 100Ji
|Fi(x)− Fi′(x)| .
√
ε0ℓ(Ji),
(c) ‖∇Fi −∇Fi′‖∞ . √ε0.
Proof. Let us start with (a). We know by Lemma 7.7(b) and Lemma 7.9 that ℓ(Qi) ≈ ℓ(Qi′) ≈
ℓ(Ji) ≈ ℓ(Ji′). Let z1 ∈ Qi, z2 ∈ Qi′ be such that |Π0(z1) − Π0(z2)| ≈ dist(Π0(Qi),Π0(Qi′)).
Note that d(z1) . ℓ(Qi), d(z2) . ℓ(Qi′). It follows that
dist(Qi, Qi′) ≤ |z1 − z2| ≤ |Π⊥0 (z1)−Π⊥0 (z2)|+ |Π0(z1)−Π0(z2)|
(7.7)
. |Π0(z1)−Π0(z2)|+ d(z1) + d(z2) . dist(Π0(Qi),Π0(Qi′)) + ℓ(Ji).
On the other hand, we have by Lemma 7.9
dist(Π0(Qi),Π0(Qi′)) ≤ dist(Π0(Qi), Ji)) + dist(Ji, Ji′)+
dist(Ji′ ,Π0(Qi′)) + diam(Ji) + diam(Ji′) . ℓ(Ji).
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The two estimates together give us (a).
Now, (b) and (c) for i, i′ ∈ I0 follow immediately because we can apply Lemma 7.2 to
Qi and Qi′ . If i, i
′ /∈ I0, then (b) and (c) are trivially true, since Fi = Fi′ ≡ 0. The only
remaining case is i ∈ I0, i′ /∈ I0.
Since 10Ji ∩ 10Ji′ 6= ∅, we know by Lemma 7.7 (b) and Lemma 7.8 that ℓ(Ji) ≈ ℓ(Ji′) ≈
ℓ(R0). We apply Lemma 7.2 to Qi and R0, and the result follows.. 
Now, to define function F on L0 \Π0(RG) we consider the following partition of unity: for
each i ∈ I let ϕ˜i ∈ C∞(L0) be such that ϕ˜i ≡ 1 on 2Ji, supp ϕ˜i ⊂ 3Ji, and
‖∇ϕ˜i‖∞ . ℓ(Ji)−1,
‖D2ϕ˜i‖∞ . ℓ(Ji)−2.
Now, we set
ϕi =
ϕ˜i∑
j∈I ϕ˜j
.
Clearly, the family {ϕi}i∈I is a partition of unity subordinated to sets {3Ji}i∈I . Moreover,
the inequalities above together with Lemma 7.7 imply that each ϕi satisfies
‖∇ϕi‖∞ . ℓ(Ji)−1,
‖D2ϕi‖∞ . ℓ(Ji)−2.
Recall that in (7.12) we defined F (z) for z ∈ Π0(RG). Concerning L0 \ Π0(RG), by
Lemma 7.7 (d) we have L0 \Π0(RG) =
⋃
i∈I Ji =
⋃
i∈I 3Ji. Thus, for z ∈ L0 \Π0(RG) we may
set
F (z) =
∑
i∈I0
ϕi(z)Fi(z). (7.16)
Using Lemmas 7.7–7.10, one may follow the proofs of [Tol14, Lemma 7.24, Remark 7.26,
Lemma 7.27] to get the following.
Lemma 7.11. The function F : L0 → L⊥0 is supported on L0 ∩ 1.9B0 and is Cθ-Lipschitz,
where C > 0 is an absolute constant. Furthermore, for z ∈ 15Ji, i ∈ I,
|∇F (z)−∇Fi(z)| . √ε0, (7.17)
and
|D2F (z)| .
√
ε0
ℓ(Ji)
.
We denote the graph of F as Γ, and we define a function f : L0 → Γ as
f(x) = (x, F (x)).
We set also
σ = H n|Γ.
Lemma 7.12. Let i ∈ I0. Then B(f(zJi), 2 diam(Ji)) ⊂ 2.3B0.
Proof. By the definition of I0 we have Ji∩1.5B0 6= ∅. We know by Lemma 7.8 that diam(Ji) ≤
0.2r0, and so zJi ∈ 1.7B0. Moreover, since F is supported on L0 ∩ 1.9B0 and is Lipschitz
continuous with constant comparable to θ, we have dist(f(zJi), zJi) = |F (zJi)| . θr0.
It follows easily that B(f(zJi), 2 diam(Ji)) ⊂ 2.3B0. 
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We have defined a Lipschitz graph Γ, and a set RG ⊂ Γ ∩ R0 such that µ|RG ≪ H n.
What remains to be shown is that µ(RG) ≥ 0.5µ(R0). Since RG contains R0 \
⋃
Q∈Stop Q,
it is enough to estimate the measure of the stopping cubes – this is what we will do in the
remaining part of the article.
8. Small measure of cubes from LD
In this section we will bound the measure of low density cubes. First, let us prove some
additional estimates.
8.1. Γ lies close to R0.
Lemma 8.1. There exists a constant C1 such that for any x ∈ 3B0
dist(x,Γ) ≤ C1 d(x).
Proof. First, notice that if x ∈ 3B0 \1.01B0, then d(x) & r0, and so the estimate dist(x,Γ) ≤
C1 d(x) is trivial. Now, assume x ∈ 1.01B0.
Let ξ = Π0(x) ∈ L0, y = (ξ, F (ξ)) ∈ Γ. Lemma 7.6 gives us
dist(x,Γ) ≤ |x− y| = |Π⊥0 (x)−Π⊥0 (y)| . d(x) + d(y). (8.1)
If ξ ∈ Π0(RG), then y ∈ RG, which means that d(y) = 0 and we get dist(x,Γ) . d(x).
Now suppose ξ 6∈ Π0(RG). Let i ∈ I be such that ξ ∈ Ji. Note that since x ∈ 1.01B0, then
by (7.14) ξ ∈ 1.1B0, and so Ji ∩ 1.5B0 6= ∅. Hence, i ∈ I0. Let Qi ∈ Tree be the cube from
Lemma 7.9 corresponding to Ji. It follows that
d(y) ≤ dist(y,Qi) + ℓ(Qi) . dist(y,Qi) + ℓ(Ji). (8.2)
Now we will estimate dist(y,Qi). Let z = (ξ, Fi(ξ)) ∈ LQi . We have
|y − z| = |F (ξ) − Fi(ξ)| =
∣∣∣ ∑
j∈I0
ϕj(ξ)Fj(ξ)− Fi(ξ)
∣∣∣ = ∣∣∣ ∑
j∈I0
ϕj(ξ)(Fj(ξ)− Fi(ξ))
∣∣∣
≤
∑
j∈I0
ϕj(ξ)
∣∣∣Fj(ξ)− Fi(ξ)∣∣∣.
Since ϕj(ξ) 6= 0 only for j ∈ I0 such that ξ ∈ 3Jj , we get from Lemma 7.10 (b) that
|Fj(ξ)− Fi(ξ)| . ℓ(Ji). Hence,
|y − z| . ℓ(Ji).
We use the smallness of βµ,2(3BQi) and Chebyshev inequality to find p ∈ 2BQi , q ∈ LQi
such that |p − q| . ℓ(Ji). We know from Lemma 7.9 (b) that |Π0(p) − ξ| . ℓ(Ji), and
so |Π0(q) − ξ| . ℓ(Ji). Together with the fact that both q and z belong to LQi , and that
∡(L0, LQi) ≤ θ by (6.7), this implies
|z − q| . ℓ(Ji).
Thus,
dist(y,Qi) ≤ |y − z|+ |z − q|+ |q − p| . ℓ(Ji).
From this, (8.2), Lemma 7.7 (a), and the definition od D, we get
d(y) . ℓ(Ji) ≈ D(ξ) ≤ d(x).
The estimate above together with (8.1) conclude the proof. 
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Corollary 8.2. For every Q ∈ Tree we have
dist(Q,Γ) . ℓ(Q).
Moreover, for i ∈ I0 we have
dist(Qi, f(Ji)) . ℓ(Qi). (8.3)
Proof. Since Q ⊂ R0 ⊂ B0, the first inequality follows immediately by Lemma 8.1 and the
definition of function d.
The second inequality is implied by the first one, the fact that dist(Π0(Qi), Ji) . ℓ(Qi) by
Lemma 7.9, and that Γ is a Lipschitz graph with a small Lipschitz constant. 
Lemma 8.3. Let C > 0. If ε0 is chosen small enough, then for each Q ∈ Tree and x ∈
Γ ∩ CBQ
dist(x,LQ) .A,τ,C
√
ε0ℓ(Q).
Proof. There are three cases to consider.
Case 1. x ∈ RG, i.e. d(x) = 0.
Fix some small h > 0. Let P ∈ Tree be such that (dist(x, P ) + diam(BP )) ≤ h ≪ ℓ(Q).
Since x ∈ Γ ∩ CBQ, we have dist(P,Q) . ℓ(Q). Setting y = ΠLP (x), we clearly have
|x−y| . h, and in consequence y ∈ LP ∩C ′BQ with C ′ ≈ C. Thus, we may apply Lemma 7.3
to get
dist(y, LQ) .A,τ,C
√
ε0ℓ(Q).
Thus, dist(x,LQ) .A,τ,C
√
ε0ℓ(Q) + h. Letting h→ 0 ends the proof in this case.
Case 2. x = (ζ, F (ζ)) for ζ ∈ L0 \Π0(RG), and∑
i∈I0
ϕi(ζ) = 1.
Since F (ζ) =
∑
i ϕi(ζ)Fi(ζ), we get that x is a convex combination of points {(ζ, Fi(ζ))}i∈I1 ,
where I1 ⊂ I0 consists of indices i such that ϕi(ζ) 6= 0. Thus, it suffices to show that for each
i ∈ I1
dist
(
(ζ, Fi(ζ)), LQ
)
.A,τ,C
√
ε0ℓ(Q).
First, note that since x ∈ CBQ,
D(ζ) ≤ d(x) .C ℓ(Q).
Let Ji′ be the dyadic cube containing ζ, i
′ ∈ I1. Then
diam(Ji′) ≤ 1
20
D(ζ) .C ℓ(Q). (8.4)
Moreover, as each ϕi is supported in 3Ji, we necessarily have 3Ji ∩ Ji′ 6= ∅ for i ∈ I1. Thus,
by Lemma 7.7 (b) and by Lemma 7.9,
ℓ(Qi′) ≈ ℓ(Ji′) ≈ ℓ(Ji) ≈ ℓ(Qi)
(8.4)
.C ℓ(Q). (8.5)
Furthermore, Lemma 7.10 (a) implies
dist(Π0(Qi),Π0(Qi′)) ≤ dist(Qi, Qi′) . ℓ(Ji).
Taking into account Lemma 7.9 and the fact that ζ ∈ Ji′ ∩Π0(CBQ) we obtain
dist(Π0(Qi′),Π0(Q)) ≤ dist(Π0(Qi′), Ji′) + diam(Ji′) + dist(Π0(Q), Ji′) .C ℓ(Ji′) + ℓ(Q).
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The three estimates above yield
dist(Π0(Qi),Π0(Q)) ≤ dist(Π0(Qi),Π0(Qi′)) + diam(Π0(Qi′)) + dist(Π0(Qi′),Π0(Q))
.C ℓ(Q).
Applying Lemma 7.6 to any y1 ∈ Qi, y2 ∈ Q gives us
dist(Qi, Q) .A,τ dist(Π0(Qi),Π0(Q)) + ℓ(Q) + ℓ(Qi) .C ℓ(Q). (8.6)
Note that (ζ, Fi(ζ)) ∈ LQi ∩ C ′BQi for some C ′ = C ′(n, d) > 0. Indeed: (ζ, Fi(ζ)) ∈ LQi by
the definition of Fi; to see that (ζ, Fi(ζ)) ∈ C ′BQi observe that ϕi(ζ) 6= 0, and so ζ ∈ 3Ji,
which together with Lemma 7.9 gives (ζ, Fi(ζ)) ∈ C ′BQi .
Due to the observation above and (8.5), (8.6), we can use Lemma 7.3 to get the desired
inequality:
dist
(
(ζ, Fi(ζ)), LQ
)
.A,τ,C
√
ε0ℓ(Q).
Case 3. x = (ζ, F (ζ)) for ζ ∈ L0 \Π0(RG), and∑
i∈I0
ϕi(ζ) < 1.
It follows that there exists some k 6∈ I0 such that ζ ∈ 3Jk. Hence, by Lemma 7.8 (b)
ℓ(Jk) ≈ dist(Π0(z0), Jk) & ℓ(R0).
Furthermore, if Ji′ is the cube containing ζ = Π0(x), then using the definition of functions d
and D yields
ℓ(Ji′) . D(Π0(x)) ≤ d(x) ≤ dist(x,Q) + diam(BQ) . ℓ(Q) ≤ ℓ(R0).
Since Ji′ ∩ 3Jk 6= ∅, Lemma 7.7 (b) gives us ℓ(Ji′) ≈ ℓ(Jk). Thus,
ℓ(Ji′) ≈ ℓ(Q) ≈ ℓ(R0),
and again using Lemma 7.7 (b) we get that ℓ(Ji) ≈ ℓ(R0) for all i ∈ I1, where I1 ⊂ I0
are indices such that ζ ∈ 3Ji. By the definition of cubes Qi in Lemma 7.9, we also have
ℓ(Qi) ≈ ℓ(R0).
It is clear that dist(Qi, R0) = 0, and so the assumptions of Lemma 7.2 are satisfied for Qi
and R0. Since dist((ζ, Fi(ζ)), Qi) . ℓ(R0) ≈ ℓ(Qi), we get that
|Fi(ζ)| = dist
(
(ζ, Fi(ζ)), L0
)
.A,τ ε0ℓ(R0) ≈ ε0ℓ(Q)
for i ∈ I1. Hence,
dist
(
(ζ, F (ζ)), L0
)
= |F (ζ)| ≤
∑
i∈I1
ϕi(ζ)|Fi(ζ)| .A,τ ε0ℓ(Q)
∑
i∈I1
ϕi(ζ) ≤ ε0ℓ(Q).
At the same time, the planes LQ and L0 are close to each other due to Lemma 7.2, and so
dist
(
(ζ, F (ζ)), LQ
)
.A,τ ε0ℓ(Q).

Corollary 8.4. Let θ and ε0 be small enough. Suppose Q ∈ Tree satisfies 10BQ ∩ Γ 6= ∅.
Then for y ∈ LQ ∩ 10BQ
dist(y,Γ) .A,τ
√
ε0ℓ(Q).
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Proof. Let F˜ : LQ → L⊥Q be defined in such a way that Γ is the graph of F˜ . This definition
makes sense because ∡(LQ, L0) ≤ θ. Moreover, Lip(F ) . θ implies that Lip(F˜ ) . θ.
Let x ∈ LQ be such that (x, F˜ (x)) ∈ 10BQ ∩ Γ. By the triangle inequality and Lemma 8.3
we have for y ∈ LQ ∩ 10BQ
|F˜ (y)| ≤ |F˜ (y)− F˜ (x)|+ |F˜ (x)| . θℓ(Q) + C(A, τ)√ε0ℓ(Q).
Thus, for θ and ε0 small enough, we have (y, F˜ (y)) ∈ 11BQ ∩ Γ and we may use Lemma 8.3
once again to conclude that
dist(y,Γ) ≤ |F˜ (y)| = dist
(
(y, F˜ (y)), LQ
)
.A,τ
√
ε0ℓ(Q).

Recall that
RFar = {x ∈ 3B0 : dist(x,LQ) ≥
√
ε0ℓ(Q) for some Q ∈ Tree0 s.t. x ∈ 3BQ}.
Lemma 8.5. For all x ∈ 3B0 \RFar
dist(x,Γ) .A,τ
√
ε0 d(x).
Proof. If d(x) = 0, then x ∈ RG ⊂ Γ and we are done. Suppose that d(x) > 0. Let Q ∈ Tree
be such that
dist(x,Q) + diam(BQ) ≤ 2d(x).
Fix some z ∈ Q and note that |z − x| ≤ 2d(x).
Let C1 be the constant from Lemma 8.1. If we have B(z, 2(C1 + 2)d(x)) ⊂ 3B0, then let
P ∈ Tree be the smallest cube satisfying B(z, 2(C1 + 2)d(x)) ⊂ 3BP ; otherwise, set P = R0.
In both cases we have ℓ(P ) ≈ d(x), as well as x ∈ 3BP . Moreover, we know from Lemma 8.1
that
dist(z,Γ) ≤ |z − x|+ dist(x,Γ) ≤ (2 + C1)d(x).
Hence, 3BP ∩ Γ 6= ∅ (for P = R0 this is obvious, and for P ( R0 it follows from the fact
that B(z, 2(C + 2)d(x)) ⊂ 3BP ).
The assumption x 6∈ RFar gives us
|x−ΠLP (x)| ≤
√
ε0ℓ(P ),
and so ΠLP (x) ∈ 4BP ∩ LP . We apply Corollary 8.4 to ΠLP (x) to get
dist(ΠLP (x),Γ) .A,τ
√
ε0ℓ(P ).
The two inequalities above and the fact that ℓ(P ) ≈ d(x) imply
dist(x,Γ) .A,τ
√
ε0 d(x).

Lemma 8.6. For every x ∈ Γ we have D(Π0(x)) ≤ d(x) . D(Π0(x)).
Proof. The inequality D(Π0(x)) ≤ d(x) follows directly from the definition of D (7.13).
To see that d(x) . D(Π0(x)), let Q ∈ Tree be such that
diam(BQ) + dist(Π0(Q),Π0(x)) ≤ D(Π0(x)) + h (8.7)
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for some small h > 0. Take any y ∈ 3BQ \RFar, then by Lemma 8.5 we have some z ∈ Γ such
that
dist(y,Γ) = |y − z| .A,τ √ε0d(y) . √ε0 diam(BQ)
(8.7)
≤ D(Π0(x)) + h.
Using the fact that x, z ∈ Γ, that y ∈ 3BQ, and the inequality above, we have
|x− z| ≤ 2|Π0(x)−Π0(z)| ≤ 2|Π0(x)−Π0(y)|+ 2|Π0(y)−Π0(z)|
(8.7)
. D(Π0(x)) + h,
and so
|x− y| ≤ |x− z|+ |z − y| . D(Π0(x)) + h.
It follows that
d(x) ≤ d(y) + |x− y| . diam(BQ) +D(Π0(x)) + h
(8.7)
. D(Π0(x)) + h.
Letting h→ 0 ends the proof. 
8.2. Estimating the measure of LD.
Lemma 8.7. If ε0 and τ are small enough, with ε0 = ε0(τ)≪ τ , then∑
Q∈LD
µ(Q) . τµ(R0). (8.8)
Proof. Recall that by Lemma 6.6 we have µ(RFar) .A,τ
√
ε0µ(R0). Hence, for ε0 small enough
we get µ(RFar) ≤ τµ(R0), and so to show (8.8) it suffices to prove
µ(RLD) . τµ(R0),
where RLD =
⋃
Q∈LD Q \RFar.
We use Besicovitch covering theorem to find a countable collection of points xi ∈ RLD such
that xi ∈ Qi \RFar, Qi ∈ LD, and
RLD ⊂
⋃
i
B(xi, r(Qi)),∑
i
1B(xi,r(Qi)) ≤ N,
where N is a dimensional constant.
Observe that B(xi, r(Qi)) ⊂ 1.5BQi . It follows that
µ(RLD) ≤
∑
i
µ(B(xi, r(Qi))) ≤
∑
i
µ(1.5BQi) . τ
∑
i
r(Qi)
n,
where the last inequality was obtained using the fact that Qi ∈ LD. Furthermore, since xi 6∈
RFar we may use Lemma 8.5 to get dist(xi,Γ) .A,τ
√
ε0 d(xi). Note also that d(xi) . r(Qi).
Hence,
dist(xi,Γ) .A,τ
√
ε0r(Qi).
So, if ε0 is small enough, Γ passes close to the center of B(xi, r(Qi)). Since Γ is a Lipschitz
graph with small Lipschitz constant we get
r(Qi)
n . H n(Γ ∩B(xi, r(Qi))).
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Thus,
µ(RLD) . τ
∑
i
r(Qi)
n . τ
∑
i
H
n(Γ ∩B(xi, r(Qi))) . τH n
(
Γ ∩
⋃
i
B(xi, r(Qi))
)
≤ τH n(Γ ∩ 1.5B0) ≈ τℓ(R0)n.
We have ℓ(R0)
n ≈ µ(3B0) ≈ µ(R0) because Θµ(3B0) = 1, see Remark 5.5, and R0 is doubling.
Hence,
µ(RLD) . τµ(R0).

9. Approximating measure ν
In order to estimate the measure of high density cubes, we need to introduce a measure ν
supported on Γ which will approximate µ.
9.1. Definition and properties of ν. Let η < 1/1000 be a small dimensional constant
which will be fixed in the proof of Lemma 9.1 (c). For every i ∈ I (the set of indices from
Section 7.3) consider a finite collection of points {z′k}k∈Ki ⊂ Ji, #Ki .n 1, such that the
balls B(z′k, 0.5ηℓ(Ji)) cover the whole Ji. We set K =
⋃
iKi, K0 =
⋃
i∈I0 Ki.
For k ∈ Ki we define
zk = f(z
′
k) ∈ Γ,
rk = ηℓ(Ji),
Bk = B(zk, rk).
The following lemma collects basic properties of Bk.
Lemma 9.1. We have the following:
(a) For k ∈ Ki
Π0(3Bk) ⊂ 2Ji. (9.1)
(b) For k ∈ K there exist at most C = C(n) indices k′ ∈ K such that Π0(3Bk) ∩
Π0(3Bk′) 6= ∅ (in particular, there are at most C indices k′ ∈ K such that 3Bk ∩
3Bk′ 6= ∅). Moreover, for all such k′ we have
rk ≈ rk′ . (9.2)
(c) For k ∈ K and x ∈ 3Bk we have
rk ≤ d(x) ≤ η−3/2rk. (9.3)
(d) For k ∈ K0
3Bk ⊂ 2.3B0. (9.4)
(e) For k 6∈ K0
rk ≈ |zk − z0| & ℓ(R0). (9.5)
If additionally 3Bk ∩ 3B0 6= ∅, then
rk ≈ ℓ(R0). (9.6)
(f) Finally, ⋃
k∈K
Bk ∩ Γ =
⋃
k∈K
3Bk ∩ Γ = Γ \RG. (9.7)
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Proof. (a) follows immediately by the definition of Bk.
Concerning (b), suppose k ∈ Ki and Π0(3Bk) ∩ Π0(3Bk′) 6= ∅ for some k′ ∈ Ki′ . By (a)
we know that 2Ji ∩ 2Ji′ 6= ∅, and there are at most N such indices i′, see Lemma 7.7) (c).
Since #Ki .n 1 by the definition, we get that there are at most C(n,N) indices k
′ satisfying
Π0(3Bk) ∩Π0(3Bk′) 6= ∅. The estimate rk ≈ rk′ follows by Lemma 7.7 (b).
To prove (c), recall that zk is the center of Bk. By the definition, Π0(zk) ∈ Ji for i ∈ I
such that rk = ηℓ(Ji). Lemma 7.7 (a) gives us D(Π0(zk)) ≈n ℓ(Ji). Hence, by Lemma 8.6 we
get
d(zk) ≈ ℓ(Ji) = η−1rk.
Now, for an arbitrary x ∈ 3Bk we have by the 1-Lipschitz property of function d that
|d(x) − d(zk)| ≤ |x− zk| ≤ 3rk,
Since d(zk) ≈ η−1rk, choosing η small enough we arrive at d(x) ≈ η−1rk, and so for η small
enough rk ≤ d(x) ≤ η−3/2rk.
Concerning (d), let i ∈ I0 be such that Π0(zk) ∈ Ji. We know by Lemma 7.12 that
B(f(zJi), 2 diam(Ji)) ⊂ 2.3B0. Since 3Bk ⊂ B(f(zJi), 2 diam(Ji)), we get 3Bk ⊂ 2.3B0.
To show (e), let k ∈ K \K0. Let i ∈ I \I0 be such that k ∈ Ki, i.e. Π0(zk) ∈ Ji. By (c) and
Lemma 8.6 we have d(zk) ≈ D(Π0(zk)) ≈ rk. At the same time, |Π0(zk)−z0| ≈ ℓ(Ji) & ℓ(R0)
by Lemma 7.8 (b). Recall also that ‖F‖∞ . θℓ(R0) due to Lipschitz continuity and the fact
that supp(F ) ⊂ 1.9B0, see Lemma 7.11. It follows that
|zk − z0| ≤ |zk −Π0(zk)|+ |Π0(zk)− z0| . |F (zk)|+ ℓ(Ji) . θℓ(R0) + ℓ(Ji) . ℓ(Ji),
and on the other hand
|zk − z0| ≥ |Π0(zk)− z0| − |zk −Π0(zk)| ≥ C ℓ(Ji)− |F (zk)| ≥ C ℓ(Ji)− C ′ θℓ(R0)
≥ C ℓ(Ji)− C ′′ θℓ(Ji) & ℓ(Ji),
for θ small enough. Hence, |zk − z0| ≈ ℓ(Ji) ≈ rk & ℓ(R0).
Now, assume also 3Bk ∩ 3B0 6= ∅, and suppose x ∈ 3B0 ∩ 3Bk. We have Π0(x) ∈ 2Ji
by (9.1). Clearly, D(Π0(x)) ≤ d(x) . ℓ(R0), and so rk ≈ ℓ(Ji) ≈ D(Π0(x)) . ℓ(R0) by
Lemma 7.7 (a).
Finally, to see (9.7) note that by the definition of Bk and by (a) we have
f(Ji) ⊂
⋃
k∈Ki
Bk ∩ Γ ⊂
⋃
k∈Ki
3Bk ∩ Γ ⊂ f(2Ji).
Together with Lemma 7.7 (d) this implies (9.7). 
Since η is a dimensional constant, we will usually not mention dependence on it in our
further estimates.
Due to bounded superposition of 3Bk (Lemma 9.1 (b)) we may define a partition of unity
{hk}k∈K such that 0 ≤ hk ≤ 1, supphk ⊂ 3Bk, Lip(hk) ≈ ℓ(Ji)−1, and
h =
∑
k∈K
hk ≡ 1 on
⋃
k∈K
2Bk. (9.8)
Again, by the bounded superposition of 3Bk we may assume
hk(x) ≈ 1, x ∈ Bk. (9.9)
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Recall that σ = H n|Γ, and that c0 is a constant minimizing αµ(3B0). We set
ck =

∫
hk dµ∫
hk dσ
for k ∈ K0,
c0 for k 6∈ K0.
(9.10)
We define the approximating measure as
ν = µ|RG +
∑
k
ckhkσ. (9.11)
Note that, since µ|RG ≪ σ by Lemma 7.5, we also have ν ≪ σ. To simplify the notation, we
introduce
µG = µ|RG,
µB = µ− µG,
νB = ν − µG =
∑
k
ckhkdσ.
Note that by Lemma 9.1 (d), (9.7), and the fact that RG ⊂ B0, we get
Γ \ (2.3B0) = L0 \ (2.3B0) ⊂ Γ ∩
⋃
k 6∈K0
Bk,
and so by the definition of ν we have
ν|(2.3B0)c = c0H n|L0\(2.3B0). (9.12)
Lemma 9.2. For each k ∈ K0 there exists Pk ∈ Tree such that 3Bk ⊂ 2.5BPk , and ℓ(Pk) ≈ rk.
Proof. We know by (9.4) that 3Bk ⊂ 2.3B0. Thus, we may define Pk as the smallest cube in
Tree such that 3Bk ⊂ 2.5BPk . We have ℓ(Pk) ≈ rk due to (9.3). 
We will write for k ∈ K0
B˜k = 2.5BPk , (9.13)
c˜k = cPk ,
Lk = LPk ,
and for k 6∈ K0 set B˜k = 2.5B0, c˜k = c0, and Lk = L0.
Note that for every k ∈ K
dist(zk, Lk) .A,τ
√
ε0rk. (9.14)
Indeed, for k ∈ K0, it follows by Lemma 8.3 applied to zk and Pk. For k 6∈ K0, but such that
zk ∈ 1.9B0, again it follows by Lemma 8.3 applied to zk and R0. Finally, for k 6∈ K0 such that
zk 6∈ 1.9B0 this is trivially true because Γ \ (1.9B0) = L0 \ (1.9B0), and so dist(zk, L0) = 0.
Lemma 9.3. For k ∈ K the set Γ ∩ 3Bk is a Lipschitz graph over Lk, with a Lipschitz
constant at most C
√
ε0.
Proof. Suppose k ∈ K0, i.e. that k ∈ Ki for some i ∈ I0. We know by (7.17) that f(15Ji) is
a C
√
ε0-Lipschitz graph over LQi (recall that Fi is an affine function whose graph is LQi).
At the same time, since Pk satisfies dist(Pk, Qi) . ℓ(Qi) (see (8.3) and the definition
of Pk) and ℓ(Pk) ≈ rk ≈ ℓ(Qi), we can apply Lemma 7.2 to get ∡(LQi, Lk) .A,τ ε0. It
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follows that f(15Ji) is a C
√
ε0-Lipschitz graph over Lk. The same is true for k 6∈ K0: since
Lk = L0 = graph(Fi), it follows immediately by (7.17). We conclude by noting that
Γ ∩ 3Bk
(9.1)⊂ f(15Ji).

Lemma 9.3 and (9.14) imply that for every k ∈ K
F3Bk(σ,H
n|Lk) .A,τ
√
ε0r
n+1
k . (9.15)
Furthermore, by (6.16) we have
F
B˜k
(µ, c˜kH
n|Lk) .A,τ ε0rn+1k . (9.16)
Lemma 9.4. For k ∈ K we have
|ck − c˜k| .A,τ
√
ε0. (9.17)
Proof. For k 6∈ K0 we have ck = c0 = c˜k, so the claim is trivially true. Suppose k ∈ K0.
Recall that hk ≈ 1 in Bk (9.9), Lip(hk) ≈ r−1k , and c˜k ≈A,τ 1 by (6.17). It follows that
|ck − c˜k| rnk
(9.9)≈ |ck − c˜k|
∫
hk dσ =
∣∣∣∣∫ hk dµ− ∫ hk c˜k dσ∣∣∣∣
≤
∣∣∣∣∫ hk dµ− ∫ hk c˜k dH n|Lk
∣∣∣∣+ c˜k ∣∣∣∣∫ hk dH n|Lk −
∫
hk dσ
∣∣∣∣
≤ F
B˜k
(µ, c˜kH
n|Lk)r−1k + c˜kF3Bk(σ,H n|Lk)r−1k
(9.15),(9.16)
.A,τ
√
ε0r
n
k .

An immediate corollary of (6.17) and the lemma above is that for k ∈ K
ck ≈A,τ 1. (9.18)
Lemma 9.5. The measure ν is n-AD-regular, that is, for x ∈ Γ, r > 0
ν(B(x, r)) ≈A,τ rn
Proof. We know by (9.7), the definition of h (9.8), and (9.18) that
dσ|Γ\RG =
∑
k
hkdσ ≈A,τ
∑
k
ckhkdσ.
Together with Lemma 7.5 this gives
dν = dµG +
∑
k
ckhkdσ ≈A,τ dσ.

Lemma 9.6. If k, j ∈ K satisfy 3Bk ∩ 3Bj 6= ∅, then
|ck − cj | .A,τ
√
ε0.
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Proof. If 3Bk ∩ 3Bj 6= ∅, then by (9.1) and Lemma 7.7 (b) it follows that
rk ≈ rj .
Now, since 3Bk ∩ 3Bj 6= ∅ and rk ≈ rj , we get that there exists R ∈ Tree such that
2.5BR ⊃ B˜k ∪ B˜j and ℓ(R) ≈ rk. Hence, we may use Lemma 7.4 and Lemma 9.4 to obtain
|ck − cj| ≤ |ck − c˜k|+ |c˜k − cR|+ |cR − c˜j |+ |c˜j − cj | .A,τ
√
ε0.

9.2. ν approximates µ well.
Lemma 9.7. We have
3B0 \ (RG ∪RFar) ⊂
⋃
k∈K
2Bk.
In consequence, for every x ∈ 3B0 \ (RG ∪RFar) we have h(x) = 1.
Proof. Let x ∈ 3B0 \ (RG ∪RFar). We will find k ∈ K such that x ∈ 2Bk.
By Lemma 8.5 we have y ∈ Γ such that
|x− y| .A,τ √ε0d(x). (9.19)
Since x 6∈ RG, we have d(x) > 0. Moreover, since d(x) ≤ d(y) + |x− y| ≤ d(y) + 0.5d(x), we
get that 0 < d(x) ≤ 2d(y). In particular, y 6∈ RG and by (9.7) there exists k ∈ K such that
y ∈ Bk ∩ Γ. It follows by Lemma 9.1 (c) that
d(x) ≤ 2d(y) ≈ rk.
Together with (9.19) this gives |x− y| ≤ rk/2, for ε0 small enough. Since y ∈ Bk, we get that
x ∈ 2Bk.

Lemma 9.8. Suppose that x ∈ 2.5B0, r ≥ Cd(x) for some C > 0, and that B(x, r) ⊂ 3B0.
Then,
FB(x,r)(µB , hµ) .A,C ε
1/4
0 r
n+1.
Proof. Since B(x, r) ⊂ 3B0, and r ≥ Cd(x), there exists a cube Q ∈ Tree such that B(x, r) ⊂
3BQ and ℓ(Q) ≈C r. In consequence, using the properties of Tree yields
µ(B(x, r) \RFar) ≤ µ(3BQ \RFar)
(6.8)
≤ ε1/40 µ(3BQ)
(6.5)
.A,C ε
1/4
0 r
n.
Thus, given any φ ∈ Lip1(B(x, r)) we have∣∣∣∣∫ φ dµB − ∫ φ dµB |(RFar)c
∣∣∣∣ ≤ rµ(B(x, r) \RFar) .A,C ε1/40 rn+1,
and so FB(x,r)(µB , µB |(RFar)c) .A,C ε
1/4
0 r
n+1. Similarly, FB(x,r)(hµ, hµ|(RFar)c) .A,C ε
1/4
0 r
n+1.
Now, observe that hµ = hµB by the definition of h. Moreover, inside B(x, r) we have
hµB |(RFar)c = µB|(RFar)c
because h ≡ 1 on 3B0 \ (RG ∪RFar) by Lemma 9.7. Thus, the triangle inequality yields
FB(x,r)(µB , hµ) ≤ FB(x,r)(µB , hµ|(RFar)c) + FB(x,r)(hµ, hµ|(RFar)c) .A,C ε
1/4
0 r
n+1.

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Lemma 9.9. If x ∈ 2.5B0 and r > 0 satisfy B(x, r) ⊂ 2.5B0, then
FB(x,r)(νB , hµ) .A,τ
√
ε0
∑
3Bk∩B(x,r)6=∅
rn+1k . (9.20)
Proof. Since νB =
∑
k ckhkσ, our aim is estimating FB(x,r)(
∑
k ckhkσ, hµ). Set
K(x, r) = {k ∈ K : 3Bk ∩B(x, r) 6= ∅}.
First, we will deal with k ∈ K(x, r) \K0. For such k by (9.6) we have
rk ≈ ℓ(R0). (9.21)
In particular, r . rk, and so given φ ∈ Lip1(B(x, r)) we have Lip(φhk) . 1, supp(φhk) ⊂
B(x, r) ∩ 3Bk ⊂ 2.5B0.
Moreover, recall that
F2.5B0(µ, c0H
n|L0)
(6.16),(6.5)
.A ε0ℓ(R0)
n+1 (9.21)≈ ε0rn+1k . (9.22)
In consequence, since ck = c0 by (9.10), we have for any φ ∈ Lip1(B(x, r))∣∣∣∣∣∣∣
∑
k∈K(x,r)\K0
(∫
φhkc0 dσ −
∫
φhk dµ
)∣∣∣∣∣∣∣
≤
∑
k∈K(x,r)\K0
(∣∣∣∣∫ φhkc0 dH n|L0 − ∫ φhk dµ
∣∣∣∣+ c0 ∣∣∣∣∫ φhk dH n|L0 − ∫ φhk dσ
∣∣∣∣
)
≤
∑
k∈K(x,r)\K0
(
F2.5B0(µ, c0H
n|L0) + c0F3Bk(σ,H n|L0)
)
(9.22),(9.15),(6.17)
.A,τ
∑
k∈K(x,r)\K0
√
ε0r
n+1
k .
Now, we turn our attention to k ∈ K0(x, r) = K(x, r) ∩K0. For any φ ∈ Lip1(B(x, r)) we
have∣∣∣∣∣∣∣
∑
k∈K0(x,r)
(∫
φckhk dσ −
∫
φhk dµ
)∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∑
k∈K0(x,r)
(∫
(φ− φ(zk))ckhk dσ −
∫
(φ− φ(zk))hk dµ
)∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
∑
k∈K0(x,r)
φ(zk)
(∫
ckhk dσ −
∫
hk dµ
)∣∣∣∣∣∣∣ =: I1 + I2.
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We start by estimating I1. Observe that setting Φk = (φ − φ(zk))hk we have Lip(Φk) . 1
and suppΦk ⊂ 3Bk. Hence,
I1 =
∣∣∣∣∣∣∣
∑
k∈K0(x,r)
(∫
ckΦk dσ −
∫
Φk dµ
)∣∣∣∣∣∣∣
(9.15),(9.18)
≤
∑
k∈K0(x,r)
(∣∣∣∣∫ ckΦkdH n|Lk −
∫
Φk dµ
∣∣∣∣+ C(A, τ)√ε0rn+1k
)
(9.17)
≤
∑
k∈K0(x,r)
(∣∣∣∣∫ c˜kΦkdH n|Lk −
∫
Φk dµ
∣∣∣∣+ C(A, τ)√ε0rn+1k
)
(9.16)
.A,τ
∑
k∈K0(x,r)
√
ε0r
n+1
k .
Concerning I2, note that for k ∈ K0(x, r) we have by the definition of ck (9.10)∫
ckhk dσ −
∫
hk dµ = 0,
and so
I2 = 0.
Putting together the estimates for k ∈ K(x, r)\K0 and for k ∈ K0(x, r), and taking supremum
over φ ∈ Lip1(B(x, r)), we finally get
FB(x,r)(νB, hµ) .A,τ
√
ε0
∑
k∈K(x,r)
rn+1k .

The previous two lemmas, and the fact that FB(ν, µ) = FB(νB , µB), imply the following:
Lemma 9.10. For x ∈ 2.5B0 and r & d(x) such that B(x, r) ⊂ 2.5B0 we have
FB(x,r)(ν, µ) .A,τ ε
1/4
0 r
n+1 +
√
ε0
∑
3Bk∩B(x,r)6=∅
rn+1k . (9.23)
In particular, we have
F2.5B0(ν, µ) .A,τ ε
1/4
0 ℓ(R0)
n+1. (9.24)
Lemma 9.11. For x ∈ Γ and r & ℓ(R0) such that B(x, r) ∩ 3B0 6= ∅ we have
FB(x,r)(ν, c0H
n|L0) .A,τ ε
1/4
0 rℓ(R0)
n. (9.25)
Proof. Recall that by (9.12) we have
ν|(2.3B0)c = c0H n|L0∩(2.3B0)c .
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To take advantage of this equality, we define an auxiliary function ψ such that ψ ≡ 1 on
2.3B0, supp(ψ) ⊂ 2.5B0, and Lip(ψ) . ℓ(R0)−1. Then,∣∣∣∣∫ ψ dν − c0 ∫ ψ dH n|L0
∣∣∣∣
(9.24)
.
∣∣∣∣∫ ψ dµ− c0 ∫ ψ dH n|L0
∣∣∣∣+ ε1/40 ℓ(R0)n
(6.16)
≤ C(A, τ)ε0ℓ(R0)n + ε1/40 ℓ(R0)n . ε1/40 ℓ(R0)n. (9.26)
Recall that z0 = zR0 . It follows that for φ ∈ Lip1(B(x, r)) we have∣∣∣∣∫ φ (dν − c0dH n|L0)
∣∣∣∣ = ∣∣∣∣∫ ((φ− φ(z0))ψ + φ(z0)ψ + φ(1− ψ)) (dν − c0dH n|L0)
∣∣∣∣
(9.12)
≤ F2.5B0(ν, µ) + F2.5B0(c0H n|L0 , µ) + |φ(z0)|
∣∣∣∣∫ ψ (dν − c0dH n|L0)
∣∣∣∣ + 0
(9.24),(6.16)
.A,τ ε
1/4
0 ℓ(R0)
n+1 + ε0ℓ(R0)
n+1 + |φ(z0)|
∣∣∣∣∫ ψ (dν − c0dH n|L0)
∣∣∣∣
(9.26)
. ε
1/4
0 ℓ(R0)
n+1 + rε
1/4
0 ℓ(R0)
n . ε
1/4
0 rℓ(R0)
n.

10. Small measure of cubes from HD
For brevity of notation let us denote by Π∗ν the image measure of ν by Π0, that is the
measure such that Π∗ν(A) = ν(Π
−1
0 (A)). Set
f =
dΠ∗ν
dH n|L0
.
The key estimate necessary to bound the measure of high density cubes is the following.
Lemma 10.1. We have
‖f − c0‖2L2(H n|L0 ) .A,τ ε
1/8
0 µ(R0). (10.1)
We postpone the proof of the above lemma to the next section. Let us show now how we
can use it to estimate the measure of cubes in HD.
Lemma 10.2. We have ∑
Q∈HD
µ(Q) .A,τ ε
1/8
0 µ(R0). (10.2)
Proof. Recall that by Lemma 6.6 we have µ(RFar) .A,τ
√
ε0µ(R0). Thus, to show (10.2) it
suffices to prove
µ(RHD) . ε
1/8
0 µ(R0),
where RHD =
⋃
Q∈HD Q \RFar.
For every x ∈ RHD we define Bx = B(x, r(Qx)/100), where Qx ∈ HD is such that x ∈ Qx.
We use the 5r-covering theorem to choose {xj}j∈J such that all Bxj are pairwise disjoint and⋃
j 5Bxj covers
⋃
x∈RHD
Bx. Observe that 5Bxj ⊂ 3BQxj , and so by (6.5)
µ(5Bxj ) .A r(Bxj )
n. (10.3)
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For every j set Bj =
1
2Bxj , Qj = Qxj , and let Pj ∈ Tree be the parent of Qj. We have
ℓ(Pj) ≈ ℓ(Qj) ≈ r(Bj). Since xj 6∈ RFar, we can use Lemma 8.5 to obtain
dist(xj ,Γ) .A,τ
√
ε0d(xj) .
√
ε0ℓ(Pj) ≈A,τ √ε0r(Bj).
Since 2Bj are disjoint, the centers of Bj are close to Γ, and Γ is a graph of function F with
Lip(F ) . θ ≪ 1, it follows that Π0(Bj) are disjoint as well.
We use the above to get
µ(RHD) ≤
∑
j∈J
µ(5Bxj )
(10.3)
.A
∑
j∈J
r(Bxj )
n ≈
∑
j∈J
H
n(Π0(Bj)) = H
n
( ⋃
j∈J
Π0(Bj)
)
. (10.4)
We claim that ⋃
j∈J
Π0(Bj) ⊂ BM, (10.5)
where
BM = {x ∈ L0 : M(f − c0) > 1},
and M is the Hardy-Littlewood maximal function on L0. BM stands for “big M”. Before
we prove (10.5), note that due to the weak type (2, 2) estimate for M we have
H
n(BM) . ‖f − c0‖2L2(H n(L0)).
Putting this together with (10.4), (10.5), and our key estimate from Lemma 10.1, we get that
µ(RHD) .A,τ ε
1/8
0 µ(R0).
Therefore, all that remains is to show (10.5).
Let j ∈ J, y ∈ Π0(Bj). Since |y − Π0(xj)| ≤ r(Bj) ≤ r(BQj) and Π0(xj) ∈ Π0(BQj ), we
have B(y, 25r(BQj )) ⊃ Π0(10BQj ). Clearly, for some C = C(n) > 0
M(f − c0)(y) ≥ C
r(BQj)
n
Π∗ν(B(y, 25r(BQj )))− c0
≥ C
r(BQj)
n
Π∗ν(Π0(10BQj ))− c0 ≥
C
r(BQj)
n
ν(10BQj )− c0. (10.6)
Recall that by (3.5) and Remark 5.5 we have
c0 . 1.
Thus, if we show that ν(10BQj ) & Ar(BQj)
n, for A big enough we will haveM(f−c0)(y) > 1,
and so we will be done.
Let us define
λ(z) = (r(10BQj )− |z − zQj |)+.
Note that λ is 1-Lipschitz and that supp(λ) ⊂ 10BQj ⊂ 2.5B0. Moreover,
7r(BQj)13BQj ≤ λ ≤ 10r(BQj )110BQj .
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Note that r(BQj) & d(zQj ). We get that
r(BQj)ν(10BQj ) &
∫
λ(z) dν(z)
(9.23)
≥
∫
λ(z) dµ(z) −C(A, τ)
(
ε
1/4
0 r(BQj)
n+1 + ε
1/2
0
∑
3Bk∩10BQj 6=∅
rn+1k
)
≥ 7r(BQj)µ(3BQj )− C(A, τ)
(
ε
1/4
0 r(BQj)
n+1 + ε
1/2
0
∑
3Bk∩10BQj 6=∅
rn+1k
)
.
Note that for all k such that 3Bk ∩ 10BQj 6= ∅ we have rk .A,τ r(BQj). Indeed, for
x ∈ 10BQj it holds that d(x) .A,τ r(BQj), and for x ∈ 3Bk we have rk ≤ d(x) by Lemma 9.1
(c). Moreover, since the balls Π0(3Bk) are of bounded intersection by Lemma 9.1 (b), we get∑
3Bk∩10BQj 6=∅
rnk ≤
∑
Π0(3Bk)∩Π0(10BQj )6=∅
rnk .A,τ r(BQj)
n.
Hence, using the above and the fact that Qj ∈ HD
r(BQj)ν(10BQj ) & r(BQj)µ(3BQj )− C(A, τ)ε1/40 r(BQj)n+1
&Ar(BQj)
n+1 − C(A, τ)ε1/40 r(BQj)n+1 & Ar(BQj)n+1,
for ε0 small enough. Thus, ν(10BQj ) & Ar(BQj )
n and by (10.6) we getM(f−c0)(y) > 1. 
10.1. Λ-estimates. The aim of this section is to prove the crucial estimate from Lemma 10.1,
i.e.
‖f − c0‖2L2(H n|L0 ) .A,τ ε
1/8
0 µ(R0). (10.7)
From now on we will denote by φ : Rd → R a radial C∞ function such that φ ≡ 1 on
B(0, 1/2), supp(φ) ⊂ B(0, 1), and
φr(x) = r
−nφ
(
x
r
)
.
We also set
ψr(x) = φr(x)− φ2r(x).
A classical result of harmonic analysis (see [Ste93, Sections I.6.3, I.8.23]) states that
‖f − c0‖2L2(H n|L0 ) ≈
∫
L0
∫ ∞
0
|ψr ∗ Π∗ν(z)|2 dr
r
dH n(z), (10.8)
and so we will work with the latter expression.
For r > 0 and x ∈ Rd let us define
ψ˜r(x) = ψr ◦ Π0(x) · φ
(
x
5r
)
.
Given a measure λ on Rd we set
Λλ(x, r) =
∣∣∣ψ˜r ∗ λ(x)∣∣∣ .
Lemma 10.3. We have for all x ∈ Γ
Λν(x, r) = |ψr ∗Π∗ν(Π0(x))|. (10.9)
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Proof. By the definition of Λν , it suffices to show that for all x, y ∈ Γ we have
ψ˜r(x− y) = ψr(Π0(x)−Π0(y)).
Hence, by the definition of ψ˜r, we need to check that φ((5r)
−1(x−y)) = 1 whenever ψr(Π0(x)−
Π0(y)) 6= 0.
Since supp(ψr) ⊂ B(0, 2r), we get that |Π0(x)−Π0(y)| ≤ 2r. Thus, due to the fact that Γ
is a Cθ-Lipschitz graph, we have
|x− y| ≤ 2(1 + Cθ)r ≤ 5
2
r.
Hence, y ∈ B(x, 5r/2), which gives φ((5r)−1(x− y)) = 1. 
The lemma above and the fact that Π0 is bilipschitz between Γ and L0 imply that∫
L0
∫ ∞
0
|ψr ∗ Π∗ν(z)|2 dr
r
dH n(z) ≈
∫
L0
∫ ∞
0
|ψr ∗ Π∗ν(z)|2 dr
r
dΠ∗σ(z)
=
∫
Γ
∫ ∞
0
Λν(x, r)
2 dr
r
dσ(x).
In consequence of (10.8) and the above, to prove Lemma 10.1 it suffices to show that∫
Γ
∫ ∞
0
Λν(x, r)
2 dr
r
dσ(x) .A,τ ε
1/8
0 µ(R0). (10.10)
We start with the following simple calculation.
Lemma 10.4. For x ∈ Γ we have
Λν(x, r) .A,τ αν(x, 2r). (10.11)
Moreover, for x ∈ Γ ∩ 2.5B0 and d(x) . r < ηr0 we have
Λµ(x, r) .A,τ αµ(3BQ), (10.12)
for some Q ∈ Tree such that B(x, 5r) ⊂ 3BQ and r ≈ ℓ(Q).
Proof. First, we will prove (10.11). Let B = B(x, 2r), and LB , cB be the minimizing plane
and constant for αν(B). Using the fact that Λν(x, r) = |ψr ∗ Π∗ν(Π0(x))| we get
Λν(x, r) =
∣∣∣∣∫ ψr(Π0(x)−Π0(y)) dν(y)∣∣∣∣
≤
∣∣∣∣∫ ψr(Π0(x)−Π0(y)) d(ν − cBH n|LB)(y)
∣∣∣∣ + ∣∣∣∣∫ ψr(Π0(x)−Π0(y)) d(cBH n|LB )(y)
∣∣∣∣
. r−(n+1)FB(ν, cBH
n|LB ) + 0.
Hence, by n-AD-regularity of ν we arrive at
Λν(x, r) .A,τ αν(x, 2r).
Now, let us look at (10.12). Since x ∈ Γ ∩ 2.5B0 and d(x) . r < ηr0, we may find
Q ∈ Tree such that B(x, 5r) ⊂ 3BQ and ℓ(Q) ≈A,τ r. We use the fact that |∇ψ˜r| . r−n−1
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and supp ψ˜r ⊂ B(x, 5r) to get
Λµ(x, r) ≤
∣∣∣∣∫ ψ˜r(x− y)d(µ− cQH n|LQ)
∣∣∣∣+ cQ ∣∣∣∣∫ ψ˜r(x− y)dH n|LQ
∣∣∣∣
≤ r−(n+1)FB(x,5r)(µ, cQH n|LQ) + cQ
∣∣∣∣∫ ψ˜r(x− y)dH n|LQ
∣∣∣∣
.A,τ αµ(3BQ) + cQ
∣∣∣∣∫ ψ˜r(x− y)dH n|LQ
∣∣∣∣ .
We claim that the last integral above is equal to 0. To prove this, it suffices to show that for
x ∈ Γ and y ∈ LQ we have ψ˜r(x− y) = ψr(Π0(x)−Π0(y)), because∫
ψr(Π0(y)−Π0(x)) d(H n|LQ)(y) = 0.
Since ψ˜r(x−y) = ψr(Π0(y)−Π0(x))φ((5r)−1(x−y)), we only have to check that φ((5r)−1(x−
y)) = 1 for Π0(y)−Π0(x) ∈ suppψr. In other words, knowing that |Π0(y)−Π0(x)| ≤ 2r, we
expect that |x− y| ≤ 52r.
Indeed, the fact that Γ is a Cθ-Lipschitz graph, that ∡(LQ, L0) ≤ θ, |Π0(y)−Π0(x)| ≤ 2r,
and Lemma 8.3, imply
|Π⊥0 (y)−Π⊥0 (x)| .A,τ θr.
Hence,
|x− y| ≤ 2r + C(A, τ)θr ≤ 5
2
r,
as expected. 
Before we proceed, let us state the following auxiliary result.
Lemma 10.5 ([ATT18, Lemma 6.11]). Let B be a ball centered on an ε-Lipschitz graph Γ,
and f a function such that
‖f − f(z(B))‖L∞(3B∩Γ) . ε,
and f(x) ≈ 1 uniformly for x ∈ 3B ∩ Γ. Then∫
B
∫ r(B)
0
αfσ(x, r)
2 dr
r
dσ(x) . ε2r(B)n,
where σ denotes the surface measure on Γ.
We split the area of integration from (10.10) into several pieces. We will estimate each of
them separately.
Lemma 10.6. For every k ∈ K we have∫
Bk
∫ η2d(x)
0
|Λν(x, r)|2 dr
r
dσ(x) .A,τ ε0r
n
k .
Proof. By Lemma 9.1 (c) we know that for x ∈ Bk we have η2d(x) ≤ η1/2rk. Hence,∫
Bk
∫ η2d(x)
0
|Λν(x, r)|2 dr
r
dσ(x) ≤
∫
Bk
∫ η1/2rk
0
|Λν(x, r)|2 dr
r
dσ(x).
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Let g(x) =
∑
j∈K cjhj(x). Note that for x ∈ 3Bk ∩ Γ we have h(x) = 1, due to (9.7) and
the definition of h (9.8). Thus, by Lemma 9.6,
|g(x) − ck| =
∣∣∣ ∑
j∈K
(cj − ck)hj(x)
∣∣∣ .A,τ √ε0 ∑
j∈K
hj(x) =
√
ε0.
Hence, by (9.18), g(x) ≈A,τ 1. Since ν|3Bk = gσ|3Bk , and Γ∩ 3Bk is a C
√
ε0-Lipschitz graph
by Lemma 9.3, we can apply Lemma 10.5 and get∫
Bk
∫ η1/2rk
0
|Λν(x, r)|2 dr
r
dσ(x)
(10.11)
.A,τ
∫
Bk
∫ η1/2rk
0
|αν(x, 2r)|2 dr
r
dσ(x) .A,τ ε0r
n
k . (10.13)

Let M(Rd) denote the space of finite Borel measures on Rd.
Lemma 10.7 ([ATT18, Lemma 8.2]). For λ ∈M(Rd) we define
Tλ(x) =
(∫ ∞
0
Λλ(x, r)
2 dr
r
)1/2
,
and for f ∈ L2(σ) set Tσf = T (fσ). Then Tσ is bounded in Lp(σ) for 1 < p < ∞,
and T is bounded from M(Rd) to L1,∞(σ). Furthermore, the norms ‖Tσ‖Lp(σ)→Lp(σ) and
‖T‖M(Rd)→L1,∞(σ) are bounded above by some absolute constants depending only on p, n and
d.
Lemma 10.8. We have∫
Γ∩2.4B0
∫ ηr0
η2d(x)
Λν(x, r)
2 dr
r
dσ(x) .A,τ ε
1/8
0 ℓ(R0)
n.
Proof. Since ν = (νB − hµ) + (hµ− µB) + µ, for each x ∈ Γ ∩ 2.4B0 we split∫ ηr0
η2d(x)
Λν(x, r)
2 dr
r
.
∫ ηr0
η2d(x)
(ΛνB (x, r)− Λhµ(x, r))2
dr
r
+
∫ ηr0
η2d(x)
ΛµB−hµ(x, r)
2 dr
r
+
∫ ηr0
η2d(x)
Λµ(x, r)
2 dr
r
.
(10.14)
Let
H =
{
x ∈ Γ ∩ 2.4B0 :
∫ ηr0
η2d(x)
ΛµB−hµ(x, r)
2 dr
r
> ε
1/4
0
}
.
We divide our area of integration into two parts:∫
Γ∩2.4B0
∫ ηr0
η2d(x)
Λν(x, r)
2 dr
r
dσ(x) =∫
H
∫ ηr0
η2d(x)
Λν(x, r)
2 dr
r
dσ(x) +
∫
Γ∩2.4B0\H
∫ ηr0
η2d(x)
Λν(x, r)
2 dr
r
dσ(x) =: I1 + I2. (10.15)
In order to estimate I1, note that for x ∈ 2.4B0 and r < ηr0 we have B(x, 5r) ⊂ 2.5B0.
Since supp ψ˜r ⊂ 5B(0, r) we get ΛµB−hµ(x, r) = Λ(µB−hµ)|
2.5B0
(x, r). Hence, by Lemma 10.7
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applied to λ = (µB − hµ)
∣∣
2.5B0
σ(H) ≤ σ
({
x ∈ Γ : T
(
(µB − hµ)
∣∣
2.5B0
)
> ε
1/8
0
})
. ε
−1/8
0 (µB − hµ)(2.5B0).
Since h = 1 on 3B0 \ (RFar ∪RG) by Lemma 9.7, µB(RG) = (hµ)(RG) = 0 by their definition
and (9.7), and µ(RFar) is small by Lemma 6.6, we have
(µB − hµ)(2.5B0) ≤ µB(RFar) = µ(RFar) .A,τ ε1/20 ℓ(R0)n.
Thus, for ε0 small enough
σ(H) ≤ C(A, τ)ε−1/80 ε1/20 ℓ(R0)n ≤ ε1/40 ℓ(R0)n.
Now, consider the density q =
dν|
2.5B0
dσ . Arguing as before we see that for x ∈ 2.4B0 and r <
ηr0 we have Λν(x, r) = Λqσ(x, r). By n-AD-regularity of ν (Lemma 9.5) we get ‖q‖4L4(σ) .A,τ
σ(2.5B0) ≈ ℓ(R0)n. Using the L4(σ) boundedness of Tσ yields
I1 ≤
∫
H
|Tσq(x)|2 dσ(x) ≤ σ(H)1/2‖Tσ(q)‖2L4(σ) .A,τ ε1/80 ℓ(R0)n. (10.16)
We move on to estimating I2. Observe that by the definition of H we have∫
Γ∩2.4B0\H
∫ ηr0
η2d(x)
ΛµB−hµ(x, r)
2 dr
r
dσ(x) . ε
1/4
0 ℓ(R0)
n.
Thus, by (10.14),
I2 =
∫
Γ∩2.4B0\H
∫ ηr0
η2d(x)
Λν(x, r)
2 dr
r
dσ(x)
.
∫
Γ∩2.4B0
∫ ηr0
η2d(x)
(ΛνB (x, r)− Λhµ(x, r))2
dr
r
dσ(x) + ε
1/4
0 ℓ(R0)
n
+
∫
Γ∩2.4B0
∫ ηr0
η2d(x)
Λµ(x, r)
2 dr
r
dσ(x) =: I21 + ε
1/4
0 ℓ(R0)
n + I22. (10.17)
To handle I22, we use (10.12) to get for x ∈ Γ ∩ 2.4B0.∫ ηr0
η2d(x)
Λµ(x, r)
2 dr
r
.η
∑
Q∈Tree
x∈3BQ
αµ(3BQ)
2
(6.11)
.A,τ ε
2
0.
Hence,
I22 =
∫
Γ∩2.4B0
∫ ηr0
η2d(x)
Λµ(x, r)
2 dr
r
dσ(x) . ε20ℓ(R0)
n. (10.18)
Finally, we deal with the integral I21. Observe that, since ΛνB(x, r) − Λhµ(x, r) = ψ˜r ∗
νB(x)− ψ˜r ∗ hµ(x), and |∇ψ˜r| . r−n−1, we have
|ΛνB (x, r)− Λhµ(x, r)|2 .
(
r−n−1FB(x,5r)(νB , hµ)
)2 (9.20)
.A,τ ε0
 ∑
3Bk∩B(x,5r)6=∅
rn+1k
rn+1
2.
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Note that for k ∈ K such that 3Bk ∩ B(x, 5r) 6= ∅, for η2d(x) < r < ηr0, and for any
y ∈ 3Bk ∩B(x, 5r), we have
rk
(9.3)
≤ d(y) ≤ d(x) + 5r ≤ (η−2 + 5)r. (10.19)
Thus, rk ≤ η−3r, and for some big C ′ = C ′(A, τ) we have Bk ⊂ C ′B0. It follows by the
Cauchy-Schwarz inequality, the fact that Bk are centered on Γ, and that they are of bounded
intersection, that
 ∑
3Bk∩B(x,5r)6=∅
rn+1k
rn+1
2 ≤
 ∑
3Bk∩B(x,5r)6=∅
rn+2k
rn+2
 ∑
3Bk∩B(x,5r)6=∅
rnk
rn
 (10.20)
.
∑
3Bk∩B(x,5r)6=∅
rn+2k
rn+2
. (10.21)
Together with the fact that rk ≤ η−3r this implies
I21 =
∫
Γ∩2.4B0
∫ ηr0
η2d(x)
(ΛνB (x, r)− Λhµ(x, r))2
dr
r
dσ(x)
. ε0
∫
Γ∩2.4B0
∫ ηr0
η2d(x)
∑
3Bk∩B(x,5r)6=∅
rn+2k
dr
rn+3
dσ(x)
= ε0
∑
k∈K
rn+2k
∫
Γ∩2.4B0
∫ ηr0
η2d(x)
1B(x,5r)∩3Bk 6=∅(x)
dr
rn+3
dσ(x)
≤ ε0
∑
Bk⊂C′B0
rn+2k
∫
Γ∩2.4B0
∫ ηr0
η3rk
1B(x,5r)∩3Bk 6=∅(x)
dr
rn+3
dσ(x).
Now, note that if B(x, 5r) ∩ 3Bk 6= ∅, then
x ∈ B(zk, 5r + 3rk)
(10.19)⊂ B(zk, η−3r).
Hence,
I21 . ε0
∑
Bk⊂C′B0
rn+2k
∫ ηr0
η3rk
∫
B(zk,η−3r)
dσ(x)
dr
rn+3
. ε0
∑
Bk⊂C′B0
rn+2k
∫ ηr0
η3rk
dr
r3
. ε0
∑
Bk⊂C′B0
rnk . ε0σ(C
′B0) . ε0ℓ(R0)
n.
Together with (10.15), (10.16), (10.17), and (10.18), this concludes the proof. 
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We are finally ready to complete the proof of (10.10). Let us split the area of integration
into four subsets:
A1 = {(x, r) : B(x, 2r) ∩ 2.3B0 = ∅},
A2 = {(x, r) : B(x, 2r) ∩ 2.3B0 6= ∅, r > ηr0},
A3 = {(x, r) : B(x, 2r) ∩ 2.3B0 6= ∅, η2d(x) < r ≤ ηr0},
A4 = {(x, r) : B(x, 2r) ∩ 2.3B0 6= ∅, 0 < r ≤ min(η2d(x), ηr0)},
we also set
Ii =
∫∫
Ai
Λν(x, r)
2 dr
r
dσ(x).
Since ν|(2.3B0)c = c0H n|L0∩(2.3B0)c by (9.12), for (x, r) ∈ A1 we have
Λν(x, r) = c0ΛH n|L0
(x, r) = 0,
and so I1 = 0.
Now let (x, r) ∈ A2. Since B(x, 2r) ∩ 2.3B0 6= ∅, r > ηr0, we have
|x− z0| ≤ 2r + 2.3r0 < η−2r,
so that r ≥ max(ηr0, η2|x− z0|). It follows that
I2 ≤
∫
Γ
∫ ∞
max(ηr0, η2|x−z0|)
Λν(x, r)
2 dr
r
dσ(x)
(10.11)
.A,τ
∫
Γ
∫ ∞
max(ηr0, η2|x−z0|)
αν(x, 2r)
2 dr
r
dσ(x)
(9.25)
.A,τ ε
1/2
0 ℓ(R0)
2n
∫
Γ
∫ ∞
max(ηr0, η2|x−z0|)
dr
r2n+1
dσ(x)
≈ ε1/20 ℓ(R0)2n
∫
Γ
1
max(r0, η|x− z0|)2n dσ(x)
≈ ε1/20 ℓ(R0)2n
(∫
Γ∩1.9B0
1
r2n0
dσ(x) +
∫
Γ\1.9B0
1
|x− z0|2n dσ(x)
)
≈ ε1/20 ℓ(R0)n,
where we used in the last line that Γ \ 1.9B0 = L0 \ 1.9B0, see Lemma 7.11.
Concerning (x, r) ∈ A3, note that necessarily x ∈ 2.4B0, and so by Lemma 10.8
I3 ≤
∫
Γ∩2.4B0
∫ ηr0
η2d(x)
Λν(x, r)
2 dr
r
dσ(x) .A,τ ε
1/8
0 ℓ(R0)
n.
Finally, for (x, r) ∈ A4, we only need to consider x such that d(x) > 0 and x ∈ 2.4B0 ∩ Γ,
and since all such x are contained in some Bk we get
I4 ≤
∫
Γ∩2.4B0
∫ η2d(x)
0
Λν(x, r)
2 dr
r
dσ(x) ≤
∑
Bk∩2.4B0 6=∅
∫
Bk
∫ η2d(x)
0
Λν(x, r)
2 dr
r
dσ(x)
Lemma 10.6
.A,τ
∑
Bk∩2.4B0 6=∅
ε0r
n
k ≈
∑
Bk∩2.4B0 6=∅
ε0σ(Bk)
Lemma 9.1
. ε0σ(CB0) ≈ ε0ℓ(R0)n.
Putting together all the estimates above finishes the proof of (10.10) and Lemma 10.1.
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11. Small measure of cubes from BA
We know by Lemma 6.6 that µ(RFar) .A,τ
√
ε0µ(R0). Thus, in order to estimate the
measure of
⋃
Q∈BA Q, it suffices to bound the measure of
RBA =
⋃
Q∈BA
Q \RFar.
Lemma 11.1. We have
µ(RBA) .A θ
−2‖∇F‖2L2 .
Proof. For every x ∈ RBA we define Bx = B(x, r(Qx)/100), where Qx ∈ BA is such that
x ∈ Qx. We use the 5r-covering theorem to choose {xi}i∈J such that all Bxi are pairwise
disjoint and
⋃
i 5Bxi covers
⋃
x∈RBA
Bx. Observe that
5Bxi ⊂ 3BQxi . (11.1)
Set Bi =
1
2Bxi , Qi = Qxi , and let Pi ∈ Tree be the parent of Qi. We have ℓ(Pi) ≈ ℓ(Qi) ≈
r(Bi). Since xi 6∈ RFar, we can use Lemma 8.5 to obtain
dist(xi,Γ) .A,τ
√
ε0d(xi) .
√
ε0ℓ(Pi) ≈ √ε0r(Bi).
Hence, for small ε0, we get that
1
4Bi ∩ Γ 6= ∅. It follows that for each i ∈ J we can
choose balls Bi,1, Bi,2 ⊂ Bi centered at Γ, with r(Bi,1) ≈ r(Bi,2) ≈ r(Bi), and such that
dist(Bi,1, Bi,2) & r(Bi). Then, for any points yk ∈ Bi,k ∩ Γ, k = 1, 2, we have
r(Bi) . |y1 − y2| . |Π0(y1)−Π0(y2)|. (11.2)
Since y1, y2 ∈ Γ ∩Bi ⊂ Γ ∩BPi , we have by Lemma 8.3
dist(yk, LPi) .A,τ
√
ε0ℓ(Pi), k = 1, 2.
Let wk = ΠLPi (yk). By the estimate above we have |yk − wk| .A,τ
√
ε0ℓ(Pi). Moreover, it is
easy to see that wk ∈ BPi .
Since ∡(LQi , L0) > θ and Qi ∈ Tree0 by the definition of BA (6.2), ℓ(Qi) ≈ ℓ(Pi), and
dist(Qi, Pi) = 0, we may use Lemma 7.2 with Qi, Pi to get
∡(LPi , L0) ≥ ∡(LQi , L0)− ∡(LPi , LQi) ≥ θ − C(A, τ)ε0 & θ.
Thus,
|F (Π0(y1))− F (Π0(y2))| = |Π⊥0 (y1)−Π⊥0 (y2)|
≥ |Π⊥0 (w1)−Π⊥0 (w2)| −
2∑
k=1
|yk − wk| & θ|Π0(w1)−Π0(w2)| −
2∑
k=1
|yk − wk|
≥ θ|Π0(y1)−Π0(y2)| − 2
2∑
k=1
|yk − wk|
(11.2)
& θr(Bi)− c(A, τ)√ε0r(Bi) & θr(Bi),
for ε0 small enough.
Now, denoting by mi the mean of F over the ball Π0(Bi), we have
|F (Π0(y1))− F (Π0(y2))| ≤ |F (Π0(y1))−mi|+ |F (Π0(y2))−mi| ≤ 2 max
k=1,2
|F (Π0(yk))−mi|.
SUFFICIENT CONDITION FOR RECTIFIABILITY INVOLVING WASSERSTEIN DISTANCE W2 49
Hence, the estimates above give us for some k ∈ {1, 2}
|F (Π0(yk))−mi| & θr(Bi). (11.3)
Since the estimate above holds for all points yk ∈ Bi,k ∩ Γ, and Π0(Bi,k ∩ Γ) ≈ r(Bi)n, we
can use Poincaré’s inequality to get
r(Bi)
2
∫
Π0(Bi)
|∇F (ξ)|2 dH n(ξ) &
∫
Π0(Bi)
|F (ξ)−mi|2 dH n(ξ) & θ2r(Bi)n+2
for all i ∈ J .
We claim that the n-dimensional balls {Π0(Bi)}i∈J are pairwise disjoint. This follows
easily by the fact that 2Bi = Bxi are pairwise disjoint,
1
4Bi ∩ Γ 6= ∅, and Γ is a graph of a
Lipschitz function with a small Lipschitz constant.
Hence, we may sum the inequality above over all i ∈ J to finally get
‖∇F‖2L2 ≥
∑
i∈J
∫
Π0(Bi)
|∇F |2 dH n &
∑
i∈J
θ2r(Bi)
n
(6.5)
& A−1θ2
∑
i∈J
µ(3BQi)
(11.1)
&A θ
2
∑
i∈J
µ(5Bxi) ≥ θ2µ(RBA).

To estimate ‖∇F‖L2 we will use a well-known theorem due to Dorronsoro. We reformulate
it slightly for the sake of convenience. In what follows, DΓ denotes the dyadic grid on Γ,
i.e. the image of the standard dyadic grid on L0 under f(x) = (x, F (x)). For Q ∈ DΓ we set
BQ = B(zQ,diam(Q)) and rQ = diam(Q) ≈ ℓ(Q).
Theorem 11.2 ([Dor85, Theorem 2]). Let F : Rn → Rd−n be an L-Lipschitz function, with
L sufficiently small, and let Γ ⊂ Rd be the graph of F , and σ = H n|Γ. Then∫
Γ
∫ ∞
0
βσ,1(x, r)
2 dr
r
dσ ≈ ‖∇F‖2L2 .
To estimate the integral above we split the area of integration into four subfamilies:
A1 = {(x, r) : B(x, r) ∩ 1.9B0 = ∅},
A2 = {(x, r) : B(x, r) ∩ 1.9B0 6= ∅, r > 0.1r0},
A3 = {(x, r) : B(x, r) ∩ 1.9B0 6= ∅, η2d(x) ≤ r < 0.1r0},
A4 = {(x, r) : B(x, r) ∩ 1.9B0 6= ∅, r < min(η2d(x), 0.1r0)},
we also set
Ii =
∫∫
Ai
βσ,1(x, r)
2 dr
r
dσ(x).
Firstly, note that for (x, r) ∈ A1 we have B(x, r)∩Γ = B(x, r)∩L0 because supp(F ) ⊂ 1.9B0,
and so
I1 = 0. (11.4)
Lemma 11.3. We have
I2 .A,τ ε
1/2
0 ℓ(R0)
n.
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Proof. Let (x, r) ∈ A2. Observe that since σ ≈A,τ ν, we have
βσ,1(x, r) ≈A,τ βν,1(x, r)
(3.2)
. αν(x, 2r)
(9.25)
.A,τ ε
1/4
0
ℓ(R0)
n
rn
.
Note that if B(x, r) ∩ 1.9B0 6= ∅, then necessarily x ∈ B(z0, 1.9r0 + r) ⊂ B(z0, 20r). Hence,
I2 ≤
∫ ∞
0.1r0
∫
B(z0,20r)
βσ,1(x, r)
2 dσ
dr
r
.A,τ ε
1/2
0
∫ ∞
0.1r0
∫
B(z0,20r)
ℓ(R0)
2n
r2n+1
dσdr
. ε
1/2
0
∫ ∞
0.1r0
ℓ(R0)
2n
rn+1
dr ≈ ε1/20 ℓ(R0)n.

Lemma 11.4. We have
I3 .A,τ ε0ℓ(R0)
n.
Proof. Let (x, r) ∈ A3. Since B(x, r) ∩ 1.9B0 6= ∅ and η2d(x) ≤ r < 0.1r0, it is clear that
B(x, 2r) ⊂ 2.1B0 and we may find a cube P = P (x, r) ∈ Tree such that B(x, 2r) ⊂ 3BP and
r ≈ ℓ(P ). We will estimate the average distance of B(x, r) ∩ Γ to LP .
Bounding the part corresponding to B(x, r) ∩ RG ⊂ 3BP ∩ RG is straightforward:
Lemma 7.5 states that dµ|RG = g dH n|RG with g ≈A,τ 1, and so∫
B(x,r)∩RG
dist(y, LP )
r
dσ(y) .A,τ
∫
3BP∩RG
dist(y, LP )
ℓ(P )
dµ(y)
.A,τ
∫
3BP∩RG
(
dist(y, LP )
ℓ(P )
)2
dµ(y)
1/2 ℓ(P )n/2 .τ βµ,2(3BP )ℓ(P )n. (11.5)
Dealing with the part outside of RG is a bit more delicate. By (9.7) and the definition of
functions hk (9.8),∫
B(x,r)\RG
dist(y, LP )
r
dσ(y) =
∑
k∈K
∫
B(x,r)
dist(y, LP )
r
hk(y) dσ(y)
(9.18)≈A,τ
∑
k∈K
∫
B(x,r)
dist(y, LP )
r
ckhk(y) dσ(y) =
∫
B(x,r)
dist(y, LP )
r
dνB(y).
Consider the 1-Lipschitz function Φ(y) = ψ(y) dist(y, LP ), where ψ is r
−1-Lipschitz, ψ ≡ 1
on B(x, r), |ψ| ≤ 1, and supp(ψ) ⊂ B(x, 2r).∫
B(x,r)
dist(y, LP )
r
dνB(y) ≤
∫
B(x,2r)
ψ(y) dist(y, LP )
r
dνB(y)
≤
∫
B(x,2r)
ψ(y) dist(y, LP )
r
h(y) dµ(y) + r−1
∣∣∣∣∣
∫
B(x,2r)
Φ(y) d(νB − hµ)(y)
∣∣∣∣∣
Since |ψ|, |h| ≤ 1, the first term on the right hand side above can be bounded by
βµ,2(3BP )ℓ(P )
n, just as in (11.5). Concerning the second term,
r−1
∣∣∣∣∣
∫
B(x,2r)
Φ(y) d(νB − hµ)(y)
∣∣∣∣∣ (9.20).A,τ √ε0r−1 ∑
3Bk∩B(x,2r)6=∅
rn+1k
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Gathering all the calculations above we get that
βσ,1(x, r)
2 .A,τ βµ,2(3BP )
2 + ε0
 ∑
3Bk∩B(x,2r)6=∅
rn+1k
rn+1

2
. (11.6)
Integrating the first term over A3, since each P (x, r) has sidelength comparable to r and
dist(P (x, r), x) .A,τ r, it is easy to see that∫∫
A3
βµ,2(3BP (x,r))
2 dr
r
dσ .A,τ
∑
P∈Tree
βµ,2(3BP )
2ℓ(P )n
(6.10)
.A,τ ε
2
0ℓ(R0)
n.
Moving on to the second term from (11.6), note that if y ∈ 3Bk ∩ B(x, 2r) 6= ∅, then by
(9.3) we have rk ≤ d(y) ≤ 2r + d(x) ≤ (2 + η2)r. Thus, following calculations from the proof
of Lemma 10.8 (more precisely (10.19) and onwards), we get that
ε0
∫∫
A3
 ∑
3Bk∩B(x,2r)6=∅
rn+1k
rn+1

2
dr
r
dσ .A,τ ε0ℓ(R0)
n.
Hence, I3 .A,τ ε0ℓ(R0)
n. 
Lemma 11.5. We have
I4 . ε0ℓ(R0)
n.
Proof. Let (x, r) ∈ A4, so that η2d(x) ≥ r > 0. It follows by (9.7) that x ∈ Bk for some
k ∈ K. Then,
r ≤ η2d(x)
(9.3)
≤ η1/2rk.
Note also that x ∈ 2B0. Thus,
I3 ≤
∑
Bk∩2B0 6=∅
∫
Bk
∫ η1/2rk
0
βσ,1(x, r)
2 dr
r
dσ(x)
Lemma 9.5≈A,τ
∑
Bk∩2B0 6=∅
∫
Bk
∫ η1/2rk
0
βν,1(x, r)
2 dr
r
dσ(x)
(3.2)
.
∑
Bk∩2B0 6=∅
∫
Bk
∫ η1/2rk
0
αν(x, 2r)
2 dr
r
dσ(x)
(10.13)
.A,τ
∑
Bk∩2B0 6=∅
ε0r
n
k . ε0ℓ(R0)
n.

Putting together the estimates for I1, I2, I3 and I4, we get that∫
Γ
∫ ∞
0
βσ,1(x, r)
2 dr
r
dσ .A,τ
√
ε0ℓ(R0)
n ≈ √ε0µ(R0).
Thus, Lemma 11.1 and Theorem 11.2 give us
µ(RBA) .A,τ,θ
√
ε0µ(R0).
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Taking into account the estimates for other stopping cubes, we arrive at
µ
 ⋃
Q∈Stop
Q
 < µ(R0)
2
.
Thus, µ(RG) ≥ 0.5µ(R0), and so the proof of Lemma 5.1 is finished.
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