ABSTRACT Applying swarm intelligence to actual swarm robotic systems is a challenging task especially with adequately consideration of corresponding practical constraints. Under the restrictions of the fieldof-view limited relative positioning, local sensing and communication, kinematic limitations as well as anti-collision issues, this paper presents a constrained particle swarm optimization (PSO) based collaborative searching method for robotic swarms. Besides, the proposed method follows the concept of evolution speed and a modified aggregation degree to determine the adaptive weights in the robotic PSO model. The modified aggregation degree is associated with the number of members in one's field-of-view. Unlike the traditional position update method, the proposed method updates the forward speed and angular velocity of the robot using the non-holonomic model to realize the motion control of each robot. The simulation results show that the proposed method has the potential for the practical implementation of collaborative searching tasks for robotic swarms in different types of environments.
I. INTRODUCTION
Swarm robotics originates from bionics of natural social creatures such as birds, fishes, or insects [1] . It is a particular method for designing and researching multi-robot systems, which has broad application prospects in unknown area exploration, disaster search and rescue, military defense and so forth [2] . Collaborative search for specific targets in an unknown area is one of the fundamental problems of swarm robotics [3] . It belongs to the field of coordinated motion and consistency decision making. In those tasks, the swarm needs to coordinate the movement and finally reach the consensus. Since the members in the swarm are generally low-complexity and have only local sensing and limited communication capabilities, how to achieve the emergent synergistic behavior through simple rules under these constraints is the critical issue that needs to be addressed.
Particle Swarm Optimization (PSO) is a well-known heuristic optimization method, which is widely used for solving complex optimization problems. This method simulates
The associate editor coordinating the review of this manuscript and approving it for publication was Sotirios Goudos. the foraging behavior of birds, which was firstly proposed by Kennedy and Eberhart in 1995 [4] . Subsequently, inertia weight parameters were introduced by Shi et al. to form the current generally accepted version [5] . Individuals are regarded as moving particles with no volume and weight in the N-dimensional solution space, and each particle represents a set of possible solutions to the problem. Based on the personal experience and the swarm experience during motion, the velocity and position of the particle in the solution space are updated iteratively until the optimal solution satisfies a particular fitness value.
There are numerous works in literature extended the PSO algorithm to collaborative target searching tasks of robotic swarms [6] . However, most of the above works are using global sensing and communication model, which means the members in the swarm can get its global position in the searching space and can communicate with every agent in the whole system. This assumptions naturally limit the scalability of the system and not suitable for large-scale applications. Some works are dealing with those problems with limited range in an omnidirectional sensing and communication model [7] , but sensors equipped in swarm members are typically constrained not only by the sensing range but also by the field of view (FOV) [8] . One can not perceive teammates or obstacles, and cannot maintain the connectivity to other agents out of this field. The searching strategies may fail if the omnidirectional model is still applied. What presented in this paper is an extended PSO based collaborative searching scheme for robotic swarms which take account of the field of view limited relative positioning, local sensing, and restricted communication. Additionally, since the subject in the PSO algorithm is virtual particles without dimensions which can move randomly with possibly positional overlapping, while the robots have physical characteristics, the kinematic constraints and collision avoidance problems will also be addressed in this work.
The remainder of this article is arranged as follows: Section 2 offers the problem statements, including the review of related works, the relationships between standard PSO and robotic swarm searching problems, as well as the assumptions of this paper. Section 3 gives the proposed collaborative searching method under the condition of the field of view constrained relative localization and communication, and the kinematic limited movement update of each robot with collision avoidance. Section 4 presents the simulation results in the Stage simulator with discussion. The conclusion is reached in Section 5.
II. RELATED WORKS A. STANDARD AND ADAPTIVE PSO
The basic idea of PSO algorithms is to make use of the information obtained by particles in a searching space combines with the shared knowledge from other particles so that the whole group can update movements in an evolutional way until the optimal solution of the problem is achieved. During the evolutionary process, individuals in the swarm not only calculate according to their own experience but also iterate according to the optimal global position shared in the group, thus changing the velocity for next movements. After a certain number of iterations, the particles in the swarm will gradually reach the optimal solution. Let the position vector of particle i in an N-dimensional space is
, the most popular version of PSO algorithm is written as:
where V i and X i are velocity and position vectors of particle i, w is the inertia weight, pb i is the personal best position of particle i, gb is the global best position of the swarm, c 1 , c 2 are acceleration constants or cognition factors, and r 1 , r 2 are random value in [0, 1]. Other parameters of PSO include population size m, maximum iteration number G max , maximum velocity V max and so forth. It should be noted that the original version of the PSO algorithm did not have the inertia weight w, which causes the strong randomness of V i , and further weakens the ability of local search. It is often necessary to have a relatively strong ability of global search at the initial stage and an increasing strength of local optimization at the later stage. This dynamically changing weight can balance the capability of particles to track individual optimum and global optimum. Moreover, It also reduces the chance that the algorithm prematurely converges to the local optimums. Aiming at the automatic weight setting problem, researchers proposed extensive works in literature for adaptive inertia weight changing strategy, which calls adaptive PSO algorithms. The linear decreasing weight (LDW) is firstly proposed to reflect this process [5] . It decreases linearly with the iterations, i.e., at the beginning of the search, the global search ability of the swarm is strong, and then slowly converts to the local search. Nevertheless, due to the nonlinearity and complexity of optimation problems, the linear decreasing strategy cannot match the actual optimization process.
Another adaptive weight acquisition method is based on a truth that the change of inertia weight is affected by the swarm's evolutionary situation, which is determined by the combination of the ''evolution speed'' and ''aggregation degree'' of the particles [9] - [11] . As the name implies, evolution speed shows the speed of swarm evolution and also reflects the running history of the algorithm. The aggregation degree indicates the degree of aggregation of the particles and also reflects the diversity of them. Denote h and s be the evolution speed and aggregation degree of a swarm respectively, the adaptive weight can be represented as a function of these two parameters:
Naturally, if the evolution speed is fast, which means the difference between the current result of the algorithm and the previous iteration is large. It is hoped that the algorithm can continue to search in a large space with a stronger global search capacity, which can be achieved by increasing the value of w. Conversely, when the evolution speed is slow, the group can have a strong local search ability by reducing the value of w and searching in a small space to find the optimal solution faster. Besides, if the aggregation degree is high, the group is likely to fall into the local optimal, and it is necessary to increase w to increase the search space to keep the diversity of the swarm and improve the global optimization ability.
B. ROBOTIC PSO
There are some similarities between the PSO algorithm and the collaborative searching of robotic swarms. By replacing the particles with the robots, this heuristic algorithm can be extended to this robotic problem [12] . However, several constraints need to be considered: 1) the searching space for PSO algorithms is an N-dimensional space while the for the robotic swarms, this space is normally a 2-D or sometimes a 3-D space.
2) The collision avoidance is not necessary for the PSO algorithms. While for the searching task of robotic swarms, the subject is the member robot, which has physical characteristics, the anti-collision and obstacle avoidance issues have to be acknowledged.
3) The virtual particles in the PSO algorithms are without dimensions, which can move randomly and without consideration of positional overlapping. But the motion ability for robots in a swarm depends on the driven mechanism with restrictions of kinematics and dynamics. To summarize, the mapping relationships from the PSO algorithm to swarm robotics collaborative searching are as shown in Table 1 .
Rastgoo et al. proposed a cooperative search method for multiple robots based on particle swarm optimization [13] . The obstacle avoidance and early convergence problems are both considered in this work. Zou et al. presented a method for collaborative source-seeking of a group of robots [14] . In this work, each robot in the group knows its global position, can measure the target signal strength of the current location and can share information among all other members. The calculates of the next movements are based on the principle of the PSO algorithm. Kumar et al. used an improved PSO method to realize the victim search, heat source localization and radiation source localization for swarm robotic systems [15] . Derr et al. used a distributed PSO method to locate specific targets in high-risk environments [16] . To achieve a multi-objective search, the authors divide the whole swarm into several subgroups, where each one searches a target correspondingly. Cai et al. proposed an improved PSO algorithm for multi-robot cooperative search in unknown and complex environments [17] . Tang et al. proposed a mechanical PSO based collaborative search method (Mechanical PSO) [18] . This method takes into account the mechanical characteristics of members but has a strong premise assumption. Only some tests have been carried out in an obstacle-free environment. Zhu et al. presented a swarm search method based on extended PSO, which can realize the cooperative search for specific objectives without relying on accurate global information such as exact positions of the robots [19] .
Besides the works above, the Robotic PSO (RPSO), which proposed by Couceiro et al., introduces additional calculation items to deal with anti-collision and obstacle avoidance problems. The velocity update equation turns to:
where pobs t i is the position of the anti-collision relevant virtual attractive point, c 3 is the sensitivity of anti-collision, and can be determined by the obstacle and other members distributed in surroundings, which generally perceived by equipped sensors. Similarly, the cooperative search of swarm robots based on extended PSO algorithm also needs to consider the individual and social factors (c 1 and c 2 ). Furthermore, the corresponding inertia weights should also be dynamically adjusted in different search stages. Inspired by the adaptive PSO algorithm above, the RPSO method is also extended to Adaptive RPSO approaches. In addition to studying the impact of weights in the algorithm, how to determine the values of c 1 , c 2 and c 3 in the model is also an important issue to consider. These parameters further affect the convergence performance of the algorithm. Doctor et al. suggested to choose the parameter c 2 > c 1 , which means that social cognition factor plays a more significant role in the model [20] . The larger the social cognitive coefficient c 2 , the faster the convergence speed. However, a larger c 2 increases the probability of falling into a local optimum. Moreover, c 3 characterizes the importance of avoiding collisions. If c 3 = 0, it means that the collision avoidance does not being took into account.
In summary, as shown in Table 2 , massive works utilize the extended PSO into collaborative searching tasks of swarm robotics. Moreover, most of the state-of-the-art studies considered the anti-collision constraints, which is a well-studied problem in this field, including avoiding collisions with other robots or obstacles. In particular, the RPSO method introduces obstacle avoidance items into the standard PSO, and also considers the problem of adaptive inertia weights (A-RPSO). However, many works assume that the robot has global positioning and global communication capabilities. In fact, in real applications, limitations such as local communication, relative positioning, and kinematics of the robot itself should be fully considered. Notably, in many lowcomplexity swarm systems, the sensor based sensing and indirect communication mechanism are both restrained by the field of view of the sensor. Therefore, to apply those methods to an actual system, all of those piratical constraints need to be adequately acknowledged.
In this paper, we are proposing a collaborative searching method for robotic swarms based on the above A-RPSO method. The main contribution of this work is that it comprehensively considers the various constraints of limited field-of-view, relative positioning, local communication, kinematic constraints, as well as collision avoidance. The control inputs under the non-holonomic model of the member robot are calculated to achieve collaborative searching. The adaptive RPSO model for swarm robots under the above constraints will be established and verified by simulation experiments.
III. CONSTRAINED ADAPTIVE RPSO (CA-RPSO) A. FOV LIMITED SENSING AND COMMUNICATION
In biological research, sensing and communication in animal groups usually constrained by field of views of their eyes [22] . For example, many researchers hold the opinion that the visual factors limit the flocking of geese or other big birds, and the behaviors might be a by-product comes from the limited FOV [23] . The members of the team are communicating indirectly based on their sensed information. Under this FOV constrained sensing and communication mechanism, members in a swarm are not required to connect with other agents outside of some proximity, which defines the notation of Communication-based Neighborhood [24] . The communication-based neighborhood of agent i is a set of teammates within a fixed radius R to the position of agent i, which can be written as:
where N is the communication-based neighborhoods, N is numbers of members in the swarm, r i denotes agent i, p i and p j are spacial positions of i and j agents respectively, R is the maximum communication radius. During swarm moving, the neighborhoods may change over time that causes the whole swarm is divided into several dynamically changing sub-swarms. Xue et al. define those sub-swarms with the concept of Time-varying Characteristic Swarm (TVCS) [25] . The TVCS of agent i at time t can be represented as follows:
where S t (r i ) represent the TVCS of agent i. The number of members in one's TVCS is dynamically changing i.e. at the time t, r i is only able to communicate with other agents in S t (r i ). In our case, the perception-based communication range is also limited by the visual field of each member, so we defined a notation of visual limited TVCS (v-TVCS) in [26] , which can be written as:
where S t v (r i ) is the v-TVCS, ϕ ij is the bearing angle of r j in r i 's frame, V i is the visual field of agent i. The illustration of v-TVCS is as shown in Figure 1 .
B. PROPOSED METHOD
According to the analysis above, since the robots in the swarm can only communicate with the members within its v-TVCS, the position of the global optimal is not available at any time. Here we will use sgb (semi-global best) to replace gb in equation (3), i.e. the global optimal position in the RPSO method is changed to the optimal position in one's v-TVCS, which is:
where r i represents the ith robot in the swarm, F[X t (r i )] is the fitness value at position X t (r i ), for searching tasks, it may be the target signal strength or similarity.
Also, the last item in equation (3) is originally introduced for collision avoidance. The location of the obstacle or other members in surroundings creates a point of attraction that causes the robot to travel away from possible collisions. In our method, to prevent members from becoming an ''island of communication'', we will change this item so that the swarm tends to maintain concentration in a particular range while searching for targets and avoiding collisions. For convenience, here the additional virtual attraction point is denoted by pattr t i . Then the last term in equation (3) is changed to c 3 r 3 (pattr t i −X t i ). In summary, the velocity update equation for this constrained adaptive RPSO can be represented as:
Here the adaptive inertia weight w t i is determined as [9] :
where w 0 is the initial weight, h t i and s t are evolutionary speed and aggregation degree respectively, α and β in [0, 1] are relevant coefficients. In this work, the evolution speed of particle i at time t can be written as [11] :
where F(pbest t i ) is the best fitness value of the particle i till the time t. Obviously, 0 < h t i ≤ 1, the larger the h is, the higher the speed of evolution, vice versa. In our work, the aggregation degree is modified to follow the communication constraints, which detailed explained in subsection III-C.
C. COMMUNICATION LIMIT AND UNITED AGGREGATION DEGREE
We also propose to use the adaptive inertia weight which determined by the evolution speed and the aggregation degree described in the previous section. The difference is that when resolving the aggregation degree, an item related to the number of members in the v-TVCS will be added. One of the popularly used definitions of aggregation degrees is [11] :
where F t (best) is the best fitness value of the swarm in the time slot t,F t is the average value of all particles in tth iteration. Also, 0 < s(t) ≤ 1, the larger value of s indicates the particles in the swarm are closer to each other. Since only the fitness values in the current iteration are involved in calculating s, it is more reflective for the current state of the swarm.
Beyond that, if the number of agents in a member's v-TVCS increases, the tendency of the degree of aggregation may also increase. On the contrary, if the size of the v-TVCS is reducing, the degree of aggregation is correspondingly decreasing. Guided by this idea, we present a notation of communication-based aggregation degree to represent the scale of the robots gathered in one's v-TVCS at a particular moment, which can be expressed by: . One is that the swarm has just initialized, no other members have entered the v-TVCS of robot i. At this time, n t i = n min i . In another case, member i and its surrounding members form a v-TVCS with a fixed number of agents. At this time, there is also n t i = n min i . So for the above two cases, the communication aggregation degree is set to zero. According to the communication aggregation degree defined above, combined with the concept of aggregation degree defined by equation (11), we define a united aggregation degree represented by the following equation:
where s t i is the aggregation degree defined by equation (11). By replacing s t i in (9) tos t i the communication constrained adaptive weight can be obtained.
D. RELATIVE POSITIONING AND COORDINATES EXPRESSION
Due to the relative positioning, the member robot cannot obtain the pose in a unique reference coordinate system at any time. Therefore, pb t i , sgb t i , and pattr t i in equation (8) cannot be passed and stored as absolute coordinate values, and only values relative to the member's coordinate system can be used. In this way, at any moment, the coordinate value of the member position is always zero in its coordinate system, that is, X t i = 0, the equation (8) (14) With the basics of dead reckoning principle, we can get the personal optimal pb t i under the relative positioning conditions. The coordinate values in its coordinate system can be calculated by the following formula:
where:
It should be noted that if a global reference point is given, the coordinates of the robot in the global coordinate system can be obtained by dead reckoning principle, but this still belongs to the global positioning method. The dead reckoning will be suffering from zero drift problem. The relative position calculation here is only dependent on the personal best at the previous moment and the movements since then. The basic idea is that if the target signal fitness value at the current position is better than the stored personal best position, the pb t i will be updated to (0, 0). Conversely, the coordinates will be estimated based on the current motion and the stored pb t i . This way of processing will make the possible cumulative error smaller caused by the zero drifts. For sgb t i , it will be resolved by the communication in the current v-TVCS and the bearing of the nearest robot measured by the robot. Each member robot will broadcast the measured target signal fitness values to others in the v-TVCS. One can calculate the position of sgb t i in its coordinate system by geometric relations with adjacent members. Moreover, the virtual attraction points for anti-collision and maintain aggregation can always be represented in one's coordinate system, no other operating is needed.
E. ANTI-COLLISION AND ATTRACTIVE POINTS
As mentioned earlier, the additional virtual attractive position pattr t i will be related to the distance and orientation of the surrounding member and obstacles for collision avoidance. When a member robot detects obstacles or other members in a certain range, a virtual attraction point will be formed in the solution direction for achieving collision avoidance. The collision avoidance will have a higher priority, let l t i be the obstacle distance detected by the member robot i at time t, d s is the safe distance, and the resulting collision avoidance virtual attraction point position should be:
where the θ sol is the solution direction determined by a modified polar vector field histogram in one of our previous work [26] . To avoid communication islands, we specify that if the distance to the nearest member in one's v-TVCS exceeds a certain range R s ∈ [0, R], the robot will be attracted by this nearest agent to maintain the aggregation, the virtual attraction point in this situation should be:
where min[ρ(r j )] is the minimal distance to others in one's v-TVCS, the argmin p [ρ(r j )] is the closest teammate's position. To sum up, the attractive virtual point can be written as:
F. LIMITED MOTION AND CONTROL INPUTS
The agent in the swarm uses following non-holonomic motion model [27] , which means the agent is only able to move forward with heading changes.
where (x i , y i , α i ) are the Cartesian position and heading of agent i, v is the linear velocity in each agent's coordinates x i oy i , and ω is the angular velocity. So the velocity vector in the formula (14) must be transformed into the rotational angular velocity ω and the forward velocity v in the kinematics model of the member robot in the equation (20) . Let the components of V i in one's coordinate system are v x and v y respectively, then we have:
Based on the above analysis, the collaborative search model of swarm robots limited by various conditions is summarized as follows: 
Here the social cognitive coefficient c 2 is set to be greater than the individual cognitive coefficient c 1 . Meanwhile, unlike traditional PSO algorithms, we will have the highest priority for collision avoidance and concentration trends, namely c 3 >> c 2 > c 1 > 0. Such an arrangement would prevent members of the swarm from colliding with obstacles or other members, and also have the trend to keep together in a certain range.
IV. RESULTS AND DISCUSSIONS
In order to verify the effectiveness of the proposed method, the following simulation experiments are carried out: 1) The impact of the FOV ranges, 2) the impact of the population size, i.e. scalability, and, 3) the impact of the type of the environment. All of the above experiments were performed in the Stage simulation software, which can simulate real physical robots and corresponding sensors to reflect the actual state [28] . The configuration, simulation procedure, results, and discussions of above tests are described following. Furthermore, a comparation results with the original adaptive RPSO method is also given.
A. CONFIGURATION
The simulation configurations are shown in Table 3 . We use the ''fiducial'' class in Stage simulator to simulate the target in an environment. The obstacles are simulated by the black lines in maps. The heading direction as the x coordinate, the FOV of each member is set to (−125 • , 125 • ). Additionally, we use the distance to target to calculate the fitness values, i.e. the closer the distance is to the target, the higher the fitness value. When at least one member is less than 1.5d s from the target, we believe that the algorithm has reached a convergence state, that is, the search task is completed. When the average change of all member positions in the past 5 iterations is less than 1.5d s , we consider that the entire system has reached a swarm convergence state. The update time interval for the simulation is set to 100ms. The maximum simulation time is set to 6 minintes.
B. IMPACT OF THE SENSING RANGES
The simulation environment size is set to 100 × 100m with the population of 20. Figure 2(a) is the initial distribution of the robot: 20 robots are distributed near the four corners of a 100 × 100m environment. The robot's sensing radius from 10m to 100m with the step of 10m. Totally 10 simulations were performed. One simulation process with the radius of 30m is shown in Figure 2 . The red triangle is the target to be searched. It can be seen that when t = 132.1s, the whole swarm gathers near the target. Since the collision distance is defined, VOLUME 7, 2019 the positions of the robots do not overlap, a certain safe distance is maintained. Figure 2(f) shows the group status when running to the maximum time. It can be seen that this status is not much different from the group status in Figure 2 (e). It is further indicate that Figure 2 (e) reaches the state of swarm convergence.
The trajectories of the agents when the algorithm converges and the swarm converges is shown in Figure 3 (a) and 3(b) respectively. As can be seen, the trajectories are not straight lines. Because in each update cycle, one needs to adjust the angular velocity, and after each update, a new target angular velocity is generated, so the robots in the swarm are moving forward tortuously. Figure 4 shows the relationship between different sensing radius and convergence time. For each radius, 10 experiments are implemented. The average value combine with maximum and minimal values is as shown in by each bar group in the figure. It can be seen that when the radius is small (10m), which the number of members in one's v-TVCS is little, so more searching time is needed. The convergence time of the swarm is 350.8 seconds, as shown by the dark bars in the figure. With the radius increases, the population convergence time decreases significantly, from 230.5s at a radius of 20m to 90.2s at a radius of 60m. When the radius is higher than 60m, the convergence time does not change significantly, mainly because the simulation environment is a square of 100 × 100m. When the communication radius exceeds 60m, almost all members are in one v-TVCS, i.e., it can be treated as global communication, so the increase of the perception and communication radius does not further reduce the convergence time. In addition, the light color column in the figure indicates the algorithm convergence time, i.e., the time when the distance at least one robot to the target is less than 1.5d s . Since the maximum moving speed of the robot is set to 1 m/s, the fastest convergence of the swarm searching time is also limited by this speed. Therefore, when the radius is greater than 30 m, the convergence time of the algorithm hardly changes. The simulation results show that the algorithm designed in this paper can achieve global convergence under different sensing radius in an open environment.
C. IMPACT OF POPULATION (SCALABILITY)
Keep the same environmental size as the above experiment, i.e., 100×100m, the member's sensing radius is fixed at 30m. By increasing the number of swarm members from 10 to 100 each time by 10, the impact of population size is evaluated. In order to eliminate the influence of the initial random distribution of the robot on the convergence time, we obtained the corresponding results by using the results of 10 random distributions of average results for each population size. The average convergence times with maximum and minimum values corresponding to different population sizes are shown in Figure 5 . Experiments show that in the open environment, the convergence state of the algorithm and the whole swarm can both be achieved.
Similarly, we use a dark column to represent the population convergence time and a light column for swarm convergence time. As can be seen, when the population size is less than a certain amount (N = 30 in the figure), the swarm convergence time will decrease significantly as the scale increases. However, from N = 40 to N = 70, the swarm convergence time is increasing with the population size. And there is a VOLUME 7, 2019 downward trend after N = 70. In fact, when the population size is small, the distance between members is relatively long, and the number of members in each v-TVCS is less, the gbest is updated more frequently, which results in many random motions. So the time for swarm convergence is relatively long. As the population size increases, the connections between the robots become closer, so the time for swarm convergence will decrease significantly (N = 10 to N = 30). When the population continues to increase, the distribution of members will be more compact. More obstacle avoidance movements will be added, which lead to an increase in swarm convergence time (N = 40 to N = 70). After that, when the v-TVCS are united as one, that equivalent to achieving global communication, so the swarm convergence time is lower than before and remains stable within a certain range (N = 80 to N = 100). On the other hand, for the algorithm convergence time, it is decreasing with the increase of the population size. Due to the adoption of the random distribution strategy, as the population size increases, the distribution between members becomes relatively compact. The probability of an agent close to the target is high. So the larger the population size, the faster the target will be found. However, in practical applications, a larger swarm size will reduce the system economy, so the size of the area to be searched, the member's FOV and sensing range, and the acceptable searching time should be fully considered to determine the size of the population.
D. IMPACT OF ENVIRONMENTS
The above results are obtained in an open environment. The collision avoidance is only performed among members. In this section, simulation results in several scenarios with obstacles will be given. Figure 6 and Figure7 indicate the simulation process of the proposed algorithm in a simple obstacle environment A (Env.A), which is characterized by a small number of ''concave'' shaped obstacles. Figure 6 (a) is the initial distribution state of the robot, and the 20 robots are divided into four groups and distributed in four corners of the area to be searched. Figure 6(b) is the state after about 20 seconds after the search is started. It can be seen that when no member has found the target, each member moves randomly while maintaining aggregation and avoids collisions during the movement. After members in separate groups can perceive each other, the v-TVCS will be merged and continue to search for targets, as shown in 6(c). When a member in the v-TVCS find the target, the gbest in the formula (22) is updated. Then the swarm proceeds toward the target, as shown in figure 7(a) . With the movement of the swarm, several different v-TVCS eventually become one, and coordinate toward the target, as shown in Figure 7(b) . Finally, the convergence of the group convergence state is reached, as shown in 7(c).
We superimpose the recorded trajectories of each agent into the environment to reflect the movement process of each member in Env.A, as shown in 8. Each robot effectively avoids obstacles in the environment and finally collaboratively reach the target.
In addition, we have conducted massive tests on the proposed method in other simple obstacle environments (herein referred to Env.B and Env.C). Some of the results are shown in Figure 9 and Figure10. Figure 9 (a) and Figure 10(a) show the initial distribution of each robot and target at the beginning of the simulation. We also distribute the robots in the four corners of the environment, and the target is outside the scope of everyone's perception range. Both the algorithm and the swarm convergent, i.e., all robots can reach the target. The trajectories are shown in 9(b) and 10(b) respectively.
In order to verify the flexibility of the algorithm, we performed a simulation experiment in a more complicated environment, which denotes as Env.D. Figure 11(a) shows the initial distribution of the robot in this environment. In the beginning, the robot cannot perceive the target due to the perceptual limitation or obstacle obstruction. As shown in 11(b), once a robot finds the target, other members in the same v-TVCS update their speed according to the proposed algorithm. Other sub-groups that have not detected the target still maintain a random search state, as shown in figure 11(c) . With the simulation proceeds further, some sub-group travels toward the target, as shown in Fig.11(d) . At this time, the algorithm converges. It should be noted that although some other robots or targets in the figure are within one's sensing area, due to the occlusion of obstacles, the fusion of v-TVCS is slow. Until the moment shown in Figure 11 (e), the two v-TVCSs in the right half of the environment are first merged. The state when the simulation reaches the maximum time is shown in 11(f). Not all robots can move to the neighborhood of the target due to obstruction of obstacles. That means it is impossible to ensure the swarm convergence in the environments with complex obstacles, but many simulation experiments show that at least one agent can reach the target within the maximum simulation time, i.e., it can complete the corresponding target searching task. The member trajectories in Env.D are shown in Figure 12 .
In addition, we carried out 20 simulation experiments using the same initial distribution in the above four environments with obstacles. As shown in the table 4, the algorithm convergence time (t 1 ) and swarm convergence time (t 2 ) for each experiment are recorded. N /A indicates that the swarm has not reached the swarm convergence state. The target can be successfully reached in each simulation environment.
The algorithm convergence rate is 100%, and the swarm convergence rates of the four scenes corresponding to A, B, C, and D are 90%, 85%, 85%, and 0% respectively.
E. COMPARATION WITH A-RPSO METHOD
To simulate global sensing and communication, we changed the sensing and communication radius of an agent to 200m with no FOV limit, i.e., the field of view is 360 • . Furthermore, only a maximum speed is applied to each member as a motion constraint. Besides, collision avoidance is valid between each other due to the third item in Eq.3. After implementing the standard A-RPSO, the simulation trajectories in the same 100 × 100m environments are shown in Figure 13 . The corresponding Algorithm convergence time and swarm convergence time are 20s and 32s, respectively, which is less than the results shown in Figure 4 . As mentioned, it's due to the fewer constraints are considered in standard A-RPSO method. Also, because of the glocal sensing, global communication, and no kinematic restrictions, the trajectories in the simulation results compare to Figure 3 are more greed to the target. Although the proposed method requires a long convergence time compare to the standard A-RPSO, it wished to have more potential to be used in practical systems due to the consideration of more real physical constraints.
V. CONCLUSION AND FUTURE WORKS
Based on the standard Adaptive Robotic PSO algorithm, this paper proposed another PSO extended the collaborative searching method for robotic swarms under the practical restrictions of relative positioning, local sensing, and communication with the field of view limitations. The anti-collision issue and kinematic constraints are also considered in the proposed method. The proposed method follows the concept of evolution speed and a modified aggregation degree to determine the adaptive weights in the algorithm. The difference is that the integrated aggregation degree associated with the number of members in the v-TVCS is used to calculate the inertia weight. Unlike the traditional position update method, we update the forward speed and angular velocity of the robot under the non-holonomic model to realize the motion control of the robot. The simulation results show that the proposed method has the potential for collaborative searching tasks for real robotic swarms in different types of environments. Our future work for this research will be the physical implementation of this type of system.
