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Abstract
Let f be a nonconstant entire function, and let k ( 2) be an integer. We denote by Ef (z) =
{z ∈ C: f (z)= z, counting multiplicities} the set consisting of all the fixed points of f . This paper
proves that if f and f ′ have the same fixed points, namely, Ef (z) = Ef ′(z), and if f (k)(z) = z
whenever f (z)= z, then f ≡ f ′.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and results
Let f and g be two nonconstant entire functions in the complex plane. We say that a
finite value z0 is a fixed point of f if f (z0)= z0. By
Ef (z)=
{
z ∈ C: f (z)= z, counting multiplicities}
we denote the set consisting of all the fixed points of f . As usual, we say that two entire
functions f and g share a finite value a IM (ignoring multiplicities) provided that f − a
and g − a have the same zeros. If f − a and g − a have the same zeros with the same
multiplicities, then we say that f and g share the value a CM (counting multiplicities).
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Theorem A (see [10]). Let f be a nonconstant entire function. If f and f ′ share two finite,
distinct values CM, then f ≡ f ′.
Since then, shared value problems, especially the case of f and f ′ sharing values, have
been studied by authors and a number of interesting results have been obtained (see, e.g.,
[1–7], etc.).
Jank et al. proved the following theorem.
Theorem B (see [1]). Let f be a nonconstant entire function. If f and f ′ share a finite,
nonzero value a IM, and if f ′′(z)= a whenever f (z)= a, then f ≡ f ′.
Clearly, from the hypothesis of Theorem B, it can be easily seen that the value a is, in
fact, shared by f and f ′ CM.
A counterexample (see [7, p. 250]) showed that the conclusion of Theorem B is, in
general, not true if the f ′′ in Theorem B is replaced by f (k) (k  3). However, it is natural
to ask what can be said if the f ′′ in Theorem B is replaced by f (k) (k  3)? Regarding this
question, the present authors proved the following result.
Theorem C (see [16]). Let f be a nonconstant entire function, let a ( 	= 0) be a finite con-
stant, and let k ( 2) be a positive integer. If f and f ′ share the value a CM, and if
f (k)(z)= a whenever f (z) = a, then f (z)= Aeλz + a − a/λ, where A ( 	= 0) and λ are
constants satisfying λk−1 = 1.
The main purpose of this paper is to investigate the uniqueness problem for entire func-
tions that have the same fixed points with their first derivative by proving the following
results that are generalizations of Theorems B, C and some previous results.
Theorem 1. Let f be a nonconstant entire function, and let k ( 2) be a positive integer. If
Ef (z)=Ef ′(z), and if f (k)(z)= z whenever f (z)= z, then f ≡ f ′.
The next result follows immediately from the above Theorem 1.
Corollary 2. Let f be a nonconstant entire function, and let k ( 2) be a positive integer.
If f , f ′ and f (k) have the same fixed points with the same multiplicities, then f ≡ f ′.
It is assumed that the reader is familiar with the standard symbols and fundamental re-
sults of Nevanlinna’s theory, as found in [14] or [17]. Moreover, let λ be a meromorphic
function, and let k be a positive integer, we denote by Pk[λ] or P ∗k [λ] or Qk[λ] a poly-
nomial in λ and its derivatives with polynomial coefficients and degree at most k, but not
necessarily the same at each occurrence.
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Lemma 1 (see [8, Lemma 1] or [9]). Let f be a transcendental meromorphic solution of the
equation
f nP (f )=Q(f ),
where P(f ) and Q(f ) are polynomials in f and its derivatives with meromorphic coeffi-
cients, say, aj . If the total degree of Q is at most n, then
m
(
r,P (f )
)

∑
j
m(r, aj )+ S(r, f ).
Lemma 2 (see [11, p. 58, Remark 1]). Let f be an entire solution of the equation
an(z)f
(n) + an−1(z)f (n−1) + · · · + a1(z)f ′ + a0(z)f = 0
with polynomial coefficients a0(z), . . . , an(z) ( 	≡ 0). Then f has finite order.
Remark. Actually, if these polynomial coefficients a0(z), . . . , an(z) are not all identically
equal to zero, then the conclusion of Lemma 2 still holds.
Lemma 3 (see [18, p. 119]). Suppose that f (z) is an entire function such that f (z)/zn is
bounded for |z|R, where R is a positive number. Then f (z) is a polynomial of degree at
most n.
Lemma 4 (see [12]). Let F be a nonconstant meromorphic function of finite order ρ,
let ε > 0 be a given constant, and let k be a positive integer. Then there exists a set
E ⊂ [0,2π) that has linear measure zero, such that if ψ0 ∈ [0,2π) − E, then there is
a constant R0 = R0(ψ0) > 0 such that for all z satisfying argz = ψ0 and |z|  R0, we
have |F (k)(z)/F (z)| |z|k(ρ−1+ε).
Lemma 5 (see [13]). Let F be an entire function, and suppose that |F ′(z)| is unbounded
on some ray argz = φ. Then there exists an infinite sequence of points zn = rneiφ where
rn →+∞, such that F ′(zn)→∞ and |F(zn)/F ′(zn)| (1+ o(1))|zn| as zn →∞.
We now state two main lemmas of this paper that have independent interest, and
Lemma 6 below is an improvement of [3, Lemma 1].
Lemma 6. Let Q(z) be a nonconstant polynomial. Then every entire solution F of the
differential equation
F ′ − eQ(z)F = z− 1 (2.1)
has infinite order.
Proof. We prove Lemma 6 by contradiction. Assume that Lemma 6 is not true, i.e., sup-
pose that F is an entire solution of Eq. (2.1) that has finite order ρ. Let ε > 0 be any given
238 J.-P. Wang, H.-X. Yi / J. Math. Anal. Appl. 290 (2004) 235–246constant. Then from Lemma 4 (with k = 1), there exists a set E ⊂ [0,2π) that has linear
measure zero, such that if ψ0 ∈ [0,2π)−E, then there is a constantR0 =R0(ψ0) > 0 such
that for all z satisfying argz=ψ0 and |z|R0, we have∣∣∣∣F
′(z)
F (z)
∣∣∣∣ |z|ρ−1+ε. (2.2)
Now suppose that θ is any real number that satisfies θ ∈ [0,2π) − E, and for every
α > 0,
|eQ(reiθ )|
rα+1
→+∞ (2.3)
as r→+∞. Rewrite (2.1) as
F ′
(z− 1)F −
eQ(z)
z− 1 =
1
F
. (2.4)
Since (2.2) holds, thus for all z = reiθ with sufficiently large real number r , and for any
positive number α > ρ, we have∣∣∣∣F
′(z)
F (z)
∣∣∣∣ 1|z|α+1  |z|ρ−2−α+ε. (2.5)
By (2.3)–(2.5), we obtain
1
rα
∣∣∣∣ 1F(reiθ )
∣∣∣∣= 1rα
1
|reiθ − 1|
∣∣∣∣F
′(reiθ )
F (reiθ )
− eQ(reiθ )
∣∣∣∣
 1
2rα+1
(∣∣eQ(reiθ )∣∣−
∣∣∣∣F
′(reiθ )
F (reiθ )
∣∣∣∣
)
→+∞
as r→+∞, from which we can deduce that
F(reiθ )→ 0 as r →+∞. (2.6)
Now suppose that φ is any real number that satisfies φ ∈ [0,2π), and for every β > 0,
rβ+2eQ(reiφ) → 0 (2.7)
as r→+∞.
Set G(z) = F(z) − 12z2. We now assert that |G′(z)| = |F ′(z) − z| is bounded on the
ray argz = φ. Assume the contrary, that is, suppose that |G′(z)| is unbounded on the ray
argz = φ. Then, from Lemma 5, there exists an infinite sequence of points zn = rneiφ
where rn →+∞, such that G′(zn)= F ′(zn)− zn →∞ and∣∣∣∣ G(zn)G′(zn)
∣∣∣∣=
∣∣∣∣F(zn)−
1
2z
2
n
F ′(zn)− zn
∣∣∣∣ (1+ o(1))|zn| as rn →+∞. (2.8)
From (2.1) we have
(F ′ − z)− eQ(z)F =−1. (2.9)
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the above assertion, we shall consider the following two cases.
Case I. There exist a positive number α0 > 12 and an infinite subsequence, say znj , of zn,
such that |F(znj )| α0|znj |2 for j = 1,2, . . . .
Then for any positive number β and sufficiently large integer j , we have
∣∣F(znj )∣∣ α0|znj |2 
1
2 |znj |2
1− 1|znj |β
=
1
2 |znj |2+β
|znj |β − 1
,
that is
1
|F(znj )| − 12 |znj |2

|znj |β
|F(znj )|
, (2.10)
which when combined with (2.8) and the fact that |F(znj )| α0|znj |2 gives that
(
1+ o(1))|znj |−1 
∣∣∣∣ F
′(znj )− znj
F (znj )− 12z2nj
∣∣∣∣ |F
′(znj )− znj |
|F(znj )| − 12 |znj |2

∣∣∣∣F
′(znj )− znj
F (znj )
∣∣∣∣|znj |β,
and thus we have
(
1+ o(1))|znj |
∣∣∣∣F
′(znj )− znj
F (znj )
∣∣∣∣|znj |β+2. (2.11)
Now we rewrite (2.9) as
F ′ − z
F
− eQ(z)=− 1
F
. (2.12)
By considering (2.11), (2.12) and (2.7), we can deduce that
r
β+2
nj
F (rnj e
iφ)
→∞ as rnj →+∞.
From this, (2.12) and (2.7) we obtain that G′(znj )= F ′(znj )− znj →−1, which contra-
dicts the assumption that G′(zn)→∞.
Case II. For every given positive number α > 12 , the inequality |F(zn)|< α|zn|2 holds
except for at most finitely many positive integers n.
In this case, we choose α = 1. Then for sufficiently large n, we have |F(zn)| < |zn|2.
Thus, for any positive number β > 2 and positive integer n that is large enough, we obtain
|zn|β
∣∣∣∣F
′(zn)− zn
F (zn)
∣∣∣∣ |zn|β−2∣∣F ′(zn)− zn∣∣→+∞ as rn →+∞. (2.13)
It follows from (2.12), (2.13) and (2.7) that F ′(zn)− zn →−1, which leads to a contra-
diction.
Now the assertion that |G′(z)| = |F ′(z)− z| is bounded on the ray argz = φ has been
confirmed. From this assertion and the formula G(z) = G(0) + ∫ z G′(ω) dω, we obtain0
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M(φ) > 0 is some constant. This implies that for all z satisfying argz= φ, we have
∣∣F(z)∣∣
∣∣∣∣F(z)− 12z2
∣∣∣∣+ 12 |z|2 
∣∣G(0)∣∣+M|z| + 1
2
|z|2 =
(
1
2
+ o(1)
)
|z|2 (2.14)
as |z|→+∞.
We now have shown that (2.14) holds for any φ ∈ [0,2π) with property (2.7), and that
(2.6) holds for any θ ∈ [0,2π)− E with property (2.3). Suppose that ρ1 is a number not
less than ρ which is the order of the function F . Then we can find a positive number α1
such that α1 < 1/ρ1. Noting that F(z)/z2 is an entire function of finite order ρ in |z| 1,
we can deduce that for every given constant ε > 0, there exists a real number r1 > 1 such
that |F(z)/z2|< exp(εr1/α1) as |z| = r  r1.
Since Q(z) is a nonconstant polynomial, there exist only finitely many real numbers
in [0,2π) that do not satisfy either (2.3) or (2.7). Also we note that the set E has linear
measure zero, thus there exist a finite collection of real numbers θj ∈ [0,2π) − E that
satisfy either (2.3) or (2.7), where θ1 < θ2 < · · ·< θn = θ1+2π , and α1π/2< θj+1− θj 
α1π for j = 1, . . . , n− 1. By the rays argz= θj (j = 1, . . . , n), we divide the set {z ∈ C:
|z| r1} into sector domains Sj = {z ∈ C: θj  argz θj+1, |z| r1} (j = 1, . . . , n− 1).
In view of (2.6), (2.14) and the fact that |F(z)/z2|< exp(εr1/α1) exp(εrπ/(θj+1−θj )) for
j = 1, . . . , n − 1 and |z| = r  r1, we can apply the Phragmén–Lindelöf theorem [15,
Theorem 9.12] to the function F(z)/z2 in every sector domain Sj (j = 1, . . . , n− 1) and
deduce that there exist two positive constants M0 and r0 such that |F(z)|  M0|z|2 as
|z| = r  r0. From this and Lemma 3, we can conclude that F(z) must be a polynomial of
order at most 2. However, this is impossible because Q(z) is a nonconstant polynomial in
(2.1). This contradiction proves Lemma 6. ✷
Lemma 7. Let f be a nonconstant entire function satisfying m(r,1/(f −z))= S(r, f ), and
let k  2 be a positive integer. If Ef (z) = Ef ′(z) and if f (k)(z) = z whenever f (z) = z,
then f ≡ f ′.
Proof. We first note that the assumption that Ef (z) = Ef ′(z) and f (k)(z)= z whenever
f (z)= z shows that f must be a transcendental entire function. We set
λ= f
′(z)− z
f (z)− z . (2.15)
From the hypothesis of Lemma 7, we know that λ is an entire function satisfying
T (r, λ)=m(r,λ) S(r, f ). (2.16)
Rewrite (2.15) as
f ′ = λf + z(1− λ) := λ1f +µ1, (2.17)
where λ1 and µ1 are defined by
λ1 := λ, µ1 := z(1− λ). (2.18)
Differentiating (2.17), we can obtain
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where λk and µk are entire functions satisfying the following recurrence formulas:
λk+1 = λ′k + λ1λk for k = 1,2, . . . , (2.20)
µk+1 = µ′k +µ1λk for k = 1,2, . . . . (2.21)
From (2.16), (2.18), (2.20) and (2.21) we get
T (r, λk)= S(r, f ) and T (r,µk)= S(r, f ) for k = 1,2, . . . . (2.22)
Noting that m(r,1/(f − z)) = S(r, f ), we have N(r,1/(f − z)) 	= S(r, f ). So we can
assume that there exists z0 ∈C such that f (z0)= z0. Then we have f (k)(z0)= z0 from the
hypothesis of Lemma 7. It follows from (2.19) that z0 = z0λk(z0)+µk(z0), which together
with the fact that N(r,1/(f − z)) 	= S(r, f ) as well as (2.22) leads to
z≡ zλk(z)+µk(z). (2.23)
From (2.18), (2.20), (2.21), and induction in the number k, we deduce that
λk = λk + Pk−1[λ] for k = 1,2, . . . , (2.24)
µk =−zλk + P ∗k−1[λ] for k = 1,2, . . . . (2.25)
By using (2.20), (2.21), (2.24), (2.25), and induction in the number k, we can obtain
µk+1 + zλk+1 = (z− 1)λk +Qk−1[λ] for k = 1,2, . . . . (2.26)
Observing that differentiation never increase the degree of a differential polynomial, we
may prove (2.26) by induction as follows. By (2.18), (2.20) and (2.21), a simple calculation
gives that µ2 + zλ2 = (z− 1)λ+ 1. Suppose now that
µk + zλk = (z− 1)λk−1 +Qk−2[λ] (2.27)
has been proved. By (2.18), (2.20), (2.21), (2.24) and (2.25) we can obtain that
µk+1 + zλk+1 =
(−zλk + P ∗k−1[λ])′ + z(1− λ)λk + z{(λk + Pk−1[λ])′ + λλk}
=−λk − kzλk−1λ′ + (P ∗k−1[λ])′ + zλk − zλλk
+ kzλk−1λ′ + z(Pk−1[λ])′ + zλλk
= (z− 1)λk +Qk−1[λ],
which proves (2.26).
From (2.26) and (2.23), we have
z≡ (z− 1)λk−1 +Qk−2[λ]. (2.28)
Obviously, Qk−2[λ] 	≡ z. Otherwise, we can obtain from (2.28) that λ ≡ 0, which when
combined with (2.15) shows that f is a polynomial. But this is impossible. Thus, from
(2.28) and Lemma 1, it follows that
T (r, λ)=m(r,λ) S(r, λ)+O(log r),
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Ef ′(z), it can be seen that λ 	= 0, and thus λ must be a nonzero constant. If λ 	= 1, then by
solving (2.15), we can obtain f (z)= Ceλz+(1−1/λ)(z+1/λ), whereC 	= 0 is a constant,
which contradicts the hypothesis that f (k)(z)= z whenever f (z)= z. This contradiction
shows that λ= 1, and thus we can deduce from (2.15) that f ≡ f ′. Lemma 7 is proved. ✷
3. Proof of Theorem 1
We first note that under the hypothesis of Theorem 1, f must be a transcendental entire
function. Set
α = (z− 1)f
(k) − z(f ′ − 1)
f − z . (3.1)
For the proof of Theorem 1, we shall divide our argument into two cases.
Case 1. α ≡ 0.
From (3.1) we have
(z− 1)f (k) − z(f ′ − 1)≡ 0.
Differentiating the above equation twice, we obtain
(z− 1)f (k+2) + 2f (k+1) − zf ′′′ − 2f ′′ ≡ 0.
From the above equation and Lemma 2, it follows that f is of finite order. Noting that
Ef (z)=Ef ′(z), we can now suppose that
f ′(z)− z
f (z)− z = e
Q1(z), (3.2)
where Q1(z) is a polynomial.
Set G(z)= f (z)− z. Then G is also an entire function of finite order. By (3.2) and the
definition of G, we obtain
G′ −GeQ1(z) = z− 1. (3.3)
From Lemma 6, we know that Q1 must be a constant. This and (3.2) implies that there
exists a constant C1 ( 	= 0), such that
f ′(z)− z
f (z)− z = C1. (3.4)
If C1 	= 1, we obtain by solving (3.4) that f (z)= CeC1z + (1 − 1/C1)(z+ 1/C1), where
C 	= 0 is a constant. But this also contradicts the hypothesis that f (k)(z) = z whenever
f (z)= z. So, we must have C1 = 1, and obtain from (3.4) that f ≡ f ′. But this contradicts
the assumption α ≡ 0 of the Case 1, which implies that the Case 1 cannot in fact arise.
Case 2. α 	≡ 0.
From the condition Ef (z) = Ef ′(z) we can easily deduce that the multiplicity of any
fixed point of f that is distinct from the point 1 must be simple (i.e., equal to 1). Thus by
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the fact that f is transcendental we obtain
T (r,α)=m(r,α)+O(log r) S(r, f ). (3.5)
From (3.1),
f − z= 1
α
[
(z− 1)f (k) − z(f ′ − 1)].
Differentiating the above equation, we have
f ′ − 1 =
(
1
α
)′[
(z− 1)f (k) − z(f ′ − 1)]
+ 1
α
[
f (k) + (z− 1)f (k+1) − (f ′ − 1)− zf ′′]. (3.6)
By treating the following two subcases, we shall prove that
m
(
r,
1
f ′ − z
)
= S(r, f ). (3.7)
Subcase 2.1. k = 2.
Rewriting (3.6) as[
1+ z
(
1
α
)′
+ 1
α
]
(f ′ − z)= (1− z)
[
1+ (z− 1)
(
1
α
)′
+ 2
α
]
+ z− 1
α
f ′′′
+
[
(z− 1)
(
1
α
)′
+ (1− z) 1
α
]
(f ′′ − 1). (3.8)
If 1+ (z− 1)(1/α)′ + 2/α ≡ 0, that is,
α − (z− 1)α
′
α
+ 2 ≡ 0, (3.9)
then by (3.5) and (3.9), we can obtain
T (r,α)=m(r,α)+O(log r)=m
(
r, (z− 1)α
′
α
− 2
)
+O(log r)
 S(r,α)+O(log r),
which shows that α must be a rational function. Since the only possible pole of α is the
point z = 1, we can assume that α = Q(z)/(z− 1)p, where Q(z) is a polynomial with
degree degQ = q and Q(1) 	= 0, and p,q ( 0) are integers. Substitution α into (3.9)
gives
Q
(z− 1)p − (z− 1)
[
Q′
Q
− p
z− 1
]
+ 2 ≡ 0. (3.10)
From (3.10) we can deduce that p = 0. Thus, again using (3.10), we obtain that Q(z) 	= 0,
which means that α is a constant. Hence, by (3.9) we can deduce that α =−2. In this case,
(3.1) becomes
−2 = (z− 1)f
′′ − z(f ′ − 1)
,
f − z
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2z− 2f = (z− 1)f ′′ − z(f ′ − 1).
Differentiating the above equation twice, we have
(z− 1)f (4) + (2− z)f ′′′ = 0. (3.11)
If f ′′′ ≡ 0, then f must be a polynomial, which contradicts the hypothesis of Theorem 1.
If f ′′′ 	≡ 0, then by solving (3.11), we can deduce that f ′′′ =Aez/(z− 1), where A 	= 0 is a
constant, but this is obviously impossible. The contradiction shows that 1+(z−1)(1/α)′+
2/α 	≡ 0. Thus, by (3.8) we have
1
f ′ − z =
1+ z( 1
α
)′ + 1
α
(1− z)[1+ (z− 1)( 1
α
)′ + 2
α
] +
1
α
1+ (z− 1)( 1
α
)′ + 2
α
f ′′′
f ′ − z
+
( 1
α
)′ − 1
α
1+ (z− 1)( 1
α
)′ + 2
α
f ′′ − 1
f ′ − z .
From the above equation and (3.5), we can obtain (3.7).
Subcase 2.2. k  3.
We now rewrite (3.6) as
z
α
+ (z− 1)
[
1+ z
(
1
α
)′
+ 1
α
]
=
[(
1
α
)′
(z− 1)+ 1
α
]
f (k) + 1
α
[
(z− 1)f (k+1)− z(f ′′ − 1)]
−
[
1+ z
(
1
α
)′
+ 1
α
]
(f ′ − z). (3.12)
Suppose z/α + (z− 1)[1+ z(1/α)′ + 1/α] ≡ 0, namely,
(z− 1)α− z(z− 1)α
′
α
+ 2z− 1 ≡ 0. (3.13)
We shall derive a contradiction from (3.13).
By (3.13) and (3.5) it follows that
T (r,α)=m(r,α)+O(log r) S(r,α)+O(log r),
which shows that α must be a rational function. Furthermore, we can find from (3.13) that
the only possible zero of α is the point z= 0. In fact, it can be seen from (3.13) that the zero
of α can arise only from the two points 0 and 1. We shall show that the case of α(1)= 0
cannot in fact occur. If it does, since we have known that the only possible pole of α is the
point z= 1, and that α is rational, hence, α must be a polynomial. We rewrite (3.13) as
(z− 1)α2 − z(z− 1)α′ + (2z− 1)α ≡ 0.
Suppose that degα = p. Then from the above equation we can deduce that p = 0, which
means that α is a constant. From this and the above equation we can conclude that
α ≡ 0. But this contradicts the hypothesis of Case 2. Hence, we can now suppose that
J.-P. Wang, H.-X. Yi / J. Math. Anal. Appl. 290 (2004) 235–246 245α = Azq/(z− 1)p, where A is a nonzero constant, and p,q ( 0) are integers. In this
case, (3.13) becomes
(z− 1) Az
q
(z− 1)p − z(z− 1)
[
q
z
− p
z− 1
]
+ 2z− 1 ≡ 0,
that is,
(z− 1) Az
q
(z− 1)p + (p− q + 2)z+ q − 1 ≡ 0. (3.14)
By (3.14) it can be easily seen that 0  p  1. If p = 0, then we obtain from (3.14) that
q = 0. From this and (3.14) we have arrived at a contradiction. Therefore, we must have
p = 1. By this and (3.14), we obtain Azq + (3 − q)z + q − 1 ≡ 0, from which we can
deduce that q = 1 and A=−2. Thus, we have α =−2z/(z− 1). Substituting this α into
(3.1) leads to
−2z
z− 1 =
(z− 1)f (k) − z(f ′ − 1)
f − z ,
that is,
(z− 1)2f (k) − z(z− 1)f ′ + 2zf − z(z+ 1)= 0.
Differentiating the above equation three times, we obtain
(z− 1)2f (k+3) + 6(z− 1)f (k+2) + 6f (k+1) + z(1− z)f (4) + (3− 4z)f ′′′ = 0,
which and Lemma 2 shows that f must be an entire function of finite order. Since Ef (z)=
Ef ′(z), we can also obtain (3.2), and then deduce from the analogous argument in Case 1
that f ≡ f ′. For simplicity, we omit the details here. From this and (3.1) it follows that α ≡
−1, which contradicts the fact that α ≡−2z/(z− 1). Thus, we must have z/α+ (z− 1)×
[1+ z(1/α)′ + 1/α] 	≡ 0. By (3.12) and (3.5) we can deduce that (3.7) remains true.
Under the hypothesis that α 	≡ 0, we now have proved that (3.7) holds. Furthermore, by
(3.1) and (3.5) we have
T (r, f )= T (r, f − z)+ S(r, f )=m(r,f − z)+ S(r, f )
=m
(
r,
(z− 1)f (k) − z(f ′ − 1)
α
)
+ S(r, f )
m(r,f ′)+ S(r, f )= T (r, f ′)+ S(r, f ) T (r, f )+ S(r, f ). (3.15)
From (3.15), we obtain
T (r, f ′)= T (r, f )+ S(r, f ). (3.16)
By the condition Ef (z)= Ef ′(z), (3.7), (3.16) and the first fundamental theorem,
m
(
r,
1
f − z
)
= T (r, f )−N
(
r,
1
f − z
)
+ S(r, f )
= T (r, f ′)−N
(
r,
1
)
+ S(r, f )f − z
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(
r,
1
f ′ − z
)
+N
(
r,
1
f ′ − z
)
−N
(
r,
1
f − z
)
+ S(r, f )
= S(r, f ).
From the above equality and Lemma 7, the desired result f ≡ f ′ follows. This completes
the proof of Theorem 1. ✷
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