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HADAMARD-TYPE FORMULAS VIA THE MASLOV FORM
YURI LATUSHKIN AND ALIM SUKHTAYEV
To Jan Pru¨ss with best wishes on the occasion of his 65-th birthday
Abstract. Given a star-shaped bounded Lipschitz domain Ω ⊂ Rd, we consider the Schro¨dinger operator
LG = −∆+ V on Ω and its restrictions L
Ωt
G
on the subdomains Ωt, t ∈ [0, 1], obtained by shrinking Ω towards
its center. We impose either the Dirichlet or quite general Robin-type boundary conditions determined by
a subspace G of the boundary space H1/2(∂Ω) × H−1/2(∂Ω), and assume that the potential is smooth and
takes values in the set of symmetric (N ×N) matrices. Two main results are proved: First, for any t0 ∈ (0, 1]
we give an asymptotic formula for the eigenvalues λ(t) of the operator LΩt
G
as t → t0 up to quadratic terms,
that is, we explicitly compute the first and second t-derivatives of the eigenvalues. This includes the case of
the eigenvalues with arbitrary multiplicities. Second, we compute the first derivative of the eigenvalues via
the (Maslov) crossing form utilized in symplectic topology to define the Arnold-Maslov-Keller index of a path
in the set of Lagrangian subspaces of the boundary space. The path is obtained by taking the Dirichlet and
Neumann traces of the weak solutions of the eigenvalue problems for LΩt
G
.
1. Introduction
The main objective of this paper is to establish connections between the Hadamard-type formulas for varia-
tion of the eigenvalues of differential operators on multidimensional domains when the domain is changing, and
a quadratic form, the crossing (Maslov) form, used in symplectic topology to compute the Arnold-Maslov-Keller
index.
The celebrated Hadamard Formula gives the rate of change of a simple eigenvalue of the Dirichlet Laplacian
for a domain whose boundary changes in normal direction. The derivative was computed in some special cases
by Rayleigh [R94, p.338, eqn.11] and for general two dimensional domains by Hadamard [H08], but the first
rigorous proof was given by Garabedian and Schiffer [GS52]. During the last sixty years these results were
developed in several directions most notably by computing the higher variations of the eigenvalues as well as
variations of other quantities such as Green’s functions, etc. We refer to an inspiring book [H05] and two
excellent reviews, [G10] and [BLC06, Section 4], devoted to the variational and spectral aspects of the problem,
respectively; one can find there further references. In addition, there is of course a vast body of work on
dependence of the eigenvalues of domains both in multidimensional and one-dimensional cases; we mention
here [BW15, KZ96, KWZ97, KWZ01] and the classical exposition in [K80, Section VII.6.5].
Generalizing the known results in several directions, in the current paper we continue the work in [DJ11]
and [CJLS14, CJM15], and study the variation with t of the eigenvalues of the multidimensional Schro¨dinger
operators LΩt
G
= LG
∣∣
L2(Ωt)
with matrix valued potential on a family of bounded Lipschitz domains Ωt, t ∈ [0, 1],
obtained by shrinking a given star-shaped domain Ω = Ω1 towards its center; here LG = −∆ + V and the
boundary conditions are determined by a subspace G of the boundary space H = H1/2(∂Ω) × H−1/2(∂Ω).
We impose either the Dirichlet or very general Robin-type boundary conditions, and allow eigenvalues of
arbitrary multiplicity. We derive an asymptotic formula for the eigenvalues up to quadratic terms (that is,
we explicitly compute the first and second derivative of the eigenvalues with respect to the parameter t).
A technically involved part of the paper, the asymptotic formula for the eigenvalues, resembles in spirit the
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classical perturbation formulas from [K80] for analytic operator families but must be proved from scratch as
the family of the Schro¨dinger operators is not analytic.
However, the most important and novel ingredient of the current paper is a connection of the Hadamard-
type formulas for the derivatives of the eigenvalues and the Maslov index computed via the (Maslov) quadratic
crossing form. The Maslov index Mas(Υ,G) of a path {Υ(t)}t∈[0,1] in the set of Lagrangian subspaces relative
to a given Lagrangian subspace G counts the number of conjugate points t0 where Υ(t0) ∩ G 6= {0} and their
multiplicities, see the general discussion in [A67, A85, BF98, CLM94, F04, MS98, RS93, RS95, SW08] and
the literature cited therein. For the problem at hand the subspaces Υ(t) are obtained by taking the boundary
traces of weak solutions of the eigenvalue problems for the operators LΩt
G
while G determines the boundary
conditions. The multiplicity of a conjugate point is in fact the signature of a certain quadratic form, the Maslov
crossing form mt0 , defined on the intersection Υ(t0) ∩ G. Recently, a great deal of attention was given to the
study of relations between the eigenvalue counting functions for the operators LΩt
G
and the Maslov index, see
[CDB06, CDB09, CDB11, CJLS14, CJM15, DP12, DJ11, HS15, JLM13, LSS16, PW15]. Results of this type
go back to the classical theorems by Sturm and Morse [A01, M63] and to more recent theorems by Arnold
[A67, A85], Bott [B56], Duistermaat [D76], Smale [S65], and Uhlenbeck [U73], see [CJLS14] and [LSS16] for a
more detailed historical account. A typical theorem from [CJLS14, CJM15, HS15, JLM13, LSS16] is a formula
saying that the difference of the eigenvalue counting functions for the operators L
Ωt1
G
and L
Ωt2
G
is equal to the
Maslov index of the path {Υ(t)}t∈[t1,t2]. In the current paper we establish an “infinitesimal” version of the
difference formula by proving that the t-derivatives of the eigenvalues of the operators LΩt
G
at t = t0 can be
computed via the values of the Maslov form at the conjugate point t0.
The paper is organized as follows. In Section 2 we formulate hypotheses and main results. In Section 3 we
provide a brief tutorial on the Maslov index and recall several results from [CJLS14] on computation of the
(Maslov) crossing form. The proofs of the main results are given in Section 4.
Notations. We denote by B(X1,X2) the set of bounded linear operators from a Hilbert space X1 into a
Hilbert space X2 (real or complex), and abbreviate this as B(X ) when X = X1 = X2. We denote by IX the
identity operator on X . Given two closed linear subspaces L,M⊂ X , we denote by L+M their (not necessarily
direct) sum, by L+˙M their direct sum (which need not be orthogonal), and by L ⊕M their orthogonal sum.
For a linear operator T on a Banach space X we denote by T−1 its (bounded) inverse, by ker(T ) its null space,
by ran(T ) its range, by Sp(T ) its spectrum, by T ∗ its adjoint (or transpose, when the space is real), by T |L
its restriction to a subspace L ⊂ X . If X is a Banach space and X ∗ is its adjoint then X ∗〈v, u〉X denotes the
action of a functional v ∈ X ∗ on u ∈ X . For a bounded domain Ω ⊂ Rd with the boundary ∂Ω we denote by
Hs(Ω) and Hs(∂Ω) the usual Sobolev spaces. We abbreviate
〈g, f〉1/2 = H−1/2(∂Ω;RN )〈(gn)
N
n=1, (fn)
N
n=1〉H1/2(∂Ω;RN ) =
N∑
n=1
H−1/2(∂Ω)〈gn, fn〉H1/2(∂Ω),
〈u, v〉L2(Ω) =
N∑
n=1
∫
Ω
un(x)vn(x) dx, u = (un)
N
n=1, v = (vn)
N
n=1 ∈ L
2(Ω;RN ),
(1.1)
for the scalar product in L2(Ω). We let ⊤ denote the transposition and use “dot” for t-derivatives. Throughout,
we suppress vector notations by writing L2(Ω) instead of L2(Ω;RN ), etc. For a vector-valued function u =
(un)
N
n=1 : Ω→ R
N we write ∇u applying the gradient to each component un of u, and analogously write ∆u =
(∆un)
N
n=1, etc. Given two vector-valued functions u = (un)
N
n=1 and v = (vn)
N
n=1, we write uv = (unvn)
N
n=1 for
their componentwise product. We often use “·” to denote the scalar product in Rd and write
∇u · ∇v =
N∑
n=1
〈∇un,∇vn〉Rd , 〈∇u,∇v〉L2 =
N∑
n=1
∫
Ω
〈∇un(x),∇vn(x)〉Rd dx. (1.2)
If U = (Un)
N
n=1 and V = (Vn)
N
n=1 are vector-valued functions with components Un, Vn ∈ R
d then we write
U · V =
N∑
n=1
〈Un, Vn〉Rd , 〈U, V 〉L2(Ω) =
N∑
n=1
∫
Ω
〈Un(x), Vn(x)〉Rd dx. (1.3)
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We denote by H = H1/2(∂Ω)×H−1/2(∂Ω) the boundary space, by γ
D
the Dirichlet and by γ
N
= ν · γ
D
∇ the
weak Neumann trace, and write Tr u = (γ
D
u, γ
N
u). We denote by Kλ,t the following set:
Kλ,t =
{
u ∈ H1(Ω) : 〈∇u,∇Φ〉L2(Ω)
+ 〈t2
(
V (tx)− λ
)
u,Φ〉L2(Ω) = 0 for all Φ ∈ H
1
0 (Ω)
}
, λ ∈ R, t ∈ Σ = [τ, 1], τ > 0.
(1.4)
For any τ ∈ (0, 1] we define the rescaled trace map Trt by the formula
Trt u = (γDu, t
−1γ
N
u), u ∈ dom(γ
N
) ⊂ H1(Ω), t ∈ Σ = [τ, 1]. (1.5)
2. Assumptions and main results
Let Ω ⊂ Rd be a star-shaped bounded domain with Lipshitz boundary ∂Ω, and consider the following
eigenvalue problem
−∆u+ V (x)u = λu, x ∈ Ω, λ ∈ R, Tru ∈ G. (2.1)
Here u : Ω → RN is a vector-valued function in the real Sobolev space H1(Ω) = H1(Ω;RN ), the potential
V = V (·) ∈ C0(Ω;RN×N) is a continuous, matrix-valued function having symmetric values, V (x)⊤ = V (x),
and ∆ = ∂2x1 + · · · + ∂
2
xd is the Laplacian. We denote by Tr the trace operator acting from H
1(Ω) into the
boundary space H,
Tr : H1(Ω)→ H, u 7→ (γDu, γNu), H = H
1/2(∂Ω)×H−1/2(∂Ω), (2.2)
where γ
D
u = u
∣∣
∂Ω
is the Dirichlet trace and γ
N
u = ν · ∇u
∣∣
∂Ω
is the (weak) Neumann trace on Ω. Throughout,
the Laplacian is understood in the weak sense, i.e. as a map from H1(Ω) into H−1(Ω) =
(
H10 (Ω)
)∗
.
The boundary condition in (2.1) is determined by a given closed linear subspace G of the boundary space
H = H1/2(∂Ω) × H−1/2(∂Ω). We will assume that G is Lagrangian with respect to the symplectic form ω
defined on H by
ω
(
(f1, g1), (f2, g2)
)
= 〈g2, f1〉1/2 − 〈g1, f2〉1/2, (2.3)
where 〈g, f〉1/2 denotes the action of the functional g ∈ H
−1/2(∂Ω) on the function f ∈ H1/2(∂Ω). Moreover,
throughout the paper wee assume that either G = HD, the Dirichlet subspace, where we denote
HD =
{
(0, g) ∈ H : g ∈ H−1/2(∂Ω)
}
,
or G is Neumann-based, that is, G is the graph,
G = Gr(Θ) =
{
(f,Θf) ∈ H : f ∈ H1/2(∂Ω)
}
,
of a compact, selfadjoint operator Θ: H1/2(∂Ω)→ H−1/2(∂Ω).
Our main standing assumptions are summarized as follows:
Hypothesis 2.1. We assume that:
(i) Ω ⊂ Rd, d ≥ 2, is a nonempty, open, bounded, star-shaped, Lipschitz domain;
(ii) the subspace G in (2.1) is Lagrangian with respect to the symplectic form (2.3);
(iii) the subspace G is either the Dirichlet subspace G = HD, or a Neumann-based subspace; for the
Neumann-based case we assume that the compact operator Θ satisfying G = Gr(Θ) is associated with
a closed, semibounded (and therefore symmetric) bilinear form aΘ on L
2(∂Ω) with domain dom(aΘ) =
H1/2(∂Ω)×H1/2(∂Ω) such that the following two conditions hold:
(a) The form aΘ is L
2(∂Ω)-semibounded from above by a positive constant cΘ such that
aΘ(f, f) ≤ cΘ‖f‖
2
L2(∂Ω) for all f ∈ H
1/2(∂Ω),
(b) The form aΘ is H
1/2(∂Ω)-bounded, that is, there is a positive constant ca such that
|aΘ(f, f)| ≤ ca‖f‖
2
H1/2(∂Ω) for all f ∈ H
1/2(∂Ω);
(iv) the potential V is continuous, V ∈ C0(Ω;RN ×RN), and V (x) is a symmetric (N ×N) matrix for each
x ∈ Ω.
Sometimes assumption (i) will be replaced by a stronger assumption:
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(i’) Ω ⊂ Rd, d ≥ 2, is a nonempty, open, bounded, star-shaped domain with C1,r boundary for some
1/2 < r < 1.
When needed, for the operator LtG defined below in (2.13), we will assume that
(iii’) assumption (iii) holds and dom(LtG) ⊂ H
2(Ω).
When needed we will assume that
(iv’) assumption (iv) holds and V ∈ C1(Ω;RN × RN ) is continuously differentiable. ✸
Assuming Hypothesis 2.1 (iii), there exists a unique bounded, compact selfadjoint operator
Θ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)), defined for f ∈ H1/2(∂Ω) by
〈Θf, h〉1/2 = aΘ(f, h) for h ∈ H
1/2(∂Ω), (2.4)
so that ‖Θ‖B(H1/2(∂Ω),H−1/2(∂Ω)) ≤ ca and the following assertions hold:
〈Θf, h〉1/2 = 〈Θh, f〉1/2 for all f, h ∈ H
1/2(∂Ω), (2.5)
〈Θf, f〉1/2 ≤ cΘ‖f‖
2
L2(∂Ω) for all f ∈ H
1/2(∂Ω). (2.6)
We note again that the operator Θ here and throughout is acting between the real Hilbert spaces H1/2(∂Ω;RN )
and H−1/2(∂Ω;RN ); it can be made complex by a standard procedure, cf. [W80, Section 5.5.3], but this will
not be needed until Section 4.
Following the strategy of [DJ11] and [CJLS14], a path of Lagrangian subspaces will be formed by shrinking
the domain Ω and rescaling the boundary value problem (2.1) accordingly. Since Ω is star-shaped, without
loss of generality we assume that 0 ∈ Ω, and for each x ∈ Ω there exist a unique t ∈ (0, 1] and y ∈ ∂Ω such
that x = ty. For each t ∈ (0, 1] we define a subdomain Ωt and the rescaled trace operator Trt : H
1(Ω)→ H by
setting
Ωt = {x ∈ Ω : x = t
′y for t′ ∈ [0, t), y ∈ ∂Ω}, Trt u := (γDu, t
−1γ
N
u). (2.7)
Using the rescaled operator Trt and the subspace G from (2.1), we will consider the following family of boundary
value problems on Ω, parametrized by t,
−∆u+ t2V (tx)u = t2λu, x ∈ Ω, λ ∈ R, t ∈ (0, 1], Trt u ∈ G. (2.8)
For a fixed λ ∈ R, we let Kλ,t denote the subspace in H
1(Ω) of weak solutions to the equation (−∆ +
t2V (tx) − t2λ)u = 0 for t ∈ [τ, 1], with τ ∈ (0, 1] fixed. Observe that no boundary conditions are imposed on
the functions u ∈ Kλ,t.
As we will see below, our hypotheses imply that the subspaces Υ(λ, t) = Trt(Kλ,t) form a smooth path in
the Fredholm–Lagrangian Grassmanian of the boundary space G. Therefore, for each λ ∈ R one can define
the Maslov index of the path t 7→ Υ(λ, t) with respect to G. Intuitively, this is a signed count of the crossings
t0 at which Υ(λ, t0) and G intersect nontrivially and the sign depends on the manner in which Υ(λ, t) passes
through G as t increases. In particular, for each crossing t0 a finite dimensional (Maslov) crossing form mt0(p, q)
is defined for p, q ∈ Υ(λ, t0) ∩ G, cf. (3.2), and the signature of the form is the sign of the crossing. We will
see below that Υ(λ0, t0) ∩ G 6= {0} if and only if t
2
0λ0 is an eigenvalue of the boundary value problem (2.8)
or, equivalently, λ0 is an eigenvalue of the boundary value problem (2.1) restricted to Ωt0 . Let λ0 = λ(t0)
be an eigenvalue of multiplicity m of (2.1) restricted to Ωt0 . For t near t0 there will be m eigenvalues λj(t),
j = 1, . . . ,m of (2.1) restricted to Ωt, bifurcating from λ(t0) (they may be repeating). A main result of this
paper is a formula for the t-derivative at a crossing of the eigenvalues λj(t) of the boundary value problem
(2.1) restricted to Ωt expressed in terms of the Maslov crossing form mt0(p, q) at t0. To formulate the results,
we will now introduce differential operators associated with (2.1) and (2.8).
Let us consider first the following unitary operators:
Ut : L
2(Ωt)→ L
2(Ω), (Utw)(x) = t
d/2w(tx), x ∈ Ω,
U∂t : L
2(∂Ωt)→ L
2(∂Ω), (U∂t h)(y) = t
(d−1)/2h(ty), y ∈ ∂Ω,
U∂1/t : L
2(∂Ω)→ L2(∂Ωt), (U
∂
1/tf)(z) = t
−(d−1)/2f(t−1z), z ∈ ∂Ωt,
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so that (U∂t )
∗ = U∂1/t on L
2. These also define bounded operators on the appropriate Sobolev spaces, i.e.,
Ut ∈ B(H
1(Ωt), H
1(Ω)) and U∂t ∈ B(H
1/2(∂Ωt), H
1/2(∂Ω)). The boundedness of the operator U∂t follows from
the boundedness of Ut and the boundedness of γD . Also, we define U
∂
t : H
−1/2(∂Ωt)→ H
−1/2(∂Ω) by letting
〈U∂t g, h〉1/2 = H−1/2(∂Ωt)〈g, U
∂
1/th〉H1/2(∂Ωt), h ∈ H
1/2(∂Ω). (2.9)
For a subspace G ⊂ H of the boundary space H = H1/2(∂Ω)×H−1/2(∂Ω) we let Gt ⊂ Ht be the subspace of
Ht = H
1/2(∂Ωt)×H
−1/2(∂Ωt) defined by
Gt = U
∂
1/t(G) =
{
(U∂1/tf, U
∂
1/tg) : (f, g) ∈ G
}
. (2.10)
Let us introduce the rescaled potentials V t and Vλ,t,
V t(x) = t2V (tx), Vλ,t(x) = t
2V (tx)− t2λ, λ ∈ R, x ∈ Ω, (2.11)
and the following family of operators LΩt
G
corresponding to the boundary value problem (2.1) but restricted to
Ωt:
LΩt
G
u(x) = −∆u(x) + V (x)u(x), x ∈ Ωt, L
Ωt
G
: dom(LΩt
G
) ⊂ L2(Ωt)→ L
2(Ωt),
dom(LΩt
G
) =
{
u ∈ H1(Ωt) |∆u ∈ L
2(Ωt) and
γ
D,∂Ωt
u = 0 in H1/2(∂Ωt) if G is the Dirichlet subspace, or
(γ
N,∂Ωt
− U∂1/t ◦Θ ◦ U
∂
t ◦ γD,∂Ωt )u = 0 in H
−1/2(∂Ωt) if G is the Neumann-based subpace
}
.
(2.12)
In addition, we introduce operators LtG obtained by rescaling L
Ωt
G
from Ωt back to Ω as follows:
LtGu(x) = −∆u(x) + V
t(x)u(x), x ∈ Ω, LtG : dom(L
t
G) ⊂ L
2(Ω)→ L2(Ω),
dom(LtG) =
{
u ∈ H1(Ω) |∆u ∈ L2(Ω) and
γ
D
u = 0 in H1/2(∂Ω) if G is the Dirichlet subpace, or
(γ
N
− tΘγ
D
)u = 0 in H−1/2(∂Ω) if G is the Neumann-based subpace
}
.
(2.13)
As we will see below, the operators LΩt
G
and LtG are selfadjoint with compact resolvent and therefore with only
discrete spectrum. Moreover, λ = λ(t) is an eigenvalue of LΩt
G
acting on L2(Ωt) if and only if the number t
2λ(t)
is an eigenvalue of LtG acting on L
2(Ω); we will use notation λt for the latter thus setting λt := t2λ(t).
Let us suppose that t0 ∈ (0, 1] and λ(t0) is a fixed eigenvalue of the operator L
Ωt0
G
of multiplicity m. Our
objective is to describe the behavior of the eigenvalues {λj(t)}
m
j=1 of the operator L
Ωt
G
for t near t0. We note
that λt0 = t20λ(t0) is an eigenvalue of L
t0
G
of multiplicity m, and denote by P the Riesz projection in L2(Ω)
for the operator Lt0
G
onto ker(Lt0
G
− λt0IL2(Ω)) and by S the reduced resolvent of the operator L
t0
G
, see formula
(4.22) below. In order to build the perturbation theory for the spectrum of Lt0
G
, we will need to introduce the
following m-dimensional operators T (1) and T (2) acting in the subspace ran(P ),
T (1) = P
(
V˙ t
∣∣
t=t0
−ΘD
)
P, (2.14)
T (2) = P
(1
2
V¨ t
∣∣
t=t0
− V˙ t
∣∣
t=t0
SV˙ t
∣∣
t=t0
−ΘDSΘD + V˙
t
∣∣
t=t0
SΘD +ΘDSV˙
t
∣∣
t=t0
)
P. (2.15)
Here and throughout we use “dot” to denote the t-derivative and introduce notation, cf. Remark 4.6,
ΘD = γ
∗
D
Θγ
D
∈ B(H1(Ω), (H1(Ω))∗).
Let us consider a normalized basis {ut0j }
m
j=1 of the subspace ran(P ) consisting of the eigenvectors of the operator
T (1) defined in (2.14) and corresponding to its eigenvalues λ
(1)
j so that T
(1)ut0j = λ
(1)
j u
t0
j , j = 1, . . . ,m. We
denote by qj = (γDu
t0
j ,
1
t0
γ
N
ut0j ) ∈ Υ(λ(t0), t0) ∩ G the respective rescaled traces.
We are now ready to formulate our main results. We begin with the first derivative of the eigenvalues.
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Theorem 2.2 (Hadamard-type formula via the Maslov form). Assume Hypothesis 2.1 (i), (ii), (iii) and (iv’)
and fix t0 ∈ (0, 1]. Let λ(t0) be a given eigenvalue of multiplicity m of the operator L
Ωt0
G
defined in (2.12), and
let {λj(t)}
m
j=1 denote the eigenvalues of the operator L
Ωt
G
for t near t0. Then the rates of change of λj(t) are
given by the formulas
dλj(t)
dt
∣∣∣
t=t0
=
1
t20
(
λ
(1)
j − 2t0λ(t0)
)
=
1
t0
mt0(qj , qj), j = 1, . . . ,m, (2.16)
where the (Maslov) crossing form for the path t 7→ Υ(λ(t0), t) = Trt
(
Kλ(t0),t
)
at t0 can be computed as follows:
mt0(qj , qj) =
1
t0
〈V˙λ(t0),t
∣∣
t=t0
ut0j , u
t0
j 〉L2(Ω) −
1
t20
〈γ
N
ut0j , γDu
t0
j 〉1/2. (2.17)
Here, λ
(1)
j , qj and u
t0
j are defined in the paragraph preceding the theorem and Vλ,t is defined in (2.11).
We recall that dom(LtG) ⊂ H
2(Ω) provided assumption (iii’) holds. If this is the case then the strong
Neumann trace γs
N
ut0j is defined.
Theorem 2.3. Assume Hypothesis 2.1 (i’), (ii), (iii’) and (iv’) and fix t0 ∈ (0, 1]. Let λj(t), u
t0
j , qj, j =
1, . . . ,m, be as in Theorem 2.2. Then
dλj(t)
dt
∣∣∣
t=t0
=
1
t0
mt0(qj , qj) =
1
(t0)3
∫
∂Ω
((
∇ut0j · ∇u
t0
j )(ν · x)− 2〈∇u
t0
j · x, γ
s
N
ut0j (x)〉RN
+ (1 − d)〈γs
N
ut0j (x), u
t0
j (x)〉RN + 〈(V (t0x)− λ(t0))u
t0
j (x), u
t0
j (x)〉RN (ν · x)
)
dx.
(2.18)
Corollary 2.4 (Hadamard-type formula for the Dirichlet case). Assume Hypothesis 2.1 with (i’) and (iv’). Let
G be the Dirichlet subspace of the boundary space H = H1/2(∂Ω)×H−1/2(∂Ω), and λj(t), u
t0
j , qj, j = 1, . . . ,m,
be as in Theorem 2.2. Then,
dλj(t)
dt
∣∣∣
t=t0
=
1
t0
mt0(qj , qj) = −
1
(t0)3
∫
∂Ω
‖γs
N
ut0j ‖
2
RN
(ν · x) dx < 0. (2.19)
We will now proceed with the asymptotic formula up to quadratic terms for the eigenvalues λj(t) for t
near t0. To this end, we will renumber the eigenvalues of the operator T
(1), and let {λ
(1)
i }
m′
i=1 denote the m
′
distinct eigenvalues of the operator T (1), so that m′ ≤ m. We let m
(1)
i denote their multiplicities, and let
P
(1)
i denote the orthogonal Riesz spectral projections of T
(1) corresponding to the eigenvalue λ
(1)
i . Next, let
λ
(2)
ik , i = 1, . . . ,m
′, k = 1, . . . ,m
(1)
i , denote the eigenvalues of the operator P
(1)
i T
(2)P
(1)
i in ran(P
(1)
i ) where the
operator T (2) is defined in (2.15).
Theorem 2.5 (Asymptotic formula). Assume Hypothesis 2.1 (i), (ii), (iii) and (iv’) and fix t0 ∈ (0, 1].
Let λ(t0) be a given eigenvalue of multiplicity m of the operator L
Ωt0
G
defined in (2.12). Then the following
asymptotic formula holds for the eigenvalues {λj(t)}
m
j=1 = {λik(t)} of the operator L
Ωt
G
as t→ t0:
λik(t) = λ(t0) +
( 1
t20
λ
(1)
i −
2
t0
λ(t0)
)
(t− t0)
+
( 1
t20
λ
(2)
ik −
2
t30
λ
(1)
i +
3
t20
λ(t0)
)
(t− t0)
2 + o(t− t0)
2, i = 1, . . . ,m′, k = 1, . . . ,m
(1)
i .
(2.20)
3. Preliminaries: the Maslov index and symplectic view on eigenvalue problems
In this section we collect some preliminary results relevant to the Maslov index and the (Maslov) crossing
form. Also, we describe a symplectic approach to the eigenvalue problems for the operators LΩt
G
used in [DJ11]
and [CJLS14, CJM15]. Finally, we recall some formulas for the crossing form obtained in [CJLS14].
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3.1. The Maslov index. Let X be a real Hilbert space equipped with a symplectic form ω, that is, a bounded,
skew-symmetric, nondegenerate bilinear form. Let J ∈ B(X ) be the associated complex structure, which
satisfies ω(u, v) = 〈Ju, v〉X for the scalar product in X , J
2 = −IX and J
∗ = −J .
Definition 3.1. (i) We say that two closed linear subspaces K,L of X form a Fredholm pair if their intersection
K∩L has finite dimension and their sum K+L has finite codimension (and hence is closed [K80, Section IV.4.1]).
Given a closed linear subspace K of X , we define the Fredholm Grassmannian F (K) of K as the following set
of closed linear subspaces of X : F (K) =
{
L : L is closed and (K,L) is a Fredholm pair}.
(ii) A closed linear subspace K of X is called Lagrangian if the form ω vanishes on K, that is, ω(u, v) = 0 for
all u, v ∈ K, and K is maximal, that is, if u ∈ X and ω(u, v) = 0 for all v ∈ K, then u ∈ K. We denote by Λ(X )
the set of all Lagrangian subspaces in X . Given K ∈ Λ(X ), we define the Fredholm–Lagrangian Grassmannian
FΛ(K) to be the set of Lagrangian subspaces L ⊂ X such that (K,L) is a Fredholm pair; in other words
FΛ(K) = F (K) ∩ Λ(X ). ✸
We will now recall the definition of the Maslov index of a piece-wise smooth path Υ: Σ → FΛ(G) with
respect to a fixed Lagarangian subspace G ∈ Λ(X ), see Definition 3.5 below. We refer to [F04, Theorem 3.6]
for a list of basic properties of the Maslov index; in particular, the Maslov index is a homotopy invariant for
homotopies keeping the endpoints fixed, and is additive under catenation of paths. We begin with the following
elementary fact needed to define the Maslov crossing form, see [CJLS14, Lemma 3.8] or [F04, Lemma 2.22].
Let Σ = [a, b] ⊂ R be a set of parameters.
Lemma 3.2. [CJLS14] Let {Πs}s∈Σ be a family of orthogonal projections on X such that the function s 7→
Πs is in C
k(Σ;B(X )) for some k ∈ {0, 1, . . .}. Then for any s0 ∈ Σ there exists a neighborhood Σ0 in Σ
containing s0 and a family of operators {Rs} from ran(Πs0 ) into ker(Πs0) such that the function s 7→ Rs is in
Ck(Σ0;B(ran(Πs0), ker(Πs0))) and for all s ∈ Σ0, using the decomposition X = ran(Πs0 ) ⊕ ker(Πs0 ), we have
ran(Πs) = Gr(Rs) = {q +Rsq : q ∈ ran(Πs0 )}. Moreover, Rs → 0 in B(ran(Πs0), ker(Πs0 )) as s→ s0.
We will now define the (Maslov) crossing form for a smooth path in the Fredholm–Lagrangian Grassmannian.
Consider a C1 path Υ: Σ → FΛ(G), that is, a family {Υ(s)}s∈Σ of Lagrangian subspaces such that the pair
(G,Υ(s)) is Fredholm for each s ∈ Σ and the function s 7→ Πs is in C
1(Σ;B(X )), where Πs denotes the
orthogonal projection in X onto the subspace Υ(s). Fix any s0 ∈ Σ and use Lemma 3.2 to find a neighborhood
Σ0 in Σ containing s0 and a C
1-smooth family of operators Rs acting from Υ(s0) = ran(Πs0 ) into ker(Πs0 )
such that for all s ∈ Σ0, using the decomposition X = ran(Πs0 )⊕ ker(Πs0 ), we have
Υ(s) = ran(Πs) = Gr(Rs) = {q +Rsq : q ∈ ran(Πs0 )}. (3.1)
Definition 3.3. (i) We call s0 ∈ Σ a conjugate time or crossing if Υ(s0) ∩ G 6= {0}.
(ii) The finite-dimensional, symmetric bilinear form
ms0(q, p) =
d
ds
ω(q, Rsp)|s=s0 = ω(q, R˙(s0)p) for q, p ∈ Υ(s0) ∩ G (3.2)
is called the (Maslov) crossing form at s0.
(iii) The crossing s0 is called regular if the crossing form ms0 is nondegenerate; it is called positive if the
form is positive definite and negative if the form is negative definite.
Remark 3.4. The crossing form ms0 in Definition 3.3 (ii) is finite dimensional since the pair of subspaces
(G,Υ(s0)) is Fredholm. The form is symmetric since the subspace Υ(s) = ran(Πs) = Gr(Rs) is Lagrangian
and thus the equality ω(q+Rsq, p+Rsp) = 0 holds for all p, q ∈ ran(Π0). As any symmetric form, ms0 can be
diagonalized; we will denote by n+(ms0), respectively, n−(ms0) the number of positive, respectively negative
squares of ms0 and by sign(ms0) = n+(ms0)−n−(ms0) its signature. It can be shown, see e.g. [F04, Proposition
3.26], that the subspace ker(Πs0) used in (3.1) to construct the crossing form can be replaced by any subspace
Υ˜(s0) of X such that Rs ∈ B(Υ(s0), Υ˜(s0)) and X = Υ(s0)+Υ˜(s0). Here the sum is not necessarily orthogonal,
or even direct. The crossing form then does not depend on the choice of the subspace Υ˜(s0). ✸
Definition 3.5. Let G be a Lagrangian subspace in a real Hilbert space X and let Υ: Σ = [a, b]→ FΛ(G) be a
C1 smooth path in the Fredholm–Lagrangian Grassmannian. Let s0 be the only regular crossing in a segment
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Σ0 = [a0, b0] ⊂ Σ then the Maslov index Mas(Υ|Σ0 ,G) is defined as follows:
Mas(Υ|Σ0 ,G) =


sign(ms0) = n+(ms0)− n−(ms0) if s0 ∈ (a0, b0),
−n−(ms0) if s0 = a0,
n+(ms0) if s0 = b0.
(3.3)
The crossing form can be used to define the Maslov index of a piecewise C1-smooth path by computing each
segment individually and summing. ✸
3.2. A symplectic view on the eigenvalue problems. We will now recall from [DJ11] and [CJLS14] a way
to describe the eigenvalue problem (2.1) in terms of the intersections of a path of Lagrangian subspaces with a
fixed subspace G. The path is formed by transforming the boundary value problems from the shrunken domain
Ωt back to the original domain Ω, and taking boundary traces of the weak solutions to the rescaled eigenvalue
equations. We will begin with a simple rescaling.
Lemma 3.6. [CJLS14] Assume Hypothesis 2.1(i). Let G be either the Dirichlet subspace or a Neumann-based
subspace of H and let Gt be the subspace defined in (2.10) for some t ∈ (0, 1]. Then a function w ∈ H
1(Ωt)
solves the eigenvalue problem LΩt
G
w = λw, x ∈ Ωt, that is,
−∆w + V (x)w(x) = λw(x), x ∈ Ωt, Tr∂Ωt w = (γD,∂Ωtw, γN,∂Ωtw) ∈ Gt, (3.4)
if and only if the function u = Utw ∈ H
1(Ω) solves the eigenvalue problem LtGu = t
2λu, x ∈ Ω, that is,
−∆u+ V t(x)u(x) = t2λu(x), x ∈ Ω, Trt u = (γDu, t
−1γ
N
u) ∈ G. (3.5)
Moreover, the multiplicity of λ ∈ Sp(LΩt
G
) is the same as the multiplicity of t2λ ∈ Sp(LtG).
We will now define a path Υ in the set of Lagrangian subspaces in H1/2(∂Ω)×H−1/2(∂Ω) by taking traces
of weak solutions to the rescaled equation (3.5) introduced in Lemma 3.6. We denote by Kλ,t the following set,
Kλ,t =
{
u ∈ H1(Ω) : 〈∇u,∇Φ〉L2(Ω)
+ 〈t2
(
V (tx)− λ
)
u,Φ〉L2(Ω) = 0 for all Φ ∈ H
1
0 (Ω)
}
, λ ∈ R, t ∈ Σ = [τ, 1], τ > 0.
(3.6)
For any τ ∈ (0, 1] we recall, cf. (2.7), the rescaled trace map Trt defined by the formula,
Trt u = (γDu, t
−1γ
N
u), u ∈ dom(γ
N
) ⊂ H1(Ω), t ∈ Σ = [τ, 1]. (3.7)
Then the following lemma holds, see [CJLS14, Lemma 4.3 and Proposition 4.10].
Lemma 3.7. [CJLS14] Assume Hypothesis 2.1. Let LtG be the family of operators on L
2(Ω;RN ) defined in
(2.13) for t ∈ Σ = [τ, 1] and τ ∈ (0, 1]. Fix λ ∈ R and let Υ(λ, t) = Trt(Kλ,t) be the family of the subspaces
in H = H1/2(∂Ω) ×H−1/2(∂Ω) defined by means of (3.6), (3.7) for t ∈ Σ. The path t→ Υ(λ, ·) is piece-wise
C1(Σ;FΛ(G)). Moreover, for any λ0 ∈ R, t0 ∈ Σ we have
t20λ0 ∈ Sp(L
t0
G
) if and only if Trt0(Kλ0,t0) ∩ G 6= {0}, and (3.8)
dimR
(
ker(Lt0
G
− t20λ0)
)
= dimR
(
Trt0(Kλ0,t0) ∩ G
)
. (3.9)
We mention an additional assumption on Θ under which one has the inclusion dom(LtG) ⊆ H
2(Ω), cf.
Hypothesis 2.1 (iii’). Indeed, to ensure this, we must assume additional smoothness of the domain (as in
Hypothesis 2.1(i’)) and impose a condition on the operator Θ.
Hypothesis 3.8. Assume Hypothesis 2.1(i’), (iii). In addition, assume that the operator Θ satisfies
Θ ∈ B∞(H
3/2(∂Ω), H1/2(∂Ω)).
In other words, if Hypothesis 3.8 holds, then
Θ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) ∩ B∞(H
3/2(∂Ω), H1/2(∂Ω))
and Θ∗ = Θ as an operator from H1/2(∂Ω) into H−1/2(∂Ω). A sufficient condition for the inclusion
Θ ∈ B∞(H
3/2(∂Ω), H1/2(∂Ω)) is Θ ∈ B(H3/2−ε(∂Ω), H1/2(∂Ω)) for some ε > 0. The following result can be
found in [GM08, Theorem 2.17].
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Theorem 3.9. Assume Hypothesis 3.8. Then dom(LtG) ⊆ H
2(Ω), that is, Hypothesis 2.1(iii’) holds.
Next, we recall a result from [GM08] saying that the operator LtG is selfadjoint and has compact resolvent
provided Hypotheses 2.1 (iii) hold. Let G be either the Dirichlet subspace or a Neumann-based subspace in
the boundary space H = H1/2(∂Ω) ×H−1/2(∂Ω) and consider the sesquilinear form ltG on L
2(Ω), defined for
t ∈ [τ, 1] by the formula
l
t
G(u, v) = 〈∇u,∇v〉L2(Ω) + t
2〈V (tx)u, v〉L2(Ω) − t〈ΘγDu, γDv〉1/2, dom(l
t
G) = H
1
G(Ω)×H
1
G(Ω), (3.10)
where H1G(Ω) = H
1(Ω) provided G is a Neumann-based subspace, and H1G(Ω) = H
1
0 (Ω) provided G is the
Dirichlet subspace (we let Θ = 0 for the Dirichlet case in (3.10)). One can associate to the form ltG the
differential operator LtG using the following result, which can be found in, e.g., [GM08, Theorem 2.6].
Theorem 3.10. Assume Hypotheses 2.1 (i), (iii), and consider a potential V ∈ L∞(Ω). Then the sesquilinear
form ltG is symmetric, (uniformly) bounded from below and closed in L
2(Ω) × L2(Ω). The associated operator
LtG in L
2(Ω), satisfying the relation
l
t
G(u, v) = 〈L
t
Gu, v〉L2(Ω) for all u ∈ dom(L
t
G), v ∈ H
1
G(Ω), (3.11)
is selfadjoint, bounded from below, has compact resolvent (and therefore only discrete spectrum), and is given
by formulas (2.13), that is,
LtGu(x) = −∆u(x) + t
2V (tx)u(x), x ∈ Ω, u ∈ dom(LtG),
dom(LtG) =
{
u ∈ H1(Ω) |∆u ∈ L2(Ω) and (3.12)
γ
D
u = 0 in H1/2(∂Ω) if G is the Dirichlet subpace, or
(γN − tΘγD )u = 0 in H
−1/2(∂Ω) if G is the Neumann-based subpace
}
.
3.3. Formulas for the crossing form. We now recall general formulas for the Maslov crossing form associated
with the path t 7→ Υ(λ, t) = Trt(Kλ,t); in general, the Maslov form is defined in (3.2). Let G be either the
Dirichlet or a Neumann-based Lagrangian subspace of H = H1/2(∂Ω)×H−1/2(∂Ω). Let Σ = [τ, 1]. We begin
with a version of [CJLS14, Lemma 5.2]
Lemma 3.11. Assume Hypothesis 2.1 (i), (ii), (iii) and (iv’). Fix λ0 ∈ R and consider the path t 7→ Υ(λ0, t) =
Trt(Kλ0,t). If t0 ∈ Σ is a crossing and q ∈ Trt0(Kλ0,t0) ∩ G, then there exists a unique function ut0 ∈ Kλ0,t0
such that q = Trt0 ut0 , and the Maslov crossing form satisfies
mt0(q, q) =
1
t0
〈V˙λ0,t
∣∣
t=t0
ut0 , ut0〉L2(Ω) −
1
t20
〈γ
N
ut0 , γDut0〉1/2, (3.13)
where Vλ0,t(x) = t
2V (tx) − t2λ0, x ∈ Ω.
Next, we recall yet another general formula given in [CJLS14, Lemma 5.5] for the (Maslov) crossing form
that holds for both the Dirichlet- and Neumann-based cases.
Lemma 3.12. Assume Hypothesis 2.1 (i’), (ii), (iii’) and (iv’), and, for a fixed λ0, let t0 ∈ [τ, 1] be a crossing
for the path t 7→ Υ(λ0, t) = Trt(Kλ0,t). If q ∈ Trt0(Kλ0,t0) ∩ G and ut0 ∈ dom
(
Lt0
G
)
⊆ H2(Ω) are such that
(−∆+ t20V (t0x)− t
2
0λ0)ut0 = 0 and q = Trt0 ut0 then the Maslov crossing form of Υ is given as follows:
mt0(q, q) =
1
t20
∫
∂Ω
((
∇ut0 · ∇ut0)(ν · x)− 2〈∇ut0 · x, γ
s
N
ut0(x)〉RN
+ (1− d)〈γs
N
ut0(x), ut0(x)〉RN + 〈(V (t0x)− λ0)ut0(x), ut0(x)〉RN (ν · x)
)
dx.
(3.14)
An eigenfunction ut0 of the operator L
t0
G
from (2.13) corresponding to its eigenvalue t20λ0 satisfies ut0 ∈ H
2(Ω)
by the assumptions in the lemma and therefore the strong Neumann trace γs
N
ut0 is defined.
Finally, the Maslov crossing form for the path t 7→ Υ(λ0, t) = Trt(Kλ0,t) when t ∈ [τ, 1] and G = HD =
{(0, g) : g ∈ H−1/2(∂Ω)} is the Dirichlet subspace can be expressed as follows, see [CJLS14, Corollary 5.7].
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Corollary 3.13. Assume Hypothesis 2.1 with (i’), G = HD and (iv’). Fix λ0 ∈ R and consider the path
t 7→ Υ(λ0, t) = Trt(Kλ0,t). Then any crossing t0 ∈ [τ, 1] is negative. Specifically, if q ∈ Trt0(Kλ0,t0) ∩ HD and
ut0 ∈ dom
(
Lt0
G
)
= H2(Ω) ∩ H10 (Ω) are such that (−∆ + t
2
0V (t0x) − t
2
0λ0)ut0 = 0 and q = Trt0 ut0 , then the
value of the Maslov crossing form is given as follows:
mt0(q, q) = −
1
t20
∫
∂Ω
‖γs
N
ut0‖
2
RN
(ν · x) dx < 0. (3.15)
Similar crossing form computations have appeared in [DJ11, Eqn.(5.32)], [PW15, Eqn.(32)] and [CJM15,
Eqn.(35)]. In fact, for V = 0 the right-hand side of (3.15) is the well-known Rayleigh–Hadamard formula for
the derivative of a simple Dirichlet eigenvalue with respect to a domain perturbation; see e.g. [H05, Chapter
5] and references therein.
4. The proofs of the main results
4.1. Asymptotic expansions as t→ t0. In this subsection we derive asymptotic formulas for the eigenvalues
of the operator LtG defined in (2.13). Fix t0 ∈ [0, 1] and let λ
t0 be an eigenvalue of Lt0
G
of multiplicity m. Our
ultimate goal, cf. (4.29) and (4.34), is an asymptotic formula for the eigenvalues λj(t), j = 1, . . . ,m, of L
t
G
that bifurcate from the eigenvalue λt0 for t near t0. First, we need some preliminaries. The following technical
result can be found, e.g., in [GM08, Lemma 2.5].
Lemma 4.1. Assume that Ω is a nonempty open bounded Lipschitz domain in Rd for d ≥ 2. Then for every
ε > 0 there exits a β(ε) > 0 such that β(ε) = O(1/ε) as ε→ 0 and
‖γ
D
u‖2L2(∂Ω) ≤ ε‖∇u‖
2
L2(Ω) + β(ε)‖u‖
2
L2(Ω) (4.1)
for any u ∈ H1(Ω).
We now derive an estimate for the operator form ltG defined in (3.11).
Lemma 4.2. Assume Hypothesis 2.1 (i), (ii) and (iii). There exist positive constants Λ = Λ(Θ) and c(Θ)
such that
(ltG + Λ)(u, u) ≥ c(Θ)‖u‖
2
H1(Ω) for any u ∈ dom(l
t
G) and all t ∈ [0, 1].
Proof. Let u ∈ dom(ltG). If G = HD then Λ = ‖V ‖L∞(Ω)+1 and c(Θ) = 1 will do the job since (l
t
G +Λ)(u, u) ≥
‖∇u‖2L2(Ω) − ‖V ‖L∞(Ω)‖u‖
2
L2(Ω) + Λ‖u‖
2
L2(Ω). If G = Gr(Θ) is a Neumann-based subspace then let us fix
ε ∈ (0, 1/cΘ). Then (2.6), t ≤ 1 and Lemma 4.1 yield
−t〈Θγ
D
u, γ
D
u〉1/2 ≥ −cΘ‖γDu‖
2
L2(∂Ω) ≥ −cΘ
(
ε‖∇u‖2L2(Ω) + β(ε)‖u‖
2
L2(Ω)
)
(4.2)
for some β(ε) > 0. Choose Λ ≥ ‖V ‖L∞(Ω) + (1 + cΘβ(ε)) and c(Θ) < 1 − cΘε. Then for any t ∈ [0, 1] the
estimate 〈(t2V (tx) + Λ)u, u〉L2 ≥
(
− ‖V ‖L∞(Ω)‖u‖
2
L2(Ω) + Λ‖u‖
2
L2(Ω)
)
and equation (4.2) yield
(ltG + Λ)(u, u) = 〈∇u,∇u〉L2(Ω) + 〈(t
2V (tx) + Λ)u, u〉L2(Ω) − t〈ΘγDu, γDu〉1/2
≥ ‖∇u‖2L2(Ω) + (1 + cΘβ(ε))‖u‖
2
L2(Ω) − cΘ(ε‖∇u‖
2
L2(Ω) + β(ε)‖u‖
2
L2(Ω))
≥ (1 − cΘε)‖∇u‖
2
L2(Ω) + ‖u‖
2
L2(Ω) ≥ c(Θ)‖u‖
2
H1(Ω).
(4.3)

Following the general discussion of holomorphic families of closed unbounded operators in [K80, Section
VII.1.2], we introduce our next definition.
Definition 4.3. A family of closed operators {T (t)}t∈Σ on a Hilbert space X is said to be continuous on an
interval Σ ⊂ R if there exists a Hilbert space X ′ and continuous families of operators {U(t)}t∈Σ and {W (t)}t∈Σ
in B(X ′,X ) such that U(t) is a one-to-one map of X ′ onto dom(T (t)) and the identity T (t)U(t) =W (t) holds
for all t ∈ Σ.
We recall that Hypothesis 2.1 (iv) yields
sup
x∈Ω
‖V (tx)− V (t0x)‖RN×N → 0 as t→ t0 for any t0 ∈ [0, 1]. (4.4)
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Lemma 4.4. Assume Hypothesis 2.1 (i), (iii) and (iv). Then the family {LtG}t∈Σ is continuous near t0, that
is, on some interval Σt0 that contains t0.
Proof. Letting t = t0 in Lemma 4.2 yields
(lt0
G
+ Λ)(u, u) ≥ c(Θ)‖u‖H1(Ω) for all u ∈ H
1
G(Ω).
The selfadjoint operator associated with the form lt0
G
+ Λ by Theorem 3.10 is Lt0
G
+ ΛIL2(Ω). The operator
Lt0
G
+ ΛIL2(Ω) is clearly invertible, and if u ∈ H
1
G(Ω), then
(Lt0
G
+ ΛIL2(Ω))
−1/2u ∈ dom
(
(Lt0
G
+ ΛIL2(Ω))
1/2
)
= H1G(Ω).
For the remainder the proof we let G denote the operator
G = (Lt0
G
+ ΛIL2(Ω))
1/2 : H1G(Ω)→ L
2(Ω).
We note, cf. (B.42) and (B.43) in [GM08], that
‖Gu‖2L2(Ω) = (l
t0
G
+ Λ)(u, u) for all u ∈ H1G(Ω). (4.5)
By Lemma 4.2, ‖Gu‖2L2(Ω) ≥ c(Θ)‖u‖
2
H1
G
(Ω)
, hence G−1 = (Lt0
G
+ ΛIL2(Ω))
−1/2 ∈ B(L2(Ω), H1G(Ω)). Now using
(3.10) we introduce a new sesquilinear form
l˜
t
G(u, v) = l
t
G
(
G−1u,G−1v
)
, dom(˜ltG) = L
2(Ω)× L2(Ω). (4.6)
It is easy to see that l˜tG is bounded on L
2(Ω) × L2(Ω) (cf. [CJLS14, Lemma 6.3]). Let L˜tG ∈ B(L
2(Ω)) be the
selfadjoint operator associated with l˜tG by the First Representation Theorem [K80, Theorem VI.2.1]. Then
〈L˜tGu, v〉L2(Ω) = l˜
t
G(u, v) = l
t
G
(
G−1u,G−1v
)
for allu, v ∈ L2(Ω).
Next, following the proof of [CJLS14, Lemma 6.3], one can show that
LtGU(t) =W (t) for t near t0, (4.7)
where U(t) = (LtG+ΛIL2(Ω))
−1 andW (t) = IL2(Ω)−ΛU(t) are the continuous operator families near t0. Hence,
according to Definition 4.3, the family {LtG} is continuous near t0. 
We denote by R(ζ, t) =
(
LtG − ζIL2(Ω)
)−1
, ζ ∈ C \ Sp(LtG), t ∈ [0, 1], the resolvent operator for L
t
G in L
2(Ω).
Lemma 4.5. Let ζ ∈ C \ Sp(Lt0
G
). Then ζ ∈ C \ Sp(LtG) for t near t0. Moreover, the function t 7→ R(ζ, t) ∈
B(L2(Ω)) is continuous for t near t0, uniformly for ζ in compact subsets of C \ Sp(L
t
G).
Proof. Let ζ ∈ C \ Sp(Lt0
G
). It follows from (4.7) that
(LtG − ζ)U(t) =W (t)− ζU(t) for t near t0. (4.8)
The operator W (t0) − ζU(t0) = (L
t0
G
− ζ)(Lt0
G
+ ΛIL2(Ω))
−1 is a bijection of L2(Ω) onto L2(Ω). Therefore,
W (t) − ζU(t) is boundedly invertible for t near t0 since the function t 7→ W (t) − ζU(t) is continuous in
B(L2(Ω)), uniformly for ζ in compact subsets of C. This implies that ζ ∈ C \ Sp(LtG) for t near t0, since using
(4.8) it is easy to check that
(LtG − ζ)
−1 = U(t)(W (t) − ζU(t))−1 for t near t0. (4.9)
Hence, the function t 7→ R(ζ, t) is continuous for t near t0 in the operator norm, uniformly in ζ. 
Remark 4.6. For ζ ∈ C \ Sp(Lt0
G
) one has [γ
D
R(ζ, t0)]
∗ ∈ B(H−1/2(∂Ω), H1(Ω)) (see e.g., [GM08, Equation
(4.7)]) which, in particular, yields
〈[γDR(ζ, t0)]
∗g, v)〉L2(Ω) = 〈g, γDR(ζ, t0)v〉1/2 (4.10)
for any g ∈ H−1/2(∂Ω) and v ∈ L2(Ω). Moreover, the resolvent R(ζ, t0), ζ ∈ C\Sp(L
t0
G
), originally defined as a
bounded operator on L2(Ω) can be extended to a mapping in B((H1(Ω))∗, H1(Ω)) (see e.g., [GM08, Theorem
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4.5]). The same assertion holds for a Riesz projection P of the operator Lt0
G
. In particular, one can rewrite the
operator [γ
D
R(ζ, t0)]
∗ as
[γDR(ζ, t0)]
∗ = R(ζ, t0)γ
∗
D
for ζ ∈ C \ Sp(Lt0
G
), (4.11)
where γ∗
D
∈ B(H−1/2(∂Ω), (H1(Ω))∗) and R(ζ, t0) ∈ B((H
1(Ω))∗, H1(Ω)) (see e.g., [GM08, Corollary 4.7]).
Below, we do not distinguish between R(ζ, t0), respectively, P , as the bounded operator on L
2(Ω) and the
extension of R(ζ, t0), respectively, P , to a mapping in B((H
1(Ω))∗, H1(Ω)). ✸
Our next lemma gives an asymptotic result for the difference of the resolvents of the operators LtG and L
t0
G
as t→ t0. We recall the following notation:
ΘD = γ
∗
D
Θγ
D
∈ B(H1(Ω), (H1(Ω))∗). (4.12)
Lemma 4.7. If ζ ∈ C \ Sp(Lt0
G
), then
R(ζ, t)−R(ζ, t0)
= (t− t0)R1(ζ, t0)R(ζ, t0) + (t− t0)
2
(
R21(ζ, t0)R(ζ, t0) +R2(ζ, t0)R(ζ, t0)
)
+ r(t− t0),
(4.13)
where we introduce the notation
R1(ζ, t0) = −R(ζ, t0)V˙
t
∣∣
t=t0
+R(ζ, t0)ΘD, R2(ζ, t0) = −
1
2
R(ζ, t0)V¨
t
∣∣
t=t0
, (4.14)
and ‖r(t)‖B(L2(Ω)) = o(t− t0)
2 as t→ t0, uniformly for ζ in compact subsets of C \ Sp(L
t0
G
).
Proof. We recall that ζ ∈ C \ Sp(LtG) for t near t0 by Lemma 4.5, since ζ ∈ C \ Sp(L
t0
G
), and define w =
R(ζ, t)u − R(ζ, t0)u for ‖u‖L2(Ω) ≤ 1. Using (3.11), the definition of w and the definition of the form l
t
G(u, v),
we obtain
〈w, v〉L2(Ω) = (l
t0
G
− ζ)(R(ζ, t0)w, v) = (l
t0
G
− ζ)(w,R(ζ, t0)v)
= (lt0
G
− ζ)(R(ζ, t)u,R(ζ, t0)v) − (l
t0
G
− ζ)(R(ζ, t0)u,R(ζ, t0)v)
= (ltG − ζ)(R(ζ, t)u,R(ζ, t0)v)− 〈(V
t(x) − V t0(x))R(ζ, t)u,R(ζ, t0)v〉L2(Ω)
+ (t− t0)〈ΘγDR(ζ, t)u, γDR(ζ, t0)v〉1/2 − (l
t0
G
− ζ)(R(ζ, t0)u,R(ζ, t0)v)
= 〈u,R(ζ, t0)v〉L2(Ω) − 〈(V
t(x)− V t0(x))R(ζ, t)u,R(ζ, t0)v〉L2(Ω)
+ (t− t0)〈ΘγDR(ζ, t)u, γDR(ζ, t0)v〉1/2 − 〈u,R(ζ, t0)v〉L2(Ω)
= −〈(V t(x) − V t0(x))R(ζ, t)u,R(ζ, t0)v〉L2(Ω)
+ (t− t0)〈ΘγDR(ζ, t)u, γDR(ζ, t0)v〉1/2.
(4.15)
Using (4.15) and (4.10) we arrive at the formula
〈w, v〉L2(Ω) = −〈R(ζ, t0)(V
t(x) − V t0(x))R(ζ, t)u, v〉L2(Ω)
+ (t− t0)〈[γDR(ζ, t0)]
∗ΘγDR(ζ, t)u, v〉L2(Ω).
(4.16)
Using (4.16) and (4.12), we infer
R(ζ, t) = R(ζ, t0)−R(ζ, t0)(V
t(x) − V t0(x))R(ζ, t) + (t− t0)R(ζ, t0)ΘDR(ζ, t). (4.17)
Next, we decompose V t(x) as t→ t0 up to quadratic terms:
V t(x) = V t0(x) + V˙ t
∣∣
t=t0
(t− t0) +
1
2
V¨ t
∣∣
t=t0
(t− t0)
2 + o(t− t0)
2. (4.18)
Replacing V t(x) in the right-hand side of (4.17) by (4.18) yields
R(ζ, t) = R(ζ, t0)− (t− t0)R(ζ, t0)V˙
t
∣∣
t=t0
R(ζ, t)
+ (t− t0)R(ζ, t0)ΘDR(ζ, t)− (t− t0)
2R(ζ, t0)
1
2
V¨ t
∣∣
t=t0
R(ζ, t)−R(ζ, t0)o(t− t0)
2R(ζ, t),
= R(ζ, t0) + (t− t0)R1(ζ, t0)R(ζ, t) + (t− t0)
2R2(ζ, t0)R(ζ, t) −R(ζ, t0)o(t− t0)
2R(ζ, t),
(4.19)
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where R1 and R2 are given in (4.14). Replacing R(ζ, t) in the right-hand side of (4.19) by (4.19) again yields
R(ζ, t) = R(ζ, t0) + (t− t0)R1(ζ, t0)
(
R(ζ, t0) + (t− t0)R1(ζ, t0)R(ζ, t) + (t− t0)
2R2(ζ, t0)R(ζ, t)
−R(ζ, t0)o(t− t0)
2R(ζ, t)
)
+ (t− t0)
2R2(ζ, t0)
(
R(ζ, t0) + (t− t0)R1(ζ, t0)R(ζ, t)
+ (t− t0)
2R2(ζ, t0)R(ζ, t) −R(ζ, t0)o(t− t0)
2R(ζ, t)
)
−R(ζ, t0)o(t− t0)
2R(ζ, t)
= R(ζ, t0) + (t− t0)R1(ζ, t0)R(ζ, t0) + (t− t0)
2(R21(ζ, t0)R(ζ, t0) +R2(ζ, t0)R(ζ, t0)) + r(t − t0).
Finally, we remark that ‖R(ζ, t)−R(ζ, t0)‖B(L2(Ω)) → 0 and ‖R(ζ, t)‖B(L2(Ω)) is bounded as t→ t0 by Lemma
4.5 and thus, using (4.4), we conclude that ‖r(t)‖B(L2(Ω)) = o(t − t0)
2 as t → t0, uniformly for ζ in compact
subsets of C \ Sp(Lt0
G
). 
Our next objective is to study the asymptotics of the eigenvalues of LtG that bifurcate from the eigenvalue
λt0 of Lt0
G
for t near t0. We let P denote the orthogonal Riesz projection for L
t0
G
corresponding to the eigenvalue
λt0 ∈ Sp(Lt0
G
) and let ran(P ) = ker(Lt0
G
− λt0IL2(Ω)) be the m-dimensional subspace in L
2(Ω;CN ) spanned by
the normalized vector valued functions {ut0j }
m
j=1. Also, we let P (t) denote the Riesz spectral protection for L
t
G
corresponding to the eigenvalues {λtj}
m
j=1 ⊂ Sp(L
t
G) bifurcating from λ
t0 , that is, we let
P =
1
2pii
∫
γ
(ζ − Lt0
G
)−1 dζ, P (t) =
1
2pii
∫
γ
(ζ − LtG)
−1 dζ. (4.20)
Here, we first choose γ so small that λt0 is the only element in Sp(Lt0
G
) surrounded by γ. Next, we choose
t close to t0 so that the total multiplicity of all eigenvalues of L
t
G enclosed by γ is equal to the multiplicity
of λt0 . This is indeed possible since LtG is a continuous family by Lemma 4.4. Our objective is to establish
an asymptotic formula for the eigenvalues λtj as t → t0 similar to [K80, Theorem II.5.11], which is valid for
families of bounded operators on finite dimensional spaces. We stress that one can not directly use a related
result [K80, Theorem VIII.2.9] for families of unbounded operators, as the t-dependence of LtG in our case is
more complicated than allowed in the latter theorem. We are thus forced to mimic the main strategy of [K80]
in order to extend the relevant results to the family of the operators LtG .
We recall that (Lt0
G
− λt0IL2(Ω))P = 0 and thus the standard formula for the resolvent decomposition, see,
e.g., [K80, Section III.6.5], yields
R(ζ, t0) = (λ
t0 − ζ)−1P +
∞∑
n=0
(ζ − λt0)nSn+1, (4.21)
where
S =
1
2pii
∫
γ
(ζ − λt0)−1R(ζ, t0) dζ (4.22)
is the reduced resolvent for the operator Lt0
G
in L2(Ω); in particular, PS = SP = 0.
We introduce the notation D(t) = P (t)− P . Applying − 12pii
∫
γ
(·) dζ in (4.13) and using (4.20) we conclude
that D(t) = o(t− t0) as t→ t0. Therefore IL2(Ω) −D
2(t) is strictly positive for t near t0 and, following [K80,
Section I.4.6], we may introduce mutually inverse operators U(t) and U(t)−1 in B(L2(Ω)) as follows:
U(t) = (I −D2(t))−1/2
(
(I − P (t))(I − P ) + P (t)P
)
,
U(t)−1 = (I −D2(t))−1/2
(
(I − P )(I − P (t)) + PP (t)
)
.
(4.23)
The transformation operator U(t) splits the projections P and P (t), that is,
U(t)P = P (t)U(t), (4.24)
so that U(t) is an isomorphism of the m-dimensional subspace ran(P ) onto the subspace ran(P (t)). Using
Lemma 4.7 and recalling notations (4.12), (4.22) we obtain the following result.
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Lemma 4.8. Let P be the Riesz projection for Lt0
G
onto the subspace ran(P ) = ker(Lt0
G
− λt0IL2(Ω)), let P (t)
be the respective Riesz projection for LtG from (4.20), and let the transformation operators U(t) and U(t)
−1 be
defined in (4.23). Then, for t near t0, the operator L
t
G
∣∣
ran(P (t))
is similar to the finite dimensional operator
T (t) = PU(t)−1LtGP (t)U(t)P acting in the subspace ran(P ) and satisfying the following asymptotic formula:
PU(t)−1LtGP (t)U(t)P = λ
t0P + (t− t0)P
(
V˙ t
∣∣
t=t0
−ΘD
)
P
+ (t− t0)
2P
(1
2
V¨ t
∣∣
t=t0
− V˙ t
∣∣
t=t0
SV˙ t
∣∣
t=t0
−ΘDSΘD
+ V˙ t
∣∣
t=t0
SΘD +ΘDSV˙
t
∣∣
t=t0
)
P + o(t− t0)
2 as t→ t0.
(4.25)
The proof of the lemma is a straightforward but lengthy calculation and is given in the next subsection.
We will now proceed with the proof of the main results of the paper for the first derivative of the eigenvalues
of the operators L
(Ωt)
G
and LtG . By Lemma 4.8 the spectrum of the operator L
t
G is the same as the spectrum
of the operator T (t). We will use an asymptotic formula from [K80] for the eigenvalues of the operator
T (t) = PU(t)−1LtGP (t)U(t)P acting in the finite dimensional space ran(P ), where
T (t) = λt0T + (t− t0)T
(1) + (t− t0)
2T (2) + o(t− t0)
2 as t→ t0, (4.26)
and we denote
T = I, T (1) = P (V˙ t
∣∣
t=t0
−ΘD)P, (4.27)
T (2) = P (
1
2
V¨ t
∣∣
t=t0
− V˙ t
∣∣
t=t0
SV˙ t
∣∣
t=t0
−ΘDSΘD + V˙
t
∣∣
t=t0
SΘD +ΘDSV˙
t
∣∣
t=t0
)P. (4.28)
Indeed, let {λ
(1)
j }
m
j=1 denote the eigenvalues of the operator T
(1) (some of them could be repeated). According
to [K80, Theorem II.5.11] the eigenvalues λtj of the operator T (t) are given by the formula
λtj = λ
t0 + (t− t0)λ
(1)
j + o(t− t0) as t→ t0, j = 1, . . . ,m. (4.29)
We stress again that {λtj}
m
j=1, the eigenvalues of the operator T (t), form the part of the spectrum Sp(L
t
G)
enclosed by γ for t near t0.
Proof of Theorem 2.2. By Lemma 3.6, we have the relation λtj = t
2λj(t) for λ
t
j ∈ Sp(L
t
G) and λj(t) ∈ Sp(L
Ωt
G
).
We differentiate this relation with respect to t and obtain
λ˙j(t) =
1
t2
(λ˙tj − 2tλj(t)). (4.30)
From formula (4.29), we know that λ˙tj
∣∣
t=t0
= λ
(1)
j are the eigenvalues of the operator T
(1) introduced in (4.27).
This proves the first equality in (2.16). For the operator T (1) given in (4.27), we now consider the associated
quadratic form
t
(1)(u, v) = (V˙ t
∣∣
t=t0
u, v)L2(Ω) − 〈ΘγDu, γDv〉1/2, dom(t
(1)) = ran(P )× ran(P ).
Here, u ∈ dom(Lt0
G
) since u ∈ ran(P ). In particular, γ
N
u− t0ΘγDu = 0. We rewrite t
(1) as follows,
t
(1)(u, v) = 〈V˙ t
∣∣
t=t0
u, v〉L2(Ω) −
1
t0
〈γ
N
u, γ
D
v〉1/2, dom(t
(1)) = ran(P )× ran(P ). (4.31)
Next, for the normalized basic vectors ut0j ∈ ran(P ) we have λ
(1)
j = t
(1)(ut0j , u
t0
j ), j = 1, . . . ,m. Furthermore,
for qj = (γDu
t0
j ,
1
t0
γ
N
ut0j ) ∈ Υ(λ(t0), t0) ∩ G Lemma 3.11 yields
mt0(qj , qj) =
1
t0
〈V˙λ(t0),t
∣∣
t=t0
ut0j , u
t0
j 〉L2(Ω) −
1
(t0)2
〈γ
N
ut0j , γDu
t0
j 〉1/2. (4.32)
This gives formula (2.17). Using (4.31), relation (2.11) between V t and Vλ(t0),t, and (4.32), we conclude that
mt0(qj , qj) =
1
t0
(
t
(1)(ut0j , u
t0
j )− 〈2t0λ(t0)u
t0
j , u
t0
j 〉L2(Ω)
)
=
1
t0
(
λ
(1)
j − 2t0λ(t0)
)
. (4.33)
This proves the second equality in (2.16) and concludes the proof of the theorem. 
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Remark 4.9. Formula (4.33) shows that if the form t˜(1)(u, v) = 1t0 t
(1)(u, v)− 2tλ(t0)〈u, v〉L2(Ω) on ran(P ) is
nondegenerate then the signature of the crossing (Maslov) form mt0 can be computed as follows:
sign(mt0) = sign(˜t
(1)) = card
{
j : λ
(1)
j > 2t0λ(t0)
}
− card
{
j : λ
(1)
j < 2t0λ(t0)
}
= card
{
j : λ˙j(t) > 0
}
− card
{
j : λ˙j(t) < 0
}
,
and therefore the Maslov index of the path t 7→ Υ(λ(t0), t) near t0 is equal to sign(˜t
(1)). ✸
Proof of Theorem 2.3. The assertion immediately follows from Theorem 2.2 and Lemma 3.12. 
Proof of Corollary 2.4. This follows from Theorem 2.2 and Lemma 3.13. 
We will now derive formulas for the second derivatives of the eigenvalues of the operators L
(Ωt)
G
and LtG .
To this end, we will renumber the eigenvalues of the operator T (1) from (4.27), and let {λ
(1)
i }
m′
i=1 = {λ
(1)
j }
m
j=1
denote the m′ distinct eigenvalues of the operator T (1), so that m′ ≤ m. We let m
(1)
i denote the multiplicity
of λ
(1)
i , and let P
(1)
i denote the respective orthogonal Riesz spectral projections of T
(1) corresponding to the
eigenvalue λ
(1)
i so that m
(1)
i = dim ran(P
(1)
i ),
∑m′
i=1 P
(1)
i = P and
∑m′
i=1m
(1)
i = m. Next, let λ
(2)
ik , i = 1, . . . ,m
′,
k = 1, . . . ,m
(1)
i , denote the eigenvalues of the operator P
(1)
i T
(2)P
(1)
i in ran(P
(1)
i ) where the operator T
(2) is
defined in (4.28).
Lemma 4.10. The eigenvalues {λtik} = {λ
t
j}
m
j=1 of the operator T (t) or L
t
G have the asymptotic expansions
λtik = λ
t0 + (t− t0)λ
(1)
i + (t− t0)
2λ
(2)
ik + o(t− t0)
2 as t→ t0, i = 1, . . . ,m
′, k = 1, . . . ,m
(1)
i . (4.34)
Proof. This follows from (4.26) and [K80, Theorem II.5.11]. 
Proof of Theorem 2.5. Lemma 4.10 yields λ˙tik
∣∣
t=t0
= λ
(1)
i and
1
2 λ¨
t
ik
∣∣
t=t0
= λ
(2)
ik . Differentiating formula λ
t
ik =
t2λik(t) at t = t0 and solving for λ˙ik(t0) and λ¨ik(t0) yields (2.20). 
4.2. The proof of Lemma 4.8. We will split the proof into several steps.
Step 1. We first prove the following asymptotic relations for ζ ∈ γ:
R(ζ, t)P = (λt0 − ζ)−1P + (t− t0)(λ
t0 − ζ)−1(−R(ζ, t0)V˙
t
∣∣
t=t0
+R(ζ, t0)ΘD)P + o(t− t0)u, (4.35)
PR(ζ, t) = (λt0 − ζ)−1P + (t− t0)(λ
t0 − ζ)−1(−P V˙ t
∣∣
t=t0
+ PΘD)R(ζ, t0) + o(t− t0)u, (4.36)
PR(ζ, t)P = (λt0 − ζ)−1P + (t− t0)(λ
t0 − ζ)−2(−P V˙ t
∣∣
t=t0
+ PΘD)P
+ (t− t0)
2(λt0 − ζ)−2(R˜2(ζ, t0)−
1
2
P V¨ t
∣∣
t=t0
P ) + o(t− t0)
2
u, (4.37)
(I − P )R(ζ, t)P = (t− t0)(λ
t0 − ζ)−1(I − P )(−R(ζ, t0)V˙
t
∣∣
t=t0
+R(ζ, t0)ΘD)P + o(t− t0)u, (4.38)
where
R˜2(ζ, t0) = PR
2
1(ζ, t0)R(ζ, t0)P = P V˙
t
∣∣
t=t0
R(ζ, t0)V˙
t
∣∣
t=t0
P + PΘDR(ζ, t0)ΘDP
− P V˙ t
∣∣
t=t0
R(ζ, t0)ΘDP − PΘDR(ζ, t0)V˙
t
∣∣
t=t0
P.
Here and below we write o(t − t0)
α
u to indicate a term which is o((t − t0)
α) as t → t0 uniformly for ζ ∈ γ.
Indeed, to prove (4.35) we note that R(ζ, t0)P = (λ
t0 − ζ)−1P by (4.21) and use (4.13). Similarly, (4.13) yields
(4.36) and (4.37). Also, (4.38) follows immediately from (4.35).
Step 2. We claim the following asymptotic relations for the Riesz projections:
P (t)P = P + (t− t0)(−SV˙
t
∣∣
t=t0
+ SΘD)P + o(t− t0), (4.39)
PP (t) = P + (t− t0)(−P V˙
t
∣∣
t=t0
+ PΘD)S + o(t− t0), (4.40)
PP (t)P = P − (t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P + PΘDS
2ΘDP
− P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P ) + o(t− t0)
2. (4.41)
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This follows from (4.20) and (4.22) by applying integration − 12pii
∫
γ
(·) dζ in (4.35), (4.36) and (4.37).
Step 3. We next claim the following asymptotic relations for the transformation operators defined in (4.23):
U(t) = I + (t− t0)((−SV˙
t
∣∣
t=t0
+ SΘD)P − (−P V˙
t
∣∣
t=t0
+ PΘD)S) + o(t− t0), (4.42)
U(t)−1 = I + (t− t0)((−P V˙
t
∣∣
t=t0
+ PΘD)S − (−SV˙
t
∣∣
t=t0
+ SΘD)P ) + o(t− t0), (4.43)
PU(t)P = P −
1
2
(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2, (4.44)
PU(t)−1P = P −
1
2
(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2, (4.45)
PU(t)−1(I − P ) = (t− t0)(−P V˙
t
∣∣
t=t0
S + PΘDS) + o(t− t0). (4.46)
Indeed, recalling that D(t) = P (t)− P and using (4.39) and (4.40) yields
D2(t) = (P (t)− P )(P (t) − P ) = P (t) + P − P (t)P − PP (t) (4.47)
= P (t)− P + (P − P (t)P ) + (P − PP (t)) = D(t)− (t− t0)P
(1) + o(t− t0),
where we have defined P (1) = (−SV˙ t
∣∣
t=t0
+ SΘD)P + (−P V˙
t
∣∣
t=t0
+ PΘD)S. Hence,
(I −D(t))(D(t) − (t− t0)P
(1)) = (t− t0)D(t)P
(1) + o(t− t0) = o(t− t0), (4.48)
and therefore D(t) = (t− t0)P
(1) + (I −D(t))−1o(t− t0), yielding
D(t) = (t− t0)P
(1) + o(t− t0). (4.49)
Since D(t) = O(t− t0), formula (4.23) yields U(t) = I − P − P (t) + 2P (t)P +O(t− t0)
2. Applying (4.39) and
then (4.49), we obtain (4.42). Similarly, U(t)−1 = I − P − P (t) + 2PP (t) + O(t − t0)
2 yields (4.43). Formula
(4.44) follows from the calculation
PU(t)P = P (I −D2(t))−1/2P (t)P = PP (t)P +
1
2
PD(t)2P +O((t− t0)
3)
= P − (t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P + PΘDS
2ΘDP
− P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P ) +
1
2
(t− t0)
2P (P (1))2P + o(t− t0)
2
= P − (t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P + PΘDS
2ΘDP
− P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P )
+
1
2
(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2
= P −
1
2
(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2,
and a similar argument yields (4.45). Also, (4.46) follows using (4.43).
Next, let us consider the operator
PU(t)−1R(ζ, t)U(t)P = A1 +A2 +A3 +A4,
where we denote
A1 = PU(t)
−1PR(ζ, t)PU(t)P, A2 = PU(t)
−1(I − P )R(ζ, t)PU(t)P,
A3 = PU(t)
−1PR(ζ, t)(I − P )U(t)P, A4 = PU(t)
−1(I − P )R(ζ, t)(I − P )U(t)P.
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Using (4.45), (4.37) and (4.44), we obtain
A1 =(P −
1
2
(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2
× ((λt0 − ζ)−1P + (t− t0)(λ
t0 − ζ)−2(−P V˙ t
∣∣
t=t0
+ PΘD)P
+ (t− t0)
2(λt0 − ζ)−2(R˜2(ζ, t0)−
1
2
P V¨ t
∣∣
t=t0
P ) + o(t− t0)
2
u)
× (P −
1
2
(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2)
=(λt0 − ζ)−1P + (λt0 − ζ)−2(t− t0)(−P V˙
t
∣∣
t=t0
P + PΘDP )−
1
2
(λt0 − ζ)−2(t− t0)
2P V¨ t
∣∣
t=t0
P
+ (λt0 − ζ)−2(t− t0)
2R˜2(ζ, t0)
− (λt0 − ζ)−1(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2
u.
Applying integration − 12pii
∫
γ
ζ(·) dζ yields
−
1
2pii
∫
γ
ζA1 dζ =λ
t0P − (t− t0)(−P V˙
t
∣∣
t=t0
P + PΘDP ) +
1
2
(t− t0)
2P V¨ t
∣∣
t=t0
P
+(t− t0)
2(−P V˙ t
∣∣
t=t0
SV˙ t
∣∣
t=t0
P − PΘDSΘDP + P V˙
t
∣∣
t=t0
SΘDP + PΘDSV˙
t
∣∣
t=t0
P )
−2λt0(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+PΘDS
2ΘDP ) + o(t− t0)
2.
Also, it follows from (4.46) and (4.38) that
A2 =((t− t0)(−P V˙
t
∣∣
t=t0
S + PΘDS) + o(t− t0))((t − t0)(λ
t0 − ζ)−1(I − P )R(ζ, t0)(−V˙
t
∣∣
t=t0
+ΘD)P
+o(t− t0)u)(P −
1
2
(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2)
=(λt0 − ζ)−1(t− t0)
2(−P V˙ t
∣∣
t=t0
S + PΘDS)R(ζ, t0)(−V˙
t
∣∣
t=t0
+ΘD)P + o(t− t0)
2
u.
Applying integration − 12pii
∫
γ ζ(·) dζ yields
−
1
2pii
∫
γ
ζA2 dζ =λ
t0(t− t0)
2(−P V˙ t
∣∣
t=t0
S + PΘDS)S(−V˙
t
∣∣
t=t0
+ΘD)P + o(t− t0)
2
u
=λt0(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2.
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Similarly,
A3 = PU(t)
−1PR(ζ, t)(I − P )U(t)P
= (P −
1
2
(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+ PΘDS
2ΘDP ) + o(t− t0)
2)((t− t0)(λ
t0 − ζ)−1(−P V˙ t
∣∣
t=t0
+ PΘD)R(ζ, t0) + o(t− t0)u)
× ((t− t0)((−SV˙
t
∣∣
t=t0
+ SΘD)P + o(t− t0))
= (λt0 − ζ)−1(t− t0)
2(−P V˙ t
∣∣
t=t0
+ PΘD)R(ζ, t0)(−SV˙
t
∣∣
t=t0
+ SΘD)P + o(t− t0)
2
u,
A4 = PU(t)
−1(I − P )R(ζ, t)(I − P )U(t)P
= ((t− t0)(−P V˙
t
∣∣
t=t0
S + PΘDS) + o(t− t0))(R(ζ, t0) + o(t− t0)u))
× ((t− t0)((−SV˙
t
∣∣
t=t0
+ SΘD)P + o(t− t0))
= (t− t0)
2(−P V˙ t
∣∣
t=t0
S + PΘDS)R(ζ, t0)(−SV˙
t
∣∣
t=t0
+ SΘD)P + o(t− t0)
2
u.
Therefore,
−
1
2pii
∫
γ
ζA3 dζ =λ
t0(t− t0)
2(P V˙ t
∣∣
t=t0
S2V˙ t
∣∣
t=t0
P − P V˙ t
∣∣
t=t0
S2ΘDP − PΘDS
2V˙ t
∣∣
t=t0
P
+PΘDS
2ΘDP ) + o(t− t0)
2,
−
1
2pii
∫
γ
ζA4 dζ =o(t− t0)
2.
Collecting all these terms and using the standard relation from [K80, Equation (III.6.24)]
LtGP (t) = −
1
2pii
∫
γ
ζR(ζ, t) dζ
yields (4.25) and concludes the proof.
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