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This paper contains extensions to words on countable scattered linear orderings of two
well-known results of characterization of languages of ﬁnite words. We ﬁrst extend
a theorem of Schützenberger establishing that the star-free sets of ﬁnite words are
exactly the languages recognized by ﬁnite aperiodic semigroups. This gives an algebraic
characterization of star-free sets of words over countable scattered linear orderings.
Contrarily to the case of ﬁnite words, ﬁrst-order deﬁnable languages are strictly included
into the star-free languages when countable scattered linear orderings are considered.
Second, we extend the variety theorem of Eilenberg for ﬁnite words: there is a one-
to-one correspondence between varieties of languages of words on countable scattered
linear orderings and pseudo-varieties of algebras. The star-free sets are an example of such
a variety of languages.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Several approaches of rational languages of ﬁnite words have been developed in the last 50 years. The class of rational
languages is precisely the class of languages deﬁned by ﬁnite automata, by ﬁnite semigroups, or by second-order logic
formulas. Even if all those approaches are formally equivalent for languages deﬁnition, some are more adapted than others
for particular uses. As an example, automata are widely used for the modelization of processes or protocols. The algebraic
approach gives access to powerful tools for the study of classes of rational languages. A canonical semigroup, called syntactic,
can be attached to any rational language. The algebraic properties of this semigroup can be used to characterize classes of
rational sets. In this direction, Eilenberg [14] has established a one-to-one correspondence between classes of languages and
classes of semigroups, known as the variety theorem. Schützenberger [28] was the ﬁrst to consider the class of rational sets
of ﬁnite words, whose syntactic algebras are both ﬁnite and aperiodic (without non-trivial groups). This particular kind of
sets, called star-free, is deﬁnable by a sub-class of rational expressions, without star iteration but with boolean operations
and ﬁnite product. Schützenberger proved that a language is star-free if and only if its syntactic semigroup is ﬁnite and
aperiodic. The star-free sets play an important role in the logical approach of the rational sets of ﬁnite words: the class of
rational languages corresponds exactly to the class of languages deﬁnable by monadic second-order sentences [9], while the
class of star-free languages is precisely [17] the class of words deﬁned by ﬁrst-order sentences equipped with an ordering
predicate <.
Büchi was the ﬁrst to consider automata recognizing words of inﬁnite length. He proved that automata and second-order
monadic logic of its sequential calculus have the same expressive power. He gave decision procedures for the decidability
of a formula of sequential calculus: the formula is transformed into a ﬁnite automaton, and the decidability problem into
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natural integers) makes signiﬁcantly more complex the automata approach. As an example, complementation becomes much
more diﬃcult. Furthermore, contrary to the ﬁnite words case, a canonical automata cannot any more be attached to any
rational language. However, the extension of semigroups for words of inﬁnite length still have interesting properties: such
algebras have a ﬁnite description if they have a ﬁnite number of elements, and contrary to automata, a syntactic algebra
can be attached to any rational language, as for the ﬁnite words case. Thus, most of the algebraic characterization results of
rational languages of ﬁnite words can be extended to words of inﬁnite length. The Eilenberg correspondence was extended
by Wilke [30], and Schützenberger’s theorem by Perrin [19].
Automata, algebras and characterization results were also extended to bi-inﬁnite words (whose letters are indexed by all
the relative integers). As an example, Schützenberger’s theorem was adapted by Perrin and Pin [21].
Büchi extended his successful idea to explore logic of inﬁnite domains of higher degrees: words whose letters are indexed
by ordinals. Rational expressions [31], algebras [2,3,6] and some algebraic characterization results [3–6] for such recognizable
languages were given later.
Recently, Bruyère and Carton [8] introduced rational sets of words on linear orderings, as well as automata and a Kleene
like theorem. Carton and Rispal [25,26] have deﬁned a generalization of semigroups, called -semigroups, where the prod-
uct of any sequence indexed by a countable and scattered linear ordering is deﬁned. The main results of this paper are
adaptations of the theorems of Eilenberg and Schützenberger to sets of words indexed by countable and scattered linear
orderings. This is a ﬁrst step in the classiﬁcation of such languages according to the algebraic properties of their syntac-
tic algebras. Those extensions incorporate all the others. We also show that, in opposition to the case of ﬁnite words, the
class of languages of words on countable and scattered linear orderings deﬁnable by sentences of ﬁrst-order logic is strictly
included into the class of star-free languages.
This paper is an extended version with full proofs of [7]. It is organized as follows. Section 2 is an introduction to words
on linear orderings. Rational languages and automata are deﬁned in Section 3. The -semigroups are presented in Section 4.
Star-free sets are introduced in Section 5: we show that a set of words on scattered linear orderings is star-free if and
only if it is recognized by a ﬁnite aperiodic -semigroup. The proof that any star-free set is recognized by a ﬁnite aperiodic
-semigroup uses an adaptation of the product of Schützenberger of two semigroups. Conversely, we prove that any set
recognized by a ﬁnite aperiodic -semigroup S is star-free using an induction on the D-structure of S . We deduce that a
rational set is star-free if and only if its syntactic -semigroup is ﬁnite and aperiodic. Section 6 is devoted to varieties and
Section 7 concludes. The link between ﬁrst-order and star-free languages is discussed in the Conclusion.
2. Words on linear orderings
This section recalls basic deﬁnitions on linear orderings but the reader is referred to [27] for a complete introduction.
Hausdorff ’s characterization of countable scattered linear orderings is given and words indexed by linear orderings are
introduced.
Let J be a set equipped with an ordering <. The ordering J is linear if < is total (i.e. if for any j and k in J with j = k,
either j < k or k < j). Let A be a ﬁnite set called alphabet. A word over A x = (a j) j∈ J indexed by a linear ordering J is
a function from J to A. J is called the length of x. For instance ω is the length of right-inﬁnite words a0a1 · · · and ζ is the
length of bi-inﬁnite words · · ·a−1a0a1 · · · . The empty word  is the only word of length 0.
2.1. Product of words indexed by linear orderings
For any linear ordering J , we denote by − J the backward linear ordering that is the set J equipped with the reverse
ordering. For instance, −ω is isomorphic to the linear ordering of negative integers.
The sum J + K of two linear orderings is the set J ∪ K equipped with the originals orderings on J and K , and extended
by setting j < k for any j ∈ J and k ∈ K . If J is a linear ordering and (K j) j∈ J is a family of linear orderings, the sum∑
j∈ J K j is the set of all pairs (k, j) such that k ∈ K j equipped with the ordering deﬁned by (k1, j1) < (k2, j2) if and only if
j1 < j2 or ( j1 = j2 and k1 < k2 in K j1 ).
Let J be a linear ordering and let (x j) j∈ J be words of respective length K j for any j ∈ J . The word x =∏ j∈ J x j obtained
by concatenation of the words x j with respect to the ordering on J has length L =∑ j∈ J K j . For instance, aζ = a−ωaω , and
(ab)ζ =∏ζ ab.
The sequence (x j) j∈ J of words is called a J -factorization of the word x =∏ j∈ J x j . Let x =∏i∈ω xi be an ω-factorization.
Another factorization x = ∏i∈ω yi is called a superfactorization if there is a sequence (ki)i∈ω of integers such that y0 =
x0 · · · xk0 and yi = xki−1+1 · · · xki for all i  1. Let J be a linear ordering and E a set of words. Then E J is the set of words u
that can be written u =∏ j∈ J u j with u j ∈ E for any j ∈ J .
2.2. Scattered linear orderings
A non-empty linear ordering J is dense if for any j and k in J such that j < k, there exists an element i of J such
that j < i < k. It is scattered if it contains no dense subordering. The ordering ω of natural integers and the ordering ζ
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linear orderings, O the class of countable ordinals and S the class of countable scattered linear orderings. Hausdorff has
proved that the scattered linear orderings are deﬁnable using an induction on ordinals. Any scattered linear ordering can be
obtained from the ﬁnite linear orderings using ﬁnite sums, ω-sums and −ω-sums:
Theorem 1. (See Hausdorff [15].) A countable linear ordering J is scattered if and only if J belongs to
⋃
α∈O Vα where the classes Vα
are inductively deﬁned by
V0 = {0,1},
Vα =
{∑
j∈ J
K j
∣∣ J ∈ N ∪ {ω,−ω,ζ } and K j ∈ ⋃
β<α
Vβ
}
where 0 and 1 are respectively the orderings with zero and one element.
The Hausdorff ’s characterization of scattered linear orderings of Theorem 1 is a fundamental argument in the proofs of
this paper.
Intuitively, the rank of a linear ordering J is the maximum ordinal number of nested ω-sums and −ω-sums needed
for the construction of J . For instance, ω is of rank 1 and
∑
ω ω is of rank 2. For any ordinal α, the class Vα does not
contain exactly the orderings of rank α since the ﬁnite product does not modify the rank. For instance, the ordering ω +ω
of rank 1 belongs to the class V2. In order to have a sequence of sets of linear orderings indexed by their ranks, we use
slightly different inductive classes: for any ordinal α, the class Wα is deﬁned by
Wα =
{∑
j∈ J
K j
∣∣ J ∈ N and K j ∈ Vα
}
.
Those classes are strictly intermediate to the previous ones: the inclusions Vα ⊂ Wα ⊂ Vα+1 are satisﬁed for any ordinal α.
Formally, the rank of a linear ordering J is the smallest ordinal α such that J ∈ Wα . The orderings of rank 0 are the ﬁnite
ones. In order to simplify the proofs, we also use the classes Uα deﬁned for any ordinal α by
Uα =
{∑
j∈ J
K j
∣∣ J ∈ N ∪ {ω,−ω} and K j ∈ ⋃
β<α
Wβ
}
.
By Theorem 1, the ranks of scattered linear orderings range over all ordinals: S =⋃α∈O Wα . To prove that a property
holds for all scattered linear orderings, we often use an induction on the rank. We prove that the property holds for the
set of ﬁnite orderings W0. Then, for any ordinal α, we suppose that the property holds for any ordering of rank β < α and
prove that it is stable under ω-sums and −ω-sums. This shows that the property is veriﬁed for all linear orderings of Uα .
Finally, the case of linear orderings of Wα is veriﬁed with the ﬁnite sum.
Wα =
{∑
j∈ J
K j
∣∣ J ∈ N and K j ∈ Uα
}
.
We denote by AWα (respectively AUα ) the set of words of rank lower or equal than α (respectively the set of words whose
length belongs to Uα ).
We denote by A the set of all words over A indexed by countable scattered linear orderings.
Let J ∈ S be a scattered linear ordering. An interval K of J is a subset K ⊆ J such that ∀k1,k2 ∈ K , ∀ j ∈ J , if k1 < j < k2
then j ∈ K . A cut (K , L) of J is a partition of J into two intervals K and L. Thus J = K ∪ L and K ∩ L = ∅. The set of all
cuts of J is denoted by Jˆ = {(K , L) | K ∪ L = J and ∀k ∈ K , ∀l ∈ L, k < l}. The set Jˆ is naturally equipped with the ordering
(K1, L1) < (K2, L2) if and only if K1 ⊂ K2.
3. Rational sets of words on linear orderings
Bruyère and Carton introduced rational expressions and automata for words indexed by countable scattered linear order-
ings. They proved that a set of such words is rational if and only if it is accepted by a ﬁnite automaton. This result is an
extension of Kleene’s theorem. This section shortly recalls deﬁnitions of rational operations and automata but the reader is
referred to [8] for more details.
3.1. Rational expressions
Let A be a ﬁnite alphabet. The set Rat(A) of rational sets of words over A indexed by countable scattered linear
orderings is the smallest set containing {a} for any a ∈ A and closed under the following rational operations deﬁned for any
subsets X and Y of A by
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X · Y = {x · y | x ∈ X, y ∈ Y },
X∗ =
{
n∏
j=1
x j
∣∣ n ∈ N , x j ∈ X
}
,
Xω =
{∏
j∈ω
x j
∣∣ x j ∈ X − {}
}
,
X−ω =
{ ∏
j∈−ω
x j
∣∣ x j ∈ X − {}
}
,
X# =
{∏
j∈α
x j
∣∣ α ∈ O, x j ∈ X
}
,
X−# =
{ ∏
j∈−α
x j
∣∣ α ∈ O, x j ∈ X
}
,
X  Y =
{ ∏
j∈ J∪ Jˆ∗
z j
∣∣ J ∈ S \ ∅, z j ∈ X if j ∈ J and z j ∈ Y if j ∈ Jˆ∗
}
where Jˆ∗ = Jˆ \ {(∅, J ), ( J ,∅)}.
Informally speaking, X∗ is the (usual Kleene) ﬁnite iteration of the concatenation of elements of X , Xω (respectively X−ω)
the inﬁnite iteration of order-type ω (respectively −ω), and X# (respectively X−#) the ordinal order-type (respectively
reverse ordinal order-type) iteration. The set X  Y consists of words that can be factorized as an alternation of words of X
and of Y , and such that
• the ﬁrst and last factors, if exist, are words of X ;
• except for the ﬁrst and last factors (if exist), the factors at limit positions, i.e. without predecessor or successor (may be
both), are words of Y .
3.2. Automata on linear orderings
An automaton on linear orderings is a classical ﬁnite automaton with additional “limit” transitions of the form P → q or
q → P where P is a set of states.
Deﬁnition 1. An automaton on linear orderings A = (Q , A, E, I, F ) is deﬁned by a ﬁnite set of states Q , a ﬁnite alphabet A,
a set of transitions E ⊆ (Q × A × Q ) ∪ (P(Q ) × Q ) ∪ (Q ×P(Q )) and sets of initial and ﬁnal states I ⊆ Q and F ⊆ Q .
The deﬁnition of paths is based on the notion of cut. Let J ∈ S be a scattered linear ordering. A path labelled by a
word x of length J is a function from the set Jˆ into the set of states. As the set Jˆ is naturally equipped with the ordering
(K1, L1) < (K2, L2) if and only if K1 ⊂ K2, a path labelled by a word of length J is a word over Q of length Jˆ .
Let γ = (qc)c∈ Jˆ be a word of length Jˆ over Q , the limit sets of states of γ at a given cut c of Jˆ are deﬁned by
lim
c−
γ = {q ∈ Q ∣∣ ∀c′ < c, ∃c′′ c′ < c′′ < c and q = qc′′},
lim
c+
γ = {q ∈ Q ∣∣ ∀c′ > c, ∃c′′ c < c′′ < c′ and q = qc′′}.
Deﬁnition 2. Let A = (Q , A, E, I, F ) be an automaton on linear orderings and let x = (a j) j∈ J be a word of length J on A.
A path γ of label x in A is a word γ = (qc)c∈ Jˆ of length Jˆ over Q such that for any (K , L) ∈ Jˆ :
• If there exists  ∈ L such that (K ∪ {}, L \ {}) ∈ Jˆ then q(K ,L) a−−→ q(K∪{},L\{}) ∈ E else q(K ,L) → lim(K ,L)+ γ ∈ E .
• If there exists k ∈ K such that (K \ {k}, L ∪ {k}) ∈ Jˆ then q(K\{k},L∪{k}) ak−−→ q(K ,L) ∈ E else lim(K ,L)− γ → q(K ,L) ∈ E .
Thus, if a cut has a predecessor or a successor, usual transitions are used, otherwise the path uses limit transitions.
As Jˆ has the least element (∅, J ) and the greatest element ( J ,∅) for any linear ordering J , a path has always a ﬁrst and
a last state. A word is accepted by an automata if it is the label of a path leading from an initial state to a ﬁnal state.
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Example 1. The word (a−ωb)ω of length
∑
ω −ω is accepted by the automaton of Fig. 1. It is the label of the path (01−ω)ω0.
For any cut of the form ((−ω) ∗ n,∑ω −ω) where n is a natural integer, this path has {1} as right limit set and uses the
limit transition 0 → {1}. At the last cut (∑ω −ω,∅), the left limit set is {0,1} and the path ends with the limit transition{0,1} → 0.
It has been proved in [8] that automata and rational expressions have the same expressive power.
Theorem 2. (See [8].) A set of words indexed by countable scattered linear orderings is rational if and only if it is accepted by a ﬁnite
automata.
4. Algebraic characterization of rational sets
In [25,26], Carton and Rispal gave an algebraic characterization of rational sets of words on (countable) scattered linear
orderings. They generalized the semigroups to -semigroups for those words and proved that a set is rational if and only if
it is recognizable. In this section, we ﬁrst recall basic algebraic deﬁnitions and then we deﬁne the recognizability for those
sets of words.
4.1. Algebraic deﬁnitions
A semigroup is a set S equipped with an associative binary product. The semigroup S with an additional neutral element
is denoted by S1. An element e ∈ S is an idempotent if e2 = e and the set of idempotents of S is denoted by E(S). A pair
(s, e) ∈ S × E(S) is right linked (respectively left linked) if se = s (respectively es = s). Two right linked pairs (s1, e1) and
(s2, e2) are conjugated if there exist a, b ∈ S1 such that e1 = ab, e2 = ba, s1a = s2 and s2b = s1. The conjugacy relation is an
equivalence relation on right linked pairs [18]. Recall that the Green’s relations are deﬁned from the following preorders:
sR t ⇐⇒ ∃a ∈ S1, s = ta,
sL t ⇐⇒ ∃a ∈ S1, s = at,
sJ t ⇐⇒ ∃a,b ∈ S1, s = atb.
For any K ∈ {R, L, J }, the equivalence relation K is deﬁned for any s, t ∈ S by s K t if s K t and t K s. The equivalence
class of s ∈ S is denoted by K(s). We also denote by s <K t iff s K t and not t K s. Recall that the equivalence relation
D = RL = LR is equal to J when S is ﬁnite. A semigroup S is aperiodic if there exists an integer n such that for all s ∈ S ,
sn = sn+1, or equivalently if, for all s ∈ S , R(s) ∩L(s) = {s}.
The following lemmas are required in the paper. As they are classical results in semigroup theory, we refer to [23] for
proofs.
Lemma 3. Let s and t be two elements of a ﬁnite semigroup S. If t R s (respectively t L s) and sD t then sR t (respectively sL t).
Lemma 4 (Cancellation lemma). Let p, q and r be elements of an aperiodic semigroup S. If p = qpr then p = qp = pr.
The following lemma is a direct consequence of Green’s lemma (see [23, p. 60]).
Lemma 5. Let r, s, t be elements of a ﬁnite semigroup S. Then rsD st D s iff rst D s.
Lemma 6. Let D be a D-class of a ﬁnite semigroup S and let (s1, e1) and (s2, e2) be two right linked pairs (respectively left linked
pairs) such that s1, s2, e1, e2 ∈ D. The linked pairs are conjugated if and only if s1 R s2 (respectively s1 L s2).
See [13], Lemma 65 for a proof of Lemma 6. We refer to [23] for more details on semigroups structure.
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The product of semigroups is generalized to recognize sets of words indexed by countable scattered linear orderings.
A -semigroup is a generalization of a usual semigroup, equipped with a product adapted to countable scattered linear
orderings:
Deﬁnition 3. A -semigroup is a set S equipped with a product π : S → S which maps any word of countable scattered
linear length over S to an element of S:
• for any element s of S , π(s) = s;
• (generalization of associativity) for any word x over S of countable scattered linear length and for any factorization
x =∏ j∈ J x j where J ∈ S ,
π(x) = π
(∏
j∈ J
π(x j)
)
.
For instance, A equipped with the concatenation product is a -semigroup.
Example 2. The set S = {0,1} equipped with the product π deﬁned for any u ∈ S by π(u) = 0 if u has at least one
occurrence of the letter 0 and π(u) = 1 otherwise is a -semigroup.
For any two elements s and t of a -semigroup (S,π), the ﬁnite product π(st) is merely denoted by st . The notions
of sub--semigroup, morphism of -semigroup, quotient, division and congruence are directly inspired from the usual algebra
(see [1] for example). A -semigroup (S,π) is said to be ﬁnite if S is ﬁnite. Even when S is ﬁnite, the function π is not easy
to describe because the product of any sequence has to be given. It turns out that the function π can be described using
a semigroup structure on S with two additional functions (called τ and −τ ) from S to S . This gives a ﬁnite description of
the function π .
Deﬁnition 4. Let S be a semigroup. A function τ : S → S (respectively −τ : S → S) is compatible to the right with S (respec-
tively to the left) if for any s, t in S and any positive integer n the following properties hold: s(ts)τ = (st)τ and (sn)τ = sτ
(respectively (st)−τ s = (ts)−τ and (sn)−τ = s−τ ).
Compatible functions can be used to describe products in ﬁnite -semigroups.
Theorem 7. (See [25,26].) Let (S,π) be a ﬁnite -semigroup. The binary product deﬁned for any s, t in S by s · t = π(st) naturally
endows a structure of semigroup and the functions τ and −τ respectively deﬁned by sτ = π(sω) and s−τ = π(s−ω) are respectively
compatible to the right and to the left with S.
Conversely, let S be a ﬁnite semigroup and let τ and −τ be functions respectively compatible to the right and to the left with S.
Then S can be uniquely endowed with a structure of -semigroup (S,π) such that sτ = π(sω) and s−τ = π(s−ω).
The proof of Theorem 7 relies on the following adaptation of a Ramsey’s theorem:
Lemma 8. Let ϕ : A → S be a morphism into a ﬁnite -semigroup. For any factorization x =∏i∈ω xi (respectively x =∏i∈−ω xi),
there exist a superfactorization x =∏i∈ω yi (respectively x =∏i∈−ω yi) and a right (respectively left) linked pair (s, e) ∈ S × E(S)
such that ϕ(y0) = s and ϕ(yi) = e for any i > 0.
Such a factorization is called a Ramseyan factorization. We refer to Theorem 2.2 in [22] for a sketch of the proof.
It is well known that rational sets of ﬁnite words are exactly those recognized by ﬁnite semigroups. This result is
generalized for words indexed by countable scattered linear orderings.
Deﬁnition 5. Let S and T be two -semigroups. The -semigroup T recognizes a subset X of S if and only if there exist a
morphism ϕ : S → T and a subset P ⊆ T such that X = ϕ−1(P ). A set X ⊆ A is recognizable if and only if there exists a
ﬁnite -semigroup recognizing it.
For any alphabet A, Rec(A) denotes the set of recognizable subsets of A .
Theorem 9. (See Carton and Rispal [25,26].) A set of words indexed by countable scattered linear orderings is rational iff it is recogniz-
able.
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0−τ = 0) and equipped with the product st = 0 and the compatible functions sτ = s−τ = 0 for any s, t ∈ S . The D-classes
structure of S is:
Let ϕ : A → S be the morphism deﬁned by ϕ(a) = a and ϕ(b) = 0. Then S recognizes in particular {a} = ϕ−1(a).
Example 4. Let A = {a,b} be an alphabet and S = {0,1} be the -semigroup where 0 is a zero for S and 1 the neutral
element of S . Set 1τ = 1−τ = 1 and 0τ = 0−τ = 0. Let ϕ : A → S be the morphism deﬁned by ϕ(a) = 1 and ϕ(b) = 0. Then
S recognizes in particular a = ϕ−1(1).
Example 5. Let A = {a,b} be an alphabet. Let S = {a,b,ab,ba,0} be the ﬁnite -semigroup equipped with the product
deﬁned by abab = ab, baba = ba, aba = a, bab = b, (ab)τ = ab, (ab)−τ = a, (ba)τ = b, (ba)−τ = ba, and where any other
product is equal to 0. The D-classes structure of S is:
Let ϕ : A → S be the morphism deﬁned by ϕ(a) = a and ϕ(b) = b. Then S recognizes in particular (ab) = ϕ−1(ab).
Example 6. Let A = {a,b} be an alphabet. Let S be the -semigroup whose D-classes structure is
The product is deﬁned by aτaa−τ = 0, a3 = a, aτaa = aτ , aaa−τ = a−τ , (aτ )τ = aτ , (a−τ )τ = a−τaτ , (aa−τ )τ = aa−τaτ ,
aτa−τaτ = aτ , a−τaτa−τ = a−τ , (aτ )−τ = a−τaτ , (a−τ )τ = a−τaτ , (aτa−τ )−τ = a−τ , (aτa−τ )τ = aτ , and the other products
are deduced from the previous ones. Let ϕ : A → S be the morphism deﬁned by ϕ(a) = a and ϕ(b) = 0. Then S recognizes
in particular (aa) = ϕ−1({a2,aτ ,aτa−τ ,a−τaτ ,a−τ }).
4.3. Syntactic -semigroups
Contrarily to automata, the algebraic characterization associates a canonical object, called syntactic -semigroup, to each
recognizable set. Let S be a -semigroup and P ⊆ S . The equivalence relation ∼P is deﬁned for any s, t in S by s ∼P t if
and only if for any integer m,
∀s1, s2, . . . , sm, t1, t2, . . . , tm ∈ S1, ∀θ1, θ2, . . . , θm−1 ∈ {ω,−ω} ∪ N ,
π
(
sm
(· · · (s2(s1st1)θ1t2)θ2 · · ·)θm−1tm) ∈ P ⇐⇒ π(sm(· · · (s2(s1tt1)θ1t2)θ2 · · ·)θm−1tm) ∈ P .
Note that m is bounded when S is ﬁnite. For each recognizable set X , the -semigroup A/∼X is the smallest -semigroup
recognizing X in the sense of division. It is called the syntactic -semigroup of X and is denoted by S(X).
Proposition 10. (See [25,26].) A subset X of A is recognizable if and only if the relation ∼X is a congruence of -semigroups of ﬁnite
index.
As examples, the -semigroups of Examples 3, 4, 5 and 6 are respectively the syntactic -semigroups of the languages
{a}, a , (ab) and (aa) over the alphabet {a,b}.
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In this section, we deﬁne star-free sets of words on countable scattered linear orderings and we extend the Schützen-
berger’s theorem which establishes that the languages recognized by aperiodic ﬁnite semigroups are precisely the star-free
sets of ﬁnite words.
Deﬁnition 6. Let A be an alphabet. The class SF(A) of star-free sets of words on countable scattered linear orderings on A
is the smallest set containing {a} for all a ∈ A and closed under ﬁnite union, complement with respect to A and ﬁnite
product.
Example 7. For any alphabet A, (A)ω = A \ AA ∈ SF(A) and (A)−ω = A \ AA ∈ SF(A).
Theorem 11. Let A be an alphabet and let X be a recognizable subset of A . The following conditions are equivalent:
1. X ∈ SF(A),
2. A/∼X is a ﬁnite and aperiodic -semigroup.
Example 8. Let A = {a,b} and L = (ab) . The syntactic -semigroup of L is given by Example 5. One can easily check its
aperiodicity. The language L is a star-free set, described by the expression:
L = A \ (AaaA ∪ AbbA ∪ bA ∪ Aa ∪ (A)ωbA ∪ Aa(A)−ω).
Example 9. Let A = {a,b} and L = (aa) . The syntactic -semigroup of L is given by Example 6. It is not aperiodic: the
H-class containing a also contains a2. Thus, L is not star-free.
The remaining of this section is devoted to a proof of Theorem 11.
5.1. From star-free sets to ﬁnite aperiodic -semigroups
In this section, we prove that the class of languages recognized by ﬁnite aperiodic -semigroups is closed under ﬁnite
product and boolean operations. As the syntactic -semigroup of a language of the form {a} with a ∈ A is ﬁnite and aperiodic
(as shown by Example 3), this will prove that the syntactic -semigroup of a star-free language is also ﬁnite and aperiodic.
Our main argument is based on an extension to -semigroups of the Schützenberger product of semigroups.
The Schützenberger’s product of two semigroups S and T , denoted by S  T is the set S ×P(S1 × T 1)× T equipped with
the ﬁnite product deﬁned by
(s1, P1, t1) · (s2, P2, t2) = (s1s2, s1P2 ∪ P1t2, t1t2)
where s1P2 = {(s1s2, t2) | (s2, t2) ∈ P2} and P1t2 = {(s1, t1t2) | (s1, t1) ∈ P1}. An element (s, P , t) of S  T is represented by
the matrix
[ s P
0 t
]
and the ﬁnite product is the product of matrices. For any ﬁnite -semigroups S and T , S  T is extended
to a -semigroup. The function τ is deﬁned, for any (s, P , t) ∈ S  T , by[
s P
0 t
]τ
=
[
sτS π(s, P , t) ∪ {(sτS ,1)}
0 tτT
]
where τS , τT are respectively the functions compatible to the right with S and T , and π(s, P , t) = {(sks′, t′tτT ) | k ∈ N,
(s′, t′) ∈ P }. The function −τ is deﬁned by symmetrical arguments.
Lemma 12. Let S and T be two ﬁnite -semigroups. The functions τ and −τ are respectively compatible to the right and to the left
with S  T .
Proof. We prove that τ is compatible to the right with S  T . The proof for −τ can be done symmetrically. Let r ∈ S  T .
We ﬁrst prove that (rn)τ = rτ for any positive integer n. Denote by r = (s, P , t).
(
rn
)τ = [ sn ⋃n−1i=0 si Ptn−1−i
0 tn
]τ
=
[
sτS π(sn,
⋃n−1
i=0 si Ptn−1−i, tn) ∪ {(sτS ,1)}
0 tτT
]
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π
(
sn,
n−1⋃
i=0
si Ptn−1−i, tn
)
=
{(
snks′, t′
(
tn
)τT ) ∣∣ k ∈ N, (s′, t′) ∈ n−1⋃
i=0
si Ptn−1−i
}
=
n−1⋃
i=0
{(
snk+i s′, t′tn−1−itτT
) ∣∣ k ∈ N, (s′, t′) ∈ P}
=
n−1⋃
i=0
{(
snk+i s′, t′tτT
) ∣∣ k ∈ N, (s′, t′) ∈ P}
= {(sks′, t′tτT ) ∣∣ k ∈ N, (s′, t′) ∈ P}
= π(s, P , t).
Then we show that for any r1, r2 ∈ S  T , r1(r2r1)τ = (r1r2)τ . Let r1, r2 be in S  T and set r1 = (s1, P1, t1) and r2 =
(s2, P2, t2).
r1(r2r1)
τ =
[
s1 P1
0 t1
][
(s2s1)τS π(s2s1, s2P1 ∪ P2t1, t2t1) ∪ {((s2s1)τS ,1)}
0 (t2t1)τT
]
=
[
(s1s2)τS s1π(s2s1, s2P1 ∪ P2t1, t2t1) ∪ {((s1s2)τS ,1)} ∪ P1(t2t1)τT
0 (t1t2)τT
]
with
s1π(s2s1, s2P1 ∪ P2t1, t2t1) ∪ P1(t2t1)τT
= s1
{(
(s2s1)
ks′, t′(t2t1)τT
) ∣∣ k ∈ N, (s′, t′) ∈ s2P1 ∪ P2t1}∪ P1(t2t1)τT
= {(s1(s2s1)ks2s′, t′(t2t1)τT ) ∣∣ k ∈ N, (s′, t′) ∈ P1}∪ {(s′, t′(t2t1)τT ) ∣∣ (s′, t′) ∈ P1}
∪ {(s1(s2s1)ks′, t′t1(t2t1)τT ) ∣∣ k ∈ N, (s′, t′) ∈ P2}
= {((s1s2)k+1s′, t′(t1t2)τT ) ∣∣ k ∈ N, (s′, t′) ∈ P1t2}∪ {(s′, t′(t1t2)τT ) ∣∣ (s′, t′) ∈ P1t2}
∪ {((s1s2)ks′, t′(t1t2)τT ) ∣∣ k ∈ N, (s′, t′) ∈ s1P2}
= {((s1s2)ks′, t′(t1t2)τT ) ∣∣ k ∈ N, (s′, t′) ∈ P1t2 ∪ s1P2}
= π(s1s2, P1t2 ∪ s1P2, t1t2)
thus r1(r2r1)τ = (r1r2)τ which proves that τ is compatible to the right with S  T . 
Lemma 12 shows that the -semigroup S  T is well deﬁned. Moreover, the Schützenberger’s product of two ﬁnite
aperiodic -semigroups is still aperiodic.
Proposition 13. The set of ﬁnite aperiodic -semigroups is closed under Schützenberger’s product.
Proof. Let S and T be two ﬁnite aperiodic -semigroups. There exist two integers ks and kt such that for all s ∈ S , sks = sks+1
and for all t ∈ T , tkt = tkt+1. We prove that for all r ∈ S  T , rks+kt+1 = rks+kt+2.
Let (s, P , t) ∈ S  T . Note that for any k ∈ N,[
s P
0 t
]k
=
[
sk
⋃k−1
i=0 si Ptk−1−i
0 tk
]
.
Since sks+kt+1 = sks+kt+2 and tks+kt+1 = tks+kt+2, it suﬃces to prove that the upper right corner takes the same value for
k = k1 + k2 + 1 and k = k1 + k2 + 2. Indeed,
ks+kt+1⋃
i=0
si Ptks+kt+1−i =
ks⋃
i=0
si Ptks+kt+1−i ∪
ks+kt+1⋃
i=ks+1
si Ptks+kt+1−i
=
ks⋃
si Ptks+kt−i ∪
ks+kt+1⋃
si−1Ptks+kt−(i−1)
i=0 i=ks+1
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ks⋃
i=0
si Ptks+kt−i ∪
ks+kt⋃
i=ks
si Ptks+kt−i
=
ks+kt⋃
i=0
si Ptks+kt−i . 
Let ϕ : A → S and ψ : A → T be two morphisms of -semigroups. Deﬁne a morphism ϕ  ψ from A into S  T by
ϕ  ψ(a) =
[
ϕ(a) {(ϕ(a),1), (1,ψ(a))}
0 ψ(a)
]
for a ∈ A. Then ϕ  ψ satisﬁes the property of Lemma 14.
Lemma 14. For any word u ∈ A ,
ϕ  ψ(u) =
[
ϕ(u) {(ϕ(v),ψ(w)) | u = vw}
0 ψ(u)
]
.
Proof. We prove by induction on α ∈ O that the lemma holds for any word u ∈ AWα of rank lower than or equal to α. In
order to lighten the notation we set
(ϕ,ψ,u) = {(ϕ(v),ψ(w)) ∣∣ u = vw},
u · (ϕ,ψ,u′)= {(ϕ(uv),ψ(w)) ∣∣ u′ = vw},

(
ϕ,ψ,u′
) · u = {(ϕ(v),ψ(wu)) ∣∣ u′ = vw}.
Let u ∈ AW0 . By deﬁnition of ϕ  ψ , the property is satisﬁed for any letter a ∈ A. Moreover, we prove that the lemma is
stable under ﬁnite product: for any words u and u′ of A satisfying the property above,
ϕ  ψ(uu′)= ϕ  ψ(u)ϕ  ψ(u′)
=
[
ϕ(u) (ϕ,ψ,u)
0 ψ(u)
][
ϕ(u′) (ϕ,ψ,u′)
0 ψ(u′)
]
=
[
ϕ(uu′) u · (ϕ,ψ,u′) ∪ (ϕ,ψ,u) · u′
0 ψ(uu′)
]
=
[
ϕ(uu′) (ϕ,ψ,uu′)
0 ψ(uu′)
]
.
Let α ∈ O and let u ∈ AWα . By inductive hypothesis and by the previous result on ﬁnite product, it suﬃces to treat the case
where |u| ∈ (⋃β<α Wβ)ω or |u| ∈ (⋃β<α Wβ)−ω . Since those cases are symmetric, we suppose that |u| ∈ (⋃β<α Wβ)ω . By
Lemma 8 there exist a factorization u =∏i∈ω ui and a right linked pair (r, e) ∈ S  T × E(S  T ) such that |ui | ∈⋃β<α Wβ
for all i ∈ ω, ϕ ψ(u0) = r and for all integers i > 0, ϕ ψ(ui) = e. We prove the result for u′ =∏0<i<ω ui . Let e = (s, P , t).
Since ϕ(u′) = sτS and ψ(u′) = tτT , it suﬃces to prove that{(
sτS ,1
)}∪ {(sks′, t′tτT ) ∣∣ k ∈ N, (s′, t′) ∈ P}= (ϕ,ψ,u′).
We ﬁrst prove the inclusion from right to left. Let v and w be such that u′ = vw . If w =  then (ϕ(v),ψ(w)) = (sτS ,1).
Otherwise w =  and there exist k > 0 and v ′,w ′ ∈⋃β<α AWβ such that v = u1 · · ·ukv ′ , w = w ′uk+2 · · · and v ′w ′ = uk+1.
Since ϕ  ψ(uk+1) = e and |uk+1| ∈ ⋃β<α Wβ , the inductive hypothesis gives (ϕ(v ′),ψ(w ′)) ∈ P thus (ϕ(v),ψ(w)) =
(ϕ(u1 · · ·uk)ϕ(v ′),ψ(w ′)ψ(uk+2 · · ·)) = (sks′, t′tτT ) with (s′, t′) ∈ P which concludes the inclusion from right to left.
Conversely, let k ∈ N and let (s′, t′) ∈ P . By the inductive hypothesis, there exist v ′,w ′ ∈⋃β<α AWβ such that (s′, t′) =
(ϕ(v ′),ψ(w ′)) and uk+1 = v ′w ′ . Thus, (sks′, t′tτT ) = (ϕ(u1 · · ·ukv ′),ψ(w ′uk+2 · · ·)). Moreover, (sτS ,1) = (ϕ(u′),ψ()) which
concludes the proof. 
As a consequence, the class of languages recognized by ﬁnite aperiodic -semigroups is closed under ﬁnite product and
boolean operations.
Proposition 15. Any star-free subset of A is recognized by a ﬁnite aperiodic -semigroup.
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and let Y ⊆ A be two sets recognized by ﬁnite aperiodic -semigroups respectively denoted by S and T . There exist two
morphisms of -semigroups ϕ : A → S and ψ : A → T , and two sets P S ⊆ S and PT ⊆ T such that X = ϕ−1(P S ) and Y =
ψ−1(PT ). Using Lemma 14, X ∪ Y = ϕ  ψ−1({(s, P , t) ∈ S  T | s ∈ P S or t ∈ PT }), X ∩ Y = ϕ  ψ−1({(s, P , t) ∈ S  T | s ∈ P S
and t ∈ PT }), XY = ϕ  ψ−1({(s, P , t) ∈ S  T | (P S × PT ) ∩ P = ∅}) and A \ X = ϕ  ψ−1({(s, P , t) ∈ S  T | s /∈ P S}). 
The next section is devoted to the converse of Proposition 15.
5.2. From ﬁnite aperiodic -semigroups to star-free sets
Let A be an alphabet and S be a ﬁnite aperiodic -semigroup. In this section we prove that a language X recognized by
a morphism ϕ : A → S of -semigroups belongs to SF(A).
As SF(A) is closed under ﬁnite union it suﬃces to prove that ∀p ∈ S , ϕ−1(p) ∈ SF(A). The proof is by induction on the
structure in D-classes of S .
For the induction step, we will assume that ϕ−1(s) ∈ SF(A) for every s ∈ S such that p <D s and show that this implies
ϕ−1(p) ∈ SF(A). The proof we present now is an adaptation of the proof for ﬁnite words of [20]. It is based on the following
property of aperiodic semigroups:
Lemma 16. Let A be an alphabet, S be a ﬁnite aperiodic -semigroup and let ϕ : A → S be a morphism of -semigroups. For any
p ∈ S,
ϕ−1(p) = (ϕ−1(R(p))A ∩ Aϕ−1(L(p))) \ ⋃
pDr
ϕ−1(r). (1)
Proof. First, if u ∈ ϕ−1(p), then obviously u has a preﬁx v such that ϕ(v) ∈ R(p) and a suﬃx w such that ϕ(w) ∈ L(p).
Furthermore, u cannot be in
⋃
pDr ϕ
−1(r).
Now let u be in the right member of the equality. Then u has a preﬁx v such that ϕ(v) ∈ R(p) and ϕ(u) R ϕ(v).
Thus ϕ(u) R p. Furthermore, as u /∈⋃pDr ϕ−1(r) and u ∈ ϕ−1(R(p))A then ϕ(u) D p. By Lemma 3 then ϕ(u) R p.
Symmetrical arguments show that ϕ(u)L p. Finally, since S is aperiodic, then L(p) ∩R(p) = {p}. Thus u ∈ ϕ−1(p). 
In order to prove that ϕ−1(p) ∈ SF(A) we show, step by step, that the right member of Equality (1) belongs to SF(A).
The following lemma will be needed.
Lemma 17. Let A be an alphabet, n be an integer and let (Li)1in be a family of star-free sets: for any 1 i  n, Li ∈ SF(A). Then
(
⋃
1in Li A
)ω ∈ SF(A) and (A⋃1in Li)−ω ∈ SF(A).
Proof. By Example 7, it suﬃces to prove that the following equality holds:( ⋃
1in
Li A

)ω
=
( ⋃
1in
Li
)(
A
)ω \ AZ where Z = (A)ω \ A( ⋃
1in
Li
)(
A
)ω
.
Let x ∈ (⋃1in Li A)ω . There exists an ω-factorization x =∏ j∈ω x j y j such that for any j ∈ ω, x j ∈⋃1in Li and y j ∈ A .
Since x0 ∈⋃1in Li , x ∈ (⋃1in Li)(A)ω . For any factorization x = uv of x, there exist w ∈ A and j0 ∈ ω such that
v = w∏ j j0 x j y j . Thus v ∈ A(⋃1in Li)(A)ω and x /∈ A Z .
Conversely, let x ∈ (⋃1in Li)(A)ω \ A Z . Since x ∈ (⋃1in Li)(A)ω , there exists an ω-factorization x =∏i∈ω xi such
that x0 ∈⋃1in Li . Moreover, x /∈ A Z thus there exists i0  1 such that u = x1 · · · xi0 ∈ A(⋃1in Li)A . Let v ∈ A and
w ∈ (⋃1in Li)A such that u = vw . Set y0 = x0v and z = w∏i>i0 xi . Note that x = y0z with y0 ∈ ⋃1in Li A and
z ∈ (⋃1in Li)(A)ω \ A Z . The same proceeding can be applied to the factorization x = y0z and recursively, a superfactor-
ization x =∏i∈ω yi such that for all i ∈ ω, yi ∈⋃1in Li A can be constructed. The proof that (A⋃1in Li)−ω ∈ SF(A)
is symmetrical. 
In the induction on the structure in D-classes of S , we also need to prove that if p <D e and if, for every s such that
p <D s, ϕ−1(s) ∈ SF(A), then ϕ−1(e)ω is a star-free set:
Lemma 18. Let A be an alphabet, S be a ﬁnite -semigroup, p ∈ S and let ϕ : A → S be a morphism of -semigroups. Assume that
ϕ−1(s) ∈ SF(A) for every s ∈ S such that p <D s, and let e be an idempotent of S such that p <D e. Then ϕ−1(e)ω ∈ SF(A) and
ϕ−1(e)−ω ∈ SF(A).
The previous lemma is a consequence of the following equality.
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e ∈ E(S),
ϕ−1(e)ω = (A)ω \ Z where Z = ⋃
s∈S
eD s
ϕ−1(s)
[(
A
)ω \ ⋃
t∈S
st=e
ϕ−1(t)ϕ−1(e)
(
A
)ω]
.
A similar equality holds for the ϕ−1(e)−ω case.
Proof. Let x ∈ ϕ−1(e)ω and let x = yz be a factorization of x. Let s = ϕ(y). We prove that there exists t ∈ S such that
st = e and z ∈ ϕ−1(t)ϕ−1(e)(A)ω . Let x =∏i∈ω xi be an ω-factorization of x such that for all i ∈ ω, xi ∈ ϕ−1(e). There
exists i0 ∈ ω such that y =∏i<i0 xix′i0 and z = x′′i0 ∏i0<i xi with x′i0x′′i0 = xi0 . If t = ϕ(x′′i0 ), then z ∈ ϕ−1(t)ϕ−1(e)(A)ω with
st = ϕ(yx′′i0) = ϕ(
∏
ii0 xi) = e.
Conversely, let x ∈ (A)ω \ Z and let x = u0x0 be a factorization of x. Denote by s = ϕ(u0). Since x /∈ Z , there exists t ∈ S
such that st = e and x0 ∈ ϕ−1(t)ϕ−1(e)(A)ω . Let v0,w0 ∈ A such that ϕ(u0v0) = e, ϕ(w0) = e and x0 = v0w0x1 for some
suﬃx x1 ∈ (A)ω of x. Denote by u1 = u0v0w0. The same proceeding can be applied to the factorization x = u1x1 and the
sequences (ui)i0, (xi)i0, (vi)i0 and (wi)i0 can be deﬁned recursively such that for any i  0,
x = uixi, ui+1 = ui viwi, ϕ(ui vi) = e and ϕ(wi) = e.
Let x =∏i∈ω yi be the factorization deﬁned by y0 = u0v0 and for any i > 0, yi = wi−1vi .
By Lemma 8, there exists a superfactorization x = ∏i∈ω y′i and a right linked pair (r, f ) ∈ S × E(S) such that
ϕ(y′0) = r and for any i > 0, ϕ(y′i) = f . We prove that (r, f ) = (e, e). Since there exists m ∈ N such that ϕ(y′0) =
ϕ(y0 y1 · · · ym) = ϕ(umvm), we get r = e. The same way, there exist two integers m1 m2 such that f = ϕ(ym1 · · · ym2 ) =
ϕ(wm1−1)ϕ(vm1 ym1+1 · · · ym2 ) = eg for some g ∈ S . Thus f = eg = eeg = ef . Since (e, f ) is a right linked pair, e = ef which
concludes e = f . The proof for ϕ−1(e)−ω uses symmetrical arguments. 
Proof of Lemma 18. We use the equality of Lemma 19. If p <D e, as st = e then p <D s, t , so by hypothesis ϕ−1(s) ∈ SF(A)
and ϕ−1(t) ∈ SF(A). As (A)ω ∈ SF(A) and the number of union involved is ﬁnite, then ϕ−1(e)ω ∈ SF(A). The proof that
ϕ−1(e)−ω ∈ SF(A) uses similar arguments. 
In order to prove that the right member of Equality (1) is star-free, we ﬁrst prove that ϕ−1(R(p))A and Aϕ−1(L(p))
are included in star-free expressions containing also words of
⋃
pDr ϕ
−1(r).
Lemma 20. Let A be an alphabet, S be a ﬁnite -semigroup, ϕ : A → S be a morphism of -semigroups and let p be an el-
ement of S. Assume that ϕ−1(s) ∈ SF(A) for every s ∈ S such that p <D s. There exists a star-free expression Rp such that
ϕ−1(R(p))A ⊆ Rp A ⊆ ϕ−1(R(p))A⋃pDr ϕ−1(r). There also exists a star-free expression Lp such that Aϕ−1(L(p)) ⊆
ALp ⊆ Aϕ−1(L(p))⋃pDr ϕ−1(r).
In order to prove Lemma 20 we need the following technical result:
Lemma 21. Let A be an alphabet, S be a ﬁnite -semigroup, ϕ : A → S be a morphism of -semigroups and let p be an element of S.
Assume that ϕ−1(s) ∈ SF(A) for every s ∈ S such that p <D s. There exists a star-free expression Dp such that ϕ−1(p) ⊆ ADp A ⊆
ϕ−1(D(p))⋃pDr ϕ−1(r).
Proof. In order to lighten the notation we set, for any s ∈ S ,
θ(s) =
⋃
s<D s1
s<D s2
ϕ−1(s1)ϕ−1(s2),s1s2Ds
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⋃
f ∈E(S)
s<D f
f τDs
ϕ−1( f )ω and −(s) =
⋃
f ∈E(S)
s<D f
f −τDs
ϕ−1( f )−ω.
We ﬁrst prove that for any s ∈ S , the following inclusion holds:
ϕ−1(s) ⊆ A
( ⋃
a∈A
ϕ(a)Ds
a ∪ θ(s) ∪ +(s) ∪ −(s)
)
A.
By induction on α ∈ O, we prove that, for any s ∈ D , ϕ−1(s) ∩ AWα belongs to the set deﬁned by the right side of the
inclusion.
Assume ﬁrst that α = 0. Let s ∈ D and u ∈ ϕ−1(s)∩ A+ . If u = a ∈ A then ϕ(a) = s, so u is in ⋃a∈A,ϕ(a)Ds a. Assume now
that the inclusion is true for any word u ∈ ϕ−1(D) of length lower than a natural integer n. Let s ∈ D and u ∈ ϕ−1(s) ∩ An .
If u has a letter a such that ϕ(a) D s then u is in A(⋃a∈A,ϕ(a)Ds a)A . Otherwise, let u = u1u2 with u1 = u and u2 = u.
If s <D ϕ(u1) and s <D ϕ(u2) then u ∈ θ(s). Otherwise, ϕ(u1) D D or ϕ(u2) D D . Assume ϕ(u1) D D . By the induction
hypothesis, u1 belongs to the right member of the inclusion, so does u.
Now, let α > 0 and s ∈ D and u ∈ ϕ−1(s) ∩ AUα . Assume ﬁrst that |u| ∈ (⋃β<α Wβ)ω . There exists (ui)i<ω such that
u =∏i<ω ui , and |ui | ∈⋃β<α Wβ for any i < ω. There exist a superfactorization u =∏i<ω vi and a right linked pair (t, e)
such that ϕ(v0) = t and ϕ(vi) = e for any 0 < i < ω. If t D s or e D s then by the induction hypothesis there exists i such
that vi belongs to the right member of the inclusion, so does u. Otherwise, s <D t and s <D e. If sD eτ then u ∈ A+(s),
else u ∈ θ(s). The case |u| ∈ (⋃β<α Wβ)−ω is symmetrical.
Finally, let u ∈ ϕ−1(s)∩ AWα . Then there exist a natural integer n and a factorization u = u1 · · ·un such that |ui | ∈ Uα for
any i ∈ 1 . . .n. The proof is similar to the ﬁnite word case.
Now let us return to the proof of the lemma. Let p ∈ S be as in the statement of the lemma and set
Dp =
⋃
a∈A
ϕ(a)Dp
a ∪ θ(p) ∪ +(p) ∪ −(p).
Using Lemma 18, for any f ∈ E(S) such that p <D f , ϕ−1( f )ω ∈ SF(A) and symmetrically, ϕ−1( f )−ω ∈ SF(A) thus Dp ∈
SF(A). Moreover, we just have proved that ϕ−1(p) ⊆ ADp A and obviously, ADp A ⊆ ϕ−1(D(p))⋃pDr ϕ−1(r). 
The following lemma on semigroups is also required.
Lemma 22. Let S be a ﬁnite -semigroup and let e and e′ be two idempotents of S. If e D e′ then eτ L e′τ and e−τ R e′−τ .
Proof. We refer to [23] for a proof that there exist x, y ∈ S such that e = xy and e′ = yx. So eτ = (xy)τ = x(yx)τ = xe′τ and
e′τ = (yx)τ = y(xy)τ = yeτ which proves that eτ L e′τ . The proof that e−τ R e′−τ uses the same arguments. 
Proof of Lemma 20. In order to lighten the notation we set
ρ+(p) = {(s, e) ∈ S × E(S) ∣∣ seτ R p and s /∈ R(p)},
ρ−(p) = {(s, e) ∈ S × E(S) ∣∣ se−τ R p and s /∈ R(p)}.
We ﬁrst prove that
ϕ−1
(R(p))A = ( ⋃
a∈A
ϕ(a)Rp
aA
)
∪
( ⋃
s∈S,a∈A
sϕ(a)Rp
s/∈R(p)
ϕ−1(s)aA
)
∪
( ⋃
(s′,e′)∈ρ+(p)
s′e′ /∈R(p)
ϕ−1
(
s′
)
ϕ−1
(
e′
)ω
A
)
∪
( ⋃
(s′,e′)∈ρ−(p)
ϕ−1
(
s′
)
ϕ−1
(
e′
)−ω
A
)
∪
( ⋃
e′∈E(S)
e′−τ Rp
ϕ−1
(
e′
)−ω
A
)
. (2)
Let u ∈ ϕ−1(R(p))A . Assume that there does not exist a factorization u = u0u1 with u0 as long as possible such that
p <R ϕ(u0). Thus, there are three cases:
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• There exists a factorization u = u′0u′1 with u′0 as small as possible such that ϕ(u′0) ∈ R(p) and u′0 does not have a last
letter. There exists a right linked pair (s, e) such that u′0 ∈ ϕ−1(s)ϕ−1(e)ω , s /∈ R(p), se /∈ R(p) and seτ R p, so
u ∈
⋃
(s,e)∈ρ+(p)
se/∈R(p)
ϕ−1(s)ϕ−1(e)ω A.
• Such a factorization does not exist. Thus, there exists a sequence of words (ui)i<ω such that, for all integers i, ui is
a proper preﬁx of u, ui+1 is a proper preﬁx of ui , and ϕ(ui)R p. All those words do not have a ﬁrst letter. According to
Lemma 8, there exists a left linked pair (s, e) ∈ S × E(S) such that u0 ∈ ϕ−1(e)−ωϕ−1(s). Even if it means to change u0,
we can suppose that s = e. Thus u ∈⋃e′∈E(S), e′−τ Rp ϕ−1(e′)−ω A .
Assume now that there exists a factorization u = u0u1 with u0 as long as possible such that p <R ϕ(u0). Let s = ϕ(u0).
If u1 has a ﬁrst letter a then ϕ(u0a) R (p) so u ∈ (⋃s∈S,a∈A, sϕ(a)Rp, s/∈R(p) ϕ−1(s)aA). Otherwise, there exists a factoriza-
tion u1 = u1,0u1,1 such that u1,0 does not have a ﬁrst letter and, for any factorization u1,0 = u1,0,0u1,0,1 with u1,0,0 = ∅,
ϕ(u0u1,0,0) R p. There also exists a left linked pair (s′, e′) such that u1,0 ∈ ϕ−1(e′)−ωϕ−1(s′). Take u1,0,0 ∈ ϕ−1(e′)−ω . We
have u ∈ ϕ−1(s)ϕ−1(e′)−ω A with s /∈ R(p) and se′−τ R p, so u ∈⋃(s′,e′)∈ρ−(p) ϕ−1(s′)ϕ−1(e′)−ω A .
Obviously, if u belongs to the right member of the equality, then u ∈ ϕ−1(R(p))A .
The ﬁrst union of Equality (2) is obviously star-free. We now prove that the second and third unions are also star-free.
Since S is ﬁnite the number of unions involved is ﬁnite. We show that ϕ−1(s) ∈ SF(A) for each s in the second union: this
proves that this union is in SF(A). If p D s then sϕ(a) R p is impossible. If s D p then s R p because sϕ(a) R p and by
Lemma 3. So p <D s, and thus ϕ−1(s) ∈ SF(A). The proof that ϕ−1(s′) ∈ SF(A) in the third and fourth unions is identical.
Now if p D e′ in the third union then s′e′τ R p is impossible. If e′ D p then s′e′ D p because s′e′τ D p. Because s′e′τ R p
and by Lemma 3 it follows that s′e′ R p, which is a contradiction. So p <D e′ , and thus ϕ−1(e′) ∈ SF(A). Lemma 18 proves
that ϕ−1(e′)ω ∈ SF(A), so ⋃(s′,e′)∈ρ+(p), s′e′ /∈R(p) ϕ−1(s′)ϕ−1(e′)ω A ∈ SF(A).
Now, observe that( ⋃
(s′,e′)∈ρ−(p)
ϕ−1
(
s′
)
ϕ−1
(
e′
)−ω
A
)
∪
( ⋃
e′∈E(S)
e′−τ Rp
ϕ−1
(
e′
)−ω
A
)
=
( ⋃
(s′,e′)∈ρ−(p)
p<De′
ϕ−1
(
s′
)
ϕ−1
(
e′
)−ω
A
)
∪
( ⋃
(s′,e′)∈ρ−(p)
pDe′
ϕ−1
(
s′
)
ϕ−1
(
e′
)−ω
A
)
∪
( ⋃
e′∈E(S)
e′−τ Rp
p<De′
ϕ−1
(
e′
)−ω
A
)
∪
( ⋃
e′∈E(S)
e′−τ Rp
pDe′
ϕ−1
(
e′
)−ω
A
)
.
It can be easily proved, using the same arguments as previously, that the ﬁrst and third unions of the right member of
the equality above are star-free. Now, according to Lemma 21, there exists a star-free expression De′ such that ϕ−1(e′) ⊆
ADe′ A ⊆ ϕ−1(D(e′))⋃pDr ϕ−1(r). Thus,⋃
(s′,e′)∈ρ−(p)
pDe′
ϕ−1
(
s′
)
ϕ−1
(
e′
)−ω
A ⊆
⋃
(s′,e′)∈ρ−(p)
pDe′
ϕ−1
(
s′
)(
ADe′ A
)−ω
A.
Using the same arguments we have⋃
e′∈E(S)
e′−τ Rp
pDe′
ϕ−1
(
e′
)−ω
A ⊆
⋃
e′∈E(S)
e′−τ Rp
pDe′
(
ADe′ A
)−ω
A.
We prove that
⋃
(s′,e′)∈ρ−(p), pDe′ ϕ−1(s′)(ADe′ A)−ω A ∈ SF(A). The proof that
⋃
e′∈E(S), e′−τ Rp, pDe′(ADe′ A)−ω A ∈
SF(A) is similar. Again, the number of union is ﬁnite, and using the same arguments as previously we can show that
p <D s′ , so ϕ−1(s′) ∈ SF(A). Now,⋃
(s′,e′)∈ρ−(p)
pDe′
ϕ−1
(
s′
)(
ADe′ A
)−ω
A =
⋃
(s′,e′)∈ρ−(p)
pDe′
ϕ−1
(
s′
)(
ADe′
)−ω
A.
According to Lemma 17, (ADe′ )−ω ∈ SF(A), so the entire union is star-free.
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a∈A
ϕ(a)Rp
aA
)
∪
( ⋃
s∈S,a∈A
sϕ(a)Rp
s/∈R(p)
ϕ−1(s)aA
)
∪
( ⋃
(s′,e′)∈ρ+(p)
s′e′ /∈R(p)
ϕ−1
(
s′
)
ϕ−1
(
e′
)ω
A
)
∪
( ⋃
(s′,e′)∈ρ−(p)
p<De′
ϕ−1
(
s′
)
ϕ−1
(
e′
)−ω
A
)
∪
( ⋃
e′∈E(S)
e′−τ Rp
p<De′
ϕ−1
(
e′
)−ω
A
)
∪
( ⋃
(s′,e′)∈ρ−(p)
pDe′
ϕ−1
(
s′
)(
ADe′
)−ω
A
)
∪
( ⋃
e′∈E(S)
e′−τ Rp
pDe′
(
ADe′
)−ω
A
)
⊆ ϕ−1(R(p))A ⋃
pDr
ϕ−1(r).
Obviously, if a word u belongs to one of the ﬁve ﬁrst unions, then u ∈ ϕ−1(R(p))A . Assume now that u belongs to the
sixth union (the seventh union uses the same arguments). Then there exist s′ , e′ as in the union and a factorization u =
u′(
∏
j∈−ω u′′j )u
′′′ of u such that u′ ∈ ϕ−1(s′), u′′j ∈ Aϕ−1(D(e′))A for all j ∈ −ω, and u′′′ ∈ A . If there exists j ∈ −ω such
that u′′j /∈ ϕ−1(D(e′)), i.e. u′′j ∈
⋃
pDr ϕ
−1(r), then u ∈⋃pDr ϕ−1(r). Assume that such a j does not exist. Furthermore,
if
∏
j∈−ω u′′j /∈ ϕ−1(D(e′)), then u′′ ∈
⋃
pDr ϕ
−1(r), and so does u. So assume that
∏
j∈−ω u′′j ∈ ϕ−1(D(e′)). As e′ D p,
u′′j ∈ ϕ−1(D(p)) for all j ∈ −ω. There exist a superfactorization
∏
j∈−ω u′′j =
∏
j∈−ω u′′′′j and a left linked pair (s, e) such
that u′′′′0 ∈ ϕ−1(s) and u′′′′j ∈ ϕ−1(e) for all j ∈ −ω \ {0}. We have p D e D e′ (otherwise
∏
j∈−ω u′′j ∈
⋃
pDr ϕ
−1(r)).
As e′ D p this implies e D e′. By Lemma 22 we have e−τ R e′−τ , thus s′e−τ R s′e′−τ R p. Finally, u = u′(∏ j∈−ω u′′j )u′′′ =
u′(
∏
j∈−ω\{0} u′′′′j )u
′′′′
0 u
′′′ ∈ ϕ−1(s′)ϕ−1(e)−ω A , thus u ∈ ϕ−1(R(p))A .
The proof that there also exists a star-free expression Lp such that Aϕ−1(L(p)) ⊆ ALp ⊆ Aϕ−1(L(p))⋃pDr ϕ−1(r)
uses similar arguments. 
Then it only remains to prove that
⋃
pDr ϕ
−1(r) in Equality (1) is a star-free set. We need the following “elementary
expressions” for words decomposition:
Deﬁnition 7. Let A be an alphabet, S be a ﬁnite -semigroup and let ϕ : A → S be a morphism of -semigroups. For any
s ∈ S , we deﬁne Fs by
Fs =
⋃
a∈A
ϕ(a)=s
{a}
⋃
e∈E(S)
eτ=s
ϕ−1(e)ω
⋃
e∈E(S)
e−τ=s
ϕ−1(e)−ω.
In the following, we prove that any word of
⋃
pDr ϕ
−1(r) contains a factor in
⋃
pDr ϕ
−1(r) that can be expressed
using the elementary expressions deﬁned above.
First, the next lemma treats the particular case where this factor is the product of two words whose images belongs to
D-above D-classes.
Lemma 23. Let A be an alphabet, S be a ﬁnite -semigroup, ϕ : A → S be a morphism of -semigroups and let p ∈ S. Then
A
( ⋃
pD s1
pD s2
pD s1s2
ϕ−1(s1)ϕ−1(s2)
)
A ⊆
⋃
pDds,sd′
pDdsd′
AFdϕ−1(s)Fd′ A
⋃
pDd,d′
pDdd′
AFd Fd′ A.
Proof. For convenience we introduce now new notations. Let u be a word of length J and let c1 = (L1, R1) < c2 = (L2, R2)
be two cuts of Jˆ . We denote by u(c1, c2) the only factor of x starting at cut c1 and ending at cut c2 i.e. it contains the
letters of u indexed by the elements of R1 ∩ L2.
Let s1, s2 ∈ S such that p D s1, s2 and p D s1s2 and let u ∈ ϕ−1(s1)ϕ−1(s2). Let v ∈ ϕ−1(s1) and w ∈ ϕ−1(s2) such
that u = vw . Denote by K = |v|, L = |w| and J = K + L = |u|. We prove that there exist p D d and a factorization v = xv ′v ′′
such that v ′ ∈ Fd , p D ϕ(v ′′w) and p D ϕ(v ′v ′′w):
532 N. Bedon, C. Rispal / Journal of Computer and System Sciences 78 (2012) 517–536• Suppose that there exists c ∈ Jˆ , such that (∅, J ) c < (K , L), p D ϕ(u(c, ( J ,∅))) and such that for any c < c′ < (K , L),
p D ϕ(u(c′, ( J ,∅))). If there exists a ∈ A such that v(c, (K , L)) ∈ aA then we set v ′ = a and d = ϕ(a). Otherwise, there
exists e ∈ E(S) such that v(c, (K , L)) ∈ ϕ−1(e)−ω A . Then we set d = e−τ and we deﬁne v ′ as a preﬁx of v(c, (K , L))
which belongs to ϕ−1(e)−ω . Since p D ϕ(v), we have p D d and in both cases, we have v ′ ∈ Fd .
• Otherwise, the set {(∅, J )  c < (K , L) | p D ϕ(u(c, ( J ,∅)))} does not contain a maximum element. This means that
there exit two cuts (∅, J ) c1 < c2  (K , L) and e ∈ E(S) such that v(c1, c2) ∈ ϕ−1(e)ω and p D ϕ(u(c2, ( J ,∅))). We
set d = eτ and v ′ = v(c1, c2) ∈ Fd .
Using the symmetrical argument on the word v ′v ′′w , we obtain p D d′ and a factorization w = w ′′w ′ y such that
w ′ ∈ Fd′ , p D ϕ(v ′v ′′w ′′) and p D ϕ(v ′v ′′w ′′w ′). If v ′′w ′′ =  then u ∈ ⋃pDd,d′, pDdd′ AFd Fd′ A and otherwise,
u ∈⋃pDds,sd′, pDdsd′ AFdϕ−1(s)Fd′ A . 
Using the previous lemma, we express
⋃
pDr ϕ
−1(r) using the elementary expressions deﬁned above.
Lemma 24. Let A be an alphabet, S be a ﬁnite -semigroup, ϕ : A → S be a morphism of -semigroups and let p ∈ S. Then⋃
pDr
ϕ−1(r) =
⋃
pDds,sd′
pDdsd′
AFdϕ−1(s)Fd′ A
⋃
pDr
AFr A
⋃
pDd,d′
pDdd′
AFd Fd′ A.
Proof. The inclusion from right to left is trivial. Conversely, we prove, by induction on the ordinal α, that if a word u ∈⋃
pDr ϕ
−1(r) ∩ AWα then u belongs to the right member of the equality.
We now start the induction. Let us ﬁrst examine the case where α = 0 (thus |u| is a natural integer). Assume that
u ∈ ⋃pDr ϕ−1(r) ∩ AW0 . If u is the empty word then we cannot have u ∈ ⋃pDr ϕ−1(r). So u contains at least one
letter. If u contains a letter a such that p D ϕ(a) then u ∈⋃pDr AFr A . Assume that u does not contain such a letter.
There exists a factor v of u such that p D ϕ(v) and p D ϕ(w) for any factor w of v such that v = w . If |v| = 2 then⋃
pDd,d′, pDdd′ A
Fd Fd′ A , otherwise u ∈⋃pDds,sd′, pDdsd′ AFdϕ−1(s)Fd′ A .
Now let α > 0 and let u ∈⋃pDr ϕ−1(r) ∩ AUα . Assume ﬁrst that |u| ∈ (⋃β<α Wβ)ω . There exists (ui)i<ω such that
u =∏i<ω ui , and |ui | ∈⋃β<α Wβ for any i <ω. If there exists i <ω such that p D ϕ(ui) then by the induction hypothesis
ui belongs to the right member of the equality. As any word containing a factor which belongs to the right member of the
equality also belongs to the right member of the equality, so does u. Assume now that p D ϕ(ui) for all i ∈ ω. There exist
a superfactorization u =∏i∈ω vi and a right linked pair (t, e) such that ϕ(v0) = t and ϕ(vi) = e for any 0< i <ω. We have
p D t, e and p D teτ . If p D eτ then
∏
0<i<ω vi ∈
⋃
pDr A
Fr A , so u belongs to the right member of the equality. If
p D eτ , as p D t , then by Lemma 23, u ∈⋃pDd,d′, pDdd′ AFd Fd′ A⋃pDds,sd′, pDdsd′ AFdϕ−1(s)Fd′ A , so u belongs
to the right member of the equality. The case |u| ∈ (⋃β<α Wβ)−ω is similar.
Finally, let u ∈ ⋃pDr ϕ−1(r) ∩ AWα . There exists a minimal natural integer m such that u admits a factorization
u = u1 · · ·um where |ui | ∈ Uα for any i ∈ {1, . . . ,m}. We prove the result by induction on m  1. If m = 1 then u ∈ AUα
and the result follows from the previous paragraph. Suppose that m > 1. Let 1  i0 < m. If p D ϕ(u1u2 · · ·ui0) or p D
ϕ(ui0+1 · · ·um) then the result follows from the induction on m 1. Otherwise, there exist p D s1, s2 such that p D s1s2
and u ∈ ϕ−1(s1)ϕ−1(s2) and by Lemma 23, u ∈⋃pDds,sd′, pDdsd′ AFdϕ−1(s)Fd′ A⋃pDd,d′, pDdd′ AFd Fd′ A . 
We now prove that each union of the right member of the equality is included in a star-free set which is itself included
in
⋃
pDr ϕ
−1(r). The following technical result is required:
Lemma 25. Let S be a ﬁnite -semigroup, let τ be a function compatible to the right with S and let (s, e) ∈ S × E(S) and (t, f ) ∈
S × E(S) be two right linked pairs. If the two pairs are conjugated, then seτ = t f τ . Symmetrically, if −τ is a function compatible on
the left with S and if the pairs (e, s) ∈ E(S) × S and ( f , t) ∈ E(S) × S are conjugated to the left, then e−τ s = f −τ t.
Proof. Let (s, e) ∈ S × E(S) and (t, f ) ∈ S × E(S) be two right linked pairs. If the pairs are conjugated, there exist a, b ∈ S1
such that e = ab, f = ba, sa = t and tb = s. Since τ is compatible to the right, we get
seτ = s(ab)τ = (sa)(ba)τ = t f τ .
The case of left linked pairs is symmetrical. 
Lemma 26. Let A be an alphabet, S a ﬁnite aperiodic -semigroup, ϕ : A → S a morphism of -semigroups and p ∈ S. If for every
s ∈ S such that p <D s, ϕ−1(s) ∈ SF(A), then⋃ ϕ−1(r) ∈ SF(A).pDr
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pDr
ϕ−1(r) =
⋃
pDd
AFd A
⋃
pDd,d′
pDdd′
AFd Fd′ A
⋃
pDds,sd′
pDdsd′
AFdϕ−1(s)Fd′ A. (3)
We prove that each union of the right member of the equality is included in a star-free set which is itself included in⋃
pDr ϕ
−1(r).
We start with
⋃
pDd A
Fd A . Let d ∈ S such that p D d. For any a ∈ A such that ϕ(a) = d, we have AaA ∈ SF(A).
Moreover, we obviously have⋃
e∈E(S)
pDe
pDeτ
Aϕ−1(e)ω A =
⋃
e∈E(S)
p<De
pDeτ
Aϕ−1(e)ω A
⋃
e∈E(S)
pDe
pDeτ
Aϕ−1(e)ω A. (4)
The ﬁrst union belongs to SF(A) because of the hypothesis and by Lemma 19. Furthermore, by Lemma 20, for any e ∈ E(S),
there exists a star-free expression Re ∈ SF(A) such that ϕ−1(e) ⊆ Re A ⊆ ϕ−1(R(e))A⋃eDr ϕ−1(r) and⋃
e∈E(S)
pDe
pDeτ
Aϕ−1(e)ω A ⊆
⋃
e∈E(S)
pDe
pDeτ
A
(
Re A
)ω A.
By Lemma 17, the right member of the inclusion belongs to SF(A) and it remains to prove that⋃
e∈E(S)
pDe
pDeτ
A
(
Re A
)ω A ⊆ ⋃
pDr
ϕ−1(r).
Let e ∈ E(S) such that pD e and p D eτ and let u ∈ A(Re A)ω A . The word u has a factor v admitting a factorization
v =∏i∈ω vi such that for all i ∈ ω, either ϕ(vi) <D e or ϕ(vi) R e (using Lemma 3). There exist a right linked pair (s′, e′)
and a superfactorization
∏
i<ω v
′
i such that ϕ(v
′
0) = s′ and for any i > 0, ϕ(v ′i) = e′ and such that s′, e′ D e and s′ R e.
If s′ <D e or e′ <D e then ϕ(v) <D e and p D ϕ(u). Otherwise, s′ D e′ D e and s′ R e. By Lemma 6, the right linked
pairs (e, e) and (s′, e′) are conjugated thus, by Lemma 25, eτ = s′e′τ . Finally, ϕ(v) = eτ thus p D ϕ(u). By symmetry, this
concludes the case of
⋃
pDd A
Fd A .
The ideas for
⋃
pDd,d′, pDdd′ A
Fd Fd′ A are similar. For
⋃
pDds,sd′, pDdsd′ A
Fdϕ−1(s)Fd′ A , we also have to prove
that if two elements d, d′ of S satisfy p D ds, p D sd′ and p D dsd′ then p <D s. If sD p then sD p D dsD sd′ and by
Lemma 5 p D dsd′ which is a contradiction, so p <D s and by the inductive hypothesis ϕ−1(s) ∈ SF(A). The previous ideas
can be used to conclude the proof. 
Using Lemmas 20, 26 and 16 we ﬁnally prove the following proposition:
Proposition 27. Any language of A recognized by a ﬁnite aperiodic -semigroup is star-free.
Proof. Let S be a ﬁnite aperiodic -semigroup, ϕ : A → S be a morphism of -semigroups and let P be a subset of S . Since
SF(A) is closed under ﬁnite union, we show that for any p ∈ P , ϕ−1(p) ∈ SF(A).
For the initial step of the induction, let p ∈ S such that there does not exist s ∈ S such that p <D s. According to
Lemma 20, there exist star-free expressions Rp and Lp such that(
ϕ−1
(R(p))A ∩ Aϕ−1(L(p))) \ ⋃
pDr
ϕ−1(r) = (Rp A ∩ ALp) \ ⋃
pDr
ϕ−1(r).
According to Lemma 26,
⋃
pDr ϕ
−1(r) ∈ SF(A). Finally, Lemma 16 proves that ϕ−1(p) ∈ SF(A).
For the induction step, let p ∈ S such that for all s ∈ S , p <D s implies ϕ−1(s) ∈ SF(A). The induction hypothesis can be
used together with Lemmas 20, 26 and 16 to prove, similarly to the initial step, that ϕ−1(p) ∈ SF(A). 
Propositions 27 and 15 together prove that a set of words on scattered linear orderings is star-free if and only if it is
recognized by a ﬁnite aperiodic -semigroup. Since for any recognizable set X , S(X) divides any -semigroup recognizing X ,
this proves Theorem 11.
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In this section, we extend the Eilenberg one-to-one correspondence between pseudo-varieties of semigroups and
∗-varieties of recognizable sets of ﬁnite words (see [14,24]) to languages of words recognized by -semigroups. We ﬁrst
deﬁne both notions of pseudo-variety of -semigroups and of -variety of languages. All -semigroups considered in this
section are ﬁnite, except free -semigroups.
A pseudo-variety of -semigroups is a class of ﬁnite -semigroups closed under division and ﬁnite product. We will
denote pseudo-varieties of -semigroups by bold letters.
Example 10. The class of commutative -semigroups (satisfying xy = yx) is a pseudo-variety of -semigroups.
Before deﬁning the notion of a -variety of languages, we need the notion of a residual of a language.
Deﬁnition 8. Let S be a -semigroup, P be a subset of S , s, t ∈ S1 and let θ ∈ {ω,−ω,1}. The residuals of P are deﬁned by
(sPt)−θ = {p ∈ S ∣∣ (spt)θ ∈ P}.
It may be checked that if X is recognized by a -semigroup S , all the residuals of X are also recognized by S . In
particular, a recognizable language has a ﬁnite number of residuals.
Deﬁnition 9. A -variety of languages V is a function which associates to any alphabet A a class AV of recognizable
languages of A such that:
• for any alphabet A, if L, L′ ∈ AV , u, v ∈ A and θ ∈ {ω,−ω,1} then L ∪ L′ ∈ AV , A \ L ∈ AV and (uLv)−θ ∈ AV ;
• if ϕ : A → B is a morphism of free -semigroups and L ∈ BV then ϕ−1(L) ∈ AV .
We now use pseudo-varieties of -semigroups to give a classiﬁcation of recognizable languages by means of the prop-
erties of their syntactic -semigroups. If V is a pseudo-variety of -semigroups and A an alphabet, we denote by AV the
set of languages of A recognized by a -semigroup of V. Since a pseudo-variety of -semigroups is closed under division,
a language X belongs to AV iff its syntactic -semigroup S(X) belongs to V. It is straightforward to verify that if V is a
pseudo-variety of -semigroups, then V is a -variety of languages.
Then, the Eilenberg’s theorem on ﬁnite words is extended to words on countable scattered linear orderings (see [1, p. 65]
or [24, Corollary 4.8]). Its proof essentially mimics the proof for the case of ﬁnite words.
Theorem 28 (Correspondence theorem). The map V → V is a bijection between pseudo-varieties of -semigroups and -varieties of
languages.
As an example, the class A of ﬁnite aperiodic -semigroups is a pseudo-variety of -semigroups, and the languages
whose syntactic -semigroups belongs to this pseudo-variety are precisely the star-free sets, which forms a -variety of
languages A.
We now extend the result corresponding to the pseudo-variety J 1 over ﬁnite words to words on countable scattered
linear orderings.
Theorem 29. Let A be an alphabet and u ∈ A . Denote by C(u) the set {a ∈ A | u ∈ AaA}. Let V be the pseudo-variety of
-semigroups verifying the equalities s2 = s, st = ts, sτ = s and s−τ = s. Assume that V → V . Then AV = {L ∈ Rec(A) | ∀u ∈ L,
∀v ∈ A, C(u) = C(v) ⇒ v ∈ L}.
Proof. We let the reader verify that V is a pseudo-variety of -semigroups.
Let L be in the right member of the equality and ϕ : A → S(L) be the morphism of -semigroups from A into S(L)
that recognizes L. Let u ∈ A . Since C(uu) = C(u) we necessarily have ϕ(uu) = ϕ(u), so s2 = s for any s ∈ S(L). We use the
same argument to prove that st = ts, sτ = s and s−τ = s for any s, t ∈ S(L).
Now let L be in the other member of the equality, and ϕ : A → S be a morphism of -semigroups that recognizes L
and such that S ∈ V. Let α ∈ O and u ∈ AWα . We show by induction on α that ϕ(u) =∏a∈C(u) ϕ(a). Note that the order
of letters for the product of the right member of the equality does not matter since st = ts. This will prove that, for any
v ∈ A , if C(v) = C(u) then ϕ(v) = ϕ(u): this implies that if u ∈ L, then v ∈ L.
If α = 0 then u is a ﬁnite word, and ϕ(u) =∏a∈C(u) ϕ(a) because for all s, t ∈ S , s2 = s and st = ts. Now assume that
α > 0, and that ϕ(u) =∏a∈C(u) ϕ(a) for any u ∈ AWβ such that β < α. We prove that ϕ(u) =∏a∈C(u) ϕ(a) for any u ∈ AUα .
Let u ∈ AUα . There are three cases to examine: u ∈ (A
⋃
β<α Wβ )∗ , u ∈ (A
⋃
β<α Wβ )ω and u ∈ (A
⋃
β<α Wβ )−ω . The last case is
symmetrical to the second one. Let us assume we are in the ﬁrst case: as A
⋃
β<α Wβ is closed under ﬁnite product, then
u ∈ A
⋃
β<α Wβ , and thus by induction hypothesis ϕ(u) =∏a∈C(u) ϕ(a).
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such that for all integers i > l there exists j > i such that C(ui) = C(u j). So we can build a sequence (ki)i∈ω such that k0 = l
and, for any integer i, C(uki+1 · · ·uki+1 ) = C(uki+1+1 · · ·uki+2 ). According to Lemma 8, there exists a right linked pair (r, e) ∈
S × E(S) such that the word uk0+1 · · ·uk1uk1+1 · · ·uk2 · · · admits a superfactorization v =
∏
i∈ω vi with ϕ(v0) = r, ϕ(vi) = e
for all integers i > 0 and C(vi) = C(vi+1) for all integers i. Let s = ϕ(u0 · · ·uk0 ). Then ϕ(u) = ϕ(u0 · · ·uk0 v0
∏
0<i<ω vi) =
sreτ . Furthermore, we have u0 · · ·uk0 v0 ∈ A
⋃
β<α Wβ and vi ∈ A
⋃
β<α Wβ for all integers i > 0. Thus, by a use of the induction
hypothesis,
ϕ(u) =
∏
a∈C(u0···uk0 v0)
ϕ(a)
∏
0<i<ω
∏
a∈C(vi)
ϕ(a) = sreτ = sre =
∏
a∈C(u0···uk0 v0)
ϕ(a)
∏
a∈C(v1)
ϕ(a). (5)
Finally, observe that C(u0 · · ·uk0 v0) ∪ C(v1) = C(u) by construction, and that the number of products involved in the right-
most member of Equality (5) is ﬁnite. Using two properties of the semigroup: permutation (st = ts) and idempotence
(s2 = s), we have ∏a∈C(u0···uk0 v0) ϕ(a)∏a∈C(v1) ϕ(a) =∏a∈C(u0···uk0 v0v1) ϕ(a) =∏a∈C(u) ϕ(a).
Now it remains to prove that if u ∈ (AUα )∗ and ϕ(v) =∏a∈C(v) ϕ(a) for any v ∈ AUα , then ϕ(u) =∏a∈C(u) ϕ(a). The
word u has a ﬁnite factorization u = u0 · · ·un with, for all 0  i  n, ui ∈ AUα . By induction hypothesis, for each such i,
ϕ(ui) =∏a∈C(ui) ϕ(a), thus ϕ(u) =∏0in ϕ(ui) =∏0in∏a∈C(ui) ϕ(a) =∏a∈C(u) ϕ(a) because the involved products are
ﬁnite and for all s, t ∈ S , s2 = s and st = ts. 
7. Conclusion
This paper extends to words on countable and scattered linear orderings the theorems of Eilenberg and Schützenberger
on ﬁnite words.
Our proof of Proposition 27, which establishes the diﬃcult part of Theorem 11, is technically laborious. The recursion on
the structure in D-classes of the -semigroup is an extension of the proof from [20] for the ﬁnite word case. The original
proof from Schützenberger [28] (see also [23]) is differently structured. It is based on a recursion on the number of elements
of the algebra rather than an induction on the D-classes. Fastly speaking, the induction step consists in ﬁnding an ideal I
with at least two elements in the algebra A, and reducing the algebra to A \ I . This idea can also be successfully adapted to
the case of linear orderings. Unfortunately, it brings to the same technical diﬃculties as our generalization.
Historically, the recognizable and the star-free languages of ﬁnite words were the ﬁrst classes of languages characterized
by algebraic properties. A lot of other sub-classes of recognizable sets have been algebraically characterized since that time.
Such results could be extended to words on linear orderings.
Furthermore, the rational languages can also be characterized by their logical properties. Büchi [9] proved that a language
of ﬁnite words is rational if and only if it is deﬁnable by a formula of the weak monadic second-order logic equipped with
an ordering predicate <. A logical characterization of the star-free sets of ﬁnite words has been established by McNaughton
and Papert [17]: a set is star-free if and only if it is deﬁnable by a formula of the same logic restricted to ﬁrst-order (usually
denoted by FO[<]). Those results (and many others) have been extended to words of inﬁnite length [10,29,16] and even
words over ordinals [11,12,5,4]. As a direct consequence of some results of the theory of Ehrenfeucht–Fraïssé games, this
cannot be extended to the case of words indexed by scattered and countable linear orderings. We refer to [27, Chap. 6]
for the deﬁnitions and results on Ehrenfeucht–Fraïssé games on linear orderings. Let A be a ﬁnite alphabet and n be an
integer. As in [27], denote by ∼n the equivalence relation on words on linear orderings deﬁned by games on n turns. Then
∼n is an equivalence relation of ﬁnite index [27, Theorem 6.13]. It is just veriﬁcation to check that A/∼n is equipped with
a structure of ﬁnite -semigroup. The aperiodicity of this ﬁnite -semigroup is a direct consequence of [27, Corollary 6.9].
As, for all u, v ∈ A , u ∼n v if and only if u and v satisfy the same formulas of FO[<] of quantiﬁer depth at most n [27,
Theorem 13.11], any language L of words on countable and scattered linear orderings deﬁned by a ﬁrst-order sentence
of FO[<] is recognizable and S(L) is aperiodic. In other words, using Theorem 11, any language of words on scattered and
countable linear orderings deﬁned by a ﬁrst-order sentence of FO[<] is in SF(A). In order to prove that the converse is false,
it suﬃce to observe for example that no ﬁrst-order sentence distinguishes between ω and I = ω+−ω+ω (see [27, p. 213]);
however, {I} is recognizable by an aperiodic and ﬁnite -semigroup (and thus is a star-free language).
Theorem 30. Let A be a ﬁnite alphabet. The class of languages of A deﬁnable by a sentence of FO[<] is strictly included into SF(A).
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