is injective. We demonstrate a method of adding columns to the partition λ that preserves the injectivity of ψ λ .
Introduction
Let N = N G (S λ ) be the normalizer of the Young subgroup S λ in the symmetric group G = S n and let F be a field of characteristic zero. Denote by H λ the FG-module 1 G N induced from the trivial FN-module. Independently Siemons and Wagner [17] and Stanley [19] conjecture that if λ dominates its conjugate partition λ then a certain FG-homomorphism ψ λ : H λ → H λ is injective. The work of Pylyavskyy [15] and Sivek [18] has shown that this conjecture often fails. In this paper we show that some part of the conjecture can be rescued. We say that the left most column of λ is good if for all i the hook h i1 has arm at least as long as its leg. Then we prove the following:
Theorem 1.1. Let λ be a partition whose left-most column is good. Let μ be the partition obtained by removing the left-most column from λ. Suppose ψ μ is injective. Then ψ λ is injective.
Let (b a ) denote the partition with a parts of length b. The Siemons, Wagner and Stanley (SWS) Conjecture is related to an earlier conjecture by Foulkes [6] that there exists an injective FG-homomorphism H (b a ) → H (a b ) when a b. When a 3 this conjecture has been shown to be true by Dent and Siemons [5] . Using the computational results of Müller and Neunhöffer [14] (see also the thesis of Jacob [8] We now give an outline of the rest of the paper. In Section 2 we set up notation and introduce the modules M λ and H λ . In Sections 3 and 5 we equip ourselves with the two tools from which this paper is built. In Section 5 we prove that a natural inclusion map is injective. This map will turn out to be the building block of all the maps we define in this paper. The glue that holds these blocks together is the important Theorem 3.4 which describes how two "intuitive" combinatorially defined maps can be composed to yield a similarly defined map.
The standard map is introduced in Section 6 and in the important Subsection 6.2 we use Theorem 3.4 to view the standard map as a composition of more manageable maps φ i . The maps φ i are then in turn viewed as a composition of the maps of Section 5. This motivates the definition of a good column which allows us to prove our main Theorem 7.13.
As mentioned before, the SWS Conjecture is related to a conjecture made by Foulkes in [6] . Foulkes conjectured that if b a there is an FS ab -injection H (b a ) → H (a b ) . There is an extensive literature on the conjecture of Foulkes. In [1] Black and List show that the map ψ (b a ) : H (b a ) → H (a b ) is injective when a = 2 and b a. Dent and Siemons [5] show that there exists an injection H (b a ) → H (a b ) when a = 3 and b a by showing that every irreducible module which appears in H (b a ) appears in H (a b ) with greater or equal multiplicity. Briand [2] claims to prove Foulkes' Conjecture is true when a 4 and b a using symmetric functions although it is our understanding [3] that this proof contains a flaw. Brion [4] shows that Foulkes' Conjecture holds when b is large compared to a. Finally, in [20] The main result of [20] is then to prove that this conjecture holds when a = 2.
Of particular interest to us are the computational results of the paper by Müller and Neunhöffer [14] and Jacob's thesis [8] . Müller and Neunhöffer prove that the standard map is injective when a = b = 2, a = b = 3 and a = b = 4. They also show that the standard map is not injective when
Little is known about the SWS Conjecture. The first counter examples were produced by Pylyavskyy in [15] . Sivek [18] shows that there are many counter examples by proving that if μ is any partition then by adding at most a row and a column to μ one obtains a partition whose standard map has a non-zero kernel.
Notation and general results
A composition of a positive integer n is a finite sequence λ = (λ 1 , λ 2 , . . . , λ r ) of positive integers such that r i=1 λ i = n. A partition of n is a composition λ such that λ i λ i+1 for each i.
We write λ n to identify λ as a partition of n. If a partition has a parts of equal length b then we write b a instead of (b, b, . . . , b) . More generally we write (5 3 , 2, 1) in place of (5, 5, 5, 2, 1).
The Young diagram of a partition λ is the left aligned array of nodes such that the ith row has λ i -many nodes. For example the Young diagram of (5 3 , 2, 1) is A tableau of shape λ (or λ-tableau) is a filling without repeats of the Young diagram of λ with the numbers 1, 2, . . . , n. The primary λ-tableau is the λ-tableau whose first row is 1, 2, 3, . . . , λ 1 , second row λ 1 + 1, λ 1 + 2, . . . , λ 1 + λ 2 and so on. The conjugate tableau t of the λ-tableau t is the λ -tableau whose ith row read left to right is the ith column of t read top to bottom. The set of all λ-tableaux is denoted F λ . Define an equivalence relation ∼ on F λ by t ∼ s iff for each i the ith rows of s, t are equal as sets. The ∼-equivalence class that contains t is the λ-tabloid {t}. The set of all λ-tabloids is denoted by M λ . To distinguish between tabloids and tableaux we draw lines between the rows of a tabloid. We regard the rows of tabloids as sets, so we draw them subject to the convention that the elements are written in increasing order from left to right. As the rows of tabloids are ordered we must be careful to ensure that such liberal pictures are well defined in the sense that given a picture in which some sets are drawn vertically we must be able to recover the original tabloid. Thus we must know when two pictures represent the same tabloid. Hence given a picture of a tabloid with rows r 1 , . . . , r n such that r i is drawn above r j for i < j and columns c 1 , . . . , c m with c i drawn left of c j for i < j. We adopt the convention that this tabloid is equal to the tabloid all of whose sets are drawn horizontally subject to the rules:
Informally, if a row and a column have the same length then we draw the column above the row. Throughout this paper all group actions are written on the right. Hence if g, h ∈ G := S n and i ∈ {1, 2, . . . , n} then i(gh) := (ig)h. The symmetric group G acts on F λ : For t ∈ F λ and g ∈ G let tg be the tableau obtained from t by replacing each node i with ig. For example if g = (1, 2, 10)(5, 12)(13, 14) then s = tg in Example 2.1. Now define an action of G on M λ by letting {t}g := {tg}. The point stabilizer G {t} is isomorphic to the exterior product of symmetric groups S λ 1 
Throughout this paper F will denote a field of characteristic zero. If X is a set we let F X denote the vector space over F with basis X. We let M λ denote F M λ . The module M λ is called the permutation module. As an FG-module it is isomorphic to the induced module 1 G G λ . We refer the reader to Gordon James' book [9] for the standard properties of M λ .
The module H λ
The results of this paper concern a submodule H λ ⊆ M λ which we now introduce. For a partition λ = (λ 1 , . . . , λ r ) let S λ * ⊆ S r be the set of all g ∈ S r such that λ ig = λ i for all i = 1, . . . , r. We say that S λ * is the twist group of M λ . Note that S λ * really is a Young subgroup. Indeed, suppose λ has m i parts of length λ i for each i. Then it is easy to see that
For example let λ = (5 3 , 2, 1) then λ * = (3, 1, 1) and so
The twist group S λ * acts on {t} ∈ M λ by permuting rows of equal length in all possible ways. That is, the ith row of {t}π is the iπ −1 th row of {t}. For example, let {s} and {t} be the (5 3 
Denote the image of θ V by H λ V . When V is the trivial module we simply write H λ . It follows from the next lemma that θ V is an FG-homomorphism and so H λ V is an FG-module.
Lemma 2.5. The action of the twist group S λ * commutes with the action of G.
Proof. Let g ∈ G and π ∈ S λ * . Let x be in the ith row of {t} and let xg −1 = y with y in the j th row of {t}. Then x is in the j th row of {t}g and so the jπ −1 th row of {t}gπ . Similarly x is in the iπ −1 th row of {t}π and y in the jπ −1 th row of {t}π . Then x is in the jπ −1 row of {t}πg. 
Proof. (i) The regular character takes the value |S λ * | on the identity twist element and is zero on all other elements. Hence {t}θ V = |S λ * |{t}.
(ii) It is easy to see that the stabilizer of {t}θ 1 is N and that the {t}θ 1 form a basis of im(θ 1 ) which G permutes transitively. Hence
We refer the interested reader to Chapters 4 and 5 of James and Kerber's book [10] and Chapter I.8 of Macdonald's book [13] for an introduction to plethysms and its applications to Foulkes' Conjecture.
Constructions of homomorphisms
In this section we first prove Proposition 3.1 which gives a canonical construction of FGhomomorphisms whose domain has a basis that G permutes transitively. Together with the important Theorem 3.4 this allow us to easily define FG-homomorphisms M λ → M μ and view these homomorphisms as compositions of simpler homomorphisms of the same type. 
As V is cyclic φ 1 and φ 2 agree on all points of V . 2
Throughout we shall use Proposition 3.1 to define homomorphisms φ : M λ → M μ in the following way. Fix a λ-tabloid {t λ } and μ-tabloid {t μ }. By Proposition 3.1 it suffices to prescribe φ on just {t λ }. Let G λ denote the stabilizer of {t λ }. We force the criterion of Proposition 3.1 by letting {t λ }φ = g∈G λ {t μ }g. The next lemma is elementary but useful:
Proof. Since the stabilizer of {t λ }g is equal to g −1 G λ g we have
Crucial to this paper will be our ability to control the composition of two maps defined using Proposition 3.1. For the remainder of this section we fix some notation. Let λ, μ, ν n and fix tabloids {t λ } ∈ M λ , {t μ } ∈ M μ and {t ν } ∈ M ν . Let G λ , G μ and G ν respectively denote the point stabilizers of the three tabloids. Using Proposition 3.1 define two maps φ : 
Proof. By Lemma 3.3 we have
As every row of {t μ } is a subset of a row of either {t λ } or {t ν } we can write G μ = J × K with J ⊆ G ν and K ⊆ G λ . Therefore we have
Here (2) follows from (1) as H ⊆ G ν and (3) follows from (2) as K ⊆ G λ . 2
Lifting homomorphisms
In Sections 5 and 6.2 we wish to prove that certain FG-homomorphisms defined using Proposition 3.1 are injective. In this section we reduce the problem to proving that certain FJhomomorphisms are injective, for a subgroup J ⊆ G.
Let J be a group and V some FJ-module. Let K be a second group and U some FK-module. Let V U = V F U be the tensor product of V and U . Make V U into an F (J × K) module by letting v u(h, k) = vh uk. The following lemma is well known, see for example the proof of Theorem 1 on page 91 of Fulton's book [7] . 
General results
Let φ : V → W be an FJ-homomorphism and define φ * : V U → W U by φ * : v u → vφ u. We say that φ * extends φ. 
Proof. For v 1 ∈ V we have G v 1 = J v 1 and this gives
Hence the v g φg are linearly independent and so yφ G = 0 iff v g ∈ ker(φ) for each g, which in turn holds iff y ∈ ker(φ) G . 2 
We now apply the results of this section to the homomorphisms constructed in using Proposition 3.1. Fix a ∈ A and w ∈ W . Define φ : FA → W to be the unique map that satisfies aφ = h∈J a wh. 
Here (5) follows from (4) by Theorem 4.5. The module (FA U) G is cyclic with generator (a, u) and hence (5) implies that θ = |K u |φ * G . 2
Homomorphisms between tabloid spaces
Let μ and μ † be partitions of m and η a partition of l. Then let λ and λ † be the compositions of n obtained by adding the rows of η to the bottom of μ and μ † respectively.
In this subsection we use capital letters to denote tableaux. Although this looks a little cumbersome it avoids confusion when we refer back to this subsection later. Let {S} and {S} † be μ and μ † tabloids respectively. Let {R} be an η-tabloid and finally let {T } and {T } † be λ and λ † -tabloids obtained by adding the rows of {R} to the bottom of {S} and {S} † respectively. If λ, μ n we write λ μ if for each k the inequality
We call the dominance ordering of partitions of n. In this section we construct an FG-homomorphism : M λ → M μ for λ μ and show it to be injective. The map is important as it will form the building block of all our future maps. In fact much of the rest of this paper will be devoted to using Theorem 3.4 to show that maps we define are compositions of .
Most of this section is devoted to proving Theorem 5.6. We follow the proof that appears in Results 2.2-2.4 on pages 393-394 of the paper by Siemons [16] .
Let n − k k and let {t} be the primary (n − k, k)-tabloid. Let {t} − be the tabloid obtained by moving n from the bottom row of {t} into the top row. Let {s} be the (n − l, l)-tabloid with bottom row {1, 2, 3, . . . , l} and top row {l + 1, l + 2, . . . , n}. To ease notation we let l = k − 1 and let G (n−l,l) and G (n−k,k) denote the stabilizers of {t} and {t} − respectively. Using Proposition 3.1 define two maps
It is easy to see that the maps and δ are adjoints of each other. That is, if we view the maps as matrices with respect to the permutational bases of M λ and M λ − then these matrices are transposes of each other. Hence to show that is injective it is equivalent to show that δ is surjective.
Remark 5.2.
For any (n − k, k)-tabloid {t 1 } we see {t 1 }δ = p {s 1 } where the sum is over all {s 1 } obtained from {t 1 } by moving an element of the bottom row of {t 1 } into the top row and
We now prove that δ is surjective. In order to do this we need to define some elements of M n−k,k and M n−l,l . As in Remark 5. 
Fix a subset X 1 of the bottom row of {s}. Then there are l − j + 1 subsets of size j of the bottom row of {s} that contain X 1 . Thus
Similarly we see that
Hence (6) gives us 
In particular w l δ = l! · v l = l! · {s}. As {s} generates M n−l,l and w l gδ = p · {s}g for all g ∈ G we have: An interesting corollary of Theorem 5.7 is the following generalization of Theorem 1 in the paper [12] by Livingstone and Wagner. Other proofs can be found in the papers of Liebler and Vitale [11] and White [21] . is an injective map from M λ to M μ . 2
The standard map
The SWS Conjecture states that if λ λ there is an injective FG-homomorphism H λ → H λ . In this section we introduce the standard map ψ λ : M λ → M λ . The rest of the paper will then be devoted to applying the tools we have developed so far to the restriction of ψ λ to H λ .
For the primary λ-tabloid {t} let {t} be the λ -tabloid whose ith row consists of the ith smallest element of each row of {t}. 
The standard map of the partitions (a a )
Müller and Neunhöffer [14] and Jacob [8] decide the invertibility of the standard maps of the partitions (a a ) for a 5 using computer computations. In this subsection we briefly review this approach. Without too much difficulty one can see that the standard map of H (a a ) is a scalar  multiple of a symmetric (0, 1) matrix. Hence it is reasonable to ask if it is possible to directly compute the eigenvalues. However the dimension of H (a a ) grows very quickly and so for a > 3 such calculations become impracticable.
An alternative method is as follows. The standard map ψ is an element of the algebra A := End FG (H (a a ) ) of all FG-endomorphisms of H (a a ) . Define the F -linear mapψ : A → A by θ → θ • ψ. Let π be the FG-projection of H (a a ) onto ker(ψ). Then (π)ψ = 0. Hence to prove ψ is invertible it is equivalent to prove thatψ is. Let H (a a ) = μ m μ S μ be a decomposition of H (a a ) into irreducible modules. Then dim(A) = μ m 2 μ . Thus the matrix ofψ is much smaller than that of ψ . In this way Müller and Neunhöffer show that for a 4 the standard map is invertible and for a = 5 it is not.
An important sequence of tabloids
In this subsection we introduce the key idea of this paper. We define a sequence of tabloids {t} i which will act as intermediate steps between {t} and {t} . Using Theorem 3.4 we are then able to view the standard map as a composition of much more manageable maps φ i . Our job will then be to prove that each map φ i is injective; this we do in Section 7.
Let {t} 0 = {t} be the primary λ-tabloid and move the smallest element from each row of {t} into a single new column at the front of {t}. Call this new tabloid {t} 1 . More generally define {t} i inductively by obtaining {t} i+1 from {t} i by moving the smallest element from each horizontal row into the new (i + 1)st column. Example 6.3. As before let λ = (5 3 , 2, 1) and {t} the primary λ-tabloid then we have {t} = 
Proof. The chain {t} = {t} 0 , {t} 1 , . . . , {t} λ 1 = {t} contains λ 1 + 1-many tabloids. By Lemma 6.4 every row or column of {t} i is a subrow or column of {t} i−1 or {t} i+1 . The result now follows from Theorem 3.4. 2
Column removal and the modules M λ i
In Subsection 7.1 we show that the factorization of the standard map into the maps φ i works well with the action of the twist groups. In Subsection 7.2 we prove the main inductive results. In Subsection 7.3 we give a criterion for each factor to be injective. Finally in Section 8 we use the computational results of Jacob [8] to prove results on Foulkes' Conjecture.
The action of the twist groups
Let λ n and let μ = (μ 1 , . . . , μ s ) be the partition obtained by removing the left most column from λ. To avoid confusion we remark that λ 1 denotes the first part of the partition λ . Consider the tabloid {t} 1 . It has a column of length λ 1 and its ith row has length μ i . Hence {t} 1 is an element of (M μ × M (λ 1 ) ) G where of course (λ 1 ) is the partition that consists of a single part of length λ 1 .
The main result of this section will be Proposition 7.3 that shows the image (H λ )φ 0 is a submodule of (H μ × M (λ 1 ) ) G . Hence in Subsection 7.2 we will be able to prove inductive results about the restriction of the standard map to H λ .
Let {t} be the primary λ-tabloid. In studying how the twist group interacts with φ 0 it will be very useful to have a description of the elements {t}π in terms of the action of G on {t}. To this end we now describe a group A ⊆ G {t} . Let t i,j denote the ith smallest element in the j th row of {t} and let π ∈ S λ * . Then define a π ∈ G by
Then define
A := {a π | π ∈ S λ * }. Finally, it is easy to see that we can write
Here S r consists of the twists that permute the rows of λ of length one. Let σ ∈ S r . Then it is clear that a σ ∈ G {t} 1 . Let π ∈ S μ * . Then the ith row of {t} 1 a π is the set 
Here (7) is true by Lemma 7.2. Secondly (8) follows from (7) by Lemma 3.2. To see that (9) follows from (8) note that we have {t} 1 a = {t} 1 π for some π ∈ S λ * . Hence G {t}a = G {t}π = G {t} . Fourthly (10) follows from (9) by swapping the order of the two sums. Fifthly (11) 
Induction
In this section we use the results of Subsection 7.1 to prove an inductive result concerning the standard map. Let λ ij be the j th node from the left in the ith row of the Young diagram of λ. Define the arm length a(λ ij ) of λ ij to be λ i − j and the leg length l(λ ij ) of λ ij to be λ j − i. Informally a(λ ij ) is the number of nodes to the right of λ ij and l(λ ij ) the number of nodes below λ ij . We say that λ ij is good if a(λ ij ) l(λ ij ). We say that a column is good if all the nodes in it are good. Recall that on page 2067 we defined ψ λ | to be the restriction of ψ λ to H λ . We are now in a position to prove our main result, Theorem 7.13. Proof. As the left most column is good the map φ 0 is injective by Theorem 7.12. The map ψ μ | is injective by hypothesis. The result now follows from Theorem 7.7 2
Foulkes' Conjecture
In this section we specialize to the case that λ = (b a ). The main result is the following special case of Theorem 7.13: The results of [8] show that if a 4 the map ψ a a | is injective. Thus we have 
