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Abstract
In this paper, we study the existence of solutions for a critical elliptic problem for polyharmonic operators.
We prove the existence result in some general domain by minimizing on some infinite-dimensional Finsler
manifold for some suitable perturbation of the critical nonlinearity when the dimension of domain is larger
than critical one. For the critical dimensions, we prove also the existence of solutions in domains perforated
with the small holes. Some unstable solutions are obtained at higher level sets by Coron’s topological
method, provided that the minimizing solution does not exist.
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1. Introduction
Let K ∈ N and Ω ⊂RN (N  2K + 1) be a smooth bounded domain in RN . We consider the
semilinear polyharmonic problem with homogeneous Dirichlet boundary condition
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(−)Ku = |u|s−2u+ f (x,u) in Ω,
u = Du = · · · = DK−1u = 0 on ∂Ω
(1)
where s := 2N
N−2K denotes the critical Sobolev exponent for (−)K and f (x,u) is a lower-order
perturbation of |u|s−2u (see the assumption (H2) below). Eq. (1) is of variational type: Solutions
of (1) correspond to critical points of the energy functional
E(u) = 1
2
‖u‖2K,2,Ω −
1
s
∫
Ω
|u|s −
∫
Ω
F(x,u), (2)
defined on the Hilbert space
HK0 (Ω) =
{
v ∈ HK(Ω) ∣∣Div = 0 on ∂Ω, ∀0 i < K}
which is endowed with the scalar product
(u, v)Ω =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∫
Ω
(
(−)Mu)((−)Mv) if K = 2M is even,
∫
Ω
(∇(−)Mu)(∇(−)Mv) if K = 2M + 1 is odd (3)
and ‖ · ‖K,2,Ω is the corresponding norm, F(x,u) :=
∫ u
0 f (x, t) dt is the primitive of f .
We assume that
(H1) f (x,u) :Ω ×R→ R is continuous and supx∈Ω, |u|M |f (x,u)| < ∞ for every M > 0;
(H2) f (x,u) = a(x)u + g(x,u) with a(x) ∈ L∞(Ω) ∩ C∞(Ω), g(x,u) = o(u) as u → 0 uni-
formly in x and g(x,u) = o(|u|s−1) as u → ∞ uniformly in x.
From (H1) to (H2), it follows f (x,0) = 0 and that f is a lower-order perturbation of |u|s−2u
at infinite in the sense that limu→∞ f (x,u)|u|s−1 = 0 uniformly in x ∈ Ω . Moreover, we assume that
f (x,u) satisfies:
(H3) ∂f
∂u
(x,u) is continuous on Ω ×R;
(H4) | ∂f
∂u
(x,u)| C(1 + |u|s−2), ∀u ∈R uniformly in x ∈ Ω ;
(H5) f1(x,u) := f (x,u)u is non-decreasing in u > 0 and non-increasing in u < 0 for a.e. x ∈ Ω .
For K = 1, f (x,u) = λu and λ ∈ (0, λ1) where λ1 is the first eigenvalue of − for Dirichlet
boundary condition, the problem has a strong background from some variational problems in
geometry and physics, such as the Yamabe’s problem with lack of compactness. This was con-
sidered by Brezis and Nirenberg for positive solutions in their pioneer work in [3]. Then it has
been studied extensively in the last three decades. We recall briefly some results about the exis-
tence and multiplicity of sign-changing solutions to the problem (1) for K = 1 and f (x,u) = λu.
For any fixed λ > 0, the first multiplicity result was due to Cerami, Fortunato and Struwe [5].
They obtained the number of the solutions of (1) is bounded below by the number of the eigen-
values of − lying in the open interval (λ,λ + S|Ω|−2/N ), where S is the best constant for
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Lebesgue measure of Ω . Capozzi, Fortunato and Palmieri in [4] established the existence of a
nontrivial solution for λ > 0 which is not an eigenvalue of − when N  4 and for any λ > 0
when N  5 (see also [43]). In [8], Devillanova and Solimini proved that, if N  7, then (1) has
infinitely many solutions for every λ > 0. They proved also in [9] that, if N  4 and λ ∈ (0, λ1),
then there exist at least N2 + 1 pairs of nontrivial solutions. Clapp and Weth [6] have extended
this last result to all λ > 0 with N  4. In the same paper they also obtained some extensions to
critical biharmonic problems for N  8. When the domain Ω is a ball and N  4, Fortunato and
Jannelli [12] proved there are infinitely many sign-changing solutions which are built using the
symmetry of the domain Ω . Schechter and Zou in [35] showed the same result for any domain Ω
when N  7. In particular, if λ λ1, it has and only has infinitely many sign-changing solutions
except zero. Their work is based on the estimates of Morse indices of nodal solutions.
Concerning the polyharmonic case, Pucci and Serrin in [32] have studied the problem (1) for
K = 2 and λ > 0 when Ω is a ball. They proved that it admits nontrivial radial symmetric solu-
tions for all λ ∈ (0, λ1) if and only if N  8. If N = 5,6,7, then there exists λ∗ ∈ (0, λ1) such
that the problem admits no nontrivial radial symmetric solutions whenever λ ∈ (0, λ∗]. Here λ1 is
understood as the first eigenvalue of 2 for Dirichlet boundary conditions. This is the counterpart
of the well-known result of [3] on the nonexistence for radial symmetric solutions for small λ in
dimension N = 3 and K = 1 (where λ∗ = λ1/4). They called these dimensions as critical dimen-
sions. They conjectured that for general K  1, the critical dimensions are 2K + 1, . . . ,4K − 1.
The conjecture is not completely solved for all K  1. Grunau [22] defined later the notion of
weakly critical dimensions as the space dimensions for which a necessary condition for the exis-
tence of a positive radial solution of (1) in B1 is λ ∈ (λ∗, λ1) for some λ∗ > 0. He proved that the
conjecture is true in the weak sense. Gazzola, Grunau and Squassina [16] proved nonexistence
of positive radial symmetric solutions for Navier boundary condition for small λ > 0. They es-
tablished also some existence results for λ = 0. Their result strongly depends on the geometry of
domains. For biharmonic operators, Bartsch, Weth and Willem in [1] and Ebobisse and Ahme-
dou in [10] have studied the problem (1) on domains with nontrivial topology under Dirichlet
boundary condition and Navier boundary condition respectively. For related problems, we infer
to [2,11,13,15,20,21,29] and the references therein.
For general case K  1, Ge has studied in [19] the same type of Eq. (1) for Navier boundary
condition when f (x,u) = λu with 0 λ < λ1 and λ1 the first eigenvalues of (−)K . He estab-
lished the existence of positive solutions in some general domain under the suitable assumptions.
In particular unstable solutions in higher level set are obtained by Coron’s topological method in
domains perforated with the small holes.
The purpose of this paper is to continue the study of the semilinear polyharmonic problem (1)
to general K  1 with Dirichlet boundary condition for general domains. Let us denote the
polyharmonic operator
L := (−)K − a(x)
and λ1(Ω) λ2(Ω) · · · λn(Ω) · · · the eigenvalues of L under the homogeneous Dirichlet
boundary condition. It is well known that each eigenvalue λk(Ω), k  1, can be described as the
minimax value
λk(Ω) = min
V⊂HK(Ω),dimV=k
max
v∈V
∫
Ω
vLv∫
v2
.0 Ω
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λk(Ω2) λk(Ω1). Moreover, from the unique continuation principle, we have λk(Ω2) > λk(Ω1)
for any k  1, provided Ω1 is connected (see [24,31]). For the perforated domain Ω := Ω1 \Ω2
with the smooth bounded domains Ω2 ⊂ Ω1, with the help of the above description, we have
limλk(Ω1 \Ω2) = λk(Ω1),
where the limit is taken as the diameter of Ω2 goes to 0. To this aim, it suffices to consider
Ω2 = B(x, ) balls with small radius  > 0 in the sequel.
Assume now λn(Ω)  0 and λn+1(Ω) > 0 for some n  1. Under our assumptions, the en-
ergy functional E is not bounded from below. Thus, we could not use directly the minimization
procedure. We split the tangent bundle into two parts: at any tangent space, TuHK0 = T1 ⊕ T2,
where T1 is a finite vector space and T2 is infinite one. The second differential d2E is non-positive
on T1 and is definite positive on T2. First, we solve the equation dE(u)|T1 = 0, which leads to
consider an infinite-dimensional Finsler manifold. Then, we study the energy functional E on
such manifold in order to solve dE(u)|T2 = 0. In such way, we get a solution of the initial prob-
lem. Compared to the classic Lyapunov reduction method, we follow the similar strategy, but
inverse the procedure.
More precisely, let ei(x) be an eigenfunction associated to λk(Ω) with ‖ei‖K,2,Ω = 1 for any
1 i  n. Define
M := {v ∈ HK0 (Ω) \ {0} ∣∣ dE(v)(w) = 0, ∀w ∈ Span(v, e1, . . . , en)}.
We prove in Section 2 that under the hypothesis (H1) to (H5), M is then a complete C1 Finsler
manifold and it will be a C1,1 Finsler manifold with additional assumptions (H6) to (H7) (see
Section 2). This permits to consider the following minimization problem
κ := inf
v∈M
E(v).
We prove then κ  K
N
(SK(Ω))
N
2K for any f satisfying (H1) to (H5), where we denote
SK(Ω) := inf
v∈HK0 (Ω)\{0}
‖v‖2K,2,Ω
‖v‖2Ls(Ω)
the best constant for the embedding HK0 (Ω) ↪→ Ls(Ω). Here, as for K = 1, it is well known that
SK(Ω) is independent of Ω and SK(Ω) = SK(RN) := infv∈HK(RN)\{0}
‖v‖2
K,2,RN
‖v‖2
Ls (RN )
(see also [15,
18,37,40,41]). Therefore we denote it by SK in the sequel. Our first result concerns the non-
critical dimension case, i.e., we prove that if we have the strict inequality κ < K
N
(SK(Ω))
N
2K ,
then the infimum for κ is achieved by some u ∈ M which is a solution of (1). Such situation is
realized for example by either N  4K and λn(Ω) < 0, λn+1(Ω) > 0 or N > 2(
√
2 + 1)K and
λn(Ω)  0, λn+1(Ω) > 0, see Proposition 2 below. Notice that this existence result in Propo-
sition 2 is similar to the main result of [13] of Gazzola (see also [14]). The method we used is
a reduction type method which is different from the method used by Gazzola. This reduction
method can be seen as an alternative approach to the linking method (see [36]). The manifold M
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ifold defined in [30,33,38,39]. They employed a similar variational approach-reduction method,
for existence of solutions to the stationary Schödinger equation and some semilinear elliptic
equations.
We have even an improvement under some suitable conditions on the eigenfunctions when
the dimension is less than 2(
√
2 + 1)K . This is stated in Proposition 3 and in Corollary 1. In
particular, when K = 1 and N = 4, if λ > λ1, with λ1 is a simple eigenvalue, there are ground
state solutions for (1). The existence result in such cases is not new and is proved by Clapp and
Weth in [6] even under some weaker assumptions on the eigenvalues. However, the new part is
that the solutions we obtained here are ground state solutions.
For the critical dimension 2K < N < 4K , the existence of solutions to (1) is a delicate issue.
To our knowledge, there are few results on it, even for the case K = 1. The reason is that the
minimizing method fails, for example, for K = 1, when Ω ⊂R3 is a ball and when f (x,u) = λu
with 0 < λ< λ14 . It is well known that there are no positive solutions. In Section 3, we study the
existence of solutions for some perforated domains in such critical dimensions. We analyze the
concentration phenomenon when the minimizing solutions do not exist. Then following Coron’s
strategy of topological argument [7], we obtain the existence of unstable critical points in higher
level sets for domains perforated with small holes. The approach of combining the variational
method and Coron’s topological strategy is new for the existence of nontrivial solutions in the
indefinite case.
In all this paper, C, C′ and c denote generic positive constants independent of u, even their
value could be changed from one line to another one. We give also some notations here. The
space DK,2(RN) (resp. DK,2(RN+)) is the completion of C∞0 (RN) (resp. C∞0 (RN+)) for the norm‖ · ‖K,2,RN (resp. ‖ · ‖K,2,RN+ ).
2. Study of the energy functional E on M
We begin this section by studying some properties of the set M. Observe that v ∈ M is
equivalent to say v = 0 and satisfying
l0(v) := ‖v‖2K,2,Ω − ‖v‖sLs(Ω) −
∫
Ω
f (x, v)v = 0,
li(v) := (v, ei)Ω −
∫
Ω
|v|s−2vei −
∫
Ω
f (x, v)ei = 0, ∀1 i  n. (4)
Let us denote V0 := Span(e1, . . . , en) the n-dimensional vector space spanned by e1, . . . , en. We
prove now the following proposition.
Proposition 1. Suppose (H1) to (H5) are satisfied. Then M is a complete C1 Finsler manifold.
Furthermore, suppose that
(H6) ∂2f
∂u2
(x,u) is continuous on Ω ×R and u → |u|s−2u is C2 on R;
(H7) | ∂2
∂u2
f (x,u)| C(|u| + 1)s−3, ∀u ∈R uniformly in x ∈ Ω .
Then M is a complete C1,1 Finsler manifold.
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Step 1. M is not empty.
By the assumptions (H1)–(H2), E is a continuous functional on HK0 (Ω). Fixing v /∈ V0 and
let V := Span(v, e1, . . . , en). Clearly, for all w ∈ V , we have
E(w) 1
2
‖w‖2K,2,Ω −
1
2
∫
Ω
a(x)w2 − 1
s
∫
Ω
|w|s , (5)
since it follows from (H2) and (H5) that g(x,u)
u
 0 and F(x,u)  12a(x)u2 for all u ∈ R \ {0}
and for a.e. x ∈ Ω . As V is a finite-dimensional vector space, all the norms on it are equivalent.
In particular, the norms ‖ · ‖K,2,Ω and ‖ · ‖Ls(Ω) are equivalent on V . This implies
lim
w∈V,w→∞E(w) = −∞. (6)
On the other hand, again from (H2), we infer for any given ε > 0, there exists C > 0 such that
for all u ∈R and for a.e. x ∈ Ω
g(x,u) ε|u| +C|u|s−1, F (x,u) 1
2
(
a(x)+ ε)u2 + C
s
|u|s , (7)
so that for all w ∈ V
E(w) 1
2
‖w‖2K,2,Ω −
1
2
∫
Ω
(
a(x)+ ε)w2 − 1 +C
s
∫
Ω
|w|s .
Since v /∈ V0, we can choose v′ ∈ V ∩ (V0)⊥ such that 12‖v′‖2K,2,Ω − 12
∫
Ω
a(x)(v′)2 > 0. By
taking a sufficiently small ε > 0, we have
1
2
∥∥v′∥∥2
K,2,Ω −
∫
Ω
1
2
(
a(x)+ ε)(v′)2  ε∥∥v′∥∥2
K,2,Ω . (8)
As a consequence, we obtain
sup
w∈V
E(w) > 0. (9)
Together with (6), there exists v˜ ∈ V such that E(v˜) = maxw∈V E(w) since V is a finite-
dimensional vector space. Clearly, v˜ ∈ M.
Step 2. M is closed.
We define the map
L :HK0 (Ω) → Rn+1,
v → (l0(v), . . . , ln(v)).
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in M such that vk → v in HK0 (Ω). Then we get L(v) = 0. Now it suffices to show v = 0. First,
we note vk /∈ V0 for all k ∈ N. Indeed, we have
‖vk‖2K,2,Ω −
∫
Ω
a(x)v2k = ‖vk‖sLs(Ω) +
∫
Ω
g(x, vk)vk. (10)
If we have vk ∈ V0 for some k  1, the term on the left-hand is non-positive. But that one on
the right-hand is non-negative. Thus, ‖vk‖sLs(Ω) = 0 and the desired contradiction vk = 0 gives
the result. Now, we claim there exists some positive number c > 0 such that ‖vk‖K,2,Ω > c. We
denote the orthogonal projection of vk on V0 by
v
‖
k :=
n∑
i=1
(vk, ei)Ωei
and v⊥k its orthogonal complementary
v⊥k := vk − v‖k .
As vk ∈ M, we obtain
(
vk, v
‖
k
)
Ω
−
∫
Ω
a(x)vkv
‖
k =
∫
Ω
(
|vk|s−2 + g(x, vk)
vk
)
vkv
‖
k .
Together with (10), we have
∥∥v⊥k ∥∥2K,2,Ω −
∫
Ω
a(x)
(
v⊥k
)2 −(∥∥v‖k∥∥2 −
∫
Ω
a(x)
(
v
‖
k
)2)
=
∫
Ω
(
|vk|s−2 + g(x, vk)
vk
)((
v⊥k
)2 − (v‖k)2)
which implies
∥∥v⊥k ∥∥2K,2,Ω −
∫
Ω
a(x)
(
v⊥k
)2  ∫
Ω
(
|vk|s−2 + g(x, vk)
vk
)(
v⊥k
)2
, (11)
since
∥∥v‖k∥∥2K,2,Ω −
∫
Ω
a(x)
(
v
‖
k
)2  0.
Gathering (5), (8) and (11), we get
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∥∥v⊥k ∥∥2K,2,Ω  ∥∥v⊥k ∥∥2 −
∫
Ω
(
a(x)+ ε)(v⊥k )2  (1 +C)
∫
Ω
|vk|s−2
(
v⊥k
)2
 (1 +C)‖vk‖s−2Ls(Ω)
∥∥v⊥k ∥∥2Ls(Ω)  C′(1 +C)‖vk‖s−2Ls(Ω)∥∥v⊥k ∥∥2K,2,Ω .
Finally, ‖vk‖Ls(Ω)  c > 0 and the desired claim follows.
Step 3. dL(v) is surjective and its kernel splits for all v ∈ M.
By (H3) and (H4), f (x,u)u and f (x,u) are C1 on Ω ×R and
∣∣∣∣∂(f (x,u)u)∂u (x,u)
∣∣∣∣ C(1 + |u|s−1), uniformly in x ∈ Ω and ∀u ∈R. (12)
Therefore, L is C1 on HK0 (Ω) provided the assumptions (H1)–(H4) hold. A direct calculation
leads to
dl0(v)(w) = 2(v,w)Ω − s
∫
Ω
|v|s−2vw −
∫
Ω
(
f (x, v)+ v ∂f (x, v)
∂v
)
w,
dli(v)(w) = (w, ei)Ω − (s − 1)
∫
Ω
|v|s−2wei −
∫
Ω
∂f (x, v)
∂v
wei, ∀1 i  n. (13)
We claim dL(v)|V , the restriction on V of dL(v), is a bijective endomorphism from V on Rn+1.
As V and Rn+1 have the same dimension, it suffices to prove Ker(dL(v)|V ) = {0}. Let w ∈
Ker(dL(v)|V ) and write w = μv + ∑ni=1 μiei where μ,μi ∈ R for each i. Combining (4)
and (13), we get
dl0(v)(w) = −(s − 2)
∫
Ω
|v|s−2vw −
∫
Ω
(
−f (x, v)+ v ∂f (x, v)
∂v
)
w = 0,
dli(v)(w) = −
∫
Ω
(
−f (x, v)
v
+ ∂f (x, v)
∂v
)
μvei − (s − 2)
∫
Ω
|v|s−2μvei +
(
n∑
j=1
μjej , ei
)
Ω
− (s − 1)
∫
Ω
|v|s−2ei
n∑
j=1
μjej −
∫
Ω
∂f (x, v)
∂v
ei
n∑
j=1
μjej = 0, (14)
for all 1 i  n. On the other hand, we have
μdl0(v)(w)+
n∑
i=1
μidli(v)(w) = 0.
Together with (14), we infer
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∫
Ω
|v|s−2w2 +
∫
Ω
|v|s−2
(
n∑
j=1
μjej
)2
+
∫
Ω
(
−f (x, v)
v
+ ∂f (x, v)
∂v
)
w2
+
∫
Ω
g(x, v)
v
(
n∑
j=1
μjej
)2
−
(
n∑
j=1
μjej ,
n∑
i=1
μiei
)
Ω
+
∫
Ω
a(x)
(
n∑
j=1
μjej
)2
= 0.
We know from (H2) and (H5) that −f (x,v)
v
+ ∂f (x,v)
∂v
 0, g(x,v)
v
 0 and
(
n∑
j=1
μjej ,
n∑
i=1
μiei
)
Ω
−
∫
Ω
a(x)
(
n∑
j=1
μjej
)2
 0.
Finally, we deduce
vw(x) = 0, v
n∑
j=1
μjej (x) = 0 for a.e. x ∈ Ω (15)
and (
n∑
j=1
μjej ,
n∑
i=1
μiei
)
Ω
−
∫
Ω
a(x)
(
n∑
j=1
μjej
)2
= 0. (16)
Thus we have
μv2 = vw − v
n∑
j=1
μjej = 0
which yields μ = 0. Moreover, it follows from (16) that
Lw = 0.
By the unique continuation principle, we have either w ≡ 0 or w(x) = 0 for a.e. x ∈ Ω . Indeed,
we state first w is regular. All the derivatives of w vanish a.e. on the set {x ∈ Ω; w(x) = 0}
provided this set is not a negligible measurable set. Thus, w vanishes of infinite order at such
points. By the strong unique continuation principle [24], w vanishes. Going back to (15), we have
w ≡ 0 and the desired claim follows. As a consequence, for all v ∈ M, dL(v) is surjective and
HK0 (Ω) = ker(dL(v))⊕ V . M is thus a complete C1 Finsler manifold (see [23]). Furthermore,
M is a complete C1,1 Finsler manifold provided (H6) and (H7) are satisfied. 
For any v ∈ HK0 (Ω) \ V0, we denote by
V + :=
{
tv +
n∑
i=1
μiei
∣∣∣ for all t > 0, μi ∈R
}
,
the (n+1)-dimensional half space spanned by v and {ei} for all 1 i  n. We have the following
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M ∩ V + = {v0}. (17)
Moreover we have
E(v0) = max
w∈V+
E(w). (18)
Proof. Given v ∈ HK0 (Ω) \ V0, we define for any t > 0 the n-dimensional affine vector space
Vt := tv + V0.
We divide the proof into several steps.
Step 1. For any t > 0 there exists a unique v(t) ∈ Vt such that E(v(t)) = maxVt E . Moreover,
{v(t), t > 0} is a C1 curve in V +.
From (H1) to (H4), it is known that E is C2 on V +. Thanks to (6), we have
lim
w∈Vt ,w→∞
E(w) = −∞.
Thus there exists some v(t) ∈ Vt such that E(v(t)) = maxw∈Vt E(w). A direct calculation leads
to
d2E(v)(w,w) = ‖w‖2K,2,Ω −
∫
Ω
a(x)w2 −
∫
Ω
(
(s − 1)|v|s−2 + ∂g(x, v)
∂v
)
w2.
By (H5), we infer
g(x, v)
v
 0 and ∂g(x, v)
∂v
 g(x, v)
v
 0.
Hence, d2E(v) < 0 on Vt , that is, the functional E is strictly concave on Vt . This yields the
uniqueness. We note {v(t), t > 0} = {w ∈ V + | dE(w)|V0 = 0}. As the second variation d2E
of E is negative define on V0, it follows from the Implicit Function Theorem that {v(t), t > 0} is
a C1 curve in V + which finishes the proof of Step 1.
Step 2. For all w ∈ M ∩ V +, the restriction of E on V + has a strictly local maximum at w.
Recall V := Span(v, e1, . . . , en). Let v = 0 satisfying dE(v)|V = 0 and w = μv +∑n
i=1 μiei ∈ V . As in the proof of Proposition 1, we have by (H2),
d2E(v)(w,w) = −(s − 2)
∫
|v|s−2w2 −
∫
|v|s−2
(
n∑
j=1
μjej
)2
Ω Ω
Y. Ge et al. / Journal of Functional Analysis 260 (2011) 2247–2282 2257−
∫
Ω
(
−f (x, v)
v
+ ∂f (x, v)
∂v
)
w2 −
∫
Ω
g(x, v)
v
(
n∑
j=1
μjej
)2
+
(
n∑
j=1
μjej ,
n∑
i=1
μiei
)
Ω
−
∫
Ω
a(x)
(
n∑
j=1
μjej
)2
which implies from (H1) to (H5)
d2E(v)(w,w) < 0 provided w = 0.
Therefore, the desired claim follows.
Step 3. There exists a unique t0 > 0 such that v(t0) ∈ M. Moreover, dE(v(t))(v(t)) > 0 for any
0 < t < t0 and dE(v(t))(v(t)) < 0 for any t > t0.
With the same arguments as in the proof of Proposition 1, we have
sup
w∈V+
E(w) > 0. (19)
On the other hand, it follows from (5) that ∀w ∈ V0
E(w) 0. (20)
In particular, we obtain
sup
w∈V+
E(w) = sup
w∈V+
E(w) = sup
t>0
E(v(t)),
where V + is the closure of V +. Combining (6), (19) and (20) and using the continuity of E
on V +, there exists some v0 ∈ M ∩ V + such that
E(v0) = sup
w∈V+
E(w).
We know
M ∩ V + ⊂ {w ∈ V + ∣∣ dE(w)|V0 = 0}= {v(t) ∣∣ t > 0} (21)
so that there exists t0 > 0 such that v(t0) = v0. Set α(t) := E(v(t)) then α′(t) = dE(v(t))(v′(t)) =
l0(v(t))
t
since v′(t) − v ∈ V0 and dE(v(t))|V0 = 0. We claim M ∩ V + = {v(t) | α′(t) = 0}.
Obviously, M ∩ V + ⊂ {v(t) | α′(t) = 0}. Conversely, for any v(t) with α′(t) = 0, by
the method of Lagrange multipliers, there exist μ1, . . . ,μn ∈ R such that dE(v(t))|V +∑n
i=1 μidli(v(t))|V = 0. Hence, we have on V0,
n∑
μid
2E(v(t))(·, ei) = 0.i=1
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claim. Applying (6), we infer
lim
t→+∞α(t) = −∞,
since
lim
t→+∞ infw∈Vt
‖w‖K,2,Ω = +∞.
It follows from Step 2 that there exists only strictly local maximum points for α(t). Hence, t0 is
the only critical point of α(t). Moreover, α′(t) > 0 for any 0 < t < t0 and α′(t) < 0 for any
t > t0. The lemma is proved. 
Now let us consider the minimization problem
κ := inf
v∈M
E(v). (22)
We have then
Lemma 2. Under assumptions (H1) to (H5), there holds
κ  K
N
(SK)
N
2K . (23)
Proof. Let B(x0,R) ⊂ Ω for some x0 ∈ Ω and R > 0. We consider for some small number
ν > 0 and for all  ∈ (0, ν), the function
u(x) := CN,K 
(N−2K)/2
(2 + |x − x0|2)(N−2K)/2 ,
where the constant CN,K independent of  is chosen such that ‖u‖sLs(RN) = ‖u‖2K,2,RN =
(SK)
N
2K
. Let ξ ∈ C∞0 (B(x0,R)) be a fixed cut-off function satisfying 0  ξ  1 and ξ ≡ 1 on
B(x0,R/2). Putting w := ξu ∈ C∞0 (Ω) as in [3] and [21], we obtain as  → 0
‖w‖sLs = (SK)
N
2K +O(N ) and ‖w‖2K,2,Ω = (SK) N2K +O(N−2K). (24)
It is clear that as  → 0, we have
w ⇀ 0 weakly in HK0 (Ω),
w ⇀ 0 weakly in Ls(Ω), strongly in Lq(Ω) (∀q < s) and a.e. in Ω.
Therefore, there holds
f (x,w) → 0 strongly in L ss−1 (Ω). (25)
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fM(x,u) :=
{
f (x,u), if |u|M,
0, if |u| >M.
From (H1) to (H2), it follows that ∀δ > 0, there exists M > 0 such that
∣∣fM(x,u)− f (x,u)∣∣ δ|u|s−1 for a.e. x ∈ Ω and ∀u ∈R.
Therefore, we have
∥∥f (x,w)∥∥
L
s
s−1 
∥∥f (x,w)− fM(x,w)∥∥
L
s
s−1 +
∥∥fM(x,w)∥∥
L
s
s−1
 δ‖w‖s−1Ls +
∥∥fM(x,w)∥∥
L
s
s−1 . (26)
Using Lesbegue’s theorem, we infer that ∀β > 0
∥∥fM(x,w)∥∥Lβ → 0.
Letting  → 0 in (26), we obtain
lim sup
→0
∥∥f (x,w)∥∥
L
s
s−1  2δC.
Thus (25) is proved. Similarly, we have
lim
→0
∫
Ω
F(x,w) = 0.
Set e0 = w . Clearly, e0, e1, . . . , en are linearly independent. Denote V  the (n+ 1)-dimensional
vector space spanned by e0, . . . , en and let w˜ ∈ V  ∩ M. We claim
lim
→0 ‖w − w˜‖K,2,Ω = 0.
For this purpose, fix some small number r > 0. For all (γ¯0, . . . , γ¯n) ∈ Rn+1 with ∑ni=0 γ¯ 2i = r2,
with the same arguments as above, we have the following expansions:
∫
Ω
F
(
x,w +
n∑
i=0
γ¯iei
)
=
∫
Ω
F
(
x,
n∑
i=1
γ¯iei
)
+ o(1),
∥∥∥∥∥w +
n∑
i=0
γ¯iei
∥∥∥∥∥
2
K,2,Ω
= (1 + γ¯0)2‖w‖2K,2,Ω +
∥∥∥∥∥
n∑
i=1
γ¯iei
∥∥∥∥∥
2
K,2,Ω
+ o(1),
∫ ∣∣∣∣∣w +
n∑
i=0
γ¯iei
∣∣∣∣∣
s
= |1 + γ¯0|s
∫
|w |s +
∫ ∣∣∣∣∣
n∑
i=1
γ¯iei
∣∣∣∣∣
s
+ o(1)
Ω Ω Ω
2260 Y. Ge et al. / Journal of Functional Analysis 260 (2011) 2247–2282where o(1) tends to 0 uniformly with respect to (γ¯0, . . . , γ¯n). As a consequence, we infer
E
(
w +
n∑
i=0
γ¯iei
)
 1
2
(1 + γ¯0)2‖w‖2K,2,Ω −
1
s
|1 + γ¯0|s‖w‖sLs(Ω)
+ 1
2
n∑
i=1
γ¯ 2i λi(Ω)−
1
s
∥∥∥∥∥
n∑
i=1
γ¯iei
∥∥∥∥∥
s
Ls(Ω)
+ o(1), (27)
since F(x,u) 12a(x)u2 for a.e. x ∈ Ω . Gathering (24) and (27), we deduce
E
(
w +
n∑
i=0
γ¯iei
)
< E(w) (28)
provided  is sufficiently small. On the other hand, E(w˜) = supv∈V  E(v). Hence, we have
w˜ − w = ∑ni=0 γiei with Γ = (γ0, . . . , γn) ∈ Rn+1 satisfying |Γ |2 = ∑ni=0 γ 2i < r2, that is,
the claim is proved. Now, applying (24) and (27), we infer
lim
→0 E(w˜) = lim→0 E(w) =
K
N
(SK)
N
2K .
This yields the desired result. 
Now we state our main result of this section.
Theorem 1. Suppose (H1) to (H5) and
κ <
K
N
(SK)
N
2K (29)
are satisfied. Then there exists u ∈ M such that E(u) = κ and u is a solution to (1).
Proof. The strategy of the proof is standard. Let (uk) ⊂ M be a minimizing sequence for E .
We prove first that (uk) is bounded and then we can extract a subsequence, if necessary, which
converges to some limit u. We prove then u = 0, u ∈ M and u is a minimizer for κ .
Step 1. (uk) is a bounded sequence in HK0 (Ω).
Recall that (uk) satisfies (4) and
1
2
‖uk‖2K,2,Ω −
1
s
‖uk‖sLs(Ω) −
∫
Ω
F(x,uk) = κ + o(1) (30)
so that
K
N
‖uk‖sLs(Ω) +
∫ (
f (x,uk)uk
2
− F(x,uk)
)
= κ + o(1). (31)Ω
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F(x,u) 1
2
f (x,u)u,
which in turn (31) implies
‖uk‖sLs(Ω) 
N
K
κ + o(1). (32)
We infer from (H2) that for a.e. x ∈ Ω and ∀u ∈R, we have also
F(x,u) 1
2
a(x)u2 + 2|u|
s
s
+C, (33)
thus ∫
Ω
F(x,uk)
2
s
‖uk‖sLs(Ω) +
1
2
∫
Ω
a(x)u2k +C.
Together with (30) and (32),
‖uk‖2K,2,Ω =
2
s
‖uk‖sLs(Ω) + 2
∫
Ω
F(x,uk)+ 2κ + o(1)
 C
(‖uk‖sLs(Ω) + ‖uk‖2Ls(Ω))+C + 2κ + o(1) C.
Hence Step 1 is proved.
Extracting a subsequence, there exists some u ∈ HK0 (Ω) such that
uk ⇀ u weakly in HK0 (Ω),
uk ⇀ u weakly in Ls(Ω), strongly in Lq(Ω) (∀q < s) and a.e. on Ω,
so that
li (u) = 0, ∀1 i  n. (34)
Setting vk = uk − u, we have
‖uk‖2K,2,Ω = ‖vk‖2K,2,Ω + ‖u‖2K,2,Ω + o(1),
‖uk‖sLs(Ω) = ‖u‖sLs(Ω) + ‖vk‖sLs(Ω) + o(1). (35)
Step 2. We have u = 0.
Suppose by contradiction that u = 0. As in the proof of Lemma 2, we have
f (x,uk) → 0 in L ss−1 (Ω) and F(x,uk) → 0 in L1(Ω). (36)
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‖uk‖sLs(Ω) =
N
K
κ + o(1), ‖uk‖2K,2,Ω =
N
K
κ + o(1)
which yields
‖uk‖2K,2,Ω
‖uk‖2Ls(Ω)
=
(
N
K
κ
) s−2
s + o(1) < SK for sufficiently large k.
This contradiction gives u = 0. Consequently, we have u /∈ V0 because of (34).
Step 3. We have u ∈ M and E(u) = κ .
We need to prove l0(u) = 0 to conclude that u ∈ M and E(u) = κ . So we should exclude two
cases: (i) l0(u) < 0 and (ii) l0(u) > 0. First we suppose that the case (i) occurs. In this case there
exists t ∈ (0,1) such that u(t) ∈ M because of Step 3 of Lemma 1. Set vk := uk − u as before
and u˜k := tuk + u(t)− tu = tvk + u(t). We define for all w ∈ HK0 (Ω),
E∞(w) := 12‖w‖
2
K,2,Ω −
1
s
∫
Ω
|w|s .
As vk ⇀ 0 weakly in HK0 (Ω), we obtain
E(u˜k) = E∞(tvk)+ E
(
u(t)
)+ o(1).
Suppose E(u(t)) > κ , otherwise E(u(t)) = κ and then we finish the proof. By Lemma 1 and the
fact u˜k − tuk ∈ V0, we have
E(u˜k) E(uk) = κ + o(1)
which implies E∞(tvk) < 0 for sufficiently large k. In particular, vk = 0. Consequently, for suf-
ficiently large k,
‖tvk‖sLs(Ω) >
s
2
‖tvk‖2K,2,Ω 
s
2
SK‖tvk‖2Ls(Ω) > SK‖tvk‖2Ls(Ω) (37)
so that
‖vk‖sLs(Ω) > (SK)
N
2K . (38)
On the other hand, we have
‖vk‖sLs(Ω) = ‖uk‖sLs(Ω) − ‖u‖sLs(Ω) + o(1)
N
K
κ − ‖u‖sLs(Ω) + o(1), (39)
which contradicts (38) by using Lemma 2. Thus case (i) is impossible.
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Ω
f (x,uk)uk =
∫
Ω
f (x,u)u+ o(1) and
∫
Ω
F(x,uk) =
∫
Ω
F(x,u)+ o(1). (40)
Thus, according to (31) and (40), we have
‖vk‖sLs(Ω) =
N
K
κ + N
K
∫
Ω
(
F(x,u)− 1
2
f (x,u)u
)
− ‖u‖sLs(Ω) + o(1). (41)
Similarly, we have
‖vk‖2K,2,Ω =
N
K
κ + N
K
∫
Ω
F(x,u)+
(
1 − N
2K
)∫
Ω
f (x,u)u− ‖u‖2K,2,Ω + o(1). (42)
Combining (40) and (42), we see that l0(u) > 0 implies for sufficiently large k
‖vk‖sLs(Ω) > ‖vk‖2K,2,Ω .
Consequently, by the definition of SK , we obtain ‖vk‖sLs(Ω) > (SK)
N
2K for sufficiently large k.
This is (38) and as before, we conclude that (ii) does not occur and thus u ∈ M. Moreover
E(uk) = E(u)+ E∞(vk)+ o(1) and ‖vk‖sLs(Ω) = ‖vk‖2K,2,Ω + o(1).
Thus
E(u) = E(uk)− K
N
‖vk‖2K,2,Ω + o(1).
Finally, we deduce ‖vk‖2K,2,Ω = o(1) and therefore E(u) = κ .
Step 4. u is a solution to (1).
In fact u is a critical point of E on M. By the method of Lagrange multipliers, there exists
μ,μ1, . . . ,μn ∈R such that
dE(u)+μdl0(u)+
n∑
i=1
μidli(u) = 0.
We consider its restriction on V , this means(
μdl0(u)+
n∑
i=1
μidli(u)
)∣∣∣∣∣
V
= 0
since dE(u)|V = 0. On the other hand, we have seen from Proposition 1 that dL(u)|V is an iso-
morphism from V on Rn+1. Consequently, μ = μ1 = · · · = μn = 0, that is, dE(u) = 0. Finally,
u solves the problem (1) which finishes the proof. 
2264 Y. Ge et al. / Journal of Functional Analysis 260 (2011) 2247–2282The following propositions concern the linear perturbation problem for the non-critical dimen-
sions case where the assumption (29) is justified. Some similar existence results under various
assumptions have been obtained by other approaches for example for the polyharmonic operators
in [13] and for harmonic and biharmonic operators in [6].
Proposition 2. We suppose f (x,u) = μu for some μ > 0. Then (29) holds provided either
N  4K and λn(Ω) < 0, λn+1(Ω) > 0; or N > 2(
√
2 + 1)K and λn(Ω) 0, λn+1(Ω) > 0.
Proof. We keep the same notations as in the proof of Lemma 2. Direct calculations lead to
‖w‖s−1Ls−1 = O
(
(N−2K)/2
)
, ‖w‖L1 = O
(
(N−2K)/2
)
and ‖w‖2L2  c12K (43)
for some positive constant c1 > 0. Notice that when N = 4K , we have more precise estimate
‖w‖2L2  c12K |log |.
On the other hand, we have for any i = 1, . . . , n
(w, ei)Ω =
∫
Ω
w(−)Kei = O
(
(N−2K)/2
)
.
We prove the lemma in two cases.
Case 1. N  4K and λn(Ω) < 0, λn+1(Ω) > 0.
Set K¯ = min{2K,(N − 2K)/2}. As in Lemma 2, we write w˜ − w =∑ni=0 γiei with Γ =
(γ0, . . . , γn) ∈ Rn+1. We claim that |Γ |2 = ∑ni=0 γ 2i < 2K¯ |log |, provided  is sufficiently
small. We want to prove for all sufficiently small  and for all Γ¯ = (γ¯0, . . . , γ¯n) ∈Rn+1 satisfying
|Γ¯ |2 =∑ni=0 γ¯ 2i = 2K¯ |log |, (28) holds. As before, we have
∥∥∥∥∥w +
n∑
i=0
γ¯iei
∥∥∥∥∥
2
K,2,Ω
= (1 + γ¯0)2‖w‖2K,2,Ω +
∥∥∥∥∥
n∑
i=1
γ¯iei
∥∥∥∥∥
2
K,2,Ω
+O(2K¯ |log |1/2), (44)
and
∥∥∥∥∥w +
n∑
i=0
γ¯iei
∥∥∥∥∥
2
L2(Ω)
= (1 + γ¯0)2‖w‖2L2(Ω) +
∥∥∥∥∥
n∑
i=1
γ¯iei
∥∥∥∥∥
2
L2(Ω)
+O(2K¯ |log |1/2). (45)
From the fact that function · → | · |s is convex on R, we have
∥∥∥∥∥w +
n∑
i=0
γ¯iei
∥∥∥∥∥
s
Ls(Ω)

∫
Ω
(1 + γ¯0)s |e0|s +
∫
Ω
s(1 + γ¯0)s−1|e0|s−2e0
n∑
i=1
γ¯iei

∫
(1 + γ¯0)s |e0|s +O
(
2K¯ |log |1/2). (46)Ω
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E
(
w +
n∑
i=0
γ¯iei
)
 1
2
(1 + γ¯0)2‖w‖2K,2,Ω −
1
s
|1 + γ¯0|s‖w‖sLs(Ω)
− μ
2
(1 + γ¯0)2‖w‖2L2(Ω) +
1
2
n∑
i=1
γ¯ 2i λi(Ω)+O
(
2K¯ |log |1/2)
 1
2
‖w‖2K,2,Ω −
1
s
‖w‖sLs(Ω) −
s − 2
4
γ¯ 20 (SK)
N
2K
− μ
2
‖w‖2L2(Ω) +
1
2
n∑
i=1
γ¯ 2i λi(Ω)+O
(
2K¯ |log |1/2). (47)
Here we use the facts 12 (1 + t)2 − 1s (1 + t)s  KN − s−24 t2 provided t small and ‖w‖2L2(Ω) =
O(K¯). Therefore we obtain (28) and the desired claim follows.
By (24) and (47), there exists some positive constant c > 0 such that
E(w˜) K
N
(SK)
N
2K − c2K¯ |log | +O(2K¯ |log |1/2)< K
N
(SK)
N
2K ,
provided  is sufficiently small since we have 2K  2K¯ |log | for small  when N > 4K and
‖w‖2L2  c12K¯ |log | when N = 4K . This implies (29).
Case 2. N > 2(
√
2 + 1)K and λn(Ω) = 0, λn+1(Ω) > 0.
Assume λn−l (Ω) = · · · = λn(Ω) = 0 and λn−l−1(Ω) < 0. Set B = B1 ×B2 where
B1 :=
{
(γ¯0, . . . , γ¯n−l−1) ∈ Rn−l
∣∣∣ n−l−1∑
i=0
γ¯ 2i < 
2K¯ |log |
}
and
B2 :=
{
(γ¯n−l , . . . , γ¯n) ∈Rl+1
∣∣∣ n∑
i=n−l
γ¯ 2i < 
2(N−2K)K¯
N+2K |log | 1s
}
.
We claim for all sufficiently small  there holds
sup
∂B
E
(
w +
n∑
i=0
γ¯iei
)
< sup
B
E
(
w +
n∑
i=0
γ¯iei
)
. (48)
We write w +∑ni=0 γ¯iei = (w +∑n−l−1i=0 γ¯iei)+ (∑ni=n−l γ¯iei) := w1 +w2. We have
Lw2 = (−)Kw2 −μw2 = 0,
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(w2,w1)Ω −μ
∫
w2w1 = (w2,w2)Ω −μ
∫
w22 = (e0,w2)Ω −μ
∫
e0w2 = 0. (49)
As a consequence, we deduce
E(w1 +w2) = 12‖w1‖
2
K,2,Ω −
μ
2
‖w1‖2L2(Ω) −
1
s
∫
|w1 +w2|s . (50)
We want to prove the claim by two steps.
Step 1. There exists some 0 > 0 independent of (γ¯n−l , . . . , γ¯n) such that for all  ∈ (0, 0) and
for all (γ¯n−l , . . . , γ¯n) ∈ B2 there holds
sup
(γ¯0,...,γ¯n−l−1)∈∂B1
E
(
w +
n∑
i=0
γ¯iei
)
< E
(
w +
n∑
i=n−l
γ¯iei
)
. (51)
With the same arguments as in Case 1 and by (49), we have for all (γ¯0, . . . , γ¯n−l−1) ∈ ∂B1
1
2
‖w1‖2K,2,Ω −
μ
2
‖w1‖2L2(Ω) =
1
2
(1 + γ¯0)2‖e0 +w2‖2K,2,Ω −
μ
2
(1 + γ¯0)2‖e0 +w2‖2L2(Ω)
+ 1
2
n−l−1∑
i=1
γ¯ 2i λi(Ω)+O
(
2K¯ |log |1/2) (52)
and
1
s
∫
|w1 +w2|s = 1
s
∫ ∣∣w1 + (1 + γ¯0)w2 − γ¯0w2∣∣s
 1
s
∫
(1 + γ¯0)s |e0 +w2|s
+ (1 + γ¯0)s−1
∫
|e0 +w2|s−2(e0 +w2)
(
n−l−1∑
i=1
γ¯iei − γ¯0w2
)
 1
s
∫ (
1 + sγ¯0 + s
2
4
γ¯ 20
)
|e0 +w2|s +O
(
2K¯ |log |1−1/2s). (53)
Here we use the facts |a + b|s−1  2s−1(|a|s−1 + |b|s−1) for all a, b ∈ R and (1 + γ¯0)s  1 +
sγ¯0 + s24 γ¯ 20 for small γ¯0. Gathering (52) and (53), we obtain
E
(
w +
n∑
i=0
γ¯iei
)
 E
(
w +
n∑
γ¯iei
)
+ 1
2
n−l−1∑
γ¯ 2i λi(Ω)+O
(
2K¯ |log |1−1/2s)i=n−l i=1
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(
‖e0 +w2‖2K,2,Ω −μ‖e0 +w2‖2L2(Ω) −
∫
|e0 +w2|s
)
+ 1
2
γ¯ 20
(
‖e0 +w2‖2K,2,Ω −μ‖e0 +w2‖2L2(Ω) −
s
2
∫
|e0 +w2|s
)
. (54)
From the inequality∣∣|a + b|s − |a|s − |b|s∣∣ C(|a||b|s−1 + |b||a|s−1), ∀a, b ∈ R
and for some constant C > 0, we infer from (43)∣∣∣∣
∫
|e0 +w2|s −
∫
|e0|s −
∫
|w2|s
∣∣∣∣O( N−2K2 + (N−2K)K¯N+2K |log |1/2s), (55)
which implies by (24), ∫
|e0 +w2|s = (SK) N2K + o
(
K¯
)
. (56)
On the other hand, again by (24), we have
‖e0 +w2‖2K,2,Ω −μ‖e0 +w2‖2L2(Ω) = ‖e0‖2K,2,Ω −μ‖e0‖2L2(Ω) = (SK)
N
2K +O(K¯), (57)
since ‖e0‖2L2(Ω) = O(K¯). Combining (54) to (57), we get finally
E
(
w +
n∑
i=0
γ¯iei
)
 E
(
w +
n∑
i=n−l
γ¯iei
)
+ 1
2
n−l−1∑
i=1
γ¯ 2i λi(Ω)
− s − 2
4
γ¯ 20 (SK)
N
2K +O(2K¯ |log |1−1/2s). (58)
This gives the desired result (51).
Step 2. There exists some 1 > 0 independent of (γ¯0, . . . , γ¯n−l−1) such that for all  ∈ (0, 1)
and for all (γ¯0, . . . , γ¯n−l−1) ∈ B1, there holds
sup
(γ¯n−l ,...,γ¯n)∈∂B2
E
(
w +
n∑
i=0
γ¯iei
)
< E(w). (59)
Using (49), (55) and (58), we estimate
E
(
w +
n∑
i=0
γ¯iei
)
 E(w)− 1
s
(∫
|e0 +w2|s − |e0|s
)
+O(2K¯ |log |1−1/2s)
 E(w)− 1
s
∫
|w2|s +O
(

N−2K
2 + (N−2K)K¯N+2K |log |1/2s + 2K¯ |log |1−1/2s).
(60)
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∫
|w2|s  c
(
n∑
i=n−l
γ¯ 2i
)s/2
(61)
which implies for all (γ¯n−l , . . . , γ¯n) ∈ ∂B2,
E
(
w +
n∑
i=0
γ¯iei
)
 E(w)− c 2NK¯N+2K |log |1/2
+O( N−2K2 + (N−2K)K¯N+2K |log |1/2s + 2K¯ |log |1−1/2s).
Hence, we prove the desired result in Step 2 since 2NK¯
N+2K < 2K¯ and
2NK¯
N+2K 
N−2K
2 + (N−2K)K¯N+2K .
Therefore, claim (48) follows. Now we write w˜ = w + ∑ni=0 γiei with Γ = (γ0, . . . , γn) ∈
B1 ×B2. Using (60), we have
E(w˜) E(w)+O
(

N−2K
2 + (N−2K)K¯N+2K |log |1/2s + 2K¯ |log |1−1/2s)
 K
N
(SK)
N
2K − c2K +O( N−2K2 + (N−2K)K¯N+2K |log |1/2s + 2K¯ |log |1−1/2s)
<
K
N
(SK)
N
2K
provided  sufficiently small since N > 2(
√
2 + 1)K implies 2K < N−2K2 + (N−2K)
2
2(N+2K) . We finish
the proof. 
Under more assumptions on the eigenfunctions, we have the following improved result.
Proposition 3. Under the same assumptions as in Proposition 2, we suppose λn−l (Ω) = · · · =
λn(Ω) = 0, λn+1(Ω) > 0 and λn−l−1(Ω) < 0. Moreover, we assume
Σ0 :=
{
x ∈ Ω; en−l (x) = · · · = en(x) = 0
} = ∅. (62)
Then (29) holds provided either N  4K and K  4; or N > 2(K − 1 + √2K2 − 2K + 1 ) and
K  5.
Proof. We keep the same notations as in Proposition 2. We need only to consider the case 4K 
N  2(1 +√2 )K so that K¯ = (N − 2K)/2. Let x0 ∈ Σ0 and α := min{2K¯/s, (K¯ + 2)/(s − 1)}.
Set B ′ = B1 ×B ′2 where B1 is defined as in the proof of Proposition 2 and
B ′2 :=
{
(γ¯n−l , . . . , γ¯n) ∈Rl+1
∣∣∣ n∑ γ¯ 2i < 2α|log | 2s
}
.i=n−l
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sup
∂B ′
E
(
w +
n∑
i=0
γ¯iei
)
< sup
B ′
E
(
w +
n∑
i=0
γ¯iei
)
. (63)
We write again w +∑ni=0 γ¯iei = w1 + w2. To prove (63), we divide the proof in two steps as
before.
Step 1. With the same arguments as in Step 1 of the proof of Proposition 2, there exists some
2 > 0 independent of (γ¯n−l , . . . , γ¯n) such that for all  ∈ (0, 2) and for all (γ¯n−l , . . . , γ¯n) ∈ B ′2,
(51) holds. In fact, we observe (s − 1)α > K¯ and we infer thus
E
(
w +
n∑
i=0
γ¯iei
)
 E
(
w +
n∑
i=n−l
γ¯iei
)
+ 1
2
n−l−1∑
i=1
γ¯ 2i λi(Ω)
− s − 2
4
γ¯ 20 (SK)
N
2K +O(2K¯ |log |1/2), (64)
which proves the desired claim in Step 1.
Step 2. There exists some 3 > 0 independent of (γ¯0, . . . , γ¯n−l−1) such that for all  ∈ (0, 3)
and for all (γ¯0, . . . , γ¯n−l−1) ∈ B1, there holds
sup
(γ¯n−l ,...,γ¯n)∈∂B ′2
E
(
w +
n∑
i=0
γ¯iei
)
< E(w). (65)
First we have similarly,
E
(
w +
n∑
i=0
γ¯iei
)
 E(w)− 1
s
(∫
|e0 +w2|s − |e0|s
)
+O(2K¯ |log |1/2). (66)
We will estimate carefully the second term on the right side. Observe the basic inequality
∣∣|a + b|s − |a|s − |b|s − s|a|s−2ab∣∣ C(|a||b|s−1 + |b|2|a|s−2), ∀a, b ∈ R.
Using the facts
∫
|w |s−2 =
{
O(2K) when N > 4K,
O(2K |log |) when N = 4K
and min{(s − 1)α,K + α} > K¯ , we obtain from (43)
∣∣∣∣
∫
|e0 +w2|s − |e0|s − |w2|s − s|e0|s−2e0w2
∣∣∣∣= O(2K¯). (67)
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∫ |e0|s−2e0w2, we write
w2(x) =
〈∇w2(x0), x − x0〉+O(α|log |1/s |x − x0|2)
since w2(x0) = 0. Thus, we imply∫
|e0|s−2e0w2 = O
((
(N+2K)/2 + (N−2K+4)/2)α|log |1/s) when K > 1 (68)
and ∫
|e0|s−2e0w2 = O
((
(N+2)/2 + (N+2)/2|log |)α|log |1/s) when K = 1, (69)
by remarking 〈∇w2(x0), x − x0〉 is an odd function with respect to x − x0 so that∫
B(x0,R/2)
|e0|s−2e0
〈∇w2(x0), x − x0〉= 0.
Recalling (61) and gathering (66) to (69), we have for all (γ¯n−l , . . . , γ¯n) ∈ ∂B ′2,
E
(
w +
n∑
i=0
γ¯iei
)

{
E(w)− csα|log | +O(K¯+2+α|log |1/s + 2K¯ |log |1/2) if K > 1,
E(w)− csα|log | +O(K¯+2+α|log |(s+1)/s + 2K¯ |log |1/2) if K = 1.
Hence, we prove the desired result in Step 2 since sα  min{K¯ + 2 + α,2K¯} for all K and
sα = 2K¯ < K¯ + 2 + α for K = 1. Therefore, the claim follows.
Now we write w˜ = w + ∑ni=0 γiei with Γ = (γ0, . . . , γn) ∈ B1 × B ′2. Using (64), (67)
to (69), we have
E(w˜)
⎧⎨
⎩
K
N
(SK)
N
2K − μ2 ‖w‖2L2 +O(K¯+2+α|log |1/s + 2K¯ |log |1/2) if K > 1,
K
N
(SK)
N
2K − μ2 ‖w‖2L2 +O(K¯+2+α|log |(s+1)/s + 2K¯ |log |1/2) if K = 1.
When K  3 and 4K <N  2(1 + √2 )K , we have α = 2K¯/s and 2K < min{K¯ + 2 + α,2K¯}.
When K  4 and N = 4K , we have α = 2K¯/s = K2 , K = K¯ and 2K  K¯ + 2 +α. When K  4
and N > 2(K − 1 + √2K2 − 2K + 1 ), we have α = (K¯ + 2)/(s − 1) and 2K < min{K¯ +
2 + α,2K¯}. Recall ‖w‖2L2  c12K when N > 4K and ‖w‖2L2  c12K |log | when N = 4K .
In all above cases, there holds
E(w˜) < K
N
(SK)
N
2K
provided  sufficiently small. We finish the proof. 
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λn(Ω) = 0 is a simple eigenvalue for some n  2. Then, there exists some u ∈ M a solution
to (1) satisfying E(u) < 1
N
(S1)
N
2
.
Proof. Clearly, for all n 2, the eigenfunctions en change the sign. The desired result follows
directly from Proposition 3 and Theorem 1. 
Here we give the further heuristic discussions. We suppose the same assumptions as in Propo-
sition 2. When K = 1 and N  4, assume λn−1(Ω) = λn(Ω) = 0 a double eigenvalue and 0 is a
regular value for en−1 and en. Let Ω1 be a connected component of the set {x ∈ Ω; en−1(x) > 0}.
From the Green’s formula, we have∫
∂Ω1
∂en−1
∂ν
en =
∫
∂Ω1
∂en−1
∂ν
en − ∂en
∂ν
en−1 =
∫
Ω1
en−1en −enen−1 = 0.
It follows from Maximum’s principle that ∂en−1
∂ν
> 0 a.e. on the boundary ∂Ω1. Thus, there exists
some point x ∈ ∂Ω1 \∂Ω such that en(x) = 0 since ∂Ω1 \∂Ω is not empty. Therefore, the condi-
tion (62) is satisfied. For the general K , from the orthogonality condition ∫
Ω
eiej = 0 for i = j ,
there exists at most one eigenfunction which keeps the sign. As a consequence, we have some
ground state solutions for the dimension less than 2(
√
2+1)K provided 0 is a simple eigenvalue.
In [6], by some different approach, the authors proved the existence of a solution under some-
what weaker assumptions. More precisely, when K = 1 and N  4 or K = 2 and N  8, if λ is
an eigenvalue of multiplicity m<N + 2, then it has at least N+1−m2 pairs of nontrivial solutions.
However, we do not know whether these solutions are ground state ones or not. Comparing to
their result, Corollary 1 gives some more information about some found solutions, that is, there
are ground state solutions under appropriate assumptions on the eigenvalues.
3. Existence of solutions for some perforated domains
In this section, we analyze first the concentration phenomenon for the problem (1). For this
purpose, set
FK(v) :=
{
((−)Mv)2 if K = 2M,
|∇(−)Mv|2 if K = 2M + 1.
Similarly to Theorem 6 of [19], we have the following theorem and here we just give a sketch
of the proof.
Theorem 2. Suppose the assumptions (H1) to (H5) are satisfied. Moreover, suppose that
κ = K
N
(SK)
N
2K (70)
and
E(v) > κ, ∀v ∈ M. (71)
2272 Y. Ge et al. / Journal of Functional Analysis 260 (2011) 2247–2282Let (uk) ⊂ M be a minimizing sequence for κ , that is, limn→∞ E(uk) = κ . Then there exists
x0 ∈ Ω¯ such that
μk := ζΩFK(uk) dx ⇀ SKδx0 weakly in R
(
R
N
)
and
νk := ζΩ |uk|s dx ⇀ SKδx0 weakly in R
(
R
N
)
,
where R(RN) denotes the space of non-negative Radon measures on RN with finite mass,
δx0 denotes the Dirac measure concentrated at x0 with mass equal to 1 and ζΩ designates the
characteristic function of Ω .
Proof. As in the proof of Theorem 1, we see that (uk) is bounded in HK0 (Ω). Extracting a
subsequence, there exists some u ∈ HK0 (Ω) such that
uk ⇀ u weakly in HK0 (Ω),
uk ⇀ u weakly in Ls(Ω) and a.e. on Ω.
Moreover, for all 1  j  n, we have lj (u) = 0. Furthermore, we have u = 0. Otherwise, with
the same arguments as in Theorem 1, we infer u ∈ M and E(u) = κ which contradicts (71).
Now the rest of proof is just a consequence of concentration compactness principle (for details
cf. [25,17,19]). 
In the following, we give some classification result. First we recall a basic fact for nonexis-
tence result on the half space RN+ . It can be stated as follows:
Lemma 3. Let u ∈ DK,2(RN+) be a weak positive solution of the problem
{
(−)Ku = |u|s−2u in RN+ ,
u = Du = · · · = DK−1u = 0 on ∂RN+ .
(72)
Then u ≡ 0.
A stronger result have been obtained by Reichel and Weth in [34] very recently. Here we give
a proof based on the Pohozaev formula (see [26]).
Proof. It follows from the Pohozaev formula DKu = 0 on ∂RN+ (see the details cf. [19] for
the Navier boundary conditions). Now, (−)K−1((−)u) = us > 0 in RN+ verifying Dirichlet
boundary condition (−)u = · · · = DK−2(−)u = 0 on ∂RN+ . Thanks to the Boggio’s result,
we know the Green function for the operator (−)K−1 on the half space with Dirichlet bound-
ary condition is positive. Thus, (−)u > 0 in RN+ . From Hopf’s Maximum principle, ∂u∂n > 0
on ∂RN+ . This contradiction finishes the proof of lemma. 
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Lemma 4. Let u ∈ DK,2(RN) be a weak positive solution of the problem
(−)Ku = |u|s−2u in RN. (73)
Then there exist a constant λ 0 and a point x0 ∈ RN such that
u(x) =
(
2λ
1 + λ2|x − x0|2
)N−2K
2
. (74)
This result has been proved by Wei and Xu (Theorem 1.3 in [42]).
Lemma 5. Let u ∈ DK,2(RN+) (resp. u ∈ DK,2(RN)) be a weak sign-changing solution of the
problem (72) (resp. (73)). Then
E∞(u)
2K
N
(SK)
N
2K . (75)
Proof. Our proof is an adaptation of Gazzola–Grunau–Squassina’s approach [16].
We consider the closed convex cone
C1 =
{
v ∈ DK,2(RN+) ∣∣ v  0 a.e. in RN+}
and its dual cone
C2 =
{
w ∈ DK,2(RN+) ∣∣ (w,v)RN+  0, ∀v ∈ C1}.
We claim that C2 ⊂ −C1. Given h ∈ C∞0 (RN+)∩ C1, let v be the solution to the problem
(−)Kv = h in RN+ .
Again from the Boggio’s result, we have v  0 since the Green function for the operator (−)K
on the half space with Dirichlet boundary condition is positive. Consequently, for all w ∈ C2, we
have ∫
R
N+
hw =
∫
R
N+
(−)Kvw = (v,w)
R
N+  0.
This implies w  0 a.e. in RN+ . Hence the claim is proved. Using a result of Moreau [27], for any
u ∈ DK,2(RN+), there exists a unique pair (u1, u2) ∈ C1 × C2 such that
u = u1 + u2 with (u1, u2)RN+ = 0.
Now let u be a sign-changing solution of the problem (72). Then ui = 0 for all i = 1,2. From
the above claim, we see u1  0 and u2  0 so that |u(x)|s−2u(x)ui(x)  |ui(x)|s for i = 1,2.
Applying the Sobolev inequality for ui (i = 1,2), we obtain
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∫
R
N+
(−)Kuui 
∫
R
N+
∣∣ui(x)∣∣s = ‖ui‖sLs
so that
‖ui‖sLs(Ω)  (SK)
N
2K .
Consequently, using the fact ‖u‖2
K,2,RN+
= ‖u‖sLs , we infer
E∞(u) = K
N
‖u‖2
K,2,RN+
= K
N
(‖u1‖2K,2,RN+ + ‖u2‖2K,2,RN+ )
 K
N
SK
(‖u1‖2Ls + ‖u2‖2Ls ) 2KN (SK) N2K .
Similarly, we have the same result for u ∈ DK,2(RN). 
Theorem 3. Assume (H1), (H2), (H5), (70) and (71) are satisfied. Let (uk) ⊂ HK0 (Ω) be a (P.S.)β
sequence such that
E(uk) → β ∈
(
K
N
(SK)
N
2K ,
2K
N
(SK)
N
2K
)
, (76)
dE(uk) → 0 in
(
HK0 (Ω)
)∗
. (77)
Then (uk) is precompact in HK0 (Ω).
Proof. The blow up analysis for (P.S.)β sequences is more or less standard. Its proof follows
from the P. Lions’ concentration compactness principle and it is close to one in [19]. The only
difference is that we need Lemma 6 to rule out sign-changing bubbles. We leave this part to
interested readers. 
As a consequence, we have
Corollary 2. Under the assumptions (H1) to (H5), (70) and (71), assume moreover
(H8) en(Ω) < 0.
Let (uk) ⊂ M be a (P.S.)β sequence for E on M such that
E(uk) → β ∈
(
K
N
(SK)
N
2K ,
2K
N
(SK)
N
2K
)
, (78)
∥∥dE(uk)∥∥(TukM)∗ → 0. (79)
Then (uk) is precompact in M.
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hand, using (30), (31) and (H2), we infer that (uk) is bounded from below by some positive
constant in HK0 (Ω) and also in L
s(Ω). Set V k the (n+ 1)-dimensional vector space spanned by
uk, e1, . . . , en. If there is no confusion, we drop the index k. We claim there exists some positive
constant c > 0 independent of k such that ∀k ∈ N, ∀w ∈ HK0 (Ω), we can decompose
w = w1 +w2 (80)
where w1 ∈ V k and w2 ∈ TukM satisfying
‖w1‖K,2,Ω  c‖w‖K,2,Ω, ‖w2‖K,2,Ω  c‖w‖K,2,Ω .
Set e0 = uk and θi = dli(uk)(w) ∈ R for all i = 0, . . . , n. Using (13) and the fact that (uk) is
a bounded sequence in HK0 (Ω), the vector Θ = (θ0, . . . , θn)T is bounded in Rn+1 with respect
to k. Moreover, we can estimate
|Θ| c‖w‖K,2,Ω .
Define (n+ 1)× (n+ 1) symmetric matrix M(k) = (mij )0i,jn by
mij = d2E(uk)(ei, ej ).
We write
w1 =
n∑
i=0
ψiei
where ψi ∈ R. Denote the vector Ψ = (ψ0, . . . ,ψn)T ∈ Rn+1. Again from (13), the decomposi-
tion (80) is equivalent to solve
d2E(uk)(w1, ei) = dli(uk)(w), ∀0 i  n,
that is, M(k)Ψ = Θ . As in the proof of Lemma 1, the matrix is negative definite. Clearly, the
matrix M(k) is uniformly bounded. We show there exists c > 0 independent of k such that
M(k)−cI
where I is the identity matrix. For this purpose, for any vector Γ T = (γ0, . . . , γn) ∈ Rn+1, denote
ξ =∑ni=0 γiei we have
Γ T M(k)Γ = d2E(uk)(ξ, ξ)
−(s − 2)
∫
|uk|s−2ξ2 −
∫
|uk|s−2
(
n∑
j=1
γj ej
)2
Ω Ω
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(
n∑
j=1
γj ej ,
n∑
i=1
γiei
)
Ω
−
∫
Ω
a(x)
(
n∑
j=1
γj ej
)2
− s − 2
s − 1
∫
Ω
|uk|sγ 20 +
n∑
j=1
γ 2j λj (Ω).
Thus, the desired result follows. As a consequence, (Ψ = (M(k))−1Θ)k is a bounded sequence.
More precisely, we infer
‖w1‖K,2,Ω  c‖w‖K,2,Ω .
Therefore,
‖w2‖K,2,Ω 
(‖w‖K,2,Ω + ‖w1‖K,2,Ω) c‖w‖K,2,Ω,
that is, the claim is proved. Hence,∣∣dE(uk)(w)∣∣= ∣∣dE(uk)(w2)∣∣ c∥∥dE(uk)∥∥(TukM)∗‖w‖K,2,Ω .
Thus, there holds ∥∥dE(uk)∥∥(HK0 (Ω))∗  c
∥∥dE(uk)∥∥(TukM)∗
so that
lim
n→∞
∥∥dE(uk)∥∥(HK0 (Ω))∗ = 0.
Finally, applying Theorem 3, we finish the proof. 
Now, we can prove the main result for domains with the small holes. Recall that Ω = Ω1 \Ω2
is a bounded domain satisfying Ω2 ⊂ B(0, ) and Ω1 is fixed. To search solutions of (1) in
such Ω , we minimize the energy functional E on the Finsler manifold M. We see that the con-
centration phenomenon occurs if E cannot reach the minimum. In this case, we will employ
Coron’s strategy to search unstable critical points in higher level sets.
Theorem 4. Let Ω be a bounded domain satisfying the above assumption. Assume (H1) to (H7)
hold. Then there exists η > 0 such that for all  < η, the problem (1) admits a nontrivial solution
in Ω .
Proof. Thanks to Lemma 2, we have κ  K
N
(SK)
N
2K
. In the case κ < K
N
(SK)
N
2K , the desired re-
sult follows from Theorem 1. So we suppose κ = K
N
(SK)
N
2K
. If there exists u ∈ M such that
E(u) = κ , we finish the proof by Step 4 in the proof of Theorem 1. Hence, we assume ∀v ∈ M
there holds E(v) > κ . From the properties of eigenvalues λi(Ω) described in the previous sec-
tions, (H8) is always satisfied for the perforated domain Ω , provided  is sufficiently small.
In fact, in case λi(Ω1) = 0 for all i ∈ N, it follows from the continuity of λi(Ω). In the case
λn(Ω1) = · · · = λn+k(Ω1) = 0, we have λn(Ω) > 0.
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Step 1. We choose a radially symmetric function ϕ ∈ C∞0 (RN) such that 0  ϕ  1, ϕ ≡ 1 on
the annulus {x ∈ RN | 1/2 < |x| < 1} and ϕ ≡ 0 outside the annulus {x ∈ RN | 1/4 < |x| < 2}.
For any R  1, define
ϕR(x) =
⎧⎨
⎩
ϕ(Rx) if 0 |x| < 1/R,
1 if 1/R  |x| <R,
ϕ(x/R) if |x|R.
Denote the unit sphere SN−1 = {x ∈RN | |x| = 1}. For σ ∈ SN−1, 0 t < 1, we set
uσt (x) = CN,K
[
1 − t
(1 − t)2 + |x − tσ |2
]N−2K
2 ∈ HK(RN ),
where the choice of CN,K is such that ‖uσt ‖2K,2,RN = ‖uσt ‖sLs(RN) = (SK)
N
2K
. Let w˜σt,R(x) =
uσt (x)ϕR(x) and wσt,R(x) = (4R)
N−2K
2 w˜σt,R(4Rx). Hence w
σ
t,R ∈ HK0 (B(0,1/2)\B(0,1/16R2)),
∀σ ∈ SN−1 and ∀t ∈ [0,1). Clearly,
∥∥w˜σt,R∥∥Ls(RN) = ∥∥wσt,R∥∥Ls(RN), (81)∥∥w˜σt,R∥∥K,2,RN = ∥∥wσt,R∥∥K,2,RN . (82)
A direct computation leads to ∀R > 1
∥∥w˜σt,R − uσt ∥∥2K,2,RN  C(1 − t)N−2KR2K−N (83)
and
∥∥w˜σt,R − uσt ∥∥sLs(RN)  CR−N(1 − t)N . (84)
Consequently
lim
R→∞
∥∥w˜σt,R∥∥2K,2,RN = limR→∞
∥∥w˜σt,R∥∥sLs(RN) = (SK) N2K
uniformly for t ∈ [0,1) and σ ∈ SN−1. Set w¯σt,R ∈ M ∩ Vect{e1(Ω), . . . , en(Ω),wσt,R} where
Ω = Ω1 \ Ω2, B(0,1/2) ⊂ Ω1 and Ω2 ⊂ B(0,1/16R2). Thanks to the Implicit Function Theo-
rem, the continuous map
wR :S
N−1 × [0,1) → HK0 (Ω),
(σ, t) → wσt,R
yields a continuous map
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N−1 × [0,1) → M,
(σ, t) → w¯σt,R.
Recall Ω1 is fixed. Without loss of generality, we assume en(Ω) < 0 and en+1(Ω) > 0. A ba-
sic observation is that ei(Ω) → ei(Ω1) for all i = 1, . . . , n in C∞loc(Ω1 \ {0}) away from 0
and strongly in HK0 (Ω1) as R → +∞. For this purpose, we prolong ei(Ω) by setting 0 in
Ω1 \ Ω and denote it by e¯i (Ω). We remark first from regularity theory of elliptic equation
that {e¯i (Ω)} is bounded family in C∞loc(Ω1 \ {0}) and is also bounded family in HK0 (Ω1).
Thus, the weak limit function v of e¯i (Ω) in HK0 (Ω1) solves some linear elliptic equation
of eigenvalue type in Ω1 \ {0}. As v ∈ HK0 (Ω1), {0} is a removable singularity point. Thus,
v is an eigenfunction in Ω1. On the other hand, it follows from the fact λi(Ω) → λi(Ω1)
that ‖ei(Ω)‖K,2,Ω = ‖e¯i (Ω)‖K,2,Ω1 → ‖v‖K,2,Ω1 so that we have the strong convergence in
HK0 (Ω1). Moreover, the convergence in C
∞
loc(Ω1 \ {0}) comes from the compactness of this
family in such space. Furthermore, the orthogonality of {ei(Ω)} with respect to i gives the or-
thogonality of the limit eigenfunctions and the desired claim follows. We remark that
E(u) 1
2
‖u‖2K,2,Ω −
1
s
‖u‖sLs(Ω) −
1
2
∫
Ω
a(x)u2.
In the following, we consider the simple case F(x,u) = 12a(x)u2 (we can treat the general case
with the same arguments). Fix some small number r > 0. As in the proof of Lemma 2, for all
Γ = (γ0, . . . , γn) ∈Rn+1 with ∑ni=0 γ 2i  r2, we infer
sup
t,σ,Ω2
E
(
wσt,R +
n∑
i=0
γiei
)
 1
2
(1 + γ0)2(SK) N2K − 1
s
|1 + γ0|s(SK) N2K
+ 1
2
n∑
i=1
γ 2i λi(Ω1)−
1
s
∥∥∥∥∥
n∑
i=1
γiei(Ω1)
∥∥∥∥∥
s
Ls(Ω1)
+ o(1), (85)
where o(1) is uniformly with respect to Γ as R → ∞. Consequently, we deduce
sup
t,σ,Ω2
E
(
wσt,R +
n∑
i=0
γiei
)
< E(wσt,R) for
n∑
i=0
γ 2i = r2
provided R is sufficiently large. This implies
w¯σt,R −wσt,R =
n∑
i=0
γiei(Ω) for some |Γ | < r,
so that
lim
R→∞ sup E
(
w¯σt,R
)= K
N
(SK)
N
2K .
t,σ,Ω2
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sup
t∈[0,1), σ∈SN−1,Ω2⊂B(0,1/16R2)
E(w¯σt,R)< 2KN (SK) N2K . (86)
Thus we can define a map
α :B(0,1) → M,
(t, σ ) → w¯σt,R0 .
Step 2. Set η := 1/16R20 and fix Ω2 ⊂ B(0, η). From (81) to (84), we infer that
lim
t→1
∥∥w¯σt,R0∥∥2K,2,Ω = limt→1
∥∥w¯σt,R0∥∥sLs(Ω) = (SK) N2K uniformly for σ ∈ SN−1
which implies for any σ ∈ SN−1
lim
t→1 E
(
α(t, σ )
)= K
N
(SK)
N
2K .
Step 3. For any v ∈ M, let
γ (v) =
∫
Ω
x
∣∣v(x)∣∣s dx ∈ RN
denote its center mass. We claim there exists δ˜ > 0 such that for any v ∈ M satisfying E(v) 
K
N
(SK)
N
2K + δ˜, we have
γ (v) ∈RN \B(0, 2(SK) N2K /2) (87)
where B(0, 2) ⊂ Ω2. Otherwise, we can find a sequence (vn) ⊂ M satisfying
lim
n→∞E(vn) =
K
N
(SK)
N
2K , (88)
γ (vn) ∈ B
(
0, 2(SK)
N
2K /2
)
. (89)
Applying Theorem 2, there exists x0 ∈ Ω¯ such that
ζΩ
∣∣vn(x)∣∣s dx ⇀ (SK) N2K δx0 .
Consequently,
γ (vn) → (SK) N2K x0 /∈ B
(
0, 2(SK)
N
2K
)
2280 Y. Ge et al. / Journal of Functional Analysis 260 (2011) 2247–2282which contradicts (89). Thus, the desired claim yields. Choosing t0 ∈ [0,1) such that ∀σ ∈ SN−1
and ∀t ∈ [t0,1), we have E(α(t, σ )) < KN (SK)
N
2K + δ˜, we set
β := min
f∈H max(t,σ )∈(0,t0]×SN−1
E(f (t, σ )),
where H is the set of any function homotopic to α on B(0, t0) with the fixed boundary data, that
is,
H = {f ∣∣ f :B(0, t0) → M is continuous, f |∂B(0,t0) = α|∂B(0,t0) and f is homotopic to α}.
We see that ∀f ∈ H , γ ◦ f :B(0, t0) → RN is a contraction of the loop γ ◦ α|∂B(0,t0) ⊂ RN \
B(0, 2(SK)
N
2K /2). On the other hand, it follows from Steps 1 and 2
lim
t→1γ ◦ α(t, σ ) = (SK)
N
2K
σ
4R0
uniformly in σ ∈ SN−1.
Thus, γ ◦ α|∂B(0,t0) is a nontrivial loop in RN \B(0, 2(SK)
N
2K /2). Using (89), we obtain
sup
(t,σ )∈B(0,t0)
E(f (t, σ )) K
N
(SK)
N
2K + δ˜,
which implies
β  K
N
(SK)
N
2K + δ˜ > K
N
(SK)
N
2K .
On the other hand, it follows from Step 1
β  sup
(t,σ )∈B(0,t0)
E(α(t, σ ))< 2K
N
(SK)
N
2K .
Recalling Theorem 1 and Corollary 2 and using the deformation lemma, we infer β is a critical
value. Finally, the problem (1) admits a nontrivial critical point u such that E(u) = β . 
Remark 1. The condition a ∈ L∞(Ω)∩C∞(Ω) could be weakened.
Remark 2. We can use the above strategy to treat also the problem with Navier boundary condi-
tions.
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