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Various types of theorems on interpolation of operators of weak type between 
L,(O, co) spaces can be found in the literature. The more general problem of 
interpolation between rearrangement invariant spaces is discussed in the present 
paper. It is proved that if a rearrangement invariant function space X lies, in a 
certain sense, between the rearrangement invariant spaces Xi and Xs , then 
every operator of weak type on X, , i = 1,2, is a bounded operator on X. 
1. INTRODUCTION 
A Banach space X of measurable functions on an interval I is called 
a function space if the following conditions are satisfied: 
(1 .l) Let f E X and let g be measurable. Assume that 
I g(t)1 < If (t)l 1 a most everywhere; then g E X and 11 g 11 < 11 f 11. 
(1.2) Let 0 < fn(t) < fn+dt) 1 a most everywhere for all natural n 
and assume that supn 11 f, 11 < co. Thenf (t) = supn fn(t) belongs to X 
and II f II = gupn II fn II. 
A function space X is said to be rearrangement invariant if it contains 
the characteristic functions of finite subintervals of I, for every 
measurable f, f E X, iff f * E X, where f * denotes the decreasing 
rearrangement of I f I, and for all f E X, II f * II = 11 f 11. Let {XI , Y,}, 
{X2, Y,}, and {X, Y> be three pairs of rearrangement invariant 
function spaces (r.i. spaces, in short) on the same interval I 
and let Z be a subset of XI n X, n X which is dense in X. 
Let A = 4(X1 , Y,), {X2 , YJ) d en0 t e a class of (linear, quasilinear, 
or Lipschitz) operators mapping 2 into the measurable functions. 
Then the pair {X, Y> is said to have the interpolation property with 
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respect to A if every member of A can be extended to a bounded 
operator from X to Y. 
The class of r.i. spaces has been extensively studied in the 
literature in connection with interpolation properties (see, e.g., 
[I, 2, 5, 7, 9, and 131). In the present paper we will be particularly 
interested in interpolation with respect to the class A of operators of 
weak type {Xi , Y,), i = 1, 2 (see the general definition in Section 4). 
Let 1 < p < GO and 1 < Q < CO; then a linear or quasilinear 
operator T is said to be of weak type {L,(1), L,(I)} if there is a constant c 
such that for each t E I and f E L,(I) 
(Tf)*(t) - t’/* < c - 
f 
J*(s) Np)--l ds. 
A. P. Calderon has obtained deep results on interpolation of operators 
of weak type {L,JO, a), &[O, co)}, i = 1, 2, in Ref. [2]. There, 
a necessary and sufficient condition is given for a pair {X, Y} to have 
the interpolation property with respect to the class A of quasilinear 
operators of weak type {Lpi , L,J, i = 1, 2. 
D. W. Boyd uses Calderon’s criterion to give a more explicit 
sufficient condition for the pair {X, X> to have the interpolation 
property with respect to the same class A of operators, under the 
restriction that p, = qi and 1 < pi < 00 for i = 1, 2. Boyd’s 
condition is given in terms of inequalities satisfied by the function 
h(s, X) defined for s > 0 as follows: Let E, be the operator defined by 
(Ed)(t) = f (st); then h(s, X) = Ij Es Ilix,x) (equals the norm of E, as 
an operator from X to X). The same function h(s, X) plays the main 
role in Refs. [II] and [13], w h ere T. Shimogaki gives a necessary and 
sufficient condition for a pair (X, X> to have the interpolation property 
with respect to the class of Lipschitz operators which are of weak type 
wo, 11, W? 111 and bounded on L,[O, 11. But since the actual 
evaluation of the function h(s, X) may be quite difficult it is natural 
to look for some other characteristics of the space X which are easier 
to compute. A possible candidate for such a characteristics is the 
so-called fundamental function TX(t) of X defined for t > 0 by 
Rx(t) = II Xlo,rl llx 9 where x[~,~J is the characteristic function of the 
interval [0, t]. It is stated in Ref. [lo] that if certain conditions are 
satisfied by cpx(t) then {X, X} h as the interpolation property with 
respect to bounded linear operators on X, , i = 1, 2. The main 
purpose of this paper is to strengthen this result by considering 
operators of weak type (instead of bounded operators) in arbitrary r.i. 
spaces which are spanned by integrable simple functions. Our method 
is a combination of the methods of Refs. [l, 2, and 91. 
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In Section 2 we show that each r.i. space 2 has a pair ( pa(Z), p,(Z)) 
of characteristic numbers which plays the role of the number l/p in the 
classical case of the L, spaces. Section 3 is devoted to the study of the 
Lorentz space /1(X) associated to a given r.i. space X. It happens that 
certain problems concerning interpolation in r.i. spaces can be reduced 
to more tractable problems in Lorentz spaces. In Section 4 we intro- 
duce a general version of Calderon’s interpolation theory which follows 
by methods very similar to the original. Our main result is proved in 
Section 5. 
2. SOME PROPERTIES OF R.I. SPACES 
We begin this section with a few elementary properties of the 
fundamental function yx(t) = 11 x[,,~I lIx of a r.i. space X spanned by 
the integrable simple functions. It is clear that v’x is nondecreasing and 
that 9)x(O) = 0. Let us denote by X’ the dual space of X, which is the 
space of all measurable functions g on [0, co) integrable on every finite 
interval, with 11 g IIxt = sup{! Jr fg dt 1 : 11 f I[r < I) < 0~). It is known 
that X’ is a r.i. space and that am * tic = t for all t > 0 (see, 
e.g., Ref. [9]). A s a consequence one can easily get that p)x(t) is 
continuous for all t > 0. (Indeed, if yx(t) has a jump at t, then 
w*(t) = t/w(t) cannot be nondecreasing at t, .) Less obvious is the 
following result, which is stated without proof in Ref. [8]: 
LEMMA 2.1. Let X be a r.i. space. Then X has an equivalent r.i. 
norm II * II,, with the following properties: 
(2.1) Il.0 < llfllo < 2 llfll for allf E X; 
(2.2) The fundamentat function of the renormed space is concave. 
Proof. We first establish the existence of a continuous concave 
function u(t) on (0, co) satisfying the inequality 
for all t > 0. (2.3) 
Given t > 0 put u(t) = sup, JE dvx , the sup being taken over all 
sets E = &“=, Ii where {Ii}:=, is any finite collection of disjoint open 
subintervals of (0, co) with total Lebesgue measure Cy=, ~(1~) = t. 
Obviously u(t) > TX(t) = Jc~,~) dvx and to prove the right side of (2.3) 
let I 1, I 2 ,..., 1, be disjoint intervals with C F&(Ii) = t. Suppose that 
for each i, Ii = (ai , b& 
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Then 
Q 9?Y(t) + c (Pm - f?J&i>> 
wx’X(b,)> t 
This proves (2.3). To prove that u(t) is concave let t, > t, > 0 and 
E > 0 be given and assume that I1 ,1a ,..., I, and J1 , Jz ,..., J, are 
two collections of disjoint intervals such that xz”=, ~(1~) = t, , 
Ck Ah) = tz , and 4~) + 4Q < E + Ck .L, de + C%l .I,, dvx . 
It is easy to see that u(t) is continuous on (0, co) and therefore it suffices 
to consider rational t, and t, . Moreover, we can divide the given 
intervals and consider suitable systems of subintervals, and therefore 
we may assume that 
(2.4) ~(1~) = p(JJ = t,/m = 2,/n = 6 for all 1 < i < m and 
1 <jjn; 
(2.5) For any 1 < i < m and 1 < j < n either Ii = Jj or 
Ii n Jj = 0 ; 
(2.6) (tl + Q/26 = k is an integer. 
Now arrange the numbers CI;, dq+ , JJ, ~~~~~~~~~~~~~~~ in decreasing 
order and select the first k, where k = (tl + Q/26. Denote by 
Kl , & ,**a, Kk the intervals corresponding to the K largest integrals 
we have selected. Observing that the number of summands in 
CL, j-1, dvx + IX:=“=, S, dvx is m + n = 2k and because 
gl P(K) = S(m + W = (tl + W 
we get that 
u(h) + &) =G E + 2 f j- dw < e + 2u[(t, + t,)Pl. 
id Kj 
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It follows that u(t) is concave. We now define a new r.i. norm on X 
by l[fl],, = max((lflj, supf,,, u(t) t-l . Jif*(s) &}. It is known (see, 
e.g., Ref. [12], p. 111 or Ref. [6], Lemma 4) that given disjoint 
subsets A,, A, ,..., A, of (0, CD) with p(Ai) < CQ then the 
“averaging projection” P defined by 
has norm one in any r.i. space. It follows that for any f E X, t > 0, 
= 2 II P-l J;f* (4 44x(o.t) II G 2 llf* II = 2 Ilf IL 
and hence 11 f 11 < 11 f II,, < 2 Il.fll for all f E X. Since for all s > 0, 
II x(0,8) II0 = SUP~,~ [u(t) t-l $, x(~,~$PI = u(s), u(t) is the fundamental 
function of the renormed space, and this concludes the proof of 
Lemma 2.1. 
Remark 2.2. The proof of Lemma 2.1 yields an analogous result 
for Banach spaces with symmetric bases, namely: Let X be a Banach 
space with a symmetric basis {xn} (see Remark 5.5). Then X has an 
equivalent norm /I * Ilo such that II x I/ < I/ x Ilo < 2 II x 11 for every x E X 
and the fundamental function yx,(n) defined for natural n by 11 gz, x( Ilo 
is “concave” in the sense that qx,(n) - vr,(n - 1) is a nonincreasing 
function of 1~. Moreover, {x,J remains symmetric under the new norm. 
Returning to the discussion of &t) let us put M(s, X) = 
SUPf>O %@)/P)x(t). W e use the method of Ref. [l] for the investigation 
of the assymptotic behavior of M(s, X). Since 
we get that M(r * s, X) < M(r, X) M(s, X) and therefore the function 
f(t) = log M(e$ X) is subadditive on (- co, co). Theorem 7.6.2 of 
Ref. [3], p. 244, states that if /I = inf,,,f (t)/t and 01 = supl,J(t)/t, 
then/3 = lim,,,, f (Q/t, cx = lim,,-, f (Q/t, and -co < 01 < /3 < 00. 
It follows that for every r.i. space 2, if 
and 
POW = oyl P% WC -3/l% 4 
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then for every E > 0 there is a 6 = 6(e) > 0 such that the following 
inequalities are satisfied: 
sDJZ) < M(s, 2) < s”Jz)-E for O<s<S, (2.8) 
svJz) < M(s, 2) < s”m(Z)+s for s > 6-l, (2.9) 
0 < PO(Z) G PC@) < 1 (2.10) 
((2.10) being a consequence of the inequalities 1 < qz(st)/yz(t) < s 
if s > 1 and s < vz(st)/plz(t) < 1 if 0 < s < 1). Denote by m(s, 2) 
the function inf 1>0 9)zWlO)zW; th en m(s, 2) = [M(s-l, Z)]-’ and 
therefore (2.7) and (2.8) yield 
s~m(z)+E < m(s, 2) < PJz) for O<s<6 (2.11) 
and 
s’Jz)-E < m(s, 2) < sDJZ) for s > S-l. (2.12) 
Remark 2.3. Let Z be a r.i. space and denote by Z, the 
same space renormed by the norm ]I - Ilo of Lemma 2.1. Then 
(4) M(s, Z) < M(s, Z,) < 2M(s, Z) and therefore 
p,(Z,) = l& [log M(s, Zo)/log sl= POW 
and 
P,(Zo> = pz [log ws, -qJ/log sl = P&q. 
Remark 2.4. Let Z = L,(O, co); then yz(t) = tllp, and therefore 
pa(Z) = pm(Z) = l/p. Th e converse implication is not true, viz., there 
are r.i. spaces with pa(Z) = pa(Z) = l/p, which are not isomorphic 
to L,(O, co). 
The following “technical” result will be needed in Section 4: 
LEMMA 2.5. Let q+(t) and q+ (t)be the fundamental functions of the 
r.i. spaces X and Y, respectively. Put #(t) = min{olFx(t), @q+-(t)), where 
01, /3 > 0, and assume that limt+o #(t) = 0. Then $(t) is absolutely 
continuous on [0, 00). 
Proof. Given E > 0 choose 7 > 0 such that t,6(~) < ~12 and 
then choose 6 > 0 satisfying 6 max{avx(q)-l, /-!$J~(~)-~) < e/2. Let 
11 ,I, ,***, I, be disjoint subintervals of [0, a) with &=r ~(1~) < S, 
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where ,A is the Lebesgue measure, and let Ii = [ai, bi]. Then we have 
that 
& [cpx(bi) - 9&i)] = ,;, ([b,/w(h)] - [ai/w(41> 




This proves Lemma 2.5. 
Let X be a r.i. space with fundamental function I. The proof of 
Lemma 2.5. shows that yx(t) is absolutely continuous in any interval 
[E, co) with E > 0, and therefore dyx/dt exists almost everywhere. 
Let dqx/dt exist at some t, > 0, then the following inequality holds: 
kz&J/d~ < rpxw-l = F%px(ml * (2.13) 
Indeed, for every positive h we have that 
h-1[9J&o + h) - cpx(b)l = W(h + h) * R&l + 4-l - tw(Wl 
G w’(w = t?Jx(4dto * 
3. THE LORENTZ SPACE A(X) 
The Lorentz A spaces play an important role in interpolation 
theories (see, e.g., Refs. Cl, 5, 8,9, and 133). In this section we associate 
with each r.i. space X a Lorentz space A(X) and study some properties 
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of this space. Let Z denote the set of all integrable simple functions on 
(0, co). Hereafter we will restrict ourselves to r.i. spaces X which 
contain Z as a dense subset. Thus, for example, L,(O, 00) will not be 
considered here but Lmc(O, co) = the closure of Z in L,(O, co) will be. 
DEFINITION 3.1. Let X be a r.i. space with a concave fundamental 
function I. Then A(X) is defined to be the space of all measurable 
functionsfe X with //f]ln(x) = Jzf*(~) d&t) < co (cf. Ref. [8]). 
If limt+s am = 0 then A(X) is the Lorentz space Am’, 1) in the 
terminology of Ref. [4]. Indeed, by Lemma 2.5, Jrf*(~) &(x) = 
J,~*(s) P)~‘(s) ds for every f E d(X) and since yx is concave, yx’ is 
nonincreasing and hence, by Ref. [4] 11 *I/A(x) is a rearrangement 
invariant norm under which A(X) is complete. If, on the other hand, 
lim t-10 p)x(t) = ~4 > 0 th en A(X) is not a Lorentz space in the usual 
sense but still shares many of the important properties of a A space. 
By Lemma 2.5 y*(t) is absolutely continuous in any interval [E, co) 
with E > 0 and therefore j/f Iln(X) = M 11 f lIL + lim,,, Jrf *(s) vx’(s) ds. 
It is clear that II * lln(X) is rearrangement inviriant in this case too. 
The following result explains why Lorentz spaces are so convenient 
for the investigation of interpolation properties (cf. Ref. [9]). 
LEMMA 3.2. Let X be a r.i. space with a concave fundamental 
function TX(t). Let J be the set of allfinite collections 01 of disjoint subsets 
Ela, E,~,..., E;(,) with 
where p is the Lebesgue measure. Denote by F, the span of {xEdm}r2’ 
andputF = (J,,,F, . Let T be a convex function dejined on U(A(X)) r\ F, 
where U(Z) denotes the unit ball of the normed space Z. Then 
sup{ Tf : f e t&l(X)) n F} 
(3.1) 
G suP{Tf :f = (xa -xd I~)x(P(~ + 14% 1.44 P(B) < 00, CL@ f-7 4 = 01. 
Proof. Let 01 E J; then for any sequence {a(}T2) of scalars 
II xF$) aixE,b: Ilntx) = x72’ a,*d,(a), where {ai*} denotes the decreasing 
rearrangement of {I a, I} and di(a) = p)& * i) - qx(pu * (i - 1)). In 
view of the concavity of vx , {di(a)j is a nonincreasing sequence and 
therefore F, is a finite dimensional Lorentz space. It is known and 
easy to see that every extreme point of the unit ball of such 
a space is of the form (xA - xB)// xA - xB I] with A = UieVI E,a 
and B = UrcCz E,“, where (TV and crz are disjoint subsets of (1,2,..., n(a)]. 
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It follows that 
sup{ Tf : f E F n U(A(X))} 
G SUPW : f = (XA - XBhJX(P(4 + PPN, PL(A n B) = 01. 
This proves the lemma. 
COROLLARY 3.3. Let X be a r.i. space and let X0 denote the same 
space under the equivalent norm 11 */I,, of Lemma 2.1. Then we have that 
and 
!If Ilx, G Ilf IlnLr,) for every f E /1(X,) (3.2) 
for every f EF. (3.3) 
Proof. The function Tf = I( f llxO is a convex function on 
U(A(X,)) n F. Given f E U(A(X,,)) let (fn} be a sequence in F such 
that fn + f * and 0 < fn(t) < fn+l(t) < f*(t) almost everywhere. 
Then by (1.2) and L emma 3.2, and because Tf = Tf *, we have 
This proves (3.2). To prove (3.3), put Sf = I $r fhx I; then Sf is a 
convex function defined on U(A(X,)) n F. It follows from Lemma 3.2 
that 
G SUPMX,4 - XBYK&(A) + /-@))I : P(A n B) = 0, P(4 P(B) -=C 4. 
But by the definition of u(t) = TX,(t) in Lemma 2.1, we get that 
and therefore sup{Sf : f EF n U(A(X,,))} = 1, and (3.3) is thus 
proved. 
DEFINITION 3.4. Let 0 < a,, < 01, < 1 be given. We define 
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Q(,o 9 elm) to be the set of all measurable functionsf(t) integrable on 
every finite interval and satisfying the inequality 
minii?, tam }< lstf*(u) du/JIf*(u) du < max{P, P} (3.4) 
0 
for all s, t > 0. 
In Section 5 we will need the following Semenov’s 
PROPOSITION 3.5. (Theorem 1 of Ref. [9]). Let X be a r.i. space 
containing Z as a dense subset and assume that 0 < 0~~ < p,,(X) < 
Pm(X) < Kc < 1. Then there exists a constant K such that the inequality 
llfllx < K - SUP Ij+~f(t)&) dt : g E VX’) n Qb,, G)/. (3.5) 
holds for every f E X. 
4. CALDER~N’S INTERPOLATION THEORY FOR OPERATORS 
OF WEAK TYPE 
In this section we reformulate certain interpolation theorems of 
A.P. Calderon [Z] in a more general form. These results were originally 
proved in the situation where the “end point” spaces Xi , Yr , X, , and 
Yz were L,(O, co) spaces; however, with only minor changes, if 
X1 = Yr and X, = Yz , the same assertions can be proved under the 
assumption that X, and X, are r.i. spaces containing Z (the set of all 
integrable simple functions) as a dense subset. 
DEFINITION 4.1. Let X and Y be r.i. spaces and let T be a linear 
operator which maps Z into the space of measurable functions. Then T 
is said to be of weak type (X, Y} if there is a constant c such that for 
every f E Z and almost all t it is true that 
The minimal c for which (4.1) holds will be called the weak {X, Y} 
norm of T and will be denoted by I/ T (IwCx,yl .
Remark 4.2. Let X, Y be as above and let X,, , Y, be the same 
spaces renormed (as in Lemma 2.1) such that yx, and qr, are concave. 
Then it follows easily from (3.3) that T is of weak type {X,, , Y,} if it 
is of weak type (X, Y}. Also, every bounded operator from X,, to Y, 
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is of weak type {X0, Y,,}. Indeed, by the statement on the averaging 
projections (2.7), 
where II T II~x,,~,} denotes the norm of T as an operator from X0 to Y0 , 
the last inequality following from (3.2). 
Given two pairs cr = ({X1 , Y1}, {Xz , Ya}) of r.i. spaces with 
concave fundamental functions, such that p&X1) > p&X,), following 
Ref. [2] we put 
and 
It is shown below that lim,,, Y(s, t) = 0 and therefore, by Lemma 2.5, 
@(s, t) is defined almost everywhere and since Y(s, t) is a concave 
function of s for every t > 0 we get that @(s, t) is nonincreasing in s. 
Let S(a) be the operator defined by 
LEMMA 4.3. Let u = ({Xl , Y,}, {X2, Y,}) and S(a) be us above 
and amume that p&X,) > p,(X,). Then S(u) is of weak type {Xi, Yi} 
for i = 1,2. 
Proof. We first note that for every h, t > 0 we have 
I h @(s, t) ds = Y(h, t). 0 (4.2) 
This equality is a consequence of Lemma 2.5 because pO(Xr) > 0, 
and therefore, for s small enough, by (2.8) 
$(s, t> G wIwlP)Ylw G ~&Yp)X~1) * wss Xl> 
< 9’r,(t)-1yJxl( 1)* S@++ * 0 
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provided that E is chosen small enough. Let f be an integrable simple 
function. Then because @(s, t) is decreasing in s for every t > 0 and 
Jr @(s, t) f (s) d ’ s is d ecreasing in t we get by (4.2) that 
It follows that for every f E Z, yYl(t)[S(u)f]*(t) < Jzf*(s) dp)xJs); 
hence, S(a) is of weak type {Xi , Vi}, i = 1, 2, and Lemma 4.3 is 
proved. 
The next two results, like the preceding lemma, have analogs in 
Ref. [2]. The proofs of these analogs, Theorems 8 and 9 of Ref. [2], 
are powerful enough to yield the following 
PROPOSITION 4.4. Let X, , X, , Yl , Yz be as above, let T be a linear 
operator of weak type {Xi , Y+}, i = 1,2, and assume that 11 T ~~o~x,,ri~ < 1. 
Assume further that there are constants N and 6 such that for every t > 0 
and 
Then there is a constant c which depends only on 6 and N such that 
(Tf)*(t) < c[S(o)f]*(t) almost everywhere. 
PROPOSITION 4.5. Let X, , X, , Y, , and Y, be as above and assume 
that (4.3) and (4.4) are satisfied. Assume further that f E .Z and that g is 
measurable. Then a necessary and sufficient condition for the existence of 
an operator T of weak type {Xi , Yi) such that Tf = g is that there is a 
constant c with g*(t) < c - [S(a)f ] *(t) almost everywhere. 
The proof of Proposition 4.4 is essentially the same as the proof of 
Theorem 8 of Ref. [2]. In fact, we have only to replace tm by 6t, 
P/pi) by Fyi(t), and s(llP+-lds by dp)xd(s) on p. 291, and use integration 
by parts several times. Proposition 4.5 follows from the proof of 
Theorem 9 of Ref. [2], Lemma 4.3, and a well-known interpolation 
theorem. 
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5. INTERPOLATION THEOREMS 
We begin this section with an interpolation theorem for operators 
of weak type in Lorentz spaces. 
THEOREM 5.1. Let XI , X, , and X be r.i. spaces, each containing 2 
as a dense subset, with concave fundamental functions y1 , v2 , and ‘p 
respectively. 
(a) Assume that 
PO(&) > PC&v b POW > Pcom!)* (5.1) 
Then every operator T of weak type {Xi , Xi} i = 1, 2 is a bounded 
operator on A(X). 
(b) If, instead of (5.1), we assume the existence of +, and ace such 
that po(Xl) > em , p&G) -c ao, a, > ao, and 
for all t > 0, then there is a constant K. depending on yI , qz , 01~ , and 
01, (but not on 9’) such that every operator T with I/ T Ilw(xi,x,j < 1 
satisfies the inequality 11 T Il{n(x~,n(x)I < K, . 
Proof. We first prove (a). 
In view of Proposition 4.4 it suffices to prove the following two 
assertions: 
(i) There are constants N and 6 such that the inequalities (4.3) 
and (4.4) are satisfied; 
(ii) The operator s(u) is bounded on A(X). 
To prove (i) let E = 4-l - min{po(Xl) - P=GO PO(X) - p=JXJI and 
choose 6 = B(E) such that (2.8), (2.9), (2.11), and (2.12) hold for 2 
replaced by each of the spaces X1, Xa , and X. Then for s < 6t 
we have by (5.1) the inequality 
G (s/t) Dco(xz)+c d m(s/t, X2) < y&)/9)&). (5.3) 
Similarly, it follows from (5.1), (2.9), and (2.12) that for s > 6-l - t 
one has 
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For St < s < 6-l - t we have the trivial inequality 
N = M(S-‘, X,)/?r@, Xl). 
The inequalities (5.3), (5.4), and (5.5) yield (i). 
To prove (ii), we first observe that by Lemma 3.2 it suffices 
to show the existence of a constant K such that for all h > 0 
II W x[~,~I LW < K II x[~,~I LW . We divide the integral 
00 co 
ss W, 4 xto,ds) ds 440 = II S(o) X[O.~I Ilm 0 0 
into three parts and estimate each part separately. Since 
~l(~Ydt) G %.(%2(~) for s < 8t 
we get that 
jm j”” W> 4 x[o,d4 ds ddt) = sm s”” v&Y * kW4 . x[o,ds) ds 44. 
0 0 0 0 
By (2.13) the last integral does not exceed the number 
A = j,” jr hJ#?4~)1 X[o.d4 * s-l ds d9JW 
Substituting s = tu and using (2.8) and (2.9) we get that 
s 8 = U 2)&&E-l 0 [j; XEo,h,(~t) dp(t)] du = j: .90(x1)-C-1 *cp(h/u) du 
““‘xl’-‘-‘[cp(h/u)/~(h)] du < v(h) j: zP(~~)-‘-~M(u-~, X) du 
< ,#) j; &X+E-l-p,(X)-Fdu < ICI . q(h), 
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where Kr = 2[p,(X,) - p,(X)]-l * 81/2[po(z+~m(X)1, the last inequality 
following from (5.1) and the definition of E. Similarly, because 
9)2(#p2(t) < ~l(s)/~l(~) for s 2 6-lt we get that 
m m 
SI 
% 4 x[o,d4 ds 4(t) 
0 a-1.t 
Again, by (2.13) the last integral does not exceed 
B= O” m ss 0 8-lt M4hWl xro.i&) s-l ds 444. 
Computations similar to the preceding show that 
where K2 = 2[p,(X) - pm(X2)]-1 * ~(~/~)[P~(X)-P~(~~)I. Finally, consider 
the remaining integral c = Jr J;;‘” @(s, t) xmd4 ds &W BY 
Lemma 2.5, @(s, t) exists for every t > 0 and almost every s > 0. 
Assume that @(s, t) exists at s0 and let k > 0. Then 
k-‘Wso + k t) - Wo , 4 < ~~5 W’~&-‘[q& + k) - q&)-j>. 
However, for each i = 1,2, 
and therefore 
Using this estimate we get that 
G r!nqj Jq+, &)I M(S-l, -q y(h) * 8-l 
by the same methods. Combining our estimates for A, B, and C 
we arrive at the desired inequality 
II ~(4(x[o.dllntx) G @I + K, + KJ ~(4 = WI + K, + KS) II x[o.a Ilnw 9 
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where K3 = A@-l, X) maxizl,s M{S-l, X,} 6-l. This completes the 
proof of (a). Suppose now that (5.2) is satisfied; then we choose 
E = 4-l . min{Po(Xl) - O1m , 01~ - p&X,)) and 0 < S = S(E) < 1 such 
that (2.8) and (2.9) are satisfied for Z = Xi and Z = X, . Proceeding 
as in part (a) and using (5.2) in estimating ~(h/u)/~(h) we get that 
II S(o) xra,h~ IIA(x) G Wl + G + KS) dh), where 
Kl = &!24l(X,) - %1-1, 4 = Go - P&&Y, 
and 
KS = [rp;? ill@, Xi)] S-“==-‘. 
Recalling that S and N (of part (a)) depend only on y1 and ~a , 
and that the constant c of Proposition 4.4 depends only on S and N, 
we get that any operator T with I/ T 11 o(xI,xI1 < 1 satisfies the inequality 
II T I~~A(x),~cx)) < K. , where K. = c(& + & + G). This proves (b). 
We are now ready to prove our main result, 
THEOREM 5.2. Let Xl , X, and X be r.i. spaces on [0, 00) each 
containing .Z as a dense subset. Assume that p,(Xl) > pa(X) >, 
p,,(X) > p,(Xz). Then there is a constant K,, such that for every linear 
operator T with I( T [I o(x,,xi) d 1, i = 1, 2, we hawe I/ T lI(x,x) < rC, . 
Proof. Without loss of generality we may assume that the 
fundamental functions of X, , X, , and X are concave. Indeed we can 
renorm each of these spaces by the equivalent norm introduced in 
Lemma 2.1. Call the renormed spaces Xlo, Xzo, and X0, 
respectively, then, by Remark 2.3, po(XJ = p,(X,“), pa(X) = p,(XO), 
p,(X) = p,(XO), andp,(&) = p&W. Also, yx,o , F~,O , and qxo are 
concave and by Remark 4.2 every operator of weak type {Xi, Xi} 
is of weak type (Xio, Xio). Moreover, it is easy to see that 
II TII 0(x0,x0} < 2 II T llW{Xi,Xi) and also that II TII{x,x) < 2 II TIl(x~,x~) ; 
hence it really suffices to consider spaces with concave fundamental 
functions. 
Let h E U(X’) n Q(, , a,) and denote by A(h) the space of all f E X 
such that jl f (ln(h) = Jr f *(s) h*(s) A < co. Then A(h) is a Lorentz 
space and qAlh)(t) = Jr x[~,~~(s) h*(s) ds = Ji h*(s) ds. But since 
h E Qn(ao , elm) we get by (3.4) that 
vAc,,(st)/pA&s) = 1:” h*(u) drr/J: h*(u) du < max{tuO, P-o) for all t > 0. 
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It follows from Theorem 5.1 (b) that 
where KO is independent of h. Using Proposition 3.5 we finally get 




a (Tf)*(s) h*(s) ds : h E U(x') n L?(% , am)/ 
0 
G K + Ko llfllx . 
This concludes the proof of Theorem 5.2. 
Remark 5.3. Since Calderbn’s Proposition 4.4 is proved for quasi- 
linear operators it is easy to see that Theorems 5.1 and 5.2 hold for 
quasilinear operators as well. 
It is very likely that a partial converse to Theorem 5.2 is true, viz. 
Conjecture 5.4. Let X1 , X, , and X be as in Theorem 5.2 and let 
$+,(X2) > 0. Assume that every operator of weak type {X, , X,} is 
bounded on X. Then pa(X) < p,(X,) and pa(X) > pa(X,). 
Remark 5.5. A sequence {en} in a Banach space X is called a basis 
if every element x E X has a unique representation x = Cl, x(n) e, , 
where {x(n)} is a sequence of scalars. A basis {e,} is said to be symmetric 
if 1) Ckn,l ane, 1) < [) C”,=r &ea(n) /) for any permutation n(n) of the 
positive integers, whenever I 01, I < I j& I, n = 1, 2 ,..., k. 
Let X be a Banach space with a symmetric basis {e,> and define the 
fundamental function TX(k) by 
i 
0 if k=O 
if k>l. 
am = jnf IJog Wk, X)/log 4 
/ ho = ;~y [log 44 -Vog 4 
Then, as in Section 2, p,(X) = limk,, [log M(k, X)/log k] and 
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PO(X) = limb, [log nz(K, X)/log K]. Let X and Y have symmetric 
bases {uJ and {z+J, respectively, and denote by S the linear space of 
all scalar sequences. Put S, = (I E S : z(n) # 0 for only finitely 
many n> and let T be a linear operator from S, to S. We say that T is 
of weak type (X, Y} if there exists a constant c such that for every 
x(n) E S, and y(n) = T[x(n)] we have 
k=l 
forall n>, 1, 
where x*(n) and y*(n) denote the decreasing rearrangements of x(n) 
and y(n), respectively. It is possible to prove Theorem 5.2 for 
operators of weak type (X, , Xi> in spaces with symmetric bases. 
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