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Abstract
The fair placement of a facility often depends on other existing players and on an
optimal assignment map of clients to these facilities. This problem arises in various
contexts in decision mathematics such as, for instance, location theory in operational
research and the interdisciplinary area of regional science. The random nature of client
sites is implemented in our location-design model by relying on the Monge-Kantorovich
mass transference problem. The criterion function to minimize is the Wasserstein dis-
tance between the unknown source mass distribution of clients and the partially known
target mass distribution of facilities. A class of strongly consistent estimators of the
optimal location and the best capacity constraint for the new facility is proposed.
These estimators are shown to achieve the promising root-n speed of convergence.
Explicit characterizations of both population and empirical optimal solutions are pro-
vided. There is in particular an interesting connection with quantile theory when the
capacity constraint is prescribed, leading to the asymptotic normality of the optimal
location estimator. Some simulation evidence is presented to evaluate the finite sample
performance of the proposed estimators, where encouraging results are obtained. The
ideas are also illustrated via efficient positioning of new monitoring stations in order
to reinforce border controls between neighboring countries.
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1 Introduction
The problem of finding an optimal location occurs in many fields such as economics, geo-
marketing, environment, public health and other areas. For example, in the public sector,
government agencies must decide about the location of training establishments, adminis-
trative offices, hospitals, weather monitoring stations, etc. Likewise, in the business world,
industrial firms have to locate manufacturing and assembly plants as well as warehouses.
Two standard approaches can be distinguished: continuous models assume that the new
facility site can be placed anywhere in some feasible region in the Euclidean plane R2 (or
the three dimensional space R3 if, for instance, antennas are to be located), while network
models assume that the new location can be placed either on the nodes or the edge-segments
of the network. The search of the optimal location of a new facility (or a set of new facilities)
depends frequently on the existing ones and on an optimal way of assignment of clients to
these facilities so as to minimize a given cost function and balance the workload of facilities.
In such cases we talk about a location-allocation model. When this model is also asked to
determine the facility’s best capacity constraint (e.g. facility size), we will talk about loca-
tion and design of the facility. Classical examples of a facility to be located so as to provide
a service at a minimal cost include locating a new store that minimizes the cost of supplying
the stores already present in the market and satisfies customers’ demand, locating a new
plant that minimizes the transportation cost of workers to plants, or locating a warehouse
facility that minimizes shipping costs from raw material centers subject to given prices. We
refer the reader to ReVelle and Eiselt (2005) [19] for a nice survey and synthesis on location
analysis.
In this paper, we explore the location-design problem in “dimensionless” environments
including graphs (networks where only two edges can meet at the nodes) and any continuous
R2-path, route, itinerary or circuit without split such as rivers, highways, land borderlines,
migratory itineraries, flyways, railways, bus routes, to name a few. In our terminology, the
dimensionless location space is only used in order to reduce the travel distance between clients
and facilities to the standard Euclidean distance on a line, although ultimate applications are
far less limiting. Extensions to more general networks and continuous areas will be discussed
in Section 6. A motivating application that we consider in this article is concerned with the
establishment of a modern monitoring station along the Moroccan-Algerian border in order
to better coordinate monitoring with the traditional customs checkpoints and posts of border
guards against illegal immigration and smuggling activities, under capacity constraints on
the size of surveillance staff. Similar considerations apply evidently to any other practical
situation where a new facility has to be located conditionally to existing ones in a given
dimensionless zone such as, for instance, the positioning of a new phone mast in such a way
to reduce the overall allocation cost to mobiles and to relieve the overload of some existing
base stations in terms of number of calls (see, e.g., Altman et al. (2009) [1]).
A large part of location theory in the operations research literature and in the interdisci-
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plinary area of regional science deals only with deterministic formulations of location models
and with computational procedures to find the optimal new location. Typically the optimal
candidate facility site is the argument-minimum of an optimization problem parameterized
by the locations of clients. Although the random nature of these locations has already been
recognized, it is often ignored in this research area or addressed with very naive tools. Few
models consider that the environment may change and introduce a ‘random’ or ‘stochastic’
or ‘uncertain’ dimension to the problem. Cooper (1974) [8] suggested a stochastic extension
of the classical Weber problem (also known as the continuous location-allocation problem)
with independent Gaussian random locations by minimizing the expected cost. Drezner
(1985) [11] analyzed the sensitivity of the optimal location in the Weber problem to small
fluctuations in the demand locations. Logendran and Terrell (1988) [13] considered stochas-
tic demand for the treatment of uncapacitated plant location-allocation problems. Zhou and
Liu (2003) [26] introduced new stochastic models with a hybrid intelligent system for ca-
pacitated location-allocation problems. Snyder (2006) [21] provided a nice review of facility
location models under uncertainty. Recently, Bonneu and Thomas-Agnan (2009) [4] have
modeled the random nature of some clients’ characteristics through a spatial point process,
but further validation of the method is still needed.
The purpose of the present paper is to first propose a rigorous mathematical formulation
of the location-design model by incorporating into the optimization problem the random
nature of clients’ locations. The objective to minimize in that problem is related to the total
cost involved by the allocation of clients to facilities under capacity constraints. It describes
how a client’s attraction towards a facility is obtained. Our probabilistic formulation of this
objective is justified by making use of the Monge-Kantorovich modeling of mass transference.
In this formulation, an appropriate cost function, an unknown continuous probability mea-
sure representing the distribution of the random client sites, and a partially known discrete
measure corresponding to the existing and new capacitated facilities are given. The Monge-
Kantorovich problem asks for the existence of a transport plan to move the mass associated
with the first continuous measure and distribute it according to the second discrete measure,
while preserving mass transference and minimizing the total cost of the transportation (see,
e.g., Villani (2003) [25] for a modern overview). The crucial mass-preserving property is
ignored in all the references cited above. Some authors do provide existence and character-
ization theorems of an optimal transport plan and the underlying total cost (e.g., Rachev
(1985) [16], Rachev (1991) [17], Cuesta-Albertos and Tuero-Diaz (1993) [9] and Gangbo and
McCann (1996) [12]).
The achieved minimal total transference cost in the Monge-Kantorovich problem de-
fines the theoretical objective function in our location problem. Existence theorems of a
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minimizing location can be obtained from McAsey and Mou (1998) [14], where a similar
connection between the mass transport problem and optimal locations can also be found.
The capacity constraint for the new facility is, however, assumed to be prescribed in McAsey
and Mou (1998). A novelty of our approach is to incorporate its choice into the decision
process as it is often not fixed in advance. Most importantly, different from McAsey and
Mou (1998), we do not assume the source mass distribution of clients to be known since
only a sample of client locations is typically observed in practice. It is then natural to try to
estimate the theoretic optimal location and best capacity constraint for the new facility from
the available data. This can be achieved by substituting the unknown probability measure
with its empirical counterpart. What actually distinguishes this paper is its emphasis on the
characterization of explicit optimal solutions and the study of the integrity of the proposed
estimators from a mathematical statistics perspective.
For the natural choice of the cost function as the squared Euclidean distance, the objective
function can be thought of as the L2-Wasserstein distance between the source mass distribu-
tion of clients and the target mass distribution of facilities. Using ideas from M-estimation
(van der Vaart and Wellner (1996) [24] and van der Vaart (1998) [23]) in conjunction with
a Central Limit Theorem for the Wasserstein distance (del Bario, Gine´ and Matra´n (1999)
[10]) and an elegant device on calculation of the Wasserstein distance (Vallander (1973)
[22]), we obtain strongly consistent estimators of the true optimal location and capacity
constraint that achieve the root-n speed of convergence, as the number n of clients tends
to infinity, under minimal conditions. In particular, we provide an interesting connection
between the locational M-estimation problem and quantile theory, showing the asymptotic
normality of the optimal location estimator when the underlying capacity constraint is pre-
scribed. This allows to derive a fully operational asymptotic confidence interval for the true
optimal location.
The rest of the paper is organized as follows. Section 2 describes in detail the proposed
location-design model. Section 3 presents explicit characterizations of both population and
empirical optimal solutions, along with the asymptotic properties of the estimated optimal
location and capacity constraint. Section 4 illustrates the utility of the proposed methodol-
ogy through simulations and some Monte Carlo evidence. Section 5 returns to our motivating
application on Algerian-Moroccan border controls and explores the positioning of a new mon-
itoring center. The utilized data set and implemented codes for our method can be found at
https://gremaq.univ-tlse1.fr/perso/laurent/code/daouia_VanKeilegom.html. Sec-
tion 6 concludes with some results and directions of future research. The Appendix provides
necessary mathematical proofs.
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2 Model formulation
We assume that the location domain of interest has the form of a network with only two
edges that can meet at the nodes, or any other R2-circuit that can be converted into a line
segment D. For instance, the Algerian-Moroccan land border shown in Figure 1 can be
deformed into a straight line of some 1,559 km [968 miles] long. Conversely, the original
borderline can easily be recovered from the transformed line segment by making use of
existing R packages in spatial statistics as described below in Section 5. Our main focus is
to determine the optimal position for a new monitoring station that the Moroccan authorities
can open in the busiest borderline connecting the coastal town of Saidia to the eastern city
of Figuig. A zoom in on this borderline that stretches some 450 km [279 miles] is displayed
in Figure 1.
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Figure 1: The Sahel region and the Algerian-Moroccan borderline that stretches some 1,559
km, along with a zoom in on the Moroccan eastern border connecting the coastal city of
Saidia to the eastern city of Figuig over a distance of 450 km, the Strait of Gibraltar, and
the enclaves of Ceuta and Melilla.
Let N be the total number of clients and X1, . . . , XN be their locations in the transformed
R-domain D. In our motivating application of monitoring center placement, the clients are
interpreted as being the sub-Saharan illegal immigrants, who want to join Europe via Mo-
rocco, and the smugglers and drug traffickers who take advantage of the climate of insecurity
prevailing in the Sahel region. We thus consider a general setting where the client sites Xi
may vary over time, but the dataset at hand upon which we base the long term decision
of positioning a new facility is just a picture of the situation at a given time. This kind of
static location modeling is based on the implicit assumption that the time or effort needed
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for the illegal immigration and contraband smuggling to react is long enough to harvest the
main benefits of the new monitoring site.
The probability space on which the random variables Xi are defined will be denoted in
the sequel by (Ω,A,P). The number N of clients can also be modeled as random. In this
paper, we confine ourselves to the conditional deterministic setting N = n, and assume the
Xi’s given N = n to be independent and identically distributed copies of a random variable
X.
The locations {y1, . . . , yJ} of J existing facilities (traditional customs checkpoints and
groupings of border guards) and their associated capacities {z1, . . . , zJ} (corresponding num-
ber of customs officers and border patrol agents) are also available. The yj’s and zj’s are
naturally considered as non-random quantities. We denote by yJ+1 and zJ+1, respectively,
the unknown location of the new facility and its capacity constraint. The determination
of yJ+1 when zJ+1 is prescribed, or the pair (yJ+1, zJ+1) when zJ+1 is unprescribed, should
be realized in such a way to minimize a given cost function and balance the workload of
facilities.
The objective we want to minimize is related to the total cost involved by the allocation
of clients to the set of facilities YJ+1 := {y1, . . . , yJ+1}. This is clearly a problem belonging
to the Monge-Kantorovich modeling of mass transference (see, e.g., Villani (2003) [25]). Let
µ be the common probability measure of the Xi’s supported on the domain D and let
ν(yJ+1, zJ+1) :=
J+1∑
j=1
qj(zJ+1) δyj (1)
be a measure supported on the set YJ+1, where δyj is the point mass concentrated at yj and
qj(zJ+1) = zj/
J+1∑
j=1
zj
is the normalized capacity constraint for the facility located at yj. The measures µ and
ν(yJ+1, zJ+1) describe, respectively, the source mass distribution of the domain of clients D
and the target mass distribution of the set of facilities YJ+1, with equal total weight given
by µ(D) =
∑J+1
j=1 qj(zJ+1) = 1. The initial distribution of mass µ is to be transported from
the region D to the set YJ+1 so that the result is the final distribution of mass ν(yJ+1, zJ+1);
all the mass should be transported to the target points y1, . . . , yJ+1, with weights given
respectively by q1(zJ+1), . . . , qJ+1(zJ+1). For simplicity of notation we set hereafter
νJ+1 := ν(yJ+1, zJ+1) and qj := qj(zJ+1) for every j = 1, . . . , J + 1.
Assuming that the capacity constraint zJ+1 of the new facility is prescribed and that its
location yJ+1 has been found, a way of transportation or a transference plan shall be modeled
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by a distribution pi in the class Π(µ, νJ+1) of joint probability measures on the product D×D
with marginals µ and νJ+1. Informally, dpi(x, y) measures the amount of mass transferred
from location x to location y. If a continuous non-negative function c(x, y) on D× D is the
cost (per unit mass) for transferring the mass from x to y, then the total transportation cost
is given by
Ic[pi] =
∫
D×D
c(x, y) dpi(x, y). (2)
The minimum of (2) over the space Π(µ, νJ+1), referred to as the Kantorovich functional,
exists under general conditions on µ and c (see, e.g., Rachev (1985) [16] and Gangbo and
McCann (1996) [12]). The Kantorovich’s optimal transportation problem is to find the
transference plan pi that minimizes (2). That optimal pi has limited practical use in our
location problem, especially when it allocates clients of the past in a situation of the future
as it is the case, for instance, in border lands’ surveillance. It is performed in our setup just
as a kind of in-between step for our ultimate interest in estimates of yJ+1. Knowing the
capacity zJ+1 of the new facility, the optimal location shall naturally be defined as the point
that minimizes the Kantorovich functional (i.e., the minimal total cost)
Ac(µ, νJ+1) = inf{Ic[pi] : pi ∈ Π(µ, νJ+1)} (3)
among all possible points yJ+1 in D. Consistent estimators that “nearly” minimize the em-
pirical version of (3) have been initiated by Bonneu and Daouia (2010) [5]. The convergence
of the total transportation cost has been analyzed in several mathematical contexts (see,
e.g., Rachev and Ru¨schendorf (1998) [18] and Bouchitte´ et al. (2002) [6]).
In the present paper, we consider the original Monge’s mass transportation problem,
where it is required that no mass be split, that is, to each client is allocated a unique facility.
Monge’s definition of a transference plan appears to be more natural: it asks for the existence
of a measurable map T : D −→ YJ+1 such that pi in (2) has the special form
dpi(x, y) = dµ(x) δy[T (x)].
The corresponding total transportation cost Ic[pi] becomes
Iµ,c[T ] =
∫
D
c(x, T (x)) dµ(x) = E [c (X,T (X))] (4)
(see, e.g., Villani (2003) [25]) and the condition pi ∈ Π(µ, νJ+1) in (3) translates into the
mass-preserving property
νJ+1 = T#µ,
i.e., T transports µ onto νJ+1, or equivalently, νJ+1 is the push-forward or image measure of
µ by T . In terms of capacity constraints, this condition reads as
qj = µ[T
−1(yj)] = P{X ∈ T−1(yj)} for every j = 1, . . . , J + 1. (5)
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The criterion function we want to minimize is thus the total cost Iµ,c[T ] in (4) among all
locations yJ+1 ∈ D and measurable maps T satisfying (5).
In summary, when the capacity zJ+1 of the new facility is prescribed, an optimal policy
for defining its location in such a way to reduce the overall allocation cost of facilities to
clients and to relieve the overload of some existing facilities, is as
y∗J+1 = argmin
yJ+1∈D
inf{Ic[pi] : pi ∈ Π(µ, νJ+1)}
or equivalently, under Monge’s formulation,
y∗J+1 = argmin
yJ+1∈D
inf{Iµ,c[T ] : νJ+1 = T#µ}.
The existence of y∗J+1 can be derived under fairly general conditions on µ and c by adapting
the proof of Theorem 2 in McAsey and Mou (1998) [14] to our conditional setting where
only the new facility has to be located given existing ones.
The statistical problem is now to estimate the unknown theoretical location y∗J+1 from
the observations Xi, i = 1, . . . , n. A natural estimator is the sample counterpart obtained
by replacing µ in the definition of y∗J+1 with its empirical version µn := (1/n)
∑n
i=1 δXi , i.e.,
yˆ∗J+1,n = argmin
yJ+1∈D
inf{Ic[pi] : pi ∈ Π(µn, νJ+1)}
or
yˆ∗J+1,n = argmin
yJ+1∈D
inf{Iµn,c[T ] : νJ+1 = T#µn}.
To simplify the discussion, we use the square of the Euclidean distance d(x, y) = |x− y|
to proxy the travel cost, that is, c(x, y) := d2(x, y). By definition of y∗J+1 and yˆ
∗
J+1,n, we then
have the following identities
y∗J+1 = argmin
yJ+1∈D
W2(µ, νJ+1), yˆ
∗
J+1,n = argmin
yJ+1∈D
W2(µn, νJ+1) (6)
where
W2(µ, νJ+1) :=
(
inf
pi∈Π(µ,νJ+1)
∫
D×D
d2(x, y) dpi(x, y)
)1/2
(7)
stands for the L2-Wasserstein distance between the measures µ and νJ+1, and W2(µn, νJ+1) is
the L2-Wasserstein distance between the empirical measure µn and νJ+1. If µ is non-atomic,
the general Kantorovich formulation (7) is equivalent to the Monge transport formulation
(Ambrosio (2003) [2]):
W2(µ, νJ+1) =
(
inf
T#µ=νJ+1
E
[
d2(X,T (X))
])1/2
.
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When the unknown measure µ is substituted by the empirical estimate µn, the resulting
Wasserstein distance W2(µn, νJ+1) benefits from the closed form expression described in
Proposition 2 below.
The capacity constraint zJ+1 of the new facility is often not fixed in advance, and hence
it is natural to incorporate its choice into the decision process. A more advanced method
is thus the determination of the best capacity z∗J+1 in a given set Z ⊂ (0,∞) together with
the optimal location y∗J+1 in the domain D that minimize the total cost of transferring mass
from clients to facilities. By applying the same scheme described above, we arrive at the
optimal joint quantities
(y∗J+1, z
∗
J+1) = argmin
(yJ+1,zJ+1)∈D×Z
W2(µ, νJ+1), (yˆ
∗
J+1,n, zˆ
∗
J+1,n) = argmin
(yJ+1,zJ+1)∈D×Z
W2(µn, νJ+1).
(8)
The existence of both (y∗J+1, z
∗
J+1) and (yˆ
∗
J+1,n, zˆ
∗
J+1,n) is automatic as will be seen below.
The same considerations apply evidently to multi-facility locations. Such a location-design
model may not work directly for other problems studied in the literature of location theory,
but it forms the basis on which more complex models may be built. One may want to
incorporate characteristics of the population of clients as random marks when they are
available. Other important factors determining facility locations, such as facility construction
and maintenance costs, may be added as constraints while minimizing the transportation
cost and preserving mass transference.
3 Characterization and limit theorems
We suppose throughout this section that the client locations X1, . . . , Xn are independent and
identically distributed (i.i.d.) random variables supported on a compact D ⊂ R. We denote
their common cumulative distribution function by Fµ(·) and its empirical counterpart by
Fµn(x) = n
−1∑n
i=1 1I(Xi≤x), where 1I(·) stands for the indicator function. Let F
−1
µ and F
−1
µn
be, respectively, the left continuous inverses or quantile functions of the distributions Fµ
and Fµn [recall that for a distribution function F the quantile function F
−1 is defined by
F−1(t) = inf{x : F (x) ≥ t} for all 0 < t ≤ 1].
Knowing the distinct sites of the J existing facilities {y1, . . . , yJ}, our motivation is to
locate the new facility in a fair place y∗J+1 ∈ D\{y1, . . . , yJ} with either an imposed capacity
zJ+1 or an unprescribed capacity z
∗
J+1 to be also determined in an optimal way in a given
subset Z ⊂ (0,∞). In both cases, the theoretical and empirical objective functions to
minimize, only over yJ+1 in (6) and over (yJ+1, zJ+1) in (8), can be reformulated as
M(yJ+1, zJ+1) = W 22 (µ, ν(yJ+1, zJ+1)), Mn(yJ+1, zJ+1) = W 22 (µn, ν(yJ+1, zJ+1)). (9)
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3.1 Pure location problem
Here, the capacity zJ+1 of the new facility is prescribed and the corresponding true opti-
mal location y∗J+1 and its estimate yˆ
∗
J+1,n are obtained, respectively, as the minimizers of
M(yJ+1, zJ+1) and Mn(yJ+1, zJ+1) in (9) over yJ+1 ∈ D. Next, we show that both y∗J+1 and
yˆ∗J+1,n exist and can be characterized as quantiles of the distribution of client locations. We
denote the ascending order locations corresponding to the J existing sites {y1, . . . , yJ} by
y(1) < · · · < y(J), with q[j] being the normalized capacity constraint associated with y(j) for
each j = 1, . . . , J .
Proposition 1. For any zJ+1 > 0 fixed, the minimizers y
∗
J+1 and yˆ
∗
J+1,n of M(yJ+1, zJ+1)
and Mn(yJ+1, zJ+1) over yJ+1 ∈ D, respectively, exist and are interior points of D. Moreover,
there are (J + 1) candidate facility sites y∗J+1 and yˆ
∗
J+1,n given by
y∗J+1(`) = F
−1
µ (Q`−1 + qJ+1/2), ` = 1, . . . , J + 1,
yˆ∗J+1,n(ˆ`) = F
−1
µn (Qˆ`−1 + qJ+1/2),
ˆ`= 1, . . . , J + 1,
where Q`−1 =
∑`−1
k=0 q[k] with q[0] = 0.
This characterization offers a very simple method of finding the estimated optimal loca-
tion. It suffices to first evaluate the objective function Mn(·, zJ+1) only at the (J + 1) candi-
date facility sites yˆ∗J+1,n(ˆ`), ˆ`= 1, . . . , J+1. Then, we select the location yˆ
∗
J+1,n := yˆ
∗
J+1,n(
ˆ`
0)
where Mn(·, zJ+1) is minimal. This can easily be achieved by making use of the closed form of
the objective function stated in the next proposition. Here, for any given yJ+1 ∈ D, we denote
the ordered locations corresponding to the sequence {y1, . . . , yJ , yJ+1} by y(1) ≤ · · · ≤ y(J+1),
with q[j] being the normalized capacity associated with each y(j).
Proposition 2. For any location yJ+1 ∈ D and capacity zJ+1 > 0,
Mn(yJ+1, zJ+1) =
1
n
n∑
i=1
X2i +
J+1∑
j=1
qj y
2
j − 2
n∑
i=1
X(i)
J+1∑
j=1
λij y(j),
where λij =
(
i
n
∧Qj − i−1n ∨Qj−1
)
+
, with Qj =
∑j
k=0 q[k] and q[0] = 0.
The characterization in Proposition 1 of the optimal locations also forms the basis of a
straightforward method for deriving an asymptotically normal estimator and finding asymp-
totic confidence bounds for the true optimal solution y∗J+1. Since there exists an index
`0 ∈ {1, . . . , J + 1} such that y∗J+1 = y∗J+1(`0), we have that y∗J+1 is identical to the pop-
ulation quantile F−1µ (Q`0−1 + qJ+1/2). Therefore, y
∗
J+1 can be estimated by the sample
quantile F−1µn (Q`0−1 + qJ+1/2) as well. This estimator coincides with the candidate facility
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site yˆ∗J+1,n(`0), but not necessarily with the true optimal candidate yˆ
∗
J+1,n := yˆ
∗
J+1,n(
ˆ`
0) for
which Mn(·, zJ+1) is minimal. Indeed, nothing guarantees that `0 = ˆ`0 at least for finite
samples. According to Theorem 2.3.1 and Corollary A in Serfling (1980, p.75 and p.77)
[20], the sample quantile yˆ∗J+1,n(`0) is a strongly consistent estimator of y
∗
J+1, it achieves the√
n-speed of convergence and has a Gaussian limit distribution. Even more strongly, the full
fundamental quantile theory carries over automatically to y∗J+1 and yˆ
∗
J+1,n(`0). The latter
estimator is not yet fully operational because the knowledge of the index `0 is crucial for its
practical implementation. Next, we show that yˆ∗J+1,n(`0) ≡ yˆ∗J+1,n(ˆ`0) for all n large enough,
with probability one, under the minimal condition that
(H) Fµ is strictly increasing at y
∗
J+1 = y
∗
J+1(`0) /∈ {y1, . . . , yJ} with
min
1≤ 6`=`0≤J+1
M
(
y∗J+1(`), zJ+1
)
>M
(
y∗J+1(`0), zJ+1
)
.
This assumption is needed to ensure the standard condition in M-estimation that the solution
y∗J+1 of the pure location problem is a well-separated point of minimum of the objective
function M(·, zJ+1) or equivalently W2(µ, ν(·, zJ+1)).
Theorem 1. Let `0, ˆ`0 ∈ {1, . . . , J+1} be the indices such that y∗J+1 = y∗J+1(`0) and yˆ∗J+1,n =
yˆ∗J+1,n(ˆ`0), and assume that (H) holds. Then
i) yˆ∗J+1,n
a.s.−−→ y∗J+1 as n→∞;
ii) `0 ≡ ˆ`0 and yˆ∗J+1,n ≡ yˆ∗J+1,n(`0) for all n large enough, with probability one.
If in addition Fµ is differentiable at y
∗
J+1 with derivative fµ(y
∗
J+1) > 0, then
iii)
√
n
{
yˆ∗J+1,n − y∗J+1
}
is asymptotically normal with mean zero and variance α0(1 −
α0)/[fµ(y
∗
J+1)]
2, where α0 = Q`0−1 + qJ+1/2.
By the asymptotic normality of yˆ∗J+1,n, the interval In(z) =
]
yˆ∗J+1,n ± z[α̂0(1−α̂0)]
1/2
√
nfµ(y∗J+1)
[
satis-
fies limn→∞ P[y∗J+1 ∈ In(z)] = 2Φ(z)− 1 for all z > 0, where Φ denotes the standard normal
distribution function and α̂0 = Q̂`
0−1 + qJ+1/2. However, this asymptotic confidence interval
depends heavily on the value of the density function at y∗J+1, which is notoriously difficult
to estimate. The next result provides a simple and valid confidence interval for y∗J+1 that is
asymptotically equivalent to In, but does not require inference on fµ(y
∗
J+1), and that is very
easy to compute.
Theorem 2. Assume the conditions of Theorem 1 and define for any z > 0 the interval
In(z) =
]
F−1µn (α̂0 − z(α̂0(1− α̂0)/n)1/2), F−1µn (α̂0 + z(α̂0(1− α̂0)/n)1/2)
[
.
Then, P
[
y∗J+1 ∈ In(z)
]→ 2Φ(z)−1 and √n |length (In(z))− length (In(z))| a.s.−→ 0 as n→∞.
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The value of z can be chosen by the practitioner to obtain confidence intervals of some
specified coverage; for example, to obtain a 95-percent confidence interval, z = Φ−1(0.975) ≈
1.959964.
3.2 Location-design problem
The optimal true location and capacity (y∗J+1, z
∗
J+1) for the new facility, as well as their em-
pirical versions (yˆ∗J+1,n, zˆ
∗
J+1,n), are obtained here as solutions of the optimization problem
(9) over (yJ+1, zJ+1) ∈ D × Z. We show that the characterization of the optimal locations
y∗J+1 and yˆ
∗
J+1,n in Proposition 1 remains still valid but depends mutually on the capaci-
ties z∗J+1 and zˆ
∗
J+1,n, respectively. For simplicity of notation, we use hereafter FνJ (x) :=∑J
j=1
zj∑J
j=1 zj
1I(yj≤x), which only depends on the existing facilities {(yj, zj) : j = 1, . . . , J}.
Proposition 3. The minimizer (y∗J+1, z
∗
J+1) of M(yJ+1, zJ+1) over D×Z is given by one of
the candidates (y∗J+1(`), z
∗
J+1(`)), ` = 1, . . . , J + 1, satisfying
y∗J+1(`) = F
−1
µ (Q`−1 + qJ+1/2) = F
−1
µ
(
{∑Jj=1 zj}FνJ (y(`1)) + z∗J+1(`)/2
{∑Jj=1 zj}+ z∗J+1(`)
)
z∗J+1(`) =
{
J∑
j=1
zj
} ∫
D
FνJ (x)[Fµ(x)− FνJ (x)]dx+
∫
D
[FνJ (x)− Fµ(x)]1I(y∗J+1(`)≤x)dx∫
D
[Fµ(x) + FνJ (x)− 1]1I(y∗J+1(`)≤x)dx−
∫
D
Fµ(x)FνJ (x)dx
.
Likewise, the minimizer (yˆ∗J+1,n, zˆ
∗
J+1,n) of Mn(yJ+1, zJ+1) is given by one of the candidates
(yˆ∗J+1,n(ˆ`), zˆ
∗
J+1,n(
ˆ`)), ˆ`= 1, . . . , J + 1, satisfying the equations above with Fµn in place of Fµ.
The empirical solution (yˆ∗J+1,n, zˆ
∗
J+1,n) can be computed numerically in practice. How-
ever, for most applicational purposes in decision mathematics and operations research, the
unknown capacity zJ+1 ∈ Z of the new facility is typically an integer number representing
the facility size. Thereby, the location-design problem reduces to a pure location problem
avoiding thus the numerical computational burden. For instance, in our motivating appli-
cation concerned with the establishment of a new monitoring station in order to reinforce
border controls between neighboring countries, the unprescribed size of surveillance staff
zJ+1 is to be selected between two reasonable prespecified lower and upper bounds, say, z
l
J+1
and zuJ+1. A very simple strategy to calculate efficiently the minimizer (yˆ
∗
J+1,n, zˆ
∗
J+1,n) of
Mn(·, ·) is then by proceeding in the following two steps:
(i) For each value of zJ+1 varying from z
l
J+1 upto z
u
J+1, determine the minimizer yˆ
∗
J+1,n(zJ+1)
of Mn(yJ+1, zJ+1) with respect to yJ+1 by applying the simple prescription described
above in Section 3.1;
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(ii) Determine the minimizer zˆ∗J+1,n of Mn
(
yˆ∗J+1,n(zJ+1), zJ+1
)
with respect to zJ+1 over
the discrete range of values from zlJ+1 upto z
u
J+1.
The obtained pair
(
yˆ∗J+1,n(zˆ
∗
J+1,n), zˆ
∗
J+1,n
)
defines the desired global minimizer (yˆ∗J+1,n, zˆ
∗
J+1,n)
of Mn(yJ+1, zJ+1) over (yJ+1, zJ+1) ∈ D × {zlJ+1, . . . , zuJ+1}. It should be clear that this
minimizer may not be unique. In the case of multiple optimal solutions with different
sites yˆ∗J+1,n and capacities zˆ
∗
J+1,n, the determination of a suitable solution is essentially a
political decision. One may favor the candidate facility having the lowest or highest capacity
constraint, but this comes at the price of a different distribution of allocation zones.
Next, to prove the strong consistency of (yˆ∗J+1,n, zˆ
∗
J+1,n) in the general setting, where Z
can be either continuous or discrete, we shall need the following analogue to condition (H)
on the joint solution (y∗J+1, z
∗
J+1):
(H’) inf
y,z:||(y,z)−(y∗J+1,z∗J+1)||≥ε
W2(µ, ν(y, z)) > W2(µ, ν(y
∗
J+1, z
∗
J+1)) for all ε > 0,
where || · || stands for one of the several topologically equivalent norms on D×Z.
Theorem 3. Under (H’), we have ||(yˆ∗J+1,n, zˆ∗J+1,n)− (y∗J+1, z∗J+1)|| a.s.−−→ 0 as n→∞.
Even more strongly, we get the convergence of the discrepancy ||(yˆ∗J+1,n, zˆ∗J+1,n)−(y∗J+1, z∗J+1)||
to zero at the same optimal
√
n speed of convergence of the empirical distribution function
Fµn to the population counterpart Fµ under the following extra condition:
(H”) Fµ is continuously differentiable at y
∗
J+1 /∈ {y1, . . . , yJ} such that
qJ+1(z
∗
J+1)
{
1− 2Fµ(y∗J+1)
}2 6= 2F ′µ(y∗J+1)
×
J∑
i=1
J∑
j=1
qi(z
∗
J+1) qj(z
∗
J+1)
{−2y∗J+1 + 4(y∗J+1 ∨ yj)− 2(yi ∨ yj)} .
Theorem 4. Assume that µ is a continuous probability measure such that (H’) and (H”)
hold. Then √
n ||(yˆ∗J+1,n, zˆ∗J+1,n)− (y∗J+1, z∗J+1)|| = Op(1), n→∞.
The key to the proof of this theorem is to employ the following elegant device of van der
Vaart and Wellner (1996) [24, Theorem 3.2.5].
Proposition 4. Let Θ be a metric space with metric d and θ∗ = argminθ∈ΘM(θ), where M
is a nonrandom real-valued function defined on Θ. Let θˆn = argminθ∈ΘMn(θ), where Mn is
a real-valued function depending on a random sample of size n. Suppose that
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(i) for every θ in a neighborhood of θ∗,
M(θ∗)−M(θ) . −d2(θ∗, θ)
[Hereafter the notation . means “is bounded above up to a universal constant”]
(ii) for every n large enough and sufficiently small δ,
E
[
sup
d(θ,θ∗)<δ
|(Mn −M)(θ)− (Mn −M)(θ∗)|
]
. φn(δ)√
n
for functions φn such that δ 7→ φn(δ)/δα is decreasing for some constant α < 2
(iii) r2nφn
(
1
rn
)
≤ √n, for some sequence rn > 0 and all n large enough
(iv) θˆn converges in probability to θ
∗ as n→∞.
Then rnd(θˆn, θ
∗) = Op(1).
The first condition of Proposition 4 is satisfied if the map M is twice continuously differ-
entiable at the point of minimum (y∗J+1, z
∗
J+1) with nonsingular second-derivative matrix.
Lemma 1. Suppose that (H”) holds. Then, for every (y, z) in a neighborhood of (y∗J+1, z
∗
J+1),
M(y∗J+1, z∗J+1)−M(y, z) . −||(y∗J+1, z∗J+1)− (y, z)||2.
The parts (ii) and (iii) of Proposition 4 also hold with φn(δ) = δ and rn =
√
n.
Lemma 2. Assume that µ is a continuous probability measure and that y∗J+1 /∈ {y1, . . . , yJ}.
Then, for every n large enough and sufficiently small δ,
E
[
sup
||(yJ+1,zJ+1)−(y∗J+1,z∗J+1)||<δ
∣∣(Mn −M)(yJ+1, zJ+1)− (Mn −M)(y∗J+1, z∗J+1)∣∣
]
. δ√
n
.
The root-n speed of convergence in Theorem 4 follows immediately by applying Propo-
sition 4 in conjunction with Lemmas 1-2 and Theorem 3.
4 Some Monte Carlo evidence
To evaluate finite-sample performance of the optimal location yˆ∗J+1,n of the new facility,
obtained by the proposed mass-transference based model, we have undertaken some sim-
ulation experiments. The experiments all employ J = 2 existing facilities located at co-
ordinates y1 = 1/4 and y2 = 3/4 on the line. We consider various scenarios where the
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client sites Xi are uniformly distributed on [0, 1], Beta B(3, 3), Gaussian N (0, 1), Student
t3, or Chi-square X 23 . We suppose that the three facilities, including the new one, have
the same capacities q1 = q2 = q3 = 1/3. Then, to compute the empirical optimal location
yˆ∗3,n from a sample of size n, we minimize the explicit expression of the objective function
Mn(y3) =
1
n
∑n
i=1X
2
i +
1
3
∑3
j=1 y
2
j−2
∑n
i=1X(i)
∑3
j=1 y(j)
(
i
n
∧ j
3
− i−1
n
∨ j−1
3
)
+
. Note that the
Gaussian, Student and Chi-2 models do not have feasible locational (bounded) supports D,
but their use is useful to test the robustness of the proposed method to isolated or outlying
client locations.
Monte Carlo experiments were performed over 5000 simulations for different sample sizes
n = 100, 150, . . . , 2450, 2500. The simulation results are reported in Figure 2 for the i.i.d.
U [0, 1], B(3, 3), N (0, 1), t3 and X 23 models. The four panels, from left to right and from
top to bottom, are devoted to accuracy of the estimation method: the Mean Squared Error
(MSE), the Bias, the (n × Variance) and the (√n × Bias) give an overall impression of the
precision of the estimator yˆ∗J+1,n. Figure 3 provides a comparison between the variance of
yˆ∗J+1,n and its squared bias (indicated in blue for all models).
Our tentative conclusion from this exercise is that the accuracy of the estimated empirical
location is quite respectable in all cases, in terms of both MSE and bias. As expected, the
results are remarkable in the more justified Beta, Uniform and Gaussian cases even for small
sample sizes. Most of the error is due to variance, the squared bias of yˆ∗J+1,n being negligible
compared to the value of MSE(yˆ∗J+1,n) throughout. Also, as is to be expected from the
obtained asymptotic normality with mean zero and
√
n-speed of convergence, the evolution
of the bias of
√
n yˆ∗J+1,n seems to tend to zero as n increases, and its variance seems to
tend to be constant indicating the asymptotic variance. Not surprisingly, the Monte Carlo
estimates in the heavy tailed (student and chi-square) scenarios deteriorate compared with
the short and light tailed (Beta, uniform and Gaussian) scenarios, indicating thus that the
proposed estimator of the optimal location is sensitive to the influence of outliers and/or
isolated clients. Because this estimator is based on “squared” rather than “absolute” cost
minimization, its efficiency comes at the price of increased outlier sensitivity. Also, the
long-tailed distributions of client locations require a large sample size of the order of several
thousands to afford very good results.
We also performed Monte Carlo experiments about location and design of the new facility:
the client locations Xi were generated following the same scenarios utilized before and the
characteristics of the two existing facilities were (y1, z1) = (1/4, 20) and (y2, z2) = (3/4, 20)
for the Beta, Uniform and Gaussian models, whereas (y1, z1) = (1/4, 20) and (y2, z2) = (2, 20)
for the Student and Chi-2 models. The estimates (yˆ∗3,n, zˆ
∗
3,n) were calculated by minimizing
Mn(y3, z3) following the simple algorithm described in Section 3.2, where the unprescribed
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Figure 2: The Monte Carlo estimates, respectively from left to right and from top to bottom,
MSE(yˆ∗J+1,n), Bias(yˆ
∗
J+1,n), Variance(
√
n yˆ∗J+1,n) and Bias(
√
n yˆ∗J+1,n).
capacity z3 is supposed to vary from the lower bound z
l
3 = 1 upto the upper bound z
u
3 = 100.
The conclusions were similar to those from the pure location setting, hence the results
are not reported here. A typical realization of the experiment in each simulated scenario
with n = 100 is shown in Figure 4, where each facility is represented by a circle whose
marker size describes the corresponding capacity constraint, and the resulting allocated
clients (estimated allocation zones) to each facility are indicated in the same color by “+”.
Also, the lower and upper 95% confidence bounds of the new facility site are indicated by
“LB” and “UB”.
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Figure 3: Comparison between Variance(yˆ∗J+1,n) and Bias
2(yˆ∗J+1,n) for the Beta, Uniform,
Gaussian, Student and Chi-2 models, respectively, from left to right and from top to bottom.
5 Border monitoring station placement
Although the Algerian-Moroccan border is officially closed since 1994, there is no denying
that the circulation of people and goods is an intense activity between the two countries.
On one hand, Morocco by its geographical proximity (the Strait of Gibraltar, the enclaves
of Ceuta and Melilla) is an inescapable itinerary by the sub-Saharan illegal immigrants who
want to settle down in Europe. On the other hand, the border between Morocco and Algeria
is now the target of narcotics dealers and traffickers of fuels and other goods, who have been
taking advantage of the climate of insecurity prevailing in the Sahel region (cf. Figure 1).
The will to deter illegal immigration and to reinforce the fight against drug trafficking and
contraband smuggling pushes the Moroccan officials to adopt repressive control measures
in their territory. The number of patrol agents in charge of the surveillance of the oriental
borders was already about 1500 in 2005. During the same year, around 21, 894 attempts of
illegal immigration were aborted and 484 traffic networks were dismantled. The authorities
consider the opening of modern monitoring stations as prerequisite for a more effective
fight against illicit cross-border activities. In this respect, we propose here to locate a
new monitoring center conditionally to existing ones in the busiest borderline connecting
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Figure 4: The locations of existing facilities y1 and y2 in blue and red circles, respectively.
The corresponding capacity constraints z1 and z2 are given by the circles’ marker size. The
true optimal location of the new facility y∗3 is indicated by a black circle whose marker size
describes the associated optimal capacity constraint z∗3. The estimated optimal location ŷ
∗
3,n
is indicated by a green circle whose marker size describes ẑ∗3,n. The 95% confidence interval
of y∗3 is given by [LB,UB]. The resulting allocated clients Xi to each facility are indicated in
the same color by “+”.
the coastal town of Saidia to the eastern city of Figuig. For our illustration purposes, we
consider a toy example which derives from historical data with a configuration of J = 6
existing stations yj representing the most permeable zones and n = 600 sites xi of patrol
agents’ intervention. The topside of Figure 5 displays the historical data before the placement
of the new station, while the bottom side gives the new situation after positioning the 7th
station at the coordinate ŷ∗7,n [center of the red circle] with the estimated capacity ẑ
∗
7,n [radius
of the red circle] and the 95% confidence bounds [diamonds] of the true optimal location. In
both situations, the allocated data points xi to each station are depicted in the same color
(see the legend for details).
As can be seen from the maps, the method points toward a new monitoring station
located a little to the south of Ahfir in the surroundings of Oujda. This seems to be a
fair placement since, on one hand, the border city of Oujda is recognized as an archetypal
smuggled city and, on the other hand, the sub-Saharan immigrants hope to find in this
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Figure 5: Top– In circles the locations yj of 6 existing monitoring stations, with the corre-
sponding capacities zj being described by different radiuses. The intervention sites xi of the
patrol agents (allocation zone) of each station are given in data points ‘+’ with the same
color. Bottom– As before with in addition the estimated optimal location ŷ∗7,n and capacity
ẑ∗7,n of the new station (red circle) and its corresponding allocation (red data points ‘+’),
along with the 95% confidence bounds (diamonds) of the true optimal location.
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city the main thread which is going to allow them to join the Schengen area (the Spanish
enclave Melilla, in the North of Morocco, is only 150 km away). As a matter of fact, after
having crossed different paths, the immigrants arrive at the city of Maghnia in the Algerian
territory, where they settle down before continuing towards Morocco. Only about 10 km
separate Maghnia from the Algerian-Moroccan border and only about 20 km separate it
from Oujda in the Moroccan territory.
It is clear from the resulting optimal way of assignment of patrol zones to the monitoring
stations that opening the new one will relieve appreciably the overload of the existing stations
y1 near Ahfir and y2 near Oujda. Their number of interventions decreased from around 200
to 134 for y1 and 144 for y2, reducing thus their allocation zones and balancing the workload
of the other stations. In particular, it may be seen that the station located at y6 near Figuig,
whose capacity z6 is quite respectable, should expand its controls a little further north to
relieve its neighbor located at y5 whose capacity z5 is much smaller.
To get the final results displayed on Figure 5, the borderline was first converted into a
straight line by making use of existing R packages from spatial statistics. Then, the necessary
computations of the estimated optimal location, capacity constraint, confidence interval and
allocation zones were carried out on the line segment by using Matlab. The obtained results,
graphed in Figure 6, were finally converted and reported on the original borderline. Detailed
practical guidelines along with Matlab and R codes to effect the necessary computations and
conversions from the borderline into a straight line and vice versa can be found at https:
//gremaq.univ-tlse1.fr/perso/laurent/code/daouia_VanKeilegom.html, so we hope
that this will encourage others to explore our method.
l l l l
y1 y2 y3 y4 y5 y6
l l l l
y^7, ny1 y2 y3 y4 y5 y6*
CI
Figure 6: Conversion into a straight line of the borderline connecting Saidia to Figuig. The
top (respectively, bottom) line corresponds to the top (respectively, bottom) side of Figure 5.
As a matter of fact, we consider here a dynamic setting where the patrol agents’ in-
tervention sites {xi} vary over time, but the dataset at hand upon which we base the
long term decision of positioning a new border monitoring station is just a picture of the
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situation over a given period of time i = 1, . . . , 600. This kind of static location mod-
eling is based on the implicit assumption that the time or effort needed for the illegal
immigration, drug trafficking and contraband smuggling to react is long enough to har-
vest the main benefits of the new monitoring site. One way to check this assumption
is by considering the evolution of the estimated optimal location and capacity (ŷ∗7,n, ẑ
∗
7,n)
starting from the subsample of the first 300 recorded observations {x1, . . . , x300}. For
each new patrol agents’ intervention i = 301, . . . , 600, we add the corresponding obser-
vation xi to the previous sample and then display the obtained results similarly to the
bottom Figures 5-6. This leads to an animation on the straight line that can be found at
https://gremaq.univ-tlse1.fr/perso/laurent/code/DVK.html, and its conversion into
the true borderline at https://gremaq.univ-tlse1.fr/perso/laurent/code/DVK2.html.
6 Discussion
The search for optimal locations of new facilities with imposed or unprescribed capacity
constraints, given locations of clients and existing facilities, is a challenging and important
problem in decision mathematics especially in operations research and location theory. The
present paper provides a justified probabilistic way to take into account the random nature
of clients and to properly determine strongly consistent optimal location estimators with
the desired root-n speed of convergence. The proposed method utilizes the mass-preserving
property in optimal transportation from the domain of customers to the set of facilities. Also,
the integrity of the presented empirical estimators is illustrated via simulation experiments
using various scenarios.
In the asymptotic analysis we restricted ourselves to statistical models where the random
locations of clients are independent and identically distributed. In practical situations where
the assumption of identically distributed clients is not plausible, a natural formulation of
the true optimal location of the new facility and its capacity constraint can be expressed in
the same way as in (8) by substituting µ with the average measure P¯n = (1/n)
∑n
i=1 Pi of
the distributions P1, . . . , Pn of the random locations X1, . . . , Xn, that is,
(y∗J+1(n), z
∗
J+1(n)) = argmin
(yJ+1,zJ+1)∈D×Z
W2(P¯n, ν(yJ+1, zJ+1)).
In the particular setting P1 = · · · = Pn = µ, we recover the original definition of the
argument-minimum (y∗J+1, z
∗
J+1). In contrast, the estimator (yˆ
∗
J+1,n, zˆ
∗
J+1,n) described in (8)
remains exactly the same when plugging the empirical measure µn = (1/n)
∑n
i=1 δXi in place
of the unknown source mass distribution P¯n. In this more general setting of non-identically
distributed clients, it is not hard to verify that at least the strong consistency can easily be
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derived by applying the same technique of proof of Theorem 3 provided that
W2(µn, P¯n)
a.s.−→ 0 as n→∞. (10)
Establishing (10) involves, however, some mathematical difficulties that we have not yet
succeeded in overcoming. This remains a non-trivial problem as can be seen, for instance,
from Rachev (1991, p. 212) [17].
We do not discuss the extensions of our theorems to more general continuous locational
spaces determined by a coordinate system such as the geographical space modeled as a
bi-dimensional plane or possibly a sphere, but they are of genuine interest. It should be,
however, clear that the model formulation (6) and (8) in Section 2 and the strong consistency
in Theorems 1 and 3 remain valid in higher dimensional settings D ⊂ Rk. Unfortunately,
the key argument (A.1) to the proof of the convergence rate is no longer valid in this case.
It is well-known that the Wasserstein distance W2(·, ·), which defines the objective function,
lacks an analytical expression for k ≥ 2. A particular case of M-estimation somewhat closely
related to our problem is the Generalized Method of Moments (GMM), a popular method
in econometrics. In GMM the criterion function has the form of a moment, whereas the
objective function in our formulation (7) is expressed as the optimum over a functional
space of a specific function of moments. The existing theories allow either for unsmooth
criterion functions of finite dimensional parameters (e.g., Pakes and Pollard (1989) [15]) or
smooth objective functions of both finite and infinite dimensional parameters (e.g., Bickel,
Klaassen, Ritov and Wellner (1993) [3]) or unsmooth criterion functions with simultaneously
finite and infinite dimensional parameters (e.g., Chen, Linton and Van Keilegom (2003) [7]).
We are not aware of any existing M-estimation problem where the objective function of a
finite parameter is written as an infinimum function taken over a functional space. Doubtless,
further work will yield new refinements, but some progress can be recognized.
Appendix: proofs
The key to the proofs is the elegant observation of Vallander (1973) [22] that the Wasserstein
distance between two measures µ and ν on R can alternatively be written as
W2(µ, ν) =
(∫ ∞
−∞
[Fµ(x)− Fν(x)]2dx
)1/2
=
(∫ 1
0
[F−1µ (t)− F−1ν (t)]2dt
)1/2
(A.1)
where Fµ and Fν (resp. F
−1
µ and F
−1
ν ) are the distribution (resp. quantile) functions of µ
and ν.
Proof of Proposition 1. Let y(1) < · · · < y(J) be the ordered locations of the
existing facilities {y1, . . . , yJ}, and let q[1], . . . , q[J ] be their associated normalized capacities.
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Writing M(yJ+1) := M(yJ+1, zJ+1), we have for all yJ+1 ∈ D that M(yJ+1) =
∫ yJ+1
−∞ (Fµ(x)−∑J
j=1 qj1I(yj≤x))
2dx+
∫∞
yJ+1
(Fµ(x)−
∑J
j=1 qj1I(yj≤x)−qJ+1)2dx. Then, M is differentiable at any
yJ+1 ∈ D with derivative M ′(yJ+1) = qJ+1[2Fµ(yJ+1) − 2
∑J
j=1 q[j]1I(y(j)≤yJ+1) − qJ+1]. More
explicitly, let y(0) and y(J+1) be respectively the lower and upper endpoints of the support D
of the distribution Fµ. Then, for each index j0 ∈ {1, . . . , J + 1} and all yJ+1 ∈ [y(j0−1), y(j0)[,
we get M ′(yJ+1) = qJ+1 [2Fµ(yJ+1)− 2Qj0−1 − qJ+1], where Qj0−1 =
∑j0−1
j=0 q[j] with q[0] = 0.
In particular, we obtain M ′(yJ+1) = qJ+1[2Fµ(yJ+1) − qJ+1] for all yJ+1 ∈]y(0), y(1)[, and
M ′(yJ+1) = qJ+1 [2Fµ(yJ+1)− 2QJ − qJ+1] for all yJ+1 ∈]y(J), y(J+1)[. Since qJ+1 > 0 and
QJ + qJ+1/2 < QJ + qJ+1 = 1, we have M
′(yJ+1) < 0 as yJ+1 ↘ y(0) and M ′(yJ+1) >
0 as yJ+1 ↗ y(J+1). Thus, the global minimizer y∗J+1 of M exists and is necessarily an
interior point of the support D such that M ′(yJ+1) ≤ 0 on a left neighborhood of y∗J+1 and
M ′(yJ+1) ≥ 0 on a right neighborhood of y∗J+1. By Lemma 21.1 in van der Vaart [23], we
have M ′(yJ+1) ≥ 0 if and only if yJ+1 ≥ F−1µ (
∑J
j=1 q[j]1I(y(j)≤yJ+1) + qJ+1/2). Given that
yJ+1 ∈ [y(j0−1), y(j0)[ for some j0 ∈ {1, . . . , J + 1}, we get M ′(yJ+1) ≥ 0 if and only if yJ+1 ≥
F−1µ (Qj0−1 + qJ+1/2). Therefore, the solution y
∗
J+1 is given by one of the (J + 1) candidates
y∗J+1(j0) = F
−1
µ (Qj0−1 + qJ+1/2) for j0 = 1, . . . , J + 1. In the same way, by replacing Fµ with
Fµn in the objective function M and re-writing line by line the preceding proof, we find that
the solution yˆ∗J+1,n is given by one of the (J+1) candidates yˆ
∗
J+1,n(j0) = F
−1
µn (Qj0−1 +qJ+1/2)
for j0 = 1, . . . , J + 1.
Proof of Proposition 2. For yJ+1 ∈ D and zJ+1 ∈ Z, we have Mn(yJ+1, zJ+1) =
W 22 (µn, νJ+1) =
∫ 1
0
[F−1µn (t)− F−1νJ+1(t)]2dt, where F−1µn (t) and F−1νJ+1(t) are, respectively, the t-
quantiles of the distribution functions Fµn(·) = 1n
∑n
i=1 1I(Xi≤·) and FνJ+1(·) =
∑J+1
j=1 qj1I(yj≤·).
It is easily seen that
∫ 1
0
[F−1µn (t)]
2dt =
∑n
i=1
∫ i
n
i−1
n
[X(i)]
2dt = 1
n
∑n
i=1X
2
(i), and
∫ 1
0
[F−1νJ+1(t)]
2dt =∑J+1
j=1
∫ Qj
Qj−1
[y(j)]
2dt =
∑J+1
j=1 (Qj −Qj−1)y2(j) =
∑J+1
j=1 q[j] y
2
(j), and finally∫ 1
0
F−1µn (t)F
−1
νJ+1
(t)dt =
n∑
i=1
X(i)
∫ i
n
i−1
n
F−1νJ+1(t)dt
=
n∑
i=1
X(i)
J+1∑
j=1
∫ i
n
∧Qj
i−1
n
∨Qj−1
F−1νJ+1(t)dt 1I( i−1n ∨Qj−1< in∧Qj)
=
n∑
i=1
X(i)
J+1∑
j=1
∫ i
n
∧Qj
i−1
n
∨Qj−1
y(j)dt 1I( i−1
n
∨Qj−1< in∧Qj) =
n∑
i=1
X(i)
J+1∑
j=1
λij y(j)
with λij = (
i
n
∧Qj − i−1n ∨Qj−1)1I( i−1n ∨Qj−1< in∧Qj).
We shall need the following lemma in the proof of Theorem 1.
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Lemma 3. Let Θ be a metric space with metric d and θ∗ = argminθ∈ΘM(θ), where M is
a nonrandom real-valued function defined on Θ. Let θˆn = argminθ∈ΘMn(θ), where Mn is a
real-valued function depending on a random sample of size n. If
sup
θ∈Θ
|Mn(θ)−M(θ)| a.s.−−→ 0 as n→∞,
inf
θ:d(θ,θ∗)≥ε
M(θ) > M(θ∗) for all ε > 0,
then d(θˆn, θ
∗) a.s.−−→ 0 as n→∞.
Proof of Lemma 3. The proof extends the weak consistency for M-estimators in
Theorem 5.7 of van der Vaart (1998) [23] to the almost sure sense in a similar way, so it is
omitted.
Proof of Theorem 1. For the fixed capacity constraint zJ+1 ∈ Z, define the ob-
jective functions M(y) := M(y, zJ+1) = W 22 (µ, ν(y, zJ+1)) and Mn(y) := Mn(y, zJ+1) =
W 22 (µn, ν(y, zJ+1)) on the compact D.
For part (i), according to e.g. Villani (2003) [25, Theorem 7.3], we know that the Wasser-
stein distance W2(·, ·) is a metric on the space of probability measures on D. Then, by the
triangular inequality, we have that
|W2(µ, ν(y, z))−W2(µn, ν(y, z))| ≤ W2(µn, µ) (A.2)
for all y ∈ D and z ∈ Z. Also, following Rachev (1991) [17, Corollary 11.1.2], we have that
W2(µn, µ)
a.s.−→ 0 as n→∞. Therefore, we obtain from (A.2) the strong uniform convergence
sup(y,z)∈D×Z |W2(µ, ν(y, z))−W2(µn, ν(y, z))| a.s.−→ 0 as n→∞, which leads to
sup
y∈D
|M(y)−Mn(y)| ≤ sup
(y,z)∈D×Z
|M(y, z)−Mn(y, z)| a.s.−→ 0 as n→∞. (A.3)
On the other hand, if Fµ is strictly increasing at the global minimizer y
∗
J+1 = y
∗
J+1(`0) of
the objective function M(·), then it is easily seen from the proof above of Proposition 1 that
y∗J+1 is also the unique local minimizer of M(·) on the interval [y(`0−1), y(`0)[. We also know
from the proof of Proposition 1 that infyJ+1 /∈[y(`0−1),y(`0)[ M(yJ+1) = min1≤`6=`0≤J+1
M(y∗J+1(`)).
Hence, the condition (H) that can be expressed as min
1≤` 6=`0≤J+1
M
(
y∗J+1(`)
)
> M
(
y∗J+1(`0)
)
is equivalent to the inequality
inf
y∈D: |y−y∗J+1|≥ε
M(y) > M(y∗J+1) for all ε > 0.
Thus, the strong consistency yˆ∗J+1,n
a.s.−−→ y∗J+1, as n → ∞, follows immediately by applying
Lemma 3.
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(ii) Recall that y∗J+1 = y
∗
J+1(`0) ∈ [y(`0−1), y(`0)[, with y(1) < · · · < y(J) being the ordered
locations of the existing facilities {y1, . . . , yJ}. Since the new facility site y∗J+1 is assumed to
be in D \ {y1, . . . , yJ}, we have that y∗J+1 ∈]y(`0−1), y(`0)[. Knowing that yˆ∗J+1,n a.s.−−→ y∗J+1 as
n → ∞, this implies that P{yˆ∗J+1,n ∈]y(`0−1), y(`0)[, n→∞} = 1. The fact that the global
minimizer yˆ∗J+1,n of Mn(·) is attained on the interval [y(`0−1), y(`0)[ implies, according to the
proof of Proposition 1, that ˆ`0 = `0 and yˆ
∗
J+1,n = yˆ
∗
J+1,n(`0) = F
−1
µn (Q`0−1 + qJ+1/2) for all n
large enough, with probability one.
(iii) Since
∑J+1
j=1 qj = 1 and qj > 0 for each j, we have 0 < α0 := Q`0−1 + qJ+1/2 <
1. In addition, Fµ is differentiable at the quantile F
−1
µ (α0) = y
∗
J+1(`0) with derivative
fµ(F
−1
µ (α0)) > 0. It is then immediate from Corollary A in Serfling (1980, p.77) [20] that√
n
{
F−1µn (α0)− F−1µ (α0)
}
=
√
n
{
yˆ∗J+1,n(`0)− y∗J+1(`0)
} a.s.
=
√
n
{
yˆ∗J+1,n − y∗J+1
}
is asymp-
totically normal with mean zero and variance α0(1− α0)/[fµ(F−1µ (α0))]2.
Proof of Theorem 2. The result follows after applying the approach of Serfling
(1980, p.103–104) [20] in conjunction with the identities In(z) =
]
F−1µn (α0)± z[α0(1−α0)]
1/2
√
nfµ(F
−1
µ (α0))
[
and In(z) =
]
F−1µn (α0 − z(α0(1− α0)/n)1/2), F−1µn (α0 + z(α0(1− α0)/n)1/2)
[
. Also, we have
by Theorem 1 (ii) that `0 = ˆ`0 for all n large enough, with probability one. This implies
that α0 = α̂0 and so In(z) =
]
F−1µn (α̂0 − z(α̂0(1− α̂0)/n)1/2), F−1µn (α̂0 + z(α̂0(1− α̂0)/n)1/2)
[
for all n large enough, with probability one.
Proof of Proposition 3. We have M(yJ+1, zJ+1) =
∫
D[Fµ(x)− FνJ+1(x)]2dx, where
FνJ+1(x) =
[∑J
j=1 zj1I(yj≤x) + zJ+11I(yJ+1≤x)
]
/
∑J+1
j=1 zj. Then, the partial derivative w.r.t.
zJ+1 is given by
∂zJ+1M(yJ+1, zJ+1) = −
2∑J+1
j=1 zj
∫
D
[Fµ(x)− FνJ+1(x)]× [1I(yJ+1≤x) − FνJ+1(x)]dx.
By making use of FνJ (x) =
∑J
j=1
zj∑J
j=1 zj
1I(yj≤x), it is not hard to verify that the first-order
condition ∂zJ+1M(yJ+1, zJ+1) = 0 is equivalent to
zJ+1

∫
D
[Fµ(x) + FνJ (x)− 1]1I(yJ+1≤x)dx−
∫
D
Fµ(x)FνJ (x)dx

= (
J∑
j=1
zj)

∫
D
FνJ (x)[Fµ(x)− FνJ (x)]dx+
∫
D
[FνJ (x)− Fµ(x)]1I(yJ+1≤x)dx
 ,
where yJ+1 is given by one of the (J + 1) candidates {y∗J+1(1), · · · , y∗J+1(J + 1)} as shown in
the proof of Proposition 1. The characterization of the estimator (yˆ∗J+1,n, zˆ
∗
J+1,n) follows in
the same way by replacing Fµ with Fµn .
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Proof of Theorem 3. Under (H’), we have that
inf
y,z:||(y,z)−(y∗J+1,z∗J+1)||≥ε
M(y, z) >M(y∗J+1, z∗J+1) for all ε > 0. (A.4)
Then, the strong consistency ||(yˆ∗J+1,n, zˆ∗J+1,n)− (y∗J+1, z∗J+1)|| a.s.−−→ 0 follows immediately by
applying Lemma 3 above to M(y, z) := M(y, z) and Mn(y, z) := Mn(y, z) in conjunction
with (A.3) and (A.4).
Proof of Lemma 1. Under the assumption that Fµ is continuously differentiable at
y∗J+1 /∈ {y1, . . . , yJ}, it is not hard to verify that M(y, z) is twice continuously differentiable
at (y∗J+1, z
∗
J+1) with partial second derivatives
∂2M
∂y2
(y∗J+1, z
∗
J+1) = 2 qJ+1(z
∗
J+1)F
′
µ(y
∗
J+1);
∂2M
∂y∂z
(y∗J+1, z
∗
J+1) = −
qJ+1(z
∗
J+1)
Z∗
{
1− qJ+1(z∗J+1)− 2
J∑
j=1
qj(z
∗
J+1)1I(yj≤y∗J+1)
}
;
∂2M
∂z2
(y∗J+1, z
∗
J+1) = 2[1− qJ+1(z∗J+1)] [3 qJ+1(z∗J+1)− 1]
y∗J+1
(Z∗)2
+
4
(Z∗)2
J∑
j=1
qj(z
∗
J+1)
∫ yj
y∗J+1
Fµ(x)dx
− [12 qJ+1(z∗J+1)− 8]
1
(Z∗)2
J∑
j=1
qj(z
∗
J+1) {y∗J+1 ∨ yj}
− 6
(Z∗)2
J∑
i=1
J∑
j=1
qi(z
∗
J+1) qj(z
∗
J+1) {yi ∨ yj},
where Z∗ = {∑Jj=1 zj + z∗J+1}, qJ+1(z∗J+1) = z∗J+1/Z∗, and qj(z∗J+1) = zj/Z∗ for j = 1, . . . , J .
On the other hand, the first-order necessary condition ∂M
∂y
(y∗J+1, z
∗
J+1) = 0 implies that
1− qJ+1(z∗J+1)− 2
J∑
j=1
qj(z
∗
J+1)1I(yj≤y∗J+1) = 1− 2Fµ(y∗J+1).
Likewise, the first-order condition for optimality ∂M
∂z
(y∗J+1, z
∗
J+1) = 0 leads to
qJ+1(z
∗
J+1)[1− qJ+1(z∗J+1)] y∗J+1 + [1− 2qJ+1(z∗J+1)]
J∑
j=1
qj(z
∗
J+1) {y∗J+1 ∨ yj}
+
J∑
j=1
qj(z
∗
J+1)
∫ yj
y∗J+1
Fµ(x)dx−
J∑
i=1
J∑
j=1
qi(z
∗
J+1) qj(z
∗
J+1) {yi ∨ yj} = 0.
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It follows that
∂2M
∂y∂z
(y∗J+1, z
∗
J+1) = −
qJ+1(z
∗
J+1)
Z∗
{
1− 2Fµ(y∗J+1)
}
and
∂2M
∂y2
(y∗J+1, z
∗
J+1)×
∂2M
∂z2
(y∗J+1, z
∗
J+1) = 2
qJ+1(z
∗
J+1)
(Z∗)2
F ′µ(y
∗
J+1)
×
J∑
i=1
J∑
j=1
qi(z
∗
J+1) qj(z
∗
J+1)
{−2y∗J+1 + 4(y∗J+1 ∨ yj)− 2(yi ∨ yj)} .
Therefore, the second-derivative matrix is nonsingular if and only if
qJ+1(z
∗
J+1)
{
1− 2Fµ(y∗J+1)
}2 6= 2F ′µ(y∗J+1)
×
J∑
i=1
J∑
j=1
qi(z
∗
J+1) qj(z
∗
J+1)
{−2y∗J+1 + 4(y∗J+1 ∨ yj)− 2(yi ∨ yj)} .
This ends the proof.
Proof of Lemma 2. Let (yJ+1, zJ+1) ∈ D×Z such that
ηJ+1 := ||(yJ+1, zJ+1)− (y∗J+1, z∗J+1)|| < δ.
We know that Mn(yJ+1, zJ+1) = W 22 (µn, ν(yJ+1, zJ+1)) =
∫
D[Fµn(x) − Fν(yJ+1,zJ+1)(x)]2dx.
Writing the lower and upper bounds of the domain D as y(0) and y(J+2) respectively, we have∫
D Fµn(x)Fν(yJ+1,zJ+1)(x)dx =
∑J+1
j=0 Qj
∫ y(j+1)
y(j)
Fµn(x)dx. Then
Mn(yJ+1, zJ+1) =
∫
D
F 2µn(x)dx+
∫
D
F 2ν(yJ+1,zJ+1)(x)dx− 2
J+1∑
j=0
Qj
∫ y(j+1)
y(j)
Fµn(x)dx.
Likewise, for the point of minimization (y∗J+1, z
∗
J+1), write ν(y
∗
J+1, z
∗
J+1) =
∑J
j=1 q
∗
j δyj +
q∗J+1δy∗J+1 , with q
∗
J+1 =
z∗J+1∑J
j=1 zj+z
∗
J+1
and q∗j =
zj∑J
j=1 zj+z
∗
J+1
for j = 1, . . . , J. Let y∗(1) ≤ · · · ≤
y∗(J+1) be the ascending order elements of the sequence {y1, . . . , yJ , y∗J+1} and let q∗[1], . . . , q∗[J+1]
be their associated capacity constraints. Then
Mn(y∗J+1, z∗J+1) =
∫
D
F 2µn(x)dx+
∫
D
F 2ν(y∗J+1,z∗J+1)(x)dx− 2
J+1∑
j=0
Q∗j
∫ y∗
(j+1)
y∗
(j)
Fµn(x)dx,
where y∗(0) = y(0), y
∗
(J+2) = y(J+2), and Q
∗
j =
∑j
k=0 q
∗
[k] with q
∗
[0] = 0. Let j0 be the index in
{1, . . . , J + 1} such that y∗J+1 = y∗(j0) and q∗J+1 = q∗[j0]. Since y∗J+1 /∈ {y1, . . . , yJ}, we also
have yJ+1 = y(j0) and qJ+1 = q[j0] as yJ+1 → y∗J+1. Moreover, y∗(j) = y(j) and q∗[j] = q[j] for all
j 6= j0, as yJ+1 → y∗J+1. Then, for δ sufficiently small, it is easily seen that
J+1∑
j=0
Q∗j
∫ y∗
(j+1)
y∗
(j)
Fµn(x)dx =
J+1∑
j=0
Q∗j
∫ y(j+1)
y(j)
Fµn(x)dx+ q
∗
[j0]
∫ yJ+1
y∗J+1
Fµn(x)dx.
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Hence, for δ small enough,
Mn(yJ+1, zJ+1)−Mn(y∗J+1, z∗J+1) =
∫
D
[F 2ν(yJ+1,zJ+1)(x)− F 2ν(y∗J+1,z∗J+1)(x)]dx
+ 2
J+1∑
j=0
(Q∗j −Qj)
∫ y(j+1)
y(j)
Fµn(x)dx+ 2q
∗
[j0]
∫ yJ+1
y∗J+1
Fµn(x)dx.
Since the distribution function Fµ is continuous, the value y
∗
J+1 is not a jump point of the
empirical version Fµn with probability one. Then, for δ sufficiently small (or as yJ+1 → y∗J+1),
the “staircase” function Fµn is constant between yJ+1 and y
∗
J+1, and is equal to Fµn(y
∗
J+1).
Therefore, for all δ small enough,
Mn(yJ+1, zJ+1)−Mn(y∗J+1, z∗J+1) =
∫
D
[F 2ν(yJ+1,zJ+1)(x)− F 2ν(y∗J+1,z∗J+1)(x)]dx
+ 2
J+1∑
j=0
(Q∗j −Qj)
∫ y(j+1)
y(j)
Fµn(x)dx+ 2q
∗
J+1Fµn(y
∗
J+1){yJ+1 − y∗J+1}.
Let now {xm : m = 1, 2, . . .} be any deterministic sequence of points in D such that µm :=
1
m
∑m
i=1 δxi converges weakly to the continuous probability measure µ as m → ∞, that is,
the distribution function Fµm(x) of the measure µ
m converges to Fµ(x) for all x ∈ D. Then
M(yJ+1, zJ+1)−M(y∗J+1, z∗J+1) = lim
m→∞
[W 22 (µ
m, ν(yJ+1, zJ+1))−W 22 (µm, ν(y∗J+1, z∗J+1))]
=
∫
D
[F 2ν(yJ+1,zJ+1)(x)− F 2ν(y∗J+1,z∗J+1)(x)]dx
+ 2
J+1∑
j=0
(Q∗j −Qj)
∫ y(j+1)
y(j)
Fµ(x)dx+ 2q
∗
J+1Fµ(y
∗
J+1){yJ+1 − y∗J+1}
for all δ sufficiently small. Thus, for δ small enough,
Mn := (Mn −M)(yJ+1, zJ+1)− (Mn −M)(y∗J+1, z∗J+1) =
2
J+1∑
j=0
(Q∗j −Qj)
∫ y(j+1)
y(j)
[Fµn(x)− Fµ(x)]dx+ 2q∗J+1[Fµn(y∗J+1)− Fµ(y∗J+1)]{yJ+1 − y∗J+1}.
This leads to
E
[
sup
ηJ+1<δ
|Mn|
]
≤ 2E
[∫
D
|Fµn(x)− Fµ(x)|dx
]
sup
ηJ+1<δ
J+1∑
j=0
|Q∗j −Qj|
+ 2q∗J+1E
[|Fµn(y∗J+1)− Fµ(y∗J+1)|] sup
ηJ+1<δ
|yJ+1 − y∗J+1|
for δ sufficiently small. Given that q∗[j] = q[j] for all j 6= j0, we have Q∗j = Qj for j < j0 and
Q∗j −Qj = q∗[j0] − q[j0] = q∗J+1 − qJ+1 for j ≥ j0. Then
J+1∑
j=0
|Q∗j −Qj| =
J+1∑
j=j0
|q∗J+1 − qJ+1| = (J + 2− j0)
(
∑J
j=1 zj)|z∗J+1 − zJ+1|
(
∑J
j=1 zj + z
∗
J+1)(
∑J+1
j=1 zj)
. |z∗J+1 − zJ+1|.
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On the other hand, we know that
E
[∫ ∞
−∞
|Fµn(x)− Fµ(x)| dx
]
. 1√
n
, E
∣∣Fµn(y∗J+1)− Fµ(y∗J+1)∣∣ . 1√n,
for n large enough (see Theorem 2.4 of del Bario et al. (1999) [10]). Therefore
E
[
sup
ηJ+1<δ
|Mn|
]
. 1√
n
sup
ηJ+1<δ
[|z∗J+1 − zJ+1|+ |y∗J+1 − yJ+1|] . δ√n
for all n large enough and sufficiently small δ.
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