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QUASI-SHADOWING FOR PARTIALLY HYPERBOLIC
DYNAMICS ON BANACH SPACES
LUCAS BACKES AND DAVOR DRAGICˇEVIC´
Abstract. A partially hyperbolic dynamical system is said to have the
quasi-shadowing property if every pseudotrajectory can be shadowed by
a sequence of points (xn)n∈Z such that xn+1 is obtained from the image
of xn by moving it by a small factor in the central direction. In the
present paper, we prove that a small nonlinear perturbation of a par-
tially dichotomic sequence of (not necessarily invertible) linear operators
acting on an arbitrary Banach space has the quasi-shadowing property.
We also get obtain a continuous time version of this result. As an ap-
plication of our main result, we prove that a certain class of partially
dichotomic sequences of linear operators is stable up to the movement
in the central direction.
1. Introduction
Let M = (M,d) be a metric space and let (Fn)n∈Z be a sequence of maps
acting on M . Given δ > 0, a sequence of points (yn)n∈Z of M satisfying
d(yn+1, Fn(yn)) < δ for every n ∈ Z, (1)
is said to be a δ-pseudotrajectory for the nonautonomous dynamics given by
xn+1 = Fn(xn), n ∈ Z. (2)
We say that the system (2) has the shadowing property if for every ε > 0
there exists δ > 0 such that for any δ-pseudotrajectory (yn)n∈Z of (2), there
exists a sequence of points (xn)n∈Z in M satisfying (2) such that
d(xn, yn) < ε for every n ∈ Z. (3)
In other words, any pseudotrajectory can be approximated (in the sense of
(3)) by a true trajectory.
The shadowing property has proved to be a very powerful tool in many sit-
uations as, for instance, when dealing with problems concerned with topolog-
ical stability and construction of symbolic dynamics (see [9]). Consequently,
the problem of describing classes of systems that exhibit this property turned
out to an important direction of the research in the field of dynamical sys-
tems.
Based on works of Poincare´ and its predecessors, Smale [24] introduced in
the 60’s the notion of (uniform) hyperbolicity in order to provide a mathe-
matical framework for the rigorous study of dynamical systems that exhibit
Date: July 28, 2020.
2010 Mathematics Subject Classification. Primary: 37C50, 34D09; Secondary: 34D10.
Key words and phrases. Quasi-shadowing, Nonautonomus systems, Partial dichotomy,
Nonlinear perturbations.
1
2 LUCAS BACKES AND DAVOR DRAGICˇEVIC´
sensitive dependence on initial conditions. It turns out that uniformly hy-
perbolic dynamical systems (both with discrete and continuous time) have
the shadowing property [2, 9]. In fact, it was shown that in certain settings,
the notions of hyperbolicity and (Lipschitz) shadowing are actually (almost)
equivalent. Indeed, Pilyugin and Tikhomirov [22] proved that a diffeomor-
phism on a compact Riemannian manifold M has the so-called Lipschitz
shadowing property if and only if it is structurally stable. While struc-
turally stable diffeomorphisms are not necessarily Anosov (i.e. uniformly
hyperbolic on entire M), it should be noted that they exhibit uniform hy-
perbolicity on the set of nonwandering points. A similar result to that in [22]
but dealing with the nonautonomous linear dynamics was established in [4,
Proposition 3]. Indeed, it was proved in [4] that if M is a finite-dimensional
Banach space and if maps Fn are linear then (2) has the Lipschitz shad-
owing property if and only if it admits an exponential trichotomy (which
means that it is hyperbolic on both Z+ and Z−, although not necessarily
on entire line Z). It turns out that the situation in the infinite-dimensional
setting is much more complicated. Indeed, in [5] the authors deal with the
situation when M is an infinite-dimensional Banach space and consider the
autonomous setting when Fn = A for n ∈ Z, where A is some invertible
bounded linear operator on M . They give explicit examples in which A is
not hyperbolic but (2) nevertheless has the shadowing property.
Our objective in this paper is study the shadowing property beyond (uni-
form) hyperbolicity in the nonautonomous context. To this end, we look at
partially hyperbolic systems. A first observation is that one cannot expect
to recover the shadowing property, at least in its full strength, for general
partially hyperbolic systems. In fact, it was observed in [8] that the shad-
owing property is not verified (not even generically) for partially hyperbolic
diffeomorphisms which are robustly transitive (see also [1, 25] for examples
of some large classes of non-uniformly hyperbolic systems that do not satisfy
the shadowing property). On the other hand, as we are going to see in the
sequel, it is possible to get a weaker version of the shadowing property called
quasi-shadowing. In the terminology of the above paragraphs, we say that
(2) has the quasi-shadowing property if for every ε > 0 there exists δ > 0
so that for any δ-pseudotrajectory (yn)n∈Z there exists a “quasi-trajectory”
(xn)n∈Z of (2) satisfying (3). By (xn)n∈Z being a quasi-trajectory of (2) we
mean that it is a trajectory of the system up to moving it by a small factor
in the central direction, i.e. xn+1 is obtained from Fn(xn) by shifting it by
a small factor in the central direction (precise definitions are postponed to
Section 3.1).
The notion of quasi-shadowing has already been explored for some classes
of partially hyperbolic systems. For instance, in [7, 10, 15, 16, 26] versions
of the quasi-shadowing property were established for partially hyperbolic
diffeomorphisms acting on compact manifolds. More recently some of these
results were extended to partially hyperbolic flows [17]. In this work, we deal
with not necessarily invertible nonautonomous dynamics acting on infinite
dimensional spaces. More precisely, starting with a linear dynamics
xm+1 = Amxm m ∈ Z, (4)
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where the sequence (Am)m∈Z admits a partial dichotomy, we prove that a
small nonlinear perturbation of (4) has the quasi-shadowing property. We
also obtain a continuous time version of this result. Moreover, our general
approach using Banach sequence spaces allow us to get various versions of
the quasi-shadowing property, meaning that the error allowed in the pseu-
dotrajectory (1) and in the “shadowing” given by (3) can be taken to be
small according to various norms (such as lp norm or the c0 norm), simply
by taking the appropriate sequence space (see Remark 5). As an applica-
tion of our main result we prove that a certain class of partial dichotomic
sequence of linear maps is stable up to moving it in the central direction
(see Section 4). The proof of our main result has an analytic flavor and
consists basically of showing that a certain operator is a contraction when
acting in an appropriate space. Then, using the fixed point of this opera-
tor we are able to construct the quasi-trajectory we are looking for. These
arguments are inspired by our previous work on nonautonomous shadow-
ing [3, 4], which in turn are inspired by some classical analytic approaches
to shadowing [11, 18].
2. Preliminaries
2.1. Banach sequence spaces. In this subsection we recall some basic
definitions and properties from the theory of Banach sequence spaces. The
material is taken from [12, 23], where the reader can also find more details.
Let S(Z) be the set of all sequences s = (sn)n∈Z of real numbers. We say
that a linear subspace B ⊂ S(Z) is a normed sequence space (over Z) if there
exists a norm ‖·‖B : B → R
+
0 such that if s
′ = (s′n)n∈Z ∈ B and |sn| ≤ |s
′
n|
for n ∈ Z, then s = (sn)n∈Z ∈ B and ‖s‖B ≤ ‖s
′‖B . If in addition (B, ‖·‖B)
is complete, we say that B is a Banach sequence space.
Let B be a Banach sequence space over Z. We say that B is admissible
if:
1. χ{n} ∈ B and ‖χ{n}‖B > 0 for n ∈ Z, where χA denotes the charac-
teristic function of the set A ⊂ Z;
2. for each s = (sn)n∈Z ∈ B and m ∈ Z, the sequence s
m = (smn )n∈Z
defined by smn = sn+m belongs to B and ‖s
m‖B = ‖s‖B .
Note that it follows from the definition that for each admissible Banach space
B over Z, we have that ‖χ{n}‖B = ‖χ{0}‖B for each n ∈ Z. Throughout
this paper we will assume for the sake of simplicity that ‖χ{0}‖B = 1.
We recall some explicit examples of admissible Banach sequence spaces
over Z (see [12, 23]).
Example 1. The set
l∞ =
{
s = (sn)n∈Z ∈ S(Z) : sup
n∈Z
|sn| <∞
}
is an admissible Banach sequence space when equipped with the norm ‖s‖ =
supn∈Z|sn|.
Example 2. The set
c0 =
{
s = (sn)n∈Z ∈ S(Z) : lim
|n|→∞
|sn| = 0
}
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is an admissible Banach sequence space when equipped with the norm ‖·‖
from Example 1.
Example 3. For each p ∈ [1,∞), the set
lp =
{
s = (sn)n∈Z ∈ S(Z) :
∑
n∈Z
|sn|
p <∞
}
is an admissible Banach sequence space when equipped with the norm
‖s‖ =
(∑
n∈Z
|sn|
p
)1/p
.
Example 4 (Orlicz sequence spaces). Let ϕ : (0,+∞)→ (0,+∞] be a non-
decreasing nonconstant left-continuous function. We set ψ(t) =
∫ t
0 ϕ(s) ds
for t ≥ 0. Moreover, for each s = (sn)n∈Z ∈ S(Z), letMϕ(s) =
∑
n∈Z ψ(|sn|).
Then
B =
{
s ∈ S(Z) :Mϕ(cs) < +∞ for some c > 0
}
is an admissible Banach sequence space when equipped with the norm
‖s‖ = inf
{
c > 0 :Mϕ(s/c) ≤ 1
}
.
2.2. Banach spaces associated to Banach sequence spaces. Let us
now introduce sequence spaces that will play important role in our argu-
ments. Let X be an arbitrary Banach space and B any Banach sequence
space over Z with norm ‖·‖B . Set
XB :=
{
x = (xn)n∈Z ⊂ X : (‖xn‖)n∈Z ∈ B
}
.
Finally, for x = (xn)n∈Z ∈ XB we define
‖x‖B := ‖(‖xn‖)n∈Z‖B . (5)
Remark 1. We emphasize that in (5) we slightly abuse the notation since
norms on B and XB are denoted in the same way. However, this will cause
no confusion since in the rest of the paper we will deal with spaces XB.
Example 5. Let B = l∞ (see Example 1). Then,
XB =
{
x = (xn)n∈Z ⊂ X : sup
n∈Z
‖xn‖ <∞
}
.
The proof of the following result is straightforward (see [12, 23]).
Proposition 1. (XB , ‖·‖B) is a Banach space.
2.3. Partial dichotomy. In this subsection we introduce the concept of
partial dichotomy as well as some related notation.
Let (Am)m∈Z be a sequence of bounded linear operators on X. For m,n ∈
Z, set
A(m,n) =
{
Am−1 · · ·An if m > n,
Id if m = n.
QUASI-SHADOWING FOR PARTIALLY HYPERBOLIC DYNAMICS 5
We say that the sequence (Am)m∈Z admits a partial exponential dichotomy
if there exist projections P in for n ∈ Z and i ∈ {1, 2, 3} satisfying
P 1n + P
2
n + P
3
n = Id, AnP
i
n = P
i
n+1An, (6)
for n ∈ Z and i ∈ {1, 2, 3} such that the operator
An|ImP 2n : ImP
2
n → ImP
2
n+1
is invertible for n ∈ Z and there exist constants D, b, d > 0 such that
‖A(m,n)P 1n‖ ≤ De
−d(m−n) for m ≥ n (7)
and
‖A(m,n)P 2n‖ ≤ De
−b(n−m) for m ≤ n, (8)
where
A(m,n) = (A(n,m)|ImPm)
−1 : ImP 2n → ImP
2
m,
for m < n.
Remark 2. We note that the classical notion of an exponential dichotomy is
a special case of the notion of partial exponential dichotomy and corresponds
to the case when P 3n = 0 for n ∈ Z.
Remark 3. The above introduced notion of a partial exponential dichotomy
is inspired by the classical notion of a partial hyperbolicity introduced by Brin
and Pesin [6]. However, we stress that in constrast to the notion of the par-
tial hyperbolicity, we don’t require that the rate of the contraction/expansion
of vectors in ImP 3n by the action of the dynamics forward in time is dom-
inated by the contraction along ImP 1n or by the expansion along ImP
2
n . In
fact, we made no assumption about the asymptotic behaviour of the dynamics
along ImP 3n .
Given a partially dichotomic sequence (Am)m∈Z, for n ∈ Z we set
Esn := ImP
1
n , E
u
n := ImP
2
n and E
c
n := ImP
3
n .
Moreover, we also introduce Xs,uB as a subspace of XB that consists of all
x = (xn)n∈Z ∈ XB such that xn ∈ E
s,u
n := Esn ⊕ E
u
n for each n ∈ Z.
Obviously, Xs,uB is closed. Similarly, we consider
XcB := {x = (xn)n∈Z ∈ XB : xn ∈ E
c
n for n ∈ Z}.
Again, XcB is a closed subspace of XB . Observe that each x = (xn)n∈Z ∈ XB
can be written uniquely as
x = xc + xs,u,
where xc ∈ XcB and x
s,u ∈ Xs,uB . Indeed, x
c = (xcn)n∈Z and x
s,u = (xs,un )n∈Z
are given by
xcn = P
3
nxn and x
s,u
n = xn − x
c
n, for n ∈ Z.
We also introduce an adapted norm ‖·‖′B on XB defined by
‖x‖′B = max{‖x
c‖B , ‖x
s,u‖B}, for x ∈ XB .
Lemma 1. We have that
1
1 + 2D
‖x‖′B ≤ ‖x‖B ≤ 2‖x‖
′
B , for x ∈ XB. (9)
Thus, the norms ‖·‖B and ‖·‖
′
B are equivalent.
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Proof. Observe that
‖x‖B = ‖x
c + xs,u‖B ≤ ‖x
c‖B + ‖x
s,u‖B ≤ 2‖x‖
′
B .
On the other hand, we first note that it follows from (7) and (8) that ‖P in‖ ≤
D for n ∈ Z and i = 1, 2. Thus,
‖P 3n‖ = ‖Id− P
1
n − P
2
n‖ ≤ 1 + 2D for n ∈ Z,
and consequently
‖xcn‖ ≤ (1 + 2D)‖xn‖ and ‖x
s,u
n ‖ ≤ 2D‖xn‖,
for n ∈ Z and x = (xn)n∈Z ∈ XB . It follows that
‖xc‖B ≤ (1 + 2D)‖x‖B and ‖x
s,u‖B ≤ 2D‖x‖B .
Therefore
‖x‖′B ≤ (1 + 2D)‖x‖B ,
and the proof of the lemma is completed. 
3. Main result
3.1. Setup. Let B be an admissible Banach sequence space, X a Banach
space and (Am)m∈Z a sequence of bounded linear operators onX that admits
a partial exponential dichotomy. Furthermore, let fn : X → X, n ∈ Z, be a
sequence of maps such that there exists c > 0 satisfying
‖fn(x)− fn(y)‖ ≤ c‖x− y‖, (10)
for each n ∈ Z and x, y ∈ X.
We consider a nonautonomous and nonlinear dynamics given by
xn+1 = Fn(xn), n ∈ Z, (11)
where
Fn := An + fn.
Let us now recall some notation introduced in [3]. Given δ > 0, a sequence
(yn)n∈Z ⊂ X is said to be an (δ,B)-pseudotrajectory for (11) if (yn+1 −
Fn(yn))n∈Z ∈ XB and
‖(yn+1 − Fn(yn))n∈Z‖B ≤ δ. (12)
Remark 4. When B = l∞ (see Example 1), condition (12) reduces to
sup
n∈Z
‖yn+1 − Fn(yn)‖ ≤ δ.
The above requirement represents a usual definition of a pseudotrajectory in
the context of smooth dynamics (see [20, 21]).
We say that (11) has an B-quasi-shadowing property if for every ε > 0
there exists δ > 0 so that for every (δ,B)-pseudotrajectory (yn)n∈Z, there is
a sequence z = (zn)n∈Z ∈ XB with ‖z‖
′
B ≤ ε such that for every n ∈ Z,
xn+1 = Fn(xn) + z
c
n+1, (13)
where xn = yn + z
s,u
n . Observe that, in particular, xn+1 is obtained from
Fn(xn) by moving it by a factor smaller than ε in the central direction
and, moreover, ‖(xn)n∈Z − (yn)n∈Z‖B ≤ ε. Informally, (xn)n∈Z is a “quasi-
trajectory” of (11) that “shadows” (yn)n∈Z. Furthermore, if there exists
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L > 0 such that δ can be chosen as δ = Lε, we say that (11) has the
B-Lipschitz quasi-shadowing property.
3.2. Quasi-shadowing for perturbations of partial dichotomic se-
quences. We start with an auxiliary result which is a straightforward con-
sequence of Theorems 1 and 2 of [4].
Theorem 1. Assume that a sequence (Am)m∈Z is partially dichotomic and
let B be an arbitrary admissible Banach sequence space. Then, there exists
an operator As,u : Xs,uB → X
s,u
B with the property that for x = (xn)n∈Z,y =
(yn)n∈Z ∈ X
s,u
B , the following properties are equivalent:
1. As,uy = x;
2. for each n ∈ Z,
xn −An−1xn−1 = yn.
In fact, As,u is given by
(As,uy)n =
n∑
m=−∞
A(n,m)P 1mym −
∞∑
m=n+1
A(n,m)P 2mym,
for n ∈ Z and y = (yn)n∈Z ∈ X
s,u
B .
Let us consider the operator G : XB → XB given by
Gx = −xc + As,uxs,u.
By ‖G‖ we will denote the operator norm of G induced by the norm ‖·‖′B
on XB .
Theorem 2. Assume that
4cD(1 + 2D)‖G‖ < 1. (14)
Then, the system (11) has the B-Lipschitz quasi-shadowing property.
Proof. Set
(S(x))n = gn−1(x
s,u
n−1),
for n ∈ Z and x = (xn)n∈Z ∈ XB , where gn : X → X is given by
gn(x) = fn(x+ yn)− fn(yn) + Fn(yn)− yn+1.
Furthermore, let
Φ(x) = GS(x), x ∈ XB .
It follows from (10) that for x = (xn)n∈Z and z = (zn)n∈Z in XB and n ∈ Z,
we have
‖fn(yn + x
s,u
n )− fn(yn + z
s,u
n )‖ ≤ c‖x
s,u
n − z
s,u
n ‖
= c‖(P 1n + P
2
n)(xn − zn)‖
≤ 2cD‖xn − zn‖,
and hence
‖S(x)− S(z)‖B ≤ 2cD‖x− z‖B .
Consequently, (9) implies that
‖S(x)− S(z)‖′B ≤ 4cD(1 + 2D)‖x− z‖
′
B ,
and therefore
‖Φ(x)− Φ(z)‖′B ≤ 4cD(1 + 2D)‖G‖ · ‖x− z‖
′
B , for x, z ∈ XB . (15)
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On the other hand, observe that
‖S(0)‖′B ≤ (1 + 2D)‖S(0)‖B ≤ (1 + 2D)δ,
and therefore using (15) we have that
‖Φ(x)‖′B ≤ ‖Φ(0)‖
′
B + ‖Φ(x)− Φ(0)‖
′
B
≤ (1 + 2D)δ‖G‖ + 4cD(1 + 2D)‖G‖ · ‖x‖′B .
We conclude that by setting
δ =
1− 4cD(1 + 2D)‖G‖
(1 + 2D)‖G‖
ε
and
D(0, ε) := {x ∈ XB : ‖x‖
′
B ≤ ε},
we have that
Φ(D(0, ε)) ⊂ D(0, ε).
This together with (14) and (15) implies that Φ is a contraction on D(0, ε).
Hence, there exist a unique z ∈ D(0, ε) such that Φ(z) = z, that is, GS(z) =
z. Letting w = S(z), we have that
−wc + As,uws,u = z.
This in particular implies that −wc = zc. Moreover, Theorem 1 implies
that for each n ∈ Z,
zn + w
c
n −An−1(zn−1 + w
c
n−1) = zn − z
c
n −An−1(zn−1 − z
c
n−1)
= ws,un
= wn − w
c
n
= wn + z
c
n,
which easily implies that
yn + z
s,u
n = z
c
n + Fn−1(yn−1 + z
s,u
n−1), (16)
for each n ∈ Z. We define x = (xn)n∈Z by
xn = yn + z
s,u
n , n ∈ Z.
Then, it follows from (16) that (13) holds. Consequently, since ‖z‖′B ≤ ε,
we conclude that (11) has the B-Lipschitz quasi-shadowing property. 
In the sequel, we will also need the following lemma.
Lemma 2. Assume that (14) holds and let L > 0 be the constant given by
the B-Lipschitz quasi-shadowing property. Given ε > 0, take δ = Lε and fix
a (δ,B)-pseudotrajectory (yn)n∈Z of (11). Suppose that z = (zn)n∈Z ∈ XB
is a sequence with ‖z‖′B ≤ ε which satisfies
xn+1 = Fn(xn) + z
c
n+1,
for every n ∈ Z, where xn = yn+ z
s,u
n . Then, z = (zn)n∈Z is a fixed point of
the operator Φ introduced in the proof of Theorem 2.
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Proof. We start observing that
Φ(z) = GS(z)
= −S(z)c + As,u(S(z)s,u)
and
(S(z))n = gn−1(z
s,u
n−1)
= fn−1(z
s,u
n−1 + yn−1)− fn−1(yn−1) + Fn−1(yn−1)− yn
= fn−1(xn−1) +An−1yn−1 − yn
= fn−1(xn−1) +An−1xn−1 −An−1z
s,u
n−1 − yn
= xn − z
c
n −An−1z
s,u
n−1 − yn
= zs,un − z
c
n −An−1z
s,u
n−1.
Consequently,
(−S(z)c)n = −
(
zs,un − z
c
n −An−1z
s,u
n−1
)c
= zcn,
for n ∈ Z. Hence, by using Theorem 1, we have that
(As,u(S(z)s,u))n
=
n∑
m=−∞
A(n,m)P 1m(S(z)
s,u)m −
∞∑
m=n+1
A(n,m)P 2m(S(z)
s,u)m
=
n∑
m=−∞
A(n,m)(zsm −Am−1z
s
m−1)−
∞∑
m=n+1
A(n,m)(zum −Am−1z
u
m−1)
= zsn + z
u
n
= zs,un ,
for n ∈ Z. Therefore, Φ(z) = z and the proof of the lemma is completed. 
Corollary 1. Suppose that (14) holds. Then, the sequence z = (zn)n∈Z
given by the quasi-shadowing property is unique.
Proof. From Lemma 2 we know that any sequence z = (zn)n∈Z given by the
quasi-shadowing property is a fixed point of the operator Φ. Consequently,
since Φ is a contraction on D(0, ε) = {x ∈ XB : ‖x‖
′
B ≤ ε} its fixed point is
unique in D(0, ε), and the desired conclusion follows. 
In the case when the sequence (Am)m∈Z admits an exponential dichotomy
we can say more. More precisely, we have the following result first estab-
lished in [4, Theorem 4.].
Corollary 2. Assume that the sequence (Am)m∈Z admits an exponential
dichotomy and that (14) holds. Then, there exists L > 0 with the property
that for each ε > 0 and every (δ,B)-pseudotrajectory y = (yn)n∈Z with
δ = Lε, there exists a solution x = (xn)n∈Z of (11) such that ‖x−y‖
′
B ≤ ε.
Moreover, x is unique.
Proof. The desired conclusion follows directly from Theorem 2 and Corol-
lary 1 taking into account that Ecn = {0} for n ∈ Z. 
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Remark 5. Observe that our general approach allow us to get various ver-
sions of the quasi-shadowing property simply by considering different types
of Banach sequence spaces. For instance, by taking B = l∞ as in Example
1 we get a quasi-shadowing version of the usual shadowing property. By
taking B = lp as in Example 3 we get a quasi-shadowing version of the
lp-shadowing property. By taking B = c0 as in Example 2 we get a quasi-
shadowing version of the asymptotic shadowing property and so on.
4. Quasi-Stability of partially dichotomic sequences
As an application of our results in this section we prove that, up to moving
it in the central direction, a class of partially dichotomic sequences of linear
operators acting on an arbitrary Banach space is stable under nonlinear
perturbations.
We say that a sequence (Am)m∈Z of bounded and invertible linear op-
erators on X admits a strong partial exponential dichotomy if there exist
projections P in for n ∈ Z and i ∈ {1, 2, 3} satisfying (6) and there exist
constants
D > 0, 0 ≤ a < b, and 0 ≤ c < d,
such that (7) and (8) hold and, in addition,
‖A(m,n)P 3n‖ ≤ De
a(m−n) for m ≥ n, (17)
and
‖A(m,n)P 3n‖ ≤ De
c(n−m) for m ≤ n,
where
A(m,n) = (A(n,m))−1, for m < n.
Let (Am)m∈Z be a sequence of bounded and invertible linear operators on
X that admits a strong partial exponential dichotomy. Furthermore, assume
that
sup
m∈Z
{‖Am‖, ‖A
−1
m ‖} <∞.
Associated to these parameters by Theorem 2 (applied to B = l∞ and
fn ≡ 0), consider ε > 0 sufficiently small and δ = Lε > 0. Let (fn)n∈Z be
a sequence of maps fn : X → X satisfying (10) with c sufficiently small and
such that
‖fn‖sup ≤ δ for each n ∈ Z,
where for a map g : X → X we set
‖g‖sup := sup{‖g(x)‖ : x ∈ X}.
We consider the difference equation
yn+1 = Fn(yn), n ∈ Z, (18)
where Fn := An + fn. By decreasing c (if necessary), we have that Fn is
a homeomorphism for each n ∈ Z (see [3]). Then, we have the following
result.
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Theorem 3. There are continuous maps hm : X → X and τm : X → E
c
m,
m ∈ Z, such that for each m ∈ Z,
hm+1 ◦ Fm = Am ◦ hm + τm+1 ◦ Fm (19)
with
‖hm − Id‖sup ≤ ε and ‖τm‖sup ≤ ε. (20)
Moreover, hm(x)− x ∈ E
s,u
m for all m ∈ Z and x ∈ X.
Recall that the nonautonomous systems xm+1 = Amxm, m ∈ Z, and
xm+1 = Fm(xm), m ∈ Z, are said to be topologically conjugated if there
exists a sequence of homeomorphisms (hm)m∈Z such that
hm+1 ◦ Fm = Am ◦ hm for every m ∈ Z.
Moreover, a system is said to be stable if it is topologically conjugated to
any small (according to some appropriate topology) perturbation of itself.
So, what Theorem 3 is saying is that, under the previous assumptions, the
system xm+1 = Amxm, m ∈ Z, is quasi-stable: it is stable except for a small
deviation in the central direction (the “τm+1 ◦ Fm” part in (19)) and the
fact that the maps hm are only continuous.
Proof. Let us fixm ∈ Z. Given y ∈ X, we consider the sequence y = (yn)n∈Z
given by yn = F(n,m)y for n ∈ Z, where
F(n,m) =


Fn−1 ◦ . . . ◦ Fm if n > m,
Id if n = m,
F−1n ◦ . . . ◦ F
−1
m−1 if n < m.
Then, y is a solution of (18). Moreover,
sup
n∈Z
‖yn+1 −Anyn‖ = sup
n∈Z
‖fn(yn)‖ ≤ δ.
In particular, y = (yn)n∈Z is a (δ, l
∞)-pseudotrajectory for the difference
equation
xn+1 = Anxn, n ∈ Z.
Hence, it follows from Theorem 2 (applied to the case when B = l∞ and
fn ≡ 0) and Corollary 1 that there is a unique sequence z = (zn)n∈Z with
‖z‖′B ≤ ε such that
xn+1 = Anxn + z
c
n+1 for n ∈ Z,
where xn = yn + z
s,u
n . Set
hm(y) = hm(ym) := xm
and
τm(y) = τm(ym) := z
c
m.
It is easy to verify that (19) holds. Since ‖z‖′B ≤ ε, we conclude that (20)
holds. Moreover, by definition, hm(y)− y = z
s,u
m ∈ E
s,u
m for every y ∈ X.
It remains to show that hm and τm are continuous maps for every m ∈ Z.
For the sake of simplicity we deal with the case when m = 0. The argument
for m 6= 0 is completely analogous. Let Φ : XB → XB be the operator
introduced in the proof of Theorem 2 associated to the sequence y = (yn)n∈Z.
We recall that
Φ(z) = z.
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By recalling the definition of hm and τm, the above equality can be rewritten
as
Φ((hm(ym)− ym + τm(ym))m∈Z) = (hm(ym)− ym + τm(ym))m∈Z.
Consequently, from the definition of Φ and Theorem 1 we obtain that
(hm(ym)− ym + τm(ym))m∈Z
= Φ((hm(ym)− ym + τm(ym))m∈Z)
= GS((hm(ym)− ym + τm(ym))m∈Z)
=
(
− (gm−1(hm−1(ym−1)− ym−1))
c
+
m∑
k=−∞
A(m,k)P 1k gk−1(hk−1(yk−1)− yk−1)
−
∞∑
k=m+1
A(m,k)P 2k gk−1(hk−1(yk−1)− yk−1)
)
m∈Z
.
In particular, since hm(ym)− ym ∈ E
s,u
m and τm(ym) ∈ E
c
m, it follows that
τm(ym) = −(gm−1(hm−1(ym−1)− ym−1))
c
and consequently, τm is continuous whenever hm−1 is. So, all we have to do
is to prove that h0 is continuous.
Let (wj0)j∈N be an arbitrary sequence in X converging to y0 ∈ X with
‖wj0− y0‖ < ε for every j ∈ N. If h0(w
j
0)
j→∞
−−−→ h0(y0) then we are done. So,
let us assume that h0(w
j
0) 6→ h0(y0). In particular, restricting ourselves to a
subsequence, if necessary, we may assume that ‖h0(w
j
0) − h0(y0)‖ > 4γ for
every j ∈ N and some γ > 0. Thus,
‖(h0(y0)− y0)− (h0(w
j
0)− w
j
0)‖ = ‖(h0(y0)− h0(w
j
0)) + (w
j
0 − y0)‖ > 3γ
for every j ≫ 0. Consequently, recalling that h0(y0)−y0 ∈ E
s,u
0 and h0(w
j
0)−
wj0 ∈ E
s,u
0 for every j, it follows that
‖(h0(y0)− h0(w
j
0))
s,u + (wj0 − y0)
s,u‖
= ‖
(
(h0(y0)− h0(w
j
0)) + (w
j
0 − y0)
)s,u
‖
= ‖(h0(y0)− h0(w
j
0)) + (w
j
0 − y0)‖ > 3γ
for every j ≫ 0 and thus, since ‖wj0− y0‖ → 0 when j → +∞, we have that
‖(h0(y0)− h0(w
j
0))
s,u‖ > 2γ
for every j ≫ 0. In particular, restricting our selves to a subsequence, if
necessary, we may assume that
‖(h0(y0)− h0(w
j
0))
s‖ > γ or ‖(h0(y0)− h0(w
j
0))
u‖ > γ
for every j ∈ N. Suppose we are in the second case.
For every j ∈ N, let (wjm)m∈Z be the sequence given by w
j
m = F(m, 0)w
j
0.
From the continuity of Fm it follows that for every j ∈ N there exists Nj ∈ N
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so that ‖ym − w
j
m‖ < ε for every |m| ≤ Nj. Moreover, Nj can be taken so
that Nj →∞ when j →∞.
Now, on the one hand, using (19) we have that for every m ∈ N,
‖hm(ym)− hm(w
j
m)‖ =
∥∥∥∥A(m, 0)(h0(y0)− h0(wj0)) +
m∑
i=1
A(m, i)(τi(yi)− τi(w
j
i ))
∥∥∥∥.
Consequently, for every m ∈ N, we have that (using (7), (8) and (17))
‖hm(ym)− hm(w
j
m)‖
≥ ‖A(m, 0)(h0(y0)− h0(w
j
0))‖ −
∥∥∥∥
m∑
i=1
A(m, i)(τi(yi)− τi(w
j
i ))
∥∥∥∥
≥ ‖A(m, 0)(h0(y0)− h0(w
j
0))
u‖ − ‖A(m, 0)(h0(y0)− h0(w
j
0))
s‖
− ‖A(m, 0)(h0(y0)− h0(w
j
0))
c‖ −
∥∥∥∥
m∑
i=1
A(m, i)(τi(yi)− τi(w
j
i ))
∥∥∥∥
≥
1
D
ebm‖(h0(y0)− h0(w
j
0))
u‖ −De−dm‖(h0(y0)− h0(w
j
0))
s‖
−Deam‖(h0(y0)− h0(w
j
0))
c‖ −
m∑
i=1
Dea(m−i)‖τi(yi)− τi(w
j
i )‖.
Recalling that h0(w
j
0) = w
j
0 + (z
j
0)
s,u with ‖(zj0)
s,u‖ ≤ ε for every j ∈ N and
that (wj0)j∈N converges to y0, we conclude that ‖h0(y0)−h0(w
j
0)‖ is uniformly
bounded. In particular, there exists C > 0 so that ‖(h0(y0)−h0(w
j
0))
s‖ < C
and ‖(h0(y0) − h0(w
j
0))
c‖ < C for every j ∈ N. Moreover, since ‖(h0(y0) −
h0(w
j
0))
u‖ > γ and ‖τi(yi) − τi(w
j
i )‖ ≤ ‖τi(yi)‖ + ‖τi(w
j
i )‖ ≤ 2ε, it follows
from the previous expression that
‖hm(ym)− hm(w
j
m)‖ ≥
1
D
ebmγ −De−dmC −DeamC −mDeam2ε,
for every m ∈ N and j ∈ N. Thus, since b > a, there exists m0 ∈ N so that
for every m ≥ m0,
‖hm(ym)− hm(w
j
m)‖ ≥ 10ε
for every j ∈ N. Fix j ≫ 0 such that Nj ≥ m0. In particular,
‖hNj (yNj)− hNj (w
j
Nj
)‖ ≥ 10ε. (21)
On the other hand, by the choice of Nj we have that
‖hm(ym)− hm(w
j
m)‖ ≤ ‖hm(ym)− ym‖+ ‖ym − w
j
m‖
+ ‖wjm − hm(w
j
m)‖
≤ ε+ ε+ ε
= 3ε,
for every |m| ≤ Nj . This together with (21) yields a contradiction. The case
when ‖(h0(y0) − h0(w
j
0))
s‖ > γ for every j ∈ N can be treated analogously
by taking backward iterates. Consequently, h0(w
j
0)
j→∞
−−−→ h0(y0) and h0 is
continuous as claimed. 
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Remark 6. Assuming X is finite dimensional one can easily see that the
maps hm given by the previous theorem are surjective. In fact, in this setting,
any bounded continuous perturbation of the identity is surjective. Indeed, let
h : X → X be a continuous map so that ‖h‖sup ≤ N , where N > 0. We are
going to observe that Id + h is surjective. Given y ∈ X let us consider the
continuous map H : X → X given by H(x) = y − h(x). Since h is bounded
by N , it follows that H maps the closed ball of radius N around y into itself.
Consequently, by Brouwer’s fixed point theorem, H has a fixed point inside
that ball. In particular, there is x ∈ X so that H(x) = x which is equivalent
to x+ h(x) = y proving that Id + h is surjective.
Remark 7. In the case when P 3n = 0 for n ∈ Z (i.e. when (Am)m∈Z admits
an exponential dichotomy), we have that τm = 0 and that hm is a home-
omorphism for each m ∈ Z (see [3, Theorem 5]). Hence, in this setting,
Theorem 3 essentially reduces to the so-called nonautonomous Grobman-
Hartman theorem first established (for finite-dimensional and continuous
time dynamics) by Palmer [19]. For some new results related to nonau-
tonomous linearization devoted to the situations when conjugacies hm ex-
hibit higher regularity, we refer to [13, 14] together with the discussion and
references therein.
5. The case of continuous time
We consider a nonlinear differential equation
x′ = A(t)x+ f(t, x), (22)
where A is a continuous map from R to the space of all bounded linear
operators on X satisfying
N := sup
t∈R
‖A(t)‖ <∞,
and f : R ×X → X is a continuous map. We assume that f(·, 0) = 0 and
that there exists c > 0 such that
‖f(t, x)− f(t, y)‖ ≤ c‖x− y‖ for t ∈ R and x, y ∈ X.
We consider the associated linear equation
x′ = A(t)x. (23)
Let T (t, s) be the (linear) evolution family associated to (23). We will as-
sume that (23) admits a partial exponential dichotomy, i.e. that there exists
a family of projections P i(s), i ∈ {1, 2, 3}, s ∈ R on X satisfying
P 1(s) + P 2(s) + P 3(s) = Id, T (t, s)P i(s) = P i(t)T (t, s),
for t, s ∈ R, i ∈ {1, 2, 3} and there exist constants D, b, d > 0 such that
‖T (t, s)P 1(s)‖ ≤ De−d(t−s) for t ≥ s
and
‖T (t, s)P 2(s)‖ ≤ De−b(s−t) for t ≤ s.
We recall that the nonlinear evolution family associated with (22) is given
by
U(t, s)x = T (t, s)x+
∫ t
s
T (t, τ)f(τ, U(τ, s)x) dτ,
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for x ∈ X and t, s ∈ R. Furthemore, set
fn(x) =
∫ n+1
n
T (n+ 1, τ)f(τ, U(τ, n)x) dτ, for x ∈ X and n ∈ Z.
Finally, let
An = T (n+ 1, n) and Fn = An + fn = U(n+ 1, n), (24)
for n ∈ Z. We observe that the sequence (An)n∈Z admits a partial exponen-
tial dichotomy. Finally, we recall the adapted norm ‖·‖′∞ that corresponds
to B = l∞ (see Example 1). In addition, in this case we will denote XB by
X∞.
The following is the main result of this section.
Theorem 4. For a sufficiently small c > 0, there exists L > 0 with the
following property: for any ε > 0 and a differentiable function y : R → X
such that
sup
t∈R
‖y′(t)−A(t)y(t) − f(t, y(t))‖ ≤ δ := Lε,
there exist x : R→ X such that:
1. x|(n,n+1) is a solution of (22) on (n, n+ 1) for each n ∈ Z;
2.
sup
t∈R
‖x(t)− y(t)‖ ≤ ε;
3. there exists z = (zn)n∈Z ∈ X∞ satisfying ‖z‖
′
∞ ≤ ε such that (13)
holds with xn = x(n), n ∈ Z, where Fn is given by (24).
Proof. By arguing as in the proof of [4, Theorem 6.] and using Theorem 2,
one can easily show that for a sufficiently small c > 0, (11) has an l∞-
Lipschitz quasi-shadowing property. Let us denote the associated constant
by L′. Furthermore, it is also proved in the proof of [4, Theorem 6.] that
there exists t > 0 such that for any differentiable y : R→ X such that
sup
t∈R
‖y′(t)−A(t)y(t)− f(t, y(t))‖ ≤ δ, (25)
we have that the sequence (yn)n∈Z given by yn = y(n), n ∈ Z is an (tδ, l
∞)-
pseudotrajectory for (11). Set
L :=
1
(1 + t/L′)eN+c
> 0.
For ε > 0, set δ = Lε and fix a differentiable map y : R → X satis-
fying (25). By the preceding discussion, the sequence (yn)n∈Z given by
yn = y(n), n ∈ Z is an (tδ, l
∞)-pseudotrajectory for (11). Hence, Theorem 2
implies that there exists z = (zn)n∈Z ∈ X∞ satisfying ‖z‖
′
∞ ≤
tδ
L′ ≤ ε such
that (13) holds, where xn = yn + z
s,u
n , n ∈ Z. We define x : R→ X by
x(t) = U(t, n)xn, for t ∈ [n, n+ 1), n ∈ Z.
Then, x satisfies the first and the third assertion in the statement of the
theorem. Define h : R→ X by
h(t) = y′(t)−A(t)y(t)− f(t, y(t)), t ∈ R.
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Observe that for n ∈ Z and t ∈ [n, n+ 1) we have that
‖x(t)− y(t)‖ ≤ ‖xn − yn‖
+
∥∥∥∥
∫ t
n
(A(s)(x(s) − y(s)) + f(s, x(s))− f(s, y(s))− h(s)) ds
∥∥∥∥
≤ δ
(
1 +
t
L′
)
+ (N + c)
∫ n
t
‖x(s)− y(s)‖ ds.
Hence, Gronwall’s lemma implies that
sup
t∈R
‖x(t)− y(t)‖ ≤ δ
(
1 +
t
L′
)
eN+c = ε.
The proof of the theorem is completed. 
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