to satisfy our wants. Organization aids knowledge…' (1895, Book IV, Ch.1). Although Marshall gave hints such as that the distinction between public and private property in knowledge was of great and growing importance or that capital was made up of knowledge and organization, he did not directly address the question of how knowledge was able to achieve its function as our most powerful engine of production. This is an important question, ii which does not appear to have not been adequately addressed, not even by 'new (endogenous) growth theory.' iii This paper is an attempt to grapple with the question, and to do so by adopting a dynamic (non-equilibrium) approach inspired by Allyn Young's conceptualization of increasing returns in his famous paper in The Economic Journal (Young, 1928) .
In relation to the extensive existing literature on knowledge and on increasing returns, how is this paper different? First, although the characteristics of knowledge have been discussed (Hess and Ostrom, 2011, 8-10; Romer, 1990, S73-75; Foray, 2004, 91-101; Nonaka, Toyama and Hirata, 2008, 6-15; Zukerfeld, 2017) , in neo-classical economics (including 'new growth theory') the connection between knowledge and economic growth/progress iv has not been addressed except indirectly in terms of spillovers/externalities, human capital or R&D (within complex mathematical models constrained by the requirement of Pareto-optimal general equilibrium) ; this paper relies squarely on increasing returns as the connecting principle between knowledge and economic growth/progress. Secondly, scholars in contemporary evolutionary economics have, following Adam Smith, identified the division of labour (and the concomitant division of knowledge) as the primary means of promoting increasing returns and the growth of knowledge; v in this paper, given that increasing returns in relation to knowledge and data is our principal focus, we analyze not only the division of labour but also (without aiming to be exhaustive) a range of other sources or mechanisms of knowledge-based and data-based increasing returns. Thirdly, although the expressions "increasing returns to scale" and "economies of scale" are frequently used in the relevant literature, they are static, equilibrium notions, completely different from the dynamic concept of increasing returns as elaborated by Young and adapted in this paper.
Fourthly, we reject static, equilibrium economic theory in which change is reduced from being processes which unfold in historical time to comparisons of equilibrium positions in a timeless world. vi The implications of adopting , within a dynamic approach, the Youngian concept of increasing returns are profound . Nobel Economics Laureate Theodore Schultz wrote: 'It may be elementary but it is often overlooked that increasing return activities do not exist in the axiomatic core of general equilibrium theory, whereas each and every increasing returns event implies that there is disequilibrium…The idea of increasing returns has become a spoiler at this high table of theory" (1993, 18, . The determinacy (and apparent rigour and elegance) of static equilibrium analysis disappears or evaporates in a dynamic approach. 'Increasing returns generate not equilibrium but instability' (Arthur, 1996, 100) and the hallmarks of increasing returns in certain information-intensive sectors have included: market instability, multiple potential outcomes, unpredictability, the ability to lock in a market, the possible predominance of an inferior product, and fat profits for the winner (ibid, 102). Finally, although many different kinds of knowledge processes/activities have been identified in different literatures, vii this paper focuses on knowledge production/generation and knowledge utilization/application as the essence of how knowledge accomplishes its function as Marshall's 'most powerful engine of production' driving growth/progress.
viii
In this paper we apply the Youngian concept of increasing returns to knowledge, but will also examine increasing returns in relation to big data, because data, information and knowledge are usually considered to be parts of the same continuum, and because big data, machine learning (using big data to learn) and digital platforms (capturing and exploiting big data) are currently at the cutting edge of much technological change. We will proceed in the following manner. First, we define knowledge, information and data and briefly explore their interrelationships and differences.
We then discuss the notion of increasing returns according to Young, formulate a definition of increasing returns (which Young did not do), and articulate the linkage between Young's work and knowledge. Next we analyze the mechanisms and processes whereby increasing returns arise in: (a) the generation and production of knowledge, and (b) the use and application of knowledge. Then we look at how increasing returns arise in the generation and capture of big data, and how they arise in the use/reuse of big data in two overlapping spheres: machine learning and digital platforms (such as Amazon and Google). We end with selective remarks concern some key differences between big data and knowledge, some of their implications, and some of the social negative impacts from the ways in which big data is being used.
What is knowledge? What about information and data?
The definition of knowledge, information and data and the specification of the differences and interrelationships between the trio are not a simple, straightforward matter. An interactive study conducted in [2003] [2004] [2005] documented 130 definitions of data, information, and knowledge formulated by 45 scholars in the field (Zins, 2007) . There is no universally agreed definition of data, nor of information, nor of knowledge. A detailed analysis of 16 influential textbooks in information systems and/or knowledge management (Rowley, 2007) found that typically information was defined in terms of data and knowledge in terms of information, but there was less consensus in the characterisation of the processes by which data is transformed into information and information into knowledge, resulting in a lack of definitional clarity. For example, when data is transformed into information , it is structure or is it meaning which is added? An influential perspective is that 'knowledge derives from information as information derives from data' (Davenport and Prusak, 1998, 6 ) but this runs into the book entitled 'Raw Data' Is An Oxymoron (Gitelman, 2013) and also the fact that there are six approaches to the definition of information ix (Floridi, 2003) .
According to Fritz Machlup knowledge has two meanings ----that which is known and the state of knowing.
x 'Knowledge as a state of knowing is produced by activities such as talking plus listening, writing plus reading, but also by activities such as discovering, inventing, intuiting. In the first group of activities at least two persons are involved, a transmitter and a receiver, and the state of knowledge produced in the consciousness of the recipient refers to things or thoughts already known, at least to the transmitter' (Machlup, 1980, 28) . Thus (and this is important for the purpose of this paper) the production of knowledge includes, by definition, the reproduction of knowledge, and need not refer only to the production of new knowledge (i.e. knowledge that is new to the world or society). The two meanings of knowledge also raise a perplexing problem for the measurement of knowledge: when more people come to know the same thing (i.e. when the same knowledge is diffused), does the social stock of knowledge increase or remain the same?
In an age in which 'open access' online to certain types of knowledge is proclaimed to be an universal human right , Hess and (Nobel Economics Laureate) Ostrom propose the following definition: 'Knowledge…refers to all intelligible ideas, information, and data in whatever form in which it is expressed or obtained. Knowledge .. refers to all types of understanding gained through experience or study, whether indigenous, scientific, scholarly, or otherwise nonacademic. It also includes creative works, such as music and the visual and theatrical arts' (Hess and Ostrom, 2011, 7-8) . Furthermore, because of the complex and social nature of knowledge it is useful to make a threefold distinction between knowledge facilities, knowledge artifacts and ideas. 'Facilities store artifacts and make them available xi … Artifacts are discrete, observable, nameable representations of ideas, such as articles, research notes, books, databases, maps, computer files, and web pages … Ideas are coherent thoughts, mental images, creative visions, and innovative information. Ideas are the intangible content and the nonphysical flow units contained in artifacts ' (ibid, 2011, 47-8) .
In neo-classical economic theory, it is standard to assume two key properties of knowledge: xii (1) that the consumption or use of knowledge is non-rival in the sense that consumption of knowledge by A does not reduce the amount available to B or any one else , and (2) that knowledge is heterogeneous with respect to excludability (i.e. the ability to exclude those who have not paid from access to and use of knowledge) in that excludability depends on both the nature of the knowledge in question and on the socially-constructed institutions and laws governing intellectual property rights and the ownership of (pieces of) knowledge. Non-rivalry (also known as non-subtractability) and non-excludability will be elaborated further as we proceed.
What about information? Again according to Machlup (1983, 642 ) the two traditional meanings of information are (1) the action of informing and (2) that which is being told (informed).
Moreover, whereas information is acquired by being told, knowledge can be produced by thinking.
"Thus, new knowledge can be acquired without new information being received" (ibid, 644). In neoclassical economic theory, knowledge and information have been used as interchangeable terms;
thus, in perfect competition, actors are assumed to have perfect information or knowledge, and both are subject to near zero transfer costs. Since roughly the start of this millenium, this equivalence between knowledge and information has been questioned. According to Foray (2004, 4) , knowledge involves cognitive capability for action whereas information remains passive and inert until used by those with the required knowledge. Cimoli, Dosi, Nelson and Stiglitz (2009, 22) identified two kinds of things which are included in knowledge but absent in information: the cognitive categories which allow information to be interpreted, and search and problem-solving heuristics which cannot be reduced to information. In our view, the key difference between knowledge and information stems, as Michael Polanyi pointed out more than half a century ago, from 'the fact that we can know more than we can tell' (Polanyi, 1966, 4) , an instance of which is that 'the aim of a skilful performance is achieved by the observance of a set of rules which are not known as such to the person following them' (Polanyi, 1958, 49) . Whereas knowledge includes tacit knowledge (i.e. knowledge which is non-codified or non-codifiable), information cannot encompass 'tacit' information, which would be a contradiction in terms. This difference xiii is of fundamental importance because it affects the transferability of knowledge (Hu, 1995) , its mode of transfer, and whether knowledge is 'sticky' or escapes freely when it is produced or used. Tacit knowledge is more difficult and costly to transfer (and to assimilate) than codified knowledge, information and data, but on the other hand it is easier to exclude outsiders from accessing or using tacit knowledge. This means that tacit knowledge can be a source of a firm's competitive advantage since it (the tacit knowledge) is by definition not easily accessible, imitable or copyable.
What is data? According yet again to Machlup: 'The use and misuses of the term data is due, in part, to linguistic ignorance. Many users do not know that this is a Latin word: dare means "to give"; datum, "the given" (singular); and data, "the givens" (plural). Data are the things given to the analyst, investigator, or problem-solver; they may be numbers, words, sentences, records, assumptions---just anything given, no matter in what form and of what origin' (Machlup, 1983, 646 (Zuboff, 2015, 78-79) . The ways in which big data is generated and collected account for much of the nature and characteristics of big data: 'big data tends to be heterogeneous, unstructured or semi-structured and agnostic. It is also trans-semiotic, entailing different combinations of data formats and communication modes that extend beyond alphanumeric systems to include tokens cast into the media of text, sound and image' (Constantiou and Kallinikos, 2015, 50) . Big data is also real time and/or continuously updatable. We will return to increasing returns in relation to big data after analyzing increasing returns in the production and utilization of knowledge.
Youngian increasing returns
To grasp Allyn Young's approach it is useful to distinguish, in his 1928 paper, between the (nonmathematical) 'model' expounded and the methodological points interspersed xv throughout the paper. At the risk of gross oversimplification, the essence of the model can be said to comprise three mechanisms or processes of increasing returns. First is 'the progressive division and specialisation of industries' (Young, 1928, 539) . The archetypical example cited is as follows: 'The successor of the early printers …are not only the printers of to-day … but also the producers of wood pulp, of various kinds of paper, of inks and their different ingredients, of type-metal and of type, the group of industries concerned with the technical parts of the producing of illustrations, and the manufacturers of specialised tools and machines for use in printing and in these various auxiliary industries ' (ibid, 537-8) . In this process of specialization or division of labour among industries, the representative firm loses its identity, which makes it meaningless to speak of the economies of scale of the firm. Secondly, this process of industrial differentiation is accompanied by the adoption of more 'roundabout' (i.e. more capital-intensive) methods of production because 'with the division of labour a group of complex processes is transformed into a succession of simpler processes, some which, at least, lend themselves to the use of machinery ' (ibid, 530) . Thirdly, the increasing specialization of industries and increasing use of machinery drive the growth of productivity and output, which creates a virtuous circle between the growth of supply and the growth of demand at the aggregate level because, on the demand side, 'capacity to buy depends upon capacity to produce…The size of the market is determined and defined by the volume of production' (ibid, 533).
Thus, 'the division of labour depends upon the extent of the market, but the extent of the market also depends upon the division of labour. In this circumstance lies the possibility of economic progress…' (ibid, 539).
More important than the model are the methodological observations. First, the forces making for continuous changes are endogenous, 'engendered within the economic system' (ibid, 535). This was more than sixty years before the emergence of 'endogenous growth theory.' xvi Secondly, as Charles Blitch demonstrates through a careful study of the correspondence between Young and his former student Frank Knight: 'In Young's view, competitive equilibrium methodology was not only inadequate but was a positively misleading vehicle for the examination of the returns phenomenon.' (Blitch, 1983, 360 ). Thus we read in Young's paper: 'New products are appearing, firms are assuming new tasks, and new industries are coming into being. In short, change in this external field is qualitative as well as quantitative. No analysis of the forces making for economic equilibrium … will serve to illumine this field, for movements away from equilibrium, departures from previous trends, are characteristic of it… [T] he counter forces which are continually defeating the forces which make for economic equilibrium are more pervasive and more deeply rooted in the constitution of the modern economic system than we commonly realise' (Young, 1928, 528, 533) .
Thirdly, in stark contrast to the ceteris paribus method of looking at one thing at a time,
Young argues: 'What is required is that industrial operations be seen as an interrelated whole' (ibid, 539). This led Schultz (1993, 8) to say: 'Young's approach to the origins of increasing returns entailed a proliferation of Smith's division of labour. Young stressed the togetherness of the various increasing returns activities. What he wanted to ascertain was the sum of the interacting effects of all of the various increasing returns activities.' Fourthly, change is cumulative: 'Every important advance in the organisation of production…alters the conditions of industrial activity and initiates responses elsewhere in the industrial structure which in turn have a further unsettling effect. Thus change becomes progressive and propagates itself in a cumulative way' (Young, 1928, 533) . Fifthly, the realising of increasing returns is 'a process requiring time' because 'new trades have to be learnt and new habits have to be acquired' and 'the accumulation of the necessary capital takes time' (ibid, 533).
What increasing returns are not
It is important to bear in mind that Youngian increasing returns are radically different from increasing returns to scale and also from economies of scale.
xvii Increasing returns to scale are based on the static equilibrium construct of the production function, in which an equiproportional increase in inputs may lead to an increase in output by the same percentage (this is labelled as constant returns to scale), a greater percentage (increasing returns to scale) or a smaller percentage (decreasing returns to scale). If 'knowledge' is represented by the symbol A and included with the other inputs (labour, capital, etc.) on the right hand side of the equation, then an X% increase in output will require a less than X% increase in inputs, because A is postulated to be 'non-rival' so that a larger output does not require a larger amount of A; thus output increases by more than inputs in proportional terms, and by definition this represents increasing returns to scale in relation to knowledge. This is unlikely to generate large and continuous impacts in terms of growth or progress. Moreover, whereas Youngian increasing returns are generated to a large extent through specialization (between industries), 'increasing returns to scale…are based on the notion of a production function defined over a set of factors of unchanging quality, while the very essence of the notion of specialization is that the quality of at least one factor involved in production changes' (Witt, 2000, 736) . As static, equilibrium constructs, both increasing returns to scale and economies of scale assume away (treat as non-existent) the following: the passage of time, changes in the quality of inputs, changes in factor proportions, technological changes, organizational changes, inventions and innovations, the emergence of new products and services, etc.
Definition of increasing returns
To apply Youngian increasing returns to knowledge and data, it is necessary to define the expression (if only to help us to pull away from the mesmerizing hold of static, equilibrium thinking). It is noteworthy that in his 1928 paper Young did not offer a definition of increasing returns. This was confirmed years later by one of his former Harvard students, Lauchlin
Currie: 'Although, as remarked earlier, he [Young] did not offer a definition, it is clear that he was using the phrase in a rather novel manner' (Currie, 1981, 54 ).
Returns should not be confined to nor confounded with 'economies' i.e. savings on the cost side as in 'economies of scale.' xviii Returns include economies but extend much more widely to encompass all kinds of benefits or outcomes ---outputs, profits, gains, payoffs, utility, yields, efficiencies, ideas, designs, knowledge, solutions, etc. Increasing returns refer to continuous growth or change (as distinct from once-for-all increases) xix in the returns other than in the short term and may be divided into quantitative or qualitative increasing returns; the former include economic growth, growth in productivity, greater speed, lower costs, etc., while the latter come under the categories of development, progress, structural change, creativity, novelty, innovation, etc.
Increasing returns may also be seen in an absolute or a relative manner. In absolute terms, increasing returns mean that the more something xx is done (e.g. the greater the cumulative volume of the activity), the greater and/or better the returns tend to be over time. Relative increasing returns concern gaps, disparities or inequalities between persons, groups, firms, races or nations.
They are ' the tendency for that which is ahead to get further ahead, for that which loses advantage to lose further advantage' (Arthur,1996, 100) Finally, and perhaps most importantly for our definition, the realization of increasing returns is neither automatic nor effortless; increasing returns are not given (e.g. by the laws of economics or physics), they are not low-hanging fruits 'to be had merely for the taking' (Young, 1928, 541) . As
Loasby put it, 'increasing returns have to be worked for, and cannot be selected from a previously defined production set …' (1989, 52 (Brynjolfsson and McAfee, 2016, 41-42) .
In sum, increasing returns can be defined, over time (i.e. other than in the short run), as either the tendency for any activity or work to generate better outcomes the more it is done (with effort and ingenuity) or the tendency for that which is ahead to get further ahead and for that which is behind to fall further behind. Increasing returns may well be more widespread than might appear at first: it goes under different labels whose contents are broadly similar --self-reinforcement, circular and cumulative causation, positive (but not negative) xxiii feedback, virtuous and vicious circles, non-convexity, etc. (Arthur, 1988, 10) .
The linkage with knowledge
What is the connection between Youngian increasing returns and knowledge? In this paper, increasing returns do not arise so much from knowledge per se as from the production and use of knowledge. Knowledge can be seen in terms of stocks or flows, but knowledge production and use are definitely activities, processes, things that are done with purpose, effort and ingenuity. In this they accord with our definition of increasing returns in the first sense (the more something is done, the greater/better are the returns). Also, we follow Young's orientation in which the use of both existing and new knowledge drive economic progress. New knowledge refers to 'new inventions' ( Young, 1928, 534) and 'the growth of scientific knowledge' (ibid, 535) while existing knowledge is generated, applied and improved in the division of labour (in the production sector) and includes 'adaptations of known ways of doing things' (534). According to Roger Sandilands, an authority on Allyn Young: 'Youngian endogenous growth relates to that part of growth that depends on growth itself, and the way it permits and encourages the fuller exploitation and adaptation of existing knowledge' (Sandilands, 2000, 325) .
Increasing returns in the production of knowledge
Increasing returns in the production of knowledge, seen at the social, group or team level, are due mainly to the increasing division of labour (or specialization) xxiv in the production of knowledge. This was pointed out by Adam Smith some 240 years ago. In an early draft of The Wealth of Nations, he wrote: 'Philosophy or speculation, in the progress of society, naturally becomes, like every other employment, the sole occupation of a particular class of citizens. Like every other trade it is subdivided into many different branches, and we have mechanical, chemical, astronomical, physical, metaphysical, moral, political, commercial and critical philosophers. In philosophy, as in every other business, this subdivision of employment improves dexterity and saves time. Each individual is more expert at his particular branch. More work is done upon the whole and the quantity of science is considerably increased by it' (cited in Rosenberg, 1965, 136) . Moreover, according to Smith, the increasing returns from specialization are not merely allocative (according to the comparative advantage of each), they are creative (creating new knowledge and skills): 'The difference of natural talents in different men is, in reality, much less than we are aware of, and the very different genius which appears to distinguish men of different professions, when grown up to maturity, is not upon many occasions so much the causes, as the effect of the division of labour' (1776 , Book I, Ch.2). Thus, the (increasing) returns from Smithean division of labour in the production of knowledge include:
the greater individual expertise of the scientists, the creation of new knowledge, and growth in society's stock of scientific knowledge. These returns, however, come at a price which results from excessive fragmentation of the knowledge base -the dispersion of expertise, the difficulty of coordination and communication across areas of expertise, and the possible narrow-mindedness of some of the experts (Metcalfe, 2014, 11) .
According to Pavitt (2000) , the increasing division of labour in the production of knowledge All these are not once-for-all events but are continuing sources of endogenous economic growth.
Moving from the social level of analysis to the level of individual agents and teams, there are also processes or mechanisms that generate increasing returns in the production of knowledge. Only three of these will be mentioned due to space limitations. First, the more relevant knowledge a person has accumulated, the more s/he can contribute in conversations with peers or in discussions in relevant 'epistemic' communities and/or communities of practice, and, because of the universal norm of reciprocity, the more knowledge and ideas s/he will receive in return (Macdonald, 1998, 21-23) . Moreover, because prior relevant knowledge determines a person's 'absorptive capacity' (Cohen and Levinthal, 1990) , s/he will benefit more from such informal information exchanges than a less knowledgeable person (a perfect example of the Matthew effect).
Secondly, the larger is the stock of existing knowledge in a given field, the greater is the number of possible recombinations and permutations of (bits or pieces of) this knowledge that can be made and the more likely it is that some of these would create further new knowledge. xxv After a certain point, however, diminishing returns may set in because of the exhaustion of technical possiblities or opportunites in that field, but this may again be offset by radical new discoveries, inventions or breakthroughs (which may originate in other fields).
Thirdly, at the level of colleagues grouped into a project team within a firm, Nonaka and Takeuchi's ( 1995) SECI (socialization, externalization, combination and internalization) model can be understood as a circular and ascending spiral for generating increasing returns in the production of knowledge. Socialization encourages the transfer and sharing of tacit knowledge, leading to the creation of greater breadth and depth in the collective tacit knowledge; externalization tranforms the tacit knowledge into explicit (codified) knowledge; combination of (different bits of) explicit knowledge may result in the creation of new ideas, designs or pieces of explicit knowledge;
internalization (learning by doing) converts explicit knowledge into deeper tacit knowledge of the know-how kind. The point is that the stock of knowledge increases because the use of knowledge is non-subtractable (non-rival): if tacit knowledge is used to produce explicit knowledge, the amount of tacit knowledge is not diminished, but the amount of explicit knowledge at the level of the team may well increase so that the total amount of knowledge would also increase, and similarly for conversions from tacit to explicit, from one form of knowledge to another. Meanwhile the quality or usefulness of the knowledge may also improve or become more finely tuned.
In sum, knowledge producing activities give rise to increasing returns because of the progressive division of labour in knowledge production and creation, because of the Matthew effect, because of recombination of pieces of knowledge, and because of the conversion of knowledge from tacit to explicit and vice versa.
Increasing returns in the use of knowledge
The importance to society of its stock of knowledge was described by Allyn Young thus: ' From one point of view …a nations's real capital does not consist so much of buildings, machines, railways and the like, as of the industrial and technical knowledge which the members of the community possess, handed down from generation to generation, diffused by education and increased by the advances of science. Our knowledge and our science are infinitely more precious possessions that the whole aggregate of our accumulated capital. Destroy our material accumulations and in a generation they will have been replaced. Destroy our knowledge, annihilate our science, and man, reduced to the intellectual status of the savage, would not even know how to use the tools which he has made for himself' (Young, 1929 (Young, /1999 . How are increasing returns generated in the use of knowledge?
There are at least four mechanisms through which this is realized. (Machlup, 1980, 237) . This property of knowledge, which is due to its immaterial or intangible nature, has been labelled 'non-rivalry' in the neo-classical and endogenous growth theory literature, to reflect the fact that a 'purely non-rival good has the property that its use by one firm or person in no way limits its use by another' (Romer, 1990, S74) . However, the expression 'non-subtractability', put forward by Hess and Ostrom (2011,9) may be more accurate ---a flow of knowledge from A to B is non-subtractable even where A and B are not rivals or potential rivals. Non-subtractability means that the more knowledge is used, the more of it there is around, and the more of it there is around, the more it can be used further, and so on in a virtuous circle.
Furthermore, 'ideas breed new ideas' (Davenport and Prusak, 1998, 17) , partly because new ideas may arise from the recombination of existing ideas. Moreover, knowledge is seldom used as such but often requires modification and adaptation to be applied, which generate more and new knowledge in the process. The sharing and exchange of ideas leading to new ideas is described in a timeless paragraph about industrial districts in Marshall's Principles of Economics: 'The mysteries of the trade become no mysteries; but are as it were in the air, and children learn many of them unconsciously. Good work is rightly appreciated, inventions and improvements in machinery, in processes and the general organization of the business have their merits promptly discussed: if one man starts a new idea, it is taken up by others and combined with suggestions of their own; and thus it becomes the source of further new ideas' (Marshall, 1920 , Book IV, Ch.10 ).
Secondly, the increasing division of labour in the production of knowledge results in the increasing 'division of knowledge…The growth of knowledge proceeds through the differentiation and dispersion of knowledge…' (Loasby, 1998, 164-5) . Consider first Adam Smith's analysis of the woollen coat as an example of the division of labour: 'The woollen coat, for example, which covers the day-labourer, as coarse and rough as it may appear, is the produce of the joint labour of a great multitude of workmen. The shepherd, the sorter of the wool, the wool-comber or carder, the dyer, the scribbler, the spinner, the weaver, the fuller, the dresser, with many others, must all join their different arts in order to complete even this homely production' (Smith, [1776] 1976), Book I, Ch. I).
Now consider the application of divided knowledge or specialized knowledges in the construction of a modern house: 'Modern homes, with indoor plumbing, insulation, temperature control, fullservice kitchens, and home entertainment systems, require a group effort. Consider the variety of trades that participate in building a modern home: surveyors, excavators, framers, bricklayers, roofers, plumbers, drywall and window installers, carpenters, painters, plasterers, electricians, cabinetmakers, landscapers, and carpet installers' (Sloman and Fernbach, 2017, 110-111) . Thus the use of divided knowledge, given proper coordination, results in greater and better returns than the absence or a lower degree of specialization.
Thirdly, there is circular and cumulative causation between 'absorptive capacity' (the ability to evaluate and utilize 'external' knowledge) and applicaton of knowledge. Psychological research suggests that memory development is subject to a virtuous circle ----the more objects, patterns and concepts are used and stored in a person or team's memory, the better the absorptive capacity becomes; the better the absorptive capacity gets, the more readily is related new knowledge identified and assimilated and the easier it becomes for the person or team to use them in different settings (Cohen and Levinthal 1990) . This helps to explain increasing returns to the use of knowledge/information 'in the sense that the more we use it the easier it is, and dynamically, the higher is the likelihood of learning and producing ourselves "better", "novel", in some sense "innovative" further pieces of information' (Cimoli, Dosi, Nelson and Stiglitz, 2009, 22 ).
Last but not least, knowledge nurtures and supports creativity: xxvii The more that knowledge is applied to creative ends, the higher becomes the probability of achieving creative outcomes.
Creativity in its turn calls for more knowledge in order, for example, to overcome the technical obstacles of transforming a new concept into a workable prototype, and so a virtuous circle may operate between the growth of knowledge and the growth of creativity. The application of relevant knowledge is a necessary but not sufficient condition for the emergence and development of creativity. The reasons are as follows: (a) Creative thinking and knowledge are not opposite forces but help each other. One of the first scientists to put forward this view was the original and influential Russian psychologist Lev Vygotsky in three papers originally written in 1930 -1932 (Smolucha, 1992 . From a 2004 translation of his 1930 paper, we read: 'The creative activity of the imagination depends directly on the richness and variety of a persons's previous experience. This experience provides the material from which the products of fantasy are constructed …. All else being equal, the richer the experience, the richer the act of imagination …. Fantasy is not the opposite of memory, but depends on it and utilizes its contents in ever new combinations' (Vygotsky, 2004, 14-16) . (b) Prior knowledge guides the researcher in choosing between alternative paths. 'In the activity of invention, as in most goal-directed activities, the actor has a number of alternative paths among which he must choose. The greater his knowledge of the relevant fields, the more likely he will be eventually to find a satisfactory path, and the fewer the expected of tried alternatives before a satisfactory one is found. Thus, the greater the underlying knowledge, the lower the expected cost of making any particular invention' (Nelson, 1959, 300) . Knowledge also helps to delineate the available tools and methods for problem solving in a domain. (c) knowledge can help an observer to recognize an opportunity ----to notice that something surprising has happened in a chance occurrence and that it is worthy of further investigation. 'Chance favours the prepared mind,'
Louis Pasteur is reported to have said. (Cohen and Levinthal, 1990, 130) . (e) Knowledge is not a sufficient condition for creativity.
An important reason is that, at the level of the individual, there is a siginificant difference in motivation and temperament between the creator and the expert: 'How does the creator differ from the expert? In my view, the difference is not principally cognitive…Tested on mastery of a domain, both kinds of individuals should perform equally well…The creator stands out in terms of temperament, personality, and stance' (Gardner, 2008, 82) . The creative inventor strikes out in unfamiliar directions and enjoys going against the crowd, and accepts if not welcomes repeated failures and the prolonged solitude of the long-distance runner before any likelihood of a breakthrough.
In sum, the use and application of knowledge give rise to increasing returns because of the non-substractability of knowledge xxviii (resulting in the fact that use of knowledge generates more and/or new knowledge); because of the increasing division of knowledge; because of circular and cumulative causation between use and capacity; and because knowledge, though not a sufficient condition, helps and promotes creativity.
Since knowledge is used for a multiplicity of purposes, the increasing returns to its use can take a variety of forms, and encompass: better quality xxix and/of functionality of products; higher productivity xxx and lower costs of production; better decision-making; better problem solving and the solving of more problems; continuous improvements in operations, processes, systems and services; the development of new materials, new products/services, new tasks/technologies; more creative R&D, design, engineering, prototyping and scaling up from pilot plants (activities which are essential in the process of creating and bringing new products to market); more effective marketing and targeting; new ideas, inventions, and innovations; sustained technological and organizational change; etc. These all are, as parts of 'an interrelated whole' (Young, 1928, 539) , aspects or sources of economic growth/progress; they do not need to be translated into growth through complex mathematical manipulations involving production functions, diminishing marginal returns to capital, spillovers or externalities, R&D and/or human capital, monopoly, etc. within the limits allowed by Pareto-optimal general equilibrium.
Increasing returns in the generation and capture of big data
The exponential growth over the last two decades in the quantities of big data that are generated, captured and stored has been due to circular and cumulative interactions between a number of techno-social developments. The digitization of 'all kinds of information and media ---text, sounds, photos, videos, data from instruments and sensors, and so on' (Brynjolfsson and McAfee, 2016, 61)) plus the migration of social and economic activities to the Internet have acted as broad driving forces. Sensors are being embedded in mobile phones, cameras, smart energy meters, automobiles and industrial machinery which become interconnected in the Internet of Things. Any digital information or data that is connected to the Internet or telecommunications systems can be captured and stored, and this includes a tremendous amount of digital 'exhaust data,' i.e., data that are created as a by-product of other activities. Social media sites, smartphones, and other consumer devices including PCs and laptops have allowed billions of individuals around the world to contribute to the amount of big data available. A certain proportion of the big data is stored for subsequent use and reuse (in the case of major players, in gigantic data centers located in deserts and inaccessible places). xxxi The 'increasing returns' to all this take the form of the three Vs -volume, velocity and variety. The volume is huge and growing; the velocity is instant or real time; and variety refers to unstructured data which can be linked to produce insights (OECD, 2015; McKinsey Global Institute, 2011) .
Increasing returns in the use/reuse of big data
The returns from the use of big data (through increasingly powerful computers and telecommunications and ever improving software) have included: the development of new databased goods and services; more efficient production or delivery processes; more efficient marketing (by providing targeted advertisements and personalized recommendations); faster and more efficient decision-making within existing practices; and more efficient and comprehensive search and research (e.g. by using new data-intensive methods for scientific exploration through the mining of vast, diverse data sets) (OECD, 2013, 327) . Negative impacts associated with (rather than caused solely by) the utilization/exploitation of big data however, have also emerged as serious threats to society and the individual , and will be discussed in the concluding section. Here we focus on two of the most dramatic examples of increasing returns in the use of big data ---increasing returns in machine learning from big data and increasing returns in the capture and use/reuse of big data by digital platforms.
Increasing returns in machine learning 'Machine learning takes many different forms and goes by many different names: pattern recognition, statistical modeling, data mining, knowledge discovery, predictive analytics, data science, adaptive systems, self-organizing systems, and more. Each of these is used by different communities and has different associations…I use the term machine learning to refer broadly to all of them' (Domingos, 2015, 8) . Machine learning is related to big data in the following way. Instead of writing and using algorithms which specify detailed sequences of specific steps to be followed by the computer, the latest machine learning has become learning from examples, millions or billions of them, the reason being that many skills and tasks involve tacit knowledge where, by definition, we know more than we can tell, which means that what we cannot tell we cannot instruct computers to do. Learning from examples then becomes the only way forward, and increasing returns refers to the fact that, the more the system learns, over time, from gigantic and growing sets of examples (i.e. the training data also known as big data), the better or the more accurate the results, outcomes, predictions, insights, recommendations, etc. of machine learning become. Experts seem to agree that more data trumps better algorithms (Domingos, 2012, 6 ).
A few examples will make this clear. In language translation, IBM's Candide project in the 1990s used ten years' worth of Canadian parliamentary transcripts in French and English as training data; in 2006 Google used every translation it could find in the entire global Internet and more to train the computer system. Google's translations were more accurate than those of Candide and other systems, and morever by 2012 they covered more than 60 languages (Mayer-Schonberger and Cukier, 2013, 38) . In chess, the world champion Garry Kasparov was defeated by IBM's Deep Blue in 1997. 'The reason computer chess programs play far better today than in the past is that .. the systems have been fed more data. In fact, endgames when six or fewer pieces are left on the chessboard have been completely analyzed and all possible moves have been represented in a massive table that fills more than a terabyte [1000 gigabytes or 1 million megabytes] of data. This enables chess computers to play the endgame flawlessly. No human will ever be able to outplay the system' (ibid, 36).
In the boardgame Go (which apparently is even more complex than chess), the world champion of Go, Lee Sedol, was defeated in 2016 by AlphaGo, built by Google subsidary DeepMind.
AlphaGo had been trained on huge libraries of Go matches between top players amassed over the game's 2500-year history, and had also played millions of games against itself, using reinforcement learning to remember the moves that worked well . What has enabled modern machine learning has been the identification of massive troves of (potential) data, the huge increases in the power of computer hardware (following Moore's Law) and the paradigm of learning from (massive quantities of) examples. Where the data did not previously exist, it can be generated and captured through various kinds of sensors including mobile phones, and transmitted through the Internet of Things to giant data centers. Machine learning is apparently achieving increasing returns in the form of more accurate results, predictions, insights, recommendations, etc.
in a number of specific application domains (chess, Go, self-drive cars, facial recognition, voice recognition, speech recognition, language translation, image tagging, automated financial trading, fraud detection, recommendations to customers from the likes of Amazon and Alibaba, etc.). This is 'narrow AI' (artifical intelligence). xxxii Whether machine learning can ever completely substitute for human intelligence depends on whether it can achieve 'general AI,' the all purpose technology that can do verything a human can (Lee, 2018, 10) . which attracts more ads; the growth in ads and users increases the quantities of big data under the control of the platform, which improves the ability to target the ads to the users, which enhances the value of the ads and attracts both more users and more ads; and so forth (Iansiti and Lakhani, 2017, 90) . xxxiv (3) In the case of digital matchmakers, the larger the network becomes, the richer is the data set that can be used to find matches between suply and demand and the better the matches become (Van Alstyne et al, 2016, 58) . This attracts more suppliers, while the data that has been automatically accumulated concerning each user (through click streams, traces of searches, records of past transactions, various forms of feedback, etc.) together with the use of powerful algorithms, enable personalized recommendations to be made to each user. This attracts more users, and so on. (4) The more feedback data is collected from users about the products and services offered by or through the platform, the more these products and services can be improved (through more effective machine learning), thus attracting more users from whom more data can be collected to grow the platform's stock of big data (Mayer-Schonberger and Ramge, 2018, 162-6).
Increasing returns in the functioning of digital platforms
Increasing returns in the functioning of the digital platforms means that the growth in the number of users and thereby of the amounts (and variety) of data collected can be used to further stengthen the competitive advantage of the platform in a self-reinforcing circle. If a digital platform gets ahead of rivals by being the first mover or by creative strategy or by chance, for whatever reason, increasing returns (defined in the relative sense) can operate to amplify this inititial lead or advantage which then grows exponentially relative to would-be rivals or entrants through a series of virtuous circles until the firm dominates or monopolizes the relevant market . (Manjoo, 2016) .
Increasing returns, however, do not anwer the question ---why can't rivals to any of the big five or would-be new entrants use big data to generate similar virtuous circles, albeit (initially) at a smaller scale? The answer is in two parts. First, acces to and use of big data is perfectly excludable (this will be explained in the next section). Secondly, if a new entrant has to generate and collect its own big data from scratch, the cumulative advantage that any of the big five derives from its cumulative volume of big data is such that the new entrant would not have a chance of surviving in the same market, let alone catching up.
Some concluding remarks
Public goods, private goods, common-pool resources and club (also known as toll) goods are differentiable from each other according to whether ( or the degree to which) each is nonsubtractable (aka non-rivalrous) versus subtractable, and non-excludable xxxv versus excludable. The hallmarks of a 'pure' public good are that it is perfectly non-subtractable (e.g. knowledge) and perfectly non-excludable (e.g. law and order, good weather). xxxvi Data, information and knowledge are all non-subtractable because they are intangible (to the extent that they are embodied in physical form, say in books, they lose their non-rivalry or non-subtractability: A cannot use a book if B is using it). Non-subtractability is one of foundational principles or forces that underpin some, if not all, of mechanisms of increasing returns in relation to knowledge. Earlier in this paper we saw that non-subtractability of knowledge helped to give rise to increasing returns in the use or utilization or application of knowledge in general (page 16) and that, in relation to the production of knowledge, increasing returns in Nonaka's SECI cycle are made possible by the non-subtractabity of knowledge (page 12). The use of big data is also non-subtractable, which means that it can be used an infinite number of times or by an infinite number of agents without using it up (in other words, at zero marginal cost), thus enabling and faciltating continuous experimentation ad infinitum in data extraction and analysis, in data combination and recombination, and in data personalization and customization (Zuboff, 2015, 75) .
When it comes to the degree of excludability (sometimes rendered as exclusivity) versus non-excludability, there is a crucial difference between big data and knowledge. While knowledge has a natural tendency to expand or spread and is non-excludable except where it is covered by intellectual property rights (IPRs) or kept secret from the public, the big data that is systematically collected from the users, stored and used/reused by the Big Five is under their exclusive control, even though legally speaking they do not own it. xxxvii It is not only perfectly excludable, most of it is in fact excluded from the individuals (the users of the platforms) from whom the data is collected (usually without payment but often in return for 'free' services) and from suppliers to the platforms, competitors and would-be competitors, government and the general public ----they are all given little access to the data. Excludability is the key to sustaining competitive advantage: if a firm or platform's knowledge, data, innovation or critical resource can be imitated (reproduced or replicated), the advantage (and monopoly rent and barriers to entry against other players) is likely to be competed away sooner rather than later. In the case of big data, the collected and stored data is kept for the sole exclusive use of the owners of the platforms, thus the increasing returns from the use of big data are appropriated by them, and are not available to would-be competitors and new entrants.
xxxviii Differences between knowledge and data, arising from the fact that knowledge includes tacit knowledge while there is no such thing as 'tacit data', can give rise to interesting policy implications. The spreading, combination and creation of new ideas, which often involve elements of tacit knowledge and/or knowledge which is so novel that it has not yet been codified, requires interactions and face-to-face contacts between knowledgeable and creative people who usually live in cities. This means that, to promote creativity and innovation, cities should be liveable, connected and convivial in terms of facilities and infrastructure, and expandable in terms of housing and workplaces (Haskel and Westlake, 2018, 215) . The aggregation and use of big data do not give rise to clear policy implications because they do not require the same face-to-face interactions and do not create many jobs.
This paper would be incomplete if we failed to touch upon the negative impacts that are emerging from the ways in which big data is being used. These impacts, which are associated with rather than caused solely by big data, include the following: massive collection of personal data by the giant platforms without the targets' authorization in any meaniningful sense or (often) without the targets even being aware of the fact and certainly without compensation or renumeration for the private data that is used to generate revenues on the "other side" of the platforms; intrusions into and threats to privacy; massive, secret and (often) illegal surveillance of and spying on millions of citizens by national security agencies (as revealed by Edward Snowden in 2013 and after); the theft and illicit use of big data (e.g. the use of Facebook data by Cambridge Analytica to target and influence voters in 2018); the vulnerability of almost any large organization against hacking and theft of data and information; commercial espionage; sabotage through the use of viruses and malware to paralyse or wreck large computerized systems; the climate of fear and suspicion that all this engenders; the international mobility of 'intangible' assets such as big data and the increased scope for tax evasion/avoidance that this affords; and the possibility of Artificial Intelligence displacing labour to such an extent that calls are being made to seriously consider the possibility of introducing a national 'basic income' (Brynjolfsson and McAfee, 2016, 232-3) or even a national 'social investment stipend' for care work, community service and education (Lee, 2018, 220) . Unless and until better safeguards, regulation and governance are introduced and put into effect, 'surveillance capitalism' (Zuboff, 2019) , based on the unprecedented asymmetries in knowledge and power between the watchers and the watched, will continue to cast an all-pervasive and oppressive darkness on the functioning of democracy and capitalism and on human rights and human dignity.
The collective struggle for better and more effective safeguards, regulation and governance, which promises to be long and arduous, is less about data or technology than about the social construction of the systems in which we live.
Notes
i For example, see OECD (1996) .
ii The "residual", assumed to consist mainly of knowledge or technology, has been found by growth accounting exercises to account for more than two thirds of long-term economic growth.
iii 'Whether it be the older literature on research and development or the modern New Growth Theory, the mainstream account runs along the following lines. Knowledge is produced privately using a sausage-machine called research and development that takes in inputs and gives off technological knowledge, which then immediately augments the production function for other goods' (Langlois, 1999, 249) . This characterisation applies to Paul Romer's path-breaking paper ( 1990) in which knowledge and new designs are generated in the R&D department of firms, and the spillover of such knowledge to all other firms is reflected by including K (the total stock of knowledge in the economy) in the production function of the representive firm (see also Kurz, 2012, 95-97) . The growing literature on 'non-R&D' sources of knowledge production and/or innovation (Barge-Gil et al, 2011; Lee and Walsh, 2016) , together with the difficulty of drawing the line, within firms, between R&D, design, engineering, prototyping and scaling up from pilot plants (Freeman and Soete, 2009) should put question marks over such an approach. iv Economic growth is quantitative, progress qualitative. v According to Loasby: 'The division of labour is the primary means of increasing the division of knowledge, and thereby of promoting the growth of knowledge. Knowledge grows by division: each of us can increase our knowledge only by accepting limits on what we can know' (Loasby, 1999, 135) . According to Metcalfe: 'The division of labour is a division of knowing and, moreover, the division of labour applies to the development of knowledge as well as to its application' (Metcalfe, 2014, 17) . vi Joan Robinson repeatedly pointed out that "a confusion between comparisons of imagined equilibrium positions and a process of accumulation going on through history" was "an error in methodology" on the part of neoclassical economists (Robinson, 1979, 58) . vii The knowledge management literature identifies at least four kinds of "knowledge processes" at the organizational level ---knowledge creation, knowledge application, knowledge integration and knowledge retention (Kraaijenbrink 2012). The sociology of knowledge distinguishes between processes of knowledge production; knowledge organization, dissemination-distribution, and storage-retrieval; and knowledge application (Holzner, 1979) . The history of knowledge identifies at least 32 processes that can be grouped under the 4 main stages of knowledge gathering, analysing, disseminating and employing (Burke, 2016) . viii Pavitt (2005) identified the production of scientific and technological knowledge and the transformation of knowledge into working artefacts as two of the three key sub-processes in the process of innovation. ix They are: the communication theory approach, the probabilistic approach, the modal approach, the systemic approach, the inferential approach, and the semantic approach.
x This was quite a departure from the tradition in epistemology which defines knowledge as justified true belief. Chandra and Sandilands (2006, 200-202) . xviii It is for this reason that we do not adopt the expression 'economies of specialization and division of labour' put forward by Yang and Ng (1998, 8) . xix One of the founders of economic growth theory wrote more than 70 years ago: 'Problems arising from a once-over change can, I believe, be satisfactorily handled by the apparatus of static theory. It is when we come to a steadily continuing change that we have to consider a different technique…Dynamics will specifically be concerned with the effects of continuing changes and with rates of change...' (Harrod, 1948, 7, 8) . xx 'Something' here means anything, at the micro or macro level, that requires purposeful doing and encompasses work, actions, activities, tasks, production, operations, processes, routines, functions, investments, learning, projects, programmes, applications, adaptations, etc. xxi The Gospel of Matthew has a passage that says: 'For unto every one that hath shall be given, and he shall have abundance: but from him that hath not shall be taken away even that which he hath' (Matthew 25:29); the term 'Matthew effect' was introduced by sociologist Robert Merton to describe the reward and communication systems of science (Merton, 1968) . I am grateful to Stuart Macdonald for pointing out this equivalence with the concept of increasing returns. xxii The law, named after Gordon Moore of Intel Corp., has been expressed in several different ways: that the number of transistors incorporated in an electronic chip would approximately double every two years, that the performance of microchips would double every 18 months, or that the price of integrated circuits halves as the number of transistors therein doubles. I am grateful to Stuart Macdonald for putting me right on this. xxiii Strictly speaking, negative feedback processes lead to a successive reduction in the amplitude of the deviations towards equilibrium, whereas vicious circles are the symmetrical opposite of virtuous circles.
xxiv Division of labour and specialization are synonymous except in the case where the division of labour is increased to the point of greatly simplifying the job to be done, which nullifies the element of job-specific skills or specialization. See M. Morroni (1992) . xxv See, inter alia, Weitzman (1998, 335) and Fagerberg (2005, 10) . xxvi In the unlikely case of a piece of knowledge being used by the same person who generated it in isolation from the world, one can say that use of that knowledge would involve a flow of knowledge from that person's conscious or unconscious memory to other parts of his or her brain and neuro-motor system. xxvii According to Amabile (1986, 1) : 'Creativity is the production of novel and useful ideas in any domain. In order to be considered creative, a product or an idea must be different from what has been done before. (Few creativity theorists hold the strong position that a creative idea must be completely unique.) But the product or idea cannot be merely different for difference's sake; it must also be appropriate to the goal at hand, correct, valuable, or expressive of meaning. Innovation is the successful implementation of creative ideas within an organization.' xxviii The use of information and data is also non-subtractable. xxix The measurement of GDP growth does not adequately reflect quality improvements because none of the price indexes used to separate real growth from price changes reflect improved quality (Samuelson and Nordhaus, 2010, 102) . xxx There used to be a productivity paradox in the U.S., where between 1973 and 1995 labour productivity growth was poor (1.3% p.a.) despite the huge investments that had been made in Information Technology. This could have been due in part to mismeasurement of outputs and inputs, and also time lags in learning and adjustment (Brynjolfsson, 1993) . "The impact of the computer revolution became apparent in the productivity statistics beginning around 1995. Having grown slowly during the 1973-1995 period, labour productivity then surged ahead at 2.6% per year from 1995 to 2008" (Samuelson and Nordhaus, 2010, 233) . xxxi 'In 2017, 24 hyperscale firms operated 320 data centres with anywhere between thousands and millions of servers' (Zuboff, 2019, 501 ). Google's warehouse-sized data centres, spanning 15 locations, had in 2016 an estimated 2.5 million servers in 4 continents (ibid, 188). xxxii Artificial intelligence can be defined as 'intelligence' demonstrated by machines rather than human beings or animals. xxxiii Network externality means that the value of connecting to a network depends on the number of other people already connected to it. A tenfold increase in the size of the network leads to a hundredfold increase in its value. See Shapiro and Varian (1999) . xxxiv It is worth noting that, although Google is primarily a (if not the) search engine, most of its revenues are derived from advertisements. In 2016, 89 percent of the revenues (over US$90 billion) of Google's parent company (Alphabet) derived from Google's targeted advertising programs (Zuboff, 2019, 93) . xxxv Non-excludability of knowledge means that other people (people other than the owner, holder or user of knowledge and other than those who have paid to access and/or use it) cannot be prevented from accessing and/or using it. xxxvi Thus knowledge is a partial public good because, although non-subtractable, pieces of knowledge can be made excludable, to a greater or smaller extent, through intellectual property rights (IPRs), secrecy, and the difficulty of transferring and/or acquiring tacit knowledge. xxxvii The concept of ownership of knowledge is well-established in and through the law of IPRs, whereas ownership of data is not yet firmly established in law. The EU's General Data Protection Regulation (GDPR), which came into effect in May 2018, is a first step towards establishing that personal data should be owned by the persons from whom the data is collected. xxxviii In the context of the the big gata gathered and used by the Big Five, it has been suggested that, since this poses an insuperable barrier to entry for would-be new entrants, regulators should consider imposing a compulsory sharing of a certain proportion of the dominant firms' big data; the data would be anonymized and the percentage would rise with the market share of the dominant platform owner (Mayer-Schonberge and Ramge, 2018, 166-68) . While we do not know (without further appropriate research) whether this would work (e.g. to increase real competition or new entry), it is almost certain that 'surveillance capitalism' would fight this tooth and nail because it goes against the core of their business models.
