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‒ Ponudnik spletnih vsebin – spletni ponudnik, ki ima statično, dinamično ali 
multimedijsko vsebino, objavljeno na spletnem mestu. 
‒ Robni strežnik – (angl. edge server) strežnik CDN-sistema, s katerega se streže 
vsebina uporabnikom. V literaturi so lahko poimenovani tudi kot nadomestki (angl. 
surrogates) ali strežniki replik (angl. replica servers). 
‒ Uporabnik/odjemalec – uporabnik spletnih storitev, ki dostopa do spletnih vsebin.





Diplomska naloga opisuje delovanje omrežij za distribucijo vsebin. Ti se uporabljajo za 
fizično približanje spletne vsebine uporabnikom. To poteka tako, da se naredi kopija vsebin, 
ki jih uporabniki potrebujejo in se jo kopira na strežnik, ki je geografsko bližje uporabnikom. 
S tem se zmanjšajo zakasnitve pri dostopu do spletih vsebin. Posledično se zelo izboljša 
kakovost uporabniške izkušnje in pripomore k zmanjšanju prometa preko svetovnega spleta.  
Opis sistemov CDN se začne v 2. poglavju s predstavitvijo tipičnega modela CDN in 
zgodovino, ki je vodila do razvoja omrežij za distribucijo vsebine. V naslednjem poglavju so 
opisane različne metode, ki se uporabljajo pri optimalni postavitvi strežnikov, s katerih se 
predpomnjena vsebina streže uporabnikom. Treba je namreč najti primerno lokacijo za 
postavitev strežnika, ki bo lahko stregel čim več uporabnikom, s čim manjšimi zakasnitvami 
in s čim manjšimi stroški. V nadaljevanju je opisana distribucija vsebine z izvornega strežnika 
na robnega. Le-ta je različna glede na vrsto vsebine. Poznamo statično in dinamično vsebino 
ter pretočne medije. Poglavje 5 govori o usmerjanju zahtev po vsebini, ki jih sproži 
uporabnik, ko dostopa do spletne strani. Sistemi CDN uporabljajo različne mehanizme, ki 
zahteve usmerijo na najprimernejši robni strežnik, ki bo uporabniku dostavil vsebino v 
najkrajšem možnem času. V naslednjem poglavju je predstavljena strežba multimedijskih 
vsebin. Multimedijske vsebine so lahko na zahtevo ali pretočne. »Na zahtevo« so vnaprej 
posnete vsebine, ki se zlahka predpomnijo na robnih strežnikih. »Pretočne« pa so vsebine v 
živo, ki se jih ne da predpomniti, zato je za strežbo teh potrebno zagotoviti prenosno pot od 
vira pretoka do uporabnika. 7. poglavje predstavlja povezane CDN-je. Ponudniki CDN-
storitev so namreč ugotovili, da se finančno zelo splača povezava s ponudniki CDN, ki imajo 
na voljo dodatna sredstva ali imajo večjo geografsko pokritost. Naslednje poglavje govori o 
internetni geolokaciji in njeni povezavi s sistemi CDN. Poglavje 9 opisuje, kakšen je dejanski 
učinek omrežij za distribucijo vsebin. Opravil sem meritve časa dostopanja do spletnih strani, 
ki se strežejo preko CDN in jih primerjal z meritvami tistih spletih strani, do katerih 
uporabniki dostopajo neposredno. Poleg tega sem primerjal tudi kakovost multimedijskih 
vsebin, ki se strežejo preko CDN s tistimi, ki se prenašajo direktno s strežnikov.  
Ključne besede: CDN, video na zahtevo, CMS-spletne strani, RTMP. 
 
  





The thesis describes the operation of Content Delivery Networks (CDN). These are used to 
physically move the web content closer to the web user. This is done by making a copy of the 
web content, that the users need, and moving it on a server that is geographically closer to the 
user. This reduces the delay when accessing the web content. As a result the Quality of 
Service (QoS) is greatly improved and it helps reduce traffic over the Internet. 
Description of CDNs begins in Chapter 2 with the presentation of a typcal CDN model and 
the history that has led to the development of network for the distribution of content. The 
following section describes the different methods used in optimal layout for servers where 
cached content is served to users. It is to find a suitable location for a server that can serve as 
many customers, minimizing delays and minimizing costs. Next Chapter describes the 
distribution of content from the source server to the edge server. It varies depending on the 
type of content. There are static and dynamic content and streaming media. Chapter 5 talks 
about directing requests for content, initiated by the user when accessing the website. CDN 
systems use a variety of mechanisms that direct requests to the most appropriate edge server 
that will deliver the content to the user as soon as possible. The next chapter presents the 
service of multimedia content. Multimedia content can be on-demand or streaming. On-
demand is a  pre-recorded content that can easily be cached on edge servers. Streaming 
content is a live recording which cannot be cached. To serve streaming content a transmission 
path from the source to the user has to be reserved. Chapter 7 presents interconnected CDNs - 
CDNI. CDN service providers have realised that connecting with the CDN providers who 
have additional resources available or have greater geographical coverage is financially very 
profitable. The next chapter talks about internet geolocation and its relation to the CDN 
systems. Chapter 9 describes the practical part of this thesis. The goal of the practical part is 
to examine what is the real impact of content distribution network. I measured the time to 
access the websites that are served via CDN and compared them with those measurements of 
websites to which users can access directly. In addition, I compared the quality of multimedia 
content that is served over CDN with those that are transmitted directly from the servers. 
Keywords: CDN, video-on-demand, CMS websites, RTMP. 
  





Internet se razvija in raste zelo hitro, saj je brez kakršnekoli centralne ureditve [1]. Vendar je 
prav ta prednost interneta obenem tudi njegova slabost, saj pomanjkanje nadzora pomeni 
težko zagotovljeno kakovost storitve.  Število uporabnikov, ki dostopa do spletnih vsebin, 
narašča eksponentno [2], kar povzroča čedalje večje zahteve po pasovni širini.   
V zadnjih letih smo bili priča velikemu porastu spletnih aplikacij, ki za svoje delovanje 
uporabljajo veliko pasovno širino. Kljub konstantnim izboljšavam na področju hitrosti 
prenosa podatkov preko internetnega omrežja je kakovost izkušnje (angl. Quality of 
Experience ‒ QoE) s stališča uporabnikov slaba. Razlog za to je v velikem času zakasnitev pri 
dostopu do spletnih vsebin. Zakasnitve so namreč večje in bolj nepredvidljive s povečanjem 
razdalje od končnega uporabnika do strežnika. Zato se je začela razvijati ideja, kako bi 
internetno vsebino fizično približali uporabnikom in s tem zmanjšali zakasnitve.  
Cilj diplomske naloge je predstaviti omrežja za distribucijo vsebin (angl. Content Delivery 
Network ‒ CDN), njihovo osnovno delovanje od postavitve strežnikov do strežbe vsebin 
uporabnikom ter predstaviti, kakšen učinek ima implementacija CDN-sistemov na dinamičnih 
spletnih straneh ter učinek omrežij za distribucijo vsebin pri prenosu multimedijskih vsebin.  
 
  




2. Kaj je CDN 
Glavna ideja sistema CDN je premakniti vsebino iz izvornega strežnika na strežnike, 
imenovani tudi robni strežniki, ki so bližje končnim uporabnikom [3]. Premik spletnih vsebin 
bližje uporabnikom ima naslednje prednosti: 
‒ zmanjšajo se zakasnitve pri prenosu podatkov, 
‒ izboljša se QoE s stališča uporabnikov, 
‒ potrebna je manjša pasovna širina za prenos podatkov, 
‒ vsebina, predpomnjena na robnih strežnikih, lahko služi kot rezervna kopija v primeru 
nedosegljivosti izvornega strežnika, 
‒ razbremenijo se izvorni strežniki. 
 
 
Slika 1 ‒ Model CDN [4] 
 
Slika 1 prikazuje poenostavljen model CDN. Kot lahko vidimo, izvorni strežnik (angl. origin 
server) posreduje svojo vsebino sistemu za posredovanje vsebin (angl. content distributer). Ta 




je povezan z robnimi strežniki, ki so razporejeni po celem svetu. Uporabnik se s pošiljanjem 
zahteve za določeno spletno vsebino nevede sporazumeva z robnim strežnikom, namesto z 
izvornim. 
Vsebina na robnih strežnikih je tja postavljena na uporabnikovo zahtevo ali pa je tam že 
predhodno postavljena [2]. 
 
2.1.  Zgodovina 
Pred idejo o distribuciji vsebin na robne strežnike so se uporabljali drugi pristopi za 
zagotavljanje kakovosti storitev (angl. Quality of Service ‒ QoS) (slika 2).  
 Prvoten pristop je posodobitev strojne opreme strežnika [2]. S tem povečamo 
zmogljivost strežnika. Dolgoročno ta pristop ni učinkovit, saj je nefleksibilen, ker 
manjše izboljšave niso mogoče in je potrebno ob določenem času zamenjati celotni 
strežniški sistem [5]. 
 Drugi način je implementacija predpomnilnih proksi strežnikov. Ti shranijo 
lokalno kopijo pogosto uporabljenih spletnih vsebin in s tem pripomorejo k 
zmanjšanju uporabe pasovne širine ter zvišanju zmogljivosti omrežja. Predpomnilne 
proksi strežnike uporablja večina ponudnikov internetnih storitev in večjih podjetij 
[6].  
 Hierarhično predpomnjenje je naslednji pristop k zagotavljanju QoS. Ponudnik 
internetnih storitev vpelje predpomnilnike na različnih ravneh: lokalni, regionalni in 
nacionalni. Hierarhični predpomnilniki na različnih ravneh delujejo po principu starš ‒ 
otrok (angl. parent-child). Ko uporabnik pošlje zahtevo po spletni vsebini, gre ta 
zahteva najprej do predpomnilnika, ki je najnižje na hierarhiji. Če zahtevana vsebina 
ni predpomnjena, gre zahteva naprej po hierarhiji in na koncu pride do izvornega 
strežnika. 
 Osnovna ideja strežniških farm (angl. Server farms) je več spletnih strežnikov, ki si 
delijo breme odgovarjanja na zahteve uporabnika za določeno spletno stran [5]. 
Strežniške farme med drugim uporabljajo stikalo 4-7 sloja referenčnega modela 
odprtega sistema povezovanja (angl. Open System Interconnect ‒ OSI) [2]. To je 
inteligentno stikalo, ki pregleda zahtevano vsebino in jo razporedi po skupinah 




strežnikov. Ker so strežniške farme blizu izvornih strežnikov, se še vedno lahko 
pojavljajo težave zaradi zastojev v omrežju. 
 
Slika 2 ‒ Evolucija CDN [2] 
Ko so se pojavili prvi sistemi CDN, se je hitro pokazala njihova učinkovitost. V nekaj letih se 
je več podjetij specializiralo za distribucijo vsebin. CDN so predstavljali novo tržno 
priložnost z visokimi prihodki [2].  
V prvi generaciji sistemov CDN so se ti sprva uporabljali za statične vsebine, ki jih je 
najlažje predpomniti, nato pa še za dinamične. Tehnološke funkcije, ki se pri tem uporabljajo, 
so: repliciranje vsebine, pametno usmerjanje in metode robnega preračunavanja [7]. Zadnje se 
uporabljajo za distribucijo dinamičnih vsebin. 
Druga generacija je bolj usmerjena k distribuciji multimedijskih vsebin na zahtevo in k 
distribuciji pretočnih multimedijskih vsebin. V tej generaciji so CDN-sistemi začeli 
uporabljati tudi sisteme vsak z vsakim (angl. Peer-to-Peer ‒ P2P). To je generacija, ki je 
trenutno aktualna, vendar še ni dosegla polnega potenciala. 
Tretja generacija predstavlja sisteme CDN, ki temeljijo na skupnosti. To pomeni, da bodo te 
sisteme poganjali terminali navadnih uporabnikov, predvidoma z decentraliziranimi 
tehnologijami, kot je P2P. 




2.2.  Osnovna arhitektura sistemov CDN  
 
Slika 3 – Komponente sistema CDN [1] 
Arhitektura sistema CDN je sestavljena iz sedmih komponent in je prikazana na sliki 3. 
Razmerja med njimi so oštevilčena in opisana spodaj [1]. 
1. Izvorni strežnik (angl. origin server) prenese imenski prostor URI (angl. Universal 
Resource Identifier ‒ URI) za dokumente, ki jih bo CDN distribuiral, v sistem za 
usmerjanje zahtev (angl. request routing system). 
2. Izvorni strežnik objavi vsebino, ki jo bo sistem CDN dostavljal v distribucijski 
sistem (angl. distibution system). 
3. Distribucijski sistem premakne vsebino na robne strežnike. Ta sistem s pomočjo 
povratnih informacij vpliva na sistem za usmerjanje zahtev tako, da pomaga pri 
izbiri robnega strežnika za zahteve uporabnika (angl. client, slovensko je v 
literaturi lahko poimenovan tudi kot »odjemalec«). 
4. Uporabnik zahteva dokumente od strežnika, za katerega misli, da je izvorni, 
vendar zahteve zaradi delegacije URI dejansko prihajajo na sistem za usmerjanje 
zahtev. 
5. Sistem za usmerjanje zahtev uporabniku posreduje naslov IP najprimernejšega 
robnega strežnika za strežbo zahtevane vsebine. 
6. Izbrani robni strežnik dostavi zahtevano vsebino odjemalcu. Poleg tega robni 
strežnik pošlje informacijo o dostavljeni vsebini računovodskemu sistemu (angl. 
accounting system). 




7. Računovodski sistem združi računovodske informacije v statistiko in evidenco 
podrobnosti vsebin za izvorni strežnik in organizacijo za zaračunavanje (angl. 
billing organization). Statistika se posreduje tudi sistemu za usmerjanje zahtev. 
8. Organizacija za zaračunavanje vsebin uporabi evidenco podrobnosti vsebin za 
poravnavo z vsemi strankami, ki so vključene v proces za distribucijo in dostave 
vsebine.  




3. Postavitev strežnikov 
Za zagotovitev QoE z vidika uporabnika je potrebno poskrbeti za čim manjše zakasnitve pri 
dostopu do spletnih vsebin. Ključna je postavitev robnih strežnikov na lokacije, na katerih sta 
zakasnitev dostopa do strežnika in splošna mrežna poraba pasovne širine zaradi prenosa kopij 
vsebin čim manjša [8].  
Optimalna postavitev robnih strežnikov CDN ponudnikom omogoča visoko kvalitetne 
storitve in nizke cene [9]. 
Poznamo dva pristopa k reševanju težave postavitve strežnikov, teoretičen in hevrističen [1], 
[8]. 
 
3.1.  Teoretičen pristop 
Teoretičen pristop delimo na dva dela, k-Hierarhično dobro razdeljena drevesa [1], [8]  (angl. 
k-Hierarchically well-seperated trees – k-HST) in minimalni k-center [1], [8] (angl. Minimum 
K-center). Oba modelirata problem postavitve strežnika kot problem postavitve centra. 
Definicija tega problema pravi, da je treba za postavitev danega števila centrov minimizirati 
maksimalno razdaljo med vozliščem in najbližjim centrom.  
V spodnjih dveh poglavjih, kjer sta opisana k-HST in minimalni K-center, se uporabljajo 
naslednje oznake: 
‒ Graf G(V, E) predstavlja omrežje, 
‒ V je število vozlišč, 
‒        je niz povezav, 
‒ za označevanje števila vozlišč v G se uporablja N = |V|, 
‒ Ƭ označuje število centrov v grafu, 
‒ razdalja med vozliščema u in v v grafu G se označuje z dG(u, v). 
 
3.1.1. k-HST 
Ta algoritem je sestavljen iz dveh delov. V prvi fazi se graf rekurzivno razdeli in se v 
trenutnem razdelku izberejo naključna vozlišča. Vsa vozlišča znotraj naključnega radija 
tvorijo nov razdelek, ki so s prejšnjim v razmerju otrok – starš. Radij novega razdelka je za 
faktor k manjši kot premer prejšnjega (starševskega) razdelka. Ta postopek se nadaljuje, 




dokler ni vsako vozlišče v svojem razdelku. Po tem postopku nastane narobe obrnjeno drevo, 
pri katerem so korenine drevesa celotno omrežje in veje posamezna vozlišča v omrežju.  
V drugi fazi je vsem razdelkom, na vseh nivojih, dodeljeno virtualno vozlišče. S tem postane 
vsako virtualno vozlišče na »starševskem« razdelku starš virtualnem vozlišču na »otroškem« 
razdelku in tvorijo drevesno strukturo. Potem se za izračun števila potrebnih centrov vpelje 
Greedyev algoritem: 
Oznake: 
‒ maksimalna razdalja med centrom in vozliščem je označena z D, 
‒ r označuje korenino razdelčnega drevesa, 
‒ Ni so otroci vozlišča i, 
‒ L je seznam razdelkov, ki je urejen padajoče po premeru razdelka, 
‒ HL označuje razdelek na začetku seznama, diam(HL) označuje njen premer. 
L ← Nr 
while (diam(HL) > D) 
begin 
h ← HL 
L ← L - HL 
L ← L ⋃ Nh 
end 
Pri tem algoritmu se center pomika navzdol po drevesu, dokler ne najde razdelka s premerom 
≤ D [1].  
Na sliki 4 lahko vidimo primer generiranja 1-HST. Če določimo, da je maksimalna razdalja 
med vozliščem in centrom 2 (D = 2), dobimo z zgornjim algoritmom razdelek {{C, E, F, G}, 
{A, B, D}}. Potrebujemo torej dva strežnika, vsakega znotraj niza strežnikov {C, E, F, G} in 
{A, B, D}. 





Slika 4 ‒ Primer generiranja 1-HST 
 
3.1.2. Minimalni K-center 
Pri minimalnem K-centru v danem grafu G = (V, E) in njegovimi robovi, ki so razporejeni v 
nezmanjšanem redu po strošku robov c: c(e1) ≤ c(e2) ≤ … ≤ c(em), določimo Gi = (V, Ei), kjer 
je Ei = {e1, e2, … ei} in zgradimo niz kvadratnih grafov. Vsak izmed teh kvadratnih grafov, ki 
je označen z G
2
, vsebuje vozlišča V in robove (u,v), kjerkoli je pot med u in v v grafu G. Za 
vsak Gi
2
 se izračuna maksimalen neodvisen niz Mi. Neodvisen niz grafa G
2
 je niz vozlišč v 
grafu G, ki so vsaj tri skoke (angl. hops) narazen. Maksimalen neodvisen niz M je definiran 
kot neodvisen niz V', in sicer tako, da so vsa vozlišča v V – V' največ en skok narazen od 
vozlišč v V'. Potem se ugotovi najmanjši i, da je Mi ≤ K, ki je definiran kot j. Mj je potem niz 
K-centra. 
 
3.2. Hevrističen pristop 
Pojem »hevristika« pomeni iskanje najpreprostejše rešitve. Teoretični pristopi niso primerni 
za vpeljavo v realne CDN, ker so algoritmi računsko zahtevni in ne upoštevajo karakteristike 
omrežja. Hevristični sistemi ponujajo računsko veliko manj zahtevne rešitve, ki upoštevajo 
omrežno topologijo in obremenitve omrežja. Slabost hevrističnega sistema je, da so izračuni 
manj natančni, so pa zadovoljivi za potrebe sistemov CDN. 
 
3.2.1. Greedyev algoritem 
Je bil predlagan za razrešitev problema lokacije predpomnilniških strežnikov, nato pa je bil 
uporabljen tudi za razrešitev lokacije strežnikov CDN [1]. 




Ta algoritem dela dobro tudi z nepopolnimi vhodnimi podatki, ampak zahteva podatke o 
lokaciji klientov v omrežju in razdalje med vozlišči, kar pa lahko predstavlja težavo, saj 
večinoma te informacije niso na voljo. 
Pri razlagi algoritma upoštevamo naslednje: 
‒ M je število strežnikov, ki jih je treba izbrati, 
‒ N je število lokacij strežnikov, ki so na voljo (potencialni strežniki). 
Algoritem izbere eno lokacijo (od N potencialnih lokacij) naenkrat. V prvi iteraciji oceni 
vsako izmed lokacij po primernosti za gostiteljskega strežnika (angl. Hosting server) glede na 
strošek (npr. pasovna širina). Za vsako izmed strani izračuna stroške pod predpostavko, da 
bodo vsi klienti dostopali do te lokacije in izbere tisto, ki je najcenejša (npr. manjša poraba 
pasovne širine). V drugi iteraciji vzame naslednjo lokacijo in jo oceni v povezavi s prvo, že 
izbrano lokacijo. Potem torej izbere lokacijo, ki je v povezavi s prejšnjo izbrano najmanj 
potratna. V splošnem pri računanju potratnosti (stroškov) algoritem predvideva, da klient 
usmerja zahteve na strežnik z najmanjšimi stroški (najmanj porabe pasovne širine), kar je v 
bistvu najbližji strežnik. Vse to poteka, dokler ni izbranih M-strežnikov. 
 
3.2.2. Postavitev strežnikov glede na topologijo 
Pojavlja se tudi pod imenom tranzitno vozlišče (angl. Transit Node). Pod predpostavko, da 
lahko vozlišča, ki imajo največ povezav z drugimi vozlišči, lahko dosežejo več vozlišč z 
manjšo zakasnitvijo, se postavijo strežniki na kandidate za gostitelje v padajočem vrstnem 
redu po številu povezav z drugimi vozlišči. Ta hevristika se imenuje tranzitno vozlišče, in 
sicer zaradi predpostavke, da imajo vozlišča v centru interneta največ povezav z drugimi 
vozlišči. Zaradi pomanjkanja podatkov o omrežni topologiji se uporablja samo topologija 
avtonomnih sistemov
1
 (angl. Autonomous System ‒ AS), kjer vsako vozlišče predstavlja en 
AS, vozliščne povezave pa ustrezajo vzajemnemu povezovanju (angl. BGP peering) na nivoju 
AS. Uporablja se tudi izboljšana strategija postavitve s prej pridobljenim znanjem o topologiji 
(angl. Topology-informed) in internetna topologija na nivoju usmerjevalnikov namesto 
internetne topologije na nivoju AS. Pri tem pristopu je vsak LAN povezan z usmerjevalnikom 
potencialne lokacije za strežnik, namesto da je vsak AS lokacija (angl. site) [1]. 
                                                     
1
 AS (avtonomni sistem) je omrežje, ki ga upravlja določena organizacija in je povezan z več drugimi 
autonomnimi sistemi, za kar uporabljajo usmerjevalni protokol BGP. 





3.2.3. Algoritem Hot spot  
Deluje podobno kot prejšnji algoritem, in sicer tako, da se robni strežniki postavijo blizu 
klientov, ki generirajo največ prometa [8]. N potencialne lokacije razvršča glede na promet, ki 
se generira okoli njih in postavi robne strežnike na M lokacije, kjer je največ prometa. 
 
3.2.4. Algoritem na osnovi drevesa 
Prav tako deluje podobno kot postavitev strežnikov glede na topologijo, pod predpostavko, da 
so spodnje topologije v obliki drevesa. Ta algoritem modelira problem postavljanja robnih 
strežnikov na pravo mesto v obliki problema dinamičnega programiranja [8]. V tem pristopu 
je drevo T razdeljeno v več manjših dreves Ti. Postavitev t proksijev je doseženo tako, da 
postavimo ti' proksijev v vsako majhno drevo Ti. Pri tem je: 





3.2.5. Algoritem scan 
Je razširljivo programsko ogrodje (angl. framework) za upravljanje robnih strežnikov, ki 
generira robne strežnike na zahtevo in jih organizira v multicast drevo na aplikacijskem 
nivoju OSI [8]. S tem pristopom se minimizira število robnih strežnikov in vseeno omogoča 
majhne zakasnitve strankam in majhne pasovne širine strežnikom. 
 
3.2.6. Enojni ISP 
CDN-ponudnik postavi več robnih strežnikov po robu omrežja za distribucijo vsebine [10]. V 
vsako večje mesto se postavita en ali dva strežnika z veliko predpomnilnika v območju, ki ga 
pokriva ponudnik internetnih storitev (angl. Internet service provider ‒ ISP). Prednost tega 
pristopa je, da ima lahko ISP z globalnim omrežjem obsežno geografsko pokrivanje, brez 
zanašanja na druge ISP-je. Velika slabost tega pristopa je v tem, da se robni strežniki lahko 
postavijo daleč stran od strank ponudnika CDN. 
 




3.2.7. Multi ISP 
Ponudnik CDN postavi več robnih strežnikov pri toliko globalnih točk prisotnosti (angl. 
Points of Presence ‒ POP) ISP, kot je mogoče [8]. S tem se reši problem, ki smo ga imeli pri 
enojnem ISP in postavi robne strežnike bližje klientom, kar omogoča hitrejšo in bolj 
zanesljivo distribucijo vsebin. Slabost tega so cena, kompleksnost in dejstvo, da vsak robni 
strežnik prejme malo zahtev po vsebini, kar ni dobra praksa dobrega izkoristka. Enojni ISP se 
torej uporablja za lokacije z majhnim mrežnim prometom in multi ISP za lokacije z večjim 
prometom [10]. 
  




4. Distribucija vsebine 
4.1. Vsebina  
V tej diplomski nalogi pojem »vsebina« predstavlja digitalne podatke. Mednje sodijo statična 
vsebina, dinamična vsebina in pretočni mediji. 
Statična vsebina so strani HTML, vgrajene slike, dokumenti PDF ter avdio in video datoteke. 
To so digitalni podatki, ki se ne spreminjajo. Vsi CDN-ji podpirajo distribucijo takšnih 
datotek, saj jih lahko zlahka predpomnimo. 
Dinamična vsebina se generira na uporabnikovo zahtevo s pomočjo tehnologij, kot so 
DHTML (Dinamični HTML), spletne strani CMS in XML. Zaradi pogostega spreminjanja se 
za njih smatra, da se jih ne da predpomniti [8], zato veliko (cenejših ali brezplačnih) 
ponudnikov CDN ne podpira distribucije takšnih vsebin. 
Pretočnih medijev se tudi ne da predpomniti. To je avdio ali video vsebina, ki je poslana 
preko internetne povezave v stisnjeni obliki, in se predvaja takoj [11]. Pretočni mediji so 
lahko prenos v živo (angl. live) ali na zahtevo (angl. on-demand). Prenos v živo poteka v 
realnem času, medtem ko se pri prenosu na zahtevo uporabljajo vnaprej posneti video ali 
avdio posnetki. Za prenos pretočnih medijev se uporabljajo specializirani protokoli, kar 
pomeni, da veliko ponudnikov CDN prenosa teh medijev ne podpira. 
Tukaj je treba omeniti, da se vsebine v živo po navadi prenašajo v načinu pretakanja z 
izvornega strežnika, medtem ko se vsebine na zahtevo večinoma prenašajo z robnih 
strežnikov (pri ponudnikih CDN, ki podpirajo distribucijo avdio in video vsebin na robne 
strežnike) v načinu pretakanja (angl. streaming) ali v načinu progresivnega prenosa (angl. 
progressive download).  
Pri načinu progresivnega prenosa je multimedijska vsebina obravnavana kot statična in se 
pred predvajanjem prenese na trdi disk uporabnika.  
Pri načinu pretakanja so avdio in video vsebine obravnavane kot pretočni mediji. 
 
4.2.  Distribucija 
Preden se vsebina dostavi na robne strežnike, je potrebno poskrbeti, da je pravilno izbrana.  V 
spodnjih poglavjih je opisana distribucija glede na vrsto vsebine.  





4.2.1. Distribucija enostavnih (statičnih) vsebin 
Nekateri sistemi CDN dostavijo celotno stran (angl. Full-site), medtem ko drugi delujejo tako, 
da se uporabnikova zahteva naslovi na izvorni strežnik in se z njega naloži stran HTML, robni 
strežniki pa dostavijo vgrajene objekte, kot so slike ali video. Takšen CDN torej dostavi dele 
spletne strani (angl. Partial-site). 
Pri Full-site sistemu ponudnik CDN nastavi nastavitve DNS tako, da gredo vse uporabniške 
zahteve na njihove strežnike. Pri dostavi celotne spletne strani na robne strežnike se pojavi 
problem posodobitve vsebine, saj spletne strani niso v celotni statične. Partial-Site način je 
boljši, saj razbremeni izvorni strežnik in omogoča prerazporeditev vsebine (in se tem tudi 
obremenitve ob zahtevi) na več robnih strežnikov. S tem se spletna stran naloži veliko hitreje, 
kot če bi se naložila samo z enega strežnika. 
Ker pri Partial-site sistemu ni potrebe po tem, da se na robne strežnike prenesejo vsi vgrajeni 
objekti, je potrebno izbrati, katere se bo repliciralo in katere ne. Poznamo štiri načine 
replikacije: 
1. Empiričen – spletni administrator izbere, katera vsebina se bo replicirala [12]. 
2. Na osnovi priljubljenosti – replicira se najbolj popularna vsebina.  
3. Na osnovi objektov – ta način je zelo požrešen. Vsebina se replicira na strežnike v 
enotah objektov. Vsak objekt se replicira na strežnik, ki prispeva največjo uspešnost 
[12], [13]. 
4. Na osnovi gruče (angl. cluster) – vsebina se replicira na strežnike v enotah gruč. 
Sortiranje po gručah poteka po popularnosti, podobnosti vsebine, po času referenc, 
številu referenc itd. [4]. 
4.2.2. Distribucija dinamičnih vsebin 
Tehnologije, ki generirajo dinamične vsebine, delujejo na principu več-slojne arhitekture. 
Tem tehnologijam splošno rečemo spletni sistemi (angl. Web system). Za pojasnitev 
distribucije dinamičnih vsebin, se je treba poglobiti v logične nivoje spletnega sistema [14] 
(slika 5): 
‒ Čelni sloj (angl. Front-end layer) je vmesnik spletne storitve [15]. Ta 
sprejema zahteve po vsebini HTTP in streže statično vsebino. 




‒ Aplikacijski sloj (angl. Application layer) upravlja z logiko, ki generira 
dinamično vsebino. Za to se mora sporazumevati z zalednim delom sistema 
(angl. Back-end layer), kjer so shranjeni podatki spletnega sistema in slojem 
uporabniških profilov (angl. User profile layer). 
‒ Zaledni sloj (angl. Back-end layer) je podatkovna baza, ki hrani podatke 
spletnega sistema. 
‒ Sloj uporabniških profilov (angl. User profile layer) hrani uporabniške 
informacije. Na podlagi teh informacij spletni sistem uporabniku predstavi 
njemu prilagojeno spletno vsebino. Uporabniške informacije vnese 
uporabnik, ali pa se vnesejo samodejno glede na obnašanje uporabnika (do 
katerih vsebin dostopa itd.). 
 
Slika 5 ‒ Logični nivoji spletnega sistema [15] 
Kot lahko vidimo na sliki 6, je za replikacijo nižjih slojev potrebno replicirati tudi predhodne 
sloje. Za replikacijo aplikacijskega je treba replicirati tudi čelni sloj. Poleg zalednega je treba 
replicirati aplikacijski in čelni sloj, poleg sloja uporabniškega profila pa tudi vse druge. Za 
čim manjše zakasnitve pri spletnih sistemih, ki generirajo dinamično vsebino, je treba 
uporabnikom približati aplikacijski sloj. Ker ta konstantno komunicira z zalednim slojem, je 
potrebno na robne strežnike replicirati tudi slednjega [15]. 





Slika 6 ‒ Replikacija logičnih nivojev spletnega sistema [15] 
Ker je replikacija čelnega sloja opisana že v prejšnjem poglavju (4.2.1), v nadaljevanju sledi 
opis replikacije aplikacijskega sloja (slika 7). Kot je že omenjeno, je ta odgovoren za 
generiranje dinamične vsebine. Z repliciranjem tega sloja se premakne logika za 
preračunavanje na robne strežnike, kar se imenuje tudi robno preračunavanje (angl. edge 
computing) [16], [9]. S tem se zelo razbremeni izvorni strežnik in obenem poveča 
učinkovitost sistema CDN. 





Slika 7 ‒ Replikacija aplikacijskega sloja [15] 
Za distribucijo dinamičnih vsebin ni dovolj, da je na robnih strežnikih le »edge computing«, 
saj  zaradi pogostega dostopanja aplikacij do podatkovne baze, ki je na izvornem strežniku, 
prihaja do zakasnitev. Zato je nujno potrebna tudi replikacija zalednega sloja (slika 8).  
 
Slika 8 ‒ Replikacija zalednega sloja [15] 
Replikacija zalednega sloja je lahko popolna ali delna ([15], [17]). Poznamo dva načina delne 
replikacije: 




‒ Slepo predpomnjenje vsebin (angl. Content-Blind caching) izkorišča 
predpomnjenje prejšnjih oziroma najbolj popularnih rezultatov poizvedb 
podatkovne baze. Ta pristop je zelo priljubljen, vendar ima nekaj slabosti. Ni 
namreč najboljši za spletne aplikacije, kjer je veliko zapisovanja v 
podatkovno bazo (bolj je primeren za read-only – slo. samo za branje) in ni 
najbolj primeren za spletne aplikacije, kjer se uporabnikove poizvedbe zelo 
razlikujejo med sabo (če vzamemo primer spletne aplikacje CMS, bi ta način 
primeren za spletne dnevnike – angl. Blog, za splete trgovine, kjer je veliko 
različnih poizvedb, pa ne bi bil tako primeren). 
‒ Vsebinsko zavedajoče se predpomnjenje (angl. Content-Aware caching) [9] 
deluje tako, da ima vsak robni strežnik svojo podatkovno bazo, v katere se 
replicirajo določeni podatki iz podatkovne baze na izvornem strežniku. Ti se 
določijo na podlagi prejšnjih vzorcev dostopa do podatkovne baze. Ker je 
splošni cilj CDN izboljšati odzivni čas, kot ga vidi končni uporabnik, se v 
algoritmih za postavitev kopij vsebine upošteva prehodni čas omrežja [18]. 
Pomanjkljivost tega pristopa je, prav tako kot pri slepem predpomnjenju 
vsebine, v doslednosti z izvorno podatkovno bazo [15]. Novo ‒ vneseno 
vsebino je treba namreč sinhronizirati z izvorno podatkovno bazo. Za rešitev 
tega problema je Ganymed [19] predlagal preusmeritev posodobitev 
podatkovne baze (novi vnosi, izbrisane vsebine itd.) na glavno centralizirano 
podatkovno bazo in preusmeritev poizvedb samo za branje na replicirane 
podatkovne baze na robnih strežnikih. Uporabljajo se lahko tudi komercialne 
rešitve, kot je MySQL DBMS, vendar se kljub tem rešitvam večinoma 
uporablja centraliziran upravitelj, ki upravlja poizvedbe in prenose med 
razdelki podatkovne baze. 
Popolna replikacija zalednega sloja (angl. Full database replication) pomeni, da se replicira 
kar celotno podatkovno bazo na robne strežnike. Seveda so tudi tu pojavijo težave z 
doslednostjo med replikami podatkovnih baz in izvorno bazo pri sistemih z veliko 
posodobitvami. Te težave se najpreprostejše rešijo tako, da se posodobitve podatkovne baze 
naslovijo na izvorni strežnik, zahteve samo za branje pa na robne strežnike. Izvorni strežnik 
posreduje vse posodobitve podatkovne baze na robne strežnike.  




Sloj uporabniških profilov se prav tako kot zaledni sloj zanaša na podatkovno bazo za 
shranjevanje podatkov, zato tudi tukaj pridejo v poštev podobne rešitve za replikacijo [15]. 
Ker vsak uporabnik po navadi komunicira s samo enim robnim strežnikom, ni potrebe po 
replikaciji celotne podatkovne baze uporabnikov, ampak se na določeni robni strežnik 
replicira podatke samo o tistih uporabnikih, ki dostopajo do spletne aplikacije preko tistega 
določenega robnega strežnika. Za zagotavljanje doslednosti med uporabniškimi informacijami 
na izvornem strežniku in robnimi strežniki se uporablja slepo predpomnjenje vsebine ali 
vsebinsko zavedajoče se predpomnjenje.  
V primeru, da je uporabnik mobilen, je treba zagotoviti, da se podatki o njegovem profilu 
prenašajo na druge robne strežnike in ga s tem »zasledujejo« (slika 9). Eden od mehanizmov 
za realizacijo »zasledovanja« je generični okvir za predpomnjenje podatkov CONCA [20]. 
 
Slika 9 ‒ Replikacija sloja uporabniških profilov [15] 
 
4.2.3. Distribucija pretočnih medijev 
V tem poglavju je opisana distribucija vsebin »v živo«. Te se prenašajo od izvornega 
strežnika do robnega in od tam do uporabnika. Pri navadnem pretakanju multimedijskih 




vsebin skozi omrežje gre ta skozi veliko usmerjevalnikov in na vsakem izmed njih lahko pride 
do zastojev. Zakasnitve pri predvajanju video ali avdio vsebin, ki jih ti zastoji povzročajo, so 












Slika 10 ‒ Pretok multimedijskih vsebin 
 
CDN-sistemi za zagotavljanje kvalitetnih pretokov podatkov uporabljajo kontrolne protokole 
kot protokol rezervacije virov (angl. Resource Reservation Protocol – RSVP) in več-
protokolno komutacijo label (angl. Multi Protocol Label Switching – MPLS). Ti vsebino 
usmerjajo stran od preobremenjenih usmerjevalnikov in prenosnih poti z nizko pasovno širino 
(kot lahko vidimo na sliki 10 – zelena črta označuje usmerjanje pretočnih vsebin skozi 
omrežje). Zaradi varčevanja s pasovno širino se uporablja multicast način prenosa, ki en 




pretok multimedijskih podatkov (angl. stream) prenese več uporabnikom. Poleg multicasta se 
za varčevanje s pasovno širino vedno več uporablja tudi tehnologija P2P. Ta omogoča, da se 
pretočni mediji prenašajo tudi med uporabniki, kar zelo razbremeni robne strežnike (slika 11). 
S tem dobimo tako imenovane hibridne CDN/P2P sisteme [21].  
 
CDN






Slika 11 ‒ Hibridni CDN/P2P sistem 
  




5. Usmerjanje zahtev 
Sistem za usmerjanje zahtev (angl. Request Routing) poskrbi, da se zahteve odjemalca 
naslovijo na pravi robni strežnik. Velikokrat najbližji strežnik ni najboljši za strežbo vsebine, 
zato jih sistem za usmerjanje zahtev izbira po omrežnih metrikah, kot so zakasnitve, 
obremenitev strežnika in razdalja od strežnika do uporabnika [8]. Sestavljen je iz dveh delov, 
algoritma za usmerjanje zahtev in mehanizma za usmerjanje zahtev. Slednji sproži prvega in 
po izbiri strežnika o tem obvesti odjemalca. Izbira sistema za usmerjanje zahtev je odvisna od 
tehnike dostave vsebine.  
 
5.1.  Algoritmi za usmerjanje zahtev 
Algoritmi za usmerjenje zahtev [8] so lahko adaptivni ali ne-adaptivni. 
Adaptivni algoritmi so bolj kompleksni, vendar so posledično tudi bolj robustni [22]. 
Sposobni so tudi reševanja množice izbruhov (angl. flash crowds) tako, da promet 
preusmerijo na neobremenjene strežnike. Za odločanje uporabljajo trenutno stanje sistema, ki 
ga določijo z meritvami obremenjenosti robnih strežnikov,  razpoložljive pasovne širine, 
zakasnitev pri prenosu podatkov itd. 
Ne-adaptivni algoritmi za odločanje uporabljajo predpostavke o trenutnem stanju sistema. 
Najpogostejši algoritem, Robin-Round, usmeri vse zahteve na robne strežnike sistema CDN 
in poskuša razporediti obremenitev med njimi. To je dobro za sisteme, kjer so si strežniki 
blizu, vendar se ne obnese najbolje v sistemih z velikimi razdaljami med strežniki [8]. Robin-
Round namreč ne upošteva lokacije robnih strežnikov in razdalje med njimi. Obstajajo ne-
adaptivni algoritmi, ki predvidevajo obremenitev robnih strežnikov in njihovo oddaljenost, 
ampak ne dosežejo robustnosti in natančnosti adaptivnih algoritmov. 
 
5.2.  Mehanizmi za usmerjanje zahtev 
Poznamo več mehanizmov za usmerjanje zahtev, ki jih razvrščamo, kot lahko vidimo na sliki 
12. 





Slika 12 – Mehanizmi za usmerjanje zahtev [8] 
 
5.2.1. Globalno izravnavanje obremenitve strežnikov  
Ta pristop za delovanje uporablja mrežna stikala z omogočenim globalnim izravnavanjem 
obremenitve strežnikov (angl. Global Server Load Balancing ‒ GSLB) [5]. Ta uporablja 
globalno zavedanje (angl. global awarness) in pametni avtoritativni DNS (angl. Smart 
authoritative DNS), ki omogočata vpogled v lokacijo, obremenitev in dosegljivost robnih 
strežnikov. Na podlagi teh informacij stikala GSLB (ki se obnašajo kot strežniki DNS) 
uporabniku, ki je podal zahtevo DNS, posredujejo naslov IP najprimernejšega robnega 
strežnika. 
 
5.2.2. Usmerjanje zahtev na podlagi DNS 
Najpogosteje uporabljen mehanizem, usmerjanje zahtev na podlagi DNS (angl. DNS-based 
request routing), se zanaša na prilagojene strežnike DNS, ki dovoljujejo, da se domenskemu 
imenu dodeli več naslovov IP. Uporabniku, ki je zahteval vsebino, strežnik DNS dostavi več 




naslovov IP robnih strežnikov, ki hranijo zahtevano vsebino. Uporabnikov razreševalnik DNS 
se lahko odloči za naslov IP na podlagi meritev časov dostopa ali zgodovine dostopanja do 
strežnikov [8].   
 
5.2.3. Preusmerjanje HTTP 
Pri HTTP preusmerjanju (angl. HTTP redirection) se lahko naredi poseben strežnik, ki 
sprejema zahteve uporabnikov in jim sporoči, naj zahtevo ponovno pošljejo na izbrani robni 
strežnik. Vsa ta komunikacija poteka v glavi protokola HTTP. 
 
5.2.4. Prepisovanje URL 
Prepisovanje URL (angl. URL rewriting) se večinoma uporablja za Partial-Site CDN. Deluje 
tako, da se uporabnikova zahteva usmeri na izvorni strežnik. Ta preusmeri zahtevo na robni 
strežnik tako, da prepiše povezave URL z dinamično kreiranimi URL-ji za vsebino (slike, 
video in podobno) na robnem strežniku, ki je najbolj primeren za trenutnega odjemalca (URL-
modifikacija). Za avtomatizacijo tega procesa ponudniki CDN velikokrat priskrbijo skripte, ki 
razčlenijo spletno stran in zamenjajo vgrajene URL-je [23]. Z izvornega strežnika se torej 
pridobi osnovno ogrodje strani, z robnega strežnika pa vgrajene objekte. Uporabniki niso 




Anycast je po definiciji naslavljanje, ki usmeri podatkovni prenos na enega ali več 
prejemnikov, ki ustrezajo Anycast naslovu. Delimo ga na IP Anycasting in anycasting na 
aplikacijskem nivoju (angl. Application level Anycasting) [24]. 
Pri IP anycastingu se predvideva, da je isti IP-naslov dodeljen nizu gostiteljev in ima vsak 
usmerjevalnik IP v svoji usmerjevalni tabli pot do gostitelja, ki je najbližje temu 
usmerjevalniku. S tem imajo različni usmerjevalniki IP poti do različnih gostiteljev z istim IP-
naslovom [1]. Najbližji strežnik najde na podlagi »števila skokov« (angl. hop count) mrežne 
metrike, ki prešteje število vozlišč. 




Anycasting na aplikacijskem nivoju za razliko od IP Anycasting-a, ki deluje na mrežnem 
nivoju, uporablja aplikacijski nivo OSI-modela. To mu omogoča ravnanje z metrikami, kot 
sta pretočnost strežnikov in njihova zmogljivost. Anycast razreševalniki, ki preslikujejo imena 
anycast domen v naslove IP, so povezani s podatkovno bazo, ki hrani prej omenjene mrežne 
metrike za robne strežnike. Ko uporabnik poda zahtevo po vsebini, razreševalniki zahtevo 
predelajo, odločijo, kateri je najprimernejši robni strežnik na podlagi metrik in vrnejo odgovor 
uporabniku. 
 
5.2.6. Peer-to-Peer  
Pri tem mehanizmu je sistem CDN zgrajen kar na odjemalcih, zato ni potrebe po postavitvi 
infrastrukture za delovanje. Temu primerno so bolj cenovno ugodni za uporabnike, za katere 
so običajni sistemi CDN predragi. Poleg tega imajo sistemi P2P večjo toleranco do napak. Pri 
sistemih P2P imamo razmerje sejalec ‒ odjemalec. Sejalec ima shranjeno vsebino in jo »seje« 
odjemalcem, ki so podali zahtevo za to vsebino. 
Za iskanje vsebine se uporabljajo model centraliziranega direktorija (angl. Centralied 
directory model), model distribuirane zgoščevalne tabele (angl. Distributed Hash Table – 
DHT), model prepravljenih zahtev (angl. Flooded Request Model) ali model usmerjanja 
dokumentov (angl. Document Routing Model) [5], [25]. 
 
MODEL CENTRALIZIRANEGA DIREKTORIJA  
Pri tem modelu so uporabniki povezani s centralnim strežnikom, ki ne hrani podatkov, ampak 
informacije, na katerem soležniku (angl. peer) so želene vsebine. Odjemalec zahtevo za 
vsebino pošlje na centralni strežnik (točka 1 na sliki 13), ki preveri, kateri sejalec jo hrani in 
potem pošlje informacije o tem sejalcu odjemalcu (točka 2). Če ima več sejalcev isto vsebino, 
centralni strežnik izbere primernega na podlagi metrik, kot so: razpoložljiva pasovna širina, 
oddaljenost in zastoji v omrežju. Odjemalec vzpostavi povezavo s sejalcem in začne odjemati 
zahtevano vsebino (točka 3).  
Prenos datotek sicer ni centraliziran, je pa zato centralizirano iskanje vsebine. Poleg tega, da 
lahko prihaja do zastojev pri dostopanju do centralnega strežnika pri velikem številu 
uporabnikov, lahko celoten sistem preneha delovati, če ta izpade. 















Slika 13 ‒ Model centraliziranega direktorija 
 
MODEL DISTRIBUTIRANE ZGOŠČEVALNE TABELE 
Model DHT uporablja porazdeljeno tabelo, v kateri so soležniki indeksirani s ključi, ki so 
ustvarjeni s pomočjo zgoščevalnih funkcij (angl. Hash functions). Tabela je porazdeljena kar 
med soležniki, zato ni potrebe po centralnem strežniku. Model DHT je predstavljen kot 
krožna povezava med vozlišči (slika 14). Vsak izmed soležnikov ima informacije le o malem 
številu drugih soležnikov v krožnem modelu: o predhodniku, nasledniku in »bližnjici«.  
Soležnika, ki hrani želene podatke (sejalca), se najde tako, da se pri odjemalcu naredi 
poizvedba, ki potuje preko vozlišč, dokler ne doseže cilja. Vzpostavi se povezava sejalec ‒ 
odjemalec, preko katere se začne prenos podatkov. 
Prednost tega modela je v zmožnosti prelaganja obremenitve na druge soležnike [8]. 















Slika 14 ‒ Krožni DHT z bližnjicami 
 
MODEL PREPLAVLJENIH ZAHTEV 
Deluje tako, da odjemalec ustvari broadcast poizvedbo (angl. Query), ki jo dobijo vsi 
soležniki (slika 15). Ta poizvedba potuje od vozlišča do vozlišča. Sejalec, ki hrani želeno 
vsebino, odgovori odjemalcu (z odgovorom »QueryHit« ‒ slika 15) preko drugih soležnikov. 
Vzpostavi se povezava med njima in prenos datotek se začne. Pri tem pristopu se ustvari 
velika količina nepotrebnega prometa, zato so potrebne velike pasovne širine. 










Slika 15 – Model preplavljenih zahtev 
 
MODEL USMERJANJA DOKUMENTOV  
Pri tem modelu se določijo avtoritativni soležniki, ki napotijo zahteve po vsebini naprej po 
mreži P2P. Ko odjemalec želi prenesti datoteko, pošlje zahtevo z ID-jem datoteke. Zahteva se 
posreduje soležniku, katerega ID je najbolj podoben ID-ju datoteke. Ta proces se nadaljuje, 
dokler se ne najde želene datoteke [26]. 
  




6. Strežba multimedijskih vsebin 
6.1. Vsebine na zahtevo 
Kot je že omenjeno v poglavju 4.1, se vsebine na zahtevo lahko strežejo kot statične ali 
pretočne in se večinoma strežejo z robnih strežnikov. Pri ponudnikih CDN, ki ne podpirajo 
distribucije pretočnih medijev, se večinoma za strežbo multimedijskih vsebin uporablja 
pristop progresivnega prenosa. 
Pri progresivnem prenosu se multimedijske vsebine iz robnih strežnikov do uporabnikov 
prenesejo preko protokola HTTP (ta način se uporablja na primer pri YouTube). Prenesena 
vsebina se shrani v predpomnilnik spletnega brskalnika in se začne predvajati, ko predvajalnik 
prejme dovolj podatkov. Avdio in video datotek namreč ni treba v celoti prenesti, preden se 
predvajajo. Prednosti progresivnega prenosa HTTP so v njegovi preprostosti ter podprtosti pri 
večini ponudnikov CDN in večini naprav (ogled multimedijskih vsebin je tako mogoč tudi na 
mobilnih telefonih in tabličnih računalnikih). S pomočjo posebne funkcije, imenovane psevdo 
pretakanje (angl. pseudo-streaming), je mogoče celo iskanje in predvajanje še ne prenesenega 
dela videa ali zvočnega posnetka. Pri tem predvajalnik preneha s prenosom in začne ponovno 
prenašati posnetek od tistega časa v posnetku, ki smo ga v predvajalniku izbrali. Velika 
pomanjkljivost tega pristopa je v preveliki porabi pasovne širine [27]. Multimedijska vsebina 
se v celoti prenese na računalnik uporabnika, čeprav si mogoče ta ne bo ogledal celotnega 
posnetka, kar ni najbolj varčno. Če bi, na primer, uporabnik plačeval ponudniku CDN glede 
na količino prenesenih podatkov, bi moral plačati za celoten prenos posnetka, čeprav si ga je 
predvajal le majhen delček. 
 





Slika 16 ‒ Progresivni prenos multimedijskih vsebin [27] 
CDN ponudniki, ki v svojo ponudbo vključujejo tudi distribucijo pretočnih multimedijskih 
vsebin, za zagotavljanje kvalitetnega pretoka podatkov večinoma uporabljajo RTSP/RTMP 
pretakanje ali adaptivni HTTP. 
RTSP in RTMP pretakanje poteka podobno, kar je razlog, da sta opisana skupaj. Pri obeh 
se namesto celotnega avdio ali video posnetka prenašajo le delčki, in sicer sproti, medtem ko 
uporabnik gleda (slika 17). 
 
Slika 17 ‒ Pretakanje RTSP/RTMP [27] 
 
Protokola podpirata adaptivno bitno hitrost (angl. Adaptive Bitrate ‒ ABR), kar pomeni, da se 
bitna hitrost posnetka spremeni glede na trenutne razmere v omrežju. Deluje tako, da se 




izmeri trenutna največja prenosna hitrost med distribucijskim strežnikom in uporabnikom in 
se izbere primerno bitno hitrost pretakanja vsebine [28], [29]. Na sliki 18 lahko vidimo primer 












Slika 18 ‒ Primer izbire bitne hitrosti za pretakanje video vsebine [28] 
 
Za pretakanje s pomočjo protokolov RTMP in RTSP se uporabljajo specializirani (dražji) 
strežniki. Poleg tega veliko požarnih zidov blokira promet RTMP in RTSP in nimata dobre 
podprtosti pri končnih napravah, kot so mobilni telefoni. Zato se veliko CDN-ponudnikov raje 
odloča za pretakanje z adaptivnim prenosom HTTP. 
Adaptivno HTTP pretakanje je nekakšen hibrid med progresivnim prenosom in 
pretakanjem RTMP/RTSP [27]. Vsebina se s strežnika prenaša po delih, tako kot pri 
RTMP/RTSP, kjer so deli malce večji (po nekaj sekund multimedijske vsebine). Ker se za 




pretakanje uporablja HTTP-protokol, ni težav s podprtostjo na strežnikih in končnih napravah 
ali z blokadami na požarnih zidovih.  
 
Slika 19 – Adaptivno pretakanje HTTP [27] 
Tudi ta način pretakanja omogoča adaptivno bitno hitrost. Zaradi pomanjkanja standardizacije 
na področju adaptivnega pretakanja HTTP so Microsoft, Adobe in Apple uvedli svoje rešitve 
za prilagajanje bitne hitrosti videa prenosni poti. Od teh je najbolj popularen Apple-ov HTTP 
Live Streaming ‒ HLS. 
 
6.2. Vsebine v živo 
Vemo že, da se vsebin v živo ne da predpomniti in jih treba  pretakati od izvornega strežnika 
do uporabnika. Za to se uporabljajo protokoli RTSP, RTMP in adaptivni HTTP, ki so opisani 
že v prejšnjem poglavju. Ponudniki CDN morajo imeti za streženje vsebin v živo 
zagotovljene prenosne poti z veliko pasovno širino, kar je razlog, da je streženje 
multimedijskih vsebin v živo precej dražje od drugih vsebin.  
  




7. CDNI  
CDNI – CDN Interconnect ali Multi CDN je razmerje med dvema ali več sistemi CDN, pri 
katerem eden od CDN (v literaturi velikokrat poimenovan »Downstream CDN« ali dCDN) 
dostavi vsebino v imenu drugega CDN (»upstream CDN« ali uCDN) [30], [31]. Med 
prednosti takega razmerja štejemo naslednje [32]. 
‒  Ni potrebno vlagati v drago infrastrukturo, ki je potrebna za geografsko 
razširitev. Preprosto se povežeš s ponudnikom CDN, ki omogoča streženje 
vsebine v danem geografskem območju. Vlaganje v infrastrukturo (dodatni 
robni strežniki) se sploh ne splača, če ni velikega števila uporabnikov, ki 
zahtevajo vsebino v določeno lokacijo. 
‒ Zmanjšanje obremenitve (angl. Traffic load offload) sistema CDN, če si z 
drugim CDN-jem delita stranke za isto območje – sploh med urami z 
povečanim internetnim prometom ali med kakšnimi posebnimi dogodki, kjer 
se pričakuje povečan promet. 
‒ CDN lahko uporablja drug CDN kot skrbnika varnostnih kopij v primeru 
odpovedi lastnega sistema. 
‒ CDN lahko uporablja drug CDN za dostavo vsebine preko protokola, ki ga 
sam ne podpira. 
Razmerje med sistemoma CDN lahko vidimo na sliki 20. Ponudnik spletnih vsebin (angl. 
Content service provider) želi, da bi do njegove vsebine dostopal uporabnik (na sliki 20 
poimenovan »User agent«). uCDN nima sredstev, da bi stregel vsebino temu uporabniku, zato 
ima sklenjen sporazum z drugim CDN-sistemom (dCDN), ki uporabniku dostavi vsebino. 
Komunikacija med dvema CDN-sistemoma poteka preko CDNI-vmesnikov (angl. CDNI 
interfaces). 





Slika 20 ‒ Model CDNI [33] 
 
7.1.  Vmesniki CDNI  
Delovna skupina za internetno inženirstvo (angl. Internet Engineering Task Force ‒ IETF) je 
definirala pet vmesnikov CDNI, ki so osnovani na že obstoječih protokolih, kot so HTTP, 
FTP itd., ki jih povezani sistemi CDN uporabljajo le za medsebojno komunikacijo. Za 
dostavo vsebine uporabniku uporabljajo vsak svoje protokole. Preko spodaj omenjenih CDNI-
vmesnikov se sistemi CDN med drugim dogovorijo, kdo bo prevzel določenega uporabnika, 
ki želi dostopati do vsebine, kakšno vsebino bo ta lahko prejel in na koncu kolikšno bo plačilo 
za opravljeno storitev.  




‒ Kontrolni vmesnik (angl. Control interface ‒ CI) je za inicializacijo 
povezave med CDN-ji. Preko tega vmesnika se zaženejo ostali vmesniki.  
‒ Vmesnik beleženja (Logging interface ‒ LI) se uporablja za deljenje 
informacij iz dnevniških zapisov med CDN-sistemoma. V dnevniku (angl. 
log) sistema CDN se lahko zapisujejo informacije o zaračunavanju storitev, 
mrežni analitični podatki in podobno. Te informacije dCDN deli z uCDN in 
obratno preko vmesnika beleženja. 
‒ Vmesnik za usmerjanje zahtev (Request routing interface ‒ RI). Ta 
vmesnik poskrbi za preusmeritev zahteve po vsebini z uCDN na dCDN. 
Zahtevo namreč najprej prejme uCDN in jo naslovi na dCDN, ker potem 
robni strežnik postreže uporabniku z vsebino. 
‒ Vmesnik za promocijo odtisa in zmogljivosti (angl. Footprint and 
capabilities advertisment interface ‒ FCI). Preko tega vmesnika dCDN 
sporoča uCDN, kakšne so njegove trenutne zmogljivosti (kakšna sredstva 
ima trenutno na voljo, geografske zmogljivosti, trenutna obremenitev, 
trenutna razpoložljiva pasovna širina itd.). V primeru, da je uCDN povezan z 
več dCDN-ji, se na podlagi teh informacij odloči, kateri od dCDN bo stregel 
zahtevano vsebino uporabniku. 
‒ Vmesnik metapodatkov (angl. Metadata interface ‒ MI). Metapodatki 
lahko vključujejo informacije o geo-blokiranju, avtorizacijah, potrebnih za 
dostop do vsebine, informacije o blokiranih uporabnikih – tako imenovane 
»črne liste« itd. Vsi ti podatki se delijo med sistemoma CDN preko MI. 
Tu je treba omeniti, da ti vmesniki, predlagani s strani IETF, še niso bili standardizirani, a se 
klub temu sistemi CDN že povezujejo za zagotavljanje boljše kakovosti storitev 
uporabnikom, bodisi se ponudniki CDN samo dogovorijo za medsebojno povezovanje, bodisi 
preko zunanjih sistemov za inicializacijo multi-CDN kot je Cedexis (omenjen tudi v poglavju 
9.1.6). 
  




8. Internetna geolokacija in sistemi CDN  
Tehnologija internetne geolokacije omogoča določanje fizične (geografske) lokacije 
internetnih uporabnikov in naprav [34]. Uporablja se za oglaševalske in varnostne namene ter 
za omejitev vsebine uporabnikom glede na njihovo lokacijo. Uporabniki se »izdajo« že pri 
vstopu na spletno stran, saj se razkrije njihov IP-naslov. Preko naslova IP se da določiti 
lokacijo uporabnika tako, kot lahko s pomočjo področne kode pri telefonski številki določimo 
državo in celo regijo (pri telefonskih številkah stacionarnih telefonov) klicalca. 
Za lastnike spletnih strani, katerih vsebina se streže preko sistemov CDN, je ta tehnologija 
uporabna za znižanje stroškov distribucije vsebine, ali pa preprosto želijo, da so vsebine 
spletne strani dostopne le nekaterim geografskim lokacijam po svetu. Dober primer tako 
imenovanega »geo-blokiranja« (angl. Geo-blocking) lahko vidimo na straneh, kot sta  Netflix 
in Hulu, katerih vsebina ni dostopna uporabnikom v Sloveniji. To je zaradi omejitev, ki so del 
licenc za predvajanje video vsebin, ki ju ti dve strani strežeta. Lastniku internetne strani, ki 
nima interesa, da bi se vsebine njegove spletne strani stregle v Azijo, na primer, nekateri 
ponudniki CDN omogočajo blokiranje dostopa do spletne strani iz te celine. 
  




9. Testiranje sistemov CDN  
Praktičen del diplomske naloge je razdeljen na dva dela. V prvem sem testiral delovanje 
sistemov CDN na več spletnih straneh HTML, z več ponudniki CDN, medtem ko sem v 
drugem delu testiral delovanje pretakanja RTMP z enim ponudnikom CDN. Implementacija 
sistema za testiranje obeh je podobna in jo lahko vidimo na sliki 21.  
CDN
Izvorni strežnik v 
ZDA




Merjenje mrežnih metrik 
obeh podatkovnih poti in 
njuna primerjava
 
Slika 21 ‒ Testiranje sistemov CDN 
Spletne vsebine so postavljene na strežniku v ZDA. Obstajata dve kopiji teh vsebin. Do prve 
kopije uporabniki dostopajo neposredno: zahteve po vsebini pridejo do strežnika v ZDA in se 
od tam tudi strežejo uporabnikom. Druga kopija se streže preko sistema CDN in deluje tako: 
zahteve pridejo do strežnika v ZDA, vendar ta ne streže vsebin, temveč posreduje zahtevo 
sistemu CDN, ki uporabniku dostavi vsebino z robnega strežnika. Na uporabnikovem 




terminalu se merijo mrežne metrike od takrat, ko je bila poslana zahteva po obeh kopijah 
vsebine, do takrat, ko sta bili v celoti prejeti. Te metrike sem nato med sabo primerjal. S tem 
sem dobil zelo dobre kazalnike učinkovitosti sistemov CDN, kar je tudi cilj praktičnega dela 
te diplomske naloge. Pokazati sem želel, kako sistemi CDN izboljšajo nalaganje spletnih 
strani oziroma kako se izboljša pretok multimedijskih vsebin. 
 
9.1. Testiranje spletnih strani HTML 
Za praktičen del diplomske naloge sem postavil sedem identičnih spletnih strani na sedmih 
različnih domenah. Te spletne strani so postavljene na strežniku v Združenih državah 
Amerike, v Houstonu ‒ zvezna država Texas. Vsaka izmed spletnih strani je osnovana na 
Wordpress CMS in ima objavljenih pet različnih slik. Skupaj s HTML, CSS, JavaScript in 
drugimi datotekami je vsaka izmed njih velika približno 1,2 MB.  






Vsaka izmed teh petih domen uporablja enega izmed zgoraj naštetih sistemov CDN (slika 22). 
Vsebina šeste in sedme spletne strani se ne strežeta preko CDN, ampak se uporabljata kot 
referenci za primerjavo metrik. Stranem testiranje1.tk, testiranje2.tk, testiranje3.tk in 
testiranje4.tk je referenca testiranje-orig.tk, medtem ko je strani testiranje6.tk referenca 
testiranje5.tk. MaxCDN za uporabo namreč uporablja W3 Total cache sistem za 
predpomnjenje, zato kot referenco uporabljam stran, ki tudi deluje s pomočjo tega sistema.  
Od zgoraj omenjenih ponudnikov CDN je plačljiv le MaxCDN, ostali so brezplačni ali pa v 
svojo ponudbo vključujejo brezplačni uporabniški račun. Za MaxCDN sem se odločil, ker ni 
tako drag in ker omogoča sprotno plačevanje njihovih storitev. Hotel sem sicer testirati 
metrike spletnih strani, ki bi uporabljali večje sisteme CDN, kot so Level 3, Akamai ali 
Limelight Network, vendar ne omogočajo sprotnega plačevanja storitev in so precej dragi. 








testiranje1.tk testiranje2.tk testiranje3.tk testiranje4.tk testiranje6.tk
Uporabnik
testiranje-orig.tk testiranje5.tk
Cloudflare Incapsula SwarmCDN JSDelivr
 
Slika 22 ‒ Struktura spletnih strani in CDN-sistemov 
Za merjenje metrik sem uporabil spletno aplikacijo WebPageTest [35], ki omogoča izvedbo 
meritev z različnih lokacij po svetu. Izmed vseh teh lokacij, ki so na voljo, sem za izvedbo 
meritev izbral spodaj naštete lokacije: 
‒ São Paulo, Brazilija 
‒ Denver, Kolorado, ZDA 
‒ Dunaj, Avstrija 
‒ Dublin, Irska 
‒ Sydney, Avstralija 
‒ Ženeva, Švica 
Na teh lokacijah sem meritve večkrat ponovil. V nadaljevanju je opisano, kako potekajo 
meritve na WebPageTest, izbrani ponudniki CDN in opis povprečja meritev metrik. 





WebPageTest je zelo koristno spletno orodje, ki se uporablja za analizo metrik spletnih strani. 
Za analizo delovanja sistemov CDN je zelo pomembna metrika čas nalaganja. Zelo uporabne 
so tudi podrobnosti zahtev. Med drugim nam omogočajo določanje lokacije, iz katere se 
vsebine strežejo uporabnikom. 
Čas nalaganja se podaja v milisekundah in predstavlja čas od takrat, ko je uporabnik podal 
zahtevo po spletni strani, s tem, da je vnesel URL-naslov strani v ukazno vrstico spletnega 
brskalnika in pritisnil enter, do dogodka »Document Complete« (dokončan dokument), ki se 
zgodi, ko se vsebina spletne strani naloži [36]. Čas nalaganja je odvisen od uporabnikove 
pasovne širine, od pasovne širine, ki jo ima na voljo strežnik, od razdalje med strežnikom in 
uporabnikom, zasedenosti strežnika itd. Vsi ti faktorji vplivajo na čas, ki je potreben, da se 
vsebina spletne strani prenese s strežnika na uporabnikov terminal. 
Podrobnosti zahtev (angl. Request details) je tabela, ki se nam izpiše po izvedenem 
merjenju. Tu lahko vidimo, katere vsebine se strežejo uporabniku in njihove lastnosti. Med te 
lastnosti spada tudi IP-naslov gostitelja vsebine in njegovo ime. To so zelo uporabne 
informacije pri testiranju sistemov CDN. V tabeli 1 lahko vidimo podrobnosti zahtev za 
testiranje-orig.tk. To je stran, ki se ne streže preko nobenega sistema CDN, kar pomeni, da bi 
morali vso vsebino prejeti z izvornega strežnika z naslovom 192.254.185.229. Vendar, če 
pogledamo modro označene vrstice v tabeli 1, vidimo, da se te vsebine strežejo z drugih 
strežnikov. Gostitelja p.jwpcdn.com uporablja JW Player vtičnik, ki se naloži s svojega 
sistema CDN. Tiste vsebine, ki imajo v imenu gostitelja napisano »google«, se strežejo z 
Googlovih strežnikov. Od tam se strežejo zato, ker sem v Wordpress inštalaciji za vse testne 
spletne strani uporabil privzeto temo, ki datoteke za pisavo pridobi z Googlovih strežnikov. 
Teh šest datotek se streže s teh gostiteljev tudi pri testnih spletnih straneh, ki uporabljajo 
sisteme CDN za streženje vsebine (testiranje1.tk, testiranje2.tk, itd.) 
 
IP naslov Gostitelj URL 































192.254.185.229 testiranje-orig.tk /wp-content/uploads/2013/11/4-1024x682.jpg 
192.254.185.229 testiranje-orig.tk /wp-content/uploads/2013/11/3-1024x682.jpg 
192.254.185.229 testiranje-orig.tk /wp-content/uploads/2013/11/5-1024x682.jpg 
192.254.185.229 testiranje-orig.tk /wp-content/uploads/2013/11/2-682x1024.jpg 
































192.254.185.229 testiranje-orig.tk /favicon.ico 
Tabela 1 ‒ Podrobnosti zahtev za testiranje-orig.tk - Lokacija: Dunaj, Avstrija 
 
9.1.2. Nastavitve DNS 
Pri nekaterih sistemih CDN je treba spremeniti nastavitve DNS za njihovo pravilno delovanje. 
Spodaj so opisane najpomembnejše vrste zapisov DNS in za kaj se uporabljajo [37]: 
‒ A – Zapis naslova (angl. Address record) preslika 32-biten številčen IPv4 
naslov v ime gostitelja. Na primer naslov 193.1.12.89 lahko preslikamo v 
www.mojadomena.com. 
‒ AAAA – Zapis naslova IPv6 (angl. IPv6 Address record) preslika 128-biten 
IP64 naslov v ime gostitelja. Na primer naslov 
2001:0db8:0000:0000:0000:ff00:0042:8329 lahko preslikamo v 
poddomena.mojadomena.com. 
‒ CNAME – Kanoničen zapis imena (angl. canonical name record) naredi alias 
domene. CNAME vedno kaže na ime domene, za katero mora obstajati A-
zapis. Primer: 
mojadomena.com. A 193.1.12.89 – ta zapis pomeni, da ima naslov 
193.1.12.89 A DNS zapis mojadomena.com. Temu zapisu se lahko 
potem določi CNAME: 
ftp.mojadomena.com. CNAME mojadomena.com. –  s tem zapisom v 
nastavitvah DNS lahko dostopamo do mojadomena.com preko naslova 
ftp.mojadomena.com.  
S pomočjo CNAME-zapisov DNS lahko domenam določimo 
popolnoma drugo ime. Na primer: 
www.drugadomena.com CNAME mojadomena.com. – s tem zapisom 
lahko dostopamo do domene mojadomena.com preko naslova 
www.drugadomena.com. 
‒ MX – Zapis za izmenjavo pošte (angl. Mail exchange record). Ta zapis 
preslika domensko ime v spisek »mail exchange« strežnikov za to domeno. 








Cloudflare je eden izmed ponudnikov CDN, ki ima med drugim na voljo tudi brezplačni 
račun. Za testiranje sem izbral prav tega. Spletna stran, katere vsebina se streže preko 
Cloudflare sistema CDN, se imenuje www.testiranje1.tk.  
Za uporabljanje tega sistema CDN je potrebno le ustvariti uporabniški račun na strani 
Cloudflare.com in spremeniti nastavitve DNS pri gostitelju domene, ki jo želimo dostopati 
preko CDN tako, da se uporabljajo strežniki DNS od Cloudflare. Vse ostalo naredijo oni. 
Nastavitve DNS so postavljene tako, da potekajo vse zahteve za domeni testiranje1.tk in 
www.testiranje1.tk preko Cloudflare CDN (slika 23). Ostale poddomene, ki se uporabljajo za 
FTP prenos datotek ali e-pošto, obidejo Cloudflare omrežje CDN in gredo neposredno na 
izvorni strežnik. 
 
Slika 23 – Nastavitve DNS za Cloudflare CDN 




 Cloudflare ima po svetu postavljenih 24 robnih strežnikov (slika 24), ki služijo za 
predpomnjenje in streženje statičnih vsebin, kot so slik, CSS ali JavaScript datoteke, 




Slika 24 ‒ Lokacije Cloudflare strežnikov [38] 
Za usmerjanje uporabniških zahtev se uporablja Anycast usmerjanje [38], kar pomeni, da se 
več strežnikom dodeli isti Anycast naslov, uporabnikova zahteva pa se naslovi na najbližji 
robni strežnik. To dokazujejo tudi meritve na WebPageTest.  
V tabeli 2 lahko vidimo, da se vse datoteke, razen tistih, ki že uporabljajo svoj CDN, strežejo 
preko Cloudflare CDN (modro označene vrstice v tabeli). Za ime gostitelja sicer piše 
»testiranje1.tk«, vendar lahko vidimo, da IP-naslov ni 192.254.185.229, ki pripada izvornemu 
strežniku, temveč je naslov, ki pripada Cloudflare sistemu. 
IP naslov Gostitelj URL 


















108.162.199.79 testiranje1.tk /wp-includes/js/jquery/jquery.js?ver=1.10.2 
108.162.199.79 testiranje1.tk /wp-includes/js/jquery/jquery-migrate.min.js?ver=1.2.1 
93.184.221.48 p.jwpcdn.com /6/5/jwplayer.js?ver=3.6.1 





108.162.199.79 testiranje1.tk /wp-content/uploads/2013/11/4-1024x682.jpg 
108.162.199.79 testiranje1.tk /wp-content/uploads/2013/11/3-1024x682.jpg 
108.162.199.79 testiranje1.tk /wp-content/uploads/2013/11/5-1024x682.jpg 
108.162.199.79 testiranje1.tk /wp-content/uploads/2013/11/2-682x1024.jpg 





























108.162.199.79 testiranje1.tk /favicon.ico 
Tabela 2 ‒ Podrobnosti zahtev za testiranje1.tk - Lokacija: Dunaj, Avstrija 




S pomočjo meritev na WebPageTest sem zbral povprečni čas nalaganja strani na izbranih 
lokacijah (slika 25). Seveda je boljše, če je čas nalaganja manjši, kar pomeni, da se vsebina 
preko Cloudflare CDN nalaga hitreje kot z izvorne strani.  
 
Slika 25 ‒ Primerjava nalaganja strani testiranje1.tk in testiranje-orig.tk 
 
9.1.4. Incapsula 
Prav tako kot Cloudflare ima tudi Incapsula možnost brezplačnega uporabniškega računa. Ta 
se uporablja za streženje statičnih vsebin (slike, JavaScript itd.). Spletni strani, ki uporablja ta 
sistem CDN, sem dal ime www.testiranje2.tk. Vzpostavitev streženja vsebin je tako preprosto, 
kot pri Cloudflare, s to razliko, da nimajo svojih strežnikov DNS. Po registraciji izberemo 
uporabniški paket in potem dobimo posredovane nastavitve DNS, ki jih vnesemo v svoj 
strežnik DNS. Ta je lahko bodisi pri gostitelju domene bodisi pri gostitelju spletne strani. Prav 
tako kot pri Cloudflare so te nastavitve takšne, da se strežejo vse zahteve za testiranje2.tk in 
www.testiranje2.tk, zahteve za ostale poddomene gredo neposredno na izvorni strežnik, mimo 
Incapsulinega sistema CDN. Ker Incapsula v svoje storitve ne vključuje DNS, sem te 

























Primerjava nalaganja spletne strani 
testiranje1.tk 
testiranje-orig.tk 





Slika 26 ‒ DNS nastavitve za Incapsula CDN 
Na sliki 27 lahko vidimo trenutne lokacije robnih strežnikov Incapsula CDN.  
 
Slika 27 ‒ Lokacije Incapsula strežnikov [39] 
Tudi tu se za usmerjanje uporabniških zahtev uporablja Anycast usmerjanje [39]. V 
podrobnosti zahtev pri rezultatih testiranja na WebPageTest lahko vidimo, da se vsa vsebina 
(razen tista, ki uporablja druge gostitelje) streže z IP-naslova, ki ni enak naslovu izvornega 
strežnika. To lahko vidimo v tabeli 3, v modro označenih vrsticah. 
IP naslov Gostitelj URL 
199.83.135.60 testiranje2.tk / 
199.83.135.60 testiranje2.tk /wp-















199.83.135.60 testiranje2.tk /wp-includes/js/jquery/jquery.js?ver=1.10.2 









199.83.135.60 testiranje2.tk /wp-content/uploads/2013/11/4-1024x682.jpg 
199.83.135.60 testiranje2.tk /wp-content/uploads/2013/11/3-1024x682.jpg 
199.83.135.60 testiranje2.tk /wp-content/uploads/2013/11/5-1024x682.jpg 
199.83.135.60 testiranje2.tk /wp-content/uploads/2013/11/2-682x1024.jpg 








































199.83.135.60 testiranje2.tk /favicon.ico 
199.83.135.60 testiranje2.tk /_Incapsula_Resource?XWBGIVKI=1 




Tabela 3 ‒ Podrobnosti zahtev za testiranje2.tk - Lokacija: Dunaj, Avstrija 
Na sliki 28 lahko vidimo primerjavo časov nalaganja strani testiranje2.tk in testiranje-orig.tk. 
Rezultati pokažejo, da se na vseh izbranih lokacijah stran, ki se streže preko Incapsula CDN, 
hitreje naloži, in sicer kot testiranje-orig.tk.  
 


























Primerjava nalaganja spletne strani 
testiranje2.tk 
testiranje-orig.tk 





SwarmCDN (zdaj imenovan Swarmify) sistem se zelo razlikuje od prejšnjih dveh. Deluje 
namreč na principu P2P. V brezplačnem uporabniškem računu SwarmCDN je vključenih 5Gb 
pasovne širine in 10 možnih sočasnih soležnikov P2P za deljenje slik in videa. Ostala vsebina, 
kot so JavaScript in CSS-datoteke, se strežejo z izvornega strežnika. Deljenje datotek P2P 
med brskalniki omogoča WebRCT (komunikacija v realnem času preko spleta, angl. Web 
Real-Time Communication) API, ki se uporablja tudi za video in glasovne pogovore [40]. 
Spletna stran, na kateri sem implementiral SwarmCDN, se imenuje testiranje3.tk. 
Za postavitev streženja preko SwarmCDN, je potrebno ustvariti uporabniški račun na strani 
SwarmCDN.com in spremeniti oznake HTML slik in videov, kot lahko vidimo na primerih 
spodaj [41]: 
 Spodnja koda se vnese za  »<HTML>« oznako v kodi HTML spletne strani. S tem se 
omogoči sejanje videa in slik drugim uporabnikom, ki dostopajo do spletne strani. 
Unikatni ključ SwarmCDN uporablja za identifikacijo in zaračunavanje storitev. 
<script> 
  var swarmcdnkey = "[UNIKATNI KLJUČ]"; 
  var swarmimagescan = true; 
</script> 
<script src="//assets.swarmcdn.com/swarmdetect.js"></script> 
 Za slike potem spremenimo kodo, kot lahko vidimo spodaj.  
<img src="/yourimage.jpg"/> 
 Spremenimo v: 
<img data-cdn-src="/yourimage.jpg" 
src="http://assets.swarmcdn.com/images/1x1.gif"/> 
S to nastavitvijo se slike naložijo od drugih uporabnikov, ki dostopajo do spletne 
strani, če so ti na voljo. 




 S spodnjo oznako HTML določimo, da se za predvajanje videa uporablja poseben 
predvajalnik, ki so ga razvili pri SwarmCDN in omogoča sejanje posnetka drugim 
uporabnikom. 
<swarmvideo src="path/to/my/video.mp4" width="800" height="592" 
poster="path/to/my/poster.jpg" controls="controls" preload="auto"></swarmvideo> 
Ker sem na svojih spletnih straneh uporabljal Wordpress CMS, mi je bilo spreminjanje URL-
jev prihranjeno, saj SwarmCDN ponuja vtičnik, ki jih spremeni samodejno. Vse, kar je treba 
storiti, je inštalirati vtičnik v Wordpress administratorskem načinu in ga usposobiti.  
V tabeli 4 lahko vidimo podrobnosti zahtev za testiranje3.tk. Vsebina, ki se prenaša z drugega 
IP-naslova (naslova, ki pripada SwarmCDN), so datoteke, ki jih uporablja vtičnik 
SwarmCDN. Druge datoteke se strežejo z izvornega strežnika. 
IP naslov Gostitelj URL 























93.184.221.48 p.jwpcdn.com /6/5/jwplayer.js?ver=3.6.1 
198.232.126.174 assets.swarmcdn.com /swarmdetect.js 












198.232.126.174 assets.swarmcdn.com /swarmbypass.js 









198.232.126.174 assets.swarmcdn.com /video-js.css 



































Tabela 4 ‒ Podrobnosti zahtev za testiranje3.tk - Lokacija: Dunaj, Avstrija 
Rezultati meritev na WebPageTest (slika 29) so pokazali, da se stran, ki se streže preko 
SwarmCDN, naloži veliko počasneje od navadne (izvorne) spletne strani.  
 
Slika 29 ‒ Primerjava nalaganja strani testiranje3.tk in testiranje-orig.tk 
Rezultati so takšni zato, ker nimam velikega števila uporabnikov, ki bi naenkrat brskali na 
spletni strani testiranje3.tk. Vsebina se torej ne pridobi od drugih soležnikov, ampak se naloži 
z izvornega strežnika. Tu se pokaže velika slabost sistemov P2P CDN. Ker sem bil edini 
uporabnik, ki je dostopal do spletne strani testiranje3.tk, je bilo z meritvami na WebPageTest 
nemogoče določiti pravo učinkovitost tega sistema CDN. Rezultati testiranja so slabši od 
testiranje3.tk, ker dodatna poizvedba DNS za domeno »assets.swarmcdn.com« še podaljša 



























Primerjava nalaganja spletne strani 
testiranje3.tk 
testiranje-orig.tk 




9.1.6. JSDeliver  
JSDelivr je popolnoma brezplačen odprtokodni sistem CDN, kjer lahko vsak spletni razvijalec 
gostuje datoteke, kot so CSS, JavaScript, jQuery vtičniki in podobno [42]. Preko tega CDN se 
torej ne strežejo slike ali videi. Deluje ob podpori skupnosti, vendar ne spada pod tretjo 
generacijo sistemov CDN, kot so opisani v poglavju 2.1, saj skupnost prispeva le datoteke za 
repliciranje na robnih strežnikih in ne ponujajo svojih sistemov za porazdeljevanje 
obremenitve pasovne širine v smislu P2P-sistemov. JsDelivr ima več sponzorjev, kot sta 
ponudnika storitev  CDN MaxCDN in CDN.net ter podjetja, ki mu omogočajo POP po 
različnih lokacijah vsepovsod po svetu (slika 30). 
 
Slika 30 ‒ Lokacije JSDelivr strežnikov [43] 
Implementacija JSDelivr CDN poteka na podoben način kot pri SwarmCDN in je prav tako 
najbolj preprost z uporabo JSDelivr Wordpress vtičnika. Ta preveri, katere datoteke uporablja 
trenutna Wordpress inštalacija in zamenja pot do JavaScript, jQuery in podobnih datotek, kot 
lahko vidimo v primeru spodaj za jquery.masonry.min.js. 
<script type='text/javascript' src='http://testiranje4.tk/wp-
includes/js/jquery/jquery.masonry.min.js?ver=2.1.05'></script> 
Zgornja koda se spremeni v: 
<script type='text/javascript' 
src='//cdn.jsdelivr.net/wordpress/3.6.1/js/jquery/jquery.masonry.min.js'></script> 




S to posodobitvijo se bo ta zgornji JavaScript dokument namesto z izvornega strežnika 
(testiranje4.tk) stregel z JSDelivr robnih strežnikov, katerim se zahteve naslovijo s pomočjo 
URL-ja cdn.jsdelivr.net. 
Na sliki 31 lahko vidimo, kako poteka delovanje JSDelivr CDN [44]. Uporabniki najprej 
naložijo svoje datoteke na GitHub odlagališče. GitHub je spletni sistem za upravljanje različic 
(angl. Concurrent versioning system ‒ CVS), ki se uporablja za nadzor vzporednih različic 
izvorne kode. Preko GitHubovega odlagališča se datoteke prenesejo na izvorni virtualni 
zasebni strežnik (angl. Virtual Private Server ‒ VPS). MaxCDN potegne vsebino iz izvornega 
strežnika in jih prenese na svoje robne strežnike. Z MaxCDN je povezan rezervni CDN (angl. 
backup CDN) – CDN.net in 14 virtualnih zasebnih strežnikov po celem svetu, ki prav tako 
predpomnijo vse datoteke.  
 
Slika 31 ‒ Delovanje JSDelivr CDN sistema [44] 
Ko uporabnik poda zahtevo po vsebini, ki jo JSDelivr gostuje na robnih strežnikih, se ta 
zahteva naslovi na Terra Enterprise Solutions DNS. Ta jo naslovi na Cedexis sistem za 
izravnavo obremenitve. Cedexis je sistem, ki omogoča uporabo multi-CDN in deluje tako, da 




izbere gostitelja vsebine, ki na dani lokaciji najhitreje postreže z zahtevano vsebino. Izbere ga 
na podlagi predhodnih meritev. V primeru JSDelivr Cedexis za streženje vsebine na katerikoli 
dani lokaciji izbira med MaxCDN, CDN.net in virtualnimi zasebnimi strežniki.  
Ker na svoji testni spletni strani (testiranje4.tk) uporabljam zelo malo vtičnikov, ki bi 
uporabljali datoteke, ki so gostovale na JSDelivr, se strežeta le dve JavaScript datoteki. To 
lahko vidimo na sliki 32. Z JSDelivr CDN se bosta stregli le JavaScript datoteki, ki imata 
zraven zeleni kljukici. Ostale JavaScript in CSS datoteke so tudi že predpomnjenje na robnih 
strežnikih JSDelivr, vendar ne te verzije, ki jih uporablja moja testna spletna stran. Zato so 
zraven oranžni klicaji. Potrditev tega dobimo tudi z meritvami na WebPageTest (tabela 5). 
Modro obarvane vrstice so tiste vsebine na spletni strani, ki se strežejo preko JSDelivr CDN. 
 
Slika 32 ‒ Datoteke, ki jih izbere JSDelivr vtičnik 
IP naslov Gostitelj URL 















93.184.221.48 p.jwpcdn.com /6/5/jwplayer.js?ver=3.6.1 





37.220.34.244 cdn.jsdelivr.net /wordpress/3.6.1/js/jquery/jquery-migrate.min.js 





192.254.185.229 testiranje4.tk /wp-content/uploads/2013/11/4-1024x682.jpg 
192.254.185.229 testiranje4.tk /wp-content/uploads/2013/11/3-1024x682.jpg 
192.254.185.229 testiranje4.tk /wp-content/uploads/2013/11/5-1024x682.jpg 
192.254.185.229 testiranje4.tk /wp-content/uploads/2013/11/2-682x1024.jpg 


























192.254.185.229 testiranje4.tk /favicon.ico 
Tabela 5 ‒ Podrobnosti zahtev za testiranje4.tk - Lokacija: Dunaj, Avstrija 
Tako kot pri SwarmCDN so tudi tu slabši rezultati nalaganja strani (slika 33). Razlog je isti; 
JSDelivr dodatno »obteži« z dodatno poizvedbo DNS (»cdn.jsdelivr.net«), ni pa dovolj 




vsebin, ki se bi stregle preko CDN, da bi se pokazal boljši rezultat v primerjavi z izvorno 
stranjo.  
 
Slika 33 ‒ Primerjava nalaganja strani testiranje4.tk in testiranje-orig.tk 
 
9.1.7. MaxCDN 
MaxCDN za razliko od drugih ponudnikov CDN, ki sem jih izbral, ni brezplačen, niti nima na 
voljo brezplačnega uporabniškega računa. Za testiranje sem izbral najcenejši račun, imenovan 
»Start«, ki dovoljuje 100 GB pasovne širine na mesec in distribucijo vsebin za dve spletni 
strani za 9 $ na mesec. Testna spletna stran, ki se streže preko MaxCDN, se imenuje 
testiranje6.tk.  
Po prijavi nam MaxCDN ponuja možnost izdelave con (angl. zones), ki se delijo glede na 
vsebino, ki jo strežejo ([45], [46]): 
‒ PULL ZONE se uporablja za streženje manjših statičnih datotek, kot so 
slike, CSS in JavaScript datoteke. Pri tej coni se vsebina z izvornega 
strežnika samodejno naloži na robne strežnike in se po določenem času 
samodejno zbriše; lahko rečemo, da se robni strežniki samodejno 
sinhronizirajo z izvornim. Najbolj primerna je za spletne strani, kjer se 

























Primerjava nalaganja spletne strani 
testiranje4.tk 
testiranje-orig.tk 




‒ PUSH ZONE je uporaben za večje datoteke, kot so inštalacijske datoteke, 
PDF-ji in podobne datoteke, ki se ne spreminjajo pogosto. Uporabnik sam 
»potisne« takšne datoteke na FTP-strežnik MaxCDN, od koder se prenesejo 
na robne strežnike. Za te datoteke se ustvari ločena domena, ki kaže na CDN. 
Za dostop do teh datotek s strani uporabnikov upravitelj spletne strani, ki se 
streže preko CDN, na svoji spletni strani objavi povezavo do teh datotek s 
pomočjo te domene, s čimer poskrbi, da se bo vsebina uporabniku stregla z 
robnih strežnikov CDN, namesto z izvornega strežnika. Vsebina ostane na 
robnih strežnikih, dokler je uporabnik ne odstrani. 
‒ VOD2 ZONE deluje na podoben način kot Push Zone, s to razliko, da se 
uporablja izključno za strežno vnaprej posnetih video in avdio vsebin. Za te 
datoteke se potem uporablja modificiran WOWZA-strežnik, ki omogoča 
strežbo preko protokola RTMP. 
‒ LIVE ZONE je namenjen strežbi avdio in video vsebin v živo. Tudi tu se 
uporablja ločena domena, ki poskrbi za oddajanje vsebin v živo več možnim 
uporabnikom. 
Za testiranje učinkovitosti MaxCDN sem uporabil Pull Zone, ki je najprimernejši za stran s 
takšno vsebino. Dodeljena mi je bila domena, ki se uporablja za strežbo vsebine. V 
nastavitvah DNS na izvornem strežniku spletne strani sem ustvaril domeno CNAME 
cdn.testiranje6.tk, ki kaže na domeno, ki mi jo je dodelil MaxCDN (slika 34).  
 
Slika 34 ‒ DNS nastavitve za MaxCDN 
V naslednjem koraku implementacije MaxCDN sistema je treba prepisati URL-je vsebine na 
spletni strani, da kažejo na zgornjo domeno. Tu se je uporaba Wordpress CMS-ja spet 
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 Video na zahtevo (angl. Video on Demand – VOD) 




izkazala kot velika prednost. URL prepisovanje nam poenostavi vtičnik W3 Total Cache. Ta 
se uporablja za predpomnjenje dinamične vsebine. Ko uporabnik zahteva vsebino na CMS-
spletni strani, kot je Wordpress, se mora za prikaz spletne strani HTML narediti več poizvedb 
v podatkovni bazi, kar je lahko dolgotrajen proces. W3 Total Cache predpomni »posnetek« 
spletne strani, ki se prikaže uporabniku, tako, da ni potrebe po poizvedbah v podatkovni bazi 
za vso vsebino spletne strani, le majhen del le-te (slika 35).  
 
Slika 35 ‒ Zahteva po vsebini na CMS-spletni strani z in brez W3 Total Cache [47] 
V W3 Total Cache nastavimo možnost, ki dovoljuje sodelovanje s sistemi CDN, tako, da 
vnesemo ime domene, ki smo jo določili za streženje preko MaxCDN. Vtičnik potem 
spremeni URL-je vsebine na spletne strani, kot lahko vidimo na primeru spodaj: 
<a href="http://testiranje6.tk/wp-content/uploads/2013/11/1.jpg"><img 
src="http://testiranje6.tk/wp-content/uploads/2013/11/1-682x1024.jpg« /></a> 
Zgornjo kodo spremeni v: 






W3 Total Cache potem posreduje posnetke spletne strani sistemu CDN, ki jih posreduje 
robnim strežnikom po celem svetu. Za usmerjanje uporabnikovih zahtev po vsebini se 
uporablja Anycast naslavljanje, ki uporabnikovo zahtevo usmeri na najprimernejši robni 
strežnik. 
 
Slika 36 ‒ Lokacije MaxCDN robnih strežnikov [45] 
V spodnji tabeli (tabela 6) lahko vidimo, od kje se streže vsebina. Modra barva ponovno 
označuje, da se vsebina streže z obravnavanega CDN-sistema; v tem primeru MaxCDN. 
Prvotna zahteva HTML za testiranje6.tk (ki ima URL »/«) gre na izvorni strežnik, ker 
nastavitve DNS niso nastavljene, kot je to pri Cloudflare in Incapsuli. Vsa ostala vsebina se 
streže z MaxCDN (razen datotek pisave, ki se naloži z Googlovih strežnikov in JW Player 
vtičnika, kateri uporablja svoj CDN). 
IP naslov Gostitelj URL 






93.184.221.48 p.jwpcdn.com /6/5/jwplayer.js?ver=3.6.1 
108.161.189.161 cdn.testiranje6.tk /wp-






















108.161.189.161 cdn.testiranje6.tk /wp-content/uploads/2013/12/4-1024x682.jpg 
108.161.189.161 cdn.testiranje6.tk /wp-content/uploads/2013/12/3-1024x682.jpg 
108.161.189.161 cdn.testiranje6.tk /wp-content/uploads/2013/12/5-1024x682.jpg 
108.161.189.161 cdn.testiranje6.tk /wp-content/uploads/2013/12/2-682x1024.jpg 

































192.254.185.229 testiranje6.tk /favicon.ico 
Tabela 6 ‒ Podrobnosti zahtev za testiranje6.tk - Lokacija: Dunaj, Avstrija 
Meritve na WebPageTest so pokazale, da je čas nalaganja za vsebine, ki se prenašajo preko 
MaxCDN, manjši. To je dobro razvidno na sliki 37. Kot sem že omenil prej, testiranje6.tk ne 
primerjam s testiranje-orig.tk, temveč s spletno stranjo testiranje5.tk, ki ima prav tako kot 
testiranje6.tk inštaliran W3 Total Cache vtičnik.  
 
Slika 37 ‒ Primerjava nalaganja strani testiranje6.tk in testiranje5.tk 
 
9.1.8. Primerjava in analiza rezultatov 
Meritve na vseh lokacijah, in sicer za vsak sistem CDN posebej pokažejo, da se pri 
Cloudfront v primerjavi z izvorno stranjo čas nalaganja v povprečju poslabša za 20 %. 
Incapsula se je malce slabše odrezala z izboljšanjem povprečnega časa nalaganja za 12 %. Kot 
sem že omenil, se je pri SwarmCDN in JSDelivr čas nalaganja celo podaljšal. Pri prvem za 15 
% in pri drugem za 4 %. MaxCDN je zmagovalec v bitki za čim manjši čas nalaganja spletne 
strani z izboljšanjem za 27 %, kar ni presenetljivo, glede na to, da je edini izmed sistemov 
CDN, ki je plačljiv. Od storitev, ki so plačljive, se seveda pričakuje, da se bodo boljše 
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Slika 38 ‒ Graf povprečnega izboljšanja časa nalaganja spletnih strani 
 
Rezultati meritev niso pokazali zelo velikega izboljšanja časa nalaganja. Eden od razlogov je 
v strukturi spletnih strani, ki se strežejo preko sistemov CDN. Ker so spletne strani CMS 
zasnovane tako, da se vsakič, ko uporabnik odpre spletno stran, naredi poizvedba po vsebini v 
podatkovni bazi, gredo vse poizvedbe na strežnik, postavljen v Ameriki. Tu se potem v 
podatkovni bazi preveri lokacija vsebin. Tiste vsebine, ki niso replicirane na robnih strežnikih 
sistemov CDN, se prenesejo uporabnikom od tu, za vsebine, ki so na robnih strežnikih, se 
pošlje zahteva po teh vsebinah, od koder se potem strežejo uporabniku. To je zato, ker 
nobeden izmed sistemov CDN, opisanih v tej diplomski nalogi, ne uporablja kateregakoli od 
sistemov za distribucijo dinamičnih vsebin (opisanih v poglavju 4.2.2). MaxCDN sicer 
uporablja W3 Total Cache, ki je nekakšen približek tem sistemom, kar se pozna tudi na času 
nalaganja. Primerjava med izvorno stranjo www.testiranje1.tk (ta ne uporablja nobenega 
CDN-ja in nobenega vtičnika za predpomnjenje) in www.testiranje6.tk (uporablja MaxCDN 
in W3 Total Cache sistem za predpomnjenje) nam pokaže 45 % hitrejši čas nalaganja.  
V primeru JSDelivr in SwarmCDN so bili, v nasprotju od pričakovanega, rezultati časa 
nalaganja spletnih strani celo slabši od časa nalaganja referenčne spletne strani. To gre 
pripisati dodatnim DNS-poizvedbam, ki še dodatno podaljšajo čas od vzpostavitve povezave s 
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MaxCDN ne uporabljajo lastnih DNS-strežnikov kot pri Cloudflare in Incapsuli, zato se pri 
dostopu do spletnih strani, ki se strežejo preko teh sistemov CDN, najprej poizve po naslovu 
DNS-izvorne strani, potem je pa še potrebna poizvedba DNS po domeni CDN, s katere se 
bodo stregle vsebine. Iz tega se da sklepati, da bi se vsebine preko MaxCDN stregle še hitreje, 
če bi le-ta uporabljal svoje strežnike DNS, kot je to pri Cloudflare in Incapsuli. 
 
9.2. Testiranje pretakanja RTMP 
Za drugi del praktične naloge sem primerjal pretakanje RTMP s strežnika v ZDA s 
pretakanjem s pomočjo sistema CDN. Za streženje vsebine iz ZDA sem uporabil ServerRoom 
spletno gostovanje. CDN, ki sem ga izbral za primerjavo, je Amazon Cloudfront. Pri obeh je 
mogoče pretakanje RTMP s Flash Media strežnika.  
Za testiranje pretokov sem postavil spletno stran »testiranje7.tk«. Na stran HTTP sem nato 
vdelal kodo, ki omogoča predvajanje pretoka RTMP preko predvajalnika Flowplayer [48]. 
Flowplayer podpira adaptivno bitno hitrost, in sicer tako, da meri razpoložljivo pasovno širino 
od strežnika do uporabnika in potem glede na stanje izbere enega izmed vnaprej posnetih 
multimedijskih datotek, ki imajo različne bitne hitrosti. Posnel sem MP4 video s povprečno 
bitno hitrostjo 10 Mb/s in iz njega s pomočjo video prekodirnika naredil še pet datotek MP4 z 
manjšo resolucijo in manjšo bitno hitrostjo (tabela 7). Dolžina vsakega izmed posnetkov je 2 
minuti in 38 sekund, kar znese 158 sekund. 
Ime datoteke Resolucija (v pikslih) Povprečna bitna hitrost 
HD_MOV_2_1080p.mp4 1920 x 1080 10 Mb/s 
HD_MOV_2_720p.mp4 1280 x 720 4319 kb/s 
HD_MOV_2_480p.mp4 854 x 480 2057 kb/s 
HD_MOV_2_360p.mp4 640 x 360 1247 kb/s 
HD_MOV_2_240p.mp4 426 x 240 649 kb/s 
HD_MOV_2_144p.mp4 254 x 144 350 kb/s 
Tabela 7 ‒ Lastnosti datotek MP4 
V skripti na spletni strani, kamor sem vgradil kodo za predvajanje videov, sem kot privzeto 
datoteko za predvajanje s spodnjo kodo nastavil »HD_MOV_2_1080p.mp4«: 
  
 bitrates: [ 




 { url: "mp4:HD_MOV_2_1080p.mp4", width: 1920, heigth: 1080,  bitrate: 10000, isDefault: 
true }, 
 { url: "mp4:HD_MOV_2_720p.mp4", width: 1280, heigth: 720,  bitrate: 4300 }, 
{ url: "mp4:HD_MOV_2_480p.mp4", width: 854, heigth: 480,  bitrate: 2000 }, 
{ url: "mp4:HD_MOV_2_360p.mp4", width: 640, heigth: 360,  bitrate: 1200 }, 
{ url: "mp4:HD_MOV_2_240p.mp4", width: 426, heigth: 240,  bitrate: 650 }, 
{ url: "mp4:HD_MOV_2_144p.mp4", width: 254, heigth: 144,  bitrate: 350 } 
 ] 
Ukaz »isDefault: true« predvajalniku sporoča, katero datoteko naj predvaja kot privzeto 
možnost. S to nastavitvijo sem poskušal spodbuditi predvajanje posnetka s čim večjo bitno 
hitrostjo. ABR poskrbi za to, da se izbere posnetek z bitno hitrostjo, ki je najprimernejši glede 
na zmožnosti prenosne poti.  
Pretoka sem primerjal tako, da sem ju zajel z Wiresharkom, programom za analizo spletnega 
prometa in s pomočjo Flowplayerjevega beleženja dogodkov. Zajemal sem na svojem 
računalniku v Ljubljani, kjer imam na voljo internetni dostop s hitrostjo približno 10/10 Mb/s.  
 
Slika 39 ‒ Bitna hitrost internetnega dostopa 
Za določitev boljšega pretoka podatkov sem bil pri zajemih obeh pretokov pozoren na 
naslednje lastnosti: 
‒ Čas pretakanja od prvega do zadnjega bita. Če je ta čas veliko daljši od 
časa posnetka, ki se pretaka, to pomeni, da je prišlo do več dogodkov 
medpomnjenja (angl. buffering events). Predvajanje posnetka torej ni bilo 
tekoče, ampak s prekinitvami, v katerih se je vsebina nalagala s strežnika na 
uporabnikov računalnik. Medpomnjenje je pričakovati na začetku 




predvajanja pretočnega videa, še posebej zaradi konfiguracije, ki sem jo 
uporabil; ker sem za privzeto predvajanje nastavil video z zelo veliko bitno 
hitrostjo, poskuša predvajalnik najprej predvajati to. Zato bo pri katerem koli 
pretoku zmeraj nekaj sekund medpomnjenja. Pri pretakanju multimedijskih 
vsebin se stremi k čim manjšemu času pretakanja s čim manj dogodki 
medpomnjenja. 
‒ Povprečna bitna hitrost prenosa. Večja povprečna bitna hitrost pomeni 
večjo razpoložljivo pasovno širino med uporabnikom in strežnikom ter 
manjšo zasedenost strežnika. 
‒ Maksimalna bitna hitrost. Pove nam, kakšna je maksimalna razpoložljiva 
pasovna širina na komunikaciji med uporabnikom in strežnikom. 
‒ Bitna hitrost izbranega video posnetka. Flowplayer omogoča beleženje 
dogodkov, iz katerih sem lahko razbral, kateri posnetek je bil izbran glede na 
razmere v omrežju. Če je izbran posnetek z nižjo bitno hitrostjo, pomeni, da 




ServerRoom je gostitelj spletnih storitev, ki ponuja pretočne storitve preko različnih platform, 
kot so SHOUTcast, Flash, Woowza, Smooth Streaming,… [49]. Podjetje se nahaja v New 
Yorku, kjer se nahajajo tudi njihovi strežniki. Za testiranje pretakanja RTMP sem izbral Basic 
5, račun za pretakanje medijev preko Flash Media strežnika. To seveda ni na namenskem 
strežniku (angl. dedicated server), ki bi bil na voljo samo zame, ampak na deljenem (angl. 
shared server), kjer je omogočeno [49]: 
‒ 10 sočasnih povezav,  
‒ 100 Mb/s pasovne širine, 
‒ 200 MB prostora za shranjevanje medijev, 
‒ 5 GB prometa na mesec, 
‒ neomejena bitna hitrost multimedijskih vsebin.  
Po prijavi ServerRoom posreduje FTP-naslov, kamor lahko uporabnik njihovih storitev 
prenese svoje multimedijske datoteke in jih potem začne pretakati preko določene povezave 
RTMP.  





9.2.2.  Amazon Cloudfront 
Cloudfront CDN sistem, ki je del Amazonovih spletnih storitev, imenovanih Amazon Web 
Services (AWS) [50]. Poleg distribucije vsebine spletnih strani omogoča tudi pretakanje 
multimedijskih vsebin preko protokola RTMP.  
Amazon ponuja 12 mesecev brezplačne uporabe AWS v računu imenovanem »Free Tier«, ki 
sem ga izbral za testiranje pretoka RTMP. Pri tem računu imata S3 shranjevanje datotek in 
Cloudfront CDN naslednje omejitve[50]: 
 Amazon S3: 
‒ 5 GB prostora za hranjenje podatkov 
‒ 20.000 zahtev za dostop do vsebine 
‒ 2.000 zahtev za spreminjanje vsebine 
 Amazon Cloudfront: 
‒ 50 GB prenosa podatkov s strežnikov do uporabnikov na mesec 
‒ 2.000.000 HTTP ali HTTPS zahtev na mesec 
‒ 1.000 Mb/s maksimalne pasovne širine 
‒ največ 1000 zahtev po vsebini na sekundo 
Tako kot pri ServerRoom to ni na namenskem strežniku, ampak na deljenem. 
Uporabnik mora za uporabo Cloudfront CDN-ja najprej ustvariti »Bucket« (slo. vedro) v 
Amazon S3 spletni storitvi, kamor potem naloži svoje datoteke. S3 omogoča hranjenje 
datotek po naslednjih lokacijah po svetu: 
‒ Severna Kalifornija, ZDA, 
‒ Oregon, ZDA, 









Pri konfiguraciji Cloudfront CDN-ja ni pomembno, na kateri od teh lokacij postavimo vedro. 
V Cloudfront nastavitvah namreč vpišemo povezavo do vedra in sistem potisne vsebino na 
robne strežnike po celem svetu (lokacije teh lahko vidimo na sliki 40). 
 
Slika 40 ‒ Lokacije Cloudfront robnih strežnikov [51] 
Multimedijske vsebine, ki so bile replicirane po Cloudfrontovih strežnikih, se pretakajo do 
uporabnikov preko povezave, ki nam jo dodeli Amazon.   
 
9.2.3. Rezultati meritev 
Izvedel sem več meritev ob različnih dnevih in ob različnih urah. Razlog za to je sledeč:  
Traceroute domene, ki sem jo dobil od Amazon Cloudfront za pretakanje 
multimedijskih vsebin, je pokazal, da se vsebina streže s strežnika v Frankfurtu (slika 
41). Kot sem že omenil, se strežniki ServerRoom-a nahajajo v New Yorku. Časovna 
razlika med New Yorkom in Frankfurtom je 6 ur. Splošno znano je, da je internetni 
promet ponoči manjši, kot je podnevi od 6. do 21. ure. Sklepamo lahko, da podobno 
velja tudi za strežnike podjetij Amazon in ServerRoom, zato je pričakovati večje 
prenosne bitne hitrosti s strežnikov, kjer je lokalni čas med 21. in 6. uro ponoči. 





Slika 41 ‒ Traceroute Cloudfront domene 
Opravil sem več meritev in iz teh izbral tri meritve, ki najboljše pokažejo razlike med 
pretokoma iz ZDA in s CDN-sistema. 
 
9.2.3.1. Prvi zajem pretokov 
ServerRoom 
Čas v New Yorku Petek, 14:06 
Povprečna bitna hitrost prenosa (b/s) 390.431,36    
Maksimalna bitna hitrost (b/s) 1.246.712,00    
Čas pretakanja od prvega do zadnjega bita (s) 337,00    
Tabela 8 ‒ Statistika pretoka s ServerRoom ‒ prvi zajem 





Slika 42 ‒ Bitne hitrosti pretoka s ServerRoom ‒ prvi zajem 
Tabela 8 in slika 42 nam kažeta statistiko pretoka s ServerRoomovega strežnika. Vidimo 
lahko, da je pretok videa, ki traja 158 sekund, trajal od prvega do zadnjega prenesenega bita 
337 sekund, kar pomeni, da se je predvajal z veliko preveč dogodkov medpomnjenja. Kot je 
že omenjeno, sem nastavil kot privzet posnetek za predvajanje datoteko 
»HD_MOV_2_1080p.mp4«, ki se predvaja z bitno hitrostjo 10 Mb/s, kar lahko vidimo tudi 
na grafu pod značilnico »Bitna hitrost izbranega video posnetka«. Preklop s posnetka z 
najvišjo bitno hitrostjo na datoteko »HD_MOV_2_240p.mp4« (ta se predvaja z bitno hitrostjo 
650 kb/s) se zgodi šele po 167 sekundah in se potem do konca pretoka nekajkrat preklopi na 
datoteko »HD_MOV_2_144p.mp4« (bitna hitrost 350 kb/s) in nazaj. Z vidika zagotavljanja 
kakovosti pretoka za uporabnika ta pretok ni dober zaradi preveč dogodkov medpomnjenja in 
preveč menjav med ločljivostmi videa. 
 
Cloudfront 
Čas v Frankfurtu Petek, 20:12 
Povprečna bitna hitrost prenosa (b/s) 814.831,02    
Maksimalna bitna hitrost (b/s) 3.999.656,00    
Čas pretakanja od prvega do zadnjega bita (s) 189,00    
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Slika 43 ‒ Bitne hitrosti pretoka s Cloudfront ‒ prvi zajem 
Statistiko pretoka s Cloudfrontovega strežnika nam prikazujeta tabela 9 in slika 43. Za pretok 
158 sekund trajajočega videa je bilo potrebno 189 sekund, kar pomeni, da je bilo med 
pretakanjem 31 sekund medpomnjenja. Tako kot pri pretakanju s ServerRoomovega strežnika 
je bil tudi tu preskok na video z najnižjo bitno hitrostjo, vendar se je ta zgodil le enkrat. 
Kakovost celotnega pretoka s stališča uporabnika je sprejemljiva in veliko boljša v primerjavi 
s pretokom s ServerRoom strežnikov.  
9.2.3.2. Drugi zajem pretokov 
ServerRoom 
Čas v New Yorku Sobota, 6:15 
Povprečna bitna hitrost prenosa (b/s) 751.533,00    
Maksimalna bitna hitrost (b/s) 3.838.320,00    
Čas pretakanja od prvega do zadnjega bita (s) 216,00    
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Slika 44 ‒ Bitne hitrosti pretoka s serverRoom ‒ drugi zajem 
Pri drugem zajemu s ServerRoomovega strežnika (tabela 10 in slika 44) je povprečna bitna 
hitrost veliko večja kot pri prvem zajemu, kar se pozna tudi pri samodejni izbiri bitne hitrosti 
videa. Potem, ko se preklopi z videa z največjo bitno hitrostjo na »HD_MOV_2_240p.mp4« s 
650.000 b/s, ostane pri tej kvaliteti do konca predvajanja. V tabeli 10 lahko vidimo, da je bilo 
v celotnem pretoku 67 sekund medpomnjenja, kar je še vedno veliko preveč, zato ta pretok ni 
najbolj kakovosten. 
Cloudfront 
Čas v Frankfurtu Sobota, 12:19 
Povprečna bitna hitrost prenosa (b/s) 944.996,51    
Maksimalna bitna hitrost (b/s) 4.863.848,00    
Čas pretakanja od prvega do zadnjega bita (s) 172,00    
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Slika 45 ‒ Bitne hitrosti pretoka s Cloudfront ‒ drugi zajem 
V tabeli 11 in na sliki 45 lahko vidimo statistiko za drugi zajem s Cloudfrontovega strežnika. 
Tudi tu ABR samo enkrat preklopi na video z bitno hitrostjo 650.000 b/s. Celoten pretok se 
izteče v 172 sekundah, kar je zelo dobro za 158 sekundni video. S stališča uporabnikov je 
takšen pretok zelo dober. 
 
9.2.3.3. Tretji zajem pretokov 
ServerRoom 
Čas v New Yorku Sreda, 11:10 
Povprečna bitna hitrost prenosa (b/s) 539.368,83    
Maksimalna bitna hitrost (b/s) 10.238.776,00    
Čas pretakanja od prvega do zadnjega bita (s) 162,00    
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Slika 46 ‒ Bitne hitrosti pretoka s ServerRoom ‒ tretji zajem 
 
Pri tretjem zajemu s ServerRoomovega strežnika je kakovost pretoka z vidika uporabnika 
odlična. Celoten pretok je trajal le 162 sekund s samo eno zamenjavo bitne hitrosti videa na 
650.000 b/s. Na sliki 46 in v tabeli 12 lahko vidimo, da je maksimalna bitna hitrost pretoka 
dosegla omejitev bitne hitrosti internetne povezave, na kateri sem izvajal meritve. To je 
dosegla pred preklopom na video nižje kakovosti. 
Cloudfront 
Čas v Frankfurtu Sreda, 17:13 
Povprečna bitna hitrost prenosa (b/s) 932.067,90    
Maksimalna bitna hitrost (b/s) 3.921.496,00    
Čas pretakanja od prvega do zadnjega bita (s) 174,00    
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Slika 47 ‒ Bitne hitrosti pretoka s Cloudfront ‒ tretji zajem 
Pri tretjem zajemu s Cloudfrontovega strežnika (tabela 13 in slika 47) je celoten pretok trajal 
174 sekund. Če primerjamo s tretjim zajemom s ServerRoomovega strežnika, lahko vidimo, 
da se je Cloudfront v tem primeru slabše odrezal. Pri primerjavi pa lahko tudi vidimo, da je 
maksimalna bitna hitrost manjša
3
. Kljub temu je ta pretok zelo kakovosten. 
 
9.2.4. Analiza rezultatov 
Meritve pretokov RTMP nam zelo dobro prikažejo učinkovitost sistema CDN. Pri tretji 
meritvi je pretok s Cloudfrontovega strežnika slabše kakovosti kot pretok s 
ServerRoomovega, vendar so pretoki s Cloudfront CDN v najslabšem primeru še vedno 
gledljivi. Pretok s ServerRoomovega strežnika v najslabšem primeru ni gledljiv in je zelo 
slabe kakovosti.  
                                                     
3
 Če pogledamo vse tri zajeme s Cloudfrontovega CDN-sistema lahko vidimo,  da maksimalna bitna hitrost 
nikjer ne doseže 10 Mb/s. Ker sem se odločil, da v diplomsko nalogo vključim le tri meritve, ki so najbolj 
zgovorne o razliki med pretokom s strežnika v ZDA in pretokom s strežnikov CDN-sistema, nisem vključil 
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Slika 48 ‒ Čas dogodkov medpomnjenja 
Na sliki 48 lahko vidimo, da je prišlo pri pretoku s ServerRoomovih strežnikov do zelo 
velikih časov medpomnjenja. Uporabnik bi najverjetneje zaprl stran po tolikšnih dogodkih 
medpomnjenja, zadovoljstvo uporabnikov pa je eden izmed ciljev pri implementaciji sistema 
CDN. Težko je ugotoviti, zakaj je pri prvi meritvi pretok s ServerRoomovih strežnikov tako 
slab. Lahko ugibamo, da je bil strežnik v tistem trenutku prezaseden, kar je razumljivo, glede 
na to, da se pri uporabniškem računu, ki sem ga vzel za izvajanje meritev, strežnik deli z 
drugimi uporabniki ServerRoomovih storitev. ABR  omogoča gladek pretok multimedijskih 
vsebin z merjenjem pasovne širine med strežnikom in odjemalcem, vendar lahko pride še 
vedno do dogodkov medpomnjenja, ki odvračajo gledalce, če je razpoložljiva pasovna širina 
premajhna. Možna  rešitev za to težavo bi lahko bil še en video z manjšo resolucijo, kot je pri 
HD_MOV_2_144p.mp4, vendar je slika pri takih videih že preveč »kockasta« in zelo moteča 
za gledalce. Administratorju spletne strani torej ne preostane drugega, kot da začne razmišljati 
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Cilj diplomske naloge je predstaviti osnovno delovanje sistemov CDN in prikazati, kako 
vpeljava le-teh vpliva na prenos podatkov s spletnih strani. Meritve so pokazale izboljšanje 
časa nalaganja ali izboljšanje kakovosti multimedijskega pretoka pri večini CDN-sistemov. 
Izjemi sta SwarmCDN in JSDelivr. V primeru SwarmCDN je škoda, da testna internetna stran 
nima velikega števila obiskovalcev, saj bi šele tako pokazala učinkovitost sistema P2P CDN. 
Z velikim številom obiskovalcev vseh testnih strani bi lahko izmerili tudi razbremenitev 
izvornega strežnika s pomočjo sistemov CDN, vendar pridobitev več hkratnih uporabnikov 
testnih spletnih strani ni bila mogoča. Razlog za slabe rezultate pri JSDeliver je v majhni 
količini podatkov, ki se prenese s sistema CDN. Več časa se porabi za poizvedbo DNS 
JSDelivr strežnikov CDN, kot se ga pridobi z nalaganjem podatkov iz le-teh. Spletna stran, s 
katere bi se vse skripte nalagale s pomočjo JSDelivr sistema CDN, bi najverjetneje dosegla 
boljše rezultate od teh, ki sem jih dobil jaz. Prav tako bi bilo zanimivo preveriti, za koliko se 
izboljša čas nalaganja pri večjih CDN-ponudnikih, kot so Akamai, Level 3 in Limelight 
Networks. Meritve nam pokažejo tudi, kako pomembno je preveriti CDN pred njegovo 
implementacijo, saj se lahko tudi zelo dobri CDN-ji slabše obnesejo za določene lokacije po 
svetu. Vedeti moramo, kje se nahajajo uporabniki naše spletne strani in kako se določen 
ponudnik CDN izkaže za to lokacijo. Za testiranje celotnih strani je zelo dobro orodje 
aplikacija na strani Webpagetest. Za testiranje multimedijskega pretoka je Wireshark odlično 
orodje, vendar sem lahko izvajal meritve le na svojem računalniku. Idealno bi bilo izmeriti 
kakovost pretoka iz različnih lokacij po celem svetu, a so takšne storitve drage. 
Tematika sistemov CDN ponuja še veliko možnosti raziskovanja. V teoretičnem delu te 
diplomske naloge je detajlno predstavljen osnovni model CDN, nisem pa se poglobil v 
zaračunavanje storitev v CDN ali prednosti sistemov CDN v področju varnosti in varovanja 
podatkov. Za še boljšo primerjavo nalaganja spletnih strani z ali brez CDN bi bilo idealno, če 
bi se dalo izvajati meritve na spletni strani, ki že ima veliko število uporabnikov in je na 
namenskem strežniku. To velja tako za merjenje metrik multimedijskega pretoka kot za 
merjenje časa nalaganja spletnih strani HTTP.  
CDN-ji so dokazano ključni člen pri zagotavljanju kakovosti uporabnikom internetnih storitev 
in tudi pri zmanjšanju internetnega prometa, ki zelo obremenjuje ponudnike internetnih 
storitev. Število prednosti, ki jih ponujajo, zagotovo presega strošek, ki ga predstavljajo 
sistemi CDN. 
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12.  Priloga 
V prilogi je koda, ki omogoča pretakanje preko protokola RTMP s strežnikov ServerRoom. 
12.1. Koda spletne strani HTML za video pretakanje 
 
<html> 
    <meta http-equiv="Content-Type" content="text/html; charset=utf-8" /> 
<head> 
 





    <div class="player_sample"> 
    <a                           
                         style="display: block;height:400px;width:600px;background-color: #ffffff;border: solid 1px 
#ccc;"  
                         id="player"> 
    </a> 
    <script type="text/javascript"> 
 
                flowplayer("player", "http://testiranje7.tk/flowplayer/flowplayer-3.2.18.swf", { 
                debug: true, 
                log: { 
                    level: 'warn', 
                    filter: "org.flowplayer.bwcheck.*" 
                }, 
            clip: { 
          
               urlResolvers: 'bwcheck', 
               provider: 'rtmp', 
               autoPlay: false, 
               scaling: 'fit', 
 
               bitrates: [ 
                { url: "mp4:HD_MOV_2_1080p.mp4", width: 1920, heigth: 1080,  bitrate: 10000, 
                    // Quality Of Service monitoring adjusts to the most appropriate bitrate 
                    isDefault: true }, 
                 { url: "mp4:HD_MOV_2_720p.mp4", width: 1280, heigth: 720,  bitrate: 4300 }, 
                 { url: "mp4:HD_MOV_2_480p.mp4", width: 854, heigth: 480,  bitrate: 2000 }, 
                 { url: "mp4:HD_MOV_2_360p.mp4", width: 640, heigth: 360,  bitrate: 1200 }, 
                 { url: "mp4:HD_MOV_2_240p.mp4", width: 426, heigth: 240,  bitrate: 650 }, 
                 { url: "mp4:HD_MOV_2_144p.mp4", width: 254, heigth: 144,  bitrate: 350 } 
               ] 
            }, 
            plugins: { 
          
                bwcheck: { 
                    url: "http://testiranje7.tk/flowplayer/flowplayer.bwcheck-3.2.13.swf", 
          
 
                    serverType: 'fms', 
          
                    // we use dynamic switching, the appropriate bitrate is switched on the fly 
                    dynamic: true, 
          




                    netConnectionUrl: 'rtmp://jernej1.srfms.com/vod/', 
          
 
                    onStreamSwitchBegin: function (newItem, currentItem) { 
                       $f().getPlugin('content').setHtml("Will switch to: " + newItem.streamName + 
                        " from " + currentItem.streamName); 
                    }, 
                    onStreamSwitch: function (newItem) { 
                       $f().getPlugin('content').setHtml("Switched to: " + newItem.streamName); 
                    } 
                }, 
          
                rtmp: { 
                    url: "http://testiranje7.tk/flowplayer/flowplayer.rtmp-3.2.13.swf", 
                    netConnectionUrl: 'rtmp://jernej1.srfms.com/vod/' 
                }, 
          
                content: { 
                    url: "http://testiranje7.tk/flowplayer/flowplayer.content-3.2.9.swf", 
                    top: 0, left: 0, width: 250, height: 150, 
                    backgroundColor: 'transparent', backgroundGradient: 'none', border: 0, 
                    textDecoration: 'outline', 
                    style: { 
                        body: { 
                            fontSize: 14, 
                            fontFamily: 'Arial', 
                            textAlign: 'center', 
                            color: '#ffffff' 
                        } 
                    } 
                }  
            } 
        }); 
    </script> 
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