We study the solvability of the Zakharov equation
Introduction
The main aim of this article is to investigate sets of assumptions which guarantee the existence of solutions for the equation introduced for a simplified dynamic description of a plasma turbulence and a development of collapse of appearing low-density regions in the plasma (Langmuir collapse). Here ω p is the frequency of the plasma oscillations, r D is the Debye radius, n 0 is the plasma density (the plasma is assumed to be quasineutral), δn is the low-frequency variation of n 0 , and ψ is the averaged potential of the high-frequency electric field E = ∇[ψ exp(−iω p t) + ψ exp(iω p t)]/2, where ψ is a complex conjugate of ψ. Roughly speaking, under suitable physical assumptions, the equation (1.2) can be complemented by connecting δn with ∇ψ via the Boltzmann distribution of electrons [16, (1.4) ] and the distribution of ions described by the Vlasov equation [16, (1.5) ]. Zakharov suggested two ways of simplification of the obtained system for different regimes of the plasma: the so-called static and hydrodynamic approximations. In the present article, we are interested in the static approximation which yields the connection (see [16, (1.7) ])
where T i and T e are the ion and electron temperatures, respectively. Substituting (1.3) into (1.2), we deduce the equation
This equation, under the standing wave solution ansatz ψ = e iω 2 t u, where −ω 2 is a frequency and u is a real function, leads (in the normalized form) to the stationary Zakharov equation In particular, after suitable change of variables, we see that the amplitude of the standing wave solution, u = u(x), has to satisfy the normalized equation
The following generalization of this equation:
where σ ∈ (0, +∞) for N = 2 and σ ∈ (0, 4/(N − 2)) for N ≥ 3, was studied by Colin [5] and Colin & Weinstein [6] in the entire space R N . They proved that this equation possesses a ground state solution which decays at infinity, and studied its stability. On the other hand, Dyachenko et al. [9, 8] worked with the following approximative equation obtained by the first three terms of the Taylor expansion of the exponential function in (1.3):
The last term on the left-hand side of (1.6) corresponds to higher-order nonlinear effects which can significantly affect the process of the Langmuir collapse.
Notice that numerical simulations indicate that solutions which correspond to the Langmuir collapse are not radially symmetric, and, in general, have no spatial symmetry, see, e.g., [7, 9, 8, 13, 14] . From this point of view, it makes sense to consider the Zakharov equation in a bounded domain, which can be seen as an approximation of the entire space case. Let us remark that the hydrodynamic approximation of the Zakharov system of equations in a bounded domain was treated in [4] .
In the present article, we look for solutions of the equation (1.1) which, unlike (1.5) and (1.6), includes the full Boltzmann distribution (1.3). We consider (1.1) in a bounded domain Ω ⊂ R N , N ≥ 1, whose boundary ∂Ω is of class C 4,η , η ∈ (0, 1) (see, e.g., [11, p. 94] ). We will find solutions of (1.1) which satisfy the following two basic types of homogeneous boundary conditions:
Navier boundary condition:
Here ν is the outward unit normal vector to ∂Ω. For a working space for the problem (1.1), (1.7) we set X := W 2,2 0 (Ω), while for the problem (1.1), (1.8) we set X := W 2,2 (Ω) ∩ W 1,2 0 (Ω) under an additional assumption that ∂Ω satisfies a uniform outer ball condition (see, e.g., [10, p. 52]). Hereinafter, by a solution of (1.1) we will understand a solution of the boundary value problem (1.1), (1.7) or (1.1), (1.8), omitting, for simplicity, the reference to the boundary conditions. More precisely, we say that u ∈ X is a (weak) solution of (1.1) if u is a critical point of the energy functional E ω ∈ C 2 (X, R) defined by
for all ϕ ∈ X. Here ·, · stands for the dual pairing between X and its dual space X * , and (·, ·) denotes the scalar product in R N . Note that if a weak solution u belongs to C 4 (Ω), then u is a classical solution, that is, the equation (1.1) and boundary conditions are satisfied pointwise in Ω. We will say that a nonzero weak solution u is a ground state solution whenever
for any nonzero weak solution v of (1.1).
In the present article we prove the following result on the existence and nonexistence of solutions to (1.1). Denote by λ k the sequence of eigenvalues of the problem (2.2), see Section 2 below. Theorem 1.1. Assume that κ − λ k+1 < ω 2 < κ − λ k for some k ∈ N. Then (1.1) possesses a ground state solution u ∈ C 4,γ (Ω) with E ω (u) > 0, which is the critical point of E ω of saddle type. Moreover, if ω 2 ≥ κ − λ 1 , then (1.1) has no nonzero solutions.
In Propositions 6.1 and 6.5 below, we also prove the corresponding existence results for the approximative problems (1.5) and (1.6). These results show that the set of solutions for (1.1) can be significantly different than the sets of solutions for (1.5) and (1.6).
In addition, we provide the following multiplicity result for the problem (1.1). Theorem 1.2. Assume that κ − λ k+1 < ω 2 < κ − λ k for some k ∈ N. Then (1.1) has at least k nonzero solutions with positive energy which enjoy C 4,γ (Ω)-regularity. These solutions are critical points of E ω of saddle type.
The article is organized as follows. In Section 2, we give some preliminary information. We also show the nonexistence part of Theorem 1.1, see Remark 2.2. Section 3 contains the existence part of Theorem 1.1. The application of the direct minimization over the Nehari manifold lets to significant problems which we overcome by using the mountain-pass theorem due to Ambosetti and Rabinowitz [2] . In Section 4, we prove the multiplicity result of Theorem 1.2 by means of an abstract critical point theorem due to Bartolo, Benci and Fortunato [3] . Section 5 is devoted to the regularity of obtained solutions. Here we use a bootstrap argument combined with suitable embeddings of Sobolev spaces. Finally, in Section 6, we show the difference between (1.1) and its formal approximations (1.5) and (1.6). In contrast with the original problem (1.1), to analyze (1.5) we are able to use the Nehari minimization approach and obtain the existence result in Proposition 6.1. The equation (1.6) is treated via the global minimization method, see Proposition 6.5.
Preliminaries
Hereinafter, we denote by L p (Ω) the standard Lebesgue space endowed with the norm u L p :=
N . We will work with the Sobolev spaces W k,p (Ω) = {u : D α u ∈ L p (Ω) for all |α| ≤ k}. Note that W k,p (Ω) is a reflexive Banach space which can be endowed (using the Gagliardo-Nirenberg interpolation inequality) with the norm We often employ the following compact embeddings (see, e.g., [1, p. 168]):
Consider the eigenvalue problem
By the standard Courant-Fisher variational principle we can find a sequence of eigenvalues {λ k } k∈N and the sequence of associated eigenfunctions {ϕ k } k∈N such that {ϕ 1 , ϕ 2 , . . . } forms an orthonormal basis of X. In particular, the first eigenvalue is given by
Note that λ 1 > 0, as it follows from the above discussion about the equivalence of norms.
It is easy to see from (1.9) that any nonzero critical point of E ω belongs to the Nehari manifold
Proof. Consider the fibering functional
where t ≥ 0. We see that
and hence N ω can be equivalently defined as
Assume first that u ∈ X \ {0} satisfies (2.4). It is not hard to see that
Thus, by continuity, there exists t u > 0 such that
On the other hand, if (2.4) does not hold, then
If we assume that some u satisfies (2.4), we can use the boundedness of the last integral in (2.5) to deduce the existence oft u > 0 such that E ω (tu) < 0 for all t >t u . Remark 2.2. The definition (2.3) of the first eigenvalue λ 1 implies that (2.4) can be satisfied if and only if κ − ω 2 > λ 1 . Thus, N ω = ∅ if and only if κ − ω 2 > λ 1 . Therefore, recalling that any critical point of E ω belongs to N ω , we derive the nonexistence part of Theorem 1.1.
Proof. Let u be a nonzero critical point of E ω . Recall that u ∈ N ω and notice that 0 < 1 − e −s 2 1 + s 2 < 1 for all s > 0. Then, we derive the desired fact:
Ground state solution
In this section, we obtain the existence result of Theorem 1.1. We begin with an auxiliary fact about the Palais-Smale condition for E ω .
is not an eigenvalue of the problem (2.2). Then E ω satisfies the following form of the Palais-Smale condition: if {u n } n∈N ⊂ X is such that
then {u n } n∈N has a strongly convergent subsequence in X to a critical point of E ω .
Proof. Let {u n } n∈N satisfy (3.1). First we prove that {u n } n∈N is bounded in X. Suppose, by contradiction, that ∆u n L 2 → +∞ as n → +∞. Let {v n } n∈N be a normalized sequence such that u n = ∆u n L 2 v n for n ∈ N. Then, we see from (3.1) that
as n → +∞ for any ϕ ∈ X. Let us show that the last integral converges to zero. To this end, we take any C > 0 and make a decomposition
On the other hand, since e −s 2 is strictly decreasing for s > 0, we get
where c 1 > 0 depends neither on C nor on n ∈ N due to ∆v n L 2 = 1. Therefore, taking
and letting n → +∞, we get
Thus, (3.2) leads to
Since {v n } n∈N is bounded in X, the Banach-Alaoglu and Sobolev theorems imply that v n converges (up to a subsequence) weakly in X and strongly in W 1,2 (Ω) to some v ∈ X. Note that v ≡ 0 a.e. in Ω. Indeed, we deduce from (3.1) that
as n → +∞. Arguing as above, we see that the last integral converges to zero. This implies that ∇v n L 2 > c 2 > 0 for some c 2 > 0 and all n ∈ N, which gives v ≡ 0 a.e. in Ω due to the strong convergence in W 1,2 (Ω). Therefore, we conclude from (3.3) that (κ − ω 2 ) is an eigenvalue of the problem (2.2) with the associated eigenfunction v. However, this contradicts the assumption of the lemma and hence it proves that {u n } n∈N is bounded in X.
Since {u n } n∈N is bounded, we can extract a subsequence which converges weakly in X and strongly in W 1,2 (Ω) to some function u ∈ X. If we assume that ∆u n L 2 → 0 as n → +∞, then u n converges strongly in X to a zero critical point of E ω and the proof is complete. Now assume that ∆u n L 2 > c 3 > 0 for some c 3 > 0 and all n ∈ N. Let us prove that u ≡ 0 a.e. in Ω. By compactness of the embedding X ֒→֒→ W 1,2 (Ω) it is enough to show that there is c 4 > 0 such that for all n ∈ N we have ∇u n L 2 ≥ c 4 . Suppose, by contradiction, that ∇u n L 2 → 0 as n → +∞. Recalling that {u n } n∈N is bounded, we deduce from (3.1) that
Finally, let us show that u n → u strongly in X. First, we see from (3.1) and the boundedness of {u n } n∈N in X that
Therefore, in view of the strong convergence of u n to u in W 1,2 (Ω), we get
On the other hand, the weak convergence of u n to u in X implies
Thus, subtracting (3.5) from (3.4), we get the desired strong convergence of u n to u in X.
The existence part of Theorem 1.1 is given in the following proposition.
Proposition 3.2. Assume that λ k < κ − ω 2 < λ k+1 for some k ∈ N. Then there exists a nonzero ground state solution of (1.1) with positive energy, which is critical point of E ω of saddle type.
Proof. To obtain the claim, we will show that E ω has the mountain-pass geometry. Since E ω (0) = 0, it is sufficient to check assumptions (A 1 ) and (A 2 ) below.
(A 1 ) There exists ρ > 0 and α > 0 such that
We argue by contradiction. Let ρ > 0 be arbitrary and for any n ∈ N there exists u n ∈ X such that ∆u n L 2 = ρ and E ω (u n ) < 1/n. By the Banach-Alaoglu and Sobolev theorems we may assume that u n converges (up to a subsequence) to some u ρ ∈ X weakly in X and strongly in W 1,2 (Ω). Thus, ∆u ρ L 2 ≤ ρ and E ω (u ρ ) ≤ 0 by the weak lower-semicontinuity of E ω . Moreover, u ρ is not zero. Indeed,
which yields ∇u n L 2 ≥ c > 0 for some c > 0 and all n ∈ N. Consequently, the strong convergence in W 1,2 (Ω) implies that u ρ ≡ 0 a.e. in Ω. Moreover, the inequality E ω (u ρ ) ≤ 0 leads to
Hence, applying Lemma 2.1, we can find t ρ ∈ (0, 1) such that t ρ u ρ ∈ N ω . Note that 
To this end, we take any C > 0 and split the integral over Ω as follows:
Since e −s 2 ≤ 1 for s ∈ R, e −s 2 is strictly decreasing for s ≥ 0, and due to ∆w m L 2 → 0, we obtain
as m → +∞. On the other hand, we get
for all m ∈ N, and
Indeed, to justify the last convergence, let us denote by j m (x) := χ {|∇vm(x)|>C} the characteristic function of the set {|∇v m | > C}. We show that |∇v m | j m → |∇v| j strongly in L 2 (Ω). We have
The first integral on the right-hand side converges to 0 due to the strong convergence |∇v m | → |∇v| in L 2 (Ω). At the same time, we have |∇v m | → |∇v| a.e. in Ω, and hence j m → j and |∇v| 2 (j m − j) → 0 a.e. in Ω. Therefore, applying the Lebesgue dominated convergence theorem, we deduce that the second integral on the right-hand side also converges to 0. Thus, we have obtained the desired claim. Finally, (3.6), (3.7), and (3.8) yield
Recalling that |∇v| ∈ L 2 (Ω), we let C → +∞ to conclude that lim m→+∞ |F (m)| = 0. Therefore, since w m ∈ N ω for each m ∈ N, we get
for all sufficiently large m ∈ N. A contradiction. Thus, we have shown (A 1 ).
(A 2 ) There exists ϕ ∈ X \ {0} such that ∆ϕ L 2 ≥ ρ and E ω (ϕ) < α, where ρ and α as in (A 1 ).
Recalling that κ − ω 2 > λ 1 and considering tϕ 1 , where ϕ 1 is the first eigenfunction associated to λ 1 , we get E ω (t 1 ϕ 1 ) < 0 for a sufficiently large t 1 > 0, see Lemma 2.1.
Hence, E ω has the mountain-pass geometry. Moreover, Lemma 3.1 implies that E ω satisfies the Palais-Smale condition. Consequently, applying [15, Theorem 6 .1], we see that E ω possesses a mountain-pass-type critical point u such that
where α is given in (A 1 ) and
Let us show that u is a ground state solution of (1.1). Indeed, suppose, by contradiction, that there exists a solution v such that E ω (v) < E ω (u) = β. According to Lemma 2.1, we can find t 2 > 0 such that E ω (t 2 v) < 0. Taking g(s) = s t 2 v, we see that g ∈ Γ and max
E ω (g(s)) = E ω (v) < β, which contradicts the definition of β.
Remark 3.3. The ground state solution u of (1.1) obtained in Proposition 3.2 is a solution of the minimization problem
(3.10)
Indeed, if we suppose, by contradiction, that there exists v ∈ N ω such that E ω (v) < E ω (u) = β, then, as at the end of the proof of Proposition 3.2, we can consider g(s) = s t 2 v ∈ Γ, where t 2 > 0 is such that E ω (t 2 v) < 0. Therefore, by Lemma 2.1, max
which contradicts the definition of β.
Remark 3.4. Actually, it follows from Proposition 3.2 and Lemma 2.3 that any nonzero critical point u of
, where β is the ground state level given by (3.9).
Multiplicity of solutions
The multiplicity result of Theorem 1.2 follows from the following proposition.
Proposition 4.1. Assume that λ k < κ − ω 2 < λ k+1 for some k ∈ N. Then E ω has at least k nonzero saddle-type critical points with positive energy.
Proof. To prove the result we will apply the abstract critical point theorem [3, Theorem 2.4] which is an improvement of [2, Theorem 2.23]. Recall that E ω is even, E ω (0) = 0, and E ω satisfies the Palais-Smale condition in (0, +∞) by Lemma 3.1, see [3, p. 984] . Therefore, to apply [3, Theorem 2.4] it suffices to show the existence of two closed subspaces W and V of X with codim V < +∞, and three constants ρ > 0, γ > α > 0 such that
Let V := X. Evidently, codim V = 0. Moreover, (i) is identical to (A 1 ) of Proposition 3.2 and hence (i) is satisfied.
In order to specify W , consider the basis {ϕ 1 , ϕ 2 , . . . } for X of orthonormal eigenfunctions of the problem (2.2), see Section 2. Let us set W := span{ϕ 1 , . . . , ϕ k }, where k ∈ N is given by the assumption, and verify (ii). Note that dim W = k, any u ∈ W has the form u = k i=1 α i ϕ i , and in view of the orthogonality of eigenfunctions
Therefore, since λ k < κ − ω 2 , there exists t 0 > 0 such that for any u ∈ W with ∆u L 2 ≥ t 0 we have
At the same time, it is evident that there exists sufficiently large γ > 0 such that E ω (u) < γ for any u ∈ W with ∆u L 2 ≤ t 0 . The combination of the last two facts gives (ii). Thus, we apply [3, Theorem 2.4] to deduce that E ω possesses at least k distinct critical points of saddle type whose critical levels belong to [α, γ].
Regularity
In this section, we will show C 4,γ (Ω)-regularity of solutions obtained in Propositions 3.2 and 4.1. Recall that we assume ∂Ω ∈ C 4,η . In the case X = W 2,2 0 (Ω), this regularity follows from [12, Theorem 1] . Therefore, we will prove this result for
Then any solution of (1.1) belongs to C 4,γ (Ω) for some γ ∈ (0, 1).
Proof. Let u ∈ X be a weak solution of (1.1). We rewrite (1.1) as
where
Note that f ∈ L 2 (Ω). Indeed, we have ∆u ∈ L 2 (Ω), and for the first term in (5.2) we can write div e −|∇u| 2 ∇u = e
Therefore, using the estimates e −s 2 (1 + 2s 2 ) ≤ 2 and |∂u/∂x i | ≤ |∇u| for i = 1, . . . , N , we get
which shows that div e −|∇u| 2 ∇u ∈ L 2 (Ω).
Now we perform the following bootstrap argument.
Step 1. Let f ∈ L s i (Ω) for some s i ≥ 2, i = 0, 1, 2, . . . , and s 0 = 2. Then we can apply [10, Theorem 2.20, p. 46] to (5.1) by taking p = s i , k = 4, m = 2, m 1 = 0, m 2 = 2. This theorem implies the existence of a unique strong solution w ∈ W 4,s i (Ω) for (5.1) subject to Navier boundary conditions. Since the homogeneous problem
with Navier boundary conditions admits only a trivial weak solution (v = 0), we deduce that w is a unique weak solution of (5.1), that is, w ≡ u a.e. in Ω and hence u ∈ W 4,s i (Ω).
Step 2. If N < 2s i , then go to Step 3. If N > 2s i , then we have
. This implies that f ∈ L s i+1 (Ω) as it follows from (5.3). Set i := i + 1 and go to Step 1. Notice that the case N = 2s i can be handled analogously by taking an arbitrary s i+1 ∈ (s i , +∞). We omit the details.
Step 3. Recall that W 4,s i (Ω) ֒→ C 2,τ (Ω) for some τ ∈ (0, 1) whenever N < 2s i . Therefore, we see that u ∈ C 2,τ (Ω). Consequently, f ∈ C 0,µ (Ω) for some µ ∈ (0, 1), and hence [10, Theorem 2.19, p. 45] implies that u ∈ C 4,γ (Ω) for some γ ∈ (0, 1).
Let us show that Step 2 will lead to Step 3 after a finite number of iterations. Since s 0 = 2, we have s 1 = 2N N −4 , and we can find k ∈ N such that s 1 > N 2k . Then, it is not hard to see that
and hence
Step 2 leads to Step 3 after k iterations.
Comparison with approximative problems
In this section, we illustrate that existence results for the approximative problems (1.5) and (1.6) are substantially different from the existence results for the original problem (1.1).
First approximative problem
We consider the equation (1.5):
subject to Dirichlet or Navier boundary conditions (1.7) or (1.8), respectively. The energy functional associated with (1.5) is defined by
Even if the last integral is well-defined in the space X for any N ≤ 4, we treat the case N ≤ 3 only.
Proposition 6.1. Let N ≤ 3. Then for any ω ∈ R and κ > 0, (1.5) has a ground state solution u satisfying E 1 (u) > 0, which is a critical point of E 1 of saddle type.
To prove Proposition 6.1, consider the functional
and the Nehari manifold corresponding to (1.5) :
First we need the following lemma.
Lemma 6.2. For any u ∈ X \ {0} there exists a unique t u > 0 such that t u u ∈ N . Moreover, t u is a point of global maximum of E 1 (tu) with respect to t > 0, and E 1 (t u u) > 0. Furthermore, if N ≤ 3, then for any c > 0 there exists u c ∈ N such that E 1 (u c ) > c.
Proof. Let us fix any u ∈ X \ {0} and consider the fibering functional
It is not hard to see that there exists a unique t u > 0 given by
such that ∂ ∂t E 1 (tu) = 0 at t = t u , which implies that t u u ∈ N . Further, analyzing directly the fibering functional, we derive that t u is a point of global maximum of E 1 (tu) and E 1 (t u u) > 0.
To prove the last assertion we assume, without loss of generality, that 0 ∈ Ω, and take any u ∈ C ∞ 0 (R N ) such that supp u ⊂ B ⊂ Ω, where B is a sufficiently small ball centered at the origin. Finding t u by (6.2) and substituting it to (6.1), we get
Consider now the function u σ defined by u σ (x) := u(x/σ) for σ ∈ (0, 1). We see that u σ ∈ C ∞ 0 (B). Moreover, we obtain
Therefore, recalling that N ≤ 3, we deduce that for any c > 0 there exists sufficiently small σ > 0 such that t uσ u σ ∈ N satisfies E 1 (t uσ u σ ) > c.
Corollary 6.3. Any nonzero critical point of E 1 has positive energy.
Proof of Proposition 6.1. Consider the minimization problem
To prove the proposition it is sufficient to show that for any ω ∈ R and κ > 0,Ê 1 is achieved and any corresponding minimizer is a ground state solution of (1.5). From Lemma 6.2 it readily follows that N = ∅. Thus, there exists a minimizing sequence {u n } n∈N ⊂ N forÊ 1 . First we show that {u n } n∈N is bounded in X. Suppose, by contradiction, that ∆u n L 2 → +∞ as n → +∞. Then, by the Nehari constraint Q(u n ) = 0, we get
This implies that
which contradicts a minimizing property of {u n } n∈N . Thus, {u n } n∈N is bounded in X and hence u n converges, up to a subsequence, to some u ∈ X weakly in X and strongly in W 1,2 (Ω) and W 1,4 (Ω), since N ≤ 3, cf. Section 2. The embedding W 2,2 (Ω) ֒→ W 1,4 (Ω) implies the existence of c 1 > 0 such that
Then, by the Nehari constraint Q(u n ) = 0, we have
L 4 for all n ∈ N. Therefore, we conclude that ∇u n L 4 > c 2 > 0 for some c 2 > 0 and all n ∈ N, that is, u ≡ 0 a.e. in Ω, due to the strong convergence u n → u in W 1,4 (Ω).
Let us show now that u n → u strongly in X. Suppose, by contradiction, that
Recalling that u n → u strongly in W 1,2 (Ω) and W 1,4 (Ω), we get Q(u) < 0. However, from Lemma 6.2 we know that there exists t u ∈ (0, 1), such that t u u ∈ N . Since t un = 1 for each n ∈ N and t un is a point of global maximum of each E 1 (tu n ) with respect to t > 0, we havê
which is impossible. Hence, u n → u strongly in X and u ∈ N . Finally, let us show that u is a critical point of E 1 . Indeed, applying the Lagrange multiplier rule (see, e.g., [17, Theorem 48 .B]), we obtain ν 1 , ν 2 ∈ R such that |ν 1 | + |ν 2 | > 0 and
′ (u), ϕ = 0 for all ϕ ∈ X.
Proposition 6.5. Let N ≥ 1. Then for any ω ∈ R there exists sufficiently large κ > 0 such that E 2 possesses a nonzero global minimizer u with E 2 (u) < 0.
Proof. Consider the first eigenfunction ϕ 1 of the problem (2.2). Since ϕ ∈ C 4 (Ω), we have E 2 (tϕ 1 ) = (λ 1 + ω 2 )t 2 2 Ω |∇ϕ 1 | 2 dx − κt 4 4 Ω |∇ϕ 1 | 4 dx + κt 6 12 Ω |∇ϕ 1 | 6 dx.
For any ω ∈ R there exist κ > 0 (large enough) and t > 0 such that
Moreover, it is not hard to show that E 2 is weakly lower-semicontinuous and coercive in X for N ≤ 3 and in X ∩ W 1,6 (Ω) for N ≥ 4. Therefore, the direct method of calculus of variations implies the existence of a global minimizer u of E 2 and (6.3) entails E 2 (u) < 0.
Remark 6.6. The result of Proposition 6.5 states that a ground state solution u of the problem (1.6) for sufficiently large κ > 0 satisfies E 2 (u) < 0 and it is not a critical point of saddle type, in contrast with problems (1.1) and (1.5).
Conclusions
We proved the existence, nonexistence, and multiplicity results for the stationary Zakharov equation (1.1) in a bounded domain. We also discussed approximative problems (1.5) and (1.6) considered previously in the literature and found striking differences among all of these problems.
In particular, our nonexistence result states that there are no nonzero solutions of (1.1) for ω 2 large enough. Analysis of the Nehari manifold similar to that from Section 2 indicates a nonexistence result for large ω 2 when we consider nonzero solutions of (1.1) in the entire space R N decaying at infinity. Let us emphasize that corresponding physical models should possess similar nonexistence property as it was observed, e.g., in [8, p. 86] . However, a model described by (1.5) does not have this property as shown in Proposition 6.1. See [5] for the entire space case R N .
Another difference is that ground state solutions of (1.1) and (1.5) are saddle-type critical points of associated energy functionals, but the ground state solution of the second approximative problem (1.6) can be a global energy minimizer. Moreover, critical energy levels for the original problem (1.1) and approximative problems (1.5) and (1.6) exhibit different properties. Namely, the critical levels associated with (1.1) are bounded, see Remark 3.4, whereas there is no such a restriction for the problem (1.5), see Lemma 6.2. Furthermore, ground state levels of (1.1) and (1.5) are always positive, while the ground state level of (1.6) may be negative.
