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Abst rac t - -Fuzzy  dynamic programming, a natural extension of classical dynamic programming, 
is of great appeal in the modeling and control of certain systems, especially those of a socio-technical 
systems nature. However, data acquisition, manipulation, and processing create immense problems to 
the systems designer interested in such realistic modeling tools. Another complication is introduced 
in the numerical implementation f these models. The usual dimensionality issues characteristic of 
conventional dynamic programming must be addressed in their fuzzy analogues. We do so for these 
problems via two variations of a fuzzy dynamic programming model of decision making in a fuzzy 
environment first proposed by Kacprzyk and then modified by Stein. We consider in particular, both 
time and space complexity problems associated with the model. (~) 1999 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
We consider the computational complexity and storage requirements of two fuzzy dynamic pro- 
gramming algorithms employed to control the evolution of a multistage deterministic system in a 
fuzzy environment. The fuzzy environment is defined as fuzzy constraints imposed on subsequent 
controls and a fuzzy goal to be attained. The optimal decision is the sequence of controls that 
maximizes the membership function of the intersection of the fuzzy constraints and the goal. In 
addition, the termination time is a fuzzy set in the control space. The fuzzy goal is a fuzzy set 
in the Cartesian product of the state space with the set of possible stopping time. 
Dynamic Programming is employed to yield a numerical solution. The first algorithm is that 
proposed by Kacprzyk [1] and the second is by Stein [2]. Although both axe correct, their 
computational complexities differ substantially. 
2. DETERMIN IST IC  DECIS ION PROCESS 
WITH FUZZY TERMINAT ION T IME 
The dynamic system under consideration is assumed to be a discrete time finite state process 
with state space X = (s, s, s , . . . ,  s). The system starts in a given state x and evolves according 
to the state transformation function x = f(x,u), where x is the current state (output) and 
u 6 U = (u, u , . . . ,  u) is the control (input) at time t. 
The fuzzy constraint sets C°,C1,... ,C N-1 are defined over U with membership functions 
#c o,pcl , . . . ,  #cN-*. Thus, #Ct(U) may be interpreted as a measure of the desirability or cost 
of using control u at t ime t. The fuzzy goal G is a fuzzy set in the Cartesian product of X 
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with (0, 1, 2 , . . . ,  N). If the process is stopped at time t while in state x, then #c(x, t) gives a 
measure of the desirability of this situation. For each control ut, t E (0, 1 , . . . ,  K, K + I , . . . ,  N), 
we have a fuzzy constraint given in the form of a membership function #c'  (ut) while the fuzzy 
goal is imposed only on the final state. The fuzzy termination time expressed in terms of #t(t) 
can be viewed as the degree to which time t is preferable as a stopping time. The set of possible 
termination times is T = (t/#T(t) > O) = (k, k + 1, . . . ,  N). 
The fuzzy decision in the Bellman-Zadeh sense then becomes 
]AD(UO,Ul,... ,UN-1) "= min(#co(uo),#cl(ul) , . . .  ,]AC.N-I(UN--1),]AGN(XN)). (1) 
We want to find an optimal sequence of controls u~, u~,. . . ,  u~v_, and the optimal termination 
time. 
For convenience, the solution is expressed by a policy function Pt such that pt(xt) = u, t = 
0,1 , . . . ,N -  1. 
The dynamic programming approach presented by Kacprzyk requires N(N + 1)/2 iterations, 
while the one proposed by Stein requires only N, and hence, it is computationally more efficient. 
Time and Space Complexity Analysis for both is attempted in the following section. 
3. KACPRZYK 'S  APPROACH 
The preceding notation remains the same except for a slight modification of the fuzzy goal 
to be attained _GtK = ]AT(tK)G tK, tK~T = (K, K + 1, . . . ,  N), which reflects the importance of 
attaining the goal at a preferred time. 
We are to find a maximizing decision, Uo, u l , . . . ,  u N_ z, such that 
#~(u~, . . . ,  U~v_l) = max {min(#co(u0),... ,  (u), #c'~-1 (xtK-1))}, (2) 
where K is the lowest possible t and N is the highest. 
The control strategy from 0 to t may be partitioned into two parts: 
1. from time 0 to time K - 1, and 
2. from time K - 1 to time t. 
Since the strategy from 0 to t will be optimal, its part from K - 1 to t - 1 must be also 
optimal. This is a direct invocation of Bellman's Principle of Optimality. Thus, equation (2) 
may be written as 
#D(U;,...,u*N_l) = max/~o'''',~N-l~ min (#CO(UO),...,#C~-2(uK_2),#GK-,(XK_I))}, (3) 
where 
#GK-1 (XK-1) = max {min(#vK-~ (UK-1), #V~ (UK),. . . ,  
tK,UK-, ..... U,K-1 (4) 
 c_,K 
In order to solve equation (4) which is a multistage optimization problem, we employ dynamic 
programming. Denoting by 
#C,K-,(XtK-i,tK) = max {min(#c,K-,(utK_i) ,#a,,- ,+,(xtK_i+z,tg)) } , 
- -  ~t  K - - i  - -  
we get the recurrence relation 
#G,K-,(XtK_,,tK) = max ~min(#c,K-,(U,K_,),#C,K-,+,(XtK_,+z,tK))~, (5) 
- -  ~K- - i  k , I -  
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where 
XtK+l-i = f (xtK- i ,  UtK-i), 
i= l ,2 , . . . , t -K+l ,  
tK = K ,K  + 1,... ,N - 1. 
The solution to this set of equations is #CK-I(XK- I , tK) .  Actually, we want to obtain the 
optimal (x) which is given by 
} 
* * ... u* The rest of the maximizing By solving equations (5) and (6), we get UK_t,Ug, , tK-I" 
controls are obtained by solving the set of recurrence equations 
#GK-,-'(XK-I-i) = max {min(/zCK-l-i(UK-l-i), #GK-, (XK-,))}, (7) 
~K- - l - - i  
where 
zK- i  = 
i=  1 , . . . ,K -1 .  
4. COMPUTATIONAL ANALYSIS OF KACPRZYK'S  MODEL 
We now examine the space and the computational complexities of the proposed algorithm. 
For storage complexity S, we assume that each variable (computer word) takes a unit of storage 
space. We may then calculate the demand 'for the storage tables during computations ignoring 
all input tables and intermediate variables dreated uring the course of processing. 
For a performance profile of an algorithm, we consider the computational complexity T, as 
a function of the basic operations• Apparently, comparison, rood operation, assignment and 
arithmetic operations may be considered as such basic operations. However, observation reveals 
that the total number of all above operations performed is roughly proportional to the number 
of comparisons. Hence, the comparison constitutes the basic operation and T of an algorithm is 
approximated by the number of comparisons• 
Assuming that the optimal termination time is t = N, we first compute and store the n values 
of 
#_aN (sl, N), #_aN (s2, Y) , . . . ,  #a_N (sn, N), (8) 
where 
#a_q_N (s~, N) = #T(N)GN (si), (9) 
and then we compute 
~GN-, (81, N) = max (min(#cN-a (UN-1), #GN (f($1, %$N-1), N))~, 
#CN-,(s2, N) = max {min(#cN-,(UN_t),#c_N(f(s2,uN-t),N))}, 
- -  uN- ,  ( i0 )  
= max N) )}  • 
~N--1  k ~ 
For each t, we perform atotal of n [2rat- 2inK - 2ra-  t -  K] operations, and we need n[t - K + 1] 
storage spaces. 
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In the optimization process, up till time (K - 1) we have utilized n[ (N  - K + 1) + (N - K) + 
(N-  K -  1) + . - .  + 2 + 1] = n(N-  K + 1) (N-  K + 2)/2 memory spaces. As we can see, the 
space complexity is of order O((N - K + 1)2). This is of order O(K2). 
Assuming that the system can be in any of the states s, s , . . . ,  s at time K - 1, we obtain 
the optimal stopping time for each case via equation (6). We perform n(N - K + 1) compar- 
isons and store the 2n values #G,¢-1 (sl), #GK-1 (s2), . . . ,  #G~-I (sn) as well as their correspond- 
ing optimal stopping times t. Then by using equation (7), we solve the recurrence quations 
#GK-1 -, ( s l ) , . . . ,  #cK- I - ,  (s~), for every i = 1, 2 , . . . ,  K - 1, and express the solutions as policy 
functions. The number of operations performed is (K -1)n(2m-1)  while the storage requirement 
is n(K  - 1). 
Depending on which is the initial state x0 and since we have all the necessary information, we 
trace back the optimal sequence of controls with the corresponding optimal stopping time. 
Concluding, we can say that the total number of operations involved is 
n(2mt  - 2mg - 2m - t + K)  + n(g  - g + 1) + (K - 1)n(2m - 1). (11) 
If we let m = n -- K = t, we can see that this is of the order O(2K3). 
5. STEIN'S APPROACH 
The basic dynamic programming formulation of the problem as proposed by Stein is the same 
except he structure of the recurrence equations that requires only N iterations of the optimizing 
process as opposed to N(N + 1)/2 required in Kacprzyk's algorithm. Although this is known as 
we pointed out in [3], the degree and nature of its superiority is not transparent. We proceed to 
perform the analysis and investigation. 
We have to maximize the expression 
min(#co (u0), (#C I (u, ) ,  . . . , (#C 'K - '  (utK-1) ,  #G(XtK,  tK ) )  
over all possible values of u0, U l , . . . ,  utK and t in {K, K + 1 , . . . ,  N}. 
We define #GN-~ (x) to be the maximum grade of membership obtainable, starting in state x, 
with at most i decisions remaining. Consequently, #GN(X) = #o(X, N)  since the process must 
terminate after N steps if it has not done so earlier. 
The dynamic programming equations are 
{ max,,eu {min(#c,,-, (u), ~a,'-,+, (f(x, u))}, 
#GN- , (x )  = max #a(x ,g  -- i). (12) 
In the first branch, the first term is the constraint on the control u and the second term is 
the maximum grade of membership in G if we continue at least one more stage. In the second 
branch, we get the grade of membership of x in the fuzzy goal G if we decide to stop immediately. 
Given the state transformation function, the fuzzy constraints, and the fuzzy goal membership 
functions, we solve the set of equations (12) and iterate N times. For all i 6 {1, 2 , . . . ,  N} and 
Vs 6 X, we perform 2mnN comparisons and store nN maximizing controls for each case--i.e., 
* Po(s . )  = Uo., Po(s l )  = ~ol . . .  
P l ( s l )  = U l l  • • P l (s . )  = ~ln,* 
: 
PN- I (81)  = u* . u* N-1,1 .. PN- I (S , )= N-X,n" 
We also store the corresponding nN values of the membership functions #cN-~(x) for i = 
1 ,2 , . . . ,N  and x 6 X = {s ,s , . . . ,  s}. Then we trace back the optimal sequence of controls 
as well as the preferable stopping time. 
The space and the time complexities are of order O(n)  and O(mn) ,  respectively. 
Since UN-1 may assume m values, in each of the n equations in equation (8), we perform 
(2m - 1) comparisons and totally n(2m - 1). Then we store the n optimal controls u that 
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maximize ach of n equations. In the next step, we compute 
#GN-2(si ,  N)  = max ~min(#CN-2(UN- -2 ) ,#GN-t ( f ( s i ,UN- -2 ) ,N) )~,  (13) 
- -  ~N- -2  
Vsi e X = {s l , s2 , . . . , s ,} .  
The same number of comparisons n(2m - 1) is required again and we store n optimal controls 
as PN-2(XN-2)  to obtain u~v_ 2. We continue similarly until we have computed #GN-K+, (Si, N), 
Vsi E X and store the n optimal controls PN-K+I(XN-K+I) to obtain U*N_K+ 1. Up to this 
point, we have performed 
n + (N - g + 1)n(2m - 1) = n[2mN - 2 rag  - 2m - N + K] (14) 
operations and we have used n[N - K + 1] memory spaces. 
We follow the same computational procedure for every t = N - 1 , . . . ,  K. Essentially, the time 
complexity is of order O((2m - 1)(N - K)). This is of order O(K2). The total storage demand 
is n(N - K + 1)(N - K + 2)/2 + 2n + n(K  - 1). This is of order O(K) .  
As we see, the difference between the earliest and the latest possible termination times is an 
important factor in the computational burden of this optimization process. 
6. CONCLUSION 
The orders of time and space complexities of the two algorithms clearly indicate that the one 
proposed by Stein is computationally more efficient, taking up O(K)  memory spaces in O(K 2) 
operations, as opposed to O(K  2) memory spaces in O(2K 3) operations in Kacprzyk's model. 
Thus, the superiority is exhibited both from the space and time complexity considerations. 
In the case of a stochastic system, the computational burden and storage requirements are 
identical for both algorithms if, in the dynamic programming formulation, the objective is to 
maximize the probability of attainment of the fuzzy goal G subject o nonfuzzy constraints. 
It should also be added as a last remark that although the fuzziness of the termination time in- 
fluences the computational spect of the optimizing process, it does not considerably decrease the 
computational efficiency of the algorithms when compared with the case of nonfuzzy termination 
time. 
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