Abstract. Peer-to-peer overlay networks provide a useful infrastructure for building distributed applications. These networks provide efficient and fault-tolerant routing and object locating within a self-organizing overlay network. This paper presents a multi-dimensional overlay network called RAQNet which is based on RAQ 1 . RAQ supports exact match queries and range queries over multi-dimensional data efficiently. Moreover, its routing cost does not depend on the dimension of the search space. In RAQNet, we have improved its original routing algorithms and extended it to have topology awareness property. In RAQNet, nodes are connected to each other if their labels are "close" to each other with respect to the topology of its underlying network. A topology match between the overlay and underlying network results in reduced routing delay and network link traffic. In comparison with RAQ, we will describe different node-join algorithms and routing table maintenance in order to provide the topology awareness. We present the experimental results through a prototype implementation of two emulated networks.
Introduction
A peer-to-peer (P2P) overlay network is a logical network on the top of its physical layer. The overlay organizes the computers in a network in a logical way so that each node connects to the overlay network through its neighbors.
Several recent systems (CAN [10] , Coral [12] , Chord [11] , Pastry [6] and Tapestry [4] ) have recently appeared as flexible infrastructure for building large P2P applications. A DHT can be built using these networks, which allows data to be uniformly distributed among all the participants in such systems.
In these overlays, any item can be found within a bounded number of routing hops, using a small per-node routing table. While there are algorithmic similarities among these overlays, one significant difference lies in the approach they take to consider topology awareness in the underlying network. Chord, for instance, does not consider topology that it rides. As a result, its protocol for maintaining
Overview of RAQ Data Structure
In RAQ, the search space is d-dimensional Cartesian coordinate space which is partitioned among n nodes of the overlay network by a partition tree. Each node has O(log n) links to other nodes. Each single point query can be routed via O(log n) message passing. In addition, RAQ supports range queries as well as single point query through O(log n) communication steps. Each node is corresponded to a region and it is responsible for the queries targeting any point in its region. Furthermore, out-degree of a node and routing cost in RAQ is not dependent on the dimension of the search space. The partition tree splits the search space with no attention to the dimension of the search space.
Space Partitioning
The partition tree is the main data structure in RAQ which partitions the search space into n regions corresponding to n nodes. Assuming r is the root of partition tree and representing the whole search space, each internal node divides its region into two smaller regions using a hyperplane equation. Although only leaves in the partition tree represent actual network nodes, each node in this tree has a corresponding region in the search space. Every network node x which corresponds to a leaf in the partition tree assigned a Plane Equation or PE to specify its region in the whole space. Each PE consists of some paired labels which is defined as
In each label, r(x) presents the distance of x from the root of the tree and p i shows the plane equation that partitions the ith region into two regions and d i determines one side of the plane p i (left or right). Every leaf node in the RAQ stores its own PE as well as the PE of its links. Using theses information, every node like x can locally recognize whether a requested query belongs to a node to the left or the right of x or to the left or right of any of its links in the partition tree. Figure 1 (right) portrays partitioning of 2-dimension search space. In figure 1 (left) , the PE of node c is [(x = 4, −), (y = 2, +), (x = 2, +), (y = 1, −)]. We use "+" and "-" in the PE of nodes to determine one side of the plane (left or right).
Network Links in RAQ
Every node has some links to other nodes of the network. Each link is the addressing information of the target node which can be its IP address and its PE. Connection rule in RAQ is based on partition tree. Consider the node x and its PE, x has link to one of node in each of these sets:
, whered i is the opposite side of d i . It is easy to show that each node has links to O(log n) nodes in RAQ.
Query Routing in RAQ
Whenever a node in the network receives a single point query, it must route the query to the node which is responsible for the region containing the point. Once the query Q is received by a node z, if destination point matched with PE of node z completely, then routing is finished. Otherwise, node z sends the query via a network link to a node y with a PE that matches the destination point at a higher level. This will go on further until the query reaches the destination node.
Design of RAQNet
In this section we modify RAQ to build a topology aware overlay network. We select node's link based on RAQ data structure and also based on topology of underlying network. Additionally, we hold more node pointers in routing tables in comparison to the basic data structure. A new routing table is also added. We thus propose different procedures for join, departure, and maintenance of RAQNet overlay in order to provide topology awareness.
Each RAQNet node has a fairly random point in a d-dimensional Cartesian search space. As in RAQ, search space is a logical space that is divided among network nodes and each node is responsible for responding to the queries matching with its PE. We suppose that PE of nodes are strings and contains some paired label as we mentioned before. We enforces some constraints on the plane equations that a node may choose when it joins the network and splits another region node. These constraints cause the PE of nodes remain simple after node's join or departure. The constraints that we enforce are the following: that may be assigned to an internal node depending on the depth of that node. If A is an internal node, the plane equation assigned to A must be of the form x i = c for an arbitrary value of c, that is for any given i, all of the nodes whose depth numbers are i are assigned plane equations of the form x i = c, so that regions can be re-merged when node leaves the overlay. For a 2-d search space, All the internal nodes which are in depth i split the search space along dimension X.
This implies that whenever a new node joins the RAQNet and divides the region of another node which leads to a new internal node, the plane equation of that internal node must obey the above constraints.
Routing Tables in RAQNet
The routing state maintained by each node consists of a routing table and a hop table. Each entry in the routing tables contains the PE and IP address of a node. columns, where t is a configuration parameter with typical value of 2. The entry in rth row and nth column of the routing table refers to a node whose PE that shares the first r labels with the local node's PE, and its (r + 1)th label of node's PE, corresponds to plane like x r+1 = c. All entries in row r were sorted increasingly according to values of (r + 1)th label of PE. Figure 2 depicts a sample routing table. This routing table is similar to those used by Tapestry [4] and RRR [5] . Each entry in the routing table contains the IP address of one of potentially many nodes whose PE have the appropriate prefix; in practice, a node is chosen that is close to the local node, according to the topology of underlying networks. We will show in 3.3. 
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Query Routing
At each routing step, the current node usually sends the query to a node whose PE shares at least one label longer with the destination point than the prefix with the local node's PE. If no such node is known, the query is sent to a node whose PE is closer to the destination point and shares a prefix with the destination point having the same length. If there is no such node, the query is delivered to the local node because it is closest node to the destination point. Before sending a query to the one of the nodes in rth row , we search for the proper node whose (r + 1)th label of its PE is also matched with the destination point.
Neighbor Selection Based on Topology Awareness
This section focuses on topology aware property. RAQNet seeks to exploit topology awareness from the underlying network in order to fill its routing table rows Let
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P laneEquationMatch(z, l) ≥ r effectively. Hence, any node with the required prefix in PE can be used to fill an entry, topology aware neighbor selection selects the closest node in the underlying network among nodes whose PE have the required prefix. Topology awareness relies on a proximity metric that indicates the "distance" between any given pair of nodes. The choice of a proximity metric depends on the desired quality of the resulting overlay (e.g., low delay, high bandwidth). Our proximity metric in RAQNet overlay network is round trip time.
Topology aware neighbor selection was first proposed in PRR [5] and pastry [6] . In RAQNet, the expected distance traveled in the beginning routing hop is small and it increases at each successive routing step. Because the number of nodes decreases with the increasing length of the prefix match between their PE and the destination point.
Node Join
When a new node ,x , joins the overlay, it chooses a fairly random point X in the search space and contacts an existing close node e sending its join request. The close node e can be found using IP multi-cast in some applications or the algorithm described in Section 3.7. RAQNet uses the join mechanism similar to pastry [6] as follows.
Node e routes join request using X as the query, and x gets the first row of its routing table and first label of its PE from the node e. Then e forwards the join request to the second node which sends second row of its routing table and second label of its PE to x and so forth. We will show that x's resulting routing table is filled with close nodes if node e is close to x, according to the proximity metric.
We assume that triangle inequality holds in the proximity space and entries of each node's routing table refers to overlay nodes close to itself according to proximity metric.
x is close to e because we search for a close node to send join request. Also, the nodes in the first row of e's routing table are close to e. Due to triangle inequality, these nodes are also close to x. This holds for the next rows in the same way.
It is also important to update other node's routing tables to ensure that they are filled with close nodes after new nodes join the overlay network. Once x has initialized its own routing table, it sends the each row of its routing table to each node that appears as an entry in that row. This causes both to announce its attendance and to spread information about new nodes that joined before. Each node receives a row then checks the nodes in the row to measure if x or one of the entries is closer than the corresponding entry in its own routing table, and updates its routing table properly. This procedure ensures that routing tables filled with close nodes. Additionally, x and the nodes that appear in nth row of x's routing table form a group of 2 t close nodes whose PEs share in the first n labels. It is clear that these nodes need to know of x's entrance since x may displace a more distant node in one of the node's routing tables. In an opposite way, a node with same prefix in the first n labels of its PE that is not a member of this group is more distant from the members of the group, and therefore from x. Thus, x's entrance is not likely to affect its routing table and it does not need to be informed of x's entrance.
Node Departure
According to RAQ [1] , each node has departure links to the nodes which have links to it. When a node decides to leave overlay, it informs their neighbors by departure links. All nodes that receive this message, mark their corresponding entry in the routing table. Instead of using a marked entry to route a query, RAQNet routes the query to another node in the same row whose PE also matches the destination point. If the next node has a proper entry that matches the next label of the destination point, it automatically informs the previous node of that entry. The next node is usually an entry in the same row as the failed node. If that node provides an alternative entry for the failed node, its expected distance from the local node is low since all three nodes were member of the same group of close nodes with same PE prefix. If no replacement node is supplied by the next node, a replacement is found by triggering the routing table maintenance task, which is described next.
Routing Table Maintenance
Whenever an overlay node could not find an alternative entry for its failed entry, it triggers the maintenance procedure to handle this problem.
Another concern is that deviations could cascade and lead to a slow deterioration of the topology aware properties gradually. To prevent a deterioration of the route quality, each node runs a periodic routing table maintenance task (e.g., every 20 minutes). The maintenance task performs the following procedure for each row of the local node's routing table. It selects a random entry in the row, and requests a copy of associated node's row. Each entry in that row is compared to the corresponding entry in the local routing table. If they differ, the node probes the distance to both entries and puts the closest node in its own routing table.
Locating a Nearby Node
When a new node x want to join to overlay, it should contact the close node e around itself to fill its routing table with close nodes properly. Karger et al [8] proposed an algorithm to find close node but this would require maintaining additional information. In Figure 4 we describe an algorithm to find a close overlay node to x. This algorithm is interesting because it does not need any other information beyond the routing 
Fig. 4. Finding near node
This algorithm exploits position of node in the network. In each step, distance of all nodes in the same row is checked in order to find closer node from joining node. This is achieved bottom up by picking the closest node at each level and getting the next level from it. This performs a constant number of probes at each level but the probed nodes get closer at each step. The last phase repeats the process for the top level until there is no more progress. As it was showed in RAQ, routing tables have log n rows. Hence, the complexity of this algorithm is O(log n) too (n is number of nodes in the overlay network).
Experimental Results
In this section, we present experimental results quantifying the performance of topology aware neighbor selection in RAQNet under realistic conditions. The results were obtained using a RAQNet implementation running on top of a network simulator, using Internet topology models. The RAQNet parameter was set to d = 2. Higher dimensions can be used without imposing extra over-head because routing mechanism of RAQNet does not depend on the dimension of the search space. Our results obtained with a simulated RAQNet overlay network of 10,000 nodes.
Network Topologies
Two simulated network topologies were used in the experiments. In the "Sphere" topology nodes are placed at uniformly random locations on the surface of a sphere with radius 1000. The distance metric is based on the topological distance between two nodes on the sphere's surface. However, the sphere topology is not realistic, because it assumes a uniform random distribution of nodes on the Sphere's surface, and its proximity metric satisfies the triangulation inequality. A second topology was generated by the Georgia Tech transit-stub network topology model [9] . The round trip delay (RTT) between two nodes, as provided by the topology graph generator, is used as the proximity metric with this topology. As in the real Internet, the triangle inequality does not hold for RTTs among nodes in the this topology. Our experimental results are significantly good for both topologies although our assumption of triangle inequality does not hold for the second topology.
Routing Hops and Distance Ratio
In the first experiment, 200 lookup queries are routed using RAQNet from randomly chosen nodes, using a random point. Figure 5 (left) shows the number of RAQNet routing hops and the distance ratio for the sphere topology. Distance ratio is defined as the ratio of the distance traveled by a RAQNet query to the distance between its source and destination nodes, measured in terms of the proximity metric. The distance ratio can be interpreted as the penalty, expressed in terms of the proximity metric, associated with routing a query through RAQNet instead of sending the query directly in the Internet.
Two sets of results are shown. "RAQ" shows the corresponding experimental results with RAQ. "RAQNet" shows results of experiments in RAQNet overlay network. According to analysis in RAQ [1] , the expected number of routing hops is slightly below log 10000 2 = 6.64 and the distance ratio is small. The reported hop counts are independent of the network topology, therefore we present them just for the sphere topology. (where r is the radius of the sphere). Figures 6 (left) shows the same results for the GT-ITM topology respectively. Due to the nonuniform distribution of nodes and the more complex proximity space in this topology, the expected distance in each following routing step still increases monotonically. However, the node join algorithm continues to produce routing tables that refer to close nodes, as indicated by the modest difference in hop distance to the routing tables in the first three hops.
Figures 6 (right), and 7 (left) show raster plots of the distance query travel in RAQNet, as a function of the distance between the source and destination nodes, for each of the two topologies. Queries were sent from 50 randomly chosen source nodes to random destination points in this experiment. The mean distance ratio is shown in each graph as a solid line. The results show that the distribution of the distance ratio is relatively firm around the mean. Not surprisingly, the sphere topology produces the best results, because of its uniform distribution of nodes and the geometry of its proximity space. However, the far more realistic GT-ITM topology produces still good results, with a mean distance ratio of 1.63, a maximal distance ratio of about 8.3, and distribution that is fairly firm around the mean.
Overhead of Node Join Protocol
In this section, we measure the overhead incurred by the node join protocol to preserve topology awareness in the routing tables. We measure this overhead in terms of the number of probes, where each probe corresponds to the communication required to measure the distance according to the proximity metric between two nodes. Of course, in our simulated network, a probe simply involves looking up the corresponding distance according to the topology model. However, in a real network, probing would likely require at least two message exchanges. The number of probes is therefore a meaningful measure of the overhead required to maintain the topology awareness. Figure 7 (right) shows the maximum, mean and minimum number of probes performed by a node joining the RAQNet overlay network. This overhead is independent of number of nodes which we varied from 1,000 to 5,000 nodes. In each case, the probes performed by the last ten nodes that joined the RAQNet overlay network were recorded. It is assumed here that once a node has probed another node, it stores the result and does not probe again.
Conclusion
This paper presented a new multi-dimensional topology aware overlay network and analysis as well as an experimental evaluation of the RAQNet. A refined protocol for node joining and node failure recovery achieves in order to provide topology awareness in RAQNet overlay network. Experimental results showed that topology aware properties can be achieved with low overhead in network topologies. Additionally, simulations on two different Internet topology models show that these properties can hold in more realistic network topologies. The results also show that considering topology awareness can be provide a significant performance improvement relative to topology unaware routing.
