An improved multi-sensor orderly PHD convolution particle filtering algorithm is proposed to handle multi-sensor multi-target 
1．Introduction
Multi-sensor multi-target tracking [1] is widely used in ballistic missile tracking, air traffic control and other military and civilian fields. Its main role is to get the status of each goal from the measurements of uncertain correspondence with the target and estimate the number of the time-varying target in real time. In this issue, the disappearance of the target, the emergence of new goals, the split of objectives and the number of goals keep changing as time goes, and due to the presence of detection uncertainty and clutter, the number of observations also changes over time. The key question to the traditional multi-target tracking [2] is how to conduct a real-time and efficient data association. A lot of multi-target tracking algorithms cored of data association have been proposed at home and abroad, such as the probabilistic data association (PDA) [2] , the joint probabilistic data association (JPDA) [3] , multiple hypothesis tracking (MHT), etc [4] . But JPDA calculation is very complicated in strong cluttering environment and the real-time nature of MHT algorithm is not high.
In this paper, an orderly particle PHD Convolution particle filtering algorithm is proposed on the basis of the study with SMC-PHD [5] [6] , it is mainly used for the centralized fusion system and achieves the purpose of multi-sensor multi-target tracking by choosing the importance density function on multi-sensor with each sensor loop sampling and particles of all layers updating. At the same time, the introduction of the convolution particle filter [7] [8] avoids the calculation of the likelihood function, reduces the reliance of the measurement noise probability distribution of the particle update and finally extracts the target state value by erasing (CLEAN) [9] . The simulation results show that the algorithm can enhance the tracking performance compared with single sensor PHD tracking model.
2．PHD particle filter
PHD, probability hypothesis density filter [10] for recursive computation of a random set which is the first moment of multi-target posterior probability density, belongs to a random set of optimal Bayesian multi-target filtering. However, the PHD recursive process usually can't get the analytical solution. PHD particle filter approximately calculates the multi-dimensional integral form in PHD recursion by Monte Carlo method, conducts the PHD recursion in the form of transferring and updating weighted particles. The PHD speed deduction [11] is realized with particle filter as the following.
Step 1: initialization [12] 
x w  to characterize the priori probability 
Step 2: The prediction step Use Monte Carlo method to express the recursive PHD prediction equation in the form of weighted particles [5] , [13] [14] [15] :
In the formula, k x is the single-target state vector of moment k,   , s k p  is the survival probability of the target:
is the transition density of the single target state. For importance sampling, write formula (2) as
In the formula, k 
In the formula, 1 k L  is number of particles of survived target, k J is the number of particles of newborn target and the symbol "  " means sampling from the proposed density.
Step 3: Update step
From the particle prediction, we get the approximation of PHD predictive value
update the weights of the particles to estimate the PHD function ,we get the results
We get the approximate current time PHD particle set
Step 4: the number of targets and target state estimation Accumulate weights of all particles to an estimated value of the number of targets, namely
Use clustering algorithm to cluster the particles, select the front / k k N highest peak corresponding state from the particles, and then get the multi-target state estimation.
Step 5: resampling
Resampling the particle set
x w N  , the weights of particles after resampling multiplied by the number of target lead to a readjustment, and then get the particle set 3 ． PHD convolution particle filtering algorithm on the basis of unknown measurement noise distribution SMC-PHD algorithm has the following deficiencies: (l) simple particle filtering algorithm takes a long time, the calculation of the likelihood function requires a lot of computing time; (2) does not apply to multi-sensor tracking target; (3) estimated by the iteration of the PHD shape to be irregular due to the complexity of multi-target tracking and the influence by clutter in the observation sequence, will make it difficult to be fitted into the function of Gaussian and mean of each peak position, EM algorithm extracting the peak will make a big error. Ways to address these deficiencies must meet the following three points: (l) the idea of ordered filtering must be applied in multi-sensor tracking multiple targets; (2) avoid updating the particle weights by calculating the likelihood function; (3) extract the state of the target with other information instead of spatial information of the particles.
multi-sensor multi-target ordered probability hypothesis density tracking algorithm
The document [16] applies the idea of ordered filtering in the centralized fusion system, as shown in Figure 1 . Particle filter improves the precision of the filter and the idea of ordered filter can be throughout the PHD filter to realize multi-sensor multi-target PHD tracking, to solve the problem of extension from single sensor to multi-sensor, to improve the tracking accuracy.
Extended to the multi-sensor from a single sensor by the idea of orderly filtering is not only update in the form of product, it is mainly based on the choice of importance density function, for the new target particles, they need to be generated from the target spatial sampling, while the targeting particles require sampling from the former sensor before the moment, and then update by the sensor. Resampling process is not the conventional particle filter which is normalized to itself but also related to the standardization of the goal estimation of all time, and then resampling.
The choice of importance density function
By formula (6), (8), we can see 
Measurement of multi-sensor model can be expressed as union measurement from each sensor which is [1] [ ] 1 1 1 ...
The importance density function of the remaining particles at
, assuming that each sensor measurement is independent of each other, it can also follow the choice of the importance density function in the document [16] :
New particles produced at time k: So that when 1 m  , formula (11) degenerates into the SMC-PHD, a single sensor tracking. According to equation (10), (11) (12), it can be extended into the multi-sensor ordered particle PHD filter approach which is similar to the ones in the document [16] [17] . For the first m sensor, the prediction and measurement update of the previous 1 m  sensors are equivalent to 1 m  times forecast of the consideration of the latest measurement, adjust these particles based on large amounts of measurement to improve the particle distribution.
PHD particle update of Convolution particle filter
The preceding analysis shows that the SMC-PHD algorithm is often difficult to accurately obtain the probability distribution, assuming the noise distribution is not accurate, the algorithm performance will be a serious decline, it is an effective way to update the particle avoiding the likelihood function calculation in the multi-dimensional measurement space. In this paper, the kernel estimation theory [7] [8] overcomes the dependence on the measurement likelihood of the Bayesian algorithm.
Convolution particle filter
Density function of the single-target filter based on Bayesian framework is expressed as
Formula (13) is rewritten in order to avoid calculating the likelihood function
Among them,   
In the formula,
Particles after the update form approximate current time PHD particle set
The target state extraction of PHD particle filter
When target state extraction [9] is going on with CLEAN technology, at the very beginning it is looking for the largest weight, and the particle whose weight is larger than this target will be as the target state estimation, and it will erase the corresponding part of the target weights to clear the influence of sub-the weight of the particle, and then search the rest of the particles and their weights to look for the maximum weight to find the next target and the states of / k k N targets. In this process, if the weight of a single particle is insufficient to form the target weights, then collect the neighborhood weight centered on the particle with the current maximum weight as the target weights, while the target state is to take the weighted average of the neighborhood of particles [18] .
CKUPC-PHD algorithm steps
Ordered particle PHD filter includes the processing and handling of the existing and the newborn particles, divided into the following three specific sections (Figure 2 ):
Figure 2: Orderly PHD convolution particle filtering flowchart Overall, the ordered particle PHD filter takes full advantage of repeated sampling and measurement update of the multi-sensor to improve estimation accuracy. What is different from the particle filter is that the sum of the weights equal to the estimated number of targets, which is because the measure of the probability hypothesis density is the number of targets each status value that contains. 
5．Conclusions
In this paper, a multi-sensor ordered PHD convolution particle filtering algorithm is proposed for multi-sensor multi-target tracking problem under the condition of asynchronous sampling. The sampling points in a fusion cycle are mapped to the timeline of the fusion center at first. According to the sequence of measured value, state equations within two adjacent intervals are fused to model the state of the sampling interval, and then the convolution particle filtering method is introduced which has avoided calculating likelihood function in multi-dimensional measurement space. Finally the state values of targets are extracted by CLEAN technology. Analysis and simulation results show that: the new algorithm can effectively track multi-target under the asynchronous condition of multi-sensor, compared with SMC-PHD, CKUPC-PHD has higher robustness and stability.
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