Abstract. In this paper we consider the following SDE with distributional drift b:
where W is a d-dimensional standard Brownian motion on some complete filtered probability space (Ω, F , (F t ) t 0 , P), and σ : where (b n ) n∈N is any mollifying approximation sequence of b, and the limit is taken in the sense of u.c.p (uniformly on compact sets of time variable in probability). Suppose now that b ∈ H −α,p for some α > 0 and p > 1, where H −α,p is the usual Bessel potential space. To show the existence of the above limit, one possible way is to prove the following Krylov's type estimate: for any f ∈ C ∞ ∩ H −α,p and T > 0, In fact, if the above estimate is proven, then applying it to b n − b m , one sees that · 0 b n (X s )ds will converge to a continuous adapted process denoted by A b t . In order to show the above estimate, we need a better understanding for the following associated PDE
where λ > 0, a i j := σ ik σ jk /2 and L a u := a i j ∂ i ∂ j u. Here and below, we use the usual Einstein's convention for summation: The same index appearing in a product will be summed automatically. In the sequel, in order to emphasize the dependence on σ, we sometimes write L σ := L a . Notice that the term b · ∇u in (1.3) should be understood in the distributional sense.
Since the limiting process t → A b t is usually not absolutely continuous (even not of finite variation) with respect to the Lebesgue measure, if there is no additional information of A b t , it is in general hard to show the uniqueness, even in weak sense. In this aspect, in one dimensional case, when b is the derivative of a γ-order Hölder continuous function with γ ∈ ( 1 2 , 1), and σ is 1 2 -order Hölder continuous and bounded below by a positive constant, by using the scaling function s(x) = x 0 exp y 0 2b(z)/σ 2 (z)dz dy, Bass and Chen [2] showed the existence and uniqueness of strong solutions to SDE (1.1) in a special class of Dirichlet processes. Therein, they used the famous Yamada-Watanabe's pathwise uniqueness result about one-dimensional SDE with 1 2 -order Hölder continuous σ. We also refer to [6, 9, 10, 20, 12, 13] for more results about one dimensional SDEs with distributional drifts.
However, in the multi-dimensional case, solving SDE (1.1) with singular drift b becomes quite involved. When b ∈ L p (R d ) for some p > d, the unique strong solution was constructed by Krylov and Röckner in [19] . We also mention that the strong well-posedness of SDE (1.1) driven by multiplicative Brownian noise was studied in [23, 25, 26] . For distributional drift b, recently, Flandoli, Issoglio and Russo [8] showed the existence and uniqueness of "virtual" solutions (a class of special weak solutions) of SDE (1.1) when σ ≡ I d×d and b ∈ H −α,p , where α ∈ (0, 1 2 ) and p ∈ ( ∆. For λ being large enough, one can show that Φ is a C 1 -diffeomorphism of R d . By Itô's formula formally, it is easy to see that Y t = Φ(X t ) solves the following new SDE:
Since this new SDE admits a unique weak solution, X t := Φ −1 (Y t ) is in turn defined as the solution of SDE (1.1) in [8] (called "virtual" solution therein). The above Φ is usually called Zvonkin's transformation (cf. [27] ). It is noticed that the time-dependent drift b is considered in [8] so that they need to solve parabolic equation rather than elliptic equation with distributional drift b. Unfortunately, it is not answered whether the above constructed X really solves SDE (1.1) in the sense described in (1.2).
The first purpose of this paper is to give an affirmative answer to the above question. We outline the main points. In order to show the existence of a solution in the sense of (1.2), we consider the following mollifying SDE: dX n t = σ(X n t )dW t + b n (X n t )dt, X n 0 = x, where b n = b * ρ n is the mollifying approximation of b. By solving PDE (1.3) and utilizing Zvonkin's transformation, one can show the tightness of the law of X n in continuous function space C equipped with locally uniform convergence topology. Thus it remains to identify the weak limiting probability measure P. As mentioned above, the crucial point is to prove the following Krylov's estimate for P: for any f ∈ C ∞ ∩ H −α,p and T > 0,
where w s is the coordinate process over C. Such an estimate together with the above transformation Φ will also lead to the weak uniqueness or the uniqueness of martingale solutions. To achieve this aim, we need to tackle the following interesting question: Find minimal conditions on Φ such that for some
Obviously this is a purely analytic problem, which has independent interest. In particular, the above estimate implies that T Φ ( f ) := f • Φ is a bounded linear operator from H −α,p to H −α,p . We shall show it in Lemma 3.4 below by using a duality argument. It should be emphasized that our well-posedness result about SDE (1.1) (see Theorem 2.6) allows the drift b being in the critical space H −1/2,p . Notice that this case is not covered in [2] and [8] , and which requires a delicate analysis for PDE (1.3). Indeed, much effort is devoted to treating the critical case α = 1/2 (see Theorem 4.8 below). Roughly to say, due to b ∈ H −1/2,p , in order to make sense for b · ∇u, we need to at least assume u ∈ H 3/2,p . Thus L a u and b · ∇u has the same order at scaling level. This is the source of the difficulty. We mention that Bass and Chen in [3] studied the weak well-posedness of SDE (1.1) when b belongs to some generalized Kato's class, in particular, some measure-valued b is allowed.
After showing the well-posedness of SDE (1.1), we would also like to ask the following question: Is there a density for X t ? If yes, can we obtain two-sided and gradient estimates? In fact, the answers to these questions are consequences of Zvonkin's transformation. In other words, if the transformed SDE has a density and two-sided estimates, then the original SDE also has a density and two-sided estimates. Thus, one can construct the heat kernel of operator L a +b · ∇ with distributional drift b. Notice that when b belongs to certain Kato's class, the heat kernel of L a + b · ∇ was constructed in [24, 4] by a perturbation argument. If it is not possible, it seems hard to use the same perturbation method to study the heat kernel of L a + b · ∇ when b is a distribution. Moreover, we also study the ergodicity of SDE (1.1) with b = b
(1) + b (2) , where b (1) is the dissipative part and b (2) ∈ H −α,p is a distribution. This is a continuation of work [23] . Therein, when b (2) ∈ L p for some p > d, the ergodicity is obtained by Zvonkin's transformation. It should be noticed that for the existence of invariant measures of SDE (1.1) with distributional drift b, a direct Lyapunov criterion (Itô's formula) is not applicable. This paper is organized as follows: In Section 2, we state our main results after giving the conceptions of martingale solutions and weak solutions, and showing their equivalence. In Section 3, we prepare some analytic results. In particular, multiplication in general Sobolev spaces are studied. In Section 4, we solve PDE (1.3) with distributional drift and variable coefficients by using Levi's freezing coefficient argument. In Section 5, we prove our main results. Finally, in Appendix, we recall and prove some more or less well-known results for the reader's convenience.
We close this section by mentioning some conventions used throughout this paper: We use := as a way of definition. For a, b ∈ R, a ∨ b := max{a, b} and a ∧ b := min{a, b}, and on
The letter c or C with or without subscripts stands for an unimportant constant, whose value may change in difference places. We use A ≍ B to denote that A and B are comparable up to a constant, and use A B to denote A CB for some constant C.
Statement of main results
Let C be the space of all continuous functions from R + to R d , which is endowed with the usual Borel σ-field B(C). All the probability measures over (C, B(C)) is denoted by P(C). Let w t be the coordinate process over C, that is,
For t 0, let B t (C) be the natural filtration generated by {w s : s t}. For given R > 0, define a B t (C)-stopping time τ R := inf{t > 0 : |w t | > R}. Notice that for any P ∈ P(C), it automatically holds that
Let ρ be a nonnegative smooth function with compact support in the unit ball and ρ = 1. Define a family of mollifiers
For a distribution f ∈ D ′ , if there is no further declaration, we always use f n to denote the mollifying approximation of f , that is,
where * denotes the convolution in the distributional sense. Let χ be a nonnegative smooth function with χ(x) = 0 for |x| 2 and χ(x) = 1 for |x| 1. For R > 0, we also use the following cutoff function
be the Bessel potential space with norm
where · p is the usual L p -norm. We also use H α,p loc to denote all the distribution f ∈ D ′ with f χ R ∈ H α,p for any R > 0, which is in fact the local Bessel potential space. Now we introduce the following important notion for later use.
We call a probability measure P ∈ P(C) satisfy local Krylov's estimate with indices α, p if for any T > 0 and R 1, there are positive constants C T,R and γ such that for all f ∈ C ∞ , 0 t 0 < t 1 T and τ τ R , 
which is equivalent to the u.c.p. convergence. Moreover, for each R 1, the mapping
) is a bounded linear operator and for all 0 t 0 < t 1 T ,
where the constants C T,R and γ are the same as in (2.3).
Proof. Let R 1. For any f ∈ C ∞ , by (2.3) and Kolmogorov's criterion (see [21] ), we have
Thus, by (3.8) below we get
for any R ′ > R and t < τ R . Therefore, we may define
which converges to zero by first letting n → ∞ and then R → ∞ and (2.1). Thus, we get (2.4). As for (2.5), it follows by (2.3). 
where 
To state our main results, we make the following assumptions about σ and b: (H σ β,q ) σ is bounded and uniformly non-degenerate, that is, for some c 0 1, c
and ∆ β/2 σ q < ∞ for some β ∈ (0, 1] and q ∈ ( (2) , where b (1) satisfies that for some r 0 and κ 0 , κ 1 , κ 2 > 0, 8) and b (2) ∈ H −α,p for some α ∈ (0, 1 2 ] and p ∈ (
The first main result of this work is to show Theorem 2.6. Let α ∈ (0, 1 2 ], p ∈ (
1). Moreover, we have the following conclusions:
(i) For any T > 0 and m ∈ N, there is a constant C T > 0 such that for all 0 t 0 < t 1 T , 9) and for all f ∈ H −α,p , 
Remark 2.7. About the regularity of the invariant measure ̺, intuitively, when the index α becomes bigger, the differentiability of ̺ should become weaker. This is true when we enhance the regularity of diffusion coefficient σ. In fact, from the proof below, if σ is regular enough, saying global Lipschitz, then one can show ̺ ∈ H 1−α,p/(p−1) . In other words, there should be a balance between σ and b for the well-posedness and the regularity of invariant measures. For the existence and uniqueness, better b can require worse σ, while for the regularity of ̺, only better b and σ could lead to better ̺.
Here an interesting question is that whether the above martingale solution solves SDE (1.1) in the sense of (1.2). To give an answer, we introduce the following notion of weak solutions. We have the following equivalence between weak solutions and martingale solutions under some additional assumptions. 
Definition 2.8 (Weak solutions). Let (X, W) be two R d -valued continuous adapted processes on a filtered probability space
(Ω, F , (F t ) t 0 , P). We call (Ω, F , (F t ) t 0 , P; X, W) a weak solution of SDE (1.1) with starting point x ∈ R d
if W is an F t -Brownian motion and
X t = x + t 0 σ(X s )dW s + A b t , ∀t > 0, a.s.,(2., t ∈ [0, T ], E|w t∧τ R − w s∧τ R | 2 C T,R |t − s|, (2.15)
is a martingale solution, if and only if there is a weak solution
be a weak solution of SDE (1.1) satisfying
For any f ∈ C ∞ , by Itô's formula for Dirichlet processes (see Lemma 6.3 below), we have
, by definition it suffices to prove that for any t > 0,
By (2.16) and Proposition 2.2, we have for any g ∈ C ∞ ,
s in probability, (2.18) and for any T, R > 0 and s, t
where η R := inf{t > 0 : |X t | R}, and
By (2.14) and (2.19), it is easy to see that for any T, R > 0 and
Hence, by (6.3) below with p = q = 2,
where
On the other hand, for fixed m ∈ N, by writing the integral as a discretization sum and (2.18) with g(x) = x, we have 
On the other hand, for any i,
is a continuous local martingale. As in showing (2.17), by (2.15) and (2.5), we have
Hence,
By the martingale representation theorem (cf. [22, Theorem 4.5.2]), we obtain the existence of a weak solution (Ω, F , (F t ) t 0 , P; X, W) with
As an easy corollary of Theorem 2.6 and Proposition 2.9, we have 
In the above corollary, we require that the law of weak solution satisfies the local Krylov estimate, that is,
. This is crucial when we use Zvonkin's transformation to show the uniqueness. Nevertheless, under some extra assumptions, we can directly prove such a priori estimate for any weak solution as stated below. 
Preliminary
For α ∈ (0, 2) and p ∈ (1, ∞), by Mihlin's multiplier theorem, we have
where ∆ α/2 := −(−∆) α/2 is the usual fractional Laplacian, which has the following alternative expression up to a multiplying constant,
where P.V. stands for Cauchy's principle value. Clearly, if we write
Notice that the following Sobolev's embedding holds:
where C α−d/p is the usual Hölder space. Moreover, for any α ∈ (0, 1] and
and if pα > d, then 5) and the following Gagliardo-Nirenberg's inequality holds (see [1, Theorem 2.44]):
The following simple lemma plays a basic role in this paper.
. By (3.2), one sees that
).
+ α > 0. By Hölder's inequality, (3.3) and (3.4), we have
Thus we get (3.7).
(ii) Let
By the assumption, one sees that
. By a duality argument and (3.7), we have
Thus we get (3.8).
Remark 3.2. By the above lemma, one sees that if f ∈ H ±α,p 1 loc
loc . Moreover, from the proof of the lemma and by (3.6), we also have
The following proposition shows that D β p is closed under the inverse operation.
By the definition of the determinant of a matrix, one sees that
where P is a polynomial of (U i j ) without zero order term. Due to p > d/β, by (3.7) with
Hence, det(∇Φ) − 1 β,p < ∞.
(ii) To prove
, by (3.12) below, we have
First of all, since (∇Φ) −1 is bounded, we have
Noticing that
by definition (3.2), we can write
Therefore, by (3.4) we have
The following lemma will be used to prove Zvonkin's transformation.
Proof. (i) First of all, by the change of variable, it is clear that
On the other hand, noticing that
Hence, (3.12) holds for α = 1. By the interpolation theorem, we get (3.12) for α ∈ (0, 1).
(ii) By a density argument, we may assume f ∈ D. Letting 1 p 
which gives (3.13) since det(∇Φ −1 ) − 1) β,q is finite by Proposition 3.3.
Remark 3.5. By estimate (3.13), for any
In particular, it makes sense that (
loc . To show Zvonkin's transformation for martingale problem, we prepare the following result. 
is a local martingale under P.
Proof. Let f n := f * ρ n be the mollifying approximation of f . Fix R > 0. By Definition 2.4, the process t → M f n t∧τ R is a martingale. Since P(lim R→∞ τ R = ∞) = 1, it suffices to show
By (2.5), we only need to show that − 1), and (3.3) , one sees that
where the last inequality is due to (3.3). The proof is complete.
Proof. To show that P • Φ −1 is a martingale solution of SDE (1.1) with coefficientsσ andb, one needs to check that
First of all, since Φ is a homeomorphism, there is an R ′ > R large enough so that for any τ τ R ,
and τ • Φ is also a B t (C)-stopping time. Thus, by definition and (3.7), (3.13), we have for any τ τ R ,
and in the distributional sense,
and by Remark 3.5,
Since by (3.7) and (3.12),
is a local martingale under P. (Φ(x)), then M α,p σ,b (x) automatically has at most one element. Moreover, heat kernel estimates and ergodicity are also derived by (3.15) . If σ has better regularity, then the inverse implication in (3.15) also holds.
Cauchy problem for PDEs with distributional drifts
In this section we solve the following Cauchy problem of PDEs with distributional drifts:
First of all we prepare two freezing lemmas in Bessel potential spaces for later use. 
Suppose that we have proved that for all p > 1 and α ∈ R, there is a C > 0 such that
that is, the right hand side estimate in (4.2) was proved, then the left hand side estimate follows by a duality argument. In fact, letting
To show (4.3), by a standard interpolation method, it suffices to prove it for α = 0, ±2k, · · · . For α = 0, 2, 4, · · · , it follows by the chain rule. For α = −2, still by duality, we have
Recalling
Combining the above inequalities, we get 
2). In particular, for any continuous function f with
Proof. (i) We first consider the case α < γ. Since pγ > d, by (3.5) we have
by (3.4) and (3.5) we have for |y| δ,
Thus, by (3.2) and (4.6) we have
(ii) Next we consider the case α = γ. By definition, we have
To estimate the second term denoted by I 
For I 1 , by (3.5) we have
and
For I 3 , noticing that if |x − z| > 3δ, then χ δ z (x) = 0 and if |x + y − z| 2δ, then χ δ z (x + y) = 0, we have
Combining the above calculations, we obtain (4.4).
(iii) If α < γ, the limit (4.5) is obvious. If α = γ, letting f n (x) = f * ρ n (x), by (4.4) we have
which gives (4.5) by first letting δ → 0, then n → ∞.
For T > 0 and α ∈ R, p > 1, we introduce the following Banach space:
We first show the following result about constant coefficient equation. 
Moreover, for any θ ∈ [0, 2], there is a constant C > 0 only depending on the elliptic constant of a and θ, p, d, T such that for all λ 1,
be the Gaussian heat semigroup with diffusion matrix A = (a i j ). By Duhamel's formula, the unique solution of (4.7) can be written as
By [16, Theorem 1.1], we have
On the other hand, for any θ ∈ [0, 2), we have
where the last step is due to Minkowski's inequality. The proof is complete.
Now we can show the following main result of this section for variable coefficient a. 
Moreover, for any θ ∈ [0, 2], there is a constant C > 0 such that for all λ λ 0 ,
Proof. By standard continuity method, it suffices to show the apriori estimate (4.10). We use the freezing coefficient argument. Let φ be a nonnegative and nonzero smooth function with support in {x ∈ R d : |x| 1} and define for z ∈ R d ,
Multiplying both sides of PDE (4.9) by φ δ z , we have 
Here and below, the constant contained in is independent of δ and ε. Since σ is bounded and ∆ β/2 σ q < ∞, by (3.2), (3.4) and (3.5), one sees that
Noticing that by Gagliardo-Nirenberg's inequality (3.6),
q < ∞, for any ε > 0, by (4.5), we can choose δ small enough so that
Moreover, it is easy to see that
Combining the above calculation, we get that for any ε > 0, there is a δ > 0 such that
Taking power of p and then integrating both sides with respect to z and by Lemma 4.1, we get
Letting θ = 2, 1 and choosing first ε small enough and then λ large enough, we obtain the desired estimate.
As an easy corollary of the above result, we have
there is a λ 0 1 large enough such that for all λ λ 0 , T > 0 and any
Moreover, for any θ ∈ [0, 2], there is a constant C > 0 which only depends on the parameters and the constants in the assumptions,
Proof. Still we only need to prove (4.12). Let b n = b * ρ n . By (4.10) and (3.8) with p 1 = p and
, and (3.3), we have
First choosing θ = 2 and n large enough, then letting θ = 1 + α and λ large enough, we get (4.12).
Remark 4.7. Notice that u satisfies (4.11) if and only if u λ (t, x) := e λt u(t, x) satisfies
We also have the solvability of the following elliptic equation. 
Proof. Let T > 0 and φ : R → R be a nonzero smooth function with compact support in (0, T ).
For any θ ∈ [0, 2], by (4.12), we have
, which then yields the desired estimate.
Proofs of Main Results
Let α ∈ (0, 1 2 ], p ∈ (
Since b
−α,p , by Theorem 4.8, there exists a constant λ 0 > 0 such that for all λ λ 0 and n ∈ N ∪ {∞}, there is a unique u λ n ∈ H 2−α,p solving the following elliptic system:
n . By (4.14), for any θ ∈ [0, 2], there is a constant C > 0 such that for all λ λ 0 and n ∈ N ∪ {∞},
In particular, by Sobolev's embedding (3.3), we can choose λ large enough so that
Moreover, for any n ∈ N, since b 
. By (5.2) and (5.1), it is easy to see that for all n ∈ N ∪ {∞},
where r is the same as in (2.8), and for γ = (
Proof. If r = 0, there is nothing to prove (5.6). Below we assume r > 0 and drop the subscript n for simplicity. First of all, it is clear that
Observing that
by the definition ofb and (2.8), we have
By (5.1) and Sobolev's embedding (3.3), we have lim λ→∞ ∇u λ ∞ = 0. The first estimate in (5.6) follows by choosing λ large enough and (5.3).
As for (5.7), it follows by definitions and Sobolev's embedding (3.3).
In the following two lemmas, we prove some uniform estimates about the mollifying SDE.
Lemma 5.2. For each n ∈ N and x ∈ R d , there is a unique weak solution (Ω, F , (F t ) t 0 , P; X n , W) solving the following SDE:
n . Moreover, for each m ∈ N, there is a constant C > 0 such that for all n ∈ N, T > 0 and 9) and for each T > 0, there is a constant C T > 0 such that for all n ∈ N and 0 t 0 < t 1 T ,
Proof. Since b n is locally bounded and σ is uniformly non-degenerate and bounded Hölder continuous, local well-posedness is well known (see [22, Theorem 7.2.1] ). By Theorem 6.1 below, we only need to prove estimates (5.9) and (5.10). Let Φ n be defined as above. Since Φ n ∈ C 2 , by Itô's formula and (5.4), one sees that
Let 
Here and below, the constant C > 0 is independent of n and T > 0, x ∈ R d . By BurkholderDavis-Gundy's inequality, we obtain that for all T > 0 and
Moreover, for each T > 0, by Lemma 5.1, there is a constant C > 0 independent of n such that for all 0 t 0 < t 1 T ,
n (Y n t ), from the above two estimates, we get (5.9) and (5.10).
Moreover, for any T > 0 and m ∈ N, there is a constant C T > 0 such that for any f ∈ C ∞ c (R d ) and 0 t 0 < t 1 T ,
(5.12)
. By Theorem 4.8, there is a λ 0 > 0 such that for all λ λ 0 , there is a unique solution u n ∈ H 2−α,p solving the following PDE:
n · ∇u n = f, and the following uniform estimate holds: for any θ ∈ [0, 2] and all λ λ 0 ,
Moreover, by Schauder's theory of PDE, we also have u n ∈ C 2 . Thus by Itô's formula,
(5.14)
Taking expectations and by (5.13), Sobolev's embedding (3.3) and (5.9), we obtain
Thus, we get (5.11).
On the other hand, since
. By Sobolev embedding (3.3) and (5.13), 
.
In particular, choosing f = b (2) n and λ large enough, we get
Substituting this into the previous estimate yields (5.12). 18) and for all f ∈ C
Proof. Let X n t (x) solve SDE (5.8) and P Hence (P n x ) n∈N are tight. By subtracting a subsequence if necessary, without loss of generality, we assume that P n x weakly converges to P x . By (5.10) and (5.12), for any m ∈ N and T > 0, there is a C T > 0 such that for all 0 t 0 < t 1 T ,
On the other hand, for fixed m ∈ N, we have
Combining the above three limits, we obtain (5.21).
The following lemma is a direct application of Theorem 3.7.
Now we can give
Proof of Theorem 2.6. First of all, by Lemma 5.1,σ is Hölder continuous andb satisfies (5.6).
As above, for each
On the other hand, for any
(Φ(x)). Therefore, 
. Furthermore, for general ϕ ∈ H 2−α,p , let ϕ n := ϕ * ρ n be the mollifying approximation. By Theorem 4.6, it is easy to see that
By [5, Lemma 2.3] and Sobolev's embedding, one can take limits for u ϕ n (t, x) = E˜P x ϕ n (w t ) to get the probabilistic representation for the unique solution u ϕ of (5.25) when ϕ ∈ H 2−α,p :
Moreover, by (5.22) we have
p , by Lemma 3.1, Proposition 3.3 and Lemma 3.4, we have Let f be a bounded measurable function. We have 
To show the regularity of invariant measure µ. By (5.19), we have for any
, by (2.14) we have
and by (5.31),
Thus, by The proof is complete.
Appendix
The following localization theorem is well known (for example, see [22, Theorem 1.3.5] ). For the reader's convenience, we provide a short proof here.
Theorem 6.1. Let (P n ) n∈N ⊂ P(C) be a family of probability measures and (τ n ) n∈N a nondecreasing sequence of stopping times. Let τ 0 ≡ 0. Suppose that for each n ∈ N, P n equals P n−1 on B τ n−1 (C), and for any T 0, Then there is a unique probability measure P ∈ P(C) such that P equals P n on B τ n (C) and P n weakly converges to P as n → ∞.
Proof. (i)
First of all, we show the uniqueness. Let P (1) , P (2) ∈ P(C) be two probability measures so that for any n ∈ N, P (1) = P (2) = P n on B τ n (C). Let T > 0 be fixed. By (6.1), we have lim n→∞ P (i) (τ n > T ) = lim n→∞ P n (τ n > T ) = 1, i = 1, 2.
Thus, for any E ∈ B T (C), since E ∩ {τ n > T } ∈ B τ n (C), we have P (1) (E) = lim n→∞ P (1) (E ∩ {τ n > T }) = lim n→∞ P n (E ∩ {τ n > T }) = lim n→∞ P (2) (E ∩ {τ n > T }) = P (2) (E).
Hence, P (1) = P (2) on B T (C), which yields P (1) = P (2) on F by the arbitrariness of T .
(ii) Since {ω : |ω 0 | R} ∈ F 0 , by assumption, we have Since E ε,T δ ∩ {τ n > T } ∈ B τ n (C) and for n ′ > n, P n ′ = P n on B τ n (C), we have for any n ∈ N, P n E ε,T δ ∩ {τ n > T } + P n (τ n T ) = 0 + P n (τ n T ), which converges to zero as n → ∞ by (6.1). Combining this with (6.2), we know that (P n ) n∈N is tight. Suppose that for some subsequence still denoted by n, P n weakly converges to some P ∈ P(C). For each n ∈ N, in order to show that P = P n on B τ n (C), since B τ n (C) = σ{X t∧τ n : t 0} by [22, Lemma 1.3.3] , it suffices to show
Let f be a bounded continuous function on C. By the assumption, we have
The proof is complete.
Let p 1 and β > 0. For a stochastic process A t and T > 0, we write Combining the above two inequalities, we get the desired result.
The following Itô's formula was proven by Föllmer in [11] . 
