Abstract. We give three proofs of the fact that a smoothly bounded, convex domain in R n has defining functions whose Hessians are non-negative definite in a neighborhood of the boundary of the domain.
Introduction
Let Ω ⊂ R
n be an open set with smooth boundary, bΩ. If r is a C 2 defining function for Ω (see Definition 2.1), then Ω is convex if and only if (1.1) n j,k=1
Note that convexity of Ω only forces (and requires) inequality (1.1) to hold for p ∈ bΩ and for directions τ tangent to bΩ at p.
Convex functions on open subsets of R n that are sufficiently smooth are also characterized by non-negativity of their Hessians: if f : U → R is of class C
2 on an open subset U of R n , then f is convex if and only if (1.2) n j,k=1
To emphasize the key point, note that inequality (1.2) is stipulated to hold for all points a and in all directions ξ ∈ R n . In this paper we show that (1.1) implies the existence of another defining functionr for Ω such that (1.2) holds, withr in place of f . That is, smoothly bounded, convex domains in R n possess defining functions that are actually convex in all directions, in a full neighborhood of Ω.
The existence of a fully convex defining function for a smoothly bounded convex domain in R n is not new. However previous proofs of this existence used geometric facts about convexity that are not true in intermediate, convexity-like situations (e.g., pseudoconvexity, weak linear convexity, C-convexity, etc.). These proofs also gave little quantitative information about the new defining function.
The aim of this paper is to directly address how the positivity in condition (1.1) gives rise to defining functions satisfying (1.2), avoiding use of additional facts about convexity. The fact that (1.1) forces other defining functions for Ω to acquire the extra positivity expressed in (1.2) is interesting from a purely analytic viewpoint. This gain in positivity is neither an obvious consequence of (1.1) nor does it follow from algebraic manipulations of this condition. Moreover, it does not hold for some other, natural non-negativity hypotheses that are similar to (1.1). Domains of holomorphy in C n with smooth boundary, for example, are characterized by a condition, pseudoconvexity, that is similar to (1.1): a domain D ⊂ C n is pseudoconvex if n j,k=1
where ρ is a defining function for D. Note that pseudoconvexity, like (1.1), is a tangential, non-negativity condition on the boundary involving second derivatives of a defining function. However, there are smoothly bounded, pseudoconvex domains such that no defining function satisfies the analog of (1.2), [2, 4, 1] . We give three different arguments showing how (1.1) gives rise to a defining function satisfying (1.2), resulting in three different, distinguished defining functions -a local one obtained from solving a non-linear equation (Section 4), the signed distance-to-the-boundary function 1 (Section 5), and a modification of an arbitrary defining function (Section 6). There are two different aspects to extracting the "free" positivity contained in (1.1): (i) getting non-negativity for directions ξ / ∈ T p (bΩ), and (ii) getting non-negativity for points p / ∈ bΩ. In all three arguments, transforming the original defining function r to a functionr, which has (some of its) derivatives constant on bΩ (or on larger sets), is at the heart of the proof. This transformation leads to a certain control of the mixed terms in the Hessian ofr, which is crucial to obtaining (i).
The primary virtue of all three proofs is that they yield estimates on the convex defining functions obtained. In applications, convex domains arise with an attendant defining function satisfying additional side conditions connected to the problem at hand. For example, the defining function may satisfy an auxiliary differential equation or be in a particular "normal" form. In order to combine the extra positivity of (1.2) with these side conditions, the estimates given by our proofs can be used to verify that the side conditions are inherited by the new defining function. Three arguments are given because they yield somewhat different estimates, and so are suitable for different applications of this type. 
Definitions and notations
Throughout the paper, infinite differentiability of all functions and boundaries of sets that arise will be assumed, in order to avoid counting derivatives. This over-prescription of differentiability can easily be adjusted by the reader.
Let Ω ⊂ R n be an open set. The set Ω is said to be smoothly bounded if its topological boundary, bΩ, is a C ∞ manifold of dimension n − 1. There are several equivalent ways to describe such sets; for our purposes, the most convenient way involves the following definition.
Ω is smoothly bounded if it admits a defining function r of class C ∞ , with ∇r = 0 in a neighborhood of {x ∈ R n : r(x) = 0} = bΩ.
There are many defining functions for a given smoothly bounded domain. Indeed, Definition 2.1 shows that multiplying any defining function for a domain by a smooth, positive function in a neighborhood of bΩ gives another defining function for the domain. However this is the only flexibility present: if r 1 and r 2 locally define a common piece of a smoothly bounded open set Ω, say on U , then there exists a C ∞ multiplier h :
The relationship (2.2) requires a small argument since, after setting h = r 1 /r 2 on U \ bΩ, the function r 2 vanishes on bΩ; see [7] , pgs. 114-115, for details. Defining functions allow the tangent space to bΩ to be described by a single equation. If Ω is smoothly bounded, x ∈ bΩ, and T x (bΩ) denotes the tangent space to bΩ at x, then
Note that (2.2) implies that n j=1
∂r 2 ∂x j (x)ξ j for any two local defining functions for Ω on some common open set containing x ∈ bΩ, so the set on the right hand side of (2.3) is independent of defining function.
n be an open set and let f : U −→ R be of class C ∞ .
(a) The (real) Hessian of f at x ∈ U is the bilinear assignment
will denote the action of the Hessian of f at x on the vectors ξ, ζ ∈ R n . (b) The (real) Hessian matrix of f at x ∈ U is the n × n-matrix
Two semi-definiteness conditions on H f restricted to the diagonal play a basic role in all that follows.
n is open with p 0 ∈ U ∩ bΩ, and r is a local defining function for Ω on U , then Ω is convex
We will use slightly non-standard terminology and say that a smooth defining r for a smoothly bounded domain Ω ⊂ R n is convex on bΩ to mean
Remark 2.8. (i) Under the smoothness hypothesis given in (a) of Definition 2.5, the equivalence of (2.6) with the classical, pointwise definition is shown in, e.g., Propositions 3.1.6 and 3.1.7, pg. 119, in [7] . That (2.7) is equivalent to the classical definition for f : U ⊂ R n −→ R smooth follows from Corollary 1.1.10, pg. 6, in [6] after restricting f to line segments contained in U .
(ii) The invariance of (2.6) under change of defining function follows from
which itself follows directly from (2.2) by differentiation.
(iii) Both (2.6) and (2.7) are preserved under affine changes of coordinates. This invariance will be used several times in the next sections. Indeed, if A : R n −→ R n is an affine map, then
by straightforward computation. Here A * = D(A) is the derivative map associated to A. For (2.6), we also need that ξ ∈ T x (bΩ) implies that A * ξ ∈ T Ax (bΩ), which follows directly from (2.3).
The following notation will simplify writing differential expressions in the next sections. If f : U ⊂ R n −→ R is smooth, the shorthand f x j = ∂f ∂x j will denote derivatives with respect to some given coordinates (x 1 , . . . , x n ) on U . If v, w ∈ R n , define the pairing v, w by v, w = n j=1 v j w j , where the components of the vectors v = (v 1 , . . . , v n ) and w = (w 1 , . . . , w n ) are assumed to be with respect to the same basis for R n . In particular, if ξ ∈ R n and f is as before, we write
with the understanding that the components of ξ = (ξ 1 , . . . , ξ n ) are those for the basis determined by the coordinates (
Finally, we will use the inequality |ab| ≤ ǫa 2 + 1 4ǫ
, and refer to it as the (sc)-(lc) inequality.
An example
The following example shows that, in general, obtaining the extra positivity mentioned in the introduction requires changing the defining function.
Example. Consider the function s :
Let D be a domain locally defined by s on a small neighborhood of (0, 0). Note that (a, b) ∈ bD with b < 1 implies that
A short computation yields
It follows from (3.1) that |ξ 1 | > |ξ 2 | in this case. If a = 0, then (3.2) forces ξ 2 = 0 for any ξ ∈ T (a,b) (bD), so |ξ 1 | ≥ |ξ 2 | in this case. It then follows from (3. 3) that D is convex in a fixed neighborhood of (0, 0). However, (3.3) also shows that s is not convex in any neighborhood of the origin, since H s (ξ, ξ) < 0 for any direction with |ξ 1 | < |ξ 2 |.
Thus, (locally) convex open sets can have defining functions which are not (locally) convex. This obviously holds for globally convex sets as well.
Via the Implicit Function Theorem
In this section, convex local defining functions for convex domains are constructed by employing the Implicit Function Theorem.
n be a smoothly bounded, convex domain and p ∈ bΩ. Then there exist a neighborhood V ⊂ R n of p and a smooth defining function ρ for Ω on V such that ρ is convex on V .
Proof. Let r be any smooth defining function for Ω near p. For x ∈ R n , write
. . , x n−1 ) ∈ R n−1 denotes the first n − 1 components of x. Rotate the standard coordinates on R n , if necessary, to achieve r xn (p) > 0. This coordinate change preserves the convexity of Ω, cf. Remark 2.8 (iii).
The Implicit Function Theorem guarantees existence of a neighborhood
Moreover, the local graph of f is precisely a piece of the hypersurface bΩ:
is a smooth defining function for Ω on V .
The linearity of ρ in the x n -variable implies that ρ xnx ℓ (x) = 0 for all x ∈ V and ℓ ∈ {1, . . . , n}. Therefore the Hessian of ρ in a direction ξ depends only on the vector's first n − 1 components:
Now fix x ∈ bΩ ∩ V and consider an arbitrary direction ξ ∈ R n . From (2.3) and the fact that ρ xn (x) = 1, it follows that
Define τ = (ξ ′ , A) for this value of A. Since Ω is convex, H ρ (τ, τ )(x) ≥ 0, from which it follows by (4.3) that H ρ (ξ, ξ)(x) ≥ 0. Because x ∈ bΩ ∩ V and ξ ∈ R n were arbitrary, we conclude that ρ is convex on bΩ ∩ V .
To see that ρ is also convex off bΩ ∩ V , observe that the entries of the Hessian matrix of ρ -ρ x i x j (x), 1 ≤ i, j ≤ n -are independent of x n . In particular,
) is non-negative definite. Identity (4.4) then shows that ρ is convex on V . 
and from this it follows
The second derivatives are obtained by further computation:
for j, k ∈ {1, . . . , n − 1} and x ∈ V . Higher derivatives are obtained similarly.
(ii) The content of Proposition 4.1 can be succinctly expressed as follows: define the linear map
Then the Hessian of the defining function given by (4.2) satisfies
The signed distance-to-the-boundary function
For Ω ⊂ R n a smoothly bounded domain, let d bΩ (x) = inf{ x − z : z ∈ bΩ} be the Euclidean distance of x to bΩ. Define the signed distance-to-the-boundary function δ bΩ (x) by
To conclude that δ bΩ is a defining function for Ω which is smooth in a neighborhood of bΩ we use the following facts. 
For a proof of (a) see, e.g., Lemma 4.1.1., pgs. 444-445, in [3] . Parts (b) and (c) follow from Lemma 1, pg. 382, in [5] .
Let Ω ⊂⊂ R n be a smoothly bounded domain. Then there exists a neighborhood U ⊂ R n of bΩ such that δ bΩ and b bΩ are smooth on U and
Proof. Let U ⊂ R n be a neighborhood of bΩ such that (a)-(c) of Lemma 5.1 hold. Then it follows from the definition of δ and (b) that δ is smooth on Ω ∩ U and (R n \ Ω) ∩ U . Moreover, (c) then implies that
Note that, if r is a smooth defining function for Ω, then ν x = ∇r(x) ∇r(x) for x ∈ bΩ. Thus ν x extends to a smooth function in a neighborhood of bΩ, which implies that δ ∈ C 1 (U ). Next, note that for given x ∈ U the function y − x 2 subject to the constraint r(y) = 0 attains its minimum value on U at b(x). This implies that the vector b(x) − x is parallel to ν b(x) . Since b(x) − x = |δ(x)|, it then follows that b(x) − x = −δ(x)ν b(x) . Hence, by (5.5),
The fact that δ is in C 1 (U ) and smooth on both Ω ∩ U and (R n \ Ω) ∩ U forces then b to be of class C 1 on U . However, it then follows from (5.5) that δ ∈ C 2 (U ). Proceeding inductively completes the proof.
Corollary 5.7. Let Ω ⊂ R n be a smoothly bounded domain and p ∈ bΩ. Suppose Ω is convex in a neighborhood U ⊂ R n of p. Then δ bΩ is convex on bΩ ∩ U .
Proof. Shrink U so that δ is smooth on U . Then (5.4) implies that ∇δ(x) 2 = 1 for all x ∈ U . Differentiating this equation in a direction ξ ∈ R n yields
For given x ∈ bΩ and ξ ∈ R n , let ξ T be the orthogonal projection of ξ on T x (bΩ) and set ξ N = ξ − ξ T . Then it follows that ξ N is parallel to ∇δ(x). Thus, (5.8) implies that
Therefore, we obtain
since Ω is convex on U . Theorem 5.9. Let Ω ⊂⊂ R n be a smoothly bounded domain. Then there exists a neighborhood U ⊂ R n of bΩ such that
for all x ∈ U . Here, I is the n × n identity matrix.
Theorem 5.9 was proved by Weinstock in [8] , pgs. 402-403, and by GilbargTrudinger in [5] , pgs. 354-357, though it was not stated in this form.
Proof. Let U ⊂ R n be a neighborhood of bΩ such that Corollary 5.3 holds. Identity (5.4) implies that
∀ x ∈ U, j ∈ {1, . . . , n}. (5.10) Differentiating these equations with respect to x k , 1 ≤ k ≤ n, yields
Identity (5.6) gives b ℓ (x) = x ℓ − δ(x)δ x ℓ (x) for all ℓ ∈ {1, . . . , n}. Differentiating these equations with respect to x k for k ∈ {1, . . . , n} results in
which, plugged into (5.11), yields
for all j, k ∈ {1, . . . , n}. However, the second term on the right hand side vanishes: (5.8) and (5.10) imply
Thus, it follows that
In matrix form, this says
, which leads to the claimed identity.
Corollary 5.12. Let Ω ⊂ R n be a smoothly bounded domain and p ∈ bΩ. Let U ⊂ R n be a neighborhood of p such that Corollary 5.3 holds. If Ω is convex on U , then δ bΩ is convex on U .
Proof. By Corollary 5.7 δ is convex on bΩ ∩ U . So let us consider x ∈ U \ bΩ and ξ ∈ R n . Theorem 5.9 yields
. . . Since δ is convex on the boundary, it follows that for all x ∈ Ω ∩ U all terms on the right hand side of (5.13) are non-negative. Thus δ is convex on Ω ∩ U . Now consider x ∈ (R n \ Ω) ∩ U . Because of the convexity of δ on bΩ, a Cauchy-Schwarz inequality holds for the Hessian of δ on bΩ, i.e.,
where the (sc)-(lc) inequality was used in the last step. Thus (5.13) becomes
Performing the analogous arguments for the terms of the form (−δ(x))
for integer m ≥ 2, then leads to
Hence, δ is also convex on (R n \ Ω) ∩ U .
Other defining functions
In practice, convex domains usually arise with an attendant defining function satisfying some additional conditions. In these situations it is undesirable to consider the defining function ρ given in Section 4 or the function δ in Section 5, especially as these functions are difficult to explicitly write down. In this section we show how to transform an arbitrary defining function, of a given smoothly bounded, convex domain, into a convex defining function by a sequence of direct modifications.
Let Ω ⊂⊂ R n be a smoothly bounded, convex domain and r a smooth defining function for Ω. It is convenient to split the space of directions ξ ∈ R n using the subspace T x (bΩ). For x ∈ bΩ and ξ ∈ R n , define
and set ξ T = ξ − ξ N . Thus ξ = ξ T + ξ N , and it is easy to check that (i) ξ T ∈ T x (bΩ), and (ii) ξ N is orthogonal to T x (bΩ). This decomposition depends on x ∈ bΩ (though not on the defining function r, because of (2.2)). When it serves to clarify the arguments below, the dependence on x will either be denoted -ξ T x , ξ N x -or explicitly mentioned. Bilinearity gives the following expansion of the Hessian:
where α = ∇r(x),ξ ∇r 2 . If x ∈ bΩ, and Ω is convex, then automatically T ≥ 0. On the other hand, the terms M and N may be negative, even when x ∈ bΩ. Favorably estimating these terms, by adjusting r, is required to conclude that T + M + N ≥ 0 even for x ∈ bΩ. After that, further adjustments of r will be needed to get non-negativity of (6.1) off bΩ.
While seeking appropriate estimates on M and N , (2.2) circumscribes the allowed modifications of r: any defining functionr is of the formr = h · r, for h > 0 and C ∞ near bΩ. All such modifications preserve the non-negativity of T , cf.(2.3). However for ξ ∈ R n arbitrary, note that
The Hessians of functional combinations of r will also occur below. If χ : R → R is C 2 andr = χ • r, then
6.1. Convexity on bΩ. 
be a vector field with τ ∈ T x (bΩ) for a given x ∈ bΩ. Then
It then follows from (6.1) that (6.4) i.e., the mixed terms in the Hessian of r 0 vanish on the boundary.
We want to re-express this Hessian in terms of r. First notice that, for
It then follows from (6.2) that (6.5)
holds, after noting that ∇r(x), ξ T = 0. The passage from r to r 0 therefore completely eliminates the term M, while only changing the sign of the term N , in (6.1).
6.1.2. Controlling N . This modification is standard. Consider the function r 1 = r 0 + Kr 2 0 , for large K > 0 to be chosen, i.e., r 1 = h 1 · r 0 for h 1 = 1 + Kr 0 . It is convenient to compute H r 1 additively, using (6.3), rather than by using (6.2). First, note that if χ(x) = Kx 2 andr = χ • r 0 , then (6.3) implies
Second, observe that
Therefore, choosing K > max {0, − ∇r(x) −1 H r (∇r 0 , ∇r 0 ) (x) : x ∈ bΩ}, it follows from (6.5) that
Thus r 1 is a defining function for Ω which is convex on bΩ.
Remark 6.7. If Ω ⊂⊂ R n is strongly convex, i.e.,
for some defining function r, then constructing a (strongly) convex defining function for Ω is simpler, essentially requiring only the second step above. Indeed, homogeneity, (6.8) and compactness of bΩ give a constant c > 0 such that n j,k=1
Applying the Cauchy-Schwarz inequality to the mixed term in (6.1), then using the (sc)-(lc) inequality yields
Modifying r as in subsection 6.1.2 now allows the big-O term to be positively absorbed.
6.2. Convexity in a neighborhood of bΩ. Modifying r 1 , to obtain a convex function off bΩ, will also occur in two steps. The first step involves showing that, in tangential directions, H r 1 has a lower bound near bΩ that is quadratic in the distance-to-the-boundary, but which may be negative. The following example illustrates that this negativity can occur.
Example. Consider the function s(x, y) = y + yx 2 + x 4 and the corresponding domain D = {(x, y) ∈ R 2 : s(x, y) < 0} near the origin. Let (a, b) ∈ bD and note that this implies b = − a 4 1+a 2 . It follows from s x (x, y) = 4x 3 + 2yx and s y (x, y) = 1 + x 2 that
Furthermore, a simple calculation yields s xx (x, y) = 12x 2 + 2y, s xy (x, y) = 2xy and s yy (x, y) = 0.
Hence, for τ ∈ T (a,b) (bD) we obtain
Thus D is a convex domain. However, s is not convex on bD except at the origin. To see this, let ξ ∈ R 2 \ {0} and (a, b) ∈ bD \ {0} and compute:
which is negative if, e.g.,
From Section 6.1 it follows that
is convex on bD near the origin if the constant K > 0 is chosen sufficiently large. To see that s 1 is not convex in any neighborhood of 0, let us compute H s 1 (τ, τ )(q) for q = (0, ǫ) and τ = (1, 0), i.e., Both of s x (q) and s yx (q) being 0 causes ∂s 0 ∂x (q) = 0. Since we also have s(q) = ǫ, it follows that
. Using again that s x (q) = 0 = s yx (q), a straightforward computation yields
because s xx (q) = 2ǫ, s y (q) = 1, ∇s(q) = 1 and s yxx (q) = 2. From δ(q) = ǫ it follows that H s 1 (τ, τ )(q) = −4(1 + 2Kδ(q)) · (δ(q)) 3 . Thus, moving from s to s 1 does not achieve convexity at q with δ(q) > 0. However, it improves the lower bound on the Hessian in the tangent direction τ as H s (τ, τ )(q) = s xx (q) = 2δ(q).
6.2.1. Quadratic estimate in tangent directions. The estimate we desire follows by combining the fact that ∇r 1 = 1 on bΩ with Taylor's theorem. Proposition 6.9. Let Ω ⊂ R n be a smoothly bounded domain and p ∈ bΩ. Suppose σ is a smooth defining function for Ω in a neighborhood U ⊂ R n of p satisfying ∇σ = 1 on bΩ ∩ U .
If Ω is convex on U , then there exist a neighborhood V ⊂ U of p and constants
holds for all x ∈ V and ξ ∈ R n .
The following lemma is used in the proof of Proposition 6.9.
Lemma 6.11. Suppose the hypotheses of Proposition 6.9 hold. Then
for all x ∈ bΩ ∩ U and τ ∈ T x (bΩ).
Proof of Lemma 6.11. Differentiating ∇σ 2 = 1 at x ∈ bΩ ∩ U in tangential directions yields, as in 6.1.1,
Whereas in the case of σ = δ the equation (6.13) is true for all directions (see (5.8)), (6.13) holds only for tangential directions. As a result we use tangential vector fields to obtain information on the desired third order derivatives of σ.
Let x 0 ∈ bΩ ∩ U and τ ∈ T x 0 (bΩ) be given. Since ∇σ is non-vanishing on bΩ ∩ U , it may be assumed that σ xn is non-zero in a neighborhood V ⊂ U of x 0 . Let e 1 , . . . , e n ∈ R n be the standard basis of R n and define
At each point x ∈ bΩ ∩ V the vectors T 1 (x), . . . , T n−1 (x) form a basis of T x (bΩ). Therefore, constants a 1 , . . . , a n−1 ∈ R can be chosen such that the tangential vector field T (x) :=
and differentiating this last equation again with respect to T at x 0 yields
It follows from a straightforward computation that
τ (x 0 ) (6.14)
For H σ (X, ∇σ)(x 0 ), note that (6.13) implies that
In the special case of σ = δ the term H δ (X, ∇δ)(x 0 ) vanishes since δ satisfies (5.8). For general σ compute
τ, e i · e n , to obtain
This implies that
The last equation combined with (6.14) proves the identity (6.12).
Proof of Proposition 6.9. Shrink the neighborhood U ⊂ R n of the given boundary point p such that b bΩ = b is well defined on U , cf. Lemma 5.1 (a). For f ∈ C ∞ (U, R) and x ∈ U , it then follows from Taylor's theorem that
holds for some point ζ on the line segment connecting x and b(x). By (5.6) and (5.4) it follows that x−b(x) = δ(x)∇δ b(x) and ∇δ (b(x)) = ∇δ(ζ), respectively. Therefore
for some constant c > 0. Let x 0 ∈ U , with y 0 := b(x 0 ) ∈ bΩ ∩ U , and ξ ∈ R n be given. Since ∇σ(y 0 ) = 1, it follows that ∇σ(y 0 ) = ∇δ(y 0 ). Thus, applying (6.15) to the function H σ (ξ, ξ)(x) at x 0 results in H σ (ξ, ξ)(x 0 ) ≥ H σ (ξ, ξ)(y 0 ) + δ(x 0 ) ∇H σ (ξ, ξ), ∇σ (y 0 ) − c 1 (δ(x 0 )) 2 ξ 6.2.2. Quadratic negativity implies "free" positivity. It remains to show how to pass from the estimate (6.10) to convexity of a related defining function.
Logarithmic convexity
Let δ = δ bΩ denote the signed distance-to-the-boundary function associated to a smoothly bounded domain Ω ⊂ R n , as in Section 5. The fact that ∇δ ≡ 1, in a neighborhood of bΩ, implies the following curious result.
Proposition 7.1. Let Ω ⊂ R n be a smoothly bounded domain. Let U denote a sufficiently small neighborhood of bΩ such that δ is smooth on U . Then − log(−δ) is convex on Ω ∩ U ⇐⇒ δ is convex on Ω ∩ U.
The left to right implication is surprising: for a general smooth, negative function f , the convexity of − log (−f ) does not imply that f is convex; cf. (6.3) and note that ψ(x) = −e −x on (−∞, 0) is not convex. This implication can be rewritten in terms of the Hessian of δ alone: if the negative lower bound 
Thus, as soon as a "threshold of negativity" (the right hand side of (7.2)) is exceeded, the Hessian of δ is actually non-negative. The elementary nature of Proposition 7.1 suggests this result may be known. But the authors were unable to find a statement or proof of this fact in the literature, so offer one here.
Proof. Since ∇δ ≡ 1 in U , for any ξ ∈ R n (7. (⇐=) Assume that δ is convex, i.e., H δ (ξ, ξ)(x) ≥ 0 for x ∈ U , all ξ ∈ R n . Then (7.4) and (7.5) immediately imply that H − log(−δ) (ξ, ξ)(x) ≥ 0. Using first (7.7) for ξ 
