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Уменьшение аппаратурных затрат в совмещенных автоматах 
Предложен метод синтеза совмещенного микропрограммного автомата, ориентированный на базис FPGA, позволяющий по-
лучить схему с минимальным числом элементов LUT. Оптимизация достигается преобразованием кодов состояний автомата в 
коды классов псевдоэквивалентных состояний. Приведен пример синтеза автомата с использованием данного метода. 
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Запропоновано метод синтезу суміщеного мікропрограмного автомата, орієнтований на базис FPGA, який дозволяє отримати 
схему з мінімальним числом елементів LUT. Оптимізація досягається перетворенням кодів стану автомата у коди класів псев-
доеквівалентних станів. Подено приклад синтезу автомата з використанням даного методу. 
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Введение. Микропрограммный автомат (МПА) 
предназначен для осуществления управления в 
цифровых системах [1, 2], при синтезе схем 
которого возникает актуальная задача умень-
шения аппаратурных затрат [3]. Решение этой 
задачи позволяет уменьшить площадь кристалла 
СБИС, занимаемую схемой МПА. В свою оче-
редь это позволяет уменьшить энергию, по-
требляемую схемой [4], что особенно важно в 
мобильных и автономных устройствах. Мето-
ды решения этой задачи во многом зависят от 
типа МПА и элементного базиса, используемо-
го для реализации схемы автомата. В статье 
предлагается метод уменьшения аппаратурных 
затрат в схеме совмещенного МПА (СМПА), 
реализуемого в базисе СБИС типа FPGA (Field-
Programmable Logic Arrays). 
Особенность СМПА – наличие выходных 
сигналов двух типов [1]. Выходные сигналы 
автомата Мили зависят от входных перемен-
ных и состояний, а автомата Мура – только от 
состояний [1, 2]. Это позволяет использовать 
методы оптимизации МПА Мили и Мура для 
оптимизации схемы СМПА [5–7]. 
Базис FPGA [8, 9] широко применяется для 
проектирования цифровых систем [10, 11]. Для 
реализации схемы СМПА можно использовать 
логические элементы типа LUT (Look-up Table), 
программируемые триггеры и блоки памяти 
EMB (Embedded Memory Blocks). Для соедине-
ния элементов схемы и ее связи с другими 
схемами используется программируемая мат-
рица межсоединений [8, 9]. 
Постановка задачи 
Метод структурной редукции [12] предпо-
лагает увеличение числа уровней в схеме МПА. 
Такой подход позволяет уменьшить число ло-
гических элементов в сравнении с одноуров-
невыми схемами. При этом каждый уровень 
может быть реализован с использованием раз-
личных логических элементов (гетерогенная 
реализация) [12]. Эта концепция идеально со-
ответствует базису FPGA, в котором существу-
ют элементы LUT и EMB. Например, элементы 
LUT целесообразно использовать для замены 
входных переменных, а EMB – для реализации 
функций возбуждения памяти. Предлагаемый 
подход основан на замене входных перемен-
ных и преобразовании кодов псевдоэквива-
лентных состояний (ПЭС) автомата Мура [13]. 
Особенности совмещенного МПА и мик-
росхем FPGA 
Математической моделью СМПА есть вось-
микомпонентный вектор 
1 2
1 2 1, , , ,δ, λ , λ ,S A X Y Y a  . 
Вектор S включает следующие компоненты: 
1{ , ... , }MA a a  – множество внутренних со-
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стояний; },...,{ 1 LxxX   – множество входных 
переменных; Y 1 – множество выходных пере-
менных автомата Мили; Y 2 – множество вы-
ходных переменных автомата Мура; δ – функ-
ция переходов; λ1 – функция выходов автомата 
Мили; λ2 – функция выходов автомата Мура; 
Aa 1  – начальное состояние СМПА. 
Y 1 и Y 2 образуют множество выходных пе-
ременных Y. При этом YYY 21   и Y1∩Y2 = Ø. 
Введем следующие обозначения: 1Y N N    
2N ; 11 NY  ; 22 NY  . 
Функция переходов определяет состояние 
перехода as  A на основе текущего состояния 
Aam   и входных переменных: 
 ),( δ Xaa mS  . (1) 
Функции λ1 и λ2 имеют следующий вид: 
 ),(λ1 Xay mn  ; (2) 
 )(λ2 mn ay  . (3) 
При реализации схемы СМПА состояния 
Aam   необходимо закодировать двоичными 
кодами K(am). Коды состояний хранятся в спе-
циальном регистре RG, состоящем из R триг-
геров с общими входами обнуления (Start) и 
синхронизации (Clock). Как правило, триггеры 
имеют входы типа D [3]. Параметр R (число 
бит кода K(am) ) находится в интервале 
2log M R M    . Рассмотрим случай, когда 
 2log MR     . (4) 
Для кодирования состояний используются 
внутренние переменные T Tr  , где T = 
1{ , ... , }RT T . Для изменения содержимого RG 
используются функции возбуждения памяти, 
образующие множество },...,{ 1 RDD . 
При синтезе схемы СМПА необходимо най-
ти функции (1) – (3). Они определяются, соот-
ветственно, следующими системами: 
 ),( XT ; (5) 
 ),(11 XTYY  ; (6) 
 )(22 TYY  . (7) 
Системы функций (5) – (7) определяют струк-
турную схему СМПА (рис. 1). 
 
Рис. 1. Структурная схема СМПА 
В схеме на рис. 1 блок КС1 реализует сис-
темы (5) и (6). Блок КС2 – функции (7). Сигнал 
Start обнуляет регистр RG, устанавливая в нем 
код начального состояния K(a1). Сигнал Clock 
инициирует переключение RG, соответствую-
щее функции (1). 
Особенность FPGA – наличие элементов 
памяти двух типов. Первый тип – элементы 
LUT, имеющие S адресных входов и один вы-
ход. При этом параметр S относительно мал (S 
≤ 6) [8, 9]. Выход элемента LUT может быть 
связан с входом триггера. Таким образом, ре-
гистр RG распределен. Второй тип памяти – 
элементы встроенной памяти EMB. Их важная 
характеристика – способность реконфигура-
ции. При реконфигурации меняется число вы-
ходов (tF) и адресных входов (SA). Однако об-
щая емкость памяти (V0) – константа: 
 
F
AS tV  20 . (8) 
Для современных EMB существуют сле-
дующие конфигурации: 64K×1, 32K×2, 16K×4, 
8K×8, 4K×16, 2K×32, 1K×64 (битов) [8, 9]. Здесь 
первый элемент пары определяет число ячеек 
памяти ( ASV 2 ), а второй – число выходов 
блока. Итак, для EMB имеются следующие па-
ры вида SA, tF : 16,1, 15,2, ..., 10,64. Следова-
тельно, EMB можно настраивать на системы 
(5) – (7), что позволяет уменьшить число бло-
ков памяти в схеме СМПА [5–7]. 
Реализация СМПА в базисе FPGA 
Как показано в работах [5–7], существуют 
две тривиальные схемы СМПА в базисе FPGA. 
В первом случае (модель U1) блоки КС1 и КС2 
реализуются в виде блока LUTer. При этом под 
LUTer понимается схема, состоящая из эле-
ментов LUT. Недостаток модели U1 – значи-
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тельное число уровней LUT и межсоединений 
между ними [3]. Во втором случае (модель U2) 
блоки КС1 и КС2 реализуются на одном блоке 
EMB. Это приводит к схеме с наименьшей 
площадью, наибольшим быстродействием и 
наименьшей потребляемой энергией (в срав-
нении с другими возможными схемами) [11]. 
Однако эта модель может применяться только 
для достаточно простых автоматов, для кото-
рых выполняется условие 
 021 )(2 VRNNLR  . (9) 
При нарушении условия (9) необходимо ис-
пользовать методы структурной редукции [12]. 
Наиболее часто используют метод замены вход-
ных переменных [10]. В этом случае множест-
во X заменяется множеством дополнительных 
переменных },...,{ 1 GppP  , где LG  . Пара-
метр G определяется, как минимум из )( maX , 
где XaX m )( – множество входных перемен-
ных, определяющих переходы из состояния 
Aam  . 
Для замены входных переменных (ЗВП) не-
обходимо найти систему функций 
 ),( XTPP  . (10) 
Система (10) реализуется на LUT-элементах, 
что определяет модель U3 (рис. 2). 
 
Рис. 2. Структурная схема СМПА U3 
В автомате U3 блок LUTer реализует систе-
му (10), а блок EMB – систему (7) и системы 
 ),( PT ; (11) 
 ),(11 PTYY  . (12) 
Модель U3 применима, если выполняется 
условие 
 021 )(2 VRNNRG  . (13) 
Как показал анализ библиотеки [14], усло-
вие (13) выполняется для 82 процентов имею-
щихся в ней автоматов. 
Для уменьшения числа элементов LUT в 
блоке LUTer необходимо уменьшить число ар-
гументов в системе функций (10). В статье 
предлагается один из методов решения этой за-
дачи. При этом алгоритм управления представ-
ляется в виде граф-схемы алгоритма (ГСА) [1]. 
Основная идея предложенного метода 
Состояния amA называются псевдоэквива-
лентными, если ими отмечены вершины ГСА, 
выходы которых связаны с входом одной и той 
же вершины [13]. Это определение позволяет 
найти разбиение A = {B1,…, BI}, где Bi  A – 
класс ПЭС. Очевидно, что выполняется условие 
 MI  . (14) 
Закодируем классы Bi  A двоичными ко-
дами K(Bi ) разрядности R1, где: 
  IR 21 log . (15) 
Используем для кодирования классов AiB   
переменные ττ r , где | τ | = R1. 
Пусть для данной ГСА Г и микросхемы 
FPGA выполняются следующие условия: 
 RR 1 ; (16) 
 01 )(2 VRNRG  ; (17) 
 011 )(2 VRNRG  ; (18) 
 SR  . (19) 
Условие (16) свидетельствует, что исполь-
зование классов ПЭС приводит к уменьшению 
числа аргументов в функциях Ppg  . Условие 
(17) показывает, что даже при ЗВП функции 
1Yyn   и rD  нельзя реализовать на одном 
блоке EMB. Условие (18) показывает, что при 
ЗВП и кодировании классов ПЭС системы 
1Yyn   и rD  реализуются на одном блоке 
EMB. Условие (19) свидетельствует, что любая 
из функций 2Yyn   реализуется на одном эле-
менте LUT. 
В случае выполнения условий (16) – (19) мы 
предлагаем модель U4 (рис. 3). 
Как следует из схемы (рис. 3), системы функ-
ций (10) – (12) преобразовываются, соответ-
ственно, в системы  
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 ),τ( XPP  . (20) 
 ),τ( P . (21) 
 ),τ(11 PYY  . (22) 
X
Start
Clock
T
RG
ΦEMB
Y 1
LUTer 1
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Y 2
LUTer 2
 
Рис. 3. Структурная схема СМПА U4 
Система (20) реализуется блоком LUTer1, 
системы (21) и (22) – блоком EMB. Блок 
LUTer2 реализует систему (7) и  
  T ττ  . (23) 
Такой подход позволяет использовать толь-
ко один блок EMB. Кроме того, число элемен-
тов LUT в блоке LUTer1 будет меньше, чем в 
блоке LUTer эквивалентного автомата U3. От-
метим, что автоматы U3 и U4 – эквивалентны, 
если они синтезируются по одной и той же 
ГСА. 
Недостаток автомата U4 – наличие блока 
LUTer2. Однако при выполнении условия (19) 
блок LUTer2 состоит из R1 + N2 элементов LUT. 
Анализ библиотеки [14] показал, что этот не-
достаток практически компенсируется умень-
шением числа элементов LUT в блоке LUTer1 
(в сравнении с блоком LUTer). 
В статье предлагается метод синтеза СМПА 
U4 по ГСА Г. Метод включает следующие эта-
пы: 
 формирование множеств A, A, Y 1 и Y 2; 
 формирование множества P; 
 кодирование состояний amA и классов 
BiA; 
 формирование таблицы входных перемен-
ных; 
 формирование прямой структурной таб-
лицы СМПА U4; 
 формирование таблиц элементов блоков 
LUTer1, EMB и LUTer2; 
 реализация схемы СМПА в заданном эле-
ментном базисе. 
Пример применения предложенного ме-
тода 
Рассмотрим пример синтеза СМПА U4 по 
ГСА Γ1 (рис. 4). Для отметки состояний ис-
пользован подход из работ [5–7]. Операторные 
вершины отмечаются одинаковыми состояния-
ми, если: 
 их выходы связаны с входом одной и той 
же вершины ГСА; 
 в этих операторных вершинах нет выход-
ных переменных ynY 2. 
 
Рис. 4. Пример синтеза СМПА U4 по ГСА Γ1  
Из ГСА Γ1 можно найти следующие множе-
ства: A = {a1,..., a6}, X = {x1,..., x6}, Y = {y1,..., 
y8}, Y 1 = {y1,..., y5} и Y 2 = {y6, y7, y8}. Это дает 
следующие параметры: M = 9, L = 6, N = 8, N1 = 
= 5, N2 = 3. Из (4) имеем R = 4, что дает множе-
ства T = {T1, ..., T4} и Φ = {D1, ..., D4}. 
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Используя определение ПЭС [13], можно 
найти множество A = {B1, …, B4}, где B1 = {a1}, 
B2 = {a2, a3, a4}, B3 = {a5, a6} и B4 = {a7, a8, a9}. 
Итак, I = 4, что дает R1 = 2. Очевидно, что для 
ГСА Γ1 выполняются условия (14) и (16). 
Анализ ГСА Γ1 показывает, что G = 2 (пере-
ходы из состояний am  A зависят от не более 
чем двух переменных xl  X). Таким образом, 
имеем множество P = {p1, p2}. 
Пусть среди конфигураций блока EMB име-
ется конфигурация с SA = 4 и tF = 10. Тогда для 
ГСА Γ1 и данного блока памяти выполняются 
следующие условия: G + R1 = 4 ≤ SA и N1 + R = 
= 9 ≤ tF. Следовательно, системы (21) – (22) 
реализуются на одном блоке EMB. Пусть для 
элементов LUT число входов S = 4. В этом слу-
чае условие (19) выполняется. Таким образом, 
модель U4 может быть применена в случае 
ГСА Γ1 и данного элементного базиса. 
Коды состояний Aam   не влияют на число 
блоков EMB. Поэтому закодируем состояния 
тривиальным образом: K(a1) = 0000, ..., K(a9) = 
= 1000. Для данного примера имеем множест-
во }τ,τ{τ 21 . В общем случае классы ПЭС 
можно закодировать так, чтобы уменьшить 
число литералов в функциях (20). Анализ ГСА 
Γ1 показывает, что в ее условных вершинах нет 
одинаковых переменных Xxl  . Поэтому, клас-
сы AiB   могут быть закодированы произ-
вольным образом. Итак, закодируем классы 
ПЭС для нашего примера тривиальным обра-
зом: K(B1) = 00, ..., K(B4) =11. 
В общем случае таблица ЗВП имеет строки 
p1, …, pG и столбцы B1, …, BI. Если переменная 
xl  X заменяется переменной pg  P для со-
стояния am  Bi , то на пересечении строки pg и 
столбца Bi записывается переменная xl  X. В 
рассматриваемом примере ЗВП представлена в 
табл. 1. 
Т а б л и ц а  1. Замена входных переменных 
B1 B1 B2 B3 B4 
K(Bi) 00 01 10 11 
p1 x 1 x 3 x 5 ─ 
p2 x 2 x 4 x 6 ─ 
 
Из табл. 1 можно найти функции (18). Они 
имеют следующий вид: 
 5213211211 ττττττ xxxp  ; (24) 
6214212212 ττττττ xxxp  . 
Прямая структурная таблица (ПСТ) автома-
та U4 имеет следующие столбцы: Bi – класс 
ПЭС, включающий текущее состояние ma A ; 
K(Bi) – код класса AiB  ; as – состояние пе-
рехода; K(as) – код состояния AaS  ; Ph – на-
бор переменных Ppg  , определяющий пере-
ход am, aS; Y1h – выходные переменные 1Yyn  , 
формируемые на переходе am, as; Φh – набор 
функций возбуждения памяти, равных единице 
для переключения регистра RG из K(am) в 
K(as); h – номер перехода ( Hh ,1 ). 
В рассматриваемом примере H = 10 (табл. 2). 
Т а б л и ц а  2. ПСТ СМПА U4 
Bi K(am) aS K(aS) Ph Y 1h Φh h 
a 2 0001 P1 y1 D4 1 
a 2 0001 1 2p p  y2 y3 D4 2 B1 00 
a 3 0010 1 2p p  y4  D3 3 
a 5 0100 1 2p p  y1 y4 D2 4 
a 6 0101 1 2p p  ─ D2 D4 5 B2 01 
a 4 0011 1p  y5 D3 D4 6 
a 7 0110 1p  y2 y5 D2 D3 7 
a 8 0111 1 2p p  y5 D2 D3 D4 8 B3 10 
a 9 1000 1 2p p  y2 y3 D1 9 
B4 11 a 1 0000 1 ─ ─ 10
 
Поясним принцип заполнения столбца Ph. 
Класс B2 состоит из состояний a4, a5, a6. Конъ-
юнкция x3x4 определяет переходы <a2, a5>, <a3, 
a5> и <a4, a5>. Эти переходы задаются строкой 
четыре ПСТ (табл. 2). Из табл. 1 следует, что 
для класса 
AB 2  имеются равенства p1 = x3 и 
p2 = x4. Поэтому конъюнкция x3x4 заменяется 
конъюнкцией p1 p2. Аналогично заполняются 
все строки табл. 2. 
Для построения таблиц истинности для эле-
ментов LUT блока LUTer необходимо проана-
лизировать систему (20). Пусть V(pg) – множе-
ство переменных, входящих в функцию pg  P. 
Если S ≥ |V(pg)|, то для реализации формулы 
pg  P достаточно одного элемента LUT. В 
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противном случае функцию pg необходимо 
преобразовать с использованием правил функ-
циональной декомпозиции [2, 3]. 
Для данного примера элементы LUT имеют 
S = 4. Рассмотрим систему (20). Для функции 
p1 имеем   SpV  51 . Следовательно, урав-
нение p1 необходимо преобразовать. Преобра-
зуем его следующим образом: 
    1 1 2 1 2 3 1 2 5τ τ τ τ τp x x x A B     . (25) 
Уравнение (25) соответствует схеме, вклю-
чающей два элемента LUT (рис. 5). Например, 
элемент LUT2 представляется таблицей истин-
ности (табл. 3). Аналогично преобразовывает-
ся уравнение для p2  P. 
 
Рис. 5. Реализация функции p1 при S = 4 
Т а б л и ц а  3. Значения элемента LUT2 
A τ1 τ2 x5 p1 A τ1 τ2 x5 p1 
0  0  0  0 0 1  0  0  0 1 
0  0  0  1 0 1  0  0  1 1 
0  0  1  0 0 1  0  1  0 1 
0  0  1  1 0 1  0  1  1 1 
0  1  0  0 0 1  1  0  0 1 
0  1  0  1 1 1  1  0  1 1 
0  1  1  0 0 1  1  1  0 1 
0  1  1  1 0 1  1  1  1 1 
 
Таблица блока EMB строится на основе ПСТ. 
Она включает следующие столбцы: K(Bi), P (ад-
рес ячейки памяти), Y 1, Φ (содержимое ячейки 
памяти), q – номер ячейки памяти ( Qq ,1 ). Па-
раметр Q определяется как GRQ  12  Переходы из 
состояний am  A задаются при помощи H(Bi) 
строк таблицы, где H(Bi ) = 2G. 
В рассматриваемом примере Q = 16 и H(Bi) = 4. 
В табл. 4 представлены первые восемь строк 
таблицы блока EMB для нашего примера. 
Табл. 4 задает переходы из состояний, вхо-
дящих в классы B1 и B2. Первые четыре строки 
соответствуют переходам для класса B1, сле-
дующие четыре строки – для класса B2. Стол-
бец h добавлен, чтобы показать соответствие 
между табл. 2 и 4. Содержимое столбцов Y 1 и 
Φ берется из столбцов Y 1h и Φ исходной ПСТ 
(табл. 2). 
Т а б л и ц а  4.  Фрагмент блока EMB автомата U4 
K(Bi ) P Y 1 Φ 
τ1 τ2 p1 p2 y1 y2 y6 y4 y5 D1 D2 D3 D4 q h 
0  0 0  0 0 0 0 1 0 0  0  1  0 1 3 
0  0 0  1 0 1 1 0 0 0  0  0  1 2 2 
0  0 1  0 1 0 0 0 0 0  0  0  1 3 1 
0  0 1  1 1 0 0 0 0 0  0  0  1 4 1 
0  1 0  0 0 0 0 0 1 0  0  1  1 5 6 
0  1 0  1 0 0 0 0 1 0  0  1  1 6 6 
0  1 1  0 0 0 0 0 0 0  1  0  1 7 5 
0  1 1  1 1 0 0 1 0 0  1  0  0 8 4 
 
Таблица блока LUTer2 объединяет таблицы 
для функций 2Yyn   и ττ r , она содержит 
столбцы: K(am) – адрес ячейки памяти; Y 2, τ –
содержимое ячейки памяти; q – номер ячейки 
( 1,1 Qq  ). Параметр Q1 определяется как RQ 21  . 
В рассматриваемом примере имеем Q1 = 16 
(табл. 5). Следующие комбинации не содержат 
полезной информации, поэтому они не показа-
ны в табл. 5. 
Таблица блока LUTer2 заполняется сле-
дующим образом. Например, строка q = 4 со-
ответствует состоянию a4  B2. Из ГСА Г1 сле-
дует, что в состоянии a4 формируются выход-
ные функции (y6, y8)  Y 2. Это соответствует 
коду 101 в столбце Y 2 строки четыре. Так как 
K(B2) = 01, то в столбце τ этой строки находит-
ся код. Аналогичным образом заполняются все 
строки табл. 5. 
Последний этап предлагаемого метода свя-
зан с применением стандартных пакетов [8, 9], 
используемых для реализации электронных 
схем в базисе FPGA. В статье этот этап не рас-
сматривается. 
Т а б л и ц а  5. Значения блока LUTer2 автомата U4 
K(am) Y 2 τ 
T1 T2 T3 T4 y6 y7 y8 τ1 τ2 q 
0  0  0  0 0 0 0 0 0 1 
0  0  0  1 0 0 0 0 1 2 
0  0  1  0 1 1 0 0 1 3 
0  0  1  1 1 0 1 0 1 4 
0  1  0  0 1 0 0 1 0 5 
0  1  0  1 0 1 1 1 0 6 
0  1  1  0 0 0 1 1 1 7 
0  1  1  1 1 0 0 1 1 8 
1  0  0  0 0 1 1 1 1 9 
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Заключение. Предложенный  метод позво-
ляет уменьшить число элементов LUT в схеме 
СМПА в сравнении с известными методами. 
Это достигается преобразованием кодов со-
стояний МПА в коды классов псевдоэквива-
лентных состояний. Такой подход позволяет 
уменьшить число адресных входов в блоке за-
мены входных переменных. 
Метод целесообразно использовать, если 
замена входных переменных позволяет ис-
пользовать только один блок EMB для реали-
зации систем функций возбуждения памяти и 
входных переменных автомата Мили. Анализ 
библиотеки [14] показал, что к этому классу 
относятся 18 процентов стандартных автома-
тов. Кроме того, число адресных входов эле-
ментов LUT должно быть достаточным для ре-
ализации в виде одного элемента любой функ-
ции из множества 2 τY  . Как показали иссле-
дования, замена состояний классами ПЭС по-
зволяет компенсировать наличие блока LUTer2 
уменьшением числа элементов LUT в блоке 
ЗВП. Таким образом, эквивалентные автоматы 
U3 и U4 имеют одинаковое число элементов 
LUT, но в автомате U4 используется только 
один блок EMB. 
Дальнейшие исследования связаны с адап-
тацией подходов [3, 11] к особенностям со-
вмещенного автомата. 
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Reducing the Hardware Amount for the Combined Automata  
Keywords: combined FSM, FPGA, LUT, EMB, synthesis, structural reduction. 
Introduction. The proposed method allows to reduce the number of LUT elements in the scheme of a combined microprogram 
automatic machine in comparison with the known methods. 
Purpose. This is achieved by transforming the codes of the states of the microprogram automaton into the class codes of 
the pseudoequivalent states. This approach reduces the number of input addresses in the block of the input variables replace-
ment. 
Purpose. It is advisable to use this method if the replacement of input variables allows the use of only one EMB block for 
the implementation of the memory excitation function systems and input variables of the Mili machine. The analysis shows 
that this class includes 18% of standard machines. In addition, the number of address inputs of LUTs must be sufficient to 
implement as one element of any function from the set.  
Conclusion. As our studies have shown, the replacement of the states by pseudoequivalent state classes makes it possible 
to compensate the presence of the LUTer2 block due to the decrease in the number of LUT elements in the block for the input 
variables replacement. 
The direction for our further research is connected with the adaptation of these approaches to the combined automatic ma-
chine features. 
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