Abstract. Today the Policy-Based Management (PBM) approach is recognized as an efficient solution to simplify the complex task of managing and controlling networks. To this end, the IETF has introduced a reference framework to build PBM systems. However, this framework only addresses the provisioning of relatively long validity period services based on pre-defined SLAs (Service Level Agreements). Furthermore, very little work addresses the scalability properties of the instantiation of this framework in a real network. In our previous work, we presented an extension of the IETF PBM framework in order to support dynamic provisioning of short term services (end-system signaling) as well as an instantiation scheme that is scalable (distributed provisioning of edge routers). This instantiation scheme is based on the distribution of the provisioning process while keeping centralized only the parts that involve critical resources, namely the Bandwidth Brokerage. In this paper, we propose an extensive analytical study of this extended architecture. The results of this work are intended to be used as a guideline to help network operators to design a scalable PBM system in order to offer to their customers' services with QoS assurance in an on-demand basis.
In a previous work [3] , we proposed a novel architecture that integrates QoS signaling with dynamic per-session QoS provisioning. Thus, our proposed architecture was twofold. First, we proposed to transfer parts of the network management and control mechanisms to the user's terminal. This latter is rendered responsible, for each of its sessions, to generate QoS requests towards the PBM system and to wait upon the reception of request acceptance by this one. Then we proposed to distribute the resource provisioning process while keeping centralized only the parts that involve critical operations, namely the Bandwidth Brokerage. The performance improvement in terms of scalability of such architecture was demonstrated through practical experiments. In this paper, we propose an extensive analytical study of this extended architecture. The results of our current work are intended to be used as a guideline to help network operators to design and dimension their scalable on-demand policybased resource allocation system. So, this later will allow them to offer to their customers services with QoS assurance in an on-demand basis.
As far as we know, the only contribution to the specification of an analytical model for PBM systems is the one proposed in [4] . This analytical study aimed at demonstrating that a dynamic PBM architecture could be scalable according to the size of the administrative domain. This work is without doubt very interesting however the hypotheses of the authors are not realistic. Indeed, their analysis did not take into account numerous practical constraints related to the implementation of the PBM architecture, and it also ignores the fact that the critical resources cannot be distributed. This means that when wishing to dimension a PBM system for real networks, the analytical model proposed in [4] cannot be used. Conversely, we design in this paper an analytical model that depends closely on functional constraints and we compare it to real experiments showing its accuracy to model a real system. The rest of this paper is organized as follows: Section 2 introduces our previously proposed architecture. Section 3 develops the analytical model and analysis of our architecture. The dimensioning formulas for on-demand policy-based resource allocation systems are presented in Section 4. This is followed by the description of the deployment strategy to be used by network operators. Finally, Section 6 concludes the paper and presents some future works.
Scalable on-demand Policy-based Resource Allocation
It appears nowadays that management systems following the PBM architecture are neither responding to operators' scalability issues nor to customers needs. In fact, customers are willing to dynamically request network resources depending on their instantaneous needs and without having to contract a SLA for a long period of time. This tendency is confirmed by the forthcoming 3G IP Multimedia Subsystem (IMS)/Multimedia Domain (MMD) [5] network architecture. Indeed, this architecture is evolving toward including per-session resource management and control using policies. However, from the operator perspective, the integration of dynamic resource allocation to the existing IETF's PBM architecture is not feasible at a large scale.
In order to overcome these limitations, we proposed in a previous work [3] a novel solution for on-demand policy-based resource allocation in IP networks. This solution aims to distribute the decision making operations among several distributed PDPs. Therefore, the PBM architecture has been decomposed into a set of functional components. The idea of this decomposition is to identify which components represent critical sections in the decision-making process. Once this phase achieved, the solution consists on proposing a new instantiation model where non-critical components are distributed according to none functional requirements (such as performance objectives, network size, etc.). Hence, the impact of critical operations on the overall management system performances is minimized. To maintain the consistency of the decision-making process, critical operations are kept centralized. These operations are identified as those operations that need to access to critical resources (shared information, common databases, etc.) in the system.
The critical operations in our framework were identified as those related to the bandwidth brokerage. All other operations related to decision making appeared as replicable. Based on these statements verified in our previous work [3] , we propose to keep centralized the Bandwidth Brokerage while distributing all other functional components. Fig. 1 presents in details our framework ( Fig. 1(b) ) and its instantiation ( Fig. 1(c) ), and shows its differences with the IETF's PBM framework ( Fig. 1(a) ).
As our objective was to demonstrate its scalability features, we both realized a complete implementation of our proposed framework. The practical experiments highlighted the scalability property of our approach. These experiments also permitted to identify the effect of each component of the framework on the overall performance of the management system. A detailed description of our proposed architecture and its practical performance evaluation can be found in [3] . 
Analytical Analysis.
In order to understand the behavior of our architecture, we have developed an analytical model. Our main goal in designing this model is to understand the problem analytically and to try to provide network operators with a dimensioning tool to help them to design their system efficiently. First, we will describe the components and characteristics of the analytical model, then we will apply this model to practical experiment results and compare them, in order to validate our model.
Analytical Model
Based on the instantiation schema presented in Figure 1(c) , we deduce that all the customer requests follow the same path: (1) PDP processing, (2) Local Policy Repository (LPR) access (LDAP), (3) bandwidth brokerage, and if there is enough resources (positive response from the Bandwidth Broker): (4) configuration of the appropriate edge router, (5) service completion, and (6) resource release (access to the BB and to the adequate edge router). According to this we specify the queue network model shown in Figure 2 .
The first queue (P), which represents local processing at a PDP, is composed of C parallel independent servers, each of which corresponds to one connection controlled by a PDP. The aim is to study the scalability of the framework, i.e. to compute the maximum value of C before reaching system instability (i.e. here we are interested in the limits of the system). Each server serves the requests at a certain rate. We have chosen an exponential1 distribution which is fairly representative of the real world. As we are interested in the number of active connections in the system, the number of PDPs has no effect on the model design. Each PDP handles a part of these connections and C represents the total value.
The second queue (L) characterizes the LPR access. This queue is also composed of C parallel independent servers, since an LDAP server is able to handle the requests in parallel. For the same reasons as for the PDP service time modeling, the service time of the LPR is modeled as an exponential distribution. The number of LPRs has no effect on the model design, either.
The third part of the model (B) represents the bandwidth broker. It is a single server queue, as the BB processes the requests sequentially, and it should be noted that there is only one BB in the system. Its service law is approximated by an exponential distribution.
The fourth part (the N parallel queues) symbolizes the set of configurable edge routers in the operator network. We assume that these routers are targeted equitably by customer requests (probability set to 1/N). Each edge router is modeled as a single server queue and its service time is approximated by an exponential distribution. For high values, the edge router number (N) has no significant impact on the performance of our system (this assertion will be argued later).
The next queue (S) characterizes the effective service time, i.e. the time necessary for a user to complete the desired service. Finally, the last queues (W and F) represent the waiting time between two consecutive requests from the same customer (initiated using the same QPS connection). The Queue F is visited in the case of a blocked call (Failure: insufficient resources to satisfy the client request), while the queue W is visited after a successful call.
After service completion, the system should release the reserved resources, which represents another access to the BB and the corresponding edge router. Consequently, the outflow of the edge router queues is connected to both the service and waiting queues, with the same probability: 1/2. Also, depending on the available resources, the Bandwidth broker may accept or reject the client request. Thus, the outflow of the BB queue is divided into two different paths with a blocking proportion: 'α'. This latter depends on the call blocking probability (p), and is calculated as follows:
First, let us redefine the relevant parameters: p: The call blocking probability. α: The blocking proportion at the outflow of the Bandwidth Broker queue in the proposed model.
The throughput of the queue <I>, with
. Note that, in the steady state and for each queue in the network, the input and output throughputs are the same. T R corresponds to the aggregated throughput of the N Parallel queues (R).
Then, based on the queue network flows in the steady state, we extract the following equations:
Also, based on the definition of the call blocking probability, it is obvious that:
with:
Finally, from the previous equations, the following formula is extracted: This proposed model is a BCMP model and can be solved as a product form solution [8] . As we are interested in the scalability performance of such a system, we have studied the system in the worst case, by assuming that each customer disconnecting from the system is immediately replaced by a customer entering the system. Thus, the resulting model is a closed queue network, where inputs and outputs are removed.
Test-bed results
In order to validate our analytical model, we compare its results to those obtained using practical experiments. To that end, an integrated test-bed containing all our architecture entities has been implemented. The BB, the PEP, the PDP, and the signaling protocol have been implemented using Java 1.5. The policy repository and its replicas (LPRs) are instances of the LDAP repository, in which the management information is modeled using CIM. The management information replication and updates are handled automatically by LDAP [9] . In addition to PBM components, specific Linux-based traffic conditioning software has been used to enforce the QoS decisions (traffic classification and packet marking) in the Linux-based edge routers. As shown in Figure 3 , the obtained practical results demonstrated that the overallsystem delay is always below the ITU-T recommended signaling-delay limit [6] and that the system throughput is higher than the 200 req/s as recommended by the ITU-T [7] . For a detailed performance evaluation of our architecture the reader can refer to [3] .
From the practical experiments using our test-bed, we have determined the median value of the PDP's mean service time, which is set to 7ms. Similarly, the LPR mean service time is set to 40ms and the edge router configuration mean time is fixed to 35ms. For the BB, the mean time necessary to process a request is equal to 2,25ms ( B µ ). Finally, the obtained value for the call blocking probability (p) is equal to 4.6%. This value is extracted from the practical evaluation during the stable state.
Instantiation and Validation of the Model
In addition to the values obtained from experimental results and depicted above, we chosen the following values to validate our model: the number (N) of edge routers is set to 58 (as assumed in the test-bed). For the BB, the mean time necessary to process a request is equal to 2,25ms ( B µ ). The service execution time and the waiting times are assumed to follow an exponential distribution with a mean equal to 2 minutes ( S µ ), 5 minutes ( F µ ) and 15 minutes ( B µ ) respectively. The 'α' parameter is computed using the call blocking probability value (p) and is equal to: 2.35%.
Based on the analytical model, which is a BCMP model, it is possible to compute the different scalability and performance parameters of the proposed framework. The parameters which are essential for our study are (1) the average response time, which is the delay time to be served by the PDP, the LPR, the bandwidth broker and, if the call is accepted, the appropriate PR PEP queues respectively, and (2) the effective system throughput calculated as the number of requests correctly served per second (T P ). These parameters are calculated for different values of C, the number of customers (connections) in the system. Therefore, this value is increased until the system reaches an unstable state.
The analytical results are represented by the curves in Figure 4 (a-b) and we see that the instability point corresponds to a value of C = 230,000 concurrent connections. The average response time remains low enough (less than 150 ms) when the connection pool is under 220,000. Beyond this number, the average time increases very quickly and reaches values of several seconds. At the same time, effective throughput increases linearly until it reaches its maximum value which coincides with the instability point, and then it remains steady. From this, we can conclude that the maximum throughput of our system is about 227 effective requests per second and the value obtained is in concordance with the result obtained in the test-bed. In the last experiments, we fixed the number N of edge routers, PR PEPs, in the system to 58. In some cases, this value may have a perceptible influence on the scalability performances of the architecture. So, to deal with this assertion, we vary the N value in the range [3 … 21] and compute the maximum connection number (stability threshold) for each of them. The obtained results are shown in Figure 4(c) . When the N value is less than 16, it has a direct impact on the scalability of the system. However, beyond this point, the two parameters become completely independent. This can easily be explained by the fact that the provisioning operations of each edge router are in fact critical sections. Hence, for a low number of edge routers, the time between the arrivals of two consecutive provisioning decisions within the same edge router is very low. For a high number of edge routers, which is the case for most of the 1st and 2nd tier ISPs, the bottleneck of the system is clearly the BB. All the scalability and performance parameters are strongly dependant on this latter.
Furthermore, in order to validate the proposed analytical model and all the corresponding results, we have compared these results with the test-bed results presented in section 3.2. We can see that the results are very similar (Figure 4(d) ). This Figure presents the average response time to requests plotted as a function of the effective system throughput (the number of accepted requests per second). In the case of the analytical results, the curve is simply inferred by combining curves (a) and (b) of Figure 4 , in which we only consider the stable state of the system (i.e. throughput values below 227 req/s). We see that the performance values obtained in each case are very close. Therefore, we can confirm that the proposed analytical model is representative of the performance of the entire system and can therefore be used as a dimensioning tool to calculate the capacity of the system to handle allocation requests while ensuring the ITU-T maximum response time boundary of 6s and the stability of the system.
Analytical Results and Dimensioning Formulas
Based on the analytical model presented above, we target here to extract relevant dimensioning formulas, which can act as a simple guideline for the instantiation of the PBM system.. Indeed, the main objective of our study is to provide these relevant dimensioning tools, since we have already identified the behavior of each component as well as the bottleneck of the proposed architecture. More precisely, in the subsequent study, we target the following scalability parameters: (1) Max T : the maximum effective throughput of the system and (2) Max C : the maximum capacity of the system (i.e. maximum number of active customers before reaching instability). Indeed, these two parameters will be the basis of our system design and dimensioning tool.
First, let us define and organize all the flow equations of our model (the queue network flows): Previously, we have shown that the bottleneck of system is the bandwidth broker or the PR PEPs, depending on the number N of edge routers. Consequently, the maximum throughput of the system, which is designated by: ( 
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Thus, based on these definitions, we can extract the following condition on our system:
the BB is the bottleneck of the system. (3) Furthermore, based on the flow equations in 2, the maximum throughput of the system is defined by:
When applied to our test-bed, these formulas (equations 3 to 5) show the following result: If (N > 15), the bottleneck of the system is the BB and, in this case, the maximum effective throughput is req/s 227 =
Max

T
. Also, the number of active connections (customers) in the system can be defined as:
The mean number of customers in the queue <I>.
However, if we assume that most of the customers are in the service and waiting queues during the steady state, the number of customers can be approximated by:
Consequently, the maximum capacity of the system is defined as follows: 
Deploying a Scalable PBM System
From the proposed analytical model and the previous dimensioning formulas, it is possible for an operator, once he has characterized the behavior of their customers in terms of average service duration ( ) S µ and average waiting time between two consecutive requests for the same customer ( )
, to calculate the maximum number of active connections that will be supported by the PBM system. However, in order to instantiate this architecture in a real network, the operator also needs to determine the number of PDPs (respectively LPRs) to deploy physically in the network. The number of PDPs depends on the capacity of each instance to process a certain number of active connections simultaneously. Of course, this delay depends on the frequency of resource allocation requests issued by the QPS PEP and the hardware architecture of the device that is supporting the PDP software. We have conducted a number of experiments to highlight the evolution of the processing performance of the Management Center (PDP+LPR) on a particular platform according to the number of active customers (i.e. The number of customers currently connected to the PDP). The test-bed includes an instantiation of the PDP and the LPR on two different computers running on a Linux-based OS. Each of them has the following characteristics: RAM=512Mo, CPU=P4-2489Mhz, Cache Memory=512Kb. Each PDP is connected to 58 edge routers. Each connected customer generates a resource allocation request every minute (this is deliberately high but in the reality it should be lower).
The results of these experiments are illustrated in Figure 6 , which shows how the processing performance of the Management Centre evolves with the increase in the number of active customers. From this figure we see that the PDP is able to manage efficiently up to 7,000 active customers without any real loss of performance. With this load, the system doesn't use the memory swap and the RAM usage increases linearly with the number of connected customers. In addition, the mean CPU usage ratio of the PDP is around 12%. When the customer pool is below the 7000 limit, the Management Centre service time is always below 100ms with a mean of about 45ms (this is approximately the same value used in the analytical study: ( ) Above this number of active customers, the experiments show long service times. This is principally due to the high usage of the physical memory and the need for the system to start swapping. At this point, the system is in an unstable situation and the Management Centre service delay increases significantly with the number of active customers. According to these results we can consider that, for this hardware architecture, the maximum number of active customers a particular PDP with this particular hardware can support efficiently is 7,000.
From these results and the analytical study, we can provide a very simple guideline for the instantiation of the PBM system. Depending on customers' behavior (average service duration and average waiting time between two consecutive requests), the analytical model gives the maximum capacity of the PBM system (i.e. maximum number of active customers). Let , then the number of PDPs to instantiate will be 220,000/7000 ≈ 32 PDPs. This means that if the operator deploys one BB and 32 PDP, and provides the customers with the QPS PEP software, he will provide a scalable and stable on-demand policy-based resource allocation system until it reaches 220,000 active connections. This number does not represent the number of customers, which can be much greater, since not all the customers are active at the same time. No doubt, numerical performance can be enhanced using more advanced hardware.
Conclusion and Future Work
In this work, we have presented an analytical model for an on-demand policybased resource allocation and provisioning system for stateless IP networks. Our objective behind this work is to use this analytical model to derive dimensioning formulas to be used to design such systems. As it stands, the performance of the system depends on the performance of the BB as well as the underlying PDP instantiations. Using these results, we also proposed a simple approach to calculate the number of PDPs to deploy in the system and ensure the targeted scalability feature. Both the derived dimensioning formulas and the deployment rules can be used by network operators as a design tool for their on-demand policy-based resource allocation and provisioning system.
As for future work, one point that can be considered is the design of a distributed scheme for the dynamic assignment of PDP to the customers (QPS PEP). This dynamic assignment should necessarily deal with the balancing of load among PDPs and the limitation of the load within each PDP to a desirable value (i.e. to a maximum of 7000 connections per PDP for our plate-form implementation).
