Recently, machine learning techniques have been widely applied in virtual screening for predicting the properties of molecules. It can provide strategies for prioritizing molecules for physical screens and significantly reduce resources for various applications in medicine, chemistry, and biology. Despite the increasing interest, the key challenging of constructing proper representations of molecules for the learning algorithms remains largely open. This paper introduces N-gram graph, a novel representation for molecules. It is simple, can be efficiently computed on general molecular graphs, and can be used with various machine learning methods. Experiments on several data sets demonstrate that the novel representation is able to reach the state-of-the-art performance on multiple tasks, even with simple machine learning models.
Introduction
The goal in drug discovery tasks is to test the properties of the molecules. Traditional physical screening is typically accurate and valid but also very costly and slow. In contrast, virtual screening using machine learning can be done in minutes for predictions on millions of molecules. Therefore, virtual screening can be a good filtering step before the physical experiment, so as to help accelerate the drug discovery process. To achieve this goal, the predictions generated by virtual screening should be made accurate.
The advances in deep learning have led to many achievements in the area of image classification and speech recognition, and recent efforts have applied to various other problems including, in particular, virtual screening. But unlike image and speech data, the most common raw input in drug discovery provide only highly abstract representations of the chemicals, which are not directly well-handled by existing learning systems. This creates a stumbling block in making good predictions on molecules. To address this issue, various representation methods are proposed, and the most commonly used ones are reviewed below.
Chemical fingerprints, perhaps the most widely used feature representations, encode each molecule as a fixed length bit vector. The prototypical method is the Morgan fingerprints, where each bit vector corresponds to a hashing bucket. To construct the fingerprint, first check the presence of a set of substructures, then hash the presented ones to the buckets, and finally set the bit based on whether the corresponding bucket is empty or not. Due to the hashing collisions, it is difficult to interpret such fingerprints and exam how the machine learning systems utilize them. Another prototypical method, Simplified Molecular Input Line Entry System (SMILES), is a character sequence describing molecular structures. There are some inherent issues in SMILES, the biggest being that molecules cannot be simply represented as a linear sequence: the properties of drug-like organic molecules usually have dependence on ring structures and tree-like branching, whose information is lost in a linear sequence. An example of Morgan fingerprints and SMILES is illustrated in Figure 1 . The benefits of applying deep neural networks in the horizon of drug discovery are yet to be fully realized, but we can make a conceptual analog to the image classification problems. Molecules can be simply visualized as a 3D graph, and we can easily fit images into this pattern: images are highly structured 2D graphs, where each pixel is the vertex in the graph and is connected to pixels in at most four directions (up, down, left, right) . Thus this implicit attribute in images can filter out useful information after the convolution layers and pooling layers in the state-of-the-art deep convolution models. Following this idea, graph-structure data, including social networks and molecules, can be effectively utilized in learning given a good filtering strategy. For example, [6] introduces neural fingerprints, which first starts to apply a graph layer on the graph-structure data then followed by deep neural networks.
Such graph-based representations in principle have several advantages. They can contain comprehensive information for molecules, including the skeleton structure, conformational information, and atom features. In contrast, classic molecule representations used in machine learning, such as chemical fingerprints or SMILES, may not be able to encode such information and thus potentially not adequate in some tasks. Furthermore, they are part of deep learning systems, which can be trained end-to-end. On the other hand, the classic molecule representations like chemical fingerprints or SMILES are simple and efficient to calculate, and can be used by different machine learning methods. They can be used by simple methods like random forest or by deep neural networks: a fully-connected neural network on top of fingerprints can lead to a good fit for the data, and both the convolution and recurrent neural networks can map SMILES strings into a latent space for prediction. Furthermore, another disadvantage for graph-based representations is that most efforts focus on message passing between adjacent atoms as representation, which may over-emphasize the local structure and ignore more general information, like the molecule shape. Can we combine the benefits of the two worlds by designing a simple and efficient representation, that can be used by different learning approaches and achieve comparable or even better performance than the existing sophisticated representation methods?
To achieve this, this paper introduces a novel graph-based representation called N-gram graph. It first imposes segmented random projection on each atom to get vertex embedding. Then it splits a molecule graph into N-grams with different N's, where an N-gram refers to a path of length N in that graph, and constructs the embedding for each N-gram based on the embeddings of its vertices. The final representation of a molecule is constructed based on the embeddings of all its N-grams. Once constructed, the representations can be fed into different machine learning methods. Furthermore, more localized information is encoded by paths with smaller N, while more globalized information is encoded by paths with larger N. Experiment results support the conclusion that molecule representation has become a bottleneck in virtual screening tasks, and significant gains might be achieved by novel representation methods.
In summary, the contributions of this paper are as follows:
1. We design a novel representation on graph-like data, called N-gram graph. It is much simpler than existing graph-based deep neural networks, yet the performance can compete with the most up-to-date models. And it is very efficient; all the calculations are simple operations like sum and element-wise products.
2. N-gram graph is able to support a finer-grained encoding of the structural information due to the separation of paths of different lengths. This also allows it to balance local and global structural information.
3. The N-gram graph does not require an end-to-end training process, therefore multiple nondeep supervised machine learning methods can be trained on it. Current graph-based deep neural networks apply message passing for information delivery and are only designed for end-to-end deep neural networks, but N-gram graph allows non-deep supervised machine learning methods to reach state-of-the-art performance.
4. The N-gram graph representations show promising generalization performance on deep neural networks. They consistently lead to smaller gaps between training and test performance than existing representations, suggesting that the information is encoded in a way suitable for learning.
Related Work
Deep learning methods started to capture the attention among scientists in the drug discovery domain from Merck Molecular Activity Challange [18, 4] . Efforts expanded to investigate the benefits of multi-task deep neural networks, frequently showing outstanding performance when comparing with shallow models [16, 22, 15] . All of these works used Morgan fingerprints as input representations.
Another option for molecule representation is the SMILES string [24] . SMILES can be treated as a sequence of atoms and bonds, and each molecule has a unique canonical SMILES string among a frequently vast set of noncanonical, but completely valid, SMILES strings. Therefore, attempts were made to make SMILES feed into more complicated neural networks. [11] applied recurrent neural network language model (RNN) and convolutional neural networks (CNN) on SMILES, and showed that CNN is best when evaluated on the log-loss. SMILES as the representation is now common in molecule generation tasks. [9] first applied SMILES for automatic molecule design, and [13] proposed using a parser tree on SMILES so as to produce more grammatically-valid molecules, where the input is the one-hot encoded rules. On the other hand, [15] showed the limitation of SMILES and itself as a structured data is hard to interpret, and thus SMILES are not used in our experiments.
Molecular descriptors [20] is another representation, but it requires heuristically coming up with descriptors and dynamically adjusting it to tasks, which is not easy and requires a lot of domain knowledge. Therefore molecular descriptors are not considered in this paper since one of the goal here is to get a generalized feature representation.
Recent works started to explore the graph representation, and the benefit is its capability to encode the structured data. [6] first utilized message passing on graphs. At each step, this method passes the hidden message layer to the intermediate feature layer. The summed-up neural fingerprints are then fed into neural networks as features. Following this line of research, [1] made small adaptations by using the last message layer as feature inputs for neural network, and [26] proposed a differential pooling layer to learn the hierarchical information.
Other variants introduced different modules. [12] proposed a new module called weave for delivering information among atoms and bonds, and [17] used a weave operation with forward and backward operations across a molecule graph. [14] utilized edge information, and [7] generalized it into a message passing network framework, highlighting the importance of spatial information.
Background and Preliminaries
Generally, molecules can be represented in different formats for machine learning models. The ideal representation should contain comprehensive information for each molecule (like molecule graph) and at the same time easy to learn over for downstream machine learning methods. We consider the following three types of representations in our experiments.
Morgan Fingerprints
Morgan fingerprints and its variants [19] have been one of the most widely used featurization methods in virtual screening. It is an iterative algorithm that encodes the circular substructures of the molecule as identifiers at increasing levels with each iteration. In each iteration, hashing is applied to generate new identifiers, and thus, there is a chance that two substructures are represented by the same identifier. In the end, a list of identifiers encoding the substructures is folded to bit positions of a fixed-length bit string. A 1-bit at a particular position indicates the presence of a substructure (or multiple substructures) and a 0-bit indicates the absence of corresponding substructures.
Graph Representation
Nearly all drug-like molecules can be potentially represented as a graph, where each atom is a vertex and each bond is an edge.
Suppose there are m vertices in the graph, each vertex is denoted by
Each vertex entails useful information, like atom symbol and number of charges for atom nodes. These vertex features are encoded into vertex attribute matrix N ∈ {0, 1} m×d , where d is the dimension of vertex feature. Adjacency matrix A ∈ {0, 1} m×m is able to depict the skeleton of a graph.
In the molecule graph setting, the attribute vector N i,· is defined in Equation (1). As in Equation (2), A i,j = 1 if and only if two vertices, a i and a j , are linked.
Each N-gram path in a graph is represented by V , and |V | is the length of that path. A path with length n is represented by V n . The set of all N-gram paths with same length is called a N-gram path set. These notions will be used in the next section.
Message Passing on Graph Neural Networks
In recent works, message passing has been dominant in graph-based deep neural networks. Message passing has T iterations, corresponding to T layers in deep networks. At step t, each vertex will pass its information only to its neighbors. After continuing for T steps, each vertex is able to pass its own information to vertices at most T -steps away. Therefore, message passing is capable of encoding local structure within the radius of T . The final layer will then aggregate information from all vertices as global representation.
Let the intermediate matrix at step t be M t , and operation A · M t allows each vertex to pass its own information to its neighbors, where · is the matrix multiplication. Message passing will then multiply it with hidden layer H t followed by activation function σ. Repeat this process for T times, and the output matrix M T is assumed to capture the global information. This process can be nicely written in Equation (3). M 0 = N at the initial step.
One restriction of graph-based representation is that it is only applicable to end-to-end deep neural networks, where all parameters are learned through back-propagation.
N-gram Graph: A Novel Representation
N-gram graph is an order-invariant representation for a graph (e.g., a molecule graph). An N-gram refers to a path of length N in the graph. The method views a given graph as a bag of N-grams and builds representations on them. The high-level process is described as follows:
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. . . concat Figure 2 : Segmented random projection on vertex a i . Each vertex's features can be split into S segments. Each group of feature with dimension d s corresponds to a one-hot vector N s i,· ∈ {0, 1} 1×ds (marked in grey). This vector is then multiplied by the Gaussian random matrix G s ∈ R r×ds , yielding a projection into a random space. For each randomized vertex feature g i , the only non-zero column in output matrix G s · N s i,· in each segment will be extracted and concatenated as the vertexlevel embedding.
1. The vertex embedding is obtained by applying vertex-level representation called segmented random projection. 2. The N-gram path embedding is obtained by the element-wise product of the embeddings of the vertices in the path. 3. For a fixed path length N , sum up all the N-gram paths to get the embedding for the Ngram path set.
4.
Concatenate the N-gram path sets with multiple N's (e.g., N=1,2,3) to get the final N-gram graph representation.
The N-gram graph method is inspired by the N-gram approach in natural language processing (NLP), which is a classical representation method for text data. There, an N-gram refers to N consecutive words in a sentence. A word is mapped to a vector (one-hot vector or other word embeddings). An N-gram can be embedded as the element-wise product of the vectors in it, which corresponds to the diagonal of the tensor product of the word vectors. Summing up all N-gram embeddings and concatenating them for different N lead to the final N-gram embedding for a sentence. This has been shown both theoretically and empirically to preserve good information for downstream learning tasks even using random word vectors (e.g., [23, 2] ). We extend this idea from linear graphs (sentences) to general graphs (molecules). We also design our own vertex embedding method to replace the word embedding methods, as detailed below.
The following subsections will go step by step, from problem formulation, to vertex-level representation, and to graph-level representation.
Problem Formulation
For each graph, the goal is to find a set of shared substructures among all the positives. The substructure should preserve related information such as the vertex features and spatial positions. The intuition is that the predicted graphs will have the important properties and be labeled positive if and only if they contain the crucial substructure.
The target is to find such crucial substructure, which can be represented by a candidate set C ∈ {0, 1} m×1 , where each bit in C means the corresponding vertex is crucial for the target task. Therefore graph-structured data can be represented in Equation (4) .
where · is the matrix multiplication, ⊗ is the element-wise multiplication, and A ∼ = B means two matrices, A and B, are isomorphic. For the above constraints in Equation (4), c 1 ∈ R d represents the number of vertices in the crucial substructure, and c 2 ∈ R m is the skeleton for it. Note that here, c 1 and c 2 represent two abstract patterns, and we are not trying to refer them to any specific components in different algorithms (like feature layers), since they can be quite flexible. To be more specific, if the graph data already contains such patterned structure, then c 1 and c 2 can be directly used as input features; while in the end-to-end deep models, c 1 and c 2 can be learned through back propagation, therefore we treat them as intermediate layers.
One issue for the candidate set C is that it is sensitive to the vertex ordering. Once the indices of vertices are switched, the graph data stays the same but the corresponding representation may change totally. This motivates the order-invariant N-gram graph representation.
Vertex Level: Segmented Random Projection
We first apply segmented random projection to get the vertex-level embedding. Recall that A is the adjacency matrix, and N is the vertex attribute matrix. Vertex features can be treated as S feature segments, where each segment is a one-hot vector. One example is given in Equation (1). Similarly, the vertex attribute matrix can be divided into S segments,
] ∈ R S×r×d be a randomized Gaussian matrix, where d is the dimension of the vertex feature and r is the dimension of the random space. It can be divided into S segments according to vertex features. N i,· is the feature for vertex a i , and g i is the corresponding randomized representation. The segmented randomized projection function f : N i,· → g i is defined in Equation (6).
where is the summation along the axis of feature dimension d s . (G s · N s i,· ) ∈ R r×1 is the random projection on s-th feature segment for a i . Concatenation of S segments yields g i = f (N i,· ) ∈ R r×S . Figure 2 describes the whole projection process.
Graph Level: N-Gram Graph
Vertex ordering becomes one of the biggest challenges under the current problem formulation. Reordering vertices in one graph will not change its properties, but the candidate set C is not capable of recognizing this difference. Adding an order-invariant representation seems to be a reasonable solution. As mentioned, the N-gram approach is a classic technique used in NLP. It represents a sentence as counts of the contiguous sequence of N words in the sentence. Viewing words as vertices and sentences as linear graphs inspire us to come up with a N-gram method for graph representation.
Each N-gram is a path of length N , and is represented by the element-wise product of the vertices embeddings in that path. Then the embedding for the N-gram path set of length n, denoted as V n ∈ R r×S , n ∈ {1, 2, . . . , N }, is defined as the sum of the embeddings for all n-grams:
segmented random projection N-graph path set (7) The N-gram graph representation is the concatenation of N-gram path sets embeddigns with multiple length n, i.e.,
Note that N-gram graph representation, each component V n of G corresponds to the path representation with a different length n. Compared to the message-passing in the end-to-end graph-based deep neural networks or Morgan fingerprints generation, the N-gram graph representation can offer a finer-grained view of the graphs, in the sense that it separates different local structures by path length. Moreover, only path information is involved in the construction of G. But in a message passing graph, important information can get delivered back-and-force along each pair of adjacent vertices, which may lead to a biased representation focusing more on shorter paths. N-gram graph can be used in different learning methods. It can be flattened into a 1-dimensional vector as input features into non-deep models like random forest or XGBoost. It can also be fed directly into deep neural networks, potentially with flatten operations in the intermediate layers.
Experiments and Results
Recall that machine learning for virtual screening is an efficient way to make drug predictions.
Here we test the accuracy of N-gram graph on virtual screening tasks, and compare it with two types of feature representation: Morgan fingerprints and Message-passing graph on end-to-end deep neural networks. N-gram graph proves its effectiveness on various data sets with respect to both the prediction accuracy and generalization ability.
Settings
Six models and three different feature representations were tested on 3 regression tasks and 12 classification tasks. Table 1 lists the feature representation and model combinations. Random Forest (RF) and XGBoost (XGB) [3] are non-deep models. Fully-connected Deep Neural Network (DNN) is deep but not end-to-end. Neural Fingerprints (NEF) [6] , Graph CNN (GCNN) [1] , and Weave Neural Network (Weave) [12] are end-to-end deep networks and they are only designed for Messagepassing graphs. Table S2 lists the specific d = 42 features and S = 8 segments for the vertices. All data sets are split into five folds with one selected as hold-out test set. We follow the hyperparameters provided in [6, 1, 12] for NEF, GCNN and Weave respectively. For other models, we run a comprehensive grid search for hyperparameter sweeping, including two non-deep machine learning algorithms, RF and XGB. More details about hyperparameters are provided in the appendix. Furthermore, for models using N-gram graph, the effects of the random projection dimension r and the N-gram dimension N will be discussed in the appendix, while the following sections display results with N = 6 and r = 100. (The effect of N and r are discussed in the appendix). All the codes will be public on GitHub. Compound representations were compared on three different regression tasks from the same data sets used in the previous work [6] .
Regression Tasks
• Delaney: 1144 molecules were measured with respect to the aqueous solubility [5] .
• Malaria: [8] measures the drug efficacy of 10,000 molecules against the parasite that causes malaria. • CEP: A subset of 20,000 molecules from Havard Clean Energy Project (CEP) [10] . It aims at estimating organic photovoltaic efficiency.
As demonstrated in Table 2 , performance on regression tasks varies a lot. When comparing N-gram graph with Morgan fingerprints, all three models can obtain better RMSE. Message-passing graph shows slightly better performance on Delaney and CEP, but other models based on N-gram graph are very comparative. Tox21: "Toxicology in the 21st Century" [21] initiative created a public database measuring toxicity of compounds, which was used in the 2014 Tox21 Data Challenge. Table S1 shows the sizes of the tasks. Nine representation and model pairs are tested on twelve tasks, and Table 3 summarizes the AUC[ROC] on the test set. Overall, we observe that N-gram graph indeed leads to comparable or even better performance than the other approaches. Details are discussed below.
Classification Tasks
After a thorough hyperparameter sweeping, both RF on Morgan fingerprints and N-gram graph and XGB on N-gram graph in Table 3 prove to be top three algorithms. Other algorithms, like GCNN and Weave, also exhibit competitive performance. Switching from Morgan fingerprints to N-gram graph appears to benefit XGB and DNN performance, especially for DNN: we observe the performance on 11 out of 12 tasks get improved, and 7 out of 12 taks get improved on XGB. Such huge improvements show the effectiveness of N-gram graph.
Random forest on Morgan fingerprints has performance beyond general expectation. One possible explanation is that we have used 4000 trees and obtained improved performance compared to 75 trees as in [25] . This is not surprising, since the number of trees is the most important parameter as pointed out in [15] . Another possible reason is that Morgan fingerprints indeed contains sufficient amount of information for the classification tasks, and methods like random forest are good at exploiting them while deep neural networks are not.
If only deep neural networks are considered, GCNN and Weave are generally better than DNN and NEF in Tox21 data set. This reveals that N-gram graph may be a better fit to decision tree models, yet DNN shows most robust performance as will be discussed below. Future work could be done to investigate more suitable deep neural network structures.
Generalization Performance on Tox21
An advantage of the N-gram graph representations is that they lead to good generalization performance, as shown in Table 4 . In particular, when used by deep neural networks, they consistently lead to the smallest gaps between train and test performance. This demonstrates that they encode the information needed for classification in a way suitable for the neural networks to extract. It is also observed that the Morgan fingerprints typically has large gaps (statistical analysis in Figure S3 ). This is probably because that the information encoded by the hashing scheme is hard to exploit by the learning methods. This then requires larger hypothesis class to fit the feature, resulting in larger gaps. In contrast, a small gap for N-gram graph suggests that the information is encoded in a learning friendly way, easy for learning methods to exploit.
Conclusion
This paper introduces a novel representation method called N-gram graph for graph structured data, and applies it on molecule property predictions in the virtual screening tasks. The first step in tackling this task is the derivation of problem formulation which requires an order-invariant representation. Then, the idea of N-gram from NLP is taken and extended to graph data. The resulting representation can be used by most supervised machine learning methods. Comprehensive experiments show the potential benefits of N-gram graph by reaching state-of-the-art performance on many benchmarks using different classification and regression models.
This work provides a simple, principled, and effective method to handle the graph-structured data. In areas like image classification, representations learned by the convolution layer and other techniques have allowed deep learning methods to take a dominant role. We believe in the domains with graphstructured data like molecules, similar great improvements would be accessible with both novel representation and novel algorithm. Concrete future work can be generalizing the word embedding methods and attention mechanisms from NLP. Atom Feature Specification Table S2 shows the types of features and feature segments for the atoms in the molecules of the data sets used in our experiments. 
Task Specification

Hyperparameter Search
For Neural Fingerprints, Graph CNN and Weave Neural Network, we follow the hyperparameters provided in [6, 1, 12] respectively. For other models, we run a comprehensive grid search for hyperparameter sweeping, including random forest in Table S3 , XGBoost in Table S4 , and fully-connected deep neural network in Table S5 . Qualitative Analysis To further explain how N-gram graph can help with representation, pairwise cosine similarities on different representations are compared. Here we randomly select 100 molecules from Delaney data set [5] .
As displayed in Figure S1 , similarities based on Morgan fingerprints tend to concentrate around 0, while N-gram graph is inclined to make molecules concentrate on similar representation. Some molecules are observed to be overlapped on Morgan fingerprints while N-gram graph is able to distinguish among them.
Statistical Analysis
Test Performance on Tox21 Tasks
The complete 5-fold cross validation results are displayed in Table S6 and we run Tukey's test as shown in Figure S2 . 
Generalization Performance on Tox21 Tasks
The generalization performance for complete 5-fold cross validation is displayed in Table S7 and we run Tukey's test as shown in Figure S3 . Figure S3 : Tukey's test on generalization performance (AUC[ROC]). To further prove that different vector embeddings are not biasing the message-passing graph methods, we test the original embeddings proposed in the previous papers [6, 1, 12] and the ones in Table S2 . The null hypothesis here is that means are the same, so rejection=False means we should accept the null hypothesis. Thus Table S8 shows that two vector embeddings contain very similar information.
Test on Models with Different Vector Embeddings
Test Performance on Delaney, Malaria, and CEP [6, 12] . r = 100 and N = 6 in N-gram graph. Results with other r and N are displayed in Table S11 , Table S12, and Table S13 . 
Results on Classification Tasks (Tox21)
We run N-gram graph on 12 classification tasks from "Toxicology in the 21st Century" [21] . We tested the effects of random projection dimension r and N-gram dimension N , and the ROC on validation sets are listed in Table S10 . 
Result On Regression Tasks (Delaney, Malaria, CEP)
We run N-gram graph on 3 regression tasks, Delaney, Malaria, and CEP. We tested the effects of random projection dimension r and N-gram dimension N , and the RMSE on validation sets are listed in Table S11 , Table S12, and Table S13 respectively. As observed from Figure S5 , for task Malaria and CEP, increasing N can help reduce the loss, while different values of random projection dimension r show very similar performance. Performance on Delaney Figure S5 fluctuates a lot as r and N increases. One conjecture is that such high variance might be caused by the data insufficiency (only 1144 molecules are contained in this dataset). However, we can still conclude that for each machine learning algorithm, r = 100 and N = 6 are reasonable to choose. 
