Introduction
In [1] the time is defined as a congruence of lines on a real differentiable manifold M . The vector field t tangent to this congruence is called temporal field. Further, in [1] is stated that the Maxwell equations on M with an Euclidean metric e ij , i, j = 1, . . . , n := dim M are derivable from the standard electromagnetic Lagrangian on M with a (pseudo-)Riemannian metric g ij = t i t j − e ij , t i := e ij t j . In the paper cited g ij is said to be Lorentzian.
The purpose of the present work is to be investigated pairs of (pseudo-)Riemannian metrics (g ij , h ij ) whose sum is a product of the covariant components of some vector field t, i.e. g ij + h ij = t i t j with, e.g., t i := g ij t j . In particular, we prove the important for the physics result that for any Euclidean (resp. Lorentzian) metric there exists Lorentzian (resp. Euclidean) metric forming with it such a pair.
In Sect. 2 we prove that if g ij is an Euclidean metric, then (for g ij t i t j = 1) the metric h ij = t i t j − g ij can be only Lorentzian or negatively definite. As a corollary, we construct a map from the set of Euclidean metrics into the set of Lorentzian ones. The general case, for arbitrary (pseudo-)Riemannian metric g ij , is investigated in Sect. 3. If g ij has a signature (p, q), i.e. if the matrix [g ij ] has p positive and q negative eigenvalues, * than the signature of h ij , if it is non-degenerate, which is the conventional case, can be (q, p) or (q +1, p−1). As a side-result, we obtain a map from the set of all Lorentzian metrics into the set of Euclidean ones. Some inferences of the results obtained are presented in Sect. 4 . We construct one-to-one maps from the set of metrics with signature (p, q) on that with signature (q + 1, p − 1), which, in particular, is valid for the classes of Euclidean and Lorentzian metrics. We also correct some wrong statements of [1] . Some concluding remarks are presented in Sect. 5. In the appendix are separated some technical calculations. Now, to fix the terminology, we present some definitions. Following [2, p. 273], we call Riemannian metric on a real manifold M a non-degenerate, symmetric and 2-covariant tensor field g on it. If for any non-zero vector v at x ∈ M is fulfilled g x (v, v) > 0, the metric is called proper Riemannian, positive definite, or Euclidean; otherwise it is called indefinite or pseudo-Riemannian [2, 3] . It is known that every differentiable manifold admits positively definite (Euclidean) metrics [3, chapter IV, § 1; chapter I, example 5.7] , [4, chapter 1, excercise 2.3], [2, p. 280] . A pseudo-Riemannian metric with exactly one positive eigenvalue is called Lorentzian [5] (or, some times, Minkowskian). † If in the above definitions the non-degeneracy condition is dropped, the prefix 'semi-' is added to the names of of the corre- * Some times the pair (p, q) is called type of g and the signature is defined as the number
† One can also find the definition of a Lorentzian metric as a metric with only one negative eigenvalue. This definition is isomorphic to the one used in this paper. sponding metrics [6] ; e.g. a semi-Riemannian metric on M is a symmetric two times covariant tensor field on it [6] .
Euclidean case
Let e be an Euclidean metric on a differentiable manifold M and t a vector field on M . Consider the 2-covariant symmetric tensor field
where ⊗ is the tensor product sign, whose local components are
Using equation (A.4) of the appendix, we see that
where n := dim M . Consequently, since det[e ij ] = 0 by definition, the tensor field g is a Riemannian metric on M if and only if the Euclidean norm of t is not equal to 1, i.e. iff e(t, t) = 1.
(2.4) Let (2.4) holds. Then the problem arises of what signature is the metric g? To answer this question, we have to calculate the signs of the eigenvalues of g which are the roots of the equation det[g ij − λδ ij ] = 0 with respect to λ where δ ij are the Kroneker symbols, i.e. δ ij = 0 for i = j and δ ij = 1 for i = j. The easiest way to do this is to use local coordinates in which (at a given point) the matrix of e is unit, i.e. [e ij ] = diag(1, . . . , 1). In them we obtain
where (A.2) was used. Hence, in the coordinates chosen, the eigenvalues of g are λ 1 = λ 2 = · · · = λ n−1 = −1 and λ n = e(t, t) − 1 (λ n = 0 because of (2.4)). From here an important result follows: if e(t, t) > 1 the metric g is Lorentzian, otherwise, i.e. for e(t, t) < 1, it is negatively definite and, hence, isomorphic to an Euclidean one. Summing up, there are three possibilities for the metric (2.1): First, if e(t, t) > 1, it is Lorentzian. Second, if e(t, t) = 1, it is semi-Riemannian, i.e. a 1-degenerate metric, and, consequently, non-Riemannian [6] . And third, if e(t, t) < 1, it is negatively definite, and so isomorphic to an Euclidean metric. From physical view-point, the most essential result is that the mapping e → g, given by (2.1) for any t with e(t, t) > 1, maps the class of Euclidean metrics on M into the class of Lorentzian ones.
General case
It is said that a Riemannian metric g on M is of signature (p, q), p + q = n := dim M , if it has p positive and q negative eigenvalues.
Proposition 3.1. Let g be a Riemannian metric of signature (p, q), t be a vector field on M , and Proof. Since g is by definition 2-covariant symmetric tensor field, such is h too. So, it remains to be studied only the eigenvalues of h.
In what follows in this proof, we shall use local coordinates in which (at a given point) g has local components g ij = ε i δ ij with ε i = −1 for i = 1, . . . , q, and ε i = +1 for i = q + 1, . . . , q + p = n. We have to find the roots of the equation det[h ij − λδ ij ] = 0 where h ij = t i t j − g ij with g ij = ε i δ ij and t i := g ij t j = ε i t i (i is not a summation index here!). Applying equation (A.2) for a i = t i , i = 1, . . . , n, µ i = λ+1 for i = 1, . . . , q, and µ i = λ − 1 for i = q + 1, . . . , q + p = n, we, after some simple algebra, get
where we have used that in the coordinates chosen g(t, t) =
. From here we obtain the following eigenvalues of h:
Consequently h has at least (p − 1) negative and at least q positive eigenvalues. A simple verification shows that λ − > 0 for g(t, t) > 1, λ − = 0 for g(t, t) = 1, and λ − < 0 for g(t, t) < 1. The combination of the last two results completes this proof.
Evidently, the main result of the previous section is a special case of the just proved proposition 3.1 for (p, q) = (n, 0). Now consider the class of Lorentzian metrics, i.e. those g for which (p, q) = (1, n − 1). For them, according to proposition 3.1, the metric h is of signature (n − 1, 1) for g(t, t) < 1 and (n, 0) for g(t, t) > 1, i.e. in the former case g and h are isomorphic and in the latter one h is Euclidean metric. Thus the whole class of Lorentzian metrics is mapped into the class of Euclidean ones by the mapping g → h given by (3.1) for g(t, t) > 1.
Consequences
Since the case (ii) of proposition 3.1 is most important in connection with possible applications, we investigate below some consequences of it.
Let G p,q be the set of all Riemannian metrics with signature (p, q) on M . For any g ∈ G p,q choose some vector field t g such that g(t g , t g ) > 1. Let
According to proposition 3.1, the map
is such that ϕ T p,q : G p,q → G q+1,p−1 . Can the maps ϕ T p,q be made one-to-one by an appropriate choice of T ? The answer is positive. To prove this, we first notice
Let us now for each g ∈ G p,q choose vector field t g such that g(t g , t g ) > (1 + √ 5)/2 and put T = {t g : g ∈ G p,q }. Let for each h ∈ G q+1,p−1 be chosen a vector field s h with h(s h , s h ) > 1 and S := {s h }. If h = ϕ T p,q g for some g ∈ G p,q , we put s h = t g . Then, using (4.1), we get
where id X is the identity map of a set X. Besides, (4.2) implies
Consequently, if to any g ∈ G p,q we assign some vector field t g with norm
From here follows that ϕ T p,q is an one-to-one map from G p,q onto G q+1,p−1 . In this way, by an explicit construction, we proved the existence of 1:1 correspondence between the classes of Riemannian metrics with signature (p, q) and (q + 1, p − 1) on any differentiable manifold. In particular, which is essential for the physics, there is an one-to-one correspondence between the sets of Euclidean and Lorentzian metrics as they have signatures (n, 0) and (1, n − 1) respectively.
From here an important result follows. Since every differentiable manifold admits Euclidean metrics [3, 
+ has a non-zero solution t + defined up to a non-zero constant multiplier. Choosing this constant such that h(t + , t + ) > λ + , we find e(t + , t + ) > 1.
Since (3.1) is insensitive to the change t → −t, we are practically dealing with the field (t, −t) of linear elements, i.e. [5, sect. 2.6] a field of pair of vector fields with opposite directions, not with the vector field t itself. If (X, −X) is a field of linear elements on M , then for any λ ∈ R, λ > 1 the vector fields t ± := ± λ/e(X, X)X have Euclidean norm e(t ± , t ± ) = λ > 1. Conversely, if t is a vector field with e(t, t) > 1, then (t, −t) is a field of linear elements on M . Combining the just-obtained results, we infer that on M exist Lorentzian metrics iff on it exists a field of linear elements. This is a known result that can be found, e.g, in [5, sect. 2.6] .
Let e and h be respectively Euclidean and Lorentzian metrics connected by (3.1) for some t with e(t, t) > 1. Now we shall prove that the set V of vector fields on M can be split into a direct sum V = V + ⊕ V − in which V + is orthogonal to V − with respect to both e and h, and h| V ± = ± e| V ± . In fact, defining V + := {t + : t + = λt, λ ∈ R\{0}} and V − := {t − : e(t − , t) = 0}, we see that for s ± , t ± ∈ V ± is fulfilled e(t − , t + ) = h(t − , t + ) ≡ 0, h(s − , t − ) ≡ −e(s − , t − ) and h(s + , t + ) = (e(t, t) − 1)e(s + , t + ). The choice of t with e(t, t) = 2 completes the proof. In this way we have obtained an evident special case, concerning Lorentzian metrics, of [7, p. 434, proposition VII]. As a consequence of the last proof, as well as of (3.1), we see that any basis in V − which is orthogonal or orthonormal with respect to e is such also with respect to h for any t with e(t, t) > 1 (a good choice is e(t, t) = 2 -see (4.2) and (4.4)). Such a basis, completed with the vector field t, forms a basis in the ring V of all vector fields on M . Bases of this kind are often used in physics [5] .
Another significant corollary from the proved equivalence between Lorentzian and Euclidean metrics is that any physical theory formulated in terms of Lorentzian metric(s), e.g. the special theory of relativity or relativistic quantum mechanics, can equivalently be (re)formulated in terms of Euclidean metric(s). ‡ The price one pays for this is the introduction of an additional vector field t whose physical meaning is not a subject of this paper.
So, in some sense, the deviation of a Lorentzian metric g from an Euclidean one e can be described by an appropriate choice of certain vector field t, all connected by (2.2) under the condition e(t, t) > 1. In [1] this vector field is interpreted as a field of the time, the so called temporal field. In [1] on t is imposed the normalization condition e(t, t) = 1 (see [1, equation (3) ]) which, as we proved in this paper, contradicts to the Riemannian character of the metrics considered. Consequently, this condition has to be dropped and replace with e(t, t) > 1. The physical interpretation of t as a temporal field will be studied elsewhere.
At the end, we note that the statement in [1, p. 13 ] that the determinants of corresponding Euclidean and Lorentzian metrics differ only by sign is generally wrong. According to (2.3), this is true only in two special case, viz. if n = 2k and e(t, t) = 2 or if n = 2k + 1 and e(t, t) = 0, k = 0, 1, . . . Moreover, by proposition 3.1, the second case cannot be realized if e is Euclidean and g Lorentzian. Thus the mentioned statement is valid only on even-dimensional manifolds and vector fields t with norm 2.
Conclusion
The main result of this paper is expressed by proposition 3.1. As we saw in Sect. 4, its consequence is the existence of one-to-one mapping between metrics of signatures (p, q) and (q +1, p−1), in particular between Euclidean and Lorentzian metrics. Another corollary of the proposition mentioned is that on a manifold exist metrics of signature (q+1, p−1) if it admits a metric g of signature (p, q) and a vector field t with g(t, t) > 1. When applied to Lorentzian and Euclidean metrics, the last assertion reproduces a known result [5, sect. 2.6] .
Analogous consequences can be made from case (i) of proposition 3.1. For instance, for g(t, t) < 1 the map (4.1) with T = {t g : g(t g , t g ) < 1, g ∈ G p,q } is such that ϕ T p,q : G p,q → G p,q . Besides, the choice of t g in T with the property g(t g , g g ) = 0, which is equivalent to (ϕ T p,q g)(t g , g g ) = 0 (cf. (4.4) ), leads to ϕ T q,p •ϕ T p,q = id Gp,q and ϕ T p,q •ϕ T q,p = id Gq,p . Hence there is one-to-one correspondence between metrics of signature (p, q) and (q, p). Etc. ‡ For instance, in the four-dimensional case, n = 4, in an appropriately chosen local coordinates in which the Euclidean and Lorentzian metrics are represented respectively by the unit matrix and Minkowski metric tensor, i.e. One may ask what would happen if the signs before the terms in the r.h.s. of (3.1) are (independently) changed. The change of the sign before the first term results in the following assertion.
Proposition 5.1. Let g be a Riemannian metric of signature (p, q), t be a vector field on M , and
(ii) a Riemannian metric with signature (q − 1, p + 1) for g(t, t) < −1.
(iii) a (parabolic) semi-Riemannian metric with signature (q − 1, p) and defect 1 for g(t, t) = −1, i.e. in this caseg − has (q − 1) positive, p negative, and 1 vanishing eigenvalue.
Proof. This proof is almost identical to the one of proposition 3.1. The only difference is that now we have to use (A.2) for a i = it i , i :
, the other eigenvalues of h − remaining the same as for h.
Since D = 0 iff t q+1 = · · · = t q+p = 0 and q i=1 t 2 i = 2, we have λ − < 0. Therefore the signature ofg − is (r, s) with r ≥ q − 1 and s ≥ p. A simple verification shows that λ + > 0 for g(t, t) > −1, λ + = 0 for g(t, t) = −1, and λ + < 0 for g(t, t) < −1. The combination of the last two results completes this proof.
The change of the sign before the second term in (3.1) and in (5.1) is equivalent to put g = −g ′ with g ′ being Riemannian metric with signature (p, q). Then, since g(t, t) = −g ′ (t, t) and the signature of g is (q, p), we obtain valid versions of propositions 3.1 and 5.1 if we replace in them g, p, and q with −g, q, and p respectively. Thus we have proved:
Corollary 5.1. Let g be a Riemannian metric of signature (p, q), t be a vector field on M , and
Then g ± is: (i) a Riemannian metric with signature (p, q) for ±g(t, t) < 1.
(ii) a Riemannian metric with signature (p ± 1, q ∓ 1) for ±g(t, t) > 1. For the metrics g ± andg − can be proved analogous results as those forg + := h in Sect. 4. Since this is an almost evident technical task, we do not present them here. In connection with this, we only note that the equalities (g ± ) ± = g and (g ± ) ∓ = g are valid iff ±g(t, t) = 0, +2 and ±g(t, t) = 0, −2 respectively, while the equations (g ± ) ∓ = g and (g ± ) ± = g can not be fulfilled for (real) Riemannian metrics as they are equivalent to ±g(t, t) = 1 − i, 1 + i and ±g(t, t) = −1 − i, −1 + i respectively, i := + √ −1. A special case of corollary 5.1 is the assertion (given without proof) of [5, sect. 2.6 ] that if g is an Euclidean metric and X is non-zero vector field, then h = g − 2g(·, X) ⊗ g(·, X)/g(X, X) is a Lorentzian metric. In fact, putting t = √ 2X/ g(X, X), we get h = g − g(·, t) ⊗ g(·, t) and g(t, t) = −2 < −1. Therefore h has signature (n−1, 1) as that of g is (n, 0), i.e. it is a Lorentzian metric according to the accepted in [5] definition.
We conclude with a simple, but useful for the physics result. Given metrics g, g ± , andg ± and a non-zero vector field t, all connected via (3.1), (5.1), and (5.2). Then there exist (local) fields of bases orthogonal with respect to all these metrics. To prove this, we notice that if {E i } is a field of base with E n = λt, λ = 0, ∞ and g(E i , E j ) = α i δ ij , where α i : M → R\{0} and δ ij are the Kroneker δ-symbols,
We have
Subtracting the last row from any one of the first (n − 1) rows, we find
Expanding this determinant about the first column, we get
The determinant in the last term of this equality is easily calculated, by expanding in terms of the first row, to be equal to
In this way, we find the recurrent relation
Applying this formula for k = 2, 3, . . . and inserting the results into it for k = 1, we see that for any k = 1, . . . , n
At the end, putting here k = n and taking into account that ∆ n = det[s n − ν n ] = s n − ν n , we get (A.1).
Q.E.D. Since all a i in the determinant in the r.h.s. of this equality are different from zero, we can apply (A.2) for it. Substituting the result into the last equation, we verify that (A.2) holds also if some a i vanish.
Q.E.D. Let us mention one corollary of (A.2). If A and B are n × n, non-degenerate, and symmetric real matrices connected by the equality 
