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Con  la adquisición de dichos conocimientos  teóricos, ha  sido posible desarrollar una aplicación de 
simulación en Matlab que permite un alto grado de personalización de los casos de control. Con ello, 













Al present Treball Final de Màster, s’ha realitzat  l’estudi  i  la  implementació d’algoritmes de control 






Per això, en primer  lloc,  s’ha  realitzat un estudi  teòric que engloba  les diferents metodologies de 
control d’interès per al present  treball, estudi plasmat al capítol de desenvolupament  teòric de  la 






















Visual  Servoing methodologies  have  also  been  validated  by  real  experimentation  using  a  KUKA 
industrial robot. 
In  order  to  achieve  this,  first  of  all,  a  theoretical  study  encompassing  the  different  control 
methodologies of  interests  for  this project has been  carried out, which has been  reflected  in  the 
theoretical  development  chapter  of  the  descriptive  report.  In  that  chapter,  mathematical  and 
conceptual foundations of velocity and acceleration cinematic control for robots are presented, which 
is  then  followed by the explanation of Visual Servoing,  first exposing  its general basis and  then  its 
particularization in IBVS and PBVS methodologies. 
With  the  acquisition  of  that  theoretical  knowledge,  it  has  been  possible  to  develop  a  simulation 
application  in Matlab which allows  to perform  control  cases with a high degree of  customization. 
Thanks  to  that, many  simulation  tests have been done  in order  to  study  the performance of  the 
different control algorithms which have been studied, showing a special interest in Visual Servoing. All 
this is explained in the simulator chapter. 














































































































































































































































































































 Comprender  distintas  metodologías  de  control  cinemático  de  robots  manipuladores, 
particularmente los dos principales esquemas de servo control visual o visual servoing: Image 
Based Visual Servoing (IBVS) y Position Based Visual Servoing (PBVS). 












 En primer  lugar,  los conocimientos adquiridos durante el MUII y el Grado en  Ingeniería en 
Tecnologías  Industriales  (GITI)  sobre algunas de  las principales bases de  la  robótica, de  los 
cuales concretamente se ha utilizado  la metodología Denavit­Hartenberg para  la resolución 
del problema  cinemático directo. Cabe  señalar, no obstante, que  los  conocimientos  sobre 
control cinemático y visual servoing utilizados han sido adquiridos o profundizados al margen 
de  las asignaturas  impartidas en ambas  titulaciones, particularmente durante una beca de 
colaboración realizada por parte del autor del presente trabajo.
  En  segundo  lugar,  en  el  campo  de  la  simulación  aplicada  a  la  robótica  se  ha  partido  del 
conjunto de  herramientas de Matlab desarrollados  por  Peter Corke  (Robotics,  Vision and
Control  toolbox) de  cara a  la  resolución de  la  cinemática básica  y  la  simulación  gráfica de 














“Mecanismo programable accionado  sobre al menos dos ejes  con un grado de autonomía, que  se 
desplaza en su entorno, para ejecutar tareas previstas” [1]. 





“Manipulador multifuncional,  reprogramable, automáticamente  controlado, programable en  tres o 



















efector  final  del  robot  a  partir  de  la  configuración  de  sus  articulaciones.  Este  problema  puede 
resolverse de forma sistemática gracias al método Denavit­Hartenberg, que se explicará sucintamente 
más  adelante,  y  que  permite  obtener  un  modelo  de  la  cinemática  directa  del  robot  de  forma 
independiente a su configuración. 
Por otro  lado, el problema  cinemático  inverso  consiste en  la obtención de  la configuración de  las 
articulaciones del robot a partir de la posición y orientación de su efector final. Este problema no puede 
ser  resuelto de  forma  sistemática, dado que  la  solución a este problema no es única  (una misma 
posición y orientación puede obtenerse con diferentes valores de  las coordenadas articulares) y  la 
forma de obtener las ecuaciones depende de la configuración de cada robot en particular. 
Si  bien  existen métodos  iterativos  para  obtener  la  solución  al  problema  cinemático  inverso,  son 
costosos  computacionalmente,  lo  cual  dificulta  el  control  a  tiempo  real,  su  convergencia  no  está 
garantizada y sigue existiendo el problema de la no unicidad de la solución. 
Como  alternativa  a  la  cinemática  inversa,  es  posible,  como  se  tratará  en  detalle más  adelante, 
relacionar la velocidad o aceleración del efector final y las de las articulaciones del robot, estableciendo 
un control de velocidad o de aceleración que tan solo requiera resolver el problema cinemático directo 
y  corregir el error entre  la posición  y  la  referencia  sin necesidad de obtener  las ecuaciones de  la 
cinemática inversa. 
2.3.1 Problema cinemático directo. Metodología de Denavit­Hartenberg [5]: 






𝑀𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑅𝑜𝑡𝑎𝑐𝑖ó𝑛3𝑥3 𝑉𝑒𝑐𝑡𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑠𝑙𝑎𝑐𝑖ó𝑛3𝑥1






manera que  la matriz de  transformación que  relaciona  cada articulación  con  la  siguiente  tiene un 












2­Una  traslación de una distancia di a  lo  largo del eje  Zi­1. El parámetro d  será  variable  cuando  la 









De manera coherente a este planteamiento, es necesario asignar  los sistemas de  referencia de  tal 



















cos (𝑞𝑖) −cos (𝛼𝑖) ∙ sin (𝑞𝑖) sin (𝛼𝑖) ∙ sin (𝑞𝑖) 𝑎𝑖 ∙ cos (𝑞𝑖)
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2.3.2  Relación  entre  velocidad  del  efector  final  y  velocidades  de  las  articulaciones.  Modelo 
cinemático diferencial: 
Como se ha indicado anteriormente, es posible conocer la relación entre el movimiento del elemento 
terminal del  robot y  su movimiento articular; esta  relación es conocida como “modelo cinemático 
diferencial”, y viene dada por la matriz Jacobiana. 
2.3.2.1 Explicación conceptual. Jacobiana analítica [5]: 
Si bien para  la  implementación del modelo cinemático diferencial se utiliza  la Jacobiana geométrica 
obtenida por cálculo numérico, es interesante para entender conceptualmente el modelo cinemático 


































































































?⃗? 𝑜 𝑎 𝑝 
0 0 0 1
) 







𝜔𝑖⃗⃗⃗⃗ = 𝑧𝑖−1⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝑞?̇? 
Y la velocidad lineal en el elemento terminal se calculará a partir del efecto de dicha rotación teniendo 
en cuenta la distancia que separa el punto donde tiene lugar la rotación (articulación i) del elemento 
terminal. Este segmento es el valor del vector 𝑝  de  la matriz DH  i­1An. Por tanto,  la velocidad  lineal 
aportada por cada articulación es: 
𝑣𝑖⃗⃗⃗  = 𝑧𝑖−1⃗⃗ ⃗⃗ ⃗⃗  ⃗ × 𝑝𝑛
𝑖−1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ∙ 𝑞?̇? 
En el caso de una articulación prismática, es la traslación lo que se aporta directamente al elemento 
terminal, y no se aporta rotación alguna, así que se cumple: 
𝑣𝑖⃗⃗⃗  = 𝑧𝑖−1⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝑞?̇? 




𝑧𝑖−1⃗⃗ ⃗⃗ ⃗⃗  ⃗× 𝑝𝑛
𝑖−1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑧𝑖−1⃗⃗ ⃗⃗ ⃗⃗  ⃗
] en una articulación “i” rotativa 
𝐽𝑖 = [






















?̇? (𝑘) = 𝐽+(𝑘) ∙ [
𝑣 (𝑘)
?⃗? (𝑘)
]        {2.3.2.1} 




cuenta que muchos  robots  industriales, particularmente el  robot KUKA utilizado en el apartado de 
experimentación  real  del presente  Trabajo  Fin  de Máster,  tan  solo  cuentan  con  la  posibilidad  de 


















?̇? = −𝑣  →  ?̇? = −𝐾𝑝 ∙ 𝑒  →  ?̇? + 𝐾𝑝 ∙ 𝑒 = 0, 𝐸𝐷𝑂 𝑑𝑒 𝑝𝑟𝑖𝑚𝑒𝑟 𝑜𝑟𝑑𝑒𝑛 → 







Para construir  la  ley de control completa para una referencia  invariante en el tiempo, es necesario 
incluir la ecuación {2.3.3.1} en la ecuación del apartado anterior, {2.3.2.1}, quedando: 
?̇?(𝑘) = 𝐽+(𝑘) ∙ (𝐾𝑝 ∙ 𝑒(𝑘) ) = 𝐽
+(𝑘) ∙ (𝐾𝑝 ∙ (𝑝𝑟𝑒𝑓 − 𝑝(𝑘)))     {2.3.3.2} 
Y  la posición de  las articulaciones en el  instante siguiente (k+1) vendría dada por  la aplicación de  la 
expresión {2.3.2.2} del apartado anterior. 










Para el caso en que  la  referencia  indicada por el usuario no es constante en el  tiempo, basta con 
ampliar la ley de control incorporando la velocidad con la que varía la referencia en cada instante como 
elemento de pre alimentación o feedforward. Añadiendo la derivada de la referencia con respecto al 
tiempo  𝑝𝑟𝑒𝑓̇   a  la  expresión  de  la  ley  de  control  {2.3.3.2},  la  ley  de  control  con  tracking  de  una 
trayectoria resulta: 
?̇?(𝑘) = 𝐽+(𝑘) ∙ (𝐾𝑝 ∙ 𝑒(𝑘) ) = 𝐽






𝑝𝑟𝑒𝑓(𝑘 + 1) − 𝑝𝑟𝑒𝑓(𝑘)
𝑇𝑠















𝑣 = 𝐽 ∙ ?̇?  →   𝑎 = 𝐽 ∙ ?̈? + 𝐽̇ ∙ ?̇?       {2.3.4.1} 
Donde “a” es la aceleración del elemento terminal del robot, que, en el caso más general del control 
de aceleración,  incluyendo  la pre alimentación o  feedforward de  la aceleración de  la referencia, se 
define como: 
𝑎 = ?̈? = 𝑝𝑟𝑒𝑓̈ + 𝐾𝑣 ∙ ?̇? + 𝐾𝑝 ∙ 𝑒      {2.3.4.2} 




























?̈?(𝑘) = 𝐽+ ∙ (?̈?(𝑘) − 𝐽̇ ∙ ?̇?(𝑘 − 1))  → 






?̇?(𝑘) = ?̇?(𝑘 − 1) + ?̈?(𝑘) ∙ 𝑇𝑠 
































o  hacer  un  seguimiento  de  un  objeto  de  interés  o  target  fijo  o móvil,  obteniendo  para  ello  la 
información necesaria sobre el target a través de la toma de imágenes mediante un sistema y técnicas 
de visión artificial. 

















































desde un caso  ficticio pero genérico en el que  se  trata cómo  se controlaría el movimiento de una 
cámara capaz de moverse por sí sola con 6 grados de  libertad  (todos  los giros y desplazamientos), 











angular)  vc  y  Ls  la  llamada matriz  de  interacción  o  Jacobiano  de  propiedades,  la  relación  entre  la 
variación del vector de características visuales y el movimiento de la cámara es: 
?̇? = 𝐿𝑠 ∙ 𝑣𝑐       {2.4.1.1} 
La matriz de  interacción  se calcula de una u otra  forma dependiendo de  la metodología de Visual 
Servoing utilizada, como  se  tratará en detalle en posteriores apartados. En  los casos de aplicación 
reales, no puede ser obtenida de forma exacta, de modo que debe ser estimada (ella o su pseudo­
inversa). La estimación de la matriz de interacción no es objeto del presente trabajo académico puesto 
que  su  implementación  se  ha  realizado  en  el  caso  de  simulación,  caso  ideal  en  que  sí  puede  ser 
conocida  con  exactitud,  si bien  el desarrollo de dicha  estimación puede encontrarse  en  la  fuente 












𝑣𝑐 = −𝜆 ∙ 𝐿𝑠
+ ∙ 𝑒 = −𝜆 ∙ 𝐿𝑠
+ ∙ (𝑠 − 𝑠∗)        {2.4.1.3}
Donde  𝜆  es  la  ganancia  proporcional  análoga  a  Kp  de  la  expresión  {2.3.3.1}. Nótese  que  el  signo 
negativo difiere de la expresión {2.3.3.1} y se debe a la inversión del criterio de signo del error tal y 
como ya se ha comentado.  
Con  este  control  sigue  siendo  válido  el  razonamiento  realizado  en  el  apartado  2.3.3  (control  de 
velocidad),  por  el  cual  se  concluye  que  el  error  disminuirá  de  forma  exponencial con  el  control 
proporcional de la velocidad. 
2.4.1.2 Tracking de un target en movimiento: [8]
En esencia, el problema del tracking de un cuerpo en movimiento puede resolverse análogamente al 








?̇? = 𝐿𝑠 ∙ 𝑣𝑐 +
𝜕𝑒
𝜕𝑡





Por  ello,  es  necesario  realizar  una  estimación  de 
𝜕𝑒
𝜕𝑡









𝑒(𝑘) − 𝑒(𝑘 − 1)
𝑇𝑠
− 𝐿𝑠(𝑘) ∙ 𝑣𝑐(𝑘 − 1)      {2.4.1.5} 
Lo  que  significa  que  se  estima  el  efecto  del movimiento  del  target  sobre  la  variación  del  error 
despejando la propia expresión de partida ({2.4.1.4}) y utilizando datos de instantes anteriores. 
Esta  estimación  puede  dar  lugar  a  acciones  de  control  demasiado  agresivas  en  caso  de  que  se 
produzcan  picos  en  la  variación  del  error  entre  dos  instantes  consecutivos,  de  forma  que  es 






Siguiendo un  razonamiento  análogo  al de  la  ley de  control de  velocidad  con  feedforward para  el 
seguimiento de trayectorias de referencia,  la  ley de control para un caso genérico  free camera con 
tracking es: 
𝑣𝑐 = −𝜆 ∙ 𝐿𝑠


















terminal  expresándolos  respecto  de  la  base,  como  se  hacía  en  el  apartado  de  control 
cinemático (2.3.2), se expresan respecto del sistema de referencia del elemento terminal del 
robot. 








𝑅 [𝑡]𝑥 ∙ 𝑅
0 𝑅
) 







)     {2.4.1.8} 
Una vez se tiene la relación {2.4.1.7}, se incorpora a la relación {2.4.1.4}, resultando: 
?̇? = 𝐿𝑠 ∙ 𝑋𝑛
𝑐 ∙ 𝐽𝑛 ∙ ?̇?  +
𝜕𝑒
𝜕𝑡
    {2.4.1.9} 
Ecuación que puede simplificarse si se define: 







?̇? = 𝐽𝑠 ∙ ?̇?  +
𝜕𝑒
𝜕𝑡
     {2.4.1.10} 
La  ley de control resultante teniendo en cuenta  la del caso  free camera ({2.4.1.6}) y  la relación 
entre la variación del error y el movimiento de las articulaciones del robot ({2.4.1.10}) será pues: 
?̇?(𝑘) = −𝜆 ∙ 𝐽𝑠

















𝑒(𝑘) − 𝑒(𝑘 − 1)
𝑇𝑠
− 𝐽𝑠(𝑘) ∙ ?̇?(𝑘 − 1)     {2.4.1.12} 




El caso eye­to­hand difiere  ligeramente en  la forma de obtener  la matriz Jacobiana Js, ya que  la 
relación dada por 𝑋𝑛
𝑐 no es constante. No obstante, de dicho caso trasciende el objeto del presente 
trabajo académico, y puede encontrarse desarrollado  con más detalle en  la misma  referencia 
sobre Visual Servoing del Springer Handbook of Robotics [8]. 
2.4.2 Image Based Visual Servoing (IBVS): [8] 











a  un  punto  bidimensional  al  proyectarse  sobre  el  plano  imagen  de  la  cámara,  y  este  punto 
bidimensional tiene las siguientes coordenadas (x, y) en el plano imagen: 
{
𝑥 = 𝑋 𝑍⁄
𝑦 = 𝑌 𝑍⁄

































𝑡𝑎𝑚𝑎ñ𝑜 ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑑𝑒𝑙 𝑝í𝑥𝑒𝑙
,𝑓𝑣(𝑝í𝑥𝑒𝑙𝑒𝑠) =
𝑓





El  punto  de  partida  para  ello  es  la  relación  entre  la  variación  de  las  coordenadas  del  punto 
tridimensional respecto del frame de la cámara (X, Y, Z) y la velocidad de la cámara: 
𝑋?̇? = −𝑣𝑐 − 𝜔𝑐 × 𝑋𝑝 ↔ {
?̇? = −𝑣𝑥 − 𝜔𝑦 ∙ 𝑍 + 𝜔𝑧 ∙ 𝑌
?̇? = −𝑣𝑦 − 𝜔𝑧 ∙ 𝑋 + 𝜔𝑥 ∙ 𝑍
?̇? = −𝑣𝑧 − 𝜔𝑥 ∙ 𝑌 + 𝜔𝑦 ∙ 𝑋




















?̇? − 𝑦 ∙ ?̇?
𝑍










+ 𝑥 ∙ 𝑦 ∙ 𝜔𝑥 − (1 + 𝑥







+ (1 + 𝑦2) ∙ 𝜔𝑥 − 𝑥 ∙ 𝑦 ∙ 𝜔𝑦 − 𝑥 ∙ 𝜔𝑧





Observando  el  sistema  de  ecuaciones  {2.4.2.4},  resulta  evidente  que  ambas  ecuaciones  son  el 





?̇?𝑝 = 𝐿𝑥 ∙ 𝑣𝑐 













(1 + 𝑦2) −𝑥 ∙ 𝑦 −𝑥
]   {2.4.2.5} 
Para que sea posible controlar los 6 grados de libertad de la cámara, el sistema de ecuaciones debe 





































































+̂  con  la  matriz  de  interacción  correspondiente  al  vector  de  características  de 




















 La  posición  deseada  de  la  cámara  respecto  del  objeto  implica  desplazamiento,  pero  no 
rotación. En este caso se puede probar que el control da lugar a un decrecimiento exponencial 
de la velocidad, la cámara no sigue un desplazamiento en línea recta y el origen del frame del 





















una  notación  tal  que:  aMb  es  una matriz  de  transformación  que  permite  pasar  del  sistema  de 
referencia a  al  sistema de  referencia  b, aTb  es  el  vector de  traslación existente desde  a hasta  b, 
correspondiente con aMb(1:3,4), y aRb es la matriz de rotación de a a b. 
Aplicando dicha notación al caso que se está tratando: 
𝐶á𝑚𝑎𝑟𝑎 − 𝑡𝑎𝑟𝑔𝑒𝑡 𝑑𝑒𝑠𝑒𝑎𝑑𝑎: 𝑐∗𝑀𝑜 = [𝑐∗𝑇𝑜; 0] 
𝐶á𝑚𝑎𝑟𝑎 − 𝑡𝑎𝑟𝑔𝑒𝑡 𝑎𝑐𝑡𝑢𝑎𝑙: 𝑐𝑀𝑜 = [𝑐𝑇𝑜; 𝑐𝑅𝑜] 









El vector de características visuales de referencia será sencillamente 𝑠∗ = [𝑐∗𝑇𝑜; 03𝑥1], lo que implica 
que hay que asegurar que al definir s la rotación esté expresada en forma de vector de 3 elementos. 
Esto es posible utilizando la conocida como representación de ángulo­eje equivalente, que consiste en 





𝜃 = 𝑎𝑡𝑎𝑛2 (
𝑟11 + 𝑟22 + 𝑟33 − 1
√(𝑟12 − 𝑟23)
2 + (𝑟13 − 𝑟31)
2 + (𝑟21 − 𝑟12)
2
)    {2.4.3.1} 














𝑒 = 𝑠 − 𝑠∗ = [ 𝑐𝑇𝑜 − 𝑐∗𝑇𝑜;𝜃𝑢𝑐∗𝑅𝑐] 
Por lo tanto, el vector de características será: 









)    {2.4.3.3} 
El elemento [𝑐𝑇𝑜]𝑥  de la matriz {2.4.3.3} es una matriz anti simétrica como en la expresión {2.4.1.8} y   
𝐿𝜃𝑢 viene dada por: 
𝐿𝜃𝑢 = 𝐼3 +
𝜃
2
[𝑢]𝑥 + (1 −
𝑠𝑖𝑛𝑐(𝜃)
𝑠𝑖𝑛𝑐2(𝜃)/2
































Además,  el  error de  estimación de  los parámetros  tridimensionales  tiene,  lógicamente, un efecto 
mayor sobre el PBVS que sobre el IBVS, dado que en el primero afecta a la precisión con que se alcanza 
la  posición  deseada,  mientras  que  en  el  IBVS  altera  el  movimiento  de  la  cámara,  pero  no  la 
convergencia, dado que ésta se termina midiendo sobre características extraídas directamente de la 
imagen [13]. 
En cuanto a  la estabilidad del control PBVS,  se puede garantizar  su estabilidad global mientras  los 
parámetros de posición estén perfectamente estimados [8]. 
Y, por último, en  lo referente a su robustez, el control PBVS es poco robusto frente a errores en  la 















de  código  libre  y  abierto,  con  una  serie  de  paneles,  indicadores  y  pulsadores  que  permiten  la 
representación tridimensional de robots cuyos parámetros y modelo gráfico son proporcionados por 
el  usuario,  la  modificación  de  sus  posiciones  articulares  (directamente  o  mediante  trayectorias 













en  la  librería que, como se comentará más adelante, se ha utilizado para  la representación 










 Control  IBVS eye­in­hand para  tareas de posicionado  y  tracking,  tal y  como aparece en el 
apartado  2.4  del  presente  documento.  Son  personalizables  la  ganancia  proporcional  del 









de elaborar  simulaciones particulares para  cada metodología de  control  responde  a  las  siguientes 
consideraciones: 
 Desarrollar un simulador con un enfoque generalista  implica adquirir una comprensión más 







 El  código del  simulador es editable,  lo que ofrece una plataforma de partida para  futuros 
desarrollos más elaborados. 
Para  terminar,  cabe  añadir  que  la  aplicación  cuenta  con  una  librería  de  8  robots  aptos  para  su 
simulación, si bien, como se tratará más tarde, es sencillo añadir nuevos robots a la librería. 
3.2 Desarrollo del simulador: 












Las  funciones  de  rvctools  se  explicarán  brevemente más  adelante  a medida que  se  expongan  las 


















un archivo de código  fuente de  la aplicación  correspondiente en Matlab,  con el mismo nombre y 
extensión .m, código que se actualiza automáticamente cada vez que se añade un nuevo elemento a 
la interfaz gráfica desde el editor, pero sin eliminar el código ya existente en el archivo .m de Matlab. 
















manejadores  son  administrados  desde  una  función main  generada  automáticamente  y  externa  al 
código de la aplicación. 
Para que una función pueda utilizar los manejadores (tanto los de los elementos de la interfaz como 





function pushbutton_suma_ejemplo_Callback(hObject, eventdata, handles) 
handles=guidata(hObject); %Carga de los manejadores 
handles.suma=2+3;%El código se ejecuta 





cierto  elemento…),  pero  también  para  acceder  a  propiedades  de  elementos  esenciales  de  la 
simulación,  como  las  posiciones  de  las  articulaciones  de  un  robot.  En  el  ejemplo  de  código  a 
continuación se muestra un caso representativo de cada uso: 
handles.text_Kp.Visible='on'; %Hacer visible un indicador 
q=handles.rob.getpos'; %Posición de las articulaciones del robot (lectura) 
Así pues, el código fuente generado automáticamente por GUIDE consiste en: las funciones de creación 
y callback de los elementos que las necesiten, las funciones que ejecutan instrucciones al inicio y cierre 
de  la aplicación  (“OpeningFcn” y “CloseFcn”) y una  función no editable de puesta en marcha de  la 
aplicación  que  arranca  la  función main  (“gui_mainfcn”)  externo  al  archivo,  y  que  se  encarga  de 
administrar el uso de los manejadores y, por tanto, permite la coordinación de todas las funciones del 
programa. 
Para  concluir  la  explicación,  es de utilidad  tratar brevemente  los  elementos de  la  interfaz  gráfica 
utilizados en el presente trabajo académico: 
 Pulsadores (pushbutton): Se trata de botones cuya función de Callback se activa al pulsarlos. 








variables de texto en el campo String y modificarlas tanto al escribir desde  la  interfaz en  la 




 Menús  desplegables  de  selección  múltiples  (pop­up  menú):  Permiten  definir  opciones  a 
seleccionar una vez puesta en marcha la interfaz gráfica. Las opciones únicamente son cadenas 
de  texto asociadas al número de  la posición que ocupen en el menú desplegable  (primera, 





En  la aplicación desarrollada en el presente  trabajo académico,  los menús desplegables  se 
utilizan  principalmente  para  indicar  qué modo  de  funcionamiento  del  simulador  se  debe 
activar y para seleccionar modos de marcha concretos dentro de cada algoritmo de control. 




barra  deslizadora,  puesto  que  su  función  de  callback  solo  se  activa  ante  una  selección 


























variable, mediante  la propiedad plot3d. Esta propiedad está diseñada para  trabajar con  la  toolbox 
ARTE, de manera que para indicarle el path donde se encuentra el modelo tridimensional del robot, 
este modelo debe cumplir una serie de condiciones: 
 Al activarse  la propiedad/función plot3d del  robot  simulado, ésta busca entre  las  carpetas 
incluidas en el path disponible de Matlab hasta encontrar un archivo vacío que  tenga por 
nombre  arte.m.  Una  vez  encontrado,  la  función  define  como  path  de  partida  el 
correspondiente a dicho archivo. 
  El path del modelo gráfico debe coincidir con el del archivo arte.m y, adicionalmente, estar 
contenido  en  una  carpeta  de  nombre  robots.  Por  ejemplo,  si  se  carga  como  path  en  la 



















 Una  matriz,  de  nombre  ‘P’,  con  los  parámetros  necesarios  para  construir  el  robot  (los 
parámetros DH, el offset de cada articulación en radianes y  los  límites angulares). Cada fila 
corresponde a una articulación y cada columna a un parámetro. 




























robot  tridimensionalmente  como  se  ha  comentado,  sino  que  incluye  funcionalidades  adicionales 
importantes para el programa. Por ello, se comentan a continuación algunos fragmentos del código de 
dicha función. 








elaborada  específicamente  para  esta  aplicación.  Esta  función  toma  como  entradas  la matriz  P  de 
parámetros del robot, la matriz de transformación base y el nombre del robot, obtiene el número de 













































La  función  calcular_cine_directa utiliza a  su vez otra  función desarrollada apropósito del presente 
trabajo, que calcula la matriz DH entre dos eslabones sucesivos (DH_transHomogenea), y la función 
tr2rpy de rvctools, que convierte a roll­pitch­yaw la rotación de una cierta matriz de transformación 





    A=DH_transHomogenea(pos_q(i)+offset(i),d(i),a(i),alfa(i)); %i-1Ai 
    T0i=T0i*A; %A01, A01*A12, A01*A12*A23... 
end 


























Con todo ello, se puede obtener  la relación entre  la cámara y el efector final de forma que 𝑒𝑀𝑐 =














edit1_Callback(handles.edit1, eventdata, handles); 
[…] 
edit8_Callback(handles.edit8, eventdata, handles); 
edit9_Callback(handles.edit9, eventdata, handles); 
edit10_Callback(handles.edit10, eventdata, handles); 
Como se puede observar, la habilitación o inhabilitación de los elementos se ha resuelto llamando a 









        if(handles.first_time==1) 
            hObject.Enable='on'; 
            hObject.String=num2str(rad2deg(handles.q(9))); 
[…] 
else 
    hObject.Enable='off'; 
En la función de callback de la última casilla disponible, la correspondiente a la décima articulación, se 







































        handles.uipanel3.Visible='off'; 
[…] 
if handles.wake_edit(1)==1 
        handles.edit1.String=num2str(rad2deg(handles.q(1))); 




Este modo  de  funcionamiento,  accesible mediante  la  opción  “Manual”  del  control  de  selección, 




Tiene  por  objetivos  la  colocación  del  robot  en  una  cierta  posición  como  forma  de  facilitar  las 
simulaciones personalizadas, y la exploración de los límites reales del robot, de modo que es la única 









La  posición  angular  deseada  para  una  articulación  se  indica  en  grados mediante  casillas  de  texto 














    handles.q(1)=deg2rad(handles.qlim(1,1)); 
elseif is_lim(1,1)==1 
    handles.q(1)=deg2rad(handles.qlim(1,2)); 
end 
handles.rob.animate(handles.q); 
Además,  la casilla editable de  texto muestra de  forma actualizada  la posición angular que  tiene su 





























































del programa que  son  análogos  a  los  ya  tratados  anteriormente,  como  casillas de  texto editable, 
indicadores de texto o menús de selección múltiple. 











while (norm_error>0.01) && (tiem_transc<4*t_est) 
    tic 
    J0=jacob0(handles.rob,handles.rob.getpos,'rpy'); 
    Ji=pinv(J0); 
    q_p=Ji*Kp*(p_ref-p_act); 
    q=q+per*q_p; 
    handles.q=q'; 
    handles.rob.animate(handles.q); 
    T=fkine(handles.rob,handles.rob.getpos); 
    xyz=T(1:3,4); 
    rpy=tr2rpy(T); 
    p_act=[xyz;rpy(1);rpy(2);rpy(3)]; 
[…] 
    error=p_ref-p_act; 
    norm_error=norm(error); 
    tc=toc; 
    t_total=t_total+tc; 
    i=i+1; 
    tiem_transc=per*i; 














expresiones  que  se  trataron  en  el  apartado  2.3.3  del  presente  documento.  Para  el  cálculo  de  la 
cinemática directa, se ha recurrido a la propiedad de SerialLink, encargada de ello, fkine, obteniendo 
la posición angular de las articulaciones mediante otra propiedad, getpos. 
En  caso  de  no  alcanzarse  la  posición  deseada,  el  programa  avisa  de  ello  y  reinicia  la  simulación 
recurriendo a la función de callback de carga del robot, en un fragmento de código a continuación del 
representado y que no  se  reproduce, pero puede consultarse en el anexo de  código del presente 
Trabajo Fin de Máster. 










lor',[1 0 0]); 
for i=1:N 
[…] 
    ref.XData=p_ref(i,1); 
    ref.YData=p_ref(i,2); 
    ref.ZData=p_ref(i,3); 
    J0=jacob0(handles.rob,handles.rob.getpos,'rpy'); 
    Ji=pinv(J0); 
    if i<N 
    dp_ref=(p_ref(i+1,:)-p_ref(i,:))/per; 
    elseif i==N 
    dp_ref=0; 
    end 
    e=p_ref(i,:)'-p_act; 
    q_p=Ji*Kp*e+Ji*dp_ref'; 
    q=q+per*q_p; 





    handles.rob.animate(handles.q); 
    T=fkine(handles.rob,handles.rob.getpos); 
    xyz=T(1:3,4); 
    rpy=tr2rpy(T); 




alimentación,  como  en  la  ecuación  {2.3.3.3},  está  en  que  el  bucle  de  control  tiene  una  duración 
delimitada por la propia trayectoria personalizada y en que, debido a que el término de feedforward 







































    J0=jacob0(handles.rob,handles.rob.getpos,'rpy'); 
    Ji=pinv(J0); 
    dp_ref=0; %Referencia fija 
    dp=(p-p1)/per; 
    ep=dp_ref-dp; 
    Jp=(J0-J01)/per; 
    d2q=Ji*Kv*ep+Ji*Kp*e-Ji*Jp*dq1; 
    d2q=d2q(:,1); 
    dq=dq1+per*d2q; 
    q=q+per*dq1+0.5*(per^2)*d2q; 
    handles.q=q'; 
    handles.rob.animate(handles.q); 
    T=fkine(handles.rob,handles.rob.getpos); 
    xyz=T(1:3,4); 
    rpy=tr2rpy(T); 
    p1=p; 





    J01=J0; 
    p=[xyz;rpy(1);rpy(2);rpy(3)]; 
    e=p_ref-p; 
[…] 
end 
Es de  interés comprobar cómo se cumple que  la aceleración de  las articulaciones en el  instante de 
control  (d2q)  se calcula  con  la velocidad de  las articulaciones del  instante anterior  (dq1),  cómo  la 








    J0=jacob0(handles.rob,handles.rob.getpos,'rpy'); 
    Ji=pinv(J0); 
    if i<N 
    dp_ref=(p_ref(i+1,:)-p_ref(i,:))/per; 
    elseif i==N 
    dp_ref=0; 
    end 
    dp=(p-p1)/per; 
    if i<N-1 
    dp_ref_1=(p_ref(i+2,:)-p_ref(i+1,:))/per; 
    else 
    dp_ref_1=0; 
    end 
    d2p_ref=(dp_ref_1-dp_ref)/per; %Feedforward aceleración 
    e=p_ref(i,:)'-p; 
    ep=dp_ref'-dp; 
    Jp=(J0-J01)/per; 
    d2q=Ji*d2p_ref'+Ji*Kv*ep+Ji*Kp*e-Ji*Jp*dq1; 
    dq=dq1+per*d2q; 















de  las  del  control  de  velocidad,  de modo  que  se  abordarán más  adelante mediante  vídeos  en  el 
apartado de desempeño de los controles simulados. 
3.3.7 Control IBVS eye-in-hand: 






 La  cámara  simulada no  cuenta  con  representación gráfica. Es un  sistema de  referencia no 
visible calculado en el momento de la carga del robot (ver apartado 3.3.1) para asegurar que 








del  target es  gestionada mediante matrices de  transformación homogénea que  indican  la 
posición y orientación del centro del target respecto del mundo (wMp) a cada instante. 
Debido a ello, existen una serie de consideraciones específicas para la implementación del caso IBVS: 
 La  proyección  de  los  4 puntos  del  target  sobre  el  plano  imagen  de  la  cámara  se  simula 
obteniendo primero  las coordenadas de cada uno de  los 4 puntos  respecto del sistema de 
referencia de la cámara, 𝑐𝑀𝑜 = 𝑐𝑀𝑤 ∙ 𝑤𝑀𝑜 = 𝑖𝑛𝑣(𝑤𝑀𝑐) ∙ 𝑤𝑀𝑜 = 𝑖𝑛𝑣(𝑤𝑀𝑒 · 𝑒𝑀𝑐) ·𝑤𝑀𝑜, 
donde “o” hace referencia al target, “w” al sistema mundo, “e” al efector final del robot y “c” 
a la cámara. 
 Una  vez  obtenidas  estas  coordenadas,  la  profundidad  se  calcula  de  forma  ideal,  como  la 
distancia euclidiana entre el origen de referencia de la cámara y cada uno de los 4 puntos, no 
simplemente como la coordenada Z de cMo. 
 Por último,  las coordenadas de  los 4 puntos sobre el plano  imagen se obtienen dividiendo 
entre la profundidad según la expresión {2.4.2.1}. 
 Para dotar de mayor  realismo a  la simulación,  si el  target abandona el campo visual de  la 
cámara  simulada,  el  programa  termina.  Dicho  campo  visual  se  obtiene  a  partir  de  los 
parámetros intrínsecos de la cámara simulada, que son utilizados para obtener los límites del 





vistas en el apartado 2.4.2, de  IBVS. Además, en esta  línea,  si  la coordenada Z de  cMo es 
negativa, el programa  también  termina, dado que  significa que el  target está detrás de  la 
cámara, y por tanto ha abandonado el campo visual. 













la prueba parta  con un  robot alineado  con el eje X.  La  trayectoria  será una circunferencia 
alrededor del robot y con posición constante en Z global. 













targets en movimiento, dado que el bucle de  control, a diferencia de en  los  controles de 
velocidad y aceleración, es el mismo. 





































en  el  orden  en  que  aparecen  en  el  programa,  dándose  por  hecho  además  el  funcionamiento  de 
elementos similares ya explicados en los apartados correspondientes a otras secciones del simulador. 
­En primer  lugar,  las  instrucciones que permiten  la simulación del control  IBVS se encuentran en el 
pulsador del panel de control. El fragmento del código que se encarga de aplicar las leyes del control 
es el siguiente: 
sref=[-0.1; -0.1;0.1; -0.1;-0.1 ;0.1;0.1 ;0.1]; 
while i<=N && out~=0 
    wMe=handles.rob.fkine(handles.rob.getpos); 
    wMc=wMe*eMc; 
[…] 
%Coordenadas en el plano imagen: 
    [XYZc,out]=coord_cam(wMc,wMo); 
    Z=calcularZ(XYZc); 
    x=[XYZc(1,1)/Z(1) XYZc(1,2)/Z(2) XYZc(1,3)/Z(3) XYZc(1,4)/Z(4)]; 
    y=[XYZc(2,1)/Z(1) XYZc(2,2)/Z(2) XYZc(2,3)/Z(3) XYZc(2,4)/Z(4)]; 
[…] 
    L=calcularL_IBVS(x,y,Z); 






    e=s-sref; 
    Js=L*cXn*handles.rob.jacobn(handles.rob.getpos); 
    Jsi=pinv(Js); 
    switch mod_ibvs 
        case 0 %posicionado 
            q_p=-lambda*Jsi*e; 
        case 1 %tracking 
            e_p=((e-e1)/ts)-Js*q_p1; 
            q_p=-lambda*Jsi*e-Jsi*e_p; 
    end 
    q=q+q_p*ts; 
    handles.q=q'; 
    handles.rob.animate(handles.q); 


















La matriz  de  interacción,  L,  se  calcula  según  la  expresión  {2.4.2.5}  para  cada  uno  de  los  puntos 







    Lx=[-1/Z(i) 0 x(i)/Z(i) x(i)*y(i) -(1+x(i))^2 y(i); 
        0 -1/Z(i) y(i)/Z(i) 1+y(i)^2 -x(i)*y(i) -x(i)]; 



















P=[-0.05 -0.05 0;0.05 -0.05 0;-0.05 0.05 0;0.05 0.05 0]; 









Por  otro  lado,  la  trayectoria  se  define  en  los  casos  de  prueba  mediante  funciones  externas 




calculan con ello  las N  iteraciones que durará en consecuencia  la simulación, y con ello obtienen  la 






Tinit=transl(xyz(1)+0.6,xyz(2),xyz(3)); %Posición inicial: offset en x 
respecto a la cámara 
T_provisional=[]; 








    q1=(2*pi*(i-1)/N); %Gira a la velocidad especificada 
    Tobj(1:3,1:3)=rotz(q1); 
















resol_h = 640; 
resol_v = 480; 
sx=1/resol_h; %Tamaño del pixel en X 
sy=1/resol_v; %Tamaño del pixel en Y 
f=0.8; %Distancia focal 
fu = f/sx; % fu = f/sx 
fv = f/sy; % fv = f/sy 
cu = resol_h/2; % punto principal en horizontal (u) 
cv = resol_v/2; 
Con ellos, se calculan los límites del campo visual en coordenadas normalizadas en el plano imagen: 






    if any(x_islim) || any(y_islim) 
        out=0; 
















en  opciones  a  la  hora  de  simular  el movimiento  del  target  y  la  ley  de  control.  Las  principales 
particularidades del caso PBVS se exponen a continuación: 
 A diferencia del control  IBVS, en el control PBVS no se  trabaja con  las coordenadas de  los 
puntos del target, sino que se trabaja tomando como conocidas la posición y orientación del 
centro del  target, es decir, no  se  realiza una estimación de dicha posición a partir de una 










2.4  del  presente  Trabajo  Fin  de Máster.  Es  por  ello  que,  a  continuación,  tan  solo  se  explican  los 
fragmentos del código que se diferencian de la sección IBVS: 









while i<=N && out~=0 
    %Cálculo de la posición relativa cMo (ideal) 
    wMe=handles.rob.fkine(handles.rob.getpos); 
    wMc=wMe*eMc; 
    cMo=inv(wMc)*wMp(:,:,i); 
     
    %Cálculo de s y pinv(L): 
    cTo=cMo(1:3,4); 
    cTo_x=skew(cTo); 
    csMc=csMo*inv(cMo); %Relativa de C a C* 
    csRc=csMc(1:3,1:3); 
    %Rotación en formato ángulo-eje: 
    theta=atan2(csRc(1,1)+csRc(2,2)+csRc(3,3)-1,sqrt((csRc(1,2)-
csRc(2,3))^2+(csRc(1,3)-csRc(3,1))^2+(csRc(2,1)-csRc(1,2))^2)); 
    u=(1/(2*sin(theta)))*[csRc(3,2)-csRc(2,3);csRc(1,3)-
csRc(3,1);csRc(2,1)-csRc(1,2)]; 
     
    s=[cTo;theta*u]; 
     
    u_x=skew(u); 
     
    L_thu=eye(3)+(theta/2)*u_x+(1-(sinc(theta)/sinc(theta/2)^2))*u_x^2; 
     
    Ls=[-eye(3) cTo_x;zeros(3) L_thu]; 
[…] 
    e=s-sref; 
    Js=Ls*cXn*handles.rob.jacobn(handles.rob.getpos); 




los apartados 2.4.1 y 2.4.3. Las  leyes de control una vez obtenido el error y  la matriz  Jacobiana de 
características (Js), son exactamente iguales a las de la sección de IBVS. 
En cuanto a la representación del punto de vista de la cámara, dado que la referencia en el caso PBVS 










PBVS,  extrayendo  vídeos  y  gráficas  que  permiten  probar  los  puntos  tratados.  Los  vídeos  se  han 
compartido públicamente en la web Youtube. 
Por lo general, se ha utilizado para ello el robot KUKA KR 5­2 ARC HW, si bien se han documentado 
también  simulaciones  con  otro  robot  (KUKA  Agilus)  en  una  posición  significativamente  diferente 













seguir  las  referencias  tanto  fijas  como móviles  asegurando  un  descenso  exponencial  del  error  de 
posición, y que la velocidad de convergencia crece con la ganancia proporcional del control. También 




Con  referencia  fija  se ha  recogido documentación de dos  simulaciones,  con  la misma  referencia y 
diferente ganancia proporcional. 



































en  el  punto  [0.6,0,1]  con  una  orientación  de  referencia  [0,0,0]  y mantiene  la  coordenada  Z  y  la 
orientación constante. La referencia completa la trayectoria en 200 segundos. 
Nótese que en ninguna de las dos simulaciones la referencia móvil coincide con la del robot, de manera 
que  se  puede  probar  más  claramente  el  descenso  exponencial  del  error  y  el  papel  de  la  pre 


















La  segunda  simulación  es  la  realizada  con  el  robot  utilizado  por  defecto,  y  tiene  el  mismo 























































Utilizando  la misma  referencia  que  en  el  caso  del  control  de  velocidad,  pero  con  un  tiempo  de 
simulación menor (la trayectoria debe completarse en 30 segundos), con una Kp de 0.8 y Kv de 1.5, se 
comprueba que el control de aceleración cumple su objetivo con éxito. Esto puede comprobarse en el 













En todos  los casos, el vector de características de referencia, s*, es  [­0.1;  ­0.1;0.1;  ­0.1;­0.1  ;0.1;0.1 
;0.1], prácticamente coincidente con la referencia del control PBVS. 
3.4.3.1 Posicionado: 





cámara  simulada,  0.6 metros  adelantado  respecto  a  la misma,  y  posteriormente  rotado  0.2513 
radianes tanto alrededor de su propio eje Z como sobre el eje Z del mundo partiendo desde su posición 
inicial. 
La  primera  de  las  simulaciones  tiene  una  ganancia  proporcional  λ  de  0.2,  garantizando  una 





































la acción de  control es más agresiva. No obstante, dado que no  se han  introducido  límites en  las 
articulaciones a la hora de los controles implementados, la simulación continúa con normalidad. 






























































solo  la  ley  de  control  proporcional.  Con  dichos  casos  se  ha  comprobado  tanto  el  correcto 

















































periodo de muestreo utilizado  son  iguales, el  riesgo de desestabilización  crece, porque  entre una 
































error  actual  y  el  anterior  será mayor,  lo  que  produce  picos  en  la  derivada  del  error  que  afectan 












































La  trayectoria  personalizada  tiene  una  duración  de  60  segundos,  realizando  los  siguientes 
movimientos: el movimiento parte con el centro del target situado a 0.6 metros sobre el eje óptico de 


























































Nótese cómo, aunque  la mayor diferencia con el caso de  IBVS en cuanto al desplazamiento de  los 
puntos del target sobre el plano imagen se observa en el punto de vista de la cámara representado en 















































































































































































 Modificación  de  la  configuración  de  partida  alterando  la  configuración  inicial  del  robot, 
mediante el uso del eje lineal y el KUKA smartPAD. 
 Diseño, ejecución, documentación y análisis de los experimentos. 
  Modificación de  los proyectos C++ de control  IBVS y PBVS, particularmente de  los archivos 
que contienen el bucle de control (IBVSControl y PBVSControl) y de los archivos que contienen 


























 En  los archivos C++ que contienen el bucle de control,  se ha eliminado una condición que 
incrementa  la  ganancia proporcional  λ  cuando el  valor del  error es pequeño. Esta  es una 
propiedad interesante  para  un  control más  rápido,  pero  dificulta  la  comprobación  de  las 
conclusiones respecto al efecto de una mayor o menor ganancia proporcional sobre el tiempo 
de establecimiento. 
 En el archivo C++ que  contiene el bucle de  control del posicionado  IBVS  se ha añadido el 
término de feedforward para habilitar el tracking como funcionalidad. Se volverá sobre esta 
cuestión más adelante en el apartado correspondiente. 




















servidor.  Para  que  puedan  enviarse  los  datos  al  controlador  del  robot,  el  programa  cliente  debe 
haberse puesto en marcha antes desde el KUKA smartPAD y haber llegado a la línea del programa que 
pone  al  robot  a  la espera de datos del  servidor. Por  supuesto,  a  su  vez, para que  el  cliente UDP 







modo,  si el programa cliente  llega a  la  línea de espera de datos del  servidor y el  servidor no está 
operativo, el programa cliente concluye y es necesario reiniciarlo. Para que el controlador pueda hacer 





















Además, se han grabado todos  los experimentos tanto desde el punto de vista de  la cámara como 
desde una perspectiva amplia que capta el movimiento del robot. También se han desarrollado gráficas 






































































































































del  campo  visual  por  parte  de  un  punto  del  target  como  consecuencia  de  que  no  se  controla  el 
movimiento de los puntos sobre el plano imagen. 





















































































 El controlador detiene el robot si alcanza un  límite de sus articulaciones y si se  le envía un 
movimiento que entre dos periodos supera un cierto par máximo de seguridad. 
















 Dichos  conocimientos  han  sido  probados  mediante  la  implementación  en  simulación, 
generando una gran cantidad de documentación de  las diferentes pruebas, con  resultados 
concordantes con los comportamientos esperados según la teoría estudiada. 
 Para ello, se ha desarrollado una aplicación de simulación para brazos robóticos de hasta 10
articulaciones  rotativas,  que  permite  simular  casos  de  control  con  alto  grado  de 
personalización para todas las variantes de control cinemático y Visual Servoing tratadas en el 
presente  trabajo  académico.  Como  complemento  a  su  uso,  también  se  ha  redactado  un 
manual de usuario. 









 La  aplicación de  simulación desarrollada  es  la otra  vía que  es posible explotar  en  futuros 
proyectos: 
o Por un lado, es un medio adaptable y sencillo de utilizar para fines educativos, puesto 
que  puede  consultarse  la manera  en  que  se  implementan  las  leyes  de  control  de 
diversas  metodologías  y  probar  su  comportamiento  ante  distintos  casos  de 
simulación. 
o Por otro  lado,  al  ser una aplicación de  código  libre y abierto, es posible  su  futura 
edición  para  incluir  más  funcionalidades,  ya  sea  por  la  vía  de  adquirir  nuevos 
















[5]  Antonio  Barrientos,  Luis  Felipe  Peñín  y  otros,  2007.  Fundamentos  de  Robótica.  Capítulo  4: 
Cinemática del robot. 
[6]  Antonio  Barrientos,  Luis  Felipe  Peñín  y  otros,  2007.  Fundamentos  de  Robótica.  Capítulo  4: 













































































I+D+i del Centro de Apoyo a  la  Innovación,  la  Investigación y  la Transferencia de Tecnología  (CTT), 





𝐶𝑃 = 𝐶𝑜𝑠𝑡𝑒 ℎ𝑜𝑟𝑎𝑟𝑖𝑜 ·𝐻𝑜𝑟𝑎𝑠 𝑑𝑒 𝑡𝑟𝑎𝑏𝑎𝑗𝑜 
De acuerdo a las tablas retributivas de la UPV, el sueldo mensual de un trabajador a jornada completa 
del PAS  (Personal de Administración y Servicios) del grupo A, subgrupo A2, que  incluye a  la escala 
intermedia de ingeniería técnica, es de 28,42 €/h.  
Además, de acuerdo a las bases y tipos de cotización del Régimen General de la Seguridad Social para 


















































𝐶𝑀𝐼 = 𝑃𝑟𝑒𝑐𝑖𝑜 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 ·
𝑀𝑒𝑠𝑒𝑠 𝑢𝑠𝑜








1200  6  4  1  150 
Ordenador de 
sobremesa 
600  0,25  4  1  3,12 
KUKA Agilus 
KR6 900 sixx 














0  ­  ­  ­  0 
























































ello  el  control  de  la  aceleración  de  las  articulaciones  del  robot.  También  son  personalizables  las 
ganancias proporcionales del error de posición y del de velocidad. 
­Image  Based  Visual  Servoing  (IBVS),  eye­in­hand:  Permite  la  simulación  de  la  metodología  de 
servocontrol  visual  basada  en  imágenes  (IBVS)  con  cámara  en  el  end­effector  del  robot  para 
posicionado  y  seguimiento  ante  referencias  fijas  y  móviles,  de  prueba  (ya  implementadas)  y 
personalizables. También son personalizables los parámetros de control: tiempo total de simulación, 
tiempo de muestreo y ganancia proporcional del control. 





















 Además, es necesario  crear un archivo mat que  contenga  los parámetros para  construir el  robot 
simulado: 
­Una matriz llamada “P” con los parámetros de la matriz Denavit­Hartenberg correspondientes al robot 











Actualmente existe  ya una  librería  con  los parámetros de 8  robots de KUKA que  cuentan  con  sus 
correspondientes carpetas de la librería ARTE con los archivos stl necesarios para la simulación. Si se 
utilizan los stl de ARTE, tan solo es necesario crear el archivo mat con los parámetros tal y como se ha
indicado para proceder a simular. 
2­Cargar el robot en la interfaz gráfica: 




























































Puede  desactivarse  la  saturación  de  las  articulaciones  accediendo  al  código  del  simulador  y 
comentando o eliminando  las siguientes  líneas en cada  función de  callback de  las casillas de  texto 
editable (edit1_callback, edit2_callback…). 
Por último, cabe añadir que las casillas activas de cada articulación se actualizan cada vez que se accede 
































Por otro  lado, para referencia es móvil, en el panel tan solo se  indica  la ganancia proporcional y el 








































En  el  menú  desplegable  superior,  se  selecciona  el  objeto  que  se  va  a  seguir  o  posicionar. 
Seleccionaremos si se desea uno de los dos modos de prueba (circunferencia y corona), que cargan 





































De  derecha  a  izquierda:  tiempo  de muestreo  (en  segundos),  ganancia  proporcional  del  control  y 
tiempo total de simulación (en segundos). Para que  la simulación sea aproximadamente en tiempo 
real, el periodo de muestreo debe ser de al menos 0.1 segundos. 
Para modificar  los  parámetros  intrínsecos  de  la  cámara  simulada  hay  que  editar  el  código  del 
programa, concretamente en la función correspondiente al pulsador de activación de la simulación. 
4.4­Plano imagen de la cámara: 
Automáticamente  cuando  arranca  la  simulación,  aparece  una  figura  donde  se muestra  de  forma 






Aunque  la  ventana  no  se  cierra  automáticamente  al  terminar  la  simulación,  no  interfiere  con  las 
siguientes simulaciones, sino que éstas crean una nueva figura. 
6­PBVS: 
A  efectos  del  usuario,  los  pasos  necesarios  para  ejecutar  una  simulación  PBVS  y  las  opciones 
disponibles son exactamente iguales que en el caso IBVS. Por ello, se refiere al apartado anterior para 
resolver posibles dudas. 
 
