We consider multipliers on spaces of real analytic functions of one variable, i.e., maps for which monomials are eigenvectors. We characterize sequences of complex numbers which are sequences of eigenvalues for some multiplier. We characterize invertible multipliers, in particular, we find which Euler differential operators of infinite order have global analytic solutions on the real line. We present a number of examples where our theory applies. In some cases we give algorithms for solving the respective equations. Perturbation results for solvability are presented.
Introduction
The aim of this paper is to find criteria of global analytic solvability in f of an Euler differential equation:
(1) ∞ n=0 a n θ n f (t) = g(t), t ∈ R, (a n ) n∈N ⊂ C where θ(h)(t) = th (t) or a generalized q-difference functional equation (2) k n=0 a n f (q n t) = g(t), t, q n ∈ R, a n ∈ C with g a given analytic function. The main theme behind is the notion of a (Taylor) multiplier. We call a linear continuous operator M : A (I) → A (I) on the space of real analytic functions A (I), I ⊂ R open, to be a multiplier whenever every monomial is an eigenvector. The corresponding sequence of eigenvalues (m n ) n∈N is called the multiplier sequence for M . Since polynomials are dense in A (I) the sequence (m n ) n∈N uniquely determines M but monomials do not form a Schauder basis of A (I) (in fact, this space has no Schauder basis at all [18] ) therefore M is not just a diagonal operator. This makes the whole theory complicated and interesting. Apart form Euler differential operators and generalized q-difference operators (defined as left hand side formulas in (1) and (2)) there are plenty of other interesting examples of multipliers:
for instance, various integral operators related to the Hardy averaging operator or Hadamard multipliers. See also [16] or [17] and the literature listed there.
The main problem is just a question of surjectivity of a suitable multiplier M : A (I) → A (I). We concentrate on the case where I ⊂ R is open connected (we say shortly open interval, for instance I = R). Surjectivity of multipliers for 0 ∈ I was completely characterized in [16] . Now, we consider the challenging case of 0 ∈ I. Here surjecivity implies invertibility. Again, invertibility for 0 ∈ I was fully characterized in [17] but for 0 ∈ I the situation is much more complicated. The case is challenging since, for instance, the Euler differential operators are singular. Moreover, if ∞ n=0 f n z n is the Taylor series of f ∈ A (I) at zero then ∞ n=0 f n m n z n is the Taylor series of M (f ) at zero (see Proposition 2.1) which fully justifies the name multiplier.
In the complex case, i.e., when the operator acts on all holomorphic functions on a given domain containing zero, the corresponding operator is called the Hadamard multiplier [35] , [36] . Our case is different since the space of real analytic functions consists of germs of holomorphic functions.
In the present paper we completely describe multiplier sequences (m n ) n∈N both in the "matricial language" (Corollary 3.1) and via interpolation properties of holomorphic functions with a restricted growth (Theorem 4.5, Corollary 4.6). The notion of a Mellin function or a Mellin pair plays the crucial role (see Definition 4.7) . This allows to characterize completely invertible multipliers (Corollary 5.10 and 5.11). The result becomes striking in case of Euler differential operators (Corollary 6.1) and we get that many perturbations of an invertible Euler differential operators are also invertible (Corollary 6.5). A characterization of solvability of (2) is given in Corollary 7.5.
The general results are of existential flavor. We provide also algorithmic methods for solving quite general Euler differential equations (see Theorem 6.6) and for q-difference equations (see Corollary 7.10) . Examples from Section 7 also provide methods for constructing multipliers with a given multiplier sequence (see especially Theorem 7.7 and 7.13) and inverses (comp. Example 7.15).
The main tools used in the paper are the representation theorems from [16] . The paper owes much to the ideas of Brück and Müller [8] and to the continuation of analyticity results of Arakelyan [2] . The whole theory is developed for A (R) but then also for A (I) where I ⊂ R is a general open connected set containing zero.
There are plenty of results on Euler differential equations (see, for instance, [12] , [20] , [21] , [23] , [24] , [25] , [26] , [27] and many more) but so far no global solvability result on R for smooth or analytic functions and general Euler equations seems to exist. There is also an extensive literature on Hadamard multipliers (see, for instance, [5] , [8] , [9] , [10] , [20] , [37] , [39] , [40] , [41] , [42] , [43] , [44] ), where also the invertibility problem is solved in H(G) for some complex domains G. Let us note that Frerick [20, Th. 10, 11 ] got a characterization of those coefficient multipliers which are invertible on H(G) for all simply connected (or all starlike) domains G ⊂ C containing zero.
Let us mention that the class of multipliers on A (I) denoted by M (I) is a complete commutative subalgebra of L(A (I)) equipped with the topology of uniform convergence on bounded sets (for more on this algebra see [17] ).
We summarize the content of the paper. In Section 2 we recall for the readers convenience the representation results from [16] . In Section 3 we provide criteria for the sequences (m n ) n∈N to be multiplier sequences. We find explicitly given infinite matrices G a and Γ a = G −1 a such that m = (m n ) n∈N is a multiplier sequence iff G a · m ∈ Λ 0 (n) for suitable a or, equivalently, there is x ∈ Λ 0 (n) such that Γ a · x = m. This allows both to check if a sequence is a multiplier sequence and to construct multiplier sequences. Here Λ 0 (n) denotes the finite type power series space generated by the sequence of all integers (which is just the class of all Taylor coefficient sequences for arbitrary holomorphic functions on the unit disc).
In Section 4 we describe multiplier sequences m = (m n ) n∈N roughly speaking as those for which there exists a holomorphic function ϕ on a big portion of the right halfplane interpolating (m n ) n∈N on the integers and with restricted growth (the so-called Mellin function for m). In Section 5 we use the results of the previous Sections to characterize which multipliers are invertible. Most effective is the characterization via the behavior of the Mellin functions ϕ introduced in Section 4. Roughly speaking, invertibility means that ϕ is estimated from below. This leads to the perturbation results.
In Section 6 we characterize invertibility of Euler differential operators and give some method explicitly solving the respective equations. In Section 7 we provide plenty of examples like integral operators, dilations and their linear combinations, resolvents of dilations, multiplier sequences of the form (f (ε n )) n∈N for f smooth, |ε| < 1, and their generalizations. We also provide a method of solving q-difference equations explicitly and relate invertibility on A (I), 0 ∈ I, with the existence of a continuous linear right inverse on A (J), 0 ∈ J.
We denote byĈ the Riemann sphere and by H(S) the space of holomorphic functions on some open neighbourhood of S ⊆Ĉ while H 0 (S) denotes its subspace consisting of functions vanishing at ∞. Clearly,
and H 0 (Ĉ \ K) are Fréchet spaces. Hence, if S has a fundamental sequence of compact subsets then H 0 (Ĉ \ S) as well as H(Ĉ \ S) are LF-spaces. By the dilation M a we mean the map
It is well know that every continuous linear functional T on H(K), K ⊂ C compact, corresponds to a holomorphic function f T ∈ H 0 (Ĉ \ K) (called the Cauchy transform of T ) via the so-called Köthe-Grothendieck duality (see [4, Th. 1.3.5] ). Here f T is defined by the Cauchy transform
and the correspondence of f T and T is given by the Köthe-Grothendieck duality
where γ is a finite union of closed curves contained in
, U an open neighbourhood of K, such that the index n(γ, z) = 1 for any z ∈ K. We will use power series spaces and their duals for a given sequence α = (α n ) n∈N tending to infinity :
We use without reference many facts on the spaces A (I) -for them see [14] . For non-explained notions form Functional Analysis see the book [33] . For analytic continuation there is beautiful book of Bieberbach [6] . Acknowledgement: The authors are very indebted to Tomasz Luczak (Poznań) for the information concerning the (for the authors) mysterious matrix Γ appearing in Section 3.
Representations
We start with a simple but important characterization of multipliers on sets I containing zero. Remark 2.2 Using the interpretation described in Remark 2.5 below we see that part (c) of the above result was already proved for compact
Proof: (a)⇒(b): By the Second Representation Theorem (see [16, Th. 2.6] or Theorem 2.4 below), the multiplier sequence is a sequence of Laurent coefficients of some function g holomorphic at infinity:
Thus there is R > 0 such that sup
This implies that the map:
a n m n z n is a well-defined continuous linear map. Let j : A (I) → H({0}) be the standard restriction map. On polynomials, S • j coincides with j • M . By density of polynomials, we get S • j = j • M , this completes the proof.
0 (x n ) for any n ∈ N. By density of polynomials we get (c).
(c)⇒(a): If M is not a multiplier then for some l ∈ N we get M (x l ) = g(x) and g (k) (0) = 0 for some k = l. Clearly, δ
0 is not an eigenvector. 2 For the sake of convenience, we recall the representation theorems proved in [16] . They will be very useful later on. We define the dilation set V (I) for an open set I ⊂ R:
(1/ε)I.
Observe, that 1 ∈ V (I) and 0 ∈ I if and only if 0 ∈ V (I) (see [16, Section 3] 
is a linear homeomorphism and the multiplier sequence of B(T ) is equal to the sequence of moments of the analytic functional T , i.e. to ( z n , T ) n∈N .
Let us note that for a < 0 < b we have
Using the Köthe-Grothendieck duality we get the following representations.
The Second Representation Theorem 2.4 [16, Th. 2.8] For any open interval I ⊆ R the algebra of multipliers M (I) is topologically isomorphic as an algebra with the following LFalgebras of holomorphic functions:
with Hadamard multiplication of Laurent series, i.e., around ∞:
where
The multiplier sequence of the multiplier is equal to the Laurent coefficients (m n ) of the corresponding function f .
H Ĉ \
1 V (I) with Hadamard multiplication of Taylor series, i.e., around zero:
The multiplier sequence of the multiplier is equal to the Taylor coefficients at zero (m n ) of the corresponding function f .
Remark 2.5
The identification in the result above for compact V (I) represents the multiplier algebra as an algebra H(G) with the Hadamard multiplication for some domain G ⊂Ĉ where 0 ∈ G and G is so-called admissible, i.e., H(G) is an algebra with the Hadamard multiplication. In particular, G ⊆ C is admissible if and only if the complement of G is a semigroup with multiplication (see the introduction to [42] ). Such algebras are studied, for instance, in [8] , [42] , [43] , [40] .
We define the support supp M of the multiplier M to be the support of the corresponding analytic functional T such that B(T ) = M (see Theorem 2.3) -it is also the set of singularities of the function f representing M according to Theorem 2.4, part 1. We can identify multipliers with the same multiplier sequence even though they act on A (I) with different I. Since support of the multiplier depends only on its multiplier sequence, the support does not depend on which A (I) the multiplier acts.
We denote: η Then for any convex compact set K and any convex set Ω we define
where 
is an algebra isomorphism and a homeomorphism where B(T ) is defined as in Theorem 2.3 and Exp(log V (I)) is equipped with the pointwise multiplication. The corresponding multiplier sequence for M is equal to (M (M )(n)) n∈N . 
is an injective algebra homomorphism, where T ∈ A (V (I)) , B(T ) = M and Exp(R) is equipped with the pointwise multiplication. The corresponding multiplier sequence of M is equal to
Finally, we describe those multipliers which are Euler differential operators. Let us recall that θ(g)(z) = zg (z). An arbitrary sequence (m n ) n∈N ⊂ C is a multiplier sequence of some multiplier M with supp M = {1} if and only if there is an entire function E of exponential type zero (i.e., E ∈ Exp({0})) such that E(n) = m n for every n ∈ N. In that case M is the Euler differential operator E(θ):
M (E(θ)) = E (comp. Theorem 2.6) and E(z) = ∞ n=0 e n z n .
Characterization of multiplier sequences via matrices
We want to find a criterion for a given sequence (m n ) to be a multiplier sequence for a multiplier on A (I) and the method of constructing all such sequences. We first solve both problems for I = R or I = (−b, b) for any b > 0, i.e., for symmetric intervals. According to Theorem 2.3 and Theorem 2.4 the problem of describing multiplier sequences is equivalent to the moment problem for analytic functionals or the description of Laurent series coefficient sequences for functions in H 0 (Ĉ \ [−a, a]) for any a > 0. In order to solve it we use a trick of Estrada and Kanwal [19] for describing moments of distributions. The same method was later used by Cioranescu [11] in order to describe moments of ultradistributions.
Let
z be a scaled Joukowski function (or, more correctly, Zhukovsky function), i.e., a biholomorphic map from the unit disc D ontoĈ \ [−a, a]. Then g = f • w is a holomorphic function on the unit disc vanishing at zero with the Taylor representation g(z) = ∞ n=0 a n z n+1 . In [19, p. 37] it is calculated that:
We have proved the following corollary:
Corollary 3.1 A sequence (m n ) n∈N is a multiplier sequence for A (R) if and only if there exists a > 0 such that for every r > 1 there is a constant C > 0 such that for every n ∈ N holds:
Multiplier sequences on A (−b, b), b > 0, are characterized by the same condition with fixed a = 1.
Let us take a normalization for a > 0:
where G = (g kj ) k,j∈N is an infinite matrix defined as follows:
, for k and j of the same parity, j ≤ k and g kj := 0 otherwise.
Thus we can observe that a sequence m = (m n ) n∈N is a multiplier sequence on A (R) if and only if for some a > 0 its image G • V 2/a (m) ∈ Λ 0 (n). Analogously, it is a multiplier on some
This gives a method to check if the given sequence (m n ) n∈N is a multiplier sequence. In order to get the method of constructing multiplier sequences we have to invert the infinite matrix G: 
T. Luczak (Poznań) pointed out to us (looking at [50] ) that this is a close relative of the so-called Catalan triangle introduced in [45] , comp. [3] , with the formula Γ = (γ kj ) k,j∈N :
for k and j of the same parity, j ≤ k and γ kj := 0 otherwise and which has the magic property that every entry is equal to the sum of two neighbours above (if the neighbour is outside the matrix it is assumed to be zero, the topmost left entry is fixed 1).
Proposition 3.2
The matrices G and Γ are mutually inverse.
Proof: Since both matrices are lower triangular and have 1 on the diagonal in order to prove that they are mutual inverses it is enough to prove that G · Γ = id , i.e., i k = j i, k, j of the same parity
The proof will be based on the method of generating functions described for instance in [48] . We give only the proof for even indices (the other case is analogous), i.e., i = 2n, k = 2m, j = 2l. We define the power series
which is convergent on some neighbourhood of x = 0. The conclusion is equivalent with the statement that F l (x) = x l for every l ∈ N. Since the series is convergent we can change the order:
It is known that for every natural number A we have
This completes the proof. 2 Corollary 3.3 Every multiplier sequence (m n ) n∈N on A (R) is obtained from a sequence (a n ) n∈N in Λ 0 (n) by applying subsequently Γ and V a/2 for some a > 0, i.e., there is a > 0 such that
In case of multiplier sequences on A (−b, b), b > 0 the same condition holds with a = 1.
For non-symmetric intervals I we start with the case of 0 / ∈Ī, I bounded, i.e., V (I) = {1} (see [16, Prop. 2 .2]) and we have to find the Laurent coefficients of f ∈ H 0 (Ĉ \ {1}). It is easily seen that every such f can be represented as a series:
j+1 k j for j ≤ k and c kj := 0 otherwise.
As easily seen we get the following result.
Corollary 3.4 A sequence (m n ) n∈N is a multiplier sequence on A (I), 0 / ∈Ī, I a bounded interval, if and only if it belongs to C · Λ ∞ (n).
Lemma 3.5
The following formula holds:
Proof: We use again the method of generating functions:
2 We have proved that the matrix C is its own inverse. This immediately implies: Corollary 3.6 Let I be a bounded interval and let 0 / ∈Ī. Then a sequence (m n ) n∈N is a multiplier sequence on A (I) if and only if its image by the matrix C belongs to the infinite type power series Λ ∞ (n).
For other non-symmetric intervals we need to find moments of analytic functionals T ∈ A ([q − a, q + a]) . We need the following lemma.
and it has the Laurent series representation
and S = (s kj ) k,j∈N , s kj = k j for 0 ≤ j ≤ k and s kj = 0 otherwise. Proof: This follows from the following formula after proper ordering:
Proof: This follows immediately form Lemma 3.5.
2 We get immediately:
The following conditions are equivalent.
(a) For a given a > 0, q ∈ R the sequence (m n ) n∈N is the sequence of Laurent coefficients of a function f ∈ H 0 (Ĉ \ [q − a, q + a]) or, equivalently, a moment sequence of an analytic functional on A ([q − a, q + a]).
(b) The image of (m n ) n∈N via composition of matrices G • V 2/aq • Σ • V q belongs to the finite type power series space Λ 0 (n).
(c) The sequence (m n ) n∈N is an image of some sequence belonging to the finite type power series space Λ 0 (n) via a composition of matrices
The above corollary allows to characterize multiplier sequences on any space A (I) for any open interval I ⊂ R. Problem 3.10 Describe explicitly multiplier sequences using the last Corollary -try to calculate explicitly the composition of matrices.
Characterization of multiplier sequences via interpolation
Since the matricial criteria in the previous Section are difficult to apply we introduce another approach. We start with some auxiliary notions. An asymptotic halfplane is a set of the form:
We say that a holomorphic function f on an asymptotic halfplane Ω is of finite inner exponential type if and only if
Analogously, f is of finite exponential type in a sector θ 1 ≤ Arg z ≤ θ 2 if and only if
The following function is called the indicator function of f :
Clearly, for a given holomorphic function f we can define the indicator function of f for all those θ such that there is r 0 with {r exp(iθ) : r > r 0 } contained in the domain of f . Properties of the indicator function are described in [31, Sec. 15, 16 in Ch. I], [7] and [2] . In the book of Boas [7] or Levin [31] they are proved only in case f is defined on a sector or the whole halfplane. Nevertheless everything works for asymptotic halfplanes since we can work with sectors with some disc removed at the edge -repeating the proofs based usually on the Phragmén-Lindelöf principle [7, Th. 1.4.2] we get the same conclusions.
For the sake of convenience we present a result which will be used several times and which is a small modification of [7, Th. 5 Theorem 4.1 Let ϕ be a holomorphic function on an asymptotic halfplane Ω which is of finite exponential type in a sector −α ≤ Arg z ≤ α for some α, 0 < α < π/2. Let ε > 0 and H be a sinusoid, i.e., a linear combination of sine and cosine functions. If
Using this result one can prove that ϕ is of finite inner exponential type on an asymptotic halfplane Ω if and only if there are an asymptotic halfplane Ω 1 and a constant α ∈ R such that |ϕ(z)| ≤ α exp(α|z|) for z ∈ Ω 1 . We will apply Theorem 4.1 through the following consequences.
Corollary 4.2 Let ϕ be a holomorphic function on an asymptotic halfplane Ω. Then ϕ is of finite inner exponential type in Ω and for some α:
if and only if there is an asymptotic halfplane Ω 1 such that
Proof: Sufficiency is obvious. Necessity: By Theorem 4.1, there is an increasing sequence (r n ) n∈N of real numbers > 1 such that for z = |z| exp(iθ) log |ϕ(z)| ≤ |z| α cos θ + cos
Since |z| α cos θ + cos
Corollary 4.3 Let ϕ be a holomorphic function of finite inner exponential type on an asymptotic halfplane Ω. (c) If γ 0 = inf γ such that for some asymptotic halfplane Ω 1 and every ε > 0:
Note that in (c) we can take
Thus (b) holds by Corollary 4.2 and it implies immediately (c).
2 We define the growth indicator of ϕ as G(ϕ) := β 0 . It is clear that if either β 0 < ∞ or γ 0 < ∞ then ϕ is automatically of finite inner exponential type on some asymptotic halfplane.
We will need the following Lemma inspired by the proof of [8, Th. 3] :
Proof: By [32, Th. XXXII], h F (0) = −∞ (in fact, the result in [32] is proved for functions defined in sectors but the obvious modifications of the proof give the result for functions defined on sectors with some disc removed at the edge).
On the other hand, by Corollary 4.3, for any δ > 0 small, we have for
Using the trigonometric convexity of h F (see [7, Th. 5.1.2]) we get for any η < 0:
This completes the proof by Corollary 4.2. 2 In case 0 ∈ I we have no chance for a result like Theorem 2.6 but, surprisingly, there is substitute of that as a modification of a result of Arakelyan [2, Th. (b) There exists α ∈ R and an entire function ϕ of order ≤ 1 which is of finite inner exponential type on the right halfplane H such that the following conditions hold:
for every n ∈ N, n > 0. (6) (c) There exists an asymptotic halfplane Ω and a holomorphic function ϕ on Ω satisfying (5) for n ∈ Ω and G(ϕ) < ∞ Moreover, if c = sup supp M then for every asymptotic halfplane Ω and every holomorphic function ϕ on Ω, G(ϕ) < ∞, satisfying (5) for n ∈ Ω we have G(ϕ) = log c, i.e., there is an asymptotic halfplane Ω 1 such that for any asymptotic halfplane
, there is an entire function ψ of order ≤ 1 which on the right halfplane is of finite inner exponential type and moreover it satisfies the following conditions:
Clearly, ϕ satisfies conditions (5) and (6). We calculate:
It is easily seen that ϕ is as required. then ψ is of finite inner exponential type on Ω. Moreover, h ψ (θ) ≤ 0 for |θ| < π/2. Let us assume that n ∈ Ω for n > n 0 . Hence, by [2, Th. 1.2], the map Let ψ be a holomorphic function on some asymptotic halfplane Ω such that G(ψ) < ∞ and ψ(n) = m n for n ∈ Ω. Then for F := ψ − ϕ, where ϕ is the function defined in part (b) we have G(F ) < ∞. By Lemma 4.4, G(F ) = −∞. This completes the proof since
2 Now, we extend the previous result to multipliers with support containing negative numbers. (b) There exist β ∈ R and two entire functions ϕ + , ϕ − of order ≤ 1 and both of finite inner exponential type on the right halfplane satisfying the following conditions:
for every n ∈ N, (8)
for every n ∈ N, n > 0. Proof: By the Second Representation Theorem 2.4, observe that (a) is equivalent with the fact that the functions f + , f − defined by
Indeed, the corresponding series are convergent onĈ \ {z : |z| ≤ c 2 }. Now, on C \ [0, ∞) we define
for a suitable choice of the branch of √ z. On the other hand, f (z) = zf + (z 2 ) + f − (z 2 ) is defined and holomorphic onĈ \ [−c, c] whenever
By Theorem 4.5 and Theorem 2.4 we getφ + ,φ − , max(G(φ + ), G(φ − )) = 2 log c,φ + (n) = m 2n ,φ − (n) = m 2n+1 for every n ∈ N. Now, we define ϕ
2 By analogy to the Mellin transform defined in Theorem 2.6 we introduce the following crucial definition. ϕ(n) = m n for every n ∈ N, n ∈ Ω.
A pair of holomorphic functions ϕ + , ϕ − defined on Ω as above is called a Mellin pair for M or for (m n ) n∈N if it satisfies the following conditions:
It is not easy to construct a Mellin function or a Mellin pair for the given multiplier -the construction which follows from our proof via the proof of Arakelyan's result [2, Th. 
Later on we give explicit constructions of Mellin functions (pairs) for some multipliers.
The results above allow to construct some multiplier sequences but it is difficult to use them for deciding if the given sequence is a multiplier sequence.
Invertible multipliers
The problem of surjectivity for multipliers on A (I) for intervals I not containing zero was solved in [16, Section 6] . For arbitrary open sets I ⊂ R not containing zero invertible multipliers are characterized in [17, Cor. 4.3] . For intervals I containing zero surjectivity and invertibility of multipliers coincide as the following immediate consequence of Proposition 2.1 shows. We want to characterize invertible (surjective) multipliers in case of intervals containing zero.
Using the results of Section 3 we can get a characterization of multiplier sequences of invertible multipliers. For instance, Corollary 3.1 implies immediately:
Corollary 5.4 A multiplier M ∈ M (R) is invertible if and only if its multiplier sequence (m n ) n∈N contains no zeros and there exists a > 0 such that for every r > 1 there is a constant C > 0 such that for every n ∈ N holds:
Invertible multiplier sequences on A (−b, b), b > 0, are characterized by the same condition with fixed a = 1.
Unfortunately, it is very difficult to apply this type of results to natural examples. That is why we do not formulate other possible analogues of the Corollary above for M (I) where I are intervals in R.
We are looking for other criteria via Mellin functions (pairs) defined in Section 4 and using the idea from [8, Th. 3]. (b) The sequence (m n ) n∈N contains no zero and there is a Mellin function ϕ for M such that for some asymptotic halfplane Ω and for some α ∈ R holds:
(c) The sequence (m n ) n∈N contains no zero and for every Mellin function ϕ for M there is an asymptotic halfplane Ω and α ∈ R such that: 
Let us define
Clearly, F (n) = 0 for every n ∈ N, n > 0.
Moreover, F is holomorphic on Ω and
By Corollary 4.4, G(F ) = −∞.
Hence there is an asymptotic halfplane Ω 1 such that
Hence |ϕ(z)ψ(z)| > 1 − e −1 > 0 and neither ϕ nor ψ has a zero in Ω 1 . Moreover,
Thus,
Let us consider the following functions
By (a) and Theorem 2.4, these functions extend holomorphically on C \ 1 c , ∞ and C \ 1 d , ∞ , respectively. Clearly, the Hadamard product can be calculated:
By the Hadamard multiplication theorem [21, Th. 11.6.1], g * g −1 extends to C \ (b) The sequence (m n ) n∈N contains no zero and there is a Mellin pair for M such that such that for some asymptotic halfplane Ω and for some α ∈ R holds:
(c) The sequence (m n ) n∈N contains no zero and for every Mellin pair ϕ ± for M there is an asymptotic halfplane Ω and α ∈ R such that:
for any ϕ ± like in (b) or (c).
Proof: We get our result from Theorem 5.5 as we got Corollary 4.6 from Theorem 4.5.
2 Surprisingly, for multipliers of non-negative support we need not refer to Mellin pairsMellin functions suffice. Let us note some similarities of the conditions above with the conditions on the surjectivity or existence of a right linear continuous inverse for convolution operators (see [28] , [29] , [30] , [38] ).
Proof We finish with some perturbation theory. Since non-invertible elements are always dense in M (I) (see [17, Cor. 4.3, 5.4] ) there is no chance for "topological" perturbation results.
Theorem 5.12 Let I be an open interval containing zero. If M is an invertible multiplier on A (I) and N is a multiplier with support {0} then M +N is invertible if and only if it is injective (i.e., the multiplier sequence contains no zero).
Proof: Let us observe that the multiplier sequence of N belongs to Λ ∞ (n), i.e.,
Clearly, N factorizes through N : H({0}) → H(C). Taking as a zero neighbourhood in H({0}) Λ ∞ (n) the set of sequences: Proof: Assume that I is not a bounded non-symmetric interval. By Theorem 5.7 and Corollary 5.10, there are Mellin pairs ϕ ± for M and ψ ± for N such that for every k < a < b < 1/d there is an asymptotic halfplane Ω such that
for every z ∈ Ω.
Clearly, ϕ ± + ψ ± is the Mellin pair for M + N . For some asymptotic halfplane Ω 1 we get
This completes the proof by Corollary 5.10. The case of non-negative supports follows analogously from Corollary 5.11. 2
Invertibility of Euler operators
Invertibility of an Euler differential operator E(θ) in case 0 ∈ I means that the corresponding "singular" differential equation E(θ)f = g for any fixed g ∈ A (I) is globally solvable in A (I). Please recall, by Thorem 2.8 (comp. [16, Cor. 4.3] ), that
for some analytic functional T , supp T = {1}, and some entire function E(z) = ∞ n=0 e n z n of exponential type zero (i.e., ∀ R > 0 sup n∈N |e n |R n n! < ∞). Clearly, E is a Mellin function of the multiplier E(θ), (E(n)) n∈N is the corresponding multiplier sequence and G(E) = 0.
It is clear that the inverse of an Euler operator (not a multiple of the identity) cannot be an Euler operator since the corresponding Mellin transforms has to have no zeros and they are entire functions of exponential type zero: the only such function is the constant function. Corollary 6.1 Let E be an entire function of exponential type zero and E(θ) be the corresponding Euler differential operator. 
Please note that a different proof of part (b) above follows easily from [42, Th. 3.9] . By Theorem 5.13 and Corollary 6.1 part (b) and (c), we get immediately: 
In fact,
Remark 6.7 (a) The condition
holds if all zeros lie in some sector of opening less or equal π/3, for instance, on some ray and they are increasingly ordered according to their moduli.
(b) The present result is better than Theorem 6.1 since the proof below gives a method to approximate the inverse multiplier -we just take B(Ψ n ) as such an approximation which is very easily calculable (for the notation see the proof below). In many cases it is just an integral operator with a smooth kernel of support [0, 1] -if the zeros are real the kernel is real as well. For instance, for the sequence of zeros (−n 2 ) n∈N the graph of the kernel looks like on the picture below:
For a sequence of zeros (−n 3 ) we have the next kernel (please note that since zero is in the support of the functional the kernel has to be non zero in every neighbourhood of zero):
For the complex zeros −n 1.0001 for even n and −n 1.0001 + 30i for odd n we get the following graph of the absolute value of the kernel:
and the following graph of complex values of the kernel:
Before we prove the result we define:
Lemma 6.8 If (α j ) j is a sequence of arbitrary complex numbers with negative real parts, k ∈ N, then
.
Proof: The assumption of negative real parts assures that the integrals are convergent. If α n = α 0 then inductively we get
In case of constant sequences using (n − 1)-times integration by parts we have:
Proof: It is easily seen that
So it suffices to check if the first term is equal to the third one. For n = 0 it is obvious. Now, we get inductively
2 Proof of Theorem 6.6. We define
Clearly, Ψ n is a continuous linear functional on C[0, 1] so on A ([0, 1]). By Lemma 6.8,
If the sequence (Ψ n ) n is equicontinuous on A ([0 Case (a). Since α j are real then by the mean value theorem for divided differences (see [13, p. 120, condition (e)]) there is ξ in between all α j such that
Since for t ∈ (0, 1) all derivatives of f t are positive and we have, by Lemma 6.8 for k = 0,
Case (b). Let m be the uniform bound for order of zeros of E. Assume thatẼ(θ) has an inverse M . Since for any sequence (γ j ) j of complex numbers containing only numbers (β j ) and each one no more than m times the function
is entire of exponential type zero. Thus for suitable choice of (γ j ) j the multiplier M m · h(θ) is the inverse of E(θ).
Thus without loss of generality we may assume that all zeros are of order one and α j = β j .
First, observe that if for all j ≤ n we have 1 −
We prove that Ψ n are equicontinuous on C 1 [0, 1]. By Lemma 6.9 and 6.8, 
Examples
Now, we get some examples of applications of the theory above. Clearly the corresponding multiplier sequence is (1/(n + 1)) n∈N . Its inverse is the multiplier
which is an Euler differential operator E(θ) for E(z) = 1 + z.
Example 7.2
In the previous example the analytic functional is given by an integral. More generally, let T ∈ A (I) be defined as follows: 
for non-zero complex α j and real b j with b 0 of largest absolute value such that no m k = n j=0 α j b k j is zero ((m k ) k∈N is the multiplier sequence of M ). Using the previous arguments we see that M is invertible on A (R) since M b 0 is invertible. On the other hand, if |b 0 | = 1 then M is not invertible on A (I) for any interval I = R, 0 ∈ I, since the necessary conditions from Theorem 5.5 and 5.7 are not satisfied for the respective functions
The conclusion follows also from the perturbation result Theorem 5.13.
Corollary 7.5 Let α j be non-zero complex numbers and b j be non-zero real numbers for j = 0, . . . , n. The functional equation
has a solution f ∈ A (R) for every g ∈ A (R) if and only if for every k ∈ N holds n j=0 α j b k j = 0. Moreover, the equation
for every multiplier N with supp N ⊂ (−1, 1) has a real analytic solution f for every g ∈ A (R) if and only if the left hand side of (10) is injective as a multiplier, i.e., does not vanish on any monomial.
The above result covers the so-called q-difference equations -see, for example, [46] , [1] and many more. . For instance for a > 1, λ ∈ C, λ = a n for n ∈ N we get the resolvent on A (R):
where p ∈ N is chosen so big that y a p belongs to the circle of convergence of the Taylor series of f at zero. It is a direct calculation that the right hand side does not depend on the choice of p see also [15] .
The next example of an invertible multiplier is described in the following theorem. Theorem 7.7 Let ε ∈ (−1, 1) be arbitrary and let K := {ε k : k ∈ N} ∪ {0}. For every C ∞ -function f on R there is a multiplier M on A (I), 0 ∈ I, such that its multiplier sequence is equal (f (ε n )) n∈N . If f never vanishes on K then M is invertible in M (I).
where p is chosen in such a way that yε p belongs to the interior of the circle of convergence of the Taylor series of g at zero. Moreover, R 0 p (f ) denotes the p-th remainder for the Taylor series at zero of the function f . It is clear that for M f,ε monomials are eigenvectors with the sequence of eigenvalues as required.
It is well-known that
for some ξ between 0 and x. Thus
for some constant C p not depending on k. We have proved that the series in the definition of M f,ε (f )(y) for a fixed p is convergent and gives an analytic function on a neighbourhood of y. Thus for fixed p the function M f,ε (f ) is analytic on I. Now, easy calculation shows that the formula does not depend on p! It is easily seen that if
. Thus the graph of M f,ε is sequentially closed and, by [22, Th. 13.3.4] and the fact that A (I) is webbed ultrabornological [14, Lecture1] , it follows that M f,ε is continuous.
If f does not vanish on K then we can define f to be non-vanishing everywhere without changing values on K. Then 1/f ∈ C ∞ (R). Clearly, M 1/f,ε is the inverse of M f,ε .
2 Let us note that the multiplier M f,ε depends only on the values of f on K since the multiplier sequence depends only on that. So we can take any function f on K which is the restriction of a C ∞ -function on K. By [47] , a necessary and sufficient condition on a continuous function f : K → C to be a restriction of a C m (R)-function is that the map g : K (m+1) → C defined by divided differences (recall the definition before Theorem 6.6):
where K (m+1) = {(x 0 , . . . , x n ) ∈ K m+1 : pairwise different} extends continuously to K m+1 . It is shown in [34] that f : K → C, K ⊂ R, is the restriction of a C ∞ -function if and only if it is the restriction of a C m -function for every m ∈ N.
Hence we get the following conclusion:
Corollary 7.8 Let (m n ) n∈N be a sequence of complex numbers such that for some ε > 0 and the function f (ε n ) = m n for every n ∈ N we have [ε l 0 , ε l 1 , . . . , ε ln , f ] converges as l 0 , . . . , l n tends to infinity. Then (m n ) n∈N is a multiplier sequence for any open interval I containing zero.
Corollary 7.9 Let ε ∈ (0, 1). For every analytic function f ∈ A ((0, 1]) not vanishing at ε k for all k ∈ N and either regular at zero or having there a pole, the sequence (f (ε n )) n∈N is the multiplier sequence of an invertible multiplier on A (R).
Proof: If f (0) = 0, f regular at zero, then we apply Theorem 7.7. Otherwise, there is j ∈ Z such that f (x) = x j g(x) for some g ∈ A ([0, 1]), g(0) = 0. Clearly, f (ε k ) = x jk g(ε k ). The sequence (g(ε n ) n∈N is a multiplier sequence of an invertible multiplier by the first part of the proof. The sequence (ε jn ) n∈N is a multiplier sequence of a multiplier M ε j .
2 This allows to find a solving algorithm for
Corollary 7.10 Let α j be complex numbers and q ∈ R \ {0} then the solution f of the equation
is given by
Example 7.11 Let us take a function f and a functional T acting on all functions f • η k , then by M f,T we denote the multiplier with the multiplier sequence ( f • η k , T ) k∈N . Of course, in general such a multiplier does not exist. Nevertheless, as we have seen above it does exist for T = δ ε the Dirac delta at ε for suitable functions f and it is equal to M f,ε defined above.
A generalization of the previous example can be obtained as follows. Let us assume that 0 ∈ I and take f ∈ C ∞ [−1, 1] and T ∈ C ∞ (−1, 1) in case of symmetric I and f ∈ C ∞ [0, 1], T ∈ C ∞ [0, 1) in the non-symmetric I case. Then we define:
where η j (x) := x j and R 0 p (f ) is the p-th Taylor remainder of f around zero. The number p is chosen in such a way that the series on the right hand side is convergent (we will show later on that such a p exists). Clearly, the definition does not depend on the choice of p.
For simplicity we consider the symmetric case only. First, we show that the map M f,T is well-defined.
First, we estimate R 0
, for the norm:
where P v,k is a suitable polynomial. Hence
for T ε,l < ∞. If yε p−l belongs to the circle of convergence of the Taylor series of g around zero then the series on the right hand side of the formula defining M f,T is convergent and it defines an analytic function of y. Since
for some continuous functions a v , it is clear that the second term in the formula defining M f,T also defines an analytic function of y. The multiplier sequence is clearly equal to ( f • η n , T ) n∈N . The continuity of M f,T follows from the closed graph theorem since the above estimates show that if g n → g both in H({0}) and
We can prove even more, namely that the map: By the above estimates,
Thus for |y| ≤ 1 n ε −(N −l+1) we have
On the other hand, Finally, for y ∈ U N,n we get
which completes the proof of continuity. Since our bilinear map
is continuous it extends to a linear map
The example above is inspired by the search for resolvents in the paper [15] . If we choose T to be the evaluation functional at ε then we will get the example used in Theorem 7.7.
Example 7.12 In the previous example we have no clear criterion for invertibility. We modify this example as follows. Choosing y close to some y 0 we can keep the curve γ fixed. So this is a function analytic with respect to y. Moreover, we can take γ ⊂ β 0 D with β < β 0 < 1. Then |g(yξ j ) − g(0)| ≤ C|y|β j 0 on γ for some fixed constant C. Hence there is a constant C such that for all y from some fixed complex neighbourhood of y 0 we have
Therefore the following series converges uniformly with respect to y on a neighbourhood of y 0 :
Hence M f,T (g) is an analytic function. It is clear that m 0 = f (1), T . Now,
On the other hand,
This completes the proof. 2 Now, we can find a Mellin function for the multipliers defined above. for any fixed α > 0. Hence if z = x + yi, |y| < α|x| we get | exp((log ξ)z)| = exp(Re (log ξ)z) = exp(log |ξ|x − y Arg ξ). Now, |y Arg ξ| < α| Arg ξ| < (1/2)| log |ξ|| and log |ξ|x − y Arg ξ < 0. Thus exp((log ξ)z) ∈ D for all ξ ∈ γ, z ∈ H, |y| < α|x|. We have proved that for such z the function ϕ is defined using a fixed γ, hence ϕ is holomorphic on any such domain, hence on all H. For z = x + iy, x = αy, we can use in the definition of ϕ one fixed curve γ. Hence h ϕ (θ) ≤ lim sup r→∞ log 1 2π γ |f (exp((log ξ)re iθ ))t(ξ)dξ r .
Observe, that if r → ∞ then | exp((log ξ)re iθ )| = exp(log |ξ|r cos θ − Arg ξr sin θ)
≤ exp((1/2) log |ξ|r cos θ) −→ r→∞ 0 since |ξ| < b 0 < 1, θ ∈ (−π/2, π/2). Hence, there is a constant C such that |f (exp((log ξ)re iθ )| ≤ C exp(−(p/2) log |ξ|r cos θ)
for suitable big r and fixed 0 < p < +∞. Finally, fixing γ such that |ξ| > a 0 > 0 we get log 1 2π γ |f (exp((log ξ)re iθ ))t(ξ)|dξ ≤ log (C exp (−(p/2) log a 0 r cos θ)) and G(M (M f,T )) < ∞. In this case we are able to calculate explicitly all the related objects introduced in the paper, in particular, we are able to give an explicit formula for the inverse. We calculate the Mellin transform M (M )(z) = sinh πz πz = n>0 1 + z 2 n 2 . As easily seen the multiplier satisfies the invertibility condition from Theorem 5.5 and the multiplier sequence of its inverse is of the form m −1 n = (2πn)· 1 e πn −e −πn for n > 0. Since (2πn) n∈N is the multiplier sequence of 2πθ it suffices to find a multiplier with the multiplier sequence (m n ) n∈N ,m n = 1 e πn −e −πn for n > 0 andm 0 = 1.
