In the present paper, we construct a new family of Bernstein type operators on infinite interval by using exponential function a x . We study some approximation results for these new operators on the interval [0, ∞).
Introduction
In approximation theory, the most important basic result was given by Karl Weierstrass. In 1912, S.N. Bernstein [1] introduced the sequence of operators to give a constructive proof of the Weierstrass approximation theorem. In 1950 a new generalization of Bernstein's polynomials to the infinite interval was given by O. Szász [8] . The uniform convergence of a sequence of linear positive operators to continuous functions was introduced by Bohman [3] and Korovkin [7] . The Bernstein operators are defined as follows: 
For detailed study we can see [6] . O. Szász [8] introduced the following operators on the infinite interval as follows:
In this paper we construct a new family of Bernstein type operators on an infinite interval and obtain some important approximation results for these operators. In next section, a new family of operators is constructed by using the exponential function a x for the interval [0, ∞). We use the symbol log a for log e a throughout the paper. Stirling's Formula:
(3) Definition 1.1. By f (n) = o( (n)), we mean lim n→∞ f (n) (n) = 0.
Construction of operators and some auxiliary results
We define the following operators:
For a = e or u = n/ log a, then it reduces to (2) . 
Proof. We have the following identity which is easily verified:
and then it follows that
The proof is completed. Lemma 2.3. For u ≥ 0, the following inequality holds:
Proof. By using Schwarz's inequality and (6), we have
The proof is completed.
Note that
Therefore, for a positive integer u, we have
Now by using Stirling formula (3), we have
Thus, except for a constant factor, the estimate (7) is the sharpest possible.
Main results
In this section, we will study some convergence results, pointwise as well as uniformly convergence and also obtain a Voronovskaja type theorem.
Proof.
Let
In the sum
Hence
Next write
Then
By using Lemma 2.2 with λ = uδ log a, we have
Now, assuming u log a(x + δ) > k,
Again by using Lemma 2.2, with λ = uδ log a − k > 0, we get
which gives the desired result.
where M, ρ are constants, 0 < ρ 1, then
Proof. First of all, we consider the case ρ = 1.
by Lemma 2.3. Thus, the proof is completed for ρ = 1.
Now from Hölder's inequality, for 0 < ρ < 1, we have
Now by (11), we have
Thus, the proof is completed.
where c is a positive constant and the condition (11) is fulfilled. Furthermore Proof. Suppose f (x) is continuous in (0, ∞). Let
is continuous in 0 ≤ t ≤ 1. Now for a given > 0, we can find a polynomial n r=0 b r t r = P n (t), so that |ψ(t) − P n (t)| < . Hence, S * u (P n ; x) → P n (a −x ) uniformly in the interval (0, ∞), as u → ∞. Furthermore
It follows that
Here,
Thus, the proof is completed. 
. 
where |x − α| < δ. Now using the same technique as in the proof of Theorem 3.1, we obtain the above theorem. Proof. Let
Then η(δ) → 0 as δ → 0. We may write
Now by using formula (8) , we have
On the same technique as in the proof of Theorem 3.1, and using Lemma 2.3, we can get the desired result.
The following result is generalize to higher derivatives. We restrict here that f (α) exists and the same result proved for Bernstein polynomials (see [2] , [9] ). Proof. We restrict here to the case that f (α) exists. Thus
From (6) and (8), we get
Then from (14) and (6) 
and also note that
Then But δ is arbitrarily small, hence the proof is completed. , v = 0, 1, 2, · · · n;
