Introduction
The purpose of this paper is to study the existence and uniqueness of solutions for nonlinear fractional differential equations involving a Caputo fractional derivative, given as and biophysics. For more information, see [3, 5, 6, 10, 16, 18, 20] .
Recently, boundary value problems for nonlinear differential equations have arisen in a variety of areas of mathematics. Benchohra et al. [8] established sufficient conditions for the existence of solutions of boundary value problems with nonlinear fractional differential equations. Akram and Anjum [4] studied fractional boundary value problems using the Mittag-Leffler function. Benchohra and Lazreg worked on nonlinear implicit fractional differential equations with boundary conditions [9] .
Agarwal et al. [1] studied the existence and uniqueness of fractional differential equations and inclusions involving Caputo fractional derivatives for initial and boundary value problems. Zhang worked on the existence of a positive solution for a nonlinear fractional differential equation [24] . Yu and Gao [25] obtained a sufficient condition for the existence of solutions of fractional differential equations. Kalamani et al. studied existence results for fractional evolution systems in Banach spaces using Riemann-Liouville fractional derivatives [13] .
Khan et al. worked on the existence theorems and Hyers-Ulam stability for a coupled system of fractional differential equations using the p-Laplacian operator [14] . Kalamani et al. [12] obtained sufficient conditions for the existence of solutions for a class of impulsive fractional neutral stochastic integrodifferential systems with nonlocal conditions and state-dependent delay. Xu studied a class of boundary value problems of fractional differential equations with integral and antiperiodic boundary conditions [23] .
Motivated by the previous literature, this paper is concerned with the existence and uniqueness of fractional differential equations with nonlocal multipoint integral boundary conditions.
The organization of the rest of the paper consists of four sections. In Section 2, some notations, definitions of Caputo fractional derivative, the Riemann-Liouville fractional integral, and the Riemann-Liouville derivative are presented. In the same section, some lemmas are given, which will be used in Section 4 . In Section 3 , the solution of the BVP (1.1) with the boundary conditions (1.2) is obtained. Some useful results about the existence and uniqueness of nonlinear fractional differential equations are formulated in Section 4. In Section 5 , two appropriate examples are given to substantiate the results.
Preliminaries
Let C([0, 1], IR) be a Banach space of all continuous functions from [0, 1] into IR with the norm defined by 
Definition 1 [20] The Riemann-Liouville fractional integral of order α for a continuous function f (t) is defined as
J α f (t) = 1 Γ(α) t ∫ 0 x(q) (t − s) α−1 f (s)dq, α > 0.
Definition 2 [21] For a continuous function f (t) , the Riemann-Liouville fractional derivative of order α is defined as
c D α f (t) = 1 Γ(n − α) ( d dt ) n t ∫ 0 (t − s) α−1 f (s)dq, n = [α] + 1.
Definition 3 [21] For a continuous function f : [0, ∞) → IR , the Caputo derivative of fractional order α is defined as
The solution of Eq. (2.1) can be written in the following form:
where
Lemma 2.2 [23] Assuming α > 0, then
for some a i ∈ IR, i = 0, 1, 2, ..., n − 1 where n is the smallest integer greater than or equal to α.
Lemma 2.3 [9] (Banach fixed point theorem) If C is a nonempty closed subset of a Banach space C([0, 1], IR)
and T : R → R, is a contraction mapping, then T has a unique fixed point.
Lemma 2.4 [2] (Schaefer's fixed point theorem) Assume that C([0, 1], IR) is a Banach space of all continuous functions and
is a continuous compact mapping and the set (ii) there is a n ∈ ∂N (the boundary of N in S ) and ν ∈ (0, 1) with n = νT (n) .
Unique solution of boundary value problem (1.1)
Consider the boundary value problem as
,
Take the Riemann-Liouville integral on both sides of BVP (3.1) as
Using Lemma (2.2), the solution x(t) can be written in the form of an integral equation as
for some constants a 0 , a 1 , a 2 ∈ IR. By applying the given boundary condition x(0) = 0 , it follows that a 0 = 0.
Applying the second boundary condition,
which imply that
Substituting the above value of a 1 in Eq.(3.2) yields
Taking the Riemann-Liouville integral of Eq. (3.4) of order q , it can be written as
Eq.(3.5) can also be written as
Using the third boundary condition,
After substituting the value of a 2 in Eq. (3.4), the unique solution of BVP (3.1) is obtained as
For the sake of convenience, set
Existence and uniqueness results
Theorem 4.1 Suppose that there exists a constant K > 0 such that:
and ∀ x, y ∈ IR . Then boundary value problem (1.1) with boundary conditions (1.2) has a unique solution on [0,1] provided Kξ < 1 .
Proof: Consider the operator T :
As the fixed points of operator T are the solution of BVP (1.1) with boundary conditions (1.2), Lemma (2.3)
will be used to show that T has a fixed point.
Thus,
which shows that K < 1 ξ and ξ depends only on the parameters taken in the problem. Therefore, T is a contraction. As a consequence of the Banach fixed point theorem, T has a unique fixed point that is in fact a unique solution of BVP (1.1) with boundary conditions (1.2). Proof: To show that T has a fixed point, Schaefer's fixed point theorem will be used. The proof is given in several claims.
Claim 1: T is continuous.
Assume {x n } to be a sequence such that
Since f is a continuous function then ∥T (x n ) − T (x)∥ → 0 as n → ∞ . Consequently, T is continuous.
Claim 2: T maps bounded sets into bounded sets in C([0, 1], IR) .
Indeed, it is enough to show that for any ρ > 0, ∃ a positive constant γ such that ∀
Hence, it can be deduced that
Thus, ] .
Hence, ∥T (x)∥ ≤ ξL = σ, and this shows that the set U is bounded. Therefore, T has a fixed point that is in fact a solution of problem (1.1) with boundary conditions (1.2) by Schaefer's fixed point theorem.
Examples
In this section, two examples are given to show the applicability of the results. 2δ − 3) ) .
Therefore, Kξ = 0.00547 < 1. 
