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INTRODUCTION
Comme son titre l’indique, cette thèse traite principalement de deux sujets :
la géométrie d’un espace polonais remarquable (l’espace d’Urysohn), ainsi
que certains aspects de la théorie descriptive des ensembles, en particulier les
problèmes de classiﬁcation. On étudie ici la géométrie de l’espace d’Urysohn
pour elle-même, mais aussi comme un moyen d’obtenir des résultats de na-
ture descriptive ; pour pouvoir expliquer cela plus précisément, commençons
par détailler ce qu’on entend par "problèmes de classiﬁcation", et pourquoi
l’espace d’Urysohn intervient naturellement dans l’étude de certains de ces
problèmes.
Ici, on se contente d’expliquer très brièvement les enjeux de cette théorie ;
la présentation ci-dessous est particulièrement inspirée de [GaKe]. Le lecteur
pourra trouver plus d’explications et d’informations, et des références biblio-
graphiques supplémentaires, dans [BK1], [GaKe], ou [Hj].
(A) Problèmes de classiﬁcation.
Sous l’appellation "problèmes de classiﬁcation", on englobe une vaste classe
de problèmes rencontrés en mathématiques : classiﬁer des objets, à une notion
d’équivalence près, en attribuant à chaque classe d’équivalence un invariant
(i.e. deux objets sont équivalents si, et seulement si, on leur a associé le même
invariant).
Pour pouvoir appliquer les méthodes de la théorie descriptive des ensembles,
il faut que la classe d’objets considérée forme une partie "déﬁnissable" (bo-
rélienne, analytique...) d’un espace borélien standard X, et que la relation
associée (vue dans X ×X) soit également déﬁnissable. Dans cette thèse, on
ne considère que des relations d’équivalence analytiques sur un borélien stan-
dard.
Une fois qu’on a "codé" convenablement la relation considérée, de nombreux
problèmes rentrent dans ce cadre, en particulier ceux qui correspondent à
"étudier l’isomorphisme entre certaines classes de structures" (la formulation
est volontairement très vague) ; par exemple, on peut étudier l’isomorphisme
entre diverses classes de groupes, l’isomorphisme entre graphes dénombrables,
l’isométrie ou l’homéorphisme entre diverses classes d’espaces polonais, l’iso-
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morphisme entre espaces de Banach séparables...
Un des problèmes est de déﬁnir quels invariants on s’autorise (si on a le droit
d’associer comme invariant d’une classe d’équivalence la classe elle-même,
alors le problème n’a pas grand intérêt !), mais aussi quelle complexité peut
avoir la fonction qui associe les invariants aux éléments du domaine de la
relation d’équivalence ; il est raisonnable de demander que celle-ci soit "déﬁ-
nissable", c’est-à-dire qu’on puisse "calculer" les invariants.
Si E est une relation d’équivalence déﬁnissable sur un borélien standard X,
la situation la plus simple est alors celle où l’on peut assigner comme inva-
riants des réels de façon borélienne, c’est-à-dire quand on peut trouver une
application borélienne f : X → R telle que
(xEy)⇔ (f(x) = f(y)) .
On dit alors que la relation est concrètement classiﬁable ; un exemple non
trivial de relation concrètement classiﬁable est la relation d’isométrie entre
espaces métriques compacts (Gromov, [Gr]).
On ne peut pas toujours produire de tels invariants ; par exemple, la construc-
tion de Vitali d’un sous-ensemble de R non-mesurable s’interprète, dans ce
cadre, en disant que la relation d’équivalence E sur R déﬁnie par
(xEy)⇔ (x− y ∈ Q)
n’est pas concrètement classiﬁable.
On peut alors s’autoriser des ensembles d’invariants plus compliqués, par
exemple des ensembles dénombrables de réels, etc. ; mais il n’y a pas d’intérêt
à classiﬁer une relation simple avec des invariants très complexes.
Le problème devient donc le suivant : étant donnée une relation d’équivalence,
quel est le "meilleur" ensemble d’invariants que l’on peut utiliser pour la
classiﬁer ?
Posé ainsi, ce problème n’a pas un sens mathématique très clair ; il faut
donner une façon de dire quand un problème de classiﬁcation est plus simple
qu’un autre. Intuitivement, un problème E est plus simple qu’un problème E ′
quand la donnée d’une classiﬁcation de E ′ permet d’obtenir une classiﬁcation
de E.
Formellement, on dit qu’une relation d’équivalence E sur un espace borélien
standard X se réduit boréliennement à la relation E ′ déﬁnie sur le borélien
standard X ′ s’il existe une application borélienne f : X → X ′ telle que
(xEy)⇔ (f(x)E ′f(y))
Cette notion correspond bien à l’idée intuitive que "E est plus simple que
E ′" : quitte à composer par f , tout système d’invariants qui permet de clas-
siﬁer E ′ permet également de classiﬁer E.
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On note E ≤B E ′ si E se réduit boréliennement à E ′, et E ∼B E ′ si E et E ′
se réduisent boréliennement l’une à l’autre (autrement dit, les problèmes de
classiﬁcation associés ont la même complexité).
La relation ≤B induit une hiérarchie de complexité sur les problèmes de clas-
siﬁcation ; diverses relations ont déjà été bien étudiées, et on peut s’en servir
pour évaluer la complexité d’un problème de classiﬁcation donné.
Dans cette thèse, nous serons confrontés en particulier à des relations induites
par une action borélienne d’un groupe polonais G sur un espace métrique po-
lonais X ; ces relations sont toutes analytiques, et leurs classes d’équivalence
sont boréliennes.
Les exemples non-triviaux (i.e. non concrètement classiﬁables) les plus simples
sont fournis par certaines actions de Z, muni de la topologie discrète (cf.
[DJK]) ; il est déjà plus compliqué (en général !) de faire agir un groupe dé-
nombrable quelconque G sur l’espace de Cantor 2G par shift (i.e. g.x(h) =
x(g−1h)) (cf. [JKL]). Il existe des relations encore plus complexes, qui ne
se réduisent à aucune relation induite par une action borélienne de groupe
dénombrable ; l’isomorphisme entre graphes en est un exemple.
Et il existe encore des relations plus complexes : nous verrons plus bas que
l’isométrie entre espaces polonais rentre dans ce cadre, et ne se réduit pas à
l’isomorphisme entre graphes dénombrables (loin de là !). Le lecteur pourra
consulter par exemple [BK1] et [BK2] pour plus d’informations sur les ac-
tions boréliennes de groupe polonais.
Un aspect fondamental de cette théorie est le suivant : parmi les relations
induites par un groupe polonais donné G, il existe toujours une relation uni-
verselle E∞G , qui est unique à ∼B près ; autrement dit, toute relation induite
par une action borélienne de G se réduit boréliennement à E∞G .
Par exemple, la relation d’isomorphisme entre graphes dénombrables (cf. le
chapitre 5 pour voir pourquoi elle rentre dans le cadre décrit ici) est la relation
universelle pour les actions boréliennes de S∞ (le groupe des permutations
de N, muni de sa topologie naturelle).
Ici, dans le prolongement de [GaKe], on s’intéresse tout particulièrement à
des problèmes de classiﬁcation de nature géométrique. Pour expliquer cela
plus en détail, quelques rappels généraux sont nécessaires.
(B) Notations, déﬁnitions, et rappels.
Rappelons qu’un espace métrique (X, d) est dit polonais s’il est complet et
séparable. Dans la suite, quand il n’y a pas de confusion possible, on omet d
et on dit simplement que X est un espace métrique polonais.
Dans ce texte, les lettres X, Y désigneront des espaces métriques séparables.
S’il existe une distance sur X qui en fait un métrique polonais, alors on dit
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que la topologie de X est polonaise.
On appelle espace borélien standard tout couple (B,Σ), où B est un ensemble
et Σ une σ-algèbre sur B qui est isomorphe à la σ-algèbre formée par les boré-
liens de [0, 1] (tout polonais non dénombrable muni de la structure borélienne
induite par sa topologie rentre dans ce cadre, cf. [Ke1]).
Si X est polonais, on désigne par F(X) l’ensemble des fermés de X, et on
le munit de la structure borélienne d’Eﬀros (cf. [Ch] ou [Ke1]), qui est la
tribu engendrée par les ensembles de la forme {F ∈ F(X) : F ∩ U 6= ∅}, où
U parcourt les ouverts de X. Muni de cette structure, F(X) est un espace
borélien standard dès que X est inﬁni.
La plupart de nos raisonnements sont de nature métrique ; pour éviter les
confusions, on appelle application isométrique (ou plongement isométrique)
toute application f : X → Y telle que d(f(x), f(x′)) = d(x, x′) pour tous
x, x′ ∈ X. Si f est bijective, on dit que f est une isométrie.
On dit qu’un groupe topologique G est un groupe polonais si la topologie
de G est polonaise ; il n’existe pas nécessairement de distance complète inva-
riante pour l’action par translation (à gauche, par ex.) de G sur lui même.
On pourra se reporter à [BK1] ou [Ke1] pour une introduction complète à la
théorie des groupes polonais, ainsi qu’une bibliographie sur le sujet.
Dans la suite, nous allons en particulier nous intéresser aux groupes d’isomé-
tries : si X est un espace métrique séparable, appelons Iso(X) son groupe
d’isométries, et munissons la de la topologie de la convergence simple. On
vériﬁe que celle-ci coïncide avec la topologie compacte ouverte (ou de cvu sur
les compacts) et fait de Iso(X) un groupe topologique à base dénombrable
d’ouverts (et donc métrisable).
Dans le cas où X est polonais, on vériﬁe en outre que Iso(X), muni de cette
topologie, est un groupe polonais.
(C) L’espace d’Urysohn et ses applications en théorie descriptive.
Si X est un espace métrique polonais, alors Iso(X) agit naturellement sur X
par translation à gauche (ϕ.x = ϕ(x)), mais aussi sur F(X), avec la formule
ϕ.F = ϕ(F ) .
Cette action est borélienne, la relation associée est donc analytique. Si on
s’intéresse ici à ces actions en particulier, c’est parce qu’elles sont naturelles
mais assez générales (Gao et Kechris ont prouvé dans [GaKe] que tout groupe
polonais est isomorphe au groupe d’isométries d’un certain polonais X), et
que les problèmes de classiﬁcation associés peuvent être en général très com-
plexes.
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Un espace intervient naturellement dans ces problèmes : il s’agit, comme le
lecteur l’aura déjà deviné, de l’espace d’Urysohn U.
Cet espace, construit en 1925 par Urysohn, est caractérisé (à isométrie près)
par deux propriétés : c’est le seul polonais qui soit à la fois universel (i.e.
contient une copie isométrique de tout métrique polonais) et ω-homogène,
c’est-à-dire que toute isométrie entre sous-espaces ﬁnis (munis de la distance
induite) s’étend à l’espace total.
Au moment où Urysohn a construit U, il était principalement intéressé par
son universalité ; peu après sa construction, Banach et Mazur ont montré
que C([0, 1]) est également universel, ce qui a contribué à faire tomber dans
l’oubli l’espace d’Urysohn. Ce dernier n’a été que très peu étudié pendant 60
ans, à l’exception d’articles de Sierpinski ([Si]) et Huhunaišvili ([Hu]).
En 1986, Katětov a donné une nouvelle construction de U, qui a considéra-
blement relancé l’intérêt pour cet espace ; la même année, Uspenskij a montré
que tout groupe polonais est isomorphe à un sous-groupe de Iso(U), et de
nombreux travaux se sont succédé depuis. Ce n’est pas ici le lieu de tous les
résumer ; on peut trouver une bonne introduction sur ce sujet dans [GaKe],
[Pe2] et [Gr]. Remarquons simplement qu’on sait caractériser la topologie
de cet espace (Uspenskij [Us4] a prouvé que U est homéomorphe à l2(N)),
et qu’on a énormément d’informations sur les propriétés de Iso(U) ; la plus
remarquable est certainement le résultat de Pestov [Pe1] selon lequel Iso(U)
est extrêmement moyennable, i.e. toute action continue de Iso(U) sur un
compact admet un point ﬁxe (global).
Par contre, la géométrie de l’espace lui-même n’a été que peu étudiée jusqu’à
très récemment ([CV]) ; considérant qu’elle est digne d’intérêt, on dégage
dans cette thèse diverses propriétés géométriques de U, lesquelles permet-
tront en retour d’obtenir des résultats de nature descriptive.
Du point de vue de la théorie descriptive des ensembles, un intérêt est que,
puisque U est universel, tout espace métrique polonais est isométrique à un
fermé de U ; par conséquent, on peut voir F(U) comme l’espace des espaces
métriques polonais ; une fois muni de la structure borélienne d’Eﬀros, cet
espace est un borélien standard. On peut alors vériﬁer que la relation d’iso-
métrie ⋍i est une relation analytique sur F(U).
Mais l’universalité n’est pas le seul intérêt de l’espace d’Urysohn : elle prend
tout son sens quand elle est alliée avec l’ω-homogénéité, c’est ce qui a permis
à Gao et Kechris de calculer la complexité de la relation d’isométrie entre
diverses classes de polonais.
Un de leurs résultats nous intéresse particulièrement : si l’on note ⋍Ui la rela-
tion induite par l’action par translation de Iso(U) sur F(U), alors ⋍Ui ∼B ⋍i,
et ces deux relations sont ∼B à la relation universelle pour les relations in-
duites par une action borélienne de groupe polonais.
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Ceci illustre bien le fait que les relations de nature géométrique peuvent
être extrêmement complexes ; on peut alors se demander, comme Gao et Ke-
chris dans [GaKe], s’il existe un espace polonais X, et un sous-groupe fermé
H ≤ Iso(X), tel que EXH soit universelle pour les relations induites par une
action borélienne de groupe polonais. Cette question est toujours ouverte ;
elle constitue un des points de départ de cette thèse (on obtient ici un peu
d’informations nouvelles à son sujet, mais pas suﬃsamment pour y répondre).
Une caractérisation de U (toujours à isométrie près) par une propriété uni-
verselle, déjà connue par Urysohn, joue un rôle fondamental dans l’étude de
Gao et Kechris, ainsi que dans cette thèse ; elle est basée sur les fonctions de
Katětov.
(D) Fonctions de Katětov, amalgames d’espaces métriques, et liens
avec la logique.
Soit X un espace métrique.
Une fonction f : X → R est une fonction de Katětov si, et seulement si, poser
∀x ∈ X d(xf , x) = f(x)
déﬁnit une distance sur l’espace X ∪{xf} (où xf est un point n’appartenant
pas à X) ; on appelle E(X) l’espace des fonctions de Katětov sur X.
Ces fonctions correspondent donc aux extensions métriques de X par un
point ; alors l’espace d’Urysohn est (à isométrie près) le seul polonais ayant
la propriété d’extension ﬁnie, i.e. tel que
∀n ≥ 0 ∀x1, . . . , xn ∈ X ∀f ∈ E({x1, . . . , xn}) ∃z ∈ X ∀i d(z, xi) = f(xi).
Cette caractérisation, ainsi que certaines propriétés de l’espace E(X) des
fonctions de Katětov sur X, sont très utiles pour l’étude des problèmes évo-
qués ci-dessus.
Pour dégager les propriétés de E(X), on utilise "sans le dire" des propriétés
d’amalgamation des espaces métriques séparables ; cela n’est pas sans rappe-
ler la théorie de Fraïssé : en utilisant des propriétés d’amalgamation d’une
classe de structures, on obtient un ensemble universel pour ces structures, et
ω-homogène. La grande diﬀérence est évidemment qu’ici, à la diﬀérence de
la théorie de Fraïssé, les structures considérées ne sont pas ﬁnies.
Néanmoins, on observe de nombreux parallèles entre l’espace d’Urysohn et
des objets universels obtenus par la théorie de Fraïssé, par exemple le graphe
de Radó : celui-ci est caractérisé, à isomorphisme près, par le fait qu’il
contient une copie isomorphe de tout graphe ﬁni, et que tout isomorphisme
entre sous-graphes ﬁnis s’étend en un isomorphisme du graphe tout entier.
On peut aussi voir le lien entre l’espace d’Urysohn et la théorie de Fraïssé
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de la façon suivante : la classe des espaces métriques ﬁnis, à distances ra-
tionnelles, est une classe de Fraïssé, et admet donc un ensemble universel et
ultrahomogène (sa limite de Fraïssé) QU, qui est un espace métrique dénom-
brable, à distances rationnelles.
La caractérisation de U par la propriété d’extension ﬁnie permet alors de
voir que U est le complété de QU ; c’est d’ailleurs essentiellement comme
cela qu’Urysohn a construit U, ce qui pousse par exemple les auteurs de [CV]
et [Pe2] à voir la construction d’Urysohn comme un précurseur de la théorie
de Fraïssé (avec vingt ans d’avance !).
Dans le même ordre d’idées, il est intéressant de signaler que des résultats de
Vershik ([Ve1], [Ve2]) permettent de considérer l’espace d’Urysohn comme
"l’espace métrique aléatoire", de même que le graphe de Radó est connu
comme étant le "graphe aléatoire".
D’autres connexions avec la logique existent, on peut par exemple consul-
ter [CV] et [Ng]. On ne les développe pas plus ici, car elles n’apparaîtront
pas directement dans la suite ; elles semblent néanmoins importantes pour
la compréhension des propriétés de l’espace d’Urysohn, et sont sous-jacentes
dans beaucoup des constructions de cette thèse.
(E) Exposé des résultats et organisation de la thèse
On commence par présenter au chapitre 1 les propriétés de l’espace E(X)
qui interviennent dans nos constructions.
En particulier, on fournit une condition nécessaire et suﬃsante pour que
E(X) soit séparable, et on exprime cette condition à l’aide d’une propriété
nouvelle des espaces métriques, la propriété de colinéarité, qui a été introduite
simultanément, et indépendamment, par N. Kalton dans [Kal] (la termino-
logie est due à Kalton).
Théorème. Soit X un polonais. Alors E(X) est séparable si, et seulement
si, X a la propriété de colinéarité.
Au chapitre 2, on utilise les fonctions de Katětov pour donner une nouvelle
démonstration du fait, établi par Gao et Kechris, que tout groupe polonais est
isomorphe au groupe d’isométries d’un polonais ; cette démonstration permet
également d’obtenir des informations sur les actions par translation sur X
des sous-groupes fermés du groupe d’isométries d’un polonais X.
Théorème. Toute action induite par un sous-groupe fermé du groupe d’iso-
métries d’un polonais X par translation sur X se réduit à une action par
translation de tout le groupe d’isométries d’un polonais Y sur Y .
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Cette méthode permet également de montrer que l’analogue du théorème de
Gao et Kechris cité plus haut est vrai pour les compacts (cette question m’a
été signalée par Alekos Kechris [Ke*]) :
Théorème. Tout groupe métrisable compact est isomorphe au groupe d’iso-
métries d’un espace métrique compact.
Au chapitre 3, on décrit en détail la construction de l’espace d’Urysohn par
Katětov, et on utilise la caractérisation de U comme le seul polonais ayant la
propriété d’extension ﬁnie pour obtenir quelques résultats sur sa géométrie,
en particulier :
Théorème. Soit ϕ : U→ U une application isométrique.
Si ϕ|B(0,1] = idB(0,1], alors ϕ = idU.
(V. Pestov m’ a signalé que ce résultat était déjà connu de M. Rubin en
2003).
Théorème. Si X ⊂ U est fermé et a la propriété de Heine-Borel (pour la
distance induite), M > 0, alors {z ∈ U : d(z,X) ≥M} est isométrique à U.
Dans les chapitres 4, 5 et 6, on étudie plus en profondeur les propriétés des
isométries de U, et de l’action par translation de Iso(U) sur F(U).
Au chapitre 4, on répond à une question posée par Gao et Kechris dans
[GaKe] en démontrant le théorème suivant :
Théorème. Soit G un groupe polonais. Il existe un fermé F ⊂ U tel que G
est isomorphe (comme groupe topologique) à {ϕ ∈ Iso(U) : ϕ(F ) = F}.
Ce théorème peut être vu comme une façon "concrète" de se représenter un
groupe polonais comme un sous-groupe de Iso(U) (et donc comme une ver-
sion plus précise du résultat d’Uspenskij selon lequel Iso(U) est un groupe
polonais universel) ; en termes de l’action de Iso(U) sur F(U), il montre que
tout groupe polonais est isomorphe au stabilisateur (pour cette action) d’un
certain point, ce qui illustre la complexité énorme de la relation d’équivalence
associée.
Au chapitre 5, on étudie les propriétés des ensembles de points ﬁxes d’isomé-
trie ; cette étude est motivée par une conjecture de Clemens (cité par Pestov
[Pe2]), qui se demandait si l’ensemble Fix(ϕ) des points ﬁxes d’une isométrie
ϕ de U, s’il était non vide, était nécessairement isométrique à U.
On démontre que cette conjecture est vraie dans certains cas particuliers,
mais fausse en général.
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Théorème. Soit G un groupe agissant par isométries sur U de telle façon
que chaque point de U ait une orbite précompacte.
Alors, s’il est non vide, Fix(G) = {x ∈ U : ∀g ∈ G g.x = x} est isométrique
à U.
En particulier, si un groupe compact agit continûment par isométries sur U,
l’ensemble des points de U laissés invariants par l’action de G est ou vide ou
isométrique à U.
Dans le cas G = (Z,+), ce résultat signiﬁe que, si ϕ ∈ Iso(U) est une
isométrie à orbites précompactes, alors Fix(ϕ) est soit vide soit ﬁniment
injectif.
La précompacité des orbites joue un rôle fondamental dans la démonstra-
tion du théorème précédent ; avec raison, puisqu’en général on a le résultat
suivant :
Théorème. Soit X un espace métrique polonais. Alors il existe une isométrie
ϕ ∈ Iso(U) telle que Fix(ϕ) soit isométrique à X.
Encore une fois, on emploie les méthodes utilisées dans ces démonstrations
pour obtenir un résultat de nature descriptive : elles permettent de calculer
la complexité de la relation de conjugaison entre éléments de Iso(QU), et de
minorer la complexité de la relation de conjugaison entre éléments de Iso(U).
Théorème. La relation de conjugaison entre éléments de Iso(QU) est ∼B
à la relation d’isomorphisme entre graphes dénombrables.
L’isomorphisme entre graphes dénombrables se réduit boréliennement à la
relation de conjugaison entre éléments de Iso(U).
Ensuite, on étudie au chapitre 6 une question posée par Urysohn [Ur] : peut-
on préciser les propriétés d’homogénéité de U ? Là encore, les fonctions de
Katětov se révèlent être un outil eﬃcace.
Théorème. Soit X un polonais. Les assertions suivantes sont équivalentes :
(a) X est compact.
(b) Si X1, X2 ⊂ U sont deux copies isométriques de X, et ϕ : X1 → X2 est
une isométrie, alors il existe ϕ˜ ∈ Iso(U) qui étend ϕ.
(c) Si X1, X2 ⊂ U sont deux copies isométriques de X, alors il existe ϕ ∈
Iso(U) telle que ϕ(X1) = X2.
(d) Si X1 ⊂ U est isométrique à X et f ∈ E(X1), alors il existe z ∈ U tel
que d(z, x) = f(x) pour tout x ∈ X1.
Note : Après la rédaction de cette thèse, j’ai appris grâce à L. Nguyen Van
The que E. Benami a également démontré l’équivalence entre (a), (b) et (c)
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(qui est la réponse à la question d’Urysohn) en 2005, de manière indépen-
dante, et en utilisant une preuve diﬀérente. Je n’ai malheureusement pas
encore pu voir la démonstration (d’où l’absence de référence), qui semble
être basée sur un résultat proche de celui selon lequel tout groupe polonais
est isomorphe au stabilisateur d’un certain fermé de l’espace d’Urysohn.
Enﬁn, on présente au chapitre 7 les résultats de Holmes [Hol] sur les plonge-
ments isométriques de U dans les espaces de Banach séparables, et montrons
comment on peut utiliser ces résultats, ainsi qu’un résultat de Mayer-Wolf
[Ma], pour calculer (grâce aussi aux résultats de Gao et Kechris [GaKe]) la
complexité de la relation d’isométrie entre espaces de Banach séparables.
Théorème. La relation d’isométrie entre espaces de Banach séparables est
bi-réductible boréliennement à la relation universelle pour les actions boré-
liennes de groupes polonais.
Dans toute la thèse, on ne numérote que les résultats qui sont nouveaux ; les
autres sont attribués aussi précisément que possible à leurs auteurs respectifs.
Les résultats nouveaux proviennent des articles [Me1] (résultats du chap. 4),
[Me2] (chap. 2), [Me3] (chap.1,3,5,6) et [Me4] (chap.7) ; [Me1] est à paraître
aux Fundamenta Mathematicae.
1. FONCTIONS DE KATĚTOV
Dans ce chapitre, on étudie en détail les propriétés des fonctions de Katětov
sur un espace X.
On développe tout d’abord les outils qui seront indispensables dans la suite
de la thèse, avant d’étudier la question suivante : peut-on caractériser les
métriques polonais X tels que E(X) soit séparable ?
Les propositions "générales" sur ces fonctions ont été démontrées originel-
lement dans [Kat] et [Us2] ; les paragraphes qui suivent sont inspirés de ces
articles, ainsi que de [Pe2].
Pour bien comprendre le sens géométrique des fonctions de Katětov, on a
besoin d’introduire la notion d’amalgame de deux espaces métriques sur un
troisième ; intuitivement, cela correspond, si A ⊂ X, A ⊂ Y sont trois es-
paces métriques, à "recoller" X et Y le long de A, de façon à avoir la plus
grande distance possible entre les points de X \ A et ceux de Y \ A.
Pour donner une déﬁnition correcte de l’amalgame d’espaces métriques, il
faut prendre en compte le fait que l’espace obtenu dépend de la façon dont
on a recollé nos deux copies de A :
Supposons que A, X, Y soient trois espaces métriques non vides avec A ⊂ X,
et i : A→ Y soit une application isométrique de A dans Y .
Alors on commence par déﬁnir une pseudo-distance d sur l’union disjointe
Z = X ⊔ Y de la façon suivante :
− ∀x, x′ ∈ X d(x, x′) = dX(x, x′) ;
− ∀y, y′ ∈ Y d(y, y′) = dY (y, y′) ;
− ∀x ∈ X ∀y ∈ Y d(x, y) = inf{d(x, a) + d(y, i(a)) : a ∈ A}.
Il est clair que d vériﬁe l’inégalité triangulaire ; par contre, il y a des points
x 6= y tels que d(x, y) = 0.
Pour régler ce problème le plus simplement possible, on suppose de plus que
A est fermé dans X (ou que i(A) est fermé dans Y ). On peut déﬁnir l’amal-
game d’espaces métriques en toute généralité, mais c’est tout ce dont nous
aurons besoin ici.
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Si l’on appelle ∼ la relation qui identiﬁe a et i(a) pour tout a ∈ A, on voit
alors que, si z 6= z′ ∈ Z, alors
d(z, z′) = 0⇔ (z ∈ A& z′ = i(z)) ou (z′ ∈ A& z = i(z′)) .
Par conséquent, d induit une distance sur l’espace Zupslope∼ , et l’espace ainsi ob-
tenu est l’amalgame métrique de X et Y relativement à i.
Remarquons que cet espace est séparable si X et Y le sont (et polonais si X
et Y le sont).
Dans la suite, quand l’identiﬁcation entre A et i(A) est claire, on emploiera
abusivement l’expression "amalgame métrique de X et Y sur A".
x
x
y
y
X Y
Une façon de se représenter l’amalgame de X et Y sur A.
A
A
A
1.1 Définition, propriétés
Si X est un espace métrique, on dit que f : X → R+ est une fonction de
Katětov si
∀x, y ∈ X |f(x)− f(y)| ≤ d(x, y) ≤ f(x) + f(y) .
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Ces fonctions correspondent aux extensions métriques de X par un point,
de la façon suivante : si f ∈ E(X), on peut déﬁnir une distance sur l’espace
X ∪ {f}, qui prolonge la distance sur X, en posant d(f, x) = f(x) pour tout
x ∈ X.
Dire que f est une fonction de Katětov revient à dire que d ainsi déﬁnie est
bien une distance ; autrement dit, toutes les extensions métriques de X par
un point sont obtenues de cette façon.
Le grand intérêt de ce point de vue est qu’il existe une distance naturelle
entre fonctions de Katětov.
En eﬀet, si f, g ∈ E(X) et x0, x sont deux points de X, alors on a :
|f(x)− d(x, x0)| ≤ f(x0) et |g(x)− d(x, x0)| ≤ g(x0) .
Par conséquent, |f(x)−g(x)| ≤ f(x0)+g(x0), donc sup{|f(x)−g(x)| : x ∈ X}
est ﬁni.
Toute diﬀérence de fonctions de Katětov est donc une fonction bornée, et on
peut poser d(f, g) = ||f − g||∞ = sup{|f(x)− g(x)| : x ∈ X}.
D’un point de vue géométrique, cette distance correspond à la plus petite
distance d(z, z′) possible, quand Y = X ∪ {z} ∪ {z′} est une extension mé-
trique de X telle que d(z, x) = f(x) et d(z′, x) = g(x) pour tout x.
Puisqu’on veut voir E(X) comme l’espace des extensions métriques de X par
un point, il est naturel de voir X comme un sous-espace de E(X), celui des
extensions triviales par un point (i.e. le point qu’on ajoute était déjà dans
X !)
Analytiquement, ceci se fait via l’application de Kuratowski x 7→ δx, déﬁnie
de la façon suivante :
∀x′ ∈ X δx(x′) = d(x, x′) .
L’inégalité triangulaire permet de vériﬁer que x 7→ δx est un plongement
isométrique de X dans E(X) (dans la suite du texte, quand on écrira "X ⊂
E(X)", on identiﬁera toujours X à son image dans E(X) par l’application
de Kuratowski).
Reste à vériﬁer que tout cela est bien cohérent, i.e. que la métrique induite
sur X ∪{f} ⊂ E(X) par celle de E(X) correspond bien à la distance déﬁnie
plus haut sur X ∪ {f}.
Autrement dit, il nous faut vériﬁer que, si x ∈ X et f ∈ E(X), on a
d(f, δx) = f(x). Là encore, l’inégalité triangulaire donne le résultat :
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∀x′ ∈ X |f(x′)− d(x, x′)| ≤ f(x) , et il y a égalité quand x = x′.
De même, si Y ⊂ X, on a une façon naturelle de considérer les extensions
de Y par un point comme des extensions métriques de X par un point : si
Y ∪ {z} est une extension de Y , on obtient une extension de X par un point
en amalgamant Y ∪ {z} et X sur Y .
Encore une fois, cette opération se traduit analytiquement dans E(X) : déﬁ-
nissons, pour toute f ∈ E(Y ), son extension de Katětov k(f) à X de la façon
suivante :
∀x ∈ X k(f)(x) = inf{f(y) + d(y, x) : y ∈ Y } .
Autrement dit, k(f) est la plus grande fonction 1-lipschitzienne sur X qui
coïncide avec f sur Y ; on vériﬁe facilement que k(f) ∈ E(X), et que cette
opération fournit un plongement isométrique de E(Y ) dans E(X).
Dorénavant, on dira, si f ∈ E(X) et Y ⊂ X vériﬁent
∀x ∈ X f(x) = inf{f(y) + d(y, x) : y ∈ Y } ,
que f est contrôlée par Y , ou que Y est un support pour f .
Évidemment, il n’y a pas unicité du support : tout ensemble qui contient un
support pour f est également un support pour f .
Il est intéressant de noter ici que, si f et g ont un support commun S, alors
on a d(f, g) = supx∈S{|f(x)− g(x)|} (ceci découle du fait que l’extension de
Katětov induit un plongement isométrique de E(S) dans E(X)).
On peut essayer de faire un dessin qui illustre la connexion entre extension
de Katětov et amalgame métrique de deux espaces (cf ﬁgure page suivante).
Un intérêt supplémentaire de la déﬁnition de E(X) est que les isométries de
X s’étendent naturellement en isométries de E(X), et que ce prolongement
est unique.
Proposition. (Katětov)
Toute isométrie de X s’étend en une isométrie de E(X).
De plus, si X ⊂ A ⊂ E(X), et ϕ est une isométrie de X qui s’étend en une
isométrie de A, alors le prolongement de ϕ à A est unique.
(On a ici identiﬁé X à son image dans E(X) via l’application de Kuratowski)
Preuve.
Commençons par prouver l’unicité : soit ϕ ∈ Iso(X), et X ⊂ A ⊂ E(X).
On veut montrer que, si ϕ s’étend en une isométrie ϕ˜ de A, alors cette ex-
tension est unique.
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b
b
b
z
y
x
b
f
L’espace Xf , dans le cas où f est contrôlée par {x, y, z} ;
les traits en pointillés représentent les chemins à
considérer pour calculer f(a).
a
Pour toute f ∈ A \X, on doit avoir
∀x ∈ X d(ϕ˜(f), δx) = d(f, δϕ−1(x)) = f(ϕ−1(x))
Par conséquent, d(ϕ˜(f), δx) = d(f ◦ ϕ−1, δx) pour tout x ∈ X ; étant donné
la déﬁnition de la distance sur E(X), ceci entraîne que ϕ˜(f) = f ◦ ϕ−1 pour
toute f ∈ A \X, et donc que l’extension, si elle existe, est unique.
Pour voir que toute isométrie de X s’étend en une isométrie de E(X), il reste
à voir si ϕ˜ déﬁnie par ϕ˜(f) = f ◦ ϕ−1 pour f ∈ E(X) est une isométrie (le
fait que ϕ˜ prolonge ϕ est immédiat).
Si f, g ∈ E(X), on a
d(ϕ˜(f), ϕ˜(g)) = sup{|f ◦ ϕ−1(x)− g ◦ ϕ−1(x)| : x ∈ X}, d’où
d(ϕ˜(f), ϕ˜(g)) = sup{|f(x)− g(x)| : x ∈ X} = d(f, g) . ♦
Comme nous allons le voir dans la section suivante, E(X) n’est en général
pas séparable ; ceci est gênant pour nos constructions.
On peut néanmoins remédier simplement à ce problème, en ne considérant
que les extensions ayant un support ﬁni :
On pose E(X,ω) = {f ∈ E(X) : f a un support ﬁni } .
Alors, E(X,ω) a toutes les propriétés dont nous aurons besoin par la suite.
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Proposition. (Katětov) E(X,ω) est séparable ; de plus, l’application de Ku-
ratowski plonge isométriquement X dans E(X,ω), de telle façon que toute
isométrie de X s’étend (uniquement) en une isométrie de E(X,ω), et le
morphisme d’extension est continu.
Preuve :
Pour vériﬁer la première partie de la proposition, ﬁxons une partie dénom-
brable dense {xi}i∈N dans X, et appelons Y l’ensemble des éléments de
E(X,ω) qui ont un support contenu dans {xi}i∈N et prennent des valeurs
rationnelles sur ce support.
Par déﬁnition, Y est dénombrable ; il nous suﬃt donc de prouver que Y est
dense dans E(X,ω).
Soit f ∈ E(X,ω) ; par densité de {xi}, on peut supposer que f a un support
ﬁni A contenu dans {xi}.
Il nous suﬃt de montrer que toute f ∈ E(A) peut être approchée aussi pré-
cisément qu’on veut par une fonction g ∈ E(A) qui ne prend que des valeurs
rationnelles (l’extension de Katětov kX(g) de g à X appartient à Y , et fournit
l’approximation de f recherchée).
Posons A = {a1, . . . , an} et supposons f(a1) ≥ f(a2) ≥ . . . ≥ f(an) .
Alors, ε > 0 étant ﬁxé, on peut trouver n réels λ1, . . . , λn tels que :
- ∀i = 1, . . . , n f(ai) +
∑i
k=1 λk ∈ Q ;
- ∀i, j = 1, . . . , n, i ≤ j, f(ai) +
∑i
k=1 λk ≥ f(aj) +
∑j
k=1 λk ;
-
∑n
i=1 λi ≤ ε.
Ces conditions permettent d’assurer que la fonction g déﬁnie sur F par la
formule g(ai) = f(ai) +
∑i
k=1 λk appartient à E(A).
En eﬀet, si 1 ≤ i, j ≤ n alors on a |g(ai)−g(aj)| ≤ |f(ai)−f(aj)| ≤ d(ai, aj),
et g(ai) + g(aj) ≥ f(ai) + f(aj) ≥ d(ai, aj).
De plus, g est à valeurs rationnelles, et d(f, g) =
∑n
i=1 ai ≤ ε.
Pour démontrer la deuxième partie de la proposition, commençons par remar-
quer que, si ϕ est une isométrie de X, et Y est un support pour f ∈ E(X),
alors ϕ(Y ) est un support pour f ◦ ϕ−1.
Le raisonnement de la proposition 1.1 permet donc de voir que ϕ s’étend en
une isométrie ϕ˜ de E(X,ω), déﬁnie par la formule ϕ˜(f) = f ◦ ϕ−1.
Pour démontrer que l’application ϕ 7→ ϕ˜ est continue, il nous suﬃt de ﬁxer
f ∈ E(X,ω), et de montrer que, si ϕn → ϕ dans Iso(X), alors ϕ˜n(f)→ ϕ˜(f)
dans E(X,ω).
Pour cela, ﬁxons ε > 0. Puisque f a un support ﬁni S, on a, pour n suﬃsam-
ment grand et tout x ∈ S, que d(ϕn(x), ϕ(x)) ≤ ε.
1.2. Séparabilité de E(X) 17
Par conséquent, pour n suﬃsamment grand, ϕ˜(f) et ϕ˜n(f) diﬀèrent au
plus de ε sur leur support commun ϕ(F ) ∪ ϕn(F ), et ceci implique que
d(ϕ˜n(f), ϕ˜(f)) ≤ ε. ♦
1.2 Séparabilité de E(X)
Ici, on cherche à caractériser les espaces X tels que E(X) soit séparable ;
j’ai été amené à considérer cette question lors de travaux sur les propriétés
d’homogénéité de l’espace d’Urysohn (cf chapitre 6), mais elle me semble
intéressante en soi, c’est pourquoi on l’évoque ici.
La proposition suivante permet de simpliﬁer un peu notre travail :
Proposition 1. Si X est polonais mais n’a pas la propriété de Heine-Borel,
alors E(X) n’est pas séparable.
(Rappelons qu’un espace métrique a la propriété de Heine-Borel si, et seule-
ment si, ses sous-ensembles bornés sont précompacts)
Preuve.
Par hypothèse, il existe M, ε > 0 et (xi)i∈N tels que
∀i 6= j, ε ≤ d(xi, xj) ≤M.
Si A ⊂ N, déﬁnissons fA : {xi}i≥0 → R par fA(xi) =
{
M si i ∈ A
M + ε sinon
.
On voit alors que, pour tout A ⊂ N, fA ∈ E({xi}), et que si A 6= B on a
d(fA, fB) = ε (où d désigne la distance sur E({xi}) ).
Par conséquent, E({xi}i≥0) n’est pas séparable ; puisqu’il est isométrique à
un sous-espace de E(X) (cf section 1.1), on voit que E(X) n’est pas sépa-
rable non plus. ♦
On pourrait maintenant espérer que seuls les compacts sont tels que E(X) est
séparable, ou que tous les espaces polonais et Heine-Borel ont cette propriété.
Malheureusement, la situation n’est pas aussi simple que cela, comme le
montrent les deux exemples suivants :
Exemple. Si N est muni de sa distance usuelle, alors E(N) = E(N, ω).
En eﬀet, soit f ∈ E(N) ; on sait que pour tout n on a |f(n) − n| ≤ f(0),
et f(n + 1) ≤ f(n) + 1. On peut récrire la dernière inégalité sous la forme
f(n+ 1)− (n+ 1) ≤ f(n)− n.
Par suite, f(n)−n converge vers un certain a ∈ R ; ﬁxons ε > 0, et choisissons
18 1. Fonctions de Katětov
M tel que n ≥M ⇒ |f(n)− n− a| ≤ ε.
Alors, on a, pour tout n ≥M :
0 ≤ f(M) + n−M − f(n) = (f(M)−M − a)− (f(n)− n− a) ≤ 2ε.
Si l’on appelle (pour i ∈ N) fi l’extension de Katětov de f|[0,i] , alors
fi ∈ E(N, ω) et les inégalités ci-dessus entraînent que (fi) converge unifor-
mément vers f .
En remplaçant la suite (f(n)−n) par la fonction x 7→ f(x)−x, on aurait ob-
tenu le même résultat pour R (muni de sa distance usuelle) ; en fait, on peut
utiliser la même méthode pour prouver que E(Rn, ||.||1) (ou E(Rn, ||.||∞) est
séparable pour tout n.
La situation est très diﬀérente quand Rn est muni de la norme euclidienne,
comme le montre l’exemple suivant :
Exemple. Si n ≥ 2 et Rn est muni de la distance euclidienne, alors E(Rn)
n’est pas séparable.
Il suﬃt de démontrer le résultat pour n = 2, puisque E(R2, ||.||2) est isomé-
trique à un sous-ensemble de E(Rn, ||.||2) pour tout n ≥ 2 .
Il est possible de construire une suite (xi) de points de R2 telle que
d(xi+1, 0) ≥ d(xi, 0) + 1 pour tout i, et
∀i > j ∈ N, d(xi, 0) ≤ d(xi, xj) + d(xj, 0)− 1 (∗)
La construction est simple, mais un peu lourde ; plutôt que de l’expliciter, on
fait un dessin (cf page suivante).
On peut supposer que d(xi, 0) ≥ 1 pour tout i ; déﬁnissons maintenant
f : {xi}i≥0 → R par f(xi) = d(xi, 0). Par déﬁnition, f est une fonction de
Katětov.
Si A ⊂ N est non vide, appelons fA : {xi}i≥0 → R l’extension de Katětov de
f|{xi : i∈A} à {xi}.
Soient maintenant A 6= B deux sous-ensembles non vides de N, appelons
m le plus petit élément de A∆B, et supposons sans perte de généralité que
m ∈ A.
On a alors fA(xm) = d(xm, 0), et fB(xm) = d(xm, xi) + d(xi, 0) pour un cer-
tain i 6= m.
Si i < m, alors (∗) entraîne que fB(xm) − fA(xm) ≥ 1 ; si i > m, alors
fB(xm)− fA(xm) ≥ d(xi, 0)− d(xm, 0) ≥ 1.
Dans les deux cas, on voit que d(fA, fB) ≥ 1 pour tout A 6= B, ce qui montre
que E({xi}i≥0) n’est pas séparable.
Par conséquent, E(R2, ||.||2) ne peut être séparable.
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α1
α2
x0
x2
x3
0
Construction de la suite (xi)
Ces deux exemples ont un point commun : dans le premier cas, le fait que
tous les points sont alignés permet de prouver que E(X,ω) = E(X) ; dans le
second, l’existence d’une suite inﬁnie de points sur laquelle l’inégalité trian-
gulaire est toujours loin d’être une égalité permet de prouver que E(X) n’est
pas séparable.
Ceci correspond en fait à une situation générale, et on peut maintenant ca-
ractériser les espaces X tels que E(X) est séparable :
Soit (X, d) un espace métrique non vide.
Si ε > 0, on dit qu’une suite (un)n∈N d’éléments de X est ε-bien-alignée si on
a, pour chaque r ≥ 0 , ∑ri=0 d(ui, ui+1) ≤ d(u0, ur+1) + ε.
Une suite (un)n∈N d’éléments de X est dite alignée si pour tout ε > 0 il existe
N ≥ 0 tel que (u0, uN , uN+1, . . .) est ε-bien-alignée.
Intuitivement, ces suites déﬁnissent une "direction à l’inﬁni" ; dire qu’une
suite a une sous-suite alignée revient alors à dire que les bornés sont précom-
pacts et que toute suite "partant à l’inﬁni" doit avoir une sous-suite suivant
une de ces directions à l’inﬁni. Le théorème ci-dessous peut donc peut-être
se voir comme une propriété de compacité, mais il ne paraît pas facile d’ex-
primer cette idée de façon satisfaisante.
Théorème 2. Soit X un polonais. Les assertions suivantes sont équiva-
lentes :
(a) E(X) = E(X,ω).
(b) E(X) est séparable .
(c) ∀δ > 0 ∀(xn) ∃N ∈ N ∀n ≥ N ∃i ≤ N d(x0, xn) ≥ d(x0, xi)+d(xi, xn)−δ.
(d) De toute suite d’éléments de X on peut extraire une sous-suite alignée.
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Preuve du théorème 2.
(a)⇒ (b) est clair ; la preuve de ¬(c)⇒ ¬(b) est similaire à celle de la non-
séparabilité de (Rn, ||.||2), aussi la laissons-nous en exercice pour le lecteur
intéressé.
Pour voir que (c)⇒ (d),on peut commencer par remarquer que (c) entraîne
que, pour tout ε > 0 et toute suite (xn) ∈ XN, on peut trouver une sous-suite
(xϕ(n)) (avec ϕ(0) = 0) telle que
∀n ≤ m d(x0, xϕ(n)) + d(xϕ(n), xϕ(m)) ≤ d(x0, xϕ(m)) + ε .
Un procédé diagonal permet alors de construire une sous-suite alignée de (xi) :
on commence par trouver une application strictement croissante ϕ0 : N→ N
comme ci-dessus, avec ε = 1 par exemple ; puis on trouve une application
strictement croissante ϕ1 : N→ N telle que
∀m ≥ n ≥ 2 d(x0, xϕ0(ϕ1((n)))+d(xϕ0(ϕ1((n)), xϕ0(ϕ1((m))) ≤ d(x0, xϕ0(ϕ1((m)))+
1
2
.
On répète ce procédé, et on pose ϕ(n) = ϕ0 ◦ . . . ◦ ϕn(n). Par construction
de ϕ, on a alors
∀m ≥ n d(x0, xϕ(n)) + d(xϕ(n), xϕ(m)) ≤ d(x0, xϕ(m)) + 1
2n
.
L’inégalité triangulaire implique que la sous-suite (xϕ(n))n∈N est alignée.
Il ne nous reste qu’à démontrer que (d)⇒ (a).
Pour cela, raisonnons par l’absurde et supposons qu’il existe un espace polo-
nais X qui a la propriété (d), mais pas la propriété (a).
Remarquons déjà que X a la propriété de Heine-Borel : si (xi)i∈N est telle
que ε ≤ d(xi, xj) ≤M pour tout i 6= j, alors il est clair qu’on ne peut pas en
extraire de sous-suite alignée.
Soit alors f ∈ E(X) \E(X,ω) ; appelons fn l’extension de Katětov de f|B(z,n]
à X (où z désigne un point quelconque de X).
Alors, pour tout x ∈ X et tout n ≤ m on a fn(x) ≥ fm(x) ≥ f(x) ; par
conséquent la suite (d(fn, f)) décroît vers un certain a ≥ 0.
Puisque les boules fermées de X sont compactes, chaque fn appartient à
E(X,ω) : par suite a > 0, et d(fn, f) ≥ a pour tout n.
Il est alors possible de construire par récurrence une suite (xi)i≥1 d’éléments
de X telle que pour tout i ≥ 1 d(xi+1, z) ≥ d(xi, z) + 1, et
f(xi) ≤ min
j<i
{f(xj) + d(xi, xj)} − 3a
4
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Puisque |f(xi) − d(xi, z)| ≤ f(z), on peut supposer, quitte à extraire, que
(f(xi)− d(xi, z)) converge vers un certain l ∈ R.
Posons maintenant δ = a
4
. La propriété (d) nous permet d’extraire de la suite
(xi) une sous-suite xϕ(i) telle que
∀j ≤ i, d(z, xϕ(i)) ≥ d(z, xϕ(j)) + d(xϕ(i), xϕ(j))− δ
Pour simpliﬁer la notation, appelons encore (xi) cette sous-suite.
Soit alors M ∈ N tel que n ≥M ⇒ |f(xn)− d(xn, z)− l| ≤ δ2 .
Pour tout n ≥M , on a
f(xM) + d(xM , xn)− f(xn) = (f(xM)− d(xM , z)− l)− (f(xn)− d(xn, z)− l)
+ (d(xM , z)− d(xn, z) + d(xM , xn)), donc
f(xM) + d(xM , xn)− f(xn) ≤ 2δ = a
2
<
3a
4
.
Ceci contredit la déﬁnition de la suite (xi). ♦
Il est important de signaler ici que, au cours de la preuve du théorème 2, on
a démontré que, si E(X) est séparable et f ∈ E(X), alors il existe pour tout
ε > 0 un compact K ⊂ X tel que d(f, k(f|K )) < ε.
Assez curieusement, N. Kalton a considéré au même moment ([Kal], où il
étudie un problème tout à fait diﬀérent) cette notion, sous une forme équi-
valente.
Reprenons sa terminologie, et disons qu’un triplet ordonné {x1, x2, x3} de
points de X est ε-colinéaire si d(x1, x3) ≥ d(x1, x2) + d(x2, x3)− ε (où ε est
un réel positif).
A la suite de Kalton, disons qu’un polonais X a la propriété de colinéarité si :
Pour tout sous-ensemble inﬁni A ⊂ X et tout ε > 0, il existe x1, x2, x3 ∈ A
(deux à deux distincts) tels que {x1, x2, x3} est ε-colinéaire.
En utilisant le théorème de Ramsey, Kalton a démontré dans [Kal] qu’un
espace métrique a la propriété de colinéarité si, et seulement si, toute suite
admet une sous-suite alignée.
Par conséquent, on a le résultat suivant :
Corollaire 3. Soit X un polonais.
Alors X a la propriété de colinéarité si, et seulement si, E(X) est séparable.
Suite aux exemples qui précèdent la preuve du théorème 2, on peut se poser
la question suivante : peut-on caractériser simplement les espaces vectoriels
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normés (nécessairement de dimension ﬁnie) ayant la propriété de colinéarité ?
Rappelons qu’un espace vectoriel normé de dimension ﬁnie X est polyédral
si X se plonge dans un certain ln∞.
Les mêmes raisonnements que dans les exemples permettent de vériﬁer fa-
cilement que tout espace polyédral a la propriété de colinéarité ; dans [Kal],
Kalton remarque qu’un résultat de Lindenstrauss (1964, cf [Li]) entraîne que
la réciproque est vraie.
2. QUELS GROUPES SONT DES GROUPES
D’ISOMÉTRIES ?
Dans [GaKe] Gao et Kechris démontrent, au cours de leur étude de la com-
plexité de la relation d’isométrie entre polonais, le résultat suivant :
Théorème (GK). (Gao-Kechris)
Tout groupe polonais est isomorphe au groupe d’isométries d’un certain es-
pace métrique polonais.
Autrement dit, on peut toujours supposer qu’un groupe polonais est un
groupe d’isométries. Mais peut-on dire que toute action de groupe polonais
se réduit à une action par isométries ? Cela a amené Gao et Kechris à poser
la question suivante :
Est-ce que toute action (disons borélienne) de groupe polonais sur un borélien
standard se réduit boréliennement à une action (borélienne) par isométries
d’un groupe polonais sur un polonais X ?
On ne sait pas même pas s’il existe un certain espace polonais X, et un sous-
groupe fermé H de Iso(X), tel que l’action de H sur X par isométries soit
universelle pour les relations induites par une action borélienne de groupes
polonais.
Cette question, signalée dans [GaKe], est à ma connaissance toujours ou-
verte ; une réponse positive apporterait une nouvelle illustration de l’intérêt
de l’étude de l’espace d’Urysohn (des arguments similaires à ceux que nous
utiliserons dans les chapitres suivants permettent de vériﬁer que la question
précédente est équivalente à celle où l’on remplace X par U dans l’énoncé).
Dans ce chapitre, on montre comment utiliser les fonctions de Katětov pour
obtenir une nouvelle preuve du théorème (GK) ; cette preuve est plus simple
(on peut bien sûr mettre en doute l’objectivité de cette assertion), et en tout
cas plus courte, que celle qu’on peut trouver dans [GaKe] (où ce théorème
est en fait une conséquence de la preuve d’un autre résultat, et où aucune
preuve "directe" n’est donnée).
Ensuite, on utilise les mêmes méthodes pour démontrer que l’analogue du
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théorème (GK) obtenu en remplaçant "métrique polonais" par "métrique
compact " dans son énoncé est également vrai (cette question m’a été signa-
lée par Alekos Kechris [Ke*]).
Preuve du théorème (GK).
Soit G un groupe polonais, et d une distance invariante à gauche sur G. Ap-
pelons X le complété de l’espace métrique (G, d).
L’action de G sur lui-même par translation à gauche s’étend en une action
de G sur X par isométries, et ceci nous fournit un plongement de G dans
Iso(X), dont on vériﬁe sans peine qu’il est continu, et d’image fermée. Puis-
qu’un morphisme continu et bijectif entre groupes polonais est nécessairement
un isomorphisme (cf [Ke1]), ceci montre que G se plonge isomorphiquement
dans Iso(X).
Dans la suite, on identiﬁe G au sous-groupe correspondant de Iso(X), et
supposons, sans perdre de généralité, que X est borné, de diamètre plus pe-
tit que 1.
Fait 1. Pour toute ϕ ∈ Iso(X)\G, il existe x1, . . . , xm ∈ X et ε > 0 tels que
Vϕ = {ψ ∈ Iso(X) : ∀k = 1, . . . ,m d(ψ(xk), ϕ(xk)) < ε} ⊂ Iso(X) \G ,
avec 2mε = min(d(xl, xk)) .
Preuve du Fait 1 : C’est une conséquence directe de la déﬁnition de la
topologie produit, et du fait que G est fermé dans Iso(X). ♦
Pour chaque ϕ ∈ Iso(X)\G on peut choisir un voisinage Vϕ comme ci-dessus ;
puisque Iso(X) \ G est Lindelöf, on peut trouver une famille dénombrable
{ϕi}i≥1 tel que Iso(X) \G =
⋃
i≥1 Vϕi .
Pour simpliﬁer la notation dans la preuve ci-dessous, convenons que, pour
tout i ≥ 1, Vϕi = {ψ ∈ Iso(X) : ∀k = 1 . . . ,mi d(yik, ψ(xik)) < εi}.
Pour tout i ≥ 1, déﬁnissons des fonctions fi, gi ∈ E(X) :
fi(x) = min1≤k≤mi{1 + d(x, xik) + 2(k − 1)εi}, et
gi(x) = min1≤k≤mi{1 + d(x, yik) + 2(k − 1)εi} .
Si ϕ ∈ Iso(X), appelons ϕ∗ son (unique) extension à E(X), déﬁnie par
ϕ∗(f)(x) = f(ϕ−1(x)).
Le lemme suivant justiﬁe l’introduction des fonctions fi, gi.
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Lemme 2.1. Pour toute ϕ ∈ Iso(X), et pour tout i ≥ 1, on a
(
ϕ ∈ Vϕi
)⇔ (d(ϕ∗(fi), gi) < εi) .
Preuve du Lemme 2.1.
Soit ϕ ∈ Vϕi . Les diverses inégalités qui entrent en jeu entraînent que :
ϕ∗(fi)(y
i
k) = 1 + d(ϕ(x
i
k), y
i
k) + 2(k − 1)εi, donc |ϕ∗(fi)(yik)− gi(yik)| < εi .
gi((ϕ(x
i
k)) = 1+d(ϕ(x
i
k), y
i
k)+2(k−1)εi, donc |ϕ∗(fi)(ϕ(xik))−gi(ϕ(xik))| < εi .
Puisque ϕ∗(fi) et gi sont contrôlées par {ϕ(xik)}k=1,...,mi ∪ {yik}k=1,...,mi , les
inégalités ci-dessus suﬃsent à démontrer que d(ϕ∗(fi), gi) < εi.
Réciproquement, soit ϕ ∈ Iso(X) telle que d(ϕ∗(fi), gi) < εi. Démontrons
par récurrence sur k = 1, . . . ,m que d(ϕ(xik), y
i
k) < εi.
Pour vériﬁer ceci pour k = 1, on peut remarquer que gi(ϕ(xi1)) < 1 + εi, par
conséquent gi(ϕ(xi1)) = gi(y
i
1) + d(y
i
1, ϕ(x
i
1)) .
Ceci entraîne que d(yi1, ϕ(x
i
1)) < εi.
Supposons maintenant avoir démontré le résultat jusqu’au rang k−1 ≤ m−1.
Cette fois, nous savons que gi(ϕ(xik)) < 1+ εi+(2k− 1)εi (*). De plus, pour
tout l < k, on sait que d(ϕ(xik), ϕ(x
i
l)) ≥ 2miεi, et d(yil , ϕ(xil)) < εi. Ainsi,
d(ϕ(xik), y
i
l) > (2mi − 1)εi pour tout l < k.
Il est alors clair que (*) entraîne gi(ϕ(xik)) = gi(y
i
k) + d(y
i
k, ϕ(x
i
k)), ce qui
signiﬁe que d(yik, ϕ(x
i
k)) < εi . ♦
4ε
1 + 2ε
1
ϕ∗(fi)
ϕ(xi1)
ϕ(xi2)
yi1
yi2
gi
d(ϕ∗(fi), gi) est au moins aussi grande que l’écart constaté sur les points ϕ(x
i
k) et y
i
k.
M
A ≥ (1 +M)− (1 + 2ε) = M − 2ε
A
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Posons maintenant F0 = X, Fi = {ϕ∗(fi) : ϕ ∈ G} ⊂ E(X) pour i ≥ 1, et
Z = ∪Fi (l’adhérence est prise dans E(X)).
Il est important de noter ici que Z est polonais, puisqu’il est fermé dans E(X),
qui est complet, et qu’il admet pour ensemble dense ∪Fi, qui est séparable.
Il faut également souligner que le lemme 2.1 entraîne que d(ψ∗(fi), gi) ≥ εi
pour tout ψ ∈ G. Par conséquent, d(Fi, gi) ≥ εi pour tout i.
Lemme 2.2. Tout élément ϕ de G s’étend (de façon unique) en une isomé-
trie ϕZ de Z, le morphisme d’extension est continu, et
{ϕZ : ϕ ∈ G} = {ϕ ∈ Iso(Z) : ∀i ≥ 0 ϕ(Fi) = Fi} .
Preuve du lemme 2.2 .
La première aﬃrmation se démontre facilement : puisque ϕ∗(Fi) = Fi pour
tout ϕ ∈ G, on voit que ϕ∗(Z) = Z pour tout ϕ ∈ G. Le fait que cette exten-
sion soit unique, et que le morphisme associé soit continu, est une conséquence
des résultats généraux exposés au début du chapitre 1.
Par construction, on voit que {ϕZ : ϕ ∈ G} ⊂ {ϕ ∈ Iso(Z) : ∀i ϕ(Fi) = Fi} ;
pour démontrer la réciproque, soit ϕ ∈ Iso(Z) telle que ϕ(Fi) = Fi pour tout
i.
Alors ϕ|X est une isométrie de X telle que d
(
(ϕ|X )
∗(fi), gi
)
= d(ϕ(fi), gi) ≥ εi
pour tout i ≥ 1, ce qui signiﬁe que ϕ|X 6∈ Vϕi pour tout i ≥ 1, et donc que
ϕ|X ∈ G, ce qui conclut la preuve du lemme. ♦
Pour terminer la preuve du théorème, commençons par nous ramener, sans
changer les isométries, au cas où Z est un polonais borné. Par exemple, on
remplace la distance d de Z par d
1+d
.
Nous pouvons donc supposer que diam(Z) ≤ 1, et l’énoncé du lemme 2.2
reste vrai.
Il ne reste plus qu’à conclure comme dans [GaKe] : considérons un espace
métrique Z ∪ {yi}i≥0, dont la distance étend la distance de Z, et est déﬁnie
de la façon suivante :
-d(yi, z) = (i+ 2) + d(z, Fi) pour z ∈ Z ;
-d(yi, yj) = infz∈Z d(yi, z) + d(yj, z) si i 6= j.
Soit Y = Z ∪ {yi} ; Y est complet, et on va montrer que G est isomorphe à
Iso(Y ).
En eﬀet, tout ϕ dans G a une unique extension ϕY à Y , déﬁnie par la for-
mule ϕY (yi) = yi, ϕY (z) = ϕZ(z), pour tout i ≥ 1 et tout z ∈ Z. De plus,
l’application ϕ 7→ ϕY est continue.
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Réciproquement, soit ψ une isométrie de Y ; on a nécessairement ψ(Z) = Z
puisque y ∈ Y est dans Z si, et seulement si, il existe y′ ∈ Y tel que
0 < d(y, y′) ≤ 1. On en déduit que ψ(yi) = yi pour tout i ≥ 0.
Puisque Fi = {z ∈ Z : d(z, yi) = i + 2}, on doit avoir ψ(Fi) = Fi pour tout
i ≥ 0. Par conséquent, il existe un certain ϕ ∈ G tel que ψ|Z = ϕZ , et donc
ψ = ϕY .
Pour conclure la preuve du théorème (GK), rappelons que tout morphisme
continu, bijectif entre deux groupes polonais est nécessairement bicontinu.♦
Remarque. Considérons maintenant un sous-groupe fermé H de Iso(X), où
X est un certain polonais.
On peut appliquer la construction précédente à H ; le groupe d’isométries
de l’espace Z ainsi obtenu est isomorphe à H, et X (identiﬁé au sous-espace
de Z correspondant) est invariant sous l’action de Iso(Z) ; de plus, toute
ϕ ∈ Iso(Z) coïncide sur X avec un certain élément de H.
Par conséquent, si l’on appelle E la relation induite sur X par l’action de H,
et F la relation induite sur Z par l’action de Iso(Z), on voit que X est un
espace invariant pour F , et que F|X = E.
Corollaire 4. Toute action induite par un sous-groupe fermé du groupe d’iso-
métries d’un polonais X par translation se réduit à une action par translation
de tout le groupe d’isométries d’un polonais Y sur Y .
La question signalée au début du chapitre devient donc : existe-t-il un mé-
trique polonais X tel que l’action par translation de Iso(X) sur X soit uni-
verselle pour les actions de groupes polonais ?
Remarquons maintenant qu’un analogue du théorème (GK) existe pour les
groupes métrisables compacts : le groupe d’isométries d’un espace métrique
compact est un groupe métrisable compact, et il est naturel, vu l’énoncé du
théorème (GK), de se demander si la réciproque est vraie.
C’est le résultat qui est démontré dans la suite de ce chapitre ; la preuve a
été obtenue à la suite d’un exposé au groupe de travail de théorie descrip-
tive de Paris 6, et je remercie tout particulièrement Alain Louveau pour ses
remarques qui m’ont permis d’obtenir une preuve correcte.
Théorème 5. Tout groupe métrisable compact est isomorphe au groupe d’iso-
métries d’un espace métrique compact.
Preuve du théorème 5.
Là encore, nous pouvons supposer que G a plus de deux éléments. Soit alors d
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une distance invariante sur G : l’espace métrique X = (G, d) est compact, et
G se plonge topologiquement dans Iso(X), via l’application g 7→ (x 7→ g.x).
Identiﬁons à nouveau G au sous-groupe (fermé) correspondant de Iso(X), et
supposons encore que X est de diamètre ≤ 1.
Choisissons de nouveau, pour toute ϕ ∈ Iso(X) \ G, un Vϕ comme dans le
fait 1.
Il existe encore une famille {ϕi}i≥1 telle que Iso(X) \ G =
⋃
i≥1 Vϕi , et on
peut encore poser Vϕi = {ψ ∈ Iso(X) : ∀1 ≤ k ≤ mi d(yik, ψ(xik)) < εi}.
Pour tout i ≥ 1, on déﬁnit des applications fi, gi ∈ E(X) qui diﬀèrent
légèrement de celles que nous avons considérées dans la preuve précédente :
fi(x) = min
(
min
1≤k≤mi
(1 +
1
2i
+ d(x, xik) + 2(k − 1)εi), 1 +
1
2i
+ 2miεi
)
, et
gi(x) = min
(
min
1≤k≤mi
(1+
1
2i
+d(x, yik) +2(k−1)εi) , 1+
1
2i
+2miεi
)
.
Si ϕ ∈ Iso(X), on note ϕ∗ son (unique) extension à E(X) ; on a
∀ϕ ∈ Iso(X)∀i ≥ 1 (ϕ ∈ Vϕi)⇔ (d(ϕ∗(fi), gi) < εi) .
Déﬁnissons Y comme l’ensemble des f ∈ E(X) telles que
∃n ∃x1, . . . , xn ∀x f(x) = min
(
min
1≤i≤n
(1 + 2(i− 1)ε+ d(x, xi)), 1 + 2nε
)
,
avec 2nε = min(d(xi, xj).
(Pour n = 1 on obtient g déﬁnie par g(x) = 1 pour tout x ∈ X.)
Lemme 2.3. Y est compact.
Preuve.
Soit (hi) une suite d’éléments de Y , et xi1, . . . , x
i
ni
des points témoignant du
fait que hi ∈ Y .
Alors, ou (ni) est bornée, ou nous pouvons extraire une sous-suite (hϕ(i)) telle
que nϕ(i) → +∞.
Dans le second cas, comme X est compact, on a nécessairement
min
1≤j<k≤nϕ(i)
d(x
ϕ(i)
j , x
ϕ(i)
k )→ 0 quand n→ +∞, par conséquent la déﬁnition de
hi garantit que hϕ(i) → g.
Dans l’autre cas, on peut extraire une sous-suite hψ(i) telle que nψ(i) = n
pour tout i.
On peut supposer que min1≤j<k≤n d(x
ψ(i)
j , x
ψ(i)
k ) ≥ δ pour un certain δ > 0
(sinon, on conclut comme dans le premier cas qu’une sous-suite de (hψ(i))
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converge vers g).
Mais alors, quitte à extraire n fois de plus, on peut supposer que
x
ψ(i)
1 → x1, . . . , xψ(i)n → xn.
Cela entraîne que min
1≤j<k≤n
d(x
ψ(i)
j , x
ψ(i)
k )→ min
1≤j<k≤n
d(xj, xk), et cela permet
de vériﬁer que hψ(i) → h pour un certain h ∈ Y.
Posons, pour tout i ≥ 1, Fi = G∗.{fi} (c’est un compact de E(X)), et
Z = X ∪ Y ∪⋃Fi.
On voit que Z est stable par l’action de G, puisque X et les Fi le sont, et
que toute isométrie d’un sous-espace de E(X) contenant Y , qui stabilise X,
doit également stabiliser Y .
Commençons par montrer que Z est compact : pour cela, il suﬃt de montrer
que toute suite (zn) d’éléments de ∪Fi admet une sous-suite qui converge
vers un certain z ∈ Z.
Par déﬁnition, zn = ϕn(fin) pour un certain ϕn ∈ G et in ∈ N. Puisque G
est compact, on peut supposer que ϕn → ϕ, donc il suﬃt de démontrer que
(fin) a une sous-suite qui converge vers un certain z
′ ∈ Z.
On peut bien sûr supposer que in → +∞. Par déﬁnition, fin = 12in +hn, pour
un hn ∈ Y ; puisque Y est compact, et in → +∞, cela suﬃt à conclure.
La ﬁn de la preuve est très similaire à celle du théorème 2, elle est même
un peu plus simple (grâce au fait que les fonctions fi, gi ont été choisies avec
plus d’attention que précédemment) :
Considérons k ∈ E(Z) tel que k(z) = 2diam(Z) + d(z,X), et appelons K
l’espace {k} ∪ Z, muni de la distance induite par celle de E(Z).
On voit que K est compact, que tout élément de G s’étend de façon unique
en une isométrie de K, et que l’extension déﬁnit un morphisme continu et
injectif de G dans Iso(K).
Il nous suﬃt donc de démontrer que toutes les isométries de K sont des
extensions d’éléments de G ; pour cela, choisissons ψ ∈ Iso(K).
On a nécessairement ψ(k) = k, et donc ψ(Z) = Z.
De plus, puisqueX = {z ∈ Z : d(z, k) = 2diam(Z)}, on doit avoir ψ(X) = X.
De même, Fi = {z ∈ Z : d(z,X) = 1 + 12i}, par conséquent ψ(Fi) = Fi.
On peut maintenant conclure comme ci-dessus : ψ|X 6∈ Vϕi pour tout i ≥ 1 ,
donc ψ|X ∈ G, et la preuve est complète . ♦
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3. CONSTRUCTION DE L’ESPACE D’URYSOHN
Dans ce chapitre, on détaille la construction et les propriétés classiques de
l’espace d’Urysohn qui ont été brièvement évoquées dans l’introduction.
On présente en particulier la caractérisation de l’espace d’Urysohn U comme
le seul polonais (à isométrie près) ayant la propriété d’injectivité ﬁnie ; on
développe ensuite quelques conséquences de cette propriété sur la géométrie
de U.
Cet exposé des propriétés générales de l’espace d’Urysohn, est tout particu-
lièrement inspiré de [Pe2], [GaKe] et [Gr].
Pour faciliter la compréhension, précisons nos notations :
Si (X, d) est un espace métrique, r > 0 et x ∈ X, on désigne par B(x, r[
(resp. B(x, r]) la boule ouverte (resp. fermée) de rayon r et de centre x ; po-
sons également S(x, r) = B(x, r] \B(x, r[.
3.1 Espaces finiment injectifs et propriété d’extension
approximative
On dit qu’un espace métrique X est ﬁniment injectif si pour toute paire
d’espaces métriques ﬁnis K ⊂ L et toute application isométrique ϕ : K → X,
il existe une application isométrique ϕ˜ : L→ X qui prolonge ϕ.
Cette propriété est la base des méthodes employées dans cette thèse pour
étudier l’espace d’Urysohn.
On l’utilisera sous la forme équivalente 1 suivante :
Proposition. (Urysohn) Un espace métrique X est ﬁniment injectif si, et
seulement si :
∀A ⊂ X ﬁni ∀f ∈ E(A) ∃z ∈ X ∀a ∈ A d(z, a) = f(a).
1 C’est sous cette forme que Urysohn utilise l’injectivité finie dans [Ur], en disant ceci :
"Voici la propriété fondamentale de [cet] espace dont, malgré son caractère auxiliaire, les
autres propriétés de cet espace sont des conséquences plus ou moins immédiates".
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A cause de la proposition précédente, on trouve aussi dans la littérature le
nom de propriété d’extension ﬁnie pour désigner la propriété d’injectivité
ﬁnie.
Preuve.
Supposons que X soit ﬁniment injectif, et posons A = {a1, . . . , an} ; alors,
l’espace métrique {a1, . . . , an} ∪ {f} (vu dans E(A)) contient {a1, . . . , an},
donc se plonge dans X par une isométrie qui prolonge l’identiﬁcation des ai ;
l’image de f par cette isométrie a les bonnes distances aux ai.
Pour prouver la réciproque, commençons par remarquer que le cas A = ∅
montre que X est non vide.
Si maintenantK,L sont des espaces métriques ﬁnis non vides avecK ⊂ L, on
commence par supposer que |L\K| = 1 : soit alors ϕ : K → U une isométrie.
Posons ϕ(K) = {x1, . . . , xn}, L = K ∪ {l}, et f(xi) = d(l, ϕ−1(xi)).
Il existe z ∈ X tel que d(z, xi) = f(xi) pour tout i, et poser ϕ˜(l) = z permet
de déﬁnir le prolongement recherché.
Supposons maintenant que |L \K| = n ≥ 1. En posant L = K ∪ {l1, . . . , ln},
il nous suﬃt d’appliquer n fois le cas |L \K| = 1 pour construire un prolon-
gement de ϕ en une application isométrique ϕ˜ : L→ X. ♦
La propriété d’injectivité ﬁnie a le défaut d’être très "rigide", en apparence
tout au moins ; il est donc intéressant pour nos constructions de voir qu’on
peut la relaxer un peu :
Un espace métrique X a la propriété d’extension approximative si
∀ε > 0 ∀A ⊂ X ﬁni , ∀f ∈ E(A) ∃z ∈ X ∀a ∈ A |d(z, a)− f(a)| ≤ ε.
Proposition. Si X est polonais, alors X est ﬁniment injectif si, et seulement
si, X a la propriété d’extension approximative.
Preuve :
Une implication est claire ; pour prouver l’autre, supposons que X a la pro-
priété d’extension approximative.
Soient A = {a1, . . . , an} ⊂ X, et f ∈ E(A) ; puisque X est complet, il nous
suﬃt de construire une suite (zp) telle que |d(zp, ai)− f(ai)| ≤ 2−p pour tout
i, et d(zp, zp+1) ≤ 21−p.
Le fait que X a la propriété d’extension approximative permet de déﬁnir z0 ;
supposons maintenant avoir construit notre suite jusqu’au rang p.
Soit fp ∈ E({a1, . . . , an}) la fonction déﬁnie par fp(ai) = d(z, ai) ; par déﬁni-
tion de zp on a d(fp, f) ≤ 2−p.
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La fonction gp déﬁnie sur {a1, . . . , an} ∪ {zp} par
gp(xi) = f(ai), gp(zp) = d(fp, f) est une fonction de Katětov.
Il existe donc z ∈ X tel que |d(z, ai) − gp(ai)| = |d(z, ai) − f(ai)| ≤ 2−(p+1)
et d(z, zp) ≤ d(fp, f) + 2−(p+1) ≤ 21−p.
On peut poser zp+1 = z, et passer à l’étape suivante de la construction. ♦
Il est immédiat que le complété d’un espace ayant la propriété d’extension ap-
proximative a aussi la propriété d’extension approximative ; par conséquent,
le complété d’un espace ayant la propriété d’extension approximative est en
fait ﬁniment injectif.
L’intérêt, au moins du point de vue "technique", de la propriété d’extension
approximative, est d’ailleurs bien illustré par le fait qu’il est assez désagréable
d’essayer de prouver "directement" que le complété d’un espace ﬁniment in-
jectif est ﬁniment injectif.
Nous avons à présent suﬃsamment d’outils en main pour nous attaquer à
l’étude de l’espace d’Urysohn et de sa géométrie.
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Dans la suite de cette thèse, on appellera espace d’Urysohn tout espace mé-
trique polonais ﬁniment injectif. Urysohn a été le premier à construire un tel
espace ; il a également montré le résultat suivant, qui justiﬁe (une fois qu’on
a prouvé qu’un tel objet existe !) le fait de parler de "l’" espace d’Urysohn :
Théorème. (Urysohn) Si X et Y sont deux espaces d’Urysohn, alors X et
Y sont isométriques.
Preuve : Soient X, Y deux polonais ﬁniment injectifs.
Fixons {xn} dense dans X et {yn} dense dans Y .
Pour construire une isométrie ϕ entre X et Y , on procède par va-et-vient (on
retrouvera cette preuve dans la suite...) :
Lemme. (va-et-vient)
On peut construire deux suites d’ensembles ﬁnis F nX ⊂ X, F nY ⊂ Y , et des
isométries ϕn : F nX → F nY telles que , pour tout n ∈ N :
- F nX ⊂ F n+1X ;
- ϕn+1 prolonge ϕn ;
- {x1, . . . , xn} ⊂ F nX et {y1, . . . , yn} ⊂ F nY .
Le théorème est une conséquence directe du lemme 3.2 : supposons ces deux
suites construites, et posons FX = ∪F nX , FY = ∪F nY .
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Alors la suite (ϕn) permet de déﬁnir une isométrie de FX sur FY ; comme FX
(resp. FY ) est dense dans X (resp. Y ), et que les deux espaces sont complets,
cette isométrie s’étend en une isométrie de X sur Y . ♦
Il ne nous reste donc qu’à prouver le lemme de va-et-vient : Commençons
par poser F 0X = {x0}, F 0Y = {y0}, et ϕ0(x0) = y0.
Supposons maintenant que, pour un certain entier n ≥ 0, on ait déﬁni deux
suites (croissantes pour l’inclusion) d’ensembles ﬁnis F kX ⊂ X, F kY ⊂ Y
(k ≤ n), et d’isométries ϕk : F kX → F kY ayant les propriétés désirées.
Si xn+1 ∈ F nX et yn+1 ∈ F nY , alors on pose F n+1X = F nX , F n+1Y = F nY , et
ϕn+1 = ϕn .
Si xn+1 6∈ F nX , on peut trouver y ∈ Y tel que d(y, ϕn(x)) = d(xn+1, x) pour
tout x ∈ F nX . Posons F ′X = F nX ∪ {xn+1}, F ′Y = F nY ∪ {y}.
Si yn+1 ∈ F ′Y , on n’a qu’à poser F n+1X = F ′X , F n+1Y = F ′Y , et étendre ϕn en
posant ϕn+1(xn+1) = y.
Si yn+1 6∈ F ′Y , on peut trouver x ∈ X tel que d(x, ϕ−1n (y)) = d(yn+1, y) pour
tout y ∈ F ′Y ; il ne reste qu’à poser F n+1X = F ′X ∪ {x}, F n+1Y = F ′Y ∪ {yn+1},
et à étendre ϕn de la façon naturelle.
On traite de même le cas où xn+1 ∈ F nX et yn+1 6∈ F nY . ♦
Il nous reste à construire un espace d’Urysohn ; étant donné les résultats
de la section précédente, on peut chercher à construire un espace séparable
ayant la propriété d’extension approximative, puis considérer le complété de
celui-ci.
C’est comme cela qu’Urysohn a procédé dans [Ur], en construisant l’espace
que l’on appelle maintenant l’espace d’Urysohn rationnel QU, qui est un es-
pace métrique dénombrable, à distances rationnelles, caractérisé à isométrie
près (parmi les espaces dénombrables à distances rationnelles) par la pro-
priété suivante (propriété d’extension rationnelle) :
∀A ﬁni ⊂ QU ∀f ∈ EQ(A) ∃q ∈ QU ∀a ∈ A d(q, a) = f(a).
(où l’on convient, si D ⊂ R et X est un espace métrique, que
ED(X) = {f ∈ E(X) : ∀x ∈ X f(x) ∈ D})
Comme ci-dessus, le va-et-vient permet d’établir que, si un tel espace existe,
alors il est unique à isométrie près.
Urysohn donne une construction assez longue de QU, qu’il ne paraît pas utile
de retranscrire ici ; en termes modernes, on peut remarquer que la classe des
espaces métriques ﬁnis à distances rationnelles est une classe de Fraïssé, et
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admet donc un ensemble universel, qui est nécessairement ultrahomogène, et
a la propriété d’extensions rationnelles.
C’est ce qui pousse, par exemple, les auteurs de [CV] ou [Pe2] à voir la
construction d’Urysohn comme un précurseur de la théorie de Fraïssé, avec
vingt ans d’avance ! Ceci explicite également les liens entre l’espace d’Urysohn
rationnel et d’autres objets universels bien connus, comme par exemple le
graphe aléatoire ; le lecteur intéressé est invité à consulter [CV] ou [Pe2]
pour plus de détails à ce sujet.
Si on munit le groupe d’isométries de QU de la topologie produit sur QUQU
(QU étant muni de la topologie discrète), on obtient une structure de groupe
polonais, et Iso(QU), muni de cette topologie, est isomorphe à un sous-
groupe fermé de S∞ (le groupe des permutations de N, muni de sa topologie
polonaise naturelle) ; on calculera plus tard la complexité de la relation de
conjugaison entre éléments de Iso(QU).
Considérons maintenant le complété de QU : puisque QU a la propriété
d’extension rationnelle, un raisonnement similaire à celui de la preuve de la
séparabilité de E(X,ω) permet de montrer que QU a la propriété d’extension
approximative.
Par conséquent, c’est également le cas de son complété, qui est donc ﬁniment
injectif. On vient d’obtenir le résultat suivant :
Théorème. (Urysohn) Il existe un espace d’Urysohn.
La caractérisation des espaces d’Urysohn par la propriété d’injectivité ﬁnie a,
comme Urysohn l’avait remarqué, énormément de conséquences s’exprimant
en termes géométriques.
Théorème. (Huhunaišvili) Tout espace d’Urysohn U est compactement in-
jectif, i.e. pour tout compact K ⊂ U et toute f ∈ E(K), il existe z ∈ U tel
que
∀k ∈ K d(z, k) = f(k) .
Preuve.
On va procéder comme dans la preuve de l’équivalence entre propriété d’ex-
tension ﬁnie et propriété d’extension approximative.
Tout d’abord, ﬁxons un compact K, f ∈ E(K), et ε > 0.
Comme K est précompact,
∃x1, . . . , xn ∈ K ∀x ∈ K ∃i d(x, xi) ≤ ε .
Puisque U est ﬁniment injectif, il existe z ∈ U tel que d(z, xi) = f(xi)
pour tout i = 1, . . . , n. Mais alors, l’inégalité triangulaire implique que
|d(z, x)− f(x)| ≤ 2ε pour tout x ∈ K.
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En d’autres termes, pour tout compact K ⊂ U , toute fonction f ∈ E(K) et
tout ε > 0, il existe z ∈ U tel que |d(z, x)− f(x)| ≤ ε pour tout x ∈ K.
Fixons maintenant un compact K ⊂ U et f ∈ E(K) ; on peut, grâce à ce
qu’on a vu ci-dessus, construire par récurrence une suite (zn) telle que :
- ∀n ≥ 0 d(zn, zn+1) ≤ 1
2n−1
.
- ∀x ∈ K |d(zn, x)− f(x)| ≤ 1
2n
.
La suite (zn) est de Cauchy par construction, donc converge vers un certain
z, qui vériﬁe nécessairement d(z, x) = f(x) pour tout x ∈ K. ♦
Corollaire. (Huhunaišvili) Si K est compact, et U est un espace d’Urysohn,
alors Iso(U) agit transitivement sur l’ensemble des copies isométriques de K
contenues dans U .
En fait, toute isométrie entre copies isométriques de K contenues dans U
s’étend en une isométrie de U tout entier.
Preuve .
On applique à nouveau un raisonnement de type va-et-vient.
Commençons par ﬁxer deux copies isométriques L,M ⊂ U de K, et choisis-
sons une isométrie ϕ : L→M .
Fixons également {xn}n≥1 dense dans U .
On peut alors construire, en raisonnant comme dans le lemme de va-et-vient,
deux suites de compacts Ln et Mn, et des isométries ϕn, tels que :
- L0 = L, M0 = M, ϕ0 = ϕ.
- Ln ⊂ Ln+1, et ϕn+1 : Ln+1 →Mn+1 est une isométrie qui étend ϕn.
- ∀n ≥ 1 {x1, . . . , xn} ⊂ Ln ∩Mn.
Ceci est suﬃsant pour construire une isométrie de U qui prolonge ϕ. ♦
Remarquons qu’on pourrait caractériser les espaces d’Urysohn diﬀéremment ;
disons qu’un espace métrique polonais X est ω-homogène si toute isométrie
entre sous-espaces métriques ﬁnis de X s’étend en une isométrie de X, et
universel si tout espace métrique polonais se plonge isométriquement dans
X. On a alors l’équivalence suivante :
Théorème. (Urysohn) Si X est un espace métrique polonais, alors X est
ﬁniment injectif si, et seulement si, X est universel et ω-homogène.
Preuve.
On a vu précédemment qu’un espace polonais ﬁniment injectif est néces-
sairement "compactement homogène", et donc en particulier ω-homogène ;
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pour l’universalité, il suﬃt de remarquer que l’injectivité ﬁnie de X permet
de plonger isométriquement tout espace métrique dénombrable dans X (en
déﬁnissant le plongement inductivement). Par conséquent, le théorème de
prolongement des isométries implique que tout espace métrique polonais se
plonge isométriquement dans X.
Pour voir la réciproque, supposons que X soit un espace métrique polonais
universel et ω-homogène.
Soient alors A ⊂ X un ensemble ﬁni, et f ∈ E(A) ; l’espace métrique
Af = A ∪ {f} se plonge dans X, donc il en existe une copie A′f = A′ ∪ {z}
contenue dans X. Par déﬁnition de Af , il existe une isométrie ϕ de A sur A′
telle que d(z, ϕ(a)) = f(a) pour tout a dans A ; soit ϕ˜ une isométrie de X
qui étend ϕ. Alors d(ϕ˜−1(z), a) = f(a) pour tout a dans A, ce qui prouve
que X est ﬁniment injectif. ♦
Remarque : On peut remarquer, comme Holmes le fait dans [Hol], que
l’espace d’Urysohn est caractérisé par les propriétés suivantes : à isométrie
près, c’est le seul espace métrique séparable, universel et fortement homogène
(un espace métrique X est dit fortement homogène si toute isométrie entre
parties précompactes de X s’étend en une isométrie de l’espace total).
Holmes a également démontré que l’espace d’Urysohn est, à isométrie près,
le seul espace métrique séparable X tel que, pour tout compact K et tout
sous-ensemble A ⊂ K, tout plongement isométrique de A dans X s’étend en
un plongement isométrique de K dans X.
On a vu plus haut (sans la détailler vraiment) une construction possible de
l’espace d’Urysohn : construire un espace ultrahomogène et universel pour
les espaces métriques dénombrables à distances rationnelles, puis considérer
le complété de celui-ci. Cet espace, étant le complété d’un espace avec la
propriété d’extension approximative, sera ﬁniment injectif.
Il existe une autre façon de construire cet espace, qui est due à Katětov, et
qui permet, partant d’un espace métrique X, de "construire" une copie de
l’espace d’Urysohn "autour" de X ; l’avantage de la construction de Katětov
est qu’elle permet de garder la trace des isométries de X. Avant de détailler
cette construction (qui pourrait également permettre, avec des modiﬁcations
simples, de donner une construction de QU), il n’est peut-être pas inutile
de remarquer ici qu’on ne connaît pas de "modèle" pour l’espace d’Urysohn,
i.e. on n’en a pas une réalisation concrète (dans un espace de fonctions, par
exemple) ; il serait certainement très intéressant de savoir comment en ob-
tenir une (ceci est le problème ouvert n˚ 12 de [Pe2]). (A ce sujet, le lecteur
est invité à consulter [Hol] pour voir à quoi "ressemblent" les fonctions qui
forment des sous-espaces de C([0, 1]) isométriques à U).
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Partons d’un espace métrique polonais X ; on construit par récurrence une
suite d’espaces métriques Xi, déﬁnis par Xi+1 = E(Xi, ω) (Ceci a un sens,
puisque l’application de Kuratowski permet d’identiﬁer Xi à un sous-espace
de Xi+1).
Alors, les résultats du chapitre 1 permettent de voir que toute isométrie de
Xi s’étend de manière unique en une isométrie de Xi+1, et que ceci déﬁnit
un morphisme continu de Iso(Xi) dans Iso(Xi+1).
Par conséquent, si on pose X∞ = ∪Xi, on a déﬁni un morphisme continu Ψ
de Iso(X0) dans Iso(X∞), qui a de plus la propriété suivante :
Pour toute isométrie ϕ ∈ Iso(X0), Ψ(ϕ) est un prolongement de ϕ (on dit
que X0 est g-plongé dans X∞).
Appelons maintenant Y le complété de X∞ ; par déﬁnition, X∞ est séparable.
La construction assure également qu’il est ﬁniment injectif :
Si x1, . . . , xn ∈ X∞ et f ∈ E({x1, . . . , xn}), alors x1, . . . , xn ∈ Xm si m est
assez grand ; l’espace {x1, . . . , xn}∪{f} est contenu dans Xm+1, et donc dans
X∞. Par conséquent, le complété Y de X∞ est un espace d’Urysohn. De plus,
pour toute ϕ ∈ Iso(X0), Ψ(ϕ) se prolonge par uniforme continuité en une
isométrie de Y . Ceci déﬁnit un morphisme injectif de Iso(X0) dans Iso(Y ).
Pour vériﬁer que ce morphisme est continu, on utilise la proposition bien
connue ci-dessous :
Proposition. Si X est un espace métrique, alors le prolongement par uni-
forme continuité déﬁnit un morphisme continu ∆ de Iso(X) dans le groupe
d’isométries du complété Xˆ de X.
Preuve.
Il nous suﬃt de montrer que, si ϕn tend vers ϕ dans Iso(X), et z ∈ Xˆ, alors
∆(ϕn)(z) tend vers ∆(ϕ)(z). C’est trivialement vrai si z ∈ X.
Soit z ∈ Xˆ \X. Étant donné ε > 0, il existe x ∈ X tel que d(z, x) ≤ ε ; pour
n suﬃsamment grand, on a d(∆(ϕn(x)),∆(ϕ)(x)) ≤ ε.
L’inégalité triangulaire entraîne que, pour n assez grand,
d(∆(ϕn)(z),∆(ϕ)(z)) ≤ d(∆(ϕn)(z),∆(ϕn)(x)) + d(∆(ϕn)(x),∆(ϕ)(x)) +
d(∆(ϕ)(z),∆(ϕ)(x)) ≤ 3ε . ♦
Pour ne pas avoir de problèmes de déﬁnition dans la suite, on appellera
U l’espace obtenu en appliquant la construction précédente à X0 = {0}.
Le raisonnement précédent entraîne que tout espace métrique polonais se
g-plonge dans U. Ceci a en particulier pour conséquence le théorème suivant.
Théorème. (Uspenskij) Iso(U) est un groupe polonais universel, i.e. tout
groupe polonais est isomorphe à un sous-groupe (nécessairement fermé) de
U.
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En eﬀet, le théorème (GK) aﬃrme que tout groupe polonais G est iso-
morphe au groupe d’isométries d’un certain métrique polonais XG, et un
g-plongement de XG dans U nous donne un morphisme continu et injectif de
Iso(XG) (autrement dit, de G) dans Iso(U), dont on vériﬁe qu’il est d’image
fermée. Par conséquent, c’est un isomorphisme sur son image.
Au chapitre 4, on donne une façon plus "concrète" de voir un groupe polo-
nais comme un sous-groupe de Iso(U) ; explicitement, on démontre que tout
groupe polonais est isomorphe au sous-groupe de Iso(U) constitué par les
isométries qui laissent ﬁxe un certain fermé F ⊂ U.
Il est intéressant de remarquer ici qu’on peut, avec le même type de construc-
tion, construire beaucoup d’espaces très similaires à U.
En eﬀet, on peut restreindre la propriété d’extension considérée, par exemple
ne prendre en compte que les extensions de diamètre borné par un certain
réel d ≥ 0. Alors, en appliquant la construction de Katětov (en restreignant
convenablement les extensions considérées), on obtient un espace universel
pour la classe d’espaces en question, et ω-homogène.
On parlera d’ "espace d’Urysohn pour les espaces de diamètre borné par
d ≥ 0" pour désigner l’espace obtenu en appliquant la construction précé-
dente à la classe correspondante.
Dans le même ordre d’idées, si l’on considère cette fois les espaces mé-
triques dénombrables dont la distance prend ses valeurs dans un certain
sous-ensemble dénombrable de R+ stable par addition, on voit que l’espace
X∞ construit en appliquant la construction de Katětov (en restreignant les
extensions considérées) est dénombrable, universel pour la classe d’espace
considérée, et ultrahomogène.
On obtient par exemple l’espace QU en considérant la classe des espaces dé-
nombrables à distances rationnelles.
Tout cela rappelle la construction des limites de Fraïssé (qui utilise également
une propriété d’"amalgamation" qui joue un rôle similaire à celui que joue
l’amalgame métrique dans la construction de Katětov) ; on est alors amené
à se poser la question suivante (signalée par Pestov dans [Pe2]) :
Question : (Pestov) Existe-t-il une théorie "à la Fraïssé" pour des structures
séparables, permettant par exemples d’obtenir les objets construits ci-dessus
comme "limites de Fraïssé séparables" des classes correspondantes de polo-
nais ? (ou l’espace de Hilbert comme "limite" des espaces se plongeant dans
un Hilbert, etc.)
Exemple. Une sphère S(z0, r) de U est l’espace d’Urysohn pour les espaces
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de diamètre borné par 2r.
Pour le prouver, il suﬃt (grâce à la méthode du va-et-vient) de montrer que
S = S(z0, r) est telle que
∀x1, . . . , xn ∈ S ∀f ∈ E[0,2r]({x1, . . . , xn}) ∃z ∈ S ∀i d(z, xi) = f(xi) .
C’est une conséquence directe de l’injectivité ﬁnie de U :
Étant donnés x1, . . . , xn ∈ S et f ∈ E[0,2r]({x1, . . . , xn}), on peut étendre f
à {x1, . . . , xn} ∪ {z0} en posant f˜(xi) = f(xi), et f˜(z0) = r.
La fonction f˜ ainsi déﬁnie est de Katětov, par conséquent il existe x ∈ U tel
que d(x, xi) = f(xi) et d(x, z0) = r, autrement dit x ∈ S et d(x, xi) = f(xi)
pour tout i = 1, . . . , n.
De même, l’intersection de n sphères, si elle est non vide, est l’espace d’Ury-
sohn pour les espaces du diamètre correspondant (dont on vériﬁe sans peine
qu’il est égal au double du plus petit rayon de la famille de sphères considé-
rée). On peut remarquer que ceci implique que l’intersection de n sphères, si
elle est non vide, est isométrique à la sphère du plus petit rayon !
Une boule non vide n’est pas isométrique à une sphère, par contre : il y a
un centre, qui est "privilégié", par conséquent une boule non vide n’est pas
homogène (i.e. son groupe d’isométries n’agit pas transitivement).
Les sphères, elles, sont toutes ω-homogènes.
On vériﬁe de même que, si z1, . . . , zn ∈ U, alors leur médiatrice
Med(z1, . . . , zn) = {x ∈ U : ∀i, j d(x, zi) = d(x, zj)}
est isométrique à U.
Tout d’abord, il est clair que Med(z1, . . . , zn) est non vide.
Ensuite, si m > 0, x1, . . . , xm ∈ Med(z1, . . . , zn), et f ∈ E({x1, . . . , xm}),
alors l’extension de Katětov k(f) de f à {z1, . . . , zn} ∪ {x1, . . . , xm} est telle
que k(f)(zi) = k(f)(zj) pour tout (i, j).
Il existe x ∈ U tel que d(x, .) coïncide avec k(f) sur {z1, . . . , zn}∪{x1, . . . , xm},
et donc x ∈Med(z1, . . . , zn) tel que d(x, xi) = f(xi) pour tout i = 1, . . . ,m.
Puisque nous souhaitons étudier les propriétés géométriques de U, il est na-
turel de se demander à quoi peuvent "ressembler" les ensembles de points
ﬁxes des isométries ; on verra une réponse à cela au chapitre 5, mais il est
d’ores et déjà intéressant de remarquer le fait suivant :
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Théorème 6. Soit ϕ : U→ U une application isométrique.
Si ϕ|B(0,1] = idB(0,1], alors ϕ = idU.
Autrement dit, l’ensemble des points ﬁxes d’une isométrie non triviale est
nécessairement d’intérieur vide.
Note : V. Pestov m’a signalé que ce résultat était déjà connu de M. Rubin
en mai 2003 ; à ma connaissance il n’a jamais été publié.
Preuve. On dit que A ⊂ U est un ensemble d’unicité si
∀x, y ∈ U
((∀z ∈ A d(x, z) = d(y, z))⇒ (x = y)).
Pour prouver le théorème 6, il suﬃt de montrer que les boules non vides de U
sont des ensembles d’unicité : admettons cela pour l’instant, et considérons
une application isométrique ϕ : U→ U telle que ϕ|B(0,1] = idB(0,1].
Soit alors x ∈ U : on a d(x, z) = d(ϕ(x), ϕ(z)) = d(ϕ(x), z) pour chaque
z ∈ B(0, 1], par conséquent ϕ(x) = x. ♦
Bien sûr, si A ⊂ B et A est un ensemble d’unicité, alors B en est un aussi ;
par conséquent, la proposition suivante suﬃt à démontrer le théorème 6 :
Proposition 7. Soient x1, . . . , xn ∈ U ; supposons que f ∈ E({x1, . . . , xn})
soit telle que
∀i 6= j |f(xi)− f(xj)| < d(xi, xj) et f(xi) + f(xj) > d(xi, xj) .
Alors K = {x1, . . . , xn} ∪ {z ∈ U : ∀i d(z, xi) = f(xi)} est un ensemble
d’unicité.
Preuve de la proposition 7.
Soit x 6= y ∈ U ; nous souhaitons prouver qu’il existe z ∈ K tel que
d(x, z) 6= d(y, z). On peut supposer que d(x, xi) = d(y, xi) pour tout i.
Soit g ∈ E({x1, . . . , xn} ∪ {x} ∪ {y}) l’extension de Katětov de f ; on a
g(x) = g(y).
Pour α > 0 déﬁnissons une fonction gα sur K par :
- gα(xi) = g(xi) pour tout i,
- gα(y) = g(y), et gα(x) = g(x)− α.
L’hypothèse sur f entraîne que, si α > 0 est suﬃsamment petit, alors
gα ∈ E({x1, . . . , xn} ∪ {x} ∪ {y}).
Il existe donc un z ∈ U qui prend les bonnes distances à x1, . . . , xn, x, y, de
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sorte que z ∈ K et d(z, x) 6= d(z, y). ♦
Remarque : Géométriquement, cela signiﬁe que, si S1, . . . , Sn sont des
sphères de centre x1, . . . , xn, aucune paire de ces sphères n’est tangente (in-
térieurement ou extérieurement), et ∩Si 6= ∅, alors ∩Si ∪ {x1, . . . , xn} est un
ensemble d’unicité.
En particulier, l’union d’une sphère non vide et de son centre est un ensemble
d’unicité ; on peut même voir que toute sphère non vide est un ensemble
d’unicité.
Comme autre exemple d’ensemble d’unicité, on peut citer Med(a, b)∪ {a, b}
(et en général Med({x1, . . . , xn})∪{x1, . . . , xn}) ; en fait Med(a, b)∪{a} est
un ensemble d’unicité, ce qui n’est bien sûr pas le cas de Med(a, b) !
On pourrait se demander si l’hypothèse sur f dans l’énoncé de la proposi-
tion 7 est nécessaire ; pour voir qu’on a besoin d’imposer une condition de ce
genre, considérons l’exemple suivant : soient x0, x1 ∈ U deux points tels que
d(x0, x1) = 1, et f une application de Katětov telle que f(x1) = 1, f(x2) = 2.
Alors, pour tout x tel que d(x, x0) = d(x, x1) = 12 , on doit avoir f(x) =
3
2
, ce
qui prouve que {x0, x1} ∪ {x ∈ U : d(x, xi) = f(xi)} n’est pas un ensemble
d’unicité.
Le théorème 6 montre que les éléments de Iso(U) ont des propriétés de ré-
gularité ; en particulier, si une application isométrique ϕ coïncide sur une
boule ouverte non vide avec une isométrie ψ, alors ϕ = ψ. On pourrait alors
se demander si, étant données ϕ, ψ : U → U deux applications isométriques
telles que ϕ|B = ψ|B pour une boule non vide B, on doit avoir ϕ = ψ.
Bien sûr, c’est le cas si ϕ(B) = ψ(B) est un ensemble d’unicité ; néanmoins,
ce n’est pas vrai en général, comme le montre la proposition suivante.
Proposition 8. Soit B une boule fermée de U.
Il existe deux applications isométriques ϕ, ψ : U→ U telles que ϕ(x) = ψ(x)
pour tout x ∈ B, et ϕ(U) ∩ ψ(U) = ϕ(B) = ψ(B).
Preuve.
Il suﬃt de montrer que ce résultat est vrai pour une boule fermée de U.
C’est une conséquence de l’universalité de U : soit X l’amalgame métrique
de deux copies de U (X1 et X2) au-dessus de B(0, 1], et ϕ0 une isométrie
de X = X1 ∪ X2 telle que ϕ0(X1) = X2, ϕ20 = idX et ϕ0(x) = x pour tout
x ∈ B(0, 1].
Choisissons un plongement isométrique ϕ1 : X → U, et posons y0 = ϕ1(0) ;
de même, soit η une isométrie de U sur X1, et x0 = η−1(0).
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Posons maintenant ϕ = ϕ1 ◦ η, et ψ = ϕ1 ◦ ϕ0 ◦ η ; par déﬁnition de ϕ0, ϕ et
ψ sont égales sur η−1(B(0, 1]) = B(x0, 1].
De plus, on a ϕ(U) = ϕ1(X1) et g(U) = ϕ1(X2), donc
ϕ(U) ∩ ψ(U) = ϕ1(X1 ∩X2) = ϕ1(B(0, 1]) = ϕ(B(x0, 1]) = ψ(B(x0, 1]) . ♦
En un sens, la proposition précédente est une illustration du fait que U
contient énormément de copies isométriques de lui-même (par exemple, les
médiatrices de n points).
Pour l’instant, toutes les copies isométriques de U que nous avons vues sont
d’intérieur vide. Le théorème suivant, dont la preuve est basée sur une idée
de V. Pestov, montre qu’il en existe d’autres.
Théorème 9. Si X ⊂ U est fermé et a la propriété de Heine-Borel (pour la
distance induite), M > 0, alors {z ∈ U : d(z,X) ≥M} est isométrique à U.
En particulier, U et U \B(0, 1[ sont isométriques.
(Rappelons qu’un espace métrique polonais X a la propriété de Heine-Borel
ssi les fermés bornés de X sont compacts).
Preuve du théorème 9.
On commence par démontrer le résultat en supposant que X est compact.
Soit alors Y = {z ∈ U : d(z,X) ≥ M} ; Y est fermé dans U, donc pour
prouver qu’il est isométrique à U il nous suﬃt de montrer que Y est ﬁniment
injectif.
Soient y1, . . . , yn ∈ Y et f ∈ E({y1, . . . , yn}).
Il existe un point c ∈ U tel que d(c, yi) = f(yi) pour tout i ; le problème est
qu’on ne peut pas être certain a priori que d(c,X) ≥M .
Il faut donc rajouter des conditions sur c : posons ε = min{f(yi) : 1 ≤ i ≤ n}.
On peut bien sûr supposer ε > 0.
X est compact, donc on peut trouver x1, . . . , xp ∈ X tels que
∀x ∈ X ∃j ≤ p d(x, xj) ≤ ε .
Soit maintenant g l’extension de Katětov de f à {y1, . . . , yn} ∪ {x1, . . . , xp}.
Puisque U est ﬁniment injectif, il existe c ∈ U tel que d(c, yi) = g(yi) pour
tout i ≤ n et d(c, xj) = g(xj) = d(xj, yij) + f(yij) ≥ M + ε pour chaque
j ≤ p.
Comme il existe, pour tout x ∈ X, un certain j ≤ p tel que d(x, xj) ≤ ε,
l’inégalité triangulaire implique que d(c, x) ≥ d(c, xj) − d(xj, x) ≥ M , par
conséquent c ∈ Y , ce qui prouve que Y est ﬁniment injectif.
Supposons maintenant que X ait la propriété de Heine-Borel mais ne soit
pas compact, et posons encore Y = {z ∈ U : d(z,X) ≥M}.
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Comme précédemment, il suﬃt de prouver que Y est ﬁniment injectif ; soient
y1, . . . , yn ∈ Y et f ∈ E({y1, . . . , yn}).
Soit aussi x ∈ X et m = f(y1) + d(y1, x).
Puisque B(x,M +m]∩X est compact, il existe c ∈ U tel que d(c, yi) = f(yi)
pour tout i ≤ n, et d(c, B(x,M +m] ∩X) ≥M .
Alors, pour tout x′ ∈ X, d(c, x′) ≥M : en eﬀet, si d(x′, x) ≤M +m ceci est
vrai par déﬁnition de c, et si d(x′, x) > M +m alors on a d(c, x′) ≥ d(x, x′)−
d(c, x), donc d(c, x′) > M (rappelons que d(c, x) ≤ f(y1) + d(y1, x) = m). ♦
Corollaire 10. Il y a une isométrie ϕ de B(0, 1] telle qu’aucune isométrie
de U ne coïncide avec ϕ sur B(0, 1].
Pour obtenir le corollaire 10 à partir des résultats précédents, prenons une
isométrie ϕ : U → U \ B(0, 1[, et choisissons x 6∈ B(0, 2]. A cause de l’ho-
mogénéité de U \ B(0, 1[, il existe une isométrie ψ de U \ B(0, 1[ telle que
ψ(ϕ(x)) = x. Ainsi, en composant si nécessaire ϕ avec ψ, on peut supposer
que x est un point ﬁxe de ϕ. Mais alors ϕ doit envoyer la boule de centre x et
de rayon 1 (dans U) sur la boule de centre x et de rayon 1 (dans U \B(0, 1[).
Puisque ces deux boules coïncident par choix de x, on voit que ϕ|B(x,1] est une
isométrie de B(x, 1] ; cependant le théorème 6 montre qu’aucune isométrie
de U ne peut coïncider avec ϕ sur B(x, 1]. ♦
(En utilisant l’injectivité ﬁnie de U et la continuité automatique des mor-
phismes Baire-mesurables entre groupes polonais, on peut donner une preuve
directe, mais un peu plus longue, du corollaire 10).
Question. Il est naturel, au vu du théorème précédent, de se demander s’il
existe des isométries ϕ : B(0, 1] → B(0, 1] qu’on ne puisse pas étendre du
tout ; plus généralement, peut-on caractériser les sous-ensembles M de U
"maximaux" pour une certaine isométrie, i.e. tels qu’il existe ϕ ∈ Iso(M)
qu’on ne puisse pas prolonger en une isométrie déﬁnie sur M ′ )M ?
4. UNE FAÇON DE REPRÉSENTER TOUT GROUPE
POLONAIS COMME UN SOUS-GROUPE DE ISO(U)
On a évoqué au chapitre précédent le résultat d’Uspenskij selon lequel tout
groupe polonais est isomorphe à un sous-groupe fermé de Iso(U).
Comme l’ont remarqué Gao et Kechris dans [GaKe], une variation sur la
construction de Katětov permet de montrer que, pour tout groupe polonais
G, il existe une suite croissante de fermés (Fn) de U telle que G soit iso-
morphe à {ϕ ∈ Iso(U) : ∀n ϕ(Fn) = Fn} .
Cela les a amenés à se demander si l’on pouvait améliorer le résultat précé-
dent en remplaçant la suite (Fn) par un seul fermé F .
Le théorème suivant apporte une réponse positive à cette question ; plusieurs
conversations avec Mathieu Florence alors que je cherchais à le démontrer
m’ont beaucoup aidé, et je le remercie d’avoir pris le temps de réﬂéchir à ce
problème et de me faire part de ses idées.
Théorème 11. Soit G un groupe polonais. Il existe un fermé F ⊂ U tel que
G soit isomorphe (comme groupe topologique) à {ϕ ∈ Iso(U) : ϕ(F ) = F}.
En termes de théorie descriptive, ce théorème a une conséquence qui mérite
d’être évoquée.
Si l’on munit F(U) de la structure borélienne d’Eﬀros, rappelons que l’action
par translation de Iso(U) sur F(U) (déﬁnie par ϕ ·F = ϕ(F )) est borélienne.
Comme on l’a vu dans l’introduction, Gao et Kechris ont prouvé que la re-
lation associée ⋍Ui est universelle pour les relations induites par une action
borélienne d’un groupe polonais.
On sait donc que l’action par translation de Iso(U) sur F(U) est extrême-
ment compliquée ; en un sens, le théorème précédent illustre cette complexité,
puisqu’il signiﬁe que tout groupe polonais est isomorphe au stabilisateur d’un
certain fermé pour cette action.
Il peut également être intéressant de remarquer ici que des résultats généraux
de théorie descriptive (cf [Ke1]) entraînent que l’application qui à F ∈ F(U)
associe son stabilisateur (vu dans l’ensemble des sous-groupes polonais de
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Iso(U), muni de sa structure borélienne naturelle) n’est pas borélienne : si
elle l’était, la relation ⋍Ui serait borélienne, ce qui n’est pas le cas.
Avant de commencer la preuve du théorème 11, il est utile d’introduire une
notation.
Si Y est un sous-ensemble borné, non vide de l’espace métrique X, posons
E(X,Y ) = {f ∈ E(X) : ∃d ∈ R+ ∀x ∈ X f(x) = d+ d(x, Y )}
E(X,Y ) est fermé dans E(X), et est isométrique à R+.
Preuve du théorème 11.
Soit G un groupe polonais ; nous avons vu au chapitre précédent qu’il existe
un espace métrique X tel que Iso(X) est isomorphe à G ; dans la suite on
identiﬁe G et Iso(X).
On peut supposer que X contient plus de deux points et est borné, de dia-
mètre plus petit que 1.
Après avoir posé X0 = X, on déﬁnit par récurrence une suite d’espaces
métriques polonais bornés Xi, de diamètre di, par :
Xi+1 =
{
f ∈ E(Xi, ω) ∪
⋃
j<i
E(Xi, Xj) : ∀x ∈ Xi f(x) ≤ 2di
}
(On munit Xi+1 de la distance du sup ; puisque la fonction de Kuratowski
donne un plongement isométrique de Xi dans Xi+1, on identiﬁe Xi au sous-
espace correspondant de Xi+1).
Alors on voit que di → +∞ avec i, et que chaque Xi est un espace métrique
polonais. Appelons Y le complété de
⋃
i≥0
Xi.
La déﬁnition de la suite (Xi) entraîne que ∪Xi est ﬁniment injectif, par consé-
quent Y est isométrique à U.
De plus, toute isométrie g ∈ G s’étend en une isométrie de Xi, et pour
tout i ∈ N et tout g ∈ G il existe une unique isométrie gi de Xi telle que
gi(Xj) = Xj pour tout j ≤ i et gi|X0 = g (ceci se montre facilement par
récurrence en utilisant les résultats du chapitre 1).
Il est important de souligner que les applications g 7→ gi, de G dans Iso(Xi),
sont continues (même preuve que dans [Us3]).
Ceci nous permet d’associer à chaque g ∈ G une isométrie g∗ de Y , déﬁnie
par g∗|Xi = g
i, et de déﬁnir ainsi un plongement de G dans Iso(Y ) .
Remarquons également que, si f ∈ Xi+1 est déﬁnie par
f(x) = d + d(x,Xj) pour un d ≥ 0 et un j < i, alors g∗(f) = f pour tout
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g ∈ G (C’était en partie le but de la déﬁnition de Xi : ajouter "beaucoup"
de points ﬁxes sous l’action de G).
La construction entraîne qu’une isométrie ϕ de Y est égale à g∗ pour un
certain g ∈ G si, et seulement si, ϕ(Xn) = Xn pour tout n.
L’idée de la preuve est maintenant de déﬁnir un fermé F tel que ϕ(F ) = F
si, et seulement si, ϕ(Xn) = Xn pour tout n.
Pour cela, on va réaliser F comme un ensemble de "témoins" judicieusement
choisis.
Commençons par ﬁxer une énumération (ki)i≥1 des entiers positifs, dans la-
quelle chaque entier apparaît une inﬁnité de fois.
En utilisant la déﬁnition de Xi, on peut choisir par récurrence, pour i ≥ 1,
des points ai ∈ ∪n≥1Xn( les témoins), des réels positifs ei, et une suite crois-
sante d’entiers (ji) tels que :
- e1 ≥ 4; ∀i ≥ 1 ei+1 > 4ei .
- ∀i ≥ 1 ji ≥ ki , ai ∈ Xji+1 et ∀x ∈ Xji d(ai, x) = ei + d(x,Xki−1) .
- ∀i ≥ 1 ∀g ∈ G g∗(ai) = ai.
(C’est possible, puisqu’à l’étape i il suﬃt de ﬁxer ei > max(4ei−1, diam(Xki)),
puis de trouver ji > ji−1 tel que diam(Xji) ≥ ei, et enﬁn de déﬁnir ai ∈ Xji+1
par l’équation ci-dessus ; alors, par déﬁnition de g∗ et de ai, on voit que
g∗(ai) = ai pour tout g ∈ G).
Posons maintenant F = X0 ∪ {ai}i≥1 ; puisque X0 est complet, et
d(ai, X0) = ei → +∞, F est fermé dans Y .
Nous souhaitons prouver que pour toute ϕ ∈ Iso(Y ), on a
(ϕ(F ) = F ) ⇐⇒ (ϕ ∈ G∗).
Une de ces implications est une conséquence directe de la déﬁnition de F .
Pour prouver la réciproque, on utilise le lemme suivant :
Lemme 4.1. Si ϕ ∈ Iso(F ), alors ϕ(X0) = X0, donc ϕ(ai) = ai pour tout
i. De plus, il existe g ∈ G (nécessairement unique) tel que ϕ = g∗|F .
L’idée derrière la déﬁnition des ai est que, si un point de Xji est envoyé dans
Xki−1 par ϕ ∈ Iso(Y ), alors on doit avoir ϕ(ai) 6= ai (c’est pourquoi on a
employé plus haut le terme de "témoin" pour désigner les ai) ; mais les dis-
tances entre les ai sont choisies de telle façon que chaque isométrie de F doit
ﬁxer tous les ai, comme le montre le lemme 4.1.
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ai
Xki−1
Xji
Xji "vu depuis" ai ; tous les traits pleins sont de longueur ei,
les traits en pointillés représentent les distances entre des points
de Xji (pris au hasard) et ai.
Preuve du lemme 4.1 :
Puisque X0 a plus de deux éléments et diam(X0) ≤ 1, la déﬁnition de F
entraîne que
∀x ∈ F (x ∈ X0)⇔ (∃y ∈ F 0 < d(x, y) ≤ 1)
Le côté droit de cette équivalence est invariant sous l’action des isométries
de F , ce qui montre que ϕ(X0) = X0 pour toute ϕ ∈ Iso(F ). Ceci entraîne
que ϕ(ai) = ai pour tout i ≥ 1.
Il existe un certain g ∈ G tel que g = ϕ|X0 , et nous venons de montrer que
ϕ = g∗|F . ♦
Tout d’abord, le lemme 4.1 entraîne que G est isomorphe au groupe d’isomé-
tries de F , et que chaque isométrie de F s’étend à Y ; de plus, le prolongement
déﬁnit un morphisme continu de Iso(F ) dans Iso(Y ).
Par conséquent, pour ﬁnir la preuve du théorème 11, il nous suﬃt de montrer
que chaque isométrie de F admet un seul prolongement à Y .
Les résultats précédents entraînent qu’il est suﬃsant de montrer que, si
ϕ ∈ Iso(Y ) est telle que ϕ(F ) = F , alors ϕ(Xn) = Xn pour tout n ≥ 0.
Considérons donc ϕ ∈ Iso(Y ) telle que ϕ(F ) = F .
Il suﬃt de montrer que ϕ(Xn) ⊇ Xn pour tout n ∈ N (puisque ceci sera
également vrai pour ϕ−1) ; supposons que ce ne soit pas le cas, c’est-à-dire
qu’il existe n ∈ N et x 6∈ Xn tels que ϕ(x) ∈ Xn.
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Soit δ = d(x,Xn) > 0 (Xn est complet) ; choisissons y ∈ ∪Xm tel que
d(x, y) ≤ δ
4
.
Alors y ∈ Xm \Xn pour un certain m > n ; prenons maintenant un i tel que
ki = n+ 1 et ji ≥ m .
On a alors d(ϕ(y), ϕ(ai)) = d(y, ai) = ei + d(y,Xn) ≥ ei + 3δ4 , et
d(ai, ϕ(y)) ≤ d(ai, ϕ(x)) + d(x, y) ≤ ei + δ4 , donc d(ϕ(ai), ai) ≥ δ2 , et ceci
contredit le lemme 4.1. ♦
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5. POINTS FIXES DES ISOMÉTRIES
On utilise ici les outils introduits précédemment - en particulier les fonctions
de Katětov et le fait que U est compactement injectif - pour étudier les pro-
priétés des ensembles de points ﬁxes des éléments de Iso(U).
Si ϕ ∈ Iso(U), appelons Fix(ϕ) l’ensemble de ses points ﬁxes.
Puisque la classe d’isométrie de Fix(ϕ) est un invariant de la classe de conju-
gaison de ϕ, on peut espérer obtenir des informations sur le problème de clas-
siﬁcation des isométries de U à conjugaison près en étudiant les ensembles
de points ﬁxes d’isométries.
Clemens, cité par Pestov dans [Pe2], avait conjecturé que cet invariant était
extrêmement faible : explicitement, il conjecturait que, si ϕ ∈ Iso(U), alors
Fix(ϕ), s’il est non vide, est isométrique à U.
Il s’avère que cela est faux en général ; la preuve permet de donner une borne
inférieure pour la complexité du problème de classiﬁcation des éléments de
Iso(U) à isométrie près, et de calculer celle du problème de classiﬁcation des
éléments de Iso(QU) à conjugaison près.
On commence par montrer que, sous des hypothèses (beaucoup) plus fortes,
la conjecture de Clemens est vraie.
5.1 Cas des isométries à orbites précompactes
Théorème 12. Soit ϕ ∈ Iso(U) une isométrie à orbites précompactes. Alors
Fix(ϕ), s’il est non vide, est isométrique à U.
En particulier, la dichotomie ci-dessus s’applique aux isométries d’ordre ﬁni,
i.e. telles que ϕn = idU pour un certain n ∈ N ; on voit donc que l’ensemble
des points ﬁxes est un invariant extrêmement faible pour la relation de conju-
gaison entre éléments d’ordre ﬁni de Iso(U).
Avant de commencer la preuve, il ne semble pas inutile de souligner la consé-
quence suivante de l’inégalité triangulaire qui, bien qu’évidente, est à la base
de la construction qui suit :
∀z ∈ U ∀x ∈ U d(z, ϕ(z)) ≤ d(z, x) + d(z, ϕ(x)).
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z′
z
Comment contrôler les diamètres des orbites des points :
Si z′ est à distance constante = 1/2 diam(Orbite(z)) de tous les points de Orbite(z),
alors diam(Orbite(z′)) est plus petit que diam(Orbite(z))
Orbite(z)
Orbite(z′)
ϕk(z′)
ϕk(z)
Si ϕ : U→ U est une isométrie, et x ∈ U, on pose ρϕ(x) = diam {ϕn(x)}n∈Z ;
quand il n’y a pas de risque de confusion, on le note simplement ρ(x).
Lemme 5.1. Soient x1, . . . , xm ∈ Fix(ϕ), f ∈ E({x1, . . . , xm}), et z ∈ U,
tels que min{f(xi)} ≥ ρϕ(z) > 0.
Soient A = {i ∈ [1,m] : d(z, xi) < f(xi)− ρϕ(z)2 },
B = {i ∈ [1,m] : d(z, xi) > f(xi) + ρϕ(z)2 }, et
C = {i ∈ [1,m] : |d(z, xi)− f(xi)| ≤ ρϕ(z)2 }.
Soit g : {ϕn(z)}n∈Z ∪ {xi}i=1,...,m → R déﬁnie par les formules suivantes :
- ∀n ∈ Z g(ϕn(z)) = ρϕ(z)
2
,
- ∀i ∈ A g(xi) = d(z, xi) + ρϕ(z)2 ,
- ∀i ∈ B g(xi) = d(z, xi)− ρϕ(z)2 ,
- ∀i ∈ C g(xi) = f(xi).
Alors g est une fonction de Katětov ; par conséquent, si l’orbite de z est pré-
compacte, il existe z′ ∈ U tel que d(z′, .) = g sur {ϕn(z)}n∈Z ∪ {xi}1≤i≤n. En
particulier ρϕ(z′) ≤ ρϕ(z).
Preuve du lemme 5.1.
Pour simpliﬁer les notations, posons ρ = ρϕ(z).
Pour vériﬁer que les équations précédentes déﬁnissent une fonction de Katě-
tov, commençons par vériﬁer que g est 1-lipschitzienne.
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On sait que |g(xi)− g(ϕn(z))| = |d(z, xi) + α− ρ
2
|, où |α| ≤ ρ
2
.
Si α = ρ
2
il n’y a rien à prouver, autrement on sait que d(z, xi) ≥ f(xi)− ρ
2
,
et donc que d(z, xi) ≥ ρ
2
, ce qui suﬃt à montrer que
|d(z, xi) + α− ρ
2
| ≤ d(z, xi) = d(ϕn(z), xi).
Considérons maintenant 1 ≤ i, j ≤ m et supposons, sans perte de généralité,
que |g(xi)− g(xj)| = g(xi)− g(xj) ; il y a trois cas non triviaux à considérer :
(a) g(xi) = d(z, xi) + α, g(xj) = d(z, xj) + β, avec α > β ≥ 0. Alors
g(xj) = f(xj), et g(xi) ≤ f(xi), donc g(xi)−g(xj) ≤ f(xi)−f(xj) ≤ d(xi, xj).
(b) g(xi) = d(z, xi) + α, g(xj) = d(z, xj) − β, avec 0 ≤ α, β ≤ ρ
2
. Alors
g(xi) ≤ f(xi) et g(xj) ≥ f(xj), donc g(xi)−g(xj) ≤ f(xi)−f(xj) ≤ d(xi, xj).
(c) g(xi) = d(z, xi)−α, g(xj) = d(z, xj)−β, 0 ≤ α < β. Alors g(xi) = f(xi),
et g(xj) ≥ f(xj), donc g(xi)− g(xj) ≤ f(xi)− f(xj).
Vériﬁons maintenant les inégalités restantes :
- g(ϕn(z)) + g(ϕm(z)) = ρ ≥ d(ϕn(z), ϕm(z)) par déﬁnition de ρ ;
- g(ϕn(z)) + g(xi) =
ρ
2
+ d(z, xi) + α, où |α| ≤ ρ
2
, donc
g(ϕn(z)) + g(xi) ≥ d(z, xi) = d(ϕn(z), xi).
Les dernières inégalités sont celles qui concernent xi, xj ; on sépare à nouveau
la preuve en sous-cas, dont seulement deux ne sont pas immédiats :
(a) g(xi) = d(z, xi) + α et g(xj) = d(z, xj) − β, avec 0 ≤ α < β. Alors
g(xi) = f(xi), et g(xj) ≥ f(xj), donc g(xi) + g(xj) ≥ d(xi, xj).
(b) g(xi) = d(z, xi)−α, g(xj) = d(z, xj)−β : on sait alors que g(xi) ≥ f(xi)
et g(xj) ≥ f(xj), ce qui suﬃt à conclure. ♦
Le lemme technique qui précède permet de démontrer le résultat suivant, qui
suﬃt presque à montrer que Fix(ϕ) est ﬁniment injectif :
Lemme 5.2. Soit ϕ une isométrie de U à orbites précompactes, x1, . . . , xm ∈
Fix(ϕ), f ∈ E({x1, . . . , xm}), et ε > 0. Alors une (au moins) des aﬃrma-
tions suivantes est vraie :
- Il existe z ∈ U tel que ρϕ(z) ≤ ε et d(z, xi) = f(xi) pour tout i = 1, . . . ,m.
- Il existe z ∈ Fix(ϕ) tel que |f(xi)− d(z, xi)| ≤ ε pour tout i = 1, . . . ,m.
Remarque : En fait, on va montrer que la deuxième assertion est toujours
vraie ; on pourrait donc penser qu’il y a une façon plus simple de présenter la
preuve. C’est peut-être le cas, mais je ne suis pas arrivé à rédiger une preuve
rigoureuse sans passer par cette étape intermédiaire.
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x0
x1
z3
z2
Orbite(z2)
Orbite(z3)
z1
Orbite(z1)
Construction de la suite (zi) ; ici, on cherche par exemple à obtenir z
tel que d(x1, z) = 1, d(x0, z) =3 , et diam(Orbite(z)) ≤ ε.
(Pour que le dessin soit lisible, on a exagéré les tailles des orbites des zi )
Preuve du lemme 5.2 :
Soient x1, . . . , xm ∈ Fix(ϕ), f ∈ E({x1, . . . , xm}), et ε > 0 ; on peut supposer
que ε < min{f(xi) : i = 1, . . . ,m}.
On peut également supposer que
γ = inf
{ m∑
i=1
|f(xi)− d(x, xi)| : x ∈ Fix(ϕ)
}
> 0 .
Soit alors x ∈ Fix(ϕ) tel que ∑mi=1 |f(xi)− d(x, xi)| ≤ γ + ε4 .
Choisissons un point z tel que :
- d(z, x) = ε
2
;
- ∀i = 1, . . . ,m |d(x, xi)− f(xi)| ≤ ε2 ⇒ d(z, xi) = f(xi) ;
- ∀i = 1, . . . ,m d(x, xi) ≥ f(xi) + ε2 ⇒ d(z, xi) = d(x, xi)− ε2 ;
- ∀i = 1, . . . ,m d(x, xi) ≤ f(xi)− ε2 ⇒ d(z, xi) = d(x, xi) + ε2 .
(on vériﬁe comme ci-dessus que ces formules déﬁnissent bien une fonction de
Katětov ; remarquons que z ne peut pas être un point ﬁxe pour ϕ, puisque
cela contredirait la déﬁnition de γ, ou le fait que γ > 0)
On utilise maintenant le lemme 5.1 pour construire une suite (zn) d’éléments
de U de façon à ce qu’elle converge vers un point z qui soit ﬁxe et dont la
fonction distance associée δz approche f mieux que δx, ou vers un point tel
que δz = f sur {x1, . . . , xm} et ρϕ(z) ≤ ε.
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Pour cela, on utilise les conditions suivantes :
(0) z0 = z ;
(1) 0 < ρ(zn) ≤ ε ;
(2) ∀p ∈ Z d(zn+1, ϕp(zn)) = ρ(zn)2 ;
(3) ∀i ∈ An d(zn+1, xi) = d(zn, xi) + ρ(zn)2 ;
(4) ∀i ∈ Bn d(zn+1, xi) = d(zn, xi)− ρ(zn)2 ;
(5) ∀i ∈ Cn d(zn+1, xi) = f(xi) .
(avecAn = {i ∈ [1,m] : d(zn, xi) < f(xi)−ρ(zn)2 },Bn = {i ∈ [1,m] : d(zn, xi) >
f(xi) +
ρ(zn)
2
}, et Cn = {i ∈ [1,m] : |f(xi)− d(zn, xi)| ≤ ρ(zn)2 })
On commence par vériﬁer que toutes les conditions sont vériﬁées au rang (0) ;
il suﬃt de voir que z0 vériﬁe (1), ce qui est une conséquence de l’inégalité
triangulaire.
Supposons maintenant que la suite soit construite jusqu’au rang n ≥ 0 :
puisque {x1, . . . , xm}, zn, f satisfont aux hypothèses du lemme 5.1, on peut
trouver un point z′ avec les distances ci-dessus à {ϕp(zn)} ∪ {x1, . . . , xm}.
Comme précédemment, z′ ne peut être ﬁxe, car cela contredirait la déﬁnition
de γ ; on pose alors zn+1 = z′.
Si on n’obtient pas en un nombre ﬁni d’étapes un point zn tel que ρ(zn) ≤ ε
et d(zn, xi) = f(xi) pour tout i = 1, . . . ,m, alors An ou Bn est non-vide pour
tout n ; donc (3) et (4) entraînent la convergence de
∑
ρ(zn).
Par conséquent, (zn) converge vers un certain point ﬁxe z∞.
Il existe nécessairement un i tel que |d(z0, xi)−f(xi)| ≤ |d(x, xi)−f(xi)|− ε2 ,
donc
∑m
i=1 |f(xi)− d(z0, xi)| ≤ γ − ε4 .
Par construction,
∑m
i=1 |f(xi) − d(z∞, xi)| ≤
∑m
i=1 |f(xi) − d(z0, xi)|, ce qui
contredit la déﬁnition de γ. ♦
Ceci n’est pas encore tout à fait suﬃsant pour produire des points ﬁxes
avec des distances ﬁxées à un certain ensemble ﬁni de points ﬁxes ; le lemme
suivant est le dernier outil qui nous manque :
Lemme 5.3. Soit ϕ une isométrie de U à orbites précompactes, x ∈ U tel
que ρϕ(x) ≤ 2ε , et supposons que Fix(ϕ) 6= ∅.
Alors il existe y ∈ U tel que :
- ∀n ∈ Z d(y, ϕn(x)) = d(y, x) ≤ ε ;
- ρϕ(y) ≤ ε.
Preuve du lemme 5.3.
Soient x, ϕ comme ci-dessus ; posons
E = {y ∈ U : ∀n ∈ Z d(y, ϕn(x)) = d(y, x) et ρϕ(y) ≤ ε} .
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Puisque tout point ﬁxe de ϕ appartient à E, E est non-vide par hypothèse.
Soit maintenant α = inf{d(y, x) : y ∈ E} ; nous souhaitons prouver que
α ≤ ε. Si ce n’est pas le cas, prenons δ > 0 et choisissons y ∈ E tel que
d(y, x) < α+ δ.
Posons ρϕ(y) = ρ ≤ ε ; on vériﬁe comme ci-dessus que la fonction g suivante
appartient à E({ϕn(x)} ∪ {ϕm(y)}) :
- ∀n ∈ Z g(ϕn(x)) = max(ε, d(y, x)− ρ
2
).
- ∀m ∈ Z g(ϕm(y)) = ρ
2
.
Puisque les orbites de ϕ sont précompactes, il existe z ∈ U qui prend les
bonnes distances à {ϕn(x)} ∪ {ϕm(y)}.
Alors z ∈ E, et nécessairement ρ < 2δ.
En faisant tendre δ vers 0, on voit qu’il y a deux cas à considérer :
(1) Il existe y ∈ E tel que d(y, x) = α et 0 < ρ(y) ≤ ε.
Alors, on peut comme précédemment trouver z tel que
- ∀n ∈ Z d(z, ϕn(x)) = max(ε, d(y, x)− ρ(y)
2
).
- ∀n ∈ Z d(z, ϕn(y)) = ρ(y)
2
.
On voit que z ∈ E, et d(z, x) < α, ce qui est absurde.
(2) Pour tout p ∈ N∗ il existe un point ﬁxe yp de ϕ tel que α ≤ d(yp, x) < α+1p .
Dans ce cas, prenons p tel que 1
p
< ε
2
, et considérons l’application suivante :
- g(yp) = 1p
- ∀n ∈ Z g(ϕn(x)) = d(yp, x)− 1p .
Une vériﬁcation directe montre que g ∈ E({ϕn(x)} ∪ {yp}), et donc qu’il
existe z ∈ U tel que d(z, .) = g.
Ceci nous permet à nouveau d’obtenir z ∈ E tel que d(z, x) < α. ♦
Nous avons ﬁnalement tous les outils pour démontrer le théorème 12.
Preuve du théorème 12.
On a vu au chapitre 3 que U est le seul espace polonais non vide ayant la
propriété d’extension approximative.
Par conséquent, pour prouver le théorème 12, il suﬃt de prouver que Fix(ϕ)
a cette propriété. Pour ce faire, commençons par remarquer que le lemme 5.3
entraîne que, pour tout x ∈ X tel que ρϕ(x) ≤ ε, il existe un point ﬁxe y tel
que d(y, x) ≤ 2ε.
Soient alors x1, . . . , xn ∈ Fix(ϕ), f ∈ E({x1, . . . , xn}), et ε > 0.
Le lemme 5.2 implique que l’on est dans un (au moins) des deux cas sui-
vants :
- il existe un certain z tel que ρϕ(z) ≤ ε2 , et d(z, xi) = f(xi) pour tout
i = 1, . . . , n, ou
- il existe z ∈ Fix(ϕ) tel que |d(z, xi)− f(xi)| ≤ ε pour tout i ∈ [1,m].
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Dans le second cas, nous avons ce que nous voulions ; supposons donc être
dans le premier cas, et prenons un point ﬁxe y tel que d(y, z) ≤ ε. Alors
y ∈ Fix(ϕ), et |d(y, xi)− f(xi)| ≤ ε pour tout 1 ≤ i ≤ n . ♦
Le défaut du résultat précédent est que l’hypothèse sur les orbites de ϕ paraît
"ad hoc" : il n’est pas facile de vériﬁer qu’une isométrie a toutes ses orbites
précompactes, et il n’y a aucun espoir de montrer un théorème qui jouerait
le rôle de réciproque au théorème 12.
En fait, les mêmes méthodes que ci-dessus impliquent le résultat suivant :
Théorème 13. Soit G un groupe agissant par isométries sur U de façon à
ce que chaque point de U ait une orbite précompacte.
Alors, s’il est non vide, Fix(G) = {x ∈ U : ∀g ∈ G g.x = x} est isométrique
à U.
En particulier, si un groupe compact agit continûment par isométries sur U,
l’ensemble des points de U laissés invariants par l’action de G est ou vide ou
isométrique à U.
Pour prouver ce résultat, il suﬃt de reprendre le raisonnement précédent en
remplaçant à chaque étape les orbites pour ϕ par les orbites pour l’action de
G ; on a préféré énoncer et démontrer d’abord le théorème 12 (qui correspond
au cas où G = (Z,+)) pour ne pas compliquer davantage la compréhension
de la preuve.
On peut remarquer qu’aucune hypothèse sur la topologie de G n’est néces-
saire : le fait que les orbites sont précompactes est suﬃsant pour que la preuve
fonctionne.
Il paraît envisageable que le résultat précédent caractérise les groupes com-
pacts (autrement dit : est-ce que tout groupe polonais non compact a une
action continue par isométries sur U dont l’ensemble des points ﬁxes n’est ni
vide, ni ﬁniment injectif ?), même si cette aﬃrmation n’est guère plus qu’un
acte de foi, motivé tout de même par les résultats de la section suivante.
5.2 Cas général, et problème de classification des isométries de
U à conjugaison près
Dans cette section, on montre que le résultat du théorème 12 est (en général)
faux quand ϕ a des orbites non précompactes. En eﬀet, on établit le résultat
suivant :
Théorème 14. Soit X un espace métrique polonais. Alors il existe une iso-
métrie ϕ ∈ Iso(U) telle que Fix(ϕ) est isométrique à X.
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Remarque. On pourrait également se demander quels sont les fermés de U
qui sont l’ensemble des points ﬁxes d’une isométrie ϕ ; on sait que, à l’excep-
tion de U lui-même, ils doivent tous être d’intérieur vide.
Le théorème précédent ne nous apporte pas beaucoup plus d’informations
sur cette question ; cela illustre assez bien les limites de nos méthodes : en
construisant un plongement de X dans U, on ne peut pas garantir autre chose
que l’existence d’une copie X ′ ⊂ U qui ait les propriétés désirées. Certaines
questions sont donc diﬃcilement accessibles par cette méthode.
Preuve du théorème 14.
Nous pouvons bien sûr supposer queX 6= ∅ (il n’est pas diﬃcile de construire,
par exemple, une isométrie ϕ de U telle que d(x, ϕ(x)) ≥ 1 pour tout x ∈ U ;
Cameron et Vershik ont même prouvé dans [CV] qu’il existe des isométries
dont les orbites sont denses).
Avant de démarrer, il faut introduire quelques déﬁnitions.
Si X est un espace métrique, on note E(X,ω,Q) l’ensemble des fonctions
f ∈ E(X,ω) qui prennent des valeurs rationnelles sur un support ﬁni (cet
ensemble est dénombrable si X l’est).
Si X0 et X sont deux espaces métriques dénombrables avec X0 ⊂ X, et ϕ
est une isométrie de X, on voudrait trouver une condition sur (X,X0, ϕ) qui
exprime formellement l’idée naïve suivante :
"ϕ ﬁxe tous les points de X0, et pour chaque x ∈ X \ X0, ϕn(x) s’éloigne
autant de x que possible".
Par la déﬁnition suivante, on propose une façon de traduire la phrase ci-
dessus en langage mathématique correct :
On dit que (X,X0, ϕ) a la propriété (*) si :
- ∀x ∈ X0 ϕ(x) = x.
- ∀x, y ∈ X lim inf |p|→+∞ d(x, ϕp(y)) ≥ d(x,X0) + d(y,X0).
L’intérêt majeur de cette déﬁnition est qu’elle se prête bien à une construction
inductive, comme le montre le lemme suivant :
Lemme 5.4. Soit (X,X0, ϕ) ayant la propriété (*).
Il existe un espace métrique dénombrable X ′ et une isométrie ϕ′ de X ′ tels
que :
- X se plonge isométriquement dans X ′, et ϕ′ prolonge ϕ.
- ∀f ∈ E(X,ω,Q) ∃x′ ∈ X ′ ∀x ∈ X d(x′, x) = f(x).
- (X ′, X0, ϕ′) a la propriété (*) (en identiﬁant X0 à son image via le plonge-
ment isométrique de X dans X ′).
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x
y
ϕ(y)
ϕ2(y)
ϕn(y)
ϕm(y)
X
X0
La propriété (∗) : pour n suﬃsamment grand,
d(x, ϕn(y)) ≥ d(y,X0) + d(x,X0)− ε .
Admettons ce lemme pour le moment ; choisissons un sous-ensemble dénom-
brable dense X0 de X, et posons ϕ0 = idX0 . Alors (X0, X0, ϕ0) a la propriété
(*), et le lemme 5.4 nous permet de déﬁnir inductivement des espaces mé-
triques dénombrables Xi et des isométries ϕi : Xi → Xi tels que :
-Xi se plonge isométriquement dans Xi+1, et ϕi+1 prolonge ϕi ;
-(Xi, X0, ϕi) a la propriété (*) ;
-∀f ∈ E(Xi, ω,Q) ∃z ∈ Xi+1 ∀x ∈ Xi d(z, x) = f(x).
Soit alors Y le complété de ∪Xi, et ϕ le prolongement (par uniforme conti-
nuité) à Y de l’application déﬁnie par ϕ(x) = ϕi(x) pour tout x ∈ Xi.
Les arguments habituels permettent de vériﬁer que Y a la propriété d’exten-
sion approximative ; puisque Y est complet, ceci prouve que Y est isométrique
à U.
La construction garantit également que tous les points de X0 sont ﬁxés par
ϕ, et que
lim inf
|p|→+∞
d(y1, ϕ
p(y2)) ≥ d(y1, X0) + d(y2, X0)
pour tout (y1, y2) ∈ Y 2.
Par suite, Fix(ϕ) est égal à l’adhérence de X0 dans U ; donc il est isométrique
au complété de X0, c’est-à-dire à X. ♦
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Preuve du lemme 5.4.
Pour commencer, prenons f ∈ E(X,ω,Q) ; on pose Xf = X∪{yfi }i∈Z (où les
yfi sont deux à deux distincts) et déﬁnissons une distance sur X
f , qui étend
la distance de X, par :
-d(x, yfi ) = f(ϕ
−i(x)) ;
-d(yfi , y
f
j ) = infx∈X(d(y
f
i , x) + d(y
f
j , x)).
(En d’autre termes, Xf est l’amalgame des espaces X ∪ {f ◦ ϕi} au-dessus
de X. )
x
y
ϕ(x)
ϕ(y)
yf0
yf1
yf2
ϕ2(y)
ϕ2(x)
Construction de l’espace Xf .
Soit ϕf la fonction déﬁnie par ϕf (y
f
i ) = y
f
i+1 (pour i ∈ Z), et ϕf (x) = ϕ(x)
pour x ∈ X.
Par déﬁnition de d, ϕf est une isométrie de Xf , qui prolonge ϕ.
On veut maintenant montrer que (Xf , X0, ϕf ) a la propriété (*).
Pour cela, prenons y, y′ ∈ Xf ; nous souhaitons montrer que
lim inf
|p|→+∞
d((ϕf )
p(y′), y) ≥ d(y,X0) + d(y′, X0) .
Si y et y′ appartiennent X, il n’y a rien à démontrer. Deux cas restent à
étudier :
(1) y ∈ X, y′ = yfj . Sans perdre de généralité, on peut supposer que j = 0.
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Par déﬁnition, on a
d((ϕf )
p(yf0 ), y) = f(ϕ
−p(y)) = min
i=1,...,n
(f(xi) + d(y, ϕ
p(xi)))
pour des points x1, . . . , xn ∈ X ( rappelons que f ∈ E(X,ω,Q)).
Soit ε > 0 ; pour |p| suﬃsamment grand, on sait que
d(y, ϕp(xi)) ≥ d(y,X0) + d(xi, X0)− ε pour tout i = 1, . . . , n.
On a alors d((ϕf )p(y
f
0 ), y) ≥ mini=1,...,n(f(xi) + d(y,X0) + d(xi, X0) − ε), et
donc d((ϕf )p(y
f
0 ), y) ≥ d(y,X0) + mini=1,...,n(f(xi) + d(xi, X0))− ε.
Par conséquent d((ϕf )p(y
f
0 ), y) ≥ d(y,X0)+d(yf0 , X0)−ε, et c’est ce que nous
voulions démontrer.
(2) y = yfi et y
′ = yfj ; on peut supposer que i = 0.
On a alors d(ϕpf (y
′), y) = infx∈X(f(x) + f(ϕ
−p−j(x)).
Nous voulons donc prouver que
lim inf
|p|→+∞
inf
x∈X
(f(x) + f(ϕ−p(x)) ≥ 2 inf
x∈X0
f(x) .
Supposons encore f contrôlée par {x1, . . . , xn}, choisissons ε > 0, et prenons
|p| suﬃsamment grand pour que d(xi, ϕp(xj)) ≥ d(xi, X0) + d(xj, X0) − ε
pour tout 1 ≤ i, j ≤ n.
On a alors, pour tout x ∈ X :
f(x) + f(ϕ−p(x)) = f(xi) + d(x, xi) + f(xj) + d(x, ϕ
p(xj)) pour un certain
(i, j).
Puisque d(x, xi) + d(x, ϕp(xj)) ≥ d(xi, ϕp(xj)), on voit qu’il existe un (i, j)
tel que infx∈X(f(x) + f(ϕ−p(x)) = f(xi) + d(xi, ϕp(xj)) + f(xj).
Puisque d(xi, ϕp(xj)) ≥ d(xi, X0) + d(xj, X0)− ε, on a
inf
x∈X
(f(x)+f(ϕ−p(x)) ≥ f(xi)+d(xi, X0)+d(xj, X0)+f(xj)−ε ≥ 2 inf
x∈X0
f(x)−ε.
Ceci suﬃt à démontrer que (Xf , X0, ϕf ) a la propriété (*).
Appelons maintenant X ′ l’amalgame métrique des espaces Xf au-dessus de
X, où f parcourt E(X,ω,Q).
Cet espace est dénombrable, et on peut étendre ϕ en une isométrie ϕ′ de Xf
en posant ϕ′(x) = ϕf (x) pour chaque x ∈ Xf .
En utilisant les mêmes arguments que ci-dessus, on montre facilement que
(X ′, X0, ϕ
′) a la propriété (*). ♦
Cette construction a un intérêt supplémentaire, puisqu’elle permet de calcu-
ler la complexité de la relation de conjugaison entre éléments de Iso(QU), et
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d’obtenir un minorant de la complexité de la relation de conjugaison entre
éléments de Iso(U).
Commençons par remarquer que Iso(QU) est isomorphe à un sous-groupe
fermé de S∞, par conséquent toute relation induite par une action borélienne
de Iso(QU) sur un polonais se réduit à la relation universelle E∞S∞ pour les
relations induites par une action borélienne de S∞.
Ici, il est intéressant de faire une brève parenthèse sur les actions de S∞,
et leur lien avec la logique ; on suit l’exposition de Gao-Kechris [GaKe]. Si
L = {Ri}i∈I est un langage relationnel dénombrable et non vide (où I est
dénombrable et Ri est une relation ni-aire), on pose
XL = Πi∈I2
Nni .
On peut associer à chaque x ∈ XL une L-structure dénombrable < N, Ri >,
d’univers N, déﬁnie par Ri(s) ⇐⇒ xi(s) = 1 (où s ∈ Nni).
De cette façon, on peut voir XL (qui est un espace de Cantor) comme l’espace
des L-structures inﬁnies dénombrables (d’univers N).
On peut faire agir S∞ par shift sur les coordonnées, en posant
(σ.x)i(k1, . . . , kni) = xi(σ
−1(k1), . . . , σ
−1(kni)) .
Alors, σ.x = y signiﬁe simplement que σ réalise un isomorphisme de la L-
structure associée à x sur la L-structure associée à y.
Par conséquent, EXLS∞ est simplement la relation d’isomorphisme
∼= entre L-
structures.
On ne veut pas forcément considérer toutes les L-structures, mais simplement
celles qui vériﬁent certains axiomes : par exemple, si L = {R}, où R est une
relation binaire, on peut ne considérer que les x ∈ XL tels que la structure
associée soit un graphe.
Formellement, on ne considère que les formules contenues dans l’extension
Lω1ω de la logique du premier ordre sur L (cf [Ke1] et [Hod]) ; ces formules
ont un nombre ﬁni de variables libres.
Alors, si σ ∈ Lω1ω, l’ensemble Modσ formé par les x ∈ XL qui sont des mo-
dèles de σ est borélien, et on note ∼=σ la relation d’isomorphisme associée.
On voit que toutes les relations ∼=σ sont induites par une action borélienne
de S∞, et on peut obtenir la relation universelle pour les relations induites
par une action borélienne de S∞ de cette façon ; par exemple, l’isomorphisme
entre graphes dénombrables entre dans ce cadre, et est universel pour ces
relations.
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Puisque QU est un sous-groupe fermé de S∞, la relation de conjugaison entre
éléments de Iso(QU) se réduit boréliennement à la relation d’isomorphisme
entre graphes dénombrables. On utilise ici la construction précédente pour
prouver que la réciproque est vraie.
Si G est un graphe dénombrable, d’ensemble de sommets V , on peut le munir
de la distance suivante :
∀v, v′ ∈ V d(v, v′) =
{
1 si (v, v′) ∈ G
2 sinon
.
Cette distance fait de G un espace métrique polonais dénombrable ; on voit
que deux graphes sont isomorphes si, et seulement si, les espaces métriques
correspondants sont isométriques.
Notons G = {F ∈ 2QU : F est isométrique à un graphe muni de cette distance }.
On vériﬁe facilement que G est borélien, et la relation d’isométrie entre élé-
ments de G est universelle pour les relations induites par une action boré-
lienne de S∞.
Supposons que G,G′ ∈ G soient isométriques, puis appelons G∞ = ∪Gi et
G′∞ = ∪G′i les espaces obtenus au cours de la construction précédente et
ϕ∞, ϕ
′
∞ les isométries correspondantes.
On vériﬁe que l’isométrie entreG etG′ s’étend en une isométrie ψ : G∞ → G′∞
telle que ψ ◦ ϕ∞ = ϕ′∞ ◦ ψ.
Puisque G∞ et G′∞ ont tous deux la propriété d’extension rationnelle, ils sont
isométriques à QU.
En utilisant le fait que QU a la propriété d’extension rationnelle, on peut
donc, en utilisant les mêmes méthodes que dans [GaKe], construire une ap-
plication borélienne Ψ: G → Iso(QU) telle que :
- tout G ∈ G est isométrique à Fix(Ψ(G)),
- Si G et G′ sont isométriques, alors Ψ(G) et Ψ(G′) sont conjuguées (dans
Iso(QU)).
(Cette construction, qui est directe mais assez fastidieuse, est détaillée dans
l’Appendice).
Réciproquement, supposons qu’il existe une isométrie ϕ ∈ Iso(U) telle que
ϕ◦Ψ(G) = Ψ(G′)◦ϕ ; ceci entraîne que ϕ(Fix(Ψ(G))) = Fix(Ψ(G′)), et donc
que G et G′ sont isométriques. On vient de démontrer le résultat suivant :
Théorème 15. La relation de conjugaison entre éléments de Iso(QU) est
bi-réductible boréliennement à la relation d’isomorphisme entre graphes dé-
nombrables.
En utilisant le fait que U est le complété de QU, on peut (puisque le prolon-
gement par continuité induit un morphisme continu entre les groupes d’iso-
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métries), utiliser la construction de la preuve du théorème 14 pour construire
une application borélienne Φ: G → Iso(U) telle que deux graphes G et G′
soient isomorphes si, et seulement si, Φ(G) et Φ(G′) sont conjuguées dans
Iso(U).
On a donc le résultat suivant :
Théorème 16. L’isomorphisme entre graphes dénombrables se réduit boré-
liennement à la relation de conjugaison entre éléments de Iso(U).
Remarque. Il est naturel de conjecturer, comme Gao et Kechris dans [GaKe],
que la relation de conjugaison entre éléments de Iso(U) est en fait universelle
pour les actions boréliennes de groupe polonais ; mais il ne semble pas que
les idées de la construction ci-dessus soient suﬃsantes pour le démontrer.
6. HOMOGÉNÉITÉ DANS L’ESPACE D’URYSOHN
Comme nous l’avons vu dans l’introduction, Urysohn se demande dans [Ur]
si l’on peut préciser les propriétés d’homogénéité de U ; dans ce chapitre, on
apporte une réponse à sa question, en démontrant en particulier le résultat
suivant :
Théorème 17. Un fermé F ⊂ U est compact si, et seulement si, Iso(U) agit
transitivement sur l’ensemble des copies isométriques de F contenues dans
U.
N ote : Comme expliqué à la ﬁn de l’introduction, j’ai appris après la rédac-
tion de cette thèse que E. Benami a également démontré ce résultat en 2005.
Nous avons déjà vu une implication, qui a été démontrée par Huhunaišvili en
1955 : siK est compact, alors Iso(U) agit transitivement sur l’ensemble de ses
copies isométriques contenues dans U. Pour établir la réciproque, on démontre
tout d’abord qu’on peut se restreindre au cas où E(F ) est séparable, i.e. F a la
propriété de colinéarité. Puis on construit, si X est un polonais non compact
avec la propriété de colinéarité, une copie isométrique de X contenue dans U
et qui ne peut être envoyée par une isométrie de U sur la copie obtenue en
appliquant la construction de Katětov.
6.1 Reformulation du problème
On va en fait démontrer le théorème suivant :
Théorème 18. Soit X un polonais. Les assertions suivantes sont équiva-
lentes :
(a) X est compact.
(b) Si X1, X2 ⊂ U sont isométriques à X, et ϕ : X1 → X2 est une isométrie,
alors il existe ϕ˜ ∈ Iso(U) qui étend ϕ.
(c) Si X1, X2 ⊂ U sont isométriques à X, alors il existe ϕ ∈ Iso(U) telle que
ϕ(X1) = X2.
(d) Si X1 ⊂ U est isométrique à X et f ∈ E(X1), alors il existe z ∈ U tel
que d(z, x) = f(x) pour tout x ∈ X1.
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On a déjà vu une preuve de (a)⇒ (b) ; (b)⇒ (c) est immédiat.
Pour montrer que (c) ⇒ (d), considérons un espace métrique X ayant la
propriété (c) et plongé dans U, et f ∈ E(X).
Remarquons que, puisqu’il existe une copie de X qui est g-plongée dans U,
et que toutes les copies isométriques de X s’envoient l’une sur l’autre par
une isométrie de U, chaque copie isométrique de X est g-plongée dans U.
L’espace métrique Xf = X ∪ {f} (muni de la distance induite par celle de
E(X)) se plonge isométriquement dans U, par conséquent il en existe une
copie isométrique Y = X ′ ∪ {z} ⊂ U où X ′ est une copie isométrique de X.
Appelons alors ϕ l’isométrie de X dans X ′ qui envoie chaque point x ∈ X sur
sa copie dans X ′ ; on a par déﬁnition d(z, ϕ(x)) = f(x). Prenons maintenant
une isométrie ψ de U qui envoie X ′ sur X ; alors d(ψ(z), ψ ◦ ϕ(x)) = f(x).
Par conséquent, si ρ est une isométrie de U qui étend (ψ ◦ ϕ)−1 on a, pour
tout x ∈ X :
d(ρ(ψ(z)), x) = d(ψ(z), ρ−1(x)) = d(ψ(z), ψ ◦ ϕ(x)) = d(z, ϕ(x)) = f(x).
Ainsi, ρ(ψ(z)) = z′ est tel que d(z′, x) = f(x) pour chaque x ∈ X, ce qui
montre que X a la propriété (d).
z
z′
ϕ
ψ
ρ ◦ ψ
ρ
X X ′
Construction de z′
Il ne reste plus qu’à démontrer que (d) ⇒ (a) ; cela s’avère être l’étape la
plus compliquée de la preuve.
Si X ⊂ U est fermé, déﬁnissons ΦX : U→ E(X) par ΦX(z)(x) = d(z, x).
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Alors ΦX est 1-lipschitzienne.
La propriété (d) du théorème 18 est équivalente à la surjectivité de ΦX1 pour
chaque copie isométrique X1 ⊂ U de X ; mais ΦX1(U) est nécessairement
séparable puisque U l’est. On voit donc qu’il est nécessaire que E(X) soit
séparable pour que X ait la propriété (d).
On a étudié au chapitre 1 la question de la séparabilité de E(X) ; les résultats
de ce chapitre entraînent que, si X est un polonais qui n’a pas la propriété
de colinéarité, alors X n’a pas la propriété (d).
6.2 Plongements dans U des espaces ayant la propriété de
colinéarité
Nous sommes maintenant prêts à achever la preuve du théorème 18 ; il nous
reste à étudier le cas des espaces polonais ayant la propriété de colinéarité.
Étant donné un tel espace X, nous souhaitons construire, si X n’est pas
compact, une copie isométrique X ′ ⊂ U de X telle que ΦX′(U) 6= E(X ′).
Il est alors naturel de chercher à construire une copie X ′ ⊂ U de X telle que
ΦX
′
(U) soit aussi petit que possible.
Pour cela, il nous faut encore une déﬁnition :
Si X est un espace métrique et ε > 0, disons que f ∈ E(X) est ε-saturée
s’il existe un compact K ⊂ X tel que, pour tout g ∈ E(X), g|K = f|K ⇒
d(f, g) ≤ ε.
Pour simpliﬁer l’écriture dans la suite, convenons qu’un tel compact K té-
moigne du fait que f est ε-saturée.
On dit alors que f est saturée si elle est ε-saturée pour tout ε > 0.
Géométriquement, on voit que les applications saturées sur un polonais X
sont nécessairement contenues dans ΦX(U) pour tout plongement de X dans
U (cela se vériﬁe facilement).
Un exemple simple d’application saturée est donné par toute application de
la forme z 7→ d(x, z), où x ∈ X (pour tout ε > 0 on peut prendre K = {x}).
L’exemple suivant est plus intéressant : soit X = N, et f ∈ E(N) telle que
f(0) = f(1) = 1/2.
Alors l’inégalité triangulaire implique que f(n+2) = n+3/2 pour tout n ∈ N,
ce qui prouve que f est saturée.
Remarquons que, si X est un polonais non compact, on construit facilement
des fonctions f ∈ E(X) qui ne sont pas saturées.
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0 1 n n+ 1 n+ 2
f
n/2
n/2 + 2
n/2
Un exemple de fonction saturée sur N :
f(n) et f(0) suﬃsent à déterminer f(m) pour tout m ≥ n.
Le théorème ci-dessous suﬃt donc à achever la preuve du théorème 18 :
Théorème 19. Soit X un espace avec la propriété de colinéarité.
Il existe une copie isométrique X ′ ⊂ U de X telle que pour tout z ∈ U
l’application x′ 7→ d(z, x′), vue comme un élément de E(X ′), soit saturée.
On utilise dans la preuve du théorème 19 quelques propriétés simples des
applications ǫ-saturées sur les espaces ayant la propriété de colinéarité, qui
sont regroupées dans le lemme technique suivant dans l’espoir de clariﬁer la
preuve du théorème 19 :
Lemme 6.1. Soit X un espace polonais ayant la propriété de colinéarité.
(1) Si ε > 0 et f ∈ E(X) n’est pas ε-saturée, alors il existe pour tout compact
K ⊂ X une fonction g ∈ E(X) telle que g|K = f|K et g(x) < f(x) − ε pour
un certain x ∈ X.
(2) Si f ∈ E(X) est saturée, alors pour tout ε > 0 il existe un compact
K ⊂ X tel que
∃M ∀x ∈ X d(x,K) ≥M ⇒ ∃z ∈ K f(z) + f(x) ≤ d(z, x) + ε.
(3) Soit (fn) ∈ E(X)N une suite de fonctions εn-saturées telles que :
- Pour tout n il existe un compact Kn qui témoigne du fait que fn est 2εn-
saturée, et tel que m ≥ n⇒ fm|Kn = fn|Kn .
- εn → 0.
- ∪Kn = X
Alors fn converge uniformément vers une fonction de Katětov saturée f .
Preuve du lemme 6.1.
(1) D’après la remarque qui suit la preuve du théorème 2, il existe un com-
pact L tel que d(k(f|L), f) ≤ ε2 ; on peut supposer que K ⊇ L.
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Puisque f n’est pas ε-saturée, il existe g ∈ E(X) telle que g|K = f|K et
d(g, f) > ε.
Il existe donc un point x tel que |f(x)− g(x)| > ε.
Par déﬁnition d’une extension de Katětov, on sait que
g ≤ k(f|K ) ≤ k(f|L) ≤ f + ε2 , et donc |f(x)− g(x)| > ε n’est possible que si
f(x)− g(x) > ε, autrement dit g(x) < f(x)− ε.
(2) Soient f , ε > 0 comme dans l’énoncé, et K un compact témoignant du
fait que f est ε
2
-saturée.
Choisissons x tel que d(x,K) ≥M = 2max{f(x) : x ∈ K}+ ε.
Supposons par l’absurde qu’on a f(x) + f(z) > d(z, x) + ε pour tout z ∈ K,
et déﬁnissons une fonction g sur K ∪ {x} par g|K = f|K et g(x) = f(x)− ε.
Alors on a, pour tout z ∈ K :
|g(x)− g(z)| = |f(x)− f(z)− ε| = f(x)− f(z)− ε ≤ f(x)− f(z) ≤ d(x, z).
De plus, pour tout z ∈ K on a g(x) + g(z) = f(x) + f(z)− ε > d(z, x).
Il est également clair que |g(z1) − g(z2)| = |f(z1) − f(z2)| ≤ d(z1, z2), et
d(z1, z2) ≤ f(z1) + f(z2) = g(z1) + g(z2) pour tous z1, z2 ∈ K.
Par conséquent, g est une fonction de Katětov, et son extension de Katětov
k(g) à Xp est telle que k(g)|K = f|K and d(f, k(g)) ≥ ε, ce qui contredit la
déﬁnition de K.
(3) Soient X, fn, εn et Kn comme dans l’énoncé du lemme.
La suite (fn) converge point par point vers une fonction de Katětov f ; nous
souhaitons montrer que la convergence est uniforme et (surtout !) que f est
saturée.
Pour cela, ﬁxons ε > 0 et choisissons N tel que 4εN ≤ ε.
Alors on sait, pour tout n ≥ N , que fn|KN = fN |KN , ce qui entraîne par
déﬁnition de KN que d(fn, fN) ≤ 2εN .
On obtient alors d(fn, fm) ≤ ε pour tout n,m ≥ N , ce qui montre que (fn)
est de Cauchy, donc la convergence est uniforme.
Pour prouver que f est saturée, ﬁxons de nouveau ε > 0 et trouvons n tel
que 2εn ≤ ε2 et d(fn, f) ≤ ε2 .
Alors toute fonction de Katětov g telle que g|Kn = f|Kn = fn|Kn doit vériﬁer
d(f, g) ≤ d(f, fn) + d(fn, g) ≤ ε . ♦
Preuve du théorème 19.
On utilise de nouveau une preuve inductive : après avoir posé X0 = X, on
construit par récurrence des espaces métriques Xi tels que Xi+1 ⊇ Xi, ∪Xi
soit ﬁniment injectif, et ∪Xi ait la propriété recherchée ; alors son complété
est isométrique à U, et vériﬁe l’énoncé du théorème.
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Pour simpliﬁer les déﬁnitions ci-dessous, notons, si Y ⊂ X sont deux espaces
métriques, E(X,Y, ω) l’ensemble des fonctions f ∈ E(X) ayant un support
contenu dans Y ∪ F , où F ⊂ X est ﬁni.
Par exemple, E(X,X, ω) = E(X), et E(X, ∅, ω) = E(X,ω). L’intérêt est
que, si E(Y ) est séparable, alors E(X,Y, ω) est encore séparable.
Posons maintenant X0 = X, et déﬁnissons
Xi+1 = {f ∈ E(Xi, X0, ω) : f|X0 est saturée } .
(Ceci a un sens puisque, comme dans les preuves précédentes, on peut sup-
poser, en utilisant l’application de Kuratowski, que Xi ⊂ Xi+1).
Notons Y le complété de ∪Xi ; Y est séparable, et il nous suﬃt de prouver
que Y est ﬁniment injectif pour terminer la preuve.
Pour cela, il suﬃt de prouver que ∪Xi est ﬁniment injectif :
Soient {x1, . . . , xn} ⊂ Xp (pour un p ≥ 0) et f ∈ E({x1, . . . , xn}).
Posons Z = X0 ∪ {x1, . . . , xn} ; on va construire une fonction g ∈ E(Z) pre-
nant les bonnes valeurs en x1, . . . , xn et dont la restriction à X0 est saturée :
une telle fonction correspond à un point de Xp+1 ayant les bonnes distances
à x1, . . . , xn.
Pour obtenir g, on utilise le lemme suivant :
Lemme 6.2. Soit f ′ ∈ E(Z) et ε > 0 tels que f ′(xi) = f(xi) pour tout i, et
f ′|X0
ne soit pas ε-saturée.
Alors, pour tout compact K0 ⊂ X0, il existe g ∈ E(Z) telle que
∀i = 1, . . . , n g(xi) = f(xi), g|K0 = f ′|K0 et ∃x ∈ X0\K0 g(x) ≤ f
′(x)−ε
2
. (∗)
Preuve du lemme 6.2
Pour simpliﬁer la notation, ﬁxons un point z0 ∈ K0.
Puisque f ′|X0
n’est pas ε-saturée, on peut trouver y1 ∈ X0 \K0 tel que
f ′(y1) + f
′(z) > d(y1, z) + ε pour chaque z ∈ K0.
En posantK1 = B(z0, 2d(z, y1)) on peut faire le même raisonnement pour ob-
tenir un point y2, et ainsi de suite. En itérant ce processus, on peut construire
une suite (yi) d’éléments de X0 telle que d(yi, z0)→ +∞, une suite croissante
de compacts (Ki) de X0 telle que ∪Ki = X0, yi ∈ Ki et
∀i ≥ 1 ∀z ∈ Ki−1 f ′(yi) + f ′(z) > d(yi, z) + ε .
Fait. Si on ne peut pas trouver de fonction g comme dans (∗), alors il existe
I tel que
∀i ≥ I ∃ki f ′(yi) + f(xki) < d(xki , yi) +
ε
2
. (∗∗)
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Preuve.
On raisonne par l’absurde.
Choisissons I tel que d(yI , z0) ≥ max{f ′(z) : z ∈ K0}+ ε2 , f ′(yi) ≥ f ′(z) pour
tout z ∈ K0 et tout i ≥ I, KI ⊇ B(z0, 2diam(K0)], et prenons i ≥ I tel que
f ′(yi) + f
′(xk) ≥ d(xk, yi) + ε2 pour chaque k = 1, . . . , n.
Considérons l’application g déﬁnie sur {xk}k=1,...,n ∪K0 ∪ {yi} par
g(yi) = f
′(yi)− ε2 , g(x) = f ′(x) ailleurs.
Par le choix de i, et puisque f ′(yi)+f ′(z) ≥ d(y, z)+ ε2 pour tout z ∈ K0∩X0,
on voit que g est une fonction de Katětov, et son extension de Katětov k(g)
à Z vériﬁe k(g)(xi) = f(xi), k(g)|K0 = f
′
|K0
et k(g)(yi) ≤ f ′(yi)− ε2 .
Ceci conclut la preuve du Fait.
Quitte à extraire, on peut supposer que ki = k pour tout i ≥ I.
Par déﬁnition de Xp, la restriction à X0 de l’application d(xk, .) est saturée,
donc le lemme 6.1 permet d’aﬃrmer qu’il existe J tel que
∀j > J ∃z ∈ KJ ∩X0 d(xk, z) + d(xk, yj) ≤ d(z, yj) + ε
4
.
En combinant ceci avec (∗∗), on obtient, pour tout j > max(I, J), qu’il existe
z ∈ KJ ⊂ Kj−1 tel que f ′(yj) + f(xk) + d(xk, z) ≤ d(z, yj) + ε2 + ε4 .
Ceci entraîne que f ′(yj)+ f ′(z) < d(z, yj)+ ε, et contredit la déﬁnition de la
suite (yi). ♦
On peut maintenant passer à la dernière étape de la preuve du théorème 19 :
Rappelons qu’on a {x1, . . . , xn} ⊂ Xp (p ≥ 0) et f ∈ E({x1, . . . , xn}),
Z = X0∪{x1, . . . , xn} et on souhaite obtenir g ∈ E(Z) telle que g(xi) = f(xi)
pour tout i, et g|X0 soit saturée.
Posons ε0 = inf{ε > 0: k(f)|X0 est ε − saturée} ; il nous faut étudier le cas
où ε0 > 0 .
Soit L0 un compact témoignant du fait que k(f)|X0 est 2ε0-saturée, et z0 ∈ L0 ;
il existe f1 ∈ E(Z) telle que f1|L0 = k(f)|L0 , f1(xi) = f(xi) pour i = 1, . . . , n
et z1 ∈ X0 \ L0 tel que f1(z1) ≤ min{k(f)(z) + d(z, z1) : z ∈ L0} − ε02 .
Posons maintenant ε1 = inf{ε > 0: f1|X0 est ε− saturée } :
si ε1 = 0 la preuve est ﬁnie ; si ce n’est pas le cas, on peut encore choisir un
compact L1 ⊇ B(z0, diam(L0) + d(z0, z1)) témoignant du fait que f1|X0 est
2ε1-saturée .
On obtient ainsi z2 6∈ L1 et f2 ∈ E(Z) tels que f2(xi) = f(xi) pour i =
1, . . . , n, f2|L1 = f1|L1 et f2(z2) ≤ min{f1(z) + d(z, z2) : z ∈ L1} −
ε1
2
.
On peut itérer cette construction, ce qui nous permet de construire une suite
(ﬁnie ou inﬁnie) de fonctions (fm) ∈ E(Z) qui a (entre autres) pour propriété
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que fm(xi) = f(xi) pour tout m et i = 1, . . . , n ; la construction s’achève en
temps ﬁni si, et seulement si, fm|X0 est saturée, auquel cas nous avons gagné.
Nous pouvons donc restreindre notre attention au cas où la suite est inﬁnie :
alors notre construction produit des fonctions de Katětov fm dont la restric-
tion à X0 est εm- saturée, une suite croissante et exhaustive de compacts
(Lm) de X0 témoignant du fait que (fm)|X0 est 2εm-saturée, et des points
zm ∈ (Lm \ Lm−1) tels que
fm(zm) ≤ min{fm−1(z) + d(z, zm) : z ∈ Lm−1 ∩X0} − εm−1
2
.
Si 0 est un point d’accumulation de (εm), on peut, quitte à extraire, appliquer
le lemme 6.1(3) et ainsi obtenir une fonction h ∈ E(Z) telle que h(xi) = f(xi)
pour tout i = 1, . . . , n et h|X0 est saturée.
Il ne reste donc qu’à étudier le cas où il existe α > 0 tel que εn ≥ 2α pour
tout n ; on démontre par l’absurde que cela ne peut pas arriver.
Puisque la suite (Lm) est exhaustive, (fn) converge point par point vers
h ∈ E(Z) telle que h(zm) = fm(zm) pour tout m.
Quitte à extraire, on peut supposer, puisque X a la propriété de colinéarité,
que pour tout m on a d(z0, zm) + d(zm, zm+1) ≤ d(z0, zm+1) + α2 .
On sait également que h(zm+1) ≤ h(zm) + d(zm, zm+1)− α.
Ces deux inégalités combinées impliquent que h(zm+1)−d(zm+1, z0) ≤ h(zm)−
d(zm, z0)− α2 .
Ceci est absurde, puisque si c’était vrai la suite (h(zm)−d(zm, z0)) serait non
bornée, alors qu’on a nécessairement h(zm)− d(zm, z0) ≥ −h(z0).
Ceci suﬃt à conclure la preuve du théorème 19. ♦
Remarque : Si l’on applique la construction précédente à X0 = (N, |.|), on
obtient un ensemble dénombrable {xn}n∈N ⊂ U tel que d(xn, xm) = |n−m|
pour tout (n,m) et
∀z ∈ U∀ε > 0∃n,m ∈ N d(xn, z) + d(z, xm) ≤ |n−m|+ ε.
En particulier, {xn} est une copie isométrique de N qui n’est contenue dans
aucune copie isométrique de R.
En rapport avec ce qu’on a vu précédemment concernant les points ﬁxes des
isométries, on peut se demander s’il existe une isométrie ϕ ∈ Iso(U) dont
l’ensemble des points ﬁxes soit exactement la copie de N construite ci-dessus.
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L’espace d’Urysohn, "vu depuis" la copie de N construite dans la preuve du théorème 19 .
0 1 2 3 4 5 n n+ 1 n+ 2
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7. CLASSIFICATION ISOMÉTRIQUE DES ESPACES DE
BANACH SÉPARABLES
On a mentionné à plusieurs reprises dans cette thèse le calcul, par Gao et
Kechris, de la complexité de la relation d’isométrie entre espace polonais.
A la ﬁn de [GaKe], on peut trouver une liste de problèmes ouverts, parmi
lesquels ﬁgure le calcul de la complexité de la relation d’isométrie entre es-
paces de Banach séparables.
Dans ce chapitre, on va utiliser des méthodes similaires à celles de [GaKe],
ainsi que des résultats de Mayer-Wolf [Ma] et Holmes [Hol], pour démontrer
que la relation d’isométrie linéaire entre espaces de Banach séparables réduit
la relation d’isométrie entre polonais.
La réciproque est une conséquence directe du théorème de Banach-Mazur se-
lon lequel toute isométrie entre espaces de Banach est nécessairement aﬃne.
7.1 Plongements de U dans des espaces de Banach
Dans [Hol], Randall Holmes a étudié les plongements isométriques de U dans
des espaces de Banach (prolongeant ainsi les travaux de Sierpinski dans [Si]).
Avant d’exposer ses résultats, on a besoin de rappeler une déﬁnition : si
(X, d, e) est un espace métrique pointé, on déﬁnit Lip0(X, d, e) comme l’es-
pace des fonctions lipschitziennes sur X, telles que f(e) = 0.
On déﬁnit une norme sur Lip0(X, d, e) par la formule
||f || = inf{k ∈ R : f est k − lipschitzienne }
Remarquons que, si l’on choisit un autre point-base e′ ; alors Lip0(X, d, e)
et Lip0(X, d, e′) sont isométriques, via l’application f 7→ f − f(e′). Dans la
suite, quand il n’y a pas de confusion possible, on ne mentionnera pas d, e
et on écrira simplement Lip0(X).
Comme dans [We], on désigne par [Lip0(X)]1 la boule unité (fermée) de
Lip0(X).
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En utilisant l’injectivité ﬁnie de U, et en étudiant les plongements isomé-
triques de U dans C([0, 1]), Holmes est parvenu au résultat suivant, qui sera
utilisé sans démonstration (la preuve est trop longue pour l’exposer ici ; le
lecteur intéressé la trouvera dans [Hol]).
Théorème (H). (Holmes)
Si U est plongé isométriquement dans un Banach B, et 0 ∈ U, alors on a,
pour tous x1, . . . , xn ∈ U et tous λ1, . . . , λn ∈ R :
||
n∑
i=1
λixi|| = sup
{∣∣ n∑
i=1
λif(xi)
∣∣ : f ∈ [Lip0({x1, . . . , xn} ∪ {0})]1} .
Une conséquence de ce théorème est que, dès que U est plongé isométrique-
ment dans un Banach B et 0 ∈ U, les points de U diﬀérents de 0 forment
une famille libre.
En eﬀet, soit
∑
λixi une combinaison linéaire ﬁnie d’éléments non nuls de U
deux à deux distincts.
On peut trouver ε > 0 tel que 2ε < min{d(xi, xj) : i 6= j}.
Alors, on peut déﬁnir un élément f de [Lip0({x1, . . . , xn} ∪ {0})]1 par
f(0) = 0, f(xi) =
ελi
|λi| .
On a alors
∑
λif(xi) ≥ ε
∑ |λi|, ce qui montre que ||∑λixi|| 6= 0 dès qu’un
des λi est non nul.
Le théorème (H) a une conséquence remarquable :
Corollaire. Supposons que 0 ∈ X ⊂ B, 0 ∈ X ′ ⊂ B′, où B,B′ sont des
Banach, X,X ′ sont isométriques à U, et B (resp B′) est l’enveloppe linéaire
fermée de X (resp. X ′).
Alors toute isométrie de X sur X ′ s’étend en une isométrie aﬃne de B.
Preuve. Pour le voir, remarquons que, si ϕ : X → X ′ est une isométrie telle
que ϕ(0) = 0, alors la formule dans le théorème (H) montre que ϕ s’étend
en une isométrie linéaire Φ: B → B′ déﬁnie par Φ(∑λixi) =∑λiϕ(xi) (et
en prolongeant par uniforme continuité).
Si jamais ϕ(0) = x′ 6= 0, alors ϕ−x′ est une isométrie de X sur X ′−x′, et X,
X ′−x′ sont deux copies isométriques de U, qui contiennent 0, et engendrent
respectivement B,B′.
Par conséquent, ϕ− x′ s’étend en une isométrie linéaire de B sur B′, ce qui
revient à dire que ϕ s’étend en une isométrie aﬃne de B sur B′. ♦
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En particulier, il n’existe, à isométrie (linéaire, si on veut) près, qu’un seul
espace de Banach engendré par U ; dans la suite, on désigne cet espace par
< U >. Il est alors naturel de s’attendre à ce que < U > joue pour la classi-
ﬁcation des espaces de Banach un rôle analogue à celui que U joue pour la
classiﬁcation des espaces polonais. C’est l’idée que l’on va développer dans
la suite de ce chapitre.
Pour l’instant, on peut déjà remarquer qu’un résultat de Godefroy-Kalton
permet d’apporter une réponse à une question posée dans [Hol] (qui est aussi
la question n˚ 997 de [We]). Après avoir remarqué que tout Banach séparable
se plonge isométriquement dans < U > (puisque, comme tout polonais, il se
plonge dans U !), Holmes pose la question suivante :
Est-ce que tout Banach séparable se plonge linéairement isométriquement
dans < U > ?
Or, dans [GoKa], Godefroy et Kalton ont prouvé que, si B,B′ sont deux
Banach séparables tels que B se plonge isométriquement dans B′, alors B se
plonge linéairement isométriquement dans B′. On voit donc que tout Banach
séparable est linéairement isométrique à un sous-espace fermé de < U >.
La question posée plus haut admet donc une réponse positive ; il est d’ailleurs
intéressant de noter que la construction de Godefroy et Kalton est basée sur
la théorie des espaces Lipschitz-libres (qui sont déﬁnis dans la prochaine sec-
tion), et que ces espaces sont également utiles pour le calcul de la complexité
de la relation d’isométrie entre Banach séparables, pour des raisons tout à
fait diﬀérentes. On explicite dans la section suivante le lien entre < U > et
les espaces Lipschitz-libres, mais il y a certainement plus à dire à ce sujet.
Remarque.On vériﬁe (cf [Ke1]) que B = {F ∈ F(< U >) : F est un sous-ev }
est borélien ; on considère B comme l’ensemble des espaces de Banach sépa-
rables. Pour nos constructions, il est intéressant de remarquer (cf. l’Appen-
dice) que l’application qui à F ∈ F(U) associe l’enveloppe linéaire fermée de
F dans F(< U >) est borélienne (quand F(U) et F(< U >) sont munis de
la structure borélienne d’Eﬀros).
7.2 Espaces libres
Dans cette section, on présente, de façon très succincte, les déﬁnitions et ré-
sultats sur les espaces Lipschitz-libres qui sont utiles ici ; on suit le chapitre
2 de [We]. Le lecteur intéressé par cette théorie est invité à consulter [We]
ainsi que [GoKa].
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Si (X, d) est un espace métrique, on dit que m : X → R est une molécule si
m est nulle en dehors d’un ensemble ﬁni, et
∑
x∈X m(x) = 0.
Pour p, q ∈ X, on déﬁnit la molécule mpq par la formule mpq = χ{p} − χ{q},
où χX désigne la fonction caractéristique de l’ensemble X.
Remarquons que toute molécule s’écrit (éventuellement de plusieurs façons
diﬀérentes) comme une combinaison linéaire de mpq.
On déﬁnit maintenant, pour toute molécule m,
||m|| = inf{
n∑
i=1
|ai|d(pi, qi) : m =
n∑
i=1
aimpiqi} .
Par déﬁnition, ||.|| est une semi-norme sur l’espace des molécules ; on appelle
espace libre sur X, et on note F (X), le complété de l’espace des molécules
modulo les vecteurs nuls (on va voir qu’en réalité il n’y a pas de vecteurs nuls).
Le résultat fondamental de la théorie des espaces libres est le suivant :
Pour tout espace métrique X, F (X)∗ est isométrique à Lip0(X).
L’isométrie naturelle T : F (X)∗ → Lip0(X) est donnée par la formule :
∀φ ∈ F (X)∗ ∀x ∈ X (Tφ)(x) = φ(mxe).
(Rappelons que, si e 6= e′ ∈ X, alors Lip0(X, d, e) et Lip0(X, d, e′) sont
isométriques).
L’inverse S de T est déﬁni par la formule
(Sf)(m) =
∑
x∈X
f(x)m(x) .
Cette identiﬁcation de F (X)∗ à Lip0(X), associée au théorème de Hahn-
Banach, montre que, pour toute molécule m, on a
||m|| = sup{
∑
x∈X
f(x)m(x) : f ∈ [Lip0(X)]1} .
Ceci permet de prouver que ||.|| est en fait une norme sur l’espace des molé-
cules (c’est la même démonstration que celle de l’indépendance des éléments
non nuls de U), et que ||mxy|| = d(x, y) pour tout x, y ∈ X.
Par conséquent, si e est un point quelconque de X, l’application x 7→ mxe est
un plongement isométrique de X dans F (X), telle que l’enveloppe linéaire
fermée de l’image de X est égale à F (X) tout entier.
Cette identiﬁcation, associée à la formule permettant de calculer ||∑ aixi||
quand les xi sont des éléments de U (plongé dans < U > et contenant 0),
permet de préciser le lien entre < U > et la théorie des espaces libres.
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Théorème. (Holmes) Supposons que U soit plongé dans un Banach B, et
contienne 0.
Alors, pour tout P ⊂ U qui contient 0, l’enveloppe linéaire fermée de P (dans
B) est isométrique à l’espace libre sur P .
En particulier, < U > n’est autre que l’espace libre sur U.
Remarque : Tout ceci permet de considérer l’opération qui à un polonais X
associe l’espace libre sur X comme une application borélienne entre boréliens
standards ; c’est une façon d’obtenir l’uniformité qui est nécessaire pour la
preuve de la section 7.3.
Dès que deux espaces sont dilatés l’un de l’autre, il est facile de voir que
les espaces libres engendrés sont isométriques ; la réciproque est fausse en gé-
néral, mais vraie dans suﬃsamment de cas particuliers pour être très utile ici.
Suivons Weaver et disons qu’un polonais P est concave si, pour tous p 6= q ∈
P , la molécule mpq
d(p,q)
est un point extrémal dans la boule unité de F (X)∗∗
(pour le plongement canonique de F (X) dans son bidual).
L’intérêt, pour nous, de cette déﬁnition, provient du résultat suivant (démon-
tré par Mayer-Wolf dans [Ma]) :
Si P et P ′ sont concaves, et les espaces libres sur P et P ′ sont isométriques,
alors il existe une dilatation de P sur P ′.
Et nous connaissons beaucoup d’espaces concaves : en eﬀet, on peut montrer
que, si (P, d) est un polonais, alors (P,
√
d) est concave (cf. [We]).
De façon intuitive, en remplaçant d par
√
d (qui est encore une distance,
par concavité de x 7→ √x, dont on voit aisément qu’elle déﬁnit une distance
complète sur X compatible avec sa topologie), on a "uniformément éliminé"
les cas d’égalité dans l’inégalité triangulaire, et cela permet de maîtriser les
isométries de l’espace libre sur P .
On peut donner une interprétation physique (cf [We]) de cette opération :
si (X, d) est une variété riemannienne complète connexe, alors
√
d(x, y) cor-
respond, à une constante multiplicative près, au temps que met un mobile
ponctuel pour aller de x à y, avec une accélération constante, en étant im-
mobile à l’état initial.
Ce qui est très utile pour nos constructions est que, si (P, d) et (P ′, d′) sont
deux polonais, alors (P, d) et (P ′, d′) sont isométriques si, et seulement si,
(P,
√
d) et (P ′,
√
d′) le sont ; on peut donc réduire l’isométrie entre polonais
à l’isométrie entre polonais concaves.
Comme celle de Holmes, avec laquelle elle a d’ailleurs plusieurs points com-
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muns, la preuve du résultat de Mayer-Wolf, même dans le cas particulier de
(X,
√
d), est trop longue pour être présentée ici.
La raison pour laquelle Weaver emploie le mot "concave" se trouve dans la
question suivante, posée dans [We] :
SoitK une partie compacte d’un espace euclidien qui rencontre chaque droite
en au plus deux points. Est-ce que K est concave au sens de Weaver ?
7.3 Calcul de la complexité
Le théorème précédent donne une idée sur la façon d’associer à un polonais
P de diamètre ﬁni un espace de Banach Φ(P ), de telle sorte que, si P et
P ′ ont même diamètre, et Φ(P ) et Φ(P ′) sont isométriques, alors P et P ′ le
soient également.
En d’autres termes, cela nous fournit un outil pour construire une réduction
de la relation d’isométrie entre polonais de diamètre 1 (par exemple) à la
relation d’isométrie entre espaces de Banach séparables.
Pour voir plus facilement que la construction est borélienne, on introduit une
nouvelle façon de coder les polonais.
Suivons Vershik [Ve1] et Clemens [Cl] et déﬁnissons l’espace des codes d’es-
paces polonais comme l’ensembleM des éléments d = (di,j) de Rω×ω tels que :
(1) ∀i, j di,j ≥ 0;
(2) ∀i di,i = 0;
(3) ∀i, j di,j = dj,i;
(4) ∀i, j, k di,k ≤ di,j + dj,k.
A un code d = (di,j), on fait correspondre le polonais (P, d) qui est le com-
plété de N muni de la distance d(i, j) = di,j (après avoir quotienté par la
relation (i ∼ j) ⇔ (di,j = 0), ce qui permet de coder également les espaces
métriques ﬁnis ; dans la suite, on peut considérer pour simpliﬁer qu’on ne
considère que des codes tels que di,j 6= 0 pour tout i 6= j).
L’ensemble M ainsi déﬁni est fermé dans Rω×ω (muni de la topologie pro-
duit) ; muni de la topologie induite, c’est donc un espace polonais.
On vériﬁe facilement que la relation d’isométrie entre codes ⋍ci est analy-
tique.
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Les raisonnements de [GaKe] et [Cl] permettent de vériﬁer que ⋍di et la re-
lation ⋍Ui d’isométrie entre fermés de U se réduisent boréliennement l’une à
l’autre ; selon le cas, l’une ou l’autre est plus facile à utiliser, c’est pourquoi
on a introduit l’ensemble M.
Remarquons que, si (X, dX) et (Y, dY ) sont deux espaces métriques, alors
(X, dX) et (Y, dY ) sont isométriques si, et seulement si, (X,
dX
1+dX
) et (Y, dY
1+dY
)
le sont.
De plus, l’opération "d 7→ d
1+d
" est continue dans les codes : on voit donc
que l’isométrie entre polonais se réduit à l’isométrie entre polonais bornés, et
que l’isométrie entre polonais de diamètre inﬁni se réduit à l’isométrie entre
polonais de diamètre (exactement) 1.
Il n’est pas non plus diﬃcile d’associer continûment (dans les codes) un es-
pace polonais Φ(X) non borné à un polonais borné X, de façon à ce que
Φ(X) et Φ(Y ) soient isométriques si, et seulement si, X et Y le sont.
Par conséquent, la relation d’isométrie entre polonais se réduit à la relation
d’isométrie entre polonais de diamètre (exactement) 1, donc cette dernière
est universelle pour les relations induites par une action borélienne de groupe
polonais.
Remarque : Les considérations précédentes sont à peu près évidentes ; l’in-
térêt pour nos constructions vient du fait que ﬁxer le diamètre des polonais
considérés permet de "transformer" les dilatations en isométries, ce qui sim-
pliﬁe considérablement la rédaction de la preuve ci-dessous.
Grâce à l’injectivité ﬁnie de U, on peut associer boréliennement à tout code
de polonais d un fermé Θ(d) ⊂ U isométrique au polonais codé par d, de
telle façon que
d ⋍ci d
′ ⇔ Θ(d) ⋍i Θ(d) .
(La construction de cette application est détaillée dans l’Appendice).
De plus, les résultats de Gao et Kechris [GaKe] permettent de montrer qu’on
peut supposer que Θ est en fait telle que d ⋍ci d
′ ⇔ Θ(d) ⋍Ui Θ(d) .
(L’idée est qu’on peut utiliser la construction de Katětov pour associer boré-
liennement à chaque F ∈ F(U) un fermé F ′ isométrique à F , et plongé dans
U comme la copie de F obtenue en appliquant la construction de Katětov).
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On peut donc construire une application borélienne Φ0, déﬁnie sur l’ensemble
des codes de polonais de diamètre (exactement) 1, et à valeurs dans F(U),
telle que :
- Si d code un polonais (P, d), alors Φ0(d) contient 0, et est isométrique à
(P,
√
d).
- Si d ⋍ci d
′ alors Φ0(d) ⋍Ui Φ0(d
′).
Déﬁnissons ensuite Φ(d) comme l’enveloppe linéaire fermée de Φ0(d) dans
< U > ; Φ: M→ F(< U >) est borélienne.
Le résultat de Mayer-Wolf évoqué plus haut permet de montrer que :
Théorème 20. Étant donnés d, d′ codant deux polonais P , P ′ de diamètre
(exactement) 1, les assertions suivantes sont équivalentes :
(1) P et P ′ sont isométriques.
(2) Φ(d) et Φ(d′) sont isométriques .
(3) Il existe une isométrie linéaire de < U > qui envoie Φ(d) sur Φ(d′).
Preuve :
(2) ⇒ (1) est une conséquence directe du résultat de Mayer-Wolf cité ci-
dessus. En eﬀet, si Φ(d) ⋍i Φ(d), alors Φ0(d) et Φ0(d′) sont isométriques
(puisqu’ils sont concaves, et de même diamètre) ; la déﬁnition de Φ0 entraîne
alors que (P,
√
d) et (P ′,
√
d′) sont isométriques, et donc que P et P ′ le sont
également.
(3) ⇒ (2) est trivial, et (1) ⇒ (3) est une conséquence du fait qu’une iso-
métrie de U envoyant Φ0(d) sur Φ0(d′) s’étend en une isométrie aﬃne ψ de
< U > qui envoie l’enveloppe linéaire de Φ0(d) sur celle de Φ0(d′).
Par conséquent, il existe une isométrie aﬃne de U qui envoie Φ(d) sur Φ(d′),
ce qui entraîne qu’il existe en fait une isométrie linéaire qui envoie Φ(d) sur
Φ(d′). La fonction Φ déﬁnit donc une réduction de la relation d’isométrie
entre polonais de diamètre (exactement) 1 à la relation d’isométrie linéaire
entre espaces de Banach séparables. ♦
Corollaire 21. La relation d’isométrie entre espaces de Banach séparables
est bi-réductible boréliennement à la relation universelle pour les relations
induites par une action borélienne d’un groupes polonais.
On peut remarquer que la démonstration ci-dessus permet également de mon-
trer que l’action (par translation à gauche) du groupe d’isométries linéaires
de < U > sur l’ensemble des sous-espaces fermés de < U > (qui est un
borélien standard) est également bi-réductible boréliennement à la relation
universelle pour les relations induites par une action de groupe polonais.
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Aﬁn d’être aussi complet que possible, on développe ici certains arguments
de nature descriptive qu’il ne semblait pas utile de faire ﬁgurer en détail
dans le corps de la thèse. La plupart de ces arguments sont basés sur des
manipulations simples, mais un peu fastidieuses, de la structure borélienne
d’Eﬀros.
Celle-ci tire son intérêt (où, si l’on veut, sa déﬁnition) du fait qu’il existe des
sélecteurs boréliens, i.e. des applications boréliennes f : F(X) → X telles
que f(F ) ∈ F pour tout fermé F de X. En fait, on a même le résultat
fondamental suivant, cf. [Ke1] :
Théorème. (Kuratowski-Ryll-Nardzewski) Il existe une suite de fonctions
boréliennes dn : F(X) → X telles que, pour tout fermé non vide F de X,
{dn(F )} est dense dans F .
On utilisera l’existence de sélecteurs boréliens pour donner des preuves com-
plètes des résultats du chapitre 7 ; pour l’instant, on détaille la démonstration
du fait qu’on peut construire une réduction borélienne de la relation d’iso-
morphisme entre graphes dénombrables à la relation de conjugaison entre
isométries de QU.
Démonstration détaillée du théorème 14.
Il s’agit simplement de "coder" convenablement la démonstration (dont on
reprend les notations). Commençons par rappeler que M désigne l’espace
des codes de polonais.
Puisque nous travaillons ici avec des espaces métriques dénombrables, consi-
dérons cette fois chaque d ∈ M comme codant un certain métrique dénom-
brable (N, muni de la distance induite par d, que l’on note simplement dans
la suite (N,d)). Pour simpliﬁer la rédaction dans la suite, on ne considère que
des codes d tels que d(i, j) 6= 0 pour tout i 6= j, et on note MQU l’ensemble
des codes tels que l’espace associé est isométrique à QU ; la caractérisation
de QU par la propriété d’extension rationnelle permet de vériﬁer simplement
que MQU est un borélien de M.
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Rappelons qu’on peut munir tout graphe dénombrable G, d’ensemble de som-
mets N, de la distance d déﬁnie par
d(i, j) = 0 si i = j, d(i, j) = 1 si (i, j) ∈ G, et d(i, j) = 2 sinon.
Alors, (G, d) et (G′, d′) sont isométriques si, et seulement si, G et G′ sont
isomorphes.
Appelons G l’espace des codes de graphes dénombrables, i.e le sous-ensemble
(borélien) de M constitué par les éléments qui codent un espace métrique
isomorphe à un graphe muni de cette distance.
La démonstration se décompose en trois étapes :
Tout d’abord, on code la construction des espaces Xi en utilisant des ma-
trices de distance : partant d’un code d ∈ G, on obtient d′ qui code QU, et
dans lequel on sait "reconnaître" les points des diﬀérents Xi.
Ensuite, on construit un outil pour passer de l’espace des codes à QU ; pour
cela, on déﬁnit une application Ψ: MQU → (QU)N telle que
(i) d 7→ Ψ(d) est borélienne ;
(ii)Ψ(d) est une isométrie de (N,d) sur QU.
On conclut en utilisant ce codage pour déﬁnir une isométrie ϕ(d) ∈ Iso(QU)
de façon que l’application d 7→ ϕ(d) induise une réduction borélienne de
l’isomorphisme entre graphes dénombrables à la relation de conjugaison entre
isométries de QU.
Pour mener à bien le premier pas de la preuve, on commence par ﬁxer une
bijection < ., ., . > : N × N × Z → N, de réciproque (τ0, τ1, τ2), ainsi qu’une
bijection σ = (σ0, σ1) : N→ N× Z.
On se donne également une énumération de
E = {((i1, . . . , in); (q1, . . . , qn)) : n ≥ 1, ∀j ij ∈ N et qj ∈ Q}.
On note par exemple E = {αm}m∈N.
Soit d ∈ G (l’espace des "codes de graphes dénombrables") ; on commence
par "recopier" l’espace X0 codé par d dans d′, en posant
∀i, j ∈ N d′(< 0, σ0(i), σ1(i) >,< 0, σ0(j), σ1(j) >) = d(i, j) .
Ensuite, on "remplit d′ niveau par niveau" : on commence par coder X1, puis
X2, etc.
Pour cela, supposons que p ∈ N est tel que d′(< k, i, l >,< k′, i′, l′ >) soit
déﬁni pour tous k, k′ ≤ p, tous i, i′ ∈ N, et tous j, j′ ∈ Z, et que toutes les
applications d 7→ d′(< k, i, l >,< k′, i′, l′ >) soient boréliennes (c’est claire-
ment le cas au rang p = 0) ; autrement dit, on a déﬁni d′ sur une sous-partie
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de N de telle façon que l’espace associé soit Xp, et on veut maintenant coder
Xp+1.
Pour cela, on va indiquer comment déﬁnir d′(< k, i, l >,< k′, i′, l′ >) pour
tous k, k′ ≤ p+ 1, i, i′ ∈ N, et j, j′ ∈ Z. Cette procédure suﬃra à déﬁnir d′.
Pour déﬁnir Xp+1, on utilise toutes les fonctions de E(Xp, ω,Q), une fois
chacune ; l’énumération de l’espace E nous permet de faire cela de façon bo-
rélienne.
Si α = ((i1, . . . , in); (q1, . . . , qn)) ∈ E, et τ0(ij) ≤ p pour tout p, on note
α ∈ E({i1, . . . , in},d′)
si α induit une fonction de Katětov sur {< τ0(ij), τ1(ij), τ2(ij) >}1≤j≤n muni
de la distance induite par d′.
On voit alors que, pour tout α = ((i1, . . . , in); (q1, . . . , qn)) ∈ E, la relation
R(d, α)⇔ ∀j ≤ n τ0(ij) ≤ p et ij 7→ qj ∈ E({i1, . . . , in},d′)
est borélienne en d.
Par conséquent, d 7→ n0(d) = min{m : R(d, αm)} est borélienne. On note
αn0(d) = ((i1, . . . , in); (q1, . . . qn)), et on pose maintenant, pour tout k ≤ p :
d
′(< p+1, 0, 0 >,< k, i, j >) = min
r=1,...,n
{qr+d′(< ψ0(ir), ψ1(ir), ψ2(ir) >,< k, i, j >)} .
On déﬁnit aussi, pour tout k ≤ p,
d
′(< p+ 1, 0, l >,< k, i, j >) = d′(< p+ 1, 0, 0 >,< k, i, j − l >) .
Enﬁn, on déﬁnit d′(< p+ 1, 0, l >,< p+ 1, 0, l′ >) comme étant égal à
min
k≤p,i∈N,j∈Z
{d′(< p+ 1, 0, l >,< k, i, j >) + d′(< p+ 1, 0, l′ >,< k, i, j >)} .
Ceci permet d’étendre la déﬁnition de d′ à({< k, i, j > : k ≤ p, i ∈ N, j ∈ Z} ∪ {< p + 1, 0, l > : l ∈ Z})2, et chacune
des applications coordonnée qu’on a déﬁnies est borélienne.
Pour ﬁnir la construction, supposons que l’on a déﬁni d′ sur({< k, i, j > : k ≤ p, i ∈ N, j ∈ Z}∪ {< p+1, i, l > : i ≤ I, l ∈ Z})2, et que
à chaque étape on a une fonction borélienne d 7→ α(i)(d) qui "marque" quel
point de E on a déjà pris en compte pour prolonger d′ ( autrement dit, on a
déjà rajouté les orbites correspondant aux fonctions de Katětov codées par
αn0(d), . . . , αnI(d)). On note Tp(d, α, β) pour signiﬁer que α, β ∈ E ne codent
pas la même fonction sur Xp (autrement dit, sur l’ensemble des < k, j, l >
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avec k ≤ p, j ∈ N et l ∈ Z, muni de la distance induite par d′).
On pose alors nI+1(d) = min{n ∈ N : R(d, α) et ∀i ≤ I Tp(d, α, αni(d))} .
Cette fonction est borélienne, et on utilise comme ci-dessus αnI+1(d) pour
étendre la déﬁnition de d′ à({< k, i, l > : k ≤ p, i ∈ N, l ∈ Z} ∪ {< p+ 1, i, l > : i ≤ I + 1, l ∈ Z})2 .
Si on pose d′ = Φ(d), ce procédé suﬃt à garantir que Φ: G → M est boré-
lienne.
Chacun des "niveaux" {< k, j, l > : k ≤ p, j ∈ N, l ∈ Z} ainsi déﬁnis
code l’espace Xp de la preuve du théorème 14, en particulier on voit que
Φ(d) ∈MQU.
Fixons maintenant une énumération de QU = {qn}n∈N. On veut trouver
une application Ψ qui permette de "transférer" notre construction dans QU,
comme expliqué au début de cette preuve.
Pour cela, on utilise la méthode de va-et-vient : aux rangs pairs, on envoie
isométriquement les points de (N,d) dans QU, et aux rangs impairs on s’as-
sure que tous les points de QU sont bien obtenus comme image d’un certain
n ∈ N.
Commençons par poser n0(d) = 0 pour tout d ∈ MQU, et Ψ(d)(0) = q0.
Supposons maintenant avoir construit k applications boréliennes d 7→ ni(d)
(i = 0, . . . , k − 1) telles que ni(d) 6= nj(d) pour tout i 6= j ≤ k − 1, et que
Ψ(d) soit déﬁnie en n0(d), . . . , nk−1(d), de telle façon que d 7→ Ψ(d)(ni(d))
soit borélienne pour tout i ∈ [0, k − 1].
Pour déﬁnir nk(d) et Ψ(d)(nk(d)), on distingue selon la parité de k.
Si k + 1 est impair, on commence par poser
p = min{j : ∀k′ ≤ k − 1 Ψ(d)(nk′(d)) 6= qj}
(Autrement dit, on cherche le plus petit p tel que qp n’a pas encore été atteint
par Ψ(d)). Ensuite, on pose
nk(d) = min{n : ∀k′ ≤ k − 1 d(n, nk′(d)) = d(qp,Ψ(d)(nk′(d))} ,
et on déﬁnit Ψ(d)(nk(d)) = qp.
Si k + 1 est pair, on pose cette fois
nk(d) = min{n : ∀k′ ≤ k − 1 n 6= nk′(d)} , puis
p = min{j : ∀k′ ≤ k − 1 d(Ψ(d)(nk′(d)), qj) = d(nk′(d), nk(d))} .
Enﬁn, on pose Ψ(d)(nk(d)) = qp.
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Cela permet de déﬁnir Ψ(d) sur N tout entier, de façon à ce que les applica-
tions d 7→ Ψ(d)(nk(d)) soient boréliennes pour tout k ∈ N.
Par conséquent, puisque d 7→ nk(d) est borélienne pour tout k ∈ N, on voit
que pour tout n ∈ N les applications d 7→ Ψ(d)(n) sont boréliennes, autre-
ment dit, que l’application d 7→ Ψ(d) est borélienne (de MQU dans QUN).
Par construction, Ψ(d) induit bien une isométrie de (N,d) sur QU.
Finalement, il ne reste plus qu’à déﬁnir l’isométrie ϕ(d) associée à un code
d ∈ G : le codage est fait pour que cela soit simple, il suﬃt en eﬀet de poser
(ϕ(d)(q) = q′) si, et seulement si,

q = Ψ ◦ Φ(d)(< 0, i, j >) et q′ = q,
ou
∃k > 0 q = Ψ ◦ Φ(d)(< k, i, j >) et q′ = Ψ ◦ Φ(d)(< k, i, j + 1 >)) .
Il est clair que l’application d 7→ ϕ(d) est borélienne, et code bien l’isométrie
de la preuve du théorème 14 . ♦
Preuve que F 7→ Vect(F ) est une application borélienne de F(B)
dans F(B) pour tout Banach séparable B.
Fixons une suite de fonctions boréliennes dn : F(B) → B telles que dn(F )
est dense dans F pour tout fermé F non vide de B.
Soit U un ouvert de B ; alors l’enveloppe linéaire fermée de F rencontre
U si, et seulement si, l’enveloppe linéaire de {dn(F )}n∈N rencontre U. Par
conséquent, on voit que
(
Vect(F ) ∩ U 6= ∅)⇔ (∃n∃q1, . . . , qn ∈ Q∃k1, . . . , kn ∈ N n∑
i=1
qidki(F ) ∈ U
)
(Le fait de pouvoir trouver q1, . . . , qn ∈ Q comme ci-dessus est une consé-
quence directe de la continuité de l’addition).
La partie de droite de l’équivalence est borélienne puisque les fonctions dn le
sont, par conséquent {F ∈ F(B) : Vect(F ) ∩ U 6= ∅} est borélien .
En particulier, on voit que, si U est plongé dans F (U) comme au chapitre 7,
alors, puisque F(U) est borélien dans F(F (U)), l’application F 7→ Vect(F )
est borélienne de F(U) dans F(F (U)). ♦
Construction de l’application Θ du chapitre 7.
Rappelons que nous souhaitons construire une application borélienne Θ, dé-
ﬁnie sur l’ensemble M des codes de polonais et à valeurs dans F(U), telle
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que pour tout code d Θ(d) soit isométrique au polonais codé par d. Pour
simpliﬁer, on ne considère encore que des codes d tels que d(i, j) 6= 0 pour
tout i 6= j.
Si n ≥ 0 et d ∈ M, notons En(d) l’espace métrique {1, . . . , n}, muni de la
distance induite par d.
Alors, on construit par récurrence une suite de fonctions boréliennes fn : M→
U telles que {f0(d), . . . , fn(d)}, muni de la distance de U, soit isométrique
à En(d), l’isométrie étant réalisée par l’application fi(d) 7→ i. On peut alors
poser
Θ(d) = {fn(d)} ,
et il est clair que Θ est borélienne, et Θ(d) est isométrique au polonais codé
par d.
On commence par poser f0(d) = 0 (rappelons que 0 ∈ U ; pour l’instant,
il n’y a aucune condition à vériﬁer, donc on peut décider que tous les Θ(d)
contiennent 0).
Supposons maintenant avoir construit f0, . . . , fn ; pour construire fn+1, l’idée
naturelle serait de considérer l’application
Ψn : d 7→ {z ∈ U : ∀i ≤ n d(z, fn(d)) = d(n, n+ 1)} ∈ F(U) ,
puis de prouver que cette application est borélienne. Ensuite, si s est un sé-
lecteur pour F(U), il ne resterait plus qu’à poser fn+1 = s ◦Ψn.
Le problème est que, si Ψ1 est bien borélienne (cela se vériﬁe facilement, en
utilisant le fait que U est localement connexe), on (en tout cas, l’auteur) ne
voit pas bien pourquoi Ψn serait borélienne en général. Cela nous contraint
à utiliser un argument d’approximation. Pour le formaliser, introduisons une
notation : pour tout n ≥ 1, on appelle An l’ensemble des
(
(x1, . . . xn);M ; ε
)
tels que :
(a) xi ∈ U ;
(b) M ∈ R(n+1)2 , M(i, j) = M(j, i), M(i, j) = d(xi, xj) si i, j ≤ n, et
xi 7→M(n+ 1, i) ∈ E({x1, . . . , xn}) ;
(c) ε > 0.
Alors, le lemme suivant, dont la démonstration est immédiate, nous fournit
un outil suﬃsant pour développer l’argument d’approximation.
Lemme. Pour tout n ≥ 1, An est un borélien de Un × R(n+1)2 × R, et
l’application : An → F(U) déﬁnie par
((x1, . . . , xn);M ; ε) ∈ An 7→ {z ∈ U : ∀i ≤ n |d(z, xi)−M(n+ 1, i)| ≤ ε}
est borélienne.
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Pour construire fn+1 (f0, . . . , fn étant déjà construites), on utilise alors la
même idée que pour montrer que tout espace complet ayant la propriété
d’extension approximative a la propriété d’extension ﬁnie : on peut en eﬀet
utiliser le lemme pour construire par récurrence une suite d’applications bo-
réliennes gi : M→ U telles que
(i) ∀d ∀i ∈ N ∀k ∈ [0, n] |d(gi(d), fk(d))− d(n+ 1, k)| ≤ 1
2i
;
(ii) ∀d ∀i ∈ N d(gi(d), gi+1(d)) ≤ 1
2i−1
.
Pour obtenir g0, il suﬃt de remarquer que l’application deM dans An déﬁnie
par
d 7→ ((f0(d), . . . , fn(d));d|{0≤i,j≤n+1} ; 1)
est borélienne, et à valeurs dans An+1 ; le lemme, ainsi que l’existence de
sélecteurs pour F(U), permettent alors de construire g0.
Supposons maintenant avoir construit g0, . . . , gi ; pour 0 ≤ k, l ≤ n + 2 déﬁ-
nissons Mk,l(d) par
Mk,l(d) = d(k, l) si k, l ≤ n;
Mk,n+1(d) = d(fk(d), gi(d)) si k ≤ n;
Mk,n+2(d) = Mn+2,k(d) = d(k, n+ 1) si k ≤ n;
Mn+1,n+2(d) = sup{|d(gi(d), fk(d))− d(n+ 1, k)| : 0 ≤ k ≤ n};
Mn+1,n+1(d) = Mn+2,n+2(d) = 0.
Il est clair que d 7→M(d) = (Mi,j(d))0≤i,j≤n+2 est borélienne, par conséquent
d 7→ ((f0(d), . . . , fn(d), gi(d));M(d); 1
2i+1
)
est borélienne.
Les distances codées dans M(d) permettent d’assurer les conditions (i) et
(ii) ci-dessus ; par conséquent, le lemme et l’existence de sélecteurs boréliens
permettent d’obtenir gi+1(d) qui satisfait à ces conditions.
Ceci suﬃt à déﬁnir la suite (gi(d)), qui est de Cauchy dans U par construc-
tion, et il ne nous reste plus qu’à poser fn+1(d) = lim
i→+∞
gi(d) .
♦
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