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This dissertation consists of two chapters.
Chapter 1 Volatility estimates under the risk neutral density have become a much revisited
topic of interest in recent years. The density proves itself a powerful tool for sentiment
analysis, since its moments provide insights about expectations in price trends. A standard
procedure for its extraction utilizes artificial volatility predictions to form a dense enough
grid for approximating a complete probability distribution. This paper proposes two common
machine learning technique variations to produce implied volatility predictions when data
is very scarce. First, a model using regularization through a variation of a generalized
LASSO path combined with signal processing called `1 trend filtering. Second, a model
averaging strategy by creating an ensemble model from weak predictors from past literature
via random forests. These models suggest good interpolating capabilites under stringent
conditions, hence serving as a good complement to other methodologies preferred for more
abundant data sets.
Chapter 2 Synthetic control is an important tool in the set of methodologies for estimating
treatment effects. It is, however, dependent on the assumption of trend stationarity. In
order to relax the assumption, this paper proposes an alternative approach based on modern
v
techniques for automatic forecasting which learn the trend and seasonality components from
the treated unit and correct them using candidate controls in the same spirit as synthetic
control when candidate controls are cointegrated. Monte Carlo simulations show that this
method is more robust than synthetic control in the presence of non-stationary cointegrated
series, and able to identify treatment effects in a variety of forms. An empirical application
reexamines the work of Abadie and Gardeazabal (2003) demonstrating the method’s ability
to replicate their results.
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Chapter 1
Machine Learning Based Implied
Volatility Interpolation for Small
Data Sets
1.1 Introduction
Since its inception the Black and Scholes (1973) and Merton (1973) valuation formula has
been a subject of much scrutiny and use in financial literature. A valuation model for options
in which almost all parts are observable and can be easily described with a parsimonious
model carries with it the promise of detangling at least part of the information available in
the market. Hence, under no-arbitrage conditions this formula can reveal preferences and
attitudes towards securities. However, it is in the unobservable parameter, the volatility
parameter, in which complications arise. The unobservable volatility parameter reflects
the conditional standard deviation of stock price. When this parameter is found through
numerical inversion on the formula and its available terms it shows itself to be a variable
rather than a constant. This numerical inversion leads to values properly named as “implied
1
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volatility” and they are instrumental to fully take advantage of a valuation model. Moreover,
the implied volatility is ultimately a function of other components, namely the strike prices
and time to expiration, meaning that its values can define a surface over such axes.
As a use of particular interest, Breeden and Litzenberger (1978) find that the state
price density (SPD) can be inferred from options prices through a function of the second
derivative of the price of a call option in terms of strike prices. The state price density reflects
the Arrow-Debreu prices under a continuum of states and acts as a stochastic discount
factor for the price of an option. Thus, the density’s moments reflect expectations of the
market about the underlying security prices. Since the relationship between the implied
volatility and strike prices is not known, this means that analytical forms of the derivatives
of the option price respect to strike prices are not available. Numerical approximations
of the second derivative are available if prices for options across several very close strike
prices for different times to expiration, while meeting no-arbitrage conditions which is an
unlikely event. However, if the functional form of the implied volatility with respect to strike
prices is known or approximated, a dense grid of artificial option prices can be generated
to extract the SPD numerically. There are three requirements that are important for the
functional approximation of implied volatility in this case : having an interpolation strategy
that can generalize properly for the underlying population of option prices, a sufficiently
smooth approximation that can be useful for differentiation, and that either the scope of
the approximation is wide enough to generate tail observations in the density, or that an
accompanying extrapolation strategy is available to generate extreme approximations. Thus,
the numerical procedure implies two steps, the first being an interpolation of the implied
volatilities for obtaining a numerically differentiable shape, and an extrapolation step which
can follow the method of the interpolation step or can be performed after having recovered
part of the distribution.
The interpolation step can be viewed as a prediction problem. Econometric and numeric
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analysis literature offers a vast landscape of methods for generating predicted values for
implied volatility over dense grids of strike prices and times to expiration. The 1990s saw
an increase of method proposals as the databases for option prices became more available
through the Berkeley Options Database and computing power cheapened. Jackwerth (2004)
compiles a list of the more salient methods both parametric and non parametric. The classi-
cal methodology relies on three different type of interpolation strategies: kernel estimations,
maximum entropy and curve fitting. The uses for each of these methods depend on the
purpose. Parametric curve fitting methods and maximum entropy methods involve distri-
butional assumptions and are capable of inference. One can break down specific marginal
effects of moneyness and time to expiration for implied volatility. A few algorithms of note
are the use of quadratic polynomials fitted through OLS for time to expiration cross-sections
(Shimko (1993)), quadratic fit across deltas (Malz (1997)), Rockinger and Jondeau (2002)
apply maximum entropy with normal, t and generalized error distribution priors. In addition,
Dumas et al. (1998) show that simple high order polynomial regressions work as reasonable
smooth interpolation strategies. Additionally, kernel density based estimators are appropri-
ate since interpolation occurs over only two dimensions. Aı̈t-Sahalia and Lo (1998) use basic
Nadaraya-Watson estimates, Bondarenko (2003) uses convolutional kernels, Yatchew and
Hardle (2006) use non-parametric least squares through option prices. In addition, machine
learning techniques have recently become part of the essential econometric toolkit for pre-
diction problems and hence have been used for this problem. In particular, one may mention
Ludwig (2015) using multilayer perceptron based artificial neural networks. Each particular
technique meets different requirements. Parametric fitting methodologies create availability
for statistical testing and are fast converging, allowing for smooth fitting with small data
sets. They carry with them the disadvantage of possibly being misspecified and rely on a
number of different assumptions which might not always be reasonable. On the other hand,
nonparametric methods are easy to generalize and require little in terms of assumptions,
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they can also be generalizable through techniques like cross validation. They are, however
slow converging and thus they are mostly recommendable when one deals with dense data
sets. This is not a problem when the researcher wants to look at implied volatilities over
several days.
The methods proposed in this work address the very specific problem of needing flexi-
ble forms for interpolation when dealing with small data sets. It might be the case that a
researcher or risk manager wants to know the implied volatility surface on a single day for
a security that offers only a limited number of contracts which might match non-arbitrage
conditions. For example, a suspicion of a regime change in the middle of a week might mean
that the implied volatility surface in the time before the change and the one after differ
greatly, being unrecognizable if data is aggregated for access to flexible fitting methodology.
Based on the above paragraph a parametric curve fitting method or a numerical interpolation
method might be within reach. Nonetheless, problems with either misspecification or over-
fitting might lead to fits that are not representative of the underlying population of option
prices. Two methods are presented as alternatives to existing methodology in this case. It
should be noted that neither makes inference available, and that neither is recommendable
under large data sets over existing methodology, even if they can yield reasonable results.
The first one is implemented in Crespo and Huang (2018) is `1- trend filtering, the technique
allows for using small datasets with the caveat that at least seven observations per tenor are
available. It provides flexible functional forms fitted via piecewise polynomials and is able
to use cross-validation to be generalizable. Since it uses piecewise polynomials, the surface
is by definition smooth. However, daily data for certain securities will not meet the data
requirements and will make the technique unavailable. Hence, for smaller datasets, a second
alternative is proposed. Given that OLS based methods are available for smaller datasets,
and since some specifications (particularly of high polynomial orders) overfit and some others
underfit, it is not unreasonable to use these as basis for a model averaging solution. Random
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Forests (Ho (1995)) are popular ensemble methods within machine learning practicioners for
reducing the variance of their components while being designed for bias reduction. Hence, a
prescribed random forest ensemble based on “weak” OLS methods is proposed as an averag-
ing methodology in which the models within the ensemble correct each others’ weaknesses.
However, since random forests still depend on misspecified models, there is a limit on their
ability of reducing bias associated to its components. Hence, while the proposed random
forest can theoretically outperform its components in terms of goodness of fit and variance,
it is not preferrable to more flexible methodologies when data sets allow for them. Neither
methodology is capable of inference since `1- trend filtering is a numeric procedure and the
complexity of random forests disallow for simple interpretation. Yet, since inferential results
from small data sets should be taken with care and skepticism regardless of the method this
is not a caveat that per se negates the usefulness of the proposed methodologies.
In order to evaluate the performance of both interpolating methodologies two types of
scenarios are used. In the first scenario, a smooth implied volatility surface is simulated
with challenging shapes, and then different levels of noise are added; the models are then
fit and compared against specific benchmarks and are judged on the basis of goodness of
fit compared to the smooth surface. These goodness of fit measures provide a metric of
performance in a two-fold way; they are able to detect both overfitting since the metrics are
evaluated with respect to the smooth surface, and they serve as a proxy for smoothness since
the simulation uses a smooth function. In the second scenario, fitting evaluation is performed
on real data sets in the classical machine learning sense by using multiple divisions of the
dataset (training/testing) to assess out-of-sample performance. The underlying securities are
picked from the S&P 500 index and are selected from different levels of market capitalization.
This scenario simply shows plausibility of use and generalizability on real market data at
unknown levels of noise when taking into account daily contracts.
The results for both exercises show that `1 trend filtering and random forests tend to
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show either accuracy increases or similar accuracy in terms of interpolation from their respec-
tive competing models consistently. Hence, this makes them reasonable alternatives to use
under small data set conditions. Moreover, the exercises show that `1 trend filtering shows
greater accuracy than random forests, unless the level of noise is high. This shows the bias
reduction implicit in non-parametric models is still effective and bypasses the weaknesses of
misspecification that the signals for random forests contain. The random forest model shows
remarkable robustness against noise, albeit it is still comprised of weak signals, leading to
bias reduction not being as powerful as any non-parametric model would show. Both models
are relatively simple to apply.
The chapter is organized as follows. Section 1.2 presents the theory and importance
of implied volatility as well as an explanation of random forests and `1- trend filtering as
regression techniques. Section 1.3 presents the Monte Carlo design and the results from
simulations. Section 1.4 summarizes the results of empirical work and examines its results.
Section 1.5 concludes.
1.2 Theory and estimation strategies
1.2.1 Implied volatility and option prices
In arbitrage-free markets, the price of an option is ultimately given by the expected dis-
counted to present payoff under a risk neutral density as per Ross (1976) and Cox and Ross
(1976). Ergo, for a European call option, the price C(.) is given by:




where r is the risk free rate, K is the strike price, τ is the expiration, q̃ is the state price
density under a risk neutral measure Q, and s marks the dynamics of spot prices.
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The density q̃ represents the state price density which defines the PDF of the distributions
describing the prices of Arrow-Debreu securities under a continuum of states. The moments
of this density are useful as they reflect market sentiment about the prices of the underlying
security. Recall that options are contracts which are made taking into account expectations
about the future of a spot price. Furthermore, Breeden and Litzenberger (1978) demonstrate
that the state price density can be derived analytically as:
q̃ = exp (rτ)
∂2
∂K2
C (K, τ, S, r, δ)
where S is the spot price, and δ is the dividend yield. One can note that if the proper
functional form of C (K, τ, S, r, δ) is known, then as long as the function is smooth and
twice differentiable over K, then the problem is solved easily. Moreover, if one could have
enough observations of call option prices over enough strikes, the state price density could
be numerically approximated as described by Malz (2014):
q̃ ≈ exp (rτ) 1
∆2
[C (K + ∆, τ, S, r, δ) + C (K −∆, τ, S, r, δ)− 2C (K, τ, S, r, δ)]
where ∆ represents small changes in K.
However, pricing the call option is not particularly simple, nor do we usually have market
information dense enough over strike levels to generate a rich enough grid to approximate
q̃ numerically. While the Black and Scholes (1973) and Merton (1973) formula proposes a
solution using observable variables:
C (K, τ, S, r, δ, σ) = exp (−rτ) [FΦ (d1)−KΦ (d2)]













F = S × exp {(r − δ) τ}
where Φ (.) represents the cdf of the standard normal distribution.
Noting that the information available in observable data includes all variables, including
the call price, but not the parameter σ, it is possible to obtain values of it by inverting the
function in the equation. The value of σ obtained by inverting the equation is then known as
“implied volatility.” However, rather than a parameter, this value varies for distinct values of
K and τ denoting what is known as the “volatility smile.” However, Shimko (1993) proposes
to use σ as a measurement of divergence between the market data and the Black and Scholes
(1973) and Merton (1973) valuation model. Hence, a far more precise valuation function can
be written as the “practitioner’s Black Scholes” in the following fashion:











where m represents a measure of “moneyness.”
By noting that we can obtain values of σ (m, τ) from inverting the Black-Scholes formu-
lation and that m and τ are clearly available from market data, one can generate predicted
values of σ for various levels of m and τ . A dense enough implied volatility surface would
allow for the numerical approximation extraction to be feasible. While the Black Scholes
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and Merton model is used as a tool, this procedure does not necessarily assume its canonical
form. Hence, any method that can generate sufficiently accurate predictions for σ (m, τ) can
be used, with no particular theoretical reasons to choose one method over another.
On a daily basis, quality arbitrage-free observations of options are scarce and noisy.
The severity of the scarcity depends on the security and the methods that provide the best
interpolation capabilities in more abundant or aggregated schemes might be ill-suited for par-
ticularly severe cases. Additionally, while linear models are able to generate predicted values
from small data sets, the specification problem makes them prone to both oversmoothing and
overfitting (for large enough polynomial expressions). Yet, these models can be leveraged as
signals which after being combined and averaged to alleviate their variance generate a dense
enough implied volatility surface. Moreover, if the case of scarcity is severe but not overly so,
with at least seven observations per tenor some non-linear methodologies can be applied and
validated. This does however, not imply that the proposed methods are preferable in any
other setting. The fact that estimation dimensions are low (moneyness and tenor) implies
that several classic non-parametric techniques are more adequately suited for interpolation
when data are either aggregated or more available.
1.2.2 `1 trend filtering
Trend filtering is a nonparametric estimation technique proposed by Kim et al. (2009).
Tibshirani et al. (2014) applies it to curve fitting with piecewise polynomials and explores it
in several contexts. The algorithm is a penalized least squares criterion, albeit with the `2
term being multiplied by an identity design matrix. This setting is often called the “signal
approximation” case in generalized LASSO problems. This setup interprets the value of
dependent variable to be a realization of an underlying signal with disturbances. Let’s start
by assuming that we have a n × 1 vector σ ∈ Rn of observations which are related to the
CHAPTER 1. ML BASED IV INTERPOLATION 10
input points m1,m2,...,mn ∈ R by a real function g:
σi = g (mi) + ηi for i = 1, 2, · · · , n,
where ηi are independent errors. It is important to note that we have then a single predictor
variable mi in this case. With the inputs sorted in ascending order (m1 < m2 < · · · < mn),
they can be thought of as “positions” of the signal. Kim et al. (2009)’s method is as follows,
for some trend filtering order t ≥ 0, the estimate ĝ of g (mi) can be found by solving the











where λ ≥ 0 is the regularization hyperparameter.








this recursive definition follows that:
D(1) =

−1 1 0 · · · 0 0







This last matrix is simply the (n− t− 1)× (n− t) version of a first difference matrix. Thus
D(m,1) is the matrix of discrete first derivatives. Raising the order of t raises the order
of the discrete derivative. Consider for example the case of equally spaced inputs, then
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mt+i −mi = t thus:
D(m,2) =

1 −2 1 0 · · · 0 0
0 1 −2 1 · · · 0 0
0 0 1 −2 0
...

which is just the difference of differences matrix. Hence, the penalization happens on the
t+1th derivative of g. This means that the penalty goes on changes on the tth derivative and
therefore the structure of the resulting estimates should approximate the form of a tth-order
polynomial.
Tibshirani et al. (2014) refers to the surviving entries on D(m,t+1)ĝ as “knots,” and uses
this nomenclature when making empirical comparisons with smoothing splines. However,
unlike smoothing splines, the `1 penalization selects the knots adaptively. Since only some
knots are selected by the estimation procedure, one can get precise fits with fewer degrees of
freedom than in the smoothing spline case. Furthermore, Tibshirani et al. (2014) provides
empirical evidence that the adaptiveness of trend filtering leads to increased performance in





[ĝi − g (mi)]2
Hence, trend filtering is a good candidate as a for nonparametric regression as long as
there is only one independent variable. However, since σ (m, τ) depends on two parame-
ters, the method is applied for implied volatility interpolation by following the “stringwise”
estimation suggested by Shimko (1993), but do so nonparametrically rather than fitting a
quadratic function. This is done for each cross-section defined by values of the tenor, i.e. we
obtain estimates for σ (m|τ). It is important to mention that unlike kernel estimators, when
groups of data are far from each other, trend filtering will adapt the fits within each group
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instead of oversmoothing when λ is chosen appropriately. Selection of λ is critical, since if it
were to be overly small, overfitting problems would arise from underregularization; i.e., too
many knots would be selected. Similarly, if λ is too large, overregularization leads to too
few knots being picked and, resulting in oversmoothing.
While the discussion on the selection of an appropriate tuning parameter for LASSO
applications is extensive, the application in Crespo and Huang (2018) focuses on finding
an appropriate value for λ in an automatic fashion and comparable per string such that
estimates do not result in overfitting. The first step involves using five-fold cross validation.
This step invariably sets the required number of observations per tenor to be bounded below
by seven. As described by Kohavi (1995), increasing the number of folds reduces bias but
increases variance. Many studies using cross validation use either five or ten folds as a
compromise for this tradeoff. To perform five-fold cross validation the data is divided into
5 roughly equal parts, and for each one fit the model with λ for the other 4 parts. For






where ĝ−kλ indicates the estimates of ĝ ignoring the kth fold. This process yields the cross-












The value of λ which minimizes (1.1) is the five-fold cross validation choice for the tuning
parameter. However, since the objective of the LASSO is to select the true model simply
using cross-validation generally means that not enough regularization has been performed.
As proposed by Breiman et al. (1984), an alternative automatic rule consists in selecting the
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most parsimonious model which yields an error not higher than one standard deviation away
from the minimal cross validation error. Let λ̂ be the solution to the cross-validation error
minimization problem. Then the one standard error rule searches for a value λ such that:








ceases to be true at some value λ̃. Hence, we move λ in the direction of regularization



















With the regularization hyperparameter chosen via this automatic method, there is still
need for choosing an adequate order t for the criterion function. Given the prior literature,
particularly Malz (2014), cubic splines have shown to be particularly stable. Being aware
of possible overfitting due to adaptative selection of knots, t = 3 is picked to fit piecewise
cubic polynomials. The choice allows for smooth, flexible forms that are twice differentiable,
allowing the estimates to be used for SPD extraction.
1.2.3 Random Forests
A random forest as proposed by Ho (1995) is an ensemble estimation technique. Ergo, a
technique that uses a set of “weak” prediction models to generate higher accuracy by means
of using averaging or resampling to compensate for the lackings of each individual model. In
the case of random forests, the algorithm uses decision trees as described by Breiman et al.
(1984). Decision trees divide the values of of independent variables into regions and take the
average of the dependent variables at each one as the prediction. The regions are selected so
that they minimize some loss function (for regression, the average squared prediction error
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is a typical choice). The number of regions or “branches” is a selectable hyperparameter.
Let us consider L regions R1, ..., RL , and K weak model predictions of it as “independent
variables” σ̃1, . . . , σ̃K , so for dependent variable σ, the prediction vector (̂σ) a decision tree




αlI (σ̃ ∈ Rl)







which is simply the arithmetic mean of the observed dependent variable for values of σ̃i in
region l.
In the application in this chapter, the criterion of the sum of squares the form
∑
(σi − ŷi)2
is minimized. For a binary split, this could be further expanded as looking for the solution













s.t. R1 (k, s) = {σ̃|σ̃k < s} and R2 (k, s) = {σ̃|σ̃k ≥ s}
Growing the tree is a result of continuing to perform bivariate splits in the resulting
regions. This simple regression methodology does not provide highly accurate results. If the
number of branches selected is too high the model will overfit. If the number is too low, the
model will oversmooth. The lack of flexibility and high variance make decision trees a weak
choice for prediction. However, random forests are able to diminish variance and allow for
far more precise results by using groups of these decision trees. A random forest is a group
of trees from bootstrapped samples and random splits of the independent variables, they are
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grown to a certain number of regions and then prediction by averaging the predictions of
each region. Hence, decision trees that overfit will be corrected in averaging by those which
oversmooth.
Hyperparameter selection is important for random forests. The model is affected by the
number of trees selected, the depth of each tree, the number of signals picked for every
tree as independent variables and the sample size selected for each tree. In the case of this
work, the hyperparameters are left to be comprised of a thousand trees, as deep as the data
allows each tree to be and with two signals picked at a time. The reason for this selection
is predicated on the fact that the random forest is only working with three signals. Instead
of selecting all three signals per tree, selecting two allows the extra randomness to reduce
variance further. In terms of the number of trees, this hyperparameter only increases the
accuracy of the ensemble model as it grows. While this is an arbitrary large number of trees,
there is little drawback in its magnitude.
1.3 Monte Carlo experiments
1.3.1 Simulation design strategy
In order to create a convincing Monte Carlo experiment, it is necessary to design a sufficiently
convincing implied volatility surface to assess the prediction accuracy of each model. A
noiseless simulated implied volatility surface needs to have the L and U shapes around
moneyness to be sufficiently challenging. The setting for the simulation in this work follows
closely the one in Crespo and Huang (2018):
Using the notation from the theory section, a noiseless implied volatility surface has the
following specification:
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σ = β0 + β1m+ β2m
2 + β3τ + β4τ
2 + β5mτ + β6m
3 + β7m
4 (1.2)
with a parameter vector:
β =
[
0.4 −0.6 0.28 −0.2 0.02 0.17 0.015 −0.026
]′
The specification above generates the surface shown in Figure 1.1 . In order to generate a
realistic implied volatility surface, two noise elements are added to the surface, a symmetric
noise element and a skewed noise element. The symmetric element is simply added to (1.2),
so that our simulated surface is :
σ̇ = σ + η
where η
i.i.d.∼ N (0, ν), and ν is a constant.
The skewed error is added such that the noise is increased with the values of m:
log (σ̇) = log (σ) + η
where η
independent∼ N (0, ν (m)), and ν (m) = a+ b|m|.
The reason for generating a skewed error is consistent with true market behavior in which
variability of in asks and bids for contracts is increasing at higher levels of moneyness.
The generation of moneyness m, depends on generating strikes K and forward prices F .
Forward prices depend on the spot price S, the dividend yield δ and the risk free rate r. The
values for spot prices and dividend yield are taken from the mean values for closing prices
for S&P 500 daily for the period of December 17, 2013 to December 29, 2017 and for the
dividend yield for the same period. The risk free rate is the mean 1 month treasury bond
rate. These values are made explicit in Table 1.1.
As far as the strikes are concerned the Chicago Board of Options Exchange (CBOE)
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limits S&P 500 options to a 5 point band around the spot price. Which means that for each
individual contract:
K = S + ζ
ζ
i.i.d.∼ Uniform [−500, 500]












In order to assess the multiple circumstances and cases under which the methods are
evaluated, three different sets of observation numbers and values of ν are compared. For the
assessment trend filtering by itself, the number of values generated per tenor are 7, 12, 50
and 70 with ν such that:
ν ∈ {0.005, 0.010, 0.015}
for the symmetric error noisy surface. For the skewed error surface a = 0.04, and
b ∈ {0.2, 0.25, 0.30}
To assess random forests by themselves, the number of observations generated per tenor
is sampled uniformly from integers from 3 to 7. Thus creating small datasets for estimation
that would justify the use of parametric methodology. Three hundred different symmetric
noise volatility surfaces are created for each level of ν such that:
ν ∈ {0.005, 0.010, 0.015, · · · , 0.2}
which gives 40 different levels of noise for evaluation. For the skewed error, a = 0.04 and
CHAPTER 1. ML BASED IV INTERPOLATION 18
b ∈ {0.10, 0.12, 0.14, · · · , 0.50}
In order to make fair comparisons only among the two methods under the smallest
datasets in which they are both feasible, sets of seven, eight, nine and ten observations
per tenor are created for the symmetric noise surface such that ν is:
ν ∈ {0.005, 0.006, · · · , 0.015}
and for the skewed noise surface a = 0.04 and:
b ∈ {0.10, 0.12, · · · , 0.30}
1.3.2 Signal components and benchmarks
To compare both methods in their relative usefulness, it is necessary to use different bench-
marks for their specific limitations. Trend filtering is a non-linear method and has a larger
data set requirement than the formulation of random forests used in this chapter. Hence, it
needs to be benchmarked against other non-linear methods and against flexible stringwise
parametric methods. The methods selected for this comparison for trend filtering are vari-
ations of Aı̈t-Sahalia and Lo (1998) and Aıt-Sahalia and Duarte (2003) strategies through
local linear kernel estimators with different methods of selection for bandwidth parameters,
and the Shimko (1993) specification.
Misspecification is a difficult parametric problem, as some models are prone to underfit
the data and others to overfit it. Hence, it makes sense to consider parametric models
as ”weak” predictors. However, one can use the predictions of these models as signals to
feed to an ensemble model which will correct for under and overfitting tendencies among
different specifications via averaging. By their own nature and description, random forests
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are a plausible strategy to use. The challenge then relies on picking weak predictors that
are already vastly used that could inform the random forest model, and also use them as
benchmarks. The three signals chosen for this task in this chapter are a Shimko (1993)
model, a fourth order polynomial version of the Shimko estimator and an ad-hoc model
(AHG), all of which have predictions arising from specific uses of OLS.
Much attention has been given to Aı̈t-Sahalia and Lo (1998) estimation strategy via the
Nadaraya-Watson estimator. Particularly popular extensions include the use of the local
linear estimator with different smoothing parameters included in Aıt-Sahalia and Duarte










where the estimate of a is a consistent estimator for g (m) and the estimate of b a consistent
estimator of g(1) (m), the gradient vector of g (m), and K (·) is a kernel function with h as
its respective bandwidth parameter.
While this strategy yields estimates that are very flexible to functional form and have
desirable statistical properties regarding inference, they have a major flaw for practition-
ers. The number of observations must be large to achieve convergence, this problem is
compounded when having mutliple dimensions. The number of quotes per tenor obtained
from usable real data in the market seldom meet this requirement. As such, the researchers
working with these methods could decide to use large bandwidths in their estimation and
risk oversmoothing, losing the gains from the flexibility kernel estimators have as a main
feature. Alternatively, and a far more common practice is to augment their data via aggre-
gation. Hence the quotes obtained are no longer from a single day, but from a set of days.
However effective using the latter option might be, the object of this chapter is to study
specifically small data sets. The estimator is vulnerable to failing to identify regime shifts in
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aggregated data. Regardless, the flexibility and robustness of this approach makes the local
linear estimator a good comparison paradigm for trend filtering in the realm of nonpara-
metric estimation. As far as implementation goes, the choices of smoothing parameters for
this exercise are obtained from least squares cross validation procedure and using the AICc
criterion.
The Shimko model takes advantage of the fact that τ levels divides the implied volatility
surface σ (m, τ) in clean cross-sections σ (m|τ), the estimation methodology simply runs a
second degree polynomial regression of m on σ at every level of τ :
σ = α0 + α1m+ α2m
2
This is a relatively tough benchmark to beat since the cross-sections allow it to be rela-
tively flexible. However, it is not hard to imagine that since options data is noisy and sparse
some of the predictions will end up fitting poorly. A solution for this is simply to expand
the polynomial degree to four:




Ad-hoc models are common specifications for implied volatility, that albeit not as flexible
as the Shimko variations, Dumas et al. (1998) show them as tough benchmarks. These
formulations have even been shown to beat more modern stochastic approaches like Heston
(1993). In this work, rather than conditioning on levels of τ , the specification follows what
is used in Ludwig (2015):
σ = α0 + α1m+ α2m
2 + α3τ + α4τ
2 + α5mτ
Since the noiseless surface is generated from the linear specification in (1.2), a benchmark
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with an OLS model matching that specification is added. Taking advantage of the fact that
the specification is known, then this proves the most difficult benchmark for the proposed
models. While the small number of available observations is problematic for any model, this
particular model carries a serious advantage in terms of expected goodness of fit.
Each of the linear approaches contributes different signals about the overall shape of the
true implied volatility surface. The reason for including a four degree polynomial alongside a
two degree polynomial and a generalized shape relies on it capturing subtleties about the form
which the other two models cannot. This however means, subjecting the model to include
disturbances into its prediction and failing to necessarily generalize well. Hence, a random
forest can use the degree 2 polynomial and the ad-hoc model to correct the overfitting coming
from the degree four polynomial. In addition, in order to verify that the model averaging
does not underperform a simpler model, each of these signals is chosen as a benchmark on
its own accord for the random forest. The non-parametric models are flexible and highly
accurate on larger datasets. Hence, a balance between the two degree, four degree and the
local linear methods provide good benchmarks for comparison for trend-filtering as it is used
to be a non-parametric method working with realtively small data sets.
1.3.3 Monte Carlo evaluation metrics
Two classic measures of goodness of fit are used for evaluation for each simulation run
of the Monte Carlo, root mean squared error (RMSE) and mean average percentage error
(MAPE). Both measure a distance between the predicted value of a model σ̂model and the
noiseless surface generated with the same values of moneyness and time to expiration σ. For

















Using the noiseless surface, rather than σ̇ as our true value for comparison, allows the
simulation to penalize overfitting and oversmoothing in both measures of goodness of fit.
Moreover since the noiseles surface is perfectly smooth, the measures also proxy as smooth-
ness indicators.
1.3.4 Monte Carlo results with symmetric error
The prediction error for the Monte Carlo runs for analyzing the goodness of fit of `1 trend
filtering is examined by creating two large groups according to number of observations. In
the first group the simulation runs that have 7 and 12 observations per tenor. These simu-
late daily data frequencies, 7 observations are the minimum needed to apply five-fold cross
validation. Then, aggregated data is simulated by creating runs with 50 and 70 observations
per tenor. The aggregated data is simulated to have a notion of how reasonable `1 trend
filtering is as a methodology when data sets are not severely scarce. Table 1.2, Table 1.3,
Table 1.4, Table 1.5, Table 1.6, and Table 1.7 encompass the results of the Monte Carlo.1
Figure 1.2 and Figure 1.3 present the mean values for the distribution of the Monte Carlo
simulations graphically. Each simulation setting was run three hundred times.
From the RMSE quartiles at 7 observations per tenor, one can observe from ν = 0.005
that `-1 trend filtering is roughly six times smaller than the Shimko specification, the original
simulation specification, and the local linear kernel estimamator models across the simula-
tions distribution.
For ν = 0.010, the RMSE of `1 trend filtering has reduced its advantage being roughly a
third of the local linear and Shimko specifications. The results remain similar when increasing
1The table headers indicate the quartiles of the distribution of simulations, and the mean. The rows
indicate which method has been used.
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ν to 0.0015. The MAPE results act very similarly to RMSE for 7 observations across the three
noise levels. The results at 12 observations per tenor show a slightly reduced advantage for `1
trend filtering at the lowest level of noise with a RMSE value of about half of the competing
models. However, this advantage widens as ν increases, suggesting slight overfitting issues
at this sample size. MAPE follows a similar trend to RMSE.
Hence, under small samples, the Monte Carlo results suggest trend filtering consistently
outperforms the competing models in terms of goodness of fit, for the selected levels of noise.
It is worth noting that throughout the distribution of goodness of fit measures the differences
between the local linear estimates with AIC criterion and least squares cross validation as
bandwidth parameters are of less than half a percent regardless of the value of ν. Moreover,
both measures exhibit only a modest advantage to the Shimko specification.
Moreover, comparisons for 50 and 70 observations per tenor, show that the RMSE on
ν = 0.005 for the trend filtering values are about a tenth of the competing methods across
the distribution of simulations. For ν = 0.010 , the RMSE of trend filtering has a value of
about a ninth of the competing methods for all quartiles, ν = 0.015 offers similar results.
Higher levels of ν reduce the advantage of `1 trend filtering over the other methods, yet the
increased sample sizes allow the advantage to remain high. MAPE results are consistent
with those of RMSE for these sample sizes at the same levels of ν. It is important to note
that the advantage of the kernel methods over the parametric specification is reduced in the
large data setting. Yet, nonparametric methods continue to provide better fits than their
parametric counterparts. This holds true for both measures of goodness of fit.
An interesting result, is that the simulation specification model performs below `1 trend
filtering across all settings simulated. One can conclude that the cross-validation procedure
then is reasonably effective at guarding against overfitting, while the model with perfect
specification is still subject to including noise in its estimates during the fitting process.
In order to assess the usefulness of the random forest model, the Monte Carlo observations
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are only of three to seven for each tenor. As such, the analysis of comparison of prediction
error needs to deal with only the magnitude of disturbances. By varying the standard
deviation ν one can analyze the robustness of each model to how noisy the data are. The
mean value of each goodness of fit measure were recorded for each set of 300 simulation
runs per level of ν. Table 1.8 and Table 1.9 contain the explicit results for the simulations.
These are graphically summarized for easy interpretation in Figure 1.4. Before discussing
the results of the random forest in particular it is worthwhile to observe the behavior of the
benchmarks to have a better understanding of the context of comparison.
A first result of note in terms of both MAPE and RMSE is that the prediction errors seem
to divide the benchmark models into two groups. The first group is comprised by the Shimko
specification and its fourth polynomial variation, while the second group encompasses the
ad-hoc model and the simulation specification. By observing Figure 1.4, one can see that the
trends at which the prediction error increases are very similar for the members within each
group. The main difference between both groups is that in the first group, the specification
estimates OLS are computed in a “stringwise” fashion, meaning one regression per cross-
section of time to expiration. The specifications on the second group are one-shot regressions
on the surface and include interactions as well as higher order powers of the independent
variables.
Moreover, the rate at which the first group increases its prediction errors is more sensitive
to noise than those of the second group. To see this more clearly, let us compare the values
of MAPE for the specification with the lowest prediction error for all levels of ν on the
first group (Shimko) and the specification with the highest prediction error in the second
group (ad-hoc). At ν = 0.005, MAPE for the ad-hoc model is 0.11532 and for the Shimko
specification it is 0.13009. For ν = 0.1, the ad-hoc model’s MAPE is 0.55294 and Shimko’s
is 0.81919. This implies that the measure has increased 4.25 times for the ad-hoc model
from one level of noise to the other, while it has increased 6.3 times for the Shimko model.
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Looking at ν = 0.2, the ad-hoc model has a MAPE of 1.16867, while Shimko has a MAPE
of 2.19631. Comparing MAPE at ν = 0.2 to ν = 0.1, the measure for the ad-hoc model
has increased 2.11 times, while the Shimko model’s measure has increased 2.68 times. This
result implies that the group with one-shot regressions is overall more robust to increased
noise.
The reason for both this observed grouping and the robustness of the one-shot regres-
sions to increasing levels of noise is related to the perceived advantages of the “stringwise”
estimators. Since the simulation forces datasets to have very few observations, the added
flexibility of the stringwise estimation leads to overfitting. Hence, each string includes more
of the disturbances into its estimates and the predictions fail to generalize in the population
of the data generating process.This phenomenon gets worse as noise increases. Since the
Monte Carlo is designed to penalize overfitting, the results show the issue quite clearly. It
is of particular note that both in terms of RMSE and MAPE, the fourth degree polynomial
variation underperforms the original Shimko specification, shedding light on the fact that
extra flexibility also accounts for aggravated overfitting as ν increases.
Unsurprisingly, the original specification model following the noiseless surface generation
outperforms all other benchmarks. It is however, not free from being affected by increased
noise. Since the specification of the ad-hoc model is actually a close match to that of the
original specification, the divergence among these models in terms of prediction error is
existent but far less severe than that between groups.
The random forest model outperforms all benchmarks in both RMSE and MAPE. This
result is of particular note given that the signal of the original specification was not taken
into account when building the model. Hence, one can conclude that under the specified
conditions for simulation generation, random forests use the signals from the overfit string-
wise estimates and then use the ad-hoc signal for correction, leading to a fit that outperforms
even that of the correctly specified OLS.
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Since both random forests and `1 trend filtering are methods planned to be used for
situations in which access to data is limited, a comparison of both techniques is necessary.
However, since `1 trend filtering needs at least seven observations per tenor, that is the
minimal point of comparison. Hence, using seven, eight, nine and ten observations per tenor
respectively and levels of ν from 0.005 to 0.015, a set of Monte Carlo runs were generated
and the results for the mean MAPE and RMSE are in Table 1.10, Table 1.11. A graphical
depiction of these results is found in Figure 1.5.
The results suggest a similar result for all the datasets and goodness of fit measures. `1
trend filtering outperforms random forest at lower levels of µ but loses its advantage at about
ν = 0.011 for both RMSE and MAPE. Furthermore, the prediction error for `1 trend filtering
rises faster than that of random forest. This suggests the variance reduction strategy in the
random forest makes the model more robust to noise than the competitor. Hence, we can
conclude that while the nonparametric fashion of `1 trend filtering is effective at reducing
bias, this feature is still susceptible to overfitting at larger levels of noise.
1.3.5 Monte Carlo results with skewed error
The specifications of the runs with skewed error in terms of number of runs and observations
per tenor are the same as those of the symmetric error generation. For the comparison of `1
trend filtering and its comparative benchmarks, the results are summarized in Table 1.12,
Table 1.13, Table 1.14, Table 1.15, Table 1.16, and Table 1.17. Figure 1.6 and Figure 1.7
present the mean values for the distribution of the Monte Carlo simulations graphically.
The results all have a level of a set to 0.04 and changing b. For b = 0.2, the values of
RMSE for `1 trend filtering go from being about half for the lowest number of observations
(seven per tenor) to about a fourth of those of its competitors for the highest number of
observations (seventy per tenor). This relationship remains consistent across the entire
distribution of the simulations. The results for MAPE follow similar proportions to those of
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RMSE.
When b = 0.25 and b = 0.3, the proportions of error for both RMSE and MAPE of `1
trend filtering compared to its competitors are similar to those for b = 0.2. The magnitude of
error however, is larger as b increases. Thus, the results from the symmetric error simulations
are confirmed and trend filtering outperforms its benchmarks consistently. As observations
increase for all 3 levels of b, the error levels for the parametric models decrease, but the
advantage of trend filtering widens. Interestingly, the error magnitudes for the local linear
models increase slightly at small number of observations, but converge towards the largest
ones and are consistently smaller than the parametric models. Yet, the advantage of `1 trend
filtering also widens in comparison to the kernel estimators as the number of observations
increase. This seems to suggest that the regularization and cross-validation strategies are
effective to guard against overfitting even under the setting of skewed noise. More so than
that of the competing models.
For the random forest comparisons, the results from tables Table 1.18 and Table 1.19
contain the information summarized in Figure 1.8. The results are comparable to those of
the symmetric noise. In this case, we find that the stringwise polynomial specifications tend
to exacerbate the way they overfit as the noise increases, while the one shot regressions (the
ad-hoc model and the simulation specification) are more robust to it for both RMSE and
MAPE. The correction provided by the overfitting models allows the random forest model to
outperform the simulation specification in terms of fit. This relationship stays stable across
different levels of the b parameter.
The results comparing `1 trend filtering and random forests with skewed noise are saved
in Table 1.20 and Table 1.21 with a graphical summary in Figure 1.9. As in the case with
the symmetric noise, the results for RMSE and MAPE suggest that while noise is small
the results of trend filtering are the best performing despite of the number of observations.
However, they are less robust to noise than those of the random forest. This implies that
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the variance reduction properties of random forests allow the prescribed model to be more
robust to noise than crossvalidation for trend filtering.
The Monte Carlo results with the skewed error yield similar results to those of the sim-
ulations performed with the symmetric noise. Thus, confirming the improvements in fit
performance of the proposed models over their competitors and their properties. The results
produced confirm that the models can exhibit good accuracy under extreme circumstances.
The results form a strong basis for a further check in empirical data.
1.4 Examination on real data
1.4.1 Data and data cleaning
In order to truly assess the practical advantages of `1 trend filtering as a nonparametric
alternative for small datasets and random forests as a model averaging strategy in the way
described in this work, it is imperative to use real data from securities from different indus-
tries and different sizes. To do so we use call options from the S&P 500 and four companies
with different market capitalizations that are themselves part of the index. The compa-
nies selected for model comparison are American Airlines Group, Inc., Chipotle Mexican
Grill, Inc., Facebook, Inc., and General Dynamics Corporation. All data were obtained from
OptionMetrics for the dates available between December 17, 2013 and December 29, 2017.
These companies were selected at random after dividing the S&P 500 in quartiles on market
capitalization.
Since the models are compared in each day, each date is considered as a full data set.
In order to verify the model fitting generalizing well, a typical training/testing scheme is
applied. Training data is comprised of 75% of randomly selected observations on each day,
and the testing dataset is selected from the remaining 25%. The two Shimko variations, the
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ad-hoc model, `1 trend filtering and the random forest are fit using the training data set,
and their generalization is evaluated with predictions from the fitted models on the testing
data set. Since this is data the models have not learned, the results of metrics in the testing
set are the ones that lead to any convincing discussions about the accuracy of the models.
The kernel estimators are not included since these are not typically used for daily implied
volatility interpolation. The metrics used for evaluation are the same as those specified in
the Monte Carlo section.
In order to perform the analysis, only data which satisfy arbitrage-free conditions are
to be taken into account. The arbitrage-free conditions mentioned below as well as a full
discussion on them are included in Carr and Madan (2005) and are mentioned again in
Ludwig (2015):
A Imposition of general price bounds:
max {0, S × exp(−δτ)−K · exp(−rτ)} ≤ C ≤ S × exp(−δτ),
B Avoidance of calendar arbitrage:
σ2 (m, τ ′) τ ′ > σ2 (m, τ ′′) τ ′′ for τ ′ > τ ′′
C The call valuation function, must be convex to the origin:
∂2
∂K2
C ≤ 0 and − exp(−rτ) ≤ ∂C
∂K
≤ 0.
1.4.2 Empirical results evaluation
With the data from the companies mentioned and using all the benchmarking OLS models
in the Monte Carlo section, with the exception of the simulation specification model, the
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training set was used for fitting. Using the fitted model from the training set, predictions
were made for both the training and testing datasets on each day. RMSE and MAPE were
recorded for both sets. In order to present a cogent analysis, it’s necessary to present these
results in a way that allows for easy comparison. Hence, the five number summary of the
distributions of RMSE and MAPE for both the training and test sets for all companies is
presented. In addition, two measures of relative comparison in performance are made in a








PARMSE and PAMAPE are computed for each day. The comparison analysis is done
over the distribution of these measures over the entire applicable time span (when both `1
trend filtering and random forests can be used).
Table 1.22, Table 1.23, and Table 1.24 contain the five number summary results for the
distributions of MAPE and RMSE for each company and both training and testing sets.
Figure 1.10, Figure 1.11, Figure 1.12, Figure 1.13, Figure 1.14, Figure 1.15, Figure 1.16,
Figure 1.17, Figure 1.18 and ?? contain density plots for the distribution of the percentage
advantage allowing for simple graphical analysis for both `1 trend filtering and random
forests. Left skewness about zero with respect to the benchmarks in the figures for the
testing sets indicates that `1 trend filtering and the random forest model perform at least as
well as the competing models. Additionally, for the test sets, random forests underperform
trend filtering slightly, albeit the distributions of the percentage advantage of trend filtering
over random forests is centered about zero.
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Inspecting the tables for the training sets it is evident that the fourth order polynomial
is the superior benchmark across companies for the data in terms of mean values. In terms
of the test sets the fouth order polynomial variation matches the values of the Shimko
specification very closely. Unlike the results of the Monte Carlo, the results of the ad-
hoc model greatly underperform the more flexible models of Shimko and its fourth order
variation. This indicates that the data set density constraints in the data used are not quite
as stringent as those specified in simulation, hence granting advantage to the more flexible
methods.
The `1 trend filtering model in the training sets shows smaller mean values across all
companies. For test sets, the same behavior as with training sets applies. The maximum
values across both training and testing sets can be the highest for trend filtering, albeit not
consistently. This means that while cross-validation is overall effective at guarding against
overfitting, the bias reduction through the complexity of the regularization scheme introduces
larger variance in the predicted values. Overall, this model never underperforms any of its
competitors, albeit combining this with the results of the Monte Carlo, it is possible to claim
that it can be susceptible to noisy data.
The random forest model in training sets shows mean prediction error performance below
or at roughly the level of the two variations of Shimko specifications and the same is true
about each quartile. However, it outperforms the ad-hoc model all throughout the distri-
bution across all firms. Furthermore, in the training set we see that the maximum values
in the distribution for RMSE and MAPE for the random forest are either smaller or very
close to those of the Shimko variations. Observing the graphs in Figures for the training sets
we observe consistent behavior to the one mentioned. The random forest estimator greatly
outperforms the ad-hoc estimate but their average percentage advantage performance has a
mean about zero from the Shimko variations and can be actually right skewed about zero
for certain companies. That being said, the results that provide the best comparative in-
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formation in this application are those of the test sets since they allow the detection of
overfitting.
Looking at the test sets in the tables and figures there are several things of note regarding
the random forest model. A first observation is that with a few exceptions (RMSE for S&P
500, RMSE for Chipotle Mexican Grill, Inc., RMSE for Facebook, Inc., and MAPE for
General Dynamics, Inc.) the maximum values of the distributions for prediction error are
the smallest for random forests. In the cases in which this is not the case, the values are
the second smallest. This notes the value of the averaging actually limiting the prediction
deviation. The mean prediction errors for the random forest are strictly smaller or just at
about the level of all competing models. The toughest competitor for the random forest
model, excluding `1 trend filtering, is the fourth order polynomial variation of the Shimko
estimator in both aforementioned measures of prediction error. Moreover, by examining the
percentage advantage figures, one can see that most test sets are skewed left about zero
indicating significant performance advantages over competing models. In the worst case
scenarios, the distribution has a mode near zero; this implies that, overall, random forest
either strictly dominates the OLS based benchmarks in performance or performs about the
same. It is possible to conclude that the random forest averaging of signals is effective in its
selection of predictive values, never really underperforming the models creating its signals
on average.
1.5 Concluding Remarks
Two machine learning models are used for implied volatility interpolation, `1 trend filtering
and a random forest model. Both of these are compared to suitable benchmarks and then
to each other via a Monte Carlo simulation with two different noise structures and an em-
pirical exercise. In the Monte Carlo, trend filtering is compared to two kernel estimators,
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a Shimko (1993) specification, and a “perfect knowledge” specification. The Monte Carlo
shows strong evidence of good performance in terms of goodness of fit favoring the technique
over its competitors for small datasets when they meet minimum requirements (7 observa-
tions per tenor). Furthermore, the evidence suggests it has similar performance to other
non-parametric techniques when the scarcity is not severe, yet it shows to be susceptible to
severe drops in accuracy when noise is increased. The empirical exercise shows that overall,
trend filtering outperforms all competing measures including random forests when applica-
ble. This does however imply, that the technique having a minimum data requirement is
not always applicable for daily data for all securities. Also, while efficient at reducing bias,
the extreme measures of prediction error are fairly large for test sets. This implies that the
model suffers from high variance.
The random forest specification takes 2 signals at a time with 1000 decision trees and
is compared to its signal components, a Shimko (1993) specification, a fourth order poly-
nomial and an ad-hoc model estimated by OLS. These signal components are well-known
and popular methodologies in practice. In simulations a perfectly specified estimator based
on the data generating process is added as a benchmark. From the evidence obtained from
Monte Carlo simulations it is implied that the random forest specification outperforms all
its signals and the perfectly specified estimator in terms of goodness of fit under conditions
of having extremely small data sets. Moreover, increasing the level of noise of the data does
not change the relationship between the signals and the random forest in terms of prediction
accuracy. The random forest is able to correct the overfitting tendencies of the more flexible
tendencies with the oversmoothing tendencies of the ad-hoc model.
An empirical examination for the S&P 500 and four different components of the index at
different levels of market capitalization provide evidence of the random forest specification
being able to generalize well when working with the number of observations provided on daily
basis. The random forest model provides either increased goodness of fit over its signals or
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performs the same, indicating that the averaging is reasonable and stable giving more weight
to signals which perform particularly well. Such results indicate that overall, the random
forest specification is a feasible candidate for empirical work, yielding accuracy improvements
while controlling for variance. It is however, comprised by weak OLS signals. Meaning that
under low noise observations with data sets that suffer less from scarcity this method is not
preferable. Moreover, random forest finds itself outperformed (albeit inconsistently) even by
high order polynomials.
The combined results of the experiments performed with trend filtering and the random
forest model suggest that these are well suited candidates for implied volatility interpolation
under stringent conditions regarding number of observations. They can deal with extremely
small data sets by just using the minimum possible set of observations for cross-validation, or
by taking the results of weak predictions and using them to create reasonable generalizations
of the predicted values. Due, respectively, to the simplicity of the loss functions and the ease
of signal construction via OLS, both models are easy to apply.
It is worth mentioning that while these proposed models are good bridges to the existing
literature for a specific circumstance, their limitations make them a less than optimal choice
for other settings. Both of these models, as many machine learning prediction models,
lack inferential capabilities which might be desired for certain applications. While `1 trend
filtering can guarantee smoothness and differentiability by construction, the random forest
model cannot. Thus, while dense grids of the implied volatility surface can be generated, the
random forest estimate does not guarantee a smooth state price density can be extracted
from its results.
1.6 Tables and Figures
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Table 1.1: S&P 500 prices from December 17, 2013 to December 29, 2017.
S r δ
First Quartile 1836.25 0 0.01837962
Median 2068.59 0 0.0193882
Mean 1995.968 1.058463× 10−5 0.01982653
Third Quartile 2270.75 1× 10−5 0.02138412
Table 1.2: Monte Carlo results for `1 trend filtering comparisons RMSE η ∼ N (0, 0.005)
(7 observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0022 0.0031 0.0034 0.0037 0.0051 0.0034
Local Linear(AICc) 0.0112 0.0184 0.0206 0.0227 0.0290 0.0205
Local Linear(LSCV) 0.0112 0.0185 0.0208 0.0228 0.0290 0.0206
Shimko 0.0149 0.0208 0.0227 0.0247 0.0309 0.0227
Simulation Specification 0.0114 0.0188 0.0210 0.0230 0.0291 0.0209
(12 Observations)
Trend Filtering 0.0020 0.0025 0.0028 0.0030 0.0038 0.0028
Local Linear(AICc) 0.0155 0.0196 0.0212 0.0229 0.0280 0.0212
Local Linear(LSCV) 0.0156 0.0197 0.0212 0.0230 0.0280 0.0213
Shimko 0.0169 0.0213 0.0227 0.0242 0.0292 0.0227
Simulation Specification 0.0154 0.0206 0.0223 0.0239 0.0306 0.0223
(50 Observations)
Trend Filtering 0.0013 0.0016 0.0017 0.0017 0.0038 0.0017
Local Linear(AICc) 0.0187 0.0216 0.0224 0.0232 0.0258 0.0224
Local Linear(LSCV) 0.0187 0.0216 0.0224 0.0232 0.0258 0.0224
Shimko 0.0198 0.0222 0.0229 0.0237 0.0263 0.0230
Simulation Specification 0.0188 0.0217 0.0224 0.0232 0.0259 0.0224
(70 Observations)
Trend Filtering 0.0013 0.0015 0.0015 0.0016 0.0036 0.0016
Local Linear(AICc) 0.0201 0.0217 0.0224 0.0230 0.0250 0.0224
Local Linear(LSCV) 0.0201 0.0217 0.0224 0.0230 0.0250 0.0224
Shimko 0.0203 0.0223 0.0229 0.0235 0.0261 0.0229
Simulation Specification 0.0202 0.0217 0.0224 0.0230 0.0250 0.0224
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Table 1.3: Monte Carlo results for `1 trend filtering comparisons MAPE η ∼ N(0, 0.005)
MAPE (7 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0223 0.0347 0.0384 0.0420 0.0570 0.0388
Local Linear(AICc) 0.1044 0.1727 0.1912 0.2114 0.2785 0.1919
Local Linear(LSCV) 0.1048 0.1740 0.1921 0.2113 0.2788 0.1931
Shimko 0.1578 0.2111 0.2263 0.2448 0.2986 0.2270
Simulation Specification 0.1096 0.1761 0.1953 0.2137 0.2771 0.1954
(12 Observations)
Trend Filtering 0.0211 0.0281 0.0309 0.0340 0.0445 0.0312
Local Linear(AICc) 0.1494 0.1869 0.2020 0.2163 0.2670 0.2021
Local Linear(LSCV) 0.1491 0.1875 0.2027 0.2167 0.2670 0.2026
Shimko 0.1701 0.2151 0.2243 0.2380 0.2805 0.2262
Simulation Specification 0.1556 0.2052 0.2194 0.2353 0.2878 0.2201
(50 Observations)
Trend Filtering 0.0151 0.0176 0.0187 0.0199 0.0249 0.0188
Local Linear(AICc) 0.1882 0.2080 0.2158 0.2227 0.2514 0.2157
Local Linear(LSCV) 0.1885 0.2080 0.2158 0.2227 0.2514 0.2157
Shimko 0.2010 0.2202 0.2276 0.2339 0.2547 0.2272
Simulation Specificationl 0.1880 0.2077 0.2154 0.2224 0.2506 0.2153
(70 Observations)
Trend Filtering 0.0146 0.0166 0.0174 0.0183 0.0295 0.0175
Local Linear(AICc) 0.1953 0.2100 0.2155 0.2222 0.2389 0.2162
Local Linear(LSCV) 0.1953 0.2100 0.2155 0.2222 0.2388 0.2162
Shimko 0.2066 0.2215 0.2267 0.2319 0.2535 0.2268
Simulation Specification 0.1952 0.2095 0.2152 0.2218 0.2384 0.2157
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Table 1.4: Monte Carlo results for `1 trend filtering comparisons RMSE η ∼ N (0, 0.010)
(7 observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0041 0.0061 0.0068 0.0073 0.0095 0.0067
Local Linear(AICc) 0.0118 0.0186 0.0205 0.0225 0.0287 0.0206
Local Linear(LSCV) 0.0120 0.0188 0.0209 0.0228 0.0288 0.0209
Shimko 0.0151 0.0217 0.0237 0.0256 0.0314 0.0236
Simulation Specification 0.0122 0.0196 0.0215 0.0237 0.0299 0.0216
(12 Observations)
Trend Filtering 0.0037 0.0049 0.0054 0.0059 0.0080 0.0054
Local Linear(AICc) 0.0162 0.0199 0.0217 0.0231 0.0284 0.0215
Local Linear(LSCV) 0.0162 0.0201 0.0218 0.0232 0.0285 0.0217
Shimko 0.0177 0.0219 0.0234 0.0247 0.0293 0.0234
Simulation Specification 0.0165 0.0206 0.0222 0.0236 0.0293 0.0221
(50 Observations)
Trend Filtering 0.0019 0.0025 0.0027 0.0030 0.0042 0.0028
Local Linear(AICc) 0.0193 0.0216 0.0224 0.0231 0.0256 0.0223
Local Linear(LSCV) 0.0194 0.0216 0.0224 0.0231 0.0256 0.0223
Shimko 0.0197 0.0223 0.0231 0.0239 0.0259 0.0230
Simulation Specification 0.0196 0.0217 0.0225 0.0232 0.0256 0.0225
(70 Observations)
Trend Filtering 0.0017 0.0022 0.0023 0.0025 0.0038 0.0024
Local Linear(AICc) 0.0194 0.0217 0.0224 0.0229 0.0254 0.0223
Local Linear(LSCV) 0.0194 0.0217 0.0224 0.0229 0.0254 0.0223
Shimko 0.0199 0.0224 0.0230 0.0236 0.0259 0.0230
Simulation Specification 0.0197 0.0219 0.0225 0.0230 0.0256 0.0225
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Table 1.5: Monte Carlo results for `1 trend filtering comparisons MAPE η ∼ N (0, 0.010)
(7 observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0458 0.0690 0.0766 0.0839 0.1083 0.0768
Local Linear(AICc) 0.1207 0.1787 0.1958 0.2144 0.2847 0.1970
Local Linear(LSCV) 0.1218 0.1813 0.1986 0.2187 0.2872 0.2000
Shimko 0.1696 0.2249 0.2409 0.2579 0.3157 0.2409
Simulation Specification 0.1321 0.1914 0.2073 0.2273 0.2769 0.2091
(12 Observations)
Trend Filtering 0.0378 0.0538 0.0600 0.0658 0.0928 0.0602
Local Linear(AICc) 0.1547 0.1925 0.2078 0.2221 0.2683 0.2070
Local Linear(LSCV) 0.1562 0.1942 0.2088 0.2233 0.2695 0.2086
Shimko 0.1862 0.2202 0.2350 0.2497 0.2934 0.2354
Simulation Specification 0.1628 0.1993 0.2144 0.2282 0.2786 0.2138
(50 Observations)
Trend Filtering 0.0190 0.0277 0.0304 0.0330 0.0487 0.0305
Local Linear(AICc) 0.1851 0.2088 0.2160 0.2238 0.2487 0.2162
Local Linear(LSCV) 0.1848 0.2088 0.2161 0.2240 0.2491 0.2164
Shimko 0.1991 0.2219 0.2285 0.2364 0.2549 0.2287
Simulation Specification 0.1859 0.2105 0.2168 0.2247 0.2487 0.2171
(70 Observations)
Trend Filtering 0.0195 0.0240 0.0259 0.0281 0.0356 0.0262
Local Linear(AICc) 0.1914 0.2106 0.2162 0.2221 0.2454 0.2164
Local Linear(LSCV) 0.1916 0.2106 0.2164 0.2221 0.2456 0.2165
Shimko 0.2025 0.2224 0.2278 0.2328 0.2507 0.2278
Simulation Specification 0.1925 0.2107 0.2162 0.2225 0.2467 0.2166
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Table 1.6: Monte Carlo results for `1 trend filtering comparisons RMSE η ∼ N (0, 0.015)
(7 observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0062 0.0093 0.0102 0.0111 0.0141 0.0102
Local Linear(AICc) 0.0128 0.0182 0.0207 0.0229 0.0312 0.0206
Local Linear(LSCV) 0.0128 0.0187 0.0211 0.0233 0.0327 0.0211
Shimko 0.0162 0.0228 0.0247 0.0268 0.0333 0.0248
Simulation Specification 0.0146 0.0204 0.0225 0.0248 0.0328 0.0226
(12 Observations)
Trend Filtering 0.0052 0.0074 0.0080 0.0089 0.0117 0.0081
Local Linear(AICc) 0.0145 0.0194 0.0210 0.0229 0.0293 0.0211
Local Linear(LSCV) 0.0148 0.0196 0.0212 0.0231 0.0299 0.0214
Shimko 0.0173 0.0222 0.0238 0.0251 0.0309 0.0237
Simulation Specificationl 0.0154 0.0206 0.0223 0.0239 0.0306 0.0223
(50 Observations)
Trend Filtering 0.0027 0.0036 0.0039 0.0043 0.0062 0.0039
Local Linear(AICc) 0.0182 0.0214 0.0223 0.0230 0.0257 0.0223
Local Linear(LSCV) 0.0182 0.0214 0.0223 0.0231 0.0257 0.0223
Shimko 0.0193 0.0223 0.0231 0.0240 0.0268 0.0231
Simulation Specification 0.0188 0.0218 0.0226 0.0234 0.0261 0.0226
(70 Observations)
Trend Filtering 0.0022 0.0030 0.0033 0.0036 0.0055 0.0033
Local Linear(AICc) 0.0188 0.0216 0.0223 0.0230 0.0262 0.0223
Local Linear(LSCV) 0.0188 0.0216 0.0223 0.0230 0.0262 0.0223
Shimko 0.0194 0.0224 0.0230 0.0237 0.0262 0.0230
Simulation Specification 0.0192 0.0219 0.0226 0.0232 0.0265 0.0225
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Table 1.7: Monte Carlo results for `1 trend filtering comparisons MAPE η ∼ N (0, 0.015)
(7 observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0679 0.1045 0.1143 0.1260 0.1669 0.1155
Local Linear(AICc) 0.1062 0.1800 0.2003 0.2205 0.2864 0.2008
Local Linear(LSCV) 0.1305 0.1841 0.2055 0.2270 0.3148 0.2059
Shimko 0.1881 0.2396 0.2565 0.2774 0.3389 0.2583
Simulation Specification 0.1502 0.2057 0.2252 0.2457 0.3035 0.2259
(12 Observations)
Trend Filtering 0.0546 0.0827 0.0894 0.0986 0.1333 0.0905
Local Linear(AICc) 0.1448 0.1904 0.2052 0.2215 0.2701 0.2060
Local Linear(LSCV) 0.1498 0.1928 0.2076 0.2238 0.2803 0.2086
Shimko 0.1838 0.2293 0.2426 0.2560 0.3023 0.2428
Simulation Specification 0.1556 0.2052 0.2194 0.2353 0.2878 0.2201
(50 Observations)
Trend Filtering 0.0297 0.0393 0.0432 0.0476 0.0656 0.0436
Local Linear(AICc) 0.1724 0.2101 0.2171 0.2247 0.2482 0.2175
Local Linear(LSCV) 0.1725 0.2105 0.2179 0.2252 0.2484 0.2178
Shimko 0.1909 0.2242 0.2313 0.2392 0.2672 0.2315
Simulation Specification 0.1800 0.2131 0.2200 0.2274 0.2508 0.2202
(70 Observations)
Trend Filtering 0.0248 0.0333 0.0365 0.0402 0.0546 0.0369
Local Linear(AICc) 0.1928 0.2108 0.2174 0.2249 0.2593 0.2175
Local Linear(LSCV) 0.1929 0.2110 0.2175 0.2250 0.2595 0.2176
Shimko 0.2034 0.2236 0.2293 0.2365 0.2644 0.2297
Simulation Specification 0.1937 0.2125 0.2190 0.2264 0.2627 0.2193
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Table 1.8: Monte Carlo simulation mean RMSE for different levels of ν for Random Forest
comparisons
Simulation mean RMSE
ν 4th order polynomial Ad-Hoc Random Forest Shimko Simulation Specification
0.005 0.01195 0.00988 0.00962 0.01160 0.00970
0.01 0.01490 0.01024 0.00972 0.01404 0.00994
0.015 0.01872 0.01121 0.01080 0.01714 0.01115
0.02 0.02146 0.01245 0.01158 0.01808 0.01189
0.025 0.02708 0.01400 0.01256 0.02205 0.01312
0.03 0.03188 0.01581 0.01381 0.02582 0.01438
0.035 0.03381 0.01753 0.01446 0.02705 0.01509
0.04 0.03535 0.01933 0.01507 0.02819 0.01597
0.045 0.04599 0.02407 0.02164 0.04599 0.02290
0.05 0.05155 0.02402 0.01964 0.04053 0.02102
0.055 0.05578 0.02939 0.02475 0.05577 0.02659
0.06 0.06070 0.02880 0.02371 0.05247 0.02532
0.065 0.06566 0.03412 0.02880 0.06566 0.03139
0.07 0.05964 0.03077 0.02228 0.04681 0.02371
0.075 0.07572 0.03449 0.02741 0.05930 0.02912
0.08 0.07348 0.03588 0.02676 0.05766 0.02848
0.085 0.08523 0.03785 0.03013 0.06604 0.03237
0.09 0.07653 0.03945 0.02689 0.05930 0.02885
0.095 0.09522 0.04291 0.03237 0.07466 0.03550
0.1 0.08454 0.04399 0.02981 0.06616 0.03262
0.105 0.10478 0.05377 0.04508 0.10478 0.04931
0.11 0.09323 0.04744 0.03319 0.07281 0.03544
0.115 0.11420 0.05130 0.03905 0.08921 0.04207
0.12 0.12010 0.05552 0.04649 0.10460 0.05048
0.125 0.12437 0.05517 0.04293 0.09643 0.04613
0.13 0.13090 0.06019 0.04999 0.11374 0.05487
0.135 0.13546 0.06255 0.05017 0.11767 0.05485
0.14 0.13886 0.07149 0.06040 0.13886 0.06610
0.145 0.14521 0.06652 0.05462 0.12508 0.05866
0.15 0.14999 0.06937 0.05649 0.13009 0.06085
0.155 0.15398 0.07819 0.06744 0.15398 0.07321
0.16 0.13526 0.06889 0.04536 0.10469 0.04973
0.165 0.16639 0.08516 0.07167 0.16639 0.07840
0.17 0.15437 0.07496 0.05273 0.12036 0.05714
0.175 0.17480 0.08225 0.06537 0.15019 0.07168
0.18 0.17788 0.07927 0.06117 0.13849 0.06652
0.185 0.15585 0.07918 0.05259 0.12056 0.05710
0.19 0.18957 0.08251 0.06422 0.14675 0.06972
0.195 0.19463 0.08661 0.06592 0.15131 0.07188
0.2 0.20127 0.09181 0.07669 0.17430 0.08214
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Table 1.9: Monte Carlo simulation mean MAPE for different levels of ν for Random Forest
comparisons
Simulation mean MAPE
ν 4th order polynomial Ad-Hoc Random Forest Shimko Simulation Specification
0.005 0.13653 0.11532 0.09839 0.13009 0.09997
0.01 0.18094 0.11959 0.10448 0.16838 0.10807
0.015 0.23151 0.13194 0.12099 0.20925 0.12624
0.02 0.26572 0.15065 0.13282 0.22049 0.13606
0.025 0.34109 0.17075 0.14742 0.27176 0.15361
0.03 0.40269 0.19475 0.16433 0.31810 0.17137
0.035 0.42290 0.21707 0.17304 0.33340 0.17961
0.04 0.44029 0.23979 0.18051 0.34841 0.19195
0.045 0.58177 0.30513 0.26868 0.58177 0.28262
0.05 0.64917 0.30113 0.24161 0.50423 0.25610
0.055 0.70704 0.37201 0.31124 0.70682 0.33102
0.06 0.76729 0.36352 0.29488 0.65509 0.31209
0.065 0.83542 0.43491 0.36138 0.83542 0.39298
0.07 0.74006 0.38493 0.27510 0.57657 0.29143
0.075 0.95830 0.43574 0.34202 0.73769 0.35898
0.08 0.92366 0.45386 0.33406 0.71462 0.35445
0.085 1.08142 0.47927 0.37886 0.82413 0.40506
0.09 0.95317 0.49609 0.33560 0.73320 0.35678
0.095 1.20423 0.54366 0.40589 0.92700 0.44205
0.1 1.05167 0.55294 0.37484 0.81919 0.40571
0.105 1.32145 0.68241 0.56436 1.32145 0.61385
0.11 1.15987 0.59769 0.41714 0.90171 0.43880
0.115 1.44571 0.64668 0.48824 1.11193 0.51983
0.12 1.51665 0.70295 0.58408 1.30784 0.62874
0.125 1.57050 0.69698 0.53772 1.20463 0.57542
0.13 1.66402 0.76228 0.63335 1.42974 0.69052
0.135 1.71573 0.79142 0.62918 1.47024 0.68699
0.14 1.76615 0.91147 0.76253 1.76615 0.83220
0.145 1.84005 0.84025 0.68752 1.56583 0.72870
0.15 1.89690 0.87860 0.71480 1.62975 0.76454
0.155 1.95020 0.99490 0.84948 1.95020 0.91545
0.16 1.69071 0.86812 0.56798 1.29455 0.61796
0.165 2.11878 1.08402 0.90640 2.11862 0.98848
0.17 1.93045 0.94753 0.66462 1.48466 0.71001
0.175 2.21343 1.04502 0.82979 1.88207 0.90146
0.18 2.25727 1.00215 0.77168 1.72816 0.83803
0.185 1.94873 0.99786 0.66396 1.48357 0.71531
0.19 2.38916 1.04073 0.80724 1.83137 0.87126
0.195 2.46596 1.09648 0.83217 1.89136 0.89998
0.2 2.55327 1.16867 0.96748 2.19631 1.02732
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Table 1.10: Monte Carlo simulation mean RMSE and MAPE for different levels of ν for
random forest and `1 trend filtering for 7 and 8 observations per tenor
7 observations per tenor
RMSE MAPE
ν Random Forest `1 Trend Filtering ν Random Forest `1 Trend Filtering
0.005 0.00987 0.00456 0.005 0.10081 0.05734
0.006 0.00993 0.00550 0.006 0.10237 0.06901
0.007 0.01012 0.00635 0.007 0.10426 0.07959
0.008 0.01014 0.00740 0.008 0.10675 0.09261
0.009 0.01031 0.00817 0.009 0.10915 0.10264
0.01 0.01024 0.00922 0.01 0.10868 0.11566
0.011 0.01039 0.01002 0.011 0.11111 0.12595
0.012 0.01052 0.01097 0.012 0.11313 0.13760
0.013 0.01050 0.01184 0.013 0.11400 0.14875
0.014 0.01048 0.01279 0.014 0.11425 0.16008
0.015 0.01071 0.01378 0.015 0.11761 0.17277
8 observations per tenor
RMSE MAPE
ν Random Forest `1 Trend Filtering ν Random Forest `1 Trend Filtering
0.005 0.01012 0.00441 0.005 0.10307 0.05512
0.006 0.01011 0.00537 0.006 0.10451 0.06711
0.007 0.01006 0.00620 0.007 0.10437 0.07742
0.008 0.01017 0.00701 0.008 0.10644 0.08778
0.009 0.01025 0.00798 0.009 0.10837 0.10004
0.01 0.01029 0.00883 0.01 0.10861 0.11047
0.011 0.01035 0.00975 0.011 0.11053 0.12175
0.012 0.01039 0.01060 0.012 0.11184 0.13297
0.013 0.01043 0.01154 0.013 0.11331 0.14465
0.014 0.01060 0.01233 0.014 0.11547 0.15456
0.015 0.01067 0.01333 0.015 0.11617 0.16635
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Table 1.11: Monte Carlo simulation mean RMSE and MAPE for different levels of ν for
random forest and `1 trend filtering for 9 and 10 observations per tenor
9 observations per tenor
RMSE MAPE
ν Random Forest `1 Trend Filtering ν Random Forest `1 Trend Filtering
0.005 0.01002 0.00427 0.005 0.10292 0.05321
0.006 0.01009 0.00513 0.006 0.10435 0.06385
0.007 0.01012 0.00604 0.007 0.10544 0.07522
0.008 0.01025 0.00683 0.008 0.10710 0.08497
0.009 0.01038 0.00766 0.009 0.10903 0.09533
0.01 0.01028 0.00854 0.01 0.10918 0.10649
0.011 0.01044 0.00950 0.011 0.11103 0.11796
0.012 0.01033 0.01032 0.012 0.11091 0.12895
0.013 0.01050 0.01107 0.013 0.11306 0.13827
0.014 0.01058 0.01197 0.014 0.11410 0.14902
0.015 0.01083 0.01285 0.015 0.11799 0.16013
10 observations per tenor
RMSE MAPE
ν Random Forest `1 Trend Filtering ν Random Forest `1 Trend Filtering
0.005 0.01018 0.00415 0.005 0.10516 0.05154
0.006 0.01019 0.00499 0.006 0.10567 0.06183
0.007 0.01031 0.00587 0.007 0.10737 0.07271
0.008 0.01019 0.00667 0.008 0.10681 0.08295
0.009 0.01040 0.00749 0.009 0.10917 0.09295
0.01 0.01039 0.00833 0.01 0.11014 0.10335
0.011 0.01048 0.00920 0.011 0.11155 0.11413
0.012 0.01041 0.01000 0.012 0.11195 0.12456
0.013 0.01046 0.01089 0.013 0.11216 0.13543
0.014 0.01058 0.01171 0.014 0.11465 0.14538
0.015 0.01054 0.01257 0.015 0.11455 0.15616
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Table 1.12: Monte Carlo results for `1 trend filtering comparisons RMSE under skewed error
with a = 0.04 and b = 0.2
(7 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0092 0.0115 0.0130 0.0146 0.0257 0.0132
Local Linear(AICc) 0.0129 0.0192 0.0216 0.0237 0.0306 0.0216
Local Linear(LSCV) 0.0139 0.0194 0.0220 0.0243 0.0313 0.0220
Shimko 0.0174 0.0238 0.0259 0.0288 0.0377 0.0263
Simulation Specification 0.0156 0.0217 0.0242 0.0261 0.0335 0.0240
(12 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0073 0.0093 0.0104 0.0118 0.0148 0.0105
Local Linear(AICc) 0.0175 0.0199 0.0222 0.0236 0.0276 0.0219
Local Linear(LSCV) 0.0175 0.0200 0.0223 0.0237 0.0302 0.0222
Shimko 0.0204 0.0230 0.0253 0.0268 0.0322 0.0251
Simulation Specification 0.0178 0.0216 0.0235 0.0252 0.0298 0.0234
(50 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0036 0.0049 0.0054 0.0059 0.0080 0.0054
Local Linear(AICc) 0.0186 0.0216 0.0222 0.0233 0.0257 0.0224
Local Linear(LSCV) 0.0185 0.0215 0.0222 0.0233 0.0256 0.0223
Shimko 0.0198 0.0225 0.0233 0.0241 0.0266 0.0233
Simulation Specification 0.0191 0.0219 0.0226 0.0236 0.0259 0.0227
(70 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0036 0.0044 0.0047 0.0053 0.0073 0.0049
Local Linear(AICc) 0.0209 0.0221 0.0226 0.0234 0.0260 0.0228
Local Linear(LSCV) 0.0209 0.0220 0.0226 0.0234 0.0260 0.0228
Shimko 0.0216 0.0227 0.0234 0.0242 0.0268 0.0235
Simulation Specification 0.0212 0.0224 0.0229 0.0236 0.0262 0.0230
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Table 1.13: Monte Carlo results for `1 trend filtering comparisons RMSE under skewed error
with a = 0.04 and b = 0.25
(7 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0088 0.0135 0.0153 0.0175 0.0284 0.0158
Local Linear(AICc) 0.0133 0.0181 0.0209 0.0229 0.0335 0.0209
Local Linear(LSCV) 0.0132 0.0184 0.0213 0.0233 0.0331 0.0214
Shimko 0.0196 0.0242 0.0271 0.0287 0.0400 0.0268
Simulation Specification 0.0154 0.0211 0.0241 0.0268 0.0362 0.0242
(12 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0088 0.0108 0.0122 0.0141 0.0205 0.0126
Local Linear(AICc) 0.0171 0.0201 0.0216 0.0238 0.0299 0.0220
Local Linear(LSCV) 0.0172 0.0202 0.0216 0.0235 0.0296 0.0220
Shimko 0.0194 0.0239 0.0254 0.0272 0.0318 0.0256
Simulation Specification 0.0190 0.0221 0.0235 0.0253 0.0307 0.0239
(50 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0044 0.0062 0.0068 0.0077 0.0105 0.0070
Local Linear(AICc) 0.0187 0.0219 0.0227 0.0236 0.0265 0.0228
Local Linear(LSCV) 0.0186 0.0219 0.0227 0.0236 0.0264 0.0227
Shimko 0.0201 0.0231 0.0238 0.0249 0.0275 0.0239
Simulation Specification 0.0196 0.0225 0.0232 0.0240 0.0268 0.0232
(70 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0040 0.0057 0.0065 0.0071 0.0099 0.0065
Local Linear(AICc) 0.0200 0.0221 0.0228 0.0237 0.0256 0.0228
Local Linear(LSCV) 0.0200 0.0221 0.0227 0.0234 0.0256 0.0227
Shimko 0.0213 0.0229 0.0238 0.0245 0.0271 0.0237
Simulation Specification 0.0207 0.0224 0.0231 0.0238 0.0259 0.0231
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Table 1.14: Monte Carlo results for `1 trend filtering comparisons RMSE under skewed error
with a = 0.04 and b = 0.3
(7 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0105 0.0163 0.0180 0.0207 0.0299 0.0187
Local Linear(AICc) 0.0130 0.0186 0.0214 0.0237 0.0323 0.0215
Local Linear(LSCV) 0.0131 0.0189 0.0217 0.0242 0.0337 0.0220
Shimko 0.0206 0.0260 0.0286 0.0307 0.0408 0.0286
Simulation Specification 0.0183 0.0232 0.0253 0.0283 0.0387 0.0258
(12 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0102 0.0136 0.0157 0.0177 0.0241 0.0159
Local Linear(AICc) 0.0154 0.0204 0.0225 0.0246 0.0326 0.0227
Local Linear(LSCV) 0.0165 0.0204 0.0228 0.0246 0.0337 0.0227
Shimko 0.0188 0.0250 0.0268 0.0291 0.0342 0.0271
Simulation Specification 0.0187 0.0228 0.0250 0.0271 0.0315 0.0251
(50 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0060 0.0076 0.0085 0.0093 0.0129 0.0086
Local Linear(AICc) 0.0192 0.0221 0.0227 0.0236 0.0271 0.0228
Local Linear(LSCV) 0.0192 0.0219 0.0227 0.0236 0.0267 0.0227
Shimko 0.0208 0.0235 0.0241 0.0251 0.0282 0.0241
Simulation Specification 0.0200 0.0226 0.0233 0.0241 0.0269 0.0234
(70 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0055 0.0072 0.0079 0.0089 0.0120 0.0081
Local Linear(AICc) 0.0201 0.0224 0.0232 0.0240 0.0260 0.0231
Local Linear(LSCV) 0.0201 0.0222 0.0230 0.0240 0.0259 0.0230
Shimko 0.0210 0.0234 0.0242 0.0250 0.0272 0.0242
Simulation Specification 0.0202 0.0227 0.0234 0.0244 0.0266 0.0235
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Table 1.15: Monte Carlo results for `1 trend filtering comparisons MAPE under skewed error
with a = 0.04 and b = 0.2
(7 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0968 0.1242 0.1384 0.1509 0.2113 0.1384
Local Linear(AICc) 0.1392 0.1998 0.2172 0.2372 0.3166 0.2175
Local Linear(LSCV) 0.1389 0.1999 0.2244 0.2401 0.3173 0.2208
Shimko 0.1999 0.2482 0.2718 0.2930 0.3776 0.2734
Simulation Specification 0.1608 0.2243 0.2446 0.2614 0.3527 0.2436
(12 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0802 0.0986 0.1088 0.1176 0.1612 0.1085
Local Linear(AICc) 0.1690 0.2030 0.2226 0.2420 0.2843 0.2231
Local Linear(LSCV) 0.1675 0.2041 0.2218 0.2462 0.3038 0.2250
Shimko 0.2209 0.2412 0.2608 0.2755 0.3275 0.2600
Simulation Specification 0.1765 0.2204 0.2339 0.2517 0.3051 0.2367
(50 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0391 0.0514 0.0564 0.0625 0.0867 0.0571
Local Linear(AICc) 0.1937 0.2159 0.2239 0.2343 0.2585 0.2248
Local Linear(LSCV) 0.1933 0.2160 0.2237 0.2343 0.2585 0.2245
Shimko 0.2100 0.2295 0.2360 0.2471 0.2645 0.2379
Simulation Specification 0.1982 0.2172 0.2244 0.2343 0.2540 0.2258
(70 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0381 0.0469 0.0500 0.0559 0.0728 0.0517
Local Linear(AICc) 0.2055 0.2228 0.2285 0.2355 0.2549 0.2293
Local Linear(LSCV) 0.2054 0.2226 0.2287 0.2348 0.2546 0.2291
Shimko 0.2181 0.2318 0.2385 0.2451 0.2641 0.2388
Simulation Specification 0.2093 0.2218 0.2288 0.2347 0.2558 0.2291
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Table 1.16: Monte Carlo results for `1 trend filtering comparisons MAPE under skewed error
with a = 0.04 and b = 0.25
(7 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.1011 0.1498 0.1687 0.1858 0.2283 0.1683
Local Linear(AICc) 0.1519 0.1949 0.2195 0.2402 0.3204 0.2216
Local Linear(LSCV) 0.1478 0.1995 0.2211 0.2463 0.3315 0.2253
Shimko 0.2271 0.2619 0.2801 0.3069 0.3881 0.2855
Simulation Specification 0.1742 0.2291 0.2529 0.2745 0.3518 0.2530
(12 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0875 0.1154 0.1315 0.1445 0.1791 0.1307
Local Linear(AICc) 0.1661 0.2091 0.2269 0.2483 0.2867 0.2281
Local Linear(LSCV) 0.1678 0.2071 0.2262 0.2492 0.2924 0.2286
Shimko 0.2176 0.2486 0.2670 0.2852 0.3263 0.2691
Simulation Specification 0.1968 0.2281 0.2444 0.2654 0.3102 0.2470
(50 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0466 0.0649 0.0722 0.0804 0.1083 0.0731
Local Linear(AICc) 0.1948 0.2260 0.2335 0.2418 0.2725 0.2348
Local Linear(LSCV) 0.1950 0.2260 0.2328 0.2425 0.2708 0.2344
Shimko 0.2087 0.2379 0.2462 0.2532 0.2813 0.2463
Simulation Specification 0.2011 0.2286 0.2359 0.2440 0.2748 0.2362
(70 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0463 0.0594 0.0676 0.0745 0.0892 0.0672
Local Linear(AICc) 0.1987 0.2282 0.2351 0.2423 0.2628 0.2348
Local Linear(LSCV) 0.1988 0.2272 0.2347 0.2421 0.2625 0.2343
Shimko 0.2140 0.2369 0.2449 0.2509 0.2720 0.2437
Simulation Specification 0.2050 0.2279 0.2358 0.2423 0.2643 0.2351
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Table 1.17: Monte Carlo results for `1 trend filtering comparisons MAPE under skewed error
with a = 0.04 and b = 0.3
(7 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.1083 0.1752 0.1978 0.2162 0.2826 0.1991
Local Linear(AICc) 0.1494 0.2020 0.2280 0.2579 0.3462 0.2309
Local Linear(LSCV) 0.1514 0.2006 0.2327 0.2657 0.3388 0.2351
Shimko 0.2308 0.2806 0.3029 0.3349 0.4452 0.3073
Simulation Specification 0.1966 0.2469 0.2699 0.2947 0.4162 0.2735
(12 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.1153 0.1448 0.1575 0.1752 0.2460 0.1623
Local Linear(AICc) 0.1743 0.2185 0.2369 0.2590 0.3146 0.2415
Local Linear(LSCV) 0.1838 0.2206 0.2382 0.2593 0.3185 0.2419
Shimko 0.2130 0.2681 0.2825 0.3020 0.3582 0.2867
Simulation Specification 0.2016 0.2443 0.2654 0.2804 0.3323 0.2647
(50 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0624 0.0812 0.0900 0.0994 0.1149 0.0899
Local Linear(AICc) 0.2028 0.2330 0.2402 0.2498 0.2928 0.2411
Local Linear(LSCV) 0.2027 0.2330 0.2396 0.2477 0.2918 0.2406
Shimko 0.2176 0.2445 0.2527 0.2604 0.2980 0.2525
Simulation Specification 0.2050 0.2371 0.2423 0.2492 0.2874 0.2431
(70 Observations)
0% 25% 50% 75% 100% Mean
Trend Filtering 0.0584 0.0777 0.0846 0.0937 0.1200 0.0851
Local Linear(AICc) 0.2142 0.2335 0.2423 0.2542 0.2772 0.2441
Local Linear(LSCV) 0.2103 0.2329 0.2423 0.2537 0.2772 0.2436
Shimko 0.2207 0.2434 0.2518 0.2614 0.2826 0.2531
Simulation Specification 0.2147 0.2342 0.2436 0.2546 0.2741 0.2439
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Table 1.18: Monte Carlo simulation mean RMSE with skewed noise for a = 0.04 and different
levels of b for Random Forest comparisons
b 4th order polynomial Ad-Hoc Random Forest Shimko Simulation Specification
0.1 0.01379 0.01045 0.01027 0.01290 0.01039
0.12 0.01463 0.01036 0.00998 0.01337 0.01012
0.14 0.01504 0.01070 0.01042 0.01363 0.01057
0.16 0.01594 0.01083 0.01086 0.01435 0.01102
0.18 0.01761 0.01111 0.01076 0.01543 0.01100
0.2 0.01906 0.01183 0.01109 0.01656 0.01138
0.22 0.01969 0.01217 0.01136 0.01684 0.01167
0.24 0.02218 0.01374 0.01199 0.02218 0.01261
0.26 0.02401 0.01315 0.01247 0.02159 0.01305
0.28 0.02552 0.01503 0.01370 0.02552 0.01444
0.3 0.02531 0.01490 0.01268 0.02081 0.01347
0.32 0.02641 0.01531 0.01342 0.02191 0.01394
0.34 0.02928 0.01624 0.01414 0.02607 0.01461
0.36 0.02693 0.01594 0.01347 0.02234 0.01391
0.38 0.03227 0.01683 0.01494 0.02654 0.01572
0.4 0.03543 0.02048 0.01823 0.03543 0.01965
0.42 0.03645 0.01927 0.01623 0.02935 0.01702
0.44 0.03772 0.02133 0.01977 0.03772 0.02083
0.46 0.03508 0.02039 0.01640 0.02839 0.01727
0.48 0.03877 0.02279 0.01828 0.03138 0.01921
0.5 0.04622 0.02396 0.02020 0.03732 0.02163
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Table 1.19: Monte Carlo simulation mean MAPE with skewed noise for a = 0.04 and different
levels of b for Random Forest comparisons
b 4th order polynomial Ad-Hoc Random Forest Shimko Simulation Specification
0.1 0.16061 0.12388 0.10910 0.14840 0.11118
0.12 0.17502 0.12387 0.10743 0.15750 0.11008
0.14 0.17807 0.12746 0.11366 0.15913 0.11594
0.16 0.18941 0.13052 0.11982 0.16766 0.12286
0.18 0.21023 0.13398 0.12098 0.18322 0.12397
0.2 0.22749 0.14496 0.12706 0.19614 0.13123
0.22 0.23565 0.14852 0.12969 0.19989 0.13392
0.24 0.26531 0.16718 0.14185 0.26531 0.14741
0.26 0.28605 0.16100 0.14621 0.25749 0.15230
0.28 0.30470 0.18521 0.16521 0.30470 0.17642
0.3 0.29883 0.18309 0.14960 0.24839 0.15992
0.32 0.31106 0.18578 0.15905 0.25887 0.16507
0.34 0.34751 0.20264 0.17017 0.31039 0.17818
0.36 0.31845 0.19746 0.16312 0.26458 0.16971
0.38 0.37724 0.20590 0.17773 0.31124 0.18782
0.4 0.41160 0.25358 0.22389 0.41160 0.24022
0.42 0.42354 0.23443 0.20043 0.34640 0.20912
0.44 0.42829 0.26192 0.24118 0.42830 0.25286
0.46 0.39874 0.24677 0.20279 0.32906 0.21311
0.48 0.42785 0.27018 0.22579 0.35680 0.23492
0.5 0.50582 0.28744 0.25276 0.42126 0.26414
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Table 1.20: Monte Carlo simulation with skewed noise mean RMSE and MAPE for a = 0.04
and different levels of b for random forest and `1 trend filtering for 7 and 8 observations per
tenor
7 observations per tenor
RMSE MAPE
b Random Forest Trend Filtering b Random Forest Trend Filtering
0.1 0.01026 0.00836 0.1 0.10856 0.10209
0.12 0.01030 0.00957 0.12 0.11080 0.11530
0.14 0.01047 0.01088 0.14 0.11390 0.13264
0.16 0.01055 0.01238 0.16 0.11664 0.14964
0.18 0.01117 0.01374 0.18 0.12301 0.16422
0.2 0.01109 0.01526 0.2 0.12351 0.18276
0.22 0.01112 0.01671 0.22 0.12611 0.19787
0.24 0.01139 0.01784 0.24 0.13083 0.20943
0.26 0.01222 0.01973 0.26 0.14268 0.23104
0.28 0.01220 0.02065 0.28 0.14416 0.24180
0.3 0.01271 0.02274 0.3 0.14923 0.26272
8 observations per tenor
RMSE MAPE
b Random Forest Trend Filtering b Random Forest Trend Filtering
0.1 0.01035 0.00829 0.1 0.11042 0.10014
0.12 0.01040 0.00939 0.12 0.11165 0.11461
0.14 0.01045 0.01053 0.14 0.11286 0.12693
0.16 0.01035 0.01192 0.16 0.11481 0.14377
0.18 0.01084 0.01303 0.18 0.11869 0.15676
0.2 0.01117 0.01448 0.2 0.12384 0.17270
0.22 0.01108 0.01590 0.22 0.12511 0.18903
0.24 0.01187 0.01766 0.24 0.13437 0.20818
0.26 0.01161 0.01849 0.26 0.13353 0.22008
0.28 0.01202 0.02041 0.28 0.14209 0.24033
0.3 0.01301 0.02205 0.3 0.15358 0.25637
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Table 1.21: Monte Carlo simulation with skewed noise mean RMSE and MAPE for a = 0.04
and different levels of b for random forest and `1 trend filtering for 9 and 10 observations per
tenor
9 observations per tenor
RMSE MAPE
b Random Forest Trend Filtering b Random Forest Trend Filtering
0.1 0.01024 0.00785 0.1 0.10788 0.09500
0.12 0.01041 0.00921 0.12 0.11184 0.11094
0.14 0.01046 0.01045 0.14 0.11363 0.12626
0.16 0.01081 0.01177 0.16 0.11789 0.14133
0.18 0.01050 0.01280 0.18 0.11575 0.15312
0.2 0.01110 0.01402 0.2 0.12267 0.16690
0.22 0.01114 0.01576 0.22 0.12622 0.18374
0.24 0.01113 0.01697 0.24 0.12637 0.19963
0.26 0.01122 0.01808 0.26 0.12962 0.21386
0.28 0.01206 0.01967 0.28 0.14145 0.23139
0.3 0.01228 0.02121 0.3 0.14481 0.24480
10 observations per tenor
RMSE MAPE
b Random Forest Trend Filtering b Random Forest Trend Filtering
0.1 0.01033 0.00785 0.1 0.10969 0.09460
0.12 0.01060 0.00901 0.12 0.11454 0.10768
0.14 0.01048 0.01000 0.14 0.11210 0.12022
0.16 0.01091 0.01122 0.16 0.11758 0.13459
0.18 0.01063 0.01259 0.18 0.11670 0.14994
0.2 0.01114 0.01389 0.2 0.12359 0.16477
0.22 0.01131 0.01493 0.22 0.12737 0.17792
0.24 0.01120 0.01601 0.24 0.12818 0.18904
0.26 0.01155 0.01762 0.26 0.13312 0.20665
0.28 0.01163 0.01892 0.28 0.13479 0.21890
0.3 0.01243 0.02101 0.3 0.14778 0.23977
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Table 1.22: S&P 500 and American Airlines Group, Inc. RMSE and MAPE distributions of




Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0003 0.0014 0.0027 0.0061 0.0060 0.1872 0.0010 0.0028 0.0043 0.0076 0.0082 0.1718
Shimko 0.0040 0.0079 0.0107 0.0125 0.0151 0.0687 0.0226 0.0326 0.0381 0.0398 0.0453 0.0873
Fourth Polynomial 0.0014 0.0033 0.0052 0.0067 0.0082 0.0642 0.0072 0.0111 0.0129 0.0146 0.0162 0.0421
AHG 0.0067 0.0260 0.0834 0.1059 0.1668 0.4514 0.0303 0.0807 0.1943 0.2287 0.3430 0.9434
Random Forest 0.0015 0.0044 0.0105 0.0129 0.0175 0.0817 0.0050 0.0098 0.0117 0.0128 0.0146 0.0346
Test Set
RMSE MAPE
Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0007 0.0025 0.0044 0.0077 0.0079 0.2042 0.0023 0.0059 0.0076 0.0110 0.0117 0.2128
Shimko 0.0041 0.0080 0.0108 0.0126 0.0152 0.0691 0.0230 0.0334 0.0386 0.0409 0.0465 0.0962
Fourth Polynomial 0.0017 0.0035 0.0055 0.0072 0.0087 0.0684 0.0068 0.0119 0.0140 0.0155 0.0172 0.0428
AHG 0.0065 0.0236 0.0732 0.0986 0.1555 0.4488 0.0309 0.0781 0.1931 0.2259 0.3380 0.9643
Random Forest 0.0016 0.0035 0.0065 0.0082 0.0104 0.0822 0.0048 0.0100 0.0120 0.0132 0.0150 0.0374
American Airlines Group, Inc.
Training Set
RMSE MAPE
Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0041 0.0182 0.0290 0.0336 0.0431 0.1398 0.0056 0.0177 0.0239 0.0267 0.0332 0.0812
Shimko 0.0178 0.0471 0.0600 0.0646 0.0782 0.1608 0.0318 0.0671 0.0808 0.0824 0.0962 0.1943
Fourth Polynomial 0.0097 0.0305 0.0431 0.0483 0.0624 0.1476 0.0166 0.0375 0.0470 0.0505 0.0605 0.1647
AHG 0.0306 0.1377 0.1954 0.2013 0.2609 0.4184 0.0544 0.1865 0.2470 0.2597 0.3258 0.5971
Random Forest 0.0169 0.0457 0.0628 0.0659 0.0817 0.1886 0.0249 0.0403 0.0495 0.0525 0.0612 0.1294
Test Set
RMSE MAPE
Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0094 0.0316 0.0488 0.0573 0.0759 0.5384 0.0142 0.0351 0.0451 0.0499 0.0598 0.3386
Shimko 0.0180 0.0484 0.0629 0.0686 0.0841 0.1829 0.0322 0.0729 0.0884 0.0909 0.1072 0.2084
Fourth Polynomial 0.0114 0.0365 0.0515 0.0593 0.0752 0.1757 0.0207 0.0466 0.0590 0.0637 0.0772 0.1679
AHG 0.0188 0.1142 0.1699 0.1808 0.2437 0.4289 0.0420 0.1817 0.2486 0.2597 0.3262 0.5959
Random Forest 0.0111 0.0366 0.0522 0.0594 0.0775 0.1736 0.0191 0.0423 0.0530 0.0567 0.0672 0.1399
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Table 1.23: Chipotle Mexican Grill, Inc. and Facebook, Inc. RMSE and MAPE distributions
of daily predictions for dates available between December 17, 2013 and December 29, 2017
Chipotle Mexican Grill, Inc.
Training Set
RMSE MAPE
Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0010 0.0075 0.0119 0.0149 0.0189 0.2249 0.0013 0.0080 0.0110 0.0122 0.0150 0.1390
Shimko 0.0074 0.0225 0.0307 0.0326 0.0400 0.0904 0.0160 0.0383 0.0485 0.0485 0.0580 0.0980
Fourth Polynomial 0.0034 0.0133 0.0190 0.0214 0.0271 0.0843 0.0063 0.0178 0.0222 0.0235 0.0280 0.0616
AHG 0.0110 0.0760 0.1315 0.1459 0.2108 0.4086 0.0241 0.1251 0.2094 0.2247 0.3076 0.8039
Random Forest 0.0053 0.0185 0.0291 0.0341 0.0425 0.1862 0.0088 0.0188 0.0235 0.0246 0.0292 0.0667
Test Set
RMSE MAPE
Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0035 0.0122 0.0188 0.0233 0.0291 0.1657 0.0054 0.0140 0.0184 0.0204 0.0246 0.1407
Shimko 0.0043 0.0233 0.0313 0.0340 0.0419 0.1351 0.0112 0.0403 0.0511 0.0516 0.0618 0.1110
Fourth Polynomial 0.0036 0.0145 0.0215 0.0250 0.0319 0.1428 0.0088 0.0202 0.0258 0.0275 0.0329 0.1096
AHG 0.0057 0.0687 0.1232 0.1384 0.1989 0.4170 0.0138 0.1284 0.2095 0.2263 0.3127 0.7737




Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0016 0.0076 0.0113 0.0142 0.0177 0.0876 0.0023 0.0075 0.0102 0.0112 0.0136 0.0446
Shimko 0.0081 0.0252 0.0328 0.0367 0.0442 0.1276 0.0149 0.0420 0.0535 0.0530 0.0631 0.1438
Fourth Polynomial 0.0035 0.0119 0.0176 0.0211 0.0263 0.1052 0.0065 0.0157 0.0200 0.0217 0.0260 0.0717
AHG 0.0124 0.0797 0.1440 0.1516 0.2111 0.4322 0.0227 0.1258 0.2001 0.2112 0.2837 0.6276
Random Forest 0.0071 0.0306 0.0437 0.0457 0.0581 0.1676 0.0105 0.0201 0.0249 0.0260 0.0305 0.0701
Test Set
RMSE MAPE
Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0035 0.0131 0.0193 0.0250 0.0301 0.1696 0.0057 0.0145 0.0195 0.0213 0.0260 0.0726
Shimko 0.0060 0.0258 0.0341 0.0388 0.0466 0.1855 0.0113 0.0448 0.0591 0.0584 0.0704 0.2052
Fourth Polynomial 0.0047 0.0145 0.0214 0.0263 0.0325 0.1668 0.0080 0.0195 0.0250 0.0275 0.0330 0.1221
AHG 0.0082 0.0657 0.1247 0.1368 0.1915 0.4019 0.0180 0.1247 0.2050 0.2133 0.2870 0.7159
Random Forest 0.0046 0.0169 0.0250 0.0294 0.0369 0.2073 0.0075 0.0197 0.0250 0.0270 0.0326 0.0891
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Table 1.24: General Dynamics, Inc. RMSE and MAPE distributions of daily predictions for




Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0022 0.0123 0.0191 0.0219 0.0279 0.1217 0.0046 0.0153 0.0205 0.0222 0.0281 0.0623
Shimko 0.0095 0.0320 0.0410 0.0453 0.0530 0.1570 0.0320 0.0699 0.0797 0.0812 0.0926 0.1498
Fourth Polynomial 0.0046 0.0219 0.0300 0.0335 0.0414 0.1415 0.0090 0.0304 0.0397 0.0416 0.0503 0.0857
AHG 0.0148 0.0807 0.1140 0.1396 0.1845 0.4428 0.0451 0.2003 0.2620 0.3043 0.3795 0.8577
Random Forest 0.0124 0.0470 0.0669 0.0759 0.0956 0.2730 0.0282 0.0491 0.0587 0.0604 0.0697 0.1296
Test Set
RMSE MAPE
Minimum 25th percentile Median Mean 75th percentile Max Minimum 25th percentile Median Mean 75th percentile Max
Trend Filtering 0.0039 0.0257 0.0391 0.0480 0.0574 0.7276 0.0127 0.0425 0.0555 0.0620 0.0720 0.6779
Shimko 0.0087 0.0339 0.0429 0.0493 0.0601 0.1622 0.0291 0.0772 0.0929 0.0982 0.1119 0.3170
Fourth Polynomial 0.0067 0.0272 0.0385 0.0477 0.0593 0.2990 0.0175 0.0484 0.0613 0.0741 0.0835 0.4631
AHG 0.0104 0.0767 0.1064 0.1336 0.1672 0.4385 0.0311 0.2190 0.2950 0.3403 0.4188 1.3953
Random Forest 0.0091 0.0301 0.0455 0.0512 0.0641 0.2262 0.0251 0.0492 0.0619 0.0665 0.0773 0.2067
Figure 1.1: Noiseless simulated Implied Volatility surface
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Figure 1.2: Monte Carlo RMSE comparison for `1 trend filtering
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Figure 1.3: Monte Carlo MAPE comparison for `-1 trend filtering
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Figure 1.4: Random Forest average RMSE and MAPE comparisons with competitors
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Figure 1.5: `1 trend filtering and random forest comparisons of RMSE and MAPE
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Figure 1.6: Monte Carlo RMSE comparison for `1 trend filtering under skewed error with
a = 0.04 and different levels of b
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Figure 1.7: Monte Carlo MAPE comparison for `1 trend filtering under skewed error with
a = 0.04 and different levels of b
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Figure 1.8: Random Forest average RMSE and MAPE comparisons with competitors under
skewed noise
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Figure 1.9: `1 trend filtering and random forest comparisons of RMSE and MAPE under
skewed error
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Figure 1.10: `1 trend filtering comparisons of PARMSE and PAMAPE for S&P 500
Figure 1.11: Random forest comparisons of PARMSE and PAMAPE for S&P 500
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Figure 1.12: `1 trend filtering comparisons of PARMSE and PAMAPE for American Airlines
Group, Inc.
Figure 1.13: Random forest comparisons of PARMSE and PAMAPE for American Airlines
Group, Inc.
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Figure 1.14: `1 trend filtering comparisons of PARMSE and PAMAPE for Chipotle Mexican
Grill, Inc.
Figure 1.15: Random forest comparisons of PARMSE and PAMAPE for Chipotle Mexican
Grill, Inc.
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Figure 1.16: `1 trend filtering comparisons of PARMSE and PAMAPE for Facebook, Inc.
Figure 1.17: Random forest comparisons of PARMSE and PAMAPE for Facebook, Inc.
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2.1 Introduction and background
In the case of comparative studies seeking causal effects in the social sciences, treatment/control
design quasiexperimentation has been the cause of much discussion in recent years. However,
situations in which real feasible controls are not readily available abound. As a response to
this Abadie and Gardeazabal (2003) suggest a method for creating artificial counterfactuals
called synthetic control. Synthetic control operates on time series data, with a specific time
t0 set to be the time in which a treatment is applied.
The synthetic control method picks a set of candidate controls and creates a linear com-
bination of their respective outcome variables within the convex hull of the outcome variable
of the treated unit in periods prior to t0 to generate a new control unit that mimics the
treated unit closely in the pre-treatment stage. In order to determine whether a causal effect
71
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exists, the synthetic control is extrapolated to post-treatment periods and then graphic in-
spection allows the researcher to tell if it diverges from the observations in the treated unit.
This extrapolation is possible because the outcome variables for the candidate controls are
predicted via a constrained weighted regression on the outcome variable and determining
characteristics through quadratic programming. Complementary methodologies can include
a penalized form of this problem as Doudchenko and Imbens (2016) show with an elastic
net. Thus, the linear combination found to generate the synthetic control is fit on the pre-
dicted values of the outcome variables. The constrained parameters in the convex hull of the
treatment found in the solution of the regression are used for predicting the outcome values
in the post-treatment periods using the information of the candidate controls.
As in most comparative case methodologies, it is assumed that the control units are not
affected by the treatment, and that there is no interference between units( Abadie et al.
(2010)). While most comparative studies often are careful to make sure this assumption is
met, the idea of examining the time-series structure of the units is more often ignored. A
driving assumption for the use of synthetic control is that the units are trend stationary.
Violations of this assumption are explored in Carvalho et al. (2016), and Ferman and Pinto
(2016). The most problematic issue with violating this assumption is the overrejection of a
null hypothesis of finding no treatment effect. I(1) series distort forecasts and put in doubt
whether the generated synthetic control is indeed reflective of what a counterfactual should
be for a treated unit. This occurs even under the circumstances in which a cointegration
relationship between treated unit and candidate controls occurs.
The proposed correction in this case would imply using a type of model that can handle
multiple temporal error specifications and can generate good forecasts under non-stationary
cointegrated relations. Hence, the model in this proposal is a variation on Taylor and Letham
(2018) general principle of forecasting at a scale. That being, any time series can be given
a forecast via a generalized additive model (GAM). The use of the GAM includes a trend,
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seasonality and a weighted combination of the candidate controls to generate a new artificial
counterfactual.
In order to test the efficacy of the GAM, a Monte Carlo experiment is necessary, in
which time series that are non-stationary. Then a treatment unit would be generated by
predefining weights on the control units, predefining a cointegrated relation. If no treatment
effect is added, the artificial counterfactual should match the treated unit closely. Running
the typical synthetic control and the GAM (called trend-corrected control henceforth), the
accuracy of both methods can be measure by comparing their respective goodness of fit in
relation to the treated unit.
Trend-corrected control uses the full series of the candidate control units as “covariates”
in its specification. Since a logical question would be why these are used in full, rather than
using detrended control series, another simulation is run to justify the specification. In this
experiment, no treatment effect is added and three possible specifications are used. In the
first, only shape elements (trend and seasonality) are used for generating the forecast, the
second utilizes the pseudo residuals after detrending and deseasoning each control series as
covariates, and the third uses the full series. The results suggest that the best forecasts are
given across the board with using the full series as covariates.
Another Monte Carlo experiment is used to answer the question of whether this methodol-
ogy can identify correct magnitudes for treatment effects when they are indeed present. This
is done by measuring the distances between the treated unit under generated deterministic
effects and the counterfactual. This distance is analyzed and compared to the way the effect
is generated. The results indicate that the model’s proxies for distance have distributions
mostly centered around the ”true values” of the generated treated effects.
Beyond simulation experiments, an empirical replication of a published study is used
as an effective procedure to test how well the proposal works. For that, the Abadie and
Gardeazabal (2003) study on the effect of German reunification on the per capita GDP of
CHAPTER 2. TREND-CORRECTED COUNTERFACTUAL 74
Germany is used. The results obtained from the proposed model closely resemble those of
the original study and are robust to changes in treatment periods.
2.2 Base model for synthetic control
Synthetic control as proposed in Abadie and Gardeazabal (2003) and Abadie et al. (2010)
consists of a balanced panel with T periods and i = 0, 1, · · · , K units, a “treatment” period
t0 < T , in which the only unit affected by a treatment is a series y1,t where t is the index for







1t for t = 1, ..., t0 − 1
y
(0)
1t + δt for t = t0, ..., T
with δt representing the treatment effect.
Synthetic control selects possible controls from a donor pool of units that could work as
controls. The driving assumption for a unit being part of the donor pool hinges on it being
unaffected by the treatment imposed on y1t. These units come from series notated by y0t,i
where i = 1, . . . , K indicates the specific donor. The selection is performed by looking for
the donor’s weights such that the treated unit belongs in their convex hull during the periods






wiy0t,i for t = 1, . . . , t0 − 1
where




Hence, in addition of needing for donor pool units to be unaffected by the treatment there
is an extra assumption which requires that the “weights” wi exist. The procedure searches
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(X1 −X0W )′ V (X1 −X0W )
where W is just a K×1 vector with wi as entries, X1 is the t0−1×1 vector of pre-treatment
values of the treated unit augmented by any other variables which determine the value of
y1t . X0 is a matrix with K columns, where each column is the vector of the first t0 − 1
observations of each y0t,i augmented by the corresponding variables which augment X1, and
V is a positive definite weighting matrix.
The solution for the weighting vector Ŵ can then be used for generating a counterfactual.
Consider Y0 to be the matrix composed of the K vectors of the observations of each y0t,i.
Then the counterfactual is given by
Ŷ
(0)
1 = Y0Ŵ .
Hence, using the vectors for only the post-treatment periods, the treatment effect can be






2.3 Trend-corrected artificial counterfactual
Artificial counterfactual construction can be viewed as a forecasting problem. Hence, in
the spirit of synthetic control, one can use donor pool units to construct forecasts of the
treated unit. If the forecast is appropriate, it should resemble the true counterfactual.
Thus to generate the counterfactual it is necessary to use a procedure which can automate
the difficult time series forecasting procedures. Hyndman and Khandakar (2008) propose
automatic procedures for fitting ARIMA models as well as software, but the forecasting
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procedure tends to have large trend errors.
Hence, in the spirit of structural forecasting of Harvey and Peters (1990) and Taylor
and Letham (2018), this work proposes a general additive model (GAM from here on). A
GAM as defined by Hastie and Tibshirani (1987) is a sum of components of basis functions
estimated at once to approximate complex functional forms in estimation. The GAM used
for this problem is defined as
y
(0)
1t = γ1 (t) + γ2 (t) + γ3 (t) + εt (2.1)
where γ1 (t) represents the trend component, γ2 (t) the seasonality component and γ3 (t) the
donor component, and εt is mean zero unobservable noise.
Each of the components of the GAM is a model within itself. But their principle is clear
in terms of the counterfactual. In the same spirit as synthetic control γ3 (t) is used to inform
the counterfactual via the donor pool, while the other two components, simply learn basic
shapes of the series from the pre-treatment period to impose in the post-treatment period.
The trend component γ1 (t) is estimated as a piecewise linear regression of period t on y1t
in the pre-treatment stage and then just extrapolated in the post-treatment stage. Since the
changepoint selection problem for piecewise linear regression is difficult to solve, this work
uses `1 trend filtering with order 2 as suggested by Tibshirani et al. (2014) for setting them.
The model is defined as










where λ ≥ 0 is the regularization hyperparameter, and m+ 1 is the order of the model. The
penalized matrix is simply the matrix of second differences. Thus, the predictions from the
model give a piecewise linear regression which penalizes on the second discrete derivative of
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changes of y1t in terms of t.
The seasonality component γ2 (t) follows a Fourier series for flexibility as proposed by















for flexibility purposes, N is truncated at 10.





The last component is simply a linear combination of the donors. Hence, in order to allow
for predictability and proper forecasts, if there exists a cointegrating relationship between y1t
and all y0t,i , the donors are informative and correct the forecasts beyond simple the shapes of
the series. While, one may ask why γ3 uses the full series y0t,i, rather than detrended versions
of these, the Monte Carlo section shows that this specification may contain informational
contributions (in terms of forecasting) not present in viable alternatives like shape only series,
or series of pseudo residuals.
2.4 Monte Carlo experiments
In order to compare different ways of computing artificial counterfactuals, the treatment
and candidate control series need to be generated in a specific way. Series need to satisfy
both a cointegrating relation and guarantee the existence of the treated unit within the
convex hull of the candidate control units. The simulation generation strategy requires a
definition for number of members in the donor pool, a set of simulated weights meeting
the synthetic control bounds, and a way to correlate donor pool units. The treatment
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unit is initially generated without effect, such that if the counterfactual fitted on the pre-
treatment stage provides good forecasts of the treated unit in the post-treatment stage,
one can conclude no effect was identified when there was none. In order to test if the
trend-corrected control can identify treatment effects, specific shapes of effects are given
to the treated unit only in the post-treatment stage. By computing the distances of the
counterfactual to the treated unit and comparing them to the specification of the simulated
effects, the efficacy for the identification of the effect can be computed. Additionally, one
might ask why the specification of trend corrected control uses the full series of candidate
controls as covariates and not detrended series, another experiment in which forecasts only
with trend and seasonal components are computed, one with trend, season, and residuals
from detrended candidate controls, and finally the specification chosen for the other Monte
Carlo experiments.
The donors are generated through unit roots:
y0t,i = y0t−1,i + εt,i
for i = 1, · · · , K and t0 = 1, · · · , T , and where
εt,i = λt + νt,i.
In this setting, λt is a vector of stochastic time effects drawn from N (0, 0.5), and the
values for each νt,i are drawn from the columns of a multivariate normal distribution matrix
ν where the mean vector is a column of zeros and a covariance matrix Σ such that it
is generated from a correlation matrix R with off diagonals generated from a uniform (-
1,1) random variable. The matrix Σ has diagonal elements set to 0.5 and is arranged to
the nearest symmetric positive semidefinite matrix by utilizing the algorithm proposed in
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Higham (2002)1.
This design so far guarantees that the donors are I(1) series, and that they exhibit
correlation among them. The correlation ensures a realistic scenario in which the researcher
would pick candidate controls that exhibit behavior which they expect to be relatively similar
to the treated unit in the pre-treatment stage. In order to guarantee cointegration and the
existence of weights for synthetic control, a set of m < K uniform random variables is
generated and a vector of length K−m with zero entries is generated such that we have the
vector U of length K specified as
Ui =

Uniform[0, 1] if 1 ≤ i ≤ m
0 otherwise




for i = 1, · · · , K
In this work, m = 4. The reason for picking a small set of non-zero weighting units is
because in most applied cases, the number of candidate units picked by synthetic control
tends to be small. In addition, it is of interest to examine how well each of the algorithms
deals with the increase of units that have real contribution to the treated unit. The sum of
all entries in ω is exactly one and all entries are restricted in the convex hull boundaries.




ωiy0t.i + ηt, for ηt ∼ N (0, 0.5)
1This algorithm solves a Frobenious norm distance minimization problem for positive definite matrices
via alternating projections
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Furthermore, the Monte Carlo runs are generated with the following combinations of
treatment times and series lengths
(t0, T ) ∈ {(60, 80) , (60, 100) , (90, 120) , (90, 150) , (120, 160) , (120, 200)}
and values of K ∈ {9, 14, 19}.
The evaluation metrics for the Monte Carlos are contingent on which experiment we run.
In order to evaluate the results of the Monte Carlo, in which no treatment effect is present,
the different specifications for counterfactuals act as forecasts for the treated unit. The best
counterfactual then is one that shows better goodness of fit with the treated unit in the
post-treatment period. Thus, for the experiments that test which specification for the donor
effect is best, and for the experiments which show whether trend controlled overcomes the
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To compare the relative sizes of an advantage between trend-corrected counterfactual and








In addition, for the experiment comparing synthetic control and trend corrected counterfac-
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and the p-values of an Anderson-Darling test with the null hypothesis of having the true
counterfactual and the trend-corrected forecast coming from the same distribution can be
used.
When generating effects, this work accounts for 3 types of trends, one in which the
treatment effect is constant, one in which it increases linearly with time and one which
follows a polynomial trend. The effects are simply deterministic functions for t ≥ t0 that are
added to the generation scheme in this section for the post treatment series, and is denoted
by δt. The constant effect is defined as
δt = d0 where d0 = 10
the linear effect as
δt = d1(t− t0) where d1 = 0.2
and the polynomial effect as
δt = d0 + d1(t− t0) + d2(t− t0)2 where d0 = 1, d1 = 0.4, d2 = −0.002.
To test whether the trend-corrected counterfactual can identify effects without overstating







for t = t0, · · · , T
Since the constant effect simply creates a parallel series to what the series would be if
there were no effect, the effect can be tested by running the regression
δ̂t = β0 + β1 (t− t0)
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for each simulation and seeing if the distribution of the fitted β̂0 is centered around the value
of d0 and if β̂1 is close to zero. For the linear and polynomial effects, a pseudo R
2 can indicate












All Monte Carlo experiments are run 300 times per estimate with a set of a 100 periods
for burn-in. The algorithm used for random number generation was the Mersenne-Twister
algorithm as implemented in the R statistical software. Since each donor series is generated
randomly, the first m generated series are the ones selected as those with positive weights.
2.5 Monte Carlo results
2.5.1 Specification search
A natural question regarding the specification of the trend-corrected artificial counterfactual
is why the donor component is imposed as a combination of the entirety of the donor series
rather than detrended versions. Moreover, is there really an improvement from using the
donor effect versus using only the trend and seasonality components alone for the forecasts?
To this end, the Monte Carlo compares the specification from the last section on the generated
series with no effect and compares it to the following two GAM specifications:
y
(0)




1t (t) = γ1 (t) + γ2 (t) + γ4 (t) + εt (2.3)
where γ4 (t) is defined as the pseudoresiduals from fitting the donor series only using trend
and seasonal components.
CHAPTER 2. TREND-CORRECTED COUNTERFACTUAL 83
The results are summarized in Tables 2.1 to 2.6, and graphical summaries are shown in
Figures 2.1 and 2.2. The RMSE and MAPE measures are collected in terms of the post-
treatment period meaning that a good forecast with low deviation errors indicates better
counterfactuals. The Monte Carlo results for Equation (2.1) are in Table 2.3, and Table 2.6.
The results for Equation (2.2) are in Table 2.1 and Table 2.3. The results for Equation (2.3)
are found in Table 2.2 and Table 2.4.
A first view of the figures and tables indicate that in terms of RMSE, the specification of
the trend-corrected control shows remarkably better counterfactuals than the alternatives.
Furthermore, one can observe that for every level of t0 a longer forecast horizon yields con-
sistently to worse fits for all specifications. However, the RMSE for the trend-controlled
specification is the less altered by longer forecast horizons even at short training times. An
extreme case is the lower performing setups for treatment time and forecast horizon with
t0 = 60 and the number of donors set at 9. With the RMSE of the shape only counterfac-
tuals increasing about 40.8 percent (from 1.96 to 2.76), the one fitting with pseudoresiduals
increasing 26 percent (from 0.84 to 1.06), and the one with the full series only increas-
ing 0.8 percent (from 0.847 to 0.854). Results are comparable across all different set-ups.
MAPE shows a similar trend. Overall, one also observes that while all specifications lose
forecasting power with longer forecast horizons, shorter training times and a higher number
of zero weighted donors, the specification chosen and defined in Section 2.3 outperforms the
alternatives.
The inclusion of a donor component is significant according to this experiment. While
the pseudoresidual component being one which filters the shape components of the donor
pool seems like an intuitive choice for modelling, the results seem to indicate that there is
information in the shapes of the donors that can work as a stronger forecast corrector than
the pseudoresiduals. This justifies the choice of specification for the GAM as one that uses
basic shapes and works in the same spirit as synthetic control.
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2.5.2 Synthetic control comparison with no effect
The ultimate objective of this work is seeking to relax the assumption of trend stationarity
which can lead to synthetic control to over reject the null of no effect. In order to illustrate
this issue, we see in the simulations that under I(1) series, synthetic control can generate
results such as those shown in Figure 2.3, in which the vertical dotted line denotes t0.
Even if the pre-treatment fits are good, synthetic control can still produce results which
might mislead the researcher into interpreting having found an effect when there is in fact
none. Trend corrected control handles the same data by generating the results presented
in Figure 2.4. The figures provide an encouraging preliminary result. However, the Monte
Carlo experiment with a changing number of unweighted donors, with different forecasting
horizons, and with different training times is necessary to have a complete assessment of the
results.
The results of the simulations are summarized in Tables 2.7 to 2.10, and graphical sum-
maries are in Figures 2.5 to 2.7. Goodness of fit for synthetic control and the trend-controlled
counterfactual indicate the quality of counterfactuals. The better a goodness of fit measure,
the closer the counterfactual is to a ”true” counterfactual. Since the asymptotic behav-
ior in the post-treatment controls leads to hard to define distributions, a combination of
the Anderson-Darling test and a pseudo R2 are presented in tandem. A rejection of the
Anderson-Darling test means that the counterfactual and the observed series of the treated
unit do not belong to the same distribution. The pseudo R2 measure is simply a global ratio
of variation about the sample mean of the post-treatment treated unit values.
A first observation from looking at the distribution of RMSE indicate both from the
tables and the plots that trend-controlled distributions are to the left of those of synthetic
control across the distribution for all cases. This indicates that, at least on this metric,
trend-corrected control outperforms synthetic control. The immediate implications are that
CHAPTER 2. TREND-CORRECTED COUNTERFACTUAL 85
so far it seems that trend-corrected control is less likely to deviate of a true counterfactual
in the post-treatment period. Further inspection shows that longer forecasting horizons for
fixed treatment periods lead to increases in the error measure for both models. Thus, the
likelihood of wrongly identifying an effect increases for both. This is expected behavior for
any forecasting model, and is further amplified by the non-stationary issue.
Moreover, the decrease in forecast power is more severe for the trend-corrected counterfac-
tual than for the synthetic control. The median RMSE for the trend-corrected counterfactual
increase between 10 to 22 percent in their value from short forecasting to long forecasting
horizons. Synthetic control shows slightly more robust results exhibiting increases from 3 to
21 percent. It is important to note that such does not imply that the trend-corrected coun-
terfactual ever underperforms synthetic control, as the median RMSE of the trend corrected
counterfactual is 22 to 57 percent smaller than that of synthetic control in all cases.
The rate of the advantage of trend-corrected counterfactual over synthetic control in-
creases the longer the pre-treatment series that is used for fitting the counterfactual. This
is easily seen from Table 2.11 ; the phenomenon is the same for both PRMSE and PMAPE.
The table also shows that the median percent advantage on both measures increases under
long forecasting horizons when t0 = 60 and the number of donors is nine but it decreases for
all other instances.
When talking about specifically the number of donors, for the same pre-treatment times
and forecasting horizons, the behavior is not monotonic. Note that for PRMSE the percent
advantage increases for most cases from nine to fourteen donors and then it drops when the
number changes from fourteen to nineteen. Exceptions to this behavior are when t0 = 60
with T = 100 and t0 = 90 with T = 150 in which the number of donors reduces the
advantage as it increases. It is of note that these special cases both have long forecasting
horizons. PMAPE exhibits a similar behavior that PRMSE does across the same setups.
This effect seems to indicate that trend-corrected counterfactual can identify series that
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have no actual contribution or that are not part of the cointegrating relation up to a certain
extent. Its ability to do so is more reduced under longer forecasting horizons. It is still
worthy of note that under all setups the proposed method maintains large positive percent
advantages, suggesting that is still significantly less likely than synthetic control to deviate
from the true counterfactual and hence less likely to identify treatment effects when there
are none.
The values for the pseudo R2 are clipped at zero for whenever the measure indicated
behavior worse than a horizontal line leading to values larger than one. These are shown
in conjunction with the Anderson-Darling p-values. The reason for this joint presentation
is because of the lack of knowledge of the asymptotic behavior of the forecast. Thus, be-
yond presenting simply a goodness of fit measure, assessing whether the distribution of the
counterfactual and the forecast come from the same distribution is a good proxy measure to
assess whether the null hypothesis of no effect fails to be rejected or not.
The results encapsulated in Table 2.10 and Figure 2.7 suggest that overwhelmingly, syn-
thetic control simulations have low R2 values and reject the null hypothesis of the synthetic
control and actual counterfactual being from the same distribution which is consistent with
the violation of stationarity. Figure 2.7 also demonstrates that most simulation setups for
the trend-corrected counterfactual fall in the upper right quadrant. Thus, for a large number
of cases the proposed method fails to reject the Anderson-Darling test at a 0.05 level of sig-
nificance and produces high goodness of fit with R2 ≥ 0.5 . The results that show that the
trend-corrected counterfactual in the rejection area or with low R2 values are all the cases in
which t0 = 60 and a case for t0 = 90 with T = 150. This suggests that the trend-corrected
counterfactual is ocassionally vulnerable to over-rejection of the null of no effect when in the
presence of situations with long forecasting horizons and short training periods.
The results of this experiment suggest that under sufficiently long pre-treatment periods
and short enough forecasting horizons, and cointegration, the trend-corrected counterfactual
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is indeed more robust to the issues that synthetic control has in the presence of I(1) series.
While not completely impervious to the number of irrelevant donors, the method has a
capacity to suppress their effect if they are few.
2.5.3 Effect identification
While the Monte Carlo experiment with no treatment effect implies that the trend-corrected
counterfactual is close to a true counterfactual in the experiment’s conditions and hence is
implicitly able to identify true treatment effects, it is important to determine whether it can
identify these effects without overstating or understating them significantly. The design for
this experiment deals with three types of effects: a constant, linear and polynomial trend
effects. The results are summarized in Tables 2.11 to 2.15, and Figures 2.8 and 2.9.
The constant effect is tested via regressions for each simulation set up in which δt = 10,
meaning that the intercept parameter should be centered at around 10 and the slope about
zero. From the results of the tables and figures for this test, it is of note that the distribution
in all setups, be it for long or short forecasting horizons are centered indeed closely about
10 and are mostly symmetric for the intercept parameter. Looking at the density plots and
five number summaries for the slope parameter also suggest the distributions being strongly
centered about zero. However, it is important to note that the instances in which t0 = 60
show higher dispersion than the other cases, flattening out the distribution and sometimes
creating multi-modality. Yet, these distributions still show to have relatively low bias from
the “true” parameter values.
Linear effects are identified through a pseudo R2 measure defined in Section 2.4 in which
higher values can be interpreted as accuracy on the determination of the magnitude of the
effect. The five-number summaries and density plots suggest that the pseudo R2 distributions
are left-skewed about 0.5 with the exception of the cases in which t0 = 60. In these cases,
dispersion is also higher than in the other cases with heavier left tails. Thus implying
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that shorter training times are more unstable than those which are not and thus sometimes
having identified effects that are either overstated or understated more often than in any
other instance in the experiment.
In a similar fashion polynomial effects are also identified through a pseudo R2 measure.
The results are consistent with those of the linear effect showing similar distribution shapes.
However, in this case the distributions are all left-skewed about 0.5. While the cases in which
t0 = 60 are centered at lower values than the other instances, one sees that the distributions
are centered further to the right than those of the linear effect analysis. Overall, the method
provides reliable effect sizes when allowed to train for long enough.
2.6 Empirical Application
The Monte Carlo experiments provided insight on the effectiveness of the method under
stringent, yet limited conditions on its design. In order to judge the trend-controlled coun-
terfactual, work with real data is necessary. It is additionally convenient to utilize examples
that have well known results and have been corroborated and replicated many times. This
work selects the well cited analysis of Abadie and Gardeazabal (2003) as a benchmark for
replication of results. The study assesses whether German reunification after the fall of the
Berlin Wall in 1990 had economic cost for West Germany which had GDP approximately 3
times higher than East Germany. Abadie and Gardeazabal (2003) find that there is an eco-
nomic cost to reunification. A reason for choosing this particular study beyond its well known
results is that the outcome variable of interest is GDP, which is known to be non-stationary.
However, the donor pool is constructed from OECD countries, and they all have increasing
GDP per capita from 1960 to 2003 without largely apparent fluctuations as shown in Fig-
ure 2.10. This implies that the results from Abadie and Gardeazabal (2003) are less likely
to have been susceptible to the issues caused by the violation of stationarity. Moreover, the
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pre-treatment period available for “learning” the series has only 30 periods. The results in
Section 2.5 suggest that short pre-treatment periods are unfavorable for the trend-corrected
control. Hence, if the method is able to perform well in terms of placebo tests and confirm
the results of the original work, then it is possible to further confirm its usefulness. The data
for this replication were obtained from Hainmueller (2014) which provides the exact data for
replication from the study.
Since the trend-corrected counterfactual depends on there existing a cointegrating re-
lationship between the outcome variable of the treated unit and those of the candidate
controls, a good evaluation of the method requires to test if such a relationship exists in
practice. Fortunately, the choice of OECD countries picked with non-zero weights by the
original paper (Austria, Japan, Netherlands, Switzerland and USA) can be shown to be
stationary by running the regression of the series:
GDPWestGermany = β1GDPAustria + β2GDPJapan + β3GDPNetherlands
+ β4GDPSwitzerland + β5GDPUSA + u
and performing an augmented Dickey-Fuller test on the residuals û. If these turn out to be
stationary, then the cointegrating relationship exists as specified. The results of the test are
presented in Table 2.16. Since the Monte Carlo results suggest that the efficacy of the trend-
corrected counterfactual is compromised in the presence of non-cointegrating donors, this
section only fits the trend-corrected counterfactual using the same donor countries selected
by synthetic control by Abadie and Gardeazabal (2003).
Figure 2.11 shows a comparison of the results from synthetic control and trend-corrected
side to side. The similarities between the two graphs confirm both the effect found in
Abadie and Gardeazabal (2003), and the effectiveness of the proposed method. However,
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this similarities need to be confirmed as pertaining to the ability of the trend-corrected
counterfactual of synthesizing a plausible control unit and not simply to a decay in forecast
ability across time. This is a particularly important point to examine, as the number of
pre-treatment periods is small (t0 = 30).
Since the trend-corrected counterfactual is particularly vulnerable to training under short
series, the placebos were placed in order to allow at least 22 periods for fitting. Figure 2.12
shows the results of changing the treatment periods to 1982, 1984 and 1986 respectively.
The figure shows that before the actual treatment period (1990), the placebos show only
small divergences from the treated unit series, affirming that the counterfactuals generated
seem adequate to use.
The results from this short replication indicate that even under adverse conditions, the
proposed model can generate results that are plausible enough to at the very least serve
as a further robustness check for other methods when the series analyzed are I(1) and the
treatment unit has a cointegrating relation with members of the donor pool.
2.7 Concluding Remarks
Trend-corrected artificial counterfactual is a proposed method for approximating counterfac-
tuals in the same spirit as synthetic control but with an automatic forecasting specification
via a GAM to achieve its purpose. This proposal aims to relax the assumption of trend
stationarity in synthetic control. Synthetic control is vulnerable to overrejection of the null
of no treatment effect under I(1) series, meaning that it can indicate treatment effects when
there are none. Using three different Monte Carlo experiments, the method is put to the
test to confirm that the specification is adequate, that it overcomes the difficulties found in
synthetic control, and that in the presence of actual treatment effects, the counterfactual
does not understate or overstate their magnitude significantly. For different sets of training
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lengths, forecasts horizons and number of non cointegrating peers, the proposal shows an
overall likelihood of being a correct specification when compared to two alternatives: one
using only trend and seasonal components, and one using the same components but adding
a linear combination of pseudoresiduals. The second experiment shows that the methodol-
ogy is far less vulnerable to I(1) series than synthetic control by showing not only better
measures of fit against a “true” counterfactual, but also by proving itself belonging to be
often from the same distribution. The third experiment uses linear regression and goodness
of fit against distances from the artificial counterfactual and generated deterministic effects.
The results of this experiment show relatively low bias across all cases.
It is worthy of note that the weaknesses of the model also become evident through
the Monte Carlo experiments. The first vulnerability is that the cointegration assumption
is strong. This is shown by noting that even if the method maintained relatively good
properties in the presence of non-cointegrating donors, it performed unstably and eventually
worsened as the number of these grew, making it inadvisable to use donors that do not show
cointegrating relationships with the treatment unit. A second important vulnerability is
that deviation from the model worsens as the forecasting horizon increases, making it only
applicable if the forecasting horizon is significantly shorter than the number of periods in
which the model is fit. The third and most inconvenient vulnerability comes in the need for
long periods for fitting the series. All these vulnerabilities are consistent with those found in
most forecasting methodologies, noting that this is not a technique that is recommendable
under every possible scenario when meeting with the issue of I(1) series, but a restricted
viable alternative that can often be more reliable than synthetic control results when the
trend stationarity assumption is violated.
The seminal work of Abadie and Gardeazabal (2003) is chosen as empirical benchmark
for the model. The data in the German reunification analysis is comprised of non-stationary
series, albeit increasing ones making the problems with the lack of stationarity be dimin-
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ished as the validation of the method in the original paper show the conclusion to be robust.
Fortunately, synthetic control gives weights to a set of donors that happen to have a cointe-
grating relationship with the treatment unit and hence become the donor components for the
trend-corrected control and allow for easy comparison. However, the model proves to be a
particularly tough benchmark for the trend-corrected control due to allowing only 30 periods
for fitting. Nevertheless, the results obtained from the method closely follow those obtained
in the original paper despite using a different methodology. In a placebo test with differing
treatment times it is shown that the divergence from the treated unit after the treatment
effect comes from the actual effect rather than simply a loss of forecasting accuracy over
time.
The methodology proposed is one that seeks to use the predictive power of modern
estimation techniques borrowed from machine learning literature to help further reduce as-
sumptions in causal inference models. While not fully robust to data density, the method
can be a viable alternative or at the very least a useful robustness check to complement other
tools in the artificial counterfactual toolkit.
2.8 Tables and Figures
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Table 2.1: RMSE distributions for shape only simulations
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.78914 1.43590 1.96262 3.38544 8.31973 2.50433
9 60 100 0.98468 1.94527 2.76634 4.51160 11.47539 3.45532
9 90 120 0.82632 1.69201 2.73403 4.60305 11.33523 3.28580
9 90 150 0.91901 2.58588 4.21789 6.73165 15.11855 5.01310
9 120 160 1.14805 2.10810 3.51918 4.75125 12.12152 3.76283
9 120 200 1.42872 2.69864 4.94550 7.33599 13.77090 5.32982
14 60 80 0.65226 1.70133 2.71551 4.02340 7.71511 2.96907
14 60 100 0.85620 2.08563 3.14956 4.77494 10.38072 3.56895
14 90 120 0.96852 1.95131 2.72142 3.87916 12.92792 3.17583
14 90 150 0.86817 2.31842 3.01161 5.28999 12.92096 4.20666
14 120 160 1.00479 1.99635 3.02117 4.59923 9.14653 3.43836
14 120 200 1.13008 2.90600 4.22905 6.30937 16.19830 5.14290
19 60 80 0.76582 1.60886 2.20201 3.58573 9.30600 2.79832
19 60 100 1.06194 2.20436 3.46988 5.06372 9.95823 3.90862
19 90 120 0.81011 1.83065 2.81805 3.96383 9.55248 3.21719
19 90 150 1.15783 2.57742 3.89073 5.74285 12.39690 4.45853
19 120 160 1.00820 1.88676 2.88044 4.83899 9.10227 3.53482
19 120 200 1.34903 2.76846 4.04378 6.14141 14.32905 4.77675
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Table 2.2: RMSE distributions for residual fitted simulations
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.51744 0.61869 0.83881 1.09349 3.06736 0.95734
9 60 100 0.51670 0.75479 1.05896 1.75788 8.77251 1.58285
9 90 120 0.44434 0.62928 0.80906 1.07740 5.18082 1.04541
9 90 150 0.53669 0.99585 2.06360 3.54813 8.52472 2.53270
9 120 160 0.43357 0.71174 1.03080 1.72036 17.54615 1.62255
9 120 200 0.54667 1.32539 2.60669 5.16300 12.59416 3.46027
14 60 80 0.44231 0.73710 1.00674 1.57174 4.48751 1.30269
14 60 100 0.56569 0.90542 1.61018 2.66030 10.33288 2.03851
14 90 120 0.49472 0.69018 0.92084 1.48073 5.08330 1.22635
14 90 150 0.62114 1.43168 2.04786 3.67197 9.43334 2.68645
14 120 160 0.45123 0.76667 1.04186 1.48344 8.36502 1.38446
14 120 200 0.53554 1.18860 2.33995 4.73978 11.61786 3.01271
19 60 80 0.47762 0.83952 1.24873 1.96029 4.23353 1.50896
19 60 100 0.55315 0.99140 1.64627 3.06868 8.05009 2.23840
19 90 120 0.46295 0.73838 1.05008 1.57136 4.56595 1.24277
19 90 150 0.53242 1.12874 2.54066 4.03470 10.86345 3.11803
19 120 160 0.49033 0.71685 1.30876 2.46783 5.85826 1.75313
19 120 200 0.61163 1.57142 2.71787 4.44330 8.28873 3.12458
CHAPTER 2. TREND-CORRECTED COUNTERFACTUAL 95
Table 2.3: RMSE distributions for full fitted donor series simulations
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.43097 0.64645 0.84692 1.11581 2.69815 0.94997
9 60 100 0.49784 0.68143 0.85427 1.23782 3.52636 1.02680
9 90 120 0.40725 0.55585 0.64028 0.75401 1.94999 0.71339
9 90 150 0.45516 0.63649 0.77330 1.18026 3.13339 0.96474
9 120 160 0.41719 0.57988 0.65175 0.79541 1.55984 0.71253
9 120 200 0.49016 0.60823 0.71527 0.91001 2.71487 0.81954
14 60 80 0.41787 0.70582 0.88052 1.18853 2.76755 1.00167
14 60 100 0.53175 0.78760 1.06696 1.67223 3.76562 1.32794
14 90 120 0.45919 0.60832 0.70861 0.92093 1.95844 0.82088
14 90 150 0.52878 0.66631 0.83413 1.09433 2.39658 0.93961
14 120 160 0.46240 0.60066 0.65513 0.80360 1.65332 0.73690
14 120 200 0.47632 0.62528 0.72649 0.93163 5.37172 0.89049
19 60 80 0.47701 0.79408 0.94063 1.22621 3.32827 1.14732
19 60 100 0.54614 0.86567 1.18032 1.88809 5.57098 1.49588
19 90 120 0.46076 0.66824 0.79598 1.00745 2.53512 0.90929
19 90 150 0.52127 0.73588 0.97873 1.49751 2.83381 1.19296
19 120 160 0.43258 0.59925 0.71265 0.95054 1.69668 0.81245
19 120 200 0.49816 0.68565 0.81120 1.11343 2.90566 0.95914
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Table 2.4: MAPE distributions for shape only simulations
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.07624 0.30047 0.89184 3.22377 95.64540 4.43325
9 60 100 0.15379 0.41855 1.06744 4.13807 186.15164 4.70772
9 90 120 0.06776 0.39418 0.72581 2.05728 31.18369 2.44224
9 90 150 0.09380 0.53553 1.28487 4.43114 46.14471 4.30532
9 120 160 0.06728 0.32737 0.67849 1.91004 98.33533 3.00725
9 120 200 0.08076 0.37998 1.09418 3.44992 79.71574 3.58115
14 60 80 0.04221 0.43180 1.11490 4.78805 109.11012 4.45477
14 60 100 0.14476 0.54443 1.06297 4.01058 2328.28143 27.91972
14 90 120 0.08114 0.36889 0.76431 2.70078 69.90193 3.24436
14 90 150 0.07558 0.36277 0.81208 2.26303 137.79806 4.29325
14 120 160 0.06301 0.26928 0.79411 2.79749 25.83002 2.29077
14 120 200 0.04533 0.69624 2.17715 6.87606 108.71918 6.79175
19 60 80 0.10101 0.32568 0.74681 2.04756 78.57383 3.32530
19 60 100 0.11050 0.36623 1.10881 3.61479 56.25099 3.84678
19 90 120 0.07686 0.34079 0.81913 3.74523 94.63530 4.02190
19 90 150 0.08011 0.42397 0.89420 2.97842 65.12796 4.88408
19 120 160 0.07170 0.40335 0.83783 2.18734 102.74260 4.77775
19 120 200 0.06668 0.43172 0.89063 2.17328 53.78426 2.95248
Table 2.5: MAPE distributions for residual fitted simulations
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.05305 0.13817 0.23760 1.01940 106.30539 2.40368
9 60 100 0.06558 0.16595 0.44226 1.38302 46.85956 1.72370
9 90 120 0.03623 0.09896 0.22817 0.61286 8.50888 0.68885
9 90 150 0.02936 0.23206 0.65699 1.91399 17.86707 1.78501
9 120 160 0.03275 0.10584 0.26293 0.81520 15.28490 0.85918
9 120 200 0.04140 0.19477 0.43505 2.23964 36.68060 2.23527
14 60 80 0.04783 0.19458 0.42957 1.16387 60.27193 1.78325
14 60 100 0.07412 0.22406 0.56586 2.81284 1246.37756 16.45917
14 90 120 0.03964 0.11597 0.26890 1.21943 29.53519 1.27532
14 90 150 0.05035 0.20118 0.41314 1.77318 80.64181 2.96381
14 120 160 0.02952 0.11381 0.27760 0.82432 5.06808 0.62797
14 120 200 0.03808 0.28096 1.02821 3.61891 37.82111 3.02370
19 60 80 0.03089 0.19725 0.40284 1.29408 33.13388 1.64235
19 60 100 0.05319 0.17956 0.47737 2.04891 39.39272 2.49399
19 90 120 0.02629 0.16171 0.36220 1.03790 13.64123 1.30946
19 90 150 0.06517 0.21680 0.54811 2.36614 28.01491 2.70363
19 120 160 0.02295 0.14925 0.38106 0.99564 44.34956 2.31556
19 120 200 0.03839 0.21041 0.55324 1.55177 20.95111 1.53157
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Table 2.6: MAPE distributions for full fitted donor series simulations
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.03119 0.14089 0.27687 1.05335 83.48026 2.28828
9 60 100 0.03947 0.11962 0.36816 1.19979 34.67964 1.21195
9 90 120 0.02791 0.06668 0.16085 0.47360 8.09182 0.52996
9 90 150 0.02803 0.11123 0.25401 0.79449 24.47235 0.91575
9 120 160 0.02935 0.06299 0.14280 0.51291 11.64723 0.54619
9 120 200 0.02881 0.06239 0.15097 0.50235 4.13942 0.47340
14 60 80 0.03557 0.16653 0.37334 1.25558 31.87853 1.31440
14 60 100 0.05796 0.18984 0.35807 2.10094 542.25153 8.63477
14 90 120 0.03335 0.09485 0.22977 0.96691 9.20977 0.80520
14 90 150 0.02804 0.09507 0.25494 0.68329 11.35568 0.72951
14 120 160 0.02336 0.06873 0.12333 0.52625 2.73452 0.40907
14 120 200 0.02870 0.09091 0.43894 0.99290 9.09739 1.04276
19 60 80 0.04319 0.15673 0.29958 0.71270 34.13010 1.38192
19 60 100 0.06398 0.13756 0.38838 1.20620 31.08355 1.77954
19 90 120 0.03189 0.11089 0.26418 0.90615 11.62897 0.85528
19 90 150 0.03125 0.13021 0.26571 0.87274 19.50913 1.25496
19 120 160 0.02352 0.08588 0.16177 0.72996 43.10497 1.40800
19 120 200 0.02686 0.07697 0.17371 0.51519 9.96159 0.58728
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Table 2.7: RMSE for synthetic control on simulations with no treatment effect
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.46348 0.71910 1.17886 1.88232 6.94243 1.45235
9 60 100 0.53427 0.88645 1.24986 1.82435 5.56186 1.51701
9 90 120 0.43880 0.92192 1.43499 2.18711 6.58607 1.67140
9 90 150 0.55239 1.05028 1.53412 2.41833 6.31954 1.90445
9 120 160 0.49191 0.95729 1.48178 2.24413 5.15087 1.69767
9 120 200 0.50105 1.18015 1.72978 2.46392 7.39993 1.99226
14 60 80 0.52262 0.89099 1.29443 1.99653 4.38489 1.55448
14 60 100 0.53500 0.99364 1.43127 2.26775 8.71648 1.84981
14 90 120 0.53141 1.07756 1.42588 2.27168 6.54282 1.82404
14 90 150 0.58871 1.11188 1.62856 2.36259 6.25511 1.99013
14 120 160 0.57704 1.27737 1.89006 2.82026 6.98552 2.15713
14 120 200 0.72269 1.36060 1.95036 3.44844 9.31937 2.61791
19 60 80 0.49798 0.96843 1.47911 2.08409 5.14541 1.69582
19 60 100 0.58380 1.06720 1.45891 2.17231 6.11633 1.80002
19 90 120 0.53486 1.07903 1.58022 2.41438 5.76935 1.88496
19 90 150 0.65431 1.31025 2.03936 2.92973 7.50374 2.33417
19 120 160 0.51529 1.20337 1.73086 3.01125 6.77017 2.28597
19 120 200 0.54475 1.46979 2.04500 3.02830 7.60490 2.45657
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Table 2.8: RMSE for trend corrected control on simulations with no treatment effect
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.47770 0.64026 0.87614 1.13569 2.33305 0.95400
9 60 100 0.43154 0.69634 0.86735 1.16975 3.54721 1.02971
9 90 120 0.32012 0.58922 0.65824 0.77007 1.67846 0.71469
9 90 150 0.47225 0.64213 0.75371 1.09754 2.29471 0.88898
9 120 160 0.44132 0.56629 0.63486 0.77869 1.98918 0.70833
9 120 200 0.47215 0.61519 0.70585 0.89135 1.63897 0.81075
14 60 80 0.45326 0.67498 0.88502 1.24782 2.49339 1.00218
14 60 100 0.49193 0.77767 1.01856 1.34076 3.75415 1.18960
14 90 120 0.46582 0.57114 0.70801 0.81815 2.34553 0.76131
14 90 150 0.53083 0.65696 0.82853 1.15283 2.88322 1.04007
14 120 160 0.41447 0.57271 0.69449 0.82811 2.65901 0.75412
14 120 200 0.51040 0.62558 0.76723 1.03941 3.05605 0.90347
19 60 80 0.41122 0.71468 0.95651 1.34749 3.40535 1.12204
19 60 100 0.48727 0.84520 1.16931 1.67917 5.63032 1.43395
19 90 120 0.48293 0.66421 0.81406 1.04524 1.84578 0.89256
19 90 150 0.48062 0.75441 1.02790 1.33303 4.49894 1.17560
19 120 160 0.45052 0.59764 0.72769 0.90356 2.61610 0.82753
19 120 200 0.47765 0.70694 0.83608 1.23373 2.67788 1.02753
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Table 2.9: MAPE for synthetic control on simulations with no treatment effect
number of peers t0 T minimum 25th percentile median 75th percentile max mean
9 60 80 0.04745 0.15997 0.39594 0.89311 287.23884 3.81838
9 60 100 0.04064 0.17927 0.41885 1.56711 28.02064 1.65726
9 90 120 0.03449 0.15606 0.39174 1.39394 365.76863 5.43099
9 90 150 0.04625 0.17712 0.51355 1.49649 29.90947 1.92431
9 120 160 0.02905 0.16453 0.32392 1.01404 137.63296 4.22142
9 120 200 0.04603 0.17232 0.31480 0.93909 17.28009 1.11570
14 60 80 0.03088 0.24432 0.45463 1.98630 66.49292 2.91488
14 60 100 0.06632 0.21418 0.44502 1.32763 30.01348 1.95976
14 90 120 0.05786 0.17877 0.47005 2.04000 10.87292 1.36612
14 90 150 0.03866 0.17439 0.44174 1.31671 36.44003 1.50993
14 120 160 0.02991 0.16988 0.38099 0.99283 73.94772 1.63588
14 120 200 0.05683 0.25011 0.58919 1.86357 101.37268 3.10667
19 60 80 0.03807 0.22130 0.47704 1.87812 26.56683 1.76905
19 60 100 0.07136 0.23230 0.47126 1.31641 19.65374 1.64932
19 90 120 0.05331 0.19799 0.44367 2.29687 22.73646 1.77194
19 90 150 0.03395 0.21114 0.49411 1.93445 42.83328 2.59136
19 120 160 0.05465 0.20173 0.52600 1.28884 106.53358 2.99188
19 120 200 0.02407 0.20694 0.49174 1.77859 678.40354 8.94053
Table 2.10: Median pseudo R2 and median Anderson-Darling p-values
Synthetic Control Trend-corrected
Number of peers t0 T Anderson-Darling p-values R
2 Anderson-Darling p-values R2
9 60 80 0.00870 0.00000 0.10356 0.40869
9 60 100 0.00584 0.38631 0.09331 0.64934
9 90 120 0.00121 0.12875 0.45532 0.73318
9 90 150 0.00013 0.20765 0.15766 0.79218
9 120 160 0.00185 0.25433 0.50814 0.82657
9 120 200 0.00011 0.36243 0.18405 0.87424
14 60 80 0.00622 0.00000 0.09318 0.28054
14 60 100 0.00085 0.00000 0.04006 0.49277
14 90 120 0.00103 0.00000 0.32685 0.72945
14 90 150 0.00015 0.13858 0.07534 0.71521
14 120 160 0.00003 0.00000 0.41330 0.77922
14 120 200 0.00000 0.01225 0.21470 0.84356
19 60 80 0.00255 0.00000 0.13698 0.19802
19 60 100 0.00069 0.06370 0.01233 0.35236
19 90 120 0.00030 0.00000 0.18857 0.64292
19 90 150 0.00000 0.00000 0.03897 0.74296
19 120 160 0.00005 0.00000 0.29222 0.77332
19 120 200 0.00000 0.00000 0.05676 0.78567
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Table 2.11: Median PRMSE and median PMAPE for simulations without a treatment effect
Number of peers t0 T PRMSE PMAPE
9 60 80 21.17792 24.58095
9 60 100 28.07255 30.21325
9 90 120 52.20061 51.04480
9 90 150 49.73589 47.87039
9 120 160 53.07136 50.28517
9 120 200 51.82751 52.54214
14 60 80 36.11235 30.65823
14 60 100 22.15180 26.63135
14 90 120 53.87217 57.71388
14 90 150 43.79651 48.11551
14 120 160 61.88194 61.52935
14 120 200 58.03965 61.27640
19 60 80 32.80247 34.93726
19 60 100 20.23104 22.11016
19 90 120 45.27290 50.19871
19 90 150 48.68420 47.76010
19 120 160 56.54778 59.64454
19 120 200 55.51456 56.43091
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Table 2.12: Constant effect Monte Carlo parameter distributions for intercept parameter
number of peers t0 T minimum 25th percentile median 75th percentile maximum mean
9 60 80 8.99942 9.68566 10.01725 10.37308 12.07162 10.04585
9 60 100 9.18966 9.64689 9.99475 10.27452 11.72224 10.02389
9 90 120 9.19764 9.80563 10.01965 10.23495 11.34852 10.02330
9 90 150 8.35178 9.75229 10.10104 10.33289 10.82644 10.05584
9 120 160 9.32970 9.88578 10.11323 10.26437 11.05558 10.08067
9 120 200 9.05791 9.77822 10.03403 10.20787 11.05705 10.01391
14 60 80 8.41367 9.69258 10.04977 10.47736 11.37430 10.06782
14 60 100 7.33638 9.44179 9.92597 10.29861 12.01238 9.89409
14 90 120 8.52311 9.71005 9.99944 10.18920 11.05618 9.96083
14 90 150 8.79134 9.68309 9.94947 10.26960 10.83827 9.96024
14 120 160 9.20167 9.71619 9.99227 10.18024 10.99871 9.97413
14 120 200 8.94543 9.67581 9.92165 10.19719 11.20971 9.95675
19 60 80 8.40945 9.64507 9.99670 10.48546 12.10741 10.04373
19 60 100 8.13932 9.62622 10.12720 10.61515 11.35551 10.09992
19 90 120 8.76901 9.75883 10.03545 10.32268 11.31373 10.04410
19 90 150 8.58043 9.53747 9.99985 10.44683 11.87490 10.01847
19 120 160 8.79590 9.80203 10.03616 10.32836 10.96852 10.04922
19 120 200 8.79558 9.66411 10.04809 10.32038 11.00716 10.00428
Table 2.13: Constant effect Monte Carlo parameter distributions for slope parameter
number of peers t0 T minimum 25th percentile median 75th percentile maximum mean
9 60 80 -0.22490 -0.04013 -0.00885 0.02720 0.16055 -0.00315
9 60 100 -0.12568 -0.02405 0.00234 0.01981 0.09434 -0.00152
9 90 120 -0.10361 -0.02382 -0.00278 0.01437 0.08471 -0.00509
9 90 150 -0.05491 -0.00953 -0.00158 0.01086 0.04398 -0.00021
9 120 160 -0.03963 -0.00723 -0.00125 0.01232 0.05442 0.00081
9 120 200 -0.03657 -0.00871 -0.00029 0.00637 0.04778 -0.00127
14 60 80 -0.17664 -0.03360 -0.00406 0.03938 0.18684 -0.00102
14 60 100 -0.12216 -0.03051 0.00808 0.03546 0.12839 0.00389
14 90 120 -0.06712 -0.02119 0.00693 0.02290 0.10373 0.00365
14 90 150 -0.06615 -0.01379 0.00005 0.01312 0.04672 -0.00087
14 120 160 -0.04628 -0.00793 -0.00022 0.00992 0.05176 -0.00008
14 120 200 -0.03175 -0.00896 -0.00185 0.00790 0.03018 -0.00119
19 60 80 -0.17075 -0.04709 0.00662 0.04648 0.17498 0.00742
19 60 100 -0.22970 -0.02977 -0.00318 0.02796 0.10677 -0.00477
19 90 120 -0.07067 -0.01929 0.00117 0.02791 0.10803 0.00554
19 90 150 -0.05709 -0.02282 -0.00207 0.01367 0.08928 -0.00103
19 120 160 -0.05503 -0.01248 -0.00081 0.01647 0.07335 0.00242
19 120 200 -0.04986 -0.01292 -0.00227 0.00787 0.05106 -0.00332
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Table 2.14: Constant effect Monte Carlo R2 distributions for linear effect magnitude
number of peers t0 T minimum 25th percentile median 75th percentile maximum mean
9 60 80 0.00000 0.06238 0.49836 0.67613 0.89206 0.42303
9 60 100 0.00000 0.74867 0.85116 0.91334 0.95635 0.77561
9 90 120 0.00000 0.74172 0.85551 0.88824 0.93286 0.79168
9 90 150 0.65099 0.91849 0.95100 0.96663 0.98563 0.93305
9 120 160 0.64034 0.89062 0.92338 0.94290 0.95950 0.90032
9 120 200 0.55557 0.96009 0.97749 0.98305 0.98890 0.96139
14 60 80 0.00000 0.00000 0.45803 0.63057 0.87558 0.37380
14 60 100 0.00000 0.46571 0.76716 0.88364 0.93318 0.65224
14 90 120 0.00000 0.72106 0.83547 0.88766 0.95699 0.75631
14 90 150 0.36771 0.90507 0.94888 0.96763 0.98051 0.91011
14 120 160 0.62479 0.89556 0.92349 0.94319 0.96596 0.90352
14 120 200 0.78512 0.95734 0.97469 0.98136 0.98883 0.96027
19 60 80 0.00000 0.00000 0.41600 0.61704 0.86845 0.36321
19 60 100 0.00000 0.43350 0.77085 0.86879 0.93928 0.63396
19 90 120 0.00000 0.62509 0.79514 0.87585 0.94638 0.70471
19 90 150 0.35722 0.81201 0.91853 0.95879 0.98273 0.86691
19 120 160 0.43066 0.85501 0.91158 0.93644 0.96320 0.87811
19 120 200 0.52241 0.92198 0.96895 0.97891 0.98988 0.93205
Table 2.15: Constant effect Monte Carlo R2 distributions for polynomial effect magnitude
number of peers t0 T minimum 25th percentile median 75th percentile maximum mean
9 60 80 0.00000 0.69678 0.82094 0.88633 0.96634 0.75475
9 60 100 0.07926 0.90074 0.93963 0.96424 0.98187 0.89716
9 90 120 0.54027 0.90875 0.94501 0.96074 0.97654 0.92380
9 90 150 0.82071 0.95755 0.97394 0.98217 0.99265 0.96527
9 120 160 0.85777 0.95579 0.96867 0.97624 0.98357 0.96001
9 120 200 0.69529 0.97249 0.98450 0.98801 0.99223 0.97334
14 60 80 0.00000 0.63720 0.80605 0.86649 0.96120 0.71399
14 60 100 0.00000 0.78166 0.90721 0.95170 0.97368 0.84166
14 90 120 0.54884 0.89558 0.94142 0.95768 0.98347 0.91060
14 90 150 0.67353 0.95111 0.97318 0.98332 0.99003 0.95350
14 120 160 0.85221 0.95707 0.96909 0.97635 0.98659 0.96084
14 120 200 0.85071 0.97042 0.98247 0.98720 0.99234 0.97243
19 60 80 0.00000 0.53743 0.79505 0.87476 0.95465 0.67824
19 60 100 0.00000 0.77508 0.90974 0.94706 0.97518 0.82397
19 90 120 0.48128 0.86901 0.92706 0.95207 0.98082 0.89139
19 90 150 0.67139 0.90382 0.95798 0.97770 0.99112 0.93139
19 120 160 0.77574 0.94194 0.96408 0.97413 0.98550 0.95073
19 120 200 0.67255 0.94642 0.97871 0.98531 0.99285 0.95310
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Table 2.16: ADF test results for confirming cointegrating relationship between the per capita






Figure 2.1: RMSE comparisons for different specifications
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Figure 2.2: MAPE comparisons for different specifications
Figure 2.3: Synthetic Control under generated series indicating a false treatment effect
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Figure 2.4: Trend-corrected control under generated series
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Figure 2.5: Synthetic control post-treatment RMSE distributions under no effect
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Figure 2.6: Trend-corrected post-treatment RMSE distributions under no effect
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Figure 2.7: Median Anderson-Darling p-values vs. R2, horizontal and vertical lines set at
0.5 and 0.05 respectively
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Figure 2.8: Constant effect testing parameter distributions with centers expected to be at
β0 = 10 and β1 = 0
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Figure 2.9: Linear and polynomial effect testing, R2 distributions
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Figure 2.10: Per Capita GDP OECD countries (PPP, 2002 USD)
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Figure 2.11: Comparison of results from Abadie and Gardeazabal (2003) and the trend-
corrected counterfactual
Figure 2.12: Placebo tests for different treatment times
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