Introduction
Quadratic programs with quadratic constraints (QQPs) are an important modelling tool for many optimization problems; almost as important as the linear programming model. Applications for QQP include e.g. hard combinatorial problems, e.g. 25] , and SQP algorithms for nonlinear programming, e.g . 17] . These QQPs are often not convex and so are very hard to solve numerically. One approach is to use the Lagrangian relaxation of a QQP to obtain an approximate solution. The strength of such a relaxation depends on the duality gap, where a zero duality gap means that the relaxation is exact. In this paper we present a new technique for closing the duality gap for a class of nonconvex problems. This technique is to add certain redundant constraints before taking the Lagrangian relaxation.
The simplest of the nonconvex QQPs is the trust region subproblem, TRS, which consists of a quadratic objective with a single quadratic constraint. The constraint is usually the simple norm constraint (we normalize the right hand side to 1) x T x = 1 (or 1):
(1)
Surprisingly, see 29] , the Lagrangian relaxation for this possibly nonconvex problem is exact. Moreover, there are (strengthened) second order necessary and su cient optimality conditions for TRS , 19] .
A visually similar problem to the equality-constrained TRS is the matrix quadratic problem with orthogonality constraints XX T = I: (2) Some such problems can be solved e ciently using eigenvalue techniques, such as the Ho man-Wielandt inequality. However strong duality fails for the obvious Lagrangian dual based on relaxing the constraint (2). In 3] it was shown that for a certain homogeneous QQP with the orthogonality constraints (2), strong duality does hold if the seemingly redundant constraint X T X = I is added before the Lagrangian dual is formed. In this paper we extend this strong duality result to a problem where the orthogonality constraint (2) is replaced by the trust-region type semide nite inequality XX T I;
where for two symmetric matrices, S T denotes that T ? S is positive semide nite. For this problem we also develop new strengthened second order necessary and su cient optimality conditions that are similar to the conditions known to hold for TRS.
Background

General QQPs
Consider the quadratically constrained quadratic program QQP min q 0 (x) s.t. q k (x) 0 (or = 0); k = 1; : : : m;
where the multiplier k is constrained to be nonnegative if the kth constraint is an inequality. It is unconstrained if it is an equality and it is a symmetric matrix 0 in the case of the trust region type constraint (3). The Lagrangian dual or relaxation is then max min x L(x; ):
There has been a great deal of recent work on QQPs. The tractable case is the convex case, i.e. the objective and constraint functions are all convex (linear for equality constraints). In this case, the solution value is attained and there is a zero duality gap between QQP and its Lagrangian dual 18]. The bridge between the convex and the nonconvex case is the TRS problem discussed above. This problem is tractable, 30], and very e cient algorithms exist both for moderate dense problems, 19] and large sparse problems, 27, 28] .
One view of the Lagrangian relaxation of QQPs is in terms of semi-in nite programming and valid inequalities. Let F denote the feasible set of the QQP. Then we trivially have
Thus q provides a valid inequality for the feasible set. However, we now see that not all these valid inequalities are useful. The outer maximization problem in the dual problem (4) has the hidden constraint that the Hessian Q 0 + m X k=1 k Q k 0; since otherwise the inner minimization is unbounded below. Thus, for each vector of Lagrange multipliers 0 such that the Hessian of the Lagrangian is positive semide nite, we conclude that the useful valid inequalities for the feasible set of QQP are given by 0; r 2 xx L(x; ) 0 ) F V : (See 10, 16] for details for a linear objective function. The nonlinear case is being studied in 1].) Therefore, a zero duality gap means that we have enough of these useful valid inequalities. Otherwise, an obvious question is: can we nd additional quadratic constraints to close the duality gap.
One of the highlights of the new results on QQPs is the result of Goemans-Williamson, e.g. 11], on the strength of the semide nite programming, SDP, relaxation for the max-cut problem. This result essentially shows how well one can approximate the optimum of the QQP max x T Qx s.t. x 2 i = 1; i = 1; : : :; n; where Q arises from the Laplacian matrix of the underlying (nonnegatively weighted) graph. This result has been extended in several ways: to allow for general Q 22] ; to replace the constraints with interval constraints 31]; to allow for general homogeneous constraints 20, 9] ; and other extensions 4, 21]. The above mentioned papers all characterize the quality of a tractable approximation to a nonconvex QQP, rather than nding special quadratic constraints to add in order to improve the approximation. The interpretation of the semide nite relaxation in terms of valid quadratic inequalities is discussed in 10, 16].
Quadratic Assignment Problem and Relaxations
The Quadratic Assignment Problem, QAP, in the trace formulation is := min X2 tr AXBX T + CX T ; where denotes the set of permutation matrices, and A; B; C are n n matrices. We assume throughout that A and B are real and symmetric. Applications of QAP include plant location problems, where the three matrices represent distances between sites, ows between plants, and location costs, respectively, and the permutation matrix X denotes which plant is located at which site. See for example 24, 6] for an extensive discussion of applications and algorithms for QAP.
The QAP is an NP-hard problem. In fact, this is one of the most di cult problems to solve in practice as there exist problems with dimension n = 20 still unsolved, 13, 24, 6] . For QAPs dimension n = 25 is considered \large scale." The problem consists of a, possibly nonconvex, quadratic objective function over the (discrete) set of permutation matrices. Since the set of permutation matrices is the intersection of the orthogonal matrices O with the doubly stochastic matrices E and the nonnegative matrices N,
relaxations for the QAP often include quadratic constraints such as XX T = I;
or the trust region type of constraint XX T I: As the objective in QAP is itself quadratic, these relaxations of QAP lead naturally to interesting classes of QQPs.
General nonlinear optimization over orthogonality constraints is considered in 7] while the partial order constraint XX T I is discussed in 23]. The relationship Y = XX T is used to model graph partitioning problems in 14, 2].
Outline
In this paper we study the trust region type relaxation for homogeneous (C = 0) QAP. We rst nd the explicit solution for the relaxation, and thus introduce an extension of the wellknown Ho man-Wielandt inequality. We then show that by adding the seemingly redundant constraint X T X T I before forming the Lagrangian dual we can close the duality gap. Using this strong duality result, and semide nite duality, we obtain new necessary and su cient characterizations for optimality which are similar to the ordinary trust region subproblem result in nonlinear programming.
Notation
We now describe the notation used in the paper. Comprehensive up-to-date notation for SDP is available on the WWW with URL: http://orion.uwaterloo.ca/~hwolkowi/henry/software/psd tool.d/sdnotation.d/notation.ps.
Throughout this paper we work with real matrices. Let S n denote the space of n n symmetric matrices equipped with the trace inner product, hA; Bi = tr AB. Let A 0 (resp. A 0) denote positive semide niteness (resp. positive de niteness); A B denotes A ? B 0, i.e. S n is equipped with the L owner partial order. We let P denote the cone of symmetric positive semide nite matrices; M m;n denotes the space of general m n matrices also equipped with the trace inner product, hA; Bi = tr A T B; while M m denotes the space of general m m matrices; O denotes the set of orthonormal (orthogonal) matrices; denotes the set of permutation matrices.
We let Diag(v) be the diagonal matrix formed from the vector v; its adjoint operator is diag(M) which is the vector formed from the diagonal of the matrix M: For M 2 M m;n ; the vector m = vec(M) 2 < mn is formed (columnwise) from M.
The Kronecker product of two matrices is denoted A B, and the Hadamard product is denoted A B:
We use e to denote the vector of all ones, and E = ee T to denote the matrix of all ones. We use J to denote the matrix J = (e n ; e n?1 ; ; e 1 ), where e i is the ith unit vector.
Orthogonal Relaxation
One successful relaxation for the homogeneous (C = 0) QAP is the eigenvalue relaxation 8], i.e. one replaces with the set of orthogonal matrices O := fX : XX T = Ig:
We now consider strong duality results for this problem. The relaxed problem can be written O := min X2O tr AXBX T :
The bound O is often referred to as the eigenvalue bound for QAP. This bound is based on the following inequality, which can be viewed as a variant of the classical Ho man-Wielandt inequality, see e.g. 8, 26, 5] . 1 2 n , 1 2 n . Then for any X 2 O, we have
The upper bound is attained for X = V U T , and the lower bound is attained for X = V JU T , where J = (e n ; e n?1 ; ; e 1 ) and e i is the ith element unit vector.
It is clear that the eigenvalue bound is a tractable bound, i.e. it can be e ciently computed in polynomial time by computing the eigenvalues and ordering them appropriately. However, there can be a duality gap for the Lagrangian relaxation of (5) (and so also for the SDP relaxation, which is equivalent); see 32] for an example. Interestingly, we can close this duality gap by adding the seemingly redundant constraint X T X = I before forming the Lagrangian dual; The constraints XX T I are convex, and so it is hoped that solving this problem would be useful in obtaining bounds for QAP. To begin, we will characterize the value Tr by proving a generalization of Theorem 1. We require the following technical result. Proof: Let X denote a subspace of < n , and jXj denote the dimension of X. First n i : This completes the proof under the assumption that X is nonsingular. If X is singular, we can perturb the zero i values and use the fact that the eigenvalues 0 i are continuous functions of , to obtain the given bounds.
Theorem 4 Let V T AV = , U T BU = , where U; V 2 O, = Diag( ), = Diag( ), 1 2 n , 1 2 n . Then for any X with XX T I we have n X i=1 minf0; i n?i+1 g tr AXBX T n X i=1 maxf0; i i g:
The upper bound is attained for X = V Diag( )U T , where i = 1 if i i 0, and i = 0 otherwise. The lower bound is attained for X = V Diag( )JU T , where i = 1 if i n+1?i 0, and i = 0 otherwise, J = (e n ; e n?1 ; ; e 1 ) and e i is the ith element unit vector.
Proof: From Theorem 1 we have
where 0 1 0 2 : : : 0 n are the eigenvalues of XBX T . In addition, the result of Lemma 3 (using 1 1, n 0) implies that for any i and j, i 0 j ( i j if i j 0 0 otherwise ; i 0 j ( i j if i j < 0 0 otherwise : (7) The bounds of the theorem follow by combining (6) and (7) . Attainment of the bounds may be veri ed by direct substitution of the indicated solutions into tr AXBX T .
For a scalar , let ? := minf0; g. From attainment of the lower bound in Theorem 4, we have = Tr P n i=1 i n+1?i ] ? . To establish a strong duality result for the trust region type relaxation, we will next prove that this same value is attained by the solution of a Lagrangian dual program. Note that since XX T and X T X have the same eigenvalues, the condition XX T I is equivalent to X T X I. Explicitly using both sets of constraints, as in 3], we obtain the trust region type relaxation To prove that Tr = DT we will use the following simple result.
Lemma 5 Let 2 < n , 1 2 : : : n . For 2 < n consider the problem
where ( ) is a permutation of f1; : : :; ng, Then the permutation that minimizes z satis es (1) 
: : : (n) .
Proof: Assume that i < i+1 for some i. We will show that interchanging i and i+1 cannot increase the value of P n i=1 i i ] ? . The lemma then follows, since if ( ) is a minimizing permutation we can go from ( ) to ( ) with (1) 
: : : (n) by a sequence of pairwise interchanges.
Assume without loss of generality that 1 < 2 . Our goal is to show that v 0 v, where v := 1 1 ] ? + 2 2 ] ? ; v 0 := 1 2 ] ? + 2 1 ] ? :
We will demonstrate this via a case analysis, depending on the signs of 1 , 2 , 1 , and 2 . For convenience we number the cases as indicated in the following Case 1/1 0 /1 00 : In each of these cases v = 0, so v 0 0 ) v 0 v. Case 2/2 0 : In these cases we need to show that 1 2 + 2 1 1 1 + 2 2 , which is equivalent to ( 2 ? 1 )( 2 ? 1 ) 0, and this holds by assumption. Case 3/3 0 : In Case 3 we need to show that 1 2 1 1 , which is equivalent to 1 ( 2 ? 1 ) 0, and this holds by assumption. Case 3 0 is similar.
Case 4/4 0 : In Case 4 we need to show that 2 1 2 2 , which is equivalent to 2 ( 2 ? 1 ) 0, and this holds by assumption. Case 4 0 is similar. x ij 1; j = 1; : : : ; n x ij 0; i; j = 1; : : : ; n:
Then LP can be interpreted as the problem of nding a permutation ( ) of f1; : : :; ng so that P n i=1 i (i) ] ? is minimized. Assume without loss of generality that 1 2 : : : n , and 1 2 : : : n . From Lemma 5 the optimal permutation is then (i) = i, i = 1; : : :; n, and from Theorem 4 the solution value DT is exactly D .
Necessary and Su cient Optimality Conditions
In 15] the following su cient conditions are conjectured to also be necessary for optimality in QAPT: AXB + SX = 0; tr(AhBh T + Shh T ) 0; if Xh T + hX T is nsd on N(XX T ? I): (9) These conditions are similar to the standard second order optimality conditions, and are in the spirit of results for the ordinary trust region problem, i.e. they contain strengthened second order conditions where the Hessian of the Lagrangian is positive semide nite on a larger set than the standard tangent cone. (For the standard trust region problem, the Hessian of the Lagrangian is positive semide nite on the whole space.)
XX
Using the characterization of optimality in Theorem 4, we can show that for some special cases the conditions (9) are in fact necessary for optimality in QAPT. Theorem 7 Assume that B = I. Then the conditions (9) are necessary for X to be an optimal solution of QAPT.
Proof: Let X be an optimal solution of QAPT. Then 15, Theorem 3.1] there exists S satisfying the rst three conditions in (9) . From the second condition it follows that SXX T = S, and therefore, from the third, AXX T + S = 0. Assume that
where V 2 O, 1 0 and 3 0 are diagonal matrices, and the blocks X 11 and X 33 have the same dimensions as 1 and 3 , respectively. Then tr AXBX T = tr( 1 X 11 + 3 X 33 ) tr 1 , since X 33 0 and X 11 I. Moreover from Theorem 4 the optimal solution value is Tr = tr 1 . It follows that we must have X 33 = 0, and X 11 = I. The facts that XX T 0 and X 33 = 0 together then imply that X 13 = 0 and X 23 = 0, while XX T I and X 11 = I together imply that X 21 Thus the conditions (9) may fail to hold at an optimal solution X of QAPT. We will now use the strong duality result of Theorem 6, and the fact that DQAPT is a semide nite program, to derive valid necessary and su cient conditions for optimality in QAPT. These optimality conditions are exactly like the standard trust region optimality conditions, i.e. they contain strengthened second order conditions where the Hessian of the Lagrangian is positive semide nite on the whole space.
For an n 2 n 2 matrix Y , we use Y ij] to denote the n n matrix which is the i; j block of Y , i; j = 1; : : : ; n. De ne linear operators bdiag( ) and odiag( ), < n 2 n 2 ! < n n , by Note that the objective of QAPT is tr AXBX T = vec(X) T (B A) vec(X) = tr(B A) vec(X) vec(X) T . The problem QAPSDP can be derived directly from QAPT by relaxing vec(X) vec(X) T to an n 2 n 2 matrix Y 0. For Y = vec(X) vec(X) T , note that Y ij] = X i X T j , where X i is the ith column of X. It follows that for such a Y , bdiag(Y ) = XX T ; odiag(Y ) = X T X; (10) so the constraints of QAPSDP are natural extensions of the conditions X T X I and XX T I to an arbitrary Y 0. Since DQAPT and QAPSDP both have interior solutions strong duality must hold between these programs 2]. It follows that any optimal solutions Y and S, T satisfy the following optimality conditions: (12) implies that AXB + SX + XT = 0. The remaining conditions follow from (11) and (10) .
Notice that the conditions of Theorem 9 are equivalent to the usual second order necessary conditions for optimality, except for the fact that the Hessian of the Lagrangian is positive semide nite everywhere rather than on just the tangent space at the optimum.
It is interesting to examine the optimality conditions of Theorem 9 in the case of Example 8, which provided a counterexample to the conjectured conditions (9) . Since in this case A and B are diagonal it is easy to see that S and T may also be taken to be diagonal matrices S = Diag(s), T = Diag(t). The conditions AXB + SX + XT = 0 then become ?6 + s 1 + t 1 = 0; t 1 = 6 ? s 1 0; ?1 + s 2 + t 2 = 0; t 2 = 1 ? s 2 0;
implying 0 s 1 6, 0 s 2 1. Since X T X = XX T = I, to satisfy the conditions of Theorem 9 it remains only to satisfy the strengthened second order condition, which can be written 
The rst and fourth inequalities of (14) are satis ed with equality, from (13) . Using (13) to eliminate t 1 and t 2 , the second and third inequalities of (14) which is a feasible system of constraints; for example s 1 = 4, s 2 = 1, t 1 = 2, t 2 = 0 provide S and T such that the conditions of Theorem 9 are satis ed.
