Comparison with Other Methods
compares various aspects of our estimator with other estimators for Poisson inverse problems.
Experiments for Poisson CS
We present box-plots for each of the set of results in the main paper for Poisson CS. All the equations are mentioned in the main paper but for completeness we present them here again. Here the bound ε was set to 2 √ N based on the tail bound from Theorem 1. Note that the same value of ε was used in all experiments. Problem (P3) was implemented using the well-known CVX package [7] with the SDPT3 solver.
(ii) Problem (P4): See Fig. 1 .
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the least squared difference between the true θ (assuming it were known) and its estimate. (P4) was implemented using the well-known SPIRAL-TAP algorithm with a penalty for the 1 norm of DCT coefficients, for a maximum of 500 iterations and with default parameter choices apart from ρ. In all cases, we ensured that the algorithm converged.
(iii) Problem (P5): See Fig. 3 .
where ρ was chosen omnisciently from S. (P5) was again implemented using CVX.
Variance Figure 1 . Plots of RMSE(x, x * ) for (P4) using SPIRAL-TAP with ρ set omnisciently from S. Top to bottom: RRMSE v/s Intensity I at s = 10, N = 50; RRMSE v/s Sparsity at I = 10 8 , N = 50; RRMSE v/s Measurements at s = 10, I = 10 8 . In each case, reconstruction was for a signal of 100 dimensions.
Results for Poisson-Gaussian CS
We present box-plots for each of the set of results in the main paper for Poisson CS. All the equations are mentioned in the main paper but for completeness we present them here again. (P G3) : min θ 1 s.t.
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where as defined before d c + σ 2 . The bound ε was set to 2 √ N . We removed all measurements y i for which y i + d < 0. Note that the same value of ε was used in all experiments. Problem (PG3) was implemented using the well-known CVX package [7] with the SDPT3 solver.
(ii) Problem (P4): See Fig. 4 .
For (P4), the regularization parameter ρ was chosen omnisciently from the set S {10 −10 , 10 −7 , ..., 10}, i.e. choosing the particular value of ρ ∈ S that yielded the least squared difference between the true θ (assuming it were known) and its estimate. (P4) was implemented using the well-known SPIRAL-TAP algorithm with a penalty for the 1 norm of DCT coefficients, for a maximum of 500 iterations and with default parameter choices apart from ρ. In all cases, we ensured that the algorithm converged. (PG5) was implemented using CVX and using an omniscient choice of ρ ∈ S and with removal of measurements for which y i + d < 0.
