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Given a set of tt elements two of which are defective, the quantitative group testing problem asks for the 
search of the defectives under the constraint that the result of each test gives the number of defcctives 
contained in the tested subset. We give an algorithm to solve the quantitative group testing problem 
that improves on the Fibonaccian algortthm by Christen and Aigner. 
1. Introduction 
Consider a set S of n coins two of which are defective. The problem is to identify 
the two defectives by weighing subsets of S. Depending on the type of the weighing 
device several models are possible. Hwang [8] classified two-coins models, accord- 
ing to the receivable feedback of the weighing, into seven types and reviewed the 
best-to-date upper and lower bounds to the worst-case number of tests to find both 
defectives for each model. Progresses on the results quoted by Hwang are reported 
in [3,6,9, lo]. 
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In this paper we study the quantitative group testing problem where the feedback 
one receives when a set of coins is weighed gives the number of defective coins con- 
tained in the tested subset. Denote by T(n) the worst-case number of tests required 
by an optimal procedure to identify the two defectives among II coins under the 
hypothesis of the quantitative group testing problem, and denote by T(777,n) the 
analogous quantity when it is known that one defective is in a set A, l/l 1 = n, and 
the other is in a cet B, IBI = 177, A n B = 0. The information-theoretic bound gives 
T(n)2 rIog3( ;)I= 2 log3 n and no better lower bound is known. The best algo- 
rithm known so far is the Fibonaccian algorithm by Christen [4] and Signer [I] 
which shows that T(n) I log, 77 = 2.28.. log3 n, where $I = (1 + 1/s)/2 is the golden 
ratio. In a recent paper Hao [7] considered the problem of evaluating the limit Q= 
lim,, -+ o3 T(n)/log, 77 and showed that QI 5 12/lag, 330 = 2.27.. . In this paper we pre- 
sent a novel algorithm which improves on the Fibonaccian algorithm and shows that 
T(n)<(7/log3 3L)log, II = X18... log, n.’ Therefore, we improve on Hao’s estima- 
tion of u as well. 
2. The result 
From now on all log’s are of base 3. We first state the following result which is 
a consequence of [7, Lemma 21. We report here a proof for reader’s convenience. 
Corollary 2.1. For any positive integers 777 and i one has 
T(mi, nr’) I iT(m, m). 
Proof. Let one defective coin be in A, IA I= m’ and the other defective be in B, 
‘Bi =177’. Partition A into Al, . . . . A,,, and B into B,, . . . . B ,,,, with lAjl = lBjl =777i-’ 
for each j. Since exactly one set among the A,i and one among the Bj contains a 
defective coin, the pair of sets containing the defectives can be identified in T(774777) 
tests. Therefore, 
T(r77’, 177’) s T(i77,177) + T(n7’- ‘, 177’- ‘) I -0. I iT(177,177). El 
The next two lemmas represent the main step towards the derivation of our result. 
Lemma 2.2. For any positive integers l77 and n, n> 171, one has 
Proof. For each integer a, denote by .<,,‘, a search pioccdure which finds the two 
defectives in two disjoint sets A and B, IAl = iB/ = a, with T(a,a) tests. Moreover, 
’ One of the rcfcrecs pointed out that an unpublished result similar IO out-5 was announced by 
Christen [S] in a talk given at the 1986 SIAII Conl‘crcncc on Discrete Illathcmatic5. 
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for each set of coins A, denote by F(A) the outcome of the test on A. Let S, IS I= n 
be the set of coins. The following procedure finds the two defectives in S. 
Step 1. Let i=l, A,=$ 
Step 2. [Ai is the current solution space, i.e., both defectives belong to Ai] 
if (Ail =2 then stop; 
otherwise partition Ai into B and C with [J?l= [/A#21 and ICI = 
L PlV2J; 
Test on B; Step 3. 
if F(B)=0 then set i=i+ 1, Ai=C and go to Step 2; 
if F(B)=2 then set i=i+l, Ai=B and go to Step 2; 
if F(B)= 1 then set j= rloglBl/log ml and apply :~,,I,,,1I to (B,C). 
Let us count the number of tests. Suppose that the first k - 1 tests gave feedback 
either equal to 0 or to 2 and the kth gave feedback 1. The procedure •~,~~,,,~l will be 
applied to sets of size not greater than [n/2”) I m r(iOg /I - k log 2,/10g /ttl. Therefore, 
the number of tests is at most 
k + T(mr(’ og I? - k 10% 2)/lag Iill , m [(log II - k log 2)/lag 1111) . a 
Lemma 2.3. T(32,32) = 7. 
Praof. The information-theoretic bound gives T (32,32) 1 [log 3221 = 7. The oppo- 
site inequality T(32,32) s 7 is proved by the procedure given in the Appendix. EI 
We can now prove our main result. 
Theorem 2.4. T(n)s2.18... logn+O(l). 
Proof. By Lemmas 2.2 and 2.3 and by Corollary 2.1 one gets 
5 max {k+ T(32 
04~ peer tll 
[(log )I - k log a/log 321, 32r(iOg It - k log ?)/lOp 321)) (1) 
5 max 11 = 2.18... logn+O(l), (2) Otk5 rlogZN1 
where the last equality follows since the quantity k + 7 [(log n -k log 2)Aog 321 is 
decreasing with k. El 
3. Concluding remarks 
The search problem considered in this paper can be rephrased, using the lan- 
guage of [l], as a problem of searching an edge in a graph. More precisely, suppose 
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to have a graph G = (V, E) and an unknown edge e. After every test on some A c V 
we receive a feedback 2 if the edge e we are looking for has both endvertices in A, 
feedback 1 if e has one endvertex in A and 0 otherwise. it is clear that the quantity 
T(n) is he minimum number of tests to search for an edge in the complete graph 
K,, and T(III,~) corresponds to the analogous quantity for the complete bipartite 
graph &I, ,I l Aigner [2] calls a graph G = (V,E) 3-optimal if the minimum number 
of tests to search for an edge in G is equal to the information-theoretic bound, i.e., 
[log3 IElI. Very few graphs are known to be 3-optimal and it is conjectured that, 
for fixed In, only finitely-many complete bipartite graphs K,,,,,, are 3-optima1 (see 
[2]). Lemma 2.3 shows that K 32,32 is 3-optimal. An analysis of the algorithm given 
in the Appendix shows that also K14,u and K2,,,, are 3-optimal. 
Finally, we mention that the technique developed in this paper can be. fruitfully 
applied to search for more than two coins. In [ 11] are reported two algorithms to 
search for three and four defectives. The number of required tests is 3.78... log4 n 
and 5.23... logs n, respectively. 
Appendix 
Proof of Lemma 2.3. In Figs. I, 2, and 3 is reported the tree which contains the 
tests to find both defectives, where one betongs to a set A, IAl = 32 and the other 
belongs to B, IBI = 32, A n B= 0. For each node, the outgoing left branch corre- 
sponds to a test with feedback 2, the middle branch to a test with feedback 1 and 
the right branch to a test with feedback 0. To keep notation shorter, we have in- 
dicated only the cardinalities of the solution spaces and of the tested subsets. The 
cardinalities of the tested subset are in bold. For instance, a node in the tree of the 
form 
(21,15) (l&l?) 
(1439) (2,3) 
means that, in the corresponding step of the algorithm, either one defective coin i:- 
in a set At of cardinality 21 and the other defective is in a set A2 of cardinality I5 
or one defective coin is in a set B, of cardinality 11 and the other is in a set B2 of 
cardinality 17. The set of coins which will be tested in the next stzp of the algorithm 
is cons rutted choosing (in arbitrary fashion) 14 coins from At, 9 coins from A2, 
2 coi:rs tram B, and 3 coins from B2. 
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