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Abstract
An elementary proof is given for the existence of infinite dimensional abelian
subalgebras in quantum W-algebras. In suitable realizations these subalge-
bras define the conserved charges of various quantum integrable systems. We
consider all principle W-algebras associated with the simple Lie algebras. The
proof is based on the more general result that for a class of vertex opera-
tors the quantum operators are related to their classical counterparts by an
equivalence transformation.
1. Introduction
For each simple Lie algebra g there is an associated principle W -algebra W (g), defined
in its free field realization through the intersection of the kernels of screening operators.
On the classical level the structure of these W -algebras can be investigated by various
techniques – most of which, however, fail to have counterparts in the quantum theory.
In particular, the mere construction of a quantum W -algebra requires novel techniques[6,
4, 2]. Conceptually, their existence can be understood by treating the W -algebra as a
vertex operator algebra whose state space appears as the only non-vanishing cohomology
class of a Fock space resolution. Either directly [4] (for sl(n)) or with reference to the
classical limit [2] this proves the existence of a quantum W -algebra W (g) associated with
each simple finite dimensional Lie algebra g.
An important feature of these quantum W (g)-algebras is the conjectured existence of
infinite dimensional abelian subalgebras I(ĝ) labeled by an affine Lie algebra ĝ associated
with g. For ĝ = ŝl(2) this conjecture originally arose in A.B. Zamolodchikov’s program of
perturbing a conformal field theory to obtain integrable massive quantum field theories;
the generators of the abelian subalgebra playing the role of the conserved charges, which
enforce the factorized scattering theory. In suitable realizations the generators of I(ĝ)
can be constructed in terms of rank(g) scalar fields, which may be free or interacting. In
the latter case the generators play the role of the conserved charges in various quantum
integrable systems (affine Toda, mKDV, KdV). The conserved charges can be character-
ized as integrals over differential polynomials in the scalar fields which lie in the kernel of
some operator adQ0 – the conjecture being that this kernel is infinite dimensional.
The proof of this conjecture turned out to be surprisingly difficult. Again a simple
transcription of classical techniques fails. In [3] a constructive proof was given for the
low members of the A(1)r series. Conceptually one expects that a suitable extension of the
cohomological construction of quantum W -algebras would also allow one to characterize
their infinite abelian subalgebras. The correct complex to achieve this was identified by
B. Feigin and E. Frenkel [1] as a spectral sequence of Fock spaces whose cohomologies are
isomorphic to the exterior algebra
∧∗(â∗) of the dual space to the principle commutative
subalgebra â of n̂+. The proof is then based on the stability of the Euler characteristic of
the complex under deformations of a parameter. Because of the alternating sum, however,
the argument goes through only for affine Lie algebras whose exponents and Coxeter
number are odd and even, respectively[10]. This excludes A(1)n , n > 1, D
(1)
2n , n > 1, E
(1)
6
and E
(1)
7 . Below we will give a proof by elementary techniques which is valid for all
affine Lie algebras. In particular this covers the missing cases. The proof rests on the
more general result that the operator Q0 is related to its classical counterpart Q
(0)
0 by an
equivalence transformation.
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2. W (g)-modules and their classical limit
2.1. Let g be a simple finite dimensional Lie algebra of rank r, and consider r copies of
an infinite dimensional Heisenberg algebra
[aam, a
b
n] = β
2mδm+n,0δ
ab , 1 ≤ a, b ≤ r, m, n ∈ ZZ ,
where β is a formal parameter with inverse β−1 generating the field IC[β]. It is convenient
to use the realization aa−m = mx
a
m, a
a
m = β
2 ∂
∂xam
, m > 0. Introduce Fock spaces labeled
by elements λ in the dual h∗ of the Cartan subalgebra of g by pi
(0)
0 = IC[x
a
1, x
a
2, . . .], pi
(0)
λ =
pi
(0)
0 ⊗ ICvλ and define a shift operator Tλ : pi
(0)
λ′ → pi
(0)
λ+λ′ , P⊗vλ → P⊗vλ+λ′ . We shall need
also Fock spaces piλ considered as modules over IC[β
2]. As linear spaces set piλ = pi
(0)
λ ⊗
IC[β2]. Let C : piλ → pi
(0)
λ denote the projection onto the β-independent (‘classical’) part.
The Fock spaces piλ carry two natural graduations: The principal graduation deg x
a
n =
n, deg vλ = 0 = deg β and the power graduation power x
a
n = 1, power vλ = 0 = power β.
Denote by (piλ)N,m the subspace of degree N and power m.
The central objects in the following are operators of the form
Qλ : pi0 −→ piλ, λ ∈ h
∗ , (1)
defined by Qλ = Tλ (Vλ)1, where
β2(Vλ)k =
∑
m≥0
Sm−k [{λ · a−n/n}]Sm [{−λ · an/n}] .
Sm[{xn}], m ∈ ZZ (Sm = 0, m < 0) are the elementary Schur polynomials in xn, n > 0.
It is often convenient to decompose these operators w.r.t. the powers of the annihilation
operators appearing. A term of power N in λ · am, m > 0 corresponds to an N -fold
contraction; N = 1 is the classical operator, N = 2 is the first quantum correction etc..
Explicitely,
Qλ = Q
(0)
λ + β
2Q
(1)
λ + . . .
Q
(0)
λ = Tλ
∑
m≥1
Sm−1[λ · xn]
1
m
∂(λ)m ,
Q
(1)
λ = Tλ
∑
m≥2
Sm−1[λ · xn]

 ∑
k 6=l,k+l=m
1
kl
∂
(λ)
k ∂
(λ)
l +
1
2
∑
2k=m
1
k2
(∂
(λ)
k )
2

 ,
etc. , (2)
where ∂(λ)m =
∑
a λ
a ∂
∂xam
. In particular, the operators Qi := Q−αi , i = 1, . . . , r associated
with minus the simple roots of g are called screening operators. In this case we set pii =
2
pi−αi , x
i
n := −αi ·xn, ∂
(i)
n := ∂
(αi)
n = −
∑r
j=1(αi, αj)
∂
∂xjn
. The Fock space representations piλ
can be given the structure of a vertex operator algebra (VOA) or meromorphic conformal
field theory by augmenting a Virasoro element and a realization of the derivative operator
[7]. The Virasoro element is given by
L−2 =
1
2
x1 · x1 + 2(β
2ρ− ρ∨) · x2 ,
where ρ, ρ∨ are the Weyl vector of g and its dual. The derivative operator is realized
β-independently as
L−1 =
r∑
j=1
∑
m>0
(m+ 1)xjm+1∂
(j)
m − x
j
1x
j
0 ,
where xj0 is defined by [x
j
0, Tλ] = (λj , λ)Tλ and λj is the j-th fundamental weight of g.
From the recursion relation for the Schur polynomials one checks [L−1, Qi] = 0, 1 ≤ i ≤ r.
In the VOA one has a vector-operator correspondence, which associates a unique sequence
of linear bounded operators Pn, n ∈ ZZ to any vector P in its (pre-) Hilbert space. The
sequence is defined in terms of formal series (‘fields’) P (z) =
∑
n Pnz
−n−deg(P ) on which
two types of composition maps (operator product expansion and normal ordering) are
defined. For the Fock spaces piλ the correspondence takes the form
pi0 ∋ P = (m1! x
a1
m1
) . . . (mn! x
an
mn) −→ P (z) =: i∂
m1φa1(z) . . . i∂mnφan(z) : ,
piλ ∋ P ⊗ vλ −→ : P (z) e
iλ·φ(z) :
On the r.h.s. : : denotes normal ordering in the oscillators {aan} and φ
a(z) are (free
massless) fields with operator product φa(z)φb(w) = −β2δab ln(z − w). In particular,
we denote by Fλ the space of linear bounded operators piλ′ → piλ+λ′ which are obtained
as formal residues
∮
Peiλ·φ of the fields corresponding to elements P ⊗ vλ in piλ. Then∮
: piλ/L−1piλ → Fλ provides an isomorphism of linear spaces.
2.2. Next we recall some facts from the cohomological construction of W -algebras.
Consider first the case where β2 takes numerical values. For all positive irrational values
of β2, both the W -algebra itself and its irreducible highest weight representations can be
described as the only non-vanishing cohomology class of a Fock space resolution. The
resolution is of a form similar to the Bernstein-Gelfand-Gelfand (BGG) resolution known
for the irreducible g-modules. The Fock spaces involved are parametrized by elements
λ ∈ h∗ lying in an orbit of the Weyl group W of g. Let α∨i ∈ h, 1 ≤ i ≤ r be the simple
co-roots and 〈 , 〉 the duality pairing. The Weyl group acts by ri ∗ λ = ri(λ + ρ) − ρ =
λ− 〈 λ+ ρ, α∨i 〉αi on h
∗, where ri are the fundamental reflections. In the present context
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it suffices to consider the Weyl group orbits of dominant integral weights Λ ∈ P+ of g.
The resolution is of the form[4, 2]
0→ piΛ(0)
dΛ(0)
→ piΛ(1)
dΛ(1)
→ . . .
dΛ(|∆+|−1)
→ piΛ(|∆+|)→ 0 ,
where piΛ(k) =
⊕
{w∈W |l(w)=k} piw∗Λ and ∆+ is the set of positive roots. The differentials
dΛ(k), 0 ≤ k ≤ |∆+| − 1 are certain composite operators built from the Qi’s. We will
denote the composition map by [ ]. The lowest differential dΛ(0) is the direct sum of
[Qi]
li+1 : piΛ → piri∗Λ, where li = (αi,Λ), 1 ≤ i ≤ r. These are linear operators, so that
their kernels are graded subspaces of piΛ. For Λ ∈ P+ consider
HΛ(g) =
r⋂
i=1
Ker
(
[Qi]
li+1 : piΛ −→ piri∗Λ
)
. (3)
This space appears as the lowest, and only non-vanishing cohomology class of the resolu-
tion, HΛ(g) = Ker dΛ(0). Moreover it can be shown to form an irreducible W (g)-module.
Applying the Euler-Poincare’ principle to the resolution one finds for the character
chΛ(g) = TrHΛ(g)[t
L0 ] =
thΛ
∏
α∈∆+(1− t
(Λ+ρ,α))∏
n≥1(1− tn)
, (4)
where hΛ =
β2
2
(Λ,Λ+ 2(β2ρ− ρ∨)) is defined through L0vΛ = hΛvΛ.
The relations (3) and (4) hold for all positive irrational values of β2. In the present
context we wish to treat β as a formal variable not taking numerical values. In this case one
encounters the problem that for any P ∈
⋂r
i=1Ker [Qi]
li+1 also β2nP, n > 0 are elements
of
⋂r
i=1Ker [Qi]
li+1 and as elements of the IC[β2]-module piΛ they are formally inequivalent.
There are several ways to avoid this overcounting; the one which is technically most useful
refers to the classical limit of the above construction. Define H
(0)
Λ (g) ⊂ pi
(0)
Λ by
H
(0)
Λ (g) =
r⋂
i=1
Ker
(
[Q
(0)
i ]
li+1 : pi
(0)
Λ −→ pi
(0)
ri∗Λ
)
. (5)
Also the space H
(0)
Λ (g) appears as the only non-vanishing cohomology class of a BGG-type
resolution, which it can be obtained as the β → 0 limit of the ‘quantum’ BGG resolution
defining HΛ(g) in (3). In particular, the composition map for the operators Q
(0)
i (for
simplicity also denoted by [ ]) arises as the β → 0 limit of the composition map for the
Qi’s. Notice that all the quantities in (5) are β-independent and no ambiguity arises. Set
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now p˜iΛ = H
(0)
Λ ⊕ β
2piΛ, where piΛ = pi
(0)
Λ ⊗ IC[β
2]. In particular p˜iΛ is no longer a module
over IC[β2] and no overcounting occurs if one considers
HΛ(g) =
r⋂
i=1
Ker
(
[Qi]
li+1 : p˜iΛ −→ p˜iri∗Λ
)
(6)
(where p˜iri∗Λ could also be replaced with β
2piri∗Λ). Generally one can define the BGG-
type resolution as before with the Fock spaces piw∗Λ replaced by p˜iw∗Λ. Again the space
HΛ(g) appears as the only non-vanishing cohomology class of the complex and is an
irreducible W (g)-module. In particular the character formula (4) is preserved, but now
with β2 considered as a formal variable not taking numerical values. The relation between
HΛ(g) ⊂ p˜iΛ and its classical counterpart H
(0)
Λ (g) ⊂ pi
(0)
Λ can be summarized as follows.
For Λ ∈ P+:
i. The restriction CΛ of C to HΛ(g) defines as isomorphism of graded linear spaces
CΛ : HΛ(g) −→ H
(0)
Λ (g).
ii. Let P (0) ∈ H
(0)
Λ be of degree N and power m. Then P = C
−1
Λ (P
(0)) is of the form
P = P (0) + β2P (1) + . . .+ β2(m−1)P (m−1) , (7)
where P (i) is of power p ≤ m − i in {xjn}. The term of leading power in P
(0)
(and hence P ) is a a Weyl invariant polynomial, where the Weyl group acts by
wxin = (wαi) · xn and w(x
i1
n . . . x
ik
n ) = (wx
i1
n . . . wx
ik
n ), wvΛ = vΛ on pi
(0)
Λ .
iii. If g is simply laced the elements P ∈ HΛ(g) are of the form
P =
∑
i
ci(β
2)Xi , (8)
where Xi ∈ pi
(0)
Λ are monomials in {x
i
n}. The coefficients ci(β
2) are polynomials in
β2 of the form ci(β
2) = ci + o(β
2), with ci 6= 0.
Let us verify the claims i.–iii. consecutively. i. Being the lowest cohomology class of a
BGG-type resolution, the character ch
(0)
Λ (g) of H
(0)
Λ (g) can again be obtained from the
Euler-Poincare’ principle. The result just differs by a factor from (4): chΛ(g) = t
hΛch
(0)
Λ (g).
This implies that HΛ(g) and H
(0)
Λ (g) are isomorphic as graded linear spaces. It remains to
show that the isomorphism is given by the mapping CΛ. Since by construction CΛHΛ(g) ⊂
H
(0)
Λ (g) it suffices to show that CΛ is injective i.e. that some P ∈ HΛ(g) is uniquely
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determined by its classical part CΛ(P ). From the form of Qi in eqn. (2) it is clear that
P ∈ HΛ(g) has a series expansion of the form (7) with P
(0) = CΛ(P ). The uniqueness of
this expansion follows from the fact that P (0) is assumed to be β-independent i.e. ad-hoc
β-dependent linear combinations of elements in
⋂r
i=1KerQ
(0)
i are excluded by defining it
to be a subspace of pi
(0)
0 : Suppose two states P and P˜ in H(g) to be given with the same
classical part P (0) = C(P ) = C(P˜ ) ∈ H(0)Λ (g). Then their first quantum corrections P
(1)
and P˜ (1) have to differ by an element of
⋂r
i=1KerQ
(0)
i . If non-zero, this element would
give rise to a β-dependent contribution to the classical part of at least one of the states
P or P˜ – in conflict with the assumption. Hence P (1) = P˜ (1). By induction one concludes
P (k) = P˜ (k), 1 ≤ k ≤ N − 1. Thus P = P˜ , and CΛ is injective.
ii. For the first part of ii. it remains to show that the corrections P (i) in (7) are of power
less or equal to m− i in {xim}. To check this, decompose HΛ := HΛ(g) into the space of
non-derivative states ĤΛ = HΛ/L−1HΛ and its orthogonal complement. If Pk, k ∈ I is a
basis of ĤΛ, the states L
n
−1Pk, k ∈ I form a basis of the orthogonal complement. Thus, it
suffices to show the statement for ĤΛ. Let (p̂iλ)N,p be the subspace of piλ/L−1piλ of degree
N and power p. One then checks that Q
(k)
λ maps (p̂iλ)N,m to (p̂iλ)N−1,m−k−1 (see the proof
of eqn. (17) below). This implies (7) for ĤN .
To verify the second part of the claim ii. it is convenient to make use of the fact that
there is a bijection from a space ΩΛ of g-singlets in level 1 ĝ-modules to HΛ. On ΩΛ
one can introduce a double graduation (power and degree) s.t. the bijection preserves
both gradings. Explicitely the image of some P ∈ ΩΛ is obtained by projecting its φβγ
(Wakimoto-type) free field realization onto the βγ-independent part[4]. These images
are elements of HΛ, and by construction the term of leading power is a Weyl invariant
polynomial.
iii. Let g∨ be the Lie algebra dual to g (i.e. the Cartan matrix of g∨ is the transpose
of that of g) and let β momentarily assume numerical values. Denote by Q˜i and Q˜
∨
i
the screening operators obtained by replacing xin = −αi · xn with x˜
i
n = −βαi · xn and
(x˜in)
∨ = β−1α∨i · xn, respectively (identifying h with h
∗). For β2 irrational there exists a
class of irreducible W (g)-modules H˜Λ+,Λ− labeled by Λ+ ∈ P+, Λ− ∈ P
∨
+ . These can be
described either as
⋂r
i=1[Q˜i]
(αi,Λ+)+1 or as
⋂r
i=1[Q˜
∨
i ]
(α∨
i
,Λ−)+1 on piλ, λ = βΛ+− β
−1Λ−. In
other words, there exists an isomorphism of W (g)-modules
H˜Λ+,Λ−
∣∣∣
β
= H˜Λ∨
−
,Λ∨
+
∣∣∣
−1/β
, (9)
where Λ∨ is defined by (Λ, αi) = (Λ
∨, α∨i ). For Λ+ = Λ− = 0 this was shown in [2]
and by analysing the Kac determinant it can be extended to Λ+ ∈ P+, Λ− ∈ P
∨
+ :
It is known that the singular vectors in the Verma module M(λ) can in the free field
realization be constructed from W (g)-intertwiners piλ′ → piλ. For weights of the form
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λ = βΛ+ − β
−1Λ−, where Λ+ ∈ P+, Λ− ∈ P
∨
+ the Verma module contains a singular
vector at degree (Λ+ + ρ, α
∨
i )(Λ− + ρ
∨, αi) for each 1 ≤ i ≤ r. The degree of these
(and hence all other) singular vectors is left unchanged by the duality transformation
g → g∨, β → −β−1 if Λ± → Λ
∨
∓.
The case at hand corresponds to (Λ+,Λ−) = (Λ, 0). Applied to simply-laced Lie
algebras g the duality (9) implies H˜Λ,0|β = H˜0,Λ|−1/β . If β
2 is irrational also 1/β2 is
irrational, so that chH˜Λ,0 = chH˜0,Λ (even for the same β). Thus, in fact H˜Λ,0 = H˜0,Λ. If
we now restore β to be a formal variable this forces the elements P˜ [{x˜in}] of H˜Λ,0 = H˜0,Λ
to be invariant under the substitution β → −1/β i.e. to be functions of B˜ = β − 1/β
only. If P˜ is of leading power m in {x˜in}, one returns to the original normalizations
via P [{xin}] = β
mP˜ [{x˜in/β}]. This implies that elements P of HΛ(g), rather then being
polynomials in β2, in fact are polynomials in B = 1−β2. When rewritten in the form (7)
the elements P ∈ HΛ(g) are seen to be of the form (8).
Remark: Of particular interest is the space H(g) := H0(g), which encodes information
about the operator product expansion of the W (g)-algebra. By taking H(g) to be the
pre-Hilbert space of a VOA one can show that the quantum W (g)-algebra exists if and
only if ch0(g) coincides with the character of the free polynomial algebra generated by
elements W ini , 1 ≤ i ≤ r, ni ≥ −(ei + 1), where ei are the exponents of g. Explicitely,
the condition reads
ch0(g)
!
=
∏
1≤i≤r, ni>ei
(1− qni)−1 . (10)
In order to prove the existence of a quantum W (g)-algebra one thus has to establish
(10) from the defining relation (3). In [4, 2] this was achieved by extending HΛ(g) to a
BGG-type resolution. It then follows that H(g) contains a set of fundamental vectors
W i−ei−1, 1 ≤ i ≤ r from which one can build states of the form
W i1−m1−1−ei1 . . .W
in
−mn−1−ein
⊗ v0, ij ≥ ij+1, mj ≥ 0 , mj ≥ mj+1 if ij = ij+1. (11)
The validity of the condition (10) implies in particular that these states are linearly
independent and exhaust all solutions to Qi P = 0, 1 ≤ i ≤ r at a given degree.
Consider now the spaces HΛ(g) modulo L−1-exact pieces. Set ĤΛ := ĤΛ(g) :=
HΛ(g)/L−1HΛ(g), which inherits the deg x
i
n = n grading from HΛ. Let (ĤΛ)N denote the
subspace of degree N . As before the classical counterparts will carry a superscript ‘(0)’.
Let ĈΛ denote the restriction of C to ĤΛ. From the previous results it follows that this
is a bijection of graded vector spaces
ĈΛ : ĤΛ −→ Ĥ
(0)
Λ , Λ ∈ P+ . (12)
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3. Existence of infinite abelian subalgebras
3.1. The commutation relations of generic elements ofW (g) can be written in an su(1, 1)-
covariant form, in which all the specific information is encoded in the structure constants
(the latter being polynomial or algebraic functions of the central charge). Given this
form of the commutation relations one can investigate the conditions under which W (g)
possesses abelian subalgebras. It turns out that the existence of an abelian subalgebra
amounts to the existence of a preferred basis in which a certain subset of the structure
constants vanishes[5]. The existence of an infinite dimensional abelian subalgebra in
W (g) therefore is an important structural result, somewhat analogous to the existence of
a Cartan subalgebra for ordinary Lie algebras.
A first understanding of this result can be obtained from the classical theory. The
projection C onto the β-independent part defines a contraction of the W (g)-algebra,
which coincides with the classical W -algebra W (0)(g). These classical algebras W (0)(g)
are known to appear as symmetry algebras in various classical integrable systems (mKdV,
KdV, affine Toda). Their conserved charges can be expressed in terms of the generators of
the classical W -algebra and generate an infinite dimensional abelian subalgebra thereof.
This result can be derived from any of the various approaches to classical integrable
systems. The formulation which is most useful for the transition to the quantum theory
is the following.
Let α0 denote the additional simple root associated with the Dynkin diagram of an
affine Lie algebra ĝ and set F := Fα=0, Q0 := Q−α0 , Fi := F−αi, 0 ≤ i ≤ r. Since
α0 enters only through inner products with elements of h we can identify α0 with its
projection −θ on h (For ĝ = A
(2)
2r this differs by a factor 2 from the standard definition).
Note that θ ∈ P+, so that the results of section 2 apply to Hθ and Ĥθ. The classical
counterparts of these objects will again carry a superscript ‘(0)’. On the classical level
one can show that
I(0)(ĝ) :=
r⋂
i=0
Ker
(
Q
(0)
i : F
(0) −→ F
(0)
i
)
defines an abelian Poisson-subalgebra of the classical W -algebra W (0)(g) which is linearly
generated by elements I
(0)
N =
∮
J
(0)
N , with J
(0)
N of degree N, N − 1 ∈ E. The elements J
(0)
N
are called the classical conserved densities at degree N . By definition they are taken to
be β-independent. The index set E = E(ĝ) are the exponents of ĝ, an infinite subset of
IN uniquely associated to ĝ. For later use note the following properties of the conserved
densities.
– Nonvanishing classical conserved densities J
(0)
N exist only for degree N − 1 ∈ E.
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– The number of linearly independent conserved densities at degree N equals the
multiplicity #(N − 1) of the exponent.
– Their linear hull does not contain elements of leading power less then N in {xin}.
This follows from the results of Drinfel’d and Sokolov[9]. The first two facts are stated
explicitely (remarks to prop. 6.6) and the last one can be extracted from the proof of
prop. 6.2. We note that only algebras of type D
(1)
2n , n > 1 have exponents of multiplicity
greater than 1 (the exponents 2n− 1 mod (4n− 2) appear with multiplicity two). In all
other cases the conserved densities at some degree N, N − 1 ∈ E are unique. The aim of
this paper is to show that analogous results hold in the quantum theory.
Theorem:
I(ĝ) :=
r⋂
i=0
Ker (Qi : F −→ Fi)
defines an abelian subalgebra of the quantum W (g)-algebra. I(ĝ) is linearly generated by
elements IN =
∮
JN , N − 1 ∈ E (including multiplicities).
3.2. The problem consists in proving the existence of the elements JN . The remaining
properties then follow easily. One checks that [Q0, L−1] = 0 i.e. L−1 ∈ I(ĝ). If we antici-
pate that Q
(0)
0 maps Ĥ
(0)
0 to Ĥ
(0)
θ (c.f. the paragraph following eqn. (13)) this means that
Q0 maps p˜i0/L−1p˜i0 to p˜iθ/L−1p˜iθ. In view of (6) the intersection of the kernels
⋂r
i=0KerQi
on p˜i0/L−1p˜i0 defines a subspace of Ĥ = Ĥ0(g). All the elements of I(ĝ) can thus be
expressed in terms of W -generators and since for IN , IM ∈ I(ĝ) also [IN , IM ] ∈ I(ĝ) one
concludes that I(ĝ) defines a subalgebra of W (g).∗ We wish to show that it is in fact
an abelian subalgebra. To see this, recall that the quantum conserved densities JN are
elements of ĤN . One may thus make use of the bijection (12). If for some N−1 ∈ E there
exists a quantum conserved density JN at all, its classical part ĈJN has to be a classical
conserved density. Conversely, given a classical conserved density J
(0)
N ∈ Ĥ
(0)
N there is only
one possible candidate for a quantum conserved density namely Ĉ−1(J
(0)
N ). In particular
it follows that the quantum conserved density JN associated with J
(0)
N , if any, must be of
leading power N in {xin}. This forces I(ĝ) to be abelian: If JN(z) =
∑
n(JN)nz
−n−N de-
notes a conserved density of degree N , the conserved charge is the mode of degree −N+1,
i.e. IN =
∮
dzJN (z) = (JN)−N+1. In this situation the general form of the commutator in
a VOA reduces to [5]
∗It is only for this conclusion that the construction via vertex operators i.e. the condition (13) below
is essential. If the elements
∮
Ĉ−1J
(0)
N
could independently be shown to form a subalgebra, the result on
the existence of an infinite abelian subalgebra would follow already at this point.
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[(JM)−M+1 , (JN)−N+1] =
∑
K:M+N−K=1
CKMN (PK)M+N−2 , N − 1,M − 1 ∈ E ,
where CKMN are the structure constants coupling to the fields PK(z) in the VOA which
have degrees K satisfying M +N −K = 1. Since I(ĝ) is a subalgebra of W (g) the r.h.s.
must again be an element of I(ĝ). In particular every field PK(z) for which the structure
constant CKMN were nonvanishing would have to be of leading power M +N − 1 in ∂φ
a.
But the terms of powerM+N−1 on the r.h.s., if any, are the same in the classical and the
quantum case. In the classical case they are known to be absent, leaving a r.h.s. which is
of leading power less thanM+N−1 and which thus cannot be a conserved charge. Hence
the structure constant CKMN has to vanish. In particular this shows that the existence
of an abelian subalgebra in W (g) is equivalent to the vanishing of the set of structure
constants CKMN with K running over all fields in the VOA of degree K =M +N − 1.
To prove the theorem it therefore suffices to show that for every classical conserved
density J
(0)
N the unique candidate for its quantum counterpart Ĉ
−1J
(0)
N is annihilated by
Q0 (modulo L−1-exact pieces) i.e.
Q0 [Ĉ
−1J
(0)
N ]
!
= L−1 (S ⊗ vθ) , (13)
for some S ∈ pi0. The essential point in proving (13) will be that the r.h.s. in fact is
an element of Ĥθ on which the mapping Ĉθ exists and is invertible. For this one has
to show that Q0 is a well-defined mapping from H to Hθ (∗). Since Q0 commutes with
L−1 it then follows that Q0 induces a mapping between the equivalence classes modulo
total derivatives in H and Hθ, respectively. In particular, these results will hold for the
restrictions to the classical part.
To check (∗) recall that both H and Hθ are irreducible W (g)-modules. Thus in
effect one has to construct a free field realization of an intertwiner connecting both
W (g)-modules. This can be done via the BGG-type resolution by constructing a se-
quence of intertwiners V
(i)
ww′ : piw∗0 → piw′∗θ connecting the Fock spaces in both res-
olutions which are labeled by Weyl group elements w,w′ of the same length. These
intertwiners have to satisfy a number of consistency conditions which allows one to
determine them explicitely[8]. The result is that the whole sequence of intertwiners
V (i) = {Vww′, l(w) = l(w
′) = i}, 0 ≤ i ≤ |∆+| is already determined by V
(0) and
V (1). Explicitely the latter are given by
V (0) = {Q0} , V
(1) = {Qij = δij [Q0Q
(θ,αj)
j ]} .
These intertwiners make the diagram in Fig. 1 commutative. In particular it follows that
elements in H are mapped into elements of Hθ.
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Fig.1: Free field realization of the W (g)-intertwiner H → Hθ.
0 ✲ p˜i0 ✲ p˜iri∗0 ✲ . . .
[Qi]
❄ ❄
V (0) V (1)
0 ✲ p˜iθ ✲ p˜irj∗θ ✲ . . .
[(Qj)
(θ,αj)]
3.3. It remains to prove (13). First observe the identity
Q
(0)
0 C = CθQ0 . (14)
To check (14) let P ∈ H be given. Then Q0P is an element of Hθ ⊂ p˜iθ and for later use
we write it in the form
Q0 P = R⊗ vθ + L−1(S ⊗ vθ) ,
for some R, S ∈ pi0. Similarly for P
(0) = CP one has
Q
(0)
0 P
(0) = R(0) ⊗ vθ + L−1(S
(0) ⊗ vθ) ,
for some R(0), S(0) ∈ pi
(0)
0 . But since Q0P = Q
(0)
0 P
(0) + o(β2) and Cθ commutes with L−1
it follows that Cθ(R⊗ vθ) = R
(0)⊗ vθ, Cθ(S⊗ vθ) = S
(0)⊗ vθ and thus CθQ0P = Q
(0)
0 CP .
This holds for all P ∈ H and implies (14). Moreover since both Cθ and C commute with
L−1 eqn. (14) projects to an identity ĈθQ0 = Q
(0)
0 Ĉ on Ĥ, expressing the commutativity
of the diagram in Fig. 2. But since both Ĉθ and Ĉ are invertible this means that Q0 and
Q
(0)
0 are related by an equivalence transformation
Q
(0)
0 = ĈθQ0 Ĉ
−1 (15)
and have the same rank (on all ĤN , N ≥ 0). In particular eqn. (15) implies that the kernel
of Q
(0)
0 on Ĥ
(0)
N and the kernel of Q0 on ĤN have the same dimension and hence guarantees
that every classical conserved density can be deformed into a quantum conserved density.
Explicitely, if J
(0)
N ∈ KerQ
(0)
0 on Ĥ
(0)
N the unique candidate Ĉ
−1J
(0)
N ∈ ĤN for its quantum
counterpart will always solve (13): Q0 Ĉ
−1J
(0)
N = Ĉ
−1
θ Q
(0)
0 J
(0)
N = 0 ∈ Ĥθ, which is what
we wanted to show.
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Fig.2: Commutative diagram for rankQ
(0)
0 = rankQ0.
Ĥ ✲ Ĥ(0)
Ĉ
❄ ❄
Q0 Q
(0)
0
Ĥθ ✲ Ĥ
(0)
θ
Ĉθ
4. Construction principle
4.1. In the classical theory there exist several fairly efficient methods to compute the con-
served densities J
(0)
N explicitely. So far none of these methods could be transferred to the
quantum theory. The results (13), (15) show that the quantization of a classical conserved
density J
(0)
N can in principle be done by applying the mapping Ĉ
−1
N (i.e. the restriction
of Ĉ−1 to the required degree N). Unfortunately no efficient (possibly recursive) method
to compute ĈN is available. (Part of the problem being that it is not a homomorphism
w.r.t. normal ordering i.e. Ĉ(: PQ :) 6= Ĉ(: P :)Ĉ(:Q :), in general.) In this section we
will describe a reasonably efficient method to compute the conserved densities explicitely.
We will introduce two different types of basis A and B on ĤN which are characterized by
certain extremal properties. A basis of type B is adapted to the operator Q0 and gives an
alternative understanding of the result (15). In particular the conserved densities are part
of a basis B. In order to construct these basis vectors we exploit the interplay between a
basis of type B and some more easily accessible type of basis A, whose elements have a
maximal staggering in their leading powers.
A basis AN =
⋃N
m=2AN,m of ĤN is called of type A if
a) AN,m contains the maximal number of linearly independent elements P ∈ HN which
are exactly of leading power m in {xin}.
b) The linear hull L(AN,m) does not contain elements of leading power less than m in
{xin}.
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Remark: Clearly a basis of type A in HN will induce a basis on ĤN with the same
properties a) and b). For simplicity we will keep the notation AN =
⋃N
m=2AN,m for such
basis on ĤN . No confusion will be possible as in this subsection AN will always refer to
a basis on HN , while from subsection 4.2 on AN will always refer to a basis on ĤN .
Condition b) implies that L(AN,m)∩
∑
p<m L(AN,p) = {0}. Clearly L(AN,m) has trivial
intersection also with
∑
p>m L(AN,p). This means that HN is the direct sum of the linear
hulls
HN = L(AN,N)⊕ . . .⊕ L(AN,2) ,
thereby introducing a grading on HN . Of course a basis of this type is not unique –
each element of AN,m can be modified by adding an element of
⊕
p≤m−1 L(AN,p) – but
the dimensions of the subspaces L(AN,m) are unique. The calculation of the associated
‘power characters’ is an open problem. Notice also that AN,1 satisfying condition a) of
the definition would be empty, which is why m = 1 has been omitted in AN . For N > 2
also AN,2 is empty.
One can fix the ambiguity in the definition of a basis of type A in the following way.
Recall from eqn. (7) that for any P ∈ HN the term of leading power is a Weyl invariant
polynomial. From the character formula of the spaces HN , H
(0) and Ω0 (defined in
the proof of eqn. (7)) it follows that P , its classical part P (0), and the Weyl invarant
polynomial P0 of leading power (c.f. eqn. (18) below) all are in 1-1 correspondence
P
1−1
←→ P (0)
1−1
←→ P0 . (16)
In particular for P ∈ L(AN,m) the part P0 is of power m and adding elements of⊕
p≤m−1 L(AN,p) to it will affect only Weyl invariant terms of power less than m. Be-
cause of the bijection (16) this means that one can always find a basis A′N =
⋃N
m=2A
′
N,m
of type A s.t. for all P ∈ L(A′N,m) the Weyl invariant polynomial P0 of power m is in fact
the only Weyl invariant term in P .
The basis A′N of HN can be described explicitely. We claim that A
′
N,m is just given by
the set of states (11) of degree N =
∑
i(mi + ei + 1) and leading power m =
∑
i(ei + 1).
Denote the latter set of states by A′′N,m. We wish to show that A
′′
N,m has all the properties
characterizing A′N,m. Clearly A
′′
N,m contains only linearly independent elements of HN
which are exactly of leading power m. Further
⋃N
m=2A
′′
N,m is a basis of HN so that
no further linearly independent elements with that property exist. Thus A′′N,m satisfies
condition a) in the definition of a basis of type A. To check condition b) one makes use
of the bijections (16). For the Weyl invariant polynomials P0 condition b) is manifestly
satisfied and thus holds also for the states P ∈ A′′N,m associated with them. Hence the
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basis
⋃N
m=2A
′′
N,m is of type A. It remains to check that the only Weyl invariant terms
in some P ∈ A′′N,m are those of power m. But this follows because in the generators
W i−m, m ≥ ei + 1 only the term of power ei + 1 is Weyl invariant. We conclude that the
basis
⋃N
m=2A
′
N,m and
⋃N
m=2A
′′
N,m coincide.
In particular, this yields an explicit construction for a basis of type A in HN . As
remarked before such a basis will induce a basis on ĤN with the same properties a) and
b). From now on only basis of type A on ĤN will be needed and for simplicity we will
keep the notation AN =
⋃N
m=2AN,m for such basis.
4.2. The basis AN on ĤN are defined without reference to the operator Q0. Next
we introduce a type of basis BN adapted to the operator Q0. In particular the conserved
densities are part of the basis. In order to define this type of basis some preparations are
needed. Let (ĤΛ)N,m denote the subspace of ĤΛ(g) containing the elements of degree N
and leading power m. Recall the shorthand Ĥ = Ĥ0(g). We claim that
Q0 : ĤN,m −→ (Ĥθ)N−1,m−2 (17)
is well defined. (This holds only on the equivalence classes modulo total derivatives.
When acting on HN the powers get mixed in a complicated fashion.)
The fact that Q0 maps Ĥ to Ĥθ has already been seen in section 3.2. It remains to
show that Q0 reduces the degree and the power by 1 and 2 units, respectively. We first
show that for generic elements λ ∈ h∗ the operator Qλ acts as
Qλ : (p̂i)N,m −→
⊕
p≤m−1
(p̂iλ)N−1,p , (18)
where (p̂iλ)N,p is the subspace of piλ/L−1piλ of degree N and power p. For the particular
choice λ = θ we then show that when acting on ĤN,m the value m − 1 on the r.h.s. can
in fact be replaced by m− 2.
To check (18) it is convenient to make use of the vector-operator correspondence in
the VOA. The action of the operator Qλ on differential polynomials in the fields i∂
mφa(z)
associated with the states m! xam is then induced by the operator product expansion with
the normal ordered exponential β−2 : exp(iλ · φ(w)) :. Consider first a single contraction
contribution:
β−2 : i∂(n)z φ
a P (z) : : eiλ·φ(w) : ∼
λaP (z)
(z − w)n
: eiλ·φ(w) : + (I)
∼
λa∂(n−1)w P (w)
z − w
: eiλ·φ(w) : + (I) + (II) .
Here (I) denotes terms coming from the contraction with P (z) and (II) denotes terms of
the form (···)(w)
(z−w)n
, n ≥ 2. Clearly, upon integration
∮
z dw the terms of type (II) give rise to
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total derivative terms and the remainder has both the power and the degree reduced by
one unit. By induction on the power of P (z) one finds Q
(0)
λ : (p̂i)N,m → (p̂iλ)N−1,m−1. for
the single contractions. Similarly one checks for the higher contractions Q
(k)
λ : (p̂i)N,m →
(p̂iλ)N−1,m−k−1. In particular this implies (17).
Now specialize to λ = θ. Recall from eqn. (7) that for P ∈ H the term of leading
power is a Weyl invariant polynomial. For some P ∈ HN of leading power m this means
P = P0 + P1(β
2) , (19)
where P0 ∈ pi
(0)
0 is a Weyl invariant polynomial of power m in {x
i
n} and P1(β
2) ∈ pi0 is of
power less or equal to m− 1. Consider now the action of Q0 on some P ∈ ĤN . One can
consider P also as an element of HN with the total derivative term fixed by the condition
L1P = 0. Then Q0P = Q0P0+Q0P1 (∗). But on a Weyl invariant polynomial the action of
T−1θ Q0 and T
−1
−αi
Qi, 1 ≤ i ≤ r coincide, so thatQ0P0 = TθT
−1
−αi
QiP0 = TθT
−1
−αi
Qi(P−P1) =
−TθT
−1
−αi
QiP1. Inserting into (∗) this becomes Q0P = (Q0 − TθT
−1
−αi
Qi)P1. Since P1 is
an element of L(AN,m−1), the r.h.s. by (18) lies in
⊕
p≤m−2 (p̂iθ)N−1,p. This completes the
proof of eqn. (17).
We shall need also the classical counterpart of eqn. (17) stating that Q
(0)
0 maps Ĥ
(0)
N,m
to (Ĥ
(0)
θ )N−1,m−2. Indeed eqn. (17) does hold also classically. To check this note that
equation (18) in particular holds for the single contraction (classical) contributions. In
addition equation (19) is preserved with P1(β
2) replaced by P
(0)
1 = ĈP1, so that also the
second part of the proof goes through. Eqn. (17) and its classical counterpart can now be
used to define a special class of basis on ĤN and Ĥ
(0)
N , respectively.
A basis BN of ĤN is called of type B or extremal w.r.t. Q0 if BN =
⋃N
m=2BN,m,
BN,m ⊂ ĤN and
a) BN,m contains the maximal number of linearly independent elements P ∈ ĤN for
which Q0 P is of the form
Q0 P = R⊗ vθ + L−1(S ⊗ vθ) , (20)
where R ∈ pi0 is of exactly leading power m− 2 in {x
i
n}.
b) The linear hull L(BN,m) does not contain elements satisfying (20) with R of power
less than m− 2.
From condition b) one infers that L(BN,m) ∩
∑
p 6=m L(BN,p) = {0}, so that ĤN is the
direct sum of the linear hulls
ĤN = L(BN,N)⊕ . . .⊕ L(BN,2) .
15
Of course a basis of this type is not unique – each element of BN,m can be modified by
adding an element of
⊕
p≤m−1 L(BN,p) – but the dimensions of the subspaces L(BN,m) are
unique. The space L(BN,2) is uniquely defined however and is just the space of quantum
conserved densities at degree N .
Similarly one can define a basis of Ĥ
(0)
N which is extremal w.r.t. Q
(0)
0 . Let B
(0)
N =⋃N
m=2B
(0)
N,m denote such a basis. One would expect that Ĉ
−1B
(0)
N,m then satisfies the defining
properties of BN,m for some quantum basis BN =
⋃N
m=2BN,m which is extremal w.r.t. Q0.
But this does not follow from the definition and is just the point in question. In fact it is
not hard to see that
dimL(B
(0)
N,m) = dimL(BN,m) , 2 ≤ m ≤ N . (21)
implies eqn (15). In particular, once (21) has been established, one recovers the existence
of the quantum conserved densities for m=2
dimL(BN,2) = dimL(B
(0)
N,2) =


#(N − 1), N − 1 ∈ E
0, otherwise,
where #(N − 1) is the multiplicity of the exponent N − 1 ∈ E.
4.3. In fact eqn. (21) is stronger than eqn. (15). We shall see below that eqn. (21)
implies (15) for any g; but (21) follows from (15) only when g is simply-laced. In particular,
we claim (21) only for simply-laced Lie algebras.
Let us first check the implication (21) ⇒ (15): Let B
(0)
N,m = {P
(0)
1 , . . . , P
(0)
k } and
BN,m = {P1, . . . , Pk} be an enumeration of basis vectors. W.l.o.g one may assume that
P
(0)
i = Ĉ Pi. As in the derivation of eqn. (14) one checks that ĈθQ0 Pi = Q
(0)
0 Ĉ Pi, 1 ≤
i ≤ k. This can be done for any 2 ≤ m ≤ N and thus for a basis of H
(0)
N . One concludes
ĈθQ0 = Q
(0)
0 Ĉ and hence (15).
Conversely assume now (15) to be given. For P (0) ∈ L(B
(0)
N,m) one has
Q0[Ĉ
−1 P (0)] = Ĉ−1θ [Q
(0)
0 P
(0)] = Q
(0)
0 P
(0) + o(β2) .
In particular for m = 2 the argument Q
(0)
0 P
(0) vanishes (mod L−1-exact pieces) and since
Ĉ−1θ is injective also the o(β
2) terms have to vanish – which is just a rephrasing of the
conclusion following eqn. (15). For m > 2 however Q
(0)
0 P
(0) is of leading power m − 2
and in order to confirm Ĉ−1 P (0) ∈ L(BN,m) one has to show that also the quantum
corrections are of power p ≤ m − 2. This does not follow from (15) and requires some
additional input. It turns out that the result iii. of section 2.2 provides this extra input
but limits the conclusion to simply-laced Lie algebras g. We shall apply 2.2.iii. to Ĥθ
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and may rephrase its content as follows: For any R ∈ Ĥθ the set of Fock monomials
{Xi ∈ pi
(0)
θ } appearing in the expansion (8) is the same as the one appearing in the
expansion of its classical counterpart R(0) ∈ Ĥθ. (∗) Given (∗) one may easily check the
two inclusions Ĉ−1L(B
(0)
N,m) ⊂ L(BN,m) and L(BN,m) ⊂ Ĉ
−1L(B
(0)
N,m) separately: Applied
to R = Q0[Ĉ
−1P (0)] ∈ Ĥθ, P
(0) ∈ L(B
(0)
N,m) one concludes from (∗) that both its classical
and its quantum terms are of power p ≤ m− 2. Further, by construction of the classical
part, no linear combination of elements in Ĉ−1B
(0)
N,m has a rest of leading power less
than m− 2 (modulo L−1-exact pieces) when acted upon with Q0. Hence Ĉ
−1L(B
(0)
N,m) ⊂
L(BN,m). Conversely let P ∈ L(BN,m) be given. From (∗) one concludes first that its
classical part P (0) = ĈP will have property (20) in the definition of B
(0)
N,m and further
that the set ĈBN,m will satisfy condition b) in the definition whenever BN,m does. Hence
L(BN,m) ⊂ Ĉ
−1L(B
(0)
N,m). This verifies the implication (15)⇒ (21) for g simply-laced.
4.4. In this section we introduce a system of linear spaces displaying the relation
between a basis of type A and one of type B on ĤN . The result, eqn. (29), can be used
to compute the quantum conserved densities. The relation between the basis of type A
and B is encoded in eqn. (17). On the one hand it implies that every element of AN,m has
property (20) in the definition of BN,m. There may however exist linear combinations of
elements in AN,m which lie in one of the lower spaces L(BN,p), p ≤ m− 1, i.e.
L(AN,m) ⊂
⊕
2≤p≤m
L(BN,p) . (22)
On the other hand BN,m can contain elements of leading power m ≤ p ≤ N only. This is
because elements of leading power p < m would by eqn. (17) rests R (modulo L−1-exact
pieces) which are of power m − 3 or less – in conflict with condition a) in the definition
of BN,m. Thus for 2 ≤ m ≤ N
L(BN,m) ⊂
⊕
m≤p≤N
L(AN,p) . (23.m)
For a given basis BN this condition can be exploited recursively. For m = N it
reads L(BN,N) ⊂ L(AN,N), which is to say that there exists a (non-unique) subspace
WN ⊂ L(AN,N) s.t.
WN ⊕ L(BN,N ) = L(AN,N) . (24)
One can use the ambiguity in the choice of WN to achieve that Q0WN has a rest of power
p ≤ N − 3 (modulo L−1-exact pieces). By definition of BN,N there exists a basis AN,N
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of L(AN,N) s.t. AN,N = BN,N ∪ VN , where Q0VN has a rest of power p ≤ N − 3 modulo
L−1-exact pieces. Thus
L(VN)⊕ L(BN,N) = L(AN,N) . (25)
In the next step insert (25) into the condition (23.N − 1)
L(BN,N−1) ⊂ L(AN,N−1)⊕ L(AN,N)
= L(AN,N−1)⊕ L(BN,N)⊕ L(VN) .
By construction of VN and eqn. (17) this implies that in fact
L(BN,N−1) ⊂ L(AN,N−1)⊕ L(VN ) .
From here one concludes that there exists a (non-unique) subspace WN−1 ⊂ L(AN,N−1)⊕
L(VN) s.t.
WN−1 ⊕ L(BN,N−1) = L(AN,N−1)⊕ L(VN ) .
Again we exploit the ambiguity by chosing a basis AN,N−1 ∪ V N of L(AN,N−1) ⊕ L(VN)
s.t. AN,N−1∪V N = BN,N−1∪VN−1, where Q0VN−1 has a rest of power p ≤ N − 4 modulo
L−1-exact pieces. Thus
L(VN−1)⊕ L(BN,N−1) = L(AN,N−1)⊕ L(V N) . (26)
By induction onm one can now infer the existence of subspacesWm ⊂ L(AN,m)⊕L(Vm+1)
s.t. for 3 ≤ m ≤ N
Wm ⊕ L(BN,m) = L(AN,m)⊕ L(Vm+1) . (27.m)
and Q0Vm+1 has a rest of power p ≤ m− 2 modulo L−1-exact pieces. We include (24) in
the chain of equations (27.m) by defining VN+1 = ∅. For m < N the equation (27.m) is
obtained from the condition (23.m) applied to the basis
AN(m+ 1) :=

 N⋃
p=m+1
AN,m

 ∪

 m⋃
p=2
AN,m

 .
By inserting consecutively the equations (28.p) below, p = N, . . . ,m+ 1 and simplifying
the resulting inclusions one arrives at L(BN,m) ⊂ L(AN,m) ⊕ L(Vm+1)), from which one
concludes (27.m). The induction step is driven by the choice of a basis AN,m ∪ V m+1 in
L(AN,m)⊕L(Vm+1) s.t. AN,m∪V m+1 = BN,m∪Vm, where Q0Vm and Q0V m+1 have a rest
of power p ≤ m− 3 and p ≤ m− 2, respectively, modulo L−1-exact pieces. The equation
(27.m) becomes
L(Vm)⊕ L(BN,m) = L(AN,m)⊕ L(V m+1) , (28.m)
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for 3 ≤ m ≤ N . In particular, the basis AN(m+ 1) has been transformed into AN(m),
completing the induction step. The last equation (28.3) reads L(V3)⊕L(BN,3) = L(AN,3)⊕
L(V 4), where by construction Q0V3 and Q0V 4 have rests of power p = 0 and p ≤ 1,
respectively. But this means that L(V 3) actually is the space of conserved densities
L(BN,2) and we may assume that V3 = BN,2. One can also check that the subsequent
equation (22.8) would just reproduce this feature: For N > 2 both V2 and AN,2 are empty,
so that (22.8) collapses to L(BN,2) = L(V 3). In summary we have shown:
For a given basis BN , N > 2 there exists a basis AN := AN(2) =
⋃N
m=2AN,m and vector
spaces L(Vm), L(V m), 3 ≤ m ≤ N s.t.
– dimL(Vm) = dimL(V m) .
– L(Vm) and L(V m) contain elements of leading power p ≥ m only.
– Q0Vm and Q0V m have rests of power p ≤ m− 3 modulo L−1-exact pieces.
In particular L(V3) = L(V 3) = L(BN,2). The relations among these spaces are summa-
rized in the tableau
L(VN )⊕ L(BN,N ) = L(AN,N)
L(Vm)⊕ L(BN,m) = L(AN,m)⊕ L(V m+1) , 4 ≤ m ≤ N − 1
L(BN,2)⊕ L(BN,3) = L(AN,3)⊕ L(V 4) . (29)
These features follow directly from the construction outlined. In particular, the equa-
tion dimL(Vm) = dimL(V m) follows from dimL(AN,m) = dimL(AN,m) and guaran-
tees that the dimensions on both sides of (29) add up correctly:
∑N
m=1 dim L(BN,m) =∑N
m=1 dim L(AN,m), where both sides equal dim ĤN . We repeat that all of the spaces
L(Vm) , L(V m), L(AN,m−1), 4 ≤ m ≤ N depend on the initial choice of basis BN and
only their dimensions are uniquely defined. The exceptional cases are L(V3) = L(V 3) =
L(BN,2) where already the vector spaces (not only their dimensions) do not depend on
the choice of basis. In addition we have
dimL(VN ) ≥ dimL(V3) = dimL(BN,2) . (30)
To see this, recall that quantum conserved densities have to be of leading power N in
{xin}. Clearly L(BN,N) is useless for the construction of conserved densities, so that
dimL(VN) ≥ dimL(V3).
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4.5. Now consider the relation between the tableau (29) and its classical counterpart,
where the sets AN,m, BN,m, Vm, V m are replaced by A
(0)
N,m, B
(0)
N,m, V
(0)
m , V
(0)
m , respectively.
We will denote this tableau by (29)(0). The sets B
(0)
N,m, 2 ≤ m ≤ N have already been
defined. Let A
(0)
N =
⋃
2≤m≤N A
(0)
N,m denote the classical counterpart of AN i.e. a basis
of Ĥ
(0)
N having properties a) and b) in the definition. Since eqn. (17) is preserved in the
classical case, the basis A(0)N and B
(0)
N are related by a chain of equations (23.m)
(0), 2 ≤
m ≤ N , replacing (23.m). Given these, the derivation of the classical counterpart of the
tableau (29) can be done as before. In particular, this defines the subspaces L(V (0)m ) and
L(V
(0)
m ). The form of the classical tableau (29)
(0) will be the same as (29), but in principle
the dimensions of some of the linear spaces might be different. However, this is not the
case.
Since the subspaces L(A
(0)
N,m) are defined by means of properties of the leading power
terms only (which are left invariant by Ĉ), they manifestly have the same dimensions as
their classical counterparts
dimL(A
(0)
N,m) = dimL(AN,m) , 2 ≤ m ≤ N , (31)
and one may assume w.l.o.g. that A
(0)
N,m = ĈAN,m. For other subspaces U ⊂ ĤN , which
are defined through conditions that affect also subleading powers, a relation of the form
(31) is not manifest – which is just why the equation (21) required proof. Given that
both L(AN,m) and L(BN,m) have the same dimensions as their classical counterparts, the
same follows for the remaining spaces L(Vm), L(V m), 3 ≤ m ≤ N . This is easily verified
by induction from top to bottom and right to left in the tableau (29).
4.6. The tableau (29) gives a means to construct the quantum conserved densities.
The method is to calculate the sets VN , V N , VN−1, V N−1, . . . , V3, V 3 recursively. In
the final step one obtains a basis V3 = V 3 = BN,2 for the space of quantum conserved
densities at degree N . Moreover, from the previous results, all of the states invoked are
in 1-1 correspondence to their classical counterparts. The calculation in the classical and
the quantum case therefore is principally the same – just the coefficients in the linear
combinations of the basis vectors in AN get deformed.
In detail, suppose a basis of type A to be given. For example one may take the set
of states (11) of degree N . Consider now the top row of (29). From (30) one sees that a
necessary condition for a conserved density to exist at degree N is that VN is nonempty.
For N − 1 ∈ E the elements of VN therefore are the initial material for the construction
of the conserved densities. In the second row of (29) one adds the basis elements of
L(AN,N−1) and eliminates the space of linear combinations L(BN,N−1) which is certainly
useless for the construction of the conserved densities. The remainder VN−2 is used as an
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input for the next row etc.. The result dimL(VN) ≥ dimL(BN,2) = #(N −1) means that
for N − 1 ∈ E this process iterates and in the last step yields a basis V3 = BN,2 for the
space of conserved densities.
Examples for such calculations for the low rank sln-cases can be found in [3]. The above
scheme (from a slightly different viewpoint) was referred to as ‘elimination algorithm’. In
these cases it appeared that in fact all the spaces L(Vm) are non-trivial and have the same
dimension dimL(Vm) = #(N − 1), 2 ≤ m ≤ N . We expect this to be correct in general.
5. Conclusions
The classical vertex operator Q
(0)
0 and the quantum vertex operator Q0 were shown to
be related by an equivalence transformation. This implies that a basis BN containing
the conserved densities as some of the basis vectors can smoothly be deformed from
the classical to the quantum theory. This class of basis can be characterized by certain
extremal properties which give rise to a construction scheme for both the classical and
the quantum conserved densities. The results yield a novel understanding of the role
of the quantization process in W -algebras. A better control of the transformation (15)
would give a means to quantise many concepts of the classical integrable hierarchies in a
systematic fashion.
Acknowledgements: I wish to thank E. Frenkel for stimulating discussions and for con-
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