Abstract. In this paper, a Markov chain small-world model of D.J. Higham is broadened by incorporating asymmetric transition probabilities. Asymptotic results regarding the transient behavior of the extended model, as measured by its maximum mean first passage time, are established under the assumption that the size of the Markov chain is large. These results are consistent with the outcomes as obtained numerically from the model.
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To model the small-world phenomenon on the ring network, the above Markov chain is modified by also allowing the process to jump to non-neighboring vertices with some small probability . For such a modified Markov chain, the transition matrix becomes . We comment that the idea of adding long-range random jumps to non-neighboring vertices is in line with that of the Newman-Moore-Watts model [14] , where such jumps are called shortcuts. The smallworld phenomenon is known, see [14] , to emerge as a result of adding a small amount of random shortcuts to the ring network, even though this framework seems simplistic as compared with real-world networks.
It is shown in [5, 9] that the Markov chain model as described above can be employed to capture the small-world phenomenon on the ring network, with results well conforming to those in [14] and in the well-known work by Watts and Strogatz [15] . In addition, the Markov chain approach appears to have an advantage in that it offers a more rigorous analysis of the ring network by incorporating tools in the fields of Markov chain theory, matrix theory, and differential equations.
In order to characterize the small-world property of the ring network in the Markov chain setting, the notion of mean first passage times, see [11] , is adopted in [5, 9] . Extensive numerical evidence suggests that the maximum and average mean first passage times of the Markov chain model resemble the average, or characteristic, path-length as in [14, 15] . These quantitative Markov chain measures, therefore, provide us with an analytical, instead of experimental, way of investigating the smallworld phenomenon arising on the ring network. We mention that the notion of mean ELA 618 Jianhong Xu first passage times is also utilized in [10] to deal with the greedy path-length problem on the ring network.
The existing results in [5, 9] , however, concern only the situation with symmetric transition probabilities, yet real-world networks, in general, involve asymmetric processes or interaction, an element distinct from simple topological structures. Examples in this regard include metabolic networks [1] , social and large infrastructures [3] , food webs [12] , and communication networks [2] . Especially, taking communication networks as one instance, asymmetry occurs when the bandwidth, medium access control overhead, or loss rate is different in one direction than in the other.
In view of asymmetric interaction, it is natural for us to recast the ring network as a weighted digraph, with each weight representing the strength of the respective edge, namely, in terms of a communication network, the capacity, cost, or reliability of that link. In this work, we examine such a ring network based on an adapted Markov chain model stemming from Higham's. In particular, similar to [5, 9] , we are primarily interested in the transient behavior of the Markov chain, as measured by its maximum mean first passage time. It turns out that such behavior is significantly influenced by the intensity of asymmetry, a quite unique feature which may find applications in real-world networks, including applications relative to the small-world phenomenon. The outcomes from this study also serve as a follow-up to [5] by extending the results there.
This paper is organized as follows: First, Section 2 contains the adaptation of the current Markov chain model so as to accommodate asymmetric interaction. Some necessary preliminary conclusions are stated in Section 3. Next, asymptotic results on the maximum mean first passage time are developed in Section 4. Section 5 provides further results in the context of the transient behavior of the Markov chain, together with examples, numerical results, and discussions. Finally, a few concluding remarks are presented in Section 6.
2. Markov chain model with asymmetry. Again, consider a ring network with N + 1 vertices, labeled clockwise as 0, . . . , N. Suppose that at first, each vertex is connected to its neighboring vertices by directed and weighted edges. For any j = 0, . . . , N, the weights associated with edges {j, j + 1} and {j, j − 1} 2 are assumed to be some fixed w 1 and w 2 , respectively. Let 0 < w 1 < w 2 . Such a setting leads to a one-dimensional asymmetric periodic random walk on the ring network. Specifically, starting from any vertex, the process moves over one time unit either to the clockwise neighboring vertex with probability p or to the counterclockwise neighboring vertex with probability q = 1 − p, where p and q are assumed to be proportional to w 1 
such that 0 < p < q < 1 and p + q = 1. The ratio of asymmetry is defined to be r = q/p. Throughout this paper, without loss of generality, we assume that r > 1.
Note that in terms of this ratio r, p = 1 r+1 and q = r r+1 . Next, the Markov chain as above is modified by introducing long-range jumps to non-neighboring vertices according to a small probability . The transition matrix of this modified Markov chain can be expressed as
where p = p − a and q = q − b. The stochasticity of T implies that a + b = (N − 1) . If we assume that a/b = p/q, namely the changes in p and q are proportional to p and q, respectively, then we obtain that for 0 < ≤
where r = q/p, the ratio of asymmetry, and
In the same spirit as [5, 9] , with the adapted Markov chain model, we resort to the mean first passage times from states 1, . . . , N to state 0 for quantifying the transient behavior of the ring network. It is convenient to denote these quantities on the original and the modified Markov chains as column vectors z (0) and z ( ) , respectively. In this work, we focus on investigating max i z It should be pointed out that, unlike in [5, 9] , the relationship between max i z (0) or max i z ( ) and the average path-length is to be interpreted with caution as for a weighted graph, there is no unequivocal notion of average path-length. Such maximum 3. Preliminaries. Consider the following tridiagonal matrix:
where c i 's are such that c 1 = 0 and
Hence the equation
yields two distinct real roots, which we denote by x 1 and x 2 . We comment that condition (3.2) guarantees that A is non-singular. In fact, it is known, see [4] for example, that the spectrum of A can be written as
, which is obviously bounded away from 0. Suppose that 
is given by
, j ≤ i,
, j ≥ i,
where x 1 and x 2 are the two distinct real roots of (3.3) . 
.
Under the assumptions of Lemma 3.3, (3.6) reduces to (3.5) as
We now proceed to our main results regarding the maximum mean first passage times max i z 
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Let T 0 be the principal submatrix obtained from T 0 by deleting its first row and column. It is well-known [6, 7] that the mean first passage times from states 1, . . . , N to state 0 can be written as
The following theorem formulates an explicit expression for z (0) . 
where r is the ratio of asymmetry.
Proof.
, it can be easily verified that x 1 = 1 and x 2 = r. Hence formula (4.1) follows directly from Lemma 3.2.
It turns out that as r approaches 1, i.e. when the ring network becomes increasingly predominantly symmetric, z (0) i in (4.1) approaches the mean first passage time from state i to state 0 on a symmetric ring network, which is known to be i(N + 1 − i) [5] . We state this conclusion below without proof as it is a matter of straightforward calculation. 
It is shown in [5] that for a symmetric ring network, the maximum mean first passage time occurs roughly at i = N +1 2 , namely "half-way" between states 0 and N . When it comes to an asymmetric ring network with r > 1, however, max i z 
In addition, Proof. From (4.1), we see that the difference in z (0) i can be written as
Notice that the factor (N + 1)(r − 1)r −(N +1−i) above is increasing in i. Besides, for
1 > 0 and z
i , which is attained at some 1 < i < N.
Continuing, we observe that
and, similarly, that
which imply that (4.2) holds. N + 1) ) .
This concludes the proof.
It should be mentioned that, in fact, max i z (0) i can be expressed as
The formulation for max i z
3), however, turns out to be sufficiently accurate for our purpose.
Theorem 4.4. Let i m be given as in (4.2). Then
Proof. It is quite straightforward to verify this limit.
We comment that Theorem 4.4 confirms that for N large enough, i m is indeed strictly smaller than N because it can be seen from (4.4) that z 
Modified Markov chain.
Next, we investigate the maximum mean first passage time to state 0 on the modified ring network, whose transition matrix T is formulated as in (2.2).
Let T be the principal submatrix obtained from T by deleting its first row and column. Similar to
Note that Following the methodology of [5, 9] , we are mainly concerned with the question as to how the small probability of jumping to non-neighboring states on the ring network affects the maximum mean first passage time to state 0, given that the size of the ring network is large enough. Recall that 0 < ≤
This additional assumption implies that c −1 < c 1 < 0, as is clear from (4.6).
We continue with several technical lemmas. Proof. The derivation of (4.9) and (4.10) is straightforward.
It is obvious that x 1 > 0. On the other hand, we have that
Notice that Before proceeding, it should be mentioned that there is an interplay between and N , assuming that r is given. In particular, for any specified , N can not be arbitrarily large due to the restriction, following (4.7), that
In view of real-world applications, we shall focus on the scenario where is sufficiently close to 0 but fixed. Whether N is large enough or not should be construed in this context according to the upper bound in (4.11). where Numerical experiments suggest that when is small but prescribed, and when N is large enough, unlike max i z 
where δ is given as in (4.8) .
Proof. First of all, it is clear from (4.13) that z ( ) i is maximized at some i whenever so is A −1 e i . As a result, it suffices to consider A −1 e i in order to estimate i m . By (4.14), the difference in A −1 e i can be expressed as
According to Lemma 4.6, 0 < x 1 < 1 and x 2 > r, leading to the observation that the term
is decreasing in i, while the term 
Similarly, we find that
Hence (4.15) is valid.
In addition, again by Lemma 4.6, x 1 x 2 > 1, which yields that i m > N +1
2 . This can be justified by considering 2 ln
Now, using (4.14), we obtain that
and that
Thus, we arrive at the following:
¿From (4.9) and (4.10), it is a matter of direct calculation to verify that
Also note that, as mentioned earlier in the proof,
. These reductions, together with (4.9), (4.10), and (4.17), finally yield (4.16).
We mention that from the foregoing proof, it is quite clear that in fact for any i m in the form of i m = (N + 1)γ, where 0 < γ < 1 is fixed, A The formulation of error terms in the preceding proof is based on the observation that 0 < x 1 < 1 and x 2 > r. Especially, when N is extremely large, i.e. when N +r , which is far smaller than 1. This also implies that x 2 is far greater than r since x 1 x 2 > 1. Thus, the error terms in the proof, including the one as in (4.16), are negligible when N becomes sufficiently large.
The accuracy of the estimate, without the error term, in formula (4.16) is confirmed by numerical experiment as well. Two such examples are shown in Figure 4 .3, where the N -values are indeed quite moderate in light of the -value. Note that in the graph on the right, the difference between the two curves is barely discernible. Numerical results also evidence that the larger N is, the closer the approximation in (4.16) tends to be towards the actual max i z
, where δ is formulated as in (4.8) . Then Before concluding this section, we comment that the estimates as in (4.3) and (4.16) hinge upon the fact that r > 1. This means that as r approaches 1, they do not reduce to the corresponding results for the symmetric ring network as can be found in [5] . However, for any fixed r > 1, they produce good approximations for the current asymmetric case, provided that N is sufficiently large.
Transient behavior of the Markov chain.

Reduction ratio.
Following [5, 9] , we define the reduction ratio ρ in the maximum mean first passage time to be
The question that we are concerned with is how ρ responds to changes in , the probability of jumping to non-neighboring states, and in r, the ratio of asymmetry, with the assumption that N is sufficiently large. In particular, as in [5, 9] , an important issue is whether ρ undergoes a considerable drop as increases. The development in the preceding section allows us to derive asymptotic results regarding the effects of varying and r on the behavior of ρ.
According to Theorems 4.3, 4.8, and 4.9, we obtain the following useful result on the reduction ratio ρ: Theorem 5.1. For any sufficiently small 0 < < m , when N is sufficiently large, the reduction ratio in (5.1) can be expressed as
where
In addition, we have that lim →0 + ρ = 1 and that ρ is decreasing in .
The monotonicity of ρ implies the fact that ρ attains its minimum at = m . This minimum can be interpreted as the best reduction ratio ρ b . From (5.2), we arrive at the next conclusion. at this -value, p = 0.4488 and q = 0.5386 by (2.3), manifesting that the ring network remains to be dominated by asymmetric processes among its neighboring vertices.
Next, we display in Figure 5 .2 the effect of varying the ratio of asymmetry r on the reduction ratio ρ. The first observation is that with the growth of r, the graph of ρ shifts towards the right, verifying that the reduction in ρ gradually diminishes. The second observation is that as r goes up, the maximum drop in ρ becomes smaller, confirming the prediction as in Theorem 5.2. When N is large enough, as illustrated in the graph on the right, the best reduction ratios for r = 1.2, 1.6, and 2 move closer to their estimates from (5.4), namely 0.0909, 0.2308, and 0.3333, respectively. Finally, Figure 5 .3 provides an example for the case when r = 3. There is approximately a 50% decrease in ρ as is near m , which is again consistent with Theorem 5.2. It is interesting to observe in Figure 5 .3 that as passes beyond m , ρ actually starts to bounce back. This indicates in a different perspective, besides consideration of avoiding singularity, that it is indeed reasonable to restrict that < m . As a comparison, we also plot in the same figure the exact reduction ratio as obtained from (4.1), (4.13), and (5.1). Clearly, the estimated reduction ratio conforms well, even for ≥ m , to the exact reduction ratio.
Conclusions.
Using the adapted Markov chain model, we study the transient behavior of the ring network which involves asymmetric interaction. We establish useful asymptotic results on the maximum mean first passage time, a key quantity in examining the property of the ring network, for both the original and the modified Markov chains. In addition, we provide numerical examples to illustrate the conclusions.
It is quite interesting to notice that the ratio of asymmetry r plays an important role in determining the transient behavior of the ring network, as measured by the reduction ratio ρ. Specifically, a significant decrease in ρ can be reached when r is close to 1; as r moves away from 1, however, the decrease in ρ starts to diminish. This discovery may shed light on real-world networks where asymmetric interaction takes place, such as those with unbalanced chemical reaction fluxes, traffic flows, energy transfer rates, and bandwidths. Albeit simplistic and crude, the Markov chain model may well address some fundamental issues in applications.
Finally, it should be pointed out that our results are developed within the framework of the Markov chain model which is associated with the underlying weighted digraph. It is an intriguing, and important, question as to how these results may be interpreted in the context of the small-world phenomenon on the ring network. Seeking for the answer to this question is a part of our ongoing research.
