ABSTRACT Recommender systems have the effect of guiding users to interesting objects in a large space of possible options based on their preferences. However, providing accurate recommendations for new users, who do not have any records, is one of the most challenging problems in recommender systems. To retrieve sufficient information of the new users, existing solutions often require significant user effort to answer numerous questions. In this paper, we aim to propose a novel method that can build initial user profiles by requiring minimum user effort. In particular, non-negative matrix factorization is first adopted to extract only a few representative latent factors of the available items, which effectively reduces the problem dimensionality. A hybrid of personalized and non-personalized approach has then been proposed to iteratively collect users' feedback on the most important latent factors. In comparison with two state-ofthe-art approaches, the proposed method requires less user effort while significantly improving the accuracy of the initial user profile.
I. INTRODUCTION
As ubiquitous computing dramatically changes the way people think, work and interact, it has become much easier and more convenient for individual users to generate, share and exchange diverse digital content on the Internet, leading to increasing amount of available information online everyday. Big data brings new opportunities for discovering new values and helps us to gain an in-depth understanding of the hidden values. However, it also brings new challenges for individual users to retrieve useful information efficiently.
Recommender systems that are able to efficiently identify users' interests based on their previous behavior and opinions are gaining popularity recently. For example, Netflix uses a recommender system to recommend movies and TV shows to watch based on what a user has already viewed and rated on the platform. These methods rely on information about the user in order to make recommendations.
However, recommender systems are facing many challenges. One of such challenges is the cold start [1] - [4] problem. When a new user with no history information just enters the system, the recommendation accuracy and efficiency may drop dramatically. In practice, the cold-start problem is handled in mainly two ways: adopting a default user profile or building a customized profile for the new user. Systems adopting a default user profile do not require any initial user effort and can provide initial recommendations quickly. An example of this is using the existing users' preferences as the default profile [5] . For example, when navigating to Amazon just after signing up, a user is presented with a generic homepage with broad categories such as Popular Movies and promoted items sold exclusively by Amazon. The items shown on the homepage are not customized for any specific new users. Such a default user profile, however, can only represent the new user who shares common interests with the majority users, while ignoring users' individuality. More importantly, new users may get frustrated by the inaccurate initial recommendations and leave the system.
On the other hand, there are two major ways to build a customized profile for the new user. The first one is to use meta data or side information, such as the demographic information pulled from the new user's social media accounts. However, such information may not always be available or the user may not wish to release it. The second one is to directly ask for user feedback about certain items in the system. Nevertheless, to get an accurate user profile, this type of methods often require a lot of feedback from the user, increasing the amount of required user effort.
As discussed above, there is often a trade-off between the required user effort and the recommendation accuracy. Cremonesi et al. [6] consider recommendation accuracy and the required burden of the rating process as two conflicting factors, and evaluate their influence on the perceived quality of user experience. In order to balance the required consumer effort and recommendation accuracy, Pfeiffer and Scholz [7] develop a novel approach that only shows Pareto-efficient [8] alternatives and ranks them according to the number of dominated attributes. It inspires our work to propose an iterative approach that builds up a new user profile by balancing the initial recommendation accuracy and the required user effort.
It is worth noting that although we mainly focus on movie recommender systems in this work and will use ''movies'' and ''items'' interchangeably in the rest of the paper, the proposed scheme can also be applied in other recommender systems as well. The major contributions of this work are summarized as follows.
First, we have modeled the cold start problem as an optimization issue, where the goal is to maximize the initial recommendation accuracy while constraining the total amount of user effort.
Second, we have used non-negative matrix factorization(NMF) to extract only a few representative movie latent factors (LF) and then identify the new user's preferences on each LF iteratively, which can effectively reduce the dimensionality of the problem in the system given a vast amount of items.
Third, we have proposed a hybrid of non-personalized and personalized approach to iteratively collect users' feedback. In particular, as the new user may get tired and quit the sign-up process at any time, the proposed scheme handles this challenging issue by (1) identifying the Most Important Latent Factor (MILF) in each iteration to collect the new user's preference; and (2) providing the capability to fill the incomplete profile of the new user in case the sign-up process is interrupted.
• The proposed TopLF based non-personalized approach identifies the MILF as the one that the most number of movies have a high value on.
• The proposed closest-neighbor based personalized approach identifies the MILF as the one that clusters existing users into two groups with the maximum distance between the two [17] . It is worth noting that this personalized approach, by identifying neighbors of the new user, will allow us to fill the new user's incomplete profile based on the preferences of his/her neighbors. Fourth, instead of presenting only one movie to the new user, we have proposed to collect the new user's overall rating value on a group of movies. This approach can reduce the required user effort greatly by increasing the chance that the new user has seen at least one of the movies. However, this benefit does not come without costs. Correspondingly, how to accurately convert the average rating value on multiple movies into the user's preference on one LF is then discussed and designed.
Finally, we have validated the performance of the proposed scheme by conducting both module tests and comparisons with two existing studies. Experiment results have shown that the proposed scheme outperforms the other two existing studies by improving the recommendation accuracy and reducing the required user effort.
II. RELATED WORK
Before introducing our proposed scheme, we elaborate on the details of some related work already performed on solving the cold start problem. As briefly discussed in the Introduction section, the related works can be classified as either indirectly providing recommendations to the new user based on a default profile or directly building an initial user profile before recommending items.
A. DEFAULT INITIAL PROFILE
The first category of methods to approach the cold start issue provides a generic way to generate recommendations to users based on a default user profile. For example, the Most Popular (MP) approach proposed by Park and Chu [5] ranks the global popularity of all items and provides the same recommendations to all users based on that ranking. The benefits are simple implementation and very limited user effort. However, the recommendations generated by such algorithms completely ignore users' individuality and are therefore often inaccurate. In addition, this method does not directly address the fundamental problem of building an initial profile for a new user not having any history or preferences within the system.
B. BUILDING AN INITIAL PROFILE
The second major approach gathers information about a new user and builds an initial profile for that user before providing recommendations. This approach can be further classified into two subcategories.
1) SIDE INFORMATION
Studies in the first subcategory utilize information from outside of the system, such as basic demographic data (gender, age, location) or social network information (Facebook friends or page likes), to build user profiles. Sedhain et al. [9] formalize neighborhood-based methods for cold-start by using information about Facebook page ''likes'' from users. Safoury and Salah [10] generate recommendations based on demographic attributes like gender, age, or location. Such side information, however, may not always be available. For example, a user may not grant access to limited side information, or may not have a Facebook account. More importantly, such approaches attempt to access users' personal information, which may lead to wide concerns about privacy.
2) USER INPUT
Methods in the second subcategory directly ask the user's feedback on items. Compared to other approaches, methods in this subcategory consider more user feedback, providing them a more transparent view to understand how the system establishes their initial profiles. The process of collecting feedback from new users can be done in either a non-personalized or a personalized way [11] .
A non-personalized approach means that the system predetermines a static set of items. This same set of items is then used to collect feedback from each individual new user who signs up, and does not change during the sign-up process regardless of what feedback the new user may provide. For example, a non-personalized method is proposed in [12] , where the user iteratively chooses between two sets of sample items with extremely different values on each latent factor considered. Another system presented by Goldberg et al. [13] uses a static set of queries that asks all new users to elicit their initial preferences for the recommender system. A non-personalized approach usually has lower computational complexity. However, since the predetermined set of items targets all users, this approach can only obtain preferences on broad categories rather than the more specific categories an individual user may be interested in [11] .
In contrast to the non-personalized approach, the personalized approach is more focused on user interaction and customization. In each iteration, when selecting the next set of items to present to the new user, the system takes into account the feedback provided in previous iterations. For example, according to the new user's previous feedback, the Information Gain through Clustered Neighbors (IGCN) method introduced by Rashid et al. [11] iteratively chooses items to present to the new user through entropy based information theory and decision tree. Zhou et al. [14] introduces a method called functional matrix factorization (FMF) that creates a decision tree of questions to present to a new user to obtain their preferences. Each node of the tree represents an interview question for the new user, and based on his/her response, the system adapts and selects the next question to present. These personalized approaches are highly tailored to each individual user which usually leads to higher accuracy. However, they often require great user effort to obtain high accuracy. For example, the user is required to rate 83 movies on average in IGCN [11] . Higher computational complexity is also introduced in each iteration to dynamically process the user's feedback.
Inspired by these existing studies, we model the cold start problem as an optimization issue, of which the goal is to maximize recommendation accuracy while limiting the required user effort. Specifically, NMF is adopted to effectively reduce the problem dimensionality and correspondingly the required user effort. In addition, we improve the model proposed in our previous conference version [17] , which builds the initial user profile through a personalized approach only. A hybrid approach that integrates both non-personalized and personalized steps, where the number of steps for these two parts can be flexibly determined, is proposed. Such a proposed scheme allows us to take the benefits of both while minimizing the downsides of each.
III. PROPOSED SCHEME A. RETRIEVING USER FEEDBACK IN LATENT FACTOR SPACE
As new users are sensitive to the total amount of initial effort required by the system, in the proposed scheme, we aim to retrieve maximum information from limited user feedback. Therefore, instead of the movie space, we propose to collect new user's preferences in the Latent Factor (LF) space, which helps reduce the dimensionality of the data [15] . In this way, we only need to obtain new users' preferences on each of the LFs rather than trying to cover preferences on thousands of items.
Specifically, matrix factorization is a successful way to obtain these LFs by splitting a large matrix into two smaller related sub-matrices. Given a rating matrix R with dimensions MxN, matrix factorization seeks to find a MxK matrix called P and a KxN matrix called Q, whose production approximates to the original matrix R.
Specifically, non-negative matrix factorization (NMF) is used to split a user-item matrix into two sub-matrices: a user-LF matrix and a LF-item matrix, where the number of users, items and LF are represented by M , N and K , respectively. Among multiple implementation methods of the matrix factorization, we adopt a Coordinate Descent solver [16] .
After obtaining two sub-matrices (i.e. the user-LF matrix and the LF-item matrix), our goal is to collect the new user's feedback on each of these K LFs. It is worth noting that the new user's initial profile is a 1 * K user-LF vector that contains this user's preferences on all K LFs. Once this new user's profile is completed, we will be able to estimate his/her preferences on all movies through the multiplication of the obtained 1 * K user-LF vector and the factorial K * N LF-item matrix.
B. OPTIMIZATION MODEL
With the goal of creating an initial user profile in mind, we frame our scheme as an optimization problem where we wish to maximize the accuracy of the initial profile while constraining the total amount of user effort. The first step then is to quantify these two factors.
Specifically, we collect a new user's feedback through multiple iterations. Each iteration asks the user to look at a set of movies and provide one rating only. Therefore, we quantify the user effort required by the proposed scheme as L, which represents the total number of iterations, or in other words, the total number of user ratings.
The accuracy of the profile can be, in loose terms, represented by the number of latent factors, K . Through experiments, we have studied the relationship between the value of K and the error of the NMF, which is computed as the offsets between the product of the two sub-matrices and the original rating matrix. The experiment results are shown in Figure 1 , in which the x-axis is the K values, and the y-axis is the MAE between R M * N and R M * N , where R is the original rating matrix, and R is the approximation created from the product of the two sub-matrices from NMF. From Figure 1 , we observe that as K increases, the product of the two sub-matrices is closer to the original rating matrix, which indicates a higher NMF accuracy. As a result, if we assume that, for a new user, we obtain an accurate value for every LF, the only error will then come from the NMF process, of which the accuracy is determined by K .
We wish to have a larger K to increase the accuracy, but a smaller L to reduce the user effort. If we fix the value of L to set an upper limit on the user effort required, there are two options for the value of K :
If L is larger than or equal to K , it means that after eliciting the K latent factor values in the first K iterations, we try to use the L − K iterations left to continue asking more feedback so that the accuracy of the initial profile can be further improved. However, the extra L −K feedback actually provides no more information to make the profile more accurate. The reason is as follows. Recall that the user latent factor matrix P M * K has dimensions M by K , where K < M . The item latent factor matrix Q K * N has dimensions K by N , where K < N . It is obvious that the rank for both P and Q are no larger than K .
In general, the ranks are equal to K for all the K values we tested, with some rare exceptions. In either case, this means that after performing K iterations, all the possible information to be gained from each LF has already been retrieved. Therefore, extra iterations beyond K do not add any more unique or new information. In this case, we should select the maximum K value possible to maximize the accuracy, which is K = L.
The other possibility is that the value of K is larger than L. Since L is fixed, the amount of user effort required is fixed as well. We use one iteration to elicit one LF, so we can, at most, get the values of L LFs. The question then becomes how to best pick the L most important LFs (MILF) so that the remaining K − L LFs will cause the least amount of errors. The selection of the MILF can be conducted through a non-personalized approach or a personalized approach, which we will discuss in the next section.
C. BUILDING A PROFILE ITERATIVELY
As discussed in the above optimization model, with a limited amount of user effort (i.e. L iterations), the number of LFs, K , has to be greater than or equal to L so that the most accurate new user profile can be built.
As only one LF is considered in each iteration, it is critical for us to collect the new user's feedback on the most important latent factor (MILF) that helps extract the most amount of user preference information. Specifically, when K > L, we have to be able to identify the top L MILFs to extract the most information. Even when K = L, it is important to handle the MILF at each iteration because the new user may get tired of the sign-up process and decide to quit during any iteration.
Then, the next question becomes how to identify the MILF for each iteration. Please recall that NMF is able to break down the original user-item rating matrix into two submatrices: the user-LF matrix and the LF-item matrix. We propose two approaches as the non-personalized approach and the personalized approach, which identify the MILFs through the LF-item matrix and the user-LF matrix, respectively.
1) A TOPLF BASED NON-PERSONALIZED APPROACH
The non-personalized approach identifies the MILF based on the LF-item matrix as the LF that the most number of items/movies have a high positive value on. The philosophy behind it is that the chosen MILF can represent the maximum number of movies and hence help extract the new user's preferences on these movies. In particular, given the LF-item matrix as
we propose a method called TopLF, where the most important L LFs are chosen as follows. We set an identical threshold value τ , which is set to the median of all the a i,j value here, so that for each element in the LF-item matrix a i,j , we obtain a binary value α i,j :
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Then we count, for each LF (i.e. LF i ), the total number of movies that have a high value (i.e. > τ ) on it, which is marked as γ i .
All the LFs are then ranked according to the γ i values, and the top L MILFs are identified. We then collect the new user's preferences on each of these L LFs from top to the bottom through L iterations, with each iteration focusing on only one LF. For each iteration l, a set of movies that best represent the LF l will be presented to the new user for his/her feedback. Such feedback will be converted into his/her preference on that LF and be added to this user's initial profile. The detailed conversion process will be discussed in a later section.
It is worth noting that in non-personalized approach, although the new user's feedback is collected through multiple iterations, the top L MILFs are actually determined in the very beginning and do not change along the process.
2) A CLOSEST-NEIGHBOR BASED PERSONALIZED APPROACH
Besides the non-personalized approach, we also propose a closest-neighbor based personalized approach, which aims to retrieve the new user's preferences based on the preferences of his/her closest neighbors. In particular, we propose to identify the MILF as the LF that can classify existing users into two clusters with the maximum distances, so that it is easier to identify which cluster the new user belongs to. In order to identify the closest neighbors for the new user in the personalized approach, the MILF is chosen based on the user-LF matrix. In particular, given the user-LF matrix as 
where β q p represents which group the user p is classified into based on LF q. Then the centroid of each group is calculated as follows.
where c q 1 and c q 2 represent the centroid point of group 1 and group 2, respectively. Correspondingly, the distance between these two groups is calculated as
The LF q that yields the largest d q is then chosen as the MILF for this iteration, which can cluster all existing users into two groups with maximum distances and extract the most information to identify the closer neighbors of the new user.
After the MILF is chosen, we then present movies that can best represent this MILF to the new user and collect his/her feedback. Such feedback will be converted into this user's preference on this MILF. The detailed movie selection and feedback conversion process will also be discussed later.
Based on the new user's feedback in this round, the proposed approach will identify the MILF for the next round. First, the Pearson correlation coefficients between the new user and existing users based on the user-LF matrix are calculated. The top 50% existing users that are close to the new user will remain in the later iterations while the other 50% existing users will be dropped. Therefore, the remaining user-LF matrix will be a M 2 * K matrix. We call the remaining users as the updated set of users. Second, movies will be resorted based on the number of ratings received from the updated user set and 80% top rated movies are chosen as candidate movies that may be presented to the new user at the next iteration. Third, with the updated user-LF matrix, KMeans is applied again to find the MILF from the remaining K − 1 LFs. Such process will be repeated until the new user provides L responses in total or quits in the middle.
Comparing this personalized approach with the nonpersonalized approach, we can see that the former identifies the MILF for each iteration by adopting the new user's feedback, which is then more tailored for each specific new user and may lead to more accurate initial profile. However, as the MILF identification process at each iteration has to conduct K − l clustering, where 1 ≤ l < K represents the number of iterations so far, the computational complexity is higher.
3) A HYBRID APPROACH
As discussed above, both the non-personalized and the personalized approaches have their own advantages and disadvantages. Therefore, we also propose a hybrid approach by integrating the non-personalized approach with the personalized one, which allows us to take the benefits of both while minimizing the downsides of each.
In particular, we perform np steps of non-personalization, eliciting the new user's preference on one of the top np LFs for each step, so that np of the K elements in the new user's profile vector can be updated with specific values. Then we move to the remaining L − np personalized steps to customize the MILF for each step according to the new user's feedback. Although the total number of iterations has to be L based on our assumption, the number of steps for non-personalized/personalized approaches can be flexibly adjusted depending on the accuracy and computational complexity requirements.
D. CHOOSING MOVIES TO BEST REPRESENT MILF
In order to accurately obtain the new user's feedback on the MILF, we propose to select a set of movies to present to the new user. In particular, this approach requires the new user to provide only one average rating value based on the movie(s) he/she has seen. Compared to presenting only one movie, this approach can effectively reduce the risk that the new user has not seen the presented movie.
Next, we must determine how many movies to include in the set to present to the user. If we show too many movies, it may increase the user effort by confusing them with many movies. If we show too few movies, the user might not have seen any of them. Through our experiments of testing different values and also drawing from the work [12] , we choose to include 4 movies in the set.
The next challenging issue is how to choose the most representative four movies on the MILF among thousands of movies available. First, we apply an initial filter on the movies by their popularity to increase the likelihood that the user has seen the movies before. This initial filter is the top 30% of all movies, and is done before any non-personalization or personalization steps. In addition, the movies are filtered again in each personalized iteration as described in section III-C.2. Second, the movies with the highest values on this iteration's MILF while with the lowest values on other LFs are selected as the most representative movies. The top four movies are then determined as the best movies and presented to the new user. The new user needs to explicitly indicate which movie(s) that he/she has seen before and provide only one integrated rating value based on these movies.
E. RETRIEVING NEW USER'S LF VALUE
To retrieve the new user's preference on the selected MILF, the average rating value on multiple movies needs to be further processed. We propose the following conversion process. In particular, the four movies are represented through a LF-item matrix as 
The new user's preference on LF i (i.e. b u,i ) can then be calculated based on the collected user rating r u and selected movies' LF values as follows. For a latent factor i, the value a i,j for each movie j in the LF-item matrix is summed to divide the provided user rating r u . The new user's profile value b u,i on LF i can be obtained and then added into his/her profile (i.e. the 1*K user LF vector). The non-personalized and personalized process is summarized in Algorithm 1. After completing Algorithm 1, the 1 * K LF vector profile for the new user can be obtained, which can then be used to calculate the 1 * N estimated rating vector through matrix multiplications. 
Algorithm 1 The Proposed Hybrid Approach
procedure Non-Personalized Begin Calculate γ i for each LF i LF sorted ← sort(γ ) for l = 0 to np-1 do i ← LF sorted [l] MovieSet i ← getMovies(i) r u ← getUserRating(MovieSet i ) b u,i ← getProfileValue(r u ) b u [i] ← b u,i End procedure Personalized Begin for l = np to L do LF remain ← remainingLFs for j = 0 to L-l do centroids j ← cluster(LF remain [j]) dist j ← dist(centroids j ) if maxDistFactor < dist j then maxDistFactor ← LF remain [j] i ← maxDistFactor MovieSet i ← getMovies(i) r u ← getUserRating(MovieSet i ) b u,i ← getProfileValue(r u ) b u [i] ← b
IV. EXPERIMENTS/RESULTS
In order to validate the effectiveness of the proposed scheme, we conduct several experiments based on different real user VOLUME 6, 2018 datasets and discuss the results in this section. The experiments are performed on a computer with Intel i5 2.7 GHz, 8GBs of RAM, windows 8.1 system. All the comparison methods are implemented in Python programming language.
A. DATA SET DESCRIPTION
We use the MovieLens-100k data set and the Netflix data set. The former contains 100,000 ratings from 943 users on 1682 movies, the latter contains over 100 million ratings from 480 thousand randomly-chosen anonymous Netflix customers over 17 thousand movie titles. The rating value range is 1-5, where 5 represents the highest positive and 1 represents the lowest. We select all the data from the MovieLens100k and renamed it as DataSetA. Furthermore, we randomly select 1463 users with ratings on 3976 movies from the Netflix data set and name it DataSetB. Similarly, 2778 users with ratings on 5976 movies are chosen randomly from the Netflix data set and named as DataSetC.
The ''new'' user's original ratings are considered as the ground truth data, indicating that he/she has ''seen'' these movies. To calculate the the evaluation metric with more ground truth data, instead of benefiting the performance of algorithm, we choose users with more ground truth ratings as our new users. Therefore, we select users with 400+ ratings from DataSetA, 2500+ ratings from DataSetB, and 2000+ ratings from DataSetC as new users for the corresponding data set in our experiments. The illustration of all the data sets is shown in Table 2 . It is worth noting that as each of the personalized steps drops half of the users, when the number of personalized steps is too large, very few or even no users will be left to help identify the new user's interests. To avoid such situation, we set the minimum number of users as 10 in our experiments. Once the minimum user number is achieved, no more user will be dropped and all the remaining users will be used to help identify the target user's interests.
B. EVALUATION METRICS
Mean absolute error (MAE) and Root Mean Squared Error (RMSE) shown below are the most popular error measurements in online recommender systems, of which lower value indicates better performance.
In this work, we propose two metrics based on MAE. First, as we focus on the latent matrices directly, Average Latent Factor Offset (ALFO) is proposed to examine the accuracy of the estimated new user's LF profile, which is calculated as
where U LF,i is the new LF profile of testing user i, AU LF,i is the user's actual LF profile, and T is the total number of testing users. In other words, ALFO is the average of all new users' MAE values between LF profile and the ground truth LF vector. Second, the new user rating profile is obtained by multiplying his/her LF profile by the LF-item matrix, which is a 1 * N vector containing estimated ratings for each movie. The other metric, Average Rating Offset (ARO), is introduced to calculate the accuracy of these estimated ratings, which is calculated as
where U R,i is the new estimated rating profile of testing user i, AU R,i is actual user's rating profile, and T is the number of testing users. In other words, ARO is the average of all new users' MAE values between estimated ratings and ground truth ratings, which ignores the null ground truth ratings. Similarly, LF_RMSE for the LF profile and R_RMSE for the rating profile are proposed based on RMSE.
C. MODULE TESTS
In this section, we explore the best parameters for our algorithm. The two key parameters are the number of non-personalized steps np and the value of K when L is fixed. As discussed in the work [11] , new users may easily get tired if they are asked to provide feedback more than 15 times. Therefore, in the later experiments, we set L = 5, 8 and 10 as reasonable values.
1) NUMBER OF PERSONALIZED/NON-PERSONALIZED STEPS
The first parameter to determine is how many nonpersonalized/personalized steps to perform when a hybrid algorithm is used as described in Section III-C. Figure 2 shows three subplots with the total number of iterations (i.e. L) as 5, 8, and 10 respectively. The x-axis in each subplot represents the number of non-personalized steps taken, ranging from 0 to L, where 0 represents a pure personalized approach and L represents a pure non-personalized approach. The y-axis shows the ARO scores. Three curves are shown in each subplot, representing the results on three different data sets. It is worth noting that the parameter K is set as no less than L as discussed in Section III-B. For convenience, K = L is set in this experiment. More details about K will be discussed later.
In Figure 2 , we observe that for the fixed L values and same data set, different number of non-personalized steps will lead to different accuracy. It verifies that different ways of presenting latent factors to the target user will significantly influence the result accuracy. In addition, we also observe that in general, the minimum value of a curve appears in the middle. The optimal number of non-personalized steps in different scenarios is shown in Figure 3 , which further verifies the observation in Figure 2 .
The performance in Figure 3 means that the best performance is achieved as a result of integrating nonpersonalization and personalization. In other words, the proposed hybrid algorithm outperforms both the pure personalized approach and the pure non-personalized approach. The reasons are as follows. When there are too many non-personalized steps, the order of latent factors presented to the target user is mainly determined by the latent factor popularity (i.e. the one on which the most number of movies have high positive values), which ignores the target user's feedback on previous latent factors. On the other hand, when the number of non-personalized steps is too small, the order of latent factors presented to the target user is mainly determined by the users demonstrating similar interests with the target user. It sufficiently considers the target user's prior feedback, while also introducing risks as the selected neighboring users may be biased. Therefore, as shown in Figure 2 , only when the non-personalized steps and personalized steps are integrated in an appropriate way, can the algorithm achieve the optimal performance.
2) OPTIMAL K VALUE
The second parameter to determine is the optimal value for K , the number of latent factors. Recall that when K <= L, the best value for K is to be equal to L.
We wish to see if the accuracy of our initial profile mirrors the accuracy increase of Figure 1 , so we experimentally test different values for K when K >= L, with L fixed. Figure 4 shows three subplots, representing the ARO scores when the total number of iterations (i.e. L) is fixed as 5, 8, and 10, respectively. In each subplot, the x-axis represents different values of K , the y-axis represents the ARO value, and the three curves represent three different data sets.
We observe that the optimal K value is a result of trade-off. The reason is that although greater K value leads to smaller errors for NMF, the limited user effort (i.e. fixed L value), however, cannot provide sufficient information for accurate estimations of all the K latent factors. Specifically, when K is greater than L, as we can only ask the new user's feedback for no more than L iterations, the remaining K − L latent factor values are then filled by taking the average values that the narrowed down group of users (i.e. the new user's identified ''neighbours'') have on those LFs. Since we are not getting the new user's actual preference on those LFs, the error increases. This increasing error of the initial profile counterbalances the accuracy gained from the NMF process by increasing K , leading to a trade-off on the optimal K value.
D. COMPARISON RESULTS
In this section, we first introduce two existing comparison schemes, and then present and discuss the comparison results. For simplicity reasons, we use K = L for the NMF part. In addition, we use the optimal non-personalization steps for the proposed scheme, as discussed in Section IV-C. For Choice Based Preference Elicitation (CBPE) model, we set the iteration number as 5, 8 and 10 respectively, the same number of iterations used in our algorithm. For the parameters of IGCN, we use the parameters listed in [11] , scaled proportionally for different number of users and items.
1) COMPARISON RESULTS WITH CBPE
The first comparison scheme is CBPE [12] . Matrix factorization and latent factors are also used in CBPE, making it easy to get LF profile and calculated rating. However, this method is non-personalized only, which shows each new user the same sets of movies throughout the signup process while not considering the user's feedback. More specifically, for each iteration, the new user is offered with two sets of movies representing the two extreme ends of the spectrum for a LF. The new user is then required to pick up one out of the two sets as his/her preferred movies. Then, the center LF value of the chosen set is set as the chosen set for that spot of the new user's LF value. Table 3 shows that our algorithm outperforms CBPE in every evaluation metric. This is because CBPE only offers the two extreme values for each latent factor, while ignoring all other possible values. On the other hand, the entire range of possible values are all considered in our algorithm, leading to more accurate estimations of the new user's preferences.
2) COMPARISON RESULTS WITH IGCN
The second comparison scheme, IGCN, which iteratively chooses items to present to the new user through entropy based information theory and decision tree. In each iteration, the Information Gain (IG) score for each movie is calculated to help the system identify the items that can retrieve the most information from the new user. In addition, instead of NMF, IGCN directly works on the user rating space.
As IGCN does not consider the latent factor space directly, the comparison results are retrieved after applying NMF on their obtained new user's rating vectors. Table 4 shows the evaluation results for both methods: the proposed method and IGCN. It is worth noting that only one dataset is used in this experiment and L is set as 10 only, because IGCN requires high computational complexity, which is not practical for large data set.
We observe that IGCN performs slightly better on ALFO and LF_RMSE (i.e. the latent space), while the proposed scheme performs better on ARO and R_RMSE (i.e. the rating space). The reasons are as follows. First, our proposed algorithm directly retrieves the new user's preferences on a limited number of LFs. By applying NMF, the established user LF profile can well facilitate the estimation of the new user's preferences on all items. Therefore, compared to IGCN, which focuses on each individual movie, the proposed algorithm yields better results when estimating the new user's preferences on general items, such as unknown movies. Second, as IGCN collects the new user's rating on each individual movie, for the movies with ratings, those rating values are more accurate. On the other hand, the proposed algorithm collects user's preferences on each LF by presenting a set of movies with high values on the chosen LF but small values on all other LFs. This process, however, does introduce some small errors into the estimated LF values, which leads to a slightly worse performance in the estimated user LF profile.
3) REQUIRED USER EFFORT COMPARISON
Accuracy is not the only factor to be taken into account when comparing these cold start schemes. As mentioned earlier, our goal is to maximize accuracy while simultaneously minimizing user effort. Our accuracy is greater than or about equal to the other comparison schemes, but outperforms both in terms of the required user effort.
For each iteration, CBPE requires users to consider two sets, each including four movies, and to know at least one from each set, whereas our method only requires one set. For L iterations, 8 * L movies in total should be considered in CBPE, while only 4 * L in ours. In other words, user effort required in our scheme is only half of that required by CBPE.
IGCN presents 15 movies at a time to a user, who has to make a decision on each of those movies. More importantly, there is not a limit on the number of iterations a user might go through during the sign up process. In their online simulation, IGCN users on average require 5.5 pages of 15 movies each to fully sign up. In other words, there are 82.5 (15 * 5.5) movies presented to the user. The user must make a decision on each of these movies, meaning 82.5 decisions on average. Our method requires 4 * L presented movies with only L (L <= 15) user decisions, much less than IGCN. We manage to achieve a similar accuracy to IGCN while greatly reducing the amount of user effort required.
4) COMPUTATIONAL COMPLEXITY COMPARISON
Here we discuss the complexity of our algorithm and compare it to the complexity of CPBE and IGCN.
For our algorithm, the most computationally intensive portion is in the personalization steps. For each of the personalization steps, we compute clusters for each remaining LF. It also depends on the number of users (i.e. M ), the iteration for each clustering (i.e.n i ), and the number of clusters (i.e. n c ), which are constant values. With each iteration, the number of LFs being considered decreases by 1 and the number of users is halved. In the extreme case where no non-personalization steps are performed, we have the maximum number of personalization steps, K .
Step1 : O((K )(M + n i + n c ))
Step2 : O( (K − 1) 2 1 (M + n i + n c ))
Step3 : O( (K − 2) 2 2 (M + n i + n c )) ...
When these steps are summed together, we get a complexity of no larger than O(2K (M + n i + n c ))
For IGCN, the IG score calculation part is the most computationally complex part. When calculating a movie's IG score, all existing users have to be considered. This is repeated for an undetermined number of steps S until the process is converged. Therefore, the complexity of IGCN is on the order of
O(SMN )
CBPE is the least complex algorithm out of the three methods. The most complex parts are iterating through all of the items for sorting, which costs about M calculations, and iterating through a subset of all the items, which roughly costs 2 5 M . This is repeated for a finite number of steps that we call S as well. The complexity of CBPE is on the order of
If we plug in values for the constants in the above orders of complexity, using 10 for the value of S, we can obtain an approximate number of operations for each method. CBPE takes about 13202 operations, IGCN takes about 15861260 operations, and ours takes about 22900 operations. Our algorithm takes about 1.7 times the operations as CPBE, but results in a much greater accuracy. When compared with IGCN, IGCN requires almost 700 times as many operations as ours. It can be seen that the complexity of IGCN is much greater than CBPE or ours, leading to more computational power.
V. FUTURE WORK/CONCLUSION
In this paper, a novel hybrid approach is proposed to solve the cold start problem by creating an initial profile for a new user. We aim to balance between user effort and accuracy of the initial profile by framing this as an optimization problem. In terms of our parameters, the user effort is represented by the number of iterations, L, and the accuracy is represented by the number of latent factors used, K . We wish to keep L low to reduce the user effort, while adjusting K high enough to achieve a good accuracy. As shown through our experiments, the optimal solution is a trade-off of the accuracy improvement from NMF and the decline from estimation error along with the increase of K .
Exploiting latent factors cannot only help obtain the new user's neighbor users and preferences on genres of items, but also reduce the dimensionality of the data set so that the required user effort is limited. A topLF based non-personalized approach and a closest-neighbor based personalized approach are proposed to extract the most information from the new user at each iteration. In addition, different from conventional user query processes where only one movie is presented to the new user for feedback, we propose to present multiple most popular movies to effectively reduce the risk that the new user has not seen the movies before. A corresponding mapping mechanism is then developed to convert the average rating value on multiple movies into the user's preference on one LF. Experiment results show that the hybrid of the non-personalized and personalized approach achieves high accuracy, while not increasing the required user effort.
A rating profile for the new user, including the user's preferences on all items, can be estimated based on the LF profile. These vectors can be used with established recommender systems to provide recommendations for this new user. Compared to two other existing works, the proposed scheme gains high accuracy when the required user effort is limited.
For future research, eliciting multiple LF values at a single iteration could be a valuable direction to further reduce the required user effort. However, a more complex mapping mechanism between rating values and LF profile needs to be developed.
