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Abstract
We study various noncommutative geometric aspects of the com-
pact quantum group SUq(2) for positive q (not equal to 1), following
the suggestion of Connes and his coauthors ([9], [8]) for considering the
so-called true Dirac operator. However, it turns out that the method
of the above references do not extend to the case of positive (not equal
to 1) values of q in the sense that the true Dirac operator does not have
bounded commutators with “smooth” algebra elements in this case, in
contrast to what happens for complex q of modulus 1. Nevertheless,
we show how to obtain the canonical volume form, i.e. the Haar state,
using the true Dirac operator.
Sub. class : 81R50, 58B34, 81R60
Keywords : quantum groups, noncommutative geometry, covariant cal-
culus, Dirac operator.
1 Introduction
Noncommutative geometry (introduced by A. Connes ([4], [5])) and the the-
ory of quantum groups (introduced and studied by Drinfeld [11], Jimbo
[13], Woronowicz [15] and others) are two important and rapidly growing
areas of the so-called “noncommutative mathematics”, both having close
interactions with and applications to diverse branches of mathematics and
mathematical physics (e.g. quantum gravity). Since almost all the popular
and well-known examples of quantum groups are in some sense “deformed”
or “twisted” versions of some classical Lie groups, which are also differen-
tiable manifolds and play a central role in classical differential geometry, it
is quite natural to investigate the relation between Connes’ noncommutative
geometry and the theory of quantum groups. Such a connection was made
by Woronowicz himself in his pioneering paper [15], where he formulated
and studied the notions of differential forms and de-Rham cohomology in
the context of SUq(2). Since then, many authors including Woronowicz,
2Podles and others have studied such questions quite extensively and a rich
theory of covariant (and bicovariant) differential calculus has emerged. How-
ever, a number of questions in the interface of noncommutative geometry
and quantum groups still remains open. In particular, the “naive” approach
(in the language of [9]) taken by some authors including Bibikov, Kulish,
Woronowicz, Podles and others to build a suitable theory of noncommutative
differential geometry in the context of quantum groups suffered from some
serious disadvantages. One of the major difficulty is that various “naive”
Dirac operators introduced by these authors (e.g. [1]) do not have the prop-
erty that the commutators of such Dirac operators with the elements of
a distinguished dense subalgebra are bounded. Without this perperty of
having bounded commutators, it is not possible to carry out most of the
canonical general constructions done in Connes’ framework. Furthermore,
the spectral properties of such Dirac operators or the associated “ naive”
Laplacians are quite strange in some sense.
To overcome the above difficulty, Connes and his coauthors (see [9], [8])
have recently suggested a better candidate of Dirac operator, termed as
the “true” Dirac operator in [9], in the context of some quantum groups,
including SUq(2). However, their framework includes only the case where
q is complex of modulus 1, but we are interested in the case where q is
positive and not equal to 1. We shall show that a similar definition of Dirac
operator does not work for such q’s. In fact, if we denote byD the true Dirac
operator suggested by [9] and [8] in this case, then [D, a] is not bounded for
a in the distinguished “smooth” algebra, even though [|D|, a] is bounded.
Nevertheless, we show how to obtain the Haar state from the Laplacian, i.e.
D2.
2 Notation and Preliminaries
Before we enter into the discussion on SUq(2), let us discuss little bit about
classcical compact Lie groups. Let G be a compact d0-dimensional Lie group,
equipped with an invariant Riemannian metric, and h be the Hilbert space
L2(G,µ), where µ is the normalized Haar measure. If we consider h as canon-
ically embedded in the Hilbert space of differential forms, and if C denotes
the restriction of the Hodge Laplacian onto h, then Limt→0+t
d0/2Tr(exp(−tC))
exists and is nonzero, and furthermore, Tr(fexp(−tC)) = v(f)Tr(exp(−tC))
for any continuous function f on G, viewed as a multiplication operator on
h, and where v(f) =
∫
fdµ. However, as we shall shortly see, such clas-
sical intuition is no longer valid for quantum groups, but we can recover
3some aspects of it by introducing an appropriate modified formulation of
noncommutative geometry.
Let us now describe the compact quantum groups SUq(2). Let A be
the C∗-algebra associated with the quantum group SUq(2) as defined in
[15] (q positive number), i.e. the universal unital C∗-algebra generated by
α, γ, α∗, γ∗ satisfying α∗α + γ∗γ = 1, αα∗ + q2γ∗γ = 1, γ∗γ = γγ∗, αγ =
qγα, αγ∗ = qγ∗α. We shall take q to be greater than 1, but remark that all
our results will be valid also when 0 < q < 1, which can be seen by obvious
modifications at a few steps of the proofs of some of the results. Let A∞
denote the ∗-algebraic span of α, γ. Let Φ, κ and ǫ denote the coproduct, an-
tipode and counit respectively, as defined in [15]. We recall the construction
of the normalized Haar state ψ on A, and let h be the L2 space associated
with this state. As usual, we denote by tnij , i, j,= −n, ...n;n = 0,
1
2 , 1,
3
2 , ...
the matrix elements of the unitary irreducible co-representations, so that
span{tnij, (t
n
ij)
∗ : n, i, j} = A∞, and Φ(tnij) =
∑
k t
n
ik ⊗ t
n
kj, κ(t
n
ij) = (t
n
ji)
∗.
To avoid any confusion, we choose the following explicit definition of these
matrix elements. Let xnj = α
n+j(γ∗)n−j, n = 0, 12 , 1, ...; j = −n, ..., n, and
let ynj =
xnj
ψ(x∗
nj
xnj)
1
2
. Then we define tnij by the relation Φ(ynj) =
∑
i yni⊗t
n
ij.
It is easy to verify that < tmij , t
n
kl >:= ψ((t
m
ij )
∗tnkl) = δikδjlδmn[2n + 1]
−1
q q
2i,
where δrs is the Kronecker delta symbol and [r]q :=
qr−q−r
q−q−1 . Furthermore,
ψ(tmij (t
n
kl)
∗) = δikδjlδmn[2n+1]
−1
q q
−2j. We consider the orthonormal basis of
h given by {t˜nkl := t
n
kl[2n + 1]
1
2
q q
−k}.
3 The “true” Dirac operator on SUq(2) and some
geometric consequences
We shall follow the suggestion of [9] to define and study the “true” Dirac op-
erator and formulate an appropriate modification of Connes’ spectral triple.
First of all, let us recall the construction of the “naive” Dirac operator
as in [1], to be denoted by Q. Let H denote the Hilbert space C2 ⊗ h,
h = L2(A, ψ) as defined earlier. We denote by πl, l = 0,
1
2 , 1,
3
2 , ... the
(2l+1)-dimensional irreducible corepresentation of SUq(2) respectively, and
identify the first tensor component C2 of H with the space of π 1
2
, denoting
by e+ ≡ |
1
2 ,
1
2 >, e− ≡ |
1
2 ,−
1
2 > the canonical orthonormal basis associated
with this corepresentation. We define the following distinguished vectors of
H :
v
l,+
ij := C
1
2
,l,l+ 1
2
1
2
,j− 1
2
,j
e+ ⊗ t˜
l
i,j− 1
2
+ C
1
2
,l,l+ 1
2
− 1
2
,j+ 1
2
,j
e− ⊗ t˜
l
i,j+ 1
2
,
4v
l,−
ij := C
1
2
,l,l− 1
2
1
2
,j− 1
2
,j
e+ ⊗ t˜
l
i,j− 1
2
+ C
1
2
,l,l− 1
2
− 1
2
,j+ 1
2
,j
e− ⊗ t˜
l
i,j+ 1
2
;
where Ca,b,ck,l,m denote the q-Clebsch-Gordan coefficients, mentioned in [1] (the
notation of [1] was
[
a, b, c
k, l,m
]
q
for our Ca,b,ck,l,m). The “naive” Dirac operator
Q (denoted by [1] as Dq) is a self-adjoint operator having C
2⊗alg A
∞ in its
domain and having vl,+ij , v
l,−
ij , i, j = −l,−l+1, ..., l; l = 0,
1
2 , ... as a complete
set of eigenvectors with eigenvalues [l]q2 and −[l + 1]q2 corresponding to
v
l,+
ij and v
l,−
ij respectively. We now define the “true” Dirac operator to be
the self-adjoint operator D with the same eigenvectors as above, but the
corresponding eigenvalues being l + 12 and −(l +
1
2 ) respectively. It is to be
noted that D is related to Q by the relation [D − 12I]q2 = Q, and thus this
D is a trivial modification of the one suggested by [9], by just adding 12I to
their original prescription. We let A act on H by a 7→ (I2 ⊗ a), and we also
denote (I2 ⊗ a) by a, without any possibility of confusion. Our first task is
to verify whether the remark made by [9] holds true in the present context,
i.e. for q positive (not 1).
Theorem 3.1 [|D|, a] is bounded for any a ∈ A∞.
Proof :-
(1) Clearly, |D| is of the form I2 ⊗A, where A is the operator with t˜nij’s as
a complete set of eigenvectors with n + 12 as the corresponding eigenvalue.
Thus, we have to show [A, a] is bounded for a ∈ A∞. It is enough to show
it for a = tnij , or equivalently, for t˜
n
ij, which is a constant multiple of t
n
ij . Let
us fix some n = n0, i = i0, j = j0. We note that
t˜nij t˜
m
kl =
∑
p=|n−m|,|n−m|+1,...n+m
B(n,m, p; i, j, k, l)t˜pi+k,j+l.
Let v ∈ h be given by v =
∑
n,i,j v
n
ij t˜
n
ij. Let us make the following notational
convention : t˜nij will be set equal to 0 if any of the indices i, j falls outside
the range {−n,−n+ 1, ...n}. We then have,
‖[A, ˜tn0i0j0 ]v‖
2
= ‖
∑
n,i,j
vnij
∑
p=|n−n0|,|n−n0|+1,...n+n0
B(n0, n, p; i0, j0, i, j)(p − n)t˜pi0+i,j0+j‖
2
=
∑
p,i,j
|
∑
n:|n−n0|≤p≤n+n0
vnijB(n0, n, p; i0, j0, i, j)(p − n)|
2.
5Clearly, the number of n satisfying |n−n0| ≤ p ≤ n+n0 is at most 2n0+1,
and furthermore, for any such n, |p− n| ≤ n0, so that
|
∑
n:|n−n0|≤p≤n+n0
vnijB(n0, n, p; i0, j0, i, j)(p − n)|
2
≤ (2n0 + 1)n
2
0
∑
n:|n−n0|≤p≤n+n0
|vnij |
2(B(n0, n, p; i0, j0, i, j))
2.
From this, we obtain,
‖[A, ˜tn0i0j0 ]v‖
2
≤ (2n0 + 1)n
2
0
∑
p,i,j
∑
n:|n−n0|≤p≤n+n0
|vnij |
2(B(n0, n, p; i0, j0, i, j))
2
= (2n0 + 1)n
2
0
∑
n,i,j
|vnij |
2
∑
p:|n−n0|≤p≤n+n0
(B(n0, n, p; i0, j0, i, j))
2.
Now, we note that for any fixed n, i, j,
∑
p:|n−n0|≤p≤n+n0(B(n0, n, p; i0, j0, i, j))
2 =
‖ ˜tn0i0j0 t˜
n
ij‖
2 ≤ C2‖t˜nij‖
2 = C, where C = ‖ ˜tn0i0j0‖ is a constant. It is clear that
‖[A, ˜tn0i0j0 ]v‖
2 ≤ C2‖v‖2, which completes the proof of the theorem.
Remark 3.2 However, it is not true that [D, a] is bounded for a as above;
in particular for a = t˜
1
2
1
2
, 1
2
, [D, a] is not bounded. It is easy to see that for
a =
˜
t
1
2
1
2
, 1
2
and any l ≥ 12 ,
av
l,+
ij =
∑
m
b+m(i, j)v
m,+
i+ 1
2
,j+ 1
2
+
∑
m
b−m(i, j)v
m,−
i+ 1
2
,j+ 1
2
,
where the range of m is {l − 12 , l +
1
2}, and
bǫm(i, j) =
∑
m1=
1
2
,− 1
2
C
1
2
,l,l+ 1
2
m1,j−m1,j
C
1
2
,l,m
1
2
,i,i+ 1
2
C
1
2
,l,m
1
2
,j−m1,j−m1+
1
2
C
1
2
,m,m+ 1
2
ǫ
m1,j+
1
2
−m1,j+
1
2
[2]
1
2
q [2l + 1]
1
2
q
[2m+ 1]
1
2
q
,
for ǫ = +,−. Now, it is straightforward to verify that [D, a]vl,+ij =
∑
m{(m−
l)b+m(i, j)v
m,+
i+ 1
2
,j+ 1
2
− (m+ l)b−m(i, j)v
m,−
i+ 1
2
,j+ 1
2
}. Since vm,ǫ
i+ 1
2
,j+ 1
2
are clearly or-
thogonal for different choices of the pair (m, ǫ), it follows that ‖[D, a]vl,+ij ‖
2 =∑
m,ǫ |m−ǫl|
2|bǫm(i, j)|
2‖vm,ǫ
i+ 1
2
,j+ 1
2
‖2. Hence, if [D, a] is bounded, the quantity
6|l+ǫ′ 1
2
−ǫl|2|bǫ
l+ǫ′ 1
2
(i,j)|2‖v
l+ǫ′ 1
2
,ǫ
i+1
2
,j+1
2
‖2
‖vl,+
ij
‖2
must be bounded as l, i, j, ǫ, ǫ′ (ǫ′ = +,−) are
allowed to vary.
We note the following values of the Clebsch-Gordan coefficients, which
are taken from [2], with the care that one has to replace q in the formulae
of that book by q−2 to apply it to our case.
C
1
2
,l,l+ 1
2
1
2
,m,m+ 1
2
= q
l−m
2
[l +m+ 1]
1
2
q
[2l + 1]
1
2
q
, C
1
2
,l,l+ 1
2
− 1
2
,m,m− 1
2
= q−
l+m
2
[l −m+ 1]
1
2
q
[2l + 1]
1
2
q
,
C
1
2
,l,l− 1
2
1
2
,m,m+ 1
2
= q−
l+m+1
2
[l −m]
1
2
q
[2l + 1]
1
2
q
, C
1
2
,l,l− 1
2
− 1
2
,m,m− 1
2
= −q
l−m+1
2
[l +m]
1
2
q
[2l + 1]
1
2
q
.
Using these expressions and after some straightforward simplification, we
see that the coefficient b−
l+ 1
2
(i, j) is given by,
b−
l+ 1
2
(i, j) =
q
l−3j− 1
2
2 [l − j + 12 ]
1
2
q
[2l + 1]q[2l + 2]
1
2
q
(
[l + j +
1
2
]q − [l + j +
3
2
]q
)
C
1
2
,l,l+ 1
2
1
2
,i,i+ 1
2
[2]
1
2
q [2l + 1]
1
2
q
[2l + 2]
1
2
q
.
Now, putting j = −l− 12 , i = l in the above expression, it is easy to see that
the absolute value of the above quantity converges to a finite nonzero number
as l →∞, and thus there is a strictly positive lower bound of this sequence
for large l. It is also simple to check that
‖v
l+1
2
,−
i+1
2
,−l
‖
‖vl,+
i,−l− 1
2
‖
converges to a strictly
positive limit as l→∞ (in fact the above quantity is independent of i).
Thus, |2l + 12 ||b
−
l+ 1
2
(l,−l − 12)|
‖v
l+1
2
,−
i+1
2
,−l
‖
‖vl,+
i,−l− 1
2
‖
is clearly unbounded as l grows,
proving our claim that [D, t˜
1
2
1
2
, 1
2
] is unbounded.
Remark 3.3 We have verified that (A∞,H, |D|) is a spectral triple in the
sense of Connes. In fact, this is a “compact” one, since by construction
D has compact resolvents. But such a spectral triple with a positive Dirac
operator is very bad from an algebraic or topological point of view, since the
Fredholm module associated with the sign of |D| is trivial, and hence its pair-
ing with the K-theory is trivial too. Thus, in some sense this spectral triple
fails to capture “topological” information of the underlying noncommutative
space, i.e. the C∗-algebra.
7However, if we forget for the time being the topological aspects and
concentrate on the more geometric aspects such as the volume form, then
it is |D| and not D itself which is important. But even in this respect, the
present example has subtle differences from Connes’ standard formulation,
and we shall study these issues now, leading to a modification of Connes’
definition and methods. First of all, let us note that if we take the usual
prescription of noncommutative geometry to obtain the “volume form”, i.e.
if we take the functional a 7→ Limt→0+
Tr(aexp(−tD2))
exp(−tD2) (where “Lim” is a
suitable Banach limit discussed in [12]), then we shall get a trace by the
general theory, and hence the above functional cannot be the canonical
Haar state ψ. So, the natural question is : how to recover ψ from the
above spectral data ? The answer which we are going to provide requires
an additional information, namely an operator ρ described in the following
fundamental theorem.
Theorem 3.4 Let B be any bounded operator on h such that Bt˜nij = λnt˜
n
ij∀n, i, j,
and let ρ denote the operator on h given by ρ(t˜nij) = q
−2i−2j t˜nij . Assume
that ρB is trace-class (i.e. it has a bounded extension which is trace-class),
and define a functional φ on A by φ(a) = Tr(aρB). then we have that
φ(a) = ψ(a)φ(1).
Proof :-
We first recall the results obtained by Baaj and Skandalis [3], from which
it follows that there is a unitary operator W acting on h ⊗ h, such that
Φ(a) =W (a⊗ Ih)W
∗. Furthermore, it can also be verified that W ∗(c⊗1) =
(id⊗κ)Φ(c) for any c ∈ A∞, viewed as an element of h. Thus, in particular,
W ∗(tnij ⊗ 1) =
∑
k t
n
ik ⊗ (t
n
jk)
∗. Now, using the notation of [15], we denote by
φ ∗ψ the functional a 7→ (φ⊗ψ)(Φ(a)). It follows from the definition of the
Haar state that (φ ∗ ψ)(a) = ψ(a)φ(1). But on the other hand,
(φ ∗ ψ)(a)
=
∑
n,i,j
< t˜nij ⊗ 1,W (a⊗ 1)W
∗((ρBt˜nij)⊗ 1) >
=
∑
n,i,j,k,l
[2n + 1]qq
−2i < tnik ⊗ (t
n
jk)
∗, q−2i−2jλn(at
n
il)⊗ (t
n
jl)
∗ >
=
∑
n,i,j,k
< t˜nik, at˜
n
ik > q
−2i−2j−2kλn[2n + 1]
−1
q
=
∑
n,i,k
< t˜nik, aρB(t˜
n
ik) > ([2n + 1]
−1
q
∑
j
q−2j) = Tr(aρB) = φ(a).
8Here we have used the facts that < (tnjk)
∗, (tnjl)
∗ >= δklq
−2k[2n + 1]−1q , and∑
j=−n,−n+1,...,n q
−2j = [2n + 1]q.
Thus, we obtain the Haar state, i.e. the canonical volume form in this
case, as follows :
Theorem 3.5 Let R be the operator on H defined by R = I2 ⊗ ρ. Then we
have the following
(1) R is a positive unbounded operator having an unbounded inverse R−1,
such that D := C2 ⊗alg A
∞ ⊆ H is an invariant core for R,
(2) D is also an invariant core for |D| and on this domain R commutes with
|D|,
(3) For a ∈ A∞, there is a unique bounded extension of RaR−1 belonging to
A∞,
(4) For any t > 0 and a ∈ A,
Tr(aRexp(−tD2))
Tr(Rexp(−tD2))
= ψ(a).
Hence in particular, Limt→0+
Tr(aRexp(−tD2))
Tr(Rexp(−tD2)) = ψ(a).
The proof is straightforward and hence omitted.
We can define an automorphism of A∞ (not adjoint-preserving) given by,
Ψ(a) = RaR−1. It can be shown that ψ(ab) = ψ(bΨ(a))∀a, b ∈ A∞. This
modular property of the Haar state is well-known, and has been studied
deeply by Woronowicz.
Remark 3.6 Since q > 1, [x]2q = (q
2x + q−2x − 2)(q − q−1)−2 is increasing
for x in the positive real line, and thus we can estimate Tr(Rexp(−tD2)) =∑
m=1,2,3,...[m]
2
qe
−t(m+1
2
)2 by,
2
∫ ∞
1
[x− 1]2qe
−t(x+1
2
)2dx < Tr(Rexp(−tD2)) < 2
∫ ∞
0
[x+ 1]2qe
−t(x+1
2
)2dx.
From this, it follows by a direct and simple calculation that there are positive
constants C1, C2, C3, k depending only on q such that t
− 1
2C1(exp(
k
t )−C3) <
Tr(Rexp(−tD2)) < C2t
− 1
2 exp(kt ) for sufficiently small t > 0.
This estimate shows that Limt→0+t
1
2 e−
k
t Tr(Rexp(−tD2)) is nonzero
and finite. This is not something expected from classical intuition, since for
any classical d-dimensional compact manifold one gets a growth rate of the
order t−d/2 of Tr(e−tL), where L denotes the square of the Dirac operator.
9It is shown in [9] and [8] that the approach with “true” Dirac opera-
tor works nicely for q of modulus 1. However, as we have discussed in the
present letter, there are problems to extend a similar construction to the
case of positive q. On the other hand, the well-developed operator algebraic
theory of compact quantum group due to Woronowicz and others accom-
modates the case of positive q and not the complex ones. We would like
to mention in this context that very recently (after a previous version of
this article was submitted) Chakraborty and Pal ([10]) have been able to
construct spectral triples for SUq(2) with positive q, which have a nontrivial
pairing with the K-thoery. However, their construction does not seem to
be an extension of the construction of “true” Dirac operators for complex
q of modulus 1, although the absolute value |D| (but not sign(D)) of some
of the Dirac operators constructed by them will be essentially same as the
absolute value of the “true” Dirac operator considered by us in the present
article.
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