Abstract: Geological faults are important in reservoir characterization, since they in uence uid ow in the reservoir. Both the number of faults, or the fault intensity, and the fault sizes are of importance. Fault sizes are often represented by maximum displacements, which can be interpreted from seismic data. Owing to limitations in seismic resolution only faults of relativelylarge size can be observed, and the observations are biased. In order to make inference about the overall fault popula tion, a proper model must be chosen for the fault size distribution. A fractal (Pareto) distribution is commonly used in geophysics literature, but the exponential distribution has also been suggested. In this work we compare the two models statistically. A Bayesian model is de ned for the fault size distributions under the two competing models, where the prior distributions are given as the Pareto and the exponential pdfs, respectively, and the likelihood function describes the sampling errors associated with seismic fault observations. The Bayes factor is used as criterion for the model choice, and is estimated using MCMC sampling. The MCMC algorithm is constructed using pseudopriors to sample jointly the two models. The statistical procedure is applied to a fault size data set from the Gullfaks Field in the North Sea. For this data set we nd that the fault sizes are best described by the exponential distribution.
Introduction
Faults appear as brittle deformations in the Earth's upper crust, and they are caused by stress release when rock is acted upon by tectonic forces, hydrostatic forces, and gravity (Hatcher, 1995) . Faults are abundant in most petroleum reservoirs, and they appear on a wide range of size scales. Faults of all size scales in uence uid ow through the reservoir; hence they are a critica l factor in determining the proportion of hydrocarbons in place being produced from the reservoir. A fault is considered to be a three-dimensional object of nite extent, de ning a faulted volume. Discontinuous displacements appear along the so-called fault surface, while rock on either side is deformed. Figure 1 illustrates a vertical cross section through the faulted volume. The size of a fault is represented by its maximum displacement in the fault surface, typically occurring at the center of the fault as indicated in Figure 1 .
Faults from the Gullfaks Field in the North Sea are studied (Fossen and Rørnes, 1996 ). The eld is about 100 square kilometers in size and the reservoir is at about 2500 m depth. The reservoir's structural characteristics have been extensively studied, since it is among the most faulted petroleum reservoirs in the North Sea. The data set is therefore considered to be of high quality. In the particular reservoir under study, faults are observed from seismic data and in cored wells. The former provides imprecise information with good spatial coverage while the latter provides detailed information along the well trajectories in a small number of wells. Really large faults can easily be identi ed and located from seismic data, while small faults only have marginal impact on uid ow. Hence, the focus of this study is on intermediate faults with maximum displacements ranging from a couple of meters to about 200 m. The objective is to estimate the intensity and size distribution of these faults within the reservoir under study.
Inference about the medium sized fault population in the reservoir under study is primarily based on the available seismic data. This is traditionally done within a parametric framework, and the fault size is frequently assumed to be Pareto distributed, also termed fractal or power law distributed (JSG, 1996) . Many earth science phenomena are observed to have a self similar appearance within certain scale ranges, and this supports the Pareto distribution. Self similar, or fractal, geometries are described in detail by Mandelbrot (1983) . Inference of self similar fault sizes is normally done by plotting seismic observations on a log-log scale, informally correcting for sampling bias, and tting a straight line whose slope represents the model parameter, or power law exponent. This Pareto assumption has, however, been challenged by Cowie et al. (1994) , among others, where it is replaced by an exponential distribution for fault size. The dynamic growth models as de ned by Spyropoulos et al. (1999) support this exponential assumption. They present results of clay extension experiments, modeling the evolution of faults due to stress interactions. In the current work, the two models are compared in a formal statistica l framework and a model choice is made using the Bayes factor as a criterion (Kass and Raftery, 1995) . Under the preferred model, the intensity and size distribution can be estimated. Alternatively one could have used a linear combination of the models or a generalized Pareto distribution in order to combine the two models. We have, however, taken the view that either of the models should be chosen, since this will provide insight into whether the self similar interpretation or the dynamic growth model is the most suitable. To the knowledge of the authors, this fault modeling and estimation problem have not previously been discussed in a formal statistica l setting.
Description of faults
In this section the geometrical parameterization of a single fault is de ned, and some probabilistic consequences of this parameterization are developed. In order to motivate the parameterization and the derived dimensionality relations, the available observations from seismic surveys are presented in Section 2.1. In Section 2.2 the parameterization of a three-dimensional fault geometry is de ned, while in Section 2.3 the probabilistic relations between some three-dimensional variables and their two-dimensional counterparts occurring in a horizontal surface intersecting the fault are developed.
Fau lt ob servations
Observations of faults in a subsurface reservoir are mainly provided through seismic surveys. A sound wave is emitted from a vessel and propagates downwards through the subsurface. As re ections of the wave return to the surface, the travel time and amplitude of the pulse is measured. Seismic data constitute a three-dimensional image of the reservoir, with a horizontal grid spacing usually of 12.5 or 25 m. The vertical sampling density is typically a few meters, but owing to the long wavelength of the seismic pulse the actual vertical resolution is 20-30 m for reservoirs at 2000-3000 m depth. Horizons in the reservoir with abrupt changes in re ection properties are most easily identi ed, and these are termed seismic horizons. Fault observations are normally gathered along such a seismic horizon, where the intersection with the fault surface appears as a discontinuity in the horizon. Figure 2a shows a histogram of maximum displacements zˆfz 1 ; z 2 ; . . . ; z n g observed along a seismic horizon in the data set from the Gullfaks Field in the North Sea. Figure 2b shows an estimate of the function
plotted on logarithmic scales, where f …z † is the probability density function (pdf) of the observed maximum displacement Z. The function S…z † is empirically estimated by the relative number of observed fault sizes exceeding z:
where 1‰¢Š is the indicator function. This kind of plot is traditionally used in structura l geology to visualize the fault size distribution (JSG, 1996) . There are a number of limitations in fault observations from a seismic horizon. The range of observable fault sizes is affected by the vertical resolution of the seismic data, and they are also subject to sampling errors due to the limited horizontal resolution. Furthermore, observations are obtained along a two-dimensional seismic horizon, while the faults are three-dimensional. The observed size distribution typically differs from the size distribution of faults in three dimensions, since large faults tend to be overrepresented due to a higher probability of being intersected by the seismic horizon. This will be discussed in Section 2.3.
Fault parameterizati on
The fault population is modeled as a marked spatial point process with mark values assumed to be independent of the point process. The fault locations are represented as points, and are assumed to form a stationary Poisson point process (Stoyan et al., 1995) . The marks describe the geometry of the faulted volume and the maximum displacement within the volume. The geometry of the faulted volume is modeled as an ellipsoid (Barnett et al., 1987) , as illustrated in Figure 3a . Figure 3b and 3c show two vertical cross sections in the xz-plane and yz-plane, respectively, through the center of the ellipsoid. Recall from Section 1 and Figure 1 that the fault surface represents the discontinuous displacement of rock within the faulted volume. The ellipsoid geometry is de ned through the axes lengths, and the two axes lying within the fault surface are denoted W =2 and L =2. The axis of length W =2 lies in the horizontal direction (Figure 3b ). The angle between the axis of length L =2 and an horizontal plane is denoted f, f 2 ‰0; pŠ (Figure 3c) , and describes the steepness of the fault surface. The length of the third axis of the ellipsoid, perpendicular to the fault surface, is denoted R =2 (Figure 3c ). The displacement of the fault varies across the fault surface, and the maximum displacement in three dimensions, denoted V, is assumed to be obtained at the center of the ellipsoid as illustra ted in Figure 1 .
The vertical extent of the faulted volume and the variation of the displacement along the fault surface is required in the calculations in Section 2.3. Geological experience indicates the linear relationships Wˆc 1 V and Lˆc
¡1
2 W between axis lengths and maximum displacement (Walsh and Watterson, 1989; Dawers et al., 1993) , while the axis length R is assumed to be small compared to W and L. Using these relationships, an approximation of the fault height is found, h…V; f † º c 1 c ¡1 2 V sin f, depending only on the maximum displacement and the angle between the fault surface and an horizontal plane. The fault height is marked in Figure 3c . The variation of the displacement along the fault surface is modeled as a linear function, decreasing from V at the center of the ellipsoid to zero at the boundary of the ellipsoid. This is a simpli cation of the empirical models obtained by Walsh and Watterson (1987) and Barnett et al. (1987) . The simpli cation is minor, and is necessary for maintaining analytical tractability under both competing models in Section 2.3.
Dimen sionality relation
The distribution, f …v †, of the maximum displacement V of a fault in three dimensions differs from the distribution of the maximum displacement occurring in an intersecting two-dimensional horizontal surface, denoted Y. The relationship between the two distributions is obtained using the fault parameterization de ned in Section 2.2, and an indicator variable Iˆ1 for the event of a fault being intersected. The conditional distribution f …vjIˆ1 † is rst derived. Combined with the relationship between V and Y for an intersected fault, the distribution f …yjIˆ1 † is obtained.
The joint pdf of the maximum displacement and angle, f …v; fjIˆ1 †, is found using Bayes rule, f …v; fjIˆ1 †ˆp …Iˆ1jv; f †f …v; f † p…Iˆ1 †ˆh …v; f †f …v; f † E‰h…V; j †Š ; where the probability of intersection is proportional to the ellipsoid height, p…Iˆ1jv; f †ˆkh…v; f †, giving p…Iˆ1 †ˆkE‰h…V; f †Š, where E‰h…V; f †Š is the expectation value with respect to V and f. Using the approximated fault height h…v; f †ˆc 1 c ¡1 2 v sin f and assuming V and f are independent, the marginal pdf f …vjIˆ1 † is found as
If the horizontal surface intersects a fault ellipsoid at a distance Uh…V; f †=2 from its center point, where U 2 ‰0; 1Š, the maximum displacement obtained in the intersection is Yˆ…1 ¡ U †V, using a linear model for the displacement. Under the stationary Poisson point process ‰UjV; Iˆ1Š ¹ Unif‰0; 1Š. The pdf f …yjv; Iˆ1 †ˆv ¡1 ; y 2 ‰0; vŠ, is found by transformation of f …ujv; Iˆ1 †, while the unconditional pdf is found by combining this with the result from Expression (2.3):
This relationship is used in the following sections, where inference about the distribution of maximum displacement of faults in three dimensions, V, is based on observations of maximum displacements obtained from a two-dimensional surface, Y. The actual observations, including observation bias and errors, are termed Z; see Section 2.1. Similar expressions can be obtained for a one-dimensional line (Borgos, 2000) . For notational simplicity the conditioning on Iˆ1 in f …yjIˆ1 † will be omitted in the remainder of this work. This abbreviated notation should cause no problems since all observations of Y implicitly are intersecting a fault, that is, Iˆ1.
Model choice and parameter estimation
The choice of model is crucial when observations obtained from a two-dimensional seismic horizon are used to make inference about the overall fault population of a threedimensional petroleum reservoir, since the seismic fault observations suffer from sampling bias and error, and the empirical plot in Figure 2b may not be directly representa tive of the underlying population. Two models for the distribution of maximum displacement in three dimensions are suggested below, and the Bayes factor is used as a criterion for model choice. Model parameters under the preferred model are also estimated. A stochastic indicator variable M 2 fm 1 ; m 2 gˆf1; 2g represents which of the two models is the true one. The fault size distribution under each model is described by an unknown model parameter y m . The stochastic variables K and Yˆ…Y 1 ; . . . ; Y K †, representing the number of faults and the fault sizes in the two-dimensional observation area, are not observed exactly. Instead, a reduced number, N µ K, of faults is observed, and the observed size of fault Y j is denoted Z j . Indicator variables Sˆ…S 1 ; . . . ; S K †; S j 2 f0; 1g, describe which of the K faults are observed, thus NˆP model parameter y m and variables K and Y is based on X. A Bayesian framework is applied, and the prior models for Y and K under each model are rst presented. Next, the likelihood function of X is described, and nally the two competing models are compared using the Bayes factor.
Under the true model, the maximum displacement of faults are assumed to be independent identically distributed variables, a reasonable assumption as long as the faults are not interacting in complex fault arrays. The Pareto and the exponential distributions are chosen as competing models for the maximum displacement V of faults in three dimensions. The Pareto distribution, corresponding to a negative power law distribution, is frequently used to model maximum displacements (JSG, 1996) , while exponential distributions are reported, for example, by Cowie et al. (1994) . The Pareto and exponential distributions for V have the following pdfs:
The corresponding distributions of maximum displacement in two dimensions, Y, are found using equation (2.4), and a common lower bound y 0 is introduced to account for the lower bound on observable values imposed by the seismic resolution:
f …yjm 1 ; y 1 †ˆy 1 y
f …yjm 2 ; y 2 †ˆy 2 exp‰¡y 2 …y ¡ y 0 †Š; y ¶ y 0 ; y 2 ; y 0 > 0:
The distribution class is preserved under both models, with the relationships y 1ˆr1 ¡ 1 and y 2ˆr2 between the parameters of the competing distributions in two and three dimensions. Similar results for the Pareto distribution are previously published; see for instance Marrett and Allmendinger (1991) . Expressions with bias and error. Fault observations Xˆ…S; Z † contain information on which faults are observed, S, and the observed sizes, Z. The likelihood of S is de ned through the probability of observing fault j of size Y j , ProbfS jˆ1 jY jˆyj gˆp…y j †, and represents the probability of obtaining the exact set of NˆP K jˆ1 S j observed faults. When seismic data are interpreted, large faults have a higher probability of being detected than small faults, thus p… y † is chosen as an increasing function. The likelihood function h…z j jy j ; s j †ˆh…z j jy j † 1‰s jˆ1 Š represents the measurement error of an observed fault. This implies that whenever s jˆ0 , z j carries no information about y j . The size of the error is related to the grid spacing and the vertical resolution of the seismic data, and the observed fault size typically has a downward bias. The functions p…y † and h…zjy † are parametric functions re ecting the types of sampling errors described by Heffer and Bevan (1990) and Pickering et al. (1995) , and their parameterizations are illustra ted in The Bayes factor is used as criterion for deciding which of the two competing models describes the observations best. See Kass and Raftery (1995) for an overview of Bayes factors. The two models are assigned prior probabilities f …m 1 † and f …m 2 †, and the Bayes factor is de ned as 
MCMC algorithm
MCMC techniques can be used to estimate the Bayes factor, either by estimating f …xjm † individually for the two competing models or by including the model indicator M in the sampling scheme; see Kass and Raftery (1995) and Han and Carlin (2001) for overviews. The Reversible Jump MCMC presented by Green (1995) and the Gibbs sampler constructed by Carlin and Chib (1995) represent two examples of MCMC algorithms where M is included in the target distribution. In the latter algorithm, so-called pseudopriors are introduced in order for the target distribution to be completely speci ed. The MCMC algorithm presented below is implemented using the mathematical programming language MATLAB (see references).
Algorithm constru ction
The concept of pseudopriors is adopted in this work. The pseudopriors are not really prior distributions, but are arbitrary pdfs needed to complete the joint Bayesian model when models 1 and 2 do not use the same parameterization (Carlin and Chib, 1995) .
A Metropolis-Hastings algorithm (Hastings, 1970 ) is constructed to sample from the target distribution .9), is necessarily also independent of the choice of pseudopriors.
The de nition of pseudopriors is required for the Bayesian model to be complete. However, it also constitutes a freedom of choice, which can be used to optimize the convergence performance of the MCMC algorithm with respect to estimating the Bayes factor. Before optimal choices are discussed, the algorithm and the estimators are presented. The Metropolis-Hastings algorithm consists of three update steps within each iteration, denoting transition kernels q…¢j¢ † and acceptance probabilities a…¢j¢ †: The estimator (4.2) ofB B 12 …x † is de ned through the estimatorp p…m 1 jx †, which will have a low variance if the true value p…m 1 jx † is close to 0.5 and M is changed frequently in the algorithm, causing negative correlation in the Markov chain. This is enforced if the transition kernel of step 1 of the algorithm is chosen to be q…m 0 jm †ˆ1‰m 0 6 mŠ, always suggesting a change, and if a…m c jm † is close to one. For the transition kernel above, the acceptance probability The pseudopriors suggested in expression (4.6) and (4.7) are optimal with respect to the mixing properties of the MCMC algorithm. However, these optimal choices of pseudopriors are expressed through B 12 …x † and f …c m jx; m †, the unknown quantities the algorithm is constructed to estimate. Thus the optimal choice cannot be reached, but is instead used as a guide when choosing pseudopriors. The aim is to rst obtain preliminary, rough, estimates of B 12 …x † and f …c m jx; m †. These are then applied to choose pseudopriors that provide an adequate mixing in the nal MCMC run, where more precise estimates of these quantities are obtained. Before the MCMC algorithm is initiated, preliminary MCMC runs are performed, sampling individually from f …c 1 jx; m 1 † and f …c 2 jx; m 2 †. The pseudopriors are afterwards chosen as kernel density estimates based on the realizations from the posterior pdfs (Silverman, 1986) , providing preliminary estimates of the posterior pdfs. Furthermore, the realizations are used to obtain a rough estimate for the Bayes factor, from which p…m † is obtained. The rough estimate of B 12 …x † is found by an approach similar to that used by Chib (1995) , who notes that normalizing constants can be estimated by evaluating the likelihood function, prior pdf, and estimated posterior pdf for only one parameter value. The observations are used in two MCMC runs: one is used to adjust the pseudopriors; and the other is used to estimate the Bayes factor, choose a model and make inference about the corresponding model parameter. This approach is also used by Carlin and Chib (1995) . The favorable characteristics of the target distribution, that is, the marginal pdfs involved in the Bayes factor, are valid for all choices of pseudopriors, and hence not affected by the use of the observations in the preliminary run. The mixing of the MCMC algorithm depends crucially on a wise choice of pseudopriors however.
An alternative approach to the algorithm presented above would be to run two separate Markov chains, one for each model m 1 and m 2 , estimate f …xjm † for each model and then estimate the Bayes factor as the ratio of the two estimated pdfs; see expression (3.10). If f …xjm 2 † ½ f …xjm 1 †, this alternative approach may provide an estimate of the Bayes factor with considerable uncertainty.
Results with discussion
The data set from the Gullfaks Field in the North Sea, illustra ted in Figure 2 , is now considered. The number of observations is nˆ169, with displacements ranging from 2 to 256 m, and the area of the seismic horizon is set to 100 square kilometers. The observation values are listed in Table 1 . If the data originate from a power law model, the empirical functionŜ S…z †, expression (2.2), should plot as an approximately straight line on a log-log scale. Under the exponential modelŜ S…z † should give a concave curve on the log-log plot. The plot in Figure 2b clearly shows a non-linear, concave curve. However, the deviations from linearity may be a result of sampling bias and error in the seismic data. The two possible models for the distribution of the observed fault sizes are compared using the statistica l framework presented above.
A preliminary sensitivity analysis is performed to study the in uence of the prior distributions and likelihood function on the model choice. The details of this study are presented in Borgos (2000) . The major in uence on the value of the Bayes factor comes from the proportion of unobserved faults, which is related to the prior distribution of the number of faults, f …k m jm †, and the probability p…y † of observing an individual fault. When the number of unobserved faults is relatively low, the exponential model is favored. As E‰K m jmŠ increases, or p…y † is changed to reduce the probability of observing small faults, the Bayes factor increases and the fractal model becomes more favorable. Thus knowledge about the amount of unobserved faults is of great importance to the model choice. The value of the Bayes factor also depends on the scale range of the unobserved faults, speci ed through p…y †, and seems to obtain a maximum when the unobserved faults are assumed to mainly have sizes below 30 m. If this upper bound is either decreased or increased, the Bayes factor decreases and the exponential model becomes more favorable. The sensitivity analysis also shows that the number of faults under the two competing models varies extensively, with the estimated number of faults under model 1 greater than under model 2. This is related to fault intensity, which has large impact on uid ow in the reservoir. Thus an effort should be made to nd proper prior and likelihood parameters. Knowledge about the expected number of faults can be gained through examining wells in the region of study, or on-shore analogues where the fault patterns are believed to be similar to the reservoir under study. In this work, the prior mean number of faults under the two models is determined based on observations of cored wells. These observations are assumed to be direct and hence relatively reliable. For the Gullfaks Field, Hesthammer and Fossen (1997) report an estimate of 4.4 faults per kilometer in the east-west direction, perpendicular to the dominating fault direction. This fault intensity only includes faults of size above approximately 10 m. Calculations similar to the ones presented in Section 2 can be used to nd the relationship between the number of faults in two dimensions and the intensity obtained in the one-dimensional well. Based on the observed frequency of faults larger than 10 m in one dimension, these calculations give different number of faults larger than 2 m in two dimensions under the two competing models. The resulting numbers lie in the range 450-600 under model 1 and 150-300 under model 2. Recall that 169 faults were observed from the seismic data, but that the number of existing faults is probably higher due to sampling bias and error. The great difference in the estimated number of faults under the two models is mainly due to the different tail behavior of the competing models in the lower scale ranges, that is the left tail near y 0 ; see expressions (3.3 and 3.4).
The probability p…y † of observing a fault of size y relies both on the quality of the seismic data, the individual skills of the interpreter and the time spent on seismic data interpretation. Thus an accurate assessment of p…y † may be dif cult, and the sensitivity analysis can be used to explore the dependency on this function. The size of the unobserved faults is related to the seismic resolution, which is related to the wavelength of the sound wave used in the data gathering. This wavelength will vary between seismic surveys, and may also vary with depth. A typical wavelength lies in the range 100-150 m, while the resolution is close to 1=4 of the wavelength. For a speci c seismic survey, a measurement or estimate of the wavelength would be useful for estimating the parameter values for the size of unobserved faults in the likelihood function. For the Gullfaks data, the parameter values Z 1ˆ2 m and Z 2ˆ2 0 m are chosen in p…y †, (see Figure 4a) , representing respectively the minimum value of the observations and a Size distribution of geological faults 229 typical lower bound on seismic resolution. The sensitivity analysis showed that the result of the model choice is less affected by the parameter values of the remaining likelihood parameters, which are subjectively chosen based on experience.
In order to choose between the two competing models, the MCMC algorithm is run with the parameter values in Table 2 ; hence the prior mean number of faults are 600 and 300 under models 1 and 2, respectively. The pseudopriors p…c m jm c † are obtained based on realizations fc j m g from the preliminary run of the MCMC algorithm, using kernel density estimation; see Section 4.1. A Gaussian kernel is used for y m ¡ y j m and a Poisson kernel for jK m ¡ k j m j, accounting for the requirement that y m > 0 and K m ¶ n. Figure 5 shows trace plots obtained from 50 000 iterations of the MCMC algorithm, plotting every 10th iteration. The gure does not contain the preliminary MCMC run used to adjust the pseudopriors. The succeeding realizations of M (Figure 5a ) are not negatively correla ted, but there is still a frequent mixing between the two competing models. Figures 5b-g show trace plots of the posterior pdf, the likelihood, the model parameters, and the fault numbers, where all plots indicate a stationary behavior. Figure 5h shows how the estimate of the Bayes factor converges.
Results from the MCMC run are presented in Figure 6 . The left-hand column of plots display results given that the fractal model is correct, while the right-hand column display results given the exponential model. Figures 6e and f , illustra te the different nature of the two models, especially the left tail behavior, and clearly show how the large difference in the total number of faults under the two models results from a difference in the intensity of small, unobserved faults. Thus, the model assumption is obviously crucial for the number of small-sized faults being included.
The estimate of the Bayes factor is close to zero, that is,B B 12 …x † º 0. Hence the exponential model, justi ed by a dynamic growth model, is clearly favored, and gives a much better t to the observations than the competing power law model, justi ed by a self similar interpreta tion. This means that the right-hand display of Figure 6 is the one being favored according to the Bayes factor. Under the exponential model, the estimate of the model parameter isŷ y 2ˆ0 :027, with 95% prediction interval [0.023, 0.031], and the estimated number of faults isk k 2ˆ2 21 with 95% prediction interval [211, 232] . The estimates correspond to an expected maximum displacement of 39 m and a fault intensity of 2.2 faults per square kilometer in the study area. 230 HG Borgos et al.
In three dimensions, the estimated parameter of the exponential model is equal to the parameter in two dimensions,r r 2ˆ0 :027 (expressions (3.2) and (3.4)), providing an expected maximum displacement of 39 m. The number of faults can be estimated based on calculations similar to the ones in Section 2. This results in a fault intensity of 2.0 fault centers per cubic kilometer in three dimensions. These results are valid for faults with maximum displacement larger than 2 m.
The observations plotted in Figure 2b show a concave estimate of the function S…z † (expression (2.2)) as would be expected under an exponential distribution. The concave shape could, however, also originate from the straight curve of the Pareto distribution, with small-sized faults non-observed due to sampling bias and errors. Thus, a model for the sampling bias and errors must be included in order to make a fair selection between the two models. That is done in the Bayesian model presented in this paper, and the conclusion from the statistical comparison is that the exponential model is most likely for this data set. The sampling bias and errors cannot explain the large deviation from a Figure 5 Samples from the MCMC algorithm, using data from the Gullfaks Field. 5000 samples of …M; c 1 ; c 2 † are collected, separated by 10 iterations. The gure shows trace plots of (a) m, (b) ln p…m; c 1 ; c 2 jx †, (c) ln h…x jm; c m †, (d) y 1 , (e) k 1 , (f) y 2 , (g) k 2 , and (h) lnB B 12 …x † Size distribution of geological faults 231 straight line associa ted with the Pareto distribution. In structural geology, however, the Pareto distribution is most frequently used (see JSG (1996) and references therein). Fossen and Rørnes (1996) studied the fault populations in the Gullfaks Field using only the power law model, that is, the Pareto distribution. They conclude that the overall fault population cannot be described by a simple power law within the range of observed fault sizes, but that a combination of two power laws, valid for different scale ranges, must be used. Their conclusion implies that the function S…y † in expression (2.1) is piecewise linear on log-log scales, with an overall concave shape. This does not contradict the conclusions of the present study, where the favored exponential model also results in a concave shape of S…y † on log-log scales. In the present work, however, a different parametric model being valid for the complete interval of observed fault sizes is used. Moreover, estimates of fault intensity and fault size distributions in three dimensions under the favored model are presented.
