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En este trabajo estudiamos el problema de valor inicial asociado a una generalización de
la ecuación Zakharov-Kuznetsov Benjamin-Bona-Mahony (ZK-BBM) en espacios Sobolev
Hs(R2), Sobolev anisotrópicos Hs1,s2(R2), Sobolev anisotrópicos con pesos F s1,s2r1,r2 (R
2). Tam-
bién se establece una propiedad de continuación única y existencia de ondas solitarias.
Palabras clave: Buen planteamiento local y global, existencia de ondas solitarias, prin-
cipios de continuación única.
Abstract
In this paper we study the initial value problem associated with a generalization of the
Zakharov-Kuznetsov Benjamin-Bona-Mahony equation (ZK-BBM) in Sobolev spacesHs(R2),
anisotropics Sobolev spaces Hs1,s2(R2) and weighted anisotropic Sobolev spaces F s1,s2r1,r2 (R
2).
Also we established an unique continuation property and the existence of solitary waves.
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Ecuaciones no lineales de evolución, son ecuaciones diferenciales parciales, donde una de
sus variables independientes es el tiempo t. Ellas son muy importantes tanto en las ciencias
como en la ingenieŕıa y modelan fenómenos que ocurren en mecánica de fluidos, fibra óptica
y f́ısica del estado sólido, entre otras. Existen ecuaciones de evolución notables, tales como
ecuación Korteweg-de Vries (KdV) deducida en [Korteweg and de Vries, 1835]
ut − uxxx + uux = 0, (1-1)
la ecuación Benjamin-Ono (BO) deducida en [Benjamin, 1967], [Ono, 1975]
ut +Huxx + uux = 0, (1-2)
donde H es la transformada de Hilbert y la ecuación Benjamin-Bona-Mahony (BBM) intro-
ducida en [Benjamin et al., 1972]
ut + ux − uxxt + uux = 0. (1-3)
Estas ecuaciones son de importancia en la f́ısica. Varias cuestiones relacionadas a ellas son
de interés matemático, tales como el buen planteamiento local y global, existencia y es-
tabilidad de ondas solitarias, principios de continuación única por mencionar algunos de
ellos. Tales problemas que son interesantes han sido abordados por diferentes autores, pa-
ra la ecuación KdV (ver [Escauriaza et al., 2007], [Kenig et al., 1996], [Kenig et al., 2003],
[Korteweg and de Vries, 1835]), para la BO (ver [Iório, 1990], [Fonseca and Ponce, 2011],
[Fonseca et al., 2012], [Fonseca et al., 2013a], [José Iório, 1986], [Tao, 2004]) y para la BBM
(ver [Alazman et al., 2006], [Bona and Tzvetkov, 2009], [Pava et al., 2011], [Panthee, 2010]).
Hay muchas variaciones bidimensionales de la ecuación KdV, una muy importante es la
Zakharov-Kuznetsov (ZK) deducida en [Zakharov and Kuznetsov, 1974]
ut + (uxx + uyy)x + uux = 0. (1-4)
En [Faminskii, 1995], Faminskii demuestra el buen planteamiento local de la ecuación ZK
en los espacio de Sobolev Hm(R2) para m ∈ N, posteriormente Linares y Pastor mejo-
ran los resultados en [Linares and Pastor, 2009], obteniendo buen planteamiento local en
Hs(R2), s > 3/4. Continuación única, existencia y estabilidad de ondas solitarias fueron
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abordadas respectivamente por Panthee [Panthee, 2004] y De Bouard [De Bouard, 1996].
Una generalización bidimensional natural de las ecuaciones 1-3 y 1-4 es la llamada ZK-BBM:
ut + εux − (uxt + buyy)x + uux = 0, (1-5)
donde b ∈ R, ε > 0 y u = u(t, x, y) es una función de valor real. Esta ecuación modela
especialmente fenómenos f́ısicos que ocurren en teoŕıa de fluidos para mas información ver
[Johnson, 2010], [Wazwaz, 2005].
En el presente trabajo estudiamos la ecuación:
ut +D
α
xut −Dβyux + uux = 0, (1-6)
que por comodidad la escribiremos en la forma:











que la denominaremos como la ecuación ZK-BBM generalizada.
Esta ecuación ha sido estudiada para ciertos valores de α y β, a continuación enunciamos
los autores y los resultados que obtuvieron:
Amin Esfahani en [Esfahani and Staffilani, 2012] trabajó el caso α = 2, β = 2, es decir:
ut + εux − uxxt + buyyx + uux = 0 (1-8)
donde prueba en los espacios de Bourgain, que 1-8 es localmente bien planteada, muestra la
existencia y estabilidad de ondas solitarias y establece propiedades de continuación única.
Félix Soriano y Fabián Sánchez en [Sánchez Salazar et al., 2014] trabajaron el caso
α = 1, β = 2, es decir:
ut +Huxt + uyyx + (un)x = 0, (1-9)
obtuvieron buen planteamiento local en espacios de Sobolev con pesos
F s1,s2r1,r2 (R
2) = Hs1,s2 ∩ L2((1 + x2s1 + y2s2)dxdy), además, principio de continuación única,
mal planteamiento para s < 0, comportamiento asintótico de soluciones con dato inicial
pequeño y existencia de ondas solitarias.
4 1 Introducción
Aniura Milanes en [Milanés et al., 2003] trabajó el caso α = 0, β = 1, es decir:
ut −H(y)uxy + upux = 0, (1-10)
donde H(y) denota la transformada de Hilbert en la variable y. En dicho trabajo haciendo
uso del método de regularización parabólica obtuvo buen planteamiento local en Hs(R2)
para s > 2. En espacios de Sobolev con peso F sr = H
s ∩L2((1 + x2 + y2)rdxdy) obtuvo buen
planteamiento local para s > 2, r ∈ [0, 1], la persistencia falla cuando r = 2 y p es impar.
En los espacios F k1,k = H
s ∩ L2((1 + x2 + y2k)dxdy) obtuvo buen planteamiento local para
k ≥ 3 y finalmente existencia de ondas solitarias.
Germán Fonseca, Guillermo Rodŕıguez y Wilson Sandoval en [Fonseca et al., 2013b] traba-
jaron el caso α = 1, β = 0, es decir:
ut + ux +Huxt + uux = 0, (1-11)
obtuvieron buen planteamiento local en F sr (R) para s > 1/2, 0 ≤ r < 5/2 y principios de
continuación única.
Por último el caso α = 2, β = 0, la ecuación Benjamin-Bona-Mahony 1-3: deducida en
[Benjamin et al., 1972] como una alternativa al modelo de la ecuación KdV. Esta ecuación
ha sido estudiada extensamente ver [Alazman et al., 2006] y [Pava et al., 2011]. Bona and
Tzvetkov en [Bona and Tzvetkov, 2009] prueban el buen planteamiento en espacio de Sobo-
lev Hs(R) para s ≥ 0, el mal planteamiento lo trabajó Mahendra Panthee en [Panthee, 2010].
El contenido de este trabajo esta organizado de la siguiente manera: en el primer caṕıtulo
recordamos algunas definiciones importantes y enunciamos resultados conocidos, además
demostramos algunas estimativas usando la derivada de Stein.
En el segundo caṕıtulo desarrollamos la teoŕıa en los espacios de Sobolev Hs(R2) obteniendo
los siguientes resultados:
Buen planteamiento local en Hs(R2) para s > 1 con α ≥ 1.
Buen planteamiento local en Hs(R) para s ≥ 0 con α > 3/2, β = 0.
Buen planteamiento global en Hs(R2) para s > 1 con α = 2, β = 2.
Buen planteamiento global en Hs(R2) para s > α/2, con α = β, α ≥ 2.
En el tercer caṕıtulo trabajamos en los espacio de Sobolev anisotrópicos Hs1,s2(R2) obte-
niendo:




< 2 y α ≥ 1.
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< 1, α ≥ 2, β > 2.
En el cuarto caṕıtulo trabajamos en los espacios de Sobolev con pesos F s1,s2r1,r2 (R
2). Aqúı,
estudiamos tres casos concretos donde se obtuvieron los siguientes resultados:
Primer caso: α = 1, β = 1
Buen planteamiento local en F s1,s2r1,r2 (R




0 ≤ r1 < 5/2, 0 ≤ r2 < 3/2 y s2 ≥ r1.
Continuación única:
Si s2 ≥ 5/2,
∫
∂yu(0, x, y)dx ≤ 0, y existen t1, t2 tal que u(t1), u(t2) ∈ F s1,s25/2,0(R2),
entonces u ≡ 0.
Segundo caso: 1 ≤ α < 2, β = 2, tomado α = 1 + θ y 0 ≤ θ < 1
Buen planteamiento local en F s1,s2r1,r2 (R




0 ≤ r1 < 5/2 + θ < 3, r2 ≥ 0 y s2 ≥ máx{2r1, r2}.
Continuación única:
Si s2 ≥ 2(5/2 + θ), para 0 ≤ θ < 1/2,
∫
D2yu(0, x, y)dx ≤ 0, y si existen t1, t2 tal
que u(t1), u(t2) ∈ F s1,s25/2+θ,0, entonces u ≡ 0.
Tercer caso: 1 ≤ α < 2 y 1 ≤ β < 2, tomando α = 1 + θ, 0 ≤ θ < 1 y β = 1 + γ, 0 ≤ γ < 1.
Buen planteamiento local en F s1,s2r1,r2 (R




0 ≤ r1 < 5/2 + θ < 3, 0 ≤ r2 < 3/2 + γ < 2 y s2 ≥ máx{βr1, (β − 1)r2}.
Continuación única:
Si s2 ≥ β(5/2 + θ), para 0 ≤ θ < 1/2,
∫
Dβyu(0, x, y)dx ≤ 0, y si existen t1, t2 tal
que u(t1), u(t2) ∈ F s1,s25/2+θ,0, entonces u ≡ 0.
En el último caṕıtulo trabajamos la existencia de ondas solitarias para el caso 1 ≤ α ≤ 2,
β = 2, usando el principio de concentración concentrada de Lions.
Notación
1. S(Rn) es el espacio de Schwartz, S ′(Rn) es el espacio de las distribuciones temperadas,
si n = 2, se escribirá respectivamente S y S ′.
2. f̂ denota la transformada de Fourier de f y f∨ denota la transformada inversa de
Fourier de f .








4. A continuación relacionamos los espacios en R2 en los que trabajaremos con su respec-
tiva norma.













2 + |η|2)s|f̂(ξ, η)|2dξdη
)1/2
=
∥∥∥(1 + |ξ|2 + |η|2)s/2f̂∥∥∥
0
H0(R2) = L2(R2) : ‖f‖0 = ‖f‖L2
Hs1,s2(R2) :
{
f ∈ S ′; f, Ds1x f, Ds2y f ∈ L2(R2)
}
‖f‖2s1,s2 =
∥∥∥(1 + |ξ|s1 + |η|s2)f̂ ∥∥∥2
0









2r1 + |y|2r2)(f(x, y))2dxdy
)1/2
F s1,s2r1,r2 (R





+ ‖f‖2L2r1,r2 ≈ ‖f‖
2
s1,s2
+ ‖f‖2L2r1,0 + ‖f‖
2
L20,r2
5. 〈x〉s = (1 + x2)s/2, Jsx = (1− ∂2x)s/2
2 Preliminares
Este caṕıtulo esta dedicado a presentar conceptos, definiciones y algunos resultados básicos
necesarios para el propósito de este trabajo. Algunas demostraciones serán omitidas por
tratarse en su mayoŕıa de resultados ya conocidos, sin embargo daremos las referencias
necesarias que contienen su demostración.
Proposición 2.1. Desigualdades Kato-Ponce.
Sean s ≥ 1, f, g ∈ Hs(R2) y Λsf = (1−∆)s/2f =
[
(1 + |ξ|2)s/2 f̂
]∨
. Entonces,









‖Λs (fg)‖0 ≤ c (‖f‖∞ ‖Λ
sg‖0 + ‖g‖∞ ‖Λ
sf‖0) . (2-2)
Demostración. Ver [Kato and Ponce, 1988].










+ (1− θ) 1
q
, se tiene




donde Dm = (−∆)m/2 y c es una constante positiva.
Demostración. Ver Gagliardo [Gagliardo, 1958] y Nirenberg [Nirenberg, 1959].
Proposición 2.3. Desigualdad de Gronwall.
Sea g ∈ C([a, b],R) tal que





g(x) ≤ αeβt para todo t ∈ [a, b].
Demostración. Ver [Halanay, 1966].





, entonces Hs(Rn) ↪→ Lp(Rn) para p = 2n








. Más aún, para f ∈ Hs(Rn), s ∈ (0, n/2) se tiene
‖f‖Lp ≤ Cn,s ‖D
sf‖L2 ≤ c ‖f‖s
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Demostración. Ver [Linares. and Ponce., 2009].
Teorema 2.5. Si 0 < b < 1, entonces


















Demostración. Ver [Kenig et al., 1993].
Lema 2.6. Sean s1, s2 y p números reales con p > 1. Si D
s1f ∈ Lp(Rn) y Ds2f ∈ Lp(Rn),
entonces, para s ∈ [s1, s2], Dsf ∈ Lp y






Demostración. Ver [Sánchez Salazar et al., 2014].
En particular si s = b, s1 = 0, s2 = 1, p = 2, entonces, en virtud de la desigualdad de
Young:∥∥Dbf∥∥
L2
≤ c (‖f‖L2 + ‖Df‖L2) para todo b ∈ [0, 1] (2-6)
Lema 2.7. Sean a y b números reales positivos.
Si Ju = (1− ∂2u)
1/2
y 〈v〉 = (1 + v2)1/2, entonces, para cualquier θ ∈ (0, 1),
‖Jθau (〈v〉
(1−θ)b f)‖0 ≤ c‖ 〈v〉b f‖1−θ0 ‖Jauf‖θ0 ≤ (1− θ) ‖ 〈v〉
b f‖0 + θ‖Jauf‖0
Demostración. Ver Lema 1 en [Fonseca and Ponce, 2011] o lema 4 en [Nahas and Ponce, 2009].










Definición 2.8. Para s ∈ R. Notaremos por Lps(Rn) el espacio de todas las funciones




para cada f en Lp(Rn)
En los siguientes teoremas se dan caracterizaciones de los espacios Lps(Rn) en términos de la
derivada de Stein.
Teorema 2.9. Supongamos que b ∈ (0, 1) y 2/n + 2b ≤ p < ∞. Entonces, f ∈ Lpb(Rn) si y
sólo si
1. f ∈ Lp(Rn).











Demostración. Ver [Stein, 1961] o [Stein, 1970]
Teorema 2.10. Sean b ∈ (0, 1) y 1 ≤ p < ∞. Si f, g : Rn → C son funciones medibles,
entonces
Db(fg)(x) ≤ ‖f‖∞D

















Demostración. Ver proposición 1 en [Nahas and Ponce, 2009]














































como b ∈ (0, 1), entonces las integrales convergen y se tiene el resultado.
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La siguiente proposición la usaremos en el caṕıtulo 4 donde Q(x) = (1 + |x|α)n.
Proposición 2.12. Sea P (x) y Q(x) polinomios de grado m y n respectivamente con
0 < m < n, para b ∈ (0, 1), ϕ ∈ L2(R) y P
Q





























∥∥∥∥Dbx (ϕ) · PQ
∥∥∥∥
0





















Los siguientes lemas serán importantes en el desarrollo de la teoŕıa de los espacios de Sobolev
con pesos fraccionarios, la cual de desarrollará mediante la derivada de Stein.
Lema 2.13. Sean b ∈ (0, 1), α ≥ 1 y A > 0. Entonces,
Dbx(e
iAx









































= I1 + I2
supongamos que x > 0, luego para I1 se tiene que u < x entonces 0 < x− u de esta manera:
x− u




(x− u)(1 + xα)− x(1 + (x− u)α)
(1 + (x− u)α)(1 + xα)
=
x [(1 + xα)− (1 + (x− u)α)]− u(1 + xα)
(1 + (x− u)α)(1 + xα)
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=
x [xα − (x− u)α]− u(1 + xα)
(1 + (x− u)α)(1 + xα)




















= I1,1 + I1,2










Para estimar I1,2 usaremos |1− eiθ| = |
∫ θ
0























































)α−1 − (1 + xα)
]










(1 + (x− w
A
)α)(1 + xα)
|+ | (1 + x
α)























x(xα−1 + (x− w
A
)α−1)





























































































Para la integral I2 tenemos x < u por lo tanto 0 < u− x de esta manera
x− u




(x− u)(1 + xα)− x(1 + (u− x)α)
(1 + (u− x)α)(1 + xα)
=
x(1 + xα)− u(1 + xα)− x(1 + (u− x)α)
(1 + (u− x)α)(1 + xα)
=
x [xα − (u− x)α)]− u(1 + xα)
(1 + (u− x)α)(1 + xα)






































































































































− w(1 + xα)
(1 + (w
A











− x)α)(1 + xα)


































− x)α)(1 + xα)


































































≤ |w| [2 + 1] + |w| = 3|w|
Para el caso x < 0 es totalmente análogo.
Lema 2.14. Sean b ∈ (0, 1), β ≥ 1 y A > 0. Entones,
Dbx(eiA|x|
β









































Supongamos primero que |y| ≥ 1, sea R = B1 ∪B2, donde:
B1 = {w ∈ R; |w| < |y|−(β−1)}, B2 = {w ∈ R; |w| ≥ |y|−(β−1)}
Para B1 aplicamos el teorema del valor medio obteniendo∫
B1















Para B2 tenemos ∫
B2










Ahora supongamos que |y| < 1, sea R = B1 ∪B2 ∪B3, donde:
B1 = {w ∈ R; |w| ≤ |y|}, B2 = {w ∈ R; |w| ≥ |y|−(β−1)}
B3 = {w ∈ R; |y| < |w| < |y|−(β−1)}
Para este caso falta analizar la integral sobre el conjunto B3∫
B3





























Proposición 2.15. Sea χ ∈ C∞0 , una función tal que supp χ ⊆ [−2, 2] y χ ≡ 1 en (−1, 1).
Para b ∈ (0, 1) y θ > 0,
Db(|ξ|θχ(ξ))(η) ∼

c|η|θ−b + c1, θ 6= b, |η|  1,
c(− ln |η|)1/2, θ = b, , |η|  1,
c
|η|1/2+b , |η|  1,
y Db(|ξ|θχ(ξ))(·) continua en η ∈ R− {0}. En particular, se tiene que
Db(|ξ|θχ(ξ)) ∈ L2(R) si y sólo si b < θ + 1/2. (2-17)
Un resultado similar se obtiene para Db(|ξ|θsgn(ξ)χ(ξ)).
Demostración. Ver proposición 2.9 en [Fonseca et al., 2013a].
Definición 2.16. Sea ω una función localmente integrable no negativa en R. Diremos que ω
satisface la condición Ap (ver [Duoandikoetxea Zuazo and Zuazo, 1995], [Hunt et al., 1973],
















para todo intervalo I abierto acotado no vaćıo en R.
Un hecho bastante interesante acerca de la condición Ap es el siguiente teorema.
Teorema 2.17. ω satisface la condición Ap si y sólo si, la transformada de Hilbert es un












para toda f ∈ Lp(ω(x)dx).
Demostración. Ver [Hunt et al., 1973].
Teorema 2.18. Sean p ∈ (1,∞) y f ∈ Lp(R). Si para algún x0 ∈ R tal que f(x0+) y
f(x0−) existen y son diferentes, entonces, para cualquier δ > 0, D1/pf /∈ Lploc(B(x0, δ)). En
































≤ ‖f‖0 + ‖|x|f‖0
Proposición 2.20. Para 0 ≤ p < 4, α ≥ p
p+4
y f ∈ Hα,1(R2), existe una constante c tal
que:








































































































































Proposición 2.21. Si η ∈ (0, 1], entonces
‖[Dη; f ]g‖0 ≤ c‖∂̂xf‖L1(R)‖g‖0
Demostración. Ver la proposición 2.4 en [Fonseca et al., 2013a]
3 El Problema ZK-BBM en Hs(R2)
3.1. Buen Planteamiento Local
En este caṕıtulo estudiaremos la ecuación (1-7) en los espacios de Sobolev Hs(R2), de este
modo estudiaremos el buen planteamiento del problema de valor inicial:{
ut = ∂x(1 +D
α
x )
−1Dβyu− ∂x(1 +Dαx )−1u2
u(0, x, y) = ϕ(x, y) ∈ Hs(R2),
(3-1)
Por comodidad, escribiremos la ecuación (3-1) en la forma
ut = Au+Bu
2,
donde se define A = ∂x(1 +D
α
x )
−1Dβy y B = −∂x(1 +Dαx )−1
3.1.1. Caso α ≥ 1, para s > 1
Proposición 3.1. Sea A = ∂x(1 +D
α
x )
−1Dβy . La aplicación






para ϕ ∈ Hs(R2) y
t ∈ [0,∞) es un grupo unitario fuertemente continuo.
Demostración. La demostración es sencilla y directa, por tal razón no la presentamos aqúı.
Proposición 3.2. Si α ≥ 1 el operador B = −∂x(1 +Dαx )−1 es acotado, B ∈ B(Hs(R2)).






(1 + ξ2 + η2)s
∣∣∣∣ iξ1 + |ξ|α ϕ̂




(1 + ξ2 + η2)s |ϕ̂|2 dξdη = ‖ϕ‖2s
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Definición 3.3. Sea f : Hs(R2) 7→ Hs(R2) definida por f(u) = B(u2)
Por la proposición anterior y teniendo presente que Hs(R2) es un álgebra de Banach, entonces
f(u) ∈ Hs para s > 1.
Proposición 3.4. La función f(u) = B(u2) satisface la condición de lipschitz local, es decir,
‖f(u)− f(v)‖s ≤ L(‖u‖s , ‖v‖s) ‖u− v‖s , (3-2)






∥∥B (u2 − v2)∥∥
s




= ‖(u+ v)(u− v)‖s
≤ cs ‖(u+ v)‖s ‖(u− v)‖s
≤ cs (‖u‖s + ‖v‖s) ‖(u− v)‖s
Por comodidad escribiremos el problema de valor inicial (3-1) de la siguiente forma:{
ut = Au+ f(u)
u(0) = ϕ ∈ Hs(R2),
(3-3)





Esta equivalencia se precisa en el siguiente teorema:
Teorema 3.5. Si s ¿1, el problema (3-3) es equivalente a la ecuación integral (3-4) en el
siguiente sentido:
Si u ∈ C([0, T ], Hs(R2)) es solución de (3-3) entonces u es solución de (3-4) y rećıprocamen-
te, si u ∈ C([0, T ], Hs(R2)) es solución de la ecuación integral (3-4) entonces








Demostración. La prueba es estándar y es consecuencia del teorema de la convergencia
dominada de Lebesgue y de la desigualdad del valor medio.
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; ‖u(t)− E (t)ϕ‖s ≤M
}
, (3-6)
que es un subespacio métrico completo de C([0, T ];Hs) con la métrica:
ds(v, w) = sup
t∈[0,T ]












. Entonces la aplicación Ψ
satisface:
1. Ψ(v)(t) ∈ Hs(R2) para todo t ∈ [0, T ]
2. Ψ(v) ∈ C ([0, T ];Hs(R2))
3. Existe T1(‖ϕ‖s ,M) ≥ 0 tal que Ψ(v)(t) ∈ Xs(T1,M, ϕ)
4. Existe T2(‖ϕ‖s ,M) ≥ 0 tal que Ψ(v)(t) es una contracción.
Demostración. Parte 1. Veamos que Ψ(v)(t) ∈ Hs(R2).


















≤ ‖ϕ‖s + Cs ‖v‖
2
s,∞ t <∞.




‖Ψ(v)(t+ h)−Ψ(v)(t)‖s = 0 (3-7)
‖Ψ(v)(t+ h)−Ψ(v)(t)‖s ≤ ‖E(t+ h)ϕ− E(t)ϕ‖s




















‖E(t+ h− τ)f(v(τ))‖s dτ︸ ︷︷ ︸
C
La parte A es inmediata. Para la parte B tenemos:
‖[E(t+ h− τ)− E(t− τ)] f(v(τ))‖s ≤ ‖E(t+ h− τ)f(v(τ))‖s + ‖E(t− τ)f(v(τ))‖s
≤ ‖f(v(τ))‖s + ‖f(v(τ))‖s
≤ Cs ‖v‖2s .





‖[E(t+ h− τ)− E(t− τ)] f(v(τ))‖s dτ = 0
Ahora consideremos la integral de la Parte C, de manera similar obtenemos∫ t+h
t








≤ Cs ‖v‖2s,∞ h −−−→
h→0+
0
El limite por izquierda es análogo. Para la parte 3.












como v(t) ∈ Xs(T,M,ϕ) se tiene ‖v(t)− E (t)ϕ‖s ≤M , entonces
‖v(t)‖s ≤ ‖v(t)− E (t)ϕ‖s + ‖E (t)ϕ‖s
≤M + ‖ϕ‖s (3-8)
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luego





≤ Cs(M + ‖ϕ‖s)
2t,
se desea que Ψ(v) ∈ Xs(T1,M, φ) para algún T1, para ello se debe cumplir
‖Ψ(v)(t)− E (t)ϕ‖s ≤ Cs(M + ‖ϕ‖s)
2t ≤M,





Por último veamos la parte 4, para ello debemos encontrar un T2 tal que Ψ sea una contrac-
ción, es decir:
‖Ψ(v)−Ψ(w)‖s,∞ ≤ κ ‖v − w‖s,∞












(‖v(τ)‖s + ‖w(τ)‖s) ‖v(τ)− w(τ)‖s dτ por (3-8)




≤ Cs(M + ‖ϕ‖s) ‖v − w‖s,∞ t






Nota 3.7. Los tiempos encontrados en (3-9) y (3-10) dependen continuamente de ϕ y la
constante M .
Teorema 3.8. Si ϕ ∈ Hs(R2), s > 1 y α ≥ 1, existen un T = T (‖ϕ‖s ,M) > 0 y una
función u ∈ C([0, T ];Hs(R2)) que satisface la ecuación integral (3-4).
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Demostración. Sea T (‖ϕ‖s ,M) = min {T1, T2} encontrados en (3-9) y (3-10), por la pro-
posición anterior este T es tal que la aplicación Ψ : Xs(T,M,ϕ) → Xs(T,M,ϕ) y es con-
tracción, luego por el Teorema del punto fijo de Banach existe punto fijo, es decir; existe
u ∈ Xs(T,M,ϕ) tal que:
u(t) = E (t)ϕ+
∫ t
0
E (t− τ) f(u(τ))dτ.
El siguiente objetivo es ver la unicidad de la solución encontrada en el teorema (3.8) y además
que esta u(t) depende continuamente del dato inicial.
Teorema 3.9. Sean ϕ, ψ ∈ Hs(R2), s > 1, α ≥ 1 y u, v ∈ C([0, T ];Hs(R2)) son dos
soluciones del problema (3-1) que satisfacen u(0) = ϕ y v(0) = ψ y T es el mayor tiempo
donde u, v existen, entonces
‖u(t)− v(t)‖s ≤ K ‖ϕ− ψ‖s
Demostración.
‖u(t)− v(t)‖s ≤ ‖E(t)(ϕ− ψ)‖s +
∫ t
0
‖E(t− τ) (f(u(τ))− f(v(τ)))‖s dτ
= ‖(ϕ− ψ)‖s +
∫ t
0
‖f(u(τ))− f(v(τ))‖s dτ por (3-2)
≤ ‖(ϕ− ψ)‖s + Cs
∫ t
0
(‖u(τ)‖s + ‖v(τ)‖s) ‖u(τ)− v(τ)‖s dτ









Usando la desigualdad de Grönwall, proposición (2.3) tenemos
‖u(t)− v(t)‖s ≤ C ‖ϕ− ψ‖s e
kt
Nota 3.10. Si ϕ = ψ se concluye que u = v es decir que (3-1) tiene a lo más una solución,
además se obtuvo una dependencia continua débil en el sentido: si los datos iniciales están
próximos entonces las soluciones también están próximas.
Teorema 3.11. Sean ϕn ∈ Hs(R2), n = 1, 2, ...,∞, tal que ϕn → ϕ∞ en Hs(R2),
s > 1, α ≥ 1. Sea un ∈ C([0, T̃n];Hs(R2)) la solución obtenida en el teorema (3.8) y






‖un(t)− u∞(t)‖s = 0.
24 3 El Problema ZK-BBM en Hs(R2)
Demostración. Como T̃ (‖ϕn‖s ,M) es una función continua de ϕn, se tiene que T̃n → T̃∞
entonces existe un N ∈ N tal que∣∣∣T̃ (‖ϕn‖s)− T̃ (‖ϕ∞‖s)∣∣∣ < ε para n > N
En particular si tomamos ε =
T̃ (‖ϕ∞‖s)
2
existe N ∈ N tal que




T̃ (‖ϕ∞‖s) < T̃ (‖ϕn‖s) <
3
2
T̃ (‖ϕ∞‖s) para n > N
Luego si escogemos T ∗ =
T̃ (‖ϕ∞‖s)
2




T ∗, T̃ (‖ϕ1‖s), ..., T̃ (‖ϕN−1‖s)
}
por lo tanto un y u∞ esta definidas en [0, T ] para todo n, luego cada un ∈ Xs(T,M,ϕn) y
por (3-8) satisfacen
‖un(t)‖s ≤ ‖ϕn‖s +M ≤ L+M
Donde L = supn ‖ϕn‖s luego
‖un‖s,∞ ≤ L+M y análogamente ‖u∞‖s,∞ ≤ L+M
siguiendo el mismo procedimiento en la demostración del teorema (3.9), se obtiene
‖un(t)− u∞(t)‖s ≤ C ‖ϕn − ϕ∞‖s
luego
‖un − u∞‖s,∞ ≤ C ‖ϕn − ϕ∞‖s
Nota 3.12. Se concluyó la dependencia continua fuerte y además que el problema de valor
inicial (3-1) es localmente bien planteado para s > 1 y α ≥ 1.
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3.1.2. Caso α > 3/2, β = 0 para s ≥ 0
En este caso con β = 0, la ecuación 1-7 se transforma en:
ut = ∂x(1 +D
α
x )
−1u− ∂x(1 +Dαx )−1u2, x ∈ R,
y se reduce a una ecuación de R. En este caso el buen planteamiento local se obtiene direc-
tamente en Hs(R) para s > 1/2, ya que bajo esta condición Hs(R) es un albegra de Banach.
Sin embargo la desigualdad que abordaremos ahora, permite obtener un resultado de buen
planteamiento local (siguiendo las mismas ideas) para s ≥ 0, siempre que α > 3/2.
Proposición 3.13. Si s ≥ 0 y α > 3/2, entonces∥∥−∂x(1 +Dαx )−1(uv)∥∥s ≤ Cs ‖u‖s ‖v‖s




































(1 + (ξ − ξ1)2)s/2|v̂(ξ − ξ1)|dξdξ1
≤ ‖Jsu‖0
∥∥∂ξ(1 +Dαx )−1(1− ∂2x)−s/2w ∗ (1− ∂2x)s/2v∥∥0
≤ ‖Jsu‖0 ‖J
sv‖0
∥∥∂ξ(1 +Dαx )−1(1− ∂2x)−s/2w∥∥L1
≤ ‖Jsu‖0 ‖J
sv‖0
∥∥∥∥ 1(1 + ξ2)s/2 ŵ(ξ)
∥∥∥∥
L2







∥∥∥∥ ξ1 + |ξ|α
∥∥∥∥
0
la anterior desigualad esta acotada si ξ
1+|ξ|α ∈ L
2(R) esto se tiene si α > 3/2.
Teorema 3.14. Si α > 3/2, β = 0, el problema de valor inicial 3-1 es localmente bien
planteado en Hs(R), s ≥ 0.
Demostración. Siguiendo los mismos pasos del caso anterior, con la diferencia que la propo-
sición 3.4 se demuestra usando la proposición anterior 3.13.
3.2. Buen Planteamiento Global
Para mirar el buen planteamiento global de (1-7) se trabajará con algunos casos particulares
para α y β, para ello se definen las siguientes cantidades que resultaran conservadas.
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entonces Q(u) es constante para todo t es decir
Q(u(t)) = Q(u(0)) = Q(ϕ)














































por el paréntesis de dualidad tenemos















3.2 Buen Planteamiento Global 27
luego
S ′(u) = Dβyu− u2









































= 〈S ′(u(t)), ut〉0
= 〈S ′(u(t)), JS ′(u(t))〉0
como J = ∂x
1+Dαx
que es un operador antisimétrico se concluye que
∂tS(u(t)) = 〈S ′(u(t)), JS ′(u(t))〉 = 0
lo cual prueba que es una cantidad conservada, es decir que para todo t se tiene.
S(u(t)) = S(u(0)) = S(ϕ)
3.2.1. Caso α = 2, β = 2
La ecuación (1-7) queda de la forma
ut = ∂x(1 +D
2
x)
−1D2yu− ∂x(1 +D2x)−1u2 (3-14)
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Teorema 3.16. Si s > 1 y ϕ ∈ Hs(R2), entonces ‖u‖1 < K, donde K es una constante que
depende de ϕ.
Demostración. Como





















Aplicando la desigualdad de Gagliardo-Nirenberg, proposición (2.2), con
m = 1, p = 3, r = 2, n = 2, q = 2, θ = 1/3 obtenemos:




































ϕ3 + c ‖u‖1 ‖ϕ‖
2



































Teorema 3.17. Si ϕ ∈ Hs(R2) el problema de valor inicial (3-1) es globalmente bien plan-
teado en Hs(R2) para s > 1, α = 2 y β = 2.
Demostración. Aplicando el operador Λs a la ecuación (3-14) obtenemos
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≤ ‖Λs(uu)‖0 ‖u‖s (desigualdad Kato-Ponce (2-2))
≤ 2 ‖u‖L∞ ‖Λ
su‖0 ‖u‖s













log (1 + ‖u‖s)
)




















) ≤ c (1 + k log (1 + ‖u‖2s))





g′(t) ≤ c (1 + kg(t)) integrando desde 0 a t








g(t) ≤ C2(‖ϕ‖2s , T ) + k
∫ t
o
g(τ)dτ (de la desigualdad de Grönwal (2.3))











por lo tanto ‖u‖s es acotada.
3.2.2. Caso α = β con α > 2
La ecuación (1-7) queda de la forma
ut = ∂x(1 +D
α
x )
−1Dαy u− ∂x(1 +Dαx )−1u2 (3-19)
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Teorema 3.18. Si ϕ ∈ Hs(R2) el problema de valor inicial (3-1) es globalmente bien plan-
teado en Hs(R2) para s > α
2
, β = α > 2.
Demostración.










≤ 2Q2(ϕ) + 2S2(ϕ) + k ‖u‖1 ‖u‖
2
0




≤ 2Q2(ϕ) + 2S2(ϕ) + k ‖u‖α/2Q2(ϕ) usando la desigualdad de Young


























4 El Problema ZK-BBM en espacios
anisotrópicos Hs1,s2(R2)
En este caṕıtulo estudiaremos el buen planteamiento local y global del problema de valor
inicial 3-1 en los espacios de Sobolev anisotrópicos Hs1,s2(R2), con este fin, comenzaremos
con algunas propiedades de estos espacios que serán útiles para cumplir nuestro objetivo.
Proposición 4.1. Si f ∈ L1(R2), g ∈ L2(R2) entonces f ∗ g ∈ L2(R2). En particular
‖f ∗ g‖L2 ≤ ‖f‖L1 ‖g‖L2
Demostración.
|(f ∗ g)(x, y)| ≤
∫∫
|f(w, z)| |g(x− w, y − z)| dw dz
=
∫∫
|f(w, z)|1/2 |f(w, z)|1/2 |g(x− w, y − z)| dw dz
≤
(∫∫
|f(w, z)| dw dz
)1/2(∫∫




|f(w, z)| |g(x− w, y − z)|2 dw dz
)1/2
veamos que f ∗ g ∈ L2(R2)
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Demostración.∫∫ ∣∣∣f̂(ξ, η)∣∣∣ dξ dη = ∫∫ (1 + |ξ|s1 + |η|s2) ∣∣∣f̂(ξ, η)∣∣∣ 1




(1 + |ξ|s1 + |η|s2)2
∣∣∣f̂(ξ, η)∣∣∣2 dξ dη)1/2(∫∫ dξ dη





(1 + |ξ|s1 + |η|s2)2
)1/2
Veamos que la doble integral converge,∫∫
dξ dη




































< 2, s1, s2 ∈ R+ el espacio Hs1,s2(R2) es un álgebra de Banach,
en particular
‖fg‖s1,s2 ≤ Cs1,s2 ‖f‖s1,s2 ‖g‖s1,s2 (4-1)
Demostración.
(fg)̂(ξ, η) = 1
2π
∫∫








f̂(w, z)ei(wx+zy) dw dz
)

















f̂(w, z)ĝ(ξ − w, η − z) dw dz
= f̂ ∗ ĝ(ξ, η)
por otro lado tenemos 1 + |ξ|s1 + |η|s2 ≤ 1 + |ξ − w|s1 + |w|s1 + |η − z|s2 + |z|s2 por lo tanto
se obtiene
(1 + |ξ|s1 + |η|s2) (fg) (̂ξ, η) ≤ 1
2π
∫∫
f̂(w, z)ĝ(ξ − w, η − z)
+ f̂(w, z)|ξ − w|s1 ĝ(ξ − w, η − z) + |w|s1 f̂(w, z)ĝ(ξ − w, η − z)
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+ f̂(w, z)|η − z|s2 ĝ(ξ − w, η − z) + |z|s2 f̂(w, z)ĝ(ξ − w, η − z) dw dz
= f̂ ∗ ĝ(ξ, η) + f̂ ∗ ĥ1(ξ, η) + ĥ2 ∗ ĝ(ξ, η) + f̂ ∗ ĥ3(ξ, η) + ĥ4 ∗ ĝ(ξ, η)
como f̂ ∈ L2, |ξ|s1 f̂ ∈ L2, |η|s2 f̂ ∈ L2, |ξ|s1 ĝ ∈ L2, |η|s2 ĝ ∈ L2, entonces
ĥ1, ĥ2, ĥ3, ĥ4, ∈ L2, ahora por las proposiciones anteriores veamos que
‖fg‖s1,s2 ≤ Cs1,s2 ‖f‖s1,s2 ‖g‖s1,s2
‖fg‖s1,s2 =
(∫∫
(1 + |ξ|s1 + |η|s2)2 |(fg) (̂ξ, η)|2
)1/2
‖fg‖s1,s2 = ‖(1 + | · |




































≤ Cs1,s2 ‖f‖s1,s2 ‖g‖s1,s2
Por la estructura del espacio anisotrópico las demostraciones de las siguientes dos propor-
ciones son iguales al caso Hs(R2), por tal razón serán omitidas.
Proposición 4.4. Sea E(t)ϕ = eAtϕ, donde A = ∂x(1 + D
α
x )
−1Dβy , la aplicación
E : R 7→ B(Hs1,s2(R2)) es un grupo unitario fuertemente continuo.
Proposición 4.5. Si α ≥ 1, el operador B = −∂x(1 +Dαx )−1 es acotado en Hs1,s2(R2).
4.1. Buen Planteamiento Local
Como el operador B y el grupo E(t) están acotados en Hs1,s2(R2), y tenemos las condiciones
para que Hs1,s2(R2) sea un álgebra de Banach, ahora demostraremos la existencia de una













el cual es un subespacio métrico completo bajo la siguiente métrica:
ds1,s2(v, w) = sup
t∈[0,T ]
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< 2, α ≥ 1, y v ∈ Xs1,s2(T,M,ϕ),
entonces la aplicación Ψ cumple:
1. Existe T1(M, ‖ϕ‖s1,s2) ≥ 0 tal que Ψ(v)(t) ∈ Xs1,s2(T1,M, ϕ)
2. Existe T2(M, ‖ϕ‖s1,s2) ≥ 0 tal que Ψ(v)(t) es una contracción.




< 2, α ≥ 1 entonces existen
T = T (‖ϕ‖s1,s2 ,M) > 0 y una función u ∈ C([0, T ];H
s1,s2(R2)) que satisface la ecuación
integral (3-4), además la función ϕ −→ u asociada a la ecuación (3-1) es continua.
La demostración de la proposición y teorema anterior siguen las misma ideas que en el caso
Hs(R2), por tal razón serán omitidas.
4.2. Buen Planteamiento Global




< 1, α ≥ 2, β ≥ 2, el problema de valor inicial 3-1





∥∥Dα/2x u∥∥20 + ∥∥Dβ/2y u∥∥20





≤ 2Q(ϕ) + 2S(ϕ) + c ‖u‖3L3 usando (3-18)
≤ 2Q(ϕ) + 2S(ϕ) + c ‖u‖20 ‖u‖1 si α ≥ 2, β ≥ 2
≤ 2Q(ϕ) + 2S(ϕ) + cQ(ϕ) ‖u‖α/2,β/2 usando Young




















5 El Problema ZK-BBM en espacios
anisotrópicos con pesos Fs1,s2r1,r2
En este caṕıtulo estudiamos tres casos concretos de la ecuación 1-7, en los espacios anisotrópi-
cos con peso F s1,s2r1,r2 (R
2), en el cual establecemos buen planteamiento local y principios de
continuación única. Para el estudio del buen planteamiento local en estos espacios basta con
acotar el operador B = −∂x(1 +Dαx )−1 y el grupo E(t) = e∂x(1+D
α
x )
−1Dβy t en F s1,s2r1,r2 (R
2).
5.1. Caso α = 1, β = 1
En esta sección estudiaremos el problema de valor inicial:{
ut = ∂x(1 +Dx)
−1Dyu− ∂x(1 +Dx)−1u2
u(0, x, y) = ϕ(x, y) ∈ F s1,s2r1,r2 ,
(5-1)












= (F (ξ, η, t)ϕ̂)∨ ,







Con el fin de acotar el operador B en F s1,s2r1,r2 (R
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Proposición 5.1. El operador B = −∂x(1 + Dx)−1 es un operador acotado en F s1,s2r1,r2 para
0 ≤ r1 < 52 .
Demostración.
‖Bϕ‖F s1,s2r1,r2 = ‖Bϕ‖s1,s2 + ‖Bϕ‖L2r1,r2
= ‖Bϕ‖s1,s2 + ‖Bϕ‖L2r1,0 + ‖Bϕ‖L20,r2




r2ϕ‖0 = ‖ϕ‖L20,r2 (5-3)

















∥∥∥∥ −iξ1 + |ξ|∂2ξ ϕ̂
∥∥∥∥
0
≤ c(‖ϕ‖0 + ‖xϕ‖0 +
∥∥x2ϕ∥∥
0
) ≤ c ‖ϕ‖L2r1,0
El teorema de interpolación de Stein-Weiss ( ver teorema 5.4.1 en [Bergh and Löfström, 1976]),
junto con la acotación anterior implica que ‖xrBϕ‖0 ≤ ‖xrϕ‖0 para 0 ≤ r ≤ 2.
Para el caso 2 < r1 <
5
2

















∥∥∥∥Dbξ ( −iξ1 + |ξ|∂2ξ ϕ̂
)∥∥∥∥
0
= A1 + A2 + A3
Para acotar A1 usamos que H es un operador acotado en los espacios con peso x2θ (ver












∥∥∥∥Dbξ ( 1(1 + |ξ|)3 ϕ̂
)∥∥∥∥
0
≤ c ‖ϕ̂‖0 +
∥∥Dbξϕ̂∥∥0
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≤ c ‖ϕ‖0 + c
∥∥|x|bϕ∥∥
0








Para acotar A3 tenemos presente que el operador B es acotado en L
















= (F (ξ, η, t)ϕ̂)∨ en los espacios con pesos F s1,s2r1,r2 . Los
siguientes tres resultados están enfocados en pesos enteros, para esto calculamos las primeras
derivadas parciales de F (ξ, η, t):













































, para s1, s2 ∈ R y r1 ∈ N con s2 ≥ r1, tenemos




donde Pr1(t) es un polinomio de grado r1.
2. Si r1 ≥ 3 y ϕ ∈ F s1,s2r1,0 , E(t)ϕ ∈ C([0,∞];F
s1,s2
r1,0
) si y sólo si ∂jξ ϕ̂(0, η) = 0 para todo
j = 0, 1, 2, 3, ..., r1 − 3
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Demostración. Si r1 = 1
‖E(t)ϕ‖Fs1,s21,0 = ‖E(t)ϕ‖s1,s2 + ‖E(t)ϕ‖L21,0
≤ ‖ϕ‖s1,s2 + ‖x(E(t)ϕ)‖0
≤ ‖ϕ‖s1,s2 + ‖∂ξ(Fϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖∂ξF · ϕ̂‖0 + ‖F · ∂ξϕ̂‖0
≤ ‖ϕ‖s1,s2 +




≤ ‖ϕ‖s1,s2 + t ‖|η|ϕ̂‖0 + ‖xϕ‖0
≤ Pr1(t) ‖ϕ‖Fs1,s21,0 con s2 ≥ 1
Si r1 = 2







∥∥∂2ξF · ϕ̂∥∥0 + 2 ‖∂ξF · ∂ξϕ̂‖0 + ∥∥F · ∂2ξ ϕ̂∥∥0
≤ ‖ϕ‖s1,s2 +

















+ t ‖|η|∂ξϕ̂‖0 +
∥∥∂2ξ ϕ̂∥∥0
≤ ‖ϕ‖s1,s2 + 2t ‖Dyϕ‖0 + t
2
∥∥D2yϕ∥∥0 + t ‖Dy|x|ϕ‖0 + ∥∥|x|2ϕ∥∥0
Para acotar el cuarto término, usamos el lema 2.7 con (1−θ)b = 1, θa = 1 y b = 2 se obtiene
que a = 2 y que
‖Dy|x|ϕ‖0 ≤ ‖ 〈x〉
2 ϕ‖0 + ‖J2yϕ‖0.
Por lo tanto,
||E(t)ϕ||Fs1,s2r1,0 ≤ Pr1(t) ‖ϕ‖F
s1,s2
r1,0
con s2 ≥ 2
Para la segunda parte del teorema supongamos que r1 = 3 y ϕ̂(0, η) = 0







∥∥∂3ξF · ϕ̂∥∥0 + 3 ∥∥∂2ξF · ∂ξϕ̂∥∥0 + 3 ∥∥∂ξF · ∂2ξ ϕ̂∥∥0 + ∥∥F · ∂3ξ ϕ̂∥∥0
≤ ‖ϕ‖s1,s2 + ‖2i|η|tδϕ̂‖0 +




∥∥∥∥6η2t2sgn(ξ)(1 + |ξ|)5 Fϕ̂
∥∥∥∥
0
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+


























∥∥η2∂ξϕ̂∥∥0 + t∥∥η∂2ξ ϕ̂∥∥0 + ∥∥∂3ξ ϕ̂∥∥0)
≤ c(‖ϕ‖s1,s2 + t ‖ϕ‖s1,1 + t
2 ‖ϕ‖s1,2 + t
3 ‖ϕ‖s1,3
+ t ‖Dy|x|ϕ‖0 + t
2
∥∥D2y|x|ϕ∥∥0 + t∥∥Dyx2ϕ∥∥0 + ‖ϕ‖L23,0).
Debemos acotar los términos quinto, sexto y séptimo de la última desigualdad, para ello
usamos el lema 2.7.







∥∥D2y|x|ϕ∥∥0 tomando (1− θ)b = 1, θa = 2 y b = 3 se tiene que a = 3 y que:∥∥D2y|x|ϕ∥∥0 ≤ ∥∥〈x〉3 ϕ∥∥0 + ∥∥J3yϕ∥∥0 .
Para ‖Dyx2ϕ‖0 tomando (1− θ)b = 2, θa = 1 y b = 3 se tiene que a = 3 y que:∥∥Dyx2ϕ∥∥0 ≤ ∥∥〈x〉3 ϕ∥∥0 + ∥∥J3yϕ∥∥0 .
Por lo tanto,
‖E(t)ϕ‖Fs1,s2r1,0 ≤ P (t) ‖ϕ‖F
s1,s2
r1,0
si s2 ≥ 3
Ahora veamos la otra implicación de la parte dos, para ello supongamos que r1 = 3, ϕ ∈ F s1,s23,0













ξ ϕ̂ usando las mismas ideas de esta demostración tenemos
que ∂kξF∂
3−k
ξ ϕ̂ ∈ L2(R2) para k = 0, 1, 2, para el caso de k = 3 restamos 2i|η|tδ para
concluir que ∂3ξFϕ̂−2i|η|tϕ̂(0, η)δ ∈ L2(R2), entonces 2i|η|tϕ̂(0, η)δ ∈ L2(R2), de esta manera
ϕ̂(0, η) = 0 para todo η. Para r ≥ 4 se usa la misma idea que r = 3 con ayuda del método
de inducción.






, para s1, s2 ∈ R y r2 ∈ N, tenemos




donde Pr2(t) es un polinomio de grado 1.
2. Si r2 ≥ 2 y ϕ ∈ F s1,s20,r2 , E(t)ϕ ∈ C([0,∞];F
s1,s2
0,r2
) si y sólo si ∂jηϕ̂(ξ, 0) = 0 para todo
j = 0, 1, 2, 3, ..., r2 − 1
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Demostración. Sea r2 = 1
‖E(t)ϕ‖Fs1,s20,1 = ‖E(t)ϕ‖s1,s2 + ‖E(t)ϕ‖L20,1
≤ ‖ϕ‖s1,s2 + ‖∂η(Fϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖∂ηF · ϕ̂‖0 + ‖F · ∂ηϕ̂‖0
≤ ‖ϕ‖s1,s2 +




≤ ‖ϕ‖s1,s2 + t ‖ϕ‖0 + ‖|y|ϕ‖0
≤ P1(t) ‖ϕ‖Fs1,s20,1
Si r2 = 2 y ϕ̂(ξ, 0) = 0,




∥∥∂2ηF · ϕ̂∥∥0 + ‖∂ηF · ∂ηϕ̂‖0 + ∥∥F · ∂2ηϕ̂∥∥0
≤ ‖ϕ‖s1,s2 +













≤ ‖ϕ‖s1,s2 + t
2 ‖ϕ̂‖0 + t ‖∂ηϕ̂‖0 +
∥∥∂2ηϕ̂∥∥0
≤ P2(t) ‖ϕ‖Fs1,s20,2
La reciproca se hace igual que la proposición anterior.
Debido a que F s1,s2r1,r2 = F
s1,s2
r1,0
∩ F s1,s20,r2 , de la dos proposiciones anteriores 5.2 y 5.3, se sigue
inmediatamente el siguiente corolario:
Corolario 5.4. Sean E(t) como en las proposiciones 5.2 y 5.3.
Si s1, s2 ∈ R, r1 = 0, 1, 2 y r2 = 0, 1 con s2 ≥ r1, tenemos
‖E(t)ϕ‖Fs1,s2r1,r2 ≤ Pr(t)‖ϕ‖Fs1,s2r1,r2 ,
donde Pr(t) es un polinomio de grado r = máx{r1, r2} con coeficientes positivos.
Ahora acotaremos E(t) en los espacios con peso F s1,s2r1,r2 donde r1 y r2 son reales no enteros.
En este caso usaremos la derivada de Stein definida en 2-7. Gracias al lema 2.13, tenemos el
siguiente resultado:
Lema 5.5. Sea b ∈ (0, 1),
Dbξ(F (ξ, η, t)) = Dbξ(e
itξ|η|
1+|ξ| ) ≤ C(b)tb|η|b, (5-4)
para todo t > 0.
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donde C(t) es una función continua y creciente en t.
Demostración.
‖E(t)ϕ‖Fs1,s2r1,0 = ‖E(t)ϕ‖s1,s2 + ‖E(t)ϕ‖L2r1,0
≤ ‖ϕ‖s1,s2 + ‖|x|r1E(t)ϕ‖0
≤ ‖ϕ‖s1,s2 + ‖Dr1ξ (Fϕ̂)‖0
Haciendo que r1 = b, con 0 < b < 1, las propiedades de la derivada de Stein y el lema (5.5),
implican,
‖E(t)ϕ‖Fs1,s2r1,0 ≤ ‖ϕ‖s1,s2 + ‖D
b
ξ(Fϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖DbξF · ϕ̂‖0 + ‖F · Dbξϕ̂‖0
≤ ‖ϕ‖s1,s2 + ‖C(b)tb|η|bϕ̂‖0 + ‖Dbξϕ̂‖0
≤ ‖ϕ‖s1,s2 + C(b)tb‖Dbyϕ‖0 + ‖|x|bϕ‖0
≤ c(t)‖ϕ‖Fs1,s2r1,0 si s2 ≥ b
Ahora, hagamos r = 1 + b, con 0 < b < 1. De las propiedades de la derivada de Stein, el
lema (5.5) y la proposición 2.12, tenemos:
‖E(t)ϕ‖Fs1,s2r,0 ≤ ‖ϕ‖s1,s2 + ‖D
b
ξ∂ξ(Fϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖Dbξ (∂ξF · ϕ̂) ‖0 + ‖Dbξ (F · ∂ξϕ̂) ‖0






‖0 + ‖Dbξ (F · ∂ξϕ̂) ‖0
≤ ‖ϕ‖s1,s2 + ‖|η|tF ϕ̂‖0 + ‖Dbξ (|η|tF ϕ̂) ‖0 +
∥∥DbξF · ∂ξϕ̂∥∥0 (5-5)
+ ‖F‖∞
∥∥Dbξ∂ξϕ̂∥∥0
≤ ‖ϕ‖s1,s2 + t‖|η|ϕ̂‖0 + t ‖F‖∞ ‖D
b
ξ (|η|ϕ̂) ‖0 + t‖|η|ϕ̂DbξF‖0
+ c(b)tb
∥∥|η|b∂ξϕ̂∥∥0 + ∥∥Dbξ∂ξϕ̂∥∥0
≤ ‖ϕ‖s1,s2 + t ‖|η|ϕ̂‖0 + t‖D
b
ξ (|η|ϕ̂) ‖0 + c(b)t1+b‖|η|1+bϕ̂‖0
+ c(b)tb
∥∥|η|b∂ξϕ̂∥∥0 + ∥∥Dbξ∂ξϕ̂∥∥0
≤ ‖ϕ‖s1,s2 + t ‖Dyϕ‖0 + t‖Dy|x|
bϕ‖0 + c(b)t1+b‖D1+by ϕ‖0
+ c(b)tb
∥∥Dby|x|ϕ∥∥0 + ∥∥|x|1+bϕ∥∥0 .
Debemos acotar el tercer y quinto término, para ello usamos el lema 2.7.
Para
∥∥Dy|x|bϕ∥∥0 tomando (1− θ)b′ = b, θa = 1 y b′ = 1 + b se tiene que a = 1 + b y que:∥∥Dy|x|bϕ∥∥0 ≤ ∥∥∥〈x〉1+b ϕ∥∥∥0 + ∥∥J1+by ϕ∥∥0 ,
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Para
∥∥Dby|x|ϕ∥∥0 tomando (1− θ)b′ = 1, θa = b y b′ = 1 + b se tiene que a = 1 + b y que:∥∥Dby|x|ϕ∥∥0 ≤ ∥∥∥〈x〉1+b ϕ∥∥∥0 + ∥∥J1+by ϕ∥∥0 .
Por lo tanto,
‖E(t)ϕ‖Fs1,s2r1,0 ≤ C(t, b) ‖ϕ‖F
s1,s2
r1,0
si s2 ≥ 1 + b
Ahora supongamos que r1 = 2 + b, con 0 < b < 1/2. De las propiedades de la derivada de
Stein, el lema (5.5) y la proposición 2.12, tenemos que,





≤ ‖ϕ‖s1,s2 + ‖Dbξ(∂2ξF · ϕ̂)‖0 + 2‖Dbξ(∂ξF · ∂ξϕ̂)‖0 + ‖Dbξ(F · ∂2ξ ϕ̂)‖0
≤ ‖ϕ‖s1,s2 +












= ‖ϕ‖s1,s2 +B1 +B2 +B3 +B4. (5-6)
Para acotar B1 usamos el teorema (2.17), el lema 5.5 y la proposición 2.12.
B1 =






















bϕ‖0 + ‖D1+by ϕ‖0
)
,
donde, hemos usado la ecuación 5-5 para obtener la última desigualdad. Para acotar el
segundo término de esta, usamos el lema 2.7 con (1− θ)b′ = b, θa = 1 y b′ = 2 + b se tiene
que a = 2+b
2
y que,∥∥Dy|x|bϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥∥J 2+b2y ϕ∥∥∥0 .
Para B2, B3 y B4 usamos el lema 5.5 y la proposición 2.12:
B2 =
∥∥∥∥Dbξ ( η2t2(1 + |ξ|)4Fϕ̂
)∥∥∥∥
0
















∥∥η2Dbξϕ̂∥∥0 + c(b)tb ∥∥η2+bϕ̂∥∥0)
≤ c(b)t2+b
(∥∥D2yϕ∥∥0 + ∥∥D2y|x|bϕ∥∥0 + ∥∥D2+by ϕ∥∥0) ,
para acotar el segundo término de la anterior desigualdad usamos el lema 2.7 con (1−θ)b′ = b,
θa = 2 y b′ = 2 + b se tiene que a = 2 + b y que,∥∥D2y|x|bϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2+by ϕ∥∥0 .
Ahora,
B3 =


















∥∥Dy|x|1+bϕ∥∥0 + ∥∥D1+by |x|ϕ∥∥0) .
Debemos acotar los tres términos, usando el lema 2.7.
Para ‖Dy|x|ϕ‖0 tomando (1− θ)b











∥∥Dy|x|1+bϕ∥∥0 tomando (1− θ)b′ = 1, θa = 1 y b′ = 2 + b se tiene que a = 2 + b y que,∥∥Dy|x|1+bϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2+by ϕ∥∥0 .
Para
∥∥D1+by |x|ϕ∥∥0 tomando (1 − θ)b′ = 1, θa = 1 + b y b′ = 2 + b se tiene que a = 2 + b y
que,∥∥D1+by |x|ϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2+by ϕ∥∥0 .
Resta acotar B4, con este fin,
B4 = ‖Dbξ(F∂2ξ ϕ̂)‖0
≤ ‖F∂2ξ ϕ̂‖0 + ‖Dbξ(F∂2ξ ϕ̂)‖0




ξ ϕ̂‖0 + ‖∂2ξ ϕ̂DbξF‖0
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≤ ‖∂2ξ ϕ̂‖0 + ‖Dbξ∂2ξ ϕ̂‖0 + c(b)tb‖|η|b∂2ξ ϕ̂‖0
≤ ‖x2ϕ‖0 + ‖|x|2+bϕ‖0 + c(b)tb‖Dbyx2ϕ‖0.
Para acotar el último término usamos el lema 2.7 con (1 − θ)b′ = 2, θa = b y b′ = 2 + b se
tiene que a = 2 + b y que,∥∥Dbyx2ϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2+by ϕ∥∥0 .
Ahora analicemos el peso en la variable y. El lema 2.14 implica que
Dbη(e
iξ|η|t











donde c(t) es una función continua y creciente en t.
Demostración. Supongamos que r2 = b, con 0 < b < 1. De las propiedades de la derivada de
Stein y la desigualdad (5-7), tenemos
‖E(t)ϕ‖Fs1,s20,r2 = ‖E(t)ϕ‖s1,s2 + ‖E(t)ϕ‖L20,b
≤ ‖ϕ‖s1,s2 + ‖|y|bE(t)ϕ‖0
≤ ‖ϕ‖s1,s2 + ‖Dbη(Fϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖DbηF · ϕ̂‖0 + ‖F · Dbηϕ̂‖0






≤ ‖ϕ‖s1,s2 + c(b)tb‖ϕ‖0 + ‖|y|bϕ‖0
≤ c(t)‖ϕ‖Fs1,s20,r2
Ahora supongamos que r2 = 1 + b, con 0 < b < 1/2. De las propiedades de la derivada de
Stein, de la desigualdad (5-7) y el teorema para acotar la transformada de Hilbert (2.17)
tenemos:
‖E(t)ϕ‖Fs1,s20,r2 = ‖E(t)ϕ‖s1,s2 + ‖E(t)ϕ‖L20,1+b
≤ ‖ϕ‖s1,s2 + ‖|y|1+bE(t)ϕ‖0
≤ ‖ϕ‖s1,s2 + ‖Dbη∂η(Fϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖Dbη(∂ηF · ϕ̂)‖0 + ‖Dbη(F∂ηϕ̂)‖0 (5-8)
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≤ ‖ϕ‖s1,s2 +
























‖0 + ‖D1+bη ϕ̂‖0 + c(b)tb‖∂ηϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖Dbηϕ̂‖0 + ‖ϕ̂DbηF‖0 + ‖D1+bη ϕ̂‖0 + c(b)tb‖∂ηϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖Dbηϕ̂‖0 + tb‖ϕ̂‖0 + ‖D1+bη ϕ̂‖0 + c(b)tb‖∂ηϕ̂)‖0
≤ c(b)tb‖ϕ‖Fs1,s20,1+b .
Las proposiciones 5.6 y 5.7 permiten obtener el siguiente corolario:
Corolario 5.8. Sea E(t) como antes, s1, s2 ∈ R, 0 ≤ r1 < 5/2, 0 ≤ r2 < 3/2 con s2 ≥ r1.
Entonces,
‖E(t)ϕ‖Fs1,s2r1,r2 ≤ c(t)‖ϕ‖Fs1,s2r1,r2 ,
donde c(t) es una función continua creciente.
5.1.1. Buen planteamiento local
Para demostrar la existencia de una solución del problema de valor inicial 5-1 en los espacios
F s1,s2r1,r2 (R









∥∥u(t)− eAtϕ∥∥Fs1,s2r1,r2 ≤M} , (5-9)
el cual es un subespacio métrico completo bajo la siguiente métrica:













< 2, s1, s2 ∈ R, 0 ≤ r1 < 5/2,
0 ≤ r2 < 3/2 con s2 ≥ r1, se tiene que la aplicación Ψ cumple:
1. Ψ(v)(t) ∈ F s1,s2r1,r2 (R
2) para todo t ∈ [0, T ]
2. Ψ(v) ∈ C
(
[0, T ];F s1,s2r1,r2 (R
2)
)
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4. Existe T2(M, ‖ϕ‖Fs1,s2r1,r2 ) ≥ 0 tal que Ψ(v)(t) es una contracción.





< 2, s1, s2 ∈ R+, 0 ≤ r1 < 5/2,
0 ≤ r2 < 3/2 y s2 ≥ r1, entonces existen un T = T (‖ϕ‖Fs1,s2r1,r2 ,M) > 0 y una única función
u ∈ C([0, T ];F s1,s2r1,r2 (R
2)) que satisface la ecuación integral 5-2. Además, la función ϕ −→ u
asociada a la ecuación 5-1 es continua.
Demostración. Con la proposición 4.3 podemos concluir que el espacio F s1,s2r1,r2 (R
2) es un
álgebra de Banach, por la proposición 5.1 el operador B esta acotado en F s1,s2r1,r2 (R
2) y por el
corolario 5.8 acotamos el grupo E(t). Con estos tres resultados y siguiendo las mismas ideas
para el caso Hs(R2) del caṕıtulo 2 se obtiene el buen planteamiento local.
5.1.2. Continuación única de las soluciones





< 2, s1, s2 ∈ R, s2 ≥ 5/2 y 0 ≤ r1 < 5/2,
donde se satisfacen las condiciones del teorema 5.10 de buen planteamiento local, sea
u ∈ C([0, T ];F s1,s2r1,0 ) la solución del problema de valor inicial 5-1, con u(0) = ϕ tal que∫
RDyu(0, x, y)dx ≤ 0 para casi todo y ∈ R y si para dos tiempos t1 = 0 < t2 < T se tiene
que u(tj) ∈ F s1,s25/2,0 j = 1, 2 entonces u ≡ 0.
Demostración. Sea u ∈ C([0, T ];F s1,s2r1,0 )), con u(0, x, y) = ϕ(x, y) la solución del problema
de valor inicial 5-1. Multiplicando x2 por la ecuación integral 5-2 tenemos:




Aplicando la transformada de Fourier, queremos analizar la D
1/2
ξ en ambos lados de la
igualdad, para ello sabemos
∂2ξ (Fϕ̂) = ∂
2




F · ϕ̂− η
2t2
(1 + |ξ|)4
F · ϕ̂+ 2i|η|t
(1 + |ξ|)2
F · ∂ξϕ̂+ F · ∂2ξ ϕ̂
= C1 + C2 + C3 + C4.
De los términos B1 +B2 +B3 +B4 en 5-6 tenemos que, para 0 < b < 1∥∥∥∥Dbξ ( η2t2(1 + |ξ|)4F · ϕ̂
)∥∥∥∥
0
≤ c(t) ‖ϕ‖Fs1,s2r,0∥∥∥∥Dbξ ( 2i|η|t(1 + |ξ|)2F · ∂ξϕ̂
)∥∥∥∥
0
≤ c(t) ‖ϕ‖Fs1,s2r,0∥∥Dbξ (F · ∂2ξ ϕ̂)∥∥0 ≤ c(t) ‖ϕ‖Fs1,s2r,0
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Por lo tanto, D
1/2
ξ Ci ∈ L2(R2) para i = 2, 3, 4. Para acotar D
1/2





















= C1,1 + C1,2 + C1,3
Usando la proposición 2.19 tenemos D
1/2
ξ C1,1 y D
1/2
ξ C1,2 ∈ L2(R2), como,














(x2E(t)ϕ)∧ + 2i|η|tsgn(ξ)ϕ̂(ξ, η)
)
∈ L2(R2). (5-11)
Ahora para el término de la integral, sea u2 = v y ‖x2E(t)B(v)‖0 =












































































= − 2 |η| t|ξ|
(1 + |ξ|)4






















= D1 +D2 +D3 +D4 +D5 +D6 +D7
D
1/2
ξ Di ∈ C([0, T ];L
2(R2)), para i = 1, 2, 3, ..., 7, i 6= 5.
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Haremos en detalle la acotación para D2, los demás términos se analizan de forma similar.
La proposición 2.12, implica que∥∥∥D1/2ξ D2∥∥∥
0
=































(∥∥D2yv∥∥0 + ∥∥D5/2y v∥∥0 + ∥∥D2y|x|1/2v∥∥0) .
Para acotar el tercer término usamos el lema 2.7 tomando (1− θ)b = 1/2, θa = 2 y b = 5/2,






















= D5,1 +D5,2 +D5,3
usando la proposición 2.19 tenemos D
1/2
ξ D5,1, y D
1/2
ξ D5,2 ∈ C([0, T ];L2(R2)),
como
(x2E(t)B(v))∧ = D1 +D2 +D3 +D4 +D5 +D6 +D7
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D̂yϕ(ξ, η)− v̂(τ, ξ, η)dτ
))
∈ L2(R2) (5-13)
para mayor comodidad sea f̂(ξ, η) =
(∫ t2
0
D̂yϕ(ξ, η)− v̂(τ, ξ, η)dτ
)









































∈ L2(R) para casi todo y ∈ R
Como sgn(0+)f̂
x
(0+, y) 6= sgn(0−)f̂
x
(0−, y) para casi todo y ∈ R podemos aplicar el teore-









/∈ L2(R) para casi todo y ∈ R
a menos que f̂
x




(0, y)− v̂x(τ, 0, y)dτ = 0 para casi todo y ∈ R




(Dyϕ(x, y)− v(τ, x, y)) dxdτ = 0 para casi todo y ∈ R










RDyu(0, x, y)dx ≤ 0 entonces u
2 = 0 por lo tanto u ≡ 0.
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< 2, s1, s2 ∈ R+ y 0 ≤ r2 < 3/2, donde se sa-
tisfacen las condiciones del teorema 5.10 de buen planteamiento local, sea
u ∈ C([0, T ];F s1,s20,r2 ) la solución del problema de valor inicial 5-1, con u(0) = ϕ tal que∫
R ∂
−1
x (1 +Dx)u(0, x, y)dy ≤ 0 para casi todo x ∈ R. Si para dos tiempos t1 = 0 < t2 < T se
tiene que u(tj) ∈ F s1,s20,3/2 j = 1, 2 entonces u ≡ 0.
Demostración. Siguiendo las mismas ideas de la demostración anterior sea u ∈ C([0, T ];F s1,s20,r2 ))
y u(0, x, y) = ϕ(x, y). Multiplicando por la variable y en la ecuación integral 5-2 tenemos:




Aplicando la transformada de Fourier, analizaremos la derivada D
1/2
η en ambos lados de la
igualdad. Observemos que,




F · ϕ̂+ F · ∂ηϕ̂
= E1 + E2
Debido a la desigualdad (5-8) sabemos que
∥∥Dbη(F∂ηϕ̂)∥∥0 ≤ C(b)tb ‖ϕ‖Fs1,s20,1+b para b ∈ (0, 1)








(F − 1)ϕ̂+ iξtsgn(η)
1 + |ξ|
ϕ̂
= E1,1 + E1,2
por la proposición 2.19 se concluye que D
1/2
η E1,1 ∈ L2(R2) como









ahora para el término de la integral, tomemos u2 = v, como ‖yE(t)B(v)‖0 =














∂η (F · v̂)




































= F1 + F2 + F3
por la proposición 2.19 tenemos D
1/2
η F1 y D
1/2
η F3 ∈ C([0, T ];L2(R2)), como


















Por lo tanto de las ecuaciones 5-14 y 5-15 tenemos:
D1/2η
(










(t− τ)v̂(τ, ξ, η)dτ
)
∈ L2(R2)











(t2 − τ)v̂(τ, ξ, η)dτ
))
∈ L2(R2)

























(ξ, η)− (t2 − τ)v̂(τ, ξ, η)dτ
))
∈ L2(R2)





(ξ, η)− (t2−τ)v̂(τ, ξ, η)dτ , razonando de la misma manera
que la ecuación 5-13 y usando el teorema 2.18 tenemos que
D1/2η [sgn(η)ĝ
y(x, η)] /∈ L2η(R) para casi todo x ∈ R





(x, 0)− (t2 − τ)v̂ y(τ, x, 0)dτ
)
= 0 para casi todo x ∈ R,






∂−1x (1 +Dx)ϕ(x, y)− (t2 − τ)v(τ, x, y)
)
dydτ = 0 para casi todo x ∈ R,





∂−1x (1 +Dx)ϕ(x, y)− (t2 − τ)u2(τ, x, y)
)
dydτ = 0 para casi todo x




x (1 + Dx)u(0, x, y)dx ≤ 0 entonces u2 = 0 por
lo tanto u ≡ 0.
5.2. Caso 1 ≤ α < 2, β = 2
En esta sección estudiaremos el siguiente problema de valor inicial:{
ut = ∂x(1 +D
α
x )
−1D2yu− ∂x(1 +Dαx )−1u2
u(0, x, y) = ϕ(x, y) ∈ F s1,s2r1,r2
para mayor comodidad sea α = 1 + θ con 0 ≤ θ < 1, de esta manera el problema de valor










u(0, x, y) = ϕ(x, y) ∈ F s1,s2r1,r2 ,
(5-16)














= (Fθ(ξ, η, t)ϕ̂)
∨ . (5-18)







Siguiendo los pasos del anterior caso, primero acotaremos el operador Bθ en F s1,s2r1,r2 , para esto



















i(1 + θ)(2 + θ)|ξ|θsgn(ξ)
(1 + |ξ|1+θ)3







iθ(1 + θ)(2 + θ)|ξ|1+3θ
(1 + |ξ|1+θ)4
− i(1 + θ)(4θ
2 + 8θ + 6)|ξ|2θ
(1 + |ξ|1+θ)4
+
iθ(1 + θ)(2 + θ)|ξ|θ−1
(1 + |ξ|1+θ)4
Proposición 5.13. El operador Bθ = −∂x(1+D1+θx )−1 es un operador acotado en F s1,s2r1,r2 (R
2)
para 0 ≤ r1 < 5/2 + θ < 3.
Demostración.
‖Bθϕ‖F s1,s2r1,r2 = ‖Bθϕ‖s1,s2 + ‖Bθϕ‖L2r1,r2
= ‖Bθϕ‖s1,s2 + ‖Bθϕ‖L2r1,0 + ‖Bθϕ‖L20,r2
El primer y tercer sumando se acotan de forma similar a la proposición 3.2 y a la ecuación
5-3 respectivamente. Para el segundo sumando supongamos que r1 = 2,
‖Bθϕ‖L2r1,0 =









































‖ϕ̂‖0 + ‖∂ξϕ̂‖0 +
∥∥∂2ξ ϕ̂∥∥0) ≤ c ‖ϕ‖L22,0
El teorema de interpolación, de Stein-Weiss ( ver teorema 5.4.1 en [Bergh and Löfström, 1976])
junto con la desigualdad anterior nos permite concluir ‖xrBθϕ‖0 ≤ ‖xrϕ‖0 para 0 ≤ r ≤ 2.
Para el caso 2 < r1 <
5
2
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≤ c












∥∥∥∥Dbξ ( ξ1 + |ξ|1+θ ∂2ξ ϕ̂
)∥∥∥∥
0
= A1 + A2 + A3 + A4
Para acotar A2 definimos la función de corte:
χ = χ(ξ) ∈ C∞0 (R) tal que χ ≡ 1 en (−1, 1) y suppχ ⊆ [−2, 2] (5-20)
A2 =

























∥∥∥∥Dbξ ( |ξ|θsgn(ξ)(1− χ)(1 + |ξ|1+θ)3 ϕ̂
)∥∥∥∥
0
≤ A2,1 + A2,2 + A2,3
(5-22)
Antes de acotar los tres términos anteriores, definamos g(ξ) = |ξ|
θsgn(ξ)χ(ξ)
(1+|ξ|1+θ)3 y veamos que
Dbξg(ξ) ∈ L2(R), para esto usamos la proposición 2.12 y la proposición 2.15, es importante
decir que para usar la proposición 2.15, debemos poner la condición que b < 1/2 + θ
∥∥Dbξ (g(ξ))∥∥0 =

































|Dbξ (g(ξ)) |2 dξ dη





















































(1 + x2)r1 |ϕ(x, y)|2dx dy
≤ c ‖ϕ‖20 + c ‖ϕ‖
2
L2r1,0
la acotación de A2,2 es inmediata, con A2,3 es mas sencillo ya que estamos sobre el dominio
de la función (1− χ(ξ)):
A2,3 =

































≤ c ‖ϕ‖0 + c ‖ϕ‖L2r1,0
Para acotar A1 se hace de forma similar que A2 con la diferencia que la condición de acotación
es b < (2θ + 1) + 1/2, la cual se cumple para todo 0 < θ < 1.
Para A3 usamos la proposición 2.12
A3 =







≤ c ‖xϕ‖0 +
∥∥|x|1+bϕ∥∥
0
La acotación del término A4 es similar al término A3.
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= (Fθ(ξ, η, t)ϕ̂)
∨ en los espacios con
pesos F s1,s2r1,r2 , los siguientes tres resultados están enfocados en pesos enteros, a continuación
calculamos las derivadas parciales de Fθ(ξ, η, t);
∂ξFθ(ξ, η, t) =
i(1−θ|ξ|1+θ)η2t
(1+|ξ|1+θ)2 Fθ











































Proposición 5.14. Sean Eθ(t) como 5-18, s1, s2 ∈ R+, r1 ∈ N y s2 ≥ 2r1.




donde Pr1(t) es un polinomio de grado r1.
Demostración. Si r1 = 1
‖Eθ(t)ϕ‖Fs1,s21,0 = ‖Eθ(t)ϕ‖s1,s2 + ‖Eθ(t)ϕ‖L21,0
≤ ‖ϕ‖s1,s2 + ‖x(Eθ(t)ϕ)‖0
≤ ‖ϕ‖s1,s2 + ‖∂ξ(Fθϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖∂ξFθϕ̂‖0 + ‖Fθ∂ξϕ̂‖0
≤ ‖ϕ‖s1,s2 +








≤ Pr1(t) ‖ϕ‖Fs1,s21,0 si s2 ≥ 2
Si r1 = 2
‖Eθ(t)ϕ‖Fs1,s22,0 = ‖Eθ(t)ϕ‖s1,s2 + ‖Eθ(t)ϕ‖L22,0






∥∥∂2ξFθϕ̂∥∥0 + 2 ‖∂ξFθ∂ξϕ̂‖0 + ∥∥Fθ∂2ξ ϕ̂∥∥0
≤ ‖ϕ‖s1,s2 +


























∥∥η2∂ξϕ̂∥∥0 + ∥∥∂2ξ ϕ̂∥∥0)
≤ c
(
‖ϕ‖s1,s2 + t ‖ϕ‖0,2 + t




‖ϕ‖s1,s2 + t ‖ϕ‖0,2 + t
2 ‖ϕ‖0,4 + t‖ 〈x〉
2 ϕ‖0 + t‖J4yϕ‖0 + ‖ϕ‖L22,0
)
≤ Pr1(t) ‖ϕ‖Fs1,s22,0 con s2 ≥ 4
para justificar la anterior desigualdad debemos acotar el termino
∥∥D2y|x|ϕ∥∥0 para ello usamos
el lema 2.7 con (1− θ)b′ = 1, θa = 2 y b′ = 2 se tiene que a = 4.
Proposición 5.15. Sean Eθ(t) como 5-18, s1, s2 ∈ R+, r2 ∈ N y s2 ≥ r2. Entonces
||Eθ(t)ϕ||F s1,s20,r2 ≤ Pr2(t)||ϕ||F
s1,s2
0,r2
donde Pr2(t) es un polinomio de grado r2.
Demostración. En forma general sea r2 ∈ N
‖Eθϕ‖Fs1,s20,r2 = ‖Eθϕ‖s1,s2 + ‖Eθϕ‖L20,r2

















∥∥∂kηFθ · ∂r2−kη ϕ̂∥∥0
como ∂kηFθ(ξ, η, t) = Pk(η, t)Fθ donde Pk es un polinomio de grado k en la variable η y sus
potencias son todas pares o impares por lo tanto




∥∥Pk(η, t) · ∂r2−kη ϕ̂∥∥0
58 5 El Problema ZK-BBM en espacios anisotrópicos con pesos F s1,s2r1,r2
analizamos la mayor potencia del polinomio Pk(η, t) y usamos el lema 2.7 con (1−θ)b = r2−k,
θa = k y b = r2 se tiene a = r2 de esta manera∥∥ηk∂r2−kη ϕ̂∥∥0 ≤ ‖〈y〉r2 ϕ‖0 + ∥∥Jr2y ϕ∥∥0
De las proposiciones anteriores 5.14 y 5.15 se concluye de inmediato el siguiente corolario:
Corolario 5.16. Sean Eθ como 5-18, s1, s2 ∈ R+, r1 = 0, 1, 2 y r2 ∈ N con
s2 ≥ máx{2r1, r2}. Entonces,
‖Eθ(t)ϕ‖Fs1,s2r1,r2 ≤ Pr(t)‖ϕ‖Fs1,s2r1,r2 ,
donde Pr(t) es un polinomio de grado r = máx{2r1, r2} con coeficientes positivos.
A continuación acotaremos Eθ(t) en los espacios con peso F s1,s2r1,r2 (R
2) donde r1 y r2 son reales
no enteros. Usaremos la derivada de Stein definida en 2-7. Gracias al lema 2.13 tenemos el
siguiente caso particular se que usara a lo largo este sección:
Lema 5.17. Sean b ∈ (0, 1) y α ≥ 1,
Dbξ(Fθ(ξ, η, t)) = Dbξ(e
−itξη2
1+|ξ|α ) ≤ C(α, b)tb|η|2b, (5-25)
para todo t > 0.






donde C(t) es una función continua y creciente en t.
Demostración.
‖Eθ(t)ϕ‖Fs1,s2r1,0 = ‖Eθ(t)ϕ‖s1,s2 + ‖Eθ(t)ϕ‖L2r1,0
≤ ‖ϕ‖s1,s2 + ‖|x|r1Eθ(t)ϕ‖0
supongamos que r1 = b con 0 < b < 1, de las propiedades de la derivada de Stein y el lema
5.17, tenemos











5.2 Caso 1 ≤ α < 2, β = 2 59
≤ ‖ϕ‖s1,s2 + c(α, b)t
b
∥∥D2by ϕ∥∥0 + ∥∥|x|bϕ∥∥0
≤ C(t)‖ϕ‖Fs1,s2r1,0 si s2 ≥ 2r1 = 2b
ahora hagamos que r1 = 1 + b con 0 < b < 1 y la proposición 2.12 tenemos





∥∥Dbξ(∂ξFθ · ϕ̂)∥∥0 + ∥∥Dbξ(Fθ · ∂ξϕ̂)∥∥0
≤ ‖ϕ‖s1,s2 +







≤ ‖ϕ‖s1,s2 + ct
(∥∥η2Fθϕ̂∥∥0 + ∥∥Dbξ (η2Fθϕ̂)∥∥0)+ ∥∥c(b)tb|η|2b∂ξϕ̂∥∥0
+
∥∥Dbξ(∂ξϕ̂)∥∥0




∥∥η2Dbξϕ̂∥∥0 + ∥∥Dbξ (η2Fθ) ϕ̂∥∥0
+
∥∥|η|2b∂ξϕ̂∥∥0 + ∥∥Dbξ∂ξϕ̂∥∥0 )
≤ c(t) ( ‖ϕ‖s1,s2 +
∥∥D2yϕ∥∥0 + ∥∥D2y|x|bϕ∥∥0 + ∥∥D2+2by ϕ∥∥0
+
∥∥D2by |x|ϕ∥∥0 + ∥∥|x|1+bϕ∥∥0 ) .
Para acotar el segundo y cuarto término usamos el lema 2.7 tomando θa = 2, (1− θ)b′ = b,
b′ = 1 + b se tiene que a = 2(1 + b) y que∥∥D2y|x|bϕ∥∥0 ≤ ∥∥∥〈x〉1+b ϕ∥∥∥0 + ∥∥J2(1+b)y ϕ∥∥0 .
Para el cuarto término tomamos θa = 2b, (1− θ)b′ = 1, b′ = 1 + b se tiene que a = 2(1 + b)
y que∥∥D2by |x|ϕ∥∥0 ≤ ∥∥∥〈x〉1+b ϕ∥∥∥0 + ∥∥J2(1+b)y ϕ∥∥0 ,




si s2 ≥ 2r1 = 2(1 + b).
Ahora supongamos que r1 = 2 + b, con 0 < b < 1 y b < 1/2 + θ





∥∥Dbξ(∂2ξFθ · ϕ̂)∥∥0 + ∥∥Dbξ(∂ξFθ · ∂ξϕ̂)∥∥0 + ∥∥Dbξ(Fθ · ∂2ξ ϕ̂)∥∥0
≤ ‖ϕ‖s1,s2 +




∥∥∥∥Dbξ ( |ξ|θsgn(ξ)η2t(1 + |ξ|1+θ)3 Fθϕ̂
)∥∥∥∥
0
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+








∥∥Dbξ(Fθ · ∂2ξ ϕ̂)∥∥0
≤ ‖ϕ‖s1,s2 +B1 +B2 +B3 +B4 +B5 (5-26)
Primero acotemos B2, donde usamos la función de corte χ(ξ) definida en 5-20:
B2 =

































∥∥∥∥Dbξ ( |ξ|θsgn(ξ)(1− χ(ξ))(1 + |ξ|1+θ)3 η2tFθϕ̂
)∥∥∥∥
0
≤ B2,1 +B2,2 +B2,3
para acotar B2,1 se hace de forma similar que la ecuación 5-23, con r1 = 1 y asumiendo que
b < θ + 1/2 se obtiene:
(B2,1)
2 = t2
















usando el lema 2.7 tomamos θa = 2, (1− θ)b′ = 1, b′ = 2 + b se tiene que a = 2(2+b)
1+b
y que















(∥∥D2b+2y ϕ∥∥0 + t∥∥D2y|x|bϕ∥∥0)
5.2 Caso 1 ≤ α < 2, β = 2 61
usamos el lema 2.7 de la siguiente manera: θa = 2, (1 − θ)b′ = b, b′ = 2 + b se tiene que
a = 2 + b y que∥∥D2y|x|bϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2+by ϕ∥∥0
Para B2,3 tenemos presente que estamos sobre el dominio de la función 1− χ(ξ)
B2,3 =















∥∥Dbξ (η2tFθϕ̂)∥∥0 + (








≤ cB2,2 + c
∥∥η2ϕ̂∥∥
0
B1 se acota de manera similar a B2 pero con la condición de b < (2θ + 1) + 1/2, la cual se
cumple para todo 0 < θ < 1. Para acotar B3 usamos el lema 5.17 y la proposición 2.12:
B3 =
















(∥∥D4yϕ∥∥0 + ∥∥D4y|x|bϕ∥∥0 + ∥∥D2(2+b)y ϕ∥∥0)
para acotar el primer término tomamos θa = 4, (1 − θ)b′ = b, b′ = 2 + b se tiene que
a = 2(2 + b) y que∥∥D4y|x|bϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2(2+b)y ϕ∥∥0 .
Para B4 usamos el lema 5.17 y la proposición 2.12:
B4 =




(∥∥η2Fθ∂ξϕ̂∥∥0 + ∥∥Dbξ (η2Fθ∂ξϕ̂)∥∥0)
≤ ct
(∥∥η2∂ξϕ̂∥∥0 + ‖Fθ‖∞ ∥∥Dbξ (η2∂ξϕ̂)∥∥0 + ∥∥DbξFθ · (η2∂ξϕ̂)∥∥0)
≤ c(t)
(∥∥D2y|x|ϕ∥∥0 + ∥∥D2y|x|1+bϕ∥∥0 + ∥∥D2+2by |x|ϕ∥∥0) .
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Para acotar los tres términos usamos el lema 2.7 de la siguiente manera:
Para acotar el primer término tomamos θa = 2, (1− θ)b′ = 1 + b, b′ = 2 + b se tiene que
a = 2(2 + b) y que




Para acotar el segundo término tomamos θa = 2 + 2b, (1 − θ)b′ = 1, b′ = 2 + b se tiene
que a = 2(2 + b) y que∥∥D2y|x|1+bϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2(2+b)y ϕ∥∥0 .
Para acotar el tercer término tomamos θa = 2, (1 − θ)b′ = 1, b′ = 2 + b se tiene que
a = 2(2+b)
1+b
y que∥∥D2+2by |x|ϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2(2+b)y ϕ∥∥0 .













Para acotar el último término tomamos θa = 2b, (1 − θ)b′ = 2, b′ = 2 + b se tiene que
a = 2(2 + b) y que∥∥D2by |x|2ϕ∥∥0 ≤ ∥∥∥〈x〉2+b ϕ∥∥∥0 + ∥∥J2(2+b)y ϕ∥∥0




si s2 ≥ 2r1 = 2(2 + b).
Gracias al lema 2.14 tenemos el siguiente caso particular:
Lema 5.19. Sea b ∈ (0, 1),
DbηFθ = Dbη(e
−iξη2t













para todo t > 0.
Este caso particular fue demostrado también por Nahas y Ponce en [Nahas and Ponce, 2009]
5.2 Caso 1 ≤ α < 2, β = 2 63






donde c(t) es una función continua y creciente en t.
Demostración. Realizaremos la demostración para un n arbitrario, n ∈ N, sea r = n+ b con
0 < b < 1, tenemos:







Debemos acotar los términos de la sumatoria, para ello supongamos que m es par es decir
m = 2j, usando el lema 5.19 y las propiedades de la derivada de Stein tenemos:

























∥∥D2k+by |y|n−mϕ̂∥∥0 + ∥∥|y|bD2ky |y|n−mϕ∥∥0
para acotar los dos términos de la sumatoria usamos el lema 2.7, tomamos θa = 2k + b,
(1− θ)b′ = n−m, b′ = n+ b se tiene que a = (2k+b)(n+b)
m+b
≤ n+ b por lo tanto∥∥η2k+b∂n−mη ϕ̂∥∥0 ≤ ∥∥∥〈y〉n+b ϕ∥∥∥0 + ∥∥Jn+by ϕ∥∥0
Para el segundo término debemos aplicar dos veces el lema 2.7, tomamos θa = 2k,
(1− θ)b′ = b, b′ = m+ b se tiene que a = (2k)(m+b)
m
≤ m+ b por lo tanto∥∥|y|bD2ky |y|n−mϕ∥∥0 ≤ ∥∥∥〈y〉m+b |y|n−mϕ∥∥∥0 + ∥∥Jm+by |y|n−mϕ∥∥0
nuevamente para el segundo término de la anterior desigualdad tomamos θa = m + b,
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Gracias a las proposiciones 5.18 y 5.20 tenemos el siguiente corolario:
Corolario 5.21. Sea Eθ(t) como 5-19, s1, s2 ∈ R+, 0 ≤ r1 < 5/2 + θ, r2 ≥ 0 con
s2 ≥ máx{2r1, r2}. Entonces,
‖Eθ(t)ϕ‖Fs1,s2r1,r2 ≤ c(t)‖ϕ‖Fs1,s2r1,r2 ,
donde c(t) es una función continua creciente.
5.2.1. Buen planteamiento local





[0, T ];F s1,s2r1,r2 (R
2)
)
; ‖u(t)− Eθ(t)ϕ‖Fs1,s2r1,r2 ≤M
}
el cual es un subespacio métrico completo bajo la siguiente métrica:













< 2, s1, s2 ∈ R+,
0 ≤ r1 < 5/2 + θ < 3, r2 ≥ 0 y s2 ≥ máx{2r1, r2}, se tiene que la aplicación Ψ cum-
ple:
1. Ψ(v)(t) ∈ F s1,s2r1,r2 (R
2) para todo t ∈ [0, T ].
2. Ψ(v) ∈ C
(








4. Existe T2(M, ‖ϕ‖Fs1,s2r1,r2 ) ≥ 0 tal que Ψ(v)(t) es una contracción.





< 2, s1, s2 ∈ R+, 0 ≤ r1 < 5/2 + θ < 3,
r2 ≥ 0 con s2 ≥ máx{2r1, r2}, entonces existen un T = T (‖ϕ‖Fs1,s2r1,r2 ,M) > 0 y una única
función u ∈ C([0, T ];F s1,s2r1,r2 (R
2)) que satisface la ecuación integral 5-17, además la función
ϕ −→ u asociada a la ecuación 5-16 es continua.
Demostración. Con la proposición 4.3 concluimos que el espacio F s1,s2r1,r2 (R
2) es un álgebra de
Banach, por la proposición 5.13 el operador Bθ esta acotado en F s1,s2r1,r2 (R
2) y con el corolario
5.21 acotamos el grupo Eθ(t), con estos tres resultados y siguiendo las mismas ideas para el
caso Hs(R2) del caṕıtulo 2 se obtiene el buen planteamiento local.
5.2 Caso 1 ≤ α < 2, β = 2 65
5.2.2. Continuación única de las soluciones





< 2, s1, s2 ∈ R+,
0 ≤ r1 ≤ 5/2 + θ < 3, para 0 ≤ θ < 1/2 y s2 ≥ 2(5/2 + θ), donde se satisfacen las
condiciones del teorema 5.23 de buen planteamiento local, sea u ∈ C([0, T ];F s1,s2r1,0 ) la solu-




yu(0, x, y)dx ≤ 0 para
casi todo y ∈ R, si para dos tiempos t1 = 0 < t2 < T se tiene que u(ti) ∈ F s1,s25/2+θ,0 j = 1, 2
entonces u ≡ 0.
Demostración. Sea u ∈ C([0, T ];F s1,s2r1,0 )) la solución del problema de valor inicial 5-16. Mul-
tiplicando x2 por la ecuación integral 5-17 tenemos:





analizaremos la derivada D
1/2+θ
ξ en ambos lados de la anterior igualdad para 0 ≤ θ < 1/2.
Aplicando la transformada de Fourier al primer término tenemos:
∂2ξ (Fθϕ̂) = ∂
2

















= C1 + C2 + C3 + C4 + C5
De las acotaciones de esta sección para B1, B3, B4 y B5 en 5-26, tenemos que, para 0 < b < 1:∥∥∥∥Dbξ ( |ξ|2θ+1sgn(ξ)(1 + |ξ|1+θ)3 η2tFθϕ̂
)∥∥∥∥
0
≤ c(t) ‖ϕ‖Fs1,s2r,0∥∥∥∥Dbξ ((1− θ|ξ|1+θ)2(1 + |ξ|1+θ)3 η4t2Fθϕ̂
)∥∥∥∥
0
≤ c(t) ‖ϕ‖Fs1,s2r,0∥∥∥∥Dbξ ( 1− θ|ξ|1+θ(1 + |ξ|1+θ)2η2tFθ∂ξϕ̂
)∥∥∥∥
0
≤ c(t) ‖ϕ‖Fs1,s2r,0∥∥Dbξ (Fθ∂2ξ ϕ̂)∥∥0 ≤ c(t) ‖ϕ‖Fs1,s2r,0
por lo tanto D
1/2+θ
ξ Ci ∈ L2(R2) para i = 1, 3, 4, 5 para acotar C2 usamos la función de corte
5-20 de la siguiente manera:
C2 = −
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= C2,1 + C2,2 donde Kθ = −i(1 + θ)(2 + θ)
gracias a la ecuación 5-27 tenemos que D
1/2+θ















ξ D1 ∈ L2(R2) y como
(x2E(t2)ϕ)














Para el término de la integral tomemos u2 = v y por Plancherel se tiene:
‖x2Eθ(t)Bθ(v)‖0 =








































































































= E1 + E2 + · · ·+ E9
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D
1/2+θ
ξ Ei ∈ C([0, T ];L
2(R2)), para i = 2, 3, ..., 9 i 6= 7
Haremos la acotación de E3 en detalle, quien tiene la mayor potencia en la variable η, los
demás términos se acotan de forma similar.
Para mayor comodidad sea d = 1/2 + θ, de la proposición 2.12, la desigualdad 2-9 y el lema
5.17 tenemos:∥∥DdξE3∥∥0 =

























∥∥D4yv∥∥0 + ct2+d ∥∥D4+2dy v∥∥0 + t2 ∥∥|x|dD4yv∥∥0)
para acotar el tercer término tomamos θa = 4, (1−θ)b′ = d, b′ = 2+d se tiene a = 2(2+d)








+ ‖ϕ‖0,s2 por hipotesis s2 ≥ 2(5/2 + θ).
El problema esta en el término E7, procedemos de la siguiente manera:
E7 =






















ξ E7,2 ∈ C([0, T ];L2(R2)), como
(x2Eθ(t)Bθ(v))









∈ C([0, T ];L2(R2)) (5-30)











































D̂2yϕ(ξ, η)− v̂(τ, ξ, η)dτ
))
∈ L2(R2). (5-32)
Para mayor comodidad sea ĝ(ξ, η) =
(∫ t2
0
D̂2yϕ(ξ, η)− v̂(τ, ξ, η)dτ
)





















































|ξ|θsgn(ξ)χ(ξ) (ĝ x(ξ, y)− ĝ x(0, y))
]








∈ L2(R) para casi todo y ∈ R,
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(0, y)− v̂x(τ, 0, y)dτ = 0 para casi todo y ∈ R





D2yϕ(x, y)− v(τ, x, y)
)
dxdτ = 0 para casi todo y ∈ R












yu(0, x, y)dx ≤ 0 entonces u2 = 0 por lo tanto u ≡ 0.
Nota 5.25. El principio de continuación única anterior se obtuvo bajo la hipótesis de




2tFθ, el cual tiene el termino |ξ|θ−1 que tiene una singularidad en
cero, por lo tanto para 1/2 ≤ θ < 1, la persistencia esta para 0 ≤ r1 < 3, obteniendo el
siguiente teorema:





< 2, con s1, s2 ∈ R+, 0 ≤ r1 < 3, para
1/2 ≤ θ < 1, r2 ≥ 0 con s2 ≥ máx{2r1, r2}, entonces existen un T = T (‖ϕ‖Fs1,s2r1,r2 ,M) > 0
y una función u ∈ C([0, T ];F s1,s2r1,r2 (R
2)) que satisface la ecuación integral 5-17, además la
función ϕ −→ u asociada a la ecuación 5-16 es continua.
5.3. Caso 1 ≤ α < 2 y 1 ≤ β < 2
En esta sección estudiaremos el problema de valor inicial:{
ut = ∂x(1 +D
α
x )
−1Dβyu− ∂x(1 +Dαx )−1u2
u(0, x, y) = ϕ(x, y) ∈ F s1,s2r1,r2 (R
2).
(5-33)
Su tratamiento será muy similar a la sección anterior salvo algunas diferencias que en su
momento enunciaremos, por comodidad usaremos α = 1 + θ y β = 1 + γ con 0 ≤ θ < 1 y





Eβ(t− τ)Bβ(u2(τ)) dτ (5-34)








= (Fβ(ξ, η, t)ϕ̂)
∨ (5-35)






El operador Bβ es igual al operador Bθ de la sección anterior, por lo tanto procedemos acotar















































































, s1, s2 ∈ R+ y s2 ≥ βr1.




donde Pr1(t) es un polinomio de grado r1.
Demostración. Para el caso r1 = 1 la demostración es idéntica al teorema 5.14.
Si r1 = 2, tenemos
‖Eβ(t)ϕ‖Fs1,s22,0 = ‖Eβ(t)ϕ‖s1,s2 + ‖Eβ(t)ϕ‖L22,0






∥∥∂2ξFβ · ϕ̂∥∥0 + 2 ‖∂ξFβ · ∂ξϕ̂‖0 + ∥∥Fβ · ∂2ξ ϕ̂∥∥0
≤ ‖ϕ‖s1,s2 +




























∥∥Dβyϕ∥∥0 + ∥∥D2βy ϕ∥∥0 + ∥∥Dβy |x|ϕ∥∥0 + ∥∥x2ϕ∥∥0)
para acotar el cuarto término usamos el lema 2.7 tomando (1− θ)b′ = 1, θa = β y b′ = 2 se
tiene que a = 2β y que∥∥Dβy |x|ϕ∥∥0 ≤ ∥∥〈x〉2 ϕ∥∥0 + ∥∥J2βy ϕ∥∥0
de esta manera se concluye:
‖Eβ(t)ϕ‖Fs1,s22,0 ≤ Pr1(t) ‖ϕ‖Fs1,s22,0 si s2 ≥ 2β






, s1, s2 ∈ R+, r2 = 1 y s2 ≥ β − 1. Entonces
||Eβ(t)ϕ||F s1,s20,r2 ≤ P (t)||ϕ||F
s1,s2
0,r2
donde P (t) es un polinomio de grado 1.
Demostración.
‖Eβ(t)ϕ‖Fs1,s20,1 = ‖Eβ(t)ϕ‖s1,s2 + ‖Eβ(t)ϕ‖L20,1
≤ ‖ϕ‖s1,s2 + ‖∂η(Fβϕ̂)‖0
≤ ‖ϕ‖s1,s2 + ‖∂ηFβ · ϕ̂‖0 + ‖Fβ∂ηϕ̂‖0
≤ c(‖ϕ‖s1,s2 +










≤ c(‖ϕ‖s1,s2 + t
∥∥Dβ−1y ϕ∥∥0 + ‖|y|ϕ‖0)
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De las proposiciones anteriores 5.27 y 5.28 se concluye de inmediato el siguiente corolario:
Corolario 5.29. Sea Eβ(t) como en los teoremas 5.27 y 5.28. Si s1, s2 ∈ R+, r1 = 0, 1, 2 y
r2 = 0, 1 con s2 ≥ máx{βr1, β − 1}, tenemos
‖Eβ(t)ϕ‖Fs1,s2r1,r2 ≤ Pr(t)‖ϕ‖Fs1,s2r1,r2 ,
donde Pr(t) es un polinomio de grado r = máx{r1, r2} con coeficientes positivos.
Ahora acotaremos el grupo Eβ(t) en los espacios Sobolev con peso F s1,s2r1,r2 , donde r1 y r2 son
reales no enteros, usaremos la derivada de Stein definida en 2-7 y sus propiedades, como un
caso particular del lema 2.13 tenemos:
Lema 5.30. Sean b ∈ (0, 1), α ≥ 1 y β ≥ 0,







para todo t > 0.







, s1, s2 ∈ R+, 0 ≤ r1 < 3 con r1 < 5/2 + θ y




donde C(t) es una función continua y creciente en t.
Demostración.
‖Eβ(t)ϕ‖Fs1,s2r1,0 = ‖Eβ(t)ϕ‖s1,s2 + ‖Eβ(t)ϕ‖L2r1,0
= ‖ϕ‖s1,s2 + ‖|x|r1Eβ(t)ϕ‖0
= ‖ϕ‖s1,s2 +
∥∥Dr1ξ (Fβϕ̂)∥∥0
supongamos que r1 = b con 0 < b < 1 de las propiedades de la derivadas de Stein y el lema
5.30 tenemos:
‖Eβ(t)ϕ‖Fs1,s2r1,0 = ‖ϕ‖s1,s2 +
∥∥Dbξ(Fβϕ̂)∥∥0
= ‖ϕ‖s1,s2 +






≤ ‖ϕ‖s1,s2 + c(α, b)t
b
∥∥Dβby ϕ∥∥0 + ∥∥|x|bϕ∥∥0
≤ c(t)‖ϕ‖Fs1,s2r1,0 si s2 ≥ βr1 = βb.
Supongamos que r1 = 1 + b con 0 < b < 1, usamos la proposición 2.12
‖Eβ(t)ϕ‖Fs1,s2r1,0 = ‖ϕ‖s1,s2 +
∥∥Dbξ∂ξ(Fβϕ̂)∥∥0
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≤ ‖ϕ‖s1,s2 +
∥∥Dbξ(∂ξFβ · ϕ̂)∥∥0 + ∥∥Dbξ(Fβ · ∂ξϕ̂)∥∥0
≤ ‖ϕ‖s1,s2 +



















∥∥|Dβyϕ∥∥0 + ∥∥Dβy |x|bϕ̂∥∥0 + ∥∥Dβ+βby ϕ∥∥0
+
∥∥Dβby |x|ϕ∥∥0 + ∥∥|x|1+bϕ∥∥0)
para acotar el tercer y quinto término usamos el lema 2.7, tomando θa = β, (1− θ)b′ = b,
b′ = 1 + b se tiene que a = β(1 + b) y que∥∥Dβy |x|bϕ∥∥0 ≤ ∥∥∥〈x〉1+b ϕ∥∥∥0 + ∥∥Jβ(1+b)y ϕ∥∥0
para el cuarto término tomamos θa = βb, (1− θ)b′ = 1, b′ = 1 + b se tiene que a = β 1+b
b





si s2 ≥ βr1 = β(1 + b)
Ahora supongamos que r1 = 2 + b, con 0 < b < 1 y b ≤ 1/2 + θ
‖Eβ(t)ϕ‖Fs1,s2r1,0 = ‖ϕ‖s1,s2 +
∥∥Dbξ∂2ξ (Fβϕ̂)∥∥0
≤ ‖ϕ‖s1,s2 +
∥∥Dbξ(∂2ξFβ · ϕ̂)∥∥0 + 2 ∥∥Dbξ(∂ξFβ · ∂ξϕ̂)∥∥0 + ∥∥Dbξ(Fβ · ∂2ξ ϕ̂)∥∥0
≤ ‖ϕ‖s1,s2 +
















∥∥Dbξ(Fβ · ∂2ξ ϕ̂)∥∥0
≤ ‖ϕ‖s1,s2 + A1 + A2 + A3 + A4 + A5. (5-36)
Los términos A1 + A2 + A3 + A4 + A5 se acotan de forma similar a los términos B1 + B2 +
B3 +B4 +B5 de la ecuación 5-26 del caso anterior, siguiendo las mismas ideas para este caso





si s2 ≥ βr1 = β(2 + b)
Ahora acotemos el grupo Eβ(t) en el peso de la variable y, gracias al lema 2.14 tenemos el
siguiente caso particular:
Lema 5.32. Sean b ∈ (0, 1), y 1 ≤ β < 2,
Dbη(e
iξt|η|β













para todo t > 0.












, s1, s2 ∈ R+,




donde c(t) es una función continua y creciente en t.
Demostración.
‖Eβ(t)ϕ‖Fs1,s20,r2 ≤ ‖Eβ(t)ϕ‖s1,s2 + ‖Eβ(t)ϕ‖L20,r2
≤ ‖ϕ‖s1,s2 + ‖|y|r2Eβ(t)ϕ‖0
≤ ‖ϕ‖s1,s2 +
∥∥Dr2η (Fβϕ̂)∥∥0
supongamos que r2 = b con 0 < b < 1, de las propiedades de la derivada de Stein y el lema
5.32
‖Eβ(t)ϕ‖Fs1,s20,r2 ≤ ‖ϕ‖s1,s2 +
∥∥Dbη(Fβϕ̂)∥∥0
≤ ‖ϕ‖s1,s2 +


























∥∥D(β−1)by ϕ∥∥0 + ∥∥|x|bϕ∥∥0)
≤ c(t)‖ϕ‖Fs1,s20,r2 si s2 ≥ (β − 1)r2
5.3 Caso 1 ≤ α < 2 y 1 ≤ β < 2 75
Ahora supongamos que r2 = 1 + b con 0 < b < 1 y b < 1/2 + γ, de las propiedades de la
derivada de Stein y el lema 5.32 se tiene:
‖Eβ(t)ϕ‖Fs1,s20,r2 ≤ c‖ϕ‖s1,s2 +
∥∥Dbη(∂η(Fβϕ̂))∥∥0
≤ ‖ϕ‖s1,s2 +
∥∥Dbη(∂ηFβ · ϕ̂)∥∥0 + ∥∥Dbη(Fβ∂ηϕ̂)∥∥0
≤ c‖ϕ‖s1,s2 +







≤ c‖ϕ‖s1,s2 + c(t)
∥∥Dbη (|η|β−1sgn(η)Fβϕ̂)∥∥0 + ∥∥Dbη(Fβ∂ηϕ̂)∥∥0
≤ c‖ϕ‖s1,s2 +B1 +B2






























∥∥D(β−1)by |y|ϕ∥∥0 + ∥∥|y|1+bϕ∥∥0)
para acotar el segundo término usamos el lema 2.7, tomamos θa = (β − 1)b, (1− θ)b′ = 1,
b′ = 1 + b se tiene que a = (β − 1)(1 + b) y que∥∥D(β−1)by |y|ϕ∥∥0 ≤ ∥∥∥〈y〉1+b ϕ∥∥∥0 + ∥∥J (β−1)(1+b)y ϕ∥∥0
Para acotar B1 usamos la función de corte definida en 5-20, χ(η) para mayor comodidad








∥∥Dbη (|η|γsgn(η)χ(η)Fβϕ̂)∥∥0 + ∥∥Dbη (|η|γsgn(η)(1− χ(η))Fβϕ̂)∥∥0
≤ c(‖|η|γϕ̂‖0 +
∥∥Dbη (|η|γsgn(η)χ(η)) ϕ̂∥∥0 + ∥∥DbηFβ · ϕ̂∥∥0 + ∥∥Dbηϕ̂∥∥0
+
∥∥FβDbη (|η|γsgn(η)(1− χ(η))ϕ̂)∥∥0 + ∥∥DbηFβ · |η|γϕ̂∥∥0
≤ c(t(‖|η|γϕ̂‖0 +
∥∥Dbη (|η|γsgn(η)χ(η)) ϕ̂∥∥0 + ∥∥|η|(β−1)bϕ̂∥∥0 + ∥∥Dbηϕ̂∥∥0
+
∥∥Dbη (|η|γsgn(η)(1− χ(η))ϕ̂)∥∥0 + ∥∥|η|γ+(β−1)bϕ̂∥∥0)
≤ B1,1 +B1,2 +B1,3 +B1,4 +B1,5 +B1,6
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Usando la proposición 2.15 el término B1,2 esta acotado si y sólo si b < 1/2 + γ, para el








∥∥∥∥Dbη ( |η|γ1 + |η|γ sgn(η)(1− χ(η))
)∥∥∥∥
∞
‖(1 + |η|γ) ϕ̂‖0
+
∥∥∥∥ |η|γ1 + |η|γ sgn(η)(1− χ(η))
∥∥∥∥
∞
∥∥Dbη ((1 + |η|γ) ϕ̂)∥∥0
≤








‖(1 + |η|γ) ϕ̂‖0
+





∥∥Dbηϕ̂∥∥0 + ∥∥Dbη (|η|γϕ̂)∥∥0)
para acotar el último término de la anterior desigualdad usamos el lema 2.7 tomando θa = γ,
(1− θ)b′ = b, b′ = 1 + b se tiene que a = γ(1 + b) = (β − 1)(1 + b) y que∥∥Dγy |y|bϕ∥∥0 ≤ ∥∥∥〈y〉1+b ϕ∥∥∥0 + ∥∥J (β−1)(1+b)y ϕ∥∥0




con s2 ≥ (β − 1)r2
Gracias a las proposiciones 5.31 y 5.33 tenemos el siguiente corolario













, s1, s2 ∈ R+,
0 ≤ r1 < 3, 0 ≤ r2 < 2, con r1 < 5/2 + θ, r2 < 3/2 + γ y
s2 ≥ máx{βr1, (β − 1)r2}. Entonces
‖Eβ(t)ϕ‖Fs1,s2r1,r2 ≤ c(t)‖ϕ‖Fs1,s2r1,r2 ,
donde c(t) es una función continua creciente.
5.3.1. Buen planteamiento local
Gracias a las proporciones 4.3 y 5.13 concluimos que el espacio F s1,s2r1,r2 (R
2) es un álgebra
de Banach y el operador Bβ esta acotado, con el corolario 5.34 acotamos el grupo Eβ, con
estos resultados podemos construir un espacio métrico completo y una aplicación, la cual
resulta ser una contracción y aśı usar el teorema del punto fijo de Banach. El desarrollo
de esta teoŕıa está en el capitulo 2 donde podemos obtener el siguiente teorema de buen
planteamiento local
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< 2 y se satisfacen todas las condiciones
del corolario 5.34 entonces existen un T = T (‖ϕ‖Fs1,s2r1,r2 ,M) > 0 y una única función
u ∈ C([0, T ];F s1,s2r1,r2 (R
2)) que satisface la ecuación integral 5-34, además la función ϕ −→ u
asociada a la ecuación 5-33 es continua.
5.3.2. Continuación única de las soluciones





< 2, s1, s2 ∈ R+, 0 ≤ r1 ≤ 5/2 + θ < 3,
para 0 ≤ θ < 1/2 y s2 ≥ β(5/2 + θ), donde se satisfacen las condiciones del teorema
5.35 de buen planteamiento local, sea u ∈ C([0, T ];F s1,s2r1,0 ) la solución del PVI 5-33 tal que∫
R ∂
β
y u(0, x, y)dx ≤ 0 para casi todo y ∈ R, si para dos tiempos t1 = 0 < t2 < T se tiene que
u(ti) ∈ F s1,s25/2+θ,0 j = 1, 2 entonces u ≡ 0.
Demostración. Sea u ∈ C([0, T ];F s1,s2r1,0 )) con u(0, x, y) = ϕ(x, y) la solución del problema de
valor inicial 5-33. Multiplicando x2 por la ecuación integral 5-34 tenemos:





Aplicando la transformada de Fourier queremos analizar D
1/2+θ
ξ , con 0 ≤ θ < 1/2 en ambos
lados de la igualdad, para ello tenemos:
∂2ξ (Fβϕ̂) = ∂
2

















= C1 + C2 + C3 + C4 + C5
De las acotaciones de esta sección para A1, A3, A4 y A5 en (5-36), tenemos que, para
0 < b < 1: ∥∥∥∥Dbξ ( |ξ|2θ+1sgn(ξ)(1 + |ξ|1+θ)3 |η|βtFβϕ̂
)∥∥∥∥
0
≤ c(t) ‖ϕ‖Fs1,s2r,0∥∥∥∥Dbξ ((1− θ|ξ|1+θ)2(1 + |ξ|1+θ)3 |η|2βt2Fβϕ̂
)∥∥∥∥
0
≤ c(t) ‖ϕ‖Fs1,s2r,0∥∥∥∥Dbξ ( 1− θ|ξ|1+θ(1 + |ξ|1+θ)2 |η|βtFβ∂ξϕ̂
)∥∥∥∥
0
≤ c(t) ‖ϕ‖Fs1,s2r,0∥∥Dbξ (Fβ∂2ξ ϕ̂)∥∥0 ≤ c(t) ‖ϕ‖Fs1,s2r,0
por lo tanto D
1/2+θ
ξ Ci ∈ L2(R2) para i = 1, 3, 4, 5 para acotar C2 usamos la función de corte
5-20 de la siguiente manera:
C2 = −
i(1 + θ)(2 + θ)|ξ|θsgn(ξ)|η|βt
(1 + |ξ|1+θ)3
Fβϕ̂








= C2,1 + C2,2 donde Kθ = −i(1 + θ)(2 + θ).
El término C2,2 se acota de forma similar a la ecuación 5-27, por lo tanto D
1/2+θ
ξ C2,2 ∈ L2(R2),















ξ D1 ∈ L2(R2) y
(x2Eβ(t)ϕ)

















Por otra parte, para el término de la integral tomemos u2 = v y por Plancherel se obtiene:
‖x2Eβ(t)Bβ(v)‖0 =

































































(1+|ξ|1+θ)4 Fβ v̂ −
(1+θ)(2+θ)|ξ|1+θ|η|βt
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ξ Ei ∈ C([0, T ];L
2(R2)) para i = 2, 3, ..., 9 i 6= 7.
Haremos la acotación para E3 en detalle, quien tiene la mayor potencia en la variable η, los
demás términos se acotan de forma similar.
Para mayor comodidad sea d = 1/2 + θ, usamos la proposición 2.12, la desigualdad 2-9 y el
lema 5.17, para obtener:
∥∥DdξE3∥∥0 =

























∥∥D2βy v∥∥0 + ct2+d ∥∥D2β+2dy v∥∥0 + t2 ∥∥|x|dD2βy v∥∥0)
para acotar el tercer término usamos el lema 2.7, tomamos θa = 2β, (1−θ)b′ = d, b′ = 2+d








+ ‖ϕ‖0,s2 por hipotesis s2 ≥ β(5/2 + θ).
El problema lo tenemos en el término E7, aśı que procedemos de la siguiente manera:
E7 =

















= E7,1 + E7,2 + E7,3.
como D
1/2+θ
ξ E7,1 y D
1/2+θ
ξ E7,2 ∈ C([0, T ];L2(R2)) y
(x2E(t2)B(v))



















∈ C([0, T ];L2(R2)). (5-39)



















D̂βyϕ(ξ, η)− v̂(τ, ξ, η)dτ
))
∈ L2(R2)












yu(0, x, y)dx ≤ 0 entonces u2 = 0 por lo tanto u ≡ 0.
6 Existencia de ondas solitarias de la
ZK-BBM en espacios
anisotrópicos
En este caṕıtulo demostramos la existencia de ondas solitarias de la forma
u(x, y, t) = φ(x − ct, y) asociadas a la ecuación (1-7), para el caso 1 ≤ α ≤ 2, β = 2.
Para ello, haremos uso del Principio de Compacidad Concentrada de Lions [Lions, 1984a],
[Lions, 1984b], siguiendo las ideas de [Albert, 1999] y [Sánchez Salazar et al., 2014]. Con esto
en mente, consideremos el problema de valor inicial asociado a la ecuación ZK-BBM.{
ut = ∂x(1 +D
α
x )
−1D2yu− ∂x(1 +Dαx )−1u2
u(0, x, y) = φ(x, y),
(6-1)
donde u(t, x, y) = φ(x− ct, y) es solución de (6-1) es decir, φ debe ser solución de
−cφx = (1 +Dαx )−1D2yφx − (1 +Dαx )−1(φ2)x,
con (x, y) ∈ R2.
Integrando esta ecuación respecto a x, obtenemos la ecuación,
−cφ = (1 +Dαx )−1D2yφ− (1 +Dαx )−1φ2
que es equivalente
−c(1 +Dαx )φ = D2yφ− φ2 (6-2)
por lo tanto
−cQ′(φ) = S ′(φ),
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son cantidades conservadas bajo el flujo de 6-1.
Para q > 0 se define:
Gq =
{
ϕ ∈ Hα/2,1(R2); Q(ϕ) = q
}
(6-5)
Consideremos el siguiente problema de minimización
S(φ) = Iq = ı́nf {S(ϕ);ϕ ∈ Gq} , φ ∈ Hα/2,1(R2) (6-6)
Si φ es solución de (6-6) es decir S(φ) = Iq entonces es solución de 6-2 en el sentido de las dis-
tribuciones. Siguiendo las ideas en [Sánchez Salazar et al., 2014], trabajaremos simultánea-
mente el siguiente problema de minimización:






















ϕ ∈ H1(R2); Q(ϕ) = q
}
(6-9)
Definición 6.1. Una sucesión {ϕn}n∈N en Hα/2,1(R2) (o en H1(R2) para λ > 0) se dice
una sucesión minimizante para Iq (o I
λ
q ), si
Q(ϕn) = q para todo n ∈ N y ĺım
n→∞





Definición 6.2. Sea {ϕn} una sucesión minimizante. Se define,












donde Ω(a, b, r) es el rectángulo [a− r, a+ r]× [b− r, b+ r].
Observe que {Mn} es una sucesión de funciones crecientes y uniformemente acotadas, por lo
tanto el principio de selección de Helly [Kolmogorov and Fomin, 1975], implica que existe,
una subsucesión, que notamos de nuevo por {Mn} que converge puntualmente a una función





La definición implica que, 0 ≤ k ≤ q.
Lema 6.3. Para todo q > 0 se tiene −∞ < Iq < 0 y para algún λ0, −∞ < Iλq < 0, para
todo 0 < λ ≤ λ0 .
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Demostración. Sea ϕ ∈ Hα/2,1(R2) una función positiva tal que Q(ϕ) = q.
Para θ > 0, sea
















































= Q(ϕ) = q




































































, en virtud de la identidad anterior se obtiene que
Iq < S(ϕθ) < 0.
Para ver que −∞ < Iq, usaremos la proposición de interpolación 2.20






≥ −2q − 2
3
‖ϕ‖3L3
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Para ver que Sλ(ϕθ) < 0 se hace de la misma forma que S(ϕθ) < 0, donde la condición para









Para ver que −∞ < Iλq observamos que S(u) ≤ Sλ(u), de esta manera Iq < Iλq .
Lema 6.4. a.) Si {ϕn} es una sucesión minimizante para Iq. Entonces, existen constantes
B > 0 y δ > 0 tal que:
1.) ‖ϕn‖α/2,1 ≤ B
2.) ‖ϕn‖L3 ≥ δ, para n suficientemente grande.
b.) Si {ϕn} es una sucesión minimizante para Iλq . Entonces, existen constantes Bλ > 0 y
δ > 0 tal que:
1.) ‖ϕn‖1 ≤ Bλ
2.) ‖ϕn‖L3 ≥ δ, para n suficientemente grande.
Demostración. Usando el lema anterior y la proposición 2.20 tenemos




≤ C + 2q + 2
3
‖ϕn‖3L3






∥∥Dα/2x ϕn∥∥ 1α0 ‖∂yϕn‖1/20





≤ C + 2q + cq
5
4 ‖∂yϕn‖1/20 aplicando Young










pasando a restar y despejando tenemos
‖ϕn‖α/2,1 <
√





Para ver la segunda parte razonaremos por contradicción, supongamos que no existe δ > 0

































lo cual es absurdo pues Iq < 0.
La prueba de la parte b, es muy similar a la parte a.
Lema 6.5. Para todo q1, q2 > 0 se tiene
1.) I(q1+q2) < Iq1 + Iq2 (6-13)









































donde, la desigualdad anterior es consecuencia de que θ > 1.
Como Iq < 0, se tiene que
Iθ2q = ı́nf
{








≤ θ3 ı́nf {S(ϕ); Q(ϕ) = q} = θ3Iq < θ2Iq.
entonces
si θ > 1 se tiene que Iθq ≤ θIq.
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q2 < Iq1 + Iq2
La demostración de la segunda parte del lema es idéntica a la primera.
Lema 6.6. Sean ϕ ∈ Hα/2,1(R2), B > 0, δ > 0 tales que ‖ϕ‖α/2,1 ≤ B y ‖ϕ‖L3 ≥ δ entonces





|ϕ|3 dxdy ≥ η,


















































Por otro lado, la proposición de interpolación 2.20, implica que
‖ϕ‖L3 ≤ C ‖ϕ‖α/2,1.







































Lema 6.7. Sea {ϕn} una sucesión minimizante para Iq (o Iλq ) entonces para el valor k
definido en 6-12 se tiene k > 0.
Demostración. Del lema anterior tenemos que para cada ϕn existe un η > 0 y (an, bn) ∈ R2
tal que∫
Ω(an,bn,1/2)
|ϕn(x, y)|3 dxdy ≥ η.
Definamos ρ ∈ C∞0 tal que 0 ≤ ρ ≤ 1, ρ ≡ 1 en Ω(0, 0, 1/2), suppρ ⊂ Ω(0, 0, 1), para r > 0




























∥∥Dα/2x (ρr,nϕn)∥∥20) 54 ‖∂y(ρr,nϕn)‖1/20 (6-15)











como f̂(ax)(ξ) = f̂(x)(aξ)
an
































∥∥ρr,nDα/2x ϕn∥∥20 . (6-16)
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Ahora, para acotar la última expresión de la desigualdad 6-15, usamos el lema 6.4 parte 1
‖∂y(ρr,nϕn)‖0 ≤ ‖∂yρr,n · ϕn‖0 + ‖ρr,n∂yϕn‖0
≤ ‖∂yρr,n‖∞ ‖ϕn‖0 + ‖∂yϕn‖0
≤ ‖∂yρr,n‖∞ ‖ϕn‖α/2,1 + ‖ϕn‖α/2,1
≤ ‖∂yρr,n‖∞ ‖ϕn‖α/2,1 + ‖ϕn‖α/2,1
≤ ‖∂yρr,n‖∞B +B ≤ K,
es decir,∫
R2
|ρr,n(x, y)ϕn(x, y)|3 dxdy (6-17)
≤ c













































eligiendo r suficientemente grande se tiene 0 < Mn(2r) < k.
Para una sucesión minimizante {ϕn} de Iλq , se demuestra de forma idéntica ya que en la
demostración de Iq no se involucra la cantidad S(u).
En el siguiente lema estudiaremos el comportamiento de las sucesiones minimizantes en el
caso 0 < k < q.
Lema 6.8. Sea {ϕn} una sucesión minimizante para Iq (o Iλq ), para cada ε > 0, existen
N ∈ N y dos sucesiones de funciones {gN , gN+1, ...} y {hN , hN+1, ...} en Hα/2,1 (o en H1)
tales que, para n ≥ N
1. |Q(gn)− k| < ε
2. |Q(hn)− (q − k)| < ε
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3. |S(ϕn)− (S(gn) + S(hn))| < ε
Para el caso de que {ϕn} sea una sucesión minimizante para Iλq , se tiene lo mismo, salvo
que la conclusión 3), se transforma en
3λ.
∣∣Sλ(ϕn)− (Sλ(gn) + Sλ(hn))∣∣ < ε para 0 < λ ≤ λ0.
Demostración. Sean ρ, φ ∈ C∞0 (R2) tales que;
0 ≤ ρ ≤ 1, ρ = 1 en Ω(0, 0, 1), suppρ ⊂ Ω(0, 0, 2)
0 ≤ φ ≤ 1, φ = 1 en R2 − Ω(0, 0, 2), suppφ ⊂ R2 − Ω(0, 0, 1)
ρ2 + φ2 ≡ 1 en R2































tenemos que para ε1 > 0, y r suficientemente grande,
k − ε1 < M(r) ≤M(2r) ≤ k.
Fijando r suficientemente grande, existe N tal que
k − ε1 < Mn(r) ≤Mn(2r) < k + ε1,
para todo n ≥ N . Ahora para cada n ≥ N se puede elegir un (an, bn) tal que


















dxdy < k + ε1.
Por comodidad, definamos
gn(x, y) = ρr ((x, y)− (an, bn))ϕn(x, y) = (ρr,nϕn) (x, y)
hn(x, y) = φr ((x, y)− (an, bn))ϕn(x, y) = (φr,nϕn) (x, y)























































< k + ε.












































































= (q − k) + ε
Ahora probemos la 3),
















































ϕ3n(1− ρ3r,n − φ3r,n)
∣∣∣∣
= A1 + A2 + A3 + A4 + A5







, para acotar A2 usamos el lema 6.4 parte 1)

























































La cuarta integral se acota de forma identifica a la tercera. Para la quinta integral A5
debemos observar que el supp(1− ρ3r,n − φ3r,n) = Ω(an, bn, 2r)−Ω(an, bn, r) = Ω̃. Sea ρ̃r,n tal














∣∣∣∣ de 6-17, tenemos
≤ c
























































Tomando r suficientemente grande en las anteriores desigualdades y ε1 suficientemente pe-
queño se obtiene el resultado.





















= |S(ϕn)− (S(gn) + S(hn))|+B1 +B2 +B3 +B4.
Los términos Bi se acotan de forma similar que los términos Ai de la anterior demostración
pero teniendo presente que se esta trabajando en H1(R2).
Como consecuencia del lema anterior tenemos el siguiente Corolario
Corolario 6.9. Sea {ϕn} una sucesión minimizante para Iq (o para Iλq ). Entonces, k = q
Demostración. Supongamos que k < q, el lema anterior implica que para una sucesión
minimizante {ϕn} y ε = 1m , existen sucesiones {gnm} , {hnm} tales que,
|Q (gnm)− k| <
1
m
|Q (hnm)− (q − k)| <
1
m















































De la misma manera,
Iq−k ≤ S(Cmhnm)
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Sumando 6-18 y 6-19 obtenemos que,








que contradice el lema 6.5, ya que Iq1+q2 < Iq1 + Iq2 , por lo tanto k = q. Para el caso que
{ϕn} sea una sucesión minimizante para Iλq , la demostración es similar.
El siguiente paso es ver que para cada λ > 0 podemos hallar una sucesión minimizante que
convergente en H1(R2) para el problema minimizante 6-7.
Teorema 6.10. Sea {ϕn} una sucesión minimizante para Iλq , Existe una sucesión de puntos
(a1, b1), (a2, b2), ... tal que:











para n suficientemente grande.
2. La sucesión {ϕ̃n} definida por
ϕ̃n(x, y) = ϕn ((x, y)− (an, bn)) (x, y) ∈ R2
tiene una subsucesión que converge en H1(R2) a una función ϕ que es solución de 6-7.
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Sea z tal que q
2
< z < q, como k = q existe r0(z) y N(z) suficientemente grande tal que si





















Ω(an, bn, r0) ∩ Ω(an(z), bn(z), r0(z)) 6= ∅.
Tomando r = 2r0(z) + r0, se tiene que,
Ω(an(z), bn(z), r0(z)) ⊂ Ω(an, bn, r)











































dxdy > q − 1
m
, (6-20)
donde ϕ̃n(x, y) = ϕn(x − an, y − bn). Por el lema 6.4 podemos decir que la sucesión







esta acotada en H1−α/2(R2), en efecto,
∥∥Dα/2x ϕ̃n∥∥21−α/2 = ∫
R2




(1 + |ξ|2 + |η|2)1−α/2(1 + |ξ|2 + |η|2)α/2|̂̃ϕn(ξ, η)|2dξdη
≤ ‖ϕ̃n‖1 .
Para 1 ≤ α ≤ 2 tenemos que H1 y H1−α/2 están inmersos de manera compacta en L2loc,







es una sucesión acotada en H1 × H1−α/2, aśı que, existe una subsucesión que notaremos
igual la cual converge a una pareja de funciones (ϕ, ψ) en la norma de L2(Ω(0, 0, rm)) ×







ϕ2 + ψ2 dxdy ≤ q






















converge en norma a (ϕ, ψ) en L2(R2)× L2(R2). Como Dα/2x
es un operador cerrado se tiene que D
α/2
x ϕ = ψ y ϕ ∈ H1, por lo tanto, ϕ̃n ⇀ ϕ débilmente
en H1 y gracias a la desigualdad 3-18 esta sucesión converge en L3. Como




























ya que ϕ̃n converge en L
2(R2).
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es una red minimizante para Iq.










Iλq ≥ Iq. (6-22)
Por otro lado, para todo ε
4
, existe ψ ∈ Hα/2,1, con Q(ψ) = q, tal que




por la densidad de H1 en Hα/2,1, existe {ψn} ⊂ H1, tal que ψn → ψ en Hα/2,1. Como el
funcional S es continuo en Hα/2,1, implica que para todo ε
4
> 0 existe φ ∈ {ψn} tal que
|S(φ)− S(ψ)| < ε
4
, (6-24)






















≤ Iq + ε
con lo anterior y por 6-22 se demuestra la primera parte. Para ver la segunda parte tenemos






Gracias a los dos lemas anteriores podemos enunciar el resultado principal de esta sección,
en el cual se mostrara la existencia de soluciones del problema minimizante 6-6, y por ende
la existencia de ondas solitarias a la ecuación 6-1.
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Teorema 6.12. Para cada λ, 0 < λ ≤ λ0, sea ϕλ la solución del problema minimizante 6-7,
existe una sucesión {λn} que converge a 0 y una sucesión de puntos {(an, bn)} tal que:
















= {ϕ̃n} definida por
ϕ̃n(x, y) = ϕn ((x, y)− (an, bn)) (x, y) ∈ R2
tiene una subsucesión que converge en Hα/2,1(R2) a una función ϕ que es solución de
6-6.
Demostración. La primera parte del teorema se sigue del teorema 6.10, para la segunda parte




está acotada en H1(R2) y tener presente la inclusión

































−cλϕλ − cλDαxϕλ = D2yϕλ + λD2xϕλ − (ϕλ)2 (6-25)
ahora veamos que cλ > 0, para ello multiplicamos por
ϕλ
2
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cλ + cλ|ξ|α + λξ2 + η2
)
(̂ϕλ)2




esta acotada en H1(R2).
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