ABSTRACT The urban traffic flow prediction is a significant issue in the intelligent transportation system. In consideration of nonlinear and spatial-temporal features of urban traffic data, we propose a deep hybrid neural network improved by greedy algorithm for urban traffic flow prediction with taxi GPS trace. The proposed deep neural network model first combines the convolutional neural network (CNN), which extracts the spatial features, with the long short term memory (LSTM), which captures the temporal information, to predict urban traffic flow. Then, the proposed model is trained by a greedy policy to short time consumption and improves accuracy when a network goes deeper. Experimental results with real taxis GPS trajectory data from Xi an city show that the improved deep hybrid CNN-LSTM model can achieve higher prediction accuracy and shorter time consumption compared with existing methods.
I. INTRODUCTION
Accurate traffic flow prediction in a special city region is important to the performance of many advanced applications of the intelligent transportation systems (ITSs). In China, for example, Beijing and Shanghai that effort heavy urban traffic are actively employing ITSs for urban computing [1] , coordinating traffic flow [2] , and balancing traffic control [3] . Heavy traffic situation is caused by complex factors which involved road architecture, temporal changes, accidents, year round and so on. Unfortunately, data gathered on these factors is managed by separate government sectors. Hence, predicting traffic conditions is difficult because these splitting information must be collected to input a single model. The prevalence of Taxis GPS data can dynamically map the available urban road network data with the GPS trajectories and indirectly represent the living and working rout of urban citizens. Hence, we propose a hybrid neural network model to predict urban traffic flow using Taxis GPS trajectories in this paper, because the GPS trace data has high-dimensional, nonlinear, dynamical and spatial-temporal features which provide many useful insights on urban traffic condition [4] .
Estimating urban flow based on GPS data in a region is a difficult task involving many challenges. In the one hand, the high correlation between spatial and temporal features are clearly shown in a traffic congestion occurring at nearly 8am and nearly 6pm every weekday in school, metro and bus station, and office region.In the other hand, many intelligent transportation and urban applications require accurate and real time traffic flow in some special regions in city, which cannot be addressed by traditional static approaches.
To obstacle the aforementioned two main challenges, we propose a novel and efficient urban flow traffic prediction model evaluated by real taxi GPS trace data in Xi an city. The major contributions of this paper consist of the following aspects:
1) We propose a hybrid neural network to predict urban flow which combines the CNN to statically extract the potential spatial features of urban traffic data with the LSTM to dynamically present the short term and long term temporal features of urban traffic data.
2) We propose a novel greedy policy to train the CNN-LSTM deep hybrid neural network, because training hybrid model involve both deterministic functions for CNN and random variables for LSTM, which are typically more complex and longer time consumption to deal with in the training process.
3) Experiments using real Taxis GPS trajectory data in Xi an city are implemented and demonstrate that the deep hybrid network model improved by greedy algorithm can obtain shorter training time and higher prediction accuracy.
The organization of this paper is as follows. Section II reviews related work and gives an overview of the proposed prediction model. Section III explains the detailed implementation of this prediction model in detail. The results of experimental validation are shown in section IV. The concluding remarks and future work are given in section V.
II. RELATED WORKS
In addition to the works mentioned in Section I, we further review works closely related to research and theoretical analysis in this paper.
For the urban traffic flow prediction, there are two main methods including of the traditional parametric approaches like the time-series analysis and the non-parametric methods based on machine learning. The most common parametric method is the auto regressive integrated moving average (ARIMA) models, which have been widely used for traffic flow prediction [5] . However, the ARIMA using one input variable is known to be excellent performance for the traffic fixed links and has an apparent limitation for complex road network [6] . Therefore, the newest research proposed to combine the nonnegative matrix factorization (NMF) algorithm with the Autoregressive (AR) model for predicting urban traffic flow [7] . Many years ago, the representative shallow machine learning methods for traffic flow prediction are the k-nearest neighbors (KNN) [8] and the support vector regression (SVR) [9] . However, the results of KNN and SVR dramatically depend on the features which are manually selected from traffic data. With the development of the deep machine learning method, especially the deep neural network like convolutional neural network (CNN) in image recognition and the long short term memory (LSTM) in video tracing, there are some typical published works on urban traffic flow prediction based on deep neural network. Zheng et al. [10] formally defined urban computing in this article and introduce its general framework, key research problems, methodologies, and applications. Zhang et al. [1] proposed a novel deep residual model to predict the in and out flow of crowds in special region of a city. Experimental results compared with the ARIMA and CNN models showed that the deep model can outperform the other baselines. Recently, Zhao et al. [11] analyzed individuals travel style and patterns by metro from a statistical-based view. Fu et al. [12] researched the route patterns from personal trajectory using a step-by-step trajectory abstraction algorithm. Zhan et al. [13] developed a new framework based machine learning to estimate the citywide traffic volume using data from Beijing taxis GPS trajectories. Experimental results compared with KNN and SVR model demonstrated that the proposed framework could obtain higher effectiveness in citywide traffic volume prediction.
For deep machine learning, there are many successful models in applications, in particular CNN [14] , [15] for image classification and objectives recognition and LSTM for speech recognition and traffic flow prediction [16] , [17] . However, both kinds of neural networks can only capture spatial features or temporal dependencies respectively. Recently, Sainath et al. [18] combined CNN and LSTM and proposed a deep convolutional LSTM unified architecture to learn spatial and temporal dependencies simultaneously. Su et al. [19] proposed CNN-LSTM network to detect mitotic events in patch sequences of variable length. Experimental results on both C3H10 and C2C12 data sets outperform the gradational graph model-based approaches by a large margin. Although CNN-LSTM network architecture can take advantages of both spatial features extraction of CNN and temporal information memory of LSTM, training of this hybrid network becomes more difficult as depth increases. Zhang et al. [1] proposed a novel deep residual CNN model for urban traffic flow prediction to obviously speed up the training process. Recently, Li and Wang [20] proposed a novel residual deep CNN model to handle large and complex motions. Extensive experiments demonstrated that the proposed model could outperform single-image based and multi-frame based video super resolution approaches in terms of both fidelity and visual quality. Tzirakis et al. [21] proposed an end-to-end emotion recognition system using CNN to extract features from the speech and employ LSTM to deal with temporal information in the data, and trained the proposed multi model by residual unit to speed up the procedure.
Despite the interesting results on residual CNN, the longer time consumption of the deep residual CNN limited the general application in urban traffic flow prediction.To short time consumption and improve accuracy of deep neural network, we study the popular reinforcement learning algorithms which are derived from a cause-and-effect relationship between actions and reward or punishment in nature environment [21] . We followed some recent studies in reinforcement learning algorithms which have already successfully applied to deal with continuous time and space problems [22] , problems of discrete-time control [23] , dynamic process [24] , feedback control [25] and adaptive traffic signal control [26] - [29] . In addition, we found some researchers have studied various way to improve deep neural network performance for traffic flow prediction [30] - [32] .
Inspired by these successful researches,we improve the residual CNN from two aspects for urban traffic flow prediction based on GPS trajectory data. Firstly, we build a hybrid CNN and LSTM neural network model to automatically capture the spatial and temporal features of GPS trace data. Then, we employ a novel greedy reinforcement training policy to accelerate the deep hybrid CNN-LSTM model proposed in this paper.
III. THE PROPOSED DEEP HYBRID NETWORK FOR URBAN TRAFFIC FLOW PREDICTION
In this section, we propose a novel neural network architecture for urban traffic prediction which combine CNN to extract static features of GPS trajectory data with LSTM to capture dynamic features of GPS trajectory data. 
A. PRELIMINARIES
In this paper, we split Xi an city map into an 32 * 32 matrix grid based on the longitude and latitude where each grid can represent the living region or the working region, as shown in FIGURE.1. For a grid (i, j) in 32 * 32 matrix, where i, j ∈ (1, ..., 32), the inflow and outflow of the traffic at the time interval t = 30m are presented as [ 
Where g k ∈ (i, j) means the geospatial coordinate g k lies in grid (i, j), and vice versa.
B. CONVOLUITONAL NEURAL NETWORKS AND RECURRENT NEURAL NETWORKS
Deep neural networks (DNNs) have been widely used in various applications. The convolutional neural networks (CNNs) are one of the most successful DNNs for processing image and video. For urban traffic flow prediction, we firstly use CNNs to obtain the spatial information from GPS trajectory data. The CNN can directly input the GPS data meshed in the preliminary stage, and the architecture of the CNN can be designed as FIGURE.2 proposed by LeCun et al. [14] . The CNN proposed by us consists of N layers and l is defined as each layer where l ∈ {1, 2, . . . , N }. Assume the input of the CNN l t h layer can be presented as W * W * K matrix, and the spatial filter of CNN l t h layer can be described as H * H * K matrix. The output of of CNN l t h layer is represented as follow
The CNN can capture the spatial features very well. However, the GPS trajectory data different from static images include the temporal information which can directly affect the accuracy of prediction. To better capture the temporal information in the GPS data, we consider the recurrent neural networks (RNNs) for temporal dynamic model achieved by the Sun [39] . However, a standard RNN faces the vanishing gradient effect in many applications. Recently, the RNNs with the long short term memory (LSTM) unit can deal with the vanishing gradient obstacle and perform well in extracting the features of time series for a time span. In the advanced RNN with LSTM architecture, each LSTM unit has three gates (input i t , forget f t and output o t ). For LSTM with input x t at time step t, three gates can be calculated as
Where σ is the sigmoidal function, and W i,j is the weight matrices, and b j is the bias. The hidden state of RNN can be denoted by h. For t ∈ {1, 2, ..., T }, the output sequence y can be iteratively computed by
Temporal features and Spatial features are same important for urban traffic flow prediction. Unfortunately existing approaches have limitations to capture such temporal features utilized by CNNs [1] . Therefore, we propose a hybrid DNN architecture combining CNN and LSTM to predict the urban traffic flow.
C. HYBRID DEEP NEURAL NETWORK COMBINING CNN AND LSTM
In the hybrid DNN proposed by us, we could separate a DNN into two heterogeneous sub-DNN. The one sub-DNN tries to learn the spatial features by a typical CNN without pooling layer, because we don't need to reduce the spatial size of trace data. The other sub-DNN firstly uses a typical CNN without pooling layer to capture local dependencies and then introduces a LSTM cell to preserve temporal information over a span of time. The hybrid CNN-LSTM architecture is shown in FIGURE. 3. In our model, a batch of 32*23 grid data can be fed into and a inflow grid data and a outflow grid data can be generated through the hybrid DNN. The GPS trajectory data can be processed in two different channels and be merged in the output layer of the hybrid DNN. We evaluate the proposed hybrid DNN in the experimental section and the CNN-LSTM architecture can effectively improve the performance by capturing both spatial and temporal features of GPS data. However, the CNN-LSTM architecture has more complexity than general CNN or LSTM, which must spend more memory and more time to learn more parameters. To accelerate the training of the hybrid CNN-LSTM model, an effective method has been introduced in the next stage. 
D. HYBRID DNN IMPROVED BY GREEDY POLICY
As mentioned above, the training of the hybrid CNN-LSTM model will become harder with the increase of depth. Recently, residual learning has been proposed to solve vanishing gradients and exploding gradients of DNN's training in image recognition [33] and speech recognition [34] . Although the main advantage of residual DNN seems to be faster training convergence, the shortcut from the input layer to the hidden or output layer also lead to drop the part of the accuracy performance. Most recently, the Q learning (QL) algorithm is a significant reinforcement method to learn the environment state information and obtain the optimal action [35] - [38] . However, the QL is difficult to achieve fast convergence in action selection because of the gradual optimization process. If the QL can be combined with DNN, its limitation of generalization and function approximation ability could be compensated very well [39] . The deep QL has proven good performance to improve CNN performance in many fields [40] . Thus, we hope to use the deep QL to improve the CNN-LSTM model proposed in this paper. However,the standard QL algorithm tries to balance between exploration and exploitation of behavior. Different with the typical QL, we focus on a simple implementation version of QL which is named by the -greedy policy, where indicates the proportion of randomness in the greedy approach. The greedy policy guarantees all the data are trained in some degree and could improve learning accuracy of neural network.
To train the hybrid CNN-LSTM improved by thegreedy policy, we change the loss function of CNN-LSTM neural network with the -greedy algorithm which can be represented by
Where C is the loss function in CNN and LSTM.ŷ s is the predicted output and y s is the observed value. is the learning parameters of the hybrid CNN-LSTM model. Typically, the DNN for regression problem generally choose the mean square error (MSE) as the loss function to train the model. The MSE can be presented by
E. MATRICES FOR FORECASTING ERROR
The root mean square error (RMSE) are commonly used to evaluate the performance of traffic forecast model. The RMSE can be calculated by
Where N is the size of dataset,ŷ s is the predicted output and y s is the observed value.
IV. EXPERIMENTAL RESULTS
In this section, we show the performance of our proposed deep hybrid CNN-LSTM model improved by greedy algorithm tested by Xi an taxis trajectory data. Firstly, we introduce the datasets for evaluating our proposed model.
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Then we compare the Linear model, the CNN model, the LSTM model, the hybrid CNN-LSTM and the improved model by the -greedy policy. All Experiments are implemented with Tensorflow which is the most popular open source deep learning frameworks based on Python programming language. 
A. DATASET
We perform all experiments on Xi an taxi GPS trajectory dataset from Jan. 1st to May 24th, and from Sept. 1st to Nov. 30th in 2016. Using formula (1) and (2), we can obtain 11136 samples which is 32 * 32 matrix and include two types of urban traffic flow data. The 32 * 32 matrix inflow data in Nov. 14th at Xi an city region can be shown in the FIGURE.4. The ratio value of two inflows in same day at living area and office area of Xi an city region can be shown in the FIGURE.5. Among the training of models, the last 7 days which is 7 * 48 samples are chosen as testing data, and using the remaining samples as training data. Following the popular method, we use RMSE to evaluate approaches in all the experiments. For the 298394 trainable hyperparameters of the hybrid CNN-LSTM model, the learning rate is set to 0.0001. The batch size is set to 48. We select 80% of the training data for training each model and the remaining 20% is chosen as the validation set, which is used to early-stop our training algorithm for each model based on the best validation score. Then we continue to train the model on the full training data for 50 epochs. And the initial value can be set as 0.1.
C. RESULTS
To prove the performance of our proposed hybrid model, we compared our network with other popular models based on the same GPS taxis trajectory dataset in Xi an city. In Table I , we present the results which include the RMSE and the Runtime. We can observe that the Linear model have shorter runtime, but have lower accuracy. The CNN and the CNN-LSTM model have higher accuracy, but have longer runtime. Fortunately, our hybrid model improved by the -greedy algorithm can get a good balance between higher accuracy and reasonable runtime. To verify the effect of the improved loss function, we firstly conducted experiments using MSE cross validation method on the Linear model, the CNN model and the CNN-LSTM model. Then we evaluated the CNN-LSTM using the MSE loss function improved by the -greedy algorithm. The results of loss on four different models are shown in FIGURE.7. We can clearly see that our proposed loss function can be the best performance in our experimental evaluations.
D. DISCUSSION
In order to compare the prediction ability of our hybrid model, we totally conducted four experiments on Linear, CNN, CNN-LSTM and improved CNN-LSTM. Each experiment of model is divided into training and testing, which are implemented on same training data and testing data to guarantee the comparability of RMSE results. Technologically, DNN are learning model with a very high capacity and therefore prone to over-fitting. There are many effective techniques such as dropout, drop connect and weight decay. In this paper, we use the simple and effective nonlinear ReLU operation and dropout method setted in 0.5 to deal with the overfitting issue of the hybrid model shown in the FIGURE. 6 . Aforementioned results demonstrate that our proposed hybrid CNN-LSTM neural network significantly outperforms previous methods in literature. Generally speaking, such improved performance has achieved due to the more spatial and temporal information captured by the hybrid model. However, the higher prediction accuracy derived from more complex neural network architecture which will need more computing and time consumption. Therefore, we improve the proposed hybrid neural network using a greedy policy to short the training time. At the same time, the improved policy can affect every iteration of training and testing the hybrid model, so the lower RMSE can be obtained in the less iteration based on same data set clearly shown in the FIGURE.7. With the effective improved greedy policy, our hybrid model is also able to predict the urban traffic flow in real environment.
V. CONCLUSION
In this paper, we present an effective deep hybrid neural network that can predict the traffic flow in a city region by combining CNN and LSTM structures. Unlike previous works that capture one spatial or temporal feature, the CNN-LSTM network can capture spatial and temporal features simultaneously. We also utilize the -greedy algorithm to improve the accuracy of the deep hybrid CNN-LSTM network. In practice, the proposed model has shown to be effective in helping to improve the accuracy of urban traffic flow prediction and short the runtime. Our work has demonstrated the success of employing DNN in both spatial and temporal domains to automatically extract spatial-temporal features and to predict the urban traffic flow. In the future,we firstly consider to add the weather conditions and holiday data to improve the accuracy of prediction, and we will also consider to use other types of traffic data like truck, bus and metro, and personal phone signals data to test the proposed deep hybrid network to get good generalization performance.
