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Bevezete´s
Ez a jegyzet a programtervezo˝ informatikus mesterszak modellalkoto´
szakira´nyos hallgato´i sza´ma´ra ke´szu¨lt elso˝sorban, de sz´ıvesen aja´nljuk
minden olyan e´rdeklo˝do˝nek, aki szeretne megismerkedni a megb´ızhato´
numerikus sza´mı´ta´sok alapjaival. A Numerikus anal´ızis ta´rgy keretein
belu¨l egy fe´le´v alatt a´ttekintju¨k az intervallum aritmetika´val kapcsola-
tos alapveto˝ ismereteket, majd a numerikus mo´dszerek ne´ha´ny alapfel-
adata´nak az intervallum aritmetikai megolda´sa´t ta´rgyaljuk. Elso˝sorban
a linea´ris egyenletrendszerek intervallum alapu´ numerikus megolda´sa´val
foglalkozunk (Gauss-elimina´cio´, a megolda´svektor ku¨lo¨nbo¨zo˝ befog-
lala´si mo´dszerei) valamint a nemlinea´ris egyenletek ku¨lo¨nbo¨zo˝ megolda´si
mo´dszereit vizsga´ljuk (Newton-itera´cio´, polinomok gyo¨keinek a szimulta´n
meghata´roza´sa, interpola´cis mo´dszerek). Ku¨lo¨n csemege´nek sza´njuk a
hetedik e´s kilencedik fejezetet, amelyekben az automatikus differencia´la´s
keveset emlegetett mo´dszere e´s globa´lis optimumsza´mı´ta´si mo´dszer keru¨l
ismertete´sre. A te´ma mege´rte´se´hez az alapszakos linea´ris algebra, anal´ızis
e´s numerikus anal´ızis ismeretek elegendo˝ek.
A megb´ızhato´ numerikus sza´mı´ta´sok le´nyege az, hogy olyan algorit-
must k´ıva´nunk megadni, amely biztos´ıtja azt, hogy az algoritmus befe-
jezo˝de´sekor megad egy olyan intervallumot, amely tartalmazza a meg-
olda´st. I´gy garanta´lt hibabecsle´st biztos´ıt a lefuta´s ve´ge´n. Nyilva´n ak-
kor haszna´lhato´ ez a mo´dszer, ha az eredme´ny intervallum kello˝en kicsi
a´tme´ro˝ju˝. Mivel a hagyoma´nyos numerikus algoritmusok ezt nem tudja´k
a´ltala´ban biztos´ıtani, ha nagyon nagy szu¨kse´g van igaza´n megb´ızhato´
eredme´nyre, akkor e´rdemes lehet to¨bb munka´t fektetni a megolda´sba e´s
intervallum alapu´, megb´ızhato´ algoritmust felhaszna´lni, ami garanta´lt
hibakorla´ttal rendelkezo˝ ve´geredme´nyt ke´pes produka´lni.
Ne´zzu¨nk ne´ha´ny a´ltala´nos megjegyze´st, elvet ezen mo´dszerekkel
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kapcsolatban!
A megb´ızhato´ numerikus eredme´nyek sza´mı´ta´sa ke´t fo˝ pille´rre
ta´maszkodik:
1. intervallum aritmetika elme´lete,
2. alkalmas algoritmusok.
Megb´ızhato´ numerikus eredme´nyhez jutni legko¨nnyebben a megfelelo˝
mu˝veletek e´s va´ltozo´k intervallumos va´ltozata´ra valo´ csere´je´vel lehet. Ez-
zel megb´ızhato´, elleno˝rzo¨tt eredme´nyhez jutunk, azonban a kapott be-
foglala´sok a´tme´ro˝je sokszor gyakorlatilag hasznos´ıthatatlanul sze´lesnek
ado´dik. Szu¨kse´gu¨nk van teha´t olyan mo´dszerekre, amelyek hasznos´ıtja´k
az intervallum aritmetika elo˝nyeit, e´s egyben, a ma´r kisza´molt, de durva
becsle´sek finomı´ta´sait adja´k.
Ilyen algoritmusok fejleszte´se sora´n nagyon o´vatosnak kell lennu¨nk,
hogy minek is sza´moljuk a befoglala´sa´t. Pe´lda´ul, ha egy ko¨zo¨nse´ges dif-
ferencia´legyenlet kezdeti e´rte´k proble´ma´ja´nak megolda´sa´t Runge-Kutta
mo´dszerrel becslo˝ programot ke´sz´ıtu¨nk, e´s az itt szereplo˝ mu˝veletekre in-
tervallum mu˝veletekkel valo´ befoglala´sa´t sza´mı´tana´nk, akkor nem a diffe-
rencia´legyenlet egy megolda´sa´nak befoglala´sa´t kapna´nk, hanem a megfe-
lelo˝ Runge–Kutta mo´dszer becsle´se´t! Ez a befoglala´s a kerek´ıte´si hiba´kat
igen, de a csonkola´si hiba´kat nem tartalmazza. Egy megb´ızhato´ algo-
ritmusnak azonban az o¨sszes lehetse´ges hibaforra´st le kell fednie, mint
pe´lda´ul a konverzio´s hiba´kat is, hogy te´nyleg megb´ızhato´ bennfogala´st
kapjunk.
Az u´gynevezett pont proble´ma´kra – azokra amelyekben a bemeno˝
adat nem tartalmaz intervallumot – egy egyszeru˝ megb´ızhato´ megolda´st
k´ına´l az iterat´ıv finomı´ta´s mo´dszere. Az elso˝ becsle´s lebego˝pontos
sza´mola´sa uta´n ge´pi intervallum sza´mı´ta´ssal annak hiba´ja le van fedve.
Amennyiben ennek az a´tme´ro˝je kisebb a megko¨vetelt pontossa´gna´l, ak-
kor a megolda´s egy elleno˝rzo¨tt befoglala´sa a becsle´s e´s hiba´ja´nak le-
fede´se o¨sszegeke´nt ado´dik. Ma´sku¨lo¨nben a becsle´st a hiba interval-
lum ko¨ze´ppontja´nak hozza´ve´tele´vel megisme´telve egy finomabb becsle´s
ado´dik. A megb´ızhato´ numerikus algoritmusok gyakran fixpont te´telek
alkalmaza´saira ta´maszkodnak, ebben az esetben az egyik leheto˝se´g a
Brouwer-fe´le fixpont te´tel.
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Te´tel. (Brouwer fixpont te´tele) Legyen Rn → Rn folytonos leke´peze´s,
X ⊆ Rn za´rt, konvex e´s korla´tos halmaz. Ha f(X) ⊆ X , akkor f
fu¨ggve´nynek van legala´bb egy x∗ ∈ X fixpontja.
Legyen X = [x] ∈ Rn egy ge´pi intervallum vektor (doboz az n-
dimenzio´s te´rben). Ez kiele´g´ıti az elo˝bbi te´tel felte´teleit. Tegyu¨k fel,
hogy tala´lunk egy [x] vektort u´gy, hogy f([x]) ⊆ [x]. Ekkor [x] bizto-
san tartalmazza legala´bb egy fixpontja´t az f fu¨ggve´nynek. A te´tel igaz
marad, ha f helyett annak f[] intervallum kie´rte´kele´se´t vesszu¨k e´s arra
biztos´ıtjuk a tartalmaza´st, mivel f([x]) ⊆ f[]([x]).
Ez a te´tel egyfajta sablonke´nt szolga´lhat algoritmusainkhoz. Elo˝szo¨r
keressu¨nk egy x = f(x) alaku´, az eredetivel ekvivalens proble´ma´t,
majd helyettes´ıtju¨k a jobb oldali fu¨ggve´nyt annak f[] intervallum
kie´rte´kele´se´vel. Pe´ldake´nt a fixpont itera´cio´s vagy ma´s ne´ven az egyszeru˝
itera´cio´s ze´rushely kerese´st tekintju¨k. Kezdju¨k valamely [x](0) ko¨zel´ıto˝
megolda´ssal az ala´bbi itera´cio´t
[x](k+1) = f[]([x]
(k)) k = 0, 1, 2, . . . (1)
Fejezzu¨k be az itera´la´st, ha [x](k+1) ⊆ [x](k) valamely k ≥ 0 esete´n.
Ekkor matematikai e´rtelemben bela´ttuk, hogy az eredeti proble´ma´nak
van legala´bb egy x∗ fixpontja [x](k) intervallumban.
Megku¨lo¨nbo¨ztetu¨nk a priori e´s a posteriori mo´dszereket a kezdo˝
ko¨zel´ıte´sre. Az a priori elja´ra´sban a kezdo˝ ko¨zel´ıte´s ma´r tartalmazza
a fixpontot. Ekkor az (1) itera´cio´t az ala´bbi mo´don alak´ıtjuk a´t
[x](k+1) = f[]([x]
(k)) ∩ [x](k) k = 0, 1, 2, . . .
Az itera´cio´ lea´ll, amennyiben ele´rte a maxima´lis le´pe´s sza´mot, vagy ke´t
egyma´st ko¨veto˝ eredme´ny azonos.
Az a posteriori mo´dszer nem tartalmazza szu¨kse´gszeru˝en a fixpontot.
Itt az elva´ra´s, hogy az itera´cio´ sora´n egyre ko¨zelebb keru¨lju¨nk a fixpont-
hoz, e´s ve´gu¨l le is fedju¨k. Mine´l jobb a kezdo˝ ko¨zel´ıte´s, anna´l gyorsabb
a konvergencia. A gyakorlati tapasztalat az, hogy az itera´cio´ ko¨zel´ıt a
fixponthoz, de csak ritka esetben tartalmazza azt. Egy egyszeru˝ tru¨kkel
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seg´ıthetu¨nk ezen. Az u´j itera´cio´s le´pe´s elo˝tt egy
[x] ⊲⊳ ε :=
{
[x] + [−ε, ε] · d([x]) ha d([x]) 6= 0
[x] + [−xmin,+xmin] ma´sku¨lo¨nben
ε-bo˝v´ıte´ssel no¨velju¨k az aktua´lis intervallumot, ahol xmin a legkisebb po-
zit´ıv ge´pi sza´m, d([x]) az [x] intervallum sze´lesse´ge, ε > 0. Ezuta´n az a
posteriori mo´dszer itera´cio´ja a ko¨vetkezo˝ mo´don va´ltozik:
[x](k) = [x](k) ⊲⊳ ε
[x](k+1) = f[]([x]
(k))
}
k = 0, 1, 2, . . .
Fixpont mo´dszereink ne´melyike mo´dos´ıthato´ u´gy, hogy a fixpont
egye´rtelmu˝se´ge is biztos´ıtott legyen.
1. fejezet
Intervallum aritmetikai
alapok
1.1. Valo´s intervallum aritmetika
A ko¨vetkezo˝ szakaszokban a valo´s sza´mok halmaza´t R , elemeit kis betu˝k
(a, b, . . . , x, y, z) jelo¨lik. Az R ala´bbi re´szhalmaza´t
[a] := [a, a] := {t ∣∣ a ≤ t ≤ a, a, a ∈ R}
za´rt, valo´s intervallumnak, vagy ro¨viden intervallumnak nevezzu¨k, ahol
az intervallum also´ e´s felso˝ korla´tja´ra az
a, a
jelo¨le´st haszna´ljuk. Ha M egy tetszo˝leges halmaz, akkor Mn e´s Mn×m
jelo¨li az n dimenzio´s vektorok, illetve az (n×m)-es ma´trixok halmaza´t,
ahol a vektorok oszlopvektorke´nt e´rtendo˝k. Az egyse´gma´trix jele I.
Ma´trixok e´s vektorok maximum norma´ja´nak jele ‖·‖∞. Az itera´cio´
sorsza´ma´t a felso˝ indexben jelo¨lju¨k, pl: x(k). A za´rt valo´s intervallumok
halmaza´t IR jelo¨li, elemeit pedig a [a], [b], . . . , [x], [y], [z] szimbo´lumok.
Ekkor az x ∈ R valo´s sza´mok felfoghato´k IR specia´lis elemeke´nt: [x, x],
amiket pont-intervallumoknak nevezu¨nk.
1.1. Defin´ıcio´. Az [a] = [a, a] e´s [b] = [b, b] intervallumok egyenlo˝k,
[a] = [b], ha halmazelme´leti e´rtelemben egyenlo˝k.
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Ebbo˝l ko¨zvetlenu¨l ko¨vetkezik, hogy
[a] = [b] ⇔ a = b e´s a = b.
Az = rela´cio´ IR-ben reflex´ıv, szimmetrikus, tranzit´ıv.
A ko¨vetkezo˝kben a´ltala´nos´ıtjuk a valo´s aritmetika´t bevezetve az IR-
en e´rtelmezett mu˝veleteket.
1.2. Defin´ıcio´. Legyen ◦ ∈ {+,−, ·, :} egy bina´ris mu˝velet a valo´s
sza´mokon e´rtelmezve. Ha [a], [b] ∈ IR, akkor
[a] ◦ [b] = {z = a ◦ b | a ∈ [a], b ∈ [b]} (1.1)
definia´lja a megfelelo˝ IR-beli mu˝veletet.
Az oszta´s esete´n feltesszu¨k, hogy 0 /∈ [b], amit a tova´bbiakban nem
eml´ıtu¨nk ku¨lo¨n. Szinte´n megjegyezzu¨k, hogy azonos szimbo´lumokat
haszna´lunk az R illetve IR-beli mu˝veletekre.
Az [a] = [a, a], [b] = [b, b] intervallumokra vonatkozo´ mu˝veletek expli-
cit forma´ja
[a] + [b] = [a+ b, a+ b],
[a]− [b] = [a− b, a− b],
[a] · [b] = [min{ab, ab, ab, ab},max{ab, ab, ab, ab}],
[a] : [b] = [a, a] · [1/b, 1/b].
(1.2)
Ez abbo´l a te´nybo˝l ko¨vetkezik, hogy z = f(x, y) = x◦y, ◦ ∈ {+,−, ·, :}
kompakt halmazon vett, folytonos fu¨ggve´ny, ennek oka´n felveszi legki-
sebb e´s legnagyobb, valamint az o¨sszes ko¨zbeeso˝ e´rte´ke´t is, ı´gy [a] ◦ [b]
szinte´n za´rt valo´s intervallum. Az 1.2-beli ke´pleteink ennek megfelelo˝en
f(x, y) legkisebb, illetve legnagyobb eleme´t sza´mı´tja´k ki. Az IR halmaz
ko¨vetkeze´ske´pp za´rt a fenti mu˝veletekre ne´zve, tova´bba´ azonnal la´tszik,
hogy a valo´s sza´mok izomorfak a megfelelo˝ pont-intervallumokkal, eze´rt
egyszeru˝en haszna´ljuk az [x, x] ◦ [a] = x ◦ [a] jelo¨le´st.
Mivel az intervallumok is halmazok – a halmazelme´letben szoka´sos
rela´cio´k, mu˝veletek (=,∈,⊆,⊂,⊇,⊃,∩) az addigi e´rtelemmel b´ırnak.
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Bevezetheto˝k u´jabb rela´cio´k is. Egy [x] intervallumot tartalmazza [y]
pontosan akkor, ha y < x e´s x < y. Ennek jele [x]
◦⊂ [y] e´s belso˝ tartal-
maza´si rela´cio´nak is h´ıvjuk. Ne´ha haszna´latos ke´t intervallum burka:
[x]∪[y] := [min{x, y},max{x, y}].
Az (1.1)-beli mu˝veleteken tu´l gyakran haszna´lunk una´ris intervallum
mu˝veleteket.
1.3. Defin´ıcio´. Ha f(x) egy folytonos una´ris mu˝velet R-en, akkor
f([x]) =
[
min
x∈[x]
f(x),max
x∈[x]
f(x)
]
una´ris mu˝velet IR-en.
Pe´lda´k ilyen una´ris mu˝veletekre IR-en:
[x]k(k ∈ R), e[x], ln[x], sin[x], cos[x], . . .
A ko¨vetkezo˝ te´telben o¨sszefoglaljuk az IR-beli legfontosabb mu˝veleti
tulajdonsa´gokat.
1.4. Te´tel. Legyen [a], [b], [c] ∈ IR. Ekkor
[a] + [b] = [b] + [a], [a] · [b] = [b] · [a] (kommutativita´s), (1.3)
([a]+[b])+[c] = [a]+([b]+[c]), ([a]·[b])·[c] = [a]·([b]·[c]) (asszociativita´s),
(1.4)
[0] = [0, 0], [1] = [1, 1] egye´rtelmu˝en meghata´rozott neutra´lis elemek
az addit´ıv, illetve multiplikat´ıv struktu´ra´kban, azaz
[a] = [0] + [a] = [a] + [0] ∀[a] ∈ IR⇔ [0] = [0, 0], (1.5)
[a] = [1] · [a] = [a] · [1] ∀[a] ∈ IR⇔ [1] = [1, 1],
IR ze´rusoszto´ mentes, (1.6)
az [a] = [a, a] ∈ IR, (a 6= a), elemnek nincs sem addit´ıv, sem multip-
likat´ıv inverze, tova´bba´ igaz, hogy
0 ∈ [a]− [a] e´s 1 ∈ [a] : [a] (1.7)
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[a]([b] + [c]) ⊆ [a][b] + [a][c] (szubdisztributivita´s) (1.8)
a([b] + [c]) = a[b] + a[c], a ∈ R
[a]([b] + [c]) = [a][b] + [a][c], ha bc ≥ 0 ∀b ∈ [b], c ∈ [c].
Bizony´ıta´s: Az (1.3) a´ll´ıta´s bela´ta´sa. Legyen ◦ ∈ {+, ·}. Ekkor
[a] ◦ [b] = {z = a ◦ b | a ∈ [a], b ∈ [b]} =
= {z = b ◦ a | b ∈ [b], a ∈ [a]} = [b] ◦ [a].
Az (1.4) a´ll´ıta´s bela´ta´sa. Legyen ◦ ∈ {+, ·}. Ekkor
([a] ◦ [b]) ◦ [c] = {z = (a ◦ b) ◦ c | a ∈ [a], b ∈ [b], c ∈ [c]} =
= {z = a ◦ (b ◦ c) | a ∈ [a], b ∈ [b], c ∈ [c]} = [a] ◦ ([b] ◦ [c]).
Az (1.5) a´ll´ıta´s bela´ta´sa. Tegyu¨k fel, hogy n, n̂ ke´t addit´ıv neutra´lis
elem. Ekkor
n+ n̂ = n̂ e´s n̂+ n = n.
A kommutativita´s miatt n = n̂. Hasonlo´an la´thato´ be a multiplikat´ıv
neutra´lis elem unicita´sa is.
Az (1.6) a´ll´ıta´s bela´ta´sa. Legyen [a] · [b] = 0, azaz
[a] · [b] = {z = a · b | a ∈ [a], b ∈ [b]} = [0, 0].
Ebbo˝l ko¨vetkezik, hogy [a], [b] ∈ IR legala´bb egyike [0, 0].
Az (1.7) a´ll´ıta´s bela´ta´sa. Mindke´t a´ll´ıta´s egyene´rte´ku˝ az
[a]− [b] = [0, 0]⇒ [a] = [a, a] = [b],
[a] · [b] = [1, 1]⇒ [a] = [a, a], [b] = [1/a, 1/a]
a´ll´ıta´sokkal. Legyen
[a]− [b] = {z = a− b | a ∈ [a], b ∈ [b]} = [0, 0].
Ko¨vetkezik, hogy ∀a ∈ [a], b ∈ [b] esete´n z = a − b = 0. Tetszo˝legesen
ro¨gz´ıtve b ∈ [b] elemet, kapjuk, hogy ∀a ∈ [a] esete´n a = b, teha´t [a] =
[b, b], vagy a ∈ [a] elemet ro¨gz´ıtve [b] = [a, a]. A multiplikat´ıv eset
hasonlo´an bizony´ıthato´.
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Mivel
0 = a− a ∈ {z = x− y | x ∈ [a], y ∈ [a]} a ∈ [a],
ko¨vetkezik, hogy 0 ∈ [a]− [a]. Hasonlo´an ado´dik, hogy 1 ∈ [a] : [a].
Az (1.8) a´ll´ıta´s bela´ta´sa.
[a]([b] + [c]) = {z = a · (b+ c) | a ∈ [a], b ∈ [b], c ∈ [c]} ⊆
⊆ {z = ab+ a˜c | a, a˜ ∈ [a], b ∈ [b], c ∈ [c]} =
= [a][b] + [a][c].
Egy ellenpe´lda elegendo˝ az egyenlo˝se´g ca´fola´sa´ra.
[a] = [0, 1], [b] = [1, 1], [c] = [−1,−1]
[a]([b] + [c]) = [0, 0] ⊂ [−1, 1] = [a][b] + [a][c].
So˝t, kapjuk, hogy ∀a ∈ R esete´n
a([b] + [c]) = {z = a(b+ c)|b ∈ [b], c ∈ [c]} =
= {z = ab+ ac|b ∈ [b], c ∈ [c]} =
= a[b] + a[c].
Az utolso´ a´ll´ıta´s bela´ta´sa´hoz, az a´ltala´nossa´g megszor´ıta´sa ne´lku¨l fel-
tehetju¨k, hogy b ≥ 0 e´s c ≥ 0. Ha a ≥ 0, akkor
[a]([b] + [c]) = [a(b+ c), a(b+ c)]
e´s
[a][b] + [a][c] = [ab, ab] + [ac, ac] = [a(b+ c), a(b+ c)].
Ha a ≤ 0, akkor az elo˝zo˝ esetre jutunk −[a] helyettes´ıte´ssel. Amennyiben
aa ≤ 0, kapjuk, hogy
[a]([b] + [c]) = [a(b+ c), a(b+ c)],
mint ahogy
[a][b] + [a][c] = [ab, ab] + [ac, ac] = [a(b+ c), a(b+ c)],
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amibo˝l az a´ll´ıta´s ado´dik. 
Most ismertetju¨k, hogy mit mondhatunk az
[a][x] = [b] [a] 6= [0, 0], [x] ∈ IR
t´ıpusu´ intervallum-egyenlet megoldhato´sa´ga´ro´l. A ke´rde´s
megva´laszola´sa´hoz szu¨kse´gu¨nk lesz a ko¨vetkezo˝ χ sege´d fu¨ggve´nyre
χ[a] :=
{
a/a ha |a| ≤ |a|
a/a ku¨lo¨nben.
Ekkor igaz a ko¨vetkezo˝: az [a][x] = [b] egyenletet megoldja [x] ∈ IR
pontosan akkor, ha
χ[a] ≥ χ[b].
A megolda´s pontosan akkor nem egye´rtelmu˝, ha
χ[a] = χ[b] ≤ 0.
Tekintsu¨nk egy pe´lda´t. Legyen [1, 2][x] = [−1, 3]. Ennek egyetlen
megolda´sa az [x] = [−1
2
, 3
2
], mivel
χ[1, 2] = 1/2 > χ[−1, 3] = −1
3
.
Ma´sre´szt, tekintve az ala´bbi egyenlet megolda´sait
ax = b a ∈ [1, 2] b ∈ [−1, 3],
amibo˝l kapjuk, hogy{
x =
b
a
| a ∈ [1, 2], b ∈ [−1, 3]
}
=
[−1, 3]
[1, 2]
= [−1, 3] ⊃ [x].
Ez a megolda´shalmaz ku¨lo¨nbo¨zik az [x] intervallumto´l, eze´rt az [a][x] = [b]
intervallum-egyenlet algebrai megolda´sa´nak nevezzu¨k. Bela´thato´, hogy
a´ltala´nosan is igaz a ko¨vetkezo˝:
Legyen adott [a][x] = [b], 0 /∈ [a] e´s [x] ∈ IR egy megolda´sa. Ekkor
[x] ⊆ [b] : [a],
14 1. Intervallum aritmetikai alapok
hiszen
x ∈ [x]⇒ ∃ a ∈ [a], b ∈ [b] : ax = b⇒ x = b/a ∈ [b] : [a].
Megjegyzendo˝, hogy az [a][x] = [b] egyenlet megoldhato´ akkor is, ha
[b] : [a] nem definia´lt. Pe´lda´ul
[−1
3
, 1][x] = [−1, 2],
ahol χ[−1
3
, 1] > χ[−1, 2], ı´gy [x] = [−1, 2] egye´rtelmu˝.
Az intervallum sza´mı´ta´sok egy alapveto˝ tulajdonsa´ga a befoglala´sra
vett monotonita´s. Az ala´bbi te´tel fogalmazza meg ezt a tulajdonsa´got.
1.5. Te´tel. Legyen [a], [b], [c], [d] ∈ IR e´s legyen
[a] ⊆ [c], [b] ⊆ [d]
Ekkor a ◦ ∈ {+,−, ·, :} mu˝veletekre igaz, hogy
[a] ◦ [b] ⊆ [c] ◦ [d]. (1.9)
Bizony´ıta´s: Mivel [a] ⊆ [c], [b] ⊆ [d], ko¨vetkezik, hogy
[a] ◦ [b] = {z = x ◦ y|x ∈ [a], y ∈ [b]} ⊆
⊆ {w = u ◦ v|u ∈ [c], v ∈ [d]} =
= [c] ◦ [d].

Az 1.5. te´tel egy specia´lis esete:
1.6. Ko¨vetkezme´ny. Legyen [a], [b] ∈ IR e´s a ∈ [a], b ∈ [b]. Ekkor
a ◦ b ∈ [a] ◦ [b], ◦ ∈ {+,−, ·, :}.
Az 1.3. defin´ıcio´ mu˝veleteire a megfelelo˝ tulajdonsa´gok:
[x] ⊆ [y]⇒ r([x]) ⊆ r([y]),
x ∈ [x]⇒ r(x) ⊆ r([x]). (1.10)
Ezen a´ll´ıta´sok ko¨zvetlen a´ltala´nos´ıta´sai intervallum kifejeze´sekre
az 1.19. te´telben tala´lhato´k.
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1.2. Tova´bbi koncepcio´k, tulajdonsa´gok
A ko¨vetkezo˝kben bevezetju¨k az alapveto˝ topolo´giai fogalmakat az inter-
vallumok halmaza´n. Elso˝ke´nt a ta´volsa´g fogalma´t definia´ljuk IR halma-
zon.
1.7. Defin´ıcio´. Az [a] = [a, a] e´s [b] = [b, b] intervallumok ta´volsa´ga
q([a], [b]) = max{|a− b| , ∣∣a− b∣∣}.
A q leke´peze´s metrika IR-ben, hiszen rendelkezik az ala´bbi tulaj-
donsa´gokkal
q([a], [b]) ≥ 0 e´s q([a], [b]) = 0⇔ [a] = [b],
q([a], [b]) ≤ q([a], [c]) + q([b], [c]) (ha´romszo¨g-egyenlo˝tlense´g).
A ha´romszo¨g-egyenlo˝tlense´g bela´thato´ a ko¨vetkezo˝ mo´don:
q([a], [c]) + q([b], [c]) = max{|a− c| , |a− c|}+max{|c− b| , ∣∣c− b∣∣} ≥
≥ max{|a− c|+ |c− b| , |a− c|+ ∣∣c− b∣∣} ≥
≥ max{|a− b| , ∣∣a− b∣∣} = q([a], [b]).
Ez a ta´volsa´g fogalom reduka´lo´dik a szoka´sosra, amennyiben pont
intervallumokra alkalmazzuk. Teha´t
q([a, a], [b, b]) = |a− b| .
A fent bevezetett metrika az IR halmazon e´rtelmezett Hausdorff
metrika. Ez a´ltala´nos´ıta´sa a metrikus te´r pontjai ko¨zt e´rtelmezett
ta´volsa´gnak - jelen esetben R a q(a, b) = |a− b| metrika´val - ezen te´r
o¨sszes nem u¨res, kompakt re´szhalmaza´nak halmaza´ra. Ha U, V ilyen
halmazok, akkor a Hausdorff ta´volsa´guk
q(U, V ) = max
{
sup
v∈V
inf
u∈U
q(u, v), sup
u∈U
inf
v∈V
q(u, v)
}
ke´plettel definia´lt.
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Ma´sfajta hasznos jellemze´s is tala´lhato´ a Hausdorff metrika´ra. Valo´s
intervallumok [a], [b] esete´n ko¨nnyu˝ meggyo˝zo˝dnu¨nk arro´l, hogy az 1.7.
defin´ıcio´ le´ırja a Hausdorff metrika´t.
Az IR halmazon egy metrika bevezete´se´vel nemcsak metrikus, de to-
pologikus teret is kapunk. A tova´bbiakban a konvergencia e´s folytonossa´g
fogalmai ı´gy a szoka´sos mo´don ta´rgyalhato´k. Intervallumok egy sorozata{
[a](k)
}∞
k=0
konverga´l az [a] intervallumhoz pontosan akkor, ha a meg-
felelo˝ intervallum korla´tok konverga´lnak [a] = [a, a] korla´taihoz. Ekkor
ı´rhatjuk, hogy
lim
k→∞
[a](k) = [a]⇔
(
lim
k→∞
a(k) = a , lim
k→∞
a(k) = a
)
. (1.11)
A bizony´ıta´s ko¨vetkezik az intervallumok ta´volsa´g defin´ıcio´ja´bo´l, eze´rt az
olvaso´ra b´ızzuk.
A fenti metrika´ra igaz a ko¨vetkezo˝ a´ll´ıta´s, melynek bizony´ıta´sa´t az
olvaso´ra b´ızzuk.
1.8. Te´tel. (IR, q) az 1.7. defin´ıcio´ szerinti metrika´val teljes metrikus
te´r. (Intervallumok minden Cauchy sorozata konverga´l valamely inter-
vallumhoz.)
Most az intervallum sorozatok egy fontos oszta´lya´nak viselkede´se´re
adunk jellemze´st.
1.9. Te´tel. Legyen
{
[a](k)
}∞
k=0
olyan intervallum-sorozat, melyre
[a](0) ⊇ [a](1) ⊇ [a](2) ⊇ · · ·
igaz. Ekkor
⋂∞
k=0[a]
(k) egy [a] intervallumhoz konverga´l.
Bizony´ıta´s: Legyen a korla´tok sorozata
a(0) ≤ a(1) ≤ a(2) ≤ a(3) ≤ · · · ≤ a(3) ≤ a(2) ≤ a(1) ≤ a(0).
Az also´ korla´tok sorozata ı´gy monoton no¨vekvo˝ sza´mokbo´l a´ll, amelyek
felso˝ korla´tja a(0). Egy ilyen sorozat konvergens e´s hata´re´rte´ke valamely
a sza´m. Hasonlo´an, a felso˝ korla´tok sza´msorozata monoton cso¨kkeno˝ e´s
1.2 Tova´bbi koncepcio´k, tulajdonsa´gok 17
alulro´l korla´tos, eze´rt konvergens, az a hata´re´rte´kkel, ahol a ≤ a. Az
[a] =
⋂∞
k=0[a]
(k) egyenlo˝se´g ugyanilyen egyszeru˝en bela´thato´. 
A bizony´ıta´s azt is mutatja, hogy egy
{
[a](k)
}∞
k=0
, amelyre
[a](0) ⊇ [a](1) ⊇ [a](2) ⊇ · · · ⊇ [b]
egy [a] ⊇ [b] intervallumhoz konverga´l.
Az intervallum mu˝veletekro˝l e´s a tova´bbi mu˝veletekro˝l szo´l az ala´bbi
a´ll´ıta´s.
1.10. Te´tel. Az 1. fejezetben bevezetett +,−, ·, : intervallum mu˝veletek
folytonosak.
Bizony´ıta´s: Csak az + mu˝velete´re la´tjuk be az a´ll´ıta´st, a to¨bbire ha-
sonlo´an elve´gezheto˝. Legyen
{
[a](k)
}∞
k=0
e´s
{
[b](k)
}∞
k=0
ke´t intervallum
sorozat, amelyekre
lim
k→∞
[a](k) = [a] , lim
k→∞
[b](k) = [b].
Az o¨sszeg intervallumok sorozata´ra
{
[a](k) + [b](k)
}∞
k=0
igaz, hogy
lim
k→∞
(
[a](k) + [b](k)
)
= lim
k→∞
[
a(k) + b(k), a(k) + b
(k)
]
=
=
[
lim
k→∞
(
a(k) + b(k)
)
, lim
k→∞
(
a(k) + b
(k)
)]
=
= [a + b, a+ b] = [a] + [b]
(1.11) miatt. 
Az 1.10. te´tel kiterjeszte´se a (la´sd 1.3. defin´ıcio´)
1.11. Ko¨vetkezme´ny. Legyen f egy folytonos fu¨ggve´ny e´s
f([x]) = [min
x∈[x]
f(x),max
x∈[x]
f(x)].
Ekkor f([x]) folytonos intervallum kifejeze´s.
A bizony´ıta´s azonnal ko¨vetkezik f folytonossa´ga´bo´l. Ez a ko¨vet-
kezme´ny garanta´lja pe´lda´ul az [x]k, sin[x], e[x] folytonossa´ga´t.
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1.12. Defin´ıcio´. Az [a] = [a, a] ∈ IR abszolu´te´rte´ke
|[a]| = q([a], [0, 0]) = max{|a|, |a|}.
Szoka´sos jelo¨le´se me´g
|[a]| = max
a∈[a]
{|a|}. (1.12)
Ha [a], [b] ∈ IR, akkor vila´gos, hogy
[a] ⊆ [b]⇒ |[a]| ≤ |[b]| . (1.13)
Definia´lhato´ tova´bba´ az u´gynevezett legkisebb abszolu´te´rte´k
〈[x]〉 := min{|x| ∣∣ x ∈ [x]} .
Ekkor az 1.12. defin´ıcio´ a legnagyobb abszolu´te´rte´k nevet is viselheti.
Most bela´tjuk az IR-beli metrika ne´ha´ny tulajdonsa´ga´t.
1.13. Te´tel. Legyen [a] = [a, a], [b] = [b, b], [c] = [c, c], [d] = [d, d] ∈ IR.
Ekkor
q([a] + [b], [a] + [c]) = q([b], [c]), (1.14)
q([a] + [b], [c] + [d]) ≤ q([a], [c]) + q([b], [d]), (1.15)
q(α[b], α[c]) = |α| q([b], [c]), α ∈ R (1.16)
q([a][b], [a][c]) ≤ |[a]| q([b], [c]). (1.17)
Bizony´ıta´s: (1.14) bizony´ıta´sa. A q metrika defin´ıcio´ja´bo´l ko¨vetkezik,
hogy
q([a] + [b], [a] + [c]) = max{|a+ b− (a+ c)|, |a+ b− (a+ c)|} =
= max{|b− c|, |b− c|}.
(1.15) bizony´ıta´sa. A ha´romszo¨g-egyenlo˝tlense´g, (1.14) valamint q
szimmetria´ja alapja´n
q([a] + [b], [c] + [d]) ≤ q([a] + [b], [b] + [c]) + q([c] + [d], [b] + [c]) =
= q([a], [c]) + q([b], [d]).
1.2 Tova´bbi koncepcio´k, tulajdonsa´gok 19
(1.16) bizony´ıta´sa.
q(α[b], α[c]) = max{|αb− αc|, |αb− αc|} = |α| q([b], [c]).
(1.17) bizony´ıta´sa. A bizony´ıtando´ a´ll´ıta´s fel´ırhato´
q([a][b], [a][c]) = max{|[a][b]− [a][c]|, |[a][b]− [a][c]|} ≤ |[a]|q([b], [c])
alakban. Itt az egyenlo˝tlense´get csak az also´ korla´tokra la´tjuk be:
|[a][b]− [a][c]| ≤ |[a]|q([b], [c]).
Az
|[a][b]− [a][c]| ≤ |[a]|q([b], [c])
egyenlo˝tlense´g hasonlo´an igazolhato´.
Legyen a ∈ [a]. Az (1.16) rela´cio´t felhaszna´lva
max{|a[b]− a[c]|, |a[b]− a[c]|} = |a|q([b], [c]).
Az a´ltala´nossa´g korla´toza´sa ne´lku¨l feltehetju¨k, hogy
[a][b] ≥ [a][c].
(Az [a][b] < [a][c] eset hasonlo´.)
Mivel
[a][c] = {ac | a ∈ [a], c ∈ [c]},
eze´rt
∃a ∈ [a] : [a][c] = a[c].
A befoglala´sra vett monotonita´s miatt
a[b] ⊆ [a][b]
tova´bba´
a[b]− a[c] ≥ [a][b]− [a][c] ≥ 0.
Ve´gu¨l
|[a][b]− [a][c]| = [a][b]− [a][c] ≤ a[b]− a[c] =
= |a[b]− a[c]| ≤ |a|q([b], [c]) ≤
≤ |[a]|q([b], [c]).

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|[a]| = q([a], 0) jelo¨le´ssel az abszolu´te´rte´k ko¨nnyen igazolhato´ tulaj-
donsa´gai
|[a]| ≥ 0 e´s |[a]| = 0⇔ [a] = [0, 0],
|[a] + [b]| ≤ |[a]|+ |[b]|,
|x[a]| = |x| · |[a]|, x ∈ R,
|[a][b]| = |[a]| · |[b]|.
(1.18)
Az utolso´ rela´cio´ igazola´sa:
|[a][b]| = max
c∈[a][b]
|c| =
= max
a∈[a],b∈[b]
|ab| =
= max
a∈[a],b∈[b]
(|a| · |b|) =
= max
a∈[a]
|a|max
b∈[b]
|b| =
= |[a]| · |[b]|.
A to¨bbi bela´ta´sa hasonlo´an to¨rte´nik.
1.14. Defin´ıcio´. Egy [a] = [a, a] intervallum sze´lesse´ge, a´tme´ro˝je
d([a]) = a− a ≥ 0.
A pont intervallumok ekkor ı´rhato´k
{[a] ∈ IR | d([a]) = 0}
alakban.
Az intervallum sugara, ko¨ze´ppontja is megadhato´ az intervallum also´,
felso˝ korla´tja´val
r([x]) := rad([x]) :=
x− x
2
,
m([x]) := mid([x]) :=
x+ x
2
.
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Ekkor az x ∈ [x] rela´cio´ |x−m([x])| ≤ r([x]) alakba ı´rhato´. Ha x
ko¨zel´ıte´seke´nt az [x] intervallum ko¨ze´ppontja´t va´lasztjuk, akkor ezen
ko¨zel´ıte´s abszolu´t hiba´ja´nak felso˝ korla´tja e´ppen r([x]).
Az x valo´s sza´mot tartalmazo´ [x] intervallum mino˝s´ıte´se´re bevezetju¨k
a relat´ıv a´tme´ro˝ fogalma´t
drel([x]) :=
{
d([x])
〈[x]〉
ha 0 /∈ [x],
d([x]) ma´sku¨lo¨nben.
Azonnal ado´dnak az ala´bbi tulajdonsa´gok
[a] ⊆ [b]⇒ d([a]) ≤ d([b]), (1.19)
d([a]± [b]) = d([a]) + d([b]). (1.20)
Az (1.19) bizony´ıta´sa trivia´lis, azonnal ado´dik
d([a]) = max
a,b∈[a]
|a− b| (1.21)
kifejeze´sbo˝l.
Az (1.20) a´ll´ıta´s az + mu˝velete´re igaz, mivel
d([a] + [b]) = d([a+ b, a+ b]) =
= a+ b− (a+ b) =
= a− a+ b− b = d([a]) + d([b]).
Azonos gondolatmenetet ko¨vetve − mu˝veletre is igaz (1.20).
1.15. Te´tel. Legyen [a], [b] ∈ IR. Ekkor
d([a][b]) ≤ d([a]) · |[b]| + |[a]| · d([b]), (1.22)
d([a][b]) ≥ max{|[a]| · d([b]), |[b]| · d([a])}, (1.23)
d(α[b]) = |α| · d([b]), α ∈ R (1.24)
d([a]n) ≤ n|[a]|n−1 · d([a]), n = 1, 2, . . . , (1.25)(
ahol [a]n :=
n∏
i=1
[a]
)
,
d(([x]− x)n) ≤ 2 · d([x]n), x ∈ [x], n = 1, 2, . . . , (1.26)(
ahol ([x]− x)n :=
n∏
i=1
([x]− x)
)
.
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Egy 0 ∈ [c] ∈ IR intervallumra igaz, hogy
|[c]| ≤ d([c]) ≤ 2 · |[c]|. (1.27)
Bizony´ıta´s: Az (1.22) a´ll´ıta´s bizony´ıta´sa. Felhaszna´lva (1.21)
o¨sszefu¨gge´st
d([a][b]) = max
a,a∗∈[a],b,b∗∈[b]
|ab− a∗b∗| =
= max
a,a∗∈[a],b,b∗∈[b]
|ab− ab∗ + ab∗ − a∗b∗| ≤
≤ max
a,a∗∈[a],b,b∗∈[b]
{|a(b− b∗)|+ |(a− a∗)b∗|} ≤
≤ max
a∈[a],b,b∗∈[b]
|a| · |b− b∗|+ max
a,a∗∈[a],b∗∈[b]
|a− a∗| · |b∗| =
=
(
max
a∈[a]
|a|
)(
max
b,b∗∈[b]
|b− b∗|
)
+
+
(
max
a,a∗∈[a]
|a− a∗|
)(
max
b∗∈[b]
|b∗|
)
=
= |[a]| · d([b]) + d([a]) · |[b]|.
Az (1.23) a´ll´ıta´s bizony´ıta´sa. Elo˝szo¨r bela´tjuk, hogy
d([a][b]) = max
a,a∗∈[a],b,b∗∈[b]
|ab− a∗b∗| ≥ max
a∈[a],b,b∗∈[b]
|ab− ab∗| =
= max
a∈[a],b,b∗∈[b]
|a| · |b− b∗| = |[a]| · d([b]).
Hasonlo´an
d([a][b]) ≥ |[b]| · d([a]),
ı´gy (1.23) azonnal ado´dik.
Az (1.24) a´ll´ıta´s bizony´ıta´sa.
d(α[b]) = max
b,b∗∈[b]
|αb− αb∗| = max
b,b∗∈[b]
{|α| · |b− b∗|} =
= |α| max
b,b∗∈[b]
|b− b∗| = |α| · d([b]).
Az (1.25) a´ll´ıta´s bizony´ıta´sa. n = 1 esete´n az a´ll´ıta´s igaz. Ha egy n ≥
1 sza´mra az egyenlo˝tlense´g igaz, akkor felhaszna´lva (1.22) o¨sszefu¨gge´st,
1.2 Tova´bbi koncepcio´k, tulajdonsa´gok 23
(1.18) utolso´ rela´cio´ja´t, kapjuk, hogy
d([a]n+1) = d([a]n[a]) ≤ d([a]n) · |[a]|+ |[a]|n · d([a]) ≤
≤ n|[a]|n−1 · d([a]) · |[a]|+ |[a]|n · d([a]) =
= (n+ 1)|[a]|n · d([a]).
Az (1.26) a´ll´ıta´s bizony´ıta´sa. Mivel x ∈ [x], ko¨vetkezik (1.19) e´s a
befoglala´sra vett monotonita´s alapja´n, hogy
d(([x]− x)n) ≤ d(([x]− [x])n) = d([−d([x]), d([x])]n) =
= d([(−d([x]))n, (d([x]))n]) = 2 · (d([x]))n.
Az (1.27) a´ll´ıta´s bizony´ıta´sa. Minthogy 0 ∈ [c] = [c, c], eze´rt c ≤ 0 ≤
c, amibo˝l
d([c]) = c− c = |c|+ |c| ≥ max{|c|, |c|} = |[c]|,
tova´bba´
d([c]) = |c|+ |c| ≤ 2 ·max{|c|, |c|} = 2|[c]|.

1.16. Te´tel. Legyen [a], [b] ∈ IR, e´s tegyu¨k fel, hogy [a] = −[a], azaz [a]
szimmetrikus intervallum. Ekkor az ala´bbi tulajdonsa´gok igazak
[a][b] = |[b]|[a], (1.28)
d([a][b]) = |[b]| · d([a]). (1.29)
A ma´sodik tulajdonsa´g igaz nem szimmetrikus esetben, ha 0 ∈ [a] e´s
b ≥ 0 vagy b ≤ 0.
Bizony´ıta´s: Mivel [a] = −[a], azaz |a| = |a| = a, eze´rt
[a][b] = [min{ab, ab,−ab,−ab},max{ab, ab,−ab,−ab}] =
= [amin{b, b,−b,−b}, amax{b, b,−b,−b}] =
= [a(−|[b]|), a|[b]|] = [−a, a]|[b]| = [a]|[b]|.
Ebbo˝l ko¨vetkezik (1.24) alapja´n (1.29). A to¨bbi eset analo´g mo´don
bela´thato´. 
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1.17. Te´tel. A ko¨vetkezo˝ tulajdonsa´gok igazak az [a], [b] ∈ IR interval-
lumokra:
d([a]) = |[a]− [a]|, (1.30)
[a] ⊆ [b]⇒ 1
2
(d([b])− d([a])) ≤ q([a], [b]) ≤ d([b])− d([a]). (1.31)
Bizony´ıta´s: Az (1.30) a´ll´ıta´s bizony´ıta´sa.
d([a]) = a− a = |[a]− [a]|.
Az (1.31) a´ll´ıta´s bizony´ıta´sa. Legyen [a] ⊆ [b]. Ekkor b ≤ a ≤ a ≤ b,
teha´t
q([a], [b]) = max{|a− b|, |a− b|} = max{a− b, b− a}
≤ b− a + a− b = b− b− (a− a) = d([b])− d([a]),
tova´bba´
q([a], [b]) = max{a− b, b− a} ≥ 1
2
(a− b+ b− a)
=
1
2
(d([b])− d([a])).

Most bevezetu¨nk egy u´j bina´ris mu˝veletet IR halmazon. Legyen
[a], [b] ∈ IR. Az
[a] ∩ [b] = {c|c ∈ [a], c ∈ [b]} (1.32)
o¨sszefu¨gge´s jelo¨li ke´t halmaz metszete´t a halmazelme´let szerint. E
mu˝velet eredme´nye pontosan akkor van IR halmazban, ha [a] ∩ [b] nem
u¨reshalmaz. Ebben az esetben
[a] ∩ [b] = [max{a, b},min{a, b}]. (1.33)
A metszet fontos tulajdonsa´gait gyu˝jti o¨ssze az ala´bbi
1.18. Ko¨vetkezme´ny. Legyen [a], [b], [c], [d] ∈ IR. Ekkor
[a] ⊆ [c], [b] ⊆ [d]⇒ [a] ∩ [b] ⊆ [c] ∩ [d]. (1.34)
(befoglala´sra vett monotonita´s)
A metszetke´pze´s folytonos mu˝velet, amennyiben elve´gezheto˝ IR halmazon.
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Bizony´ıta´s: A befoglala´sra vett monotonita´s (1.34) ko¨vetkezik az 1.32.
defin´ıcio´bo´l. A folytonossa´g bizony´ıta´sa (1.33) seg´ıtse´ge´vel elve´gezheto˝.

1.3. Intervallum kie´rte´kele´s, valo´s
fu¨ggve´ny e´rte´kke´szlete
Ebben a fejezetben az f valo´s, folytonos fu¨ggve´nyekkel foglalko-
zunk. Az f fu¨ggve´nyhez tartozo´ f(x) kifejeze´s jelenti azt a sza´mı´ta´si
elja´ra´st, amellyel f minden e´rtelmeze´si tartoma´nybeli eleme´hez tar-
tozo´ fu¨ggve´nye´rte´ket kisza´mı´tjuk. Feltesszu¨k, hogy a ko¨vetkezo˝kben
elo˝fordulo´ kifejeze´sek ve´ges sok mu˝veletbo˝l a´llnak, amely mu˝veletek
az 1.2. e´s az 1.3. defin´ıcio´val o¨sszhangban vannak. Ha egy f -hez tar-
tozo´ kifejeze´s tartalmazza az a(0), a(1), . . . , a(m) konstansokat, akkor ezt
f(x; a(0), a(1), . . . , a(m)) mo´don jelo¨lju¨k. Egyszeru˝s´ıte´s ce´lja´bo´l feltesszu¨k,
hogy mindegyik konstans a(k)(0 ≤ k ≤ m) csak egyszer fordul elo˝ az
adott kifejeze´sben. Amennyiben to¨bbszo¨r is elo˝fordulna valamelyik, ak-
kor u´jabb indexet bevezetve a k´ıva´nt alakra hozhato´ a kifejeze´s.
Pe´lda´ul ke´t kisza´mı´ta´si szaba´lya ugyanannak a g fu¨ggve´nynek lehet
g(1)(x; a) =
ax
1− x, x 6= 1, x 6= 0,
e´s
g(2)(x; a) =
a
1/x− 1 , x 6= 1, x 6= 0.
Az ala´bbi
f([x]; [a](0), . . . , [a](m)) =
= {f(x; a(0), . . . , a(m))|x ∈ [x], a(k) ∈ [a](k), 0 ≤ k ≤ m} =
=
 minx∈[x]
a(k)∈[a](k)
0≤k≤m
f(x; a(0), . . . , a(m)), max
x∈[x]
a(k)∈[a](k)
0≤k≤m
f(x; a(0), . . . , a(m))

kifejeze´s jelo¨li a tova´bbiakban az f fu¨ggve´ny o¨sszes felvett e´rte´ke´nek
intervalluma´t (e´rte´kke´szlete´t), amikor x ∈ [x], a(k) ∈ [a](k), 0 ≤ k ≤
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m egyma´sto´l fu¨ggetlenu¨l felveszik lehetse´ges e´rte´keiket. Ez a defin´ıcio´
fu¨ggetlen az f fu¨ggve´nyto˝l.
Pe´lda´ul az elo˝bbi g fu¨ggve´nyre e´s
[a] = [0, 1], [x] = [2, 3]
kapjuk, hogy
g([2, 3]; [0, 1]) =
{
ax
1− x
∣∣∣∣ 2 ≤ x ≤ 3, 0 ≤ a ≤ 1} = [−2, 0].
Az ala´bbiakban definia´ljuk az f fu¨ggve´ny egy intervallum kie´rte´kele´se´t.
Legyen adva f egy sza´mı´ta´si szaba´lya. Csere´lju¨k az o¨sszes va´ltozo´t
intervallumokra, a mu˝veleteket intervallum mu˝veletekre. Az ı´gy kapott
kifejeze´s f[]([x]; [a]
(0), . . . , [a](m)). Ha az o¨sszes va´ltozo´ az 1.2. e´s az 1.3.
defin´ıcio´ban foglalt mu˝veletek e´rtelmeze´si tartoma´nya´ba esik, akkor f
egy intervallum kie´rte´kele´se´t vagy intervallum-aritmetikai kie´rte´kele´se´t
kapjuk.
A fenti a´tirat az a´ltalunk ta´rgyalt fu¨ggve´nyek esete´n mindig le-
hetse´ges. A konstansok is intervallumokkal helyettes´ıtendo˝k. Az inter-
vallum kie´rte´kele´s fu¨gg f hozza´rendele´si szaba´lya´nak konkre´t alakja´to´l.
Ke´so˝bb felhaszna´ljuk ezt a te´nyt. Itt egy egyszeru˝ pe´lda´t adunk.
Legyen g az elo˝bbi pe´lda´kbo´l megismert fu¨ggve´nnyel azonos.
[a] = [0, 1], [x] = [2, 3]
mellett ke´t ku¨lo¨nbo¨zo˝ intervallum kie´rte´kele´st kapunk:
g(1)([2, 3]; [0, 1]) =
[0, 1][2, 3]
1− [2, 3] = [−3, 0],
g(2)([2, 3]; [0, 1]) =
[0, 1]
1/[2, 3]− 1 = [−2, 0] 6= g
(1)([2, 3], [0, 1]).
A fenti jelo¨le´s to¨bbva´ltozo´s fu¨ggve´nyekre is alkalmaz-
hato´. Az f(x(1), . . . , x(n); a(0), . . . , a(m)) kifejeze´s e´rte´kke´szlete
f([x](1), . . . , [x](n); [a](0), . . . , [a](m)) e´rte´kekbo˝l a´ll, ahol x(k) ∈ [x](k), 1 ≤
k ≤ n, e´s a(j) ∈ [a](j), 0 ≤ j ≤ m egyma´sto´l fu¨ggetlenek. Az
f[]([x]
(1), . . . , [x](n); [a](0), . . . , [a](m)) intervallum kie´rte´kele´se hasonlo´an
e´rtelmezheto˝.
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Adunk egy pe´lda´t olyan kifejeze´sre, amely e´rtelmetlen intervallum
kifejeze´sre vezet. Az
f(x) =
1
x2 + 1
2
valo´s fu¨ggve´ny e´rtelmes R halmazon. Az f fu¨ggve´ny egy lehetse´ges
hozza´rendele´si szaba´lya
f˜(x) =
1
x · x+ 1
2
.
A va´ltozo´t [x] = [−1, 1] intervallumra csere´lve ez re´szhalmaza az
e´rtelmeze´si tartoma´nynak, a mu˝veletek intervallum megfelelo˝it haszna´lva
f˜[]([−1, 1]) = 1
[−1, 1][−1, 1] + 1
2
=
1
[−1, 1] + 1
2
=
1
[−1
2
, 3
2
]
,
ami nincs e´rtelmezve.
Az ala´bbi te´tel a fu¨ggve´nye´rte´k intervallum kie´rte´kele´se´nek ke´t fontos
tulajdonsa´ga´ro´l szo´l. Az 1.5. te´tel e´s az 1.6. ko¨vetkezme´ny alapja´n
ko¨nnyen bela´thato´, eze´rt a bizony´ıta´sto´l eltek´ıntu¨nk.
1.19. Te´tel. Legyen f az x(1), . . . , x(n) va´ltozo´k folytonos fu¨ggve´nye e´s
f(x(1), . . . , x(n); a(0), . . . , a(m)) az f egy kifejeze´se, tova´bba´ tegyu¨k fel, hogy
az f[]([y]
(1), . . . , [y](n); [b](0), . . . , [b](m)) intervallum kie´rte´kele´s e´rtelmes
[y](1), . . . , [y](n), [b](0), . . . , [b](m) intervallumokra. Ekkor minden
[x](k) ⊆ [y](k), [a](j) ⊆ [b](j), 1 ≤ k ≤ n, 0 ≤ j ≤ m,
esete´n teljesu¨l, hogy
f([x](1), . . . , [x](n); [a](0), . . . , [a](m)) ⊆ (1.35)
⊆ f[]([x](1), . . . , [x](n); [a](0), . . . , [a](m))
(befoglala´si tulajdonsa´g)
tova´bba´ minden
[x](k) ⊆ [z](k) ⊆ [y](k), [a](j) ⊆ [c](j) ⊆ [b](j), 1 ≤ k ≤ n, 0 ≤ j ≤ m,
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esete´n teljesu¨l, hogy
f[]([x]
(1), . . . , [x](n); [a](0), . . . , [a](m)) ⊆ (1.36)
⊆ f[]([z](1), . . . , [z](n); [c](0), . . . , [c](m))
(befoglala´sra vett monotonita´s).
Pe´lda´ul, ha az f fu¨ggve´ny szaba´lya
f(x; a) = a− x
1 + x
, x 6= −1,
akkor
[x] = [−1
2
, 1], [z] = [−1
2
, 2], [a] = [c] = [2, 3],
va´laszta´ssal nyerju¨k, hogy
f([−1
2
, 1], [2, 3]) = [3
2
, 4] ⊂ f[]([−12 , 1]; [2, 3]) = [0, 4],
f[]([−12 , 1]; [2, 3]) = [0, 4] ⊂ f[]([−12 , 2]; [2, 3]) = [−2, 4].
Az (1.35) befoglala´si tulajdonsa´g kapcsolatot teremt a fu¨ggve´ny
e´rte´kke´szlete e´s intervallum kie´rte´kele´se ko¨zo¨tt. Ebben a szakasz-
ban, to¨bbek ko¨zo¨tt levezetu¨nk ke´pleteket az e´rte´kke´szlet intervallum
kie´rte´kele´ssel valo´ becsle´se´re.
Bizonyos esetekben az (1.35) rela´cio´ban egyenlo˝se´g a´ll, pe´lda´ul, ha
x(1), . . . , x(n), a(0), . . . , a(m) mennyise´gek pontosan egyszer szerepelnek az
f(x(1), . . . , x(n), a(0), . . . , a(m)) kifejeze´sben.
1.20. Te´tel. Legyen p egy valo´s va´ltozo´s polinom a ko¨vetkezo˝ kifejeze´ssel
definia´lva
p(x; a(0), . . . , a(m)) =(· · · ((a(m)x+ a(m−1))nm−1 + a(m−2))nm−2+
+ · · ·+ a(1))n1 + a(0),
ahol nν ≥ 2, 1 ≤ ν ≤ m−1. Amennyiben a hatva´nyokat az ala´bbi mo´don
e´rte´kelju¨k ki
[x]k =
[
min
x∈[x]
xk,max
x∈[x]
xk
]
(la´sd 1.3. defin´ıcio´t), akkor
p([x]; a(0), . . . , a(m)) = p[]([x]; a
(0), . . . , a(m)).
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Bizony´ıta´s: m = 2 esetben p(x; a(0), a(1), a(2)) = (a(2)x + a(1))n1 +
a(0), eze´rt a bizony´ıta´s trivia´lis. A tova´bbi esetek teljes indukcio´val
bela´thato´k. 
Egy polinomot azonban a´ltala´ban nem lehet az 1.20. te´telben
megk´ıva´nt alakra hozni. Egy ma´sodfoku´ polinom
p(x; b(0), b(1)) = x2 + b(1)x+ b(0)
viszont a´talak´ıthato´
p(x; a(0), a(1)) = (x+ a(1))2 + a(0)
alakra, ahol
a(1) = b(1)/2, a(0) = b(0) − (b(1))2/4.
Az 1.19. te´tel a´ltala´nosan igaz a´ll´ıta´sa e´s a fentebb eml´ıtett specia´lis
esetekkel egyu¨tt az f e´rte´kke´szlete´nek intervallum kie´rte´kele´ssel valo´
becsle´se´re ad kvalitat´ıv a´ll´ıta´st a ko¨vetkezo˝ te´tel egyva´ltozo´s, valo´s
fu¨ggve´ny esete´re. Mivel az a´ll´ıta´s felte´telei a ko¨vetkezo˝kben to¨bb al-
kalommal is elo˝fordu´lnak, eze´rt ku¨lo¨n jelo¨le´st vezetu¨nk be ra´.
1.21. Defin´ıcio´. Legyen f valo´s egyva´ltozo´s fu¨ggve´ny,
f(x; a(0), . . . , a(m)) egy szaba´lya, ahol a(i)-k konstansok. Az u´j
f˜(x(1), . . . , x(n); a(0), . . . , a(m)) szaba´ly jelentse az elo˝bbi a´tirata´t u´gy,
hogy x va´ltozo´ minden elo˝fordula´sa´na´l egy u´j x(k), 1 ≤ k ≤ n va´ltozo´t
vezetu¨nk be. Ekkor azt mondjuk, hogy f a ro¨gz´ıtett [y] intervallumon
kiele´g´ıti a (∗) felte´telt, ha e´rtelmezve van az [y], [a](0), . . . , [a](m) ∈ IR
intervallumokra f intervallum kie´rte´kele´se f[]([y]; [a]
(0), . . . , [a](m)),
tova´bba´ f˜(x(1), . . . , x(n); a(0), . . . , a(m)) kiele´g´ıti minden x(k), 1 ≤ k ≤ n
va´ltozo´ra az [y] intervallumbo´l a Lipschitz felte´telt a γk > 0 Lipschitz
konstanssal az x(j) ∈ [y], 1 ≤ j ≤ n, j 6= k va´ltozo´k alkalmas va´laszta´sa
mellett.
1.22. Te´tel. Legyen f valo´s egyva´ltozo´s fu¨ggve´ny, f(x; a(0), . . . , a(m)) egy
szaba´lya. Tegyu¨k fel, hogy f kiele´g´ıti [y] intervallumon a (∗) felte´telt.
Ekkor [x] ⊂ [y] esete´n ∃γ > 0, melyre
q(f([x]; [a](0), . . . , [a](m)), f[]([x]; [a]
(0), . . . , [a](m))) ≤ γd([x]), γ ≥ 0.
(1.37)
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Bizony´ıta´s:
f˜(x, . . . , x; a(0), . . . , a(m)) = f(x; a(0), . . . , a(m)), x ∈ [y].
Ekkor f intervallum kie´rte´kele´se
f[]([x]; [a]
(0), . . . , [a](m)) = f˜([x], . . . , [x]; [a](0), . . . , [a](m)), [x] ⊆ [y].
I´gy a bizony´ıtando´ a´ll´ıta´s
q(f([x]; [a](0), . . . , [a](m)), f˜([x], . . . , [x]; [a](0), . . . , [a](m))) ≤ γd([x]),
[x] ⊆ [y].
Az [x] ⊆ [y] esetben ı´rhatjuk, hogy le´teznek olyan
u, v ∈ [x], a(j), b(j) ∈ [a](j), 0 ≤ j ≤ m
e´rte´kek, amelyekre
f([x]; [a](0), . . . , [a](m)) = [f(u; a(0), . . . , a(m)), f(v; b(0), . . . , b(m))],
illetve le´teznek olyan
x(k), y(k) ∈ [x], 1 ≤ k ≤ n, c(j), e(j) ∈ [a](j), 0 ≤ j ≤ m
e´rte´kek, amelyekre
f˜([x], . . . , [x]; [a](0), . . . , [a](m)) =
= [f˜(x(1), . . . , x(n); c(0), . . . , c(m)), f˜(y(1), . . . , y(n); e(0), . . . , e(m))],
e´s figyelembe ve´ve a
f([x]; [a](0), . . . , [a](m)) ⊆ f˜([x], . . . , [x]; [a](0), . . . , [a](m))
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rela´cio´t, az also´ korla´tra kapjuk, hogy
|f(u; a(0), . . . , a(m))− f˜(x(1), . . . , x(n); c(0), . . . , c(m))| =
= f(u; a(0), . . . , a(m))− f˜(x(1), . . . , x(n); c(0), . . . , c(m)) ≤
≤ f(u; c(0), . . . , c(m))− f˜(x(1), . . . , x(n); c(0), . . . , c(m)) =
= f˜(u, . . . , u; c(0), . . . , c(m))− f˜(x(1), . . . , x(n); c(0), . . . , c(m)) =
= f˜(u, . . . , u; c(0), . . . , c(m))− f˜(x(1), u, . . . , u; c(0), . . . , c(m))+
+ f˜(x(1), u, . . . , u; c(0), . . . , c(m))− f˜(x(1), x(2), u, . . . , u; c(0), . . . , c(m))+
+ f˜(x(1), x(2), u, . . . , u; c(0), . . . , c(m)) + . . .
· · · − f˜(x(1), . . . , x(n); c(0), . . . , c(m)) ≤
≤ γ1|u− x(1)|+ γ2|u− x(2)|+ · · ·+ γn|u− x(n)| ≤
≤ γ max
1≤k≤n
|u− x(k)| ≤ γd([x]).
A e´rte´kke´szlet felso˝ korla´tainak ku¨lo¨nbse´ge hasonlo´an becsu¨lheto˝. E
ke´t becsle´s egyu¨tt bizony´ıtja az a´ll´ıta´st. 
Az 1.22. te´tel a´ll´ıta´sai, ahogy a bizony´ıta´sbo´l is la´tszik, azonnal
a´ltala´nos´ıthato´k x(1), . . . , x(n) to¨bbva´ltozo´s fu¨ggve´nyekre. Ekkor a ko¨vet-
kezo˝ mennyise´gre jutunk
n∑
k=1
γ(k)d([x](k))
(
≤ γ max
1≤k≤n
d([x](k))
)
.
Az ala´bbi pe´lda bemutatja, hogy f e´rte´ke´szlete´nek intervallum
kie´rte´kele´ssel valo´ becsle´se fu¨gg f e´rte´keinek becsle´se´re haszna´lt
f(x; a(0), . . . , a(m)) szaba´ly va´laszta´sa´to´l.
Legyen f(x) = x− x2 e´s [x] = [0, 1]; Ekkor
f([0, 1]) =
{
x− x2 ∣∣ 0 ≤ x ≤ 1} = [0, 1
4
].
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Az ala´bbi ekvivalens kifejeze´sekre ma´s ma´s eredme´nyek ado´dnak:
f (0)(x) = x− x2 ⇒ f (0)[] ([0, 1]) = [0, 1]− [0, 1] = [−1, 1],
f (1)(x) = x(1− x)⇒ f (1)[] ([0, 1]) = [0, 1](1− [0, 1]) = [0, 1],
f (2)(x) = 1
4
− (x− 1
2
)(x− 1
2
)⇒
f
(2)
[] ([0, 1]) =
1
4
− ([0, 1]− 1
2
)([0, 1]− 1
2
) = [0, 1
2
],
f (3)(x) = 1
4
− (x− 1
2
)2 ⇒
f
(3)
[] ([0, 1]) =
1
4
− ([0, 1]− 1
2
)2 = [0, 1
4
] = f([0, 1]).
Az f egy bizonyos alaku´ szaba´lya´ra bela´thato´ az 1.22. te´telne´l e´lesebb
a´ll´ıta´s is. Ez az alak nem ma´s, mint f centraliza´lt forma´ja, ami egy
[x] halmazon kie´rte´kelendo˝ f fu¨ggve´nyhez tartozo´ specia´lis alak. Most
koncentra´ljunk az egyva´ltozo´s valo´s esetre, va´lasszunk egy z ∈ [x] pontot.
Ekkor az f(x) kifejeze´s elo˝a´ll´ıthato´
f(x) = f(z) + (x− z)h(x − z) (1.38)
alakban, ahol a h(x − z) tag az eltolt z˜ = x − z va´ltozo´ fu¨ggve´nye.
Az (1.38) alakot h´ıvjuk f(x) z ko¨ru¨li centra´lis alakja´nak. Polinomok
esete´n (1.38) egyszeru˝en f(x) z ko¨ru¨li Taylor kifejte´se (x − z) alakra
rendezve a nem konstans tagokat.
Legyen f(x) = p(x)
q(x)
raciona´lis to¨rtfu¨ggve´ny, ekkor az ala´bbi centra´lis
forma´ra hozhato´. Legyen n a p(x), q(x) polinomok foksza´ma´nak maxi-
muma. Ekkor z ∈ [x] mellett e´rtelmezzu¨k az ala´bbi kifejeze´st
γν := p
(ν)(z)− f(z)q(ν)(z), 1 ≤ ν ≤ n.
A
h(y) =
∑n
ν=1 γν
yν−1
ν!∑s
ν=0
yν
ν!
fu¨ggve´ny kiele´g´ıti az (1.38) fu¨ggve´nyegyenletet.
1.23. Te´tel. Legyen f a valo´s x va´ltozo´ fu¨ggve´nye, e´s legyen
f(x) = f(z) + (x− z)h(x − z)
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az f centra´lis alakja. Tegyu¨k fel, hogy le´tezik az f[]([y]) intervallum
kie´rte´kele´s valamely [y] ∈ IR halmazra e´s h(x− z) kiele´g´ıti a (∗) felte´telt
az [y] intervallumon. Ekkor tetszo˝leges [x] ⊆ [y] esete´n
q(f([x]), f[]([x])) ≤ c · (d([x]))2, c ≥ 0. (1.39)
Bizony´ıta´s: Mivel
h˜(x− z, . . . , x− z) = h(x− z)
e´s
f˜(x(0), . . . , x(n)) = f(z) + (x(0) − z)h˜(x(1) − z, . . . , x(n) − z),
kapjuk, hogy
f˜(x, . . . , x) = f(z) + (x− z)h˜(x− z, . . . , x− z) =
= f(z) + (x− z)h(x − z) = f(x).
f centra´lis alakja´nak intervallum kie´rte´kele´se ekkor a ko¨vetkezo˝ alakban
ı´rhato´
f[]([x]) = f˜([x], . . . , [x]),
ı´gy az a´ll´ıta´s alakja
q(f([x]), f˜([x], . . . , [x])) ≤ c · (d([x]))2, c ≥ 0.
Legyenek
x(k), y(k) ∈ [x], 0 ≤ k ≤ n,
olyanok, hogy
f˜([x], . . . , [x]) =[f(z) + (x(0) − z)h˜(x(1) − z, . . . , x(n) − z),
f(z) + (y(0) − z)h˜(y(1) − z, . . . , y(n) − z)],
e´s vegyu¨k e´szre, hogy f([x]) ⊆ f˜([x], . . . , [x]). Haszna´lva az (1.31)
rela´cio´t a ko¨vetkezo˝ becsle´s ado´dik
q(f([x]), f˜([x], . . . , [x])) ≤ d(f˜([x], . . . , [x]))− d(f([x])).
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Legyen w olyan, hogy
min
x∈[x]
|h(x− z)| = |h(w − z)|.
Az
f(z) + ([x]− z)h(w − z) ⊆ f(z) + {(x− z)h(x− z)|x ∈ [x]} = f([x])
rela´cio´ ko¨nnyen igazolhato´ h(w − z) elo˝jele miatt felle´po˝ ke´t eset
vizsga´lata´val. Felhaszna´lva az (1.19) e´s az (1.24) o¨sszefu¨gge´seket, kapjuk,
hogy
d(f([x])) ≥ d(([x]− z)h(w − z)) = d([x])|h(w − z)|, w ∈ [x].
Tova´bb becsu¨lhetu¨nk az ala´bbiak szerint
q(f([x]), f˜([x], . . . , [x])) ≤
≤ (y(0) − z)h˜(y(1) − z, . . . , y(n) − z)−(x(0) − z)h˜(x(1) − z, . . . , x(n) − z)−
− d([x]) · |h(w − z)| =
= (y(0) − z)h˜(y(1) − z, . . . , y(n) − z)−(y(0) − z)h˜(x(1) − z, . . . , x(n) − z)+
+ (y(0) − z)h˜(x(1) − z, . . . , x(n) − z)−(x(0) − z)h˜(x(1) − z, . . . , x(n) − z)−
− d([x]) · |h(w − z)| =
= (y(0) − z)
(
h˜(y(1) − z, . . . , y(n) − z)− h˜(x(1) − z, . . . , x(n) − z)
)
+
+ (y(0) − x(0))h˜(x(1) − z, . . . , x(n) − z)− d([x]) · |h˜(w − z, . . . , w − z)| ≤
≤ |y(0) − z| · |h˜(y(1) − z, . . . , y(n) − z)− h˜(x(1) − z, . . . , x(n) − z)|+
+ |y(0) − x(0)|·|h˜(x(1) − z, . . . , x(n) − z)|−d([x])·|h˜(w − z, . . . , w − z)| ≤
≤ d([x]) · (|h˜(y(1) − z, . . . , y(n) − z)− h˜(x(1) − z, . . . , x(n) − z)|+
+
∣∣∣|h˜(x(1) − z, . . . , x(n) − z)| − |h˜(w − z, . . . , w − z)|∣∣∣) ≤
≤ d([x]) ·
(
c(1) max
1≤k≤n
|y(k) − x(k)|+ c(2) max
1≤k≤n
|x(k) − w|
)
≤
≤ d([x]) · (c(1) + c(2)) · d([x]) = c · (d([x]))2.
Itt felhaszna´ltuk h˜, |h˜| kifejeze´sekre a kapcsolo´do´ Lipschitz felte´teket. 
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Az elo˝bbi bizony´ıta´s to¨bbva´ltozo´s fu¨ggve´nyek esete´re is a´tviheto˝.
Az 1.22. te´tel ko¨vetkezme´nyeke´nt becsle´st adunk az intervallum
kie´rte´kele´s a´tme´ro˝je´re.
1.24. Te´tel. Legyen f az x valo´s va´ltozo´ fu¨ggve´nye, e´s f(x) annak egy
kie´rte´kele´si szaba´lya. Tegyu¨k fel, hogy f -re [y]-on teljesu¨l a (∗) felte´tel.
Ekkor
d(f[]([x])) ≤ c · d([x]), c ≥ 0, (1.40)
a´ll´ıta´s igaz, ha [x] ⊆ [y].
Bizony´ıta´s:
d(f[]([x])) ≤ 2q(f[]([x]), f([x])) + d(f([x])) ≤
≤ 2c(1)d([x]) + d(f([x])), c(1) ≥ 0.
Mivel a fu¨ggve´ny eleget tesz a Lipschitz felte´telnek, ado´dik, hogy
d(f([x])) = f(x)− f(y) ≤ c(2)|x− y|, x, y ∈ [x], c(2) ≥ 0,
amibo˝l a
d(f[]([x])) ≤ 2c(1)d([x]) + c(2)d([x]) = c · d([x])
a´ll´ıta´s ko¨vetkezik. 
To¨bbva´ltozo´s esetben az a´ll´ıta´s alakja
d(f[]([x]
(1), . . . , [x](n))) ≤
n∑
k=1
c(k)d([x](k)) ≤ (1.41)
≤ c max
1≤k≤n
d([x](k)).
A ko¨ze´pe´rte´k te´tel seg´ıtse´ge´vel be szeretne´nk la´tni az (1.35) t´ıpusu´
befoglala´si tulajdonsa´got.
1.25. Te´tel. Legyen f valo´s va´ltozo´s fu¨ggve´ny, differencia´lhato´ [x] =
[x, x] intervallumban, tova´bba´ f ′(x) legyen f deriva´ltja´nak egy, az [x]
intervallumon kie´rte´kelheto˝ szaba´lya. Ekkor, ha f ′ fu¨ggve´nyre [x] inter-
vallumon teljesu¨l a (∗) felte´tel, akkor y ∈ [x] esete´n
36 1. Intervallum aritmetikai alapok
f([x]) ⊆ f(y) + f ′[]([x])([x]− y), (1.42)
q(f([x]), f(y) + f ′[]([x])([x]− y)) ≤ c˜ · (d([x]))2, c˜ ≥ 0. (1.43)
Bizony´ıta´s: Az (1.42) a´ll´ıta´s bizony´ıta´sa. A ko¨ze´pe´rte´k te´telbo˝l
tudjuk, hogy valamely x, y ∈ [x] elemekre
f(x) = f(y) + f ′(y + θ(x− y))(x− y), 0 < θ < 1.
Az
y + θ(x− y) ∈ y + [0, 1]([x]− y) = [x]
o¨sszefu¨gge´sbo˝l a befoglala´sra vett monotonita´s miatt ko¨vetkezik, hogy
f(x) ∈ f(y) + f ′[]([x])([x] − y).
Ezzel (1.42) a´ll´ıta´s bizony´ıtott.
Az (1.43) a´ll´ıta´s bizony´ıta´sa. Tekintsu¨k az
f([x]) = [f(u), f(v)], u, v ∈ [x]
kifejeze´st. A ko¨ze´pe´rte´k te´telbo˝l ko¨vetkezik, hogy
d(f([x])) = f(v)− f(u) = |f(v)− f(u)| ≥
≥ |f(x)− f(x)| = |f ′(ξ)|d([x]), ξ ∈ [x].
Mivel ξ ∈ [x] e´s f ′(ξ) ∈ f ′[]([x]), az (1.22), (1.13), (1.30) o¨sszefu¨gge´sekbo˝l
kapjuk, hogy
q(f ′[]([x]), f
′(ξ)) ≤ d(f ′[]([x])).
Felhaszna´lva az ala´bbi
|f ′[]([x])| − |f ′(ξ)| ≤ q(f ′[]([x]), f ′(ξ))
egyenlo˝tlense´get, ami az (1.14), (1.15) e´s az 1.12. defin´ıcio´ alapja´n
bela´thato´, valamint (1.42) o¨sszefu¨gge´st (1.31) e´s az 1.24. te´telt f ′[]([x])
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kifejeze´sre alkalmazva kapjuk, hogy
q(f([x]), f(y) + f ′[]([x])([x]− y)) ≤
≤ d(f(y) + f ′[]([x])([x]− y))− d(f([x])) ≤
≤ d(f ′[]([x]))d([x]) + (|f ′[](x)| − |f ′(ξ)|)d([x]) ≤
≤ d(f ′[]([x]))d([x]) + q(f ′[]([x]), f ′(ξ))d([x]) ≤
≤ 2c · (d([x]))2 = c˜ · (d([x]))2.

Az 1.25. te´telben a centra´lis forma´ra kapott kvalitat´ıv eredme´ny meg-
kaphato´ az 1.23. te´telbo˝l
f[],z([x]) := f(z) + f
′
[]([x])([x]− z), z, x ∈ [x].
kifejeze´s felhaszna´la´sa´val, amit a szakirodalom standard centra´lis alak-
nak is nevez. Amennyiben z = m([x]), f[],m([x]) kifejeze´st f ko¨ze´pe´rte´k
alakja´nak nevezzu¨k. Egy centra´lis alak a´ltala´ban sajnos nem rendelkezik
a befoglala´sra vett monotonita´s tulajdonsa´ga´val, csak a ko¨ze´pe´rte´k alak.
A fenti a´ll´ıta´s fontos te´ny, mivel ma´r polinomok esete´n is a teljes
Horner se´ma szu¨kse´geltetik a centra´lis alak elo˝a´ll´ıta´sa´hoz.
Az 1.25. te´tel is a´ltala´nos´ıthato´ to¨bbva´ltozo´s fu¨ggve´nyekre, de ezzel
itt nem foglalkozunk.
Tekintsu¨k az f(x) = p(x)/q(x) raciona´lis to¨rtfu¨ggve´nyeket. A p(x) =∑r
ν=0 aνx
ν e´s q(x) =
∑s
ν=0 bνx
ν polinomokhoz bizonyos ko¨ru¨lme´nyek
ko¨zo¨tt le´teznek a centra´lis alakna´l, vagy az 1.25. te´telbeli ko¨ze´pe´rte´k
alakna´l egyszeru˝bb alakok, amelyek me´g teljes´ıtik a
q(f([x]), f[]([x])) ≤ c · (d([x]))2, c ≥ 0, (1.44)
felte´telt.
Legyen c = m([x]) [x] ko¨ze´ppontja, e´s legyen adva a ke´t polinom
Taylor polinomja p(x) =
∑r
ν=0 a
′
ν(x − c)ν , q(x) =
∑s
ν=0 b
′
ν(x − c)ν . Az
a´ltala´nossa´g megszor´ıta´sa ne´lku¨l felteheto˝, hogy b′0 = 1 e´s 0 /∈ q[]([x]) :=
1 +
∑s
ν=1 b
′
ν([x]− c)ν . Ha most
sgn(a′1) sgn(b
′
1a
′
0) ≤ 0, (1.45)
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akkor az
f[]([x]) =
∑r
ν=0 a
′
ν([x]− c)ν
1 +
∑s
ν=1 b
′
ν([x]− c)ν
intervallum kifejeze´s (1.44) tulajdonsa´gu´, amennyiben p[]([x]), q[]([x]) tel-
jes´ıti a d(p[]([x])) ≤ c1d([x]), d(q[]([x])) ≤ c2d([x]) megko¨te´seket. Ezek a
megko¨te´sek a´llnak a fenti ke´t kifejeze´sre, aka´r [x]− c hatva´nyait, aka´r a
Horner elrendeze´st haszna´ljuk. Ha most vesszu¨k p e´s q centra´lis alakjait,
ahol
0 /∈ 1 + ([x]− c)q′[]([x]),
akkor (1.45) teljesu¨le´se esete´n
f[]([x]) =
a′0 + ([x]− c)p′[]([x])
1 + ([x]− c)q′[]([x])
szinte´n kiele´g´ıti (1.44) felte´telt. Itt p′[]([x]) p(x) deriva´ltja´nak egy in-
tervallum kie´rte´kele´se d(p′[]([x])) ≤ αd([x]) tulajdonsa´ggal. Hasonlo´an
q′[]([x]) q(x) deriva´ltja´nak egy intervallum kie´rte´kele´se d(q
′
[]([x])) ≤
βd([x]) tulajdonsa´ggal.
A 8. fejezetben a fu¨ggve´ny meredekse´ge´nek befoglala´sait haszna´ljuk
fu¨ggve´ny ze´rushelyeinek befoglala´saihoz. A ko¨vetkezo˝kben a ku¨lo¨nbse´gi
ha´nyados ve´ges sok lehetse´ges befoglala´sa´t adjuk. Ezek re´szben rendezet-
tek lesznek. Kideru¨l, hogy az optima´lis befoglala´s egyszeru˝en e´s sziszte-
matikusan megadhato´, e´s a megfelelo˝ itera´cio´val valo´ sza´mı´ta´s valamint
a deriva´lt intervallum kie´rte´kele´se´nek sza´mola´si ige´nye azonos.
Legyen adott az ala´bbi polinom
p(x) =
n∑
i=0
aix
i.
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Az ala´bbi ke´t egyenlo˝se´g algebrai a´talak´ıta´sokkal bela´thato´:
p(x)− p(y) =
n∑
i=0
ai(x
i − yi) = (1.46)
=
(
n∑
i=1
ai
i∑
j=1
xi−jyj−1
)
(x− y) =
=
(
n∑
i=1
(
n∑
j=i
ajy
j−i
)
xi−1
)
(x− y),
p(x)− p(y) =
n∑
i=0
ai(x
i − yi) = (1.47)
=
(
n∑
i=1
ai
i∑
j=1
yi−jxj−1
)
(x− y) =
=
(
n∑
i=1
(
n∑
j=i
ajx
j−i
)
yi−1
)
(x− y).
Ro¨gz´ıtett y e´s tetszo˝leges x ∈ [x] mellett (1.46) e´s a befoglala´sra vonat-
kozo´ monotonita´s alapja´n kapjuk, hogy
p(x)− p(y)
x− y ∈
(
n∑
i=1
ci−1[x]
i−1
)
H
=: [j1] (1.48)
⊆ [j2] :=
n∑
i=1
ci−1[x]
i−1, (1.49)
ahol
ci−1 =
n∑
j=i
ajy
j−i, 1 ≤ i ≤ n.
H jelo¨li a Horner elrendeze´s szerinti kie´rte´kele´st. [j2] kifejeze´sben az
[x]r hatva´nyt [x]0 := 1 e´s [x]r = [x]r−1[x], r ≥ 1 definia´lja. A
szubdisztributivita´s miatt [j1] ⊆ [j2]. Viszont minden valo´s sza´mra e´s
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[a]j , 0 ≤ j ≤ n− 1 intervallumra
n∑
j=1
[a]j−1y
j−1 =
(
n∑
j=1
[a]j−1y
j−1
)
H
.
Felhaszna´lva a szubdisztributivita´st e´s ezt az egyenlo˝se´get, ro¨gz´ıtett y e´s
tetszo˝leges x ∈ [x], x 6= y mellett (1.47) miatt
p(x)− p(y)
x− y ∈
n∑
i=1
([c]i−1)H y
i−1 =
(
n∑
i=1
([c]i−1)H y
i−1
)
H
=: [j3] (1.50)
⊆ [j4] :=
n∑
i=1
[c]i−1y
i−1 =
(
n∑
i=1
[c]i−1y
i−1
)
H
, (1.51)
ahol
([c]i−1)H =
(
n∑
j=i
aj [x]
j−i
)
H
, 1 ≤ i ≤ n,
e´s
[c]i−1 =
n∑
j=i
aj [x]
j−i, 1 ≤ i ≤ n.
1.26. Te´tel. A fenti kifejeze´sek kiele´g´ıtik az ala´bbi felte´teleket:
[j1] ⊆ [j2] ⊆ [j4], (1.52)
[j1] ⊆ [j3] ⊆ [j4], (1.53)
[j4] ⊆ p′[]([x]) ⊆
n∑
i=1
iai[x]
i−1. (1.54)
Bizony´ıta´s: Az e´rtheto˝se´g kedve´e´rt az n = 4 negyedrendu˝ polino-
mok esete´re korla´tozzuk bizony´ıta´sunk. Az a´ltala´nos eset teljesen analo´g
mo´don la´thato´ be. Az (1.52) e´s az (1.54) a´ll´ıta´sok bizony´ıta´sa´hoz csak
azt kell bela´tnunk, hogy [j2] ⊆ [j4] ⊆ p′[]([x]). A befoglala´sra vett mono-
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tonita´s e´s (1.8) alapja´n kapjuk, hogy
[j2] =
4∑
i=1
ci−1[x]
i−1 =
= (a1 + a2y + a3y
2 + a4y
3)[x]0 + (a2 + a3y + a4y
2)[x]+
+ (a3 + a4y)[x]
2 + a4[x]
3 ⊆
⊆ a1 + a2[x] + a3[x]2 + a4[x]3 + a2y + a3y[x] + a4y[x]2+
+ a3y
2 + a4y
2[x] + a4y
3 =
= a1 + a2[x] + a3[x]
2 + a4[x]
3 + (a2 + a3[x] + a4[x]
2)y+
+ (a3 + a4[x])y
2 + a4y
3 = [j4] ⊆
⊆ a1 + a2[x] + a3[x]2 + a4[x]3 + a2[x] + a3[x]2 + a4[x]3+
+ a3[x]
2 + a4[x]
3 + a4[x]
3 = p′[]([x]).
Az (1.53) a´ll´ıta´s bizony´ıta´sa´hoz csak azt kell bela´tnunk, hogy [j1] ⊆ [j3].
[j1] = ((c3[x] + c2)[x] + c1)[x] + c0 =
= ((a4[x] + (a3 + a4y))[x] + a2 + a3y + a4y
2)[x]+
+ a1 + a2y + a3y
2 + a4y
3 ⊆
⊆ ((a4[x] + a3)[x] + a4y[x] + a2 + a3y + a4y2)[x]+
+ a1 + a2y + a3y
2 + a4y
3 =
= (((a4[x] + a3)[x] + a2) + a4y[x] + a3y + a4y
2)[x]+
+ a1 + a2y + a3y
2 + a4y
3 =
= (((a4[x] + a3)[x] + a2) + (a4[x] + a3)y + a4y
2)[x]+
+ a1 + a2y + a3y
2 + a4y
3 ⊆
⊆ ((a4[x] + a3)[x] + a2)[x] + (a4[x] + a3)y[x] + a4y2[x]+
+ a1 + a2y + a3y
2 + a4y
3 =
= (((a4[x] + a3)[x] + a2)[x] + a1)y
0 + ((a4[x] + a3)[x] + a2)y+
+ (a4[x] + a3)y
2 + a4y
3 = [j3].
Ezzel a te´telt bizony´ıtottuk. 
Nincs a´ltala´nos szaba´ly arra, hogy [j2] vagy [j3] adja a legjobb befog-
lala´st. [j2] ⊆ [j3] vagy [j3] ⊆ [j2] is felteheto˝. Pe´lda´ul legyen
p(x) = x3 − x2, [x] = [−1, 2], y = 1.
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Ekkor
[j2] = (a1 + a2y + a3y
2)[x]0 + (a2 + a3y)[x] + a3[x]
2 = [x]2 = [−2, 4]
e´s
[j3] = ((a3[x] + a2)[x] + a1)y
0 + (a3[x] + a2)y + a3y
2 =
= ([x]− 1)[x] + ([x]− 1) + 1 = [−5, 4],
teha´t [j2] ⊂ [j3].
Ma´sfelo˝l, ha y = 0 e´s ı´gy ci−1 = ai, 1 ≤ i ≤ n, akkor
[j2] =
n∑
i=1
ai[x]
i−1, [j3] =
(
n∑
i=1
ai[x]
i−1
)
H
,
ahol [j3] ⊆ [j2]. Tekintsu¨k most az elo˝bbi pe´lda´t y = 0, [x] = [0, 2]
e´rte´kekkel. Ekkor
[j2] = [x]
2 − [x] = [−2, 4] [j3] = ([x]− 1)[x] = [−2, 2],
ı´gy [j3] ⊂ [j2].
Az 1.26. te´tel alapja´n a [j1], [j2] intervallumok kisza´mı´ta´sa ismert-
nek felte´telezi ci−1 =
∑n
j=i ajy
j−i, 1 ≤ i ≤ n e´rte´keit. Amennyiben
a p(x) polinom y helyen vett e´rte´ke is adott, mint pe´lda´ul a 8. fejezet
itera´cio´s elja´ra´saina´l, akkor ci−1 sza´mı´ta´sa nem ige´nyel tova´bbi aritmeti-
kai mu˝veleteket, ezek ugyanis kisza´mı´ta´sra keru¨lnek p(y) sza´mı´ta´sakor.
Legyen adott
p(x) =
n∑
i=1
aix
i,
mint feljebb. Ekkor a
pn := an, e´s pi−1 := piy + ai−1, i = n, . . . , 1
Horner elrendeze´s szerint sza´molva kapjuk p0 = p(y) e´rte´ke´t. A de-
fin´ıcio´bo´l
cn−1 = an ( = pn),
cn−2 = any + an−1 ( = pn−1),
...
...
c0 = c1y + a1 ( = p1),
1.3 Intervallum kie´rte´kele´s 43
ezzel ci−1 = pi, 1 ≤ i ≤ n.
Pe´lda´k:
a) p(x) = x4 − 1, [x] = [0.5, 3.5], y = 2.
[j1] = [j2] = [j3] = [j4] = [10.625, 89.375], (1.55)
p′[]([x]) =
(
p′[]([x])
)
H
= [0.5, 171.5]. (1.56)
b) p(x) = x3 + 4x− 16, [x] = [−1, 3] y = 1.
[j1] = [j2] = [j3] = [j4] = [1, 17], (1.57)
p′[]([x]) =
(
p′[]([x])
)
H
= [−5, 31], (1.58)
c) p(x) =
∑n
i=0 aix
i, 0 ∈ [x] y = 0. Ekkor
c0 = a1, c1 = a2, . . . , cn−1 = an
e´s
[j1] =
(
n∑
i=1
ci−1[x]
i−1
)
H
=
(
n∑
i=1
ai[x]
i−1
)
H
.
d) p(x) = x3 − x2, [x] = [1, 3] y = 2.
[j1] = [j2] = [j3] = [4, 14] ⊂ [2, 16] = [j4] ⊂
⊂ (p′[]([x]))H = [1, 21] ⊂ [−3, 25] = p′[]([x]).
e) Legyen x0 ∈ [x] e´s f ∈ Cn+1([x]). A Taylor kifejte´ssel ado´dik, hogy
f(x) = p(x) + φ(x),
ahol
p(x) =
n∑
k=0
(x− x0)k
k!
f (k)(x0)
e´s
φ(x) =
∫ x
x0
(x− t)n
n!
f (n+1)(t)dt.
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φ differencia´lhato´ e´s
φ′(x) =
∫ x
x0
(x− t)n−1
(n− 1)! f
(n+1)(t)dt.
A integra´lokra vonatkozo´ ko¨ze´pe´rte´k te´tel miatt
φ′(x) = f (n+1)(η)
∫ x
x0
(x− t)n−1
(n− 1)! dt =
(x− x0)n
n!
f (n+1)(η)
valamely x ≤ η ≤ x0 sza´mra. A ko¨ze´pe´rte´k te´telt φ fu¨ggve´nyre
alkalmazva ado´dik
f(x)− f(y) = p(x)− p(y) + φ(x)− φ(y)
=
{
n∑
k=1
ck−1(x− x0)k−1 + φ′(ξ)
}
(x− y),
ahol
ck−1 =
n∑
j=k
(y − x0)j−k f
(k)(x0)
k!
, 1 ≤ k ≤ n
e´s
φ′(ξ) =
(ξ − x0)n
n!
f (n+1)(η),
ahol x ≤ ξ ≤ y e´s x0 ≤ η ≤ ξ. y = x0 va´laszta´ssal ado´dik
c0 = f
′(x0)/1!, . . . , cn−1 = f
(n)(x0)/n!.
Ha az (n + 1)-edik deriva´ltnak le´tezik kisza´mı´thato´ intervallum
szaba´lya, akkor y = x0 esete´re
f(x)− f(x0)
x− x0 ∈
n∑
k=1
f (k)(x0)
k!
([x]− x0)k−1 + f (n+1)([x])([x] − x0)
n
n!
,
mivel η, ξ ∈ [x].
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f) p(x) = x7+3x6−4x5−12x4−x3−3x2+4x+12, [x] = [1.8, 3], y = 2.
Kapjuk, hogy
[j1] = [173.2362, 2400], [j2] = [161.4762, 2411.76]
[j3] = [24.72, 2400], [j4] = [−870.2933, 3443.5296]
(p′[ ]([x]))H = [71.79808, 6520], p
′
[ ]([x]) = [−2378.791292, 8970.592].
Ezek a gondolatok to¨bbva´ltozo´s esetben is ve´gig viheto˝k.
1.4. Ge´pi intervallum aritmetika
Ra´te´ru¨nk az intervallummu˝veletek ge´pi megvalo´s´ıta´sa´ra. Mint jo´l ismert,
a sza´mı´to´ge´pek ve´ges sza´mhalmazzal dolgoznak, amelyet gyakran szemi-
logaritmikus alakban ı´rnak le fix hosszu´sa´gu´, lebego˝pontos sza´mokkal:
x = m · be,
ahol m a mantissza, b a hatva´nyalap, e a karisztika. A sza´mok belso˝
ge´pi a´bra´zola´sa rendszerint b = 2 alappal e´s a mantissza normaliza´lt
(1/2 ≤ |m| < 1) forma´ja´val to¨rte´nik. A kitevo˝ korla´tok ko¨ze´ esik emin ≤
e ≤ emax.
A ge´pi sza´mok fenti t´ıpusu´ halmaza´t R jelo¨li e´s feltesszu¨k, hogy a
tova´bbi meggondola´sokna´l R szimmetrikus, azaz
R = −R.
A [miny∈R y,maxy∈R y] intervallumba tartozo´ valo´s sza´mok
hate´konyan ko¨zel´ıtheto˝k x˜ ∈ R ge´pi sza´mokkal, az ala´bbi leke´peze´s
seg´ıtse´ge´vel
© : R ∋ x 7→ x˜ =©(x) ∈ R. (1.59)
Ezt a leke´peze´st kerek´ıte´snek nevezzu¨k, amennyiben teljesu¨l
x ≤ y ⇒©(x) ≤ ©(y) (monotonita´s). (1.60)
Az
x ∈ R ⇒©(x) = x (1.61)
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tulajdonsa´gu´ kerek´ıte´seket optima´lis kerek´ıte´seknek nevezzu¨k.
Ku¨lo¨no¨sen e´rdekesek az ira´ny´ıtott kerek´ıte´sek, teha´t azok, amelyek
mindig fel, vagy le kerek´ıtenek. Ha ▽ kerek´ıte´sre igaz, hogy
x ∈ R⇒ ▽x ≤ x, (1.62)
akkor lefele´ ira´ny´ıtott kerek´ıte´sro˝l besze´lu¨nk. Felhaszna´lva a
△x := −(▽(−x)), x ∈ R (1.63)
defin´ıcio´t, felfele´ ira´ny´ıtott kerek´ıte´shez jutunk; a fel- e´s lefele´ ira´ny´ıtott
kerek´ıte´sre ke´zenfekvo˝ pe´lda rendre a felso˝, ill. also´ ege´szre´sz.
A valo´s sza´mok ge´pi sza´mokkal valo´ a´bra´zola´sa´val azonos mo´don
a´bra´zolhato´k a valo´s intervallumok ge´pi intervallumokkal. A feladat egy
[x] ∈ IR, [x] ⊆
[
min
y∈R
y,max
y∈R
y
]
intervallum a´bra´zola´sa alkalmas ge´pi intervallummal az ala´bbi halmazbo´l
IR = {[x1, x2] ∣∣ x1, x2 ∈ R, x1 ≤ x2} ⊂ IR.
Az
♦ : IR ∋ [x]→ ♦[x] ∈ IR
intervallum kerek´ıte´snek rendelkeznie kell az ala´bbi tulajdonsa´gokkal
[x] ∈ IR⇒ [x] ⊆ ♦[x] (1.64)
e´s
[x], [y] ∈ IR, [x] ⊆ [y]⇒ ♦[x] ⊆ ♦[y], (1.65)
hogy az intervallummu˝veletek alapveto˝ tulajdonsa´gait ge´pi intervallum
mu˝veletekre a´tvihessu¨k. Amennyiben egy [x] = [x1, x2] intervallum e´s
annak [˜x] = [x˜1, x˜2] ge´pi a´bra´zola´sa ko¨zti a´tmenetet tekintju¨k, (1.65)
szerint ezt a megfelelo˝ korla´tok kerek´ıte´se´vel, (1.64) szerint pedig eze-
ket a kerek´ıte´seket a megfelelo˝ ira´ny´ıta´ssal kell megvalo´s´ıtanunk, amibo˝l
ko¨vetkezik, hogy minden intervallumkerek´ıte´s elo˝a´ll az ala´bbi alakban
♦[x] = ♦[x1, x2] = [▽x1,△x2]. (1.66)
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A fentiekbo˝l ko¨vetkezik, hogy elegendo˝ egy lefele´ ira´ny´ıtott kerek´ıte´s
az intervallum kerek´ıte´s megvalo´s´ıta´sa´hoz, azonban nem szu¨kse´gszeru˝,
hogy az (1.63) o¨sszefu¨gge´ssel kapcsolo´djon ▽ e´s △.
Ha ke´t x, y ∈ R ge´pi sza´mmal ve´gzu¨nk ◦ ∈ {+,−, ·, :} mu˝veletet, az
eredme´ny is egy z ∈ R ge´pi sza´m. Ha nem le´pu¨nk ki R e´rte´kei ko¨zu¨l
(alul-, tu´lcsordula´s), akkor az eredme´ny
z =©(x ◦ y) (1.67)
alakban elo˝a´ll´ıthato´ egy alkalmas © kerek´ıte´ssel. Ezu´ton a ge´pi
mu˝veletek eredme´nye´re adhato´ az ala´bbi
1.27. Defin´ıcio´. Legyen [a], [b] ∈ IR, ◦ ∈ {+,−, ·, :}, e´s legyen adott egy
intervallum kerek´ıte´s. Ekkor az [a], [b] elemekre alkalmazott ◦ mu˝velet ♦
intervallum kerek´ıte´ssel kapott eredme´nye
[c] = ♦([a] ◦ [b]) ∈ IR. (1.68)
Bela´tjuk, hogy az intervallum aritmetika alapveto˝ tulajdonsa´gai
tova´bbra is a´llnak ezen defin´ıcio´ alkalmaza´sa´val.
1.28. Te´tel. Az 1.27. defin´ıcio´ban e´rtelmezett ge´pi mu˝veletekre igaz a
ko¨vetkezo˝ a´ll´ıta´s
[a](k), [b](k) ∈ IR, ◦ ∈ {+,−, ·, :}, [a](k) ⊆ [b](k), k = 1, 2 (1.69)
⇒ [c](1) = ♦([a](1) ◦ [a](2)) ⊆ [c](2) = ♦([b](1) ◦ [b](2))
A bizony´ıta´s azonnal ado´dik (1.65) alapja´n. (1.69) nem ma´s mint
a bennfoglala´sra vett monotonita´s (1.9) tulajdonsa´ga ge´pi intervallum
mu˝veletekre. Az ala´bbi tulajdonsa´gok a kerek´ıte´s hibabecsle´se´ne´l va´lnak
e´rdekesse´.
1.29. Te´tel. Legyen ♦ az (1.66) alapja´n e´rtelmezett, ▽,△ kerek´ıte´sekre
ta´maszkodo´ intervallum kerek´ıte´s, e´s legyen ◦ ∈ {+,−, ·, :}. Ekkor
[a], [b] ∈ IR⇒ [a] ◦ [b] ⊆ [c] = ♦([a] ◦ [b]) ∈ IR,
a ∈ [a], b ∈ [b]⇒ a ◦ b ∈ [c] = ♦([a] ◦ [b]) ∈ IR. (1.70)
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Ha az © kerek´ıte´sre a´ll
▽x ≤ ©(x) ≤ △x, x ∈ R, (1.71)
akkor x, y, z ∈ R esete´n ko¨vetkezik, hogy
z =©(x ◦ y) ∈ [z] = ♦([x, x] ◦ [y, y]) ∈ IR.
Az (1.70) e´s (1.71) tulajdonsa´gok elemi bizony´ıta´sa azonnal ado´dik a
megfelelo˝ defin´ıcio´kbo´l, ı´gy elhagyjuk. A fenti eredme´nyek o¨sszefoglala´sa´t
adjuk.
Egy fu¨ggve´nyszaba´ly 1.27. defin´ıcio´ra ta´maszkodo´ intervallum
mu˝veletek seg´ıtse´ge´vel to¨rte´no˝ ge´pi intervallum kie´rte´kele´se bennfoglalja
a fu¨ggve´nyszaba´ly intervallum kie´rte´kele´se´t. Ezek egyben tartalmazza´k
a fu¨ggve´ny e´rte´kke´szlete´re vonatkozo´ becsle´seket is, tova´bba´ kiele´g´ıtik a
bennfoglala´sra vett monotonita´s tulajdonsa´ga´t is.
A ge´pi intervallum mu˝veletek praktikus megvalo´s´ıta´sa a megfelelo˝
ge´pi mu˝veletek seg´ıtse´ge´vel to¨rte´nik. Ezek a mu˝veletek vagy egy ma-
gasabb szintu˝ programoza´si nyelv re´szei, vagy megvalo´s´ıthato´k pe´lda´ul
ALGOL nyelven ı´rt szubrutinokkal. Tekintsu¨k a´t az uto´bbi esetet ro¨vi-
den. Szubrutinok egy ilyen halmaza gyakran rendelkezik egy ▽ lefele
ira´ny´ıtott kerek´ıte´st genera´lo´ mu˝velettel. Ez pe´lda´ul a LOW elja´ra´ssal
megvalo´s´ıthato´. Ezt az elja´ra´st haszna´lva az ADD, SUB, MUL, DIV
mu˝veleteket definia´ljuk a standard intervallum aritmetikai mu˝veletek
a´bra´zola´sa´ra. Az 1.3. defin´ıcio´ una´ris mu˝veletei, az u´gynevezett elemi
fu¨ggve´nyek hasonlo´ mo´don e´rtelmezheto˝k.
Most a valo´s sza´mok halmaza´n mu˝ko¨do˝ algoritmusokat tekintju¨k.
Pe´lda´ul a Horner elrendeze´st, Gauss algoritmust. Amennyiben ezeket
az algoritmusokat ge´pi aritmetika seg´ıtse´ge´vel sza´mı´to´ge´peken futtatjuk,
a´ltala´ban me´g a bemeno˝ adatot sem tudjuk pontosan a´bra´zolni. Ez a
proble´ma orvosolhato´ ge´pi intervallum aritmetika haszna´lata´val. A be-
meno˝ adat egyszeru˝en egy – ge´pi sza´mokkal, mint korla´tokkal megadott –
intervallumba esik. Ha az algoritmust a kerek´ıte´si hiba´k figyelmen k´ıvu¨l
hagya´sa´val futtatjuk, akkor az eredme´ny, a´ltala´ban, tova´bbra is az ere-
deti adattal nem o¨sszekapcsolhato´ me´rte´ku˝ kisze´lesede´ssel ja´r, mint azt
az 1.3. fejezetben la´ttuk. Ezt a jelense´get vesszu¨k nagy´ıto´ ala´, amikor
a kerek´ıte´si hiba´kat is figyelembe vesszu¨k. Eze´rt megvizsga´ljuk, hogy
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mekkora pontossa´g no¨vekede´st e´rhetu¨nk el, amennyiben t1 jegyu˝ uta´n
t2 > t1 jegyu˝ mantissza´val rendelkezo˝ ge´pi intervallum aritmetika´val fut-
tatjuk algoritmusaink. Feltesszu¨k, hogy eko¨zben a karakterisztika nem
va´ltozik. Ekkor minden t1 jegyu˝ sza´m egyben t2 jeggyel is a´bra´zolhato´.
Legyen x ∈ R, x 6= 0, e´s
x =
(
∞∑
i=1
aib
−i
)
be, 1 ≤ a1 ≤ b− 1, 0 ≤ ai ≤ b− 1, i ≥ 2.
Az egye´rtelmu˝se´g garanta´la´sa´hoz feltesszu¨k, hogy ai 6= b − 1, i ≤ i0,
egy ro¨gz´ıtett i0 esete´n, tova´bba´ x nem pontosan a´bra´zolhato´ t1 jegyu˝
mantissza´bo´l a´llo´ lebego˝ pontos rendszerben.(Ha az lenne, a ko¨vetkezo˝
meggondola´s biztosan tu´lcsordulna.) Feltesszu¨k me´g, hogy az (1.66) in-
tervallum kerek´ıte´st a korla´tok optima´lis kerek´ıte´se´vel hajtjuk ve´gre. Az
x > 0 esetben, (1.66) figyelembe ve´tele´vel, kapjuk, hogy
♦x = ♦[x, x] = [▽x,△x],
ahol
▽x =
(
t1∑
i=1
aib
−i
)
be, △x =
(
t1∑
i=1
aib
−i
)
be + b−t1+e.
Vila´gos, hogy ♦x a´tme´ro˝je
d(♦x) = b−t1+e.
Ez az eredme´ny ado´dik x < 0 esetben is.
Annak e´rdeke´ben, hogy e´szrevegyu¨k az eredme´ny mantissza hosszto´l
valo´ fu¨gge´se´t, a tova´bbiakban ©1(x) e´s ©2(x) jelo¨le´st haszna´ljuk. ©
egy valo´s sza´m (ke´so˝bb valo´s intervallum) intervallum kerek´ıte´se´t jelo¨li.
A fenti rela´cio´ ezzel a ko¨vetkezo˝ alakot o¨lti
d(©1(x)) = b−t1+e.
Analo´g mo´don
d(©2(x)) ≤ b−t1+e−l
ado´dik t2 = t1 + l jegyu˝ mantissza´ra. A szigoru´ egyenlo˝tlense´g abban
az esetben a´ll, ha x pontosan a´bra´zolhato´ t2 jegyu˝ mantissza´val. Az
elo˝zo˝ekbo˝l ado´dik, hogy
d(©2(x)) ≤ b−ld(©1(x)). (1.72)
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Az intervallum kerek´ıte´sre tett megszor´ıta´sokbo´l ado´dik az [a], [b] ge´pi
intervallumokra, hogy
♦([a] ◦ [b]) =©1([a] ◦ [b]) = [(1− ε1)([a] ◦ [b]), (1 + ε2)([a] ◦ [b])].
Itt ([a] ◦ [b])1, ([a] ◦ [b])2 a pontos eredme´ny korla´tjait sza´molja, ı´gy
−ε1([a] ◦ [b]) ≤ 0, ε2([a] ◦ [b]) ≥ 0,
szintu´gy, mint
|ε1|, |ε2| ≤ b1−t1 .
I´rhato´, hogy
©1([a] ◦ [b]) = [a] ◦ [b] + [ε1([a] ◦ [b]), ε2([a] ◦ [b])]. (1.73)
Az eredme´ny a´tme´ro˝je´re pedig
d(©1([a] ◦ [b])) ≤ d([a] ◦ [b]) + 2b1−t1 |[a] ◦ [b]|. (1.74)
Ez a ko¨zel´ıte´s mutatja, hogy a pontos intervallum eredme´ny ab-
szolu´te´rte´ke felelo˝s a d([a] ◦ [b]) intervallum a´tme´ro˝ no¨vekede´se´e´rt fix
mantissza hossz mellett.
Legyen x˜ ∈ [x] ∈ IR. Ekkor javasolt egy x ∈ [x] elemet va´lasztani x˜
ko¨zel´ıte´se´re. Az abszolu´t hiba
|x− x˜| ≤ d([x]) =: δ([x]), (1.75)
e´s, ha 0 /∈ [x], x˜ 6= 0, a relat´ıv hiba∣∣∣∣x− x˜x˜
∣∣∣∣ ≤ d([x])min{|x| ∣∣x ∈ [x]} =: ρ([x]). (1.76)
1.30. Te´tel. Legyenek [a], [b], [a′], [b′] valo´s ge´pi intervallumok, ame-
lyekre
[a] ⊆ [a′], [b] ⊆ [b′] (1.77)
d([a′]) ≤ s1, d([b′]) ≤ s2
d([a]) ≤ b−1s1, d([b]) ≤ b−1s2.
(1.78)
Jelo¨lje ◦ a valo´s intervallum mu˝veletek valamelyike´t. Ekkor egy
∆(©1([a′] ◦ [b′])), ρ(©1([a′] ◦ [b′]) korla´tjaina´l b−1 faktorral kisebb
korla´tokat kapunk ∆(©2([a] ◦ [b])), ρ(©2([a] ◦ [b])) kifejeze´sekre, ha 0 /∈
©1([a′] ◦ [b′]).
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Bizony´ıta´s: Felhaszna´lva (1.74),(1.20),(1.22) rela´cio´kat,
d(1/[x]) ≤ |1/[x]|2d([x]) (0 /∈ [x])
e´s (1.78) elso˝ sora´t, a ko¨vetkezo˝ egyenlo˝tlense´gre jutunk
d(©1([a′] ◦ [b′])) ≤ d([a′] ◦ [b′]) + 2b1−t1 |[a′] ◦ [b′]| ≤
≤

s1 + s2, ◦ = +,−
|[a′]|s2 + s1|[b′]|, ◦ = ·
|[a′]||1/[b′]|2s2 + |1/[b′]|s1, ◦ = :
+ 2b1−t1 |[a′] ◦ [b′]|.
Felhaszna´lva (1.77), (1.78) a´ll´ıta´sokat analo´g mo´don igazolhato´, hogy
d([a] ◦ [b]) ≤ b−1

s1 + s2, ◦ = +,−
|[a′]|s2 + s1|[b′]|, ◦ = ·
|[a′]||1/[b′]|2s2 + |1/[b′]|s1, ◦ = :
 . (1.79)
(1.77) miatt, az 1.28. te´telbo˝l a bennfoglala´sra
©2([a] ◦ [b]) ⊆ ©2([a′] ◦ [b′]) ⊆ ©1([a′] ◦ [b′]),
mivel feltettu¨k, hogy a korla´tok optima´lis kerek´ıte´se´vel sza´moljuk az in-
tervallum kerek´ıte´st. Eze´rt ado´dik, hogy
min{|x| ∣∣x ∈ ©2([a] ◦ [b])} ≥ min{|x| ∣∣x ∈ ©1([a′] ◦ [b′])}. (1.80)
Ve´gu¨l (1.74), (1.79) e´s |[a] ◦ [b]| ≤ |[a′] ◦ [b′]| miatt ko¨vetkezik, hogy
d(©2([a] ◦ [b])) ≤ d([a] ◦ [b]) + 2b1−t1−l|[a′] ◦ [b′]| ≤
≤ b−1
 s1 + s2, ◦ = +,−|[a′]|s2 + s1|[b′]|, ◦ = ·|[a′]||1/[b′]|2s2 + |1/[b′]|s1, ◦ = :
+ 2b1−t1−l|[a′] ◦ [b′]|.
Ezzel az abszolu´t hiba felso˝ korla´tja´ra vonatkozo´ a´ll´ıta´st bela´ttuk. (1.80)
miatt azonnal kapjuk a relat´ıv hiba felso˝ korla´tja´ra az eredme´nyt. 
Egy elemi, de anna´l fontosabb ko¨vetkezme´nye ennek a te´telnek az
ala´bbi
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1.31. Te´tel. Az elo˝bbi, a ge´pi intervallum aritmetika´ra vonatkozo´
felte´teleze´sekkel itt is e´lu¨nk. Most a valo´s sza´mokra ke´sz´ıtett algoritmusok
sza´mı´to´ge´pen valo´ futtata´sa´hoz ge´pi intervallum aritmetika´t haszna´lunk
t1 jegyu˝ mantissza´val. Ha ezuta´n t2 = t1 + ℓ jegyu˝ (ℓ ≥ 0) mantissza´ju´
ge´pi intervallum aritmetika´val futtatjuk az algoritmust, akkor mind az ab-
szolu´t, mind a relat´ıv hibakorla´tokat reduka´ljuk egy b−ℓ faktorral. (Egy al-
goritmus itt egy egye´rtelmu˝en meghata´rozott aritmetikai mu˝veletsorozatot
jelent adott bemeno˝ adatokkal.)
Bizony´ıta´s: (1.72) alapja´n a bemeno˝ adat intervallumkerek´ıte´se
kiele´g´ıti az 1.30. te´tel (1.78) felte´teleze´se´t. Az intervallum aritmetika
tulajdonsa´gai megero˝s´ıtik (1.77) a´ll´ıta´st. A bizony´ıta´s ezek uta´n ado´dik
az 1.30. te´telbo˝l teljes indukcio´val. 
Az 1.31. te´tel alapja´n utala´st kapunk arra, hogyan sza´moljuk a
kimenetet elo˝re adott abszolu´t, illetve relat´ıv pontossa´ggal. Legyen
pe´lda´ul d1 a keletkezo˝ maxima´lis intervallumhossz t1 jegyu˝ mantissza´val
sza´molva, e´s legyen az elva´rt pontossa´g ε. Ha d1 ≤ ε, akkor ve´geztu¨nk.
Ma´sku¨lo¨nben l jeggyel no¨velju¨k a mantissza jegyeinek sza´ma´t u´gy, hogy
b−ld1 ≤ ε.
(Ezzel a va´laszta´ssal az abszolu´t hiba b−l faktorral valo´ redukcio´ja nem
biztos´ıtott. Az 1.31. te´telnek megfelelo˝en ez csak az abszolu´t hiba felso˝
korla´tja´ra igaz.)
mantissza jegyeinek sza´ma
i 15 20 25 30
1 > 1a 0.11× 10−3 0.11× 10−8 0.11× 10−13
2 0.34× 100 0.29× 10−5 0.29× 10−10 0.29× 10−15
3 0.18× 10−1 0.17× 10−6 0.17× 10−11 0.17× 10−16
4 0.16× 10−2 0.16× 10−7 0.16× 10−12 0.16× 10−17
5 0.26× 10−3 0.25× 10−8 0.25× 10−13 0.25× 10−18
6 0.64× 10−4 0.64× 10−9 0.64× 10−14 0.64× 10−19
7 0.58× 10−4 0.58× 10−9 0.58× 10−14 0.58× 10−19
1.1. ta´bla´zat. A Gauss algoritmus relat´ıv hiba´ja´nak ρ([x]i) felso˝ korla´tja
Az 1.31. te´telben ta´rgyalt e´s bizony´ıtott te´nyekre konkre´t pe´ldake´nt
egy egyenletrendszert va´lasztottunk, amit egy 7×7 Hilbert ma´trix, jobb
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oldalon pedig (1, . . . , 1)T hata´roz meg. A Gauss algoritmusna´l ge´pi in-
tervallum aritmetika´t haszna´ltunk 15, 20, 25, 30, 35 decima´lis jeggyel
a mantissza´ban. Az eredme´nyeket az 1.4. ta´bla´zat tartalmazza, ahol
csak a relat´ıv hiba ρ([x]i) felso˝ korla´tja´t adtuk meg a megolda´svektor
komponenseire.
Tekintsu¨k a ko¨vetkezo˝ proble´ma´t: legyenek adva ge´pi intervallumok
(olyan valo´s intervallumok, amelyek ve´gpontjai ge´pi sza´mok), mondjuk
[c]0, [a]0, [b]0, [d]0, [a]1, [b]1, [d]1, . . . , [a]n−1, [b]n−1, [d]n−1
e´s egy a0 ge´pi sza´m. Az
[r]n =
1
an
{[c]0−[a]0([b]0−[d]0)−[a]1([b]1−[d]1)−. . .−[a]n−1([b]n−1−[d]n−1)}
kifejeze´st szeretne´nk kisza´molni.
Elme´letileg haszna´lhatjuk a ko¨vetkezo˝ algoritmust:
[s]0 := [c]0
[s]i := [s]i−1 − [a]i−1([b]i−1 − [d]i−1), 1 ≤ i ≤ n, (s)
[r]n := [s]n/an.
Gyakorlatban azonban a ko¨vetkezo˝ mu˝veleteket ve´gezzu¨k el:
[̂s]0 := [s]0 := [c]0
[̂s]i :=©([̂s]i−1 −©([a]i−1(©([b]i−1 − [d]i−1)))), 1 ≤ i ≤ n, ([̂s])
[̂r]n :=©([s]n/an).
Kezdju¨k (1.73) egyenlettel, ahol ro¨gz´ıtju¨k ε := 1
2
b1−t e´rte´ke´t, majd
a´ltala´nos [a], [b] intervallumokra kapjuk, hogy
©([a] ◦ [b]) ⊆ [a] ◦ [b] + [−ε, ε]([a] ◦ [b]), (1.81)
ahol max{|ε1|, |ε2|} ≤ 2ε igaz.
Tegyu¨k fel egy pillanatra, hogy ma´r kisza´moltuk az
[̂s]0 = [s]0 = [c]0, [̂s]1, . . . , [̂s]n−1
aρ([x]1) > 1 jelente´se, hogy 0 ∈ [x]1.
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e´rte´keket. Ekkor (1.81) miatt
© ([b]n−1 − [d]n−1) ⊆ [b]n−1 − [d]n−1 + |[b]n−1 − [d]n−1|[−ε, ε],
© ([a]n−1 © ([b]n−1 − [d]n−1)) ⊆
⊆ [a]n−1([b]n−1 − [d]n−1 + |[b]n−1 − [d]n−1|[−ε, ε])+
+ |[a]n−1([b]n−1 − [d]n−1 + |[b]n−1 − [d]n−1|[−ε, ε])|[−ε, ε] ⊆
⊆ [a]n−1([b]n−1 − [d]n−1) + |[a]n−1||[b]n−1 − [d]n−1|[−2ε− ε2,+2ε+ ε2],
eze´rt
[̂s]n ⊆[̂s]n−1 − [a]n−1([b]n−1 − [d]n−1)− (1.82)
− |[a]n−1||[b]n−1 − [d]n−1|[−2ε− ε2,+2ε+ ε2]+
+ |[̂s]n−1 − [a]n−1([b]n−1 − [d]n−1)−
− |[a]n−1||[b]n−1 − [d]n−1|[−2ε− ε2,+2ε+ ε2]|[−ε, ε] ⊆
⊆[̂s]n−1 − [a]n−1([b]n−1 − [d]n−1) + |[̂s]n−1|[−ε, ε]+
+ |[a]n−1||[b]n−1 − [d]n−1|[−3ε− 3ε2 − ε3, 3ε+ 3ε2 + ε3].
Teljes indukcio´val bela´tjuk, hogy igaz
[̂s]n ⊆
⊆ [s]n + [−ε, ε]
n−1∑
i=0
|[̂s]i|+
+ [−3ε − 3ε2 − ε3, 3ε+ 3ε2 + ε3]
n−1∑
i=0
|[a]i||[b]i − [d]i|. (1.83)
n = 1 esete´n [̂s]0 = [s]0 = [c]0 felhaszna´la´sa´val (1.82) alapja´n
[̂s]1 ⊆[̂s]0 − [a]0([b]0 − [d]0) + |[̂s]0|[−ε, ε]
+ |[a]0||[b]0 − [d]0|[−3ε− 3ε2 − ε3, 3ε+ 3ε2 + ε3]
=[s]1 + [−ε, ε]|[̂s]0|+ [−3ε− 3ε2 − ε3, 3ε+ 3ε2 + ε3]|[a]0||[b]0 − [d]0|,
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ı´gy az a´ll´ıta´s igaz n = 1 esete´n. Ha (1.83) igaz valamely n ≥ 1 esetre,
akkor n helyett (n+ 1)-et helyettes´ıtve (1.82) kifejeze´sbe e´s felhaszna´lva
(s) o¨sszefu¨gge´st, ado´dik, hogy
[̂s]n+1 ⊆[̂s]n − [a]n([b]n − [d]n) + |[̂s]n|[−ε, ε]+
+ |[a]n||[b]n − [d]n|[−3ε− 3ε2 − ε3, 3ε+ 3ε2 + ε3] ⊆
⊆[s]n+1 + [−ε, ε]
n∑
i=0
|[̂s]i|+
+ [−3ε− 3ε2 − ε3, 3ε+ 3ε2 + ε3]
n∑
i=0
|[a]i||[b]i − [d]i|,
ami e´ppen (1.83) a va´ltozo´csere´vel. Alkalmazva me´g egyszer (1.81) kife-
jeze´st, ado´dik az eredme´ny
[̂r]n ⊆ [̂s]n/an + (|[̂s]n|/|an|)[−ε, ε]. (1.84)
Ez azt mutatja, hogy a ge´pi intervallum aritmetika´val kisza´molt formula
relat´ıv hiba´ja [−ε, ε] intervallum, vagyis a formula´t stabilan sza´moltuk
ki.
2. fejezet
Komplex intervallum
aritmetika
Ebben a fejezetben szeretne´nk definia´lni e´s haszna´lni egy u´gynevezett
komplex intervallum aritmetika´t. Megmutatjuk, hogy a valo´s esetne´l
ta´rgyalt legto¨bb tulajdonsa´g a´tviheto˝ a komplex esetre is. Ennek
e´rdeke´ben definia´lnunk kell a komplex sza´mok egy olyan halmaza´t, amely
e´ppen a komplex intervallumot alkotja. Ke´t e´sszeru˝ va´laszta´st tekintu¨nk
az ala´bbiakban:
2.1. Te´glalapok, mint komplex intervallu-
mok
2.1. Defin´ıcio´. Legyen [are], [aim] ∈ IR. Ekkor
[a] =
{
a = are + iaim
∣∣ are ∈ [are], aim ∈ [aim]}
komplex sza´mhalmazt komplex intervallumnak nevezzu¨k.
A 2.1. defin´ıcio´ban e´rtelmezett komplex sza´mhalmaz a koor-
dina´tatengelyekkel pa´rhuzamos oldalu´ te´glalapnak felel meg a komplex
s´ıkon, jele RC. Az RC halmaz elemeit [a], [b], [c], . . . , [x], [y], [z] ∈ RC
jelo¨li, ı´gy [a] = [are] + i[aim] ı´rhato´, ahol [are], [aim] ∈ IR. Egy
a = are + iaim komplex sza´m ekkor
[a] = [are, are] + i[aim, aim] ∈ RC
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komplex pont intervallumnak is tekintheto˝. Minden [a] ∈ IR elem [a] =
[are]+i[0, 0] ∈ RC elemnek is gondolhato´, amibo˝l vila´gos, hogy IR ⊂ RC.
2.2. Defin´ıcio´. Legyen [a] = [are] + i[aim], [b] = [bre] + i[bim] ∈ RC.
Ekkor [a] = [b] pontosan akkor, ha
[are] = [bre] e´s [aim] = [bim].
Az elo˝bb definia´lt = rela´cio´ reflex´ıv, szimmetrikus, tranzit´ıv.
A´ltala´nos´ıtsuk a komplex aritmetika´t RC-beli komplex intervallum
aritmetika´ra.
2.3. Defin´ıcio´. Legyen ◦ ∈ {+,−, ·, :} bina´ris mu˝velet IR elemein. Ek-
kor [a] = [are] + i[aim], [b] = [bre] + i[bim] ∈ RC mellett
[a]± [b] = [are]± [bre] + i([aim]± [bim]), (2.1)
[a] · [b] = [are][bre]− [aim][bim] + i([are][bim] + [aim][bre]), (2.2)
[a] : [b] = ([are][bre] + [aim][bim]) : ([bre]
2 + [bim]
2)+
+ i([aim][bre]− [are][bim]) : ([bre]2 + [bim]2). (2.3)
Terme´szetesen most is feltesszu¨k, hogy 0 /∈ ([bre]2 + [bim]2) oszta´skor.
Azonban most 0 /∈ [bre]+ i[bim] nem elegendo˝ felte´tel, ahogy azt az ala´bbi
pe´lda´val illusztra´ljuk is.
Legyen
[b] = [−1, 1] + i[1, 3].
Ekkor
0 ∈ [0, 10] = [−1, 1] + [1, 9] = [bre][bre] + [bim][bim].
Ha azonban a 2.3. defin´ıcio´beli oszta´sna´l a [bre]
2 + [bim]
2 kifejeze´st
[bre]
2 + [bim]
2 =
{
b2re
∣∣ bre ∈ [bre]} + {b2im ∣∣ bim ∈ [bim]}
mo´don sza´moljuk, akkor a fenti pe´lda´t ezu´ton sza´molva
[bre]
2 + [bim]
2 = [0, 1] + [1, 9] = [1, 10].
Vegyu¨k ko¨zelebbro˝l szemu¨gyre a fent bevezetett komplex intervallum
aritmetika tulajdonsa´gait.
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Nyilva´nvalo´, hogyha [a], [b] ∈ RC, akkor
[a]± [b] = {a± b ∣∣ a ∈ [a], b ∈ [b]}
igaz RC halmazon. A´ltala´nossa´gban ez nem igaz a szorza´sra e´s oszta´sra,
mint az ala´bbi pe´lda mutatja.
Legyen
[a] = [2, 4] + i[0, 0], [b] = [1, 1] + i[1, 1].
A 2.3. defin´ıcio´bo´l
[a][b] = [2, 4] + i[2, 4].
Ma´sfelo˝l{
ab
∣∣ a ∈ [a], b ∈ [b]} = {s(1 + i) ∣∣ s ∈ R, 2 ≤ s ≤ 4} ⊂ [a][b].
Az ala´bbi te´tel azonban e´rve´nyes.
2.4. Te´tel. (Tartalmaza´si te´tel) A 2.3. defin´ıcio´ mu˝veleteire{
a ◦ b ∣∣ a ∈ [a], b ∈ [b]} ⊆ [a] ◦ [b].
Az o¨sszeada´s e´s a kivona´s esete´n egyenlo˝se´g is teljesu¨l. A szorza´sra
[a][b] = inf
{
[x] ∈ RC ∣∣ {a · b ∣∣ a ∈ [a], b ∈ [b]} ⊆ [x]} ,
ahol az infimumot RC halmazon a halmazelme´leti bennfoglala´s a´ltal de-
finia´lt re´szben rendeze´s szerint vesszu¨k. Ez azt jelenti, hogy ez az a
legszu˝kebb intervallum, ami tartalmazza az [a] e´s [b] intervallumok komp-
lexusszorzata´t.
Bizony´ıta´s: Az o¨sszeada´s, kivona´s esete´t ma´r feljebb ta´rgyaltuk. Le-
gyen a ∈ [a], b ∈ [b]. A valo´s intervallumokra vonatkozo´ bennfoglala´sra
vett monotonita´st felhaszna´lva a = are + iaim, b = bre + ibim mellett
kapjuk, hogy
ab = arebre − aimbim + i(arebim + aimbre)
∈ [are][bre]− [aim][bim] + i([are][bim] + [aim][bre]) = [a][b].
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Mivel arebre−aimbim kifejeze´sben minden va´ltozo´ pontosan egyszer fordul
elo˝ kapjuk, hogy{
arebre − aimbim
∣∣ a ∈ [a], b ∈ [b]} = [are][bre]− [aim][bim].
Ugyanezen alapon{
arebim − aimbre
∣∣ a ∈ [a], b ∈ [b]} = [are][bim] + [aim][bre].
Ez uto´bbi ketto˝bo˝l la´tszik, hogy minden
cre = arebre − aimbim ∈ [are][bre]− [aim][bim],
ak ∈ [a]k, bk ∈ [b]k, k = 1, 2,
valo´s sza´mhoz tala´lhato´ olyan
cim = aimbre + arebim ∈ [aim][bre]− [are][bim],
ak ∈ [a]k, bk ∈ [b]k, k = 1, 2,
valo´s sza´m, hogy c = cre + icim ∈ [a][b], amit meg kellett mutatnunk. A
te´tel oszta´sra vonatkozo´ a´ll´ıta´sa ko¨vetkezik a bennfoglala´sra vett mono-
tonita´sbo´l. 
A 2.4. te´tel szorza´sra adott eredme´nye a´ltala´ban nem igaz az oszta´sra.
2.2. Ko¨rlapok, mint komplex intervallu-
mok
2.5. Defin´ıcio´. Legyen a ∈ C, r ≥ 0. Azt mondjuk, hogy
[z] =
{
z ∈ C ∣∣ |z − a| ≤ r}
egy ko¨rlap, ko¨rszeru˝ intervallum, vagy egyszeru˝en egy komplex interval-
lum, ha nem keverheto˝ a te´glalap alaku´ komplex intervallumokkal.
Ezen ko¨rlapok halmaza´t KC jelo¨li, elemeit [a], [b], [c], . . . , [x], [y], [z].
Az a ko¨ze´ppontu´ r sugaru´ ko¨rlapokat
[z] = 〈a, r〉
alakban is ı´rjuk. A komplex sza´mokat ekkor KC 〈a, 0〉 alaku´ elemeinek
tekinthetju¨k, amibo˝l vila´gos, hogy C ⊂ KC.
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2.6. Defin´ıcio´. Ke´t ko¨rlap, [a] = 〈a, ra〉 e´s [b] = 〈b, rb〉 pontosan akkor
egyenlo˝, ha halmazelme´leti e´rtelemben azok. Ekkor a = b e´s ra = rb.
Ez a rela´cio´ isme´t ekvivalencia rela´cio´.
KC halmazra a ko¨vetkezo˝ mo´don a´ltala´nos´ıtjuk a valo´s sza´mokon
szoka´sos mu˝veleteket.
2.7. Defin´ıcio´. Legyen ◦ ∈ {+,−, ·, :} a komplex sza´mokon e´rtelmezett
bina´ris mu˝velet. Ekkor [a] = 〈a, ra〉 e´s [b] = 〈b, rb〉 mellett
[a]± [b] = 〈a± b, ra ± rb〉 ,
[a] · [b] = 〈ab, |a|rb + |b|ra + rarb〉 ,
1
[b]
=
〈
b
bb− r2b
,
rb
bb− r2b
〉
0 /∈ [b],
[a] : [b] = [a] · 1
[b]
0 /∈ [b].
Itt |a| = √a21 + a22 az a komplex sza´m euklideszi norma´ja´t, b = b1 − ib2
pedig a b komplex sza´m konjuga´ltja´t jelo¨li.
Ko¨rlapok o¨sszeada´sa´ra e´s szorza´sa´ra vila´gos, hogy teljesu¨l
[a]± [b] = {a± b ∣∣ a ∈ [a], b ∈ [b]} .
Ez a´ll a ko¨rlap inverze´re is, ugyanis ha alkalmazzuk a konform leke´peze´sek
elme´lete´t a nulla´t nem tartalmazo´ ko¨rlapok leke´peze´se´re, akkor a w = 1/z
leke´peze´ssel u´jabb ko¨rlapot kapunk:
1/[b] =
{
1/b
∣∣ b ∈ [b]} .
Elemi sza´mola´ssal elleno˝rizheto˝, hogy a 2.7. defin´ıcio´ 1/[b] kifejeze´sre
vonatkozo´ ke´plete helyes.
A 2.7. defin´ıcio´beli szorza´sra (e´s ı´gy az oszta´sra is) a´ltala´ban csak{
z1z2
∣∣ z1 ∈ [a], z2 ∈ [b]} ⊆ [a][b]
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igaz. Ez az ala´bbi egyenlo˝tlense´gekbo˝l ko¨vetkezik
|z1z2 − ab| = |a(z2 − b) + b(z1 − a) + (z1 − a)(z2 − b)|
≤ |a||z2 − b|+ |b||z1 − a|+ |b||z1 − a||z2 − b|
≤ |a|rb + |b|ra + rarb.
Az 1.4. te´telnek megfelelo˝en o¨sszegyu˝jtju¨k a az RC-beli mu˝veleti tu-
lajdonsa´gokat most KC halmazra valo´ tekintettel. Hacsak ma´ske´pp nem
mondjuk, IC legyen RC a 2.3. vagyKC a 2.7. defin´ıcio´beli mu˝veletekkel.
2.8. Te´tel. Legyen [a], [b], [c] ∈ IC e´s [d], [e], [f ] ∈ KC. Ekkor
[a] + [b] = [b] + [a], [a][b] = [b][a] (kommutativita´s), (2.4)
([a] + [b]) + [c] = [a] + ([b] + [c]),
([d][e])[f ] = [d]([e][f ]), (asszociativita´s),
(2.5)
[0, 1] + i[0, 0] ∈ RC, illetve 〈0, 0〉 ∈ KC, (2.6)
e´s
[1, 1] + i[0, 0] ∈ RC, illetve 〈1, 0〉 ∈ KC,
az egye´rtelmu˝en meghata´rozott addit´ıv illetve multiplikat´ıv neutra´lis ele-
mek.
IC nulloszto´mentes. (2.7)
Egy [z] ∈ IC elemnek pontosan akkor le´tezik addit´ıv e´s multiplikat´ıv
inverze, ha [z] ∈ C e´s szorza´s esete´n [z] 6= 0. Mindenesetre igaz, hogy
0 ∈ [a]− [a] e´s 1 ∈ [a] : [a].
(2.8)
[a]([b] + [c]) ⊆ [a][b] + [a][c] (szubdisztributivita´s),
a([b] + [c]) = a[b] + a[c] a ∈ C. (2.9)
Bizony´ıta´s: A bizony´ıta´sok ko¨vetkeznek a 2.3. e´s a 2.7. de-
fin´ıcio´kbo´l. Pe´ldake´nt bemutatjuk (2.9) bizony´ıta´sa´t KC esetre. Ha
[a] = 〈a, ra〉 , [b] = 〈b, rb〉 , [c] = 〈c, rc〉 ∈ KC, akkor
[a]([b] + [c]) = 〈a, ra〉 〈b+ c, rb + rc〉
= 〈a(b+ c), |a|(rb + rc) + |b+ c|ra + ra(rb + rc)〉
⊆ 〈ab+ ac, |a|rb + |a|rc + |b|ra + |c|ra + rarb + rarc〉
= 〈ab, |a|rb + |b|ra + rarb〉+ 〈ac, |a|rc + |c|ra + rarc〉
= [a][b] + [a][c].
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Az [a] = 〈a, 0〉, azaz ra = 0 esetben a bizony´ıta´sbo´l la´tszik, hogy
a([b] + [c]) = a[b] + a[c].

Le´nyeges kiemelni, hogy a (2.5) asszociat´ıv to¨rve´ny a´ltala´ban nem
teljesu¨l RC elemeire. Pe´lda´ul
[a] = [2, 4] + i[0, 0], [b] = [1, 1] + i[1, 1], [c] = [1, 1] + i[1, 1],
([a][b])[c] = ([2, 4] + i[2, 4])([1, 1] + i[1, 1]) = [−2, 2] + i[4, 8],
[a]([b][c]) = ([2, 4] + i[0, 0])([0, 0] + i[2, 2]) = [0, 0] + i[4, 8].
A bennfoglala´sra vett monotonita´s igaz IC halmazon is.
2.9. Te´tel. Legyen [a](k), [b](k) ∈ IC, k = 1, 2 u´gy, hogy
[a](k) ⊆ [b](k), k = 1, 2.
Ekkor
[a](1) ◦ [a](2) ⊆ [b](1) ◦ [b](2)
teljesu¨l ◦ ∈ {+,−, ·, :} mu˝veletekre.
Bizony´ıta´s: Az a´ll´ıta´s igaz RC esete´n, mivel a bennfoglala´sra vett mo-
notonita´s teljesu¨l IR elemeire (la´sd az 1.5. te´telt). KC-beli o¨sszeada´s e´s
kivona´s esete´n
[a](1) ± [a](2) = {z = x± y ∣∣ x ∈ [a](1), y ∈ [a](2)}
⊆ {w = u± v ∣∣ u ∈ [b](1), v ∈ [b](2)} = [b](1) ± [b](2).
Tekintsu¨k a szorza´st KC esete´n e´s legyen
[a](k) =
〈
a(k), r(k)
〉
, [b](k) =
〈
b(k), s(k)
〉
, k = 1, 2.
Ekkor az [a](k) ⊆ [b](k), k = 1, 2 ekvivalens azzal, hogy
|a(k) − b(k)| ≤ s(k) − r(k), k = 1, 2,
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tova´bba´
[a](1)[a](2) =
〈
a(1)a(2), |a(1)|r(2) + |a(2)|r(1) + r(1)r(2)〉 ,
[b](1)[b](2) =
〈
b(1)b(2), |b(1)|s(2) + |b(2)|s(1) + s(1)s(2)〉 .
Bizony´ıtando´, hogy
|a(1)a(2) − b(1)b(2)| ≤
≤ |b(1)|s(2) + |b(2)|s(1) + s(1)s(2) − |a(1)|r(2) + |a(2)|r(1) + r(1)r(2).
A ha´romszo¨g egyenlo˝tlense´gbo˝l kapjuk, hogy
−|b(k)| ≤ −|a(k)|+ |a(k) − b(k)|, k = 1, 2
e´s mivel
|a(k) − b(k)| ≤ s(k) − r(k), k = 1, 2,
kapjuk, hogy
−|b(2)|r(1) ≤ −|a(2)|r(1) + r(1)(s(2) − r(2)) =
= −|a(2)|r(1) + r(1)s(2) − r(1)r(2),
−|b(1)|r(2) ≤ −|a(1)|r(2) + r(2)(s(1) − r(1)) =
= −|a(1)|r(2) + r(2)s(1) − r(2)r(1).
Ebbo˝l ado´dik, hogy
|a(1)a(2) − b(1)b(2)| ≤
≤ |b(2)||a(1) − b(1)|+ |b(1)||a(2) − b(2)|+ |a(1) − b(1)||a(2) − b(2)| ≤
≤ |b(2)|(s(1) − r(1)) + |b(1)|(s(2) − r(2)) + (s(1) − r(1))(s(2) − r(2)) ≤
≤ |b(2)|s(1) + |b(1)|s(2) + s(1)s(2) − (|a(2)|r(1) + |a(1)|r(2) + r(1)r(2)),
ami a szorza´sra vonatkozo´ a´ll´ıta´st bizony´ıtja.
1/([a](2)) =
{
z = 1/x
∣∣ x ∈ [a](2)}
⊆ {w = 1/u ∣∣ u ∈ [b](2)} = 1/([b](2))
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miatt igaz, hogy
[a](1) : [a](2) = [a](1) · 1
[a](2)
⊆ [b](1) · 1
[b](2)
= [b](1) : [b](2).

A 2.9. te´tel specia´lis eseteke´nt ado´dik az ala´bbi
2.10. Ko¨vetkezme´ny. Legyen [a], [b] ∈ IC e´s a ∈ [a], b ∈ [b]. Ekkor
a ◦ b ∈ [a] ◦ [b].
2.11. Megjegyze´s. Az RC-beli aritmetika ge´pi megvalo´s´ıta´sa nem okoz
proble´ma´t, mivel azt IR-beli mu˝veletekkel definia´ltuk, amire ma´r bemutat-
tunk egy - a legfontosabb aritmetikai tulajdonsa´gokat mego˝rzo˝ - lehetse´ges
ge´pi megvalo´s´ıta´st az 1.4. fejezetben. Eszerint IR-beli becsle´seink RC-re
is a´tviheto˝k.
2.3. Metrika, abszolu´te´rte´k e´s sze´lesse´g IC-
ben
Ebben a fejezetben q az 1.7 defin´ıcio´ban bevezetett IR-beli metrika´t jelo¨li.
Az ala´bbiakban egy metrika´t definia´lunk RC-n.
2.12. Defin´ıcio´. Legyen [a] = [are] + i[aim], [b] = [bre] + i[bim] ∈ RC.
Ekkor az [a] e´s [b] elemek ta´volsa´ga defin´ıcio´ szerint legyen:
p([a], [b]) = q([are], [bre]) + q([aim], [bim])
Leszu˝k´ıtve p-t IR-re ugyanazt az eredme´nyt kapjuk, mint a az 1.7-es
defin´ıcio´ban. Eze´rt a tova´bbiakban jelo¨lju¨k RC-ben a ta´volsa´got q-val e´s
ı´gy
q([a], [b]) = q([are], [bre]) + q([aim], [bim]).
Felhaszna´lva, hogy q metrika IR-ben, ko¨nnyen igazolhato´, hogy q
metrika RC-ben. A q metrika bevezete´se´vel RC egy topolo´gikus te´rre´
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va´lik. Ha most a metrikus terekben szoka´sos mo´don bevezetju¨k a kon-
vergencia fogalma´t, akkor azt mondhatjuk, hogy egy
{
[a(k)]
}∞
k=0
RC-
beli sorozat (ahol [a(k)] = [a
(k)
re ] + i[a
(k)
im ],) akkor e´s csak akkor tart egy
[a] = [are] + i[aim] ∈ RC elemhez, ha
lim
k→∞
[a(k)re ] = [are] e´s lim
k→∞
[a
(k)
im ] = [aim]. (2.10)
Felhaszna´lva, hogy (IR, q) metrikus te´r teljes, (2.10) alapja´n ko¨vet-
kezik, hogy RC a q metrika´val szinte´n teljes metrikus te´r.
2.13. Defin´ıcio´. Legyen [a] = [are] + i[aim] ∈ RC. Ekkor
|[a]| = q([a], 0) = |[are]|+ |[aim]| = q([are], 0) + q([aim], 0)
az [a] abszolu´te´rte´ke.
Ha [a] = [are, are] + i[aim, aim] = are + iaim = a, akkor a ko¨vetkezo˝t
kapjuk:
|[a]| = |a| = |are|+ |aim| . (2.11)
Egy [a] ∈ RC elem abszolu´te´rte´ke teha´t nem sza´molhato´ a´t a komp-
lex sza´mok euklideszi abszolu´te´rte´ke´re. A tova´bbiakban a szo¨vegko¨rnye-
zetbo˝l nyilva´nvalo´ lesz, mikor haszna´ljuk az euklideszi abszolu´te´rte´ket e´s
mikor a 2.13 defin´ıcio´beli abszolu´te´rte´ket. Ve´gu¨l megeml´ıtene´nk, hogy
a (2.11) haszna´lata´val igaz marad az
|[a]| = max
a∈[a]
|a|
rela´cio´.
Jelo¨lje d egy valo´s intervallum sze´lesse´ge´t, u´gy ahogy azt az 1.14 de-
fin´ıcio´ban bevezettu¨k. Ekkor a ko¨vetkezo˝t kapjuk:
2.14. Defin´ıcio´. Legyen [a] = [are] + i[aim] ∈ RC. Ekkor a
d([a]) = d([are]) + d([aim])
mennyise´get az [a] sze´lesse´ge´nek nevezzu¨k.
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Most bevezetju¨k a megfelelo˝ fogalmakat KC-ben.
2.15. Defin´ıcio´. Legyen [a] = 〈a, ra〉 , [b] = 〈b, rb〉 ∈ KC. Ekkor
(a) q([a], [b]) = |a− b|+ |ra − rb| az [a] e´s a [b] elemek ta´volsa´ga,
(b) |[a]| = |a|+ ra az [a] abszolu´te´rte´ke, e´s
(c) d([a]) = 2ra az [a] sze´lesse´ge.
Az elo˝zo˝ defin´ıcio´ban a komplex-s´ık ke´t ko¨r-intervalluma´nak
ta´volsa´ga´t az euklideszi metrika seg´ıtse´ge´vel definia´ltuk. A ko¨r-
intervallum abszolu´te´rte´ke az euklideszi abszolu´te´rte´kre vezet, ha a
komplex sza´mok halmaza´ra szu˝k´ıtju¨k le. Megjegyezne´nk, hogy az
|[a]| = max
a∈[a]
|a|
rela´cio´ itt is igaz marad.
A KC te´r teljesse´ge a q metrika´val ko¨nnyen igazolhato´, ha a KC-beli
sorozatok konvergencia´ja´t a q metrika´ban a szoka´sos mo´don definia´ljuk.
Ezzel a defin´ıcio´val a ko¨vetkezo˝t kapjuk
lim
k→∞
[a(k)] = [a] ⇔ lim
k→∞
a(k) = a, e´s lim
k→∞
r(k) = r, (2.12)
ahol {
[a(k)]
}∞
k=0
=
{〈
a(k), r(k)
〉}∞
k=0
e´s [a] = 〈a, r〉 .
Most pedig o¨sszegyu˝jtju¨k a metrika, az abszolu´te´rte´k e´s a sze´lesse´g leg-
fontosabb tulajdonsa´gait az RC e´s a KC halmazokon.
2.16. Te´tel. Legyenek [a], [b], [c], [d] ∈ IC, ekkor igazak a ko¨vetkezo˝k:
q([a] + [b], [a] + [c]) = q([b], [c]), (2.13)
q([a] + [b], [c] + [d]) ≤ q([a], [c]) + q([b], [d]), (2.14)
q(a[b], a[c]) ≤ |a| q([b], [c]), a ∈ C. (2.15)
A (2.15)-ban mindig fenna´ll az egyenlo˝se´g, ha [b], [c] ∈ KC.
q([a][b], [a][c]) ≤ |[a]| q([b], [c]), (2.16)
|[a]| ≥ 0, |[a]| = 0⇔ [a] = 0, (2.17)
|[a] + [b]| ≤ |[a]| + |[b]| , (2.18)
|a[b]| ≤ |a| |[b]| , ∀a ∈ C. (2.19)
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A (2.19)-ban mindig fena´ll az egyenlo˝se´g, ha [b] ∈ KC.
|[a][b]| ≤ |[a]| |[b]| , (2.20)
d(a[b]) = |a| d([b]), a ∈ C, (2.21)
d([a][b]) ≤ |[a]| d([b]) + |[b]| d([a]), (2.22)
d([a]) = |[a]− [a]| , (2.23)
d([a][b]) ≥ |[a]| d([b]), (2.24)
d([a]± [b]) = d([a]) + d([b]), (2.25)
[a] ⊆ [b]⇒ 1
2
(d([b])− d([a])) ≤ q([a], [b]) ≤ d([b])− d([a]). (2.26)
Bizony´ıta´s: A fenti tulajdonsa´gokat elo˝szo¨r RC-re bizony´ıtjuk.
A (2.13)-(2.16) tulajdonsa´gok egyszeru˝en a valo´s intervallumokra vo-
natkozo´ az 1.13 te´tel megfelelo˝ a´ll´ıta´saibo´l igazolhato´ak. Legyen eze´rt
[a] = [are] + i[aim], [b] = [bre] + i[bim],
[c] = [cre] + i[cim], [d] = [dre] + i[dim] ∈ RC.
(2.13) bizony´ıta´sa´hoz tekintsu¨k:
q([a] + [b], [a] + [c]) =
= q ([are] + [bre] + i([aim] + [bim]), [are] + [cre] + i([aim] + [cim])) =
= q ([are] + [bre], [are] + [cre]) + q ([aim] + [bim], [aim] + [cim]) =
= q([bre], [cre]) + q([bim], [cim]) = q([b], [c]).
(2.14) bizony´ıta´sa´hoz tekintsu¨k:
q([a] + [b], [c] + [d]) =
= q ([are] + [bre], [cre] + [dre]) + q ([aim] + [bim], [cim] + [dim])) ≤
≤ q ([are], [cre]) + q ([bre], [dre]) + q ([aim], [cim]) + q ([bim], [dim]) =
= q([a], [c]) + q([b], [d]).
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(2.15) e´s (2.16) bizony´ıta´sa´t egyszerre ve´gezzu¨k, ugyanis (2.15)
specia´lis esete (2.16)-nak [a] = [a, a] va´laszta´ssal.
q([a][b], [a][c]) =
= q ([are][bre]− [aim][bim], [are][cre]− [aim][cim]) +
+ q ([are][bim] + [aim][bre], [are][cim] + [aim][cre]) ≤
≤ |[are]| q ([bre], [cre]) + |[aim]| q ([bim], [cim]) +
+ |[are]| q ([bim], [cim]) + |[aim]| q ([bre], [cre]) =
= (|[are]|+ |[aim]|) q([b], [c]) = |[a]| q([b], [c]).
A (2.17)-(2.20) eredme´nyek |[a]| defin´ıcio´ja´nak felhaszna´la´sa´val iga-
zolhato´k.
(2.17) bizony´ıta´sa:
|[a]| = q ([a], 0) = q ([are], 0) + q ([aim], 0) = |[are]|+ |[aim]| ≥ 0,
|[a]| = 0⇔ |[are]| = |[aim]| = 0⇔ [a] = 0.
(2.18) bizony´ıta´sa, (2.14)-et felhaszna´lva:
|[a] + [b]| = q ([a] + [b], 0) ≤ q ([a], 0) + q ([b], 0) = |[a]|+ |[b]| .
(2.19) e´s (2.20) bizony´ıta´sa, felhaszna´lva (2.15)-o¨t e´s (2.16)-ot:
|[a][b]| = q ([a][b], 0) = q ([a][b], [a] · 0) ≤ |[a]| q ([b], 0) = |[a]| |[b]| .
(2.21) bizony´ıta´sa:
Legyen a = are + iaim ∈ C. A 2.3 Defin´ıcio´ alapja´n kapjuk:
a[b] = are[bre]− aim[bim] + i (are[bim] + aim[bre])
felhaszna´lva (2.11)-t kaphatjuk, hogy:
d(a[b]) = d (are[bre]− aim[bim]) + d (are[bim] + aim[bre]) =
= d (are[bre]) + d (aim[bim]) + d (are[bim]) + d (aim[bre]) =
= |are| d ([bre]) + |aim| d ([bim]) + |are| d ([bim]) + |aim| d ([bre]) =
= (|are|+ |aim|) (d ([bre]) + d ([bim])) = |a| d ([b]) .
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(2.22) bizony´ıta´sa:
d ([a][b]) = d ([are][bre]− [aim][bim]) + d ([are][bim] + [aim][bre]) =
= d ([are][bre]) + d ([aim][bim]) + d ([are][bim]) + d ([aim][bre]) ≤
≤ |[are]| d ([bre]) + |[bre]| d ([are]) + |[aim]| d ([bim]) + |[bim]| d ([aim]) +
+ |[are]| d ([bim]) + |[bim]| d ([are]) + |[aim]| d ([bre]) + |[bre]| d ([aim]) =
= (|[are]|+ |[aim]|) (d ([bre]) + d ([bim]))+
+ (|[bre]|+ |[bim]|) (d ([are]) + d ([aim])) =
= |[a]| d ([b]) + |[b]| d ([a]) .
(2.23) bizony´ıta´sa:
d ([a]) = d ([are]) + d ([aim]) = |[are]− [are]|+ |[aim]− [aim]| = |[a]− [a]| .
(2.24) bizony´ıta´sa:
d ([a][b]) = d ([are][bre]− [aim][bim]) + d ([are][bim] + [aim][bre]) ≥
≥ |[are]| d ([bre]) + |[aim]| d ([bim]) + |[are]| d ([bim]) + |[aim]| d ([bre]) =
= (|[are]|+ |[aim]|) (d ([bre]) + d ([bim])) = |[a]| d ([b]) .
(2.25) bizony´ıta´sa:
d ([a]± [b]) = d ([are]± [bre]) + d ([aim]± [bim]) =
= d ([are]) + d ([aim]) + d ([bre]) + d ([bim]) =
= d ([a]) + d ([b]) .
(2.26) egyenes ko¨vetkezme´nye (1.31)-nek.
KC esete´n a bizony´ıta´sok a ko¨vetkezo˝k.
[a] = 〈a, ra〉 , [b] = 〈b, rb〉 ,
[c] = 〈c, rc〉 , [d] = 〈d, rd〉 ∈ K((C)).
(2.13):
q ([a] + [b], [a] + [c]) = |a+ b− (a+ c)|+ |ra + rb − (ra + rc)| =
= |b− c|+ |rb − rc| = q ([b], [c]) .
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(2.14):
q ([a] + [b], [c] + [d]) = |a+ b− (c+ d)|+ |ra + rb − (rc + rd)| ≤
≤ |a− c|+ |ra − rc|+ |b− d|+ |rb − rd| =
= q ([a], [c]) + q ([b], [d]) .
(2.15):
q (a[b], a[c]) = |ab− ac|+ ||a| rb − |a| rc| =
= |a| {|b− c|+ |rb − rc|} = |a| q ([b], [c]) .
(2.16):
q ([a][b], [a][c]) =
= |ab− ac|+ ||a| rb + |b| ra + rarb − (|a| rc + |c| ra + rarc)| ≤
≤ |a| |b− c|+ |a| |rb − rc|+ ra ||b| − |c||+ ra |rb − rc| ≤
≤ (|a|+ ra) (|b− c|+ |rb − rc|) = |[a]| q ([b], [c]) .
(2.17):
|[a]| = |a|+ ra ≥ 0, |[a]| = 0⇔ (a = 0, ra = 0) .
(2.18):
|[a] + [b]| = |a + b|+ |ra + rb| ≤ |a|+ ra + |b| + rb = |[a]|+ |[b]| .
(2.19):
|a[b]| = |ab| + |a| rb = |a| |[b]| .
(2.20) bizony´ıta´sa (2.16) felhaszna´la´sa´val:
|[a][b]| = q ([a][b], 0) = q ([a][b], [a] · 0) ≤ |[a]| q ([b], 0) = |[a]| |[b]| .
(2.21):
d (a[b]) = 2 |a| rb = |a| d ([b]) .
(2.22):
d ([a][b]) = 2 {|a| rb + |b| ra + rarb} =
= 2 {(|a|+ ra) rb + |b| ra} ≤
≤ 2 {(|a|+ ra) rb + (|b|+ rb) ra} =
= |[a]| d ([b]) + |[b]| d ([a]) .
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(2.23):
d ([a]) = 2ra = |〈0, 2ra〉| = |[a]− [a]| .
(2.24):
d ([a][b]) = 2 {|a| rb + |b| ra + rarb} =
= 2 {(|a|+ ra) rb + |b| ra} ≥
≥ 2 (|a|+ ra) rb = |[a]| d ([b]) .
(2.25):
d ([a]± [b]) = d (〈a± b, ra + rb〉) = 2 (ra + rb) = d ([a]) + d ([b]) .
(2.26): [a] ⊆ [b] akkor e´s csak akkor, ha |a− b| ≤ rb − ra. Eze´rt
1
2
(d ([b])− d ([a])) = |rb| − |ra| ≤ |rb − ra| ≤ |a− b|+ |ra − rb| =
= q ([a], [b]) ≤ rb − ra + |rb − ra| = d ([b])− d ([a]) .

2.17. Te´tel. Az RC-n e´s a KC-n definia´lt {+,−, ·, :} mu˝veletek folyto-
nos leke´peze´sek.
Bizony´ıta´s: Legyenek
{
[a(k)]
}∞
k=0
,
{
[b(k)]
}∞
k=0
sorozatok, melyekre
[a(k)] = [a(k)re ] + i[a
(k)
im ], [b
(k)] = [b(k)re ] + i[b
(k)
im ] ∈ RC
e´s legyenek
lim
k→∞
[a(k)] = A = [are] + i[aim], lim
k→∞
[b(k)] = [b] = [bre] + i[bim].
Megmutatjuk, hogy a szorza´s folytonos mu˝velet. Eze´rt elve´gezzu¨k az
ala´bbi sza´mı´ta´st:
lim
k→∞
[a(k)][b(k)] =
= lim
k→∞
{
[a(k)re ][b
(k)
re ]− [a(k)im ][b(k)im ] + i
(
[a(k)re ][b
(k)
im ]
)
+ [a
(k)
im ][b
(k)
re ]
}
=
= lim
k→∞
(
[a(k)re ][b
(k)
re ]− [a(k)im ][b(k)im ]
)
+ i lim
k→∞
(
[a(k)re ][b
(k)
im ]− [a(k)im ][b(k)re ]
)
=
= [are][bre]− [aim][bim] + i ([are][bim] + [aim][bre]) = [a][b],
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mivel a komplex sza´mok valo´s e´s imagina´rius re´szekre bonta´sa folytonos
mu˝velet IR-n. Hasonlo´ bizony´ıta´s ve´gezheto˝ el a to¨bbi mu˝veletre RC-n
e´s az o¨sszes mu˝veletre KC-n. 
A valo´s esethez hasonlo´an u´j ke´tva´ltozo´s mu˝veleteket vezetu¨nk be
RC-ben.
Legyen [a], [b] ∈ RC ke´t intervallum ezek halmazelme´leti metszete´nek
nevezzu¨k [a] e´s [b] metszete´t:
[a] ∩ [b] = {c|c ∈ [a], c ∈ [b]} . (2.27)
[a] e´s [b] elemek metszete RC-beli, ha a halmazelme´leti metszet nem u¨res.
Ha [a] = [are] + i[aim], [b] = [bre] + i[bim], akkor
[a] ∩ [b] = [are] ∩ [bre] + i ([aim] ∩ [bim]) , (2.28)
ahol [ai] ∩ [bi]-t a az (1.33)-nak megfelelo˝en kell kialak´ıtani.
Az 1.18 ko¨vetkezme´ny megfelelo˝je:
2.18. Ko¨vetkezme´ny. Legyen [a], [b], [c], [d] ∈ RC. Ekkor
[a] ⊆ [c], [b] ⊆ [d] ⇒ [a] ∩ [b] ⊆ [c] ∩ [d] (2.29)
tartalmaza´si monotonita´s, tova´bba´ a metszet mu˝velet folytonos mu˝velet,
ha az eredme´ny RC-beli.
A fenti ko¨vetkezme´ny a az 1.18 ko¨vetkezme´ny valo´s illetve ke´pzetes
re´szekre valo´ alkalmaza´sa´val igazolhato´.
3. fejezet
Intervallum-egyu¨tthato´s
linea´ris egyenletrendszerek
3.1. Intervallumma´trixok
A ko¨vetkezo˝ re´szben az intervallumma´trixok legfontosabb tulajdonsa´gait
foglaljuk o¨ssze bizony´ıta´s ne´lku¨l. Megjegyezzu¨k, hogy az 1. fejezetben
ta´rgyalt intervallumokra vonatkozo´ tulajdonsa´gok itt is igazak.
Az m × n-es valo´s ma´trixok halmaza´t a szoka´sos Rm×n, az egy osz-
lopbo´l a´llo´ ma´trixokat, azaz az oszlopvektorokat Rn jelo¨li. Jelo¨lje IRm×n
az olyanm×n-es ma´trixok halmaza´t, melyek komponensei intervallumok,
az intervallumvektorokat pedig IRn.
3.1. Defin´ıcio´. A = ([a]ij) ∈ IRm×n e´s B = ([b]ij) ∈ IRm×n egyenlo˝k,
azaz A = B pontosan akkor, ha minden komponensu¨k egyenlo˝, azaz
[a]ij = [b]ij, 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Definia´lunk egy re´szbenrendeze´st IRm×n-en.
3.2. Defin´ıcio´. Legyen A = ([a]ij) e´s B = ([b]ij) ∈ IRm×n. Ekkor azt
mondjuk, hogy A ⊆ B, ha [a]ij ⊆ [b]ij 1 ≤ i ≤ m, 1 ≤ j ≤ n.
3.3. Megjegyze´s. Ha A pontma´trix, azaz A ∈ Rm×n, akkor az A ∈ B
jelo¨le´st haszna´ljuk.
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3.4. Defin´ıcio´. 1. Ha A = ([a]ij) e´s B = ([b]ij) ∈ IRm×n, akkor
A±B := ([a]ij ± [b]ij).
2. Ha A = ([a]ij) ∈ IRm×r e´s B = ([b]ij) ∈ IRr×n, akkor
AB :=
(
r∑
k=1
[a]ik[b]kj
)
.
Specia´lisan, ha u = ([u]i) ∈ IRn, akkor
Au =
(
r∑
k=1
[a]ik[u]k
)
.
3. Ha A = ([a]ij) ∈ IRm×n e´s [x] ∈ IR, akkor
[x]A = A[x] := ([x][a]ij) .
3.5. A´ll´ıta´s. Legyen A ∈ IRm×r e´s B ∈ IRr×n. Ekkor
{AB : A ∈ A, B ∈ B} ⊆ {C : C ∈ AB}.
Egyenlo˝se´g a´ltala´ban nem igazolhato´.
3.6. A´ll´ıta´s. Legyen A,B ∈ IRm×n e´s c ∈ Rn. Ekkor
1. {A+B : A ∈ A, B ∈ B} = A+B, e´s
2. {Ac : A ∈ A} = Ac.
Teha´t az intervallumma´trixok halmaza za´rt az elo˝zo˝ defin´ıcio´ban be-
vezetett mu˝veletekre.
3.7. Te´tel. Legyenek A,B e´s C olyan me´retu˝ intervallumma´trixok,
amelyekre az adott mu˝veletek e´rtelmeheto˝k. Ekkor
1. A+B = B+A.
2. A+ (B+C) = (A+B) +C,
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3. A+ 0 = 0 +A = A, ahol 0 a megfelelo˝ me´retu˝ nullma´trix.
4. AI = IA = A, ahol I a megfelelo˝ me´retu˝ egyse´gma´trix.
5. (A+B)C ⊆ AC+BC e´s C(A+B) ⊆ CA+CB.
6. (A+B)C = AC+BC e´s C(A+B) = CA+CB, ahol C ∈ Rk×m.
7. A(BC) ⊆ (AB)C, ahol B e´s C valo´s ma´trixok.
8. (AB)C ⊆ A(BC), ha C = −C, e´s A ∈ Rk×m.
9. A(BC) = (AB)C, ahol C ∈ Rn×k.
10. A(BC) = (AB)C, ha B = −B e´s C = −C.
3.8. Te´tel. Legyenek A(k),B(k), k = 1, 2 intervallumma´trixok e´s [x], [y]
intervallumok. Tova´bba´ tegyu¨k fel, hogy A(k) ⊆ B(k), k = 1, 2 e´s [x] ⊆ [y].
Ekkor
1. A(1) ∗A(2) ⊆ B(1) ∗B(2), ahol ∗ = {+,−, ·}, e´s
2. [x]A(1) ⊆ [y]B(1).
3.9. Megjegyze´s. Ha specia´lisan A ∈ A, B ∈ B e´s x ∈ [x], akkor
1. A ∗B ∈ A ∗B, ahol ∗ = {+,−, ·}, e´s
2. xA ∈ [x]A.
Az intervallumokhoz hasonlo´an a ko¨vetkezo˝kben definia´ljuk az inter-
vallumma´trixok sze´lesse´ge´t e´s abszolu´te´rte´ke´t.
3.10. Defin´ıcio´. Legyen A = ([a]ij) ∈ IRm×n. Ekkor
d(A) := (d([a]ij))
az A sze´lesse´gma´trixa.
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3.11. Defin´ıcio´. Legyen A = ([a]ij) ∈ IRm×n. Ekkor
|A| := (|[a]ij |)
az A abszolu´te´rte´k-ma´trixa.
3.12. Defin´ıcio´. Legyen X = (xij), Y = (yij) ∈ Rm×n. Ekkor azt mond-
juk, hogy X ≤ Y , ha xij ≤ yij ∀1 ≤ i ≤ m e´s 1 ≤ j ≤ n esete´n.
3.13. A´ll´ıta´s. Legyen A e´s B intervallumma´trix, ekkor a ko¨vetkezo˝k tel-
jesu¨lnek.
1. Ha A ⊆ B, akkor d(A) ≤ d(B).
2. d(A±B) = d(A)± d(B).
3. d(A) = supA,A′∈A |A−A′|.
4. A ⊆ B esete´n |A| ≤ |B|.
5. |A| = supA∈A |A|.
6. • |A| ≥ 0 e´s |A| = 0⇔ A = 0,
• |A+B| ≤ |A|+ |B|,
• |xA| = |Ax| = |x||A| ∀x ∈ R e´s
• |AB| ≤ |A||B|.
7. d(AB) ≤ d(A)|B|+ |A|d(B).
8. d(AB) ≥ |A|d(B) e´s d(AB) ≥ d(A)|B|.
9. • d(aB) = |a|d(B) ∀a ∈ R esete´n,
• d(AB) = |A|d(B), ha A megfelelo˝ me´retu˝ valo´s ma´trix.
• d(BA) = d(B)|A|, ha A megfelelo˝ me´retu˝ valo´s ma´trix.
10. Ha a 0 a nullma´trixot jelo¨li, akkor 0 ∈ A esete´n |A| ≤ d(A) ≤
2|A|.
11. Ha A = −A, akkor AB = A|B|.
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12. Legyen B = ([b]ij) e´s tegyu¨k fel, hogy 0 ∈ A e´s 0 6∈ [b]ij . Ekkor
d(AB) = d(A)|B|.
3.14. Defin´ıcio´. Legyen A = ([a]ij) e´s B = ([b]ij) ∈ IRm×n. Ekkor az
A e´s B intervallumma´trixok ta´volsa´ga
q(A,B) := (q([a]ij, [b]ij)).
3.15. A´ll´ıta´s. Legyenek A,B,C e´s D olyan me´retu˝ interval-
lumma´trixok, amelyekre az adott mu˝veletek e´rtelmezheto˝k. Ekkor
1. q(A,B) = 0⇔ A = B,
2. q(A,B) ≤ q(A,C) + q(B,C),
3. q(A+C,B+C) = q(A,B),
4. q(A+B,C+D) = q(A,C) + q(B,D),
5. q(AB,AC) ≤ |A|q(B,C).
A fent definia´lt ta´volsa´gfogalommal e´s egy tetszo˝leges monoton
ma´trixnorma´val metrika´t kapunk IRm×n-en. Mivel IRm×n felfoghato´ u´gy,
hogy IR× IR× ... × IR (nm db) e´s IR teljes metrikus te´r, eze´rt IRm×n
is az. A konvergencia a pontonke´nti konvergencia, azaz
lim
k→∞
A(k) = A⇔ lim
k→∞
[a]
(k)
ij = [a]ij ,
1 ≤ i ≤ m, 1 ≤ j ≤ n.
3.16. Ko¨vetkezme´ny. Legyen {A(k)}∞k=0 olyan intervallumma´trix-
sorozat, melyre A(0) ⊇ A(1) ⊇ .... Ekkor {A(k)}∞k=0 konvergens, e´s
lim
k→∞
A(k) = A = ([a]ij),
ahol
[a]ij =
∞⋂
k=0
[a]
(k)
ij .
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3.17. Ko¨vetkezme´ny. Az IRm×n-en definia´lt mu˝veletek (+,−, ·) foly-
tonosak.
3.18. A´ll´ıta´s. Legyen X ⊆ Y ∈ IRm×n. Ekkor
1
2
(d(Y)− d(X)) ≤ q(X,Y) ≤ d(Y)− d(X).
3.19. Defin´ıcio´. Legyen A,B ∈ IRm×n. Ekkor
A ∩B := {C : C ∈ A, C ∈ B},
azaz a halmazelme´leti metszete a ke´t ma´trixnak.
3.20. A´ll´ıta´s. Legyen A = ([a]ij) e´s B = ([b]ij) ∈ IRm×n. Ekkor A ∩B
pontosan akkor IRm×n-beli, ha nem u¨res. Ebben az esetben
A ∩B = ([a]ij ∩ [b]ij),
1 ≤ i ≤ m, 1 ≤ j ≤ n.
3.21. Ko¨vetkezme´ny. (Tartalmaza´si monotonita´s) Legyenek
A,B,C,D intervallumma´trixok. Tova´bba´ tegyu¨k fel, hogy A ⊆ C
e´s B ⊆ D. Ekkor
A ∩B ⊆ C ∩D.
A ko¨vetkezo˝kben olyan Ax = b linea´ris egyenletrendszerekkel fogunk
foglalkozni, melyek A ma´trixa intervallumma´trix e´s a jobb oldal inter-
vallumvektor.
3.2. Intervallum-egyu¨tthato´s linea´ris
egyenletrenszerek megolda´sa
Ebben a re´szben az intervallum-egyu¨tthato´s linea´ris egyenletrendszerek
megoldhato´sa´ga´nak ke´rde´se´t ta´rgyaljuk a´ltala´nos esetben. Legyen
A = [A,A] ∈ IRm×n, b = [b, b] ∈ IRm.
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3.22. Defin´ıcio´. Egy
Ax = b
intervallum-egyu¨tthato´s linea´ris egyenletrendszert megoldhato´nak ne-
vezu¨nk, ha
Ax = b
megoldhato´ minden A ∈ A e´s b ∈ b esete´n.
A ko¨vetkezo˝ jelo¨le´seket fogjuk haszna´lni a tova´bbiakban. Legyen
Ac :=
1
2
(A+ A)
az A intervallumma´trix ko¨ze´pma´trixa,
∆ :=
1
2
(A− A)
a suga´rma´trix. Ekkor
A = [Ac −∆, Ac +∆].
Ugyan´ıgy a jobb oldali b vektorra
bc :=
1
2
(b+ b)
e´s
δ :=
1
2
(b− b),
esete´n
b = [bc − δ, bc + δ].
Tova´bba´ legyen
Ym := {y ∈ Rm : yj ∈ {−1, 1}∀j},
azaz Ym tartalmazza az o¨sszes m-dimenzio´s ±1 vektort. Ym elemsza´ma
2m. Ve´gu¨l ∀y ∈ Ym vektor esete´n jelo¨lje
Ty = diag(y1, ..., ym).
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Ma´r most megjegyezzu¨k, hogy ∀y ∈ Ym esete´n
Ac − Ty∆ ∈ A, Ac + Ty∆ ∈ A, bc + Tyδ ∈ b.
Most kimondjuk azt a ke´t a´ll´ıta´st, amit a megoldhato´sa´gro´l szo´lo´ te´tel
bizony´ıta´sa´na´l haszna´lni fogunk. Az elso˝ a jo´l ismert Farkas-lemma.
3.23. Lemma. (Farkas) Legyen A ∈ Rm×n e´s b ∈ Rm. Ekkor az
Ax = b,
x ≥ 0
rendszernek akkor e´s csak akkor le´tezik megolda´sa, ha ∀p ∈ Rm esete´n,
melyre
AT p ≥ 0,
igaz, hogy
bT p ≥ 0.
3.24. Te´tel. (Oettli-Prager) Legyen
X = {x : |Acx− bc| ≤ ∆|x|+ δ}.
Ekkor minden x ∈ X esete´n le´tezik A ∈ A e´s b ∈ b, melyre Ax = b.
Atto´l az esetto˝l eltekintve, amikor A = A e´s b = b az Ax =
b intervallum-egyu¨tthato´s linea´ris egyenletrenszer ve´gtelen sok linea´ris
egyenletrendszert tartalmaz. A most ko¨vetkezo˝ te´tel, ami egye´bke´nt en-
nek a fejezetnek a legfontosabb a´ll´ıta´sa, azt mondja ki, hogy az Ax = b
megolda´sa karakteriza´lhato´ ve´ges sok nemnegat´ıv megolda´ssal. Persze
ezek sza´ma a´ltala´ban exponencia´lis a ma´trix me´rete´ben.
3.25. Te´tel. Az Ax = b intervallum-egyu¨tthato´s linea´ris egyenletrend-
szer akkor e´s csak akkor megoldhato´, ha ∀y ∈ Ym esete´n az
(Ac − Ty∆)x(1) − (Ac + Ty∆)x(2) = bc + Tyδ,
x(1) ≥ 0, x(2) ≥ 0, (3.1)
rendszernek le´tezik x
(1)
y , x
(2)
y megolda´sa. Tova´bba´ ebben az esetben ∀A ∈
A, b ∈ b esete´n az Ax = b egyenletrendszernek le´tezik megolda´sa a
Conv{x(1)y − x(2)y : y ∈ Ym}
halmazban.
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Bizony´ıta´s: Elo˝szo¨r ne´zzu¨k a szu¨kse´gesse´get. Tegyu¨k fel, hogy az
Ax = b intervallum-egyu¨tthato´s linea´ris egyenletrendszer megoldhato´,
e´s indirekt tegyu¨k fel, hogy (3.1) rendszernek nem le´tezik megolda´sa.
Ekkor a Farkas-lemma szerint ∃p ∈ Rm, melyre
(Ac − Ty∆)Tp ≥ 0, (3.2)
(Ac + Ty∆)
Tp ≤ 0, (3.3)
(bc + Tyδ)
Tp < 0. (3.4)
Ekkor (3.2) e´s (3.3) szerint
∆TTyp ≤ ATc p ≤ −∆TTyp,
ı´gy
|ATc p| ≤ −∆TTyp = | −∆TTyp| ≤ ∆T |p|.
Mivel
p ∈ {x : |ATc x| ≤ ∆T |x|},
eze´rt az Oettli-Prager-te´telt az
[ATc −∆T , ATc +∆T ]z = [0, 0]
intervallum-egyu¨tthato´s linea´ris egyenletrendszerre alkalmazva azt kap-
juk, hogy ∃A ∈ A, melyre
ATp = 0. (3.5)
Teha´t ∃p ∈ Rm, melyre (3.4) e´s (3.5) teljesu¨l. Ha erre alkalmazzuk a
Farkas-lemma´t, akkor azt kapjuk, hogy ∄x ∈ Rn, melyre
Ax = bc + Tyδ.
Ez ellentmond annak a felte´telnek, miszerint az Ax = b intervallum-
egyu¨tthato´s linea´ris egyenletrendszer megoldhato´, ugyanis A ∈ A e´s bc+
Tyδ ∈ b.
Most ne´zzu¨k az ele´gse´gesse´g bizony´ıta´sa´t. Tegyu¨k fel, hogy ∀y ∈ Ym
esete´n (3.1) rendszernek le´tezik megolda´sa: x
(1)
y , x
(2)
y . Legyen A ∈ A e´s
b ∈ b tetszo˝leges. Azt kell megmutatni, hogy ekkor az Ax = b linea´ris
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egyenletrendszernek le´tezik megolda´sa. Ehhez elo˝szo¨r azt mutatjuk meg,
hogy ∀y ∈ Ym esete´n
TyAxy ≥ Tyb, (3.6)
ahol xy = x
(1)
y − x(2)y . Teha´t legyen y ∈ Ym tetszo˝leges. Ekkor
Ty(Axy − b) = Ty(Acxy − bc) + Ty(A−Ac)xy + Ty(bc − b).
Mivel
|Ty(A− Ac)xy| ≤ ∆|xy|,
eze´rt
Ty(A−Ac)xy ≥ −∆|xy|,
e´s ugyan´ıgy, mivel
|Ty(bc − b)| ≤ δ,
eze´rt
Ty(bc − b) ≥ −δ,
e´s ı´gy
Ty(Axy − b) ≥ Ty(Acxy − bc)−∆|xy| − δ =
= Ty(Ac(x
(1)
y − x(2)y )− bc)−∆|x(1)y − x(2)y | − δ ≥
≥ Ty(Ac(x(1)y − x(2)y )− bc)−∆(x(1)y + x(2)y )− δ.
Ha felbontjuk a za´ro´jeleket e´s kiemelju¨k x
(1)
y -t e´s x
(2)
y -t, akkor azt kapjuk,
hogy
Ty(Axy − b) ≥ Ty((Ac − Ty∆)x(1)y − (Ac + Ty∆)x(2)y − (bc + Tyδ)).
Mivel x
(1)
y , x
(2)
y megolda´sa a (3.1) renszernek, eze´rt
Ty(Axy − b) ≥ Ty((Ac − Ty∆)x(1)y − (Ac + Ty∆)x(2)y − (bc + Tyδ)) = 0,
ami igazolja (3.6)-ot.
Ezt felhaszna´lva megmutatjuk, hogy ha λy ≥ 0 e´s y ∈ Ym, akkor a∑
y∈Ym
λyAxy = b,∑
y∈Ym
λy = 1
(3.7)
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linea´ris egyenletrendszernek le´tezik megolda´sa. A Farkas-lemma szerint
ele´g azt megmutatni, hogy ∀p ∈ Rm, p0 ∈ R esete´n ha
pTAxy + p0 ≥ 0 ∀y ∈ Ym, (3.8)
akkor
pT b+ p0 ≥ 0. (3.9)
Tegyu¨k fel teha´t, hogy p ∈ Rm e´s p0 ∈ R kiele´g´ıti (3.8)-at. Definia´ljuk
y ∈ Ym-t a ko¨vetkezo˝ mo´don
yi =
{ −1, ha pi ≥ 0,
1 ku¨lo¨nben,
(i = 1, 2, ..., m). Mivel p = −Ty|p| e´s Ty = T Ty , eze´rt
pT b+ p0 = −|p|TTyb+ p0.
(3.6) miatt
pT b+ p0 ≥ −|p|TTyAxy + p0 = pTAxy + p0.
Ve´gu¨l (3.8) miatt
pT b+ p0 ≥ pTAxy + p0 ≥ 0,
ami igazolja (3.9)-et. I´gy ha λy ≥ 0 e´s y ∈ Ym, akkor a (3.7) egyenlet-
rendszernek le´tezik megolda´sa.
Legyen
x =
∑
y∈Ym
λyxy,
ekkor (3.7) miatt Ax = b e´s
x ∈ Conv{xy : y ∈ Ym} = Conv{x(1)y − x(2)y : y ∈ Ym},
e´s ezzel a te´tel bizony´ıta´sa teljes. 
A ko¨vetkezo˝kben megne´zzu¨k, hogy mit is mond valo´ja´ban az ime´nt
bela´tott te´tel. Ha yi = 1, akkor az Ac − Ty∆ e´s az Ac + Ty∆ i-edik sora
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megegyezik A e´s A i-edik sora´val, e´s (bc+Tyδ)i = bi. Ez azt jelenti, hogy
ebben az esetben (3.1) i-edik egyenlete a ko¨vetkezo˝
(Ax(1) −Ax(2))i = bi. (3.10)
Ugyan´ıgy, ha yi = −1, akkor
(Ax(1) −Ax(2))i = bi. (3.11)
Teha´t ∀y ∈ Ym-re a (3.1) rendszerek csala´dja megegyezik az olyan rend-
szerek csala´dja´val, ahol az i-edik egyenlet vagy a (3.10), vagy a (3.11)
alakban van, i = 1, ..., m. A ku¨lo¨nbo¨zo˝ ilyen rendszerek sza´ma pontosan
2q, ahol a q a (∆, δ) ma´trix nemnulla sorainak sza´ma´t jelo¨li. I´gy a megol-
dando´ rendszerek sza´ma exponencia´lis, eze´rt az elo˝zo˝ te´tel a gyakorlatban
csak akkor haszna´lhato´, ha q viszonylag kicsi.
Most megmutatjuk, hogy hogyan lehet konstrua´lni tetszo˝leges A ∈ A
e´s b ∈ b esete´n az Ax = b azon megolda´sa´t, amelyik a Conv{x(1)y − x(2)y :
y ∈ Ym} halmazban van. Ehhez az Ym elemeinek egy specia´lis sorrendje´re
lesz szu¨kse´g, amit indukcio´val definia´lunk a ko¨vetkezo˝ke´ppen.
1. Az Y1 elemeinek sorrendje legyen a ko¨vetkezo˝: (−1), (1).
2. Ha az Yj sorrendje y
(1), y(2), ..., y(2
j), akkor az Yj+1 sorrendje legyen(
y(1)
−1
)
, . . . ,
(
y(2
j)
−1
)
,
(
y(1)
1
)
, . . . ,
(
y(2
j)
1
)
.
Tova´bba´ egy z(1), z(2), ..., z(2h) pa´ros elemsza´mu´ sorozatban a
z(j), z(j+h) j ≤ h pa´rokat konjuga´lt pa´roknak nevezzu¨k. Legyen
minden y ∈ Ym esete´n x(1)y , x(2)y a (3.1) rendszer megolda´sa. Ekkor az
algoritmus a ko¨vetkezo˝.
1. Va´lasszunk egy tetszo˝leges A ∈ A-t e´s b ∈ b-t.
2. Az ((x
(1)
−y−x(2)−y)T , (A(x(1)−y−x(2)−y)− b)T )T vektorokat tegyu¨k a nekik
megfelelo˝ y-ok Ym-beli sorrendje´be.
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3. Az aktua´lis sorban minden x, x′ konjuga´lt pa´rhoz legyen
λ =
{
x′
k
x′
k
−xk
, ha x′k 6= xk,
1 ku¨lo¨nben,
ahol k az aktua´lis utolso´ komponens indexe. Legyen
x := λx+ (1− λ)x′.
4. To¨ro¨lju¨k a sorozat ma´sodik fele´t, majd a megmarado´ re´szben
to¨ro¨lju¨k a vektorok utolso´ koordina´ta´ja´t.
5. Ha egyetlen x vektor maradt, akkor x megolda´sa Ax = b-nek e´s
x ∈ Conv{x(1)y − x(2)y : y ∈ Ym}.
Ellenkezo˝ esetben menju¨nk vissza a 3. le´pe´sre.
Az algoritmus 2m db n+m hosszu´ vektorral indul, e´s minden le´pe´sben
megfelezi a vektorok sza´ma´t, illetve eggyel cso¨kkenti a dimenzio´ja´t. I´gy
a ve´ge´re egyetlen x ∈ Rn vektor marad.
A megoldhato´sa´g elleno˝rze´se´t szolga´lo´ rendszerek, azaz (3.1) sza´ma
a´ltala´ban exponencia´lis azA intervallumma´trix sora´ban. Ez az eredme´ny
valo´sz´ınu˝leg le´nyegesen nem jav´ıthato´ a ko¨vetkezo˝ te´tel miatt.
3.26. Te´tel. Az intervallum-egyu¨tthato´s linea´ris egyenletrendszerek
megoldhato´sa´ga´nak elleno˝rze´se NP-nehe´z feladat.
Az a´ll´ıta´s abbo´l a te´nybo˝l ko¨vetkezik, hogy egy intervallumma´trix regula-
rita´sa´nak elleno˝rze´se NP-teljes. Ez nyilva´nvalo´an polinom ido˝ben vissza-
vezetheto˝ az intervallum-egyu¨tthato´s linea´ris egyenletrendszerek megold-
hato´sa´ga´nak ke´rde´se´re, ami ı´gy NP-nehe´z.
4. fejezet
Gauss-elimina´cio´
4.1. Gauss-elimina´cio´ algoritmusa inter-
vallumma´trixokra
Legyen A = ([a]ij) intervallumma´trix, b = ([b]i) intervallumvektor. Fel-
tesszu¨k, hogy A−1 le´tezik minden A ∈ A esete´n. Keressu¨k a
Σ = {x : Ax = b, A ∈ A, b ∈ b}
halmazt. Mivel ez a halmaz a´ltala´ban tu´l bonyolu´lt, eze´rt ehelyett
egy olyan intervallumvektort keresu¨nk, ami ezt tartalmazza. A Gauss-
elimina´cio´t fogjuk alkalmazni az intervallum-egyu¨tthato´s rendszerre. A
kezdo˝ta´bla´zatunk a ko¨vetkezo˝:
[a]11 · · · [a]1n [b]1
...
...
...
[a]n1 · · · [a]nn [b]n
.
Ha feltesszu¨k, hogy 0 6∈ [a]11, akkor az elso˝ elimina´cio´s le´pe´s uta´n a
ko¨vetkezo˝ ta´bla´zatot kapjuk:
[a]′11 [a]
′
12 · · · [a]′1n [b]′1
0 [a]′22 · · · [a]′2n [b]′2
...
...
...
...
0 [a]′n2 · · · [a]′nn [b]′n
,
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ahol az elso˝ sor ugyanaz, mint az elo˝zo˝ ta´bla´zat elso˝ sora, e´s az i-edik
sort u´gy kapjuk, hogy az elo˝zo˝ ta´bla i-edik sora´bo´l kivonjuk az elso˝ sor
[a]i1/[a]11-szerese´t 2 ≤ i ≤ n, azaz
[a]′1j = [a]1j 1 ≤ j ≤ n,
[b]′1 = [b]1
[a]′ij = [a]ij − [a]1j([a]i1/[a]11) 2 ≤ i, j ≤ n,
[b]′i = [b]i − [b]1([a]i1/[a]11) 2 ≤ i ≤ n,
[a]′i1 = 0 2 ≤ i ≤ n.
4.1. A´ll´ıta´s. Az eredeti rendszer megolda´shalmaza re´sze az u´j rendszer
megolda´shalmaza´nak, azaz
{x : Ax = b, A ∈ A, b ∈ b} ⊆ {y : A′y = b′, A′ ∈ A′, b′ ∈ b′}.
Bizony´ıta´s: Legyen A = (aij) ∈ A e´s b = (bi) ∈ b, e´s tekintsu¨k az
ala´bbi linea´ris egyenletrenszert:
Ax = b.
Legyen A′ := (a′ij) e´s b
′ := (b′i), ahol
a′1j = a1j 1 ≤ j ≤ n,
b′1 = b1
a′ij = aij − a1j(ai1/a11) 2 ≤ i, j ≤ n,
b′i = bi − b1(ai1/a11) 2 ≤ i ≤ n,
a′i1 = 0 2 ≤ i ≤ n.
Ismert, hogy az A′y = b′ linea´ris egyenletrendszer megolda´sa ugyan az,
mint az Ax = b rendszere´. A tartalmaza´si monotonita´s miatt A′ ∈ A′ e´s
b′ ∈ b′, ami bizony´ıtja az a´ll´ıta´st. 
Ha ezt a le´pe´st n − 1-szer elve´gezzu¨k, akkor az erdeti ta´bla´bo´l egy
felso˝ ha´romszo¨g alaku´t kapunk:
[˜a]11 [˜a]12 · · · [˜a]1n [˜b]1
[˜a]22 · · · [˜a]2n [˜b]2
. . .
...
...
[˜a]nn [˜b]n
,
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melyre igaz, hogy
{x : Ax = b, A ∈ A, b ∈ b} ⊆ {x˜ : A˜x˜ = b˜, A˜ ∈ A˜, b˜ ∈ b˜}.
Legyen
[x]n :=
[˜b]n
[˜a]nn
,
[x]i :=
[˜b]i −
∑n
j=i+1 [˜a]ij[x]j
[˜a]ii
, 1 ≤ i ≤ n− 1.
Ekkor x := ([x]i) intervallumvektor esete´n
Σ = {x : Ax = b, A ∈ A, b ∈ b} ⊆ x.
A ko¨vetkezo˝kben a Gauss-elimina´cio´val kapott intervallumvektor ne´ha´ny
tulajdonsa´ga´val foglalkozunk, majd megne´zzu¨k, hogy milyen felte´telek
mellett hajthato´ ve´gre. Azt ma´r most megjegyezzu¨k, hogy ha
specia´lisan A = (aij) regula´ris pontma´trix, akkor a Gauss-elimina´cio´
a re´szleges fo˝elemkiva´laszta´ssal minden jobb oldali intervallumvektor
esete´n ve´grehajthato´.
Legyen
g : Rn×n × Rn → Rn
olyan leke´peze´s, ami egy regula´ris A ma´trixhoz e´s egy tetszo˝leges b vek-
torhoz az Ax = b linea´ris egyenletrendszer re´szleges fo˝elemkiva´laszta´sos
Gauss-elimina´cio´val kapott megolda´sa´t rendeli, azaz
x = g(A, b).
A g leke´peze´s egye´rtelmu˝, de to¨bb kifejeze´se is lehet. Pe´lda´ul tel-
jes fo˝elemkiva´lasta´s esete´n ugyanazt az e´rte´ket kapjuk, mint re´szleges
fo˝elemkiva´laszta´sna´l, de a kifejeze´ps ma´s pivotelemet va´laszt. Teha´t g
kifejeze´se fu¨gg atto´l is, hogy a Gauss-elimina´cio´ sora´n hogy va´lasztjuk a
pivotelemeket. A ko¨vetkezo˝ a´ll´ıta´sban szereplo˝ tulajdonsa´gok fu¨ggetle-
nek a pivotelemek va´laszta´sa´to´l.
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4.2. A´ll´ıta´s. Legyen g(A,b) a fent definia´lt leke´peze´s interval-
lumkie´rte´kele´se. Az x = g(A,b) intervallumvektor a fent le´ırt mo´don,
Gauss-elimina´cio´val kisza´mı´thato´.
1. Legyen A,B ∈ IRn×n e´s a,b ∈ IRn. Tova´bba´ tegyu¨k fel, hogy
A ⊆ B e´s a ⊆ b. Ekkor
g(A, a) ⊆ g(B,b).
2. Legyen A ∈ Rn×n e´s b = u+ v ∈ IRn. Ekkor
g(A,b) = g(A,u) + g(A,v).
3. Legyen A ∈ Rn×n e´s b ∈ IRn. Ekkor
A−1b ⊆ g(A,b).
4. Legyen A ∈ Rn×n e´s a,b ∈ IRn. Tova´bba´ tegyu¨k fel, hogy le´tezik
α ≥ 0, hogy d(a) ≤ αd(b). Ekkor
d(g(A, a)) ≤ αd(g(A,b)).
Bizony´ıta´s:
1. A tartalmaza´si monotonita´s miatt trivia´lis.
2. Mivel A ∈ Rn×n e´s tudjuk, hogy a([b] + [c]) = a[b] + a[c] ∀a ∈
R, [b], [c] ∈ IR, eze´rt ha ezt a Gauss-elimina´cio´ ke´pleteibe be´ırjuk,
akkor megkapjuk az a´ll´ıta´st.
3. Ismeretes, hogy ha f1 e´s f2 az f fu¨ggve´ny ke´t kifejeze´se, melyekre
f1-ben a va´ltozo´ pontosan egyszer fordul elo˝, mı´g f2-ben m-szer,
akkor f1([x]) ⊆ f2([x]). Ez igaz to¨bbva´ltozo´s fu¨ggve´nyekre is. Te-
kintsu¨k az i-edik (1 ≤ i ≤ n) komponense´t A−1b-nek e´s g(A,b)-
nek. A Gauss-elimina´cio´ ke´pleteiben a b intervallumvektor kom-
ponensei to¨bbszo¨r is elo˝fordulnak, mı´g A−1b i-edik komponense´nek
kisza´mı´ta´sa sora´n csak egyszer.
4. Ismeretes, hogy d([a] ± [b]) = d([a]) + d([b]) e´s d(a[b]) = |a|d([b])
minden a ∈ R e´s [a], [b] ∈ IR esete´n. Valamint feltettu¨k, hogy
le´tezik α ≥ 0, amelyre d(a) ≤ αd(b). Ezeket a Gauss-elimina´cio´
algoritmusa´ban haszna´lva ro¨gto¨n megkapjuk az a´ll´ıta´st. 
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4.2. Gauss-elimina´cio´ elve´gezheto˝se´ge
Most te´rju¨nk ra´ a Gauss-elimina´cio´ elve´gezheto˝se´ge´nek ke´rde´se´re. A
ko¨vetkezo˝ te´tel az 1 illetve a 2-dimenzio´s esetro˝l szo´l.
4.3. Te´tel. Legyen 1 ≤ n ≤ 2, e´s tegyu¨k fel, hogy A = ([a]ij) ∈ IRn×n
nem tartalmaz szingula´ris ma´trixot. Ekkor a Gauss-elimina´cio´ algorit-
musa elve´gezheto˝.
Bizony´ıta´s:
1. n = 1 eset: Ebben az esetben A = [a]11 e´s a te´tel felte´tele ekviva-
lens azzal, hogy 0 6∈ [a]11, ami bizony´ıtja az a´ll´ıta´st.
2. n = 2 eset: Az egyenletrendszeru¨nk a ko¨vetkezo˝:(
[a]11 [a]12
[a]21 [a]22
)(
[x]1
[x]2
)
=
(
[b]1
[b]2
)
.
Ekkor [a]11 e´s [a]21 ko¨zu¨l legala´bb az egyik nem tartalmazza a 0-t,
mert ellenkezo˝ esetben le´tezne A ∈ A, ami szingula´ris. Esetleges
sorcsere´vel ele´rhetju¨k, hogy 0 6∈ [a]11. A Gauss-elimina´cio´ szerint
[a]′22 = [a]22 − (1/[a]11)[a]21[a]12.
Tekinthetju¨k [a]′22-t egy f fu¨ggve´ny intervallumaritmetikai
kie´rte´kele´se´nek, ahol az f va´ltozo´i a11, a12, a21 e´s a22,
f(a11, a12, a21, a22) = a22 − (1/a11)a21a12. (4.1)
Mivel feltettu¨k, hogy minden A ∈ A-ra
det(A) = a11a22 − a21a12 6= 0,
eze´rt
f(a11, a12, a21, a22) = (1/a11) det(A) 6= 0.
Az intervallumkie´rte´kele´s a pontos e´rte´ket adja, ha a11-et [a]11-
gyel, a12-t [a]12-vel, a21-et [a]21-gyel e´s a22-t [a]22-vel helyettes´ıtju¨k,
mivel minden va´ltozo´ pontosan egyszer fordul elo˝ a (4.1) kife-
jeze´sben. Teha´t 0 6∈ [a]′22, ami azt jelenti, hogy a Gauss-elimina´cio´
elve´gezheto˝. 
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A fenti bizony´ıta´s n ≥ 3 esetre nem a´ltala´nos´ıthato´. A feje-
zet tova´bbi re´sze´ben szeretne´nk megkapni az intervallumma´trixok egy
olyan oszta´lya´t, amelyre a Gauss-elimina´cio´ esetleges sorcsere´kkel mindig
elve´gezheto˝. Mostanto´l az intervallumokat nem a kezdo˝ e´s ve´gpontjukkal
adjuk meg, hanem a ko¨ze´ppontja´val e´s a sugara´val, vagy ma´s ne´ven a
fe´lsze´lesse´ge´vel. Azaz [a] = [a, a] a ko¨vetkezo˝ alakban is fel´ırhato´:
[a] = [a− r, a+ r] =: 〈a, r〉,
ahol
a =
1
2
(a+ a), r =
1
2
d([a]) =
1
2
(a− a).
Ko¨nnyen igazolhato´, hogy ha [a] = 〈a, r〉, [b] = 〈b, s〉 ∈ IR, akkor
[a]± [b] = 〈a± b, r + s〉.
A szorza´s esete´ben csak a ko¨vetkezo˝ egyenlo˝se´gre lesz szu¨kse´gu¨nk:
[−r, r][−s, s] = 〈0, r〉〈0, s〉 = 〈0, rs〉.
Tegyu¨k fel, hogy 0 6∈ [a] = 〈a, r〉. Mivel
1
[a]
=
[
1
a+ r
,
1
a− r
]
=
[
a
a2 − r2 −
r
a2 − r2 ,
a
a2 − r2 +
r
a2 − r2
]
,
eze´rt
1
[a]
=
〈
a
a2 − r2 ,
r
a2 − r2
〉
.
Az [a] abszolu´te´rte´ke´t a ko¨vetkezo˝ke´ppen sza´molhatjuk:
|[a]| = max{a, a} = |a|+ r.
Tova´bba´ az is igaz, hogy
0 6∈ [a]⇔ |a| − r > 0.
E´s ve´gu¨l
[a] = 〈a, r〉 ⊆ 〈0, |[a]|〉 = 〈0, |a|+ r〉.
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4.4. Lemma. Legyenek [a] = 〈a, ra〉, [b] = 〈b, rb〉, [c] = 〈c, rc〉 e´s [d] =
〈d, rd〉 valo´s intervallumok. Tova´bba´ tegyu¨k fel, hogy 0 6∈ [d]. Ekkor
[z] = 〈z, rz〉 = [a]− 1
[d]
[b][c]
esete´n
|a| − ra − |[b]||[c]||d| − rd ≤ |z| − rz.
Bizony´ıta´s: A tartalmaza´si monotonita´s miatt
[z] = 〈z, rz〉 = [a]− [b][c] 1
[d]
⊆ [a]−〈0, |[b]|〉〈0, |[c]|〉
〈
d
d2 − r2d
,
rd
d2 − r2d
〉
⊆
⊆ 〈a, ra〉 −
〈
0, |[b]||[c]| |d|
d2 − r2d
+ |[b]||[c]| rd
d2 − r2d
〉
=
= 〈a, ra〉 −
〈
0, |[b]||[c]| 1|d| − rd
〉
=
=
〈
a, ra + |[b]||[c]| 1|d| − rd
〉
=: 〈a, r6〉.
Mivel [z] ⊆ 〈a, r6〉, eze´rt
|a| − |z| ≤ |a− z| ≤ r6 − rz.
ezt a´trendezve
|z| − rz ≥ |a| − r6 = |a| − ra − |[b]||[c]| 1|d| − rd ,
e´s ez volt az a´ll´ıta´s. 
4.5. Defin´ıcio´. Legyen B = (bij) ∈ Rn×n. Ekkor B egy M-ma´trix, ha
1. bij ≤ 0, ha i 6= j e´s
2. B−1 ≥ 0.
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Ismeretes, hogy a defin´ıcio´ ma´sodik felte´tele ekvivalens azzal, hogy ∃u =
(ui) ∈ Rn, melyre ui > 0, 1 ≤ i ≤ n e´s
Bu > 0.
Tova´bba´ azt is tudjuk, hogy egy M-ma´trix diagona´lis elemei mindig po-
zit´ıvak.
4.6. Te´tel. Legyen A = ([a]ij) ∈ IRn×n e´s [a]ij = 〈aij , rij〉, 1 ≤ i, j ≤ n.
Tova´bba´ legyen B = (bij) ∈ Rn×n, melyre
bij :=
{ |aii| − rii, ha i = j
−|[a]ij | ku¨lo¨nben.
Ha B M-ma´trix, akkor a Gauss-elimina´cio´ elve´gezheto˝ A interval-
lumma´trixra sor- e´s oszlopcsere´k ne´lku¨l.
Bizony´ıta´s: Mivel B M-ma´trix, eze´rt ∃u = (ui) ∈ Rn, melyre ui > 0,
1 ≤ i ≤ n e´s Bu > 0. Ez azt jelenti, hogy
(|aii| − rii)ui >
n∑
j=1,j 6=i
|[a]ij |uj,
1 ≤ i ≤ n. Mivel a jobb oldal nemnegat´ıv e´s ui > 0, eze´rt i = 1-re
|a11| − r11 > 0, amibo˝l az ko¨vetkezik, hogy 0 6∈ [a]11. Teha´t a Gauss-
elimina´cio´ elso˝ le´pe´se´t el lehet ve´gezni, e´s ı´gy megkapjuk az A′ = ([a]′ij)
intervallumma´trixot. Ha megmutatjuk, hogy a te´tel felte´telei fenna´llnak
az A˜′ = ([˜a]
′
ij) ∈ IR(n−1)×(n−1)-re, melyre
[˜a]
′
ij = [a]
′
ij = 〈a′ij , r′ij〉, 2 ≤ i, j ≤ n,
akkor teljes indukcio´val bela´ttuk az a´ll´ıta´st.
Legyen i ≥ 2, ekkor
n∑
j=2,j 6=i
|[a]′ij |uj =
n∑
j=2,j 6=i
∣∣∣∣[a]ij − [a]1j [a]i1[a]11
∣∣∣∣ uj ≤
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≤
n∑
j=2,j 6=i
|[a]ij |uj + |[a]i1|
∣∣∣∣ 1[a]11
∣∣∣∣ n∑
j=2,j 6=i
|[a]1j |uj.
Vegyu¨k e´szre, hogy a fenti ke´pletben j index ketto˝to˝l megy n-ig. Te-
kintsu¨k isme´t a bizony´ıta´s eleje´n szereplo˝ egyenlo˝tlense´get i = 1-re e´s a
szumma k-adik tagja´t, ahol k ≥ 2, vigyu¨k a´t a ma´sik oldalra. Ekkor
n∑
j=2,j 6=k
|[a]1j|uj < (|a11| − r11)u1 − |[a]1k|uk. (4.2)
Tova´bba´∣∣∣∣ 1[a]11
∣∣∣∣ = ∣∣∣∣〈 a11a211 − r211 , r11a211 − r211
〉∣∣∣∣ = |a11|a211 − r211 + r11a211 − r211 = 1|a11| − r11 .
A leguto´bbi o¨sszefu¨gge´st e´s (4.2)-t k = i helyettes´ıte´ssel felhaszna´lva
kapjuk, hogy
n∑
j=2,j 6=k
|[a]′ij |uj ≤
n∑
j=2,j 6=i
|[a]ij|uj+|[a]i1| 1|a11| − r11 ((|a11|−r11)u1−|[a]1i|ui).
Ha a za´ro´jelet felbontjuk, e´s az elso˝ tagja´t egyszeru˝s´ıtju¨k |a11|− r11-gyel,
akkor azt be tudjuk vinni a szumma´ba, e´s az ala´bbi becsle´st kapjuk
n∑
j=2,j 6=i
|[a]′ij |uj ≤
n∑
j=1,j 6=i
|[a]ij |uj − |[a]i1||[a]1i||a11| − r11 ui.
Erre megint alkalmazhatjuk az elso˝ egyenlo˝tlense´get, ekkor
n∑
j=2,j 6=i
|[a]′ij |uj < ui
(
|aii| − rii − |[a]i1||[a]1i||a11| − r11
)
.
Ve´gu¨l ha az elo˝zo˝ lemma´t az [a] = [a]ii, [b] = [a]i1, [c] = [a]1i e´s [d] = [a]11
intervallumokra alkalmazzuk, akkor
[z] = [a]− 1
[d]
[b][c] = [a]ii − 1
[a]11
[a]i1[a]1i = [a]
′
ii,
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e´s ı´gy
|aii| − rii − |[a]i1||[a]1i||a11| − r11 ≤ |a
′
ii| − r′ii.
Ezzel tova´bb tudunk becsu¨lni, e´s a ko¨vetkezo˝re jutunk:
n∑
j=1,j 6=i
|[a]′ij |uj < (|a′ii| − r′ii)ui,
e´s ezt kellett bela´tnunk. 
Az intervallumma´trixok egy igen fontos oszta´lya teljes´ıti az elo˝zo˝ te´tel
felte´teleit.
4.7. Defin´ıcio´. Legyen A = ([a]ij) ∈ IRn×n e´s [a]ij = 〈aij, rij〉, 1 ≤
i, j ≤ n. Az A intervallumma´trix szigoru´an diagona´lisan domina´ns, ha
|aii| − rii >
n∑
j=1,j 6=i
|[a]ij |, 1 ≤ i ≤ n.
A defin´ıcio´bo´l ro¨gto¨n ko¨vetkezik, hogy egy szigoru´an diagona´lisan do-
mina´ns A intervallumma´trix diagona´lis elemei nem tartalmazhatja´k a
0-t. Tova´bba´ az is la´tszik, hogy minden valo´s Â = (âij) ∈ A ma´trix
esete´n
|âii| >
n∑
j=1,j 6=i
|âij|, 1 ≤ i ≤ n.
Azaz minden valo´s Â ∈ A ma´trix szigoru´an diagona´lisan domina´ns a
hagyoma´nyos e´rtelemben, eza´ltal nemszingula´ris.
Egy szigoru´an diagona´lisan domina´ns A intervallumma´trix teljes´ıti az
elo˝zo˝ te´tel felte´tele´t is, azaz a megfelelo˝ B ma´trix egy M-ma´trix az u =
(ui), ui = 1, 1 ≤ i ≤ n va´laszta´ssal. Teha´t kimondhatjuk a ko¨vetkezo˝
ko¨vetkezme´nyt.
4.8. Ko¨vetkezme´ny. Legyen A szigoru´an diagona´lisan domina´ns in-
tervallumma´trix. Ekkor a Gauss-elimina´cio´ elve´gezheto˝ az A interval-
lumma´trixra sor- e´s oszlopcsere´k ne´lku¨l.
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4.3. Gauss-elimina´cio´ tridiagona´lis inter-
vallumma´trixokra
Legyen
A =

[a]1 [c]1
[b]2 [a]2 [c]2 0
. . .
. . .
. . .
0
. . .
. . . [c]n−1
[b]n [a]n
 .
4.9. Te´tel. Legyen az A intervallumma´trix tridiagona´lis, e´s tegyu¨k fel,
hogy
[a]i = 〈ai, ri〉, 1 ≤ i ≤ n,
[b]i = 〈bi, si〉 6= 0, 2 ≤ i ≤ n,
[c]i = 〈ci, ti〉 6= 0, 1 ≤ i ≤ n− 1.
Tova´bba´ tegyu¨k fel, hogy
|a1| − r1 > |[c]1|,
|ai| − ri ≥ |[b]i|+ |[c]i|, 2 ≤ i ≤ n− 1,
|an| − rn > |[b]n|.
.
Ekkor a Gauss-elimina´cio´ elve´gezheto˝ A intervallumma´trixra sor- e´s osz-
lopcsere´k ne´lku¨l.
Bizony´ıta´s: I´rjuk fel az elo˝zo˝ te´telbeli B ma´trixot ebben az esetben.
B =

|a1| − r1 −|[c]1|
−|[b]2| |a2| − r2 −|[c]2| 0
. . .
. . .
. . .
0
. . .
. . . −|[c]n−1|
−|[b]n| |an| − rn
 .
Teha´t B olyan diagona´lisan domina´ns tridiagona´lis valo´s ma´trix, melyre
teljesu¨l, hogy az elso˝ e´s az utolso´ sorban szigoru´ egyenlo˝tlense´g van, azaz
M-ma´trix e´s az elo˝zo˝ te´tel alkalmazhato´ A-ra. 
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4.4. Gauss-elimina´cio´ nem diagona´lisan
domina´ns ma´trixokra
Ebben a fejezetben megne´zzu¨k, hogy mit lehet tenni abban az esetben,
ha a linea´ris egyenletrendszer A ma´trixa nem szigoru´an diagona´lisan
domina´ns. Az o¨tlet az, hogy alkalmazunk egy olyan transzforma´cio´t a
rendszerre, ami szigoru´an diagona´lisan domina´nssa´ transzforma´lja az A
ma´trixot.
Legyen A = ([a]ij) ∈ IRn×n e´s [a]ij = 〈aij, rij〉, 1 ≤ i, j ≤ n. Tegyu¨k fel
tova´bba´, hogy minden A ∈ A valo´s ma´trix esete´n le´tezik A−1. Legyen
Ac := (aij) ∈ Rn×n. Ez inverta´lhato´, hiszen Ac ∈ A. Szorozzuk be az
egyenlet mindke´t oldala´t A−1c -zel, ekkor az
A˜ := A−1c A
e´s
b˜ := A−1c b
jelo¨le´seket haszna´lva az u´j egyenletrendszeru¨nk
A˜x = b˜.
Ekkor
{x : Ax = b, A ∈ A, b ∈ b} ⊆ {y : A˜y = b˜, A˜ ∈ A˜, b˜ ∈ B˜}.
Ugyanis legyen az x egy eleme a baloldali halmaznak, azaz le´tezik A ∈ A
e´s b ∈ b, hogy
Ax = b.
Ekkor
A−1c Ax = A
−1
c b,
e´s mivel
A−1c A ∈ A˜, A−1c b ∈ b˜,
az a´ll´ıta´st bela´ttuk.
Ha az A ma´trix elemei nem tu´l sze´lesek, akkor az A˜ ero˝sen diagona´lisan
domina´ns e´s a Gauss-elimina´cio´ elve´gezheto˝. Ha ugyanis d(A) = 0, ak-
kor A˜ = I e´s ekkor A˜ persze ero˝sen diagona´lisan domina´ns. Ha az A
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elemeinek sze´lesse´ge nem tu´l nagy, akkor A˜ nem sokban fog elte´rni az
egyse´gma´trixto´l.
Azonban az A˜ intervallumma´trix ero˝sen diagona´lis dominancia´ja nem
csak az A ma´trix elemeinek sze´lesse´ge´to˝l fu¨gg. Legyen
[a]ij = 〈aij , rij〉, 1 ≤ i, j ≤ n,
D = ([d]ij), [d]ij = 〈0, rij〉, 1 ≤ i, j ≤ n.
Ekkor
A˜ = A−1c A = A
−1
c (Ac +D) =
= I + A−1c D = I +H,
ahol H = A−1c D. Mivel
‖H‖ ≤ ‖A−1c ‖ · ‖D‖ =
1
2
‖A−1c ‖ · ‖d(A)‖ =
=
1
2
‖A−1c ‖ · ‖Ac‖ ·
‖d(A)‖
‖Ac‖ =
1
2
cond(Ac)
‖d(A)‖
‖Ac‖ ,
eze´rt az A˜ anna´l inka´bb diagona´lisan domina´ns, mine´l kisebb az Ac
kond´ıcio´sza´ma.
Pe´lda: Legyen
A :=

[
29
30
,
31
30
] [
14
30
,
16
30
]
[
14
30
,
16
30
] [
9
30
,
11
30
]
 ,
ekkor az A elemeinek sze´lesse´ge 1
15
e´s a ko¨ze´pma´trixa
Ac =
 1 121
2
1
3
 ,
ı´gy cond1(Ac) = 27 e´s ‖Ac‖1 = 1.5, eze´rt a fenti becsle´s alapja´n
‖HA‖ ≤ 6
5
.
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Ugyanakkor legyen
B :=

[
59
30
,
61
30
] [
−31
30
,−29
30
]
[
−31
30
,−29
30
] [
59
30
,
61
30
]
 .
Vegyu¨k e´szre, hogy a B intervallumma´trix csak a ko¨zepe´ben te´r el az A
intervallumma´trixto´l, a sze´lesse´ge ugyanannyi.
Bc =
(
2 −1
−1 2
)
,
ı´gy cond1(Bc) = 3 e´s ‖Ac‖1 = 3, eze´rt a fenti becsle´s alapja´n
‖HB‖ ≤ 1
15
.
5. fejezet
Megolda´shalmaz behata´rola´sa
regula´ris esetben
Mint azt az elo˝zo˝ fejezetben la´ttuk, a Gauss-elimina´cio´t olyan interval-
lumma´trixok esete´n lehet jo´l haszna´lni, melyekben az elemek viszony-
lag keskenyek. Ebben a fejezetben ke´t olyan elja´ra´st ismertetu¨nk, ami
abban az esetben hate´kony, amikor ezek az intervallumok viszonylag
sze´lesek. Viszont a ha´tra´nyuk az, hogy to¨bb sza´mola´ssal ja´rnak, mint
a Gauss-elimina´cio´. Elo˝szo¨r E. R. Hansen eredme´nye´t ko¨zo¨lju¨k. Itt a
bizony´ıta´sokra nem te´ru¨nk ki, mivel a ma´sodik mo´dszer, melyet J. Rohn
ko¨zo¨lt, le´nyege´ben ugyanarra az eredme´nyre jut, mint a Hansen-fe´le, de
2n db linea´ris egyenletrendszer megolda´sa helyett csak egy ma´trix in-
verta´la´sa szu¨kse´ges.
5.1. E. R. Hansen mo´dszere
Legyen A ∈ IRn×n e´s b ∈ IRn.
5.1. Defin´ıcio´. Egy intervallumot, intervallumvektort illetve interval-
lumma´trixot centra´ltnak nevezu¨nk, ha a centruma a 0 sza´m, vektor illetve
ma´trix. Egy intervallumma´trixot az identita´s ko¨ru¨l centra´ltnak nevezu¨nk,
ha a centruma az identita´sma´trix.
Tegyu¨k fel, hogy ∀A ∈ A regula´ris. Ekkor az Ax = b interval-
lum-egyu¨tthato´s linea´ris egyenletrendszer megolda´shalmaza a ko¨vet-
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kezo˝ke´ppen adhato´ meg:
Σ = {x = A−1b : A ∈ A, b ∈ b}.
A pontos megolda´shalmaz helyett most is a legszu˝kebb olyan interval-
lumvektort keressu¨k, ami azt tartalmazza.
Ha elve´gezzu¨k az intervallum-egyu¨tthato´s linea´ris egyenletrendszeren
az elo˝zo˝ fejezetben ismertetett transzforma´cio´t, akkor — mint azt la´ttuk
— ha A e´s b elemei viszonylag szu˝kek, akkor csak kis me´rte´kben no¨veli
a megolda´shalmazt, ha viszont sze´lesek, akkor nagyon megno¨velheti azt.
Ene´lku¨l viszont az intervallumok sze´lesse´ge a´ltala´ban nagyon gyorsan no˝
a megolda´s sora´n e´s a ve´gso˝ eredme´ny keve´sse´ haszna´lhato´ lesz. I´gy az
eredeti intervallum-egyu¨tthato´s linea´ris egyenletrendszer helyett tekinsu¨k
az
A˜x = b˜
intervallum-egyu¨tthato´s linea´ris egyenletrendszert, ahol
A˜ := A−1c A
e´s
b˜ := A−1c b.
La´ttuk, hogy A˜ az identita´s ko¨ru¨l centra´lt, ı´gy
A˜ = [I −∆, I +∆], b˜ = [bc − δ, bc + δ].
5.2. Te´tel. Tegyu¨k fel, hogy ∀A ∈ A˜ ma´trix szigoru´an diagona´lisan
domina´ns. (Ekkor A˜ nem tartalmaz szingula´ris ma´trixot.) Ekkor az
ala´bbiak teljesu¨lnek a megolda´shalmazt tartalmazo´ x intervallumvektorra.
1. xi maxima´lis e´rte´ke, ha az nemnegat´ıv:
xi = e
T
i (I −∆)−1s(i),
ahol
s
(i)
j =
{
b˜j , ha j = i
|˜bj |, ha j 6= i.
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2. xi minima´lis e´rte´ke, ha az nemnegat´ıv:
xi =
1
2((I −∆)−1)ii − 1e
T
i (I −∆)−1t(i),
ahol
t
(i)
j =
{
b˜j, ha j = i
−|˜bj |, ha j 6= i.
3. xi maxima´lis e´rte´ke, ha az negat´ıv:
xi =
1
2((I −∆)−1)ii − 1e
T
i (I −∆)−1s(i).
4. xi minima´lis e´rte´ke, ha az negat´ıv:
xi = e
T
i (I −∆)−1t(i).
Megjegyezzu¨k, hogy xi maxima´lis e´rte´ke csak u´gy lehet negat´ıv, ha
(bc + δ)i < 0, ugyanis az A˜x = b˜ intervallum-egyu¨tthato´s linea´ris egyen-
letrendszer megolda´shalmaza tartalmazza a b˜ intervallumvektort, mivel
I ∈ A˜. Eze´rt ha (bc + δ)i ≥ 0, akkor xi ≥ 0.
Azt is megjegyezzu¨k, hogy s(i) e´s t(i) kisza´mı´thato´ ela´gaza´s ne´lku¨l,
ugyanis ha bc > 0, akkor
max{−(bc − δ)j, (bc + δ)j} = (bc)j + δj,
e´s
min{(bc − δ)j,−(bc + δ)j} = −max{−(bc − δ)j , (bc + δ)j} = −(bc)j + δj .
5.2. J. Rohn mo´dszere
Ugyanazokat a jelo¨le´seket haszna´ljuk, mint az elo˝zo˝ re´szben. Az elo˝zo˝
te´telben a szigoru´an diagona´lis dominancia volt a regularita´s ele´gse´ges
felte´tele. Az [I − ∆, I + ∆] intervallumma´trix akkor e´s csak akkor re-
gula´ris, ha
̺(∆) < 1,
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ahol ̺(∆) a ∆ spektra´lsugara. Ebbo˝l az ko¨vetkezik, hogy az
M = (I −∆)−1 = (mij)
ma´trix le´tezik e´s nemnegat´ıv. Legyen
xi := min
x∈X
xi,
xi := max
x∈X
xi,
ahol X az
[I −∆, I +∆]x = [bc − δ, bc + δ]
intervallum-egyu¨tthato´s linea´ris egyenletrendszer megolda´shalmaza.
5.3. Te´tel. Tegyu¨k fel, hogy ̺(∆) < 1. Ekkor ∀i = 1, 2, ..., n-re
xi =
min
{
mii(bc + |bc|)i − (M(|bc|+ δ))i,−(M(|bc|+ δ))i +mii(bc + |bc|)i
2mii − 1
}
,
xi =
max
{
(M(|bc|+ δ))i +mii(bc − |bc|)i, (M(|bc|+ δ))i +mii(bc − |bc|)i
2mii − 1
}
.
Bizony´ıta´s: A te´tel bizony´ıta´sa ha´rom re´szbo˝l a´ll.
1. Bela´tjuk, hogy minden x ∈ X esete´n
xi ≤ max{x˜i, νix˜i},
ahol
x˜i = (M(|bc|+ δ))i +mii(bc − |bc|)i
e´s
νi =
1
2mii − 1 .
2. Megmutatjuk, hogy x˜i = x
′
i e´s νix˜i = x
′′
i valamely x
′, x′′ ∈ X-re.
Ebbo˝l az xi-ra vonatkozo´ a´ll´ıta´s ko¨vetkezik.
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3. Megmutatjuk az xi-ra vonatkozo´ a´ll´ıta´st.
1. Elo˝szo¨r la´ssuk be, hogy
M∆ = ∆M = M − I. (5.1)
Ugyanis
M − I = (I−∆)−1− (I−∆)−1(I−∆) = (I−∆)−1(I− (I−∆)) =
= (I −∆)−1(I − I +∆) = M∆,
e´s
M − I = (I−∆)−1− (I−∆)(I−∆)−1 = (I− (I−∆))(I−∆)−1 =
= (I − I +∆)(I −∆)−1 = ∆M.
νi ∈ (0, 1], ugyanis mii ≥ 1, eze´rt 2mii − 1 ≥ 1, e´s ı´gy
1
2mii − 1 = νi ∈ (0, 1]. (5.2)
Legyen D diagona´lis ma´trix, j = 1, 2, ..., n,
Djj :=

1, ha j 6= i e´s (bc)j ≥ 0,
−1, ha j 6= i e´s (bc)j < 0,
1, ha j = i.
E´s legyen
b̂ := Dbc + δ =

|(bc)1|
...
|(bc)i−1|
(bc)i
|(bc)i+1|
...
|(bc)n|

+ δ.
Azaz b̂ a |bc| + δ vektorto´l csak az i. koordina´ta´ja´ban te´r el, ahol
(bc)i lesz. Ekkor
x˜i = (M(|bc|+ δ))i +mii(bc − |bc|)i = (Mb̂)i. (5.3)
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Legyen x ∈ X tetszo˝leges, azaz ∃A ∈ [I − ∆, I + ∆] e´s b ∈ [bc −
δ, bc + δ], hogy Ax = b. Tova´bba´ legyen
x′ = Dx =

|x1|
...
|xi−1|
xi
|xi+1|
...
|xn|

.
Ekkor bela´thato´, hogy
M(x′ − |x|) + |x| ≤Mb̂, (5.4)
ugyanis
x′i = xi = bi + ((I − A)x)i ≤
≤ (bc + δ)i + (∆|x|)i = (̂b+∆|x|)i,
(5.5)
e´s j 6= i esete´n
x′j = |xj| ≤ |bj|+ |((I −A)x)j | ≤
≤ |bc|j + δj + (∆|x|)j = (̂b+∆|x|)j.
(5.6)
(5.5) e´s (5.6) alapja´n
x′ ≤ b̂+∆|x|.
Az egyenlet mindke´t oldala´t balro´l M-mel szorozva
Mx′ ≤Mb̂+M∆|x|.
Mivel M∆ = M − I,
Mx′ ≤Mb̂ + (M − I)|x|.
Ha (M − I)|x|-t a´tvisszu¨k a ma´sik oldalra megkapjuk (5.4)-t. Ke´t
eset van.
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• Ha xi ≥ 0, akkor x′ = |x|, e´s ı´gy (5.4) miatt
xi = |xi| ≤ (Mb̂)i = x˜i.
• Ha xi < 0, akkor x′i = xi e´s |xi| = −xi. (5.4) miatt
(M(x′ − |x|))i + |xi| = 2miixi − xi =
= (2mii − 1)xi ≤ (Mb̂)i = x˜i.
Eze´rt xi ≤ νix˜i, ami bizony´ıtja az elso˝ re´szt.
2. Legyen x′ := DMb̂ e´s x′′ := DM (̂b − 2νix˜i∆ei). Megmutatjuk,
hogy x′, x′′ ∈ X e´s, hogy x′i = x˜i e´s x′′i = νix˜i.
Elo˝szo¨r ne´zzu¨k x′-t. Mivel M∆ = M − I,
(I −D∆D)x′ = (I −D∆D)DMb̂ =
= DMb̂−D∆Mb̂ =
= DMb̂−D(M − I )̂b =
= DMb̂−DMb̂+Db̂ =
= Db̂ = D(Dbc + δ) = bc +Dδ.
Azaz
(I −D∆D)x′ = bc +Dδ. (5.7)
Mivel
• I −D∆D ∈ [I −∆, I +∆] e´s
• bc +Dδ ∈ [bc − δ, bc + δ],
eze´rt (5.7) miatt x′ ∈ X teljesu¨l.
Most ne´zzu¨k x′′-t. Legyen D′ diagona´lis ma´trix, ahol D′ii = −1 e´s
D′jj = Djj.
(I −D∆D′)DM = DM −D∆D′DM =
= DM −D∆(I − 2eieTi )M =
= DM −D∆M +D∆2eieTi M =
= DM −D(M − I) +D∆2eieTi M =
= DM −DM +D + 2D∆eieTi M =
= D + 2D∆eie
T
i M.
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Ezt felhaszna´lva, e´s hogy x˜i = (Mb̂)i = e
T
i Mb̂
(I −D∆D′)x′′ = (I −D∆D′)DM (̂b− 2νix˜i∆ei) =
= (D + 2D∆eie
T
i M)(̂b − 2νix˜i∆ei) =
= Db̂− 2νix˜iD∆ei + 2D∆eieTi Mb̂− 4νix˜iD∆eieTi M∆ei =
= Db̂− 2νix˜iD∆ei + 2D∆eix˜i − 4νix˜iD∆eieTi (M − I)ei =
= Db̂+ 2x˜iD∆ei(−νi + 1− 2νieTi (M − I)ei) =
= Db̂+ 2x˜iD∆ei
(
− 1
2mii − 1 + 1−
2(mii − 1)
2mii − 1
)
=
= Db̂ = bc +Dδ.
Azaz
(I −D∆D′)x′′ = bc +Dδ. (5.8)
Mivel
• I −D∆D′ ∈ [I −∆, I +∆] e´s
• bc +Dδ ∈ [bc − δ, bc + δ],
eze´rt (5.8) miatt x′′ ∈ X teljesu¨l.
A ma´sodik pont igazola´sa´hoz me´g azt kell bela´tni, hogy
x′i = x˜i e´s x
′′
i = νix˜i.
• Mivel eTi D = eTi , eze´rt
x′i = e
T
i DMb̂ = e
T
i Mb̂ = (Mb̂)i = x˜i.
• eTi D = eTi e´s (5.1) miatt
x′′i = (DMb̂)i − (2νix˜iDM∆ei)i =
= x˜i − 2νix˜ieTi D(M − I)ei =
= x˜i − 2νix˜i(mii − 1) =
= x˜i − 2x˜i(mii − 1)
2mii − 1 = νix˜i.
Ezzel bela´ttuk a te´tel maximumra vonatkozo´ a´ll´ıta´sa´t.
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3. Tekintsu¨k az [I − ∆, I + ∆]x = [−bc − δ,−bc + δ] intervallum-
egyu¨tthato´s linea´ris egyenletrendszer X0 = −X megolda´shalmaza´t.
Ha az ime´nt bela´tottakat erre alkalmazzuk, akkor megkapjuk a
minimumra vonatkozo´ a´ll´ıta´st. 
6. fejezet
Megolda´shalmaz behata´rola´sa
a´ltala´nos esetben
6.1. Elme´leti ha´tte´r
Egy a´ltala´nos mo´dszert ı´runk le, mely megadja egy tetszo˝leges
intervallum-egyu¨tthato´s linea´ris egyenletrendszer megolda´shalmaza´t tar-
talmazo´ legszu˝kebb intervallumvektort, vagy ad egy szingula´ris ma´trixot,
mely eleme a rendszer baloldali ma´trixa´nak. Az ala´bbi meggondola´sok
e´s az algoritmus isme´t J. Rohn neve´hez fu˝zo˝dnek. Az ala´bbi a´ll´ıta´sok
bizony´ıta´sai [8], [9], [10], [11] cikkekben tala´lhato´k. Teha´t most az
A = [Ac −∆, Ac +∆] ∈ IRn×n
e´s a
b = [bc − δ, bc + δ] ∈ IRn
intervallumma´trixro´l e´s vektorro´l nem teszu¨nk fel semmit.
A ko¨vetkezo˝kben az ala´bbi jelo¨le´seket haszna´ljuk.
6.1. Defin´ıcio´. Legyen x ∈ Rn tetszo˝leges vektor, ekkor
(sgn(x))i :=
{
1, ha xi ≥ 0,
−1, ha xi < 0 (i = 1, ..., n).
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6.2. Defin´ıcio´. Jelo¨lje Rnz azt az orta´nst, amire
Rnz := {x ∈ Rn : Tzx ≥ 0},
ahol Tz = diag(z1, ..., zn) e´s z ∈ Yn elo˝re ro¨gz´ıtett vektor.
6.3. Defin´ıcio´. Legyen z, z′ ∈ Yn. Ekkor azt mondjuk, hogy z e´s z′
szomsze´dosak, ha pontosan egy koordina´ta´jukban ku¨lo¨nbo¨znek.
Az Ax = b intervallum-egyu¨tthato´s linea´ris egyenletrendszer meg-
olda´shalmaza´t tova´bbra is Σ-val jelo¨lju¨k, azaz
Σ = {x : ∃A ∈ A ∧ ∃b ∈ b, Ax = b}.
Az Oettli-Prager-te´tel szerint ez a megolda´shalmaz a ko¨vet-
kezo˝ke´ppen ı´rhato´ le:
Σ = {x : |Acx− bc| ≤ ∆|x|+ δ}.
Ismeretes, hogy ha A regula´ris, akkor Σ kompakt e´s o¨sszefu¨ggo˝ halmaz,
ellenkezo˝ esetben pedig Σ minden komponense (azaz nemu¨res o¨sszefu¨ggo˝
re´szhalmaza, ami a tartalmaza´sra ne´zve maxima´lis) nemkorla´tos. A meg-
olda´shalmaz a´ltala´ban egy bonyolult nemkonvex struktu´ra, eze´rt most is
az o˝t tartalmazo´ legszu˝kebb intervallumvektort keressu¨k, melyet x(A,b)-
vel jelo¨lu¨nk. Azaz
x(A,b) = [x, x],
ahol
xi = min{xi : x ∈ Σ},
xi = max{xi : x ∈ Σ},
(i = 1, ..., n). Ha A szingula´ris, akkor Σ vagy u¨res, vagy nemkorla´tos,
eze´rt ebben az esetben x(A,b)-t nem definia´ljuk.
A megolda´shalmazt tartalmazo´ legszu˝kebb intervallumvektor
megada´sa´ro´l szo´lo´ fo˝ te´tel elo˝tt kimondjuk az ezt megalapzo´ ha´rom
egyma´sra e´pu¨lo˝ te´telt.
6.4. Te´tel. Legyen A ∈ IRn×n e´s b ∈ IRn, e´s legyen Z ⊆ Yn melyre a
ko¨vetkezo˝k teljesu¨lnek:
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1. sgn(x) ∈ Z valamely x ∈ Σ esete´n,
2. Σ ∩ Rnz korla´tos halmaz minden z ∈ Z esete´n,
3. ha z ∈ Z e´s y ∈ Yn szomsze´dosak e´s Σ∩Rnz ∩Rny 6= 0, akkor y ∈ Z.
Ekkor A regula´ris e´s
Σ ⊆
⋃
z∈Z
Rnz .
Teha´t a te´tel ad egy szu¨kse´ges felte´telt az A intervallumma´trix regu-
larita´sa´ra, e´s a megolda´shalmazba tartozo´ vektorok elo˝jeleit korla´tozza
a Z halmazra. A ko¨vetkezo˝ te´telben kicsit va´ltoztatunk a Z halmaz tu-
lajdonsa´gain, e´s ı´gy egy Σ-t tartalmazo´ intervallumvektort tudunk adni,
ami persze me´g nem biztos, hogy a legszu˝kebb.
6.5. Te´tel. Legyen A ∈ IRn×n e´s b ∈ IRn, e´s legyen Z ⊆ Yn melyre a
ko¨vetkezo˝k teljesu¨lnek:
1. sgn(x) ∈ Z valamely x ∈ Σ esete´n,
2. minden z ∈ Z-re, melyre Σ ∩ Rnz 6= 0, le´tezik egy [xz, xz] interval-
lumvektor, melyre Σ ∩ Rnz ⊆ [xz, xz],
3. ha z ∈ Z, Σ ∩ Rnz 6= 0 e´s (xz)j(xz)j ≤ 0 valamely j esete´n, akkor
z − 2zjej ∈ Z.
Ekkor A regula´ris e´s
Σ ⊆
⋃
z∈Z0
[xz, xz],
ahol
Z0 = {z ∈ Z : Σ ∩ Rnz 6= 0}.
A ko¨vetkezo˝ te´telben egy abszolu´te´rte´kes egyenlo˝tlense´grendszer meg-
olda´sa´ra vezetju¨k vissza a proble´ma´t, melynek megolda´sa´ra ke´so˝bb me´g
visszate´ru¨nk. Isme´t va´ltoztatunk a Z halmaz tulajdonsa´gain, amivel az
elo˝zo˝ne´l egy jobban haszna´lhato´ eredme´nyre jutunk.
6.6. Te´tel. Legyen A = [Ac−∆, Ac+∆] ∈ IRn×n e´s b = [bc−δ, bc+δ] ∈
IRn, e´s legyen Z ⊆ Yn melyre a ko¨vetkezo˝k teljesu¨lnek:
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1. sgn(x) ∈ Z valamely x ∈ Σ esete´n,
2. minden z ∈ Z-re az ala´bbi egyenlo˝tlense´geknek
(QAc − I)Tz ≥ |Q|∆ (6.1)
(QAc − I)T−z ≥ |Q|∆ (6.2)
le´tezik Qz e´s Q−z megolda´sa,
3. ha z ∈ Z, Q−zbc − |Q−z|δ ≤ Qzbc + |Qz|δ e´s
(Q−zbc − |Q−z|δ)j(Qzbc + |Qz|δ)j ≤ 0 valamely j esete´n,
akkor z − 2zjej ∈ Z.
Ekkor A regula´ris e´s
Σ ⊆
⋃
z∈Z1
[Q−zbc − |Q−z|δ, Qzbc + |Qz|δ] ⊆
⊆ [min
z∈Z1
(Q−zbc − |Q−z|δ),max
z∈Z1
(Qzbc + |Qz|δ)],
ahol
Z1 = {z ∈ Z : Q−zbc − |Q−z|δ ≤ Qzbc + |Qz|δ}.
Legyen mostanto´l
xz := Qzbc + |Qz|δ,
xz := Q−zbc − |Q−z|δ.
Teha´t ha a te´tel felte´telei teljesu¨lnek, akkor
Σ ⊆ [min
z∈Z1
xz,max
z∈Z1
xz] (6.3)
A ko¨vetkezo˝ te´tel azt mondja ki, hogy ha az (6.1), (6.2) ab-
szolu´te´rte´kes egyenlo˝tlense´geket egyenlo˝se´ggel oldjuk meg, akkor az (6.3)-
be´li tartalmazo´ intervallum legszu˝kebb tartalmazo´ intervallumma´ va´lik.
6.7. Te´tel. Legyen A = [Ac−∆, Ac+∆] ∈ IRn×n e´s b = [bc−δ, bc+δ] ∈
IRn, e´s legyen Z ⊆ Yn melyre a ko¨vetkezo˝k teljesu¨lnek:
1. sgn(x) ∈ Z valamely x ∈ Σ esete´n,
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2. minden z ∈ Z-re az ala´bbi egyenlo˝se´geknek
QAc − |Q|∆Tz = I (6.4)
QAc − |Q|∆T−z = I (6.5)
le´tezik Qz e´s Q−z megolda´sa,
3. ha z ∈ Z, xz ≤ xz e´s (xz)j(xz)j ≤ 0 valamely j esete´n, akkor
z − 2zjej ∈ Z.
Ekkor A regula´ris e´s
x(A,b) = [min
z∈Z1
xz,max
z∈Z1
xz], (6.6)
ahol
Z1 = {z ∈ Z : xz ≤ xz}.
Teha´t a fenti te´tel seg´ıtse´ge´vel meg tudjuk adni egy tetszo˝leges inter-
vallum egyenletrendszer megolda´shalmaza´t tartalmazo´ legszu˝kebb inter-
vallumvektort, ha van ilyen.
Most te´rju¨nk ra´ az abszolu´te´rte´kes egyenlet (6.4), (6.5) megolda´sa´ra.
Legyen
xT = Qi. i ∈ {1, 2, ..., n},
ahol Qi. jelo¨li a Q ma´trix i. sora´t. Ekkor x vektor az
xTAc − |x|T∆Tz = eTi (6.7)
megolda´sa, e´s ı´gy
ATc x− Tz∆T |x| = ei, (6.8)
ami
Ax+B|x| = b (6.9)
alakban van, ahol A,B ∈ Rn×n, b ∈ Rn. A megolda´s minket abban az
esetben e´rdekel, ha nem le´tezik olyan S szingula´ris ma´trix, melyre
|S − A| ≤ |B|, (6.10)
hiszen ha le´tezik ilyen S, akkor ez eleme az A intervallumma´trixnak, e´s
ı´gy az szingula´ris.
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A ko¨vetkezo˝kben felsoroljuk azokat az a´ll´ıta´sokat, melyeket (6.9)
egyenletrendszer megolda´sa sora´n felhaszna´lunk.
Elo˝szo¨r egy intervallum-ma´trix szingularita´sa´nak ekvivalens megfo-
galmaza´sa´t adjuk meg.
6.8. A´ll´ıta´s. Legyen A = [A − |B|, A + |B|] ∈ IRn×n. A akkor e´s csak
akkor szingula´ris, ha |Ax| ≤ |B||x| egyenlo˝tlense´gnek le´tezik nemtrivia´lis
megolda´sa.
A ko¨vetkezo˝ a´ll´ıta´s egy szu¨kse´ges felte´telt ad a proble´ma megolda´sa´ra.
6.9. A´ll´ıta´s. Legyen A = [A− |B|, A+ |B|] ∈ IRn×n regula´ris e´s
(A+BTz′)x
′ = (A +BTz′′)x
′′
valamely z′, z′′ ∈ Yn, x′ 6= x′′ esete´n. Ekkor le´tezik olyan j index, melyre
z′jz
′′
j = −1 e´s x′jx′′j > 0.
Az ala´bbi a´ll´ıta´s ele´gse´ges felte´telt ad arra, hogy az intervallumos
egyenletrendszeru¨nk ma´trixa mikor tartalmaz szingula´ris ma´trixot.
6.10. A´ll´ıta´s. Legyen
(A+BTz′)x
′ = (A +BTz′′)x
′′
valamely z′, z′′ ∈ Yn esete´n e´s x′ 6= x′′ olyan, hogy minden l indexre,
amire z′lz
′′
l = −1, igaz, hogy x′lx′′l ≤ 0. Tova´bba´ legyen x = x′ − x′′,
yj =
{
(Ax)j/(|B||x|)j, ha(|B||x|)j > 0
1, ha(|B||x|)j = 0 (j = 1, ..., n) (6.11)
e´s
z = sgn(x). (6.12)
Ekkor
S = A− Ty|B|Tz (6.13)
szingula´ris ma´trix, melyre |S −A| ≤ |B| e´s Sx = 0.
A fenti a´ll´ıta´sok ke´pezik a magja´t a ko¨vetkezo˝ re´szben le´ırt algoritmu-
soknak.
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6.2. Algoritmusok
Elo˝szo¨r azt az algoritmust ı´rjuk le, amely vagy megoldja az (6.9) ab-
szolu´te´rte´kes egyenletrendszert, vagy ad egy S szingula´ris ma´trixot,
melyre |S − A| ≤ |B|.
6.11. Algoritmus. A le´pe´sek a ko¨vetkezo˝k:
1. Ha A szingula´ris, akkor S = A e´s ke´sz vagyunk.
2. Legyen z = sgn(A−1b).
3. Ha A +BTz szingula´ris, akkor S = A+BTz e´s ke´sz vagyunk.
4. Legyen x = (A+BTz)
−1b e´s C = −(A +BTz)−1B.
5. Legyen i = 0, r = 0 ∈ Rn, X = 0 ∈ Rn×n.
6. Amı´g zjxj < 0 valamely j-re
(a) Legyen i = i+ 1 e´s k = min{j : zjxj < 0}.
(b) Ha 1 + 2zkCkk ≤ 0, akkor S = A + B(Tz + (1/Ckk)ekeTk ) e´s
ke´sz vagyunk.
(c) Ha (k < n e´s rk > maxj>k rj) vagy (k = n e´s rn > 0), akkor
i. x = x−X.k, ahol X.k az X ma´trix k. oszlopa´t jelo¨li.
ii. Ha (|B||x|)j > 0, akkor legyen yj = (Ax)j/(|B||x|)j
egye´bke´nt legyen yj = 1 (j = 1, 2, ..., n).
iii. Legyen z = sgn(x) e´s S = A− Ty|B|Tz e´s ke´sz vagyunk.
(d) Legyen rk = i, X.k = x, zk = −zk e´s α = 2zk/(1− 2zkCkk).
(e) Legyen x = x+ αxkC.k e´s C = C + αC.kCk..
Teha´t a fenti algoritmussal A = ATc , B = −Tz∆T , b = ei, (i =
1, 2, ..., n) va´laszta´ssal Qz illetve Q−z sorait ki tudjuk sza´mı´tani.
Most te´rju¨nk ra´ arra az algoritmusra, amely egy intervallum-egyu¨tt-
hato´s linea´ris egyenletrendszerhez megadja a megolda´shalmaza´t tartal-
mazo´ legszu˝kebb intervallumvektort, ha ilyen le´tezik. Ellenkezo˝ esetben
megad egy olyan szingula´ris S ma´trixot, ami benne van az egyenletrend-
szer egyu¨tthato´ intervallumma´trixa´ban.
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6.12. Algoritmus. A le´pe´sek a ko¨vetkezo˝k:
1. Ha Ac szingula´ris, akkor S = Ac, e´s ke´sz vagyunk.
2. Legyen xc = A
−1
c bc, z = sgn(xc), x = x = xc, Z = {z} e´s D = ∅.
3. Amı´g Z 6= ∅:
(a) Va´lasztunk egy z ∈ Z-t, Z = Z\{z} e´s D = D ∪ {z}.
(b) A 6.11 algoritmussal kisza´mı´tjuk Qz-t e´s Q−z-t, ha le´teznek.
Ha valamelyik nem le´tezik, akkor az algoritmus ad egy S szin-
gula´ris ma´trixot, e´s ke´sz vagyunk.
(c) Legyen xz = Qzbc + |Qz|δ e´s xz = Q−zbc − |Q−z|δ.
(d) Ha xz ≤ xz, akkor
i. Legyen x = min{x, xz} e´s x = max{x, xz}.
ii. Va´lasszunk egy tetszo˝leges z-vel szomsze´dos z′-t, e´s legyen
j az az index, amelyre z′j = −zj. Ha (x)j(x)j ≤ 0 e´s z′ 6∈
Z ∪D, akkor legyen Z = Z ∪ {z′}. Ezt addig isme´telju¨k,
amı´g z o¨sszes szomsze´dja´t meg nem vizsga´ltuk.
4. x(A,b) = [x, x].
Megjegyezzu¨k, hogy a fenti algoritmusok alapveto˝en linea´ris algeb-
rai mu˝veleteket tartalmaznak, eze´rt pe´lda´ul MATLAB ko¨rnyezetben
ko¨nnyen megvalo´s´ıthato´ak.
7. fejezet
Automatikus Differencia´la´s
A gyakorlatban elo˝fordulo´ numerikus sza´mı´ta´sok to¨bbse´ge´ben szu¨kse´ges,
hogy meghata´rozzuk a fu¨ggve´nyek ku¨lo¨nbo¨zo˝ deriva´ltjait. Egyszeru˝
pe´lda ilyen alkalmaza´sra a nemlinea´ris fu¨ggve´nyek ze´rushely kerese´se,
vagy sze´lso˝e´rte´keinek meghata´roza´sa. A deriva´ltak kisza´mı´ta´sa´ra
ha´romfe´le mo´dszer alkalmazhato´: numerikus differencia´la´s, szimbolikus
differencia´la´s e´s automatikus differencia´la´s.
A numerikus differencia´la´s mo´dszere (ve´ges) differencia´kkal ko¨zel´ıti
a deriva´lt e´rte´keit. A szimbolikus differencia´la´s a deriva´la´s szaba´lyai
alapja´n explicit meghata´rozza a deriva´lt fu¨ggve´ny alakja´t. Ezeket a meg-
felelo˝ pontokban me´g ki kell e´rte´kelni, hogy megkapjuk a deriva´lt e´rte´ke´t.
Az automatikus differencia´la´s szinte´n a jo´l ismert deriva´la´si szaba´lyokon
alapszik, de felhaszna´lja a te´nyleges numerikus e´rte´keket is. Ez egyes´ıti
a szimbolikus e´s a numerikus mo´dszer elo˝nyeit, mivel a szimbolikus kife-
jeze´sek helyett elegendo˝ sza´mokkal dolgozni, e´s a feldolgoza´s uta´n ro¨gto¨n
megkapjuk a deriva´lt numerikus e´rte´ke´t is. A legfo˝bb elo˝ny, hogy a de-
riva´lando´ fu¨ggve´nynek elegendo˝ egy kisza´mı´ta´si szaba´lya´t ismerni, nem
szu¨kse´ges a deriva´ltak explicit alakja´nak ismerete.
Ebben a fejezetben az automatikus deriva´la´s mo´dszereit terjesztju¨k ki
az intervallum aritmetika haszna´lata´val, hogy a fu¨ggve´ny deriva´ltja´nak
e´rte´ke´t garanta´ltan befoglalo´ intervallumot kapjunk.
Az automatikus differencia´la´s alapveto˝ e´p´ıto˝ko¨ve a megb´ızhato´ nume-
rikus algoritmusoknak, hiszen a legto¨bb intervallum algoritmus sza´ma´ra
szu¨kse´ges a magasabbrendu˝ deriva´lt e´rte´ke´nek befoglala´sa, hogy a nume-
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rikus hiba korla´tja kisza´mı´thato´ legyen.
Megjegyezzu¨k, hogy az automatikus differencia´la´snak le´tezik egy
u´gynevezett visszafele´ halado´ va´ltozata, de itt most erre nem te´ru¨nk ki.
7.1. Elme´leti ha´tte´r
Az automatikus differencia´la´s mo´dszere´ben algoritmussal, vagy for-
mula´val megadott fu¨ggve´nyek deriva´ltjainak e´rte´ke´t sza´mı´tjuk ki diffe-
rencia´l aritmetika seg´ıtse´ge´vel, amelyet a ko¨vetkezo˝kben definia´lunk.
7.1.1. Elso˝rendu˝ deriva´ltak rendezett pa´rokkal
Az egydimenzio´s, elso˝rendu˝ esetben a differencia´l aritmetika e´p´ıto˝ko¨vei
az
U = (u, u′), u, u′ ∈ R
alaku´ rendezett pa´rok. Az U elso˝ komponense tartalmazza u(x)-et, azaz
az u : R → R fu¨ggve´ny e´rte´ke´t az x ∈ R helyen. A ma´sodik komponens
tartalmazza a deriva´lt e´rte´ke´t, azaz u′(x)-et. A ne´gy alapmu˝veletre a
ko¨vetkezo˝ differencia´l aritmetikai szaba´lyok e´rve´nyesek:
U + V = (u, u′) + (v, v′) = (u+ v, u′ + v′)
U − V = (u, u′) + (v, v′) = (u− v, u′ − v′)
U · V = (u, u′) · (v, v′) = (u · v, u · v′ + u′ · v)
U/V = (u, u′)/(v, v′) = (u/v, (u′ − u/v · v′)/v), v 6= 0
A ma´sodik komponens kisza´mı´ta´sa´na´l az anal´ızisbo˝l jo´l ismert de-
riva´la´si szaba´lyokat alkalmaztuk. A za´ro´jeleken belu¨li kifejeze´sekben
valo´s sza´mokon ve´gett mu˝veleteket tala´lunk. A differencia´l aritmetika
kie´rte´kele´se sora´n ba´rmely x fu¨ggetlen va´ltozo´ helye´n az X = (x, 1),
c tetszo˝leges konstans helye´n pedig a C = (c, 0) rendezett pa´r helyet-
tes´ıtheto˝ be, hiszen dx
dx
= 1, illetve dc
dx
= 0.
Legyen x az f : R → R fu¨ggve´ny fu¨ggetlen va´ltozo´ja. Helyettes´ıtsu¨k
az o¨sszes elo˝fordula´sa´t X = (x, 1)-el, e´s az o¨sszes formulabeli c kons-
tanst a megfelelo˝ C = (c, 0) elemmel. Ekkor az f fu¨ggve´ny differencia´l
aritmetikai kie´rte´kele´se megadja a ko¨vetkezo˝
f(X) = f((x, 1)) = (f(x), f ′(x))
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rendezett pa´rt.
Pe´lda: Sza´mı´tsuk ki az f(x) = x · (4+x)/(3−x) fu¨ggve´ny deriva´ltja´nak
e´rte´ke´t az x = 1 pontban!
f(X) = (f, f ′) = (x, 1) · ((4, 0) + (x, 1))/((3, 0)− (x, 1))
= (1, 1) · ((4, 0) + (1, 1))/((3, 0)− (1, 1))
= (1, 1) · (5, 1)/(2,−1)
= (5, 6)/(2,−1)
= (2.5, 4.25)
La´thato´, hogy f(1) = 2.5 e´s f ′(1) = 4.25.
Az s : R → R elemi fu¨ggve´nyek esete´n a deriva´la´s la´nc szaba´lya´nak
megfelelo˝
s(U) = s((u, u′)) = (s(u), u′ · s′(u))
szaba´ly alkalmazhato´ a deriva´lt e´rte´ke´nek kisza´mı´ta´sa´ra.
Pe´lda´ul a szinusz fu¨ggve´ny esete´n:
sin U = sin(u, u′) = (sin u, u′ · cos u).
7.1.2. Ma´sodrendu˝ deriva´ltak rendezett
ha´rmasokkal
A ma´sodrendu˝ differencia´l-aritmetika´ban a ko¨vetkezo˝ sza´m-ha´rmasokat
haszna´ljuk
U = (u, u′, u′′), ahol u, u′, u′′ ∈ R
Itt u, u′, u′′ jelo¨li rendre a fu¨ggve´ny-, az elso˝ deriva´lt- e´s a ma´sodik de-
riva´lt e´rte´ke´t az x ∈ R pontban. Az u(x) = c konstans fu¨ggve´ny helyet-
tes´ıte´se C = (c, 0, 0). Az u(x) = x fu¨ggve´nye´ pedig U = (x, 1, 0). A ne´gy
alapmu˝veletre kora´bban definia´lt differencia´l aritmetikai szaba´lyokat ki-
terjesztju¨k a harmadik komponens sza´mı´ta´sa´hoz U = (u, u′, u′′) e´s
V = (v, v′, v′′) jelo¨le´sek mellett:
W = U + V ⇒ w′′ = u′′ + v′′
W = U − V ⇒ w′′ = u′′ − v′′
W = U · V ⇒ w′′ = u · v′′ + 2 · v′ · u′ + u′′ · v
W = U/V ⇒ w′′ = (u′′ − 2 · w′ · v′ − w · v′′)/v, v 6= 0
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Az elemi s : R→ R fu¨ggve´nyek esete´re a la´nc szaba´ly a ko¨vetkezo˝ke´ppen
mo´dosul, U = (u, u′, u′′) jelo¨le´s mellett:
s(U) = (s(u), s′(u) · u′, s′(u) · u′′ + s′′(u) · (u′)2).
Itt feltesszu¨k, hogy le´teznek s elso˝- e´s ma´sodik deriva´ltjai: s′ : R→ R e´s
az s′′ : R→ R.
A fu¨ggve´nye´rte´kek e´s a deriva´lt e´rte´kek befoglala´sait egy inter-
vallum aritmetika´ra e´p´ıtett differencia´l aritmetika seg´ıtse´ge´vel fogjuk
kisza´mı´tani. Az u, u′, u′′ e´rte´keit helyettes´ıtju¨k a megfelelo˝ interval-
lum e´rte´kekkel, e´s a valo´s aritmetikai e´s fu¨ggve´ny kie´rte´kele´seket helyet-
tes´ıtju¨k a nekik megfelelo˝ intervallum aritmetikai kie´rte´kele´sekkel. I´gy
az f : R→ R fu¨ggve´ny intervallumos differencia´l aritmetikai
f(X) = f(([x], 1, 0)) = ([f ], [f ′], [f ′′])
kie´rte´kele´se´re teljesu¨lnek a ko¨vetkezo˝k:
f([x]) ⊆ [f ], f ′([x]) ⊆ [f ′], f ′′([x]) ⊆ [f ′′].
Pe´lda: Egy nemlinea´ris f : R → R fu¨ggve´ny ze´rushelye´nek New-
ton mo´dszerrel to¨rte´no˝ meghata´roza´sa´hoz szu¨kse´ges f ′ ismerete. Van-
nak olyan mo´dszerek is, amelyek ma´sodrendu˝, vagy magasabbrendu˝ de-
riva´ltakat alkalmaznak. A Halley mo´dszer az elso˝- e´s ma´sodrendu˝ de-
riva´ltakon alapszik. Kiindulva egy x(0) ∈ R elembo˝l, a ko¨vetkezo˝ itera´cio´
alkalmazhato´:
a(k) := − f(x
(k))
f ′(x(k))
(7.1)
b(k) := a(k) · f
′′(x(k))
f ′(x(k))
(7.2)
x(k+1) := x(k) +
a(k)
1 + b
(k)
2
(7.3)
k = 0, 1, 2, . . .
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7.2. Gradiens, Jacobi- e´s Hesse-ma´trix
sza´mı´ta´sa
Az elo˝zo˝ re´szben az egyva´ltozo´s automatikus differencia´la´ssal fog-
lalkoztunk, de sza´mos olyan numerikus mo´dszer is elo˝fordul az al-
kalmaza´sokban, ahol to¨bbdimenzio´s fu¨ggve´nyek deriva´lte´rte´keit kell
kisza´molnunk. Ebben a re´szben kiterjesztju¨k az automatikus diffe-
rencia´la´s eszko¨zeit a to¨bbdimenzio´s esetre. Alkalmazzuk a jo´l ismert de-
riva´la´si szaba´lyokat a gradiens, Jacobi- e´s Hesse-ma´trixok kisza´mı´ta´sa´ra.
Hasonlo´an az egydimenzio´s esethez, itt is elegendo˝ a fu¨ggve´ny kisza´mı´ta´si
algoritmusa´t, vagy formula´ja´t ismerni. Nincs szu¨kse´g explicit formula´kra
a gradiens, Jacobi- e´s Hesse-ma´trixok sza´mı´ta´sa´hoz. Mo´dszert adunk a
gradiens, a Jacobi- e´s a Hesse-ma´trixok garanta´lt befoglala´sa´ra.
7.2.1. Elme´leti ha´tte´r
Legyen f : Rn → R egy skala´re´rte´ku˝, ke´tszer folytonosan differencia´lhato´
fu¨ggve´ny. Egyre´szt az f fu¨ggve´ny gradiense´t szeretne´nk kisza´molni:
∇f(x) =

∂f
∂x1
(x)
∂f
∂x2
(x)
...
∂f
∂xn
(x)

Ma´sre´szt az f fu¨ggve´ny Hesse-ma´trixa´t:
∇2f(x) =

∂2f
∂x21
(x) ∂
2f
∂x1∂x2
(x) . . . ∂
2f
∂x1∂xn
(x)
∂2f
∂x2∂x1
(x) ∂
2f
∂2x2
(x) . . . ∂
2f
∂x2∂xn
(x)
...
...
. . .
...
∂2f
∂xn∂x1
(x) ∂
2f
∂xn∂x2
(x) . . . ∂
2f
∂2xn
(x)

Az egyva´ltozo´s fu¨ggve´nyek esete´re ismertetett elja´ra´sban u´gy ja´rtunk
el, hogy a differencia´lando´ fu¨ggve´nyt egy elemi fu¨ggve´nyekbo˝l e´s aritme-
tikai mu˝veletekbo˝l a´llo´ ve´ges ko´d-lista´ba konverta´ltuk, amelyet azta´n a
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differencia´l aritmetika seg´ıtse´ge´vel e´rtelmeztu¨nk. A to¨bbva´ltozo´s eset-
ben is hasonlo´ se´ma´t ko¨vetu¨nk. Itt csak az elso˝- e´s ma´sodrendu˝ de-
riva´ltak kisza´mı´ta´sa´val foglalkozunk, de a mo´dszerek a´ltala´nos´ıthato´ak
magasabbrendu˝ deriva´ltak kisza´mı´ta´sa´hoz is.
A Gradiens /Hesse aritmetika alap e´p´ıto˝ko¨ve a ko¨vetkezo˝ rendezett
ha´rmas:
U = (uf , ug, uh), ahol uf ∈ R, ug ∈ Rn, uh ∈ Rn×n
ahol az uf skala´r jelo¨li a ke´tszer differencia´lhato´ u : Rn → R fu¨ggve´ny
u(x) e´rte´ke´t az x ∈ Rn pontban. Hasonlo´an ug, illetve uh jelo¨li a ∇u(x)
gradienst e´s a ∇2u(x) Hesse-ma´trixot a megadott x pontban. A kons-
tans u(x) = c fu¨ggve´ny esete´n a behelyettes´ıtendo˝ rendezett ha´rmas az
U = (uf , ug, uh) = (c, 0, 0). Az u(x) = xk, (k ∈ {1, 2, . . . , n}) fu¨ggve´nyek
esete´n a behelyettes´ıte´s pedig U = (uf , ug, uh) = (xk, ek, 0), ahol ek ∈ Rn
a k.-ik egyse´gvektor. A 0 jelo¨li a nullvektort e´s a nullma´trixot a megfe-
lelo˝ dimenzio´kban. A to¨bbdimenzio´s differencia´l aritmetika kisza´mı´ta´si
szaba´lyai a ko¨vetkezo˝ek:
W = U + V ⇒

wf = uf + vf
wg = ug + vg
wh = uh + vh
W = U − V ⇒

wf = uf − vf
wg = ug − vg
wh = uh − vh
W = U · V ⇒

wf = uf · vf
wg = uf · vg + vf · ug
wh = vf · uh + ug · vTg + vg · uTg + uf · vh
W = U/V ⇒

wf = uf/vf
wg = (ug − wf · vg)/vf
wh = (uh − wg · vTg − vg · wTg − wf · vh)/vf
ahol la´thato´, hogy a ma´sodik e´s harmadik komponensben a to¨bb-
dimenzio´s deriva´la´si szaba´lyokat alkalmaztuk. Fel kell ezen k´ıvu¨l me´g
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tennu¨k, hogy az oszta´s esete´n vf 6= 0. A wf , wg, wh va´ltozo´kon csak valo´s
sza´mokon, vektorokon e´s ma´trixokon ve´gzett alapmu˝veleteket hajtunk
ve´gre.
Kiindulunk az f : Rn → R fu¨ggve´nybo˝l, e´s annak o¨sszes fu¨ggetlen xi
va´ltozo´ja´t helyettes´ıtju¨k az Xi = (xi, ei, 0) e´rte´kkel, o¨sszes ck konstansa´t
pedig a megfelelo˝ (ck, 0, 0) e´rte´kkel. Ekkor kisza´mı´thato´ az f differencia´l
aritmetikai kie´rte´kele´se:
f(X) = f

X1
X2
...
Xn
 = f

(x1, e
(1), 0)
(x2, e
(2), 0)
...
(xn, e
(n), 0)
 = (f(x),∇f(x),∇2f(x))
Pe´lda: Sza´mı´tsuk ki az f(x) = x1·(4+x2) fu¨ggve´ny e´rte´ke´t a gradiens
e´s a Hesse-ma´trixszal egyu¨tt az x = (1, 2)T pontban! A differencia´l
aritmetikai sza´mı´ta´sok alapja´n kapjuk, hogy:
f(X) = (ff , fg, fh)
=
(
x1,
(
1
0
)
,
(
0 0
0 0
))
·
(
(4, 0, 0) +
(
x2,
(
1
0
)
,
(
0 0
0 0
)))
=
(
1,
(
1
0
)
,
(
0 0
0 0
))
·
(
(4, 0, 0) +
(
2,
(
1
0
)
,
(
0 0
0 0
)))
=
(
1,
(
1
0
)
,
(
0 0
0 0
))
·
(
6,
(
1
0
)
,
(
0 0
0 0
))
=
(
6,
(
6
1
)
,
(
0 1
1 0
))
Ebbo˝l ko¨vetkezo˝en f(x) = 6, ∇f(x) =
(
6
1
)
, e´s∇2f(x) =
(
0 1
1 0
)
az x =
(
1
2
)
e´rte´kre.
Az elemi s : R→ R fu¨ggve´ny e´s U = (uf , ug, uh) esete´n
W = s(U)⇒

wf = s(uf)
wg = s
′(uf) · ug
wh = s
′′(uf) · ug · uTg + s′(uf) · uh
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Itt feltesszu¨k, hogy le´tezik s elso˝ deriva´ltja s′ : R → R, e´s ma´sodik
deriva´ltja s′′ : R→ R.
7.2.2. Intervallum aritmetika alapu´ differencia´l arit-
metika
Az eddig bemutatott szaba´lyok a pontos e´rte´keket tartalmazta´k. Most
bevezetju¨k az intervallum alapu´ differencia´l-aritmetika´t a fu¨ggve´ny gra-
diense´nek, e´s Hesse-ma´trixa´nak kisza´mı´ta´sa´hoz. Az uf , ug e´s uh kompo-
nenseket intervallumokra csere´lju¨k, a differencia´laritmetika´ban szereplo˝
alapmu˝veleteket pedig az intervallumos megfelelo˝ju¨kre csere´lju¨k. Ennek
eredme´nyeke´pp az f : Rn → R fu¨ggve´ny egy adott x ∈ IRn argumen-
tummal to¨rte´no˝ intervallumos differencia´l aritmetikai kie´rte´kele´se uta´n
f(X) = ([ff ], [fg], [fh])
rendelkezni fog a ko¨vetkezo˝ tulajdonsa´gokkal:
f(x) ⊂ [ff ], ∇f(x) ⊂ [fg],∇2f(x) ⊂ [fh]
Legyen f : Rn → Rn egy vektore´rte´ku˝, differencia´lhato´ fu¨ggve´ny, e´s
sza´mı´tsuk ki a Jacobi ma´trixot:
Jf(x) =

δf1
δx1
(x) δf1
δx2
(x) . . . δf1
δxn
(x)
δf2
δx1
(x) δf2
δx2
(x) . . . δf2
δxn
(x)
...
...
...
...
δfn
δx1
(x) δfn
δx2
(x) . . . δfn
δxn
(x)
 .
Ezt megtehetju¨k u´gy, hogy a gradiens differencia´l-aritmetika´t alkal-
mazzuk az intervallum aritmetikai mu˝veletek seg´ıtse´ge´vel minden fi,
i = 1, 2, . . . , n fu¨ggve´nykomponensre. Ebben az esetben nem szu¨kse´ges a
Hesse komponensek kisza´mı´ta´sa a differencia´l aritmetikai szaba´lyokban.
7.2.3. Algoritmikus le´ıra´s
Ebben a szekcio´ban bemutatjuk az elemi opera´torok (+,−, ·, /) e´s az
elemi fu¨ggve´nyek (s ∈ { sqr, sqrt, power, exp, ln, sin, cos, tan, cot,
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arcsin, arccos, arctan, arccot, sinh, cosh, tanh, coth, arsinh, arcosh,
artanh, arcoth }) intervallum aritmetika alapu´ differencia´l aritmetikai
szaba´lyaihoz tartozo´ algoritmikus le´pe´seket, amelyekkel egy f : Rn → R
ke´tszer folytonosan differencia´lhato´ fu¨ggve´ny gradiense´nek, e´s Hesse-
ma´trixa´nak befoglala´sa kisza´mı´thato´. Legyen U := ([uf ],ug,Uh), [uf ] ∈
IR, ug ∈ IRn, e´s Uh ∈ IRn×n. Definia´ljuk a ko¨vetkezo˝ intervallum-
ma´trix oszta´lyt:
IRnˆ×nˆ :=
{
A ∈ IR(n+1)×(n+1)|A = ([a]ij)i,j∈[0,...,n]
}
(7.4)
Tegyu¨k meg a ko¨vetkezo˝ megfeleltete´seket U e´s egy [U ] ∈ IRnˆ×nˆ ma´trix
ko¨zo¨tt:
[uf ] = [u]00, (7.5)
ug = ([u]01, [u]02, . . . , [u]0n)
T , (7.6)
Uh =

[u]11 [u]12 . . . [u]1n
[u]21 [u]22 . . . [u]2n
...
...
...
...
[u]n1 [u]n2 . . . [u]nn
 . (7.7)
Ez a jelo¨le´s megadja [U ] ∈ IRnˆ×nˆ particiona´la´sa´t a ko¨vetkezo˝ alakban:
[U ] =
(
[uf ] ug
T
Uh
)
. (7.8)
A Hesse-ma´trix szimmetria´ja miatt elegendo˝ az i = 0, . . . , n e´s a
j = 1, . . . , i indexu˝ [u]ij komponenseket kisza´mı´tani.
7.1. Algoritmus. +([U ], [V ]) opera´tor
1. [w]00 := [u]00 + [v]00; { fu¨ggve´nye´rte´k }
2. for i := 1 to n do
(a) [w]0i := [u]0i + [v]0i; { gradiens komponensek }
(b) for j := 1 to i do
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[w]ij := [u]ij + [v]ij;
3. return [W ];
7.2. Algoritmus. −([U ], [V ]) opera´tor
1. [w]00 := [u]00 − [v]00; { fu¨ggve´nye´rte´k }
2. for i := 1 to n do
(a) [w]0i := [u]0i − [v]0i; { gradiens komponensek }
(b) for j := 1 to i do
[w]ij := [u]ij − [v]ij;
3. return [W ];
7.3. Algoritmus. ·([U ], [V ]) opera´tor
1. [w]00 := [u]00 · [v]00; { fu¨ggve´nye´rte´k }
2. for i := 1 to n do
(a) [w]0i := [v]00 · [u]0i + [u]00 · [v]0i; { gradiens komponensek }
(b) for j := 1 to i do
[w]ij := [v]00 · [u]ij + [u]0i · [v]0j + [v]0i · [u]0j + [u]00 · [v]ij;
3. return [W ];
Az oszta´s implementa´la´sakor nem vesszu¨k figyelembe a 0 ∈ [v]00 ese-
tet, mivel nincs e´rtelme folytatni a sza´mı´ta´sokat, ha ez az eset felmeru¨l.
7.4. Algoritmus. /([U ], [V ]) opera´tor
1. [w]00 := [u]00/[v]00;
2. for i := 1 to n do
a) [w]0i := ([u]0i − [w]00 · [v]0i)/[v]00;
for j := 1 to i do
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[w]ij := ([u]ij − [w]0i · [v]0j − [v]0i · [w]0j − [w]00 · [v]ij)/[v]00;
3. return [W ];
A ko¨vetkezo˝ algoritmus az elemi fu¨ggve´nyekkel to¨rte´no˝ kompoz´ıcio´
deriva´ltja´t sza´mı´tja ki. A nulla´val valo´ oszta´s esete´hez hasonlo´an ja´runk
el itt is abban az esetben, ha a kompona´lando´ elemi fu¨ggve´ny e´rtelmeze´si
tartoma´nya szu˝kebb, mint a megadott [u]00 intervallum. A hibake-
zele´snek ilyenkor az algoritmus elso˝ ke´t pontja´ban felle´po˝ hiba´kat kell
lekezelnie.
7.5. Algoritmus. s([U ])
1. [w]00 := s([u]00)
2. [h1] := s
′([u]00); [h2] := s
′′([u]00);
3. for i := 1 to n do
(a) [w]0i := [h1] · [u]0i;
(b) for j := 1 to i do
[w]ij := [h2] · [u]0i · [u]0j + [h1] · [u]ij;
4. return s := [W ];
8. fejezet
Valo´s egyva´ltozo´s fu¨ggve´ny
ze´rushelye´nek befoglala´sa
Ebben a fejezetben elja´ra´sokat vizsga´lunk, amelyek alkalmasak egy valo´s
fu¨ggve´ny ze´rushelyeinek befoglala´sa´ra. Az elja´ra´sok leheto˝ve´ teszik, hogy
tala´ljunk egy intervallum-halmazt, a leheto˝ legkisebb sze´lesse´ggel, amely-
nek minden eleme tartalmazza az f fu¨ggve´ny egy, vagy to¨bb ze´rushelye´t
kiindulva egy adott [x(0)] ∈ IR intervallumbo´l. Az elja´ra´sokhoz szu¨kse´ges
felte´telek igen bo˝ fu¨ggve´nyoszta´lyra teljesu¨lnek. Ma´sre´szro˝l, gyo¨ko¨ket
tartalmazo´ intervallumokat kapunk, ha az elja´ra´st sza´mı´to´ge´ppel hajtjuk
ve´gre, ahol a hagyoma´nyos intervallum aritmetika helyett az 1.4. fejezet-
ben bemutatott ge´pi intervallum aritmetika´t haszna´ljuk.
Egyszeru˝ megvalo´s´ıta´sa´t adja´k ezeknek az elja´ra´soknak az
u´gynevezett feloszta´si algoritmusok (subdivision methods). Ezek
az intervallumos megfelelo˝i a bina´ris kerese´snek e´s egye´b kerese´si algorit-
musoknak. Egy ro¨vid magyara´zatot adunk ezekhez az algoritmusokhoz.
Ehhez csak az f fu¨ggve´ny egy intervallumkie´rte´kele´se´re van szu¨kse´g az
[x(0)] intervallumban (la´sd 1.3. fejezet). Hogy pontos´ıtsuk a gyo¨ko¨ket
tartalmazo´ intervallumokat, felosztjuk [x(0)]-t az
m([x(0)]) =
1
2
(x(0) + x(0))
ponttal egy [u(0)] e´s egy [v(0)] intervallumra, melyekre
[u(0)] = [x(0), m([x(0)])], e´s [v(0)] = [m([x(0)]), x(0)].
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Vila´gos, hogy
[x(0)] = [x(0), m([x(0)])] ∪ [m([x(0)]), x(0)] = [u(0)] ∪ [v(0)].
Ha 0 ∈ f[]([u(0)]), akkor lehetse´ges, hogy az f egy gyo¨ke´t az [u(0)] tar-
talmazza e´s eze´rt az elja´ra´st megisme´telju¨k [u(0)]-ra. Ha 0 ∈ f[]([v(0)]), ak-
kor hasonlo´an megisme´telju¨k az elja´ra´st a [v(0)] intervallumra. Ma´sre´szro˝l
viszont ha azt kapjuk, hogy 0 /∈ f[]([u(0)]) vagy 0 /∈ f[]([v(0)]), ak-
kor a megfelelo˝ intervallumot elhagyhatjuk, mivel a befoglala´si tulaj-
donsa´g miatt nem tartalmazhatja f egyik gyo¨ke´t sem. Ez az interval-
lum teha´t elhagyhato´ a tova´bbi sza´mı´ta´sokbo´l. Ez az itera´cio´ az [x(0)]
re´szintervallumainak egy olyan sorozata´t genera´lja, amely tartalmazhatja
f egy gyo¨ke´t. Ezen intervallumok sze´lesse´ge tart 0-hoz, mivel a sze´lesse´g
minden le´pe´sben felezo˝dik. Ezek a le´pe´sro˝l le´pe´sre sza´molt intervallumok
szu¨kse´gszeru˝en konverga´lnak f [x(0)]-beli gyo¨keihez, ha (1.40) igaz.
Hogy megakada´lyozzuk a vizsga´lando´ intervallumok sza´ma´nak tu´l
nagyra no¨ve´se´t, vezessu¨k be a ko¨vetkezo˝ mo´dos´ıta´st. Minden le´pe´sben
a keletkezo˝ ke´t re´szintervallum ko¨zu¨l csak a jobb (vagy csak a bal)
oldali intervallumot vizsga´ljuk. Ha valamelyik le´pe´sben azt kapjuk,
hogy 0 /∈ f([y]) a vizsga´lt fe´lintervallumra ([y]), akkor az elja´ra´st
u´jraind´ıtjuk az [x(0), y] ⊂ [x(0)] (illetve [y, x(0)] ⊂ [x(0)]) intervallumra.
Ezzel a mo´dszerrel meghata´rozhatjuk az egyes gyo¨ko¨ket jobbro´l balra
(illetve balro´l jobbra) haladva sorban. I´gy elkeru¨lhetju¨k a nagy sza´mu´
vizsga´lando´ intervallum elta´rola´sa´nak proble´ma´ja´t.
8.1. Newton-szeru˝ elja´ra´s
Ebben e´s a ko¨vetkezo˝ szakaszban a Newton-mo´dszer intervallumos meg-
felelo˝it vizsga´ljuk. Eze´rt tekintsu¨nk egy folytonos f fu¨ggve´nyt, amelynek
az adott [x(0)] = [x(0), x(0)] intervallumban van ze´rushelye, azaz
f(ξ) = 0
valamely ξ ∈ [x(0)]-ra. Legyen
f(x(0)) < 0 e´s f(x(0)) > 0 (8.1)
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az [x(0)] ve´gpontjaiban. Tova´bba´ legyenek m e´s m az osztott differencia´k
korla´tai, azaz
0 < m ≤ f(x)− f(ξ)
x− ξ =
f(x)
x− ξ ≤ m <∞, ξ 6= x ∈ [x
(0)]. (8.2)
Ezek a hata´rok egy [m] = [m,m] ∈ IR intervallumot hata´roznak meg.
(Hasonlo´ e´rtelmeze´s ı´rhato´ fel f(x(0)) > 0 e´s f(x(0)) < 0 esete´n is.) A
fenti felte´telek mellett nyilva´nvalo´, hogy f -nek [x(0)]-ban nincs ma´sik
gyo¨ke.
Az [x(0)] ∋ ξ kiindula´si intervallumbo´l indulva sza´moljuk az u´j
[x(k)], k ≥ 1 intervallumokat, isme´tlo˝do˝en a ko¨vetkezo˝ elja´ra´snak megfe-
lelo˝en:
[x(k+1)] =
{
m([x(k)])− f(m([x
(k)]))
[m]
}
∩ [x(k)], k ≥ 0, (8.3)
ahol m([x(k)]) ∈ [x(k)].
A´ltala´ban m([x(k)]) ∈ [x(k)] va´laszta´sa tetszo˝leges, viszont tipikusan az
intervallum ko¨ze´ppontja´ra esik va´laszta´sunk, melyet kora´bban szinte´n
ı´gy jelo¨ltu¨nk.
A 8.1 a´bra tiszta´zza az itera´cio´ elso˝ le´pe´se´t.
8.1. a´bra.
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A (8.3) itera´cio´ intervallum mu˝veletek ne´lku¨l is fel´ırhato´:
x(k+1) =
{
max
{
x(k), m([x(k)])− f(m([x(k)]))
m
}
ha f(m([x(k)])) ≥ 0
m([x(k)])− f(m([x(k)]))
m
ha f(m([x(k)])) ≤ 0
x(k+1) =
{
m([x(k)])− f(m([x(k)]))
m
ha f(m([x(k)])) ≥ 0
min
{
x(k), m([x(k)])− f(m([x(k)]))
m
}
ha f(m([x(k)])) ≤ 0.
(8.3’)
Mind a (8.3), mind pedig a (8.3’) formula´ban haszna´lt
m : IR ∋ [x] 7→ m([x]) ∈ R
helyettes´ıte´s maga´ban foglal egy kiva´laszta´si elja´ra´st melynek sora´n
kiva´lasztunk egy intervallumbo´l egy valo´s m sza´mot. Gyakran haszna´lt
va´laszta´s a ko¨ze´ppont:
m([x]) =
1
2
(x+ x) (8.4)
O¨sszegyu˝jtju¨k az itera´cio´ sora´n genera´lt {[x(k)]}∞k=0 sorozat legfontosabb
tulajdonsa´gait.
8.1. Te´tel. Legyen f egy folytonos fu¨ggve´ny e´s ξ pedig f egy gyo¨ke az
[x(0)] intervallumban. (8.1) e´s (8.2) teljesu¨ljo¨n az [m] = [m,m], m > 0
intervallum esete´n. Ekkor a (8.3) alapja´n sza´molt {[x(k)]}∞k=0 sorozat az
ala´bbi tulajdonsa´gokkal rendelkezik:
ξ ∈ [x(k)], k ≥ 0, (8.5)
[x(0)] ⊃ [x(1)] ⊃ [x(2)] ⊃ · · · , ahol lim
k→∞
[x(k)] = ξ, (8.6)
vagy a sorozat ve´ges sok le´pe´sben lecseng e´s mega´ll a [ξ, ξ] pontban.
Tova´bba´ az intervallumok hossza´ro´l elmondhato´, hogy
d([x(k+1)]) ≤
(
1− m
m
)
d([x(k)]). (8.7)
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Bizony´ıta´s: (8.5) bizony´ıta´sa:
(8.2)-bo˝l e´s az 1.6 ko¨vetkezme´nybo˝l kapjuk, hogy
ξ = m([x(0)])− f(m([x
(0)]))
f(m([x(0)]))
m([x(0)])−ξ
∈
∈
{
m([x(0)])− f(m([x
(0)]))
[m]
}
∩ [x(0)] = [x(1)].
k > 1 esete´n a bizony´ıta´s teljes indukcio´val to¨rte´nik.
(8.6) e´s (8.7) bizony´ıta´sa:
Tegyu¨k fel, hogy f(m([x(k)])) > 0. Ha most
f(m([x(k)])) ≥ (m([x(k)])− x(k))m
teljesu¨l, akkor (8.3’)-t felhaszna´lva kapjuk, hogy
d([x(k+1)]) = x(k+1) − x(k+1) = m([x(k)])− f(m([x
(k)]))
m
− x(k) ≤
≤ (m(x(k))− x(k))− (m([x
(k)])− x(k))m
m
=
= (m([x(k)])− x(k))(1−m/m) ≤ d([x(k)])(1−m/m).
Ha most f(m([x(k)])) ≤ (m([x(k)]) − x(k))m, akkor (8.3’)-t felhaszna´lva
kapjuk, hogy
d([x(k+1)]) = x(k+1) − x(k+1) =
= m([x(k)])− f(m([x
(k)]))
m
−m([x(k)]) + f(m([x
(k)]))
m
=
= f(m([x(k)]))
(
1
m
+
1
m
)
=
f(m([x(k)]))
m
(1−m/m) ≤
≤ (m([x(k)])− x(k))(1−m/m) ≤
≤ d([x(k)])(1−m/m).
Az f(m([x(k)])) < 0 eset hasonlo´ mo´don bizony´ıthato´.
Ha azonban f(m([x(k)])) = 0, akkor m([x(k)]) = ξ e´s eze´rt
d([x(k+1)]) = 0 e´s [x(k+i)] = ξ, i ≥ 1. Ez bizony´ıtja (8.7)-t. Mivel
m ≤ m kapjuk, hogy
d([x(k+1)]) ≤ γk+1d([x(0)]) 0 ≤ γ = (1−m/m) < 1,
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ı´gy
lim
k→∞
d([x(k+1)]) = 0.
Mivel (8.5) miatt ξ ∈ [x(k)], k ≥ 0, eze´rt limk→∞[x(k)] = ξ, kive´ve, ha
[x(k0+i)] = ξ, i ≥ 1 ma´r teljesu¨l valamely k0-ra. A (8.6) tulajdonsa´g
a (8.3) elja´ra´s ko¨zvetlen ko¨vetkezme´nye. 
Teha´t a 8.1. te´tel garanta´lja, hogy a megadott felte´telek mellett az
[x(k)], k ≥ 0 itera´cio´ az f fu¨ggve´ny ξ gyo¨ke´hez konverga´ljon. Ekkor min-
den, az itera´cio´ban szereplo˝ intervallum tartalmazza a k´ıva´nt gyo¨ko¨t.
Ma´sre´szt viszont, ha a (8.3) elja´ra´st egy olyan [x(0)] intervallumra alkal-
mazzuk, amelyre ξ /∈ [x(0)], akkor van olyan k0 index, amelyre a (8.3)-ban
fel´ırt metszet u¨res. Ugyanis (8.7) felhaszna´la´sa´val ellentmonda´sra jutunk
kiindulva abbo´l a felte´telbo˝l, hogy a metszet nem u¨res.
A (8.3) itera´cio´ ke´t mo´dos´ıta´sa´t vizsga´ljuk, melyek az m pont
va´laszta´sa´bo´l sza´rmaznak. Elo˝szo¨r m va´laszta´sa´t ro¨gz´ıtju¨k, ı´gy a ko¨vet-
kezo˝ho¨z jutunk:
8.2. Ko¨vetkezme´ny. Legyenek a felte´telek e´s a jelo¨le´sek azonosak a 8.1.
te´tel felte´teleivel illetve jelo¨le´seivel. Kiege´sz´ıte´ske´nt va´lasszuk minden
le´pe´sben az intervallum ko¨ze´ppontja´t
m([x(k)]) =
1
2
(x(k) + x(k)), k ≥ 0.
Ekkor a
d([x(k+1)]) ≤ 1
2
(1−m/m)d([x(k)]), (8.8)
egyenlo˝tlense´g igaz az {[x(k)]}∞k=0 itera´cio´s sorozatra, amely a (8.7) becsle´s
jav´ıta´sa.
Bizony´ıta´s: A 8.1. te´tel (8.7) a´ll´ıta´sa´nak bizony´ıta´sa´ban m([x(k)])
va´laszta´sa´bo´l
m([x(k)])− x(k) = 1
2
d([x(k)])
ado´dik, amibo˝l (8.8) kaphato´. 
Teha´t ha a ko¨ze´ppontot va´lasztjuk m([x(k)])-nak, akkor garanta´lt,
hogy a tartalmazo´ intervallum sze´lesse´ge minden le´pe´sben legala´bb fe-
lezo˝dik.
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Ma´s leheto˝se´geket is vizsga´ltak m([x(k)]) va´laszta´sa´ra, pe´lda´ul
m([x(k)]) = m([x(k−1)])− f(m([x(k−1)]))/m0, ahol m0 ∈ [m],
illetve
m([x(k)]) ∈ {x(k), x(k)}, ha m([x(k)]) /∈ [x(k)], k ≥ 0.
Az, hogy az [m] intervallum hata´rai az osztott differencia´k korla´tjai (la´sd
(8.2)), mind a 8.1. te´telhez, mind a 8.2. ko¨vetkezme´nyhez fontosak. Ha az
f folytonosan differencia´lhato´, e´s f ′(x) 6= 0, x ∈ [x(0)], akkor va´laszthato´
[m] =
[
inf
y∈[x(0)]
f ′(y), sup
y∈[x(0)]
f ′(y)
]
,
felhaszna´lva a ko¨ze´pe´rte´k te´telt. A´ltala´ban ez az egyetlen lehetse´ges
becsle´s olyan halmazra amely, tartalmazza ezt az intervallumot. Becsle´st
pe´lda´ul az f ′ intervallum kie´rte´kele´se´n keresztu¨l nyerhetu¨nk, vagyis
[m] = f ′([x(0)]).
Azm > 0 felte´tel biztos´ıthato´, ha az infy∈[x(0)] f
′(y)-nak egy also´ becsle´se´t
vesszu¨k.
8.2. Optima´lis elja´ra´s meghata´roza´sa
Az elo˝zo˝ szakaszban tekintett (8.3) itera´cio´na´l egy bizonyos me´rte´ku˝
szabadsa´ggal rendelkezu¨nk m([x(k)]) ∈ [x(k)] va´laszta´sa´ban. Atto´l
fu¨ggo˝en, hogy [x(k)] melyik eleme´t va´lasztjuk m([x(k)])-nak ma´s e´s ma´s
{[x(k)]}∞k=0 tartalmazo´ intervallum sorozatot kapunk. Ezek a soroza-
tok a´ltala´ban nem hasonl´ıthato´k o¨ssze elemro˝l elemre tartalmaza´s tekin-
tete´ben. Nyilva´nvalo´ ce´l teha´t, az elja´ra´s sza´ma´ra olyan m([x(k)]) ∈ [x(k)]
va´laszta´sa, amely olyan {[x(k)]}∞k=0 sorozatot genera´l, melyben az egyes
elemek sze´lesse´ge a leheto˝ legkisebb. Szeretne´nk ezt vila´gosabban de-
finia´lni, eze´rt jelo¨lju¨k φ[x]-szel azon f fu¨ggve´nyek oszta´lya´t, melyekre
teljesu¨lnek a ko¨vetkezo˝k:
1. f(x) < 0 e´s f(x) > 0.
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2. Az [m] = [m,m] intervallumra, amelyre m > 0 teljesu¨l, igaz hogy
m ≤ f(x)− f(y)
x− y ≤ m, ha x 6= y, x, y ∈ [x].
Nyilva´nvalo´, hogy minden f ∈ φ[x] fu¨ggve´nynek egy e´s csak egy ξ
gyo¨ke van az [x] intervallumban. Minden felte´tel teljesu¨l, amely a (8.3)
itera´cio´hoz szu¨kse´ges, e´s a 8.1. te´tel o¨sszes a´ll´ıta´sa igaz.
Hogy meghata´rozzuk az alkalmas m([x(k)]) ∈ [x(k)] elemet egy
le´pegeto˝s mo´dszert (stepwise manner) haszna´lunk. Jelo¨lju¨k a (8.3)
itera´cio´hoz tartozo´ sorozatot {[x(k)]}∞k=0-val. Az itera´cio´ [x(k+1)] u´j
le´pe´se´nek kisza´mı´ta´sa´hoz szu¨kse´gu¨nk van az m([x(k)]) e´s az f(m([x(k)]))
mennyise´gekre. Ha m([x(k)]) = x ∈ [x(k)]-t ro¨gz´ıtju¨k, akkor [x(k+1)]
csak f(m([x(k)]))-to´l fu¨gg. Ez a fu¨ggve´nye´rte´k ba´rhogy va´ltozhat, de
csak bizonyos y(k) e´s y(k) korla´tok ko¨zo¨tt, mivel f ∈ φ[x] e´s mivel
f(m([x(i)])), 0 ≤ i ≤ k ro¨gz´ıtett. Ez leheto˝ve´ teszi, hogy meg-
hata´rozhassuk a leheto˝ legnagyobb sze´lesse´get
max{d([x(k+1)]) | m([x(k)]) = x, y(k) ≤ f(m([x(k)])) ≤ y(k)}.
Ez a leheto˝ legrosszabb eset, amely f ∈ φ[x] fu¨ggve´ny mellett to¨rte´nhet.
Most meghata´rozzuk azt az x˜ = m([x(k)]) ∈ [x(k)] amely esete´n a
legnagyobb sze´lesse´g minima´lis. Vagyis kisza´mı´tva
min
x∈[x(k)]
max{d([x(k+1)]) | m([x(k)]) = x, y(k) ≤ f(m([x(k)])) ≤ y(k)}.
e´rte´ket e´s a megfelelo˝ x˜ e´rte´ket m([x(k)])-nak va´lasztjuk. Az m([x(k)])
meghata´roza´sa teha´t a legrosszabb eset minimaliza´la´sa´val to¨rte´nik.
Megadjuk a fenti elja´ra´s re´szletes le´ıra´sa´t. Az a´ltala´nossa´g meg-
szor´ıta´sa ne´lku¨l tekintsu¨k azt az esetet, amikor f(m([x(k)])) > 0. A
8.2 a´bra´n a besat´ırozott teru¨let mutatja az f(m([x(k)])) fu¨ggve´nye´rte´kek
lehetse´ges tartoma´nya´t, ha f ∈ φ[x] e´s f(m([x(k−1)])) > 0 felte´telek tel-
jesu¨lnek.
d([x(k+1)]) lehetse´ges e´rte´keit fel´ırjuk, ha m([x(k)]) = x ∈ [x(k)] meg-
hata´rozott. Legyen elo˝szo¨r f(m([x(k)])) ≥ 0. Az o¨sszes
0 ≤ f(x) ≤ (x− x(k))m,
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8.2. a´bra.
e´rte´kre (8.3’) alapja´n kapjuk, hogy
d([x(k+1)]) = x− f(x)
m
− x+ f(x)
m
= f(x)
(
1
m
− 1
m
)
.
Hasonlo´an az o¨sszes
(x− x(k))m ≤ f(x) ≤ y(k),
e´rte´kre
d([x(k+1)]) = x− f(x)/m− x(k).
Jegyezzu¨k meg, hogy mivel
x(k) = max
{
x(k−1), m([x(k−1)])− f(m([x
(k−1)]))
m
}
,
ı´gy mindig igaz, hogy y(k) ≥ (x− x(k))m.
Az elso˝ esetben d([x(k+1)]) egy monoton no¨vo˝, a ma´sodik esetben egy
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monoton cso¨kkeno˝ fu¨ggve´nye f(x)-nek. f(x) = (x − x(k))m esete´n a
maximum
δ+(x) = (x− xk)(1−m/m).
A fennmarado´ f(m([x(k)])) ≤ 0 eseteket hasonlo´an kezelve adhato´ meg
d([x(k+1)]) maximuma,
δ−(x) = (xk − x)(1−m/m).
A 8.2 a´bra megmutatja a ke´t leheto˝se´get [x(k+1)] kie´rte´kele´se´re, amelyek
a δ+(x) (illetve δ−(x)) maxima´lis sze´lesse´gekhez vezetnek.
Figyelju¨k meg, hogy δ+(x) e´s δ−(x) linea´ris fu¨ggve´nyek.
Most meghata´rozzuk a minimumot:
min
x∈[x(k)]
max{δ+(x), δ−(x)}.
A δ+(x) e´s a δ−(x) kifejeze´s teljes´ıti a
δ+
(
1
2
(x(k) + x(k))− t
)
= δ−
(
1
2
(x(k) + x(k)) + t
)
ko¨vetelme´nyt, ha |t| ≤ 1
2
(x(k) − x(k)). A minimum teha´t az
x˜ =
1
2
(x(k) + x(k)).
pontban van e´s e´rte´ke
d([x(k+1)]) =
1
2
d([x(k)])(1−m/m),
Vessu¨k o¨ssze ezt az eredme´nyt a 8.2 ko¨vetkezme´nnyel.
Szeretne´nk az [x(k+1)] kisza´mı´ta´sa´na´l haszna´lt optimaliza´cio´ alapelve´t
kiterjeszteni m([xi]), 0 ≤ i ≤ k e´rte´ke´nek meghata´roza´sa´ra. Ugyanolyan
mo´don pro´ba´ljuk meghata´rozni m([x(0)]) = x(0), . . . , m([x(k)]) = x(k)
e´rte´keket, ahogy a
min
x(0)∈[x(0)]
max
y(0)≤f(x(0))≤y(0)
. . . min
x(k)∈[x(k)]
max
y(k)≤f(x(k))≤y(k)
d([x(k+1)])
138 8. Valo´s egyva´ltozo´s fu¨ggve´ny ze´rushelye´nek befoglala´sa
e´rte´ket kaptuk. Ez ko¨nnyen elo˝a´ll´ıthato´, mivel d([x(k+1)]) optima´lis
e´rte´ke ro¨gz´ıtettm([x(k−1)]) esete´n ara´nyos d([x(k)])-val. Az f(m([x(k−1)]))
fu¨ggve´nye´rte´kek megengedett tartoma´nya kiza´ro´lag f(m([x(k−2)])) fel-
haszna´la´sa´val meghata´rozhato´. Eze´rt a fenti gondolatmenet ve´gigviheto˝
m([x(k−1)])-re, ahogy m([x(k)])-ra, kapjuk az
m([x(k−1)]) =
1
2
(x(k−1) + x(k−1)).
optima´lis e´rte´ket. Hasonlo´an kapjuk az
m([x(i)]), i = k − 2, k − 3, . . . , 0
e´rte´keket a jelo¨lt sorrendben.
8.3. Te´tel. Alkalmazzuk a (8.3) itera´cio´t f ∈ φ[x] fu¨ggve´nyekre. Ha az
m([x(k)]) =
1
2
(x(k) + x(k)), 0 ≤ k ≤ i, i ≥ 0,
szaba´lyt haszna´ljuk, akkor a d([x(i+1)]) maxima´lis sze´lesse´g f ∈ φ[x]
fu¨ggve´nyekre kisebb, mint ba´rmely ma´s m([x(k)]) va´laszta´s mellett. Ha
f ∈ φ[x], akkor
d([x(i+1)]) ≤ 1
2i+1
(1−m/m)i+1d([x(0)]).
Tova´bba´ le´tezik egy g ∈ φ[x] fu¨ggve´ny, amelyre a fenti rela´cio´ban az
egyenlo˝se´g a´ll fent.
A fent ta´rgyaltak sora´n bizony´ıtottuk ezt a te´telt. Ami a le´teze´st illeti, ki-
hangsu´lyozna´nk, hogy a g ∈ φ[x] fu¨ggve´ny va´laszthato´ egy szakaszonke´nt
linea´ris fu¨ggve´nynek az (m([x(k)]), f(m([x(k)]))), 0 ≤ k ≤ i pontokon a´t.
8.3. Ne´gyzetesen konverga´lo´ elja´ra´sok
Ahhoz, hogy a (8.3) elja´ra´st haszna´ljuk szu¨kse´gu¨nk van az f osztott-
differencia´inak ro¨gz´ıtett m illetve m korla´tja´ra. Ez az elja´ra´s megfelel
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az egyszeru˝s´ıtett Newton-itera´cio´ egy intervallumos verzio´ja´nak. Ha fel-
tesszu¨k, hogy az f folytonosan differencia´lhato´ e´s az f ′ deriva´ltnak le´tezik
f ′([x]) intervallumkie´rte´kele´se (la´sd: 1.3. fejezet), akkor definia´lhatjuk
a szoka´sos Newton-itera´cio´ intervallumos megfelelo˝je´t is. Az u´j elja´ra´s
a (8.3) itera´cio´ mo´dos´ıta´sa´val kaphato´, u´gy, hogy minden itera´cio´s
le´pe´sben kie´rte´kelju¨k az [m] intervallumot:
[m(k)] = f ′([x(k)]). (8.9)
Ha ismeru¨nk valamilyen a priori becsle´st
0 < l ≤ f ′(x) ≤ l, x ∈ [x(0)],
akkor garanta´lhatjuk, hogy m > 0 e´s haszna´lhatjuk az
[m(k)] = [m(k), m(k)] = f ′([x(k)]) ∩ [l], [l] = [l, l] (8.10)
kifejeze´st. I´gy az ala´bbi formula´t kapjuk
[x(k+1)] = {m([x(k)])− f(m([x(k)]))/[m(k)]} ∩ [x(k)], (8.11)
k ≥ 0, m([x(k)]) ∈ [x(k)].
A (8.11) itera´cio´t haszna´lva egy {[x(k)]}∞k=0 intervallum sorozatot ka-
punk, amelyre a 8.1. te´telhez hasonlo´ a´ll´ıta´st bizony´ıtunk.
8.4. Te´tel. Legyen f egy folytonosan differencia´lhato´ fu¨ggve´ny e´s tel-
jes´ıtse f ′ az [x(0)] intervallumon az 1.3. fejezet 1.24. te´tele´nek felte´teleit.
Tova´bba´ teljesu¨ljo¨n a (8.1) rela´cio´ az [x(0)] intervallumon. Jelo¨lje ξ az f
fu¨ggve´ny [x(0)]-beli gyo¨ke´t, e´s az [m(k)] intervallumokat definia´lja´k a (8.9)
e´s a (8.10) kifejeze´sek. Ekkor a 8.1 te´tel szerint az {[x(k)]}∞k=0 interval-
lumsorozat teljes´ıti az ala´bbiakat:
ξ ∈ [x(k)], k ≥ 0,
[x(0)] ⊃ [x(1)] ⊃ [x(2)] ⊃ · · · , ahol lim
k→∞
[x(k)] = ξ,
vagy a sorozat ve´ges sok le´pe´sben lecseng e´s mega´ll a [ξ, ξ] pontban.
Tova´bba´ az intervallumok hossza´ro´l elmondhato´, hogy
d([x(k+1)]) ≤ (1−m(k)/m(k))d([x(k)]) ≤ β(d([x(k)]))2, β ≥ 0, (8.12)
azaz a (8.11) itera´cio´ legala´bb ma´sodrendben konverga´l.
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Bizony´ıta´s: x ∈ [x(k)] esete´n teljesu¨l, hogy
f(x)
x− ξ =
f(x)− f(ξ)
x− ξ = f
′(η) ∈ [m(k)], η = x+ θ(ξ − x), 0 < θ < 1.
Teha´t az [m(k)] intervallumokra egy hasonlo´ ko¨vetkeztete´s bizony´ıthato´,
mint a 8.1. te´telben.
A (8.12) a´ll´ıta´s igazola´sa maradt vissza. Ugyanu´gy, mint a 8.1. te´tel
bizony´ıta´sa sora´n kapjuk:
d([x(k+1)]) ≤
(
1− m
(k)
m(k)
)
d([x(k)]) =
m(k) −m(k)
m(k)
d([x(k)])
e´s eze´rt, felhaszna´lva az (1.19) o¨sszefu¨gge´st e´s az 1.3. fejezet 1.24 te´tele´t
d([x(k+1)]) ≤ d([m
(k)])
m(0)
d([x(k)]) ≤ d(f
′([x(k)]))
m(0)
d([x(k)]) ≤
≤ (c/m0)(d([x(k)]))2, c/m(0) ≥ 0.

Mo´dos´ıtsunk egy kicsit az itera´cio´n. Ehhez jegyezzu¨k meg, hogy atto´l
fu¨ggo˝en, hogy f(m([x(k)])) > 0, vagy f(m([x(k)])) < 0, a keresett ξ gyo¨k
az [x(k), m([x(k)])] intervallumban, illetve [m([x(k)]), x(k)] intervallumban
lesz. Ha f(m([x(k)])) = 0, akkorm([x(k)]) = ξ e´s az itera´cio´ mega´ll. Eze´rt
a (8.11)-ben elegendo˝ az
[m(k)] = f ′([y(k)]) ∩ [l]
intervallummal sza´molni, ahol [l] a (8.10)-ben bevezetett intervallum e´s
[y(k)] =

[x(k), m([x(k)])] , ha f(m([x(k)])) > 0[
m([x(k)], x(k)
]
, ha f(m([x(k)])) < 0
[x(k)] egye´bke´nt.
(8.13)
Ekkor f ′([y(k)]) ⊆ f ′([x(k)]) e´s d([y(k)]) ≤ d([x(k)]) igaz e´s az m(k) > 0
felte´tel ezen a mo´don le´nyegesen ko¨nnyebben kiele´g´ıtheto˝. A 8.4. te´tel
szinte´n igaz a (8.13) szerinti va´laszta´ssal.
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A (8.11) elja´ra´s sora´nm([x(k)]) ∈ [x(k)] va´laszta´sra vonatkozo´an a 8.2.
ko¨vetkezme´nyhez hasonlo´ a´ll´ıta´s teheto˝ e´s a 8.2. fejezetben levezetett
ta´rgyala´shoz hasonlo´an vizsga´lhato´. Most ezt nem re´szletezzu¨k tova´bb.
Ne´ha´ny numerikus pe´lda´val vila´g´ıtjuk meg az intervallumos Newton
itera´cio´ mu˝ko¨de´se´t.
Pe´lda´k:
1. Az
f(x) = x2
(
1
3
x2 +
√
2 sin x
)
−
√
3
19
fu¨ggve´nynek van ξ gyo¨ke az [x(0)] = [0.1, 1] intervallumban. Az
f ′(x) = x
(
4
3
x2 +
√
2(2 sin x+ x cosx)
)
deriva´lt az [x(0)] intervallumon
l = 0.00133 ≤ f ′(x) ≤ l = 5.57598, x ∈ [x(0)].
hata´rokkal becsu¨lheto˝. Az
[x(k)], k ≥ 0 felhaszna´lva (8.10)-t,
[y(k)], k ≥ 0 felhaszna´lva (8.13)-t,
tartalmazo´ intervallumokat a (8.11) elja´ra´s alapja´n sza´moltuk
sza´mı´to´ge´ppel, ege´szen addig amikor ma´r nem tapasztalhato´ ja-
vula´s. A 8.1. ta´bla´zatban szereplo˝ e´rte´keket kaptuk.
2. A
p(x) = x(x9 − 1)− 1
polinomnak egyetlen ξ gyo¨ke van az [x(0)] = [1, 1.5] intervallumban.
A
p′(x) = 10x9 − 1
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k [x(k)]
0 [0.09999999999999 , 1.0000000000000]
1 [0.09999999999999 , 0.4384388546433]
2 [0.3382030708107 , 0.4384388546433]
3 [0.3915056049954 , 0.3924484948316]
4 [0.3923789206719 , 0.3923799504692]
5 [0.3923795071350 , 0.3923795071378]
k [y(k)] d([x(k)])/d([y(k)])
1 [0.09999999999990 , 0.5181776715881] 0.809
2 [0.3455588336928 , 0.5181776715881] 0.581
3 [0.3739864679691 , 0.4075613709040] 0.028
4 [0.3922481030413 , 0.392544130626] 0.004
5 [0.3923794945039 , 0.3923795211850] 0.001
6 [0.3923795071350 , 0.3923795071378] -
8.1. ta´bla´zat.
deriva´lt p′([x]) kifejte´se teljes´ıti a 0 /∈ p′([x]) felte´telt minden [x] ⊆
[x(0)] intervallumra. Az
[x(k)], k ≥ 0 felhaszna´lva (8.13)-t, ahol [l] = p′([x(0)])
[y(k)], k ≥ 0 felhaszna´lva (8.9)-t,
itera´lt tartalmazo´ intervallumokat a (8.11) elja´ra´ssal sza´moltuk
(8.4) va´laszta´st haszna´lva. A 8.2. ta´bla´zatban szereplo˝ e´rte´keket
kaptuk.
A (8.11) itera´cio´ m > 0 felte´tele a gyakorlatban fenna´ll. Megmutat-
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k [x(k)]
0 [1.000000000000 , 1.500000000000]
1 [1.000000000000 , 1.153909281002]
2 [1.074525733152 , 1.075772270022]
3 [1.075764355129 , 1.075767749943]
4 [1.075766066086 , 1.075766066088]
k [y(k)] d([x(k)])/d([y(k)])
1 [1.000000000000 , 1.231579011696] 0.665
2 [1.018539065305 , 1.102153489956] 0.015
3 [1.0718097668336 , 1.084762444669] 3 · 10−4
4 [1.075647094319 , 1.075931180877] 6 · 10−9
5 [1.075766039501 , 1.075766097327] . . .
6 [1.075766066085 , 1.075766066090] . . .
7 [1.075766066085 , 1.075766066088] . . .
8.2. ta´bla´zat.
tuk, hogy ez (8.10) miatt teljes´ıtheto˝, felhaszna´lva az f ′(x) egy ismert
also´ korla´tja´t az [x(0)] intervallumon. Ha nem ismert ilyen l also´ korla´t e´s
ha 0 ∈ f ′([x(0)]), akkor a (8.11) elja´ra´s nem ind´ıthato´ el. Eze´rt, hogy el-
ind´ıthassuk az elja´ra´sunkat, elo˝szo¨r lefuttathatjuk az intervallum feloszto´
elja´ra´sunkat ne´ha´nyszor, ahogy azt a szakasz bevezeto˝je´ben le´ırtuk. I´gy
tala´lhatunk egy [y(0)] ⊂ [x(0)] intervallumot melyre a 0 /∈ [y(0)] felte´tel
teljesu¨l.
Van egy ma´sik mo´dos´ıta´sa az intervallumos Newton-mo´dszernek,
amely alkalmazhato´ a fenti esetben, mikor 0 ∈ f ′([x(0)]). Ez az elja´ra´s
akkor is alkalmazhato´, ha f -nek to¨bb gyo¨ke is van az [x(0)] intervallum-
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ban. Ezt fogjuk most ko¨rvonalazni. Ha 0 /∈ f ′([x(0)]), akkor ez az elja´ra´s
a (8.11) itera´cio´val megegyezik. Tegyu¨k fel teha´t, hogy 0 ∈ f ′([x(0)]).
Tekintsu¨k az [x(0)] intervallum
[u(1)] =
[
x(0), m([x(0)])− |f(m([x
(0)]))|
m(0)
]
,
[v(1)] =
[
m([x(0)]) +
|f(m([x(0)]))|
m(0)
, x(0)
]
,
re´szintervallumait, felte´ve, hogy f(m([x(0)])) 6= 0. Az f o¨sszes [x(0)]-beli
gyo¨ke´nek az [u(1)] ∪ [v(1)]-ben kell lennie. Ugyanis ba´rmely ξ ∈ [x(0)]
ze´rushelyre teljesu¨lnie kell, hogy∣∣∣∣ f(m([x(0)]))ξ −m([x(0)])
∣∣∣∣ ≤ m(0),
ahonnan
|f(m([x(0)]))|
m(0)
≤ |ξ −m([x(0)])|
e´s
ξ ≥ m([x(0)]) + |f(m([x
(0)]))|
m(0)
, vagy ξ ≤ m([x(0)])− |f(m([x
(0)]))|
m(0)
ko¨vetkezik. Az utolso´ egyenlo˝tlense´gek magukban foglalja´k, hogy ξ ∈
[u(1)] ∪ [v(1)]. Tova´bba´ igaz, hogy
d([u(1)]) + d([v(1)]) = d([x(0)])− 2|f(m([x(0)]))|/m(0) < d([x(0)]),
amit az biztos´ıt, hogy f(m([x(0)])) 6= 0.
Ez az elja´ra´s most megisme´telheto˝ az [u(1)] e´s [v(1)]
re´szintervallumokra e´s ı´gy tova´bb. Ezen intervallumok teljes sze´lesse´ge
tart a 0-hoz. Ha f -nek az [x(0)] intervallumban csupa egyszeres
gyo¨ke van, akkor az itera´cio´ egy bizonyos le´pe´se uta´n ezek diszjunkt
re´szintervallumokba keru¨lnek. Tova´bba´ az elja´ra´s egy bizonyos k
indexne´l visszate´r a (8.11) itera´cio´hoz. Ennek az itera´cio´nak a hata´sa´ra
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teha´t a re´szintervallum vagy egy olyan intervallumba tart, amely egy
gyo¨ko¨t tartalmaz, vagy valahol egy u¨res metszetet kapunk.
A (8.11) sora´n a (8.3)-nak megfelelo˝ [m(k)] := f ′([x(k)]) helyett
polinomok esete´n haszna´lhatjuk az 1.3. fejezet 1.26. te´tele´ben beveze-
tett [j1], [j2], [j3] e´s [j4] intervallumokat, ahol a deriva´lt behata´rola´sa´hoz
[y] := m([x(k)]) e´s [x] := [x(k)]. A 8.4. te´tel o¨sszes a´ll´ıta´sa tova´bbra
is igaz. Mivel az 1.3. fejezet 1.26. te´tele´ben megmutattuk, hogy [j4] az
optima´lis tartalmazo´ intervallum, e´sszeru˝ ezt va´lasztani a deriva´lt tar-
talmazo´ja´nak, hogy minden le´pe´sben a legjobb tartalmazo´ intervallumot
kapjuk a gyo¨ko¨kre.
Ennek megfelelo˝en tekintsu¨k a ko¨vetkezo˝ pe´lda´t.
Pe´lda: Legyen
p(x) = x7 + 3x6 − 4x5 − 12x4 − x3 − 3x2 + 4x+ 12
egy polinom, melynek az [x(0)] = [1.8, 2.4] intervallumban van egy ξ
gyo¨ke. A (8.11) itera´cio´t haszna´lva sza´moljuk a gyo¨ko¨t tartalmazo´ in-
tervallumokat a Horner elrendeze´s seg´ıtse´ge´vel kisza´molva az [m(k)] :=
p′([x(k)]) intervallumot. A 8.3. ta´bla´zat tartalmazza a kisza´mı´tott inter-
vallumokat.
Ha p′([x(k)]) intervallumot [j1] intervallumra csere´lju¨k, hasonlo´ mo´don
nyerju¨k a 8.4. ta´bla´zat adatait. A 8.5. ta´bla´zatban bemutatjuk a
d1/d2 ha´nyados e´rte´ke´t, amely az elso˝ itera´lt intervallum sze´lesse´ge´nek
e´s a ma´sodik itera´lt intervallum sze´lesse´ge´nek ha´nyadosa minden egyes
le´pe´sben. Ezt a pe´lda´t a Berlini Mu˝szaki Egyetem Sza´mı´to´ko¨zpontja´nak
CDC 6500-as ge´pe´n 48 bites mantissza´val sza´molta´k.
8.4. Magasabbrendu˝ elja´ra´sok
Most magasabbrendu˝ elja´ra´sokat fogunk fejleszteni szigoru´an mono-
ton no¨vo˝, vagy fogyo´ fu¨ggve´nyek ξ, [x(0)] = [x(0), x(0)]-beli gyo¨keinek
megtala´la´sa´ra, ha a fu¨ggve´ny elegendo˝en magasrendu˝ deriva´ltja foly-
tonos. Ezek az elja´ra´sok mindig konvergensek. A konstrukcio´ alap-
elve´t Ehrmann fektette le. Intervallum analitikai eszko¨zo¨ket e´s az
alapelvet haszna´lva olyan elja´ra´sokat fejleszthetu¨nk, amelyek mindig
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k [x(k)]
0 [1.8, 2.4]
1 [1.8, 2.0727618077482]
2 [1.9742900052812, 2.0727618077842]
3 [1.9948757147483, 2.0059215482353]
4 [1.9999888234200, 2.0000115390070]
5 [1.9999999999894, 2.0000000000107]
6 [2.0, 2.0]
8.3. ta´bla´zat.
k [x(k)]
0 [1.8, 2.4]
1 [1.9419538108826, 2.0566964050488]
2 [1.9999999975872, 2.0001112993369]
3 [1.9999999975872, 2.0000000029595]
4 [2.0, 2.0]
8.4. ta´bla´zat.
szu¨kse´gszeru˝en konverga´lnak. Ahogy a kora´bbi szakaszokban itt is az
a´ltala´nossa´g megszor´ıta´sa ne´lku¨l feltehetju¨k, hogy
f(x(0)) < 0 e´s f(x(0)) > 0.
Legyenek m e´s m az osztott differencia´k korla´tjai, azaz
0 < m ≤ f(x)− f(ξ)
x− ξ =
f(x)
x− ξ ≤ m <∞, ξ 6= x ∈ [x
(0)].
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k 0 1 2 3
d
(k)
1 /d
(k)
2 1 2.37 492.35 3.7 · 106
8.5. ta´bla´zat.
Legyen [m] = [m,m] az m e´s m korla´tok a´ltal alkotott intervallum.
Tova´bba´ legyen az f fu¨ggve´ny (p + 1)-szer folytonosan differencia´lhato´
e´s [fi] ∈ IR, 2 ≤ i ≤ p+ 1 intervallumokra igaz
f (i)(x) ∈ [fi], x ∈ [x(0)]. (8.14)
Az [fi] intervallumok pe´lda´ul az f deriva´ltjainak [x
(0)] feletti kifejte´seibo˝l
sza´molhato´k. Ha a deriva´ltakra vonatkozo´ intervallum-kifejeze´s nem
e´rtelmezett (pe´lda´ul egy [x] intervallummal kellene osztani, ahol 0 ∈ [x]),
akkor pe´lda´ul re´szintervallumokra oszthatjuk [x(0)]-t e´s az [fi] intervallu-
mot az egyes re´szintervallumok kifejte´se´nek unio´jake´nt kaphatjuk.
Tekintsu¨k a ko¨vetkezo˝ itera´cio´t
x(k) = m([x(k)]) ∈ [x(k)],
[x(k+1,0)] = {x(k) − f(x(k))/[m]} ∩ [x(k)],
[x(k+1,i)] =
{
x(k) − 1
f ′(x(k))
[
f(x(k))+
+
∑i
ν=2
f(ν)(x
(k))
ν!
([x(k+1,i−1)]− x(k))ν
+ 1
(i+1)!
[fi+1]([x
(k+1,i−1)]− x(k))i+1
]}
∩ [x(k+1,i−1)]
[x(k+1)] = [x(k+1,p)],
(8.15)
(1 ≤ i ≤ p, k ≥ 0).
Ahogy a 8.1. szakaszban, jelentsen m([x]) egy tetszo˝legesen va´lasztott
valo´s sza´mot az [x] intervallumbo´l. A fent megadott itera´cio´hoz
f(x(k)), f ′(x(k)), . . . , f (p)(x(k)) e´rte´kek kisza´mı´ta´sa szu¨kse´ges minden
le´pe´sben, e´s az itera´cio´ az ala´bbi tulajdonsa´gokkal rendelkezik.
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8.5. Te´tel. Legyen f egy (p + 1)-szer folytonosan differencia´lhato´
fu¨ggve´ny, p ≥ 1, e´s legyen az [x(0)] intervallumon igaz a (8.1) rela´cio´.
Legyen ξ az f fu¨ggve´ny [x(0)]-beli ze´rushelye e´s legyen az [m] = [m,m] in-
tervallum (8.2 alapja´n definia´lva. Legyen igaz tova´bba´ a (8.15) itera´cio´ra
(8.14), ekkor
ξ ∈ [x(k)], k ≥ 0, (8.16)
[x(0)] ⊃ [x(1)] ⊃ [x(2)] ⊃ · · · e´s lim
k→∞
[x(k)] = ξ (8.17)
vagy a sorozat ve´ges sok le´pe´sben lecseng e´s mega´ll a [ξ, ξ] pontban.
d([x(k+1)]) ≤ γ(d([x(k)]))p+1, (8.18)
ahol γ ≥ 0. Azaz a fent definia´lt itera´cio´ legala´bb p + 1-edrendben kon-
verga´l.
Bizony´ıta´s: (8.16) bizony´ıta´sa: Tegyu¨k fel, hogy ξ ∈ [x(k)] valamely
k ≥ 0 esete´n. A te´tel felte´telei miatt k = 0 esete´n ez teljesu¨l. Ahogy
a 8.1. te´telben, megmutathato´, hogy
ξ ∈ [x(k+1,0)].
Tegyu¨k fel, hogy ξ ∈ [x(k+1,i)] valamely i ≥ 0. Ez i = 0 esete´n teljesu¨l a
fentiek alapja´n. Ekkor kapjuk, hogy
ξ − x(k) ∈ [x(k+1,i)]− x(k).
A Taylor-formula´bo´l kapjuk
0 = f(ξ) = f(x(k)) + f ′(x(k))(ξ − x(k)) + · · ·+
+
1
(i+ 1)!
f (i+1)(x(k))(ξ − x(k))i+1 +
+
1
(i+ 2)!
f (i+2)(ηi+2)(ξ − x(k))i+2,
valamely ηi+2 x
(k) e´s ξ ko¨zo¨tti sza´mra. A fenti egyenlo˝se´g jobb oldala´nak
ma´sodik tagja´bo´l ξ-t kifejezve, a tartalmaza´s monotonita´sa miatt kapjuk
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az ala´bbi rela´cio´t:
ξ = x(k) − 1
f ′(x(k))
[
f(x(k)) +
i+1∑
ν=2
f (v)(x(k))
ν!
(ξ − x(k))ν+
+
f (i+2)(ηi+2)
(i+ 2)!
(ξ − x(k))i+2
]
∈
∈
{
x(k) − 1
f ′(x(k))
[
f(x(k)) +
i+1∑
ν=2
f (ν)(x(k))
ν!
([x(k+1,i)]− x(k))ν+
+
[fi+2]
(i+ 2)!
([x(k+1,i)−x
(k)
])i+2
]}
∩ [x(k+1,i)] =
= [x(k+1,i+1)].
Eze´rt igaz, hogy ξ ∈ [x(k+1,i)], 0 ≤ i ≤ p, e´s ξ ∈ [x(k+1)] = [x(k+1,p)].
(8.17) bizony´ıta´sa: A 8.1. te´telben haszna´lt mo´don megmutathato´,
hogy [x(k)] ⊃ [x(k+1,0)] e´s mivel a (8.15) elja´ra´sban metszetet vettu¨nk
kapjuk [x(k)] ⊃ [x(k+1)], k ≥ 0. Tova´bba´, ahogy a 8.1. te´telben, itt is
igaz, hogy
d([x(k+1,0)]) ≤ (1−m/m)d([x(k)]).
Mivel a (8.15) elja´ra´sban metszetet vettu¨nk kapjuk
d([x(k+1)]) ≤ (1−m/m)d([x(k)]), k ≥ 0.
Ahogy a 8.1. te´telben is, kapjuk a konvergencia´ra vonatkozo´ a´ll´ıta´st
limk→∞[x
(k)] = ξ. (8.17) fennmarado´ a´ll´ıta´sai ugyanu´gy igazolhato´ak,
mint az a 8.1. te´telben.
(8.18) bizony´ıta´sa: d([x(k+1,0)]) ≤ d([x(k)]) e´s eze´rt
d([x(k+1,1)]) ≤ d
(
x(k) − 1
f ′(x(k))
(f(x(k))) +
1
2
[f2]([x
(k+1,0)]− x(k))2
)
≤
≤ 1
2
d
(
[f2]
f ′(x(k))
([x(k)]− [x(k)])2
)
≤
≤ 1
2
d
(
[f2]
[m]
[−(d([x(k)])2, (d([x(k)]))2]
)
.
Alkalmazva (1.29)-et kapjuk, hogy
d([x(k+1,1)]) ≤ |[f2]/[m]|(d([x(k)]))2 = γ1(d([x(k)]))2,
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ahol γ1 = |[f2]/[m]| k-to´l fu¨ggetlen konstans.
Tegyu¨k fel, hogy valamely i ≥ 1 esete´n
d([x(k+1,i)]) ≤ γi(d([x(k)]))i+1,
ahol γ1 fu¨ggetlen k-to´l. Ezt i = 1 esete´n fent bizony´ıtottuk. i > 1
esete´n a (8.15) itera´cio´bo´l felhaszna´lva az 1.2. fejezet sze´lesse´gre vonat-
kozo´ szaba´lya´t, kapjuk:
d([x(k+1,i+1)]) ≤ d
(∑i+1
ν=2
f(ν)(x(k))
ν!f ′(x(k))
([x(k+1,i)]− x(k))ν+
+ 1
(i+2)!
[fi+2]
f ′(x(k))
([x(k+1,i)]− x(k))i+2
)
≤
≤ ∑i+1ν=2 1ν! ∣∣∣f(ν)(x(k))f ′(x(k)) ∣∣∣ d(([x(k+1,i)]− x(k))ν) +
+ 1
(i+2)!
d
(
[fi+2]
f ′(x(k))
([x(k+1,i)]− x(k))i+2
)
≤
≤ ∑i+1ν=2 1ν! ∣∣∣ [fν ][m] ∣∣∣ ν|[x(k+1,i)]− x(k)|ν−1d([x(k+1,i)]− x(k)) +
+ 1
(i+2)!
d
(
[fi+2]
f ′(x(k))
([x(k+1,i)]− x(k))i+2
)
≤
≤ ∑i+1ν=2 1(ν−1)! ∣∣∣ [fν ][m] ∣∣∣ |[x(k)]− [x(k)]|ν−1d([x(k+1,i)]) +
+ 1
(i+2)!
d
(
[fi+2]
[m]
([x(k)]− [x(k)])i+2
)
≤
≤ ∑i+1ν=2 1(ν−1)! ∣∣∣ [fν ][m] ∣∣∣ (d([x(k)]))ν−1γi(d([x(k)]))i+1 +
+ 1
(i+2)!
d
(
[fi+2]
[m]
[−(d([x(k)]))i+2, (d([x(k)]))i+2]
)
=
= (d([x(k)]))i+2
∑i+1
ν=2
1
(ν−1)!
∣∣∣ [fν ][m] ∣∣∣ γi(d([x(k)]))ν−2 +
+ 2
(i+2)!
∣∣∣ [fi+2][m] ∣∣∣ (d([x(k)]))i+2 ≤
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≤
(
i+1∑
ν=2
1
(ν − 1)!
∣∣∣∣ [fν ][m]
∣∣∣∣ γi(d([x(0)]))ν−2 + 2(i+ 2)!
∣∣∣∣ [fi+2][m]
∣∣∣∣
)
︸ ︷︷ ︸
γi+1
·
·(d([x(k)]))i+2 =
= γi+1(d([x
(k)]))i+2
ahol γi+1 egy k-to´l fu¨ggetlen konstans. Eze´rt a
d([x(k+1,i)]) ≤ γi(d([x(k)]))(p+1)
rela´cio´ igaz, ha 1 ≤ i ≤ p. I´gy
d([x(k+1)]) = d([x(k+,1,p)]) ≤ γp(d([x(k)]))p+1
ahol γp fu¨ggetlen k-to´l. Ez pedig megegyezik a (8.18) a´ll´ıta´sa´val γ = γp-
vel e´s ı´gy a te´telt igazoltuk. 
Most a p = 1 esetben szeretne´nk megvizsga´lni ne´ha´ny tova´bbi
re´szletet, azaz amikor az f fu¨ggve´ny ke´tszer folytonosan differencia´lhato´.
Ekkor a (8.15) itera´cio´
x(k) = m([x(k)]) ∈ [x(k)],
[x(k+1,0)] =
{
x(k) − f(x(k))/[m]} ∩ [x(k)],
[x(k+1,1)] =
{
x(k) − (1/f ′(x(k)))(f(x(k)))+
+1
2
[f2]([x
(k+1,0)]− x(k))2} ∩ [x(k+1,0)],
[x(k+1)] = [x(k+1,1)], k ≥ 0
alakban ı´rhato´. Az elja´ra´s ugyanazokkal a tulajdonsa´gokkal rendel-
kezik, mint a 8.3. szakaszban ta´rgyalt mo´dszerek. Eltekintve ne´ha´ny
ja´rule´kos aritmetikai mu˝veletto˝l ehhez kevesebb munka´ra van szu¨kse´g,
hiszen mind a fu¨ggve´nye´rte´keket, mind a deriva´lt e´rte´keit az x(k) pont-
ban kell sza´molni. Az ezt megelo˝zo˝ elja´ra´sok esete´ben a deriva´ltat
ki kellett e´rte´kelni az [x(k)] intervallumot felhaszna´lva. Ez a´ltala´ban
to¨bb sza´mı´ta´si mu˝veletet ige´nyel, mint az x(k) pontban valo´ kie´rte´kele´s.
Ha az [f2] intervallum egyszeru˝en sza´molhato´, akkor a (8.15) elja´ra´s
p = 1 esetben jobban alkalmazhato´, mint az elo˝zo˝ szakaszban ta´rgyalt
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elja´ra´sok. Ezek az eredme´nyek csak elme´letileg igazak, amikor pontos
sza´mı´ta´sokat felte´telezu¨nk. Ha sza´mı´to´ge´pes sza´mı´ta´s sora´n szeretne´nk
egy a gyo¨ko¨t tartalmazo´ intervallumot garanta´lni, akkor a kerek´ıte´si
hiba´kat is sza´mı´ta´sba kell vennu¨nk. Ez u´gy teheto˝ meg, ha minden
mu˝veletet ge´pi intervallum mu˝veletke´nt ve´gzu¨nk el. Ku¨lo¨no¨sen fontos
f ′(x(k)) e´rte´ke´t ge´pi intervallum aritmetika´t haszna´lva sza´molni. Eb-
ben az esetben a (8.15) elja´ra´s, eltekintve ne´ha´ny aritmetikai mu˝veletto˝l,
o¨sszesse´ge´ben ugyanannyi mu˝veletet ige´nyel, mint a 8.3. szakaszban
ta´rgyalt mo´dszerek. Mivel az [f2] intervallumot szinte´n sza´molni kell,
az elo˝zo˝ szakaszban le´ırt elja´ra´st e´rdemesebb va´lasztani, ha a kerek´ıte´si
hiba´kkal is sza´molni kell.
Ezen a ponton szeretne´nk megeml´ıteni azt is, hogy Krawzcyk az
ala´bbi elja´ra´st vizsga´lta:

x(k) = m([x(k)]) ∈ [x(k)],
[x(k+1)] =
{
x(k) − (1/f ′(x(k)))(f(x(k))+
1
2
f ′′([x(k)])([x(k)]− x(k))2)} ∩ [x(k)], k ≥ 0.
amellett a felte´tel mellett, hogy f ke´tszer differencia´lhato´. Igaz, hogy
ξ ∈ [x(k)], k ≥ 0. A limk→∞[x(k)] = ξ konvergencia felte´telei nem adottak.
Ha az elja´ra´s konvergens, akkor az itera´cio´s intervallumok sze´lesse´geinek
sorozata ne´gyzetesen tart 0-hoz, ha f ′(ξ) 6= 0. O¨sszehasonl´ıtva (8.15)
elja´ra´ssal, ahol a p = 1 esetet vizsga´ltuk, most ki kell e´rte´kelni a ma´sodik
deriva´ltat is az [x(k)] intervallumon minden le´pe´sben. Ez cso¨kkenti a kon-
vergencia konstansa´t, de nem jav´ıtja a konvergencia rendje´t. (Ugyanez
igaz a (8.15) itera´cio´ra, a p = 1 esetben, ha az [f2] konstans interval-
lumot minden le´pe´sben kicsere´lju¨k f ′′([x(k)])-ra.) Ennek az elja´ra´snak a
gyakorlati alkalmaza´sa sora´n, ha a kerek´ıte´si hiba´kat figyelembe vesszu¨k,
ha´romszor annyi mu˝veletre van szu¨kse´g. Mivel a konvergencia nem biz-
tos´ıtott, az elja´ra´s sokkal keve´sbe´ vonzo´.
Amikor a (8.15) elja´ra´st haszna´ljuk el kell hata´roznunk magunkat
egy bizonyos rendre. Szinte´n megjegyezzu¨k, hogy a szoka´sos felte´telek
mellett azt az eredme´nyt kaphatjuk, hogy a (8.15) elja´ra´s p = 2 esete´n
optima´lis, ami egy harmadrendu˝ elja´ra´s.
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8.5. Polinomok valo´s ze´rushelyeinek szi-
multa´n meghata´roza´sa
Ebben a fejezetben olyan Newton-szeru˝ intervallum elja´ra´sokat
vizsga´lunk, melyekkel befoglalhatjuk egy valo´s polinom o¨sszes valo´s
gyo¨ke´t. Elo˝szo¨r azt az esetet vizsga´ljuk, amikor a polinom o¨sszes gyo¨ke
valo´s. A komplex gyo¨ko¨ket a ko¨vetkezo˝ re´szben vizsga´ljuk. Ha a po-
linom o¨sszes gyo¨ke valo´s e´s egyszeres, akkor egy egyle´pe´ses elja´ra´st
konstrua´lhatunk, amely ne´gyzetesne´l gyorsabban konverga´l. Egy alkal-
maza´ske´nt ezzel az elja´ra´ssal meghata´rozhatjuk egy szimmetrikus tridi-
agona´lis ma´trix o¨sszes saja´te´rte´ke´t.
Legyen
p(x) = a(n)xn + a(n−1)xn−1 + · · ·+ a(0) (8.19)
egy valo´s polinom e´s a tova´bbiakban tegyu¨k fel, hogy
a(n) = 1.
Tegyu¨k fel tova´bba´, hogy a polinomnak n valo´s gyo¨ke van,
ξ(1), ξ(2), . . . , ξ(n), ta´roljuk el a gyo¨ko¨ket egy (ξ(i)) vektorba, a to¨bbszo¨ro¨s
gyo¨ko¨k a multiplicita´saiknak megfelelo˝en. Tegyu¨k fel, hogy minden
gyo¨kho¨z ismert egy tartalamzo´ intervallum
ξ(j) ∈ [x(0,j)] = [x(0,j), x(0,j)], 1 ≤ j ≤ n.
Elo˝szo¨r tegyu¨k fel, hogy ezek a tartalmazo´ intervallumok pa´ronke´nt
diszjunktak, vagyis
[x(0,j)] ∩ [x(0,k)] = ∅ 1 ≤ j < k ≤ n. (8.20)
A p(x) polinom
p(x) =
n∏
j=1
(x− ξ(j))
alakban, vagy
p(x) = (x− ξ(i))
n∏
j=1,j 6=i
(x− ξ(j))
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alakban ı´rhato´, ahonne´t
ξ(i) =
x− p(x)∏n
j=1,j 6=i(x− ξ(j))
ko¨vetkezik. Ha x = x(0,i) ∈ [x(0,i)]-t va´lasztjuk, akkor
0 /∈
n∏
j=1,j 6=i
(x(0,i) − [x(0,j)])
o¨sszefu¨gge´st kapjuk, e´s (1.9) felhaszna´la´sa´val ko¨vetkezik
ξ(i) ∈ [x(1,i)] =
{
x(0,i) − p(x(0,i))∏n
j=1,j 6=i(x
(0,i) − [x(0,j)])
}
∩ [x(0,i)].
A jobb oldalon a´llo´ intervallum-kifejeze´s szinte´n egy tartalmazo´ interval-
lum [x(1,i)], amelyre
ξ(i) ∈ [x(1,i)] ⊆ [x(0,i)]
szinte´n teljesu¨l. Ez a rela´cio´ ad leheto˝se´get az ala´bbi itera´cio´ra:
[x(k+1,i)] =
{
x(k,i) − p(x(k,i))∏n
j=1,j 6=i(x
(k,i) − [x(k,j)])
}
∩ [x(k,i)], (8.21)
ahol
x(k,i) ∈ [x(k,i)], 1 ≤ i ≤ n, k ≥ 0.
A nevezo˝ben szereplo˝ intervallum kifejeze´s helyett a tova´bbiakban ro¨vi-
den ı´rjunk
[q(k,i)] =
n∏
j=1,j 6=i
(x(k,i) − [x(k,j)]).
A (8.21)-ben adott itera´cio´s rendszer egy u´n. total step elja´ra´s a polinom
ξ(i), 1 ≤ i ≤ n gyo¨keinek szimulta´n befoglala´sa´ra.
Ha mindig a legfrissebben sza´molt tartalmazo´ intervallum e´rte´keit
haszna´ljuk [q(k,i)] felira´sakor, akkor
[r(k,i)] =
i−1∏
j=1
(x(k,i) − [x(k+1,j)])
n∏
j=i+1
(x(k,i) − [x(k,j)])
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az egyle´pe´ses itera´cio´val o¨sszefu¨ggo˝ eredme´nyre vezet. p(x(k+1,i)) e´s [r(k,i)]
elo˝jele´to˝l fu¨ggo˝en az [x(k+1,i)] tartalmazo´ intervallumok az [y(k+1,i)] in-
tervallumokra hu´zo´dnak. Az elo˝jelfu¨ggve´ny intervallumokra legyen az
ala´bbi mo´don e´rtelmezett
sign([x]) =

1 ha x > 0
−1 ha x < 0
0 egye´bke´nt
(8.22)
Az [y(k+1,i)] intervallumhalmaz, mely tartalmazza a ξ(i) gyo¨ko¨ket legyen
definia´lva az ala´bbi mo´don
[y(k+1,i)] =

[x(k+1,i), x(k+1,i)] ha sign([r(k,i)])sign(p(x(k+1,i))) > 0
[x(k+1,i), x(k+1,i)] ha sign([r(k,i)])sign(p(x(k+1,i))) < 0
[x(k+1,i)] egye´bke´nt.
Jegyezzu¨k meg, hogy
sign([r(0,i)]) = sign([r(1,i)]) = · · · , 1 ≤ i ≤ n,
mindig igaz, azaz az egyes intervallumok elo˝jele nem va´ltozik. Az u´j
tartalmazo´ intervallumokat felhaszna´lva u´jrasza´molhatjuk a nevezo˝ben
tala´lhato´ kifejeze´st:
[s(k+1,i)] =
i−1∏
j=1
(x(k+1,i) − [y(k+2,j)]) ·
n∏
j=i+1
(x(k+1,i) − [y(k+1,j)]).
Ezt alkalmazva az ala´bbi mo´dos´ıtott egyle´pe´ses elja´ra´shoz jutunk:
[y(0,i)] = [x(0,i)], x(0,i) ∈ [x(0,i)],
[x(k+1,i)] = {x(k,i) − p(x(k,i))/[s(k,i)]} ∩ [x(k,i)],
ahol
[s(k,i)] =
i−1∏
j=1
(x(k,i) − [y(k+1,j)]) ·
n∏
j=i+1
(x(k,i) − [y(k,j)]),
[y(k+1,i)] =

[x(k+1,i), x(k+1,i)] ha sign([r(k,i)])sign(p(x(k+1,i))) > 0
[x(k+1,i), x(k+1,i)] ha sign([r(k,i)])sign(p(x(k+1,i))) < 0
[x(k+1,i)] egye´bke´nt
1 ≤ i ≤ n, k ≥ 0.
(8.23)
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Meggondolhato´, hogy mind a (8.21) mind pedig a (8.23) elja´ra´s a polino-
mok gyo¨keinek szimulta´n meghata´roza´sa´ra szolga´lo´ ismert elja´ra´sok in-
tervallumos megfelelo˝je. Az elja´ra´sok intervallumos va´ltozata´nak elo˝nye,
hogy nem csak egy tartalmazo´ intervallumot ad, hanem az eml´ıtett
felte´telek mellett mindig konvergens. Ezt mutatjuk be a ko¨vetkezo˝
te´telben.
8.6. Te´tel. Legyen adott a (8.19) polinom n darab egyszeres valo´s
gyo¨kkel, melyek legyenek ξ(i), 1 ≤ i ≤ n. Tova´bba´ legyenek [x(0,i)] ∋
ξ(i), 1 ≤ i ≤ n tartalmazo´ intervallumok, melyekre (8.20) teljesu¨l. Ekkor
a (8.21)-ben (illetve (8.23)-ban) megadott {[x(k,i)]}∞k=0 itera´cio´s sorozatra
teljesu¨l
ξ(i) ∈ [x(k,i)], k ≥ 0
e´s
[x(0,i)] ⊃ [x(1,i)] ⊃ [x(2,i)] ⊃ · · · ahol lim
k→∞
[x(k,i)] = ξ(i),
vagy az elja´ra´s ve´ges le´pe´sben lecseng e´s a [ξ(i), x(i)] intervallumra vezet.
A 8.6. te´tel a´ll´ıta´sa a 8.1. szakasz megfelelo˝ te´tele´vel (8.1. te´tel) meg-
egyezo˝ mo´don kaphato´.
Behelyettes´ıtve
x(k,i) =
1
2
(x(k,i) + x(k,i))
a megfelelo˝ elja´ra´sokba e´s ko¨vetve a (8.21) e´s (8.23) konstrukcio´t, azonnal
ado´dik, hogy a gyo¨ko¨ket tartalmazo´ intervallumok sze´lesse´ge legala´bb
felezo˝dik minden itera´cio´s le´pe´sben.
A 8.6. te´tel re´szben igaz marada akkor is, ha a polinomnak vannak
to¨bbszo¨ro¨s gyo¨kei is. Ha o¨sszegyu˝jtju¨k ezeket a to¨bbszo¨ro¨s gyo¨ko¨ket:
ξ(m), ξ(m+1), . . . , ξ(n),
akkor mind a (8.21), mind pedig a (8.23) elja´ra´st meg kell va´ltoztatnunk,
u´gy, hogy a sza´mı´ta´sokat csak az 1 ≤ i ≤ m indexu˝ tartalmazo´ inter-
vallumokra hajtjuk ve´gre. A 8.6. te´tel a´ll´ıta´sai igazak azokra az egysze-
res gyo¨ko¨ket tartalmazo´ intervallumokra, amelyeken az egyes itera´cio´s
le´pe´sek sza´mı´ta´sait ve´gezzu¨k. A to¨bbi intervallum va´ltozatlan marad.
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A (8.21) itera´cio´ a´ltala´nos´ıthato´, oly mo´don, hogy a 8.6. te´tel
[x(0,i)], 1 ≤ i ≤ n intervallumokra vonatkozo´ (8.20) kiko¨te´se´t egy
gyenge´bb felte´telre csere´lju¨k. Eko¨zben alaposan kihaszna´ljuk, hogy
x(k,i) ∈ [x(k,i)] tetszo˝leges, e´s nem valamely konkre´t szaba´ly szerint
va´lasztjuk, pe´lda´ul mindig az intervallum ko¨ze´ppontja´t. Egy ilyen
a´ltala´nos´ıta´ssal foglalkozik Alefeld e´s Herzberger.
Most re´szletesebben ve´gigondoljuk a
{d([x(k,i)])}∞k=0, 1 ≤ i ≤ n
sze´lesse´gsorozat tulajdonsa´gait. Eze´rt, felhaszna´lva az (1.19), (1.20) e´s
(1.24) o¨sszefu¨gge´seket a (8.21) sora´n az ala´bbi becsle´s teheto˝
d([x(k+1,i)]) ≤ d({x(k,i) − p(x(k,i))/[q(k,i)]}) =
= d(p(x(k,i))/[q(k,i)]) = |p(x(k,i))|d(1/[q(k,i)]).
Mivel
|p(x(k,i))| = |p(x(k,i))− p(ξ(i))| = |(x(k,i) − ξ(i))p′(η˜(k,i))| ≤
≤ d([x(k,i)])|p′(η˜(k,i))| ≤ d([x(k,i)])|p′([x(0,i)])|,
ko¨vetkezik
d([x(k+1,i)]) ≤ d([x(k,i)])|p′([x(0,i)])|d(1/[q(k,i)]).
Felhaszna´lva az 1.3. szakasz 1.24. te´telt igaz a ko¨vetkezo˝ becsle´s:
d(1/[q(k,i)]) ≤ γ(k,i)d([q(k,i)]),
e´s mivel
[q(k,i)] ⊆
n∏
j=1,j 6=i
([x(0,i)]− [x(0,j)]),
a ko¨vetkezo˝ o¨sszefu¨gge´st kapjuk
d
(
1
[q(k,i)]
)
≤ γ(i)d([q(k,i)]) = γ(i)d
(
n∏
j=1,j 6=i
(x(k,i) − [x(k,j)])
)
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ahol a γ(i) konstans csak [x(0,j)], 1 ≤ j ≤ n intervallumto´l fu¨gg. Ekkor a
ko¨vetkezo˝kho¨z jutunk
d
(
1
[q(k,i)]
)
≤ γ(i)
n∑
j=1,j 6=i
η(i,j)d([x(k,j)])
egy alkalmas η(i,j) konstanssal, amely csak [x(0,j)], 1 ≤ j ≤ n interval-
lumto´l fu¨gg, mivel [x(k,j)] ⊆ [x(0,j)]. A fentieket o¨sszegyu˝jtve az ala´bbi
egyenlo˝tlense´get kapjuk
d([x(k+1,i)]) ≤ |p′([x(0,i)])|γ(i)d([x(k,i)])
n∑
j=1,j 6=i
η(i,j)d([x(k,j)]), 1 ≤ i ≤ n.
(8.24)
Ugyanez a meggondola´s viheto˝ ve´gig (8.23)-ra is, ahol az egyetlen
kiege´sz´ıte´s amit szem elo˝tt kell tartani, hogy [y(k,i)] ⊆ [x(k,i)]. Ez az
ala´bbi o¨sszefu¨gge´shez vezet:
d([x(k+1,i)]) ≤ |p′([x(0,i)])|γ(i)d([x(k,i)])
(∑i−1
j=1 η
(i,j)d([x(k+1,j)]) +
+
∑n
j=i+1 η
(i,j)d([x(k,j)])
)
, 1 ≤ i ≤ n.
(8.25)
A ko¨vetkezo˝ te´tel a (8.21) e´s (8.23) itera´cio´k konvergencia rendje´vel kap-
csolatos a´ll´ıta´sokat igazol.
8.7. Te´tel. A felte´telek e´s megjegyze´sek ugyanazok, mint a 8.6. te´tel
esete´ben voltak. A (8.21)-ben definia´lt itera´cio´ legala´bb ma´sodrendben,
a (8.23)-ban le´ırt itera´cio´ pedig legala´bb 1+ σ(n)-rend rendben konverga´l,
ahol σ(n) > 1 a
q˜(n)(y) = yn − y − 1.
polinom egyetlen pozit´ıv gyo¨ke.
Bizony´ıta´s: Az elso˝ a´ll´ıta´s igazola´sa: (8.24) a´ll´ıta´sbo´l azonnal kap-
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hato´:
d([x(k+1,i)]) ≤ |p′([x(0,i)])|γ(i)
(
n∑
j=1,j 6=i
η(i,j)
)
(d(k))2
≤ max
1≤i≤n
{
|p′([x(0,i)])|γ(i)
(
n∑
j=1,j 6=i
η(i,j)
)}
(d(k))2
≤ γ(d(k))2, 1 ≤ i ≤ n,
ahol
d(k) = max
1≤i≤n
{d([x(k,i)])}.
Amibo˝l ko¨vetkezik, hogy
d(k+1) = max
1≤i≤n
{d([x(k+1,i)])} ≤ γ(d(k))2,
e´s pont ezt a´ll´ıtottuk.
A ma´sodik a´ll´ıta´s igazola´sa sem ige´nyel nagyobb ero˝fesz´ıte´st, mint az
elo˝zo˝ a´ll´ıta´se´. Legyen
γ = max
1≤i,j≤n
{η(i,j)|p′([x(0,i)])|γ(i)}.
Ekkor vissza´ırva (8.25)-be:
d([x(k+1,i)]) ≤ γd([x(k,i)])
(
i−1∑
j=1
d([x(k+1,j)]) +
n∑
j=i+1
d([x(k,j)])
)
.
Felhaszna´lva a
d([x(k,i)]) =
1
(n− 1)γh
(k,i), q ≤ i ≤ n, εˆ = 1
n− 1 ,
helyettes´ıte´st, az ala´bbi forma´ban ı´rhato´
h(k+1,i) ≤ εˆh(k,i)
(
i−1∑
j=1
h(k+1,j) +
n∑
j=i+1
h(k,j)
)
.
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Az a´ltala´nossa´g megszor´ıta´sa ne´lku¨l felteheto˝, hogy
h(0,i) ≤ h ≤ 1, 1 ≤ i ≤ n.
Ekkor
h(k+1,i) ≤ hu˙
(k+1,i)
, 1 ≤ i ≤ n, k ≥ 0.
Az u
˙
(k+1) ege´szkoordina´ta´s vektor az ala´bbi szaba´ly alapja´n
sza´molhato´
u
˙
(k+1) = A
˙
u
˙
(k),
az u
˙
(0) = (1, 1, . . . , 1)T kiindula´si vektor seg´ıtse´ge´vel. (A valo´s
kordina´ta´ju´ vektorok, u´gynevezett pont-vektorok jelo¨le´se´re a a
˙
, b
˙
. . .
jelo¨le´st haszna´ljuk, hogy meg tudjuk o˝ket ku¨lo¨nbo¨ztetni az intervallum-
vektorokto´l. Hasonlo´ jelo¨le´st alkalmazunk a ,,pont ma´trixokra” is.
Az A
˙
ma´trix az ala´bbi alaku´
A
˙
=

1 1
1 1
1 1
. . .
. . .
1 1
1 1 0 · · · 0 1

.
A rela´cio´ teljes indukcio´val igazolhato´, amito˝l itt eltekintu¨nk. Az A
˙
ma´trix nem-negat´ıv e´s az ira´ny´ıtott gra´fja tiszta´n, ero˝sen o¨sszefu¨ggo˝.
Ebbo˝l ko¨vetkezik, hogy az A
˙
felbonthatatlan. A Perron-Frobenius
te´telbo˝l ko¨vetkezik, hogy az A
˙
ma´trix egy λ(1) saja´te´rte´ke megegyezik
a ρ(A
˙
) spektra´lsuga´rral. Az A
˙
primit´ıv, la´sd [17]. Az A
˙
ma´trix to¨bbi
saja´te´rte´ke kiele´g´ıti az ala´bbi o¨sszefu¨gge´st
λ(1) = ρ(A
˙
) > |λ(2)| ≥ · · · ≥ |λ(n)|.
Mivel A
˙
primit´ıv, eze´rt egy k(0) terme´szetes sza´mra
A
˙
(k) = (a
(k)
ij ) > O
˙
, k ≥ k(0).
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Ahogy Gro¨bner megmutatta, az ilyen ma´trixokra, melyek ez uto´bbi ke´t
tulajdonsa´ggal rendelkeznek, igaz
lim
k→∞
(a
(k+1)
ij /a
(k)
ij ) = λ
(1).
Egy adott ε > 0 esete´n vagy
a
(k+1)
ij /a
(k)
ij ≥ ρ(A
˙
)− ε, k ≥ k(ε) ≥ k(0)
igaz, vagy
a
(k+1)
ij ≥ α(ρ(A
˙
)− ε), 1 ≤ i, j ≤ n
igaz, ahol
α = min
1≤i,j≤n
a
(k)
ij > 0.
Ebbo˝l ko¨vetkezik, hogy
a
(k+2)
ij ≥ a(k+1)ij (ρ(A
˙
)− ε) ≥ α(ρ(A
˙
)− ε)2
vagy a´ltala´nosan
a
(k+r)
ij ≥ α(ρ(A
˙
)− ε)r, 1 ≤ i, j ≤ n, r ≥ 0.
Ha ezt felhaszna´ljuk az u
˙
vektor kisza´mı´ta´si szaba´lya´ban, akkor
u
˙
(k+r) = A
˙
k+ru
˙
(0) =
(
n∑
j=1
a
(k+r)
ij
)
≥ (nα(ρ(A
˙
)− ε)r)e
˙
kapjuk, ahol e
˙
= (1, 1, . . . , 1)T . E´s ı´gy azt kapjuk, hogy
h(k+r,i) ≤ hu(k+r,i) ≤ hnα(ρ(A˙ )−ε)
r
,
1 ≤ i ≤ n, r ≥ 0, k ≥ k(ε) ≥ k(0).
Ma´ske´pp kifejezve ez azt jelenti, hogy
d([x(k+r,i)]) ≤ (εˆ/γ)hnα(ρ(A˙ )−ε)
r
.
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Legyen most
d(k) = max
1≤i≤n
{d([x(k,i)])}.
Ekkor azt kapjuk, hogy
d(k+r) ≤ (εˆ/γ)hnα(ρ(A˙ )−ε)
r
.
Teha´t mega´llap´ıthatjuk, hogy az R te´nyezo˝ kiele´g´ıti az ala´bbiakat
Rρ(A
˙
)−ε{d(k)} = lim sup
r→∞
(d(k+r))
[1/(ρ(A
˙
)−ε)r ]
≤ lim sup
r→∞
(
εˆ
γ
h
nα(ρ(A
˙
)−ε)r
)[1/(ρ(A
˙
)−ε)r ]
= hαn < 1.
Ebbo˝l ko¨vetkezik, hogy a konvergencia rend legala´bb ρ(A
˙
) − ε ba´rmely
ε > 0 esete´n e´s innen, hogy nem kisebb ρ(A
˙
)-na´l.
Vizsga´ljuk most az A
˙
ma´trix q(n)(λ) karakterisztikus polinomja´t
q(n)(λ) = (λ− 1)n − (λ− 1)− 1.
τ = λ− 1 helyettes´ıte´s mellett ez
q˜(n)(τ) = τn − τ − 1,
alakban ı´rhato´.
A q˜(n)(τ) polinomnak a Descartes-szaba´ly e´rtelme´ben pontosan egy
σ(n) pozit´ıv gyo¨ke van, amelyre
1 < σ(n) < 2
mivel
q˜(n)(1) = −1, e´s q˜(n)(2) = 2n − 3 ≥ 1 > 0
igaz, ha n ≥ 2. Az A
˙
ma´trix spektra´lsugara teha´t kiele´g´ıti a
ρ(A
˙
) = 1 + σ(n) > 2
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o¨sszefu¨gge´st, amibo˝l az a´ll´ıta´s ma´sodik re´sze ko¨vetkezik. 
A (8.23) itera´cio´ egy alkalmaza´sa´t szeretne´nk az ala´bbiakban bemu-
tatni. Adott egy valo´s, szimmetrikus n× n-es A′
˙
= (aij) ma´trix. Az A
′
˙
ma´trix saja´te´rte´keinek nevezzu¨k azokat a λ sza´mokat, melyekre
A
˙
′x
˙
= λx
˙
, ahol x
˙
6= o
˙
igaz. Ezek meghata´roza´sa´hoz ve´ges sok ortogona´lis hasonlo´sa´gi transz-
forma´cio´t hajtunk ve´gre
A˜
˙
= U
˙
TA
˙
U
˙
,
melyekkel az a´ltala´nos teli ma´trixot az ala´bbi alaku´ A
˙
ma´trixra transz-
forma´ljuk
A
˙
=

a(1) b(1)
b(1) a(2) b(2)
. . .
. . .
. . .
b(n−1) a(n)
 .
Az A
˙
ma´trix saja´te´rte´kei (e´s ı´gy az A′
˙
ma´trixe´ is) az A
˙
ma´trix
p(λ) = det(λI
˙
−A
˙
)
karakterisztikus polinomja´nak gyo¨keike´nt sza´molhato´ak. p(λ) e´rte´ke az
ala´bbi rekurzio´val hata´rozhato´ meg

f (0)(λ) = 1, f (0)(λ) = λ− a(1),
f (k)(λ) = (λ− a(k))f (k−1)(λ)− (b(k−1))2f (k−2)(λ), 2 ≤ k ≤ n,
p(λ) = f (n)(λ).
(8.26)
Ha az A
˙
ma´trix saja´te´rte´kei mind egyszeresek e´s ismertek pa´ronke´nt
diszjunkt tartalmazo´ intervallumok, pe´lda´ul a Gersgorin te´tel alapja´n,
akkor alkalmazhato´ a (8.23) elja´ra´s. A ko¨vetkezo˝ pe´lda ezt demonstra´lja.
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Pe´lda: (α) Tekintsu¨k az ala´bbi ma´trixot
A
˙
=

15 1
1 10 1
1 7 1
1 4 1
1 0 1
1 −4 1
1 −7 1
1 −10 1
1 −15

.
A Gersgorin te´telt alkalmazva, az A
˙
ma´trix saja´te´rte´keire az ala´bbi tar-
talmazo´ intervallumokat nyerju¨k:
[x(0,1)] = [+13.99999999995,+16.00000000005],
[x(0,2)] = [+7.999999999974,+12.00000000005],
[x(0,3)] = [+4.999999999981,+9.000000000015],
[x(0,4)] = [+1.999999999992,+6.000000000022],
[x(0,5)] = [−2.000000000008,+2.000000000008],
[x(0,6)] = [−6.000000000022,−1.999999999992],
[x(0,7)] = [−9.000000000015,−4.999999999981],
[x(0,8)] = [−12.00000000005,−7.000000000074],
[x(0,9)] = [−17.00000000005,−12.99999999995].
Ezekkel a kiindula´si intervallumokkal a (8.23) itera´cio´t alkalmazva a
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ko¨vetkezo˝ eredme´nyeket kapjuk:
[x(5,1)] = [+15.19709300868, +15.19709300872],
[x(4,2)] = [+10.13174515464, +10.13174515471],
[x(4,3)] = [+7.001927580904, +7.001927580971],
[x(4,4)] = [+3.920346203678, +3.920346203715],
[x(5,5)] = [−0, 1096791595101 · 10−10, +0, 1096791595101 · 10−10],
[x(4,6)] = [−3.920346203719, −3.920346203674],
[x(4,7)] = [−7.001927580969, −7.001927580895],
[x(3,8)] = [−10.13174515473, −10.13174515463],
[x(3,9)] = [−15.19709300876, −15.19709300866],
Ezek az intervallumok nem jav´ıthato´ak a program tova´bbi alkal-
maza´sa´val semmike´ppen. Az also´ e´s fo¨lso˝ hata´rokban megegyezo˝ jegyeket
ala´hu´za´ssal jelo¨ltu¨k.
(β) Tekintsu¨k most a ko¨vetkezo˝ ma´trixot
A
˙
=

12 1
1 9 1
1 6 1
1 3 1
1 0
 .
U´jra haszna´ljuk a Gersgorin te´telt e´s ı´gy az ala´bbi tartalmazo´ interval-
lumokat kapjuk az A
˙
ma´trix saja´te´rte´keire:
[x(0,1)] = [+10.99999999998,+13.00000000003],
[x(0,2)] = [+6.999999999970,+11.00000000003],
[x(0,3)] = [+3.999999999989,+8.000000000021],
[x(0,4)] = [+0.9999999999945,+5.000000000019],
[x(0,5)] = [−1.000000000004,−1.000000000004].
A ko¨vetkezo˝ jav´ıtott intervallumok ado´dtak, ha a (8.23) itera´cio´s elja´ra´st
haszna´ltuk. (Hasonl´ıtsuk o¨ssze az eredme´nyt a ko¨vetkezo˝ 8.6. te´tel meg-
jegyze´seivel):
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[x(1,1)] = [+12.11013986010,+12.55506993010],
[x(1,2)] = [+9.006328989416,+9.0, 48379503166],
[x(1,3)] = [+5.999999999958,+6.000000000041],
[x(1,4)] = [+2.979804773200,+2.987022580008],
[x(1,5)] = [−0.3230758693540,−0.3162523763767],
[x(2,1)] = [+12.31617201370,+12.31774922532],
[x(2,2)] = [+9.016110401580,+9.016149094187],
[x(2,3)] = [+5.999999999958,+6.000000000013],
[x(2,4)] = [+2.983860239266,+2.983864788268],
[x(2,5)] = [−0.3168759526293,−0.3168759526051],
[x(3,1)] = [+12.31687595112,+12.31687595546],
[x(3,2)] = [+9.016136303134,+9.016136303198],
[x(3,3)] = [x(2,3)]
[x(3,4)] = [+2.983863696823,+2.983863696853],
[x(3,5)] = [−0.3168759526293,−0.3168759526051],
[x(4,1)] = [+12.31687595258,+12.31687595266],
[x(4,2)] = [+9.016136303134,+9.016136303181],
[x(4,3)] = [x(3,3)]
[x(4,4)] = [x(3,4)]
[x(4,5)] = [−0.3168759526284,−0.3168759526051],
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8.6. Polinomok komplex ze´rushelyeinek
szimulta´n meghata´roza´sa
Ebben a fejezetben egy polinom a´ltala´ban komplex gyo¨keinek szimulta´n
meghata´roza´sa´ra szolga´lo´ elja´ra´st fogunk ta´rgyalni Gargantini e´s Henrici
a´ltal ismertetett mo´don [16].
Legyen adott egy p(z) polinom
p(z) = a(n)zn + a(n−1)zn−1 + · · ·+ a(1)z + a(0), (8.27)
ahol a(i) ∈ C, 0 ≤ i ≤ n, n ≥ 2. Tova´bba´ tegyu¨k fel, hogy adott n
intervallum,
[w(0,i)] =< z(0,i), r(0,i) >∈ KC,
melyekre
ζ (i) ∈ [w(0,i)], p(ζ (i)) = 0, 1 ≤ i ≤ n, (8.28)
[w(0,i)] ∩ [w(0,j)] = ∅, 1 ≤ i < j ≤ n, (8.29)
Egy [z] ∈ KC a tova´bbiakban [z] = 〈m([z]), r([z])〉-vel is reprezenta´lhato´.
Tekintsu¨k a ko¨vetkezo˝ itera´cio´t
z(k,i) = m([w(k,i)]),
[c(k,i)] =
n∑
j=1,j 6=i
1
z(k,i)−[w(k,j)]
,
q(z(k,i)) = p
′(z(k,i))
p(z(k,i))
, ha p(z(k,i)) 6= 0,
[w(k+1,i)] =< z(k+1,i), r(k,i) >= − 1
q(z(k,i))−[c(k,i)]
,
(8.30)
1 ≤ i ≤ n, k ≥ 0,
e´s legyen
r(k) = max
1≤i≤n
{r(k,i)}, (8.31)
ρ(k) = min
1≤i<j≤n
{min{|z| | z ∈ z(k,i) − [w(k,j)]}}. (8.32)
i 6= j esete´n (8.29)-bo˝l ko¨vetkezik, hogy
min{|z| |z ∈ z(0,i) − [w(0,j)]} = |z(0,i) − z(0,j)| − r(0,j) ≥ ρ(0). (8.33)
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Tova´bba´ legyen η(k) az ala´bbi mo´don definia´lva
ρ(k) = (n− 1)η(k). (8.34)
Ekkor a ko¨vetkezo˝ igaz a (8.30) itera´cio´s rendszerre.
8.8. Te´tel. Legyen p(z) egy (8.27)-ben fel´ırt polinom, melynek gyo¨kei
ζ (i), 1 ≤ i ≤ n, e´s amely kiele´g´ıti a (8.28) e´s (8.29) felte´teleket. (8.31),
(8.32) e´s (8.34) jelo¨le´seivel legyen
6r(0) ≤ η(0). (8.35)
(a) Ekkor a (8.30) itera´cio´ mindig ve´grehajthato´, tova´bba´
ζ (i) ∈ [w(k,i)], 1 ≤ i ≤ n, k ≥ 0.
(b) Mindig igaz az
r(k+1) ≤ 1
ρ(0)(η(0) − 4r(0))(r
(k))3 ≤ 1
12(n− 1)r
(k), k ≥ 0,
egyenlo˝tlense´g.
Megjegyze´s: (b)-bo˝l ko¨vetkezo˝en limk→∞ r
(k) = 0, valamint (a) miatt
szu¨kse´gszeru˝en teljesu¨l, hogy
lim
k→∞
[w(k,i)] = ζ (i), 1 ≤ i ≤ n.
A (8.30) itera´cio´ legala´bb harmadrendben konvergens.
Bizony´ıta´s: (a) bizony´ıta´sa: Mivel
|z(0,i) − ζ (i)| ≤ r(0,i) ≤ r(0),
|z(0,i) − ζ (j)| ≥ |z(0,i) − z(0,j)| − |z(0,j) − ζ (j)|
≥ |z(0,i) − z(0,j)| − r0,j ≥ ρ(0),
ko¨vetkezik, hogy
|q(z(0,i))| =
∣∣∣∣∣ n∑j=1 1z(0,i)−ζ(j)
∣∣∣∣∣
≥
∣∣∣ 1z(0,i)−ζ(i) ∣∣∣− n∑
j=1,j 6=i
∣∣∣ 1z(0,i)−ζ(j) ∣∣∣
≥ 1
r(0)
− 1
η(0)
, ha z(0,i) 6= ζ (i).
(8.36)
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|z(0,i) − z(0,j)| − r(0,j) ≥ ρ(0) > 0,
rela´cio´bo´l kiindulva
0 /∈ z(0,i) − [w(0,j)]
kapjuk, e´ppu´gy, mint
1
z(0,i) − [w(0,i)] ⊂
〈
0,
1
ρ(0)
〉
,
[c(0,i)] =
n∑
j=1,j 6=i
1
z(0,i) − [w(0,i)] ⊂
⊂
n∑
j=1,j 6=i
〈
0,
1
ρ(0)
〉
=
〈
0,
1
ρ(0)
〉
,
q(z(0,i))− [c(0,i)] ⊂< q(z(0,i)), 1/η(0) > . (8.37)
Mivel
|q(z(0,i))| − 1/η(0) ≥ 1/r(0) − 2/η(0) > 0,
nyilva´nvalo´an
0 /∈ q(z(0,i))− [c(0,i)]
e´s eze´rt
[w(1,i)], 1 ≤ i ≤ n,
meghata´rozott. Mivel
p′(z(0,i))
p(z(0,i))
=
n∑
j=1
1
z(0,i) − ζ (j) ,
eze´rt (8.28)-t e´s a tartalmaza´s monotonita´sa´t felhaszna´lva ko¨vetkezik,
hogy
ζ (i) =
z(0,i) − p(z(0,i))
p′(z(0,i))− p(z(0,i))
n∑
j=1,j 6=i
1
z(0,i)−ζ(j)
∈
∈ z(0,i) − 1
q(z(0,i))− [c(0,i)] = [w
(0,i)], 1 ≤ i ≤ n.
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Ezzel az (a) re´szt bizony´ıtottuk k = 1 esetre.
(b) bizony´ıta´sa: Kiindulva az
|z(0,i) − z(0,j)|2 − (r(0,j))2 ≥ (ρ(0) + r(0,j))2 − (r(0,j))2 ≥ (ρ(0))2,
egyenlo˝tlense´gbo˝l kapjuk, hogy
r
(
1
z(0,i) − [w(0,j)]
)
=
r(0,j)
|z(0,i) − z(0,j)|2 − (r(0,j))2 ≤
r(0)
(ρ(0))2
e´s eze´rt
r([c(0,i)]) ≤ n− 1
ρ(0)
· r
(0)
ρ(0)
=
r(0)
η(0)ρ(0)
.
Felhaszna´lva ezt az egyenlo˝tlense´get u´gy mint (8.37) most
r(q(z(0,i))− [c(0,i)]) = r([c(0,i)]),
|m(q(z(0,i))− [c(0,i)])| ≥ 1/r(0) − 2/η(0) + r(q(z(0,i))− [c(0,i)]) =
= 1/r(0) − 2/η(0) + r([c(0,i)])
kapjuk, eze´rt az
r([w(0,i)]) = r
(
1
q(z(0,i))− [c(0,i)]
)
=
=
r(q(z(0,i))− [c(0,i)])
|m(q(z(0,i))− [c(0,i)])|2 − (r(q(z(0,i))− [c(0,i)]))2 ≤
≤ (r
(0))3
ρ(0)(η(0) − 4r(0)) ,
egyenlo˝tlense´gbo˝l kapjuk, hogy
r(1) ≤ (r
(0))3
ρ(0)(η(0) − 4r(0)) . (8.38)
Felhaszna´lva (8.35)-t kapjuk az ala´bbi egyenlo˝tlense´get a fenti becsle´sbo˝l
r(1) ≤ 1
12(n− 1)r
(0).
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Legyen
δ(0) = max
1≤i≤n
{|z(0,i) − z(1,i)|}.
Ekkor (8.32) felhaszna´la´sa´val kapjuk
ρ(1) ≥ ρ(0)− δ(0) − 2r(1). (8.39)
δ(0) becsle´se´hez felhaszna´ljuk (8.36), (8.37) e´s az ala´bbi rela´cio´kat
z(1,i) − z(0,i) ∈ 1
q(z(0,i))− [c(0,i)] ,
hogy a ko¨vetkezo˝t nyerju¨k
|z(1,i) − z(0,i)| ≤
∣∣∣∣ 1< q(z(0,i)), 1/η(0) >
∣∣∣∣ = 1|q(z(0,i))| − 1/η(0)
≤ r
(0)η(0)
η(0) − 2r(0) ,
amely ve´gu¨l az ala´bbi becsle´st adja
δ(0) ≤ r
(0)η(0)
η(0) − 2r(0) . (8.40)
A (8.35) egyenlo˝tlense´gbo˝l kiindulva e´s felhaszna´lva (8.38), (8.39) e´s
(8.40) egyenlo˝tlense´geket ko¨vetkezik az ala´bbi
η(1) − 6r(1) = ρ(1)/(n− 1)− 6r(1)
≥ η(0) − r(0)
(
η(0)
η(0)−2r(0)
+ 8(r
(0))2
ρ(0)(η(0)−4r(0))
)
≥ η(0) − 3r(0) ≥ 0;
(8.41)
ami alapja´n
η(1) ≥ 6r(1).
Ezt felhaszna´lva, a fentiekhez hasonlo´ mo´don megmutathato´, hogy
r(2) ≤ 1
ρ(1)(η(1) − 4r(1))(r
(1))3 ≤ 1
12(n− 1)r
(1).
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A (8.39)-bo˝l kiindulva a (8.41)-hez hasonlo´ mo´don ko¨vetkezik
η(1) − 4r(1) ≥ η(0) − r(0)
(
η(0)
η(0) − 2r(0) +
6(r(0))2
ρ(0)(η(0) − 4r(0))
)
, (8.42)
u´gy mint
η(1) ≥ η(0) − r(0)
(
η(0)
η(0) − 2r(0) +
2(r(0))2
ρ(0)(η(0) − 4r(0))
)
≥ 0. (8.43)
Felhaszna´lva mindke´t fenti egyenlo˝tlense´get, (8.35)-bo˝l kiindulva kapjuk
η(1)(η(1) − 4r(1)) ≥ (η(0))2 − η(0)r(0)
(
2η(0)
η(0) − 2r(0) +
8(r(0))2
ρ(0)(η(0) − 4r(0))
)
≥ η(0)(η(0) − 4r(0))
e´s eze´rt
r(2) ≤ 1
ρ(0)(η(0) − 4r(0))(r
()3.
A te´telt a megmaradt esetekre teljes indukcio´val lehet bizony´ıtani. 
Most (8.30) itera´cio´ egy alkalmaza´sa´t fogjuk bemutatni. Ehhez egy
also´ Hessenberg ma´trix saja´te´rte´keinek kisza´mı´ta´sa´nak proble´ma´ja´t fog-
juk vizsga´lni, felhaszna´lva a tartalmazo´ intervallumok egy sorozata´t. Az
itera´cio´hoz szu¨kse´gesek a karakterisztikus polinom e´s a deriva´ltja´nak he-
lyettes´ıte´si e´rte´kei. Konkre´t pe´ldake´nt tekintsu¨k az ala´bbi ma´trixot
H
˙
=

12 + 16i 1 0 0
0 9 + 12i 1 0
0 0 6 + 8i 1
1 0 0 3 + 4i
 ,
ahol i =
√−1. A Gersgorin-te´tel e´rtelme´ben a
[w(0,1)] = 〈12 + 16i, 1〉 , [w(0,2)] = 〈9 + 12i, 1〉 ,
[w(0,3)] = 〈6 + 8i, 1〉 , [w(0,4)] = 〈3 + 4i, 1〉
ko¨rlapok pontosan egy-egy saja´te´rte´ke´t tartalmazza´k a H
˙
ma´trixnak.
A (8.30) elja´ra´s seg´ıtse´ge´vel a ko¨vetkezo˝ [w(k,i)] jav´ıtott tartalmazo´ hal-
mazokat kapjuk a H
˙
ma´trix saja´te´rte´keire, ahol
[w(k,i)] =< m([w(k,i)]), r([w(k,i)]) >,
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reprezenta´cio´ az ala´bbi jelo¨le´seket haszna´lva
m([w(k,i))]) = ℜ(m([w(k,i)])) + iℑ(m([w(k,i)])).
A sza´mı´ta´sok eredme´nyeit a 8.6. ta´bla´zat tartalmazza.
k i Re Im r
1 1 +11.99875131516 +15.99953080496 0.1001255·10−6
2 +9.003742419628 +12.00140833328 0.1494005·10−5
3 +5.996257580383 +7.998591666711 0.1493969·10−5
4 +3.001248654837 +4.000469195035 0.1000782·10−6
2 1 +11.99875136181 +15.99953080159 0.1019500·10−9
2 +9.003742437190 +12.00140832752 0.8760740·10−10
3 +5.996257562811 +7.998591672458 0.3665239·10−10
4 +3.001248638204 +4.000469198423 0.2555951·10−10
3 1 +11.99875136181 +15.99953080159 0.1019496·10−9
2 +9.003742437190 +12.00140832752 0.8760740·10−10
3 +5.996257562811 +7.998591672458 0.3665353·10−10
4 +3.001248638204 +4.000469198423 0.2556093·10−10
8.6. ta´bla´zat.
9. fejezet
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A fejezet ce´lja betekinte´st nyu´jtani a to¨bbva´ltozo´s, felte´tel ne´lku¨li nem-
linea´ris optimaliza´la´s proble´ma´ja´ba. A feladat a ko¨vetkezo˝: adott egy
f : Rn → R, nem felte´tlenu¨l linea´ris fu¨ggve´ny e´s egy S ⊂ Df re´szhalmaz,
amely felett a minimaliza´la´st ve´gezzu¨k, azaz keressu¨k az
f ∗ = min
x∈S
f(x),
illetve
X∗ = {x∗ ∈ S | f(x∗) = f ∗}
e´rte´keket, vagyis a minimum e´rte´ke´t e´s azokat az S-beli pontokat ame-
lyekben ez a minimum felve´tetik.
A to¨bbva´ltozo´s optimaliza´cio´ klasszikus numerikus mo´dszerei
a´ltala´ban ko¨zel´ıto˝ megolda´sokbo´l indulnak ki e´s ezeket iterat´ıvan fi-
nomı´tja´k, vagyis le´nyege´ben a ce´lfu¨ggve´nyt ve´ges sok pontban min-
tave´telezve pro´ba´lnak globa´lis optimumot meghata´rozni. Azonban nincs
biztos´ıte´k arra, hogy ezen kipro´ba´lt pontokon k´ıvu¨l ne lenne´nek kiugro´an
alacsony e´rte´kei az optimaliza´lando´ fu¨ggve´nynek.
Hansen globa´lis optimaliza´cio´s algoritmusa´nak ebben a fejezetben be-
mutata´sra keru¨lo˝ va´ltozata az intervallum aritmetika felhaszna´la´sa´val a
ce´lfu¨ggve´nyt, illetve annak elso˝ e´s ma´sodik parcia´lis deriva´ltjait ve´ges sok
pont felett e´rte´keli ki, e´s a ve´gu¨l eredme´nyu¨l kapott e´rte´kek automatiku-
san elleno˝rzo¨tt optimum befoglalo´ intervallumok lesznek, azaz a kapott
intervallumok garanta´ltan tartalmazza´k a globa´lis minimaliza´lo´ helyeket.
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9.1. Elme´leti ha´tte´r
A tova´bbiakban legyen f : Rn → R ke´tszer folytonosan deriva´lhato´
fu¨ggve´ny. Jelo¨lje fy az f -nek y-on vett intervallumkie´rte´kele´se´nek also´
hata´ra´t e´s legyen x ∈ IRn a minimumkerese´s intervalluma. Feladatunk
az o¨sszes olyan x∗ ∈ int(x) pont megkerese´se, amelyre
f(x∗) = min
x∈x
f(x),
azaz x∗ staciona´rius pontja f -nek.
Hansen algoritmusa egy lista´ban ta´rolja azon intervallumokat, ame-
lyek tartalmazhatja´k a globa´lis minimumhelyeket. Ezt a lista´t azta´n min-
den itera´cio´s le´pe´sben tova´bb pro´ba´lja finomı´tani, egyre´szt a minimumot
garanta´ltan nem tartalmazo´ intervallumok elta´vol´ıta´sa´val, illetve az ı´gy
megmaradtak feloszta´sa´val vagy minimumot nem tartalmazo´ re´szeik el-
hagya´sa´val.
Az algoritmus hate´konysa´ga elso˝sorban abban rejlik, hogy az optimu-
mot nem tartalmazo´ intervallumok vagy re´szintervallumok eldoba´sa´nak
ko¨vetkezte´ben gyorsan e´s nagy me´rte´kben cso¨kkenti az optimumot tar-
talmazo´ intervallumjelo¨ltek sza´ma´t.
Az intervallumfeloszta´s e´s eldoba´s ne´gy teszt seg´ıtse´ge´ve´vel valo´sul
meg:
• ko¨ze´pponti teszt
• monotonita´si teszt
• konkavita´si teszt
• intervallumos Newton Jacobi le´pe´s
Az algoritmus itera´cio´s re´sze akkor a´ll le, ha a lista´ban le´vo˝ intervallu-
mok sze´lesse´ge egy elo˝re meghata´rozott hibaku¨szo¨b ala´ esik. Ezuta´n egy
verifika´cio´s le´pe´s sora´n mega´llap´ıtjuk, hogy a megmarado´ intervallumok
ko¨zu¨l melyek azok, amelyekben le´tezik e´s egye´rtelmu˝ a minimumhely.
Elo˝szo¨r azonban ta´rgyaljuk az itt alkalmazott Newton Jacobi le´pe´s
elme´lete´t e´s az intervallum aritmetika egy sza´munkra szu¨kse´ges kiter-
jeszte´se´t.
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9.2. Newton Jacobi le´pe´s
Legyen f : Rn → Rn folytonosan differencia´lhato´ vektor e´rte´ku˝ fu¨ggve´ny,
jelo¨lje Jf(x) az f Jacobi-ma´trixa´t az x ∈ x pontban. Keressu¨k az f
ze´rushelyeit.
A centra´lis alakot a Taylor-sorfejte´ssel alkalmazva fel´ırhatjuk, hogy
f(m(x))− f(x∗) = Jf(ξ) · (m(x)− x∗),
valamely ξ ∈ x-re.
Mivel ze´rushelyeket keresu¨nk eze´rt tegyu¨k fel, hogy f(x∗) = 0. Ezt
felhaszna´lva a fentibo˝l
f(m(x)) = Jf(ξ) · (m(x)− x∗)
ado´dik. Tegyu¨k fel, hogy mind Jf (ξ) illetve minden re´szma´trixa regula´ris.
Ekkor a keresett x∗ ze´rushelyre (Jf (ξ))
−1-el valo´ szorza´s e´s a´trendeze´s
uta´n azt kapjuk, hogy
x∗ = m(x)− (Jf(ξ))−1 · f(m(x)) ∈
∈ m(x)− (Jf(x))−1 · f(m(x)) =: N(x).
Nyilva´n az f fu¨ggve´ny minden x-beli ze´rushelye egyu´ttal N(x)-ben
is benne van.
Most relaxa´ljunk a regularita´si felte´telen! A feladatunk megoldani
x∗-ra az
f(m(x)) = Jf(ξ) · (m(x)− x∗)
feladatot. Prekondiciona´ljuk ezt egy R ∈ Rn×n valo´s ma´trixszal, azaz
ehelyett oldjuk meg a ko¨vetkezo˝t:
R · f(m(x)) = R · Jf (ξ) · (m(x)− x∗).
A prekondiciona´la´sra haszna´lt R ma´trixra a´ltala´ban az R :=
(m(Jf(x)))
−1 va´laszta´s esik.
Bevezetve az A := R · Jf(x), c := m(x) illetve a b := R · f(m(x))
jelo¨le´seket a feladat a ko¨vetkezo˝ befoglala´s meghata´roza´sa:
A(c− x∗) = b.
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Ennek megolda´sa´ra a Jacobi mo´dszer egy intervallumos va´ltozata´t
haszna´ljuk.
A feladat azon S halmaz elemeinek befoglala´sa, amelyre
S := {x | A · (c− x) = b, A ∈ A}.
Ki´ırva a ma´trixszorza´st a ko¨vetkezo˝ egyenletrendszert kapjuk:
n∑
j=1
Aij(cj − xj) = bi, i ∈ 1, ..., n.
Felte´ve, hogy minden i-re Aii 6= 0 az xi-t kisza´molva kapjuk, hogy
xi = ci −
(
bi +
∑n
j=1,j 6=iAij · (xj − cj)
)
Aii
∈
∈ ci −
(
bi +
∑n
j=1,j 6=iAij · ([xj ]− cj)
)
Aii
Teha´t az x intervallumbo´l kiindulva egy Newton Jacobi le´pe´s NJ(x)
eredme´nye´re
z := x
zi :=
(
ci −
bi +
∑n
j=1,j 6=iAij · (zj − cj)
Aii
)
∩ zi, i = 1, ..., n
NJ(y) :=
{
z, ha zi 6= ∅, i ∈ {1, .., n}
∅, ku¨lo¨nben
Ekkor nyilva´n S ⊂ z. A le´pe´s pontossa´ga´t no¨veli, hogy a ma´r
mo´dos´ıtott zi komponensekkel ve´gezzu¨k a tova´bbi sza´mı´ta´sokat a z in-
tervallumvektor meghata´roza´sakor. A ko¨vetkezo˝ te´tel ne´ha´ny fontos
eredme´nyt mutat NJ(x)-ro˝l:
9.1. Te´tel. Legyen f : D ⊂ Rn → Rn folytonosan differencia´lhato´
fu¨ggve´ny, x ∈ IRn, x ⊂ D. Ekkor a fenti mo´don sza´mı´tott NJ(x)-re
a ko¨vetkezo˝ ha´rom a´ll´ıta´s teljesu¨l:
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1. ∀x∗ ∈ x : f(x∗) = 0 ⇒ x∗ ∈ NJ(x), azaz NJ(x) az f minden
x-beli ze´rushelye´t tartalmazza
2. ha NJ(x) = ∅, akkor f -nek nincs ze´rushelye x-ben
3. ha NJ(x) ⊂ x, akkor ∃!x∗ ∈ x, amelyre f(x∗) = 0.
9.3. Kiterjesztett intervallum aritmetika
Az alap intervallum aritmetikai mu˝veletek bevezete´se sora´n kiko¨to¨ttu¨k,
hogy intervallumok egyma´ssal to¨rte´no˝ oszta´sakor nem e´rtelmezzu¨k azt
az esetet, amikor az oszto´ intervallum tartalmazza a 0-a´t. Most ezt a
megko¨te´st szu¨ntetju¨k meg. Bo˝v´ıtsu¨k ki a valo´s sza´mokat a +∞ e´s −∞
elemekkel, a kibo˝v´ıtett valo´s intervallumok halmaza´t pedig definia´ljuk a
ko¨vetkezo˝ke´ppen:
IR := IR ∪ {[−∞, r] | r ∈ R} ∪ {[l,+∞] | l ∈ R} ∪ {[−∞,+∞]}.
Ekkor az oszta´s u´j szaba´lya 0 ∈ [y] esetben:
[x]
[y]
:=

[−∞,+∞], ha x < 0 vagy [x] = 0 vagy [y] = 0
[x/y,+∞], ha x ≤ 0 e´s y < y = 0
[−∞, x/y] ∪ [x/y,+∞], ha x ≤ 0 e´s y < 0 < y
[−∞, x/y], ha x ≤ 0 e´s 0 = y < y
[−∞, x/y], ha 0 ≤ x e´s y < y = 0
[−∞, x/y] ∪ [x/y,+∞], ha 0 ≤ x e´s y < 0 < y
[x/y,+∞], ha 0 ≤ x e´s 0 = y < y
A ko¨vetkezo˝ pe´lda azt szemle´lteti mike´pp kaphatjuk meg a ko¨vetkezo˝
szaba´lyokat.
Legyen [x] = [4, 5], [y] = [−1, 2]. Keressu¨k S := {x
y
| x ∈ [x], y ∈ [y]}
halmazt. Felhaszna´lva a [y] = [y1] ∪ [y2] = [−1, 0] ∪ [0, 2] felbonta´st S-re
a ko¨vetkezo˝t kapjuk:
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S = {x
y
| x ∈ [x], y ∈ [y1]} ∪ {x
y
| x ∈ [x], y ∈ [y2]} =
= [−∞,−4] ∪ [2,+∞]
Ku¨lo¨no¨sen hasznos ez, ha ezeket a ve´gtelen intervallumokat el tudjuk
metszeni valamilyen ve´ges intervallummal (mint pe´lda´ul a Newton Jacobi
mo´dszerben a zi-vel).
9.4. Az algoritmus
9.4.1. Az algoritmus va´za
Az algoritmus egy L lista´ban ta´rolja a globa´lis optimumhely-jelo¨lteket
befoglalo´ intervallumokat. Kezdetben ez a lista a kiindula´si x0 := x
intervallumbo´l a´ll.
Ezuta´n a fo˝ itera´cio´ ko¨vetkezik. Amı´g az L lista ki nem u¨ru¨l, vagy
minden y ∈ L-re nem teljesu¨l az, hogy egy adott tu˝re´shata´r ala´ nem esik
az a´tme´ro˝ju¨k, a ko¨vetkezo˝ pontokban ismertetett ne´gy teszt (ko¨ze´pponti,
monotonita´si, konkavita´si e´s Newton Jacobi le´pe´s) ve´grehajta´sa ko¨vetke-
zik iterat´ıvan.
Ha az itera´cio´ u´gy e´r ve´get, hogy L = ∅, akkor nem tala´ltunk a
kiindula´si intervallumban minimumhelye´t az f fu¨ggve´nynek.
Ha az itera´cio´ u´gy e´r ve´get, hogy |L| > 1, akkor egy verifika´cio´s le´pe´s
ko¨vetkezik, amely minden y ∈ L intervallumot megvizsga´l.
A fentiek o¨sszefoglala´sake´nt megadjuk az algoritmus ro¨vid, program-
szeru˝ le´ıra´sa´t.
L := { [ x ]}
whi l e ( MindenA´tme´ro˝Tu˝re´senBelu¨l != igaz E´S L != {} )
Ko¨z e´ppont Teszt
Monotonit a´ s Teszt
Konkavit a´ s Teszt
Newton Jacobi
endwhile
i f ( L != {})
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Ve r i f i k a´ c i o´
e nd i f
9.4.2. Ko¨ze´pponti teszt
Az algoritmus mu˝ko¨de´se sora´n sza´mon tart e´s fokozatosan finomı´t egy
felso˝ becsle´st az f ∗ globa´lis optimum e´rte´kre. Jelo¨lje ezt f˜ .
Ezen felso˝ becsle´st felhaszna´lva az L lista´bo´l kidobhato´ minden olyan
y intervallum, amelyre teljesu¨l, hogy
fy > f˜,
hiszen ekkor
fy > f˜ ≥ f ∗,
vagyis y nem tartalmazhat globa´lis minimumhelyet.
A ko¨ze´pponti teszt ennek az f˜ felso˝ becsle´snek kezdeti e´rte´kada´sa´t
illetve finomı´ta´sa´t hivatott szolga´lni.
Kezdetben legyen f˜ = +∞. Va´lasszuk ki az L lista´ban ta´rolt inter-
vallumok ko¨zu¨l azt, amely felett a minimaliza´lando´ ce´lfu¨ggve´ny interval-
lumkie´rte´kele´se´nek also´ korla´tja a legkisebb, azaz legyen y olyan, hogy
minden z ∈ L-re
fy ≤ fz.
Legyen c = m(y), azaz az y intervallum ko¨ze´ppontja e´s legyen f˜ :=
min{f(c), f˜}.
Amennyiben cso¨kkent f˜ e´rte´ke eldobhatjuk a lista o¨sszes olyan z in-
tervalluma´t, amelyre fz > f˜ .
Ezen tu´l, amikor re´szintervallumokra bontunk egy listabeli y-t szinte´n
felhaszna´ljuk a most kapott felso˝becsle´st a minimume´rte´kre, nevezetesen
a kapott yi re´szintervallumok ko¨zu¨l csak azokat tesszu¨k a lista´ba, ame-
lyekre teljesu¨l, hogy fyi ≤ f˜ .
A ko¨ze´pponti teszt ugyanu´gy helyes marad, ha az intervallum
ko¨ze´ppontja helyett egy tetszo˝leges belso˝ pontja´t vesszu¨k.
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9.4.3. Monotonita´si teszt
A monotonita´si teszt ce´lja annak mega´llap´ıta´sa, hogy egy y interval-
lumon a ce´lfu¨ggve´ny szigoru´an monoton-e. Amennyiben az, akkor
az y nem tartalmazhat staciona´rius pontot, ami szu¨kse´ges felte´tele a
sze´lso˝e´rte´khelynek, ı´gy ebben az esetben y kidobhato´ az L lista´bo´l.
A monotonita´s eldo¨nte´se´t a gradiens kie´rte´kele´se´vel ve´gezzu¨k. Legyen
g := ∇f(y). Ha le´tezik i ∈ {1, 2, ..., n}, hogy
0 /∈ gi
akkor f szigoru´an monoton az y felett, vagyis y elhagyhato´.
E´rdemes megjegyezni, hogy ele´g egyetlen koordina´ta´t tala´lni, amely
mente´n a fenti rela´cio´ teljesu¨l, ı´gy a´ltala´ban az n-hez ke´pest keve´s sza´mu´
intervallumkie´rte´kele´s uta´n is do¨nthet a vizsga´lt intervallum eldoba´sro´l a
monotonita´si teszt.
9.4.4. Konkavita´si teszt
Ezzel a teszttel szinte´n az a ce´lunk, hogy kiszu˝rju¨k azokat az intervallu-
mokat amelyek nem tartalmazhatnak globa´lis minimumot, ezu´ttal annak
az eldo¨nte´se´vel, hogy f konka´v-e. Ehhez azt pro´ba´ljuk bela´tni, hogy f
nem konvex az y intervallum fo¨lo¨tt.
Legyen H := ∇2f(y), azaz legyen H az f Hesse-ma´trixa´nak interval-
lum befoglala´sa. Amennyiben ez pozit´ıv definit, akkor f konvex. A po-
zit´ıv definitse´g egyik szu¨kse´ges felte´tele, hogy a fo˝a´tlo´beli elemek nulla´na´l
nagyobbak legyenek. Teha´t ha le´tezik olyan i ∈ {1, 2, ..., n}, hogy
H ii < 0,
akkor Hii < 0 minden y ∈ y-ra, H = ∇2f(y), azaz f nem lehet konvex
y-on, teha´t nem tartalmazhat minimumhelyet sem, ı´gy y elhagyhato´.
9.4.5. Intervallumos Newton Jacobi le´pe´s
Az algoritmus ezen le´pe´se´ben az elo˝bb bemutatott intervallumos New-
ton Jacobi le´pe´s seg´ıtse´ge´vel keressu¨k egy fu¨ggve´ny - a ce´lfu¨ggve´nyu¨nk
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gradiense´nek - ze´rushelyeit, azaz azokat az intervallumokat amelyek be-
foglalja´k az o¨sszes y ∈ y pontot, amelyre
∇f(y) = 0
fenna´ll. Ezek a helyek staciona´rius pontjai lesznek a fu¨ggve´nynek, vagyis
teljesu¨l ra´juk az optimum le´teze´se´nek egy szu¨kse´ges felte´tele.
A le´pe´s ve´grehajta´sa´hoz legyen
A := R · ∇2f(y),
illetve
b := R · ∇f(m(y)),
ahol R ≈ (m(∇2f(y)))−1.
Itt m(∇2f(y)) ma´trix ko¨ze´pponti ma´trix, azaz a kifejeze´sben megje-
leno˝ intervallumva´ltozo´kat a ko¨ze´ppontjaikkal helyettes´ıtju¨k.
Ekkor az y intervallum finomı´ta´sa´bo´l a N
′
J(y) eredme´nyintervallum
halmaz kisza´mı´ta´sa a ko¨vetkezo˝ke´ppen to¨rte´nik:
z := y
zi :=
(
ci −
bi +
∑n
j=1,j 6=iAij · (zj − cj)
Aii
)
∩ zi, i = 1, ..., n
N
′
J(y) :=
{
z, ha zi 6= ∅, i ∈ {1, .., n}
∅, ku¨lo¨nben
Az algoritmushoz kiterjesztett intervallum aritmetika szu¨kse´ges, ahol
a 0-t tartalmazo´ intervallumokkal to¨rte´no˝ oszta´s is e´rtelmezve van. Ek-
kor az adott komponens kisza´mı´ta´sa´nak eredme´nye nem felte´tlenu¨l egy
intervallum lesz, hanem lehet ketto˝ is.
Amikor a most bemutatott Newton-szeru˝ intervallumos mo´dszeru¨nk
egy le´pe´se´t alkalmazzuk ha´rom dolog to¨rte´nhet:
Ha N
′
J(y) = ∅, akkor tudjuk a vizsga´lt y intervallumro´l, hogy nem
tartalmaz staciona´rius pontot, ı´gy kikeru¨l a lista´bo´l.
Ha |N ′J(y)| > 1, akkor a le´pe´s eleji y intervallum to¨bb
re´szintervallumra esik sze´t. Ezeket ra´helyezzu¨k az L lista´ra, amennyi-
ben teljesu¨l ra´juk, hogy a ce´lfu¨ggve´nyu¨nk intervallumkie´rte´kele´se´nek also´
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hata´ra legfeljebb akkora, mint a globa´lis minimum aktua´lis itera´cio´s
le´pe´sben e´rve´nyben le´vo˝ felso˝ becsle´se (ld. ko¨ze´pponti teszt).
Ha |N ′J(y)| = 1 akkor ugyan a Newton le´pe´s sem eldobni, sem
sze´tszedni nem tudta az intervallumot, a´tme´ro˝je azonban jelento˝sen
cso¨kkenhetett, ezzel is no¨velve a to¨bbi teszt hate´konysa´ga´t.
9.4.6. Verifika´cio´
Ha L 6= ∅, akkor ebben a le´pe´sben minden y ∈ L intervallumot
megvizsga´lunk a loka´lis minimumhely le´teze´se e´s egye´rtelmu˝se´ge szem-
pontja´bo´l.
Amennyiben
N
′
GS(y) ⊂ y (9.1)
teljesu¨l, akkor le´tezik egy egye´rtelmu˝ staciona´rius pont az y intervallum-
ban. Ez szu¨kse´ges felte´tele az optimumnak.
A loka´lis minimumhely le´teze´se´hez a ∇2f(y) pozit´ıv definitse´ge´t kell
bela´tni.
Ha a B := I−‖A‖−1 ·A ma´trix minden saja´te´rte´ke´nek abszolu´te´rte´ke
kisebb mint 1, azaz a B spektra´lsugara´ra igaz, hogy ρ(B) < 1, akkor A
pozit´ıv definit. Ez uto´bbira ad egy jo´l elleno˝rizheto˝ felte´telt a ko¨vetkezo˝
te´tel:
9.2. Te´tel. Legyen H ∈ IRn×n, S := I − 1
κ
H, ahol κ olyan, hogy
‖H‖∞ ≤ κ ∈ R. Ha teljesu¨l egy z ∈ IRn intervallum-vektorra, hogy
S · z ⊂ z, (9.2)
akkor ρ(B) < 1 minden B ∈ S-re e´s minden szimmetrikus A ∈ H ma´trix
pozit´ıv definit.
A bizony´ıta´s a [4] cikkben tala´lhato´.
A (9.2) felte´tel elleno˝rze´se´re elo˝szo¨r kisza´mı´tjuk a H = ∇2f(y),
κ ≥ ‖H‖∞ e´s S = I − 1κH e´rte´keket, majd kiindulva a z(0) interval-
lumvektorbo´l, amelynek minden intervallumkomponense´re z
(0)
i = [−1, 1]
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a ko¨vetkezo˝ itera´cio´t ve´gezzu¨k:
z(k+1) := S · z(k),
amı´g nem teljesu¨l, hogy z(k+1) ⊂ z(k). Ha ez egy bizonyos sza´mu´ itera´cio´s
le´pe´s uta´n sem lesz igaz, akkor u´gy vesszu¨k, hogy a 9.2 felte´tel nem
teljesu¨l.
A globa´lis minimumhely egye´rtelmu˝se´ge´nek eldo¨nte´se´re nincs le-
heto˝se´g a´ltala´nos esetben. Eze´rt ele´gszu¨nk meg annyival az algoritmu-
sunk ve´ge´n a verifika´cio´s fa´zisban, hogy csak a loka´lis minimumhelyek
egye´rtelmu˝se´ge´t vizsga´ljuk. E´rdemes felh´ıvni a figyelmet arra, hogy atto´l,
hogy az egye´rtelmu˝se´g teszt nem sikeru¨l nem kell eldobni a vizsga´lt inter-
vallumot, hiszen elo˝fordulhat, hogy kontinuum sok globa´lis minimumhe-
lye van ce´lfu¨ggve´nyu¨nknek e´s ezeket tartalmazza az aktua´lis intervallum.
A fentiek egyu´ttal azt is jelentik, hogy az algoritmus lefuta´sa uta´n
az L lista´n olyan intervallumok vannak, amelyek globa´lis minimumhely-
jelo¨lt, loka´lisan egye´rtelmu˝ minimumhelyeket foglalnak be. Ha a ve´gso˝
lista´n csak egyetlen intervallum szerepel, ami egy egye´rtelmu˝ loka´lis mini-
mumhelyet foglal be, akkor az egyu´ttal a kiindula´si x egye´rtelmu˝ globa´lis
minimumhelye is.
9.5. Az algoritmus alkalmazhato´sa´ga
Az algoritmus ismertete´se eleje´n feltettu¨k, hogy f ke´tszer folytonosan
differencia´lhato´, azonban ko¨nny´ıthetu¨nk ezen a felte´telen.
Ha nem alkalmazzuk a Newton-le´pe´st, akkor egyszer folytonosan dif-
ferencia´lhato´ fu¨ggve´nyekre is futtathatjuk az algoritmusunkat, azonban
ebben az esetben a verifika´cio´s le´pe´s sem haszna´lhato´.
Az algoritmus tova´bba´ mo´dos´ıthato´ u´gy is, hogy nem differencia´lhato´
fu¨ggve´nyekre is alkalmazhato´ legyen, ekkor le´nyege´ben csak feloszta´sokat
e´s ko¨ze´pponti teszteket ve´gez ma´r.
Tova´bb jav´ıthato´ az algoritmus ko¨ze´pponti tesztje´nek hate´konysa´ga,
ha pontos´ıtjuk a globa´lis minimume´rte´k felso˝ becsle´se´t, pe´lda´ul
ku¨lo¨nbo¨zo˝ loka´lis kereso˝elja´ra´sok seg´ıtse´ge´vel.
Fontos megjegyezni, hogy az algoritmust mo´dos´ıtani kell, ha nem
csak a kiindula´si x intervallum belso˝ pontjaiban keressu¨k a minimum-
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helyeket, hiszen pe´lda´ul a hata´rokon a globa´lis minimumhelynek nem
kell staciona´riusnak lennie.
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