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Abstract-The increasing availability of computer readable documents and advances 
in computing power have created a rene\ted interest in computer translators. This paper 
describes the TRANSOFT medical document translator, a table-driven system written 
in American National Standard MUMPS. which handles a variety of translation prob- 
lems. As one test of the TRANSOFT s!‘srem. we submitted all theorems from Chapter 
Two of Zeman’s Mocltrl Logic, to verification by Gentzen reduction and the Quine- 
McCluskey algorithm. Three apparent typographical errors were detected. but the trans- 
lator otherwise confirmed the 179 theorsms in this chapter. The TRANSOFT translator 
has the advantages of user control of the levicon and grammar and sufficient conditions 
to prevent indefinite cycling of the program. 
INTRODUCTION 
General purpose computer translators for scientific and medical documents have been 
studied since the vacuum tube era. but major research efforts in the United States were 
abandoned in the late 1960s after an influential report su ggested that “fully automated 
high quality translation” was not economically feasible at that time (Locke[l]. Bar-Hil- 
lel[2], ALPAC[3]). Subsequent efforts focused on theoretical issues or highly specialized 
translators (Loh[?], Jordan[S], Carbonell[6]. Wilks[7-91, Garfield[lO]). but recent ad- 
vances in computer power and the increasing availability of computer readable documents 
have led to a renewed interest in computer translation. The Japanese hlinistry of Inter- 
national Trade and Industry (MITI) has launched an ambitious plan to use “fifth-gener- 
ation” computer technology to perform translations between Japanese and major bvestern 
European languages (Feigenbaum[ I I]), and similar projects are under way in the United 
States and Western Europe (Walthers von Alten[lZ]). A computerized Japanese to English 
translator is available commercially[ 131. It is now possible to manage the required knowl- 
edge base (lexicons and grammatical tables) on a minicomputer or a suitably configured 
microcomputer. This report describes the TRANSOFT medical document translator. 
which has been used to generate draft translations of German medical text, to convert 
autopsy diagnoses into standardized form and to obtain solutions for systems of propo- 
sitional logic (Moore[ 141). 
* To h horn correspondence should be addressed. 
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Zeman’s Modal Logic is a text which presents major results for the system of modal 
logic introduced by Lewis and Langford (Zeman[l3]. Levvis[l6]). Modal logic is an ex- 
tension of ordinary first order propositional logic in which the usual logic operators (not. 
and, inclusive or, implication. equivalence) are supplemented by operators for “possibly” 
and “necessarily.” Several authors have recently suggested the potential relevance of 
modal operators in medical applications (Moore[l7-191, Halpern[20]). Chapter Two in 
Ref. 1151 is an introductory chapter which contains the most important theorems of or- 
dinary propositional logic, numbered 2.1 through 2.178. in a standard notation (tuka- 
siewicz or “Polish” notation). All these theorems can be verified by a two step procedure 
involving Gentzen reduction followed by the Quine-McCluskey algorithm (Moore[l7. 191. 
Anderson[21], Quine[22-241, McCluskey[Zj]). We describe here our experience in veri- 
fying these theorems on minicomputer and microcomputer versions of the TRANSOFT 
medical document translator. 
METHODS 
All theorems in Chapter Two of Zeman’s MO& Logic were typed into a Raytheon 
VT-1303 communicating word processor and transmitted by dial-up or direct line to a 
Digital Equipment Corporation PDP-I l/70 minicomputer with American National Stan- 
dard MUMPS operating system and programming language in the Department of Labo- 
ratory Medicine of The Johns Hopkins Medical Institutions. A Gentzen reduction was 
performed on each theorem, using the TRANSOFT medical document translator described 
below (Table I). Translations using the same MUMPS source code were also performed 
on an IBlM PC microcomputer Model 5150 with two, 360k-byte disk drives and 384k 
processor memory, runnin g the MicroMUMPS implementation from the university of 
California, Davis, under the IBM PC-DOS version 2.1 operating system.* 
The theorems in Chapter Two of Zeman’s Modal Logic have five logical operators (A 
= alternation, C = implies, E = equivalence, K = conjunction, N = negation) and four 
atomic logical operands (p, q, r, s). These are the same operators used in computer 
programs for automated reasoning (Wos[26]). All theorems employ tukasiewicz or “Pol- 
ish” notation, in which each operator precedes all its operands (Zeman[l3]). Negation 
(N) is the only unary operator; Np means “not p.” The other four operators (A, C, E, 
K) are binary; Apq means “p or 4,” Cpq means “p implies q,” Epq means ‘*p is equivalent 
to q” and Kpq means “p and q.” An expression such as CpCqp” would be read, “if p, 
then q implies p.” A listing of the first fifty theorems in Chapter Two is given in Table 
2. Gentzen reduction is a method for placing an arbitrary propositional logic expression 
in a standard form, in which E and C are absent, there are no double negations, every 
single negation precedes an atomic operand, and all K’s precede all A’s (Anderson[l9]). 
In a theorem verification procedure, each proposed theorem is denied (negated), and the 
negated sentence is then shown to lead to a contradiction (Wos[26]). The following pro- 
cedure suffices to obtain a Gentzen reduction. For every occurrence of E.r_v. KC.r$y.r 
is substituted; for every occurrence of Cxy, ANxy is substituted. Then these rules are 
performed to exhaustion: every NNx is replaced by x (Double Negation Rule): every KuK 
is replaced by KKu and A_XA by AAe\- (Associative Rules): every NAry is replaced by 
KN.rNy and every NK_ry by AN.rNy (DeMorgan Rules); and every AICvyz is replaced by 
KArzAy; (Distributive Rule). The distributive rule in which KAryz is replaced by 
AK_rzKy; is not permitted. 
Each set of operands in an or-relation to one another represent an or-clause or ndlity 
* Micro,LfUMPS is available from Prof. Richard F. Walters. Ph.D.. Division ofcomputer Science, University 
of California, Davis. CA 95616. 
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Table I. Source listing for Ihe TRANSOFT medical document transl;ltOr 
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GWul79RE - TRANSOFT nnCIJME"IT SYSTEM ; 
s lLIN=n ; INITIALIZE ALPHABET 
ALPHAB="ABCnEFGHIJKLMYnPnRSTIJVwXYZ",A~C="~ 
F=I:1:4 S AX=SE(ALPHAB,F,F) F G=1:1:?6 S ABC=ARC AX $E(ALPHAR,G,G) 
AX="E" F G=1:1:23 S ABC=ABC AX SE(ALPHAR,G,G) - - -- 
INITIALIZE ERR'-lR MESSAGES 
PLSRn=" SENTENCE TOO LONG OR CnMpLICATEn. PLEASE REnlJCF:. ' 
PLS?S=" PARSING TABLE ERROR. PLEASE UPDATE PARSING TARLE. II 
PLSSP=" UNRECOGNIZEn WORn. PLEASE IJPnATE nICTInNARY. " 
INITIALIZE PUNCTUATInN 
p,-X24,” ,pnX=” .“;C,.,X=” ” , ,p~x=;’ (” ;pRX=‘;) “;OLX=n’$” ,AMX=“&” ,AKX=“*” ; 
LRR="( ,“,RBQ=“, )“,LR=“[ “,RR=“j “,BS,_=“f “,EXC=“! “,LfiX=“[“,RRX=“]” 
BSX=“t” ,STK=” 1” ,LCB=“*l ” ,LCX=“4I” : 
ILIv=n,Nn=n : INITIALIZE INPUT OUTPtIT CnllNTERS 
NEXT SENTENCE: RECnRn TIME, TFST STOP r.r~NnIT1nN 
XKLnG=ILIN CM Nn S %nT="T",X="UOW" n --%nT S YYY=Y -- 
Nn=Nn+l S YKTNSF(Nn)=YYY 
Nn=Nn+l S =-KKTNSF(Nn)="" S TF=PCT S KKS='YKSTnP 
YY K YU K YS K WT K SN S NSN=n,NT=n,JS="" 
YY(PCT)=PCT,YY(Pn)=Pn,YY(CM)=CM,YY(PL)=PL,YY(PR)=PR 
vY(CMX)=CY,YY(PnX)=Pn,YU(~CT)=PCT,YU(Pn)=Prl 
YU(CM)=CY,YU(PL)=PL,YIJ(PR)=PR,YII(CMX)=CM,YII(PnX)=Pn 
YS(PCT)=PCT,Y~(Pn)=Pn,YS(CM)=C~,YS(PL)=PL,YS(PR)=PR 
Ys(cMx)=cM,Ys(Pox)=Pn,YY(Lc~)=LcR,YY(Lcx)=LC~ : 
YU(LCRj=LC8,Yti(LCX)=LCB.~S(LCB)=LCR,~S(L~X)=LCR ; 
NEXT TEXT LINE 
ILIN=$n(TLKK(ILIN)) G:ILIN="" EX 
L=-FLKK(ILIN) 9K S LL=SL(L),J=O G:LL<5 RL ; 
Nn=NO+l S -KKTNSF(NO)=AMX $J(ILIN,ti) RK L 
J=J+l G:J>40 Pn S P=$P(L." ".J) G:P== irJ 
LP=SL(P),NSN=NSN+l,SN(kN)=P.S'JT=JS RK P S JS=P : 
((NSN>l)e(Sn(~SSPT(JT))>O)) S JS=JTTNSB=NSN-1 
IN(NsN)~JS s-vsJs=zi s:$n(-=nsspT(Js))>n Y~JS==-~SSPT(JS) 
YS(JS)=YSJS G PJ 
G:L'Lpn RL 
G 
F 
NSN>125 RnERQ S ETF=PCT SE(ABC,l,NSN*2) 
F=l:l:NSN 5 SNF=SN(F) S-WX=YS(SNF) S TF=TF WX S FL=F*2 
S EFL=$E(ABC.FL-l,FL).YY(EFL)=SNF.YtJ(SN~)=SNF 
i 
F 
5 
: 
: 
I 
F 
G 
; 
S 
s 
S 
5 
F 
I WX'=ZL‘S Y!l(SNF)=+UEd(SN~) : ' ' 
XKnR'lR : 
XG K VV K WW n XKENGL ; 
NY 
"1 "EXECUTION COMPLETE" Q : . .. . 
Nn=NO+l,XKTNSF(Nn)=nLR PSLPS G N'W Q ; ERROR MESSAGES 
NO=NO+l,XKTNSF(Nn)=nLR-PLSRn G NW Q ; 
Nn=Nn+l,XKTYSF(Nn)=CF T NO=No+l,XKTNSF(NO)=nLR PLSSP G NW n : 
Gw1100RE - TRANSOFT nOCUMENT SYSTEM ; 
REDUCTInN RY PARSING FORMIJLAS 
OETERMINE LENGTH AND POSITION OF PARSANOUM 
XG(l)=PCT S TFL=$L(TF) S TE=TFL-4 S XG(TFL)=Pn : 
G=2:2:TFL S GG=Gt2,XG(GG)=$E(ETF,G_l,G) 
STOP IF PARSANnUM ONE WORn LnNG nR LESS 
\JF=TF,TFL=SL(TF),TFTW=TFL_4,VVL=TFLt2 G:TFL<S WRIT 
TF="",JF=n,SWP=n,JRZ=n I TFL>59 S JRZ=TFL-58 
6=2:2:TFL S GG=GtZ,WW(GG)=XG(GG) 
TEST FOR PARSING KEY 
TSW=o,RCG=UF I $L(RCG)<Sn I ?n(-nSPSF(RCG))>n 5 TSW=l G RECG ; 
JRZ=JRZ+Z : SCAN NEXT LOWER KEY SIZE 
JRZ>TFTW S Nn=NO+l S 9cKTNSF(Nn)="pnSSIBLE PARSING FAILIJRE" G WRIT 
G=O:E:JRZ S RCG=$E(UF,G+l,TFL-JRZ+G) G:$n(-nSPSF(RCG))>O RECG 
NXKY 
TEST STOP CONnITION ANn RECnGYIZE PARSING FORMULA KEY 
LRCG=JL(RCG),SU8='DSKNL(RCG),ORO=T)SORO(RCG),PSF='DSPSF(RCG) : 
KKS=-KKSTnP : S ?KSAV(RCG,ISTRT)=PSF : 
LnRn=sL(oRn),nwn=n ~:L~R~>LR~G nwn=(LnRn-LRcG)t2 
FE=SF(lJF,RCG,l)-1 G:FE<Z PSERR G:(FE++2)'=n PSERR : 
FR~=FE_LRCG,FR=FRM+l,FEP=FE+l,FEPP=FEP+l,F~MT=FqMt2 K XG K VV 
t=2:2:FRM 5 fiG=Gt2,XG(GG)=WW(GG).VV(GG)=$E(UF&l,G) 
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RPLK 
RPLQ 
RPLT 
NWPS 
WRIT 
SGG 
SHH 
LHH 
WLN 
EGG 
OUT 
PSERR 
RIIERR 
SPERR 
KKENGL 
ENTRY 
INIT 
RIT 
RJT 
SNEN 
ROE 
FOSK 
RIE 
HIE 
WnSK 
EX 
Table I. (Conrin~ted) 
S G=O,RGN=fl ; REPLACE PARSING KEY 
S RGN=RGN+Z,RGM=RGN-l,RGH=RGNt2 G:RGN>LORn QPLT : 
S ORG=+SE(ORD,RGM,RGNj,ORGnS)RG*2,KRG=fE(SUS,RGM,RGN) ; 
S GF=(QRGn+FBM)t2,GM=ORGn-1 S ER=$E(RCG,GM,~-IRGCJ),EQ=RGH+FBHT 
S XG(EO)=WW(GF),VV(EO)=KRG G RPLR ; 
F G=FEPP:2:TFL S GG=GtZ,GGQ=GG+~W~,XG(GGn)=WW(GG).VV(GGO)=SE(uF,G-l,G) 
s H=Q.VVL=VVL+DWn ; 
; NEW PARSANnlJY 
S H=H+l I H>VVL S qLnL=VVL,NO=NO+l 
S XKTNSF(NO)=VVL BK UF BK RCG_BK_PSF G:TSW<l ONEW G WRIT 
G:VV(H)=RSL NWPS 
---- 
I VV(H)=ASG S Xfi(JF)=XG(JF) XG(H) G NWPS 
I VV(H)=LCB S JF=JF+l S XG(;rF)=LCR S TF=TF LCS 6 NWPS 
S JF=JF+l S XG(JF)=XG(H) S TF=TF_VV(H) G NVPS 
S:TF="" TF=UF S TFL=$L(TF).NT=O,G=O ; WRITE PARSING STEPS ON RISK 
S G=G+2,GM=G_l,GG=Gt2 G:G>TFL EGG S XG=XG(GG) 
S NO=NO+l S LINE=EXC_$E(TF,GM.G) 
S LNL=TL(LINE) S -KKTNSF(Nq)=LINE S H=-1 : 
S H=H+Z S PH=$E(XG,H,H+l) G:PH="" WLN 
S YYPH=YY(PH),NT=NT+l,WT(NT)=PH 
S PJ=YS~YYPH).YUPY=YU~YYPHI : 
; G:YUPti'[STi'LHH S Sir=0 S;$h(S!J(YUPH))>n SW=1 S SW(YUPH)=l 
; I SW-O S YUHF=$P(YUPH,STK.l) S YUPH=YUHF 
: I SW=1 S YUHF=SP(YIIPH,STK:2j S Y!IPH=YUHF 
G:LNL>LOIl SHH S LNX=BK PJ RK YYPH BK ; 
S LINE=LINE_LNX S LNL=?$L(rINT) ; - 
G SHH 
5 XKTNSF(Nrl)=LINE G SGG : 
S OT-NT-l,WT(l)=PL,WT(NT)=PR ; 
n ; 
S NO=NO+l,XKTNSF(NQ)=nLR PSLPS G Nh-KKTNSF Q : ERROR MESSAGES 
S NO=NO+l,XKTNSF(NO)=DLR~PLSRI) G NW-KKTNSF Q : 
S NO=NQ+l.XKTNSF(NO)=CF S NfJ=Nn+l.XKTNSF(NQ)=nLR_PLSSP G NW-KKT!SF Q : 
; GWMOQRE - TRANSOFT nOCUMENT SYSTEM ; 
: TRANSLATE INTQ TARGET LANGUAGE 
S IT=O,NEN=O,NTn=NT*2 S WT(l)=PCT,WT(NT)=Pn : 
S ZHG="" F F=I:l:NT S ZH=ZL,YYWT=YY(WT(F)) 
S:SD(l3SSPT(YYWT))>O ZH=TSSPT(YYWT) S ZHG=ZHG ZH 
S IT=lT+l G:IT>NT FnSK S WTIT=WT(IT) S YYIT=YY(WTITr S JT=IT ; 
S JT=JT+l G:JT>NT SNEN S WTJT=WT(JT) S YYJT=YY(WTJT) S YYEX=YYIT BK YYJT 
I J~(~SUEB(YYEX))>Q s YYIT=YYEX G RJT : 
-- 
S NEN=NEN+l S YE(NEN)=YYIT BY G:$n(-DSUEB(YYIT))=O RIT 
S YE(NEN)='T)SUEB(YYIT) i3K T IT=JT-1 : 
S QE=$Q(I)SUER(YYIT,-lr) G:QE="" RIT 
S OE=-l,ITZ=(IT*2)-2,JTZ=(JT*2)-1 : 
S ZHX=SE(ZHG,l,ITZ) AK SE(ZHG,JTZ,NTO) : 
S OE=fO(~SUEB(YYIT:OE~) G:OE="" 
S YE(NEN)=%UEB(YYIT,OE)_BK ; 
RIT G:r)E'[AK Rr)E G:ZHX'[OE ROE 
G RIT 
; FORMAT TRANSLATInN FOR nISK 
S NEM=NEN-l,NFM=O.IE=O ; 
S IE=IE+l G:IE>NEM WOSK 5 YEIE=YE(IE) YE(IE+l) S PF=SP(YEIE,SK,l) : 
F F=E:l S PC=SP(YEIE,RK,F) Q:PC="" S-PF=PF RK PC G:Sn(?SCYE(PF))>O HIE 
G RIE 
- - 
S nSCE=TSCYE(PF) S FC=$F(YEIE,PF,l) : 
S RPLM=nSCE_$E(YEIE,FC,NTg) S YE(IE)="" S YE(IE+l)=RPLM G RIE : 
S LAUF=DLR S YE(l)=LS,YE(NEN+l)=RS S NO=Nn+l S YKTNSF(NO)="" S GK=n : 
F GK=l:l:NEN S KOO=YE(GK) S LAUF=LA!IF K~!-I 
I (($L(LAUF)>3n)&($L(YE(GK+l) )>T)) S NO=NO+l 
S 1(KTYSF(NO)=LAIIF S LAUF=nLR 
S NO=NO+l S 1(KTNSF(Nr))=L4lJF K YE K YV K WT '1 ; 
W !! !,"EXECUTION COMPLETE" fl : 
PSERR S NQ=NO+l,XKTNSF(NQ)=OLR PSLPS G NW-KKTNSF I) ; ERROR MESSAGES 
ROERR S NO=NO+l,XKTNSF(NQ)=OLR-PLSRn G NWXKTNSF Q : 
SPERR S NO=NI)+l ,XKTNSF(NO)=CF 7 NO=NO+l,XKTNSF(NQ)=OLR_PLSSP G NWXKTNSF n : 
OSPSF ; GWMOORE - TRANSOFT QQCUMENT SYSTEM ; 
ENTRY K ; PARSING FORMULA GENERATOR 
S ABC="ASCnEFGHIJKLMNOPQRSTUVWXY%*,.Z()@tl~' : 
S NUM="0123456789".BK=" ",PCM="X,",PCP="~(",PnP=".)",Pr)C=".,",OPC="1%" 
S AK="'",ZL="Z",PL="(",PR=")",CM=",",CL=":",O="?",ASG="0",PCT="4,",PO=". 
S FjSL="t",uLN=" " ,LCS="'I",RCS="rj",8KD=" " ; 
hdical microcomputer tnnslator 
Table I. (Conhred) 
s I=O,N=-FLnSPR~l ; 
: NEXT PARSING FORMIJLA 
S I=I+l G:I>N EX 5 TXT='FLOSPR(I) S TXL=SL(TXT) G:TXL<2 NXPF 
; 1 ((TXT*[ASG)&(TXT'[ULN)~(TXT'[PCP)&(TXT'[PCM)) G ER~R 
I SE(TXT.TXL,TXL)=MLN S I=I+l 5 TXT=TXT -LOSPR(I) S TXL=JL(TXT) ; 
S OSS=-DSSTOP 5 KEY="",KNL="",ORO="",J=~,K=O,KAY=O ; W ! ,fJ(I,6) ,BK,TXT 
s I)SPLOG=I : 
K NWK K NW0 K FYK S MXR=O,OMY=O F F=1:1:99 5 NWK(F)=SK3,NWO(F)=O 
; SCAN PARSING FORMULA 
S J=J+l G:J>TXL ESCJ 5 EJ=$E(TXT,J,J),JP=J+l,EJP=SE(TXT,JP,JP) 
5 KAY=KAY+l G:NIIM[EJ NBJ G:ABC[EJ ABJ I (EJ=ULN) S FYK(KAY)=ULN f SCJ 
G EROR ; 
5 FMK(KAY)=EJ G:NUM'[EJP SCJ 
S FMK(KAY)=EJ EJP 5 jO=JP+l S EJn=SE(TXT,Jn,JO) ; 
G:NUM[EJO EROK G:SA(EJ0)>96 EROR S J=JP G SCJ : 
5 FMK(KAY)=EJ BK G:NUY[EJP SCJ G:EJP=ULN SCJ S AEJP=$A(EJP) : 
G:((AEJP<97)!TAEJP>122)) SCJ S FMK(KAY)=EJ_EJP,J=JP G SCJ 
G EROR 
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SETI 
NXPF 
SCJ 
NBJ 
ABJ 
ESCJ 
RLOY 
ROM 
SKEY 
RNGE 
SETR 
IFL 
EROR 
EX 
5 K=K+l G:Y>KAY IFL S KK=K+l S nMN=OMN+l : RLOCK PARSING PRESCRIPTS 
5 KM=KK,KK=KK+l S KY=FMK(KM) G:KK>KAY SKEY 
S FMKKK=+FMK(KK) G:((FMKkK>ti)&(KY'=ULY)) SKEY 6 3OM 
S KEY=KEY KY ; 
S RNGE=+FgK(K) S KN=KY G: FMK(K+l)=ULN) SET4 S K=K+l S KN=FMK(K) : 
S:MXR<RNGE MXR=RNGE S NWK RNGE)=KN,NWO(RNGE)=OMN ; t 
(K<KAY) I (FMK(K+~)=uLN) s K=K+~ G RNGE : 
K=KM G'BLoli. 
BLOK 
TEST FOR INFINITE LOOPS 
LKEY=SL(KEY)tZ G:((LKEY'=i-IMN)!(MXR>50)) EROR 
F=l:l:MXR 5 YWlF=NWO(F) G:N'4-lF<l EROR S:fL(NWOF)<2 NWO(F)=NWOF_BK 
F=l:l:MXR S ORn=ORn NWO(F),KNL=KNL NWK(F) 
-nSPSF(KEY)=TXT S -SORn(KEY)=090 s -OSKNL(KEY)=KNL 
NXPF 
W ! !,"ERROR AT: ",TXT ; 
NXPF 
!! !/EXECUTION COMPLETE" 
(Moore[l7, 191, Quine[22], Wos[26]). For example, the expression KKKAApqrNpNqNr 
contains four nullities: {p. q, r}, {Np}, {Nq} and {Nr}. If a pair of nullities contains exactly 
one atomic operand which is negated in one nullity but not the other (“sign reversal 
operand”), then this nullity pair is subject to null addition, denoted 0. The result of null 
addition is the set theoretic union of both nullities minus the sign reversal operands. 
Exhaustive null additions result in the empty set if and only if the expression is contra- 
dictory. The expression KKKAApqrNpNqNr is contradictory because 
{P? 4. 4 
0 WP} 
{4* 4 
@ Wd 
14 
0 {Nr} 
{ }, the empty’ set. 
This theorem verification process is called binary resolution in computer programs for 
automated reasoning (Wos[26]). 
TRANSOFT is a table-driven medical document translator written in American Na- 
tional Standard MUMPS, for which the source listing is given in Table I. MUMPS was 
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2.001 ccp y cp p 
2.002 c p p 
Z ,003 C K K C p C q I’ C p q p I 
2.001 C K p q p 
‘.OOS CsCCpCyrCCpqCpr 
2.006 c c Y c ‘J c y I‘ c s c c p q c p I 
2.007 ccc’)’ cp cc/ I 
7.008 c c q I’ c c p y c p I 
1.009 c c c y I’ c p q c c y I’ c p I 
2.010 c c p y c c y r c p y 
1.01 I c c p q c c q i’ c p I 
2.012 c c c p y I’ c y I 
2.013 c c c c q I’ c p I’ s c c p q s 
2.011 c c p c y r c c s ‘, c p c s , 
?_.OlS c c p c q )’ c q c p I 
2.016 Cp CCp q q 
2.017 c c p r, c c p c y I’ c p I 
2.018 c c p C ‘J ‘, c p ‘, 
2.019 c c c p q ‘1 c c ‘, p c c p q p 
2.010 c c q p c c c q ,I p p 
I.021 c c q p c c c q ‘I c c p q p p 
2.012 c c c y p c c p q p c c q ‘J p 
2.023 c c c p q q c c q p p 
2.011 c c ‘, p c c c p r, q p 
2.025 C K c, p C K q p K q p 
2.026 C K y p K p r, 
2.027 C p Kp p 
2.028 C C p q C ,I C I’ K q I 
?.OZY C C p q C K p I’ C K p 
2.030 C C p q C K p I’ K q I 
2.031 CCp q C Kv p K,, q I’ Kc’ ’ 
2.032 C C q I’ C K q q K q I 
2.032 C C y r C q K q I 
2.033 CCqpCCpqCCCq’.CqKqrCCp,.CpKqt 
1.03-i C C C q I’ C q K q I’ C C q p C C p q C C p I’ C p K q I 
2.035 CC~~CC~~CC~I.C~K~,, 
2.036 Cp CCp y CCp I’ Cp Ky I 
2.037 C C p q C C p r C p K q I 
1.038 c c p c q I’ c p c ‘, I 
2.039 C C p C y I’ C Kp q C K p y I 
2.040 CCpCqr CKpyr 
2.031 c c I’ s c c p c ‘, I’ c p c ‘, s 
2.032 c c p c q I’ c c I’ s c p c q s 
2.043 C K p q C C K p y I’ I 
1.044 C p C q C C K p q I’ I 
1.045 C C K p q I’ C p C y I 
2.046 E C p C q I’ C Kp q I 
2.047 C Kp K q I‘ p 
2.038 C Kp Kc, I’ Ky I 
2.04Y C Kp K q I’ q 
selected for this translator because MUMPS programs are compact. easy to write and 
easy to modify. The entire MUMPS programming language uses fewer than 50 commands 
and functions denoted by one- or two-letter mnemonics; the language has povverful tools 
for character string manipulation and sorting: and there is only one data structure, the 
hierarchical tree (Bowie[27], Watanabe]28]). American National Standard MUMPS is 
widely available in medical computing environments, and has been used to implement 
several major medical information systems tHorowitz[Z9]. Robboy[30]. Miller]3 I], Bar- 
nett[32. 331, Aller[34]. Moore[35]). 
The TRANSOFT medical document translator accepts any input document written in 
Roman letters. along with user-supplied translation tables consisting of a lexicon and a 
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pclrsing tcthlc. Preparation of the translation tables corresponds to the “knowledge ac- 
quisition” step in artificial intelligence applications (Shortliffe[36], Duda[37]!. Each uord 
in the lexicon must have a part-of-speech or se/nclntic, c/tr.ss and a c/c:fil~r/t t~l~l9~ic~/r. A 
semantic class is denoted by one or two letters. and may be either a conventional part 
of speech (noun. adjective, etc.) or a semantic entity (number. disease category. location 
or body site, etc.). Each lexicon word is permitted an indefinite number of alternate 
translations based upon neighboring words. neighboring semantic classes or the recent 
occurrence of a keyword. For example, the German word “der” if default-translated as 
‘.the.” but may assume other meanings if it is situated at the beginning of a dependent 
cause or is immediately followed by a feminine or plural noun. In German language medical 
documents, the word “Seite” means “page” when followed by a numeric but “side” 
when preceded by a laterality keyword (left, right, etc.). Likewise, the German word 
“Mark” is translated as a unit of currency in documents whose context register contains 
financial keywords but as “marrow” in a document whose context register contains or- 
thopedics keywords. For the present study. there were nine words, (A. C. E. K. N, p, 
9, r, s) and no ambiguities. Each operator was translated as itself and assigned to its own. 
unique semantic class. Each atomic operand (p, 9, I’. s) was translated as itself. and all 
were assigned collectively to the semantic class, X. 
The parsing table for TRANSOFT consists of a set of pll,sinKfo,-mll(Lls. Each sct1tetzc.c 
in the input text is converted into its correspondin g sequence of semantic classes or 
parsandum (“thing vvhich must be parsed”). Parsing formulas are recursively applied to 
the parsandum until the sentence is reduced to a recognizable stop condition or an error 
condition is reached. Each parsing formula is a rearrangement instruction which may be 
applied to a parsandum. The parsing formula is specified by a X-c!. or consecutive sequence 
of semantic classes recognizable in a parsandum. and numeric and alphabetic superscripts 
to the left of each key element, called prescriprs. For example, the parsing formula 
lKK 3X 
X 
ZKK 4AA 
has the key KXKA and prescripts IK. 3X. 1K and 4A. respectively. This parsing formula 
may be applied to an parsandum with substrin g KXKA. for example the parsandum 
KXKAXXAXX. The rearrangement instruction implied by I KK 3xX 2KK 4AA is as fol- 
lows: Take the first letter (K). substitute K. place in position I: take the second letter 
(X), substitute X, place in position 3: take the third letter (K). substitute K, place in 
position 2; take the fourth letter A, substitute A, place in position 4. The new parsandum 
then becomes KKXAXXAXX. The alphabetic prescript is redundant if it is the same as 
its corresponding key element. it is also unnecessary to write the prescripts as super- 
scripts. Thus the formula lKK 3XX 2KK 4AA is more compactly written on a single text 
line as lK3X2K4A. In some situations it is desirable to have multiple prescripts for the 
same key element. This can be denoted unambiguously by concatenating multiple pres- 
cripts with the underline (-) symbol. Thus, for example, the transformation CXX into 
ANXX is given by the parsing formula lA_2NC3X. Conversely, it may be desirable to 
delete a given key element, as for example in the deletion of double negatives. We use 
box (“0”) as the deletion symbol (or backslash (“\“) in the ASCII character set). Thlrs 
the transformation KNNXX into KXX is given by the parsing formula 2CIN30NlX. 
The TRANSOFT program determines the largest substring of a given parsandum which 
has a key in the parsing table (i.e. available parsing formula). TRANSOFT performs the 
reduction and continues recursively until a stop condition is reached or no further key is 
found (error condition). An example of a complete Gentzen reduction for “CpCqp” is as 
follows: 
16'8 
Purscmdlrm 
NCXCXX 
NANXCXX 
NANXANXX 
NAXANXX 
NAXAXX 
NAAXXX 
KNAXXNX 
KNAXXX 
KKNXNXX 
KKXNXX 
KKXXX 
Parsing Formula 
1 LINC3X 
I L2NC3X 
13x IX 
KIN 1X 
I A3XZA 
‘__6N 1 KA3A4XjX 
2ZlN 1X 
2_4N 1 KA3X 
2lLlN IX 
20NIX 
(complete) 
The nullity translation of this result is KK{Nq}{Np}{p}. which results in a contradiction 
by the Quine-McCluskey algorithm (“binary resolution”) as follows: 
{ }. the empty set 
In a medical document translator with potentially thousands of distinct parsing for- 
mulas, it is essential to establish an upper bound on the number of recursive parsing steps 
applied to an input sentence. This can be accomplished by arbitrarily limiting the number 
of parsing steps, but a more natural approach is to prevent the use of “ill-conditioned” 
parsing formulas, which might result in indefinite cycling. For example, there are t\v’o 
distributive rules of ordinary propositional logic, namely AKv~: -+ KArzAy: and KA~_Y; 
---, AICrzKpz; however, only the first is permitted in our Gentzen reduction parsing table. 
If both rules were permitted, then the parsing procedure might continue indefinitely. as 
follows: 
Parsandum Parsing Formula 
AKXXX 2_5A 1 K3X6X4_7X 
KAXXAXX 2_7K I A3X8X4_9AL 10X6_ I 1X 
AKXXKXXAXX 2_lOAlK3Xl lX4_12K5_13X6_14X7 
KAXKXXAXXAXKXXAXX. etc. _15A8_16X9_17X 
An automated “gate keeper,” with detailed properties specified by the user, can prevent 
the use of ill-conditioned parsing formulas. To each parsandum, we can assign a non- 
negative gate score, and require that this gate score must stricr/y decrease at each re- 
cursive parsing step. For example, we might specify the following gnte matrix for con- 
secutive semantic class elements of a parsandum (row = first element, column = second 
element): 
second + A C E K N X 
first 
A 0 I I 1 I 0 
C I I I I 1 1 
E 1 1 I I I 1 
K 0 1 1 0 I 0 
N 1 I I I 1 I 
X 0 I I I I 0 
lledical microcomputer tran>l;dor 1619 
The gate score for a parsandum then equals the sum of gate matrix scores for consecutive 
elements in the parsandum. Thus the gate score for XKXXX is (AK L KX + XX -L XX) 
= (I i 0 - 0 f 0) = I: and for KAXXAXXis (KA A AX - XX + X.X - XX) = (0 
+o+o+o+ 0) = 0. By this reckoning. it is valid to transform AKXXX (score = I) 
into KAXXXXX (score = 0): but not valid to transform KAXXAXX (score = 0) into 
AKXXKXXXXX (score = 1). The -‘gate keeper” program accepts only parsing formulas 
vvhich always decrease the gate score of a parsandum. Consider the parsing formula 
IX3_6,42K1.Y7XS_JX. which transforms qXAKXXXh into &.‘KAXXAXXh. where (I. 
b are arbitrary (possibly empty) substrings of a parsandum. The gate score is increased 
by (ax + XK + KA + AX + XX + AX + XX + Xb) - ((IX + XA t AK + KX + 
XX + XX + Xb) = (nX + 0 + Xb) - (nX f 1 + Xb) = -I. Wesaythat -I isthe 
1mr.ri~77u~~~ gate SC’UI’C for parsing formula IX3_6A2K4X7Xj_.-8X. By this standard. the 
second distributive rule of propositional logic does not pass the gate keeper. 
A gate matrix can readily be constructed for other medical translation problems. For 
example, suppose we wish to transform all diagnoses in an autopsy report into a standard 
form with location or body site first, disease category second, and modifiers last. Let f. 
= location or body site, D = disease category, and M = modifier. Then. for example, 
the sentence 
mild congestion liver 
would be transformed into 
liver congestion mild 
using the parsing formula 1[4M3D2LS] and the gate matrix 
[LDM 1 
[ 0 0 10 10 10 
L IO I 0 1 10 
D 10 I 1 0 0 
M 10 1 1 1 0 
1 0 10 IO 10 0 
In other words, the parsing formula 1[4M3D?L51 transforms a[MDL]b into a[LDM]b for 
arbitrary substrings CI, b. The maximum gate score is (n[ + [L + LD + DM + M] +]b) 
- (a[+[M t MD + DL + L]+]b) = (a[+ 0 +]b) - (a[+ 22 +]b) = -22, i.e. the 
strict decrease sufficient to prevent cycling. 
The gate matrix which we use for the translation of medical German into English 
contains all ones, and each parsing formula is required to contain no underlines and at 
least one box (Moore[ 141). By this method. the gate score of every parsandum is at least 
one less than the length of the parsandum: and every parsing formula has a maximum 
gate score equal to negative the number of boxes. 
RESULTS 
The computer readable copy of the 179 theorems in Chapter Two of Zeman’s Motl~il 
Logic (Zeman[ lj]), after editing as indicated above, contains 179 sentences (theorems) 
Table 3. Semantic classes for Chapter Two rZeman[li]~ 
Abbreviation Semantic class No. occurrence3 
Alternation 91 
Implication 526 
Equivalence I6 
Conjunction I IO 
Negation 266 
Operand tp.y.r.sl 922 
and 1931 words, nine of them distinct. This represents an average of i0.S words per 
sentence. A total of 3210 parsing formulas. 119 of them distinct. \k.ere used to obtain a 
computerized Gentzen reduction of Chapter Two. This represents an average use of 27 
times for each parsing formula. We partitioned the lexicon of nine lvords into the semantic 
classes shown in the Methods section. The word lexicon is shown in Table 3. and selected 
portions of the parsing table are shown in Table 4. Three apparent typographical errors 
were detected as follows: There were two, distinct theorems numbered 2.32. Theorem 
2.9 (CCqrCpqCCql-Cp4 should read CCCqrCpqCCqCpr. Theorem 2. I I-l (CNKpq- 
Table 4. Selected Gentzen reduction parsing formulas 
Key Parsing formula 
AAXXA 
AKXXA 
AKXXX 
AXA 
AX AX 
c A 
cc 
CK 
CN 
CX 
EAXXX 
EXKXX 
EXX 
KAXXK 
KKXXK 
KXKX 
NAAXX 
SAAXXA 
SAAXXK 
KAKXX 
NAKXXA 
NAKXXK 
N A x 
NAXX 
NKAXX 
KKAXXA 
NKAXXK 
KKKXX 
KKKXXK 
SKX 
NKXX 
NSA 
NSC 
liNE 
SNK 
NNN 
;VNX 
SX 
1.13AJX5X2.4 
l.I3K4X5X2A 
2_5AlK3X6X4_7X 
1;\3X2A 
l.L\3X2A4X 
IAJNC3A 
l.tiNC3C 
lA_2NC3K 
lA2NC3x 
l.CZNC3X 
1K2C_7CE3_9A4_10X5_11X6_8X 
lK_2C_7CE3_1 IX4_8K5_!9X6_10X 
IK_2CSCE3_6X4_7X 
I K3 A4X5X2K 
lK3K4XSXZK 
I K3X2K4X 
2_6NlKA3A4X5X 
2_6NlKA3A4X5X?‘A 
2_6NlKA3A4X5X7K 
L6N 1 KA3 K4XSX 
L6NlKA3KIXSXlA 
2_6NlKA3K?XSXIK 
L-IN 1 KA3X 
3’.RN 1 KA2X4X 
L6NlAK3AIXSX 
2_6NlAK3AJXSX7A 
2_6N 1 AK3A4XSX7K 
2-6N 1 AK3KJXSX 
L6N 1 AK3KJX5X7K 
L4N 1 AK3X 
3’~5\V 1AK2X4X 
2LV3\N 1 A 
2LU3W IC 
2LU 3W 1 E 
2LV3WIK 
2w3w IN 
2LU3W 1x 
ZLUIX 
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CpNNq) should read CNKpNqCpNNq. After these corrections. all 179 theorems passed 
the computerized theorem verification procedure. 
DISCUSSION 
Unquestionably the greatest repository of medical knowledge. and thus of medical 
models, is narrative text. Graphical representations (photographs. drawings) are probably 
second. By comparison, conventional mathematical models, involving systems of linear 
equations, differential equations and symbolic logic, have only a small role in clinical 
medicine. As computers assume a larger presence in maintaining medical records and 
assisting medical decisions, we will increasingly turn to narrative text sources as medical 
models. Translation procedures will be needed to convert between different forms of 
expression and to extract essential meaning from unstructured text. While it might seem 
rather presumptuous to regard narrative text as a “model.” the fact is that carefully written 
medical text does have a consistent meaning which is understood and agreed upon by the 
community of physicians. Furthermore, narrative text permits easy handling of thousands 
of variables and relationships which would be unwieldy or intractable in the usual mathe- 
matical notations. Finally, it is easier to spot and correct errors in a complex system if 
the components (words and phrases) have an external, intuitive meaning. 
Table 5. Sample German to English draft quality translation from KN0CHENKRA.VKHEITE.V 
(Adler[40]) 
Dsteochondrom. Dsteochondrome sind die 
weitaus haeufigsten gutartigen 
Knochengeschwuelste. [Inter den benignen 
Knochentumoren haben sie einen Anteil von 
40%. Es handelt sich urn eine knoecherne 
Neubildung, die von einer breiten Kappe aus 
hyalinem Knorpelgewebe ueberzogen ist und 
sich von der Knochenoberflaeche pilzfoenig 
in die umgebenden Weichteile vorwoelbt. 
Da diese Tumoren nur langsam an Groesse 
zunehmen, machen sie oft erst spaet durch 
eine Schwellung auf sich aufmerksam. Nicht 
immer sind Schmerzen vorhanden. Grosse 
Tumoren koennen zu Rewegungseinschraenkunqen 
fuehren. Die Symptomatik kann bis zu ?D 
Jahre dauern. Lokalisation (Abbildung 268). 
Dsteochondrome koennen in jedem Knochen 
entstehen, der durch enchondrale Ossifikation 
(Ersatzknochenbildung) hervorgegangen ist. 
Solche osteokartilaginaeren Exostosen 
wurden praktisch in allen Knochen beobachtet. 
Hauptlokalisation jedoch sind die langen 
Roehrenknochen. wo die Laesion meistens im 
Rereich der Metaphysen gelegen ist. Der 
Tumor wird in fast der Haelfte der Faelle 
(48%) in der distalen Femurmetaphyse oder 
den proximalen Metaphysen von Tibia und 
Humerus angetroffen. A!s haeufigste 
Lokalisation qilt die distale Femurmetaohvse. 
Andere Knochen (Schaedelknochen, Rippen', - 
Wirbelsaeule, Beckenknochen) sind sehr vie1 
seltener befallen. Wir fanden allerdings 
such einen recht haeufigen Refall der kurzen 
Roehrenknochen von Fuessen und Haenden. 
Altersverteilung (Abbildung 269). Die meisten 
Osteochondrome entwickeln sich bei Jugendlichen 
und werden im 2 oder 3 Lebensjahrzehnt entdeckt. 
46% der von uns untersuchten Geschwuelste 
wurden im 2 Lebensjahrzehnt operiert. Dabei 
ueberwieqt das maennliche Geschlecht. 
Osteochondroma. Osteochondromas are the 
far and away most frequent benign bone 
tumors. Under the benign bone tumors have 
they a component from 40%. nne is dealing 
with a new bone formation. which is covered 
by a wide cap out of hyalin cartilage 
tissue and vaults in front of itself from 
the bone surface mushroom shaped in the 
surrounding soft tissue. Since increase 
this tumors only slow on size, make they 
often first late through a swelling upon 
itself apparent. Not always are pains 
available. Large tumors can lead to 
restrictinns of movement. The symptomatology 
can continue up to 20 years. Localization 
(figure 268). Dsteochondromas can originate 
in every bone, which is preceded through 
enchondral ossification (substitutional bone 
formation). Such osteocartilaginous 
exostoses would be observed practical in all 
bone. Principal localization however are the 
long tubular bone, where is lying the lesion 
mostly in the area the metaphyses. The tumor 
is met with in almost the halves the cases 
(48%) in the distal f emoral metaphvsis or tie 
proximal metaphyses from tibia and-humerus. 
As most frequent localization is valid the 
distal femoral metaphysis. Other bone (Sk1111 
bone, ribs, vertebral column, pelvic bone) 
are stricken very much more seldom. We 
found in any event also a rather frequent 
occurrence the short tubular bone from feet 
and hands. Age distribution (figure 269) 
The most osteochondromas develop itself at 
adolescents and are discovered in the 2 or 3 
decade of life. 46% the tumors investigated 
from us would be operated in the 2 decade of 
life. Thereat predominates the masculine sex. 
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The TRANSOFT medical document translator represents no conceptual advance over 
existing translators. and in some respects is quite primitive compared to recent contri- 
butions in compiler design and artificial intelligence (Aho[38]. Schank[39]). The advan- 
tages of TRANSOFT written in American National Standard MUMPS are transportability 
to a wide variety of systems including the IBM PC microcomputer. and user control of 
the lexicon. parsing table and gate matrix. We have used the TRANSOFT system to make 
draft translations of German medical text (Table 5), standardize autopsy diagnoses in a 
predicate logic format and solve systems of propositional logic as shown above. We have 
also submitted short medical documents written in French and Turkish to this translator. 
We hope that a wider participation in the development of medical translators t%.ill improve 
their scope and quality, and lead to further uses for the microcomputer in medicine. 
A[.X,lo~l.(rd,~~,nrnr-Supported by Grant LM-0365 I from the National Library of Medicine. 
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