Managing an airport is very complex. Decisions are often based on common sense and influence several variables, such as flight delay. This paper considers the problem of predicting flight departure delay at Porto Airport. As far as we know, this the first study on the subject. The problem is treated as an ordinal classification task and a suitable approach, based on the so-called unimodal model, is used to predict the delay. The unimodal model is implemented using neural networks and, for comparison purposes, also using trees.
INTRODUCTION
The decisions taken in the management of an airport are often based on common sense and influence several variables, such as flight delay. Reducing this delay presents the advantage of decreasing costs and increasing the quality of the service provided to the passengers. It is thus important to find which variables influence flight delay and use them to predict it. In this context, several studies, such as (Rebollo and Balakrishnan, 2014; Wong and Tsai, 2012; Tu et al., 2008) , were carried out and tried to answer the challenge. For instance, all studies agree that there is a close relation between arrival delay and departure delay. Some of them treat flight delay prediction as a regression problem, predicting the delay by the minute, and others as a classification problem, predicting a time interval where the delay will fall.
The problem here considered is to predict flight departure delay at Porto Airport. As far as we know, this is the first study on the subject. Given information about a flight that will departure from this airport, such as its arrival delay, we are interested in predicting in which of the following intervals the departure delay will fall: ] − ∞, 0], ]0, 15], ]15, 30], ]30, 60] and ]60, +∞[ minutes. Since these intervals can be viewed as naturally ordered classes, the prediction problem can be treated as an ordinal classification task. Hence, we apply a suitable classification method, based on the so-called unimodal model , that takes into account the order relation between the classes, to predict the departure delay class.
The main idea behind this method is that the random variable class associated with a given query should follow a unimodal distribution. In order to illustrate this idea, suppose that, for a certain flight with a given set of characteristics, the most likely is to observe the departure delay in the interval ]30, 60] minutes. Given that there is an order relation between the considered departure delay intervals, ]15, 30] and ]60, +∞[ minutes are closer to ]30, 60] minutes, and, therefore, the second most likely interval should be one of these two. Note that this makes more sense than having, for instance, the interval ] − ∞, 0] minutes for second most likely. More generally, the probabilities should decrease monotonically to the left and to the right of the interval or class where the maximum probability is attained, i.e., the distribution should be unimodal. The studies we know where flight delay prediction is treated as a classification problem either consider two classes or when they consider more than two classes they ignore the order relation between them.
The unimodal model can be implemented using any appropriate machine learning paradigm. Here, we implement it using neural networks (Haykin, 2009 ). Moreover, we measure the importance of the predictor variables by applying a sensitivity analysis proposed in (Kewley et al., 2000) and select the most significant for departure delay prediction. For comparison purposes, we also implement the unimodal model using trees (Hastie et al., 2009) .
The remainder of this paper is organized as follows. Section 2 presents the data used in this study. The unimodal model and the way we apply it to predict flight departure delay are described in Section 3. The results of our computer experiments are shown in Section 4 and the conclusions and future work are given in Section 5.
DATA
We had access to a large dataset of 26189 regular commercial passenger flights performed during 2012. First, we randomly chose 2619 flights, i.e., about 10% of all cases, to form a smaller dataset on which we could carry out our computer experiments in an acceptable amount of time. Then, we partitioned the smaller set into training and test subsets. The former was used to fit models and was assigned 2/3 of the data, i.e., 1746 cases, while the latter was used to test selected models and was assigned the remaining 1/3 of the data, i.e., 873 cases.
The target variable in our dataset is the departure delay interval or class. For reasons that will become clear later on, we coded the classes using 0 to repre Figure 1 for the training data. In fact, classes 0 and 1 are much more frequent than the others and together they represent almost 80% of the cases. These two classes together correspond to the time interval ] − ∞, 15] minutes and when the flight delay falls in this interval it is said at the airport that there is no commercial delay. The predictor variables in our dataset are the following:
• arrival delay (in minutes);
• origin and destination of the flight;
• predicted weekday, hour, day and month of the flight;
• meteorological conditions;
• airline;
• aircraft type;
• aircraft parking stand, ground operation time (in minutes) and take-off runway.
We chose these predictor variables based on a literature review regarding departure delay prediction at other airports and on the experience of the second author (an operations manager at Porto Airport since 2001 and operations worker at this airport since 1987). Several predictor variables took non numerical values and we had to transform them so that we could use neural networks. We proceeded as explained next.
The origin and destination of the flight are airports, which we identified by their coordinates, latitude and longitude (in degrees), in the World Geodetic System WGS 84, used by the Global Positioning System (ElRabbany, 2006) . For the predicted weekday of the flight, we took 1 to represent Sunday, 2 to Monday, and so on, until 7 to Saturday. The variable meteorological conditions is binary and we used 0 for normal visibility operations and 1 for low visibility operations. The airline was represented by the IATA accounting code; see http://www.iata.org. Finally, the aircraft type was identified by the aircraft length (in meters). We did this because we found that different types have different lengths and that each type, with three exceptions, has a unique length. In each of the three exceptions, we took the average of the corresponding lengths, which are close to each other, to identify the type. Figure 2 shows a scatter plot of the arrival delay and ground operation time training data grouped by the departure delay class. These two predictor variables are the most significant for departure delay prediction in our implementations of the unimodal model described next.
THE UNIMODAL MODEL AND ITS APPLICATION TO FLIGHT DEPARTURE DELAY PREDICTION
The unimodal model is a machine learning paradigm intended for supervised classification problems where the classes are ordered. It was introduced in (Pinto da and, for instance, recently applied in (Fernández-Navarro et al., 2015) . The main idea behind this model is that the random variable class associated with a given query should follow a unimodal distribution, so that the order relation between the classes is respected. In this context, the output of a classifier where the a posteriori class probabilities are estimated is obliged to be unimodal, i.e., to have only one local maximum. There are different ways to impose unimodality and in (Pinto da ) the authors suggested two approaches. In the parametric approach, a unimodal discrete distribution, like the binomial and Poisson's, is assumed and its parameters are estimated by the classifier. In the non-parametric approach, no distribution is assumed and the classifier is trained so that its output becomes unimodal. In all practical experiments conducted by the authors, the parametric approach led to better results, in particular when the binomial distribution was considered. The superior performance achieved with this distribution was also justified in theoretical terms. For these reasons, our focus here is on the binomial model. Furthermore, since the classifier chosen by us is a neural network (Haykin, 2009) , we refer hereafter to a binomial network. Its description applied to our problem is given next.
As mentioned before, given information about a flight that will departure from Porto Airport, we are interested in predicting in which of the following intervals the departure delay will fall: (Hastie et al., 2009) suggests classifying the flight departure delay in the class maximising the a posteriori probability P(C k |x). To that end, the a posteriori probabilities P (C 1 |x) ,..., P(C K |x) need to be estimated. In the binomial network, these probabilities are calculated from the binomial distribution B(K −1, p). As this distribution takes values in the set {0, 1,..., K − 1}, we take value 0 to represent class C 1 , 1 to C 2 , and so on, until K − 1 to C K . This explains the coding of the classes presented in the previous section. Now, since K is known, the only unknown parameter is the probability of success p. Hence, we consider a network architecture as in Figure 3 and train it to adjust all connection weights from layer 1 to layer 3. Note that the connections from layer 3 to layer 4 have a fixed weight equal to 1 and serve only to forward the value of p to the output layer of the network where the probabilities from the binomial distribution are calculated. For a given query x, the output of layer 3 will be a single numerical value in [0, 1], denoted by p x . Then, the probabilities in layer 4 are calculated from the binomial distribution:
where
When p x is in [0, 1 K [, the highest a posteriori probability is P (C 1 |x) , and, therefore, the predicted flight departure delay class is C 1 . More generally, when
.., K}, the highest a posteriori probability is P(C i |x), and, therefore, the predicted flight departure delay class is C i . Hence, in order to train the network on a training set
, where X is the feature space, we replace C k by the value of p corresponding to the midpoint of [
K , and apply a suitable optimization algorithm, like the Marquardt method (Rao, 2009) , to find connection weights that minimise the mean squared error
where p target x n is the value of p replacing C x n and p network x n (w) is the output of layer 3 given the query x n and having the network the weights w. In the following, we describe how we apply in our case a sensitivity analysis proposed in (Kewley et al., 2000) to measure the importance of the predictor variables in a trained network.
The binomial network, once trained, can be used to predict a departure delay classĈ x for a particular flight, based on some information x given about that flight. Now, recall that each class is represented by a value in the set {0, 1, . . . , K − 1} and note that the value corresponding toĈ x isŷ x = ⌊K p x ⌋, where p x is the output of layer 3 given x. In this context, letŷ j1 , . . . ,ŷ jN denote the values we get by varying the j-th predictor variable x j through its values in the training set, x j1 , . . . , x jN , and holding all other predictors at their modes (for those that are nominal variables) or averages (for the remaining). Then, the variance
should be high if x j is relevant. Thus, we can measure the relative importance of the j-th predictor variable x j to the binomial network by
where J is the total number of predictors. Before presenting the results of our computer experiments in the next section, we explain how we select the predictor variables in the binomial network and the number of neurons in layer 2. In the beginning of a first step, all predictor variables available are considered. The number of neurons in layer 2 is chosen in order to minimise the estimate of the prediction error obtained by applying 10-fold cross-validation to the training set (Hastie et al., 2009 ). The measure of error is the same that is used for training (see (3)). Then, a network with the variables considered and the number of neurons selected is trained in the entire training set. Finally, the importance of the variables to the trained network are calculated using (6). In the beginning of the next step, only those predictor variables with an importance greater than the minimum observed in the previous step are considered. Everything else is done in the same way as in the previous step. We repeat this procedure until there is only one predictor variable to consider. In the end, we select the binomial network trained in the entire training set whose predictor variables and number of neurons in layer 2 are associated with the least estimate of the prediction error among all minimum estimates obtained in the various steps.
RESULTS
We applied the procedure described in the previous section to find the best binomial network for departure delay prediction at Porto Airport. The network we found through our computer experiments has two predictor variables and two neurons in layer 2. The two predictor variables are the ground operation time and the arrival delay. The first one has an importance of 50.35% and the second one of 49.65%. Hence, these two variables are roughly equally important for the binomial network to predict departure delay. We applied this network to the test data and the resulting confusion matrix was the one shown in Table 1 .
For comparison purposes, we also implemented the binomial model using trees (Hastie et al., 2009) . The best pruned tree we found, with the best estimate of the prediction error obtained by applying 10-fold cross-validation to the training set (Hastie et al., 2009) , has four predictor variables and thirteen terminal nodes. Two of the four predictor variables, the ground operation time and the arrival delay, coincide with the two predictor variables in the network. The other two are the predicted hour of the flight and the latitude of the origin of the flight. The importance of these variables is 27.95%, 69.10%, 1.49% and 1.46%, respectively. Hence, just like in the binomial network, the ground operation time and the arrival delay are the most important variables for the binomial tree to predict departure delay. However, contrary to the network, the tree gives much more importance to the arrival delay than to the ground operation time. The other two variables have little importance. We applied this tree to the test data and the resulting confusion matrix was the one shown in Table 2 . The binomial network and the binomial tree are ordinal data classifiers. In order to analyse and compare their results in the test set, we needed a suitable measure to assess their performance. The misclassification error rate makes sense to be used when every misclassification is considered equally costly, but this is not the case here, and, therefore, this measure is not appropriate for us. For instance, assume for a certain flight that the true departure delay class is ]60, +∞[ minutes (class 4). Then, it is worse to have for predicted class ] − ∞, 0] minutes (class 0) than ]30, 60] minutes (class 3), since in the first case the predicted class is farther from the true class. The mean squared error and the mean absolute deviation are better than the misclassification error rate, because they take values which increase with the distances between the numbers representing the true classes and the numbers representing the predicted classes, and so the misclassifications are not taken to be equally costly. Nevertheless, they are still not completely appropriate, given that the performance assessment they provide is evidently influenced by the numbers chosen to represent the classes. In (Pinto da Pinto da Costa et al., 2014) , the authors analysed several possibilities and proposed a coefficient called r int that is not sensitive to the values chosen to represent the classes, only to the order relation between such values, which is the same as the order relation between the classes. The coefficient r int measures the association between the two ordinal variables true class and predicted class. It can be computed from the confusion matrix, as explained in (Pinto da Costa et al., 2014) , and takes values in [−1, 1]: 1 when the two variables are identical and -1 when they are completely opposite. This is the measure we considered to assess the performance of the binomial network and tree. The results are shown next.
In the case of the binomial network, we calculated r int from Table 1 and got r int = 0.70. This indicates a strong association between the true departure delay class and the departure delay class predicted by the network. It is therefore a good result. In the case of the binomial tree, we calculated r int from Table 2 and got r int = 0.66. Thus, the best performance in the test set was achieved by the network. Note that the network obtained a better result using only half the predictor variables used by the tree to predict the departure delay.
CONCLUSIONS AND FUTURE WORK
This paper considered the problem of predicting flight departure delay at Porto Airport and presented preliminary prediction results. The problem was treated as an ordinal classification task and a suitable approach, based on the so-called unimodal model, was used to predict the delay. We implemented the unimodal model using neural networks and trees and found in our experiments that the arrival delay and the ground operation time are the most significant variables for departure delay prediction. The neural network implementation was simpler and led to better results in the test set. An interesting thing is that both implementations had difficulty in distinguishing flights whose departure delay falls in ] − ∞, 0] minutes from flights whose departure delay falls in ]0, 15] minutes. In the future, we plan to study this issue. Furthermore, we plan to implement the unimodal model using support vector machines (Cristianini and ShaweTaylor, 2000) and to compare the unimodal approach with other approaches to ordinal classification, such as the one proposed in (Frank and Hall, 2001 ).
