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ABSTRACT  The Materials Investigation Group at Bluescope Steel’s Port Kembla Steelworks has carried 
out diagnosis of failure mechanisms for 40 years, with problems emerging with new equipment, and 
regrettably, from time to time, the same lessons having to be relearned. Throughout this period there has 
been an ongoing focus on archiving the findings of all metallurgical failure investigations. Hard copy 
archives have been maintained since at least 1964, database indexing since 1995 and electronic document 
storage commencing in the new millennium. Such E-Technology communication innovations provide the 
opportunity to enhance and significantly transform knowledge sharing interactions. However, there is also an 
accompanying risk of consigning the failure analysis lessons of the past to the paper-recycling bin. Of late it 
is notable that corporate governance concerns are leading boards to require greater identification of business 
risks, including major equipment failures. This paper seeks to address some of the methods that have been 
employed in an effort to engage engineers in the benefits of failure analysis of equipment problems, as well 
as retention of the corporate memory  of equipment failure issues; and succession planning in the failure 
analysis field.  
 
1   FAILURE ANALYSIS METHODOLOGIES – THE BASICS 
When the failure analysis expert receives a request to investigate and determine the cause of the 
problem, a multi-tiered approach is adopted, i.e.   
• Diagnosing the failure visually only  
• Failure analysis investigation – mechanism of failure only 
• Failure analysis investigation – mechanism of failure & determination of root cause(s) 
• Failure analysis investigation – mechanism of failure, determination of root cause(s) & 
remedial action recommendations 
• Failure analysis investigation – mechanism of failure & determination of root cause(s), 
remedial action recommendations, documentation – immediate fix, archival, future retrieval 
• Failure analysis investigation – mechanism of failure & determination of root cause(s), 
remedial action, recommendations, documentation – immediate fix, archival, future 
retrieval, sharing the lessons learned with other relevant groups  & educating the next 
generation 
It is crucial that an appropriate approach be adopted for each failure investigation. The initial risk, 
regrettably, is of a failure to investigate equipment problems at all, ie. to simply replace a  failed 
item without further more exhaustive investigation. And then, even should a failure investigation be 
requested, there is a real danger that, in the constraints of today’s time pressured, globalised and  
cost competitive environments, to merely conduct a quick, visual examination-based diagnosis. 
Subsequently this diagnosis would be followed by an equally quick E-mail. Thus the learnings of 
each problem solved are then at risk of disappearing in the electronic Ether within a year or so. This 
contrasts with a RCM approach, Reliability Centered Maintenance, where determination of failure 
cause(s) is strongly advocated [Mowbray, 1997]. 
 
2   EVERY BROKEN BIT COUNTS – IDENTIFYING SIMPLE FAILURE TYPES 
In order to increase awareness amongst plant engineers of the longer-term benefits of determining 
root cause(s) of equipment failures, the Materials Investigation Team has long conducted awareness 
sessions on an intermittent basis. However in the late 1990’s a more disciplined approach was 
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undertaken and the “Every Broken Bit Counts” awareness program was rolled out. The program 
was conducted by Materials Investigation materials engineers, under the sponsorship of the then 
Maintenance Services Dept. Approximately 40 awareness sessions were undertaken with 
maintenance employees ranging from shop floor trades fitters and ironworkers through to 
engineering superintendents. This face to face program was well received with its hands-on 
approach featuring selected failed items. There was a strong interactive focus in a question and 
answer, and utilising with a portable metallurgical microscope. Simple failure modes, including 
overload, fatigue, creep, corrosion and wear were presented in a manner aimed at the shop floor 
rather than the investigating metallurgist. . Advance planning ensured that each session was tailored 
to specific customer groupings. This was a desirable characteristic given the diversity of operations 
in a modern fully integrated iron and steel plant. A brief explanatory leaflet was supplied to session 
attendees, as well as being available on the company corporate intranet in the form of Maintenance 
Standard Practice Sheets. The aim was to break the usual workshop maintenance cycle of 
automatically consigning broken items to the scrap bin and then installing a like replacement. 
Maintenance employees were encouraged to question where items were failing repeatedly. 
Generally each awareness session triggered a host of questions and follow-up requests for 
investigation of failed equipment. More recently, it has been recognised that, with a changing 
workforce, there is a need to continue revisiting this program. Thus more rollouts are now being 
considered.  
 
3  EVENT MAINFRAME DATABASE SYSTEMS – RECORDING OF OPERATIONAL 
DELAYS 
The “Every Broken Bit Counts” program was timed to augment the various Event Database 
Systems introduced on plant. These databases capture data on operating plant delays, which are 
recorded directly into the system by shift operators. Such Event databases are an integral part of 
Total Productive Maintenance,TPM. This program had been implemented some years ago, 
especially within the Primary area of the Steelworks site. Thus diligently and consistently collected, 
these records have the potential to provide opportunities for future analysis to assess which items 
are causing greater cumulative impacts on operations. It is possible, using data from the Event 
system, to demonstrate that the aggregated costs of a multitude of small events could equal the costs 
of a single major event [Cooper, 2002]. These systems have evolved since the mid-late 1990’s, with 
Dictionaries of Standard Terms being created to seek a more standardised approach and hence 
enhanced integrity of the data generated. Currently, these systems are an excellent operations 
planning tool for maintenance and operations. However, they are not sufficiently sophisticated to 
allow meaningful analysis of the data generated to determine major plant equipment failure 
occurrence concerns for the failure analysis practitioner. However subsequent planned 
enhancements may facilitate this more readily. 
 
4  FAILURE ANALYSIS ARCHIVES  
Within the failure analysis team there has been an ongoing, strong focus on archiving the findings 
of all failure investigations since the 1960’s. Such an approach is quite time consuming in a climate 
of both major and less serious equipment problems. This focus has been an engrained part of our 
team culture, with hard copy archives maintained since at least 1964. Thus an impressive resource 
has been created, to be “data-mined” in the solving of future plant equipment problems. While these 
hard copy archives have been well structured into Operating Plant areas, the accessibility of these 
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5   PC BASED DATABASE FAILURE ANALYSIS REPORT INDEXING  
The potential for database indexing of failure analysis reports began to be recognised in the mid 
1980’s, but was not harnessed until the mid 1990’s, with the increasing rollout of “genuinely 
Personal” PC’s. . Now nearly 10 years of investigation reports titles have become truly searchable. 
This has greatly reduced, but not eliminated, the reliance on the individual memories of the longer-
serving team members to recall key failure investigations. However such reports, whether they be in 
hard copy or indexed in a database, essentially remain Information, as illustrated schematically in 
Figure 1. It is the subsequently developed capability to disseminate and retrieve such reports easily 
and seamlessly that has enabled the migration towards “Knowledge”.  
Knowledge Management
Data
Information + individual context = Knowledge
Information
Each individual interprets a particular  
piece of information based on their own
unique collection of skills and experiences.
It is this interpretation that allows 
information to become knowledge.
Knowledge resides within the individual.
Attempting to make knowledge explicit







A hierarchy of knowledge
 
 
Figure 1 – Schematic depiction of transition from Data to Information to Knowledge [Internal Bluescope 
Steel Community of Practice Intranet Site]. 
 
6  SERVER BASED FAILURE ANALYSIS REPORT STORAGE DATABASES  
From the 1990’s various departments had begun to utilise Document Management Systems, 
including the construction and commissioning of the No.6 Blast Furnace in 1996. It was thus 
inevitable that engineers attached to No.6 Blast Furnace would begin to apply pressure to have 
Failure Analysis Reports included in such Document Management Systems. The package used in 
this case, Documentum, had already been established a s a repository for all engineering drawing 
records and Materials Safety Data Sheets.  
Initial space limitations tended to stifle the early Documentum initiatives in 1999, however within 
three years circumstances had changed. At this point the organisational cultural challenges began to 
emerge. However, by incorporating Documentum archiving as part of the Organisation’s Business 
Improvement Incentive Bonus Payment for staff, the “reluctant” became the “champions” of the 
system. They encouraged maximum compliance and insisting on a common standard for titling and 
the like, simply by peer pressure. This approach ensured that a much higher level of the several 
hundred failure analysis reports were electronically archived in financial year 2002-2003. The 
following year saw virtual total compliance and with past reports added from the previous year. The 
benefits of the archive were resoundingly endorsed by plant engineers, in responses to the Materials 
Investigation annual customer surveys, conducted in 2003 and 2004.  
 Interestingly, in some other areas, titling methodologies have often suited the specialist 
practitioner who archives his/her own documents rather than the browsing use. This has seen stored 
documents only titled with reference numbers, rather than also including brief descriptions. 
However, with the medium-long term future retrieval in mind, a decision was made to ensure that 
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all Failure Analysis Reports would have “browsable” titles as well as departmental reference 
numbers. The system adopted is a virtual copy of the hard copy archive model. This has ensured 
compatibility of the organisation’s older and newer report archives. It has also proved beneficial 
when hard copy failure analysis reports become misplaced by time pressured plant engineers and 
can be readily replaced via the Documentum Document Management System. Reports can also now 
be circulated more widely via emails carrying links to specific reports in the Documentum system. 
 
7   E-TECHNOLOGIES EXPLOITED 
The advent of scanning technology has allowed vintage reports from 20-40 years ago, on being 
retrieved to enjoy new currency, and widespread dissemination. Examples such as cracking in blast 
furnace stoves have seen very rapid dissemination of reports of previous major repairs from 25 
years earlier. These have proved invaluable to assist plant engineers to recall and locate their own, 
often more comprehensive historical engineering data sources. Additionally such information has 
been invaluable in assisting consultants brought in to advise on remedial strategies for major plant 
difficulties. Additionally such data-information-knowledge “reincarnation” incidents also provide 
training opportunities for the next generation of failure analysis practitioners to perceive the 
relevance of the corporate memory, and help to prevent the unlearning of past corporate lessons. 
 
8  ENGINEERING INFORMATION MANAGEMENT WORKSHOPS – THE MID-1990s 
Prior to the restructuring of BHP, which saw the sale of the BHPE Engineering & IT, businesses to 
Hatch & CSC respectively, and the spin off of the Steel Divisions, Engineering Information 
Management Workshops were conducted from 1995, bringing together participants from BHP sites 
across Australia and also Ok Tedi. Participants ranged from professional engineers, supply officers, 
maintenance planners, IT knowledge management specialists and corporate librarians. The focus 
evolved from Document Management Systems to Computer Aided Design and ultimately to 
Knowledge Management & Organisational Learning. Focus statements for the 1997 Workshop 
included: 
“The future competitiveness of global companies will depend on their ability to master two things: 
logistics and knowledge management”… Bill Gates 1997 
 A number of models were covered in the workshop: 
• ENGINEERS@BHP -a corporate Internet with its Engineering Contacts Yellow Pages, 
which operated through the GAL (Global Address List) on the corporate email system. 
• GLOBAL MAINTENANCE NETWORK – a Global BHP international web/email based 
network Specialist Engineering Maintenance Networks – including corrosion, maintenance 
email based networks 
• EVENT Database System – described previously  
• DOCUMENTUM Document Management System – described previously 
These workshops were part of the evolutionary process, which ultimately led to the implementation 
of Communities of Practice.  
 
9  COMMUNITIES OF PRACTICE & KNOWLEDGE SHARING NETWORKS 
Several years after the Engineering Information Management Workshops, in 2001, the Corporate 
Intranet based Community of Practice (COP) concept was adopted and evolved within BHP Billiton 
and then continued within Bluescope Steel, on its separation from BHP Billiton. These are able to 
created and accessed by employees from across the globe and can link both geographically close 
and dispersed sites. Thus what had traditionally been “organisational silos” were potentially able to 
be bridged by such Communities of Practice. They do not require any specialist web page expertise 
to be set up and are meant to be a chat room concept, for the sharing of ideas and information, in 
addition to document storage on various professional issues. Although informal networks exist in 
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most organisations, information circulated may not find as wide an audience where staff are “not in 
the information loop.” COP’s allow a wider dissemination by permitting interesting employees to 
participate once they have registered. Obviously, when it becomes apparent that a topic is emerging 
to be of particular interest, it can be far more efficient o utilise the appropriate COP to achieve a 
wider target audience, and thus avoid having to resend the same email repeatedly. Additionally, 
companies are under pressure from statutory authorities to share critical safety and operational 
information across their various sites – and so the COP process is a vehicle to assist wider 
dissemination to an appropriate target audience.  
 Currently over 80 such COP’s exist within Bluescope Steel Ltd. There have been mixed opinions 
of the value of such Communities of Practice. Two, which appear to be particularly effective, 
include the Process Engineers Network COP and the Crane Safety COP. Members of the Materials 
Investigation participate in both of these COP’s and provide periodic input on issues of topical 
interest, eg Liquid Metal Embrittlement following the Santos Moomba Gas Plant Fire.  
 Concerns have been expressed about the effectiveness of the COP’s,  and include anecdotal 
views that some of the COP’s are seen as predominantly information or data repositories rather than 
a true knowledge sharing tool. It should be recognised that there are cultural aspects to participation 
and use of COP’s. Additionally, in many virtual systems there will be a small core of key active 
users who are willing to share and request information quite readily. However the larger part of 
many virtual communities comprise anonymous users, who choose not to participate unless 
coerced. Often this can only be overcome here there has been a face to face component in the 
process of establishing and operating a COP [Hall, 2001] , [Lock Lee et al, 2001]. It would appear 
that participation in specific purpose COP's, eg Process Engineering and Crane Safety Networks, 
which involve some face-to-face component, is more effective than a designated Failure Analysis 
COP. This may also reflect the larger numbers of mechanical and maintenance engineers across 
Bluescope Steel compared with the far smaller number of failure analysis practitioners. 
 To address such concerns regarding participation, formal Knowledge Networks have recently 
been established to harness the knowledge of various plant “gurus”. Additionally “Knowledge 
Sharing Barrier Busting Teams” have been set up amongst younger staff to encourage more 
knowledge sharing. Both of these approaches have been cross divisional, and cover a range of 
engineering disciplines.  
 A recent example occurred with issues associated with the coke ovens gas mains network, where 
coke ovens gases, which are a waste- or by-product, are used instead of natural gas across the plant.  
Various teams were working independently on different aspects of the coke ovens gas mains 
system, however a timely question placed, by a young engineering cadet, in the discussion section 
of the Process Engineering Network COP attracted responses which led to 15 year old reports being 
sourced, scanned emailed and installed on several COP’s. Additionally, the information sourced 
was then utilised to assist in developing the materials selection strategies for gas mains feeding a 
new multimillion-dollar furnace in a major steel mill upgrade.  
 
10  SUCCESSION PLANNING  
Finally, in order for the lessons of the past to not be unlearnt, it is imperative to ensure that the next 
generations of plant engineers and failure analysis practitioners can continue to access these lessons. 
It goes without saying that it is crucial to attract sufficient students into Materials Engineering 
studies and then providing the opportunity to ensure adequate learning from the current generation 
of gurus and learning what data / information / knowledge resources are ready waiting to be tapped. 
Although such opportunities can easily be sacrificed in an era of severe cost cutting and cost 
recovery. This arises as cadets and new graduates may be considered to be far less efficient than an 
older experienced failure analysis practitioner. Fortunately, at Bluescope Steel there has continued 
to be a focus on developing the future leaders of the organisation. The development programme has 
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also sought to ensure that as many cadets as possible spend time in the Materials Investigation 
Team.  
 It is a fascinating process to observe such young Materials Engineering cadets being weaned 
from a “diet” of Google Searches and learn to also harness older technical resource books, journal 
articles and the like, rather than shunning any non E-sources and then shutting off valuable 
resources. Nevertheless, a key challenge is to identify, capture, translate and make accessible key 
technical documents into live electronic document forms in order that they not disappear. This is 
particularly relevant where problems from the past have seemingly been largely eliminated, egg 
high temperature graphitisation, and where younger staff have had little opportunity to observe the 
“headaches” that plagued earlier failure analysis practitioners.  
 Experiential learning processes in problem solving, in groups such as the Materials Investigation 
Team, are particularly valuable, i.e. by utlisation of a rotational development program during the 
period of an undergraduate cadetship, or during the early years following graduation.   
 
CONCLUSION 
Failure analysis, itself represents one part of the process and it is desirable that maintenance 
departments appreciate the value of failure analysis in identifying the root cause(s) of equipment 
problems, to focus on planned asset management and maintenance, rather than crisis- breakdown 
strategies. There are considerable gains to be made by operating in multidisciplinary – cross-
functional teams rather than operating in silos, whether as independent engineers and scientists, or 
as inward looking departments reluctant to utilize the resources of another department, division or 
discipline. Additionally it is essential that the hard-won lessons from past failure experiences are 
not lost because of a failure to translate to more modern, accessible media. 
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