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RESUMO
BRASIL, Alex Hono´rio. MATEMA´TICA INTERVALAR E APLICAC¸O˜ES PEDAGO´GICAS.
54 f. Dissertac¸a˜o – Programa de Mestrado Profissional em Matema´tica em Rede Nacional -
PROFMAT, Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2013.
O ensino tradicional da matema´tica leva os estudantes a resolverem problemas a partir de algo-
ritmos e fo´rmulas. Este trabalho apresenta a matema´tica intervalar como importante ferramenta
pedago´gica para o desenvolvimento da capacidade de raciocı´nio dos estudantes. Neste sentido,
um questiona´rio sobre matema´tica intervalar, com exercı´cios que abordam diferentes a´reas da
matema´tica, foi aplicado a estudantes do ensino me´dio e feito uma ana´lise dos resultados obti-
dos.
Palavras-chave: Matema´tica intervalar, Aritme´tica de intervalos, Ferramenta pedago´gica.
ABSTRACT
BRASIL, Alex Hono´rio. INTERVAL MATHEMATICS AND PEDAGOGICAL APPLICATI-
ONS. 54 f. Dissertac¸a˜o – Programa de Mestrado Profissional em Matema´tica em Rede Nacional
- PROFMAT, Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2013.
The traditional teaching of mathematics leads students to solve problems from algorithms and
formulas. This work present interval mathematics as an important educational tool for the deve-
lopment of thinking ability of students. In this direction, a problem set on interval mathematics,
with exercices that address different areas of mathematics, was applied to high school students.
The results are analized.
Keywords: Interval mathematics, Interval arithmetic, Pedagogical tool.
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91 INTRODUC¸A˜O
O uso dos intervalos na matema´tica na˜o e´ recente. Arquimedes (287 a.C - 212 a.C)
ja´ fazia uso dos mesmos para estimar o valor de pi . Atrave´s de uma sucessa˜o de polı´gonos
inscritos e circunscritos com nu´meros de lados crescente, Arquimedes conseguiu gerar uma
sequeˆncia convergente de intervalos para estimar essa constante. Pore´m, os primeiros e mais
influentes trabalhos sobre a teoria dos intervalos foram realizados pelo matema´tico R. E. Moore
e seus assistentes, por volta de 1965. Desde enta˜o, estudos cada vez mais complexos sobre
a matema´tica intervalar tem possibilitado o desenvolvimento de algoritmos nume´ricos para a
Computac¸a˜o Cientı´fica.
A matema´tica intervalar tem aplicac¸o˜es em diversas a´reas, entre elas: Geometria, Es-
tatı´stica, Ca´lculo Nume´rico, Equac¸o˜es Diferenciais e Lo´gica Matema´tica. Este trabalho pre-
tende apresentar a matema´tica intervalar como um recurso pedago´gico para estimular o pensa-
mento, apartir de exercı´cios que exijam dos estudantes o raciocı´nio para a resoluc¸a˜o dos mesmos
e na˜o apenas a aplicac¸a˜o de fo´rmulas e algoritmos como eles esta˜o acostumados.
Deste modo, comec¸aremos fazendo um estudo sobre algumas estruturas alge´bricas,
espac¸os me´tricos completos e noc¸o˜es de ca´lculo em duas varia´veis que sa˜o assuntos prelimina-
res para o desenvolvimento da matema´tica intervalar. Esses temas na˜o sa˜o o foco principal deste
trabalho, portanto sera˜o feitas apenas as definic¸o˜es ba´sicas, mostrado algumas propriedades e
exemplos. No capı´tulo 3 sa˜o apresentados os conceitos fundamentais da matema´tica interva-
lar, definido o conjunto IR dos intervalos reais e suas correspondentes operac¸o˜es aritme´ticas
e propriedades. Ainda nesse mesmo capı´tulo mostraremos alguns aspectos topolo´gios do con-
junto IR, exploraremos o conceito de func¸a˜o intervalar, imagem intervalar, avaliac¸a˜o intervalar
e alguns cuidados para transcrever verso˜es intervalares de algoritmos reais que sera´ mostrado
usando o Me´todo de Newton como modelo.
O u´ltimo capı´tulo e´ dedicado a aplicac¸a˜o pedago´gica da matema´tica intervalar. Nele,
encontra-se uma lista de problemas e um questiona´rio que foram aplicados aos estudantes e a
ana´lise dos resultados.
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2 PRELIMINARES
Um estudo mais completo sobre a matema´tica intervalar exige alguns conhecimentos
ba´sicos sobre estruturas alge´bricas, espac¸os me´tricos completos e noc¸o˜es de ca´lculo em duas
varia´veis. Na˜o sera´ feito um estudo aprofundado desses temas, apenas o necessa´rio para o
desenvolvimento da matema´tica intervalar.
2.1 ESTRUTURAS ALGE´BRICAS
As estruturas alge´bricas abordadas sera˜o: ane´is, corpos e grupos. Seguiremos a teoria
de (GARCIA; LEQUAIN, 2003).
2.1.1 ANE´IS
Esta estrutura alge´brica esta´ definida da seguinte forma:
Definic¸a˜o 2.1. Um anel (A,+, ·) e´ um conjunto A com pelo menos dois elementos, munido de
uma operac¸a˜o denotada por “+ ” (chamada adic¸a˜o) e de uma operac¸a˜o denotada por “ · ”
(chamada multiplicac¸a˜o) que satisfazem as seguintes condic¸o˜es:
A.1) A adic¸a˜o e´ associativa, isto e´,
∀x,y,z ∈ A, (x+ y)+ z = x+(y+ z).
A.2) Existe um elemento neutro com respeito a` adic¸a˜o, isto e´,
∃0 ∈ A tal que, ∀x ∈ A, 0+ x = x+0 = x.
A.3) Todo elemento de A possui um inverso com respeito a` adic¸a˜o, isto e´,
∀x ∈ A, ∃z ∈ A tal que x+ z = z+ x = 0.
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A.4) A adic¸a˜o e´ comutativa, isto e´,
∀x,y ∈ A, x+ y = y+ x.
M) A multiplicac¸a˜o e´ asociativa, isto e´,
∀x,y,z ∈ A, (x · y) · z = x · (y · z).
AM) A adic¸a˜o e´ distributiva em relac¸a˜o a` multiplicac¸a˜o, isto e´,
∀x,y,z ∈ A, x · (y+ z) = x · y+ x · z.
A multiplicac¸a˜o na˜o necessita ser comutativa. Quando isso ocorrer, dizemos que A e´
um anel comutativo. Se A conte´m um elemento 1A tal que 1A · a = a · 1A = a para todo a ∈ A
enta˜o A e´ dito anel com unidade.
Observac¸o˜es:
a) O elemento neutro da adic¸a˜o em (A.2) e´ u´nico. De fato, se 0 e 0′ sa˜o dois elementos
neutros para a adic¸a˜o, temos
0 = 0+0′ pois 0′ e´ elemento neutro
= 0′ pois 0 e´ elemento neutro.
De modo ana´logo, prova-se que o elemento neutro da multiplicac¸a˜o quando existe e´ u´nico.
b) O elemento inverso com respeito a` adic¸a˜o e´ u´nico. De fato, para x ∈ A vamos supor que
y e y′ sa˜o dois inversos de x com respeito a` adic¸a˜o, temos
y = y+0 por (A.2)
= y+(x+ y′) pois y′ e´ inverso de x
= (y+ x)+ y′ por (A.1)
= 0+ y′ pois y e´ inverso de x
= y′ por (A.2).
Esse u´nico inverso de x com respeito a` adic¸a˜o sera´ denotado por −x.
c) O elemento neutro da adic¸a˜o tem a seguinte propriedade:
0 · x = 0, ∀x ∈ A
De fato, basta observar que 0 · x = (0+0) · x = 0 · x+0 · x.
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Existe um tipo especial de anel chamado corpo.
Definic¸a˜o 2.2. Um anel comutativo com unidade (K,+, ·) e´ chamado de corpo se todo elemento
diferente de zero de K possui um inverso com respeito a` multiplicac¸a˜o, isto e´,
∀x ∈ K \{0},∃y ∈ K tal que x · y = 1.
Observac¸a˜o: O elemento inverso da multiplicac¸a˜o e´ u´nico. De fato, dado x ∈ K,
x 6= 0, se y e y′ sa˜o dois inversos de x com respeito a` multiplicac¸a˜o, enta˜o: y= y ·1= y ·(x ·y′) =
(y · x) · y′ = 1 · y′ = y′.
Exemplo 2.3. Nos exemplos que seguem, “+ ” denota a adic¸a˜o usual em C e “ · ” denota a
multiplicac¸a˜o usual em C.
a) (Z,+, ·), (Q,+, ·), (R,+, ·), (C,+, ·) sa˜o ane´is. No caso, (Q,+, ·), (R,+, ·), (C,+, ·) sa˜o
exemplos de corpos.
b) O anel dos inteiros de Gauss Z[i] = {a+ ib|a,b ∈ Z}.
c) Dados dois ane´is (A1,, ) e (A2,⊕,), podemos construir um novo anel da seguinte
maneira: no conjunto A1×A2 := {(a1,a2)|a1 ∈ A1,a2 ∈ A2}, definimos:
(a1,a2)+(b1,b2) := (a1b1,a2⊕b2)
(a1,a2) · (b1,b2) := (a1 b1,a2b2).
Portanto (A1×A2,+, ·) e´ um anel, chamado produto direto de A1 com A2, onde o ele-
mento neutro com respeito a` adic¸a˜o e´ (0A1,0A2) e o elemento neutro com respeito a`
multiplicac¸a˜o e´ (1A1,1A2).
d) Seja Mn×n(R) o conjunto das matrizes n× n com entradas em R; sejam “+ ” a adic¸a˜o
usual de matrizes e “ · ” a multiplicac¸a˜o usual de matrizes. Enta˜o, (Mn×n(R),+, ·) e´ um
anel na˜o-comutativo se n≥ 2.
2.1.2 GRUPOS
Vejamos os axiomas que definem um grupo:
Definic¸a˜o 2.4. Um conjunto G com uma operac¸a˜o
G×G−→ G
13
(a,b) 7−→ a ·b
e´ um grupo se as condic¸o˜es seguintes sa˜o satisfeitas:
(i) A operac¸a˜o e´ associativa, isto e´,
a · (b · c) = (a ·b) · c, ∀a,b,c ∈ G.
(ii) Existe um elemento neutro, isto e´,
∃e ∈ G tal que e ·a = a · e = a, ∀a ∈ G.
(iii) Todo elemento possui um elemento inverso, isto e´,
∀a ∈ G, ∃b ∈ G tal que a ·b = b ·a = e.
O grupo e´ abeliano ou comutativo se:
(iv) A operac¸a˜o e´ comutativa, isto e´,
a ·b = b ·a, ∀a,b ∈ G.
Observac¸o˜es:
1) O elemento neutro e´ u´nico. De fato, se e, e′ sa˜o elementos neutros de G, enta˜o
e = e · e′ pois e′ e´ elemento neutro,
= e′ pois e e´ elemento neutro.
2) O elemento inverso e´ u´nico. De fato, seja a ∈G e sejam b,b′ ∈G dois elementos inversos
de a, temos:
b = b · e = b · (a ·b′) pois b′ e´ inverso de a,
= (b ·a) ·b′ = e ·b′ = b′ pois b e´ inverso de a.
O u´nico inverso de a sera´ denotado por a−1.
Se (A,+, ·) e´ um anel, enta˜o (A,+) e´ um grupo abeliano e se (K,+, ·) e´ um corpo,
enta˜o (K,+) e (K−{0}, ·) sa˜o grupos abelianos.
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Exemplos de grupos:
1) (Z,+) e´ um grupo abeliano infinito e (Z, ·) na˜o e´ um grupo, pois na˜o possui inverso em
relac¸a˜o a` multiplicac¸a˜o.
2) (Q,+), (R,+), (C,+), sa˜o grupos (aditivos) abelianos. (Q \ {0}, ·), (R \ {0}, ·), (C \
{0}, ·) sa˜o grupos (multiplicativos) abelianos.
2.2 ESPAC¸OS ME´TRICOS COMPLETOS
Faremos as definic¸o˜es de me´trica, espac¸os me´tricos e espac¸os me´tricos completos se-
guindo (LIPSCHUTZ, 1973).
2.2.1 ME´TRICA
Dado X um conjunto na˜o vazio, chamamos de uma me´trica em X a func¸a˜o d : X ×
X −→ R satisfazendo, para todo x,y,z ∈ X , os seguintes axiomas:
i) d(x,y)> 0;
ii) d(x,x) = 0;
iii) d(x,y) = d(y,x);
iv) d(x,z)≤ d(x,y)+d(y,z).
Exemplos de me´tricas
1) Seja d : R×R−→ R definida por
d(x,y) = |x− y|
A func¸a˜o d e´ dita me´trica usual de R.
2) Seja d : R2×R2 −→ R definida por
[d(x,y)]2 = (x1− y1)2+(x2− y2)2
onde x = (x1,x2) e y = (y1,y2).
A func¸a˜o d e´ chamada me´trica usual de R2.
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3) Seja X um conjunto na˜o-vazio e d uma func¸a˜o definida por
d(x,y) =
0 se x = y1 se x 6= y.
Enta˜o, d e´ uma me´trica em X. Essa func¸a˜o distaˆncia d e´, usualmente, chamada a me´trica
trivial em X.
Definic¸a˜o 2.5. A um conjunto X munido de uma me´trica d, damos o nome de espac¸o me´trico.
Notac¸a˜o: (X, d).
2.2.2 SEQUEˆNCIAS DE CAUCHY
Sejam (X ,d) um espac¸o me´trico e (xn)n∈N uma sequeˆncia em X . Dizemos que (xn)n∈N
e´ uma sequeˆncia de Cauchy se, para todo ε > 0, existe n0 ∈ N tal que se n,m > n0 enta˜o
d(xn,xm)< ε .
Proposic¸a˜o 2.6. Seja (X ,d) um espac¸o me´trico. Enta˜o toda sequeˆncia convergente em X e´ de
Cauchy.
Demonstrac¸a˜o:
Sejam (xn)n∈N e x ∈ X tais que limx→∞(xn) = x. Dado ε > 0, queremos mostrar que existe n0 ∈ N
tal que se n,m > n0 enta˜o d(xn,xm)< ε .
Para ε2 > 0 existe n1 tal que se n > n1 enta˜o d(x,xn)<
ε
2 .
Seja n0 = n1. Se n,m > n0 enta˜o
d(xn,xm)≤ d(xn,x)+d(x,xm)
= d(xn,x)+d(x,xm)< ε2 +
ε
2 = ε .

Observac¸a˜o: A recı´proca na˜o e´ verdadeira. Seja R \ {0} com a me´trica usual. A
sequeˆncia (xn)n∈N, onde xn = 1n+1 e´ uma sequeˆncia emR que e´ de Cauchy mas que na˜o converge
em R.
2.2.3 ESPAC¸OS ME´TRICOS COMPLETOS
Definic¸a˜o 2.7. Seja (X ,d) um espac¸o me´trico. Dizemos que (X ,d) e´ um espac¸o me´trico com-
pleto se toda sequeˆncia de Cauchy em X converge para um ponto de X.
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Exemplo 2.8. R com a me´trica usual e´ completo (toda sequeˆncia de Cauchy de nu´meros reais
converge para um nu´mero real).
Pela observac¸a˜o X = R\{0} com a me´trica usual na˜o e´ completo.
2.3 NOC¸O˜ES DE CA´LCULO EM DUAS VARIA´VEIS
O objetivo desta sec¸a˜o e´ apresentar a definic¸a˜o e alguns teoremas de ma´ximos e mı´nimos
de func¸o˜es de duas varia´veis. No entanto, para uma boa compreensa˜o faz-se necessa´rio o conhe-
cimento de algumas definic¸o˜es sobre essas func¸o˜es, tais como: limites, continuidade e derivadas
parciais.
2.3.1 LIMITES E CONTINUIDADE
Podemos definir o limite de uma func¸a˜o em duas varia´veis segundo (STEWART,
2012), da seguinte maneira:
Definic¸a˜o 2.9. Seja f uma func¸a˜o de duas varia´veis cujo domı´nio D conte´m pontos arbitrari-
amente pro´ximos de (a,b). Dizemos que o limite de f (x,y) quando (x,y) tende a (a,b) e´ L e
escrevemos
lim
(x,y)→(a,b)
f (x,y) = L
se para todo nu´mero ε > 0 existe um nu´mero correspondente δ > 0 tal que se (x,y) ∈ D e
0 <
√
(x−a)2+(y−b)2 < δ enta˜o | f (x,y)−L|< ε .
Observac¸a˜o: Se o limite existir, enta˜o ele e´ u´nico.
Exemplos de limites:
1) Se f (x,y) = k e´ uma func¸a˜o constante, enta˜o, para todo (a,b) em R2,
lim
(x,y)→(a,b)
k = k.
De fato, | f (x,y)− k|= |k− k|= 0; assim, dado ε > 0 e tomando-se um δ > 0 qualquer,
0 < ‖(x,y)− (a,b)‖< δ =⇒ | f (x,y)− k|< ε
2) Mostre que lim
(x,y)→(0,0)
x2− y2
x2+ y2
na˜o existe.
17
Seja f (x,y) = (x2−y2)/(x2+y2). Quando aproximamos de (0,0) ao longo do eixo x, ou
seja, para y= 0, temos f (x,0) = x2/x2 = 1 para todo x 6= 0. Agora, quando aproximamos
de (0,0) ao longo do eixo y, fazendo x= 0 temos f (y,0) =−y2/y2 =−1 para todo y 6= 0.
Portanto, como f tende a valores diferentes ao longo de duas retas diferentes, o limite na˜o
existe.
Definic¸a˜o 2.10. Uma func¸a˜o f de duas varia´veis e´ dita contı´nua em (a,b) se
lim
(x,y)→(a,b)
f (x,y) = f (a,b).
Dizemos que f e´ contı´nua em D se f for contı´nua em todo ponto (a,b) de D.
Exemplos
1) A func¸a˜o f (x,y) = k e´ contı´nua, pois
lim
(x,y)→(a,b)
f (x,y) = k = f (a,b)
para todo (a,b) em R2.
2) A func¸a˜o f (x,y) = x e´ contı´nua, pois
lim
(x,y)→(a,b)
f (x,y) = lim
(x,y)→(a,b)
x = a = f (a,b)
para todo (a,b) em R2.
3) A func¸a˜o f (x,y) =

x2−y2
x2+y2 , se (x,y) 6= (0,0)
0, se (x,y) = (0,0)
na˜o e´ contı´nua em (0,0), pois do exem-
plo (2) de limites temos que lim
(x,y)→(0,0)
x2− y2
x2+ y2
na˜o existe.
2.3.2 DERIVADAS PARCIAIS
Definic¸a˜o 2.11. Seja f uma func¸a˜o de duas varia´veis, suas derivadas parciais sa˜o as func¸o˜es
fx e fy definidas por
fx(x,y) = lim
h→0
f (x+h,y)− f (x,y)
h
fy(x,y) = lim
h→0
f (x,y+h)− f (x,y)
h
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Notac¸a˜o para as derivadas parciais: Se z = f (x,y), escrevemos
fx(x,y) = fx =
∂ f
∂x
=
∂
∂x
f (x,y) =
∂ z
∂x
= f1 = D1 f = Dx f
fy(x,y) = fy =
∂ f
∂y
=
∂
∂y
f (x,y) =
∂ z
∂y
= f2 = D2 f = Dy f
Exemplos
1) Se f (x,y) = x3+ x2y3−2y2, determine fx(2,1) e fy(2,1).
Soluc¸a˜o:
A derivada de f em relac¸a˜o a x e´:
fx(x,y) = 3x2+2xy3
e, assim,
fx(2,1) = 3 ·22+2 ·2 ·13 = 16.
A derivada de f em relac¸a˜o a y e´:
fy(x,y) = 3x2y2−4y
e, assim,
fy(2,1) = 3 ·22 ·12−4 ·1 = 8.
2) Seja f (x,y) =

x3−y2
x2+y2 , se (x,y) 6= (0,0)
0, se (x,y) = (0,0)
. Determine:
a) fx(x,y)
b) fy(x,y)
Soluc¸a˜o:
a) Nos pontos (x,y) 6= (0,0) temos
fx(x,y) =
3x2(x2+ y2)− (x3− y2)2x
(x2+ y2)2
ou seja,
fx(x,y) =
x4+3x2y2+2xy2
(x2+ y2)2
.
Em (0,0),
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lim
h→0
f (h,0)− f (0,0)
h
= lim
h→0
h
h
= 1 = fx(0,0).
Assim, fx(x,y) e´ a func¸a˜o de R2 em R dada por
fx(x,y) =

x4+3x2y2+2xy2
(x2+y2)2 , se (x,y) 6= (0,0)
1, se (x,y) = (0,0).
b) Para (x,y) 6= (0,0)
fy(x,y) =−2x
2y(1+ x)
(x2+ y2)2
.
Em (0,0), fy na˜o existe.
Segue que fy(x,y) esta´ definida em todo (x,y) 6= (0,0) mas na˜o em (0,0) e e´ dada
por
fy(x,y) =−2x
2y(1+ x)
(x2+ y2)2
.
2.4 MA´XIMOS E MI´NIMOS
Nesta sec¸a˜o, definiremos os conceitos de ma´ximos e mı´nimos absolutos e locais para
func¸o˜es de duas varia´veis.
Definic¸a˜o 2.12. Seja f (x,y) uma func¸a˜o a valores reais e seja (a,b) ∈ A ⊂ D f . Dizemos que
(a,b) ∈ D f e´ ponto de ma´ximo global ou ma´ximo absoluto de f se, para todo (x,y) ∈ D f ,
f (x,y)≤ f (a,b).
O nu´mero f (a,b) e´ chamado ma´ximo valor de f .
Dizemos que (a,b) ∈ D f e´ ponto de mı´nimo global ou mı´nimo absoluto de f , se para
todo (a,b) ∈ D f ,
f (x,y)≥ f (a,b).
O nu´mero f (a,b), neste caso, e´ o mı´nimo valor de f .
Os pontos de ma´ximo e de mı´nimo de uma func¸a˜o f sa˜o denominados extremantes de
f .
Exemplos
1) Seja f : R2 −→ R definida por f (x,y) = 3− x2− y2. Enta˜o f (0,0) = 3 e´ o ma´ximo valor
20
de f , pois dados dois nu´meros reais x e y quaisquer temos que
f (x,y) = 3− x2− y2 ≤ 3 = f (0,0).
2) Seja g :R2 −→R definida por g(x,y) = x2+y2−3. Enta˜o g(0,0) =−3 e´ o mı´nimo valor
de g, ja´ que dados dois nu´meros reais x e y quaisquer, temos que
g(x,y) = x2+ y2−3≥−3 = g(0,0).
Em geral na˜o e´ simples encontrar o ma´ximo ou o mı´nimo de uma func¸a˜o, a`s vezes nem
existem. O teorema a seguir da´ as condic¸o˜es suficientes para a existeˆncia de ma´ximo e mı´nimo
de uma func¸a˜o de duas varia´veis.
Teorema 2.13. Seja K um subconjunto compacto em R2. Se f for contı´nua em K, enta˜o f
assume os seus valores ma´ximo e mı´nimo em K.
Demonstrac¸a˜o:
(GUIDORIZZI, 2003).

Definic¸a˜o 2.14. Uma func¸a˜o de duas varia´veis tem um ma´ximo local em (a,b) se f (x,y) ≤
f (a,b) quando (x,y) esta´ pro´ximo de (a,b). O nu´mero f (a,b) e´ chamado valor ma´ximo local.
Se f (x,y)≥ f (a,b) quando (x,y) esta´ pro´ximo de (a,b), enta˜o f tem um mı´nimo local em (a,b)
e f (a,b) e´ um valor mı´nimo local.
Teorema 2.15. Se uma func¸a˜o f tem um ma´ximo ou um mı´nimo local em (a,b) e as derivadas
parciais de primeira ordem de f existem nesses pontos, enta˜o fx(a,b) = 0 e fy(a,b) = 0.
Demonstrac¸a˜o:
(GUIDORIZZI, 2003).

Um ponto (a,b) e´ dito ser um ponto crı´tico (ou ponto estaciona´rio) de f se fx(a,b) = 0
e fy(a,b) = 0, ou se uma das derivadas parciais na˜o existir.
Teorema 2.16. (Teste da segunda derivada) Suponha que as segundas derivadas parciais de f
sejam contı´nuas em uma bola aberta com centro (a,b), e suponha que fx(a,b) = 0 e fy(a,b) =
0. Seja
D = D(a,b) = fxx(a,b) fyy(a,b)− [ fxy(a,b)]2
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(a) Se D > 0 e fxx(a,b)> 0, enta˜o f (a,b) e´ um mı´nimo local.
(b) Se D > 0 e fxx(a,b)< 0, enta˜o f (a,b) e´ um ma´ximo local.
(c) Se D < 0 enta˜o f (a,b) na˜o e´ mı´nimo local nem ma´ximo local.
Demonstrac¸a˜o:
(GUIDORIZZI, 2003).

Observac¸o˜es:
1) No caso (c) o ponto (a,b) e´ chamado de ponto de sela de f .
2) Se D = 0, o teste na˜o fornece informac¸a˜o: f pode ter um ma´ximo local ou mı´nimo local
em (a,b), ou (a,b) pode ser um ponto de sela de f .
3) Para lembrar a fo´rmula de D, e´ u´til escreveˆ-la como determinante:
D =
fxx fxy
fyx fyy
= fxx fyy− ( fxy)2
Exemplo 2.17. Seja f (x,y) = x2+ xy+ y2−2x−2y. Temos que
fx = 2x+ y−2
fy = x+2y−2.
Os pontos crı´ticos de f sa˜o aqueles (x,y) que satisfazem o sistema
2x+ y = 2x+2y = 2.
O u´nico ponto crı´tico e´ (23 ,
2
3).
Por outro lado, fxx(x,y) = 2, fxy(x,y) = 1 e fyy(x,y) = 2. Portanto, D = D(x,y) =
2.2−12 = 3 > 0.
Como fxx(23 ,
2
3) = 2 > 0 temos enta˜o um mı´nimo local em (
2
3 ,
2
3).
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3 INTERVALOS
Neste capı´tulo apresentaremos o conjunto IR dos intervalos de nu´meros reais assim
como as operac¸o˜es aritme´ticas e propriedades deste conjunto. Abordaremos tambe´m algumas
noc¸o˜es topolo´gicas em IR, conceito de func¸o˜es intervalares e algumas observac¸o˜es do Me´todo
de Newton intervalar.
Definic¸a˜o 3.1. Seja R o corpo dos nu´meros reais, cujos elementos sera˜o representados por a,
b, c, ... . Um subconjunto A de R sera´ chamado de intervalo fechado quando
A = [a,b] = {x ∈ R|a≤ x≤ b}.
Exemplo 3.2. O intervalo A = [1, 7] representa todos os nu´meros reais x tais que 1≤ x≤ 7.
Definic¸a˜o 3.3. Seja IR = {A, B, C, ...} o conjunto formado por todos os intervalos. Um ele-
mento x pertencente a R sera´ representado em IR na forma [x,x] e sera´ chamado de intervalo
pontual. Portanto, R ⊂ IR.
Definic¸a˜o 3.4. Todo intervalo do tipo X = (X1,X2,X3, ...,Xn) formado por uma n-dupla orde-
nada sera´ chamado de intervalo vetorial n-dimensional.
Um intervalo vetorial bidimensional representa no plano um retaˆngulo, conforme Fi-
gura 1.
3.1 IGUALDADE DE INTERVALOS
Dois intervalos A = [a1,a2] e B = [b1,b2] sa˜o iguais se, e somente se, sa˜o iguais seus
extremos correspondentes, ou seja,
A = B⇐⇒ a1 = b1 e a2 = b2.
Exemplo 3.5. Os intervalos A = [x, 1] e B = [4, y] sa˜o iguais se, e somente se, x = 4 e y = 1.
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X = (A,B) onde A = [a1,a2] e B = [b1,b2]
Figura 1: Intervalo bidimensional.
3.2 ARITME´TICA EM IR
Seja ∗ ∈ {+,−, ·,/} uma operac¸a˜o definida em R. Esta operac¸o˜e ∗ e´ estendida para o
conjunto IR conforme a definic¸a˜o a seguir:
Definic¸a˜o 3.6. Se A e B sa˜o intervalos sobre R, enta˜o para ∗ ∈ {+,−, ·,/} e 0 /∈ B para o caso
da divisa˜o temos:
A∗B = {a∗b|a ∈ A,b ∈ B}.
Teorema 3.7. Sejam A e B intervalos reais tais que A = [a1,a2] e B = [b1,b2]. Enta˜o sa˜o
satisfeitas as seguintes propriedades:
a) A+B = [a1+b1,a2+b2]
b) −A = [−a2,−a1]
c) A−B = [a1−b2,a2−b1]
d) Seja M = {a1b1,a1b2,a2b1,a2b2}, enta˜o A ·B = [minM,maxM]
e) Se 0 /∈ B, enta˜o 1B = [ 1b2 ,
1
b1
] e AB = A · 1B
Demonstrac¸a˜o:
a) Consideremos a func¸a˜o f : A×B−→ R definida por z = f (x,y) = x+ y sobre A×B.
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Temos que, A×B e´ compacto e como f e´ contı´nua, enta˜o pelo Teorema 2.13 f possui
um mı´nimo e um ma´ximo em A×B e, ale´m disso, assume todos os valores entre esses
extremos.
Como fx(x,y) = 1 e fy(x,y) = 1, enta˜o, pelo Teorema 2.15, f na˜o possui extremo no
interior de A×B.
Para analisarmos os valores de f na fronteira de A×B, dividiremos em quatro casos, cada
um deles considerando um lado do retaˆngulo da Figura 1.
Caso 1: Lado L1 = {(a1,y)|b1 ≤ y≤ b2}. Neste lado a func¸a˜o a ser estudada e´ z = g1(y) =
f (a1,y) = a1+ y.
Caso 2: Lado L2 = {(a2,y)|b1 ≤ y≤ b2}. Neste lado a func¸a˜o a ser estudada e´ z = g2(y) =
f (a2,y) = a2+ y.
Caso 3: Lado L3 = {(x,b1)|a1 ≤ x ≤ a2}. Neste lado a func¸a˜o a ser estudada e´ z = g3(x) =
f (x,b1) = x+b1.
Caso 4: Lado L4 = {(x,b2)|a1 ≤ x ≤ a2}. Neste lado a func¸a˜o a ser estudada e´ z = g4(x) =
f (x,b2) = x+b2.
Pela monotonicidade das func¸o˜es z = a1+ y, z = a2+ y, z = x+b1 e z = x+b2, x ∈ A e
y ∈ B, os extremos se situam rigorosamente nas intersec¸o˜es, que pertencem ao conjunto
{a1+b1,a1+b2,a2+b1,a2+b2}.
Portanto, o mı´nimo e o ma´ximo de f em A×B sa˜o, respectivamente, a1+b1 e a2+b2.
b) Por definic¸a˜o, se A = [a1,a2] enta˜o a1 ≤ a2. Multiplicando os dois membros da desigual-
dade por (−1) temos que −a2 ≤−a1. Daı´ resulta que −A = [−a2,−a1].
c) Seja B = [b1,b2] enta˜o pelo item (b), −B = [−b2,−b1]. Assim, A−B = A+(−B) =
[a1,a2]+ [−b2,−b1] e pelo item (a) segue que A−B = [a1−b2,a2−b1].
d) Analogamente como na demonstrac¸a˜o do item (a) consideremos a func¸a˜o f : A×B−→R
definida por z = f (x,y) = x · y sobre A×B.
Sendo que A×B e´ compacto e f e´ contı´nua, enta˜o f possui um mı´nimo e um ma´ximo e,
ale´m disso, assume todos os valores entre esses extremos.
Um extremo no interior de A×B so´ pode ocorrer se fx(x,y) = y = 0 e fy(x,y) = x = 0.
Como
fxx(0,0) · fyy(0,0)− f 2xy(0,0) = 0 ·0− (1)2 =−1 < 0,
enta˜o pelo teste da segunda derivada f na˜o possui extremo no interior de A×B.
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Vamos agora analisar os valores de f sobre a fronteira de A×B. Dividimos em quatro
casos, cada um deles considerando um lado do retaˆngulo da Figura 1.
Caso 1: Lado L1 = {(a1,y)|b1 ≤ y≤ b2}. Neste lado a func¸a˜o a ser estudada e´ z = g1(y) =
f (a1,y) = a1y.
Caso 2: Lado L2 = {(a2,y)|b1 ≤ y≤ b2}. Neste lado a func¸a˜o a ser estudada e´ z = g2(y) =
f (a2,y) = a2y.
Caso 3: Lado L3 = {(x,b1)|a1 ≤ x ≤ a2}. Neste lado a func¸a˜o a ser estudada e´ z = g3(x) =
f (x,b1) = xb1.
Caso 4: Lado L4 = {(x,b2)|a1 ≤ x ≤ a2}. Neste lado a func¸a˜o a ser estudada e´ z = g4(x) =
f (x,b2) = xb2.
Devido a monotonicidade das func¸o˜es z = a1y, z = a2y, z = xb1 e z = xb2, x ∈ A e y ∈ B,
os extremos se situam rigorosamente nas intersec¸o˜es, que sa˜o: a1b1,a1b2,a2b1,a2b2.
e) Por definic¸a˜o, B = [b1,b2] com b1 ≤ b2 e 0 /∈ B. Assim, b1 ≤ b2 implica 1b1 ≥
1
b2
. Logo,
1
B = [
1
b2
, 1b1 ]
Portanto, AB = A · 1B = [a1,a2] · [ 1b2 ,
1
b1
], que pelo item (d) segue o resultado.

Exemplo 3.8. Sejam A = [1,5], B = [−2,1], C = [−3,−1] e D = [0,2]. Vamos calcular:
a) A+B = [1,5]+ [−2,1] = [−1,6] = B+A.
b) A−C = A+(−C) = [1,5]+ [1,3] = [2,8].
c) A ·D = [1,5] · [0,2] = [0,10].
d) A · (B+C) = [1,5] · ([−2,1]+ [−3,−1]) = [1,5] · [−5,0] = [−25,0].
e) A ·B+A ·C = ([1,5] · [−2,1])+([1,5] · [−3,−1]) = [−10,5]+ [−15,−1] = [−25,4].
f) AC = A · 1C = [1,5] · [−1,−13 ] = [−5,−13 ].
3.3 PROPRIEDADES ALGE´BRICAS DE IR
Teorema 3.9. Sejam A,B,C ∈ IR. Enta˜o valem:
1. a) A+B = B+A Comutatividade
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b) A ·B = B ·A
2. a) (A+B)+C = A+(B+C) Associatividade
b) (A ·B) ·C = A · (B ·C)
3. a) ∃!0= [0,0] ∈ IR e A ∈ IR tal que A+0= A
b) ∃!1= [1,1] ∈ IR e A ∈ IR tal que A ·1= A
4. IR na˜o admite divisor de zero, isto e´, A ·B = 0 se, e somente se, A = 0 ou B = 0.
5. Inexisteˆncia do elemento inverso.
Dado um elemento arbitra´rio A = [a1,a2] ∈ IR com a1 6= a2, enta˜o esse elemento na˜o
possui inverso em relac¸a˜o a adic¸a˜o (+) e a multiplicac¸a˜o (·).
6. a) 0 ∈ A−A
b) 1 ∈ A/A para 0 /∈ A
7. A · (B+C)⊆ AB+AC Subdistributividade
a · (B+C) = a ·B+a ·C ∀a ∈ R
8. Sejam A( j),B( j) ∈ IR, com A( j) ⊆ B( j), j = 1,2.
Enta˜o, para ∗ ∈ {+,−, ·,/} vale A(1) ∗A(2) ⊆ B(1) ∗B(2) (propriedade de inclusa˜o
para subconjuntos).
Demonstrac¸a˜o:
1 e 2. Para mostrar as propriedades (1) e (2), vamos considerar ∗ ∈ {+, ·}, a∈ A, b∈ B,
c ∈C com a,b,c ∈ R.
Como a comutatividade e´ uma propriedade va´lida para os nu´meros reais enta˜o A∗B =
{a∗b|a ∈ A,b ∈ B}= {b∗a|b ∈ B,a ∈ A}= B∗A.
A associatividade tambe´m e´ uma propriedade va´lida nos nu´meros reais, enta˜o (A∗B)∗
C = {(a∗b)∗ c|a ∈ A,b ∈ B,c ∈C}= {a∗ (b∗ c)|a ∈ A,b ∈ B,c ∈C}= A∗ (B∗C)
3. Seja A = [a1,a2] ∈ IR.
i) 0 ∈ R se escreve em IR como [0,0]. Assim, A+0 = [a1,a2]+ [0,0] = [a1+0,a2+0] =
[a1,a2] = A
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ii) 1 ∈ R se escreve em IR como [1,1]. Assim, A · 1 = [a1,a2] · [1,1] = [min{a1 · 1,a2 ·
1},max{a1 ·1,a2 ·1}] = [a1,a2] = A.
4. Sejam A,B ∈ IR tais que A = [a1,a2] e B = [b1,b2]. Temos que
A ·B = [min{a1b1,a1b2,a2b1,a2b2},max{a1b1,a1b2,a2b1,a2b2}].
(⇐) Se A = 0, enta˜o a1 = a2 = 0. Como as extremidades do intervalo A · B so´ podem ser
a1b1,a1b2,a2b1 ou a2b2. Enta˜o em qualquer um dos casos ira´ aparecer a1 ou a2 e podemos
concluir que A ·B = 0.
De modo ana´logo prova-se que A ·B = 0 se B = 0.
(⇒) Suponhamos que A 6= 0. Enta˜o a1 6= 0 ou a2 6= 0. Por hipo´tese A ·B = 0, ou seja, A ·B =
[min{a1b1,a1b2,a2b1,a2b2},max{a1b1,a1b2,a2b1,a2b2}] = [0,0]. Daı´,
0 = min{a1b1,a1b2,a2b1,a2b2}
0 = max{a1b1,a1b2,a2b1,a2b2}.
Logo, a1b1 = a1b2 = a2b1 = a2b2 = 0.
Se a1 6= 0 ou a2 6= 0, enta˜o b1 = b2 = 0. Portanto B = 0.
Supondo B 6= 0 e seguindo o mesmo raciocı´nio do caso A 6= 0, chegaremos a conclusa˜o
que A = 0.
Portanto, IR na˜o admite divisor de zero.
5. Suponhamos que existe um intervalo B tal que A−B= 0, ou seja [a1,a2]− [b1,b2] =
0 enta˜o a1−b2 = 0 e a2−b1 = 0 e portanto, a1 = b2 e a2 = b1. O que e´ uma contradic¸a˜o, pois
b1 = a2, b2 = a1 na˜o satisfaz a definic¸a˜o de intervalo, ja´ que estamos supondo a1 6= a2.
6. Temos que:
i) Para a ∈ A, 0 = a−a ∈ {x− y|x ∈ A,y ∈ A}. Enta˜o vale 0 ∈ A−A.
ii) Para a ∈ A e a 6= 0, 1 = aa ∈ { xy |x ∈ A,y ∈ A e 0 /∈ A}. Enta˜o vale 1 ∈ AA .
7. Temos que:
i) A ·(B+C) = {a ·(b+c)|a∈ A,b∈ B,c∈C}⊆ {ab+ a˜c|a, a˜∈ A,b∈ B,c∈C}= AB+AC
ii) Sejam B = [b1,b2] e C = [c1,c2]. Temos que a ∈ R se escreve em IR como [a,a]. Logo
a · (B + C) = [a, a] · ([b1, b2] + [c1, c2])
= [a,a] · [b1+ c1,b2+ c2]
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= [min{a · (b1+ c1),a · (b2+ c2)},max{a · (b1+ c1),a · (b2+ c2)}]
= [a · (b1+ c1),a · (b2+ c2)]
= [ab1+ac1,ab2+ac2]
= aB+aC ∀a ∈ R
8. Por hipo´tese A(1) ⊆ B(1) e A(2) ⊆ B(2). Logo, A(1) ∗A(2) = {a ∗ a′|a ∈ A(1),a′ ∈
A(2)} ⊆ {b∗b′|b ∈ B(1),b′ ∈ B(2)}= B(1) ∗B(2). Portanto, A(1) ∗A(2) ⊆ B(1) ∗B(2).

Devemos observar que na propriedade subdistributividade vale o sinal da igualdade no
caso em que os extremos dos intervalos sa˜o nu´meros reais positivos.
De acordo com o teorema anterior, temos que (IR, +, ·) na˜o forma um Anel, nem
sequer (IR, +) forma um grupo.
3.4 TOPOLOGIA DE IR
O foco desta sec¸a˜o e´ estudar os aspectos topolo´gicos do conjunto IR.
Definic¸a˜o 3.10. Sejam A,B ∈ IR tais que A = [a1,a2] e B = [b1,b2]. Definimos distaˆncia, valor
absoluto, diaˆmetro e ponto me´dio da seguinte maneira:
a) Distaˆncia:
d(A,B) = max{|a1−b1|, |a2−b2|}.
b) Valor absoluto:
|A|= d(A, [0,0]) = max{|a1|, |a2|}.
c) Diaˆmetro:
D(A) = a2−a1 ≥ 0.
d) Ponto me´dio:
med(A) =
a1+a2
2
.
Definic¸a˜o 3.11. Se a intersec¸a˜o entre dois intervalos A e B na˜o e´ vazia, enta˜o e´ um intervalo
definido por A∩B = [max{a1,b1},min{a2,b2}].
Se A∩B 6=Ø, enta˜o A∪B e´ um intervalo dado por A∪B= [min{a1,b1},max{a2,b2}].
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A intersec¸a˜o de dois intervalos A e B e´ vazia se a1 > b2 ou b1 > a2.
Definic¸a˜o 3.12. Dado x ∈ R, diz-se que X ∈ IR e´ uma inclusa˜o intervalar de x se x ∈ X. Por
exemplo, o intervalo [3,4] e´ uma inclusa˜o intervalar para o nu´mero pi .
A seguir algumas das propriedades de distaˆncia, valor absoluto e diaˆmetro.
Teorema 3.13. Sejam A, B, C, D ∈ IR e os conceitos de distaˆncia, valor absoluto e diaˆmetro
de acordo com a definic¸a˜o 3.10. Enta˜o valem:
a) A aplicac¸a˜o d define uma me´trica em IR.
b) O espac¸o me´trico (IR,d) e´ completo.
c) Toda sequeˆncia de intervalos {A(k)}k∈N com A(0) ⊇ A(1) ⊇ A(2) ... converge para o inter-
valo:
A =
∞⋂
k=0
A(k).
d) A⊆ B→ |A| ≤ |B|.
e) d(A+B,A+C) = d(B,C).
f) d(A+B,C+D)≤ d(A,C)+d(B,D).
g) A⊆ B→ D(A)≤ D(B).
h) D(A±B) = D(A)+D(B).
i) A⊆ B =⇒ 1/2(D(B)−D(A))≤ d(A,B)≤ D(B)−D(A).
Demonstrac¸a˜o:
a) De fato, d define uma me´trica em IR, pois:
i) Seja A ∈ IR tal que A = [a1,a2]. Assim, d(A,A) = max{|a1−a1|, |a2−a2|}= 0
ii) Sejam A = [a1,a2] e B = [b1,b2] com A 6= B. Temos que:
d(A,B) = max{|a1−b1|, |a2−b2|}.
Logo, a1−b1 6= 0 ou a2−b2 6= 0. Portanto, d(A,B) 6= 0.
30
iii) Sejam A = [a1,a2] e B = [b1,b2]. Temos que, d(A,B) = max{|a1− b1|, |a2− b2|},
como a1, a2, b1, b2 sa˜o reais, pela propriedade do mo´dulo, d(A,B) = max{|b1−
a1|, |b2−a2|} = d(B,A)
iv) Sejam A = [a1,a2], B = [b1,b2] e C = [c1,c2]. Temos que:
d(A,C) = max{|a1− c1|, |a2− c2|}
Se d(A,C) = |a1−c1| enta˜o |a1−c1|= |a1−b1+b1−c1| ≤ |a1−b1|+ |b1−c1| ≤
max{|a1−b1|, |a2−b2|}+max{|b1− c1|, |b2− c2|}= d(A,B)+d(B,C).
De modo ana´logo, se d(A,C) = |a2− c2| enta˜o d(A,C)≤ d(A,B)+d(B,C).
b) Seja {A(k)}k∈R uma sequeˆncia de Cauchy de intervalos A(k) = [a(k)1 ,a(k)2 ].
Mostremos que as sequeˆncias {a(k)1 } e {a(k)2 } sa˜o sequeˆncias de Cauchy, isto e´, dado ε > 0
provemos que existem n1,n2 ∈ N tal que se n,m > n1 e n,m > n2 enta˜o |a(n)1 −a(m)1 |< ε
e |a(n)2 −a(m)2 |< ε .
Como {A(k)}k∈R e´ uma sequeˆncia de Cauchy, para ε > 0 existe n0 ∈N tal que se n,m> n0
enta˜o d(A(n),A(m))< ε .
Seja n1 = n0. Se n,m > n1, enta˜o
|a(n)1 −a(m)1 | ≤ max{|a(n)1 −a(m)1 |, |a(n)2 −a(m)2 |= d(A(n),A(m))< ε.
Seja n2 = n0. Se n,m > n2, enta˜o
|a(n)2 −a(m)2 | ≤ max{|a(n)1 −a(m)1 |, |a(n)2 −a(m)2 |= d(A(n),A(m))< ε.
Portanto, {a(k)1 } e {a(k)2 } sa˜o sequeˆncias de Cauchy.
Sendo que R com a me´trica usual e´ um espac¸o me´trico completo, tem-se que {a(k)1 }
converge para um nu´mero real que chamamos de a1 e {a(k)2 } converge para um nu´mero
real que chamamos de a2.
Assim lim
k→∞
(A(k)) = [a1,a2] = A.
c) Considere as sequeˆncias:
a(0)1 ≤ a(1)1 ≤ a(2)1 ≤ ...≤ a(n−1)1 ≤ a(n)1 ≤ a(n)2 ≤ a(n−1)2 ≤ ...≤ a(2)2 ≤ a(1)2 ≤ a(0)2
E´ claro que a sequeˆncia de nu´mero reais {a(k)1 }k∈N e´ mono´tona na˜o-decrescente e esta´
limitada superiormente por a(0)2 . Como toda sequeˆncia de nu´meros reais mono´tona e li-
mitada e´ convergente, segue que a sequeˆncia {a(k)1 }k∈N converge para um nu´mero real que
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chamamos de a1. De maneira ana´loga, a sequeˆncia {a(k)2 }k∈N e´ mono´tona na˜o-crescente
e limitada inferiormente por a(0)1 . Portanto, converge para um nu´mero real que chamamos
de a2. Assim, segue o resultado.
d) Se A⊆ B enta˜o b1≤ a1≤ a2≤ b2. Portanto, |A|=max{|a1|, |a2|} ≤ |B|=max{|b1|, |b2|}
e) Sejam A = [a1,a2], B = [b1,b2] e C = [c1,c2]
A+B = [a1+b1,a2+b2]
A+C = [a1+ c1,a2+ c2]
Logo, d(A+B,A+C) = max{|(a1+b1)− (a1+ c1)|+ |(a2+b2)− (a2+ c2)|}
= max{|a1+b1−a1− c1)|+ |a2+b2−a2− c2|}
= max{|b1− c1|+ |b2− c2|}
= d(B,C)
f) Sejam A = [a1,a2], B = [b1,b2], C = [c1,c2] e D = [d1,d2].
A+B = [a1+b1,a2+b2]
C+D = [c1+d1,c2+d2]
Assim, d(A+B,C+D) = max{|(a1+b1)− (c1+d1)|+ |(a2+b2)− (c2+d2)|}
= max{|a1+b1− c1−d1|+ |a2+b2− c2−d2|}
= max{|(a1− c1)+(b1−d1)|, |(a2− c2)+(b2−d2)|}.
Portanto, se d(A+B,C+D) = |(a1− c1)+(b1−d1)| enta˜o temos que:
|(a1− c1)+(b1−d1)| ≤ |(a1− c1)|+ |(b1−d1)|
≤ max{|a1− c1|, |a2− c2|+max{|b1−d1|, |b2−d2|}
= d(A,C)+d(B,D),
ou seja, d(A+B,C+D)≤ d(A,C)+d(B,D).
De modo semelhante se d(A+B,C+D) = |(a2−c2)+(b2−d2)| enta˜o d(A+B,C+D)≤
d(A,C)+d(B,D).
g) Se A⊆ B enta˜o b1 ≤ a1 ≤ a2 ≤ b2.
Como D(A) = a2−a1 ≥ 0 e D(B) = b2−b1 ≥ 0, segue que D(A)≤ D(B).
h) Sejam A = [a1,a2] e B = [b1,b2]. Temos que:
A+B = [a1+b1,a2+b2]
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A−B = [a1,a2]+ [−b2,−b1] = [a1−b2,a2−b1]
D(A+B) = a2+b2− (a1+b1)
= a2+b2−a1−b1
= (a2−a1)+(b2−b1)
= D(A)+D(B)
D(A−B) = a2−b1− (a1−b2)
= a2−b1−a1+b2
= (a2−a1)+(b2−b1)
= D(A)+D(B)
i) Se A ⊆ B, enta˜o b1 ≤ a1 ≤ a2 ≤ b2. Assim, d(A,B) = max{|a1 − b1|, |a2 − b2|} =
max{a1−b1,b2−a2}. Para d(A,B) = a1−b1, temos que:
d(A,B) = a1−b1 ≤ a1−b1+b2−a2 = b2−b1− (a2−a1) = D(B)−D(A).
De maneira similar, se d(A,B) = b2−a2, enta˜o d(A,B)≤ D(B)−D(A).
Por outro lado, d(A,B) = max{a1−b1,b2−a2}. Supondo que d(A,B) = a1−b1, temos:
d(A,B) = a1 − b1 = a1−b12 + a1−b12 ≥ a1−b12 + b2−a22 = a1−b1+b2−a22 = b2−b1−(a2−a1)2 =
1
2(D(B)−D(A)).
Da mesma maneira, se d(A,B) = b2−a2, enta˜o teremos d(A,B)≥ 12(D(B)−D(A)).

3.5 FUNC¸O˜ES INTERVALARES
Uma func¸a˜o real simples pode ser transformada em uma func¸a˜o intervalar a partir do
conceito e das propriedades dos intervalos.
Exemplo 3.14. A func¸a˜o f :R−→R dada por f (x) = ax+b pode ser transformada na func¸a˜o
f1(A,B,x) = A · x+ B na varia´vel x com paraˆmetros de intervalos A e B. Para A = [1,2],
B = [4,8] e x = [3,7] temos:
f1(A,B,x) = [1,2] · [3,7]+ [4,8] = [3,14]+ [4,8] = [7,22]
As raı´zes desta func¸a˜o podem ser encontradas, fazendo f1(A,B,x) = 0, ou seja, [1,2] ·
x+[4,8] = 0. Daı´ [1,2] ·x = [−8,−4] e portanto x = [−8,−4]/[1,2] = [−8,−2]. Logo os zeros
de f1(A,B,x) sa˜o possı´veis em [−8,−2].
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3.5.1 IMAGEM INTERVALAR DE UMA FUNC¸A˜O REAL
Seja f uma func¸a˜o real contı´nua e f (x) uma expressa˜o funcional correspondente. Ad-
mitiremos que todas as expresso˜es funcionais de f sa˜o compostas apenas por um nu´mero finito
de operandos e operac¸o˜es, para os quais as operac¸o˜es intervalares esta˜o definidas em 3.2.
A imagem intervalar de uma func¸a˜o real f de varia´vel real x com x ∈ A, nem sempre
pode ser determinada pela simples substituic¸a˜o de f (x) por f (A). De fato, para f (x) = x ·x com
x ∈ A = [−3,2] temos que: f (x) = {xx/x ∈ A}= [0,9] e f (A) = A ·A = [−6,9] que por sua vez
conte´m o intervalo anterior.
Assim, a imagem intervalar da func¸a˜o f no intervalo A e´ definida da seguinte maneira:
I = Γ( f ,A) = [min f (x)|x ∈ A;max f (x)|x ∈ A].
Observac¸o˜es:
i) A imagem intervalar independe das diferentes expresso˜es funcionais de f .
ii) Se X = [x,x] e´ um intervalo pontual, enta˜o Y = f (X) tambe´m e´ um intervalo pontual,
dado por Y = [ f (x), f (x)].
iii) Se A= [a,b] e´ um intervalo com D(A)> 0, enta˜o Γ( f ,A) e´ o intervalo de menor diaˆmetro
que conte´m todos os valores reais de f (A), quando x ∈ A.
Exemplo 3.15. Considere a func¸a˜o f dada pela expressa˜o:
f (x) = x2−2x.
Esta func¸a˜o f pode ter diferentes expresso˜es funcionais, tais como: f (x) = x2− 2x,
f1(x) = x(x−2) e f2(x) = (x−1)2−1.
Assim para x ∈ A = [0,3] temos que:
I = Γ( f ,A) = (x2− 2x; [0,3]) = [min{x2− 2x|x ∈ [0,3]};max{x2− 2x|x ∈ [0,3]}] =
[−1,3].
I = Γ( f1,A) = (x(x−2); [0,3]) = [min{x(x−2)|x ∈ [0,3]};max{x(x−2)|x ∈ [0,3]}] =
[−1,3].
I =Γ( f2,A)= ((x−1)2−1; [0,3]) = [min{(x−1)2−1|x∈ [0,3]};max{(x−1)2−1|x∈
[0,3]}] = [−1,3].
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3.5.2 AVALIAC¸A˜O INTERVALAR
Considere f uma func¸a˜o real de varia´vel real x, uma expressa˜o funcional correspon-
dente e um intervalo real A⊆D f . Definimos avaliac¸a˜o intervalar (ou extensa˜o intervalar) de f
em A a func¸a˜o de valores intervalares F obtida pela substituic¸a˜o da varia´vel real x pela varia´vel
intervalar A e todas as operac¸o˜es reais de f pelas operac¸o˜es intervalares, de acordo com 3.2.
Observac¸o˜es:
i) Sendo A um intervalo pontual, ou seja, A = [x,x] enta˜o F(A) = f (x).
ii) Ao contra´rio da imagem intervalar, a avaliac¸a˜o intervalar depende da expressa˜o funcio-
nal correspondente.
Exemplo 3.16. Seja a func¸a˜o f do exemplo anterior. Enta˜o temos:
f (x) = x2−2x =⇒ f ([0,3]) = ([0,3])2−2([0,3]) = [−6,9]
f1(x) = x(x−2) =⇒ f1([0,3]) = [0,3]([0,3]−2) = [−6,3]
f2(x) = (x−1)2−1 =⇒ f2([0,3]) = ([0,3]−1)2−1 = [−3,3].
Observamos que na expressa˜o funcional f2(x) a varia´vel x aparece apenas uma vez e a
avaliac¸a˜o intervalar tem diaˆmetro menor em relac¸a˜o a avaliac¸a˜o intervalar das outras expresso˜es
funcionais, o qual dara´ origem a concluso˜es mais precisas. No entanto, nem toda func¸a˜o pode
ser reescrita desta forma, isto e´, que a varia´vel x aparec¸a so´ uma vez.
3.6 O ME´TODO DE NEWTON
O Me´todo de Newton e´ um algoritmo aproximativo, o qual instrui, passo a passo, como
proceder para obter uma sequeˆncia de nu´meros x1,x2, ...,xn, ... tais que os valores f (x1),
f (x2), ..., f (xn), ... esta˜o cada vez mais pro´ximos d.
Assim, nesta sec¸a˜o sera´ apresentado o Me´todo de Newton real e em seguida mostrare-
mos alguns aspectos deste me´todo aplicado a func¸o˜es intervalares.
3.6.1 ME´TODO DE NEWTON REAL
As soluc¸o˜es de uma equac¸a˜o da forma f (x) = 0 sa˜o chamadas de raı´zes da equac¸a˜o
ou zeros da func¸a˜o. Se f for uma func¸a˜o polinomial de grau menor ou igual a quatro, existem
35
fo´rmulas para o ca´lculo dos zeros. Para func¸o˜es com grau cinco ou mais, Niels Abel (1802 -
1829) afirma atrave´s de um teorema que na˜o existe uma fo´rmula geral em termos de um nu´mero
finito de operac¸o˜es com os coeficientes capaz de determinar os zeros de tais func¸o˜es. Todavia,
Isaac Newton inventou um processo nume´rico para aproximar soluc¸o˜es de equac¸o˜es envolvendo
a derivada de f .
Considere a equac¸a˜o f (x) = 0, onde f e´ uma func¸a˜o deriva´vel. O Me´todo de Newton
mostra como aproximar de uma raiz dessa equac¸a˜o, ou seja, de um nu´mero r tal que f (r) = 0.
Observe o gra´fico da Figura 2 que mostra um esboc¸o do gra´fico y = f (x). O nu´mero r e´ uma
raiz de f (x). Para obtermos uma aproximac¸a˜o de r escolhemos um nu´mero x1. A escolha deste
nu´mero x1 e´ feita atrave´s do esboc¸o do gra´fico de f e ele deve ser um valor razoavelmente
pro´ximo de r. Consideremos enta˜o a reta tangente ao gra´fico de f no ponto (x1, f (x1)). Esta
reta tangente T1 que aparece na Figura 2 intercepta o eixo x no ponto x2. Este nu´mero x2 serve
agora como uma aproximac¸a˜o melhor do que a de x1 para r. Repetimos o processo com a reta
tangente T2 no ponto (x2, f (x2)). T2 intercepta o eixo x em x3. Continuando com este processo
chegaremos ta˜o pro´ximo de r quanto desejarmos.
Figura 2: Esboc¸o do gra´fico de y = f(x).
Fonte: (LEITHOLD, 1994)
As equac¸o˜es das retas tangentes a partir de x1 foram utilizadas para detrminar as
aproximac¸o˜es sucessivas x2,x3, ... de r. A reta tangente T1 no ponto (x1, f (x1)) tem inclinac¸a˜o
f ′(x1). Logo, uma equac¸a˜o de T1 e´
y− f (x1) = f ′(x1)(x− x1).
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Como T1 intercepta o eixo x em x2, fazendo x = x2 e y = 0 na equac¸a˜o acima, temos:
0− f (x1) = f ′(x1)(x2− x1)
=⇒ x2 = x1− f (x1)f ′(x1) se f
′(x1) 6= 0.
Com esse valor de x2, uma equac¸a˜o de T2 e´:
y− f (x2) = f ′(x2)(x− x2).
E fazendo na equac¸a˜o acima x = x3 e y = 0, teremos:
0− f (x2) = f ′(x2)(x3− x2).
=⇒ x3 = x2− f (x2)f ′(x2) se f
′(x2) 6= 0.
Continuando atrave´s desse processo, obtemos a fo´rmula geral para a aproximac¸a˜o xn+1
em termos da aproximac¸a˜o precedente xn dada por:
xn+1 = xn− f (xn)f ′(xn) se f
′(xn) 6= 0.
Chamamos de operador Newtoniano a expressa˜o N(x) = x− f (x)f ′(x) .
Observac¸o˜es:
i) Se f ′(xn) = 0, enta˜o a reta tangente sera´ horizontal e portanto a menos que ela seja o
pro´prio eixo x ela na˜o interceptara´ tal eixo. Dessa forma o Me´todo de Newton na˜o e´
aplica´vel se f ′(xn) = 0 para algum xn.
ii) O valor de xn+1 na˜o e´ necessariamente uma aproximac¸a˜o de r melhor do que xn. Por
exemplo, se x1 na˜o estiver suficientemente pro´ximo de r, enta˜o | f ′(x1)| pode ser ta˜o
pequeno que torna a reta tangente T1 aproximadamente horizontal. Assim, x2 que e´ a
intersec¸a˜o de T2 com o eixo x pode ser mais distante de r do que x1.
Observe no exemplo a seguir a eficieˆncia do Me´todo de Newton aplicado a uma equac¸a˜o
cuja soluc¸a˜o e´ conhecida.
Exemplo 3.17. Considere a equac¸a˜o x2−9 = 0. Temos que:
f (x) = x2−9 =⇒ f ′(x) = 2x.
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Pela fo´rmula geral para a aproximac¸a˜o xn+1 em termos da aproximac¸a˜o precedente xn, obte-
mos:
xn+1 = xn− f (xn)f ′(xn) =⇒ xn+1 = xn−
x2n−9
2xn
Com o auxilio de uma calculadora e utilizando x1 = 4 como valor pro´ximo da raiz de
f (x), temos:
x2 = x1− x
2
1−9
2x1
=⇒ x2 = 4− 16−98 =⇒ x2 = 3,125,
x3 = x2− x
2
2−9
2x2
=⇒ x2 = 3,125− (3,125)
2−9
2(3,125)
=⇒ x2 = 3,0025,
x4 = x3− x
2
3−9
2x3
=⇒ x4 = 3,0025− (3,0025)
2−9
2(3,0025)
=⇒ x4 = 3,0000,
x5 = x4− x
2
4−9
2x4
=⇒ x5 = 3,0000− (3,0000)
2−9
2(3,0000)
=⇒ x5 = 3,0000.
Assim, a raiz positiva da equac¸a˜o x2−9 = 0 sera´ 3,0000, ate´ a quarta casa decimal.
Agora um exemplo da aplicac¸a˜o do Me´todo de Newton a uma equac¸a˜o de grau cinco.
Exemplo 3.18. Considere a equac¸a˜o x5− 5x2 + 1 = 0. Fazendo f (x) = x5− 5x2 + 1, temos
que f ′(x) = 5x4− 10x. Observe que f (1) = −3 e´ negativo e f (2) = 13 e´ positivo, logo deve
haver uma raiz real de f entre 1 e 2. Admitindo x1 = 2 como ponto de partida, obtemos
sucessivamente
x2 = x1− f (x1)f ′(x1) = 2−
13
60
= 1,783,
x3 = x2− f (x2)f ′(x2) = 1,783−
3,124
32,703
= 1,687,
x4 = x3− f (x3)f ′(x3) = 1,687−
0,434
23,627
= 1,667.
3.6.2 ME´TODO DE NEWTON INTERVALAR
Nesta sec¸a˜o usaremos o Me´todo de Newton como exemplo para destacar as dificulda-
des e alguns cuidados que se deve ter ao transformar algoritmos reais em verso˜es intervalares,
seguindo (MESQUITA, 2002).
Com a mesma finalidade do me´todo real, atrave´s da versa˜o intervalar do Me´todo de
Newton e´ possı´vel construir uma sequeˆncia convergente de intervalos, cujo limite sera´ um in-
tervalo que conte´m a raiz real da func¸a˜o dada. A eficieˆncia deste me´todo e´ de tal modo que, se
considerarmos um intervalo inicial que na˜o contenha a raiz real, enta˜o, numa dada interac¸a˜o,
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obte´m-se um intervalo vazio como resultado. Caso contra´rio, se o intervalo inicial conte´m a
raiz real da equac¸a˜o f (x) = 0 e, considerando que a sequeˆncia intervalar que se obte´m e´ de
intervalos encaixados, enta˜o obte´m-se como limite o intervalo de menor diaˆmetro possı´vel, que
ainda conte´m a raiz desejada. Na pra´tica esta e´ a vantagem do Me´todo de Newton Intervalar.
As dificuldades e os cuidados que se deve ter esta˜o exatamente em como definir o
Me´todo de Newton Intervalar, pois se pensarmos em defenir este me´todo atrave´s da extensa˜o
intervalar obtida a partir do operador real newtoniano, ou seja,
N(X) = X− F(X)
F ′(X)
,
onde F(X) e F’(X) sa˜o extenso˜es intervalares para as func¸o˜es reais f (x) e f ′(x), veremos que
desta forma o me´todo sera´ sempre divergente, ale´m do mais nenhum tratamento e´ feito a fim de
se evitar diviso˜es por zero.
A ideia e´ construir uma sequeˆncia de intervalos encaixados
X0 ⊇ X1 ⊇ X2 ⊇ X3 ⊇ ...⊇ Xn ⊇ ...⊇ [x∗,x∗] ∀n ∈ N,
cujos diaˆmetros va˜o diminuindo a medida que o valor de n aumenta ate´ obtermos um inter-
valo pontual que conte´m a raiz x∗. Em (CLAUDIO; MARINS, 1989) e´ descrito passo a passo
a construc¸a˜o do Me´todo de Newton Intervalar convergente. Na˜o iremos mostrar aqui esta
construc¸a˜o por fugir de nossos objetivos.
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4 APLICAC¸A˜O DA MATEMA´TICA INTERVALAR
Em geral as metodologias utilizadas no ensino-aprendizagem da matema´tica tem le-
vado os estudantes a pensarem que a matema´tica e´ sem importaˆncia e cujo entendimento e´ para
poucos. Isso nos leva a concluir que tais metodologias possuem falhas, pois muitas vezes na˜o
conseguem mostrar a real importaˆncia dessa mate´ria no cotidiano e sua grande aplicac¸a˜o nas
demais a´reas.
Desta forma, o ensino da matema´tica na˜o consegue atingir um dos objetivos ba´sicos da
matema´tica para o ensino me´dio que, de acordo com os PCNs (MINISTE´RIO DA EDUCAC¸A˜O
E DO DESPORTO, 2000) e´ o de desenvolver as capacidades de raciocı´nio e resoluc¸a˜o de pro-
blemas, de comunicac¸a˜o, bem como o espı´rito crı´tico e criativo.
Ademais, o avanc¸o da tecnologia e o fa´cil acesso a ela, tem levado o aluno a crer que
o ensino da matema´tica e´ algo dispensa´vel pois acredita que problemas podem ser resolvidos
com o uso de calculadoras e computadores. O uso desses recursos tecnolo´gicos e´ de grande
valor para o ensino-aprendizagem da matema´tica, pore´m quando sa˜o utilizados da maneira cor-
reta e na˜o simplesmente como algo que ira´ revelar de maneira fa´cil a soluc¸a˜o dos problemas
matema´ticos, pois os mesmos, dependem de raciocı´nio e estrate´gias.
Em matema´tica, os alunos esta˜o acostumados a decorar algorı´tmos e fo´rmulas e na˜o a
pensar. A matema´tica intervalar aplicada a problemas em conteu´dos do ensino me´dio apresenta
situac¸o˜es que leva os estudantes a criarem estrate´gias para resoluc¸a˜o dos mesmos que va˜o ale´m
de uma simples aplicac¸a˜o de fo´rmula. Portanto, problemas envolvendo matema´tica intervalar
induzem os alunos a pensar retirando-os de sua zona de conforto.
Para verificar alguns fatos citados acima e tambe´m para mostrar como a matema´tica
intervalar pode ser aplicada, alguns problemas e um questiona´rio foram elaborados e aplicados
para os alunos do 2º ano do ensino me´dio de uma escola pu´blica na cidade de Curitiba. Estes
problemas foram feitos em duas verso˜es, uma em aritme´tica simples, nos quais os estudantes
esta˜o acostumados, e outra usando a aritme´tica de intervalos.
Devido ao objetivo do questiona´rio que e´ o de avaliar a capacidade de raciocı´nio, algu-
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mas ferramentas foram disponibilzadas aos alunos para entendimento e resoluc¸a˜o dos proble-
mas, tais como: calculadoras, fo´rmulas e revisa˜o de alguns conteu´dos.
4.1 QUESTIONA´RIO E ANA´LISE DAS RESPOSTAS
O questiona´rio a seguir foi elaborado de tal maneira a capacitar o aluno a construir
um conhecimento de percepc¸a˜o sobre a ineficieˆncia de me´todos decorativos para resoluc¸a˜o de
alguns problemas e consequentemente leva´-los a refletir e criar estrate´gias lo´gicas para solu-
ciona´-los.
4.1.1 QUESTIONA´RIO
1) Uma fa´brica produz certa quantidade de pec¸as por dia e destas, algumas saem com de-
feito. Qual a quantidade de pec¸as sem defeito que esta fa´brica produzira´ por dia se ela:
a) produz 1000 pec¸as por dia e destas 70 saem com defeito?
b) produz de 1000 a 1200 pec¸as por dia e destas em torno de 50 a 100 saem com
defeito?
2) Um banco faz a seguinte proposta a seus clientes: multiplicar de 2 a 3 vezes o dinheiro que
eles tem no banco (se uma conta esta´ em cheque especial a dı´vida tambe´m se multiplica).
Maria e Joa˜o sa˜o clientes desse banco e cada um possui duas contas no mesmo. Maria
tem certeza que em uma das contas ela possui 100 reais e na outra um saldo negativo de
−60 reais e que seus valores sera˜o multiplicados por 2, se ela aceitar a proposta. Joa˜o
acha que em uma das contas tem entre 500 e 1000 reais e na outra em torno de −50 a
−10 reais e sabe apenas que seus valores sera˜o multiplicados de 2 a 3 vezes.
Para ter certeza de aceitar ou na˜o a proposta do banco, Maria e Joa˜o fizeram os ca´lculos
de duas maneiras:
1. Somaram os possı´veis valores das duas contas e logo calcularam o possı´vel aumento.
2. Calcularam o possı´vel aumento de uma e depois o endividamento da outra e final-
mente somaram os valores.
Quais os resultados obtidos em (1) e em (2) por Maria e Joa˜o?
3) Suponha que uma loja de materiais de construc¸a˜o vende tanques cu´bicos para armazena-
mento de a´gua, onde a medida das arestas pode ser de 2 a 5 metros.
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a) Qual o volume de um tanque cu´bico cuja aresta tem medida igual a 3 metros?
b) Se um cliente precisa de um tanque com capacidade de 20m3, essa loja possui o
tanque que ele precisa? Justifique sua resposta.
4) Determine:
a) senα , quando α e´ um aˆngulo de:
1) 30°
2) 60°
3) 150°
b) Entre que valores estara´ o seno de um aˆngulo α , quando α esta´ compreendido entre:
1) 30° e 60°?
2) 30° e 150°?
5) O I´ndice de Massa Corporal (IMC) e´ determinado pela divisa˜o da massa do indivı´duo
pelo quadrado de sua altura, onde a massa esta´ em quilogramas e altura em metros, ou
seja,
IMC =
massa
altura ·altura
Joa˜o pesa 65kg e tem altura 1,70m.
a) Qual o I´ndice de Massa Corporal de Joa˜o?
b) Supondo que a balanc¸a utilizada por Joa˜o para determinar seu peso tem um possı´vel
erro de 5kg para mais ou para menos e a fita me´trica que ele tambe´m utilizou tem um
possı´vel erro de 5cm para mais ou para menos, entre que valores estara´ determinado
o seu I´ndice de Massa Corporal?
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4.1.2 ANA´LISE DOS RESULTADOS OBTIDOS
O objetivo principal do problema (1) apesar da simplicidade do mesmo e´ o de apre-
sentar aos alunos a matema´tica intervalar e a partir dele comec¸ar a construir conhecimentos e
estrate´gias para resoluc¸a˜o dos exercı´cios posteriores.
A resposta do item (a) foi unaˆnime entre os alunos. Alguns ate´ questionaram se o
que estava pedindo era realmente so´ aquilo. Quanto ao item (b) alguns ja´ se sentiram descon-
forta´veis sobre o que responder. Sugeri aos mesmos que determinassem um valor mı´nimo e
um valor ma´ximo possı´vel para as pec¸as sem defeito e esta seria a resposta. Boa parte dos
alunos rapidamente subtrairam o mı´nimo das pec¸as produzidas (1000) pelo mı´nimo das pec¸as
com defeito (50) e subtrairam o ma´ximo das pec¸as produzidas (1200) pelo ma´ximo das pec¸as
com defeito (100) chegando assim a um resultado falso. Pore´m, uma outra parte dos alunos
perceberam que o valor mı´nimo possı´vel para as pec¸as sem defeito na˜o era 1000 menos 50 e
nem o ma´ximo possı´vel de pec¸as sem defeito na˜o era 1200 menos 100, e rapidamente chegaram
ao resultado correto.
O problema (2) teve como propo´sito mostrar que a distributividade na˜o e´ va´lida para
aritme´tica de intervalos. Pore´m na˜o foi esse o resultado obtido. Para os ca´lculos de Maria
que envolvia aritme´tica simples quase todos os alunos fizeram exatamente como o enunciado
descrevia e chegaram a`s mesmas concluso˜es. Ja´ para os ca´lculos de Joa˜o que envolvia aritme´tica
de intervalos de uma maneira mais complexa, pois ale´m das operac¸o˜es de adic¸a˜o e subtrac¸a˜o
neste problema era preciso tambe´m a multiplicac¸a˜o, no geral ningue´m conseguiu chegar ao
resultado desejado, embora a grande maioria deles tenham tentado resolver mas de maneira
equivocada.
O problema (3) e´ uma aplicac¸a˜o simples da matema´tica intervalar a` geometria espacial.
A finalidade deste problema foi de verificar como os alunos aplicam os dados retirados de um
problema a uma fo´rmula e como interpretam os valores obtidos. Para a resoluc¸a˜o do item (a)
a fo´rmula do volume do cubo foi disponibilizada no quadro para que o desconhecimento da
mesma na˜o interferisse nos objetivos que estavam sendo propostos. Com a medida da aresta
sendo um nu´mero inteiro, pela simples aplicac¸a˜o da fo´rmula o resultado saiu fa´cil e de maneira
correta para todos os alunos. Ja´ no item (b), poucos conseguiram responder corretamente. A
maioria deles buscaram atrave´s da fo´rmula um nu´mero racional que elevado ao cubo desse
exatamente 20m3, e como isso na˜o foi possı´vel, concluiram que a loja na˜o disponibilizava o
tanque desejado, ou seja, poucos utilizaram o raciocı´nio lo´gico dedutivo para concluir que se
a loja oferece tanques cu´bicos com arestas que medem desde 2 metros a 5 metros, o volume
desses tanques va˜o de 8m3 a 125m3.
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O problema (4), em particular o item (b) tem um exemplo de aplicac¸a˜o da matema´tica
intervalar na trigonometria. Para este problema foi disponibilizado aos alunos o cı´rculo trigo-
nome´trico com os respectivos arcos nota´veis com os valores da func¸a˜o seno e cosseno. Dessa
forma o que estava sendo pedido no item (a) ja´ estava disponı´vel no quadro. Para o item (b) o
objetivo foi de verificar a interpretac¸a˜o que os alunos da˜o para os valores do seno de um aˆngulo
que esta´ compreendido entre dois aˆngulos no cı´rculo trigonome´trico. Aqui novamente, o ra-
ciocı´nio teria levado a um valor ma´ximo e um valor mı´nimo possı´vel como resultado, pore´m
quase todos os alunos na˜o fizeram isso. O que fizeram foi determinar o intervalo definido exa-
tamente pelos valores dos senos dos respectivos arcos das extremidades, sendo que no item (2)
da (b) esses valores coincidiam.
O problema (5) foi elaborado de maneira que o conhecimento supostamente adquirido
nos problemas anteriores auxiliasse na resoluc¸a˜o do mesmo. O item (a) por ser um problema
de aritme´tica simples e sendo disponı´vel o uso de calculadoras, o resultado correto foi obtido
pela grande maioria dos alunos. Ja´ no item (b) bem poucos conseguiram chegar a conclusa˜o
correta. Boa parte tentou resolver cometendo o mesmo erro do problema (1), ou seja, usando
o valor mı´nimo da massa com o valor mı´nimo da altura seguido pelo valor ma´ximo da massa
com o valor ma´ximo da altura determinando um intervalo de valores “falso” para o que estava
sendo pedido.
Apo´s a aplicac¸a˜o dos problemas, as perguntas do questiona´rio a seguir foram feitas aos
alunos:
Responda:
a) Para a resoluc¸a˜o dos problemas, em qual dos itens, (a) ou (b), voceˆ teve maior dificuldade?
Descreva algumas dessas dificuldades.
b) O que e´ mais comum em situac¸o˜es reais, problemas do tipo (a) ou do tipo (b)? Por queˆ?
c) Os problemas do tipo (a) sa˜o chamados “problemas de aritme´tica simples”e os do tipo (b)
“problemas de aritme´tica de intervalos”. Que diferenc¸a fez isso para seu aprendizado?
Em geral os alunos responderam que a maior dificuldade estava realacionada em resol-
ver os itens (b), pois de acordo com eles esse tipo de situac¸a˜o exige mais concentrac¸a˜o e muito
raciocı´nio ale´m do desconforto de na˜o ter como resposta um valor exato diferentemente do que
eles esta˜o acostumados como por exemplo, os itens (a).
Quanto a identificac¸a˜o da matema´tica intervalar em situac¸o˜es reais, para os alunos
que refletiram sobre o questiona´rio muitos descreveram a possibilidade da margem de erro em
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diversas situac¸o˜es a que esta˜o submetidos no cotidiano.
O objetivo do item (c) foi de que os alunos pudessem relatar se o fato dos problemas
serem inicialmente apresentados em aritme´tica simples e em seguida em aritme´tica de interva-
los ajudou-os a entender melhor o problema e em seguida interpretar com maior facilidade os
valores obtidos. Muitos relataram a dificuldade em usar o pensamento lo´gico para solucionar o
problema porque na˜o costumam ser submetidos a esse tipo de situac¸a˜o.
No anexo, algumas das soluc¸o˜es apresentadas pelos alunos justificando esta ana´lise.
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5 CONCLUSA˜O
A matema´tica intervalar concentra a maior parte das aplicac¸o˜es na computac¸a˜o nume´ri-
ca, pois atrave´s desta teoria e´ possı´vel colocar limites sobre erros de arredondamento e erros de
medic¸a˜o em ca´lculo matema´tico e assim desenvolver me´todos nume´ricos que produzam resul-
tados mais precisos. Neste trabalho foi dada uma nova aplicac¸a˜o a esta parte da matema´tica:
ferramenta pedago´gica para o ensino me´dio. Mostramos que esta ferramenta pode ser utili-
zada para abordar problemas em diversas a´reas da matema´tica, afim de levar os estudantes a
raciocinarem para conseguirem chegar a` soluc¸a˜o, ampliando os horizontes e observando que a
matema´tica na˜o e´ apenas aplicac¸a˜o de fo´rmulas e algoritmos.
Atrave´s da lista de prolemas e o questiona´rio aplicado, colocamos em pra´tica este mo-
delo metodolo´gico. Os resultados obtidos foram satisfato´rios. Para os problemas em aritme´tica
simples os estudantes buscaram chegar a`s soluc¸o˜es atrave´s de me´todos convencionais, os quais
induziram-os a utilizar a capacidade de raciocı´nio de forma menos elaborada. Pore´m, na
aplicac¸a˜o de problemas em artitme´tica de intervalos, para sua resoluc¸a˜o, quando ocorreu, os
mesmos utilizaram-se de me´todos que estimularam sua capacidade de raciocı´nio com maior
intensidade que no caso anterior.
Desta forma, a matema´tica intervalar mostrou-se eficente como ferramenta pedago´gica
capaz de instigar o pensamento e a reflexa˜o.
46
REFEREˆNCIAS
CLAUDIO, D. M.; MARINS, J. M. Ca´culo Nume´rico Computacional: teoria e pra´tica. Sa˜o
Paulo: Atlas, 1989.
GARCIA, A.; LEQUAIN, Y. Elementos de A´lgebra. [S.l.]: Projeto Euclides, 2003.
GUIDORIZZI, H. L. Um Curso de Ca´lculo. 5. ed. Rio de Janeiro: LTC, 2003.
LEITHOLD, L. O Ca´lculo com Geometria Analı´tica. 3. ed. Sa˜o Paulo: HARBRA ltda, 1994.
LIPSCHUTZ, S. Topologia Geral: resumo da teoria, 650 problemas resolvidos, 391 pro-
blemas propostos, traduc¸a˜o de Alfredo Alves de Farias. Brası´lia: McGraw-Hill do Brasil,
1973.
MESQUITA, M. P. Matema´tica Intervalar: Princı´pios e Ferra-
menta C - XSC. Minas Gerais: UFLA, 2002. Disponı´vel em:
<www.bcc.ufla.br/monografias/2002/Matema´tica intervalar princı´pios e ferramentas C XSC
.pdf>. Acesso em: 29 de janeiro de 2013.
MINISTE´RIO DA EDUCAC¸A˜O E DO DESPORTO. Paraˆmetros curriculares nacionais (en-
sino me´dio): cieˆncias da natureza, matema´tica e suas tecnologias. Brası´lia: MEC/SEB,
2000. Disponı´vel em: <http://portal.mec.gov.br/seb/arquivos/pdf/ciencian.pdf>. Acesso em:
12 de abril de 2013.
STEWART, J. Ca´lculo. 6. ed. Sa˜o Paulo: Cengage Learning, 2012.
47
ANEXO A -- ALGUMAS SOLUC¸O˜ES DO QUESTIONA´RIO APRESENTADAS
PELOS ALUNOS
•Para a questa˜o 01:
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•Para a questa˜o 02:
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•Para a questa˜o 03:
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•Para a questa˜o 04:
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•Para a questa˜o 05:
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•Para as perguntas em relac¸a˜o ao questiona´rio:
•Para a letra a:
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•Para a letra b:
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•Para a letra c:
