B
iological systems typically contain families of homologous genes with varying degrees of sequence similarity. Because such related genes often have acquired new function or play roles in fine-tuning biological responses, it is important to accurately differentiate their expression. This is particularly difficult in multiorganism assemblages, such as microbial communities, where new approaches increasingly demonstrate that hundreds to thousands of genes with high sequence similarity can coexist (1) (2) (3) . To understand the functional significance of such diversity or to use genes as markers for the occurrence of different organisms, it will be necessary to accurately detect specific targets in complex pools of similar sequences. Although microarrays are, in principle, well suited for this type of analysis, their intrinsic problems are exacerbated by this complexity (4) (5) (6) (7) , despite recent advances in experimental design (8) .
In all microarray analysis, accuracy of specific signal detection is compromised by: (i) nonspecific interactions among probes and noncomplementary targets (cross-hybridization; refs. 9 and 10), (ii) stochastic variability in the measurements (noise; ref. 11), (iii) background level of the system (5), and (iv) unequal signal intensity among different complementary probe-target pairs for the same target abundance (unequal specific response; refs. 12 and 13). In single-organism expression analysis, some of these spurious contributions have been addressed by optimization of probe and array design (14) (15) (16) (17) and by hybridization signal analysis using several probabilistic and free-energy-based models (6, 13, (18) (19) (20) . These are primarily based on differential hybridization responses of short oligonucleotides (25-mer) differing by a single central mismatch. In this system, cross-hybridization is modeled as part of the noise͞ background, because low sequence identity among transcripts causes nonspecific interactions to be low. In addition, multiple probe pairs per target allow signal averaging and outlier rejection for improved signal quantitation. However, no current models fully meet the challenges presented by multiorganism assemblages, where large numbers of nontarget sequences with high similarity to the target can be present. In this situation, the specific target may be at such low abundance that the sum of even small levels of cross-hybridization in addition to noise and background may completely mask the specific signal. Moreover, no analytical tools are available, which can easily be transposed among different technological platforms.
We reasoned the above challenge would best be addressed by explicitly determining and simultaneously accounting for all spurious contributions, which obscure the underlying physical relationship between microarray signal intensity and target abundance. This led us to design an optimization algorithm based on a system of nonlinear equations, which express raw hybridization signal intensity through the true signal of a specific target and spurious signal contributions (Eq. 1; Materials and Methods). By iteratively solving these equations using best-linear-unbiased-estimation (BLUE) theory (Eq. 2; Materials and Methods), the algorithm determines the most likely values for all spurious contributions and the actual target abundances. These are initially inferred assuming a linear relationship between signal intensity and target abundance; however, because the signal saturates for higher target abundances as described by the Langmuir function (Eq. 3; Materials and Methods; see refs. [21] [22] [23] , this relationship can be used to accurately estimate target abundances over the entire range. Furthermore, the algorithm depends on a priori knowledge of the cross-hybridization probability between any probe-target pair, yet experimental measurement is intractable for the number of probe-target interactions possible on typical microarrays. We therefore developed an analytical predictor (Eq. 4; Materials and Methods) to estimate the probability of cross-hybridization between any probe-target pair differing by an arbitrary number and location of mismatches. The estimate is based on the average free energy of binding (⌬G) of realizations of different probe-target interactions calculated from their sequence identity (Eq. 5; Materials and Methods). This probability is then used by the algorithm to calculate the crosshybridization signal observed for each probe as a function of abundances of targets. We focused on 50-mer oligonucleotides to test the ability of the methodology to determine and compensate cross-hybridization between sequences differing by a range in number and location of mismatches. We then tested the method through a series of experiments aimed at differentiating ribosomal RNA (rRNA) of closely related bacteria of the genus Vibrio in both artificially assembled and natural coastal communities. This is a particular challenge, because (i) rRNAs are difficult to differentiate due to their high conservation (24, 25) , and (ii) thousands of different rRNA genes have been shown to coexist within coastal communities, of which specific Vibrio taxa typically represent Ͻ0.1% (2, 26, 27) .
Results and Discussion
We first validated the performance of the analytical crosshybridization predictor against experimentally obtained data. We calculated all 19,321 possible cross-hybridization values for the 139 probes contained on our test microarray (Eqs. 3 and 4). The probes were 50 mers targeting 16S and 23S rRNA regions of model Vibrio species and reference bacteria, and ranged in sequence identity from 14 to 100%. When the calculated values were compared with a total of 1,233 experimentally determined cross-hybridization values, they showed good correlation with r 2 ϭ 0.996 and standard error Ͻ0.007 (Fig. 1) . From these data, it is estimated that sequences 68-95% identical to a given probe will cross-hybridize to that probe with a probability of 0.01-0.7. Because the analytical predictor models cross-hybridization probability as a continuous function of sequence identity and is independent of target abundance, it gains in generality over previous approaches; these had experimentally established sequence identity cutoffs (75-87%), below which cross-hybridization can be considered negligible (28) (29) (30) (31) (32) . However, these cutoffs were experimentally determined for specific target identities and relative abundances, so they are not easily transposed. In addition, our model introduces average ⌬G (rather than ⌬G) for the prediction of probability of crosshybridization among oligonucleotides of essentially any length. Although the model performance should be validated for oligonucleotides of differing length, we predict it should be feasible, because ⌬G has already been shown to correlate well with the hybridization intensity of both long (50-to 70-mer; refs. 30, 31, and 33) and short (18-to 25-mer; refs. 12, 20, and 34) oligonucleotides. Thus, the method should be easily transposable to other microarray platforms.
The ability of the methodology to accurately identify specific targets was tested in a series of three sets of experiments representing increasingly realistic and complex conditions. The first set of experiments consisted of spiking known amounts of Vibrio cholerae RNA into artificial communities at 0.05-1% of total RNA by varying the amount of both total and spiked RNA ( The artificial RNA community illustrates the dramatic effect of noise and even low cross-hybridization probability when the specific target is at low abundance (note: this is even with a background of eukaryal RNA) ( Fig. 2 a-c) . Although V. cholerae RNA present at high amounts (6.25 ng per array hybridization) was discernible even without application of the algorithm (Fig. 2a) , cross-hybridization and noise completely masked the specific signal at lower amounts (1.25 and 0.25 ng per array hybridization), incorrectly suggesting the presence of additional bacteria ( Fig. 2 b and c) . Conversely, implementation of the algorithm (Eqs. 1 and 2) correctly predicted that V. cholerae was the only bacterium present even for the lowest spike (0.25 ng; Fig. 2 d-f ). This is feasible, because the algorithm effectively identifies correlations in signal intensities for probes with various degrees of cross-hybridization to V. cholerae RNA to detect the presence of V. cholerae; the lack of such correlations for bacteria other than V. cholerae enables the algorithm to correctly predict the absence of other bacteria. This scenario is analogous to identification of hidden correlations in noisy data, which is a well known problem in biology (e.g., the analysis of circadian rhythm), medicine (e.g., electrocardiogram interpretation), astronomy, and stock market analysis.
The relationship between abundances returned by the algorithm, alg , and true abundances, follows the Langmuir function (Eq. 3), where three regimes can be identified: linear regime for low-target abundance (0.25-20 ng), nonlinear regime (20-60 ng), and plateau range for high-target abundances when hybridization signal intensity saturates. Thus, an estimation of target abundance from microarray data, est , can be obtained from alg by solving the Langmuir equation. The accuracy of est in estimating true target abundances depends on the regime it falls in. In the linear regime, the average relative error is 7.8% of the true abundance where the lowest RNA abundance of 0.25 ng (0.05% of total RNA) was detected with an accuracy of Ϯ0.086 ng and relative error of 34.4%; in the nonlinear regime, the average relative error is 28.5%.
In a second set of experiments, the accuracy of identification of specific targets was further tested under near natural conditions by spiking known amounts of V. cholerae RNA at realistic concentrations into coastal water samples (2-150 ng of V. cholerae total RNA contributing 0.1-1% of total RNA). This tests the high probability of cross-hybridization, because at the same site, hundreds of bacterial rRNA variants including multiple Vibrio taxa other than V. cholerae have been detected (2, 27) . In all cases, V. cholerae was correctly identified and followed the same relationship observed for the artificial communities (Fig. 3) . Thus, the methodology overall returned quantitative results over at least a 250-fold range from 0.25 to 60 ng of RNA, above which the signal saturates; however, the small error of 0.086 ng for the lowest measurement suggests the detection limit can potentially be lower. This dynamic range correlates well with the 500-fold dynamic range measured for single organism expression studies using 60-and 70-mer microarrays (33, 35) and is Ͼ10-fold higher than described for environmental studies using both oligonucleotide and cDNA microarrays (29, 36, 37) .
The implementation of the methodology enabled accurate signal detection near the principal physical limit of the array scanner used in our experiments. The lowest detectable RNA abundance of 0.25 Ϯ 0.086 ng corresponds to a specific signal of 7 Ϯ 2.6 CCD counts for our microarray instrumentation [ArrayWoRx scanner (Applied Precision); 1-60,000 CCD counts]. Thus, this methodology retrieved quantitative signal at the level approaching a single count, which is the physical limit of sensitivity and accuracy of any microarray scanner. Although the characteristics of other microarray instrumentation may differ, this suggests that the application of the algorithm can significantly improve the sensitivity obtained using other experimental platforms.
The last set of experiments was designed to test the ability of this methodology to differentiate closely related organisms within a real microbial community by evaluating the presence of several Vibrio (16S rRNA Ͼ95% sequence identity) for which the array contained probes. A total of seven taxa were identified in coastal seawater samples taken in June and August (Fig. 4) . RNA of these taxa ranged from 1.80 to 60.07 pg͞ml seawater representing between 0.005% and 0.15% of total community RNA with generally increasing representation during warmer water conditions. These observations are consistent with the relative abundance of the same Vibrio taxa measured by quantitative PCR (QPCR) at this and analogous sites (26, 27); we sought to further validate the quanti- fication for Vibrio splendidus using reverse transcriptase QPCR (RT-QPCR). The estimates showed good agreement between microarray and RT-QPCR data with 10.12 Ϯ 1.73 and 5.74 Ϯ 0.08 and 3.28 Ϯ 0.59 and 0.96 Ϯ 0.12 copies of 16S rRNA (ϫ10 6 ) per milliliter of seawater for June and August, respectively. These results therefore suggest that the new method extends both the sensitivity and accuracy of identification of low-abundant targets; previously reported detection limits were between 1% and 5% of the total RNA or DNA within communities (31, 32, 36, 38, 39) . A recent publication by Brown and colleagues (8) describes an optimized experimental protocol, which includes probes designed to reduce cross-hybridization to a minimum; this enabled detection of individual bacteria species at Ͻ0.1% of total bacteria. Thus, we suggest that a combination of such optimized technical protocols with the analytical methodology presented here may even further improve sensitivity and accuracy of microarrays.
Overall, the performance of the combined methodology suggests it will be possible to extend quantitative microarray analysis to complex systems consisting of multiple organisms. Application of this methodology to microarrays consisting of thousands of probes will require iterative optimization involving matrices with size equal to the number of probes; this is well within the capability of commonly available computational resources. As in any microarray application, the precondition for this methodology is the availability of data on coexisting sequence diversity. However, several gene families have already been sufficiently screened by PCR amplification and sequencing of clones, and metagenomic approaches make such information increasingly available for the entirety of coexisting genomes (1, 40) . Therefore, expanding the methodology presented here to these larger data sets will enable comprehensive studies of microbial community composition and responses on relevant spatial and temporal scales. Because the method allows quantitative signal recovery, such studies will be able to take into account shifts in the expression of similar genes in single organisms or relative abundance or activity of specific taxa within communities, for example, in the identification of covariance of specific human gut and dental microflora with diseased and healthy states (41, 42) . Moreover, our data suggest the methodology provides sufficient sensitivity to measure rare sequence types within communities. This is evident from the accurate recovery of Vibrio taxa at abundances, which would require screening of thousands of clones in 16S rRNA gene libraries for positive identification. Such accurate identification of low-abundance sequence types was previously possible only by QPCR and indicates that microarrays will be applicable to a wide array of applications, which require target quantification.
Materials and Methods
Optimization Algorithm. To relate experimentally observed hybridization intensities with true target abundances present in the sample, we made the following assumptions: (i) Hybridization signal intensity is a linear superposition of signals due to background, signal-specific intensity, and cross-hybridization; (ii) a perfect-match probe-pair signal may vary between different probes because of their unequal specific response; and (iii) the binding of various targets to any probe is independent and noncompetitive (20) . The signal intensity of any given spot on the array is modeled with a nonlinear equation of the form
where for each array experiment, Y jp is the mean logarithm of observed hybridization signal intensity for a given target species j, Relative RNA abundances (percent of total RNA), ranging from 0.005% to 0.15%, and absolute RNA abundances (nanograms of RNA in hybridized sample), ranging from 0.12 to 22.50 ng, are indicated for some Vibrio populations.
probe region p, in the presence of background , and noise . is the target abundance in the original sample, matrix ␤ jk describes cross-hybridization between probe j and target k for each probe region p, and b jj is the signal intensity of a perfect match probetarget pair j normalized to the relative abundance of target j, and which can vary between different probes. Error term is outside the logarithmic relationship to account for higher levels of noise intrinsically associated with higher signal intensities. The task of the inversion algorithm is to determine the abundance of a specific target gene from the logarithm of hybridization signal intensity Y for all its complementary probes, jp, by accounting for all four major spurious contributions of cross-hybridization (␤), noise (), background (), and unequal specific response (b). In the absence of cross-hybridization, the matrix ␤ is diagonal, and the estimation of target abundance is relatively straightforward. In the presence of cross-hybridization, however, ␤ jk is a nondiagonal matrix. In this case, coefficients ␤ are calculated by using Eq. 4, and the algorithm iteratively determines the optimal values for b jjp , jp , and k which justify the observed hybridization intensities.
This optimization is accomplished through iterative recursive linearization using best-linear-unbiased-estimation (BLUE) theory (43) . The iterative process can be described in matrix notations. If an nth iterative solution of Eq. 1 is available, the (n ϩ 1)th iteration is found as follows:
where X is the vector of all unknowns
with J the total number of species, P the total number of probe regions, index m varying from 1 to 2 JP ϩJ, ␦ jpm a unitary jp ϫ jp matrix (i.e., ␦ jpm ϭ 1 for jp ϭ m, 0 otherwise), and ⌺ and ⌺ are the prior covariance matrices of X (n) and , respectively. To start the iterative process, the initial values of the unknowns b 0 , 0 , and 0 were chosen as follows: (i) the signal intensity of a perfect-match probe-pair b 0 jj ϭ constant, which in our experimental setup (ArrayWoRx scanner, Applied Precision CCD with counts from 1 to 60,000) was experimentally determined to be 30 Ϯ 0.7 counts per nanogram of target [we chose b 0 jj ϭ constant because the unequal specific response among different probe-target pairs (b jj ) varied on average 20% among each other, as determined by array experiments containing 139 probe-target pairs where five bacteria were individually spiked]; (ii) the background 0 jp ϭ mean observed signal intensity in case of zero true abundances, which is approximated as the measured intensity of 100 negative control spots in each microarray experiment; (iii) the rRNA abundance
and (iv) the prior covariance matrix ⌺ is diagonal with the variances of b, , and as diagonal elements. The optimal initial variances for b and were determined in computational experiments with synthetic data sets, which contained intensity data simulating the presence of different bacterial rRNA present at low levels in real experimental conditions of noise and background. The criterion to determine convergence of the algorithm was the relative difference between consecutive iterations Ͻ0.001%. Typically, 50 iterations were sufficient to reach convergence. The relationship between RNA abundance of a particular target determined by the algorithm, alg , and its true abundance, true , is essentially linear for low-target abundances and approaches a plateau in the high limit of true . This overall dependence follows the Langmuir function, which has been shown to accurately describe microarray signals (21-23):
with C ϭ 20 ng. In this type of relationship, three regimes of dependence can be identified. C, or critical abundance, provides the approximate upper bound for the regime within which alg depends linearly on true . For true , between 20 and 60 ng (from C to Ϸ3 C ), alg depends nonlinearly on true , and Eq. 3 has to be solved to obtain true from alg . For even higher abundances (Ͼ3 C ϭ 60 ng), the plateau regime is reached and alg does not increase with true .
Analytical Cross-Hybridization Predictor. To estimate the probability of cross-hybridization between any given probe-target pair, we calculated the probability of dissociation of a probe j and target k pair having a given binding free-energy ⌬G jk . The relationship between binding free energy and cross-hybridization has been proposed (30, 31, 33, 44) . Here we build upon these results. The probability of a target bound to a probe and, thus, the probability of cross-hybridization ␤ jk can be estimated using the law of mass action
where C 0,jk and C 1,jk are the abundances of the bound and free targets after the reaction, respectively, as follows:
where coefficient b measures the probability of a perfect match target-probe pair remaining hybridized after the reaction and coefficient h is the ratio of energy of binding and energy of breaking the target-probe pair. Both coefficients b and h depend on the conditions of the reaction (e.g., temperature and salt concentration). Coefficients b ϭ 0.75 and h ϭ 8.47 were obtained by fitting Eq. 4 to experimental data consisting of 1,233 cross-hybridization values (for an experimental posthybridization washing temperature of 60°C; Fig. 1 ). The ⌬G jk ͞⌬G jj ratios can be calculated by using either mfold software (www.bioinfo.rpi.edu͞applications͞mfold) or the analytical approximation described by Eq. 5. To model free binding energy, we used the following set of assumptions: (i) ⌬G jk decreases with the number of base pair bonds; (ii) the presence of a mismatch in the sequence weakens the neighboring bonds; and (iii) in the case of a number of consecutive mismatches (e.g., ''loop'' formation), a target may bind the probe out of the sequence within the loop. Furthermore, we reasoned that a more accurate calculation of cross-hybridization requires ⌬G jk ͞⌬G jj averaged over realizations of different probe-target pair interactions, ⌬G jk ͞⌬G jj , because most nonspecific binding interactions are characterized by a distribution of binding affinities due to multiple effects including con-formational changes and variation in the point of attachment in the sequence (45, 46) . Thus, the estimation of ⌬G jk ͞⌬G jj is reduced to the calculation of the expectation of the number of loops formed for a given sequence identity, and the ratio of the binding energies becomes:
where sequence identity is conventionally defined as
where N is the number of base pairs, p n and t n stand for probe and target base pairs in position n, and (p n , t n ) ϭ 1 if p n and t n are complimentary or 0 otherwise (www.ebi.ac.uk͞clustalw).
For T Ͻ 70°C, coefficient
and coefficient
For T ϭ 37°C, ␥ ϭ 0.83 and s c ϭ 0.5, whereas for T ϭ 60°C, ␥ ϭ 1.26 and s c ϭ 0.6. As shown in Fig. 1b 
