Introduction
We suppose throughout that x is a nonempty string. If x = uv for some u and nonempty v, then vu is said to be the |u| th rotation of x, written vu = R |u| (x). A string x is said to be a repetition if x = u e for some nonempty string u and some integer e ≥ 2; otherwise, x is said to be primitive. A primitive string x that is lexicographically least among all its rotations R k (x), k = 0, 1, . . . , |x|−1, is said to be a Lyndon word [26] . As a consequence of their interesting properties, Lyndon words have been much studied: the existence of a unique factorization x = w 1 w 2 · · · w s of a string into Lyndon words w 1 ≥ w 2 ≥ · · · ≥ w s was demonstrated some 60 years ago [7] and a simple linear-time algorithm to compute the Lyndon factorization was proposed a quarter-century later [18] .
In fact, Lyndon words are a special case of Unique Maximal Factorization Families (UMFFs), that over the last 15 years have also been studied extensively [16, 17, 13, 12] . When every factor w j , 1 ≤ j ≤ s, of a (not necessarily Lyndon) factorization of x belongs to a specified set W, we say that it is a factorization of x over W, denoted by F W (x). Then a subset W ⊆ Σ + is a factorization family (FF) if and only if for every nonempty string x on Σ there exists a factorization F W (x). If W is an FF on an alphabet Σ, then W is said to be a unique maximal factorization family (UMFF) if and only if there exists a unique factorization F W (x) for every string x ∈ Σ + . We expect that the results given here for Lyndon arrays can be generalized to UMFFs.
The Lyndon array λ = λ x [1. .n] (equivalently, L = L x [1. .n]) of a given x = x[1..n] gives at each position i the length (equivalently, the end position) of the longest (or maximal ) Lyndon word starting at i. Thus L x [i] = λ x [i]+i−1. Apparently first introduced as "Lyndon bracketing" [25] , the Lyndon array has recently become of interest because of the central role it plays in the surprising and simple proof [6] that the maximum number ρ(n) of maximal periodicities (runs) in any string of length n satisfies ρ(n) < n. A recent paper [22] studies algorithms to compute λ x , exhibiting several that apparently execute in linear expected time, while conjecturing that there exists a worst-case linear-time algorithm to compute λ x that is "elementary" -not a precise term, but we intend by it an algorithm that computes local features of a string while avoiding prior computation of global data structures such as the suffix array. Indeed, such an algorithm has recently been found [4, 5] as a first step in a two-step non-recursive linear-time suffix array construction algorithm.
Here is an example of a Lyndon array, taken from [22]: Since λ and L are arrays of positive integers, it is natural to ask under what conditions a given integer array is a Lyndon array. In Section 2 we give necessary and sufficient conditions that a given integer array L * is a Lyndon array L x of some string x on some alphabet Σ. We then describe linear-time algorithms that compute a string x corresponding to a given Lyndon array L * -the problem of computing a lexicographically least such string on a minimum-size alphabet appears to be computationally difficult. Finally we describe a linear-time algorithm to determine whether or not a given integer array is a Lyndon array of some string.
In Section 3 we go on to establish a "reverse engineering" result for Lyndon arrays; that is, given certain Lyndon arrays L x based on orderings of a given alphabet Σ of size σ, what can be said about the corresponding string x? This kind of problem was first introduced in [21, 19] for the border array, then later considered for various common string data structures; for example, prefix tables [9, 3, 8] , KMP arrays [20, 23, 24] , cover arrays [10] , and many others. Section 3 also presents an O(σn)-time algorithm to compute the unique string x determined by the Lyndon arrays computed for σ rotations of the alphabet. In Section 4 we discuss a variety of open problems arising.
When is L * a Valid Lyndon Array of Some String?
We begin with a result from [22] : (We remark that a generalization of this result follows also from the xyz Lemma of [16] Observation 1 tells us that a nonintersecting, or Monge-like, property necessarily holds for the arcs (i, L[i]) determined by the Lyndon array L x of every string x. To see that this property is also sufficient, consider an integer array L * [1..n] in which i ≤ L * [i] ≤ n for every i ∈ 1..n, and where either L * [i] < j or L * [i] ≥ L * [j] for every 1 ≤ i < j ≤ n. Suppose an alphabet Σ = {μ 1 , μ 2 , . . . , μ n } is given, with μ 1 < μ 2 < · · · < μ n . We now outline an algorithm (see Figure 1 ) that assigns the n letters of Σ to positions in x in such a way that L x = L * . This algorithm ensures that arcs (i, L * [i]) are processed in descending order of L * [i] -specifically, so that for all i 1 , i 2 , . . . , i m such that
The descending order, together with the nonintersecting property, then guarantees that this identity holds for all i, and so the nonintersecting property is sufficient to ensure that L * is the Lyndon array of some string -in particular x. Thus:
.n] is an integer array such that 1 ≤ L * [i] ≤ n for all i ∈ 1..n. Then L * is a Lyndon array L x of some string x if and only if for all i, j such that
For the example (1), Algorithm SimpleAssign yields the following: 
In an effort to construct a string x on a smaller alphabet, we employ a strategy (see Figure 2 ) that for each range of increasing values in I (that is, for each maximal Lyndon word of length at least two):
• chooses an initial letter one greater than the initial letter in the immediately following maximal Lyndon word; • assigns the same letter to consecutive positions at the beginning of the current maximal Lyndon word -but excluding the final position; • thereafter increments the letter by one at each successive position. finally yielding x = 3424534112, on an alphabet of size 5 rather than 10, but still far from the minimum of 2 (x = 1211212112). Clearly Algorithm BetterAssign also executes in O(n) time; it yields the same worst-case result as SimpleAssign (when I = n, n−1, . . . , 1), but otherwise finds a string x on a smaller alphabet.
Assign letters to range of increasing values from
repeat Consecutive positions at start of range are identical.
End position in range must be incremented. We know of no approach other than brute force (trial and error) to the computation of x on a minimum alphabet consistent with L * . Hence We turn now to the problem of determining whether or not a given integer array L * is valid; that is, whether or not it is a Lyndon array of some string. To solve this problem we introduce Algorithm CheckLyndon (see Figure 3 ), based on Lemma 2. It processes the segments (i, L * [i]) in ascending order of position i and places the "end" of each nontrivial segment on the stack. Before doing so, it checks to see if any previous end lies within the current segment: if so, L * cannot be a Lyndon array. If not, then either the previous entry ended before the current range and so can be deleted from the stack, or else it includes the current range and so must be kept in the stack to be tested against later segments. Note that entries in the stack have all been tested against preceding segments. We claim therefore that CheckLyndon is correct.
To see that the algorithm executes in linear time, observe that segment i is either wholly contained in a preceding segment, so that access to the stack is terminated, or else the current stack entry is deleted. Thus the total time requirement of the while loop is O(n). We have: .n] is a Lyndon array. 7 
Reconstructing a String from its Lyndon Arrays
Suppose an alphabet Σ = { 1 , 2 , . . . , σ }, σ ≥ 2, is given with initial global order R 1 : 1 < 2 < · · · < σ . For j = 2, 3, . . . , σ, the j th rotation R j of R 1 is the order j < j+1 < · · · < σ < 1 < · · · < j−1 . Thus j is the least letter, and for j > 1 j−1 is the largest, in the rotation R j . The collection of σ rotations is denoted by R Σ .
In this section we deal with the problem of identifying a unique string on alphabet Σ corresponding to R Σ . We begin with an observation from [22] , that we can write x in the form x 1 x 2 · · · x m , where for each r ∈ 1..m, |x r | = len r and
while for 1 ≤ r < m, x r [len r ] > x r+1 [1] .
We call x r a range in x, and we identify a position j in range x r , 1 ≤ j ≤ len r , with its equivalent position i in x by writing i = S r,j = r−1 r =1 len r +j. Then, again from [22] , we have the following: Based on these remarks, for the special case σ = 2, we can now prove:
Lemma 6
Let L x be the Lyndon array of a string x[1..n] on Σ = {a, b}, a < b. Then, provided that λ x = 1 n , x is determined uniquely by L x .
Proof. First observe that λ x = 1 n if and only if x = b m a n−m for some m ∈ 0..n -thus in this case the corresponding L x = 12 · · · n corresponds to n+1 choices for x. Otherwise, let n be the smallest index such that for every i ∈ n ..n, there exists no j < i such that L x [j] = i. If there is no such n , then L x [j] = n for some j < n; in this case, set n = n+1. Then for every i ∈ n ..n, L x [i] = i, which, since x = b n by hypothesis, implies that x[i] = a; that is, x[n ..n] = a n−n +1 . Since, again by hypothesis, x = a n , it follows that n > 2 and Suppose then that σ ≥ 3. In this case, corresponding to R Σ , we assume that Lyndon arrays λ Σ = {λ 1 , λ 2 , . . . , λ σ } are given, where λ j , 1 ≤ j ≤ σ, is based on rotation R j of the alphabet and determined by some (unknown) string x = x[1..n] . Then for j ∈ 1..σ, i ∈ 1..n, λ j [i] is the length of the maximal Lyndon word at position i in x based on rotation R j of the alphabet. We say that position i in x, 1 ≤ i ≤ n, is covered by λ j if and only if there exists a position i < i such that i +λ j [i ] > i (alternatively,
We now prove the following result, enabling us to uniquely determine x from R Σ :
Suppose that x is a string on an alphabet Σ of size σ ≥ 3, whose Lyndon arrays λ Σ are given based on rotations R Σ . Let
and let P [i] be the nonempty ascending sequence {j 1 , j 2 , . . . , j k } of indices j that specify all the rotations R j for which λ + [i] = λ j [i]; that is, that yield the maximum Lyndon word at position i. Then and x[i. .n] = n−i+1 j h , where i is the least integer such that λ + [i] = 1 and j h is the unique entry in P [i] such that x[i] is not covered by λ j h .
We remark that, since the assignments to positions in x made here under Cases 1-3 are unique, therefore x must be the only string on Σ that satisfies the constraints given by λ Σ . In Figure 4 the various cases of Theorem 7 are illustrated: In order to prove Theorem 7, we first need the following:
Proof. Assume the contrary. Then there exists j = j ( j = j ) such that λ j [i] > λ j [i] . Suppose now that for some position h satisfying i < h < i+ λ j [i] (in the range of the Lyndon word corresponding to R j that begins at i),
, contradicting our original assumption. Thus every letter that occurs in the range x[i..i+λ j −1] must satisfy ≥ j in both R j and R j . Since the same condition holds for both rotations, therefore λ j [i] can be at most equal to λ j [i].
If now we suppose, as in Case 1 of Theorem 7, that there exists a single j 1 such that λ j 1 [i] is maximum, then it follows immediately from Lemma 8 that, for every rotation R t , t ∈ 1..σ, except t = j 1 , x[i] = t . Thus x[i] = j 1 , establishing Case 1. The next result gives us a basis for establishing Case 2 by providing a simple characterization of the entries in P [i] when 1 < |P [i]| < σ: Lemma 9 Suppose that j 1 is the least value and j 2 > j 1 the greatest value (with j 2 −j 1 < σ−1) such that for some i ∈ 1..n, λ
Then P [i] contains exactly one of
where we auppose that the sequence 1, 2, . . . , j 1 −1 is empty if j 1 = 1.
Proof. By hypothesis x * = x[i..i+λ + [i]−1] is a Lyndon word in both orders R j 1 and R j 2 . Therefore every letter in x * must be greater than or equal to x[i] in both orders
where again we must take account of the special case j 1 = 1. We can write
x * contains letters from both J 1 and J 2 , there must be at least one letter in one of the two orderings that is less than x[i], and so x * cannot be a Lyndon word in one of R j 1 , R j 2 . Thus x * contains letters from exactly one of P 1 , P 2 , as required.
In the context of Lemma 9, consider a maximal sequence of entries j , j +1, . . . , j +t, t > 0, (6) in λ + [i], where (j +t+1) mod σ ∈ λ + [i] -as in Lemma 9, we suppose that the sequence is circular, so that 1 follows σ. Recall that R j +1 is the rotation of R j that turns the least letter j of rotation R j into the greatest letter of rotation R j +1 . Thus the occurrence of j +1 in the sequence λ + [i] ensures that the letter j cannot be the first letter of the Lyndon array at position i -if it were, then in R j +1 , we could have only λ j [i] = 1, certainly not maximum. It follows that only the final letter j +t in the sequence (6) can be the first letter of the Lyndon array at i, because it is the only letter that is not rotated. Noting that in both of the two possible orders given in (5) j +t will be the leftmost occurrence in P [i], we thus establish Case 2 of Theorem 7.
In order to deal with Case 3, we first need: Hence Case 3 provides the basis for assigning x[n]. To complete the proof of Theorem 7, we need one more result:
Proof. We know x[i] = j , a minimum letter under rotation R j , and from Lemma 10 we know that λ + [i] = 1. This is possible only if the same minimum letter occurs also at positions i+1, i+2, . . . , n, as required.
Therefore Case 3 identifies strings x with suffix n−i+1 for some i and some . Theorem 7 justifies Algorithm ConstructString, shown in Figure 5 , that in O(σn) time constructs the unique string x on a given ordered alphabet Σ, based on σ rotations of a given Lyndon array λ.
Final Remarks
In this paper we have started to analyze the relationship between a string and its Lyndon arrays corresponding to cyclic orderings of the underlying alphabet. Many problem areas remain: 1. As indicated by Problem 3, we know of no efficient algorithm to compute a string on a minimum alphabet consistent with a given valid Lyndon array L * . 2. Similarly, as we have seen, it appears to be difficult to reconstruct a string exactly from Lyndon arrays. In Section 3 we have presented an algorithm to reconstruct a string x on an alphabet of size σ given Lyndon arrays of x based on σ rotations of the alphabet. It appears that indeed in the worst case σ such rotations are required, as shown by the example in Figure 6 .
If in Figure 6 only rotations I-III are considered, then the selection . x = adbc and its Lyndon arrays: consideration of fewer than four rotations of the alphabet may not allow x to be reconstructed. 13 3. Thus it would be of interest to determine minimal criteria for the reconstruction of x -the least number of rotations or the size of the smallest alphabet. Is there any hope of reconstructing a string based on fewer than σ permutations of the alphabet? 4. The study of UMFFs has led to the idea of V -words, analogous structures to Lyndon words, derived from a global non-lexicographic ordering of strings called V -order [11, 16, 14, 15] . Also, linear-time algorithms for computing Lyndon border and Lyndon suffix arrays have recently been proposed [2] . There is scope to eztend the results of this paper to the UMFF based on V-order [1] , then further to UMFFs in their full generality.
