Shrinkage estimation is a fundamental tool of modern statistics, pioneered by Charles Stein upon the discovery of his famous paradox. Despite a large subsequent literature, the efficiency of shrinkage, and the associated procedure known as Stein's Unbiased Risk Estimate, or SURE, has mainly been analysed in the Gaussian setting. Importing tools developed for use in the probabilistic area now known as Stein's method, the present work investigates the domain of validity of shrinkage and SURE away from the Gaussian. We show that shrinkage is efficient away from the Gaussian under very mild conditions on the distribution of the noise. SURE is also proved to be adaptive under similar assumptions, and in particular in a way that retains the classical asymptotics of Pinsker's theorem. Notably, shrinkage and SURE are shown to be efficient under mild distributional assumptions.
Introduction
The breakthrough, counter-intuitive results of the works [37] and [23] showed that the 'natural' estimate of the mean of a normal distribution in dimension d three and higher is not admissible under mean squared error loss. To state this result formally, let X be distributed as the d dimensional multivariate normal N d (θ, σ 2 Id) for some unknown θ ∈ R d ; by the properties of the Gaussian, x could represent the mean of an independent sample from this same Gaussian distribution with σ 2 properly re-scaled. For d ≥ 3, with · denoting the Euclidean norm, set
It is shown in [37] and [23] , and can also be seen via the proof of Theorem 3.1 appearing later in the present work, that there exists a range of positive values for λ for which S λ (x) has a strictly smaller mean squared error than S 0 (X).
In [38] , related ideas, and in particular the use of Stein's lemma, were applied to construct what is now known as SURE, for Stein's Unbiased Risk Estimate, that provided an unbiased 0 MSC 2020 subject classifications: Primary 62F12, 62F35. 0 Key words and phrases: Shrinkage estimation, Unbiased risk estimation, Stein Kernel, Zero bias. estimator for the mean squared error of a nearly arbitrary estimator of a multivariate mean, again in the Gaussian context.
With ν generally denoting the distribution of x, which for now is the normal N d (θ, σ 2 Id), and ∇ = (∂ 1 , . . . , ∂ d ), with ∂ i taking the partial derivative with respect to the i th variable, let W 1,2 (ν) denote the natural (weighted) Sobolev space induced by the (squared) Sobolev norm f 2 L 2 (ν) + ∇f 2 L 2 (ν) , where the second term denotes the usual Hilbert-Schmidt norm, applied to the Jacobian of f (see for instance [14] ). For f ∈ W 1,2 (ν), we have that SURE(f , X) : = dσ 2 + f (X) 2 + 2σ 2 ∇ · f (X)
(2) is unbiased for the risk of S(X) = X + f (X), that is, unbiased for the expectation of S(X) − θ 2 . In particular, taking f (X) = −λX/||X|| 2 in (2) gives an unbiased estimator for the risk of the shrinkage estimator (1) .
Since shrinkage estimation and SURE first appeared, they have been extensively studied in the statistical literature and applied in practice in many contexts, see, for instance [15, 41, 10, 2] . Nevertheless, there appears to be relatively little work regarding extensions of either method to non-Gaussian settings. Notable exceptions include [28] , the works [19] and [13] , that consider shrinkage methods for high dimensional covariance matrices under a spherically symmetric distributional assumption, and [17] , that extends SURE to exponential families by exploiting the fact that in the natural parameterization the score function is linear in the unknown θ, allowing linear functions of this unknown to be unbiasedly estimated using quantities that do not depend on it. Assuming independence of the coordinates, [28] considers consistency of SURE and associated selected Stein's estimator, in the context of linear estimation, and makes an appealing link with Generalized Cross-Validation. Precise comparison with our results are presented in Remark 5.2. This present work makes the case that both Shrinkage and SURE can be extended well beyond theses cases. In particular, our extensions are to multivariate models, including those for which Stein Kernels, or multivariate zero bias vectors, exist, and include examples having independent coordinates, and also those having log concave distributions. For Shrinkage, we show that for samples from a multivariate distribution satisfying regularity properties, the naive estimator is dominated by a shrinkage estimator of the same type as in the Gaussian case whenever the dimension is sufficiently high. We also demonstrate that the SURE estimator, unbiased in the Gaussian case, can be applied in many cases 'as is' at the cost of a bias of order small enough to be able to, say, consistently choose good tuning parameters. In particular, we show that under our conditions SURE remains adaptive, in that the classical asymptotics of Pinsker's theorem for the Gaussian case still apply.
We verify the properties of these extensions using tools having their origins in Stein's method, in particular, Stein kernels and the zero bias distribution. We present a review of Shrinkage and SURE in the Gaussian case, followed by background needed for the application of the methods we apply. Then, in Section 3 we consider Shrinkage in non-Gaussian models using our tools.
In Section 4 we assess SURE in non-Gaussian cases, concluding that the bias incurred by applying the estimate used in the Gaussian case can be small enough as to make this estimate useful in many instances, and consider when the asymptotics of Pinsker's theorem hold for non Gaussian cases. Section 5 gives some technical results needed in Sections 3 and 4 on convergence in mean of inverse norms, and in particular Lemma 5.1, that covers the case of independent coordinates may be of independent interest. Lastly, Section 6 gives conditions for our methods to be applied to functions in general, that is, other than for the special case g 0 (x) = x/ x 2 that is needed for our purposes here, addressed by Assumptions 2.1 and 2.2.
Stein's Identity and Two Extensions
Stein's lemma [38] for characterizing the one dimensional normal distribution states that a random variable X has law N (θ, σ 2 ) if and only if
where F is the class of all real valued functions that are absolutely continuous on compact intervals, and for which the expectation on the left hand side of (3) exists. Similarly, in d dimensions, one has the characterization of the multivariate normal distribution that X ∼ N d (θ, Σ) if and only if
where we let ∇f denote the Jacobian matrix for f : R d → R d , and the scalar product on the right hand side between two matrices A and B is the usual Hilbert-Schmidt scalar product Tr(AB ⊤ ). We consider two generalizations of Stein's lemma that will be used for the relaxation of the normal assumptions in Shrinkage and SURE.
In one dimension, one way that Stein's lemma may be generalized for a mean zero X is through the use of a Stein kernel T , a random variable for which
Stein kernels were first introduced in [7] , and further developed in the univariate setting in [12] . By replacing T by E[T |X] we may assume that T = T X , a function of X. When X has mean θ and T X−θ is the Stein kernel of the (mean zero) variable X − θ, we obtain
Hence, if we are given X = Y + θ for an unknown θ and some mean zero random variable Y with known distribution, we cannot compute the Stein kernel T X−θ for X − θ without knowledge of θ. However, under natural assumptions we can get estimates on norms of T X−θ that are uniform in θ, for example as in the setting of [14] . Another way to generalize Stein's lemma to non-Gaussian cases, following [21] , and [16] for the non-centered case, for any random variable X with finite, non-zero variance σ 2 and mean θ, the X-zero bias distribution X * exists, and is characterized by the condition that
Hence, Stein's lemma (3) can be restated as saying that the univariate normal distributions are the unique fixed points of the zero bias transformation.
We highlight a relation between the zero bias distributions in the centered and noncentered cases by noting that if we define X * via (5) restricting to the case where θ = 0 then for the general case we may define
This distinction is important. With = d denoting equality in distribution, if we are given that X is from a location family, specifically, that if X = d Y + θ where the distribution of some mean zero variable Y is specified but θ is not, then, similar to this phenomenon for Stein kernels, though we may sample from Y * , we are not able to sample from X * without knowledge of θ.
Both of these concepts have multivariate generalizations, which we now introduce.
Multidimensional Stein kernels
Stein kernels can be defined in the multivariate setting of vectors with dependent coordinates. This notion, originating in [12] , is at the core of the Nourdin-Peccati approach to Stein's method [31] , making a powerful link to Malliavin Calculus. Given a random vector X with mean θ, a Stein kernel T X−θ for the mean-zero vector X − θ is a matrix-valued function such that for any smooth, vector-valued function f we have
To make this definition rigorous, one must specify the class of test functions. A natural space of functions in which to work is one for which both sides are well-defined, that is, the Sobolev space W 1,2 (ν) with norm given in (8) , where ν is the measure of X. However, the class of test functions for which it is easiest to construct a valid Stein kernel is the class of smooth, compactly supported functions C ∞ c (R d ). In the sequel, we shall want to apply identity (7) to the function g 0 (x) = x/ x 2 , which is neither smooth nor compactly supported. In order to guarantee that g 0 ∈ W 1,2 (ν), when considering Stein kernels we assume throughout that Assumption 2.1 on ν is in force, and is the case under the conditions given in Lemma 2.1. Conditions that guarantee the inclusion in W 1,2 (µ) of wide function classes in general, that is, that ensure that C ∞ c (R d ) is dense in W 1,2 (ν), can be found in Section 6. In the following, we abuse notation by writing C 1,2 (ν) as short for C ∞ c (R d ), where the closure is with respect to (8) .
This assumption is not always true, even for measures with a density, for example when the support of the measure has a boundary, and its density does not behave well enough at the boundary. However, the following result shows that the assumption holds under an easily verified condition. The lower bound of 5 on the dimension in the lemma is to ensure that ∇(x/ x 2 ) 2 = d/ x 4 ∈ L 2 (ν), and the assumption of full support is used to guarantee that the smooth approximations constructed in the proof have support strictly inside the support of the measure. Lemma 2.1. Assumption 2.1 holds when d ≥ 5 and ν has a density of full support that is bounded in a neighborhood of the origin.
Proof. With g 0 (x) = x/ x 2 and ǫ > 0, consider the smooth compactly supported function g ǫ (x) = xψ ǫ (x)/(ǫ + x 2 ) where ψ ǫ (x) is the approximation of unity that takes the value i (e 1−(1−ǫ 2 |x i | 2 ) −1 ) for max i=1,...,d |x i | < ǫ −1 , and zero otherwise. We decompose the L 2 norm of the difference as
Since the density of ν is bounded at the origin the singularity is integrable, so the first term goes to zero as ǫ goes to zero by dominated convergence. For the last term, since both functions are bounded, the integral indeed goes to zero as ǫ goes to zero. So all that is left is the second term. On
with c a constant, not necessarily the same at each occurrence, we have 1
demonstrating that the second term can be controlled by ǫ 3/4 + cdǫ 2 ||g 0 || 2 L 2 (ν) , which tends to zero with ǫ.
The same reasoning holds for the approximation of the derivative, using the fact that ∇ψ ǫ is small on B(ǫ −1/2 ) and ∇g
Construction of multidimensional Stein kernels has been considered for example in [14, 30, 18] . Existence and uniqueness of Stein kernels in higher dimensions are not in general guaranteed. In [14] it is shown that if ν is centered and satisfies a Poincaré inequality, then a Stein kernel in W 1,2 ν,0 , the set of functions in W 1,2 (ν) with ν−mean zero, exists and is unique in the set of functions in W 1,2 ν,0 . As in the univariate setting, but here comparing to (4), the Stein characterization of the normal distribution translates as saying that a random vector x has a Gaussian distribution with mean θ and identity covariance matrix iff X − θ admits the identity matrix Id as a Stein kernel.
We note that any vector having a positive definite covariance matrix can be linearly transformed to one with a diagonal governance, thus making the assumption that Cov(x) = σ 2 Id in Theorem 3.1 and elsewhere, benign.
For vectors with independent entries and non-trivial second moments, [30, Example 3.9] provides the following readily available Stein kernel. Example 2.1. Assume that Y = (Y 1 , . . . , Y d ) has independent entries, with each entry Y i mean zero with finite, non-zero variance σ 2 i . Let T i denote the (univariate) Stein kernel for Y i , for i = 1, . . . , d. Let T be the diagonal matrix with diagonal entries T ii (y i ). Then using the definition of the univariate Stein kernel and conditional expectations, it is easy to see that T satisfies (7) with θ = 0 for all functions f ∈ W 1,2 (ν).
Multidimensional zero-bias transform
A multivariate extension for zero biasing is given by the following lemma, complementing the generalisation from [22] which takes an approach different from the one introduced here. For our extension, a given X will be associated to d vectors X 1 , . . . ,
holds over some class of functions F . When F is a distribution determining class, that X i is equal in distribution to X for all i = 1, . . . , d if and only if X is multivariate normal is a restatement of the multivariate Stein normal characterization. Though the following proposition considers only the case of X with mean zero, more generally we may extend as in (6) by setting
Proposition 2.1. Let X ∈ R d have mean zero and positive definite diagonal covariance matrix Λ = diag(σ 2 1 , . . . , σ 2 d ). Then the laws for random vectors X i , i = 1, . . . , d such that (9) holds for all continuously differentiable f with compact support are unique, and when
such random vectors exist. When X has density p(x) then X i has density
and if p is continuous at x then so is p i , i = 1, . . . , d. Vectors X i , i = 1, . . . , d satisfying (9) may be constructed as follows. With ν the distribution of X, for each i = 1, . . . , d let X ,i have distribution
For x ∈ R d , u ∈ R and i = 1, . . . , d, let
that is, D i,u x is formed by multiplying the i th component of x by u. Then for U i a standard uniform variable, independent of X ,i , the collection of vectors
satisfies (9) . If X has a density supported on a convex set then for all i = 1, . . . , d the supports of X i and X are equal.
Proof: Let i ∈ {1, . . . , d}, and let g : R d → R be an arbitrary continuous function with compact support, and let f : R d → R be the function whose j th components equal zero for j = i and has i th component given by
Via (9) we see that the law of X i is uniquely determined by
Next, we obtain the form of the density of p i in (11) . Relabeling i by 1 for convenience and letting x 2:d = (x 2 , . . . , x d ), from (14) and (15) we may write
We may decompose the outer integral as the sum of integrals over the positive and negative half lines, the first one equal to
By changing the order of integration, the double integral may be written as
where for the first equality we have interchanged the labelling of u and x 1 , and then applied definition (11) for the final equality. Similarly, the integral over the negative half line yields
hence, combining this expression with (16) and applying (10) yields
for all continuous functions g of compact support, thus showing that p 1 (x) is the density of X 1 .
Now assume that p is continuous at x = (x 1 , x 2:d ) and consider y = (y 1 , y 2:d ), where we let y 1 ≤ x 1 , corresponding arguments holding otherwise. Then
As y → x, the first integral tends to zero by dominated convergence. For x 1 ≥ 0, a similar argument applying in the complementary case, the second integral converges to zero as the integrand converges to zero by continuity and is dominated by the integrable function u(p(u, y 2:d ) + p(u, x 2:d )).
To show that the construction in (13) achieves (9), for any given i = 1, . . . , d, first changing measure from X ,i to X according to (12) , then integrating over the uniform variable U i , and noting that D i,1 x = x, we obtain
we have applied (10) in the final equality. Summing over i now yields the result.
To show the final claim regarding the supports, letting S and S i respectively denote the supports of X and X i , we note that by (12) and (13), with cl denoting closure, that
In particular S i = S when P (X i = θ i ) = 0 and if for all
is convex, which holds when for all i = 1, . . . , d when x has a density and is supported on a convex set.
The right hand side of (9) may be written more compactly as a mixture. Let I be a random index, independent of X i , with distribution
Then, starting from the left hand side of (9), we obtain
In particular, taking g(x) = i x i , the sum of the coordinates of x ∈ R d , W = g(X) and f (x) = (f (g(x)), . . . , f (g(x))) for some f ∈ Lip 1 yields
demonstrating that W I , the sum of the coordinates of X I , has the W -zero biased distribution.
As was done for Stein kernels by Assumption 2.1, here we adopt Assumption 2.2 to guarantee that the zero bias Stein identity can be applied to the function that appears in the shrinkage estimate. Somewhat more generally, with ν i the law of X i , and using parallel notation to that in Assumption 2.1, in Section 6 we provide conditions that guarantee that a particular function in
is an element of C 1,2 z (ν), defined in (19) .
Checking this assumption in practice may be an issue, since the measures ν i are constructed from ν, and their behavior may differ from that of ν. However, the following result gives an easily checked sufficient condition. Lemma 2.2. Assumption 2.2 holds holds when d ≥ 5 and ν has a density of full support that is continuous at the origin.
The proof follows as for Lemma 2.1, using the same approximating test functions, here applying Proposition 2.1 that shows the properties required for ν and ν i , that they have full support and density bounded in a neighborhood of the origin, hold for ν and are inherited by ν i under the continuity condition of the lemma.
The most basic multidimensional model for a vector away from the Gaussian that satisfies the conditional expectation condition (10) is the one that assumes independence among coordinates.
Under Model 2.1 condition (10) of Proposition 2.1 is immediate, and one may also easily verify that the lemma shows that the vectors
satisfy (9), where X * i is independent of {X j , j = i}, and has the X i zero biased distribution, invoking (6) to accommodate the case where θ i = 0. In addition, a translation X of an 'unconditional vector' Y by θ also satisfies (10) under a first moment condition, where we recall that Y is said to be unconditional, see e.g. [5] , when
Such vectors arise naturally as the uniform distribution over bodies in R d that have a high degree of symmetry, and include spherically-symmetric distributions. In particular, (17) recovers the construction in [21] for a zero bias variable for the sum of independent coordinates of a random vector, and also the one in Proposition 3.1 in [20] for unconditional vectors. Poincaré inequalities for such distributions have been investigated, for example in [24] , which also allows one to bound the Stein discrepancy in the kernel approach.
Shrinkage for non-Gaussian models
Here is a brief sketch of a general approach which we shall later specialize to shrinkage. For any multidimensional random vector X ∈ R d with unknown mean vector θ, let S(X) = X + f (X) be an estimator for θ. To assess its mean square error as compared to that of S 0 (X) = X, assuming that the corresponding expectations exist, expansion yields
The mean squared error of S 0 (X) is given by the first term. Thus S(X) has smaller mean squared error than S 0 (X) if and only if
We apply the two extensions of the Stein identity in Section 2 to reformulate the expectation E θ X − θ, f (X) , namely, the Stein kernel identity (7) , and the multidimensional zero-bias transform identity (9) . These two approaches yield qualitatively similar results for assessing the mean-squared error, though they depend on different properties of the X distribution.
In this section we focus on the shrinkage estimator
for which (20) specializes to
where we have written
We demonstrate in this section how the use of S λ provides advantages for estimating the mean in some non-Gaussian settings.
The quantity E θ [||T − σ 2 Id || 2 HS ] appearing in the statement of Theorem 3.1 is known as the (squared) Stein discrepancy, and has been used as a quantitative measure of how far away a given distribution is from the Gaussian [25, 31] . In the following result, for ease of notation, the dependence of the bound B λ on the negative moments of X 2 and the choice of kernel T is suppressed. 
where
and
If for some d 0
is bounded away from zero and one as d tends to infinity, the shrinkage estimator (21) has strictly smaller mean squared error than S 0 (X) = X.
By applying Theorem 3.1 to Model 2.1, we see how the canonical case considered by Stein in [37] , where the coordinates of X are independent and identically distributed mean zero Gaussian variables, extends to non-Gaussian situations.
Y ] < ∞, and that there exist positive values µ and q such that for all i = 1, 2, . . . , d
Then for all d sufficiently large and λ = σ 2 (d − 2) the shrinkage estimator (21) has strictly smaller mean squared error than S 0 if θ 2 = O(d).
The first condition in (27) of Theorem 3.1 is seen to be satisfied by invoking Lemma 5.1. The final two conditions hold upon taking T to be the diagonal matrix T = diag(T Y 1 , . . . , T Y d ) whose diagonal entries are independent and have distribution T Y , implying that the quantities in these two conditions are O(d).
. . , n are Stein kernels for an independent sample of vectors X i , i = 1, . . . , n, all with mean θ and covariance matrix σ 2 Id, then, as noted in [7] in one dimension, a Stein kernel T for the average
We note that if the distributions ν i of X i , i = 1, . . . , n satisfy Assumption 2.1, then g 0 is in the intersection i=1,...,n W 1,2 (ν i ), and so Assumption 2.1 holds for the measure ν of the average. Under the (strong) conditions on ν that guarantee existence and uniqueness of Stein kernels within W 1,2 ν,0 , the Stein kernel T for the average is unique in this set. As E[T i ] = Var(X i ) via (7), we see that Var(Tr(T )) and E θ T − σ 2 Id 2 HS will decrease in n under mild moment conditions, making for smaller quantities in the last two conditions of (3.1) in Theorem 3.1.
Note that our negative moment assumption requires us to work in dimension at least 5, while the critical dimension in the Gaussian case is just 3. Under suitable integrability conditions, one would expect the critical dimension implicit in Theorem 3.1 to decrease to 3 as the sample size n tends to infinity. However, to ensure the shrinkage estimator is allowed in the Stein identity with only the required weaker integrability condition, one would have to only use L 1 estimates on its gradient, instead of L 2 , which by duality would require us to work with L ∞ Stein kernels. In the multidimensional setting, bounded Stein kernels exist for uniformly log-concave distributions [18] , but we do not expect bounded Stein kernels to exist for simply log-concave distributions for example. Of course, for the Gaussian distribution, the natural Stein kernel is a constant, and hence bounded, which is why one can reach the critical dimension 3.
In [14] (using techniques that already appeared in [39] ), it was shown that if a (centered) distribution µ with covariance matrix σ 2 Id satisfies a Poincaré inequality
for all functions f for which the quantities make sense and the right-hand side is finite, then a Stein kernel T exists that satisfies
In particular, if the Poincaré constant is independent of the dimension (which is the case for product measures), then this Stein discrepancy is of order d, which is indeed negligible compared to d 2 , so the third requirement of Theorem 3.1 would be satisfied. For log-concave distributions, the Poincaré constant satisfies a bound of order σ 2 d 1/2 [26] , which is also enough to satisfy that requirement. While a bound on the Stein discrepancy is not enough to get a suitable control on the variance of Tr(T ), the conclusion of Theorem 3.1 continues to hold if we assume a Poincaré inequality with a constant growing sufficiently slowly, and a stronger moment assumption: Theorem 3.2. Assume that the covariance matrix of X − θ is σ 2 Id, that for some d 0 we have
where C P is the Poincaré constant as given in (28) . Then, if the ratio λ/(2σ 2 (d − 2) stays bounded away from 0 and 1 and θ 2 = O(d), for all sufficiently large d the shrinkage estimator (21) has strictly smaller mean squared error than S 0 .
This latter result contains the case of a vector with independent coordinates and finite Poincaré constant, since it is then dimension free. For log-concave distributions, the best result at the time of writing is
, which is not enough to apply this theorem, but the KLS conjecture predicts C P = O(1) in full generality, and such a bound has been established for various subcases, including spherically-symmetric log-concave distributions. See [27, 11] for recent surveys. Strongly log-concave distributions also have Poincaré constant only related to the parameter of strict convexity of their potential, independently of the dimension.
Moving forward, note that for X ∈ R d with mean θ and covariance matrix σ 2 Id the inequality
is a direct consequence of Jensen's.
Proof of Theorems 3.1 and 3.2. First, writing T as short for T X−θ and using (23),
The bound (24) follows by applying the Cauchy-Schwarz inequality to these two terms, noting that E θ [T ] = σ 2 Id by (7) for the first term, and
for the second. Next, for the bound (26), the first term in the mean squared error expression for S λ (X) in (22) agrees with the first term of the bound. Applying the the Stein identity (7) on the second term of (22) yields twice
Using the form of the Jacobian (23) on the last term above, we find
Hence, by (24) , the final two terms of (22) satisfy
verifying (26) .
Moving to the final assertions, it is easy to see that B λ tends to zero when the conditions in (27) hold. As the ratio λ/(2σ 2 (d − 2) stays bounded away from 0 and 1, and inequality (31) and θ 2 = O(d) give that the expectation in (34) is bounded above by −λ times some positive constant, proving the final claim Similarly, to prove Theorem 3.2, it suffices to show that (32) tends to zero. To handle the first term, since E θ [Tr(T ) − dσ 2 ] = 0 we may apply the bound
For the first term in the product on the right, applying the Poincaré inequality (28) with f (x) = ||x|| −2 and the first assumption in (30) yields, for d ≥ d 0 ,
while for the second term, applying (29) for the final equality, we have
Hence, the product of these two terms is O(C 2 P /d), and tends to zero by the second condition in (30) . The remaining term in (32) goes to zero by virtue of the estimates in (33), (30), (29) , and
We now derive an analogous shrinkage result based on zero-biasing. For a vector x ∈ R n and i ∈ {1, . . . , n}, let
Results in Theorem 3.3 below will depend on the existence of constants bounding the negative m th moment
for various values of m. In the following, we will write the Euclidean norm as x 2 when it appears in proximity to other p norms.
Theorem 3.3. Assume that X − θ ∈ R d is mean zero with covariance matrix σ 2 Id, and satisfies assumption (10) of Proposition 2.1. Then
and the zero bias vector X i is as defined in Proposition 2.1.
1. Let X satisfy (10) of Lemma 2.1, (36) with m = 4, and have components with bounded moments E[X q i ] ≤ C q for q = 4, 8 and E(X i − θ i ) 8 ≤ C 8 for all i = 1, . . . , d. Then with notation as in (35) , for all d sufficiently large,
2. If X follows Model 2.1 with Y having variance equal to σ 2 , and (36) holds for m = 2 and i = 1, 2, . . . , d, then
where X * i denotes a random variable with the X-zero bias distribution. If E[Y 4 ] ≤ C 4 for some constant C 4 , then
For instance, when the ratio λ/(2σ 2 (d − 2) stays bounded away from 0 and 1 and θ = O(d), the first part of Theorem 3.3 shows that when Cov((X i − θ i ) 2 , X ¬i −2 ) = O(1/d) for i = 1, . . . , d, then, noting x 1 ≤ √ d x 2 , we have B * λ = O(1), and the shrinkage estimator has strictly smaller mean squared error than S 0 , as the second term in the bound (37) can be no larger than a constant times −d, by virtue of (31). Proposition 5.1 gives that C −2 < ∞ when X has a log concave distribution. The second part of Theorem 3.3 gives a similar conclusion under Model 2.1 when C −2 is bounded above, which is guaranteed by the conditions in Lemma 5.1.
Proof. The first term of (22) is the first term of the bound (37) . Letting f be as in (23), applying zero biasing to the second term of (22) gives
Applying the expression (23) for the Jacobian of f , we obtain
Combining this expression with the last term of (22) leads to the second term of the bound, and the form of B * λ in (38) is obtained by applying (23) to the final sum in (41) . To derive the bound B * λ on |R|, we consider the two cases separately. 1. For a typical term in the sum in (41) , again using (23), we have
To handle the first expression in (42), write
As Proposition 2.1 shows that the law of X i is unique, we may use the construction (13) to achieve the expectation of the first difference in (43). In addition, as the expectation of this difference depends only on the marginal distributions of (X i , X), we may achieve X i using this same X. Hence, we may write the absolute expected value of the first term in (43) as
To handle the remaining two terms in (43), we note that Proposition 5.1, and the fact marginals of log concave distributions are again log concave, yield that (36) holds with m = 4 for all d sufficiently large. For the absolute expectation of the second term of (43), applying the Cauchy-Schwarz inequality, we obtain the bound
, and similarly, for the last term of (43), where, following (13) of Proposition 2.1, with U a standard uniform variable independent of X, we similarly obtain the bound
As X ¬i ≤ X , i = 1, . . . , d, the final expectation in (42) can be bounded by twice the sum of the two bounds above. Summing over i and multiplying by 2σ 2 as in (41), and the factor λ from (42), now yields the bound.
2. Applying the triangle inequality to (38) , we obtain
Using x ¬i ≤ x , that (X i ) ¬i = X ¬i and that (X i , X * i ) is independent of X ¬i , the first summands may be bounded as
For the second summands, using x 4 = ( x ¬i 2 + x 2 i ) 2 , the numerator of the second term in the sum is equal to
Arguing similarly as for the first summands, we may bound the expression that the first term in (44) gives rise to as
Similarly, for the second term in (44), as x 2 i / x 4 ≤ 1/(4 x ¬i 2 ),
Summing up these three bounds, taking the sum, and applying (36) we obtain
which gives the first claim. The second claim now follows by applying (5) to obtain
and summing over i.
In this section we have given two bounds for the mean squared error of S λ . If X is Gaussian, then the Stein kernel is constant and B λ in (25) of Theorem 3.1 vanishes. Similarly, in this situation B * λ in Theorem 3.3 vanishes, as X * i can be taken as X i , and condition (62) of Lemma 5.1 is clearly seen to hold, implying C −2 is bounded. As Theorems 3.1 and 3.3 depend on Stein kernels, and zero biasing, respectively, it depends on the situation which of the two results are more straightforward to apply. For instance, Theorem 3.1 requires the computation of moments of the Stein kernel, whereas Theorem 3.3 requires moment assumptions on the underlying random variables.
SURE: Stein Unbiased Risk Estimate
In this section, we demonstrate that in some settings the bias incurred when using the standard forms of SURE when the observations are not Gaussian can be controlled so as to yield practical procedures, that is, instances where the order of that bias is sufficiently small so as to yield estimates useful for the selection of tuning parameters.
We start by reviewing the Gaussian case for SURE. Suppose for d ∈ N we observe X with distribution N d (θ, σ 2 I), the normal distribution in R d with unknown mean θ ∈ R d . With f ∈ W 1,2 (ν) for ν the measure of this multivariate Gaussian, we want to compute an unbiased estimate of the mean squared error, or risk, of an estimator of θ of the form S(x) = x + f (x), that is, an unbiased estimate of the expectation of
Unbiased estimates of the first two terms are easily constructed, as the expectation of the first term is dσ 2 , a known quantity, and f (X) 2 is an unbiased estimator of its own expectation. Applying the Stein identity (4) on the last term of (45) eliminates the unknown θ via
and leads to the conclusion that
is unbiased for the risk. We also note that (46) is computable from the data using the known form of the estimator.
We turn now to the case where X continues to have unknown mean θ and covariance σ 2 Id, but is not necessarily Gaussian. When the Stein kernel T X−θ exists for X, by applying identity (7) to the final term on the right hand side of (45) we arrive at the form
which is unbiased for the risk. Alternatively, using zero biasing, for X satisfying the hypotheses of Proposition 2.1, using the notation as there, identity (9) implies that
is again unbiased for the risk of S(X).
To use the forms (47) and (48) in practice we would need to be able to generate the Stein kernel, and zero bias vectors, respectively, upon observing X, which is not possible without knowledge of the mean being estimated. Nevertheless, when X is close to normal then the Stein kernel T X−θ is close to σ 2 Id, and the zero bias vectors X i , i = 1, . . . , d are close in distribution to X. These observations motivate the use of SURE as in (46) with the observed X, which in the approximate normal case should give a risk estimator that is Approximately the Same as SURE (ASSURE), in that it has small bias for the estimate of risk. The following two propositions bound the bias
of ASSURE, that is, of Stein's unbiased risk estimate (46) when applied in some non-Gaussian frameworks.
The following proposition applies the multivariate Stein kernel to determine a bound on the bias of SURE; as in Theorem 3.1, the Stein discrepancy makes an appearance in the bound.
Proposition 4.1. Let X have unknown mean θ and covariance σ 2 Id, and let T X−θ be a Stein kernel for X − θ in the sense of (7) and suppose that f ∈ C 1,2 (ν). Then
If the supremum norms ∂ i f j , i, j = 1, . . . , d are bounded, then letting T ij denote the i, j th entry of T X−θ ,
Proof: Taking the difference of (46) and (47) yields (50). The second assertion now follows from the first by expanding out the inner product and apply the given bound on the partial derivatives. Proposition 4.1 has the following analog through the use of zero biasing. For g : R d → R and i = 1, . . . , d let g Lip,i be the smallest L such that for all real x 1 , . . . , x i−1 , x i+1 , . . . , x d , u, v,
Proposition 4.2. Let X have unknown mean θ and covariance σ 2 Id, and satisfy the conditions of Proposition 2.1; let the vectors X i , i = 1, . . . , d be as given there. Then, when f ∈ C 1,2 z (ν), the bias (46) of the estimator S(X) = X + f (X) of θ is bounded by
and when ∂ i f i is Lipschitz for all i = 1, . . . , d,
where d(·, ·) is the Wasserstein-1 distance. In addition, under Model 2.1,
where Y * has the Y -zero bias distribution.
Proof: Inequality (51) follows directly by taking the difference between (46) and (48). Coupling X i to X so that it achieves d(X, X i ), we obtain inequality (52) by noting that for every i = 1, . . . , d,
Inequality (53) follows by noting that under the independent model we may construct X i by replacing the i th coordinate of X by a variable X i i for which d(X i , X i i ) = d(Y, Y * ). The bounds (50) and (51) above measure deviation from normal through the deviation of the Stein Kernel, and zero bias distribution, respectively. Indeed, if the data are normally distributed, then both results return a bound of zero, recovering the Gaussian case.
Sure applied to Shrinkage
We return to the case of the shrinkage estimator given by (1), motivated by Theorems 3.1 and 3.3, that show, under a variety of conditions, that S λ dominates S 0 as an estimate of θ.
Corollary 4.1 gives two results on the bias of SURE for the shrinkage estimator, one using Stein kernels, and the other zero biasing, both of which follow as immediate consequences of our results in Section 3 upon noting that | Bias θ (SURE(f , X) )|, as given in (50) and (51), correspond to quantities whose bounds are provided by Theorems 3.1 and 3.3. We recall the notation x ¬i introduced in (35).
Corollary 4.1. Let f be given by (23) , SURE(f , X) as in (2), Bias θ (SURE(f , X)) and as in (49).
1. If the random vector X has covariance matrix σ 2 Id, Stein kernel T = T X−θ , and the conditions in (27) hold, then
as given in (25) , and the bound (54) is of order o(1).
2. If X − θ ∈ R d has mean zero with covariance matrix σ 2 Id, and satisfies assumption (10) of Proposition 2.1, then
as given in (38) . If X satisfies (36) with m = 4, has components with bounded moments E[X q i ] ≤ C q for q = 4, 8 and E(X i − θ i ) 8 ≤ C 8 for all i = 1, . . . , d, and
then the bound in (55) is O(1).
The first claim is immediate from Theorem 3.1. The second follows from (39) of Theorem 3.3. We note that the covariance in (56) should be small when the components of X are weakly dependent, and vanishes completely under Model 2.1, for which the components of X are independent; for further refinements under that model, see (40) .
Adaptivity under classical asymptotics
Let us consider a d−dimensional vector X with mean θ and variance σ 2 d Id where σ 2 d = σ 2 /d, with σ 2 an absolute positive constant. This is a case of interest in statistics, where the vector X might be the mean of d i.i.d. vectors with finite variance σ 2 . This setting is also naturally linked to a non-parametric regression model, see for instance [40] , Section 7.3.
Pinsker's theorem [35] (see also [32] ) gives the exact asymptotic minimax risk over ℓ 2 −balls in the Gaussian case. More precisely, letting
where the infimum is taken over all estimators of θ, that is, over all measurable functions of X for which θ = E P [X]. The asymptotic value of the Gaussian minimax risk can actually be extended to the whole class of distributions P d (c) = P ∈ M + 1 :
is the set of all probability measures on R d . More precisely, for any collection of distributions P such that G d (c) ⊂ P ⊂ P d (c), it holds
Indeed, by (57) the left-hand side of (58) is greater than the right, since G d (c) ⊂ P. The reverse inequality is achieved by considering the estimator θ = c 2 X/(σ 2 + c 2 ), which satisfies E P [|| θ − θ|| 2 ] ≤ σ 2 c 2 /(σ 2 + c 2 ) whenever P ∈ P d (c).
In the Gaussian case, the James-Stein estimator S λ (X) in (1), with λ = (d − 2)σ 2 d , is known to be adaptive, in the sense that it asymptotically recovers the minimax risk for any c > 0, without the knowledge of c. Hence, a natural question is: under what more general distributional assumptions is the James-Stein estimator adaptive to c? That is, for which collections of distributions {P c : c > 0}, where G d (c) ⊂ P c ⊂ P d (c), does the James-Stein estimator recover the asymptotic minimax risk for any fixed value of c > 0? We answer this question with the following results, staring with the use of Stein Kernels. Theorem 4.1. Assume that the covariance matrix of X − θ is σ 2 d Id with σ 2 d = σ 2 /d, and that T X−θ is a Stein kernel for X − θ in the sense of (7) and λ = (d − 2)σ 2 d . Then it holds that
where B λ is as in (25) . 
xxx Proof of Corollary 4.2. Noting that sum of the first two expressions in the bound (26) in Theorem 3.1 tend to one as d tends to infinity after multiplication by (σ 2 + θ 2 )/(σ 2 θ 2 ) = 1/ θ 2 + 1/σ 2 , it suffices to show that B λ , as given in (25) , when so multiplied, tends to 0. But this follows, as B λ tends to zero under the given conditions, and θ is bounded away from zero by assumption.
We now turn to using the zero bias distribution to obtain parallel results for cases where that method may be applied.
for some constant C 4 . Further, with notation as in (35) , assume that there exist a constant C −2 > 0 such that, for any i = 1, 2, . . . , d,
where the constant L only depends on σ 2 , C 4 and C −2 . In particular, if we denote
Theorem 4.2 shows that the James-Stein estimator is adaptive in this case, in the sense that it asymptotically recovers the minimax risk over ℓ 2 −balls, without requiring that c be known.
Section 5 provides two separate conditions, Lemma 5.1 and Proposition 5.1, each of which guarantee the satisfaction of (59) in Theorem 4.2, making the following corollary immediate. For the second condition, we note that when X is log concave then Y i = X i − θ i is also log-concave, and hence has an exponential moment, so in particular a finite fourth moment.
Proof of Theorem 4.2. The first term of the bound (60) follows from the first two terms in the bound (37) of Theorem 3.3 upon the substitution of σ 2 and λ there with σ 2 d and (d −2)σ 2 d here, respectively, applying (31) to the second term. The last term corresponds to the bound (40) on B * λ . The final claim now follows by noting that the final term in (60) vanishes in the limit, and applying the fact that θ ≤ c over the class P c .
Similar to Corollary 4.2, for zero biasing we obtain the following result.
for some positive µ and q and sup
Proof of Corollary 4.3. As for Corollary 4.2, we need only show that the expressions arising from the second term of the bound (60), all multiplied by Lλ, or order 1, tend to zero when multiplying by the given factor on the mean squared error. Bounding θ 1 ≤ √ d θ 2 the terms arising from multiplication by 1/ θ 2 2 tend to zero by virtue of d θ 2 → ∞, while those multiplied by 1/σ 2 can be seen to tend to zero by θ 2 = o(d 3/2 ).
Boundedness in mean of inverse norms
In this section we present two results to bound the expectation of powers of inverse norms of a vector X, which were crucial to complete our arguments above. One is for the case where the components of the vector are independent, and the other for when the vector has a log concave distribution.
Lemma 5.1. Let S d , d ≥ 1 be a sequence of non-negative random variables such that for some µ and q positive,
Then for all m ≥ 1 and d ≥ 2m/q there exists a constant C µ,m , depending only on µ and m such that
In particular, if V i , i ≥ 1 is a sequence of non-negative, independent random variables such that for some µ and q positive
then for all d ≥ 2m/q
If random variables X i , i ≥ 1 are such that V i = X 2 i satisfies the conditions above, then for all d ≥ 2m/q
Remark 5.1. When V i has the Gamma distribution Γ(α, β) for some positive α, β, that is, when V i has the density
then inequality (62) is satisfied, with equality, with µ = αβ, the mean, and q = α. Hence,
As the Gamma distribution describes the sum of squares of mean zero normal variables, consider the non-central χ 2 variable V = X 2 , where X = σZ + θ for Z ∼ N (0, 1) and σ > 0. By standard computations, one obtains
As the numerator is bounded by 1 for all t ≤ 0, and M(t) does not otherwise depend on the mean θ, we see that for all θ ∈ R the moment generating function of V satisfies (62) with q = 1/2 and µ = σ 2 .
For a different, more diverse example, taking V ∼ U[0, 1] for which M V (t) = (e t − 1)/t, we may verify that (62) is satisfied with µ = 1/2 and q = 1 by virtue of the fact that (1 − e −t )(1 + t/2) ≤ t for all t ≥ 0.
Though condition (62) appears related to the sub-gamma property of random variables, that condition is concerned about the behavior of the moment generating function in a positive neighborhood of zero. Note also that when any mass of a distribution is moved to zero it only would 'help' the satisfaction of the sub-gamma property, but (62) will immediately be violated. Indeed, if V has a point mass of probability p > 0 at zero, then M V (t) ≥ p for all t ≤ 0, and hence M V (t) cannot tend to zero as t → −∞, as does (62).
Remark 5.2. In order to tackle negative moment estimates in the proof of [28, Theorem 3.1], Li makes the following assumption in the context of Model 2.1: there exists a positive constant K such that for any a ≥ 0 and any i ∈ {1, ..., d},
This implies that for any a ≥ 0,
which means that the random variable |Y i | is stochastically dominated -in the sense of pointwise ordering of the cumulative distribution functions -by a random variable U K which has uniform distribution over [0, 1/K]. Thus, as the function exp(t(·) 2 ) is non-increasing on R + for any t ≤ 0, it holds for any i ∈ {1, ..., d},
where V i = Y 2 i . Now, it is easy to see that E[e tU 2 K ] ≤ 1/(1 − t/(3K 2 )), so that Lemma 5.1 is valid for V i under condition (63).
Proof of Lemma 5.1: For t ∈ (−∞, 0] let
In this statement, the exponent 6 does not play a significant role, beyond affecting the value of c and the dimension d 0 . The value of d 0 depends on the values of some universal constants used in [1] , that were not made explicit. It must be larger than 6.
Strictly speaking, [1, Theorem 6.2] is only given for centered random variables. In the non-centered case, we can consider X the projection of x onto the (d − 1)-dimensional subspace orthogonal to the mean vector θ. Then X is a (d − 1)-dimensional centered log concave vector, still with covariance matrix σ 2 Id. We can then apply the centered result to X, and use the fact that ||X|| −8 ≤ || X|| −8 .
6 Remarks on Assumptions 2.1 and 2.2 Assumptions 2.1 and 2.2 ensure that the function g 0 (x) = x/ x 2 , specifically related to shrinkage, is contained in the closures C 1,2 (ν) and C 1,2 z (ν) of C ∞ c (R d ) with respect to spaces with Sobolev, and Sobolev-like, norms (8) and (19) , according to the use of Stein kernels or zero biasing, respectively. Applying the techniques developed here in other situations may necessitate an extension of Stein's identity with different functions. Carrying out such a program will be successful when the functions in question belong to these same spaces, depending on the method applied. In this section, we provide conditions which guarantee the inclusions needed would hold.
Consider a probability measure ν with positive density p on R d . Given real valued functions on R d let * denote the usual convolution with respect to Lebesgue measure Leb, that is
When f ∈ L 2 (ν) and g ∈ L 1 (Leb), letting * p denote the operation by standard results on convolution, f * p g is finite almost everywhere and belongs to L 2 (ν) (see for instance [29, Section 2.15] ).
Recall that the family of functions (ψ h ) h>0 is said to be a mollifier for the convolution * as h → 0 if ψ h is non-negative on R d for all h > 0, R d ψ h (x)dx = 1 and ∀η > 0, lim h→0
x ≥η ψ h (x)dx = 0.
We have the following result, motivating the introduction of the operation * p : Proposition 6.1. If f ∈ L 2 (ν) and (ψ h ) h>0 is a mollifier for the convolution product * (for h → 0) then f * p ψ h converges to f in L 2 (ν).
Proof.
We have that
and that f √ p ∈ L 2 (Leb), so the result follows from a simple application of a classical result on convolution (see for instance [29, Theorem 2.16] ).
In our next two results, we take ν to have a density p of the form p(x) = exp(−φ(x)) for some infinitely differentiable function φ. In this case, we call φ the potential of p, and the score function ∇ log p of p is −∇p/p = ∇φ. Proposition 6.2. If ν has a density p = exp(−φ) with full support, is infinitely differentiable and ∇φ ∈ L ∞ (ν), then W 1,2 (ν) ⊂ C 1,2 (ν). In addition, if ∇φ ∈ L s (ν) and f ∈ W 1,2 (ν) ∩ L r (ν) for some r ∈ (2, +∞] and s satisfying 2/s + 2/r = 1, then f ∈ C 1,2 (ν).
Proof. Take f ∈ W 1,2 (ν). Note that, by Urysohn's lemma, the set of functions in W 1,2 (ν) that are compactly supported is dense in W 1,2 (ν). We can thus assume, without loss of generality, that f is compactly supported. In this case, if we take a mollifier (ψ h ) h>0 that is made of infinitely differentiable, compactly supported functions ψ h , then, as p is assumed to be infinitely differentiable, the functions f * p ψ h belong to C ∞ c (R d ). Note that such a mollifier indeed exists.
To conclude the proof of the first part of the proposition, we first note that f * p ψ h converges to f in L 2 (ν) when h → 0, by Proposition 6.1. It remains to show that for any i ∈ 1, . . . , d, ∂ i {f * p ψ h } converges to ∂ i f in L 2 (ν). As ∇φ ∈ L ∞ (ν), we also have (f ∂ i φ) ∈ L 2 (ν). Furthermore,
Taking the limit when h → 0 gives that ∂ i f = lim h→0 ∂ i {f * p ψ h } in L 2 (ν). The second part of the proposition follows from the same reasoning, using the fact that the assumptions ∇φ ∈ L s (ν) and f ∈ L r (ν) imply that f ∇φ ∈ L 2 (ν).
When Proposition 6.2 can be invoked, its conclusion can be extended to functions in W 1,2 z (ν), defined in (18) and endowed with its natural norm (18) , if for any i, L 2 (ν i ) ⊂ L 2 (ν). This inclusion holds if cp(x) ≤ p i (x) for some c > 0 and all x with x sufficiently large. We give now a condition for the latter inequality to hold. Proposition 6.3. Assume that ν has a density p(x) = exp(−φ(x)) that has full support, is infinitely differentiable and such that the score ∇φ ∈ L s (ν) for some s ∈ [2, +∞]. Suppose also that there exists a density p 0 (x) = exp(−φ 0 (x)) such that max{p/p 0 ; p 0 /p} ∞ ≤ c 1 for some constant c 1 > 0, or equivalently φ − φ 0 ≤c 1 for some c 1 > 0, and the potential φ 0 is differentiable and there exists a constant c 2 > 0 such that for any index i and any x ∈ R d , |∂ i φ 0 (x)| ≤ c 2 |x i |. Then W 1,2 z (ν) ∩ L r (ν) ⊂ C 1,2 z (ν) whenever 2/s + 2/r = 1. Proof. Note first that it suffices to show that there exists a constant c > 0 such that for all x ∈ R d , cp 0 (x) ≤ p i 0 (x). Then take x ∈ R d with x i ≥ 0, similar arguments applying for the case x i ≤ 0, and note that The conditions given in Proposition 6.3 on p 0 are satisfied, for instance, for a centered Gaussian distribution with diagonal covariance matrix. Gaussian tails are the lighter tails that can be handled, because they saturate the condition |∂ i φ 0 (x)| ≤ c 2 |x i | on the derivative of the potential. But heavier tails are in the scope of Proposition 6.3. For instance, the following potentials
for all α ∈ (0, 2), satisfy the conditions of Proposition 6.3. One may ask how sharp the conditions given in Proposition 6.3 are. On the converse side, as
up(x 1 , ..., x i−1 , u, x i+1 , ..., x d )du,
we have that p i (x)/p(x) = T ν x ¬i (x i ), the Stein kernel (indeed unique in this case) associated to ν x ¬i , the law of X i knowing X j , j = i. Thus Assumption 2.2 holds if, in addition to the conditions of Proposition 6.2, for all x for which x is sufficiently large, T ν x ¬i (x i ) ≥ c > 0. The latter condition is related to tail bounds. More precisely, by identity (19) in [36] , this implies p i (x) ≥ a x ¬i exp (−x 2 i /2c). Under further assumptions, one may also obtain tail bounds for the measures ν x ¬i (see Theorem 16 in [36] ).
