This paper investigates a single parameter adaptive neural network control method for unknown nonlinear systems with bounded external disturbances. A smooth performance function is developed to achieve the transient and steady state of system tracking error that could be constrained in prescribed bounds. The difficulties in dealing with unknown system parameters and disturbances of nonlinear systems are resolved based on the single parameter adaptive neural network control which is proposed to effectively reduce the calculation amount. The theoretical analysis implies that the proposed control scheme makes the closed-loop system uniformly ultimately bounded. Simulation demonstrates that the proposed adaptive controller gives a favorable performance on tracking desired signal and constraining the bounds of tracking error which could be arbitrarily small with appropriate adaptive parameters. Both the theoretical analysis and simulations confirm the effectiveness of the control scheme.
Introduction
Neural networks (NNs) have been widely applied to estimate continuous unknown functions in complex and modeluncertain systems [1] [2] [3] [4] [5] . The primary advantage of NN techniques is that the controller does not require the accurate system information. During the recent researches, adaptive control was commonly used to combine with neural control [6] [7] [8] [9] [10] , in particular with RBF NNs [11] [12] [13] . A direct adaptive controller [11] based on an improved RBF NN was proposed for an omnidirectional mobile robot. In [12] , a model reference adaptive sliding mode using an RBF NN was proposed to control the single-phase active power filter. An adaptive fault-tolerant attitude control method [13] was presented of rigid body using RBF NN.
Although the stabilities of system are guaranteed by using adaptive RBF NN control design techniques and tracking errors of output could converge in the finite time, a desired performance of transient and steady state cannot be easily obtained. However, the transient and steady state performance plays a significant role when some control requirements are raised such as avoiding large overshoot. These requirements stimulate tracking-error-constrained developments such as the barrier Lyapunov function method [14] [15] [16] [17] , adaptive inverse of backlash [18] , and the error transformation method [19] [20] [21] [22] . In order to obtain the prescribed transient and steady state performance, we use a smooth function to regulate constraints in this study.
Recently, we have made some achievements on adaptive NN control [23, 24] and constrained control [25, 26] . In this study, we consider an adaptive NN control for unknown nonlinear systems with tracking error constraints. Our control objective is to develop the controller achieving the desired trajectory tracking and constraining the tracking error acting as our required performance. First, we use a smooth function which could regulate constraints such as the convergence speed, the maximum bounds of overshoot, and transient and steady state of the tracking error. Then, the constrained function is transformed to an unconstrained variable to facilitate the controller design. To proceed, an RBF NN, combined with the single parameter adaptive (SPA) control method, is designed to address the functionunknown issue of the system. The main contributions include the following three aspects:
(1) The system tracking error could be constrained in the required bounds. The transient and steady state, convergence speed, and maximum bound of overshoot of the tracking error could be arbitrarily prescribed and regulated by the parameters of the proposed smooth performance function (2) Generally, NN weight vectors were used as the adaptive parameters in many literatures [27, 28] .
To improve it and decrease the online computation, we design a single parameter adaptive (SPA) control method. We use only one parameter to estimate the norm of weight vector online, shortening the calculated time. Meanwhile, we do not have to consider the structure of weight vector but a single parameter instead, which also simplifies the design of the controller.
(3) The research object is a nonlinear system, with unknown functions as well as external disturbances, which increases difficulties in designing the effective controller. Whereas the proposed controller is concise and the closed-loop system is guaranteed uniformly ultimately bounded A coupled motor drive (CMD) system [29] , generally applied in intelligent robots [30] , is taken for simulation, which displays the favorable tracking performance of output under the designed controller. The effectiveness of the developed scheme is validated, and the convergence rate of the tracking error could be arbitrarily small through selecting the appropriate parameters.
The paper is organized as follows. Section 2 gives the model structure of the SISO nonlinear system, and then the performance function is also proposed. Section 3 presents an ideal controller. A single parameter adaptive neural network control method is introduced in Section 4, where the stability of the closed-loop system and the favorable performance of the control scheme are all guaranteed. Numerical results are shown in Section 5 to illustrate the effectiveness of the control scheme. Finally, the conclusion is presented in Section 6.
System Description and Preliminaries
Consider a class of unknown single-input single-output unknown nonlinear system as follows:
T ∈ R n , u ∈ R, and y ∈ R are, respectively, the state, input, and output of the system; f x and b x denote unknown nonlinear smooth functions; and d t represents the unknown disturbance bounded as d t ≤ d 1 , where d 1 is a positive constant. As all values of actual physical quantities in (1) are limited, x lies in a subset Φ ∈ R n . The control goal is designing the control input u such that the output y could track the desired trajectory y d and the tracking error e t = y − y d acts as our required performance. For the second purpose, we first define a smooth function as
where μ 0 , μ ∞ , and l are positive constants and μ ∞ < μ 0 . Meanwhile, an asymmetric hyperbolic tangent function T ξ is defined as follows:
where 0 ≤ σ ≤ 1 is a design constant and ξ is the transformed error variable. Obviously, T ξ possesses the following properties:
We define the following equation:
From (2), (3), and (5), we conclude that when e 0 ≥ 0, it yields −σμ t < e t < μ t , 6
and when e 0 < 0, we obtain −μ t < e t < σμ t 7
Remark 1. The smooth function μ t defined in (2) is designed as the guidance of the tracking error e such that the performance of e is constrained and complies with the performance of μ t . To be specific, the constant μ ∞ denotes the upper bound of e at the steady state, and the constant l represents the decreasing rate of μ t , i.e., the bound of prescribed convergence speed of e, assuming that e 0 < μ 0 . In addition, σμ 0 is the bound of the required maximum overshoot.
Remark 2. T ξ is an error transforming function for obtaining an unconstrained tracking error ξ from the constrained system (5), and T ξ is a smooth and increasing function.
Complexity
As the properties of T ξ , we could get the inverse function of T ξ as follows:
where ξ ∈ L ∞ and the tracking error e is constrained in the set:
Thus, if we guarantee ξ bounded ∀t ≥ 0, we can realize the fact that y tracks the desired trajectory y d and the tracking error e acts as our prescribed performance. In addition, the required performance of the system output is regulated by the appropriate choice of μ t and σ.
Define the filtered error function s as
where
Hurwitz. Then, we could confirm that ξ is bounded if we guarantee the convergence of the filtered error function s [31] . Thus, the transient and steady state, convergence speed, and maximum bound of overshoot of the tracking error could be arbitrarily prescribed constrained and regulated by the parameters of the proposed smooth performance function. 
where v is the term containing the following known variables:
, and the unknown term
Assumption 2. The sign of b x is knowable and b x > 0, ∀x ∈ Φ. It is assumed that b x > 0. As the fact of ∂T −1 / ∂ e t /μ t 1/ μ t > 0, we have F > 0.
Assumption 3. It could be found a smooth function
Remark 3. The restrictions of Assumptions 2 and 3 are actually the same as the ones in the literature [27] . Many robotic systems, including CMD system in this paper, possess the properties as those of Assumptions 2 and 3.
Design of Ideal Controller
To design ideal controllerû, we assume that the unknown functions f x and b x are known and d t = 0.
Theorem 1.
Given the system (1), Assumptions 1-3, the ideal controller is developed bŷ
where δ is a positive parameter. Then, we have lim t→∞ s = 0.
Proof 1. Substituting u =û into (11), we get
Define a Lyapunov candidate as V ′ = 1/2F s 2 , then differentiating it with respect to time yields
According to the Lyapunov theorem, we obtain lim t→∞ s = 0.
From (14), we can conclude that the smaller δ is, the bigger convergence rate will be. Owning to the unknown functions f x and b x ,û is also unknown. Then, NN will be applied to develop the actual controller u in the following section.
Design of Actual Controller
We rewrite the ideal controller (12) to the following form, in which the ideal controllerû is regarded as a function:
where the subset Φ ψ is expressed as
It is well known that continuous functions could be approximated by a linear combination of Gaussians. Because 3 Complexity û is continuous on Φ ψ in (15) , it has an ideal NN weight vector W as follows:
where ϖ ε denotes the approximation error as ϖ ε ≤ ϖ 0 , ϖ 0 > 0, and h ψ denotes the radial-basis function vector as
where ψ ∈ R n+2 represents the input vector; n + 2 denotes input neural nets number in the input layer; m is hidden neural nets number in the hidden layer; h j is commonly used Gaussian function; A j = a j , a j , ⋯, a j T ∈ R n+2 ; and a ∈ R m and b j ∈ R, respectively, denote the vector of the center of the receptive field and the width of Gaussian function.
Assumption 4.
There is a bound of ideal weight vector W such that
where w max is a positive constant.
Then, a constant is introduced to improve the control scheme as
Remark 4. As in Assumption 4, ϕ is also bounded.
Remark 5. ϕ is an unknown positive constant because of W being unknown.
We define ϕ as the estimate of ϕ, then the estimate error is denoted as ϕ = ϕ − ϕ. Then, the SPA control technique will be introduced to effectively reduce the calculation amount. We use only one parameter ϕ to estimate the norm of weight vector W online, instead of the estimate of a vector W, which could considerably decrease the online computation. Meanwhile, we do not have to consider the structure of W but a single parameter ϕ instead, which also simplifies the design of the controller. It is one of the main contributions in our study.
First, we propose the controller as follows:
Substituting (21) into (11) yields
From (17), we rewrite (22) by adding and subtracting Fû ψ simultaneously as
and substituting (12) into (23), we get
In order to validate all the states of system stabilizing in the compact subset Φ, we propose the following theorem.
Theorem 2.
On account of system (1) and Assumptions 1-4, with the SPA RBF NN controller (21) , and the adaptive law:
where γ, κ > 0, the tracking error e t is uniformly ultimately bounded in the compact subset Φ for t → ∞ and can be arbitrarily small by using the appropriate parameter μ ∞ . Moreover, the output y = x 1 in system (1) will track y d acting as our required performance.
Proof 2. A Lyapunov function candidate is defined as follows:
Taking the time derivatives of (26), and from (24), we obtain
Noting the following inequalities:
and from ϖ ε ≤ ϖ 0 , d f t ≤ d 0 , and Assumption 3, we have
Considering (25) and (26), we get
Lemma 1 (see [32] 
Solving the inequality (33) with Lemma 1, we obtain
From the definition of V, we obtain
According to (30) , and
From (37), we conclude that the filtered error function s is bounded such that lim t→∞ s ≤ 2F b β/α, ∀t ≥ 0, i.e., bounded in the set S = s ∈ R s ≤ 2F b β/α . According to (37), the upper bound of s can be arbitrarily small which depends on the appropriate parameters α and β. α and β are related to the parameters δ, η, and γ. Obviously, the increases in γ and η or decrease in δ will bring down the upper bound. Moreover, from the definitions of (2), (3), (5), and (10), we conclude that unconstrained tracking error ξ is bounded, indicating the tracking error e t is uniformly ultimately bounded and constrained in the compact subset E = e ∈ R e t < μ ∞ for t → ∞. Hence, the two control objectives that y tracks the desired trajectory y d and the tracking error e = y − y d acts as our required performance are achieved. Furthermore, the suitable choice of μ t and σ leads to a favorable performance of the system output.
Simulation Results
In this section, a CMD system is applied to demonstrate the effectiveness of the proposed technique. The schematic of 5 Complexity the CMD system is displayed in Figure 1 , and the dynamics is given by
where J d and J l denote the inertias of drive and load system, respectively; θ 1 and θ 2 represent the drive angle position and load angle position, respectively; c 11 and c 12 are the rotary damping on drive and load; T d denotes the input torque; d′ t is the unknown disturbance on drive; g r = r l r pl / r p2 r d is the gear ratio; and k = 2k l r 2 l is the torsional spring constant.
We set x 1 = θ 2 as the system output, and u = T d the input, then we could rewrite the dynamics (38) as follows:
After elimination of the term θ 1 in (39), and setting the time derivatives x 1 = x 2 , x 2 = x 3 , and x 3 = x 4 , we could obtain the following form as system (1):
As n = 4, and from (10) In simulation, a three-layer network 6-9-1 is applied. We choose the input vector as ψ = x 1 x 2 x 3 x 4 v s T . In order to guarantee RBF vector h be effective, we should make the inputs of RBF be within the effective mapping of Gaussian membership function, which indicates that the center vector a and width value b j should be designed within the effective range of the inputs. In this practical system, we could choose a = 10 × −2 −1 5 −1 −0 5 0 0 5 1 1 5 2 and b = 10. The proposed scheme is exhibited in Figure 2 .
The simulation results are displayed in Figures 3-5 . We choose different parameters to illustrate the performance of proposed controller. In Figure 3 , the parameters in the controller (21) and adaptive law (25) are chosen as δ = 0 5, γ = 10, and η = 5. The prescribed steady state of the tracking error is given by μ ∞ = 0 1, the parameter of convergence rate l = 1 and the overshoot zero such that σ = 0. It is observed that in Figure 3 , the tracking error is constrained by the smooth function μ t and along with it. In Figure 4 , we increase the convergence rate such that l = 1 5, and decrease the steady state of the tracking error such that μ ∞ = 0 01, although the parameters δ, γ, and η are the same as the values in Figure 3 . Then, we further change the parameters in Figure 5 as δ = 0 05, γ = 100, and η = 50, but not regulate μ ∞ and l. It can be seen that From the comparison, we validate that the smooth function μ t can effectively constrain the tracking error to act as our required performance. The suitable choice of μ t and σ leads to a favorable performance of output. Meanwhile, the smaller δ and larger γ and η will accelerate the convergence rate of the closed-loop system and the tracking error could be arbitrarily small. Simulations illustrate the effectiveness of the proposed scheme.
Conclusion
A tracking-error-constrained controller is proposed in this study for a class of unknown nonlinear systems with external disturbances. We develop the controller to achieve that the system tracking error acts as our required performance. The ideal controller with unknown smooth functions is designed to obtain the actual one using a single parameter RBF NN adaptive control method. The developed adaptive 7 Complexity control law guarantees the stability of the closed-loop system via the theoretical analysis. The simulations illustrate a favorable tracking performance, and the tracking error could be arbitrarily small by selecting the appropriate parameters.
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