Abstract. A conjecture of Manin predicts the distribution of K-rational points on certain algebraic varieties defined over a number field K. In recent years, a method using universal torsors has been successfully applied to several hard special cases of Manin's conjecture over the field Q. Combining this method with techniques developed by Schanuel, we give a proof of Manin's conjecture over arbitrary number fields for the singular cubic surface S given by the equation x 3 0 = x 1 x 2 x 3 .
Introduction
We consider the cubic surface S ⊆ P 3 defined over any number field K by the equation x 3 0 = x 1 x 2 x 3 . It is toric, has three singular points (0 : 1 : 0 : 0), (0 : 0 : 1 : 0), (0 : 0 : 0 : 1), and contains three lines L i := {x 0 = x i = 0}, for i ∈ {1, 2, 3}. The set S(K) of K-rational points on S is infinite.
The Weil height of x = (x 0 : x 1 : x 2 : x 3 ) ∈ P 3 (K) is defined by
Here, M (K) is the set of places of K, the absolute values | · | ν are normalized such that they extend the usual absolute values on Q, and d ν is the local degree [K ν : Q p ], if ν extends the place p of Q.
It is well known that there are only finitely many points of bounded height in P 3 (K), so it makes sense to study the number of K-rational points on S of height bounded by B, as B tends to infinity. A generalization of a conjecture by Manin [18, 3] , applied to our case, links the asymptotic behavior of this quantity to geometric features of S, provided that we exclude the points lying on the lines L i . Indeed, the number of K-rational points of bounded height on these lines dominates the number of K-rational points on the rest of S, whereas much of the geometric information about S would be lost when considering just the lines.
Therefore, we denote by U the complement of the three lines in S and define the counting function N (B) := |{x ∈ U (K) | H(x) ≤ B}|.
Here, U (K) is the set of K-rational points on U . The above-mentioned generalization of Manin's conjecture [18, 3] to Fano varieties with at worst canonical singularities predicts in this case that N (B) ∼ cB(log B) 6 , with a positive leading constant c = c S,K,H . A conjectural interpretation of the leading constant in Manin's conjecture was given by Peyre [23] and extended to Fano varieties with at worst canonical singularities by Batyrev and Tschinkel [3] . When writing "Manin's conjecture", we implicitly include the conjecture about the leading constant. Manin's conjecture has been proved for smooth toric varieties over arbitrary number fields by Batyrev and Tschinkel [2] , studying the height zeta function with the help of Fourier analysis. In [3] they explain how this result can be applied to prove Manin's conjecture for our singular surface S. Similar methods work for other varieties that are equivariant compactifications of certain algebraic groups (e.g. [12] ).
Salberger [24] gave a new proof of Manin's conjecture for split toric varieties over the field Q of rational numbers by a fundamentally different approach using universal torsors. These were first introduced by Colliot-Thélène and Sansuc [14, 15] to study the Hasse principle. In the context of Manin's conjecture, the basic idea is to find a parametrization of the rational points on the variety under consideration that makes it feasible to count them by analytic number theory.
Based on Salberger's ideas, proofs were found for several hard special cases of Manin's conjecture over Q, to which the methods of Batyrev and Tschinkel can not be applied (e.g. [1, 5, 6, 7, 8, 11, 10, 21] ). For our surface S, independent proofs of Manin's conjecture over Q were given by de la Bretèche [4] , Fouvry [17] , Salberger [24] , Heath-Brown and Moroz [19] , and de la Bretèche and Swinnerton-Dyer [9] , with the help of such parametrizations. The best error terms have been obtained in [4, 9] .
In a first attempt to generalize universal torsor techniques to number fields other than Q, Derenthal and Janda [16] modified the approach by Heath-Brown and Moroz [19] and successfully applied it to the case of imaginary quadratic number fields of class number 1.
In this article, we combine the method of Derenthal and Janda with ideas developed by Schanuel [25] and apply it to arbitrary number fields. To the author's best knowledge, this is the first example of universal torsor techniques applied to a special case of Manin's conjecture over general number fields, aside from Schanuel's result for P n . Hopefully, similar approaches will lead to results for non-toric varieties.
Before we state the theorem, let us fix some notation: By ∆ K , h K , R K , and ω K , we denote the discriminant, class number, regulator, and number of roots of unity of K. Moreover, r and s denote the number of real and complex places of K, and q := r + s − 1. We write O K for the ring of integers of K and Na for the absolute norm of the nonzero fractional ideal a of K.
Theorem 1. For every number field K, we have
for B ≥ e. Here, the implicit O-constant depends on K, and
where the product runs over all nonzero prime ideals p of O K .
1.1. The leading constant. Let us check the leading constant c K in Theorem 1 against the expected one. According to [3, Section 3.4,
Step 4], it should have the form
where γ K −1 (U ) is the volume of a certain polytope depending only on U , δ K −1 (U ) is a cohomological invariant, and τ K −1 (U ) is a generalized version of the Tamagawa number introduced by Peyre [23] for smooth Fano varieties. Derenthal and Janda [16, Section 3] computed these constants for our U over arbitrary number fields K, using a minimal desingularizationS of S constructed by blow-ups of P 2 in six rational points: We have δ K −1 (U ) = 1, and, as already given in [3, Section 5.3], γ K −1 (U ) = 1/36. The Tamagawa number τ K −1 (U ) is an adelic invariant given as a product of local densities with certain convergence factors
For the Archimedean densities, we have
The non-Archimedean density at the place ν corresponding to the prime ideal p of O K is given by
Putting this together, we see that the constant c K in Theorem 1 is as expected.
More notation.
The ideal class of a nonzero fractional ideal a of K is denoted by [a] . We write P K for the group of nonzero principal fractional ideals of K. We denote the real embeddings by σ 1 , . . ., σ r : K → R and the complex embeddings by σ r+1 , σ r+1 , . . ., σ r+s , σ r+s : K → C. The component-wise continuation of σ i to K n is also denoted by σ i . If ν is the place corresponding to σ i then we put
We fix, once and for all, a system of fundamental units of O K , and denote by F the multiplicative subgroup of K × generated by this system. Then F is a free Abelian group of rank q, and the unit group O × K is the direct product O × K = µ K F , where µ K is the group of roots of unity in K.
Moreover, we fix, once and for all, a system C of integral representatives for the ideal classes of O K , that is a set of h K nonzero ideals of O K , one from every ideal class.
Passing to a universal torsor
In this section, we find a parametrization of the rational points of bounded height on U by (almost) integral points on an open subset of A 9 K , subject to some height-and coprimality conditions, and up to a certain action of (O × K ) 7 . This parametrization has the merit that, due to the coprimality conditions, the nonArchimedean parts of the height conditions are trivial.
Over Q and imaginary quadratic number fields, the action of (O × K ) 7 makes no problems, since then O × K is finite. In general, that is not the case; this is one of the main difficulties which we have to overcome.
While we will use purely number-theoretic arguments, it should be mentioned that the open subset of A 9 is a universal torsor over S, and that our construction is motivated by geometric considerations (see [16] ). The choice of indices might seem slightly counter-intuitive at the beginning. It is, however, closely related to those geometric considerations and will lead to a rather symmetric result. ).
We will also consider Ψ 0 as a rational map P
Whenever indices j, k, l appear in an expression, this expression is understood to hold for all (j, k, l) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)} =: A.
and such that the following coprimality conditions hold: 
Then the a jk , a k , a lk are nonzero ideals of O K and (2.2) holds, since (b j , b
k a lk and (b l , b j ) = a j a kj . One readily verifies that the left-hand side in conditions (2.3) -(2.6), (2.9), (2.10) 
Now assume that (2.2) holds, with given nonzero ideals a k , a jk , a lk satisfying the coprimality conditions (2.3) -(2.11). These conditions imply that (b j , b k ) = a k a lk , and furthermore (b j /(a k a lk ), b k ) = a k . Thus, the a k ,a lk are as in (2.12). Clearly, this holds as well for the a jk , and uniqueness is proved.
The last assertion is again a direct consequence of (2.3) -(2.11). The coprimality conditions (2.3) -(2.11) can be expressed in a more convenient way: Let G = (V, E) be the graph with vertex set V := {1, 2, 3, 12, 21, 23, 32, 31, 13} and edge set E := {{k, jk}, {k, lk}, {kl, lk} | (j, k, l) ∈ A}. 
with J(x) = C. This representative is unique up to scalar multiplication by units in O × K . We apply Lemma 2.1 to the principal ideals b j := x jk O K and obtain
, and define y 12 , y 23 , y 31 ∈ K × by the equations (2.14) By what we have shown above, relations (2.14) define a surjective mapping φ :
If y ∈ M C and φ(y) = (x 23 : x 31 : x 12 ) with x jk as in (2.14) then
By Lemma 2.1, we have J(x 23 , x 31 , x 12 ) = C, and the a v (and thus as well the C v ) are uniquely determined by the x jk O K . In particular, the sets M C , C ∈ C 7 , are pairwise disjoint. Moreover, (x 23 , x 31 , x 12 ) and the y v , v ∈ V , are determined by φ(y) up to multiplication by units. Therefore, φ(y) = φ(z) if and only if there are
By eliminating the ζ jk , we see that φ(y) = φ(z) if and only if y and z are in the same orbit of the action ⊙ of (O
where
In what follows, it will be more convenient to work with the free Abelian subgroup
K orbits under the action of F 7 . Let R be a system of representatives for the orbits of (K × ) 9 under the action of
The benefits of our construction become apparent in the height condition. With x = (x 23 , x 31 , x 12 ) as in (2.14), we have ψ 0 (x) = y Therefore,
A straightforward computation using y v = a v C v and (2.13) shows that
13 . By our construction, ψ(y) satisfies the equation ψ(y) 3 . Since this holds as well for all conjugates, the maximum is always one of |ψ(y)
The results of this section can be summarized as follows. (2.17) . Then M C ∩ R(B) is finite for all B > 0, C ∈ C 7 , and
A system of representatives for the orbits. We construct a system R of representatives for the orbits of (K × ) 9 under the action ⊙ of F 7 given by (2.16).
Lemma 2.3. Let α 1 , α 2 , α 3 ∈ F and consider the system of equations
is not a cube in F then this system has no solutions.
(ii) If α 1 α 2 α 3 = ξ 3 with ξ ∈ F then the solutions are given by
which proves (i).
Now assume that α 1 α 2 α 3 = ξ 3 for some ξ ∈ F . Then ξ is unique since F is free Abelian. Direct computations verify that the values given in (ii) are solutions.
Given any solution (ζ, ζ 1 , ζ 2 , ζ 3 ) of (2.18), let δ := ζ 1 . Then (2.19) with j = 1 shows that ζ has the desired form. Similar computations using (2.19) with j = 2 and j = 3 prove that ζ 2 and ζ 3 are as desired.
Let H be the subgroup of (
3 be a system of representatives for the orbits of
under the action of F by scalar multiplication, and let 
are those satisfying is a cube in F , so ζ, ζ 1 , ζ 2 , ζ 3 are of the form given in Lemma 2.3, (ii), for δ ∈ F . There is exactly one δ ∈ F such that the corresponding ζ 1 , ζ 2 , ζ 3 satisfy (ζ 1 y 1 , ζ 2 y 2 , ζ 3 y 3 ) ∈ R 1 . Hence, there is exactly one ζ ∈ F 7 with ζ ⊙ y ∈ R.
Lemma 2.5. Let R ⊆ K × be a system of representatives for K × /F , and let R F ⊆ F be a system of representatives for F /{ξ 3 | ξ ∈ F }. Then
is a system of representatives for
Proof. Clearly, ρ∈RF ρR is a system of representatives for We choose the system R = R 1 × R 2 as in Lemma 2.4, where R 1 is any system of representatives for the diagonal action of F on (K × ) 3 , and R 2 is as in Lemma 2.5.
Proof of Theorem 1
This section is a generalization of [16, Section 5] . We reduce Theorem 1 to a central lemma (Lemma 3.1), whose proof will take up the rest of the article. We assume that K is of degree d ≥ 2. Over Q, one would need to replace Lemma 5.2 by a slightly more intricate argument to make the sum over the error terms converge, for which we refer to [19] .
7 be fixed. We investigate the quantity |M C ∩ R(u C B)| from Proposition 2.2. We can write
Möbius inversion for all the coprimality conditions in (2.13) yields We estimate this sum by the following lemma. Its proof is central to this article and will be given in Section 5. 
3) R 1 := v∈V r v , and R 2 := max
kj , for jk ∈ {12, 23, 31}, so
Since the C, C j , C kj are members of the fixed finite set C, their absolute norms are bounded from below and above by positive constants depending only on K. With this and Lemma 3.1, we obtain
whenever B ≥ e/u C . Otherwise, the error term dominates the main term. Let
We will see in Lemma 3.2 that these sums converge under our assumption that d ≥ 2. Since the sum defining ρ converges, (3.1) and (3.2) yield
3.2. Computation of the constant. We notice that the above expression for |M C ∩ R(u C B)| does not depend on C ∈ C 7 . Therefore, Proposition 2.2 implies
Theorem 1 is an immediate consequence of the following lemma. 
Proof. The proof is a straightforward generalization of the one in [16, Section 5 ]. An obvious modification of the argument given there shows that the Euler factor of ρ corresponding to a prime ideal p of O K is 1 + O(Np −(6d−5)/(3d) ), so the sum defining ρ is convergent whenever d ≥ 2. Since ω ≤ ρ, the sum defining ω converges as well.
Let A(x) be the polynomial defined in [16, Section 5] , and A p the Euler factor of ω corresponding to p. Then we have A p = A(Np (i) Let Λ ⊆ R n be a lattice. Then 
. The number of lattice points in such a ball is finite and can be bounded independently from z. Therefore,
Summing (4.1) and (4.2) over all C and Φ yields (i) and (ii).
4.1.
Counting lattice points. We will need to count lattice points in certain bounded subsets of R n for lattices Λ ⊆ R n of the form
where each Λ i is a lattice in R ni and n 1 + · · · + n r = n. Then we have det(Λ) = det(Λ 1 ) · · · det(Λ r ), and the successive minima (with respect to the unit ball) of Λ are just the successive minima of Λ 1 , . . ., Λ r . Several authors (e.g. [13, 22] ) provide counting results where the first successive minimum is reflected in the error term, by making an argument from [20, Chapter VI, Theorem 2] explicit. For our application, we need the error term to reflect information about all the lattices Λ i , which is accomplished with the help of a theorem by Widmer. 
For k = 0, the expression in the maximum is to be understood as 1. Furthermore, one can choose c 0 (n) = n 3n 2 /2 .
Let λ i1 ≤ · · · ≤ λ ini be the successive minima of Λ i , and assume that the Λ i are ordered in such a way that λ 11 ≤ λ 21 ≤ · · · ≤ λ r1 holds. Corollary 4.3. Let Λ and Λ i be as above, and let B ⊆ R n be a bounded set with boundary ∂B ∈ Lip(n, M, L). Then B is measurable and
Proof. We use Theorem 4.2. Let λ 1 ≤ · · · ≤ λ n be the successive minima of Λ, that is, the λ ij in correct order. Clearly,
where i 0 is chosen such that λ i0ni 0 = λ n . The last expression is at most
Lemma 4.4. Let Λ and Λ i be as above, and let B ⊆ R n be contained in a zerocentered ball of radius R. Assume, moreover, that ∂B ∈ Lip(n, M, L), and that the following property holds for all x ∈ B:
If we write x = (x 1 , . . . , x r ) with x i ∈ R ni then x i = 0 for all i.
Then B is measurable and, for all T ≥ 0, we have
Proof. By Theorem 4.2, B is measurable. We start with the case where T R < λ r1 . Suppose that a = (a 1 , . . . , a r ) ∈ T B ∩ Λ. Then a r = 0 by (4.3). Therefore, |a| ≥ |a r | ≥ λ r1 > T R, so a / ∈ T B, a contradiction. Hence, |T B ∩ Λ| = 0. Denote by V 1 the volume of a ball of radius 1 in R n . Then Vol B ≤ R n V 1 . We denote the successive minima of Λ again by λ 1 , . . ., λ n . By Minkowski's second theorem we have
. Now assume T R ≥ λ r1 . Clearly, Vol(T B) = T n Vol B and ∂(T B) ∈ Lip(n, M, T L). To finish the proof, we use Corollary 4.3 and observe that
The basic sets.
Here, we describe the sets B to which Lemma 4.4 will be applied. These sets have been introduced by Schanuel [25] and in a more general context by Masser and Vaaler [22] . Our notation is similar to the one in [22] . When talking about lattices, volumes, etc., we identify C with R 2 . Let Σ be the hyperplane in R r+s where x 1 + · · · + x r+s = 0. It is well known that the map l : Then F (∞) is a system of representatives for the orbits of the additive action of
Since F ⊆ Σ and
The set S n F (∞) is defined similarly. Here are some basic properties of S n F (T ):
Properties (i), (ii) follow directly from the definition, and (iii), (iv) are immediate consequences of [22, Lemma 3, Lemma 4]. Strictly speaking, the case n = 1 is not covered by [22] , but the proofs remain correct without change. We need a slightly modified version: Define
Then (i) -(iv) hold as well for S n * F (T ). This is clear for (i), (ii), (iv). For (iii), let
is bounded and X is a union of finitely many proper subspaces, we
Proof of Lemma 3.1
Whenever we use Vinogradov's ≪ notation, the implicit constant may depend on K. Let us start by summing over y 1 , y 2 , y 3 , for fixed y jk , y kj . Write 
For y j ∈ a j , we obtain 
Proof. For d = 1, the lemma is trivial, so we assume
Since τ is a linear automorphism of determinant t 
The lemma follows upon noticing that |N (α)| ≥ Na.
Lemma 5.2. Given constants C ij > 0, for i ∈ {1, . . . , r + s} and j ∈ {1, 2, 3}, let
r+s,j . Let a 1 , a 2 , a 3 = {0} be fractional ideals of K, and R 1 a system of representatives for the orbits of (K × ) 3 under the action of F by scalar multiplication. Define
Then M 1 (T ) is finite and
Proof. We notice that |M 1 (T )| does not depend on the choice of R 1 , since both a 1 × a 2 × a 3 and the height condition are invariant under scalar multiplication of (y 1 , y 2 , y 3 ) by units. Hence, it is enough to prove the lemma with a specific choice of R 1 , which we construct below. Let σ : K 3 → R 3r × C 3s be the embedding given by σ(y) = (σ i (y)) r+s i=1 . For i ∈ {1, . . . , r + s}, let φ i be the linear automorphism of
, and let φ : R 3r × C 3s → R 3r × C 3s be the automorphism obtained by applying the φ i component-wise.
With S 3 * F (T ) as in (4.4), we define R 1 as the set of all y ∈ (K × ) 3 such that φ • σ(y) ∈ S 3 * F (∞). Then R 1 is a system of representatives for the orbits of (K × ) 3 under the action of F by scalar multiplication. Indeed, for any y ∈ (K × ) 3 and ζ ∈ F , we have
and F (∞) is a system of representatives for the orbits of the additive action of l(F ) on R r+s . Let Λ := φ • σ (a 1 × a 2 × a 3 ) . Then Λ is a lattice in R 3r × C 3s , and φ • σ induces a one-to-one correspondence between M 1 (T ) and Λ ∩ S 3 *
To simplify the notation, we change the order of coordinates by (z 11 , z 12 , z 13 , . . . , z r+s,1 , z r+s,2 , z r+s,3 ) → (z 11 , . . . , z r+s,1 , . . . , z 13 , . . . , z r+s,3 ).
This way, R 3r × C 3s becomes (R r × C s ) 3 , and Λ becomes
where σ : K → R r × C s is the standard embedding given by σ(y) = (σ i (y)) r i=1 and τ j (z 1 , . . . , z r+s ) := (C 1j z 1 , . . . , C r+s,j z r+s ).
Let λ j be the first successive minimum of Λ j . By Lemma 5.1, we have
The lemma now follows from (5.2), Lemma 4.4 and the facts from 4.2.
The inner sum in (5.1) is exactly |M 1 (T )| in Lemma 5.2, with
Then (5.1) and Lemma 5.2 imply
Recall that the Na v are bounded from below by a positive constant c depending only on K. This implies, for example,
for some constant c 2 ≥ 1 depending only on K.
5.2.
The error term. With R 2 as in Lemma 2.5, the term R(B, (a v ) v ) has the form
Both R and ρR are systems of representatives for K × /F , so they contain exactly ω K generators for every nonzero principal fractional ideal of K. Let H v be the principal fractional ideal H v = y v O K . The norm condition and the summand in the inner sum depend only on (H v ) v∈V ′ . Therefore, the sum does not depend on ρ. Since |R F | = 3 q ≪ 1, we obtain
O K and use (5.6), (5.7) to bound this sum by
Let us denote the above sum by R 1 (B, (a v ) v ). What follows is a rather straightforward generalization of arguments used by Heath-Brown and Moroz [19] and Derenthal and Janda [16] . By symmetry, we may assume that the maximum in the summand is taken for j = 1. This allows us to bound
where u := c 2 BN(H 21 H 31 ) −2 and d is the divisor function for nonzero ideals.
Proof. This is a straightforward generalization of [16, Lemma 4] . The proof uses Abel's summation formula and the well known fact that
In the following computation, the sums run over nonzero ideals of O K . Using Lemma 5.3, we obtain
Therefore,
Having estimated R 1 (B, (a v ) v ) and thus R(B, (a v ) v ), we obtain from (5.5):
5.3. The main term. Just as before, we have
with a constant c 3 ≥ 1 depending only on K. We replace y v by t v y v and obtain
Again, the inner sum does not depend on the sets of representatives t v R, t v ρR for K × /F . Thus,
where R is any system of representatives for K × /F . Let σ : K → R r × C s be the standard embedding, and let S 1 F (T ) be defined as in 4.2. We choose R to be the set of all y ∈ K × with σ(y) ∈ S 1 F (∞). This is indeed a set of representatives for K × /F : For any y ∈ K × , ζ ∈ F , we have
and F (∞) is a system of representatives for the orbits of the additive action of l(F ) on R r+s . We will first consider the sum
Then M (B) is bounded for all B. Let Λ be the lattice in (R r × C s ) 6 defined by
By the component-wise extension of σ to K 6 , we obtain
.
We identify C with R 2 and estimate this sum by an integral. Let
Lemma 5.4. We have 
Similarly,
To this end, we define
We need to prove that (5.17) 
by Lemma 5.3. Moreover, we write
with a n := |{z ∈ σ(b w ) ∩ S 1 F (∞) | N (z) = n, (5.18) or (5.19) holds for z}|. We will apply the Abel sum formula, so we need to understand
and let D w be the d-dimensional interval (5.24) .19) holds) . Therefore, any such z is contained in A 1 (T ) ∪ A 2 (T ), where
and
With ( 
For every v ∈ V ′ and every z ∈ R d satisfying (5.12), there is a unique λ v (z) ∈ σ(b v ) with (5.13) such that z ∈ F ′ v (λ v (z)). In a similar way as above, we define
′ . With this and (5.15), we obtain
We need to prove that (5.27) 2 Integration by parts for the Stieltjes integral on the right-hand side suggests that we need to find a suitable bound for F (T ). Clearly, 
The last integral is computed at the end of [19] .
We define 
