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Capítulo 1
Introducción
Los modelos matemáticos de sistemas son de gran importancia en el ámbito
científico-técnico y, de entre otras muchas, pueden destacarse las siguientes
aplicaciones (Hunt, 1989):
• Cuantificación de las características rnás relevantes del comportamiento
de un sistema. En estos casos, el modelo se emplea para inferir propie-
dades más generales y sus implicaciones.
• Predicción del comportamiento futuro de un sistema. Esta utilización es
muy importante en áreas como economia y control de procesos.
• Diseño de sistemas de control por aplicación de técnicas analíticas que
requieren un modelo del sistema a controlar sobre el cual trabajar.
• Diagnóstico de fallos en sistemas complejos. En estas aplicaciones el he-
cho de que el comportamiento medido sobre el sistema real sea significati-
vamente diferente del comportamiento del modelo puede ser considerado
como un indicio de mal funcionamiento del sistema real.
• Simulación de sistemas y entrenamiento de operadores. Este tipo de
aplicaciones permite el estudio y análisis de situaciones anómalas que no
pueden ser tratadas sobre sistemas reales.
Existen dos enfoques fundamentales en la construcción de un modelo ma-
temático: a partir de un conocimiento previo sobre el sistema o por el análisis
de datos experimentales obtenidos del sistema. Estos dos enfoques se conocen,
respectivamente, como modelado e identificación:
1
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Modelado: En este enfoque los mecanismos internos de funcionamiento del
sistema son conocidos y puede construirse un modelo a partir de las leyes
físicas que lo gobiernan.
Identificación: A diferencia del enfoque anterior, las leyes físicas no son co-
nocidas y se debe construir el modelo matemático a partir de datos ex-
perimentales obtenidos del sistema real. Según Eykhoff (Eykhoff, 1974)
se entiende por identificación la determinación, en base a las entradas-
salidas, de un sistema dentro de una clase específica de sistemas a la cual
el sistema estudiado es equivalente. ;
Estas dos vertientes, en general, se emplean de forma conjunta para la
construcción de modelos puesto que se complementan adecuadamente.
Entrando de forma más profunda en el tema de identificación, que es el que
se desea tratar en esta tesis, se puede decir que las técnicas de construcción de
un modelo matemático a partir de datos medidos constan, en general, de los
siguientes pasos:
1. Diseño del experimento: Es necesario que la entrada al sistema duran-
te la toma de datos tenga un espectro plano en la banda pasante del
sistema para asegurar que todos los modos propios del sistema son ex-
citados dando una señal de salida con suficiente información como para
caracterizar la dinámica del sistema.
2. Elección de la estructura del modelo: Este es un paso previo a las tareas
de experimentación y debe tener en cuenta la complejidad del proceso
real y de la estimación de parámetros, así como el uso final que se desee
dar al modelo.
3. Estimación de parámetros: Una vez que se tiene la estructura del modelo
y los datos experimentales, el paso siguiente es encontrar los parámetros
del modelo que dan la respuesta más cercana a la experimental. Los
métodos más comunes de estimación de parámetros están basados en un
enfoque de optimización, donde el mejor conjunto de parámetros es aquél
que hace que la respuesta del modelo sea la más cercana a la real según
un criterio o función de coste.
4. Validación del modelo: Tras completarse los pasos anteriores es necesario
asegurar que la respuesta del modelo es conforme a la que se obtendría
del sistema real. Si no se cumple este requisito se debe iterar efectuando
cambios tanto en la estructura del modelo como en las condiciones expe-
rimentales y la estimación de parámetros. Este paso, como puede verse,
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convierte el proceso de identificación en un procedimiento de carácter
iterativo.
Asimismo, las técnicas de identificación pueden subdividirse en dos grandes
clases:
• Fuera de línea: En este caso los datos son recogidos tomando medidas
durante la experimentación y, una vez terminada ésta, se procesan para
producir el modelo.
• En linea: En este caso se emplea un algoritmo o método de actuali-
zación de parámetros de tipo recursivo que procesa los datos tal como
son producidos por el sistema real. Esta técnica se emplea, principal-
mente, en control adaptative y en aplicaciones de tiempo real cuando la
dinámica del proceso debe ser monitorizada de forma continua.
1.1 Planteamiento del problema
El planteamiento que se seguirá en esta tesis se basa en representaciones de
tiempo continuo en el espacio de estado. En especial, se considerará que la
dinámica de la planta evoluciona en tiempo continuo y que las leyes adaptativas
de ajuste de los parámetros de los modelos lo harán de forma continua también.
Este enfoque no es el más usual en la literatura actual sobre identificación
de sistemas dinámicos mediante redes neuronales, véase (Narendra & Partha-
sarathy, 1990) (Narendra $¿ Parthasarathy, 1991), puesto que en estos casos se
usa el enfoque de tiempo discreto debido a la facilidad de uso de las llamadas
baterías de retrasos, tanto en las entradas como en las salidas del modelo. No
obstante, usar tiempo discreto en el estudio de problemas de identificación de
sistemas dinámicos no lineales presenta algunas desventajas, entre ellas, que la
discretización de sistemas de tiempo continuo no lineales da lugar a modelos de
tiempo discreto mucho más complicados y casi imposibles de tratar de forma
analítica (Nijmeijer & van der Schaft, 1990). Este aumento de complejidad
puede plasmarse, por ejemplo, en que al discretizar un sistema de tiempo con-
tinuo afín en las entradas se genera un sistema de tiempo discreto que no lo
es. Por todo ello, parece mucho más recomendable efectuar la identificación
y el diseño de controladores en tiempo continuo y, posteriormente, estudiar el
efecto del período de muestreo sobre el comportamiento dinámico del sistema.
Este enfoque está justificado si se piensa que en un futuro más bien cer-
cano se dispondrá de realizaciones hardware que implementaran arquitecturas
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analógicas de redes neuronales recurrentes (Anguita et al., 1991; Chua & Yang,
1988b; Chua & Yang, 1988a; Lazzaro & Mead, 1989; DeWeerth et al., 1991).
El trabajo de la tesis se extiende en tres direcciones interrelacionadas, pero
con interés y entidad propia por separado:
• Desarrollo y estudio de una arquitectura de red neuronal recurrente para
tareas de identificación. En esta línea se plantea un modelo de identifi-
cación con estructura de red neuronal con dinámica aditiva afín en los
parámetros y en las entradas. Esta red neuronal, descrita en el espacio de
estado, incluye dinámica interna en cada uno de los nodos que la com-
ponen y éstos se hallan completamente interconectados (Kelly, 1990).
Como ecuación de salida del modelo se toma una combinación lineal de
los estados de la red neuronal. Una vez planteado el modelo a utilizar
se efectúa un estudio de estabilidad absoluta mediante el uso de técnicas
frecuenciales. Este último apartado permite abundar en el conocimiento
de la dinámica de los modelos y orientar cualitativamente su posterior
utilización en las tareas de identificación.
Un hecho importante a resaltar es que toda esta línea se basa en las
capacidades de aproximación de las redes neuronales sobre una gran clase
de funciones, tanto estáticas como dinámicas, como puede comprobarse
en los trabajos (Polycarpou & loannou, 1991; Ito, 1991; Kreinovich,
1991).
• Estudio de los métodos y algoritmos de adaptación para los modelos de
identificación. Esta línea trata del estudio de los métodos para llevar a
cabo la identificación paramétrica de los modelos desarrollados en la línea
anterior. Los métodos y algoritmos de ajuste continuo de los parámetros
de los modelos deberían tener una implementación y una operación lo su-
ficientemente robustas como para permitir su aplicación real. Esta parte
se basa en técnicas de análisis de sensibilidad (Frank, 1978; Wierzbicki,
1984), teoría de Lyapunov (Polycarpou & loannou, 1991), métodos de
optimización (Pearlmutter, 1990) y de control óptimo (Bryson &; Ho,
1969) y técnicas de inmersión invariante (Bellman &: Wing, 1992).
• Evaluación de los modelos y métodos de adaptación desarrollados frente a
sistemas con no linealidades estándar. Los modelos y métodos de adap-
tación desarrollados en las dos líneas de trabajo anteriores se evalúan
por simulación frente a sistemas dinámicos que incluyan no linealidades
típicas de los sistemas reales como, por ejemplo: zonas muertas, satura-
ciones, etc. y datos de sistemas reales. Esta tarea constituye una prueba
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significativa del buen funcionamiento de la clase de modelos elegida y los
algoritmos de ajuste de parámetros desarrollados en la tesis.
1.2 Motivación
Como se ha comentado en el inicio del capítulo, la identificación de sistemas
es de gran importancia puesto que supone adquirir el comportamiento de un
sistema real mediante una formulación matemática. Esto posibilita, poste-
riormente, el análisis y estudio fuera de línea de ese sistema y, finalmente, el
desarrollo de elementos que modifiquen el comportamiento original a fin de
satisfacer unas necesidades o especificaciones de operación concretas.
En particular, y desde el punto de vista de la Automática, la necesidad de
modelos que describan el comportamiento dinámico de los sistemas reales es
crucial para efectuar el diseño de compensadores para los mismos. Normal-
mente, y dado el estado de la teoría de control, en aplicaciones tecnológicas
se hace uso de técnicas lineales y, por tanto, los modelos que se desarrollan
son de comportamiento lineal basados en la teoría de identificación de siste-
mas lineales. En este punto, es justo decir que para un alto porcentaje de
sistemas reales un enfoque de identificación y control lineal es más que sufi-
ciente en vista de las especificaciones que se desean. A lo sumo, y a la vista de
las limitaciones de los modelos lineales, se genera una batería de modelos de
identificación estructuralmente iguales pero paramétricamente diferentes para
hacer uso, posteriormente, de las técnicas de control robusto que, en general,
son herramientas matemáticas de carácter lineal.
Únicamente en casos especiales, los modelos lineales de sistemas son insufi-
cientes para realizar un diseño de controlador que cumpla las especificaciones.
Estos casos pueden corresponder a sistemas con unas dinámicas altamente no
lineales y grandes anchos de banda. Entonces, sí que es necesario desarrollar
modelos y metodologías de identificación no lineales a fin de capturar aquellos
aspectos que con sus homólogos lineales no se podría. Y es en esta línea, y
con este punto de vista, que se desarrolla el trabajo de esta tesis, aportando
su contenido al conjunto de modelos y técnicas no lineales desarrollados en los
últimos cuarenta años.
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1.3 Objetivo y alcance de la tesis
El objetivo de la tesis es el siguiente:
Desarrollar una clase de modelos de identificación de sistemas ba-
sada en estructuras de tipo conexionista, así como métodos y al-
goritmos de adaptación en línea de los parámetros de esta clase
de modelos, teniendo como fuente de información las observaciones
de entrada y salida que se obtienen del funcionamiento del sistema
real.
La clase de modelos elegida tiene las características siguientes:
• La estructura de los modelos es dinámica, es decir, están dotados de
elementos dinámicos internos en cada uno de los nodos que los componen.
• Las ecuaciones de la dinámica de los modelos evolucionan en tiempo
continuo.
• La descripción de los modelos se efectúa en el espacio de estado, de tal
forma que queden formulados como un sistema de ecuaciones diferencia-
les ordinarias.
• La dinámica interna de cada uno de los nodos es de tipo aditivo.
Todas estas características son escogidas pensando en que el uso posterior que
se puede hacer de los modelos es desarrollar controladores para el sistema real
bajo estudio. Asimismo, a fin de profundizar en el conocimiento del tipo de
modelos a emplear se realiza un estudio de su estabilidad absoluta a fin de
encontrar condiciones suficientes para ella.
Los algoritmos o métodos de adaptación de parámetros que se desarrollan
trabajan en tiempo continuo y en línea partiendo de modelos no configura-
dos previamente. Estos algoritmos son desarrollados usando las dos posibles
grandes vias de ataque al problema: en primer lugar, el uso de métodos de
optimización que dan lugar, de forma natural, a soluciones que funcionan en
línea;y en segundo lugar, la utilización de métodos de cálculo variacional que,
aunque de forma natural dan lugar a soluciones fuera de línea, son comple-
mentados a fin de obtener soluciones en línea.
Desde el punto de vista práctico y dada la complejidad de las soluciones del
problema de identificación, se desarrollan un conjunto de utilidades de cálculo
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simbólico que permiten tanto la manipulación de las ecuaciones que forman
la solución del problema como la generación automática del código necesario
para obtener su solución numérica. En el desarrollo de estas herramientas se
tiene en cuenta la reducción, en lo posible, de la carga computacional necesaria
para resolver el problema.
Todos los elementos citados anteriormente son experimentados en algunos
problemas de identificación a fin de validar su comportamiento cuidando que
alguno de los casos consista en datos pertenecientes a un sistema real. Es
necesario destacar que lo relevante del trabajo es la solución de un problema,
por otro lado solucionable de muy diversos modos mediante técnicas ya cono-
cidas, con una clase de modelos y unos procedimientos de identificación que
permiten el uso posterior de ésta para efectuar el desarrollo de controladores,
por ejemplo, mediante métodos geométricos de la teoría de control.
1.4 Antecedentes
Los antecedentes al trabajo que se lleva a cabo en esta tesis cabe buscarlos
en dos grandes áreas: en primer lugar, el área de modelado e identificación
de sistemas; y en segundo lugar, el área que trata de la aplicación de modelos
y métodos conexionistas (redes neuronales) a la identificación y control de
sistemas dinámicos, que actualmente presenta un desarrollo muy importante.
1.4.1 Identificación de sistemas por métodos clásicos
Los trabajos en el área de modelado e identificación de sistemas se enmar-
can, de forma general, en las siguientes clases (Schoukens & Pintelon, 1991;
Söderström & Stoica, 1989; Eykhoff, 1974; Ljung, 1987):
Algoritmos y métodos lineales fuera de línea: engloban los casos en los
que la experimentación y el procesado de los datos recogidos para cons-
truir el modelo se realizan de forma secuencial. Entre la gran variedad
de algoritmos posibles pueden citarse los siguientes:
1. Métodos no paramétricos: Estos métodos de identificación se ca-
racterizan porque los modelos resultantes son funciones o curvas y
no pueden ser expresados en función de un vector de parámetros de
dimensión finita. Dentro de este grupo pueden citarse:
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(a) Análisis transitorio
(b) Análisis frecuencial
(c) Análisis de correlación
(d) Análisis espectral
2. Métodos paramétricos: A diferencia del grupo anterior, los modelos
resultantes del proceso de identificación contienen la información
relevante acerca de la dinámica del proceso real en un vector de
parámetros de dimensión finita. Pueden destacarse los siguientes
métodos: :
(a) Regresión lineal
(b) Métodos de predicción del error:
i. Mínimos cuadrados ;
ii. Mínimos cuadrados generalizados
 :
iii. Métodos basados en la estimación de la verosimilitud máxima
de los parámetros de los modelos (Maximum Likelihood Es-
timation).
(c) Métodos de variable instrumental
(d) Métodos de identificación parámetrica basados en análisis fre-
cuencial
Algoritmos y métodos lineales en línea (o recursivos): Caracterizados
por llevar a cabo la recogida de datos y el procesado de los mismos de
forma simultánea, lo que permite su uso en aplicaciones de control adap-
tative y de tiempo real. Entre ellos destacan:
1. Método recursivo 1 de los mínimos cuadrados
2. Método recursivo de predicción del error
3. Método recursivo de la variable instrumental
Algoritmos y métodos para modelos no lineales: Estos métodos se ca-
racterizan por llevar a cabo el ajuste de parámetros de modelos de iden-
tificación no lineales (a diferencia de los métodos enunciados en los dos
puntos anteriores). Esta clase de métodos se halla en un estadio de desa-
rrollo bajo frente al caso de modelos lineales y es el ámbito donde el uso de
modelos conexionistas puede suponer una aportación sustancial (Ljung,
1991). Pueden destacarse de entre los métodos clásicos (Haber & Un-
behauen, 1990):
la literatura sobre identificación de sistemas el término recursivo se emplea como
sinónimo de en línea (on-line)
1.4 Antecedentes
1. Métodos de quasilinealización (Kalaba & Spingarn, 1982)
2. Métodos basados en análisis de sensibilidad (Eykhoff, 1974)
3. Métodos y modelos orientados a bloques:
(a) Modelos de Volterra
(b) Modelos de Wiener - Hammerstein
4. Métodos y modelos en cascada
5. Métodos y modelos semilineales con parámetros dependientes de
una señal
6. Métodos y modelos lineales en los parámetros (NARMAX) (Koren-
berg &; Paarrnann, 1991; Mathews, 1991)
7. Métodos y modelos autoorganizativos, como por ejemplo el Group
Method of Data Handling (GMDH) (Farlow, 1984)
Seguimiento (tracking) de sistemas variables con el tiempo: Dentro de
esta clase de métodos y modelos existen tanto algoritmos con entidad
propia, como modificaciones de algunos de los citados anteriormente. El
punto más importante es asegurar la estabilidad y convergencia del con-
junto "modelo más algoritmo de identificación más sistema", cuando éste
varía rápidamente (Ljung & Gunnarsson, 1990; Benveniste et a/., 1990).
Diseño de las señales de entrada: Los trabajos dentro de este área tratan
el tema del diseño de la señal de entrada a inyectar al sistema durante
la experimentación, a fin de poner de relieve de la forma más eficiente
posible las características de la dinámica del sistema a identificar. De
entre los posibles métodos destacan:
1. Diseño óptimo en el dominio del tiempo (Schoukens &: Pintelon,
1991; Kalaba & Spingarn, 1982)
2. Diseño óptimo en el dominio de la frecuencia (Schoukens & Pintelon,
1991; Kalaba & Spingarn, 1982)
3. Señales de test del tipo ruido binario generalizado (GBN) (Tulleken,
1990)
Todos los métodos y algoritmos citados en los puntos anteriores hacen re-
ferencia, según los casos, a identificación de sistemas en lazo abierto o en lazo
cerrado. Hay que poner de manifiesto que este último caso presenta una ma-
yor complejidad puesto que entre la señal de entrada del sistema y la señal de
salida existe una correlación muy acentuada que viene motivada por el lazo de
realimentación.
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Es necesario comentar que la mayoría de los desarrollos efectuados en iden-
tificación de sistemas se han llevado a cabo para modelos lineales, en los que
se han asegurado características como la convergencia de los parámetros hacia
los valores correctos, la convergencia del error de identificación hacia cero y
la estabilidad del conjunto formado por la planta, el modelo y el mecanismo
de ajuste de parámetros (Ljung & Gunnarsson, 1990; Benveniste et al., 1990;
Sastry & Bodson, 1989).
1.4.2 Aplicación de las redes neuronales a la identifica-
ción y control de sistemas
La aplicación de métodos conexionistas al área de identificación y control de
sistemas dinámicos puede considerarse como un paso natural en la teoría de
control puesto que suponen un intento de aportar nuevas soluciones a las tres
grandes necesidades históricas de la Automática (Antsaklis, 1990):
• trabajar con sistemas cada vez más complejos
• satisfacer requerimientos de diseño cada vez más exigentes
• y cumplir el punto anterior de forma adecuada con un conocimiento
anticipado de la planta y de su entorno cada vez menos preciso.
Esto se fundamenta en dos de las capacidades más importantes de los métodos
conexionistas: la capacidad de aprender (típicamente basada en la minimi-
zación de una función de coste adecuada (Narendra & Parthasarathy, 1990)
(Narendra &: Parthasarathy, 1991)) y el buen comportamiento en la aproxima-
ción de funciones no lineales (Sanner &; Slotine, 1991b; Polycarpou &: loannou,
1991). Estas características se ven apoyadas en otras, como por ejemplo: el
paralelismo masivo y la tolerancia a fallos, que podrán aprovecharse de for-
ma completa cuando existan realizaciones analógicas hardware de uso comer-
cial (Anguita et a/., 1991; DeWeerth et a/., 1991).
Si se considera que el área de aplicación de métodos conexionistas al con-
trol de procesos está subdividida en las subáreas de identificación, control y
actividades complementarias al control; pueden citarse, entre otros muchos,
los trabajos que aparecen a continuación.
Identificación: En la actualidad, la mayor parte de los trabajos en identifi-
cación de sistemas mediante redes neuronales están basados en modelos
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del tipo red neuronal feedforward con aprendizaje por retropropagación
del error (backpropagatiorì), o variaciones más eficientes de este algorit-
mo. Estos métodos han sido aplicados a procesos reales y han mostrado
un comportamiento adecuado en las tareas de identificación (Bhat et a/.,
1990; Weerasooriya & El-Sharkawi, 1991; Loke & Cembrano, 1994; Ruiz
& Torras, 1995; Cembrano et al., 1997). Es importante hacer notar que
la mayor parte de ellos usan modelos estáticos de tiempo discreto que
capturan la dinámica del proceso real mediante el uso de líneas de retar-
dos en las entradas y salidas del modelo (Miller et al., 1990; Narendra
fe Parthasarathy, 1990). No obstante, en la identificación de sistemas
dinámicos complejos pueden aparecer ciertos inconvenientes asociados a
este tipo de modelos como, por ejemplo, dificultades para seleccionar el
número necesario de retardos y, en algunos casos, predicciones pobres
en operación en línea después de haberse efectuado el aprendizaje fuera
de línea (Pearlmutter, 1995; Hunt et al., 1992). Para evitar estas li-
mitaciones se han empleado redes neuronales recurrentes con dinámica
interna (Qin et al, 1992; Sastry et ai, 1994; Parios et a/., 1994; Piche,
1994), pero una característica común de estos trabajos es que trabajan
en tiempo discreto dando lugar a modelos de tiempo discreto del sistema
real de tiempo continuo. Este hecho da lugar a una gran dependencia
del período de muestreo usado en el procedimiento y no aporta informa-
ción sobre las trayectorias del modelo en los instantes de tiempo entre
dos muestras consecutivas. Además, el soporte teórico para el posterior
desarrollo de controladores para estos modelos es actualmente bastante
bajo.
Todo ello, lleva a la necesidad de completar los desarrollos actuales (San-
ner & Slotine, 1991a; Sanner & Slotine, 1991b; Sato, 1990) en la iden-
tificación en línea de procesos reales mediante modelos neuronales de
tiempo continuo con dinámica aditiva.
Control: Esta es el área que ha despertado mayor interés y que registra el
mayor número de publicaciones. Los primeros trabajos planteaban arqui-
tecturas de control con redes multicapa feedforward con aprendizaje su-
pervisado usando backpropagation, sirvan de ejemplo los trabajos (Psaltis
et ai, 1988; Chen, 1990; Nguyen & Widrow, 1990). No obstante, es-
tos primeros trabajos eran propuestas teóricas o aplicaciones de carácter
académico y, no es hasta un par de años después cuando empiezan a apa-
recer publicaciones con ejemplos de aplicación mucho más industriales,
como por ejemplo (Wu et al., 1992).
Conforme ha ido madurando el tema, se ha perfilado una interrelación
y un trasvase de ideas entre las áreas de control adaptative no lineal y
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de control mediante métodos conexionistas, que ha llevado a plantear
arquitecturas neuronales similares a las estándar (control adaptative por
modelo de referencia y estructuras autosintonizadas) (Narendra & Part-
hasarathy, 1990; Narendra & Parthasarathy, 1991), y a emplear métodos
de trabajo propios de la teoría de control adaptative y control no lineal
(Polycarpou & loannou, 1991; Sanner & Slotine, 1991b). Es importante
también la incorporación de ideas de programación dinámica para llevar
a cabo la adaptación en línea de los controladores conexionistas (Barto
et a/., 1991).
Es necesario destacar, también, los trabajos que hacen uso de arquitectu-
ras conexionistas recurrentes (Guez et al., 1988; Kosko, 1992) y especiales
(ART) (Kumar & Guez, 1991).
Actividades complementarias al control: En esté área se integran los tra-
bajos que, no perteneciendo de forma directa a ,1a teoría de control, son
de gran importancia en la implementación real de sistemas de control
de procesos. Entre otros, pueden destacarse las aplicaciones a la detec-
ción de fallos en sensores instalados en sistemas de control (Naidu et ai,
1990), al filtrado e interpretación de alarmas en sistemas de distribu-
ción de energía eléctrica (Chan, 1990) y a la conversión de numerico a
simbólico para llevar a cabo un control de estas características sobre el
proceso (Passino et al., 1990).
Por otro lado, es necesario comentar que las redes neuronales se han aplicado
también en la predicción de series temporales en áreas como la economía (Var-
fis & Versino, 1990a; Varfis & Versino, 1990b) y los servicios (Griñó, 1991), con
resultados iguales o mejores que los obtenidos con métodos clásicos como, por
ejemplo, Box-Jenkins (Tang et al., 1991). Asimismo, cuando los métodos cone-
xionistas se han empleado para la predicción de series temporales altamente no
lineales, o incluso caóticas, los resultados obtenidos han sido muy buenos (Wei-
gend et al., 1990). Paralelamente, se han efectuado desarrollos teóricos en el
área de aproximación (Ito, 1991; Sontag, 1989; Hartman et ai, 1990) y en la
cuantificación del número de nodos necesarios para aproximar correctamente
determinadas funciones (Sanner & Slotine, 1991b; Sontag, 1990).
1.5 Metodología
Aunque en un principio, y gracias al trabajo de Norbert Wiener, las teorías
de control, de información y de redes neuronales se veían como una sola bajo
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el nombre de Cibernética este planteamiento no se ha mantenido a lo largo
del tiempo. De hecho, se ha producido una divergencia entre las tres que ha
generado una jerga y una notación propias de cada una, a pesar de algunos
intentos de unificación, como por ejemplo los trabajos de Tsypkin (Tsypkin,
1971; Tsypkin, 1973) que aplicaban aprendizaje y adaptación al control y al
análisis de patrones.
No obstante, tras los distintos formalismos existen muchas nociones y técnicas
comunes. Concretamente, entre la teoría de control y la teoría de redes neu-
ronales, se pueden encontrar puntos de coincidencia como los ilustrados en la
figura 1.1 (Hunt et a/., 1992). Como puede observarse, bastantes técnicas co-
munes son llamadas de forma absolutamente diferente según el área de trabajo
aunque la solución o el tratamiento son los mismos puesto que las herramientas
que se utilizan son únicas.
Este enfoque unificador se refleja en el trabajo de tesis. Se ha puesto espe-
cial énfasis en tratar con herramientas y visión de la teoría de control las redes
neuronales que se usan, desde el punto de vista de control, para identificar un
sistema y, desde el punto de vista de la teoría de redes neuronales, para apren-
der un determinado comportamiento. En particular, la clase de modelos de
identificación se formula de forma compacta usando productos de Kronecker,
técnica habitual en teoría de sistemas. Asimismo, el estudio de estabilidad de
los modelos se efectúa mediante el uso de métodos frecuenciales.
Los métodos de adaptación de parámetros se desarrollan también desde el
punto de vista de la teoría de control usando herramientas matemáticas que le
son propias. Así, el método basado en descenso por gradiente utiliza el análisis
de sensibilidad para calcular una aproximación válida para el gradiente. Por
otra parte, el método basado en cálculo variacional e inmersión invariante
emplea técnicas habituales en las formulaciones de control óptimo.
Todos los desarrollos efectuados son puestos en operación mediante simu-
lación numérica, a través de la generación simbólica automática del código
necesario. Este procedimiento permite eliminar numerosas fuentes de error y
a la vez acelerar el desarrollo de nuevos modelos codificados de forma óptima
en cuanto a tiempo de ejecución, con lo que se reduce notablemente el ciclo de
experimentación.
Finalmente, el diseño de las señales de excitación de los sistemas a identi-
ficar y el estudio de los resultados experimentales también sigue la operativa
estándar en identificación de sistemas.
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Procesos técnicos
\ l
CONTROL
Sistemas adaptatives
Modelos no lineales •*•
Teoría de sistemas
realimentados
Teoría de sistemas
no lineales
Biología
Psicología
Fisiología
REDES NEURONALES
Ap. supervisado
•Ap. por reforzamiento
- Ap. no supervisado
-*• Redes feedforward
Redes recurrentes
Figura 1.1: Relación entre la teoría de control y la teoría de redes neuronales
(Adaptada de (Hunt et a/., 1992)).
1.6 Contenido de la tesis 15
1.6 Contenido de la tesis
La tesis está dividida en seis capítulos. Tras este capítulo de introducción,
en el que se ha presentado el problema a resolver, el objetivo de la tesis,
los antecedentes existentes en el tema y la metodología seguida, la tesis está
estructurada de la siguiente manera.
En el capítulo 2 se describe, en primer lugar, el problema general de iden-
tificación de sistemas. Seguidamente, se tratan los paradigmas de aprendizaje
en redes neuronales y, a continuación, se describe la clase de modelos cone-
xionistas que se utilizará, mostrando su estructura interna. Sigue un estudio
de la estabilidad absoluta, usando herramientas del dominio frecuencial, de la
clase de modelos de identificación propuesta. El capítulo finaliza estableciendo
la estructura de identificación que se sigue a lo largo de toda la tesis.
Los capítulos 3 y 4 están dedicados al desarrollo de técnicas de adaptación
en línea de los parámetros de la clase de modelos descrita en el capítulo dos.
En el capítulo 3 se desarrolla un método de aprendizaje basado en técnicas
de minimización por gradiente de la función de error y análisis de sensibilidad
del modelo de identificación. En esta metodología se emplea una notación
compacta que permite visualizar mucho mejor la técnica empleada. Asimismo,
se discute la influencia sobre el comportamiento global de ciertos parámetros
ajustables presentes en las ecuaciones de adaptación.
En el capítulo 4 se aborda el tema del aprendizaje de valores adecuados para
los parámetros del sistema desde un punto de vista diferente al del capítulo
anterior. Concretamente, se usan técnicas de control óptimo, que dan lugar a
una solución del problema fuera de línea, y se modifica ésta mediante inmersión
invariante para conseguir una solución en línea. Así como en el capítulo 3 la
notación empleada alivia notablemente la complejidad de los .desarrollos y se
efectúa también una discusión sobre el efecto de determinados parámetros
libres en las ecuaciones de la solución.
En el capítulo 5 se trata la implementación de las técnicas desarrolladas y se
muestra su aplicación a algunos de los casos de experimentación numérica. En
particular, se describe la metodología de generación automática de los modelos
y las ecuaciones asociadas a ellos necesarias para efectuar la identificación en
línea. A continuación, se presentan los resultados obtenidos en la identifica-
ción en línea de algunas plantas a partir de datos simulados y reales: en primer
lugar, y en simulación, unos sistemas de segundo orden dotados de no lineali-
dades estándar y, en segundo lugar, datos reales pertenecientes a la operación
de un grupo hidroeléctrico de la compañía eléctrica ENHER.
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El capítulo 6 consta de dos secciones: la primera resume las principales apor-
taciones realizadas en este trabajo, y la segunda describe una serie de temas
que pueden ser considerados trabajos futuros dentro de esta línea, tratando de
esbozar en cada uno de ellos el posible camino a seguir.
Finalmente, se incluyen tres apéndices que incluyen aspectos complementa-
rios y de notación necesarios para el mejor seguimiento de la tesis. El apéndice
A muestra de forma resumida la formulación de productos de Kronecker y
algunos enunciados de análisis matricial relevantes para los desarrollos efec-
tuados en el cuerpo principal de la tesis. El apéndice B describe de forma
resumida lo que se entiende por condiciones de transversalidad en los desarro-
llos de control óptimo; temática ésta utilizada en el desarrollo efectuado en el
capítulo 4. Por último, el apéndice C presenta, de forma breve, las señales de
excitación más comunes y enuncia las características más importantes de las
secuencias binarias pseudoaleatorias que se han tomado como señal básica de
excitación de los sistemas en esta tesis.
Capítulo 2
Modelos Conexionistas y
Estructura de Identificación
En este capítulo se aborda la definición y estudio de la clase de modelos que
se utiliza en la identificación, abundando en sus características de comporta-
miento, y se describe la estructura de identificación propuesta en la tesis.
En concreto, tras una primera sección que enuncia, en una forma muy gene-
ral, el problema de identificación de sistemas se tratan, en la segunda sección,
los paradigmas de aprendizaje en redes neuronales y los problemas tipo que
aparecen cuando se trabaja con secuencias temporales. En la tercera sección
se define y describe la arquitectura de la clase de modelos conexionistas que
se utilizará en las tareas de identificación efectuándose un comentario acerca
de las posibles saturaciones en las señales internas de los modelos. La cuarta
sección trata la estabilidad absoluta de la clase de modelos propuesta desa-
rrollándose una serie de condiciones suficientes. Finalmente, la quinta sección
describe la estructura de identificación que se utiliza en los siguientes capítulos.
2.1 Problema general de identificación de sis-
temas
El problema general de identificación se ilustra en la figura 2.1. La solución del
problema de identificación parametri ca, o lo que es equivalente, del aprendizaje
de un determinado comportamiento dinámico consiste en la determinación del
vector de parámetros desconocido p ( t ) de las ecuaciones del modelo con el cual
queremos representar el proceso real.
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Y '
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medida
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t
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Vector de parámetros
no conocido
Figura 2.1: Problema general de identificación de sistemas
De esta forma, el aprendizaje de un determinado modelo es equivalente a
realizar una estimación de los parámetros de este modelo a partir del com-
portamiento real del proceso a modelar. Existe además, otra componente
incógnita que consiste en la estructura de las ecuaciones que integran el mo-
delo. En las técnicas clásicas, y mayormente en las que se aplican a modelos
lineales, esta incógnita se plasma en el orden del modelo; en el caso de modelos
no lineales, hace referencia a la estructura de las ecuaciones en su conjunto.
En el caso particular que nos ocupa, los modelos conexionistas, la estructura
que se tomará, descrita en el apartado 2.3, presenta unas buenas capacidades
aproximativas (Funahashi & Nakamura, 1993; Albertini & Sontag, 1993).
2.2 Tipos de aprendizaje en redes neuronales
e identificación de sistemas
2.2.1 Paradigmas de aprendizaje en redes neuronales
Desde el punto de vista del tipo y calidad de la información suministrada a la
red neuronal para efectuar el aprendizaje existen tres paradigmas:
Aprendizaje no supervisado: En este caso el objetivo a aprender no se
especifica en forma de ejemplos correctos, sino que se espera que la red
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neuronal cree las categorías adecuadas en función de las entradas a las
que es sometida. Este paradigma es el menos informado puesto que en
ningún momento se especifican las salidas deseadas.
Aprendizaje por reforzamiento: En este paradigma, a diferencia del an-
terior, existe una realimentación cualitativa de la calidad de funciona-
miento de la red neuronal en la forma de una variable que marca si la
salida es o no correcta, pero que no da información acerca de cual es la
salida deseada. Dicho de otra manera, el aprendizaje por reforzamiento
sería la aplicación de una política de premio-castigo.
Aprendizaje supervisado: Este tipo de aprendizaje es el más informado,
puesto que se proporciona a la red neuronal el valor de la salida de-
seada y, por tanto, el error que se genera presenta unas características
vectoriales: su módulo nos informa de la bondad de la salida generada
y la dirección nos muestra hacia donde nos equivocamos y, en su caso,
cual es la dirección que se debe tomar a fin de reducirlo. El aprendizaje
supervisado se denomina algunas veces aprendizaje con profesor porque
externamente se está proporcionando la respuesta correcta a fin de calcu-
lar el error.
En cierta forma, se podría considerar que el aprendizaje por reforzamiento
es un caso particular del aprendizaje supervisado en el cual se ha perdido la
información de dirección y se ha simplificado la información de módulo.
En la tesis se trabaja únicamente con el paradigma de aprendizaje supervi-
sado puesto que es la forma natural de trabajar en identificación de sistemas
por métodos de caja negra: la información de las salidas deseadas es proporcio-
nada por el sistema que se desea identificar. Este aspecto supone una ventaja
importante en el sentido de que se trabaja con el paradigma más informa-
do y que, por otro lado, permite efectuar un planteamiento del problema de
aprendizaje bien condicionado (funciones C°°) para el desarrollo de la solución.
2.2.2 Tipos de problemas en el aprendizaje de secuen-
cias
El problema de aprender una secuencia temporal se ha categorizado en el con-
texto de los métodos conexionistas en las siguientes tareas que están ordenadas
por nivel de complejidad (Hertz et ai, 1991):
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Reconocimiento de secuencias: En esta tarea se desea producir un patrón
de salida específico cuando una determinada secuencia de entrada se
introduce en la red neuronal. Es decir, a una entrada con temporalidad
implícita se le asigna una única salida, no una secuencia; o sea, se está
efectuando una clasificación de las secuencias de entrada.
Este tipo de funcionamiento puede conseguirse a través del uso de redes
neuronales con baterías de retrasos en las entradas y también con redes
neuronales parcialmente recurrentes como, por ejemplo, las redes del tipo
propuesto por Elman (Elman, 1988).
Reproducción de secuencias: En este tipo de tarea la red neuronal debe ser
capaz de generar el resto de una secuencia cuando ya ha visto una parte
de ella, es decir, realiza algo parecido a una autoasociación de patrones
extendida en el tiempo. Una aplicación puede ser la predicción de los
valores futuros a partir del actual y los pasados en una serie temporal.
Este problema, utilizando el léxico de teoría de control, constituye un
subconjunto del problema de identificación de sistemas, puesto que el
hecho de no tener entradas es equivalente a suponerlas constantes durante
la operación.
Esta tarea de aprendizaje puede abordarse a través del uso de redes
neuronales con baterías de retrasos, como por ejemplo en (Griñó, 1991)
donde se lleva a cabo la predicción del consumo diario de agua en una
zona de la ciudad de Barcelona, p con redes neuronales parcialmente o
totalmente recurrentes.
Asociación temporal: Esta es la tarea más general que nos puede aparecer
en el tratamiento de secuencias temporales e incluye a las dos anteriores.
Consiste en producir una secuencia de salida específica cuando se intro-
duce en el modelo conexionista una determinada secuencia de entrada.
De hecho, es la expansión a un contexto temporal de la heteroasociación
de patrones característica de las redes multicapa estáticas.
El problema de identificación de sistemas, que motiva el trabajo de esta
tesis, se enmarca dentro del tercer tipo de aprendizaje de secuencias: la aso-
ciación temporal. En particular, los modelos conexionistas deben ser capaces
de generar una aproximación lo suficientemente buena de las señales de salida
del sistema real correspondientes a las entradas utilizadas. Como se observa,
esta tarea es la que presenta una mayor complejidad.
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2.3 Arquitectura de los modelos conexionistas
utilizados
El término red neuronal se ha aplicado a múltiples cosas en los últimos años,
como por ejemplo: elementos hardware, aglomerados de células nerviosas, pro-
gramas de computador, algoritmos matemáticos, etc. En este trabajo este
término se emplea como sinónimo de un sistema dinámico 1 no lineal que guar-
da cierta semejanza estructural con los modelos simplificados de los agregados
de células nerviosas.
En realidad, las neuronas biológicas presentan un comportamiento tan com-
plicado que es difícil realizar su análisis matemático. A pesar de ello, existen
modelos de reconocida solvencia para una sola neurona, como por ejemplo, el
modelo de Hodgkin-Huxley. No obstante, cuando lo que se prentende analizar
es el comportamiento de agrupaciones de neuronas no se tienen aún modelos
validados, y en general se trabaja con modelos que consideran el comporta-
miento de cada una de las neuronas que conforman la red de forma muy simple.
Esto implica que se puede hacer uso de las redes así construidas para tareas
de carácter práctico, por ejemplo identificar sistemas, pero a la vez desde el
punto de vista biológico aparecen como juguetes poco parecidos a la realidad
biológica.
Sin embargo, el presente trabajo se abstrae de las implicaciones biológicas
que puedan aparecer por la nomenclatura y considera a las redes neuronales
como sistemas dinámicos de elevada complejidad y configurabilidad que permi-
ten llevar a cabo las tareas de identificación de sistemas propuestas. Por tanto,
una red neuronal con los pesos fijos (equivalente a parámetros constantes) se
considera como un sistema dinámico de tipo general: dado el valor inicial de
las activaciones (variables de estado) de todos los nodos y la trayectoria de
entradas a la red para todo tiempo mayor que el tiempo inicial, la trayectoria
de las activaciones de la red queda determinada. A este modo de operación
se le denomina dinámica de activación, y vendría a ser, salvando una inmensa
distancia, equivalente a la acción de "pensar" de un ente biológico.
Asociado a este sistema dinámico, habrá otro que se encargará de efectuar
las modificaciones en los pesos (parámetros) de la red neuronal a fin de ajus-
tar su comportamiento a lo deseado. Este sistema se denomina dinámica de
aprendizaje, y puede ser asociado, como antes salvando la distancia, a la acción
de aprender de un ente biológico.
^xpresable como un sistema de ecuaciones diferenciales ordinarias de primer orden.
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Estos dos sistemas dinámicos forman lo que se entiende por red neuronal con
mecanismo de aprendizaje y hay que hacer notar que presenta dos velocidades
distintas: la dinámica de activación es de evolución mucho más rápida que la
dinámica de aprendizaje. Este hecho puede asimilarse a las acciones "pensar"y
"aprender" que se dan en los organismos inteligentes únicamente en cuanto a
la rapidez con que se desarrollan estas actividades.
2.3.1 Características requeridas a los modelos de iden-
tificación
Los sistemas físicos reales presentan, en mayor o menor medida, componentes
de comportamiento no lineal, por ello la clase de modelos que se desarrolla
tiene que cumplir, entre otros, los siguientes requisitos;:
• Debe ser capaz de capturar dinámicas no lineales, y por ello su estructura
debe ser no lineal. Cumpliendo esta condición, la forma concreta del
modelo puede ser variable en complejidad, siendo lo más recomendable
escoger estructuras con buenas capacidades aproximativas. Los modelos
conexionistas poseen estas capacidades.
• Las salidas del modelo deben ser de rango amplio y si es posible, ilimitado
(sobre IR), ya que de esta forma las salidas predichas no saturan por la
estructura del modelo, sino porque la configuración de sus parámetros
así lo indica para ajustar lo más adecuadamente las salidas del sistema
real que se está identificando.
• La influencia de las entradas debe ser variable en la estructura del mo-
delo, puesto que de esta manera se le dota de una mayor riqueza en su
dinámica y se evita la presencia de saturaciones en las entradas al apli-
car señales de excitación adecuadas a los rangos de operación del proceso
real.
• Los parámetros del modelo deben aparecer de forma lineal ya que esto
permite emplear técnicas de ajuste de parámetros de menor complejidad
y utilizar las herramientas matemáticas desarrolladas para esta clase de
sistemas. También es interesante notar que las estructuras lineales en
los parámetros presentan un "nivel" de no linealidad más bajo que los
sistemas en los que los parámetros intervienen de forma no lineal, y esto
es adecuado para la mayoría de los procesos industriales.
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2.3.2 Elementos básicos
El elemento de proceso básico de una arquitectura conexionista es el nodo tam-
bién llamado, por analogía con la neurofisiologia, neurona. Desde un punto de
vista general, el modelo básico de nodo (ver figura 2.2) consta de los siguientes
elementos:
1. Un sumador ponderado.
2. Un sistema dinámico lineal SISO.2
3. Una función no lineal estática.
Figura 2.2: Esquema de un nodo en una red neuronal aditiva.
La formalización de los elementos que componen un nodo es la siguiente:
Sumador ponderado. El sumador ponderado está descrito por la ecuación:
¿i (2.1)
k=l
2Una entrada - una salida.
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donde la suma ponderada u¿ viene dada como una combinación lineal de
las salidas de los otros nodos de la red Oj, las entradas externas Uk y el
término constante 1 (sesgo). Los coeficientes de la combinación lineal
son los pesos Wij, bu, y d¡.
Tomando todas las ecuaciones (2.1), una para cada nodo en la red, y
disponiéndolas en forma de matriz se obtiene la ecuación matricial:
v = Wo + Bu -f d (2.2)
donde W = [w¡j] e Mn,„(IR) y B = [6,-fc] € Mn,m(]R) son las matrices de
pesos de la red y d = [di] E IR" el vector con los sesgos de cada nodo.
Sistema dinámico lineal. El sistema dinámico lineal SISO tiene como en-
trada Vi y como salida a;¿. En este trabajo se consideran sistemas lineales
de primer orden con una constante de tiempo f ,• = — y una ganancia
K* ~ o7' cuya ecuación diferencial viene expresada por:
¿i + OíiXi = Vi (2.3)
y tiene como función de transferencia, obtenida por aplicación de la trans-
formada de Laplace:
(2.4)
Vi(s) s + a,-
siendo s la variable de la transformada de Laplace. La respuesta impul-
sional de este sistema dinámico es h(t) = exp(— a,-í).
Función no lineal estática. La función no lineal estática cr(-) da la salida
del nodo o, en función de la salida del sistema dinámico lineal (2.3):
of = <T(XÍ) (2.5)
Concretamente, en este trabajo se emplea la tangente hiperbólica (tanh(-)),
puesto que es una función diferenciable con una forma similar al escalón
y presenta simetría impar (media cero).
La función no lineal estática puede ser dependiente de un parámetro
(o,- = cr(;r¿, #,•)). En el caso de la tangente hiperbólica, una localización
interesante para el parámetro puede ser
Oi = tanh(0,-z¿) (2.6)
puesto que así se controla la pendiente de la curva y, en cierto modo, su
linealidad.
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2.3.3 Arquitectura de los modelos aditivos
Los elementos básicos comentados en el apartado anterior se agrupan para
formar un nodo del modelo conexionista aditivo según la ecuación:
x¡ = -otiXi + X) wijff(xj) + X kkUk + di ! ¿ = 1, • - • , n (2.7)
siendo n el número de nodos del modelo. Estos modelos se denominan aditivos
porque en la ecuación de cada nodo no aparecen productos entre activaciones
x,- o entre funciones de éstas.
El conjunto de las ecuaciones para todos los nodos puede reescribirse de
forma más compacta adoptando la estructura matricial 3
x = -S (a ® x) + W<r(x) + Bu + d (2.8)
donde las matrices W, B y el vector d son los definidos en la ecuación (2.1),
a = [ai, • • • , a¿, • • • , an] el vector fila formado por las inversas de las constan-
tes de tiempo de las dinámicas lineales de los nodos y XT = [xi, • • • , x¿, • • • , XN]
el vector columna formado por las activaciones de los nodos del modelo. La
matriz S = Sj=i (ej " ej) ®ej € -Wn,n2({0> 1}), donde e¿ es el j-ésimo vector de
la base canónica de R", nos permite expresar de forma compacta los términos
otiXi para así agilizar los desarrollos que se efectuarán posteriormente.
Hasta ahora se tiene tan solo una ecuación de estado para el modelo co-
nexionista y queda por especificar la ecuación de salida. En este trabajo, se
toma como ecuación de salida
y = Cx (2.9)
que presupone una relación lineal entre las salidas del modelo y el vector de
estado de éste. Específicamente, C = [c,-j] € MS)„(]R) siendo s y n las dimen-
siones de los espacios de salida y de estado, respectivamente. El conjunto del
modelo se presenta de forma gráfica en la figura 2.3.
2.3.4 Los modelos aditivos y la saturación por ruido
Los modelos conexionistas presentados en la sección anterior se denominan adi-
tivos puesto que la dinámica que se efectúa en sus nodos comporta una adición
de señales. En este sentido, esta clase de modelos puede ser vista como una
3Donde ® indica el producto de Kronecker (ver Anexo A).
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DL: Dinámica Lineal
FnL: Función no Lineal
Figura 2.3: Esquema de una red neuronal dinámica aditiva.
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primera extensión de los modelos lineales, máxime cuando los parámetros que
aparecen en el modelo actúan de forma lineal; es decir, se puede considerar que
el campo vectorial de la ecuación (2.8) es lineal con respecto a los parámetros
en él presentes.
De acuerdo con el carácter aditivo de los nodos, puede darse el caso de que
unas entradas de gran amplitud den lugar a un gran incremento en la activación
Xi de un nodo, con lo cual la salida o¿ del nodo puede llegar a saturarse tras
pasar por la función no lineal cr(-).
Este planteamiento nos lleva al llamado noise-saturation dilemma de Gross-
berg (Kosko, 1992). Si una red neuronal es sensible a entradas de gran ampli-
tud, tenderá a ignorar las entradas de baja amplitud como si fueran ruido. Y
viceversa, si la red neuronal es sensible a entradas de baja amplitud, ignorará
las entradas de gran amplitud puesto que entrará en saturación. Por tanto,
debemos tener en cuenta la estrecha relación que hay entre la amplitud de las
señales que entran y salen de la red neuronal y el rango dinámico de los nodos
que la forman.
No obstante, en el modelo conexionista aditivo general que se plantea en
este trabajo, este fenómeno está atenuado. La razón estriba en que se efectúa
una ponderación de las entradas al modelo antes de pasarlas a los nodos y que
las salidas son también ponderadas de forma lineal, minimizando así los efectos
del rango dinámico limitado de las salidas internas de cada nodo. Así, tras una
fase de aprendizaje con señales de una determinada amplitud, el modelo habrá
adquirido unos parámetros concretos y estará configurado para funcionar con
las señales que se han utilizado para el entrenamiento. Pero este hecho no
es un problema relevante dentro del área de identificación de sistemas, puesto
que el rango de las señales dentro de un sistema de control es generalmente
fijo y conocido a priori por diseño y el entrenamiento se hace con señales que
se mueven en el rango de operación del sistema.
2.4 Estabilidad absoluta del modelo neuronal
Una de las características más importantes a estudiar en cualquier sistema
dinámico es su estabilidad. En particular, para las redes neuronales dinámicas
es importante caracterizar la estabilidad de sus puntos fijos porque esto permite
conocer la convergencia de la red hacia el punto esperado en el espacio de estado
cuando recibe un determinado patrón en las entradas.
El estudio de la estabilidad de las redes neuronales dinámicas es un campo
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en el que se han efectuado numerosos trabajos que, en un principio, impo-
nían grandes restricciones al tipo de parámetros, por ejemplo, simetría en las
matrices de pesos. Posteriormente, aparecieron nuevos trabajos que liberaban
estas restricciones y se acercaban más a los casos reales que aparecen en el
uso de las redes dinámicas. Así, aparecieron una serie de trabajos que deriva-
ban condiciones suficientes para la estabilidad de las redes neuronales aditivas
dinámicas basados en el estudio de la estabilidad a través del segundo teorema
de Lyapunov como, por ejemplo (Guez et a/., 1988), (Hirsch, 1989), (Kelly,
1990) y (Matsuoka, 1992). En todos ellos se obtienen condiciones suficientes
para la estabilidad de las redes neuronales dinámicas de carácter algebraico y
bajo coste computacional de verificación.
Todas ellas permiten asegurar la estabilidad asintótica global de un cierto
punto de equilibrio de la red que se está considerando. No obstante, no tienen
en cuenta la posibilidad de que algunos parámetros del sistema sean variables
en el tiempo, lo que implicaría estudiar la estabilidad asintótica de manera
global y uniforme del punto de equilibrio. Así pues, con esta finalidad, se de-
sarrollan en este apartado, desde el punto de vista de los métodos frecuenciales
de estudio de estabilidad, una serie de condiciones algebraicas suficientes para
la estabilidad absoluta (asintótica de manera global y uniforme) de las redes
neuronales dinámicas aditivas.
2.4.1 Teoría básica
Una amplia clase de sistemas físicos pueden ser representados como una cone-
xión en realimentación de un sistema lineal y una función estática no lineal, tal
como se muestra en la Fig. 2.4. Esta clase de sistemas se denomina sistemas
de tipo Lure (Khalil, 1992; MacFarlane, 1979). Asumiendo que el sistema no
está forzado, es decir, la entrada externa r es cero, su descripción en el espacio
de estado es
x = Ax + Bv (2.10)
z = Cx (2.11)
v = -<0(z) (2.12)
donde x 6 R", v, z € Hp, (A, B) es controlable, (A, C) es observable, y
t}} : W —> W es una función no lineal estàtica localmente Lipchitziana en z.
El sistema lineal puede también ser descrito, véase la Fig. 2.4, en formato
entrada-salida mediante su función de transferencia matricial (Kailath, 1980)
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(donde s 6 C es la variable de Laplace)
G(s) = C(sl - A)-1 (2.13)
la cual, en este caso, es una matriz cuadrada (p x p) de funciones de transfe-
rencia estrictamente propias 4.
Sistema lineal
G(s) = C(sl - A.)
Elemento no lineal
Figura 2.4: Sistema de tipo Lure: conexión en realimentación de un sistema
lineal y un elemento no lineal.
A fin de clasificar la realimentación estática no lineal se establece la siguiente
definición que se explica de forma gráfica para el caso monovariable en la
Fig. 2.5.
Definición 2.1 (Khalil, 1992) Una no linealidad sin memoria (estática) i¡> :
]RP -» K,p se dice que satisface una condición de sector si
[V»(z) - Kminz]T [v>(z) - KmorZ] < o, Vz e r c w (2-14)
para algunas matrices reales Km,-n y ~KmaXi donde K = Kmaa; — Km¿n es una
matriz simétrica definida positiva y el interior de F es conexo y contiene el
origen. Si F = Rp, entonces ^»(-) satisface la condición de sector globalmente,
en cuyo caso se dice que i¡)(-) pertenece al sector [Kmt-n,Kmaa:]. G
Una vez que se. ha establecido el concepto de condición de sector para una fa-
milia de nolinealidades estáticas multivariables, la siguiente definición enuncia
qué se entiende por estabilidad absoluta.
4Es estrictamente propia porque no existe un camino directo entre la entrada v y la salida
z en la ecuación de salida del sistema lineal como, por ejemplo, en z = Cx + Dv.
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Figura 2.5: Sector [a,/?] global para la función estática no lineal
Definición 2.2 (Khalil, 1992) Considerando el sistema (2.10) - (2.12) con
r = O (no forzado), donde t¡>(-) satisface una condición de sector según la De-
finición 2.1, el sistema es absolutamente estable si el origen es asintóticamente
estable de forma global y uniforme para cualquier no linealidad en el sector
dado. ü
Una vez establecido qué se entiende por estabilidad absoluta de un sistema,
ésta puede ser verificada usando el siguiente Lema, que es una extensión del
Criterio del Círculo (MacFarlane, 1979) para sistemas multivariables. Este en-
foque para la verificación de la estabilidad está basado en aspectos frecuenciales
de la teoría de sistemas (Netushil, 1987).
Lemma 2.3 (Khalil, 1992) Considerando el sistema (2.10) - (2.12) con r = O
(no forzado), donde A es Hurwitz, (A, B) es controlable, (A, C) es observa-
ble, y ^>(') satisface la condición de sector (2.14) globalmente, el sistema es
absolutamente estable si
Z(s)=I + KG(s) (2.15)
es estrictamente real positiva. D
Esta característica de la matriz de funciones de transferencia Z(s) puede ser
verificada, para el caso especial en el cual Z(oo) es no singular, con el siguiente
lema.
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Lemma 2.4 (Khalil, 1992) Sea Z(s) = C(sl - A^B + D una matriz p x p
de funciones de transferencia, con det D =¿ 0. Entonces Z(s) es estrictamente
real positiva si y sólo si
• Re[A,-(A)] < O, Vi, and
• Z(jw) + ZT(-ju) > O, Vu; <E H
D
Para comprobar la segunda condición del Lema 2.4 se puede usar el siguiente
corolario (Horn & Johnson, 1992) como condición suficiente para establecer que
una matriz hermítica sobre el campo complejo es definida positiva.
Corolario 2.5 Si A = [a,-j] G M„(C) es hermítica y de diagonal estrictamente
dominante (| a,-,- |> £?-i | a,-j |, Vi = 1,... , n) y si a,-,- > 0 para todo
j/«
i = 1,..., n, entonces A es definida positiva. O
2.4.2 Análisis de estabilidad del modelo neuronal
Este apartado desarrolla el análisis de estabilidad absoluta del modelo neu-
ronal formulado en la Sección 2.3.3. La metodología seguida es: primero, se
reformulan las ecuaciones del modelo como un sistema de tipo Lure y, segundo,
se aplican las técnicas del dominio de la frecuencia del apartado anterior para
el estudio de la estabilidad absoluta de esta clase de modelos.
2.4.2.1 Reformulación del modelo neuronal
Reescribiendo el modelo neuronal establecido en la Sección 2.3.3 de tal forma
que el primer término del lado derecho de la ecuación (2.8) no aparezca en
forma de producto de Kronecker resulta
x = -Ax + Wo-(x) + Bu + d (2.16)
y = Cx (2.17)
donde A = diag{ai,... ,an} € Mn(lR+) y los demás símbolos mantienen sus
definiciones. El objetivo de este cambio de notación es simplificar los desarro-
llos que se efectúan a continuación.
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Este modelo puede ser representado como un sistema de control con dos
lazos de realimentación como puede verse en la Fig. 2.6. Sin embargo, además,
el modelo puede ser reformulado como un sistema de tipo Lure tal y como se
observa en la Fig. 2.7. En este caso, el sistema global se ve como un siste-
ma dinámico lineal con una realimentación constituida por una nolinealidad
multivariable descentralizada estática.
u
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p !
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Figura 2.6: Diagrama de bloques del modelo neuronal con dinámica aditiva
como sistema de control.
u /
m
B
Figura 2.7: Diagrama de bloques del modelo neuronal con dinàmica aditiva
como sistema de tipo Lure.
De esta forma, las ecuaciones (2.16) y (2.17) pueden ser reescritas como
x = -Ax-Wv (2.18)
z = Inx
v = — tr(z) — r
r = W"1 (Bu -\
y = Cx
(2.19)
(2.20)
(2.21)
(2.22)
con lo cual, asumiendo para el análisis de estabilidad absoluta el sistema no
forzado r = O descrito por la ecuaciones (2.18)-(2.22) y tomando la parte
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lineal en forma de matriz de funciones de transferencia (descripción externa
con s 6 <D la variable de Laplace), resulta
G(s) = In (sin + A)"1 (-W) (2.23)
donde (A,W) se supone que es controlable y (A,In) observable. Además,
tal como se muestra en la Fig. 2.7, la parte lineal se completa con la función
estática descentralizada de realimentación <r : Rn —ï IR". Las suposiciones so-
bre controlabilidad y observabilidad de la parte lineal son bastante razonables
como se muestra en la siguiente discusión.
La observabilidad de (A,In), usando la condición de rango de observabili-
dad (Barnett & Cameron, 1993), es obvia ya que
rank
In
= n (2.24)
La condición de rango de controlabilidad cuando se aplica al sistema lineal
resulta
rank ( W AW • • • An~1W ) (2.25)
que, evidentemente, no tiene porque ser igual a n, excepto en el caso de que
la matriz de pesos del modelo neuronal sea no singular (rank W = n). No
obstante, esto se ha asumido implícitamente en la reformulación del modelo
neuronal como un sistema de tipo Lure 5. De este modo, las suposiciones
sobre controlabilidad y observabilidad son adecuadas para el estudio que se
está efectuando 6.
El siguiente paso es la caracterización de la no linealidad del modelo neuro-
nal aplicando la definición 2.1. Puede observarse que, debido a que el modelo
es descentralizado, Km;n and Kmar pueden ser matrices diagonales. Concreta-
mente, si se trabaja únicamente con una de las componentes de <r(-) (es decir,
) ) con fcm¿n = O y kmax = 1, la Definición 2.1 se cumple
fi(z{) = ffi(zi)(ffi(zi) - Zi] = tanh2(z¿) - zt tanh(z,-) < O (2.26)
ya que /¿(z¿) alcanza su máximo global O en z,- = 0. Extendiendo este ra-
zonamiento al caso multivariable puede verificarse que el máximo global de
5De hecho, no es muy probable que la matriz de pesos que resulta del proceso de adap-
tación de parámetros del modelo neuronal empleado presente un rango no máximo.
6Es necesario destacar que si la red neuronal utilizada presentara una dinámica feedfor-
ward (matriz de pesos triangular superior con diagonal nula) no se verificaría la condición
de rango de controlabilidad y, por tanto, el procedimiento no podría aplicarse.
34 Capítulo 2. Modelos Conexionistas y Estructura de Identificación
la función escalar de variable vectorial f = ]C?=i /«(z«) es z = 0. Cuando
este procedimiento se aplica al modelo neuronal bajo estudio resulta que la
nolinealidad estática descentralizada pertenece al sector [On,In],Vz 6 IR™.
2.4.2.2 Análisis de estabilidad
En este apartado se establece una condición suficiente para la estabilidad abso-
luta del modelo neuronal presentado al principio del capítulo. En primer lugar,
para el caso más general (A = diag{í*i,... ,an} 6 Mn(lR+), W G M„(1R)) y,
posteriormente, para casos particulares de la estructura del modelo neuronal:
valores iguales para las a,-, matriz de pesos simétrica (W = WT) y sus com-
binaciones. -
Proposición 2.6 El modelo neuronal con dinámica aditiva descrito por las
ecuaciones (2.16) y (2.17) con una matriz de pesos no singular (es decir,
rank W = n) es absolutamente estable si se verifican las siguientes condiciones:
io« < a,-, Vt = l , . . . ,n (2.27)
n
16(a? - tüiftt,-) > 8 53 J WijOtj + WjiCti \ +
V¿ = 1,... ,n
D
Dem. La demostración está basada en el Lema 2.3. Como se ha menciona-
do anteriormente, las condiciones previas (controlabilidad, observabilidad y A
Hurwitz) se verifican, y únicamente es necesario asegurar que Z(s) es estricta-
mente real positiva.
La matriz de funciones de transferencia de la parte lineal del modelo neu-
ronal, con los valores propios de A satisfaciendo la primera condición del Le-
ma 2.4, es
+A)-1W . (2.29)
-«;,-,• + uty | (2.28)
y, por tanto, 7
Z(a) = I - (jwl + A)'1 W . (2.30)
7E1 subíndice n en la matriz identidad no se utilizará en adelante a fin y efecto de no
congestionar la notación.
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Aplicando el Lerna 2.4 y la relación 8
(i - R-^S) + (i - S^R-1)*) = R'1 [2RR* - RS* - SR*] (R-1)*
resulta
Z(ju) + Z*(jui) = f I — (jul + A)-1WJ + f I — (jwl + A)"1^
= (i - (jul + A)'1 W) -f (i - W* ((jwl + i
= (jul + A)-1Q f (jwl + A)"1] (2.31)
donde
Q = [2(jul + A)(jwl + A)* - (jwl + A)W* - W(jul + A)*]
= [2(A2+w2I)-WA-AWT + ju;(-Wr + W)] . (2.32)
Puesto que (2.31) es una forma hermítica para la matriz ((j'wl + A)"1)*,
ya que la matriz Q es hermítica (Q = Q*), para poder aplicar el Lema 2.4
solamente es necesario determinar cuándo Q es definida positiva usando el
Corolario 2.5. Los elementos de Q son
g« = 2(a1+iü"¿)-2wií(Xi (2.33)
, / | \ i ^ • / i^ \ íf\ O A \
Imponiendo que los elementos de la diagonal principal (qn) sean positivos y
tomando el valor más desfavorable de la frecuencia (o; = 0), resulta la primera
condición
w-- < a- Vz = 1 n Í2 35)
La segunda condición se obtiene al imponer la dominancia estricta de la dia-
gonal de Q matrix teniendo en cuenta que (2.35) permite eliminar el valor
absoluto en el lado izquierdo de la condición de dominancia estricta de la
diagonal
n
2(a? - WiiOi + w2) > 21 -(«W + «W) + ju(-Wji + Wij) | (2.36)
jal
(2.37)
8En detalle:
(I - R-iS) + (I - S'ÍR-1)*) = R"1 (RR* - SR*) (R-1)'^ R-1 (RR* - RS*) (R-1)* =
R-1 [2RR* - RS* - SR*] (R'1)*.
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En la ecuación anterior, el término (2.37) puede ser acotado superiormente de
la siguiente manera
n n
| WijOj + WjiOíi I + j U> I ]T j -Wji + Wij I
J=l
**> \ ^ // _i_ \2 í '¿í i \2 /"O rl·Q\
insertando esta cota superior para (2.37) en el lado derecho de la desigualdad
(2.36) resulta la condición suficiente más restrictiva
n n '
ni 2 i 2\ -^  V"^  I i I i I I \~~? I i I (C) OQ\
\ t tt t i ^ / / _j I *3 3 3^ * I ' I f -f I 3* *J ' \ * /
J=l jal
que da lugar a la desigualdad estricta
í" i í2"2 - E I ~wa + ^  I I w |+ 2(a2 - tuffa,-) - £ | wijOj +
(2.40)
Como en la primera de las condiciones de la proposición, es necesario encontrar
el valor más desfavorable de u; a fin de obtener una condición independiente de
la frecuencia. En este caso, el lado izquierdo de la ecuación (2.40) es una fun-
ción par de la frecuencia, ya que es una suma de funciones pares, y únicamente
es necesario encontrar el mínimo del tramo de parábola que se halla en el se-
miplano derecho (u; > 0). El mínimo se presenta para uj = —3*1
 4 , e
imponiendo que el lado izquierdo de la desigualdad (2.40) sea positivo para
este valor de frecuencia se concluye la segunda condición de la proposición:
\ 2
, Vi = l, . . . ,n .
(2.41)
Corolario 2.7 El modelo neuronal con dinámica aditiva descrito por las ecua-
ciones (2.16) y (2.17) con una matriz de pesos no singular (es decir, rank W =
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n) y el mismo valor para todos los elementos de la diagonal principal de A
(a,- = a, Vz) es absolutamente estable si se verifican las siguientes condiciones:
Wü < a, Vi = l,...,n (2.42)
16a(a - wn) > 8a
J=l I 3=1
a
Dem. Obvia a partir de la Proposición 2.6. •
Corolario 2.8 El modelo neuronal con dinámica aditiva descrito por las ecua-
ciones (2.16) y (2.17) con una matriz de pesos simétrica no singular (es decir,
rank W = n y W = WT) es absolutamente estable si se verifican las siguientes
condiciones:
WH < a,-, Vi = l , . . . ,n (2.44)
2(a? - wiìcti) > ¿ I Wij 1 1 a,- + a¿ |, Vi = 1,..., n (2.45)
D
Dem. Esta demostración sigue el procedimiento de la demostración de la Pro-
posición 2.6 hasta la ecuación (2.36) la cual, en este caso, tiene la parte ima-
ginaria en el módulo del lado derecho de la desigualdad igual a cero debido a
la simetría de la matriz de pesos, es decir,
n
2(a? --MUGÍ + u2) > J] I WijQj + WjiOi |, Vi = l , . . . ,n (2.46)
Por esta razón, no es necesario acotar el valor absoluto, como ocurría en la
Proposición 2.6, y este hecho conduce a la condición menos restrictiva
2(a?-u;i ía í)>¿|w0-||aJ- + aí|, V* = l , . . . ,n (2.47)
que resulta de substituir el valor más desfavorable de la frecuencia, que es
u = 0. •
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Corolario 2.9 El modelo neuronal con dinàmica aditiva descrito por las ecua-
ciones (2.16) y (2.17) con una matriz de pesos simétrica no singular (es decir,
rank W = n y W = WT) y el mismo valor para todos los elementos de la
diagonal principal de A (a,- = a,V¿) es absolutamente estable si se verifican
las siguientes condiciones:
Wü < a, Vt = !,...,« (2.48)
71
(a - wo) > ]T | Wij |, Vi = 1,..., n (2.49)
>=«
¿î«
a
Dem. Obvia a partir del Corolario 2.8.
2.4.3 Estabilidad absoluta de un punto de equilibrio ge-
neral
El concepto de estabilidad absoluta está referido al punto de equilibrio de valor
cero del sistema dinámico. En el caso del modelo neuronal, esto corresponde
a la dinámica no forzada de la red, es decir, Bu + d = 0. Sin embargo,
para otras clases de entradas que no verifiquen la última ecuación, el punto
de equilibrio puede no ser nulo. Es más, para cada entrada constante en el
tiempo existe el correspondiente punto, de equilibrio. En cada uno de estos
puntos, las características de la dinámica de la parte lineal no cambian, pero sí
que se produce un cambio en el comportamiento de la realimentación no lineal
estática. Teniendo en cuenta la ecuación (2.16), el punto de equilibrio x° para
un vector de entrada u° satisface
O = -Ax° + W<r(x°) + Bu° + d (2.50)
Efectuando una translación de este punto (x°, u ) al origen con el cambio de
variables
£ = x-x° (2.51)
i/ = u-u° (2.52)
resulta la siguiente ecuación dinámica para el modelo neuronal,
¿ = -A(£ + x°) + W<r(£ + x°) + B(i/ + u°) + d (2.53)
= -A£ + W (<r(£ + x°) - <r(x°)) + Bi/ (2.54)
= -A£ + Wt|(£) + Bi/ (2.55)
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Como puede observarse, la estructura de la ecuación permanece inalterada
con repecto al caso anterior ya que puede considerarse la dinámica no for-
zada del sistema (i/ = 0). La única diferencia reside en la función no li-
neal estática »?(•). Puede demostrarse que satisface el sector [On,K] con
K = diag{fc!,...,A;n} € Mn(IR"f) y fc¿ < 1 Vi. En general, las k¡ serán di-
ferentes para cada i debido a que las componentes t7,-(-) de la realimentación
no lineal serán también diferentes en función de las componentes x¿" del punto
de equilibrio. El hecho de que k,• < 1, implica que las condiciones suficientes
desarrolladas anteriormente comprenden todas las situaciones que pueden de-
rivarse para cualquiera de los puntos de equilibrio para una entrada u a la red
neuronal.
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Figura 2.8: Estructura del método de identificación.
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La idea básica de la identificación de sistemas dinámicos mediante modelos
parámetricos, concretamente en nuestro caso modelos con arquitectura cone-
xionista, aparece reflejada en la figura 3.1. La estrategia consiste en disponer
al modelo en paralelo con el proceso real que queremos identificar; es decir,
excitamos el proceso real y el modelo con las mismas señales u y observamos
las salidas de los dos sistemas: y para el proceso real y y para el modelo que
lo intenta representar. Claramente, se intenta que los dos vectores de salida
sean iguales para todo í, aunque esto no será posible puesto que únicamen-
te estamos aproximando un cierto comportamiento dinámico, y no podemos
reproducirlo exactamente puesto que no conocernos la estructura del sistema
dinámico que lo está generando. Cabe destacar, como hipótesis básica para
todo este planteamiento que los modelos conexionistas que estamos utilizando
son capaces de identificar el proceso real que subyace en; nuestras observaciones
entrada-salida. Esta hipótesis se denomina también idçntificabilidad para una
clase de modelos (Huñt et a/., 1992), y es un tema pendiente dentro del área
de identificación de sistemas. Expresando de forma más clara que comporta
esta hipótesis se puede hacer su paralelismo con el concepto de controlabilidad
de sistemas y formular la afirmación siguiente:
Si un proceso real es identificable por la clase de modelos que con
la que se está trabajando, entonces se podrá encontrar un adap-
tador de parámetros que permita a nuestro modelo identificar el
comportamiento dinámico de ese proceso.
En nuestro caso, dada la peculiar arquitectura de los modelos que se emplean,
que tal y como se muestra en la literatura especializada tienen unas grandes
capacidades aproximativas (Funahashi & Nakamura, 1993), eludiremos el pro-
blema considerando en el trabajo que siempre nuestros modelos son capaces
de identificar la dinámica del proceso real.
Capítulo 3
Aprendizaje basado en métodos
de gradiente y análisis de
sensibilidad
Este capítulo desarrolla el aprendizaje en línea basado en técnicas de gradiente
y análisis de sensibilidad para el modelo conexionista aditivo formulado en el
capítulo anterior. Asimismo, se describen las peculiaridades que aparecen en
la formulación del método de aprendizaje poniendo de relieve la incidencia que
tienen en la operación del mismo.
En particular, en la primera sección se describe de forma genérica el pro-
blema de identificación, la función de coste utilizada y se desarrollan las leyes
de adaptación de parámetros del modelo. En la segunda sección se enuncian
algunas definiciones básicas para el estudio de sensibilidad y se desarrollan sus
ecuaciones particularizadas para el modelo conexionista aditivo. Finalmente,
en la tercera sección se efectúa un resumen de todas las ecuaciones involucra-
das en el mecanismo de identificación paramétrica valorándose las condiciones
de aplicabilidad y la complejidad global del conjunto.
3.1 Formulación del problema de identificación
Siguiendo el marco genérico para la identificación paramétrica de sistemas
propuesto al final del capítulo anterior y asumiendo que la clase de modelos
empleada es capaz de identificar el sistema real bajo estudio, se propone en
este apartado el esquema de identificación que aparece en la figura 3.1. La
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Figura 3.1: Esquema de la estructura y el mecanismo de identificación.
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estrategia consiste en disponer al modelo en paralelo con el proceso real que
se desea identificar; es decir, el proceso real y el modelo de identificación se
excitan con la misma señal u y se capturan las salidas de los dos sistemas: y
para el proceso real e y para el modelo que lo intenta representar. Claramente,
el objetivo es que los dos vectores de salida sean iguales para todo t aunque
esto, obviamente, no será posible puesto que únicamente se está aproximando
un cierto comportamiento dinámico en base a información entrada-salida, y
no se conoce la estructura del sistema dinámico real.
En la figura 3.1 se observa, además, la presencia de un bloque de adapta-
ción de parámetros que, a partir del error de identificación y de la sensibilidad
de las trayectorias predi chas frente a los parámetros actuales, calcula los nue-
vos valores de éstos. Estas sensibilidades se calculan mediante las ecuaciones
de sensibilidad dinámica del modelo de identificación tal como se verá más
adelante.
3.1.1 Función de coste
El problema de identificación consiste en ajustar los parámetros del modelo
conexionista aditivo descrito por las ecuaciones (2.8-2.9) para obtener un com-
portamiento dinámico igual al que presenta el sistema real. Se recuerda que
dichas ecuaciones son de la forma
x = f(x,u,a,W,B) = -S(a®x) + W<r(x) + Bu + d (3.1)
y = Cx (3.2)
en las que x G IR" es el vector de estado, u € RTO el vector de entrada al
modelo y al proceso real, y (E Hä el vector de salida del modelo y ce 6 U",
W G Mn(R), B € Mn,m(lR), C e M.,n(lR), d € IR" los vectores y matrices
de parámetros del modelo. La matriz de permutación S 6 Mn)H2({0, 1}) se
construye como S = ]C"=i Df ® ej con D? = diag{0, ...,0, 1,0, ... ,0} €
Mn({0, 1}), siendo e¿ el j-ésimo vector de la base natural de R".
Si se toma la salida del proceso real y y la del modelo y, puede definirse
el vector de error de identificación como e = y — y. Este error es función
únicamente del valor de los parámetros y del tiempo
e = e(<,o,W,B) € R* (3.3)
y toma el valor cero cuando el modelo se ajusta de forma perfecta al comporta-
miento del sistema a identificar. En consecuencia, el problema de identificación
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paramétrica consiste en encontrar un conjunto de parámetros tal que y = y,
y para ello se debe modificar de forma recursiva el conjunto de parámetros del
modelo a fin de conseguir que el error de identificación tienda hacia cero o a
un valor residual pequeño debido al ruido inherente al proceso real.
Para conseguirlo, se define una función de coste sobre el vector de error
de identificación que pondere la bondad del mecanismo de identificación y
que alcance su mínimo cuando el error de identificación sea nulo. La función
escogida es !
V = ieTQe (3.4)
en la que Q es una matriz simétrica definida positiva que pondera las compo-
nentes del error de identificación l.
3.1.2 Ley de adaptación de parámetros
En cuanto al mecanismo de adaptación de parámetros, un método usual es
efectuar su modificación en sentido contrario al del vector gradiente con res-
pecto de los parámetros del modelo de la función de coste. Concretando, para
el modelo adoptado se tiene
a(0) = a° (3.5)
W = - e w , W(0) = W° (3.6)
B = - e B , B(0) = B° (3.7)
donde las constantes e. son las velocidades de aprendizaje de cada conjunto
de parámetros. Estas constantes también pueden ser vistas como modificado-
res de las tasas de cambio de los parámetros del modelo conexionista al cual
pertenecen.
Las ecuaciones (3.5)-(3.7), aunque expresan de forma genérica la forma de
cambio de los parámetros en el modelo, necesitan ser desarrolladas para poder
llegar a ser operativas. Concretamente, es necesario desarrollar las derivadas
de la función de coste V frente a todos los conjuntos de parámetros del modelo
utilizando la regla de la cadena extendida para operaciones matriciales (ver
apéndice A. 2).
1Un caso particular puede ser Q = I.
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Con el fin de ilustrar la tècnica, en los siguientes párrafos se muestran
algunos desarrollos para finalmente recoger en la tabla 3.1 todos los resultados.
Por ejemplo, desarrollando el término 4^: se tiene
dV „ deT W dV\ deTdV
- 3.8da \da
donde el segundo término del miembro más a la derecha es
= Qe (3.9)
según la definición de la función de coste V de la ecuación (3.4) y la simetría de
Q. En cuanto al primer término del miembro más a la derecha de la ecuación
(3.8), es necesario aplicar por segunda vez la regla de la cadena obteniéndose
(3,0)
da dy
donde según la definición del vector de error hecha anteriormente %- =
= — I, queda finalmente
dV deTdV dyTdeTdV
a — —e.a~z — — —(-a~¿. -- ?r~ ~~ ~6a~z -- ^ — ?r~ —da da de da dy de
T T
 dv\T
sda J da \daT J Qe (3.11)
ç. . T
siendo -^ la transpuesta de la matriz de Jacobi de las trayectorias de salida
del modelo frente a los parámetros,
 sar- En la ecuación anterior este término
no puede desarrollarse más mediante la regla de la cadena y es necesario re-
currir a técnicas de análisis de sensibilidad para poder efectuar su cálculo. La
aplicación del análisis de sensibilidad al modelo conexionista aditivo se lleva a
cabo en el apartado siguiente para los diferentes conjuntos de parámetros que
aparecen en el modelo.
Si ahora se desarrolla el término J^ para así tener un ejemplo de parámetros
organizados como vector y otro como matriz resulta
(3.12)
donde el término del miembro más a la derecha es, por aplicación de la regla
de la cadena,
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Substituyendo la ecuación (3.13) en la (3.12) se obtiene
- ÍL .n *•* r\ T \ \ ln yy nde J \ dy *sì> dw -
(3.14)
con lo cual la ecuación de actualización del subconjunto de parámetros W
queda como
W =
 ew (in ® (eTQ)) ^  (3.15)
donde, a su vez, el término g^ no puede desarrollarse más mediante la regla
de la cadena, debiéndose recurrir a las técnicas de análisis de sensibilidad
dinámica de sistemas.
Parámetro
W
Ecuación de adaptación
W = ew (l„ ® (eTQ)) , W(0)=W°
, B(0) = B°
Tabla 3.1: Ecuaciones de adaptación de los parámetros del modelo conexionis-
ta.
Como se ha visto, en las ecuaciones de adaptación de los parámetros del
modelo, aparecen unas constantes e. que modifican de forma clara su compor-
tamiento dinámico, concretamente la velocidad de cambio. A estas constantes,
en general, se les asignan valores positivos cercanos a cero haciendo, de este
modo, que los parámetros del modelo tengan una dinámica de evolución lenta.
Este hecho queda patente en numerosas referencias en la literatura especia-
lizada. No obstante, una justificación razonada de la necesidad de que las
constantes e. tengan valores pequeños aparece en el apartado 3.3.1 y surge
de forma natural a partir del desarrollo de las ecuaciones de sensibilidad del
modelo.
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3.2 Análisis de sensibilidad dinámica del mo-
delo conexionista
3.2.1 Definiciones previas
El problema matemático básico en teoría de sensibilidad es el cálculo del cam-
bio de comportamiento en un sistema debido a las variaciones que experimen-
tan sus parámetros. En particular, en esta tesis se utiliza la definición:
Definición 3.1 (Frank, 1978) La función de sensibilidad absoluta es
(3.16)
donde C(ct) es cualquier función que caracterice el comportamiento del sistema
y a es el vector de parámetros de dicho sistema. O
Tal como puede deducirse de la definición anterior, la sensibilidad frente a las
variaciones de los parámetros de un sistema no es un coeficiente sino una fun-
ción y, concretamente en el estudio que sigue, una función temporal. Asimismo,
y como también se aprecia en la definición, las variaciones que experimentan
los parámetros del sistema se han llevado al límite de variaciones infinitesima-
les con lo cual la función de sensibilidad queda representada como derivada
parcial.
No obstante, no todas las variaciones que experimentan los diferentes parámetros
de un sistema son iguales. A este efecto se establece la siguiente clasificación,
que puede considerarse como estándar, de las variaciones de parámetros de un
sistema (Frank, 1978):
Definición 3.2 Existen tres categorías de variación de parámetros en sistemas
dinámicos de tiempo continuo:
Errores de tipo a: son variaciones de parámetros alrededor de un valor no-
minal OCQ que no afectan al orden del modelo matemático. Es condición
necesaria que «o 7^ 0.
Errores de tipo ß: son variaciones de las condiciones iniciales del sistema
dinámico alrededor de su valor nominal ßQ.
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Errores de tipo A: son variaciones de parámetros alrededor de su valor no-
minal AO = O que afectan al orden del modelo matemático.
D
En el caso que nos ocupa, las variaciones de parámetros que experimenta
el modelo de identificación son de tipo a, puesto que se asumen las siguientes
hipótesis:
• las condiciones iniciales de los modelos no dependen de los parámetros
del modelo.
• las condiciones iniciales de los modelos no son conocidas y el ajuste de
los parámetros debe ser lo más insensible posible a éstas.
• ninguno de los parámetros del sistema se anula de forma estricta y, si lo
hiciera, no daría lugar a pérdida de orden en el modelo matemático 2.
• las entradas al sistema y al modelo no dependen de los parámetros del
sistema. Esta hipótesis se basa en que la identificación del sistema se
efectúa en lazo abierto y, por tanto, las entradas al mismo son indepen-
dientes de su comportamiento dinámico.
3.2.2 Desarrollo de las ecuaciones de sensibilidad
En este apartado se desarrollan las ecuaciones de sensibilidad dinámica de las
trayectorias del sistema dinámico definido por las ecuaciones del modelo cone-
xionista aditivo formulado en el capítulo 2 y recogido en las ecuaciones (3.1)
y (3.2), que por claridad se vuelven a enunciar a continuación manteniendo la
misma nomenclatura y significado
x = f(x,u,«,W,B) = -S(a®x) + W<r(x) + Bu + d (3.17)
y = Cx . * (3.18)
Para encontrar las ecuaciones de sensibilidad de las trayectorias del modelo
conexionista con respecto a sus parámetros se lleva a cabo la derivación parcial
2
 Esto puede observarse en las ecuaciones del modelo dada la estructura tomada.
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con respecto a los parámetros de la ecuación de estado y de salida del modelo.
Como muestra, se efectúan los desarrollos para el vector a y la matriz B.
Empezando por el vector a, si se toman derivadas parciales con respecto a
este vector en ambos miembros de la ecuación (3.17) y se aplica la regla de la
cadena (ver apéndice A.2), resulta
d . df
-x =daT' \ / \ /
Oí* O Oí* O / e\\
rn Hv flf /iWfll (3.19)
Hay que hacer notar que la derivada de las condiciones iniciales con respecto
al vector de parámetros es igual a cero puesto que estas no dependen, según
se ha asumido, en absoluto de los parámetros. Si en este punto se considera
que el vector de parámetros a se mantiene constante en el tiempo («o), pue-
de efectuarse el intercambio de los operadores derivación frente al tiempo y
derivación frente al vector de parámetros, con lo cual queda
df df
daT , A«(0) = O (3.20)
estando esta ecuación expresada en forma matricial con A« = gfjr = [f^j £
Afn(R).
En cuanto a la ecuación de salida (3.18), si se toman derivadas parciales
resulta
\( (f)i\(3.21)
y si, igual que anteriormente, se expresa en forma matricial con Sa =
;
l r v /TI «ex •»! I — - I T O T
^acK7 J ax1 oa1
i,  
„(IR), se obtiene
fía (3.22)
Para el caso de la matriz de parámetros B 6 Mn>m(lR), la ecuación de estado
y la ecuación de salida de sensibilidad son de la forma
d . df
EL -
dB - ndxT dB
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dx
Si estas dos últimas ecuaciones se reescriben en formato matricial, con AB =
G Mn2)rn(IR) y SB = -jjfa € Msn>m(lR), teniendo en cuenta el hecho de la
idores, se obtienen las ecuaciones
íif \ £>C
(3.25)
(3.26)
commutación de los opera
(, df
SB = In
dB , A(0)B = O
Bo
3.3 Ecuaciones del proceso de identificación
Disponiendo de forma conjunta las ecuaciones diferenciales y algebraicas co-
rrespondientes al modelo, al análisis de sensibilidad y a la actualización de los
parámetros, resulta el siguiente conjunto de ecuaciones:
x = -S (a (g) x) + Wo-(x) + Bu + d
/ <3/T/VÌ\
A« = -S(o®In) + W-
= ( I n ® l-S(a®In) + W-
Unn (In (g) o-(x))
AB = ( In ® ( -S (a ® In) + W- dxT
W = ew(ln<S>(eTQ))Sw
B = CB (in ® (eTQ)) SB
y = Cx
a =
SW = (In ® C) AW
SB = (In® C) AB
e = y-y
(3.27)
-S(IB®x)) (3.28)
AW +
(3.29)
AB+Ûnm(Im®u)(3.30)
(3.31)
(3.32)
(3.33)
(3.34)
(3.35)
(3.36)
(3.37)
(3.38)
con Uw = E?=i Ei=i EO^EO- € Mfc2)/2({0,1}) donde E¿j = e,-ej G Mfc,t({0,1})
es la matriz de Kronecker siendo e¿ el ¿-esimo vector de la base natural de ÌR,k y
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e j el j-és'imo vector de la base natural de IR ; y
con -2¿p- = 1 — (tanh(.z))2 dada la definición de cr(-).
Del conjunto de ecuaciones (3.27)-(3.38), la (3.27) corresponde a la ecuación
de estado del modelo conexionista; las ecuaciones de estado de sensibilidad de
los parámetros del modelo son las ecuaciones diferenciales matriciales (3.28)-
(3.30); las ecuaciones de adaptación de los parámetros del modelo según el
método de gradiente son las ecuaciones diferenciales matriciales (3.31)-(3.33);
finalmente, las ecuaciones algebraicas (3.34)-(3.38) corresponden a la ecuación
de salida del modelo, las ecuaciones de salida de sensibilidad y al error de
identificación del proceso.
Las ecuaciones (3.27)-(3.38) constituyen, junto con las condiciones de inicio
x(0) = x° A a(0)=0 Aw(0) = 0 AB(0) = O
a(0) = a° W(0) = W° B(0) = B° l J
un problema de condiciones iniciales que puede ser, por tanto, resuelto en
operación en línea; es decir, puede llevarse a cabo la adaptación de parámetros
del modelo partiendo desde un conjunto de valores aleatorios en operación de
tiempo real.
3.3.1 Valoración de las condiciones de aplicabilidad
En este apartado se efectúan algunas consideraciones acerca de la aplicabili-
dad teórica del mecanismo de adaptación desarrollado. Estos comentarios se
centran en dos aspectos: en primer lugar, la discusión de la incidencia de las
constantes c. que aparecen en las ecuaciones de adaptación de parámetros y
su relación con las ecuaciones de sensibilidad del modelo; y en segundo lu-
gar, la incidencia de la elección de las condiciones iniciales de las ecuaciones
diferenciales en el funcionamiento global del proceso de adaptación.
En cuanto a la cuestión de la repercusión de los valores de las constantes
(.. (velocidades de aprendizaje) en el funcionamiento global, cabe decir que las
ecuaciones de sensibilidad del modelo nos entregan como resultado la matriz de
Jacobi de las trayectorias de salida con respecto de los parámetros únicamente
en el caso de que el proceso se haga con estos fijados en un valor constante. De
hecho, esto no ocurre cuando se efectúa una adaptación de parámetros en línea,
puesto que estos están cambiando de forma continua con respecto al tiempo,
lo cual conlleva que la información resultante de las ecuaciones de sensibilidad
no sea exactamente la esperada sino una aproximación de ésta, que será tanto
mejor cuanto más invariantes frente al tiempo se mantengan los parámetros del
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modelo. Esta exigencia teórica en el desarrollo de las ecuaciones de sensibilidad
es debida, tal como se comenta en el apartado 3.2.2, a la necesidad de efectuar
una conmutación de los operadores derivada con respecto a un parámetro y
derivada con respecto al tiempo, que es una operación que requiere la inde-
pendencia de los parámetros con respecto al tiempo. Así pues, si se desea que
el mecanismo de adaptación tenga un funcionamiento adecuado es necesario
fijar las contantes e. en valores bajos que den lugar a variaciones de dinámica
lenta en los parámetros, pudiéndose así considerar como cuasiestacionarios.
El otro aspecto que requiere comentario son las condiciones iniciales de
todas las ecuaciones implicadas en el mecanismo de adaptación. En cuanto a
las ecuaciones de sensibilidad de estado, está claro que presentan condiciones
de inicio nulas. No obstante, para las restantes es importante efectuar los
siguientes comentarios:
• la ecuación de estado del modelo necesita unas condiciones de inicio que
son desconocidas. Asimismo, dado que se está trabajando con modelos
de caja negra, no es de utilidad el conocimiento de las condiciones de
inicio del sistema físico a identificar. En general, y si no se dispone de
mejor información, se puede tomar un vector de condiciones de inicio
aleatorio o incluso cero.
• las ecuaciones de adaptación de parámetros necesitan también de unas
condiciones de inicio, que en este caso no deberían ser nulas puesto que
se reduciría el modelo al caso trivial. Evidentemente, cuanto más cer-
canos sean los valores tomados como condiciones iniciales a los valores
óptimos 3, más rápido será el proceso de adaptación.
3.3.2 Complejidad de cálculo del mecanismo de adap-
tación
La complejidad del mecanismo de adaptación de parámetros en línea, en
número de ecuaciones diferenciales, es la siguiente:
• ecuaciones necesarias para la adaptación del vector de parámetros a:
= n
2
 + n
• ecuaciones necesarias para la adaptación de la matriz de pesos del modelo
W: nw = n3 + n2
3En el sentido de la función de error y la función de coste.
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• ecuaciones necesarias para la adaptación de la matriz de entrada del
modelo B: ne = n2m + nra
• ecuaciones del modelo neuronal dinámico: nmod = «
Con lo cual la complejidad total es ntotai = n3 + (2 + m)n2 + (2 + m)n, siendo
n la dimensión del vector de estado del modelo (número de nodos de la red
neuronal) y m el número de entradas del mismo. Por ejemplo, en el caso típico
de utilizar un modelo neuronal dinámico con el vector ex y la matriz de entrada
B fijados, la complejidad es entonces ntotai = n3 + n2 + n, pudiéndose observar
su crecimiento en la figura 3.2.
1200
2 3 4 5 6 7
Núm. de nodos
8 9
Figura 3.2: Número de ecuaciones diferenciales en función del tamaño del
modelo (W adaptable).
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Capítulo 4
Aprendizaje basado en técnicas
de control óptimo e inmersión
invariante
Este capítulo desarrolla la adaptación en línea de los parámetros del modelo
neuronal con dinámica aditiva usando técnicas de control óptimo e inmersión
invariante.
Concretamente, en la primera sección se describe el problema de identifica-
ción y la función de coste utilizada en su solución. En la segunda sección se
desarrolla una solución fuera de línea al problema de identificación empleando
técnicas de control óptimo, llegándose hasta sus ecuaciones constitutivas. La
tercera sección describe, en un marco genérico, en qué consiste la técnica de
inmersión invariante. Finalmente, la cuarta sección recoge la aplicación de
esta técnica al caso particular de identificación con modelos neuronales con
dinámica aditiva, valorándose la complejidad del método.
4.1 Formulación del problema de identificación
Continuando con el marco genérico para la identificación parámetrica de sis-
temas propuesto en el capítulo 2 y utilizado en el método desarrollado en el
capítulo anterior, y teniendo en cuenta que la clase de modelos utilizada es
capaz de identificar el sistema bajo estudio, se propone el esquema de identi-
ficación de la figura 4.1.
55
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^ Proceso
real
u .m
 xs yz J
 Planta 7^—
Modelo conexionista v s \ s e
»/ / « • •> \ y ^ ^-*y
adaptación
de parámetros
a W B
Modelo
'• >• -L
Identificador
Figura 4.1: Esquema de la estructura y el mecanismo de identificación.
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Tal como se planteaba en el capítulo anterior, se disponen el modelo y
las ecuaciones de adaptación de parámetros en paralelo con el proceso real a
identificar; esto es, tanto la planta como el modelo de identificación se excitan
con la misma señal u produciendo la primera una salida y y el segundo una
predicción de la salida y. Obviamente, el objetivo que se persigue es que estos
dos últimos vectores sean iguales para todo t. La diferencia entre ambos es el
error de identificación e definido, al igual que en el capítulo anterior, como
e = y-y . (4.1)
Este error es función del tiempo y de los parámetros del modelo e = e(¿, a, W, B)
y tomaría un valor cero si el modelo representara perfectamente el comporta-
miento de la planta a identificar. Por tanto, el problema reside en modificar
adecuadamente, y en operación en línea, los parámetros del modelo a fin con-
ducir el error hacia un valor nulo. Aunque cabe aclarar que este valor no se
alcanzará debido a las diferencias estructurales entre la planta y el modelo y
al ruido intrínseco en todo proceso real.
4.1.1 Función de coste
Para conseguir el objetivo citado en el apartado anterior es necesario, en primer
lugar, definir un funcional de coste sobre el error para llevar a cabo el proceso
de minimización. El funcional escogido es la integral de una forma cuadrática
del error de aprendizaje, es decir
J = í'' eTQe dt (4.2)
./o
donde Q es una matriz simétrica definida positiva, y el funcional debe ser
minimizado sujeto a las siguientes restricciones:
• la dinámica del modelo neuronal (ecuaciones (2.8) y (2.9)), que se re-
cuerda que es de la forma
x = f(x,u,a,W,B) = -S(a®x) + W<r(x) + Bu + d (4.3)
y =. Cx (4.4)
• la estacionariedad de los parámetros del modelo: à = O, W = O, B = 0.
La estacionariedad de los parámetros del modelo es una hipótesis en los
desarrollos que se efectúan en el presente capítulo. No obstante, y desde un
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punto de vista práctico, el caso de variación muy lenta de los parámetros con
respecto al tiempo puede ser tratado de la misma forma.
El problema de identificación parámetrica, tal como se acaba de formular
constituye un problema de control óptimo que puede ser resuelto mediante
el uso de técnicas de cálculo de variaciones como se muestra en el apartado
siguiente.
4.2 Una solución variacional al problema de
aprendizaje
Esta sección desarrolla una solución variacional (Bryson & Ho, 1969) al pro-
blema de optimización establecido en el apartado anterior. En primer lugar,
las restricciones se adjuntan a la funcional de coste J con sus correspondientes
funciones multiplicadoras A.:
J =
J
+ A^(-colWT)+A£(-colBT)} di (4.5)
El miembro derecho de la ecuación anterior se integra por partes y entonces
la variación en J debida a las variaciones en los parámetros {a,W,B} del
modelo para un tiempo final fijado t¡ es .
SJ = -
donde la estacionariedad de los parámetros y las ecuaciones dinámicas del
modelo neuronal son utilizadas en el proceso de simplificación. Además, si la
variación en J debida a las variaciones ¿x, Scx, ¿colWT y 8coYBT debe ser cero,
es necesario que los términos entre corchetes y paréntesis de la ecuación (4.6)
se anulen. Teniendo en cuenta estas aseveraciones se sigue
x = -S(a ® x) + Wo-(x) + Bu + d (4.7)
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à = O (4.8)
colWT = O (4.9)
colBT = O (4.10)
r\
Áx = diag{a1,...,a4Ax-^WrAx + CTQTe (4.11)
Àa = diag{rci,...,xn}Ax (4-12)
ÀW = -(In<g)<r(x))Ax (4.13)
ÀB = -(I„®u)Ax (4.14)
donde las ecuaciones (4.7)-(4.10) resultan de la estacionariedad de los parámetros
y de la dinámica del modelo neuronal, y las ecuaciones (4.11)-(4.14) de la ne-
cesidad de anular los términos entre paréntesis dentro de la integral de la
ecuación (4.6). Es importante también establecer las condiciones de contorno,
obtenidas a partir de las condiciones de transversalidad, que toman la forma
siguiente:
Ax(0) = Ax(</) = O Aa(0) = A«(í/) = O
Aw(0) = Aw(</) = O AB(0) = AB(í/) = O (4.15)
Disponiendo los vectores de estado de las ecuaciones diferenciales del pro-
blema de contorno como z = [xr t*r (colWT)T (colBT)T]T € jan2+2n+nm y
C = [AX \a A^ \l]T cnn2+2n+nm, el sistema (4.7)-(4.14) puede escribirse
en una forma más compacta como
z = g(z,u) (4.16)
C = h(C,z,u), C(0) = C(í/) = 0 (4.17)
que constituye un problema de contorno, concretamente un Two Point Boun-
dary Value Problem (TPBVP), que no puede ser resuelto en operación en línea
debido al tiempo final, que está fijado, y a las condiciones de contorno.
4.3 Operación en línea utilizando técnicas de
inmersión invariante
Para resolver el problema de aprendizaje en línea con un horizonte de tiempo
infinito puede usarse la metodología de la Inmersión Invariante (II) (Bellman
& Wing, 1992). Esta técnica consiste en transformar el problema actual en
otro más general que presenta una solución más sencilla. De esta forma, si
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el problema más general puede ser resuelto, el problema particular queda au-
tomáticamente solucionado.
En el TPBVP del apartado anterior, si la condición de final sobre C
0) toma un valor genérico c en lugar de O, el TPBVP formado por las ecua-
ciones (4.16) y (4.17) queda contenido en otro más general 1.
Sean C(í/) = c y C(t/ + e) = c + Ac dos trayectorias cercanas. Para la
primera, puede asumirse que el valor final para z es
= r(c,</) (4.18)
donde la función r relaciona el valor de C(¿/) con z(¿/)- Si esta función fuera
conocida, el problema podría resolverse sin complicaciones especiales integran-
do las ecuaciones a partir de las condiciones de final hacia tiempos negativos.
Sin embargo, r no es conocida y, por consiguiente, es la función que debe
determinarse con el enfoque de inmersión invariante.
Tomando la trayectoria que finaliza en C(¿/) = c
diendo un poco el eje de tiempo resulta
£ = c + Ac
=
 r(c) Y expan-
(4.19)
(4.20)
con Ac y Az de O(c) 2. La ecuación (4.20) puede escribirse también como
z(t} + e) = r(c + Ac, t¡ + e) (4.21)
y, si su miembro derecho se expande por Taylor hasta los términos de primer
orden en torno a c y í/, resulta
dcT
dr
Ac+
Igualando (4.20) y (4.22) se obtiene
dr
Az = dcT
dr
AC+ TT-dtf
(4.22)
(4.23)
Ahora, expandiendo z(í) por Taylor hasta los términos de primer orden en
torno a í/ -)- e, y usando la ecuación (4.16),
c + <9(e2) = z(¿/) + , u)e + O(c2) (4.24)
teniendo en cuenta que, en este caso, c y tj son variables.
2O(e'') es tal que lime_>0 f^1 = 0.
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y, substituyendo el miembro izquierdo por la ecuación (4.20) y z(í/) por
r(c, í/), resulta
= g(z(í/),u)e + 0(e2) (4.25)
Efectuando el mismo procedimiento con £ queda
c + Ac =
Ac = h(c,r(c,t/),u)6 + O(e2) (4.26)
Finalmente, si (4.25) y (4.26) se substituyen en (4.23), lo que resulta se
divide por e y, posteriormente, se toma el límite cuando e —>• O, queda:
g(r(c,í/),u) = dr drh(c,r(c,í/),u)+ - (4.27)
i
Esta es la ecuación en derivadas parciales de la técnica de inmersión inva-
riante y no tiene solución general conocida. Sin embargo, la solución puede
aproximarse mediante la función lineal
r(c,í/) = z(í/) + P(í/)c (4.28)
donde z(í/) es la solución correcta del problema, es decir, la solución cuando
c = O = C(í/) = O. Es importante destacar que la estructura lineal escogida
para la función z es adecuada mientras c sea pequeña (c » 0), o sea, cerca de
la solución óptima. Por esta razón, en los siguientes desarrollos se supondrá
que c es pequeña y, en consecuencia, los términos de 0(||c||2) y superior no
serán tenidos en cuenta. Tras estas observaciones y siguiendo con el desarrollo,
si (4.28) se substituye en (4.27) resulta
g(z + Pc,u) = Ph(c,z + Pc,u) + z + Pc . (4.29)
Puesto que las funciones g y h no son lineales, es necesario expandirlas por
Taylor en torno a £ = c, f = £ / y z = z hasta primer orden, dando lugar a
g(z, u) + (z, u)Pc = Ph(c, z, u) + P (c, z, u)Pc + í + Pc (4.30)
El desarrollo continúa substituyendo las funciones g y h por sus expresiones
respectivas eliminando los términos de (9(||c||2) y superior y, después de esto,
igualando entre ellos los términos de grado cero y grado uno en c. Estas
operaciones se efectúan en el siguiente apartado para el modelo neuronal de
interés descrito en las ecuaciones (4.7) - (4.14).
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4.4 Aplicación a los modelos neuronales con
dinámica aditiva
Los resultados obtenidos en el apartado anterior se aplican, tal como se ha
comentado, al TPBVP descrito por las ecuaciones (4.16)-(4.17) del problema
de identificación mediante el modelo neuronal. En primer lugar, es conveniente
reformular las ecuaciones de forma más explícita como
donde
/H!
H2
H3
z = g(z,u)
C = H(C,z,u)SC
n, n \- $2- WT \e*i, . . . , a„ j-
 dxT w ^
diagli,..., a;n}
— (In ® <T(X))
- (In ® u) /
/ CrQTe
O
O
O )
(4.31)
(4.32)
(4.33)
S = ( In O O O . ) (4.34)
Substituyendo (4.31) y (4.32) en la ecuación (4.30), e igualando los términos
de grado cero y uno entre ellos, resultan las ecuaciones siguientes 3:
• Grado cero:
• Grado uno:
= g - (4.35)
(4.36)
donde
9f 9f 8t _9f \
%
dzT
0
0
1 o
0
0
0
0
0
0
0
0
0 /
6 Mn2+(2+m)n(IR) (4.37)
3Sin considerar las variables independientes en las expresiones de los campos vectoriales.
4.5 Ecuaciones del proceso de identificación 63
db
O
O
0 0 0
0 0 0
e Mn2+(2+m)n(]R)
y P puede ser descompuesta en bloques según
•p
li Pl2 Pl3 Pl4
Psi P22 Ps3 P 24
P31 P32 P33 P 34
\ ?41 P42 P43 P 44 /
€ Mn2+(2+m)n(IR)
(4.38)
(4.39)
con PtJ € Mn(IR),¿,j € {1,2}; P3i,P32 e Mna,n(]R); Pi3,P23 G Mn,n2(]R);
33 i,P42 € Mnm,n(R); Pi4,P24 € M„,„m(lR); P43 € Mnm,n3(R);
Y ?44 G MnTO>nm(H). Siguiendo este enfoque, la compleji-
dad de las ecuaciones anteriores es, en número de ecuaciones diferenciales,
m = (n2 + In + nm) + (n2 + 2n + ram)2. Sin embargo, sin pérdida de ge-
neralidad, es posible asumir que la matriz P es simétrica (P,-j = Pj-,-,V¿,j)
para reducir la complejidad del problema de aprendizaje. Esta suposición es
factible porque en la ecuación (4.28) del procedimiento de inmersión invarian-
te, la matriz P puede escogerse como simétrica sin degradar la aproximación
efectuada.
4.5 Ecuaciones del proceso de identificación
Con las consideraciones precedentes, las ecuaciones para el problema de iden-
tificación en línea son
¿x = -U(z« ® zx) + (<rx(zx) ® In) Vnnzw
+d-P„CTQT(y-y)
¿a = -P21CTQT(y-y)
¿w = -P3iCTQT(y-y)
ZB = -P4iCTQr(y-y)
P„ = -(HfP11+P11H1+H[P21+P^H2
+Hf P41 + PJ1H4) + P11CTQTCP
P21 = -
11
VmnzB
(4.40)
(4.41)
(4.42)
(4.43)
j1H3
(4.44)
11 (4.46)
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P4i — — ^ P4iHi -f P4aH2 + P4aH3 + P44H4J -
P22 = P2iCTQTCP£
P32 = P3iCTQTCP£
P42 = P41CTQTCP£
P33 = P3iCTQTCPj1
P43 = P4iCTQTCP¡i
¿"44 in i 41 C_/ W v-*i A*
rlonrlp V,., = ^  . V'. . P,,, 6ò V.T. c. M,., ,.,({(} Í\\ ^ P,
\- P41CTQTCPn (4.47)
(4.48)
(4.49)
(4.50)
(4.51)
(4.52)
(4.53)
... - o.pT c M,.,(í(\ M\
=i =! , , , , ,
es la matriz de Kronecker. Este sistema de ecuaciones diferenciales matriciales
tiene como condiciones iniciales P,-¿(0) = el, i = 1,2,3, e > O y valor absoluto
pequeño, y z.(0) tan cercano como sea posible a los valores correctos descono-
cidos. Este segundo grupo de condiciones iniciales no es conocido a priori y, en
consecuencia, sus valores deben ser escogidos libremente, por ejemplo de forma
aleatoria. Sin embargo, cuanto más parecidos sean a los valores correctos, más
rápida será la convergencia del conjunto de ecuaciones diferenciales.
4.5.1 Complejidad de cálculo del mecanismo de adap-
tación
La complejidad del mecanismo de adaptación en línea de parámetros del sis-
tema, descrito por las ecuaciones diferenciales matriciales (4.40) a (4.53), es,
en número de ecuaciones diferenciales, la siguiente:
• para el primer grupo (z.) (ecuaciones (4.40) a (4.43)): nz = n2 + 1n-\-nm
• para el segundo grupo (P..) (ecuaciones (4.44) a (4.53)): np = np.t +
np.a + np.3 + np.4 = £ + (2 + m)n3 + m2+^m+5rc2 + =^n. En detalle,
por columnas de la matriz a bloques P:
— primera columna de P (P.i): npa = IL-^1L + n2 + n3 + n2m
— segunda columna de P (P.2): np.2 = 2-i2- + n3 + n2m
— tercera columna de P (P.3): np.3 = " |n • + n3m
- cuarta columna de P (P,4): nP.4 = "2m2+nm
En consecuencia, para todo el conjunto, la complejidad en número de ecuacio-
nes diferenciales es ntotai = ^  + (2 + m)n3 + m2-Hro+7n2 + ^ S.n, siendo n la
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dimensión del vector de estado del modelo (número de nodos de la red neuro-
nal) y m el número de entradas al mismo. Por ejemplo, para el caso típico de
utilizar un modelo neuronal dinámico con a y B constantes, la complejidad es
entonces ntotai = \ + ^ 3 + n2 + f ! pudiéndose observar su curva de crecimiento
según el orden del modelo en la figura 4.2.
7000
4 5 6 7
Núm. de nodos
10
Figura 4.2: Número de ecuaciones diferenciales en función del orden del modelo
(W adaptable).
Es importante destacar que la complejidad de este método es de orden
mucho más elevado que el enfoque del capítulo anterior basado en análisis de
sensibilidad y modificación de parámetros por gradiente (Griñó, 1994). No
obstante, a diferencia de las técnicas utilizadas en el Capítulo 3, las empleadas
en este enfoque permiten una extensión más sencilla al caso de identificación
teniendo en cuenta la presencia de ruido en el sistema.
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Capítulo 5
Generación de los modelos y
experimentación numérica
Este capítulo presenta la metodología seguida para el desarrollo de los modelos
y algoritmos de identificación, así como algunos resultados para dos tipos de
casos de test: uno basado en plantas de segundo orden en simulación y otro
en un conjunto de datos reales. También se efectúa, para el caso del conjunto
de datos reales una comparación con los modelos basados en redes neuronales
estáticas.
Concretamente, en la primera sección se trata el tema del procedimiento
seguido para obtener los modelos y las ecuaciones necesarias para llevar a
cabo el proceso de identificación. La segunda sección presenta algunos de los
resultados obtenidos en las plantas que se toman como casos de test, usando
los métodos de adaptación de parámetros desarrollados en los capítulos 3 y 4.
Asimismo, se incluye una comparación con el caso de identificación mediante
redes neuronales feedforward estáticas.
5.1 Estructura de generación e implementa-
ción de los modelos y métodos de identifi-
cación
Los dos métodos de identificación de sistemas en línea mediante modelos neu-
ronales con dinámica aditiva desarrollados en los dos capítulos anteriores se
han realizado intentando obtener un proceso completamente automático desde
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la especificación del modelo hasta la obtención del código de programación
necesario para llevar a cabo su labor.
Para ello, las ecuaciones para la actualización de parámetros de los modelos
han sido obtenidas mediante la codificación de los métodos desarrollados en
un programa de manipulación simbólica, concretamente MapleV (Char et a/.,
1992). Para este fin, resulta muy útil el grado de abstracción y formalismo
usado en los desarrollos de los capítulos 3 y 4.
Modelo
conexionista
Manipulador
simbólico:
MapleV
Generación
FORTRAN
-~^
Estructura ^\
vbásica identificación/
Ec. auxiliares
Ec. actualización parámetros;
Máquina de
simulación:
ACSLu
ODEPACK
Postproceso
gráfico
estadístico
Figura 5.1: Esquema de la metodología de generación, implementación y vali-
dación de los modelos.
El procedimiento para obtener un fichero binario ejecutable a fin de efec-
tuar la experimentación numérica puede verse en el esquema de la figura 5.1.
En primer lugar, se especifica la arquitectura del modelo neuronal (número de
entradas, número de salidas -estando estos valores condicionados de forma di-
recta por el sistema bajo estudio- y número de nodos, junto con los parámetros
que se suponen constantes) como información de entrada para el paquete de
manipulación desarrollado para el método seleccionado. Como resultado apa-
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recen un conjunto de ficheros en código fuente listos para ser compilados y
enlazados con el programa principal y el núcleo de integración numérica. En
segundo lugar, se especifican el caso bajo estudio y los parámetros de control
de la simulación que correspondan.
Para la integración numérica se han usado dos herramientas diferentes: el
lenguaje de simulación de sistemas de tiempo continuo ACSL (Mitchell &
Gauthier Assoc., 1991) y el paquete de integración ODEPACK (Hindmarsh,
1983). Las razones de esta elección se comentarán en el apartado 5.1.2. Los
experimentos numéricos, que se presentan en las siguientes secciones, incluyen
la parte de código fuente necesaria para simular el conjunto de datos reales que
debe ser identificado o el código necesario para la gestión de los datos reales.
Es importante, también, hacer notar que en el caso de aplicar los métodos
desarrollados con una planta real en operación, puede ser necesario cambiar los
algoritmos de integración numérica a otros que estén especialmente diseñados
para operación en tiempo real como, por ejemplo, los que aparecen en (Howe,
1991).
5.1.1 Generación automática de código fuente
Siguiendo la línea de automatizar lo más posible las manipulaciones necesarias
para obtener códigos de programa que permitan la operación de los métodos de
identificación desarrollados, tal como se ha comentado en el apartado anterior,
se han implementado éstos sobre una herramienta de manipulación simbólica.
De este modo, a partir de la descripción formal y de alto nivel de los capítulos
anteriores, sin efectuar expansión alguna de los resultados allí mostrados, se
pueden obtener las particularizaciones para cada caso de arquitectura a con-
siderar. Esto es, a partir de la descripción del modelo conexionista a tratar, y
por aplicación del método, se obtiene como resultado unos ficheros con las ru-
tinas (código fuente) de programación necesarias para llevar a cabo el proceso
de identificación.
Este enfoque presenta las siguientes ventajas e inconvenientes:
Ventajas: pueden destacarse las siguientes:
• Transparencia. La operación del método que corresponda es más
clara, puesto que se ha codificado a muy alto nivel, con lo cual se
minimiza la posibilidad de error en su confección.
• Sin intervención. Los ficheros de código fuente FORTRAN que
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resultan de la operación del manipulador simbólico, junto con los
códigos desarrollados para cada método, están preparados para ser
compilados y enlazados con el resto de módulos sin intervención nin-
guna. Lo que redunda en una minimización de los posibles errores
de codificación.
• Menor coste computacional. Esta ventaja deriva de la elimina-
ción de las operaciones que involucran operandos nulos durante el
proceso de manipulación simbólica y de la generación de un código
fuente de programa absolutamente lineal, es decir, sin bifurcaciones
ni bucles que impliquen saltos en las instrucciones de programa. La
primera de ellas también reduce de forma efectiva la complejidad
teórica que podría asociarse a cada uno de los métodos, vistas sus
ecuaciones.
Inconvenientes: el inconveniente de este planteamiento es el elevado tiempo
de compilación para los módulos generados por el manipulador simbólico,
debido a su gran tamaño.
Vistas las ventajas e inconvenientes, decididamente predominan las primeras
y, por ello, se ha seguido esta línea de trabajo en la realización práctica del
desarrollo de los capítulos anteriores.
5.1.2 Núcleos de simulación utilizados
Como se ha comentado anteriormente y se aprecia también en la figura 5.1, se
han utilizado dos núcleos de simulación diferentes. Por un lado se ha empleado
el lenguaje de simulación de sistemas de tiempo continuo ACSL y, por otro, la
librería de integración numérica ODEPACK.
El entorno ACSL se ha utilizado, entre otras, por las razones siguientes:
• Es un estándar entre las herramientas de simulación, habiéndose hecho
acreedor de este reconocimiento por su robustez de operación y calidad
en el tratamiento numérico, así como en la gestión de eventos de estado
y de tiempo.
• Presenta un conjunto de operadores de simulación muy completo que
permite modelar sin problemas aquellos subsistemas que aparecen habi-
tualmente en las plantas reales. Incluyendo las no linealidades de com-
portamiento no diferenciable (saturaciones ideales, zonas muertas ideales,
etc.) que dan lugar a eventos de estado durante una simulación.
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• Presenta operadores de integración vectorial, muy adecuados vistas las
características de los métodos desarrollados.
• Su interfase con rutinas externas codificadas en lenguaje FORTRAN es
muy sencilla. Lo cual se aprovecha de forma clara en el esquema global
de experimentación numérica que se ha presentado.
No obstante, ACSL presenta un inconveniente notable: los algoritmos de in-
tegración numérica que incorpora efectúan el cálculo de la matriz de Jacobi
del campo vectorial a integrar por aproximación por diferencias finitas. Esto
da lugar a una operación lenta cuando las dimensiones del problema crecen
ostensiblemente.
Esta última razón llevó a utilizar un paquete de integración numérica como
ODEPACK. En este caso, la matriz de Jacobi del campo a integrar se puede
codificar como una rutina más del problema, con lo que se puede efectuar su
cálculo exacto sin necesidad de aproximar por diferencias finitas. Además, y
dentro de ODEPACK, la rutina LSODES (utilizada en prácticamente todas
las ocasiones) realiza un tratamiento disperso de dicha matriz con el consi-
guiente ahorro en coste computacional. No obstante, en este caso surge un
problema: se asume implícitamente la diferenciabilidad del campo vectorial a
integrar. Esto, por ejemplo, no se cumple en sistemas con elementos no li-
neales no diferenciables como los que se verán más adelante. Evidentemente,
una posibilidad es hacer caso omiso del problema si el algoritmo de integración
trabaja con un paso pequeño, puesto que entonces los errores acumulados no
son muy grandes. Sin embargo, a fin de cuantificar el problema, se recurrió
a otra de las rutinas de ODEPACK, concretamente LSODAR, que presenta
la capacidad de detectar eventos de estado, para evaluar las diferencias entre
ésta y LSODES para un mismo caso de estudio. Como finalmente se constató
que las diferencias eran menores que 10~3, se optó por utilizar LSODES, pues
presentaba una ejecución considerablemente más rápida.
5.2 Experimentación numérica de los métodos
de identificación
Esta sección presenta algunos de los casos de test utilizados para evaluar los
métodos desarrollados, así como la aplicación de los dos enfoques desarrolla-
dos para la actualización de parámetros en línea, junto con una solución de
referencia usando redes neuronales feedforward estáticas con líneas de retraso
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en sus entradas, técnica que puede considerarse bien establecida en el contexto
de la identificación de sistemas.
5.2.1 Casos de test utilizados
En esta sección se muestran tres ejemplos representativos de plantas para ser
identificadas: dos sistemas simulados de segundo orden con comportamiento no
lineal y un conjunto de datos reales correspondiente a la consigna de potencia
y a la potencia real de un grupo de generación de una central hidroeléctrica.
5.2.1.1 Sistemas simulados de segundo orden no lineales
La figura 5.2 muestra los sistemas no lineales generados para los experimentos.
El primero, Sistema A, está formado por una cascada de sistemas de primer
orden lineales con un elemento no lineal estático del tipo saturación intercalado
entre ellos. El segundo, Sistema B, está formado por los mismos elementos
que el Sistema A más una zona muerta a la salida del comparador de error
trabajando en lazo cerrado. Este tipo de sistemas es muy común en los procesos
industriales, especialmente en los sistemas de control de posición.
En los experimentos numéricos llevados a cabo con estas plantas de refe-
rencia se ha utilizado, como entrada de excitación del sistema, señales pseudo-
aleatorias binarias (ver apéndice C). Este tipo de señales se ha escogido porque
su uso industrial está más extendido que, por ejemplo, el ruido blanco; y porque
permiten un control adecuado de su banda pasante y, por tanto, de la concen-
tración de energía en el espectro de frecuencias de interés de la planta bajo
estudio. También se han efectuado, en los diversos experimentos numéricos,
variaciones en la amplitud de las señales de excitación, puesto que en plantas
con comportamiento no lineal es habitual una dependencia clara de la dinámica
del sistema respecto de la amplitud de las entradas. Asimismo, es importante
destacar que no se ha realizado sintonización alguna de las condiciones de ini-
cio de los modelos que, además, parten de conjuntos de parámetros aleatorios
en el inicio del proceso de identificación.
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Figura 5.2: Sistemas de segundo orden no lineales usados en las identifica-
ciones. Sistema A: compuesto de dos sistemas lineales de primer orden con
una saturación intercalada entre ellos. Sistema B: compuesto de dos siste-
mas lineales de primer orden con una saturación intercalada operando en lazo
cerrado con una zona muerta a la salida del comparador de error.
5.2.1.2 Conjunto de datos reales de un grupo hidroeléctrico
En este caso, el sistema a identificar es un grupo generador de una central
hidroeléctrica de la compañía eléctrica ENHER 1. El conjunto de datos rea-
les está compuesto por dos series temporales que corresponden a la potencia
eléctrica que llega como consigna al grupo desde el sistema de control cen-
tralizado de la compañía (entrada a la planta) y a la potencia eléctrica real
producida por el grupo generador (salida de la planta). El período de mues-
treo de las señales es de 3 segundos y el tiempo total registrado es de 18663
segundos.
5.2.2 Indicadores de comportamiento
A fin de cualificar y cuantificar el comportamiento de los algoritmos de adap-
tación de parámetros en su aplicación a los casos de test, se han utilizado los
siguientes indicadores:
1
 Empresa Nacional Hidroeléctrica Ribagorzana
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• Información en el dominio temporal: en este caso se efectúa la compa-
ración de la salida real del sistema a identificar con la salida predicha
por el modelo, formando el error de identificación definido en capítulos
anteriores. Este error se valora cualitativamente en función del tipo de
tramo de la respuesta temporal, es decir, diferenciando entre los com-
portamientos en zonas transitorias y estacionarias. Asimismo, sobre él
también se efectúan análisis de carácter estadístico como, por ejemplo,
histogramas (a fin de observar su distribución aproximada) y diversos test
de pertenencia a poblaciones normales (p. ej. Kolmogorov-Smirnov).
• Información en el dominio frecuencial: otra posibilidad que se ha tomado
para la evaluación de los resultados es efectuar una visualización de éstos
en el campo frecuencial. Siempre, claro, teniendo en cuenta que la valora-
ción es de carácter cualitativo puesto que las herramientas de conversión
empleadas -transformada de Fourier- son lineales. A tal efecto, se realiza
un análisis espectral de los comportamientos entrada - salida de la plan-
ta real y del modelo, obteniéndose la función de transferencia isócrona
empírica para los dos casos. Posteriormente, y mediante su comparación
en magnitud y fase, puede obtenerse visualmente información que en el
plano temporal no sería fácil de extraer.
5.2.3 Resultados experimentales
Esta sección presenta una selección de los resultados obtenidos mediante la
clase de modelos propuesta junto con los algoritmos de adaptación en línea
de parámetros desarrollados para ella, para ilustrar las prestaciones en las
tareas de identificación. Asimismo, se incluyen, como referencia, los resultados
obtenidos con los modelos neuronales estáticos para el caso del conjunto de
datos reales.
5.2.3.1 Resultados con las plantas simuladas
En todos los casos de este apartado se han encontrado los modelos óptimos en
dimensión (número de nodos) mediante un proceso incremental, empezando
por modelos de 3 nodos y haciendo crecer su número hasta encontrar el primer
modelo que daba lugar a una predicción adecuada y tenía sus parámetros
estacionarios para tiempos elevados.
Para el Sistema A, la figura 5.3 muestra el error de identificación y las sali-
das real y predicha, para un experimento con un modelo neuronal con dinámica
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Figura 5.3: Resultados de identificación para el Sistema A: TI = 0.2, K\ =
2, T2 = 0.2, límites de saturación = 3,-3. Adaptación de parámetros basada en
métodos de gradiente y análisis de sensibilidad.
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aditiva de 5 nodos utilizando la actualización de parámetros basada en técnicas
de gradiente y análisis de sensibilidad con un valor de velocidad de aprendizaje
e = 0.1. Es importante destacar que, a tiempo t = 100 segundos el mecanismo
de adaptación se paró, no habiéndose apreciado una degradación importante
en la predicción del modelo. Este hecho implica que la dinámica subyacente
a las señales de entrada - salida reales ha sido adquirida por el modelo neu-
ronal, y que el buen comportamiento en predicción no es el resultado de la
dinámica del adaptador de parámetros. Además, conviene resaltar el hecho de
que las trayectorias de predicción siguen incluso las zonas de variación rápida
(correspondientes a las altas frecuencias) de la señal de salida real una vez que
el modelo ha llegado a un conjunto de parámetros estacionario. También, de
una forma cualitativa se observa que al principio del proceso de identificación
el modelo no sigue las zonas de variación rápida puesto que no se halla aún
parametricamente configurado.
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Figura 5.4: Resultados de identificación para el Sistema B: mismos valores
que en el Sistema A y límites de la zona muerta de +!,-!. Adaptación de
parámetros basada en métodos de gradiente y análisis de sensibilidad.
El modelo neuronal con 5 nodos es la configuración mínima que adquiere
el comportamiento dinámico del proceso real, y esto también puede ser apre-
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Figura 5.5: Resultados de identificación para el Sistema B: mismos valores
que en el Sistema A y límites de la zona muerta de +!,-!. Adaptación de
parámetros por técnicas variacionales y de inmersión invariante.
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ciado en el hecho de que, aunque el mecanismo de adaptación de parámetros
esté funcionando, los valores de éstos se encuentran casi estacionarios. Por
tanto, es el modelo y no el mecanismo de adaptación, el responsable del buen
comportamiento en predicción.
Para el Sistema B, la figura 5.4 muestra el error de identificación y las sali-
das real y predicha con un modelo neuronal de 5 nodos usando actualización
de parámetros por método de gradiente con e = 0.5. A modo de comparación,
la figura 5.5 muestra las mismas señales para un modelo neuronal de la misma
complejidad, pero usando el método basado en cálculo variacional e inmersión
invariante. Como puede observarse el comportamiento es cualitativamente di-
ferente del caso de adaptación por método de gradiente para valores de tiempo
bajos y bastante parecido para valores de tiempo elevados. En este caso, se
produce, como anteriormente, la estabilización de los parámetros del modelo
para tiempos elevados.
Otro experimento realizado con estos casos de test ha sido la pérdida de
excitación del sistema, es decir, la entrada de excitación se fijaba a valor nulo
después de un cierto tiempo de aprendizaje. En las pruebas efectuadas se
observó una robustez notable, puesto que no apareció ninguna deriva apreciable
ni en los parámetros del modelo ni en la salida del mismo.
Como ilustración de uno de los métodos de validación comentados anterior-
mente en la figura 5.6 pueden verse las funciones de transferencia isócronas
empíricas del proceso real y del modelo, para el experimento de la figura 5.4.
Como puede observarse, es destacable el buen ajuste tanto en magnitud como
en fase en la zona de bajas y medias frecuencias. En particular, en cuanto
a la ganancia, el buen ajuste en bajas frecuencias indica la ausencia de error
de identificación en las zonas estacionarias de la respuesta temporal y la co-
rrespondencia de formas en altas frecuencias indica el parecido en las zonas
transitorias. En cuanto a las fases, la correspondencia de ambas curvas in-
dica que no hay distorsión en cuanto a forma en las respuestas temporales.
Tal como se ha mencionado anteriormente, de esta forma se pueden visuali-
zar cualitativamente algunas características de funcionamiento que serían muy
difíciles de ver en el plano temporal.
5.2.3.2 Resultados con el conjunto de datos real
En este apartado se aplican los algoritmos de adaptación de parámetros enlínea
al conjunto de datos reales del grupo hidroeléctrico. Concretamente, se utilizan
únicamente los primeros 3334 datos medidos de entrada y salida de las series
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Figura 5.6: Resultados de identificación para el Sistema B: respuesta frecuen-
cial experimental para los datos reales y predichos. Adaptación de parámetros
basada en métodos de gradiente y análisis de sensibilidad.
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temporales, lo que corresponde a los primeros 10002 segundos de estas. No
se usa toda la serie temporal porque con el rango de tiempo escogido se llega
a un comportamiento muy bueno y en el tramo de tiempo restante continúa
igual.
La estrategia seguida para hallar la dimensión de los modelos ha sido, como
en el apartado anterior, incrementar en uno el número de nodos del modelo a
partir de un valor inicial de 3.
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Figura 5.7: Error de identificación (arriba) y consigna (grueso), salida real
y salida del modelo (fino) (abajo), para el conjunto de datos del grupo hi-
droeléctrico. Adaptación de parámetros basada en métodos de gradiente y
análisis de sensibilidad.
La figura 5.7 muestra la potencia eléctrica de salida real y predicha (abajo),
y el error de identificación (arriba), para un modelo conexionista con dinámica
aditiva de 5 nodos usando la adaptación de parámetros basada en método de
gradiente y análisis de sensibilidad. Como puede observarse en la gráfica, la
potencia real no puede distinguirse de la predicha por el modelo, excepto en
los primeros momentos del ajuste en línea.
La figura 5.8 muestra la misma información que la figura 5.7 para un mo-
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Figura 5.8: Error de identificación (arriba) y consigna, salida real y salida del
modelo (abajo), para el conjunto de datos del grupo hidroeléctrico. Adaptación
de parámetros por técnicas variacionales y de inmersión invariante.
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délo de 5 nodos también, pero ahora utilizando la adaptación de parámetros
por técnicas variacionales y de inmersión invariante. Como puede apreciarse,
también en este caso, el error de identificación es bastante pequeño excepto en
el inicio del ajuste en línea del modelo.
Es importante destacar que, en los dos métodos contemplados, los modelos
partían de un conocimiento nulo de la planta real, es decir, sus parámetros
estaban inicializados de forma aleatoria. En ambos casos, cuando la salida
de predicción era muy parecida a la salida real, se ha parado el mecanismo
de adaptación sin que se produjera una degradación apreciable en el error
de identificación, lo que implica que el modelo neuronal había adquirido la
dinámica que subyace a los datos medidos de la planta real.
5.2.3.3 Comparación de prestaciones frente a identificadores del
tipo red neuronal feedforward
A fin de establecer un punto de referencia para la comparación de las presta-
ciones de los métodos desarrollados, se ha diseñado un identificador que usa
modelos basados en redes estáticas feedforward con líneas de retrasos sobre
las entradas y salidas. Este método se ha tomado como referencia porque,
probablemente, es una de las formas más ampliamente aceptadas de realizar
tareas de identificación de sistemas no lineales mediante redes neuronales. Se
han empleado modelos de la forma:
j/fc = ¡(yk-l-, • • • , Vk-ti «fc, • • • » Wfc-m) (5.1)
donde el subíndice k indica una observación de la variable en cuestión a tiempo
kT, siendo T el período de muestreo; s y m son los valores máximos de los
retrasos en la salida y la entrada del modelo, es decir, la profundidad de la
ventana histórica en las series temporales definidas por la entrada y la salida;
y / es la función estática que representa el modelo neuronal.
Para la fase de aprendizaje se ha seguido un enfoque serie-paralelo: el mo-
delo se entrena con datos reales de las entradas presente y pasadas, así como
con datos reales de salidas pasadas, para predecir la correspondiente salida
presente.
El enfoque serie-paralelo en identificación viene a ser, en el contexto co-
nexionista, similar al teacher forcing. Esto es, la operación se lleva a cabo
forzando las entradas y los valores pasados de las entradas y las salidas a unos
concretos, previamente medidos y contenidos en el conjunto de datos. Por
tanto, los datos retrasados no son generados por el identificador sino que co-
rresponden a valores reales. Por el contrario, en la configuración paralela, los
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Figura 5.9: Suma de los cuadrados de los errores de la red neuronal para los
primeros 100 epoch de la fase de aprendizaje.
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valores generados por el identificador son realimentados para generar futuros
valores, con lo cual se produce una predicción a infinitos pasos.
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Figura 5.10: Predicción en configuración serie-paralela sobre el conjunto de
test: arriba) Consigna de potencia (puntos), potencia real de salida (continua)
y potencia de salida predicha (punto-raya); abajo) Error de identificación.
Cuando se emplean redes neuronales feedforward, generalmente el aprendi-
zaje del modelo se efectúa en una configuración serie-paralelo. Sin embargo,
para verificar el buen comportamiento del identificador, es necesario analizar
su comportamiento en una configuración paralela, puesto que en ésta se po-
ne de manifiesto de forma clara si el modelo ha adquirido o no la dinámica
subyacente a los datos de identificación. Por el contrario, en la configuración
serie-paralelo, las trayectorias de salida real del sistema fuerzan las trayectorias
predichas hacia los valores correctos, enmascarando si el modelo ha adquirido
o no la dinámica que se deseaba. Hay que tener en cuenta que, desde el punto
de vista de ingeniería de control, no es tan importante efectuar buenas pre-
dicciones como modelar de forma correcta la dinámica del sistema, ya que el
modelo servirá como punto de partida para efectuar el diseño de controladores
para el mismo. Cuando se trabaja con modelos del tipo red neuronal estática
y se hace el aprendizaje de esta misma forma, en configuración serie-paralelo,
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el comportamiento en predicción paralela sobre el conjunto de test acostumbra
a no ser bueno.
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Figura 5.11: Predicción en configuración paralela sobre el conjunto de test:
arriba) Consigna de potencia (puntos), potencia real de salida (continua) y
potencia de salida predicha (punto-raya); abajo) Error de identificación.
En los experimentos que se muestran más adelante se ha desarrollado un
modelo de identificación basado en redes neuronales estáticas. Este modelo ha
sido diseñado mediante búsqueda exhaustiva entre todas las combinaciones de
retrasos en la entrada y la salida y el número de nodos en la capa oculta. El
aprendizaje de la red neuronal se efectuó fuera de línea (en configuración serie-
paralela) y el test en línea (en configuración paralela) a fin de poder comparar
con los métodos desarrollados.
El aprendizaje de los modelos (con una función no lineal en los nodos del
tipo tangente hiperbólica) se efectuó sobre un conjunto de aprendizaje formado
por los primeros 3364 valores de las series temporales de entrada y salida
del grupo hidroeléctrico utilizando un algoritmo de optimización Levenberg-
Marquardt. El criterio para seleccionar el mejor modelo fue su comportamiento
en predicción sobre el conjunto de test que está constituido por el resto de
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valores (2857) de las series temporales de entrada y salida.
La evolución del aprendizaje para el mejor modelo puede verse en la figu-
ra 5.9. Este modelo tiene 7 retrasos en las entradas, 7 retrasos en las salidas y
15 nodos en la capa oculta. En la figura 5.10 se muestra el comportamiento en
predicción (a un solo paso) del modelo obtenido sobre el conjunto de test en
configuración serie-paralela. Como puede observarse, el resultado es bueno y
la salida real y la salida predicha son prácticamente iguales. Por otra parte, la
figura 5.11 muestra el comportamiento de ese mismo modelo sobre el conjunto
de test en una configuración paralela (predicción a infinitos pasos); como pue-
de verse, el comportamiento es peor que en el caso anterior. Y también peor
que los resultados obtenidos con los métodos desarrollados, que se recogen en
las figuras 5.7 y 5.8. De ello puede concluirse que el comportamiento del mo-
delo neuronal con dinámica aditiva presenta un comportamiento mucho más
adecuado que el modelo basado en redes feedforward estáticas, especialmente
en cuanto a la captura de la dinámica subyacente a los datos medidos en el
sistema real.
Capítulo 6
Conclusiones
Este capítulo está dividido en dos apartados. En el primero, se exponen las
principales aportaciones de este trabajo y, en el segundo, se describen una
serie de aspectos como sugerencia para trabajos futuros en la línea de trabajo
desarrollada en la tesis.
6.1 Principales aportaciones
Las aportaciones realizadas en este trabajo pueden clasificarse en dos niveles.
Un primer nivel de carácter muy general es el marco tomado para el estudio
y planteamiento del tema de identificación de sistemas mediante métodos co-
nexionistas. En particular, se ha seguido un enfoque integrador entre la teoría
de control y la de redes neuronales, intentando mostrar la gran interrelación
que existe entre ambas, tanto desde el punto de vista de herramientas como
de problemas. Y como puede existir un beneficio claro para una recogiendo y
aprovechando las técnicas desarrolladas en la otra. Un segundo nivel, de carac-
terísticas mucho más concretas, viene dado por las contribuciones realizadas
en este trabajo al problema de identificación de sistemas dinámicos mediante
el uso de modelos conexionistas.
En este sentido, cabe destacar las aportaciones siguientes:
• Se ha formulado una clase de modelos de identificación del tipo "ca-
ja negra" constituidos por un conjunto de ecuaciones diferenciales con
estructura de red neuronal con dinámica aditiva dotada de entradas evo-
lucionando en tiempo continuo. Asimismo, esta clase de modelos ha
87
88 Capítulo 6. Conclusiones
sido formulada y estructurada de tal modo que los desarrollos necesa-
rios a posteriori para los métodos de adaptación de parámetros resulten
en una formulación lo más compacta posible. Para así, posteriormente,
poder llevar a cabo una implementación automática de los algoritmos
desarrollados mediante herramientas de cálculo simbólico.
• Para la clase de modelos desarrollada, se ha efectuado un estudio de esta-
bilidad absoluta mediante el uso de técnicas frecuenciales. Este enfoque
se ha seguido porque los modelos desarrollados presentan una estructu-
ra, oculta en una primera instancia, de sistema de tipo Lure que hace
posible la aplicación de dicha teoría, concretamente a través del uso del
criterio del círculo para sistemas multivariables. Es importante hacer no-
tar que a modelos conexionistas de características similares se les había
asociado siempre una clase de funciones de Lyapunov muy particular en
su estructura sin haberse mencionado, en la literatura conocida, que esta
clase de funciones corresponde a los sistemas de tipo Lure, como son de-
nominados en teoría de control. Además, debe destacarse el hecho que el
estudio efectuado contempla la posible variación frente al tiempo de los
parámetros del sistema, a diferencia de otros trabajos basados en teoría
de estabilidad de Lyapunov.
• Se han desarrollado dos métodos de adaptación de parámetros en línea
para la clase de modelos conexionistas propuesta:
— El primero de ellos basado en adaptación de parámetros por técnicas
de gradiente, siendo éste calculado a través de un análisis de sen-
sibilidad de las trayectorias del modelo respecto de sus parámetros
contituyentes. Esto supone una reformulación de métodos ya usa-
dos en la teoría de redes neuronales reclamando el uso reconocido
de la teoría de sensibilidad de sistemas, que es una disciplina muy
asentada dentro de la teoría de control. Esto permite, entre otras
cosas, discutir hechos como, por ejemplo, la necesidad de tomar
valores pequeños para las velocidades de aprendizaje, lo cual siem-
pre ha sido mencionado pero no justificado en los trabajos de redes
neuronales que lo comentan.
— El segundo método desarrollado hace uso de técnicas de control
óptimo para obtener una solución fuera de línea al problema de
adaptación de parámetros. Esta solución, que constituye un proble-
ma de contorno, se convierte, mediante la aplicación de técnicas de
inmersión invariante, en un problema de valores iniciales que puede
ser resuelto en operación en línea, dando lugar así a una solución en
línea al problema de adaptación de parámetros que era el objetivo
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perseguido. De este modo se consigue tener otro posible algoritmo
de adaptación en línea de los parámetros del modelo, lo cual hasta
el momento únicamente podía realizarse mediante métodos de tipo
gradiente.
• Los modelos y métodos de adaptación de parámetros desarrollados han
sido implementados mediante el uso de herramientas de manipulación
simbólica de tal forma que, la experimentación numérica y su utiliza-
ción sea lo más eficiente posible a través de la generación automática
del código fuente necesario. Además, la realización mediante cálculo
simbólico de gran parte de las operaciones involucradas en los algoritmos
de adaptación de parámetros desarrollados, permite una reducción añadi-
da de la complejidad de cálculo del proceso de identificación debido a la
eliminación de las operaciones que incluyen algún operando nulo. Tam-
bién es interesante destacar que el código de programación así generado
presenta una velocidad de ejecución más elevada al ser absolutamente
lineal.
• La clase de modelos propuesta, junto con los dos algoritmos de adapta-
ción de parámetros desarrollados para ella, ha sido evaluada en tareas
de identificación en línea sobre dos tipos de sistemas: dos sistemas sin-
tetizados a partir de bloques lineales y no linealidades estándar, y un
conjunto de datos reales captado de un grupo hidroeléctrico en una ope-
ración que recorría todo su rango de funcionamiento. Los resultados
obtenidos, parte de ellos mostrados en el capítulo 5, permiten observar
el buen funcionamiento de los identificadores. Partiendo de modelos con
parámetros aleatorios, después de un tiempo inicial en el cual se produce
el ajuste de éstos, el modelo efectúa una predicciones precisas incluso en
zonas de variación rápida. Merece la pena destacar que cuando el com-
portamiento en predicción es adecuado el modelo tiene sus parámetros
en valores estacionarios, lo cual indica que el modelo ha capturado la
dinámica del proceso a identificar. Este hecho se verificó por una se-
gunda vía que consistió en parar el adaptador de parámetros en esas
circunstancias sin observarse una degradación apreciable en la predic-
ción. Es importante también hacer notar que para el conjunto de datos
reales del grupo hidroeléctrico no se excitó el sistema con ninguna señal
de espectro especialmente diseñado para la tarea de identificación, y los
resultados obtenidos son buenos aún tratándose de una variación de la
entrada de gran amplitud.
El comportamiento en predicción en la identificación del conjunto de da-
tos reales se ha comparado con el comportamiento de un identificador
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basado en modelos neuronales estáticos obteniéndose un peor comporta-
miento en este último. Esto se observa especialmente cuando se dispone
el modelo, ya configurado, en una disposición paralela con la planta que
es la homologable con los desarrollos efectuados en esta tesis y supone, de
hecho, una operación con predicción a infinitos pasos. La cual, como se
ha comentado, supone en caso de buen funcionamiento que el modelo ha
adquirido toda la dinámica del proceso a identificar y no es el adaptador
de parámetros el responsable del buen funcionamiento.
6.2 Vias futuras de trabajo
El trabajo realizado en esta tesis abre considerables posibilidades de desarrollo
futuro y profundización en algunos aspectos de la línea de identificación de
sistemas mediante modelos conexionistas dinámicos. En particular, se enume-
ran a continuación los principales temas que, en esta fase del trabajo, parecen
más atractivos para su desarrollo futuro. En cada uno de estos casos se esboza
muy brevemente cuál podría ser el camino a seguir.
• Un trabajo pendiente, de gran complejidad y resultado incierto, es la
determinación de criterios para la estabilidad del conjunto formado por
el modelo y el adaptador de parámetros. En este ámbito, parece más
adecuado para este estudio el aprendizaje basado en técnicas de gradiente
y análisis de sensibilidad.
• No menos importante sería la continuación del estudio de condiciones
suficientes, menos restrictivas, para la estabilidad de la clase de modelos
propuesta. Esta búsqueda debería basarse tanto en criterios más ajusta-
dos en el dominio frecuencial, como en acotaciones menos holgadas de la
teoría de matrices, a fin de obtener dichos resultados menos restrictivos.
• También presentaría un gran interés la extensión del trabajo hacia pro-
cesos estocásticos, permitiendo y estudiando la incorporación de ruido
en el esquema de identificación. Los análisis y desarrollos teóricos de un
método de adaptación de parámetros podrían seguir técnicas de filtrado
óptimo y, concretamente, expandir el alcance del segundo de los métodos
desarrollados, adaptación de parámetros mediante cálculo variacional e
inmersión invariante.
• La batería de algoritmos de aprendizaje podría ampliarse mediante el
desarrollo de algoritmos basados en la teoría de observadores no lineales
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adaptatives. Este punto sería razonablemente asequible, puesto que la
clase de modelos desarrollada incorpora sus parámetros de forma lineal,
con lo cual podrían utilizarse gran parte de los desarrollos teóricos que
se tienen en la actualidad.
• En vista a su posterior utilización, sería muy interesante desarrollar es-
tructuras de control que hicieran uso de los modelos de identificación
obtenidos. Por ejemplo, usando la teoría de control para sistemas no
lineales basada en temas de geometría diferencial o un enfoque al diseño
de controladores basado en pasividad.
• Una extensión de gran importancia sería la puesta en operación de la
clase de modelos y métodos de adaptación en paralelo con el proceso
real a identificar. De esta forma, se tendría un sistema formado, por
un lado, por la planta física real y por otro, el modelo y su adaptador
de parámetros funcionando sobre un computador, comunicándose am-
bos mediante las interfases adecuadas. Esta aplicación supondría usar y
adaptar algoritmos de integración en tiempo real para realizar la tarea
de identificación en línea.
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Apéndice A
Elementos de análisis matricial
A.l Productos de Kronecker
En análisis de sensibilidad y en la teoría de sistemas es frecuente el uso de los
productos de Kronecker, [cita libro, vetter, otro] El producto de Kronecker 1 de
dos matrices está definido por una matriz particionada cuya partición (i, j) es
CÏ;,B
(A.l)
donde A
anlB «„26 • • • anm
Rnxm, B € IRrXs y A ® B € IRnrXms.
Debe hacerse notar que el producto de Kronecker cumple las propiedades
distributiva y asociativa:
A ® ( B + C) = A 0 B + A0C (A.2)
( A < S > B ) ® C = A ® ( B ® C ) (A.3)
Otras dos propiedades que se usan en los desarrollos de este trabajo son la
transpuesta del producto y la regla del producto mixto:
(A®B)T = AT®BT (A.4)
(A ® B) (C ® D) = (A C) ® (B D) (A.5)
siempre y cuando A, C y B,D tengan las dimensiones adecuadas.
1También llamado producto directo o producto tensorial.
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A.2 Algunos resultados interesantes de análisis
matricial
En este apéndice se presentan algunos resultados de análisis matricial que son
importantes en los desarrollos efectuados en el presente trabajo.
Dada una función escalar / de x Ç R™ se define su gradiente frente a x
como
d f
IL
dxi
IL
9X2
IL
. dxn J
(A.6)
Analogamente, se define la matriz de Jacobi para una función vectorial
f G Rm de variable vectorial x € IRn como
r M.
dì 9x2 M9xn
a/m a/m
- 9xi 9x2 9x„ .
(A.7)
Por ùltimo, y como caso más general, la derivada de una función ma-
tricial respecto de una matriz se define como
(A.8)
(je una función
ÖA A
ÖM
r 9A
a|^ 19M2i
9A
9A
dA2
9M22
9A
9A l
8A1'
9A
. dMrl 9A/r2 9Mra .
con A e Hnxm, M e Hrxs y là € H"
vectorial f frente a una matriz es un caso particular del anterior en el que
A = f € Hnxl, con lo cual ^  € Knrxs.
Es necesario, también, recordar la regla de la cadena en su expresión más
completa, en la que todos los elementos participantes son matrices.
9 A [B (M)] = M 'Ôcol B
T
(A.9)
con A € Rnxm, B 6 JRfcx/, M e RrXí y gfrA [B (M)] e IRnr Xms
Apéndice B
Condiciones de transversalidad
Dado el problema de control óptimo siguiente:
minuJ= /'L(X(Í),U(Í),P)<ÍÍ (B.l)Jt0
restringido por:
x = f(x(í),u(t),p) (B.2)
siendo x € R,™ el vector de estado, u G K"1 el vector de entradas medibles,
p € Hr el vector de parámetros desconocido que se supondrá estacionario, f
una función vectorial no lineal (f : R" x Rm x IRr —>• IR") y L una función no
lineal (L : IR" x lRm x Rr -» R).
La restricción (B.2) puede ser incorporada dentro de la función de coste J
haciendo uso de los multiplicadores de Lagrange A resultando:
J = ftf {¿(x(í),u(<), P) + AT • [f (x(í), u(í), p) - *]} di (B.3)
JÍQ
haciendo uso de la definición de hamiltoniano (//(x(í), u(í), p) = L(x(í), u(í), p)+
AT • f(x(í), u(í), p)) nos queda:
J = / f (H - \T • x} dt (B.4)
JÍQ
e integrando por partes:
J = -XT(tf) • x(íy) + AT(Í0) • x(í0) + j*' {H + AT • x} di (B.5)
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para t0 y í/ fijos la variación de J debida a, por ejemplo, una variación en u
es:
5 J = - AT • Sx + \T • Sxt=t, 4*=<o t0 [\
: + —- • Su \ dtdu J
(B.6)
En la.L·UI i«, ecuación (B.6) para evitar tener que calcular íx escogemos A de tal
forma que los coeficientes de Sx se anulen:
dH _
'" — —
\T(tf] = 0
AT(Î0) = 0
(B.7)
(B.8)
(B.9)
Las ecuaciones (B.8) y (B.9) son las denominadas condiciones de transver-
salidad y aparecen debido a que tanto x(t0) y x(t/) no son conocidas. Si
consideramos que X(ÍQ) es conocida y constante las condiciones de transversa-
lidad pasarían a ser:
X T ( t f ) = 0
x(*o)
(B.10)
(B.11)
Apéndice C
Elección de la señal de
excitación
En las tareas de identificación de sistemas es de vital importancia la señal que
se emplea para excitar el sistema bajo estudio. Concretamente la señal debe
ser suficientemente rica como para excitar el proceso en la gama de modos que
nos interesa capturar en el modelo. Este hecho se verifica si la señal utilizada
tiene persistencia en la excitación lo que, dicho informalmente, significa que la
banda pasante de la señal cubre completamente los modos propios del sistema
bajo estudio.
En el caso de que no se pueda inyectar en el sistema la señal adecuada como,
por ejemplo, en una identificación en línea con el sistema trabajando en condi-
ciones de operación normales la persistencia en la excitación debe ser asumida.
Aunque siempre teniendo en cuenta que la bondad de los resultados obtenidos
depende en gran manera de la capacidad excitadora de la señal de entrada.
No obstante, existe una forma de solventar el problema de la excitación en sis-
temas que trabajan en condiciones normales de operación que es superponer
a la señal de entrada otra de baja amplitud pero suficiente excitación que por
sus características no altere el punto de operación del sistema completo.
C.l Señales de excitación más habituales
Las señales de excitación más utilizadas en identificación recursiva de sistemas
son las siguientes:
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Señal cuadrada: Estas señales son muy fáciles de generar y presentan un ran-
go de amplitud limitado y bien definido. La frecuencia de la señal puede
seleccionarse empíricamente según la siguiente regla: el periodo de la
señal cuadrada (T) debe ser aproximadamente seis veces la constante de
tiempo dominante del sistema (Wellstead & Zarrop, 1991). Cumpliendo
esta regla se asegura que la mayor parte de la potencia de la señal quede
dentro del ancho de banda del sistema.
Ruido con distribución uniforme: Este tipo de ruido se usa a menudo por-
que se halla disponible en casi todas las librerías numéricas. Presenta la
ventaja de que su amplitud está acotada, pero en contrapartida la apari-
ción de valores muy bajos en las secuencias puede dar lugar a distorsiones.
Se ha de destacar que su espectro de potencia puede ser adaptado a la
forma que interese haciendo una etapa de filtrado previa a la inyección
en el sistema.
Ruido con distribución gaussiana: Este tipo de señal presenta como ven-
taja que su espectro de potencia teórico es plano con lo cual se excita
por un igual todo el ancho de banda del sistema, aunque también se
invierte una parte apreciable de la potencia de la señal en toda la gama
de frecuencias que se halla fuera de la banda pasante del sistema. Como
inconveniente se tiene que la amplitud de la señal no está acotada y que,
desde un punto de vista de aplicación industrial, su forma temporal no
se corresponde con el tipo de consigna estándar de los sistemas reales
(escalones y rampas). Es importante notar que para obtener unos resul-
tados adecuados en la identificación se debe efectuar un filtrado previo
a fin de acotar su banda pasante.
Ruido binario pseudo-aleatorio: Esta señal comparte con las señales cua-
dradas la simplicidad de niveles pues unicamente toma dos valores y,
en consecuencia, la señal está acotada en amplitud. No obstante, como
ventaja su espectro de potencia es mucho más rico y su ancho de banda
puede escogerse de forma fácil, como se verá en el siguiente apartado,
para cubrir el ancho de banda del sistema bajo estudio.
A estas señales pueden añadirse, para estudios de identificación fuera de
línea, las siguientes:
Señal multisenoidal: Esta señal está constituida por la suma de un número
determinado de senoides relacionadas armónicamente entre ellas. Es-
te tipo de señal presenta como ventaja la concentración de su energía
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unicamente en las bandas de interés, las bandas donde se hallan los mo-
dos propios del sistema que se está estudiando. Pero, por contra, se
presentan problemas como, por ejemplo, un factor de cresta bastante
elevado que debe ser minimizado mediante procedimientos bastante la-
boriosos (Schoukens & Pintelon, 1991). Además, no está claro donde
concentrar la energía de la señal puesto que el sistema es desconocido, y
aunque se supiera no sería aceptado facilmente por los operadores por el
miedo a la aparición de resonancias en la operación.
Señal impulso: Este tipo de señal tiene la ventaja de su espectro de potencia
es constante para toda frecuencia y, por tanto, se excita uniformemente
el sistema en toda su banda pasante. No obstante, algunas veces es
necesario efectuar un filtrado para adecuar la banda y presenta problemas
de utilización en algunos sistemas puesto que no es adecuado para su
funcionamiento una entrega de energía tan concentrada en el tiempo.
C.2 Secuencias binarias pseudoaleatorias
A la vista de los comentarios del apartado anterior se han escogido las se-
cuencias binarias pseudo-aleatorias como señales de excitación para todos los
experimentos que se han llevado a cabo en la Tesis. A modo de resumen, las
características más relevantes de este tipo de señal son:
• Amplitud acotada tomando únicamente dos niveles simétricos con res-
pecto al cero.
• Ancho de banda de la señal seleccionable facilmente a través del tiempo
de reloj usado.
• Semejanza a un espectro de señal de tiempo continuo a través del incre-
mento en la longitud de la secuencia.
Aparte de las ventajas técnicas que puede suponer el uso de estas señales
existe otro tipo de condicionamiento no menos importante cuando se trata de
efectuar una utilización industrial: la disponibilidad de los responsables de
operación de un sistema para efectuar la experimentación. En realidad, los
operadores no ven con buenos ojos la inyección en su planta de consignas que
se aparten de los habituales cambios en rampa y escalón, y en este sentido la
señal PRBS no resulta en absoluto extraña.
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Para ahondar un poco más en el conocimiento de las secuencias binarias
pseudo-aleatorias (PRBS) en los siguientes apartados se tratan de una forma
más teórica.
C.2.1 Generación
Las secuencias binarias pseudo-aleatorias (PRBS) son, de hecho, señales de-
terministas, pero su comportamiento aparenta ser aleatorio y sus propiedades
estadísticas están perfectamente definidas. '
i
El método más común para generar señales PRBS se basa en la teoría de
secuencias binarias de longitud máxima (MLBS) que es la que se ha seguido
en este trabajo a fin de generar las señales de excitación.
Un esquema común para generar las secuencias de longitud máxima se re-
presenta en la figura C.l. Está formado por un registro de deplazamiento
(secuencia de flip-flops) y por una realimentación que proviene de un sumador
módulo-2 que se alimenta de algunos de los registros que integran el registro
de desplazamiento. La elección de los elementos del registro de desplazamiento
que se suman no es arbitraria ya que únicamente algunas combinaciones dan
lugar a secuencias de longitud máxima como se recoge en la tabla C.l.
Pulsos de reloj
I
Shift
Register
rfV I XOR
V s Sumador mod 2
Señal de test
Figura C.l: Generación de la señal PRBS.
El registro de desplazamiento debe ser inicializado con al menos uno de los
elementos distinto de cero y, a partir de entonces, cambiando el estado con
cada tick de reloj toma todos los estados posibles.
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n
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
N = T - l
3
7
15
31
63
127
255
511
1023
2047
4096
8191
16383
32767
65535
Realimentaciones
1,2
2,3
3,4
3,5
5,6
4,7
2,3,4,8
5,9
7,10
9,11
1,4,6,12
1,3,4,13
1,6,10,14
14,15
1,3,12,16
Tabla C.l: Tabla de conexionado del registro de desplazamiento con el sumador
para algunas longitudes de registro.
C.2.2 Propiedades
Las secuencias binarias de longitud máxima presentan las siguientes propieda-
des (de Coulon, 1984):
• la secuencia generada es periódica con periodo Ta = NTc¡ock siendo
N = 2" — 1 la longitud de la secuencia y n la longitud del registro
de desplazamiento;
• en un período T3 de la secuencia siempre hay N + 1 unos y N ceros. Así
pues, para una longitud de registro n lo suficientemente grande se puede
considerar que ambos valores son equiprobables;
comparando bit a bit un periodo de la secuencia con alguna de sus per-
mutaciones circulares, el número de símbolos coincidentes es igual al
número de símbolos no coincidentes menos uno.
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C. 2. 3 Función de autocorrelación y densidad espectral
de una señal PRES
Asignando a los valores 1 y O que se hallan en el primer elemento del registro
de desplazamiento los valores -fa y —a se obtiene una señal x(t) periódica con
periodo Ts. La función de autocorrelación (ver figura C.2) es, en consecuen-
cia, periódica con periodo Ts y aproxima muy adecuadamente la función de
autocorrelación de una señal impulso S(t). j
Analiticamente la función de autocorrelación puede expresarse como
donde tri(-) representa la función triangular de anchura 2Tc¡ock.
'Mr)
a2
-a
2/N Ts = NTclock
Figura C.2: Función de autocorrelación teórica.
El espectro de potencia correspondiente se expresa como
<^sinc2(Tc/UC*/) S l / T í ( f ) - £g(f) (C.2J
donde
= ]CÍ£=-oo ~ T~) es un tren ^e impulsos en el campo de
la frecuencia con periodo jr = JJY — . Es interesante notar que el espectro
de potencia es discreto ya que la señal PRBS es periódica; y que el valor de
continua (/ = 0) es a?/N2 y se corresponde con el valor medio de la señal
af = a/N. Este hecho es importante puesto que para valores de n grandes
prácticamente no existe componente continua y por ello no se altera el punto
de operación del sistema bajo estudio al inyectar la señal PRBS.
Asimismo, observando la figura C.3 se advierten los siguientes hechos:
C.2 Secuencias binarias pseudoaleatorias 111
e*
clock ¿clock -* clock / 1 clock i clock í clock
Figura C.3: Densidad espectral de potencia de la señal PRBS.
• incrementando el Tc¡oc¡t se obtiene una banda pasante menor en la señal
PRBS y, por tanto, se incrementa la densidad de energia en la banda
resultante;
• incrementando la longitud de palabra N se aumenta el nùmero de pul-
sos en el espectro puesto que la distancia entre pulsos es inversamente
proporcional a N; de esta forma, aunque el espectro se asemeja más al
de un impulso (espectro continuo por ser una señal no periódica) se pro-
duce una disminución en el área de los pulsos al tener que distribuirse la
misma energía entre más armónicos.
• - A modo de conclusión e indicación de uso práctico hay que decir que el
espectro de la señal PRBS puede considerarse casi plano hasta un valor de
0.4(l/Tc¡ocfc) y que, por tanto, a esa frecuencia se deberían cubrir todos los
modos relevantes del sistema bajo estudio. También es importante destacar
que una longitud de secuencia N mayor o igual a 63 es razonablemente sufi-
ciente para trabajos de identificación recursiva (Wellstead & Zarrop, 1991).
