Let sA denote the space of functions analytic on the unit disk and $? the subspace of square summable functions in si with inner product (/ ' g) "/l<, fWsWdxdy.
A complete orthonormal set for $f is obtained by normalizing the powers of z. From this it follows that %t is identical with the space of power series Σ™= Q a n z n which satisfy
Let L be such that it maps polynomials into Sίf and has the property n ,z m ) = (z n ,Lz m ), n, m =θ,l,2, . Let SD 0 be the subspace of polynomials and set T o f = Lf for / in 3) 0 . Then T o is symmetric and the defect indices m + and m" of its closure, 5, are just the number of linearly independent solutions of Lu = in and Lu = -iu respectively which are in $?. See [2] . In [2] and [3] examples of such symmetric operators 5 with defect indices (0, 0) and (2, 2) are provided. We now give a class of operators with defect indices (1, 1 (2.3) can be solved recursively for α 2 , α 3 , etc., provided that (ωj + β) never vanishes for j = 1,2, . Thus we are able to obtain the single formal power series solution φ(z) = 1 + a x z + α 2 z 2 + . The case when (ωj 4-β) vanishes for some positive integer / presents some complications and will be considered later in the proof. Solving (2.3) for a j+ι we have Continuing on in this manner we establish (2.12). Hence any solution ΣJ= o a } z i whose coefficients satisfy (2.4) is in $f. To complete the proof we have only to deal with the case where jω 4-β vanishes for some positive integer /.
We now consider the case when jω 4-β vanishes for some positive integer n. The analytic solution obtained from (2. 3) by taking α 0 = a x = • = a n = 0, and solving recursively for a n+2 , cι n+3 , , in terms of a n+] is, as we have seen, in 3€. If there were a second analytic solution corresponding to a 0^ 0 it would be in IK as well, and m*(m~) would be 2. We now show that this is not the case, i.e., m + = m~ = 1. To do this we make use of the following result.
Let μ be such that Im(μ)>0 and let 3) + μ be the nullspace of the operator S* -μ. Then the dimension of 3) + μ is equal to m + . Similarly, let Im(μ) < 0 and let 3)~μ be the nullspace of the operator S* -μ, then the dimension of S)~ is equal to ra~, [1, p. 1232] . Using this we see that m + is just the number of linearly independent solutions of Lφ = μφ in ffl for any μ such that Im(/x)>0. Similarly, m " is the number of linearly independent solutions of Lφ = μφ in $f for any μ such that Im(μ) < 0. Hence, if we can show that there exist μ such that Im μ > 0 (Im μ < 0) for which there is no analytic solution corresponding to a 0^0 we will have shown that m + = m~ = 1. Consider (2. 3), where A is now μ/c 2 , and suppose that β = -nω. Taking j = 1,2, , n we obtain the following set of n + 1 linear equations in α 0 thru α n :
Thus we are led to consider the homogeneous system -λa 0 -nωa λ =0 2aa 0 -λdi + 2(2-n)ωa 2 = 0 (n 2 + na -2n)a n -2 -λa n -x -nωa n = 0 (n 2 + na + a -X)a n -\ -λa n = 0
Since the parameter λ = μ/c 2 appears only on the diagonal the system determinant A (A) is a polynomial in λ of degree n + 1, Thus D n (λ) vanishes at most n + 1 points in the complex plane, and we can find μ in the upper half-plane and lower half-plane for which D n (μlc 2 ) ¥" 0. Thus a 0 = a x = = a n = 0 and there is only one analytic solution of Lφ = μφ.
