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ABSTRACT
Aims. Modelling the complex physics of the Interstellar Medium (ISM) in the context of large-scale numerical simulations is a
challenging task. A number of methods have been proposed to embed a description of the ISM into different codes. We propose
a new way to achieve this task: Artificial Neural Networks (ANNs).
Methods. The ANN has been trained on a pre-compiled model database, and its predictions have been compared to the
expected theoretical ones, finding good agreement both in static and in dynamical tests run using the Padova Tree-SPH code
EvoL.
Results. A neural network can reproduce the details of the interstellar gas evolution, requiring limited computational resources.
We suggest that such an algorithm can replace a real-time calculation of mass elements chemical evolution in hydrodynamical
codes.
Key words. ISM: evolution - methods: numerical - galaxies: evolution
1. Introduction
In the framework of modern large-scale numerical hy-
drodynamical simulations, the correct modelling of the
Interstellar Medium (ISM) plays an increasingly crucial
role as many physical phenomena such as star formation,
energy feedback, diffusion of heavy elements and others,
strongly depend on it and simultaneously affect the prop-
erties of the ISM. The task is, however, very demanding.
This is ultimately due to the complexity of the hydro-
dynamical interactions of the Baryonic Matter in large
scale systems. Contrary to the simple behaviour of the
Dark Matter dynamically governed only by gravity, the
behavior of the Baryonic Matter is the result of many
complex and interwoven physical phenomena. Therefore,
to obtain a realistic model of the ISM, many physical pro-
cesses must be taken into account going from chemical
reactions among atoms and molecules occurring in compli-
cated networks, dust formation and destruction, chemical
reactions taking place on dust grains, to heating and cool-
ing by various mechanisms, photo-ionization and radiative
transfer. These processes span wide ranges of temperature
and density, thus making their accurate, simultaneous de-
scription a cumbersome affair.
Moreover, even when the physics is described with the
desired accuracy, the number of mass elements (particles)
customarily used in large-scale simulations is large (typi-
cally 104 to 107), so that large amounts of computational
workload are requested. Clearly, computing the internal
evolution of each mass element in detail is extremely time-
consuming, whatever the method chosen to follow it might
be.
The aim of this study is to present a method able to
alleviate part of the above difficulties by approximating
the exact solution of a detailed physical model and yet
ensuring both a robust and sufficiently precise description
of the gas properties, while maintaining the computational
workload to an acceptable level.
The method stands on the model of the ISM and com-
panion code Robo developed by Grassi et al. (2010). In
brief, Robo follows the evolution of a gas element during
a given time interval ∆t. In other words, given the initial
physical and chemical state of a gas element as functions
of its hydrodynamical properties, the relative abundances
of its chemical constituents and the kind of interactions
with the surrounding medium, the model calculates the
final state after some time interval ∆t.
The straight implementation of Robo into a generic
hydrodynamical simulation (and companion code) to per-
form the on-the-fly computation of the ISM properties,
although desirable, would be far too expensive in terms
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of computational costs. The easiest way of proceeding
would be to store the results of Robo as look-up tables
(grids) where the values of interest (e.g. the physical pa-
rameters of the gas element: mass fractions of molecular,
neutral, ionized hydrogen; temperature, density, pressure;
the abundance of dust, and so on) are memorized for a
given (large) set of initial configurations. However, each
parameter to be stored corresponds to one dimension of
the look-up table (grids). Thus, tracking N parameters re-
quires a N -dimensional matrix. Such matrix is discrete, so
an interpolation in a N -dimensional space is required to
know the final state corresponding to a given initial state
of a generic gas element. The all procedure when applied
many times to a high number of gas particle would be very
time consuming. A different strategy must be conceived.
To cope with this, we develop an algorithm based on
the Artificial Neural Networks (ANN) technique to estab-
lish the correspondence between the initial + final state.
The ANN technique can handle a large number of pa-
rameters without requiring a real-time interpolation. The
ANNs require few floating point operations and “learn” to
behave like the original physical models on which they are
trained. The computational cost of it is easily affordable.
The paper is organized as follows. In Section 2 we
briefly describe the ISM model and companion code
Robo. In Section 3 we briefly review the concept and al-
gorithm of the ANN in general, whereas in Section 4 we
present the ANN we have set up for our purposes. This
is named MaNN. In the same section, we also examine
the ability of MaNN in reproducing the data calculated
by Robo. In Section 5 we describe how MaNN is imple-
mented into the NB-TSPH code EvoL of Merlin et al.
(2010) and present a suitable hydrodynamical test aimed
at checking the robustness of the method. Finally, in
Section 7 we summarize our results and draw some general
considerations.
2. Robo: the ISM model and companion code
Robo is a numerical code specifically designed to study
the evolution of the ISM. It includes several atomic and
molecular species linked together by a large network of re-
actions. In the following we summarize the main features
of Robo and emphasize the fact that Robo is specifically
tailored to follow the evolution of the coolants owing to
their important role in the wider context of the ISM evo-
lution. To this purpose, we follow the temporal variation
of molecules like H2, HD and metals like C, O, Si, Fe and
their ions. For all the details the reader should refer to
Grassi et al. (2010).
Layout of the ISM model. The model deals with
an ideal ISM element of unit volume, containing gas and
dust in arbitrary initial proportions, whose initial physi-
cal conditions are specified by a set of parameters, which
is let evolve for a given time interval. The history lead-
ing the element to that particular initial physical state is
not of interest here. The ISM element is mechanically iso-
lated from the host environment, i.e. it does not expand
or contract under the action of large scale forces, however
it can be interested by the passage of shock waves origi-
nated by physical phenomena taking place elsewhere (e.g.
supernova explosions). Furthermore, it does not acquire
nor lose material, so that the conservation of the total
mass applies, even if its chemical composition can change
with time. It is immersed in a bath of UV radiation gen-
erated either by nearby or internal stellar sources and in
a field of cosmic ray radiation. It can generate its own ra-
diation field by internal processes and so it has its own
temperature, density and pressure, each other related by
an Equation of State (EoS). If observed from outside, it
would radiate with a certain spectral energy distribution.
For the aims of this study, we do not need to know the
whole spectral energy distribution of the radiation field
pervading the element, but only the UV component of it.
Given these hypotheses and the initial conditions, the ISM
element evolves toward another physical state under the
action of the internal network of chemical reactions chang-
ing the relative abundances of the elemental species and
molecules, the internal heating and cooling processes, the
UV radiation field, the field of cosmic rays, and the pas-
sage of shock waves. The model is like an operator deter-
mining in the space of the physical parameters conditions
the vector field of the local transformations of the ISM
from one initial state to a final one. This is the greatest
merit of this approach, which secures the wide applicabil-
ity of the model.
The chemical network. The following species are
tracked by Robo: H, H+, H−, H2, D, D
+, D−, D2, HD,
HD+, He, He+, He++, C, C+, O, O+, Si, Si+, Fe, Fe+, and
e−. The list of reactions and their rates that are included
in Robo can be found in Grassi et al. (2010). The reac-
tions are of different type and can be grouped as follows
– collisional ionization (A + e− → A+ + 2e−),
– photo-recombination (A+ + e− → A+ γ),
– dissociative recombination (A+2 + e
− → 2A),
– charge transfer (A+ +B→ A+ B+),
– radiative attachment (A + e− → A− + γ),
– dissociative attachment (A + B− → AB + e−),
– collisional detachment (A− + e− → A+ 2e−),
– mutual neutralization (A+ +B− → A+ B),
– isotopic exchange (A+2 +B→ AB
+ +A)
– dissociations by cosmic rays (AB + CR→ A+ B),
– neutral-neutral (AB + AB→ A2 +B2),
– ion-neutral (AB+ +AB→ AB+2 +A),
– collider (AB + C→ A+ B+ C),
– ionizations by field photons (A + γ → A+ + e−)
where A and B are two generic atoms, γ is a photon. Note
that cosmic rays and photo-ionization effects are included.
Dust. Robo also tracks the evolution of dust, in turn
made by several components, of which it follows the forma-
tion and destruction. The formation of dust is modelled
according to the prescriptions by Dwek (1998), however
with some modifications that allow us to know when a
species belonging to the gas phase is captured by dust
Grassi, Merlin, Piovan, Buonomo & Chiosi: Multiple Artificial Neural Networks for modelling the ISM 3
(trapped at the surface of dust grain lattice). The evo-
lution of the dust type (both in abundance and dimen-
sions) is followed for silicates and carbonaceous grains.
Dust is also destroyed by thermal sputtering and shocks.
The first process is modeled using the description by
Draine & Salpeter (1979), that depends on the environ-
ment density and the grain size. We also add the depen-
dence on temperature, considering that hot gas disrupts
the dust grains more efficiently than the cold one. The
dust disruption by shocks requires the velocity distribu-
tion of the gas component to be known. This is supposed
to be in the turbulence regime and the velocity field to
be suitably described by the Kolmogorov-law. This allows
us to describe the shocks on very small scales (contrary
to what usually happens in large-scale simulations that do
not have the required spatial resolution). Dust is an impor-
tant component of the ISM because it affects the forma-
tion of H2 (one of the most efficient coolants of the ISM)
and HD and also the gas phase catalyzing some chemical
processes. The formation of H2 and HD is modeled as in
Cazaux & Spaans (2009), whose description depends on
the gas and dust temperature. Finally, the photoelectric
ejection of electrons from dust grains is described in detail
as well. We can estimate the amount of heating (and cool-
ing) produced by each size-bin of the grain distribution.
For further details, see Grassi et al. (2010).
Cooling. Several cooling processes are considered
in Robo. In the high temperatures regime (T ≥
104 K) the metallicity dependent cooling rates of
Sutherland & Dopita (1993) are adopted. For tempera-
tures lower than 104K we consider the following pro-
cesses: (i) cooling by molecular hydrogen according to
the formulation by Galli & Palla (1998), however, supple-
mented by the results of Glover & Jappsen (2007) who
take in account the H2 − H interaction and the col-
lisions with He, H+, H2 and free electrons; (ii) cool-
ing by metals is modeled including C, Si, O, Fe, and
their ions as in Maio et al. (2007), Glover & Jappsen
(2007) and Hollenbach & McKee (1989); (iii) cooling by
deuterated molecular hydrogen according to the model by
Lipovka et al. (2005); (iv) cooling by the CO molecule and
(v) finally, cooling by Cen (1992).
The total cooling rate is the sum of all the contribu-
tions
Λtot = ΛSD + ΛH2 + ΛHD + ΛCO + Λmetals + ΛCEN ,
where the various terms Λs are all functions of tem-
perature and density and ΛSD is the cooling rate by
Sutherland & Dopita (1993), ΛH2 , ΛHD and ΛCO are the
cooling rates of the indicated molecular species, and
Λmetals is the cooling by metals (C, O, Si and Fe). Finally,
ΛCEN is the cooling by Cen (1992).
It is worth to notice that in the tests presented in this
paper the cooling proposed by Cen (1992) is disabled (i.e.
ΛCEN = 0).
Heating. For the photo-dissociation of the molec-
ular hydrogen and the UV pumping, the H and He
photo-ionization, the H2 formation in the gas and dust
phase and, finally, the ionization from cosmic rays, heat-
ing is described as in Glover & Jappsen (2007). For
the heating due to the photoelectric effect on dust
grains, the model proposed by Bakes & Tielens (1994) and
Weingartner & Draine (2001) is used.
Integration time of the models. Each model of
the ISM is followed during a total time of about 104 yr.
This choice stems from the following considerations. Each
model of the ISM is meant to represent the thermal-
chemical history of a unit volume of ISM, whose initial
conditions have been established at certain arbitrary time
and whose thermal-chemical evolution is followed over a
time scale comparable to the maximum time step of the
TreeSPH code. The initial physical conditions are fixed
by a given set of parameters each of which can vary over
wide ranges. One has to solve the network of equations
for a time scale long enough to reveal the variations due
to important phenomena such star formation, cooling and
heating, but not long to allow to the system to depart
from the instantaneous situation one is looking at. The
value of 104 yr resulted to be a good compromise. The
initial value of the time-step is 1 yr. This time-step de-
termines the minimum number of steps required to cover
the time spanned by a model. It means that each simu-
lation needs at least 104 iterations to be completed. The
numerical integrator may introduce shorter time steps de-
pending on the complexity of the problem. This value for
the time-step seems to keep the system stable during the
numerical integration1.
Database of models. Varying the initial value of the
parameters describing the ISM (such as the temperature,
density, abundances of elemental species etc.), Robo is
used to create a large number of evolutionary models.
3. The Artificial Neural Networks
As already mentioned, the ideal way of proceeding would
be to insert Robo into a code simulating the temporal
evolution of large scale structures and to calculate the
thermodynamical properties of the ISM component. In all
practical cases, this would be unreasonably time consum-
ing. To cope with it without loosing accuracy in the phys-
ical description of the ISM we construct an ANN able to
replace Robo in all cases.
In brief, ANNs are non-linear tools for statistical data
modeling, used to find complex relationships between in-
put and output data or to discover patterns in com-
plex datasets. The first idea of an ANN is by Hebb
(1949). In the early sixties Rosenblatt (1962) built the
first algorithm based on the iterative penalty and re-
ward method, and finally, after two decades of silence,
1 In Grassi et al. (2010) the adopted total integration inter-
val was about 103 longer, i.e. about 107 yr, because we were
interested in exploring the chemical evolution of the ISM over a
sizable time scale, whereas now we are interested in the evolu-
tion over a time scale comparable to that of typical time steps
of NB-TSPH simulations.
4 Grassi, Merlin, Piovan, Buonomo & Chiosi: Multiple Artificial Neural Networks for modelling the ISM
new ideas were brought by Carpenter & Grossberg (1987);
Carpenter & Grossberg (1987, 1990) (adaptive resonance
theory), Hopfield (1982, 1984) (associative neural net-
work) and Rumelhart et al. (1986); McClelland et al.
(1986), who developed the back-propagation algorithm, to-
day a common and widely used training scheme.
Demanding computational problems (e.g. multidimen-
sional fits or classifications) can be easily solved using
ANNs whereas other methods would require large com-
puting resources. An ANN is based on a simple conceptual
architecture inspired by the biological nervous systems. It
looks like a network composed by neurons and linked to-
gether by synapses (numerical weights). This structure
is modeled with a simple algorithm, designed to predict
an output state starting from an original input state. To
achieve this, the ANN must be trained, so that it can
“learn” to predict the output state from a given set of
initial configurations. The simplest way of doing it, is the
supervised learning: input-output values are fed to the net-
work, then the ANN tentatively computes an output set
for each input set, and the difference between the pre-
dicted and the original output (i.e. the error) is used to
calculate penalties and rewards to the synaptic weights.
If the convergence to a solution exists, after a number of
iterations, the predicted output value gets very close to
the original one: the ANN has learned.
The network stores the original data in some dedicated
neurons, the so called input neurons, elaborates these data
and sends the results to another group of neurons that are
called output neurons. Thus, data flow from input to out-
put neurons. There is another group of neurons, named
hidden neurons, that help the ANN to elaborate the fi-
nal output (see Fig. 1). Each neuron (or unit) performs a
simple task: it becomes active if its input signal is higher
than a defined threshold. If one of these units becomes
active, it emits a signal to the other neurons; for this rea-
son, each unit can be considered as a filter that increases
or decreases the intensity of the received signal. The con-
nections between neurons simulate the biological synapses
and this is the reason why they are called synaptic weights
or, more simply, weights.
The whole process can be written as follows:
ni = f(x)

∑
j
wijnj − θi

 , (1)
where ni is the i-th neuron value, f(x) is the activation
function, wij is the weight between i-th and j-th neuron,
θi is the neuron threshold, and x is the signal. For the
activation function we adopt a sigmoid
f(x) =
1
1 + e−βx
, (2)
where β is a parameter fixing the sigmoid slope. It is worth
recalling that other expressions for the activation function
can be used.
In general the ability of the network to reproduce the
data increases with the number of the hidden units up to
a certain limit otherwise the ANN gets too “stiff” so that
predicting the original output values gets more difficult.
The ANN stops learning. Another reason to avoid many
hidden neurons is that the procedure becomes time con-
suming (one must remember that we are mainly dealing
with with matrix products). On the other side, an ANN
with too few hidden units gets “dull” in reproducing the
original data. Therefore, there is an optimal number of
hidden neurons for each ANN.
There are several possible ANN architectures, depend-
ing on the task the network is designed to perform. The al-
ready cited back-propagation algorithm (Rumelhart et al.
1986) is among the most versatile methods, it is one of
the most suited to the supervised learning stage and can
be applied to a wide range of problems. The name stems
from the fact that the error produced by the network is
propagated back to its connections to change the synap-
sis weights and consequently to reduce the error. As a
detailed description of the ANN technique is beyond the
aims of this paper, we limit ourselves to describe in some
detail only the particular algorithm we have adopted for
our purposes.
4. MaNN: aims and architecture
MaNN is the network we built to reproduce the ISM out-
put models calculated by Robo. We use a layer of in-
put neurons where each input value corresponds to a free
parameter of the Robo models, i.e. the ones shortly de-
scribed in Sect. 2. The definition of the model in MaNN
requires some clarifications. While Robo calculates the
whole temporal evolution of a model, MaNN needs only
the set of initial parameters (the input model) and the set
of final results (the output model). Therefore, a MaNN
model is made of two strings (vectors) of quantities: the
initial conditions for the key parameters (the input vec-
tor) and the results for the quantities describing the final
state, after that the assigned time interval has elapsed (the
output vector). We refer to the input vector as the vector
x¯ whose dimension, i.e. the number of input units, is nx.
We then choose the shape of the output layer of neurons
having in mind an “optimal” number of parameters to be
used in a typical dynamical simulation. We use y¯ to indi-
cate these units and the number of the neurons belonging
to this layer is ny
2. For example, if the code generating
the input data only tracks the abundance of neutral hy-
drogen and the temperature, the MaNN input vector will
be x¯ = {ntH, T
t} and the relative output vector will be
y¯ =
{
nt+∆tH , T
t+∆t
}
, and consequently nx = ny = 2. In
this example the number of inputs is equal to the number
of outputs, but this is not a strict requirement. In general,
2 In practice, to chose the input and output vectors and
their dimensions we pay attention to the characteristics of the
code to which the MaNN is applied, namely the Padova Tree-
SPH code EvoL by Merlin et al. (2010). The same reasoning
can be applied to the code generating the input data, Robo in
our case. However, the whole procedure can be generalized to
any other type of codes.
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x
y
h
g
Wxh
Whg
Wgy
Fig. 1. The architecture of MaNN. Circles indicate neu-
rons, lines are connections (i.e. weights). Input units are
labeled with the symbol x¯, hidden neurons with h¯ if they
belong to the first layer, and g¯ if they belong to the sec-
ond one; finally, output units are indicated with y¯. The
matrix Wxh represents the weights between input and
the first hidden units, Whg are the connections between
the first hidden units and the second hidden layer and
Wgy connects the second layer of hidden units and the
output. A single output is shown. In this figure the for-
ward propagation is from lower neurons to the upper ones.
Back-propagation is from y¯ to x¯ neurons. Here nx = 4,
nh = ng = 2 and ny = 1.
to avoid degeneracies one should have nx ≥ ny (consider-
ing indipendent database parameters). The input param-
eters can be also different from the output parameters, so
in the previous example it could be y¯ =
{
nt+∆tH , n
t+∆t
H2
}
.
There are two more layers in the MaNN, both are hid-
den and generally with the same size, which in turn de-
pends on the complexity of the task (for example, retriev-
ing a single output value can be obtained with two hidden
layers of five elements, or even less). The first layer is h¯
with nh neurons and g¯ is the second one with ng units.
Each layer is connected with a matrix of weights. A nx×nh
matrix namedWxh is situated between the input units and
the first hidden layer. Similarly, there is a nh× ng matrix
named Whg and, finally, Wgy, which is a ng × ny matrix.
The architecture of MaNN that we have described here is
sketched in Fig. 1.
4.1. The learning stage
The whole learning process is divided into two different
steps; the first one is the so called training stage, where
MaNN is trained with a randomly chosen set of data. In
the subsequent test stage new, blank (i.e. never used be-
fore) data are presented to MaNN to verify its behavior
and the quality of the training. If MaNN retrieves the new
data with a small (user defined) error, than the training
stage is terminated. In case the error is still large, a new
training stage is required. The training stage can also be
stopped if the absolute error starts to increase again af-
ter an initial decrease (early-stopping). The aim is to avoid
the so called over-training: a network is over-trained when
it adapts too strictly to the data fed during the supervised
learning, so that it cannot generalize the prediction to re-
produce new cases of the test set of data, which contains
data patterns that were not present in the previous stage.
At the beginning of the training process, each weight is
initialized to a small, randomly chosen, value in the range
[−0.1, 0.1]. The weights change under the action of MaNN.
The rate at which MaNN changes its weights, otherwise
known as the learning rate η, must be chosen carefully: for
too high a value MaNN could oscillate without reaching a
stable configuration, whereas for too small a value MaNN
could take a long time to reach the desired solution or,
even worse, be trapped in a false minimum of the error
hyper-surface. We usually choose 0.1 ≤ η ≤ 0.9 .
The matrix of initial parameters contains N rows (the
initial configurations of the input models); we randomly
pick from this set NL < N rows for the training stage,
which we refer to as L, and NT = N − NL rows for the
test stage, T .
A set s¯ of initial parameters randomly picked up from
NL is fed to the network as input vector x¯ = s¯. The acti-
vation of each node belonging to the first hidden layer is
then computed as
h¯ = f (x¯⊗Wxh) , (3)
where h¯ is the vector of hidden neurons, f is the sigmoid
function, Wxh is the weight matrix between the input and
the first hidden neurons, and ⊗ indicates the matrix prod-
uct. If c¯ = a¯⊗B, where a¯ is a vector of n elements and B
is a matrix n×m, the size of the vector c¯ is m. The sig-
moid function f (v¯) has β = 1. Then the following relation
holds
g¯ = f
(
h¯⊗Whg
)
, (4)
with obvious meaning of the symbols. Finally, the output
vector of MaNN is given by
y¯ = f (g¯ ⊗Wgy) . (5)
This first step is named the forward-propagation, because
the algorithm calculates the output of the network for a
given input vector x¯ = s¯.
During the very first forward-propagation the output
vector will contain nearly random values, because the
weights are randomly generated. To improve upon it, we
compute the error and back-propagate it to change the
weights accordingly. The error at the output layer is
δ¯y = (t¯− y¯) f˙
(
A¯y
)
= (t¯− y¯) y¯(1− y¯) , (6)
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where A¯y is the vector of the activation functions for the
output layer and the last equality is valid only with the
activation function f (v¯) with β = 1 that we have adopted.
The error δ¯y is propagated back to the second hidden layer
to become
δ¯g = f˙
(
A¯g
) [
δ¯y ⊗Wgy
]
= g¯ (1− g¯)
[
δ¯y ⊗Wgy
]
, (7)
with obvious meaning of all the symbols and expressions.
Finally the error is propagated back for the last time giv-
ing
δ¯h = f˙
(
A¯h
) [
δ¯g ⊗Whg
]
= h¯
(
1− h¯
) [
δ¯g ⊗Whg
]
. (8)
Now that the error for each step between the various layers
has been computed, the changes of the synaptic weights
are
∆Wxh = η
[
x¯⊗ δ¯h
]
+ α∆W oxh ,
∆Whg = η
[
h¯⊗ δ¯g
]
+ α∆W ohg ,
∆Wgy = η
[
g¯ ⊗ δ¯y
]
+ α∆W ogy ,
(9)
The last terms at the r.h.s. of the above equations is
called the momentum made by the product of a parameter
α (to be tuned) and the variation of the corresponding
weights at the previous step. ∆W oxh and the other similar
terms indicate the values of the weights at the previous
training step. The momentum is introduced to force the
procedure to avoid false minima in the error hyper-surface.
This loop must be repeated for each combination of the
parameters in the set L.
To test the efficiency of the MaNN learning, the for-
ward propagation is then applied to all the variables be-
longing to the set L. The RMS of the test data set is
RMS =
√∑NT
i=1 (yi − ti)
2
NT − 1
, (10)
where yi is the output for the i-th test, ti is the i-th correct
test pattern and consequentially yi − ti is the MaNN’s
error.
The training test loop will be repeated until the
MaNN’s learning reaches one of the following cases: (i)
the RMS is lower than a certain limit chosen by the user,
(ii) the RMS does not change for a sufficient number of
loop cycles or, finally, (iii) the early-stopping condition is
verified.
5. Training and testing MaNN
5.1. Input data from Robo
As already stated, with Robo we have calculated approx-
imately 55000 models. For a given set of initial conditions
and physical parameters, each model describes the state
of an ISM element after ∆t = 104 years of evolution. This
time interval is short enough to secure that only small
changes in gas abundances have occurred (a sort of pic-
ture of the physical state at given time), and long enough
x
y
h
g
Wxh
Whg
Wgy
Fig. 2. The architecture of a double hidden layer ANN.
Circles indicate neurons, while lines represent the connec-
tions between the layers (i.e. weights). The input units are
labeled with the symbol x¯, the hidden neurons with h¯ if
they belong to the first layer, and with g¯ if they belong
to the second one; finally, the output units are indicated
with y¯. The matrix Wxh represents the weights between
the output and the first hidden units, Whg are the con-
nections between the first hidden units and the second one
andWgy connects the second layer of hidden units and the
output. Multiple outputs are shown. In this figure the for-
ward propagation is from the lower neurons to the upper
ones. The back-propagation is from y¯ to x¯ neurons. Here
nx = 4, nh = ng = 2 and ny = 3.
to be compatible with the typical time step in large-scale
dynamical simulations.
For the purposes of the present analysis, we limit our-
selves to track the following parameters: temperature T ,
metallicity Z˜ = 10[Fe/H] 3, and number densities of H,
H2, H
+ and e−. This means that in addition to the tem-
perature, MaNN is designed here to follow just these four
species, whereas Robo can actually follow twenty-three
species including atoms, molecules and free electrons. The
main motivation for this limitation is that in a large nu-
merical dynamical simulation it is more convenient in
terms of computing time and workload to follow in de-
tail only those species (and their abundances) that are
known to play a key role in the real evolution of the ISM
3 We call the attention of the reader on the definition of
metallicity that we have adopted. It is related only to the iron
content in the standard spectroscopic notation and not to the
classical sum of the by mass abundances of all the species heav-
ier than He, shortly indicated with Z and satisfying the relation
X + Y + Z = 1, where X and Y are the by mass abundances
of hydrogen and helium respectively.
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(with particular attention to star formation and energy
feedback) and to consider all the other species to remain
nearly constant and small. In brief, the heavy elements are
important coolants and the same holds for the molecular
hydrogen, at least below ∼ 104 K. The ionization fraction
of hydrogen is also important, because free electrons are
involved in a number of chemical reactions, and are the
colliders that excite the coolants: this is the reason why
nH+ and ne− are considered. Moreover, the neutral nH is
in the list to ensure the mass conservation while changing
the fractional abundances. Finally, the temperature deter-
mines the kind of physical processes that are important.
The initial values of the number densities. The initial
values of the number densities fall in three groups: (i) the
elemental species with constant initial values, the same
for all the models (namely H−, H+2 , He
+ and He++); (ii)
the elemental species whose initial values are derived from
other parameters (namely He, all the deuteroids and the
metals, like for instance C and O, that depend on the
choice of the total metallicity Z˜) and, finally, (iii) the ele-
mental species with free initial conditions (namely H, H2,
H+, and e−).
Hydrogen group: H, H+, H−, H2 and H
+
2 . The ini-
tial values of the species H− and H+2 are nH− = nH+
2
=
10−10cm−3 Prieto et al. (2008), while the other three hy-
drogen species have free initial values.
Deuterium group: D, D+, D−, D2, HD and HD
+.
The numerical densities of the deuteroids are calculated
from their hydrogenoid counterparts. For the single atom
species we have nD = fD nH, nD+ = fD nH+ and nD− =
fD nH− , where fD = nD/nH. For the molecules, we can
consider the ratio fD as the probability of finding an
atom of deuterium in a population of hydrogen-deuterium
atoms. This assumption allows us to calculate the HD, D2
and HD+ number densities as a joint probability; for HD
and HD+ we have nHD = fD nH2 and nHD+ = fD nH+
2
, but
for D2 is nD2 = f
2
D nH2 as the probability of finding two
deuterium atoms is f2D. This is valid as long as fD ≪ 1.
Helium group: He, He+, He++. The ratio nHe/nH is set
to 0.08, thus allowing to the initial value of nHe to vary
accordingly to the initial value for nH. The initial number
densities of the species He+, He++ are both set equal zero
and kept constant in all the models.
Metals group: C, C+, O, O+, Si, Si+ and Fe, Fe+.
The Fe number density of the ISM is
nFe = nH · dex
{
[Fe/H] + log
(
nFe
nH
)
⊙
}
, (11)
where (nFe/nH)⊙ is the iron-hydrogen ratio for the Sun.
To retrieve the number density of a given metal X we use
nX = nFe · fX, where fX is the metal-iron number density
ratio in the Sun.
The list of the species whose initial number densities
are kept constant in all the models of the ISM is given in
Table 1. The chemical composition of the ISM is typically
primordial with the by mass abundances of hydrogen X =
0.76, and helium Y = 0.24 and all metals Z ≃ 0 . The
Table 1. Initial values for the number densities of the
hydrogen and helium elemental species and the deuteroids.
They are either fixed to a constant value or based upon the
numerical abundance of one of the free hydrogen species
nH, nH2 and nH+ via the fD factor. Since H
− and H+2
are constant, then also D− and HD+ are fixed. Values are
indicated as a(b) = a× 10b. See also the text for details.
H− 1.0(−12) D fDnH
H+2 1.0(−12) D
+ fDnH+
He 0.8(−1) nH D
− fDnH−
He+ 0.0(+0) HD fDnH2
He++ 0.0(+0) HD+ fDnH+
2
D2 f
2
DnH2
helium to hydrogen number density ratio corresponding
to this primordial by mass abundances is nHe/nH ≃ 0.08.
The adopted cosmological ratio for the deuterium is fD =
nD/nH ≃ 10
−5. With the aid of these numbers and the
above prescriptions we get the number density ratios listed
in Table 5.1 and the initial values of the number density
in turn.
Domains of the physical variables. In the present ver-
sion of MaNN the variables in question span the following
ranges: Z˜ = [10−12, 10] for the metallicity, nH = nH+ =
ne− = nH2 = [10
−12, 103] cm−3 for the numerical densi-
ties, and T = [10, 107] K for the temperature.
Role of the dust. In this study, we neglect the presence
of dust: in other words, the dust density is kept constantly
equal to zero. This is because the current version of the
NB-TSPH code EvoL does not include the treatment of
the dust component of the ISM. We plan to include sil-
icates and carbonaceous dust grains both in EvoL and
MaNN.
Other parameters. In addition to this, we do not
consider the contribution by the Cosmic Rays field, the
background heating, and the UV ionizing field. All of
these processes, however, can be described by Robo (see
Grassi et al. 2010, for more details).
The CMB temperature is set to 2.725 K, the observed
present value (Fixsen 2009) and is kept constant in all the
models. In the case of a cosmological use of MaNN one
should include a redshift-dependent variation of the CMB
temperature for a correct description of the CMB effects.
The parameters we have chosen form a R6 space: the
input space of the MaNN. The large number of input
models secures that the space of physical parameters is
smoothly mapped.
Finally, in addition to the six-dimensional input vector,
another input unit is dedicated to the so called bias which
is always set to x0 = −1; it gives the threshold θ in the
eqn. (1).
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Fig. 3. Comparison between normalized data from MaNN (cross) and Robo (square), for molecular hydrogen density
(left panel) and free electrons (right panel). We show only 50 randomly picked models. Similar results for the other
outputs.
5.2. Data normalization
All the input data are normalized. Given a generic input
model contained in the vector s¯ of dimensions ns, first
we take the logarithm (base 10) of its components (all of
which are positive quantities) and replace it with a new
vector s¯′ so defined
s¯′ = log(s¯+ ǫ¯)
where ǫ¯ is a vector of the same length as s¯ made of con-
stant, small positive quantities here introduced to avoid
infinities in the logarithms (or zeros in the original quan-
tities). In all the cases, all the components of ǫ¯ are ǫ =
10−12. Then we introduce the matrix L containing all the
s¯′ vectors. The rows of the matrix L are input models, one
row for each of them, whereas the columns of L are the
ns elements of the s¯
′. Finally we calculate the vector x¯
x¯ =
(s¯′ − 〈s¯′〉)−MIN [L]
MAX [L]−MIN [L]
(n+ − n−) + n− , (12)
where MAX and MIN are functions that retrieve the s¯-
sized maximum and minimum value from their argument,
〈s¯′〉 is a vector with size equal to the number of input pa-
rameters. The last term is introduced to have a zero-mean
sample of data. the mean of s¯′. The vector x¯ is the so-
called input pattern of MaNN. The quantities n+ = 0.95
and n− = 0.05 are the upper and the lower bounds of the
normalization interval. In other words, for each compo-
nent of the vector s¯′ we have searched in the correspond-
ing columns of the matrix L the minimum and maximum
values with which we have normalized the s¯′ element.
To avoid notation misunderstanding, we recall that
si ∈ s¯ ⊂ L and xi ∈ x¯ with xi the i-th neuron belonging
to the input layer x¯. When a pattern is used as input, we
have x¯ ≡ s¯′.
Similar procedure is adopted for the output values of
MaNN. Let t¯ be the vector of the original output models,
t¯′ the vector t¯′ = log(t¯+ ǫ¯) and T the matrix containing all
the t¯′ vectors (the analog of L): the vector of normalized
output values t¯n is
t¯n =
(t¯′ − 〈t¯′〉)−MIN [T ]
MAX [T ]−MIN [T ]
(n+ − n−) + n− , (13)
with the same meaning of eqn. (12). The notation here is
ti ∈ t¯ ⊂ T .
5.3. Compression of data?
To reduce the complexity of the problem, one can try to
compress the input data, i.e. to reduce the number of vari-
ables and to obtain a new initial set easy-to-handle. A
popular technique to reduce the number of dimensions of
a data sample is the principal component analysis (PCA).
The PCA is a transformation between the original data
space and a new space (named PCA space). The aim
of this method is to build this Rn-dimensional subspace
(with n less than the number of dimensions of the original
space) so that its new PCA-variables are uncorrelated. In
this way, only the most statistically significant parameters
(i.e., the new variables that have the highest percentage
of the total variance) are taken into consideration, instead
of using the original parameters. PCA is useful when the
data set is reduced to two or three modes. This is because
two matrix products are needed, one to transform the in-
put from the physical parameters space to the PCA space,
and one to transform the output from the PCA space to
the physical parameters space. These two operations have
a non-negligible computational cost. In general, compress-
ing the data with the PCA may improve the learning pro-
cess of MaNN and its ability in reproducing the original
data.
Analyzing the issue, we soon found that in our case the
PCA method is not useful, and using the original data
yields better results. Table 2 contains the results of the
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Table 2. Results of the PCA analysis on the output data.
mode Eigenvalue Variance (%)
1 0.14585 36.9657
2 0.07454 18.8922
3 0.07006 17.7580
4 0.05606 14.2073
5 0.02871 7.2760
6 0.01934 4.9008
PCA analysis. It is easy to understand why reducing the
number of parameters does not improve the situation: five
modes cover approximately 87% of the total variance, and
with the sixth mode the coverage reaches 94%. This means
that the reduction of the number of parameters to obtain a
R
2 or R3 space is not possible. Note that only the PCA on
the output data is shown, since the input data are random
and they generate six modes with the same variance.
5.4. Single or multiple ANNs for output configurations
There are different ways in which the ANN algorithm can
be used in practice to extract the results that we need
from a given initial set of data. Once given an input pat-
tern one may use a single ANN with multiple outputs
(one for each quantity to evaluate). This situation is illus-
trated in Fig. 2. We will refer to it as case A or single ANN.
Alternatively, given the same input pattern, one may want
to set up a manyfold of ANNs, each of which with a single
output. This situation for each ANN is corresponding to
the one shown in Fig. 1. We will refer to it as case B and
the whole algorithm is named multiple ANN (from which
the acronym MaNN we have already introduced). Note
that this difference would be unrelevant if the MaNN does
not include hidden layers, because in that case the outputs
would be uncorrelated. However, when one or more lay-
ers are added, the scenario changes. As Eqn. (5) shows,
the state of an output neuron depends on the weights
that connect it to the previous layer. If an hidden layer is
present, then all the output neurons rely on every hidden
neurons (albeit with different weights). These neurons are
at the same time linked with a weight matrix to the input
layer (or with another hidden layer). In this way, two out-
put neurons share some weights. This is crucial when the
back-propagation error is applied, because different out-
put neurons interfere modifying the same weight (i.e. the
shared one).
There is another difference worth being pointed out.
Input and output data patterns are not physically un-
correlated because the latter results from the former via
the Robo model. The architecture of case A by somehow
forces an artificial correlation between input and output
data patterns other than the natural one established by
the underlaying ISM physics. This may originate from the
back-propagation procedure simultaneously changing all
the weights. Alternatively, case B does not contain this
undesired effect. The input pattern separately determines
each output value.
As a matter of fact, using the case A, during the learn-
ing phase the way the error decreased was not satisfactory.
So we put case A aside and turned to case B. The set up of
MaNN includes six different networks, one for each output
parameter. It also contains a double hidden layer network
because other schemes (single hidden layer or no hidden
layers at all) did not give good results.
5.5. Training results
We apply MaNN to our database of ISM models obtain-
ing different performances for different network parame-
ters. The best cross-correlation results are obtained for
nh = 20 and ng = 200. Using a smaller number of hid-
den neurons yields unsatisfactory results, as well as with
nh > ng. Bad results are obtained when the RMS decrease
is slow, when the error is high (> 10−3) just before ap-
plying the early-stopping technique, or, finally, when the
RMS curve appears to be noisy (huge RMS oscillations).
The learning rate has been set to η = 0.5, which appears
to be the best compromise between learning speed and
accuracy.
Results obtained with the choice of these parameters
are shown in Fig. 3, with crosses indicating the data re-
trieved with MaNN and squares used to show the values
taken from the database produced with Robo. The two
panels show molecular hydrogen and free electrons abun-
dances, both normalized following eqn. (13). We only show
50 randomly picked models. The other outputs (nH and
nH+) are not displayed here since they have a similar as-
pect.
As the figure shows, the error on the test set is rela-
tively low. MaNN retrieves the data produced with Robo
fairly well. It is therefore possible to use it in the context
of complex dynamical simulations.
6. MaNN interfaced with NB-TSPH simulations
To evaluate the performance of MaNN in real large -scale
numerical simulations we implemented it in the NB-TSPH
code EvoL, and run a “realistic” version of the ideal
Sedov-Taylor problem, which is known to be a rather de-
manding test.
MaNN tracks the evolution of the relative abundances
of H,H+,H2 and e
− within each gas particle of the SPH
simulation. The MaNN routine is called by each active
gas particle during the computation of its radiative cool-
ing (which is in turn obtained from look-up tables, see
Merlin & Chiosi 2007, for details). Since the time inter-
val ∆t = 104 yr in between the initial and the final stage
of any model in MaNN is usually smaller than the typical
dynamical time step of a gas particle, the routine is called
several times until the dynamical time step is covered. If
the dynamical time step is not an integer multiple of the
MaNN time interval, an interpolation is applied to the
results of the last two calls of MaNN. During the whole
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Fig. 4. Sedov-Taylor OB-wind test with chemical evolution. Left to right, top to bottom: radial profiles of H+ and H2
mass fractions, ρ, and T, at t = 0.5 Myr. Plotted are all particles within the central 200 pc.
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Fig. 5. Sedov-taylor OB-wind test without chemical evolution. Left to right: radial profiles of ρ and T, at t = 0.5 Myr.
Plotted are all particles within the central 200 pc.
procedure, all the physical parameters but the afore men-
tioned relative chemical abundances and the temperature
(namely, total density, metallicity and mechanical heating
rate) are kept constant.
Due to the detailed description of the chemical proper-
ties of each particle, the adiabatic index γ in the equation
of state governing the gas pressure P = (γ − 1)ρu varies
as a function of the relative abundances (see Grassi et al.
(2010)). This will immediately reflect on the relationship
between the internal energy and the temperature, and on
the equation of the motion itself. Therefore, we expect an
important change in the dynamical evolution of the whole
system as compared to the case in which these chemical
effects are ignored.
The test run is set up as follows. A uniform grid of
453 equal mass gas particles is displaced inside a peri-
odic box of size l = 1 kpc. The mass of each mass el-
ement is ≃ 104 M⊙, so the initial uniform density is
ρ ≃ 6.78 × 10−23 g/cm3. The initial temperature is 200
K. The initial chemical mass fractions of each gaseous ele-
ment are [H+] = 10−20, [H2] = 0.99, H = 1−([H2]+[H
+]).
These initial conditions resemble a dense interstellar cloud
of cold molecular material.
At time t = 0, the temperature of the central particle
is instantaneously raised up to T = 2 × 107 K, a tem-
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Fig. 6. Sedov-taylor OB-wind test. Pressure field in a central slice of side l = 500 pc, with (left) and without (right)
chemical evolution.
perature similar to that of the gas shocked by the winds
ejected by O-B young stars. We name this physical case as
the Sedov-Taylor OB-wind. At the same time, the chemi-
cal composition of the particle is changed to [H2] = 10
−20,
[H+] = 0.99, H = 1 − ([H2] + [H
+]). The temperature of
the central particle is maintained constant, to mimic the
continuous energy injection by the central star, and the
system is let evolve freely under the action of hydrody-
namic interactions and chemical reactions. We also include
thermal conduction and radiative cooling that are usually
neglected in standard Sedov-Taylor explosion tests (see
Merlin et al. 2010, for more details).
A region of hot material expands in the surroundings
of the central particle. This is due to a spurious numerical
conduction which, however, causes a numerical smoothing
of the initial condition and favors the correct developing
of the subsequent evolutionary stages. Then, a shock wave
forms and moves outwards radially. Note that the continu-
ous energy release from the central particle and the effect
of radiative cooling, almost prevent the inward motion of
shocked particles like in standard tests of the Sedov-Taylor
explosion.
In Fig. 4 we show the state of the system after ≃ 0.5
Myr of evolution. The bottom panels display the density
and temperature profiles, and the top panels the abun-
dances of H+ and H2. In the central hot and less dense re-
gion, the molecular hydrogen gets completely ionized (the
abundance of H2 falls to very low values), due to the high
temperatures and low densities. The less dense cavity is
surrounded by a layer of over-dense material (the shock
layer) which in turn is surrounded by another layer with
the initial density. The over-dense front is moving out-
wards. In the pre-shock region, near the shock layer, the
density increase causes the H+ to recombine into neutral
hydrogen. These results fairly agree with the theoretical
predictions.
To strengthen the above conclusion, we performed an-
other simulation of the Sedov-Taylor OB-wind, in which
the effects of the chemical composition and its changes on
the gas particles are ignored (by the way this is exactly
what is assumed in most if not all the cosmological simu-
lations). In practice, all the gas particles are assumed to
be composed of solely neutral H, so that the adiabatic in-
dex γ is fixed and equal to 5/3. the results are shown in
Fig. 5, in which the density and temperature profiles are
displayed at the same age of the previous case presented
in Fig. 4. Clearly, the dynamical evolution of the system
is substantially different. The over-dense front moves at
significantly lower speed. In particular, it is clear how the
variable chemical composition ensures a higher pressure
in the central region containing ionized particles, with re-
spect to the outer region containing molecules. This causes
the faster expansion of the central bubble with respect to
present case. This is also supported by the pressure fields
in the two cases shown in Fig. 6. The left panel shows the
pressure field of the first case with evolving chemical com-
position of the gas particles, whereas the right panel shows
the same but for constant chemical composition. The color
code shows the value of the pressure in code units. Both
pressure fields are measured at the same age of 0.5 Myr
and on the surface of an arbitrary plane passing through
the center of the computational box. There are a number
of interesting features to note: (i) The pressure in the out-
skirts is lower in the case with chemical evolution, where
the adiabatic index is γ = 7/5 for the bi-atomic molecule
H2. At the same time, the pressure in the central region
of the case with chemical evolution is higher by nearly
a factor of two because the number of free particles (or
equivalently the internal energy corresponding to a given
temperature) is nearly doubled. (ii) The continuous en-
ergy release from the central particle, plus the action of
the radiative cooling, almost prevent the inward motion
of shocked particles (conversely to what happens in the
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standard Sedov-Taylor explosion test). Instead, they are
compressed in a thin layer, which moves outwards under
the action of the central source of pressure. For this reason,
we are interested in the state of the system shortly after
the beginning of the energy release, before the shock layer
is pushed too far away from the central region. However,
at that moment only a relatively small number of parti-
cles have already felt a strong hydrodynamical interaction.
This explains the geometrical features that can be seen in
Figs. 6. They are due to the initial regular displacement of
the particles, whose effects are still to be smeared out by
hydrodynamics interactions. Because the detailed chemi-
cal treatment implies a larger pressure gradient and, con-
sequently, a faster expansion of the central bubble, after
a given ∆t the simulation without the inclusion of MaNN
shows a stronger geometrical spurious asymmetry with re-
spect to the “standard” case: this is simply because it is
at a more primordial stage of its evolution.
7. Summary and conclusions
We presented MaNN, an artificial neural network aimed at
providing a light and versatile interface between databases
of models of the ISM and numerical hydrodynamical
codes. In our specific case the ISM models are the out-
puts of the Robo code developed by Grassi et al. (2010)
and the Padova NB-TSPH code EvoL developed by
Merlin et al. (2010).
With the aid of Robo we have calculated a large
database of ISM models (55000 in total). In these mod-
els, given a set of initial conditions, the thermodynamical
and chemical evolution of the ISM is followed during a
given time interval to get the new physical state of the
ISM. A large volume of the hyper-space o f the physi-
cal parameters and their initial conditions is explored to
get an ensemble of Robo models. For the aims of this
first study, the ISM models are calculated switching off
the dust, the external heating, and the cosmological evo-
lution. They can be restored at any time.
The above database is fed to MaNN with some simplifi-
cations. First of all, a MaNN model is made of two strings
(vectors) of quantities: the initial condition for the key
parameters (input vector) and the results for the quanti-
ties describing the final state after a certain time interval
of evolution (output vector). Not necessarily they must
be identical in dimension and type of physical quantities.
The first step to undertake is to train MaNN to reproduce
the results obtained with Robo. The technique in use is
the back-propagation algorithm. Once the training stage is
completed and the architecture of MaNN is fixed, MaNN
is able to mimic the results of Robo with a great degree
of accuracy. The great advantage of all of this is that in
large cosmological or galactic simulations the thermody-
namical and chemical properties of all the gas particles
can be determined at each time step with great accuracy
in practice at no computational cost.
Finally, we have implemented MaNN into EvoL and
run the Sedov-Taylor OB-wind test, i.e. the evolution of
a dense and cold molecular cloud during the release of a
high amount of energy in its central region. The results are
fairly good, showing a nice agreement with the theoreti-
cal expectations: while a shock wave develops and moves
outwards, a hot and ionized region forms in the central
region. Taking into account the detailed chemical evolu-
tion greatly affects the thermo-dynamical evolution of the
system. Similar effects should be expected in realistic NB-
TSPH simulations of cosmological or galactic large scale
structures.
In conclusion, MaNN proves to be a practical, easy-
to-handle and robust method to include the thermal and
chemical properties of the ISM in NB-TSPH simulations.
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