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L2-CRITICAL NLS ON NONCOMPACT METRIC GRAPHS WITH LOCALIZED
NONLINEARITY: TOPOLOGICAL AND METRIC FEATURES
SIMONE DOVETTA AND LORENZO TENTARELLI
Abstract. Carrying on the discussion initiated in [12], we investigate the existence of ground states of
prescribed mass for the L2-critical NonLinear Schrödinger Equation (NLSE) on noncompact metric graphs
with localized nonlinearity. Precisely, we show that the existence (or nonexistence) of ground states mainly
depends on a parameter called reduced critical mass, and then we discuss how the topological and metric
features of the graphs affect such a parameter, establishing some relevant differences with respect to the
case of the extended nonlinearity studied by [4]. Our results rely on a thorough analysis of the optimal
constant of a suitable variant of the L2-critical Gagliardo-Nirenberg inequality.
AMS Subject Classification: 35R02, 35Q55, 81Q35, 35Q40, 49J40.
Keywords: metric graphs, NLS, ground states, localized nonlinearity, L2-critical case.
1. Introduction
In this paper, we aim at discussing the existence of ground states for the NonLinear Schrödinger Equation
(NLSE) on metric graphs with localized nonlinearities.
We briefly recall that a metric graph is the locally compact metric space which arises as one endows a
multigraph G = (V,E) with a parametrization that associates each bounded edge e ∈ E with a closed and
bounded interval Ie = [0, `e] of the real line, and each unbounded edge e ∈ E with a half-line Ie = R+ (for
details see [2, 5] and references therein). Consistently, functions on metric graphs u = (ue)e∈E : G → R are
families of functions defined on each edge ue : Ie → R in such a way that u|e = ue. Lebesgue spaces are,
then, given by
Lp(G) :=
⊕
e∈E
Lp(Ie), p ∈ [1,∞],
while
H1(G) :=
{
u ∈
⊕
e∈E
H1(Ie) : u is continuous on G
}
,
both equipped with the natural norms, denoted by ‖u‖p,G and ‖u‖ respectively. In addition, in the following
we limit ourselves to the study of those graphs G such that
(A) G is connected, noncompact, with a finite number of edges and with non-empty compact core K
(which is the subgraph of the bounded edges of G).
In view of this, the central issue discussed in the present paper is that of the existence of minimizers for
the L2-critical NLS energy functional
E(u,K) := 1
2
∫
G
|u′|2 dx− 1
6
∫
K
|u|6 dx (1)
under the mass constraint
‖u‖22,G = µ > 0 ,
that is, the so-called ground states. In other words, we discuss the existence of functions u ∈ H1µ(G) such
that
E(u,K) = EG(µ,K) := inf
v∈H1µ(G)
E(v,K), (2)
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Figure 1. tadpole graph.
with
H1µ(G) =
{
u ∈ H1(G) : ‖u‖22,G = µ
}
.
Such functions are known (the proof is completely analogous to that of [2, Proposition 3.3]) to be L2-solutions
of
−∆Gu+ λu = χK |u|4 u, λ ∈ R+,
where χK is the characteristic function of K and −∆G is the so-called Kirchhoff Laplacian, namely the
operator defined by
−∆Gu|I˚e := −u′′e
dom(−∆G) :=
{
u ∈ H1(G) : ue ∈ H2(Ie), ∀e ∈ E, and
∑
ev
due
dxe
(v) = 0, ∀v ∈ K
}
(3)
with e  v meaning that the edge e is incident at the vertex v and duedxe (v) standing for u′e(0) or −u′e(`e)
according to whether xe is equal to 0 or `e at v. It is, also, straightforward that ψ(t, x) := eıλtu(x), with u
ground state, is a stationary solution of the time-dependent nonlinear Schrödinger equation
ı
∂ψ
∂t
= −∆Gψ − χK |ψ|4 ψ. (4)
Problem (2) was first proposed in [12], in the “toy” model of the tadpole graph (see Figure 1). Here we
aim at extending that seminal result in order to present an (almost) complete classification of the whole
phenomenology.
The study of the NLSE on graphs has recently become a quite popular research topic and then the
literature has hugely increased. We mention, e.g., [1, 2, 3, 8, 14, 15] (and the references therein) for problems
involving the nonlinearity extended to the whole graph in the L2-subcritical case, and [7, 11, 13, 16] for
the discussion of the Schrödinger equation on compact graphs. We also mention two recent works on some
other dispersive equations: [17] for the KdV equation and [6] for the Nonlinear Dirac equation.
Furthermore, with respect to the present paper, it is worth recalling [4], which deals with the existence
of L2-critical ground states in the extended case, where (1) is replaced by
E(u) :=
1
2
∫
G
|u′|2 dx− 1
6
∫
G
|u|6 dx, (5)
and [18, 19, 20], which deals with the localized L2-subcritical problem, where (1) is replaced by
E(u,K, p) := 1
2
∫
G
|u′|2 dx− 1
p
∫
K
|u|p dx, p ∈ (2, 6) .
Before stating our main theorems, let us mention some classical results on the L2-critical issue with
extended nonlinearity on the real line and the half-line (see [9]). Precisely, it is well known that, letting
EG(µ) := inf
u∈H1µ(G)
E(u),
with E(·) defined by (5) and G = R, then a threshold phenomenon shows up, that is
ER(µ) =
{
0 if µ ≤ µR
−∞ if µ > µR ,
(6)
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where µR = pi
√
3/2 and is usually called critical mass of the real line. Moreover, ER(µ) is attained if and
only if µ = µR, and a whole family of ground states exists, the solitons {φλ}λ>0, given by
φλ(x) :=
√
λφ1(λx), φ1(x) := sech1/2(2x/
√
3) , (7)
and satisfying E(φλ,R) = 0, for every λ > 0.
Analogously, when G = R+, the portrait is the same with µR replaced by the critical mass of the half-line
µR+ = µR/2 =
√
3pi/4. Furthermore, ground states exist (again) only at the critical mass and they are the
so-called half-solitons, i.e. the restrictions of φλ to R+.
We can now state the first result of the paper, which provides a topological classification of metric graphs.
In the following, recall that a metric graph G is said to admit a cycle covering if and only if each edge of
G belongs to a cycle, where a cycle can be either a loop, that is a closed path of consecutive bounded edges,
or an unbounded path joining the endpoints of two distinct half-lines, which are then identified as a single
vertex at infinity (see [3, 4] for further details). Finally, by a terminal edge we mean any edge ending with
a vertex of degree 1.
Theorem 1.1. Let G satisfy (A). Then, there exists µK ∈ [µR+ , µR] such that
EG(µ,K)

= 0 if µ ≤ µK
< 0 if µ ∈ (µK, µR]
= −∞ if µ > µR .
(8)
Moreover,
(i) if G has at least one terminal edge (see, e.g., Figure 2(a)), then
µK = µR+ , EG(µ,K) = −∞ for all µ > µK,
and ground states never exist;
(ii) if G admits a cycle-covering (see, e.g., Figure 2(b)), then
µK = µR
and ground states never exist;
(iii) if G has exactly one half-line and no terminal edges (see, e.g., Figure 2(c)), then
µR+ < µK <
√
3 (9)
and ground states of mass µ exist if and only if µ ∈ [µK, µR].
(iv) if G has neither a terminal edge, nor a cycle-covering, and at least two half-lines (see, e.g., Figure
2(d)), then
µR+ < µK ≤ µR (10)
and ground states of mass µ exist if and only if µ ∈ [µK, µR], provided that µK 6= µR.
Preliminarily, let us point out that assumption µK 6= µR in case (iv) is consistent, in the sense that one
can easily exhibit examples of graphs fulfilling it (see, for instance, the signpost graph of Figure 6, when
the vertical edge is large enough, as in Proposition 4.3).
It turns out that the actual value of µK, that we refer to as the reduced critical mass of G in the following,
is strictly related to a Gagliardo-Nirenberg-type inequality, i.e.
µK :=
√
3
CK
, (11)
where CK denotes the sharpest constant of
‖u‖66,K ≤ CK‖u‖42,G‖u′‖22,G , ∀u ∈ H1(G) , (12)
namely
CK := sup
u∈H1(G)
Q(u) , where Q(u) :=
‖u‖66,K
‖u‖42,G‖u′‖22,G
. (13)
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(a) a graph with a terminal edge (b) a graph with a cycle-covering
(c) a graph with one half-line and no
terminal edge
(d) a graph with no terminal edge,
nor cycle-covering and at least two
half-lines
Figure 2. examples of cases (i)-(iv) in Theorem 1.1.
The dependence of the existence of ground states on a critical mass is a common feature with the issue
of the extended nonlinearity discussed in [4]. However, some major differences appear. First, in [4] µK is
replaced by
µG :=
√
3
CG
,
CG being the optimal constant of the standard Gagliardo-Nirenberg inequality
‖u‖66,G ≤ CG‖u‖42,G‖u′‖22,G , ∀u ∈ H1(G) . (14)
Clearly,
CK ≤ CG ,
so that, by definition,
µG ≤ µK .
Furthermore, even though [4] shares the same classification of the problem according to (i)–(iv), a rather
different phenomenology shows up in the localized setting.
• Cases (i) and (ii) are almost identical for the localized and the extended issues if one replaces µK
with µG , up to the fact that in [4] there exist graphs supporting ground states at µ = µG . Here, on
the contrary, the localization of the nonlinearity prevents the existence of ground states.
• In case (iii) the difference with respect to the extended nonlinearity is more remarkable. Indeed,
in [4], independently of further properties of the graphs, the critical mass satisfies µG = µR+ and
the interval of masses for which one has existence of ground states is (µR+ , µR]. On the contrary,
in Theorem 1.1 the reduced critical mass µK is strictly greater than the critical mass of the half-
line and hence the existence interval is smaller. Nevertheless, it is provided to be nonempty, since
µK <
√
3 < µR. In addition, it is worth mentioning that the fact that µK > µR+ allows us to treat
also the endpoint case µ = µK, which is instead open for the extended problem.
• Case (iv) is analogous to the extended case, again with µK in place of µG . In particular, in both
the situations one has to prescribe the (reduced) critical mass to be different from µR in order to
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guarantee the existence of ground states. However, one can see that if µK 6= µR, then µG < µK.
Indeed, assume by contradiction µG = µK, so that EG(µK,K) = EG(µG) = 0. Item (iv) of Theorem
1.1 entails that there exists a minimizer u ∈ H1µG (G), and thus E(u,K) = E(u) = 0, whence
‖u‖6,K = ‖u‖6,G . Hence, u is a ground state of the extended problem, as well, and it is supported
on the sole compact core K. Since this is impossible due to standard regularity properties of global
minimizers (see [2]), there results µG < µK. Consequently, as for case (iii), the existence interval is
strictly smaller for the problem with a concentrated nonlinearity.
It is also worth highlighting that, while the fact that the topology of the graph plays a crucial role is
a common feature in the context of extended nonlinearities, it is new in the localized setting. Indeed, in
the subcritical case the problem of the ground states with localized nonlinearity is affected only by metric
properties of the graph (see, e,g, [20, Theorems 3.3 and 3.4, and Remark 3.8]).
Nevertheless, it turns out that the metric features preserve their importance even in the critical problem,
at least in cases (iii) and (iv), as shown by the following
Theorem 1.2. Estimates (9) are sharp in general; i.e., for every ε > 0 there exist two non-compact metric
graphs G1ε ,G2ε (with compact cores K1ε ,K2ε, respectively), with exactly one half-line and no terminal edges,
such that
µK1ε ≤ µR+ + ε and µK2ε ≥
√
3− ε .
Theorem 1.3. Estimates (10) are sharp in general; i.e., for every ε > 0 there exist two non-compact metric
graphs G1ε ,G2ε (with compact cores K1ε ,K2ε, respectively), without terminal edges and cycle coverings and with
at least two half-lines, such that
µK1ε ≤ µR+ + ε and µK2ε ≥ µR − ε .
Some comments are in order. First, we underline that Theorem 1.2 shows a completely new phenomenon
with respect to the extended case. Indeed, in [4] for the topologies that fall into case (iii) the actual value
of the critical mass µG is completely insensitive to metric properties of G, as µG = µR+ , whereas this is not
the case when a localization of the nonlinearity occurs.
Furthermore, we can actually characterize the structure of graphs approaching either µR+ or
√
3 in
Theorem 1.2. The former case is realized when in the compact core there is a sufficiently long cut edge, that
is a single edge connecting two disjoint subgraph (Proposition 4.1). On the contrary, the latter situation
occurs when the compact core is extremely intricate, in the sense that it has a very large total length with
respect to its diameter (Proposition 4.2).
It is also worth mentioning the role of the constant
√
3, which is new with respect to the extended case.
For graphs with one half-line and no terminal edges, indeed, it is a kind of critical mass obtained by (11)
if one replaces CK with the maximum of Q restricted to functions which are constant on the compact core
and exponentially fast decaying on the half-line (see Proposition 3.4). Albeit not being optimizers of the
problem, these functions seem to play a significant role when the compact core thickens, as non-constants
function would necessarily originate a large kinetic energy ‖u′‖2,G .
On the other hand, Theorem 1.3 shows a similar asymptotic behaviour induced by the metric. Since this
kind of graphs have at least one cut edge in their compact core, by extending or shrinking such an edge, one
can recover the two limiting optimal constants (see Propositions 4.3-4.7). In this case it is an open problem
whether an analogous phenomenon could occur for an extended nonlinearity.
In conclusion, we recall that, as in the extended case, the existence of negative energy ground states,
namely negative energy stationary solutions of (4), is something in sharp contrast with the usual behavior
of the time-dependent NLSE on standard domains, where solutions with negative energy blow up in a finite
time (see [9]).
The paper is organized as follows. In Section 2 we recall some known facts on Gagliardo-Nirenberg
inequalities and show some useful results on boundedness from below of E(·,K) and pre-compactness of
the minimizing sequences. In Section 3 we prove Theorem 1.1, stressing the connection between existence
results, the value of CK and the topology of the graph. Finally, Section 4 provides the proof of Theorem
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1.2 (Section 4.1) and Theorem 1.3 (Section 4.2), with a particular focus on the relation between CK and
the metric structure of the graph.
2. Preliminary results: Gagliardo-Nirenberg inequalities and ground states
In this section we analyse the connection between the Gagliardo-Nirenberg inequalities and the existence
of ground states of (2).
First, in addition to (12) and (14), we recall another well known Gagliardo-Nirenberg inequality on
graphs:
‖u‖∞,G ≤ C∞‖u‖1/22,G‖u′‖1/22,G , ∀u ∈ H1(G) (15)
(see [3] for a proof), where C∞ denotes the smallest constant for which the inequality is satisfied. It is well
known (see e.g. [20]) that, if G = R, then C∞ = 1, while if G = R+, then C∞ =
√
2, and that in both cases
it is attained by u(x) = e−|x|. On the other hand, for general non-compact graphs, although it is always
true that C∞ ≤
√
2, the actual value of this constant depends both on topological and on metric properties
of G . However, if G is a graph with exactly one half-line, we recover C∞ =
√
2. Indeed, denoting by H the
unique half-line of G and setting, for every ε > 0,
uε(x) :=
{√
εu(εx) if x ∈ H√
ε if x ∈ K
with u(x) = e−x, we get that uε ∈ H1(G) and that
√
2 ≥ C∞ ≥ ‖uε‖∞,G‖uε‖1/22,G‖u′ε‖1/22,G
=
√
ε(
‖uε‖22,H + ε|K|
)1/4
‖u′ε‖1/22,H
=
√
ε(
1
2 + ε|K|
)1/4 (
ε2
2
)1/4 −→ √2, as ε→ 0 .
Another important preliminary remark concerns a modified version of the Gagliardo-Nirenberg inequality
(14), which has been first established in [4, Lemma 4.4]. Let G satisfy (A) and assume also that it does not
contain any terminal edge. Then, if µ ∈ (0, µR], for every u ∈ H1µ(G) there exists θu ∈ [0, µ] (depending on
u) such that
‖u‖66,G ≤ 3
(µ− θu
µR
)2
‖u′‖22,G + C
√
θu, (16)
with C > 0 depending only on G. In addition, note that if {un} ⊂ H1µ(G) is a sequence of functions such
that EK(un,G) ≤ −α < 0, for some α > 0, then infn θun > 0. Indeed, by (16)
1
2
‖u′n‖22,G
(
1− (µ− θun)
2
µ2R
)
− C
6
√
θun ≤ E(un,K) ≤ −α < 0, (17)
so that θun > 0 uniformly on n.
As mentioned in the Introduction, the key Gagliardo-Nirenberg inequality of the problem with localized
nonlinearity is not the standard one given by (14), but instead (12) where the L6 term affects only the
compact core of the graph. In particular, it is evident by (11) that the value of the best constant CK is the
crucial parameter in order to determine whether solutions of (2) exist or not. Indeed, plugging (12) into
(1),
E(u,K) ≥ 1
2
‖u′‖22,G
(
1− CK
3
µ2
)
∀u ∈ H1µ(G) (18)
showing that CK plays a role in establishing the lower boundedness of the energy. More precisely, we can
state the following
Lemma 2.1. Let G satisfy (A) and µK be the reduced critical mass defined by (11)-(13). The following
classification holds:
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(i) if µ ≤ µK, then EG(µ,K) = 0;
(ii) if µ ∈ (µK, µR], then EG(µ,K) < 0;
(iii) if µ > µR, then EG(µ,K) = −∞.
Proof. First, note that, for every µ > 0, if {un} ⊂ H1µ(G) is a sequence such that ‖u′n‖2,G → 0, then
EG(µ,K) ≤ E(un,K) ≤ 1
2
‖u′n‖22,G −→ 0 as n→∞
so that EG(µ,K) ≤ 0. Furthermore, if µ ≤ µK, then (18) entails that E(u,K) ≥ 0 for all u ∈ H1µ(G), thus
proving (i).
On the other hand, assume µ > µK; for instance, µ = (1 + δ)µK, for some δ > 0. Now, by (13), there
exists u ∈ H1µ(G) such that
Q(u) >
CK
(1 + δ)2
,
whence
E(u,K) < 1
2
‖u′‖22,G
(
1− CKµ
2
3(1 + δ)2
)
= 0
by (11) and the assumption on µ, which yields (ii).
Finally, let µ > µR and v ∈ H1µ(R) such that supp{v} = [0, 1] and E(v,R) < 0 (the existence of v being
guaranteed by (6)). For every λ > 0 define then
vλ(x) :=
√
λv(λx) ,
so that, vλ ∈ H1µ(R) and supp{vλ} = [0, 1/λ]. Clearly, when λ is large enough, vλ can be regarded as a
function on G supported on a single edge of the compact core K. As a consequence,
EG(µ,K) ≤ E(vλ,K) = λ2E(v,R) −→ −∞ as λ→∞,
which concludes the proof. 
As boundedness from below is not enough in order to prove ground states to exist, the following lemma
provides some sufficient conditions for existence/nonexistence.
Lemma 2.2. Let G satisfy (A) and µK be the reduced critical mass defined by (11)–(13). Then:
(i) whenever µ < µK, EG(µ,K) is not attained;
(ii) whenever µ ∈ (µK, µR] and EG(µ,K) > −∞, EG(µ,K) is attained.
Proof. If µ < µK, then (11)–(18) imply that E(u,K) > 0 for every u ∈ H1µ(G) and, combining with Lemma
2.1, (i) follows immediately.
On the other hand, suppose µ ∈ (µK, µR] and EG(µ,K) > −∞. Let, also, {un} ⊂ H1µ(G) be a minimizing
sequence. By Lemma 2.1, there exists α > 0 such that E(un,K) ≤ −α as n is large enough, so that by (17),
(16) holds with θun ≥ C > 0. Consequently, µ − θun < µR, so that (16) entails that {un}n∈N is bounded
in H1(G) and that un ⇀ u in H1(G) and un → u in L6(K), for some u ∈ H1(G). Moreover, by weak lower
semicontinuity
E(u,K) ≤ lim inf
n
E(un,K) = EG(µ,K) . (19)
Therefore, we are left to prove that ‖u‖22,G =: m = µ. By weak lower semicontinuity again, m ≤ µ. On
the other hand, it is immediate to see that m 6= 0, since otherwise u ≡ 0 and, by (19), EG(µ,K) ≥ 0, which
is a contradiction. Moreover, if m < µ, then there exists σ > 1 such that ‖σu‖22,G = µ and
E(σu,K) = σ
2
2
‖u′‖22,G −
σ6
6
‖u‖66,K < σ2E(u,K) < E(u,K),
which contradicts (19) and hence concludes the proof. 
Remark 2.1. Lemma 2.2 does not say anything about µ = µK. Indeeds, this endpoint problem strongly
depends on the topology of the graph and must be addressed case by case.
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3. Proof of Theorem 1.1: how the topology affects CK
Throughout this section we provide the proof of Theorem 1.1. It is based on the study of the actual value
of CK in the four distinct topological classes (i)-(iv) defined by Theorem 1.1.
As a first step, we derive upper and lower bounds for CK on a generic non-compact graph. In the
following, we denote by CR+ and CR the best constant of (14) when G = R+ and G = R, respectively.
Proposition 3.1. For every G satisfying (A), the constant CK fulfills
CR ≤ CK ≤ CR+ . (20)
Proof. Let u ∈ H1(G) and assume with no loss of generality u ≥ 0. Then, denote by u∗ its decreasing
rearrangement on R+, namely
u∗(x) := inf{t ≥ 0 : ρ(t) ≤ x} x ∈ [0, |G|), with ρ(t) :=
∑
e∈E
|{xe ∈ Ie : ue(xe) > t}| t ≥ 0. (21)
By well known properties of rearrangements (see [2, Section 3] for details),
‖(u∗)′‖2,R+ ≤ ‖u′‖2,G , ‖u∗‖p,R+ = ‖u‖p,G ∀ p ≥ 1 , (22)
so that
Q(u) ≤ ‖u‖
6
6,G
‖u‖42,G‖u′‖22,G
≤ ‖u
∗‖66,R+
‖u∗‖42,R+‖(u∗)′‖22,R+
≤ CR+ ,
and recalling (13)
CK ≤ CR+ .
On the other hand, there exists a sequence {v˜n} ⊂ H1(R), v˜n ≥ 0, such that
‖v˜n‖66,R
‖v˜n‖42,R‖v˜′n‖22,R
−→ CR as n→∞ (23)
and such that ‖v˜n‖42,R‖v˜′n‖22,R ≥ C > 0 (see, e.g. [10]). Now, simply truncating and lowering v˜n, one
can define another sequence vn ∈ H1(R), which is compactly supported, such that ‖vn‖2,R ≤ ‖v˜n‖2,R,
‖v′n‖2,R ≤ ‖v˜′n‖2,R and ‖vn − v˜n‖ → 0. As a consequence,
‖v˜n‖66,R
‖v˜n‖42,R‖v˜′n‖22,R
≤ ‖vn‖
6
6,R
‖vn‖42,R‖v′n‖22,R
+
‖vn − v˜n‖66,R
‖v˜n‖42,R‖v˜′n‖22,R
≤ CR + o(1),
and thus (23) still holds with v˜n replaced by vn. Then, for a fixed edge e in K, we can define un ∈ H1(G) as
un(x) :=
{√
λnvn(λnx) if x ∈ Ie
0 elsewhere on G ,
where λn > 0 is chosen so that supp{un} ⊂ Ie, and since
CK ≥ Q(un) =
‖vn‖66,R
‖vn‖42,R‖v′n‖22,R
,
passing to the limit one obtains CK ≥ CR. 
In general, inequalities in (20) are not sharp. However, in order to prove this, it is necessary to prelimi-
narily detect under which assumptions the optimal constant is attained.
Lemma 3.2. Let G satisfy (A) and assume also that it does not contain any terminal edge. If, in addition,
CK 6= CR, then there exists 0 6≡ u ∈ H1(G) such that Q(u) = CK.
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Proof. Let {un} ⊂ H1(G) be a maximizing sequence for CK, so that there exists εn ↓ 0 such that
‖un‖66,K = (CK − εn)‖un‖42,G‖u′n‖22,G .
Moreover, as the functional Q is homogeneous, we can set without loss of generality
‖un‖22,G =: µn =
√
3
CK − εn ,
so that
‖un‖66,K
‖u′n‖22,G
= 3 . (24)
Note also that, as εn → 0 and CK > CR by assumption, (for large n) there results
µn < µR + δ ,
for some fixed δ > 0. Therefore, combining (24) and (16),
‖u′n‖22,G =
1
3
‖un‖66,K ≤
1
3
‖un‖66,G ≤
µ2n
µ2R
‖u′n‖22,G + C
√
µR
and rearranging terms (
1− µ
2
n
µ2R
)
‖u′n‖22,G ≤ C
√
µR .
Hence, {un} is bounded in H1(G) and there exists u ∈ H1(G) such that
un ⇀ u in H1(G) and ‖un‖p,K → ‖u‖p,K, ∀p ∈ [1,∞]. (25)
In addition, by weak lower semicontinuity
‖u‖2,G ≤ lim inf
n
‖un‖2,G and ‖u′‖2,G ≤ lim inf
n
‖u′n‖2,G . (26)
On the other hand, by (15),
‖u′n‖22,G =
1
3
‖un‖66,K ≤
1
3
‖un‖6∞,G |K| ≤
1
3
C6∞‖un‖32,G‖u′n‖32,G |K|
and thus
‖u′n‖2,G ≥
3
|K|C6∞µ3n
≥ 3|K|C6∞(µR)3/2
> 0 . (27)
Assume then u ≡ 0 on G. As ‖un‖∞,K → 0, we have
‖u′n‖22,G ≤
1
3
‖un‖66,K ≤
1
3
‖un‖6∞,K|K| −→ 0 as n→∞,
which contradicts (27). As a consequence, u 6≡ 0 and, combining with (25) and (26)
CK ≥ Q(u) ≥ lim sup
n
Q(un) = CK,
which concludes the proof. 
Now, we can improve the estimates in Proposition 3.1, owing to the topological features of the graphs.
Precisely, the following proposition distinguishes the cases when the graph does possess a terminal edge, i.e.
(i) of Theorem 1.1, and when it does not, i.e. (ii)-(iv) of Theorem 1.1. Furthermore, for cases (i) and (ii) it
provides the exact value of CK.
Proposition 3.3. For every G satisfying (A):
(i) if G has (at least) a terminal edge, then CK = CR+ ;
(ii) if G has no terminal edge, then CK < CR+ ; if G admits also a cycle-covering, then CK = CR.
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Proof. Let us split the proof in two parts.
Part (i): graphs with a terminal edge. Arguing as in the proof of Proposition 3.1, one can see that there
exists {vn} ⊂ H1(R+), vn(x) ≡ 0 for large x, such that
‖vn‖66,R+
‖vn‖42,R+‖v′n‖22,R+
−→ CR+ , as n→∞ ,
and that from {vn} one can construct a sequence {un} ⊂ H1(G), supported only on a terminal edge of G,
such that
Q(un) =
‖vn‖66,R+
‖vn‖42,R+‖v′n‖22,R+
.
Hence, as CK ≥ Q(un), passing to the limit in n yields CK ≥ CR+ , which in view of (20) completes the
proof.
Part (ii): graphs without terminal edges. Owing to Proposition 3.1, it is sufficient to show that CK 6= CR+ .
Suppose by contradiction that CK = CR+ . By Lemma 3.2 CK is attained, i.e. there exists u ∈ H1(G) such
that Q(u) = CR+ . It follows by (22) that
CR+ = Q(u) ≤
‖u‖66,G
‖u‖42,G‖u′‖22,G
≤ ‖u
∗‖66,R+
‖u∗‖42,R+‖(u∗)′‖22,R+
≤ CR+ , (28)
with u∗ being the decreasing rearrangement of u (which is again not restrictive to assume nonnegative).
Thus
‖u‖6,K = ‖u‖6,G ,
so that u ≡ 0 outside of K. As a consequence, (u|K)∗ ∈ H1(R+) is null for large x and at the same time
attains CR+ , which is impossible. Then CK 6= CR+ .
Suppose, now, that G admits a cycle-covering. Given u ∈ H1(G), u ≥ 0, denote by û ∈ H1(R) its
symmetric rearrangement, i.e.
û(x) := inf{t ≥ 0 : ρ(t) ≤ 2|x|} x ∈ (−|G|/2, |G|/2),
with ρ defined by (21). The presence of a cycle-covering entails that u attains at least twice almost every
value in its image, and thus, from [2, Section 3],
‖(û)′‖2,R ≤ ‖u′‖2,G , ‖û‖p,R = ‖u‖p,G ∀ p ≥ 1 .
Hence
Q(u) ≤ ‖û‖
6
6,R
‖û‖42,R‖(û)′‖22,R
≤ CR ,
and, passing to the supremum on H1(G), in view of (20) we have CK = CR. 
The next proposition pushes forward the analysis of CK in the case of graphs with exactly one half-line
and no terminal edge.
Proposition 3.4. For every G satisfying (A) with exactly one half-line and no terminal edge
CK > 1 .
Proof. We divide the proof in two steps.
Step(i): CK ≥ 1. Denote by H the half-line of G and L the measure of K. For every c, α > 0, we define
the function uc,α ∈ H1(G) such that
uc,α(x) :=
{
c if x ∈ K
ce−αx if x ∈ H , (29)
(see for instance Figure 3).
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ce−αx
c
Figure 3. example of the function uc,α as in the proof of Proposition 3.4.
Direct computations yield
‖uc,α‖22,G =
∫
K
c2 dx+
∫
H
c2e−2αx dx = c2L+
c2
2α
= c2
(
L+
1
2α
)
‖u′c,α‖22,G =
∫
H
c2α2e−2αx dx =
c2α
2
‖uc,α‖66,K =
∫
K
c6 dx = c6L ,
so that
Q(uc,α) =
c6L
c4
(
L+ 12α
)2
c2α
2
=
8αL
(2αL+ 1)2
=: F (α) .
Now,
F ′(α) =
8L(1− 2Lα)
(2αL+ 1)3
and then F has a maximum point at α = α := 12L . Hence, for every c, α > 0
Q(uc,α) ≤ F (α) = 1, (30)
and thus, by definition,
CK ≥ 1 .
Step(ii): CK 6= 1. Assume, by contradiction, that CK = 1. Since 1 = F (α) = Q(uc,α), uc,α as in (29) with
α = α := 12L is an optimizer of the functional Q on H
1(G)\{0}. As a consequence, for every ϕ ∈ H1(G),
d
dε
Q(uc,α + εϕ)∣∣
ε=0
= 0,
namely, after standard computations
A(uc,α)
∫
G
u′c,α ϕ
′ dx+B(uc,α)
∫
G
uc,α ϕdx = C(uc,α)
∫
K
|uc,α|4 uc,α ϕdx,
with
A(uc,α) :=
2‖uc,α‖66,K(‖uc,α‖2,G‖u′c,α‖2,G)4 , B(uc,α) :=
4‖uc,α‖66,K
‖uc,α‖62,G‖u′c,α‖22,G
C(uc,α) :=
6
‖uc,α‖42,G‖u′c,α‖22,G
.
Now, arguing as in the proof of [2, Proposition 3.3], we get that
−A(uc,α) (uc,α)′′e +B(uc,α) (uc,α)e = χK C(uc,α) |(uc,α)e|4 (uc,α)e, ∀e ∈ E, (31)
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and that uc,α ∈ dom(−∆G). However, this is impossible, since the Kirchhoff conditions∑
ev
d(uc,α)e
dxe
(v) = 0, ∀v ∈ K,
are not fulfilled by uc,α at the vertex joining the compact core to the half-line. As a consequence, uc,α
cannot be an optimizer of Q, so that CK 6= 1. 
Remark 3.1. Note that, whenever G is a graph with exactly one half-line and no terminal edges,
Q(u) ≤ 1
for every u ∈ H1(G) which is constant on the compact core, independently of its specific form on the half-line
H. Indeed, letting c := u|K and m := ‖u‖22,H, Proposition 4.3 in [20] ensures that
inf { ‖v′‖2,H : v ∈ H1(H), v(0) = c and ‖v‖22,H = m }
is attained by the exponential function ϕ(x) = ce−c
2 x
m . Thus,
Q(u) =
c6|K|
(c2|K|+m)2‖u′‖22,H
≤ c
6|K|
(c2|K|+m)2‖ϕ′‖22,H
≤ 1
by the proof of the previous proposition.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. The first part of Theorem 1.1, i.e. the validity of (8), is proved by Lemma 2.1
setting µK as in (11)-(13). On the other hand, the values and the estimates on µK in cases (i)-(iv) are a
straightforward application of the results of Propositions 3.1, 3.3 and 3.4.
It is then left to discuss the sole existence of the ground states. Since for µ > µR nonexistence is immediate
by (8) and for µ < µK it is straightforward by Lemma 2.2, we only consider masses µK ≤ µ ≤ µR. Let us
split the proof according to the four classes.
Case (i): graphs with at least a terminal edge. Recall that in this case µK = µR+ . Assume first that
µ > µR+ . It is well known that there exists v ∈ H1(R+), with v(x) ≡ 0 for large x, such that E(v,R+) < 0.
Then, arguing as in the proof of Lemma 2.1, one can construct a sequence {un} ⊂ H1µ(G) supported on a
terminal edge of G for which E(un,K)→ −∞, as n→∞. Hence, EG(µ,K) = −∞ and no ground state may
exist.
Now, assume µ = µR+ . Suppose also, by contradiction, that there exists a ground state u ∈ H1µR+ (G).
Since, by Lemma 2.1, E(u,K) = EG(µR+ ,K) = 0, we get
‖u‖66,K
‖u′‖22,G
= 3
and, dividing both terms by µ2R+ ,
Q(u) =
3
µ2R+
= CR+ .
Hence, since CK = CR+ by Proposition 3.3, u is an optimizer for CK too. However, arguing as in (28)
and the subsequent paragraph, this entails that the decreasing rearrangement on R+ of u|K is a compactly-
supported function attaining CR+ , which is well known to be impossible. Hence, ground states do not exist
also when µ = µR+ .
Case (ii): graphs admitting a cycle-covering. Recall that in this case µK = µR, which is then the unique
value of the mass to discuss. This case can be dealt with repeating the previous argument with µR in place
of µR+ , CR in place of C+R and the symmetric rearrangement û in place of the decreasing rearrangement u
∗.
Case (iii): graphs with exactly one half-line. Recall that in this case µK ∈ (µR+ ,
√
3). By (16) we get
E(u,K) ≥ 1
2
‖u′‖22,G
(
1− µ
2
µ2R
)
− C
6
√
µ ,
and, since
√
3 < µR, EG(µ,K) > −∞. Then, if µ > µK, by Lemma 2.2 ground states exist.
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B`
H
Γ1
Γ2
Figure 4. The graph G` of Proposition 4.1
On the other hand, assume µ = µK and let u ∈ H1µK(G) be an optimizer of CK provided by Lemma 3.2
(note that here CK > 1 > CR). Then
‖u‖66,K
‖u′‖22,G
= CKµ2K = 3,
so that, recalling (8),
E(u,K) = 1
2
‖u′‖22,G
(
1− ‖u‖
6
6,K
3‖u′‖22,G
)
= 0 = EG(µK,K),
which entails that u is a ground state.
Case (iv): graphs without terminal edges and cycle-coverings, and with at least two half-lines. Recall that
in this case µK ∈ (µR+ , µR]. Here, if one assumes µK 6= µR (that is, CK 6= CR), then it is possible to recover
the argument in the proof of case (iii). 
4. Proofs of Theorems 1.2-1.3: how the metric affects CK
In this section, we present the proofs of Theorems 1.2 (Section 4.1) and 1.3 (Section 4.2). Precisely, we
show that in cases (iii) and (iv) of Theorem 1.1, the estimates on the reduced critical mass µK ((9) and
(10), respectively) cannot be improved in general. In particular, we explain how upper/lower bounds given
by (9) and (10) can be asymptotically obtained suitably modifying the metric of the compact core of the
graph.
As in the previous section, the bulk of the analysis focuses on CK. In addition, we will tacitly assume,
in the following, that any graph satisfies (A).
4.1. Graphs with exactly one half-line and no terminal edges. We first focus on graphs with exactly
one half-line and no terminal edges, for which we already proved that µR+ < µK <
√
3, i.e. 1 < CK < CR+ ,
and that ground states do exist if and only if µ ∈ [µK, µR].
The first preliminary result concerns the existence of a sequence of graphs whose optimal constants
converge to CR+ .
Proposition 4.1. For every ` > 0, let G` be a graph consisting of one half-line and a compact core K` given
by a cut edge B`, of length `, joining two disjoint subgraphs Γ1,Γ2, such that Γ1 ∩ H = ∅ (see, e.g., Figure
4). Let also CK` be the optimal constant (13) when G = G`. Then,
CK` −→ CR+ , as `→∞. (32)
Proof. First, identify, for the sake of simplicity, B` with the interval [0, `] and H with the interval [`,∞).
With a little abuse of notation, let also {φλ} be the sequence of the half-solitons on R+, i.e. the restrictions
to R+ of the functions given by (7).
Then, set λ := `−1/2, for every ` > 0, and define the sequence {uλ} ⊂ H1(G`) such that
uλ(x) :=

φλ(x) if x ∈ B` ∪H
φλ(0) if x ∈ Γ1
φλ(`) if x ∈ Γ2 .
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v1
v2
vH
Kn
Figure 5. example of a graph Gn as in Proposition 4.2. Here, for every n, Kn consists of
2n + 1 edges, all of length smaller than a fixed constant, joining the vertices v1, v2, plus
two additional edges linking v1 and v2 to H.
Recalling that φ1(0) = 1, we have
‖uλ‖22,G` = ‖φ1‖22,R+ + `−1/2
( |Γ1|+ φ21(`1/2)|Γ2| )
‖u′λ‖22,G` = `−1‖φ′1‖22,R+
‖uλ‖66,K` = `−1‖φ1‖6L6(0,`1/2) + `−3/2
( |Γ1|+ φ6(`1/2)|Γ2| ),
so that, as `→∞,
Q(uλ) =
‖φ1‖6L6(0,`1/2) + `−1/2
( |Γ1|+ φ6(`1/2)|Γ2|)(
‖φ1‖22,R+ + `−1/2|Γ1|+ `−1/2φ2(`1/2)|Γ2|
)2
‖φ′1‖22,R+
−→ ‖φ1‖
6
6,R+
‖φ1‖42,R+‖φ′1‖22,R+
= CR+
since φ1 is an optimizer of CR+ . Hence, since Q(uλ) ≤ CK` < CR+ for every ` > 0, (32) follows. 
Now, we can focus on the existence of a sequence of graphs whose optimal constants converge, on the
contrary, to 1.
Recalling the proof of Proposition 3.4, note that 1 is the value of CK if one restrict the maximization in
(13) to functions that are constant on the compact core. As already pointed out in the previous section,
such functions cannot be actual optimizers, but nevertheless the following proposition shows that when the
compact core becomes too intricate, i.e. it has a large total length but a small diameter, then the optimizers
cannot exhibit a significantly different behaviour.
Proposition 4.2. For every n ∈ N, let Gn be the graph given by a half-line H and a compact core Kn
attached to the origin of H at some point v (see, e.g, Figure 5). Let also CKn be the optimal constant (13)
when G = Gn. If diam(Kn) ≤ C uniformly in n, for some C > 0, and |Kn| → +∞ as n→∞, then
CKn −→ 1, as n→∞. (33)
Proof. We divide the proof in two steps.
Step (i): behavior of the optimizers of CKn . By Proposition 3.4, CKn > 1 > CR, and hence, for every
n ∈ N, Lemma 3.2 entails that there exists un ∈ H1(Gn), u 6= 0, such that Q(un) = CKn . Moreover, by
standard regularity theory for (31) (see e.g. [2, Proposition 3.3]) we can assume un > 0 and, from the
homogeneity of Q, ‖un‖22,G = µKn so that
‖un‖66,Kn
‖u′n‖22,Gn
= 3, ∀n ∈ N . (34)
On the other hand, note that, ‖un‖∞,Gn = ‖un‖∞,Kn . Indeed, if this is not the case, simply setting vn(x) :=
min{un(x), ‖un‖∞,Kn} for every x ∈ Gn, one can see that vn ∈ H1(Gn) and that Q(un) < Q(vn), which is
a contradiction. As a consequence, denoting by xn ∈ Kn a point such that un(xn) = ‖un‖∞,Gn =: Mn, and
by γn ⊂ Kn the smallest path from xn to vertex v, one can easily check that Kn/γn is connected, regardless
of the location of xn.
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Now, consider the restriction of un to γn ∪ H, i.e. un|γn∪H , and let η1n : [0,+∞) → R be its decreasing
rearrangement on R+, so that η1n(0) = Mn,∫ +∞
0
|(η1n)′|2 dx ≤
∫
γn∪H
|u′n|2 dx and
∫ +∞
0
|η1n|p dx =
∫
γn∪H
|un|p dx ∀p ≥ 1.
On the other hand, since Kn/γn is connected, the image of un|Kn/γn is connected in turn. Setting `n :=
|Kn/γn|, we can define, therefore, the decreasing rearrangement of un|Kn/γn on the interval [0, `n], i.e.
η2n : [0, `n]→ R, which satisfies η2n(0) = Mn,∫ `n
0
|(η2n)′|2 dx ≤
∫
Kn/γn
|u′n|2 dx and
∫ `n
0
|η2n|p dx =
∫
Kn/γn
|un|p dx ∀p ≥ 1.
Then, define the function ηn : (−∞, `n]→ R such that
ηn(x) :=
η
1
n(−x) if x < 0
η2n(x) if x ∈ [0, `n].
Exploiting the properties of η1n and η2n, one can easily see that ηn ∈ H1(−∞, `n), ‖η′n‖L2(−∞,`n) ≤ ‖u′n‖2,Gn
and ‖ηn‖Lp(−∞,`n) = ‖un‖p,Gn for every p ≥ 1.
As a further step, arguing as in [4, Proof of Lemma 4.4, Step 2–Step 3], one can construct a sequence of
functions vn ∈ H1(R) such that, for some θn := θn(un) ∈ (0, µKn)
(a) vn(0) = ηn(0) = Mn;
(b)
∫
R |vn|2 dx =
∫ `n
−∞ |ηn|2 dx− θn = µKn − θn;
(c)
∫
R |v′n|2 dx ≤
∫ `n
−∞ |η′n|2 dx+ C`2n θ
1/2
n ≤ ‖u′n‖22,Gn + C`2n θ
1/2
n ;
(d)
∫
R |vn|6 dx ≥
∫ `n
−∞ |ηn|6 dx− C`2n θn = ‖un‖
6
6,Gn − C`2n θn;
where C > 0 does not depend on n.
Hence, combining (a)-(d) with (14) for G = R,
‖un‖66,Gn −
C
`2n
θn ≤ ‖vn‖66,R ≤ 3
(µKn − θn)2
µ2R
‖v′n‖22,R ≤ 3
(µKn − θn)2
µ2R
(
‖u′n‖22,Gn +
C
`2n
θ1/2n
)
and thus, rearranging terms and recalling that θn < µKn <
√
3 < µR (possibly redefining C),
‖un‖66,Gn ≤ 3
µ2Kn
µ2R
‖u′n‖22,Gn +
C
`2n
. (35)
Moreover, plugging (34) into (35), we get
‖u′n‖22,Gn =
1
3
‖un‖66,Kn ≤
1
3
‖un‖66,Gn ≤
µ2Kn
µ2R
‖u′n‖22,Gn +
C
`2n
,
that is (
1− µ
2
Kn
µ2R
)
‖u′n‖22,Gn ≤
C
`2n
. (36)
Since both |Kn| → +∞ as n→∞ and |γn| ≤ diam(Kn) ≤ C for every n, then `n ∼ |Kn| provided n is large
enough, so that (36) implies
‖u′n‖2,Gn |Kn| ≤ C (37)
uniformly in n.
Step (ii): proof of (33). Letmn := minx∈Kn un(x) and yn ∈ Kn be such that un(yn) = mn. Furthermore,
let zn ∈ H be the closest point (of the half-line) to the compact core such that un(zn) = mn (possibly zn = v
if the minimum is attained at the vertex joining H and Kn).
We then consider the functions defined as
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u˜n(x) :=
{
mn if x ∈ Kn
un(x+ zn) if x ∈ H .
Clearly, u˜n ∈ H1(Gn) and, by construction, ‖u˜‖2,Gn ≤ ‖un‖2,Gn , ‖u˜′n‖2,Gn ≤ ‖u′n‖2,Gn , so that
CKn ≤
‖un‖6∞,Gn |Kn|
‖un‖42,Gn‖un‖22,Gn
=
‖un‖6∞,Gn
m6n
‖u˜n‖66,Kn
‖u˜n‖42,Gn‖u˜′n‖22,Gn
≤ ‖un‖
6
∞,Gn
m6n
, (38)
the last inequality being motivated by Remark 3.1.
As CKn > 1, it is then left to estimate ‖un‖6∞,Gn/m6n. First, recall that ‖un‖∞,Gn = ‖un‖∞,Kn = un(xn),
with xn ∈ Kn defined in Step (i), whereas mn = un(yn). Let Γn ⊂ Kn be the smallest path from yn to xn.
Then we have
mn
‖un‖∞,Gn
= 1− un(x¯n)− un(y¯n)‖un‖∞,Gn
= 1−
∫
Γn
u′n dx
‖un‖∞,Gn
. (39)
Now, let us show that
lim
n
∫
Γn
u′n dx
‖un‖∞,Gn
= 0 . (40)
By Hölder’s inequality ∫
Γn
|u′n| dx ≤ |Γn|1/2‖u′n‖2,Γn ≤ diam(Kn)1/2‖u′n‖2,Gn ,
so that ∫
Γn
u′n dx
‖un‖∞,Gn
≤ diam(Kn)
1/2‖u′n‖2,Gn
‖un‖∞,Gn
. (41)
Moreover, by (34),
‖u′n‖22,Gn =
1
3
‖un‖66,Kn ≤
1
3
‖un‖6∞,Gn |Kn|,
which yields at
‖u′n‖2,Gn
‖un‖∞,Gn
≤ |Kn|
1/2
√
3
‖un‖2∞,Gn . (42)
By (15) and the fact that the optimal constant C∞ =
√
2, for every Gn (see Section 2)
|Kn|1/2√
3
‖un‖2∞,Gn ≤
2|Kn|1/2√
3
µ
1/2
Kn ‖u′n‖2,Gn ≤
C
|Kn|1/2 −→ 0 as n→∞,
making use of (37). Plugging into (42), we get
lim
n
‖u′n‖2,Gn
‖un‖∞,Gn
= 0,
which, combined with (41) and diam(Kn) < C, implies (40). Hence, passing to the limit in (39),
lim
n
mn
‖un‖∞,Gn
= 1
and, recalling (38) and the fact that CKn > 1, (33) follows. 
The proof of Theorem 1.2 is therefore a straightforward application of Propositions 4.1 and 4.2.
Proof of Theorem 1.2. Fix ε > 0. The existence of G1ε is immediately guaranteed by Proposition 4.1. At
the same time, considering graphs as in Proposition 4.2, we easily obtain G2ε . 
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H1 H2
Γ
Figure 6. the signpost graph.
4.2. Graphs without terminal edges and cycle-coverings, with at least two half-lines. In this
last section, we discuss graphs without terminal edges and cycle-coverings, with at least two half-lines (for
which it is true that µR+ < µK ≤ µR, i.e. CR ≤ CK < CR+ , and that ground states exist if and only if
µ ∈ [µK, µR], provided that µK 6= µR).
Recall that, in a graph having at least two half-lines and neither a terminal edge nor a cycle-covering,
there exists of at least one cut edge in the compact core, that is an edge that provides the only connection
between two disjoint subgraphs. For the sake of simplicity, in what follows we develop our analysis in the
case of a signpost graph, as in Figure 6, with exactly one cut edge and a circle attached to it.
For every ` > 0, let G` be the graph depicted in Figure 6, with compact core K` given by the cut edge B`,
of length `, and the circle Γ. Moreover, denote by H1,H2 the left and the right half-line of G`, respectively,
both identified with [`,+∞). In addition, identify the cut edge B` with the interval [0, `], in such a way
that xB` = ` (xB` being the coordinate on B`) denotes the vertex v such that {v} = H1 ∩H2. Let also CK`
be the optimal constant (13) when G = G`.
We then have the first asymptotic result.
Proposition 4.3. Let G` be the graph depicted in Figure 6. Then, the following asymptotics holds:
CK` −→ CR+ as `→∞. (43)
Proof. As in the proof of Proposition 4.1, let {φλ} be the sequence of the half-solitons on R+, i.e. the
sequence of the restrictions to R+ of the functions given by (7). Then, set λ := `−1/2, for every ` > 0, and
define the sequence {uλ} ⊂ H1(G`) such that
uλ(x) :=
{
φλ(0) if x ∈ Γ
φλ(x) if x ∈ G`/Γ.
Note that, as both H1 and H2 are identified with the interval [`,∞), then uλ|H1 ≡ uλ|H2 . Hence, direct
computations (recalling φ1(0) = 1) yield
‖uλ‖22,G` =λ|Γ|+
∫
B`∪H1
λ|φ1(λx)|2 dx+
∫
H2
λ|φ1(λx)|2 dx = `−1/2|Γ|+ ‖φ1‖22,R+ + ‖φ1‖2L2(`1/2,∞)
‖u′λ‖22,G` =
∫
B`∪H1
λ3|φ′1(λx)|2 dx+
∫
H2
λ3|φ′1(λx)|2 dx = `−1
(
‖φ′1‖22,R+ + ‖φ′1‖2L2(`1/2,∞)
)
‖uλ‖66,K` =λ3|Γ|+
∫
B`
λ3|φ1(λx)|6 dx = `−1
(
`−1/2|Γ|+ ‖φ1‖6L6(0,`1/2)
)
and, since as `→∞, `−1/2|Γ|, ‖φ1‖L2(`1/2,∞) and ‖φ′1‖L2(`1/2,∞) tend to 0, and ‖φ1‖L6(0,`1/2) → ‖φ‖6,R+ , it
follows that
Q(uλ) −→
‖φ1‖66,R+
‖φ1‖42,R+‖φ′1‖22,R+
= CR+ .
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Combining with the fact that Q(uλ) ≤ CK < CR+ for every λ, we obtain (43). 
Remark 4.1. Clearly, the proof of Proposition 4.3 provides an example of graph such that CK 6= CR, showing,
as anticipated in the Introduction, that the class of graphs of case (iv) in Theorem 1.1 fulfilling µK 6= µR is
not empty.
Remark 4.2. It is readily seen that the proof of Proposition 4.3 can be straightforwardly generalized to the
case of several cut edges joining components (possibly) different than circles, simply repeating the previous
construction for any fixed cut edge.
The existence of a sequence of graphs whose optimal constants converge to CR, on the contrary, requires
more efforts. We aim at obtaining such a result by discussing the behaviour of G`, as before, but now in the
regime `→ 0.
Some preliminary steps are required: a characterization of the behavior of the (possible) optimizers of
CK` (Lemmas 4.4–4.5) and a monotonicity property of CK` with respect to ` (Lemma 4.6). For the sake of
simplicity, we denote in the following by H the union of the half-lines of G`, i.e. H := H1 ∪H2.
Lemma 4.4. Let G` be the graph depicted in Figure 6. If u ∈ H1(G`), u > 0, is an optimizer of CK` , then
MB` := max
x∈B`
u(x) > max
x∈H
u(x) =: MH.
Proof. Suppose, by contradiction, that MB` ≤MH. Then, for a.e. t in the image of u,
#{x ∈ G` : u(x) = t} ≥ 2 .
As a consequence, with û being the symmetric rearrangement of u,
CK` = Q(u) ≤
‖u‖66,G`
‖u‖42,G`‖u′‖22,G`
≤ ‖û‖
6
6,R
‖û‖42,R‖û′‖22,R
≤ CR . (44)
Now, if CK` 6= CR, then it directly entails a contradiction, in view of Proposition 3.1. On the other hand, if
CK` = CR, then (44) implies that û is an optimizer of CR on the real line and, by the properties of symmetric
rearrangements, that
‖û′‖2,R = ‖u′‖2,G` . (45)
However, since u runs through a vertex of degree 3 andMB` ≤MH, there exists a subregion of G` of positive
measure where all the values attained by u possess at least three pre-images ,which contradicts (45). 
Lemma 4.5. Let G` be the graph depicted in Figure 6. If u ∈ H1(G`), u > 0, is an optimizer of CK` , then
u|H is symmetric with respect to v (recall {v} := H1 ∩H2) and non-increasing both on H1 and on H2.
Proof. Let us prove first that u|H attains the maximum MH at the vertex v and that it is non-increasing
both on H1 and on H2. To this aim, assume by contradiction that u|H does not posses any of the previous
features.
Let x0 be the closest point to the circle Γ in B` such that u(x0) = MB` (see, e.g., Figure 7(a)). Denote,
also, by G the subgraph of G` obtained by removing the circle Γ and the segment that joins x0 and the
vertex v′ given by the intersection between Γ and B`. Then, let
A :={x ∈ G : u(x) > MH}
B :={x ∈ G : u(x) ≤MH} .
and let uA, uB be the restrictions of u to A and B, respectively. Note that A and B do not need to be
connected sets, but the images of uA and uB are nevertheless both connected.
By Lemma 4.4 MH < MB` = maxx∈A u(x), and hence A ⊂ B` and x0 + |A| ≤ `. Therefore, letting u∗A be
the decreasing rearrangement of uA on [0, |A|] (see, e.g., Figure 7(b)), we get u∗A(0) = MB` , u∗A(|A|) = MH
and ‖(u∗A)′‖L2(0,|A|) ≤ ‖u′A‖L2(A). On the other hand, since MH = maxx∈B u(x), it follows that #{x ∈ B :
u(x) = t} ≥ 2 for almost every value t ∈ (0,MH], and rearranging symmetrically uB on R (see again Figure
7(b)) we get ûB(0) = MH and ‖û′B‖L2(R) ≤ ‖u′B‖L2(B). In addition, one can see that if u|H does not attain
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MB`
MH
x0
MH
A B
(a) the function u on G`
0 |A|
MB`
MH
MH
0− `−x0−|A|
2
`−x0−|A|
2
(b) the decreasing rearrangement of uA on
[0, |A|] and the symmetric rearrangement of
uB on R
MB`
MH
x0
x0 + |A|
(c) the function u˜ on G`
Figure 7. the steps of the construction of u˜ starting from u as in the proof of Lemma 4.5.
MH at v or is non-monotone either on H1 or on H2, then there exists a subregion of B with positive measure
such that all the values attained there by u|B are actually realized at least three times each, leading to
‖û′B‖L2(R) < ‖u′B‖L2(B) (46)
Then, we can use u∗A, ûB in order to construct a new function u˜ ∈ H1(G`) (see, e.g., Figure 7(c)). First,
on G`/G, set u˜ ≡ u, and on B`∩ [x0, x0 + |A|], set u˜(x) = u∗A(x−x0). In addition, consider the restriction of
ûB to the interval
[− `−x0−|A|2 , `−x0−|A|2 ] (see again Figure 7(b)), rearrange it decreasingly on [0, `−x0−|A|],
denoting by û∗B such a rearrangement, and then set u˜(x) = û
∗
B(x− x0 − |A|) on B`\[0, x0 + |A|] (assuming
that on B` the vertex v′ is represented by x = 0). Finally, define u˜ on H as the restriction of ûB to
R/
[− `−x0−|A|2 , `−x0−|A|2 ], glued together at 0.
As a consequence, we have
‖u˜‖2,G` = ‖u‖2,G`
‖u˜′‖2,G` < ‖u′‖2,G`
‖u˜‖6,K` ≥ ‖u‖6,K` ,
the strict inequality being given by (46), and thus
CK` = Q(u) < Q(u˜) ≤ CK` ,
i.e. a contradiction. Hence, u|H has a maximum at v and is non-increasing both on H1 and on H2.
Moreover, if uH is non-symmetric with respect to v, then a symmetric rearrangement on H would provide
a better competitor (it is well known, indeed, that on the real line a symmetric rearrangement of a non-
symmetric function has a strictly smaller kinetic energy), serving again a contradiction. 
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Remark 4.3. Note that neither Lemma 4.4 nor Lemma 4.5 discusses the existence of optimizers for CK` in
general. They only state some a priori conditions to be satisfied by possible minimizers.
Lemma 4.6. Let G` be the graph depicted in Figure 6. Then, for every 0 < `1 ≤ `2, it is true that
CK`1 ≤ CK`2 .
Proof. If CK`1 = CR, then the claim is trivial by (20). Let thus CK`1 > CR. In view of Proposition 3.3, there
exists u ∈ H1(G`1) such that Q(u) = CK(G`1), and, by Lemma 4.5, it is symmetric on H and non-increasing
both on H1 and on H2.
Setting Λ := `2−`1, let I ⊂ H be a symmetric interval of measure |I| = Λ centered at v, u|I the restriction
of u to I and u∗|I its decreasing rearrangement of [0,Λ]. Subsequently, consider the function v ∈ H1(G`2)
defined by
v(x) :=

u(x) if x ∈ Γ ∪ (B`2 ∩ [0, `1])
u∗|I(x− `1) if x ∈ B`2 ∩ [`1, `2]
u(|x|+ Λ/2) if x ∈ H.
As a consequence
‖v‖2,G`2 = ‖u‖2,G`1 , ‖v′‖2,G`2 < ‖u‖2,G`1 and ‖v‖6,K`2 > ‖u‖6,K`1 .
yielding
CK`1 = Q(u) < Q(v) ≤ CK`2 .

Now, we can prove the existence of a sequence of graphs whose optimal constants converge to CR.
Proposition 4.7. Let G` be the graph depicted in Figure 6. Then, the following asymptotics holds:
CK` −→ CR as `→ 0.
Proof. If CK` = CR, for some ` > 0, then the statement follows by Lemma 4.6. Assume, then, CK` > CR,
for every ` > 0. By Proposition 3.3, there exists a sequence {v`}`>0 such that v` ∈ H1(G`), v` > 0 and
Q(v`) = CK(G`). Also, by homogeneity of Q, we can set ‖v`‖22,G` = µK` , so that
‖v`‖66,K`
‖v′`‖22,G`
= 3 ∀` > 0 . (47)
Combining (47) with the modified Gagliardo-Nirenberg inequality (16) leads to
3 =
‖v`‖66,K`
‖v′`‖22,G`
≤ ‖v`‖
6
6,G`
‖v′`‖22,G`
≤
3
(
µK`
µR
)2
‖v′`‖22,G` + C
√
µR
‖v′`‖22,G`
= 3
(
µK`
µR
)2
+
C
√
µR
‖v′`‖22,G`
and, rearranging terms, we get
3
(
1− µ
2
K`
µ2R
)
‖v′`‖22,G` ≤ C
√
µR . (48)
As a consequence, if lim sup`→0 ‖v′`‖2,G` =∞, then (48) immediately implies µK` → µR, that is CK` → CR.
On the other hand, assume that ‖v′`‖2,G` is bounded. Define a new graph G˜` with compact core K˜` as
follows: for every ` > 0, replace the cut edge B` of G` with two edges, say B1` ,B2` , joining the same vertices,
each of length 2`. Furthermore, let v˜` be the function in H1(G˜`) defined by
v˜`(x) :=
v`(x) if x /∈ B
1
` ∪ B2`
v`(
x
2 ) if x ∈ Bi`, i = 1, 2 .
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Now,
‖v˜`‖pp,K˜` =
∫
Γ`
|v˜`|p dx+
2∑
i=1
∫
Bi`
|v˜`|p dx =
∫
Γ`
|v`|p dx+ 2
∫ 2`
0
|v˜`(x)|p dx
=
∫
Γ`
|v`|p dx+ 2
∫ 2`
0
|v`(x/2)|p dx = ‖v`‖pp,K` + 3
∫
B`
|v`|p dx ,
(49)
and
‖v˜′`‖22,G˜` =
∫
G˜`\B1`∪B2`
|v˜′`|2 dx+
2∑
i=1
∫
Bi`
|v˜′`|2 dx =
∫
G`\B`
|v′`|2 dx+ 2
∫ 2`
0
|v˜′`(x)|2 dx
=
∫
G`\B`
|v′`|2 dx+
1
2
∫ 2`
0
|v′`(x/2)|2 dx = ‖v′`‖22,G` .
(50)
Since by construction G˜` admits a cycle-covering, then CK˜` = CR by Proposition 3.3, which, combined with
(49) and (50), entails that
CR ≥ Q(v˜`) =
‖v`‖66,G` + 3
∫
B` |v`|6 dx(
‖v`‖22,G` + 3
∫
B` |v`|2 dx
)2
‖v′`‖22,G`
. (51)
In addition, given that ‖v′`‖2,G` is bounded by assumption, (15) and (10) ensure that
‖v`‖∞,G` ≤
√
2‖v`‖1/22,G`‖v′`‖
1/2
2,G` ≤ C , ∀` > 0,
so that, as `→ 0, ∫
B`
|v`|6 dx ≤ ‖v`‖6∞,G``→ 0∫
B`
|v`|2 dx ≤ ‖v`‖2∞,G``→ 0 .
Hence, passing to the limit in (51),
CR ≥ lim sup
`→0
‖v`‖66,K`
‖v`‖42,G`‖v′`‖22,G`
= lim sup
`→0
CK` ≥ lim inf
`→0
CK` ≥ CR
thus concluding the proof. 
Remark 4.4. Proposition 4.7 clearly holds as well replacing the circle Γ with a generic compact graph
admitting a cycle-covering.
Proof of Theorem 1.3. Given ε > 0, the existence of G1ε and G2ε is a direct consequence of Propositions 4.3
and 4.7. 
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