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THE CHARACTER OF THE WEIL REPRESENTATION
TERUJI THOMAS
Abstract
Let V be a symplectic vector space over a finite or local field. We compute the character of the
Weil representation of the metaplectic group Mp(V ). The final formulas are overtly free of choices
(e.g. they do not involve the usual choice of a Lagrangian subspace of V ). Along the way, in results
similar to those of K. Maktouf, we relate the character to the Weil index of a certain quadratic
form, which may be understood as a Maslov index. This relation also expresses the character as
the pullback of a certain simple function from Mp(V ⊕ V ).
1. Introduction
Let F be a field of characteristic not 2: it may be the real numbers R, the complex
numbers C, a non-archimedean local field, or a finite field. Fix a non-trivial additive
character ψ : F → C×. Let V be a vector space over F with symplectic form 〈− ,−〉.
The symplectic group Sp(V ) has a well known projective representation ρ, de-
pending on ψ, called the ‘Weil representation’ after A. Weil’s seminal paper [13].
When F is finite or complex, ρ can be realized as a true representation of Sp(V ),
and in the other cases as a true representation of a two-fold cover Mp(V ) of Sp(V ).
In this article we compute the characters Tr ρ of these representations.
The standard constructions of ρ involve a choice: for example, that of a Lagran-
gian subspace ℓ ⊂ V . Our goal, more precisely, is to present formulas for Tr ρ
completely free of such choices.
1.1. Formulation of the Main Results.
1.1.1. First suppose F is finite of cardinality |F |, so Tr ρ is a function on Sp(V ).
Given g ∈ Sp(V ), the endomorphism (g − 1) ∈ End(V ) plays a key role in the
formula for Tr ρ(g) (cf. [3] §2.1 and [4] p. 294). Let us denote by σg the induced
isomorphism
σg : V/ ker(g − 1) ∼−→ (g − 1)V.
It is easy to check that v ⊗w 7→ 〈σgv, w〉 defines a nondegenerate bilinear form on
V/ ker(g − 1). Let detσg ∈ F×/(F×)2 be its discriminant (see §4.2.1); if (g − 1) is
invertible then detσg is just the usual determinant det(g − 1) mod (F×)2.
The second ingredient we need is the ‘Weil index,’ a character γ of the Witt group
W (F ) of quadratic forms over F (see §3 and [13], [10]). If a ∈ F× then denote by
γ(a) the value of γ on the one-dimensional quadratic form x 7→ ax2. In this finite
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field case,
γ(a) = |F |−1/2
∑
x∈F
ψ(12ax
2).
It depends only on a mod (F×)2.
Theorem 1A. If F is a finite field, then
Tr ρ(g) = |F | 12 dimker(g−1)γ(1)dimV−dimker(g−1)−1γ(detσg).
Remark 1.1. Restricted to the case where ker(g−1) = 0, an equivalent formula
has been independently obtained by S. Gurevich and R. Hadani [3], as a corollary
to their algebraic-geometric approach to the Weil representation over a finite field.
Remark 1.2. R. Howe [4] understood many aspects of Theorem 1A without,
apparently, finding a closed formula. For example, one can determine the absolute
value of Tr ρ(g) from the fact that ρ⊗ ρ∗ is the natural action of Sp(V ) on L2(V ).
Remark 1.3. The values of γ depend on ψ. For a ∈ F×, γ(a) is calculated for
standard choices of ψ in the appendix of [10]. It is well known that, in this finite field
case, χ : a 7→ γ(−1)γ(a) is the unique non-trivial character of F×/(F×)2 ∼= Z/2Z
(see e.g. [2], Exercise 4.1.14), and consequently γ(a)γ(b) = γ(1)γ(ab). With this in
mind one can re-write Theorem 1A in various ways, for example as
Tr ρ(g) = |F | 12 dim ker(g−1)γ(1)dimV−dim ker(g−1)χ(detσg).
In §2 we consider in detail what happens when dim V = 2.
1.1.2. Now suppose F = C is the field of complex numbers. Then Tr ρ is defined
as a generalized function on Sp(V ) (see §12.2.1). It is known by the work of Harish
Chandra to be (represented by) a locally integrable function, smooth (i.e. C∞) on
the open set of regular semisimple elements. Let
Sp(V )′′ := {g ∈ Sp(V ) | det(g − 1) 6= 0}. (1.1)
In [9], p. 293, it is shown that Sp(V )′′ contains the regular semisimple elements,
but it obviously contains much more.
Theorem 1B. If F = C then Tr ρ is smooth on Sp(V )′′, and indeed
Tr ρ(g) = |det(g − 1)|−1 .
This statement appears as Theorem 1 in part II of [12]. Perhaps it is worth
remarking that γ ≡ 1 when F = C.
1.1.3. Finally, suppose F is the field of real numbers or else a non-archimedean
local field. Now ρ is a representation not of Sp(V ) but of a double cover Mp(V ). A
standard construction of Mp(V ) is recalled in §5. Let π : Mp(V ) → Sp(V ) be the
projection and
Mp(V )′′ := π−1(Sp(V )′′) = {g˜ ∈ Mp(V ) | det(π(g˜)− 1) 6= 0}. (1.2)
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The character Tr ρ is a generalized function on Mp(V ), again known to be
represented by a locally integrable function, smooth on the set of regular semisimple
elements. Here g˜ ∈ Mp(V ) is said to be regular semisimple if π(g˜) itself is; ‘smooth’
means ‘C∞’ in the real and ‘locally constant’ in the non-archimedean cases.
If 1˜ ∈ Mp(V ) is the non-identity element over 1 ∈ Sp(V ), then ρ(1˜) = −1. Thus,
given g˜ ∈ Mp(V ), Tr ρ(g˜) is determined up to sign by g := π(g˜) ∈ Sp(V ).
Theorem 1C. If F is real or non-archimedean, then Tr ρ is smooth onMp(V )′′,
and given up to sign by
Tr ρ(g˜) = ±γ(1)
dimV−1γ(det(g − 1))
|det (g − 1)|1/2
.
Remark 1.4. Various aspects of Tr ρ were previously understood, including
some formulas (see e.g. [1], [4], [9], [12], as well as Remark 1.2 and §1.2.4). What
seems to be new in Theorem 1C is that it is overtly independent of choices, as
explained at the beginning of this article. The right-hand side is also easy to
compute using the values of γ from [10].
1.2. The Character (Without Sign Ambiguity) via the Maslov Index.
In Theorem 2, stated in this section and proved beginning in §8, we express Tr ρ
in terms of the Maslov index τ (see §4 and [7],[11]). Alternatively, as we explain
in §1.3, Theorem 2 can be understood to describe Tr ρ as the pullback of a simple
function from a larger metaplectic group. Either way, this computes Tr ρ with no
sign ambiguity, in contrast to Theorem 1C; but to get a number, one must choose
a Lagrangian subspace of V .
We deduce Theorem 1 from Theorem 2 in §7.
1.2.1. To give a uniform approach, define Mp(V ), when F is complex or finite,
as the trivial extension of Sp(V ) by Z/2Z. In general, we we will use the following
description of Mp(V ) taken from [7],[9],[10].
Let Gr(V ) be the set of Lagrangian subspaces in V . An element of Mp(V ) is
a pair (g, t) with g ∈ Sp(V ) and t a function t : Gr(V ) → C× satisfying certain
conditions (we will recall more details in §5).
Remark 1.5. This description makes sense over any of our fields. When F = C
the splitting of Mp(V )→ Sp(V ) is given by g 7→ (g, 1). However, when F is finite,
the splitting is more complicated (see Proposition 5.2).
1.2.2. Fix ℓ ∈ Gr(V ). Let V be V equipped with minus the given symplectic
form. Let Γg be the graph of g : V → V , so Γ1 is the diagonal in V ⊕ V . Then Γg,
Γ1, and ℓ⊕ ℓ are all Lagrangian subspaces of V ⊕ V . For (g, t) ∈ Mp(V ) set
Θℓ(g, t) := t(ℓ) · γ(τ(Γg,Γ1, ℓ⊕ ℓ)) (1.3)
where τ is the Maslov index. In §6 we prove
Proposition 1.1. Θℓ is independent of ℓ and locally constant on Mp(V )
′′.
Mp(V )′′ was defined by formula (1.2).
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Remark 1.6. Neither factor in the definition (1.3) of Θℓ is itself continuous on
Mp(V )′′, and both depend on the choice of ℓ. A more canonical description of Θℓ
is given in §1.3.
Theorem 2A. Suppose F is infinite. Then
Tr ρ(g, t) = ‖det(g − 1)‖−1/2 ·Θℓ(g, t)
where ‖ · ‖ denotes the usual norm when F is real or archimedean, and the square
of the usual norm when F = C.
Remark 1.7. If F = C then γ ≡ 1 so Θℓ(g, 1) = 1. Thus Theorem 1B already
follows from Theorem 2A and Remark 1.5.
Theorem 2B. Suppose F is finite. Then
Tr ρ(g, t) = |F |
1
2 dim ker(g−1) ·Θℓ(g, t).
1.2.3. An Explicit Quadratic Form. In §10 we describe a canonical quadratic
space (S′g,ℓ, q
′
g,ℓ) representing the Maslov index τ(Γg ,Γ1, ℓ⊕ℓ) that appears in (1.3).
For g ∈ Sp(V )′′ the answer is particularly simple (and this is the only case needed
for Theorem 2A):
For any fixed ℓ ∈ Gr(V ) and any g ∈ Sp(V )′′ define
q′g,ℓ(a, b) =
〈
a, (g − 1)−1b〉
for all a, b ∈ ℓ. Then q′g,ℓ is a symmetric bilinear form on ℓ, and S′g,ℓ is defined to be
the quotient of ℓ on which q′g,ℓ is nondegenerate. (The symmetry of q
′
g,ℓ is explained
in Proposition 10.1.)
1.2.4. Relation to the Work of Maktouf. K. Maktouf [9] proved a theorem in
the p-adic case very similar to Theorem 2A. As explained in §10.5, our formulas are
identical when g is semisimple and ℓ is appropriately chosen—in general, Maktouf’s
version of Θℓ (denoted Φ in [9]), and even ℓ itself, is constructed from the semisimple
part of g. Since the semisimple elements are dense in Mp(V ), one can deduce the
p-adic Theorem 2A from the main theorem in [9] and Proposition 1.1. However,
our proof is different and in some sense more direct.
1.3. The Character as the Pullback of a Function from Mp(V ⊕ V ).
We use the notation of §1.2.1–§1.2.2. Let f be the embedding f : Sp(V ) →
Sp(V ⊕ V ) defined by f(g) = (1, g). There is a unique† homomorphic embedding
f˜ : Mp(V )→ Mp(V⊕V ) covering f , described explicitly in §6. Consider the function
evΓ1 on Mp(V ⊕ V ) defined by (g′, t′) 7→ t′(Γ1).
Proposition 1.2. Θℓ(g, t) = evΓ1 ◦ f˜ .
Along with Theorem 2, this gives another description of Tr ρ. The proof of
Proposition 1.2 is given in §6, where we use it to deduce Proposition 1.1.
†Unless |F | = 3 and dimV = 2, when Mp(V ) has automorphisms over Sp(V )—see Remark 5.1.
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2. Example: SL2 over a Finite Field
Suppose F is a finite field (but the infinite case is similar); let V = F 2 with basis
{e1, e2} such that 〈e1, e2〉 = 1. Then Sp(V ) = SL2(F ). Suppose g =
(
a b
c d
)
, with
ad − bc = 1. Then det(g − 1) = 2 − a − d. With similar calculations, and using
Theorem 1A and Remark 1.3, one finds:
(i) If a+ d 6= 2 then Tr ρ(g) = γ(1)2χ(2− a− d) = χ(a+ d− 2).
(ii) If a+ d = 2, b 6= 0, then detσg = b mod (F×)2, Tr ρ(g) = |F |1/2γ(1)χ(b).
(iii) If a+ d = 2, c 6= 0, then detσg = −c mod (F×)2, Tr ρ(g) = |F |1/2γ(1)χ(−c).
(iv) If a+ d = 2, b = c = 0, then g = 1, detσg = 1 mod (F
×)2, Tr ρ(g) = |F |.
Let us test these formulas on some standard elements of Sp(V ). The results may
be verified using explicit formulas for ρ, like those in [2], Exercises 4.1.13–4.1.14.
(a) Tr ρ
(
a b
0 1/a
)
= χ(a) if a 6= 1 (note that a+ a−1 − 2 ≡ a mod (F×)2).
(b) Tr ρ ( 1 b0 1 ) = |F |1/2γ(1)χ(b) if b 6= 0.
(c) Tr ρ
(
0 1
−1 0
)
= χ(−2). In case |F | = p prime, Quadratic Reciprocity implies
that χ(−2) = 1 if p ≡ 1, 3 mod 8, and χ(−2) = −1 if p ≡ 5, 7 mod 8.
3. Recollections I: Weil Index
We call a quadratic space a vector space equipped with a nondegenerate symmet-
ric bilinear form. Let W (F ) be the Witt group (or ring, but we are only interested
in the additive structure) of quadratic spaces over F (see [6]).
3.1. Definition and Properties.
The next proposition/definition is due to Weil [13] (see also [7] p. 111). If (A, q) is
a quadratic space, we write fq for the function x 7→ ψ(12q(x, x)) on A; dq is the self-
dual measure on A, so that the Fourier transform (fq dq)
∧ is a generalized function
on A∗; and q∗ is the dual quadratic form on A∗. That is, q∗(x, y) :=
〈
x,Φ−1(y)
〉
where Φ: A→ A∗ is the isomorphism a 7→ q(a,−).
Proposition 3.1. There exists a number γ(q) such that
(fq dq)
∧ = γ(q) · f−q∗ (3.1)
as generalized functions on A∗. Moreover, (A, q) 7→ γ(q) is a (unitary) character
W (F )→ C×. If a ∈ F× then denote by γ(a) the value of γ on the one-dimensional
quadratic form x 7→ ax2. Then:
(i) For a ∈ F×, γ(a) depends only on a mod (F×)2.
(ii) γ(a)γ(b) = ±γ(1)γ(ab) for all a, b ∈ F×, with a plus if F is finite or complex.
(iii) For a quadratic space (A, q), γ(q) = ±γ(1)dimA−1γ(det q), with a plus when
F is finite or complex; here det q is the discriminant of q.
To be precise, in (ii) the sign is the Hilbert symbol (a, b): (a, b) = 1 if a is a norm
from F [
√
b], and (a, b) = −1 otherwise. In (iii) the sign is the Hasse invariant of q.
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3.2. Integral Formulas.
First suppose F is finite. We allow here the case when q may be degenerate on
A. Then to define γ(q) one should consider q as a nondegenerate form on A/ ker q.
Proposition 3.2. Let q be a possibly degenerate quadratic form on A. Then
γ(q) = |F |− 12 (dimA/ ker q)−dim ker q
∑
x∈A
ψ(12q(x, x)).
Proof. If ker q = 0 then the right side is just (fq dq)
∧, evaluated at 0. In general,
use that fq is constant along the cosets of ker q in A.
3.2.1. Now we treat F infinite. Let h be a Schwartz function on A such that
h(0) = 1 and such that the Fourier transform h∧ is a positive measure. For s ∈ F
set hs = h(sx); then the Fourier transform h
∧
s approaches a delta-measure as s→ 0.
Proposition 3.3. Suppose F is infinite and q nondegenerate. For h as above,
γ(q) = lim
s→0
∫
x∈A
hs(x) · ψ(12q(x, x)) dq.
Proof. Certainly
∫
x∈A
hs(x) · ψ(12q(x, x)) dq =
∫
x∈A∗
h∧s (x) · (fq dq)∧(x). Now
apply (3.1) and take the limit s→ 0.
4. Recollections II: Maslov Index
Let U be a symplectic vector space (in our applications, U = V or U = V ⊕ V ).
4.1. Basic Properties.
For any n > 0, the Maslov index is a function
τ : Gr(U)n →W (F ),
invariant under the diagonal action of Sp(U) on Gr(U)n. We recall the following
properties (for which see [11], [5]):
(i) Dihedral symmetry:
τ(ℓ1, . . . , ℓn) = −τ(ℓn, . . . , ℓ1) = τ(ℓn, ℓ1, . . . , ℓn−1).
(ii) Chain condition: For any j, 1 < j < n,
τ(ℓ1, ℓ2, . . . , ℓj) + τ(ℓ1, ℓj , . . . , ℓn) = τ(ℓ1, ℓ2, . . . , ℓn).
(iii) Additivity: If U,U ′ are symplectic spaces, ℓ1, . . . , ℓn ∈ Gr(U), ℓ′1, . . . , ℓ′n ∈
Gr(U ′), so that ℓi ⊕ ℓ′i ∈ Gr(U ⊕ U ′), we have
τ(ℓ1 ⊕ ℓ′1, . . . , ℓn ⊕ ℓ′n) = τ(ℓ1, . . . , ℓn) + τ(ℓ′1, . . . , ℓ′n).
4.2. Rank and Discriminant.
In [11] we constructed a canonical quadratic space representing τ(ℓ1, . . . , ℓn). We
now will give formulas for the rank (stated in [11]) and the discriminant (essentially
found in [10]). For the latter we need the notion of an oriented Lagrangian.
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4.2.1. Orientations and Discriminants. An oriented vector space is a pair (A, o)
where A is a vector space and o is an element of detA, consided up to multiplication
by (F×)2. Write o(A) for the set of all orientations on A.
(i) For any subspace B ⊂ A, the wedge product gives a natural map
∧ : o(B)×F× o(A/B)→ o(A).
(ii) For any perfect pairing β : A⊗A′ → F , there is also a pairing
β : o(A)×F× o(A′)→ F×/(F×)2.
Namely, if {e1, . . . , em} is a basis for A and {e∗1, . . . , e∗m} is the dual basis for A′,
then β(e1 ∧ · · · ∧ em, e∗1 ∧ · · · ∧ e∗m) = 1.
Definition. In case A = A′, the number β(o, o) ∈ F×/(F×)2 is independent
of the orientation o on A, and is called the discriminant of β. (If A = 0, then the
discriminant is defined to be 1.)
4.2.2. Suppose (ℓ1, o1) and (ℓ2, o2) are Lagrangians with orientations. Choose
any orientation o of ℓ1 ∩ ℓ2. For i = 1, 2 there is a unique orientation o¯i of ℓi/ℓ1∩ ℓ2
such that o ∧ o¯i = oi. The symplectic form induces a perfect pairing (ℓ1/ℓ1 ∩ ℓ2)⊗
(ℓ2/ℓ1 ∩ ℓ2)→ F . Set
Oℓ1,ℓ2 := 〈o¯1, o¯2〉 .
It is independent of o but obviously depends on o1, o2.
4.2.3. From [11] in conjunction with the calculations in [10] §1.6.1, we obtain
Proposition 4.1. The Maslov index τ(ℓ1, . . . , ℓn) can be represented by a
canonically defined quadratic space (T, q) with dimension
dimT =
n− 2
2
dimV −
∑
i∈Z/nZ
dim(ℓi ∩ ℓi+1) + 2 dim
⋂
i∈Z/nZ
ℓi
and discriminant
det q = (−1)12 dimV+dim
T
i∈Z/nZ ℓi
∏
i∈Z/nZ
Oℓi,ℓi+1
for arbitrarily chosen orientations on ℓ1, . . . , ℓn.
4.3. Weil Index.
Fix an arbitrary orientation on each ℓi. Define
m(ℓi, ℓi+1) := γ(1)
1
2 dimV−dim ℓi∩ℓi+1−1γ(Oℓi,ℓi+1). (4.1)
Applying Propositions 4.1 and 3.1, one deduces as in [10]
Corollary 4.2. γ(τ(ℓ1, . . . , ℓn)) = ±
∏
i∈Z/nZm(ℓi, ℓi+1), with a plus when F
is finite or complex.
Remark 4.1. On the right side of Corollary 4.2, the factors m(ℓi, ℓi+1) depend
on the orientations on ℓi, ℓi+1, but the overall product does not.
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Remark 4.2. Regarding the compatibility of Corollary 4.2 with §4.1(i,ii,iii) and
the symplectic invariance of τ , one can easily check
m(gℓi, gℓi+1) = m(ℓi, ℓi+1) = ±m(ℓi+1, ℓi)−1
m(ℓi ⊕ ℓ′i, ℓi+1 ⊕ ℓ′i+1) = ±m(ℓi, ℓi+1) ·m(ℓ′i, ℓ′i+1)
(4.2)
with plusses as usual if F is finite or complex.
5. Recollections III: Metaplectic Group
In this section we recall the explicit model of the metaplectic group developed in
[10],[7]. Again let U be a symplectic vector space; in practice U = V or U = V ⊕V .
5.1. The Maslov Cocycle.
Fix ℓ ∈ Gr(U). The properties of the Maslov index recalled in §4.1(i,ii) imply
that the function
(g, h) 7→ cg,h(ℓ) := γ(τ(ℓ, gℓ, ghℓ)) (5.1)
is a 2-cocycle on Sp(U) with values in C×. Corollary 4.2 implies that one can change
this cocycle by a coboundary to take values in {±1} ⊂ C×. The metaplectic group
Mp(U) is defined to be the corresponding central extension of Sp(U) by {±1}. Let
us now make this construction explicit.
5.2. Definition of the Metaplectic Group.
Observe that, in the notation of (4.1),
mg(ℓ) := m(gℓ, ℓ) = γ(1)
1
2 dimU−dim gℓ∩ℓ−1γ(Ogℓ,ℓ) (5.2)
is independent of the choice of orientation on ℓ, if we give gℓ the same orientation
transported by g.
Definition. The metaplectic groupMp(U) consists of pairs of the form (g,±tg)
with g ∈ Sp(U) and tg : Gr(U)→ C any function satisfying the following conditions:
(i) tg(ℓ)
2 = mg(ℓ)
2 and
(ii) tg(ℓ
′) = γ(τ(ℓ, gℓ, gℓ′, ℓ′)) · tg(ℓ) for any ℓ, ℓ′ ∈ Gr(U).
Multiplication in Mp(U) is given by
(g, s) · (h, t) = (gh, stcg,h) (5.3)
where cg,h is defined by (5.1).
This particular form of the construction appears in [8] and apparently goes back
to M. Duflo.
5.3. Properties.
Proposition 5.1. Mp(U) is a two-fold cover of Sp(U), i.e. there are exactly
two functions tg : Gr(U) → C satisfying conditions (i) and (ii). In case F is finite
or complex, we may take tg = ±mg.
Proof. There are clearly zero or two such functions. To show they do exist, one
has to verify the following two facts for all ℓ, ℓ′, ℓ′′ ∈ Gr(U).
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(a) mg(ℓ
′) = ±γ(τ(ℓ, gℓ, gℓ′, ℓ′)) ·mg(ℓ) with a plus if F is finite or complex.
(b) τ(ℓ, gℓ, gℓ′, ℓ′) + τ(ℓ′, gℓ′, gℓ′′, ℓ′′) = τ(ℓ, gℓ, gℓ′′, ℓ′′).
Use Corollary 4.2 and property (4.2) to prove (a). As for (b), §4.1(i,ii) imply
τ(ℓ, gℓ, gℓ′, ℓ′) + τ(ℓ′, gℓ′, gℓ′′, ℓ′′) = τ(ℓ, gℓ, gℓ′′, ℓ′′) + τ(gℓ, gℓ′, gℓ′′) + τ(ℓ, ℓ′′, ℓ′).
But the last two terms cancel by §4.1(i) and the symplectic invariance of τ .
Proposition 5.2. If F is finite or complex then g 7→ (g,mg) is a group
homomorphism splitting the projection Mp(U) → Sp(U). If F is complex then
mg ≡ 1.
Proof. For the first statement we must check that mgmhcgh = mgh. This is
immediate from (5.1), (4.2), and Corollary 4.2. The second statement is obvious
since γ ≡ 1 when F = C.
Remark 5.1. The splitting of Proposition 5.2 is known to be unique except
when |F | = 3 and dimU = 2.
Proposition 5.3. The topology on Mp(U) is determined by the fact that
π : Mp(U) → Sp(U) is a local homeomorphism, and by the following property.
For each ℓ ∈ Gr(U) and n ≥ 0, set Nℓ,n := {g ∈ Sp(U) | dim ℓ ∩ gℓ = n}. Then the
function evℓ : (g, t) 7→ t(ℓ) is locally constant over each Nℓ,n.
Proof. That the property holds is implicit in [7], §1.9.11. To determine the
topology on the group, it suffices to specify a neighbourhood N of a single point
(g, t) such that π is injective on N . We can choose g to lie in the open set Nℓ,0, and
take N = {(h, s) |h ∈ Nℓ,0, evℓ(h, s) = evℓ(g, t)}.
6. Proof of Propositions 1.1 and 1.2
We use the notation of §1.3. To define f˜ explicitly, write f˜(g, t) = ((1, g), fg(t)),
where fg(t) : Gr(V ⊕ V )→ C is determined by §5.2(ii) and the condition
fg(t)(ℓ ⊕ ℓ) := t(ℓ)
for any fixed ℓ ∈ Gr(V ).
Lemma 6.1. The map f˜ is a homomorphic embedding and is independent of ℓ.
Proof of Lemma 6.1. According to §5.2(ii), f˜ is independent of ℓ as long as
τ(ℓ ⊕ ℓ, ℓ⊕ gℓ, ℓ′ ⊕ gℓ′, ℓ′ ⊕ ℓ′) = τ(ℓ, gℓ, gℓ′, ℓ′),
which holds by §4.1(iii) and the fact that τ(ℓ, ℓ, ℓ′, ℓ′) = 0. Indeed, τ(ℓ, ℓ, ℓ′, ℓ′) is
represented by a quadratic space of dimension zero, by Proposition 4.1.
According to (5.3), f˜ is a homomorphism if c(1,g),(1,h)(ℓ⊕ ℓ) = cg,h(ℓ), that is, if
τ(ℓ ⊕ ℓ, ℓ⊕ gℓ, ℓ⊕ ghℓ) = τ(ℓ, gℓ, ghℓ).
This again follows from §4.1(iii) and Proposition 4.1.
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Finally, f˜ is obviously injective. To show it is continuous, it is enough to notice
that for every ℓ ∈ Gr(V ) and every n ≥ 0, f maps Nℓ,n into Nℓ⊕ℓ,n+dim ℓ; as a
result, the subspace topology on Mp(V ) ⊂ Mp(V ⊕ V ) satisfies Proposition 5.3.
Proof of Proposition 1.2. We have
evΓ1 ◦ f˜ := fg(t)(Γ1) = fg(t)(ℓ ⊕ ℓ) · γ(τ(ℓ⊕ ℓ, ℓ⊕ gℓ,Γg,Γ1))
by §5.2(ii). Since fg(t)(ℓ ⊕ ℓ) = t(ℓ), it remains only to check
τ(Γg ,Γ1, ℓ⊕ ℓ) = τ(ℓ ⊕ ℓ, ℓ⊕ gℓ,Γg,Γ1). (6.1)
By §4.1(i,ii) the difference between the two sides is τ(Γg, ℓ⊕ ℓ, ℓ⊕gℓ). This vanishes
by Proposition 4.1: it is represented by a quadratic space of dimension zero.
Proof of Proposition 1.1. We note that fg(t)(Γ1) is independent of ℓ. Moreover,
by Proposition 5.3, (g′, t′) 7→ t′(Γ1) is locally constant for g′ in the open set NΓ1,0.
Therefore (g, t) 7→ fg(t)(Γ1) is locally constant for (1, g) ∈ NΓ1,0, or, equivalently,
for g ∈ Sp(V )′′.
7. Deduction of Theorem 1 from Theorem 2
To deduce Theorem 1 from Theorem 2, we have to check
Θℓ(g, t)
?
= ±γ(1)dimV−dimker(g−1)−1γ(detσg) (7.1)
with a plus when F is finite or complex and we use the splitting of Proposition 5.2.
According to Proposition 1.2, Θℓ(g, t) = fg(t)(Γ1); but, by §5.2(i), we have
fg(t)(Γ1) = ±m(1,g)(Γ1) = ±m(Γg,Γ1), with plusses when F is finite or complex.
Here we must choose the orientations on Γ1 and Γg to be related by the isomorphism
(1, g). By definition (4.1) of m(Γg,Γ1), it remains to prove
Lemma 7.1. With orientations chosen as above, OΓg ,Γ1 = detσg mod (F
×)2.
Proof. Consider the isomorphisms Γg ∼= V ∼= Γ1 defined by (x, gx) 7→ x 7→
(x, x). The hypothesis is just that the orientations of Γg and Γ1 correspond to the
same orientation of V . These same isomorphisms induce
Γg/Γg ∩ Γ1 ∼= V/ ker(g − 1) ∼= Γ1/Γg ∩ Γ1.
The symplectic pairing (Γg/Γg ∩ Γ1)⊗ (Γ1/Γg ∩ Γ1)→ F , used to define OΓg ,Γ1 in
§4.2.2, induces the pairing x⊗ y 7→ 〈σg(y), x〉 on V/ ker(g − 1)⊗ V/ ker(g− 1). But
detσg is by its definition in §1.1.1 the discriminant of this bilinear form.
Remark 7.1. The proof above is closely related to the following proposition,
which is an adaptation of Proposition 4.1.
Proposition 7.2. There is a quadratic space (T, q) representing τ(Γg,Γ1, ℓ⊕ℓ)
with rank
dimT = 12 dim V − dimker(g − 1)− dim gℓ ∩ ℓ+ 2dim ℓ ∩ ker(g − 1)
and discriminant
det q = (−1)dim ℓ∩(g−1)ℓOgℓ,ℓ detσg.
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Formula (7.1) then follows, alternatively, from Proposition 3.1(iii).
8. Overview of the Proof of Theorem 2
The idea used to prove Theorem 2 is to represent the operator ρ(g, t) by an
integral kernel and then to compute the trace as the integral along the diagonal
(this works quite literally over a finite field).
8.1. Integral Operators.
Recall that for each ℓ ∈ Gr(V ) the representation ρ is realized in a Hilbert space
completing the space of Schwartz sections S(Hℓ) of a certain sheaf (complex line
bundle) Hℓ on V/ℓ. We recall how to define Hℓ in §9.2. Let H∨ℓ be the ‘dual’ sheaf
such that a section of H∨ℓ ⊗Hℓ is a measure on V/ℓ.
We define in §9.3 a generalized section Kℓ1,ℓ2 of H∨ℓ1 ⊠ Hℓ2 on V/ℓ1 × V/ℓ2. In
[11] we proved that the convolution
F21 : S(Hℓ1)→ S(Hℓ2) f 7→ f ∗Kℓ1,ℓ2
is the operator defined in [7], meaning that, for any ℓ1, . . . , ℓn ∈ Gr(V ), we have
F1n ◦ Fn(n−1) ◦ · · · ◦ F21 = γ(−τ(ℓ1, . . . , ℓn)) (8.1)
and we can realize ρ in the following way.
Let αg : V/ℓ× V/ℓ→ V/gℓ× V/ℓ, αg(x, y) = (gx, y). Then
ρ(g, t) : S(Hℓ)→ S(Hℓ) is f 7→ t(ℓ) · f ∗ α∗gKgℓ,ℓ. (8.2)
Remark 8.1. The expression α∗gKgℓ,ℓ should be understood as follows: the
sheaves H∨ℓ1 ⊠Hℓ2 , for varying ℓ1, ℓ2, define a sheaf on
{(ℓ1, ℓ2;w1, w2) | ℓi ∈ Gr(V ), wi ∈ V/ℓi}
with a natural Sp(V ) × Sp(V )-equivariant structure. So α∗gKgℓ,ℓ is a generalized
section of H∨ℓ ⊠Hℓ on V/ℓ × V/ℓ.
8.2. Restriction to the Diagonal.
Now let ∆: V/ℓ→ V/ℓ×V/ℓ be the diagonal, so ∆∗(H∨ℓ ⊠Hℓ) = H∨ℓ ⊗Hℓ is the
sheaf of measures on V/ℓ. Naively, it would follow from (8.2) that
“Tr ρ(g, t) = t(ℓ) ·
∫
V/ℓ
∆∗α∗gKgℓ,ℓ.” (8.3)
This is quite correct when F is finite; let us first consider that case. In doing so, we
identify measures and functions on finite sets, using counting measure as a standard.
8.2.1. We define in §10 (and for any F ) a quadratic space (Sg,ℓ, qg,ℓ) whose class
in W (F ) is τ(Γg,Γ1, ℓ ⊕ ℓ). By definition, Sg,ℓ is a quotient of a certain subspace
Sˆg,ℓ ⊂ V/ℓ (see §10.3.1).
Proposition 8.1. Suppose F is finite. Fix g ∈ Sp(V ). Then ∆∗α∗Kgℓ,ℓ is
supported on Sˆg,ℓ, and, as functions there,
∆∗α∗Kgℓ,ℓ(x) = ψ(
1
2qg,ℓ(x, x)) · |F |−
1
2 dim ℓ/gℓ∩ℓ.
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Theorem 2B now follows almost immediately from (8.3) and Proposition 3.2—the
details, and the proof of Proposition 8.1, are worked out in §11.
8.2.2. Now suppose F is infinite. We henceforth restrict ourselves, as we are
entitled, to g in the dense open set
Sp(V )ℓ := {g ∈ Sp(V )′′ | gℓ ∩ ℓ = 0} (8.4)
with Sp(V )′′ defined by (1.1). From the definition of Kgℓ,ℓ (more precisely, from
formula (9.1)) one knows
Lemma 8.2. The generalized section (g, x, y) 7→ α∗Kgℓ,ℓ(x, y) is smooth when
restricted to Sp(V )ℓ × V/ℓ× V/ℓ.
Thus the restriction ∆∗α∗gKgℓ,ℓ to the diagonal is a well defined and smooth
measure on V/ℓ. Let dqg,ℓ be the self-dual measure on Sg,ℓ. In §12.1 we prove the
following analogue of Proposition 8.1.
Proposition 8.3. Fix g ∈ Sp(V )ℓ. Then Sg,ℓ = V/ℓ, and, as measures on V/ℓ,
∆∗α∗Kgℓ,ℓ(x) = ψ(
1
2qg,ℓ(x, x)) · ‖det(g − 1)‖
−1/2
dqg,ℓ.
Following §8.2.1, we should apply the correct infinite versions of (8.3) and Propo-
sition 3.2. These are given by Lemma 12.2 and Proposition 3.3, and a little analysis
in §12.2 completes the proof of Theorem 2A.
9. Definition of the Sheaf Hℓ and the Convolution Kernel Kℓ1,ℓ2
We must first fix some notation.
9.1. Conventions on Measures and Densities.
For α ∈ R, the space of α-densities on an F -vector space X is defined to be the
one-dimensional R-vector space
ΩRα(X) = {ν : detX → R | ν(λx) = |λ|αν(x), ∀x ∈ detX, λ ∈ F}.
We identify ΩR1 (X) with the space of real invariant measures on X : ν ∈ ΩR1 (X)
corresponds to the invariant measure that assigns to {a1v1+· · ·+akvk | ai ∈ F, |ai| ≤
1} the volume ν(v1 ∧ . . . ∧ vk), for any basis v1, . . . , vk of X .
9.1.1. An isomorphism f : X → Y induces an isomorphism ΩRα(X) → ΩRα(Y ),
such that g ∈ GL(X) acts on ν ∈ ΩRα(X) by g · ν = ‖det g‖−α ν, with ‖·‖ defined in
Theorem 2A.
We can identify ΩRα(X)⊗ΩRβ(X) = ΩRα+β(X) and ΩR−α(X) = ΩRα(X)∗ = ΩRα(X∗) .
If Y ⊂ X then one can identify ΩRα(X) = ΩRα(Y )⊗ ΩRα(X/Y ).
9.1.2. Set Ωα(X) := Ω
R
α(X)⊗R C. Then §9.1.1 works for Ωα as well as for ΩRα.
9.1.3. For ν ∈ ΩR1 (X) a positive measure, define ν1/2 ∈ ΩR1/2(X) by ν1/2(x) :=
|ν(x)|1/2 . Then ν1/2 ⊗ ν1/2 = ν using ΩR1/2(X)⊗ ΩR1/2(X) = ΩR1 (X).
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9.2. Definition of Hℓ.
Let ψ be our fixed additive character. For open U ⊂ V/ℓ let U˜ be its pre-image
in V . Let Hℓ be the sheaf on V/ℓ such that a smooth section f over U is a smooth
function f˜ : U˜ → Ω1/2(V/ℓ) satisfying the condition
f˜(v + a) = ψ(12 〈v, a〉) · f˜(v) ∀v ∈ V, a ∈ ℓ.
9.3. Definition of Kℓ1,ℓ2 .
A generalized section Kℓ1,ℓ2 of H∨ℓ1 ⊠Hℓ2 is ‘the same’ as a generalized function
K˜ℓ1,ℓ2 : V ×V → Ω1/2(V/ℓ1)⊗Ω1/2(V/ℓ2) satisfying the ℓ×ℓ-equivariance condition
K˜ℓ1,ℓ2(v + a, w + b) = ψ(
1
2 〈a, v〉) · K˜ℓ1,ℓ2(v, w) · ψ(12 〈w, b〉)
for any a ∈ ℓ1 and b ∈ ℓ2.
Our Kℓ1,ℓ2 will be smooth on its support
supportKℓ1,ℓ2 = {(x, y) ∈ V/ℓ1 × V/ℓ2 |x− y ∈ ℓ1 + ℓ2}. (9.1)
In other words, support K˜ℓ1,ℓ2 will be the ℓ1× ℓ2-invariant subspace Tℓ1,ℓ2 ⊂ V ×V :
Tℓ1,ℓ2 := {(x, y) ∈ V × V |x− y ∈ ℓ1 + ℓ2} = ker
[
V × V ∂−→ V/(ℓ1 + ℓ2)
]
. (9.2)
K˜ℓ1,ℓ2 is constructed from the following quadratic form Qℓ1,ℓ2 on Tℓ1,ℓ2 .
9.3.1. Given (x, y) ∈ Tℓ1,ℓ2 write x− y = a1 + a2 with ai ∈ ℓi. Then
Qℓ1,ℓ2((x, y)) := 〈a1, x〉+ 〈a2, y〉 . (9.3)
Lemma 9.1.
(i) Qℓ1,ℓ2((x, y)) is independent of the choice of a1, a2.
(ii) For bi ∈ ℓi, Qℓ1,ℓ2((x + b1, y + b2)) = Qℓ1,ℓ2((x, y)) + 〈b1, x〉+ 〈y, b2〉 .
Proof. For (i), if x− y = (a1 + ǫ) + (a2 − ǫ), with ǫ ∈ ℓ1 ∩ ℓ2, then
〈a1 + ǫ, x〉+ 〈a2 − ǫ, y〉 = 〈a1, x〉+ 〈a2, y〉+ 〈ǫ, x− y〉
but 〈ǫ, x− y〉 = 0 since x− y ∈ ℓ1 + ℓ2. The second statement is similarly easy.
9.3.2. Definition of K˜ℓ1,ℓ2 . Let δℓ1,ℓ2 be the extension-by-zero of the constant
function 1 from Tℓ1,ℓ2 to V × V . It is naturally a generalized function on V × V
with values in Ω1((V × V )/Tℓ1,ℓ2) = Ω1(V/(ℓ1 + ℓ2)).
Let µℓ1,ℓ2 be the element of Ω1((ℓ1 + ℓ2)/ℓ1 ∩ ℓ2) corresponding to self-dual mea-
sure on the symplectic space (ℓ1+ ℓ2)/ℓ1 ∩ ℓ2. Let µ1/2ℓ1,ℓ2 be its square root (§9.1.3).
Set
K˜ℓ1,ℓ2(v, w) := ψ(
1
2Qℓ1,ℓ2((v, w))) · δℓ1,ℓ2(v, w) · µ
1/2
ℓ1,ℓ2
.
Since Ω1((ℓ1 + ℓ2)/ℓ1 ∩ ℓ2) = Ω1((ℓ1 + ℓ2)/ℓ2) ⊗ Ω1((ℓ1 + ℓ2)/ℓ1) , one sees that
K˜ℓ1,ℓ2 is a generalized function on V × V with values in Ω1/2(V/ℓ1)⊗ Ω1/2(V/ℓ2).
By Lemma 9.1(ii) and the first sentence of §9.3, K˜ℓ1,ℓ2 determines a generalized
section Kℓ1,ℓ2 of H∨ℓ1 ⊠Hℓ2 .
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9.3.3. Definition of ηℓ1,ℓ2 . For technical purposes in §12.1 we will also need:
ηℓ1,ℓ2(v, w) := δℓ1,ℓ2(v, w) · µ1/2ℓ1,ℓ2 .
Since ηℓ1,ℓ2 depends on (v, w) only modulo ℓ1 × ℓ2, we may consider it as a gen-
eralized function on V/ℓ1 × V/ℓ2, supported on (9.1), with values in Ω1/2(V/ℓ1)⊗
Ω1/2(V/ℓ2). The pull-back α
∗
gηgℓ,ℓ should be understood much as in Remark 8.1: it
is a generalized function on V/ℓ× V/ℓ with values in Ω1(V/ℓ).
10. Two Quadratic Spaces
Now we define the quadratic spaces (Sg,ℓ, qg,ℓ) and (S
′
g,ℓ, qg,ℓ) mentioned in §1.2.3
and §8.2.1 (they are dual, hence isometrically isomorphic to one another). We first
give an abstract definition, and then explicit formulas in §10.3. In §10.4, we show
that both forms represent τ(Γg,Γ1, ℓ ⊕ ℓ) in W (F ). Finally, in §10.5 we detail the
connection to Maktouf’s work [9] mentioned in §1.2.4.
10.1. Definition of Sg,ℓ and S
′
g,ℓ.
Let A,B,C,D denote the rows (they are complexes) in the commutative diagram
gℓ ∩ ℓ 1−g
−1
//
g−1
 
ℓ //

V/(g − 1)V
ℓ
g−1
//

gℓ+ ℓ //

V/(g − 1)V
ker(g − 1) // V g−1 //

V //

V/(g − 1)V
ker(g − 1) // V/ℓ g−1// V/(gℓ+ ℓ)
Definition. Let Sg,ℓ be the cohomology of D at its center term, and S
′
g,ℓ be
the cohomology of A at its center term. Then Sg,ℓ and S
′
g,ℓ are dual to one another
under the symplectic pairing, because indeed A and D themselves are dual.
10.2. Definition of qg,ℓ and q
′
g,ℓ.
Let W denote the cohomology of the complex B at its center term. The map
A → B is a quasi-isomorphism of complexes, giving an isomorphism S′g,ℓ → W .
B → C → D is a short exact sequence of complexes, and C is acyclic, so the
boundary map gives an isomorphism Sg,ℓ → W on cohomology. Together we have
an isomorphism
Φg,ℓ : Sg,ℓ →W ← S′g,ℓ.
Definition. Set
qg,ℓ(x, y) := 〈Φg,ℓ(x), y〉 q′g,ℓ(a, b) :=
〈
a,Φ−1g,ℓ(b)
〉
for all x, y ∈ Sg,ℓ, a, b ∈ S′g,ℓ. In particular, Φg,ℓ : Sg,ℓ → S′g,ℓ is an isometric
isomorphism.
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10.3. Explicit Formulas.
Let us now give explicit formulas for qg,ℓ and q
′
g,ℓ and show that they are
symmetric forms.
10.3.1. First observe that Sg,ℓ is a quotient of
Sˆg,ℓ := {x ∈ V/ℓ | (g − 1)x ∈ gℓ+ ℓ} ⊂ V/ℓ (10.1)
and S′g,ℓ is a quotient of
Sˆ′g,ℓ := ℓ ∩ (g − 1)V ⊂ ℓ. (10.2)
We will really give formulas for qg,ℓ and q
′
g,ℓ pulled back to Sˆg,ℓ and Sˆ
′
g,ℓ.
Remark 10.1. For g ∈ Sp(V )′′, as in (1.1), Sg,ℓ = Sˆg,ℓ and Sˆ′g,ℓ = ℓ. Moreover,
if g ∈ Sp(V )ℓ, as in (8.4), then Sg,ℓ = Sˆg,ℓ = V/ℓ and S′g,ℓ = Sˆ′g,ℓ = ℓ.
10.3.2. Given x, y ∈ Sˆg,ℓ, there exist a, b ∈ ℓ with (g−1)x ≡ (ga+b) mod (g−1)ℓ.
Then
qg,ℓ(x, y) = 〈a+ b, y〉 . (10.3)
(Indeed, Φg,ℓ(x) = a+ b because a+ b ≡ ga+ b mod (g − 1)ℓ.)
Given a, b ∈ Sˆ′g,ℓ, suppose b = (g − 1)y. Then
q′g,ℓ(a, b) = 〈a, y〉 . (10.4)
Proposition 10.1. Both qg,ℓ and q
′
g,ℓ are symmetric forms.
Proof. The two forms are isometric, so it suffices to consider q′g,ℓ. Given a, b ∈
Sˆ′g,ℓ, suppose a = (g − 1)x, b = (g − 1)y. Then
q′g,ℓ(a, b) = 〈(g − 1)x, y〉 =
〈
x, (g−1 − 1)y〉 = 〈x,−g−1b〉 = 〈gx,−b〉 .
Now gx− x = a ∈ ℓ, so 〈gx,−b〉 = 〈x,−b〉 = 〈b, x〉 = q′g,ℓ(b, a).
10.4. Interpretation via the Maslov Index.
Proposition 10.2. The class of (Sg,ℓ, qg,ℓ) and therefore of (S
′
g,ℓ, q
′
g,ℓ) inW (F )
equals τ(Γg ,Γ1, ℓ⊕ ℓ). In fact, these quadratic spaces satisfy Proposition 7.2.
Proof. Recall from [11] that τ(Γg,Γ1, ℓ ⊕ ℓ) is represented by a degenerate
quadratic form q on
Tˆ := {(x, y, z) ∈ Γg × Γ1 × (ℓ ⊕ ℓ) |x+ y + z = 0 ∈ V ⊕ V }.
Namely, q((x, y, z)) = 〈x, z〉, where we pair using the symplectic form on V ⊕ V .
We claim that the map f : Tˆ → Sˆ′g,ℓ,
f : ((x, gx), (y, y), (a, b)) 7→ a− b
descends to an isometric isomorphism on the nondegenerate quotients.
First we observe that the condition s := ((x, gx), (y, y), (a, b)) ∈ Tˆ implies that
a− b = (g − 1)x, so f does have the right target. It is also an isometry since
q(s) = 〈gx, b〉 − 〈x, a〉 = 〈x, b〉 − 〈x, a〉 = 〈a− b, x〉 = q′g,ℓ(f(s), f(s)).
16 TERUJI THOMAS
The second equality holds because gx ≡ x mod ℓ, the fourth from (10.4).
Any isometry descends to an injective map of nondegenerate quotients, so it
remains to observe that the nondegenerate quotient S′g,ℓ of Sˆ
′
g,ℓ, defined in §10.1,
has the same dimension as the nondegenerate quotient T of Tˆ (cf. Proposition 7.2),
namely,
dimS′g,ℓ = dimSg,ℓ =
1
2 dimV − dim ker(g − 1)
− dim gℓ ∩ ℓ+ 2dim ℓ ∩ ker(g − 1). (10.5)
10.5. Relation with Maktouf’s Construction.
Let (s, ts) be the semisimple part of (g, t) ∈ Mp(V ). Assume for simplicity that
(s − 1) is invertible. Maktouf [9] asserts that there exists an s-stable symplectic
decomposition V = V1 ⊕ V2 and a Lagrangian ℓi ∈ Vi such that sℓ1 = ℓ1 and sℓ2 ∩
ℓ2 = 0. He then defines a quadratic form qMak on ℓ2 by q(a, a) =
〈
a, (s−1 − 1)−1a〉
and sets
Φ(g, t) := ts(ℓ1 ⊕ ℓ2) · γ(−qMak).
Suppose that g = s is semisimple and g−1 is invertible. Choose ℓ := ℓ1⊕ ℓ2 ⊂ V ,
and consider q′g,ℓ as a form on Sˆ
′
g,ℓ = ℓ. We will show that qMak = −q′g,ℓ, so Φ = Θℓ.
Lemma 10.3. We have ℓ1 = ker q
′
g,ℓ. Thus q
′
g,ℓ defines a nondegenerate bilinear
form on ℓ2.
Proof. Clearly gℓ∩ ℓ = ℓ1, and ℓ1 is (1− g−1)-stable. But q′g,ℓ was defined to be
nondegenerate on S′g,ℓ = ℓ/((1− g−1)(gℓ ∩ ℓ)).
Proposition 10.4. We have q′g,ℓ = −qMak on ℓ2.
Proof. Suppose a ∈ ℓ2. Then
qMak(a, a) =
〈
a, (g−1 − 1)−1a〉 = 〈(g − 1)(g − 1)−1a, (g−1 − 1)−1a〉
=
〈
(g − 1)−1a, (g−1 − 1)(g−1 − 1)−1a〉
=
〈
(g − 1)−1a, a〉 = −q′g,ℓ(a, a).
11. Proof of Proposition 8.1 and Theorem 2B
Let F be a finite field; we again identify measures and functions on finite sets.
11.1. Proof of Proposition 8.1.
For any g ∈ Sp(V ), consider the composition
V/ℓ
∆−−−−→ V/ℓ× V/ℓ αg−−−−→ V/gℓ× V/ℓ x 7→ (x, x) 7→ (gx, x).
Proposition 8.1 amounts to the following lemma.
Lemma 11.1. Fix any g ∈ Sp(V ).
(i) ∆−1 ◦ α−1g (supportKgℓ,ℓ) = Sˆg,ℓ ⊂ V/ℓ.
(ii) ∆∗α∗gQgℓ,ℓ(x) = qg,ℓ(x, x) for any x ∈ Sˆg,ℓ.
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(iii) ∆∗α∗ηgℓ,ℓ(x) = |F |−
1
2 dim ℓ/gℓ∩ℓ for any x ∈ Sˆg,ℓ.
(Notation: see §9.3.1 for Qgℓ,ℓ and §9.3.3 for ηgℓ,ℓ.)
Proof. The first statement follows from (9.1), (10.1). The second statement
follows from (10.3) and §9.3.1. For the third, recall that ηgℓ,ℓ is defined in §9.3.3 to
be constant on its support (which is Sˆg,ℓ by part (i)), with value
µ
1/2
gℓ,ℓ =
(
|F |−
1
2 dim((gℓ+ℓ)/gℓ∩ℓ)
)1/2
= |F |−
1
2 dim ℓ/gℓ∩ℓ.
Here we use that if A has a nondegenerate bilinear form, then the self-dual measure
on A is |F |− dimA/2.
11.2. Proof of Theorem 2B.
Using (8.2) and Proposition 8.1 above, we have
Tr ρ(g, t) = t(ℓ) ·
∑
x∈Sˆg,ℓ
ψ(12qg,ℓ(x, x)) · |F |−
1
2 dim ℓ/gℓ∩ℓ.
Applying Propositions 3.2 and 10.2, we obtain
Tr ρ(g, t) = t(ℓ) · |F | 12 (dimSg,ℓ−dim ℓ/gℓ∩ℓ)+dimker qg,ℓ · γ(qg,ℓ)
= |F |
1
2 (dimSg,ℓ−dim ℓ/gℓ∩ℓ)+dim ker qg,ℓ ·Θℓ(g, t)
(11.1)
where ker qg,ℓ is the kernel of qg,ℓ as a form on Sˆg,ℓ. Now, by construction of Sg,ℓ
in §10.1, we have
dimker qg,ℓ = dimker(g − 1)− dim ℓ ∩ ker(g − 1)
as well as formula (10.5) for dimSg,ℓ. This with (11.1) establishes Theorem 2B.
12. Proof of Proposition 8.3 and Theorem 2A
12.1. Proof of Proposition 8.3.
Proposition 8.3 amounts to Lemma 11.1(i,ii), which still hold, Remark 10.1, and
the following infinite version of Lemma 11.1(iii).
Lemma 12.1. If g ∈ Sp(V )ℓ then ∆∗α∗gηgℓ,ℓ = ‖det(g − 1)‖−1/2 dqg,ℓ as mea-
sures on V/ℓ.
Proof. It is clear that νℓ := ∆
∗α∗gηgℓ,ℓ is an invariant measure on Sˆg,ℓ = Sg,ℓ =
V/ℓ; that is, νℓ ∈ Ω1(V/ℓ) in the notation of §9.1. Let Φg,ℓ : V/ℓ → ℓ be the
isomorphism defining qg,ℓ, as in §10.2. The claim is that〈
νℓ,Φg,ℓ∗νℓ
〉
= ‖det(g − 1)‖−1 (12.1)
under the pairing of Ω1(V/ℓ) with Ω1(ℓ) induced by the symplectic form.
Let µV be the self-dual measure on V . Fix ω ∈ det ℓ and consider gω ∈ det(V/ℓ).
It is easy to see that νℓ, as a function det(V/ℓ)→ R in the sense of §9.1, satisfies
νℓ(gω) = (µV (gω ∧ ω))1/2 .
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On the other hand Φ−1g,ℓ(x) = (g − 1)−1x mod ℓ for any x ∈ ℓ; thus
Φg,ℓ∗νℓ(ω) = νℓ((g − 1)−1ω) = νℓ(gω) ·
µV ((g − 1)−1ω ∧ ω)
µV (gω ∧ ω) ,
the fraction here being the absolute value of the ratio of (g − 1)−1ω and gω as
elements of det(V/ℓ). Since (g − 1)−1ω ∧ ω = (g − 1)−1(ω ∧ (g − 1)ω) = (g −
1)−1(ω ∧ gω), we have all together
Φg,ℓ∗νℓ(ω) = ‖det(g − 1)‖−1 (µV (gω ∧ ω))1/2 .
Since
〈
νℓ,Φg,ℓ∗νℓ
〉
=
νℓ(gω)·Φg,ℓ∗νℓ(ω)
µV (gω∧ω)
, we obtain (12.1).
12.2. Proof of Theorem 2A.
12.2.1. First recall how Tr ρ is defined as a generalized function on Mp(V ). If
M is a compactly supported smooth function on Mp(V ) then
ρ(M) : f 7→
∫
(g,t)∈Mp(V )
M(g, t)ρ(g, t)f
is a trace-class operator on S(Hℓ1), and
〈Tr ρ,M〉 := Tr ρ(M).
12.2.2. Assume from now on that M is supported over Sp(V )ℓ, see (8.4). Here
is a valid version of (8.3).
Lemma 12.2. Tr ρ(M) =
∫
x∈V/ℓ
∫
(g,t)∈Mp(V )
M(g, t) · t(ℓ) ·∆∗α∗gKgℓ,ℓ(x).
Proof. As in (8.2), the operator ρ(M) is represented by the integral kernel
(x, y) 7→
∫
(g,t)∈Mp(V )
M(g, t) · t(ℓ) · α∗gKgℓ,ℓ(x, y) (12.2)
on V/ℓ×V/ℓ. We know ρ(M) is trace class. For its trace to be the integral of (12.2)
along the diagonal, it suffices that (12.2) be smooth. This is clear from Lemma 8.2.
12.2.3. Now choose a function h on A := V/ℓ as in §3.2.1, and again set hs(x) :=
h(sx). We claim that
Tr ρ(M) = lim
s→0
Tr (hs · ρM ). (12.3)
Indeed, adapting Lemma 12.2, we have
Tr (hs · ρ(M)) =
∫
x∈V/ℓ
∫
(g,t)∈Mp(V )
M(g, t) · hs(x) · t(ℓ) ·∆∗α∗gKgℓ,ℓ(x). (12.4)
The outer integral converges absolutely and uniformly in s, being dominated by
Tr ρ(M). Therefore
lim
s→0
Tr (hs · ρ(M)) =
∫
x∈V/ℓ
∫
(g,t)∈Mp(V )
M(g, t) · t(ℓ) ·∆∗α∗gKgℓ,ℓ(x) = Tr ρ(M)
as desired.
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12.2.4. On the other hand, we may exchange the order of integration in (12.4).
Tr (hs · ρ(M)) =
∫
(g,t)∈Mp(V )
M(g, t) ·
∫
x∈V/ℓ
hs(x) · t(ℓ) ·∆∗α∗gKgℓ,ℓ(x). (12.5)
Now, from Propositions 8.3 and 3.3 and Remark 10.1, we find, for g ∈ Sp(V )ℓ,
lim
s→0
∫
x∈V/ℓ
hs(x) ·∆∗α∗gKgℓ,ℓ(x) = ‖det(g − 1)‖−1/2 · γ(qg,ℓ).
Moreover, due to Lemma 8.2, this limit converges uniformly for g in a compact set.
Uniformity allows us to calculate lims→0Tr (hs · ρ(M)) from (12.5) by taking the
limit s→ 0 inside the first integral to obtain
lim
s→0
Tr (hs · ρ(M)) =
∫
(g,t)∈Mp(V )
M(g, t) · t(ℓ) · ‖det(g − 1)‖−1/2 · γ(qg,ℓ).
This combined with (12.3) and Proposition 10.2 completes the proof of Theorem
2A.
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