We began this research by asking "Can we use Bayes' theorem to supplement available decline models and improve the accuracy of our estimates of ultimate recovery?" This study focuses on the Eagle Ford Shale, and in particular, on oil wells in the Greater Core Eagle Ford Area. Our goal was to develop a method based on a probabilistic approach to identify, characterize, and better model well production based on standard decline models To attempt to answer this question, we first obtained data for 68 wells in the Greater Core of the Eagle Ford Shale, Texas. As process, we eliminated the wells that did not have enough production data, wells that did not show a production decline and wells that had too much data noise, leaving eight wells. We then performed decline curve analysis (DCA) using the Modified Hyperbolic (MH) and Power-Law Exponential (PLE) models (the two most common DCA models), consisting in user-guided analysis software. Then, the Bayesian paradigm was implemented to calibrate the same two models on the same set of wells.
Introduction
The petroleum industry in the U.S. has shifted its focus to unconventional plays due to the enormous estimated reserves and the unconventionals' ability to revolutionize the oil and gas industry, notably with new technology. The majority of the world's proved oil reserves were located in the Middle East as of January 2011, as were the majority of the world's natural gas reserves. The United States has 322.7 trillion cubic feet of gas reserves and 33.4 billion barrels of oil reserves (EIA, 2012-13.) This being said, there is a growing shift to gas both in exploration and production, as seen in Fig. 1 .
Figure 1-U.S. total natural gas proved reserves shows an increase in shale gas reserves, which in 2008 was approximately 12% of total gas reserves, and in 2013 nearly 50% of total gas reserves (U.S. EIA, 2013) As seen in Fig. 2 , the largest source of U.S. energy today is natural gas, which is forecasted to continue to be the main source of energy through 2040. Natural gas is produced from shale gas, tight gas and coalbed methane reservoirs. Due to the extremely low permeability of such reservoirs, horizontal drilling and hydraulic fracturing are usually used to produce them economically. According to the "resource triangle" (Martin et al., 2010) shown in Fig. 3 below, conventional reservoirs are of high to medium quality, are difficult to find but easy to produce, and thus less expensive. However, as we shift to unconventional reservoirs, the reservoir quality is low, and although the locations of unconventional reservoirs are relatively well-known (as source rocks), these reservoirs are difficult to exploit and complex technologies are required to extract the hydrocarbons, leading to increased prices for drilling and completions, which ultimately requires high oil and gas prices to achieve profitability. In the resource triangle, conventional resources are located in the apex of the triangle, and "are difficult to find but easy to extract," and as we progress lower into the resource triangle, the resources are easier to find -but harder to extract due to the necessity of improved technologies, and are thus more expensive to extract (Martin et al., 2010) . This study focuses on the Eagle Ford Shale, and in particular, on oil wells in the Greater Core Eagle Ford Area. Our goal was to develop a method based on a probabilistic approach to identify, characterize, and better model well production based on standard decline models.
The Eagle Ford Shale is 50 miles wide and 400 miles long, covering 23 counties in South Central Texas (Gong et al., 2013) . The Eagle Ford Shale is the source rock for the Austin Chalk but is now being developed as its own self-sourcing reservoir (Tian et al., 2013) . This play is composed of Cretaceous mudstone and carbonates which are especially brittle due to the high carbonate and low clay content, meaning that hydraulic fracturing is especially effective. The productive portion of the Eagle Ford shale ranges from 2,500 to 14,000 ft, and the thickness ranges from 120 to 350 ft (Gong et al., 2013) . The geology of the Eagle Ford shale is quite complex and the calcareous makeup of the rock leads to the "condensate rich environment of this play" which presents "unique fracture design challenges" (Bazan et al., 2012) .
The Eagle Ford Shale has been in development since 2008 and is being exploited using horizontal wells with multi-stage hydraulic fracture treatments. The estimated resources in the Eagle Ford Shale are 21 trillion cubic feet (TCF) of gas and 3.35 billion barrels of oil (BBO), however this resource estimate is highly uncertain (Gong et al., 2013) .
According to Ayers et al., (2011) the Greater Core of the Eagle Ford is the region of highest oil production, and this is where the focus of this work lies. In the first month of production, a well will generally produce more than 5,000 bbl. The regions of highest gas production are between the Stuart City and Sligo Shelf Margins, where the first month of the wells' production exceeds 60 MMcf (Tian et al., 2013) .
Although the production differs throughout the play, the most productive gas wells "are located south of the Stuart City Shelf Margin, where production commonly exceeds 80 MMcf/month/well" while oil production is highest in Karnes and Gonzalez counties, typically exceeding 16 Mbbl/month/well (Tian et al., 2013) .
The Eagle Ford Shale is the source rock for the Austin Chalk; however, it is now being developed as its own self-sourcing reservoir (Tian et al., 2013) . The lower part of the reservoir is shale-rich, the upper part is carbonate-rich, and the whole Eagle Ford lies over the Buda Limestone, which is overlain by the Austin Chalk (Tian et al., 2013) . This being said, the Eagle Ford Shale is an unconventional reservoir, which "consists of a wide variety of liquid sources including oil sands, extra heavy oil, gas to liquids and other liquids." (IEA, 2013) . Furthermore, unconventional reservoirs are more difficult to produce because they require advanced technology. Shale plays specifically are self-sourcing reservoirs; therefore, the hydrocarbon does not migrate, but stays in place. These shale reservoirs have also been the source rocks for many conventional reservoirs, and only recently have we found that we could economically produce these unconventional reservoirs. Conventional reservoirs are defined as "a petroleum system is a dynamic hydrocarbon generating system, functioning in a geologic space and time scale" that requires "the timely convergence of geologic elements and events essential to the formation of petroleum deposits that include mature source rock, expulsion, secondary migration to reservoir rock, accumulation in a trap and retention." (Ayers, 2011) .
Since 2009, the production from the Eagle Ford Shale has grown significantly, due to the use of hydraulic fractures which promote strong well performance. This paper focuses primarily on the gas, condensate and oil windows of the Eagle Ford Shale, where over 200 rigs were active as of February 2012 (Bazan et al., 2012) .
Shale-gas formations (such as the Eagle Ford Shale) are naturally fractured, which increases the complexity of the "growth patterns of hydraulic fractures." Furthermore, when multistage hydraulicfracturing treatments are implemented, they create "conductive networks that could be considered as stimulated reservoir volumes which have been effectively contacted and contribute to economically viable production profiles." (Fazelipour, 2011(b) ).
In unconventional reservoirs, one of the primary goals when designing the completion, is to contact as much of the reservoir as possible. This makes these reservoirs economical for development, and leads to increased connectivity between the hydraulic fractures and the wellbore (Bazan et al., 2012) .
Reservoir simulation, type-curve and decline-curve analysis have been considered to be the most useful methods for estimating ultimate recovery (Gong et al.) . Several methods have been used to to estimate and forecast the production of the Eagle Ford. Dong et al. used Monte Carlo simulation and reservoir simulation of dry gas wells to forecast production and determine ultimate recovery. Arps' decline curve analysis has often been used in unconventional reservoirs to forecast production and estimate ultimate recovery; however, this approach is inaccurate due to the low permeability of thereservoir (Gong et al., 2013) .
Methodology
In this study, we apply the Modified Hyperbolic and the Power Law Exponential Models to our data set. We start with the basic equations used in these decline models.
Eqs. 1 and 2 are the basis for Arps' decline models. Eq. 2 models exponential decline and Eq. 1 models harmonic decline when b = 1 and hyperbolic decline when b ≠ 1. These two equations are standard for decline curve analysis, and are ideal for application to conventional reservoirs.
(1) (2) In these equations, b is Arps' dimensionless hyperbolic decline constant. In conventional reservoirs, the exponent b is between 0 and 1 and the producing well is in boundary-dominated flow. However, in unconventional low-permeability reservoirs, the flow is not boundary-dominated initially (perhaps for several years), and b is usually greater than 1. Though this is an incorrect use of Arps' hyperbolic decline model, this approach is often used to estimate ultimate recovery (Gong et al., 2013) .
Eq. 3 is the Power Law Exponential (PLE) equation.
where −D ∞ is the power law decline rate constant at infinite time, n is the dimensionless time exponent, typically between 0 and 1, and D i is the power law decline constant. D i is actually calculated by determining D 1 , which is the instantaneous decline rate at t=1:
D i , in this model, is not the initial instantaneous decline rate but the instantaneous decline rate at t=1 divided by n when D ∞ is equal to one. Also, many values of D ∞ term can fit production data equally well at early-times, and it is only at late times rates that "forecasts become sensitive to D ∞ " (Mattar et al., 2008) Eq. 5 is the Modified Hyperbolic (MH) equation.
(5)
The decline rate, D, is not a constant but decreases continuously, as seen in Eq. 6. "When D becomes too small, the gas rate no longer declines significantly, and the reserves can be over-predicted. To circumvent the problem of D becoming too small, Long and Davis (1988) introduced the Modified Hyperbolic Decline method, that imposes a limit below which D is not allowed to decline (D lim )." (Mattar et al., 2008) Neither of these decline models (nor other published models) quantify the uncertainty in production forecasts and reserves estimates by themselves; they must be combined with other models to properly quantify these uncertainties (Gong et al., 2012 (Gong et al., 2012) .
These methods were all developed based on Arp's method, and there is only limited work published on the use of these methods (particularly in unconventional reservoirs) (Gonzalez, 2013) . The methods presented above were all done on Barnett Shale wells.
We decided to perform this work in barrels of oil equivalent (BOE) to incorporate both oil and gas production from the set of wells. To do this, we converted the gas production to oil production using the equation below.
(7)
After converting the production data to BOE, we proceded to perform the decline curve analysis using the Power Law Exponential and the Modified Hyperbolic decline curve models. The equations for the two models are presented below, first being the MH and the second being the PLE. (8) Where:
(9) (10)
We set the decline limit (p) to 10%, which is a conservative decline limit in the industry. This number can be changed to what a company prefers; however, for this study we believe it is best to be conservative. This value determines both the D lim and the t* values, indicating the point at which decline switches from the hyperbolic to the exponential model. In the PLE model presented in equation 11, we set D ∞ to 0 and n to 1. This allows the power law to change to an exponential decline. The reason that D ∞ is set in the PLE model is to "place a limit on how low the decline can become to avoid reserve over-prediction." (Mattar et al, 2008) The next step was to run the two decline curve models using proprietary software. This yielded a set of parameters for both equations, along with values of the Estimated Ultimate Recovery (EUR). From here, we applied least squares optimization to obtain an optimized set of parameters. We then used these parameters to implement the MCMC, and set the number of iterations until the values converged -between two and 40 million. After the results converged from the MCMC, we applied them in the Bayesian paradigm on the MH and PLE equations.
To perform the inverse problem, we used the equations below:
This equation demonstrates that the posterior, P(θ|D), is proportional to the prior, P(θ), times the likelihood, P(D|θ). The θ is the set of known parameters, and the likelihood function indicates the likelihood of the event to occur. In this study, the priors are the initial rate (q i ), the initial decline (D i ), the b-factor and the time exponent (n), and we will assume that they are non-informative priors, meaning that they will all follow a uniform distribution.
We can obtain the posterior distribution using Bayes' Theorem with Eq. 13 and Eq. 14 below.
(13)
We can re-write the above equations to find the following equation: (15) where π(x) is the likelihood. We then move to apply the MCMC, which is "a class of algorithms for sampling from a probability distribution based on constructing a Markov chain that has the desired distribution as its equilibrium distribution. The state of the chain after a number of steps is then used as a sample of the desired distribution." (Wikipedia). We used the Metropolis-Hasting algorithm, which is a "MCMC method for obtaining a sequence of random samples from a probability distribution for which direct sampling is difficult" (Wikipedia). The Metropolis-Hastings criteria follows Eq. 16 below. (16) where q(x t |y) is the proposed distribution. In this research, we will assume that the priors will follow a uniform distribution. The constant values in in Eq. 16 will cancel from the numerator and the denominator.
We will assume that the likelihood is normally distributed, and will be determined using Eq. 17 below. (17) where σ is the standard deviation, d is the observed data and that θ is the forward model, so in this research, either the MH or the PLE models. The random and the constant variables of the two decline curve analysis models. For the MH model, we will set, D i and q i the b-factor as the set of random variables, and they are all greater than 0, and will keep t and D lim as a constant variable. For the PLE model, we will set q i , D i , and n as the random variables, and keep t and D ∞ as the constant variables.
This yielded a set of results that show the discrepancy between the two forward equations and the Bayesian results. The final step of this work was to apply an integration to the results to obtain numerical EUR results to be able to compare them with the EUR results from the forward equations.
Discussion
The initial results of Well 41 using the proprietary software are presented in the Table 1 and Table 2 below. As previously stated, we used these initial results to run the least squares optimization to obtain a set of optimized results, and from there we implemented the MCMC and then the Bayesian paradigm on the models. We then graphed the standard deviation of the two Bayesian models that shows which model is more accurate for the given well.
It is evident from Fig. 4 that the MH model overestimates the reserves and from Fig. 5 , the PLE model underestimates the reserves. We see two distinct behaviors from these two models, and one shows an underestimation and the other an overestimation. To determine which of these two models is more correct, we have plotted the standard deviations of the two Bayesian models, shown below in Fig. 6 . We see from the figure above that the uncertainty of the MH Bayesian model (red curve) decreases with time. This is indicative that the statistical model is accurately capturing the trend of the data and reducing its uncertainty. However, we see that with the PLE Bayesian model (blue curve) that the uncertainty remains constant with time, indicating that the model is not properly capturing the trend of the data. These results indicate that the the MH Bayesian model is more accurate for this well.
We performed the same study on the other seven wells used in this work. Six of the eight wells showed that the MH Bayesian model was more accurate than the PLE Bayesian model. We showed this by comparing the standard deviations of each of the two models for each well (as done in Fig. 6 ).
The final step of this study was to obtain numerical EUR results. The results are presented in Table 3 below. The MH model overestimates the EUR, while the PLE model underestimates the EUR. However, the MH model and the Bayesian MH model have relatively close values, whereas the results of the PLE are very different. As previously discussed, the Bayesian PLE model is not accurate because the standard deviation remains constant with time therefore the results are inconclusive. An indicator of a successful model in the Bayesian paradigm is that it's uncertainty decreases with time (McClelland, 2000) -as such, this work suggests that the MH model should yield the most reliable results when the Bayesian paradigm is applied. We note for completeness that these results and conclusions are valid for this well, and may not necessarily apply for the other wells.
Summary
We used proprietary software to apply the MH and the PLE models to the data that resulted in the initial set of parameters along with the EUR results for the eight wells.
We then implemented the least squares optimization to obtain an optimized set of the forward models parameters. We used these optimized results and implemented the MCMC, which resulted in more accurate results of the parameters of the two models. We then implemented the Bayesian paradigm on the two models and compared the Bayesian results with the forward model results. Finally, we plotted the standard deviation of the two Bayesian models for each well (as seen in Fig. 6 ) which identifies the more accurate model rate for a given well.
We noticed that the MH model overestimates the EUR results compared with the Bayesian MH model. However, the PLE underestimated the EUR in three wells and overestimated reserves in the remaining five wells. We also noticed that the majority of the wells follow the Bayesian MH model, and we reached this conclusion from comparative graphs of the standard deviations of the two models. This indicates that the Bayesian MH model results are more accurate than the Bayesian PLE results. This is an interesting discovery and it would be interesting to see if this trend is true in a different region of the Eagle Ford, and even in different shale plays.
The next step in this study is to change the prior estimate. Instead of assuming that the prior estimate is unknown, we can begin to update this value using the different stages of information. This should show that the more information we have, the more accurate the Bayesian forecast will be. Using these results we might be able to show directly that uncertainty decreases over time, indicating that the more information available, the less the uncertainty. Such a process will also indicate whether there is a point beyond which no more information is needed in the prior estimations, and that having information on a certain (minimum) number of data points will lead to unchanged forecasts. We can assume that the model will be more accurate as more information is provided -however, we would like to prove this conjecture. 
Conclusions

