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Introduction
Modeling and forecasting covariance matrices of financial asset returns has been attracting interests especially for obtaining optimal portfolio of assets. Two major issues are to guarantee the positive definiteness of covariance matrices, and to reduce the number of parameters which grows with the order of squares of the number of assets. There are three classes in the fields, namely the multivariate autoregressive conditional heteroskedasticity (ARCH) class, the multivariate stochastic volatility (MSV) models, and the models of realized covariance matrix.
Regarding the multivariate ARCH family, the dynamic conditional correlation (DCC) model of Engle (2002) is most popular, and its variants are still developed in the literature. Engle (2002) suggested a structure for time-varying correlation matrices, working with a univariate ARCH class model for each conditional variance. As the estimation of the conditional variance model is conducted separately, it concentrates on the estimation of the dynamic correlations. By its structure, the DCC model reduces the number of parameters. Also with simple restrictions, Engle (2002) showed that it can guarantee the positive definiteness of the correlation matrix. Apart from the DCC model, it is worth noting the diagonal ARCH model of Ding and Engle (2001) , as it enables us to estimate the model based on the estimates of unconditional covariance matrix, which can be obtained by the average of the outer-products of mean-subtracted return vectors. The approach is known as the 'variance targeting', and it largely decreases the number of parameters for estimating in a single step. See the survey papers of McAleer (2005) , Bauwens, Laurent, and Rombouts (2006) and Silvennoinen and Teräsvirta (2009) for the models of univariate and multivariate ARCH family.
In the class of the MSV models, volatilities (variances) of stock return vector are assumed to be unobservable. Harvey, Ruiz and Shephard (1990) suggested basic MSV models with the constant correlation matrix. As the volatilities are latent variables, it is hard to obtain the likelihood function analytically, and hence there are several techniques for estimating SV models, including the Markov chain Monte Carlo method for Jacquire, Polson and Rossi (1994) and Chib, Nardari and Shephard (2006) , the efficient method of moments of Gallant and Tauchen (1996) , and the Monte Carlo likelihood method proposed by Durbin and Koopman (1997) , Sandmann and Koopman (1998) and . See the survey papers for Asai, McAleer and Yu (2006) and Chib, Omori and Asai (2009) for alternative MSV models.
Recent developments on estimating realized co-volatility (covariance) measure of asset returns enable us to obtain consistent estimators for the unobservable volatility and co-volatilities, which can be used for estimating univariate/multivariate conditional/stochastic volatility models. In univariate SV case, Barndorff-Nielsen and Shephard (2002) and Bollerslev and Zhou (2002) suggested to use realized volatilities for estimating SV models, as the realized volatility can be considered as the true volatility with the microstructure noise. See Gourieroux Jasiak, and Sufana (2009), Chiriac and Voev (2011) , Bauer and Vorkink (2011) , Tao et al. (2011) and Golosnoy, Gribisch, and Liesenfeld (2012) for such applications in multivariate context. Engle (2002) and Asai and McAleer (2009a) , working with dynamic correlations is useful for simplifying structures of multivariate volatility models. An alternative approach for approximating the dynamic covariance structures is to use factors as in the papers of Diebold and Nerlove (1989) , Harvey, Ruiz, and Shephard (1994) , Vrontos, Dellaportas and Politis (2003) , Chib, Nardari, and Shephard (2006) and Philipov and Glickman (2006a) and Lanne and Saikkonen (2007) .
As in
Long memory and asymmetric effects are important features for analysis on financial time series. Regarding the long memory, Ray and Tsay (2000) introduced long range dependence into 4 the volatility factor model by Harvey, Ruiz, and Shephard (1994) , although these papers assume the constant correlation matrix. Without any factor specifications, Chiriac and Voev (2011) suggested a long memory model, using the Cholesky decomposition of realized covariance matrices.
Our factor models will involve long memory in time-varying covariances/correlations. It is worth noting that the heterogeneous autoregressive (HAR) model of Corsi (2009) and its variants are often used for approximating longer memory processes than the first order autoregressive term.
See Corsi and Renò (2010) , Martens, van Dijk, and de Pooter (2009 ), Bollerslev, Sizova, and Tauchen (2011 ), Chiriac and Voev (2011 and Golosnoy, Gribisch, and Liesenfeld (2012) . We will also consider such HAR terms.
Turing to asymmetric effects, there are several papers that developed the approaches to incorporate negative correlation between stock returns and future volatility in the multivariate volatility models. Kroner and Ng (1998) and Kawakatsu (2006) suggested asymmetric multivariate GARCH models, while Cappiello, Engle and Sheppard (2006) , Asai (2013) and Asai and So (2014) proposed asymmetric dynamic correlation models. For MSV models, Chan, Kohn, and Kirby (2006) and Asai and McAleer (2006, 2009b) , Chib, Omori and Asai (2009) , So and Choi (2009), Ishihara and Omori (2012) , Ishihara, Omori and Asai (2013) incorporated asymmetric effects. However, there have been still no previous works on the multivariate volatility models which accommodate all of factor specifications, dynamic correlations, and asymmetric effects. The current paper will fulfill the gap.
In this paper, we will consider alternative factor MSV (fMSV) models with long memory and asymmetric effects, using realized volatilities and co-volatilities. Starting from a conventional factor model, we derive an alternative representation which decomposes the covariance matrix into the matrices of common factors and idiosyncratic errors orthogonally. Based on the decomposition, 5 we consider several specifications of the factor covariance matrix based on the dynamic correlation model of Asai and McAleer (2009a) , the conditional autoregressive Wishart model of Golosnoy, Gribisch, and Liesenfeld (2012) , the Wishart autoregressive model of Gourieroux, Jasiak and Sufana (2009) , the matrix-exponential MSV model of Ishihara, Omori and Asai (2013) , and the Cholesky MSV model of Chiriac and Voev (2011) . We should note that Chiriac and Voev (2011) and Golosnoy, Gribisch, and Liesenfeld (2012) used the HAR term, and Chiriac and Voev (2011) considered a long memory model for their specification. In addition to these works, we extend all models by incorporating asymmetric effects and long memory (or HAR terms).
The remainder of the paper is organized as follows. Section 2 derives a new representation of the fMSV model, and discusses the specifications of asymmetric effects and long memory. Section 2 also shows the estimation procedure to obtain consistent estimators of common factors and their covariance matrices, based on the alternative form. Section 3 suggests alternative specifications for the fMSV models, and Section 4 gives an empirical example for seven stocks traded at the New York Stock Exchange.
In the following, for any positive definite matrix X and real number α, we define X α by the spectral decomposition. For example, X 1/2 X 1/2 = X.
Asymmetry and Long Memory for Factor MSV Models

Factor Multivariate SV Models
Let y t be m × 1 vector of asset returns at time t. Consider the factor model
where f t is a k × 1 vector of common factors, B is the m × k matrix of factor loading, and u t is the vector of idiosyncratic errors, which are uncorrelated with f t . We can write E(u t |f Ø , t−1 ) = 0 6 and V ar(u t |f Ø , t−1 ) = Σ u , where t is the information set up to time t. We assume that the vector of common factors has the multivariate SV as
where Ω † t is the k × k positive definite matrix. Hence,
m × m covariance matrix of y t is given by
We will call the model (1)-(3) as the 'factor MSV' (fMSV) model.
For various fMSV models, Pitt and Shephard (1999) , Liesenfeld and Richard (2003) , and
Chib, Nardari and Shephard (2006) among others restricted the factor loading matrix B such
We consider an alternative specification.
There is no loss in generality in assuming B in (1) 
where
where Σ ϕζ = B Σ u A. Since A B = O, the equations (4) and (5) can be considered as the 'orthogonal decomposition' of the fMSV model (1)-(3).
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There are two merits in using the orthogonal decomposition. The first one is that we can define leverage effect from return vector to future volatilities and co-volatilities by considering a relationship between ϕ t and future values of Ω t . We will consider the asymmetric effects in the next subsection. The second merit is that we can obtain consistent estimators of ϕ t and Ω t by the approach which will be explained late. For these reasons, we will consider modeling, estimation and forecasting of {Ω t } rather than {Ω † t } for the purpose of forecasting future values of {Σ t }.
Asymmetric Effects on Factor Covariance
We specify asymmetric effects from the current returns, y t , to the one-step-ahead volatilities and co-volatilities, Σ t+1 , via the covariance of the common factors, Ω t+1 . For this purpose, we work with k-vector,
By definition, we have E(z t |Ω t ) = 0 and Var(z t |Ω t ) = I k , and thus E(z t |Ω t ) = 0 and V (z t |Ω t ) =
The two popular approaches for introducing asymmetry for volatility dynamics are employing threshold function, as in the GJR model of Glosten, Jagannathan and Runkle (1992) , and working with an absolute value function, as in the specification of Nelson (1991) . Kroner and Ng (1998) developed a multivariate extension of the GJR model, while Kawakatsu (2006) suggested an extension for the EGARCH model. Unlike these approaches, we consider the second order Hermit polynomial for the error term. Hansen, Huang and Shek (2012) suggested this approach for a univariate model. In this case, we have
Noting that E(z 2 it ) = 1, we also have
we assume that each element of z t has zero mean and unite variance. Hence, if λ 1i is negative, the model describes the leverage effect. On the other hand, λ 2i is expected to be positive, as in the conventional GARCH families. We will use the vector specification, λ t = (λ 1t , . . . , λ kt ) , especially when we consider asymmetric effects on the diagonal elements of Ω t+1 . Now we suggest the following multivariate extension of the above approach:
Noting that E(z t z t ) = I k , it is straightforward to show that E(Λ t ) = O and that each element has finite variance. For the leverage effects, λ ii,1 < 0 and λ ii,2 > 0. For the purpose of considering a positive semi-definite matrix of the multivariate asymmetric effects, we modify (8) as
where γ is k-vector of parameters with γ i > 0, and Λ † is a k dimensional positive (semi-)definite matrix.
We may accommodate the asymmetric effects to the fMSV models, by introducing the error vector, λ t , the error matrix, Λ t and/or the positive semi-definite matrix, Λ † t . We will develop the new fMSV models in Section 3.
We can examine news impacts from an asset return to its future volatility, following the works of Engle and Ng (1993) , Yu (2005) , Asai and McAleer (2009b) , Caporin and McAleer (2011) and Chen and Ghysels (2010) . Engle and Ng (1993) developed the news impact curve (NIC), which is a useful tool for measuring the effects of news on the conditional variances. They showed, graphically, the asymmetric reactions of the conditional variances to positive and negative shocks of equal magnitude for the GJR model of Glosten et al. (1992) and the EGARCH model of Nelson (1991) . Regarding multivariate conditional volatility models, Caporin and McAleer (2011) developed news impact surfaces specifically for their dynamic asymmetric multivariate GARCH.
In the framework of univariate SV models, Yu (2005) developed the news impact function for evaluating the effects of news on the log-volatilities as an adaptation of the NIC. Asai and McAleer (2009b) extended it to apply volatilities and log-volatilities for MSV with leverage models. When realized volatility is available, we can estimate the NIC using the MIDAS (mixed data sampling) regressions, as suggested by Chen and Ghysels (2010).
Since we accommodate factors which reduce the number of parameters, we need to check whether or not the fMSV model with asymmetric effects can approximate true NICs. We may define the news impact surface for the fMSV model as
where y is an m-vector andΩ = E(Ω t ). By definition, we can examine news impact from one asset return not only to its own future volatility byt also to future volatilities of remaining assets.
We will give illustrative examples in empirical analysis.
Long Memory for Covariance structure
For long-range dependences in financial volatility, Baillie, Bollerslev and Mikkelsen (1996) developed the fractionally-integrated GARCH model, while Bollerslev and Mikkelsen (1996) suggested the fractionally-integrated EGARCH model. In addition to GARCH specifications, Breidt et al. (1998) , Harvey (1998) , Pérez and Ruiz (2001) , So (2002) and So and Kwok (2006) studied a long-memory stochastic volatility model.
Let L be the lag operator. For any k-dimensional symmetric matrix process X t , we define a
We do not consider negative values of d ij , as the empirical evidences of the fractional integration are found in the positive region in financial time series. For any process of k-vector x t , we also 
respectively. In addition to daily effect, X t−1 , we can consider weekly and monthly effects as X t−1,t−5 and X t−1,t−22 , respectively.
Estimation of Factor Covariance
Consider a consistent estimator of Σ t , which is a realized covariance matrix, and we denote it aŝ Σ t . By using the sequence of realized covariance matrix, Tao et al. (2011) developed a technique to estimate the factor covariance matrix, Ω t . We will shortly explain the approach. Definē
Recalling that A B = O, we obtain A Σ t = A Σ u from equation (3). Hence, we obtain that Regarding the consistent estimator,Σ t , let
Then we obtain the estimatorB using the k orthonormal eigenvectors ofĈ, corresponding to the k largest eigenvalues, as its columns. Consequently, we obtain the estimated factor and its estimated covariance matrix aŝ
respectively. We can also estimate Σ ζζ byΣ ζζ =Â ΣÂ . Tao et al. (2011) showed the consistency ofB andΩ t for fixed k, under several kinds of realized covariance matrices developed by Barndorff-Nielsen et al. (2008 , 2011 ), Christensen, Kinnebrock, and Podolskij (2010 , Griffin and Oomen (2011), Hautsch, Kyj, and Oomen (2012) , Wong and Zou (2010) and Zhang (2011) . It is straightforward to show the consistency ofφ t andΣ ζζ by applying the framework of Tao et al.
(2011).
Once we obtained the estimates of the common factors,φ t , and covariance matrix of common factors,Ω t , we can estimate alternative models for the covariance matrix of the common factors.
Specifications of Factor Covariance
We will extend five kinds of models for the covariance matrix, in order to accommodating asymmetry and long memory on the factor covariance matrix, Ω t .
Dynamic Correlation fMSV Models
As in Engle (2002), we start from the decomposition of the covariance matrix,
where V t is the diagonal matrix of volatilities of the vector of common factors, defined by We use the dynamic correlation MSV (DC MSV) model of Asai and McAleer (2009a) , in order 13 to specify the process of (Q t , h t ) as
where δ (δ > k − 1) and α (|α| < 1) are scalars,R and Σ η are k dimensional positive definite matrices, μ is k-vector of parameters, Φ 1 is k dimensional diagonal matrix defined by Φ = diag(φ 1 , . . . , φ k ), and W (S, p) denotes the Wishart distribution with the scale matrix S and the degrees-of-freedom parameter p. Here, we define (P −1 t ) α/2 by the spectral decomposition. We impose restrictions that the diagonal elements ofR are ones, and that Q t =V R tV , wherē
Now we introduce the following general model for Q t , accommodating asymmetry and long memory.
where α d , α w and α m are scalar parameters, w (0 < w ≤ 1) is a scalar weight parameter, P t−1,t−5 and P t−1,t−22 are weekly and monthly averages defined by (12), and Λ t is the positive semi-definite matrix defined by equation (9) such that the (i,j)th elements of Λ † is 1 (1+γ i )(1+γ j ) . While P t−1,t−5
and P t−1,t−22 produce longer memory than the single P t−1 , Λ t yields asymmetric effects on the correlation dynamics.
Regarding the vector of log-volatilities, h t , a general model is given by
where D k (L) is the fractional difference operator defined by equation (11), λ t is vector of asymmetric function defined by equation (7). We set Φ(L)
The competing heterogeneous VAR specification is given by
where Φ d , Φ w and Φ m are diagonal matrices.
It is convenient to have acronyms for the various fMSV-DC models: (i) fMSV-DC means the basic model defined by equations (14)- (16); (ii) fMSV-DC-cAvA stands for the fMSV-DC model with asymmetric effects on correlation and volatility dynamics, defined by equations (14), (17) and (18) (14), (17) and (18) (14), (17) and ( (14), (17) and (19).
We can estimate the fMSV-DC model (14), (17) and (18) Philipov and Glickman (2006a,b) , Golosnoy, Gribisch and Liesenfeld (2012) and Asai and So (2013) assume that the covariance matrix follows a Wishart distribution (or an inverse Wishart distribution) with parameters that depend on the past covariance matrix. For the case of Wishart distribution, we can introduce a disturbance matrix for the covariance matrix of ϕ t as
Wishart Disturbance Models for fMSV
where H t is a k dimensional positive definite matrix, determined by the information up to t−1. By the property of the Wishart distribution, E(Ξ t ) = I k and thus E(
Analogous to the BEKK model of Engle and Kroner (1995) and the diagonal MGARCH model of Ding and Engle (2001), we consider the following two specifications
where W and Ω * are k dimensional positive definite matrices of parameters, G and K are k × k matrices, ι is a k-vector of ones, and F * and G * are k dimensional positive (semi-)definite matrices.
By putting E(Ω t ) = E(H t ) in equation (22), we have Ω * = E(Ω t ), which is the unconditional expectation of Ω t . The equations (21) and (22) have the same parsimonious specification, which is obtained by setting
namely,
where g and k are k-vector of parameters.
We will work with the Wishart disturbance model (20) and (23) in our analysis. We will call the model as the 'conditional autoregressive Wishart fMSV' (fMSV-CAW) model, following Golosnoy, Gribisch and Liesenfeld (2012) .
The general specification for the fMSV-CAW model is given by equation (20) and
where Ω t−1,t−5 and Ω t−1,t−22 are weekly and monthly averages defined by (12), Λ † t is asymmetric matrix function defined by (9),
The acronyms for the various fMSV-CAW models is as follows: (i) fMSV-CAW means the basic fMSV-CAW model, defined by equations (20) and (23); (ii) fMSV-CAW-A means the fMSV-CAW model with asymmetric effects, defined by equations (20) and (24) When Ω t is available, we can estimate these models by minimizing the log-likelihood function based on the Wishart distribution.
Wishart Autoregressive fMSV Models
Gourieroux, Jasiak and Sufana (2009) employed non-central Wishart distribution to define autoregressive property of a process of covariance matrices. They defined the model by the conditional moment generating function, which is
where G, W and ν are the same as in equations (20) and (21), and Υ is a k × k symmetric matrix which satisfies ||W 1/2 ΥW 1/2 || < 1. By Proposition 2 of Gourieroux, Jasiak and Sufana (2009), we can write
where N t is a heteroskedastic error term with conditional mean zero. The conditional mean of (26) is similar to the specification in (21), but the approach of introducing error term is different.
As argued in Laurent, Rombouts, and Violante (2012) variance targeting estimation is useful when forecasting conditional covariance matrices. In this case, we may replace νW with
The general specification of the fMSV-WAR model is given by
where parameters are the same as fMSV-CAW models. Note that the fMSV-WAR models has no past conditional covariance matrix unlike the fMSV-CAW, by construction. The acronyms for the various fMSV-WAR models is as follows: (i) fMSV-WAR means the basic fMSV-WAR model, defined by equation (26) Rather than conducting ML estimation via non-central Wishart distribution, Gourieroux, Jasiak and Sufana (2009) suggest to estimate via method of moments with first two moments. We will follow the latter approach.
Matrix-Exponential fMSV Models
Chiu, Leonard and Tsui (1996) suggested to use matrix-exponential transformation in order to guarantee the positive definiteness of covariance matrix, and Kawakatsu (2006) Following Ishihara, Omori and Asai (2012), we consider the following matrix-exponential fMSV (ME-fMSV) model.
where ξ t = vech(E t ) ∼ N (0, Σ ξ ), Θ t are k×k symmetric matrices, M and Ψ 1 is the k dimensional symmetric matrix of parameters, E t are k dimensional symmetric matrix of disturbance, and Σ ξ is the k(k + 1)/2 dimensional positive definite matrix.
The matrix-exponential fMSV model with asymmetry and long-memory is given by equation (28) and
where Ψ(L) = ιι − Ψ 1 L, the asymmetric error matrix Λ t is defined by (8), and the matrix of fractional difference operator D(L) is defined by (11). Instead of long-memory, we can incorporate heterogeneous-time effect into the fMSV model as, Chiriac and Voev (2011) applied the Cholesky decomposition for modeling realized covariances.
Cholesky fMSV Models
For the covariance matrix of ϕ t , we consider the Cholesky decomposition of Ω t as
where L t are lower triangular matrices. Define a t = vech(L t ). Then we can consider VAR model for a t as,
where μ c is the k(k + 1)/2 vector of parameters, Φ c is the k(k + 1)/2 dimensional diagonal matrix, and ξ t is the k(k + 1)/2 vector of error terms. 
Analogous to the fMSV-EXP models, we can develop fMSV-CH, fMSV-CH-A,fMSV-CH-L, fMSV-CH-AL, fMSV-CH-H, and fMSV-CH-AH
Empirical Analysis
Data and Preliminary Analysis
We examine forecasting performances of five classes of fMSV models using daily realized covariance (2010) is robust to microstructure noise, and we can use the estimator for estimating factor covariances as proposed by Tao et al. (2011) . As suggested by Bickel and Levina (2008a,b) , Johnstone and Lu (2009) We will use latter 1500 observations for forecasting analysis later in this section. Figure 1 shows the estimated volatilities for the period of forecasting. Figure 1 indicates that volatilities are high in the period of turbulence caused by the GFC. Figure 2 presents some of estimated correlation dynamics. We chose ten series which have stronger correlations than remaining eleven series. Because of the threshold explained above, correlation coefficients often take zero when they are close to zero. An interesting feature is that the correlation dynamics of (AA-BAC), (AXP-BAC), (GE-BAC), (IBM-BAC) fluctuate around zero just after the bankruptcy of Lehman Brothers, then they show stronger correlation on average. One year after the bankruptcy of Lehman Brothers, these four series shows week correlations around zero. On the contrary, other 6 correlation processes show strong connection for the whole period for forecasting.
As a preliminary analysis with former T = 2400 observations, Table 2 gives the contribution rates of eigenvalues ofĈ, defined by equation (13). As reported in Sugiyama and Tong (1976) and Sheena (2013) , the estimator of contribution rates are suffered from bias in finite sample, and hence Table 2 also gives the modified estimator of Sheena (2013) . In this case, there are no major differences in these two estimators of contribution rates. The cumulative percentage of the eigenvalues up to the first 4 components is 89 percent, while it is 95% for the 5 components. For this reason, we will employ 4 and 5 factors in our empirical analysis.
We also estimated the news impact surface based on the estimates from the fMSV-CAW-A model, using the former periods from 1997 to 2006. Figure 3 gives NICs the NIC from y i,t to σ
for i, j = AA, AXP, BAC, after removing the effects from other assets. For convenience, the news impact is scaled by the mean of realized volatility for each series. While the NIC from each asset to its own future volatility shows asymmetric effects, the news impacts for other volatilities are negligible. Regarding BAC, the positive relation between current return and future volatility reflects the rapid growth for the years from 2000 to 2006.
Benchmark Models
For the benchmark models, we employ two kinds of dynamic conditional correlation (DCC) models; one is the asymmetric DCC (ADCC) model suggested by Cappiello, Engle and Sheppard (2006) , while the other is the fractionally integrated matrix-exponential DCC (FIEDCC) model of Asai and So (2014) . While ADCC model is popular and it captures the asymmetric effects in dynamic correlations, the FIEDCC model accommodates the long-memory and asymmetry in the dynamic 23 correlation process.
We consider the conventional specification of dynamic correlation model as
where m t = E(y t | t−1 ) are the conditional mean of y t , v t = (v 1t , . . . , v mt ) are the vector of conditional volatilities, and Q t are m dimensional positive definite matrices which determine the process of conditional correlations. We also use the standardization defined by z t = V −1/2 t (y t − m t ), which produces E(z t z t | t−1 ) = P t . We may simply assume that m t = 0.
Our ADCC model is given by equation (34) and
where ω, δ, η and ξ are vectors of parameters, a, b and g are scalar parameters, z
is an indicator function which takes the value of 1 if the argument is true and 0 otherwise,
. We work with the GJR model for the volatility process due to its status as one of popular asymmetric models in the ARCH family. As proposed by Cappiello, Engle and Sheppard (2006), we replaceP andN by the sample covariance matrices.
The second model is the FIEDCC model given by equation (34) and
where d c and d v i are scalar parameters of fractional difference, α and φ i are AR(1) coefficients, λ 1i , λ 2i , λ 1 and λ 2 are scalar parameters for error terms which accommodate asymmetric effects,
As suggested by Asai and So (2014) , we specify M = Log(P ) and replaceP by the sample covariance matrix.
We employ these two DCC models as the benchmarks for the empirical analysis.
Results
We set T = 2400 for estimating alternative forecasting models, focusing on predict horizons of h = {1, 5, 10} days. We denote the h-step ahead forecast of Σ t asΣ f t+h . We re-estimate every model fixing sample size as T = 2400, and obtain new forecasts based on updated parameters.
In our forecasting analysis, we use three out-of-sample windows, taking account for the effects of We useΣ t+h as a proxy for the unobservable Σ t+h , and define forecast error matrix as
whereΣ f t+h is the h-step-ahead forecast of Σ t . Following Chiriac and Voev (2011) and Golosnoy, Gribisch, and Liesenfeld (2012) , we compare the seven models' out-of-sample forecast root-meansquared error (RMSE) based on the Frobenius norm of the forecast error, which is defined by
where T h is the number of forecast periods. Especially, T 1 = 500, T 5 = 496 and T 10 = 491. Table 3 shows the results for forecasting performances. For 5-and 10-step-ahead forecasts, the statistic is standardized by adjusting by the number of steps to make the results comparable.
Among the benchmark DCC models, the FIEDCC model always performs better than the ADCC model. However, all the factor MSV models performs better than the FIEDCC model.
Before examining the results of out-of-sample forecasts, we compare the results of in-sample forecasts for T = 2400 observations, presented by Regarding the out-of-sample forecasts, Table 3 implies three general results. First of all, the results obviously depend on the time periods, 'before', 'during' and 'after' the GFC, rather than the length of forecasting horizons. Compare to the RMSEs before the GFC, those for the period during the GFC is about 1.2 times, while those for the period after GFC is less than the half.
The sizes of volatilities in Figure 1 support the results. Secondly, Table 3 indicate that there are no major differences between 4 and 5 factor models, showing the success of approximating via factors. Thirdly, accommodating asymmetric effects generally improves the RMSE of 1-day-ahead forecasts. We may improve the results by introducing asymmetric effects for heterogeneous time horizons, as in Chen and Ghysels (2010) and Asai (2013) .
The best forecasting model depends on the time period and forecasting horizons. However, the CH-L and CH-AL models have relatively small RMSEs for all cases, supporting the results of Chiriac and Voev (2011) . Although the simple WAR and WAR-A shows the best performance during the GFC, the CH-L and CH-AL models competitive results. In addition to these models, the DC-cAH-vAL, EXP-L and EXP-AL models often give the competitive results. We should note the similarity of the structure of CAW-type and WAR-type models, and differences of the forecasting performances brought by the differences of estimation procedures. Minimizing the difference of first moment in WAR-type models has an advantage on the above F N h .
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Conclusion
In this paper, we developed an approach for modeling asymmetry and long memory on the factor MSV (fMSV) model, using its alternative representation. Based on the approach, we extended DC, CAW, WAR, matrix-exponential MSV and Cholesky MSV model for specifying the covariance matrix of common factors. In forecasting application with seven stocks traded at the New York Stock Exchange, we show that the new fMSV models performs than the asymmetric DCC and fractionally-integrated matrix-exponential DCC models. Among the new fMSV models, the Cholesky fMSV model with long memory and asymmetry is the best model, since it has smallest RMSEs (or competitive results), and since it is robust to forecasting horizons and the periods before, during and after the GFC.
Our new factor approach for asymmetric effects and long memory opens to many interesting research directions. We may include not only daily asymmetric effects but also weekly and monthly effects, as in Chen and Ghysels (2010) and Asai (2013) . We neglected the jumps and the impact of macroeconomic variables on future volatility and co-volatility. For these issues, we need to wait further researches on co-jumps and parsimonious specifications for macroeconomic variables. Note: The number of observations for each series is 3900. Note: 'B-GFC', 'D-GFC' and 'A-GFC' stand for 'Before GFC', 'During GFC' and 'After GFC'. For 5-and 10-step-ahead forecasts, the statistic is standardized by adjusting by the number of steps to make the results comparable. 
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