The use of global optimization (GO) techniques in few-body systems is discussed. Their usefulness is demonstrated by applying them to solve the two-body bound state problem by casting the wave function as an artificial neural network (ANN) as well as by employing them to locate zeros of the Jost function in the complex k-plane corresponding to bound and resonance states.
INTRODUCTION
Optimization techniques have been extensively used in a variety of physical problems in Many-Body systems such as the construction of optical potentials, phase shift analyses, variational calculations, neural network training, etc. In the field of Few-Body systems however, their use is rather limited although there are cases where the method could be very useful. A subtle feature is that when the original problem is transformed to an optimization one, the resulting objective function possesses a host of local minima. From these minima only a few may correspond to physically acceptable solutions, hence local optimization is inadequate and GO methods are required.
A typical example is the evaluation of the spectrum of a heavy three-molecular system using Faddeev-type methods where one has to evaluate the plethora of low lying states E ν , ν = 1, 2, · · · , N in a relatively small energy window ΔE. The spectrum is usually obtained using standard few-body methods based on finite element techniques the accuracy of which depends on the polynomial chosen, the distribution and density of the relevant grid points employed, and the handling of the resulting huge matrices. The calculations are often tedious and in certain cases problematic as the calculated spectrum depends on the total accuracy of solving the three-body equations and each individual evaluation of a spectral point, results in a binding energy that lies in an energy range where several other binding energies exist and therefore it is not readily clear for which ν the binding energy found corresponds. The problem becomes even more complex when one wants to construct or improve three-molecular forces under the constrain that these should reproduce the lowlying spectrum of the system. These forces should complement the highly realistic and well known interatomic interactions and a fine tuning to evaluate the parameters of the three-body force so that the low lying states are simultaneously reproduced is desirable. In such cases the use of a GO is necessary.
Yet another characteristic example is the location of the zeros of the Jost function It should be noted that minimizing a multidimensional function entails a lot of inherent difficulties. There is not a single method that can tackle all problems in a satisfactory way and one needs a strategy, combining different methods, to efficiently handle a wide spectrum of problems. MERLIN is an integrated environment designed to solve optimization problems [1] . It is devised to be easy-to-use, and implemented so as to be portable among different platforms. The GO method used [2] , is of stochastic nature and attempts to recover all the local minima of an objective function inside a rectangular domain 1 .
APPLICATIONS

Binding Energies with Neural Networks
There is a plethora of methods to solve the two-body Schrödinger equation
Some of the methods are based on techniques that use an expansion of the wave function Φ (η, k, r) in terms of polynomials, such as the piecewise Hermite and B-splines polynomials, the Chebyshev polynomials, etc., and thus these methods can be readily extended to multidimensional cases as well. The expansion parameters appear in a linear way and therefore one has to use a large number of terms to achieve high accuracy and this, in turn, necessitates the handling of huge matrices when one goes beyond the single-variable two-body problem.
In our approach we employ, following [3] , ANNs to achieve a more economical representation of the solution. However the resulting problem is non-linear, and therefore the use of sophisticate optimization techniques is necessary. The ANN used is of the form
We demonstrate the method using the molecular potential
where the strengths are given in MeV and the distances in fm withh 2 /2m = 1/2 MeV fm 2 . In the absence of Coulomb forces (η = 0) we obtain, with N = 5, the energy eigenvaluesvalues 3.023634509 and 1.329872790 that differ in the 9th significant digit from those found in [5] .
Potential Resonances
To demonstrate the application of the GMM we apply it to locate potential resonances for central potentials V (r) with lim r→0 r 2 V (r) = 0 , lim r→∞ rV (r) = 0 . Following the formalism of [4, 5] and by considering the complex rotation
we may look for physical solution of (1) in the form
where H (±) are combinations of the regular and irregular Coulomb functions H (±) (η, z) ≡ F (η, z)∓iG (η, z) while the F (±) (k, z) obey the system of first order differential equations
The corresponding Jost function f (η, k) is then given by
The required boundary conditions for the solution of the system (5-6) are discussed in [4, 5] . We recall here the simple condition at origin
The search for zeros of the Jost function, f (k) ≡ f (a + ib) = 0 in the complex k-plane, as mentioned, is not an easy task. From the theory of scattering we have the following physical properties of f (k),
Thus, after complex rotation, and the solution of the system (5-6), we may extract f (k). The accurate solution of the differential equations is crucial in obtaining the f (k). For this we employed the differential equation solver of Shampine and Gordon [6] in which one may achieve an accuracy up to the machine's constant. Using the above potential and GO we obtain the results shown in table 1. The accuracy depends on the tolerance chosen for solving the differential equations to obtain the Jost function. We choose in the present case = 10 −8 while the rotation angle is chosen to be θ = 22 degrees. The results are then readily obtained within a minute or so on a Pentium-IV CPU running at 2.0 GHz. The time depends on the number of specified resonances to be found, the required accuracy and the available computer power. We must emphasize here that the angle θ should be greater than the angle ϕ that defines the position of the resonance k r = |k r | exp(−iϕ). In such a case the function Φ (η, k, x exp[iθ]) is square integrable. From this table we see that the reproduction of the bound states (upper two lines) and of the resonances is excellent. 
CONCLUSIONS
We have demonstrated that global optimization is a power tool which can be used to solve tough problems encountered in Few-Body systems. The available MERLIN and associated software in conjunction with the present day computing power are the ingredients that guarantee a successful use of GO in a variety of fields such as training of neurals, variational approaches, locating potential resonances, construction of two-and three-body forces and elsewhere.
