In this paper, we investigate the problem of robust stability for delayed neural network systems with time-varying delay. By means of Lyapunov-Krasovskii functional approach, integral inequality approach and linear matrix inequality (LMI) concept, some new stability conditions are derived for above systems. There are three main parts concerning our research results. The first result is to propose both delay-independent and delay-dependent criteria for guaranteeing the asymptotic stability of delayed neural network systems with constant parameters and discrete delay. The second result is to present several new delay-dependent criteria for testing the exponential stability of delayed neural network systems with time-varying delays.
Introduction
It is well known that neural networks have been extensively studied over the past few decades and have been successfully applied to many areas such as signal processing, static processing, pattern recognition, combinatorial optimization, and so on [2] . So, it is important to study the stability of neural networks. In biological and artificial neural networks, time delays often arise in the processing of information storage and transmission. Recently, a considerable number of sufficient conditions on the existence, uniqueness and global asymptotic stability of equilibrium point for neural networks with constant delays or time-varying delays were reported under some assumptions, for example, see [4, 5, 7, 9, 10, 12, 13, 14, 15] and references therein. In the design of delayed neural networks (DNNs), however, one is interested not only in the global asymptotic stability of the neural network, but also in some other performances. In particularly, it is often desirable that the neural network converges fast enough in order to achieve fast response [13] . It is well known that exponential stability gives a fast convergence rate to the equilibrium point. Therefore, some researchers studied the exponential stability analysis problem for time delay systems with constant delays or time-varying delays, and a great number of results on this topic have been given in the literature, for example, see [4, 8, 10, 11, 12, 13, 14, 15] and references therein. The literature [14] first uses the linear matrix inequality (LMI) technique to guarantee the global exponential stability of the DNNs with time-varying delays, but it has the restriction that the change rate of time-varying delay satisfies ( ) 1.
h t < In practical implementation of neural networks, uncertainties are inevitable in neural networks because of the existence of modelling errors and external disturbance. It is important to ensure the neural networks system is stable under these uncertainties. Both time delays and uncertainties can destroy the stability of neural networks in electronic implementation. Therefore, it is of great theoretical and practical importance to investigate the robust stability for delayed neural networks with uncertainties [12] .
Recently, a free-weighting matrix approach [4] has been employed to study the exponential stability problem for neural networks with a time-varying delay [5] .
However, as mentioned in [6] , some useful terms in the derivative of the Lyapunov functional were ignored in [5, 7, 15] . For example, the derivative of 0 ( ) ( ) was ignored, which may also lead to considerable conservativeness. On the other hand, if the free-weighting method introduces too many free-weighting matrices in the theoretical derivation, some of them sometimes have no effect on reducing the conservatism of the obtained results; on the contrary, they mathematically complicate the system analysis and consequently lead to a significant increase in the computational demand [9] . How to overcome the aforementioned disadvantages of the integral inequality approach is an important research topic in the delay-dependent related problem and also motivates the work of this paper on exponential stability analysis. Furthermore, the restriction of ( ) 1 h t < is released in the proposed scheme.
Motivated by the above discussions, the objective of this paper is to study the global exponential robust stability of the delayed neural network with time-varying delays. The proposed stability criteria in this paper are in terms of linear matrix inequalities (LMI), which are easy to check by recently developed algorithms solving
LMIs. Furthermore, examples with simulation are given to show that the proposed stability criteria are less conservative than some recently known ones in the literature.
Notation: Throughout this correspondence paper, T N stands for the transpose of the matrix , N N R denotes the n-dimensional Euclidean space, P >0 means that the matrix P is positive definite, I is an appropriately dimensioned identity matrix, ( diag …) denotes a block diagonal matrix.
Problem Formulations and Preliminaries
Consider continuous neural networks with time-varying delays can be described by the following state equations:
is the activation functions, ( ( ( ))) [ ( ( ( ))), ( ( ))),..., ( ( )))] , 
where I is an appropriately dimensioned identity matrix.
The time delay ( ) h t is a time varying differentiable function that satisfies
where h and d h are constants.
Throughout this paper, it is assumed that each of the activation functions ( 1, 2,..., ) j j n f = possess the following condition ( ) ( ) 0 , , 1, 2,..., ,
where ( 1, 2..., ) i i n k = are positive constants.
Next, the equilibrium point (1) is shifted to the origin through the transformation ( ) ( ) x t u t u * = − , then system (1) can be equivalently written as the following system ( ) ( ( )) ( ) ( ( )) ( ( )) ( ( )) ( ( ( ))),
It is obvious that the function ( )( 1, 2..., ) j j n g ⋅ = satisfies the following condition, ( ) 0 , (0) 0, 0, 1, 2,..., ,
which is equivalent to ( )( ( ) ) 0, (0) 0, 0, 1, 2,..., .
Now we are stating the following lemmas which will be more useful in the sequel.
Lemma 1 [8, 9] . For any semi-positive definite matrices 11 12 13 12 22 23 13 23 33 0,
the following integral inequality holds 33 ( ) 11 12 13 12 22 23 ( )
Secondary, we introduce the following Schur complement which is essential in the 6 proofs of our results.
depend on affine on , x is equivalent to
Finally, the following Lemma 3 will be used to handle the parametrical perturbation.
Lemma 3 [2]
.Given symmetric matrices Ω and , , E D of appropriate dimensions,
if and only if there exists some 0 > ε such
Firstly, we consider the nominal from system (8):
For the nominal system (14), we will give a stability condition by using an integral inequality approach as follows. (14) is exponentially stable if there exist symmetry positive-definite matrices 0, 0, 0, and   11  12  13   12  22  23   13 23 33
such that the following where   2  2  11  11  13  13  1  2   2  12  1  13  14  12  13  23  16   2  22  1  23  16  33  2 { , ,..., }, ( 2  34  2  36  44  22  23  23  11  13  13   2  2  45  12  13  23  55  22  23  23  66 , ,
Proof: Choose the following Lyapunov-Kravoskii functional candidate to be 
Then, taking the time derivative of ( ) V t with respect to t along the system (14)
h Ux t h h t t h t Qx t h t x t h t Wg x t h t g x x t Q U x t x t Wg x t t h Ux t h g e e x x t h t h x
is as follows: 
h t T t h t t h t t h t t T h T T t h t t h t t h t T T t h t t h s Rx s ds s Rx s ds x t hRx t s R x s ds s R x s ds
Similarly, we have ( )  33   11  13  13  12  13  23   13  23  22  23  23  12 ( ) ( )
The operator for term ( ) ( ) T t hRx t x is as follows:
hRx t x Cx t Ag x t Bg x t h t hR Cx t Ag x t Bg x t h t t RCx t t h RAg x t x hC x C t RBg x t h t x t h RCx t g x hC A x t h RAg x t x t h RBg x t h t g g A
A = − + + − − + + − = − − − − + + − )) ( ( ( ))) ( ) ( ( ( ))) ( ( )) ( ( ( ))) ( ( ( ))) (23) T T T T T T x
t h t h Rx t x t h t h RAg x t g g A A x t h t h RBg x t h t g A
Combining (18)-(25) yields 11  12  13  14   12  22  23   13  23  33  34   14  34  44  45 45 55 and   2  2  11  11  13  13   2  12  1  13  14  12  13  23   2  22 1 23 ( ) ( 
From Equation (14) and the Schur complement, it is easy to see that ( ) 0
Exponential robust stability analysis
Based on Theorem 1, we have the following result for uncertain neural networks with time-varying delay (8) . that the following LMIs are true  12  13  14  16  11   12  23  26  22   13  23  34  36  33   14  34  45 where   2  2  11  13  13  1  2  11   2  1  2  22  23  23  11  13  13  22 33 44 { , ,..., }, ( ), (15) .This proof can be completed in a similar formulation to Theorem 1 and Theorem 2.
Base on that, a convex optimization problem is formulated to find the bound on the allowable delay time h and exponential convergence rate α which maintains the recurrent neural network time delay with parameter uncertainties systems (8) .
Remark 1.
It is interesting to note that h and α appear linearly in (15) , (27) and (30).
Thus a generalized eigenvalue problem (GEVP) as defined in Boyd, et al. [1] can be formulated to solve the minimum acceptable1/ (or 1/ ) h α and therefore the maximum (or ) h α to maintain robust stability as judged by these conditions.
The lower bound of exponential convergence rate or the allowable time delay conditions can be determined by solving the following three optimization problems: If the change rate of time delay is equal to 0, i.e., ( ) , h t h = then the systems (14) reduces to the neural networks with constant delay and consequently, Theorem 1 reduces to the following Corollary 1.
The lower bound of exponential convergence rate or the allowable time delay conditions can be determined by solving the following two optimization problems: α It is useful in real-time optimal computation.
Numerical examples
This section provides four numerical examples to demonstrate the effectiveness of the presented criterion .
Example 1:
Consider the delayed neural network (14) as follows:
where 2 0 -1 0.5 -0.5 0.5 , , . 0 3.5 0.5 -1 0.5 0.5
The neuron activation functions are assumed to satisfy Assumption 1 with {1,1}. K diag = Solution: It is assumed that the upper bound h is fixed as 1. The exponential convergence rates for various d h 's obtained from Theorem 1 and those in [5, 12, 15] are listed in Table 1 . In the following Tables 1-2, "-" means that the results are not applicable to the corresponding cases, and "unknown d h " means that d h can be arbitrary values, even d h is very large or ( ) h t is not differentiable.
On the other hand, if the exponential convergence rate of α is fixed as 0.8, the upper bounds of h for various d h 's from Theorem 1 and those in [5, 12, 15] are listed in Table 2 .
From Table 1 , it is clear that when the delay is time-invariant, i.e., 0 d h = , the obtained result in Theorem 1 is much better than that in [15] . Furthermore, when the delay is time-varying, the theorem in [15] fails to obtain the allowable exponential convergence rate of the exponential stable neural network system, but Theorem 1 in this paper can also obtain the significant better results than that in [5, 12] , which guarantee the exponential stability of the neural networks. Moreover, when the exponential convergence rate of α is fixed as 0.8, the upper bounds of h for various d h 's derived by Theorem 1 are also better than those in [5, 12, 15] from 
The neuron activation functions are assumed to satisfy Assumption 1 with {0.4911, 0.9218, 0.6938}. K diag = Solution: It is assumed that the exponential convergence rate of α is fixed as zero.
The upper bounds of h for various d h 's from Theorem 1 and those in [5, 6, 7, 12] are listed in Table 3 . It is also clear that the obtained upper bounds of h in this correspondence paper are better than those in [5, 6, 7, 12] , which guarantee the asymptotic stability of neural networks. The reason is that our results do not ignore any useful negative terms in the derivative of Lyapunov-Krasovskii functional compared with [5, 7] , and our results also consider the relationship among , ( ), h h t and ( ) h h t − compared with [6, 12] .
Example 3: Consider the following uncertain delayed neural network:
( ) ( ) ( ( )) ( ( )) ( ( )) ( ( ( ))), For this case, it can be verified that the stability conditions in [11 ,14] are not applicable when 1.
d h ≥ This implies that for this example the stability condition in Theorem 2 in this paper is less conservative than those in [11, 14] .
Conclusion
In this paper, we have proposed some new delay dependent sufficient conditions for the global exponential robust stability analysis of a class of delayed neural networks with time-varying delays and parameter uncertainties. We have discussed the advantage of the assumption condition investigated in our paper over those in previous studies in the literature. Some global exponential stability criteria, which depend on time delay, are derived via the approach of the Lyapunov-Krasovskii functional. Four numerical examples demonstrate that the proposed method is an improvement over the existing ones. 
