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This paper concentrates on the quality management of a project by applying network
approaches and statistics methods. A large-scale project can be modeled as a project
network. This paper tries to schedule the duration of the project by applying the approaches
in network analysis in case the activity duration and the corresponding cost are both
arbitrary random variables with a probability distribution. Subject to the project time (the
deadline to complete the project) constraint and the budget constraint, this paper studies
how to schedule all activity durations of the project. Two algorithms are proposed to
generate all upper and lower duration vectors for the project. All feasible activity durations
are among such upper and lower duration vectors. Whenever any constraint is changed
during the project period, we can re-schedule the activity durations efficiently by applying
the proposed algorithm. Furthermore, we can evaluate the probability that the project will
be executed successfully, subject to the time and budget constraints. Such a probability is
an index for measuring the quality and feasibility of the project.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In the field of project management, program evaluation and review technique (PERT) and critical pathmethod (CPM) are
the most prominent procedures for managing a large-scale project [4]. The project can be modeled as a project network, a
graph with nodes and arrows, to portray the interrelationships among its activities. The project network can be represented
in AOA (activity on arrow) form or AON (activity on node) form. In AOA form, each node denotes an event of the project,
and in AON form, arrows denote the relationships between activities. Traditionally, assuming the probability distribution
of the activity duration (the time needed to complete the activity) is a beta distribution in advance, three estimates (most
likely estimate, most optimistic estimate and most pessimistic estimate) of activity duration are used [4,5]. Also, it is a very
important issue to re-schedule the activity durations soon if the time constraint or the budget constraint is changed during
execution of the project.
For convenience, we use the noun ‘‘duration’’ to denote the activity duration. Each activity has a duration and
corresponding cost attributes. In particular, this paper ismainly concernedwith studying the general casewhen the duration
is an arbitrary random integer variable with a probability distribution. For example, the duration may take values: 1, 5 or 6
days. Similarly, the corresponding cost can be treated as an arbitrary randomvariablewith the same probability distribution.
Subject to the project time (the time required to complete the project) constraint and budget (total activity cost) constraint,
we try to schedule all durations, i.e., to find all feasible duration vectors. However, the duration and its corresponding cost
have a strong negative relationship. The activity cost increases with shortening of the duration and the duration increases
if we decrease the activity cost. Two algorithms are proposed to enumerate all upper and lower duration vectors subject to
such constraints. The upper duration vector and the lower duration vector are both patterns of the durations. The feasible
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patterns of durations are among the upper duration vectors and the lower duration vectors. Whenever the time or the
budget constraint is changed in the project period, we can re-schedule the durations efficiently by applying the proposed
algorithms.
2. Nomenclature, notation and assumptions
2.1. Nomenclature and notation
Minimal path: aminimal path is a path from the source node (start event) to the sink node (end event) inwhich no proper
set is a path.
Duration: a duration is a period of time needed to complete a activity
n number of activities (arrows) of the project
ai activity i, i = 1, 2, . . . , n
xi the (current) duration of activity i, i.e., the time needed to complete activity i
ui number of possible values of xi
xij jth possible value of xi, j = 1, 2, . . . , ui
X (x1, x2, . . . , xn): duration vector
zi pseudo duration of activity i, i = 1, 2, . . . , n
Z (z1, z2, . . . , zn): pseudo duration vector
ci the (current) cost of activity i
cij jth possible value of ci, j = 1, 2, . . . , ui
C (c1, c2, . . . , cn): cost vector
di pseudo cost of activity i, i = 1, 2, . . . , n
D (d1, d2, . . . , dn): pseudo cost vector
m number of minimal paths
Pj jth minimal path, j = 1, 2, . . . ,m
T (X) project time under X (the least time needed to complete the project, i.e., T (X) = max1≤j≤m∑ai∈Pj xi)
B(X) total cost of the project under X
T required project time (the deadline to complete the project)
B budget of the project
ei (ei1, ei2, . . . , ein)with eii = 1 and 0 for others, i = 1, 2, . . . , n
X ≤ Y (x1, x2, . . . , xn) ≤ (y1, y2, . . . , yn): xi ≤ yi for i = 1, 2, . . . , n
X < Y (x1, x2, . . . , xn) < (y1, y2, . . . , yn): X ≤ Y and xi < yi for at least one i.
2.2. Assumptions
1. Duration xi is a random variable which takes possible values: xi1 < xi2 < · · · < xiui with a probability distribution, and
its corresponding cost ci takes values: ci1 > ci2 > · · · > ciui . In other words, cost ci is a random variable which takes
possible values: ci1 > ci2 > · · · > ciui with the same probability distribution.
2. Different durations are statistically independent.
3. Random durations
In this paper, we use the AOA form to represent the project network in which the duration of a dummy activity is set to
zero with probability 1. The project manager is required to complete the project within deadline T and within the budget B.
Subject to the project time constraint, the duration could possibly be shortened, that will cause increase of the activity cost.
In order to satisfy the budget constraint, the activity cost could possibly be reduced, but that will increase the duration. The
purpose of this paper is to find all feasible duration vectors X , subject to two such constraints, i.e., to generate all duration
vectors X such that T (X) ≤ T and B(X) ≤ B. For convenience, such a duration vector X is defined to satisfy the pattern
(T , B). However it is not always convenient to enumerate all feasible duration vectors since there will be very many for a
large-scale project. Hence we propose a concept about upper duration vectors and lower duration vectors for (T , B).
A duration vector X is defined to be an upper duration vector for (T , B) if X satisfies (T , B) and T (Y ) > T for each
duration vector Y with Y > X . That is, any duration vector which is larger than the upper duration vector cannot satisfy
(T , B). Similarly, X is defined to be a lower duration vector for (T , B) if X satisfies (T , B) and B(Y ) > B for each duration
vector Y such that Y < X . That is, any duration vector which is smaller than the lower duration vector will not satisfy (T , B).
In order to generate all upper and lower duration vectors for (T , B), we introduce the pseudo duration vector Z =
(z1, z2, . . . , zn) and pseudo cost vector D = (d1, d2, . . . , dn). Note that each zi has a value in {xi1, xi1 + 1, xi1 + 2, . . .} but xi
has a value in {xi1, xi2, . . . , xiui}. Similarly, di has a value in {ciui , ciui+1, ciui+2, . . .} but xi has a value in {ciui , ci(ui−1), . . . , ci1}.
The following Theorem plays the crucial role in generating all upper duration vectors for (T , B).
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Theorem 1. For each upper duration vector X for (T , B), there exists at least one pseudo duration vector Z with Z ≥ X such that
T (Z) = T and T (Z ′) > T for each pseudo duration vector Z ′ > Z.
Proof. Note that each activity on the critical path has slack time 0. (i) For the case where T (X) = T : If all activities
have slack time 0, then Z is taken as X . Otherwise, choose an arrow ap which is not on any critical path, and set Z1 =
X + (slack time of ap) · ep. Then T (Z1) = T and ap is on a critical path. Calculate the slack time of each activity under Z1.
Repeat the same procedure for other arrows that are not on the critical paths. This procedure will stop in a finite number
of steps, i.e., there exists an integer k such that Zk > Zk−1 > · · · > Z1 with T (Zk) = T and each minimal path under Zk is a
critical path. Hence, Z = (z1, z2, . . . , zn) can be taken as Zk and thus∑ai∈Pj zi = T for each Pj. (ii) If T (X) < T : Without loss
of generality, we assume T (X) = T − 1. Then there exists a minimal path Pj such that∑ai∈Pj xi = T − 1. Choose an arrow
aq ∈ Pj, set Z∗ = X + eq. Thus, T (Z∗) = T . Replace X by Z∗ in proof (i) above, and repeat the procedure of proof (i). This
completes the proof. 
Hence, we can first generate all pseudo duration vectors Z such that T (Z) = T and T (Z ′) > T for each pseudo duration
vector Z ′ > Z . For each Z , the proof of Theorem 1 indicates that
∑
ai∈Pj zi = T for each Pj. Then for each Z , find the largest
duration vector X such that X ≤ Z . Each X is thus a candidate for the upper duration vector of (T , B). Similarly, Theorem 2
plays a crucial role in generating all lower duration vectors for (T , B).
Theorem 2. If X is a lower duration vector for (T , B) and its corresponding cost vector is C = (c1, c2, . . . , cn), then there exists
at least one pseudo cost vector D = (d1, d2, . . . , dn) with D ≥ C such that d1 + d2 + · · · + dn = B.
Proof. (i) If c1+ c2+· · ·+ cn = B, then D is taken as C . (ii) Without loss of generality, we assume c1+ c2+· · ·+ cn = B−1.
Choose an ap with cp < cp1, set D = C + ep. Then d1 + d2 + · · · + dn = B. 
4. Algorithms
As in the approaches proposed by Lin [7,9,11,12] and Yeh [14], we assume all minimal paths are derived in advance. The
algorithm to generate all upper duration vectors for (T , B) is proposed in the following.
4.1. Algorithm I: Generate all upper duration vectors for (T, B)
Step 1. Find all pseudo duration vectors Z = (z1, z2, . . . , zn) satisfying constraints (1) and (2).∑
ai∈Pj
zi = T for j = 1, 2, . . . ,m (1)
zi ≥ xi1 for i = 1, 2, . . . , n. (2)
Step 2. For each Z , find the largest duration vector X = (x1, x2, . . . , xn) such that X ≤ Z as follows:
xi =
{
xip if xip ≤ zi < xi(p+1)
xiui if xiui ≤ zi, i = 1, 2, . . . , n. (3)
Step 3. For each X check whether its total cost B(X) exceeds the budget B. If yes, delete X . Suppose the remainder is
{X1, X2, . . . , Xw}.
Step 4. Remove those non-maximal ones from {X1, X2, . . . , Xw} to obtain the set of upper duration vectors for (T , B) as
follows.
(4.1) I = φ (I is the stack which stores the index of each non-maximal X after checking. Initially, I = φ.)
(4.2) FOR i = 1 TOw and i 6∈ I
(4.3) FOR j = i+ 1 TOw with j 6∈ I
(4.4) IF Xi ≥ Xj, I = I ∪ {i} and GOTO step (4.7) ELSEIF Xj > Xi, I = I ∪ {j}.
(4.5) j = j+ 1
(4.6) Xi is an upper duration vector for (T , B)
(4.7) i = i+ 1.
4.2. Algorithm II: Generate all lower duration vectors for (T, B)
Step 1. Find all pseudo cost vectors D = (d1, d2, . . . , dn) satisfying constraints (4) and (5).
d1 + d2 + · · · + dn = B (4)
di ≥ ciui for i = 1, 2, . . . , n. (5)
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Table 1
Data of duration and cost of Fig. 1
Activity Duration (weeks) Activity cost (US$)
a1 2 400
4 300
6 200
a2 3 350
4 250
5 150
a3 1 400
3 200
4 200
a4 2 350
4 250
6 150
a5 3 400
5 300
7 200
Fig. 1. A simple project network.
Step 2. For each D = (d1, d2, . . . , dn), find the largest cost vector C = (c1, c2, . . . , cn) such that C ≤ D as follows:
ci =
{
cip if ci(p−1) > di ≥ cip
ci1 if di ≥ ci1 , i = 1, 2, . . . , n. (6)
Step 3. Transform each C to the corresponding X = (x1, x2, . . . , xn) and check whether T (X) > T . If yes, delete X . Suppose
the remainder is {X1, X2, . . . , Xv}.
Step 4. Remove those non-minimal ones from {X1, X2, . . . , Xv}. The remainder is the set of lower duration vectors for (T , B).
5. A numerical example
A project composed of five activities is represented as a project network with five arrows and four nodes in Fig. 1. The
project manager is required to complete the project within 10 weeks and within the budget US$ 1400. The data of durations
and activity costs are listed in Table 1. It is known that there are three minimal paths; P1 = {a1, a2}, P2 = {a1, a3, a5} and
P3 = {a4, a5}. All upper duration vectors for (10, 1400) and lower duration vectors for (10, 1400) can be obtained by the
following procedure,
Algorithm 1. Step 1. Find all feasible solutions Z = (z1, z2, z3, z4, z5) of constraints (7) and (8).{z1 + z2 = 10
z1 + z3 + z5 = 10
z4 + z5 = 10
(7)
z1 ≥ 2, z2 ≥ 3, z3 ≥ 1, z4 ≥ 2, z5 ≥ 3. (8)
Step 2 to Step 4: The results are shown in Table 2. We obtain 5 upper duration vectors for (10, 2800): X1 =
(2, 5, 3, 4, 5), X2 = (2, 5, 4, 6, 3), X3 = (4, 5, 1, 4, 5), X4 = (4, 5, 3, 6, 3) and X5 = (6, 4, 1, 6, 3).
Algorithm 2. Step 1. Find all D = (d1, d2, d3, d4, d5) satisfying (9) and (10).
d1 + d2 + d3 + d4 + d5 = 1400 (9)
d1 ≥ 200, d2 ≥ 150, d3 ≥ 200, d4 ≥ 150, d5 ≥ 200. (10)
Step 2 to Step 4: We obtain nine lower duration vectors for (10, 1400): X1 = (6, 4, 1, 6, 3), X2 = (4, 5, 3, 4, 3), X3 =
(4, 5, 1, 6, 3), X4 = (4, 5, 1, 4, 5), X5 = (4, 4, 3, 6, 3), X6 = (2, 5, 4, 4, 3), X7 = (2, 5, 3, 6, 3), X8 = (2, 5, 3, 4, 5)
and X9 = (2, 4, 4, 6, 3).
2654 Y.-K. Lin / Computers and Mathematics with Applications 56 (2008) 2650–2655
Table 2
The results of Algorithm I for the numerical example
Pseudo duration vector Z (Step 1) Duration vector X (Step 2) B(X) (Step 3) Is an upper duration vector for (10, 1400)? (Step 4)
(2, 8, 1, 3, 7) (2, 5, 1, 2, 7) 1500a NO (B(X) > 1400)
(2, 8, 2, 4, 6) (2, 5, 1, 4, 5) 1500a NO (B(X) > 1400)
(2, 8, 3, 5, 5) (2, 5, 3, 4, 5) 1400 (X1) YES (X1)
(2, 8, 4, 6, 4) (2, 5, 4, 6, 3) 1300 (X2) NO (X2 ≤ X5)
(2, 8, 5, 7, 3) (2, 5, 4, 6, 3) 1300 (X3) NO (X3 ≤ X5)
(3, 7, 1, 4, 6) (2, 5, 1, 4, 5) 1500a NO (B(X) > 1400)
(3, 7, 2, 5, 5) (2, 5, 1, 4, 5) 1500a NO (B(X) > 1400)
(3, 7, 3, 6, 4) (2, 5, 3, 6, 3) 1400 (X4) NO (X4 ≤ X5)
(3, 7, 4, 7, 3) (2, 5, 4, 6, 3) 1300 (X5) YES (X2)
(4, 6, 1, 5, 5) (4, 5, 1, 4, 5) 1400 (X6) YES (X3)
(4, 6, 2, 6, 4) (4, 5, 1, 6, 3) 1400 (X7) NO (X7 ≤ X8)
(4, 6, 3, 7, 3) (4, 5, 3, 6, 3) 1300 (X8) YES (X4)
(5, 5, 1, 6, 4) (4, 5, 1, 6, 3) 1400 (X9) NO (X9 ≤ X8)
(5, 5, 2, 7, 3) (4, 5, 1, 6, 3) 1400 (X10) NO (X10 ≤ X8)
(6, 4, 1, 7, 3) (6, 4, 1, 6, 3) 1400 (X11) YES (X5)
a B(X) > 1400
Fig. 2. Relationships among upper duration vectors X1 to X5 for (10, 1400) and lower duration vectors X1 to X9 for (10, 1400).
Fig. 2 shows the relationships among all upper and lower duration vectors for (10, 1400). If the duration vector X is
scheduled to be (3, 5, 3, 6, 3), then there exists an upper duration vector X4 = (4, 5, 3, 6, 3) and a lower duration vector
X7 = (2, 5, 3, 6, 3) such that X4 > X > X7. In other words, (3, 5, 3, 6, 3) is a feasible duration vector subject to the project
time and budget constraints.
6. Discussion
By applying the network approaches, this article solves the scheduling problem in project management subject to the
project time and budget constraints. The duration is set to be an arbitrary random variable with a probability distribution.
Also, the corresponding cost is an arbitrary random variable with the same probability distribution.We propose the concept
of upper and lower duration vectors to dominate all feasible duration vectors. Hence, two algorithms in terms of minimal
paths are proposed to generate all upper and lower duration vectors, respectively. Minimal paths can be efficiently derived
from those algorithms of Al-Ghanim [2], Kobayashi and Yamamoto [6] and Shen [13]. The pseudo duration vectors and
pseudo cost vectors are the media to generate all upper and lower duration vectors for (T , B) in algorithms I and II,
respectively.
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In order to solve constraints (1) and (2), we can apply the implicit enumeration method (e.g., branch-and-bound or
backtracking) which is always denoted by a search tree composed of nodes and arcs. Choose any variable as the starting
variable and treat all equations in (1) and inequalities in (2) as constraints of the search tree. Repeat this procedure to find
all integer solutions of constraints (1) and (2). Constraints (4) and (5) may be solved in a similar way.
It seems that constraint (2) can be modified to be
xi1 ≤ zi ≤ xiui for i = 1, 2, . . . , n. (11)
The pseudo duration vectors Z stated in Theorem 1 are not guaranteed to satisfy zi ≤ xiui for i = 1, 2, . . . , n. However,
we will lose some upper duration vectors X for (T , B) if constraint (2) is replaced by (11). We can refer to the numerical
example in which each solution Z contradicts constraint (11), which is why constraint (2) only limits xi ≥ xi1. A similar
reasoning explains why constraint (5) only limits di ≥ ciui .
If the time constraint or the budget constraint is changed during the project period, we can re-schedule the durations
by applying the proposed algorithms as follows. First, for each finished activity, set both the duration and its corresponding
cost to be the actual values with probability 1. Then apply the proposed algorithm to obtain new feasible duration vectors.
Whenever the probability distribution of duration is given, the probability to complete the project within the project time
and within the budget can be easily computed by using state-space decomposition methods discussed by Alexopoulo [1],
Doulliez and Jamoulle [3], Lin [8,10] and Yeh [15,16] in terms of upper and lower duration vectors. Such a probability can be
treated as a performance index in project management. Future research can study the case where the duration is a discrete
random variable and takes real-number values, or the case where the duration is a continuous random variable.
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