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Abstract—We consider the problem of polar coding for trans-
mission over m-user multiple access channels. In the proposed
scheme, all users encode their messages using a polar encoder,
while a joint successive cancellation decoder is deployed at the
receiver. The encoding is done separately across the users and is
independent of the target achievable rate, in the sense that the
encoder core is the regular Arıkan’s polarization matrix. For the
code construction, the positions of information bits and frozen bits
for each of the users are decided jointly. This is done by treating
the whole polar transformation across all the m users as a single
polar transformation with a certain base code. We prove that the
covering radius of the dominant face of the uniform rate region is
upper bounded by r “ pm´1q
?
m
L
, where L represents the length
of the base code. We then prove that the proposed polar coding
scheme achieves the whole uniform rate region, with small enough
resolution characterized by r, by changing the decoding order
in the joint successive cancellation decoder. The encoding and
decoding complexities are OpN logNq, where N is the code block
length, and the asymptotic block error probability of Op2´N0.5´q
is guaranteed. Examples of achievable rates for the case of 3-user
multiple access channel are provided.
Index Terms—polar code, multiple access channel, uniform rate
region
I. INTRODUCTION
POLar codes were introduced by Arıkan in the seminal workof [1]. They are the first family of codes for the class
of binary-input symmetric discrete memoryless channels that
are provable to be capacity-achieving with low encoding and
decoding complexity. Construction of polar codes is based on
a phenomenon called the channel polarization. Arıkan proves
that as the block length goes to infinity the channels seen by
individual bits through a certain transformation called the polar
transformation start polarizing which means that they approach
either a noise-less channel or a pure-noise channel. In general,
the constructed polar codes, together with the low complex suc-
cessive cancellation decoder, achieve the symmetric capacity
of all binary-input memoryless channels, where the symmetric
capacity of a binary-input channel is the mutual information
between the input and output of the channel assuming that the
input distribution is uniform.
Polar codes and polarization phenomenon have been success-
fully applied to various problems such as wiretap channels [2],
data compression [3], [4] and multiple access channels [5], [6].
The notion of channel polarization has been extended to two
user multiple access channels (MAC) [5] and later to m-user
MAC [6], wherein a technique is described to polarize a given
binary-input MAC same as in Arıkan’s groundbreaking work of
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[1]. The authors convert multiple uses of this MAC into single
uses of extremal MACs and characterize the set of all extremal
MACs in the asymptotic sense.
The capacity region of multiple access channels is fully
characterized by Ahlswede [7] and Liao [8] for the case that the
sources transmit independent messages. However, in this paper,
we are only interested in the uniform rate region. For a mul-
tiple access channel, the uniform rate region is the achievable
region corresponding to the case that the input distributions are
uniform. The single user counterpart of uniform rate region is
indeed symmetric capacity. It has been shown that at least one
point on the dominant face of the uniform rate region can be
achieved by the polar code constructed based on MAC polar-
ization [5], [6]. But the problem of achieving the entire uniform
rate region for the general case ofm-user MAC remained open.
The core idea behind the approach of this paper, which
distinguishes it from the approach taken in the prior works
of [5], [6] can be explained as follows. It is well-known that
the corner points of the uniform rate region are achievable
with capacity-achieving single user codes. We observe that
the successive method of decoding transmitted messages of
different users at corner points follows the same logic as in
the successive cancellation decoder of polar codes. Therefore,
if polar encoders are deployed by the users, then the receiver
can implement a joint successive cancellation decoder in such
a way that all the messages are decoded in a unified manner.
It can be shown that any particular decoding order will result
in a certain achievable set of rates. Then in order to achieve
different rates, the idea is to shuffle not only the encoded
messages but also the encoded bits in different messages. The
decoding order will be determined a priori and will be known
at both the transmitters and the receiver. We show the direct
relation between the decoding order and the polarization base
code which guarantees the channel polarization. Furthermore,
we show how to change the decoding order to approach all the
points in the uniform rate region using the single user channel
polarization theorem.
In another related work, Arıkan proposed a scheme for the
Slepian-Wolf source coding problem, which is the dual of the
special case of two-user MAC, based on monotone chain rule
expansions and it is shown that the uniform rate region is
achievable with polar coding [9]. In [10], [11], we showed how
the polar coding with joint successive cancellation decoding
can be used to achieve the uniform rate region of two-user
multiple access channels, by regarding the MAC as one level
of polarization, along with methods to improve the finite length
performance. A method for improving the performance of two-
user MAC polar coding with list decoding has been described
in [12]. A straightforward generalization of these methods for
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2the m-user case provides achievability of the one-dimensional
edges of the dominant face region. However, the dominant
face of the uniform rate region is in general a polytope in
an m ´ 1-dimensional plane in the m-dimensional space and
the main question was whether one can approach all points
on the dominant face of the uniform rate region by changing
the decoding order, thereby establishing the achievability of the
entire region.
As opposed to the approaches taken in [9], [11], [12], we do
not limit ourselves to a certain set of polarization base codes.
In this paper, the set of all possible permutations are considered
for the decoding order, assuming that the decoding order within
the input bits of each user is preserved. Any polarization base
code of length L leads to an m-tuple rate, which is proved to be
achievable with polar coding. We further prove that the set of
these achievable m-tuple rates cover the entire dominant face
assuming m-dimensional balls of radius pm´1q
?
m
L centered
around them. This shows that all the points on the dominant face
of the uniform rate region can be approached as the code block
length and the length of polarization base codes grow large.
The rest of this paper is organized as follows. In Section II,
we review some background on polar codes and multiple access
channels. In Section III, the special case of 3-user MAC is
considered and the set of all achievable rates for base codes of
length 2 are derived for an example. In Section IV, we introduce
the general MAC polarization base codes and prove that their
corresponding achievable rates cover the entire dominant face
of the uniform rate region. In Section V, we discuss how general
MAC polar transformations can be built upon polarization base
codes and establish the channel polarization theory. We also
discuss the decoding method and provide comparison with prior
work on MAC polar coding. At the end, we conclude the paper
in Section VI.
II. PRELIMINARIES
A. Polar codes
In this subsection, we provide a brief overview of the ground-
breaking work of Arıkan [1] and others [13]–[15] on polar
codes and channel polarization.
Polar codes are constructed based upon a phenomenon called
channel polarization discovered by Arıkan [1]. The basic polar-
ization matrix is given as
G “
„
1 0
1 1

(1)
Consider two independent copies of a binary-input discrete
memoryless channel (B-DMC) W : t0, 1u Ñ Y . The two
input bits pu1, u2q, drawn from independent uniform distribu-
tions, are multiplied by G and then transmitted over the two
copies of W . One level of channel polarization is the mapping
pW,W q Ñ pW´,W`q, where W´ : t0, 1u Ñ Y 2, and
W` : t0, 1u Ñ t0, 1u ˆ Y 2 with the following channel
transformation
W gW py1, y2|u1q “ 1
2
ÿ
u2Pt0,1u
W py1|u1 ‘ u2qW py2|u2q,
W fW py1, y2, u1|u2q “ 1
2
W py1|u1 ‘ u2qW py2|u2q.
(2)
W gW and W fW are also denoted by W` and W´. The
bit-channelsW´ and W` are indeed the channels that u1 and
u2 observe assuming the following scenario: the first bit u1 is
decoded assuming u2 is noise, then u2 is decoded assuming that
u1 is decoded successfully and is known.
The channel polarization is continued recursively by further
splitting W´ and W` to get W´´, W´`, W`´, W`` etc.
This process can be explained best by means of Kronecker
powers of G. The Kronecker powers of G are defined by
induction. Let Gb1 “ G and for any n ą 1:
Gbpnq “
„
Gbpn´1q 0
Gbpn´1q Gbpn´1q

It can be observed that Gbpnq is a 2n ˆ 2n matrix. Let
N “ 2n. Then Gbn is the N ˆ N polarization matrix. Let
pU1, U2, . . . , UN q, denoted by UN1 , be a block of N indepen-
dent and uniform binary random variables. The polarization
matrix Gbn is applied to UN1 to get XN1 “ UN1 Gbn. Then
Xi’s are transmitted throughN independent copies of a binary-
input discrete memoryless channel (B-DMC) W . The output is
denoted by Y N1 . This transformation with input U
N
1 and output
Y N1 is called the polar transformation. In this transformation,
N independent uses of W is transformed into N bit-channels,
described next. Following the convention, random variables are
denoted by capital letters and their instances are denoted by
small letters. Let WN : X N Ñ Y N denote the channel
consisting of N independent copies of W i.e.
WNpyN1 |xN1 q def“
Nź
i“1
W pyi|xiq (3)
The combined channel ĂW is defined with transition probabili-
ties given by ĂW pyN1 |uN1 q def“ WN`yN1 ˇˇuN1 Gbn˘ (4)
For i “ 1, 2, . . . , N , the bit-channel W piqN is defined as follows:
W
piq
N
`
yN1 , u
i´1
1 |uiq def“
1
2n´1
ÿ
uNi`1Pt0,1un´i
ĂW´yN1 ˇˇuN1 ¯ (5)
Intuitively, this is the channel that bit ui observes through a
successive cancellation decoder, deployed at the output. Under
this decoding method, proposed by Arıkan for polar codes [1],
all the bits ui´11 are already decoded and are assumed to be
available at the time that ui is being decoded. The channel
polarization theorem states that as N goes to infinity, the bit-
channels start polarizing meaning that they either become a
noise-less channel or a pure-noise channel.
In order to measure how good a binary-input channel W is,
Arıkan uses the Bhattacharyya parameter of W , denoted by
ZpW q [1], defined as
ZpW q def“
ÿ
yPY
a
W py|0qW py|1q
It is easy to show that the Bhattacharyya parameter ZpW q is
always between 0 and 1. Channels with ZpW q close to zero are
almost noiseless, while channels with ZpW q close to one are
almost pure-noise channels. More precisely, it can be proved
3that the probability of error of a binary symmetric memoryless
channel (BSM) is upperbounded by its Bhattacharyya param-
eter. Let rN s denotes the set of positive integers less than or
equal to N . The set of good bit-channels GN pW,βq is defined
for any β ă 1{2 [13], [14]:
GN pW,βqdef“
!
i P rN s : ZpW piqN q ă 2´N
β{N
)
(6)
Then the channel polarization theorem is proved by showing
that the fraction of good bit-channels approaches the symmetric
capacity IpW q, asN goes to infinity [13]. This theorem readily
leads to a construction of capacity-achieving polar codes. The
idea is to transmit the information bits over the good bit-
channels while freezing the input to the other bit-channels to a
priori known values, say zeros. The decoder for this constructed
code is the successive cancellation decoder of Arıkan [1],
where it is further proved that the frame error probability under
successive cancellation decoding is upper bounded by the sum
of Bhattacharyya parameters of the selected good bit-channels,
which is 2´Nβ by the particular choice of good bit-channels in
(6).
B. Multiple access channel
Let W : X m Ñ Y be an m-user MAC, where X is the
binary alphabet and Y is the output alphabet. With slight abuse
of notation, the channel is described by the transition probabil-
ity W py|xr1s, xr2s, . . . , xrmsq for any xrjs P X , j P rms,
and y P Y . Namely, W py|xr1s, xr2s, . . . , xrmsq denote the
probability of receiving y given that xrjs is transmitted by the
j-th user user, for j P rms. For any J Ă rms, let xrJ s denote
the set txrjs : j P J u.
Let Xr1s, Xr2s, . . . , Xrms be independent and uniform bi-
nary random variables generated by users 1, 2, . . . ,m. Then the
uniform rate region of W , denoted by I pW q, is defined to be
the set of all m-tuples R “ pR1, R2, . . . , Rmq P Rm such that
0 ď
ÿ
jPJ
Rj ď IpXrJ s;Y,XrJ csq,@J Ď rms. (7)
The uniform rate region is the set of all achievable m-tuples
of rates assuming that the input distributions are uniform. Let
IpW q, which is also called the uniform sum-rate of W , be
defined as follows:
IpW q “ IpXr1s, Xr2s, . . . , Xrms;Y q
In general, in the context of this paper, any point R “
pR1, R2, . . . , Rmq P Rm is regarded as an m-tuple of rates and
hence the
ř
Rj , is referred to as the sum-rate of R.
The dominant face of the uniform rate region, denoted by
DpW q, is defined to be the set of points in I pW q, with the
maximum sum-rate IpW q i.e. the right inequality of (7) is
in fact equality for J “ rms. It can be observed that, the
achievability of the uniform rate region I pW q is equivalent
to the achievability of its dominant face DpW q. Therefore, our
focus throughout this paper is on the achievability of DpW q.
III. THE PROPOSED SCHEME FOR 3-USER MULTIPLE
ACCESS CHANNELS
In this section, we consider the special case of polar coding
for 3-user multiple access channels. Let W be a 3-user MAC
with transition probability W py|xr1s, xr2s, xr3sq. The uniform
rate region of W is in general a 3-dimensional polyhedron,
which is shown for an example, described later, in Figure 3,
where R1, R2 and R3 are rates of user 1, 2 and 3, respectively.
LetXr1s,Xr2s andXr3s be uniform and independent binary
random variables. Let I1, I2 and I3 be defined as follows:
I1 “ IpXr1s;Y q
I2 “ IpXr2s;Y,Xr1sq
I3 “ IpXr3s;Y,Xr1, 2sq
The dominant face DpW q is the hexagon whose vertices are
specified in Figure 1. These vertices are also called corner
points of the uniform rate region. For simplicity, it is as-
sumed that W is symmetric with respect to the inputs i.e.
W py|xr1s, xr2s, xr3sq remains the same if pxr1s, xr2s, xr3sq is
permuted.
Fig. 1: The dominant face DpW q
The corner points are achievable by separate polar coding.
For instance, in order to achieve the point pI1, I2, I3q, the
message of user 1 is decoded first. Then the message of user
2 is decoded assuming the user 1’s message is known. At the
end, the message of user 3 is decoded, assuming the first and
second messages are known. In this case, the scheme does not
depend on the underlying polar codes and any other capacity
achieving code will fit as well. We observed that the successive
method of decoding the messages follows the same rule as in
the successive cancellation decoding of polar codes. Therefore,
we propose the joint successive cancellation decoding for all
the users. The idea is to shuffle the decoding order of not only
the messages, but also the bits within each message. In order to
guarantee channel polarization, we let the decoding order for a
certain polarization base code to be arbitrarily chosen. Then the
recursive steps of channel polarization are applied on top of the
base code.
For the separate polar coding, the length of the base code
is 1, which is defined to be the length of the message for
each user. There are 3! “ 6 different base codes which result
4in the achievability of 6 corner points. The idea then is to
increase the length of the base code and achieve more and
more points. An example of a base code of length 2 is shown
in Figure 2. The decoding order of this base code is given by
px1r1s, x1r2s, x1r3s, x2r1s, x2r2s, x2r3sq. This decoding order
can be simply denoted by a permutation pi which permutes the
default vector px1r1s, x2r1s, x1r2s, x2r2s, u3r1s, u3r2sq. In this
case, pi “ p1, 4, 2, 5, 3, 6q. For polar coding with a general
block length N built upon this base code, the decoding order
is specified as follows. The successive cancellation decoding
decodes the first half of user 1’s message first, then the first half
of user 2’s message and then the first half of user 3’s message
followed by the second half of the messages of user 1, 2 and 3,
respectively.
Fig. 2: An example for a base code of length 2
In total, there are 6!2!2!2! “ 90 possible base codes of length
2. Notice that the base code has to keep the order within each
user’s message i.e. x1rjs has to appear before x2rjs in the
decoding order. We have derived all these achievable points for
an example. The system model assumes that the multiple access
channel W is a binary-additive Gaussian noise channel where
inputs xr1s, xr2s, xr3s P t0, 1u are modulated using BPSK (0 is
mapped to ´1 and 1 is mapped to `1) into xr1s, xr2s and xr3s,
respectively. The output of the channel is denoted by y, where
y “ xr1s ` xr2s ` xr3s ` N and N is the Gaussian noise of
unit variance N0. For this channel, the capacity region is same
as the uniform rate region and is given by the set of all possible
3-tuple rates pR1, R2, R3q that satisfy
R1, R2, R3 ď I3 “ 0.7215
R1 `R2, R1 `R3, R2 `R3 ď I3 ` I2 “ 1.1106
R1 `R2 `R3 ď I1 ` I2 ` I3 “ 1.3681
The uniform rate region along with all the 90 achievable
points on the dominant face with base codes of length 2 are
shown in Figure 3. We prove in the next section that by letting
the length of the base code to grow large, the achievable 3-tuple
rates of base codes cover the entire dominant face which will
then be used to establish the achievability of the capacity region
with polar coding.
IV. COVERING RADIUS OF THE DOMINANT FACE
Let W be a given m-user binary-input discrete multiple
access channel. Let also l ě 1 be a positive integer and
L “ 2l. For j “ 1, 2, . . . ,m, assume that UL1 rjs “
Fig. 3: The uniform rate region and the achievable points with
base codes of length 2
pU1rjs, U2rjs, . . . , ULrjsq is a vector of independent and uni-
formly distributed bits that is generated by the j-th user, in-
dependent of the other users. We also refer to UL1 rjs as the
input bits of the j-th user. Let also XL1 rjs “ UL1 rjsGbl.
For i “ 1, 2, . . . , L, the m-tuple pXir1s, Xir2s, . . . , Xirmsq
is transmitted through the i-th independent copy of W
and the output is denoted by Yi. There are several ways
to form an ordered sequence from the concatenated vector`
UL1 r1s, UL1 r2s, . . . , UL1 rms
˘
. For notational convenience, the
concatenated vector
`
UL1 r1s, UL1 r2s, . . . , UL1 rms
˘
is also de-
noted by DmL1 . In general, there areˆ
mL
L,L, ..., L
˙
“ pmLq!
L!m
permutations pi assuming that the order of UL1 rjs is preserved
through the permutation i.e. Uirjs appears in the permuted
sequence before Ukrjs, for any j and i ă k. Let PL denote
the set of all such permutations. The described MAC polar
transformation along with the choice of permutation pi P PL
represents a polarization base code of length L, on top of which
the recursive channel polarization is applied. This procedure
will be elaborated more in the next section. The permutation
pi will enforce the decoding order in the joint successive can-
cellation decoder and hence, is also referred to as the decoding
order.
The mutual information IpDmL1 ;Y L1 q can be expanded with
respect to the permutation pi using the chain rule as follows:
IpDmL1 ;Y L1 q “
mLÿ
i“1
I
`
Dpi´1piq;Y L1 , D
pi´1pi´1q
pi´1p1q
˘
Then for i “ 1, 2, . . . ,mL, let Ippiqi denote the i-th term in
the above expansion i.e.
I
ppiq
i
def“ I`Dpi´1piq;Y L1 , Dpi´1pi´1qpi´1p1q ˘ (8)
5Also, for j “ 1, 2, . . . ,m, let
R
ppiq
j
def“ 1
L
jLÿ
i“pj´1qL`1
I
ppiq
pipiq (9)
In fact, intuitively speaking,Rppiqj is the allocated capacity to the
j-th user. As we will see in the next section, them-tuple of rates
Rppiq “ pRppiq1 , Rppiq2 , . . . , Rppiqm q is achievable with polar coding
built upon the base code with permutation pi. But before that,
through the rest of this section, we characterize the covering
radius of the dominant face. The covering radius r, with respect
to the length of the base codes L, is formally defined as follows:
r
def“ max
QPDpW q
min
piPPL
›››Q´ Rppiq››› (10)
where }X} is the Euclidean norm of X in the m-dimensional
space Rm.
The following lemma is the result of (8) and (9).
Lemma 1: For any permutation pi, the sum-rate of Rppiq is
IpW q.
Remark. In fact a more general statement than Lemma 1 holds.
For any permutation pi, Rppiq is a point on the dominant face
DpW q. This will also follow as a result of the next section,
where we prove that these points are achievable by polar
coding.
For two users j1 and j2, we write j1 Ñ j2 if an input bit
of the user j1 appears right before an input bit of the user j2
through the permutation pi. More precisely, there exist i1 and i2
with pj1 ´ 1qL` 1 ď i1 ď j1L and pj2 ´ 1qL` 1 ď i2 ď j2L
such that pipi2q “ pipi1q ` 1. In that case, we also define the
new permutation pi1 from pi by swapping pipi1q and pipi2q i.e.
pi1pi2q “ pipi1q, pi1pi1q “ pipi2q and pi1piq “ pipiq for i ‰ i1, i2.
We say that pi1 is the transposition of pi with respect to j1 Ñ j2.
Notice that the transposition with respect to j1 Ñ j2 is not
necessarily unique, as there may be other input bits of the user
j1 that appear right before other input bits of the user j2. In that
case, we may choose one of them for the transposition.
Lemma 2: Let pi1 be the transposition of pi with respect to
j1 Ñ j2. Then we have
R
ppiq
j “ Rppi
1q
j for j ‰ j1, j2
and
0 ď Rppi1qj1 ´Rppiqj1 “ Rppiqj2 ´Rppi
1q
j2
ď 1
L
Proof: By definition, pi1 is the result of pi by swapping
pipi1q and pipi2q, where pipi2q “ pipi1q ` 1. Therefore, by
definition of Ippiqi in (8), I
ppiq
i “ Ipi
1
i for i ‰ i1, i2. This
implies that the values ofRpij do not change during the specified
transposition, for j ‰ j1, j2.
For the second part,
LpRppi1qj1 ´Rppiqj1 q “
řj1L
i“pj1´1qL`1 I
ppi1q
i
L
´
řjL
i“pj1´1qL`1 I
ppiq
i
L
“ I
ppi1q
i1
´ Ippiqi1
L
(11)
Also,
0 ď Ippiqi1 ď Ippi
1q
i1
ď 1 (12)
(11) and (12) together imply that
0 ď Rppi1qj1 ´Rppiqj1 ď
1
L
The other inequality also follows similarly or simply by observ-
ing that
ř
R
ppiq
j “
ř
R
ppi1q
j “ IpW q, by Lemma 1.
Fix an arbitrary point Q “ pQ1, Q2, . . . , Qmq on the domi-
nant face DpW q. For a given permutation pi, let AppiqQ Ă rms be
defined as follows:
AppiqQ def“
!
j P rms : Rppiqj ă Qj
)
(13)
Lemma 3: For any B Ă AppiqQ , at least one input bit from the
complement set Bc appears after some input bits of the set B
through the permutation pi.
Proof: Assume, to the contrary, that all input bits of the
users in the set Bc appear before all the input bits of the
users in the set B. This together with the chain rule of mutual
information and definition of Rppiqj in (9) imply thatÿ
jPB
R
ppiq
j “ IpUL1 rBs;Y,UL1 rBcsq. (14)
Notice that Q is a point included in I pW q. Therefore, using
(7) and (14) we getÿ
jPB
Qj ď IpUL1 rBs;Y L1 , UL1 rBcsq “
ÿ
jPB
R
ppiq
j
But since B Ă AppiqQ , for any j P B, Qj ą Rppiqj which is a
contradiction. This proves the lemma.
For two users j and j1, we say that j1 is reachable from j,
if there exists a sequence of users j1, j2, . . . , jt, with ji P rms,
such that j Ñ j0 Ñ j1 Ñ ¨ ¨ ¨ Ñ jt Ñ j1. This sequence is also
referred to as the path from j to j1. If such path exists, then one
can assume, without loss of generality, that j1, j2, . . . , jt are
distinct. Clearly, if j2 is reachable from j1 and j1 is reachable
from j, then j2 is reachable from j.
Corollary 4: For any j P AppiqQ , at least one element of the
complement set rms ´AppiqQ is reachable from j.
Proof: Let B be the set of all reachable users from j. Then
B is a closed set in the sense that no element in Bc is reachable
from any element of B. It implies that through the permutation
pi, all the input bits of B appear after all the input bits of Bc.
Then by Lemma 3, B is not a subset of AppiqQ which proves the
corollary.
Now that we have established the necessary notations and
derived desired properties of the m-tuple rates of the base
codes, we turn to state the main theorem of this section as
follows:
Theorem 5: Given a point Q P DpW q, there exists a permu-
tation pi P PL such that for any index j P rms, we have
|Qj ´Rppiqj | ď
m´ 1
L
Proof: Let pi to be the permutation such that the Euclidean
distance
››Rppiq ´Q›› is minimum among all the permutations
in PL i.e. for any other permutation pi1:›››Rppiq ´Q››› ď ›››Rppi1q ´Q››› .
6Consider AppiqQ , defined as in (13). If AppiqQ is empty, then it
implies that for any j P rms, Qj ď Rppiqj . But both Rppiq and
Q have the same sum-rate i.e.ÿ
jPrms
R
ppiq
j “
ÿ
jPrms
Qj “ IpW q.
Therefore, Q “ Rppiq and the lemma is proved. In the case
that AppiqQ is non-empty, let j1 be an arbitrary element of AppiqQ .
By Corollary 4, there is a path j1 Ñ j2 Ñ ¨ ¨ ¨ Ñ jt with
ji P AppiqQ , for i “ 2, . . . , t ´ 1, and jt R AppiqQ . Without loss
of generality, we can assume that ji’s are distinct and hence
t ď m. For notational convenience, let’s re-label the users so
that the user ji is labeled with i for i P rts.
Define the sequence of real numbers taiuti“1, where ai “
Qi´Rppiqi . We claim that ai´1´ ai ď 1L . The claim will imply
that a1 ´ at ď t´1L and since at is not a positive number, as
t R AppiqQ , we will have
a1 “ Q1 ´Rppiq1 ď a1 ´ at ď
t´ 1
L
ď m´ 1
L
By symmetry, the same set of arguments can be applied to the
set rms ´ AppiqQ , where one can prove that Rppiqj ´ Qj ď m´1L ,
for j P rms ´ AppiqQ . This will complete the proof of theorem.
What remains is to prove the claim for the sequence taiuti“1.
For i “ 2, 3, . . . , t, let the permutation pii be the transposition
of pi with respect to i´ 1Ñ i. By Lemma 2, we have
0 ď Rppiiqi´1 ´Rppiqi´1 “ Rppiqi ´Rppiiqi ď
1
L
(15)
R
ppiq
j “ Rppiiqj for j ‰ i´ 1, i (16)
On the other hand, by the choice of pi, we know that›››Rppiq ´Q››› ď ›››Rppiiq ´Q››› (17)
(16) and (17) together imply that
pQi´1 ´Rppiqi´1q2 ` pQi ´Rppiqi q2
ď pQi´1 ´Rppiiqi´1 q2 ` pQi ´Rppiiqi q2
(18)
Let α “ Rppiiqi´1 ´Rppiqi´1, then by (15), (18) can be re-written as
a2i´1 ` a2i ď pai´1 ´ αq2 ` pai ` αq2
which can be simplified as
ai´1 ´ ai ď α
By (15), α ď 1L which completes the proof of claim.
Corollary 6: The covering radius of the dominant face
DpW q is upper bounded by pm´1q
?
m
L .
Proof: Consider an arbitrary pointQ on the dominant face.
Then the permutation pi exists as in Theorem 5. Then we will
have ›››Q´ Rppiq›››2 “ mÿ
j“1
pQj ´Rppiqj q2 ď
mpm´ 1q2
L2
.
which proves the corollary by definition of covering radius in
(10).
Remark. In Theorem 5 of [11], we showed for a two-user
MAC that for any point Q on the dominant face there exists a
pair of achievable rate with a distance at most
?
2
L from Q. In
other words, the covering radius for the special case of m “ 2
is upper bounded by
?
2
L . This result matches with the result of
Corollary 6 for m “ 2.
V. ACHIEVING THE UNIFORM RATE REGION WITH JOINT
DECODING
In this section, we show that the pointsRppiq defined in (9) are
achievable by polar coding and a joint successive cancellation
decoder, for all L “ 2l and permutations pi P PL.
Let W be a given m-user binary-input discrete multiple
access channel. Let also n ě l be a positive integer and
N “ 2n. For j “ 1, 2, . . . ,m, assume that UN1 rjs is a
vector of independent and uniformly distributed bits that is
generated by the j-th user, independent of other users. Let
also XN1 rjs “ UN1 rjsGbn. For i “ 1, 2, . . . , N , the m-
tuple pXir1s, Xir2s, . . . , Xirmsq is transmitted through the i-
th independent copy of W and the output is denoted by Yi.
This transformation together with an ordered sequence of the
input bits pUN1 r1s, UN1 r2s, . . . , UN1 rmsq is called a MAC polar
transformation. This ordered sequence is also referred to as
the decoding order, because it will specify the order in which
input bits are decoded in the successive cancellation decoder.
For a fixed value of L, we limit our attention to polarization
transforms of length N whose decoding orders are built upon
elements of PL, specified next.
For any permutation pi : rM s Ñ rM s and any k P N,
where k,M P N, we define the permutation pipkq : rkM s Ñ
rkM s, as follows. First the sequence p1, 2, . . . , kMq is split
into k sub-sequences s1, s2, . . . , sM of length k each, where
si “
`
kpi ´ 1q ` 1, kpi ´ 1q ` 2, . . . , ki˘. Then the permu-
tation pi is applied to the sequence ps1, s2, . . . , sM q to get the
sequence spip1q, spip2q, . . . , spipMq. At the end, the sub-sequences
are expanded back to get a sequence of total length kM . For
instance, if M “ 2 and pip1q “ 2, pip2q “ 1, then for any k,
the permutation pip2kq replaces the first and second sub-block
of length k with each other.
With the above definition, decoding orders on
pUN1 r1s, UN1 r2s, . . . , UN1 rmsq specified by pipN{Lq, for
some pi P PL, are considered. In that sense, the MAC
polar transformations of length L and decoding orders pi
are the corresponding base codes. As we will see, the polar
transformations of length N built upon polarization base codes
of length L can be decomposed into mL certain single-user
polar transformations of length N{L.
Let WN : X mN Ñ Y N denote the channel consisting of
N independent copies of W i.e.
WNpyN1 |xN1 rMsq def“
Nź
i“1
W pyi|xirMsq (19)
where M “ rms for notational convenience. The combined
channel ĂWN is defined with transition probabilities given byĂWN pyN1 |uN1 rMsq def“ WNpyN1 |xN1 rMsq (20)
7where xN1 rjs “ uN1 rjs.Gbn, for j P M. Let dmN1 denote the
ordered version of the sequence puN1 r1s, uN1 r2s, . . . , uN1 rmsq
according to a certain pipN{Lq.The bit-channels are defined
with respect to this ordered sequence, which will also enforce
the decoding order in the joint successive decoding. For j “
1, 2, . . . ,mN , the j-th bit-channel is defined as
W
pjq
N
`
yN1 , d
j´1
1 |djq def“
1
2mN´1
ÿ
dmNj`1Pt0,1umN´j
ĂWN´yN1 ˇˇdmN1 ¯
(21)
The permutation pi and consequently the decoding order are
assumed to be fixed for the rest of this section. Actually the
results are not specific to pi and will hold for any pi P PL.
The following lemma is similar to the Proposition 3 of [1]
that still holds for the particular MAC polar transformation
defined here and its corresponding bit-channels.
Lemma 7: Given N “ 2n ě L independent copies of W
and the bit-channels defined in (21), for any j with 1 ď j ď N ,
W
p2j´1q
2N “W pjqN gW pjqN
and
W
p2jq
2N “W pjqN fW pjqN
Proof: Let d2N1,o and d
2N
1,e denote the even-indexed and odd-
indexed subvectors, respectively. Then
W
p2iq
2N “
1
22mN´1
ÿ
d2mN2i`1
ĂWN`yN1,o|d2N1,o ‘ d2N1,e ˘ĂWN`yN1,e|d2N1,e ˘
“1
2
1
2mN´1
ÿ
d2N2i`1,e
ĂWN`yN1,e|d2N1,e ˘.
1
2mN´1
ÿ
dN2i`1,o
ĂWN`yN1,o|d2N1,o ‘ d2N1,e ˘
“W piqN fW piqN
where we used the definitions of bit-channels in (21) and the
channel combining operation in (2) together with the recursive
structure of polar transformation. The other equation can be
derived using the similar arguments.
Lemma 7 implies that the polar transformation of length N
and decoding order pipN{Lq can be regarded as n ´ l levels of
polarization of the bit-channels defined with polarization base
code of length L and decoding order pi. This is the result of
following corollary:
Corollary 8: For a given k P rmLs, let W denote the single
user channel W pkqL . Let also n ě l and N “ 2n. Then for anypk´1qN
L ` 1 ď j ď kNL ,
W
pjq
N “W pj´
pk´1qN
L q
N
L
where the bit-channels with respect to W are defined as in (5).
Proof: The proof is by induction on n. The base of in-
duction is trivial for n “ 1. The induction steps are by the
fact that channel combining recursion steps in Arikan’s polar
transformation, as proved in Proposition 3 of [1], match with
Lemma 7.
For j P rms, let SpjqL denote the set of positions of the input
bits of the j-th user in the ordered sequence specified by pi.
Then the set of indices rmN s is split into m subsets SpjqN , for
j P rms, as follows:
S
pjq
N “
"
j P rmN s :
R
Lj
N
V
P SpjqL
*
In fact, SpjqN is the set of positions assigned to the j-th user in
the decoding order specified by pipN{Lq. The set of good bit-
channels for the j-th user is also defined as follows. For any
βă 1{2 and N “ 2n
GpjqN pW,βq def“
!
j P SpjqN : ZpW pjqN q ă 2´N
β{mN
)
(22)
The next theorem establishes the main result of channel
polarization for the MAC polar transformation.
Theorem 9: For any m-user binary-input discrete MAC W ,
any constant βă 1{2 and j P rms, we have
lim
NÑ8
ˇˇGpjqN pW,βqˇˇ
N
“ Rppiqj
Proof: By Corollary 8,
GpjqN pW,βq “
ď
iPSpjqL
GN
L
pW piqL , βq
There exists β1ă 1{2 such that Nβ ă pNL qβ
1
for large enough N .
Therefore, channel polarization theorem for the single user case
[13] imply that
lim
NÑ8
ˇˇGpjqN pW,βqˇˇ
N
ě 1
L
ÿ
iPSpjqL
lim
NÑ8
ˇˇGN
L
pW piqL , βq
ˇˇ
N{L
“ 1
L
ÿ
iPSpjqL
I
ppiq
i “ Rppiqj
Since the fraction of all good bit-channels can not exceed the
sum-rate IpW q “ řjPrmsRppiqj , both the above inequalities
should be equality. This completes the proof of theorem.
A. Encoding, decoding and asymptotic performance
The encoding of the proposed scheme in the previous sub-
section is similar to that of original polar codes for each of the
users. In fact, regardless of the choice of polarization base code
the encoder for any block length N is fixed, where each user
multiplies a vector of lengthN by the polarization matrixGbn.
The only thing that depends on the polarization base code is the
indices of information bits. For a fixed length of the polarization
base code L “ 2l and decoding order pi, the set of good bit-
channels for all the m users GpjqN pW,βq are defined in (22). In
the polar encoder for the j-th user, ui is an information bit for
any i P GpjqN pW,βq. Otherwise, ui is frozen to a fixed value.
Therefore, the rate of polar code for the j-th user approaches
R
ppiq
j , as N goes to infinity, by Theorem 9. The frozen bits are
chosen uniformly at random, revealed to the receiver a priori
and fixed during the course of communication. If the underlying
channels are symmetric, then the frozen bits can be set to zeros.
For joint decoding, the successive cancellation decoding
defined in [1] is performed, with some modification. The order
of decoding is determined by pipN{Lq, defined in the previous
8subsection. The low-complex implementation of successive
cancellation decoder invented by Arıkan in [1] can be extended
to our scheme for MAC. The recursive steps of computing
likelihood ratios can be done in a similar way usingmL trellises
of size N ˆ pn´ l` 1q, corresponding to the mL bit-channels
defined with respect to the polarization base code of length
L. The input likelihood ratios (LR) for these trellises can be
computed using a naive way with complexity Op2mLq for each
LR. Notice that this is the worst case required complexity
in the sense that depending on the choice of particular base
code one can invoke the recursive structure, imposed by Gbl
for each of the users, to compute the LRs more efficiently.
The total decoding complexity is then upper bounded by
OpmNpn´ l`1`2mLqq, wherem and L are regarded as fixed
parameters in the scheme. Therefore, the decoding complexity
is asymptotically OpN logNq, similar to the original polar
decoding.
For the asymptotic performance of the proposed polar cod-
ing, the following theorem follows similar to [1] and [13].
Theorem 10: For any βă 1{2, anym-user MACW , any  ą 0
and any point Q on DpW q, there exists a family of polar codes
that approaches a point on the dominant face within distance
 from Q. Furthermore, the probability of frame error under
successive cancellation decoding is less than 2´Nβ , whereN is
the block length of the code for each of the users.
Proof: The choice of L for the polarization base code
depends on . Fix L “ 2l such that pm´1q
?
m
L ă . Then by
Corollary 6 there exists pi such that the distance between Q
and Rppiq is less than . Fixing L and pi, for any block length
N “ 2n ě L, we construct the polar code for the j-th user
with respect to the set of good bit-channels GpjqN pW,βq defined
in (22). Then by Theorem 9, the m-tuple of rates approach
Rppiq as N goes to infinity. The probability of frame error is
bounded by the sum of the Bhattacharrya parameters of the
selected bit-channels. Therefore, it is less than 2´Nβ for the
joint successive cancellation decoding of all the m messages
together, by definition of GpjqN pW,βq.
B. Comparison with prior works
Our approach for polarizing MAC is essentially different
from those of [5], [6]. The authors of [5], [6] propose a frame-
work for MAC polarization by extending the notion of channel
splitting from the single user case to the two user case [5], and
then to the m-user case [6], while we propose a method to view
the MAC polarization as a single user channel polarization by
considering all the possible decoding orders. First, we compare
the two schemes in terms of decoding complexity and then
capacity achieving property.
Both of our scheme and those of [5], [6] use a successive
cancellation decoding, originally proposed by Arıkan in [1]. As
discussed in the foregoing subsection, we have to combine the
low-complex Arıkan’s decoder with a basic decoder for the base
code. As a result, we have an extra additive term OpmN2mLq
in the complexity which is dominated by OpmNpn ´ l ` 1qq,
as N goes to infinity, while L and m are assumed to be
constant. On the other hand, in the scheme proposed in [5] and
extended in [6], the likelihood of a vector of length m needs
to be tracked along the decoding trellis. Therefore, instead of a
simple likelihood ratio, a vector of length 2m for the probability
of all 2m possible cases has to be computed recursively. This
increases the decoding complexity by a factor of 2m. In fact,
the decoding complexity is still OpN logNq, but if we look
at the actual number of operations needed to complete the
decoding, the decoding complexity of the scheme in [5], [6]
is 2
m
m times more than the decoding complexity of our scheme,
asymptotically.
Next, we compare the two schemes in terms of capacity-
achieving property. In Theorem 10, we proved that all the
points on the dominant face of the uniform rate region can be
achieved with arbitrary small resolution. As pointed out before,
the scheme proposed in [5], [6] does not necessarily achieve
the whole uniform rate region. It is only guaranteed that one
point on the dominant face is achievable. Here, we provide an
example for a two user MAC such that the scheme proposed in
[5], achieves only one point on the dominant face. The example
can be extended to the case that the number of users is a power
of two.
Let W 1 : t0, 1u Ñ Y 1 be an arbitrary single user binary-
input DMC. Then the two user multiple access channel W :
t0, 1u Ñ Y is constructed as follows. Let Y “ Y 1 ˆ Y 1.
For any two binary inputs u and v corresponding to the first
and second user, u ‘ v and v are transmitted through two
independent copies of W 1 with outputs y1 and y2. Then the
output of W is defined to be y “ py1, y2q P Y . The diagram of
W is depicted in Figure 4.
u
v
y1
y2
y   y1, y2
W  
W  
W
Fig. 4: A constructed example for two user MAC
Let I “ IpW 1q, I´ “ IpW 1´q and I` “ IpW 1`q. Then the
uniform rate region of W is as shown in Figure 5.
I
I 
I I R1
R2
R1  R2  2I
Fig. 5: The uniform rate region for the constructed example
It is easy to observe that a polar transformation of length N
on two user MAC W , in the sense defined in [5], is equivalent
9to a single user polar transformation of length 2N over W 1. Let
UN1 and V
N
1 be the input bits by the first and the second user,
respectively. LetW piqN be the i-th two user bit-channel observed
by pUi, Viq. Then
Ip2qpW piqN q “ IpVi;Y i1 , U i1, V i´11 q “ IpW 1p2iq2N q
Also,
Ip1qpW piqN q “ IpUi;Y i1 , U i´11 , V i1 q
ě IpUi;Y i1 , U i´11 , V i´11 q “ IpW 1p2i´1q2N q
And,
IpW piqN q “ IpW 1p2iq2N q ` IpW 1p2i´1q2N q
Notice that asN goes to infinity,W 1p2i´1q2N andW
1p2iq
2N are either
both good or both not good, for almost all i’s. In fact, the
fraction of i’s for which only one of them is good approaches
zero. Therefore, the triple
`
Ip1qpW piqN q, Ip2qpW piqN q, IpW piqN q
˘
approaches either p0, 0, 0q or p1, 1, 2q among the five pos-
sible cases discussed in [5]. The point p0, 0, 0q corresponds
to the case that both of the inputs needs to be frozen to
fixed values. The point p1, 1, 2q corresponds to the case that
both the inputs carry information bits. Thus, the only achiev-
able point on the dominant face by this scheme is the point
pI, Iq, and the achievable region is the square with vertices
p0, 0q, p0, Iq, pI, 0q, pI, Iq. On the other hand, as proved in this
section, the whole region shown in Figure 5 can be achieved by
our proposed scheme with joint successive decoder.
VI. DISCUSSIONS AND CONCLUSION
In this paper, we considered the problem of designing polar
codes for transmission over general m-user multiple access
channels. The key observation behind our work is to view the
polar transformations for them-users across the multiple access
channel as a unified MAC polar transformation. We showed that
the MAC polar transformation with a certain decoding order
can be split into mL single user polar transformations, where L
is the length of the base code. We also proved that the covering
radius of the dominant face is upper bounded by pm´1q
?
m
L .
Therefore, by letting L to grow large, we are able to achieve
the entire uniform rate region with the constructed MAC polar
code.
The idea behind the joint successive cancellation decoding
is that decoding the messages of different users successively is
essentially following the same rule as in the successive cancel-
lation decoder of polar codes. Therefore, one can invoke the
joint successive cancellation decoder with a certain decoding
order that is the result of shuffling the input bits of all users.
We also derived the direct relation between the decoding order
and the polarization base codes in order to guarantee channel
polarization. We proved that by shuffling the order of the
information bits of different users to be decoded, which will
also enforce the choice of MAC polarization base code, the
achievability of the entire uniform rate region is guaranteed.
Since the individual codes for each of the users can be
regarded as single user polar codes, all the existing methods for
improving the performance of single user polar codes can be
applied on top of our proposed MAC-polar codes. For instance,
the individual polar codes can be made systematic as suggested
by Arıkan [16] in order to improve the bit error rate. Also,
concatenation of polar codes with other block codes [17] or list
decoding of polar codes [18] can be used to boost the finite-
length performance. Also, as discussed in [11], one can invoke
the compound polar codes proposed in [19] in order to improve
the finite length performance if time sharing is used.
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