Tsuchiya et al. han medido los valores del promedio de la energía cinética <E*>, la multiplicidad neutrónica ( ν ) en función de la masa (m*), así como el rendimiento de masa (Y (m*)) de los fragmentos de la fisión inducida por neutrones térmicos del 239 Pu. La masa y la energía cinética han sido calculadas a partir de los valores medidos de energía cinética de un fragmento y la diferencia de tiempos de vuelo de los fragmentos complementarios. Sin embargo, los mencionados autores no presentan sus resultados acerca de la desviación estándar σ E * (m*). En este trabajo hemos hecho una simulación numérica de ese experimento, suponiendo una distribución inicial de la energía cinética de fragmentos primarios (E(A)) con una desviación estándar constante en función de la masa de los fragmentos (σ E (A)). Como resultado de la simulación de ese experimento, obtenemos la curva σ E * (m*), la que presenta un ensanchamiento entre m* = 92, y m* = 110, así como un pico en m* = 121.
Introduction
The characteristics of the distribution of fission products from thermal-neutron induced fission of heavy nuclei is important for understanding the fission process [1] [2] [3] . One of the most important quantities to understand the fission process are the fragment mass and kinetic energy distribution, which is closely related to the topological features in the multi-dimensional potential energy surface [4] . Structures on the distribution of primary (before neutron emission) mass and kinetic energy may be interpreted by shell effects on potential energy of the fissioning system, determined by the Strutinsky prescription and discussed in [5] [6] [7] . One expression of the above* mentioned primary kinetic energy distribution is constituted by the average value (<E>) and the standard deviation (σ E ) as a function of primary mass (A). The difficulty is that only final fragments (after neutron emission) are accessible to experimental measurement.
At the Lohengrin mass spectrometer at ILL (Grenoble, France), for the neutron-induced *Corresponding author: mmontoya@ipen.gob.pe fission of 235 U , the final fragment kinetic energy as a function of final mass e(m) distribution was experimentally studied by Brissot et al. [8] . Their results show a pronounced broadening of σe around m ≈ 109 and m ≈ 125. A Monte Carlo simulation result suggests that the broadening does not exist on the σ E of the primary fragment kinetic energy expressed as a function of the primary fragment mass. It was shown by means of Monte Carlo simulation made by Montoya et al. [8] , that the broadening on the σ e curve around the final fragment masses m = 109 and m = 125 can be reproduced without assuming an ad hoc initial structure on σ E (A) . Similar experimental results on σ e from 233 U fission induced by neutrons, carried out by Belhafaf et al. [9] , present a peak around m = 109 and another around m = 122. The authors attribute the first peak to the evaporation of a large number of neutrons around the corresponding mass number, i.e. there is no peak on the standard deviation of the primary kinetic energy distribution (σ E ) as a function of primary fragment mass (A). The second peak is attributed to a real peak on σ E (A).
However, theoretical calculations related to primary distributions [10] do not suggest the existence of that peak. A Monte Carlo simulation [8] reproduces a pronounced peak on σe (m) curve around m = 109, a depletion from m = 121 to m = 129, and conclude that there is no peaks on σ E (A) curve and the observed peaks on σe (m) are due to the emitted neutron multiplicity and the variation of the average fragment kinetic energy as a function of primary fragment mass.
More recently, Tsuchiya et al. [11] have measured simultaneously fragments and prompt neutrons for fission of 239 Pu induced by thermal neutrons from the Kyoto University Reactor (KUR). For each fission event they measure a fragment energy, the difference of time of flight of complementary fragments and the energy of emitted neutrons. Among other results they present: i) the neutron multiplicity vs. the fragment mass ii) the average neutron energy vs. the fragment mass < η > (m* ), iii) the average of total neutron multiplicity vs. the fragment total kinetic energy, ν tot <TKE>, iv) the slope of the neutron multiplicity as a function of fragment total kinetic energy, −d < ν > /d < T KE > vs. the fragment mass and v) the average fragment kinetic energy, <E*> , vs. fragment mass m* . However they don't present the standard deviation of the kinetic energy distribution as a function of fragment mass σ E * (m*).
The aim of the present work is to study the perturbation on mass and kinetic energy of fragments, created by neutron emission, which produces a standard deviation (SD) of the distribution of final fragment kinetic energy (σ E * (m*)) different from the orresponding to the initial one (σ E (A)). Using the experimental data obtained by Tsuchiya et al. [11] and assuming a constant SD of primary kinetic energy distribution (σ E (A)) as input, we made a Monte Carlo simulation of the their experiment; and we calculate the SD of E* distribution as a function of m* .
Monte Carlo simulation model
In our Monte Carlo simulation the input quantities are the primary fragment yield (Y), the average kinetic energy ( E ), the SD of the kinetic energy distribution (σ E ) and the average number of emitted neutron ν as a function of primary fragment mass (A). The output of the simulation are the mass yield ν (Y (m*)), the SD of the kinetic energy distribution (σ E * ) and the average number of emitted neutron ( ν ) as a function of fragment mass(m* ). Our goal is to clarify if a σ E (A) with a constant value as input may produce a σ E * (m*) curve with structures. In order to simplify the calculation we assume that i) the E values obeys a Gaussian distribution, ii) the average number of emitted neutrons ν corresponds to the fragments with the average value of kinetic energy <TKE> and iii) for emitted neutron number we take the integer part of:
where β values are related to the additional excitation energy necessary to emit one more neutron. These values are taken from the extrapolation of results obtained by Tsuchiya et al. [11] .
(1) Figure 1 . Simulation results for the primary (Δ ) and provisional (•) mass yields, from fission of neutrons, are presented together with experimental data (•), taken from Ref. [11] .
239 Pu induced by thermal neutrons.
Simulation process
We make several iterative simulations. For the first simulation we chose the primary values Y (A), E(A) and ν (A) equal to the corresponding measured quantities Y (m*), E* (m* ) and ( ν (m*)) (Ref. [11] ). The SD of primary fragment kinetic energy distribution as a function of mass, σ E , is taken equal to 5 MeV. Comparing the final simulated quantities to the experimental results, we get a shift that is corrected with a new ensemble of primary quantities. We repeat this process several times until we get final simulated quantities reasonably close to the measured quantities.
In the simulation, for each primary mass A, the kinetic energy of the fission fragments is chosen randomly from a Gaussian distribution, where P (E) is the probability density of energy with average value E and SD σ E . Furthermore, assuming that the fragments loose energy only by neutron evaporation and not by gamma emission or any other process, recoil effect is negligible, and the final fragment kinetic energy is equal to the measured value (kinetic energy E* ), we get the relation,
which is one of the quantities measured for each fission event by Tsushiya et al. [ The other solution (m* > M 0 ) does not agree with mass conservation condition.
Let v and L be the velocity and the length of flight, respectively, of fragments whose kinetic energy is E* . If the measured difference of time of flight of complementary fragments (∆t) is taken, using the relation and the relations (4) and (5), we obtain (9) where From relations (7) and (5) we calculate m* c , and finally, the kinetic energy of complementary mass
With the ensemble of values corresponding to m* , E* and N, we calculate Y (m*), E* (m*), σ E * (m*) and ν(m*), and the values corresponding to complementary fragments. In order to obtain an acceptable statistics during the simulation, we have considered a total number of fission events of 239 Pu of the order of 10 8 , and we have computed the standard deviation of all the relevant quantities by means of the following expression:
where E* (m*), is the average value of the kinetic energy of final fragments with a given mass m* , and N j (m*) is the number of fission events corresponding to that mass.
Results and interpretation
The The simulated average number of emitted neutron ν (m* ) is approximately equal to ν (A). See Fig. 2 . The plots of the simulated average kinetic energy for the primary and final fragments as function of their corresponding masses are shown in Fig. 3 . In general, the simulated average final kinetic energy as a function of measured mass (E* (m*)) is lower than E(A). The standard deviation of the kinetic energy of fission fragments σ E * , calculated from the results of the simulation within the framework of the proposed model is shown in Fig.4 . We observe an enhancement of σ E * between m* = 92 and m* = 110. As we can see one of the main features is the presence of a sharp peak at m* ≈ 121, which is due to the 3 MeV jump of primary fragment kinetic energy from A = 121 to A = 122, see Fig. 3 . Actually, we are studying only abrupt parameters variation effects on SD of E* -values distribution; it is not necessary to take into account other similar experimental results on Y (m*), ν(m*) and E* (m*). 
Conclusions
As a result of the simulation of an experiment measuring the average of fragment kinetic energy (<E* > ) and the multiplicity of prompt neutrons <ν> as a function of fragment mass (m* ), as well as the fragment mass yield (Y (m* )) from thermal neutron-induced fission of 239 Pu made by Tsuchiya et al. [11] we obtain the curve σ E * (m ) which presents an enhancement between m = 92 and m = 110, and a peak at m* = 121. It would be very useful to have the experimental result on the curve E*, measured by Tsuchiya et al. [11] which may be compared with the result of our simulation of their experiment.
