Abstract. Many statistical problems, among others those involving restrains on parameters, lead to the models with singular variance-covariance matrix. It is shown that the problems can be reduced to the same problems in the standard linear model.
Introduction and notation
Let us start from the standard linear model
(1) Y = X(3 + e,
where Y = (Yi,..., Y n )' is the observation vector, X is a given nxp matrix of rank, ¡3 = (/?i,..., (3 P )' is a vector of unknown parameters, while e = (ej,..., e n )' is an unobservable normal random vector with zero mean and the variance-covariance matrix <r 2 I n . Then the sample space R n can be presented as a direct sum
of the estimation space M\ and the error space where M\ and M2 are some orthogonal linear subspaces of R n , of dimensions r and n -r, respectively (cf. [1] or [2] , p. 32). This means that any Minimum Variance Unbiased (MVU) estimator of a parametric function k'¡3 may be presented as a linear form a'Y, where a E Mi, while the MVU estimator of a 1 may be presented as a quadratic form X3»( a iY) 2 , where a,-€ Mi, i-1,..., n -r. Now suppose that the parameter vector ¡3 in the model (1) is subject to a linear restrain b'(3 = 0. This restrain can be treated as an additional observation with zero variance. In consequence the initial model (1) is transformed to the normal linear model
with singular variance-covariance matrix. In this case the standard technique of estimation, used for the nonsingular model, does not apply. In particular, the estimation space M\ and the error space M2 are not disjoint. We shall show that the problems of linear and quadratic estimation in the singular normal linear model may be reduced to the same problems in the standard normal model. Some ideas of this kind can be found in ( [4] , [5] and [6] ).
Our task is realized in two steps. The first one reduces the problem from a model with so called trivial deterministic part to the standard model, while the second step reduces the problem from arbitrary model to a model with trivial deterministic part. In consequence, explicite formulas for the MVU estimators are given.
In this paper the usual matrix notation is used. Among others, if M is a matrix, then by M', 1Z(M), r(Af) and PM we denote, respectively, its transposition, range (column space), rank and the orthogonal projector on 1Z(M). By Af(M) we denote the null space of M i.e. the set of all vectors x such that Mx = 0. Moreover the symbol R n stands for the space of all n X 1 real vectors.
From a model with trivial deterministic part to the standard model
Let us consider the model Y = Xf3 + e, where the error vector e is subject to the multivariate normal distribution with zero mean and the variance-covariance matrix a 2 V, while V may be singular. Such a model, for simplicity, will be denoted by Af(X(3,cr 2 V). In the further consideration we need the following result.
LEMMA 1. Let Y be subject to a normal linear model M{X(3,o 2 V). Then (a) A linear form a'X has zero variance if and only if a £ Af( V). (b) A parametric function k'/3 is unbiasedly estimable with zero variance if and only if k G X'Af(V).
Proof, (a) By definition of the variance-covariance operator, var(a'X) = a'Va. Since V is nonnegative definite, this implies the desired result. Proof. By the factorization theorem, T and s jointly constitute a sufficient statistic in the model (3 In this way we get the following theorem. 
(b) r(V) -r(X x ) = r(V + XX') -r(X).

Proof, (a) By Lemma 3 we only need to show that TZ(Xi) C 1Z(V). Really, if x e Af(V) then (/ -P v )x = x and hence X[x = (/ -Q)X'x = (I -
Q)X'(I - P v )x.
Now, by definition of Q, X[x = (I -Q)QX'(I -
P
