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Tässä opinnäytetyössä kehitettiin raudoitusverkkojen leikkaussoluun 
konenäköjärjestelmä, jolloin vanhasta, antureilla toimivasta tunnistuksesta voitiin 
luopua. Näin solussa olevalla ABB:n yleisrobotilla on aina tieto seuraavan 
raudoitusverkon tartuntapisteen paikasta. Robotin ei tässä tapauksessa enää tarvitse 
käydä tunnistamassa seuraavan verkon paikkaa vaan ainoastaan poimia se nostettavaksi 
leikkauspöydälle. Tavoitteena oli saada suunniteltua mahdollisimman luotettava 
tunnistusjärjestelmä vanhan tilalle, jolloin käyttäjät voisivat keskittyä muuhun työhön 
eikä heidän olisi enää tarvetta jatkuvasti seurata solun toimintaa.  
 
Aluksi ryhdyttiin suunnittelemaan kohteeseen sopivaa järjestelmää asiakkaan toiveiden 
mukaisesti, sekä koululta löytyvien laitteistojen avulla. Kolmen kuukauden aikana 
koulun tiloissa kehitettiin tekniikka ja sovellus, jolla raudoitusverkkonipun 
päällimmäisen verkon ensimmäisen vaakaraudan paikka pystyttiin määrittelemään 
kaikissa kolmessa ulottuvuudessa. Suunnittelun tuloksena oli sovellus, jota voidaan 
käyttää suoraan lopullisessa kohteessa. Kaikkien osapuolten ollessa tyytyväisiä saatuun 
lopputulokseen, kyseistä tekniikkaa ryhdyttiin siirtämään käyttöönotettavaksi tehtaan 
tiloissa. 
 
Käyttöönotossa järjestelmällä päästiin hieman korkeammalle tasolle kuin mitä vanhalla 
järjestelmällä oli saatu aikaan. Ongelmia ilmeni kuitenkin sekä pienien silmäkokojen, 
että auringon valon aiheuttamien virheiden seurauksena. Muutamilla parannuksilla sekä 
auringonvaloa kohteesta pois sulkemalla saatiin aikaan tekniikka, jota voitiin käyttää 
jokapäiväisessä tuotantotilanteessa.  
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In this Bachelor’s thesis a machine vision system for the reinforcement mesh cutting 
cell was developed so that it could replace the old system in which the identification has 
been managed with basic sensors. This means that the ABB’s robot, which lies in the 
cell, can always possess the information over the next mesh and its attachment point. In 
this case robot does not need identify the next attachment point. It only picks the mesh 
up and displaces it to the editing machine. The aim was to develop and design so 
reliable scheme that the old system could totally be replaced and the operators can 
concentrate to their own deeds without having the constant need to monitor the cells 
activities.  
 
The work began with designing the solution that could fulfil the customer’s wishes. All 
the needed equipment was granted by the school. The technique and application that 
gives the possibility to identify the topmost reinforcement mesh in the pile and its first 
horizontal bar in the all three dimensions was designed and developed inside the schools 
facilities within three months. The final application was made so that it could also be 
used in the final environment. After sort briefing everybody were pleased with the final 
outcome and the decision to move the technique in the actual cutting cell which lies in 
the works was made. 
 
During the commissioning the machine vision application reached a little higher level in 
the reliability that the old system possessed. Problems occurred when using the meshes 
that holds particularly small aperture, and when sunlight caused too much reflections on 
bars surfaces. With some enhancements to the technique and with blocking down the 
sunlight the solution was upraised to the level in which it can be used in everyday 
production.  
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Muistan kun ryhdyin kirjoittamaan tätä opinnäytetyötä. Ajattelin mitä kaikkea noissa 
alkusanoissa on sanottava. No nyt sekin hetki on koittanut eikä yhtään tiedä mitä oikein 
sanoisi. Tästä huolimatta lähdetään liikkeelle kiittämällä kaikkia heitä jonka kanssa olen 
ollut tekemisissä työn eri vaiheilla. Näihin haluan lukea kaikki ne joiden nimeä ei 
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järjestämisestä jotka minulla työssäni oli käytettävissä. Tähän samaan yhteyteen kuuluu 
kiitos Pintoksen Lapin tehtaan tuotantopäällikkö Vesa Koskelle joka toimi työni 
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LYHENTEET JA TERMIT 
Aallonpituus Kahden peräkkäisen samassa vaiheessa olevan pisteen 
välinen etäisyys 
Aaltohiukkasdualismi Kvanttimekaaninen käsite jolla tarkoitetaan että 
sähkömagneettisella säteilyllä on sekä aaltoliikkeen että 
hiukkasten ominaisuuksia  
Algoritmi Tarkoin määritelty äärellinen vaihesarja jota seuraamalla 
voidaan jokin ongelma ratkaista.  
Amplitudi Kuvaa värähtelyn laajuutta, joka ilmoitetaan värähtelyjen 
ääripisteiden etäisyytenä toisistaan jaettuna kahdella 
BGA Ball Grid Array. Eräs piirilevylle asennettavien 
elektroniikkakomponenttien asennustapa.  
Bilinear interpolation Lineaarisen interpolaation laajennettu muoto, jota käytetään 
interpoloimaan kahden muuttujan funktioita. 
Blob Läiskä = vaalea kohta harmaasävy kuvassa. 
CCD Charge-Coupled Device. Perinteisten konenäkökameroiden 
käyttämä kennotyyppi. 
CCTV Closed-Circuit-Television, valvontakamerajärjestelmä, jossa 
kuvasignaali lähetetään ainoastaan tiettyyn määrään 
monitoreja.  
CMOS Complementary Metal Oxide Semiconductor. 
Puolijohdeteollisuuden valmistusprosessi. CCD – kennon 
kilpailija konenäkökameroiden kuvaelementtinä. 
Composite Video Termi, jolla kuvataan analogista kuvasignaalia, ennen kuin 
se yhdistetään äänen kanssa. 
FOV Field of View = kameran kuvaama kuva-alue 
Halogeenit Jaksollisen järjestelmän 7. pääryhmän alkuaineet. 
 EIA-644 Kauppanimi digitaalisen kuvan siirtoon käytettävälle 
tiedonsiirtoprotokollalle. ks. LVDS 
IEEE 1394 Tietokoneen ulkoisten oheislaitteiden liitäntästandardi, 
yleisemmin tunnettu nimellä FireWire. Institute of Electrical 
and Electronics Engineers – standardi numero 1394 
ID Identification, kappaleiden yksilöllisestä tunnistuksesta 
käytettävä termi. 
Infrapunasäteily Sähkömagneettista säteilyä jonka aallonpituus on välillä 
700nm – 1mm. 
Intensiteetti Suure, joka ilmoittaa aikayksikössä aallon mukana siirtyvän 
energian määrää pinta-alayksikköä kohden. 
Laser Light Amplification by Stimulated Emission of Radiation. 
Optinen laite, joka pystyy tuottamaan koherentin 
valonsäteen. 
LED Light-Emitting Diode. Diodi joka tuottaa, sähkövirran 
vaikutuksesta, monokromaattista valoa. 
lm/W Valonlähteiden ominaisuus, ilmoittaa ihmissilmälle näkyvän 
valon määrää 
LVDS Low Voltage Differential Signaling. Konenäköjärjestelmissä  
Point-to-point menetelmää käyttävä digitaalinen 
tiedonsiirtoprotokolla.  
MIT Massachusetts Institute of Technology. 
NTSC National Television Standards Committee. Tyynen 
valtameren ympärysmaissa käytettävä televisiosignaalin 
värijärjestelmä.  
OEM Original Equipment Manufacturer. Alkuperäinen 
laitevalmistaja. 
Ohjain/ohjausjärjestelmä Jonkin laitteen tai laitekokonaisuuden ohjaamiseen 
käytettävien komponenttien yhteinen rakenne. 
PAL Phase Alternate Line. Euroopassa käytettävä analogisen 
videosignaalin väri- ja koodausjärjestelmä.  
Pikseli Pixel = Bittikarttagrafiikassa kuvan pienin yksittäinen osa eli 
piste.  
 Polarisaatio Polarisaatiolla kuvataan sähkömagneettisen säteilyn 
sähkökenttävektorin paikka- tai aikariippuvuutta.  
PSD Position Sensitive Detector. Lasertekniikassa käytettävä 
paikkaherkkä tunnistin.  
RFID Radio frequency identification. Radiotaajuuksilla toimiva 
etälukuun ja -tallentamiseen käytetty etätunnistusmenetelmä. 
RGB Red, Green, Blue. Värimalli, jossa punaista, vihreää ja 
sinistä käytetään muiden värien muodostamiseen.  
RHS Rectangular Hollow Sections. Suorakaidepoikkileikkauksen 
omaavan rakenneputken yleinen nimitys.  
RS-232C Käytetyin sarjamuotoinen tiedonsiirto protokolla.  
RS-422  RS-232C:n, uusi, kehittyneempi versio.  
SECAM Séquentiel couleur avec mémoire eli Sequential Color with 
Memory. Analogisen televisiosignaalin värijärjestelmä. 
Saturaatio valon kylläisyys, kyllästyminen. 
Socket Messaging Tiedonsiirto tekniikka joka hyödyntää enhernettiä. 
Spektri Kuvaaja, joka esittää valon intensiteetin aallonpituuden 
funktiona  
S-VHS Super Video Home Entertainment System. VHS:n 
kehittyneempi versio.  
TCP/IP Internet tietoliikenteessä käytettävä tiedonsiirtoprotokolla. 
Trigger Liipaisu, automaatiossa usien kaytetty termi signaalin paella 
käymisestä 
USB Universal Serial Bus. Sarjamuotoinen väylä joka on kehitetty 
helpottamaan ulkoisten laitteiden liittämistä tietokoneeseen.  
UV Ultraviolettisäteily on sähkömagneettista säteilyä, jonka 
aallonpituus on lyhyempi kuin näkyvän valon, mutta pitempi 
kuin röntgensäteilyn 
Vaihesiirto  Vaiheen muutos signaalin käsittelyn aikana.  
VHS Video Home System. JVC:n kehittämä videonauhurien 
tallenusmuodon standardi 
  
1 JOHDANTO 
Tämä opinnäytetyö käsittelee konenäköä ja sen soveltamista robotin tartunnan 
ohjaamisessa. Konenäkö voidaan hyvin lyhyesti määritellä ihmissilmää muistuttavaksi 
tai jäljitteleväksi koneelliseksi aistiksi, jonka mahdollistamaa tekniikkaa on hyödynnetty 
jo 70 – luvulta lähtien. 70 – luvulla ensimmäiset konenäkösovellukset otettiin käyttöön 
sahateollisuudessa, jossa kyseistä tekniikkaa käytettiin tukkimittareissa. Aina noista 
päivistä lähtien konenäön tekniikkaa on kehitetty jatkuvasti niin, että nykyisin ihmiset 
käyttävät sitä lähes päivittäin tiedostamattaankin. Tämä on havaittavissa mm. 
pullonpalautusautomaateissa, jotka nykyään lähes kaikki ainakin jollakin tasolla 
toimivat konenäön avulla. Toinen konenäön sovellus, jota monet ovat saattaneet 
tietämättään käyttää, ovat uusien pelikonsolien mukanaan tuomat mahdollisuudet, joissa 
kameran välityksellä pelaaja liikuttaa itseään näytöllä samalla pelaten viihdyttävää koko 
perheen konsolipeliä. Tässä työssä ei kuitenkaan kehitetty miljoonia myyvää 
konsolipeliä vaan pyrittiin löytämään tekniikka, jolla robotilla tapahtuvaa 
raudoitusverkkojen poimintaa saataisiin helpotettua. 
 
Kohteessa, johon konenäköä sovellettiin, on ABB:n valmistama yleisrobotti, jolla 
yrityksen valmistamia raudoitusverkkoja poimitaan ns. leikkauspöydälle. Leikkauspöytä 
on tässä yhteydessä paras käytettävissä olevista sanoista kuvamaan solun toimintaa, sillä 
se on ennen leikkuria oleva suurehko pöytä, jolle verkko nostetaan. Kun verkko on 
nostettu pöydälle, robotti syöttää sen leikkuriin, jonka tehtävä on leikata siitä asiakkaan 
toivomusten mukaisia osioita. 
 
Leikkaussolu on alun perin hankittu helpottamaan käyttäjien työtaakkaa, sillä kolmen 
metrin lävistäjän omaavien verkkojen leikkaaminen käsisyöttöisellä giljotiinilla on 
melko raskasta ja työlästä. Solun pahimpana kompastuskivenä on kuitenkin perinteisillä 
antureilla toimiva päällimmäisen verkon ensimmäisen vaakaraudan tunnistaminen. Juuri 
tämän raudan tunnistaminen taas on tärkeää, sillä poiminta tapahtuu tästä kyseistä 
raudasta. Tunnistamisessa käytetään kahta anturia, jotka on kiinnitetty robotin 
 tarttujaan. Anturien avulla pystyy tunnistamaan oikean poimintapaikan, mutta 
tunnistaminen on kuitenkin hidasta ja siinä tulee toisaalta virheitä varsinkin tiheämpien 
verkkonippujen kohdalla. 
 
Solun toimintaa haluttiin nyt parantaa käyttämällä hyväksi konenäön tuomia 
mahdollisuuksia. Konenäön avulla pyrittiin löytämään tekniikka, jolla seuraavan 
raudoitusverkon oikea poimintapositio saataisiin hankittua samanaikaisesti, kun robotti 
syöttää edellistä verkkoa leikkauspöydän jatkeena olevaan leikkuriin. Kehitettävän 
tekniikan tuli lisäksi olla sellainen, että sen avulla saataisiin hankittua kaikki kolme 
koordinaattia (x, y, z). Tärkein kehitettävän järjestelmän ominaisuuksista oli kuitenkin 
saavutettava varmuus, jolloin työntekijät voisivat rauhassa keskittyä verkkojen 
vastaanottamiseen ilman tarvetta seurata solun alkupään toimintaa. Vanhan järjestelmän 
kanssa tunnistusongelmia tuli melko harvakseltaan, mutta niistä haluttiin kuitenkin 
eroon. Samalla konenäön käyttö kohteessa toisi mukaan soluun nopeutta, sillä 
seuraavan verkon poimintakoordinaatit olisivat aina odottamassa robotin hakua eikä 
tunnistaminen veisi ylimääräistä aikaa.  
 
Näillä periaatteilla lähdettiin kehittämään konenäköön perustuvaa järjestelmää, jolla 
saavutettaisiin vanhaa järjestelmää parempi luotettavuus ja nopeus. Samalla työ pyrittiin 
hoitamaan käyttämällä alan uusinta älykameratekniikkaa, jolloin PC – perusteisten 
järjestelmien aiheuttamilta ongelmilta vältyttäisiin. 
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2 YRITYS 
2.1 Yritysesittely 
Pintos Oy aloitti toimintansa Eurassa vuonna 1956 naulojen valmistuksella, minkä 
jälkeen yritys on aikojen kuluessa laajentunut johtavaksi perusrakennustarvikkeiden 
valmistajista Suomessa. Tämän päivän Pintoksen tuotevalikoimaan kuuluvat raudoitus- 
ja sideverkot, harjatangot, maarakennus- ja kunnallistekniset tuotteet, naulat sekä 
raudoitustuotteet elementtiteollisuudelle. Yhtenä Pintoksen erikoisuutena on 
ruostumattomien raudoitusverkkojen valmistaminen pintoihin tulevien raidoituksien 
tarpeisiin. Pintos valmistaa myös tuotteita suoraan asiakkaiden toivomusten mukaan 
tilaustyönä. /1/ 
 
Jatkuvasti kasvanut perusrakennetarvikkeiden kysyntä suomessa ja maailmalla ovat 
tuoneet yritykselle kasvumahdollisuuksia kaikkialla Euroopassa. Tällä hetkellä 
Pintoksen markkina alueita ovat Ruotsi, Norja, Saksa, Hollanti, Belgia ja tietysti, 
kotimaa, Suomi. Vientiin Pintoksen tuotteista menee, lähes viidennes, 15…20 %, koko 
tuotannosta. Yritys kuuluu suomen mittakaavassa vielä niukasta pienten- ja 
keskisuurten yritysten joukkoon vuoden 2007 57 M€ liikevaihdollaan ja saman vuoden 
65 Mkg tuotannollaan. /17/ 
 
Alati kasvaneet markkinat ovat samalla luoneet Pintokselle pohjan uusien 
tuotantotilojen hankinnalle. Nykyään Pintos Oy toimii suomessa kolmella 
paikkakunnalla, Eurassa, Lapissa ja Jokioisissa. Näistä jokainen yksikkönsä on 
erikoistunut omaan alaansa. Eurassa valmistetaan harjateräksiä, nauloja sekä pidetään 
yrityksen varastoa. Lapin tehtaalla yritys valmistaa, alansa uusimmalla tekniikalla, 
erikoisraudoitteita elementti, sekä putki- ja paalutusteollisuuden käyttöön. Jokioisen 
tehtaalle yritys on keskittänyt osan naulatuotannostaan. Markkinoiden kasvaessa on 
samalla yrityksen työntekijä määrä ollut jatkuvassa nousussa. Tällä hetkellä yrityksen 
palveluksessa toimii 160 henkilöä eri tehtävissä. Pintos on saavuttanut hyvää mainetta 
tuotteiden ostajien lisäksi myös työntekijöiden joukossa. Tästä johtuen yrityksen 
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rekrytoinnit ovatkin tuoneet taloon hyvin monipuolisia osaajia teollisuuden eri 
toimialoilta. /17/ 
 
Pintos Oy Lapin tehtaan erikoisuutena on siis valmistaa raudoitusverkkoja 
betoniteollisuuden käyttöön. Samalla myös ruostumattomat raudoitusverkot 
valmistetaan Lapin tehtaalla. Raudoitusverkkojen valmistukseen Pintos käyttää yleisiä 
B500K- ja B700K-teräksiä. Ruostumattomien raudoitusverkkojen valmistukseen taas 
käytetään B600K-terästä. /1/ 
 
Tämän päivän Pintos on edelleen perhevetoinen yritys jota johdetaan nyt kolmannessa 
polvessa. Säännölliset ja jatkuvat investoinnit uuteen konekantaan sekä uuteen 
teknologiaan ovat tuoneet yrityksellä myös kansallista tunnustusta. Edelleen Eurassa 
pääkonttoriaan pitävä Pintos valittiinkin vuonna 2004 vuoden yritykseksi Suomessa. 
/17/  
2.2 Yrityksen asettamat tavoitteet ja solun toiminnan kuvaus 
Työn nimeksi asetettiin raudoitusverkkojen leikkaussolun kehittämien, koska 
tavoitteena oli saada leikkaussolun toiminta varmemmaksi ja sitä kautta myös 
nopeammaksi. Jo alkuvaiheessa sovittiin konenäön mahdollisesta käytöstä kohteen 
kehittämisessä ja sillä menetelmällä asian suhteen lähdettiin myös liikenteeseen. 
Kohteessa oli työn aloitusvaiheessa ABB IRB 6600-yleisrobotti, jota ohjaamaan 
käytettiin IRC 5 M2004 ohjausjärjestelmää/ohjainta. Leikkaussolun toiminta on 
kuvailtu tarkemmin seuraavassa kappaleessa.  
 
Leikkaussolun tarkoituksena on nimensä mukaisesti leikata raudoitusverkkoja 
asiakkaiden tarpeisiin sopiviksi. Solun toiminnasta vastaa jo aikaisemmin esitelty 
ABB:n robotti, jonka ohjain ohjaa myös nostopöytää, jolle leikattava verkkopino 
nostetaan. Solun käyttäjien toimesta suoritetun verkkopinon nostopöydälle noston 
jälkeen solu laitetaan käyntiin, jolloin nostopöytä nousee sovitulle korkeudelle 
valokennon toimiessa rajakytkimenä. Verkkojen rakenteesta johtuen noston jälkeen 
saavutettu nostokorkeus ei kuitenkaan ole aivan absoluuttinen, sillä verkon pituuslangat 
saattavat olla poikkilankojen ala- tai yläpuolella. Luonnollisesti poikkilankojen ollessa 
pituuslankojen alapuolella jää poikkilanka raudan halkaisijan verran halutusta 
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korkeudesta. Tässä yhteydessä on kuitenkin mainittava että robotin ohjelmaan on 
mahdollista syöttää tieto lankajärjestyksestä. Parametrien syöttämisen jälkeen on 
robotin vuoro suorittaa oma tehtävänsä. Robotti ajaa tarttujansa ohjelmaan asetetulle 
korkeudelle. Seuraavaksi robotti suorittaa pinon todellisen korkeuden mittaamisen 
tarttujaan kiinnitetyllä paineilmatoimisella rajakytkimellä. Kun ohjain on saanut 
korkeustiedon muistiinsa, se siirtyy suorittamaan ensimmäisen poikkilangan (josta 
verkko on tarkoitus poimia) paikan määrittämistä. Tarttujaan on kiinnitetty 
induktioperiaatteella toimiva anturi, joka tarkkaillee ohuen rautalangan pois 
kääntymistä, jolloin etäisyys on robotin ohjaimen tiedossa. Tämän jälkeen robotilla on 
kaikki tarvittavat tiedot ja se siirtyy suorittamaan verkon poimintaa leikkausta varten. 
Robotti tarttuu ensimmäisestä poikkilangasta ja nostaa verkon päädyn ylös. Seuraavaksi 
asetetaan paineilmalla toimiva ”stoppari” paikoilleen, jotta alimmat verkot pysyvät 
paikoillaan. Näin robotti voi vetää päällimmäisen verkon leikkaustasolle muiden 
verkkojen liikkumatta. Robotin vedettyä verkon pöydälle vaihtaa se otteensa verkon 
takapäätyyn ja aloittaa verkon syöttämisen leikkurille. Tämän jälkeen robotti syöttää 
verkkoa leikkurille nostopöydän samalla noustessa edellisen verkon verran ylöspäin 
odottamaan seuraava poimintaa. 
 
Edellä kuvattu menetelmä on melko hidas ja lukuisia virheitä aiheuttava. Käytössä 
ilmeneviä virhetilanteita ovat esim: robotin tartunta kahteen verkkoon samanaikaisesti 
tai ohjain ei tunnista viimeistä verkkoa vaikka sellainen on vielä nostopöydällä 
odottamassa vuoroaan. Ongelmaksi muodostuu myös menetelmän hitaus 
tunnistusvaiheessa. Näiden ongelmatilanteiden ratkaiseminen oli tämän opinnäytetyön 
tehtävä. Pääosa tunnistustehtävistä oli tarkoitus suorittaa konenäön avulla. 
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3 KONENÄKÖ 
3.1 Mitä on konenäkö? 
Termillä konenäkö (Machine vision) tarkoitetaan koko näköjärjestelmää kuvantamisesta 
kuvankäsittelyyn ja kuvien analyysiin. Joidenkin mielestä myös digikuvien ottamien ja 
siirto omalla koti koneelle on konenäköä, mutta tässä saattaa kuitenkin olla enemmän 
kysymys prassailusta kuin varsinaisesta konenäöstä. /2/ 
 
Konenäön alkutaipaleet sijoittuvat 1970-luvulle, jolloin ryhdyttiin selvittämään 
mahdollisuutta hyödyntää konenäköä tukkimittareissa. Näissä ”mittareissa” tukin 
halkaisijaa saatiin mitattua lasersäteen sekä parabolisen peilin avulla. Tämän jälkeen on 
konenäön kehitys vuosien mittaan ollut nopeaa ja vähän vähemmän nopeaa. Välillä 
myös RFID – tunnisteet ovat yrittänet omaa valtaustaan konenäön alueelle siinä 
kuitenkaan onnistumatta. Nykyään RFID on kuitenkin lyömässä itseään läpi oikein 
kunnolla. Tästä huolimatta se ei kuitenkaan enää haittaa konenäön markkinoita, sillä 
vuosien varrella ovat nämä kaksi, hieman toisiaan muistuttavaa, teknologiaa ovat 
eriytyneet toisistaan. Nykyään molemmilla on omat käyttöalueensa, eivätkä ne näin 
ollen enää ole uhka toistensa kasvulle.  /2/ 
 
Konenäön kehitys oli sen alkuvaiheessa hyvin hidasta nopeiden ja kovia laskentatehoja 
omaavien prosessorien puutteen takia. Vasta viime vuosikymmenen alussa markkinoille 
tulleet nopeat ja hintaluokaltaan huokeat prosessorit aloittivat konenäön nopean 
kehityksen. Nopea laskentateho on ratkaisevassa osassa konenäöstä puhuttaessa, sillä 
kuvien analysointi perustuu pitkälti algoritmien laskentaan, mikä taas vaatii paljon 
laskentatehoa johtuen informaation suuresta määrästä. /3/ 
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3.2 Mihin konenäköä käytetään? 
Konenäköä on sen kehittämisen jälkeen käytetty hyvin monissa sovelluksissa ja sen 
käyttökohteet ovat koko ajan vain lisääntymässä. Suurimpia tämän päivän 
sovelluskohteita ovat korkealaatuisen teollisen tuotannon laadunvalvonta, jolloin 
asiakas saa laadultaan sellaista tavaraa mistä on sovittu. Tällainen laadunvalvonta vaatii 
paljolti visuaalista tarkastamista, johon konenäkö on mitä soveliainta. Konenäöllä 
tapahtuva tarkastus ja tätä kautta syntyvät korkealaatuiset tuotteet ovat tämän päivän 
globalisoituvassa maailmassa niitä harvoja kehittyneiden teollisuusvaltioiden 
kilpailukykyjä, joilla pystytään vastaamaan ”halpatuontimaiden” tuotantoon. 
Konenäöllä on monia etuja ihmiseen verrattuna puhuttaessa nimenomaan visuaalisesta 
laadunvalvonnasta. Ihmisellä on taipumus väsyä, minkä seurauksena myös 
ihmissilmällä tapahtuva visuaalinen laadunvalvonta kärsii. Koneella tätä ongelmaa ei 
ole, sillä se suorittaa sille ohjelmoitua tehtävää kunnes sähköt katkeavat tai koneeseen 
tulee vikaa. Samalla myös ihmisen mielipide vaikuttaa tarkastustyöhön. Jos tarkastajalla 
on oikein hyvä päivä, näyttävät kaikki virvoitusjuomapullot olevan täynnä juomaa, kun 
taas huonona päivänä kaikki pullot näyttävät tyhjiltä ja jokaisessa on etiketti vinossa. 
Tätäkään ongelmaa ei koneella ole. Sen mielestä pullot ovat juuri niin täynnä kuin ne 
ovat todellisuudessakin, sillä konenäöllä toimiva visuaalinen tarkastus vertaa pullon 
pinnankorkeutta ja etiketin suoruutta sille opetettuun arvoon. On vielä mainittava 
ihmisten rajoitettu toimintanopeus. Koneet yltävät jopa useisiin kymmeniin 
tarkastuksiin sekunnissa. /4/ 
 
Sahatavarateollisuus 
 
Jo aikaisemmin mainittu puutavarateollisuus on edelleenkin yksi suurimmista konenäön 
käyttäjistä teollisuudessa. Sahateollisuudessa koenäön avulla suoritetaan tuotteen laadun 
tarkkailua sekä tuotteiden dimensioiden mittaamista, jolloin oikean kokoiset tukit 
saadaan ohjattua niille tarkoitettuihin prosesseihin. Lautojenlaadun tarkkailussa 
suoritetaan erilaisten oksien, reikien ja halkeamien tunnistamista, jolloin puun käyttö 
saadaan optimoitua. Tätä kautta taas saadaan pidettyä yllä tuotannon kannattavuutta ja 
jalostetusta puusta voidaan pyytää kilpailukykyinen hinta. /5/ 
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Lajittelu ja laadunvalvonta 
 
Kuten edellä jo ohimennen mainittiin, eniten konenäöllä suoritettavia tehtäviä ovat 
lajittelu- ja laadunvalvontatehtävät. Näistä voi antaa esimerkkinä postin 
materiaalivirtojen hallinta silloin, kun tutkitaan lähetysten pakkausmerkintöjä, joiden 
perusteella lähetykset voidaan ohjata oikeisiin osoitteisiin. Kierrätysmateriaaleja, kuten 
lasia, voidaan myös tutkia konenäköjärjestelmien avulla. Konenäön avulla voidaan 
tunnistaa materiaalin väri tai lasipulloihin jääneet roskat, jotka täytyy pestä pois ennen 
pullojen käyttöönottoa. Paperiteollisuudessa konenäköä käytetään esim. paperirainan 
eheyden tarkkailuun sekä reunan suoruuden varmistamiseen. /3/ 
 
Laitteiden ohjaus 
 
Tuotteen koordinaatit voidaan määrittää konenäön avulla, kuten päättötyön 
työosuudessa tehdään. Konenäöllä saatua informaatiota voidaan käyttää kappaleen 
poimintaa tai pakkaamista varten tarkoitettujen robottien sekä manipulaattorien 
ohjaamiseen. Kappaleen koordinaattitietoja ja dimensioita käytetään hyväksi myös 
kokoonpanotehtävissä, jossa komponentteja liitetään tuotteeseen konenäön ohjaamana. 
Yhtenä sovelluksena on myös konenäön käyttäminen jonkin liikkuvan laitteen kuten 
lastausrobotin ohjaamiseen. Tällaisissa sovelluksissa etsitään konenäön avulla 
ympäristöstä tunnettuja piirteitä ns. majakoita tai vaihtoehtoisesti voidaan seurata tietyn 
väristä viivaa. Näistä esimerkkejä löytyy vihivaunusovelluksista, joita käytetään paljon 
kokoonpanoteollisuudessa, esimerkiksi työkoneen moottoreiden kokoonpanoissa. /3/ 
 
Prosessiteollisuus 
 
Kaikkein uusimpia konenäöllä tapahtuvia sovelluksia ovat kameroiden avulla 
tapahtuvat prosessien säädöt. Prosessiteollisuudessa tuotteen laatua ja valmistusta 
voidaan tarkkailla sen ulkoisten näkyvien ominaisuuksien perusteella, mikroskooppien 
avulla tai spektrianalyysiä käyttäen. Käytännön esimerkkinä täytyy mainita kuparin 
rikastuksessa nesteen pinnalle muodostuvien kuplien kokoa mittareina käyttävät 
sovellukset. Toisena todellisena esimerkkinä voidaan mainita sokerin valmistuksessa 
sokerin kidekoosta tapahtuva ylimääräisen nesteen haihtumisen tarkkailu. 
Tulevaisuuden sovelluksia on käsitelty paremmin seuraavissa kappaleissa.  /3/  
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3.3 Konenäön käyttö laitteiden turvallisuustekijänä  
Kuten on jo mainittu, konenäön markkinat tulevat tulevaisuudessa ainoastaan 
kasvamaan, samalla kun yhä uusia sovelluksia ja järjestelmiä kehitetään. Yksi tämän 
hetken kiinnostavimmista asioista konenäön saralla on valmisteilla oleva standardi DIN 
IEC 61496-4 eli koneturvallisuuden sähköisten turvalaitteiden standardin osa 4: erityisiä 
vaatimuksia konenäköön perustuville turvalaitteille. Standardi tullaan todennäköisesti 
hyväksymään muutaman vuoden kuluessa. Standardin hyväksymisen yhteydessä 
odotetaan markkinoille tulevan myös ensimmäisiä konenäköön perustuvia turvalaitteita, 
joiden odotetaan mullistavan turvallisuusmarkkinoiden rakenteen. Konenäköön 
perustuvien turvakomponenttien valmistajien tulee kuitenkin olla erittäin tarkkana 
standardin suhteen, sillä standardissa laitteistolle tullaan asettamaan tiukat vaatimukset, 
jotka eivät salli laitteen oikeaoppisen toiminnan häiriintyvän, tutkittavalla alueella 
tapahtuvien muutosten seurauksena. Tällaisia mahdollisia olosuhteiden muutoksia ovat 
esimerkiksi lämpötilan tai valaistuksen muutokset. Lisäksi konenäöllä valvottavien 
alueiden taustakuvioinnin tulee olla yksinkertainen, esimerkiksi yksi- tai kaksivärinen. 
Standardissa otetaan kantaa myös kameran optiikan tai taustakuvion likaantumiseen, 
kulumiseen tai haalistumiseen. Standardin mukaan mikään edellä mainituista ei saa 
heikentää turvajärjestelmän toimivuutta. /7, 8/ 
3.4 Tulevaisuuden sovellukset 
Turvatekniikan lisäksi konenäön sovellukset tulevat lisääntymään varsinkin värinäön 
sekä 3D - näön alueella. Tällä hetkellä värinäkö on lyömässä itseään läpi oikein 
kunnolla. Tähän on syynä värinäköjärjestelmien kehittyminen ja halventuminen. 
Toisaalta edelleenkin värinäköä käytetään vain sovelluksissa, joissa väriominaisuutta 
todella tarvitaan. Musta-valkokamerat ovat vieläkin erittäin käyttökelpoisia kohteen 
paikan ja aseman määrittämiseen. Samalla kun kamerat ovat halventuneet, ovat 
kameroiden resoluutiot taas kasvaneet. Nykyään konenäkökameroiden resoluutiot ovat 
miljoonien valoilmaisimien (pixelien) luokkaa. Tällainen kehitys on lisännyt kameroilta 
saatavien kuvien tarkkuutta. Kuvien tarkkuus taas parantaa kuvista nähtävien 
yksityiskohtien määrää ja tarkentaa kuvista tehtäviä mittauksia. Resoluution kanssa yhtä 
aikaa ovat kehittyneet myös kameroiden kuvanottotaajuudet. Tehokaan 
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ohjauselektroniikan ansiosta kuvanottotaajuudet ovat nousseet standardin 
videosignaalin taajuudesta 25 kuvaa sekunnissa, jopa tuhansiin kuviin sekunnissa. /6/ 
 
Tulevaisuuden sovelluksissa molemmat edellä esitellyistä ominaisuuksista, sekä 
resoluutio että kuvaustaajuus, tulevat olemaan ratkaisevassa asemassa. Tämän hetkisillä 
konenäkömarkkinoilla myös ns. älykamerat ovat todella suuressa suosiossa niiden 
yksikertaisen rakenteen, helpon ohjelmoitavuuden sekä niiden ”stand alone” 
ominaisuuden vuoksi. Älykameroista on kuitenkin kerrottu lisää hieman myöhemmin. 
/6/ 
 
Tulevaisuuden sovelluksissa ratkaisevassa asemassa tulevat olemaan entistä nopeammin 
kehittyvät valaistustekniikat. Varsinkin LED-tekniikkaan pohjautuvien 
valaistustekniikoiden kehitys on ollut huomattavaa viime aikoina. /9/ 
 
3D – sovelluksia on rakennettu jo pitkään käyttämällä normaaleja 2D – kameroita, 
rakenteellista valaistusta sekä anturointia kolmannen dimension hankkimiseen. Toinen 
tapa 3D – tiedon hankkimiseen ovat olleet kahden kameran sovellukset, jotka ovat 
kuitenkin kalliita ja kameroilta tulevien tietojen yhdistäminen on ollut vaikeaa sekä 
monimutkaista. 3D – kuvaukseen nimenomaisesti kehitetyt 3D – kamerat tulevat 
olemaan vaaan asemassa näissä tulevaisuuden sovelluksissa. Tulevaisuuden 3D – 
näköjärjestelmien avulla ei poimittavia kohteita enää tarvitse asetella selkeään 
järjestykseen vaan kameran ohjaama manipulaattori, esimerkiksi robotti, pystyy 
tarttumaan kohteeseen, oli se sitten missä asennossa tahansa. 
 
  21 
4 KONENÄKÖJÄRJESTELMÄT 
Konenäköjärjestelmä voidaan jakaa neljään eri osaan (kuva 1), sekä viidenteen osaan; 
automaatiojärjestelmään, joka ei varsinaisesti kuulu konenäköjärjestelmään mutta on 
kuitenkin osa konenäöllä suoritettua ohjausjärjestelmää.  
 
 
Kuva 1. Konenäköjärjestelmien rakenne (Teknillinen Korkeakoulu 2007). 
4.1 Kuvan muodostus 
Ensimmäisenä vaiheena on kuvanmuodostus. Kuva muodostetaan kameratyypistä 
riippuen yleisimmin joko CCD- tai CMOS kennolle. CCD- tai CMOS kenno ja sen 
ohjauselektroniikka muodostavat kameran, jonka lisäksi tarvitaan sopivia optiikoita. 
Näiden avulla kolmiulotteinen kohde projisoidaan kaksiulotteiselle kennolle. 
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Kuvaushetkellä vaikuttava valaisu on yksi tärkeimmistä ulkopuolisista elementeistä, 
joka vaikuttaa kuvaustilanteeseen, joten se on syytä suunnitella huolella. Valaistuksesta 
on kerrottu tarkemmin omassa luvussaan. /3/ 
 
Kuvanmuodostukseen käytettävät komponentit 
 
Konenäköjärjestelmän kuvanmuodostukseen tarvitaan muutamia peruskomponentteja. 
Näiden lisäksi voidaan tarvita muutamia erikoiskomponentteja järjestelmän rakenteen 
mukaan. Konenäköratkaisut ovat usein niin spesiaaleja, että välillä joudutaan tekemään 
kokeiluja eri ratkaisujen välillä haettaessa sitä toimivaa mallia. Tästä johtuen saattavat 
järjestelmät välillä olla hieman persoonallisen näköisiä. Seuraavana on listattu perus-
konenäköjärjestelmästä löytyvät komponentit. /3/ 
 
• Konenäkökamera, joko matriisi- tai viivakamera, sovelluksesta riippuen 
• Optiikka 
• Valaistus 
• Ohjausjärjestelmä, jos käytössä ei ole ”älykameraa” 
o Tietokone 
o Kuvakaappauskortti 
o Tarvittavat ohjelmistot 
o Kaapelointi 
o Tarvittavat kiinnikkeet 
4.2 Kuvan kaappaus 
Kuvankaappaus tapahtuu joko kameran oman prosessorin ohjaamana, kuten 
älykamerassa tai perinteisemmin erillisellä kuvankaappauskortilla, joka kytketään 
suoraan järjestelmää ohjaavaan PC:hen. Nykyään on myös monia suoria liityntöjä 
kameran ja PC:n välille kuten USB ja FireWire. Kuvankaappauksessa kuvatieto 
siirretään ohjaavalle järjestelmälle joko ulkopuoliselle PC:lle tai sitten älykameraa 
käytettäessä kameran sisäiseen muistiin. Tässä vaiheessa tulee eteen digitaalisten ja 
analogisten kuvaustapojen eroavaisuudet. Näitä on käsitelty hieman myöhemmin 
puhuttaessa kameratekniikoista.  
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4.3 Kuvankäsittely 
Muistiin kaapatun kuvan käsittely voi tapahtua joko suoraan kameran prosessorilla, 
kuten tapahtuu kaikissa älykameroissa, tai sitten kuvia käsittelevän tietokoneen 
prosessorin avulla. Älykameroissa kuvan käsittely tapahtuu sisäisesti kamerassa 
itsessään, jolloin kameraan on asennettu riittävä prosessori kuvan käsittelyä varten. 
Älykameroista kuitenkin lisää omassa luvussaan. /3/ 
 
Kuvankäsittelyssä kuvaa parannellaan ja kuvasta etsitään järjestelmän toiminnan 
kannalta oleellisia tietoja. Tämän vuoksi kuvankäsittely jaetaan kolmeen eri 
osavaiheeseen, jotka samalla selkiyttävät kuvankäsittelyn toimintaa. /3/ 
 
Ensimmäisenä vaiheena voidaan pitää kuvan esikäsittelyä. Esikäsittelyssä kuvan laatua 
pyritään parantamaan mahdollisimman paljon suodattamalla siitä pois häiriötaajuuksia 
(kuva 2). Samalla kuvaa voidaan kääntää ja/tai siitä voidaan erottaa pienempiä osa-
alueita raskaampaa laskentaa vaativien analyysien nopeuttamiseksi. /3/ 
 
     
Kuva 2. Tarkkuuden parantamiseksi käytetty Wiener – filter – suodatus 
(Matlab Image Prosessing Toolbox). 
 
Toisena vaiheena kuvassa esiintyvää informaatiota muokataan analysointia varten 
helpommin käsiteltävään muotoon. Tässä vaiheessa kuvan ominaisuuksia kuten piirteitä 
ja kappaleiden reunoja, voidaan korostaa keinotekoisesti, jotta niiden tunnistus 
ylemmän tason järjestelmässä helpottuu. Tähän voidaan käyttää esimerkiksi jotain 
suodatusoperaatiota. Kuva voidaan esimerkiksi kynnystää, jolloin koko kuva muutetaan 
esim. binääriseksi. /3/ 
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Seuraavassa (kuva 3) vasemman puolisen kuvan pikselien arvot on kynnystetty siten, 
että sovittua kynnysarvoa korkeamman intensiteetin omaavat pikselit on muutettu 
valkoisiksi eli arvoltaan ykköseksi ja kynnysarvoa matalamman intensiteetin omaavat 
pikselit on muutettu mustiksi eli arvoltaan nollaksi. Tämän seurauksena saadaan uusi 
oikeanpuolinen kuva, jota on paljon helpompi käsitellä selvän kontrastieron takia 
 
   
Kuva 3. Yksinkertaistettu esimerkki kuvan kynnystämisestä (Teknillinen Korkeakoulu 
2007). 
 
Viimeinen ja kolmas vaihe on kuvan tunnistus ja tulkinta. Tässä vaiheessa aikaisempien 
operaatioiden jälkeen saatua kuvaa verrataan järjestelmälle ennalta opetettuun kuvaan. 
Kuva tunnistetaan tai hyväksytään, jos se on riittävän samankaltainen annetun 
referenssikuvan kanssa ja se täyttää kuvalle annetut toleranssikriteerit. Tämän jälkeen 
suoritetaan vielä kuvan tulkinta, jossa saatua kuvaa tutkitaan ja siitä erotetaan haluttuja 
piirteitä, kuten muotoja, mittoja, orientaatiota tai kokoa (kuva 4). Vasta näiden 
piirteiden perusteella voidaan päätellä, mitä todellista informaatiota kuvaan sisältyy ja 
mitä näistä voidaan käyttää. /3/ 
 
 
Kuva 4. Kolikot on jaoteltu koon mukaan (Teknillinen Korkeakoulu 2007). 
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4.4 Ohjausjärjestelmä 
Ohjausjärjestelmä on tärkeä osa ylemmän tason päätöksentekoa ja ohjausjärjestelmää. 
Ohjausjärjestelmä tekee ohjaus- ja korjaustoimenpiteitä kuvankäsittelyllä saatujen 
tietojen perusteella ja vaikuttaa siten konenäköjärjestelmien muihin osa-alueisiin. Tällä 
menetelmällä voidaan vaikkapa korjata kuvan muodostuksen tai kuvankäsittelyn 
parametreja. Mikäli syntyy tilanne, että saatu kuva riittää päätöksentekoon, välitetään 
tietoa ja ohjauksia muualle automaatiojärjestelmään. /3/ 
4.5 Automaatiojärjestelmä 
Viimeisenä aikaisemmin esitetyssä kuvassa oli vielä automaatiojärjestelmä, joka on 
kiinteä osa teollisuudessa tapahtuvaa automaatista ohjausta. Automaatiojärjestelmään 
lasketaan kuuluvaksi anturointi, toimilaitteet, väyläratkaisut sekä ohjaimet. Ne kaikki 
toimivat yhteistyössä toistensa sekä järjestelmään mahdollisesti kuluvien 
konenäköjärjestelmien kanssa. /3/ 
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5 KAMERATEKNIIKAT 
Kameratekniikka on yksi tärkeimmistä konenäön osa-alueista, ellei tärkein, sillä tuotteet 
jäävät tunnistamatta ilman oikein valittua kameratekniikkaa.  Kameratekniikoista 
puhuttaessa tarkoitetaan useasti kameroiden kennojen rakennetta. Tästä huolimatta tämä 
konenäön osa-alue pitää sisällään myös kameran tuottaman signaalin muodon ja 
kameran sensorin rakenteen. Seuraavassa on käsitelty hieman tarkemmin 
kameratekniikkaa. Samalla on pyritty luomaan selkeä paketti tämänhetkisistä 
kameratekniikoista. Tässä yhteydessä tullaan käsittelemään myös hieman laajemmin jo 
edellä mainittua värinäköä.  
5.1 Digitaalinen- vs. analoginen signaali 
Seuraava osio liittyy kiinteästi edellä esitettyyn kuvankaappaukseen, mutta on 
selvyyden vuoksi esitetty vasta nyt, puhuttaessa kameratekniikoista.  
 
Käytettävän kameran tyypistä riippuen saadaan aikaan joko analoginen- tai digitaalinen 
signaali. Analogisia signaaleja käsiteltäessä kuva on ensin muutettava digitaaliseen 
muotoon. Vasta tämän jälkeen kuva voidaan siirtää koneen muistiin käsiteltäväksi tai 
näytölle käyttäjän analysoitavaksi. Tästä muodostuu kuitenkin ongelma, sillä signaalin 
muunnoksien takia muistiin kaapattu kuva ei aivan vastaa todellista analogista kuvaa. 
Analogisten kuvien siirtotapoja ovat: /3/ 
 
• RGB 
• Composite Video 
• S-VHS 
 
Analogisen videosignaalin kaappausta ja siirtoa muistiin selventää kuva 5. 
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Kuva 5. Analogisen videosignaalin siirto muistiin (Teknillinen Korkeakoulu2007). 
 
Televisiolähetyksiin käytettyjen analogisten videosignaalien siirtotavat on lisäksi 
standardoitu, joten samaa standardia käyttävät kamerat syöttävät ulos yhdenmukaista 
signaalia. Näiden lisäksi on olemassa lisäksi eriloiskameroita, jotka lähettävät omaa 
signaaliaan. Näitä signaaleja ei kuitenkaan ole standardoitu. Yleisimmät videosignaalin 
standardit ovat: 
 
• PAL 
• NTSC 
• SECAM 
 
Analogisilla videosignaaleilla on olemassa kolmen tyyppisiä ominaisuuksia, joista 
jokaisella on omat etunsa konenäkösovelluksia ajatellen. 
 
Synkronisessa päivitystavassa yleisempien standardien (PAL, NTSC, SECAM) 
mukaiset kamerat lähettävät videosignaalinsa synkronoidusti vakiotaajuudella. 
Asynkronisessa päivityksessä kameralle lähetetään ulkoinen liipaisusignaali (trigger), 
jonka avulla kuva voidaan ottaa haluttuun aikaan. Tämä on todella hyödyllinen 
ominaisuus, nopeissa konenäkösovelluksissa. Nykyään tämä ominaisuus löytyy myös 
digitaalisista kameroista, joten analogisten kameroiden etu tässä suhteessa on nykyään 
lähes merkityksetön. /3/ 
 
Toinen analogisten kameroiden ominaisuus on lomitettu skannaus (interlaced scan, RS-
170). Tämä ominaisuus liittyy kiinteästi ensimmäisiin televisiota varten kehitettyihin 
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kameroihin (standardi RS-170), jossa kuvan päivitystä ruudulle pyrittiin pehmentämään. 
Tämä ns. pehmennys hoidettiin päivittämällä joka toinen rivi kerralla kuva alueesta. 
Konenäkösovelluksia ajatellen lomitetusta skannauksesta on kuitenkin enemmän haittaa 
kuin hyötyä, koska rivien päivittäminen eri ajanhetkillä saa aikaan kohteiden 
liikkumisen eri kohdissa parillisilla ja parittomilla riveillä. /3/ 
 
Peräkkäisen skannauksen (sequential scan) kamerat lukevat kaikki kennon kuvasensorit 
kerralla. Tämä ominaisuus on huomattavasti parempi kuin lomitettu skannaus 
ajateltaessa konenäkökäyttöä. Peräkkäistä skannausta tukevat kamerat pystyvät myös 
syöttämään lomitettua kuvaa, mikä on suuri etu, kun konenäkösovelluksen rinnalla 
käytetään ainoastaan RS-170 standardia tukevia monitoreja tai kuvankaappauslaitteita. 
/3/ 
 
Käsiteltäessä digitaalista videosignaalia ei tätä luonnollisesti tarvitse muuntaa 
analogiseen muotoon, vaan se käsitellään suoraan digitaalisena. On kuitenkin otettava 
huomioon, että riippuen käytetyn siirtotien standardista, voidaan joutua käyttämään 
erillistä korttia. Tämä tulee kuitenkin enää eteen ainoastaan spesiaali-tilanteissa, sillä 
usein järjestelmät käyttävät Firewire – liitäntää, joka löytyy vakiona jo lähes kaikista 
uusista koneista. Siirtotienä voidaan joissakin tapauksissa käyttää myös USB – väylää, 
joka löytyy vakiona jo joka koneesta. Digitaalisen tiedonsiirron siirtotavat on listattu 
seuraavana. Tämän jälkeen esitetään kuva digitaalisen videosignaalin kaappaamisesta 
koneen muistiin (kuva 6) /3/ 
 
• Universal Serial Bus (USB) 
• IEEE 1394 (Firewire) 
• RS422 
• EIA-644 (LVDS) 
• Cameralink  
• Giga Ethernet 
 
 
 
  29 
 
Kuva 6. Digitaalisen videosignaalin siirto muistiin (Teknillinen Korkeakoulu 2007). 
 
 
Digitaalinen signaali soveltuu paremmin konenäkösovelluksiin, sillä sen tuottamat 
kuvat ovat jo valmiiksi digitaalisia ja vastaavat siten täysin kuvailmaisimen pisteitä. 
Digitaalisella signaalilla on myös todellista potentiaalista hyötyä verrattuna analogiseen 
signaaliin. Digitaalisella signaalilla on pienemmät häiriöt (noise), sekä taas kuvan 
nopeampi päivitystaajuus (frame rate), näiden lisäksi sillä on vielä analogista kameraa 
parempi resoluutio. /3/ 
5.2 Viiva- ja matriisikamerat 
Sekä viiva- että matriisikamerat voidaan kumpikin rakentaa käyttämällä joko CCD- tai 
CMOS – tekniikkaa. Viiva- ja matriisikamerat eroavat toisistaan lähinnä 
kuvailmaisimien sijoittelun sekä määrän suhteen, sillä viivakameroissa on usein 
enemmän kuvailmaisimia kuin matriisikameroissa, siis yhdellä viivalla, jolloin koko 
muodostuvan kuvan resoluutio on suurempi.  
 
Viivakameroissa kuvailmaisimet ovat ainoastaan yhdellä rivillä eli nimensä mukaisesti 
viivamaisesti (kuva 7). Viivakamerat sisältävät myös useampia kuvailmaisimia 
vaakasuunnassa kuin matriisikamerat. Tämän päivän uudet viivakamerat saattavat 
muodostua jopa 10 000 kuvailmaisimesta, ilmaisimien määrän lähtiessä aina noin 
1024:stä. Kuvailmaisien määrä ilmoittaa myös käytettävän kameran resoluution, eli 
mitä enemmän ilmaisimia kennossa on, sitä parempi on kameran resoluutio. 
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Resoluutioon sekä kuvailmaisien rakenteeseen palataan vielä myöhemmin, puhuttaessa 
CCD- ja CMOS – kennojen rakenteesta. /10/ 
 
 
Kuva 7. Viivakameran kuvailmaisimet. 
 
Viivakamerat käyttävät toimintaansa lomitettua kuvanpäivitystä. Parillisten ja 
parittomien ilmaisimien tiedot (varaukset) luetaan siirtorekisteriin, josta ne sitten 
vuorotellen siirtyvät lähtövahvistimelle. /10/ 
 
Viivakameroiden tekniikka mahdollistaa hyvin nopean kuvanmuodostuksen sekä 
erittäin lyhyen valotusajan, joka saattaa olla jopa alle 1ms. Näiden ominaisuuksien 
vuoksi viivakameroita käytetään hyvin pitkälti reaaliaikaisissa sovelluksissa. /10/ 
 
Viivakameroita käytetään esimerkiksi liikkuvien kohteiden, kuten paperirainan reunan 
seuraamiseen tai pyöreiden kohteiden, kuten tölkkien ja etikettien, kuvaamiseen. 
Viivakameralla tapahtuva kuvan muodostaminen perustuu juuri kohteen liikkeeseen. 
Esimerkkinä mainitussa paperirainan reunan kuvaamisessa saadaan kohteesta jatkuva 
2D – kuva paperin liikkuessa kameran alitse, kun peräkkäin kuvatut viivat liitetään 
ohjelmassa yhteen. Etikettiä kuvatessa täytyy kuvattavaa kohdetta tietysti 
liikuttaa/pyörittää, jotta koko kohde saadaan kuvattua. /2, 4, 10/ 
 
Matriisikameraa käytettäessä saadaan kohteesta suoraan haluttu 2D – kuva, sillä 
matriisikameroissa kuvailmaisia on sijoitettu kennoon sekä vaaka että pystysuunnassa 
eli matriisimuodossa (kuva 8). Tämän päivän matriisikamerat ovat erittäin tarkkoja. 
Hyvien/kalliiden kennojen resoluutiot alkavat olla jo 4000 x 4000 (16 megapikseliä) 
kuvailmaisimen luokkaa. /2/ 
 
 
Kuva 8. Matriisikennon rakenne. 
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Peruskonenäkökamerat ovat usein matriisikameroita niiden hyvän yleissopivuuden 
vuoksi. Voikin sanoa, että viivakameroita käytetään vain silloin, kun niiden viivamaisen 
kennon ominaisuutta todella tarvitaan.  
 
CCD- ja CMOS – kennot 
 
Sekä CCD- että CMOS – kennot toimivat samalla pääperiaatteella. Molemmissa on ns. 
kuvailmaisia, johon tuleva valo osuu. Valon osuessa ilmaisimeen se varautuu 
sähköisesti suhteessa siihen kuinka paljon valoa kyseiselle ilmaisimelle saapuu. Näistä 
sähköisistä arvoista sitten muodostetaan kuva kennolle pikseli pikseliltä. 
Kuvailmaisimien määrä on taas sama kuin kennon resoluutio. Kennon resoluutio on 
vaakasuunnassa olevien ilmaisimien määrä kertaa pystysuunnassa olevien ilmaisimien 
määrä, esimerkiksi 1600 x 1200. Koska yksi kuvailmaisin kerää valoa ainoastaan 
yhdestä kohdasta kuvaa, on kennon tarkkuus sitä parempi mitä enemmän 
kuvailmaisimia kennolla on. Toisin sanoen mitä suurempi on resoluutio, sitä tarkempi 
on kuva. Kuvailmaisimilta saatavat sähköiset signaalit digitoidaan, jolloin aletaan puhua 
pikseleistä. Usein puhutaan pikseleistä tarkoitettaessa kennon kuvailmaisimia. 
Varsinkin arkikielessä tämä on hyvin yleistä. Konenäkötasolla kuvailmaisimet ja 
pikselit tulisi kuitenkin erottaa selvästi toisistaan väärinkäsityksien välttämiseksi. /2/ 
 
CCD (Charge-Coupled Device) – kenno on yleisin kameroissa käytetty kennotyyppi. 
Kyseisiä kennoja on sekä harmaasävy- että värikameroissa. CCD – kuvailmaisimet 
muodostuvat pienistä fotodiodeista, jotka reagoivat niihin osuvan valon määrän eli 
fotonien mukaan. Diodin päälle asetetaan lisäksi vielä mikrolinssi, jolla tulevat 
valonsäteet saadaan koottua ilmaisimelle. Näin kennon peittoastetta saadaan lisättyä ja 
kuvasta saadaan tarkempi. Mikrolinssin läpi tuleva valo osuu kuvailmaisimelle, jolloin 
kuvailmaisin varautuu sähköisesti, kuten edellä on mainittu. Kuvailmaisimen jännite 
muuttuu sitä enemmän mitä enemmän valoa siihen osuu. /2/ 
 
Tämän jälkeen kuvailmaisimilla olevat varaukset siirretään käyttämällä yhtä ja samaa 
varauksensiirtorekisteriä, jolloin kaikkien varauksien vahvistus muodostuu yhtä 
suureksi. Käytettäviä varauksensiirtomenetelmiä ovat Frame- ja Interline Transfer. /10/ 
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Frame transfer – varauksensiirtomenetelmässä varausten varastoiminen ja valotus on 
toteutettu kahdella erillisellä suurella alueella. Tässä tapauksessa kennon pinta on kaksi 
kertaa Interline Transfer – kennon kokoinen. Frame Transfer käyttää kennojaan samalla 
myös siirtorekisterinä. Varaukset siirretään valoherkän alueen vieressä olevaan 
samankokoiseen, mutta pimennettyyn varastorekisteriin. Varastorekisteristä varaukset 
siirretään vertikaaliseen lukurekisteriin, josta varaukset pystytään tämän jälkeen 
lukemaan (kuva 9). /10/ 
 
 
Kuva 9. Frame Transfer – rakenne (National Instruments Corporation 2008). 
 
Interline Transfer – varauksensiirtomenetelmässä kenno on jaettu erillisiin riveihin 
valon vastaanottamista ja varausten varastoimista sekä siirtämistä varten. CCD – kenno 
kerää fotoneita diodien pintaan minkä jälkeen näistä muodostuneet varaukset siirretään 
pimennettyihin varasto- ja siirtorekistereihin. Tämän jälkeen pystysuuntaisessa 
siirtorekisterissä olevat sähköiset varaukset siirretään kennon reunalla olevaan 
horisontaaliseen siirtorekisteriin. Horisontaalisesta siirtorekisteristä sähköiset varaukset 
on sitten mahdollista lukea, vahvistaa tai siirtää eteenpäin (kuva 10). /10/ 
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Kuva 10. Interline Transfer – rakenne (National Instruments Corporation 2008). 
 
CCD – kennoja valmistetaan nykyään hyvin montaa kokoa. Peruskoot ovat kuitenkin 
edelleen 1”, 2/3”, ½”, 1/3” ja ¼”. Tämän hetken käytetyimpiä ovat 2/3” sekä 1” kennot. 
Uusin kennokoko on Sonyn valmistama 1 1/8” oleva kenno joka löytyy mm. Cognexin 
uusimmasta 5403 sarjan älykamerasta. Kennon kokoa tärkeämpää on kuitenkin kennon 
resoluutio eli kennosta löytyvien kuvailmaisimien määrä. Nykyään resoluutiot alkavat 
olla jo reilusti yli tuhannen pikselin luokkaa per kennon sivu. Kameran resoluutio on 
aina valittava kuvauskohteen mukaan, joten myös halvempia pienempien resoluutioiden 
kameroita valmistetaan vielä. Tulevaisuudessa tilanne tulee vielä muuttumaan täysin 
HD – kameroiden tullessa myös konenäkömarkkinoille. /10/ 
 
 Toinen valmistettava kennotyyppi on CMOS (Complementary Metal-Oxide 
Semiconductor) – kenno (kuva 11). Aluksi kehitettiin sekä passiivisia- että aktiivisia 
CMOS – kennoja. Lopulta passiivisten kennojen kehitys ja valmistus lopetettiin ja 
siirryttiin pelkästään aktiivisten CMOS – kennojen tekniikkaan.  
 
Kuva 11. CMOS – kennon fotodiodi (Lahikainen, M 2008 s. 5). 
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CMOS – kennojen toimintaperiaate (kuva 12) on paljolti samanlainen kuin CCD – 
kennojenkin. CMOS – kennossa olevat fotodiodit muuntavat kennolle osuvien fotonien 
energian sähkövaraukseksi, joka tämän jälkeen muutetaan jännitteeksi. AD – 
muuntimella jännite taas muutetaan binääriluvuksi siten että 8 bittisellä muuntimella 
saadaan esitettyä 256 – intensiteetintasoa. Samalla käytetään CCD – kennojen tapaan 
mikrolinssejä kompensoimaan diodien pinta-alaa. /12/ 
 
 
Kuva 12. CMOS – kennon toimintaperiaate. (Lahikainen, M 2008 s. 4). 
 
CMOS – kennoissa syntyvät varaukset kuitenkin muutetaan jännitteeksi ja vahvistetaan 
ilmaisimessa itsessään. Näin kuva saadaan aikaan huomattavasti CCD – kennoa 
nopeammin. Käytettäessä kyseistä järjestelmää poistuu CCD – kennoissa oleva tarve 
varauksensiirtoon, ja samalla jokainen kuvapiste voidaan lukea erikseen. Tällainen 
rakenne mahdollistaa erilaisten analogisten ja digitaalisten toimintojen integroinnin 
suoraan kennoon, jolloin analoginen jännitesignaali voidaan vahvistaa ja muuttaa 
digitaaliseksi suoraan CMOS – kennolla. /10, 12/ 
 
Molemmilla kennoratkaisuilla on omat hyvät sekä huonot puolensa (taulukko 1). CCD – 
kennolla on selvästi CMOS – kennoa korkeampi resoluutio ja parempi kuvanlaatu. 
Nykyään CCD – kennojen käyttö konenäkösovelluksissa on vielä yleisempää verrattuna 
CMOS – kennoihin mutta tämä tulee todennäköisesti muuttumaan lähiaikoina. CMOS – 
kennojen tarkkuus ja resoluutio paranevat jatkuvasti uusien versioiden myötä ja samalla 
valmistuskustannukset halpenevat. Valmistustavalla tulee jatkossa olemaan erittäin 
suuri merkitys kisassa CCD- ja CMOS – kennojen välillä. CMOS – kennoja pystytään 
valmistamaan jo olemassa olevissa puolijohdekomponentti tehtaissa ilman CCD – 
kennojen vaativia puhdastila vaatimuksia. CMOS – kennoilla on myös nopeampi 
toiminta, matalampi virrankulutus, pienempi koko ja edullisemmat 
valmistuskustannukset verrattuna CCD – kennoihin. /12/ 
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Taulukko 1. CCD- ja CMOS – kennojen väliset erot (Lahikainen, M 2008). 
 
Ominaisuus CCD CMOS (aktiivinen) 
Photoneista elektoroneiksi 
muunnos Tapahtuu pikselissä Tapahtuu pikselissä 
Elektroneista jännitteeksi 
muunnos (Analoginen) Tapahtuu kennossa Tapahtuu pikselissä 
Signaalin vahvistus 
Tapahtuu 
piirilevyllä/elektroniikassa 
Tapahtuu pikselissä 
(aktiivinen CMOS) 
Analoginen jännite digitaalisiksi 
biteiksi muunnos 
Tapahtuu 
piirilevyllä/elektroniikassa Tapahtuu kennossa 
Kennosta tuleva signaali Jännite (ananloginen) Bitti (digitaalinen) 
Piirilevyltä tuleva signaali Bitti (digitaalinen) Bitti (digitaalinen) 
Kennon monimutkaisuus Matala (fotodiodi) 
Korkea (fotodiodi, vahvistin, 
piirejä) 
Järjestelmän monimutkaisuus 
Korkea (kenno, mikropiirit ja 
piirilevyt) Matala (kenno) 
Täyttöaste (fotodiodin pinta-
ala/pikseli pinta-ala) Korkeampi Matalampi 
Kohina Matalampi 
Korkeampi (tosin 
ammattikennoilla OK) 
Speed Matalampi Korkeampi 
Jännitarve Monijännite Yksi 
Virran kulutus Korkeampi Matalampi 
Yksittäisen pikselin (x, y) 
osoittaminen Ei Kyllä 
Dynamiikka 
Molempien luokkien 
parhaimmisto samaa tasoa 
Molempien luokkien 
parhaimmisto samaa tasoa 
Kuvan yhdenmukaisuus 
Molempien luokkien 
parhaimmisto samaa tasoa 
Molempien luokkien 
parhaimmisto samaa tasoa 
Värit 
Molempien luokkien 
parhaimmisto samaa tasoa 
Molempien luokkien 
parhaimmisto samaa tasoa 
Valmistusprosessi Vaatii erikoiskoneet 
Olemassa olevat muisti- 
/prosessitehtaat 
Kustannus Korkeampi Matalampi 
 
5.3 Värikamerat 
Perus-CCD – tai CMOS – kennot ovat harmaasävykennoja eli ne eivät pysty 
tunnistamaan värejä. Värikameratekniikka on aivan oma osa-alueensa, vaikka väri ja 
harmaasävykameroiden välillä on vain muutamia eroja. Nykyäänkin värikameroita 
käytetään ainoastaan silloin, kun niitä todella tarvitaan. Muuten käytössä ovat 
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harmaasävykamerat. Värikameroissa värien tunnistamiseen voidaan käyttää kolmea eri 
tekniikka. Ennen tekniikoihin siirtymistä on kuitenkin vielä kerrottava pääperiaate, jolla 
värikamerat toimivat. Värikameratekniikoissa jokainen väri muodostetaan kuvaamalla 
kolmea eri pääväriä, joista sitten muodostetaan lopullinen kuva. Päävärit ovat punainen, 
vihreä ja sininen eli Red, Green ja Blue. Tästä muodostuu myös yleinen termi RGB, jota 
käytetään usein lyhenteenä, puhuttaessa värikuvauksesta. 
 
Jokainen kennon ilmaisin voidaan rakentaa tunnistamaan ainoastaan yhtä väriä. Kuvasta 
muodostuu ns. Bayermatriisi (kuva 13). Tämän jälkeen muut värit joudutaan 
muodostamaan interpoloinnilla (kuvat 14) naapuri-ilmaisimien väreistä. Luettaessa 
esim. yksi Bayer – kuvion vihreistä pikseleistä, selvittää interpolointiprosessi, mikä on 
pikselin sininen arvo tarkastamalla ylä- ja alapuolisten sinisten pikseleiden arvot ja 
antamalla sinisen arvoksi näiden keskiarvon. Vastaavalla interpolointiprosessilla 
saadaan punaisen määrä pikselin oikealla ja vasemmalla olevien punaisten pikselien 
avulla. Tällainen tapa on kaikkein yksinkertaisin, halvin ja yleisin tapa muodostaa 
värikamera. Tällä menetelmällä on kuitenkin myös haitansa, sillä kuvasta ei tule aivan 
tarkka, värien approksimoinnin takia.  Tarkkuus ilmenee reunojen ja yksityiskohtien 
häiriöinä, virheitä kutsutaan nimellä artifacts. Toinen ongelma on valkoisen pisteen 
näkyminen kuvassa sinisenä. Tämän ongelman poistamiseen on kuitenkin kehietty ns. 
anti-aliasing filtteri. /2, 12/ 
 
 
Kuva 13. Bayer – matriisi (Kwan, S 2007). 
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Kuva 14. Vasemmalla Bayer – tekniikalla otettu kuva ennen interpolointia. Oikealla 
sama kuva bi-lineaarisen interpoloinnin jälkeen. 
 
Yksi tapa saada aikaan värikuva on käyttää ns. suodatinkiekkoa (kuva 15). Kameran 
edessä pyörivässä suodatinkiekossa ovat edustettuina kaikki kolme pääväri 
komponenttia, RGB. Suodattimen pyöriessä jokainen värikomponentti kuvataan 
erikseen. Tämä tekniikka oli lähellä lyödä itseään läpi oikein kunnolla, mutta lopulta se 
hylättiin, parempien tekniikoiden tieltä. /2/ 
 
 
Kuva 15. RGB – suodatinkiekko (Lahikainen, M 2008). 
 
Ehkä kehittynein värikuvaustapa on kolmen kennon tapa, eli käytetään ns. 3CCD – 
kameraa (kuva 16). Valon tullessa 3CCD – kennolla varustettuun kameraan, se jaetaan 
aluksi prismojen avulla niin että vihreä valo taittuu vihreää kuvaavalle kennolle, sininen 
sinistä kuvaavalle kennolle ja punainen valo kulkee punaista kuvaavalle kennolle. Näin 
jokainen kenno kuvaa oman värinsä määrän eli intensiteetin (RGB). Sen jälkeen värit 
yhdistetään ja niistä muodostetaan yhtenäinen kuva. Kyseistä menetelmää on pidetty 
erittäin suosittuna, sillä prismat, joita käytetään jakamaan valo jokaiselle kennolle 
erikseen, voidaan suunnitella melko tarkasti jäljittelemään ihmissilmän ominaisuuksia. 
Järjestelmällä on myös muita etuja, joihin kuuluvat erittäin tarkka värien 
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uudelleenkasaus kokonaiseksi kuvaksi, sekä korkea resoluutio. Suurimpana etuna on 
kuitenkin yksikertaisempi ja nopeampi signaalin prosessointi. Mutta kuten aina, 
järjestelmältä löytyy varjopuoliakin. 3CCD – tekniikka käyttävät kamerat ovat muita 
kameroita hieman kookkaampia, mutta suurempi ongelma syntyy kuitenkin säteen 
jakamisesta kolmelle kennolle. Kameraan tulevan valon määrä jaetaan kolmelle 
kennolle, jolloin myös jokaiselle kennolle osuvan valon intensiteetti on noin kolmasosa 
kertaa kameraan tulevan valon määrästä. Kameraan tarvitaan myös kolme erillistä 
kennoa, mikä nostaa kameran hintaa selvästi. /11/ 
 
 
Kuva 16. 3CCD – kennotekniikka (Canon 2008). 
 
Värikamerakuvien prosessoinnissa on monia lisävaiheita harmaasävykuvaukseen 
verrattuna, joten värikamerakuvaus on harmaasävykuvausta hieman hitaampaa. 
Värikamerakuvauksessa ennen kuvauksen aloittamista on kameralla tehtävä 
valkotasapainotus. Valkotasapainotus voidaan tehdä joko automaattisesti tai 
manuaalisesti. Automaattisessa versiossa kameralle näytettään valkoista kohdetta 
(paperia), minkä jälkeen kamera tasapainottaa itsensä. Manuaalisesti tehtävässä 
tasapainotuksessa arvot on syötettävä kameran muistiin käyttäjän toimesta. 
Valkotasapainotus suoritetaan aina kameran kuvausolosuhteiden vaihtuessa. Tämän 
lisäksi kameralle on tehtävä lukuisia muita kalibrointeja. Nykyään nämä kalibroinnit 
hoidetaan kuitenkin sisäisesti kamerassa eikä käyttäjän enää tarvitse huolehtia niiden 
toiminnasta. 
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6 PC – POHJAINEN KONENÄKÖ- VS. ÄLYKAMERA 
JÄRJESTELMÄ 
”Vanhojen” PC – pohjaisten konenäköratkaisujen rinnalle ovat viimeisien vuosien 
aikana nousseet hyvin vahvasti älykameraratkaisut. Älykameroilla paljon etuja PC – 
pohjaisiin ratkaisuihin verrattuna, mutta niin on myös PC – pohjaisilla ratkaisuilla 
älykameroihin verrattuna. Tässä luvussa on pyritty tekemään laajaa vertailua näiden 
kahden järjestelmän välillä, minkä pohjalta on sitten suoritettu lopullinen työkohteen 
kamera valinta.  
6.1 PC – pohjaiset konenäköjärjestelmät 
PC – pohjaisissa järjestelmissä on nimensä mukaisesti PC, mikä ohjaa kameran sekä 
muiden mahdollisten laitteiden toimintoja. Kyseisissä järjestelmissä on aina 
kuvakäsittelykortti tai suora liitäntä, jolla kuvat saadaan kaapattua PC:lle. PC – 
järjestelmän etuja älykameroihin verrattuna ovat niiden tarkkuus, joustavuus ja 
mahdollisuus hyvinkin monimutkaisiin työkaluihin.  
 
PC – järjestelmiä käytettäessä pystytään ohjelmien käsittelyyn valjastamaan 
huomattavasti älykameroita enemmän prosessointitehoja ja samalla analysointiin 
käytettävät algoritmit voivat olla paljon älykameroita monimutkaisempia. Useimpien 
kameroiden tai erikoiskameroiden (infrapuna, laser, UV) kanssa on edelleen aina 
käytettävä PC – ratkaisuja, jotta laskentatehot riittävät kameralta tulevan datan 
käsittelyyn.  
 
PC – pohjaiset järjestelmät ovat aina melko laajoja, mikä aiheuttaa niiden erään 
heikkouden eli kalliin hinnan. Järjestelmien hinnat saattavat helpostikin nousta useisiin 
kymmeniin tuhansiin euroihin. Samalla eteen tulee toinen selkeä PC – järjestelmiä 
vaivaava ongelma, nimittäin laitetoimittajien määrä. Toimittajamäärien kasvaessa on 
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yhä useammin varmistuttava siitä, että kaikki tarvittavat komponentit yleensä löytyvät 
asennuspaikalta ja että komponentit ovat keskenään yhteensopivia.  
 
PC – näköjärjestelmiä suunniteltaessa vaaditaan ohjelmoijilta myös erittäin laajaa 
asiantuntemusta, sillä ohjelmat näille järjestelmille tehdään usein käyttämällä jotain 
korkeamman tason ohjelmointikieltä kuten C++:aa tai Visual Basiciä. Vaikka viime 
aikoina markkinoille onkin alkanut tulla graafisilla käyttöliittymillä varustettuja 
järjestelmiä, ovat ohjelmoinnilla tehtävät järjestelmät, etenkin monimutkaisissa 
tapauksissa, vielä erittäin laajalti käytössä.  
6.2 Älykamerajärjestelmät 
Älykamerajärjestelmällä tarkoitetaan kameraa, johon on integroitu koko 
konenäköjärjestelmä kuvankäsittelyohjelmistoineen, prosessoreineen sekä liitäntöineen. 
Uusimmissa versioissa on mahdollisuus integroituun valaistukseen, jolloin valot 
asennetaan optiikan ympärille ja ne saavat virtansa kameran kanssa samasta liittimestä. 
Nämä valoratkaisut ovat kuitenkin vielä liian himmeitä ja tehottomia suureen osaan 
järjestelmistä.  
 
Etuina älykamerajärjestelmissä verrattuna PC – pohjaisiin järjestelmiin ovat niiden 
yksinkertaisuus, hinta, luotettavuus ja ohjelmoinnin helppous. Älykameroiden kehitys 
jatkuu edelleen huimaa vauhtia, joten vuosittain markkinoille tulee uusia entistä 
parempia järjestelmiä. Tämä on yksi syy siihen miksi älykamerat ovat valloittaneet alaa 
varsinkin kompakteissa sovelluksissa. Älykamerat ovat hyvä valinta ns. stand alone -
sovelluksissa, jolloin ainoastaan kameran kalibrointi ja ohjelman teko suoritetaan 
PC:llä. 
 
Älykameroilla on tietysti myös omat ongelmansa. Niiden suorituskyky ei vielä ole aivan 
samaa tasoa kuin PC – järjestelmissä vaikka ero pieneneekin koko ajan. Toinen selkeä 
ero on käytettävien algoritmien laajuudessa, sillä älykameroilla suoritettavat tehtävät 
hoidetaan paljon yksinkertaisimmilla algoritmeilla kuin PC – pohjaisissa järjestelmissä. 
PC – sovelluksissa pystytään algoritmeja myös rakentamaan tarpeiden mukaan toisin 
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kuin lähes kaikissa älykameroissa, joissa on käytettävä kamerassa valmiina olevia 
algoritmeja. 
 
Älykameroissa ongelmaksi muodostuu myös järjestelmien laajennettavuus. 
Älykamerajärjestelmät ovat edelleen lähes aina yhden kameran järjestelmiä. Useamman 
peräkkäisen kameran järjestelmiä ollaan koko ajan kyllä kehittämässä, mutta niitä ei 
vielä ole markkinoilla. Useamman peräkkäisen kameran kytkentään tarvitaan ainakin 
kytkin käytettäessä Ethernetiä. Selvyyden vuoksi on kuitenkin vielä mainittava, että 
tuotantolinjalla voi tietysti olla useampia älykameroita hoitamassa tunnistustehtäviä, 
mutta ne eivät suoraan pysty keskustelemaan toistensa kanssa. Perinteisesti useamman 
kuin yhden kameran konenäköratkaisut on toteutettu käyttämällä avuksi ohjelmoitavaa 
logiikkaa, joka hoitaa keskustelun eri kameroiden välillä.  
 
Älykameroiden ohjelmointiympäristöt ovat aina graafisia, mikä tekee niistä 
ohjelmoinnin kannalta huomattavasti PC – järjestelmiä yksinkertaisempia. Älykamerat 
konfiguroidaan yleensä ensin PC:llä, minkä jälkeen PC irrotetaan ja kamerasta tulee 
stand alone –laite. Älykameroita käytetään lähinnä tunnistus- ja 
laadunvalvontatehtävissä niiden kompaktin rakenteen ja nopean ohjelmoitavuuden 
takia.  
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7 VALAISU KONENÄKÖJÄRJESTELMISSÄ 
Valaisu on yksi konenäköjärjestelmien tärkeimmistä elementeistä. Ilman kunnon 
valaistusta konenäköjärjestelmä on täysin hyödytön tai vähintäänkin vain osittain 
käyttökelpoinen. Valaistuksen suunniteluun kannattaa uhrata kunnolla aikaa, sillä 
hyvällä ja oikein valitulla valaistuksella vaikutetaan voimakkaasti haluttuun 
lopputulokseen. Tässä luvussa on pyritty rakentamaan selkeä esitys valaistuksen 
teoriasta sekä todellisista ratkaisuista. Luvun loppupuolella on lisäksi käytetty paljon 
kuvia todellisista valaisimista sekä niiden avulla muodostetuista kuvista, sillä jos jossain 
tekniikan alueella kuva kertoo enemmän kuin tuhat sanaa, on se konenäköjärjestelmien 
valaistussuunnittelussa.  
7.1 Valaistuksen suunnittelu 
Avaintekijä konenäköjärjestelmien valaistussuunnittelussa on mahdollisimman suuren 
kontrastin saavuttaminen tutkittavan kohteen sekä ympäristön välille. Kontrastieron 
saavuttamien on toisissa tapauksissa helpompaa kuin toisissa. Kaikkein paras 
kontrastiero saadaan käyttämällä taustavalaisua, mikä ei kuitenkaan sovellu kuin vain 
pieneen osaan kohteista. /2/ 
 
Muita huomioon otettavia asioita sopivan valaistuksen suunnittelussa ovat: /2/ 
 
• Värierojen esille tuominen 
• Tutkittavan kohteen ja taustan erottaminen eri harmaan sävyiksi 
• Varjojen minimointi (joskus varjoja käytettään itse tunnistuksessa) 
• Liikkuvien kohteiden pysäyttäminen (esim. juomapullot liukuhihnalla) 
• Reunojen tarkkuuden lisääminen 
• Heijastuksien poisto 
• Taloudelliset tekijät (hankinta- ja kunnossapitokustannukset) 
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Käytettävät konenäköjärjestelmät asennetaan yleensä teollisuuteen, jossa tilanne on 
täysin erilainen verrattuna stabiileihin testiolosuhteisiin, jotka vallitsevat järjestelmien 
testaus- ja kehitysympäristöissä. Teollisuuden työtilat on usein rakennettu niin, että 
ikkunat sijaitsevat seinien yläosissa, jolloin alaosiin jää puhdasta seinäpintaa 
tarvittavien asennusten käyttöön. Tällainen rakenne on todella yleinen ja toimiva ulkoa 
tulevan valon kannalta, mutta erittäin huono käytettävien konenäköjärjestelmien 
toimivuutta ajatellen. Ulkoa tuleva valo saattaa olla erilainen ja tulla eri kulmasta 
vuodenaikojen vaihdellessa ja osua konenäkökameran linssiin tai kuvattavaan 
kohteeseen vain osan aikaa vuodesta. Tällöin esimerkiksi talvella käyttöönotettu 
järjestelmä ei enää toimikaan heinäkuussa valon tullessa suoraan sisälle halliin. 
Kyseinen ongelma on helppo korjata asentamalla suojia kuvattavan kohteen ja kameran 
ympärille, jolloin ulkoa tuleva valo ei pääse vaikuttamaan kuvaustilanteeseen.  
 
Toinen teollisuuden ongelma ovat työtiloissa käytettävät valaisimet. Nämä valaisimet 
ovat usein loisteputkia, jolloin niissä käytettävä 50 tai 60 hertzin taajuus saa aikaan 
kameralta tulevan kuvan värähtelyä. Tämä ongelma voidaan korjata valitsemalla 
kameran kanssa samaan tilaan valaisimet, joiden valaisutaajuus on 5-kertainen 
kuvaustaajuuteen nähden. Toinen tapa, jolla ongelma voidaan korjata, on vaihtaa 
valaisimet sellaisiin, joissa sähköverkon taajuutta ei käytetä laisinkaan hyväksi. Näistä 
sekä ensimmäinen että toinen vaihtoehto otetaan käyttöön vain silloin kuin muita 
ratkaisuja ei enää ole. Yleensä ongelman ratkaisu jääkin konenäköjärjestelmien 
suunnittelijoiden ja etenkin valaistussuunnittelijoiden tehtäväksi. /10/ 
 
Eräs käyttökelpoinen ratkaisu ympäröivästä valosta aiheutuvien vääristymien poistoon 
on käyttää optiikan ja kennon väliin asennettavia suodattimia, joilla haitallisen valon 
aallonpituudet saadaan poistettua. Suodattimista on kerrottu lisää omassa kappaleessaan 
hieman myöhemmin.   
 
Kuten jo aiemmin mainittiin, valaistuksen ratkaiseminen on yksi tärkeimmistä 
konenäköjärjestelmän suunnittelun osa-alueista. Valaistuksella voidaan joissain 
tilanteissa saada halvallakin ratkaisulla aikaan käyttökelpoinen lopputulos. Toisaalta on 
tilanteita, joissa mikään valaisu ei sovi kohteeseen vaan apua on haettava 
ohjelmistopuolelta. Konenäköjärjestelmän valaisimeksi sopii mikä tahansa yleisvalaisin, 
jos se vaan muuten on sopiva kohteeseen. Halvimmat ratkaisut saattavat syntyä 
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hakemalla paikallisesta sekatavaraliikkeestä kasa valaisimia ja testaamalla mikä niistä 
on sopivin. 
 
Edellä esitetty testausmetodi on monissa tapauksissa lähes ainoa suunnittelutapa 
konenäköjärjestelmien valaistukselle. Paljon valaistussuunnittelua tehneellä on usein 
jonkinlainen käsitys mahdollisesta lopputuloksesta. On kuitenkin otettava huomioon, 
että konenäköä käyttävät kohteet ovat aina yksilöllisiä, joten hyväkin 
valaistussuunnittelija joutuu hakemaan oikeata ratkaisua testauksen kautta. Valaistuksen 
suunniteluun on olemassa ns. sääntöjä tai ohjeita, joiden avulla pääsee liikkeelle. 
Näiden lisäksi on olemassa ”systemaattinen lähestymistapa sopivan valaistuksen 
löytämiselle”. Tämä tapa noudattaa pisteytystaulukkoa, jonka avulla halutuille 
ominaisuuksille annetaan pisteitä ja lopulta yhteenlaskettujen pisteiden kautta päästään 
sopivan valaisimen lopputulokseen. Tässä menetelmässä on kuitenkin ongelmana se, 
että pisteiden antajan on oltava perillä halutusta lopputuloksesta ja kontrastista. Usein 
tällainen käsitys syntyy kuitenkin vasta useiden vuosien suunnittelun jälkeen, jolloin 
kokeneella suunnittelijalla on jo muutenkin selvä käsitys mahdollisista 
valaistustekniikoista. Nämä asiat huomioon ottaen on pisteytystaulukko lopulta melko 
turha.  
 
Seuraavana on vielä listattu muutamia asioita, jotka helpottavat valaistussuunnittelussa 
alkuun pääsyä: /2/ 
 
• Kiiltävillä ja kaarevilla pinnoille kannattaa kokeilla diffuusikupolia 
• Kiiltäville ja tasaisille, mutta karkeille pinnoille kannattaa kokeilla aksiaalista 
diffuusivalaistusta 
• Pinnan muotojen havainnoinnissa pimeäkenttä on hyvä vaihtoehto 
• Muoveille kannattaa kokeilla IR- tai UV – valoa 
• Heijastavien pintojen läpi kuvattaessa voi kokeilla pimeäkenttävaloa 
• Eri valaistuksien kombinaatioita kannattaa kokeilla  
• Strobo eli välkkyvä valo antaa jopa 20 – kertaa enemmän valoa verrattuna 
normaaliin valaistukseen.  
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7.2 Valaistuksen teoriaa 
Jotta valaisua olisi hieman helpompi ymmärtää, on seuraavassa käsitelty hieman 
valaistuksen teoriaa, siihen liittyviä käsitteitä sekä tekniikoita. 
7.2.1 Avaruuskulma 
Valaistusta suunniteltaessa on otettava huomioon valaistuksen avaruuskulma. 
Avaruuskulmalla tarkoitetaan sitä kulmaa, millä valon säteet osuvat kohteeseen. 
Avaruuskulma on kaikkein helpoin ymmärtää kun se esitetään pallomaisena kuvana 
(kuva 17). /14/ 
 
 
 
Kuva 17. Avaruuskulman määritelmä (Melles Griot 2008). 
 
Avaruuskulma voidaan määritellä myös geometrisesti, jolloin se on pallopinnan pinta-
alan suhde pallon säteen neliöön eli: 
 
2r
AW =  
Yksiköksi kaavasta saadaan steradiaani (sr), joka on myös avaruuskulman yksikkö. 
Koko pallopinnan käsittävä avaruuskulma on sama kuin koko pallon pinta-ala eli 4pi  
steradiaania. /14/ 
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7.2.2 Fokusoitu valaistus 
Fokusoitu valaistus syntyy silloin kun, käytettään hyvin pientä avaruuskulmaa. Tätä 
valaistusta kutsutaan myös pistemäiseksi tai kohdistetuksi valoksi. Fokusoitu valo 
saadaan aikaan optisella kuidulla, rengasvalolla, hehkulampulla tai käyttämällä 
yksittäistä LED – valoa. Fokusoitu valaistus on helppo toteuttaa, koska valot voidaan 
sijoittaa hyvinkin kauas kuvattavasta kohteesta. /14/ 
 
Tärkeimpiä fokusoidun valon sovelluksia ovat reunojen, pintakuvioiden ja varjojen 
etsintä sekä korostaminen. Peiliheijastavia kohteita kuvattaessa saattaa fokusoidun 
valon kanssa tulla ongelmia. Tämä johtuu siitä että fokusoituvavalo voi aiheuttaa 
kohteessa erittäin suuria heijastuksia, jolloin osa kohteesta voi olla täysin pimeänä. /14/ 
7.2.3 Diffuusivalaistus 
Diffuusivalaistuksella on eritäin suuri avaruuskulma, jolloin puhtaan noin 2pi :n 
avaruuskulmasta. Suuri avaruuskulma saadaan aikaan sijoittamalla fokusoidun 
valonlähteen eteen valoa heijastava tai fluoresoiva elementti. Diffuusivalaistusta 
käytettään peiliheijastavien kappaleiden kanssa, jolloin voidaan tutkia pinnalla olevia 
kohteita ilman, että valo peilautuu kohteesta. Diffuusivaloa käytettäessä kohde on 
lisäksi vähemmän herkkä pinnanmuotojen vaihteluille. /14/ 
 
Diffuusivalaistuksen ongelma on kuitenkin sen vaikeampi järjestäminen, sillä 
valaisimen täytyy ympäröidä suurelta osin koko kohdetta. Tällöin tulee ongelmaksi 
koko paketin eli linssin, kameran sekä valaisimen asennus siten, että kohde saadaan 
kuvattua. /14/ 
7.2.4 Valon osuminen kohteeseen 
Jotta valaistusta voi paremmin suunnitella on ymmärrettävä mitä valolle tapahtuu sen 
osuessa kohteeseen. Valolla voi käyttäytyä neljällä eri tavalla kohteeseen osuessaan. 
Valo voi läpäistä kohteen, heijastua kohteesta, sirota kohteeseen osuessaan tai 
absorboitua kohteeseen. Se miten valo käyttäytyy, riippuu kohteen ominaisuuksista. 
Valon käyttäytymiseen vaikuttavat kohteen pintamateriaalin heijastusominaisuudet, 
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väri, pinnan muodot, valon aallonpituus sekä käytettävä avaruuskulma. Näiden lisäksi 
kohde voi olla fluorisoivaa materiaalia jolloin valo absorboituu eli imeytyy kohteeseen 
tullessaan. Edellä esiteltyä asiaa selvennetään kaikille jo ennestään tutun kuvan 18 
avulla. /2, 4/ 
 
 
Kuva 18. Valon käyttäytyminen kohteeseen osuessaan. 
7.2.5 Värien vaikutus valaistukseen 
Seuraavana esitetään nopeasti yleiskatsaus valon väreistä, jolloin on helpompi 
ymmärtää kontrastin aikaansaaminen värien avulla.  
 
Ihmissilmälle näkyvän valon aallonpituudet alkavat 400nm:stä ja jatkuvat 700nm:iin 
saakka (kuva 19). Jokaisella aallonpituudella on oma värinsä, joten esimerkiksi 660nm 
omaavan valon väri on punaista. Ihminen näkee parhaiten noin 550nm aallonpituudella 
sijaitsevia valoja. /2/ 
 
 
Kuva 19. Näkyvän valon aallonpituudet (Martin, D. 2004). 
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Käytettäessä harmaasävykameraa värillisten kohteiden kuvaamiseen voidaan jokin tietty 
väri saada paremmin esille käyttämällä oikeanväristä valoa. Valon käyttö perustuu 
vastaväreihin, joiden avulla tietyn värisistä kohteista saadaan tummempia tai 
vaaleampia.  
 
 
 
Kuva 20. Väri- vastavärikartta (Arnold Keyserling 1999). 
 
Kuvassa 20 on esitetty perus väri- vastavärikartta, jonka avulla voidaan valita sopivat 
värit kohteiden kuvaamiseen. Kartta toimii siten, että tiettyä väriä käytettäessä tulee 
vastavärin omaavista kohteista tummempia. Kohteen kanssa samaa väriä käytettäessä 
tulee kohteesta kirkkaampi (kuva 21).  Esimerkiksi vihreä valo tekee punaisista 
kohteista tummia ja punainen valo tekee punaisista kohteista kirkkaita. /2/ 
 
Alla esitetyssä kuvassa on käytetty punaista taustavaloa. Vasemmalla alhaalla oleva 
varoke on väriltään punainen, jolloin se on muita kohteita kirkkaampi. Eniten oikealla 
oleva varoke taas on vihreä, jolloin se on kuvassa tummempi. Keskimmäinen varoke on 
sininen ja avain on alumiinia. 
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Kuva 21. Kuvaa otettaessa on käytetty punaista taustavaloa.  
7.2.6 Suodattimet 
Valon suodatukseen voidaan käyttää ali- yli- tai kaistanpäästösuodattimia. Suodattimien 
tarkoituksena on, nimensä mukaisesti, suodattaa pois tiettyjä aallonpituuksia valosta. 
Alipäästösuodattimet päästävät läpi valoa, jonka aallonpituus on suodattimen arvon 
alapuolella. Ylipäästösuodattimet taas päästävät läpi valoa, jonka aallonpituus on 
suurempi kuin suodattimen arvo. Ali- ja ylipäästösuodattimet merkitään aallonpituuden 
mukaan, esimerkiksi 680nm alipäästösuodin. Kaistanpäästösuotimet taas toimivat 
hieman eri periaatteella. Ne päästävät läpi vain tietyn aallonpituuden omaavia 
valonsäteitä esimerkiksi kaistanpäästösuodin, jonka merkintä on 680nm + 10 %, päästää 
läpi ainoastaan 612nm – 748nm aallonpituudet. /2/ 
7.3 Valaisutekniikat 
Valaistussuunnittelussa on tärkeää ottaa huomioon valonlähteen, kameran sekä kohteen 
keskinäinen sijainti, sillä kohteen eri ominaisuudet näkyvät eri tavalla riippuen valon 
suhteesta kameraan. /4/ 
 
Seuraavana on käsitelty varsinaisia valaisutekniikoita. Päävalaisutekniikoita (kuva 22) 
on yhteensä kuusi erilaista. Näiden lisäksi on vielä olemassa lukematon määrä 
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valaisumahdollisuuksia, jotka syntyvät näiden kuuden yhdistelminä. Usein joudutaankin 
käyttämään useampaa kuin yhtä valaistustekniikka lopullisen kuvan muodostuksessa. 
/2/ 
 
 
Kuva 22. Kuusi päävalaisutekniikkaa (Vision Light Tech 2008 & StockerYale 2008). 
7.3.1 Taustavalo (Backlight) 
Helpoiten ymmärrettävissä oleva valaisutekniikka on taustavalo (kuva 23). 
Taustavalolla saadaan aikaan erittäin suuria kontrasteja kohteen ja ympäristön välille. 
Taustavaloa käytettäessä kohde muodostuu erittäin tummaksi ympäristön jäädessä 
samalla vaaleaksi. Kuvattaessa valoa läpäisemättömiä kohteita muodostuu kohteesta 
lisäksi binäärikuva mikä helpottaa kuvan jatkokäsittelyä. Taustavalo on erittäin 
käyttökelpoinen silloin kun halutaan tarkastella valoa läpäisemättömän, tai ainakin 
osittain läpäisemättömän, kohteen mittoja, muotoja tai asentoa. Taustavalon asennus 
todelliseen kohteeseen muodostuu kuitenkin aina vaikeaksi, sillä valo on saatava 
kohteen alle (suhteessa kameraan), mikä teollisuuden ympäristöissä ja varsinkin 
liikkuvien kohteiden kanssa toimittaessa on lähes mahdotonta. Määrätyissä tapauksissa 
taustavalolla voidaan myös läpivalaista (kuva 21). /2, 4/ 
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Kuvassa 21 on havaittavissa myös taustavalon käyttö läpivalaisuun jolloin varokkeiden 
lanka on selvästi nähtävissä. Taustavalon eräs käyttökohde onkin vikojen etsintä 
läpinäkyvistä kohteista. 
 
 
Kuva 23. Taustavalaistuksen pääperiaate (Nerlite 2008). 
7.3.2 Kohtisuora valaisu (Brightfield) 
Valon sijainnissa on erotettavissa kaksi eri tapausta. Joista ensimmäisenä on käsitelty 
Brightfield – tilanne (kuva 24). Brightfield – tilanteessa kamera sijaitsee valon 
luonnollisessa kulkusuunnassa, jolloin kuvassa kirkkaina näkyvät: 
 
• Heijastavat ja tasaiset pinnat 
• Läpinäkyvän kappaleen homogeeninen sisältö sekä tasaiset pinnat 
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Kuva 24. Brightfield – valaistuksessa esiintyvä valon ja havaitsijan (kameran) suhde 
(Muehlemann 2000). 
 
 
Kohtisuoraa valoa käytetään lähinnä ns. yleisvalona hyvin monissa kohteissa. Usein 
joudutaan kuitenkin käyttämään muutakin valaistustekniikkaa varsinaisen kontrastin 
luomiseen. Yleisvalolla ei juuri koskaan saada aikaan hyvää kontrastia kuten kuvasta 27 
on havaittavissa. /4/ 
 
 
 
Kuva 25. Kohtisuoran valaisun pääperiaate (Nerlite 2008). 
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Kuva 26. Vasemmalla kohtisuora valaisin on sammutettuna,jolloin valon 
muodostukseen käytetyt LEDit ovat selvästi havaittavissa. Oikealla sama valaisin 
päällä.  
 
Seuraavana esitetyssä kuvassa kohteet (varokkeet) ovat Finnfoam – eristeen päällä ja 
ylinnä oleva varoke on punainen. Kuvasta on vaikea havaita kunnon yksityiskohtia, 
joille voitaisiin tehdä tarkastuksia. 
 
 
Kuva 27. Kameraan kiinnitettävä punainen kohtisuora (brightfield) valaisin.  
7.3.3 Pimeäkenttä valaisu (Darkfield) 
Tilanteessa, jossa suurin osa kohteesta heijastuneesta tai taittuneesta valosta ei saavuta 
havaitsijaa, puhutaan Darkfield – tilanteesta (kuva 28). Darkfield – tilanteessa kamera 
on valonlähteen takana, jolloin kameralle kirkkaina näkyvät: /4/ 
 
• Kappaleen pinnanmuotojen poikkeamat ja valoa diffusoivat kohteet 
• Läpinäkyvän kohteen valoa läpäisemättömät, taittavat tai diffusoivat kohteet 
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Kuva 28. Darkfield – valaistuksessa esiintyvä valon ja havaitsijan (kameran) suhde 
(Muehlemann 2000). 
 
Pimeäkenttävalaistuksen käyttö perustuu kohteen pintaan nähden hyvin pienessä 
tulokulmassa tapahtuvaan valaisuun. Samalla kamera asetetaan kohteen yläpuolelle niin, 
että kohteen pinnasta tulokulman suuruisessa heijastuskulmassa heijastuvat säteet eivät 
tavoita kameraa. Kyseisellä järjestelyllä kohteen tasaiset osuudet sekä heijastavat pinnat 
näkyvät kameralle hyvin tummina, kun taas diffusoivat pinnat sekä pintojen 
pystysuuntaiset vaihtelut näkyvät kameralle hyvin kirkkaina. /4/ 
 
Pimeäkenttävalaistuksen käyttö on hyvin suosittua pintanaarmujen ja kohokuvioiden 
konenäkötarkastuksissa. Valaisimena pimeäkenttävalaistuksessa voidaan käyttää 
rengasvaloa, yksipuolista pistemäistä valoa tai sauvamaista valonlähdettä. /4/ 
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Kuva 29. Pimeäkenttä valaisun pääperiaate (Nerlite 2008). 
 
   
Kuva 30. Vasemmalla pimeäkenttävalaisin sammutettuna jolloin LEDit ovat selvästi 
nähtävissä. Oikealla sama valaisin sytytettynä.  
 
Seuraavassa vasemmalla pimeäkenttävalaisin Finnfoam – eristeen päällä. Kuvassa 
esiintyvät muruset on saatu aikaan hankaamalla Finnfoam – eristettä vastakkain. 
Murusten korkeuserot näkyvät kameraan kirkkaina ja muut kohteet tummina. Oikealla 
pimeäkenttävalaisimen ”sisään” on laitettu muistitikku. 
 
   
Kuva 31. Pimeäkenttävalaisin Finnfoam – eristeen päällä. 
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Kuvassa 32 vasemmalla on rakennettu Finnfoamista ”varokerasia” jota on kuvattu 
kohtisuoralla valaisulla. Oikealla sama ”varokerasia” on kuvattu käyttämällä kuvassa 
osittain näkyvää pimeäkenttävalaisinta, jolloin numerot on saatu selvästi esille. 
Ylimmäinen varoke on punainen sama kuin käytetyn valon väri.   
 
   
Kuva 32. ”Varokerasia” sekä kohtisuoralla että pimeäkenttävalaisulla. 
7.3.4 Rakenteellinen valaisu (Structured light) 
Rakenteellisesta valaisusta tuli avaintekijä opinnäytetyöni teknisen osan kannalta. 
Tämän johdosta seuraavassa on käsitelty tätä valaisutekniikkaa hieman muita 
tarkemmin. Rakenteellisen valaisun käytöstä löytyy lisää opinnäytetyön teknisessä 
osuudessa. 
 
Rakenteellisen valon käyttö perustuu mitattavan kappaleen pinnalle heijastettavaan 
valokuvioon. Heijastettava kuvio voi olla viiva tai useampia viivoja, piste, ristikko, 
pistematriisi tai jokin muu, monimutkaisempi, kuvio (kuva 33). Kohteen pinnalle 
heijastetun valokuvion tutkimiseen voidaan käyttää joko yhtä tai kahta kameraa. 
Tekniikan käyttö perustuu kohteesta heijastuvan valokuvion pisteiden paikan 
määrittämiseen. Paikan laskemiseen voidaan käyttää valonlähdettä ja kameraa tai 
pelkästään kahta kameraa kunhan näiden paikka ja suunta tiedetään. Syvyystiedon 
määrittäminen taas suoritetaan kolmiomittauksella, mistä johtuukin rakenteellisen 
valaisun toinen nimi, aktiivinen kolmiomittaus. /13/ 
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Kuva 33. Rakenteellisen valaisun yhteydessä käytettäviä valokuvioita (StockerYale 
2008). 
 
Rakenteellisen valon käytöllä saadaan selville kaikki kolme kohteen dimensiota. 
Menetelmä voidaan yksinkertaistetusti esittää seuraavan esimerkin avulla. Esityksessä 
käytetään apuna kuvaa 34. Kuvassa kameran linssin keskipiste on sijoitettuna origoon, 
jolloin kuvataso on polttovälin f etäisyydellä linssin keskipisteen takana. Valonlähde 
jonka muodostama piste heijastuu kohteen pinnasta pisteessä (x,y,z), on sijoitettuna x – 
akselille etäisyydelle b, origosta katsoen. Kameran kuvatason ja valonlähteen välinen 
kulma, xy – tasossa on esitetty kirjaimella θ . Nyt kun vielä saadaan kameralta kohteen 
koordinaatit (x’, y’) voidaan tutkittavan kohteen koordinaattien (x,y,z) arvot laskea 
kaavalla: /13/ 
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Kuva 34. Rakenteellinen valo (Jain, R.C, Kasturi, R & Schunk, B.G 1995). 
 
Rakenteellista valoa voidaan käyttää myös kokonaisen kohteen skannaukseen. Tällöin 
kohteen pinnalle heijastetaan vuorotellen mittapisteitä, jonka jälkeen pisteen 
koordinaatit voidaan laskea edellä esitetyllä kaavalla. Mitä tarkemmin kohde halutaan 
mitata, sitä enemmän pisteitä täytyy kohteen pinnalle heijastaa ja jokainen piste on 
tietysti mitattava erikseen. Tästä johtuen kyseinen menetelmä on melko hidas ja 
vaivalloinen todellisissa sovelluksissa. /13/ 
 
Jos halutaan mitata useampia pisteitä kerralla, tulee käyttää useampia valokuvioita, 
jolloin myös itse mittausoperaatio vaikeutuu. Samalla tulee ottaa huomioon, että 
useampia viivoja käytettäessä eivät kaikki viivat välttämättä näy kokonaisina kameran 
kuvassa. Kuvasta ei myöskään aina voi päätellä mitkä viivat kuuluvat samaan, 
kohteeseen heijastettuun, viivaan. Toisaalta viivoissa voitaisiin käyttää eri värejä, mutta 
tällöin ongelmaksi muodostuvat materiaalien erilaiset ominaisuudet heijastaa värejä. 
Useamman viivan käyttö perustuukin useasti Gray – koodaukseen, jossa kohteesta 
otetaan kuvasarja siten, että vain osa viivoista heijastetaan kohteen pintaan kerrallaan. 
Heijastettavan kuvion tulisi olla aina sellainen, että se ei muuttuisi liian rajusti pinnasta 
heijastuessaan. Samalla kuvion löytämien kameran kuvatasolta pitäisi olla helppoa. 
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Perussääntönä on käyttää sitä yksinkertaisempaa kuviota, mitä monimutkaisempi kohde 
on. /13/ 
 
Monimutkaisissa ja ei-tasomaisissa kappaleissa ongelmaksi muodostuvat suunnat ja 
pinnat, joihin ei pystytä näkemään useammankaan kameran järjestelyllä. Tällöin 
ratkaisuna on siirtää kameraa ja valonlähdettä tai pyörittää tutkittavaa kohdetta. Näistä 
käytetään usein jälkimäistä vaihtoehtoa, sillä pyörittämällä kohdetta joudutaan 
määrittelemään ainoastaan kohteen uusi sijainti, valonlähteen ja kameran sijainnin 
pysyessä samana. Tämän jälkeen joudutaan vielä yhdistämään eri suunnista kuvattu data 
yhdeksi kuvaksi, mutta se on sitten jo ihan toinen asia. /13/ 
 
Rakenteellinen valaisu on erittäin pitkälle tuotteistettu mittausmenetelmä, joka on myös 
laajalti käytössä teollisuuden sovelluksissa. Tähän on selityksenä menetelmän edulliset 
laitteistoinvestoinnit. Valonlähteenä voidaan käyttää joko laseria, halogeenia, lediä, tai 
mitä tahansa muuta, valoa josta vain muodostetaan riittävän kapea viiva tai muu kuvio. 
Valonlähteen ei myöskään tarvitse olla kallis, teollinen tuote. Valaisimen voikin 
hätätapauksissa tehdä myös itse, jos valaistukseen liittyvää muuta tekniikkaa on 
käytettävissä. Myöskään kameran ei tarvitse olla luokkansa parhaasta päästä vaikka toki 
niin haluttaessa voidaan käyttää korkearesoluutiosta CCD – kameraa. /13/ 
 
Tekniikan ongelmana on valokuvioiden kontrollointi siten että valokuviot saadaan 
erottumaan mitattavan kohteen pinnalta. Ongelmana ovat myös heijastavat ja 
peilimäiset pinnat. Kyseisten kohteiden kanssa toimittaessa heijastuneen valon 
intensiteetti voi kohota liian suureksi ja kuva saturoituu. Menetelmän nopeus taas on 
riippuvainen käytetystä kuviosta, digitaalisen signaalinen nopeudesta, käytettävästä 
algoritmista, skannaustavasta sekä kappeleiden monimutkaisuudesta. /13/ 
7.3.5 Diffuusivalaisu (Diffuse light) 
Voimakkaasti heijastavia pintoja tutkittaessa täytyy käytettävän valon olla erittäin 
diffuusoitunutta eli hajautunutta, sillä kohdistettu valo aiheuttaa haitallisia heijastuksia. 
Kupolivalaisimella (dome light) kyseinen ongelma saadaan hoidettua melko 
vaivattomasti. Kupolivalo saa aikaan ns. pilvisen päivän vaikutelman eikä kohteeseen 
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synny laisinkaan heijastumia. Kupolivalon toiminta perustuu valaisimen kupolimaiseen 
muotoon sekä kupolin heijastavaan pintaan. Kupolin valaisimet sijaitsevat alhaalla 
olevalla kehällä (kuvat 35, 36) mistä tulevat valonsäteet heijastuvat kupolin pinnasta 
kohti kupolin polttopistettä, jolloin kohde saadaan valaistua tasaisesti. Toisaalta, kuten 
aina, on myös kupolivalaisimella eräs heikkous. Kupolin yläpinnassa on reikä, josta 
kameran optiikka saadaan tuotua kupolin sisään. Rei’än johdosta kupolin 
heijastusominaisuus puuttuu kupolin lakipisteestä. Tämän seurauksena lakipisteen 
kohtaan pyrkii muodostumaan tumma kenttä (kuva 37). /2, 4/ 
 
Diffuusivalaisua käytetään paljon juuri heijastavien kohteiden yhteydessä. Hyviä 
esimerkkejä heijastavista kohteista ovat pallomaiset muodot sekä juomatölkit. /2, 4/ 
 
 
Kuva 35. Diffuusivalaisimen (kupolivalaisimen) päätoimintaperiaate. (Nerlite 2008). 
 
   
Kuva 36. Vasemmalla kupolivalaisimen valaisinosuus ja oikealla kupolin heijastava 
pinta ja kupolin laella oleva reikä. 
 
Seuraavassa vasemmalla on virvoitusjuomatölkki kuvattuna käyttäen pelkkää 
yleisvaloa. Tässä heijastukset on selvästi nähtävissä. Oikealla sama tölkki kuvattuna 
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diffuusivalolla (kupolivalolla) jolloin teksti erottuu paremmin. Keskellä kuvaa on 
havaittavissa kupolin reiästä aiheutuva tumma alue.   
 
   
Kuva 37. Virvoitusjuomatölkki sekä yleisvalolla että diffuusivalolla kuvattuna. 
7.3.6 Aksiaalinen diffuusivalaisu (Axial diffuse light) 
Aksiaalisessa diffuusivalaistuksessa valo heijastetaan säteenjakajan kautta kuvattavan 
kohteen pintaan (kuvat 38, 39). Samalla kohdetta kuvataan suoraan ylhäältä päin. 
Säteenjakajana toimii puoliläpäisevä peili, jonka jälkeen siitä heijastuneet säteet jatkavat 
matkaansa yhdensuuntaisina. Menetelmän tarkoituksena on suunnata kaikki valonsäteet 
samansuuntaisiksi ja kuvattavan kohteen pintaan nähden kohtisuoriksi. Tällöin 
ainoastaan valon kulkusuuntaan nähden kohtisuorassa olevat, heijastavat, osat näkyvät 
kameralle kirkkaina. Tummana kameran kuvassa taas näkyvät ne alueet, jotka eivät ole 
kohtisuorassa kameraan nähden sekä ne pinnat jotka eivät heijasta valoa. Aksiaalista 
diffuusivalaistusta käytettäänkin paljon heijastavien pintojen kanssa (kuva 40), joten sen 
käyttöalueet ovat paljolti samat kuin kupolivalaisimilla. /2, 4/ 
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Kuva 38. Aksiaalisen diffuusivalaistuksen pääperiaate (Nerlite 2008). 
 
 
Kuva 39. Aksiaalinen diffuusivalo.  
 
   
Kuva 40. Vasemmalla virvoitusjuomatölkki kuvattuna yleisvalossa. Oikealla sama 
tölkki kuvattuna aksiaalisen diffuusivalaisimen avulla, jolloin teksti on helpommin 
erotettavissa (konenäöllisesti). 
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7.4 Valonlähteet 
Konenäköjärjestelmän suunnittelijalla on käytössään laaja valikoima mitä erilaisimpia 
valaisintyyppejä ja valonmuodostustekniikoita. Suunnittelijan on vain tiedettävä, mitä 
ominaisuuksia kullakin tekniikalla on. Nykyään suurin osa valaistuksesta on toteutettu 
Led – tekniikalla tai käyttämällä loistevaloja. Laser-, halogeeni- ja ksenonvalaisimet 
ovat myös eräitä vaihtoehtoja. Valaisintyyppiä valittaessa on tietysti otettava huomioon 
valonlähteenhyötysuhde ja -käyttöikä, valon spektri, valaisimen fyysiset mitat ja 
mahdolliset työturvallisuusseikat. Seuraavassa käsitellään hieman mahdollisia 
valaisinratkaisuja niin, että niiden tekniikasta syntyy ainakin pintapuolinen käsitys.  
7.4.1 Ympäröivä valo 
Ympäröivä valo ei varsinaisesti tarkoita mistään yksittäisestä valaisimesta tulevaa 
valoa. Ympäröivällä valolla kuvataan kaikkea sitä valoa, joka ympäristössä on ja joka 
pääsee vaikuttamaan konenäön kuvaustilanteeseen. Ympäröivä valo koostuukin 
auringon, loisteputkien, käsivalaisimien, halogeenien ja muiden kohteeseen vaikuttavien 
valojen yhteisvaikutuksesta. Kuten jo aikaisemmin on mainittu, ympäröivän valon 
kanssa täytyy olla erittäin kriittinen ja tarkka. Yleensä ympäröivä valo pyritäänkin 
sulkemaan kokonaan pois kuvaustilanteesta tai sen vaikutus pyritään minimoimaan. 
7.4.2 Laser 
Laservalon käyttö perustuu laser – valonlähteen muodostamaan koherenttiin ja 
monokromaattiseen valoon, mikä eroaa selvästi normaalien valonlähteiden 
muodostamasta valosta. Tavallisten valonlähteiden (esim. hehkulamppu) valo on usein 
inkoherenttia ja emittoituu samalla kaikkiin suuntiin. Laservalo muodostetaan 
käyttämällä apuna kahta peiliä. Nämä peilit ovat kohtisuorassa toisiaan vastaan. Valon 
kulkiessa edestakaisin peilien välillä valosta poistuvat sekä erivaiheiset että 
erisuuntaiset valonsäteet. Varsinainen lasersäde muodostuu toisen peilin päästäessä ulos 
osan aikaansaadusta koherentista valosta.  Laservalon käyttö konenäkösovelluksissa 
kulminoituu seuraavin kolmeen kohteeseen: /4/ 
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• Referenssipisteen muodostamiseen tarkkaa paikoitusta vaativissa sovelluksissa 
• 3D – mittauksissa rakenteellisena valaistuksena  
• Viivakamerasovelluksissa tehokkaana viivamaisena valoa 
 
Laser – valonlähteen eteen voidaan asettaa lähes minkä tahansa muotoisia optiikoita, 
jolloin lasersäteestä saadaan muodostettua halutunlainen kuvio (ks. 7.3.4 rakenteellinen 
valaisu). /4/ 
 
 
Kuva 41. Vasemmalla viivamaisen valon muodostava laser sekä oikealla virtalähteenä 
toimiva paristokotelo.   
7.4.3 Muut käytettävät valonlähteet 
Hehkulamput jaotellaan niiden toiminnan perusteella vakiohehku- ja 
halogeenihehkulamppuihin. Hehkulamppujen käyttöä konenäkösovelluksissa rajoittaa 
niiden huono hyötysuhde, kuvun tummuminen ajan myötä (ei halogeenihehkulampuilla) 
sekä valontuoton heilahtelu jännitteen vaihdellessa. Halogeenihehkulamput 
soveltuvatkin paremmin konenäkösovelluksiin. Niiden kupu ei tummene käytön myötä 
ja niitä voidaan käyttää suoraan kohteen valaisuun tai valo voidaan viedä kohteeseen 
kuituoptista kaapelia pitkin. Halogeenivalot ovat hyvä vaihtoehto myös silloin, kun 
tarvitaan suuria valomääriä. /15/  
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Loistelampussa valon muodostaminen perustuu putkessa olevaan elohopeahöyryyn, 
joka kaasuuntuu sähkövirran ansiosta, jolloin syntyy UV – valoa. Lampussa olevat 
loisteaineet taas muuttavat UV – valon näkyväksi valoksi. Loistelamppujen etuna on 
niiden hyvin vapaa muotoilu. Tarpeen vaatiessa voidaan valmistaa juuri johonkin 
erityiseen kohteeseen sopiva valaisin. Konenäön sovelluksissa loistelamppuja käytetään 
enimmäkseen tasaisen hajaheijastavan valon tuottamiseen. /4, 15/ 
 
Ksenonvalon muodostaminen perustuu kaasun hehkumiseen hehkulangan sijasta. 
Ksenonpolttimen sisällä on kaksi elektrodia joiden etäisyys on muutamia senttimetrejä. 
Valoa sytytettäessä elektrodien välille johdetaan hyvin suuri sytytysjännite, jolloin 
niiden välille muodostuu valokaari. Tämän jälkeen valokaarta pidetään yllä 
huomattavasti sytytysjännitettä alemmalla jännitteellä. Ksenonvaloa käytetään hyvin 
paljon salamavalojen yhteydessä, sillä ksenon valoilla saadaan muodostettua erittäin 
vaaleata valoa hyvin lyhyellä aikavälillä. Kuvattaessa liikkuvaa kohdetta saattaa 
valotusaika olla vain noin 5 mikrosekunninluokkaa. Tällöin valaisuun on kätevä käyttää 
juuri voimakasta ksenonvalovälähdystä. Liipaistaessa salamavalo oikeaan aikaan 
kohteen kuva tallentuu lyhyen valotuksen ansioista kameran kennolle, samalla kuvasta 
tulee tarkka ja pysähtynyt. /15,16/ 
 
Uusissa konenäköjärjestelmissä LED – valaisimet ovat yleistyneet yhdeksi 
päävalaisintyypiksi. Tämä on paljon seurausta ledien paremmasta hyötysuhteesta, 
pienemmästä energiankulutuksesta ja pidemmästä käyttöiästä verrattuna muihin 
mahdollisiin valonmuodostustekniikoihin. Ledit ovat myös muita valaisimia pienempiä 
kooltaan mikä on etu pienissä tiloissa toimittaessa. Ledit myös syttyvät muita valaisimia 
nopeammin. Varjopuolena ledeissä on yksittäisen ledin tuottaman valomäärän vähyys 
verrattuna muihin valaistustekniikoihin. Tämä ongelma korjataankin usein asentamalla 
useita ledejä rinnakkain. /4/ 
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Muita valaisintyyppejä sekä valon kohteeseen kuljettamiseen käytettäviä rakenteita 
ovat: 
 
• Mustavalo (Blacklight) 
• Matalapainenatrium valaisimet 
• Suurpainenatriumvalaisimet 
• Elohopeahöyryvalaisimet 
• Optinen kuitu 
7.5 Valaistuksen yhteenveto 
Edellä on käsitelty valaistusta hyvin monelta kantilta ja samalla kaikki tärkeimmät asiat 
on tullut esiteltyä. Käsiteltävien asioiden joukossa ovat niin valaisutekniikat kuin 
valaisimetkin, joilla päästään haluttuun lopputulokseen. Lähdettäessä suunnittelemaan 
konenäköjärjestelmissä käytettävää valaistusta kannattaa ensin tehdä selvä kartoitus 
sovelluskohteesta. Tämän jälkeen on hyvä miettiä, mitä asioita kohteesta halutaan 
tarkastella ja mitä asiat voidaan jättää tarkastelun ulkopuolelle. Tämän jälkeen kannattaa 
miettiä, mikä edellä esitellyistä valaisutekniikoista sopii kohteeseen parhaiten. Myös 
mahdollisia valaisintyyppejä on hyvä tarkastella. Kun mielestään oikea valaisu on 
löytynyt, pitää sitä testata ja vertailla eri valaisutekniikoiden kanssa. Konenäön 
valaisusuunnittelun tärkeänä ohjeena voidaan pitää eri ratkaisujen testausta ja tulosten 
vertailua. Jokainen kohde on aina erilainen, eikä hyvälläkään suunnittelijalla ole 
valmiita ratkaisuja.  
  67 
8 OPTIIKKA KONENÄKÖJÄRJESTELMISSÄ 
Optiikan tehtävänä on kerätä valoa kuvattavasta kohteesta, jolloin näiden valonsäteiden 
avulla saadaan muodostettua kuva kameran kennolle. Siksi optiikat ovat valaistuksen 
ohella yksi tärkeimmistä konenäköjärjestelmän osa-alueista. Optiikan valinta tulee tehdä 
hyvin huolellisesti jo heti konenäköjärjestelmän suunnittelun alkuvaiheessa, sillä 
optiikan väärä valinta vaikuttaa välittömästi saatuihin tuloksiin. Toki on olemassa 
erikoisvalmisteisia zoom – optiikoita, joita käytettäessä tarkka polttoväli ei vielä testaus 
vaiheessa tarvitse olla tiedossa.  
 
CCTV – ja 35mm optiikat ovat kaikkein yleisimmät konenäköjärjestelmissä käytetyistä 
optiikkatyypeistä. Näistä CCTV – optiikat on alun perin suunniteltu käytettäväksi 
CCTV – kameroiden kanssa, mutta ne sopivat mainiosti myös konenäköjärjestelmien 
optiikoiksi. Perusoptiikoita tehdään sekä C- että CS – kiinnityksellä (mount). Erona 
näissä kahdessa kiinnikemerkinnässä on ainoastaan optiikan etäisyys kameran kennosta, 
kierteet ovat molemmissa tyypeissä samat. CS – kiinnityksellä varustetut optiikat 
kiinnittyvät 5mm lähemmäksi kameran kennoa verrattuna C – kiinniketyypillä 
varustettuihin optiikoihin. Asian korjaamiseksi on olemassa loittorenkaita joilla CS – 
kiinnitteisen optiikan voi muuttaa C – kiinnitystyypin omaavaan kameraan sopivaksi. 
/4/ 
8.1 Polttoväli 
Kohteesta heijastunut valo kohtaa linssin, jolloin ne valonsäteet, jotka saapuvat linssin 
pintaan kohtisuorasti taittuvat siten, että ne leikaavat toisensa linssin polttopisteessä. 
Polttoväliksi kutsutaan linssin ja polttopisteen välistä etäisyyttä. Polttovälillä 
määritetään linssiin tulleiden valonsäteiden avautumakulma, minkä johdosta lyhyen 
polttovälin linssillä on suurempi avautumakulma ja näin ollen myös laajempi 
näkökenttä verrattuna pitkän polttovälin linssiin. Toisaalta käytettäessä pitkän 
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polttovälin linssejä on mahdollista suurentaa myös kaukana olevia kohteita. 
Tyypillisimmät konenäköjärjestelmien polttovälit ovat noin 3,5mm – 80mm. /4/ 
 
 
Kuva 42. Polttoväli. Todellinen kohde kuvautuu kameran kennolle väärinpäin jonka 
jälkeen kuva käännetään kuvankäsittelyllä. (Olli Rinne 2007). 
 
Linssien ja optiikoiden valintaan on kehitetty valmiita ohjelmistoja, jotka ottavat 
huomioon kaikki tarvittavat asiat. Näitä ohjelmistoja on saatavilla sekä optiikka- että 
kameravalmistajien sivuilta ja ne ovat yleensä ilmaisia. Tarvittava polttoväli voidaan 
kuitenkin laskea myös perinteisesti käsin, käyttäen seuraavana esitettyjä kaavoja. /4/ 
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a = kohteen etäisyys linssistä 
b = kuvan etäisyys linssistä 
f = polttoväli 
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m = kuvan suurennos  
a = kohteen etäisyys linssistä 
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b = kuvan etäisyys linssistä 
iy = kuvan koko 
0y = kohteen koko 
 
m
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+
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1
 
8.2 Optiikan sulkijan aukko ja optiikan syvyysterävyys 
Varsinkin vanhemmissa konenäköjärjestelmissä jouduttiin säätämään sulkijan aukkoa, 
jolloin kennolle pääsevää valon määrää saatiin rajattua tai vastaavasti nostettua. 
Nykyään useimmissa konenäkökameroissa on elektroninen valotusajan säätö, joten 
optiikoilta ei enää vaadita aukon säätöä. Toisaalta maailmalla on vielä paljon 
järjestelmiä, joissa aukon säätö tehdään manuaalisesti. Eteen tulee myös tilanteita, 
jolloin joudutaan käyttämään manuaalista aukon säätöä myös uusien järjestelmien 
kohdalla. Vastaisuuden varalta on seuraavassa esitetty kaava optiikalle pääsevän 
valovoiman laskemiseksi.  
 
d
fF =  
 
F = F – numero eli optiikan valovoima 
f = linssin polttoväli 
d = sulkijan aukon halkaisija  
 
Optiikat tarkentuvat vain tietylle hyvin kiinteälle etäisyydelle. Tätä tarkan etäisyyden 
aluetta kutsutaan syvyysterävyysalueeksi. Syvyysterävyysetäisyyttä kauempana tai 
lähempänä olevat kohteet eivät piirry terävästi kameran kennolle. Syvyysterävyyden 
määrittämiseen on olemassa kaksi kaava, joilla saadaan määriteltyä sekä etu- että 
takaraja alue, jolla kohteesta saatu kuva on vielä riittävän terävä. Kaavojen käyttämisen 
lisäksi on olemassa käytännön keino syvyysterävyysalueen määrittämiseen. Tämä keino 
on esitelty kuvan 43 avulla. /4/ 
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Seuraavana esitetyssä kuvassa vasemmalla on syvyysterävyys alueen määrittelyyn 
käytettävä kalibrointi alusta. Alustassa on mitta-asteikko jolla syvyysterävyys alue 
saadaan määriteltyä kuvattaessa alustaa suoraan ylhäältä (oikealla). Tällä menetelmällä 
syvyysterävyysalue voidaan lukea suoraan kameran kuvasta 
                            
Kuva 43. Optiikan syvyysterävyyden määrittäminen (Edmund Optics 2008). 
8.3 Loittorenkaat 
Optiikat pystytään tarkentamaan sitä lähempänä olevaan kohteeseen mitä kauempana ne 
ovat kameran kennosta. Tämän asian aikaansaamiseksi on kehitetty loittorenkaita 
(linssijatke), jotka siirtävät linssejä kauemmas kameran kennolta. Linssijatkeiden 
määrittämiseen käytetään seuraavassa esitettyä kaavaa. /4/ 
 
fmfbLE ⋅=−=  
 
LE = käytettävän linssijatkeen pituus 
f = polttoväli 
b = kuvan etäisyys linssistä 
m = kuvan suurennos 
 
Linssijatkeita käytetään yleensä silloin kun kuvataan hyvin lähellä kameraa olevia 
kohteita, eikä kuvaa muuten saada riittävän teräväksi. Aikaisemmin mainitut 
optiikoiden valintaan käytettävät valmiit ohjelmistot ilmoittavat myös tarvittavan 
linssijatkeen paksuuden, joten edellä mainittua kaavaa on hyvä käyttää asian 
tarkistukseen.  
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8.4 Erikoisoptiikat 
Zoom – optiikoiden käyttö perustuu portaattomasti säädettävään polttoväliin. Zoom – 
optiikat ovat hyviä konenäkösovelluksen testaus- ja kehitysvaiheessa, jolloin haetaan 
oikeita arvoja eikä lopullisen optiikan polttoväli ole vielä selvillä. Zoom – optiikoita ei 
yleensä käytetä kiinteissä/lopullisissa konenäkösovelluksissa, sillä ne ovat kiinteän 
polttovälin omaaviin optiikoihin nähden kalliimpia, heikkorakenteisimpia, suurempia, ja 
aiheuttavat kuvaan vääristymiä. Joissakin tilanteissa voidaan valita moottoroitu zoom – 
optiikka, jolloin polttoväli on säädettävissä kesken automaattisesti kuvaustilanteen 
mukaan. Nämä ratkaisut ovat kuitenkin erittäin harvinaisia. /4/ 
 
Makro-optiikoilla saadaan kuva tarkennettua hyvin lähellä oleviin kohteisiin. Makro-
optiikoita käytetäänkin sellaisissa tilanteissa, joissa linssijatkeilla ei enää saada riittävän 
tarkkaa kuvaa. Makro-optiikoiden käyttöä puoltaa myös niiden parempi kuvanlaatu 
linssijatkeella toteutettuun ratkaisuun verrattuna. Makro-optiikoiden avulla voidaan 
kuvata jopa 1 – 2mm:n kuva-alueita. /4/ 
 
Ihmisillä oleva kolmiulotteinen näkökyky perustuu parallaksi-ilmiöön eli 
perspektiivivirheeseen. Lähellä olevat kohteet näyttävät isommilta kuin kaukana olevat 
kohteet. Linssit taas ovat suunniteltu ihmissilmän perusteella, joten sama ongelma 
esiintyy myös normaaleissa linsseissä ja optiikoissa. Perspektiivivirheen korjaukseen 
konenäköjärjestelmissä käytetään ns. telesentristä optiikkaa. Telesentrisen optiikan 
käyttö perustuu optiikan ominaisuuteen saattaa kohteesta heijastuneet valonsäteet 
kennolle kohtisuorassa. /4/ 
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9 RAUDOITUSVERKKOJEN LEIKKAUSSOLUN 
KEHITTÄMINEN 
Tämä opinnäytetyö tehtiin Eurassa pääkonttoriaan pitävän Pintos Oy –nimisen yrityksen 
Lapin tehtaalle. 
 
Seuraavilla sivuilla on esitetty mahdollisimman kokonaisvaltainen käsitys projektin 
kulusta ja sen aikana tehdyistä toimenpiteistä. Kuvia on käytetty paljon koska, niiden 
käyttö helpottaa asian kuvausta ja luo selkeämmän käsityksen lukijalle.  
9.1 Käytettävän kameran valinta 
Jo melko varhaisessa vaiheessa päätettiin tässä opinnäytetyössä käyttää 
älykamerajärjestelmää. Älykamerajärjestelmä tuntui tähän projektiin melko luontevalta 
ratkaisulta, koska kohteessa oli tarvetta sekä nopeudelle että kompaktille ja kevyelle 
rakenteelle. Näitä edellä kuvailtuja ominaisuuksia pystyvät tarjoamaan lähes kaikki 
markkinoilla olevat älykamerajärjestelmät. Tähän on suurena syynä älykameroiden 
alkuperäinen tarkoitus, laadunvalvontatehtävät, jolloin niiden piti olla kompakteja ja 
kevyitä, jotta ne saatiin asennettua kohteeseen. Valintaan vaikutti myös älykameran 
hinta, joka laajoihin PC-pohjaisiin järjestelmiin verrattuna on todella kohtuullinen.   
 
Syksyllä 2007 Satakunnan ammattikorkeakoululla oli käynnissä uuden älykameran 
hankinta. Koululla suoritettiin vertailua eri älykameroiden kesken, minkä seurauksena 
tärkeimmiksi uuden kameran ominaisuuksiksi lopulta kohdistuivat: 
 
• Resoluutio 
• Frame rate 
• Työmuistin määrä itse kamerassa  
• Kamerassa itsessään oleva ohjelmisto kappaleiden etsimiseen ja paikantamiseen 
 
  73 
Kameran valinnassa pyrittiin löytämään kokonaisvaltainen ratkaisu, jolla voitaisiin 
toteuttaa myös oppilaiden opetusta erinäköisten case:ien muodossa. Lopulta koululta 
lähetettiin tarjouspyyntö neljälle eri kamera valmistajan edustajalle seuraavin 
spesifikaatioin.  
 
• Resoluution oltava vähintään 1280 x 1024 
• Työmuistia oltava vähintän 32MB 
• Kuvankäsittelymuistia vähintään 64MB 
• Frame Rate vähintään 13 full frames per second 
• C – mount linssityyppi 
• Työkalu kappaleiden paikantamiseen ja etsimiseen kuvasta 
 
Tarjouksen perusteella lopulta Cognexin In-Sight 5403 kamera osoittautui 
parhaimmaksi mahdolliseksi valinnaksi. Cognexin valintaa puolsivat nopea 
toimitusaika, mahdollisuus asentaa ohjelmisto luokalliseen tietokoneita sekä päivän 
mittainen kameran ja ohjelmiston käyttökoulutus.  
 
Kamera saapui koululle juuri tämän opinnäytetyön alkuvaiheessa, joten sitä käytettiin 
ensimmäiseksi tässä projektissa. Cognexin In-Sight 5403 älykamera on Cognexin 
uusimpia älykameraratkaisuja ja se hyödyntää Sonyn uusinta 1 1/8 tuuman CCD – 
kennoa. Kyseisellä kennolla saadaan kameran tarkkuudeksi 1600 x 1200 
valoilmaisinta/pikseliä, mikä on tämän päivän älykameroiden joukossa aivan 
huippuluokkaa. 
9.2 Ensimmäiset testaukset In-Sight – järjestelmällä  
Ensimmäiset ohjelmiston testaukset suoritettiin käyttämällä hyväksi In-Sight – 
ohjelmiston mukana tulevaa emulaattori – toimintoa. Tämän toiminnon avulla saadaan 
suoritettua järjestelmän testausta, ohjelman tekoa sekä opetusta ilman, että kamera on 
kytketty käytettävään tietokoneeseen. Kyseinen järjestelmä on erittäin kätevä varsinkin 
opetustilanteessa, jolloin voidaan hyödyntää emulaattori – toimintoa ja opettaa 
konenäön käytäntöä vaikka koko luokalle.  
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9.2.1 Emulaattorin asennus 
Emulaattorin asennus tapahtuu käyttämällä kameran ohjelmointiin tarkoitettua In-Sight 
Explorer – ohjelmaa. Avattaessa ohjelma ensimmäistä kertaa käytettävistä 
ohjelmointikuvakkeista on näkyvissä vain muutamia. Ilman emulaattoria tai kameran 
kytkentää ei ohjelmalla käytännössä pysty tekemään mitään, sillä uutta ohjelmapohjaa 
ei voi valita ja näkyvät kuvakkeet ovat esillä lähinnä vain kulissin vuoksi.  
 
Emulaattorin käyttöönotto suoritetaan System – valikon kautta valitsemalla System ⇒  
Options. Tämän jälkeen käyttäjälle aukeaa seuraavanlainen ikkuna. 
 
 
Kuva 44. Emulaattorin käyttöönotossa valittavat kohteet 
 
Avautuneen ikkunan kautta voidaan suorittaa myös muita järjestelmän konfiguraatioon 
vaikuttavia muutoksia. Tämä on havaittavissa ikkunan vasemmasta reunasta, jonka 
kautta on mahdollisuus siirtyä muihin alavalikoihin. Kuten kuvasta 44 on havaittavissa, 
emulaattori – asetukset ovat oletuksena Options – valikkoon mentäessä, joten 
emulaattorin pääse ottamaan käyttöön sen enempää asiaa tutkimatta.  
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Emulaattoria koskevat valinnat tehdään ikkunan vasemmalta puolelta. Aluksi valitaan 
emulaattori käyttöön valitsemalla Use Emulator. Seuraavana valitaan käytettävä 
resoluutio joka 5403 kameran kohdalla on kuvassa esiintyvä korkea resoluutio 1600 x 
1200. FTP server logins ei vaikuta emulaattorin käyttöön, joten se voidaan pitää 
oletuksena. Tämän jälkeen siirrytään kohtaan Registration. Ensimmäisenä 
valintalaatikkona on Offline Programming Reference. Tätä arvoa ei voi muuttaa ja se 
kuvaa jokaisen ohjelman yksilöllistä koodia, jolla varmistetaan ohjelman laillisuus. 
Kyseinen numerosarja myös muuttuu aina uudelleen käynnistyksen yhteydessä. 
Seuraavana valintana on Offline Programming Key. Tämä on se valinta, mikä 
käyttäjän on tehtävä, jotta emulaattorin saa toimimaan. Kyseinen numerosarja saadaan 
painamalla Help… painiketta, jolloin aukeaa alla esiintyvä ikkuna.  
 
 
Kuva 45. Offline Programming Key – Help-ikkuna. 
 
Avautuva ikkuna on yksi ohjelman erittäin laajan Help – osuuden ikkunoista. 
Valitsemalla oikealta puolelta Offline Programming Key – päästään siirtymään 
Cognexin internet sivuille, josta tarvittava Key saadaan. Offline Programming Key 
linkkiä painettaessa aukeaa seuraavan näköinen sivusto.  
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Kuva 46. In-Sight Emulator Key Generator – ikkuna. 
 
Cognexin sivuilta tarvittava Key saadaan kopioimalla Offlinen Programming Reference 
– numerosarja oikeaan kohtaan ja ilmoittamalla ohjelmistoa käyttävän yrityksen nimi 
oikeaan kenttään. Tämän jälkeen valitsemalla Get key, internetsivu muodostaa valmiin 
koodin, joka kopioidaan kohtaan Offlinen Programming Key. Tämän jälkeen 
emulaattori on valmis käytettäväksi kuittaamalla vielä OK. Cognexin sivuilta haettu 
”avain” toimii tämän jälkeen yhteistyössä Offlinen Programming Referencen kanssa 
siten, että emulaattori toimii joka kerta käynnistettäessä In-Sight Explorer. Siitä 
huolimatta että Offline Programming Reference – numerosarja vaihtuu aina 
käynnistyksen yhteydessä.  
 
Emulaattoria asennettaessa on käyttäjän hyvä olla kärsivällinen. Emulaattorin asennus ei 
aina suju ihan suunnitellusti, sillä ”avaimia” saattaa joutua hakemaan useampia ennen 
kuin emulaattori suostuu toimimaan.  
9.2.2 In-Sight Explorer – ohjelmaan perehtyminen 
Emulaattorin asennuksen jälkeen tutustuttiin In-Sight Explorer – ohjelmaan ja sen 
tarjoamiin ohjelmointimahdollisuuksiin. Jatkossa tullaan käyttämään termiä Explorer 
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puhuttaessa edellä mainitusta ohjelmasta. Kyseinen ohjelma oli ensimmäistä kertaa 
käytössä Satakunnan ammattikorkeakoulussa, joten tässä yhteydessä toimittiin 
tienavaajana ohjelmaan tutustuttaessa. Onneksi Cognexilla on olemassa hyvä 
koulutusmateriaali, jolla aloittelijakin pääsee hyvin alkuun. Tämän lisäksi Explorerissa 
on erittäin kattava help – osasto, josta löytyy vastaus moneen ongelmaan.  
 
Ohjelmaan tutustuttiin aluksi kierretankojen avulla. (kuvat 47, 48). Kierretanko oli 
pienen kokonsa vuoksi hyvä harjoittelumateriaali. Kierretangot kuvattiin sekä tausta- 
että kohdistetusti valaistuina (kuvat 47, 48)). Toinen kierretankojen valintakriteeri oli 
kierretangojen kierteet, jotka matkivat hyvin epäjatkuvuutta pinnanmuodossa ja 
toimivat siten hyvänä harjoittelualustana näyttäen suuntaa epätasaisen pinnan 
tunnistuksessa.  
 
   
Kuva 47. Vasemmalla2 kierretankoa taustavalaistuna. Oikealla samat tangot niin, että 
tankojen välissä ei ole selvää rajaa.  
 
 
   
Kuva 48. Vasemmalla kierretanko kohdistetusti valaistuna. Oikealla kierretanko 
valaistuna ympäröivällä valolla.  
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Edellä esitettyjä kuvia otettiin yhteensä 70 kappaletta, jotta pystyttiin käyttämään 
Explorerissa olevaa Playback – toimintoa yhdessä emulaattorin kanssa. Näiden kuvien 
avulla tutustuttiin In-Sight – ohjelmistoon. 
 
Ensimmäisen ohjelman nimi oli yksinkertaisesti Testi 03012008 ja se rakentui kuudesta 
työkalusta. Nämä työkalut sekä playback toiminto on esitelty seuraavassa. Samalla on 
esitelty ohjelman käyttöä myös hieman laajemmin jolloin lukijan on jatkossa helpompi 
seurata sovelluksen kehittelyä.  
 
 
Kuva 49. In-Sight Explorerin aloitustilanne 
 
Explorer – ohjelman käyttö tapahtuu pitkälti samalla periaatteella kuin muidenkin 
Windows -pohjaisten ohjelmien käyttö (kuva 49). Ohjelma muistuttaa Exel – 
taulukkolaskentaohjelmaa ja se myös toimii pitkälti samalla periaatteella. Ylärivistä 
löytyvät perinteiset valikot joiden kautta pääse hallitsemaan ohjelman eri toimintoja. 
Näiden lisäksi on pikavalinta painikkeet, jotka nopeuttavat ohjelmointia huomattavasti 
(kuva 50).  
 
 
Kuva 50. Explorer – ohjelman pikavalintapalkki  
 
Tiedostojen sekä muihin koneisiin ja kameroihin tapahtuvien liityntöjen hallinta 
tapahtuu avaamalla pikavalinnoilla liityntöjen ja tiedostojen hallintaikkunat (In-Sight 
Network ja In-Sight Files kts. kuva 51).  
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Kuva 51. Vasemman yläreunan pikavalintapainikkeiden avulla pääsee siirtymään 
liityntöjen hallintaan (In-Sight Network) sekä tiedostojen hallintaan (In-Sight Files). 
 
In-Sight Network -ikkunassa 6120TKML tarkoittaa käytettävää tietokonetta. Sen avulla 
koneet ja kamerat on helppo erottaa toisistaan. Oikealla näkyvät erinimiset tiedostot 
ovat ns. jobeja (jobs). Nämä jopit ovat varsinaisia tallennettuja sovelluksia, jotka 
saadaan käyttöön Drag ’n Drop periaatteella kuljettamalla haluttu ”jopi” taulukon 
päälle.  
 
Alla olevassa kuvassa näkyvä työkalujen valinta painike avaa oikeaan reunaan 
työkalukirjaston, josta käyttäjä pääsee valitsemaan kulloinkin haluamansa työkalun.  
 
 
Kuva 52. Oikean puoleinen painike avaa työkaluvalikon Explorerin oikeaan reunaan 
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Työkaluvalikosta löytyvät kaikki ohjelmassa käytettävissä olevat funktiot ja algoritmit 
(kts. kuva 53). Samat toiminnot löytyvät myös kirjoittamalla taulukkoon halutun 
funktion nimi tai muutama ensimmäinen kirjain. Tämän jälkeen painamalla 
näppäimistön alanuolta tulevat näkyviin kaikki kyseisellä kirjaimella/kirjaimilla alkavat 
funktiot. Kolmas tapa on yksinkertaisesti kirjoittaa haluttu funktio haluttuun taulukon 
ruutuun, jolloin funktion valintaikkuna aukeaa. Työkalut/Tools on siis yleisnimitys 
kaikille ohjelman funktioille ja algoritmeille. 
 
     
 
 
Kuva 53. Explorerin työkaluvalikko vaihtoehdot. 
 
Playback – toiminnolla tarkoitetaan mahdollisuutta ottaa kuvia kehityskohteesta ja 
valmistella lopullista ohjelmaa etätyönä missä tahansa. Playback toiminnon avulla 
Explorer pyörittää valittuja kuvia koneen näytöllä, jolloin yhtä kuvaa pidetään ns. 
opetuskuvana ja muita kuvia testauskuvina. Opetuskuvalla tarkoitetaan kuvaa, josta 
halutut piirteet opetetaan Explorer – ohjelmalle. Opetuskuva on hyvä pitää samana koko 
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projektin ajan, jolloin eri työkaluilla tehtävät toiminnot säilyttävät suhteensa muihin 
työkaluihin.  
 
 
Kuva 54. Playback – toiminnon pikavalinnat. 
 
Yllä olevan kuvan oikeanpuoleisella painikkeella aukeaa seuraavan kuvan (55) 
mukainen ikkuna playback toiminnon asetuksia varten. Aluksi valitaan kansio, josta 
tallennetut kuvat löytyvät. Sen alapuolella näkyy kansiossa olevien kuvien lukumäärä. 
Playback Mode -valinnassa, Continous pyörittää kuvia jatkuvalla syötöllä ja Single 
Pass kierrättää kuvia vain kerran. Time Delaylla valitaan kuinka monta sekuntia 
kutakin kuvaa näytetään. Record -välilehdellä tehdään asetukset kuvien tallennusta 
varten. Tällöin kameran täytyy olla kiinnitettynä koneeseen.  
 
 
Kuva 55. Playback toiminnon konfigurointi. 
 
Taulukon (kuva 49) vasemmassa yläkulmassa, solussa A0, on Image – niminen funktio. 
Tämä funktio vaikuttaa ainoastaan silloin kun toimitaan ilman emulaattoria, kameran 
kanssa, joten kyseinen toiminto esitellään myöhemmin lopullisen sovelluksen teon 
yhteydessä.  
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FindPattern – työkalu  
 
FindPattern -työkalu löytyy työkalukirjastosta PatternMatch valikon alta. Vedettäessä 
työkalu haluttuun taulukon soluun aukeaa alla esiintyvä ikkuna. Työkalun tehtävä on 
hakea kuvista niitä ominaisuuksia, joita työkalulle on opetettu. Työkalun toimintaa 
selventää seuraava kuva 56.  
 
 
Kuva 56. FindPattern – työkalun valintaikkuna. 
. 
Työkalun ensimmäinen valinta on haluttu opetuskuva, jota käytetään. Oletuksena on 
aina solusta A0 löytyvä kuva. Jos ohjelman teossa on käytetty jotakin hieman 
myöhemmin esitellyistä Image Prosessing – työkaluista, valitaan tähän kohtaan se solu, 
jossa kuvaa on käsitelty. Fixture tarkoittaa työkalun sidontaa johonkin muuhun 
työkaluun, tästä on kuitenkin lisää seuraavan työkalun yhteydessä. Model Regionilla 
kuvataan aluetta, jota kuvista haetaan. Aluetta pääsee määrittelemään 
kaksoisklikkaamalla Model Region –termiä ja sen jälkeen haluttu alue rajataan kuvasta 
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ja hyväksytään Enter – painalluksella. Seuraavaksi asetetaan Model Settings. Tässä 
kohdassa valitaan käytetyt hakutarkkuudet ja käytetty hakualgoritmi. 
Kaksoisklikkaamalla Find Region – termiä alue päästään määrittelemään alue, josta 
Model Regionissa valittuja muotoja haetaan. Määrittely tehdään samalla tavalla kuin 
Model Region – alueen rajaus. Find Regionissa alueeksi valitaan yleensä koko kuva-
alue (kuva 57).  
 
   
Kuva 57. Vasemmalla Model Region – määrittely. Oikealla Find Region – määrittely. 
 
Number to Find tarkoittaa sitä, kuinka montaa opetettua kohdetta kuvista haetaan. Find 
Patternissä asetus on yleensä 1, koska kyseisellä työkalulla halutaan vain löytää tiettyjä 
kappaleita kuva-alueesta. Seuraavana valintana on tärkeä Angle Range. Tämä tarkoittaa 
suurinta sallittua muutosta haettavan kohteen asennon kulmassa ennekuin se hylätään. 
Scale Tolerance tarkoittaa sallittua skaalan muutosta kuvissa. Viimeisinä ovat vielä 
Threshold – asetukset, jotka ovat ehkä tärkeimmät työkalujen asetuksista. Accept 
Threshold tarkoittaa pistemäärää, mikä kohteen on vähintään saatava, jotta sitä vielä 
pidetään samana kuin opetuskuvaa. Confusion Threshold taas tarkoittaa ylärajaa, jota 
enemmän pisteitä saaneet tulokset hyväksytään automaattisesti. Väliin jäävää aluetta 
tarkastellaan uudestaan ja vasta tarkistuksen jälkeen ilmoitetaan virallinen tulos. Tästä 
johtuen jättämällä suuremman alueen Thresholdien väliin saadaan suoritettua tarkistus 
mahdollisten huonojen ja hyvien kohteiden välillä. Viimeisenä on vielä valinta siitä, 
mitä tuloksia näytöllä näytetään.  
 
FindPattern – työkalu antaa tulokseksi kuvan 58 mukaiset arvot. Index on merkki siitä 
kuinka mones löydetty kohde oli, jos kohteita on monta. Row ja Col ovat löydetyn 
kohteen koordinaatit siten, että nollakohta on kuvan vasemmassa yläkulmassa ja siten 
että Col tarkoittaa pystyriviä ja Row vaakariviä. Angle on tietysti kohteen kulma 
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verrattuna opetettuun kohteeseen. Scale tarkoittaa kohteen kokoeroa alkuperäiseen 
verrattuna. Scorella kuvataan löydetyn kohteen samankaltaisuutta opetettuun kuvaan 
verrattuna. 100 tarkoittaa siis täysin samaa kuvaa kuin opetettu kuva.  
 
 
Kuva 58. FindPattern – työkalun tulokset 
 
ExtractHistogram - työkalu 
 
ExtractHistogram työkalu tuottaa histogrammin kuvasta. ExtractHistogram työkalu 
löytyy Histogram valikon alta työkalukirjastosta. Histogram työkalua koskevat valinnat 
tehdään pitkälti samalla periaatteella kuin FindPattern – työkalunkin asetukset kuten 
kuvasta 59 on havaittavissa. Image on jälleen sama kuin FindPatternissa, paitsi jos 
käytetään käsiteltyä kuvaa. Fixture tarkoittaa positiota, johon kyseinen työkalu 
sidotaan. Yleensä suhde määritellään FindPatternin ja käytettävän työkalun välille. 
Tällöin syntyy tilanne, jolloin aluksi haetaan kohde ja tämän jälkeen tutkitaan kohteesta 
haluttuja asioita. Jos Fixture määrittelyä ei tehdä, käytettävän työkalun määrittelyt 
pysyvät paikallaan, eivätkä seuraa kohdetta sen liikkuessa tai kääntyessä. Fixture 
määritellään siten että Row vastaa halutun työkalun Row arvoa, Col halutun työkalun 
Col arvoa ja Theta halutun työkalun kulmaa (angle). Kuten kuvasta on huomattavissa 
ExtractHistogram – työkalussa on paljon vähemmän määriteltäviä parametreja kuin 
FindPattern työkalussa. Määriteltävät parametrit valitaan kuitenkin aivan samalla tavalla 
kuin muiden työkalujen osalla. Tästä on hyvänä esimerkkinä ExtractHistogarmmin 
Region valinta joka tehdään kuten FindPatternin Model Region määrittely eli 
kaksoisklikkaamalla termiä ja valitsemalla alue. ExtrcatHistogram – työkalussa Region 
tarkoittaa aluetta, josta histogrammi tehdään.  
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Kuva 59. ExtractHistogram – valinta ikkuna  
 
FindLine - työkalu 
 
Edge – työkaluihin kuuluvaa FindLine - työkalu hakee muutoksia kuvan kontrastissa 
(edges) sille opetetuista kohteista. Työkaluun vaikuttavat parametrivalinnat tehdään 
jälleen aivan kuten aikaisemmin esitellyissäkin työkaluissa (kuva 60). 
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Kuva 60. FindLine – työkalun määrittelyt 
 
FindLine – työkalun parametrien määrittelyissä on paljon samoja kohteita kuin jo 
aikaisemmin esitellyissä työkaluissa, mutta eroavaisuuksiakin löytyy. Polarity 
määrittelee haettavan kontrastieron suunnan. Käytettäessä asetusta either, algoritmi 
määrittelee itse kontrastin vaihtumisen. Muita valittavia vaihtoehtoja ovat white-to-
black ja black-to-white. Käytettäessä asetusta white-to-black työkalu hakee reunaa, 
jossa kontrasti vaihtuu valkoisesta mustaan. Black-to-white asetuksella haetaan reunaa, 
jossa kontrasti vaihtuu mustasta valkoiseen. Find By määrittelee, miten reunan halutaan 
löytyvän. Best score -vaihtoehdolla algoritmi pyrkii löytämään reunan, joka parhaiten 
vastaa valittuja asetuksia. Siirryttäessä kontrastieron yli, on välissä aina jonkin verran 
harmaansävyjä. Näiden harmaasävyjen suurin sallittu rintama valitaan pikseleinä 
kohdasta Edge Width.  
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Image Prosessing Tools 
 
Image Prosessing. -työkalut on tarkoitettu pelkästään kuvan käsittelyyn siten, että 
käsiteltyjen kuvien avulla saadaan aikaan ”paranneltu kuva”, josta haluttuja kohteita on 
helpompi hakea. Image – työkalut luovat lopputuloksena uuden kuvan (image), joka on 
täysin verrannollinen kameralta tulevaan, A0 solussa sijaitsevaan, kuvaan. Kuvaa on 
vain muunneltu digitaalisesti.  
 
Image Prosessing – työkalut löytyvät työkalukirjastosta Image valikon alta. Näistä 
esim. NeighborFilterin Dilate -algoritmi laajentaa kuvan vaaleita alueita ja Erode -
algoritmi lisää tummuutta vähentäen samalla vaaleita kohtia. PointFilter -työkalun 
Binarize -algoritmi muuttaa harmaasävykuvan binäärikuvaksi. Parametrien asettaminen 
kyseisiin työkaluihin toimii vastaavasti kuin muidenkin edellä esiteltyjen työkalujen 
kohdalla. Seuraavana on esitetty kuvien vertailu alkuperäisen sekä käsiteltyjen kuvien 
välillä.  
 
   
 
   
Kuva 61. Vasemmalla ylhäällä alkuperäinen kuva, oikealla ylhäällä Dilate – käsitelty 
kuva, vasemmalla alhaalla Erode – käsitelty kuva ja oikealla alhaalla binäärikuva. 
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Seuraavana esitetyssä kuvassa on testaussovellus ensimmäisiin kierretankotesteihin.  
 
 
Kuva 62. Sovellus kierretankotesteihin.  
 
Yllä olevasta kuvasta havaitaan taulukon läpinäkyvyys, jolloin tutkittavat kohteet 
näkyvät taulukon alla. Taulukon läpinäkyvyyttä pystyy säätämään halutunlaiseksi 
vallitsevan tilanteen mukaan. Säätöön käytetään pikavalintapalkista löytyviä kahta 
painiketta (kuva 63). 
 
 
Kuva 63. Taulukon läpinäkyvyyden valinta 
 
Tästä testit jatkuivat käyttämällä hyväksi Canon Digital Ixus 850 – digitaalikameraa. 
Tähän päädyttiin sillä, kameran kaapelit eivät kuuluneet kameran toimituksen piiriin ja 
työssä piti kuitenkin päästä eteenpäin. Canon – kameratestien aikana raudoitusverkoista 
  89 
otettiin kuvia Playback – toimintoa varten, jolloin uusiin työkaluihin päästiin 
tutustumaan. Näissä testeissä haettiin myös eri variaatiota kuvauspositiolle.  
9.3 Sovelluksen kehittäminen 
Testien jälkeen päästiin itse asiaan eli varsinaisen sovelluksen kehittämiseen. 
Sovelluksen kehittäminen kesti yhteensä seitsemän intensiivistä viikkoa ja siihen kuului 
hyvin monenlaisia vaiheita. Työ lähti liikkeelle kameran käyttöönotosta aina oikean 
valaistuksen haun kautta toimivaan lopputulokseen. Seuraavien sivujen aikana 
kuvaillaan kehityksen eri vaiheet käyttämällä apuna lukuisia kuvia. 
9.3.1 Cognex 5403 – kameran käyttöönotto 
Kameran käyttöönotto alkoi kaapelien saapumisen jälkeen järjestämällä kameralle 
oikeanlainen virtalähde paikallisesta elektroniikkaliikkeestä. Virtalähde kytkettiin 
paikoilleen ja kamera saatiin käyntiin.  
 
 
Kuva 64. Kamera kaapelit kytkettynä. Ylimmäinen kaapeli on tietokoneeseen lähtevä 
ethernet- ja alimmainen virtalähteelle menevä kaapeli. 
 
Kameralta käytettävään ohjelmointilaitteeseen (tietokone) lähtevä kaapeli käyttää 
ethernettiä, joten yhteyden muodostaminen tietokoneen ja kameran välille on melko 
mutkatonta.  
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Yhteyden muodostaminen aloitetaan avaamalla tietokoneelta Explorerin asennuksen 
yhteydessä asennettu In-Sight Connection Manager, jonka tehtävänä on ainoastaan 
muodostaa yhteys kameran ja käytettävän tietokoneen välille. Ohjelman avulla 
muodostetaan yhteys myös kameran ja sen ohjaaman järjestelmän tai järjestelmien 
välille. In-Sight Connection Manageria käytetään vain silloin, kun kameran kanssa 
samaan verkkoon halutaan kytkeä uusia laitteita. Kun yhteys on muodostettu, tapahtuu 
yhteydenotto tämän jälkeen automaattisesti aina kytkettäessä kameraan virta ja 
avattaessa In-Sight Explorer – ohjelmointiympäristö. Yhteys kameran ja 
ohjausjärjestelmän välillä voidaan muodostaa myös aina, kun järjestelmiin kytketään 
virta. Tämä valinta saadaan tehtyä Explorerin kautta, jolloin kamera automaattisesti 
käynnistyy virran kytkennän jälkeen ja aloittaa käytettävän ohjelman pyörittämisen.  
 
Käynnistettäessä In-Sight Connection Manager aukeaa seuraavassa esitetty ikkuna 
(kuva 65). Ensimmäisestä ikkunasta valitaan, minkälainen järjestelmä on kyseessä, ja 
mitä laitteita siihen halutaan kytkeä. Oletusvalinta on yhden In-Sight – sarjan kameran 
asennus suoraan tietokoneen ethernet – porttiin. Toisena valintana on useamman kuin 
yhden kameran liittäminen käytettävään järjestelmään. Viimeisenä valinta on 
mahdollisuus muuttaa jo olemassa olevien kamera liityntöjen asetuksia.  
 
 
Kuva 65. In-Sight Connection Manger pääikkuna.  
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Seuraavassa ikkunassa kehotetaan kytkemään ethernet – kaapeli paikoilleen ja 
tarvittaessa käyttämään kytkentäsuunnan kääntävää vaihtokappaletta. Näiden 
vaihtokappaleiden käyttäminen on nykyään enää hyvin vähäistä, sillä tämän päivän 
tietokoneet pystyvät tarvittaessa itse kääntämään tietoliikenteen suunnan sisäisesti. On 
vielä huomioitava, että kamera on oltava käynnissä ennen kuin painetaan Next –
painiketta.  
 
Tämän jälkeen Connection Manger hakee verkon alueelta In-Sight sarjan kameroita ja 
ilmoittaa ainoastaan löytämänsä verkkokortit. Tämän takia käyttäjän on nyt tiedettävä 
mihin porttiin kamera on kytkettynä. Seuraavassa kuvassa on oikea kytkentä helposti 
tunnistettavissa, sillä koneessa ei ole kuin WLAN ja LAN – liitynnät FireWiren ollessa 
pois päältä.   
 
 
Kuva 66. Käytettävän kameran valinta Connection Managerissa. 
 
Kameran valinnan jälkeen ohjelma pyytää käyttäjää käynnistämään kamera uudelleen, 
jolloin asetukset tulevat voimaan ja kamera tulee osaksi käytettävää järjestelmää. 
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Ennen kuin kameraa liitetään osaksi järjestelmää, on tietokoneen IP – osoite vaihdettava 
kiinteäksi. Cogenxin suomalainen maahantuoja Orbis suosittelee käytettäväksi IP – 
osoitteeksi 192.168.201.99.  
 
Kameraa testattiin aluksi lukemalla 2D – data matriiseja, mikä onnistui hyvin.  
 
Kameran jalusta tehtiin kolmen millin alumiinista, jolloin jalustasta tuli kevyt, mutta 
kuitenkin melko kestävä (kuva 67). Kameran kiinnitys jalustaan tapahtui neljällä 
ruuvilla, jotka kierrettiin kameran takapuolella oleviin reikiin.   
 
 
Kuva 67. Jalusta kiinnitettynä kameraan.  
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Kuva 68. Testien aikana kamerassa käytettiin perus optiikkaa, jonka polttoväli on 35mm 
ja työetäisyys näin 600mm.  
 
Kamera asetettiin paikoilleen kolmijalkaan ja kolmijalalle haettiin sopiva paikka niin 
että kaikki tarvittava näkyi kameran FOV:ssa. FOV:lla tarkoitetaan kameran optiikan 
kuvaamaa aluetta ympäristöstään (Field of View). Tarvittavalla FOV:lla tarkoitetaan 
tässä kohtaa verkkonipun ensimmäisiä vaakarautoja. Käytettävällä optiikalla saadaan 
aikaan melko kapea FOV, mutta tähän tarkoitukseen kuitenkin riittävä. Tässä vaiheessa 
ei ollut järkevää ostaa uutta optiikkaa sillä järjestelmän lopullisesta toimivuudesta ja 
käytettävästä tekniikasta ei ollut varmaa tietoa. Virtalähde teipattiin tukevasti kiinni 
lattiaan, jotta se ei pääse kaatumaan ja aiheuttamaan sitä kautta vaaraa laitteiston 
käyttäjälle.  
9.3.2 Käytettävän valaistuksen suunnittelu 
Jo ennen työn alkua oli selvää että valaisusta tulee muodostumaan yksi tärkeimmistä 
tekijöistä työn onnistumisen kannalta. Tämän vuoksi valaisusta on kerrottu melko 
paljon teoriaosuudessa. Kohteeseen sopivan valaistuksen haku aloitettiin kokeilun ja 
erehdyksen kautta ja lopulta päädyttiin toimivaan lopputulokseen. Seuraavassa on 
esitetty vaiheet, jotka käytiin läpi valaistuksen suunnittelussa.  
 
Yleisvalo ja kohtisuora valaisu oli todettu käyttökelvottomiksi jo aikaisempien testien 
yhteydessä. Lisäksi pelkkä FindPattern tai PatMax – työkalujen käyttö verkon 
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löytämiseen ei tuntunut järkevältä liian suuren epävarmuuden takia. Tällä menetelmällä 
olisi toki saatu sekä x ja y että kulmatiedot yhtä aikaa ja yhdellä työkalulla. Ongelmaksi 
muodostui kohteiden epämääräinen löytäminen, väärän (ei päällimmäisen verkon 
löytäminen) verkon löytäminen sekä verkon löytäminen vaikka yhtään verkkoa ei ollut 
FOV:ssa.  
 
Pimeäkenttävalaisun käyttö olisi tuonut kohteen epätasaisuuden eli verkkojen pinnan 
parhaiten esiin, jolloin niiden tunnistaminen olisi ollut mahdollista. Valojen 
asennuksessa olisi kuitenkin tullut ongelmia. Pimeäkenttävalot olisi tarvinnut asentaa 
hyvin pieneen kulmaan suhteessa verkkoihin. Tämä ei kuitenkaan olisi ollut mahdollista 
tarttujan rakenteen takia. Mikään kohta tarttujassa ei saa olla varsinaisia tartuntaelimiä 
alempana, koska tällöin tarttuja törmää verkkopinoon ennen kuin tartunta leuat ovat 
kiinni pinon ylimmässä verkossa. Näiden syiden johdosta pimeäkenttävalaisua ei edes 
kannattanut testata mahdolliseksi valaisumenetelmäksi.  
 
Taustavalaisu ei myöskään olisi toiminut tässä kohteessa sillä nostopöytää olisi ollut 
erittäin hankala muuttaa siten että valo olisi tullut altapäin. Toiseksi aikaisemmista 
testeistä havaittiin, että kameralle kaksi limittäin olevaa tankoa näyttävät yhdeltä. 
Näiden syiden vuoksi taustavalo hylättiin sopivien tekniikoiden joukosta. 
 
Diffuusikupolilla sekä aksiaalisella diffuusivalaisimella ei olisi saatu paljon 
yleisvaloa parempia tuloksia, joten sitäkään ei voitu käyttää sopivana tekniikkana.  
 
Edellä esitellyistä tekniikoista mikään ei tuonut tarvittavaa lopputulosta. Kohteeseen piti 
löytää valaisutekniikka jota voitaisiin käyttää päällimmäisen verkon tunnistamisen. 
Periaatteellisella tasolla ajateltuna valo näkyy, ylhäältä päin kuvattaessa, eri kohdassa 
kuvaa sen tullessa pienessäkin kulmassa kohteeseen. Tällainen ilmiö saadaan aikaan 
rakenteellisella valaisulla. Verkkopinon ollessa ”ilmava”, näkyy valo eri kohdissa kuvaa 
riippuen siitä mihin tankoon valo osuu. Tämän pohjalta suoritettiin testit rakenteellisella 
valaisulla.  
 
Rakenteellisen valaisun testit toteutettiin käyttämällä viivamaisen valon 
muodostukseen halogeenivalaisimella toimivaa valonlähdettä. Valo kuljetetaan linssille 
kuitua pitkin. Linssi kokoaa valon viivaksi. (kuva 69). 
  95 
 
 
 
 
Kuva 69. Viivamaisen valon valonlähde ja linssi. 
 
Valoviiva tuotiin vinosti verkkojen pintaan. Valo näkyi kameralle siten että 
päällimmäiseen verkkoon osuva valo näkyi kaikkein eniten oikealla, kun valo tuli 
vinosti oikealta. Juuri tällaista ratkaisua haettiinkin, joten tässä vaiheessa voitiin pitää 
viivamaista valoa tulevan sovelluksen sopivana valaisutekniikkana. 
 
 
Kuva 70. Viivamaisen valon osuminen verkkoihin.  
 
Kuvassa 70 esiintyvä, halogeenilla toimiva, viivamainen valo oli kohteeseen liian suuri 
ja valoviiva oli liian leveä. Siksi viivamaiseksi valoksi valittiin laser, jota käytettäessä 
valo on paljon kapeampi ja tarkempi.  
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9.3.3 Valaistuksen kehittäminen 
Laser – tekniikalla viivasta saatiin erittäin kapea ja tarkka, jolloin halogeeniin verrattuna 
valo ei jakautunut muualle kuin haluttuun kohteeseen. Laser kiinnitettiin kameran 
kanssa samalle korkeudelle, lähelle kameraa niin, että valon tulokulma saatiin pieneksi 
kameran kuvaussuuntaan verrattuna. Tällaisella järjestelyllä säde osuu kuva-alueelle 
vaikka verkkonippu olisi korkeakin.  
 
Laserviivan testitulokset olivat erittäin hyviä. Laserin muodostama viiva jakautui 
verkkopinon rautoihin juuri oikein. Tämän tekniikan avulla päällimmäinen verkko on 
löydettävissä, kun haetaan kaikkein eniten, kameran FOV:ssa, oikealla näkyvää Blobia 
(läiskä = vaalea kohta kuvassa). Asiaa selventämään on käytetty seuraavaa kuvaa. 
 
Kuvassa 71 on kolme raudoitusverkkoa päällekkäin. Päällimmäiseen verkkoon 
heijastuva laser – säde näkyy kuvassa eniten oikealla. Kuvassa keskellä näkyvä pitkä 
viiva johtuu laser – säteen osumisesta verkkojen alla olevaan metallilevyyn, joka 
jäljittelee nostopöydän pintamateriaalia. 
 
 
Kuva 71. Kolme verkkoa valaistuna laserviivalla. 
 
Explorer ohjelman Blob – työkalu näyttää tuloksena myös löydetyn Blobin kulman, 
joten periaatteessa kaikki kolme suuretta x, y ja kulma ovat saatavilla Blob – työkalun 
avulla. Ongelmaksi muodostui kuitenkin kulmatiedon vaihtelu tilanteessa, jolloin 
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verkkonippua nostettiin ylös tai laskettiin alas. Tämähän on periaatteessa mahdotonta, 
sillä kulma-arvon ei pitäisi muuttua korkeuden muuttuessa. Tämän johdosta kulman 
selvittämiseen piti löytää jokin muu ratkaisu.  
 
Aluksi mietittiin normaalin rengasvalon sopivuutta yleisvaloksi. Tällöin olisi toimittu 
niin että aluksi olisi käytetty laseria päällimmäisen verkon löytämiseen, minkä jälkeen 
päällimmäisen verkon kulma olisi tunnistettu yleisvalon avulla hakemalla tiettyä 
muotoa. Muodon hakemiseen olisi käytetty joko FindPattern tai PatMax – työkalua. 
Kyseistä asettelua testattiin, mutta nopeasti todettiin, että järjestelmä ei tule toimimaan. 
Ongelmia muodostui kohteen tunnistamisessa sekä valon määrässä. Ratkaiseva 
ongelma, miksi tämä käytäntö hylättiin, oli kuitenkin yleisvalo. Valon kanssa tulee 
muutenkin ongelmia asennettaessa järjestelmää lopulliseen kohteeseen. Kohteessa 
täytyy joka tapauksessa käyttää kaistanpäästösuodinta ylimääräisen valon poistamiseen. 
Tällöin myös yleisvalon olisi täytynyt olla erittäin tarkasti tietyllä aallonpituusalueella. 
Kyseinen ongelma huomattiin jo hyvin varhaisessa vaiheessa. Ongelma ilmeni 
testihuoneen loisteputkivalaisimien muodossa, niiden aiheuttaessa kuvan välkkymistä. 
Tämän vuoksi testit oli tehtävä pimeässä, loisteputket sammutettuna. Sama ongelma 
muodostuu myös ulkoa tulevan valon suhteen. Liian suuri valomäärä hämää kameran 
kuvanottoa sekä prosessointia. Joten myös ulkoa tuleva valo on saatava poistettua 
käyttämällä suodatinta.  
 
Lopullisessa kohteessa on käytettävä valoa, jonka aallonpituusalue on erittäin tarkkaan 
määritelty, jolloin taas voidaan valita hyvin tiukka kaistanpäästösuodin. Villinä korttina 
mukaan nousikin nyt toisen laserin käyttö. Kahden laserin käytöllä pystytään 
määrittelemään sekä päällimmäisen verkon koordinaatit (x,y) että verkon kulma. 
Kulman määrittäminen hoidetaan yksinkertaisesti trigonometriaa hyödyntäen, tangentin 
avulla. Kyseinen tekniikka tuntui toimivan paperilla melko hyvin, joten sitä lähdettiin 
kehittämään eteenpäin. 
 
Hankittiin toinen viivamainen laser ja kiinnitettiin se vastaavasti kameran toiselle 
puolelle (kuva 72).  
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Kuva 72. Etualalla uudempi laser – paketti kiinnitettynä statiiviin, taustalla vanhempi 
laser samaten kiinnitettynä statiiviin. Keskellä käytettävä kamera kuvaa alapuolella 
olevia verkkoja. 
 
Koska uuden laserin tulo kesti jonkun aikaa, tehtiin oma viivavalo ratkaisu, jonka avulla 
saatiin tehtyä ohjelmaa eteenpäin. Seuraavaksi testattiin kahden laserin yhteistoimintaa 
kuvauksissa. Laserien muodostamat viivat näkyivät FOV:ssa, kuten oli aikaisemmin 
suunniteltu (kuva 73). Omavalmisteisella viivavalolla tehtyä ohjelmaa ei myöskään 
tarvinnut suuremmin muuttaa. Sovellus toimi hyvin nopeasti pienten hienosäätöjen 
jälkeen. Tämän jälkeen oli vuorossa kalibrointi, jossa pikseleinä esiintyvät mitat 
muutettiin millimetriarvoiksi. Tämä kyseinen ”vaihto” on melko yksinkertainen ja vaatii 
vain kappaleen, jonka mitat tiedetään erittäin tarkkaan. Kalibrointi toimenpide kerrotaan 
tarkemmin seuraavassa luvussa, jossa lopullisen testi – sovelluksen vaiheet on kerrottu 
yksityiskohtaisesti.  
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Kuva 73. Kahden laserin muodostamien viivojen osuminen raudoitusverkkoihin sekä 
viivojen näkyminen kameran FOV:ssa.   
 
 
Kuva 74. Laser – viivojen osuminen verkkoihin.  
 
Edellä esitellyllä menetelmällä saatiin hankittua kohteesta x, y ja kulmatieto joita robotti 
tarvitsee poimiakseen päällimmäisen verkon. Korkeustiedon hankintaan aiottiin aluksi 
käyttää erillistä anturointia. Vaihtoehtoisia antureita olivat joko laser – tekniikkaan 
perustuvat korkeusanturit tai ultraääneen perustuvat korkeusanturit. Kahden laserin 
käyttö kuitenkin muutti kyseistä tilannetta selvästi. Kahden laserin avulla on 
mahdollista myös ratkaista verkkopinon korkeus, kun laser – pisteiden etäisyys 
toisistaan verkkotason pinnalla tiedetään. Toinen edellytys korkeuden mittaamiselle 
tällä tekniikalla on, että molemmat laserit ovat samassa kulmassa. Näiden lähtötietojen 
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pohjalta lähdettiin kehittämään vielä z – akselin tiedon saantia, jolloin erillisestä 
anturoinnista päästäisiin eroon.  
9.3.4 Z – akseli (Height Information) 
Sovelluksen kehittäminen niin että myös korkeustiedon saaminen olisi mahdollista, oli 
melko tarkkaa työtä. Kulmien täytyi olla erittäin tarkkaan samoja, jotta korkeus olisi 
oikea. Eteen tuli myös muita huomioon otettavia asioita: 
 
• Laserien etäisyys kameran kennosta täytyi olla millilleen sama 
• Laserien pitää olla täysin samalla korkeudella verkkopinon pinnasta 
• Laserien on oltava keskenään täysin samassa kulmassa  
• Kohta, jossa laservalo muodostetaan, on oltava kameran kennon kohdalla 
 
Näin toimimalla päästään periaatteessa oikeaan lopputulokseen. Operaatio selviää 
parhaiten esittämällä tilanne kuvan avulla.  
 
 
Kuva 75. Trigonometrinen periaate, jolla korkeus saadaan määritettyä.  
 
Kuvasta 75 saadaan määritettyä korkeus h kun tiedetään että: 
 
αα tan2tan ⋅
−
==
bach  
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Laserien on siis oltava täysin samassa kulmassa, jotta korkeustieto saadaan laskettua 
oikein. Kulman määrittämiseen käytettiin perinteistä luotilankaa jonka painona oli 
mutteri. Luotilangan kulkiessa laserin keskipisteen kautta saadaan muodostettua toinen 
kolmion kateeteista. Toisen kateetin pituus saadaan kytkemällä laserit päälle ja 
mittaamalla etäisyys luotilangan ja verkkoon osuvan kohdan välillä.  
 
Seuraavaksi säädetään kulmat niin että molempien laserien kulmat ovat samat ja että 
molemmat viivat näkyvät vielä kameran FOV:ssa. Hakuprosessi ei ollut aivan 
yksikertainen, sillä muuttuvia tekijöitä oli melko paljon eikä minkään komponentin 
säätäminen ollut aivan absoluuttista. Lopulta kulmat saatiin paikalleen lopullisten 
arvojen olleessa seuraavat: 
 
Korkeus = 600mm 
Etäisyys luotilangan ja pisteen välillä = 105mm 
 
o
b
a 926,9
600
105
tan ==  
 
Nyt kun molempien laserien kulmat oli saatu määritettyä vakioiksi, hieman alle 
kymmenen asteen, voitiin aloittaa sovelluksen ohjelmointi siltä osin, että korkeus saatiin 
määriteltyä. Tämäkin kohta sovelluksen ohjelmoinnista on selvyyden vuoksi esitetty 
vasta seuraavassa kappaleessa sovelluksen ohjelmoinnin yhteydessä. Ohjelmoinnin 
jälkeen suoritettiin ensimmäinen testi, mikä näytti melko hyvältä. Korkeus saatiin 
määriteltyä muutaman millin tarkkuudella oikein. Ohjelmaan lisättiin vielä muutama 
kohta, joilla korkeuden määrittämistä päästiin helpommin testaamaan. 
 
Näillä menetelmillä järjestelmä pystyttiin vapauttamaan anturoinnin tarpeesta ja kaikki 
tarvittavat tiedot robotin ohjaamiseen saadaan kameralta. On vielä kuitenkin 
huomioitava, että verkkopinon pinnankorkeus määritetään suhteessa kameran kennoon 
eli kameran kenno on nollakorkeus. Tämä on otettava huomioon robotin ohjelmaa 
tehtäessä ja koordinaatistoja määritettäessä.  
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Kuva 76. Statiivien päähän asennettu Finfoam – tuki joka pitää niiden etäisyyden 
vakiona.  
 
Tällä menetelmällä korkeusmittaus on saatu kalibroitua tietylle korkeudelle täysin 
oikein. Mittaus näyttää kuitenkin noin viisi mm pieleen verkkopinon mataloituessa. 
Strateginen muutos tapahtuu kolmen verkon poiston jälkeen. Tällä ei käytännön 
sovelluksessa kuitenkaan ole mitään merkitystä sillä korkeus mitataan joka kerta lähes 
samalta korkeudelta nostopöydän ansioista.  
 
Korkeuden määrittämiseen käytetään tangenttia, jolloin muodostuvan kolmion on oltava 
suorakulmainen. Kolmion ollessa jotain muuta kuin suorakulmainen, ei mittaus enää 
pidä paikkaansa. Käytännön sovelluksessa verkkopinot ovat lähes aina tasaisia eli 
kolmiosta muodostuu suorakulmainen. Asiaa kuitenkin selvitettiin määrittämällä suurin 
sallittu poikkeavuus suorasta kulmasta, jolloin korkeusarvo oli vielä oikea. Verkkopinon 
toista päätyä nostettiin kunnes korkeus arvo ei enää näyttänyt oikeaa lukua. Saatujen 
arvojen avulla määritettiin kulma, jonka rajoissa mittaus on vielä oikein. Sallituksi 
heitoksi saatiin 30mm 900mm:n matkalla jolloin kulma oli 2 astetta. Kolmio saa siis 
heittää 2 asetta suorasta kulmasta, jotta tulos on vielä oikein. Teoriassa tämä ei ole 
kovinkaan paljon, mutta kun miettii sallittua korkeuseroa suhteessa pituuteen, muuttuu 
tilanne riittävän tarkaksi.  
 
Korkeuden määrittäminen on mahdollista myös yhdellä laserilla. Tällöin korkeus 
saadaan käyttämällä jo edellä esiteltyä tangenttia. Tämä, yhden laserin, menetelmä 
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varmistukin lopulta kahden laserin tekniikka paremmaksi ja varmemmaksi. Kahden 
laserin tekniikassa molempien laserien kulmien tulee olla täsmälleen samoja tai muuten 
korkeustieto on väärin. Yhden laserin korkeuden määritystekniikassa ainoastaan 
käytetyn laserin kulma täytyy olla tiedossa. Testien pohjalta päätettiin pitää molempia 
korkeudenmääritystapoja mahdollisina ja päättää käytettävästä menetelmästä vasta 
käyttöönottotilanteessa, jolloin lopulliset testaukset olisi saatu suoritettua.  
 
Suodin 
 
Suodinta ei testiolosuhteissa päästy testaamaan kiireen ja suotimen pitkän toimitusajan 
johdosta. Lisäksi mikään suodin ei olisi kunnolla toiminut testeissä käytettyjen laserien 
kanssa. Tämä johtuu laserien eri aallonpituuksista. Vanhempi laser oli 
aallonpituudeltaan 680nm, kun taas uuden laserin aallonpituus oli 630 – 680nm. 
Kyseisiä lasereita ei myöskään asennettu lopulliseen kohteeseen, vaan tehtaalle valittiin 
tarkasti suotimen kanssa sopivat laserit. 
 
Tyhjän nostopöydän tunnistaminen 
 
Tyhjän nostopöydän tunnistamiseen käytetään myös Blob – työkalua, mutta hieman 
toisella tavalla kuin verkkojen tunnistuksessa. Laserit asetetaan siten, että tyhjän 
nostopöydän tullessa esiin, viivat kohtaavat FOV:n keskellä. Blob – työkalun Blobien 
hakualue on määritelty siten, että nostopöydän ollessa tyhjä ei hakualueella näy yhtään 
Blobia. Tämän johdosta Blobi – työkalujen tulokset menevät kaikki nolliksi. Tästä taas 
saadaan ohjaus toiselle diskreetti I/O:lle, joka releen kautta ilmoittaa robotin I/O:lle 
nostopöydän olevan tyhjä.  
9.4 Sovelluksen ohjelmointi 
Käytännössä sovelluksen ohjelmointi alkoi heti kun In-Sight Exploreriin tutustuminen 
aloitettiin. Lopullisen ja testiympäristöön valmiin ohjelman ohjelmointi kulki käsi 
kädessä sovelluksen kehittämisen kanssa, mutta selvyyden vuoksi on ohjelmointi 
esitetty kuitenkin erillisellä osiolla. Varsinaisen koeympäristön rakentamisen ja 
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ohjelman teon esittäminen rinnakkain olisi tehnyt osioista liian sekavia. Lopullinen 
sovellus muodostui monien versioiden kautta. 
 
Seuraavassa on esitetty testiympäristöön muodostetun ohjelman toiminta. Esitys kulkee 
suoraviivaisessa järjestyksessä lähtien riviltä nolla ja päätyen lopulta riville 247. Tämä 
esitystapa on tähän tarkoitukseen paras mahdollinen vaikka se loppupuolella 
aiheuttaakin hieman ongelmia, johtuen siitä että ohjelman puolessa välissä viitataan 
riveihin, jotka ovat kyseessä olevien rivien jälkeen. Tähän päädyttiin kuitenkin, jotta 
ohjelman eri vaiheet saatiin loogiseen järjestykseen.   
 
Sovelluksen esittämisessä on käytetty paljon kuvia, jotta ohjelmasta saisivat, ainakin 
osittain, selvää myös henkilöt, jotka eivät tunne In-Sight Explorerin ohjelmointi 
ympäristöä. Vaikka järjestelmän tilannut yritys, on suomalainen, on seuraavassa 
kuitenkin, perinteisen tavan mukaan, käytetty kansainvälistä kieltä. Seuraava ohjelma 
on tehty koulun testikameralle, jonka resoluutio oli 1600 x 1200. Tätä resoluutiotietoa 
joudutaan ohjelman aikana käyttämään hyväksi muutamaan otteeseen, joten kameran 
vaihtuessa nämä resoluutiotiedot vaihdetaan vastaamaan uutta kameraa.  
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Kuva 77. Kuvankaappausta koskevat parametrit. 
 
Ohjelmointi lähtee aina liikkeelle solusta A0, jossa määritellään kuvanottoa käsittelevät 
parametrit. Kaksoisklikkaamalla solua, avautuu yllä esitetyssä kuvassa 77 näkyvä 
ikkuna. Ensimmäisenä parametrina on triggauksen valinta eli kuvankaappausta koskevat 
valinnat. Testauksen aikana alasveto – valikosta oli valittuna Continuous, jolloin 
kamera ottaa kuvia niin nopeasti kuin se vain on mahdollista. Tämä on erittäin kätevä 
asetus testien aikana sillä, ohjelmassa näkyvät muutokset päivittyvät jatkuvasti ja 
mahdollisia muutoksia kuvauskohteessa voi näin seurata reaaliajassa. Tämän jälkeen 
valitaan halutaanko ohjelmassa käyttää manuaalista kuvaottoa. Käytännössä jos 
manuaalinen kuvanotto on valittuna, voidaan kuva kaapata painamalla näppäimistön F5 
painiketta myös silloin, kun järjestelmä on Offline – tilassa.  
 
 
  106 
Exposure – tarkoittaa käytettävää valotusaikaa. Tämä asetus on yksi tärkeimmistä A0 – 
solusta löytyvistä parametreista. Testausvaiheessa lukuarvoa joutui useasti vaihtamaan 
ennen kuin sopiva ja toimiva arvo löydettiin. Testien aikana parhaat tulokset saatiin 
aikaan 45ms:n valotuksella. Valotusaika on mahdollista jättää myös kameran 
päätettäväksi, jolloin käytetään Automatic Exposure – valintaa. Sitä käytetään vain 
harvoin, sillä automaattinen valotuksen säätö nostaa ohjelman kiertoajan useasti reiluun 
sekuntiin, joissakin tapauksessa useisiin sekunteihin.  
 
A0 – solun kautta tehdään myös valaistuksen ohjausta koskevat valinnat (Light 
Control), jos käytetään kameraan integroitavaa valaistusta. Muussa tapauksessa 
joudutaan turvautumaan ulkopuoliseen valaistuksen ohjaukseen. Light Controlin 
alapuolelta löytyvät kuvan kontrastia ja kirkkautta koskevat asetukset. Näitä parametreja 
muutetaan useasti kuitenkin vasta siinä vaiheessa, kun muita mahdollisuuksia ei enää 
ole. Muissa tapauksissa turvaudutaan aluksi valaistuksen ja valotusajan säätöön. 
Kontrastia (Gain) ja kirkkautta (Offset) voidaankin näin pitää hieman kuvan käsittelyyn 
verrattavina ominaisuuksina. Näiden jälkeen on A0 – solussa (AcquireImage) erittäin 
tärkeä asetus, kuvan Orientaatio. Kuvan orientaatiota käytetään tai voidaan käyttää 
silloin, kun kamera joudutaan asettamaan muuhun asentoon kuin normaalisti on 
tarkoitettu. Teollisuudessa eteen tulee usein tilanteita, jolloin kamera ei mahdu 
”normaaliin” asentoon kennoon nähden vaan se joudutaan asentamaan esimerkiksi 
poikittain kuvauskohteeseen nähden. Tällöin on hyvä käyttää orientaatio – asetusta, 
jolloin kuvan saa käännettyä tietokoneen ruudulla oikein päin. Tämä toimenpide 
helpottaa huomattavasti ohjelmointia ja asennusta. Tässä työssä oli valittuna normaali 
orientaatio, koska testi ympäristö oli rakennettu kennoon nähden ”normaaliin” asentoon.  
 
Kahtena viimeisenä asetuksena ovat Network Trigger ja Buffer Mode. Näistä 
Network Triggerillä vaikutetaan verkon kautta tulevaan kuvankaappauskäskyyn, 
tekemällä signaalin lähettäjää koskevat valinnat. Buffer Modella taas vaikutetaan 
kuvankaappauksessa tapahtuvaan kuvien puskurointiin ennen niiden käsittelyä. 
Overlapped – valinnalla kamera pystyy ottamaan kuvia puskuriin samalla, kun edellistä 
kuvaa käsitellään. Tämä nopeuttaa huomattavasti ohjelman kiertoaikaa ja mahdollistaa 
sitä kautta vaikeampien algoritmien käyttöä ohjelmassa. Valitsemalla tähän kohtaan 
Single, ei puskurointia tapahdu eikä seuraavaa kuvaa näin ollen kaapata ennen kuin 
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edellinen kuva on käsitelty. Tässä sovelluksessa Buffer Mode oli valittuna Overlapped 
puolella, jolloin kiertoaikaa saatiin hieman lyhennettyä.  
9.4.1 User Interface (käyttöliittymä) 
Ennen varsinaisen ohjelman alkua on hyvä jättää muutamia tyhjiä rivejä, joihin saa 
myöhemmin rakennettua ns. käyttöliittymän eli User Interface. Käytännössä 
käyttöliittymä rakentuu sovelluksen ohjelmoinnin yhteydessä ja siihen lisätään uusia 
kohtia ja samalla poistetaan turhia ominaisuuksia. Käyttöliittymään voidaan sisällyttää 
monia rakenteita, mutta kaikkien tärkein on kuitenkin varsinainen, muutaman rivin 
kokoinen, User Interface (kuva 78).  
 
 
Kuva 78. Kuvassa käyttöliittymä (User Interface) rakennettuna ohjelman ensimmäisille 
riveille. 
 
Käyttöliittymässä esitettäviksi arvoiksi on valittu sekä vasemman- että oikeanpuolisen 
laserin muodostamien Blobien koordinaatit. Tämän lisäksi mukana ovat korkeustieto 
kahdella eri tavalla laskettuna (z-axis) ja päällimmäisen verkon kulma-arvo verrattuna 
vaakasuoraan nollakulmaan (angle). Käyttöliittymän tarkoituksena on esittää tietoa 
kuvattavasta kohteesta samaan aikaan kohteen kanssa. Toisin sanoen käyttöliittymään 
valitut solut saadaan näkyviin ilman taustataulukkoa samaan aikaan kuvattavan kohteen 
kanssa. Tätä asiaa selventää seuraava kuva 79. 
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Kuva 79. Käyttöliittymä ja kohde. 
 
Käyttöliittymän rakentaminen tapahtuu samoin kuin itse ohjelman rakentaminenkin eli 
halutut tiedot on joko kopioitava tai muodostettava haluttuihin soluihin, jonka jälkeen 
nämä solut voidaan valita käyttöliittymässä esitettäviksi. Käyttöliittymässä kuten 
muuallakin ohjelmassa, on hyvä käyttää eri värejä eri asioiden esittämiseen. Näin 
ohjelmaa on helpompi lukea ja myös muut käyttäjät pääsevät nopeasti kiinni ohjelman 
ideaan ja rakenteeseen. Käytetyt värit on hyvä myös esittää listan muodossa ohjelman 
alkuvaiheella, jolloin muutkin kuin ohjelman tekijä, pääsevät entistä nopeammin kiinni 
ohjelman sisältöön. Edellä esitetyistä kuvista nähdään miten käyttöliittymän värit luovat 
ohjelmaan selkeämpää luettavuutta. 
 
Käyttöliittymässä käytettävien solujen valintaan pääsee helpoiten kiinni ohjelman 
ylälaidasta löytyvien pikanäppäinten kautta (kuva 80). Vasemmalta katsoen 
ensimmäinen näppäin tuo esiin valinta-arkin, jota kautta halutut kohteet ja näiden 
ominaisuudet saadaan valittua. Seuraava näppäin vaihtaa näkymän vastaamaan kuvan 
olosuhteita ja viimeinen näppäin poistaa tai tuo esiin ohjelmointi taulukon. 
 
 
Kuva 80. Käyttöliittymän ohjelmointiin käytettävät valinta näppäimet. 
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Tätä edellä esitettyä osuutta kutsutaan varsinaiseksi käyttöliittymäksi, mutta 
käytännössä käyttöliittymäosuuteen voidaan katsoa kuuluvaksi myös muita alueita. 
Ohjelmassa onkin seuraavana käytetty vielä kuvan 81 mukaista tarkennuksen seurantaa 
sekä kuvankaappauksen laskentaa. Tarkennusta on kätevä seurata hieman kauempaakin 
alalaidassa esiintyvien ”ledien” avulla. Tästä on suurta apua esimerkiksi silloin, kun 
optiikkaa säädetään hieman kauempana itse ohjelmointiin käytettävästä koneesta, sillä 
ledit tietysti näkyvät pitemmälle kuin pienet ja himmeät numerot. Oikealla näkyvä 
kuvankaappauksen laskenta on näppärä silloin, kun kuvataan kohteita, jotka eivät ole 
jatkuvassa liikkeessä. Tällaisessa tilanteessa ei voi olla varma siitä että kamera on 
täydessä toiminnassa, jos vielä mittaustuloksetkin pysyvät vakaina eikä kuvien 
päivitystä voi havaita. 
 
 
Kuva 81. Vasemmalla tarkennuksen seuranta parametrit ja oikealla kuvanoton laskenta.  
9.4.2 Right Laser – Blob-tool 
Kameran oikealla puolella oleva laser muodostaa verkkopinoon jo aikaisemmin nähdyn 
kuvion, jolloin päällä oleva verkko voidaan tunnistaa hakemalla kuvassa kaikkein eniten 
oikealla olevaa Blobia eli ”läiskää”. Tähän käytettään Blob – työkalua sekä muutamia 
muita laskentafunktioita. Seuraavassa on esitetty, miten kaikkein eniten oikealla olevan 
Blobin haku on järjestetty ja miten tästä saadaan Blobin koordinaatit pikseleinä, 
suhteessa kuvan vasempaan ylänurkkaan, jossa on kameran nollakohta eli origo. 
 
Blob – työkalu 
 
Alkuun lähdetään valitsemalla työkalukirjastosta ExtractBlobs – työkalu ja tuomalla se 
drag ’n drop periaatteella B45 solun päälle. B45 solu on valittu siksi että sarake A on 
jätetty jo alusta asti tyhjäksi, varaamalla se mahdollisia Cell State tarpeita varten. 
Seuraavassa kuvassa on esitetty ExtractBlobs – työkalun parametrit 
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Kuva 82. Oikean puoleisen laserin yhteydessä käytetyn Blob-työkalun parametrit. 
 
Image – viittaa jälleen tutkittavaan kuvaan. Fixturea ei Blob – työkalujen yhteydessä 
käytetty, koska hakualuetta ei tarvitse tässä tapauksessa sitoa mihinkään tiettyyn 
muotoon, vaan ruutu yksinkertaisesti jaetaan kahtia oikean ja vasemmanpuolisen laserin 
välille. Tämä jako suoritetaan oikean puolisen laserin kohdalla Region –parametrin 
asetuksella, missä hakualueeksi valittiin kuvan 83 mukaisesti kuva-alueen (FOV) 
oikeapuoli. Näin Blobeja haetaan vain kuvan oikealta puolelta. Rajaus tehdään niin, että 
kuvan keskellä näkyvät pitkät laserviivat, jotka johtuvat laservalon osumisesta 
”pohjaan”, jakaisivat kuvan kahtia. Näin nostopöydän ollessa tyhjä hakualueelta ei enää 
löydy yhtään Blobia ja ohjelmallisesti voidaan todeta nostopöydän olevan tyhjä. 
Kuvassa on nähtävillä myös työkalun Blobien numerointi 0:sta eteenpäin. Samaten 
kuvasta on nähtävissä ulkoa tulevan valon kiiltäminen nostopöytää matkivasta pellistä. 
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Kuva 83. Oikeanpuoleisen laserin hakualueeksi määritelty kuva-alueen oikeapuoli.  
 
Number To Sort -kohtaan on tässä tapauksessa valittu 60 kpl. Näin haetaan yhteensä 
60 Blobia, joka on selvästi enemmän kuin suurin mahdollinen verkkojen määrä. Näin 
varmistetaan että kaikki Blobit (verkot) tulevat mukaan, eikä päällimmäinen jää 
vahingossa pois laskuista. Tämä on erityisen tärkeää, koska Blob – työkalu ei mitenkään 
erottele päällimmäisen ja alimmaisen verkon eroa, se ainoastaan hakee sille asetettujen 
parametrien mukaisia Blobeja hakualueen sisältä. Tästä johtuen päällimmäinen Blobi 
voi olla joko numero 9 tai numero 0.  
 
Seuraavana parametrina asetettiin Threshold numeroarvoon 200, mikä eroaa 
aikaisemmista Thresholdeista siten, että tässä ei aseteta prosenttiarvoa vaan haluttu 
intensiteetin raja-arvo. Boundary Blobs valittiin käytettäväksi, jolloin hakualueen 
rajalla olevat Blobit tulevat mukaan laskuihin, mikä on erityisen tärkeää verkkojen 
silmäkoon muuttuessa.  
 
Blobien ja taustan värit voidaan jättää koneen päätettäväksi, mutta tällöin ohjelman 
kiertoaika kasvaa turhan suureksi ja joukkoon saattaa tulla myös vääränlaisia Blobeja. 
Blobien ja taustan väri onkin hyvä määritellä mahdollisimman tarkkaan itse aina silloin 
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kun se on mahdollista. Koska nyt molemmat olivat tiedossa, valittiin Blobin väriksi 
valkoinen ja taustan väriksi musta. Viimeisinä parametreina määritellään vielä Blobin 
pinta-alat. Minimialueeksi tässä yhteydessä valittiin 150 pikseliä ja maksimialueeksi 
10 000 pikseliä. Minimialue määriteltiin mahdollisimman suureksi kuitenkin niin että 
itse Blobit tulevat vielä mukaan laskuihin. Tähän päädyttiin, koska ulkopuolisen valon 
seurauksena kuvaan muodostui pieniä valopisteitä.  
 
 
Kuva 84. Blob – työkalun antamat tulokset ja vasemmalla Blob – työkalun ohjaukseen 
käytetty Checkbox. 
 
Checkbox 
 
Solussa A45 (kuva 84) on nähtävillä ns. CheckBox, jota käytetään Blob – työkalun 
ohjaamiseen. Tämä ohjaus perustuu Cell State ominaisuuteen, jossa toisia soluja voi 
asettaa riippuvaksi toisten solujen tilasta. Ominaisuus on kätevä, koska sen avulla 
solujen tilaa voidaan muuttaa myös On-Line –tilassa, mikä ei muuten olisi mahdollista. 
Riippuvuuden rakentaminen on erittäin helppoa, aluksi valitaan työkaluvalikosta sopiva 
tarkistusruutu (CheckBox). Tämän jälkeen hiiren oikealla painikkeella tai ylävalikosta 
valitaan Cell State (solun tila) -ominaisuus, minkä avulla CheckBox ja toinen haluttu 
solu sidotaan riippuvaksi CheckBoxin tilasta. Näin saadaan muodostettua yhteys kahden 
solun välille. 
 
Kuvasta 84 voidaan havaita, että Blob – työkalu ei tällä kertaa löytänyt kuin kaksi 
Blobia. Päällimmäisen verkon Blobi on näiden joukossa ja loput kahdeksan tulosta 
esitetään merkinnällä #ERR. Tämä aiheuttaa hieman ongelmia matemaattisessa 
mielessä, koska error tiedolla on vaikea suorittaa mitään matemaattisia funktioita. Error 
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onkin jotenkin poistettava tai muutettava joksikin muuksi yksiköksi, tähän tarkoitukseen 
on käytetty ErrFree – työkalua, joka muuttaa error – tiedot nollaksi.  
 
ErrFree – työkalu 
 
ErrFree – työkalun avulla muutettiin kaikki error – tiedot nolliksi, Blob – työkalun Row, 
Col ja Area tulosten kohdalta. Ainoastaan näiden solun tietoja tarvitaan jatkossa ja vain 
näillä soluilla suoritetaan matemaattisia laskutoimituksia. ErrFree – työkalua 
käytettäessä työkalu aluksi haetaan kirjastosta, minkä jälkeen määritellään minkä solun 
arvo halutaan #ERR tilanteessa muuttaa nollaksi. Tässä kohdassa on erittäin hyvä 
käyttää Absolute Reference – funktiota, jolloin kopiointitilanteessa referenssipisteet 
pysyvät samoina eikä haluttujen toiminnallisten solujen paikat vaihdu. Absolute 
Reference – painike löytyy pikanäppäimistä alimmalta riviltä Relative Reference- ja 
Function – näppäinten vierestä (kuva 85).  
 
 
Kuva 85. Absolute Reference painike.  
 
Kuvasta 86 nähdään ErrFree – funktion toiminta. ErrFree – funktio suoritetaan 
valitulle solulle P45 ja kuten dollarimerkeistä on havaittavissa, funktion edessä on 
käytetty myös Absolute Reference – funktiota. Tämä kyseinen toimenpide on suoritettu 
kaikille kuvassa 86 näkyville soluille Index -saraketta lukuun ottamatta. Index -
sarakkeella ei varsinaisesti tässä yhteydessä tehdä mitään vaan, se on muodostettu 
ainoastaan selkeyden vuoksi kuvaamaan, minkä Blobin Index (numero) on error -
merkitty.  
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Kuva 86. ErrFree – funktion toiminta ja solut, joissa halutut tiedot muutettiin nolliksi 
errorin esiintyessä. 
 
Blobin koordinaatit – saraketieto  
 
Kun kaikille halutuille soluille saatiin muodostettua ErrFree – funktio, siirryttiin 
seuraavaan kohtaan tavoitteena edelleen muodostaa päällimmäisen verkon Col ja Row 
eli x- ja y- koordinaatit. Seuraavassa ErrFree – taulukko purettiin kahteen osaan, sillä 
Row- ja Col – tietoa käytettiin eri paikassa kuin Area – tietoa. Purkamisen yhteydessä 
otettiin käyttöön If – funktio, minkä avulla soluille pystyttiin muodostamaan haluttu 
arvo. Kuvasta 87 nähdään solussa D59 käytetty If – funktio, jonka seurauksena soluun 
D59 määritellään joko arvo nolla tai solusta P45 löytyvä arvo. Yksinkertaistettuna If – 
funktio siis suorittaa vertailua solujen välillä. Nyt saattaa mieleen tulla että tämähän on 
aivan sama kuin ErrFree – funktiokin, ja tämä pitää täysin paikkansa. Tällä 
menetelmällä kuitenkin päästiin käsiksi If – funktion toimintaan ja arvot saatiin samalla 
siirrettyä seuraavalle riville.  
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Kuva 87. Yllä If- funktion toiminta ja alla solut joissa aikaisemmin saadut ErrFree – 
arvot siirrettiin If – funktion avulla seuraavalle riville. 
 
Näin on saatu aikaiseksi taulukko, jossa solujen arvot ovat nollia tai muita yli nollan 
olevia lukuja. Koska haetaan kaikkein eniten oikealla olevaa Blobia, on tällä Blobilla 
myös oltava kaikkein suurin Column – arvo (sarake – arvo). Kuvasta 87 huomataan, että 
suurin Col – arvo on Blobilla numero nolla. Asia voidaan vielä tarkistaa kuvasta 83, 
jolloin huomataan että kyseinen Col – arvo viittaa kaikkein eniten oikealla olevaan 
Blobiin ja samalla myös päällimmäiseen verkkoon. Näin on löydetty päällimmäinen 
verkko ja tämän verkon Col – arvo. Seuraavaksi on vielä määriteltävä juuri tätä arvoa 
vastaava Row – arvo.  
 
Käytännössä suurimman Col – arvon omaavan Blobin haku tapahtuu Max – nimisen 
funktion avulla, joka nimensä mukaisesti hakee sille osoitetusta joukosta suurinta arvoa. 
Tämän funktion avulla saadaan esitettyä suurin Col – arvo matemaattisesti solun sisällä 
kuvan 88 mukaisesti. Samaan ideaan perustuu myös Col – arvoa vastaavan Row – arvon 
hakeminen.  
 
 
Kuva 88. Suurin Col – arvo Max – funktion avulla esitettynä.  
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Blobin koordinaatit – rivitieto 
 
Seuraavaksi haettiin Row – arvoa. Taas käytettiin If – funktiota. Äskeisessä kuvassa 
esiintyvää Col – arvoa (solu G77) verrattiin soluun E59. Jos näiden solujen arvot ovat 
samoja, asetetaan tulosoluun arvo D59 eli viereinen Row – arvo. Jos tämä yhtälö ei 
kuitenkaan toteudu, asetetaan soluun arvo nolla. Näin saadaan aikaan kuvan 89 
mukainen taulukko, jossa vain Col – arvoa vastaava Row – arvo on esitettynä, muut 
arvot ovat nollia. Nyt voidaan jälleen käyttää Max – funktiota poimimaan Row – arvo 
nollien joukosta. Tällä tavalla on saatu aikaan kaikkein eniten oikealla olevan Blobin 
koordinaatit ja samalla myös päällimmäisen verkon toisen laserin osumispisteen 
koordinaatit (kuva 90).  
 
 
 
 
Kuva 89. Yllä If – funktion toiminta tässä yhteydessä ja alla Row – arvon hankinta If – 
funktion avulla.  
 
 
Kuva 90. Oikeanpuolisen laserin muodostaman Blobin koordinaatit. 
 
Ongelmia aiheuttaa tilanne, jossa raudoitusverkkojen pituuslanka osuu juuri lasersäteen 
kohdalle. Blobista tulee pitkä että kulma-arvo saattaa näyttää kymmeniä asteita väärin. 
Toinen ongelma syntyy robotin tarttujassa, sillä kyseinen tarttuja ei voi napata kiinni 
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pituuslangan kohdalta, joten myöskään tämä pisteen koordinaatteja ei voi syöttää 
robotin ohjaimelle.  
 
Lasersäteen osumisessa pituuslangan kohdalle on kaksi mahdollisuutta. Ensimmäinen 
on tilanne jossa poikkilanka on päällimmäisenä ja pituuslanka alimmaisena. Tällöin 
koordinaatit saataisiin aivan oikein, sillä lasersäde osuu ensin poikkilankaan ja vasta 
sitten pituuslankaan näin kaikki tarvittavat arvot saataisiin kyllä määriteltyä, mutta 
tarttuja ei voi ottaa kiinni rautojen risteyskohdasta, koska verkko ei tässä tilanteessa 
pysy tarttujassa.  
 
Toisessa tilanteessa pituuslanka on verkossa päällimmäisenä jolloin lasersäde osuu 
ainoastaan tähän lankaan. Tällöin syntyy tilanne jossa muodostunut Blobi on pitkä viiva 
kameran kennolla. Tässä tilanteessa mitään koordinaattitietoja ei saada oikein, sillä 
pitkästä Blobista näitä määrittelyjä ei pystytä tekemään. Tilanteessa tarttuja ei 
myöskään pysty tästä kohdasta verkkoa tarttumaan, sillä tarttuja toimii vain yhdessä 
suunnassa. Näin ollen, vaikka kaikki tarvittavat tiedot poimintaa varten saataisiinkin, ei 
tarttujaa kuitenkaan voi käyttää.  
 
Tilanne päätettiin hoitaa lähettämällä robotille sen puolen Blobin koordinaatit jonka 
alueella ei vaikuta pitkää Blobia. Näin robotille saadaan aina koordinaatti, josta 
pystytään tarttumaan. On kuitenkin otettava huomioon, että lasersäteet on alustavasti 
asetettava sellaisella etäisyydelle toisistaan jotta molemmat säteet eivät osu 
pituuslangan kohdalle tai näin käy ainakin harvoin. Tämä voidaan hoitaa asettamalla 
lasereiden keskinäiseksi etäisyydeksi välimatka joka ei ole jaollinen 50mm:lla. Tämä 
siksi että valmistettavat verkot ovat pääosassa 50 jaollisia, pituuslankojen 
etäisyyksiltään. Huomioon otettiin myös tilanne, jossa lasersäde sattuu osumaan 
molempien pituuslankojen kohdalle, tällöin robotti ilmoittaa virhettä ja pyytää käyttäjiä 
korjaamaan asian.  
 
Käytännössä kyseinen tilanne otettiin huomioon suorittamalla vertailuja jossa 
lopulliseksi tulokseksi saatiin arvoja 1 tai nolla. Näillä arvoilla voidaan päätellä onko 
lasersäde pituuslangan kohdalla vai ei. Vertailu on kokonaisuudessaan kuvan 91 
mukainen. 
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Kuva 91. Pituuslangan tarkastelut. 
 
Otetaan aluksi käsittelyyn tilanne jossa poikkilanka on päällimmäisenä. Tällöin syntyy 
tilanne jossa lasersäde kohtaa aluksi vaakaraudan ja tämän jälkeen pituuslangan. Syntyy 
siis kaksi Blobia jotka ovat hyvin lähellä toisiaan ja samalla toinen näistä Blobeista on 
pinta-alaltaan ensimmäistä (päällimmäistä) Blobia huomattavasti suurempi. Tilanne 
hoidetaan suorittamalla aluksi InRange – vertailu jossa asetetaan raja-arvot millä 
väleillä Blobit täytyvät/saavat olla toisistaan jolloin niitä pidetään kuuluvaksi samaan 
linjaan. Tässä kohdassa sopivaksi arvoksi on valittu +/-10 pikseliä. Nämä 
toleranssiarvot asetetaan soluissa P59 ja Q59. Näissä soluissa hieman aikaisemmin 
määriteltyyn Col – arvoon (highest col) lisätään tai vähennetään määritelty 10 pikseliä. 
Näillä toleranssi arvoille suoritetaan nyt vertailu jossa käytetään hyväksi aikaisemmin 
muodostettua ErrFree – rakennelmaa. Tehdään kuvan 92 mukainen vertailu jossa 
tarkastellaan onko arvo Q45 arvojen P59 ja Q59 välissä, jos näin on, asetetaan soluun 
Q63 arvo R45 (pinta-ala), muuten asetetaan arvo 0. Tällä menetelmällä saadaan soluihin 
Q63…Q72 asetettua niiden Blobien pinta-alat joiden Col – arvo on ennalta 
määriteltyjen InRange – toleranssien sisällä.  
 
 
Kuva 92. Pinta-alan InRange – toleranssi vertailu 
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Nyt on saatu aikaan tilanne jossa kahdessa solussa (välillä Q63…Q72) on kahden 
Blobin pinta-alat. Toinen näistä pinta-aloista on poikkilankaan muodostuneen Blobin 
pinta-ala, joka on melko pieni ja toinen on pituuslankaan muodostuneen Blobin pinta-
ala, joka taas on melko suuri. Seuraavaksi tehdään vielä vertailu näiden pinta-alojen 
välillä, jonka jälkeen voidaan päätellä, on alueella risteyskohta vai ei.  
 
 
Kuva 93. Pinta-alan muuttaminen luvuksi 1 tai 0. 
 
Ennen vertailun aloittamista on asetettu pinta-alan raja-arvo, Area Limit, soluun S59. 
Raja-arvo on tällä hetkellä 3000 pikseliä. Seuraavana suoritetaan vertailu jossa solun 
Q63 arvoa verrataan pinta-alan raja-arvoon (solu S59), jos pinta-ala on suurempi tai 
yhtä suuri kuin raja-arvo, asetetaan soluun R63 arvo 1, muuten asetetaan arvo 0 (kuva 
93). Näin soluihin R63…R72 saadaan arvot 1 tai nolla sen mukaan onko InRange – 
toleranssin välillä pitkää Blobia (pituuslankaa) vai ei. Näitä arvoja voidaan nyt käyttää 
vertailuun solussa R73, jossa soluun asetetaan arvo 1 jos jokin solujen arvoista 
R63…R72 on 1, muuten asetetaan arvo 0. Näin toinen lasersäteen osumistilanteista on 
saatu hoidettua joten otetaan käsittelyyn toinen mahdollisuuksista.  
 
Tässä mahdollisuudessa pituuslanka on päällimmäisenä jolloin muodostuu yksi Blobi 
joka on pinta-alaltaan suurempi kuin tavallisesti. Tässä tilanteessa homma hoidetaan 
äskeistä tilannetta muistuttavalla vertailulla. Aluksi aikaisemmin määriteltyä Highest 
Col – arvoa (solu G77) verrataan arvoon Q45, jos näiden solujen arvot ovat samat, 
asetetaan soluun U63 arvo solusta R45, muuten asetetaan arvo 0 (kuva 94). Kun tämä 
toimenpide tehdään kaikille Col – arvoille, johonkin soluista, U63…U72, saadaan 
päällimmäisen Blobin pinta-ala. 
 
 
Kuva 94. Toisen pituuslanka tilanteen Area – tarkastelu. 
 
 
Kuva 95. Pinta-alan muuttaminen arvoksi 1 tai 0. 
 
Tämän jälkeen soluista U63…U72 löytyvälle pinta-alalle voidaan suorittaa vertailu. 
Ennen tätä vertailua on kuitenkin asetettu haluttu pinta-alan arvo soluun U59. Raja-arvo 
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on tällä hetkellä 5000 pikseliä. Itse vertailu suoritetaan tutulla kaavalla jossa solun U63 
arvoa verrataan solun U59 (raja-arvo) arvoon. Jos solun U63 arvo yhtä suuri tai 
suurempi kuin solun U59 arvo, asetetaan soluun V63 luku 1, muuten asetetaan arvo 0 
(kuva 95). Näin soluihin V63…V72 saadaan arvo 1 tai nolla riippuen Blobin pinta-
alasta. Lopuksi soluun V73 asetetaan arvo 1 jos jokin solujen V63…V72 arvoista on 
yksi.  
 
Näin on molemmat tilanteet saatu otettua huomioon ja molemmista tilanteista on saatu 
muodostettua Sum – solut. Näille soluille suoritetaan vielä Or – funktio, jolloin soluun 
V75 saadaan arvo yksi jos toinen solujen R73 ja V73 arvoista on 1. Näin saadaan aikaan 
Total Sum – solu. Tämän solun arvoa käytetään myöhemmin merkkijonon ohjauksessa.  
 
Viimeisenä toimintona oikean laserin kohdalla on verkkojen loppumisen ilmoittava led 
– rakennelma. Tämä rakennelma muodostettiin tutkimaan tilannetta, jolloin verkot ovat 
loppuneet kuva-alueen oikealta puolelta (käytännössä koko pöydältä). Tätä tietoa 
käytetään myöhemmin diskreetti I/O:n ohjauksessa, jolloin robotin ohjaimelle saadaan 
viesti verkkojen loppumisesta.  
9.4.3 Left  Laser – Blob-Tool 
Vasemman Blobin hakeminen lähti liikkeelle aivan samalla tavalla kuin oikean Blobin 
hakeminen. Eroavaisuudet tulivat kuvaan vasta kun ryhdyttiin järjestämään Blobeja 
kaikkein eniten vasemmalla olevan löytämiseksi.  
 
Nyt käsitellään vasemmanpuolisen laserin tilannetta, ja pyritään löytämään kaikkein 
eniten vasemmalla oleva Blob. Arvojen nollaksi muuttamisesta johtuen ei tässä 
yhteydessä voida käyttää Min – funktiota, joka hakee sille osoitetusta joukosta pienintä 
arvoa. Min – funktiota käytettäessä löytyisi vain jokin nolla-arvoista, mikä ei 
kuitenkaan olisi kaikkein eniten vasemmalla olevan Blobin Col – koordinaatti. Tästä 
tilanteesta johtuen onkin seuraavassa vielä muodostettu vaihto, jonka avulla nollat 
muutetaan arvoon 10 000. Arvo10 000 on valittu, koska kameran resoluutiosta johtuen 
kumpikaan Row- tai Col – arvo ei koskaan ole nolla. Kyseinen vaihto on toteutettu 
seuraavanlaisesti.  
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Suoritetaan If – lauseen avulla vertailu, jossa Row- ja Col- arvoja verrataan lukuun 
nolla. Eli, jos solun D103 arvo on > 0, asetetaan soluun solun D103 arvo, muuten 
asetetaan arvo 10 000. Näin saadaan aikaan alapuolella esitetty taulukko, jossa arvot on 
muutettuna.  
 
 
 
 
 Kuva 96. Taulukko jolla nollat on saatu muutettua lukuarvoksi 10 000.  
 
Seuraavaksi haettiin peinin Col – arvo. Samalla löydetään myös kaikkein eniten 
vasemmalla olevan Blobin x – koordinaatti. Kyseinen toimenpide on suoritettu, 
käyttämällä avuksi Min – funktiota sekä MinI – funktiota. Min – funktio toimii edellä 
esitetyllä tavalla ja MinI- funktio (MinIndex) siten, että se hakee pienintä arvoa 
vastaavan Index – numeron (kuva 97). 
 
 
 
 
Kuva 97. Pienimmän Col – arvon hakeminen (päällimmäinen verkko) 
 
Tämän jälkeen käsitellään tilanne, jossa verkot ovat loppu ja yhtään Blobia ei löydy. 
Tällöin edellä käytetyn funktion mukaan, tulee lopulliseen koordinaattiin arvo 10 000. 
Tätä ei kuitenkaan haluttu vaan Blobien loppumisessa pitää arvojen mennä nollaksi. 
Asia korjattiin käyttämällä If- ja Sum – funktioita sisäkkäin kuvan 98 mukaisesti.  
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Kuva 98. Arvojen 10 000 vaihtaminen takaisin nollaksi tilanteessa jolloin verkot ovat 
loppu.  
 
Eli jos I103 ja I112 välinen summa on 100 000, asetetaan soluun arvo nolla, muuten 
asetetaan solusta G116 löytyvä arvo. Näin saadaan koordinaatin arvo menemään 
nollaksi, tilanteessa jolloin yhtään Blobia ei löydy.  
 
Row – arvon hankinta toteutetaan kuten jo aikaisemminkin oikean laserin yhteydessä. 
Käytetään jälleen If – lausetta. Tällä kertaa siten että, jos solu G120 vastaa solun I103 
arvoa, merkitään soluun M103 arvo H103, muuten merkitään nolla.  
 
Tämän jälkeen voidaan jälleen käyttää Max – funktiota Row – arvon poimimiseen ja 
MaxI – funktiota Max – arvoa vastaavan indeksin poimimiseen.  
 
Seuraavaksi käytetään vielä If – Sum – funktiota, jolla saadaan varmistettua myös Row 
– arvon meneminen nollaksi tilanteessa, jossa verkot ovat loppu. Tässä kohdassa 
päädyttiin vertailuun jossa lasketaan solujen M103…M112 summa. Tämän jälkeen tätä 
arvoa verrataan arvoon nolla, siten että jos summa on nolla, asetetaan soluun arvo nolla, 
muuten asetetaan solusta D116 löytyvä arvo.  
 
Tämän jälkeen esitetään saadut koordinaatit yhdistelmän muodossa. Lopulliset 
koordinaatit on muodostettu edellä esitettyjen solujen arvoilla, jolloin vältytään 
kopioinnissa mahdollisesti esiintyviltä virheiltä. Lopulliset koordinaatit on esitetty 
seuraavassa yhdessä eri solujen funktioiden kanssa (kuva 99).  
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Kuva 99. Vasemman laserin päällimmäisen verkon muodostaman Blobin koordinaatit. 
 
Vasemman puolisen laserin kanssa toimittiin pituuslanka tilanteessa vastaavalla tavalla 
kuin oli toimittu oikean laserin kohdalla. Raja-arvot asetettiin tässä kohdassa vastaaviksi 
kuin oikealla puolella, sillä tilanne on symmetrinen keskilinjan molemmin puolin. 
Aivan kuten oikealta puolelta myös vasemmalta saadaan lopputulokseksi Total Sum – 
solu jossa on joko ravi 1 tai 0, riippuen verkon asemasta. Tätä arvoa käytetään 
oikeanpuoleisen vastaavan arvon kanssa hieman myöhemmin merkkijonon ohjauksessa.  
 
Viimeisenä vaiheena vasemman puolisen laserin kohdalla on vielä oikealta puolelta 
tuttu led – rakennelma ilmaisemaan verkkojen loppumisen. Tässä kohtaa on tätä ja 
edellistä led – rakennelmaa käytetty muodostettaessa verkkojen loppumisen 
kokonaistilannetta. Eli ledit kertovat jos Blobit ”loppuvat” vasemmalta puolelta, 
oikealta puolelta tai molemmilta puolin. Tätä kokonaisuutta tarvitaan hieman 
myöhemmin I/O:n ohjauksessa.  
9.4.4 Z – axis (Height Information) 
Seuraavaksi on tarkoituksena määrittää päällimmäisen verkon etäisyys kameran 
kennoon. 
 
Sovellus kehityksen aikana havaittiin, että korkeuden määrittäminen on järkevämpää 
käyttäen yhden laserin tekniikkaa. Tällöin saadaan rajattua pois monia muuttuvia 
tekijöitä. Seuraavassa kuvassa on ko. tekniikan rakenne, kun laser osoittaa ylhäältä 
vinosti alas. 
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Kuva 100. Periaate, johon yhden laserin tekniikka perustuu. 
 
Kuvasta 100 nähdään ne suureet, jotka tarvitaan jotta korkeuden määrittäminen yhden 
laserin avulla olisi mahdollista. Kulma α  on lasersäteen lähtökulma. Laserin korkeus 
on h. Etäisyys y kuvaa etäisyyttä, luotilangasta kuva-alueen (FOV) reunalle. FOV taas 
on kameran kuvaama alue, jonka sisällä on suure x. X tarkoittaa tässä kohtaa 
oikeanpuolisen laserin aiheuttaman Blobin paikkaa kameran FOV:ssa eli päällimmäisen 
Blobin etäisyyttä origosta. Näiden suureiden avulla voidaan määrittää kulma ilman 
toista laseria.  
 
Korkeuden määrittäminen perustuu siihen että koko ajan tiedetään kaikki edellä 
esitellyistä suureista. 
 
Seuraavaksi siirrytään korkeuden määrittämiseen siten, että aluksi määritetään laserin 
kulma suhteessa suoraan kulmaan ja verkkopinon yläpintaan. Tämä vaihe on helpoin 
suorittaa luotilangan ja tasaisen pinnan (esimerkiksi nostopöytä) välillä. Saatu kulman 
arvo kirjataan soluun I131 ja siitä lasketaan tangentti soluun I132. Soluihin I130 ja I133 
taas määritetään käytettä FOV- sekä Y- arvo (ks.kuva 100).  
  125 
 
Kuva 101. Yhden laserin tekniikassa käytettävät alkuarvot.  
 
Itse korkeudenmäärittäminen tässä yhden laserin tekniikassa saadaan hoidettua kahdella 
rivillä. Ensimmäisellä rivillä lasketaan arvo c, joka tässä tapauksessa tapahtuu 
seuraavasti. Aluksi äsken esitetystä FOV – arvosta vähennetään oikeanpuolisen Blobin 
etäisyys origosta. Tämän jälkeen saatuun arvoon lisätään arvo y (I133), jolloin saadaan 
etäisyys c (kuva 101). Kun nyt tiedetään arvo c ja kulma α  voidaan laskea 
päällimmäisen verkon etäisyys kameran kennosta. Laskenta tapahtuu jakamalla etäisyys 
c kulma-arvolla. Seuraavassa on vielä esitetty laskenta ohjelman mukaan.  
 
 
 
 
 
 
Kuva 102. Etäisyyden c ja korkeuden määritys yhden laserin tekniikalla.  
 
Kyseisellä menetelmällä on saatu määriteltyä etäisyys päällimmäisen verkon ja kameran 
kennon välillä ilman toisen laserin tuomaa epävarmuutta ja muuttuvia tekijöitä. Tämä 
tekniikka on kahden laserin tekniikkaan verrattuna lisäksi paljon yksinkertaisempi ja 
samalla myös mukavampi käyttää.  
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Kuva 103. Kokonaiskuva yhden laserin tekniikasta.  
 
Lopuksi on vielä mainittava että korkeus määritellään tässä yhteydessä molempien 
lasereiden kanssa erikseen (kuva 103). Tämä siksi että pituuslangan osuessa lasersäteen 
kohdalle lähetetään robotille toisen Blobin koordinaatit joten myös korkeus on 
määritettävä molemmilta puolilta.  
9.4.5 Angle (Verkon kulma) 
Päällimmäisen verkon kulma-arvon hankinta perustuu laserien muodostamien Blobien 
koordinaattitietoihin sekä tietoon siitä kuinka monta kuvailmaisinta kameran kennolla 
on sekä vaaka- että pystysuunnassa. Näiden tietojen hankinnan jälkeen voidaan 
raudoitusverkon kulma-arvo suhteessa kameran kennoon määritellä trigonometriaan 
perustuvalla tangentin laskennalla. 
 
Kulman määrittäminen on mukana ohjelmassa ns. reservissä, jolloin se saadaan niin 
haluttaessa tai tarvittaessa mukaan robotille lähetettävien koordinaattien joukkoon. 
Lisääminen tapahtuu ottamalla kulma-arvo mukaan merkkijonon muodostuksessa ja 
muuttamalla merkkijonon pituudeksi 36 merkkiä.  
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Kulman määrittäminen suoritettiin näin koska tiedettiin että vasta 
käyttöönottotilanteessa selviää tarvitaanko/käytetäänkö kulma-arvoa osana lopullista 
merkkijonoa.  
9.4.6 Calibration 
Seuraavaksi siirryttiin järjestelmän kalibrointiin jotta tähän asti pikseleinä esitetyt 
”mitat” ja koordinaatit saataisiin millimetreiksi. Millimetritieto on luonnollisesti tärkeää 
robotin ohjauksen kannalta, joka ei pysty käyttämään hyväkseen pikseliarvoja.  
 
Kalibrointi voidaan järjestää monella tavalla. Yksi näistä tavoista on joko tulostaa 
ohjelman kautta tai tilata ulkopuoliselta valmistajalta ns. Calibration Grid. Calibration 
gridiä kameralle näyttämälle se kalibroi itse itsensä ja tietää tämän jälkeen mitkä 
etäisyydet ruudulla vastaavat mitäkin millimetri matkaa. Toinen tapa hoitaa kalibrointi 
on mitata ohjelman avulla kaksi kohteen välimatkaa siten että nämä matkat 
millimetreinä on tiedossa. Tässä menetelmässä on hyvä käyttää erillistä kalibrointi 
”palikkaa” joka on tehty tarkasti haluttuihin mittoihin. Samalla on muistettava suorittaa 
kalibrointi samalla etäisyydellä kuin miltä tarkastelu tehdään. Tässä menetelmässä on 
etuna se että todellisia, mm, mittoja voi jälkikäteen muuttaa. Tällöin ajan myötä 
tapahtuvien kulumisten seurauksena uudelleen kalibrointia ei tarvitse suorittaa muuten 
kuin muuttamalla kahta arvoa ja katsomalla milloin luvut näyttävät oikein. Käytännön 
kannalta tämä on erittäin näppärää ja samalla jää mahdollisuus muuttaa mittoja 
käyttöönoton yhteydessä. Näihin syihin vedoten on seuraavassa käytetty jälkimmäistä 
tekniikkaa. 
 
Tilanne lähtee liikkeelle mittaamalla ohjelmasta löytyvän PointToPoint – työkalun 
avulla kaksi etäisyyttä, siten että etäisyydet ovat suuntaan x ja y. Kalibrointi palana on 
käytetty levyä jonka korkeus on 50mm ja leveys 80mm. Kyseinen kappale asetettiin 
kameran kuva alueelle jonka jälkeen etäisyydet voitiin mitata.  
 
Etäisyyksien mittaaminen PointToPoint – työkalun avulla tapahtuu melko 
yksinkertaisesti. Aluksi valitaan työkalu työkalukirjastosta, jonka jälkeen avautuu kuvan 
104 mukainen ikkuna. Kuvasta huomataan että työkalu on erittäin yksinkertainen ja 
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tarvittavia alkuarvoja ovat ainoastaan mitattavan etäisyyden alku- ja loppupiste. Nämä 
pisteet saadaan määritettyä. kaksoisklikkaamalla haluttua pistettä ja tämän jälkeen 
osoittamalla haluttu piste ruudulta kuvan 105 mukaisesti.  
 
 
Kuva 104. PointToPoint – työkalun valinta ikkuna. 
 
 
Kuva 105. Punainen piste on mittauksen aloituspiste.  
 
Edellä mitattiin todellisen kohteen korkeus joten seuraavaksi sama operaatio on 
toistettava myös leveystiedolle Tämä siksi että kalibrointi saadaan suoritettua kahteen 
suuntaan. Leveysmittaus suoritetaan vastaavalla tavalla kuin korkeusmittaus 
PointToPoint – työkalun avulla. Kun molemmat suunnat on saatu mitattua saadaan 
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aikaan kuvan 106 mukaiset tulokset. Kuvasta voidaan havaita että PointToPoint – 
työkalut on sidottu Cell State ominaisuudella soluihin A175 ja A179. Tähän päädyttiin 
jotta työkalut saadaan käyttöönoton jälkeen poiskäytöstä eikä kukaan vahingossa pääsee 
muuttamaan mitattuja arvoja. Mitatut etäisyydet nähdään ”Distance” kohdasta ja tässä 
vaiheessa etäisyydet ovat vielä pikseleinä.  
 
 
Kuva 106. Molempien suuntien mittauksen tuloksena saatu taulukko.  
 
Jotta kalibroinnissa voidaan edetä, on seuraavaksi määritettävä yllä mitatut etäisyydet 
myös tosi elämän mittoina eli tässä yhteydessä millimetreinä. Tämä tapahtuu hyvin 
yksikertaisesti valitsemalla työkalujen joukosta Float – tyyppinen muuttuja ja 
pudottamalla se haluttuun soluun. Float – tyyppi on valittu koska sen avulla etäisyyksiä 
on helppo muuttaa. Tämän jälkeen pikseli etäisyyksiä vastaavat mitat tarkistetaan 
kalibrointiin käytetystä kappaleesta ja saadut lukemat syötetään Float muuttujiin kuvan 
107 esittämällä tavalla. Kuvasta havaitaan samalla että myös tässä yhteydessä Cell State 
ominaisuutta on käytetty lukitsemaan Float muuttujien tahatonta muuttamista.  
 
 
Kuva 107. Kun tosielämän (In Real Life) etäisyydet on saatu mitattua, ne syötetään 
soluihin B178 ja C178 riippuen mittaussuunnasta. 
 
Tiedossa ovat nyt kaksi etäisyyttä pikseli maailmassa ja näitä vastaavat etäisyydet 
tosielämässä eli millimetreissä. Näiden etäisyyksien välille voidaan nyt muodostaa 
riippuvuus jolloin pikselit saadaan muutettua millimetreiksi. Tähän muutokseen 
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käytetään omaa työkalua joka löytyy työkaluvalikosta. Työkalun nimi on 
yksinkertaisesti Calibrate.  
 
Työkalu toimii kuten aikaisemminkin esitetyt toverinsa. Mukaan toimintaan päästään 
jälleen valinta ikkunan kautta, jolla riippuvuus asetetaan. Tehdyt asetukset on osittain 
esitetty kuvassa 108. Osittainen esitys tapa on seurausta asetusten valtavasta 
laajuudesta. Laajuudesta kertoo se että, jos kaikki asetukset esitettäisiin, menisi ikkuna 
joko kahdelle sivulle tai niin pieneksi että siitä ei saisi mitään selvää. Asetusten kulku 
saadaan esitettyä kuitenkin jo hyvinkin nopeasti joten kaikkien asetusten esittäminen 
tässä yhteydessä ei toisi mitään lisäarvoa. Tarkastellaan asetuksia seuraavan kuvan 
avulla. Valintaikkunassa vuorottelevat sekä PixelPoint että WorldPoint, siten että 
kyseisiä pareja on yhteensä neljä kappaletta 0-3. PixelPoint0 ja WorldPoint0 on tässä 
yhteydessä jätetty tyhjäksi. Näin ollen asetukset alkavat vasta kohdasta PixelPoint1 ja 
WorldPoint1. PixelPoint1 – Column kohtaan valitaan arvo H179, eli leveystieto 
pikseleissä. Tämän jälkeen WorldPoint1 kohtaan valitaan tätä vastaava tieto 
millimetreissä eli solu C186. Vastaava riippuvuuden asetus valitaan myös PixelPoint2 ja 
WorldPoint2 välille. Nyt, tietysti, valitaan kuitenkin Row solu. PixelPoint3 ja 
WorldPoint3 kohdalla tehdään vastaavat valinnat molempiin kohtiin. 
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Kuva 108. Calibration valintaikkuna. 
 
Kun valinnat hyväksytään saadaan taulukkoon muodostettua Calib – funktio (kuva 109) 
joka muistuttaa huomattavasti solua A0. Tämä siksi että Calib – funktion toiminta on 
pitkälti samanlainen kuin AcquireImage (solu A0) funktionkin. Eli tästä lähtien aina 
kun tarvitaan todellisia millimetritietoja, valitaan referenssiksi tämä Calib solu.  
 
 
Kuva 109. Calibration työkalun lopputuloksena saadaan solua A0 muistuttava funktio. 
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Kalibrointi on nyt saatu suoritettua ja lopputuloksena on saatu solu B192 josta 
lopullinen, käytettävä, calib – funktio löytyy. Tätä solua voidaan nyt tämän jälkeen 
käyttää referenssinä aina kun pikselitietoja vaihdetaan millimetreiksi. 
9.4.7. Pixel To World 
Tämä alue on sopivasti nimetty käytetyn työkalun mukaan jolloin kokonaisuuden 
selkeys entisestään korostuu. Tämän alueen tarkoituksena on muuttaa edellä esitetyt 
Blobien koordinaatit millimetreiksi. 
 
Ennen kuin pikselien muuttamiseen päästään on vielä kerrottava että kyseisen kameran 
ja ohjelmiston valmistaja on Yhdysvaltalainen ja tästä johtuen koordinaatistot eroavat 
eurooppalaisesta tyylistä. Kuva-alueen (FOV) origo on kuitenkin molemmissa 
järjestelmissä samassa paikassa, eli kuvan vasemmassa yläkulmassa. Koordinaatistojen 
eroavaisuudet liittyvät x ja y väliseen riippuvuuteen siten että verrattuna Euroopan ja 
Yhdysvaltojen välillä nämä suureet ovat ristissä. Asiaa selventää kuva 110. 
 
 
Kuva 110. Koordinaatistojen erot Euroopan ja Yhdysvaltojen välillä. 
 
Kuten kuvasta voidaan havaita että, koordinaatistot ovat ristissä Euroopan ja 
Yhdysvaltojen välillä. Tämä taas vaikuttaa In-Sight ohjelmiston Row- ja Col – arvoihin 
siten että Euroopan puolella Col (sarake) = x ja Row (rivi) = y. Yhdysvaltojen puolella 
taas Col = y ja Row = x.  
 
 
  133 
Pikseli muutokseen käytetään TransPixelToWorld – työkalua. Työkalun valinta 
ikkuna on erittäin yksinkertainen, kuten kuvasta 111 voidaan havaita. Aluksi valitaan 
Calib – solu johon halutaan viitata (jossa pikseli -> mm muutos on tehty). Tässä 
yhteydessä viitataan tietysti soluun B192. Toisena asetuksena työkalu kysyy 
koordinaatteja jotka halutaan muuttaa millimetreiksi. Nyt eteen tulevat erot Euroopan ja 
Yhdysvaltojen välillä. Työkalu kysyy aluksi haluttua Row – arvoa, johon tässä 
yhteydessä valitaan vasemmanpuolisen Blobin Col – arvo. Tämän jälkeen ohjelma 
kysyy Col – arvoa johon valitaan nyt vasemmanpuolisen Blobin Row – arvo. Tällä 
menetelmällä ollaan koordinaatistot saatu käännettyä päittäin Yhdysvaltojen ja 
Euroopan välillä, jolloin lopputulokset (x ja y) ovat meidän kannalta normaalilla tavalla.  
 
 
Kuva 111. TransPixelToWorld – työkalun asetukset. 
 
Tämän jälkeen tehdään sama homma myös oikean puolen Blobille. Lopputuloksena 
saadaan kuvan 112 mukainen taulukko, jossa lopulliset Blobien koordinaatit on esitetty 
millimetreissä. Jälleen puhutaan koordinaateista jotka syötetään robotille eli 
päällimmäisen verkon Blobien koordinaateista.  
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Kuva 112. Pikselitietojen muuttamisessa millimetreiksi saadut lopputulokset. 
9.4.8 String Formulation 
Ohjelman kaksi viimeistä vaihetta käsittävät robotille menevän merkkijonon 
muodostamisen sekä tämän merkkijonon siirtämisen robotin ohjaimelle. Seuraavaksi 
edetään loogisesti ja tarkastellaan aluksi merkkijonon muodostamista.  
 
Merkkijonon muodostaminen aloitetaan kopioimalla sopiviin soluihin (tässä solut D211, 
E211 ja F211) ne tiedot jotka robotille halutaan siirtää (kuva 113). Käsittelyn alla 
olevassa sovelluksessa robotille halutaan siirtää kaikki kolme koordinaattia, x, y ja z. 
Tässä vaiheessa täytyy ottaa huomioon että kopioidaan sen Blobin tiedot jotka robotille 
halutaan siirtää eli tässä tapauksessa soluihin on kopioituna vasemman puolisen laserin 
koordinaatit. Kun kaikki tiedot on kopioitu ja samalla on varmistuttu siitä että kaikkien 
kopioitujen tietojen edessä on dollarimerkki, voidaan siirtyä varsinaisen merkkijonon 
(string) muodostamiseen.  
 
 
Kuva 113. Merkkijonon muodostaminen ja tarvittavat tiedot kopioituna soluihin. 
 
Merkkijonon muodostaminen aloitetaan valitsemalla FormatString – työkalu, joka 
löytyy tässäkin tapauksessa työkaluvalikon kautta. FormatString – työkalu toimii jälleen 
samalla tavalla kuin muutkin työkalut joten asetuksiin päästään käsiksi avautuvan 
valintaikkunan kautta. Ikkunan asetuksia voidaan tarkastella kuvan 114 kautta. Kuvasta 
havaitaan että haluttu merkkijono ”kasataan” Add- ja Delete – näppäinten avulla. Add 
näppäintä painamalla ikkuna poistuu ruudulta ja haluttu solu, jonka tieto merkkijonoon 
halutaan sisällyttää, voidaan valita ohjelmointitaulukon kautta. Delete – näppäimellä 
luonnollisesti, ei toivottuja, soluja taas voidaan poistaa listasta. Vasemmalla näkyvien 
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Add- ja Delete – näppäinten alapuolella ovat myös näppäimet Move Up ja Move 
Down, joiden avulla merkkijonon tietojen järjestystä jonon sisällä voidaan halutessa 
muuttaa.  
 
 
Kuva 114. FormatString – työkalun valintaikkuna. 
 
Ikkunan alalaidasta löytyvät tarvittavat asetukset merkkijonon oikealle muodostamiselle 
sellaiseksi että ABB – ohjain ymmärtää jonon sisällön. ABB – ohjainta käytettäessä 
täytyy ensin muistaa asettaa Data Type – kohtaan asetus Floating Point sekä samalla 
Decimal Places kohdassa on oltava numero 4 eli aina jokaisen merkkijonon aluksi on 
neljä numeroa joiden jälkeen tulee piste. Näiden asetusten vasemmalta puolelta valitaan 
Fixed Width jolloin merkkijonon pituus ei muutu ohjelman aikana. Tämän asetuksen 
kanssa rinnakkain kulkee seuraava Field Width – numero, jossa asetetaan merkkijonon 
haluttu pituus. ABB:n tapauksessa, asetetaan pituudeksi 9. Lopuksi valitaan vielä 
haluttu Pad eli merkintä jolla merkkijono alkaa. Tässä tapauksessa jonon on alettava 
lukuarvolla nolla joten kohtaa valitaan, alasvetovalikon, kautta Leading Zeros. 
Hyväksymällä nämä asetukset huomataan että valittuun soluun (tässä D212) muodostui 
merkkijono joka voidaan lähettää ABB IRC5 robottiohjaimelle.  
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Kuten on jo mainittu, robotille lähetetään sen puolen koordinaattiarvot, jonka kohdalla 
ei, lasersäteen johdosta, vaikuta pitkää Blobia. Tämän vuoksi myös oikean puolisen 
Blobin koordinaateista on muodostettava oikeanlainen merkkijono.  
 
Nyt on molemmista Blobien koordinaateista saatu muodostettua oikeanlaiset 
koordinaatit joista robotille lähetetään nyt vain toisen puolen arvot kerrallaan. Tätä 
varten muodostetaan erillinen merkkijonon hallinta (string handling) osuus, jolla 
saadaan päätettyä, kumman puolen koordinaatit robotille syötetään. Hallinta perustuu 
aikaisemmin muodostettuihin Total Sum – soluihin, jotka on esitetty pituuslangan 
tarkastelujen yhteydessä.  
 
Aluksi näiden Total Sum – solujen arvot on kopioitu soluihin D218 ja H218 (kuva 115). 
Tilanne on nyt sellainen että jos, vasemmanpuolisen lasersäteen kohdalla on pitkä 
Blobi, kopioidaan soluun D218 arvo 1. Jos pituuslanka taas osuu oikeanpuolisen 
lasersäteen kohdalle, kopioidaan vastaavasti soluun H218 arvo 1. Muuten arvot ovat 
0:a.  
 
 
Kuva 115. Total Sum – solut. 
 
 
Kuva 116. Halutun merkkijonon valitseminen. 
 
Haluttu merkkijono muodostetaan solussa B222 sisäkkäisten If – funktioiden avulla. 
Siten että jos solun D218 arvo on 1, asetetaan soluun B222 arvo solusta K212 (oikean 
puoleisen Blobin koordinaatit). Jos solun H218 arvo on yksi asetetaan soluun arvo 
solusta D212 (vasemman puoleisen Blobin koordinaatit). Jos taas solujen D218 ja H212 
summa on 0, asetetaan soluun B222 arvo solusta K212 ja jos mikään näistä ei toteudu, 
merkitään soluun arvo 0 (kuva 116).  
 
Lopulta saadaan solu B222 jossa haluttu merkkijono on valmiina lähetettäväksi robotille 
(kuva 117).  
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Kuva 117. Käytettävä merkkijono solussa B222 
9.4.9 Data Transmission 
Viimeisenä ohjelman vaiheena on merkkijonon siirtäminen robotille sekä diskreettien 
I/O:n ohjaaminen virhetilanteessa tai silloin kun verkkonippu on ajettu loppuun. Otetaan 
aluksi käsittelyyn diskreettien ohjaus. 
 
Diskreetti I/O:n käyttötarkoitukset menevät niin että ensimmäistä käytetään 
ilmoittamaan verkkonipun loppumisesta ja toista käytetään ilmoittamaan milloin 
molempien lasersäteiden kohdalla on pituuslanka. Ensimmäisen diskreetin ohjaus 
otetaan näin ollen verkkojen loppumisen ilmoittamasta led-rakennelmasta. Toisen 
diskreetin ohjaus otetaan soluista D218 ja H218 (Total Sum) käyttämällä yhteenlaskua 
ja asettamalla soluun G233 arvo 1 jos Total Sum solujen yhteenlaskettu tulos on 2.  
 
I/O:n ohjaus lähtee liikkeelle kopioimalla signaalin ohjaukseen käytetyn solun tieto 
haluttuun paikaan taulukon alueelle. Käytännössä tätä tietoa ei toki tarvitse kopioida 
mihinkään sen alkuperäisestä paikasta, mutta kun kaikki ohjaukseen käytetyt tiedot ovat 
lähellä toisiaan, on ohjelman luku helpompaa. Seuraavaksi solujen alapuolelle on 
muodostettu Float – tyyppiset muuttujat, joiden tehtävä on toimia apuna I/O:n 
testauksessa. Nämä muuttujat ovat tässä yhteydessä erittäin käyttökelpoisia, sillä niitä 
apuna käyttäen diskreettien tilat saadaan muutettua On-Line – tilan aikana. Tilan 
muuttaminen tässä kohdassa tapahtuu, yksinkertaisesti, muuttamalla Float – arvoja 1 ja 
0:n välillä (kuva 118).  
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Kuva 118. Diskreetti I/O:n ohjaukset.  
 
Tämän jälkeen päästäänkin sitten itse ohjauksen pariin. Ohjauksen ohjelmointi 
aloitetaan valitsemalla työkaluvalikosta WriteDiscrete – työkalu ja viemällä se halutun 
solun päälle. Tämän jälkeen avautuu jälleen tuttu valinta ikkuna, josta tarvittavat 
asetukset tehdään. Kuvasta 119 voidaan havaita että WriteDiscrete – kohdalla tarvittavia 
asetuksia ei ole kovinkaan montaa. Asetukset alkavat Event – valinnalla, johon lähes 
aina asetetaan solu A0. Tämä tarkoittaa että I/O:ta ohjataan, sille asetettujen parametrien 
mukaisesti, joka kerta kun kamera ottaa kuvan kohteesta. Jos kysymyksessä olisi jokin 
eriloistilanne jolloin I/O:ta täytyisi ohjata myös muulloin, asetettaisiin Event – kohtaan 
kyseinen ohjausehto. Seuraavana on Startt Bit, joka tarkoittaa sitä diskreettiä I/O:ta jota 
halutaan ohjata. Koska tässä tapauksessa halutaan ohjata ensimmäistä I/O:ta asetetaan 
tähän kohtaan numero 0. Number of Bits kohtaan valitaan 1, joka tarkoittaa että 
ohjataan vain yhtä bittiä eli signaali on joko 1 tai 0. Viimeisenä valitaan vielä Value eli 
solu joka suorittaa bitin päälle ja pois ohjauksen. Kyseisessä ohjelmassa valitaan tähän 
kohtaan joko solu B233 tai B234 riippuen siitä halutaanko ohjausta testata vai käyttää 
suoraan ohjelman kautta. Hyväksymällä kyseiset asetukset saadaan toimiva I/O ohjaus, 
joka on valmis käytettäväksi. Kamera käyttää I/O:n ohjauksessa 24V jännitettä ja NPN 
– kytkentää joten nämä asiat on vielä otettava huomioon ennen lopullista I/O:n 
käyttöönottoa.  
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Kuva 119. WriteDiscrete – työkalun parametrit. 
 
Aikaisemmin esitetyssä merkkijonon hallinta osiossa kerrottiin miten haluttu 
merkkijono saatiin muodostettua soluun B222. Seuraavassa tullaan tämän solun arvo 
siirtämään robotin ohjaimelle. Merkkijono siirretään käyttämällä sarjaliikennettä, koska 
robotin ohjaimessa ei ole SocketMessaging -optiota hankittuna. 
 
Sarjaliikenteen hyödyntäminen tapahtuu valitsemalla aluksi WriteSerial – työkalu, 
jolloin päästään kuvan 120 mukaiseen valintaikkunaan. Sarjaliikenteen kohdalla 
tehdään kolme valintaa joista ensimmäinen on jälleen Event eli asetus siitä milloin 
tiedot kirjoitetaan. Yleensä käytetään solua A0, jolloin aluksi suoritetaan käytetty 
ohjelma ja lopuksi kirjoitetaan tiedot. Port -kohtaan asetetaan haluttu portti. Viimeisenä 
valitaan vielä siirrettävä String eli merkkijono, joka tässä tapauksessa löytyy solusta 
B222 (haluttu merkkijono/correct string). Hyväksymällä valinnat saadaan sarjaliikenne 
tiedonsiirto valmiiksi.  
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Kuva 120. WriteSerial – työkalun parametrit 
 
Näin saatiin käytyä lävitse myös tiedonsiirto-osuus käytettävästä ohjelmasta ja voidaan 
yhteenvedon kautta siirtyä seuraaviin osuuksiin.  
9.4.10 Yhteenveto 
Edellä saatiin kuvattua koko ohjelma, sen vaiheet ja parametrit. Ohjelmaa on yhteensä 
247 riviä jos tyhjätkin rivit lasketaan mukaa. Koko esityksen ajan pyrittiin 
mahdollisimman yksiselitteiseen kuvaamisen jotta lukujoille tulisi selvä käsitys sekä 
tästä ohjelmasta että In-Sight Explorerista muutenkin. Kyseinen ohjelma, joka edellä on 
esitettynä, koskee koulun testikameran ohjelmaa (resoluutio 1600 x 1200).  
 
Sovelluksen ohjelmointiin kului yhteensä kolmen kuukauden yhtäjaksoinen työ. 
Varsinaisen opiskelutyön kulkiessa kuitenkin kokoajan vierellä aikaa vierähti kuitenkin 
viiden kuukauden verran. Tässä kohdassa täytyy kuitenkin ottaa huomioon että tämän 
viiden kuukauden aikana myös kehitettiin järjestelmä joka on kuvailtu jo edellä. Lopulta 
ohjelmasta tuli kuitenkin melko selkeä ja ymmärrettävä, johon koko ajan pyrittiinkin. 
Ohjelman tyhjät rivit ovat osaltaan selventämässä toimintoja jotka yhteen kirjoitettuna 
olisivat olleet vaikeaselkoisia ja muutenkin joka suhteessa sekavia. 
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9.5 Mekaniikka suunnittelu 
Ohjelman valmistumisen jälkeen suoritettiin pienimuotoinen mekaniikkasuunnittelu. 
Mekaniikkasuunnittelussa tehtiin piirustukset laatikosta, johon kamera, laserit ja näiden 
säädön mahdollistavat komponentit sijoitetaan. Suunnitteluun käytettiin SolidWorks 3D 
– mallinnusohjelmaa, jonka avulla muodostettiin laatikon 3D – malli sekä tarvittavat 
työpiirustukset.  Laatikkoon suunniteltiin vankka rakenne (8mm:n ainevahvuus), sillä 
kameran välittömässä läheisyydessä toimiva ABB:n yleisrobotti aiheuttaisi 
suojaamattomalle kameralle varman tuhoutumisen siihen osuessaan. Säädön 
mahdollistavilla komponenteilla tässä yhteydessä tarkoitetaan laatikon pohjaan tehdyssä 
urassa liikkuvia ohjaimia, johon laserit tullaan kiinnittämään omalla tätä tarkoitusta 
varten tilatulla kiinnikkeellään. Kyseinen järjestely mahdollistaa laserien liikuttamisen 
kameran vierellä siten, että laserien etäisyys suhteessa kameraan muuttuu. Järjestelyssä 
kamera pysyy paikallaan laatikon pohjan keskellä. Laatikon takaseinään suunniteltiin 
kolme reikää, josta tarvittavat kaapelit saadaan tuotua laatikon sisään. Kannesta 
suunniteltiin hieman muuta laatikkoa suurempi, jotta vältyttiin erilliseltä kahvalta, jota 
olisi tarvittu laatikon avaamiseen. Laatikon kannen ollessa suurempi saadaan kannen 
toinen pää tulemaan muun laatikon yli, jolloin ”kahva” muodostuu itsestään. Kanteen 
kiinnitetään vielä saranat, jolloin kannen avaaminen on mahdollista. Kannen auki 
jättäminen hoidetaan asentamalla RHS:n (RHS = Rectanguler Hollow Section, 
suorakaidepoikkileikkauksen omaavan rakenneputken yleinen nimitys) kanssa suoraan 
kulmaan toinen, pienempi, RHS, jonka päälle kansi voidaan laskea.  
 
Laatikko asennetaan RHS:n päälle, siten että laatikon alla on ns. säätölevy. Säätölevy 
kiinnitetään hitsaamalla RHS putkeen. Levy sisältää myös kaksi pitkittäistä uraa, joiden 
avulla laatikon säätö pitkittäissuunnassa saadaan toteutettua. Laatikon pohjaan on tehty 
vastaavat urat myös poikittaissuuntaan. Laatikon pohjan poikittaisurilla saadaan aikaan 
myös laatikon sivuttaissäätö. Näiden urien avulla laatikko saadaan haettua millilleen 
oikeaan paikkaan käyttöönottotilanteessa.  
 
Varsinainen RHS – putkipalkki asennetaan nostopöydän ylitse siten, että nostopöydän 
ollessa ”yläasennossa” jää pöydällä olevan verkon yläpinnan ja kameran optiikan väliin 
675mm eli 1800mm lattiatasosta. Tällä järjestelyllä mahdollistuu myös nostopöydän 
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”täyttäminen” entiseen tapaan, laskemalla verkkonippu nosturin avulla pöydän päälle 
sen olleessa ala-asennossa. RHS – palkeista muodostuu siis ”portti”, jonka päälle 
laatikko asennetaan. Mekaniikka piirustukset ovat liitteenä työn lopussa.  
9.6 Työn yhteenveto 
Koko järjestelmän suunnittelu vei valtavasti aikaa. Järjestelmän suunnitteluun liittyvä 
työ oli kuitenkin joka vaiheessa mielenkiintoista ja opettavaista. Parhaimpia seikkoja 
järjestelmän kehittämisessä ja suunnittelussa oli sen monimuotoisuus, sillä työ ei 
missään vaiheessa ollut pelkkää ohjelman vääntämistä tai vastapainoisesti pelkkää 
mekaniikkasuunnittelua. Usein saattoi olla päiviä, jolloin keskityttiin kokonaisvaltaisesti 
toimivan viivavalaisimen valmistukseen olemassa olevista komponenteista tai aikoja 
jolloin päivä kului ”ostoksilla” metsästäen sopivaa/toimivaa laseria toiseksi 
viivavaloksi. Nämä ja monet muut suunnittelun aikana eteen tulleet vaiheet varmistivat 
sen, että työstä ei päässyt tulemaan yksitoikkoista vaan päinvastoin erittäin 
mielenkiintoista. Toisaalta on myös sanottava että työn eri vaiheissa oli muutamaan 
otteeseen umpikujia, joista lopulta selvittiin, viimeistään pienimuotoisen konsultoinnin 
avulla. 
 
Varsinaisesta työstä on sanottava, että lopulta järjestelmä onnistui melko hyvin. Kaikki 
kohteet ja seikat, jotka haluttiin, myös saatiin toimimaan hyvällä menetyksellä. 
Järjestelmän suunnittelun ja ohjelmoinnin aikana Cognexin In-Sight ohjelmistosta 
muodostui melko hyvä kuva, vaikka kaikkiin ohjelman mahdollisuuksiin ei ollutkaan 
mahdollista tutustua näin lyhyen ajan sisällä. Tästä huolimatta mieleen jäi kuitenkin 
kuva ohjelmiston potentiaalisista mahdollisuuksista suorittaa myös vaikeampia 
järjestelyjä ja tunnistamisia.  
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10 KÄYTTÖÖNOTTO 
Pintoksen edustajat vierailivat koululla katsomassa suunnitellun konenäköjärjestelmän 
toimivuutta ja keskustelemassa mahdollisesta järjestelmän käyttöönotosta tehtaalleen 
Lappiin. Heidän mielestään järjestelmä toimi kaikin puolin melko hyvin, joten nopeasti 
saatiin päätös siitä, että järjestelmä halutaan ottaa käyttöön myös tehtaalla. Tästä alkoi 
2kk kestänyt järjestelmän käyttöönotto Pintoksen Lapin tehtaalla. Ennen lopullista 
päätöstä keskusteltiin järjestelmän kokonaishinta-arvioista ja siihen liittyvistä 
järjestelyistä sekä seikoista, jotka käyttöönotossa tulee ottaa huomioon.  
 
Osien hankinta aloitettiin tarjouspyyntöjen lähettämisellä alan yrityksiin. Tarjoukset 
pyydettiin kameran, laserien ja näihin kuuluvien lisävarusteiden osalta. Tarjouspyyntöjä 
seurasi luonnollisesti tilausten tekeminen. Samoihin aikoihin saatiin myös kameran 
laatikon ensimmäiset piirustukset valmiiksi ja niiden sopivuutta lopulliseen kohteeseen 
päästiin arvioimaan. Tästä työ eteni erinäköisten vaiheiden kautta lopulliseen 
käyttöönottoon ja sitä kautta järjestelmän testaukseen ajotilanteessa. Tarkastellaan 
käyttöönottoa seuraavassa kuitenkin vielä hieman yksityiskohtaisemmin siihen 
kuuluvien eri osa-alueiden kautta.  
10.1 Komponenttien valinnat 
Ennen kuin varsinaisia tarjouksia lähdettiin pyytämään, kasattiin yhteen kokonaisuus 
käytettävistä komponenteista. Samalla selvitettiin, mitä eri mahdollisuuksia kameran 
valinnassa oli käytettävissä. Heti alkuvaiheilla oli tietysti selvää, että lopullisessa 
järjestelmässä tullaan käyttämään Cognexin In-Sight – sarjan järjestelmää. Ohjelma ja 
kehitystyö oli tehty kyseisen mallisarjan välineillä, joten ohjelman oletettiin sopivan 
hyvin pienillä muutoksilla myös muihin saman sarjan kameroihin.  
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Sama taustatutkimus tehtiin myös laserien ja niihin kuuluvien ”lisävarusteiden” osalta. 
Laserien kohdalla tutkimus perustui lähinnä toimittajien internet – sivujen tutkimiseen 
sopivien komponenttien löytämiseksi. Samalla tarkasteltiin myös lisävarusteita lähinnä 
laserien kiinnikkeiden osalta. Lasereihin sopivien kiinnikkeiden löytyminen, siten että 
kiinnikkeiden avulla saataisiin säädettyä laserin kulmaa, helpottaisi huomattavasti 
mekaniikka suunnittelua. 
10.1.1 Kameran valinta 
Kuten jo aikaisemmin on mainittu, koululla oli käytettävissä Cognexin In-Sight – sarjan 
5403 -älykamera. Tässä kamerassa numerot menevät siten, että 5 tarkoittaa kameran 
mallisarjaa ja numero 4 kamerasta löytyvän prosessorin tehokkuutta. Numerolla 0 ei 
varsinaisesti ole mitään lisäarvoa, mutta taas viimeinen numero 3 kertoo kameran 
resoluution. Eli koulun kameran tapauksessa käytettiin 5000 – sarjan kameraa jonka 
prosessoriteho oli 2.5 kertaa 5100 kameran prosessoriteho (numero 4) ja jossa oli 1600 
x 1200 pikseliä sisältävä CCD – kenno (numero 3).  
 
Valintaprosessissa olivat mukana siis Cognexin In-Sight – sarjan kamerat. Sen jälkeen 
oli enää kysymys siitä, minkä resoluution omaava kamera tullaan valitsemaan. 
Tutkimalla Cognexin aiheesta löytyvää materiaalia alkoi muotoutua käsitys siitä, että 
kameran prosessoriteho on suoraan verrannollinen kameran resoluutioon. Näin ollen 
voidaan todeta, että mitä pienempi resoluutio kamerassa on, sitä vähemmän 
prosessoritehoa tarvitaan. Tämä taas on seurausta loogisesta toiminasta, jossa pikselien 
määrän vähentyessä tarvitaan luonnollisesti vähemmän tehoa käsittelemään pikseleistä 
löytyvää tietoa. 
 
Järjestelmän on tietenkin oltava riittävän tarkka robotin ohjaamiseen, mutta toisaalta 
ylimitoitettu tarkkuus maksaa aivan kohtuuttomasti liikaa. Näin voidaan todeta kun 
vertaillaan 5403 kameran 9000€ hintaa 5100 kameran 4500€ hintaan. Käytössä olleen 
tietämyksen mukaan 5100 – mallinen kamera olisi aivan riittävä tähän kohteeseen sekä 
tarkkuuden että nopeuden puolesta, joten tämän mallin puoleen oltiin selvästi 
kallistumassa. Ennen lopullista päästöstä pyydettiin kuitenkin tarjouspyynnöt sekä 
5100- että 5400 – mallin kameroista.  
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10.1.2 Laserien ja optiikan valinta 
Laserien valinnassa turvauduttiin pitkälti alan ammattilaisten eli tuotteiden edustajien 
konsultointiin. Samalla varmistettiin itse, että tuotteet sopivat lopulliseen kohteeseen. 
Laserein kohdalla päädyttiin ratkaisuun, jossa samalta toimittajalta saadaan molemmat 
laserit, kiinnikkeet näille lasereille, sopiva optiikka ja tähän optiikkaan sopiva suodin, 
joka mahdollisimman tehokkaasti poistaisi kaiken muun paitsi valittujen laserien 
muodostaman valon.  
 
Laserien tehoiksi valittiin lopulta 5mW, joka on vielä sallituissa rajoissa 
työturvallisuutta ajatellen. Laserien Fan – kulmaksi (Fan – angle) valittiin lopulta 60 
astetta, sillä laserit tullaan asettamaan lähes 700mm korkeuteen ja samalla halutaan 
kuitenkin 800mm pitkä laserin muodostama viiva. Fan angle määritettiin toimittajan 
internet – sivuilta löytyvän Fan angle calculatorin –avulla. 
 
Kaiken muun paitsi laserien muodostaman valon poissulkemiseen käytetyn suotimen 
valinta suoritettiin lopulta yhteistyössä laserien toimittajan kanssa. Samalla valittiin 
myös lopulliset laserien aallonpituudet sopiviksi.   
 
OptoParametrin tuotevalikoimasta löytyi myös erittäin kätevä komponentti, johon laser 
saadaan asennettua siten, että sen asentoa saadaan käännettyä yhteensä 30 astetta eli 15 
astetta keskilinjan molemmin puolin. Kiinnikkeestä oli olemassa myös eurooppalainen 
versio eli siinä pulttien paikat oli metrisillä kierteillä. Kyseinen komponentti vaikutti 
erittäin kätevältä, joten sitä pidettiin yhtenä avaintekijänä lopullisessa toimittajan 
valinnassa. 
 
Optiikka päätettiin tilata samassa paketissa, jolloin toimittajien määrä vähenisi ja 
samalla komponenttien perille tuleminen jäisi vain kahden toimittajan varaan (kamera + 
laserit, suodin…). Optiikaksi valittiin 16mm:n polttovälillä oleva standardioptiikka, 
jolloin kustannukset pysyivät kohtuullisina, eikä parempaa optiikkaa ei tässä yhteydessä 
tarvittu. 16mm:n optiikalla saadaan aikaan 200 x 150mm FOV 675mm etäisyydellä 
kohteesta, mikä oli erittäin sopiva kyseiseen kohteeseen. Tämän optiikan suotimen 
kierre oli lisäksi M27 x 0.5, mikä oli kyseessä olevan optiikan mallisarjan puolesta 
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välistä. Toisin sanoen optiikka voidaan myöhemmin vaihtaa esimerkiksi 6mm versioon 
saman suotimen edelleen sopiessa (kierteen puolesta).  
 
Tarjouskäsittelyssä olivat mukana alansa suurimmat toimittajat Orbis (kamera), 
OptoParameter sekä Metric (Laserit, optiikka). 
10.2 Tarjouskäsittely ja tilaukset 
Tarjouskäsittely aloitettiin lähettämällä alustavia kyselyjä potentiaalisille toimittajille. 
Tässä yhteydessä on mainittava että kaikki toimittajat olivat erittäin avoimia ja valmiita 
auttamaan eteen tulleissa ongelmissa. Ilman heidän konsultointiaan olisivat monet 
komponenttivalinnat voineet mennä pieleen.  
 
Kameran valinta 
 
Kameraksi valittiin siis Cognexin In-Sight – valikoimasta löytyvä joko 5100- tai 5400- 
älykamera. Näin ollen tarjoukset päätettiin pyytää molemmista malleista sekä ilman 
PatMax – ominaisuutta että PatMax – ominaisuuden kanssa. Tämä mainittu PatMax on 
Cognexin kehittämä algoritmi, jonka avulla voidaan tunnistaa myös niitä kohteita, jotka 
eivät ole aivan selvästi näkyvissä. Samassa tarjouspyynnössä pyydettiin tarjousta myös 
20m pitkistä virta ja ethernet – kaapeleista sekä kameran virtalähteestä.  
 
Orbikselta saadun tarjouksen perusteella lopulliseksi kameraksi valittiin 5100 – 
mallinen laite, ilman PatMax – ominaisuutta. Tähän päädyttiin koska kameran 
resoluution (640 x 480) katsottiin riittävän kohteen toimintaan ja samalla myös 
kustannukset saatiin pysymään sallituissa rajoissa. Cognex ei pystynyt tarjoamaan kuin 
10m virta- ja ethernet-kaapeleita, joten niiden pituuteen jouduttiin tyytymään. 
Kaapeleita ei myöskään voinut hankkia muualta, sillä kameran liittimet olivat 
erikoisvalmisteiset. Näiden tietojen pohjalta kamera, kaapelit ja virtalähde tilattiin 
Orbikselta (Cognex). 
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Laserit, kiinnikkeet, optiikka ja suodin 
 
Laserit, laserien kiinnikkeet, optiikka ja suodin pyrittiin hankkimaan kokonaisvaltaisena 
pakettina yhdeltä toimittajalta. Mahdollisten toimittajien joukossa olivat 
OptoParametrer sekä Metric. OptoParameter toimittaa StockerYalen tuotteita Kanadasta 
ja Metric taas toimittaa Frankfurt Laserin tuotteita. Molemmat valmistajat olivat 
mukana tarjouspyynnöissä sekä sopivien laserien valinnassa. Komponenttien valinta 
suoritettiin lopulta kokonaistaloudellisin perustein, joten lopulliset neuvottelut käytiin 
OptoParamterin kanssa. Päätökseen vaikutti myös mahdollisuus saada koko paketti 
saman toimittajan kautta.  
 
Lopulliset komponenttivalinnat hiottiin kuntoon OptoParameterin edustajan kanssa. 
Hänen avustuksellaan valittiin sopivat laserit siten että suodin saatiin sopivalle alueelle. 
Laserit olivat lopulta 660nm aallonpituudella olevia StockerYalen valmistamia SNF – 
sarjan laitteita. Fan – angle lasereissa oli jo ennalta määritelty 60 astetta. Laserien 
yhteydessä saatiin tarjous myös kiinnikkeistä, joihin laserit sopivat ja joiden avulla 
laserien kulman määrittäminen olisi mahdollista. Kiinnitystyypin määrittämisellä oli 
kiire myös sen vuoksi, että kiinnitysperiaate oli sisällytettävä mekaniikka suunnitteluun. 
Suodin valittiin Midwestin valikoimasta siten että se sulkee pois kaiken muun paitsi 
laserien kanssa samalla aallonpituudella säteilevän valon. Näin ollen suodin oli lopulta 
660nm ±  20nm kaistanpäästösuodin. Optiikasta pyydettiin tarjousta edellä esitetyillä 
määritelmillä. Lopullisen tarjouksen perusteella laserit, kiinnikkeet, suodin ja optiikka 
tilattiin OptoParametrin kautta. 
10.3 Komponenttien testaus 
Komponenttien saavuttua kaikki osat oli testattava, niiden toimivuuden 
varmistamiseksi. 
10.3.1 Kameran ja optiikan testaaminen 
Kamera näyttää ulkomuodoltaan aivan samalta kuin koulun testikamerana toiminut 
5403 -versio samasta laitteesta. Erona on ainoastaan, että kameran resoluutio on 640 x 
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480 pikseliä ja samalla prosessoriteho on sarjan heikoin. 5100 – kamerasta ei myöskään 
löydy PatMax – ominaisuutta. 
 
Kameraan tilattu optiikka (kuva 121) ei myöskään eronnut ulkomuodoltaan koulun 
testi-optiikasta. Ainoat eroavaisuudet olivat optiikan sisällä. Optiikalla saatiin 
muodostettua 200 x 150mm FOV 675mm etäisyydeltä.  
 
Seuraavassa kuvassa on kohteeseen tilattu optiikka. Optiikassa on kiinnitettynä suodin, 
joka näkyy optiikan yläosassa. Optiikan toiselta puolelta löytyvät lukitusruuvit 
tarkennukselle ja aukolle. 
 
 
Kuva 121. Kameraan tilattu 16mm polttovälin omaava optiikka.  
 
Jo heti ensimmäisistä testeistä lähtien näytti siltä että 5403 kameralle tehty ohjelma 
näytti toimivan myös 5100 kamerassa. Kuitenkin niin, että kalibroinnit oli tehtävä 
uudelleen optiikan ja kennon vaihtumisen myötä. Samalla myös ne ohjelman solut, 
joissa oli käytetty hyväksi kennon pikselitietoa, oli muutettava vastaamaan uuden 
kennon kokoa.  
 
Kamera nostettiin oikealle käyttökorkeudelle (675mm), jolloin oli mahdollista testata 
myös optiikan toimivuutta. Optiikka toimi kuten oli suunniteltukin muodostaen halutun 
kuva-alueen kohteesta (kuva 122) oikealta etäisyydeltä.  
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Kuva 122. Kohteeseen tilatun optiikan muodostama FOV. 
10.3.2 Laserien ja suotimen testaaminen 
Kun kamera ja optiikka oli saatu testattua ja samalla todettu toimivaksi kokonaisuudeksi 
oli aika siirtyä laserien ja suotimen testaamiseen. Kohteeseen tilatut laserit (kuva 123) 
olivat fyysiseltä kooltaan huomattavasti suurempia kuin koululla olleet ”testilaserit”. 
Tämän lisäksi lasereissa oli irrotettava optiikka, joka helpottaa puhdistustoimenpidettä.  
 
 
Kuva 123. Kohteeseen tilattu 5mW laser.  
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Erikoisinta lasereissa oli niiden kytkentä sähköverkkoon. Laserien käyttöjännite oli 6V 
ja varsinainen kytkentä suoritettiin kaiutin varustelusta tutulla 3.5mm monoliittimellä. 
Tällainen kytkentä tuntuu todella erikoiselta teollisuuteen tarkoitetussa laitteessa, sillä 
normaalisti komponenttien päässä on pelkät johtimet jotka saa kytkeä parhaaksi 
katsomallaan tavalla. Nopeiden testien perusteella molemmat laserit toimivat 
moitteettomasti, joten johtimet voitiin katkaista ja ottaa käyttöön Siemensin SITOP – 
virtalähde. 
 
Seuraavana oli aika ottaa käyttöön optiikan eteen tilattu suodin. Suodin kiinnitetään 
optiikan eteen komponenteista löytyvillä vastaavilla M27 x 0.5 kierteillä. Suodin 
itsessään ei ole mikään erikoinen komponentti. Sitä voisi kuvailla linssiksi jolla on tietty 
väri ja tietty ominaisuus poistaa eri aallonpituuden omaavia valon säteitä. 
 
 
Kuva 124. Suotimen läpi otettu kuva käyttämällä Canon Ixus – digitaalikameraa.  
 
Kuvasta 124 voidaan havaita punaisen valon määrä suotimen läpi varsinkin ulkoa 
tulevassa valossa. Sama ilmiö näkyy myös loisteputkien kohdalla, sillä loisteputkella on 
ominaisuus säteillä melko paljon punaista valoa. Tässä yhteydessä laser – suodin -
pakettia oli välittömästi testattava, sillä Pintoksen Lapin tehtaalla oli myös käytössä 
loisteputkivalaisimet.  
 
Alustavat testit suoritettiin koulun testiympäristössä, ja tulokset eivät olleet mitenkään 
hyviä. Kameran valotusaikaa joutui pienentämään aina 4-5ms asti ennen kuin 
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välittömästi testipaikan yläpuolella ollut loisteputki ei enää häirinnyt kuvaustapahtumaa. 
Tilanteessa, jossa valotusaikaa pidettiin korkeana, 10-20ms, aiheutti loisteputki kuvaan 
liikaa valoa. Tämä oli suoraan seurausta loisteputken ominaisuudesta lähettää juuri 
660nm aallonpituuden omaavaa valoa. Tilanteessa, jolloin valotusaikaa pienennettiin, 
lähelle nollaa, saatiin kaikki ylimääräiset valot poistettua, mutta samalla poistuvat 
kuvasta myös laserien muodostamat viivat (kuva 126). Tässä tilanteessa ratkaisuksi 
nousi laserien tehon nostaminen. Käytettäessä huomattavasti tehokkaampia lasereita, 
voitaisiin valotusaikaa pitää suhteellisen pienenä, jolloin ylimääräiset valot saataisiin 
suljettua pois, samalla jättäen tehokkaamman laserin muodostaman valon näkyviin. 
Käytössä oli nyt 5mW laserit, joten vaihtoehdoiksi nousivat 35-50Mw laserit.  
 
Ongelmaksi muodostui nyt kuitenkin laserien toimitusaika, joka olisi jälleen ollut 3-4 
viikkoa. Tähän ei kuitenkaan enää ollut aikaa, joten jotain muuta oli kehitettävä. Tässä 
yhteydessä siirryttiin laitteiston kanssa Pintoksen Lapin tehtaalle testaamaan miten 
laserit toimivat heidän loisteputkiensa valossa. Käytännössä Pintoksen loisteputket ovat 
aivan samanlaisia, mutta tila on suurempi ja valaisimet kauempana kuin koululla.  
 
Testit Pintoksella olivat hyvin nopeita, sillä heti ensimmäisistä testeistä lähtien oli 
selvää että laserit tulevat toimimaan huomattavasti koulun ympäristöä pitemmällä 
valotusajalla. Pintoksella suoritettujen testien yhteydessä otettiin myöhemmin 
tapahtuvaa tarkastelua varten muutamia kuvia 10, 15 ja 30ms valotusajoilla. Näiden 
kuvien pohjalta voidaan suorittaa tarkastelua ja vertailua koululla tapahtuvan testauksen 
välillä. Seuraavassa on vielä vertailun helpottamiseksi esitetty kuvasarja koulun testeistä 
verrattuna Pintoksella tapahtuneisiin testeihin. 
 
   
Kuva 125. Vasemmalla on koululla otettu kuva valotusajan ollessa 30ms. Oikealla 
Pintoksella otettu kuva valotusajan ollessa sama 30ms. 
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Kuva 126. Vasemmalla on koululla otettu kuva valotusajan ollessa 10ms. Oikealla sama 
valotusaika, mutta kuva on otettu Pintoksella.  
 
Kuvasarjasta voidaan nähdä eroavaisuus koulun ja Pintoksen valaistuksen välillä. Erot 
ovat selviä ja ne johtuvat suurelta osin Pintoksella olevien loisteputkivalaisimien 
suuremmasta etäisyydestä kohteeseen kuin koulun testiympäristössä.  
 
Laserien kiinnikkeen (kuva 127) toiminta on erittäin yksinkertainen. Kiinnike rakentuu 
messinkisestä renkaasta, joka on leikattu auki yhdeltä sivultaan. Tämä rengas on 
asennettu varsinaisen kiinnikkeen sisään, joka on koottu kahdesta puolikkaasta. Nämä 
puolikkaat kiinnitetään toisiinsa ruuvilla, jolloin messinki renkaan asento lukittuu 
samalla puristaen, halkileikatun, messinki renkaan laserin päälle. Kiinnike itsessään taas 
asennetaan mekaniikkasuunnittelussa suunniteltuun kiinnikkeeseen, kolmella M6 
pultilla. Näin mahdollistetaan laserien joka suuntainen säätö. Kiinnikkeitä on 
luonnollisesti kaksi kappaletta, omansa molemmille lasereille.  
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Kuva 127. Toinen Lasereille tilatuista kiinnikkeistä.  
10.3.3 Diskreetin I/O:n testaus 
Ennen käyttöönottoon siirtymistä testattiin vielä diskreetin I/O:n toiminta, jotta 
toimivuus olisi varmistettu ennen tehtaalle siirtymistä. Testit suoritettiin käyttämällä 
hyväksi aikaisemmin esiteltyä ohjelman I/O:n ohjausta. Testaus suoritettiin molemmille 
ulostuloille.  
 
Testaus aloitettiin tarkastamalla I/O -kytkentä Cognexin ohjekirjasta. Kytkentä on NPN 
– tyyppinen eli kamera kytkee 0 – kärjen kiinni ohjaustilanteessa. Tämän seurauksena 
saadaan piiriin kulkemaan 24V:n jännite (200mA). Riviliittimen ja yleismittarin avulla 
pystyttiin ohjaustilanteessa toteamaan jännitteen muutokset piirissä. Lopullisessa 
ohjaustilanteessa on piirin ja robotin ohjaimen välillä käytettävä relettä, koska myös 
robotin ohjain toimii samalla periaatteella kameran kanssa. Robotin kytkentä on PNP – 
tyyppinen eli sen ohjain kytkee + kärjen kiinni ohjaustilanteessa. Jos kameran I/O:lla 
ohjattaisiin suoraan robotin ohjainta, menisivät jännitteet sekaisin eikä ohjaus näin ollen 
toimisi. Laitteiden väliin on siis saatava ns. jännitevapaa piiri, johon tarvitaan relettä.  
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10.3.4 Viimeiset valmistelut ennen käyttöönottoa 
Ennen käyttöönottoa suoritettiin vielä lopulliset testit käytettävälle ohjelmalle hankkia 
tarvittavat, pienemmät, komponentit ja lopulta varmistua siitä että kaikki on valmiina.  
 
Materiaalien hankinnassa kaikkein vaikeimmaksi kohteeksi muodostui laserien 
virtalähteen löytyminen. Laserit toimivat hyvin erikoisella 6V jännitteellä mitä ei 
yleensä automaatiossa käytetä. Muutaman puhelun jälkeen kuitenkin Sata-Automaation 
kautta järjestyi Siemensin SITOP virtalähde jossa on säädettävä jännitealue 3,5…52V 
(kuva 128). Kyseisen komponentin löytyminen ratkaisi laserien virtalähdeongelman, 
joka olisi muuten jouduttu hoitamaan yleisvirtalähteellä.  
 
   
Kuva 128. Vasemmalla Siemensin SITOP – säädettävä virtalähde lasereille ja oikealla 
pintaliitosreleet. 
 
Edellä mainittua jännitevapaata piiriä eli galvaanista erotusta varten hankittiin riittävä 
määrä pintaliitosreleitä sekä pohjia joiden kautta kiinnittäminen DIN – kiskoon 
mahdollistuisi (kuva 128). Kuvasta voidaan havaita releiden olevan hyvin monipuolisia, 
sillä kytkennässä voidaan käyttää joko Normal Open tai Normal Closed vaihtoehtoa. 
 
Releiden hankinnan jälkeen suoritettiin vielä testaus, jotta aikaisemmin yleismittarilla 
todettu toiminta tapahtui myös releen kanssa. Testeissä releen lähtöpuolelle ei kytketty 
ulkopuolista kuormaa vaan releen toiminta varmistettiin yleismittarin vastus puolen 
mittausta käyttämällä.  
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Releiden toimivuuden varmistuttua suoritettiin vielä testaus kameran 
kuvankaappauskäskylle eli triggerille. Kameran trigger (liipaisu) toimii suoraan ilman 
relettä. Kameralle meneviin triggaus – johtimiin kytketään 24V jännite (toiseen 
johtimeen 0V). Kun robotin ohjain tai jokin muu lähde sulkee piirin ja syöttää siihen 
24V jännitteen tapahtuu kameralla kuvakaappaus ja ohjelman suoritus. Testaus 
suoritettiin käyttämällä avautuvaa painonappia jonka liittimien väliin kytkettiin 24V 
jännite.  
 
Sähköistys 
 
Seuraavana hankittiin 500mm:n pala DIN – kiskoa. Kiskoon rakennettiin tarvittava 
määrä riviliittimiä, siten että 230V syöttöjännite saatiin tuotua virtalähteille ja 24V 
jännite virtalähteiltä kameralle. Kiskoon kiinnitettiin lisäksi kymmenen riviliitintä 
kameran I/O:ta varten. Releitä asennettiin 2 kpl:ta. Riviliitinryhmät erotettiin toisistaan 
välilevyillä, jotta vältyttiin jännitteiden sekaisin menolta. Samalla jännitteet yhdistettiin 
niin että samaa ryhmää olevat jännitteet saatiin tuotua yhteen liittimeen josta se jaettiin 
kaikille muille. Lopuksi paketti vielä kiristettiin yhteen puristimilla.  
 
Lopulta kaikki komponentit olivat kiinni DIN – kiskossa kuvan 129 mukaisesti. 
Riviliittimen lisäksi hankittiin vielä Rittalin valmistama sähkökeskus johon 
riviliitinkisko komponentteineen asennettiin. Keskuksesta hankittiin reilun kokoinen 
versio (500 x 500 x 210), sillä tiedossa oli että käyttöönotto tilanteessa kaappiin 
asennetaan pistorasia sähköjä varten sekä tietoliikennekytkin kameran ohjausta varten.  
 
Ennen Pintokselle siirtymistä suoritettiin riviliitinkiskon kytkentä niin valmiiksi kuin se 
vain oli mahdollista. Eli kaikki syöttöjännitteet kytkettiin valmiiksi samoin kuin 
releiden apujännitteetkin. Lisäksi riviliittimen ja releiden väliin tehtiin oma kytkentänsä, 
jotta kameran I/O:n ohjaukset saataisiin tuotua suoraan riviliittimelle. Lopulta saatiin 
aikaan kuvan 129 mukaisen kytkentä, josta puuttuvat ainoastaan ulkopuolisen jännitteen 
syöttö sekä kameran ja robotin I/O liitynnät. Liityntä testattiin vielä pääperiaatteeltaan, 
jotta kaikki tarvittavat osat toimivat. 
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Kuva 129. Riviliitinkisko alustavine kytkentöineen. 
 
Edellä esiteltyjen komponenttien lisäksi hankittiin kaikki muu tarvittava materiaali, 
mikä normaalissa käyttöönotossa on tarpeen.  
 
Lopulta kaikki oleellinen materiaali purettiin ja valmisteltiin Pintokselle tapahtuvaa 
siirtoa varten.  
10.4 Käyttöönotto Pintoksen Lapin tehtaalla 
Käyttöönottoon oli varattu yhteensä neljä päivää, mutta lopulta tehtaalla oltiin kolme 
päivää. Tämän lisäksi käyttöönotto jatkui myöhemmin toisella käyttöönotolla, sillä 
ensimmäisessä käyttöönotossa eteen tuli ongelmia. Tästä on kerrottu kuitenkin 
myöhemmin. Käyttöönotossa oli mukana ABB:n robotin ohjelmoija. Ensimmäisenä 
päivä mukana olivat myös muutama Pintoksen tehtaan mekaanisen puolen asentaja sekä 
kameralaatikon ulkopuolisen toimittajan edustaja että ulkopuolinen sähköasentaja.  
 
Työ aloitettiin kameran laatikon ja siihen liittyvän RHS putkipalkin asentamisella.  
 
Aluksi erittäin tukeva RHS -putkipalkkirakenne paikoilleen nostopöydän päälle. RHS -
palkin yläreuna oli 1800mm lattiasta ja ulottui aina nostopöydän ylitse. Palkista lähtivät 
jalat, joilla palkin kiinnitys lattiaan saatiin hoidettua ja jalkojen alla oli vielä erilliset 
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tassut, jotka oli hitsattu kiinni ”jalkoihin”. Tassujen avulla hoidettiin lopullinen 
kiinnitys lattiaan.  
 
Seuraavaksi asennettiin Rittalin keskus paikoilleen leikkaussolua ympäröivään 
verkkoaitaan. Kaappiin asennettiin siellä jo olleen riviliitinkiskon lisäksi vielä pistorasia 
kytkimen sähkönsyöttöä varten. Kaappiin (kuva 130) vedettiin vielä robotin ja kameran 
väliset tietoliikennekaapelit sekä kameran ja keskuksen väliset kaapeloinnit. 
 
 
Kuva 130. Kameran sähkökeskus asennettuna leikkaussolun verkkoaitaan. 
 
Ennen robotin ja kameran välisen tietoliikenteen tutkimisen aloittamista asennettiin 
kamera ja laserit paikoilleen ja kytkettiin jännitteen syöttö päälle (kuva 131). Kuvasta 
näkyy sekä laatikon että lasereiden selvät säätövarat sekä laatikon tukevuus, johon 
pyrittiin jo suunnittelun alkuvaiheilla. Tukevuudella saavutetaan kameran suojaus 
tilanteessa, jossa robotin ”turvakuutio” eli WorldZone-toiminto ei jostain syytä toimi ja 
tapahtuu törmäys. Kyseinen tilanne on erittäin harvinainen, mutta jos tällainen tilanne 
syntyy, hajoaa kamera hyvin helposti ilman kunnon rakennetta ympärillään.  
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Kuva 131. Kamera ja laserit paikoillaan laatikossa.  
 
Yhteyskokeilujen alussa sovittiin käytettävästä tiedonsiirtoprotokollasta. Alkuperäisenä 
suunnitelmana oli käyttää joko Socket Messaging – protokollaa tai perinteisempää 
sarjaliikennettä. Socket Messaging – liitynnässä tiedonsiirto tapahtuu ethernettiä 
käyttämällä. Tällöin määritellään oikeat IP – osoitteet ja muodostetaan oma 
verkkoympäristö kameran ja robotin välille. Socket Messaging – liitynnästä jouduttiin 
kuitenkin luopumaan, koska robotin ohjaimessa ei ollut mahdollista käyttää Sockettia 
lisenssin puutteen vuoksi. Näin päädyttiin sarjaliikenteen käyttöön.  
 
Sarjaliikenteen käyttöönottamisessa ongelmia aiheutti oikean liittimen löytyminen. 
Liitin löytyi lopulta Pintoksen Euran tehtaalta. Liittimen hankinnan jälkeen suoritettiin 
juotos-operaatio, jonka jälkeen saatiin aikaan johdin jossa toinen pää oli mahdollista 
kytkeä suoraan riviliittimeen ja toinen pää liittimellä robotin ohjaimeen.  
 
Tietoliikenneyhteyden muodostaminen vaati käytettävän merkkijonon ja sen pituuden 
sopimisen sekä yhteyden testaamisen. Merkkijonon pituudeksi muodostui 36 merkkiä. 
 
Seuraavaksi suoritettiin kameran kalibrointi niin, että pikselitiedot saadaan muutettua 
todellisiksi millimetritiedoiksi. 
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10.4.1 Järjestelmän testaus 
Kameran kalibroinnin jälkeen siirryttiin ensimmäisiin testeihin, joissa nostopöytää 
ohjattiin kameralta tulevan tiedon mukaan oikeaan korkeuteen. Korkeuden ohjaaminen 
suoritettiin käyttämällä hyväksi releitä. Korkeuden ylittäessä jonkin tietyn tason, ohjaa 
kamera toisen releen tiedon päälle, jolloin robotin ohjain saa käskyn pysäyttää 
nostopöydän liikkeen. Samalla robotin ohjain lukee kameralta tulevan korkeustiedon ja 
ajaa tarttujan tähän arvoon. Jo heti alkuvaiheilla huomattiin että kameran triggaus 
aiheuttaa ongelmia. Suunnitelmana oli käyttää kameralta tapahtuvaa jatkuvaa 
kuvanottoa, jolloin robotin ohjain lukisi sarjaliikennettä koko ajan, ohjelmakierron 
mukaan. Tämä aiheutti kuitenkin ongelmia robotin ohjaimessa, sillä sarjaliikenteen 
lukeminen oli tässä yhteydessä liian hidasta. Tämän seurauksena robotin ohjain ei 
pysynyt mukana. Tästä johtuen päätettiin käyttää robotin ohjainta kuvaoton 
triggaamiseen. Tilanne hoidettiin kytkemällä kameran ohjauksesta ulkopuolinen 
kuvaoton hallinta päälle ja kytkemällä ohjaus robotin optisesti erotettuun 
transistorilähtöön, jolloin lähtöä voidaan ohjata lähes jatkuvasti. Alustavaksi arvoksi 
asetettiin 400ms:n triggausnopeus, jolla ajot myös suoritettiin loppuun. 
 
Tästä jatkettiin hakemalla robotin ja kameran kalibroinnit kohdalleen. Aluksi robotin 
tarttujaan asennettiin opetuspiikki, jolla kalibrointipisteet pystytään opettamaan robotin 
ohjaimelle. Ensin robotille opetettiin kalibrointi eli opetuspiikin paikka. Tämän jälkeen 
peltilevyllä merkittiin kolme pistettä suhteessa kameran koordinaatistoon. Tuomalla 
opetuspiikin kärki näihin pisteisiin saatiin robotin ja kameran koordinaatistot 
yhtenäisiksi. Näin saatiin kerrottua robotille koordinaatiston x- ja y – suunnat. Z – akseli 
on tämän jälkeen suhteessa tähän x – y koordinaatistoon samoin kuin kulmatietokin.  
 
Alustavat koeajot suoritettiin harvalla, 100mm silmäkoolla, olevalla verkolla ja 
järjestelmä tuntui pelaavan melko hyvin. Alussa tehtiin muutamia pieniä säätöjä, joilla 
kameran ja robotin tietoliikennettä ja kommunikointia pyrittiin parantamaan. Näiden 
parannusten seurauksena järjestelmän luotettavuutta sekä toimintaa saatiin nostettua, 
niin verkkonippuja saatiin ajettua uudella järjestelmällä.  
 
Seuraavaksi päätettiin, miten tyhjä nostopöytäpöytä tunnistetaan. Tähän päätettiin 
käyttää kameralta tulevaa ohjausta tai siis tulematonta ohjausta. Kun kamera ei ohjaa 
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nostopöytää pysähtymään, se ajaa ylärajalle (mekaaninen yläraja), jonka seurauksena 
pöytä laskee ala-asentoon.  
 
Kameran ja robotin ohjausten viimeisten hiomisten jälkeen aloitettiin lopulliset koeajot. 
Koeajot aloitettiin leikkaamalla 100mm:n silmäkoolla olevia verkkoja, joiden kanssa 
ongelmia oli vain harvakseltaan. Ongelmaksi muodostui kuitenkin auringon valo, joka 
aiheutti heijastuksia verkkopinoon varsinkin kohtiin, joissa ei ollut ns. harjaa vaan 
näkyvissä oli pelkkää puhdas lanka. Tällaisen osuessa kameran kuva-alueeseen meni 
koko kyseinen alue valkoiseksi eli alue saturoitui. Toinen ongelma aiheutui 
pituuslangan osumisesta lasersäteen tielle. 
 
Suurempia ongelmia syntyi kuitenkin verkkotyypin vaihtuessa tiheämpään malliin. 
Tässä vaiheessa alkoi käydä selväksi tilanne, jossa pituuslangat tulevat väkisin 
lasersäteen tielle eikä tunnistaminen näin ollen onnistu. Suoritetut testit ja ihmissilmällä 
katsomalla voitiin todeta, että yhden korkeuden käyttö olisi mahdotonta tai sitten 
kameraa täytyisi liikuttaa sivusuunnassa, jolloin säde poistuisi pituuslangan kohdalta. 
Hyvin nopeasti kuitenkin selvisi että kyseistä järjestelmää ei voi jättää tuotantokäyttöön, 
sillä sen katsottiin olevan liian epävarma leikattaessa pieniä verkkoja.  
 
Tässä vaiheessa päätettiin palata takaisin vanhaan järjestelmään. Vanhaa tunnistus 
järjestelmää päätettiin käyttää ainakin niin kauan että kameralla tapahtuva 
tunnistaminen saataisiin luotettavalle tasolle, siten että sitä voitaisiin käyttää jatkuvassa 
päivittäisessä leikkauskäytössä.  
10.4.2 Jatkokehitys 
Ensimmäisestä käyttöönotosta voi todeta että ilman järjestelmän parannuksia päästiin 
lähes samalla tasolle kuin mitä vanhalla järjestelmällä. Tämä silloin kuin leikataan yli 
90mm:n pituuslankojen jaolla olevia verkkoja. Tiheämmillä verkoilla varmuustasossa ei 
päästy lähelle vanhan järjestelmän tasoa, sillä vanhalla järjestelmällä virheitä tuli noin 
kerran verkkonipussa kun konenäköjärjestelmällä virheitä tuli noin 4…5 verkon välein.  
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Varsinaisia ongelmia järjestelmässä ovat auringon valon aiheuttamat heijastukset ja 
kiiltäminen rautojen pinnalla. Tästä on kuitenkin mahdollisuus päästä eroon 
tummentamalla ikkunoita ja rakentamalla seinät verkkoaidan ympärille. Auringon valon 
aiheuttamia ongelmia tulee osaltaan poistamaan leikkaussolun toiselle puolelle 
rakennettava uusi tuotantohalli, jonka seurauksena ikkunat poistuvat tai ovat ainoastaan 
ikkunoita viereiseen halliin ulkoilman sijaan. Solun toisella puolella olevat ikkunat on 
kuitenkin peitettävä ainakin jollakin tasolla, jotta valaistus saadaan kuriin. Omalta 
osaltaan valaistusta auttavat solua ympäröivän verkkoaidan sulkeminen, jolloin verkon 
läpi ei enää pääse auringon valoa.  
 
Keinotekoisen valaistuksen merkitystä ei myöskään voi missään vaiheessa jättää 
huomioimatta, jotta järjestelmä olisi toteutettavissa, on valaistuksen poissulkemista 
selvästi parannettava. Valaistuksen yhteydessä yhdeksi mahdollisuudeksi nousee 
laserien vaihtaminen tehokkaampiin versioihin jolloin valotusaikaa voi selvästi 
kaventaa, lasersäteen vielä kuitenkin näkyessä kuva-alueessa riittävän selvästi jotta 
tunnistaminen olisi mahdollista. Tässä ongelmaksi nousee kuitenkin työturvallisuus, 
sillä huomattavasti tehokkaampien lasereiden käytön yhteydessä on käytettävä 
suojaimia tai alueelle pääsy on estettävä. Tällöin olisikin mahdollista käyttää solusta jo 
nyt löytyvää valoverhoa lasereiden ohjaukseen jolloin lasersäteet saataisiin sammutettua 
valoverhon katkeamisen yhteydessä. Yksi mahdollisuus on rakentaa paineilmalla 
toimiva paljeratkaisu jota saadaan ohjattua robotin ohjaimella. Tällöin tarkoituksena 
olisi laskea palje tunnelimaisesti kuvauspisteen päälle, kuvanoton ajaksi. Tällä 
menetelmällä auringonvalon muodostama ongelma saadaan poistettua ja 
kuvaustilanteesta tulee varma. 
 
Tunnistamista helpottaisi myös tiheiden verkkonippujen oleminen suorassa toisiinsa 
nähden, tällöin verkkoniput olisivat aseteltu tasaisesti toisensa päälle. Toisaalta tässä 
yhteydessä tulee eteen myös kysymys siitä että tarvitaanko paikalla enää minkäänlaista 
tunnistusta jos verkkoniput ovat aina suorassa. Tällaisella menettelyllä verkoista 
voitaisiin tarttua kiinni aina samasta paikasta tai paikasta jonka tuoteohjelma määräisi. 
 
Kameralla tapahtuvan tunnistamisen ratkaisemiseen on olemassa monia keinoja. Eräs 
näistä on erottaa päällimmäinen verkko erikseen muista ja kuvaamalla ainoastaan tämä 
yksi verkko kerrallaan. Toinen mahdollisuus, jota pidetään, melko varmana ratkaisuna, 
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on siirtää kameraa sivuttaissuunnassa pituuslangan osuessa lasersäteen kohdalle. Tällöin 
eteen tulee kuitenkin tilanne jossa myös robotin koordinaatistoa on siirrettävä, kameran 
liikkumisen yhteydessä. Tämä siksi että kameran ja robotin koordinaatistojen origo 
saadaan pysymään samassa suhteessa toisiinsa nähden. Eräs tapa ongelman korjaamisen 
on nostaa verkkopinoa, nostopöydän avulla, kunnes pituuslangan aiheuttama virhe 
häviää. Tämän jälkeen napataan verkko mukaan robotin sekvenssiin ja lasketaan 
nostopöytä takaisin tasolle jolloin tarttujassa oleva verkko voidaan viedä leikattavaksi 
ilman että alimmaiset verkot seuraavat mukana. Yhtenä mahdollisuutena on unohtaa 
kulmatiedon hankinta ja lähettää robotille sen lasersäteen muodostaman Blobin 
koordinaatit jonka kohdalle ei osu pituuslankaa. Tällöin korkeustieto hankittaisiin 
molemmilla lasereilla. Tässä yhteydessä ongelmaksi muodostuu kuitenkin robotin 
ohjaimessa tehtävä tartunta pisteen siirto jotta tartunta olisi mahdollista suorittaa 
keskeltä verkkonippua.  
 
Näistä ideoista sekä suunnitelmista päätettiin lähteä toteuttamaan seuraavia 
vaihtoehtoja. Robotille päätettiin lähettää sen puolen Blobien koordinaatit jonka alueella 
ei vaikuta pituuslankaa. Tämä vaati kuitenkin selviä muutoksia kameran ohjelmaan, 
jotka toteutettiin edellä kuvaillun tekniikan mukaisesti. Samalla myös kulma arvon 
käyttämisestä luovuttiin, sillä verkkojen kulma-arvo ei kovinkaan paljon eroa suorasta 
kulmasta. Kulmatiedon käyttämättä jättämistä tukivat myös tarttujien suuri leukakoko 
sekä luotettava toiminta vanhalla järjestelmällä jolloin kulma arvoa ei ollut 
käytettävissä.  
 
Valaistusongelma päätettiin hoitaa rakentamalla pneumaattisesti käytetty palje, joka 
lasketaan kuvausposition päälle robotin ohjaamana. Tätä kyseistä tekniikkaa testattiin 
ennen palkeen rakentamista pahvien avulla. Tällöin päästiin melko hyviin lähes 
erinomaisiin tuloksiin, mitkä osaltaan vauhdittivat palkeen rakentamista.  
10.4.2 Toinen käyttöönotto 
Seuraavan käyttöönoton alkaessa palje konstruktio oli valmiina ja tilanne aloitettiin 
palkeen asentamisella paikoilleen. Paljetta varten robotille vedettiin ohjauskaapelit 
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joiden avulla paljetta saatiin ohjattua. Palkeelle asennettiin myös ilman syöttö 
pneumaattista käyttöä varten. 
 
Palkeen ja kameran laatikon ollessa paikoillaan ryhdyttiin kalibroimaan lasereita, jolloin 
korkeustiedot saataisiin oikein. Samalla myös kamera kalibroitiin vastaamaan millimetri 
yksiköitä. Lopuksi vielä robotin ja kameran koordinaatistot kalibroitiin vastaamaan 
toisiaan, ensimmäisestä käyttöönotosta tutulla tavalla.  
 
 
Kuva 132. Kameralaatikko, palje ja palkeen käyttösylinteri.  
 
Ensimmäisenä testialustana toimivat, isolla, 100mm pituuslankojen jaolla olevat verkot. 
Näiden kanssa lopullisia säätöjä haettiin kohdalleen, siten että robotin tartunta saatiin 
melko luotettavaksi. Lopulta kameralta tulevaan x – koordinaatti arvoon päätettiin lisätä 
vielä 200mm offset jolloin tartunta mahdollistui verkon keskeltä. Ilman tätä robotti 
syötti verkkoa aluksi sivuun, vetäessään sitä leikkauspöydälle. Tämä toiminta haittasi 
huomattavasti seuraavan verkon paikoillaan pysymistä, sillä ”linkuksi ” kutsuttu 
pysäytin, jäi hankalasti verkon väliin (tai verkko jäi linkun väliin). Offsetin avulla 
tilanne saatiin kuitenkin hoidettua. Offsetttiä lisättiin tietysti enemmän tilanteessa 
jolloin robotille syötettiin vasemman Blobin koordinaatit. Näin myös tällöin 
tartuntapiste saatiin verkon keskelle.  
 
Viimeisenä testialustana toimi erittäin taajalla pituuslankojen jaolla oleva verkkonippu. 
Ensimmäisessä verkkonipussa tuli virhe, jolloin tarttuja otti verkosta kiinni vain toisella 
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”leualla”. Robotin softservo – arvoa korjaamalla tilanne saatiin kuitenkin hoidettua. 
Tämän jälkeen järjestelmällä ajettiin vielä toinen verkkonippu vastaavaa tuotetta. Tässä 
nipussa ongelmia ei ollut, joten järjestelmä päätettiin jättää tuotantokäyttöön.  
10.5 Käyttöönoton yhteenveto 
Käyttöönottojen yhteenvetona voi todeta että lopulta laitteistosta saatiin melko hyvällä 
luotettavuudella toimiva järjestelmä. Virhetilanteita tulee kuitenkin jonkin verran 
varmasti olemaan, sillä aivan luodin kestävää järjestelmää ei vielä tässä vaiheessa saatu 
aikaan. Suurella pituuslankojen etäisyydellä olevia verkkoja järjestelmällä saatiin 
ajettua melko sujuvasti ja pienelläkin rautojen etäisyydellä päästiin hyvin vähäisiin 
virheisiin. Verkkonippujen siisteydellä on tässä yhteydessä erittäin suuri merkitys, sillä 
nipun ollessa siististi kasassa ja pituuslangan osuessa päin mekaanista pysäyttäjää on 
järjestelmä vanhaa järjestelmää huomattavasti varmempi.  
 
Parannettavaa jäi kuitenkin vielä jonkin verran. Muutamilla parannuksilla järjestelmästä 
saisi lähes 100 % varmuudella toimivan leikkaussolun. Parannukset liittyvät 
pituuslankojen ja vaakarautojen risteyskohtien parempaan tunnistamiseen.  
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11 YHTEENVETO 
Kiitokset opinnäytetyön avustuksessa mukana olleille on esitetty jo alkusanojen 
muodossa. Tästä huolimatta heidän panostaan sekä apuaan ei missään vaiheessa voi 
riittävästi korostaa. Ilman alansa ammattilaisten antamaa avustusta olisi moni asia työn 
varrella jäänyt tekemättä. Näihin alansa ammattilaisiin kuuluvat kaikki aina koulun 
opettajista, tutkijoihin, tavaran toimittajiin sekä ulkopuolisiin tahoihin. Oma osansa 
kiitoksista kuuluu myös kaikille ME04PO – luokan jäsenille jotka ”omalla tavallaan” 
olivat mukana kannustamassa allekirjoittanutta kohti lopullista päämäärää projektin eri 
vaiheissa. 
 
Konenäköjärjestelmät ovat eräs tämän hetken kaikkein nopeimmin kehittyvistä 
tekniikan aloista. Lähes kaikilla suurimmilla anturi- ja robottivalmistajilla on omat 
konenäköratkaisunsa ja -tekniikkansa. Näiden lisäksi maailmalta löytyy muutamia 
kansainvälisiä toimijoita, jotka ovat keskittyneet pelkästään konenäön kehittämiseen ja 
sitä kautta tuomaan automaatioon koko ajan paranevia ratkaisuja. Hiljattain tapahtunut 
fuusio kahden suuren konenäköjärjestelmätoimittajan, Cognexin ja DVT:n, välillä on 
lisäksi luonut aivan uuden luokan yrityksen varsinkin älykamerajärjestelmien 
toimittajien keskuuteen. Kyseisen fuusion jälkeen on Cognex tällä hetkellä maailman 
suurin älykamerajärjestelmien toimittaja ja kehittäjä.  
 
Tämän opinnäytetyön aikana perehdyttiin konenäköjärjestelmien maailmaan ja niiden 
mukanaan tuomiin mahdollisuuksiin. Projekti oli lopulta erittäin mielenkiintoinen, sillä 
jokaisessa eri vaiheessa esille tuli jotain uutta ja käyttökelpoista tietoa. Tämä oli 
havaittavissa sekä teoriaosuudessa että käytännön työvaiheissa. Teoriaan perehdyttäessä 
esiin nousi monia joka päiväisiä ilmiöitä, joiden selitystä ja syntyperää on muutenkin 
aina tullut mietittyä. Eräs tällainen mainittava asia on Moiré – ilmiö ja sen esiintyminen 
television välityksellä. Toisena seikkana voisi mainita eri televisiosignaalien standardit 
ja niiden toiminta, joka on elokuvaharrastelijaa aina kiinnostanut.  
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Käytännön osuudessa esille nousi todellisen automaatioprojektin toimittamisen eri 
vaiheet ja niiden mukanaan tuomat seikat ja ongelmat, jotka on otettava huomioon. 
Juuri työn monivaiheisuus teki siitä mielenkiintoisen. Monet päivät erosivat toisistaan 
eri työ tehtävien mukaan. Jonakin päivänä tehtiin vain sovelluksen ohjelmointia, kun 
taas toisina päivinä suunniteltiin kameran laatikon mekaniikkaa tai asioitiin kaupungilla 
hankkimassa automaatiopuolen komponentteja. Työn aikana sai myös olla yhteydessä 
eri tavaroiden toimittajiin, mikä osaltaan auttoi ymmärtämään todellisen projektin 
vaiheet ja komponenttien tilaamisen mukanaan tuoman oman ”jännitysmomenttinsa”.  
 
Käyttöönottotilanne oli eräs projektin opettavaisimmista tilanteista. Sen jälkeen kun 
käyttöönoton aloittamispäivä oli määritelty, täytyi vain saada kaikki valmiiksi ja toivoa, 
että aikaa lopulta on riittävästi. Tämän seurauksena jouduttiin hieman tekemään 
kompromisseja, mutta lopulta kaikki tarpeellinen saatiin kuitenkin valmiiksi. 
Käyttöönotossa myös todella näki, että kaikki järjestelmät eivät lähde käyntiin 
vääntämällä turvakytkin ”käy” -asentoon, vaan esiin tulee seikkoja, joita ei ole osannut 
ottaa huomioon etukäteen. Jokainen tilanne ja jokainen tuotantolaitos on lopulta 
omantyyppisensä ja jokaisessa on omat ongelmansa eri järjestelmien käyttöönoton 
kannalta.  
 
Opinnäytetyön tekeminen ja valmiiksi saattaminen oli pitkä raskas prosessi, joka vaati 
hieman yli viiden kuukauden täydellisen panostuksen siten, kun se opiskelujen ja työn 
rinnalla vain oli mahdollista. Työtunteja projektin vaiheissa tuli kartutettuja siten, että 
kokonaistunti määrä oli hieman yli tuhannen tunnin. Tällä ei kuitenkaan ole lopulta 
mitään merkitystä, sillä työn onnistuminen oli paljon tärkeämpää kuin siihen kulutettu 
aika. Työn valmistumista kaikkein eniten edesauttoi se, että projektin jokaisessa 
vaiheessa sain mahdollisuuden työskennellä omien alojensa ammattilaisten kanssa ja 
samalla sain käyttööni kaikki ne resurssit, jotka vain olivat mahdollisuuksien rajoissa.  
 
Tietoja konenäön maailmasta syvensi omalta osaltaan myös mahdollisuus työskennellä 
koulun tiloissa kehitettäessä sovellusta ja käytettävää järjestelmää. Tämä yksinään ei 
tietenkään vielä syventänyt mitään tietoja mistään, mutta koska työ tilat olivat aivan 
satakunnan ammattikorkeakoulun konenäköosaamistilojen vieressä tuli projektin 
vaiheissa perehdyttyä myös muuhun kuin pelkästään omaan älykamera-alaan. Tietojen 
syventymistä lisäsi osaltaan myös minulle annettu mahdollisuus pitää demo – tunteja 
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sekä Tekniikan Porin että Tekniikan Rauman yksikössä. Samalla tilannetta auttoi myös 
mahdollisuus toimia muissa Tekniikan Porin yksikön konenäköprojekteissa, joista eräs 
mielenkiintoisin oli ns. biljardipallosolu. Tässä oppilasprojektina pyrittiin rakentamaan 
solu, joka värikameran avulla tunnistaa biljardipöydältä tulevat pallot ja latoo ne sitten 
robotilla takaisin pallokolmioon.  
 
Kaiken kaikkiaan työ on siis ollut opettavaa ja mielenkiintoista ja toimiva lopputulos on 
tuonut rohkeutta osallistua vastaaviin projekteihin tulevaisuudessakin. 
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LIITTEET  
LIITE 1 Kameran laatikon räjäytyskuva 1 kpl. 
LIITE 2 Kameran laatikon kokoonpanokuvat 2 kpl. 
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