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Abstract
In this work, we construct the Legendre wavelet and apply it to investigate the numerical solution of the natural boundary
integral equation of the Laplace equation in the upper half-plane by the collocation method. In our algorithm the coefficient matrix
of the linear algebraic system is sparse when the order of the matrix is large. Two test examples show that our algorithm yields very
accurate results at less computational cost.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
The main purpose of this work is to develop a collocation method for solving the natural boundary integral equation
of the Laplace equation in the upper half-plane. The natural boundary element method is first introduced by Feng and
Yu [1,2] for solving the Neumann problems of partial differential equations. In the last decade, the natural boundary
element method has been efficiently used to solve the Neumann problems of some elliptic differential equations [2–5].
Like the boundary element method, the natural boundary element method has the advantage that the dimensionality of
the problem is reduced by one. Besides the advantages of the boundary element method, the natural boundary element
method has many advantages that have been stated in detail by Yu in [2]. One of these advantages is that the energy
functional is preserved, which results in the unique existence and stability of the solution for the natural boundary
integral equation. The natural boundary integral equations obtained by the natural boundary element method possess
hypersingular integrals in Hadamard finite part sense. Such integrals also arise in many mechanics problems and have
attracted considerable attention from researchers. In the numerical analysis of integrals arising from partial differential
equations the chief difficulties in many cases are not only the loss of smoothness of the solution but also (and more
crucially) the singularity of the solution. Hence, it is desirable to have simple and efficient methods for solving integral
equations with hypersingularity.
As regards the Neumann problem of the Laplace equation in the upper half-plane, Yu has considered it using the
natural boundary element method in [2], but he did not give an algorithm for the numerical solution. It seems that
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there appear two difficulties: one is the unboundedness of the integral boundary and the other is hypersingularity.
In [6] Chen and Zhang utilize the wavelet Galerkin method to investigate this problem and give a fast algorithm
where the Shannon wavelet that has compact support in the frequency domain is used. In this work, instead of the
wavelet Galerkin method, we utilize wavelet collocation method to solve this problem where the Legendre wavelet
with compact support is used. In comparison with the Galerkin method, the collocation method has generally lower
computation cost in generating the linear algebraic system since the implementation of the Galerkin method requires
much more computational effort for the evaluation of integrals. In recent years, wavelet approximations have attracted
much attention as a potentially efficient numerical technique for solving partial differential equations and integral
equations (cf. [3,5,7–12]). Wavelets possess some useful properties, such as orthogonality, compact support and the
ability of organizing the decomposition of an object into components characterized by different length scales. In [13],
Micchelli and Xu present a general construction of discontinuous wavelets with a recursive formula which allows for a
simple construction of piecewise polynomial wavelets from one level to another. Such wavelets have been furthermore
studied and efficiently used to solve integral equations (cf. [10,14–16]). In this work, we construct the Legendre
wavelet on the interval [0, 1] in the framework constructed in [13,14], and then apply it to solve the natural boundary
integral equation with second-order singularity by a truncation strategy. Our method applies fully the properties of
Legendre polynomials that play an important role in evaluating the hypersingular integrals (cf. [17–19]). As a result,
the coefficient matrix of the linear algebraic system obtained by our method is sparse when the order of the matrix
is large and the test examples show that our algorithm yields very accurate results at less computational cost. Our
method can be applied to not only the Laplace equation, but also many elliptic equations such as biharmonic equations,
elasticity equations.
The next section of the work contains the Legendre wavelet. In Section 3, the natural boundary integral equation of
the Laplace equation in the upper half-plane is solved by using the wavelet collocation method. Finally, in Section 4
two numerical examples are presented for testing our algorithm.
2. Legendre wavelet
In this section we construct the Legendre wavelet in the framework of the recursive wavelet construction given
in [13,14,10] for piecewise polynomial spaces on [0, 1].
We first introduce some notation. Throughout this work, N denotes the set of all natural numbers, N0 := {0, 1, . . .}
and Zµ := {0, 1, 2, . . . , µ − 1} for a positive integer µ.
For an integer µ > 1, we consider the contractive mappings on I := [0, 1]:
ψ(t) = t + 
µ
, t ∈ [0, 1],  ∈ Zµ. (2.1)
The mappings {ψ} clearly satisfy the following properties:
ψ(I ) ⊂ I, ∀ ∈ Zµ, (2.2)⋃
∈Zµ
ψ(I ) = I. (2.3)
Let F0 denote the finite dimensional linear space on [0, 1] that is spanned by Legendre polynomials P0(2x − 1),
P1(2x − 1), . . . , PM−1(2x − 1) where M ∈ N and Pm(x) is the Legendre polynomial of order m, namely,
F0 := span{Pm(2x − 1), x ∈ [0, 1] | m ∈ Z M }. (2.4)
It is well known that Legendre polynomials Pm(x) are orthogonal with respect to the weight function w(x) = 1 on
the interval [−1, 1] and satisfy the following formulae [19]:
P0 = 1, P1 = x, (2.5)
(m + 1)Pm+1(x) = (2m + 1)x Pm(x) − m Pm−1(x), m ∈ N, (2.6)
−1
2
∫ 1
−1
Pm(t)
t − x dt = Qm(x), x ∈ (−1, 1), (2.7)
where Qm(x) is a Legendre function of the second kind.
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To construct an orthonormal base of L2[0, 1], we define for each  ∈ Zµ an isometry T on L2[0, 1]:
(T f )(x) :=
{√
µ f (ψ−1 (x)), x ∈ ψ(I )
0, x ∈ ψ(I ). (2.8)
Starting from the space F0, we define a sequence of spaces {Fk | k ∈ N0} via the recurrence formula
Fk+1 :=
⊕
∈Zµ
T Fk, k ∈ N0 (2.9)
where
A ⊕ B := { f + g : f ∈ A, g ∈ B}
denotes generally the direct sum of the spaces A and B .
The sequence of spaces {Fk | k ∈ N0} is nested, i.e.
F0 ⊂ F1 ⊂ · · · ⊂ Fk ⊂ Fk+1 ⊂ · · · , (2.10)
and
dim Fk = Mµk , k ∈ N0. (2.11)
In addition, like for Theorem 2.4 in [13], we can prove that
∞⋃
k=0
Fk = L2[0, 1]. (2.12)
Next we construct an orthonormal base for each of the spaces Fk . We first note that
G0 := {
√
2m + 1Pm(2x − 1), x ∈ [0, 1] | m ∈ Z M }
is an orthonormal base of space F0 and for all f (x) ∈ L2[0, 1]
supp{T f } ∩ supp{T′ f } = ∅,  = ′
where Supp f denotes the compact support of function f . It is not difficult to find that
Gk := {T0 ◦ · · · ◦ Tk−1(
√
2m + 1Pm(2x − 1)) | m ∈ Z M ,  ∈ Zµ,  ∈ Zk}
is an orthonormal base of space Fk , where “◦” denotes composition of functions. In other words, for n =
1, 2, . . . , µk, k ∈ N , if we set
ψ(k)nm (x) =


√
2m + 1µ k2 Pm(2µkx − 2n + 1), x ∈
[
n − 1
µk
,
n
µk
)
0, otherwise,
(2.13)
then {ψ(k)nm (x) | n = 1, 2, . . . , µk, m ∈ Z M } forms an orthonormal base of space Fk .
3. The collocation method
We consider the following Neumann boundary value problem of the Laplace equation in the upper half-plane:{−u = 0, in Ω := {(x, y) | y > 0},
∂u
∂n
= un on Γ := ∂Ω = {(x, 0) | x ∈ R}, (3.1)
where ∂u
∂n
is the exterior normal derivative of function u on the boundary Γ of domain Ω and un is the given function
on Γ satisfying the following compatible condition:∫
Γ
unds = 0. (3.2)
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It is well known that the Green function of the Laplace equation in the upper half-plane is
G(p, p′) = 1
4π
ln
(x − x ′)2 + (y + y ′)2
(x − x ′)2 + (y − y ′)2 , (3.3)
namely{−G(p, p′) = δ(p − p′), p, p′ ∈ Ω
G(p, p′) = 0, p ∈ Γ (3.4)
where δ(p) is the Dirac function.
From the Green function G(p, p′) and the well-known second Green formula∫ ∫
Ω
(vu − uv)d p =
∫
Γ
(
v
∂u
∂n
− u ∂v
∂n
)
ds (3.5)
we get the Poisson formula
u(x, y) = −
∫
Γ
∂
∂n′
G(p, p′) · u(p′)ds′
=
∫ ∞
−∞
y
π[(x − x ′)2 + y2] · u(x
′, 0)dx ′, p = (x, y) ∈ Ω , (3.6)
from which we have the natural boundary integral equation of the Laplace equation
un(x) = ∂u
∂n
(x, 0) = −
∫ ∞
−∞
lim
y→0+0
∂
∂y
y
π[(x − x ′)2 + y2] · u(x
′, 0)dx ′
= − 1
π
∫ ∞
−∞
u0(x)
(x − x ′)2 dx
′, x ∈ R (3.7)
where u0(x) := u(x, 0). The integral in formula (3.7) is a Hadamard finite part integral whose integral kernel has
a singularity of second order and it is divergent in the classical sense. If un ∈ H −1/2(R) satisfies the compatible
condition (3.2), the natural boundary integral equation (3.7) has a unique solution in H 1/2(R) [2, Chapter 2].
For the Neumann problem of Laplace equation (3.1) we can get the solution via the Poisson formula (3.6) if we
can find the solution u0(x) from the natural boundary integral equation (3.7). In the following, we use the collocation
method to solve the natural boundary integral equation (3.7). To this end, we take a positive number T > 0 and
consider the following approximate equation:
− 1
π
∫ T
−T
u0(x ′)
(x − x ′)2 dx
′ = un(x), x ∈ (−T, T ). (3.8)
Let x ′ = 2T t − T , we get∫ 1
0
u0(2T t − T )
(t − x+T2T )2
dt = −2Tπun(x), x ∈ (−T, T ). (3.9)
Since {ψ(k)nm (x) | n = 1, 2, . . . , µk, m ∈ Z M } is an orthonormal base of space Fk , from (2.12) the function
u0(2T t − T ) defined over [0, 1) may be approximated by the finite sum
u0(2T t − T ) =
µk∑
n=1
M−1∑
m=0
cnmψ
(k)
nm (t). (3.10)
Substituting this into (3.9) we obtain
µk∑
n=1
M−1∑
m=0
cnm
∫ 1
0
ψ
(k)
nm (t)
(t − x+T2T )2
dt = −2Tπun(x), x ∈ (−T, T ). (3.11)
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This is the result after taking two times the approximation for the natural boundary integral equation (3.7) from (3.8)
and (3.10). In addition, from the expression (2.13) for ψ(k)nm (t) we get∫ 1
0
ψ
(k)
nm (t)
(t − x+T2T )2
dt = √2m + 1µ k2
∫ n
µk
n−1
µk
Pm(2µk t − 2n + 1)
(t − x+T2T )2
dt
= 2√2m + 1µ 3k2
∫ 1
−1
Pm(t)
(t − µk xT − µk + 2n − 1)2
dt,
so that (3.11) may be expressed as
µk∑
n=1
M−1∑
m=0
cnm
√
2m + 1
∫ 1
−1
Pm(t)
(t − µk xT − µk + 2n − 1)2
dt = − T π
µ
3k
2
un(x), x ∈ (−T, T ). (3.12)
For collocation methods, which are quite different from Galerkin methods, being amenable to L2 analysis, the
appropriate context to work in is L∞ and this is not so easy for identification of good matrix truncation strategies.
Moreover, in entries of the coefficient matrix of the linear algebraic system we have to evaluate the hypersingular
integrals. We will solve these problems via the choices of collocation points.
Since the Gaussian quadratures for the Hadamard finite part integrals relate to the zeros of Legendre polynomials
(cf. [17]), we will construct the collocation points from the zeros of Legendre polynomials. Let 2x1, 2x2, . . . , 2xM be
the zeros of PM (x) and chose the Mµk collocation points as
x = xi j := T
µk
(x j + 2i − µk − 1), j = 1, 2, . . . , M, i = 1, 2, . . . , µk (3.13)
which belong to the interval [(−1 + 12µk )T, (1 − 12µk )T ]; then from (3.12) we have the following linear algebraic
system:
µk∑
n=1
M−1∑
m=0
cnm
√
2m + 1
∫ 1
−1
Pm(t)
(t − (x j + 2i − 2n))2 dt = −
Tπ
µk
un(xi j ),
j = 1, 2, . . . , M, i = 1, 2, . . . , µk (3.14)
for the expansion coefficients cnm , n = 1, 2, . . . , µk, m ∈ Z M .
Now we are able to discuss the influence of the collocation points on the coefficients of the linear algebraic system
(3.14). First, we note that only when i = n do we have x j + 2i − 2n ∈ (−1, 1), since x j ∈ (− 12 , 12 ); that is to say,
there is only a hypersingular integral in each equation of the linear algebraic system (3.14). Secondly, when i = n,
|x j + 2i − 2n| ≥ 2|i − n| − |x j | ≥ 32 ; this prevents the appearance of the case where x j + 2i − 2n is outside but close
to the interval of integration [−1, 1] (this case will be conducive to numerical instability). Thirdly, since |Pm(t)| ≤ 1
and |x j | < 12 , we have∣∣∣∣∣
∫ 1
−1
Pm(t)
(t − (x j + 2i − 2n))2 dt
∣∣∣∣∣ < 23|i − n| , |n − i | ≥ 2,
so that when |n − i | is large, the integrals ∫ 1−1 Pm(t)(t−(x j+2i−2n))2 dt are very small. This means that we can produce
a numerically sparse coefficient matrix for the linear algebraic equation (3.14) by neglecting small entries without
affecting the total accuracy of the approximation.
In order to compute the coefficients of the linear algebraic system (3.14) we only investigate the computations of
two kinds of integrals:∫ 1
−1
Pm(t)
(t − x)2 dt, x ∈ (−1, 1) (3.15)
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and
Im(x) :=
∫ 1
−1
Pm(t)
(t − x)2 dt, x ∈ (−1, 1). (3.16)
For the first kind of integrals, from the formula [2, Chapter 1]∫ 1
−1
f (t)
(t − x)2 dt =
d
dx
∫ 1
−1
f (t)
t − x dt, (3.17)
we have the following computational formula from (2.6) and (2.7):∫ 1
−1
Pm(t)
(t − x)2 dt = −2Q
′
m(x), x ∈ (−1, 1). (3.18)
For the second kind of integrals, we let
Jm(x) :=
∫ 1
−1
Pm(t)
t − x dt, x ∈ (−1, 1), (3.19)
and then from (2.5) and (2.6) we have
I0(x) =
∫ 1
−1
P0(t)
(t − x)2 dt =
∫ 1
−1
1
(t − x)2 dt =
2
x2 − 1 , (3.20)
I1(x) =
∫ 1
−1
P1(t)
(t − x)2 dt = ln
∣∣∣∣1 − x1 + x
∣∣∣∣+ x I0(x), (3.21)
Im(x) = 1
m
[
(2m − 1)
∫ 1
−1
t Pm−1(t)
(t − x)2 dt − (m − 1)
∫ 1
−1
Pm−2(t)
(t − x)2 dt
]
= 1
m
[(2m − 1)(Jm−1(x) + x Im−1(x)) − (m − 1)Im−2(x)], 1 < m ∈ Z M . (3.22)
Hence in order to compute the integrals Im(x), m = 2, 3, . . . , M − 1, we only give the computational formulae for
Jm(x), m ∈ Z M . Like in the computation of Im(x), from the orthogonality of the Legendre polynomials and (2.5) and
(2.6), we obtain
J0(x) =
∫ 1
−1
P0(t)
t − x dt =
∫ 1
−1
1
t − x dt = ln
∣∣∣∣1 − x1 + x
∣∣∣∣ , (3.23)
J1(x) =
∫ 1
−1
P1(t)
t − x dt =
∫ 1
−1
dt + x
∫ 1
−1
1
t − x dt = 2 + x J0(x), (3.24)
Jm(x) = 1
m
[(2m − 1)x Jm−1(x) − (m − 1)Jm−2], m = 2, 3, . . . , M. (3.25)
For an estimate of the computational cost we perform a count of the number of multiplications. Obviously, we
need four multiplications to obtain Jm(x) from Jm−1(x) and Jm−2, and five multiplications to obtain Im(x) from
Jm−1, Im−1 and Im−2(x). Hence, we require only a total of 9N multiplications to obtain the integrals Im(x) in the
N-variable system of linear equation (3.14).
Putting together the discussions above, we conclude that we have a small cost for computing accurately the
integration in the linear algebraic system (3.14), and when the order of the coefficient matrix is large we can produce a
numerically sparse coefficient matrix by neglecting small entries, which is very important in numerical computation.
Our examples in the next section also illuminate that the solution will be obtained at small cost.
4. Numerical results
In this section, we illustrate the use of our algorithm by displaying the results obtained from its application to two
test problems.
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Table 1
The numerical results for Example 1 with T = 106, M = 2, µ = 2
N k error cond c N k error cond c
4 1 0.00556989 4.51 1.00 32 4 0.00556980 40.20 0.941
8 2 0.00556986 10.29 1.00 64 5 0.00556964 79.12 0.792
16 3 0.00556980 20.47 1.00 128 6 0.00556936 156.99 0.688
Table 2
The numerical results for Example 1 with T = 106, M = 2, k = 1
N µ error cond c N µ error cond c
6 3 0.00556911 8.01 1.00 78 39 0.00555794 96.28 0.769
30 15 0.00556467 37.82 0.956 102 51 0.00555435 125.44 0.715
54 27 0.00556156 67.09 0.835 128 63 0.00555076 154.58 0.691
Table 3
The numerical results for Example 1 with T = 106, k = 1, µ = 2
N M error cond c N M error cond c
6 3 0.00556987 44.71 0.944 12 6 0.00556984 2658.26 1.000
8 4 0.00556986 137.40 1.000 14 7 0.00556982 25806.2 0.949
10 5 0.00556984 1152.68 0.960 16 8 0.00556981 58735.7 0.945
Table 4
The numerical results for Example 1 with M = 2, k = 1, µ = 2
N T error cond c N T error cond c
4 102 0.533311 4.51 1.00 4 108 0.000556991 4.51 1.00
4 104 0.0556775 4.51 1.00 4 1010 0.0000556991 4.51 1.00
4 106 0.00556989 4.51 1.00 4 1012 5.56991 × 10−6 4.51 1.00
We first let cond be the L∞-norm condition number of the coefficient matrix,  be the L2 norm of the error of the
exact solution and approximate solution for the natural boundary integral equation on the interval [−T, T ], N denote
the order of the coefficient matrix and c = (the number of non-zero entries of the coefficient matrix)/(the total number
of entries of the coefficient matrix).
In the practical computations for the following examples we replace the entries of the coefficient matrix that are
less than 10−3 by 0.
Example 1. Consider the natural boundary integral equation of the Laplace equation in the upper half-plane
− 1
πx2
∗ u0(x) = 2x
(1 + x2)2 , x ∈ R. (4.1)
The exact solution of this equation is u0(x) = x1+x2 . The numerical results are presented in Tables 1–4.
Tables 1–4 show that the larger the parameters M, k, µ, especially T , the more accurate the approximate solution.
However the parameter M should not generally exceed 3 in practical computation since the condition number increases
quickly with increase of M , from Table 3.
Example 2. Consider the natural boundary integral equation of the Laplace equation in the upper half-plane
− 1
πx2
∗ u0(x) = 6x
2 − 2
(1 + x2)3 , x ∈ R. (4.2)
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Table 5
The numerical results for Example 2 (set µ = 2)
T M, k N error cond c
M = 2, k = 1 4 0.000034903 4.51 1.000
104 M = 2, k = 4 32 0.0000220179 40.19 0.941
M = 4, k = 1 8 0.0000347372 137.40 1.000
M = 2, k = 1 4 3.49455 × 10−8 4.50 1.000
106 M = 2, k = 4 32 3.48039 × 10−8 40.19 0.941
M = 4, k = 1 8 3.49439 × 10−8 137.40 1.000
The boundary value of the exact solution of this problem is u0(x) = x2−1(1+x2)2 . We may obtain the same conclusion as
was stated above from the numerical results of Example 2 and some numerical results are presented in Table 5.
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