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あらまし
物体の空間内での位置及び向きを非接触で多自由度で計測することは，工業計測や生
体運動計測等の様々な分野で重要であり，種々の方法により計測が試みられている.特に
磁界を利用した方法は原理的に非接触計測が可能であるため，計測そのものによって影響
を受けやすい生体各部の運動等に対しでも適用することが可能である.制御対象の周辺に
磁束を歪める磁性体が無ければ，物体によって遮蔽され，不可視な測定対象の運動測定に
も適用可能である.現在使用されている磁界を用いた多自由度運動計測には変動磁界とセ
ンサコイルを併用するものがほとんどである.原理的にはセンサコイルに誘起される誘導
電流が各自由度毎に位相の違いとして検出できるよう周波数や振幅，位相の異なる変動磁
界を生成し，その中にセンサコイルを置く方法が用いられる.一方永久磁石を使う方法は
位置のみまたは特定方向の回転のみといった自由度の小さい運動の計測にしか用いられな
い.これは小型磁石の位置と向きから周辺の磁束密度分布を求める問題は，逆問題の 1種
であり一般に解くことができないためである.
本論文では小型永久磁石周辺の磁束密度分布から磁石の位置と向きを求める逆問題に，
任意関数の汎用近似器としてパックプロパゲーション・ニューラルネットワークを用いる
ことにより，高速，高精度に多自由度運動計測が可能なシステムを提案し，計算機シミュ
レーションを用いてその有用性を検討した.その結果，上記の逆問題の解の近似を位置，
向きついてそれぞれ平均で0.4%， 0.04度程度の精度で行うことが可能で、あることが確認
された.これにより例えば多次元ポインテイングデバイス等へ本システムを適用可能であ
るものと思われる.
生体運動計測の一種として古くから盛んに計測が試みられているものに顎運動計測が
ある.これは顎運動が校合機能の解明や顎関節症等の診断等に関する様々な情報を含んで
いると考えられるためである.しかし測定対象である下顎骨が皮膚により覆い隠されてお
り外部から見ることができないこと，下顎運動が6自由度を持っていること，測定による
下顎運動への影響が出やすいこと，数10μm，0.1度程度の精度が必要なことなど生体運
動計測の中でも特に困難な部類に入る.従来の計測法には機械的計測法，光学的計測法そ
して磁気的計測法が用いられてきたが上のような条件を全て満たすものはほとんど無い.
本論文で提案した運動計測システムは測定対象に小型の磁石を固定するだけで良く顎運
動にも制限を加えないことから，下顎の運動計測への応用は特に有用と思われる.測定空
間を下顎前肢部計測用に最適化するなどして，計算機シミュレーションにより検討した結
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果，位置，向きついてそれぞれ平均で7μ，0.002度程度の精度で計測可能なネットワーク
を構築することができた.これは精度的には下顎運動計測システムとして実用可能である
と思われる.
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第1章序論
物体の空間内での位置および向きを多自由度で計測することは，工業計測や生体運動
計測等の様々な分野で重要であり，数多くの方法が提案されている.工業計測分野では 1
自由度の高精度センサを計測したい部分に直接取り付け，これらを複数組み合わせて多自
由度を計測する場合も多い [37].一方，生体這動は測定する行為によって運動そのものが
影響を受け易いため運動部位と外部の計測装置は，非接触であることが望まれる.現在生
体の多自由度運動計測には画像処理を応用した方法[36]，光やレーザ，超音波の反射や透
過を利用する方法 [34，35，40]，磁界を用いた方法 [28-33，39，40，42，46]等が考案され実際
に応用されている.しかし測定対象が何らかの遮蔽物によって観測する外側から隠蔽され
ている場合の，簡便かつ高精度な運動方法についての研究は少ない.このような運動の計
測には，生体組織が磁界に透過であることから，磁界を用いた方法が最も適していると考
えられる.
磁界による運動計測法の原理には，永久磁石による静磁界を磁気センサで測定し両者の
位置関係を求めるものと，正弦波磁界による電磁誘導を利用するものの2種類がある.本
研究で検討している運動計測システムは，測定対象に小型の永久磁石を取り付け，周辺に
固定した磁気センサで計測した磁束密度分布から磁石の位置と方向を推定するというも
のである.本法では測定対象には小型磁石を取り付けるだけでよいため，変動磁界を用い
る方法[28，31，32]のように測定対象に取り付けたセンサコイルから外部の測定器への信号
線が測定対象の運動を拘束することはない.ところが複数の磁気測定点での磁束密度分布
から磁石の位置と向きを求める問題は，逆問題の一種と考えることもでき，一般に解くこ
とはできない.このため精度の高い近似解を得るためには最適解で最小値を持つ評価関数
を設定し，これが最小となるように推定するパラメータを変更しながら}I真方向計算を繰り
返すという反復法を適用することが考えられる.}I頂方向計算には有限要素法などの解析的
な方法がよく用いられるが 1回の計算だけでもかなりの計算時間を要するため，反復法
を使つての時間分解能の高い実時間計測は難しくなる.そこで小型磁石を磁気ダイポール
で近似し計算を簡略化したり [3]，予め測定しておいたキャリプレーションを利用する方
法 [30，46]等が用いられてきた.ただし計測可能なのが位置だけに限られることなど，多
自由度運動計測法としては不十分な点が多い.
一方，生体の脳の情報処理の機序を明らかにするために様々な研究が行われている.これ
らの研究によって得られた様々な生理学的または心理学的機序に習うことにより，生体の持
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つ柔軟で高度な情報処理を行なう機械を作ろうとする試みが行なわれてきた.McCulloch 
とPi七tsによって1943年に発表された神経の情報処理の数理モデル[1]はその後のニューロ
コンピューティングの基礎となるものであった.その後1958年の Rosenblattらのパーセ
プトロンや， 1962年のWidrowらのADALINEなど，数々のモデルが提案された. 1969 
年の MinskyとPapertらのパーセプトロンが線形分離問題にしか適用できないという指
摘 [2]によって一時下火にはなったものの， 1980年前半のHopfieldの活躍などによ り再び
脚光を浴びるに至った.特に 1986年に Rumelhartらが多層フィードフォワード型ニュー
ラルネットの自動学習アルゴリズムとしてパックプロパゲーション法を発表して以来 [4]， 
パターン認識，自動制御，システム同定など様々な分野で盛んに用いられるようになった.
本研究で取り上げているパックプロパゲーション・ニューラルネットワークは生体の神
経系の数学モデルという見方が根底にはあるものの，むしろ回帰分析法の発展型と見たほ
うが適当である.その強力な関数近似能力から，今後任意関数の近似問題に対して重要な
役割を果たすものと考えられる.本研究では前述の磁石による周辺磁束密度から磁石の
位置と向きへの写像をバックプロパゲーション・ニューラルネットワークに予め学習させ
ておくことにより，多自由度運動計測システムを構成することを試みている [38，52--55]. 
本方法では測定時においてはパックプロパゲーション・ニューラルネットワークの順方向
伝播を 1度だけ計算すればよいため，反復法を用いる方法と比べて高速な運動計測が可能
になると期待できる.またパックプロパゲーションは任意関数の近似が可能なため，入力
から出力への写像がill-poseではない限り多自由度の計測が可能である.本論文の3章で
は，提案システムの構成等の概略を示し，シミュレーションの簡略化の為の小型磁石の磁
気ダイポールモーメントによる近似についてその妥当性を検討している.さらにニューラ
ルネットワークの学習アルゴリズムについて述べる.4章では磁気センサの配置やネット
ワークの構成と測定誤差との関係等の本システムの基礎的な性質について，運動測定の用
途を限定しない一般的なシステム構成において，センサ配置やネットワークの構造が推定
精度に与える影響を計算機シミュレーションを用いて検討する.その結果，提案法が推定
精度や処理時間の面からみて，実用的な規模のニューラルネットワークを用いて実現可能
であることを示す.
生体の部分運動計測の一分野に下顎の運動計測が挙げられる.下顎運動は佼合機能の
解明や，顎関節症等の診断，治療に重要であり，古くから数多くの研究者により様々な
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方法が検討されてきた [44].初期には機械的リンクにより顎運動を直接計測するものや，
stro bo scopeを用いて光学的に計測するもの [47]が用いられていた.その後磁界を用いた
もの [46]，機械的計測法だが電気的なスケールを用いたもの [48]，画像処理や光学電子機
器を用いたもの [3ぅ72]などが提案され，非接触で高精度計測をする研究が行なわれてい
る.しかし実用的には 多自由度計測，高精度，被験者への軽負担，取り扱いが容易など
条件の条件をすべて満たすものはまだない.本研究で提案する運動計測システムは，これ
らの条件を満たすと期待できる.そこで本研究では提案法の一応用例として顎運動計測
を取り上げる.5章では前章の結果を踏まえて顎運動計測用にシステム構成を最適化し，
ネットワ二クの学習を行って推定誤差について検討を行ない，精度的には顎運動計測に十
分な性能を持つことを示す.
最後に 6章では本研究で得られた結果と今後の課題について述べる.
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2.1 はじめに
人間のからだの中で最も重要で，最も深遠な器官の一つには脳が挙げられる.我々の心
は全てこの 1，400gそこそこの灰色の塊の中に収まっている.人聞がこの一見地味だ、が非
常に優れた情報処理能力を持つ器官の正確な機能を知るようになってから，まだ100年そ
こそこしか経っていない.しかもその機能や仕組みについては今だに多くの未知の部分が
残されている.逆に言うと，脳は人聞がその研究に心血を注いでも， 100年程度ではとて
も紐解くできないような巨大なシステムなのである.にもかかわらず脳と同じように柔軟
で発展性に富む情報処理機械を，脳の構造を真似ることにより人工的に創造しようとする
野心的な試みが数多くなされてきた.1943年のMcCullochとPittsのニューロンモデル
[1]に始まって，現在に至るまで数多くの脳や神経系のモデルが提案されている.もっと
もこれらは脳全体をっくり出すには遠く及ばず，脳を構成する神経細胞のささやかな数学
モデルを作成し，それらを組み合わせているに過ぎない.それで、もそれらの人工神経団路
網，すなわち人工ニューラルネットワークは，構成要素の原理が非常に単純であるにもか
かわらず，複雑な論理の組合せであるノイマン型コンピュータに劣らない仕事をこなす事
が示されている.例えば近年のニューラルネットワークブームの火付け役の1つにもなっ
た，英文読み上げシステム NETtalkは，商品として発売されていたDECtalkにも劣らな
い性能を持つ事ができた.
さて，ニューラルネットワークを「人工の脳」として捉えるのではなく，純数学的な
解析アルゴリズムとして工学的に応用するという研究も盛んに行われている.すなわち
ニューラルネットワークを純粋に数学的あるいは工学的な一手法として扱うものである.
この場合，人工ニューラルネットワークは汎用関数近似器として利用される場合が多い.
例えば内部構造が未知であるプラントの入出力関係の近似等に用いられたり，自動制御の
コントローラとして使用されるものがこれに相当する.そこで、はニューラルネットワーク
という言葉は用いられるものの，生体のモデルという枠組とは完全に異なっている.本稿
では磁気を用いた運動計測法に対してパックプロパゲーション・ネットワークを用いてい
るが，これはまさにニューラルネットワークを関数近似器として利用するものである.
2.2節では生体における情報伝達システムについて概観する.2.3節では生体における情
報処理機序を単純化した数学モデルとしての人工ニューラルネットワークについて代表的
なものを幾っか示す. 2.4節で、はパックプロパゲーション・ニューラルネットワークにつ
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いて学習アルゴリズムも含めたアーキテクチャについて詳述し さらに Rumelhartらに
よるオリジナルのパックプロパゲーション・ニューラルネットワークの性能を改善する幾
つかの手法を 2.5節で示す.また2.6節では連続値関数をパックプロパゲーション・ニュー
ラルネットワークを用いて近似し，実用する場合に重要となると思われる雑音の関数近似
精度への影響について触れる.
なお本章以降，パックプロパゲーション・ニューラル不ツトワークの略語としてBPNI¥
を用いる.
2.2 生体の情報伝達システムと神経系
生体は非常に複雑だが高い合目的性を持つシステムである.
l個の個体が生存するための，最大かつ唯一の目的は種の存続である.これを遂行する
ためには， 1個の個体は変化する環境の中に対応し，多くの活動を成し遂げなければなら
ない.つまり 1個体が生きるということは様々な情報を取得し それらに対する適切な
反応を行うことである.
環境に対する反応方法に関する情報は，根源的には遺伝子に組み込まれている.体は環
境に対する様々な対処方法を 遺伝子を元に構造的に再構成したものである.一方，環境
や様々な活動のための後天的かつ流動的な情報は，多くの場合化学物質に託されている.
情報伝達の必要性が生じた時単細胞生物や比較的単純な多細胞生物であれば，化学物質
を拡散させることにより直接的に伝達する.ところが体が大型化し，体内に様々な器官が
生じて各部で機能分担が行われるようになると，受動的な拡散だけでは情報伝達は不十分
である.これは体内の容積が大きくなる分伝達物質が希薄になり，伝搬効率が低下するた
めと，伝達経路が長くなるため大きな遅延が生じてしまうためである.これに対応するた
めに生体は，情報の伝達物質に対する感受性を極度に高くしたり，情報伝達のための特殊
な器官すなわち神経細胞を設けるという方法をとった.このため，例えば人間であれば内
分秘系と，神経伝達系という 2種類の体内情報伝達系が存在している.
神経伝達系を体内構造として取得した種は，更に多様な体の構造をとることができるよ
うになった.また複数の器官を速やかかっ滑らかに協調動作させることができるようにな
り，多様な活動を行つことができるよつになった.これらの複雑な活動を統括するために
は，多くの情報を集約して処理を行う，高度な情報処理システムが不可欠である.これを
担当するための器官がすなわち神経節や脳である.
このように見ると，情報伝達能力を高度化し，環境の変化や生存競争に対する適応力を
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高め，生命維持システムを極度に高度化，複雑化してきた結果が今日の多様な種を生んで
いるのである.逆にいうと進化がさらなる進化を導き，それが泥縄的，病的に複雑なシス
テムを生んで、きたともいえる1
人間の脳の構造はまさにこれまで、の種の進化の歴史を雄弁に物語っている.生命維持に
必須の脳幹は，基本的な生命活動を行わせ，生命を維持するという機能を持っており，食
欲，性行動，怒り等動物として生きるための本質的な中枢が備わっている.最も単純な脊
椎動物である魚類は脊髄と脳幹が大半を占めている.さらに小脳等に働きかけて運動系を
微妙に制御し，表情，態度といった感情の表出なども行う大脳基底核，単純な喜怒哀楽と
いった動物的な感情を創出する大脳辺縁系と続き，奇形的に巨大に発達した大脳新皮質が
人間的な様々な情報処理を行っている [27，73，74].
しかし脳がこのよっに複雑化した結果，我々人間の脳は，脳自身について考えるという
一種逆説的な活動を行うようになった.古来から人間は自分自身が何であるかついて考
え，哲学，倫理学，工学等様々な学問が形成されてきた.そういったなかで人間を含めた
動物がどのような機序で、思考を行っているかを解明し，人間のように考える機械を製作す
ることは人類の生来の欲望の 1つであろう.
図2.1McCulloch -Pitts型形式ニューロン.
lおもしろいことに，よく似た現象を現在の技術発達とそれに伴う製品開発にも見ることができる.例
えばパーソナルコンピュータのオペレーテイングシステムは，発売当初の 1970年代には数KBytes程度の
メモリで動作するものであった，様々な機能を付け加えて「高度化」した結果，現在ではその 1，000倍以上
の 10MBytes程度のメモリを必要とするようになっている，ところが本質的にオペレーテイングシステム
が行っている仕事には大差は無い.またある種の仕事 (例えばディスク上のファイルを削除する)をするの
にかかる体感速度は大して変化していない.
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20世紀に入って本格化した脳研究と，その成果を工学的に応用しようとする研究はお
互いに影響しながら今日まで発展してきた.本来の人工ニューラルネットワークはその名
称、の通り生体の神経団路を何らかの数学モデルとして表したものである.実際的な応用と
して，手続き型の情報処理機械(すなわちノイマン型コンビュータ )と同等，またはノイ
マン型コンピュータでは容易に実現できない，生体における柔軟性に富む情報処理機能を
持った計算機械の開発が考えられてきた.
生体の脳に似た情報処理機械を開発するという一種誇大妄想的な研究目標に対して，非
常にささやかながら着実な一歩を踏み出したのが1943年に McCullochとPittsにより発
表されたニユーロンの数学モデルであった [1]. この McCulloch-Pittsの形式ニューロ
ンは図 2.1のような非常に単純なモデルであり，離散時間上で動作し，各時刻 tでニュー
ロンは発火する (y(t)= 1)かしない (y(t)= 0)かの2つの状態をとる.シナプスには
結合荷重 (ω1，・1ωn)があり，ある時間 tにおける入力の結合荷重による重み付け和
2:iね(t)がニューロンの持つ関値 Oを越えるとニューロンは次の時刻 t+1で発火する.
この単純なニューロンを組み合わせることにより原理上どんな算術関数や論理関数も計算
が可能であることが示された.
1949年にHebbにより紹介された仮説はシナプスにより結合された2つの神経細胞が同
時に発火した時にその結合荷重が増加するとするものであった.いま神経細胞zから jへ
至る結合荷重を叫J' それぞれの細胞の出力を Yi，めとすると結合荷重の変化量 5切りは，
5ωij =αYiYj - sWij (2.1) 
と表される.ここで α，sは定数である.この考え方は Hebb学習として以降の様々な
ニューラルネットワークの学習則に影響を与えている.
1958年， Rosenblatt はパーセプトロン (Perceptron )と呼ぶニューラルネットワークを
提案した.パーセプトロンはMcCulloch-Pittsの形式ニューロンと非常に良く似たニユー
ロンから構成されるネットワークであり，パーセプトロン学習則という教師付きの誤り訂
正学習法で学習を行う.パーセプトロンの出力はMcCulloch-Pittsの形式ニューロンと同
様，入力パターンの重み付け和が関値を越えるか否かで l及びo(または -1)をとる.
図2.2は受光ユニットに提示されたカードに示される数字が奇数 (1)か偶数か (-1)を
判定するパーセプトロンである.受光ユニットから連合ユニットは固定したランダム結合
で，連合ユニットから応答ユニットは可塑性を持った結合である.学習はこの部分の結合
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図2.2単純パーセプトロン.
を適切に調節することによって行われる.もし訓練用のパターンを提示した時のパーセプ
トロンの出力が正しければ，結合を増強し，もし誤りであれば正しい出力を出力するよう
結合を調節する.これを繰り返して学習を進めていく.パーセプトロンは分類しようとす
るパターンが線形分離可能であれば，非常にうまく目的とするクラス分けを学習する.し
かし MinskyとParpertが1969年にその著書 Perceptronの中で指摘したように，線形分
離不可能な XOR(排他的論理和)といった多くの単純な課題を学習することができない
[2]. この事実は一時期活発になりつつあったニューロコンピューティングの研究を鎮静
化させるきっかけとなった.
パーセプトロンとは別に1962年Widrowらは全く別のニューラルネットワークを提案し
た.ADALINEと名付けられたこのアーキテクチャでは，入力値と結合荷重の単純な重み
付け和により処理要素の出力が計算される.学習は Widrow学習則 (またはWidrow-Hoff 
学習則， LMS学習則，デルタ則)と呼ばれるもので，単純処理要素の性能を最小2乗誤差
性能関数において可能な限り最良の結合荷重を見付けるように学習が行われる.性能評価
を2次関数を用いて行うため評価関数の極小点は唯一であり，最小値に結合荷重が収束す
ることが保証される.この Widrow学習則は単純ではあるが非常に強力な学習則であり，
様々な変形を加えて現在でも使用されている.
これらとは全く異なる学習原理を用いるニューラルネットワークアキテクチャも数多く
提案されている.例えばKohonen学習として知られる競合学習の一種は，学習動作の前
に必ず競合過程を必ず含み，勝ち残った処理要素だけが自分自身の結合荷重を変更できた
り，非勝利要素とは異なる更新則を用いることができるというものである [6]. これは教
師あり学習法である Widrow学習等とは全く異なり，教師無しの学習法の一種である.原
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理的には 1層の処理要素の重みベクトルを，訓練に使われる入力ベクトルの生起確率密度
にほぼ比例した数密度で分布するよう に調節するというものである.
この他にも Hopfieldネットワークのような相互結合ネットワーク， Kohonen層と Gross-
berg 層を組み合わせたカウンタープロパゲーションネットワーク [5]，処理要素の入出力
関数がガウシアンの形をした RBF(Radial Basis Function)ネットワーク (11-13]，多項
式ニューラルネットワークである GMDH (Group Method of Data Handling，データ処
理の群的手法)ニューラルネットワーク [14]，連想記憶を実現する学習行列ネットワーク，
2.4節で詳述するパックプロパゲーション・ニューラルネットワーク [4]等がある.
ニューラルネットワークの応用分野は問題の性質によって3種類に分類することができ
る.第 1は文字認識といったクラス分類である.1950年代から 1960年代にかけての最初
のニューラルネットワークブームのきっかけともなったパーセプトロンや，パックプロパ
ゲーション・ニューラルネットを広く知らしめることとなったSejnowskiとRosenbergに
よる NETtalk (英語の原文から音声合成用サウンドジェネレータ用の発音コマンドを生
成する)もこれに入る.第2は入出力値が連続値をとる連続関数近似である.株式相場の
推移の予測やプラントの制御量と出力値の近似，時系列信号からのノイズの除去等がこ
れに相当する.第3は与えられた問題の最適パラメータを求める最適化問題への適用であ
る.巡回セールスマン問題がこれにあたる.
ニューラルネットワークはそのアーキテクチャによって 上の3つに分類された問題に
対して最適なものと，最適ではないが適用可能なもの，原理的に適用不可能なものがある.
例えばバックプロパゲーション・ニューラルネットワークは，クラス分類，関数近似には
適用可能であり 良好な性能を示すが，最適化問題には適応することはできない.一方最
適化問題へ比較的容易に適用できる Hopfieldネットワークは，連続値関数の近似に利用
することはできない.またカウンタープロパゲーション・ニューラルネットワークはベク
トル量子化 (ある種のパターン分類問題と考えることができる)には非常に優秀な性能を
示すが，連続値の写像問題にはパックプロパゲーション・ニューラルネットワークの方が
良好な結果を示す.このようにニューラルネットワークをある問題に対して適用しようと
する場合，その問題の性質と，ニューラルネットワークの特徴を考慮して適切なニューラ
ルネットワークアーキテクチャを選択する必要がある.
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?? ? ?
??? …
Op(l-l)O = 
Op(l-l)1 
Op(I-1)2 
Op 
Op(I-1)4 _づ、 /netpli Opli 
Op(l-l)n 
図2.3パックプロパゲーション・ネットワークの構造.中間層数は任意である.中
間層と出力層には常に lを出力するバイアスユニットが接続されている.
図2.4BPNNを構成する形式ユニット.前段のユニットの出力値 Op(l-l)j(j -
0，1，..， n)の結合係数 ωplu(i=111・.，m j = 0，1，・ 3η)による重
み付け和 netが計算され，特性関数ψli(・)による演算結果がこのユニッ ト
の出力値 Oplj となる.Op(l-l)Oはバイアスユニットを意味し，常に 1を出
力する.
2.4 バックフロパゲーション・ニューラルネットワーク
ニューラルネットワークにより実現しようとしている関数 fを η 次元ユークリッド
空間の有界部分集合 Aから m 次元有界部分集合 f[A]への写像とする.すなわち f:
AcRη →Rm とする.このように写像を近似する機能を持ったニューラルネットワー
クは写像ニューラルネ ットワークとも呼ばれ，バックプロパゲーシ ョン・ネットワーク [4]
や， Kohonenの自己組織化ネットワーク [6]，Hecht-Nielsenのカウ ンタープロパゲーショ
ン不ツトワーク [5]，RBF不ツトワーク [11-13]，GMDHネットワーク[14Jなどのニュー
ラルネ ットワークがこれにあたる.中でも BPNNは1986年に RumelhartらPDPグルー
プによ って発表されて以来 [4)，最も多く使われているニューラルネットワークモデルの
一つである.
ノてックプロパゲーション・ニューラルネットワークは， Iニューラルネットワーク」とい
う名称が使われており，生体神経系の数学モデルという見方が根底にはあるものの，事実
上はむしろ純数学的な回帰分析法の発展系と見た方が適当である.その強力でかつ汎用性
の高い学習能力からパターン認識や制御等その応用分野は広範囲にわたる.
BPNNは図2.3に示すような教師っき学習を行なう多層フィードフォワード型ニューラ
ルネ ットワークである.ネ ットワークは図 2.4のような形式ユニ ット2 または単にユニ ッ
トと呼ばれる処理要素から構成される.第 l層の t番目のユニ ットのパターン pに対す
る出力値は次のようにして計算できる.
Opli 内(πetpli) (2.2) 
(2.3) 
n 
7叫
ここでj=Oのユニットはバイアスユニットを表わし，その出力 Op(l-l)Oは常に 1である.
特性関数 ψli(・)にはψ(x)= tanh(x)やロジスティック関数 ゆ(x)= 1/ (1 + exp ( -x ) ) ，或
いは線形関数ψ(x)= xといった非滅少連続関数が用いられる.外部からの入力ベクトル
%を直接受け取る層を入力層といい，各ユニットは結合をもっ中間層ユニットに入力値を
単純に分配するファンアウトユニットとして機能する.入力層ユニットの出力は Opl= xp 
となる.中間層は外部との聞に直接情報のやり取りをしないため隠れ層とも呼ばれる.多
層フィードフォワード型ニューラルネットワークは中間層が1層あればユニット数を適切
に選ぶことにより任意の関数を任意の精度で近似する能力をもつことが船橋の論文 [7，8]
等で証明されているが BPNNの場合l層よりも 2層のほうが学習が容易なことから実用
2ニュー ロン (neuron)と呼ばれることもあるが，生体の神経細胞のモデルである という意味が必要以上
に強調され，あたかもニューラルネットワークが万能であるかのような印象を生むのを防ぐため，本稿では
ニューロンという呼び方は避ける.
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的には 2層のものもよく用いられる.
BPN:t¥を学習するとは，関数fの幾つかの実例から，関数fの入出力動作を近似でき
るように，ネットワークの内部パラメータを最適化することである.ここでネットワーク
への p番目の実例の入出力ベクトルをそれぞれ Xp， Yp とする.学習に用いる一連の入
出力ベクトルのセットを学習パターンと呼ぶ.BPNNが関数 fを適切に近似できたかど
うかをテストするためには，未学習の入力ベクトルに対して BPNNが適切な値を出力す
るかどうかを確認しなければならない.そこで、学習パターンとは別に一連の入出力の実例
を用意し，これをテストパターンとする.
BPKNの学習則は一般化デルタルールとも呼ばれ，入力パターンに対するニューラル
ネットワークの出力値とその時の目標値との 2乗誤差を最小にするように，最急降下法
を用いて結合係数を変化させるアルゴリズムである.2乗誤差 E は以下のように定義さ
れる.
E = L，Ep (2.4) 
p 
-U|opL-U (2.5) 
ここで Lはネットワークの層数を意味し，OpLは出力層ユニットの出力ベクトルである
ことを示している.
Eを結合係数を変化することにより最急降下で減少させるためには，結合係数の空間
での誤差平面 Eの勾配を求め符号を逆転した方向に結合係数を変化すればよい.結合係
数の変化量をムω とすると，
ムwα-VwE
と表わされる.ωlijだけに注目すると，
θE_，"， θEp 一 、.一
θωμj ケθωlij
となる.第 pパターンについて chainruleを適用すると，
θEp _ θEp θnetpli 
δωlij δηetpliθWlij 
下、'ザ、、
、ー」ーに，
5θEp 
pli =θηetlij 
と定義して，式 (2.8)に代入すると，
θEp _ Aθnetp1i 
何回ーマ“五;7
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
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式 (2.3) より，
θEιnδ/一¥可吋:= ち可〔貯芸Pいω叫山川川I“以叫叫t此ω州州kω内O匂制p凶川川(引ト似川IトM一→吋-l)k片リ)=ω仏6pliOp(ρ内内O匂旬州 川川3 (2.11) 
カが宝得られる.6pliは，
8Ep 8Ep θOpli δEp _1.1 
5--L--i一一一一一ゆ(ηetpli) (2.12) 
li一 θnetlij θOpliδηet143-θoplt p z 
と計算できる.l = Lすなわち出力ユニットのとき，式 (2.12)は2乗誤差の定義 (2.5)
から，
6pli = (OpLi - Ypi)ψ1 (ηetlij) (2.13) 
が求まる.一方 li= Lすなわち中間層ユニットのときは，式 (2.12)の右辺の積の微分に
chain ruleを適用し，
θEp 
θOpli 
て「 δEp θηetp(l+l)q
ケθηetp(川 qθOpli
一 θEpθ ー
‘ 一・…しー…ーケ 8netp(川 qθOpliケU.I~ L十l)qzvpLt
一 θE"，-十 8netp(ムl)qω(l+l)qi
= :L6p(l+山初(l+l)qi
が得られる. したがって l手Lのユニットについては，
6pli =ψ'( netpli)乞6p(I+1)仰 (l+l)qi
となる.
以上をまとめると，
ムω=一ηマωE
すなわち，
ムωlij=一ηL，6pliOp(l-1)j 
p 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
である.ここで ηは学習係数と呼ばれる定数である.式 (2.17)は，全学習パターンに対
して dpliを加算して，ムωlijを求め，結合係数を変更するので一括更新法と呼ばれる.一
方，dpliを加算せずに， 1個の学習パターンを提示する毎に結合係数を更新する方法もと
られ，逐次更新法とよばれる.この場合，結合係数の更新則は
ムωlij=-η6pliOp(l-1)j (2.18) 
となる.
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3番目は BPNNの構造と評価関数に起因している.BPNNは中間層に非線形関数であ
このため非線形問題の分類が可能であ り，パーセプトロンで問題とるシグモイドを含む.
しかし一方で、，評価関数なったような線形分離不可能な問題に対しでも適用可能である.
』?
』??
?
』? ?
?
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を用いて構成される誤差曲面は非常に複雑な形状を呈するようになる.パックプロパゲー
ション誤差曲面は次のような特徴があることが知られている [10](図2.5). 
-局所最小点(localminuma)が存在する.weight space 
-多数の大域的最小点 (glo bal minima)を持つ.図2.5パックプロパゲーション誤差平面の模式図.
-勾配が緩やかな領域が多く存在する.
したがっオリジナルのBPNNの場合結合の更新は現在の誤差平面の微分しか参照しない.
BPNNの学習性能の改善
BPNNは強力でパターン分類，連続値関数の近似等に幅広く利用可能であるが，次の
2.5 
て1度局所最小解にトラップすると， 2度と抜け出すことはできなくなる.
ような 4つの弱点が指摘されている.
4番目の問題は BPNNの学習時に乱数を用いることに起因している.BPNN学習則で
1.学習回数が多い. このことは最急降下法の初期値が学習試は結合荷重の初期値を小さな舌L数値に設定する.
行により異なっていることを意味している.パックプロパゲーション誤差平面は先にも述2.ネットワークの停滞が起こる.
また最適解である大域的極小点が多数あるたべたように非常に複雑で、入り組んでいる.3.局所最小解への収束が起こる.
したがって結合荷重空間のどの位置
から学習を開始するかによって，学習によって得られる BPNNの結合荷重は全く異なっ
め，学習により求められる結合荷重は一意ではない.4.学習結果が乱数に依存している.
l番目の学習回数の問題はBPNNが最急降下法をベースにしていることに由来し，荷重
アプローチの方法には次
たものとなり，学習結果の再現性に乏しい.
このため最適値に収束するまの更新量が十分に小さいという仮定があるのが原因である.
これらの弱点の改善する非常に多くの方法が考案されている.でに無限回の繰り返しが必要になる.荷重の更新量は式 (2.16)で示されるように学習係
のようなものカぎある.これを大きくすると更新量は大きくなるが，誤差平面が急峻な領域数 ηで調節できる.
1.結合更新則の改善では更新量が大きくなりすぎ，最小解を通り越したり，振動が生じたりする恐れがある.
2.誤差関数の改善
一方小さくしすぎると誤差平面がなだらかな領域で、は結合の更新が非常に緩慢になる.確
このことが学習回実に収束させるためには多少小さめの学習係数を用いなければならず，
3.構造の動的変更
数の増大を招く.
第lは式 (2.16)で示される従来の結合更新則に収束の高速化のための項を付加したり学2番目のネットワークの停滞についてはBPNN学習則が2乗誤差を評価関数とした勾配
習係数 ηに各荷重毎に異なる値を用いるものである.第2は式 (2.5)のように目標値とつまり大域的極小点の周辺では誤差平面は2次楕円体となって法であることに起因する.
ネットワークの出力値の 2乗誤差で定義されていた評価関数を変更するものである.第3いるため，誤差平面の傾きはOに近くなり結合荷重の更新量は極めて小さくなる.すなわ
は学習時にの中間層ユニットや結合の増滅[15-18]やユニットの入出力関数の変更[19]をち最適解に近付く程，結合荷重の更新が遅くなるという矛盾した性質を持っているのであ
行うものである.
本稿ではこれらのうちの幾つかについて述べる.
これがネットワークの停滞であり，収束には非常に多くの結合荷重の更新を繰り返さ
なければならない.
る.
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2.5.1 モーメント項の付加
式 (2.16)にモーメント(慣性)項を付加する方法は学習の高速化の為に最も多く用い
られているアルゴリズムであり [4]，結合更新量ムωmom を，
ムWmomニムω十 αムWprev (2.19) 
とするものである.ただし，ムω は式 (2.16)の更新量を表し，ムWprevは前回の荷重更
新時のムWmomである.ここで αは慣性項係数と呼ばれる定数で，0く αく 1の範囲の
実数(通常は 0.9程度)が用いられる.BPNNのアルゴリズムを大幅に変えることなく，
増加する計算量コストが小さい割には比較的良好な結果が得られるという特徴がある.
慣性項の効果としては，結合荷重空間において荷重更新の方向が連続して同じであれ
ば，誤差曲面がなだらかな場合でも速やかに更新が行われることである.また誤差曲面の
勾配だけでなく それまでの「はずみ」も荷重更新に利用されるため， (実際に存在する
かどうかは別として)小さな局所最小解であれば抜け出すことが可能である.また誤差曲
面には多くの谷があり，誤差曲面の勾配だけを用いて荷重を更新した場合，底の周辺では
振動が起こってしまうが，慣性項によって振動をある程度抑制することが可能である.
2.5.2 Kick out法
Kick out法は慣性項と delta-bar-delta法を組み合わせた Jacobのhybrid法 [3]にさら
に誤差曲面の谷においての振動を抑制する項を付加したものである [20]. 
学習係数は誤差曲面の勾配がなだらかな領域では速やかに更新が進むように大きく設定
し，逆に急峻な領域では過剰な更新を避けるため小さく設定した方がよい.ところが誤差
曲面の各結合荷重成分毎に勾配は異なるため，ある成分に対しては適切な結合荷重であっ
てもその他の成分に対しては，過大あるいは過小であることがありえる.delta-bar-delta 
法では荷重毎に異なった学習係数を設け，誤差曲面の傾きによって学習係数を増減する.
大域的な誤差出面の傾きを表すために過去の繰り返し点での勾配を平滑化した瓦を用い，
各結合荷重毎の学習係数を更新しつつ結合荷重を更新するアルゴリズムである.これと
2.5.1節のモーメント項を併用するのがJacobのhybrid法である.
以下にJacobのhybrid法の学習則を示す.
切k+l = Wk +ムωk (2.20) 
切k+ ムωk = -diag(ηk)マωEk+ αムωk-l (2.21 ) 
瓦=(1 -B) .瓦コ (2.22) 
2.6 BPNNの耐雑音性能
ηk，i -ηk-l，i十κifOk-l，i . 9k，i > 0 
ηk，i =ηk-l，i .ゆ ifOk-l，i . 9k，iく O
ηk，i =ηk-l，i otherwise 
17 
(2.23) 
ただし 6は平滑化定数， diag(.)は対角行列， ηkは結合荷重個の要素を持つ学習係数ベク
トル， κは学習係数の増加量，ゅは学習係数の滅少量を表す.
次に誤差曲面の谷付近における振動について考える.慣性項を用いている場合，谷付
近での振動はある程度抑えることが可能であるが，減少は漸近的で、ある.そこで更新さ
れた結合荷重に対して，谷底上に位置するように谷の直角方向に補正を加えることがで
きれば，振動は劇的に滅少させることが可能で、ある.しかし正確に谷の直角方向を求め
るためには，各反復点で，評価関数の重みに関する 2次偏微分行列を計算し，最大固有ベ
クトルを求めなければならない.これには膨大な計算量を必要とし，結合が多くなると
実用的ではない.そこでより少ない計算量で谷の直角方向を求めるために，勾配の差分
仇札 =マωEk+ 1ー マωEkを近似として用いる.
以下に KickOut法の学習則を示す.
1. Jacobsのhybrid法を用いて結合荷重の変化量ムωkを求める.
2.勾配の差分 Yk=マωEk- V'ωEkー 1を計算する.
3.もし Yk. Yk-lく Oならば次式のように補正項を付加する.
ムωf，.-ム切トー ムωk'Y'5.'lJ 
にた 21Ykl2 山
4.学習終了条件が成立するまで繰り返す.
(2.24) 
各定数は以下の目安によって設定する.ただし， η句はパックプロパゲーションを用い
て収束する場合の，学習係数である.
ηO，i =η句/2'"ηbp/100 α= 0.9 
κ=ηbp/l0 '"η句/100 ゆ=0.7 '" 0.9 
。=0.6 '" 0.9 
2.6 BPNNの耐雑音性能
(2.25) 
人間は雑音が重畳された情報が入力されでもある程度は正しい答えを導き出すことが
できる.一方ニューラルネットワークも機序は全く異なるものの，クラス分類問題に対し
てはある程度の耐雑音性が期待される.これはクラス分類がユニットの非線形飽和特性を
利用しているためである.例えば入出力関数に tanh(.)を用いた場合，あるパターンに対
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このときユニットの出力はするユニットへの入力が飽和領域，例えば3であったとする.
ユニットへの入力が半分の1.5になっこの入力パターンに雑音が混入し，0.995である.
Z 
0.5 
0 
-<l.5 
しかし文字認識などでは人間の目からみるとほとても出力は0.905であ り影響は小さい.
んどパターンの形状に変化が見られなくてもネ ットワークの入力空間では大きく異なる
目的の出力が得られない場合もある.木村は評価関数に出力変動の大きさを表値となり，
す項を付加し，学習サンプル近傍の領域に対する出力値の変化を抑えるアルゴリズム(誤
また根岸は学習パ差 ・出力変動最小化学習)を提案し，手書き文字認識に応用した [21]. 
(a) 
さらに学習パターンセットの最大誤ターンに雑音が重畳されたものを徐々に加えていき，
'p∞01.∞5.pal' . 
差を最小化する学習方法を適応して耐雑音性を獲得するアルゴリズムを提案した [22].
一方，連続関数の近似問題に対して耐雑音性を持つニューラルネット ワークを構築した
Z 
0.5 
0 
'()_5 
これは連続値関数を実現するニューラルネットワークは関数形状の構成には例は少ない.
線形領域が主に寄与しており，本質的に雑音を除去することが困難であるためである.
、 、
?，?
??，
? ?
、
ここでは簡単に BPNNの耐雑音性について検討しておく，いま BPNNにより実現しょ
うとしている関数 fがη次元ユークリッド空間の有界部分集合 Aから m次元有界部分
集合f[A]への写像とする.ある入力パターン XpεAに雑音 nが重畳された結果，再
び入力パターンの集合 Aの要素となったとき，すなわち xp+nεAのとき，
耐雑音性を持つことはできない.例えば，f(x) = x2という連続関数を近似するように学
習した BPNNは入力パターンに雑音が重畳されるとその雑音を除去することはできない.
BPNNは
図2.6耐雑音性のテストのための例題.(a)無雑音.(b)σ= 0.05のガウス雑音を
加えたもの.一方2次元の直交座標系の円周上で定義されたポテンシャル関数であれば，入力ベクトル
が円周からはずれた場合，それが雑音によって入力ベクトルがずれたことを知ることがで
このように耐雑音性を持つことができるかどうき，補正することができる可能性もある.
(2.27) {(Xl +ηxl， Yl+ nyl)γ" ， (xp +ηXPl YP十ηyp)}
入力は
かは，実現しようとしている関数とその雑音の性質が重要な役割を果たす.
例として次のような関数f: (x， y)εR2→zξ R1をBPNNを用いて学習することを
一方学習パターンの目標出力は式(2.27)で雑のように雑音を重畳したものを用いた.(図2.6). 考える
音を加えない組 (例えばい1，yI))に式 (2.26)を適用した値を用いた.雑音は正規分布
(2.26) {(X，山 2+ y2= 1}z = sin (5tan-l~) 
なお雑音の大きさに対応する σは， 0.00， 0.01， 0.02， 0.03， N(O，σ)に従うものとした.
0.05の5通りとした.中間層ユニット数 10個，学習に用いる BPNNは3層構造で，入力層ユニット数2個，
図2.7は学習パターンに対する平均誤差の変化を示したものである.いずれも学習回数
は1，000固までとしている.学習パターンに対する誤差は入力に誤差を加えないものの方
が小さくなっている.
中間層ユニットの入出力関数は tanh(.)，出力ユニットは線形
ただし，中間層ユニット数と学習パターン数は
出力層ユニット数l個で，
とし，学習パターン数は 1，000個とした.
数回の試行により，式 (2.26)が十分な精度で学習可能な数を選択した.学習パターンの
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図2.7雑音を加えた学習パターンを用いた時の誤差の推移
次にこれらのBPNNの耐雑音性について示す.図 2.8は学習終了後のBPNNに対して，
雑音を含むテスト用の入力パターンを加えた時の出力誤差をプロットしたものである.グ
ラフ中の誤差の大きさとは誤差の z軸，y軸方向成分を表す nxpとnyp とした時，これら
のノルムゾdp+吋pで表す.いずれの BPNNも入力雑音の大きさが大きくなるにつれ，
大きな誤差を生じるものが増加している.しかし， 学習時に入力パターンに雑音を加え
ないものと加えたものとを比較すると雑音を加えたものの方が入力パターンに大きな雑
音を含む場合でも出力誤差が小さくなっていることが分かる.ただし学習時に誤差を加え
たBPNNは，入力パターンが無雑音の場合でも若干の誤差の低下が見られる.
以上よ り，学習時に入力パターンに雑音を加えることにより，若干ではあるがBPNN
に耐雑音性を持たせることが可能であることが示された.
2.7 まとめ
人工ニューラルネットワークは生体における神経系の情報処理機構に習った，情報処理
アルゴリズムである.本章では人工ニューラルネットワークが提案されてから今日まで
の研究の流れを概説した.多くの人工ニューラルネットワークのアルゴリズムがある中
でも，パックプロパゲーション・ニューラルネットワークは有数の強力な学習機能を持っ
た教師付き学習アルゴリズムの一つであ り，現在最も広く使われているニューラルネ ット
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ワークアーキテクチャの一つでもある.もちろんこのアルゴリズムは万能ではなく，学習
に多大な時間を要する事や，局所最小解への収束といった問題を含んでいる.これらの問
題を改善する方法も提案されており，幾つかを示した.
汎用関数近似器として BPNNを実用に供した場合，課題となる特性の一つに，入力に
混入する雑音が近似精度に与える影響が挙げられる.この影響を抑制する一手法として，
雑音を入力値に含んだ学習パターンを用いることで，若干の耐雑音性を持たせる事が可
能である事を示した.このような耐雑音性をニューラルネットワークを用いないアルゴ
リズムで簡便に実装しようとすると容易ではないことを考慮すると， noisyな環境下での
BPNNの有用性を示す結果の一つであるといえる.
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はじめに3.1 
。σ=0.01
磁界を用いた運動計測システムは原理的に非接触計測が可能であり 工業計測用および
これらはコイルによる変動磁界を用いる方法生体計測用に広く用いられている [37，75].
[28，31ヲ32，42]と小型磁石等による静磁界を用いる方法 [29，30，33，39，46]とに大別するこ
とができる.本論文で検討する運動計測システムは，運動計測の対象に標点として小型磁
石を取り付け，周辺に固定した磁気センサで磁束密度分布を測定し，磁石の位置と向きを
推定するものである.小型磁石による磁束密度分布から磁石の位置と向きを求める問題は
一般的に解くことはできない.従来は磁石の位置と向きをパラメー逆問題の一種であり，
タとした反復法や予め計測しておいたキャリプレーションデータを利用する方法などがと
られていたが，多大な計算時間を要することや，計測可能な自由度が少ないなどの欠点が
1.20 
。』。』』
??
【?】?。
あった.本論文ではこの逆問題の入出力関係をパックプロパゲーション・ニューラルネッ
0.25 0.10 0.05 0.00 
トワークを用いて近似し，多自由度の運動を高速かつ高精度に計測するシステムを提案し
ている [38]..σ=0.00 
本章では，バックプロパゲーション・ネットワークを用いた磁気運動計測システムにつロσ=0.05
いての概要を述べ，構成する各部について説明を行なう.また以降の章では性能評価のた
めの計算機シミュレーションを多く行うが，簡略化のために小型磁石を磁気ダイポールで
近似して計算を行っている.そこで小型磁石のダイポール近似とその妥当性について述
べる.
システム構成3.2 
図3.1に本システムの基本構成を示す.運動を測定しようとする対象には小型の永久磁
この磁石によって生じる磁界を，周辺に配置したホール素子等の磁気セ石を取り付ける.
ンサで測定し，磁束密度分布を得る.磁気センサは地磁気の影響を避けるため運動測定
中は固定しておくものとする.得られた磁束密度分布は適当なスケーリングを施した後
(a) 
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ただし BPNNは磁東密度分布を入力BPNNに入力され，磁石の位置と向きを推定する.0.25 
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すると磁石の位置と向きを求めるように測定に先だって学習しておくものとする.
磁気センサは一般に非線形特性を持っており，磁束密度強度とセンサ出力は比例しな
、
?，?
? 。，?? 、
図2.8BPNNの耐雑音性.(a)σ= 0.00とσ=0.01との比較と， (b)σ= 0.00と
σ= 0.05との比較.それぞれ検軸はテストパターンに加えた雑音の大きさ，
縦軸は BPNNの出力に含まれる誤差を示す.
このため何らかの補正が必要となる.本運動計測システムにおいては次の2種類の補
正方法が考えられる.1つは予め測定により求めておいた補正曲線を用いて各センサの出
し五
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力値を補正するものである.もう 1つはセンサの非線形特性も含めた磁束密度分布と磁石
の位置及び向きの関係を BPNNに学習させるというものである.前者はシステムの構造
が多少複雑になるが，比較的高精度で補正が可能であり，磁石の強さやセンサを変更しで
もある条件の下では BPNNを再構築する必要は無く，スケーリングのゲインを変更する
だけで対応可能である.後者は補正モジ、ユールがBPNNに含まれているためシステム構
造が単純となるという利点はあるが，センサを特性の異なるものと入れ換えるといったシ
ステム構成要素の変更があった場合， BPNNを再学習しなければならない. したがって
実機を作成する場合は前者のような各センサ毎のキャリブレーションを取る方法が適して
いると思われる.
magnetlc 
sensors 
図3.1BPNNを用いた磁気運動計測システムの基本構成.kB， kp， kiはスケーリ
ングのゲイン係数で，それぞれ，磁束密度，磁石位置，磁石向きに対する
ゲインを表わす.
3.3 磁気ダイポールによる小型磁石の近似
本システムで用いる BPNNの規模では，学習の際に数1，000から数10，000個の入出力
のセットを学習パターンとして用いる必要がある.ところが小型磁石近傍の磁束密度分布
を厳密に求めるには，有限要素法など数値解析的な方法を用いなければならず，多大な計
算時間を要する. しかし観測点が小型磁石の大きさに比較して十分離れた場所では，磁
束密度分布は磁石と等価な磁気ダイポールモーメントで近似できることが知られている.
本稿では計算機シミュレーションを用いて提案するシステムの妥当性を検討することに主
眼を置いており，磁気ダイポールによって小型磁石を近似しでも議論に本質的な相違はな
いものと考えられる.
磁気ダイポールは図 3.2のように極性の異なる磁荷qm，-qmが微小距離ムdだけ離れ
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て存在するもので，負の磁荷から正の磁荷に向かう磁気ダイポールモーメント m を持つ.
mは，
m=qmムd
と表わされる.
~d 
m 
(rnagnetic dipole moment) 
図3.2磁気ダイポールモーメント.大きさ mで極性が異なる磁荷がポインテイン
グベクトルムdで表わされる微小距離だけ離れて存在するときの磁気ダイ
ポールモーメント.
(3.1) 
位置Pmに存在する磁気ダイポールモーメント m による，センサ位置PSでの磁束密度
Bdpは次のようにして導出することができる [76].
磁気ダイポールモーメントの位置を基準としたセンサ位置を r= Ps -Pmとする.こ
の点での磁位 Q を電気双極子の場合と同様にしてて求めると，
1 m.r 
0=一一一丁 (3.2) 
4πμo Irl 
を得る.ただし， μoは真空の透磁率，演算子・は内積を表している.つぎに仮想変位を用
いて磁界 Hdpを求める.ある点に置いた単位磁極が磁界の作用により微小変位かを受け
る時には，磁界はHdp61・の仕事をなし，その点での磁位が減少する. したがって，
HdpOr = -oD 
一一ヰ古;f6ベ(ヰ布存引i戸刊;丹)ト二ヰ古;ゴ汁(ぐ一予詐介+吋fPy)汁叩T
一 JIrl，-{-im + 3 (im日市}or 
となる.ただし， m = Iml， im = m/lmlである.磁束密度と磁界との聞には，
μOHdpの関係があるから，
Bdp =市 {-im+ 3 (im合同)
(3.3) 
(3.4) 
Bi1n = dp一
(3.5) 
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が得られる.
次に，磁気モーメントによる磁束密度と小型磁石による磁束密度とを比較する.小型磁
石の一例として磁化の強さ J，高さ h，半径 αの円筒磁石を考える.希土類磁石のよう
な強磁性体で h>α の場合，磁石は一様に磁化しているとみなすことができ，磁気量が
現われるのは円筒の両端面だけと考えられる.したがって両磁極面の微小領域の磁荷によ
るセンサ位置での磁束密度を考え，両磁曲面について面積分することにより任意の点での
磁束密度を計算することができる [7]. この磁石による磁化軸上の磁束密度Bmagは次の
ような式で求めることができる.
B~~rr = ~ J x+h/2-Z-h/2 ~ 
mag -2 lゾα2+ (x+ h/2)2 ゾα2+ (x -h/2)2 J (3.6) 
このとき等価な磁気モーメン トの大きさ mは，
m=πα2hJ (3.7) 
である.
いま磁化の強さ J=1T，高さ h= 10mm，半径α=2.5mmの円柱磁石を，磁化軸を z
軸に平行にして原点に置いたとする.このとき式 (3.5)(3.7)によって求めた等価な磁気
ダイポールによる磁束密度と，式 (3.6)によって求めた磁束密度とを z軸上で比較する
と図 3.3のようになる.ただし，相対誤差εTは，
一 IBdp-Bmagl (3.8) 
IBr叫|
とする.磁極面近く (x= 5mm)では両者間には開きがあるものの，x = 20mm程度の
位置における変化はほとんど一致しているのがわかる.
さらに，xy平面での磁気ダイポールによる磁束密度の小型磁石による磁束密度からの
ずれを相対誤差で表わしたのが図3.4である.ただし，磁石による磁束密度は式 (3.6)に
したがって，微小磁荷による磁界を磁石両端面について数値積分することにより求めた.
磁石の角を通る磁束に沿って相対誤差がやや小さい領域があるが，どの方向にもほぼ同
様の誤差分布を示していることが分かる.磁石中心より 2cm以下の領域では，相対誤差
は10%以上と比較的大きく，小型磁石の近似として磁気ダイポールを用いるのは難しい
と考えられる.全般に磁石から離れるにしたがって相対誤差は急激に小さくなり，磁石中
心から 10cm程度はなれると相対誤差は 0.1%以下となり小型磁石の近似として磁気ダイ
ポールを用いても本質的な大差はないものと考えられる.
3.4 スケーリング
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図3.3磁気ダイポールと小型磁石による磁束密度の比較.式 (3.5)を用いて計算
した磁気ダイポールによる磁束密度と 式 (3.6)を使って求めた磁石によ
る磁束密度の相対誤差.下は磁気ダイポールによる磁束密度 (実線)と磁石
による磁束密度(破線)の大きさ.x = 5mm (磁石表面)から x= 200mm 
までの範囲を示した.
3.4 スケーリング
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スケーリングは測定空間から BPNNの学習空間 または逆に BPNNの学習空間から測
定空間への 1対1写像を行なうことである.入力ベクトルのノルムが大きい場合，学習初
期に中間層ユニットの入力が飽和してしまうことが考えられる.このとき特性関数の 1次
導関数の値が小さくなるため，逆誤差伝播の際の誤差信号 dpliがOに近くなり，結合荷重
の更新が極めて緩慢になる (式 (2.12).一方入力ベクトルのノルムが小さい場合は，適
切な中間層ユニットへの入力を得るためには結合荷重のノルムを大きく延ばさなければな
らず，多くのステップ数を必要とする.また目標出力が小さすぎる，または大きすぎる場
合は，やはり中間層と出力層聞の荷重を多くのステップ数を経て調節しなければならない
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計測システムの評価3.5 
[m] 
0.10 運動計測システムがどの程度の精度で磁石の位置および向きを計測できているのかを
評価するために次の3つの指標を導入する.
BPNNの出力ユニットが幾つかある時，それぞれの2乗誤差を平均し平平均2乗誤差
(3.9) 
方根をとったものであるパターンpに対して次式で表わされる.
1 K す芸(OpLi-Ypi)2 
Kは出力ユニット数，OpLiはt番目の出力ユニットの出力値，
εrms，p = 
0.06 
λ0.05 
0.04 Ypiは対応すただし，
る目標出力である.
計測システムによって求められた磁石の位置と実際の位置との差をユークリッ位置誤差
ド距離を運動測定領域の半径Rに対する割合で表わしたもので，パターンpに対し
lp記 -pur酔tl
εpositionJ=l-r R-p l×1001%] 
ただし，p沼と pretは，それぞれシステムの推定値と実際の位置
(3.10) 
ては。[m]
v・4
o 
。 。
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C o 。magnet 
で表わされる.
である.
計測システムによって求められた磁石の方向と実際の磁石の方向とがなす角角度誤差図3.4xy平面における磁気ダイポールによる磁束密度の磁石からのずれ.相対誤
差εr (式 (3.8))を等高線で示した.等高線は対数日盛である.
(3.1) 
度で，
ε 1 一…s-一lバi叫:芯2.i伐誌;アg伊et
a印n碍碍g帆l
でで、表わす.ただし， fut と i~:.get は，それぞれシステムの推定値と実際の方向である.， -mp πtp 
このように適切に学習を行なうためには，結合荷重の初期値と特性関数の種類によっ3 
まとめ
本章ではニューラルネットワークを応用した磁気運動計測システムの基本構成を示し，
3.6 て入力と目標出力の範囲を適当に変更しておくことが必要である.
そこでBPNNの前段および後段に図3.1で示すようにゲイン kB，kp， kiのアンプを取
り付け，測定空間からBPNNの学習空間およびその逆への変換を行なう.本システムで また小型磁石はその大きさに比して観測範囲が大きいBPNNの学習法について示した.
これは実ときは磁気ダイポールによって近似しても大きな違いは生じないことを示した.は，結合荷重の初期値は土0.05の一様乱数，中間層の特性関数にはtanh(・)を用いる.入
BPNNの学習パターンを用意する場合についても同様のことが言えると考機を製作し，力ベクトル，出力ベクトルともノルムの全学習パターンに対する平均は 1程度になるよう
えられる.高精度が要求される場合には磁石近傍での磁束密度の誤差を抑えるために本章
でも用いた数値積分法による近似や，実測による学習パターンの収集が必要であると思わ
にスケーリングゲインを決定している.
れる.
本章で検討しているような円筒磁石では磁化軸回りの回転は周辺の磁束密度分布に影
このため円筒磁石 1個をこれは磁束密度分布が軸対象であるためである.響を与えない.
3シグモイド関数を出力層ユニットの特性関数に用いている場合は，その値域 (tanhOであれば土1)の
範囲内に目標出力を設定しなければならない.
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標点として用いる場合，原理的に計測可能なのは5自由度に制限される.しかしそのよう
な運動が起こるのは完全に回転軸と磁化軸が一致したときに限られるため，かなり特異な
運動であると言える.このような運動回転軸は事前に予想できる場合が多いと考えられ，
磁石を設置する際にこの軸を避けることにより実用上はそれほど問題にはならないと考
えられる.また標点として互いの位置関係を固定した2個以上の磁石を用いれば，磁束密
度分布を非対称形にすることができ， BPNNを学習することによって 6自由度計測も比
較的容易に実現可能である.
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第4章計算機シミュレーションによるBPNNを用いた磁気
運動計測システムの検討
4.1 はじめに
本論文で提案している計測システムは，磁束密度から磁石の位置と向きの推定に BPNN
を用いる.したがっていかに最適にBPNNを設計するかによりシステムの性能が直接左右
される.ところがBPNNの最適な設計法については一般的な方法はまだ確立されていな
い.そこで様々な huristicな方法により設計される場合が多い.本章でも基本的には cut
& tryにより BPNNを設計し検討を加える.ただし本章の目的は最適設計するための方針
を明らかにすることであり，最適な BPNNそのものを得ることではない.これは BPNN
の性能がBPNNを実装するハードウェアの処理速度，記憶容量，並列処理か直列処理か
等のアーキテクチャに大きく依存するためである.すなわち BPNNが無限大の性能を持
つハードウェアを使って実装されるのであれば，いくらでも高性能な BPNNを実現する
ことが可能で、ある.本章では限られた処理能力を用いた際にどのようにすれば精度良くし
かもコンパクトな BPNNが得られるかについて検討する.
4.2節では BPNNの構造について中間層の層数，ユニット数について検討を加え， 4.3 
節では適用しようとする問題を 1つの BPNNを用いて近似しようとするのではなく，数
組のBPNNから構成される分割ネットワークを用いた近似について述べている.4.4節で
は上で検討された分割ネットワークを学習するのに必要な学習パターン数について検討す
る.さらに 4.5節で磁気センサの配置が推定精度に及ぼす影響について示した後，精度向
上のために誤差低減用の BPNNを導入し，その効果について示す.次に 4.7節で処理時
間について最急降下法との簡単な比較を示す.最後に 4.8節で実機の製作，使用時に問題
になると思われる入力に含まれる耐雑音性の向上法について述べる.なお本章では，議論
を一般的にするために用途や単位系を限定しない計測システムを構成し計算機シミュレー
ションを千子なっている.
4.2 BPNNの構造と推定誤差
船橋は中間層が1層の多層ネットワークがあれば，中間層ユニットの数を適当に選ぶこ
とにより任意の精度で関数近似を行うことができることを示した [7，8]. しかし任意の精
度で関数近似を行うためにどの程度の規模で どのような構造のニューラルネットワーク
を用いればよいかについての一般的な方法はまだ確立されていない.目的とする関数の
r一一ー一一一ーーーーーーーーー でー一一-ーーーーーーーーーーーーー 「ー
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近似精度は BPNKの内部パラメータ，すなわち結合数が多いほど向上する.これは多層
ニューラルネットワークが本質的には任意関数を非線形基底関数によって級数展開をして
いると考えられることからも明らかである.つまり中間層ユニットを増やすほど，近似精
度は向上することが期待できる.しかしパラメータの増加により局所解も増加し，大域的
最小解に収束するのが難しくなる.加えて，パラメータの数に対して学習パターンが過小
な場合，学習パターンのみ対して高精度で近似が行われ，その他のパターンに対しての近
似精度が悪化してしまうことがある.これは過学習して知られる現象であり，より多くの
学習パターンを用いることにより回避することができる場合もある.いずれにせよ，高い
近似精度を得るためには多くの学習パターンを使って，多くの中間層ユニット持つBPNN
を学習すれば良い.ところが実際には結合荷重の数に比例して計算時間は増加するが，近
似精度はそれほど向上しない.この原因は Fourier級数展開といった関数の直交関数によ
る近似における，各項の係数が項を増やす程小さな値が表れることからも類推できる.ま
たBPNNのオリジナルのアルゴリズムには内部回路の冗長性を取り除くような機構は組
み込まれていないため，不要なユニットや結合が生じていることも考えられる.結局，実
現可能な学習時間内でなるべく多くの中間層ユニットを使うとよいことになる.
このような BPNNの構造決定の問題に対して，学習の途中でユニット数を動的に変更
し最終的に最適な構造を得るというアルゴリズムが提案されている [15]. その一つは初期
状態は少数のユニットでスタートし，学習誤差の減少が緩やかになったところで新たなユ
ニットを接続するという方法である.一方初期状態として過剰なユニット数からスタート
し，不活性なユニットや結合を削除するという方法も提案されている [16-18]. これらの
方法は局所最小解の数の減少や，縮退したユニットの発生の防止等の効果がある.
?? 。
図4.1磁気センサの配置と，運動測定空間
表4.1BPNNの構造と推定精度
layers hidden units position error[%] angle error[deg.] 
3 387 0.946 0.156 
4 60ヲ156 0.612 0.148 
4 95，95 0.599 0.148 
4 120，70 0.442 0.139 
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ここでは同じ学習時間でどのような構造の BPNNを用いれば，推定精度の面で有利な
のかを明らかにするため，結合荷重の数をほぼ一定として構造を変化させて近似精度を比
較する.
ケーリングを経て BPNNに入力される.運動測定の対象となる領域は，原点を中心とし
た半径1の球の内部とする.磁気ダイポールの向きは制限せず，全方向を向くことができ
るとする.入力と目標出力値は BPNNの中間層が飽和しないように -1から +1程度の
大きさに線形スケーリングする.スケーリングパラメータはそれぞれん=500， kp = 1， 
km = 1である.初期結合荷重の乱数系列や，学習係数などの学習パラメータは数種類の
組合せについて試行し，最も推定精度の良かったものを記載している.
中間層が1層と 2層の場合を比較すると，ダイポールの位置向きとも 2層の方が高精度
で推定されている.また中間層が2層の場合，入力層に近い中間層に多くのユニットを設
けると若干の精度向上がみられることが分かる.
4.3 分割ネットワーク
表4.1は全結合数をおよそ 12，000個として，中間層数が1層のものと 2層のものにつ
いて，位置推定精度と角度推定精度を比較したものである.さらに中間層が2層のもの
については結合数を変えずに第1中間層と第2層中間層のユニット数を変化し，推定精度
の変化を調べた.BPNNの出力層ユニットの入出力関数は線形である.磁気測定点は図
4.1のように 1辺が2の立方体の頂点に設置するものとする.各磁気測定点では磁束密度
のz軸，y軸， z軸の各軸方向成分を測定する.測定された磁束密度分布は適当な線形ス
出力値に互いに独立な関係にある成分があった場合，元々1組であった BPNNを独立
な成分毎に分割して複数の BPNNとすることで，目的の入出力関係を実現することがで
きる.ネットワークの分割により内部パラメータ数を減らして局所最小解を滅らし，少な
い学習パターンでも過学習が起こるのを防ぐことができる.また各BPNNの規模が分審J
前と比べると小規模になるため，記憶容量，計算時間の点で可搬性が増し，実装が容易に
なる.
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z軸方向成分推定時には表4.2にしたがってz軸方向成分推定
z 
及び向きの u軸方向成分，
用の BPNNへの入力ベクトルの成分を入れ換えれば良い.
2 
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図4.3磁界測定点の番号
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表4.2Y軸及び z軸方向成分推定時の入力ユニットへの磁束密度測定値の割り当
て.unit No.はニューラルネットワーク入力層のユニット番号， x axis 
はx軸方向の位置推定をする際の割当を示す.また O-xとは第O測定点の
磁束密度のx軸方向成分を表す.
(c) 
図4.2ネットワークの分割.(a) 1個の BPNNでダイポールの全パラメータ を推
定する場合.(b)各ノTラメータ毎に l個の BPNNを用意した場合.(c)測
定系の対称性を利用して，Pmy， Pmz， imy， imzの推定を Pmx，imx推定用
BPNNを用いて千子なう. u.nit No. x axユs y axl.S z axl.S u.nit No. x axl.S y axl.S z axl.S 
1 O-x O-y O-z 13 4-x 1-y 3-z 
2 O-y O-z O-x 14 4-y 1-z 3-x 
3 O-z O-x O-y 15 4-z 1-x 3-y 
4 1-x 3-y 4-z 16 5-x 2-y 7-z 
5 1-y 3-z 4-x 17 5-y 2-z 7-x 
6 1-z 3-x 4-y 18 5-z 2-x 7-y 
7 2-x 7-y 5-z 19 6-x 6-y 6-z 
8 2-y 7-z 5-x 20 6-y 6-z 6-x 
9 2-z 7-x 5-y 21 6-z 6-x 6・y
10 3-x 4-y 1-z 22 7-x 5-y 2-z 
11 3-y 4-z 1-x 23 7-y 5-z 2-x 
12 3-z 4-x 1-y 24 7-z 5-x 2-y 
BPNNは図4.2のように磁気ダイポールの6個のパラメータそれぞれに l個ずつ用意し，
6個の BPNNの合計の結合荷重の数が4.2節と同程度の 12，000個になるように中間層ユ
入力値の順番を適切にセンサ配置や測定空間に対称性がある場合，ニットの数を選ぶ.
図4.1で変更して他のパラメータの出力用のネットワークで代用することが可能である.
図4.2(c) したカまって，示す配置は，測定空間センサ配置とも原点に対して対称である.
( imx推定用)だけを学習しておけば，とBPNN4 (Pmx推定用)で示すように BPNN1 
表 4.1の結果と比較すると，位置推定誤差については同程度または若干小さくなり，方
|NN#l I~pmx 
G亙~INN#l I~Pmy
G亙~INN#l I~Pmz
|NN#4 ~lmx 
G亙司 NN#4 I~lmy
G亙DNN#4 I~lmz
向推定精度は3割程度にまで小さくなっている.特に3層の方向推定用のネットワークを
Zmzの推定を行う
図4.3に示すようにの8点の磁気測定点に番号を振ると，位置
Zmy， Pmy， Pmz， 入力値の要素を適切な順番で入れ換えることにより，
いま，ことが可能である.
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表4.3分割ネットワークの構造と推定精度
100 
layers hidden units position error[%] angle error[deg.] 
3 79 0.609 
3 79 0.028 
4 25，51 0.685 
4 25，51 0.040 
4 33ヲ33 0.451 
4 33，33 0.047 
4 40，24 0.460 
4 40，24 0.040 
10-1 
10-3 
tr包ning(50，000) e 10・2
仏』
10-4 
両山花(1，0∞>1
。 2 4 6 
lteratlOns 
、? ?，
? ?
?
????
????
?，??、
?
?
用いた場合が，最も高い精度で学習することができていることがわかる.
図4.4学習パターン数と学習曲線.学習パターン数が1，000個の場合，学習パター
ンに対する誤差は減少するが，テストパターンに対する誤差は逆に増加し，
過学習が生じている.
4.4 学習パターン数と推定精度
厳密な一般化デルタルールでは， BPNNは無限個の学習パターンによって最適化され
る.つまり BPNNを用いて関数近似を行なう場合，局所最小解へのトラップを考慮しな
い場合，最適な学習パターンの数は存在せず，可能な限り多くのパターンを用いて学習を
行なうほうが有利であることは明らかである.しかし実用上，限られた数の学習パターン
しか得られない場合が多く?たとえ数多く得られたとしても，計算機の記憶容量や処理容
量などにより制限される.そこで限られた学習パターンを用いて学習を行わなければなら
ない.一方，学習パターンが少なすぎると学習パターンに対しては高精度な近似を行なう
ことができるにもかかわらず，学習パターン以外の点では補間性能が悪化してしまう過学
習が起こる.そこで過学習が生じる学習パターン数とパターンを増加した際に誤差がど
の程度の割合で減少するのかを知ることが重要となる.本節では構造を固定して，学習パ
ターンを変化したときの近似誤差の変化について明らかにする. BPNNの構造は，入力
層ユニット 24個，中間層 2層(ユニット数各40個)，出力層ユニット 1個の分割ネット
ワークとする.
図4.4は学習パターン数が1，000個と 50，000個の場合の学習に伴う εrmsの変化を示した
ものである. BPNNはPmx推定用のものである.いずれも学習繰り返し回数が10，000回
に達したところで学習をやめている.実線と破線はそれぞれ学習パターンとテストパター
ンに対する誤差を示している.テストパターンはいずれのパタ」ン数の場合も 10，000個
のランダムなダイポールに対して得られた同ーのものを用いている.パターン数が1，000
個の場合，学習パターンに対する誤差は急激に減少しているものの，テストパターンに対
する誤差はある時点を境に増加に転じている.これは明らかに過学習が起こっていること
を示している.50，000個の学習パターンを用いた場合は誤差の減少は若干遅いものの，テ
ストパターンに対する誤差も学習パターンに対する誤差とほぼ同様に変化し減少を続け，
十分な学習パターン数によって学習が行なわれていることを示している.
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図4.5学習パターン数の変化と位置推定誤差.
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sensors 
rneasurernentarea 
(r=1.0) 
distance 
f'rom origin 
1.732 
2.000 
2.600 
3.464 
TYPE 1 
TYPE2 
TYPE3 
TYPE4 
次に学習パターン数を変化したときの誤差の推移を示す.図4.5は1，000個から 50，000
Z 
個まで学習パターン数を変化したときの学習パターンおよびテストパターンに対する位置
推定誤差の変化を表わしたものである.学習パターンが10，000個以下の場合は両バター
しかし 10，000個以上の学習バター
ンを用いても誤差の滅少は小さく，計算時間の増加に見合った精度改善は見込むことがで
ン問の差が大きく，過学習が起こっているとみられる.
きない.
以上からBPNNの規模を前述のように固定した場合， 10，000個から 20，000個程度を学
習パターンとして用いると近似誤差と計算時間の点で十分であることがわかる.
センサ配置と推定精度4.5 
式 (3.5)で示されるように，磁石(磁気ダイポール)による磁束密度の大きさは距離
(a) ダイしたがって磁気センサを測定領域に近づけ過ぎると，の3乗に反比例して減少する.
~ r ~ 
rち~ 必，、ら'¥. ，. rv {<; T • .0"9' J苧ぷ手
、，.
、ー・ポールが磁気センサに最も近い時と遠い時とでセンサへの入力値に大きな差が生じる.
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のためセンサや測定回路のダイナミックレンジを大きくとらなければならない.特に磁石
50 が運動測定領域の外側に近いところにある場合，最も近い少数の磁気センサの入力のみが
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この時磁石の位置および向きを推定す大きくなり，他のセンサへの入力値は小さくなる.
るためには量子化により解像度が低くなった多数の入力と，過大な少数の入力を用いるこ
とになる.小さな入力値に対しても高い解像度を得る一つの方法に対数利得を持つ増幅器
を量子化の前段に導入する方法もあるが，雑音分も相対的に増加しセンサ周辺の回路が複
雑化する可能性がある.
逆にセンサを測定領域から離しすぎると，磁気測定点での磁束そのものが小さくなるた
め，磁化の大きい磁石を用い，高精度，低雑音な磁気センサを用いなければ磁石による磁
界を高い 8jN比で計測することが困難になる.本節では磁気センサの原点からの距離の
変化が位置推定誤差へ与える影響を示す. 0.5 
U ∞o N 寸 U ∞o N 寸甲
戸"~ N N ト~ N N ~げ) ~げ】
distance 
図4.6(a)のように磁気センサの位置を，原点から1.7から 3.5まで変えてBPNNをそ
れぞれ学習し， 10，000個のテストパターンに対する位置推定誤差の平均と最大を求めた
、
?
?
?? ?
? ?、
図4.6センサの配置と位置推定精度.センサの位置を TYPE1から TYPE4まで
変化させたとき(a)の位置推定精度の変化 (b).横軸はセンサの原点か
らの距離を示している.
(図4.6(b)) .同じ磁気センサの配置に対して，数通りの学習パラメータについて本シ
センサ位置を原ミュレーションでは量子化の解像度や雑音は考慮していないことも あり，
この結果から点から離すほど誤差が滅少し高精度に学習が行なわれていることがわかる.
センサの感度や雑音レベルが許す限り運動測定領域から離すほうが磁気測定点の位置は，
BPNNの学習には有利であることがわかる.
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4.6 誤差低減周バックプロパゲーション・ネットワークを用いた精度向上
BPNNにより推定された磁石パラメータ誤差は， 6次元空間内に複雑に分布している.
本節ではこの様に複雑な誤差分布を補正することにより，精度を向上することを試みる.
通常の補正法では， BPNNの出力とそれに含まれる誤差からなるサンプルを十分な数とっ
ておき，計測時には数点のサンプルのデータを補間して誤差を求め， BPNKの出力を補
正するという方法がとられる.ところが図4.7からもわかるように.BPNNの推定誤差の
空間分布は位置誤差，方向誤差とも複雑な分布を呈していることがわかる.これは補正に
用いるサンプル点数を相当数用いなければならない事を意味している.
本節では磁石の位置および向き推定用の6組のBPNNに加えてさらにもう 1組のBPNN
を用い，誤差を含んだ l段目ネットワーク (primarynetwork)の出力から誤差分のみを
出力するように学習し，誤差を抑えることを試みる.図4.8はBPNNによって誤差補正を
行なう計測システムの概略を示したものである.あるパターンに対する 1段目ネットワー
クの出力を Op' その時の目標出力を Yp'opに含まれる誤差をらとする.補正用ネット
ワークは o 一勾十ε から εを出力するように学習される.ただし補正用ネットワーク:Jp I '-p '" ./ '-p 
の出力 Ocpは学習誤差ε叩を含み， ε叩=εp+εcpとなる.結局補正された運動計測システ
ムの出力。;は，
o~ = 0. - 0 v - "p "cp 
- Yp+ εp-εcp (4.1) 
となる.
誤差補正に用いた BPNNは入出力ユニット数6個，中間層 2層で各層のユニット数は
60個ずっとした.学習パターン数は50，000個である.図4.9は学習回数と εrmsの変化を
示したものである.位置及び向き推定用のBPNNと比べると誤差の減少の度合が小さい
のは，学習しようとしている問題がかなり複雑で，十分良好な学習が行われていないこと
を示している.表4.4はBPNNによる補正の効果を示したものである.位置誤差，角度誤
差とも 20%程度誤差が改善され，補正用 BPNNが有効で、あることがわかる.さらに精度
改善を行なうには補正用のBPNNの中間層ユニット数と学習パターン数を増加すればよ
いと思われる.
図4.10，図4.11に位置推定誤差，角度推定誤差のヒストグラムを示す.各軸成分毎のヒ
ストグラムはいずれも 0付近が最も大きい単峰型を呈している.一方位置推定誤差，角度
推定誤差のヒストグラムは 0付近が最も小さく以後増加し，最大値を示した後滅少する.
4.6 誤差低減用バックプロパゲーション・ネットワークを用いた精度向上
表4.4補正用BPNNによる誤差の改善.10，000個のテストパターンに対して補正
なしと補正ありの場合の平均推定誤差を比較した.
Position Error[%] I Angle Error [deg] 
raw output 
calibrated 
0.451 
0.382 
これは次のような原因によるものである.
0.047 
0.038 
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いま真の磁気ダイポールの位置とネットワークが推定した位置との差を，ムPmとす
る.この各軸成分(ムPmx.ムPmy' ムPmz)はサンプルの数が多いと正規分布N(O，a;)， 
N(O，σ;)， N(O，σ;)にそれぞれに従うと考えられる.誤差の各軸成分がお互いに独立とす
ると.確率密度関数は，
f(ムPmxlムPmYlムPmz)= f(ムPmx). f(ムPmy). f(ムPmz) (4.2) 
と表すことができる.誤差が微小範囲dムPmx，dムP町 ，dムPmzに含まれる確率は，
1 (ムPmx¥
f(ムPmx，6.pmYl tlPmz)dムPmxdムPmydムPmz二一「言=仰 l一一ー 1. 
σxV27r ---，;- ¥ 2ai) 
1 __ {ムPmy¥ 1 __ ( d.pmz ¥ l一一一).一一切卜=2ZldムPmxdtlpmydd.pmzσyV2i ~.~~ ¥ 2σ~ )σzfii ~.~~ ¥ 2σ; ) 
となる.ここで極座標変換
を施すと，
ムPmx=ムPmsin ()cosゆ
ムPmy=ムPmsin ()sinゆ
ムPmz=ムPmcosゆ
f(ムPmxlムPmYlムPmz)dムPmxdムPmydムPmz= 
1 /2 内 ( d.v?_ ¥ 
一τ，jニムP:nexp [一号~ I dムPmd()dゆ
σUV7r ¥"σ/ 
が得られる.ただし，ムPmは誤差のユークリッドノルムすなわち，
ムPm=/ムp弘x+ムpLu+ムpL=εpositi∞
(4.3) 
( 4.4) 
( 4.5) 
である.式(4.4)から図4.11のように，ムPm= 0付近の分布が少なくなることがわかる.
式3.10で示される位置推定誤差の全パターンに対する平均値 εpositionは式(4.4)を用
いると
Cposition 二 foC∞勾m仙 m)dd.pm
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一吉f;fo∞叫吋争)dムPm
二 2f;σ (4.6) 
が得られる.式 (4.6)より 3次元で求めた平均位置推定誤差は， 1次元で求めたものの 2
倍程度になることがわかる.
4.7 反復法との計算時間の比較
提案法の特徴の一つに，測定時には反復計算を必要としないため時間分解能の高い運動
計測を行なうことができることが挙げられる.本節では代表的な反復法の一種として最急
降下法を取り上げ， BPNNを用いた場合と計算時間の比較を行なう.ただし最急降下法よ
りも収束の早い最適化アルゴリズムは共役勾配法など多くのものがあるが，それらについ
ては本論文の範囲を超えるのでここでは検討を行なわない.また計算時間は実装する計算
機の能力やプログラミング方法，使用するコンパイラなどによって大きくことなるため厳
密でかつ一般的な計算時間の比較は困難である.このため本節では一つの目安として両ア
ルゴリズムの比較結果を示す.
最急降下法を本問題に適用するためには，磁石の位置と向きをパラメータとして，モデ
ルを用いて計算した磁束密度分布と磁気センサにより測定された磁束密度分布との2乗誤
差を評価関数としてこれを最小化すればよい.元来最急降下法は最適化を行なうパラメー
タで評価関数を微分し，最急降下の方向を求める.しかし実際の小型磁石による磁束密度
分布は簡単な式で表わすことができないため各パラメータを微小変異させて数値微分を
行なうことにより最急降下を求めることになる.本節では小型磁石のモデルとして磁気ダ
イポールモーメントを用いて式 (3.5)により磁束密度分布を求める. したがって各パラ
メータで微分することが可能であるが，ここではあえて数値微分を用いる.
表4.5はBPNNと最急降下法による計算時間の比較である.BPNNは4.6節のBPNNに
よる補正を行なうものを用いている.最急降下法の反復計算の終了条件は，誤差がBPNN
の平均推定誤差と同程度になったときとした.BPNNは最急降下法の 20%以下の計算時
間で推定を完了していることがわかる.さらに最急降下法の場合，パターンによって収束
する時間が異なり，パターンによってはパラメータの発散が起こり解を得ることができな
い場合もあった.BPNNは原理的に解を得るのに必要な時間は一定で発散も起こらず，安
定に運動計測を行なうことが可能である.
4.8 耐雑音性能の付加
表4.5BPNNと最急降下法による計算時間の比較.評価には， SUN SPARC station 
20， Solaris 2.4・JLE，SUN SPARCompiler C4.0を用いて， 10，000個のテ
ストパターンに対して推定を行ない パターン 1個あたりの平均推定時間
を求めた.
method I time [ms] 
neural networks I 4.3 
steepest descent 25.4 
4.8 耐雑音性能の付加
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実機においては磁気センサの取り付け誤差や，測定機周辺の磁性体による磁束の歪み，
標点の磁石の磁化の変化など，様々な雑音がBPNNの入力値に重畳されることが考えら
れる.運動測定システムの周波数分解能よりも高い周波数の雑音であれば，比較的簡単な
フィルタなどにより除去可能で、あるが，センサの取り付け誤差などの直流雑音や，センサ
を取り付けたフレームのたわみ，信号増幅用アンプの利得の温度ドリフトのなどの低周波
の雑音を除去するのは困難である.そこで磁石の位置と向きのパラメータ推定を行なう
BPNNそのものに耐雑音性を持たせる方法が考えられる.
2.6節の簡単な考察より，実現しようとしている関数が入力に雑音が重畳された時，構
築しようとしている関数の定義域より外に出るようであれば，この関数に耐雑音性を持
たせることは可能である.本システムの場合，入力は 24次元空間内の曲面上に定義域を
持っている.したがって雑音により再び定義域上に移ることはまれであり， BPNNに耐雑
音性を持たせることは可能であると考えられる.
本節では BPNNに耐雑音性を持たせるために入力パターンにガウス雑音を重畳し，学
習パターンとして用いる.重畳するガウス雑音は平均がOで，標準偏差 σを0.0X 10-5か
ら6.0X 10-5までのものについてそれぞれ学習を行った.BPNNの構造は入力ユニット
数 24個，中間層は 2層で各ユニット数は 40個と 24個，出力層ユニットは 1個の BPNK
を磁気ダイポールの各パラメータ毎に合計6組用意した.学習パターン数は 10，000個と
し，予めガウス雑音を重畳したものを
学習パターンに芳、ウス雑音を重畳する方法には， 2通りの方法が考えられる. 1つは学
習に先立つて雑音が重畳されていない学習パターンそれぞれに雑音を重畳し，学習の途中
には変更しないというものである.もう 1つは BPNNへのパターンの提示毎に雑音を重
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畳するものである.前者は雑音の計算が学習に先立つ 1回だけで、良いため高速で、あるのに
対して，後者は処理の量が多くなるため計算コストを要する.この節における BPNNの
学習は，処理速度を優先させて前者の方法を用いている.
表4.6学習パターンにガウス雑音を加えたときの無雑音テストパターンに対する
推定精度.σ は学習パターンに重畳したガウス雑音の標準偏差を表す.
σ position error[%] angle error[deg.] 
(x10-S) average maxlmum average maxlmum 
0.0 0.45 1.87 0.040 0.221 
1.0 0.53 2.90 0.058 0.284 
3.0 0.71 2.46 0.128 0.508 
4.0 1.01 4.01 0.169 0.730 
6.0 1.24 4.53 0.226 0.992 
表4.6は雑音を重畳しないテストパターンに対する各BPNNの推定誤差を示している.
雑音を重畳して学習したものは，重畳しないものよりも精度は悪く，しかも重畳するガウ
ス雑音の標準偏差が大きくなるにつれて誤差が大きくなっている.
次にテストパターンにガウス雑音を重畳して推定を行い，雑音のある環境下での運動計
測システムの耐雑音性を調べた結果を図4.12に示す.テストパターンに加えたガウス雑音
の乱数系列が同じであるため直線的な変化をしているが，学習の際に加えたガウス雑音が
大きいものほど，雑音の多い環境下でも雑音に対する推定誤差の増加が抑えられ，耐雑音
性が大きいことを示している.ただしこの方法を用いて耐雑音性を持たせた場合，無雑音
状態における推定性能は低下する傾向にあり，これを防ぐためには十分な数のパターン数
で学習を行なうか，中間層ユニット数を増加するといった処置が必要であると思われる.
4.9 まとめ
本章では， BPNNを用いた磁気運動計測システムを設計する際の基本的指針を明らか
にするために，磁気センサ，運動測定領域等を無次元の一般化された構成として計算機シ
ミュレーションを行なった.
BPNNの構造については， 4層の BPNNを磁石の位置と向きを示す 6つのパラメータ
毎に l組ず、つのニューラルネットワークを用いるものが比較的高い精度で推定が可能で
あると言う結果が得られた.またBPNNの構造を固定した時の必要十分な学習パターン
数について検討し， 4層の中間層ユニット数各40個ずつの分割ネットワークを学習する
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場合，最低 10，000個程度の学習パターン数を用いなければ成らないことを示した.磁気
センサの配置と推定精度の関係についてはセンサを運動測定領域から離して設置するほ
ど， BPNNの近似精度が良くなるという結果が得られたが，実用上はセンサの感度や誤
差の影響を考慮する必要があることを述べた.精度向上の為にBPNNの出力に含まれる
複雑な分布を呈する誤差を補正する方法として，分割ネットワークの6組の他にさらにも
う一組の BPNNを誤差低減用ネットワークとして導入することにより，推定精度を若干
改善することができることを示した.また反復法の一種である単純な最急降下法と比較
し，処理時間および解の収束性の点でBPNNの方が有利であることを示した.最後に入
力パターンにガウス雑音を加えて学習パターンとすることにより，耐ノイズ性を持たせる
ことができた.以上より BPNNを用いた磁気運動計測システムの基本的性質を明らかに
し，運動測定システムを最適設計するための指針を得ることができた.
BPNNなどの写像ニュールネットワークの持つ任意関数の近似能力は大まかにいえば
ネットワークの構造的な写像近似能力，学習アルゴリズム，学習パターンの選別の3つの
要因により決定されている.BPNNについてはネットワークの構造とは，中間層数，各
層の中間層ユニット数，それらによって規定される結合荷重の数，各ユニットの入出力関
数の種類に相当する.船橋は入出力関数がシグモイドの中間層ユニットを持つ3層ニュー
ラルネットがあった時任意の関数を任意の精度で近似する中間層ユニット数が存在する
ことを示している [7][8].つまり十分多くの中間層ユニットを用いれば，非常に高い精度
で任意関数の近似を行うことが可能である.実用上中間層ユニット数の数は，ニューラル
ネットワークを実装しようとするハードウェア(またはソフトウェア)の記憶容量，計算
能力に依存する.つまりある関数を一定の精度以上で関数を近似しようとした時には，必
要最小限の中間層ユニット数というものが存在し，それ以下の数のユニットしかない場合
は，目的の精度を達成することができるかどうかは保証されないのである.残念ながら必
要最小限のユニット数が具体的に何個になるのかを求める方法はまだ報告されていない
ため，試行錯誤によりユニット数を求めなければならない.また学習により得られたネッ
トワークが与えられた精度に関して十分コンパクトかどうかを定量的に確認する明解な
手法も報告されていない.ただし多くのテストパターンを BPNNに入力して，不活性な
中間層ユニットがあるかどうかはある程度確認する事はある程度可能で、あり，こういった
手法を発展させた的確な評価法の開発が望まれる.
2香の学習アルゴリズムについては BPNNのアーキテクチャの中に含まれている.た
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めここでは言及しない.
3番目の要因である学習パターンの選別とは使用する学習パターンの有用性を意味して
いる.関数の定義域または値域の中で，偏った領域のみについての学習パターンを用いて
学習を行っても全領域で精度の良い近似が行う事ができないえないのは，容易に予想され
る.かといって全パターン領域に対して整然と学習パターンを配置していたのでは，入出
力空間が多次元のため全領域をカバーするには，莫大な学習パターン数が必要になり現実
的ではない.結局，疎ではあるが学習精度に関して効率的な学習パターンを用いるのが最
も効率的であるという事になる.本研究では主に学習領域内で学習パターンを乱数を用い
てばらつかせているが，これも十分な根拠があるわけではなく，経験的に学習が成功する
事例が多いためである.これについても BPNNでも課題の一つである.
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図4.7運動測定領域内での誤差分布. (a)と (b)はそれぞれ位置推定誤差，方
向推定誤差を示している.(i) (i)は位置空間での im = (0，0，1)に対する
誤差を表わし， (i)は方向空間でのPm= (0，0，0)に対する誤差分布を表わ
す.濃い色の部分ほど誤差が大きい.
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図4.8BPNNによる推定誤差の改善.1段目ネット ワーク (primarynetwork)の
出力を入力としてから誤差のみを出力する補正用のネットワークを付加す
る.図中ではスケーリングゲインは省いている.
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図4.9誤差低減用のBPNNの学習曲線.
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図4.10位置及び角度推定誤差の各軸成分毎のヒストグラム.灰色の線は誤差低減
用BPNNを用いないときの結果.
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図4.12運動計測システムの耐雑音性の比較.横軸はテストパターンに重畳したガ
ウス雑音の標準偏差σで，縦軸は誤差の平均.(a)は位置誤差， (b)は角度
誤差である.
図4.11位置及び角度推定誤差のヒストグラム.灰色の線は誤差低減用BPNNを用
いないときの結果.
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第5章下顎運動計測への応用
5.1 はじめに
顎運動計測は佼合機能の解明や顎関節症等の診断のために重要であり，古くから様々方
法で計測されている.古典的なものでは顔弓と呼ばれるフレームを下顎に取り付け，その
軌跡を紙面に記録するというものがある [43].一方， 1931年の Hildebrandにより報告さ
れた下顎に反射点をつけて映画撮影する方法や [4]，1942年に Kurthにより紹介された
storoboscope用いた方法[4可は，運動軌跡、を光学フィルム上に記録するもので、あった.1975 
年に Jankelsonは下顎前歯部に永久磁石を取り付け，自uxgate magnetometerにより磁束
を計測し，標点の位置と速度を計測する MandibularKinesiographを発表した [46，70， 71]. 
これは標点として小型磁石を下顎に取り付け，磁気センサが取り付けられた軽量の眼鏡状
のフレームを装着し計測を行なうもので，被験者への負担が軽く取り扱いも容易である
が，佼合位から離れるほど精度が低下する特性がある.また計測できるのは位置に関する
3自由度のみである.これに対して，坂東らはポテンショメータを用いた機械接触式の運
動測定器であるディジタル方式下顎運動測定器[48]を考案した.この方法では6自由度で
の計測が可能であるが，機械接触式のため被験者への負担が少なくはなかった.同じく坂
東，郡らは変動磁界を利用する方法で6自由度顎運動計測を行なう方法を発表した [41，42].
これは Robinson[28]やKelso[31]，Kasper[32]が用いたのと同様， magnetic search coil法
[28]を用いるもので，センサコイルを測定部位に取り付けて周波数の異なる回転磁界中に
置き，センサコイルの誘導電流の位相から，多自由度を計測する方法である.この他にも
LEDとビデオカメラを組み合わせた方法 LEDとPSD(Position Sensitive Device)を
使った方法 [49]，CRTと光センサを組み合わせた方法 [72]などが下顎運動計測へ応用さ
れている.
この様に数多くの報告がされているのは，顎運動計測が他の運動計測と比べてもかな り
困難な課題であり 実用上十分な性能をもった装置の開発が難しいためである.顎運動計
測の特徴の一つに 被測定物が皮膚により遮蔽されていることが上げられる.このため，
外部からの画像だけでは高精度計測は不可能である.また 機械的リンクによる直接計測
では，阻噂や発音等何らかの動作中の運動計測を行なおうとした際 自然な運動軌跡が損
なわれる恐れがある.これを防ぐためには運動対象である顎に取り付ける，標点やトラン
スデューサあるいはセンサを 不要にするか十分に小型化し 外部との聞に電源供給や信
号伝達の為のリード線を無くす必要がある.さらに顎運動計測が高精度であることが要求
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されることも特徴の一つである.例えば，下顎前歯部の限界運動野の計測にはO.lmm，佼
合面の計測には O.Olmmの精度が要求されると言われている.さらに多自由度同時測定，
直線性が高く広い測定範囲，リアルタイム処理等の条件が加わる.これまで提案されてき
た様々な計測法は上の条件の一部は満たしているものの，全てに合致するものはほとんど
無いと思われる.
前章までで検討してきたBPNNを用いた磁気応用運動計測システムは，測定精度，同
時計測可能な自由度の数，測定精度，直線性，測定速度，測定対象への軽負担等，顎運動
計測に非常に適した特徴を持っている.そこで本章では提案法を下顎運動計測に応用す
ることを目的とし主として，計算機シミュレーションを用いて検討を加える [52-55].5.2 
節で下顎の解剖学的な形態や下顎運動の動態，従来からある下顎運動計測法について触
れた後， 5.3節で提案法を下顎運動計測に応用するために最適化を行う.5.4節では実用上
重要になると思われるセンサフレームの大きさと精度の関係を明らかにする.さらに 5.5
節では位置推定精度の直線性について検討する.また5.6節では標点として用いる磁石の
磁化が変化した場合について検討し，磁化の変化が測定に影響しない測定システムを提案
する.
後頭骨
図5.1頭蓋側面図.
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5.2 下顎運動
5.2.1 下顎の形態
下顎底
図5.2下顎骨の各部の名称.
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下顎前歯部
下顎は顔面頭蓋 (顔面骨)の下部を構成する下顎骨とそれに付随する各種の筋等によっ
て構成される部分である (図5.1)[56ぅ57].顎運動のまさに要となっているのが下顎骨と
頭蓋を連結する顎関節である.下顎関節は側頭骨の下顎関節寓に下顎骨関節突起 (頼状突
起，図5.2)が関節円板を介して飯合し，関節包及び各種靭帯で連結された可動関節であ
る (図5.3).この下顎関節が左右l対で下顎骨を支持しているため，下顎の運動は極め
て複雑であ り，関節頭部の回転運動はもとより，滑走運動を行うこと も可能である.下顎
の運動には様々な舌骨上筋や佼筋，側頭筋，内側翼突筋，外側翼突筋等が関与しており，
これらが総合的に作用して佼合運動が行われる.
5.2.2 下顎運動の種類と機序
下顎運動は前述のように非常に多くの筋と自由度の高い顎関節によって生み出されてい
ることから，幾つかの異なる運動モードがあり，次のょっな種類に分類されている.
-下顎前進運動
・下顎関口運動
・下顎閉口運動
.下顎後退運動
・蝶板運動
・即時側方移動
5.2 下顎運動
図5.3顎関節.
関節円板
関節腔
関節嚢状靭帯
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下顎前進運動は外側翼突筋が主に働き，内側翼突筋がこれを補助する形で行われる.こ
のとき関節頭は前方に牽引され前下方に押し出される.下顎開口運動は舌骨上筋群のう
ち顎二腹筋の前腹，顎舌骨筋，オトガイ舌骨筋等が協調して行つ.閉口運動は側頭筋，攻
筋，内側翼突筋等が関係する.後退運動は側頭筋の後部筋束の収縮により行われる.
蝶板運動は下顎が後方限界運動路をたどりながら開閉する際，その一部の範囲で，下顎
関節頭部を中心として蝶板運動を行う.この範囲は約20mm関口位までと言われている.
この運動は必ずしも全ての例で起こるわけではないともいわれているが，術者の誘導によ
りある程度再現可能であり，その中心軸は一生不変である.
即時側方移動は すべての例で起こるわけではなく岨噌運動の初期あるいは終末期に下
顎全体がわずかに側方へ移動する運動である.
5.2.3 下顎位
上下顎の位置関係の取得すなわち佼合採得には動的な運動の様態もさることながら，特
定の上下顎関係の静的な定位も重要である.上顎に対して下顎の取る位置のことを下顎位
と呼ぴ，次のような位置が考慮される.
-佼頭飯合位 (中心校合位，習慣的閉口終末位， centric occ1usion) 
.中心位 (centricrelation) 
仁一 一一一一一一一一一一一つ?一一一一一一一一一一一一一一司園
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-頼頭安定位 (restof position of condyle head) 
.礁下位 (swallowingposition) 
・マイオセントリック (myocentricposition) 
・下顎安静位 (physiologicrest position)および安静空隙 (free-way space) 
?
?佼頭飯合位は上下歯牙が最大面積で吹合接触した状態で中心佼合位とも呼ばれる.した
がって歯牙のみにより規定される位置である.下顎の機能にとっては最も重要な位置であ
り，阻鴫運動における下顎の終末位であるとともに習慣的な閉口運動をした時の下顎の終
末位でもある.ただし習慣性閉口終末位は佼合飯合位と必ずしも一致しないが，そのずれ
は僅か (lmm以内)である.
中心位とは関節寓内で頼頭が強制されること無く最後位にあり，しかもそこから側方運
動が可能な下顎位と定義されており，特に歯牙とは無関係の位置である.歯牙に関係が無
いことから，ある佼合高径の範囲において存在可能で、あり，その範囲内における運動では
下顎は関節部のある点で蝶板遠動を行うことができる.有歯顎においては中心位における
歯牙接触部位は佼頭猷合位よりも lmm程度後方に存在しており，後方歯牙接触位とも呼
ばれる.中心位は再現性が他の顎位に比べてかなり高いことから，他の顎位に対する基準
位として校合診断等に利用される.
穎頭安定位は関節禽内において頼頭が最も安定する位置である.
明記下位とは，膜下時に上下歯牙が接触する位置である.水の膜下時の多くは佼頭飯合位
の後ろ下方で歯牙に接触し，滑走して蔽合位に達する.その量は O.5mm程度後方であり
後方歯牙接触位までの約半分に相当する.
マイオセントリックは B.Jankelsonによって考案された電気的刺激装置 Myomonitor
により，閉顎筋を刺激して収縮させた場合に，上下歯牙が接触する位置のことであり，そ
の位置は個人差はあるものの佼頭依合位に一致するかまたは近い位置であると言われて
いる.またこの顎位は純粋に電気刺激による筋の反射のみによりさだめられるため，術者
や患者の意志には全く左右されない位置である.
下顎安静位は下顎に付着する全ての筋が意識的に緊張せず安静休息した場合の，下顎
自らの重量と顎に付着する筋群とが均衡を保って一定の位置に保持された時の顎位のこと
である.この際の上下歯牙の聞に生じる間隙を安静空隙と呼ぶ.下顎安静位は姿勢との関
係が深く，前傾位，後傾位，直立位で変化する.すなわち前傾位では安静空隙は小さくな
り，後傾位では大きくなる傾向があるため，一般的には直立位で測定される.
攻頭猷合位
中心、位千L 左側側方岐合位
安静位ーー/¥¥ " 主......__F 豆、 一一「 前方校合位
右側側方攻合位
最大開口位
図5.4下顎前歯部の運動野 (Posseltfigure) .右側やや上方から見たもの.
5.2.4 下顎の動態
下顎運動は主として切歯部並び下顎関節頭部で計測され，それぞれ切歯路 (incisalpath) ， 
穎路 (condylepath)と呼ばれる.これらのうち切歯路は下顎運動の前方決定要素と考え
られる.切歯路は術者により校合面の変更等を行うことにより調節可能であるが，頼路
は各人固有のものであり変更することはできないという特徴がある.前歯部の全運動野
は図 5.4で示されるような半楕円体状の形状をしていることが知られており [58]，Posselt 
figureまたは Swedishbananaと呼ばれている.切歯路は口腔内に描記装置等を装着する
ことが可能であるため，ある程度は直接計測が可能であるが，一方の穎路は X線透視装
置等を用いない限り直接計測は不可能である.そこで穎路の計測は顔弓やパントグラフ等
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を応用して機械的に下顎の模擬形状を構成し，穎頭付近で描記を行う方法がとられたり，
切歯部の運動を位置，方向を含めた多自由度計測し下顎の幾何学的形状から間接的に穎頭
の動きを求めるといった方法がとられる.
顎運動の各種数値については研究者や測定方法により多くの報告があるが，上回らがパ
ンタグラフを応用した電気的方法 (ディジタル方式顎運動測定器[48])により計測したも
のによると [51]，表5.1のように報告されている.
5.2.5 代表的な下顎運動計測法
顎運動計測には古くから様々な方法で計測が試みられてきたが，計測方法には計測形態
から直接測定法と間接測定法に分類することができる [61，62].
直接計測法は顎骨そのものの動きをX線映画やX線テレピジョン [78]，高速スキャンが
可能なCTやMRI[79]を用いて計測する方法である [63，68].透視画像を用いるため，顎
骨だけでなく周辺の軟部組織の動態も観察することが可能であるが，時間分解能がスキャ
ン速度に依存するためそれほど高くない(数10ミリ秒から数100ミリ秒)ことと，空間
分解能が荒いという欠点がある.またX線を用いる場合には被曝量の問題がある.
間接計測法は顎に固定した測定器の運動を計測し，その運動から顎運動を間接的に計測
する方法である.直接計測法に比べて計測が簡単で，時間分解能，空間分解能とも比較的
良好であることから幅広く用いられている方法である.測定器を計測対象に固定する必要
があるため生理的状態を侵襲してしまうという欠点がある.
間接計測法はさらに接触型と非接触型に分類することができる.接触型はゴシックアー
チトレーサに代表される措記法で，上下顎の一方に描記針を他方に描記板を固定し，顎運
動による描記針先端の軌道を記録する.ゴシックアーチの他にも頼頭外側点の軌道を記録
するものなどもある.多くは顎運動への制限を抑えるために描記針を伸縮可能なものとし
ている.ただしこれらの方法によって得られる軌道は，顎骨のものではなく，描記針と描
記板との位置によって定義されるものである.また描記針と描記板を用いて軌道を記録す
る代わりに，顎に取り付けたフレームの回転角やスライド量を電気的に計測するものも用
いられる [48，66].
一方非接触型は顎の任意の部位に標点を固定し，その運動を非接触型のセンサで検出
するものである.標点として小型磁石を用いて周辺の磁界を検出するもの [46]やLED等
の発光点を測定部位に固定し，カメラ等で位置を検出するもの [44，49，64，65，69]がある.
またこれらとは逆に定位の基準となる信号源を顎周辺に設け，測定部位に信号検出用のセ
5.2 下顎運動
ンサを取り付けるものも考案されている [42，60，72]. 
顎運動計測法の評価基準には次のような点が挙げられる.
-直接計測か間接計測か
.被測定運動への影響
・非接触型か接触型か
.測定精度(分解能)
-時間分解能
-直線性
・計測操作の容易さ
-同時計測可能な自由度数
-実時間処理が可能か
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言い替えると自然な顎運動が厳密つかっ簡便に計測できる方法が最も理想的な顎運動計
測法である.現在のところこの条件を完全に満たすものはなく，また今後も現実的には困
難であると思われるが，このような理想的な計測法に少しでも近いものを開発することが
重要である.
以下に間接計測法の中で磁界を用いた非接触型計測法の代表例として，小型磁石と flux
gate magnetometerを利用したMandibularKinesiograph (Myotronics社)と，郡らの磁
気位相空間とセンサコイルを用いた計測法の原理について示す.
5.2.5.1 Mandibular Kinesiograph 
Mandibular KinesiographはMyotronics社製の非接触型間接下顎運動計測システムで
ある.磁石を口腔内に固定し，周辺の磁束密度変化を磁気センサにより計測し磁石の3次
元的位置を求めるものである. 1975年に Jankelsonによって紹介されたもの [46，70，71]
は，地磁気除去用のものも含む合計6個の磁気センサが使用され，信号増幅，線形化回路
を経て，アナログ的な電圧信号として磁石の位置を検出するものであった.原点から離れ
ると直線性が乏しくなり，何らかの校正が必要とされるという特性があるが，最近のモデ
ルではパーソナルコンピュータと組み合わせて直線性も改善されてきている.空間分解能
は0.05mm程度 時間分解能は 240Hz程度である.
-・・・・・・・・・・・ '.~._..:....o......._ 闘園周I
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5.2.5.2 磁気位相空間を用いた顎運動計測
郡らによって報告された磁気位相空間を用いた顎運動計測システム [41，42，60]は， 1次
コイルで発生した磁気位相空間とその中で運動計測対象に固定されたセンサコイルに誘
起きれる誘導電圧との位相差を検出することによりコイルの位置及び向きを6自由度計測
するものである.
Sln 
COS COS 
sensor coil 
z E-
ー
Sln COS Sln 
......-Primary coils (a) (b) 
図5.6磁気位相空間の測定原理.(a)位置の検出.(b)回転の検出.
によるセンサコイルへの誘導電流の寄与の大きさはセンサコイルの向きに依存するため，
センサコイルの向きを誘導電流の位相差として検出できる.
この方式の位置及び向きの分解能は位相差検出回路の時間分解能に依存するが，郡らが
報告したシステム [42]では， 1次コイルに印加する正弦波の l周期当たり 4，096カウント
が可能であり，原点付近の分解能は 38μm，0.02度を実現している.ただし原点から離
れた位置の磁気位相空間の歪みが測定精度(特に直線性能)に影響するため校正が必要と
なる.
(a) 
、?????? 、 、
図5.5磁気位相空間を発生する l次コイルとセンサコイルの基本構成.(a) 1次コ
イルの配置と基準座標系.(b)センサコイルの構成.
1次コイルは図 5.5(a)のように 6個3組でそれぞれの組は直交して置かれ，X， y， Z 
軸に相当する基準座標系を構成する.その中で図5.5(b)のように3個 1組のセンサコイ
ルを運動計測対象に固定し，誘起される誘導電流と磁気位相空間発生用コイルをドライブ
する正弦波との位相差を検出し，センサコイルの位置及び方向を検出する.
位置検出時には対抗する l組の 1次コイルに位相が介/2ずれた同一周波数の正弦波を
印加し，それに対するセンサコイルで誘導電流の位相を検出する.誘起する信号との大き
さはセンサコイルと 1次コイルまでの距離のほぼ3乗に反比例し(ただし 1次コイルの形
状や大きさとセンサコイルの位置関係により案数は大きく異なる)， 2つの l次コイルに
より誘導される電流の位相差は π/2ずれがあることから，センサコイルの 1次コイル対
に対する位置関係を誘導電流の位相差として検出することができる.
回転量検出時は 2組の 1次コイル対を用いる.対向するコイルには同位相の電流を印加
し，直交する 1次コイル対に位相がり2ずれた電流を印加する.いずれかの 1次コイル対
62 第5章 下顎運動計測への応用
表5.1顎運動の各種パラメータ.上回らの報告 [51]より引用.24-44歳の健常者
15名についてディジタル方式顎運動測定器を用いて計測したもの.
検査項目 標準値
下顎限界運動範囲 最大切歯点移動量 開口量 54.71土 6.56
前後的移動量 31.26土 6.97
左右的移動量 13.20土1.33
上下的移動量 49.84土 5.13
最大穎頭移動量 19.23土 2.62
最大下顎回転量 矢状面 37.59士 4.15
水平面 7.02::!: 0.74 
前頭面 2.79土 0.70
面積 矢状面軌跡 514.20 :! 73.90 
前頭面軌跡 379.40士56.80
前方限界校合位 切歯点移動量 10.91土1.46
頼頭移動量 9.41土 3.44
下顎回転量[矢状面] -1.30土1.77
側方限界佼合位 切歯点移動量 10.91土1.46
頼頭移動量作業側 9.41土 3.44
頼頭移動量平衡側 9.41土 3.44
下顎回転量[矢状面] -1.30土1.77
滑走運動 3.0mm前方佼合位 下顎回転量[矢状面] 0.00土 0.51
切歯路角[矢状面] 38.45士10.38
頼路角[矢状面] 38.63土 8.31
(切歯路角一頼路角) -0.18士15.18
3.0mm側方校合位 下顎回転量[矢状面] 0.40土 0.36
切歯路角[前頭面l 33.92土 10.15
展開角[水平面] 74.50土 6.67
切歯路角[矢状面] 66.95土 11.75
平衡側穎路角[矢状面] 39.41土 8.49
(切歯路角一頼路角) 27.53土 14.80
(mm) 
(mrn) 
(mm) 
(mm) 
(mm) 
(度)
(度)
(度)
(mm2) 
(mm2) 
(mm) 
(mm) 
(度)
(mm) 
(mm) 
(mm) 
(度)
(度)
(度)
(度)
(度)
(度)
(度)
(度)
(度)
(度)
(度)
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5.3 BPNNを用いた磁気応用下顎運動計測システム
下顎骨を剛体と考えた場合，剛体上の1点の位置及び向きを 6自由度で計測することに
より，下顎位を完全に同定することができる.運動計測する点は測定誤差を低減するため
になるべく動きが大きい部位が適している.本稿では下顎で動きが最も大きく，標点とな
る小型磁石の固定が容易な下顎前歯部を測定部位として選ぶ.
下顎前歯部は，図5.4に示すようなPosseltFigureとして知られる運動野を呈すること
が知られている.上回らの測定[51]によると運動野の大きさは，前後31.26土6.97mm，左
右 13.20土1.33mm 上下 49.84土 5.13mm程度であり，最も傾きの大きい矢状面での
回転量は 37.59:f 4.15度程度である.したがって下顎運動計測システムの運動測定領域
は上の運動野を全て含んでいれば良いことになる.
200 
図5.7顎運動計測システムのセンサ配置.高さ 70mm，直径40mmの円柱が運動
測定領域で，黒い四角の点が磁束密度測定点.
そこで前章までで示してきた運動計測システムを，下顎運動計測用に次のように最適化
する.まず小型磁石は下顎前歯部に磁化軸を上下方向を向けて固定するものとする.本計
測システムは基本的には位置に関して3自由度 方向については 2自由度の合計5自由度
計測である.したがって下顎位を完全に同定するには至らない.これは円柱磁石の磁化軸
回りの回転が周辺の磁束密度分布に表れないためである.この影響を避けるためには，最
も回転量が小さい方向と磁石の磁化軸を一致させれば良い.下顎骨の回転運動で最も回転
量が小さいのは，前顎平面内である. しかしこの軸に円柱磁石の磁化軸をそろえた場合，
形状的に磁石装着時に違和感が生じる恐れがある.そこで磁化軸は前歯の方向に沿った上
下に向けるものとする.
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図5.8磁石の向きの制限.磁石の傾きを z軸から 25度の範囲に限定する.
次に磁気測定点は図 5.7のように頭部を取り囲むような立方体のフレームの頂点に配置
する.各点ではこれまでのシステム同様，磁束密度の X，y， zの各軸方向成分を計測す
る.このセンサフレームの大きさについては後の 5.4節で検討を加える.
運動測定領域は前述の Posseltfigureが含まれるよう，同図 5.7で示すように運動計測
領域はここでは高さ 70mm，直径40mmの円柱内とする.また下顎前歯部の傾き角が限ら
れていることから，図 5.8のように磁石の磁化軸の z軸からの傾き角は 25度の範囲内と
する.
最後に BPNNの構造は前章で良好な結果を得られた分割ネットワーク構造とする.す
なわち位置，向きの各パラメータ毎に l組ずつの BPNNを用いて推定を行い，これに含
まれる誤差を誤差低減用の BPNNを用いて抑制する.ただし測定系がz軸， y軸につい
て可換であるため，位置及び向きの u軸方向成分 Pmyとimyを推定する BPNNはそれぞ
れ Pmxと'lmxを推定する BPNNへの入力ベクトルの要素の順番を入れ換えることにより
代用する. したがって位置及び向きの u軸方向成分の推定時には，それぞれ z軸成分推
定用のBPNNを用いて表5.2にしたがって入力ベクトルの成分を入れ換える.
5.4 センサの配置と推定精度
磁気センサの配置が本運動計測システムの推定精度に対して影響を与えることはすで
に4.5節で述べた.本章で述べている下顎運動計測システムは測定領域の形状や大きさな
どが， 4.5節のものとは異なることから，ここで改めて推定精度について検討しておくこ
とが必要である.
5.4 センサの配置と推定精度
表5.2y軸成分推定時の入力ユニットへの磁束密度測定値の割り当て.unit No. 
はニューラルネットワーク入力層ユニット番号を示す.x axisはz軸方向
の位置推定をする際の割り当て示す.Q-xとは第0測定点の磁束密度の z
軸方向成分を表す.センサの番号については図4.3参照.
unit No. x axユs y日 lS unit No. x ax1S y ax1S 
1 O-x O-y 13 4-x 4-y 
2 0・y O-x 14 4-y 4-x 
3 O-z O-z 15 4-z 4・z
4 1-x 3-y 16 5-x 7-y 
5 1-y 3-x 17 5-y 7-x 
6 1-z 3-z 18 5-:z 7-y 
7 2-x 2-y 19 6-x 6-y 
8 2-y 2-x 20 6-y 6-x 
9 2-z 2-z 21 6-z 6-z 
10 3-x 1-y 22 7-x 5-y 
11 3-y 1-x 23 7-y 5-x 
12 3-z 1-z 24 7-z 5-z 
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位置及び向き推定用の BPNNの構造は中間層 2層の 4層構造とし，中間層ユニット数
は各40個ずっとする.各BPNNは出力層ユニットを 1個持ち，入出力関数は線形とする.
誤差補正用の BPNNはセンサ配置の推定精度に対する影響を明確にするため，本節の検
討では用いない.検討したセンサ配置は図5.9に示すように，センサフレームの一辺の大
きさが150mm，200mm， 250mm， 300mmの4通りとした.BPNNの学習領域は周辺部
の推定精度の低下を考慮して，測定領域よりも 10%程大きい，直径44mm，高さ 77mm
の円柱内とした.また向きについての学習領域は z軸から 35度の範囲内とする.学習パ
ターンは，学習領域内の位置向きともにランダムな 10ぅ000個の磁気ダイポールに対して，
式 (3.5)を用いて各磁気センサでの磁束密度を求めたものを入力パターンとして用いた.
標点の磁気ダイポールモーメントの大きさ Imlは，磁化の強さ 1T，高さ 10mm，直径5
mmの円柱型磁石を想定して，式 (3.7)を適用し， Iml =1.96 x 10-7とした.ただし式
(3.5 )からも明らかなように，磁気ダイポールの大きさは磁束密度の大きさと線形関係に
あり， しかも BPNNの入力ゲインにより適当な大きさにスケ}リングされるため，磁気
ダイポールモーメントの大きさが異なった場合でも，入力ゲインを対応する大きさに変更
するだけで， BPNNを再学習する必要はない.各スケーリングゲインは，kBニ 2.5X 106 
， ん=0.02， km = 1である.
図5.10に典型的な学習による誤差の減少を示す.(a)は位置推定用 BPNNについての
(b)は方向推定用の BPNNについてであり，各 BPNKとも学習パターンに対する誤差
ム』. -~ 
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図5.9センサフレームの大きさ.フレームの大きさは一辺が 150rnm，200mm， 
250mm， 300mmの4通り.
の変化，テストパターンに対する誤差の変化を描いている.位置推定用，方向推定用の
BPNNとも，学習回数2，000回付近から εrmsの変化は飽和し始め， 10，000回になるとほ
とんど変化しなくなる.また学習パターンに対する誤差の変化と，テストパターンに対す
る誤差の変化が同じような傾向で変化し，大きさも良く似たものとなっていることから，
過学習は起こっておらず， BPNNの規模と学習パターンの数は適切なものであったことが
示唆されている.また ~mz の誤差 εrms が ~mx と比べて若干小さいのは，ダイポールの傾
き角を制限しているため，出力値の範囲が ~mx よりも ~mz のほうが小さいにもかかわら
ず，同じゲイン係数を用いているためと思われる.
いずれのセンサフレームについても学習回数10ぅ000回で学習を止め， 10，000個の未学
習のテストパターンに対して推定精度の平均と最大を求めたのが図5.11である.センサ
フレームを大きくする程平均・最大とも推定誤差が小さくなり，良好な推定が行われてい
ることが示されている.これは4.5節と同様，センサが測定領域から離れる程，磁気ダイ
ポールの位置の変化に対する磁束密度分布の変化が緩やかとなり， BPNNの出力に寄与
するセンサ入力の数が多くなっているためと考えられる.また方向推定におけるセンサフ
レームの大きさの変化が誤差に与える影響が大きいのは，センサが測定領域から十分離れ
ることによって磁束密度分布とダイポールの方向の関係に対するダイポールの位置の寄与
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度が小さくなるからであると思われる.すなわち測定領域内でどの位置にダイポールが
あっても計測される磁束密度分布が良く似たものとなっているためと考えられる.
5.5 位置推定精度の直線性
小型磁石と磁気センサを利用するという意味で提案法と良く似た測定原理を用いてい
るものに5.2.5.1節で述べたMandibularKinesiograph [46，70， 71J (以下MKGと書く )が
ある.MKGはfluxgateで各軸方向の磁束密度の大きさを電圧値と して読み取り，電圧
値と位置が比例すると仮定して運動測定を行うものである.磁気センサで測定される磁束
密度の大きさと磁石までの距離は，実際には比例しない為MKGでは特に測定領域外縁部
近辺では，位置測定の結果が歪んでしまう.磁界を用いた顎運動計測法のーっと して，変
動磁界を用いる坂東らの方法[42Jの場合，測定部位近辺に置かれるセンサコイルの周辺の
変動磁界の一様性が測定精度に影響し，測定領域中心から離れ，傾斜磁界となってしまう
付近では歪みを生じるという特徴がある.これらの方法は精度を保つために，位置及び向
きの推定結果と実際の位置及び向きをキャリブレーションを用いて直線性を保つ方法が取
られている.本節では提案法の測定領域内における位置計測の直線性について検討する.
検討に用いたBPNNは位置及び向き推定用のものは5.4節でセンサフレームの大きさを
200mmとした時のものを用いた.磁気ダイポールの方向は上向きすなわち im = (0ぅ0，1)
および運動測定領域外縁仏=(0.298，0.298，0.906) (z軸からの傾きは25度)とした.図
5.12は (a)xy座標平面 (z= 0) ， (b)μ座標平面 (x= 0)に2.5mm単位の格子上の
点で運動測定領域内のものについて磁束密度分布を計算し， BPNNを用いて位置推定を
行った結果を示している.特に原点付近は格子の歪みは非常に小さく，良好な推定が行わ
れている.一方測定領域の上下の境界付近に当たる z=土35mm付近は，格子の歪みが
比較的大きく直線性が損なわれていることが分かる.特に z軸からの傾きが大きい (a-
i) ， (b -i)ではこの傾向が顕著に表れており，上下の境界付近での歪みは非常に大きく
なっている.
次にこのBPNNの組に対する誤差低減用のニューラルネットワークの学習を行い，こ
れを用いて直線性を調べる.ネットワークの構造は中間層数が2層の4層構造とし，各中
間層のユニット数は 50個ずっとした.入出力層のユニット数はそれぞれ6個ずつである.
補正用ニューラルネットワークの学習には入出力関係が6次元から 6次元で非常に複雑で、
あることから位置や向き推定用のBPI¥Nの学習時よ りも多い， 20，000個の学習パターン
を用いた.図5.13は学習した誤差低減用不 ツトワークを用いて図5.12のときと同じ条件
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図5.12のものと比べてで格子上に置いたダイポールに対して推定を行った結果である.
z=土35mm付近の格子の歪みは小さく運動測定領域全域にわたって良好な結果が得られ
では，測定領域の上ダイポールの向きを z軸から大きく傾けた (a-i) (b -i) 
下境界付近で、の歪みが多少残った.
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5.6 磁石の磁化強度に不変なBPNN
磁石の磁化の強さは温度等の様々な原因によって変化する.この変化を補償するために
は，測定時に使用する磁石の個々の条件によって，磁束密度分布に関するスケーリングゲ
イン kB を磁化の変化に応じて修正することが必要である.これには測定前に kB校正用
の基準点(例えば原点)に標点用の磁石を特定の方向を向けて置き，各センサの入力値
の大きさから kBの値を求める方法が考えられる.しかし測定時の操作手順が増えること
になり，極力簡便に取り扱いできるようにという下顎運動計測システムの要求条件にそぐ
わなくなる.そこでBPNN学習時に入力パターンのノルムを一定にした学習パターンを
用いれば，磁化の強さの変化に BPNNの出力値が影響を受けなくなる.本節では入力パ
ターンのノルムを一定にしたパターンを用いて BPNNの学習を試みる.
まず標点として用いる磁石の磁化の強さの変化の推定精度への影響を示す. 5.5節同様
センサフレームの大きさを 200mmとし，位置及び向き推定用のBPNNは中間層 2層の4
層構造のものを用いた.ただし中間層ユニット数はいずれも 40個とした.さらに誤差低
減用のBPNN(中間層 2層，ユニット数50個ずつ)を用いて高精度化を計った.BPNN 
の学習は
図5.14がその結果である.横軸は学習時に用いた磁気ダイポールモーメントの大きさ
に対するテスト時の磁気ダイポールモーメントの大きさの比を示し，縦軸に運動測定領域
内の位置向きともにランダムな 10，000個の磁気ダイポールに対する推定誤差の大きさを
示している.モーメントの大きさが僅か 1%程度変化しただけで位置誤差については約7
倍，角度誤差については約25倍もの推定誤差を生じており，推定精度がモーメントの大
きさの変化に非常に大きな影響を受けていることが分かる.実用上このような大きな精度
の変化を伴う のは好ましくない.
これを改善するために計測システムを図 5.15のよう構成する.磁気センサで計測され
た磁束密度分布は各入力毎にノルムが計算される.ただしある入力パターン pのノルム
lfi以は，
lω (5.1) 
で求められる.ただし Bpsはパターン pに対して s番目のセンサで計測された磁束密度
ベクトルである.ここでパターン pに対するスケーリングパラメータ kBpは，予め決定
しておいた BPNNへの入力ベクトルのノルム lNNを用いて
k lN 
B 一一一一一
p - ljn，P (5.2) 
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で求めることができる.ただし他のゲイン kp，km はパターンに対して不変である.
次に kBpの統計値を求める.センサフレームの大きさを 5.5節で検討したものと同様に
l辺が200mmの立方体とし，運動測定領域を原点を中心とした直径 40mm，高さ 70mm
の円柱内とする.磁気ダイポールモーメントの向きは z軸から 25度内とする.また標点
の磁気ダイポールモーメントの大きさ [m[は，磁化の強さ 1T，高さ 10mm，直径5mm
の円柱型磁石を想定して，[m[ = 1.96 x 10-7とする (式3.7参照).運動測定領域内の位
置向きともにランダムな 10，000個の磁気ダイポールモーメントに対して，それぞれ磁束
密度分布を計算し，ノルム旬以を計算すると，平均1.240x 10-5T，最小1.201x 10-5T， 
最大1.373x 10-5T，標準偏差 2.615x 10-7Tが得られた.BPNNへの入力ベクトルのノ
ルムを 1とすると，スケーリングパラメータ kBpは，平均 8.068X 104 ，最小 7.281X 104 
，最大 8.329X 104 ，標準偏差1.665X 105の分布を持つことが計算できる.
5.4節と同様，運動測定領域よりも 10%大きい領域の位置向きともにランダムな磁気ダ
イポールに対して学習パターンを作成し BPNNの学習を行った.位置及び向き推定用
のBPNNの構造は中間層 2層の4層構造とし，中間層ユニット数は各40個ずっとする.
各BPNNは出力層ユニットを l個持ち，入出力関数は線形とする.誤差補正用 BPNNは
中間層数が2層の4層構造で，各中間層のユニット数は 50個ずっとした.それぞれ学習
を10，000回繰り返したあと，未学習の 10，000個のテスト用パターンに対して推定を行っ
た.表5.3に学習結果を示す.入力パターンのノルムを一定にした方が，位置推定誤差に
ついては平均値で3倍，最大値で2倍程度，角度推定誤差については平均値で4倍，最大
値でも 4倍程度大きくなっている.これは入力ベクトル空間が超球状に限定されたことに
より，入出力関係が複雑さを増し，最急降下法を基本としたパックプロパゲーションでは
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図5.14磁気ダイポールモーメントの大きさの変化の推定精度への影響.(a)位置推
定精度への影響.(b)角度推定精度への影響.
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十分に結合荷重を調節できなかったためと考えられる.また BPNNの内部パラメータす
なわち結合の数や関数近似に用いるシグモイド (中間層ユニット数)が不足していたこと
も考えられる.ただしこのシステムを使用することにより，標点の磁石の磁化の強さの変
化に対して測定精度が補償される点は大きな利点といえる.
表5.3磁化の強さの変化に影響を受けないBPNNの学習結果.
位置推定誤差 [μm] 角度推定誤差[度l
平均 最大 平均 最大
改良型 21.1 86.6 0.0085 0.0322 
従来型 7.2 44.8 0.0020 0.0083 
」ー
5.7 まとめ
本章では， BPNNを用いた磁気運動計測システムを顎運動計測に適用することを試み，
計算機シミュレーションを用いて検討を行なった.その結果 補正用 BP~N を用いて精
度改善を行なった構成で，平均推定精度は位置については7.3μm，角度については0.002
度程度の性能を得ることができた.これは下顎前歯部の限界運動計測システムとしては十
分な精度であると思われる.今回検討したシステム構成は磁石の磁化軸回りの回転を計測
することができないことから， 5自由度計測であり下顎骨を完全に定位することはできな
いが，標点に使う磁石の磁化軸をほとんど回転が生じない軸(顎運動では例えば前後軸)
に揃え，この軸まわりの回転は起こらないと仮定すると 顎骨の運動を大まかに知ること
も可能である.また，前章でも触れたように互いの位置関係を固定した複数の磁石を用い
て，磁束密度分布を軸対称ではなくすることで6自由度計測も可能であり，顎運動計測シ
ステムとして実用することも十分可能であると思われる.
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第6章結論
本論文では，小型磁石による磁束密度分布から小型磁石の位置と向きを求める問題に
ついて，その入出力関係をバックプロパゲーション・ニューラルネットワークを用いて近
似的に構築し，運動計測システムとして応用することを試みた.本問題の本質は未知の写
像関係を，有限個のサンプルを用いて何らかの近似アルゴリズムによ り高精度に実現する
ことである.従来この種の写像近似問題を実現するためには統計的な回帰分析を基本とし
た手法や，幾つかのサンプルから作成したテンプレートを用いて補間によって入力値に対
応する出力を求める方法等が用いられてきた.BPNNは1986年にRumelhartらによって
紹介されて以来，任意写像近似の強力な手法のーっとして，一部過剰な期待を持って挙げ
られるようになった.過剰な期待の原因はニューラルネットワークが生体の神経系の情報
処理のモデルとして考案された事にあり， rニューラルネットワークは万能である」的な
認識が多少なりとも生まれてしまった事にある.1950年代後半に起こった第1次ニュー
ラルネットワークブームは 1958年のRosenblattらによって紹介されたパーセプトロンに
端を発しているが， 1980年代後半からのニューラルネットワークブームも，そういった
過剰な期待が多少なりとも原因となっていたのではないだろうか.それから既に 10年以
上が経過し， BPNNは生体のモデルと言うよりはむしろ純数学的な汎用写像近似アルゴ
リズムであることが認知され，現在ではBPNNは工学的な一手法として定着しつつある.
それでもなおBPNNの持つ性能や応用の際の設計法については，今だに明らかにされて
いない問題も多く，今後の発展の余地は多いと考えられる.また同じくニューラルネット
ワークの範曙に入れられる， RBFネットワークやGMDHネットワークなども上のような
連続値の関数近似を行う手法として挙げる事ができ， BPNNに劣らない強力な手法とし
て応用が広がりつつある.今回検討した計測システムにもこれらの手法を導入することは
可能と思われ，その場合，精度，処理時間といった測定システムの性能がBPNNを用い
た場合とどのような差異を示すかは興味深い問題である.
第3章では提案する計測システムを構成する各部について詳述し，磁気ダイポールが小
型磁石のモデルとして用いることの妥当性等を紹介した.
第4章では提案法に関して，一般的な座標空間における計算機シミュレーションを行
なうことにより 本システムの性質と高精度化のための指針について検討した.小型磁
石 (磁気ダイポール)の位置，向きを示す6個のパラメータの推定にそれぞれ1個ずつの
BPNNを用いることにより，高精度な推定を行なうことができた.BPNNによる推定誤
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差は強い非線形性を含んでおり，通常の補正法を用いるのは困難であるが，誤差補正用の
BPNNを用いることにより推定誤差の改善を行なうことができた.また大まかな検討で
はあるが，代表的な反復法の一種として最急降下法を取り上げ， BPNNを用いた提案法
と計算時間を比較し， BPNNのほうが短時間で解を得ることができることを示した.さ
らに入力パターンにガウス雑音を加えて学習を行なうこと によりBPNNの耐雑音性能が
向上することを示した.
第5章では本運動計測システムの応用例として，下顎前歯部の運動計測に適用すること
を試みた.前章で検討した運動計測システムを下顎運動計測システムとして最適化するた
めに，磁気センサを人の頭部が入るような配置とし，実際の下顎前歯部の運動野を考慮し
て運動測定領域の大きさを円柱状に変更し，磁気ダイポールの傾き角を制限するというシ
ステム構成の変更を行った.計算機シミュレーションにより BPNNの学習を行ない精度
を評価した結果，下顎前歯部の限界運動野の計測などには十分の精度を得ることができ
た.本計測法は現在までに提案されている他の顎運動計測法と比較しても，測定装置と下
顎との聞に機械的な接触が全く無いこと，高精度，高速であること，多自由度同時計測が
可能であること，特殊な装置を必要としないこと等優れていると思われる点も多く，実際
の計測へ応用も可能であると期待される.
今後の検討課題として，実機の製作を行ない本論文で得られた結果の実証を行なうこ
とと， 6自由度計測や多点同時運動計測の実現について検討することが挙げられる.実機
の製作にあたっては地磁気或いはそれ以下の低磁界の高精度な計測，標点として用いる小
型磁石の材質，形状等に関する検討，地磁気などによる磁気雑音や，磁気センサの素子聞
の特性のばらつきの除去，磁気センサの取り付け誤差の推定精度への影響等検討すべき点
は多い.一方6自由度計測化は標点に複数の磁石を用いて磁束密度分布を軸対称から非対
称、形にし， BPNNの出力に回転角を出力するように変更すると比較的容易に実現できる
と思われる.特に本システムの応用例として検討した下顎運動計測においては6自由度計
測により顎骨を完全に定位可能であり， X線CTやMRIなどと組み合わせて下顎頭の運
動計測が可能となる.具体的には患者の下顎運動を計測結果と，予めCT等により取得し
ておいた骨形状を元にして，顎関節部の骨の動きをリアルタイムで画面表示するシステム
等の開発も可能であると思われる.これにより校合機能の解明や顎関節症の診断治療など
に重要な示唆を与えることが可能であると期待される.多点計測については下顎運動計測
応用する場合であれば，上顎，下顎に磁石以外を固定する必要が無くなるため，実現すれ
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ば極めて自然な運動を計測することが可能になり，実用上非常に意味深いものとなると思
われる.ただ，磁束密度分布から磁石の位置と向きを推定する問題が不良設定問題となっ
ている可能性もあり 現在提案しているシステム構成のままでは精度的に難があると思わ
れる.何らかの推定アルゴリズム的な工夫が望まれる.
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ニューラルネットワークを用いた磁気運動計測システム
審 査 結果の要旨
本論文は 生休運動で代表される多自由度運動を非接触で計測する 一 種の逆
問題に対し、それを解く手法としてニューラルネットワークを用いた研究を
まとめたものであるの 本論文では特に磁気計測とニューラルネットワークを
組み 合 わせる新しい方式を提案しており、 6自由度運動計測を中心にその有
効性をシステム構成、測定 精度などの種々の観点からに詳細な検討を行って
いる。 また木手 法を顎運動計測に適用し、高精度、 リアルタイムで非接触計
測ができることを示している 。 本論文は以下の 6章から構成され、提案して
いる方式に関する課題毎に検 討、論述を行っている。
第工 "-'3主主は木研究の背 景から提案する方式の基礎を述べたものである。
第 l章では 木研究の 目的を述べると共に、工学上の意義づけを行い、さらに
木 研究に関する歴史的な位 育 づけを行 っ ている 。 第 2章では木研究課題に対
するニューラルネットワークの適用性を検討し、第 3章では磁気計担IJとニュ
ーラル ネッ トワークを組み合わせた多自由度運動の非接触計測システムを提
案し、 その基 本 (~J システム構成の検討を行っている。
第 4、 5章 は 本 研究の 中核をなすもので、第 5章 では本計測システムの性
能 言r-uTljを行っ ている。 特にネットワークの規模、 センサー配置、精度を向上
するための工夫などにつ い て詳細に検討がなされている。その結果、高精度
で 6白由度運動計測が可能であることを明らかにして い る。第 6章では本シ
ステムを顎運動計測に応用した場合の結果について述べている。顎運動はあ
る定められた純聞で 6白由度運動をするので、それを考慮したニューラルネ
ットワークを構成し、 実用上十分な 高精度で、かつリアルタイムで計測がで
きることを明らかにしている。
第 6章では本研究の成果を総括し、多自由度運動の非接触計W_lJの今後の課
題に つ いて述べている 。
以 上、木研究は 11~ 接触多自由度運動計測に対して、磁気計測とニューラル
ネ ットワークを組み合わせた方式を新しく提案し、その有効性、汎用性を実
証 している。 したが っ て、木論文は博士(工学)の学位綬与に値するものと
判 定 する n
