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Abstract
Biopharmaceuticals produced in recombinant cells, such as antibodies or gene therapies, have
the potential to treat diseases that were previously chronic, such as cancer or immune deficiencies.
These products are produced in large scale fermentations where the cells are often limited by one
nutrient, usually glucose or some other sugar. This allows one to use a single variable to control
the growth of the cells. A feed controller has been developed that relies on feedback information
about the oxygen consumption of the cells. Currently, there is not a standard means to calculate
or measure the oxygen consumption of a cell culture online in a bioreactor. The oxygen transfer
rate is directly related to the oxygen uptake rate of the cells. This quantity can be estimated by
comparing the input and offgas oxygen concentrations, however, this estimation does not contain
high-frequency information about the oxygen transfer rate. An online estimator has been developed
that uses measurements of the oxygen concentration in the input gas, in the fluid of the bioreactor,
and in the offgas exiting the bioreactor to predict the oxygen transfer rate to the fluid of a bioreactor.
Recursive least squares is implemented to fit a model for the mass transfer coefficient, and from this,
the oxygen transfer rate can be calculated. By using the dissolved oxygen measurements with the
offgas measurements, the estimator is able to capture finer details about the oxygen transfer rate.
The estimator was tested against a simulation of the Xu model for Escherichia coli and data from
previous laboratory fermentations. The recursive least squares estimator leads the signals produced
by standard industry calculations. The estimator developed can be applied to a wide variety of
systems and is straightforward to tune. In simulation, the estimator was able to accurately track
the mass transfer coefficient for oxygen and the oxygen transfer rate online and continuously. The
performance of the estimator was shown to be acceptable for use in an online controller.
ii
Dedication
This work is dedicated to my partner, Grace Lockett. Words can not express my gratitude
for standing by me through many trying times. Thank you for showing me that there is no one way
to live life, and that I can live mine however I choose.
I would also like to dedicate this thesis to my parents. Without your support and foresight
I could not have accomplished half of what I have.
iii
Acknowledgments
I would like to acknowledge Dr. Groff, for his continued support throughout my career at
Clemson. Your interest and excitement in your work served as constant source of inspiration.
I would also like to acknowledge Dr. Harcum and Tom Caldwell. Your effective teaching
quickly brought me up to spec. You diligently worked with me through my mistakes and supported
all my experiments.
I also extend my thanks to James Hope for providing continued support for our unconven-
tional bioreactor set up.
iv
Table of Contents
Title Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Bioreactor Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Bioreactor Culture Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Volumetric Transfer Coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Research Design and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Recursive Least Squares (RLS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Stir Speed Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Summary of RLS-OTR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Post-Processing E. coli Fermentation Data . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Testing in Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Offgas Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Conclusions and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
A Experiment B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
v
List of Tables
2.1 List of variables used in RLS-OTR and their respective units. . . . . . . . . . . . . . 21
3.1 Ground truth ¯kLa values for simulation. . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Conditions for exponential feed simulation. . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Conditions for induction BOOM feed simulation. . . . . . . . . . . . . . . . . . . . . 40
vi
List of Figures
2.1 StateFlow diagram for the BOOM feeding algorithm. . . . . . . . . . . . . . . . . . . 8
2.2 Schematic of a bioreactor showing the oxygen flow with the various areas labeled. bi
is the oxygen concentration at a given point, and Vi is the volume of the labeled area. 10
3.1 All signals pertinent to RLS-OTR for Exp. A. . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Comparison of RLS, the adaptive observer, and offgass OTR estimates in Exp. A. . 25
3.3 Comparison of RLS, the adaptive observer, and offgas OTR estimates from 640 min-
utes to 685 minutes in Exp. A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Comparison of SR computed using RLS-OTR and the adaptive observer in Exp. A.
The oxidative threshold for SR was set to 0.2. . . . . . . . . . . . . . . . . . . . . . 26
3.5 ˆ̄α0 in Exp. A as calculated by RLS-OTR. . . . . . . . . . . . . . . . . . . . . . . . . 27
3.6 ˆ̄α1 in Exp. A as calculated by RLS-OTR. . . . . . . . . . . . . . . . . . . . . . . . . 27
3.7 Stir speed from Exp. A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.8 ˆ̄kLa in Exp. A as calculated by RLS-OTR. . . . . . . . . . . . . . . . . . . . . . . . 28
3.9 ˆ̄kLa compared to stir speed in Exp. A from 250-450 minutes as calculated by RLS-
OTR. The shift from red to blue indicates the time shifting from 250 to 450 minutes. 29
3.10 All signals pertinent to RLS-OTR for the exponential feed simulation. . . . . . . . . 32
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Chapter 1
Introduction
1.1 Motivation
Engineered proteins, such as antibodies, vaccines, and hormones, are used in medicine to
treat or prevent viral, metabolic, and cancerous diseases. These proteins are a class of biophar-
maceuticals that are produced by growing a cell containing recombinant DNA, that codes for the
desired protein, known as a biologic drug. Cells that have been engineered using recombinant DNA
are known as recombinant cells. Due to the structural complexity, recombinant proteins are grown
rather than manufactured (edX, 2015). On the industrial scale, recombinant cells are grown in
bulk in vessels called bioreactors. Once the cells have reached a high enough concentration in the
bioreactor, an inducing agent is added to trigger the production of the protein. The product is then
harvested and refined from the culture. The process of growing nonmammalian cells in a bioreactor
is known as a fermentation, while for mammalian cells the process is referred to as a culture. As
of 2015, approximately 30% of biologics were produced using recombinant E. coli (Baeshen et al.,
2015), and it is believed that in the next 5 years, more than 50% of drugs in development will be
biologics (Jozala and et. al, 2016). Bioreactors are also used in industrial applications such as water
treatment, polysaccharide production, and biofuel production (Campbell et al., 2020; Xie et al.,
2014; Munasinghe and Khanal, 2012).
Currently, the industry standard for controlling the feed rate to a cell culture is set offline.
A protocol is defined at the beginning of a fermentation that may be tweaked by an operator, but
no online automation is currently used to control feeding. This can cause the culture growth to be
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inefficient. Even if a protocol is well defined to match the max growth rate of a cell culture, induction
and temperature changes can suddenly affect the culture’s growth rate(Larentis et al., 2014).
Almost all cells have multiple metabolic pathways to convert chemical nutrients to usable
energy. In the case of E. coli, there are two pathways: a carbon efficient, oxidative pathway and
a carbon inefficient, overflow pathway (Wolfe, 2005). The oxidative pathway operates using the
tricarboxylic acid (TCA) cycle. In the TCA cycle, acetate, in the form acetyl-COA, is oxidized in
several steps. If the TCA cycle becomes saturated with acetate or oxygen is unavailable, overflow
metabolism is engaged. In overflow metabolism, acetyl-COA is broken down into acetate without
using oxygen which produces a relatively small amount of energy (Johnston et al., 2003). This can
cause acetate to accumulate in the environment. Acetate is a known inhibitor to E. Coli growth (Xu
et al., 1999). While this may be an effective strategy in nature, a cell culture in overflow metabolism
is undesirable for biologic production as it wastes nutrients, slows the growth of the culture, and
produces harmful byproducts.
In order to prevent overfeeding and pushing a culture into overflow metabolism a controller
was developed to keep the cells at the boundary of oxidative and overflow metabolism (BOOM)
(Pepper, 2015; Lashkari, 2017). This controller designates the feed rate based on the metabolic
state of the culture. The metabolic state is predicted by analyzing the rate of change of the oxygen
uptake rate (OUR). At this point, there is not a means to estimate the OUR of a culture online
without disturbing the growth (Patel and Thibault, 2009; Bandyopadhyay et al., 1967). While a
method exists that approximates the oxygen transfer rate (OTR) directly from offgas measurements,
it has been found that this methods is too sluggish to be implemented with BOOM feed control
(Wang, 2014).
Most bioreactors are equipped with sensors, such as dissolved gas probes, pH probes, and
off-gas sensors, that provide feedback about the conditions inside the bioreactors, but none of these
sensors provide OUR. In order to for BOOM to applied, a means of reliably and robustly calculating
OUR online is required.
1.2 Bioreactor Overview
While the size, shape, and design of bioreactors can vary significantly, most used for bio-
pharmaceutical production are stirred-tank vessels. As the name implies, a stirred tank reactor is a
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sealed vessel with a means of stirring the fluid in which the cells grow. The stirring mechanism is
usually a shaft with one or more impellers attached. All bioreactors contain inlet and outlet ports.
The inlet ports serve as a means to deliver gases, feed media, base, acid, or any other liquid additive.
The outlet ports provide a means to take samples of the bioreactor contents and a means for off-gas
to escape. Bioreactors are usually equipped with dissolved oxygen (DO) probes, pH probes, off-gas
analyzers, and thermometers as feedback signals for the operator to keep the culture in a healthy
environment. PID controllers are standardly used to keep the temperature, pH, and dissolved oxy-
gen at given setpoints. These signals are typically monitored using a digital control unit (DCU)
that houses the PID controllers and the hardware, such as pumps and motors, to execute the control
signals.
The culture is grown inside a liquid media that consists of all the nutrients the cells need to
grow. The media is designed to have at least one limiting ingredient, usually glucose. This allows
the growth rate to be regulated by feeding at a given rate.
Gas is delivered to the culture by means of a sparger at the bottom of the the vessel. The
sparger injects oxygen into the reactor in the form of small bubbles. The spinning impellers further
reduce the size of these bubbles. This is done to increasing the surface area to volume ratio of the
bubbles which in turn increases the diffusion rate of gases into the culture media. For most cells,
the gas of interest is oxygen (Garcia-Ochoa and Gomez, 2009; Bandaiphet and Prasertsan, 2006;
Aroniada et al., 2020; Carbajal and Tecante, 2004; Patel and Thibault, 2009; Campbell et al., 2020).
1.3 Bioreactor Culture Overview
Once the bioreactor is inoculated with cells, the time of the fermentation can be divided
into two phases, batch and fed-batch. Before inoculation, the bioreactor is filled with some amount
of media to provide nutrients for the cells immediately upon inoculation. Batch phase is the time
period where the cells consume the initial media. Once all of the batch media has been consumed,
the fed-batch phase begins. In this phase media is fed into the bioreactor using a pump and a inlet
port. This continuously supplies the culture with the required nutrients to keep growing. Cells can
grow to high concentration in the fed-batch phase, but in order for the cells to begin production
of the recombinant protein an induction agent must be introduced. The induction agent trigger
the cells to begin to produce the desired protein. Induction also slows the growth rate of the cells
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(Larentis et al., 2014). Induced cells dedicate energy to producing the desired molecule, so they can
not focus all resources on replication.
1.4 Volumetric Transfer Coefficient
kLa is the volumeteric transfer coefficient of a gas into a fluid. It defines how easily a gas
dissolves in a given fluid. kLa is made up of two factors. ‘kL’ is the gas-liquid mass transfer coefficient,
which varies based on the contents of the fluid and the fluids properties, and ‘a’ is the surface area of
the gas-liquid interface (Ho et al., 2020). In the case of cell cultures for biopharmaceutical production,
oxygen is the gas of interest. It is desired to know kLa as it is a significant parameter for planning
and executing fermentations (Garcia-Ochoa and Gomez, 2009; Bandaiphet and Prasertsan, 2006;
Aroniada et al., 2020; Carbajal and Tecante, 2004; Patel and Thibault, 2009; Campbell et al., 2020).
Oxygen can become the limiting factor in high density cultures and large bioreactors. Having an
accurate estimate of kLa allows a operator to predict whether enough oxygen can be supplied to a
culture. Matching kLa between bioreactors has been shown to maintain efficiency through scale up
(Garcia-Ochoa and Gomez, 2009; Bandaiphet and Prasertsan, 2006). kLa is dependent upon stir
speed, impeller shape and dimension, bioreactor shape and dimensions, chemical characteristics of
the media, viscosity, temperature, among many other parameters (Aroniada et al., 2020; Carbajal
and Tecante, 2004; Patel and Thibault, 2009; Campbell et al., 2020). kLa is complex, nonlinear,
and changes over the course of a fermentation (Patel and Thibault, 2009).
The oxygen transfer rate (OTR) into the media is directly related to kLa. If the liquid is
in equilibrium with its atmosphere then OTR is equivalent to OUR as the cells are the only other
oxygen sink. This has motivated the development of several methods to estimate kLa in bioreactor
cultures.
One of the main methods of measuring kLa during a fermentation is the direct method
(Patel and Thibault, 2009) (Bandyopadhyay et al., 1967). The direct method operates by cutting
off the oxygen supply to the bioreactor, measuring the DO as it decreases due to cellular consumption,
turning the oxygen supply back on, and measuring how DO climbs back. This is effectively measuring
the step response of a fermentation culture. This method has features that are unattractive for
industrial biopharmaceutical production. Namely, it is risky to deprive a high density culture of
oxygen. If a culture is deprived of oxygen it will switch to inefficient anaerobic metabolism and
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produce undesirable byproducts. If DO is not returned quickly enough, a mammalian culture can
also die (Place et al., 2017). This method also is not continuous. kLa changes throughout an
experiment, so the direct method would need to be used intermittently throughout an experiment
to maintain a good estimate.
In (Wang, 2014), a Luenberger adaptive observer was developed to estimate kLa. The Lu-
enberger adaptive observer operates by estimating kLa from DO and off-gas oxygen measurements.
Using known system dynamics, an adaptive observer can be constructed following the method desig-
nated in (Narendra and Annaswamy, 2012). While the kLa estimates from this method are believed
to be accurate, the observer is difficult to tune. It is unclear how to adapt the Luenberger parameters
if the sensor dynamics or sample time changes. In order for a algorithm to be of use in industry, it
should be able to generalize easily to different systems.
kLa can be also solved for using linear least squares (LLS) and a simple optimization prob-
lem. In (Gaad, 2018), this was done intermittently in batches to analyze Chinese hamster ovarian
cell (CHO) cultures. This method is straightforward and only requires standard measurements of
a bioreactor system. The main drawback of this method is that the estimates are intermittent.
Batches of data are collected over the course of approximately 20 minutes, and a kLa is fit using
LLS. This may be an acceptable method for mammalian fermentations since the OUR of the culture
changes on the order of hours (Gaad, 2018), but E. coli have a doubling rate of approximately 90
minutes in optimal conditions. This considerably faster than the 20 hour doubling time of CHO
cells. Considering this, an intermittent approach to calculating kLa does not seem feasible for E.
coli or other fast growing organisms.
1.5 Problem Statement
OTR is a signal that contains information directly related to the state of the culture (Scheidle
et al., 2007). OTR is the result of diffusion, so it is defined by the difference in oxygen concentration
between the gas and liquid and kLa . When in equilibrium with its atmosphere, the driving force
is zero, but a living culture of cells will consume oxygen in the fluid which drives oxygen transfer
into the cell culture media. Using OTR, a cell culture’s metabolism can be estimated, closing the
feedback loop controlling the cultures growth. However, the kLa of the fluid changes over time due
to additives to the media and how the gas is mixed in to the fluid. There are current means to
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directly measure OTR, however they are expensive(Pratt et al., 2003) or slow (Scheidle et al., 2007).
OTR can be calculated directly by comparing off-gas measurements to the input gas stream,
but this measurement can be heavily filtered by the gas mixing in the head space, particularly in
larger vessels. This mixing delays the measurement and can lose subtle, but important data. With
this in mind, this thesis investigates a means to calculate OTR online using standard sensors in a
continuous manner. The algorithm operates by a continuously fitting a model of kLa to dissolved
oxygen and off-gas oxygen measurements using recursive least squares.
1.6 Outline
This paper is laid out in the following manner. Chapter 2 discusses the background of
and sets up the OTR estimator. The BOOM feeding algorithm and oxygen transfer dynamics are
discussed. In order to understand how the OTR estimator works, the dynamics of oxygen flow
through a bioreactor needs to be covered. The recursive least squares algorithm is also derived and
applied to solve for OTR. Chapter 3 presents and discusses the estimates of OTR generated by the
estimator. The estimator is tested on E. coli fermentation data, as well as in simulation. Chapter 4
concludes the paper with a summary of the results and discussion of future work and improvements.
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Chapter 2
Research Design and Methods
This chapter discusses the background and derivation of the online OTR estimator. Section
2.1 covers the previous work done involving BOOM and the oxygen dynamics. In Section 2.2, we
derive the recursive least squares algorithm used to estimate OTR online. A means for controlling
the stir speed in a bioreactor is discussed in Section 2.3. Finally, in Section 2.4 we will summarize
the algorithm to implement the estimator. A list of variables and their respective units is displayed
in Table 2.1.
2.1 Background
In this section, previous work done involving the development of BOOM feed control and
a OTR estimator is covered. The basic mechanism behind BOOM is discussed in Subsection 2.1.1
to provide a motivation for an estimate of OUR. We will then discuss the assumptions made to
relate OUR to OTR in Subsection 2.1.4. Subsection 2.1.2 then outlines the oxygen dynamics in a
bioreactor. These dynamics are then used to set up a linear least squares problem to solve for OTR
in Subsection 2.1.3.
2.1.1 BOOM Controller
A controller was designed to keep a E. coli fermentation at the boundary of oxidative and
overflow metabolism (BOOM) to increase the efficiency of biopharmaceutical production (Lashkari,
2017; Pepper, 2015). By keeping the culture at this boundary, higher overall growth rates were
7
Figure 2.1: StateFlow diagram for the BOOM feeding algorithm.
achieved while also maintaining lower waste accumulation. BOOM operated by feeding the culture
at a base line feed rate. The feed is intermittently pulsed to test the metabolic state of the culture.
During these feeding pulses, the slope of the OUR signal is the result of the metabolic state of the
culture. In order for this algorithm to be of use, an accurate, real-time measurement of OUR is
required. Fig. 2.1 is the StateFlow implementation of BOOM feed control.
If the culture is in oxidative metabolism during a feeding pulse, the OUR [g/(L ∗ hr)]
should be consistently increasing until the TCA cycle has been saturated with glucose. This causes
metabolism to switch to the overflow state and OUR to level off. While the metabolic switch may
be discrete for individual cells, the shift to overflow metabolism for the entire culture is continuous
and can be seen by ˙OUR decreasing. A signal referred to as the sensitivity ratio (SR) has been
designed to capture the relative shift in the slope of OUR.
SR =
F
Ḟ
˙̂
OUR
ˆOUR
(2.1)
Where F is the volumetric feed rate of feed media to the bioreactor in [L/min]. BOOM
feeding pulses are designed such that F/Ḟ is a constant. The sudden rise, then plateau in OUR
can be seen in the SR climbing until OUR begins to flatten. This causes SR to suddenly drop.
If SR has crossed a given threshold, then the sudden decrease in SR triggers BOOM to stop the
feed pulse, and increase the baseline feed rate. The new baseline feed rate is proportional to the
increase in OUR during the feeding pulse. If the SR fails to increase above a given threshold the
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culture is determined to be in overflow metabolism. In this case the baseline feed rate is decreased
by a specified percentage to limit glucose. Eventually the TCA cycle will become unsaturated, and
the culture will revert back to the oxidative metabolic state. In order for BOOM to be useful, an
accurate, real-time estimate of OUR was required to supply feedback. The OUR calculated using
the off gas sensor was too heavily filtered to be of use to the BOOM algorithm (Wang, 2014). More
advanced methods were necessary to supply this signal.
2.1.2 Oxygen Dynamics in Bioreactors
In a bioreactor, the flux of oxygen into the liquid is defined in the following way.
Ċ = OTR−OUR (2.2)
Where Ċ
[
g
L∗hr
]
is the rate of change of dissolved oxygen in the fluid and OUR
[
g
L∗hr
]
is the oxygen consumed by the cells. C
[
g
L
]
represents the concentration of oxygen in the media.
The dissolved oxygen (DO) probe measures this value relative to the fluid at equilibrium with a
calibration gas, usually air. In fermentations, input gas is constantly flowed through the reactor
with oxygen. This gas stream has an oxygen concentration of b0. This gas gets bubbled through
stirred media in the bioreactor, and some oxygen is transferred from the gas to the fluid. This is
the OTR
[
g
L∗hr
]
, which can be defined as the following:
OTR = kLa(C
∗ − C) (2.3)
Where C∗ is the saturation concentration of oxygen in the media given a certain atmosphere
and C is the current concentration of oxygen in the fluid. kLa has no universal model and the physics
depend on many factors, such as diffusivity, molarity, and agitation of the media. A linear model
for kLa is defined as the following:
kLa = α0 + α1(N −N0) (2.4)
This linear model relates the volumetric transfer coefficient to two unknown parameters α0
and α1, the stir speed, N , and an arbitrary center stir speed N0. This model provides a local fit of
kLa given stir speed and should not be applied to a wide range of stir speeds.
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Figure 2.2: Schematic of a bioreactor showing the oxygen flow with the various areas labeled. bi is
the oxygen concentration at a given point, and Vi is the volume of the labeled area.
As oxygen flows through the bioreactor it gets absorbed into the media and mixes in the
headspace. Fig. 2.2 portrays the different oxygen concentrations at different locations within the
bioreactor. The difference in oxygen concentration between the input gas oxygen concentration b0
and b1 is the result of OTR. b1 is the oxygen concentration of the gas just as it leaves the fluid.
Using this, the OTR can also be defined from mass transfer in the following way.
OTR =
MfP
V1RT
(b0 − b1) (2.5)
Where V1 is the volume of the media in the bioreactor, R is the universal gas constant, T
is the temperature of the gas, Mf is the volumetric flow of the gas, and P is the pressure of the gas
in the bioreactor. The oxygen concentration of the gas leaving the fluid, b1, is then the result of b0
and OTR.
b1 = b0 −
V1RT
MfP
OTR (2.6)
Following the gas flow,b2 is the concentration of oxygen in the headspace of the vessel. The
gas with oxygen concentration b1 mixes with the other gas in the headspace. The mixing dynamics
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of b2 are defined as follows:
ḃ2 =
Mf
V2
(b1 − b2) (2.7)
V2 is the volume of the headspace. There is another time delay between b2 and the gas
concentration in the measured off gas, b3, due to sensor dynamics. The dynamics of b3 are defined
in the following way.
ḃ3 =
1
τ2
(b2 − b3) (2.8)
Where τ2 is the rise time of the off gas sensor. Using Eq. 2.7 and 2.7, the gas dynamics
can be modeled as two, first order, low pass filters in series with one another. The dynamics of the
headspace mixing can be modeled in the Laplace domains as follows:
H1(s) =
b2
b1
=
Mf
V2
s+
Mf
V2
=
1
V2
Mf
s+ 1
(2.9)
A very process can be done for the dynamics of b3.
H2(s) =
b3
b2
=
1
τ2
s+ 1τ2
=
1
τ2s+ 1
(2.10)
The transfer function from b1 to b3 is then:
Hg(s) = H1(s)H2(s) =
1
( V2Mf s+ 1)(τ2s+ 1)
(2.11)
L−1{Hg(s)} = hg(t) (2.12)
b3 can then be represented by convolving b1 and hg(t). Convultion is represented by ~.
b3 = hg(t) ~ b1 (2.13)
A method for calculating OTR directly from off gas oxygen, b3, and input oxygen, b0, is
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shown below.
OTRoffgas =
MfP
V1RT
(b0 − b3) (2.14)
This estimate of OTR is heavily filtered, as b3 is the result of low pass filtering b1 with hg(t).
It has been shown that this estimate of OTR is too heavily filtered to be used with BOOM (Wang,
2014), so a more responsive estimator is developed in this paper.
2.1.3 Least Squares Solution for kLa
It has been shown that the OTR can be solved for by calculating an estimate of kLa using
linear least squares (LLS) and the previously discussed oxygen dynamics (Gaad, 2018). In this
section, the steps required to set up the LLS problem are shown. To start with, Eq. 2.3 and 2.5 can
be set equal to each other.
MfP
V1RT
(b0 − b1) = kLa(C∗ − C) (2.15)
Substituting in the definition for kLa:
MfP
V1RT
(b0 − b1) = (α0 + α1(N −N0))(C∗ − C) (2.16)
C∗ and C are directly related at calibration to the values of b0 and dissolved oxygen, DO,
by a parameter C∗cal which is the concentration of oxygen in the fluid at equilibrium.
C∗ = C∗cal
b0
b0,i
(2.17)
C = C∗cal
DO
100
(2.18)
Eq. 2.16 can be expressed as:
MfP
V1RT
(b0 − b1) = (α0 + α1(N −N0))C∗cal
(
b0
b0,i
− DO
100
)
(2.19)
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MfP
V1RT
(b0 − b1) = (C∗calα0 + C∗calα1(N −N0))
(
b0
b0,i
− DO
100
)
(2.20)
We can then define ᾱ0 = C
∗
calα0 and ᾱ1 = C
∗
calα1. This allows us to estimate OTR without
explicitly knowing C∗cal.
MfP
V1RT
(b0 − b1) = (ᾱ0 + ᾱ1(N −N0))
(
b0
b0,i
− DO
100
)
(2.21)
Note that the right hand side of Eq. 2.21 is still the definition of OTR. We can then define
OTR in terms of ¯kLa, the result of ᾱ0 and ᾱ1 in Eq.2.4.
OTR = ¯kLa
(
b0
b0,i
− DO
100
)
(2.22)
Returning to Eq. 2.21, the second term can be distributed through.
MfP
V1RT
(b0 − b1) = ᾱ0
(
b0
b0,i
− DO
100
)
+ ᾱ1(N −N0)
(
b0
b0,i
− DO
100
)
(2.23)
Using the dynamics in Eq. 2.12, b1 can be transformed to b3. Mf , V2, and τ2 are all values
that are known during a fermentation. With this knowledge, all signals from 2.23 can be filtered to
mimic these effects. First, Eq. 2.23 will be solved for b1 so that the transformation to b3 will be
clear.
b1 = b0 −
V1RT
MfP
ᾱ0
(
b0
b0,i
− DO
100
)
− V1RT
MfP
ᾱ1(N −N0)
(
b0
b0,i
− DO
100
)
(2.24)
Now, the effects of the headspace and off gas sensor dynamics can be applied to Eq. 2.24
to transform b1 to b3.
hg(t)~ b1 = hg(t)~ b0−hg(t)~
V1RT
MfP
ᾱ0
(
b0
b0,i
− DO
100
)
−hg(t)~
V1RT
MfP
ᾱ1(N −N0)
(
b0
b0,i
− DO
100
)
(2.25)
hg(t) ~ b1 is equivalent to b3. Also, ᾱ0 and ᾱ1 are unrelated to the oxygen dynamics. We
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will also assume that Mf , P , T , and V1 are relatively constant so that they are not affected by the
filter.
b3 = hg(t)~ b0− ᾱ0
V1RT
MfP
hg(t)~
(
b0
b0,i
− DO
100
)
− ᾱ1
V1RT
MfP
hg(t)~ (N −N0)
(
b0
b0,i
− DO
100
)
(2.26)
Now, all terms besides ᾱ0 and ᾱ1 are known from measurements. We can now begin to alter
the equation to fit the standard LLS form.
MfP
V1RT
(hg(t) ~ b0 − b3) = hg(t) ~ ᾱ0
(
b0
b0,i
− DO
100
)
+ hg(t) ~ ᾱ1(N −N0)
(
b0
b0,i
− DO
100
)
(2.27)
We now define the left hand side of Eq. 2.27 as OTRoff,filt as it is similar to OTRoffgas
defined in equation 2.14.
OTRoff,filt = ᾱ0 hg(t) ~
(
b0
b0,i
− DO
100
)
+ ᾱ1 hg(t) ~ (N −N0)
(
b0
b0,i
− DO
100
)
(2.28)
This leaves only ᾱ0 and ᾱ1 as unknown parameters. In this form, one can see this is a linear
system.
Y = Ax (2.29)
Where x, A, and Y are defined as follows.
x =
[
ᾱ0 ᾱ1
]T
(2.30)
A =
[
hg(t) ~
(
b0(n)
b0,i
− DO(n)100
)
hg(t) ~ (N(n)−N0)
(
b0(n)
b0,i
− DO(n)100
)]
(2.31)
Y =
[
OTRoff,filt(n)
]
(2.32)
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This system can then be solved using LLS for an estimate of x.
x̂ =
(
ATA
)−1
ATY (2.33)
Using theses ˆ̄α values and Eq. 2.4, we can get an estimate of ¯kLa which we will refer to as
ˆ̄kLa. Using
ˆ̄kLa in Eq. 2.22 gives us our estimate for OTR, or ˆOTR.
2.1.4 Relationship between OTR and OUR
In Section 2.1.3 a means to solve for OTR using LLS was derived. The BOOM feed controller
needsOUR to function though. In this subsection we will demonstrate thatOTR ≈ OUR by showing
that Ċ is small enough to ignore.
Eq. 2.2 is the relationship between Ċ, OTR, and OUR. C is the concentration of oxygen
in solution. The DO probe measures this values and compares it to the calibration value, which is
usually the media at equilibrium with atmospheric conditions. If DO held to a setpoint by a stir
speed controller, then the concentration of oxygen in solution is constant and Ċ = 0.
If DO does vary, then Ċ 6= 0. However this value will still be negligible compared to the
OTR of E. coli cultures. E. coli fermentations are usually run at 38◦ C in 1 atm of pressure. For
seawater at these conditions C∗cal = 5.2 mg/L (Weiss, 1970). This corresponds to 100% DO. In
the fed-batch phase E. coli culture OUR is on the order of 1 g/(L*hr) (Wang, 2014; Pepper, 2015;
Lashkari, 2017). If DO were to fluctuate 30% over the course of 1 minute, Ċ = 95 mg/(L*hr). This
would cause a difference of less than 10% between OTR and OUR, so, as long as DO does not vary
quickly, Ċ can be assumed to be negligible.
2.1.5 Savitzky-Golay Filtering
Smooth estimates of OUR and ˙OUR are required for the BOOM metabolic state estimate.
A low pass filter would properly smooth out these signals, but it may filter out important high
frequency information. In order to cope with this a causal, 2nd order, Savitzky-Golay (SG) filter
was implemented that smooths a signal and its derivative (Gaad, 2018). SG filters fit a n order
polynomial to the data in a given frame length, l. A 2nd order SG filter will amplify quadratic
shapes, so the filter length is chosen that provides adequate filtering while minimizing undesirable
behavior. If the sample rate is constant, the filter coefficients can be calculated before hand and
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used online as a finite impulse response (FIR) filter. A SG filter was used to smooth ˆOUR and
calculate ˆ̇OUR for a smooth SR signal to be used with the BOOM feed alorithm. A SG filter was
also used to filter DO prior to use with the RLS-OTR estimator. All SG filters used were second
order with l = 8.
Second order SG filters were chosen to capture the sharp bends in the signals, without
allowing excess noise through. Higher-order filters are more likely to just match to the noise in the
signal. A filter length of l = 8 was chosen based the sample time of the bioreactor setup used. Given
a sample time ts = 15s, 8 samples will correspond to 2 minutes worth of data. Most of the noise
in the system occurs at a faster rate than 2 minutes, so this SG filter should be able to effectively
smooth given signals. It was verified that a l = 8, second order SG filter provides adequate noise
filtering for these signals given their noise profile.
2.2 Recursive Least Squares (RLS)
We have shown how to solve for ¯kLa using LLS. However, using LLS online is undesirable as
the A and B matrices grow with time. This consumes memory and, due to the matrix inversion in
the LLS solution, increases the computation time considerably. To address these issues, this section
is dedicated to deriving a recursive least squares (RLS) solution (Hayes, 1996).
It is believed that the coefficients for our kLa model evolve with time. To try to more
accurately fit the α0 and α1 parameters, weighted least squares will be used. A discount between
0 and 1, λ, is used as a forgetting factor to discount older data. This will cause the estimates to
rely on recent data more so than older data and prevent saturation. The solution to weighted least
squares is shown below.
x̂(n) = Ra(n)
−1rba(n) (2.34)
where x̂(n) ∈ Rpx1 is the estimate of our state at sample n, Ra(n) ∈ Rpxp is the exponentially
weighted autocorrelation matrix of our predictor values, a(n) ∈ Rnxp, and rba(n) ∈ Rpx1 is the
exponentially weighted cross correlation matrix between a(n) and our response values, b(n) ∈ R1.
The definitions for rba(n) and Ra(n) are below.
Ra(n) =
n∑
i=0
λn−ia(i)a(i)T (2.35)
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rba(n) =
n∑
i=0
λn−ib(i)a(i) (2.36)
λ is the discount, or forgetting factor, that determines the weighting of data. In order to
derive a recursive solution for x̂, we need to define both correlation matrices recursively. λ can be
moved around in the summation as it is always a scalar. The summation can be separated into terms,
one containing information from the most recent update and the other containing the correlation
from the previous time step. This will be done first on rba(n).
rba(n) =
n∑
i=0
λn−ib(i)a(i)
=
n−1∑
i=0
λn−ib(i)a(i) + b(n)a(n)
= λ
n−1∑
i=0
λn−1−ib(i)a(i) + b(n)a(n)
= λrba(n− 1) + b(n)a(n)
(2.37)
A similar process can be done to define Ra(n) recursively.
Ra(n) =
n∑
i=0
λn−ia(i)aT (i)
=
n−1∑
i=0
λn−ia(i)aT (i) + a(n)aT (n)
= λ
n−1∑
i=0
λn−1−ia(i)aT (i) + a(n)aT (n)
= λRa(n− 1) + a(n)aT (n)
(2.38)
Now both terms are defined recursively. Referring back to Eq. 2.34, Ra(n)
−1 is of interest,
not necessarily Ra(n). To remove this inversion, a couple steps are necessary. First, the Woodbury
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inversion lemma is used.
Ra(n)
−1 = λ−1R−1a (n− 1)− λ−2R−1a (n− 1)a(n)aT (n)R−1a (n− 1)(I + λ−1aT (n)R−1a (n− 1)a(n))−1
(2.39)
Where I is the identity matrix. The term (I + λ−1aT (n)R−1a (n− 1)a∗(n)) reduces down to
a scalar, so it can be moved to the denominator.
Ra(n)
−1 = λ−1R−1a (n− 1)−
λ−2R−1a (n− 1)a(n)aT (n)R−1a (n− 1)
1 + λ−1aT (n)R−1a (n− 1)a(n)
(2.40)
We now define P (n) = Ra(n)
−1. Substituting this into Eq. 2.40:
P (n) = λ−1
(
P (n− 1)− λ
−1P (n− 1)a(n)aT (n)P (n− 1)
1 + λ−1aT (n)P (n− 1)a(n)
)
(2.41)
Eq. 2.34 can also be rewritten to remove the dependency on the matrix inverse.
x̂(n) = P (n)rba(n) (2.42)
In order to match common literature, a gain vector k(n) is defined.
k(n) =
λ−1P (n− 1)a(n)
1 + λ−1aT (n)P (n− 1)a(n)
(2.43)
P (n) can then be expressed as:
P (n) = λ−1P (n− 1)− λ−1k(n)aT (n)P (n− 1) (2.44)
With some manipulation of Eq. 2.43, k(n) can be put in terms of P (n) and a(n) which will
be useful later on. First we multiply both sides by the denominator.
k(n)− λ−1k(n)aT (n)P (n− 1)a(n) = λ−1P (n− 1)a(n) (2.45)
We can then isolate k(n) and factor out a(n).
k(n) = λ−1
[
P (n− 1)− k(n)aT (n)P (n− 1)
]
a(n) (2.46)
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One may notice that part of Eq. 2.46 is Eq. 2.44. We can then substitute in P (n).
k(n) = P (n)a(n) (2.47)
The last step to derive the RLS update equation is to define the current estimate in terms
of the previous estimate. Substituting in the final form of Eq. 2.37 into Eq. 2.42:
x̂(n) = P (n)
(
λrba(n− 1) + b(n)a(n)
)
= λP (n)rba(n− 1) + b(n)P (n)a(n)
(2.48)
We can substitute the result of Eq. 2.47 into the second term of Eq. 2.48.
x̂(n) = λP (n)rba(n− 1) + b(n)k(n) (2.49)
Substituting in the recursive definition of P (n) from Eq. 2.44:
x̂(n) = λ
[
λ−1P (n− 1)− λ−1k(n)aT (n)P (n− 1)
]
rba(n− 1) + b(n)k(n)
= P (n− 1)rba(n− 1)− k(n)aT (n)P (n− 1)rba(n− 1) + b(n)k(n)
(2.50)
Substituting P (n) into Eq. 2.34, we can see that x̂(n− 1) = P (n− 1)rba(n− 1). This is the
first term of the previous equation. We can also factor out our gain vector.
x̂(n) = x̂(n− 1) + k(n)
[
b(n)− x̂(n− 1)aT (n)
]
(2.51)
The second term in the equation is the error between the current measurement and the a
priori estimate which we will define as ea(n). The final form of the equation is:
x̂(n) = x̂(n− 1) + k(n)ea(n) (2.52)
In the implementation of RLS, the equations are computed in this order:
1. k(n) = P (n−1)a(n)
λ+aT (n)P (n−1)a(n)
2. P (n) = λ−1(P (n− 1)− k(n)aT (n)P (n− 1))
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3. ea(n) = b(n)− x̂(n− 1)aT (n)
4. x̂(n) = x̂(n− 1) + k(n)ea(n)
2.3 Stir Speed Control
A PI stir speed controller was implemented to maintain DO at a given setpoint of 60%. This
gives the DO space to fluctuate without saturating the sensor or making the culture oxygen limited.
It has been shown that tuning a stir speed controller for BOOM feed control can be difficult do to
the large changes in OUR caused by feeding pulses (Lashkari, 2017). In order to prevent the stir
speed from becoming unstable, the controller is overdamped. This will allow for some fluctuation
in DO. However, allowing the culture to become oxygen limited can negatively impact the growth
rate of the cells. The error fed into the PI controller is modulated. If the DO is at or above the
setpoint, the error is attenuated by half. If the DO is below the setpoint the error signal is doubled.
This causes the controller to respond more quickly to the DO dropping compared to climbing. The
resulting equation for error into the stir speed PI controller is shown below.
error =

0.5 ∗ (DOSP −DO) (DOSP −DO) ≤ 0
2.0 ∗ (DOSP −DO) (DOSP −DO) > 0
(2.53)
2.4 Summary of RLS-OTR
In this section we will provide a step by step summary of how to implement RLS-OTR. This
will include the implementation of the causal SG filter, applying the oxygen and sensor dynamics
to the corresponding signals, and implementing RLS-OTR. All signals used in RLS-OTR and their
respective units are displayed in Table 2.1.
As previously stated, the DO signal can be particularly noisy which would result in a noisy
ˆOTR signal. A 2nd order, causal SG filter it used to smooth this signal. If the sample time of
a system is constant, then causal SG filters can be implemented online as FIR filters. The filter
coefficients are calculated in the following manner. First we define a matrix, C, based on the filter
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Input Gas O2 Concentration b0 [mol/mol]
Offgas O2 Concentration b3 [mol/mol]
Universal Gas Constant R [L ∗ Pa/(K ∗mol)]
Pressure P [Pa]
Gas Temperature T [K]
Media Volume V1 [L]
Headspace Volume V2 [L]
Gas Flow Mf [L/s]
Dissolved Oxygen DO [%]
Stir Speed N [rpm]
Mass Transfer Coefficient ¯kLa
[
g/(L ∗ s)
]
¯kLa Intercept ᾱ0
[
g/(L ∗ s)
]
¯kLa Slope ᾱ1
[
g/(L ∗ s ∗ rpm)
]
Oxygen Transfer Rate Slope OTR
[
g/(L ∗ s)
]
Table 2.1: List of variables used in RLS-OTR and their respective units.
length, i, and sample time, ts.
C =

0 0 1
(ts ∗ 1)2 −(1) ∗ ts 1
(ts ∗ 2)2 −(2) ∗ ts 1
...
...
...
(ts ∗ (i− 1))2 −(i− 1) ∗ ts 1

(2.54)
To get the usable filter coefficients, referred to here as SGcoeffs, we now use the the Moore-
Penrose inverse on matrix C.
SGcoeffs = (C
TC)−1CT (2.55)
The second row of SGcoeffs is the filter coefficients used to compute the filtered derivative
of a given signal, and the third row is the filter coefficient to compute the filtered signal. This filter is
used to filter DO before it is used in RLS-OTR. ˆOTR is passed through both SG filters to calculate
ˆOTR and
˙̂
OTR for SR.
Next we discuss how to implement the transfer function associated with the oxygen dynam-
ics, Hg(s). This is done by passing our measured signals through two low-pass filters, one with a
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pole at −Mf/V2 and the other with a pole at −1/τ2. This is demonstrated below.
a(n) =
[
hg(t) ~
(
b0(n)
b0,i
− DO(n)100
)
hg(t) ~ (N(n)−N0)
(
b0(n)
b0,i
− DO(n)100
)]
(2.56)
b(n) =
[
MfP
V1RT
(hg(t) ~ b0 − b3)
]
(2.57)
We chose N0 = 800. These vectors are then used in RLS-OTR which is restated here.
1. k(n) = P (n−1)a(n)
λ+aT (n)P (n−1)a(n)
2. P (n) = λ−1(P (n− 1)− k(n)aT (n)P (n− 1))
3. ea(n) = b(n)− x̂(n− 1)aT (n)
4. x̂(n) = x̂(n− 1) + k(n)ea(n)
P (n) is initialized to the identity matrix, and k(n) is initialized to 0. x̂ contains the estimates
for ᾱ0 and ᾱ1 and is initialized to zero.
ˆ̄kLa is then calculated from these estimates.
ˆ̄kLa = ˆ̄α0 + ˆ̄α0(N −N0) (2.58)
We can now calculate ˆOTR.
ˆOTR = ˆ̄kLa
(
b0(n)
b0,i
− DO(n)
100
)
(2.59)
The result is passed through the regular and derivative SG filters to generate smooth signals
for SR.
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Chapter 3
Results
In this chapter RLS-OTR is tested on experimental data and simulations of E. coli fermen-
tations. The results of testing RLS-OTR on experimental data are presented in Section 3.1. The
performance of RLS-OTR and the adaptive observer from (Mayyan, 2017) are compared. We will
also analyze how the relationship between kLa and stir speed varies. Section 3.2 contains the results
of testing RLS-OTR in different simulations to capture different behavior. Testing the algorithm in
simulation allows us to compare its performance to ground truth values that we define. RLS-OTR
is verified to work with the BOOM feed algorithm in a simulation of both uninduced and induced
fermentations. We will also analyze how uncertainty in the offgas measurement of b3 affects the un-
certainty in OTR estimates. The effects of uncertainty in b3 is specifically explored as quantization
error in the offgas sensor may be a concern.
3.1 Post-Processing E. coli Fermentation Data
This section contains the results of testing RLS-OTR on experimental E. coli fermentations.
The fermentation data comes from BOOM fermentations performed in (Lashkari, 2017), specifically
Exp. 74 and 75. In this paper, they will be referred to as Exp. A and B, respectively. It will be
shown that RLS-OTR combined with a SG filter outperforms the low-pass filtered adaptive observer
that was used online during the fermentations. The relationship between kLa and stir speed will
also be explored in this section.
Exp. A and B were fermentations of E. coli strain MG1655. The fermentation took place
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Figure 3.1: All signals pertinent to RLS-OTR for Exp. A.
in a 6 L continuously stirred bioreactor. Feeding was controlled by the BOOM algorithm from
(Lashkari, 2017) using estimates of OTR from the adaptive observer developed in (Mayyan, 2017).
A PI stir speed controller was used to keep DO at 40%. Fig. 3.1 demonstrates the signals pertinent
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to RLS-OTR throughout the course of the experiment. Note the erratic behavior of the stir speed
controller in the later portion of the experiment.
As previously noted, the adaptive observer OTR output was low-pass filtered, while the
RLS-OTR output is filtered using a SG filter with a length of 9 samples. Fig. 3.2 demonstrates the
two estimators performance during the end of batch phase and beginning of the fed-batch phase for
Exp. A. Fig. 3.3 is the data between 640 and 685 minutes to show the estimators performances
with BOOM feed pulses. In this past experiment, the stir speed controller was unstable near the
end of the fermentation. With this in mind, only the first portion of data is presented. RLS-OTR
filtered using the SG filter is much more reactive than the adaptive observer filtered using a low-
pass filter. While the OTR estimates are not as smooth, they are considerably quicker. This is
desirable behavior. Faster estimates are a better representation of what is actually happening in the
bioreactor. The RLS estimates have a definitive change in slope as a feeding pulse progresses. This
creates a recognizable bend in the ˆOTR signal.
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Figure 3.2: Comparison of RLS, the adaptive observer, and offgass OTR estimates in Exp. A.
Fig. 3.4 demonstrates the SR calculted from RLS-OTR and the adaptive observer. The
SR during BOOM feeding pulses was recalculated using RLS-OTR and compared to the original
SR. RLS-OTR yields faster, more distinct changes to OTR. The SR computed using the RLS-OTR
have multiple peaks and valleys. Each of the peaks in SR respresent a local maxima in
˙̂
OTR. Part
of the increased sensitivity can be attributed to filtering OTR using the SG filter instead of a low-
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Figure 3.3: Comparison of RLS, the adaptive observer, and offgas OTR estimates from 640 minutes
to 685 minutes in Exp. A.
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Figure 3.4: Comparison of SR computed using RLS-OTR and the adaptive observer in Exp. A. The
oxidative threshold for SR was set to 0.2.
pass filter. The transition from oxidative to overflow metabolism is continuous, so detecting multiple
slope changes fits with reality better than one slope change. When used in combination with BOOM
this would yield to more efficient fermentations as less time would be spent in overflow metabolism.
While the increased reactivity seen in SR is desirable, some of this is attributed to noise in the OTR
signal.
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Figure 3.5: ˆ̄α0 in Exp. A as calculated by RLS-OTR.
300 400 500 600 700 800
0
1
2
3
4
5
6
7
10
-3
Figure 3.6: ˆ̄α1 in Exp. A as calculated by RLS-OTR.
The values for ¯̂α0 and ¯̂α1 are presented in Fig. 3.5 and 3.6, respectively. It is seen that
these values vary throughout the fermentation. Both parameters increases linearly during batch
phase. After the culture ran out of glucose (the area between the vertical red lines) the parameters
reconverge to values similar to the end of batch-phase. The culture running out of glucose casues
the estimator to diverge from its current value. This is caused by OUR suddenly dropping due to a
lack of glucose. This causes oxygen to accumulate in the media and b0 ≈ b3, so RLS-OTR is trying
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to match the ¯kLa model to a small OTR. The spiking that occurs at 710 min is due to a change
in b0. Changes in the input oxygen concentration can disrupt the DO to quickly rise. This, in turn,
causes stir speed to drop. The time lag between the stir speed responding to DO increasing can be
detrimental to the performance of RLS-OTR.
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Figure 3.7: Stir speed from Exp. A.
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Figure 3.8: ˆ̄kLa in Exp. A as calculated by RLS-OTR.
Fig.3.7 contains the stir speed from Exp. 74, while Fig. 3.8 demonstrates how ˆ̄kLa changes
over the course of the experiment. It can be seen that ˆ̄kLa varies over time. Most of the changes in
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Figure 3.9: ˆ̄kLa compared to stir speed in Exp. A from 250-450 minutes as calculated by RLS-OTR.
The shift from red to blue indicates the time shifting from 250 to 450 minutes.
Fig. 3.8 can be attributed to changes in stir speed. By plotting the ¯kLa models over a given range
of stir speed one can see how the relationship between ¯kLa and stir speed changes over time. Fig.
3.9 demonstrates how ¯kLa varies with stir speed between the times of 250 and 450 minutes. The
shift from red to blue indicates time progression. The individual data points represent estimates of
¯kLa at a given stir speed and time. Solid lines are models of ¯kLa generated using Eq. 2.4 ᾱ values
averaged over the course of 50 minutes. These lines can be thought of as the local ¯kLa model for a
short segment of time. This shows that ¯kLa varies non-linearly with stir speed or the dependence
on stir-speed varies over the course of the fermentation. Changing dependence on stir speed over
the course of a fermentation warrants the use of an online state estimator as offline measurements
of kLa may only be accurate for a small portion of a fermentation.
The same analysis of OTR and SR was performed with data from Exp. B. The results look
similar to those presented in this section. Theses results are presented in Appendix A.
3.2 Testing in Simulation
RLS-OTR was tested in simulations developed in Simulink. Testing in simulation allows us
to verify that RLS-OTR does track the true value of kLa and OTR. Several different scenarios were
simulated and are presented in the following order: a 12 hr. exponential feed fermentation, a 12 hr.
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ᾱ0init 2.0 hr
−1
ᾱ0final 2.5 hr
−1
ᾱ1 0.002 rpm
−1hr−1
Table 3.1: Ground truth ¯kLa values for simulation.
BOOM feed fermentation, and a 24 hr. induced BOOM feed simulation.
The simulations of E. coli growth were implemented using the Xu model (Pepper, 2015; Xu
et al., 1999), the stir speed controller discussed in Section 2.3, and b0 controller from (Mayyan, 2017).
All simulation and control calculations were implemented in a single Simulink model. The model
was implemented using hardware-in-the-loop paradigms so that simulation and hardware could be
readily switched. To try to capture the overall system dynamics, the simulation was designed to
incorporate worst case read-write delays to and from hardware. The simulation also added ±1%
white noise to the DO and b3 signals.
The predefined ᾱ0 and ᾱ1 values for simulation were drawn from post-processing previous
fermentations with RLS-OTR. To test how RLS-OTR responds to a continuously changing kLa
model, ᾱ0 was held constant until an hour after feeding began. ᾱ0 then increases gradually at a
fixed rate until it reaches a predefined max value where it stays. ᾱ1 was held constant. Table 3.1
shows the values used for ᾱ0 and ᾱ1 in all simulations. The black line in Fig. 3.11 represents how
ᾱ0 changes over the course of the simulation. This slowly changes the kLa-stir speed relation, while
keeping kLa in a realistic range. Simulating kLa in this manner shows how closely RLS-OTR matches
ground truth values. C∗cal = 6.71[mg/L] was chosen for the oxygen concentration at initialization.
This oxygen concentration comes from oxygen saturated 32% saline solution at 37◦ C and 1 atm
(Weiss, 1970).
The simulations are started in batch phase and model the entire fermentation process. In
batch phase the signals are small relative to the system noise, so the estimate from RLS-OTR may
mainly be driven by noise. With this in mind, RLS-OTR is not activated until an hour before
feeding begins. The RLS calculation is paused for 3 minutes following a change in b0. Changes in
the input gas stream cause large disturbances to DO and stir speed. Sensor lag would desynchronize
the DO-stir speed relationship during this time causing incorrect kLa estimates. For RLS-OTR a
forgetting factor of λ = 0.95 was used. This gives the data at 20 minutes a weight of approximately
1%. It was decided that N0 = 800 for all implementations of RLS-OTR.
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µset 0.30 hr
−1
ODinit 1
Table 3.2: Conditions for exponential feed simulation.
3.2.1 Exponential Feed Simulation
A fermentation using an exponential feed profile with feed rate µset was simulated. When a
culture is glucose limited, the feed rate determines the growth rate. Fig. 3.10 contains the profiles
for stir speed, DO, b0, b3, the true value of OTR, and the estimated OTR values.
Fig. 3.11 and Fig. 3.12 demonstrate how the algorithm tracks ᾱ0 and ᾱ1, respectively. Fig.
3.13 shows how the algorithm tracks ¯kLa. The time between the vertical blue lines on each plot
is where ᾱ0 is changing. It is found that the algorithm reliably converges to 95% of true kLa in
approximately 30 minutes. The accuracy of RLS-OTR can also be analyzed from Fig. 3.11 - 3.13.
While RLS-OTR fails to track ᾱ0 or ᾱ1 particularly well, the resulting ¯kLa is quite accurate once
the calculation converges. This is due to the solution for ¯kLa at a point not being unique given
the model used. There is a large set of ˆ̄α0 and ˆ̄α1 values that would result in the correct ¯kLa at
a given point, but most of these would serve for poor local models over a range of stir speeds. If
the DO and stir speed are varied more, RLS-OTR tracks the true values of ᾱ0 and ᾱ1 more closely.
Unfortunately, quick changes to stir speed are undesired since this could rupture cells. Fast changing
DO-stir speed controller are also difficult to tune due to changing kLa and the sharp changes in DO
caused by feeding pulses (Lashkari, 2017).
The OTR estimates from the simulation are compared to the true OTR values in Fig. 3.14.
ˆOTR tracks OTR accurately with the main deviation being cause by a change in b0 at 175 min.
The noise in ˆOTR is the result of DO being noisy. Further filtering of DO may be required to get
more accurate estimates.
Fig. 3.15 shows the estimated relationship between ¯kLa and stir speed through the simula-
tion. The color shift from red to blue represents time progressing where red represents earlier times
and blue represents later times. The lines are ¯kLa as calculated using ᾱ0 and ᾱ1 values averaged
over 30 minute intervals. There are two parallel lines and a section that connects the two. The
section connecting the two comes from when ᾱ0 is changing. In the simulation only ᾱ0 changes, but
the slopes of the fit models, ˆ̄α1, also change. This behavior demonstrates the inaccuracy of the ᾱ0
and ᾱ1 estimates. Fig. 3.16 compares the fit model to the real model for a given time segment. The
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Figure 3.10: All signals pertinent to RLS-OTR for the exponential feed simulation.
dashed lines represent the estimated model for a given segment of data, and the solid lines represents
the model from true ᾱ0 and ᾱ1 values. In the transition section it can be seen how the slopes of the
two models differ.
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Figure 3.11: RLS-OTR prediction of ᾱ0 from exponential feed simulation. The blue lines indicate
the times where ā0 started and then stopped shifting.
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Figure 3.12: RLS-OTR prediction of ᾱ1 from exponential feed simulation. The blue lines indicate
the times where ā0 started and then stopped shifting.
3.2.2 BOOM Feeding Simulation
Another E. coli fermentation was simulated to demonstrate that RLS-OTR can function
properly with the BOOM feeding algorithm. Fig. 3.17 contains the profiles for stir speed, DO, b0,
b3, the true value of OTR, and the estimated OTR values for this simulation . Due to the feeding
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Figure 3.13: RLS-OTR prediction of ¯kLa from exponential feed simulation. The blue lines indicate
the times where ā0 started and then stopped shifting.
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Figure 3.14: RLS-OTR prediction of OTR from exponential feed simulation. The blue lines indicate
the times where ā0 started and then stopped shifting.
pulses, the DO controller has a difficult time maintaining the setpoint of 60%, but the DO stays
withing acceptable bounds until the end of the simulation. The culture became oxygen limited at
approximately 9 hours, so the simulation was terminated. The BOOM fed culture grew faster than
the exponentially fed culture, so its oxygen demands were greater.
Fig. 3.18 and 3.19 show how RLS-OTR tracks the true ᾱ0 and ᾱ1 parameters. Compared
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Figure 3.15: ˆ̄kLa compared to stir speed throughout the simulation. The shift from red to blue
indicates the time moving forward. The lines are the kLa model using the average of 30 minutes
worth of α estimates.
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Figure 3.16: ˆ̄kLa compared to stir speed throughout the simulation. The shift from red to blue
indicates the time moving forward. The ashed lines are the kLa model using the average of 30
minutes worth of α estimates. The solid lines represent the kLa model using the average of 30
minutes worth of actual α values.
to the exponential feeding simulation, the estimates of both parameters are more accurate. This is
due to the additional variance in stir speed and DO. A larger range of data points are fed into the
RLS algorithm, so it gives better predictions. In the section where ᾱ0 is changing, the estimate lags
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Figure 3.17: All signals pertinent to RLS-OTR for the BOOM simulation.
behind. This is to be expected as the exponentially weighted window of the RLS algorithm acts as
a low-pass filter. Fig. 3.20 shows the resulting kLa. The main divergence from the true value at
250 min. corresponds to a change in b0.
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Figure 3.18: RLS-OTR prediction of α0 from BOOM simulation. The blue lines indicate the times
where ā0 started and then stopped shifting.
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Figure 3.19: RLS-OTR prediction of α1 from BOOM simulation. The blue lines indicate the times
where ā0 started and then stopped shifting.
Accurate ¯kLa estimates again translate to accurate estimates of OTR as shown in Fig. 3.21.
The spikes in ˆOTR are artifacts of the SG filter. While filtering out noise, the 2nd order SG filter can
amplify quadratic shapes in a signal. The exponential feeding pulses result in quadratic like shapes
in the DO and OTR signals that get amplified at their edges by the SG filter. While this behavior
is undesirable it does not seem to affect the BOOM feed controller, and is possibly the reason that
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Figure 3.20: RLS-OTR prediction of ¯kLa from BOOM simulation. The blue lines indicate the times
where ā0 started and then stopped shifting.
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Figure 3.21: RLS-OTR prediction of OTR from BOOM simulation. The blue lines indicate the
times where ā0 started and then stopped shifting.
the SR shown in Fig. 3 is much larger than the SR calulculated using the adaptive observer.
Fig. 3.22 shows the relationship between ¯kLa and stir speed where the shift from red to blue
indicates time progressing from 226.5 to 526.5 min. The solid lines are the ¯kLa model as calculated
from average ᾱ values from every 30 minutes. Similar to Fig. 3.15, there are two parallel sections
connected by the ᾱ0 transition. Fig. 3.23 is different from Fig. 3.15 as the fit models in the transition
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all have similar slopes, ᾱ1. This comes from RLS tracking the true ᾱ values more accurately. In Fig.
3.23 the fit models are compared to the true models. The fit models match up much more closely to
the true models. By giving the RLS-OTR algorithm richer data, it provides more accurate outputs.
Comparing the transition sections of Fig. 3.15 and Fig. 3.22 shows the difference in sampling. Fig.
3.22 has a wider band of stir speed- ¯kLa data points in the transition section than Fig. 3.15.
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Figure 3.22: ˆ̄kLa compared to stir speed throughout the simulation. The shift from red to blue
indicates the time moving forward. The lines are the kLa model using the average of 30 minutes
worth of α estimates.
3.2.3 Induction Simulation
Induction slows the growth rate of cell cultures (Larentis et al., 2014). Signalling the cell
to produce the desired protein causes resources, such as glucose, to be dedicated to producing the
given protein instead of dedicating all energy to replication. Shifting the max growth rate of the
cells causes issues when feeding the cell culture using an exponential feed profile. An operator can
define the feed profile to shift rates when the culture is induced. This does not account for potential
variability in the maximum oxidative growth rate, µcrit. Variability in temperature or amount of
inducing agent added can alter µcrit. BOOM attempts to detect µcrit and keep the culture near it
without knowledge of whether the culture is induced or not.
In this section, simulations are done to mimic the effect of induction on cell cultures. This
is done by changing the maximum growth rate of the simulated cells at a given time. The initial
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Figure 3.23: ˆ̄kLa compared to stir speed throughout the simulation. The shift from red to blue
indicates the time moving forward. The ashed lines are the kLa model using the average of 30
minutes worth of α estimates. The solid lines represent the kLa model using the average of 30
minutes worth of true α values.
µcrit,pre 0.46 hr
−1
µcrit,post 0.27 hr
−1
ODinit 0.05
tinduce 840 min
Table 3.3: Conditions for induction BOOM feed simulation.
conditions of this simulation are designed to match Exp. A from (Lashkari, 2017) and are shown in
Table 3.3. The same shift in α0 from the previous simulations is used.
Fig. 3.24 show the stir speed, DO, b0, b3, and OTR profiles for the BOOM induced simu-
lation. Again, we see the same varying behavior in stir speed and DO due to the BOOM feeding
pulses.
Fig. 3.25, 3.26, 3.27, and 3.28 demonstrates the RLS-OTR estimates of ᾱ0, ᾱ1, ¯kLa, and
OTR respectively. These results are very similar to their analogues from Subsection 3.2.2. The shift
in metabolism caused by induction at t = 840 min has minimal, if any, effect on the accuracy of
RLS-OTR.
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Figure 3.24: All signals pertinent to RLS-OTR for the induced BOOM simulation.
In the ˆOTR estimates, there are spikes of error after induction. Fig. 3.29 compares the
raw values of DO and ˆOTR to their SG filtered analogues. The error in the OTR estimate is due
to the edge effects of the SG filter. The peaks and valleys of DO get amplified before being used
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Figure 3.25: RLS-OTR prediction of ᾱ0 from induction simulation. The blue lines indicate the times
where ā0 started and then stopped shifting.
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Figure 3.26: RLS-OTR prediction of ᾱ1 from induction simulation. The blue lines indicate the times
where ā0 started and then stopped shifting.
in RLS-OTR. This causes error in ˆOTR. These same peaks and valleys are further amplified when
ˆOTR is filtered again by the SG filtered. In order to minimize these artefacts in the future, the SG
filter should only be used once to smooth the signals.
Fig. 3.30 and 3.31 further demonstrate how varying stir speed and DO generates more
accurate and precise estimates of the ¯kLa model. Richer DO and stir speed data result in better
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Figure 3.27: RLS-OTR prediction of ¯kLa from induction simulation. The blue lines indicate the
times where ā0 started and then stopped shifting.
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Figure 3.28: RLS-OTR prediction of OTR from induction simulation. The blue lines indicate the
times where ā0 started and then stopped shifting.
RLS-OTR performance.
Fig. 3.32 demonstrates the growth rate of the cell culture, µ, compared to the critical growth
rate, µcrit. The critical growth rate represents the maximum growth rate a cell culture can achieve
while maintaining oxidative metabolism. BOOM is able to maintain a growth rate just below µcrit
and quickly and autonomously respond to the sudden change in µcrit. BOOM paired with RLS-OTR
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Figure 3.29: Comparison of DO and ˆOTR before and after applying the SG filter.
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Figure 3.30: ˆ̄kLa compared to stir speed throughout the induction simulation. The shift from red
to blue indicates the time moving forward. The lines are the kLa model using the average of 30
minutes worth of ᾱ0 and ᾱ1 estimates.
is able to detect and track the maximum oxidative growth rate of a cell culture online using just a
DO probe and offgas sensor. Toward the end of the simulation, the growthrate falls of due to the
50% oxygen limitation imposed by the offgas sensor.
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Figure 3.31: ˆ̄kLa compared to stir speed throughout the induction simulation. The shift from red
to blue indicates the time moving forward. The ashed lines are the kLa model using the average of
30 minutes worth of ᾱ0 and ᾱ1 estimates. The solid lines represent the kLa model using the average
of 30 minutes worth of true ᾱ0 and ᾱ1 values.
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Figure 3.32: Growth rate of culture compared to µcrit.
3.3 Offgas Uncertainty
RLS-OTR effectively uses the difference between the input and offgas oxygen measurements,
b0 and b3, to calibrate the normalized difference between b0 and DO. We assume b0 is well knwon,
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but quantization in b3 measurements could skew the entire measurement. This section explores this
phenomena and gives suggested minimum resolution requirements for accurate, precise RLS-OTR
estimates.
To analyze this phenomena, we will propagate error through the definition of OTRoffgas
as defined in Eq.2.28. Gas flow, pressure, liquid volume, and temperature are all assumed to be
constant for this analysis. For convenience Eq.2.28 is restated below.
OTRoffgas =
MfP
V1RT
(b0 − b3) (3.1)
To propagate the error due to b0 − b3 through to OTRoffgas, we examine the change in
OTRoffgas given a change in (b0 − b3).
δOTRoffgas =
−MfP
V1RT
δ(b0 − b3) (3.2)
We can now normalize the entire equation by dividing by OTRoffgas. This will make percent
error easier to analyze.
δOTRoffgas
OTRoffgas
=
−MfP
V1RT
δ(b0 − b3)
−MfP
V1RT
(b0 − b3)
(3.3)
The coefficients cancel out and we are left with the expression below.
δOTRoffgas
OTRoffgas
=
δ(b0 − b3)
(b0 − b3)
(3.4)
This creates a simple relationship between the percent error in OTRoffgas given a percent
error in (b0 − b3). As stated earlier, we assume there is no error or uncertainty in b0, which just
leaves b3. We can then see the affect of error in b3 on the percent error in OTRoffgas using the
following relationship.
δOTRoffgas
OTRoffgas
(b0 − b3) = δ(b0 − b3) (3.5)
Near the end of batch phase (b0 − b3) is still small. We will use the value (b0 − b3) = 0.01
for this analysis. This value is chosen from the simulation data. In order to maintain less than a 5%
error in OTRoffgas, b3 needs to have an error of 0.0005 mol/mol. Towards the end of a fermentation,
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where (b0 − b3) ≈ 0.1, an error of 5% in OTRoffgas is the result of an error of 0.005mol/mol in b3.
If the b3 measurement has large quantization steps then the estimates from RLS-OTR may
jump around at the beginning of a fermentation, but later on when OTR is larger, the error would
not matter as much.
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Chapter 4
Conclusions and Discussion
4.1 Conclusion
In this paper, RLS-OTR was proposed to calculate kLa online using standard industrial
sensors. The previously designed BOOM feeding algorithm is dependent on real-time estimates of
OTR. Using first-order models of gas mixing and sensor dynamics, measurements of DO and b0 can
be synced to the offgas measurement. This results in a least squares problem. Using recursive least
squares, the solution can be solved for online that matches the difference between the oxygen in the
input gas and solution to the offgas oxygen measurement. The resulting OTR estimate is the filtered
using a causal SG filter. The SG filter serves to remove high-frequency noise without contributing
to lag in the signal. The result is an accurate, generalizable means to estimate OTR online.
RLS-OTR was tested against the previous methods used to estimate OTR where it was
found to be more reactive than the adaptive observer previously used for E. coli fermentations.
Experimental data also demonstrated that kLa changes nonlinearly with respect to stir speed during
a fermentation. It is unclear whether kLa is not linearly related to stir speed or if their relationship
changes over time.
RLS-OTR was further tested in simulation using a Simulink model implemented with
hardware-in-the-loop paradigms. It was found that RLS-OTR functions well when paired with
the BOOM feeding algorithm. The estimates of ¯kLa were fairly accurate even when the estimate of
the local model was not. BOOM feed pulses cause variation in DO and stir speed, presenting richer
data to RLS-OTR. This results in more accurate estimates of ᾱ0 and ᾱ1, creating more accurate
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local models for ¯kLa.
4.2 Future Work
RLS-OTR has been tested thoroughly in simulation and has performed well. The next step
for this work would be to test the algorithm online with a physical fermentation. The algorithm
should be tested both with exponential feed profiles and BOOM feed control. This would confirm
that it works in reality. Using RLS-OTR with fermentations would also generate online profiles of
how ¯kLa changes over the course of a fermentation. RLS-OTR is built such that it can be applied to
any organism grown in a bioreactor. Future experiments should use a variety of cells to demonstrate
this.
RLS-OTR may further be improved by redesigning it to estimate the headspace gas mixing
model online. RLS-OTR depends on knowing the respective volumes of the fluid and headspace.
While this can be estimated and tracked online, there is no way to take online measurements of
the fluid volume. It is unclear to what degree these volumes are known in industry. If the linear
least squares problem could be set up to estimate this parameter, implementing the algorithm on
an industrial scale would be much simpler.
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Appendices
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Appendix A Experiment B
Here is the data from post-processing Exp. B, or Exp. 74 from (Lashkari, 2017).
Figure 1: All RLS-OTR pertinent signals from Exp. B.
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Figure 2: Comparison of RLS, the adaptive observer, and offgass OTR estimates from 640 minutes
to 700 minutes in Exp. A.
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Figure 3: Comparison of SR computed using RLS-OTR and the adaptive observer in Exp. B. The
oxidative threshold for SR was 0.2.
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