Abstract. In this paper we study batch classi cation problems where multiple predictions are made simultaneously, in contrast to the standard independent classi cation case, where the predictions are made independently one at a time. The main contribution of this paper is to demonstrate how the standard EM algorithm for nite mixture models can be modi ed for the batch classi cation case. In the empirical part of the paper, the results obtained by the batch classi cation approach are compared to those obtained by independent predictions.
Introduction
In the standard classi cation approach, the model used to classify data is rst constructed by using the available training data, and each classi cation problem is then solved independently with the produced model. In this paper, we extend this classi cation problem by allowing multiple predictions (classi cations) to be made at the same time. In this batch classi cation case, all the classi cation problems are given simultaneously, and instead of dealing with a single vector to be classi ed, the task is to nd a correct classi cation for a set of vectors.
The batch classi cation problem can be regarded as a missing data problem, where the missing data consists of the correct classi cations of query vectors, the vectors to be classi ed. Intuitively, one could expect the batch classi cation to produce better results than independent classi cations, since in the batch case the data available for making predictions consists not only of the original training data, but also of the set of all the query vectors. A closer look reveals, however, that the amount of missing data has also increased, making the missing data estimation problem more di cult. Therefore it is interesting to investigate the trade-o between the advantage of using the increased information available in the query batch, and the disadvantage of increased complexity in the search process. Similar work has been reported in 2], where the unclassi ed vectors were used as background knowledge for a conceptual-clustering algorithm.
In order to study this problem, we use the probabilistic model family of nite mixtures 3, 7] , where the problem domain probability distribution is approximated as a nite, weighted sum of simple component distributions. The standard way to x a nite mixture model is to estimate the values of the latent clustering variable via the Expectation Maximization (EM) algorithm 1] (see, e.g., 5]), and then to choose the maximum a posteriori probability (MAP) parameter values.
The contribution of this paper is to demonstrate how the standard EM algorithm for nite mixtures is modi ed for the batch classi cation case, so that it can be used for estimating both the missing classi cation data, and the missing latent variable data at the same time. In other words, the same algorithm used normally for constructing the models from training data, is in our approach used also for making predictions. In the empirical part of the paper, we compare the results obtained by using the batch classi cation with the modi ed EM algorithm to the results obtained by the standard approach, where each query vector is classi ed independently.
Discrete nite mixtures
In the following, the problem domain is modeled by using m discrete random variables X 1 ; : : : ; X m (continuous variables are assumed to be discretized by quantization). In the discrete variable case, the nite mixture 3, 7] distribution for a data instantiation d can be written as
where Y denotes a latent clustering random variable, the values of which are not given in the data D, K is the number of possible values of Y , and the variables X 1 ; : : : ; X m are assumed to be independent, given the value of the clustering variable Y .
In the following, we assume both the cluster distribution P(Y ) and the intra-class conditional distributions P(X i jY = y k ) to be multinomial. 
In the batch classi cation case, the predictive distribution can be written as 
In addition, the expectations of the parameters f kml must now be calculated by using f kml = P L j=1 w jk c jlk . Detailed derivation of these formulas is similar to the derivations used in 5], but technically somewhat involved and omitted here.
In the M-step, the parameter values are updated in such a way that the obtained expected posterior is maximized (for the update formulas, see e.g. 5]).
Empirical results
To validate the batch classi cation approach described in the previous section, we performed a series of experiments with a set of public domain classi cation datasets from the UCI repository 1 . For simplicity, in our experiments we used the uniform prior (Dirichlet with all the hyperparameters set to 1) for both the independent (IC) and batch classi cation (BC). In the independent classi cation case each classi cation query was classi ed one at a time by using the MAP prediction de ned by formula (1), where the approximation found by the EM algorithm was taken as the MAP model^ . In the batch classi cation case, the predictive distribution (2) was used instead, the di erence being that the MAP model was estimated from the joint database (D; Q) by using the EM algorithm as described in Section 3. Description of the datasets used, and the crossvalidated classi cation results obtained can be found in Table 1 . The results are averages over 100 independent crossvalidation runs, and the number of folds used was the same as in 6].
The results show that the batch classi cation approach does not demonstrate signi cant improvement over independent predictions. The reasons for this are twofold. Firstly, as discussed before, it seems likely that the increase in the amount of missing data makes the search for good local maxima in the enlarged search space much more di cult, so the theoretical advantage of using the query information is in this case nulli ed by the increase in the complexity of the search problem. Secondly, if the training data is already su cient to model the joint distribution well, the auxiliary information in the query batch Q (sampled from the same distribution) cannot improve the predictions signi cantly. In order to test the latter hypothesis we performed a second set of experiments to see how the methods perform when the training sets D are not su cient for building very good models, and small with respect to the size of the query batch Q. In these experiments we sampled small training sets randomly from the datasets, and used the rest of the data as the test set. For each case, classi cation was done by using both IC and BC methods. The average classi cation success rate was then plotted as a function of the size of the training set. In Fig. 1 a typical behavior can be seen. Each data point corresponds to an average of 100 independent tests. In these tests the results show a clear di erence in the performance. The batch approach is more e cient in extracting regularities present in the data, and outperforms the standard IC approach in cases with very small amounts of data. When the size of the training set is increased, we can see IC \catching up" as the amount of training data becomes more su cient for constructing a good model for the joint distribution. It seems probable that this saturation e ect is the cause for the indi erence in the results in the rst set of experiments, since in crossvalidation the amount of training data is usually quite high, e.g., in 10-fold crossvalidation 90% of all the data available. This observation seems even more plausible as it is known that for many of the UCI data sets a rather small sample of the actual training data is enough for building a good predictive model (see the discussion in 4]).
Conclusion
We have studied the batch classi cation problem where multiple predictions can be made simultaneously, instead of performing the classi cations independently one at a time. We demonstrated how the standard EM algorithm for nite mixtures can be modi ed for estimating both the missing latent variable data, and the classi cation data at the same time. In this unifying approach EM can be used both for model construction from training data and for making predictions. The empirical results with public domain classi cation datasets indicate that the batch approach may outperform the standard independent classi cation approach in cases with small sample sizes, where the extra information in the query batch can improve the model constructed.
