The electronic properties of both bulk and nanostructured semiconductors can be calculated using k.p theory (in the envelope approximation for inhomogeneous systems), tight-binding models, and pseudopotentials. k.p theory has the advantage of depending on material parameters that are directly related to experimentally measured quantities, unlike pseudopotentials and tight-binding models, but in its present formulation it is insensitive to the locations of individual atoms. Here we present a fourth approach by constructing envelope functions on an arbitrary computational grid which we take to be the crystal lattice, thus providing an atomistic k.p theory. The result is similar to a tight-binding model, but one in which the parameters are easily related to experiments. The atomistic limit necessarily introduces new physics by doubling the number of bands, breaking inversion symmetry, and by adding additional momentum matrix elements compared with the continuum model. We discuss these effects in some detail. When naively implemented the theory suffers from the well-known problem of non-Hermiticity in the presence of spatially varying material parameters. This can be resolved by modifying the computational cells, by using the finite volume method, or by starting from an inversion symmetric Bloch basis. We illustrate our method by constructing a four-band atomistic model for a diamond/zincblende crystal and show that it is equivalent to a well-known tight-binding model. We then take the atomistic limit of the widely used eight-band Kane model and compute the band-diagrams for all III-V semiconductors not containing nitrogen or boron. The numerical fits of the atomistic material parameters to experimental data are given. This new approach can be applied to nanostructures, impurities, and alloys. Our method also allows a new approach to multiscale modeling, by combining continuum and atomistic k.p models in the same structure. 
I.
INTRODUCTION
An electron in the periodic potential of a semiconductor may be described using pseudopotentials [1, 2] , tight-binding models [3] [4] [5] [6] , or k.p theory [7] . All three have been applied to semiconductor nanostructures [5, [8] [9] [10] [11] [12] [13] [14] [15] [16] in which the translational symmetry is broken by heterostructures or an applied potential. Pseudopotentials and tight-binding models are inherently atomistic in that they allow, and even require, specification of the locations of atoms. In contrast, k.p theory provides a Hamiltonian for the coarse grained crystal using parameters that depend on the composition and structure of the material. Alloys are treated in the virtual crystal approximation, in which the parameters specifying the band structure are empirically fit to the observed electronic properties of a material with crystalline order, but having compositional randomness. While this precludes a description of a nanostructure with atomic scale precision, typically one does not know the exact position of every atom in a nanostructure.
The three methods involve tradeoffs in the approximations made and the physical phenomena that they describe most accurately. While k.p theory is a continuum model, the momentum matrix elements which parameterize it depend on the atomic scale structure of the electronic wave functions. This is advantageous in the computation of optical properties since the dipole matrix elements depend on the momentum matrix elements of the Bloch functions which also determine the band structure. Tight-binding models using atomistic scale wave functions but involve a large number of parameters which are determined using complicated fitting procedures such as genetic algorithms [5, 17] . Pseudopotentials also require a large number of form factors and must rely on complex fitting procedures, especially when strain is involved [18] . Pseudopotentials are atomistic, but smooth out the core wave function which results in smaller momentum matrix elements and thus smaller optical matrix elements. By including enough bands, any of the three methods can be made to be accurate throughout the Brillouin zone [19] [20] [21] [22] [23] . Here we will focus on the dispersion around zone center without attempting to obtain accurate bands at large k.
k.p theory in the envelope approximation has been used successfully to describe electronic states in a wide variety of inhomogeneous semiconductor systems. The electronic wave function is taken to be a sum of Bloch functions, each multiplied by a slowly varying envelope function. The effective Hamiltonian for the envelopes consists of materialdependent coefficients multiplying derivatives acting on the envelopes. The electronic states are then determined by putting the envelopes on a computational grid and using finite difference approximations for derivatives, giving a model that is coarse-grained over a size comparable to the grid spacing.
An interesting question arrises: can the computational grid be made small enough to make the model atomistic? Finite differences make the model superficially resemble a tight-binding model with hoping between grid sites, suggesting a connection between tight-binding and k.p models. In this paper we will develop an atomistic k.p theory by constructing it on a grid in which the sites correspond to atomic positions in the crystal lattice. We will show that the atomistic limit of a simple four-band k.p theory is equivalent to a tight-binding model, thus allowing the determination of k.p parameters and tight-binding parameters in terms of each other. This connection may be used to derive atomistic models that identically reproduce the long wavelength physics of k.p theory.
We will begin in Sect. II with a discussion of k.p theory in the envelope approximation (henceforth simply k.p theory) on a three-dimensional grid of points, and using finite differences. We then generalize this widely used method to an arbitrary grid which need not be cartesian or regular. In Sect. III we take the grid to be the crystal lattice itself and introduce the difference operators on a diamond or zincblende grid. In Sect. IV we discuss how matrix elements are computed on such an atomistic grid, and in particular examine the new non-zero momentum matrix elements which appear. In Sect. V we take the atomistic limit of a simple four-band model without spin-orbit coupling and show that it is identical to a tight-binding model. In Sect. VI we examine the non-Hermiticity that can arise (as in the four-band model) and in Sect. VII show how it may be resolved using the finite volume method. In Sect. VIII we take the atomistic limit of the more realistic (and widely used) eight-band Kane model with spin-orbit coupling. In Sect. IX we describe our fitting method and present our numerical fits of the atomistic parameters for the non-nitride III-V semiconductors . We conclude with a discussion of some of the unique features of the atomistic limit.
II. ENVELOPE THEORY
The Hamiltonian for a single electron in a semiconductor iŝ
where V 0 (r) is the crystal potential and V e (r) is a possible externally applied potential. In a translational invariant system the single electron states may be found using multi-band k.p theory by writing the wave function as
where u n (r) are the zone-center Bloch functions and a nk are numerical coefficients. The Hamiltonian is then an N ×N numerical matrix
where N is the number of zone-center Bloch functions included in the basis. We will initially omit the spin-orbit term, and restore it later in section VIII. Note that there is no explicit requirement of small k and Eq. 3 is exact except for errors introduced by truncating the basis. For any finite value of N the accuracy decreases with increasing k since the solution will not be accurately expressed as a finite sum of zone center Bloch functions. If translation symmetry is broken due to a heterojunction or an applied potential then the plane waves of Eq. 2 are replaced with envelope functions, and the wave function becomes
Substituting ψ(r) into the Schrödinger equation, and multiplying both sides by u * m (r) we obtain
This gives the effective Schrödinger equation for the envelope functions in which the Bloch functions appear as parameters. Note that this equation is exact even with an incomplete set of Bloch functions since the envelopes are arbitrary. For example the trivial case of a single Bloch function u 1 (r) = 1 simply gives back the original Schrödinger equation, in which case the solution would consist of an envelope with variation over atomic scales. If a sufficiently large Bloch basis is used, however, the wave function is well approximated with slowly varying envelopes. Eq. 5a will be approximate if the f n are constrained, as they are when defined on a grid that imposes a momentum cutoff.
To obtain numerical solutions of systems that are not amenable to analytic methods requires reduction to a discrete system, such as by using a finite basis set or functions defined on a grid. For nanostructures with irregular geometries, putting the envelope functions on a grid and replacing derivatives with finite differences is especially convenient since no assumptions about the geometric symmetry are required [13, 24, 25] . We put the envelope functions on a grid of points with coordinates R and use r to denote continuum coordinates. The continuous space can be broken up into cells Ω R , each centered on the grid site at R and the integral over all space can then be written as a sum of integrals over the cells
If a sufficiently large number of Bloch functions are used the envelope functions will be slowly varying and f n (r) and its derivatives will be approximately constant over each cell. Integrating over Ω R and approximating derivatives of f n (r) by finite differences on the grid we obtain
where f nR is the nth envelope function on the site at R, and ∆ is the finite difference approximation to the gradient, ∆f nR ≈ ∂ x f n (r) r=R , which is a weighted sum of the values of f n at R and nearby grid sites. We adopt an abbreviated notation for the matrix element of an operatorÔ, If Ω R contains an integer number of crystal unit cells then u m |u n Ω R = δ mn . The solution of Eq. 7 is obtained by computing the eigenvalues and eigenvectors of a large sparse matrix, for which there are efficient algorithms [26, 27] . If the Bloch functions are the same throughout the structure then the u m |p|u n Ω R are constants and Eq. 7 can be used directly to determine the electronic states. This will be the case if confinement is provided by an externally applied potential or for a nanocrystal in which the vacuum is modeled as a large potential barrier. In a heterostructure, however, the matrix elements appearing in Eq. 7 will vary spatially. In the atomistic limit, in which the Rs correspond to individual atoms, the matrix elements will vary spatially even in a bulk crystal if it contains different atoms. This will cause the Hamiltonian in to be non-Hermitian, requiring a more careful treatment. We will return to this problem and its remedy in section VI.
III. ATOMISTIC GRID
The finite difference approximation consists of replacing a derivative at a grid site with a difference operator which acts by taking weighted sums of the values on nearby grid sites. On a uniform cartesian grid the derivative of a function f at a grid site located at R may be approximated using the symmetric difference
where is the grid spacing andx is a unit vector. This gives the lowest order approximation to ∂ x , and more accurate results may be obtained by including more sites in the sum [28] . The accuracy of the finite difference approximation improves as the grid spacing decreases, so it is tempting to shrink the grid spacing as much as possible. The existence of a physical crystal lattice limits the usefulness of this endeavor, and suggests using the crystal lattice itself as the computational grid. The values of the envelope functions will then be defined on the atomic sites themselves, yielding an atomistic theory. We will now develop this model for the diamond/zincblende lattice because of its importance in semiconductor physics, but the approach can be applied to any crystal structure.
On a rectangular grid the low order finite difference approximations may be written down intuitively, but it is straight-forward to compute difference operators on irregular grids. The general method for constructing a difference operator is to write down a Taylor series expansion of a function at a point R, express the function values on sites in terms of that expansion, and solve for the linear combination of the function values on the site and its neighbors that gives the desired derivative to lowest order [28] [29] [30] [31] . This method is used to obtain high-order difference approximations with smaller errors, and it may be used with irregular or non-rectilinear grids.
Because the zincblende/diamond lattice has a basis with two atoms per unit cell the difference operators will be different on the inequivalent sites. We denote the atom at (0, 0, 0) as type 1 and the atom at a latt 4 (1, 1, 1) as type 2, where a latt is the lattice constant. The nearest neighbors of the type 1 atoms are at displacements
and the nearest neighbors of the type 2 atoms are at displacements −d n . For zincblende crystals we use the convention that type 1 atoms are anions and type 2 are cations. On the type 1 sites the nearest neighbor differences are given by
while on the type 2 sites, the differences are give by the same expressions with d n replaced by −d n . Using the site at R and its four nearest neighbors only the four derivatives ∇ and ∇ 2 can be constructed. Substituting the above difference operators in Eq. 7 gives the Hamiltonian for the envelopes, parameterized by the matrix elements in Eq.s 7 which would be empirically fit to measurements on bulk materials.
For perturbative models we will require approximations for second derivatives as well. Since no derivative approximation beyond ∇ and ∇ 2 can be constructed with four nearest neighbors, second nearest neighbors must be used. The second nearest neighbor differences are the same for type 1 and 2 sites,
where
is the displacement to the second nearest neighbor from the central site at R. Difference formulas for ∂ 
IV. MATRIX ELEMENTS
The atomistic matrix elements of are somewhat different from those usually appearing in k.p theory due to the projection of the Bloch states to atomistic cells. The most obvious choice for Ω R would be the Wigner Seitz cell around each R, as shown in Fig. 1 for the diamond/zincblende lattice. Many of the same selection rules from k.p theory apply since they depend on T d symmetry, which the atomic cells possess. The most notable difference is the existence of matrix elements that are zero in the continuum model but are non-zero in the atomistic limit with cancellations between the atomistic cells. Over the primitive unit cell, Ω 1 + Ω 2 , the Bloch functions satisfy u m |u n Ω1+Ω2 = u m |u n Ω1 + u m |u n Ω2 = δ mn (14) but the atomistic matrix elements are not necessarily proportional to δ mn since for m = n there could be two nonzero terms that cancel. If no two bands transform as the same representation of T d , then u m |u n Ω1,2 ∝ δ mn . For example in a model with an SXY Z basis, X|S Ω1,2 = 0 because under a rotation by π about the y-axis the crystal is invariant, but X|S Ω1,2 will change sign. Here we will consider models in which all the states transform differently, and in particular models derived from an SXY Z basis. The use of atomistic cells modifies matrix elements as well. For states projected to a volume Ω, the momentum matrix element is given by
where the second integral on the right hand side will vanish due to periodicity if Ω contains an integer number of unit cells, but is nonzero over an atomistic cell. We therefore obtain
where the correction Π Ωinm is defined by Eq. 15, and Π Ω1nm = −Π Ω2nm since the corrections cancel between atomistic cells. The atomistic momentum matrix elements between the conduction and valence bands obey the same selection rules as in continuum k.p theory since they rely only on T d symmetry. However, there are contributions from the two sites, so that
For the diamond crystal P a1 = P a2 due to inversion symmetry, while for zincblende P a1 = P a2 . There are k.p models with more than one p-like band in which there are also matrix elements of the form iQ = m0 X v |p y |Z c where the v and c subscripts indicate the valence and conduction bands. Matrix elements within the same band such as X v |p y |Z v are zero since X v |p y |Z v = Z v |p y |X v * and X v |p y |Z v = Z v |p y |X v due to invariance under a C 2 rotation about the y-axis. As seen in Eq. 16, this latter condition does not hold for the atomistic matrix elements and therefore
where the subscript a on the Qs indicates they are atomistic parameters. The appearance of an a subscript will always be used to distinguish the atomistic parameters from those of the continuum k.p theory. As a result, the atomistic k.p model will have more parameters than the k.p model from which it is derived. Summarizing, in the atomistic model we have
where P 0 is the usual (continuum) k.p parameter. In addition, there are new intraband matrix elements
which satisfy iQ a1 = −iQ a2 .
As will be seen in the next section, in an inversion non-symmetric crystal the combination of finite differences and the fact that P i = P i results in a non-Hermitian Hamiltonian. One solution is to simply use an inversion symmetric basis, which is reasonable since k.p theory is often formulated in the symmetric approximation. As will be shown in Sect. VIII, inversion symmetry may still be broken by the sub-unit cell structure of the envelope function. Alternatively, we may change the volumes of Ω 1 and Ω 2 by using generalized Voronoi cells [32, 33] . By adjusting Ω 1 and Ω 2 we can restore restore the Hermiticity while maintaining inversion non-symmetry. A generalized Voronoi cell may be constructed by rescaling the distances that would be used to determine the Wigner Seitz cell. Consider a site at R, with nearest neighbors at R N N,i , and next nearest neighbors at R N N N,j . The generalized Voronoi cell around R is the set of points p satisfying the two conditions
where a is a scaling factor that determines the relative sizes of a cell. Note that the second condition does not have a scaling factor because the next nearest neighbors are of the same type. Using a = 1 on the type-1 sites, and a → 1/a on the type-2 sites we change the relative volumes of Ω 1 and Ω 2 while maintaining Ω 1 + Ω 2 as a unit cell. Shrinking Ω 1 will decrease both P a1 and P a1 while increasing P a2 and P a2 , and therefore we may adjust the scaling factor to make P a1 = P a2 and P a1 = P a2 . This method will prove useful for restoring Hermiticity in the inversion non-symmetric case in the next section.
V. FOUR-BAND MODEL
To demonstrate the basic structure of the atomistic limit we first consider the simple four-band k.p model without spin orbit coupling, using zone-center Bloch states |X , |Y , |Z for the valence band and |S for the conduction band. This model and the tight-binding model with which it will be compared are too simple to be used for realistic calculations, but they demonstrate the basic structure of the atomistic limit. Using plane waves for the envelopes, the k.p Hamiltonian is
where F c and F v are remote band contributions to the conduction and valence band respectively, and are included to make the k.p model agree with a tight-binding model. In the atomistic limit the Hamiltonian also includes terms involving the momentum matrix element of Eq. 22
where the subscript a indicates that Q a is an atomistic parameter. Eq. 28 is only for an anion site, and on the cation site we will have −H Q . For a plane wave basis, it is convenient to define the approximate wave vectors obtained from the finite difference operators acting on plane waves,
where the subscripts 1 and 2 on K indicates the atom type on which the difference is centered. On a diamond/zincblende lattice, using Eq. 7 and the finite differences defined in Eq. 11a-11d we obtain
where the subscripts 1, 2 label the atoms within the unit cell and
where b is the band index (v or c for valence or conduction), a indicates the type of atom (1 or 2), and the momentum matrix elements are given by Eq.s 21 and 22.
If the crystal lacks inversion symmetry, then P a1 = P a2 , P a1 = P a2 , and H is not Hermitian. The problem may be remedied by starting with a set of inversion symmetric Bloch functions, in which case P a1 = P a2 = P a1 = P a2 . The Hamiltonian will still be inversion non-symmetric due to the different potentials on the anion and cation, giving rise to inversion non-symmetric zone-center envelope functions. An alternative approach is to modify the differencing scheme using the generalized Voronoi cells described at the end of Section IV. The cell size can be adjusted so as to make P a2 = P a1 and P a2 = P a1 , restoring Hermiticity while maintaining P a1 = P a1 and P a2 = P a2 . Deforming the cells will also change the values of the Q ai , but since Q a1 = −Q a2 the form of H will not be affected. In a model with more bands, modifying Ω to make H Hermitian would appear to be limited to tuning the P ai s for just one pair of bands. One could use different Ωs for different bands, or simply set the P ai s on an ad hoc basis.
We may compare the atomistic four-band k.p model of Eq. 31 with the four-band tight-binding Hamiltonian [34] 
where the gs are the standard tight-binding functions, which are related to the Ks by
Equating the matrix elements in Eqs 31 and 34, the tight-binding and k.p parameters are related by
We thus find that the atomistic limit of the k.p model is a tight-binding model. In order to make this one-to-one correspondence it was necessary to include spherically symmetric remote band contributions to both the conduction and valence bands and to have different momentum matrix elements on the two atoms (at least in the inversion non-symmetric case). Our inclusion of only limited remote band contributions to the valence band gives the Luttinger model in the spherical approximation withγ = 1 5 (2γ 2 + 3γ 3 ). An important feature of the atomistic limit is that the envelope varies within a unit cell even at zone center, and thus modifies the effective Bloch functions. In Eq. 31 we see that ∆ 2 couples the two atoms even at k = 0 via the off-diagonal matrix elements T c1 , T v1 , T c2 , and T v2 . This results in a doubling of the number of bands over the continuum model, with the additional bands being shifted by an energy on the order of 2 /m 0 a 2 latt . Since the atomistic model includes two grid sites per unit cell the envelope functions include wave vectors outside the first Brillouin zone. These states may be interpreted as approximate Bloch functions with different symmetry from the zone-center Bloch functions of the theory. For example, when multiplied by an envelope that changes sign from site to site the anti-bonding S-like Bloch function of the conduction band becomes similar to the bonding S-like state. Of course such a "fake" Bloch function is not the true zone-center Bloch function, but an approximation. This simple model illustrates the basic features of the atomistic limit, but in order to develop more realistic models we need to examine the inversion non-symmetric case more closely and study the relationship to heterojunctions.
VI. NON HERMITICITY
As we saw in the previous section, straight-forward application of the atomistic limit to an inversion non-symmetric crystal gives a non-Hermitian Hamiltonian since the momentum matrix elements are different on different atoms. This problem generally arrises when a finite difference operator is multiplied by a spatially varying coefficient, and also occurs at a heterojunction in continuum k.p theory [13, 24, 25, 35] . Consider a Hamiltonian containing a Hermitian differential operator D which is approximated by a difference operator D consisting of a weighted sum of the function values on nearby grid sites,
where d R,R are the coefficients defining the difference operator, most of which are zero except when R and R are close to each other. Since D is Hermitian, g|Df = Dg|f and the corresponding difference operator must satisfy
where the sums on R and R range over all lattice sites. Therefore the Hermiticity of
Since Hermiticity requires
* , any spatial variation in the magnitude of c(r) destroys the Hermiticity. This problem arrises in a one-band model with a spatially varying effective mass as well as in multi-band envelope models with spatially varying parameters. This problem will occur in Eq. 7 for a heterostructure, but in the atomistic limit it will arise even for a bulk material if the atoms differ from one another.
A common solution is to symmetrize over the connected sites [13, 24, 25] ,
The symmeterization is applied to ∆ x , ∆ y , and ∆ z , which are then used to construct other operators. This resolution of the problem is not as ad hoc as it may seem since the first derivative is most naturally defined on a link between two sites. For example on a one dimensional grid with spacing the difference between two adjacent sites gives an approximation to the derivative on the link connecting them,
Therefore, the value of a coefficient multiplying the derivative is naturally defined on the link itself and should be interpolated between the two points being differenced, giving
For terms containing variable coefficients and second derivatives, one must also be careful about the operator ordering. Neither c(x)∂ 2 x nor ∂ 2 x c(x) can be made self-adjoint, even in the continuum, however a symmetrized operator such as ∂ x c(x)∂ x can [35] [36] [37] . Therefore we can write
VII. FINITE VOLUME METHOD
The symmetrization procedure described above has an intuitive appeal, however a more formal approach provides some additional insight into the problem. In going from Eq. 5a to Eq. 7 we assumed the envelopes and their derivatives were constant over the cell Ω R . Instead of taking ∇ 2 f n , ∇f n , and f n to be constants over Ω R , we can make use of the finite volume method [38] in which the divergence theorem is used to convert the volume integral over a cell into a surface integral. This effectively moves the evaluation of the spatially varying coefficients from grid sites to the links between sites. Consider a term of the form p(r) · ∇f (r), where f (r) is slowly varying. Integrating over a volume around the grid site R,
where ∂Ω R is the bounding surface of Ω R . Since f (r) is slowly varying we can replace it with (constant) f R in the second integral on the right to obtain
The surface ∂Ω R consists of a set of faces S d each normal to one of the displacements from R to a neighboring site R + d. The value of f on the face S d is approximated by linearly interpolating between the two sites,
and ∆ d is the forward difference in the d direction defined by
The k.p term in the Hamiltonian now consists of a link connecting nearest neighbor sites multiplied by a coefficient defined on the link, which is therefore Hermitian. Applying the naive finite difference method to the ∇a(r)∇f (r) term also introduces a non-Hermiticity which may be resolved using the finite volume method:
Note that if the Bloch functions centered on R and R + d are different, there will be a discontinuity in the slope of u n (r) at the interface and the surface integrals in Eq.s 48 and 51 will be ill-defined. Since Bloch functions do not vary greatly among different III-V semiconductors, we may take the surface integral to simply be a parameter depending on the atomic species at R and R + d. Moreover, the true u m at a heterojunction will be a smooth function depending primarily on the type of the dimer, with some small dependence on the nearby atoms. Taking the coefficient to depend only on the two atoms connected is essentially ignoring the influence of nearby atoms on the microscopic V 0 (r) and assuming that that Bloch function at a dimer is the same as what it would be for that dimer in a bulk binary material.
The discontinuity in the Bloch functions at a heterojunction spoils current conservation which requires ψ(r) have continuous first derivatives. A discontinuity in the slope of u m requires a compensating discontinuity in the slope of the associated envelope, however this cannot be accomplished in a real-space formulation on a grid since such a discontinuity would be over a length scale smaller than the cutoff imposed by the grid. The Burt-Foreman formulation of envelope theory resolves this problem and ensures current conservation, but requires additional momentum matrix elements between wave vectors outside the first Brillouin zone. [39, 40] 
VIII. EIGHT-BAND MODEL
We now apply the ideas developed in the previous sections to the eight-band Kane model with spin-orbit coupling and perturbative remote-band contributions. This model has been used to describe electronic states in bulk materials, impurities, and nanostructures. The Hamiltonian is given by [41] [42] [43] 
where E c , E v , and E s = E v −∆ are the zone-center energies of the conduction, valence, and split-off bands respectively, F is the remote band contribution to the conduction band effective mass, γ 1 , γ 2 , and γ 3 are the modified Luttinger parameters, iP 0 = m0 S|P x |X , and B is the inversion asymmetry parameter due to remote bands. The above Hamiltonian uses the notation of Ref. 43 , however we use the modified Luttinger parameters from Ref. 41 ,
since they give the standard relationships between hole masses and Luttinger parameters,
For real III-V materials the modified Luttinger parameters in Ref. 43 give effective masses that differ from the relationships given above by about 10%.
To take the atomistic limit of the eight-band model we proceed as in Sect. V, replacing k's with the appropriate difference operators on the crystal lattice. As in Sect. V we must include the additional momentum matrix elements Q a = m0 X|p y |Y anion . With this sign convention a positive Q a will give a long wavelength 16-band model with Q > 0 in agreement with Ref. 44 . With the inclusion of spin and transforming to the total angular momentum basis in which Eq. 52 is written, we obtain
where k ± = (k x ± ik y ). As in the case of the four-band model, H Q is the atomistic contribution on the anion site with −H Q on the cation site. Rather than using modified Voronoi cells as we did with the four-band model, here we choose Bloch functions that are inversion symmetric. The eight-band model with B = 0 is inversion symmetric, so adopting such a basis is quite natural. As in the four-band model, the sub-unit cell structure of the envelopes will modify the effective Bloch functions but here this will be the sole source of inversion asymmetry. The remote band contributions in the eight-band model introduce additional ks, and thus additional difference operators. As discussed in Sect. III, the fact that each atom has 4 neighbors means that only k 2 , k x , k y , and k z can be constructed using nearest neighbor differences while 
where the diagonal blocks H 11 and H 22 include on-site and next-nearest-neighbor couplings and the H 12 block contains nearest neighbor couplings. For k = 0 the nearest neighbor couplings from k x , k y , and k z vanish but those from k 2 remain, shifting the zone-center energies from their eight-band values. This can be seen in Eq. 31 where T s are nonzero even for k = 0. For zincblende the onsite energies are different on the two atoms (E c1 , E v1 , E s1 on the anion and E c2 , E v2 , E s2 on the cation), breaking the inversion symmetry. With two grid sites per unit cell the number of bands in the original k.p model is doubled in the atomistic limit and each zone-center state of the continuum model splits into two states: one having an envelope with the same sign on each atom (++) and another with opposite signs (+−). The ++ eigenvectors correspond to the original eight-band states (Γ 6c , Γ 7v , Γ 8v ) and the +− states to correspond to the additional states found in the 16-band model (Γ 6v , Γ 8c , Γ 7c ) as shown in Fig. 2 .
To understand the band doubling, consider a continuum Hamiltonian having a diagonal term H = E + Ck 2 . At zone center this band decouples from the others and has energy E, however in the atomistic limit each band decouples Γ 8 
where E 1 , E 2 are the on-site energies for atom 1 and 2 (anion and cation respectively for zincblende) and C a is the atomistic coefficient corresponding to that of the continuum Hamiltonian. The zone-center eigenvalues and eigenvectors are then
We take as our target energies those of the 16-band model, E 6v , E 7v , E 8v , E 6c , E 7c , E 8c (see Fig. 2 ). These have been measured for some materials [45] and calculated for others [2] . Setting the zone-center eigenvalues of the atomistic Hamiltonian equal to the target energies gives the atomistic on-site energies
where E c1 is the on-site conduction band energy on the atom at the origin (anion for zincblende), E c2 is the on-site energy for the atom at (a latt /4, a latt /4, a latt /4) (cation for zincblende), and likewise for the valence band (subscripts v1 and v2) and the spin-orbit band (subscripts s1 and s2). The a subscripts on F a and γ a1 indicate they are atomistic coefficients. The corresponding envelope functions are obtained from Eq. 63, giving
The states with energies E 6c , E 7v , E 8v have envelopes of the form ++ while those with energies E 6v , E 8c , E 7c have +− envelopes. Note that the envelopes break inversion symmetry and the momentum matrix elements taken over a unit cell must include the sub-unit cell structure of the envelopes.
Having determined the on-site energies, we must now determine the coefficients of the difference operators. In k.p theory effective masses only require knowing E(k) to second order in k, and are therefore computed using second order perturbation theory in k [46] [47] [48] . The g-factor is also computed this way [48] . For the 16- 
where g 0 is the bare electron g factor, g r is a possible remote band contribution,
The quantities on the left hand sides of Eq.s 67a-67e are the target parameters taken from experiment or possibly ab initio calculations while F , E P0 , E P1 , E Q , γ 1 , γ 2 , and γ 3 are the model parameters empirically chosen to reproduce the target values. The model parameters are easily determined since the equations are linear. Since E 8v − E 6v is large, we may set E P2 = 0, giving five equations in five unknowns.
The effective masses and g-factors of the atomistic model may also be computed using perturbation theory for small k. The resulting expressions contain effective matrix elements that depend on the variation of the envelope over the unit cell and the bands which they connect. For example, the momentum matrix element between the Γ 6c and Γ 8v states is
with the other matrix elements (P 6c 8v , P 6c 7v , P 6c 8c , P 6c 7c , P 6v 8v , P 6v 7v , P 6v 8v , and P 6v 7v ) defined similarly. The Q matrix elements take the form
Doing second order perturbation theory directly on the atomistic Hamiltonian we obtain
where the band-specific Kane energies are
The perturbative expression are the same as in continuum k.p except that matrix elements are replaced with the effective matrix elements including variation of the envelope within the unit cell. Unlike the continuum case, the dependence on F a and γ a1 is nonlinear.
IX. PARAMETER FITTING
To determine the atomistic parameters we adopt a set of target material parameters to which we fit the atomistic parameters (see Table I ). These values are known with varying degrees of certainty, with some taken from high precision measurements while others are obtained theoretically. The basic eight-band parameters are taken from Ref. 49 . The zone-center energies of the higher lying bands (Γ 6v , Γ 7c , Γ 8c ) are not as well known and we have taken their values from the k.p calculation of Ref. 6 , with the exception of GaAs for which we used the experimental values from Ref. 45 . The values of the conduction band effective g factor, g * , and the Dresselhaus spin splitting, γ c , were also taken from Ref. 6 . Some modifications have been made for InAs. The spin orbit coupling has been increased to ∆ = 0.45 eV in order to be able to obtain g * = −14.9 without having γ c > 100 eVÅ 3 . Alternatively, the ∆ could be left unchanged and g * fit using a remote band contribution g r . The value of γ L 2 for InAs has been reduced from 8.2 to 7.5 in order to avoid bands that cross the gap at large k, which is much less of a liberty than it may seem since the Luttinger parameters for InAs are poorly known [49] .
The atomistic on-site potentials (Table II) are determined from Eq. 65 using the lattice constants and zone-center energies from Table I . To fit the effective masses we must determine the values of F a , P a , Q a , γ a1 , γ a2 , γ a3 for which Eq. 70a-70e match the empirical target values. This is more difficult than the fitting procedure for a continuum k.p model because the effective momentum matrix elements and remote band contributions depend on F a and γ a1 . We do a nonlinear fit on F a and γ a1 . For particular values of F a and γ a1 , P a is determined by Eq. 70a, Q a is determined by Eq. 70c, and γ a2 and γ a3 are determined by Eq.s 70d and Eq. 70e. F a is then adjusted to make the resulting g * match the target value. This results in a curve in the F a -γ a1 plane from which we pick the point at which the Dresselhaus spin splitting fits the target as well. We determine γ c by numerically computing the spin-splitting E(k) in the 110 direction. The range of F a and γ a1 which must be numerically searched is reduced by the condition that the amplitudes A 6v , ..., A 8c must be real and the solutions corresponding to E(Γ 6c ), E(Γ 7v ), E(Γ 8v ) must have signature ++. These conditions restrict the values to −a 2 latt (E 6c −E 6v )/32 < (2F a + 1) < 0 and −a 2 latt (E 8c −E 8v )/32 < γ a1 < 0. The band diagrams resulting from our numerical fits are shown in Fig. 3 . Since the atomistic model is derived from a perturbative continuum k.p model, it is accurate at small k. All materials appear have a direct gap simply because the model is derived from a continuum k.p theory which does not describe remote valleys. Nonetheless we show the bands throughout the entire Brillouin zone to demonstrate that no bands cross the gap at large k. This is an important feature because in a real-space formulation any gap-crossing states will appear in the spectrum of the Hamiltonian. Such spurious gap-crossing states can be eliminated by modifying the basis or the differencing scheme [50] [51] [52] [53] however the atomistic model appears to be relatively insensitive to the problem since all but InAs had no spurious solutions, and it required only slight modifications to the target parameters. Table I X. CONCLUSION We have demonstrated how to construct an atomistic k.p theory by using finite differences on a grid matched to the crystal lattice. The spatially varying coefficients multiplying difference operators result in a non-Hermitian Hamiltonian if the differencing is carried out naively. However, this may be remedied by using the finite volume method, by using a basis of inversion symmetric Bloch functions, or by deforming the computational cells using generalized Voronoi cells. The use of symmetric Bloch functions does not limit one to the symmetric approximation since the atomistic envelope functions themselves vary within the unit cell even at k = 0. The use of inversion symmetric Bloch functions and generalized Voronoi cells solve the Hermiticity problem due to atomistic cells with an inversion asymmetric crystal, but are not applicable to heterojunctions. As a result these approaches can be used on systems such as bulk materials, bulk materials with impurities or applied potentials, or nanocrystals with a vacuum barrier. The finite volume method can be used in the presence of heterojunctions. Table II .
The atomistic limit of a simple four-band k.p model exactly reproduces the four-band tight-binding model, provided we include spherically symmetric remote band contributions for both the conduction and valence band, and the atomistic momentum matrix elements are different on different atoms (for zincblende). In order to have different momentum matrix elements that make the model exactly match the tight-binding model requires the use of generalized Voronoi cells to to symmetrize the momentum matrix elements without making them all equal. The atomistic limit of the widely used eight-band model results reproduces effective masses, g-factors, and Dresselhaus spin splittings of III-V materials. The fits are exact for most materials, with the exception of InAs for which it was necessary to increase the spin-orbit coupling. This may be due to an insufficient number of bands in the model, or due to uncertainties in the experimental values.
The particular implementation presented in Sect. VIII is by no means unique, and different atomistic models are possible depending on the choice of Bloch basis (inversion symmetric or not), the differencing scheme, and whether or not remote band contributions are included. In addition, different fitting procedures may be used. For example, the higher lying band energies could be left as free parameters adjusted to fit the band structure to other criteria such as charge asymmetry. We have chosen to exactly fit all zone center energies, the zone center effective masses for the bottom of the conduction and top of the valence bands, as well as conduction g-factors and Dresselhaus spin splittings, since these quantities are the most important for electronic states of impurities and nanostructures.
An interesting property of these models is that the envelope functions have momenta outside the first Brillouin zone, a feature shared with the Burt-Foreman [39, 40] approach to dealing with heterojunctions. Since our model is constructed in real space there is not a clearly defined separation between the wave function components that are associated with Bloch functions and those that are not, while the Burt-Foreman approach has a clear distinction between Bloch and envelope functions in k-space.
As seen from the fit to III-V materials, the atomistic envelope theory can reproduce the effective masses of the bands near the gap. This is in contrast to tight-binding models which can give incorrect effective masses [54] . The four-band model with only spherically symmetric remote band contributions illustrates how a nearest neighbor tight-binding model fails to reproduce the correct cubic band warping of the valence band. In contrast, the atomistic Kane model gives the correct effective masses because it contains next nearest neighbor couplings via the Luttinger parameters.
There are many potential applications of this method to the electronic properties of impurity states, alloys, and polytype [55] . Finally, atomistic k.p theory has the unique feature that it allows the combination of atomistic and continuum models in the same system to facilitate multiscale modeling since the grid can be highly non-uniform. One could use a rectilinear grid in "large" regions described by a continuum model and an atomistic grid in the regions requiring atomistic precision. The differencing operators in the regions where the rectilinear and atomistic grids meet would be peculiar to the details of the grid used, but would be well defined.
XI. APPENDIX
The Bloch state basis for the eight-band model is
where the order is the same as for the Hamiltonian in Eq. 52.
