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Abstract
We derive a formula for the entries of the (unitriangular) transition matrices between the standard
monomial and dual canonical bases of the irreducible polynomial representations of Uq(gln) in terms of
Kazhdan–Lusztig polynomials.
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1. Introduction
In the last few years, there has been much interest in dual canonical bases associated to quan-
tized enveloping algebras motivated by applications to representation theory: in many situations
the basis of simple modules for the Grothendieck groups of various natural categories of mod-
ules in type A can be identified with the specialization at q = 1 of an appropriate dual canonical
basis. For example, in [BK], we found just such an interpretation for dual canonical bases of
the irreducible polynomial representations of Uq(gln). This provided the incentive to revisit the
extensive literature about these very special modules and their bases.
The main result of the article gives an explicit formula for the entries of the transition ma-
trices between various standard monomial bases and the dual canonical basis of the irreducible
polynomial representation parametrized by a partition λ = (λ1, . . . , λn) of d , in terms of the
Kazhdan–Lusztig polynomials Px,y(t) associated to the symmetric group Sd . Using notation in-
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form
(−q)(y)−(x)
∑
z∈Dν∩SνxSμ
(−1)(z)+(y)Pzwd,ywd
(
q2
)
for particular x, y ∈ Sd ; see Theorem 26 and Remark 14. It is these polynomials which when
evaluated at q = 1 compute composition multiplicities of the standard modules for the finite
W -algebras/shifted Yangians studied in [BK]. We also show that all the coefficients of these
polynomials are non-negative integers, by relating them to the dual canonical basis of the quan-
tized coordinate algebra of the group of upper unitriangular matrices then appealing to results of
Lusztig in that setting.
The basic strategy is as follows. Let μ = (μ1, . . . ,μl) be a composition having transpose par-
tition equal to λ. Let Vn be the natural representation of Uq(gln), over the field Q(q) where q is
an indeterminate. By the Littlewood–Richardson rule, the space of Uq(gln)-module homomor-
phisms
ξμ :
∧μ1(Vn)⊗ · · · ⊗∧μl (Vn) → Sλn(Vn)⊗ · · · ⊗ Sλ1(Vn)
is one dimensional, and the image of any non-zero such homomorphism ξμ is the irreducible
Uq(gln)-module Pλ(Vn) of highest weight λ. Now, the exterior and symmetric powers of Vn
equipped with their natural monomial bases are based modules in the sense of [L, Chapter 27],
so by dualizing Lusztig’s construction of tensor product of based modules we obtain dual canon-
ical bases for the above tensor products of exterior and symmetric powers. These bases have the
remarkable property that the homomorphism ξμ (suitably normalized) maps dual canonical basis
elements either to dual canonical basis elements or to zero. In this way, we obtain the dual canon-
ical basis of Pλ(Vn) (= the upper global crystal base of Kashiwara) as the set of non-zero images
of dual canonical basis elements of the tensor product of exterior powers under the map ξμ. Us-
ing this description, we are then able to relate dual canonical bases directly to Kazhdan–Lusztig
polynomials using Schur–Weyl duality, following the algebraic approach initiated by Frenkel,
Khovanov and Kirillov in [FKK].
In the main body of the article, we have also explained for completeness the dual argument,
involving the homomorphism
ξ∗μ :Sλ1(Vn)⊗ · · · ⊗ Sλn(Vn) →
∧μl (Vn)⊗ · · · ⊗∧μ1(Vn)
that is dual to the above map ξμ under certain natural pairings. The cokernel of ξ∗μ gives another
much-studied realization of the irreducible module Pλ(Vn). Again, it is the case that ξ∗μ maps
canonical basis elements either to canonical basis elements or to zero, which makes this point of
view well-suited to relating the canonical basis of Pλ(Vn) (= the lower global crystal base) to
the semi-standard basis of Dipper and James [DJ2]. In particular, we recover the explicit formula
for the transition matrix between these bases in terms of Kazhdan–Lusztig polynomials obtained
originally by Du [D1,D3] by a different method (involving the combinatorics of cells in the
symmetric group). Along the way, we have included proofs of a number of related results about
canonical and dual canonical bases which are known to experts but hard to find in the literature.
In particular, in Section 6, we discuss in some detail the dual canonical basis of the quantized
coordinate algebra of m × n matrices, in the spirit of the work of Berenstein and Zelevinsky
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does not seem to be widely known, in terms of certain blocks of the categories of Harish-Chandra
bimodules associated to the Lie algebras gld(C).
2. Combinatorics
In this preliminary section, we gather together (almost) all of the combinatorial definitions
needed later on. Let Sd denote the symmetric group acting on the left on the set {1, . . . , d},
with basic transpositions s1, . . . , sd−1, length function  and longest element wd . The following
notation is quite standard:
– Xn denotes the integral weight lattice associated to the Lie algebra gln, that is, the abelian
group Zn with standard basis ε1, . . . , εn and inner product (.,.) defined by (εi, εj ) = δi,j ;
– a choice of simple roots is given by ε1 − ε2, . . . , εn−1 − εn;
–  is the corresponding dominance ordering on Xn defined by λ μ if (λ − μ) is a sum of
simple roots;
– Λn and Λ+n denote the subsets of Xn consisting of all λ = (λ1, . . . , λn) with λ1, . . . , λn  0
and with λ1  · · · λn  0, respectively;
– for a weight λ ∈ Λn with |λ| := λ1 + · · · + λn = d , Sλ denotes the parabolic subgroup Sλ1 ×· · · × Sλn of Sd with longest element wλ;
– Dλ is the set of all minimal length Sλ\Sd -coset representatives.
Letting In = {1, . . . , n}, Sd also acts naturally on the right on the set of all multi-indexes α =
(α1, . . . , αd) ∈ I dn , so that (α · x)i = αxi for α ∈ I dn and x ∈ Sd . We write α ∼ β if two multi-
indexes α,β ∈ I dn lie in the same Sd -orbit. This is the case if and only if θ(α) = θ(β), where
θ(α) ∈ Λn denotes the weight of α ∈ I dn defined from θ(α) =
∑d
i=1 εαi . For λ ∈ Λn, let Iλ denote
the set of all multi-indexes of weight λ. There is a bijection d : Iλ → Dλ defined for α ∈ Iλ by
letting d(α) be the unique element of Dλ such that α · d(α)−1 is a weakly increasing sequence.
Assume now that we are given weights μ ∈ Λm and ν ∈ Λn with |μ| = |ν| = d . The sym-
metric group Sd acts diagonally on the right on Iμ × Iν , and we let (Iμ × Iν)/Sd denote the
set of orbits. This set arises naturally in many different guises. Let us recall some of the most
popular. The first involves m × n matrices M = (mi,j )1im,1jn with non-negative integer
entries. Define the row and column sums of M to be the weights ro(M) = (μ1, . . . ,μm) ∈ Λm
and co(M) = (ν1, . . . , νn) ∈ Λn defined from
μi =
n∑
j=1
mi,j and νj =
m∑
i=1
mi,j .
Let Θμ,ν denote the set of all such matrices M with ro(M) = μ and co(M) = ν. Given any pair
(α,β) ∈ Iμ × Iν , we obtain a matrix M ∈ Θμ,ν by letting
mi,j = #{k = 1, . . . , d | αk = i, βk = j}.
This induces a bijective correspondence between the sets (Iμ × Iν)/Sd and Θμ,ν .
The second way is in terms of row standard tableaux of row shape μ and weight ν. To in-
troduce these, we need the notion of the row diagram of a weight μ ∈ Λm. This is the diagram
20 J. Brundan / Journal of Algebra 306 (2006) 17–46drawn in the positive quadrant of the x–y plane consisting of μ1 boxes in the first (bottom) row,
. . . , μm boxes in the mth row. For instance, if μ = (5,3,4) its row diagram is
A tableau of row shape μ and weight ν means a filling of the boxes of the row diagram of μ
with integers, exactly ν1 of which are equal to 1, ν2 are equal to 2, . . . , νn are equal to n. We
sometimes use the notation σ(A) for the row shape μ and θ(A) for the weight ν of the tableau A.
Define an equivalence relation ∼ro on the set of all such tableaux by declaring that A ∼ro B if B
can be obtained from A by permuting entries within rows. We say that A is row standard if its
entries are weakly increasing along rows from left to right. Obviously, the row standard tableaux
give a set of representatives for the ∼ro-equivalence classes. For instance
A =
1 2 3 4
2 2 3
1 1 2 4 4 (2.1)
is a row standard tableau of row shape (5,3,4) and weight (3,4,2,3). Let Row(μ, ν) denote the
set of all row standard tableaux of row shape μ and weight ν. Given a tableau A ∈ Row(μ, ν),
we obtain a matrix M ∈ Θμ,ν by defining mi,j to be the number of entries in the ith row of A that
are equal to j . This defines a bijection Row(μ, ν) → Θμ,ν , hence composing with the bijection
in the previous paragraph we also obtain a bijection between Row(μ, ν) and the set (Iμ×Iν)/Sd .
For example, with A as in (2.1), the corresponding matrix M ∈ Θμ,ν is the matrix(2 1 0 2
0 2 1 0
1 1 1 1
)
and a representative (α,β) ∈ Iμ × Iν for the corresponding orbit is given by setting α =
(3,3,3,3,2,2,2,1,1,1,1,1) and β = (1,2,3,4,2,2,3,1,1,2,4,4).
The third way involves the set D+ν,μ of maximal length distinguished (Sν, Sμ)-double coset
representatives in the symmetric group Sd . We just explain how to define a bijection between
Row(μ, ν) and D+ν,μ. Given any tableau A of row shape μ and weight ν, define a sequence
ρ(A) ∈ Iν by row reading the entries of A along rows from left to right starting from the top
row; for example, if A is as in (2.1) then ρ(A) is the multi-index β from the end of the pre-
vious paragraph. Recalling the bijection d : Iν → Dν from the opening paragraph, the map
A → d(ρ(A))wd defines a bijection between the set Row(μ, ν) and the set D+ν,μ. Moreover,
Dν ∩ Sνd(ρ(A))wdSμ = {wνd(ρ(B))wd | B ∼ro A}. For a proof of a similar statement, see
[DJ1, 1.7] or [Ma, 4.4].
There is a fourth way which is much more subtle than the ones discussed so far involving
the Robinson–Schensted–Knuth correspondence; see [F, §4.1]. In this article, we actually only
need a very special case of this fundamental bijection. To explain it, we must first introduce the
notion of a column strict tableau. Suppose now that μ ∈ Λl , ν ∈ Λn satisfy |μ| = |ν| = d . The
mirror image of the row diagram of μ in the line y = x gives the column diagram of μ. Thus,
the column diagram has μ1 boxes in the first (leftmost) column, . . . , μl boxes in the lth column.
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diagram of μ with integers, exactly νj of which are equal to j for each j = 1, . . . , n. Call such a
tableau column strict if its entries are strictly increasing along columns from bottom to top. Let
Col(μ, ν) denote the set of all column strict tableaux of column shape μ and weight ν. Observe
that the mirror image in the line y = x of a tableau A of column shape μ defines a tableau A′ of
row shape μ. This is a useful trick for carrying over the earlier definitions to the present setting.
For instance, we write A ∼co B if A′ ∼ro B ′. The next definition breaks the symmetry: define the
column reading γ (A) to be the multi-index obtained by reading the entries of A along columns
from top to bottom starting from the leftmost column. This is related to the row reading of A′ by
the equation γ (A) = ρ(A′) ·wd .
Assuming all parts of the composition μ are m, let λ = μ′ ∈ Λ+m be the conjugate partition,
so λi is the number of boxes in the ith row of the column diagram of μ. Let Dom(λ, ν) denote
the familiar set of all standard tableaux of row shape λ and weight ν, that is, the tableaux in
Row(λ, ν) that are also column strict. (The unfamiliar symbol Dom here stands for “dominant”
following the language used in [BK].) For a multi-index α ∈ I dn , let P(α) denote the image of the
word α1α2 · · ·αd under the Robinson–Schensted correspondence; see e.g. [F, §4.1]. Thus, P(α)
is the standard tableau ∅ ← α1 ← ·· · ← αd , where ← denotes row insertion as in [F, §1.1]. Still
writing λ = μ′, define
Std(μ, ν) = {A ∈ Col(μ, ν) | P (γ (A)) is of row shape λ}. (2.2)
We refer to elements of Std(μ, ν) as standard tableaux of column shape μ and weight ν. In
the special case μ is itself a partition, it is easy to see from the definition of the Robinson–
Schensted map that Std(μ, ν) is the set of all tableaux in Col(μ, ν) that are also row standard,
i.e. Std(μ, ν) = Dom(λ, ν). So the double meaning of the phrase “standard tableaux” is unam-
biguous. In general, by a result of Lascoux and Schützenberger [LS2], the rectification map
R : Std(μ, ν) → Dom(λ, ν), A → P (γ (A)) (2.3)
is a bijection; see also [F, §A.5]. In the special case that μ is a partition, the map R is just
the identity map. In general, R can be computed by repeatedly using jeu de taquin to permute
adjacent columns of different lengths; see [LT, §4] for an example.
In proofs, we will use a rather different characterization of the set Std(μ, ν) and the rectifica-
tion map in terms of crystals. To recall this, define a crystal (I dn , e˜i , f˜i , εi , ϕi, θ) in the sense of
Kashiwara [K4] with underlying set I dn as follows. For i = 1, . . . , n − 1, define the i-signature
(σ1, . . . , σd) of α ∈ I dn by
σj =
⎧⎨⎩
+ if αj = i,
− if αj = i + 1,
0 otherwise.
From this the reduced i-signature is computed by successively replacing subsequences of the
form −+ (possibly separated by 0’s) in the signature with 0’s until no − appears to the left
of a +. Let δj denote the d-tuple (0, . . . ,0,1,0, . . . ,0) where 1 appears in the j th place. Now
define
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{∅ if there are no −’s in the reduced i-signature,
α − δj if the leftmost − is in position j ;
f˜i (α) :=
{∅ if there are no +’s in the reduced i-signature,
α + δj if the rightmost + is in position j ;
εi(α) = the total number of −’s in the reduced i-signature,
ϕi(α) = the total number of +’s in the reduced i-signature.
Recalling that θ(α) denotes the weight of α ∈ I dn , this completes the definition of the crystal
(I dn , e˜i , f˜i , εi, ϕi, θ). It is just the d-fold tensor product of the usual crystal associated to the
natural gln-module, except that we have parametrized it from right to left rather than from left to
right.
In this paragraph, we write
⋃
as shorthand for the union over all ν ∈ Λn, and assume
in addition that m  n. The row reading ρ respectively the column reading γ identifies the
set
⋃
Row(λ, ν) respectively
⋃
Col(μ, ν) with a subcrystal of I dn . This defines new crystals
(
⋃
Row(λ, ν), e˜i , f˜i , εi , ϕi, θ) and (
⋃
Col(μ, ν), e˜i , f˜i , εi , ϕi, θ). It is well known that the map
A → P(γ (A)) arising from the Robinson–Schensted correspondence commutes in the strict
sense with the crystal operators e˜i , f˜i . Moreover,
⋃
Dom(λ, ν) is a subcrystal of
⋃
Row(λ, ν),
indeed, it is precisely the connected component of
⋃
Row(λ, ν) generated by the unique tableau
B ∈ Dom(λ,λ), i.e. the tableau with all entries in its ith row equal to i. Since R necessarily
maps the unique element A ∈ Std(μ,λ) to this tableau B , we deduce that⋃Std(μ, ν) is the con-
nected component of
⋃
Col(μ, ν) generated by A, and the rectification map R :⋃Std(μ, ν) →⋃
Dom(λ, ν) is an isomorphism of crystals. In this way, we obtain various different realizations
of the usual highest weight crystal associated to the partition λ, one for each composition μ with
μ′ = λ. The standard realization from [KN] is the one when μ is itself a partition.
Finally, we say a few words about the Bruhat ordering. Let denote the usual Bruhat ordering
on Sd (1 being the smallest element). This restricts to a partial ordering on the subset D+ν,μ, for
μ ∈ Λm,ν ∈ Λn with |μ| = |ν| = d as before. Using the above bijections, the opposite partial
ordering  on D+ν,μ lifts to define partial orderings all denoted  on the sets (Iμ × Iν)/Sd,Θμ,ν
and Row(μ, ν). For example, the resulting partial ordering on Row(μ, ν), which again we call the
Bruhat ordering, satisfies A B if and only if d(ρ(A)) d(ρ(B)) in the usual Bruhat ordering
on Sd . We want to record several equivalent ways of defining these partial orders directly; see
[DJ1, 1.2] or [Ma, 3.8] for proofs of essentially the same statements, which are apparently due
originally to Ehresmann. Suppose first that we are given tableaux A and B . Write A ↓ B if there
exists an entry x in the ith row and an entry y in the j th row of A with i < j and x < y such that
B is obtained from A by swapping the entries x and y. For example,
1 2 5
7 7
3 3 5
↓
1 2 3
7 7
3 5 5
↓
1 2 3
7 3
7 5 5
Then, A B in the Bruhat ordering on Row(μ, ν) if and only if there exist tableaux C1, . . . ,Cr
such that A ∼ro C1 ↓ · · · ↓ Cr ∼ro B . Given A ∈ Row(μ, ν), let Ai denote the tableau obtained
from A by deleting all boxes in rows higher than the ith row, and let Aj denote the tableau
obtained from A by deleting all boxes containing entries greater than j . The following are equiv-
alent for A,B ∈ Row(μ, ν):
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(ii) θ(Ai )  θ(Bi ) in the dominance ordering on Λn for all i = 1, . . . ,m (recall θ denotes
weight);
(iii) σ(Aj ) σ(Bj ) in the dominance ordering on Λm for all j = 1, . . . , n (recall σ denotes
row shape).
From (ii) or (iii), one easily deduces the well-known direct description of the Bruhat order on the
set Θμ,ν itself: for M,N ∈ Θμ,ν , we have that M N if and only if
s∑
i=1
t∑
j=1
mi,j 
s∑
i=1
t∑
j=1
ni,j
for all s = 1, . . . ,m and t = 1, . . . , n.
We will also need the Bruhat ordering ′ on the set Col(μ, ν). This can be defined simply by
A′ B if A′  B ′; equivalently, d(γ (A)) d(γ (B)). In the special case that μ is a partition and
λ = μ′, we have now defined two partial orders ′ and  on the set Std(μ, ν) = Dom(λ, ν), via
its natural embeddings into Col(μ, ν) and Row(λ, ν), respectively. The following lemma shows
that these two partial orders coincide.
Lemma 1. For A,B ∈ Dom(λ, ν), we have that A B if and only if A′ B .
Proof. Let A,B ∈ Dom(λ, ν). Since A is standard, σ((A′)j ) = σ((Aj )′) = σ(Aj )′, and
similarly for B . By the third equivalent definition of the Bruhat ordering on Row(λ, ν) above,
we know that A B if and only if σ(Aj ) σ(Bj ) for all j = 1, . . . , n. Since conjugation is
order reversing on partitions, this is equivalent to σ(Aj )′  σ(Bj )′ for all j = 1, . . . , n, i.e.
σ((A′)j ) σ((B ′)j ). This is the statement that A′  B ′, hence A′ B . 
3. Quantized enveloping algebras
In this section, we recall the definition of the quantized enveloping algebra Un = Uq(gln),
following [L]. We will work over the field Q(q) where q is an indeterminate. An additive map
f :V → W between Q(q)-vectors spaces is called antilinear if f (cv) = cf (v) for all c ∈ Q(q),
v ∈ V , where − : Q(q) → Q(q) is the field automorphism with q = q−1. Also the quantum
integer associated to n ∈ N is [n] = (qn − q−n)/(q − q−1) and the quantum factorial is [n]! =
[n][n− 1] · · · [2][1].
By definition, Un is the Q(q)-algebra on generators Ei,Fi (i = 1, . . . , n − 1) and Ki,K−1i
(i = 1, . . . , n) subject to relations
KiK
−1
i = K−1i Ki = 1, EiEj = EjEi if |i − j | > 1,
KiKj = KjKi, E2i Ej +EjE2i = [2]EiEjEi if |i − j | = 1,
KiEjK
−1
i = q(εi ,εj−εj+1)Ej , FiFj = FjFi if |i − j | > 1,
KiFjK
−1
i = q(εi ,εj+1−εj )Fj , F 2i Fj + FjF 2i = [2]FiFjFi if |i − j | = 1,
EiFj − FjEi = δi,j Ki,i+1 −Ki+1,i−1 .q − q
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ε :Un → Q(q) defined by ε(Ei) = 0, ε(Fi) = 0 and ε(Ki) = 1, and comultiplication Δ :Un →
Un ⊗ Un defined by
Δ(Ei) = 1 ⊗Ei +Ei ⊗Ki+1,i , Δ(Fi) = Ki,i+1 ⊗ Fi + Fi ⊗ 1, Δ(Ki) = Ki ⊗Ki.
In the language of [K3], this comultiplication is adapted to taking tensor products of lower crystal
bases at q = 0 and upper crystal bases at q = ∞. With only minor adjustments, it would also be
perfectly possible to use throughout the article the comultiplication Δ˜ :Un → Un ⊗ Un from [L].
We just note for comparison that Δ˜ is defined by Δ˜ = (τ ⊗ τ) ◦Δ ◦ τ , where τ :Un → Un is the
algebra antiautomorphism defined by τ(Ei) = Fi, τ (Fi) = Ei and τ(Ki) = Ki , and it is adapted
to taking tensor products of lower crystal bases at q = ∞ and upper crystal bases at q = 0.
All Un-modules encountered in this article will be polynomial representations, meaning Un-
modules V satisfying V =⊕λ∈Λn Vλ where Vλ denotes the λ-weight space
Vλ =
{
v ∈ V | Kiv = q(λ,εi )v for all i = 1, . . . , n
}
.
Direct sums, tensor products and subquotients of polynomial representations are again poly-
nomial. Moreover, the category of all polynomial representations of Un is a braided tensor
category, with braiding isomorphism RV,W : V ⊗ W → W ⊗ V defined like in [L, 32.1.5].
To review this definition in a little more detail, let Θ =∑0λ∈Xn Θλ be the quasi-R-matrix de-
fined as in [L, 4.1.2], but using our comultiplication Δ instead of the comultiplication Δ˜ used
there. More precisely, Θ = (τ ⊗ τ)(Θ˜−1) where Θ˜ is exactly Lusztig’s quasi-R-matrix from
[L, 4.1.2]. It is an element of a certain completion (Un ⊗ Un)∧ of the algebra Un ⊗ Un, with
Θ0 = 1 and Θλ ∈ U+λ ⊗U−λ for each λ, where U+λ respectively U−λ denotes the ±λ-weight space
of the positive part U+n respectively the negative part U−n of Un. For polynomial representations
V and W , all but finitely many Θλ act as zero on any given vector v ⊗ w ∈ V ⊗ W , by weight
considerations. Hence it makes sense to view Θ as an invertible operator on V ⊗W . The braid-
ing RV,W :V ⊗ W → W ⊗ V can now be defined to be the map RV,W = Θ ◦ f ◦ P where
f :W ⊗ V → W ⊗ V is the map w ⊗ v → q(λ,μ)w ⊗ v for v,w of weights λ,μ, respectively,
and P : V ⊗W → W ⊗V is the permutation operator v ⊗w → w ⊗ v. Suppose more generally
that V1, . . . , Vd are all polynomial representations. For 1 i < d , let
Ri :V1 ⊗ · · · ⊗ Vi ⊗ Vi+1 ⊗ · · · ⊗ Vd → V1 ⊗ · · · ⊗ Vi+1 ⊗ Vi ⊗ · · · ⊗ Vd
denote the Un-module isomorphismRVi,Vi+1 acting on the ith and (i + 1)th tensor positions. For
a permutation w ∈ Sd , we obtain a well-defined map
Rw :V1 ⊗ · · · ⊗ Vd → Vw−11 ⊗ · · · ⊗ Vw−1d
by setting Rw =Ri1 ◦ · · · ◦Ri if si1si2 · · · si is a reduced expression for w.
In the remainder of the section, we want to discuss some properties of bar involutions. The
bar involution on Un is the unique antilinear automorphism such that Ei = Ei , F i = Fi and
Ki = K−1i . We say that a Un-module V possesses a compatible bar involution if it is equipped
with an antilinear involution − : V → V such that uv = uv for each u ∈ Un and v ∈ V . Suppose
V and W are polynomial Un-modules with compatible bar involutions. Following [L, 27.3.1],
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given v ∈ V and w ∈ W we set
v ⊗w = Θ(v ⊗w). (3.1)
More generally, given polynomial Un-modules V1, . . . , Vd each possessing a compatible bar in-
volution, there is a compatible bar involution on V1 ⊗ · · · ⊗ Vd defined as follows: pick any
1 k < d then set
v1 ⊗ · · · ⊗ vd = Θ
(
(v1 ⊗ · · · ⊗ vk)⊗ (vk+1 ⊗ · · · ⊗ vd)
)
,
where the bar involutions on the right-hand side are defined inductively. By [L, 27.3.6], this
definition is independent of the particular choice of k. Alternatively, in terms of the braiding, the
bar involution on V1 ⊗ · · · ⊗ Vd satisfies
v1 ⊗ · · · ⊗ vd = q−
∑
i<j (λi ,λj )Rwd (vd ⊗ · · · ⊗ v1) (3.2)
if vi is of weight λi , recalling that wd denotes the longest element of Sd . Also,
Rw(v1 ⊗ · · · ⊗ vd) =R−1w−1(v1 ⊗ · · · ⊗ vd) (3.3)
for any w ∈ Sd and vi ∈ Vi ; the proof of this reduces easily to the case (w) = 1 which follows
using the identity Θ−1 = Θ from [L, 4.1.3].
We say that A is a polynomial Un-algebra if A is a polynomial Un-module and an associative
algebra, with identity element 1A and multiplication μA :A ⊗ A → A, such that u1A = ε(u)1A
and u(xx′) = μA(Δ(u)(x ⊗ x′)) for each u ∈ Un, x, x′ ∈ A. Given two polynomial Un-algebras
A and B , the tensor product A ⊗ B is a polynomial Un-module; we make it into a poly-
nomial Un-algebra by defining the multiplication μA⊗B :A ⊗ B ⊗ A ⊗ B → A ⊗ B from
μA⊗B = (μA ⊗ μB) ◦ (idA ⊗ RB,A ⊗ idB). It is well known that this multiplication is asso-
ciative. More generally, given polynomial Un-algebras A1, . . . ,Ad , we make the tensor product
A1 ⊗ · · · ⊗Ad into a polynomial Un-algebra by iterating this construction. Explicitly, the multi-
plication is the map (μA1 ⊗ · · ·⊗μAd ) ◦Rw : A1 ⊗ · · ·⊗Ad ⊗A1 ⊗ · · ·⊗Ad → A1 ⊗ · · ·⊗Ad
where w : (1,2, . . . , d, d + 1, d + 2, . . . ,2d) → (1,3, . . . ,2d − 1,2,4, . . . ,2d).
Lemma 2. Suppose that A1, . . . ,Ad are polynomial Un-algebras equipped with compatible bar
involutions such that μAi (xi ⊗ yi) = xiyi for each i and xi, yi ∈ Ai . View the tensor product
A1 ⊗ · · · ⊗ Ad as a polynomial Un-algebra equipped with a compatible bar involution by the
above constructions. Let ∗ denote the twisted multiplication on A1 ⊗· · ·⊗Ad defined by the map
((μA1 ◦RA1,A1)⊗ · · · ⊗ (μAd ◦RAd,Ad )) ◦Rw where w : (1,2, . . . , d, d + 1, d + 2, . . . ,2d) →
(1,3, . . . ,2d − 1,2,4, . . . ,2d). Then,
(x1 ⊗ · · · ⊗ xd)(y1 ⊗ · · · ⊗ yd) = q−(λ,μ)(y1 ⊗ · · · ⊗ yd) ∗ (x1 ⊗ · · · ⊗ xd )
for xi, yi ∈ Ai such that x1 ⊗ · · · ⊗ xd is of weight λ and y1 ⊗ · · · ⊗ yd is of weight μ.
Proof. Using (3.3) and the definitions, we have that
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= ((μA1 ⊗ · · · ⊗μAd ) ◦Rw)(x1 ⊗ · · · ⊗ xd ⊗ y1 ⊗ · · · ⊗ yd)
= ((μA1 ⊗ · · · ⊗μAd ) ◦R−1w−1)(x1 ⊗ · · · ⊗ xd ⊗ y1 ⊗ · · · ⊗ yd)
= q−(λ,μ)((μA1 ⊗ · · · ⊗μAd ) ◦R−1w−1 ◦Rv)(y1 ⊗ · · · ⊗ yd ⊗ x1 ⊗ · · · ⊗ xd),
where w is as in the statement of the lemma and v = (1 d + 1)(2 d + 2) · · · (d 2d). Now the
proof is completed by observing that wvw−1 = (1 2)(3 4) · · · (2d − 1 2d) and then checking that
lengths add correctly so that Rv =Rw−1Rwvw−1Rw . 
4. Kazhdan–Lusztig polynomials
The next job is to review the definition of the parabolic Kazhdan–Lusztig polynomials associ-
ated to the symmetric group Sd . Let Hd denote the corresponding Hecke algebra. By definition,
this is the Q(q)-algebra with basis {Hx | x ∈ Sd} and multiplication defined by the rules that
HxHy = Hxy if (xy) = (x)+ (y), and
H 2i = 1 −
(
q − q−1)Hi, (4.1)
where we write Hi = Hsi for short. Take any weight λ ∈ Λn with |λ| = d . Corresponding to
the parabolic subgroup Sλ of Sd , we have the parabolic subalgebra Hλ of Hd spanned by {Hx |
x ∈ Sλ}. Let 1Hλ denote the one-dimensional right Hλ-module spanned by a vector 1λ such that
1λHi = q−11λ for each Hi ∈Hλ. Form the induced module
Mλ = 1Hλ ⊗Hλ Hd . (4.2)
This has a natural basis {Mx | x ∈Dλ} defined from Mx = 1λ ⊗ Hx . Now we can introduce the
two families of parabolic Kazhdan–Lusztig polynomials, following [S, §3] closely. We need the
bar involution on Hd , that is, the unique antilinear automorphism of Hd such that Hw = H−1w−1
for each w ∈ Sd ; in particular, Hi = Hi − (q − q−1). There is an induced bar involution onMλ,
with Mx = 1λ ⊗ Hx for each x ∈ Dλ. By [S, 3.1, 3.5], there are unique bar invariant elements
M˜x,Mx ∈Mλ for each x ∈Dλ such that
M˜x ∈ Mx +
∑
y∈Dλ
q−1Z
[
q−1
]
My, Mx ∈ Mx +
∑
y∈Dλ
qZ[q]My.
In Soergel’s notation, we have that
M˜y =
∑
x∈Dλ
(−1)(x)+(y)nx,y
(
q−1
)
Mx, My =
∑
x∈Dλ
mx,y(q)Mx (4.3)
for polynomials nx,y(q),mx,y(q) ∈ Z[q] which up to a shift are the usual parabolic Kazhdan–
Lusztig polynomials of [KL,Deo]; see [S, 3.2] for the precise identification. Recalling that  is
the usual Bruhat ordering on Sd , we have that nx,x(q) = mx,x(q) = 1 and nx,y(q) = mx,y(q) = 0
unless x  y.
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mials involving the quantized enveloping algebra Un = Uq(gln) from Section 3 in place of the
Hecke algebraHd . The coincidence here is well-explained algebraically by Schur–Weyl duality,
and that is the point of view we will take. The exposition in the remainder of the section is equiv-
alent to that of [FKK], which we believe is the first place that this elementary approach appeared
explicitly in the literature. There is also an older geometric explanation which relies on the local
isomorphism between Schubert varieties and the varieties arising from representations of quivers
in type A from [Ze]; see [GL]. To start with, let Vn denote the natural Un-module, that is, the
polynomial representation on basis {vi | i = 1, . . . , n} with action defined by
Kivj = q(εi ,εj )vj , Eivj = δi+1,j vi, Fivj = δi,j vi+1.
The tensor algebra T (Vn) =⊕d0 T d(Vn) is a polynomial Un-algebra in the sense of Section 3.
The Un-module Vn possesses compatible bar involution defined simply by vi = vi for each i =
1, . . . , n. By the tensor product construction from Section 3, we get induced a compatible bar
involution on each T d(Vn), hence on the tensor algebra T (Vn) itself. The bar involution on
Vn ⊗ Vn satisfies
vi ⊗ vj =
{
vi ⊗ vj if i  j ,
vi ⊗ vj + (q − q−1)vj ⊗ vi if i > j . (4.4)
This can be seen as follows: if i  j all Θλ except for Θ0 annihilate vi ⊗ vj by weight consider-
ations hence vi ⊗ vj = vi ⊗ vj in these cases; then for i > j one applies Fi−1Fi−2 · · ·Fj to both
sides of the identity vj ⊗ vj = vj ⊗ vj to deduce the formula in these cases too.
Combining (4.4) with (3.2), one checks that the inverse braidingR−1Vn,Vn satisfies the quadratic
relation (4.1). Hence, there is a well-defined right action of the Hecke algebra Hd on T d(Vn)
defined from vHw = R−1w (v) for v ∈ T d(Vn) and w ∈ Sd , making T d(Vn) into a (Un,Hd)-
bimodule. To write this action of Hd down in a more familiar way in terms of generators, let
α = (α1, . . . , αd) ∈ I dn be a multi-index as in Section 2. Define Mα = vα1 ⊗ vα2 ⊗ · · · ⊗ vαd , so
that {Mα | α ∈ I dn } is the standard basis for T d(Vn). Then,
MαHi =
⎧⎨⎩
Mα·si if αi < αi+1,
q−1Mα if αi = αi+1,
Mα·si − (q − q−1)Mα if αi > αi+1,
(4.5)
for each α ∈ I dn and i = 1, . . . , d − 1. We will also often work with the elements
M∗α = vαd ⊗ · · · ⊗ vα2 ⊗ vα1 = Mα·wd , (4.6)
so {M∗α | α ∈ I dn } is the same basis as before but parametrized in the opposite way.
Now fix a weight λ ∈ Λn with |λ| = d and consider the λ-weight space T dλ (Vn) of T d(Vn). It
is well known, and easy to prove using (4.5) and the definition (4.2), that the map
ψλ :T
d
λ (Vn) →Mλ, Mα → Md(α), M∗α → Mwλd(α)wd
is an isomorphism ofHd -modules. The key observation is that the restriction of the bar involution
on T d(Vn) to its λ-weight space agrees with the bar involution on Mλ under the isomorphism
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α1  · · · αd , then Mα is bar invariant by weight considerations. Since ψλ(Mα) = M1 generates
Mλ as anHd -module and M1 is bar invariant too, it just remains to observe by (3.3) that vh = vh
for any v ∈ T dλ (Vn) and h ∈Hd . We deduce comparing with the opening paragraph of the section
that for every α ∈ Iλ there exist unique bar invariant elements Lα and L∗α in T dλ (Vn) such that
Lα ∈ Mα +
∑
β∈Iλ
q−1Z
[
q−1
]
Mβ, L
∗
α ∈ M∗α +
∑
β∈Iλ
qZ[q]M∗β.
Moreover, ψλ(Lα) = M˜d(α) and ψλ(L∗α) = Mwλd(α)wd . Let lα,β(q) ∈ Z[q−1] and l∗α,β(q) ∈ Z[q]
denote the coefficients defined from
Lβ =
∑
α∈Iλ
lα,β(q)Mα, L
∗
β =
∑
α∈Iλ
l∗α,β(q)M∗α. (4.7)
These are the same as the coefficients in (4.3), taking x = d(α), y = (β) and x = wλd(α)wd ,
y = wλd(β)wd , respectively. We have now constructed two new bases {Lα | α ∈ I dn } and
{L∗α | α ∈ I dn } for the tensor space T d(Vn), which we call the dual canonical and the canoni-
cal bases. In Kashiwara’s language, they are upper and lower global crystal bases, respectively.
Let us recall from [K3] the precise meaning of the previous sentence. Denote the Z[q, q−1]-
submodule of Vn spanned by v1, . . . , vn by Vn; it is invariant under the action of Lusztig’s
integral form Un for Un, i.e. the Z[q, q−1]-subalgebra of Un generated by all E(r)i = Eri /[r]!,
F
(r)
i = F ri /[r]!, K±1i and
[
Ki
r
]=∏rs=1 Kiq1−s−K−1i qs−1qs−q−s . Taking tensor products over Z[q, q−1],
we obtain the Z[q, q−1]-lattice T d(Vn) in T d(Vn). Next, let A0 respectively A∞ be the sub-
ring of Q(q) consisting of all rational functions having no pole at q = 0 respectively q = ∞, so
A∞ = A0. Let T d(Vn)0 respectively T d(Vn)∞ be the A0- respectively A∞-submodule of T d(Vn)
generated by the elements {M∗α | α ∈ I dn } respectively {Mα | α ∈ I dn }. Then, by Kashiwara’s ten-
sor product rules [K1,K2], T d(Vn)0 respectively T d(Vn)∞ is a lower respectively upper crystal
lattice at q = 0 respectively q = ∞, and the image of the basis {M∗α | α ∈ I dn } respectively
{Mα | α ∈ I dn } in T d(Vn)0/qT d(Vn)0 respectively T d(Vn)∞/q−1T d(Vn)∞ is a lower respec-
tively upper crystal base at q = 0 respectively q = ∞. The actions of the lower respectively
upper crystal operators on these crystal bases is described by the crystal (I dn , e˜i , f˜i , εi , ϕi, θ)
from Section 2. Finally, the lower respectively upper global crystal base {L∗α | α ∈ I dn } respec-
tively {Lα | α ∈ I dn } is the unique lift of this local crystal base arising from the balanced triple
(Q ⊗Z T d(Vn), T d(Vn)0, T d(Vn)0) respectively (Q ⊗Z T d(Vn), T d(Vn)∞, T d(Vn)∞).
The only other thing we want to do in this section is to reprove the inversion formula for
parabolic Kazhdan–Lusztig polynomials due originally to Douglass [Do] (see also [S, 3.9]) in
terms of tensor space. The argument involves an important bilinear form (.,.) on T d(Vn) defined
by setting (Mα,M∗β) = δα,β for each α,β ∈ I dn . Recall that τ :Un → Un is the antiautomorphism
with τ(Ei) = Fi, τ (Fi) = Ei and τ(Ki) = Ki . Also let τ :Hd →Hd be the antiautomorphism
with τ(Hi) = Hd−i .
Lemma 3. The bilinear form (.,.) is symmetric and (uvh,w) = (v, τ (u)wτ(h)) for all u ∈ Un,
h ∈Hd and v,w ∈ T d(Vn).
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show that (M∗β,Mα) = δα,β . By (3.2), M∗β = q−
∑
i<j (εβi ,εβj )MβH
−1
wd
. Since τ(Hwd ) = Hwd , we
get that (
M∗β,Mα
)= q−∑i<j (εβi ,εβj )(MβH−1wd ,Mα)= q−∑i<j (εβi ,εβj )(Mβ,MαH−1wd )
= q
∑
i<j ((εαi ,εαj )−(εβi ,εβj ))(Mβ,M∗α)= δα,β . 
Theorem 4. (Lα,L∗β) = δα,β .
Proof. Since L∗β is bar invariant, we have by (4.7) that Lα =
∑
γ lγ,α(q)Mγ , L
∗
β =∑
δ l
∗
δ,β(q
−1)M∗δ . Similarly, L∗β =
∑
γ l
∗
γ,β(q)Mγ ·wd , Lα =
∑
δ lδ,α(q
−1)M∗δ·wd . Hence, by defi-
nition of the form,(
Lα,L
∗
β
)=∑
γ
lγ,α(q)l
∗
γ,β
(
q−1
)≡ δα,β (mod q−1Z[q−1]),
(
L∗β,Lα
)=∑
γ
l∗γ,β(q)lγ,α
(
q−1
)≡ δα,β (mod qZ[q]).
By Lemma 3, we know that (Lα,L∗β) = (L∗β,Lα), so these two congruences together imply that
(Lα,L
∗
β) = δα,β . 
Corollary 5. ∑
γ∈Idn
lα,γ (q)l
∗
β,γ
(
q−1
)= δα,β .
Remark 6. Let us explain the essential difference between the exposition here and that of [FKK].
In that paper, there are two different Un-module structures and two different bar involutions on
the underlying vector space T d(Vn). One of these is used to define the dual canonical basis, ex-
actly as here. The other Un-module structure, which may be denoted T˜ d (Vn), is defined using the
comultiplication Δ˜ from Section 3, and its compatible bar involution is defined using the corre-
sponding quasi-R-matrix Θ˜ . Letting M˜α = vα1 ⊗· · ·⊗vαd ∈ T˜ d (Vn), the canonical basis element
L˜α is then the unique bar invariant element lying in M˜α +∑β∈Idn q−1Z[q−1]M˜β . To translate
between this and the approach followed here, we note that there is a Un-module isomorphism
T˜ d (Vn) → T d(Vn), M˜α → M∗α, L˜α → L∗α .
5. Symmetric and exterior powers
In this section, we define canonical and dual canonical bases in tensor products of symmet-
ric and exterior powers of Vn, generalizing the canonical and dual canonical bases of tensor
space from the previous section. We start with symmetric powers, then summarize the neces-
sary changes for exterior powers at the end of the section. By definition, the quantum symmetric
algebra S(Vn) is the quotient of T (Vn) by the two-sided ideal I generated by the elements{
vj ⊗ vi − q−1vi ⊗ vj | 1 i < j  n
}
. (5.1)
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mogeneous component T d(Vn)/Id of S(Vn), so S(Vn) =⊕d0 Sd(Vn). One checks that I2 is
invariant both under the action of Un and under the bar involution on T 2(Vn). Since I2 gener-
ates I , it follows that all Id are invariant under Un and under the bar involution. Hence, Sd(Vn) is
a Un-module quotient of T d(Vn), and the bar involution on T d(Vn) descends to give a compatible
bar involution on Sd(Vn).
We also need the dual object, the d th divided power S˜d (Vn). To define this, let
Xd =
∑
w∈Sd
q(wd)−(w)Hw ∈Hd .
Then, by definition, S˜d (Vn) is the Un-submodule T d(Vn)Xd of T d(Vn). It is well known that Xd
is bar invariant, hence the bar involution on T d(Vn) restricts to a well-defined compatible bar
involution on S˜d (Vn), and also
HiXd = q−1Xd = XdHi (5.2)
for all i. Let ι : S˜d (Vn) ↪→ T d(Vn) be the inclusion and π :T d(Vn)  Sd(Vn) be the quo-
tient map. We claim that the bilinear form (.,.) on T d(Vn) induces a well-defined pairing
(.,.) :Sd(Vn)× S˜d (Vn) → Q(q) with (π(v),w) = (v, ι(w)) for all v ∈ T d(Vn) and w ∈ S˜d (Vn).
To prove this, we need to show that (Kerπ, Im ι) = 0. By (5.1) and (4.5), Kerπ is spanned by vec-
tors of the form v(Hi − q−1), while Im ι is spanned by vectors of the form wXd . Now Lemma 3
and (5.2) show that (v(Hi − q−1),wXd) = (v,wXd(Hd−i − q−1)) = 0 proving the claim.
To define the standard bases for the spaces Sd(Vn) and S˜d (Vn), take α ∈ I dn with α1 
· · ·  αd . Define Xα to be the bar invariant element π(Mα) of Sd(Vn). Also, letting λ denote
the weight θ(α), set
X∗α =
∑
β∼α
q(α,β)M∗β =
1
[λ1]! · · · [λn]!MαXd, (5.3)
where (α,β) denotes the length of the shortest element w ∈ Sd with β = α ·w. Note X∗α belongs
to S˜d (Vn) and it is bar invariant (indeed, it coincides with the canonical basis element L∗α). Using
(5.1) and (5.2) one checks easily that the vectors Xα and X∗β for all weakly increasing α,β ∈ I dn
span Sd(Vn) and S˜d (Vn), respectively. Finally, we have that(
Xα,X
∗
β
)=∑
γ∼β
q−(β,γ )
(
Mα,M∗γ
)= δα,β .
This gives the linear independence needed to show that {Xα | α ∈ I dn , α1  · · · αd} is a basis
for Sd(Vn) and {X∗α | α ∈ I dn , α1  · · · αd} is a basis for S˜d (Vn).
Suppose more generally that μ ∈ Λm and |μ| = d . Consider the Un-modules
Sμ(Vn) = Sμm(Vn)⊗ · · · ⊗ Sμ1(Vn), S˜μ(Vn) = S˜μ1(Vn)⊗ · · · ⊗ S˜μm(Vn).
Note Sμ(Vn) is a quotient of T d(Vn); we let π :T d(Vn) Sμ(Vn) be the quotient homomor-
phism. Also, S˜μ(Vn) is a submodule of T d(Vn); we let ι : S˜μ(Vn) ↪→ T d(Vn) be the inclusion.
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bar involutions on Sμ(Vn) and S˜μ(Vn) by the general construction explained in Section 3. It is
immediate from this construction that these bar involutions are consistent with the one on T d(Vn)
itself, i.e. the maps π and ι commute with the bar involutions. As before, the symmetric bilin-
ear form (.,.) on T d(Vn) induces a well-defined pairing (.,.) :Sμ(Vn) × S˜μ(Vn) → Q(q) with
(π(v),w) = (v, ι(w)) for all v ∈ T d(Vn) and w ∈ S˜μ(Vn).
For each ν ∈ Λn with |ν| = d , there are natural monomial bases for the ν-weight spaces
S
μ
ν (Vn) and S˜μν (Vn) of Sμ(Vn) and S˜μ(Vn), parametrized by the set Row(μ, ν) of row standard
tableaux of row shape μ and weight ν from Section 2. To write these down, recall that ρ(A)
is the row reading of the tableau A. For A ∈ Row(μ, ν), let MA = π(Mρ(A)) ∈ Sμ(Vn) and let
M∗A ∈ S˜μ(Vn) be the unique element with
ι
(
M∗A
)= ∑
B∼roA
q(A,B)M∗ρ(B), (5.4)
writing (A,B) for the minimal number of transpositions of neighboring entries in the same row
needed to get B from A. Then, the vectors {MA | A ∈ Row(μ, ν)} give a basis for Sμν (Vn) and
the vectors {M∗A | A ∈ Row(μ, ν)} give a basis for S˜μν (Vn). Moreover, the pairing (.,.) satisfies
(MA,M
∗
B) = δA,B .
We can now introduce the canonical and dual canonical bases. Recalling the second equivalent
definition of the Bruhat ordering on Row(μ, ν) from Section 2, one checks by weight consider-
ations that the bar involutions on Sμ(Vn), S˜μ(Vn) satisfy
MA = MA +
(
a Z
[
q, q−1
]
-linear combination of MB ’s for B <A
)
,
M∗A = M∗A +
(
a Z
[
q, q−1
]
-linear combination of M∗B ’s for B >A
)
.
Hence by [D2, 1.2], we deduce that for every A ∈ Row(μ, ν) there are unique bar invariant
elements LA ∈ Sμ(Vn) and L∗A ∈ S˜μ(Vn) such that
LA ∈ MA +
∑
B∈Row(μ,ν)
q−1Z
[
q−1
]
MB, L
∗
A ∈ M∗A +
∑
B∈Row(μ,ν)
qZ[q]M∗B.
As before, we introduce notation for the coefficients:
LB =
∑
A∈Row(μ,ν)
lA,B(q)MA, L
∗
B =
∑
A∈Row(μ,ν)
l∗A,B(q)M∗A. (5.5)
The polynomials lA,B(q) ∈ Z[q−1], l∗A,B(q) ∈ Z[q] satisfy lA,A(q) = l∗A,A(q) = 1 and
lA,B(q) = 0 unless A B , l∗A,B(q) = 0 unless A B . We have now constructed two new bases
{LA | A ∈ Row(μ, ν)} for Sμν (Vn) and {L∗A | A ∈ Row(μ, ν)} for S˜μν (Vn), which we call the
dual canonical and the canonical bases, respectively. They are upper and lower global crystal
bases in the sense of [K3], the precise meaning of this phrase being just like in the previous
section. We just note that the constructions just described can be carried out equally well over
the ring Z[q, q−1], to obtain the natural integral forms Sμ(Vn) and S˜μ(Vn). Thus, Sμ(Vn) is the
free Z[q, q−1]-module with basis given either by the MA’s or by the LA’s, S˜μ(Vn) is the free
Z[q, q−1]-module with basis given either by the M∗A’s or by the L∗A’s. Both are invariant under
the action of Lusztig’s Z[q, q−1]-formUn.
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α ∈ Iν is not equal to ρ(A) for any A ∈ Row(μ, ν), then π(Lα) = 0. Hence, (LA,L∗B) = δA,Bfor all A,B ∈ Row(μ, ν).
Proof. Note for A ∈ Row(μ, ν) that ι(L∗A) is bar invariant and it equals M∗ρ(A) plus a qZ[q]-
linear combination of M∗β ’s. Hence, ι(L∗A) = L∗ρ(A). Similarly, π(Lρ(A)) is bar invariant and it
equals MA plus a q−1Z[q−1]-linear combination of MB ’s. Hence, it equals LA. Moreover, if α ∈
Iν is not equal to ρ(A) for any A ∈ Row(μ, ν), then π(Lα) is bar invariant and it is a q−1Z[q−1]-
linear combination of MB ’s. Hence, it must be zero. Finally, for any A,B ∈ Row(μ, ν), we get
that (LA,L∗B) = (Lρ(A),L∗ρ(B)) = δA,B, using Theorem 4. 
Corollary 8. ∑
C∈Row(μ,ν)
lA,C(q)l
∗
B,C
(
q−1
)= δA,B.
Corollary 9.
lA,B(q) =
∑
C∼roA
q−(A,C)lρ(C),ρ(B)(q), l∗A,B(q) = l∗ρ(A),ρ(B)(q).
Remark 10. Using Corollary 9, the identification of the polynomials in (4.3) and (4.7), and
[S, 2.6, 3.4], we obtain the following formulae relating the polynomials lA,B(q) and l∗A,B(q)
directly to the original Kazhdan–Lusztig polynomials Px,y(t) ∈ Z[t] from [KL]:
lA,B(q) = q(y)−(x)
∑
z∈SνxSμ
(−1)(z)+(y)Pzwd ,ywd
(
q2
)
,
l∗A,B(q) = q(y)−(x)Px,y
(
q−2
)
,
where x = d(ρ(A))wd and y = d(ρ(B))wd . Using these formulae, one sees that the inversion
formula from Corollary 8 is the same as [D1, 1.3].
We now turn our attention to exterior powers. The proofs are all the same as the above proofs
for symmetric powers, so we omit them. Note however that it is necessary throughout to inter-
change the roles of canonical and dual canonical bases. The quantum exterior algebra
∧˜
(Vn)
is the quotient of T (Vn) by the homogeneous two-sided ideal J =⊕d0 Jd generated by the
elements
{vj ⊗ vi + qvi ⊗ vj | 1 i < j  n} ∪ {vi ⊗ vi | 1 i  n}.
Let
∧˜d
(Vn) be the d th homogeneous component T d(Vn)/Jd . It is a Un-module and inherits a
compatible bar involution from the one on T d(Vn). Although one usually calls
∧˜d
(Vn) the d th
exterior power, we prefer here to reserve that name for the (isomorphic) dual object ∧d(Vn) =
T d(Vn)Yd where
Yd =
∑
(−q)(w)−(wd)Hw ∈Hd .
w∈Sd
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on
∧d
(Vn). Recall also that HiYd = −qYd = YdHi for all i = 1, . . . , d − 1. For α ∈ I dn with
α1 > · · · > αd , let
Yα =
∑
β∼α
(−q)−(α,β)Mβ = M∗αYd ∈
∧d
(Vn). (5.6)
Also let Y ∗α be the image of M∗α in the quotient
∧˜d
(Vn). Both Yα and Y ∗α are bar invariant
(indeed Yα = Lα). The vectors {Yα | α ∈ I dn , α1 > · · · > αd} give a basis for
∧d
(Vn) and the
vectors {Y ∗α | α ∈ I dn , α1 > · · · > αd} give a basis for
∧˜d
(Vn).
Now take μ ∈ Λl and ν ∈ Λn with |μ| = |ν| = d . Consider the Un-modules∧μ
(Vn) =∧μ1(Vn)⊗ · · · ⊗∧μl (Vn), ∧˜μ(Vn) = ∧˜μl (Vn)⊗ · · · ⊗ ∧˜μ1(Vn).
We write
∧μ
ν (Vn) and
∧˜μ
ν (Vn) for the ν-weight spaces of these modules. Also let ι :
∧μ
(Vn) ↪→
T d(Vn) be the natural inclusion and π :T d(Vn)
∧˜μ
(Vn) be the natural quotient map. There
are compatible bar involutions on
∧μ
(Vn) and on
∧˜μ
(Vn), consistent with the bar involution
on T d(Vn), and the form (.,.) induces a pairing (.,.) :
∧μ
(Vn) × ∧˜μ(Vn) → Q(q). To define
bases here, recall the definition of the set Col(μ, ν) and the column reading γ (A) of a tableau of
column shape μ from Section 2. For A ∈ Col(μ, ν), let NA denote the unique element of∧μ(Vn)
with
ι(NA) =
∑
B∼coA
(−q)−′(A,B)Mγ (B), (5.7)
where ′(A,B) denotes (A′,B ′). Let N∗A = π(M∗γ (A)). Then, {NA | A ∈ Col(μ, ν)} is a basis
for
∧μ
ν (Vn) and {N∗A | A ∈ Col(μ, ν)} is a basis for
∧˜μ
ν (Vn). Moreover, the pairing (.,.) satisfies
(NA,N
∗
B) = δA,B . We have that
NA = NA +
(
a Z
[
q, q−1
]
-linear combination of NB ’s for B <′ A
)
,
N∗A = N∗A +
(
a Z
[
q, q−1
]
-linear combination of N∗B ’s for B >′ A
)
.
Hence by [D2, 1.2] there are unique bar invariant elements KA ∈∧μ(Vn) and K∗A ∈ ∧˜μ(Vn) for
each A ∈ Col(μ, ν) such that
KA ∈ NA +
∑
B∈Col(μ,ν)
q−1Z
[
q−1
]
NB, K
∗
A ∈ N∗A +
∑
B∈Col(μ,ν)
qZ[q]N∗B.
We let
KB =
∑
A∈Col(μ,ν)
kA,B(q)NA, K
∗
B =
∑
A∈Col(μ,ν)
k∗A,B(q)N∗A. (5.8)
Note kA,B(q) ∈ Z[q−1] and k∗A,B(q) ∈ Z[q] satisfy kA,A(q) = k∗A,A(q) = 1 and kA,B(q) = 0
unless A′ B , k∗ (q) = 0 unless A′ B . We have now constructed bases {KA | A ∈ Col(μ, ν)}A,B
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∧μ
ν (Vn) and {K∗A | A ∈ Col(μ, ν)} for
∧˜μ
ν (Vn), which are the dual canonical (= upper global
crystal) and canonical (= lower global crystal) bases, respectively. Finally, we note that the
Z[q, q−1]-submodules of∧μ(Vn) and ∧˜μ(Vn) spanned by these bases give the natural integral
forms
∧μ
(Vn) and
∧˜μ
(Vn), which are invariant under the action ofUn.
Theorem 11. For A ∈ Col(μ, ν) we have that ι(KA) = Lγ(A) and π(L∗γ (A)) = K∗A. Moreover, if
α ∈ Iν is not equal to γ (A) for any A ∈ Col(μ, ν), then π(L∗α) = 0. Hence, (KA,K∗B) = δA,Bfor all A,B ∈ Col(μ, ν).
Corollary 12. ∑
C∈Col(μ,ν)
kA,C(q)k
∗
B,C
(
q−1
)= δA,B.
Corollary 13.
kA,B(q) = lγ (A),γ (B)(q), k∗A,B(q) =
∑
C∼coA
(−q)′(A,C)l∗γ (C),γ (B)(q).
Remark 14. Using Corollary 13 and [S, 2.6, 3.4] as before, we get that
kA,B(q) = (−q)(x)−(y)
∑
z∈Sν
(−1)(z)Pzx,y
(
q2
)
,
k∗A,B(q) = (−q)(x)−(y)
∑
z∈Dν∩SνxSμ
(−1)(z)+(y)Pzwd ,ywd
(
q−2
)
,
where x = d(γ (A)) and y = d(γ (B)).
6. The quantized coordinate algebra
Consider now the tensor product T m(S(Vn)) = S(Vn)⊗ · · · ⊗ S(Vn) of m copies of the sym-
metric algebra S(Vn). We obviously have that
T m
(
S(Vn)
)= ⊕
(μ,ν)∈Λm×Λn|μ|=|ν|
Sμν (Vn)
so T m(S(Vn)) has standard basis {MA | A ∈⋃Row(μ, ν)} and dual canonical basis {LA | A ∈⋃
Row(μ, ν)}, where throughout the section ⋃ denotes the union over all pairs (μ, ν) ∈ Λm ×
Λn with |μ| = |ν|. Because S(Vn) is a polynomial Un-algebra equipped with a compatible bar
involution, T m(S(Vn)) also has a canonical algebra structure and a compatible bar involution,
defined as at the end of Section 3. It is well known that this algebra coincides with the quantized
coordinate algebra Oq(Mm,n) of the variety Mm,n of m× n matrices, that is, the Q(q)-algebra
on generators {xi,j | i = 1, . . . ,m, j = 1, . . . , n} subject only to the relations
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xi,j xk,l = xk,lxi,j +
(
q − q−1)xk,j xi,l (i < k, j < l),
xi,j xk,j = qxk,j xi,j (i < k),
xi,j xi,l = qxi,lxi,j (j < l),
for all 1  i, k  m and 1  j, l  n. A proof is written down in [BZw, 4.2] (see also [Z]),
but still we repeat the argument in Theorem 15 below since some of our choices are slightly
different. First, we develop a little more combinatorial language. Recall from Section 2 that if
|μ| = |ν| = d , then the set Row(μ, ν) is in canonical bijection with the set (Iμ × Iν)/Sd . We
call elements (α,β) ∈ Iμ × Iν double indexes. For such a double index (α,β), introduce the
monomial
Mα,β := xα1,β1xα2,β2 · · ·xαd ,βd ∈Oq(Mm,n).
We say that a double index (α,β) is initial if α1  · · · αd and βi  βi+1 whenever αi = αi+1,
and terminal if β1  · · · βd and αi  αi+1 whenever βi = βi+1. Let (Iμ × Iν)+ and (Iμ × Iν)−
denote the sets of all initial and terminal double indexes in Iμ × Iν , respectively. These give two
distinguished choices of representatives for the orbits in (Iμ × Iν)/Sd . The canonical bijection
Row(μ, ν) → (Iμ × Iν)+ maps A ∈ Row(μ, ν) to the unique initial double index (α,β) ∈ (Iμ ×
Iν)
+ with β = ρ(A); see the end of the paragraph after (2.1) for an example.
Theorem 15. There is an algebra isomorphism ψ :T m(S(Vn)) → Oq(Mm,n) defined for
any (μ, ν) ∈ Λm × Λn with |μ| = |ν| and A ∈ Row(μ, ν) by ψ(MA) = Mα,β , where
(α,β) ∈ (Iμ × Iν)+ is defined from β = ρ(A). In particular, the monomials {Mα,β | (α,β) ∈⋃
(Iμ × Iν)+} form a basis for Oq(Mm,n).
Proof. One checks relations using (3.2), (4.4) and (5.1) to see that there is a well-defined algebra
homomorphism Oq(Mm,n) → T m(S(Vn)) mapping the generator xi,j to 1 ⊗ · · ·⊗ 1 ⊗ vj ⊗ 1 ⊗
· · · ⊗ 1 (where vj appears in the (m + 1 − i)th tensor position) for each 1 i m,1 j  n.
This maps Mα,β to MA, hence it is an isomorphism since the vectors {MA | A ∈⋃Row(μ, ν)}
are linearly independent and by the relations the monomials {Mα,β | (α,β) ∈⋃(Iμ × Iν)+} span
Oq(Mm,n). The map ψ is the inverse isomorphism. 
Let us view Oq(Mm,n) as an Xm ×Xn-graded algebra by declaring that the generator xi,j is
of degree (εi, εj ) ∈ Xm ×Xn. Thus,
Oq(Mm,n) =
⊕
(μ,ν)∈Λm×Λn|μ|=|ν|
Oq(Mm,n)μ,ν,
where Oq(Mm,n)μ,ν has basis {Mα,β | (α,β) ∈ (Iμ × Iν)+}. From now on, we are going to
identify Oq(Mm,n)μ,ν with the ν-weight space Sμν (Vn) of Sμ(Vn) via the isomorphism ψ from
Theorem 15. Thus, for (α,β) ∈ (Iμ × Iν)+, the monomial Mα,β is identified with MA, where
A ∈ Row(μ, ν) is defined from β = ρ(A). The next result gives a direct description of the bar
involution on Oq(Mm,n) arising from this identification.
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xi,j for all 1  i  m, 1  j  n and xy = q(μ,μ)−(ν,ν)yx for all x ∈ Oq(Mm,n)μ,ν and y ∈
Oq(Mm,n)μ,ν . Moreover, for (α,β) ∈ (Iμ × Iν)+, we have that Mα,β = Mα′,β ′ where (α′, β ′) ∈
(Iμ × Iν)− is the unique terminal double index lying in the same Sd -orbit as (α,β).
Proof. Let ∗ be the twisted multiplication on T m(S(Vn)) from Lemma 2. One checks that the
twisted multiplication on S(Vn) itself satisfies x ∗ y = qddxy for x ∈ Sd(Vn) and y ∈ Sd(Vn).
Hence if xm ⊗· · ·⊗x1 ∈ Sμm(Vn)⊗· · ·⊗Sμ1(Vn) is of weight ν and ym ⊗· · ·⊗y1 ∈ Sμm(Vn)⊗
· · · ⊗ Sμ1(Vn) is of weight ν, we have that
(ym ⊗ · · · ⊗ y1) ∗ (xm ⊗ · · · ⊗ x1) = qμ1μ1+···+μmμm(ym ⊗ · · · ⊗ y1)(xm ⊗ · · · ⊗ x1),
so by Lemma 2
(xm ⊗ · · · ⊗ x1)(ym ⊗ · · · ⊗ y1) = q(μ,μ)−(ν,ν)(ym ⊗ · · · ⊗ y1)(xm ⊗ · · · ⊗ x1).
Clearly xi,j = xi,j , so this proves the first statement of the lemma. The second can then be
deduced by induction on d using the defining relations in Oq(Mm,n). 
Using Theorem 16, we can also give a direct characterization of the dual canonical basis
{LA | A ∈⋃Row(μ, ν)} ofOq(Mm,n) arising from its identification with T m(S(Vn)). We often
denote this basis instead by {Lα,β | (α,β) ∈⋃(Iμ × Iν)+}, where for each initial double index
(α,β) ∈ (Iμ × Iν)+, Lα,β is the unique bar invariant element of Oq(Mm,n) with the property
that
Lα,β ∈ Mα,β +
∑
(α′,β ′)∈(Iμ×Iν)+
q−1Z
[
q1
]
Mα′,β ′ . (6.1)
Applying the bar involution using Theorem 16, it is equally natural to parametrize this basis by
terminal double indexes: it is the basis {Lα,β | (α,β) ∈⋃(Iμ × Iν)−} where Lα,β is the unique
bar invariant element of Oq(Mm,n) with
Lα,β ∈ Mα,β +
∑
(α′,β ′)∈(Iμ×Iν)−
qZ[q]Mα′,β ′ (6.2)
for (α,β) ∈ (Iμ × Iν)−.
Remark 17. One finds this elementary approach to the definition of the dual canonical basis
of Oq(Mn,n) already in work of Zhang [Zh]. Actually, Zhang uses an even simpler modified
definition of the bar involution: his dual canonical basis is invariant instead under the antilinear
algebra antiautomorphism ϕ :Oq(Mm,n) → Oq(Mm,n) defined by ϕ(xi,j ) = xi,j for all 1 
i  m, 1  j  n. This is related to the bar involution defined here by the equation ϕ(x) =
q((ν,ν)−(μ,μ))/2x for x ∈ Oq(Mm,n)μ,ν . The dual canonical basis in [Zh] is equal to the dual
canonical basis here up to multiplication by a power of q .
In the remainder of the section, we wish to record proofs of some further properties of this dual
canonical basis, all of which are known but surprisingly hard to find explicitly in the literature.
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compensate for the asymmetry of our identification of Oq(Mm,n) with T m(S(Vn)), there is an
obvious duality between m × n matrices and n × m matrices: let τ :Oq(Mm,n) →Oq(Mn,m)
be the antilinear algebra antiisomorphism defined on generators by τ(xi,j ) = xj,i , i.e.
τ(Mα,β) = Mβ·wd,α·wd (6.3)
for α,β ∈ I dn . Note if (α,β) is initial, then (β ·wd,α ·wd) is terminal. Moreover, by Theorem 16,
we have that τ(x) = τ(x) for all x ∈Oq(Mm,n). Hence, for (α,β) ∈ (Iμ × Iν)+, τ(Lα,β) is bar
invariant, and the definitions (6.1)–(6.2) now imply that
τ(Lα,β) = Lβ·wd,α·wd . (6.4)
Equations (6.3)–(6.4) imply some symmetry in the transition matrices from (5.5). To write this
down, define a bijection τ : Row(μ, ν) → Row(ν,μ) by letting τ(A) be the unique element of
Row(ν,μ) such that the number of entries on the ith row of τ(A) that equal j is the same as the
number of entries on the j th row of A that equal i, for each A ∈ Row(μ, ν).
Lemma 18. lA,B(q) = lτ (A),τ (B)(q), l∗A,B(q) = l∗τ(A),τ (B)(q).
Proof. The first equality is immediate from (6.3)–(6.4) and the definitions; the second then fol-
lows using the inversion formula from Corollary 8. 
Next, we derive a closed formula for the dual canonical basis ofOq(M2,n) = S(Vn)⊗S(Vn),
i.e. the dual canonical basis elements LA for row standard tableaux A with just two rows. Given
r, s  0 and integers 1  a1, . . . , ar , b1, . . . , bs  n we will use the shorthand M
( a1···ar
b1···bs
)
re-
spectively L
( a1···ar
b1···bs
)
for MA respectively LA, where A is the row standard tableau with entries
a1, . . . , ar on the top row and b1, . . . , bs on the bottom row (arranged of course into weakly
increasing order). For example, we have that M(a
b
)= x2,ax1,b , and
L
(
a
b
)= {M(ab)− q−1M(ba) if a > b,
M
(
a
b
)
if a  b.
(6.5)
Lemma 19. Let 1  a1, . . . , ar , b1, . . . , bs, a, b  n such that a > b, a1  · · ·  ar and b1 
· · · bs . Assume that ai /∈ {b + 1, . . . , a − 1} for each i = 1, . . . , r and bj /∈ {b + 1, . . . , a − 1}
for each j = 1, . . . , s. Then,
L
( a1···ara
b1···brb
)= q#{i|ai>a}+#{j |bj>a}L( a1···arb1···bs)L(ab)
= q#{i|ai<b}+#{j |bj<b}L(a
b
)
L
( a1···ar
b1···bs
)
.
Proof. Let ω :Oq(M2,n) →Oq(M2,n) be the linear map defined by
ω
(
M
( a1···ar
b ···b
))= M( a1···arab ···b b)− q−1−#{i|ai=a}−#{j |bj=b}M( a1···arb)1 s 1 s b1···bsa
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x1,bj L
(
a
b
)=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
q−1L
(
a
b
)
x1,bj if bj > a > b,
L
(
a
b
)
x1,bj if bj = a > b,
L
(
a
b
)
x1,bj if a > b = bj ,
qL
(
a
b
)
x1,bj if a > b > bj .
Hence, recalling that M
( a1···ar
b1···bs
)= x2,a1x2,a2 · · ·x2,ar x1,b1x1,b2 · · ·x1,bs ,
M
( a1···ar
b1···bs
)
L
(
a
b
)= q#{j |bj<b}−#{j |bj>a}x2,a1 · · ·x2,ar L(ab)x1,b1 · · ·x1,bs .
Moreover,
x2,a1 · · ·x2,ar L
(
a
b
)
x1,b1 · · ·x1,bs = x2,a1 · · ·x2,ar
(
x2,ax1,b − q−1x2,bx1,a
)
x1,b1 · · ·x1,bs
= q−#{i|ai>a}−#{j |bj<b}M( a1···arab1···bsb)− q−1−#{i|ai>b}−#{j |bj<a}M( a1···arbb1···bsa).
Hence ω
(
M
( a1···ar
b1···bs
))= q#{i|ai>a}+#{j |bj>a}M( a1···arb1···bs)L(ab). A similar argument using instead the
relations
L
(
a
b
)
x2,ai =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
qx2,aiL
(
a
b
)
if ai > a > b,
x2,aiL
(
a
b
)
if ai = a > b,
x2,aiL
(
a
b
)
if a > b = ai,
q−1x2,aiL
(
a
b
)
if a > b > ai
shows that ω
(
M
( a1···ar
b1···bs
)) = q#{i|ai<b}+#{j |bj<b}L(a
b
)
M
( a1···ar
b1···bs
)
. Now by weight considerations
we get that
x := ω (L( a1···arb1···bs))= q#{i|ai>a}+#{j |bj>a}L( a1···arb1···bs)L(ab)
= q#{i|ai<b}+#{j |bj<b}L(a
b
)
L
( a1···ar
b1···bs
)
.
Using Theorem 16, we deduce that
x = q−#{i|ai>a}−#{j |bj>a}+r+s−(εa+εb,εa1+···+εar +εb1+···+εbs )L(a
b
)
L
( a1···ar
b1···bs
)
= q#{i|ai<b}+#{j |bj<b}L(a
b
)
L
( a1···ar
b1···bs
)= x.
Hence, x is bar invariant, and since it equals M
( a1···ara
b1···bsb
)
plus a q−1Z[q−1]-linear combination of
other monomials, we have proved that x = L( a1···arab1···bsb). 
Theorem 20. Let r, s  0 and t = min(r, s). Suppose 1  a1, . . . , ar , b1, . . . , bs  n satisfy the
following property for all i = 1, . . . , t :
If the set {aj − bk | i  j  r , i  k  s such that aj > bk} is non-empty, then (ai − bi) is its
smallest element.
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to ∏
1it
ai>bi
(
x2,ai x1,bi − q−1x2,bi x1,ai
) ∏
1it
aibi
x2,ai x1,bi
∏
t<jr
x2,aj
∏
t<ks
x1,bk ,
where the product is taken in any order. Every element of the dual canonical basis of Oq(M2,n)
can be obtained in this way.
Proof. Apply Lemma 19 and induction on t . The induction starts from the observation that if
ai  bj for all i, j then we have simply that L
( a1···ar
b1···bs
)= M( a1···arb1···bs). 
Remark 21. Applying τ to Theorem 20, one also obtains a closed formula for the dual canonical
basis ofOq(Mn,2), hence of the Uq(gl2)-modules Sμ(V2) for all μ. As a special case, we recover
the computation by Frenkel and Khovanov of the dual canonical basis of the Uq(gl2)-module
T d(V2); see [FKK, 3.1].
Remark 22. There is one other situation where it is possible to compute the canonical/dual
canonical bases from Section 5 explicitly. In his thesis, Khovanov also computed the canonical
basis of the Uq(gl2)-module T d(V2), which is closely related to the parabolic Kazhdan–Lusztig
polynomials studied by Lascoux and Schützenberger in [LS1]; see [FKK, 3.4]. The dual state-
ment to this has been derived recently by Cheng, Wang and Zhang [CWZ, 6.17]; in particular,
they give a closed formula for the canonical basis of
∧
(Vn) ⊗∧(Vn), i.e. the canonical basis
elements K∗A for column strict tableaux A with just two columns.
Finally in this section, we want to make precise the relationship between the dual canonical
basis of Oq(Mm,n) described here and the dual canonical basis of the quantized coordinate
algebraOq(Tm+n) of the group of all upper unitriangular (m+n)×(m+n)-matrices.1 Following
[BZ], this is the Q(q)-algebra on generators {ti,j | 1 i < j m+ n} subject to the relations
ti,k = ti,j tj,k − q
−1tj,kti,j
q − q−1
for 1 i < j < k m+ n and
ti,j tk,l = tk,l ti,j (i < k, j > l) or (i > l),
ti,j tk,l = tk,l ti,j +
(
q − q−1)ti,l tk,j (i < k < j < l),
ti,j tk,j = qtk,j ti,j (i < k),
ti,j ti,l = qti,l ti,j (j < l),
for 1  i < j  m + n and 1  k < l  m + n. We view Oq(Tm+n) as an Xm+n-graded al-
gebra, by declaring that the generator ti,j is of weight (εi − εj ). In fact, by an observation
1 Since completing this article, I have learnt of a preprint of Jakobsen and Zhang [JZh] which also makes this identifi-
cation by similar arguments.
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U+m+n of the quantized enveloping algebra Uq(glm+n), so that ti,i+1 is identified with Ei for
each i = 1, . . . ,m + n − 1. Under this identification, the bar involution on U+m+n also defines
a bar involution on Oq(Tm+n). Define a different antilinear involution ∼ of Oq(Tm+n) by
setting x˜ = q 12 (μ,μ)−deg(μ)σ (x) for each x of weight μ. Here, σ :Oq(Tm+n) → Oq(Tm+n) is
the unique algebra antiautomorphism that fixes the generators ti,i+1 for each 1  i < m + n,
and for a weight 0  μ ∈ Xm+n its degree deg(μ) is defined from deg(εi − εi+1) = 1 and
deg(μ+ ν) = deg(μ)+ deg(ν).
To define the dual canonical basis ofOq(Tm+n) following [LNT, §3.5], we must first introduce
a PBW basis. Let J dm+n denote the set of all terminal double indexes (α,β) ∈ I dm+n × I dm+n, such
that αi < βi for all i = 1, . . . , d . For (α,β) ∈ J dm+n, define
E∗α,β = q
∑m+n
i=1 νi (νi−1)/2tα1,β1 · · · tαd ,βd ,
where ν = θ(β) ∈ Λm+n. This is exactly the PBW basis element denoted Φ(E∗(m)) in [LNT],
parametrized by the multi-segment m = ∑di=1[αi,βi − 1]. The elements {E∗α,β | (α,β) ∈⋃
d0 J
d
m+n} give a basis for Oq(Tm+n). By [LNT, 3.16], there is for (α,β) ∈ J dm+n a unique
element G∗α,β ∈Oq(Tm+n) such that G˜∗α,β = G∗α,β and
G∗α,β ∈ E∗α,β +
∑
(α′,β ′)∈J dm+n
qZ[q]E∗α′,β ′ . (6.6)
Moreover, the dual canonical basis of Oq(Tm+n) is {G∗α,β | (α,β) ∈
⋃
d0 J
d
m+n}; it is the basis
dual to the canonical basis of U+m+n under a natural bilinear form normalized as in [LNT, §3.4].
Theorem 23. There is an algebra monomorphism ϕ :Oq(Mm,n) → Oq(Tm+n) such that
ϕ(xi,j ) = ti,j+m for all 1  i  m, 1  j  n. Moreover, given μ ∈ Λm, ν ∈ Λn with |μ| =
|ν| = d and any (α,β) ∈ (Iμ × Iν)−, we have that
ϕ(Mα,β) = q−
∑n
i=1 νi (νi−1)/2E∗α,β ′ , ϕ(Lα,β) = q−
∑n
i=1 νi (νi−1)/2G∗α,β ′ ,
where β ′ = (β1 +m, . . . , βd +m).
Proof. It is clear from the relations that ϕ is a well-defined algebra homomorphism. Also, it
sends Mα,β to q−
∑n
i=1 νi (νi−1)/2E∗
α,β ′ , hence it is injective. It just remains to show that it sends
Lα,β to q−
∑n
i=1 νi (νi−1)/2G∗
α,β ′ . This follows easily comparing (6.2) and (6.6) as soon as we have
checked that ϕ(q
∑n
i=1 νi (νi−1)/2Lα,β) is invariant under the antilinear involution ∼. One checks
from the definition that t˜i,j = ti,j for all 1 i < j m + n, and that x˜y = q(μ,ν)y˜ x˜ for all x, y
of weights μ,ν, respectively. Combining this with Theorem 16, it follows by induction on degree
that
ϕ(x) = q−
∑n
i=1 νi (νi−1)ϕ˜(x)
for any x ∈Oq(Mm,n)μ,ν . Hence, ϕ˜(Lα,β) = q
∑n
i=1 νi (νi−1)ϕ(Lα,β). 
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ical bases of Oq(Tm+n) in order to obtain powerful results about the dual canonical basis of
Oq(Mm,n) too. For example, by dualizing [L, 14.4.13(b)], it follows that the structure constants
for multiplication in Oq(Mm,n) relative to the dual canonical basis in fact all lie in N[q, q−1].
7. Polynomial representations
Assume throughout the section that m  n and that μ ∈ Λl is a weight with |μ| = d , such
that the conjugate partition λ = μ′ lies in Λ+m. Recall the definitions from Section 5 of the Un-
modules
∧μ
(Vn) and Sλ(Vn). The ν-weight space of the first one has the two natural bases NA
and KA parametrized by Col(μ, ν), while the ν-weight space of the second one has the two
natural bases MB and LB parametrized by Row(λ, ν). By the Littlewood–Richardson rule, the
Un-module
∧μ
(Vn) respectively Sλ(Vn) has a composition factor of highest weight λ appearing
with multiplicity one, and all the other composition factors are of highest weight < λ respectively
> λ in the dominance ordering. Hence, the space HomUn(
∧μ
(Vn), Sλ(Vn)) is one dimensional.
We define Pλ(Vn) to be the image of any non-zero homomorphism
∧μ
(Vn) → Sλ(Vn). This is
the well-known realization of the irreducible polynomial representation of Un of highest weight
λ as a submodule of Sλ(Vn). We should note that since the spaces
∧μ
(Vn) are at least isomorphic
for all μ with μ′ = λ, the one dimensionality of HomUn(
∧μ
(Vn), Sλ(Vn)) implies that Pλ(Vn)
is always the same subspace of Sλ(Vn), independent of the particular choice of μ.
Let us write down a canonical generator for the space HomUn(
∧μ
(Vn), Sλ(Vn)). To do this,
we identify Sλ(Vn) with a one-sided weight space ofOq(Mm,n) according to Theorem 15. Given
β ∈ I dn with β1 < · · · < βd , define the quantum flag minor
Dβ =
∑
w∈Sd
(−q)(w)xw1,β1xw2,β2 · · ·xwd,βd (7.1)
=
∑
w∈Sd
(−q)−(w)xd,βwd · · ·x2,βw2x1,βw1 . (7.2)
Recalling Theorem 16, it is immediate from this definition that Dβ is bar invariant, hence it
coincides with the dual canonical basis element Lα,β where α = (1,2, . . . , d). Now for A ∈
Col(μ, ν), define
VA := Dα1Dα2 · · ·Dαd , (7.3)
where αi denotes the multi-index obtained by reading the entries in the ith column of A from
bottom to top. Thus, VA is the product of the quantum flag minors corresponding to the columns
of the tableau A. Clearly it belongs to the one-sided weight space Sλ(Vn) of Oq(Mm,n), so we
can define a linear map
ξμ :
∧μ
(Vn) → Sλ(Vn) (7.4)
by setting ξμ(NA) = VA for all A ∈ Col(μ, ν). We note finally that if A is the unique element of
Col(μ,λ), so all entries on the ith row of A are equal to i, then
VA = MR(A) +
(
a Z
[
q, q−1
]
-linear combination of MB ’s for B <R(A)
)
. (7.5)
42 J. Brundan / Journal of Algebra 306 (2006) 17–46Of course, the rectification R(A) in this case is just the tableau of row shape λ having all entries
on its ith row equal to i. The proof of (7.5) is a straightforward consequence of the defining
relations in Oq(Mm,n).
Lemma 25. The map ξμ is a non-zero Un-module homomorphism.
Proof. For each i, identify T μi (Vn) with a submodule of Oq(Mm,n) by identifying vα1 ⊗ · · · ⊗
vαμi with xμi,α1xμi−1,α2 · · ·x1,αμi . In this way, T d(Vn) = T μ1(Vn)⊗ · · · ⊗ T μl (Vn) is identified
with a submodule of Oq(Mm,n)⊗l . Let A ∈ Col(μ, ν) be a column strict tableau, and let αi
denote the multi-index obtained by reading the entries in the ith column of A from bottom to
top. Comparing (5.6) with the right-hand side of (7.2), the basis element NA = Yα1 ⊗ · · · ⊗ Yαl
of
∧μ
(Vn) ⊆ T d(Vn) corresponds under this identification to the tensor product of quantum
flag minors Dα1 ⊗ · · · ⊗ Dαl ∈ Oq(Mm,n)⊗l . Since Oq(Mm,n) is a polynomial Un-algebra,
multiplication defines a Un-module homomorphism Oq(Mm,n)⊗l → Oq(Mm,n) mapping NA
to VA. Hence, ξμ is a Un-module homomorphism, and it is non-zero by (7.5). 
Theorem 26. For any ν ∈ Λn and A ∈ Col(μ, ν), we have that
ξμ(KA) =
{
LR(A) if A ∈ Std(μ, ν),
0 otherwise.
The vectors {VA | A ∈ Std(μ, ν)} and {LB | B ∈ Dom(λ, ν)} give natural bases for the ν-weight
space Pλν (Vn) of Pλ(Vn). Moreover, for A ∈ Col(μ, ν), we have that
VA =
∑
B∈Std(μ,ν)
k∗A,B
(
q−1
)
LR(B).
Proof. Recall the subring A∞ of Q(q) from Section 4. Let
∧μ
(Vn)∞ respectively Sλ(Vn)∞
be the A∞-submodule of
∧μ
(Vn) respectively Sλ(Vn) generated by all the NA’s respectively
MA’s. It is an upper crystal lattice at q = ∞ in the sense of [K3], and the images of the NA’s
respectively MA’s in
∧μ
(Vn)∞/q−1
∧μ
(Vn)∞ respectively Sλ(Vn)∞/q−1Sλ(Vn)∞ form an
upper crystal base at q = ∞. The action of the upper crystal operators on this upper crystal
base is described by the crystal
⋃
Col(μ, ν) respectively
⋃
Row(λ, ν) from Section 2. Finally,
(Q ⊗Z ∧μ(Vn),∧μ(Vn)∞,∧μ(Vn)∞) respectively (Q ⊗Z Sλ(Vn), Sλ(Vn)∞, Sλ(Vn)∞) is a
balanced triple, and the dual canonical basis of
∧μ
(Vn) respectively Sλ(Vn) is the correspond-
ing lift of the upper crystal base. This puts us in the setup of [K3, §5].
Take any ν ∈ Λn and A ∈ Col(μ, ν) such that e˜i (A) = ∅ for all i. Then, by [K3, 5.1.1], KA
is a non-zero highest weight vector in
∧μ
(Vn) of weight ν. Since all composition factors of∧μ
(Vn) are of highest weight  λ, we have that ν  λ. Since all composition factors of Sλ(Vn)
are of highest weight  λ, we deduce that ξμ(KA) = 0 unless in fact ν = λ. In that case, there
is only one tableau A ∈ Col(μ,λ), and so we must have that KA = NA. Since e˜i (R(A)) = ∅
for all i too, we get by [K3, 5.1.1] once more that LR(A) is a highest weight vector in Sλ(Vn)
of weight λ. Hence ξμ(KA) = VA = cLR(A) for some non-zero scalar c ∈ Q(q). Since LR(A) =
MR(A) + (a q−1Z[q−1]-linear combination of MB ’s for B < R(A)) we deduce from (7.5) that
c = 1. Hence, ξμ(KA) = LR(A) in this special case.
Now for the general case, the point is that there are two possibly different balanced triples in
Pλ(Vn), one arising as a quotient of the balanced triple (Q⊗Z∧μ(Vn),∧μ(Vn)∞,∧μ(Vn)∞),
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Sλ(Vn)∞). We have just checked in the previous paragraph that these two balanced triples
agree on the highest weight space of the irreducible module Pλ(Vn). Hence by [K3, 5.2.2],
they agree everywhere. This shows in particular that the map ξμ maps the upper crystal lat-
tice
∧μ
(Vn)∞ into Sλ(Vn)∞, so we get an induced map ξμ :
∧μ
(Vn)∞/q−1
∧μ
(Vn)∞ →
Sλ(Vn)∞/q−1Sλ(Vn)∞ commuting with the actions of the upper crystal operators. Moreover,
the following diagram commutes
Q ⊗Z∧μ(Vn)
ξμ
∼ ∧μ
(Vn)∞/q−1
∧μ
(Vn)∞
ξμ
Q ⊗Z Sλ(Vn) ∼ Sλ(Vn)∞/q−1Sλ(Vn)∞
where the top and bottom maps are the canonical isomorphisms arising from the balanced triples.
It now suffices to complete the proof of the first statement of the theorem to verify it at the level
of local crystal bases. If A ∈ Col(μ, ν) satisfies e˜i (A) = ∅ for all i, we are done by the previous
paragraph. The general case follows by applying crystal operators, recalling the characterization
of the set
⋃
Std(μ, ν) and the map R in terms of crystals from Section 2.
It follows immediately that {LA | A ∈ Dom(λ, ν)} is a basis for Pλν (Vn). By (5.8) and Corol-
lary 12, we have for any A ∈ Col(μ, ν) that
NA =
∑
B∈Col(μ,ν)
k∗A,B
(
q−1
)
KB.
Applying the map ξμ, we get the formula for VA. Finally unitriangularity of the transition matrix
implies that {VA | A ∈ Std(μ, ν)} is also a basis for Pλν (Vn). 
Remark 27. The basis {LA | A ∈⋃ν Dom(λ, ν)} for Pλ(Vn) is Kashiwara’s upper global crystal
base (by the proof of Theorem 26) or Lusztig’s dual canonical basis (by Remarks 30 and 31
below). It is the same basis independent of the choice of μ. On the other hand, the basis {VA |
A ∈⋃ν Std(μ, ν)} definitely does depend on μ. Thus, we obtain a family of standard monomial
bases for Pλ(Vn), one for each μ with μ′ = λ. These bases are not new; for instance, they were
already constructed in [LT, 4.4] by a similar approach to the one here. In the case that μ is itself
a partition, this basis is the q-analogue of the classical standard monomial basis. Note finally by
the definition (7.3) and Remark 24 that the coefficients of the polynomials k∗A,B(q) appearing in
Theorem 26 are non-negative integers.
Example 28. In Table 1 below, we list the polynomials k∗A,B(q) for μ = (3,2,2,1), ν =
(2,2,2,1,1) and all A,B ∈ Std(μ, ν), i.e. part of the transition matrix from the standard mono-
mial to the dual canonical basis of Pλ(Vn), where λ = (4,3,1). We pick this example in order
to point out that the AB-entry of this matrix is the same as the AB-entry of the matrix computed
by Leclerc and Toffin in [LTo]; in particular [LTo] gives a simple algorithm to compute these
polynomials.
Now let us prepare to dualize. Recall the spaces S˜λ(Vn) and
∧˜μ
(Vn) from Section 5, and the
non-degenerate pairings (.,.) between Sλ(Vn) and S˜λ(Vn) and between
∧μ
(Vn) and
∧˜μ
(Vn).
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k∗
A,B
(q)
3
224
1135
3
225
1134
3
234
1125
3
235
1124
3
245
1123
4
225
1133
4
233
1125
4
235
1123
5
224
1133
5
233
1124
5
234
1123
4
335
1122
5
334
1122
3
224
1135
1 · · · · · · · · · · · ·
3
225
1134
q 1 · · · · · · · · · · ·
3
234
1125
q · 1 · · · · · · · · · ·
3
235
1124
q2 q q 1 · · · · · · · · ·
3
245
1123
q q2 q2 q 1 · · · · · · · ·
4
225
1133
q q2 · · · 1 · · · · · · ·
4
233
1125
q · q2 · · · 1 · · · · · ·
4
235
1123
2q2 q3 q3 q2 q q q 1 · · · · ·
5
224
1133
q2 · · · · q · · 1 · · · ·
5
233
1124
q2 q q3 q2 · · q · · 1 · · ·
5
234
1123
2q3 q2 q4 q3 q2 q2 q2 q q q 1 · ·
4
335
1122
q3 · · · q2 q4 q2 q3 + q · · · 1 ·
5
334
1122
q4 q3 · q2 q3 q5 q3 q4 + q2 q4 q2 q3 + q q 1
The space HomUn(S˜λ(Vn),
∧˜μ
(Vn)) is also one dimensional, and a canonical generator is given
by the map
ξ∗μ : S˜λ(Vn) →
∧˜μ
(Vn) (7.6)
that is dual to ξμ in the sense that (v, ξ∗μ(w)) = (ξμ(v),w) for all v ∈
∧μ
(Vn),w ∈ S˜λ(Vn).
Define P˜ λ(Vn) to be the cokernel of ξ∗μ (or indeed any non-zero homomorphism S˜λ(Vn) →∧˜μ
(Vn)). This is another realization of the irreducible polynomial representation of Un as a
quotient of S˜λ(Vn). It is always the same quotient of S˜λ(Vn) independent of the particular choice
of μ. Actually in practice we will often view P˜ λ(Vn) as a submodule of
∧˜μ
(Vn) via the map ξ∗μ,
though of course this identification does depend on our fixed choice of μ. The pairing (.,.)
between Sλ(Vn) and S˜λ(Vn) induces a well-defined non-degenerate pairing
(.,.) :Pλ(Vn)× P˜ λ(Vn) → Q(q). (7.7)
Finally, for any A ∈ Row(λ, ν), define V ∗ = ξ∗μ(M∗ ) ∈ P˜ λ(Vn).A A
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ξ∗μ
(
L∗A
)= {K∗R−1(A) if A ∈ Dom(λ, ν),
0 otherwise.
The vectors {V ∗A | A ∈ Dom(λ, ν)} and {K∗B | B ∈ Std(μ, ν)} give two natural bases for the
ν-weight space P˜ λν (Vn) of P˜ λ(Vn). Moreover, (LA,K∗B) = δA,R(B) for A ∈ Dom(λ, ν), B ∈
Std(μ, ν). Finally, for any A ∈ Row(λ, ν), we have that
V ∗A =
∑
B∈Dom(μ,ν)
lA,B
(
q−1
)
K∗
R−1(B).
Proof. For A ∈ Col(μ, ν), B ∈ Row(λ, ν), (KA, ξ∗μ(L∗B)) = (ξμ(KA),L∗B), which by Theo-
rems 7 and 26 is zero unless A ∈ Std(μ, ν) and B = R(A). Now argue as in the last paragraph of
the proof of Theorem 26 to get the remaining statements. 
Remark 30. Note that (unlike in Theorem 26) the particular choice of μ here is irrelevant: it
only affects the parametrization of the bases not the bases themselves, so one may as well take
μ = λ′. Using Lusztig’s results [L, 27.1.7, 27.2.4] on filtrations of based modules, it is not hard
to prove Theorem 29 directly, instead of by dualizing Theorem 26. This identifies the basis {K∗A |
A ∈⋃ν Std(μ, ν)} for P˜ λ(Vn) directly with the canonical basis in the sense of Lusztig, which
is the lower global crystal base of Kashiwara (by Remarks 27 and 31). The basis {V ∗A | A ∈⋃
ν Dom(λ, ν)} is the semi-standard basis of Dipper and James [DJ2].
Remark 31. We proved in Theorem 29 that the basis {LA | A ∈⋃ν Dom(λ, ν)} for Pλ(Vn) is
dual to the basis {K∗A | A ∈
⋃
ν Std(μ, ν)} for P˜ λ(Vn) under the pairing (.,.) from (7.7). We
can give a more familiar definition of this pairing as follows. Let A ∈ Col(μ,λ) be the tableau
having all entries in its ith row equal to i. Then, VA = LR(A) and V ∗R(A) = K∗A are the canon-
ical highest weight vectors in Pλ(Vn) and P˜ λ(Vn), respectively. By Theorem 29, we have that
(VA,V
∗
R(A)) = 1. The pairing (.,.) is characterized uniquely by this property and the fact from
Lemma 3 that (uv,w) = (v, τ (u)w) for all u ∈ Un, v ∈ Pλ(Vn),w ∈ P˜ λ(Vn).
Remark 32. The constructions in this section actually yield bases for the Z[q, q−1]-forms
Pλ(Vn) and P˜ λ(Vn), meaning the image respectively cokernel of the restriction of the map
ξμ respectively ξ∗μ to
∧μ
(Vn) respectively Sλ(Vn). It is only here that the essential difference
between the two constructions shows up: P˜ λ(Vn) is the Z[q, q−1]-lattice in P˜ λ(Vn) obtained by
applying Un to the canonical highest weight vector from Remark 31, and Pλ(Vn) is the dual
lattice under the pairing (.,.).
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