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SUMMARY
A sensor network consists of a set of nodes powered by batteries and collaborating
to perform sensing tasks in a given environment. It may contain one or more sink
nodes (base stations) to collect sensed data and communicate it to a central processing
and storage system. A sensor node is typically powered by a battery and can be
divided into three main functional units: a sensing unit, a communication unit and a
computing unit.
The unique characteristics of sensor networks pose numerous challenges that have
to be overcome to enable their efficient and reliable use. In particular, sensor networks
are highly energy constrained because of their reliance on battery power and the
difficulty and cost of battery replacement. These networks are generally composed
of a large number of inexpensive and potentially unreliable individual nodes. These
characteristics render the efficient collaboration between individual nodes essential
to the accomplishment of the overall network task and justify the development of
new algorithms to provide services such as information processing, messages routing,
fault-tolerance, localization, naming and addressing.
This work increases the knowledge on the growing field of algorithms for wireless
sensor networks by contributing a new evaluation tool and two new algorithms.
A new sensor network simulator that can be used to evaluate sensor network
algorithms and sensor network architectures in general is discussed. The simulator
incorporates models for the different functional units composing a sensor node and
characterizes the energy consumption of each. It is designed in a modular and efficient
way favoring the ease of use and extension. The simulator allows the user to choose
xiii
from different implementations of energy models, accuracy models, communication
protocols, application classes and types of sensors. New models can be easily added
if necessary.
The second contribution of this thesis is a distributed algorithm to solve the
unique ID assignment problem in sensor networks. Our solution starts by assigning
long unique IDs and organizing nodes in a tree structure. This tree structure is
used to compute the size of the network. Then, unique IDs are assigned using the
minimum number of bytes. Globally unique IDs are useful in providing many network
functions, e.g. configuration, monitoring of individual nodes and various security
mechanisms. Theoretical and simulation analysis of the ID assignment algorithm
solution are presented. The results demonstrate that a high percentage of nodes are
assigned globally unique IDs at the termination of the algorithm when the algorithm
parameters are set properly. Furthermore, the algorithm terminates in a relatively
short time that scales well with the network size.
The third contribution of this thesis is a general fault-tolerant event detection
scheme that allows nodes to detect erroneous local decisions based on the local de-
cisions reported by their neighbors. This detection scheme does not assume homo-
geneity of sensor nodes and can handle cases where nodes have different and dynamic
accuracy levels. We prove analytically that the derived fault-tolerant estimator is
optimal under the maximum a posteriori (MAP) criterion. An equivalent weighted
voting scheme is derived. Further, we describe two new error models that take into
account the neighbor distance and the geographical distributions of the two decision
quorums. These models are particularly suitable for detection applications where the




A sensor network consists of a set of nodes powered by batteries and collaborating to
perform sensing tasks in a given environment. It may contain one or more sink nodes
(base stations) to collect sensed data and relay it to a central processing and storage
system. A sensor node is typically powered by a battery and can be divided into
three main functional units: a sensing unit, a communication unit and a computing
unit. A large number of these sensor nodes can be deployed quickly in a sensing field
where each node independently monitors its immediate environment (sensing range)
while collaboratively participating with other nodes in the network to accomplish
complex information related tasks such as gathering, processing and dissemination of
information.
Sensor networks have potential for use in many military and civilian applications
including habitat monitoring [18, 108, 58], environmental monitoring [12, 100], health
systems [92], target tracking and localization [53, 74, 75]. However, the unique char-
acteristics of sensor networks pose numerous challenges that have to be overcome
to enable their efficient and reliable use. In particular, sensor networks are highly
energy constrained because of their reliance on battery power and the difficulty and
cost of battery replacement. These networks are generally composed of a large num-
ber of inexpensive and potentially unreliable individual nodes. These characteristics
render the efficient collaboration between individual nodes essential to the accom-
plishment of the overall network task and justify the development of new algorithms
to provide services such as information processing, messages routing, fault-tolerance,
localization, naming and addressing.
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This chapter gives first an overview of some of the popular application scenarios
of sensor networks in Section 1.1. In Section 1.2, we describe some of the unique
characteristics of sensor networks that justify the development of new algorithms.
Section 1.4 introduces the main contributions of the thesis.
1.1 Sensor Network Applications
Sensor nodes can be equipped with different types of sensors such as thermal, seismic,
visual, acoustic, infrared and radar. These sensors can be used to monitor a variety
of phenomena such as temperature, lighting levels, humidity, presence or absence of
a specific target or types of targets, object movement and pressure levels.
Due to their ease of deployment and the fact that they do not require the pre-
existence of communication infrastructure, sensor networks can be used in many
application areas. The understanding of these different application areas and their
requirements is crucial to the design of efficient algorithms for sensor networks.
1.1.1 Health Systems
The use of sensor networks can help create a more proactive health system as opposed
to the current systems designed for reaction to crises and illness management [65]. A
reactive system can help in the reduction of the rising overall cost of health care in the
US and worldwide [67]. Wearable health monitoring systems are a key to wellbeing
and health monitoring, which can lead to early detection of disease signs allowing its
prevention or early treatment. In addition, sensor networks can be used to monitor
and report on the elderly and patients requiring continuous supervision.
Intel and the University of Washington initiated the Caregiver’s Assistant and
CareNet Display [26, 80] project aimed at enabling better care for the older patients by
monitoring their activities. Sensor nodes monitor various household objects to collect
and report information on which objects are touched and when. The information is
used to complete the Activities of Daily Living (ADL) form by Caregiver’s Assistant,
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an artificial intelligent program. The collected information is also used by the CareNet
Display to allow the family access to detailed activities of the elder patient.
Another interesting application in this domain is the CodeBlue project from Har-
vard University [34, 33]. This project developed a sensor platform that uses pulse
oximetry and electrocardiogram sensors to allow continuous monitoring of patient
vital signs and health condition. The collected information can be transmitted over
a short range (up to 100 meters) and used to alert health providers of important
changes in status.
In [93], the authors proposed the use of an artificial retina chip consisting of 100
microsensors. The system can be implemented in the human eye to allow patients
with limited or no vision to see. Wireless communication is used to enable feedback
control used for image identification.
Other potential applications of sensor networks in the health care field include
tracking and monitoring of doctors and patients inside a hospital, collection of human
physiological data and drug administration in hospitals [5].
1.1.2 Environment Monitoring
Sensor networks can be used to monitor environmental conditions such as temperature
and humidity, which enables applications such as wildlife habitat monitoring, forest
fire detection and flood detection. Habitat monitoring has been proposed in [18] as a
driver application for wireless sensor networks.
The Great Duck Island project [102] aims at non-intrusive monitoring of the Per-
tel’s (sea bird) nesting behavior. A sensor network is deployed to collect environmen-
tal variables such as relative humidity, temperature conditions and pressure level.
These variables are collected in and around bird nests without disturbing the birds.
The PODS project [13, 14] at the University of Hawaii uses sensor networks
equipped with environmental sensors and cameras to study why endangered vegetable
3
species are more likely to grow in certain areas than in others.
Sensor networks can also be deployed to monitor forest fires. The FireBug project
at UC Berkeley uses sensor nodes to collect temperature, relative humidity and baro-
metric pressure. This data is used in order to detect the initiation and evolution of
wildfires. Early deployment [28] served as a proof of concept of the potential use of
sensor networks for real-time fire monitoring. Similar projects include the deploy-
ment of a sensor network based fire protection system in Split-Dalmatia region of
Croatia [56].
1.1.3 Home Applications
As sensor nodes get smaller and smaller, it becomes possible to mount these nodes
on home objects such as vacuum cleaners, microwave ovens and VCRs [79]. Nodes
sensing such objects can form a sensor network and interact with the outside world,
for example via Internet, to allow applications such as remote management of home
devices.
The Intelligent Home Project (IHome) [2] at the University of Massachusetts uses
a set of distributed smart agents deployed throughout the house to coordinate shared
resource utilization. Shared resources include water, electricity and heating. A cost
function can be associated with the usage of each resources with sensor data used to
decide levels of activation of different resources. For example, the air conditioning
activation can be controlled by sensors detecting the presence or absence of individuals
in different rooms.
Other home and office applications of sensor networks include the Aware Home
project [1, 4] at Georgia Tech targeted at better care of the elderly and the Smart




Many other applications have been proposed for sensor networks. In particular, sensor
networks have great potential for use in the military field [25] to monitor friendly forces
and equipments; track and target enemy forces; assess battle damages and participate
in reconnaissance operations.
Other applications include:
• Traffic monitoring where sensor networks are used for vehicle detection and
classification [24].
• Structural health monitoring (SHM) [42] to detect and localize structural anoma-
lies.
• Monitoring volcanic eruptions at a specific site [110].
• International border monitoring where a sensor network is used to detect intru-
sions along the US-Mexican borders [9].
1.2 Differences with Other Types of Networks
Despite the wide spectrum of sensor network applications as illustrated by the exam-
ples presented in the previous section, many proposed sensor network designs share
aspects that differentiate them from traditional networks.
1.2.1 High Scalability
Sensor networks are often composed of a large number of nodes (hundreds, thousands
or even tens of thousands of nodes). A network with such a large number of nodes has
several advantages over sensing systems of one or few sensor nodes. In fact, sensor
networks can cover large areas that cannot be covered by small-scale sensing systems
composed, for example, of few wired sensors. In addition, a network composed of
many nodes is likely to be more robust to node failures.
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The large number of nodes in a sensor network creates new challenges. In partic-
ular, the traditional methods of configuration and deployment of computer networks
are impractical in the case of sensor networks. In fact, it is too costly if not impos-
sible to manually configure and deploy each node. In addition, due to the nature of
the deployment terrain it might be more beneficial from a performance standpoint to
have the nodes self-configure after the deployment.
The use of a large number of nodes makes the scalability an important factor in
the design of sensor network algorithms.
1.2.2 Limited Energy Resources
A sensor node is typically powered by a battery, which makes energy efficiency a
critical need for sensor networks. These networks are often deployed in unfriendly
remote environments such as a forest. This isolation makes changing the battery or
charging it expensive, if not impossible. For this reason, maximizing the lifetime of
a sensor network while keeping an acceptable performance level has seen substantial
interest from the research community.
The lifetime is maximized through innovative approaches such as new network
protocols consuming less energy, smarter collaboration strategies between neighboring
nodes and more efficient processor power management, just to name a few. Many
of these approaches extend the lifetime by limiting the communication since it has
been shown that communication is the most power consuming task in many sensor
network settings [85, 64, 81].
1.2.3 Dynamic Topology
Sensor networks are highly dynamic. This dynamic nature comes from the dependence
of sensor networks on their environment. For example, nodes can be carried away by
wind, eaten by a wild animal or damaged by the sun’s heat. Nodes can also run out
of energy, experience changes in their communication range or suffer software errors.
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Sensor networks are not the only type of networks that can experience very dynamic
behavior resulting in frequent topology changes. The Internet is a network of many
nodes organized in a highly dynamic topology. The main difference between sensor
networks and other types of networks, such as the Internet, is the ratio of the number
of users to the number of nodes. In fact, sensor networks have a very small number
of users (potentially one user) for a large number of nodes while the Internet has a
large number of users, close to one user per node. This makes it impossible to rely
on users to handle problems resulting from changes in the case of sensor networks.
This dynamic nature requires sensor networks to be highly adaptive and able to self-
configure.
1.3 Algorithms for Sensor Networks
The unique characteristics of wireless sensor networks described above and the na-
ture of their applications motivate the development of new algorithmic solutions to
provide services such as information processing, messages routing, fault-tolerance,
localization, naming and addressing.
Traditionally, algorithms have been classified as either centralized or distributed.
Centralized algorithms execute on a single node, which is impractical for large-scale
highly constrained sensor networks. This approach would require all nodes to send
their respective information (e.g., sensed data, or energy level) to a specified location
(e.g., a sink node) and wait until this node executes the algorithm and sends back its
output. This approach is unsuitable for sensor networks because of its cost in terms
of energy and delay. In addition, it suffers low fault-tolerance and low scalability and
creates bottlenecks [31].
In the case of distributed algorithms, different nodes participate in the computa-
tion which can reduce the execution time. However, the computation at each node
can still depend on information sent by nodes that are located far from it. In this
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situation, we are still faced with a communication energy cost that is potentially
prohibitive.
To address this problem, a new class of algorithms called localized algorithms [31,
32] has been proposed for sensor networks. Localized algorithms are a special category
of distributed algorithms that are designed specifically to enable efficient and reliable
collaboration between sensor nodes by taking into account their specific constraints.
For instance, a localized algorithm might limit the collaboration and information
exchange to close neighbors of a node to save energy. Yet, such algorithms allow the
accomplishment of network-wide objectives and tasks such as event detection and
monitoring.
Localized algorithms for wireless sensor networks were first introduced in 1999 by
Estrin et al. in [31, 32]. This new class of algorithms has seen a growing interest
from the research community in the last few years. Localized algorithms offer several
advantages for wireless sensor networks. In particular, the highly localized system of
interaction limits the communication, which can substantially reduce the energy cost
and the execution time. Localized algorithms are also highly fault-tolerant since each
node can continue to operate despite failures at other nodes in the network.
The development of algorithms have so far been mostly restricted to two main
areas, namely network services (e.g., routing) and collaborative information process-
ing [83]. Existing algorithms providing network services include directed diffusion [44],
SPIN negotiation-based information dissemination [40, 51], SPEED real-time routing
protocol [36], geographic routing protocols such as [112, 22] and the residual energy
based routing proposed in [61]. Some of the collaborative information processing
algorithms are proposed in [84, 116, 10, 96].
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1.4 Thesis Contributions and Outline
This work proposes to increase the knowledge on the growing field of algorithms for
wireless sensor networks by contributing a new evaluation tool and two new algo-
rithms. A new sensor network simulator that can be used to evaluate sensor network
algorithms and sensor network architectures in general is proposed. In addition, two
new algorithms are proposed to provide global identification and fault-tolerant de-
tection services to sensor networks. These three contributions are described in more
detail in the following subsections.
1.4.1 Sensor Network Simulation
The highly scalable nature of localized algorithms allows the development of large-
scale sensor networks. However, it is not always possible to deploy sensor networks
of realistic sizes to test and validate new and existing localized algorithms. For this
reason, simulation becomes a necessary alternative to study this type of algorithm.
Several sensor network simulators are available and are in widespread use by the
research community. However, most of these simulators lack models for important
aspects of sensor network simulation such as energy consumption models and sensor
accuracy models. In addition, most of the existing simulators do not scale well with
the size of the network [71].
This work proposes a new sensor network simulation environment, the Georgia
Tech Sensor Network Simulator (GTSNetS). This new simulator allows users to eval-
uate the effects of different algorithms and other architectural choices and strategies
on the lifetime and performance of a sensor network. This tool can also be used to
evaluate new approaches (e.g., routing protocols, cooperation algorithms) and com-
pare them with existing approaches.
It incorporates models for the different functional units composing a sensor node
and characterizes the energy consumption of each. It also has a model for a sensor
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network base station and its interactions with the rest of the network. Models for
sensing accuracy that have been lacking in existing simulators are also included. The
simulator presented here is also, to the best of our knowledge, the only sensor network
that supports the simulation of networked control systems having sensing, control and
actuation capabilities.
This simulator is an extension of the Georgia Tech Network Simulator (GTNetS)
and leverages its design choices for maximum scalability.
1.4.2 Global Identification for Wireless Sensor Networks
The communication range of individual sensor nodes is generally limited, and com-
munication is often carried out in a multi-hop way, which creates a need to have a
unique identifier for each node in the network in the header of every unicast packet.
In fact, routing protocols need to uniquely identify the final destination of each packet
as any node in the network can be a potential destination. Several routing protocols
use attribute-based routing and, therefore, can use attributes as global identifiers.
However, even these protocols require the existence of unique IDs at a local level.
This is the case for directed diffusion [44] and geographical routing protocols such
as the Geographic and Energy Aware Routing (GEAR) protocol proposed in [112].
Network-wide unique IDs are beneficial for administrative tasks requiring reliability,
such as configuration and monitoring of individual nodes, and download of binary
code or data aggregation descriptions to sensor nodes [30]. Network-wide unique IDs
are also required when security is needed in sensor networks [46]. Several MAC pro-
tocols requiring the preexistence of network-wide unique IDs have also been proposed
for sensor networks [113].
We discuss a new algorithm to solve the unique ID assignment problem. The
proposed solution starts by assigning long unique IDs and organizing nodes in a tree
structure. This tree structure is used to compute the size of the network. Then,
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unique IDs of minimum size (number of bytes) are determined.
Nodes joining the network asynchronously can request unique IDs from their ac-
tive neighbors. This mechanism is implemented by allowing the nodes that initially
participate to request several spare unique IDs instead of a single ID. These spare
IDs are assigned to newly active nodes with the guarantee that each ID is unique.
Theoretical and simulation analysis using GTSNetS of the proposed solution are
presented. The results demonstrate that a high percentage of nodes are assigned glob-
ally unique IDs at the termination of the algorithm when the algorithm parameters
are set properly. Furthermore, the algorithm terminates in a relatively short time
that scales well with the network size.
1.4.3 Fault-Tolerance for Distributed Detection Using Wireless Sensor
Networks
Distributed event detection using wireless sensor networks has received a growing
interest in recent years. In such applications, a large number of inexpensive and
unreliable sensor nodes are distributed in a geographical region to make firm and
accurate local decisions about the presence or absence of specific events based on
their sensor readings. However, sensor readings can be unreliable, due to either noise
in the sensor readings or hardware failures in the devices, and may cause nodes to
make erroneous local decisions.
A new algorithm is presented to provide fault-tolerance for distributed detection
applications. This algorithm allows nodes to detect erroneous local decisions based
on the local decisions reported by their neighbors. This approach does not assume
homogeneity of sensor nodes and can handle cases where nodes have different accuracy
levels. We prove analytically that the derived fault-tolerant estimator is optimal under
the maximum a posteriori (MAP) criterion. An equivalent weighted voting scheme is
also derived. Further, we describe two new error models that take into account the
neighbor distance and the geographical distributions of the two decision quorums.
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These models are particularly suitable for detection applications where the event
under consideration is highly localized.
1.4.4 Dissertation Outline
The rest of this thesis is organized as follows. In Chapter 2, sensor networks simulation
is motivated and the Georgia Tech Sensor Network Simulator is introduced. Several
simulation experiments are conducted to illustrated the usefulness and features of the
simulator. The simulator is demonstrated to scale well with network size. We also
discuss a case study and contrast the simulation results obtained using GTSNetS and
previously published results.
Chapter 3 is dedicated to the global ID assignment problem. A novel distributed
algorithm is proposed to tackle this problem. The algorithm performance is evalu-
ated through theoretical and simulation analysis. In particular, properties such as
termination, correctness and energy cost are studied. The proposed solution is also
extended to cover the case of asynchronous wake-ups where nodes can join the net-
work after its initial deployment. The simulation results demonstrate the performance
of the algorithm when parameters such network size, network density and percentage
of initially active nodes vary. The algorithm is performed well when the parameter
controlling the collision handling mechanism is set properly.
Fault-tolerance for distributed detection is introduced in Chapter 4. Current ap-
proaches are described and a new localized algorithm is proposed to account for cases
where nodes in the same network have different accuracy levels. The performance of
the new algorithm is studied analytically and using simulation. In this chapter, we
also introduce methods for nodes to dynamically learn their reliability levels used to
update node weights in the detection algorithm. These methods are based on the
moving average and the geometric moving average filters. Two new detection error
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models are introduced. The first model takes into account neighbor distance when as-
signing weights to different neighbors. The second model accounts for the importance
of the geographical distribution of the voting quorums.




This chapter presents the Georgia Tech Sensor Network Simulator (GTSNetS), a new
sensor network simulation environment that enables the development and evaluation
of algorithms for large-scale sensor networks. It allows users to evaluate the effects
of different architectural choices and strategies on the lifetime and performance of a
particular sensor network. The new simulator tool can also be used to evaluate new
approaches such as new sensor network algorithms and network protocols.
Section 2.1 motivates the need for the new simulator. Existing sensor network
simulators are discussed and contrasted with GTSNetS in Section 2.2. Section 2.3
discusses the design of GTSNetS and presents in detail the implementation of the
simulator. Section 2.4 presents an extension of GTSNetS to allow the simulation of
networked control systems. Section 2.5 presents some results demonstrating some of
the simulator capabilities. Section 2.6 concludes the chapter.
2.1 Motivation
A sensor node can be divided into three main functional units: a sensing unit, a
communication unit and a computing unit. Since a sensor node is typically powered by
a battery, energy savings are of critical importance for a sensor network. In fact, these
networks are often deployed in unfriendly remote environments such as a forest. This
isolation makes changing the battery or charging it expensive, if not impossible. For
this reason, maximizing the lifetime of a sensor network, while keeping an acceptable
performance level, has seen substantial interest from the research community. The
lifetime is maximized through innovative approaches such as new network protocols
consuming less energy, smarter collaboration strategies between neighboring nodes
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and more efficient processor power management, just to name a few. Comparison
between different available architecture alternatives is also necessary when designing
a sensor network for a special application. In fact, the designer might need to choose
among different collaboration strategies, different network protocols, or decide on
other design parameters, such as the node density of the network.
It is usually not possible to deploy sensor networks of realistic sizes to test and
validate these new approaches. In fact, sensor networks might consist of several
thousands if not hundreds of thousands of elements, which makes it costly and time
consuming to deploy such a large network for testing. An alternative approach would
be to use theoretical modeling and analysis to compare different architecture alterna-
tives. However, these models often fail to capture many important aspects of sensor
networks such as energy consumption and complex interactions between individual
nodes in a large network. For these reasons, simulation becomes the only viable
alternative to validate new design approaches for sensor networks.
This chapter presents the Georgia Tech Sensor Network Simulator (GTSNetS), a
new simulation tool for wireless sensor networks. It is built on top of the Georgia
Tech Network Simulator (GTNetS) [87, 88], which is an event-driven object-oriented
network simulation tool. GTSNetS inherits and extends all the design decisions of the
existing GTNetS, which makes it suitable for simulation of large-scale sensor networks.
To the best of our knowledge, GTSNetS is the only sensor network simulator capable
of handling networks of several hundred thousand nodes. This level of scalability is
important as recent years have seen a steady increase in the size of deployed sensor
networks. The size of these networks grew from few tens of nodes in 2002 to few
hundreds in 2003 and over a thousand in 2004 for the ExScale project [9]. The
ExScale border monitoring project has a final target deployment of 10, 000 nodes.
As the sensor network field matures, sensor networks of tens and even hundreds of
thousands of nodes are envisioned for industrial, military, agricultural and medical
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applications to name a few [9].
The features of GTSNetS compared to existing simulators, include:
1. A unifying framework of existing energy models for the different components of
a sensor network. This allows the user to choose the energy model that best
suits his simulation scenario.
2. GTSNetS provides several models for the accuracy of sensed data and allows
the addition of new models. Modeling the accuracy of sensed data helps, in
particular, in the understanding of the trade-off between the different perfor-
mance metrics such as between the quality of the measurements and the network
lifetime.
3. This simulator allows the user to choose among different implemented alter-
natives: different network protocols, different types of applications, different
sensors, different energy and accuracy models. New models, if needed, can be
easily added. This makes GTSNetS suitable for simulating sensor networks since
such networks are application-dependent and their diversity cannot be repre-
sented in a single model. Such modularity allows an independence between the
different modules, which makes it easy for the user to extend the simulator by
adding new modules (inherited from the existing ones) or modifying existing
modules without affecting other parts of simulator.
4. GTSNetS can be used to simulate networked control systems consisting of a set
of nodes having sensing, control and actuation capabilities.
5. Finally, GTSNetS can be used to collect detailed statistics about a specific sensor
network at the functional unit level, the node level as well as at the network
level. The user has extended control over the type and amount of tracing data
to collect. This control can be leveraged for a trade-off between memory and
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computing resource requirements (for tracing) and the size and complexity of
the simulated network.
GTSNetS is distributed under the GNU General Public License and is available at:
http://www.ece.gatech.edu/research/labs/MANIACS/GTNetS/download.htm.
2.2 Large-scale sensor network simulation
Several sensor network simulators are available and are in widespread use by the
research community. However, most of these simulators lack models for important
aspects of sensor network simulation such as energy consumption models and sensor
accuracy models. In addition, most of these simulators do not scale well with the size
of the network and can simulate only networks that are of the order of few tens of
thousands of nodes at best.
SensorSim [73] was built upon the widely used ns-2 [63] simulator. It provides
models for different parts of a sensor network architecture: battery, sensors, radio,
CPU, etc. It also models the power consumption of these components. However,
the provided power models are somewhat simplistic. It is assumed that each task
consumes a fixed amount of energy. GTSNetS on the other hand includes several
energy models for each of the node functional units (sensing, communication and
computing) allowing the user to choose the most appropriate model for his scenario
and to easily add new models when needed. A major feature of SensorSim is its ability
to support hybrid simulation: integration between the simulator nodes and real sensor
nodes collecting real data and running real applications. However, SensorSim does
not scale very well with the network size, and to the best of our knowledge has not
been used for networks of more than 1, 000 nodes. In addition, SensorSim is no longer
maintained and not publicly available.
sQualnet [106] follows the same approach as SensorSim and offers similar features
using Qualnet [90] as a base simulator instead of ns-2 as is the case in SensorSim.
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The main advantage of sQualnet over SensorSim is its higher scalability. However,
to the best of our knowledge, it has not been demonstrated to support networks of
more than 10, 000 nodes. A main limitation of sQualnet lies in the fact that it was
designed specifically for applications based on the SOS operating system and does
not generalize to all types of sensor network applications.
SENS [101] is another sensor network simulator. A main feature of SENS is
its detailed environment model. However, SENS lacks realistic energy models in
that it assumes constant power consumption values in each operational mode. Like
GTSNetS, SENS is implemented in C++ and promotes multiple implementations
of various architectural choices in particular network modules. However, GTSNetS
offers more choices such as multiple energy models, accuracy models and application
scenarios which are lacking in SENS. In addition, to the best of our knowledge, SENS
cannot handle networks of more than 10, 000 nodes.
J-Sim [98] and SENSE [21] attempt to handle the scalability problem by using a
component based approach rather than an object-oriented approach. J-Sim is shown
to simulate networks of several hundred nodes using less memory than ns-2. However,
the use of Java introduces a new set of inefficiencies and the inter-communication
model incurs substantial overhead. SENSE uses C++ instead of Java to improve
scalability. SENSE is proven to simulate networks of similar sizes as in J-Sim and
ns-2 while using less memory resources. The scalability of SENSE in terms of network
size ranges from 5, 000 to 500 nodes depending on the communication patterns in the
network. OMNet++ [60] is another component based simulator. It has been shown
to simulate sensor networks of several thousand nodes.
The SWAN [54] simulator is shown to be capable of simulating sensor networks on
the order of ten thousand nodes. However, SWAN focuses more on the wireless ad-hoc
network aspect of sensor networks and less on the sensing function. To the best of our
knowledge, it has not been used to simulate sensor networks of more than ten thousand
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nodes. In addition, SWAN does not take into account the energy consumption, which
is necessary to model considering the importance of power consideration in sensor
networks.
TOSSF [78] is an adaptation of SWAN, developed by L. F. Perrone and D. M.
Nicol of ISTS, which simulates the execution of TinyOS applications at the source-
level. It relaxes a major restriction of TOSSIM [52], the other TinyOS applications
simulator. Unlike TOSSIM, TOSSF does not require that all nodes within the simu-
lated network run the same set of applications. However, these two simulators cannot
be used to validate new applications for general use on sensor networks running any
platform, since they are specifically tailored for TinyOS. In addition, these two simula-
tors focus on the application behavior and do not necessarily capture all the aspects
of a sensor network. Other AVR microcontroller simulators such as Avrora [104]
and ATEmu [82] are cycle accurate simulators that can simulate any application by
executing the code at machine-level. These instruction-level simulators have the ad-
vantage of higher accuracy but suffer from lack of scalability. ATEmu for instance
can simulate only networks of up to 120 nodes, while Avrora uses a less accurate
synchronization mechanism to improve scalability. It is shown to simulate networks
of up to 1, 750 nodes on a dual core processor and 10, 000 nodes on a Sun Enterprise
system. In contrast, GTSNetS sacrifices the accuracy of instruction-level simulation
to scale to networks of up to 200, 000 nodes on a single core workstation.
In addition to sensor network specific simulators, classical network simulators such
as ns-2 [63], Glomosim [114], Qualnet [90] and OpNet [68] can be used to simulate
certain aspects of sensor networks. However, these simulators do not model many
important features of sensor networks such as sensed object, realistic energy models,
accuracy models and sensor network specific communication protocols.
The simulation of networked control systems has received a growing amount of
interest lately. In particular, two main simulation frameworks for networked control
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systems that have been proposed. These are: TrueTime, a MATLAB-based simula-
tion framework and an Agent/Plant extension to ns-2.
TrueTime [41] is based on MATLAB/Simulink and allows the simulation of the
temporal behavior of multi-tasking real-time kernels containing controller tasks. It
proposes two event-driven Simulink blocks: a computer block and a network block.
The computer block is used to simulate computer control activities, including task
execution and scheduling for user-defined threads and interrupt handlers. The net-
work block is used to simulate the dynamics of a computer network using parameters
such as message structure and message prioritizing function. However, this network
block is not general enough to simulate various types of networks, especially sensor
networks. It also suffers scalability problems.
The ns-2 simulator was extended to allow simulation of the transmissions of plants
and controllers in a networked control systems [16]. The authors added a plant and an
agent classes to ns-2. To the best of our knowledge, this solution is not yet interfaced
with any of the ns-2-based sensor network simulators [73]. In addition, it does not
allow the simulation of large networked control systems.
2.3 GTSNetS Design and Implementation
To help understand the situations for which the simulator can be used, a typical
sensor network scenario is presented here. This example consists of a network of 1, 000
sensor nodes and a sink node in an area of 500 meters by 500 meters. The nodes are
placed randomly within the region. Every sensor node has a temperature sensor. An
energy model is chosen for each of the different units: sensing, communication, and
computing units. Directed diffusion is used as the routing protocol.
The sink node receives temperature readings every 30 seconds from nodes in the
region defined by the lower left corner (25, 25) and the upper right corner (200, 200)
for a period of 6 hours. It sends a request throughout the network specifying the
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desired information. Every sensor node that has a temperature sensor receiving this
request will check if it is in the appropriate region. If so, it will activate its sensor and
collect the temperature measurement every 30 seconds. Every time the sensed data
is collected, the sensing energy expended is incremented as well as the total energy
consumption of the node. The battery then updates its remaining energy accordingly,
and the node lifetime is updated.
The sensed data is then given to the application for processing and transmission
to the base station. The response is sent back to the base station through the commu-
nication unit (interface and protocol stack). After every task the appropriate energies
as well as the lifetime are updated.
Intermediate nodes receiving and forwarding the response will also update their
communication energy and the battery remaining energy. If packet tracing is enabled,
the message is traced to a log file whenever a packet receipt or transmission occurs.
The following subsections describe how the different functionalities and models
needed to simulate this scenario and other sensor networks scenarios are designed
and implemented in GTSNetS.
2.3.1 Design Logic
GTSNetS is built as an extension of the Georgia Tech Network Simulator (GT-
NetS) [87, 88] as a simulation framework for sensor networks. As GTNetS is written
entirely in the C++ language using an object-oriented methodology, it was possible
to leverage many of the existing functionalities of GTNetS with moderate effort.
The GTNetS is a full featured general-purpose wired and wireless networks sim-
ulation environment. It is designed with the objective of closely mimicking the way
real networks are structured while handling the simulation of networks. Scalability
is achieved through careful resource optimization (e.g., reduction of the number of
outstanding events, memory management and optimization and reduction of log files
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size). There is a clear separation between the protocol stack layers as in standard
network protocols. GTNetS has models for the various components of a network
including nodes, network interfaces protocol layers and many popular network proto-
cols. It also provides models for end-to-end user applications. Packets are modeled as
composed of a list of protocol data units (PDUs). PDUs are appended and removed
from the packet as it moves down and up the protocol stack. GTSNetS builds on top
of GTNetS by providing models to enable sensor network simulation. New models
include:
1. Models for each of the different functional units composing a sensor node: sens-
ing unit, computing unit and communication unit.
2. Sensing accuracy models.
3. Battery model.
4. Several energy models for each functional unit.
5. Sensor network-specific protocols and applications.
6. New tracing capabilities to enable the collection of statistics on energy con-
sumption at network, node and functional unit levels.
7. Models to enable the simulation of networked control systems where a sensor
network is used in the context of a distributed control application.
These different new models and their implementation are discussed in detail in
the next subsection. Figure 1 gives a schema of the most important new classes in
GTSNetS , and the existing GTNetS base classes used to support the sensor network















Classes in these color are from GTNetSClasses in these color are GTSNetS’s
An arror of this type denotes inheritence An arrow of this type denotes mutual relationship
Location
Figure 1: GTNetS and GTSNetS classes and their relationships
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GTSNetS inherits and benefits from the basic design philosophy of the existing
GTNetS as discussed in [87, 88]. GTSNetS is built in a modular and efficient manner,
leading to the capability to simulate large-scale wireless sensor networks along with
adaptability, extensibility and ease of use.
GTSNetS is designed in such a way that it would not impose any architectural or
design decisions on the user who wants to simulate a particular sensor network. Yet,
GTSNetS is not a “do it yourself” type of simulator. Rather, the user can choose from
various implemented alternatives: different energy models, accuracy models, network
protocols, applications and tracing options. Several different methods for each of these
choices are included in the baseline implementation. This adaptability characteristic
of GTSNetS can be used for example to compare different design choices (e.g., different
communication protocols) or to implement a hierarchical sensor network with different
nodes having different functionalities by attaching different applications to different
nodes. A similar approach can be used to implement a heterogeneous sensor networks
with different sensor nodes having different types of sensing capabilities for example.
Should the implemented models not be sufficient for a particular simulation sce-
nario, the user can extend easily the simulator by adding new models or modifying
the existing ones. The ease of extensibility comes from the object-oriented C++
implementation of the simulator, with many base classes that can be easily inherited.
This modularity can also be used to tradeoff accuracy for scalability. In particular,
if a simulation scenario is intended to test a communication protocol and is not
concerned with the sensing functionality, then it is not necessary to use a realistic
implementation of the sensing unit (and corresponding sensors, accuracy models and
sensing objects). For example, instead of having a different sensing unit attached to
each of the N nodes, a single sensing unit can be attached to all nodes. This can
result in substantial simulation memory requirements not only because of the N − 1
less sensing units and sensing objects to store, but also of the reduction in number of
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sensing events.
The scalability is also ensured by using model-based simulation rather than instruction-
level simulation, while maintaining an acceptable level of realism. In addition, GT-
SNetS is implemented in an efficient and modular manner taking into account the na-
ture of sensor networks. For example, in these networks communication is performed
via wireless devices and the network topology can be dynamic with packets transmit-
ted typically in a localized broadcast. By eliminating the need for nodes to maintain
and update routing tables for most sensor network protocols, GTSNetS reduces the
memory and processing requirements. In addition, GTSNetS extends GTNetS ap-
proach of fine-grained control of the logging of simulation events. By implementing
many tracing options (such energy states, message exchange, node wake-up times,
etc.) and allowing the user to choose exactly which ones to log and discard the oth-
ers, GTSNetS allows for a trade-off between memory requirements and the amount
of simulation events logging.
Because of the importance of lifetime in sensor networks, GTSNetS provides the
capability to track the overall lifetime of a simulated network. The network lifetime
here is defined as the amount of time during which the network has been able to
accomplish its tasks according to the quality of service requirements fixed by the
user. For example, if the network is asked to collect and relay to the base station
a specific type of sensed data with the requirement that an update is received by
the base station at least twice every T seconds along two different paths, then the
network is considered dead the first time two updates are not received for a period of
T seconds. In this example, the sensor network specified task is to collect and relay
the specified type of data. The quality of service requirement, here, consists of the
duplicate paths. This definition is different from the classical definition that considers
the network dead when the first node runs out of energy. It is more adapted to sensor









Figure 2: Sensor node functional architecture
with a good performance even after the death of a significant percentage of its nodes.
The simulator also measures the energy consumption of each one of the functional
units and provides detailed statistics for each, allowing the user to study the effect of
different architectural choices on lifetime and energy consumption.
GTSNetS inherits mobility support from the existing GTNetS and thereby, allows
the specification of mobile sensor nodes, moving sensed objects, as well as a mobile
base station.
2.3.2 Implementation
A sensor node is composed of three main functional units: a sensing unit, a commu-
nication unit and a computing unit. A battery provides energy for these three units.
These different elements shown in Figure 2 are described in more detail in the next
subsections.













Figure 3: Small sensor network
nodes (base stations). These sink nodes interact with sensor nodes to collect sensed
data and serve as a relay to the outside world. A sink node has a similar architecture
to that of a regular node. The main difference is that a sink node does not have a
sensing unit. A sink node is also considered, by default, to have an unlimited energy
source, and therefore, there is no need to model a battery to characterize its energy
consumption. However, with minor changes, the user could choose to attach a battery
to the base station in the same way as for a regular sensor node. Figure 3 illustrates
a small sensor network, where each node has a limited communication range and
becomes isolated when no other node is within its communication range.
GTSNetS provides models for all the elements of a wireless sensor node: computing
unit (class NodeSN), sensing unit (class SensUnit), communication unit (class
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InterfaceWirelessSN) and battery (class Battery). The three units consuming
energy (Sensing unit, Communication unit and Computing unit) each have several
energy models to characterize the energy consumption within this unit. The user can
choose from these models or add his own energy models.
These different elements and their implementations are described in more detail
in the following subsections.
2.3.2.1 Sensing Unit
The sensing unit (class SensorUnit) consists of one or more sensors (class Sensor)
attached to a particular node. Each sensor is defined by the type of data it can collect,
such as a temperature sensor, IR sensor, camera, etc.
Each sensor senses one or more objects. A sensed object can either be a physical
object (class SensedObjReal) such as a moving target, or it can be the environment
of the sensor node (class SensedObject), which might be the case when collecting
temperature. When sensing a real object, meaningful data can be collected only if
the sensed object is within the sensing range of the specific sensor. The sensor can
be in one of two states: active or inactive. The change between these two states
is controlled by the application (running on the computing unit). When active, the
sensor is constantly collecting data at a fixed sensing rate.
The simulator provides accuracy models to to account for measurement errors.
The accuracy level of a sensor depends on several factors including the sensor char-
acteristics, the sensing environment and the sensed object. The user can choose from
three different accuracy models that are available in the simulator or easily implement
additional ones if necessary.
The first accuracy model consists of a simple random variation of the sensed data
around the real value within a fixed percentage depending on the particular type of
sensor and the sensing environment. If the real value is Sr and the fixed percentage
28
is γ, then the supplied value is given by Sd:




where ε is a random value between −γ and +γ. This relationship is only valid
when the sensed object is within the sensing range of the sensor. This model can, for
example, be used for a sensor collecting data on the characteristics of its environment,
such as a temperature sensor. In this case, the distance is not relevant.
The second model is a distance-based accuracy model based on the observation
that sensors are more accurate when the sensed object is closer. In this case, the error
percentage, γ, is no longer fixed. It is a function of the distance of the sensor node
to the sensed object, with closer distances leading to smaller errors. If the distance
between the node and the sensed object is given by d, then γ is given by:
γ = k × dα (2)
where k is a constant. This relationship can be linear (α = 1), or exponential, i.e.
the accuracy of the sensed value decreases exponentially with distance. As in the
first model, this relationship is only valid if the sensed object is within the sensing
range of the sensor, i.e. d < Rs. The value supplied by the sensor to the computing
unit is given by a similar relationship to the one in the first model, but using the
new distance based value of γ. For an example use of this model, consider the case of
a sonar tracking a moving target. The information obtained by this sensor becomes
more and more accurate as the target gets closer.
In a similar way, the third sensing accuracy model is based on the observation
that in certain applications larger sensed objects are more likely to be detected than
smaller objects. In this case, the error percentage, γ, is a function of the size of the
sensed object, with larger objects leading to smaller errors. If the size of the sensed






where k and β are constants. Again, this relationship is only valid if the sensed object
is within the sensing range of the sensor, i.e. d < Rs.
The fourth model considers an additive normally distributed error term ε with
mean 0 and variance σ2. The parameter σ is supplied by the user and is a function of
the sensing environment and the sensor characteristics. The sensed data as obtained
by the sensor is given by:
Sd = Sr + ε (4)
This model can be used, for example, to model the accuracy in the case of an event
region detection. In such case, individual nodes are interested in determining whether
they are located in a region where a specific event is happening. By fusing the data
from all the sensor nodes, the base station can determine the boundaries of the event
region. A node determines whether it is in the event region by looking at the value of
its sensed data. It is assumed, for simplification, that a low sensor reading indicates
the absence event, while a high reading indicates the presence of an event. Assume
that the real sensed value in the absence of event has a mean of mf , while in the
presence of an event the mean value is me. By considering a normal distribution of
the error term ε with a mean of 0 and a variance of σ2, it is possible to compute
the probability of event detection failure. That is the probability of a node declaring
itself in an event region when it is not or the probability of the node declaring that
it is not in an event region when an event is occurring in its sensing range. This
probability p is given by:






Here, Q is the tail probability function of the Gaussian distribution. The binary
variables Ti and Si represent, respectively, the actual state (presence or absence of
event) and the state as perceived by the node from it sensor reading, which can be
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erroneous. The determination of the value of p is important and can be used to derive
an appropriate fault-tolerance mechanism as discussed in Chapter 4
The sensor node sends the confidence level along with the corresponding sensed
data to the base station. The confidence level is an indication of the maximum
difference between the value measured by the node and the real value. The confidence
levels can be used, for example, to weight the sensed values coming from different
nodes when they are fused at the base station.
The simulator keeps a record of the cumulative amount of energy consumed by
the sensing units. Sensors can be classified as passive or active. Passive sensors, such
as temperature and seismic sensors, consume a negligible amount of energy compared
to the consumption of computing and communication. On the other hand, active
sensors, such as ultrasonic and radar, can consume a significant amount of energy.
Several sources of power consumption can be identified at the sensing unit level [85].
These include: signal sampling and conversion of physical signals to electrical ones,
signal conditioning and analog to digital conversion before sending to the processing
unit.
Three different energy models, which characterize the sensing energy consumption
are implemented in the simulator. These implemented energy models vary in terms
of complexity, accuracy and level of details. The user can choose among these three
models or add his own energy model if necessary.
The first energy model is a simple model, which assumes a linear relationship
between the sensing energy and the size, in bits, of the sensed data. It considers that
nodes collect data at a fixed rate, b bits/second. The energy consumed by the sensing
unit to collect S bits is then:
Esense = EsS (6)
where Es is the energy needed to sense a bit, assumed to be constant, typically
Es = 50 nJ/bit [11, 29]. This model can be used in the case of a sensor that has a
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fixed sensing range, in meters, that cannot be adjusted for changing tasks or saving
energy.
The second energy model takes into account the effect of the sensing range. The
sensing energy, Esens, is considered to be exponentially proportional to the sensing
range R. The sensing power is given by:
Esense = E0R
a (7)
The parameter E0 is a function of the size of the sensed data, considered constant here,
and the sensor characteristics. The value of the exponent a depends on deployment
factors and terrain characteristics [75]. This model can be used to appropriately adjust
the sensing range to minimize energy consumption while maintaining an appropriate
sensing range. This could be done in the case of target tracking for instance.
The last model breaks down the sensing energy into two parts: energy consumed
by the amplifiers and the energy consumed by the analog to digital conversion process.
This model allows for a better trade-off between energy and performance. This model
is described in more detail in [27].
2.3.2.2 Communication Unit
The communication unit is in charge of relaying sensed data to the sink node and
other sensor nodes when needed. It is composed of the wireless interface and the
protocol stack.
The wireless interface (class InterfaceWirelessSN) is based on the wireless
interface model in GTNetS, extended to track the energy consumption of the interface
using one of several parameterized energy models. This energy is broken down in
terms of transmission and reception energies. The overall communication energy is
updated every time a reception or a transmission occurs.
The energy consumption of the communication unit depends on several factors.
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These include the modulation scheme, the data rate, the transmission distance and
the operational mode. A communication unit can operate in several modes. The
number and composition of these modes can vary from platform to platform, an
example can be: active, idle, and sleep. The last two modes imply constant power
consumption. A constant power is also consumed during a change of operational
mode. This power requirement is generally quite small, and GTSNetS does currently
not have a model for this type of energy consumption. However, if nodes change often
between operational modes, the energy consumption for changing between modes
could become an important percentage of the overall energy consumption and should
be considered in the overall lifetime computation [85].
The communication energy consumption can be described in terms of transmit and
receive consumptions. The transmit energy consumption depends on the transmission
range and the energy consumed in the transmission circuitry. Furthermore, both
transmit and receive energy consumptions depend on the message size.
A simple communication energy model considers a linear relationship between the
transmission energy and the message size in bits and an exponential relationship with
the transmission range. For the reception energy, it is assumed to depend only on
the message size and has a linear relationship with the message size. The energy
consumption when transmitting or receiving r bits between two nodes n1 and n2 with
a distance of d(n1, n2) is given by:




where Etx and Erx are the transmission and reception energy consumption, respec-
tively. The parameters α11, α2 and α12 are constants. Typical values are α11 = 45
nJ/bit, α12 = 135 nJ/bit, α2 = 10pJ/bit/m2 (for n = 2) and 0.001 pJ/bit/m4
(n = 4) [11].
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Another model is to compute the minimum power required to counter the thermal
noise [27]. The thermal noise TN is given by:
TN = kTB (9)
where k is Boltzmann’s constant, T the temperature (in Kelvin) and B the noise
bandwidth (assumed equal to the symbol rate). In the previous equation, the required
transmission power Pt to counter the thermal noise is given by:
Pt = kTB (10)
The signal power loss during a packet transmission is proportional to the square
of the ratio of distance to wavelengths between the two nodes. The receiver signal
power must be sufficient to properly detect the received message. The receiver signal
strength also depends on the antenna gain, Gant, at the receiver. The receiving power







where d is the distance between the two nodes and λ is the wavelength.
For the networking aspect, GTSNetS can use the normal TCP/IP protocol stack
(inherited from GTNetS), although simpler communication paradigms may be ulti-
mately used for sensor networks. Indeed, a non-layered protocol stack would be likely
simpler in terms of computation, and thus would be more energy efficient.
Packet routing can be problematic for sensor networks since most of the routing
protocols for ad-hoc networks, such as DSR [45] and AODV [76], are unsuitable for
sensor networks due to the overhead of route discovery and high failure rates in
sensor networks. In addition, many sensor networks do not have any kind of global
identification. Rather, sensor nodes are aware only of their local neighbors.
For these reasons, several routing protocols for sensor networks are implemented in
the simulator. In the first protocol (class RoutingSNDir), sensor nodes are assumed
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to have a communication range large enough to communicate sensed data directly to
the sink station (base station). Therefore, there is no need for route computation.
This protocol is implemented for benchmark purposes and is not expected to be used
in any application of large-scale sensor networks.
The second routing protocol implemented in GTSNetS is directed diffusion pre-
sented in [44]. In directed diffusion, requests are addressed by the type of sensed
data (such as temperature, seismic, etc) and the region of interest. The sink node
floods the network with an interest (request) for a certain type of data coming from a
certain region. It also attaches to the interest the duration of validity and how often
it needs the data. A sensor node receiving this request will check if it has a sensor
that can provide the requested information, and if it is in the region of interest. In
such a case, it activates its sensor and starts collecting and sending data. Otherwise,
it broadcasts the request to its neighbors. It also registers the interest along with
the neighbor or neighbors (gradients) from which it was received. Sensed data is
sent it to these neighbors rather than addressing it to the sink node. When a node
receives sensed data from one of its neighbors, it checks if it has previously registered
an interest for this particular type of data. If so, it forwards the response to all the
neighbors for which it has gradients. The sink node can choose to reinforce some
of these paths by forwarding the interest only along the appropriate path and with
a higher frequency (how often data is needed). To avoid broadcast storms during
the flooding phase, sensor nodes will only forward requests that were not forwarded
previously.
Several geographical routing protocols are also implemented in the simulator. For
these geographical routing protocols, nodes are assumed to be location-aware either
through GPS or other sensor network localization schemes, such as the one in [89].
The first geographical routing protocol allows the collection of data from sensor nodes
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by the base station in an energy efficient manner. It does not allow multi-hop com-
munication between two sensing nodes, it only handles messages between a sensing
and node and the sink node. Routing of messages sent from sensor nodes to the base
station use nodes location-awareness to deliver messages in an energy efficient way. It
is assumed that the location of the base station is known to all nodes in the network.
This can be achieved through an initialization phase where the base station floods
the network with a message containing its location. In this case, nodes do not have
to include the destination (base station) location in the header, which reduces the
communication energy consumption.
Several approaches to deciding which neighbors route a specific message are imple-
mented in GTSNetS. In one approach, all neighboring nodes that are closer than the
current source (initial source or current forwarder) forward the message if it has not
been received previously. This approach allows for a certain degree of redundancy
and fault-tolerance, since most messages will be delivered by several neighbors. A
second approach reduces the energy consumption at the expense of fault-tolerance by
having only the closest neighbor to the base station forward the message. In both
cases, only nodes that are between the current source and the base station forward
the message.
A second geographical routing protocol is implemented to allow for the communi-
cation between any two nodes in the network. These nodes can both be regular sensor
nodes or a sensor node and the base station. This protocol uses similar approaches to
make routing decisions as in the previous one. The main difference is that the location
of the final destination has to be included in the message, since this destination is
not always the base station. This protocol can be used in cases where collaborative
sensor network algorithm require communication between sensor networks that are
not within each other neighborhood.
It is planned to add other routing protocols such as the geographical routing
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protocol in [112] and the directed flood routing protocol in [62].
For MAC protocols, both IEEE 802.11 [43] and Bluetooth [95] are inherited from
the basic GTNetS. The reader is referred to [86] for a detailed description of the
802.11 protocol implementation in GTNetS. A detailed description of the GTNetS
Bluetooth implementation can be found in [115].
For MAC protocols, both IEEE 802.11 and Bluetooth are inherited from the basic
GTNetS. The IEEE 802.11 implementation in GTNetS corresponds to the specifica-
tion in [43]. It uses Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA)
with acknowledgments for channel access. RTS/CTS messages are exchanges before
sending unicast messages. The reader is referred to [86] for a detailed description of
the 802.11 protocol implementation in GTNetS and its comparison with the imple-
mentations in other popular simulators. The Bluetooth implementation corresponds
to the Bluetooth specification version 1.1 [95]. It models the detailed behavior of the
lower layers of the Bluetooth protocol stack, including Baseband, LMP, L2CAP, and
BNEP. A detailed description of the GTNetS Bluetooth implementation can be found
in [115].
It must be noted here that it is easy to extend GTSNetS to implement new MAC
protocols or individual functionalities of MAC protocols (e.g., collision avoidance).
This is particularly useful for sensor networks where it is sometimes not possible to
assume that a specific MAC protocol is established. For example, during the ini-
tialization of a sensor network no communication structure or MAC protocol can be
assumed [50]. In this case, initialization algorithms can incorporate simple function-
alities traditionally provided by a MAC protocol. As an example, we implemented in
GTSNetS a simple collision avoidance and handling mechanism for the ID assignment
algorithm proposed in Chapter 3. The collision is handled through avoidance and re-
covery. Collision avoidance is implemented using a simple mechanism where each
node waits a random time before sending a message. The value of this random time
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is chosen between a minimum and a maximum value. The interval of possible values
(maximum − minimum) is extended when the collision rate increases and reduced
when the number of collisions decreases. Recovery from collisions is implemented
through message retransmission when no acknowledgment is received.
2.3.2.3 Computing Unit
The computing unit consists of a micro-controller unit (MCU) running a set of ap-
plications. It controls the sensing unit, performs the signal processing and executes
the communication protocol. An application (class ApplicationSN) is attached to
each sensor node. This application can request a sensor to activate or deactivate
itself and can change the rate at which sensed data is collected. Another role of the
application is to model any necessary processing on sensed data before sending it
to other nodes in the network. It also receives and processes messages from other
nodes. These messages can contain sensed data, for example when neighboring nodes
aggregate their sensed data before sending a common message to the base station.
Nodes can exchange other types of messages such as messages related to collaborative
reconfiguration, self-initialization or cluster formation and cluster-head election.
Different applications can be implemented by extending the basic sensor net-
work application class (class ApplicationSN). Currently, several applications are
implemented including a distributed identification application, several fault-tolerance
applications and several reconfiguration application.
The distributed identification application is used to assign globally unique IDs to
all nodes in the sensor networks. This is done in an energy efficient way by using only
the minimum number of bytes required to code the number of IDs corresponding to
the total number of nodes in the network. The algorithm executes in a distributed
during the initialization phase. A detailed description of this application is given
in [69].
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Two applications were implemented to handle the fault-tolerance problem in sen-
sor networks by extending ApplicationSN. The first approach implements a Bayesian
fault-tolerance algorithm presented first in [49]. The algorithm allows each node to
detect the presence of a sensor failure by comparing its sensor reading with the ones
of its neighbors using a spatial correlation mechanism. A problem with this approach
is that it makes two unrealistic assumptions consisting of assuming that all nodes
have identical failure probabilities that are known prior to the deployments. The
simulation results obtained using GTSNetS agree with the results presented in the
original paper that were obtained using MATLAB and with the theoretical results.
This increases the confidence in the correctness of the models used in GTSNetS.
The Bayesian fault-tolerance algorithm was extended to relax the assumptions
of identical and known failure probabilities. This extended solution integrates the
possibilities of nodes having different failure probabilities, which could come, for ex-
ample, from changing energy constraints of some of the nodes or nodes having sensors
with different capabilities. This solution does not require the failure probability to
be known prior to the deployment. Rather, each node learns its failure probability
as it operates by comparing its performance with the performance of its neighbors.
For more details on this application and on its performance compared to the original
Bayesian algorithm, refer to [70].
Several applications were also implemented to handle the reconfiguration problem
in sensor networks. The problem consists of maximizing the overall network lifetime
while maintaining a required quality of service. This is done by turning some of the
nodes off when they are not needed to maintain the required quality of service. The
required quality of service could be defined, for example, in terms of coverage and
connectivity levels. To solve the reconfiguration problem, it was decided to interface
GTSNetS with GLPK (GNU Linear Programming Kit). GLPK is a software package
intended to solve large-scale optimization problems, such as linear programming (LP)
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and mixed integer programming (MIP)[59].
The energy consumption of the MCU depends greatly on the required level of
performance, and therefore, will be determined by the choice of MCU offering the
level of performance required by the specific sensor network application. MCU can
run in several modes (active, idle, sleep) and uses energy during transition between
modes that needs to be included in determining the overall energy consumption of
the unit. Two computing energy models are implemented in GTSNetS. The first
computing energy model considers that there is a constant energy dissipation per bit
processed (Ec). The computing energy is, then, given by:
EComp = Ecb (12)
where b is the number of bits in the processed stream. Ec can range from 1 pJ/bit to
tens of nJ/bit depending on the application [11].
The second model considers that the energy consumption in the computing unit
can be divided into the switching energy ESwitch and the leakage energy ELeakage [7,
37, 94]. The switching energy is consumed when transferring between internal states
of the micro-controller, while the leakage energy represents the energy lost in the idle
mode. The leakage energy can be neglected in some cases, but it can also count for









CTotal is the total capacitance switched by the computation, VDD the supplied
voltage, Vt the thermal voltage, N the number of cycles and f the frequency of the
processor. The parameters n and I0 are processor dependent [37].
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2.3.2.4 Battery
The battery (class Battery) is modeled as an energy reservoir initially with a fixed
amount of available Joules. The remaining energy of the battery is updated (reduced)
every time an activity that consumes energy occurs: sensing, processing, transmitting,
or receiving. Every time the remaining energy is updated, the node lifetime is also
updated by adding the time since last update. The node lifetime is measured as
the time since the node starts: the node creation in the simulator or the node first
activation. The node dies when this remaining energy reaches a minimum threshold
specified by the user.
Modeling the battery as a reservoir of joules is rather a simplistic approach. A
more realistic model that accounts for the non-linear and recovery effects are planned
for addition.
2.3.2.5 Sink Node
The base station has all the components of a regular sensor node except the sensing
unit and the battery. It is in charge of gathering the sensed data from sensor nodes.
It also keeps track of the network lifetime. The network lifetime here is defined as
the amount of time during which the network has been able to accomplish its tasks
(for example collecting and relaying to the base station certain type of sensed data)
according to quality of service specification fixed by the user (for example, report this
data every T seconds along two different paths).
2.3.2.6 Tracing
GTSNetS provides for extensive packet tracing by extending the existing tracing
capabilities of GTNetS. By default, tracing occurs every time a message is sent or
received by a sensor node, or by the sink node. The user is given a wide set of tracing
options: the different types of energies (example sensing) at node level as well as
network-wide, node and network lifetime, the sensed data, location and whether the
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node is dead or still alive.
2.4 Simulation of Networked Control Systems
GTSNetS was extended to implement the simulation of networked control systems.
A networked control system consists of a set of control nodes having sensing, control
and actuation capabilities and interacting using an overlapping network [16]. In such
a system, any of the three main control loop tasks of sensing, control and actuation
can be performed in a distributed manner. The use of wireless sensor networks for
distributed control offers several benefits. It allows cost reduction and eliminates
the need for wiring. Wiring could become costly and difficult in the case of a large
number of control nodes needed for the sensing and control of a large process.
Control is an important application area of networked embedded systems and
sensor networks in particular. In fact, distributed control has been a standard for
large-scale processes, such as industrial automation and mobile robotics. From a
sensor network point of view, a sensor network can be used in several ways in a
control system.
2.4.1 Distributed Sensing with Centralized Control and Actuation
This approach consists of using an entire sensor network as the sensing entity in a
control system. This allows monitoring a large plant that cannot be covered using
a single sensor. It also allows for fault tolerance since sensor nodes can be deployed
to have several nodes covering each part of the plant. Information collected by the
different sensor nodes is fused and given as an input to the controller, which runs on
a supervisor node outside of the sensor network. The controller generates a signal
(action) that is applied to the plant by the actuator without involving the network.







At supervisor node At supervisor node
Figure 4: Distributed sensing with centralized control and actuation
2.4.2 Distributed Sensing and Actuation with Centralized Control
This approach is similar to the previous one. The main difference is that any corrective
action on the plant is now applied by individual sensor nodes after receiving control
commands from the controller. The controller is still run centrally at the supervisor
node. Actuation messages are addressed either to all nodes in the network or to
specific nodes as a function of their sensor readings. This could be the case, for
example, when nodes in a specific region are reporting exceptionally high values.
Figure 5 illustrates this approach.
2.4.3 Distributed Sensing, Control and Actuation
In this approach, the sensing, the control and the actuation are all performed inside
the network. In this case, each control system acts as a sensor node. Each node
can collect information about the plant, run control algorithms (act as a controller)
and apply any necessary actions (actuator role). These nodes collaborate to control
an entire system. However, each node monitors and actuates a specific plant that







Composition of sensor node
Supervisor node
Figure 5: Distributed sensing and actuation with centralized control
actuator and a plant in addition to its normal components. In this approach, the sink
node (base station) does not participate in the control process. It plays its traditional
roles of collecting information, storing it and relaying it to the outside world when










Figure 6: Distributed sensing, control and actuation
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2.4.4 Hierarchical Distributed Sensing, Control and Actuation
This approach is similar to the previous one, except that a supervisor node can now
affect the parameters of the control algorithm executed on individual sensor nodes. It
can, for example, change the reference value at individual nodes or load a new control
algorithm depending on the current state of the plant as reported by the individual
nodes. It can also change the parameters to adjust to changing network conditions.
For example, if the energy level becomes low at some of the nodes, these nodes can










Figure 7: Hierarchical distributed sensing, control and actuation
To implement these different control architectures, several classes were added to
GTSNetS. Due the modularity of GTSNetS, the addition of these classes does not have
any impact on the existing classes. It is facilitated by the possibility of code reuse in
GTSNetS. The first class (class Plant) models a plant. This class is derived from
the real sensed object class that is already in GTSNetS. The main difference is that the
plant can receive a command (signal) from an actuator. A second class implements
the actuator (class Actuator). An actuator has a plant object associated with it.
It can act on the plant in several manners depending on the commands received
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from the controller. Several methods of actuations are implemented. The user can
choose from these methods or implement his own if necessary. The controller is
modeled using an application class (class ApplicationSNController) derived from
the sensor network application class. Each controller has a specific actuator object
attached to it. This actuator object performs actions on the plant depending on the
control commands received from the controller application.
The different control architectures are implemented by attaching some or all of
these classes to individual nodes. To implement the first architecture (distributed
sensing with centralized control and actuation), we attach a plant object to each
sensor node. However, since these nodes do not perform the controller and actuator
roles, they each have a regular sensor network application. No actuator object is
attached to the sensor nodes. A controller application is attached to the supervisor
node. An actuator object is attached to this controller. This actuator acts on the
plant object, which is sensed by the sensor nodes.
In a similar way, the second architecture is implemented by attaching a controller
application to the supervisor node. However, this controller application gives com-
mands to actuators, which are attached to individual sensor nodes. Each actuator
acts on the plant object attached to its sensor node.
In the third architecture, a controller application is attached to each sensor node.
This application commands an actuator that acts on a plant, which is attached to
the same node. The sink node does not have any role in a fully distributed control
application such as this case.
The fourth architecture is implemented in a similar way to the third one, except
that a controller application is now attached to the supervisor node. This application
can modify the control algorithms or other parameters at the individual sensor nodes
depending on the information they supply.
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2.5 Experiments
The experiments reported here are described to show how GTSNetS may be used to
study the performance of a given sensor network under a specific configuration, and
therefore, to allow for comparisons between different architectural choices. This is
done through an example simulation. This section also reports results from a set of
experiments designed to demonstrate the scalability of GTSNetS and its capability
of simulating very large sensor networks.
2.5.1 An Example Simulation: Distributed Bayesian Fault-Tolerance Al-
gorithm
In this subsection, GTSNetS is used to simulate an existing fault-tolerance algo-
rithm [49] and verify that the obtained results correspond to the results published
by the original authors. The original results reported in [49] were obtained using
a MATLAB simulation and were found to agree in most part with the theoretical
values. The comparison between our results and the original ones helps confirm the
accuracy of GTSNetS models. The simulated algorithm provides fault-tolerance for
event-region detection using wireless sensor networks. Nodes are tasked to detect
when a specific event is present within their sensing range. Such an event could be
detected through the presence of a high concentration of a chemical substance. Each
node first determines if its sensor reading indicates the presence of an event before
sending this information to its neighbors or to a sink node. However, in case of failure
the sensor can produce a false positive or a false negative. That is, a high reading
indicating an event occurred when it did not or a low reading indicating the absence
of event when one occurred.
The solution presented in [49] considers a sensor reading of a high value as an
indication of the presence of an event, while a low value is considered normal. It
relies on the correlation between the node reading and the readings of its neighbors
to detect faults and take them into account in the final decision process. The following
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binary variables are used to indicate if a node is in an event region (value 1) or in a
normal region value (value 0):
• Ti: indicates the actual state at the node (in an event region or not).
• Si: indicates the state as obtained from the sensor reading. It could be wrong
in the case of failure.
• Ri: gives a Bayesian estimate of the real value of Ti using the Si values of the
node and its neighbors.
It is assumed that all the nodes have the same uncorrelated and symmetric prob-
ability of failure, p:
P (Si = 0|Ti = 1) = P (Si = 1|Ti = 0) = p (14)
The binary values Si are obtained by placing a threshold on the reading of the
sensor. The sensor reading when in an event region and when in a normal region are
considered to have means of mf and mn, successively. The error term is modeled as
a Gaussian distribution with mean 0 and standard deviation σ. In such a case, p is





Assume each node has N neighbors. Define the evidence E(a, k) as the event that
k of the N neighboring nodes report the same conclusion Si = a. Using the spatial
correlation, it can be proven that:




Each node can now estimate the value of Ri given the value of Si = a and Ei(a, k).
This is given by:
Paak = P (Ri = a|Si = a, Ei(a, k)) =
(1 − p)k
(1 − p)k + p(N − k) (17)
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P (Ri 6= a|Si = a, Ei(a, k)) = 1 − Paak =
p(N − k)
(1 − p)k + p(N − k) (18)
Three decision schemes can be used:
• Randomized: determine the values of Si, k and Paak; generate a random number
uε(0, 1); if u ≤ Paak, then set Ri = Si, else set Ri 6= Si.
• Threshold: a threshold θ is fixed in advance; determine the values of Si, k and
Paak; if θ ≤ Paak, then set Ri = Si, else set Ri 6= Si.
• Optimal threshold: determine the values of Si, k; if k ≥ N2 , then set Ri = Si,
else set Ri 6= Si.
It has been proved in [49] that the optimal value of θ in the threshold scheme
is 1 − p, which is equivalent to using the optimal threshold scheme. We therefore
study only the randomized and the optimal threshold schemes. Several metrics have
been developed to evaluate the performance of this Bayesian solution under different
settings. These metrics include:
• Number of errors corrected: number of original sensor errors detected and cor-
rected by the algorithm.
• Number of errors uncorrected: number of original sensor errors undetected and
uncorrected by the algorithm.
• Reduction in errors: overall reduction in number of errors, taking into account
the original errors and the ones introduced by the algorithm.
• Number of errors introduced by the solution: number of new errors introduced
by the algorithm.
A full description of these metrics as well as their theoretical values can be found
in [49].
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To simulate this particular solution, only one class (class ApplicationSNFToler)
was added to GTSNetS. The modularity of GTSNetS allows to reuse without any
change all the other modules: computing unit, communication unit, sensing unit
containing a chemical sensor with the appropriate accuracy model and sensed object.
A sensor network of 1, 024 nodes deployed in a uniform grid in a region of 680
meters by 680 meters is simulated. Neighboring nodes are separated by 20 meters.
The communication range is set to 23 meters. Each node takes into account its
immediate neighbors (nodes within its communication range) in its decision scheme.
One source (sensed object) was placed at the lower left corner of the region of interest.
The sensing range was set to 93 meters. These numeric values are only different from
the ones in [49] by a scaling factor.
Figures 8 and 9 give some of the performance metrics results for the optimal
threshold and randomized schemes for various fault rates. This results were obtained
by averaging over 1, 000 runs. It can be seen that both decision schemes correct a high
percentage of original errors (about 90% for the optimal threshold and 75% for the
randomized scheme at 10% failure rate). These graphs are in agreement with the ones
reported in the original paper [49] and with the theoretical values, which increases
the confidence in the correctness of GTSNetS. The simulations in [49] were conducted
using MATLAB and did not take into account many of the real-life communication
aspects and energy constraints that are modeled in GTSNetS.
Clearly, the optimal threshold scheme performs better than the randomized scheme.
This is expected and is in accordance with the findings in [49]. However, the ran-
domized scheme has the advantage of giving a level of confidence in its decision to
set Ri = Si or not. This confidence level is given by Paak. This is not possible in the
case of the optimal threshold scheme.
It is worth noting, here, that all the different simulations here took a relatively
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Figure 9: Performance metrics for the randomized scheme
51
In fact, for every set of simulation parameters, 1, 000 runs were completed in about
5 minutes. The simulator scalability is further investigated in the next subsection.
2.5.2 Scalability Testing
A set of tests was conducted to determine the capability of the simulator to simulate
large sensor networks. These tests use the scenario below but with varying number
of nodes and size of the deployment region.
1. Sensor Nodes are uniformly distributed in a square region: each sensor node
has 4 neighbors in its communication range. Every two neighboring nodes are
separated by a distance of 20 meters.
2. The sink node is located at the lower left corner of the deployment region.
3. Each sensor node has a battery with an initial energy of 2 Joules.
4. Each senor node has a temperature sensor.
5. Each node has a communication range of 21 meters.
6. Typical energy consumption parameters given in [11] were used for the energy
models.
7. Directed diffusion is used as a routing protocol.
8. The sink node floods the network with an interest (request) at the beginning
of the simulation. This interest has the following characteristics: interest in
temperature from nodes in the 400 meters per 400 meters upper left subregion
of the deployment area every 30 seconds throughout the lifetime of the nodes.
9. The sink node declares the network dead if it does not receive any message for
a period of 500 seconds.
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The tests start by simulating networks of thousands of nodes deployed in a small
region and gradually increase the number of nodes while increasing the size of the
region of deployment until reaching the limit that can be handled by the simulator.
The simulator reaches the limit if the simulation does not finish properly due to
insufficient virtual memory on the simulation platform.
These tests showed that in this scenario, GTSNetS can simulate networks of up
to several hundred thousands of nodes. In fact, the largest simulated network in our
experiments consists of a network of 200, 000 sensor nodes.
Figure 10 plots the network lifetime versus the number of sensor nodes. It shows
that globally the lifetime decreases when the network get larger. This result is ex-
pected, since larger networks result in more hops on average per message transmitted.
This means that more and more nodes lose energy while relaying messages containing
data collected by other nodes, since sensor nodes collecting data are farther from the
base station. In addition, the farther away are nodes collecting data, the greater is the
number of possible paths that deliver the sensed data to the base station. There is no
path reinforcement, which results in selection of some paths among all the available
ones, so the data is sent on all the possible paths. The multiplication of paths induces
higher energy consumption per message at the nodes closer to the base station. This
in turn lowers the lifetime of these nodes and of the overall network.
Figure 11 plots the amount of memory used by the simulator as a function of
the size of the simulated network. It can be seen clearly that GTSNetS is capable
of simulating large networks of several hundred thousand nodes on machines having
less than 2 GB of memory. Even though the used memory increases with the network
size, it remains relatively small, and the memory requirement can be met by a typical
desktop computer or workstation.
Figure 12 gives the execution time as a function of the network size. The execution
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Figure 12: Simulation execution time vs. network size
expected, this time increases as the network size increases. However, the execution
time remains very low even for these large networks: the simulator requires less than
7 minutes to simulate a network of 10, 000 nodes and only about 3 hours to simulate
a network of 200, 000 sensor nodes.
2.6 Conclusion
This chapter described the design and implementation of GTSNetS and illustrated
how it can be used to study sensor networks. One of the main benefits of GTSNetS is
its scalability to network size. In fact, it has been demonstrated, through simulation
results, that it can be used to simulate networks of several hundred thousand nodes.
Other important features of GTSNetS include the fact that it is modular and easily
extensible by users to implement additional architectural designs and models. It also
supports the simulation of networked control systems having sensing, control and
actuation capabilities which have been lacking in other sensor network simulators.
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GTSNetS is extensively used in the coming chapters to evaluate the algorithms
proposed to handle the global ID assignment and distributed detection problems in
sensor networks.
GTSNetS is distributed under the GNU General Public License and can be ob-




DISTRIBUTED GLOBAL ID ASSIGNMENT FOR
SENSOR NETWORKS
The first algorithm contributed in this work handles the global ID assignment prob-
lem for wireless sensor networks. The need for global ID assignment is motivated in
Section 3.1. The related work is discussed in Section 3.2. In Section 3.3, the proposed
algorithm is discussed for the case of sensor networks with synchronized deployment.
The theoretical analysis of the proposed algorithm is presented in Section 3.4. Sec-
tion 3.5 discusses extensive simulation evaluation of the algorithm. The algorithm
is extended in Section 3.6 to handle the case of sensor networks with asynchronous
deployment. Section 3.7 presents simulation results for the extended algorithm. Sec-
tion 3.8 discusses the cost and benefit of using our ID assignment algorithm. The
chapter is concluded in Section 3.9.
3.1 Motivation
The communication range of individual sensor nodes is generally limited, and com-
munication is often carried out in a multi-hop manner. There is a need to have a
unique identifier in the header of every unicast packet. In fact, routing protocols need
to uniquely identify the final destination as any node in the network can be a poten-
tial destination. Several routing protocols use attribute-based routing and therefore
can use attributes as global identifiers. However, even these protocols require the
existence of unique IDs at a local level. This is the case for directed diffusion [44]
and geographical routing protocols such as the one proposed in [112]. Network-wide
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unique IDs are beneficial for administrative tasks requiring reliability, such as con-
figuration and monitoring of individual nodes, and download of binary code or data
aggregation descriptions to sensor nodes [30]. Network-wide unique IDs are also
required when security is needed in sensor networks [46]. Several MAC protocols
requiring the preexistence of network-wide unique IDs have also been proposed for
sensor networks [113].
Assumption of the preexistence of network-wide IDs is not realistic in the case of
sensor networks. The preexistence of network-wide global IDs requires hard-coding
these IDs on nodes prior to the deployment. This is costly in terms of time and effort
when a network contains thousands to hundreds of thousands of nodes. Another
alternative is to have MAC addresses that are unique for every manufactured sensor
node, as is the case for Ethernet cards [103]. This is not a desirable approach because
of the coordination it requires and the fact these IDs would have to be lengthy and
therefore costly to use in packet headers.
An obvious ID assignment strategy is to have each node randomly choose an
ID such that the probability of any two nodes choosing the same ID is very low.
However, for this probability to be low, we need the IDs to be very long, which is again
costly in terms of energy [97]. An ID assignment solution should, ideally, produce
the shortest possible addresses because sensor networks are energy-constrained. The
usage of the minimum number of bytes required is motivated by the need to limit
the size of transmitted packets, in particular the header. In fact, communication is
usually the main source of energy drain in a sensor node [91]. For this reason, sensor
networks are designed to limit the amount of data transmitted, for example through
data aggregation. This reduces the payload of transmitted packets, which makes the
header size even more significant.
In this chapter, we introduce an algorithm that assigns unique IDs to sensor nodes
using only the minimum number of bytes required to assign each node in the network
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a unique ID. The algorithm does not assume the pre-existence of any type of iden-
tification and scales well with the size of the network. We also do not assume the
existence of any specific communication protocol. In particular, the preexistence of a
specific collision avoidance mechanism is not assumed. The algorithm handles colli-
sions through avoidance and recovery. Collisions are avoided through the scheduling
of transmissions at random times. If collisions occur, they are detected through a
confirmation mechanism, and recovery is performed by retransmitting colliding pack-
ets. Our algorithm can handle the case of asynchronous wake-up. Nodes can join
the network after the execution of the algorithm and still obtain a unique ID in an
energy efficient manner. The handling of asynchronous wake-up is particularly im-
portant in the case of sensor networks where many nodes may be in a sleep state
during the initialization phase for the purpose of energy saving and network lifetime
optimization [50].
The algorithm can be divided into three main phases. In the first phase, a tree
structure is established and, at the same time temporary long IDs are assigned. These
temporary IDs are used for reliable communication during the remaining two phases.
In the second phase, the size of sub-trees is reported bottom-up from leaf nodes to
the root. In the third phase, the final short IDs are assigned. Each participating in
the initial phase of the algorithm request additional spare IDs that are used to locally
assign unique IDs to neighboring nodes that asynchronously join the network.
We analytically prove the correctness and termination of the algorithm. We also
assess its performance in terms of the execution time and the probability that a node
is left without an assigned ID at the end of the algorithm.
3.2 Related Work
In general, network-wide unique addresses are not needed to identify the destination
node of a specific packet in sensor networks. In fact, attribute-based addressing fits
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better with the specificities of sensor networks [32]. In this case, an attribute such
as node location and sensor type is used to identify the final destination. However,
different nodes can have the same attribute value, in particular in the same neigh-
borhood. Thus, there is a need to uniquely identify the next hop node during packet
routing [6]. Furthermore, it is possible that two neighboring nodes have the same
attributes. For instance, it is likely that some nodes will have the same location in a
dense sensor network. In addition, the number of bits required to represent attribute
information (for example the node geographical coordinates) may be large rendering
this approach less attractive from a communication energy point of view [117].
In [72], the authors propose an algorithm that assign globally unique IDs. Like
our algorithm, it uses a tree structure to guarantee the uniqueness of each ID. The
algorithm is similar to the first phase of our algorithm. It starts with the sink node
broadcasting a message that contains its ID and a parameter b given the size in bits
of one-hop ID. Successive nodes choose a parent node among their neighbors that
already have an ID. The node then randomly chooses an ID of size b bits and relays
on its parent to guarantee no other node has chosen the same ID. The node then
appends its chosen to ID to the ID of its parent to create a unique ID. The main
difference between this algorithm and ours is that it does not use the network size to
minimize the size of node IDs. Our algorithm, in contrast, not only assigns unique IDs
but also guarantees that these IDs are of minimum length. This is is a considerable
advantage considering that sensor networks are energy-sensitive.
Several schemes have been proposed to assign locally unique addresses in sensor
networks. In [91], Schurgers, et al., developed a distributed allocation scheme where
local addresses are spatially reused to reduce the required number of bits. The pre-
existing MAC addresses are converted into locally unique addresses. Each locally
unique address is combined with an attribute-based address to uniquely determine
the final destination of a packet. This use of locally unique addresses instead of global
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addresses does not affect the operations of the existing routing protocols. This solu-
tion assumes the preexistence of globally unique addresses, which our algorithm does
not assume. Our solution can be used to assign these global addresses prior to the
use of the method in [91]. Our proposed solution allows for asynchronous wake-up.
When a new node joins the network, it chooses a random address and shares it with
its neighbors. The neighbors compare the new address with the addresses of other
neighbors to detect and resolve any conflicts.
In [6], Ali, et al., proposed an addressing scheme for cluster-based sensor net-
works [38]. To prevent collisions, nodes within the same cluster are assigned different
local addresses. Non-member one-hop and two-hop neighbors must also have different
local addresses to avoid the hidden-terminal problem. The network is divided into
hierarchical layers where the number of layers increases with the number of nodes
in the network. Global IDs are obtained by concatenating the local address and the
addresses of the head nodes of the different layers. This solution suffers from the fact
that the address size increases with the number of layers as 6 bits are added for each
layer. This makes this solution less attractive due to the energy cost of using global
IDs in the case of large sensor networks. In addition, this solution can be used only
with cluster-based routing and does not extend to the case of multi-hop routing [39].
In [30], Dunkels, et al., developed a spatial IP addressing scheme using node
location. The (x, y) coordinates of a node are used as the two least significant bytes
of its spatial IP. This solution is particularly attractive since it can facilitate the
interaction between sensor networks and other types of networks. However, it also
suffers from the large size of generated addresses leading to higher overhead. It also
requires the existence of a localization mechanism since it assumes that nodes are
location-aware.
In [117], the authors propose a local ID assignment scheme where address conflicts
are resolved in a reactive way. Nodes randomly choose an address that is likely to be
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unique within a 2-hop neighborhood. No conflict resolution is performed until nodes
need to enter in a communication. For instance, interest broadcasting in directed
diffusion can be used to resolve conflicts. In this case, the sink node discovers the
existence of identical IDs between its immediate neighbors. The conflicting nodes
are notified and choose new IDs. Each node that forwards the interest message uses
the response messages to detect ID conflicts among its neighbors. The delaying can
help save energy by avoiding any unnecessary conflict resolution. In particular, if two
neighbors have the choose the same local ID but are never active at the same time,
resolving such a conflict amounts to a waste of energy resources. However, resolving
ID conflicts reactively can be problematic if the sensor network requires time-sensitive
exchange of information, since messages can be delayed to resolve an ID conflict.
In [66], Motegi et al. propose an on-demand address scheme. To reduce the
number of bits required to represent addresses and the number of control messages
needed to establish these addresses, the authors propose to assign temporary addresses
to nodes detecting an event on an on-demand basis. When a node becomes active
(detects an event), it chooses a random network-wide ID and sends a route request
to the sink node using the AODV protocol [77]. The intermediate and the sink node
perform a conflict resolution. Once the node communication with the sink node
terminates (the node is no longer active), its address goes back to the free address
pool and can be used by newly active nodes. This approach can effective reduce the
number of bits required for globally unique IDs. However, it assumes the pre-existence
of some of form of network-wide unique IDs (e.g., MAC or IP addresses). The pre-
existing addresses are needed to establish locally unique and permanent addresses
used by the proposed algorithm for neighbor identification and collision avoidance.
In [55], the authors present the GREENWIS algorithm designed to assign group
IDs. The objective is to assign group IDs rather than individual node IDs. Neigh-
boring nodes share the same group ID, which allows the number of bits required to
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represent each to be much smaller. The main problem with this approach is that it
can be used to provide functionalities such as collision avoidance as all neighbors are
assigned the same ID.
The ID assignment problem is related to the overall sensor network initialization.
Initialization can be viewed as the mechanism needed for individual sensor nodes to
become an integral part of a sensor network. When a sensor network is initially de-
ployed, there is no established structure to allow nodes to efficiently communicate [50].
The initialization has the objective of transitioning from this unstructured state to a
structured network and the establishment of a MAC protocol to allow efficient infor-
mation dissemination. An important way to structure sensor nodes into a network
is through the use of clustering techniques [47, 99, 50]. Many of the clustering al-
gorithms that have been proposed for sensor networks assume the pre-existence of
unique node IDs. For example, in the approach proposed in [50] a newly active node
that wants to join the network waits for messages from neighboring dominators (clus-
ter heads) before trying to become a dominator. A unique ID is needed to distinguish
between the different dominators in the neighborhood. The ID assignment algorithm
proposed here can be used as part of the overall network initialization phase. In this
way, the initialization does not need to require the pre-existence of node IDs. Like
the work in [50], our approach does not assume that all nodes wake-up at the same
time. We also do not assume the existence of a specific collision avoidance protocol.
3.3 Unique ID Assignment Algorithm
We present a distributed algorithm that assigns globally unique IDs to sensor nodes.
Initially, we assume that all nodes are awake during the execution of the algorithm.
This assumption is relaxed later in this chapter to accommodate a dynamic network
where nodes can join the network at any time during the execution of the algorithm
or after its termination. The algorithm can be divided into three main phases. In
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the first phase, the objective is to assign temporary unique identifiers in the form of
potentially long vectors of bytes. A tree structure rooted at the node initiating the
algorithm is established during this phase.
In the second phase, the temporary identifiers are used to reliably compute the
size of each sub-tree and report it to the parent node. This process is done for each
sub-tree from leaf nodes until the root node. At the end of this phase, the initiator
knows the total size of the network. This allows the initiator to compute the minimum
number of bytes required to give a unique ID to each node in the tree.
The third phase consists of assigning final IDs to each node in the network going
from the root to the leaf nodes. These different phases are now described in detail.
3.3.1 Phase 1: Tree Building and Temporary ID Assignment
In this phase, temporary IDs are assigned and a tree structure is established. The
temporary ID of a particular node is a vector of bytes that uniquely identifies it.
The temporary ID of a child node has one byte more than that of its parent. We
assume a network density, such that no node has more than 256 neighbors. However,
for networks of higher density, temporary IDs can be modified to be vectors with
elements of 2 or 3 bytes as needed. The algorithm starts with the initiator node,
typically the base station, choosing its temporary ID to contain one byte of value
0, and broadcasting an initialization message of type 1. Each node receiving an
initialization message for the first time considers its parent to be the sender of the
message and initializes its temporary ID to that of its parent node.
The receiving node then randomly chooses a 4-byte integer and sends it in a
message of type 2 to its parent node. This message also contains a retry counter.
Upon reception of a new message of type 2, the parent node checks if any other child
node had already chosen the same random number. If so, a reinitialization message
of type 3 is sent to the child node. If no other child had chosen the same number, the
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parent node sends a message containing an assigned ID of one byte that is different
from the ones sent to other children nodes. This message is of type 4. The reception
of this message is confirmed to the parent by a confirmation message of type 5.
After receiving the message of type 4 containing the 1-byte unique child ID, this
byte is added at the end of the temporary ID. The child node then schedules the
sending of an initialization message at random time uniformly distributed between
timeWait and 2× timeWait. At the scheduled time, the node sends an initialization
message of type 1 and waits for a certain amount of time (5 × timeWait) to hear
from any potential children. If any child responds within this period, the previous
procedure of assigning one byte ID repeats itself. If no child responds, the node
considers itself a leaf node.
All messages except the ones of type 1 are exchanged in a reliable way. A mes-
sage of type 2, which contains the random 4-byte integer chosen by a child node, is
confirmed by the reception of a message of type 3 (reinitialization message) or type
4 (containing a 1-byte assigned ID). A message of type 3 is resent if the parent node
receives a second message of type 2 with the same 4-byte ID. A message of type 4 is
confirmed through the reception of the confirmation message of type 5. If a message
is not confirmed within a random period chosen uniformly between timeWait and
2× timeWait, the message is resent. The node keeps checking for a confirmation and
resending until the message is confirmed.
Figure 13 illustrates the messages exchanged between a parent node and a child
node during phase 1 when no reinitialization message is sent. A reinitialization mes-
sage makes the child node resends the message of type 2. At the end of this exchange,
the child node has a temporary ID that is 1 byte longer than the one of its parent
node. The child node then sends its own message of type 1. Algorithm 3.3.1 gives the
pseudo code of the first phase. Note that at the end of this phase every node knows




























Figure 13: One step of phase 1 with no reinitialization message
3.3.2 Phase 2: Collecting the Sub-Tree Sizes
In this phase, nodes report their sub-tree sizes from the leaf nodes to the root node.
The sub-tree size of a particular node is the number of nodes contained in the tree
rooted at that node at the end of phase 1. A node that is declared leaf at the end
of phase 1 considers its sub-tree size to be 1 and sends it as a message of type 6
to its parent. A non-leaf node waits until it receives sub-tree sizes from all of its
children nodes before sending its sub-tree size to its parent. Sub-tree size messages
are confirmed by the parent node with a confirmation message of type 7. Figure 14
illustrates the message exchange during phase 2 to collect the sub-tree sizes.
When the initiator receives sub-tree size messages from all of its children, it knows
the total number of nodes in the network. This total is used to compute the minimum
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Algorithm 1 Phase 1: Temporary ID Assignment
ChildB := 1
idConfirmed := false
if initiator is true then
tempId := 0
send an initialization message of type 1
end if
if receive message msg of type 2 then
if a child already have same intId then
send reinitialization message of type 3
end if
if no child already has same intId then
add to children list
choose a random time rt
schedule checking for confirmation at rt
send message of type 4 with ChildIdB
ChildIdB := ChildIdB + 1
end if
end if
if receive msg message of type 5 then
if msg.dest = tempId then





if receive first message msg of type 1 then
idAssigned := true
tempId := msg.source
choose a random 4-byte intId
choose a random time rt
schedule checking for confirmation at rt
send message of type 2 with intId
end if
if receive msg message of type 3 then
choose a different random 4-byte intId
choose a random time rt
schedule checking for confirmation at rt
send message of type 2 with intId
end if
if receive msg message of type 4 then
if idConfirmed is true then
update timeWait
resend message of type 5
end if
if idConfirmed is not true then
update tempId and idConfirmed
update timeWait
choose a random time rt
schedule sending message of type 1 at rt















































Figure 14: One step of phase 2
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number of bytes needed to code a unique final ID for each node in the network. These
IDs are assigned in phase 3 of the algorithm. Algorithm 3.3.2 gives the pseudo code
of the second phase. Note that at the end of this phase every node knows its sub-tree
size as well as the sub-tree size of each of its children nodes.
Algorithm 2 Phase 2: Sub-tree Sizes Collecting
subtreeSize := 1
sizeConfirmed := false
if receive msg message of type 6 then
find ch, the corresponding child
if ch.sizeReceived is true then
resend message of type 7
end if
if ch.sizeReceived is not true then
ch.subtreeSize and ch.sizeConfirmed
subtreeSize := subtreeSize + ch.subtreeSize
send message of type 7
choose a random time rt
schedule checking if all sub-tree sizes received at rt
end if
end if
if leaf is true then
choose a random time rt
schedule checking for confirmation at rt
send message of type 6
end if
if receive msg message of type 7 then




if sub-tree size messages received from all children and initiator is not true then
choose a random time rt
schedule checking for confirmation at rt
send message of type 6
end if
3.3.3 Phase 3: Final Unique ID Assignment
In this phase, the final unique IDs are assigned by each parent node to its children
nodes starting from the root. Final IDs are coded using the same number of bytes
(i.e., 1, 2, 3, or 4) for all nodes. The initiator is assigned an ID of 0. It sends a final
ID message (message of type 8) to each of its children nodes. Each message contains
a unique ID and the number of bytes to be used to code IDs. Final ID messages are
confirmed with messages of type 9. Each node receiving a message of type 8 takes
the ID it contains as its final ID and knows that a number of IDs starting from its
ID and containing as many IDs as needed is reserved for the IDs of the nodes in its
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sub-tree. Each non-leaf node receiving a final ID message confirms it and assigns IDs














































Figure 15: One step of phase 3
Figure 15 illustrates the message exchange during phase 3 to allocate the final
IDs. Each node allocates its ID plus 1 to its first child and then allocates IDi to
the ith child with IDi+1 = IDi + Si, where Si is the sub-tree size of the i
th child.
Algorithm 3.3.3 gives the pseudo code of the third phase. At the end of this phase,
every node in the network knows its final ID. These final IDs are coded using the
minimum number of bytes.
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Algorithm 3 Phase 3: Final IDs Assignment
if sub-tree size messages received from all children and initiator is true then




choose random time rt
schedule checking for confirmation at rt
send message of type 8 to first child with currentId
end if
if receive msg message of type 9 then
find ch, the corresponding child
if ch.idF inalConfirmed is true then
ignore
end if
if ch.idF inalConfirmed is not true then
ch.idF inalConfirmed := true
currentId := currentId + ch.subtreeSize
if more nodes in the children list then
choose random time rt
schedule checking for confirmation at rt




if receive msg message of type 8 then
if idAssignedF is true then
resend final ID confirmation message of type 9
end if
if idAssignedF is not true then
idAssignedF := true
myId := msg.minId
currentId := myId + 1
send message of type 9 to parent node
choose random time rt
schedule checking for confirmation at rt





Assuming a single channel, if a node ns is transmitting a message to a node nr, a
collision occurs if nr is already in the process of receiving from a different node. The
algorithm does not assume the existence of any specific MAC address. In particular,
no collision avoidance mechanism is required. Collision is handled in the sense that all
messages except the initialization message (message of type 1) received by a node are
confirmed by an acknowledgment message. Before sending a message, a node chooses
randomly an integer number rn between 0 and RANDMAX, and waits for a time
equal to (1+ rn÷RANDMAX)× timeWait. If it does not receive the confirmation
within the random waiting time, it resends the message and keeps doing so until
receiving the confirmation.
The node adapts the parameter timeWait to the traffic condition. In fact, this
parameter is increased by half of its initial value (timeWaitI) every time an expected
confirmation is not received, unless timeWait has already reached an upper limit set
to 5× timeWaitI. Upon the reception of a message, timeWait is reduced by half of
timeWaitI, unless a lower bound, set to the initial value, is already reached.
For the message of type 1, it is assumed that every node has several neighbors.
Each neighbor sends an initialization message at different times (randomly chosen
after the first phase) to reduce the probability of collision. Therefore, a node has
several possibilities of receiving an initialization message.
3.4 Theoretical Analysis
This section contains the theoretical evaluation of the unique ID assignment algo-
rithm. In particular, the correctness of the algorithm is analyzed. We also prove that
the algorithm terminates naturally and give an upper limit on the average energy
consumption per node. Since the initial assignment messages (of type 1) are sent in
a reliably, we also analyze the probability of a node being left out by the algorithm.
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Such a node does not participate in the algorithm and is not assigned an ID.
In this section, we study the case of a synchronized wake-up where all nodes
composing the network participate in the initial phase of the algorithm. In particular,
the following properties are assumed. The case of asynchronous wake-up is handled
in Section 3.6 later in the chapter.
Assumption 1 All nodes are assumed to be awake during the initial phase of the
algorithm.
This assumption implies that no node is allowed to join the network after the initial
phase of the algorithm. A node joining the network after all messages of type 1 have
been sent by its neighbors cannot participate in the algorithm and will not receive an
ID.
Assumption 2 All nodes that participate in the initial phase of the algorithm are
assumed to remain active until the termination of the algorithm.
This assumption is needed to avoid that a parent or a child node waits indefinitely
for a message for a node that is no longer active. As shown later in the theoretical
and simulation analysis, this assumption is realistic since the algorithm terminates
in a relatively short time. This implies that it is unlikely that a node will run out of
energy during the execution of the algorithm.
The two assumptions above are relaxed in Section 3.6.
3.4.1 Model
The evolution of each node, except for the initiator, is modeled as a stochastic process
with state space of s = {0, 1, 2, 3, 4, 5}. The different states are defined as follows:
1. State 0: A node is in state 0 if it did not yet receive any initialization message
(message of type 1).
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2. State 1: A node is in state 1 if it has already received an initialization message,
is still waiting for its temporary ID to be confirmed by its parent node.
3. State 2: A node is in state 2 if its temporary ID has been confirmed by its
parent node, but it did not yet send a message of type 1.
4. State 3: A node is in state 3 if its temporary ID has been confirmed by its
parent node, it has sent a message of type 1, but did not yet send its sub-tree
size message. This could be because it is still waiting to know if it is a leaf, or is
still waiting for at least one child node to report the size of its sub-tree. It could
also be during the period after receiving all sub-tree sizes, but the scheduled
time to send its sub-tree message has not been reached
5. State 4: A node is in state 4 if it has already reported its sub-tree size to its
parent node but is still waiting to receive its final ID.
6. State 5: A node is in state 5 if it has already received its final ID.
Clearly, state 5 is a stable state after which the node does not go back to any other
state. It is also clear that a node can only go to the next higher state or remain in its
current state. That is, for example, a node in state 3 can only go to state 4 or remain
in state 3. The probability that a node changes its state depends on its current state
as well as the states of the neighboring nodes. In fact, the neighbors influence the
node state in several ways. A non-initiator node currently in state 0 can go to state
1 only if at least one of its neighbors is already in state 2. A non-leaf node in state 3
can change to state 4 only if all of its children nodes (a sub-set of its neighbors) are
already in state 4. A non-initiator node currently in state 4 can go to state 5 only if its
parent node is already in state 5. More generally the neighbors affect the probability
of change in the sense that they can cause collisions if transmitting simultaneously.
Collisions cause messages to be retransmitted and delay state changes.
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We define the probability pi(t) as the probability that when the node is in state i
at time t, it goes to state i + 1 in the next step (t + 1) with i between 0 and 4. As
stated earlier, the value of pi(t) depends on the current state of the node as well as the
current states of its neighbors, in particular its parent and children nodes. Figure 16
gives the state diagram.
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Figure 16: States diagram
3.4.2 Performance of the Algorithm
In this subsection, several properties of the algorithm are proved. In particular,
the termination and correctness of the algorithm are studied. We also study the
probability of a node not being assigned an ID at the end of the algorithm. This is a
measure of the effectiveness of the algorithm. We also look at the energy cost of the
algorithm.
The following lemma shows that if nodes do not die during the execution of the
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algorithm, then the algorithm terminates.
Lemma 1 Under Assumption 2, the algorithm terminates.
Proof 1 The statement in this lemma is equivalent to declaring that any node reach-
ing state 1 in the states diagram will eventually reach state 5 if no node dies during the
algorithm execution. This is clearly the case when the probabilities p1(t), p2(t), p3(t),
and p4(t) are each greater than 0. Each of these probabilities is permanently equal to
0 only if a neighboring node with which the node interacts in the current state (parent
or child node) is no longer alive. In fact, if such a node dies, the dependent node can
continue sending a message indefinitely while waiting for a confirmation. It can also
indefinitely wait for a size message (in case of parent node) or a final ID message (in
a case of a child node). If no node in the network dies, each of the probabilities p1(t),
p2(t), p3(t), and p4(t) does not remain equal to 0 all the time. Therefore, each node
reaches the final state. The algorithm terminates when all leaf nodes reach the final
state (state 5 in the states diagram).
Before studying the correctness of the algorithm, we look at the possibility of two
nodes with the same parent receiving the same temporary ID. This occurs only when
two children of the same node choose the same 4-byte ID in first phase and respond
simultaneously with messages of type 2 to the initialization message and their parent
receives only one of the two messages. For the two nodes to end up with the same
temporary ID, they need also to send simultaneously the confirmation message of
type 5 and for their parent to receive one and only one of these messages.
We define Pi2 as the probability of two nodes having two identical temporary
IDs. As we can see, Pi2 is very low because the occurrence of two nodes having two
identical temporary IDs is conditioned on the joint occurrence of a successive number
of independent events each having a very low probability. In fact, Pi2 ≤ Pf , where
Pf is the probability of any two nodes in the network with the same parent choosing
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the same 4-byte integer. It can be proved that for a network of n nodes each having
no more than 256 neighbors, we have Pi2 ≤ Pf ≤ (n× 256)÷ 232. For n = 10, 000, we
obtain Pi2 ≤ 5.96×10−4. The following lemma states the correctness of the algorithm.
Lemma 2 Under Assumptions 1 and 2, each node receives a unique ID with a high
probability of 1 − Pi2, where Pi2 is as defined above.
Proof 2 The proof comes from the nature of the assignment of temporary and final
IDs. Since temporary IDs are assigned in a hierarchical way with children of same
node all having different IDs, phase 1 ends with every node having a different tem-
porary ID. The only exception is when two nodes receive the same temporary ID. In
phase 3, each parent node, starting from the initiator, reserves a different set of final
IDs for each of its children nodes having different temporary IDs to assign to its sub-
tree. Therefore, every node having a unique temporary ID ends with a unique final
ID. This proves the correctness of the algorithm.
We now determine the probability that a message is successfully transmitted by
the first trial and the probability of reception by the second trial. A message is not
successfully transmitted if a collision occurs or a bit error prevents the successful
interpretation of the message or the corresponding acknowledgment.
A collision is detected by the sender node, ns, when it does not receive the cor-
responding confirmation message in a randomly predetermined time period. As ex-
plained in Subsection 3.3.4, the length of this time period is uniformly distributed
between timeWait and 2 × timeWait. If no confirmation is received, the message
is resent at the end of this period. A collision occurs if the receiving node, nr, is
currently in the process of receiving a different message. It also occurs if a different
neighbor of nr broadcasts a message while the current message is being received. If
the size of the current message is S bytes and the capacity of the radio is B kbps,
the transmission (reception) time of the message is given by: Tt = 8S ÷ (1, 000×B).
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Suppose that the transmission starts at t0, the current message is not received (colli-
sion) if at least one of the other neighbors nr transmits a message in the time interval
[t0 − Tt, t0 + Tt]. If nr has k neighbors, including the sender ns, each neighbor trans-
mits at most one message during each period of length tw0, where tw0 is the initial
value of timeWait. Consequently, there are at most k− 1 messages sent by the other
neighbors. Each message is followed by a confirmation message except for a message
of type 1 or when confirming a previous message from nr. Therefore, there are at
most k− 1 confirmation messages and a total of 2× (k− 1) messages. Assuming that
all messages have approximately the same size S, the current message encounters a
collision if its reception starts in one of at most 2 × (k − 1) transmission periods of
length 2 × Tt.
A message cannot be correctly interpreted if it experienced a bit error, which has
the same effect as a collision : the message must be retransmitted. If we consider
a bit error rate of BER, it can be easily verified that the probability of a message
and corresponding acknowledgment of size 2× S experiencing a bit error is given by:
Pe = 1 − (1 − BER)S×8.
The following lemma bounds the probabilities that a message is received succes-
sively after one or two trials.
Lemma 3 If tw0 is such that Pc = 32 × (k − 1) × S ÷ (1, 000 × B × tw0) ≤ 1, then:
• The probability of a message successfully received upon the first transmission is
at least P1 ≥ 1 − (Pc + Pe).
• The probability of a message successfully received within two transmissions is at
least P2 ≥ 1 − (Pc + Pe)2.
Proof 3 This follows from the fact that a collision occurs if the reception of the
message starts during one of at most 2 × (k − 1) transmission periods each lasting
2 × Tt. Since each node sends at most one message in each time interval of length
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timeWait ≥ tw0, we obtain the maximum collision probability: Pc = 4×(k−1)×Tt÷
tw0 = 4× (k− 1)× 8×S ÷ (1, 000×B× tw0) = 32× (k− 1)×S ÷ (1, 000×B × tw0).
If we consider the events of bit error and collision as independent, the probability of
a message not received in the first trial is Pc + Pe. Two unsuccessful transmissions
must occur for the message not to be received by the second trial. Consequently, the
probability of successful transmission by the first trial is given by: P1 ≥ 1− (Pc +Pe).
In the same way, P2 ≥ 1 − (Pc + Pe)2.
This demonstrates that by appropriately setting tw0 to limit the collision probability,
we can guarantee a high probability of transmission of messages by the second trial.
For a numerical example, we assume that the radio transmission rate is B = 100kbps,
which is reasonable for current technology since transmission rate for MICAz motes
for example is 250 kbps. We also assume that k = 21, the network having a density of
21. The message size S is function of the number of hops from the base station since
each address is composed of one byte per hop. Let assume that at most S = 100. This
limit holds even for large networks with low densities. Assuming that BER = 2×10−4
and tw0 = 2seconds, then we have: P1 ≥ 85.19% and P2 ≥ 97.81%. These values are
conservative lower limits since most messages closer to the root node will be of much
smaller size. As can be seen in the simulation results, realistic scenarios give much
smaller values. For instance, P1 is above 92% in all our simulation scenarios.
By following the same reasoning as above, we can bound the probability of a
node not assigned an ID at the end of the algorithm. This occurs if the messages of
type 1 (initialization messages) from all of its neighbors are lost. Since each of these
messages is sent at a random time, we obtain the following lemma.
Lemma 4 If k neighbors of a node are assigned IDs, then the probability of the node
being left out is at most Pl ≤ 32× (k−1)×S÷ (1, 000×B× tw0)+1− (1−BER)S×8.
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Proof 4 The node is left out if all the messages of type 1 sent by its neighbors ex-
perience collision or a bit error. The probability of loss of each of these messages is
bounded by: Pc + Pe = 32 × (k − 1) × S ÷ (1, 000 × B × tw0) + 1 − (1 − BER)S×8.
Since the different collision events are independent, the joint probability is equal to
the product of the different probabilities. Henceforth, we obtain: Pl ≤ (Pc + Pe)k ≤
Pc + Pe = 32 × (k − 1) × S ÷ (1, 000 × B × tw0) + 1 − (1 − BER)S×8.
Again, this probability can be controlled through the parameter tw0. For a numerical
example, if we assume that all the parameters have the same values as in the numerical
example given for Lemma 3, then the upper bound on Pl is 14.79%. Again, this a
very conservative upper bound that is almost never reached. For instance, in all our
simulation scenarios, the percentage of nodes left without ID is always less than 8%
as shown in Figures 20, 21 and 22.
A performance measure of the algorithm is the amount of energy consumed per
node during the execution of the algorithm. Since the processing energy is negligible
compared to the communication energy, we are taking into account only the latter.
The following lemma bounds the average communication energy consumption per
node.
Lemma 5 If on average each node has d neighbors and the average message size
in the network is Sa bits, then the average communication energy consumption is
bounded by Ea ≤ 15 × Sa × (Et + d × Er), where Et and Er are respectively energy
consumption per bit for transmission and reception, with probability Pe ≥ (1 − P2)7,
where P2 is as defined in lemma 3.
Proof 5 The proof of this lemma uses the fact that each message is transmitted suc-
cessfully within two trials with a high probability P2 as proved in lemma 3. We also
assume that the the probability of two children nodes choosing the same integer ID
(in Phase 1) is negligible since these IDs are randomly chosen from a large set. In
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this case every node causes the sending of 8 different messages: messages of all types
except the reinitialization message. All of these messages potentially require resending
except the initialization message. Therefore, the number of messages per node is less
than or equal to 15, with high probability Pe ≥ (1 − P2)7. Since every message is a
broadcast, we have every node in the neighborhood receiving the message. A message
is, consequently, transmitted by 1 node and received on average by d nodes. Therefore,
the average consumption per node is bounded by: Ea ≤ 15 × Sa × (Et + d × Er).
3.5 Simulation Results
In this section, we show the performance of the algorithm under different simulation
settings. We study the effect of different parameters on the performance. In partic-
ular, we study the effect of the network size, network density, bit error rate (BER)
and the initial value of timeWait on the execution time, the percentage of nodes
assigned an ID at the end of the algorithm, and the probability of a message being
retransmitted.
Simulations are performed using GTSNetS. Nodes are distributed in an equi-
distant fashion in a square region with the initiator located at the center of the
region. The distance between two successive nodes is fixed at 20 meters. The net-
work density is changed by modifying the transmission range: transmission range of
21 meters for a density of 4, 30 meters for a density of 8 and so on. Messages ex-
change is performed entirely using broadcasts. Channel sensing is performed before
sending a message, which reduces the collision probability. Under each setting, each
simulation was run 10 times. An average for these 10 runs is used as the final result.
It must be noted that the observed variance from run to run for the 10 runs is very
low. For example, for example for the case of a network of 1,000 nodes with a density
of 4 and BER of 10−4, the variance on the execution time is 0.0014 (with a mean of
5.81 minutes. The variance on the percentage of nodes assigned an ID at the end of
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the algorithm is 0.20 (with a mean of 99.7 %) and the variance for the retransmission
rate is 0.00098 (with a mean of 7.57 %). The low variance has been observed for all
the simulation scenarios.
Figure 17 plots the execution time of the algorithm as a function of the network
size while maintaining a fixed network density of 4 neighbors and a typical sensor
node bit error rate of 10−4 [8]. By the execution time, we do not mean how long
the simulation takes to complete. Rather, the execution is a simulation measure of
how long the algorithm would have taken to run on a real sensor network with the
simulated configuration. It must be noted here that the algorithm execution time is
dominated by the timeWait parameter. In particular, it is clear that the time wait
duration ranging from 1.5 to several seconds is more than enough for the node to
carry any message processing. The communication time is taken into account by the
simulator in the computation of the execution time. The simulation scenarios in this
section assume that nodes have a transmission rate of 250kbps, which is the rate for
MICAz sensor nodes. As expected, execution time increases with the network size,
but remains relatively short even in the case of long initial timeWait value (less than
30 minutes for a network of 10,000 nodes).
Figure 18 plots the execution time of the algorithm as a function of the network
density for a network of 1,000 nodes and a bit error rate of 10−4. We can see that the
execution time decreases as the density increases. This is due to the fact that density
is increased by increasing the communication range, which reduces the number of
hops between the initiator and the leaf nodes. The execution time remains relatively
short even for a network of low density.
Figure 19 gives the execution time as a function of the bit error rate for a network
of 1,000 nodes and a density of of 4. Compared to the network size and density, the
bit error rate has a negligible effect on the execution time.




















































































Figure 19: Execution time vs. bit error rate
of timeWait. This is expected since nodes wait longer before resending lost messages
and before forwarding the initialization messages. This makes the overall algorithm
take more time to terminate. It is, therefore, desirable to keep the initial value of
timeWait as low as possible, within an acceptable ID assignment percentage.
Figure 20 plots the percentage of nodes assigned a unique ID at the end of the
algorithm as a function of the network size with a network density of 4 neighbors and
a BER of 10−4. We can see that this probability decreases as the size of the network
increases. We can also see that for a specific network size, we can obtain a very
high percentage of ID assignments by increasing the initial value of timeWait to a
high enough value. However, as this value increases the execution time also increases.
With a timeWait initially of 2.5 seconds, we can obtain a percentage of more than
98% even for a large network of 10,000 nodes.
Figure 21 plots the percentage of nodes assigned a unique ID at the end of the



























Figure 20: Assignment percentage vs. network size
BER of 10−4. We can see that the percentage of nodes with an assigned ID at the
end of the algorithm decreases as the density increases. This is due to the fact that
higher density increases the probability of collisions, which reduces the probability
of successful reception of messages of type 1 even though more messages are sent in
each neighborhood. Messages of type 1 are not retransmitted, and their loss reduces
the probability of a node participating in the algorithm. However, it can be seen that
this reduction can be balanced by increasing the value of the timeWait parameter.
Figure 22 plots the percentage of nodes assigned a unique ID at the end of the
algorithm as a function of the bit error rate for a network of 1,000 nodes and a density
of 4 neighbors. We can see that the percentage of nodes with an assigned ID at the
end of the algorithm decreases as the BER increases. This is due to the fact that
higher BER reduces the probability of successful reception of messages of type 1.

























































Figure 22: Assignment percentage vs. bit error rate
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Figures 20, 21 and 22 indicate that we can increase the percentage of nodes par-
ticipation in the algorithm by increasing the initial value of timeWait. However, such
an increase causes the execution time to increase which is not desirable. Thus, there
is a tradeoff between the percentage of assigned IDs and the execution time.
Finally, we study the percentage of message loss under various simulation settings.
Figure 23 plots the percentage of messages being retransmitted because of a loss as a
function of the network size. The network density and the BER are fixed, respectively,
at 4 and 10−4. We can see that this percentage increases with size. This is due to
the fact that messages are longer on average since more nodes are located many
hops away from the initiator. Longer messages take more time to transmit, which
makes the occurrence of a collision more likely. As expected, the probability of loss





























Figure 23: Message loss percentage vs. network size
Figure 24 plots the message loss percentage as a function of network density for
a network of 1,000 nodes and a BER of 10−4. We can see that a message loss is more
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likely in a network with higher density. This is not surprising since more nodes are
competing for each channel, which increase the probability of collision. We can also






























Figure 24: Message loss percentage vs. network density
Figure 25 gives the message loss percentage as a function of bit error rate for a
network of 1,000 and a density of 4 neighbors. As expected, a message is less likely
to be properly received during the first transmission (higher loss percentage) when
the value of the BER is higher.
Based on the results, we can state that the initial value of timeWait plays a
central role in the algorithm. It needs to be set appropriately so as to maximize the
probability of nodes being assigned an ID at the and of the algorithm and minimize





























Figure 25: Message loss percentage vs. bit error rate
3.6 Case of Asynchronous Wake-Up
In this section, we extend the unique ID assignment algorithm to cover the case of
asynchronous wake-up of nodes. Nodes are no longer assumed to all be awake at the
beginning of the algorithm. This implies that the initiator can no longer determine
the exact size of the network when it starts assigning final IDs, since new nodes can
wake-up later during the execution of the algorithm or after its termination.
To estimate the final size of the network (including the nodes that wake-up after
the initial deployment phase), a new parameter (nbSpareIds) is introduced to allow
each node participating in the initial deployment to require a number of spare IDs
from its parents. These results in the initiator node receiving size messages that
add up to a total size representing the number of nodes initially deployed and their
respective spare IDs. The second phase of the algorithm is modified to account of the
spare IDs in the computation of sub-tree sizes. Each node initializes its sub-tree size
to 1 + nbSpareIds instead of 1 and adds the different sub-tree sizes received from its
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children nodes.
When a node receives its final ID, it knows that it has a number of IDs equal to
its sub-tree size to accommodate its needs and the needs of its children nodes. In
particular, the node updates its ID and stores a list of spare IDs to use when new
neighbors wake-up and request an ID. The spare ID list keeps track of which IDs have
been assigned and to which nodes they have been assigned.
A new phase is added to assign an ID to a node that joins the network asyn-
chronously. When a node joins the network, it chooses a random 4-byte temporary
ID and sends a message requesting a unique ID. Any neighbors that still has one
or several spare ID responds with a spare ID assignment message and temporarily
marks the corresponding spare ID as assigned. The requesting node chooses the nodes
from which it received the first spare ID assignment message as its parent and re-
sponds with a confirmation message. When the parent node receives the confirmation
message, it marks the assigned spare ID as assigned and confirmed (permanently as-
signed). Any other node that over-hears the confirmation message marks the spare
ID initially assigned to the requesting node as available (no longer assigned). This
ID can now be used for a new ID assignment request. If a new node does not receive
a spare ID assignment message as a response to its request, it resends the request
after a random waiting time. It is possible that a node becomes active before any of
its neighbors is assigned an ID. This can happen, for example, if the node joins the
network before the termination of the initial round of the algorithm. In this case, the
requesting node does not receive a spare ID assignment message. The node waits for
a random time and if no initialization message is received (in this case the node acts
as an initially active node), it resends its request for a spare ID. The pseudo-code
below summarizes the spare ID assignment phase (phase 4).
The number of spare IDs requested by each node that is active at the beginning
of the ID assignment algorithm is node-specific. This parameter can vary from node
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Algorithm 4 Phase 4: Spare ID Assignment
if Newly active node then
idAssignedF := false
choose tempId, random 4-byte temporary ID
choose random time rt
schedule checking for receiving a spare ID assignment message at rt
send a spare ID assignment request message
end if
if receive msg a spare ID assignment request message then
if idAssignedF is true and no corresponding assigned spare ID then
if Available spare ID then
mark available spare ID as assigned
choose random time rt
schedule checking for confirmation at rt
send a spare ID assignment message
end if
end if
if idAssignedF is true and msg.tempId corresponds to an assigned spare ID then
choose random time rt
schedule checking for confirmation at rt
resend a spare ID assignment message
end if
end if
if receive msg a spare ID assignment message then
if idAssignedF is true then
resend a spare ID confirmation message
end if
if idAssignedF is false then
myId := msg.spareId
idAssignedF := true
send a spare ID assignment confirmation message
end if
end if
if receive msg a spare ID assignment confirmation message then
if myId == msg.dst then




to node depending on the anticipated network deployment patterns. Following are
examples of different methods to choose appropriate values of the number spare IDs
per node.
1. All nodes request the same number of spare IDs: This simple method can be
used when the network is expected to have a uniform density during the initial
deployment phase and after taking into account the nodes waking up after the
initial execution of the algorithm. In this case, the same number of nodes is
expected to wake-up in the neighborhood of all nodes initially deployed.
2. A node requests a number of spare IDs that is proportional to the number of
neighbors it has during the initial deployment phase. This method is used when
there are different density levels in various areas of the deployment region. It
assumes that a fixed percentage of nodes in all regions participate in the initial
deployment phase and uses this percentage to predict the expected number of
neighbors per node that will ultimately wake-up and request IDs.
3. A node requests a number of spare IDs that is inversely proportional to the
number of neighbors it has during the initial deployment phase. This method is
appropriate when the final network density is constant throughout the network.
This implies that the number of initial neighbors a node has is inversely pro-
portional to the number of neighbors expected to wake-up and request a spare
ID.
In the last two cases, a node needs to know the number of active neighbors it
has during the initial deployment phase. This number can be easily determined by
counting the number of initialization messages sent in its neighborhood. In fact,
each node that participates in the algorithm after the initial deployment phase sends
exactly one initialization message.
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3.7 Simulation Results for the Asynchronous Wake-Up Case
In this subsection, we use the same network configuration used to study the ID
assignment algorithm in the case of synchronous wake-up. The only difference is
that nodes may not all be awake at the beginning of the algorithm. Each node
is randomly configured to be initially awake or not. The asynchronous wake-up
probability, pAsynchronous, is the probability of the node not being awake during
the initial phase of the algorithm. All the simulations data was collected by averaging
values obtained from 10 different runs.
3.7.1 Effects of the Asynchronous Wake-Up
Here, we try to assess the effect of asynchronous wake-up on the overall performance
of the ID assignment algorithm measured by the percentage of nodes that end up
being assigned a unique ID. This percentage is measured for networks of various
sizes, densities and values of pAsynchronous. We also look at the effect of parameter
values for the different methods used to compute the number of spare IDs requested
by each node participating in the initial phase of the algorithm.
Figure 26 plots the assignment percentage (percentage of nodes assigned a unique
ID at the end of the algorithm) for networks of various sizes. The network density was
fixed at 20 neighbors per node and the initial value of the timeWait parameter was
set to 2.5. The asynchronous wake-up probability is fixed at 60%. For comparison,
the assignment percentage is also plotted for the synchronized wake-up case. In both
cases, the assignment percentage decreases as the network size increases. The main
difference consists of the higher assignment percentage values for the asynchronous
wake-up case. This due to the fact the lower collision rate during the phase of the
algorithm involving the nodes initially awake in the case of asynchronous wake-up.
In fact, only 40% of the nodes participate in the initial phase of the algorithm, which
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Assignment vs. network size
60% async nodes
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Figure 26: Assignment percentage vs. network size with asynchronous wake-up
Figure 27 gives the assignment percentage for various network densities. Here, the
network consists of 1, 000 nodes with an initial timeWait value of 2.5 seconds. Each
node participating in the initial phase of the algorithm requests 4 spare IDs. The data
is plotted for two different values of the asynchronous wake-up probability, in addition
to the synchronized wake-up case. A threshold effect can be seen from the case of 60%
asynchronous wake-up. In fact, for networks of low densities, having only 40% of the
nodes initially awake results in networks with very low density during the initial phase.
This in turn can result in disconnected networks and potentially leaving without
an assigned ID a large portion of the nodes initially awake and their asynchronous
neighbors that try to obtain an ID upon waking-up. A high assignment probability is
obtained when the percentage of nodes initially awake is sufficient to maintain a high































Figure 27: Assignment percentage vs. network density with asynchronous wake-up
Figure 28 gives the assignment percentage as a function of the percentage of nodes
not participating in the initial phase of algorithm. The network size is maintained at
1, 000 nodes and the network density is 20 neighbors per node. Each node requests
4 spare IDs during the initial phase of the algorithm. Again, we can see that the
assignment percentage increases as the asynchronous wake-up probability increases
for moderate pAsynchronous values. When too few nodes are awake during the initial
phase (high pAsynchronous values), the network density becomes too low during the
initial phase, which results in high collision rates and low assignment probability.
3.7.2 The Effects of the Number of Spare IDs and Its Method of Alloca-
tion
Simulations were also conducted to illustrate the importance of the number of spare
IDs that each node initially requests for use when neighboring nodes joining the


























Assignment probability Vs. asynchronous wake-up probability
size: 1000, density: 20
Figure 28: Assignment percentage vs. asynchronous wake-up probability
network of 1,000 nodes and a density of 20 neighbors. The network is split into two
halves with different values of the pAsynchrounous parameter. In the first half, each
node has probability of 40% not participating in the initial phase of the algorithm.
This probability is 60% in the second half. Two metrcis are of importance here. The
most important metric is the percentage of nodes in the network that end up receiving
an ID. An other important metric is how efficient this assignment was accomplished
in terms of the ratio between the number of allocated IDs (including spare IDs) and
the number of assigned IDs. Of course, the ideal situation is one where all allocated
IDs are needed (assigned). This metric is important since the number of allocated
IDs determines the ID size needed to code each unique ID.
Table 1 gives the assignment percentage and the ratio of the number of allocated
IDs and the number of assigned IDs when using the first method presented in the
previous subsection. Here, all nodes request the same number k of spare IDs. The
table provides the results as a function of the requested number of spare IDs, k. As
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expected, the percentage of nodes successfully assigned an ID increases with the value
of the coefficient m. However, the ratio between the number of allocated IDs and the
number of IDs assigned to nodes increases. This means that the number of wasted IDs
(spare IDs that end up not needed for unique identification of nodes asynchronously
joining the network) IDs increases with k, which can result in the number of bits
required to represent each ID increasing. It is possible that in certain cases, a lower
probability of assignment is preferable to a slightly higher probability that requires
larger ID size. For example, changing k from 2 to 4 results in an increase of 60%
in the ratio between total number of IDs allocated and the the number of IDs used,
while only improving the assignment percentage by less than 5%.
Table 1: Assignment percentage and ratio between allocated and assigned IDs vs.
coefficient k when each nodes requests an equal number k of spare IDs




Table 2 give the results when using the second method, where each node requests
a number of spare IDs that is proportional to the of its neighbors initially active.
That is the node determines the number of its neighbors by counting the number of
initialization message that it receives. It requests a number of spare IDs that is equal
to the number of its neighbors multiplied by a parameter m. The table provides the
ID assignment percentage and the ratio between the number of allocated and the
number of assigned IDs as a function of the parameter m. Again, the percentage
of nodes successfully assigned an ID increases with the value of the multiplicative
coefficient corresponding to an increase in the number of requested spare IDs per
node. At the same time, the algorithm allocates a higher number of unnecessary IDs
as the coefficient m increases.
Table 3 illustrates the results when using the third method, where each node
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Table 2: Assignment percentage and ratio between allocated and assigned IDs vs.
the coefficient m when each node request a number of spare IDs that is proportional
to the number of its neighbors





requests a number of spare IDs that is inversely proportional to the of its neighbors
initially active. In particular, each node requests a number of spare IDs that is equal
to the inverse of the number of its neighbors multiplied by a parameter d. The table
provides the ID assignment percentage as a function of the coefficient d. Again, the
percentage of nodes successfully assigned an ID increases with the value of the number
of requested spare IDs per node. As can be seen from the results, this method is ideal
for the deployment scenario used here. In fact, since the network density is fixed,
it is clear that the number of node neighbors that will wake-up asynchronously and
request IDs is inversely proportional to the number of neighbors initially active.
Table 3: Assignment percentage and ratio between allocated and assigned IDs vs.
coefficient d when each node requests a number of spare IDs that is inversely propor-
tional to the number of its neighbors




A way of comparing the performance of the three methods of spare ID allocation
it to look at the ratio of the number of allocated IDs and the number of assigned IDs
for a given percentage of ID assignment. For example, in the previous deployment
strategy we can see that the third method has a ratio of only 1.97 for a percentage
assignment of more than 99% while the second method gives a ratio of 3.04 for a
similar assignment percentage. This means that for this specific deployment strategy
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the best method is the third method where nodes request a number of spare IDs that
is inversely proportional to the number of neighbors that are active at the beginning.
Indeed, this not surprising since in this case we have two clusters with different values
of the probability pAsynchronous of nodes participating in the initial round of the
algorithm. As the overall density in both clusters is identical, this indicates that
the higher the number of neighbors that are active in the beginning, the smaller the
number of nodes that will join the network asynchronously and request an ID. We call
this deployment scenario a “clustered activation” since the network is composed of
clusters with nodes that have different probabilities of being active during the initial
deployment phase. Table 4 summarizes the ratio between the number of allocated
and assigned IDs for the three methods in the case of an assignment percentage of at
least 99%.
Table 4: Ratio between allocated and assigned IDs for different spare ID determi-
nation methods for the clustered activation case with a 99 % assignment
Method Parameter value (k, m or d) Ratio of allocated and assigned IDs
Equal 4 2.04
Proportional 1.5 3.04
Inversely pr 10 1.97
In contrast with the case of a “clustered activation”, a “clustered network” corre-
sponds to the case where different clusters have different densities. We simulate the
sensor network described before, except that now all nodes have the same activation
probability (pAsynchronous = 50% but the two clusters have on average different
densities. In particular, 10% of the nodes where randomly chosen and removed from
the first cluster to be added to the second. The nodes removed from the first cluster
are randomly place in the second following a uniform distribution. This situation
corresponds to one cluster where nodes have on average a density of 18 neighbors
while in the second cluster nodes have an average density of 22 neighbors. The prob-
ability of a node being active in the initial round of the ID assignment algorithm is
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the same in both clusters. Table 5 give the ratio between the number of allocated
and assigned IDs for three methods when the assignment percentage is at least 99%.
As can be seen, the natural method for this case where the network is composed of
clusters of different densities is the second method where nodes request a number of
spare IDs that is proportional to the number of active neighbors in the beginning.
This result is not surprising and comes from the fact that the pAsynchronous value
is fixed across clusters and, therefore, the total number of a node’s neighbors that
will join the network asynchronously is, on average, proportional to the number of
neighbors participating in the initial round of the algorithm.
Table 5: Ratio between allocated and assigned IDs for different spare ID determi-
nation methods for the clustered network case with a 99 % assignment
Method Parameter value (k, m or d) Ratio of allocated and assigned IDs
Equal 4 1.98
Proportional 1 1.82
Inversely pr 10 2.06
Another scenario is the simple “uniform deployment” where regions of the network
have the same density and all nodes have the same probability of being initially
active. The results for this scenario are presented in Table 6. No surprisingly, the
best method for this scenario is for each node to request an equal number of spare IDs.
However, the two other methods still give reasonably low values of the ratio between
the number of allocated IDs and the number of assigned IDs. In the previous two
scenarios (clustered activation and clustered network), there are two regions of the
network with different requirements in terms of number of spare ID per active node.
This situation resulted in the parameters (e.g., k for the first method) having to be set
to the value corresponding to the value that can satisfy the cluster with the highest
requirement in terms of number of spare ID. In contrast, in the case of the uniform
deployment there is similar average requirement in terms of the number of spare IDs,
and this network-wide requirement is lower compared to the clustered activation and
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the clustered network cases.
Table 6: Ratio between allocated and assigned IDs for different spare ID determi-
nation methods for the uniform deployment case with a 99 % assignment
Method Parameter value (k, m or d) Ratio of allocated and assigned IDs
Eequal 3 1.57
Proportional 0.8 1.73
Inversely pr 8 1.69
3.7.3 Discussion on Setting the Parameter of Spare ID Allocation Meth-
ods
The simulation results in the previous subsections demonstrate that our algorithm
can assign unique IDs with a good performance level for networks with asynchronous
wake-ups as long as enough nodes participate in the initial phase of the algorithm.
It is clear that all the methods used to determine the number of spare IDs per active
node can result in a good performance as long as the parameter used (e.g., k for the
first method) is set properly. In addition, depending on the network topology (e.g.,
clustered versus uniform) and activation scenario (uniform versus different activation
scenarios in different regions), one method or the other is preferable. In the absence of
any prior knowledge of the network topology and activation scenario, the first method
seems to be the best choice as it generally gives a ratio of the number of allocated
IDs to the number of assigned IDs that is close to the one given by the best method.
To correctly set the parameter of the spare ID allocation method, the user can
rely on prior knowledge of the network topology and node wake-up patterns. For
example, if all that is known is the overall network density in each region and no
information is available on nodes wake-up patterns, a good strategy can be to use the
inversely proportional allocation method. A conservative approach for each node can
be to request a number of spare IDs that is equal to the total number of its neighbors
(known from network density) minus the number of its neighbors participating in the
initial round of the algorithm. This information is, of course, obtained by counting the
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number of initialization messages sent in the node neighborhood. This conservative
approach ignores the fact that a node that wakes-up asynchronously might have
several neighbors that participate in the initial round of the algorithm. Only one of
these neighbors ends up assigning a spare ID to the asynchronous node. This means
that nodes do not need to require the maximum number of spare IDs, instead each can
require a number of spare IDs that is equal to the estimated number of nodes that
will wake-up asynchronously divided by the number of neighbors that are initially
active. For example in the case of the “clustered activation” network used in the
previous subsection, we know that the final density in the network is 20 neighbors.
The probability of a node being active in the beginning is 40% in one of the first
cluster and 60% in the second. This means that on average a node in the first cluster
has 12 neighbors that will wake-up asynchronously and request a spare ID, while in
the second cluster a node has 8 asynchronous neighbors. The parameter for the third
method of spare ID allocation should be set to 12 in one cluster and 8 in the second
cluster. This gives a network-wide average parameter of 10 neighbors divided among
the nodes already awake in the neighborhood. This number corresponds to the result
in Table 4.
Another situation is when the final density of the network is not known in advance,
but the probability of a node being active in the beginning of the deployment is known.
In this case each node can use the second method to request a number of spare IDs
that is equal to the number of its active neighbors multiplied by a coefficient. This
coefficient can be determined from the known percentage of nodes that are initially.
For example, if it is known that 20% of the nodes will be active during the initial
phase of the algorithm (pAsynchronous = 0.20), then 4 is the value of the coefficient
needed to guarantee that there is enough spare IDs to cover the 80% of the nodes that
will wake-up asynchronously. Again the number of active neighbors is obtained by
counting the number of initialization messages. In the example presented in Table 5
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the network is composed of two clusters having different densities (on average 18 and
22 nodes, respectively). On average a node has a probability of 50% of being active
in the begining of the algorithm. This means that a coefficient of 1 is sufficient when
using the second method of spare ID allocation.
A less likely case is when both the final density and the number of neighbors
initially awake are known. In this case, the user knows before the deployment exactly
for each node the maximum number of neighbors that will wake-up asynchronously
and request a spare ID. In this case, each node can be set to request this number
and no information (e.g., number of active neighbors) is needed after the deployment
to determine the number of spare IDs needed per node. This case is similar to
the “uniform deployment” presented in the previous subsection. The network has a
density of 20 neighbors per node with a probability of 50% of a node being active in
the first round of the algorithm. Theoretically, each active node only needs to request
1 spare ID since the number of asynchronous nodes is on average equal to the number
of active nodes. However, since the exact number of asynchronous nodes is random
it is possible that in a specific neighborhood more than half of the nodes wake-up
asynchronously and request a spare ID. In Table 6, we see that a minimum of 3 spare
IDs per active node is needed to guarantee a high percentage of ID assignment.
3.8 Discussion
As can be seen from the theoretical and simulation results, the proposed ID assign-
ment algorithm has a startup cost in terms of execution time and energy. During the
execution of the initial round of the algorithm (for nodes initially active), the network
is not being used for its intended final sensing task. For example in the case of of
a network of 10, 000 nodes the algorithm can cost about 30 minutes of the network
lifetime. This becomes more problematic when the algorithm has to be restarted
several times. Such a situation can occur when not enough spare IDs have been
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assigned and a large number of asynchronous cannot receive a unique ID. However,
the probability of such a situation can be reduced by properly choosing the spare ID
allocation method and setting its parameter as discussed in the previous section.
The algorithm cost is compensated by the benefit of having IDs of minimum length
that can be used during normal network operations. Having IDs of shortest length
reduces the communication energy cost since transmitted packets are smaller, which
results in extended lifetime.
An alternative approach is random ID assignment. In this approach, nodes can
be deployed and allowed to randomly choose an ID without any need of coordination.
Such an approach does not incur a startup cost. However, to avoid the need of
coordination between the nodes it is necessary to choose the random IDs in a way
that renders the probability of duplicate IDs negligible or provide a protocol to detect
and correct duplicate IDs. This can be done by having nodes choose IDs using a large
number of bits to be coded [97]. For example for a network of 10, 000 nodes, each
node needs to use IDs of 60 bits (derived in the same way as for the example network
of 106 nodes discussed in [97]) for the probability of duplicate IDs to be sufficiently
small. In this case, the benefit of eliminating the startup cost can be outweighed by
the increased communication cost coming from the use of large IDs (about 8 bytes
each).
To compare our approach with the randomized ID assignment, it is clear that our
approach is suitable when unique IDs are used extensively during the regular network
operations, e.g., for message source authentication when security is required or for
unicast message exchanges. In the 10, 000 network case if we assume a payload of 8
bytes (e.g., the location coordinates of a tracked object), the use of our ID assignment
approach can result in a total message size of only 10 bytes (payload plus ID in the
header). The randomized approach gives a message size of 16 bytes. This means a
potential increase of 60% of node lifetime that can come from the use of our method.
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As long as this increase in lifetime is sufficient to compensate for the estimated initial
startup cost of 30 minutes, our approach is more cost effective.
The randomized approach is more suitable when the unique IDs are used on rare
occasions during the normal network operations. For example if the unique IDs are
only needed for rare node maintenance messages, then the network can afford the
extra communication cost to avoid the initial startup time of our approach.
3.9 Conclusion
We presented a solution to the global ID assignment problem in sensor networks. Our
solution aims at assigning unique IDs to each node using the minimum number of
bytes required to code these IDs. This was obtained using a 3-phase approach. In
the first phase, temporary long IDs are assigned. These temporary IDs are used in
the second phase to reliably determine the exact size of the network and, therefore,
the minimum number of bytes to use. In the third phase, final IDs coded using the
minimum number of bytes are assigned.
The algorithm allows nodes to join the network and obtain unique IDs after the
initial deployment phase. This is performed at the local level by allowing each node
initially participating in the algorithm to request several spare IDs to be assigned to
neighbors joining after the initial deployment.
We demonstrated that the proposed algorithm can be tailored to obtain excellent
results, both in terms of the percentage of participating nodes and the execution time.
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CHAPTER IV
DISTRIBUTED FAULT-TOLERANCE FOR EVENT
DETECTION USING HETEROGENEOUS WIRELESS
SENSOR NETWORKS
Beside ID assignment, another area where new sensor network algorithms are needed
is to provide fault-tolerance for event detection using sensor networks. This chapter
presents a localized algorithm framework for fault-tolerant event detection. The need
for a new solution and the related work are discussed in Section 4.1. Section 4.2
formulates the fault-tolerance problem and describes our approach to solve this prob-
lem. Section 4.3 presents a distance-based error model. Section 4.4 presents an error
model that accounts for the relative geographical distribution of the decision quorums.
Section 4.5 presents simulation evaluation of the proposed approach. Section 4.6 dis-
cusses schemes that can be used to allow nodes to learn and continuously update
their error rates. Section 4.7 concludes the chapter.
4.1 Motivation and Related Work
One particular sensor network application that has received a growing amount of
attention in the recent years is event detection [107, 15, 19, 110, 17]. In such an
application, sensor nodes are tasked to determine whether a particular event of in-
terest is occurring in their sensing range. Such an event could be, for example, a
volcanic eruption at specific site [110], or the presence of a specific target [17]. An
event could be detected from a high value of the sensor reading, for example. Each
sensor node first determines if its sensor reading indicates the presence of an event
before sending this information to its neighbors or to a sink node. However, in case
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of failure the sensor can produce a false positive or a false negative. That is, a high
reading indicating an event occurred when it did not or a low reading indicating the
absence of event when one did occur.
Event detection is commonly performed using a large number of unreliable low-
cost sensor nodes. These nodes can each have a high probability of errors (misses
and false-positives). It is, therefore, important to develop fault-tolerant mechanisms
that can detect detection faults and take appropriate actions. A possible solution is
to provide a high degree of redundancy to compensate for faulty nodes. However,
the cost sensitivity and energy limitation of sensor networks make such an approach
undesirable [48].
In this environment, collaboration between neighboring nodes can be used to
increase the reliability of the detection decisions. This is valid if we assume that
failures at neighboring nodes are not correlated, yet there is a spatial correlation
between occurrences of detected events at local nodes. In other words, a failure at
node n is independent from failures at any of its neighbors. On the other hand, the
presence of the detected event (e.g., a chemical agent) at node n is highly correlated
with the situation at its neighbors.
Here, we address fault-tolerance in the context of distributed binary detection.
A node n is trying to decide whether or not a specific event is present within its
coverage range. A binary variable is used to code this decision, with a value of 1
when an event is detected, and a value of 0 otherwise. In its decision scheme, the
node uses the sensed data obtained by its local sensor as well as the decisions at its
neighboring nodes, assuming spatial correlations.
Distributed fault-tolerance for event detection using the assumption of spatial
correlation was first considered in [49]. The algorithm in [49] assumes that all nodes in
the network have the same detection error probability and that this rate is known prior
to the deployment. These assumptions can be unrealistic. In fact, a node can become
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faulty with time either because of a lower energy level or because of aging or unsuitable
environmental or operating conditions, thereby changing its error probability. We can
also have a heterogeneous sensor network with nodes that have different operational
capabilities and accuracy levels. Moreover, the proposed algorithm in [49] is not well
suited for highly localized events where the event region is very small. In fact, all
nodes within a node communication range are given identical weights in the decision
scheme regardless of their distances.
The work in [49] has been followed by two other efforts dealing with the same
problem of event region detection. In reference [23], the authors provide comments
on the [49] paper and correct some of the mistakes in the theoretic analysis section.
In [57], the authors extend the model in [49] to account for the fact that sensor errors
have two different sources. An error could be noise-related or coming from a sensor
fault. They also discuss the choice of the appropriate neighborhood size. However,
they assume again that neighboring nodes of n at any distance have the same accuracy
as estimators of the real situation at n. In such a case, the failure probability of
the distributed decision scheme can be reduced by increasing the neighborhood size.
This assumption may introduce a large number of new errors in the case of a highly
localized event. In reference [57] as in [49], it is assumed that all nodes have the same
probability of failure and that this probability is known prior to the deployment.
We propose a new approach that considers the case where nodes can have dif-
ferent failure probability values. This allows us to handle various types of failures
including noise-related failures, biased measurement, drift over time, stuck-at fail-
ures, calibration-related failures, environment-related failures, etc. Our approach can
be used as a general distributed fault-tolerance mechanism for any application where
nodes may have different accuracy levels. These differences can result from different
locations, heterogeneous operating conditions (different sensors, different hardware
conditions), different deployment times, etc.
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We also consider two new distributed error models that take into account the
location and relative position of sensor nodes. The first model takes into account
the fact that nodes that are closer to each other have a higher spatial correlation
than nodes that are farther apart. The second model accounts for the importance
of the relative geographical distributions of the two voting quorums (the two subsets
of neighbors deciding the presence of an event or its absence, respectively). In this
model, if a node has 50% of its neighbors reporting the same decision (e.g., ’1’: event
detected) there is a difference in terms of the value of such a decision depending on
whether these neighbors are geographically distributed around the node or are all on
the same side. This comes from the observation that an event detected in all sides of
a node is more likely to be present at the node itself than an event that was detected
by nodes only on one side of the node.
Finally, we also describe several estimation mechanisms that can be used by sensor
nodes to continuously learn their error rates. The proposed mechanisms are based
on the moving average and geometric moving average. Both schemes can provide
accurate and timely estimation of node error rate when their parameters are set
appropriately. Nodes are no longer assumed to know their error rates prior to the
deployment. In addition, the proposed learning schemes allow the algorithm to handle
the situation where node error rate changes over time.
4.2 The Distributed Fault-Tolerance Solution with Differ-
ent Probabilities of Failure
In this section we describe our solution used to provide fault-tolerance for distributed
event detection while taking into account the possibility of nodes having different
accuracy levels. The accuracy levels can differ for several reasons:
1. Nodes may have heterogeneous sensors with different quality levels. This leads
to different probability of failures (miss probability and false alarm probability)
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at different nodes.
2. Some nodes may suffer degradations during the deployment process. For exam-
ple, in the case of a forest where the sensor network is deployed by dropping
nodes from the air, nodes may suffer different impact effects degrading the
quality of the sensor readings. This can result in different detection failure
probabilities between neighboring nodes.
3. Failure probabilities may be a function of the node distance from the detected
object. In this case, if a node n is implementing fault-tolerance using the cor-
relation between its local decision and those of its neighbors, it is possible that
the neighbors closer to n give a more accurate estimate (lower probability of
failure) of the real situation at n than would the neighbors located farther from
n.
4. Failure probabilities may be function of the sensor age. In this case, the sensor
performance degrades over time and the sensor may become biased or suffer a
gradual drift. The sensor can also remain stuck at the same value independently
of the event reality. If using a reconfiguration mechanism, such as the one
in [109], nodes that have been active for different periods of time will have
different failure probability levels.
5. Node accuracy may be affected differently in the presence of changing environ-
ment conditions such temperature, rain, snow, etc.
In this section, we assume that a node n has a way of learning, through estimation,
its own failure probability and sharing it with its neighboring nodes. Methods to
estimate these probabilities are presented in Section 4.6. Further, our solution does
not assume a specific probability distribution of the faulty sensor readings such as
Gaussian as is assumed in [49, 57]. We also do not assume that the accuracy level of
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a specific node remains constant over time or that all nodes have the same accuracy
levels. Relaxing these assumptions makes our solution more robust and enables it to
handle all sources of failures as long as nodes in a specific region are not all faulty.
4.2.1 Problem Formulation
We consider a sensor network composed of N nodes distributed over a detection field.
Each node has a sensor and is tasked to detect the presence of a specific event. This
decision is made using the node’s sensor reading compared to a fixed threshold. For
simplification, we consider that the presence of an event corresponds to a high sensor
reading, while a low reading indicates its absence. An error occurs when a high
reading is reported in the absence of an event (false positive) or when a low reading
is obtained even though an event is occurring (detection miss). Errors could be due
to noisy measurements or a faulty sensor [57]. Here, we treat errors as a single group
regardless of the error origin.
Consider that the mean value of the sensor reading in the presence of an event is






We define the following three binary variables, similar to the ones in [49].
• Tn(t): indicates the actual state at the node n and time t (presence or not of
an event).
• Sn(t): indicates the state as obtained from the sensor reading of node n. It
could be wrong in the case of failure.
• Rn(t): gives an estimate of the real value of Tn(t) using the S(t) values of the
node and its neighbors.
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The probability of detection error pn, at node n, is given by:
pn = P (Sn(t) = a|Tn(t) 6= a) (20)
For example, if we assume a Gaussian error term (e.g., noise-related error) with a






where Q is the tail probability of the Gaussian distribution.
The problem at hand is to define an estimator of the actual state at node n
that minimizes the detection error probability. This estimator takes into account the
local decision obtained from the node sensor reading as well as the local decisions of
the neighboring nodes. We consider a sensor network, Ne = {1, 2, 3, ..., N − 1, N}
containing N sensor nodes. The nodes taken into account by a node n ∈ Ne in
its decision mechanism are all nodes within a fixed range, r. This fault-tolerance
range, r, should be fixed so as to minimize the probability of error while keeping the
communication energy cost low and taking into account the expected size of the event
region. Below, we give a formal definition of this neighborhood.
Definition 1 We define the fault-tolerance neighborhood (FTNn) as the set of nodes
that a node n ∈ Ne takes into account in its fault-tolerance decision mechanism. If we
consider a fault-tolerance range of r, this neighborhood is given by: FTNn = {ne ∈
Ne : d(n, ne) ≤ r}, where d(n, ne) is the Euclidean distance between the nodes n and
ne. This set contains the node n itself.
Below, we define the decision vector taken into account by a node n in its fault-
tolerant mechanism. We also define the probability of distributed detection error.
Definition 2 The estimation fault-tolerance vector (FTVn) is defined as the vector
containing all the Sn(t) of n and the Sj(t) of all its fault-tolerance neighbors. FTVn
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contains K elements, where K is the number of elements in FTNn. We have that
FTV kn (t) = Sm(t), where m is the k
th element of FTNn. This set contains, in
particular the value Sn(t) since n ∈ FTNn.
Definition 3 The probability of estimator detection error at node n and time t is
defined as:
Pen(t) = P (Rn(t) 6= Tn(t)|Tn(t), FTVn) (22)
Using these definitions, the problem at hand consists of finding an estimation function
that takes as an input the vector FTVn and gives as an output Rn that minimizes
the probability of error Pen.
4.2.2 Optimal Estimator for Fault-Tolerant Distributed Detection
To develop an optimal estimation function, we use the likelihood test ratio (LRT) [105];
that is, to choose Rn(t) = j where j ∈ {0, 1} that maximizes the probability
P (Tn(t) = j|FTVn(t)).
Below, we define the power set containing all possible sets composed of any subset
of the neighbors of node n and the node n itself.
Definition 4 We define Pn as the set of all possible FTVn vectors. Pn can be rep-
resented by the power set of the set FTNn, where a value of 1 in the k
th position
of a vector v ∈ Pn indicates the presence of the corresponding node (the kth node in
FTNn) in the subset.
Define the parameter p(t) as the probability of the true situation being the pres-
ence of an event at time t.
P (Tn(t) = 1) = p(t)
P (Tn(t) = 0) = 1 − p(t)
(23)
Next, we define the following two functions on the set Pn.
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Definition 5 The following two functions F 0n and F
1
n are defined as follows:
F jn : Pn → R+, j ∈ {0, 1}






where v ∈ Pn is the current value of the FTVn vector, and v(k) and FTNn(k) give the
kth elements of the vectors v and FTNn, respectively. Note that FTNn(k) corresponds
to the kth node in the FTNn set consisting n and its neighbors and pFTNn(k) is the
local detection error probability of this node defined in equation 20.
The function F0 represents the product of the elements
1−pk
pk
for all nodes reporting
a local decision of 0 in the set containing n and its neighbors multiplied by the
probability of non-occurrence of the event. The function F1 gives the same product
for nodes reporting a local decision of 1. We can now define the optimal estimator that
minimizes the probability of detection error. This estimator is given in the following
definition.
Definition 6 We define the following fault-tolerant estimator for distributed detec-
tion (FTEDD) as an estimator that declares Rn(t) = 0 if and only if F0(FTVn(t)) <
F1(FTVn(t)). The estimator declares Rn(t) = 1, otherwise.
The optimality of this estimator is proven in the next theorem.
Theorem 1 The FTEDD estimator is optimal with respect to the maximum a pos-
teriori (MAP) criterion.
Proof 6 For the two possible hypotheses, Tn(t) = 0 and Tn(t) = 1, the conditional
probability given FTVn(t) can be obtained using the Bayes’ rule. The two posterior
probabilities are given by:
P (Tn(t) = j|FTVn(t)) =




where j ∈ {0, 1}. The value of P (FTVn(t)), the probability of occurrence of the




P (FTVn(t)|Tn(t) = j)P (Tn(t) = j) (26)
We have that the local detection decision for a node k ∈ FTNn is correct with a
probability of 1 − pk. Using this information and the fact that the events of errors in
the local decisions are independent, it is clear that when the real situation is Tn(t) = j,
the nodes reporting a local decision of Sk(t) = j are correct, while the others are faulty.
This gives the following conditional probabilities:





k (1 − pk)1−Sk(t)





k (1 − pk)Sk(t)
(27)
These equations multiply the correctness probability (1 − pk) for nodes reporting the
correct value (j) by the error probability for nodes reporting the opposite value.
We can now compute the posteriori probabilities as follows:
P (Tn(t) = 1|FTVn(t)) =












P (Tn(t) = 0|FTVn(t)) =
P (FTVn(t)|Tn(t) = 0)P (Tn(t) = 0)
P (FTVn(t))
=
(1 − p(t)) ∏k|k∈FTNn p
Sk(t)
k (1 − pk)1−Sk(t)
P (FTVn(t))
(29)
We can now compute the likelihood ratio as:
γ =
P (Tn(t) = 0|FTVn(t))
P (Tn(t) = 1|FTVn(t))
γ =
(1 − p(t)) ∏k|k∈FTNn p
Sk(t)






k (1 − pk)Sk(t)
(30)
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Since 1 − Sk(t) = 0 when Sk(t) = 1, the numerator in the previous equation can















where v = FTVn(t). Similarly, the denominator corresponds to F1(v). We can,





The estimator minimizes the error if it estimates Rn(t) = 0 when γ > 1 [105], which
is equivalent to deciding based on the maximum a posteriori (MAP) criterion. This
corresponds to the case of F0(FTVn(t)) > F1(FTVn(t)). This completes the proof of
the optimality of the FTEDD estimator.
The following corollaries give the detection error probability of the FTEDD esti-
mator and determine whether it is biased or not.
















k (1 − pk)1−Sk(t)
(35)
where Ω0 = {v ∈ Pn : F0(v) > F1(v)} and Ω1 = {v ∈ Pn : F1(v) > F0(v)}.
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Proof 7 An error occurs when the estimator decides a value Rn(t) that is different
from the real value Tn(t). The probability of detection error is therefore given by:
Pen(t) = P (Rn(t) 6= Tn(t)|Tn(t), FTVn(t))
= P (Tn(t) = 1)P (Rn(t) = 0|Tn(t) = 1, FTVn(t))
+P (Tn(t) = 0)P (Rn(t) = 1|Tn(t) = 0, FTVn(t))
(36)
If v = FTVn(t), the conditional probabilities are computed as follows:








k (1 − pk)Sk(t)
(37)
In a similar way, we have:








k (1 − pk)1−Sk(t)
(38)
And since P (Tn(t) = 1) = pn(t) and P (Tn(t) = 0) = 1 − pn(t), we obtain the desired
result.
Corollary 2 Suppose that for all nodes k ∈ Ne, the probability of local detection
error 0 < pk <
1
2
, then the FTEDD estimator is biased. However, the estimator is
asymptotically unbiased.




always have a non-null probability of error: Pen(t) = P (Rn(t) 6= Tn(t)|Tn(t), FTVn(t)) >
0 for a finite number of neighbors. The expected value of the estimator decision is
given by:
E(Rn(t)|Tn(t), FTVn(t)) = Tn(t)P (Rn(t) = Tn(t)|Tn(t), FTVn(t))
+(1 − Tn(t))P (Rn(t) 6= Tn(t)|Tn(t), FTVn(t))
(39)
Since P (Rn(t) 6= Tn(t)|Tn(t), FTVn(t)) > 0, we have that E(Rn(t)|Tn(t), FTVn(t)) 6=
Tn(t). The estimator is, therefore, biased. However, as the number of elements in the
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in the network. In this case, E(Rn(t)|Tn(t), FTVn(t)) approaches the real situation,
Tn(t), and the estimator becomes unbiased.
The next theorem allows the expression of the FTEDD estimator as a weighted
voting scheme [35] and provides the corresponding node weights. This is in contrast
with the majority and k − out − of − n schemes used in [49].




the FTEDD estimator is equivalent to a weighted voting scheme of the nodes in FTNn.




, ∀k ∈ FTNn (40)
































It is clear that γ > 1 is equivalent to
∑
k|k∈FTNn
wk(1 − 2Sk(t)) > 0. This sum can
be written in the following way by replacing the values of 1 − 2Sk(t) with 1 or −1



















responds to a weighted majority vote in favor of the hypothesis of Tn(t) = 0. This
completes the proof of the theorem.
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4.3 Distance-Based Error Model for Fault-Tolerant Dis-
tributed Detection
In this section, we present a new fault-tolerant event detection scheme that uses a
distance-based error model. This scheme allows us to account for the fact that the
evidences coming from two different neighbors of n do not necessarily have the same
importance when used to estimate the real situation at node n. In fact, the correlation
between the real situation at node n and the situation at a node n1 ∈ FTNn is higher
than the correlation with the situation n2 when d(n, n1) < d(n, n2). Here, d(n, ni) is
the Euclidean distance between the two nodes.
We use a model inspired by the distance-based signal model in [111]. Consider a
node nk at distance d from an event site. If the true sensor reading of a node collocated





where the parameters a and b represent the attenuation factors and are function of
the event propagation characteristics, size of the event region and the deployment
terrain properties. Example values are b = 1 and a = 2 in the absence of obstacles.
However, the values of a and b depend on terrain characteristics and propagation
properties [111].
To take the neighbor distance into account, we define a new weighted voting model
that gives a weight factor to each neighbor that is a function of its relative distance
to n compared to other neighbors.
Definition 7 We define the distance weight wdk as the weight given to the node
k ∈ FTNn as follows:





And the node weight in the voting scheme is given by:
wnk = wdkwk (46)
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where wk represents the original node weight, defined previously in theorem 2.
This node is not ideal, since it does not give to each neighbor k a weight corre-
sponding to the exact probability of detection error when using a node k ∈ FTNn to
estimate the real situation at node n. The computation of this probability requires the
assumption that the sensor readings follow a specific probability distribution model,
which is not assumed here for the purpose of generality. For example if we assume
a Gaussian error term of mean 0 and variance σ2n, then the probability of detection
error when using a node k ∈ FTNn to estimate the real situation at node n is given
in the next proposition.
Proposition 1 Assuming a Gaussian error term, the probability of error when an





where me is the mean value in the presence of event and d(n, k) is the distance between
the two nodes.
Proof 10 This proposition comes from the assumption that the node k uses the
threshold defined in equation 19. In this case an error occurs when an event oc-
curs and is not detected or an event is detected when no event did occur. These two
probabilities are equal. Using the mean sensed value in presence of event me instead
























= Q−1(pk), we obtain the result in the proposition.
We note that by using this Gaussian error model, different nodes have different
perceived error probabilities for a node n depending on their distances from n. These
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probabilities are normally different from the local probability at n. In this scheme,
the error probabilities pnk can be used instead of the values of pk by node n to compute
each neighbor weight for the decision scheme in definitions 5 and 6 and theorem 2.
4.4 Group-Based Error Model for Fault-Tolerant Distributed
Detection
In this section, we develop an error model that takes into account in the fault-tolerance
mechanism the geographical distribution of the group of neighbors reporting a specific
detection decision. To illustrate this idea, we consider the following examples. We
assume, for simplification, that all nodes have the same probability of error p. In the
first example, nodes 1, 2, 3 in Figure 29 report a detection decision of 1. In the second
example, nodes 2, 4, 6 report the same decision. The idea here is that even though
the same number of neighbors of n reported a decision of 1 in the two examples, the
second decision is more reliable. This is because if all nodes reporting a decision of 1
are on one side of n it is conceivable that these nodes are at the border of the event
region. In this case, the node n is outside of the event region and no event should be
detected. On the other hand, if nodes from different sides of n report a decision of 1,
it is very likely that an event is also present at n. This is specially true in the case of
a convex event region.
To take the geographical distribution into account, we define a new weighted
voting model that gives a weight factor to each neighbor that is a function of the
geographical distribution of the decision group to which they belong. There are two
decision groups G0 = {k ∈ FTNn \n : Sk(t) = 0} and G1 = {k ∈ FTNn \n : Sk(t) =
1}.
Definition 8 We define the weight wgj as the weight given to the decision group Gj
with j ∈ {0, 1}. This group weight is given by:
wgj =











Figure 29: Group-based error model
where mj is the geographical centroid of nodes in Gj, d(n, mj) is the distance between
n and mj and r is the fault-tolerance range.
This weight is higher when mj is closer to n. In fact, the centroid of the group is
closer to n when nodes are distributed around n than when the nodes are on the same
side while having the same distances from n.
We can now compute the node weight that is a function of both its individual
local detection error and its group weight. The new node weight of a neighbor k ∈ Gj
is given by:
wnk = wgjwk (50)
where wk represents the original node weight, defined previously in theorem 2.
Using these new weights, we can now compute the probability of detection error
when using a node k ∈ FTNn \ n to estimate the real situation at node n. This
probability is given in the following proposition.
Proposition 2 The probability of error when an event occurring at node n is detected






Proof 11 This error probability is obtained by inverting the relationship in theorem 2
and using the new wnk instead of wk.
We can now use these new probabilities of detection errors in the decision scheme
instead of the original ones in definitions 5 and 6.
Note that this group-based error model can be used in combination with the
distance-based one presented in the last section. In such a case, the detection error
probability values are used to compute the original neighbor weights (wk) to obtain
new weights. These distance-based weights are then used to compute the node weight
in this model.
4.5 Simulation Results
In this section, we present a set of simulation results that are intended to demonstrate
some of the advantages of our fault-tolerant estimator (FTEDD). In particular, the
estimator is compared to the approach proposed in [49]. The simulations were con-
ducted using GTSNetS.
We simulated a sensor network of 1024 nodes randomly deployed (uniform distri-
bution) in a region of 680 meters by 680 meters. The communication range was set to
23 meters. The parameter r defining the fault-tolerance range was set such that each
interior node has 4 neighbors that are used in the distributed decision mechanism.
One source (sensed object) was placed at the lower left corner of the region of inter-
est. The sensing range was set to 93 meters. All simulation results were obtained by
averaging over 1000 runs.
To reduce the size of the exchanged messages, we run an initial neighbors discovery
phase prior to the execution of the fault-tolerance algorithm. This avoids having to
send node locations along with every sensor reading message, which greatly reduces
the sensor message size. This helps to reduce the energy cost of the algorithm, but
requires the existence of an identification mechanism [69]. Every node communicates
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only with nodes in its fault-tolerance range. In this specific simulation, this range
is less than the communication range. Nodes, therefore, broadcast their messages to
the neighboring nodes and there is no need for any routing protocol.
In this simulation scenario, we are assuming a Gaussian error term. However, our
decision scheme does not require this assumption. In fact, nodes are not required to
know the specific distribution of the error term prior to the deployment or to have the
same distribution. The error is assumed to have a mean of 0. We simulate the case
of nodes having different error probability levels by assigning to a node k a random
standard deviation σk. This standard deviation varies uniformly in a range of plus or
minus a fixed percentage of the average standard deviation σ. This fixed percentage
is referred to as the variation percentage in the rest of this section. The error level
corresponding to the average σ is referred to as the nominal error probability in the
rest of this section. The error probability pk is then computed using the expression in
equation 21. With me = 32 and mn = 0. The tail function was approximated using








The following metrics, defined in [49] are used to compare our algorithm the
algorithm proposed in [49] which uses a majority voting scheme.
• Number of errors corrected: number of original sensor errors detected and cor-
rected by the algorithm.
• Number of errors uncorrected: number of original sensor errors undetected and
uncorrected by the algorithm.
• Number of errors introduced by the solution: number of new errors introduced
by the algorithm.
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• Reduction in errors: overall reduction in number of errors, taking into account



















Normalized number of corrected errors vs. nominal error probability
FTEDD 20%
FTEDD 50%
Figure 30: Normalized number of corrected errors vs. nominal error probability for
20% and 50% percentage variations
The effects of two parameters on these metrics are studied. These parameters
are the nominal local detection error probability levels and the variation percentage.
In Figure 30, the normalized number of original errors detected and corrected using
the FTEDD estimator is plotted as a function of the nominal error rate for two
different values of the variation percentage. This graph shows that the estimator
corrects a large percentage of errors caused by the inaccuracy of the local node decision
scheme. The estimator corrects more than 85% of the local errors for an error level
as high as 15%. The plot shows also that the FTEDD estimator maintains a high
level of performance as the heterogeneity of the sensor nodes, represented by the
variation in standard deviation, increases. In fact, the percentage of corrected errors
remains relatively unchanged when the variation goes from 20% to 50%. The slightly
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better performance obtained for a percentage variation of 50% comes from the fact
we vary the standard deviation σ and not the error probability itself. As the variation
increases, the average error probability decreases due to the nature of erfc function.
In fact, as this probability increases the variation in σ translates into less significant
variation around the nominal probability of error. This is due to the decreasing rate
of increase of p as a function of σ given in equation 52.
The normalized number of uncorrected errors can be readily computed from the


















Normalized number of introduced errors vs. nominal error probability
FTEDD 20%
FTEDD 50%
Figure 31: Normalized number of introduced errors vs. nominal error probability
for 20% and 50% percentage variations
Figure 31 gives the number of errors introduced by the use of the FTEDD estima-
tor as a function of the nominal probability. This normalized percentage is computed
as the number of introduced errors divided by the number of errors present when
the estimator is not used. As the figure shows, the number of introduced errors re-
mains relatively small, e.g., less than 5% for a nominal error probability of up to
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15%. Again, the performance of the estimator remains very stable with respect to
the level of variation. In particular, the normalized number of introduced errors does
not change much between the cases 20% and 50% variation.
The normalized reduction in errors shows that the estimator reduces greatly the
level of errors. At a nominal error level of 15%, the estimator reduces the average
number of decision error by more than 80% as shown in Figure 32. Again, there is






















Normalized reduction in errors vs. nominal error probability
FTEDD 20%
FTEDD 50%
Figure 32: Normalized reduction in errors vs. nominal error probability for 20%
and 50% percentage variations
Our simulations demonstrate that the FTEDD estimator performs better than
the majority voting scheme of [49]. The two estimators give similar results of the
normalized number of corrected errors. However, FTEDD introduces fewer new errors
than does the majority voting scheme as shown in Figure 33. The difference is even
greater when we increase the level of variation around the nominal probability level.
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For a variation of 50%, for example, the number of errors introduced by the majority
voting scheme is more than three times the number introduced by FTEDD for an



















Normalized introduced errors vs. nominal probability error for a variation of 20%
FTEDD 20%
Majority 20%
Figure 33: Normalized introduced errors vs. nominal probability error for a variation
of 20%
4.6 Learning Error Probabilities
The different error models and decision schemes proposed in the previous sections
require the knowledge of the error probability at each node. This probability is
needed to compute the weight of each node in the decision scheme. Nodes, therefore,
need a robust mechanism to learn their failure probability dynamically. This section
proposes several methods to achieve this objective.
Estimation is the only realistic way to gain knowledge about the error probability
at different nodes and assign appropriate weights in the distributed detection algo-
rithm. It is clearly not realistic to assume that these probabilities are known a priori




















Normalized introduced errors vs. nominal probability error for a variation of 50%
FTEDD 50%
Majority 50%
Figure 34: Normalized introduced errors vs. nominal probability error for a variation
of 50%
an error probability estimation algorithm must converge to a good estimation of the
true error probability in a reasonable amount of time and quickly detect real changes
in error probability. Yet, the algorithm also needs to filter short-term random vari-
ations. In addition, the algorithm must not require large computing and memory
resources due to the limited resources of a typical sensor node.
An error rate estimation algorithm can use the past behavior of a sensor node
to estimate its error probability. This involves keeping track of how many times the
node has been faulty in the last N measurements. A problem with this approach is
that it requires the true situation (presence or absence of an event) to be compared
with the node’s decision in order to determine whether the node is faulty or not.
Clearly, we cannot use the true situation (since it is not known) in the error rate
estimation algorithm. Instead, we can use the weighted majority decision as an
estimate of the true situation. This assumes that the initial values of node weights do
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not result in a situation where nodes with high error rates are given relatively high
weights (considered as more reliable) while nodes with low error rates are assigned
low weights. To avoid such a situation in the first round of error rate estimation,
we can start with all nodes assigned the same weights (same initial estimate of error
rate for all nodes). This is equivalent to using a simple majority voting scheme in the
beginning of the network deployment.
The error rate estimation scheme proposed here divides the operation time of a
sensor node in sections of equal length called windows. The estimation is performed
at the end of each window. Since a sensor node’s local detection decision is either
correct or faulty at each time step, the error rate can be found from the number of
wrong decisions in the window.
Windows can be of types:
• Time window: In this case, each window contains a fixed number of detection
decisions, D. Each node maintains a count of the number of detection errors,
Ej, in the j
th time window. The error rate is estimated at the end of each time
window as Erj, which serves as an estimate of pn of the node:




• Event window: In this case, windows are sized to contain an equal number of
detection errors E, but the number of detection decisions can vary from window
to window. Each node maintains a count of the number of detection decisions,
Dj, until the E
th detection error in the current window. The error rate estimate
is then given by:




The event window is particularly suitable in the case of low error rates for part of
the network. In such a case, a time window approach will require setting the window
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size very large to avoid resolution problems. For example, if the true error rate is
1%, then a window size of D = 50 can lead to time windows with alternate error rate
estimates of respectively 0% and 2%.
The error rate estimates are used to replace the value of pk for the node n and its
neighbors in the FTEDD estimator, i.e., Equation 24. We now define the following
functions using the estimates of the failure probability.
Definition 9 The following two functions F̂ 0n and F̂
1
n are defined as follows:
F̂ jn : Pn → R+, j ∈ {0, 1}






These functions are used in the FTEDD instead of the ones defined in Definition 5.
The new distributed detection error based on the new functions is given by:















k (1 − pk)1−Sk(t)
(56)
where Ω̂0 = {v ∈ Pn : F̂0(v) > F̂1(v)} and Ω̂1 = {v ∈ Pn : F̂1(v) > F̂0(v)}. The new
distributed detection error probability is only different from the previous one in the
way the two subsets Ω̂0 and Ω̂1 are computed. It must be noted that P̂ en(t) ≥ Pen(t)
since Pen(t) corresponds to the optimal estimator as proven in Theorem 4.2.2.
The probability of the node n being in the minority quorum, i.e., disagreeing with
the decision obtained using the FTEDD distributed detection scheme with the current
values of the error rate estimates, is computed in the following proposition.
Proposition 3 The probability of node n being in the minority quorum is given by:
p̂n(j) = P (Si 6= Ri|Ti, current estimates of pk) = pn + P̂ en(t)(1 − pn) (57)
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Proof 12 The proof comes from the observation that the node disagrees with the
majority either because the node is truly faulty and the majority is correct or the node
is correct while the majority is faulty. That is:
p̂n(j) = P (Si = Ti)P (Ri 6= Ti) + P (Si 6= Ti)P (Ri = Ti)
= (1 − pn)P̂ en(t) + pn(1 − P̂ en(t)) = pn + P̂ en(t)(1 − pn)
(58)
The following proposition assesses the biasness of the window-based error rate
estimator. We consider that we are using a time window. The same result can easily
be proven for the event window.
Proposition 4 The error rate estimator obtained at the end of the first window is
biased. However, the estimator is asymptotically unbiased i.e., it tends to become
unbiased as the number of neighbors becomes large.
Proof 13 For the ith detection decision in the window, let’s define ei as a binary
variable with value 1 if the node is seen as faulty: the node disagrees with the majority.
ei = 0, otherwise. The error estimation at the end of the window can be written as:
































ˆpn(j) = pn + P̂ en(t)(1 − pn) (61)
Since we assume that for all nodes 0 < pk <
1
2
, we have that E[p̂1n] > pn, which
implies that the estimator is positively biased. However, as the number of neighbors of
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n increases, the probability P̂ en(t) goes to 0 when using the majority voting as is the
case in the beginning. For example, if the node has 20 neighbors, then the probability
that at least 10 neighbors are faulty is less than 1
210
. This proves that the estimator is
asymptotically unbiased.
The next proposition gives the consistency of the window-based estimator.
Proposition 5 The error rate estimator used to the estimate the error rate at the
end of the first window is consistent, i.e., the variance of the estimator tends to 0 as
the window size becomes large.
Proof 14 We have that the variance of the estimator is given by:


















Clearly if the number of samples in the window tends to infinity, this variance will go
to 0, which proves the consistency.
What the previous two propositions give us is that the error rate estimation ob-
tained at the end of the first window is higher than the true error (positive bias).
However, the margin can be controlled by including a larger set of neighbors. In
this case, the estimator is almost centered around the real value. In addition, the
consistency proposition guarantees that if the window size is large enough then this
estimate does not vary much around its mean. This means that the estimator that
we obtain using one sample population (window) is close to the mean estimate and
therefore to the real value.
The previous two propositions can be used to obtain the following corollary on
the convergence and stability of the window-based error rate estimator.
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Corollary 3 The window-based estimator converges and is stable when the number
of neighbors is large and the window size is large.
Proof 15 The proof comes from the fact that the estimator is asymptotically unbi-
ased and consistent at the end of the first window. Which implies that it converges
as for a large enough neighborhood (asymptotic unbiasedness) and large enough win-
dow (consistency). The stability comes from the fact that once the convergence is
achieved, the new FTEDD estimator (optimal with respect to the MAP criterion) has
a lower distributed detection error probability than the simple majority used in the
first window. This in turn implies asymptotic unbiasedness and consistency in the
second time window and so on.
This theoretical analysis of the biasness and consistency of the estimator and
the importance of the window size for the convergence and stability of error rate
estimation is confirmed through simulation. Figures 35 and 36 give the performance
of the error rate learning as a function of the window size. The simulation scenario
consists of a sensor network of 1024 nodes and a density of 4 neighbors per node as
in Section 4.5. The nominal error probability is 0.143 corresponding to a standard
deviation of σ = 15 with 60% error probability variance. The figures show the number
of nodes that converge at the end of the first window. A node is considered to have
converged if the error rate estimate is close to the true error rate (within ±0.025).
As expected, we can see that the convergence rate increases with the window
size. As shown in the figures, accurate and stable error rate estimation requires large
window sizes. It must be noted here that in both figures, few nodes (3 or 4 our of
the 1024 nodes) do not converge. These nodes are located in the border of the event
region with neighbors on both sides report opposite detection decisions without being
faulty. As discussed earlier, this is not a serious problem as long as it affects only a






















































Figure 36: Event window error estimation convergence
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Despite resulting in a more accurate error rate estimation, large window sizes
mean that the error estimation is not performed as often, which means that the
estimation algorithm cannot react quickly to a change in the error rate. To handle
this problem, we propose to use smaller window sizes to update the error rates more
often then filter the rates from several windows to smooth the results. We are virtually
increasing the window size by including more windows in the error rate estimation,
which is necessary for consistency. This can be achieved by using the Erj estimate
from the m previous windows to compute a more accurate error rate estimate pEj at
the end of the jth window. Two approaches can be used: the regular moving average
and the geometric moving average.
4.6.1 Moving Average
In this case, each node averages the window error rate estimates from the previous







The moving average estimator is a low-pass filter. For example, Figure 37 gives
the frequency response of the low-pass filter corresponding to the moving average
filter when m = 10. This is sometimes referred to, in literature, as a 10-point moving
average filter.
As expected, the performance of the moving average estimation scheme is highly
dependent on the value of the parameter m. This parameter must be set to balance
between two objectives. The estimation scheme must have good smoothing action
to reduce the effects of random noise being considered as a real change in error rate
(stability). At the same, the moving average filter needs to have a large enough
bandwidth to detect real changes in error rate such as increase in number of errors
because of aging or a sudden increase in number of detection faults. The bandwidth
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must be determined based on a frequency profile of error rates. As the value of
the parameter m increases, the estimation scheme becomes more robust to random
noise but at the same time the filter bandwidth decreases. This can be seen from
Figures 37, 38 and 39 displaying the frequency response of the corresponding low-pass
filters for m = 10, m = 20 and m = 40.





























Figure 37: Frequency response of the moving average filter for m = 10
It must be noted that the moving average can be implemented in an efficient way
not requiring extensive computing resources. In fact, a simple recursive implemen-
tation involving only 2 additions instead of m additions is readily available. This
involves replacing the estimation equation by:


































Figure 38: Frequency response of the moving average filter for m = 20
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Figure 39: Frequency response of the moving average filter for m = 40
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4.6.2 Geometric moving average
This technique also called the exponential moving average (EMA) performs a recursive
geometrically weighted error rate estimation:
pEj = bErj + (1 − b)pEj−1 (66)
where 0 ≤ b ≤ 1. This is equivalent to a geometric distribution with parameter b




(1 − b)j−lErl + (1 − b)pE0 (67)
In the case of the geometric moving average, the relationship can still be inter-
preted approximately in similar way to the moving average with a sliding number of
m windows. The parameter b can be set so that an arbitrarily large percentage of
the probability mass lies in the previous m windows. For example, to have 99% of
the probability mass function lie in the previous m windows, the parameter b must




(1 − b)l = 1 − (1 − b)m ' 0.99 (68)
This results in:
b = 1 − (0.01) 1m (69)
In the same way as the simple moving average, the geometric moving average can
be represented as a low-pass filter. In this case, the value of the b parameter is key
to the performance in terms of how quickly changes in error rates are detected and
accounted for as well as in terms of the robustness of estimation scheme to random
changes. Figures 40, 41 and 42 give the frequency response of the low-pass filter
corresponding to a geometric moving average for b = 0.10, b = 0.25 and b = 0.37,
respectively.
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Figure 40: Frequency response of the geometric moving average filter for b = 0.10
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Figure 41: Frequency response of the geometric moving average filter for b = 0.25
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Figure 42: Frequency response of the geometric moving average filter for b = 0.37
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The previous figures show that the geometric moving average has a small phase
lag indicating smaller time lags compared to the simple moving average filter (Fig-
ures 37, 38 and 39). When using an equivalent number of windows, the choice between
the moving average and the geometric moving average represents a tradeoff between
the faster reaction to changes in the error rate that can be achieved with the geo-
metric moving average and the higher robustness to random changes that is more
likely when using a simple moving average scheme. This is because the moving av-
erage gives equal weights to all the previous m windows while the geometric moving
average gives higher weights to closer windows.
4.6.3 Simulation Results
For accuracy and fast response of the estimates of the error rates, it is clear that the
choice of the values of the parameters b and m as well as the choice of the initial value
pE0 are important. As seen from the frequency response of corresponding filters, if b
and m are chosen so that few recent windows are dominating the estimate, the risk
is that the node takes random noise as real change in error rate. This can result in
increased number of distributed detection errors since the corresponding is given the
wrong weighting in the weighted majority voting scheme. In contrast, if too many
past windows are taken into account in the estimation of the error rate, real change
in error rate will not be detected in a timely manner. The initial value of the error
rate estimate affects how quickly the error rate estimation scheme converges after the
network deployment. This subsection presents simulation data to assess the effects
of these different parameters on how quickly the learning schemes converge and how
robust it is to random changes.
In all the simulation scenarios, we use the same sensor network as described in
Section 4.5. The time window size is fixed at 100 samples per window.
We first evaluate the effect of the parameter m on the performance of the simple
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moving average error rate learning scheme. Figure 43 gives the convergence rate
as a percentage of nodes convergence rate as a function of the number of windows
taken into account in the moving average. True values of the error rates are set with
a nominal error probability of 0.143, which corresponds to a standard deviation of
σ = 15. The error rate variance is 60%. The window size is set to 100 samples
(detection decisions). Results are given as number of nodes that converged within 10,
between 10 and 20 windows and after 20 windows. As can be seen, the smaller the
value of m the faster is the convergence. For example, the number of nodes converging
in the first 10 windows decreases as m increases. On the other hand, the number of
nodes of nodes converging after 20 windows increases with the value of m. This is not
surprising since a smaller number of windows taken into account in the estimation


























Between 10 and 20 widnows
After 20 widnows
Figure 43: Rate of convergence (percentage of nodes that converge to true error
rate) of simple moving average vs. m
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Figure 44 plots Robustness metric, the percentage of nodes that remain stable
near the true error rate after experiencing convergence during the first 20 windows
as a function of the parameter m. Clearly, when the moving average scheme uses
a small number of windows the learning algorithm is more vulnerable to random
changes. This means that because the weight given to the current window ( 1
m
), a
random variation in number of errors during this window can be misinterpreted as a























Figure 44: Robustness of the the simple moving average to random changes, where
Robustness metric is the percentage of nodes that stay close to true error rate after
convergence
Clearly, the parameter m should be set by taking into account any prior knowledge
of the network deployment characteristics. If it is expected that the initial estimate
of the error rate is reasonably accurate and that the error rate will evolve very slowly,
then a large value of m is more reasonable. If on the other hand, there is little infor-
mation available to initialize the error rate estimate accurately and a fast convergence
is important, then the parameter m should be set to a small number of windows. An
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alternative could be to set the parameter initially to a small value to allow fast con-
vergence in the beginning of the algorithm and then change it to a larger value since
it is likely that any change in error rate will occur over a long period of time.
In the case of the geometric moving average, the most important parameter is
the weight b of the current window. Figure 45 gives the convergence rate of the
geometric moving average learning scheme for different values of the parameter b. The
percentages of nodes converging during the first 10 time windows, between 10 and 20
windows and after more than 20 windows are given. As expected, the convergence

























Between 10 and 20 widnows
After 20 widnows
Figure 45: Rate of convergence (percentage of nodes that converge to true error
rate) of geometric moving average vs. b
Figure 46 presents the results for the robustness of the geometric moving average
to random fluctuations in error rate for various values of the weight parameter b.
The figure plots Robustnessmetric, the percentage of nodes that deviate by 0.025 or
more from the true error rate after converging within the first 20 time windows. As
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previously seen in the frequency domain representation of the corresponding low-pass
filter, high values of b cause the error rate estimation to be sensitive to random noise

























Figure 46: Robustness of the the geometric moving average to random changes,
where Robustness metric is the percentage of nodes that stay close to true error rate
after convergence
As for the parameter m, the weight factor b must be set to balance between fast
convergence and robustness against random fluctuations around the true error rate.
We next look at the influence of the initial estimate on the convergence and ro-
bustness to changes. We use a geometric moving average scheme with the parameter
b set to 0.37. This corresponds to the case where at least 99% of the probability
mass function of the corresponding distribution lies within 10 nearest time windows.
Figure 47 gives the convergence rates within 10 windows, between 10 and 20 windows
and after 20 time windows for different values of the initial rate estimate. The con-
vergence is faster when the initial value of the error rate estimate is between 0.10 and
0.15. This is not surprising since the true error rate of the nodes in the network is
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chosen randomly from this interval. It must be observed that this parameter does not
have as much influence as the parameter b. Even though it affects how affects how fast
the convergence is reached, this effect is marginal compared to that of the parameter
b. The initial value of the error rate estimate does not show to have significant effect























Initial value of error rate estimate
Within 10 widnows
Between 10 and 20 widnows
After 20 widnows
Figure 47: Convergence of geometric moving average vs. initial error rate estimate
In summary of this section, we have proved that the error rates of individual
nodes can be learned in a dynamic way. This is necessary for the performance of
the FTEDD estimator since it is based on knowledge of node weights in the voting
scheme. Node weight is directly derived from the error rate. We also proved the
importance of setting the learning scheme parameters appropriately for fast response
time and for robustness to random rate changes.
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4.7 Conclusion
We presented an optimal fault-tolerant estimator for distributed detection in sensor
networks with sensor nodes of different accuracy levels. This estimator is proven to
be equivalent to a weighted voting scheme. We also provided two new error models
that account for the node distance and the geographical quorum distribution in the
distributed detection decision scheme.
In addition to the theoretical analysis, the proposed fault-tolerance event detection
scheme was tested and gave good performance under various simulation settings. It
was found, for example, that this scheme can detect and correct more than 85% of
original detection errors, while introducing only less than 5% of new errors.
Finally, we also proposed schemes based on the moving average and the geometric
moving average to allow nodes to efficiently learn and update their error rates. These
rates are necessary to compute node weights used in the weighted voting scheme.
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CHAPTER V
CONCLUSIONS AND FUTURE WORK
This work described three main contributions to the growing field of sensor network
algorithms. The first contribution consists of a simulation tool (the Georgia Tech
Sensor Network Simulator, GTSNetS) that enables the design and evaluation of new
algorithms for sensor networks. The second contribution of this work consists of a
novel approach to the global ID assignment problem. The third contribution is a
fault-tolerance detection mechanism that is proven to be optimal under the MAP
(maximum a posteriori) criterion.
5.1 Sensor Network Simulation
Chapter 2 described the design and implementation of GTSNetS (Georgia Tech Sen-
sor Network Simulator) and illustrated how it can be used to study sensor networks.
The major contribution here is a new simulation environment that allows efficient
study and comparison of sensor network designs and architectures. This simulator is
designed to closely match how typical sensor nodes and networks function. It models
sensor nodes consisting of three main functional units: computing unit, communica-
tion unit and a sensing unit composed of one or several sensors. Each node is powered
by a battery. Several energy consumption models are implemented for each one of
the functional units.
GTSNetS is built on top of the Georgia Tech Network Simulator (GTNetS), a full
featured general-purpose wired and wireless networks simulation environment. GT-
NetS is designed with the objective of closely mimicking the way real networks are
structured while handling the simulation of large networks. For example, there is a
clear separation between the protocol stack layers as in standard network protocols.
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GTNetS has models for the various components of a network including nodes, net-
work interfaces protocol layers and many popular network protocols. It also provides
models for end-to-end user applications. Packets are modeled as composed of a list
of protocol data units (PDUs). PDUs are appended and removed from the packet as
it moves down and up the protocol stack.
GTSNetS extends GTNetS to enable sensor network simulation. Examples of new
models include:
1. Models for each of the different functional units composing a sensor node: sens-
ing unit, computing unit and communication unit.
2. Sensing accuracy models to account for sensor measurement errors. These mod-
els are useful for the simulation of sensor network applications where reliability
and fault-tolerance are important metrics.
3. Battery model to track the evolution of the energy resources available to a
sensor node.
4. Several energy models for each functional unit to quantify the energy cost of
each task executed by a sensor node. These models are also useful to quantify
the effects of different protocols and algorithms on sensor node and network
lifetime.
5. Sensor network specific protocols. Several sensor network routing protocols such
directed diffusion and different geographical routing protocols are modeled. New
models can be easily added.
6. New tracing capabilities to enable the collection of statistics on energy consump-
tion at network, node and functional unit levels. This capability is particularly
useful for finding sources of lifetime optimization and quantify their impact. For
example, it can be used to find regions of the network where nodes die quickly
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because of high communication energy cost during the execution of a specific
algorithm.
7. Actuator and plant models to enable the simulation of networked control sys-
tems where a sensor network is used in the context of a distributed control
application.
One of the main features of GTSNetS is that it builds on the design of GTNetS for
an excellent scalability to network size. In fact, it has been demonstrated, through
simulation results, that it can be used to simulate sensor networks of several hundred
thousand nodes. Scalability is achieved through careful resource optimization (e.g.,
reduction of the number of outstanding events, memory management and optimiza-
tion and reduction of log files size). In particular, GTSNetS is implemented in an
efficient and modular manner leveraging the specifics of sensor networks for higher
scalability. For example, in sensor networks communication is performed via wireless
devices and the network topology can be dynamic with packets transmitted typically
in a localized broadcast. By observing that nodes do not need to maintain and update
routing tables for most sensor network protocols, GTSNetS reduces the memory and
processing requirements. In addition, GTSNetS extends GTNetS approach of fine-
grained control of the logging of simulation events. By implementing many tracing
options (such energy states, message exchange, node wake-up times, etc) and allowing
the user to choose exactly which ones to log (depending on the simulation objective)
and discard the others, GTSNetS allows for a trade-off between memory requirements
and the amount of simulation events logging.
Other important features of GTSNetS include the fact that it is modular and
easily extensible by users to implement additional architectural designs and models.
This simulator allows the user to choose among different implemented alternatives in-
cluding different network protocols, different types of applications, different sensors,
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different energy and accuracy models. Such modularity allows an independence be-
tween the different modules, which makes it easy for the user to extend the simulator
by adding new models (inherited from the existing ones) or modifying existing mod-
els without affecting other parts of simulator. The modularity and ease of use make
GTSNetS suitable for simulating sensor networks since such networks are application-
dependent and their diversity cannot be represented in a single model.
GTSNetS is distributed under the GNU General Public License and can be ob-
tained from the web page at http://www.ece.gatech.edu/research/labs/MANIACS/
GTNetS/download.htm.
5.2 Global ID Assignment
We presented a solution to the global ID assignment problem in sensor networks in
Chapter 3. The major contribution is an algorithm that assigns unique IDs to each
node participating in the network using the minimum number of bytes required to
code these IDs. This solution was obtained using a three-phase approach. In the
first phase, temporary long IDs are assigned. These temporary IDs are used in the
second phase to determine reliably the exact size of the network and, therefore, the
minimum number of bytes to use. In the third phase, final IDs coded using the
minimum number of bytes are assigned.
The algorithm is further extended to allow nodes to join the network asynchronously
and to obtain unique IDs after the initial deployment. This is performed at the local
level by having each node initially participating in the algorithm request several spare
IDs to account for neighbors that join after the initial deployment.
The termination and correctness properties of the proposed algorithm as well as
its communication energy cost were studied and discussed analytically. We proved
that the algorithm terminates if nodes that participate in the initial round of the
algorithm remain active until after the end of the third phase of the algorithm. The
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algorithm does not terminate if participating nodes die or go into a sleep state during
its execution. It is very unlikely that nodes will run out of energy during the execution
of the initial round of the algorithm since this execution is assumed to occur early
after the network deployment when nodes still have high energy levels. In addition,
we analytically proved that the probability of message retransmission is very low
during the execution of the algorithm, which bounds the energy cost of the algorithm
making it even more unlikely that nodes will die during its execution. The correctness
of the algorithm was determined by proving that the probability of two nodes being
assigned the same ID is extremely low. The occurrence of such a situation was found
to depend on the joint occurrence of a set of independent events, each having a very
low probability of occurrence.
To confirm the analytical results, extensive simulation results were also provided
to study the effects of various network characteristics (size, density and bit error rate)
on the performance of the algorithm. The effects of the time wait parameter on the
the algorithm performance was also studied. This parameter is used in a collision
handling mechanism implemented to minimize message losses and retransmission,
which limits the communication energy consumption of the algorithm and reduces its
execution time.
The theoretical and simulation analysis demonstrated that the proposed algorithm
achieves excellent results, both in terms of the percentage of participating nodes
receiving a unique ID and the execution time as well as in terms of communication
energy consumption. These results are obtained when the algorithm parameters, in
particular the time wait parameter, are set based on the network characteristics such
as size and density.
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5.3 Fault-Tolerant Event Detection
In Chapter 4, the major contribution is a localized algorithm that provides an opti-
mal fault-tolerant estimator for distributed event detection in sensor networks with
sensor nodes of different accuracy levels. The proposed solution leverages the spa-
tial correlation between the occurrences of the detected event in the sensing ranges
of neighboring nodes to formulate a fault-tolerance detection algorithm at the node
level. In particular, instead of only using its local sensor measurement to decide on
the presence or absence of an event, a node takes into account the local detection
decisions of its neighbors. The node divides its neighbors into two groups depending
on their local decision. The node adds itself to the group of neighbors that agree with
its local decision (presence or absence of an event based on node’s own sensor mea-
surement). A confidence metric is computed for each group taking into account its
members detection error probabilities. The node decides on the presence or absence
of the detected event based on which group shows a higher confidence level.
Unlike previous approaches, the new approach does not assume that all the nodes
have the same detection probability of errors or that this probability is known in
advance. It is designed to handle the case of neighboring nodes with different reli-
ability levels (different detection error probabilities). Relaxing the assumption that
nodes have the same reliability level also allows the handling of cases where the sensor
network is composed of heterogeneous sensor nodes.
We proved analytically that the detection estimator based on the new algorithm
is optimal with respect to the maximum a posteriori (MAP) criterion. The estimator
is also proved to be asymptotically unbiased. In contrast with existing fault-tolerant
detection schemes where a simple majority voting applies, the proposed solution has
been found to be equivalent to a weighted voting scheme with each neighbor given a
weight that is a function of its reliability level.
Taking into account different reliability levels for each node results in the need
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for an approach to estimate each node’s reliability level since it cannot be assumed
to be known in advance. A node’s reliability level can also change over time due, for
example, to sensor aging. We discussed schemes based on the moving average and
geometric moving average to allow each node to efficiently learn its error rate. When
the sensor network is first deployed, these proposed schemes can be used by nodes to
quickly learn their error rates and establish the weight of each node in the weighted
voting event detection algorithm. Using these schemes, nodes can also dynamically
discover changes in reliability levels and adjust the weights properly.
In addition to the theoretical analysis, the proposed fault-tolerant event detection
scheme was tested using simulation and gave good performance under various simu-
lation settings. It was found, for example, that this scheme can detect and correct
more than 85% of original detection errors, while introducing only less than 5% of
new errors.
Further, we describe two new error models that take into account the neighbor dis-
tance and the geographical distributions of the two decision quorums. These models
are particularly suitable for detection applications where the event under considera-
tion is highly localized.
5.4 Future Work
5.4.1 Sensor Network Simulation
An important area of future work is the inclusion of hybrid simulation capabilities.
Hybrid simulation will allow interaction between real sensor nodes and nodes in the
simulator. Real nodes will be a source for real data for the simulator. This will also
allow a better understanding of the effect of new architectural choices (e.g., network
protocols, collaboration strategies for example) by providing the benefit of real world
implementation on one or few nodes without sacrificing the ability to test on large
networks modeled in the simulator. Another important future work is to test the
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realism of the models implemented in GTSNetS by comparing their results to the
outcome of real experiments on sensor networks. The hybrid simulation can enable
this validation since it allows the comparison between the behavior of a real world
sensor node and a node in the simulator.
5.4.2 Global ID Assignment
The ID assignment algorithm is part of the overall sensor network initialization and
infrastructure building problems. In the future, it will be interesting to investigate
if various initialization tasks can be performed in parallel with the ID assignment
algorithm. For instance, it could be possible to establish clusters between neighboring
nodes using the temporary unique IDs. This can be done after the local completion of
the first phase of the algorithm. It allows the reduction of the overall cost of network
initialization since the nodes will be performing initialization tasks concurrently. A
potential downside of this approach is that it can increase concurrent traffic in the
network, which can result in higher message retransmission rate. It will be interesting
to investigate the tradeoff between the reduction in initialization time and the added
communication cost.
5.4.3 Fault-Tolerant Event Detection
In the future, it would be interesting to investigate a geometric approach to fault-
tolerant distributed detection in sensor networks. The idea is to track topological
inconsistencies and use them to determine the presence or not of a local detection
error. For example, if we assume that node locations are known and that the event
region is convex and continuous, then the following observations can be made:
1. If all neighbors of a node n are detecting an event and n is not detecting this
event, then there must be a detection error at n or among its neighbors. For
example in Figure 48, when all nodes except n detect the event, this could











Figure 48: All nodes except n or 8 detect the event
because of the convexity assumption the event cannot be present at all neighbors
of n and not at n itself. This observation can be used to allow nodes to detect
their detection faults with a high probability.
2. If an event is detected by a node n and all of its neighbors except one interior
neighbor, there must be a local detection error at one or several neighbors of n.
This situation occurs, for example, if n and all its neighbors except node 8 in
Figure 48 detect the event. This observation is again due to the assumptions of
convexity and continuity of the event region. It can be used by the node n to
detect errors at its neighbors.
3. It can be proven that if 3 nodes n1, n2 and n3, as in Figure 49 detect the
presence of an event, then any node in the interior triangle (X1X2X3 must
detect this event. In a similar way, if these three nodes do not detect an event,
a node in the interior triangle should not detect it. The interior triangle is
formed as follows. We define the point Oj, j ∈ {1, 2, 3} as the location of node
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j. The circle Cj is the circle centered at Oj with a radius equal to the sensing
range. We define the point Xij, i, j ∈ {1, 2, 3} as the intersection the circle Ci
and the line OiOj. There two such points on each circle as in the Figure 49.
The point Xj, j ∈ {1, 2, 3} is defined as the intersection of the two tangents
of the circle Cj at the two points Xji, i ∈ {1, 2, 3} \ j. The interior triangle is
the triangle defined by the points X1X2X3. It can be proven that if the three
nodes nj, j ∈ {1, 2, 3} have the same local detection decision, then any node
inside this triangle must have this same decision when no error is present. It
is of importance that this observation does not require that the three trusted
nodes be within a minimum distance of each other in the case of a continuous
event-region. This observation can be used to place a number of “trusted”
nodes in strategic locations in the deployment region so that every node in the
network can detect when it is faulty. We should note here that if a regular
(non-trusted) node is surrounded by three trusted nodes, it can be viewed as
a trusted node after verifying its decision by comparing it with the ones of the
three trusted neighbors.
These observations can be used as a starting point to develop a more rigorous
geometric approach to fault-tolerance in distributed detection applications of sensor
networks. Such an approach can potentially provide a deterministic approach to fault-
tolerance at the expense of the assumption of node location awareness. It will also











Figure 49: Node n in the interior triangle of three trusted nodes
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