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In this dissertation, we develop nonparametric Bayesian models for
biomedical data analysis. In particular, we focus on inference for tumor het-
erogeneity and inference for missing data. First, we present a Bayesian feature
allocation model for tumor subclone reconstruction using mutation pairs. The
key innovation lies in the use of short reads mapped to pairs of proximal sin-
gle nucleotide variants (SNVs). In contrast, most existing methods use only
marginal reads for unpaired SNVs. In the same context of using mutation
pairs, in order to recover the phylogenetic relationship of subclones, we then
develop a Bayesian treed feature allocation model. In contrast to commonly
used feature allocation models, we allow the latent features to be dependent,
using a tree structure to introduce dependence. Finally, we propose a non-
parametric Bayesian approach to monotone missing data in longitudinal stud-
ies with non-ignorable missingness. In contrast to most existing methods, our
method allows for incorporating information from auxiliary covariates and is
viii
able to capture complex structures among the response, missingness and aux-
iliary covariates. Our models are validated through simulation studies and are
applied to real-world biomedical datasets.
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Chapter 1
Introduction
1.1 Overview
This dissertation develops nonparametric Bayesian models, correspond-
ing Markov chain Monte Carlo (MCMC) algorithms, and applications for
biomedical data analysis. Chapters 2 and 3 are about applications to genomic
data analysis, and Chapter 4 discusses applications to longitudinal missing
data analysis. Nonparametric Bayesian methods provide flexible and highly
adaptable approaches for statistical inference. In applications with biostatis-
tics data such methods can often better address biological research problems
than more restrictive parametric methods.
In Chapter 2, we talk about inference on tumor heterogeneity. Dur-
ing tumor growth, tumor cells acquire somatic mutations that allow them to
gain advantages compared to normal cells. As a result, tumor cell populations
are typically heterogeneous consisting of multiple subpopulations with unique
genomes, characterized by different subsets of mutations. This is known as tu-
mor heterogeneity. The homogeneous subpopulations are known as subclones
and are an important target in precision medicine. We propose a Bayesian
feature allocation model to reconstruct tumor subclones using next-generation
1
sequencing (NGS) data. The key innovation is the use of (phased) pairs of
proximal single nucleotide variants (SNVs) for the subclone reconstruction.
We utilize parallel tempering to achieve a better mixing Markov chain with
highly multi-modal posterior distributions. We also develop trans-dimensional
MCMC algorithms with transition probabilities that are based on splitting the
data into training and test data sets to efficiently implement trans-dimensional
MCMC sampling. Through simulation studies we show that inference under
our model outperforms models using only marginal SNVs by recovering the
number of subclones as well as their structures more accurately. This is the
case despite significantly smaller number of phased pairs than the number of
marginal SNVs. Estimating our model for four lung cancer tissue samples,
we successfully infer their subclone structures. For this work, I collaborate
with Peter Mueller (The University of Texas at Austin), Subhajit Sengupta
(NorthShore University HealthSystem) and Yuan Ji (NorthShore University
HealthSystem and The University of Chicago).
In Chapter 3, we address another important aspect of statistical infer-
ence for tumor heterogeneity, aiming to recover the phylogenetic relationship
of subclones. Such inference can significantly enrich our understanding of
subclone evolution and cancer development. We develop a tree-based feature
allocation model which explicitly models dependence structure among sub-
clones. That is, in contrast to commonly used feature allocation models, we
allow the latent features to be dependent, using a tree structure to introduce
dependence. In the application to inference for tumor heterogeneity this tree
2
structure is interpreted as a phylogenetic tree of tumor cell subpopulations.
We adapt our MCMC sampling techniques to efficiently search the tree space.
We analyze a lung cancer data set and infer the underlying evolutionary pro-
cess. For this work, I collaborate with Subhajit Sengupta, Peter Mueller and
Yuan Ji.
In Chapter 4, we model missing data in longitudinal studies. In lon-
gitudinal clinical studies, the research objective is often to make inference on
a subject’s full data response conditional on covariates that are of primary
interest; for example, to calculate the treatment effect of a test drug at the
end of a study. The vector of responses for a research subject is often incom-
plete due to dropout. Dropout is typically non-ignorable and in such cases
the joint distribution of the full data response and missingness needs to be
modeled. In addition to the covariates that are of primary interest, we would
often have access to some auxiliary covariates (often collected at baseline) that
are not desired in the model for the primary research question. Such variables
can often provide information about the missing responses and missing data
mechanism. In this setting, auxiliary covariates should be incorporated in the
joint model as well, and we should proceed with inference unconditional on
these auxiliary covariates. As a result, we consider a joint model for the full
data response, missingness and auxiliary covariates. In particular, we specify
a nonparametric Bayesian model for the observed data via Gaussian process
priors and Bayesian additive regression trees. These model specifications al-
low us to capture non-linear and non-additive effects, in contrast to existing
3
parametric methods. We then separately specify the conditional distribution
of the missing data response given the observed data response, missingness
and auxiliary covariates (i.e. the extrapolation distribution) using identifying
restrictions. We introduce meaningful sensitivity parameters that allow for a
simple sensitivity analysis. Informative priors on those sensitivity parameters
can be elicited from subject-matter experts. We use Monte Carlo integration
to compute the full data estimands. Our methodology is motivated by, and
applied to, data from a clinical trial on treatments for schizophrenia. For this
work, I collaborate with Michael Daniels (The University of Texas at Austin).
The remainder of this chapter is organized as follows, Section 1.2 con-
tains basics of Bayesian inference and Bayesian nonparametrics. Sections 1.3,
1.4 and 1.5 present three classes of statistical models, discuss how nonpara-
metric Bayesian methods can be used, and demonstrate applications related to
succeeding chapters. These models include latent class models, latent feature
models and regression.
1.2 Bayesian Nonparametrics
Bayesian Inference. By way of introducing notation, we briefly review the
setup of Bayesian inference. Bayesian inference, named for Thomas Bayes,
is a particular approach to statistical inference. Let y denote the observed
data, θ denote the unobserved parameters of interest, and y˜ denote unknown
but potentially observable quantities (such as a data point that is not yet
observed) of interest. In the Bayesian framework, we update our belief on the
4
unobserved parameters according to evidences in the observed data based on
Bayes’ rule:
p(θ | y) = p(y | θ)p(θ)
p(y)
. (1.1)
In equation (1.1), p(θ) is called the prior distribution, p(y | θ) is called the
sampling distribution (when regarded as a function of y with fixed θ) or the
likelihood (when regarded as a function of θ with fixed y). The denominator
p(y) is the marginal distribution of y, which is calculated by p(y) =
∫
p(y |
θ)p(θ)dθ. Inference on θ is given by the posterior distribution p(θ | y). We can
then make inference on y˜ based on the posterior predictive distribution
p(y˜ | y) =
∫
p(y˜ | θ)p(θ | y)dθ.
Bayesian statistical inference is stated in terms of probability statements con-
ditional on the observed values of y. For a review of Bayesian statistics, see,
for example, Gelman et al. (2014) or Hoff (2009).
Exchangeability. Exchangeability plays an important role in statistics. Sup-
pose we have N random variables (which can be data points or parameters)
with a joint distribution p(y1, . . . , yN). The random variables are called ex-
changeable if their joint distribution is invariant to permutation. Let [N ] =
{1, . . . , N} and denote by σ : [N ] → [N ] a permutation of [N ]. (Finite)
exchangeability states that
y1, . . . , yN
d
= yσ(1), . . . , yσ(N)
5
for any σ, where
d
= means equal in distribution. Furthermore, an infinite
sequence of random variables y1, y2, . . . is called infinitely exchangeable if
y1, y2, . . .
d
= yσ(1), yσ(2), . . . ,
where σ : N → N is a finite permutation. That is, for some finite value Nσ,
σ(n) = n for all N > Nσ.
The importance of exchangeability is due to de Finetti’s theorem (De Finetti,
1931, Hewitt and Savage, 1955, De Finetti, 1974), which states that 1 if
y1, y2, . . . are infinitely exchangeable random variables, their joint distribution
can be expressed as a mixture of independent and identical distributions
p(y1, . . . , yN) =
∫ ( N∏
i=1
p(yi | θ)
)
p(θ)dθ. (1.2)
The theorem can be rephrased from a more general perspective 2. If y1, y2, . . .
are infinitely exchangeable, there exists a random distribution F such that the
sequence is composed of i.i.d. draws from it,
p(y1, . . . , yN) =
∫ N∏
i=1
F (yi)dp(F ). (1.3)
That is, θ in Equation (1.2) can be interpreted as indexing a probability mea-
sure F , or θ can even be the probability measure F itself.
1This is a rephrased simpler version from Gelman et al. (2014). The original version is
a statement about probability measure. De Finetti’s original paper De Finetti (1931) is for
the case of binary random variables, and Hewitt and Savage (1955) extended it to any real
valued random variables.
2Another simpler version from Teh (2011).
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Bayesian Nonparametrics. A model is called parametric if it only has a
finite (and usually small) number of parameters, i.e. θ lives in a finite dimen-
sional space. In contrast, a nonparametric model has a potentially infinite
number of parameters, i.e. θ or F are in an infinite dimensional space. Thus,
nonparametric Bayesian inference requires constructing probability distribu-
tions on an infinite dimensional parameter space. Such probability distribu-
tions are called stochastic processes with sample paths in the parameter space.
Nonparametric Bayesian methods avoid the often restrictive assumptions of
parametric models and provide flexible and highly adaptable approaches for
statistical modeling. Reviews of Bayesian nonparametrics include Hjort et al.
(2010), Ghosh and Ramamoorthi (2003), Mu¨ller et al. (2015), Walker et al.
(1999), Mu¨ller and Quintana (2004), Orbanz and Teh (2011), Gershman and
Blei (2012) and Orbanz (2014) 3.
Nonparametric Bayesian approaches have been widely used in many
statistical inference problems, including density estimation, clustering, feature
allocation, regression, classification, and graphical models. In the next sec-
tions, we give examples to show how Bayesian nonparametric approaches can
be applied to address those important problems.
3Hjort et al. (2010) includes a set of introductory and overview papers, Ghosh and
Ramamoorthi (2003) focuses on posterior convergence, and Mu¨ller et al. (2015) has more
discussion on data analysis problems.
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1.3 Latent Class Models
Suppose we have N objects y1, . . . , yN . In a latent class model (for
a review, see Griffiths and Ghahramani, 2011), each object yn belongs to a
latent class cn = k, k = 1, . . . , K, where K is the number of possible classes,
and K = ∞ is allowed. When K = ∞, the model has an infinite number
of classes and thus has an infinite number of parameters. In this case, the
model is nonparametric. We are interested in how the classes are related to
the objects, p(y | c), and the distribution over class assignments, p(c). For
p(y | c), we assume conditional independence,
p(y | c) =
N∏
n=1
p(yn | cn),
p(yn | cn = k, µ∗k) = G(· | µ∗k). (1.4)
That is, for an object belonging to class k, we assume it has a distribution G
with parameter µ∗k. We then put some prior distribution F0 on the µ
∗
k’s,
µ∗1, . . . , µ
∗
K
iid∼ F0. (1.5)
Next, we specify p(c). Specifying p(c) is equivalent to defining a dis-
tribution on a random partition of the index set [N ] := {1, 2, . . . , N}. The
formal definition of random partition follows in Section 1.3.1. The equivalence
can be seen by noticing that the unique values of c correspond to a partition
of [N ], fN = {A1, . . . , AK}, with n ∈ Ak if cn = k, and vice versa.
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1.3.1 Random Partition
We briefly summarize the definition of random partitions as given in
Broderick, Jordan, and Pitman (2013). See there for more details and discus-
sion. Let [N ] := {1, 2, . . . , N} denote the index set of N objects. A partition
fN of [N ] is a collection of mutually exclusive, exhaustive, nonempty subsets
A1, . . . , AK of [N ] called blocks. Let fN = {A1, . . . , AK}, where K is the num-
ber of blocks. Here N = ∞ is allowed, in which case the index set becomes
N = {1, 2, 3, . . .}, and K =∞ is also allowed.
Let FN be the space of all partitions of [N ]. A random partition FN
of [N ] is a random element of FN . The probability p(FN = fN) is called the
partition probability function of FN .
Exchangeability of a random partition can be defined as follows. Let
σ : N→ N be a finite permutation. That is, for some finite value Nσ, σ(n) = n
for all N > Nσ. Furthermore, for any block A ⊂ N, denote the permutation
applied to the block as σ(A) := {σ(n) : n ∈ A}. For any partition ΠN ,
denote the permutation applied to the partition as σ(ΠN) := {σ(A) : A ∈
ΠN}. A random partition ΠN is called exchangeable if ΠN d= σ(ΠN) for every
permutation of [N ]. The importance of exchangeability has been stated in
Section 1.2.
1.3.2 Chinese Restaurant Process
The Chinese restaurant process (CRP) defines an exchangeable random
partition. The CRP can be derived in multiple ways, such as from the Dirichlet
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process (Blackwell and MacQueen, 1973), or by taking limit of a finite mixture
model (Green and Richardson, 2001, Neal, 1992, 2000). We take the latter
approach, following Griffiths and Ghahramani (2011).
A Finite Mixture Model. We assume object i belongs to class k with
probability pik,
p(cn = k | pik) = pik.
Note that the distribution of c always induces a distribution on a random
partition of [N ]. In the above case, the assignment of an object to a class is
independent of the assignments of the other objects conditional on pi, and the
latent class model is called a mixture model. To complete the model, we put a
symmetric Dirichlet distribution prior on (pi1, . . . , piK),
(pi1, . . . , piK) ∼ Dir(α/K, . . . , α/K),
pik ≥ 0 and
∑K
k=1 pik = 1.
Integrating out the pik’s, the marginal distribution of c is
p(c) =
∏K
k=1 Γ(mk +
α
K
)
Γ
(
α
K
)K Γ(α)Γ(N + α) , (1.6)
where mk =
∑N
n=1 I(cn = k) is the number of objects assigned to class k. This
distribution is exchangeable, since it only depends on the counts and does not
depend on the ordering of objects.
10
Equivalence Classes. A partition c includes an ordering of the K blocks by
increasing labels k = 1, . . . , K. In many applications, we are only interested
in the division of objects, and the ordering of the blocks does not matter. For
example, f3 = {{1}, {2, 3}} and f ′3 = {{2, 3}, {1}} correspond to the same
division of objects, where the only difference is the choice of labels of the
blocks. If the order of the blocks is not identifiable, it is helpful to define an
equivalence class of assignment vectors, denoted by [c], with two assignment
vectors c and c′ belonging to the same equivalence class if they imply the same
division of objects.
We therefore focus on the equivalence classes [c]. Let K+ be the number
of classes for which mk > 0, and K0 be the number of classes for which mk = 0,
so K = K0 + K+. The cardinality of [c] is (K!/K0!). Taking the summation
over all assignment vectors that belong to the same equivalence class, and
expanding (1.6), we obtain
p([c]) =
∑
c∈[c]
p(c)
=
K!
K0!
( α
K
)K+ (K+∏
k=1
mk−1∏
j=1
(
j +
α
K
)) Γ(α)
Γ(N + α)
. (1.7)
Taking the Infinite Limit. When the number of classes K → ∞, taking
the limit in Equation (1.7), we get
lim
K→∞
p([c]) = αK+
(
K+∏
k=1
(mk − 1)!
)
Γ(α)
Γ(N + α)
. (1.8)
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See details in Griffiths and Ghahramani (2011). Note that this distribution is
still exchangeable, just as in the finite case.
Chinese Restaurant Analogy. The Chinese restaurant analogy (Aldous,
1985) 4 comes from the fact that the distribution in Equation (1.8) can be
described by a Chinese restaurant metaphor. Let the N objects be customers
in a restaurant, and the K classes be tables at which they sit, K = ∞.
The customers enter the restaurant one by one, and each chooses a table at
random. At time 1, the first customer comes in and chooses the first table to
sit. At time n, the n-th customer comes in, chooses an occupied table with
probability proportional to the number of customers sitting at that table, or
the first unoccupied table with probability proportional to α, n = 2, . . . , N .
The customers and tables form a partition of c, if we treat the tables as
partition blocks. Denote by cn = k the event that customer n sits at table k,
mk the number of customers sitting at table k after time n − 1, and K+ =
max{c1, . . . , cn−1} . Mathematically, the CRP can be written as
cn | c1, . . . , cn−1 =
{
k, w. pr. mk
α+n−1 , for k ≤ K+;
K+ + 1, w. pr.
α
α+n−1 ,
(1.9)
for n = 1, . . . , N . The probability of a partition of c given by Equation (1.9)
is identical to what given in Equation (1.8).
Dirichlet Process. The CRP defines an exchangeable random partition of
[N ]. We can further extend he model by assigning each table k a value µ∗k,
4Aldous credits this analogy to Jim Pitman and Lester Dubins.
12
with µ∗k generated from some fixed distribution F0. We then assign customer
n a value µn = µ
∗
k if the customer sits at table k. The predictive distribution
of µn given the values µ1, . . . , µn−1 of the first n− 1 customers is
µn | µ1, . . . , µn−1 =
{
µ∗k, w. pr.
mk
α+n−1 , for k ≤ K+;
µ∗K++1 ∼ F0, w. pr. αα+n−1 .
(1.10)
It can be shown that the random sequence µ1, µ2, . . . is infinitely exchangeable.
By Equation (1.3), there exists a random distribution F such that µn | F iid∼ F
and F ∼ υ. Here υ is a prior over the random distribution F , which is known
as the Dirichlet process (DP) (Ferguson, 1973). We denote by DP(α, F0) a
DP with concentration parameter α and base distribution F0. Equation (1.10)
is also called the Po´lya urn representation (Blackwell and MacQueen, 1973) of
the DP. Using the notion of DP, we can re-parameterize Equations (1.4), (1.5)
and (1.9) with a hierarchical model
yn | µn ∼ G(· | µn)
µn | F ∼ F
F | α, F0 ∼ DP(α, F0)
(1.11)
The model (1.11) is called a Dirichlet process mixture (DPM) model.
The DP is probably the most popular nonparametric Bayesian model.
Discussions and extensions of the DP include Blackwell (1973), Blackwell and
MacQueen (1973), Antoniak (1974), Lo et al. (1984), Sethuraman (1994), Pit-
man and Yor (1997), MacEachern (2000), Mu¨ller et al. (2004), Teh et al.
(2006), Rodriguez et al. (2008), Lijoi and Pru¨nster (2010), Adams et al. (2010),
Teh (2011), De Blasi et al. (2015), where Sethuraman (1994) proposes the
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stick-breaking construction of the DP, Pitman and Yor (1997) extend the DP
to the Pitman-Yor process, MacEachern (2000) proposes the dependent DP,
Teh et al. (2006) develop the hierarchical DP, and Rodriguez et al. (2008) de-
velop the nested DP. Literature about posterior inference methods for the DP
includes West et al. (1994), Escobar and West (1995), MacEachern and Mu¨ller
(1998), Neal (2000), Rasmussen (2000), Ishwaran and James (2001), Jain and
Neal (2004), and Blei and Jordan (2006).
1.3.3 Related Applications
Latent class models, in particular, the DPM model and its variations,
have been extensively used in many data analysis problems. We highlight their
applications to inference for tumor heterogeneity and inference for missing data
because of the relevance to the following chapters.
Inference for Tumor Heterogeneity. Tumor cell populations are typi-
cally heterogeneous consisting of multiple homogeneous subpopulations with
unique genomes. Such subpopulations are known as subclones. Our goal is
reconstructing such subclones from next-generation sequencing (NGS) data
(Mardis, 2008). See more details in Chapters 2 and 3. One approach to this
problem is to model the observed read count data using a latent class model.
This approach is taken by PyClone (Roth et al., 2014) and PhyloWGS (Jiao
et al., 2014, Deshwar et al., 2015). Tumor evolution is a complex process in-
volving many biological details, such as tumor purity, copy number variations
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and tumor phylogeny. Also, NGS data are subject to sequencing error and
are often overdispersed. For simplicity of illustration we consider only one
pure tumor tissue sample, ignore all the complexities mentioned above and
also ignore the zygosity of the mutation sites. For detailed discussions see,
for example, Roth et al. (2014), Jiao et al. (2014), Deshwar et al. (2015) and
Chapters 2 and 3.
Consider S single nucleotide variants (SNVs). Here SNVs refer to the
loci of the nucleotides (base pairs) for which we record variants. Variants are
defined relative to some reference genome. The SNVs are the objects in the
latent class model. In an NGS experiment, DNA fragments are first produced
by extracting the DNA molecules from the cells in a tumor sample. The
fragments are then sequenced using short reads. The short reads are mapped
to the reference genome, and counts are recorded for each locus (i.e. base pair).
In the end, for each SNV locus s (s = 1, . . . , S), denote by Ns and ns the total
number of reads and number of variant reads covering the locus, respectively.
The total number of reads Ns is usually treated as a fixed number. PyClone
uses a DPM model for ns,
ns | ps ∼ Binom(Ns; ps),
ps | F ∼ F,
F | α, F0 ∼ DP(α, F0),
where the base distribution F0 is chosen to be Unif(0, 1). Here ps is known as
the cellular prevalence of mutation s, i.e. the fraction of cancer cells harbour-
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ing a mutation. The DP prior for F allows multiple mutations to share the
same cellular prevalence. The critical step towards subclone reconstruction
is the following. Mutations having the same cellular prevalence are thought
of having occurred at the same point in the clonal phylogeny. Thus, latent
classes of mutations can be used as markers of subclone populations (Roth
et al., 2014). We note that this is essentially an application of latent class
models to clustering. PhyloWGS, on the other hand, uses the tree-structured
stick breaking process (TSSB) (Adams et al., 2010) as the prior for F ,
F | α, γ, F0 ∼ TSSB(α, γ, F0),
which allows it to infer tumor phylogeny.
One restriction of the latent class model is that each object can only
belong to one class. In the tumor heterogeneity application, this restriction
implies that each mutation can only occur once in the clonal phylogeny. There-
fore, subclone reconstruction methods based on latent class models usually rely
on the infinite site assumption (ISA) (Kimura, 1969), which can be summa-
rized as (Roth et al., 2014)
1. Subclone populations follow a perfect phylogeny. That is, no SNV site
mutates more than once in its evolutionary history;
2. Subclone populations follow a persistent phylogeny. That is, mutations
do not disappear or revert.
However, ISA is not necessarily valid, in which case we should model the
observed read count data using latent feature models. See Section 1.4.5.
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Inference for Missing Data. Missing data are very common in real stud-
ies. Missingness is typically non-ignorable (Rubin, 1976, Little and Rubin,
2014), and in such cases the joint distribution of the full data response and
missingness needs to be modeled. We focus on the missing outcome case. See
Linero and Daniels (2017) for a general review of Bayesian nonparametric ap-
proach to missing outcome data. Let Yij denote the outcome that was planned
to be collected for subject i at time j, and Rij be the missingness indicator with
Rij = 1 or 0 accordingly as Yij is observed or not, i = 1, . . . , N , j = 1, . . . , J .
LetXi denote the covariates that are of primary interest to the study. In longi-
tudinal clinical trial setting, Xi is usually an indicator of treatment. We often
treat Xi as fixed and do not proceed with inference on it. The full data for
subject i are (Yi,Ri,Xi). The observed data for subject i are (Yi,obs,Ri,Xi),
where Yi,obs = (Yij | j : Rij = 1). We assume (Yi,Ri | Xi) iid∼ p(y, r | x).
We stratify the model by x and suppress the conditional on x hereafter to
simplify notation. The extrapolation factorization (Daniels and Hogan, 2008)
factorizes
p(y, r) = p(ymis | yobs, r)p(yobs, r).
The observed data distribution p(yobs, r) is identified by the observed data,
while the extrapolation distribution p(ymis | yobs, r) is not. Identifying the
extrapolation distribution relies on untestable assumptions such as parametric
models for the full data distribution or identifying restrictions. See Chapter 4
or Linero and Daniels (2017).
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For current discussion, we focus on specifying p(yobs, r). One way of
specifying p(yobs, r) is specifying p(y, r), and set
p(yobs, r) =
∫
p(y, r)dymis.
This is known as the working model idea (Linero and Daniels, 2015, Linero,
2017, Linero and Daniels, 2017). Linero and Daniels (2017) discuss a Bayesian
nonparametric framework for modeling a complex joint distribution of outcome
and missingness, which sets
p(y, r) =
K∑
k=1
pikG(· | µk). (1.12)
Equation (1.12) is another way of writing a latent class model
Yi,Ri | ci = k,µk ∼ G(· | µk),
p(ci = k | pik) = pik.
When K = ∞, mixture models of the form (1.12) can approximate any joint
distribution for (Yi,Ri) (subject to technical constraints). We note that this
is essentially an application of latent class models to density estimation.
Linero and Daniels (2017) use a model of the form (1.12) to analyze
data from the Breast Cancer Prevention Trial. In this trial, Yij = 1 or 0
represent subject i is depressed or not at time j. They model
p(y, r) =
∞∑
k=1
pik
{
J∏
j=1
γ
rj
kj(1− γkj)1−rj
}{
J∏
j=1
β
yj
kj(1− βkj)1−rj
}
.
Linero and Daniels (2015) discussion is another example of applying
latent class models to inference for missing data. They analyze data from an
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acute schizophrenia clinical trial, where the outcome Yij is a continuous vari-
able called the positive and negative syndrome scale (PANSS) score. Missing-
ness is monotone in this application. That means, if Yij was unobserved then
Yi,j+1 was also unobserved. Let Si denote the dropout time, i.e. if Si = j then
Yij was observed but Yi,j+1 was not. For monotone missingness, S captures all
the information about missingness. Denote by Y¯ij = (Yi1, . . . , Yij) the history
of outcomes through the first j times. They model
p(y, s) =
∞∑
k=1
pikf(y | µk,Σk)g(s | y, ζk,γk),
with
f(y | µ,Σ) = N(y;µ,Σ),
logit[g(S = j | S ≥ j,y, ζ,γ)] = ζj + γTj y¯j.
1.4 Latent Feature Models
Suppose we have N objects, y1, . . . , yN . In a latent feature model (for a
review, see Griffiths and Ghahramani, 2011), each object yn is represented by
a vector of latent feature values dn = (dn1, . . . , dnK), where K is the number
of features. Similar to the latent class model case, K =∞ is allowed, in which
case the model is nonparametric. Examples of latent feature models include
probabilistic principle component analysis (Tipping and Bishop, 1999) and
factor analysis (Roweis and Ghahramani, 1999). We focus on the case that
there is no upper bound on the number of features.
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We can break the vector dn into two components: a binary vector zn
with znk = 1 if object n has feature k and 0 otherwise, and a second vector
v = (v1, . . . , vK) indicating the value of each feature. The vector dn can be
expressed as the elementwise product of zn and v, i.e.
dnk = znkvk, k = 1, . . . , K. (1.13)
Let D = (d1, . . . ,dN)
T and Z = (z1, . . . ,zN)
T denote N ×K matrices with
columns dn and zn, respectively. We are interested in how the feature values
are related to the data, p(y | D), and the distribution over feature values,
p(D). For p(y |D), we generally assume conditional independence
p(y |D) =
N∏
n=1
p(yn | dn),
p(yn | dn) ∼ G(· | dn). (1.14)
The distribution p(D) can be broken into two components, with p(D) being
determined by p(Z) and p(v). We assume an independent prior on v,
v1, . . . , vK
iid∼ F0.
We then focus on defining a prior on Z. Specifying p(Z) is equivalent
to defining a distribution on a random feature allocation of the index set [N ].
The formal definition of random feature allocation follows in Section 1.4.1.
The equivalence can be seen by noticing that the values of Z correspond to a
feature allocation fN = {A1, . . . , AK}, with n ∈ Ak if znk = 1 and n /∈ Ak if
znk = 0, and vice versa.
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1.4.1 Random Feature Allocation
We briefly summarize the definition of random feature allocations from
Broderick, Jordan, and Pitman (2013). See there for more details and discus-
sion. Feature allocations could be seen as a generalization of partitions which
relaxes the restriction to mutually exclusive and exhaustive subsets. Consider
an index set [N ]. A feature allocation fN of [N ] is a multiset of non-empty
subsets of [N ] called features, such that no index n belongs to infinitely many
features. Denote by fN = {A1, . . . , AK}, where K is the number of features.
Here N =∞ and K =∞ are allowed. For example, a feature allocation of [6]
is f6 = {{1, 4}, {1, 3, 6}, {4}, {4}, {4}}.
Let FN be the space of all feature allocations of [N ]. A random feature
allocation FN of [N ] is a random element of FN .
Let σ : N → N be a finite permutation. That is, for some finite value
Nσ, σ(n) = n for all N > Nσ. Furthermore, for any feature A ⊂ N, denote
the permutation applied to the feature as σ(A) := {σ(n) : n ∈ A}. For any
feature allocation FN , denote the permutation applied to the feature allocation
as σ(FN) := {σ(A) : A ∈ FN}. Let FN be a random feature allocation of [N ].
A random feature allocation FN is called exchangeable if FN
d
= σ(FN) for every
permutation of [N ].
Matrix Representation. Suppose N objects and K features are present.
A feature allocation can be represented by a N×K binary matrix, denoted by
Z. Rows of Z correspond to the index set [N ], and columns of Z correspond to
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features. Each element znk, n = 1, . . . , N , k = 1, . . . , K, is a binary indicator,
where znk = 0 or 1 indicates index n belongs or does not belong to feature k, i.e.
n /∈ Ak or n ∈ Ak, respectively. For example, Figure 1.1(a) shows a feature al-
location of [6] with 12 features, f6 = {{2, 4}, {1, 2, 4}, {1, 3, 4, 5}, {2, 3, 4, 5, 6},
{3, 5, 6}, {5}, {2, 4, 5}, {4, 5}, {1, 2, 3, 6}, {5, 6}, {1, 3, 4, 6}, {4, 6}}.
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(b)
Figure 1.1: An example of binary matrix representation of feature allocation.
A shaded rectangle indicates the corresponding matrix element znk = 1. The
binary matrix on (a) is transformed into the left-ordered binary matrix on (b)
by the function lof(·).
1.4.2 Indian Buffet Process
The Indian buffet process (IBP) (Griffiths and Ghahramani, 2006, 2011))
is a popular example of an exchangeable random feature allocation. Using the
matrix representation of feature allocation, the IBP defines a distribution on
binary matrices (with an unbounded random number of columns).
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A Finite Feature Model. The IBP can be defined as the limit of a finite
feature model. Suppose we have N objects and K features. We use a binary
variable znk to indicate object n has feature k, thus znk form a binary N ×K
matrix Z. We assume that each object possesses feature k with probability
pik, and the features are independent. Furthermore, beta distribution priors
are put on pik’s. That is,
znk | pik ∼ Bernulli(pik);
pik ∼ Beta(α/K, 1).
Integrating out the pik’s, the marginal distribution of Z is
p(Z) =
K∏
k=1
α
K
Γ(mk +
α
K
)Γ(N −mk + 1)
Γ(N + 1 + α
K
)
,
where mk =
∑N
n=1 znk is the number of objects possessing feature k. This
distribution is exchangeable, since it only depends on the counts and does not
depend on the ordering of the objects.
Left-ordered Constraint and Equivalence Classes. A feature allocation
indicates an ordering of the K features. In many applications, the ordering of
the features is not identifiable. When the labels of the features are arbitrary,
it is helpful to define an equivalence class of binary matrices, denoted by
[Z]. We first introduce an order constraint on binary matrices called the
left-ordered constraint. For a binary matrix Z, its corresponding left-ordered
binary matrix, denoted by lof(Z), is obtained by ordering the columns of Z
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from left to right by the magnitude of the binary number expressed by that
column, taking the first row as the most significant bit. For example, Figure
1.1(b) shows the corresponding left-ordered binary matrix of Figure 1.1(a). In
the first row of the left-ordered matrix, the columns for which z1k = 1 are
grouped at the left. In the second row, the columns for which z2k = 1 are
grouped at the left of the sets for which z1k = 1. This grouping structure
persists throughout the matrix.
We can then define equivalence classes with respect to the function
lof(·). This function maps binary matrices to left-ordered binary matrices,
as described before. The function lof(·) is many-to-one: many binary matri-
ces reduce to the same left-ordered form, and there is a unique left-ordered
form for every binary matrix. Any two binary matrices Y and Z are lof(·)
equivalent if lof(Y ) = lof(Z). In models where feature order is not identifi-
able, performing inference at the level of lof -equivalence classes is appropriate.
The probability of a particular lof -equivalence class of binary matrices [Z] is
p([Z]) =
∑
Z∈[Z] p(Z).
The matrix left-ordered form motivates the following definition. The
history of feature k at object n is defined to be (z1k, . . . , z(n−1)k). When n
is not specified, history refers to the full history of feature k, (z1k, ..., zNk).
The histories of features are individuated using the decimal equivalent of the
binary numbers corresponding to the column entries. For example, at object
3, features can have one of four histories: 0, corresponding to a feature with
no previous assignments, 1, being a feature for which z2k = 1 but z1k = 0, 2,
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being a feature for which z1k = 1 but z2k = 0, and 3, being a feature possessed
by both previous objects were assigned. The number of features possessing the
history h is denoted by Kh, with K0 being the number of features for which
mk = 0 and K+ =
∑2N−1
h=1 Kh being the number of features for which mk > 0,
so K = K0 + K+. The function lof thus places the columns of a matrix in
ascending order of their histories.
Using the notion above, the cardinality of [Z] is
(
K!/
∏2N−1
h=0 Kh!
)
.
Thus,
p([Z]) =
K!∏2N−1
h=0 Kh!
·
K∏
k=1
α
K
Γ(mk +
α
K
)Γ(N −mk + 1)
Γ(N + 1 + α
K
)
. (1.15)
Taking the Infinite Limit. Taking the limit K →∞ in Equation (1.15),
lim
K→∞
p([Z]) =
αK+∏2N−1
h=1 Kh!
· exp{−αHN} ·
K+∏
k=1
(N −mk)!(mk − 1)!
N !
, (1.16)
where HN is the N -th harmonic number, HN =
∑N
j=1 1/j. See Griffiths and
Ghahramani (2011) for details. This distribution is still exchangeable. In
practice, we usually drop all columns with all zeros, since they corresponds
to the features that no object possesses, and it should not be included in the
feature allocation as features are non-empty sets. It can be proved that we can
obtain a matrix with finite columns with probability 1 by deleting the columns
with all zeros.
Indian Buffet Analogy. The probability distribution defined in Equation
(1.16) can be derived from a simple stochastic process, which is referred to
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as the IBP. Think about an Indian buffet where customers (objects) choose
dishes (features). In the buffet, N customers enter one after another, and
each customer encounters infinitely many dishes arranged in a line. The first
customer starts at the left of the buffet and takes a serving from each dish,
stopping after a Poisson(α) number of dishes. The n-th customer moves along
the buffet, sampling dishes in proportion to their popularity, serving himself
with probability mk/n, where mk is the number of previous customers who
have sampled a dish. Having reached the end of all previously sampled dishes,
the n-th customer then tries a Poisson(α/n) number of new dishes. We use a
binary matrix Z with N rows and infinitely many columns to indicate which
customers chose which dishes, where znk = 1 if the n-th customer sampled
the k-th dish. The matrices produced by this process are generally not in
left-ordered form, and customers are not exchangeable under this distribution.
However, if we only record the lof -equivalence classes of the matrices generated
by this process, one obtains the exchangeable distribution p([Z]) given by
Equation (1.16).
Beta Process. Similar to the relationship between the DP and the CRP,
the de Finetti’s measure underlying the exchangeable distribution produced
by the IBP is the beta process (BP) (Hjort, 1990). See full details in Thibaux
and Jordan (2007).
Other discussions of the IBP and the BP include Teh et al. (2007), Teh
and Gorur (2009), Doshi et al. (2009), Paisley et al. (2010), Williamson et al.
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(2010), Knowles and Ghahramani (2011), and Miller et al. (2012).
1.4.3 Latent Categorical Feature Models
In a latent feature model of the form (1.13) and (1.14), a feature can
either have the same effect on the objects possessing it, or have no effect on the
objects not possessing it. This is sometimes too restrictive. One relaxation
is to assume different effects of each feature on different objects, as seen in
Griffiths and Ghahramani (2011). That is, in Equation (1.13), vk can depend
on n, and dnk = znkvnk. We can then calibrate prior on vnk according to the
specific application.
In some applications, for example, the tumor heterogeneity application
in Chapters 2 and 3, it is natural to categorize the features. To elaborate, let
znk = 0, 1, . . . , Q indicating object n does not possess feature k, if znk = 0, or
possesses category q of feature k, if znk = q, q = 1, . . . , Q. A feature has the
same effect on the objects possessing the same category of it, while the feature
has different effects on the objects possessing different categories of it. That
is, in Equation (1.13),
dnk = g(znk) · vk, k = 1, . . . , K, (1.17)
where g : {0, . . . , Q} 7→ R represents those (Q+ 1) types of effects. We do not
restrict g(0) ≡ 0. That is, a feature can have effect on the objects that do not
possess it. We will see this is the case in the application in Chapters 2 and 3.
We hereafter refer to this type of latent feature models (Equations (1.14) and
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(1.17)) as latent categorical feature models. To complete the model, we need
to define a distribution on categorical valued matrices.
1.4.4 Categorical Indian Buffet Process
The categorical Indian buffet process (cIBP) (Sengupta, 2013) is a cate-
gorical extension of the IBP, which defines a distribution on categorical valued
matrices (with a random and unbounded number of columns). Each entry of
the matrix Z can take values from a set of integers {0, 1, . . . , Q}, where Q is
fixed. Here znk = 0 indicates object n does not possess feature k, and znk = q,
q = 1, . . . , Q represents object n possesses category q of feature k.
A Finite Feature Model. Similar to the construction of the IBP, the
cIBP can be derived as a limit of finite feature allocation models. Assume
that each object possesses category q of feature k with probability pikq, i.e.
Pr(znk = q) = pikq, and the features are independent. Furthermore, beta-
Dirichlet distribution (Kim et al., 2012) priors are put on pik’s. That is,
pik0 = Pr(znk = 0) follows a beta distribution with parameters 1 and α/K,
i.e. (1 − pik0) = Pr(znk 6= 0) ∼ Beta(α/K, 1). Let p˜ikq = pikq/(1 − pik0),
q = 1, · · · , Q. Then (p˜ik1, . . . , p˜ikQ) follows a Dirichlet distribution with pa-
rameters (β1, . . . , βQ). In summary,
znk | pik ∼ Categorical(pik),
pik ∼ Beta-Dirichlet(α/K, 1, β1, . . . , βQ).
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For simplicity we only consider a symmetric Dirichlet distribution β1 = · · · =
βQ = β, which is sufficient in most cases. Integrating out the pik’s, the marginal
distribution of Z is
p(Z) =
K∏
k=1
{
Γ(Qβ)Γ( α
K
+ 1)
Γ( α
K
)(Γ(β))Q
·[∏Q
q=1 Γ(β +mkq)
]
Γ(N −mk· + 1)Γ( αK +mk·)
Γ( α
K
+N + 1)Γ(Qβ +mk·)
}
, (1.18)
where mkq =
∑N
n=1 I(znk = q) denotes the number of objects from total N
objects possessing category q of feature k, and mk· =
∑Q
q=1mkq denotes the
number of objects possessing feature k. The distribution is exchangeable since
it depends on the counts mkq only.
Left-ordered Constraint and Equivalent Classes. Similar to what was
defined for binary matrices, we can define left-ordered form and history on
(Q+1)-nary matrices. A left-ordered (Q+1)-nary matrix or lof(Z) is obtained
by ordering the columns of Z from left to right by the magnitude of the (Q+1)-
nary number (i.e represented in base (Q+1)) expressed by that column taking
first row as the most significant bit. Figure 1.2(a) shows an example of (Q+1)-
nary matrix, where Q = 3, and Figure 1.2(b) shows the corresponding left-
ordered matrix. The lof -equivalence class of matrix Z is still denoted by [Z].
The history of feature k at object n is defined to be the decimal equivalent
of the (Q + 1)-nary number represented by the vector (z1k, . . . , z(n−1)k), and
the full history of feature k refers to the decimal equivalent of the (Q + 1)-
nary number of (z1k, . . . , zNk). The number of features having history h is
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denoted by Kh, with K0 being the number of features for which mk· = 0 and
K+ =
∑(Q+1)N−1
h=1 Kh being the number of features for which mk· > 0, and
K = K0 +K+.
Features
O
bj
ec
ts
1      2      3      4      5      6      7      8      9     10     11    12
1
2
3
4
5
6
Q = 3
0 3 1 0 0 0 0 0 1 0 2 0
1 1 0 2 0 0 3 0 1 0 0 0
0 0 3 1 2 0 0 0 2 0 1 0
1 1 3 2 0 0 2 3 0 0 1 1
0 0 2 1 2 2 3 2 0 1 0 0
0 0 0 3 2 0 0 0 1 1 2 1
(a)
Features
O
bj
ec
ts
1      2      3      4      5      6      7      8      9     10     11    12
1
2
3
4
5
6
Q = 3
1 1 2 3 0 0 0 0 0 0 0 0
1 0 0 1 1 2 3 0 0 0 0 0
2 3 1 0 0 1 0 2 0 0 0 0
0 3 1 1 1 2 2 0 1 3 0 0
0 2 0 0 0 1 3 2 0 2 1 2
1 0 2 0 0 3 0 2 1 0 1 0
(b)
Figure 1.2: An example of (Q + 1)-nary matrix with Q = 3. The matrix on
(a) is transformed into the left-ordered matrix on (b) by the function lof(·).
Using the notions above, the cardinality of [Z] is
(
K!/
∏(Q+1)N−1
h=0 Kh!
)
,
and
p([Z]) =
∑
Z∈[Z]
p(Z) =
K!∏(Q+1)N−1
h=0 Kh!
· p(Z). (1.19)
Taking the Infinite Limit. Taking the limit K → ∞ in Equations (1.19)
and (1.18), we obtain
lim
K→∞
p([Z]) =
(α/Q)K+∏(Q+1)N−1
h=1 Kh!
· exp{−αHN}·
K+∏
k=1
{
(N −mk·)!(mk· − 1)!
N !
· 1∏mk·−1
j=1 (j +Qβ)
1
β
Q∏
q=1
Γ(β +mkq)
Γ(β)
}
. (1.20)
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Details in Sengupta (2013). This distribution is exchangeable as in the finite
case. The last step is dropping the columns with all zeros.
Indian Buffet Analogy. The probability distribution defined in Equation
(1.20) can also be derived from a stochastic process similar to the IBP, which
is referred to as the cIBP. The customers are the objects and the dishes are
the features. The Q categories of a feature can be seen as different spice levels
of a dish. Start with N customers and an infinite number of dishes. As the
i-th customer walks in, he/she chooses the k-th dish with a particular spice
level q with probability [mk· · (βq +mkq)] / [i · (β∗ +mk·)], where mkq denotes
the number of customers who have tasted the dish k with spice level q, mk· =∑Q
q=1mkq denotes the number of customers who have tasted the dish k in total,
and β∗ =
∑Q
q=1 βq. Then the i-th customer tastes new dishes with spice level q
determined by a draw from Poisson[(βq ·α)/(β∗·i)]. Using a (Q+1)-nary matrix
Z with N rows and infinitely many columns to indicate which customers chose
which dishes, where znk = 0 if the n-th customer did not choose the k-th dish,
and znk = q if the n-th customer chose the k-th dish with spice level q. If one
only pays attention to the lof -equivalence classes of the matrices generated
by this process, one obtains the exchangeable distribution p([Z]) given by
Equation (1.20).
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1.4.5 Inference for Tumor Heterogeneity Using Feature Allocation
Models
We continue the discussion of inference for tumor heterogeneity in Sec-
tion 1.3.3. Recall that one approach to this problem is to model the read
counts using a latent class model, where the SNVs are the objects, and the
subclones are the classes. We have discussed in Section 1.3.3 that subclone
reconstruction methods based on latent class models usually rely on the ISA.
However, ISA is not necessarily valid because multiple tumor subclones might
acquire the same mutation in convergent evolution. See more discussions in
Marass et al. (2017). Such concerns inspire another approach to this problem:
modeling the read counts using a latent feature model. Clomial (Zare et al.,
2014), Lee et al. (2015), BayClone (Sengupta et al., 2015), Cloe (Marass et al.,
2017) and PairClone (Chapters 2, 3) take this approach. We briefly summarize
BayClone and Cloe here.
Still, ignoring many biological details, consider S SNVs. Let Ns and
ns denote the total and variant read counts covering locus s, respectively, s =
1, . . . , S. BayClone models the variant read counts using a latent (categorical)
feature model
ns | ps ∼ Binom(Ns; ps),
ps | w,Z =
C∑
c=1
wc g(zsc),
p(zsc = q | picq) = picq,
(pic0, . . . , picQ) ∼ Beta-Dirichlet(α/C, 1, β, . . . , β)
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where c = 1, . . . , C represent the C subclones (i.e. C features), wc is the cel-
lular proportion of subclone c (i.e. value of feature c), and zsc is the genotype,
with zsc = 0, 1 or 2 corresponding to a homozygous wild-type, heterozygous
variant or homozygous variant at site s of subclone c. The mapping g maps
g(0) = 0, g(1) = 0.5 and g(2) = 1, which indicates the contributions of three
different genotypes to the expected variant allele fraction ps.
Cloe, on the other hand, uses a column-dependent phylogenetic prior
for Z, which allows it to infer tumor phylogeny.
1.5 Regression
Given two or more observables, regression analysis is concerned with
the relationship between a dependent variable (or response), denote by y, and
one or more independent variables (or predictors), denote by x. We usually
treat x as fixed quantities and treat y as random variables. We focus on the
case that y ∈ R is continuous and is normally distributed. For more general
cases (e.g. generalized linear models) see, for example, Dobson and Barnett
(2008) or Dey et al. (2000). Suppose we have N observations {(yn,xn) : n =
1, . . . , N}. For observation n, we assume
yn = f(xn) + εn, (1.21)
where
εn
iid∼ N(0, σ2)
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is normally distributed random error.
In the linear regression setting, the function f in Equation (1.21) is
specified as a linear function
f(x) = xTβ,
where β is a parameter vector, and the elements of β are called regression co-
efficients. The model is completed with a prior on β, which is usually a normal
conjugate prior. Linear regression model is a traditional statistical model and
has been studied extensively. For a review, see, for example, Gelman et al.
(2014) or Christensen (2011).
In many applications, the linearity assumption is too restrictive. One
possible generalization using nonparametric Bayesian models is to replace the
linear model with a less restrictive flexible prior on f . A popular prior spec-
ification for f is the Gaussian process, which we will describe in detail in
Section 1.5.1. Another popular specification for f is based on a function basis
G = {g1, g2, . . .} and a representation of f as f(x) =
∑
j βjgj(x). A prior
model for β = (β1, β2, . . .) induces a prior model for f . See Mu¨ller and Quin-
tana (2004) for a review.
1.5.1 Gaussian Process
The Gaussian process (GP) (O’Hagan, 1978, Neal, 1998, Rasmussen
and Williams, 2006) defines a distribution over random functions (stochastic
processes). A GP is a collection of random variables {f(x) : x ∈ X} such
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that, for any finite number of indices x1, . . . ,xN ∈ X , the joint distribution of
[f(x1), . . . , f(xN)]
T is multivariate normal.
A GP is completely characterized by its mean function m(x) : X → R
and covariance function C(x,x′) : X × X → R+, where
m(x) = E[f(x)],
C(x,x′) = Cov[f(x), f(x′)].
We denote by GP(m(x), C(x,x′)) a GP with mean function m and covariance
function C, and write f(x) ∼ GP(m(x), C(x,x′)) if f has a GP prior.
A common choice of the mean function is the linear function,
m(x) = xTβ,
which means we center the GP on a linear model. Suppose x = (x1, . . . , xp). A
common choice of the covariance function is the squared exponential covariance
function,
C(x,x′) = τ 2 exp
[
−
p∑
j=1
(xj − x′j)2
2l2j
]
+ τ 20 δ(x,x
′),
where τ 2, τ 20 , l
2
1, . . . , l
2
p are hyperparameters, and δ(x,x
′) is the Kronecker delta
function that takes the value 1 if x = x′ and 0 otherwise. Here τ 2 controls the
magnitude of C, and l21, . . . , l
2
p (called length scales) control the smoothness of
C. The function δ(x,x′) is used to introduce small nugget for the diagonal
covariances, which overcomes near-singularity of the covariance matrices and
improves numerical stability. The nugget term τ 20 is usually chosen small, e.g.
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τ 20 = 0.01. For simplicity, sometimes we set l
2
1 = . . . = l
2
p = l
2, in which case C
is called isotropic. For a detailed discussions of different covariance functions,
see Rasmussen and Williams (2006) (Chapter 4).
Basis Expansions. An alternative way to derive the GP is using basis
expansions. Consider H basis functions φ1(x), . . . , φH(x) and let φ(x) =
[φ1(x), . . . , φH(x)]
T . Let
f(x) = φ(x)Tβ, β ∼ N(β0,Σβ). (1.22)
Integrating out the β, for any finite number of indices x1, . . . ,xN , we have
[f(x1), . . . , f(xN)]
T ∼ N [(m(x1), . . . ,m(xN))T , S],
where
m(x) = φ(x)Tβ0,
C(x,x′) = φ(x)TΣβφ(x′),
and S is a covariance matrix with (i, j)-th element Sij = C(xi,xj). Therefore,
f is a GP. When φ(x) = x, Equation (1.22) reduces to a linear model, and
we can see linear regression is a special case of GP with covariance function
C(x,x′) = xTΣβx′. The number of basis functions H needs not to be finite.
For example, when
φh(x) = exp
[
−(x− h)
2
2l2
]
,
and H → ∞ (consider scalar x for simplicity), Equation (1.22) leads to a
GP with squared exponential covariance function (details in Rasmussen and
Williams, 2006).
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Inference. We are usually interested in predicting the value of f at some
location x˜ given the observed data {(yn,xn) : n = 1, . . . , N}. Denote by
y = (y1, . . . , yN)
T , m = [m(x1), . . . ,m(xN)]
T , f˜ = f(x˜) and m˜ = m(x˜). The
joint distribution of y and f˜ is(
y
f˜
)
∼ N
[(
m
m˜
)
,
(
C(X,X) + σ2I C(X, x˜)
C(x˜, X) C(x˜, x˜)
)]
.
The posterior predictive distribution of f˜ is thus
f˜ | y ∼ N
[
m˜+ C(x˜, X)[C(X,X) + σ2I]−1(y −m),
C(x˜, x˜)− C(x˜, X)[C(X,X) + σ2I]−1C(X, x˜)
]
.
We can then add one more step to predict the response value y˜ at x˜,
y˜ | f˜ ∼ N(f˜ , σ2).
Recent literature on results and generalizations of GP priors includes
the following. Neal (1995) reveals the connection between neural networks
(with one hidden layer and an infinite number of units) and Gaussian pro-
cesses, Ghosal and Roy (2006) and Choi and Schervish (2007) discuss posterior
consistency, Gramacy and Lee (2008) develop treed Gaussian processes, and
Banerjee et al. (2008, 2013), Hensman et al. (2013) and Datta et al. (2016)
develop efficient computational algorithms.
1.5.2 Inference for Missing Data Using Nonparametric Regression
Models
We continue the discussion of inference for monotone missing data in
Section 1.3.3. Recall that one approach to this problem is to model the joint
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distribution of the full data response Yi and dropout Si (conditional on the
covariates of primary interestXi) using a latent class model. In many cases, in
addition to (Yi, Si,Xi), we would have access to a set of auxiliary covariates,
denoted by Vi. Such covariates, although are not of direct interest, can often
provide information about the missing responses and missing data mechanism.
See Daniels and Hogan (2008) and Daniels et al. (2014) for more discussion. In
this setting, we should incorporate Vi and consider a joint model for (Yi, Si,Vi |
Xi), denoted by p(y, s,v | x). Here we proceed with inference unconditional
on v, because the primary interest is in p(y, s | x), and
p(y, s | x) =
∫
p(y, s,v | x)dv.
Still, we stratify the model by x and suppress the conditional on x.
Under the extrapolation factorization,
p(y, s,v) = p(ymis | yobs, s,v)p(yobs, s,v).
In Chapter 4, we specify p(yobs, s,v) based on pattern-mixture modeling (Lit-
tle, 1993),
p(yobs, s,v) = p(yobs | s,v)p(s | v)p(v).
The models p(yobs | s,v) and p(s | v) are regression models. We then specify
[Yj | Y¯j−1 = y¯j−1, S = s,V = v] = a(v, j, s) + y¯′j−1Φjs + εjs, (j = 1, . . . , s);
p(S = k | S ≥ k,v,f) = FN(fk(v)),
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where
a(v, j, s) ∼ GP(µ,C),
FN denotes the standard normal cdf (probit link), and fk(v) is the Bayesian
additive regression trees (BART) model (Chipman et al., 2010). BART is also
a popular Bayesian nonparametric model for regression. See Chapter 4 for
further details.
1.6 Contributions
This dissertation makes the following contributions in methodology and
applications.
In Chapter 2, we propose a Bayesian feature allocation model for tumor
subclone reconstruction using mutation pairs. With respect to methodology,
we develop a feature allocation model with categorical matrix-valued features.
We also develop a trans-dimensional MCMC algorithm based on splitting the
data into training and test data sets, which is specially tailored to the feature
allocation model. In terms of application, we model subclones characterized
by phased pairs of (diploid) variant alleles. Our approach is a substantial
improvement over current methods which all work with marginal counts only.
We make inference for tumor heterogeneity on the basis of the proposed model
and show that the model with (few) phased mutation pairs provides more
accurate inference than current models with (far more) marginal SNVs. We
also develop an open source software package PairClone which is available at
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http://www.compgenome.org/pairclone.
In Chapter 3, we propose a Bayesian treed feature allocation model for
tumor subclone reconstruction using mutation pairs. Regarding methodology,
we develop a feature allocation model with a priori dependent features, where
the dependence is modeled with a tree prior. We develop a computationally
efficient posterior simulation method on the tree. In terms of application, our
model allows for inference for phylogenetic trees of tumor cell subpopulations.
We also develop an open source software package PairCloneTree which is
available at http://www.compgenome.org/pairclonetree. This project uses
the same data as the first project. However, the tree-based prior on dependent
features is entirely different from the IBP model.
In Chapter 4, we propose a nonparametric Bayesian approach to mono-
tone missing data in longitudinal studies. With regard to methodology, we
develop nonparametric Bayesian regression models and shrinkage priors for
observed data responses and dropout across dropout times and patterns. Such
models can effectively capture non-linear and non-additive relationships and
allow for borrow of information across times and patterns. In particular, the
model is built on a GP prior for a nonparametric regression of observed data
responses (conditional on dropout pattern and auxiliary covariates), combined
with a BART model for dropout as a function of auxiliary covariates. In terms
of application, our model allows for utilizing information from auxiliary covari-
ates that are not desired in the primary research question. The inclusion of
such auxiliary covariates can ideally reduce the extent of sensitivity analysis
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that is needed for drawing accurate inferences.
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Chapter 2
A Bayesian Feature Allocation Model for
Tumor Subclone Reconstruction Using
Mutation Pairs
Tumor cell populations can be thought of as being composed of hetero-
geneous cell subpopulations, with each subpopulation being characterized by
overlapping sets of single nucleotide variants (SNVs). Such subpopulations are
known as subclones and are an important target for precision medicine. Recon-
structing such subclones from next-generation sequencing (NGS) data is one
of the major challenges in precision medicine. We present PairClone as a new
tool to implement this reconstruction. The main idea of PairClone is to model
short reads mapped to pairs of proximal SNVs. In contrast, most existing
methods use only marginal reads for unpaired SNVs. Using Bayesian nonpara-
metric models, we estimate posterior probabilities of the number, genotypes
and population frequencies of subclones in one or more tumor sample. We use
the categorical Indian buffet process (cIBP) as a prior probability model for
subclones that are represented as vectors of categorical matrices that record
the corresponding sets of mutation pairs. Performance of PairClone is assessed
using simulated and real datasets. An open source software package can be
obtained at http://www.compgenome.org/pairclone.
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2.1 Introduction
We explain intra-tumor heterogeneity by representing tumor cell pop-
ulations as a mixture of subclones. We reconstruct unobserved subclones by
utilizing information from pairs of proximal mutations that are obtained from
next-generation sequencing (NGS) data. We exploit the fact that some short
reads in NGS data cover pairs of phased mutations that reside on two suf-
ficiently proximal loci. Therefore haplotypes of the mutation pairs can be
observed and used for subclonal inference.
We develop a suitable sampling model that represents the paired nature
of the data, and construct a nonparametric Bayesian feature allocation model
as a prior for the hypothetical subclones. Both models together allow us to
develop a fully probabilistic description of the composition of the tumor as a
mixture of homogeneous underlying subclones, including the genotypes and
number of such subclones.
2.1.1 Background
NGS technology (Mardis, 2008) has enabled researchers to develop
bioinformatics tools that are being used to understand the landscape of tu-
mors within and across different samples. An important related task is to
reconstruct cellular subpopulations in one or more tumor samples, known as
subclones. Mixtures of such subclones with varying population frequencies
across spatial locations in the same tumor, across tumors from different time
points, or across tumors from the primary and metastatic sites can provide
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information about the mechanisms of tumor evolution and metastasis. Het-
erogeneity of cell populations is seen, for example, in varying frequencies of
distinct somatic mutations. The hypothetical tumor subclones are homoge-
neous. That is, a subclone is characterized by unique genomic variants in
its genome (Marjanovic et al., 2013, Almendro et al., 2013, Polyak, 2011,
Stingl and Caldas, 2007, Shackleton et al., 2009, Dexter et al., 1978). Such
subclones arise as the result of cellular evolution, which can be described by
a phylogenetic tree that records how a sequence of somatic mutations gives
rise to different cell subpopulations. Figure 2.1(a) provides a stylized and
simple illustration in which a homogeneous sample with one original normal
clone evolves into a heterogeneous sample with three subclones. Subclone 1
is the original parent cell population, and subclones 2 and 3 are descendant
subclones of subclone 1, each possessing somatic mutations marked by the red
letters. Each subclone possesses two homologous chromosomes (in black and
green), and each chromosome in Figure 2.1(a) is marked by a triplet of letters
representing the nucleotide on the three genomic loci. Together, the three
subclones include four different haplotypes, (A, G, C), (A, G, T), (C, G, C),
and (A, A, T), at these three genomic loci. In addition, each subclone has a
different population frequency shown as the percentage values in Figure 2.1(a).
We use NGS data to infer such tumor heterogeneity. In an NGS exper-
iment, DNA fragments are first produced by extracting the DNA molecules
from the cells in a tumor sample. The fragments are then sequenced using
short reads. For the three subclones in Figure 2.1(a), there are the four afore-
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(b) Subclone structure matrix Z
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(c) Paired-end reads data
Figure 2.1: (a) Illustration of tumor evolution, emergence of subclones and
their population frequencies. (b) Illustration of the subclone structure matrix
Z. Right panel: A subclone is represented by one column of Z. Each ele-
ment of a column represents the subclonal genotypes for a mutation pair. For
example, the genotypes for mutation pair 2 in subclone 1 is ((0, 1), (1, 1)),
which is shown in detail on the left panel. Left panel: The reference genome
for mutation pair 2 is (G, T) and the corresponding genotype of subclone 1
is ((G, C), (A, C)), which gives rise to z21 = ((0, 1), (1, 1)). (c) Illustration of
paired-end reads data for a mutation pair. Shown are four short reads mapped
to mutation pair k in sample t. Some reads are mapped to both loci of the
mutation pair, and others are mapped to only one of the two loci. The two
ends of the same read are marked with opposing arrows in purple and orange.
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mentioned haplotypes at the three loci. Consequently, short reads that cover
some of these three loci may manifest different alleles. For example, if a large
number of reads cover the first two loci, we might observe the four alleles (A,
G), (C, G), (A, T) and (C, T) for the mutation pair. Observing four alleles is
direct evidence for the presence of subclones (Sengupta et al., 2016). This is
because in the absence of copy number variations there can be only two hap-
loid genomes at any locus for a homogeneous human sample. Therefore, one
can use mutation pairs in copy neutral regions to develop statistical inference
for the presence and frequency of subclones. This is the goal of the paper.
Almost all mutation-based subclone-calling methods in the literature
use only single nucleotide variants (SNVs) (Oesper et al., 2013, Strino et al.,
2013, Jiao et al., 2014, Miller et al., 2014, Roth et al., 2014, Zare et al., 2014,
Deshwar et al., 2015, Sengupta et al., 2015, Lee et al., 2015, 2016). Instead of
examining mutation pairs, SNV-based methods use marginal counts for each
recorded locus only. Consider, for example, the first locus in Figure 2.1(a).
At this locus, the reference genome has an “A” nucleotide while subclones
2 and 3 have a “C” nucleotide. In the entire sample, the “C” nucleotide
is roughly present in 17.5% of the DNA molecules based on the population
frequencies illustrated in Figure 2.1(a). The percentage of a mutated allele is
called variant allele fraction (VAF). If a sample is homogeneous and assuming
no copy number variations at the locus, the population frequency for the “C”
nucleotide should be close to 0, 50%, or 100%, depending on the heterozygosity
of the locus. Therefore, if the population frequency of “C” deviates from
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0%, 50%, or 100%, the sample is likely to be heterogeneous. Based on this
argument, SNV-based subclone callers search for SNVs with VAFs that are
different from these frequencies (0, 50%, 100%), which are evidence for the
presence of different (homogeneous) subpopulations. In the event of copy
number variations, a similar but slightly more sophisticated reasoning can be
applied, see for example, Lee et al. (2016).
2.1.2 Using mutation pairs
NGS data usually contain substantially fewer mutation pairs than marginal
SNVs. However mutation pairs carry important phasing information that im-
proves the accuracy of subclone reconstruction. We find that the phased data
for (far fewer) pairs provide more information than the (far more) marginal
VAFs. For example, imagine a tumor sample that is a mixture of subclones 2
and 3 in Figure 2.1(a). Suppose a sufficient amount of short reads cover the
first two loci, we should observe relatively large reads counts for four alleles (C,
G), (A, T), (C, T) and (A, G). One can then reliably infer that there are het-
erogeneous cell subpopulations in the tumor sample. In contrast, if we ignore
the phasing information and only consider the (marginal) VAFs for each SNV,
then the observed VAFs for both SNVs are 50%, which could be heterogeneous
mutations from a single cell population. See Simulation 1 for an illustration.
In summary, we leverage the power of using mutation pairs over marginal
SNVs by incorporating partial phasing information in our model. Besides the
simulation study we will later also empirically confirm these considerations in
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actual data analysis.
The relative advantage of using mutation pairs over marginal SNV’s can
also be understood as a special case of a more general theme. In biomedical
data it is often important to avoid overinterpretation of noisy data and to distill
a relatively weak signal. A typical example is the probability of expression
(POE) model of Parmigiani et al. (2002). Similarly, the modeling of mutation
pairs is a way to extract the pertinent information from the massive noisy
data. Due to noise and artifacts in NGS data, such as base-calling or mapping
error, many called SNVs might record unusual population frequencies, for
reasons unrelated to the presence of subclones (Li, 2014). Direct modeling of
all marginal read counts one ends up with noise swamping the desired signal
(Nik-Zainal et al., 2012, Jiao et al., 2014). See our analysis of a real data set
in Section 2.6 for an example. To mitigate this challenge, most methods use
clustering of the VAFs, including, for example, Roth et al. (2014). One would
then use the resulting cluster centers to infer subclones, which is one way
of extracting more concise information. In addition, the vast majority of the
methods in the literature show that even though a tumor sample could possess
thousands to millions of SNVs, the number of inferred subclones usually is
in the low single digit, no more than 10. To this end, we propose instead
an alternative approach to extract useful information by modeling (fewer)
mutation pairs, as mutation pairs contain more information and are of higher
quality. We show in our numerical examples later that with a few dozens of
these mutation pairs, the inference on the subclones is strikingly similar to
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cluster-based subclone callers using much more SNVs.
Finally, using mutation pairs does not exclude the possibility of making
use of marginal SNVs. In Section 2.5.1, we show it is straightforward to jointly
model mutation pairs and SNVs. Other biological complexities, such as tumor
purity and copy number variations, can also be incorporated in our model. See
Sections 2.5.2 and 2.5.3 for more details. Incorporating CNVs greatly increases
the complexity in modeling and is not addressed by most existing methods.
Thus, we mainly concern ourselves with mutation pairs in copy number neutral
regions and leave incorporation of CNVs to future work.
2.1.3 Representation of subclones
We construct a K × C categorical valued matrix Z (Figure 2.1(b)) to
represent the subclone structure. Rows of Z are indexed by k and represent
mutation pairs, and columns of Z, denoted by zc = (z1c, · · · , zKc), record
the phased mutation pairs on the two homologous chromosomes of subclone
c, c = 1, . . . , C. As in Figure 2.1(b), let j = 1, 2 index the two homologous
chromosomes, r = 1, 2 index the two mutation loci, zkc = (zkcj, j = 1, 2) be
the genotype consisting of two alleles for mutation pair k in subclone c, and
zkcj = (zkcjr, r = 1, 2) denote the allele of the j-th homologous chromosome.
Therefore, each entry zkc of the matrix Z is a 2 × 2 binary submatrix itself.
For example, in Figure 2.1(b) the entry z21 is a pair of 2-dimension binary
row vectors, (0, 1) and (1, 1), representing the genotypes for both alleles at
mutation pair k = 2 of subclone c = 1; each vector indicates the allele for the
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mutation pair on a homologous chromosome. The first vector (0, 1) indicates
that locus r = 1 harbors no mutation (0) and locus r = 2 harbors a mutation
(1). Similarly, the second vector (1, 1) marks two mutations on both loci.
In summary, each entry of Z,
zkc = (zkc1, zkc2) = ((zkc11, zkc12), (zkc21, zkc22))
is a 2 × 2 matrix (with the two row vectors horizontally displayed for con-
venience). Each zkcjr is a binary indicator and zkcjr = 1 (or 0) indicates a
mutation (or reference). Thus, zkc can take Q = 16 possible values. That
is, zkc ∈ {z(1), . . . ,z(16)} = {(00, 00), (00, 01), . . . , (11, 11)}, where we write
00 short for (0, 0) etc., and z(1) = (00, 00) refers to the genotype on the ref-
erence genome. Formally, zkc is a 2 × 2 binary matrix, and Z is a matrix
of such binary matrices. Moreover, we can collapse some z(q) values as we
do not have phasing across mutation pairs. For example, zkc = (01, 10) and
zkc = (10, 01), etc. have mirrored rows and are indistinguishable in defining a
subclone (a column of Z). (More details in Section 2.2.2). Typically distinct
mutation pairs are distant from each other, and in NGS data they are almost
never phased. Therefore, we can reduce the number of possible outcomes of
zkc to Q = 10, due to the mirrored outcomes. We list them below for later ref-
erence: z(1) = (00, 00), z(2) = (00, 01), z(3) = (00, 10), z(4) = (00, 11), z(5) =
(01, 01), z(6) = (01, 10), z(7) = (01, 11), z(8) = (10, 10), z(9) = (10, 11) and
z(10) = (11, 11). In summary, the entire matrix Z fully specifies the genomes
of each subclone at all the mutation pairs.
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Suppose T tumor samples are available from the same patient, obtained
either at different time points (such as initial diagnosis and relapses), at the
same time but from different spatial locations within the same tumor, or from
tumors at different metastatic sites. We assume those T samples share the
same subclones, while the subclonal population frequencies may vary across
samples. For clinical decisions it can be important to know the population
frequencies of the subclones. To facilitate such inference, we introduce a T ×
(C + 1) matrix w to represent the population frequencies of subclones. The
element wtc refers to the proportion of subclone c in sample t, where 0 < wtc <
1 for all t and c, and
∑C
c=0wtc = 1. A background subclone, which has no
biological meaning and is indexed by c = 0, is included to account for artifacts
and experimental noise. We will discuss more about this later.
The remainder of this article is organized as follows. In Sections 2.2
and 2.3, we propose a Bayesian feature allocation model and the correspond-
ing posterior inference scheme to estimate the latent subclone structure. In
Section 2.4, we evaluate the model with three simulation studies. Section 2.5
extends the models to accommodate other biological complexities and present
additional simulation results. Section 2.6 reports the analysis results for a
lung cancer patient with multiple tumor biopsies. We conclude with a final
discussion in Section 2.7.
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2.2 The PairClone Model
2.2.1 Sampling Model
Suppose paired-end short reads data are obtained by deep DNA se-
quencing of multiple tumor samples. In such data, a short read is obtained
by sequencing two ends of the same DNA fragment. Usually a DNA fragment
is much longer than a short read, and the two ends do not overlap and must
be mapped separately. However, since the paired-end reads are from the same
DNA fragment, they are naturally phased and can be used for inference of
alleles and subclones. We use LocHap (Sengupta et al., 2016) to find pairs of
mutations that are no more than a fixed number, say 500, base pairs apart.
Such mutation pairs can be mapped by paired-end reads, making them eligible
for PairClone analysis. See Figure 2.1(c) for an example. For each mutation
pair, a number of short reads are mapped to at least one of the two loci. De-
note the two sequences on short read i mapped to mutation pair k in tissue
sample t by s
(i)
tk =
(
s
(i)
tkr, r = 1, 2
)
=
(
s
(i)
tk1, s
(i)
tk2
)
, where r = 1, 2 index the
two loci, s
(i)
tkr = 0 or 1 indicates that the short read sequence is a reference or
mutation. Theoretically, each s
(i)
tkr can take four values, A, C, G, T, the four
nucleotide sequences. However, at a single locus, the probability of observing
more than two sequences across short reads is negligible since it would require
the same locus to be mutated twice throughout the life span of the person
or tumor, which is unlikely. We therefore code s
(i)
tkr as a binary value. Also,
sometimes a short read may cover only one of the two loci in a pair, and we
use s
(i)
tkr = − to represent a missing base when there is no overlap between a
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short read and the corresponding SNV. Therefore, s
(i)
tkr ∈ {0, 1,−}. For exam-
ple, in Figure 2.1(c) locus r = 1, s
(1)
tk1 = 0 for read i = 1, s
(2)
tk1 = 1 for read
i = 2, and s
(3)
tk1 = − for read i = 3. Reads that are not mapped to either locus
are excluded from analysis since they do not provide any information for sub-
clones. Altogether, s
(i)
tk can take G = 8 possible values, and its sample space is
denoted by H = {h1, . . . ,hG} = {00, 01, 10, 11,−0,−1, 0−, 1−}. Each value
corresponds to an allele of two loci, with − being a special “missing” coverage.
For mutation pair k in sample t, the number of short reads bearing allele hg is
denoted by ntkg =
∑
i I
(
s
(i)
tk = hg
)
, where I(·) is the indicator function, and
the total number of reads mapped to the mutation pair is then Ntk =
∑
g ntkg.
Finally, depending upon whether a read covers both loci or only one locus we
distinguish three cases: (i) a read maps to both loci (complete), taking values
s
(i)
tk ∈ {h1, . . . ,h4}; (ii) a read maps to the second locus only (left missing),
s
(i)
tk ∈ {h5,h6}; and (iii) a read maps to the first locus only (right missing),
s
(i)
tk ∈ {h7,h8}. We assume a multinomial sampling model for the observed
read counts
(ntk1, . . . , ntk8) | Ntk ∼ Mn(Ntk; ptk1, . . . , ptk8). (2.1)
Here p = {ptkg, g = 1, . . . , 8} are the probabilities for the 8 possible val-
ues of s
(i)
tk . For the upcoming discussion, we separate out the probabili-
ties for the three missingness cases. Let vtk1, vtk2, vtk3 denote the proba-
bilities of observing a short read satisfying cases (i), (ii) and (iii), respec-
tively. We write ptkg = vtk1 p˜tkg, g = 1, . . . , 4, ptkg = vtk2 p˜tkg, g = 5, 6, and
ptkg = vtk3 p˜tkg, g = 7, 8. Here p˜tkg are the probabilities conditional on case (i),
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(ii) or (iii). That is,
∑4
g=1 p˜tkg =
∑
g=5,6 p˜tkg =
∑
g=7,8 p˜tkg = 1. We still use
a single running index, g = 1, . . . , 8, to match the notation in ptkg. Below we
link the multinomial sampling model with the underlying subclone structure
by expressing p˜tkg in terms of Z and w. Regarding vtk1, vtk2, vtk3 we assume
non-informative missingness and therefore do not proceed with inference on
them (and v’s remain constant factors in the likelihood).
2.2.2 Prior Model
Construction of p˜tkg. The construction of a prior model for p˜tkg is based
on the following generative model. To generate a short read, we first select
a subclone c from which the read arises, using the population frequencies wtc
for sample t. Next we select with probability 0.5 one of the two DNA strands,
j = 1, 2. Finally, we record the read hg, g = 1, 2, 3 or 4, corresponding to the
chosen allele zkcj = (zkcj1, zkcj2). In the case of left (or right) missing locus we
observe hg, g = 5 or 6 (or g = 7 or 8), corresponding to the observed locus
of the chosen allele. Reflecting these three generative steps, we denote the
probability of observing a short read hg that bears sequence zkcj by
A(hg, zkc) =
2∑
j=1
0.5 × I(hg1 = zkcj1) I(hg2 = zkcj2), (2.2)
with the understanding that I(− = zkcjr) ≡ 1 for missing reads. Implicit in
(2.2) is the restriction A(hg, zkc) ∈ {0, 0.5, 1}, depending on the arguments.
Finally, using the definition of A(·) we model the probability of observ-
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ing a short read hg as
p˜tkg =
C∑
c=1
wtcA(hg, zkc) + wt0 ρg. (2.3)
In (2.3) we include wt0ρg to model a background subclone denoted by c = 0
with population frequency wt0. The background subclone does not exist and
has no biological interpretation. It is only used as a mathematical device to
account for noise and artifacts in the NGS data (sequencing errors, mapping
errors, etc.). The weights ρg are the conditional probabilities of observing a
short read s
(i)
tk harboring allele hg if the recorded read were due to experimental
noise. Note that ρ1 + . . .+ ρ4 = ρ5 + ρ6 = ρ7 + ρ8 = 1.
Prior for C. We assume a geometric prior distribution on C, C ∼ Geom(r),
to describe the random number of subclones (columns of Z), p(C) = (1 −
r)Cr, C ∈ {1, 2, 3, . . .}. A priori E(C) = 1/r.
Prior for Z. We use the finite version of the categorical Indian buffet process
(cIBP) (Sengupta, 2013) as the prior for the latent categorical matrix Z. The
cIBP is a categorical extension of the Indian buffet process (Griffiths and
Ghahramani, 2011) and defines feature allocation (Broderick et al., 2013) for
categorical matrices. In our application, the mutation pairs are the objects,
and the subclones are the latent features chosen by the objects. The number
of subclones C is random, with the geometric prior p(C). Conditional on
C, we now introduce for each column of Z a vector pic = (pic1, pic2, . . . , picQ),
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where p(zkc = z
(q)) = picq, and
∑Q
q=1 picq = 1. Recall that z
(q) are the possible
genotypes for the mutation pairs defined in Section 2.1.3, q = 1, . . . , Q, for
Q = 10 possible genotypes.
As prior model for pic, we use a Beta-Dirichlet distribution (Kim et al.,
2012). Let p˜icq = picq/(1 − pic1), q = 2, . . . , Q. Conditional on C, pic1 ∼
Be(1, α/C) follows a beta distribution, and (p˜ic2, . . . , p˜icQ) ∼ Dir(γ2, . . . , γQ)
follows a Dirichlet distribution. Here zkc = z
(1) corresponds to the situation
that subclone c is not chosen by mutation pair k, because z(1) refers to the
reference genome. We write
pic | C ∼ Beta-Dirichlet(α/C, 1, γ2, . . . , γQ).
This construction includes a positive probability for all-zero columns zc = 0.
In our application, zc = 0 refers to normal cells with no somatic mutations,
which could be included in the cell subpopulations.
In the definition of the cIBP prior, we would have one more step of
dropping all zero columns. This leaves a categorical matrix Z with at most C
columns. As shown in Sengupta (2013), the marginal limiting distribution of
Z follows the cIBP as C →∞.
Prior for w. We assume wt follows a Dirichlet prior,
wt | C iid∼ Dirichlet(d0, d, · · · , d),
for t = 1, · · · , T . We set d0 < d to reflect the nature of c = 0 as a background
noise and model mis-specification term.
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Prior for ρ. We complete the model with a prior for ρ = {ρg}. Recall ρg
is the conditional probability of observing a short read with allele hg due to
experimental noise. We consider complete read, left missing read and right
missing read separately, and assume
ρg1 ∼ Dirichlet(d1, . . . , d1); ρg2 ∼ Dirichlet(2d1, 2d1); ρg3 ∼ Dirichlet(2d1, 2d1),
where g1 = {1, 2, 3, 4}, g2 = {5, 6} and g3 = {7, 8}.
2.3 Posterior Inference
Let x = (Z,pi,w,ρ) denote the unknown parameters except C, where
Z = {zkc}, pi = {picq}, w = {wtc}, and ρ = {ρg}. We use Markov chain
Monte Carlo (MCMC) simulations to generate samples from the posterior
x(l)
iid∼ p(x | n, C), l = 1, . . . , L. With fixed C such MCMC simulation
is straightforward. See, for example, Brooks et al. (2011) for a review of
MCMC. Gibbs sampling transition probabilities are used to update Z and
pi, and Metropolis-Hastings transition probabilities are used to update w and
ρ. Since p(x | n, C) is expected to be highly multi-modal, we use additional
parallel tempering to improve mixing of the Markov chain. Details of MCMC
simulation and parallel tempering are described in Appendix A.1.
Updating C. Updating the value of C is more difficult as it involves trans-
dimensional MCMC (Green, 1995). At each iteration, we propose a new value
C˜ by generating from a proposal distribution q(C˜ | C). In the later examples
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we assume that C is a priori restricted to Cmin ≤ C ≤ Cmax, and use a
uniform proposal q(C˜ | C) ∼ Unif{Cmin, . . . , Cmax}.
Next, we split the data into a training set n′ and a test set n′′ with
n′tkg = bntkg and n
′′
tkg = (1 − b)ntkg, respectively, for b ∈ (0, 1). Denote by
pb(x | C) = p(x | n′, C) the posterior of x conditional on C evaluated on the
training set only. We use pb in two instances. First, we replace the original
prior p(x | C) by pb(x | C), and second, we use pb as a proposal distribution
for x˜, as q(x˜ | C˜) = pb(x˜ | C˜). Finally, we evaluate the acceptance probability
of (C˜, x˜) on the test data by
pacc(C,x, C˜, x˜) = 1 ∧ p(n
′′ | x˜, C˜)
p(n′′ | x, C) ·
p(C˜)
pb(x˜ | C˜)
p(C)
pb(x | C) ·
q(C | C˜)q(x | C)
q(C˜ | C)q(x˜ | C˜)
. (2.4)
The use of the prior pb(x˜ | C˜) is similar to the construction of the fractional
Bayes factor (FBF) (O’Hagan, 1995) which uses a fraction of the data to define
an informative prior that allows the evaluation of Bayes factors. In contrast,
here pb is used as an informative proposal distribution for x˜. Without the
use of a training sample it would be difficult to generate proposals x˜ with
reasonable acceptance rate. In other words, we use pb to achieve a better
mixing Markov chain Monte Carlo simulation. The use of the same pb to
replace the original prior avoids the otherwise prohibitive evaluation of pb in
the acceptance probability (2.4). See more details in Appendix A.2 and A.3.
Point estimates for parameters. We use the posterior mode Cˆ as a point
estimate of C. Conditional on Cˆ, we follow Lee et al. (2015) to find a point
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estimate of Z. For any two K × Cˆ matrices Z and Z ′, a distance between
the c-th column of Z and the c′-th column of Z ′ is defined by Dcc′(Z,Z ′) =∑K
k=1 ‖zkc − z′kc′‖1, where 1 ≤ c, c′ ≤ Cˆ, and we take the vectorized form of
zkc and z
′
kc′ to compute L
1 distance between them. Then, we define the
distance between Z and Z ′ as d(Z,Z ′) = minσ
∑Cˆ
c=1Dc,σc(Z,Z ′), where
σ = (σ1, . . . , σCˆ) is a permutation of {1, . . . , Cˆ}, and the minimum is taken
over all possible permutations. This addresses the potential label-switching
issue across the columns of Z. Let {Z(l), l = 1, . . . , L} be a set of posterior
Monte Carlo samples of Z. A posterior point estimate for Z, denoted by Zˆ,
is reported as Zˆ = Z(lˆ), where
lˆ = arg min
l∈{1,...,L}
L∑
l′=1
d(Z(l),Z(l
′)).
Based on lˆ, we report posterior point estimates of w and ρ, given by wˆ = w(lˆ)
and ρˆ = ρ(lˆ), respectively.
2.4 Simulation Studies
We evaluate the proposed model with three simulation studies. In the
first simulation we use single sample data (T = 1), since in most current
applications only a single sample is available for analysis. Inferring subclonal
structure accurately under only one sample is a major challenge, and not
completely resolved in the current literature. The single sample does not rule
out meaningful inference, as the relevant sample size is the number of SNVs or
mutation pairs, or the (even larger) number of reads. In the second and third
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simulations we consider multi-sample data, similar to the lung cancer data
that we analyze later. In all simulations, we assume the missing probabilities
vtk2 and vtk3 to be 30% or 35%. Recall that these probabilities represent
the probabilities that a short read will only cover one of the two loci in the
mutation pair.
2.4.1 Simulation 1
Setup. In the first simulation, we illustrate the advantage of using mutation
pair data over marginal SNV counts. We generate hypothetical short reads
data for T = 1 sample and K = 40 mutation pairs. Based on our own
experiences, for a whole-exome sequencing data set, we usually obtain dozens
of mutation pairs with decent coverage. See Sengupta et al. (2016) for a
discussion. We assume there are CTRUE = 2 latent subclones, and set their
population frequencies as wTRUE = (1.0 × 10−7, 0.8, 0.2), where 1.0 × 10−7
refers to the proportion of the hypothetical background subclone c = 0. The
subclone matrix ZTRUE is shown in Figure 2.2(a) (as a heat map). Light grey,
red and black colors are used to represent genotypes z(1), z(4) and z(6). For
example, subclone 1 has genotype z(1) (wild type) for mutation pairs 1–10 and
31 – 40, and z(4) for mutation pairs 11–30. We generate ρTRUE from its prior
with hyperparameter d1 = 1. Next we set the probabilities of observing left
and right missing reads as vtk2 = vtk3 = 0.3 for all k and t, to mimic a typical
missing rate observed in the real data. We calculate multinomial probabilities
{pTRUEtkg } shown in equations (2.3) and (2.2) from the simulated ZTRUE, wTRUE
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and ρTRUE. Total read counts Ntk are generated as random numbers ranging
from 400 to 600, and finally we generate read counts ntkg from the multinomial
distribution given Ntk as shown in equation (2.1).
We fit the model with hyperparameters fixed as follows: α = 4, γ2 =
· · · = γQ = 2, d = 0.5, d0 = 0.03, d1 = 1, and r = 0.4. We set Cmin = 1 and
Cmax = 10 as the range of C. The fraction b needs to be calibrated. We choose
b such that the test sample size (1− b)∑Tt=1∑Kk=1 Ntk is approximately equal
to 160/T . See Section A.3 for a discussion of this choice.
We run MCMC simulation for 30, 000 iterations, discarding the first
10, 000 iterations as initial burn-in, and keep one sample every 10 iterations.
The initial values are randomly generated from the priors.
Results. Figure 2.2(b) shows pb(C | n′′), where the vertical dashed line
marks the simulation truth. The posterior mode Cˆ = 2 recovers the truth.
Figure 2.2(c) shows the point estimate of ZTRUE, given by Zˆ. The true sub-
clone structure is perfectly recovered. The estimated subclone weights are
wˆ = (2.27× 10−116, 0.8099, 0.1901), which is also very close to the truth. We
use Zˆ and wˆ to calculate estimated multinomial probabilities, denoted by
{pˆtkg}. Figure 2.2(d) shows a histogram of the differences (pˆtkg − pTRUEtkg ) as a
residual plot to assess model fitting. The histogram is centered at zero with
little variation, indicating a reasonably good model fit. In summary, this sim-
ulation shows that the proposed inference can almost perfectly recover the
truth in a simple scenario with a single sample.
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Figure 2.2: Simulation 1. Simulation truth ZTRUE (a, e), and posterior infer-
ence under PairClone (b, c, d) and under BayClone (f).
2.4.2 Comparison with BayClone and PyClone
We compare the proposed inference under PairClone versus inference
under SNV-based subclone callers ,i.e., based on marginal (un-paired) counts of
point mutations, including BayClone(Sengupta et al., 2015) and PyClone (Roth
et al., 2014).
BayClone infers the subclone structure based on marginal allele fre-
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Figure 2.3: Simulation 1. Posterior inference under PyClone.
quencies of the recorded SNVs, and chooses the number of subclones based on
log pseudo marginal likelihood (LPML) model comparison. Under the LPML
criterion, the estimated number of subclones reported by BayClone is Cˆ = 2,
which also recovers the truth. Figure 2.2(e) displays the true genotypes of
the unpaired SNVs, denoted by ZTRUEBC , based on the true genotypes in Fig-
ure 2.2 for the mutation pairs. That is, we derive the corresponding marginal
genotype for each SNV in the mutation pair based on the truth ZTRUE. Fig-
ure 2.2(f) shows the heat map of estimated matrix ZˆBC, where zsc = 0 (light
grey), 0.5 (orange) and 1 (black) refer to homozygous wild-type, heterozygous
variant and homozygous variant at SNV locus s, respectively. The estimated
subclone proportions are wˆBC = (0.008, 0.988, 0.004).
PyClone, on the other hand, clusters mutations based on allele fre-
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quencies of the recorded SNVs using the implied clustering under a Dirichlet
process mixture model. PyClone does not report subclonal genotypes and thus
is not directly comparable with PairClone. Posterior inference is summarized
in Figure 2.3. Panel (a) indicates that the 80 SNV loci form two clusters,
with one cluster corresponding to loci 1–20 and 61–80, and the other cluster
corresponding to loci 21–60, which agrees with the truth. Panel (b) shows the
cellular prevalence of the two clusters across samples, where the middle point
represents the posterior mean, and the error bar indicates posterior standard
deviation. The cellular prevalence is defined as fraction of clonal population
harbouring a mutation. In the PyClone MCMC samples, the estimated cellu-
lar prevalence of cluster 2 fluctuates between 0.5 and 1 and thus includes high
posterior uncertainty, while the true cellular prevalence of cluster 2 is 1.
The estimates under SNV-based subclone callers do not fully recover
the simulation truth. The main reason is probably that the phasing informa-
tion of paired SNVs is lost in the marginal counts that are used in BayClone
and PyClone, making the subclone estimation less accurate than under Pair-
Clone. For example, the two subclones with genotypes z(4) = (00, 11) and
z(6) = (01, 10) lead to exactly the same allele frequency (50%) for both loci.
BayClone can not distinguish between these two different subclones based on
the 50% allele frequency for each locus. Although BayClone correctly reports
the number of subclones, inference mistakenly includes a normal subclone with
negligible weight, and thus fails to recover the true population frequencies.
On the other hand, PyClone can not identify if cluster 2 contains homozygous
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(corresponding to cellular prevalence of 0.5) or heterozygous (corresponding to
cellular prevalence of 1) variants. In contrast, using the phasing information,
PairClone is able to infer two subclones having genotypes (00, 11) and (01, 10)
for mutation pairs 11–30, and we know cluster 2 contains only heterozygous
variants for sure.
2.4.3 Simulation 2
In the second simulation, we consider data with K = 100 mutation
pairs and a more complicated subclonal structure with CTRUE = 4 latent sub-
clones. We generate hypothetical data for T = 4 samples. The subclone
matrix ZTRUE is shown in Figure 2.4(a). Colors on a scale from light grey
to red, to black (see the scale in the figure) are used to represent genotype
z(q) with q = 1, . . . , 10. For example, subclone 4 has genotype z(10) for muta-
tion pairs 1–20, z(5) for mutation pairs 21–40, z(8) for mutation pairs 41–60,
z(1) for mutation pairs 61–80, and z(9) for mutation pairs 81–100. For each
sample t, we generate the subclone proportions from a Dirichlet distribution,
wTRUEt ∼ Dir(0.01, σ(20, 10, 5, 2)), where σ(20, 10, 5, 2) is a random permuta-
tion of (20, 10, 5, 2). The subclone proportion matrixwTRUE is shown in Figure
2.4(b), where darker blue color indicates higher abundance of a subclone in
a sample, and light grey color represents low abundance. The parameters
ρTRUE and Ntk are generated using the same approach as before, and we use
vtk2 = vtk3 = 0.3 for k = 1, . . . , 50 and all t, and vtk2 = vtk3 = 0.35 for
k = 51, . . . , 100 and all t. Finally, we calculate {pTRUEtkg } and generate read
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counts ntkg from equation (2.1) similar to previous simulation.
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Figure 2.4: Simulation 2. Simulation truth ZTRUE and wTRUE (a, b), and
posterior inference under PairClone (c, d, e, f).
We fit the model with the same set of hyperparameters and MCMC
parameters as in simulation 1. Figure 2.4(c) shows pb(C | n′′). Again, the
posterior mode Cˆ = 4 recovers the truth. Figure 2.4(d) shows the estimate
Zˆ; the truth is nicely approximated. Some mismatches are expected under
this more complex subclone structure. The estimated subclone proportions wˆ
are shown in Figure 2.4(e), again close to the truth. Figure 2.4(f) shows the
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histogram of (pˆtkg − pTRUEtkg ) which indicates a good model fit.
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Figure 2.5: Simulation 2. Posterior inference under BayClone (a, b, c) and
PyClone (d, e).
For comparison, we again fit the same simulated data with BayClone
and PyClone. BayClone chooses the model with 4 subclones, which still re-
covers the truth. However, using only SNV data, BayClone can not see the
connection between adjacent SNVs, and inference fails to recover wTRUEBC and
therefore ZTRUEBC , even approximately. PyClone infers 8 clusters for the 200
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loci, which reasonably recovers the truth. However, since the underlying sub-
clone structure is more complex, the PyClone cellular prevalence is not directly
comparable to PairClone outputs.
2.4.4 Simulation 3
In the last simulation we use T = 6 samples with CTRUE = 3 and latent
subclones. We still consider K = 100 mutation pairs. The subclone matrix
ZTRUE is shown in Figure 2.6(a). For each sample t, we generate the subclone
proportions from wTRUEt ∼ Dir(0.01, σ(14, 6, 3)), where σ(14, 6, 3) is a random
permutation of (14, 6, 3). The proportions wTRUE are shown in Figure 2.6(b).
The parameters ρTRUE and Ntk are generated using the same approach as
before, and we use the same vtk2 and vtk3 as in Simulation 2. Finally, we
calculate {pTRUEtkg } and generate read counts ntkg from equation (2.1) similar
to simulation 1.
We fit the model with the same hyperparameter and the same MCMC
tuning parameters as in simulation 1. We now use a smaller test sample size,
i.e., a smaller fraction b in the transdimensional MCMC. See Section A.3 for
a discussion.
Figure 2.6(c) shows pb(C | n′′), with the posterior mode Cˆ = 3 recov-
ering the truth. Figures 2.6(d, e) show Zˆ and wˆ. Comparing with panels (a)
and (b) we can see an almost perfect recovery of the truth. Figure 2.6(f) shows
a histogram of the residuals (pˆtkg − pTRUEtkg ). The plot indicates a good model
fit.
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Figure 2.6: Simulation 3. Simulation truth ZTRUE and wTRUE (a, b), and
posterior inference under PairClone (c, d, e, f).
We again compare with inference under BayClone and PyClone. In
this case, BayClone chooses the model with 4 subclones, failing to recover the
truth. PyClone infers 7 clusters for the 200 loci, which reasonably recovers
the truth, but the result is still not directly comparable.
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Figure 2.7: Simulation 3. Posterior inference under BayClone (a, b, c) and
PyClone (d, e).
2.5 PairClone Extensions
2.5.1 Incorporating Marginal Read Counts
Most somatic mutations are not part of the paired reads that we use
in PairClone. We refer to these single mutations as SNVs (single nucleotide
variants) and consider the following simple extension to incorporate marginal
counts for SNVs in PairClone. We introduce a new S × C matrix ZS to
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represent the genotype of the C subclones for these additional SNVs. To
avoid confusion, we denote the earlier K × C subclone matrix by ZP in this
section. The (s, c) element of ZS reports the genotype of SNV s in subclone c,
with zSsc ∈ {0, 0.5, 1} denoting homozygous wild-type (0), heterozygous variant
(0.5), and homozygous variant (1), respectively. The c-th column of ZP and
ZS together define subclone c. We continue to assume copy number neutrality
in all SNVs and mutation pairs (we discuss an extension to incorporating
subclonal copy number variations in the next subsection). The marginal read
counts are easiest incorporated in the PairClone model by recording them as
right (or left) missing reads (as described in Section 2.2.1) for hypothetical
pairs, k = K + 1, . . . , k + S. Let N˜ts and n˜ts denote the total count and the
number of reads bearing a variant allele, respectively, for SNV s in sample t.
Treating s as a mutation pair k = K + s with missing second read, we record
ntk8 = n˜ts, ntk1 = . . . = ntk7 = 0 and Ntk = N˜ts. We then proceed as before,
now with K +S mutation pairs. Inference reports an augmented (K +S)×C
subclone matrix Z˜P . We record the first K rows of Z˜P as ZP , and transform
the remaining S rows to ZS by only recording the genotypes of the observed
loci.
We evaluate the proposed modeling approach with a simulation study.
The simulation setting is the same as simulation 3 in Section 2.4, except that
we discard the phasing information of mutation pairs 51−100 and only record
their marginal read counts. Figure 2.8(a)–(f) summarizes the simulation re-
sults. Panels (a, b) show the simulation truth for the mutation pairs and SNVs,
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respectively. Panel (c) shows the posterior p(C | n′′) and panels (d, e) show
the estimated genotypes ZˆP and ZˆS. Inference for the weights wtc recovers
the simulation truth (not shown). The result compares favorably to inference
under BayClone (Figure 2.7(b)), due to the additional phasing information for
the first 50 mutation pairs.
For a direct evaluation of the information in the additional marginal
counts we also evaluate posterior inference with only the first 50 mutation
pairs, shown in Figure 2.8 (c, f). Comparison with Figure 2.8 (c, d) shows
that the additional marginal counts do not noticeably improve inference on
tumor heterogeneity.
2.5.2 Incorporating Tumor Purity
Usually, tumor samples are not pure in the sense that they contain
certain proportions of normal cells. Tumor purity refers to the fraction of
tumor cells in a tumor sample. To explicitly model tumor purity, we introduce
a normal subclone, the proportion of which in sample t is denoted by wt?,
t = 1, . . . , T . The normal subclone does not possess any mutation (since
we only consider somatic mutations). The tumor purity for sample t is thus
(1−wt?). The normal subclone is denoted by z∗, with zk∗ = z(1) for all k. The
remaining subclones are still denoted by zc, c = 1, . . . , C, with proportion wtc
in sample t, and
∑C
c=0wtc + wt? = 1.
The probability model needs to be slightly modified to accommodate
the normal subclone. The sampling model remains unchanged as (2.1). Same
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Figure 2.8: Summary of simulation results using additional marginal read
counts. Simulation truth ZP,TRUE and ZS,TRUE (a, b), posterior inference with
marginal read counts incorporated (c, d, e), and posterior inference without
marginal read counts (c, f).
for the prior models for Z, ρ and C. We only change the construction of p˜tkg
and p(w) as follows. With a new normal subclone, the probability of observing
a short read hg becomes p˜tkg =
∑C
c=1wtcA(hg, zkc) + wt?A(hg, z
(1)) + wt0 ρg,
based on the same generative model described in Section 2.2.2. Let w˜tc =
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wtc/(1 − wt?). We use a Beta-Dirichlet prior, wt? iid∼ Be(d∗1, d∗2), and w˜t iid∼
Dir(d0, d, . . . , d). An informative prior for wt? could be based on an estimate
from a purity caller, for example, Van Loo et al. (2010) or Carter et al. (2012).
We evaluate the modified model with a simulation study. The sim-
ulation setting is the same as simulation 3 in Section 2.4, except that we
substitute the first subclone with a normal subclone. We use exactly the same
hyperparameters as those in simulations 2 and 3, and in addition we take
d∗1 = d
∗
2 = 1. Figure 2.9 summarizes inference results. Columns in panels (b)
and (c) marked with “*” correspond to the normal subclone. Panel (a) shows
pb(C | n′′). Posterior inference recovers the simulation truth, with posterior
mode Cˆ = 2. Panel (b) shows Zˆ. Comparing with subclones 2 and 3 in Figure
2.6(a) we find a good recovery of the simulation truth. Panel (c) shows wˆ,
which can be compared with Figure 2.6(b).
0.
0
0.
1
0.
2
0.
3
0.
4
C
P b
(C
 | n
)
1 2 3 4 5 6 7 8 9 10
l
l
l
l
l
l
l
l
l l
(a) pb(C | n′′)
* 1 2
Subclones
M
ut
at
io
n 
Pa
irs
1 2 3 4 5 6 7 8 9 10C
ol
or
 
 
Ke
y
(b) Zˆ
0 * 1 2
6
5
4
3
2
1
Subclones
Sa
m
pl
es
0 0.2 0.4 0.6 0.8C
ol
or
 
 
Ke
y
(c) wˆ
Figure 2.9: Summary of simulation results with tumor purity incorporated.
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2.5.3 Incorporating Copy Number Changes
Tumor cells not only harbor sequence mutations such as SNVs and
mutation pairs, they often undergo copy number changes and produce copy
number variants (CNVs). Genomic regions with CNVs have copy number
6= 2. We briefly outline an extension of PairClone that includes CNVs in
the inference, but do not implement inference under this model, as it would
require significantly more complex modeling. In addition to Z which describes
sequence variation we introduce a K×C matrix L to represent subclonal copy
number variation with `kc reporting the copy number for mutation pair k in
subclone c. We use L to augment the sampling model to include the total read
count Ntk. Earlier in (2.1), the multinomial sample size Ntk was considered
fixed. We now add a sampling model. Following Lee et al. (2016) we assume
Ntk | φt,Mtk ∼ Poisson(φtMtk/2)
Here, φt is the expected number of reads in sample t under copy-neutral con-
ditions, and Mtk is a weighted average copy number across subclones,
Mtk =
C∑
c=1
wtc`kc + wt0`k0.
The last term wt0`k0 accounts for noise and artifacts, where wt0 and `k0 are the
population frequency and copy number of the background subclone, respec-
tively. We assume no CNVs for the background subclone, that is, `k0 = 2 for
all k. We complete the model with a prior p(L). Assuming `kc ∈ {0, . . . , Q},
i.e., a maximum copy number Q, we use another instance of a finite cIBP.
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For each column of L, we introduce pic = (pic0, pic1, . . . , picQ) and assume
p(`kc = q) = picq, again with a Beta-Dirichlet prior for pic.
Recall the construction of p˜tkg in (2.3), including in particular the gen-
erative model. This generative model is now updated to include the varying `tc.
To generate a short read for mutation pair k, we first select a subclone c from
which the read arises, using the population frequencies wtc`kc/
∑C
c=0wtc`kc for
sample t. Next we select with probability zkcj/`kc one of the four possible al-
leles, hg, g = 1, 2, 3 or 4, where we now use zkc = (zkcj, j = 1, . . . , 4) to denote
numbers of alleles having genotypes 00, 01, 10 or 11, and
∑
j zkcj = `kc. In
the case of left (or right) missing locus we observe hg, g = 5 or 6 (or g = 7 or
8), corresponding to the observed locus of the chosen allele, similar to before.
In summary, the probability of observing a short read hg can be written as
p˜tkg =
C∑
c=0
[
wtc`kc∑C
c=1wtc`kc + wt0`k0
· A(hg, zkc)
`kc
]
=
∑C
c=0 wtcA(hg, zkc)
Mtk
,
where A(·) corresponds to the described generative model.
2.6 Lung Cancer Data
2.6.1 Using PairClone
We apply PairClone to analyze whole-exome in-house data. Whole-
exome sequencing data is generated from four (T = 4) surgically dissected tu-
mor samples taken from a single patient diagnosed with lung adenocarcinoma.
The resected tumor is divided into two portions. One portion is flash frozen
and another portion is formalin fixed and paraffin embedded (FFPE). Four
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different samples (two from each portion) are taken. DNA is extracted from
all four samples. Agilent SureSelect v5+UTR probe kit (targeting coding re-
gions plus UTRs) is used for exome capture. The exome library is sequenced in
paired-end fashion on an Illumina HiSeq 2000 platform. About 60 million reads
are obtained in FASTQ file format, each of which is 100 bases long. We map
paired-end reads to the human genome (version HG19) (Church et al., 2011)
using BWA (Li and Durbin, 2009) to generate BAM files for each individual
sample. After mapping the mean coverage of the samples is around 70 fold. We
call variants using UnifiedGenotyper from GATK toolchain (McKenna et al.,
2010) and generate a single VCF file for all of them. A total of nearly 115, 000
SNVs and small indels are called within the exome coordinates.
Next, using LocHap (Sengupta et al., 2016) we find mutation pair po-
sitions, the number of alleles and number of reads mapped to them. LocHap
searches for multiple SNVs that are scaffolded by the same pair-end reads,
that is, they can be recorded on one paired end read. We refer to such sets of
multiple SNV’s as local haplotypes (LH). When more than two genotypes are
exhibited by an LH, it is called a LH variant (LHV). Using individual BAM
files and the combined VCF file, LocHap generates four individual output file
in HCF format (Sengupta et al., 2016). An HCF file contains LHV segments
with two or three SNV positions. In this analysis, we are only interested in
mutation pair, and therefore filter out all the LHV segments consisting of more
than two SNV locations. We restrict our analysis to copy number neutral re-
gions. To further improve data quality, we drop all LHVs where two SNVs are
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very close to each other (within, say, 50 bps) or close to any type of structural
variants such as indels. We also remove those LHVs where either of the SNVs
is mapped with strand bias by most reads, or either of the SNVs is mapped
towards the end of the most aligned reads. Finally, we only consider muta-
tion pairs that have strong evidence of heterogeneity. Since LHVs exhibit > 2
genotypes in the short reads, by definition they are somatic mutations.
At the end of this process, 69 mutation pairs are left and we record the
read data from HCF files for the analysis. In addition, in the hope of utilizing
more information from the data, we randomly choose 69 un-paired SNVs and
include them in the analysis. Since in practice, tumor samples often include
contamination with normal cells, we incorporate inference for tumor purity as
described in Section 2.5.2. We run MCMC simulation for 30, 000 iterations,
discarding the first 10, 000 iterations as initial burn-in and keeping every 10th
MCMC sample. We set the hyperparameter exactly as in the simulation study
of Section 2.5.2.
Results. The posterior distribution pb(C | n′′) (Figure 2.10(d)) reports
pb(C | n′′) = 0.24, 0.31, 0.17 and 0.12 for C = 1, 2, 3 and 4, respectively,
and then quickly drops below 0.1, with posterior mode Cˆ = 2. This means,
excluding the effect of normal cell contamination, the tumor samples have two
subclones. Figure 2.10(a, b) show the estimated subclone matrix ZˆP and ZˆS
corresponding to mutation pairs and SNVs, respectively. The first column of
ZˆP and ZˆS represents the normal subclone. The rows for both matrices are
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Figure 2.10: Lung cancer. Posterior inference under PairClone.
reordered for a better display. Figure 2.10(c) shows the estimated subclone
proportions wˆ for the four samples. The second column of wˆ represents the
proportions of normal subclones in the four samples. The small values indi-
cate high purity of the tumor samples. The similar proportions across the four
samples reflect the spatial proximity of the samples. Furthermore, excluding
a few exceptions that might be due to model mis-fitting, the subclones form a
simple phylogenetic tree: ∗ → 1→ 2. Subclones 1 and 2 share a large portion
of common mutations, while subclone 2 has some private mutations that are
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missing in subclone 1.
For informal model checking we inspect a histogram of realized residu-
als (Figure 2.10(e)). To define residuals, we calculate estimated multinomial
probabilities {pˆtkg} according to Zˆ, wˆ and empirical values of {vtk1, vtk2, vtk3}.
Let p¯tkg = ntkg/Ntk. The figure plots the residuals (pˆtkg − p¯tkg). The resulting
histogram of residuals is centered around zero with little mass beyond ±0.04,
indicating a good model fit.
2.6.2 Using SNVs only
For comparison, we also run BayClone and PyClone on the same dataset.
Using the log pseudo marginal likelihood (LPML), BayClone reports Cˆ = 4
subclones. The estimated subclone matrix in BayClone’s format is shown in
Figure 2.11(a), with the rows reordered in the same way as in Figure 2.10(a,
b). In light of the earlier simulation results we believe that the inference un-
der PairClone is more reliable. Figure 2.11(b) shows the estimated subclone
proportions under BayClone. Figure 2.11(c) shows the estimated clustering
of the SNV loci under PyClone (the color coding along the axes). PyClone
identifies 6 different clusters. The largest cluster (shown in brown) corre-
sponds to loci that have heterozygous variants in both subclones 1 and 2, the
second-largest cluster (shown in blueish green) corresponds to loci that have
homozygous wild types in subclone 1 and homozygous variants in subclone
2, and the other smaller clusters represent other less common combinations.
The clusters match with clustering of rows of ZˆP and ZˆS. PyClone does not
80
immediately give inference on subclones, but combing clusters with similar
cellular prevalence across samples one is able to conjecture subclones. In this
sense, PyClone gives similar result compared with PairClone. Finally, Figure
2.11(d) displays PyClone’s estimated cellular prevalences of clusters across dif-
ferent samples. The estimated subclone proportions and cellular prevalences
across the four samples remain very similar also under the BayClone and Py-
Clone output, which strengthens our inference that the four samples possess
the same subclonal profile, each with two subclones.
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Figure 2.11: Lung cancer. Posterior inference under BayClone (a, b) and
PyClone (c, d).
For another comparison, we run PyClone with a much larger number
of SNVs (S = 1800, which include the 69 pairs and 69 SNVs we ran analysis
before) to evaluate the information gain by using additional marginal counts.
The results are summarized in Figure 2.12, with panel (a) showing the esti-
mated clustering of the 1800 SNVs. PyClone reports 34 clusters. The two
largest clusters (olive and green clusters) in Panel (a) match with the two
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largest clusters (brown and bluish green clusters) in Figure 2.11(c) and also
corroborate the two subclones inferred by PairClone. In addition, PyClone
infers lots of noisy tiny clusters using 1800 SNVs, which we argue model only
noise. In summary, this comparison shows the additional marginal counts do
not noticeably improve inference on tumor heterogeneity, and modeling muta-
tion pairs is a reasonable way to extract useful information from the data.
(a) Clustering matrix
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Figure 2.12: Lung cancer. Posterior inference under PyClone using 1800 SNVs.
PyClone inferred 34 clusters with two major clusters (olive and green) and
many small noisy clusters (other colors).
2.7 Discussion
We can significantly enrich our understanding of cancer development
by using high throughput NGS data to infer co-existence of subpopulations
which are genetically different across tumors and within a single tumor (inter
and intra tumor heterogeneity, respectively). In this paper, we have presented
82
a novel feature allocation model for reconstructing such subclonal structure
using mutation pair data. Proposed inference explicitly models overlapping
mutation pairs. We have shown that more accurate inference can be obtained
using mutation pairs data compared to using only marginal counts for single
SNVs. Short reads mapped to mutation pairs can provide direct evidence for
heterogeneity in the tumor samples. In this way the proposed approach is
more reliable than methods for subclonal reconstruction that rely on marginal
variant allele fractions only.
The proposed model is easily extended for data where an LH segment
consists of more than two SNVs. We can easily accommodate n-tuples instead
of pairs of SNVs by increasing the number of categorical values (Q) that the
entries in the Z matrix can take. There are several more interesting direc-
tions of extending the current model. For example, one could account for the
potential phylogenetic relationship among subclones (i.e the columns in the
Z matrix). Such extensions would enable one to infer mutational timing and
allow the reconstruction of tumor evolutionary histories.
The proposed model characterizes tumor heterogeneity with SNV data.
Other genetic variants including CNV could also provide important informa-
tion about tumor heterogeneity. However, incorporating such data increases
the complexity in modeling. Like other existing methods we chose to focus on
the SNV data, keeping the development of models for other genetic variants
as a research topic of it own. A future direction is to develop computation-
ally efficient and reliable approaches to incorporating other genetic variants,
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presumably by utilizing other available data in tumor heterogeneity.
Lastly, we focus on statistical inference using bulk sequencing data on
tumor samples. Alternatively, biologists can apply single-cell sequencing on
each tumor cell and study its genome one by one. This is a gold standard that
can examine tumor heterogeneity at the single-cell level. However, single-cell
sequencing is still expensive and cannot scale up. Also, many bioinformatics
and statistical challenges are unmet in analyzing single-cell sequencing data.
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Chapter 3
A Bayesian Treed Feature Allocation Model
for Tumor Subclone Phylogeny
Reconstruction Using Mutation Pairs
We present a latent feature allocation model to reconstruct a tumor
phylogenetic tree and corresponding tumor heterogeneity. Similar to most
current methods for inference on tumor heterogeneity, we consider data from
next-generation sequencing. Unlike most methods that use information in
short reads mapped to single nucleotide variants (SNVs), we consider subclone
reconstruction using pairs of two proximal SNVs that can be mapped by the
same short reads. A key part of the inference model is a phylogenetic tree
prior that is used to construct a dependent prior on tumor cell subpopulations.
The use of the tree structure in the prior greatly strengthens inference. Only
subclones that conform with an a priori plausible phylogenetic tree are assigned
non-negligible probability. The proposed Bayesian framework implies posterior
distributions on the number of subclones, their genotypes, cellular proportions,
and the phylogenetic tree spanned by the inferred subclones. The proposed
method is validated against different sets of simulated and real-world data
using single and multiple tumor samples. An open source software package is
available at http://www.compgenome.org/pairclonetree.
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3.1 Introduction
Tumor cells emerge from a Darwinian-like selection among multiple
competing subpopulations of cells (Nowell, 1976, Bonavia et al., 2011, Marusyk
et al., 2012). During tumorigenesis, through sequential clonal expansion and
selection cells acquire distinct mutations. This process leads to genetically
divergent subpopulations of cells, also known as subclones (Navin et al., 2010,
Gerlinger et al., 2012, Nik-Zainal et al., 2012, Bignell et al., 2010, Bozic et al.,
2010, Raphael et al., 2014). Reconstructing the subclones and their evolu-
tionary relationship could help investigators to identify driver mutations that
emerge early in the development or during the progression period. Such results
provide insight about targeted therapies (Aparicio and Caldas, 2013, Papaem-
manuil et al., 2011, Varela et al., 2011, Stephens et al., 2012).
A recent surge of genetic sequencing data makes it possible to investi-
gate tumor subclonal architecture in detail (Oesper et al., 2013, Strino et al.,
2013, Fischer et al., 2014, Miller et al., 2014, Roth et al., 2014, Jiao et al.,
2014, Deshwar et al., 2015, Zare et al., 2014, Sengupta et al., 2015, Marass
et al., 2017). We will discuss details of some (Marass et al., 2017, Jiao et al.,
2014, Deshwar et al., 2015) later in Section 3.4, after we have introduced the
required notation. Latest developments of next generation sequencing (NGS)
technology enabled researchers to develop a variety of techniques that are
broadly known as subclonal reconstruction. One of the aims is to deconvolute
observed genomic data from a tumor into constituent signals corresponding
to various subclones and to reconstruct their relationship in a phylogeny. In
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most methods the reconstruction is based on short reads that are mapped
to single nucleotide variants (SNVs) (few methods also consider somatic copy
number aberrations, SCNA). SNV-based subclone calling methods utilize vari-
ant allele fractions (VAFs), that is, the fractions of alleles (or short reads) at
each locus that carry mutations. Since humans are diploid, the VAFs of short
reads for a homogeneous cell population should be 0, 0.5 or 1.0 for any locus
in copy number neutral (copy number = 2) regions and after adjusting for
tumor purity. VAFs different from 0, 0.5 or 1.0 are therefore evidence for het-
erogeneity. Based on this idea, existing SNV-based subclone calling methods
either cluster mutations (Miller et al., 2014, Roth et al., 2014, Jiao et al., 2014,
Deshwar et al., 2015), or use latent feature allocation methods to infer the sub-
clone genotypes and their proportions (Zare et al., 2014, Sengupta et al., 2015,
Marass et al., 2017). All are based on observed VAFs.
3.1.1 Main Idea
We assume that the available data are from T (T ≥ 1) samples from
a single patient and the main inference goal is intra-tumor heterogeneity. We
present a novel approach to reconstruct tumor subclones and their correspond-
ing phylogenetic tree based on mutation pairs. Here a mutation pair refers to
a pair of proximal SNVs on the genomes that can be simultaneously mapped
by the same paired-end short reads, with one SNV on each end. In other
words, mutation pairs can be phased by short reads. See Fig. 3.1 for an il-
lustration. Short reads mapped to only one of the SNV loci are treated as
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partially missing paired-end reads and are not excluded from our approach.
Specifically, marginal SNV reads can be included in our analysis. See Section
3.2.1 for more details. The idea of working with phased mutation pairs was
introduced in Chapter 2. We build on it and develop a novel and entirely dif-
ferent inference approach by explicitly modeling the underlying phylogenetic
relationship. That is, we model tumor heterogeneity based on a representation
of a phylogenetic tree of tumor cell subpopulations. A prior probability model
on such phylogenetic trees induces a dependent prior on the mutation profiles
of latent tumor cell subpopulations. In particular, the phylogenetic tree of
tumor cell subpopulations is included as a random quantity in the Bayesian
model. Currently, we only consider mutation pairs in copy neutral region i.e.
copy number two. The proposed inference aims to reconstruct (i) subclones
defined by the haplotypes across all the mutation pairs, (ii) cellular proportion
of each subclone, and (iii) a phylogenetic tree spanned by the subclones.
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Figure 3.1: Short reads data from mutation pairs using NGS. Here stki denotes
the i-th read for the k-th mutation pair in sample t. Each stki is a 2-dimensional
vector which corresponds to the two proximal SNVs in the mutation pair, and
each component of the vector takes values 0, 1 or – representing wild type,
variant or missing genotype, respectively.
Consider an NGS data set with K mutation pairs shared across all T
(T ≥ 1) samples. We assume that the samples are composed of C homogeneous
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subclones. The number of subclones C is unknown and becomes one of the
model parameters. We use a K × C matrix Z to represent the subclones,
in which each column of Z represents a subclone and each row represents a
mutation pair. That is, the (kc) element zkc of the matrix corresponds to
subclone c and mutation pair k. Each zkc is itself again a matrix. It is a
2 × 2 matrix that represents the genotypes of the two alleles of the mutation
pair. See Fig. 3.2(b). An important step in the model construction is that the
columns (subclones) of Z form a phylogenetic tree T . The tree encodes the
parent-child relationship across the subclones. A detailed construction of the
tree and a prior probability model of T and Z are introduced later. Lastly, we
denote wt = (wt1, . . . , wtC) the cellular proportions of the subclones in sample
t where 0 < wtc < 1 for all c and
∑C
c=0wtc = 1.
Using NGS data we infer T , C, Z and w based on a simple idea that
variant reads can only arise from subclones with variant alleles consistent with
an underlying phylogeny. We develop a treed latent feature allocation model
(LFAM) to implement this reconstruction. Mutation pairs are the objects
of the LFAM, and subclones are the latent features chosen by the mutation
pairs (in contrast to the phylogenetic Indian Buffet Process (Miller et al.,
2012) which builds a tree structure on objects, rather than features). Note
that subclone reconstruction based on LFAM allows overlapping mutations
across subclones and therefore does not require the infinite sites assumption
(Nik-Zainal et al., 2012). This is different from many existing cluster-based
models in the literature. While LFAM attempts to directly infer genotypes of
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all subclonal genomes, cluster-based models first infer SNV clusters based on
VAFs and then reconstruct subclonal genotypes based on the clusters.
Advantage of using mutation pairs. Mutation pairs contain phasing in-
formation that improves the accuracy of subclone reconstruction. If two nu-
cleotides reside on the same short read, we know that they must appear in
the same DNA strand in a subclone. For example, consider a scenario with
one mutation pair and two subclones. Suppose the reference genome allele is
(A, G) for that mutation pair, with the notion that A and G are phased by
the same DNA strand. Suppose the two subclones have diploid genomes at
the two loci and the genotypes for both DNA strands are ((C, G), (A, T)) for
subclone c = 1, and ((C, T), (A, G)) for c = 2. Since in NGS short reads
are generated from a single DNA strand, short reads could be any of the four
haplotypes (C, G), (A, T), (C, T) or (A, G) for this mutation pair. If indeed
relative large counts of short reads with each haplotype are observed, one can
reliably infer that there are heterogeneous cell subpopulations in the tumor
sample. In contrast, if we ignore the phasing information and only consider
the (marginal) VAFs for each SNV, then the observed VAFs for both SNVs
are 0.5, which could be heterogeneous mutations from a single cell population.
In this paper, we leverage the power of using mutation pairs over single SNVs
to incorporate partial phasing information in our model. We assume that mu-
tation pairs and their mapped short reads counts have been obtained using
a bioinformatics pipeline, such as LocHap (Sengupta et al., 2016). Our aim
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is to use short reads mapping data on mutation pairs to reconstruct tumor
subclones and their phylogeny.
Difference from traditional phylogenetic tree. Phylogenetic trees are
usually used to approximate perfect phylogeny for a fixed number of haplo-
types (Gusfield, 1991, Bafna et al., 2003, Pe’er et al., 2004). Most methods
lack assessment of tree uncertainties and report a single tree estimate. Also,
methods based on SNVs put the observed mutation profile of SNV at the leaf
nodes. This is natural if the splits in the tree create subpopulations that ac-
quire or do not acquire a new mutation (or set of mutations). In contrast, we
define a tree with all descendant nodes differing from the parent node by some
mutations. That is, all node, including interior nodes, correspond to tumor
cell subpopulations. See details below. For clarification we note that the prior
structure in our model is different from the phylogenetic Indian Buffet Process
(pIBP) (Miller et al., 2012), which models phylogeny of the objects rather than
the features.
3.1.2 Representation of Subclones
Fig. 3.2 presents a stylized example of temporal evolution of a tumor,
starting from time T0 and evolving until time T4 with the normal clone (sub-
clone c = 1) and three tumor subclones (c = 2, 3, 4). Each tumor subclone
is marked by two mutation pairs with distinct somatic mutation profiles. In
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Fig. 3.2 the true phylogenetic tree is plotted connecting the stylized subclones.
The true population frequencies of the subclones are marked in parentheses.
In panel (b) subclone genomes, their population frequencies and the phyloge-
netic relationship are represented by Z, w, and T . The entries of T report
for each subclone the index of the parent subclone (with T1 = 0 for the root
clone c = 1).
Suppose K mutation pairs with C subclones are present. The subclone
phylogeny can be visualized with a rooted tree with C nodes. We use a C-
dimensional parent vector T to encode the parent-child relationship of a tree,
where Tc = T [c] = j means that subclone j is the parent of subclone c. The
parent vector uniquely defines the topology of a rooted tree. We assume that
the tumor evolutionary process always starts from the normal clone, indexed
by c = 1. The normal clone does not have a parent, and we denote it by T1 = 0.
For example, the parent vector representation of the subclone phylogeny in Fig.
3.2 is T = (0, 1, 1, 2).
We use the K×C matrix Z to represent the subclone genotypes. Each
column of Z defines a subclone, and each row of Z corresponds to a mutation
pair. The entry zkc records the genotypes for mutation pair k in subclone c.
Since each subclone has two alleles j = 1, 2, and each mutation pair has two
loci r = 1, 2, the entry zkc is itself a 2 × 2 matrix, i.e. zkc = (zkcj, j = 1, 2)
and zkcj = (zkcjr, r = 1, 2),
zkc = (zkc1, zkc2) =
[(
zkc11
zkc12
)(
zkc21
zkc22
)]
92
(a)
0
0
0
0
0
0
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0
1
0
0
0
0
0
1
Mut. pair 1
Mut. pair 2
0
0
0
0
Z at T4
Subclonal structure at T4
subclones
0.10 0.20 0.40 0.30
w at T4
0 1 1 2
at T4
1 2 3 4
(b)
Figure 3.2: Schematic of subclonal evolution and subclone structure. Panel
(a) shows the evolution of subclones over time. Panel (b) shows the subclonal
structure at T4 with genotypes Z, cellular proportions w and parent vector
T . For each mutation pair k and subclone c, the entry zkc of Z is a 2 × 2
matrix corresponding to the arrangement in the figure in panel (a), that is,
with alleles in the two columns, and SNVs in the rows.
where
(
zkc11
zkc12
)
and
(
zkc21
zkc22
)
represent mutation pairs of allele 1 and allele
2, respectively. Theoretically, each zkcjr can be any one of the four nucleotide
sequences, A, C, G, T. However, at a single locus, the probability of having
more than two sequences is negligible since it would require the same locus to
be mutated twice throughout the life span of the tumor, which is extremely
unlikely. Therefore, we assume zkcjr can only take two possible values, with
zkcjr = 1 (or 0) indicating that the corresponding locus has a mutation (or does
not have a mutation) compared to the reference genome, respectively. For ex-
ample, in Fig. 3.2, we have K = 2 mutation pairs and C = 4 subclones. For
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mutation pair k = 2 in subclone c = 4, the allele j = 1 harbors no mutation,
while the allele j = 2 has a mutation at the first locus r = 1, which translates
to z24 = (00, 10) (writing 00 as a shorthand for (0, 0)
T , etc.). Altogether, zkc
can take 24 = 16 possible values zkc ∈ {(00, 00), (00, 01), . . . , (11, 11)}. Since
we do not have phasing information across mutation pairs, the zkc values hav-
ing mirrored columns lead to exactly the same data likelihood and thus are
indistinguishable. Therefore, we reduce the number of possible values of zkc
to Q = 10. We list them below for further reference:
z(1) = (00, 00), z(2) = (00, 01), z(3) = (00, 10), z(4) = (00, 11), z(5) = (01, 01),
z(6) = (01, 10), z(7) = (10, 10), z(8) = (01, 11), z(9) = (10, 11) and z(10) =
(11, 11).
We assume that the normal subclone has no mutation, zk1 = z
(1) for all k,
indicating all mutations are somatic. In addition to these C true subclones,
we introduce a background subclone, indexed as c = 0 and without biological
meaning, to account for experimental noise and tiny subclones that are not
detectable given the sequencing depth. We assume that the background sub-
clone is a random mixture of all possible genotypes. See more discussion in
Section 3.2.1.
Finally, we introduce notation for mixing proportions. Suppose T tissue
samples are dissected from the same patient. We assume that the samples
are admixtures of C subclones, each sample with a different set of mixing
proportions (population frequencies). We use a T×(C+1) matrix w to record
the proportions, where wtc represents the population frequencies of subclone c
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in sample t, 0 < wtc < 1 and
∑C
c=0wtc = 1. The proportions wt1 denotes the
proportion of normal cells contamination in sample t.
The rest of the paper is organized as follows: Section 3.2 and Sec-
tion 3.3 describe the latent feature allocation model and posterior inference,
respectively. Section 3.4 presents two simulation studies. Section 3.5 reports
analysis results for an actual experiment. We conclude with a discussion in
Section 3.6.
3.2 The PairCloneTree Model
3.2.1 Sampling Model
LetN be a T×K matrix with Ntk representing read depth for mutation
pair k in sample t. It records the number of times any locus of the mutation
pair is covered by sequencing reads (see Fig. 3.1). Let stki = (stkir, r = 1, 2)
be a specific short read where r = 1, 2 index the two loci in a mutation pair,
i = 1, 2, . . . , Ntk. We use stkir = 1 (or 0) to denote a variant (reference)
sequence at the read, compared to the reference genome. An important feature
of the data is that read i may not overlap with locus r. We use stkir = − to
represent the missing sequence on the read. Reads that do not overlap with
either of the two loci are not included in the model as they do not contribute
any information about the mutation pair. In summary, stki can take G = 8
possible values,
stki ∈ {s(1), . . . , s(8)} = {00, 01, 10, 11,−0,−1, 0−, 1−}.
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Among all Ntk reads, let ntkg =
∑
i I
(
stki = s
(g)
)
be the number of short reads
having genotype s(g). As illustrated in Fig. 3.1 out of total 4 reads (Nt1 = 4),
we have nt12 = 1, nt13 = 1, nt16 = 1 and nt18 = 1.
We assume a multinomial sampling model for the observed read counts
(ntk1, . . . , ntk8) | Ntk ∼ Mn(Ntk; ptk1, . . . , ptk8),
where ptkg is the probability of observing a short read stki with genotype s
(g).
Later we link ptkg with the underlying subclone structures.
If desired, it is straightforward to incorporate data for marginal SNV
reads in the model. These reads can be treated as, without loss of generality,
right missing reads, i.e. stki2 = −. In this case, ntk1 = . . . = ntk6 = 0, and
the multinomial sampling model reduces to a binomial model. The addition of
marginal SNV counts does not typically improve inference. See more details
in Chapter 2.
Construction of ptkg. For a short read stki, depending on whether it covers
both loci or only one locus, we consider three cases: (i) a read covers both
loci, taking values stki ∈ {s(1), . . . , s(4)} (complete read); (ii) a read covers the
second locus, taking values stki ∈ {s(5), s(6)} (left missing read); and (iii) a
read covers the first locus, taking values stki ∈ {s(7), s(8)} (right missing read).
Let vtk1, vtk2, vtk3 denote the probabilities of observing a short read satisfying
cases (i), (ii) and (iii), respectively. Conditional on cases (i), (ii) or (iii), let
p˜tkg be the conditional probability of observing stki = s
(g). We have ptkg =
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vtk1 p˜tkg, g = 1, . . . , 4, ptkg = vtk2 p˜tkg, g = 5, 6, and ptkg = vtk3 p˜tkg, g = 7, 8.
We assume non-informative missingness and do not make inference on v’s, so
they remain constants in the likelihood.
We express p˜tkg in terms of Z and w based on the following generative
model. Consider a sample t. To generate a short read, we first select a subclone
c with probability wtc. Next we select with probability 0.5 one of the two alleles
j = 1, 2. Finally, we record the read s(g), g = 1, 2, 3 or 4, corresponding to the
chosen allele zkcj = (zkcj1, zkcj2). In the case of left (or right) missing locus we
observe s(g), g = 5 or 6 (or g = 7 or 8), corresponding to the observed locus
of the chosen allele. Reflecting these three generative steps, we denote the
probability of observing a short read s(g) from subclone c that bears sequence
zkcj by
A(s(g), zkc) =
2∑
j=1
0.5 × I(s(g)1 = zkcj1) I(s(g)2 = zkcj2), (3.1)
with the understanding that I(− = zkcjr) ≡ 1 for missing reads. Implicit in
(3.1) is the restriction A(s(g), zkc) ∈ {0, 0.5, 1}, depending on the arguments.
Finally, using the conditional probabilities A(·) we obtain the marginal
probability of observing a short read s(g) from the tumor sample t with C
subclones with cellular proportions {wtc} as
p˜tkg =
C∑
c=1
wtcA(s
(g), zkc) + wt0 ρg. (3.2)
The first term in Eq. 3.2 states that the probability of observing a short read
with genotype s(g) is a weighted sum of the A’s across all the subclones. Here
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wt0ρg stands for the probability of observing s
(g) due to random noise. It can
be thought of as a background subclone with weight wt0, which is a random
mixture of four genotypes 00, 01, 10 and 11 with proportions ρg. We assume
the random noise does not differ across different mutation pairs, thus ρg does
not have an index k. Note that ρ1 + . . .+ ρ4 = ρ5 + ρ6 = ρ7 + ρ8 = 1. Again,
the background subclone (denoted by c = 0) has no biological meaning and
is only used to account for noise and artifacts in the NGS data (sequencing
errors, mapping errors, etc.).
3.2.2 Prior Model
We construct a hierarchical prior model, starting with p(C), then a
prior on the tree for a given number of nodes, p(T | C), and finally a prior on
the subclonal genotypes given the phylogenetic tree T .
Prior for C and T . We assume a geometric prior for the number of sub-
clones, p(C) = (1− α)C−1α, C ∈ {1, 2, 3, . . .}. Conditional on C, the prior on
the tree, p(T | C) is as in Chipman et al. (1998). For a tree with C nodes, we
let
p(T | C) ∝
C∏
c=1
(1 + ηc)
−β,
where ηc is the depth of node c, or the number of generations between node c
and the normal subclone 1. The prior penalizes deeper trees and thus favors
parsimonious representation of subclonal structure.
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Prior for Z. The subclone genotype matrix Z can be thought of as a feature
allocation for categorical matrices. The mutation pairs are the objects, and
the subclones are the latent features chosen by the objects. Each feature has
10 categories corresponding to the Q = 10 different genotypes. Conditioning
on T the subclone genotype matrix needs to introduce dependence across
features to reflect the assumed phylogeny. We construct a prior for Z based
on the following generative model. We start from a normal subclone denoted
by z·1 = 0. Now consider a subclone c > 1 and defined by z·c. The subclone
preserves all mutations from its parent z·Tc , but also gains a Poisson number
of new mutations. We assume the new mutations randomly happen at the
unmutated loci of the parent subclone. A formal description of prior of Z
follows.
For a subclone c, let `kc =
∑
j,r zkcjr denote the number of mutations
in mutation pair k, and let Lc = {k : `kc < 4} denote the mutation pairs in
subclone c that have less than four mutations. Let mkc = `kc− `kTc denote the
number of new mutations that mutation pair k gains compared to its parent,
and let m·c =
∑
kmkc. We assume (i) The child subclone should acquire at
least one additional mutation compared with its parent (otherwise subclone
c would be identical to its parent Tc). (ii) If the parent has already acquired
all four mutations for a given k, then the child can not gain any more new
mutation. That is, if `kTc = 4, then mkc = 0. (iii) Each mutation pair
can gain at most one additional mutation in each generation, mkc ∈ {0, 1}.
Based on these assumptions, given a parent subclone z·Tc , we construct a child
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subclone z·c as follows. Let Mc = {k : mkc = 1} be the set of mutation
pairs in subclone c where new mutations are gained. Let Choose(L,m) denote
a uniformly chosen subset of L of size m, and let X ∼ Trunc-Pois(λ; [a, b])
represent a Poisson distribution with mean λ, truncated to a ≤ X ≤ b. We
assume
m·c | z.Tc , T , C ∼ Trunc-Pois(λ; [1, |LTc|]),
Mc | m.c, z.Tc , T , C ∼ Choose(LTc ,m·c). (3.3)
The lower bound and upper bound of the truncated Poisson reflect assumptions
(i) and (ii) respectively. Also, Eq. 3.3 implicitly captures assumption (iii).
Next, for a mutation pair that gains one new mutation, we assume
the new mutation randomly arises in any of the unmutated loci in the parent
subclone. Let Zkc = {(j, r) : zkcjr = 0}, and let Unif(A) denote a uniform
distribution over the set A. We first choose
(j∗, r∗) | z.Tc , T , C ∼ Unif(ZkTc),
and then set zkcj∗r∗ = 1. So we have
p(Z | T , C) ∝
C∏
c=2
Trunc-Pois(m·c; [1, |LTc |]).
1( |LTc |
m·c
) . ∏
k∈Mc
1
|ZkTc|
.
Prior for w and ρ. We design p(w) in such a manner that we could put
an informative prior for wt1 if a reliable estimate for tumor purity is available
based on some prior bioinformatics pipeline (e.g. Van Loo et al. (2010), Carter
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et al. (2012)). Recall that c = 1 is the normal subclone, i.e., wt1 is the normal
subclone proportion, and that
∑C
c=0,c 6=1 wtc + wt1 = 1. We assume a Beta-
Dirichlet prior on w such that,
wt1 ∼ Be(ap, bp); and wtc
(1− wt1) ∼ Dir(d0, d, · · · , d),
where c = 0, 2, 3, · · · , C. We set d0 << d as wt0 is only a correction term to
account for background noise and model mis-specification term.
The model is completed with a prior for ρ = {ρg}. We consider com-
plete read, left missing read and right missing read separately, and assume
ρg1 ∼ Dir(d1, . . . , d1); ρg2 ∼ Dir(2d1, 2d1); ρg3 ∼ Dir(2d1, 2d1),
where g1 = {1, 2, 3, 4}, g2 = {5, 6} and g3 = {7, 8}.
3.3 Posterior Inference
Let x = (Z,w,ρ) denote the unknown parameters except for the num-
ber of subclones C and the tree T . Markov chain Monte Carlo (MCMC)
simulation from the posterior p(x | n, T , C) is used to implement posterior
inference. Gibbs sampling transition probabilities are used to update Z, and
Metropolis-Hastings transition probabilities are used to update w and ρ. For
example, we update Z by row with
p(zk· | z−k·, . . .) ∝
T∏
t=1
G∏
g=1
[
C∑
c=1
wtcA(hg, zkc) + wt0 ρg
]ntkg
·
p(zk· | z−k·, T , C),
101
where zk· is a row of Z satisfying the phylogeny T .
Since the posterior distribution p(x | n, T , C) is expected to be highly
multi-modal, we utilize parallel tempering (Geyer, 1991) to improve the mixing
of the chain. Specifically, we use OpenMP parallel computing API (Dagum and
Menon, 1998) in C++, to implement a scalable parallel tempering algorithm.
Updating C and T . In general, posterior MCMC on tree structures can be
very challenging to implement (Chipman et al., 1998, Denison et al., 1998).
However, the problem here is manageable since plausible numbers for C con-
strain T to moderately small trees. We assume that the number of nodes
is a priori restricted to Cmin ≤ C ≤ Cmax. Conditional on the number of
subclones C, the number of possible tree topologies is finite. Let T denote
the (discrete) sample space of (T , C). Updating the values of (T , C) involves
trans-dimensional MCMC. At each iteration, we propose new values for (T , C)
from a uniform proposal, q(T˜ , C˜ | T , C) ∼ Unif(T).
In order to search the space T for the number of subclones and trees
that best explain the observed data, we follow a similar approach as in Lee
et al. (2015) and Chapter 2 (motivated by fractional Bayes’ factor in O’Hagan
(1995)) that splits the data into a training set and a test set. Recall that
n represents the read counts data. We split n into a training set n′ with
n′tkg = bntkg, and a test set n
′′ with n′′tkg = (1 − b)ntkg. Let pb(x | T , C) =
p(x | n′, T , C) be the posterior evaluated on the training set only. We use
pb in two instances. First, pb is used as an informative prior instead of the
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original prior p((x | T , C), and second, pb is used as a proposal distribution
for x˜, q(x˜ | T˜ , C˜) = pb(x˜ | T˜ , C˜). Finally, the acceptance probability of
proposal (T˜ , C˜, x˜) is evaluated on the test set. Importantly, in the acceptance
probability the (intractable) normalization constant of pb cancels out, making
this approach computationally feasible.
pacc(T , C,x, T˜ , C˜, x˜) = 1 ∧ p(n
′′ | x˜, T˜ , C˜)
p(n′′ | x, T , C) ·
p(T˜ , C˜)

pb(x˜ | T˜ , C˜)
p(T , C)((((((pb x | T , C)
·
q(T , C | T˜ , C˜)

q(x | T , C)
q(T˜ , C˜ | T , C)

q(x˜ | T˜ , C˜) .
Here we use pb as an informative proposal distribution for x˜ to achieve a bet-
ter mixing Markov chain Monte Carlo simulation with reasonable acceptance
probabilities. Without the use of an informative proposal, the proposed new
tree is almost always rejected because the multinomial likelihood with the
large sample size is very peaked. Under the modified prior pb(·), the resulting
conditional posterior on x remains entirely unchanged, pb(x | T , C,n) = p(x |
T , C,n) (Appendix A.2).
The described uniform tree proposal is in contrast to usual search al-
gorithms for trees that generate proposals from neighboring trees. The advan-
tage of this kind of proposal is to ensure a reasonable acceptance probability.
But such algorithms have an important drawback that they quickly gravitate
towards a local mode and then get stuck. A possible approach to address-
ing this problem is to repeatedly restart the algorithm from different starting
trees. See Chipman et al. (1998) for more details. Our uniform tree proposal
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combined with the data splitting scheme is another way to mitigate this chal-
lenge, efficiently searching the tree space while keeping a reasonable acceptance
probability.
Point estimates for parameters. All posterior inference is contained in
the posterior distribution for x, C and T . For example, the marginal posterior
distribution of C and T gives updates posterior probabilities for all possible
values of C and T . It is still useful to report point estimates. We use the
posterior modes (Cˆ, Tˆ ) as point estimates for (C, T ), and conditional on Cˆ
and Tˆ , we use the maximum a posteriori (MAP) estimator as an estimation
for the other parameters. The MAP is approximated as the MCMC sample
with highest posterior probability. Let {x(l), l = 1, . . . , L} be a set of MCMC
samples of x, and
lˆ = arg max
l∈{1,...,L}
p(n | x(l), Tˆ , Cˆ) p(x(l) | Tˆ , Cˆ).
We report point estimates as Zˆ = Z(lˆ), wˆ = w(lˆ) and ρˆ = ρ(lˆ).
3.4 Simulation Studies
We present two simulation studies to assess the proposed approach. We
simulate single sample and multi-sample data with different read depths to test
the performance of our model in different scenarios. In both simulation studies,
we generate hypothetical read count data for K = 100 mutation pairs, which
is a typical number of mutation pairs in a tumor sample. However, if needed,
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a much larger number of SNVs could be included in the model, with the only
limiting concern being computational efficiency, which remains a challenge for
all current methods.
3.4.1 Simulation 1
In the first simulation study, we consider T = 1 sample, which is the
case for most real-world tumor cases due to the challenge in obtaining multiple
samples from a patient. However, this does not rule out meaningful inference.
As we will show, with good read depth, the simulation truth can still be
recovered. Note that the relevant sample size is not the number of tissue
samples, but closer to the number of reads, which is large even for T = 1.
We consider K = 100 mutation pairs and assume a simulation truth
with C = 4 latent subclones. Fig. 3.3(a) and (d) show the true underlying
subclonal genotypes and phylogeny, respectively. We use a heatmap to show
the subclone matrix Z, where colors from light gray to red to black are used
to represent genotypes z(1) to z(10). The subclone weights are simulated from
Dir(0.01, σ(15, 10, 8, 5)), where σ(15, 10, 8, 5) stands for a random permutation
of the four numbers. For the single sample in this simulation we get w =
(0.000, 0.135, 0.169, 0.470, 0.226). The noise factor ρ is generated from its
prior with d1 = 1. In order to mimic a typical rate of observing left (or
right) missing reads, we set vtk2 = vtk3 = 0.25, for k = 1, . . . , 50, and vtk2 =
vtk3 = 0.3, for k = 51, . . . , 100. For the read depth Ntk, we consider two
scenarios. In the first scenario, we consider 500x depth and generate Ntk ∼
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Discrete-Unif([400, 600]); in the second scenario, we consider 2000x depth and
generate Ntk ∼ Discrete-Unif([1900, 2100]). While these read depth values
are impossible from existing whole-genome sequencing technology, they are
available from whole-exome or targeted sequencing experiments.
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Figure 3.3: Simulation 1. Simulation truth Z (a) and phylogeny (d), and
posterior inference under PairCloneTree (b, c, e).
We fit the model with the following hyperparameters: α = 0.5, β = 0.5,
d = 0.5, d0 = 0.03, d1 = 1, where the values of α and β imply mild penalty for
deep and bushy trees (Chipman et al., 1998), and other hyperparameters are
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generic non-informative choices. We set ap = d, bp = d0 + (C − 1)d for given
C as a non-informative prior choice and set λ = 2K/C to express our prior
belief that about half of the mutations occur uniformly at each generation. We
use Cmin = 2 and Cmax = 5 as the range of C, since the vast majority of the
methods in the literature show that even though a tumor sample could possess
thousands to millions of SNVs, the number of inferred subclones usually is
in the low single digit. Empirically, we choose the training set fraction as
b = 0.95, as it performs well in all simulation studies. We run a total of 8000
MCMC simulations. Discarding the first 3000 draws as initial burn-in, we have
a Monte Carlo sample with 5000 posterior draws.
Posterior inference with 500x read depth is summarized in Fig. 3.3(b,
e). Fig. 3.3(e) shows the top three tree topologies and corresponding poste-
rior probabilities. The posterior mode recovers the true phylogeny. Fig. 3.3(b)
shows the estimated genotypes with 500x read depth, conditional on the poste-
rior modes (Cˆ, Tˆ ). Some mismatches are due to the single sample and limited
read depth. The estimated subclone proportions are wˆ = (0.000, 0.073, 0.171,
0.517, 0.239), which agrees with the truth.
Posterior inference with 2000x read depth is summarized in Fig. 3.3(c,
e). The posterior mode recovers the true phylogeny. Fig. 3.3(c) shows the
estimated genotypes. The simulation shows how larger read depths improve
posterior accuracy and improve the power of recovering the latent structure.
In particular, this shows that even with a single sample, with reasonable read
depth, the truth can still be recovered. The estimated subclone proportions
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are wˆ = (0.000, 0.127, 0.168, 0.477, 0.228).
3.4.2 Comparison with Cloe and PhyloWGS
There is no other subclone calling method based on paired-end read
data that also infers phylogeny. We therefore compare with other similar
model-based approaches. In particular, we use Cloe (Marass et al., 2017) and
PhyloWGS (Jiao et al., 2014, Deshwar et al., 2015) for inference with the
same simulated data. These two methods also use highly structured Bayesian
nonparametric priors and MCMC simulations for posterior inference. Both
methods take mutant read counts and read depths for SNVs as input. There-
fore, we discard the phasing information in mutation pairs and only record
marginal counts for SNVs as the input. The simulation truth in Cloe and
PhyloWGS’s format is shown in Fig. 3.4(a). The orange color means a het-
erozygous mutation at the corresponding SNV locus.
Cloe infers clonal genotypes and phylogeny based on a similar feature
allocation model. We run Cloe with the default hyperparameters for the same
number of 8000 iterations with the first 3000 draws as initial burn-in. After
that we carry out model selection for C with 2 ≤ C ≤ 5. For the 500x read
depth data, based on MAP estimate, Cloe reports 3 subclones with phylogeny
1→ 2→ 3, and the subclone genotypes are shown in Fig. 3.4(b) with subclone
proportions wˆCloe = (0.569, 0.218, 0.213). For the 2000x read depth data, Cloe
infers 2 subclones (genotypes not shown).
PhyloWGS, on the other hand, infers clusters of mutations and phy-
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logeny. One can then make phylogenetic analysis to conjecture subclones and
genotypes. Let φ˜i denote the fraction of cells with a variant allele at lo-
cus i. The φ˜i’s are latent quantities related to the observed VAF for each
SNV. PhyloWGS infers the phylogeny by clustering SNVs with matching φ˜i’s
under a tree-structured prior for the unique values φj. In particular, they
use the tree-structured stick breaking process (TSSB) (Adams et al., 2010).
The TSSB implicitly defines a prior on the formation of subclones, includ-
ing the prior on C and the number of novel loci that arise in each subclone.
In contrast, PairCloneTree explicitly defines these model features, allowing
easier prior control on C and Mc. We run PhyloWGS with the default hy-
perparameters and 2500 iterations with a burn-in of 1000 samples. We only
consider loci with VAF > 0 as the other loci do not provide information for
PhyloWGS clustering. We then report cluster sizes and phylogeny based on
MAP estimate. For the 500x read depth data, PhyloWGS reports 3 sub-
clones with phylogeny 0 → 1(77, 0.429) → 2(53, 0.218), where 0 refers to the
normal subclone, and the numbers in the brackets refer to the cluster sizes
and cellular prevalences. The conjectured subclone genotypes are shown in
Fig. 3.4(c), with subclone proportions wˆPWGS = (0.571, 0.211, 0.218). For
the 2000x read depth data, PhyloWGS reports 3 subclones with phylogeny
0→ 1(80, 0.431)→ 2(50, 0.227) (genotypes not shown).
Inferences under Cloe and PhyloWGS do not entirely recover the truth.
The reason is probably that the common mutations of subclones 2 and 4 (M2
with a cellular prevalence of 0.169 + 0.226) have a similar cellular prevalence
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Figure 3.4: Simulation 1. Simulation truth ZCloe (a), and posterior inference
under Cloe (b) and PhyloWGS (c).
with the mutations of subclone 3 (M3 with a cellular prevalence of 0.470).
Here we abuse the notation slightly and let Mc denote the new mutations
that subclone c gained. Therefore, Cloe infers that M2 and M3 belong to
the same subclone (MCloe2 ≈ M2 ∪M3 and MCloe3 ≈ M4). Similarly, Phy-
loWGS clustersM2 andM3 together. Using more informative mutation pairs
data, PairCloneTree is able to identify that M2 and M3 belong to different
subclones. The comparisons support the argument in Section 3.1 that the
inclusion of phasing information from the paired-end read data increases sta-
tistical power in recovering the underlying structure. Note that PairCloneTree
is based on a different sampling model and has a very different representation
of Z. Therefore, there is no obvious way to quantify the three model’s perfor-
mance under the same scale.
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3.4.3 Simulation 2
In the second simulation, we evaluate the performance of the proposed
approach on multiple samples. We still consider K = 100 mutation pairs, but
with a more complicated subclone structure, C = 5. We generate hypothetical
data for T = 8 samples. The subclone proportions in each sample t are gener-
ated from wt ∼ Dir(0.01, σ(25, 15, 10, 8, 5)). Fig. 3.5(a, b, c) show simulation
truth Z, w and the phylogeny, respectively. We show w in a heatmap with
light gray to deep blue scale. A darker blue color indicates higher abundance
of a subclone in a sample, while a lighter gray color indicates lower abundance.
The proportions of the background subclone wt0’s are not shown as they only
take tiny values, wt0 < 10
−3. The average sequence depth for the eight samples
was about 500x.
The hyperparameters are set to be the same as in simulation 1. We
run the same number of MCMC iterations.
The true phylogeny is recovered with 100% posterior probability (Fig. 3.5(c)).
Fig. 3.5 (d, e) show the estimated genotypes Zˆ and subclone proportions wˆ.
The truth is exactly recovered. The simulation shows that with more infor-
mation from eight samples inference becomes quite reliable.
For comparison we again run Cloe and PhyloWGS on this data. Cloe
correctly infers the number of subclones, and the estimated subclone genotypes
match the truth, shown in Fig. 3.5 (f). However, Cloe infers the phylogeny
as 1→ 2→ 3→ 4→ 5. On the other hand, PhyloWGS infers the phylogeny
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Figure 3.5: Simulation 2. Simulation truth Z (a), w (b) and phylogeny (c),
and posterior inference under PairCloneTree (c, d, e) and Cloe (f).
as 0→ 1 → 2→ 3 (details not shown). Both methods approximate but still miss
some detail in the simulation truth.
3.5 Lung Cancer Data
We use whole-exome sequencing (WES) data generated from four (T
= 4) surgically dissected tumor samples taken from a single patient diagnosed
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with lung adenocarcinoma. DNA is extracted from all four samples and exome
library is sequenced on an Illumina HiSeq 2000 platform in paired-end fashion.
Each of the read is 100 base-pair long and coverage is 200x-400x. We use
BWA (Li and Durbin, 2009) and GATK’s UniformGenotyper (McKenna et al.,
2010) for mapping and variant calling, respectively. In order to find mutation
pair location along with their genotypes with number of reads supporting
them, we use a bioinformatics tool called LocHap (Sengupta et al., 2016). This
tool searches for two or three SNVs that are scaffolded by the same reads.
When the scaffolded SNVs, known as local haplotypes, exhibits more than two
haplotypes, it is known as local haplotype variant (LHV). Using the individual
BAM and VCF files LocHap finds a few hundreds LHVs on average in a WES
sample. We select LHVs with two SNVs as we are interested in mutation pairs
only. On those LHVs, we run the bioinformatics filters suggested by LocHap
to keep the mutation pairs with high calling quality. We focus our analysis
in copy number neutral regions. In the end, we get 69 mutation pairs for the
sample and record the read count data from LocHap’s output.
We use the same hyperparameters and MCMC setting as in the sim-
ulations. Fig. 3.6 (d) shows some of the the posterior probabilities of the
subclone phylogeny. The posterior mode is shown in Fig. 3.6 (c) with C = 5
subclones. Fig. 3.6 (a, b) show the estimated subclone genotypes Zˆ and cel-
lular proportions wˆ, respectively (wˆt0 < 4 × 10−3 and are not shown). The
rows for Zˆ are reordered for better display. The cellular proportions of the
subclones show strong similarity across the 4 samples, indicating homogeneity
113
1 2 3 4 5
Subclones
M
ut
at
io
n 
Pa
irs
1 2 3 4 5 6 7 8 9 10C
ol
or
 
 
Ke
y
(a) Zˆ
1 2 3 4 5
4
3
2
1
Subclones
Sa
m
pl
es
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7C
ol
or
 
 
Ke
y
(b) wˆ (c) Estimated phy-
logeny
(d) Posterior prob. of tree topology
Fr
eq
ue
nc
y
−0.3 −0.2 −0.1 0.0 0.1 0.2
0
20
0
40
0
60
0
80
0
(e) Histogram of (pˆtkg −
p¯tkg)
Figure 3.6: Posterior inference with PairCloneTree for lung cancer data set.
of the samples. This is expected as the samples are dissected from proximal
sites. Subclone 1, which is the normal subclone, takes a small proportion in
all 4 samples, indicating high purity of the tumor samples. Subclones 2 and
3 are also included in only small proportions. They have almost vanished in
the samples. However, as parents of subclones 4 and 5, respectively, they are
important for the reconstruction of the subclone phylogeny. Subclones 4 and 5
are the two main subclones. They share a large proportion of common muta-
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tions, but each one has some private mutations, consistent with the estimated
tree. Finally, Fig. 3.6 (e) shows a histogram of residuals, where we calculate
empirical values p¯tkg = ntkg/Ntk and plot the difference (pˆtkg − p¯tkg). The
residuals are centered at zero with little variation, indicating a good model fit.
For comparison, we run Cloe and PhyloWGS on the same data set
with default hyperparameters. Cloe infers four subclones with phylogeny 1→
2 → 3 → 4. Fig. 3.7 (a, b) show the estimated genotypes ZˆCloe and cellular
proportions wˆCloe, respectively. PhyloWGS estimates 6 clusters (and a cluster
0 for normal subclone) of the SNVs with phylogeny
0→ 1→ 2 → 3 → 4→ 5 → 6 .
Fig. 3.7 (c) summarizes the cluster sizes and cellular prevalences. In light of
the earlier simulation studies we believe that the inference under PairCloneTree
is more reliable. Cloe and PhyloWGS outputs confirm that the four samples
have similar proportions of all the subclones, indicating little inter-sample het-
erogeneity. Also, Cloe and PhyloWGS infer very small normal cell proportion,
which corroborates PairCloneTree’s finding that the tumor samples have high
purity.
3.6 Discussion
In this work, using a treed LFAM we infer subclonal genotypes structure
for mutation pairs, their cellular proportions and the phylogenetic relationship
among subclones. This is the first attempt to generate a subclonal phylogenetic
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Figure 3.7: Posterior inference with Cloe (a, b) and PhyloWGS (c) for lung
cancer data set.
structure using mutation pair data. We show that more accurate inference can
be obtained using mutation pairs data compared to using only marginal counts
for single SNVs. The model can be easily extended to incorporate more than
two SNVs. Another way of extending the model is to encode mutation times
inside the length of the edges of phylogenetic tree.
The major motivation for accurate estimation of heterogeneity in tumor
is personalized medicine. The next step towards this goal is to use varying
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estimates of subclonal proportions across patients to drive adaptive treatment
allocation.
Currently the heterogeneity is measured mostly with SNV and CNA
data. However, structural variants (SVs) like deletion, duplication, inversion,
translocation and other large genome rearrangement arguably provide more
accurate (Fan et al., 2014) VAF estimation, which is the key input for char-
acterizing the heterogeneity. Therefore incorporation of SVs into the current
model could significantly improve the outcome of tumor heterogeneity anal-
ysis. Recently, in Brocks et al. (2014) the authors attempted to explain the
intratumor heterogeneity in DNA methylation and copy-number pattern by a
unified evolutionary process. So the current genome centric definition of tu-
mor heterogeneity could be extended by incorporation of methylation, DNA
mutation, and RNA expression data in an integromics model.
Finally in the era of big data it is important to factor computation
into the research effort, and build efficient computational models that could
handle millions of SNVs. Linear response variational Bayes (Giordano et al.,
2015) or MAD-Bayes (Broderick et al., 2013, Xu et al., 2015) methods could
be considered as alternative computational strategies to tackle the problem.
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Chapter 4
A Nonparametric Bayesian Approach to
Dropout in Longitudinal Studies with
Auxiliary Covariates
We develop a nonparametric Bayesian approach to missing outcome
data in longitudinal studies in the presence of auxiliary covariates. In the
presence of auxiliary covariates, we consider a joint model for the full data re-
sponse, missingness and auxiliary covariates. We include auxiliary covariates
to “move” the missingness “closer” to missing at random (MAR). In particular,
we specify a nonparametric Bayesian model for the observed data via Gaus-
sian process priors and Bayesian additive regression trees. These model spec-
ifications allow us to capture non-linear and non-additive effects, in contrast
to existing parametric methods. We then separately specify the conditional
distribution of the missing data response given the observed data response,
missingness and auxiliary covariates (i.e. the extrapolation distribution) using
identifying restrictions. We introduce meaningful sensitivity parameters that
allow for a simple sensitivity analysis. Informative priors on those sensitivity
parameters can be elicited from subject-matter experts. We use Monte Carlo
integration to compute the full data estimands. Performance of our approach
is assessed using simulated datasets. Our methodology is motivated by, and
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applied to, data from a clinical trial on treatments for schizophrenia.
4.1 Introduction
In longitudinal clinical studies, the research objective is often to make
inference on a subject’s full data response conditional on covariates that are
of primary interest; for example, to calculate the treatment effect of a test
drug at the end of a study. The vector of responses for a research subject
is often incomplete due to dropout. Dropout is typically non-ignorable (Ru-
bin, 1976, Daniels and Hogan, 2008) and in such cases the joint distribution
of the full data response and missingness needs to be modeled. In addition
to the covariates that are of primary interest, we would often have access to
some auxiliary covariates (often collected at baseline) that are not desired in
the model for the primary research question. Such variables can often provide
information about the missing responses and missing data mechanism. For ex-
ample, missing at random (MAR) (Rubin, 1976) might only hold conditionally
on auxiliary covariates (Daniels and Hogan, 2008). In this setting, auxiliary
covariates should be incorporated in the joint model as well, but we should
proceed with inference unconditional on these auxiliary covariates.
The full data distribution can be factored into the observed data dis-
tribution and the extrapolation distribution (Daniels and Hogan, 2008). The
observed data distribution can be identified by the observed data, while the
extrapolation distribution cannot. Identifying the extrapolation distribution
relies on untestable assumptions such as parametric models for the full data
119
distribution or identifying restrictions (Linero and Daniels, 2017). Such as-
sumptions can be indexed by unidentified parameters called sensitivity param-
eters (Daniels and Hogan, 2008). The observed data do not provide any infor-
mation to estimate the sensitivity parameters. Under the Bayesian paradigm,
informative priors can be elicited from subject-matter experts and be placed
on those sensitivity parameters. Finally, it is desirable to conduct a sensitivity
analysis (Daniels and Hogan, 2008, National Research Council, 2011) to assess
the sensitivity of inferences to such assumptions. The inclusion of auxiliary
covariates can ideally reduce the extent of sensitivity analysis that is needed
for drawing accurate inferences.
In this paper, we propose a Bayesian nonparametric model for the joint
distribution of the full data response, missingness and auxiliary covariates.
We use identifying restrictions to identify the extrapolation distribution and
introduce sensitivity parameters that are meaningful to subject-matter experts
and allow for a simple sensitivity analysis.
4.1.1 Missing Data in Longitudinal Studies
Literature about longitudinal missing data with non-ignorable dropout
can be mainly divided into two categories: likelihood-based and moment-based
(semiparametric). Likelihood-based approaches include selection models (e.g.
Heckman, 1979, Diggle and Kenward, 1994, Molenberghs et al., 1997), pattern
mixture models (e.g. Little, 1993, 1994, Hogan and Laird, 1997) and shared-
parameter models (e.g. Wu and Carroll, 1988, Follmann and Wu, 1995, Pulk-
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stenis et al., 1998, Henderson et al., 2000). These three types of models differ
from how the joint distribution of the response and missingness is factorized.
Likelihood-based approaches often make strong parametric model assumptions
to identify the full data distribution. For a comprehensive review see, for ex-
ample, Daniels and Hogan (2008) or Little and Rubin (2014). Moment-based
approaches, on the other hand, typically specify a semiparametric model for
the marginal distribution of the response, and a semiparametric or parametric
model for the missingness conditional on the response. Moment-based ap-
proaches are in general more robust to model misspecification since they make
minimal distributional assumptions. See, for example, Robins et al. (1995),
Rotnitzky et al. (1998), Scharfstein et al. (1999), Tsiatis (2007), Tsiatis et al.
(2011).
There are several recent papers under the likelihood-based paradigm
that are relevant to our approach, such as Wang et al. (2010), Linero and
Daniels (2015), Linero (2017), Linero and Daniels (2017). These papers spec-
ify Bayesian nonparametric models for the observed data distribution, and
thus have similar robustness to semiparametric approaches. However, existing
approaches do not utilize information from auxiliary covariates. In the pres-
ence of auxiliary covariates, Daniels et al. (2014) model longitudinal binary
responses using a parametric model under ignorable missingness. Our goal is
to develop a nonparametric Bayesian approach to longitudinal missing data
with non-ignorable dropout that also allows for incorporating auxiliary covari-
ates. As mentioned earlier, the reason to include auxiliary covariates is that
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we anticipate it will make the missingness “closer” to MAR.
4.1.2 Notation and Terminology
We introduce some notation and terminology as follows. Consider the
responses for a subject i at J time points. Let Yi = (Yi1, . . . , YiJ) be the vector
of longitudinal outcomes that was planned to be collected, Y¯ij = (Yi1, . . . , Yij)
be the history of outcomes through the first j times, and Y˜ij = (Yi,j+1, . . . , YiJ)
be the future outcomes after time j. Let Si denote the dropout time or dropout
pattern, which is defined as the last time a subject’s response is recorded, i.e.
Si = max{j : Yij is observed}. Missingness is called monotone if Yij is ob-
served for all j ≤ Si, and missingness is called intermittent if Yij is missing
for some j < Si. For monotone missingness, Si captures all the information
about missingness. In the following discussion, we will concern ourselves with
monotone missingness. Dropout is called random (Diggle and Kenward, 1994)
if the dropout process only depends on the observed responses, i.e. the miss-
ing data are MAR; dropout is called informative if the dropout process also
depends on the unobserved responses, i.e. the missing data are missing not
at random (MNAR). We denote by Xi the covariates that are of primary
interest, and Vi = (Vi1, . . . , ViQ) the Q auxiliary covariates that are not of
primary interest. Those auxiliary covariates should be related to the outcome
and missingness. The observed data for subject i is (Y¯iSi , Si,Vi,Xi), and the
full data is (Yi, Si,Vi,Xi). In general, we are interested in expectation of the
form E[t(Yi) | Xi], where t denotes some functional of Yi. Finally, denote by
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p(y, s,v | x,ω) the joint model for the full data response, missingness and
auxiliary covariates conditional on the covariates that are of primary interest,
where ω represents the parameter vector.
4.1.3 The Schizophrenia Clinical Trial
Our work is motivated by a multicenter, randomized, double-blind clini-
cal trial on treatments for schizophrenia. For this clinical trial, the longitudinal
outcomes are the positive and negative syndrome scale (PANSS) scores (Kay
et al., 1987). The outcomes are collected at J = 6 time points correspond-
ing to baseline, day 4 after baseline, and weeks 1, 2, 3 and 4 after baseline.
The possible dropout patterns are Si = 2, 3, 4, 5, 6. The covariate of primary
interest is treatment, with Xi = 1, 2 or 3 corresponding to test drug, active
control or placebo, respectively. In addition, we have access to Q = 7 auxiliary
covariates including age, onset (of schizophrenia) age, height, weight, country,
sex and education level.
The dataset consists of N = 204 subjects, with 45 subjects for the ac-
tive control arm, 78 subjects for the placebo arm, and 81 subjects for the test
drug arm. Figure 4.1 shows the individual trajectories and mean responses
over time for the three treatment arms. The dropout rates are 33.3%, 20.0%
and 25.6% for the test drug, active control and placebo arms, respectively.
Table 4.1 shows the detailed dropout rates for each dropout pattern. Subjects
drop out for a variety of reasons. Some reasons including adverse events (e.g.
occurrence of side effects), pregnancy and protocol violation are thought to
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Figure 4.1: Trajectories of individual responses (dashed black lines) and mean
responses (thick red lines) over time for the active control, placebo and test
drug arms.
be random dropouts, while the other reasons such as disease progression, lack
of efficacy, physician decision and withdraw by patient are thought to be in-
formative dropouts. It is ideal to treat those reasons differently while making
inference. Table 4.1 shows the informative dropout rates for each dropout
pattern. For the test, active and placebo arms, the percentages of informative
dropouts among all dropouts are 88.9%, 77.8% and 100.0%, respectively. The
dataset has a few intermittent missing outcomes (1 for the test drug arm, 1
for the active control arm, and 2 for the placebo arm). We focus our study
on monotone missingness and assume partial ignorability (Harel and Schafer,
2009) for the few intermittent missing outcomes.
The goal of this study is to estimate the change from baseline treatment
effect,
rx = E[Yi6 − Yi1 | Xi = x].
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Si = 2 Si = 3 Si = 4 Si = 5 Overall
Test 4.9 (3.7) 12.3 (9.9) 8.6 (8.6) 7.4 (7.4) 33.3 (29.6)
Active 2.2 (2.2) 4.4 (2.2) 8.9 (6.7) 4.4 (4.4) 20.0 (15.6)
Placebo 3.8 (3.8) 5.1 (5.1) 11.5 (11.5) 5.1 (5.1) 25.6 (25.6)
Table 4.1: Dropout rates (%) for different dropout patterns in the three treat-
ment arms, with informative dropout rates in parentheses.
In particular, the treatment effect improvements over placebo, i.e. r1− r2 and
r3 − r2, are of interest. This dataset was previously analyzed in Linero and
Daniels (2015), which took a Bayesian nonparametric approach as well, but
did not utilize information from the auxiliary covariates.
4.1.4 Overview
We stratify the model by treatment, and suppress the treatment vari-
able x to simplify notation hereafter. The extrapolation factorization (Daniels
and Hogan, 2008) is
p(y, s,v | ω) = p(y˜s | y¯s, s,v,ωE)p(y¯s, s,v | ωO),
where the extrapolation distribution, p(y˜s | y¯s, s,v,ωE), is not identified by
the data in the absence of uncheckable assumptions or constraints on the pa-
rameter space. The observed data distribution p(y¯s, s,v | ωO) is identified
and can be estimated nonparametrically. We factorize the observed data dis-
tribution based on pattern-mixture modeling (Little, 1993),
p(y¯s, s,v | ωO) = p(y¯s | s,v,pi)p(s | v,f)p(v | η), (4.1)
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where we assume distinct parameters ωO = (pi,f ,η) parametrizing the re-
sponse model, the missingness and the distribution of the auxiliary covariates,
respectively.
The remainder of this article is structured as follows. In Section 4.2
we specify Bayesian (nonparametric) models for (4.1). In Section 4.3, we use
identifying restrictions to identify the extrapolation distribution. In Section
4.4, we describe our posterior inference and computation approaches. In Sec-
tion 4.5, we present simulation studies to validate our model and compare
with results using other methods. In Section 4.6, we apply our method to a
clinical trial on treatments for schizophrenia. We conclude with a discussion
in Section 4.7.
4.2 Probability Model for the Observed Data
The model specification (4.1) brings two challenges:
1. For the models p(y¯s | s,v,pi) and p(s | v,f), it is unclear how the
auxiliary covariates are related to the responses and dropout patterns. For
example, the auxiliary covariates contain height and weight, which might not
have a linear and additive effect on the responses. For example, the responses
might have a linear relationship with the body mass index, which is calculated
by weight/height2.
2. For the model p(y¯s | s,v,pi), the observed patterns are sparse. For
example, the dropout pattern Si = 2 for the active control arm has only 1
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observation.
To mitigate challenge 1, we specify nonparametric models for p(y¯s |
s,v,pi) and p(s | v,f) via Gaussian process priors and Bayesian additive
regression trees. Such models are highly flexible and robust to model mis-
specification. To address challenge 2, we utilize informative priors such as
autoregressive (AR) and conditional autoregressive (CAR) priors to share in-
formation across neighboring patterns. Detailed model specifications are as
follows.
4.2.1 Model for the Observed Data Responses Conditional on Pat-
tern and Auxiliary Covariates
We define the model for observed data responses conditional on drop
out time and auxiliary covariates, i.e. p(y¯s | s,v,pi), as follows. The distribu-
tion p(y¯s | s,v,pi) can be factorized as
ps (y¯s | v,pi) = ps(ys | y¯s−1,v,pi) · · · ps(y2 | y¯1,v,pi)ps(y1 | v,pi), (4.2)
where the subscript s corresponds to conditioning on dropping out pattern
S = s.
We assume
(
Yj | Y¯j−1 = y¯j−1, S = s,V = v,pi
)
=
{
a0(v, j, s) + εjs, j = 1;
a(v, j, s) + y¯Tj−1Φjs + εjs, j ≥ 2;
(4.3)
where j = 1, . . . , s; s = 2, . . . , J . Here a0 and a are stochastic processes
indexed by U = V ×J , where V is the state space of v and J ⊂ {1, . . . , J}2 is
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the state space of (j, s). Furthermore, Φjs is the vector of lag coefficients for
each time/pattern, and εjs’s are Gaussian errors,
εjs ∼ N(0, σ2js).
We place Gaussian process priors (Rasmussen and Williams, 2006) on a and
a0,
a0(v, j, s) ∼ GP [µ0(v, j, s), C0(v, j, s;v′, j′, s′)] ;
a(v, j, s) ∼ GP [µ(v, j, s), C(v, j, s;v′, j′, s′)] ,
with mean functions µ0, µ: U → R and covariance functions C0, C: U × U →
R+. Specifically,
µ0(v, j, s) = v
Tβ0s + bjs;
µ(v, j, s) = vTβs + bjs,
(4.4)
and
C0(v, j, s;v
′, j′, s′) = κ20D0(v, j, s;v
′, j′, s′) + κ˜20 I(v, j, s;v
′, j′, s′);
C(v, j, s;v′, j′, s′) = κ2D(v, j, s;v′, j′, s′) + κ˜2 I(v, j, s;v′, j′, s′).
(4.5)
We use two different stochastic processes a0 and a for j = 1 and j ≥ 2.
The reason is that for j = 1, a0 represent the mean initial response with no
past; for j ≥ 2, a represents the mean at subsequent thus with a measured
past. In the mean functions (4.4), β0s and βs are the vectors of regression
coefficients of the auxiliary covariates, and bjs is the time/pattern specific
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intercepts. In the covariance functions (4.5), D0(a; b) and D(a; b) are the
exponential distances between a and b, defined by
D0(v, j, s;v
′, j′, s′) = exp
[
− ‖v˜ − v˜
′‖22
2h2v0
− |j˜ − j˜
′|
hj0
− |s˜− s˜
′|
hs0
]
,
D(v, j, s;v′, j′, s′) = exp
[
− ‖v˜ − v˜
′‖22
2h2v
− |j˜ − j˜
′|
hj
− |s˜− s˜
′|
hs
]
.
Here κ20, hv0, hj0, hs0, κ˜
2
0, κ
2, hv, hj, hs, κ˜
2 are the hyperparameters. The
values v˜, j˜ and s˜ are standardized values for v, j and s,
v˜iq =
viq −mean(v·q)
sd(v·q)
,
j˜i =
ji −min(j·)
max(j·)−min(j·) , and s˜i =
si −min(s·)
max(s·)−min(s·) .
For categorical covariates, the distance between v and v′ is calculated by
counting the number of different values. In addition, in (4.5), I(a; b) is the
Kronecker delta function that takes the value 1 if a = b and 0 otherwise.
The function I(a; b) is used to introduce a small nugget for the diagonal co-
variances, which overcomes near-singularity of the covariance matrices and
improves numerical stability. The Gaussian processes flexibly model the rela-
tionship between auxiliary covariates and response and accounts for possibly
non-linear and non-additive effects.
For the noise variance σ2js, we assume an inverse Gamma shrinkage
prior,
σ2js | gσ iid∼ IG(λσ, λσgσ), j = 1, . . . , s, s = 2, . . . , J,
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with E(1/σ2js) = 1/gσ and Var(1/σ
2
js) = 1/λσg
2
σ. We put hyper-priors on λσ
and gσ,
λσ − 2 ∼ IG(1, 1),
gσ ∼ Gamma(1, 1).
Next, we consider the parameters in the mean functions (4.4). We
allow the regression coefficients of the auxiliary covariates to vary by pattern.
However, it is typical to have sparse patterns. As a result, we consider an
informative prior that assumes regression coefficients for neighboring patterns
to be similar. In particular, we specify AR(1) type priors on β0s and βs. For
βs, we assume
β ∼ N
[
Xββ˜, σ
2
βΣβ(ρ)
]
,
where
β =

β2
β3
...
βJ
 , Xβ =

I
I
...
I
 ,
and
Σβ(ρ) =
1
1− ρ2

I ρI · · · ρJ−2I
ρI I · · · ρJ−3I
...
...
...
ρJ−2I ρJ−3I · · · I
 .
The prior on β introduces three unknown hyperparameters β˜, σ2β and ρ. We
specify diffuse normal, inverse Gamma and uniform priors, respectively,
β˜ ∼ N(0, δ2βI), σ2β ∼ IG(λβ1 , λβ2 ), ρ ∼ Unif(0, 1).
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Similarly, for β0s,
β0 ∼ N
[
Xββ˜0, σ
2
β0
Σβ(ρ0)
]
, with hyper-priors
β˜0 ∼ N(0, δ2β0I), σ2β0 ∼ IG(λβ01 , λβ02 ), ρ0 ∼ Unif(0, 1).
The time/pattern specific intercepts are given conditional autoregres-
sive (CAR) type priors (Banerjee et al., 2014, De Oliveira, 2012) as we expect
them to be similar for neighboring patterns/times. Let b0 = (b12, b13, . . ., b1J)
and b = (b22; b23, b33; . . . ; b2J , . . ., bJJ). The potential neighbors of bjs are
{bj−1,s, bj+1,s, bj,s−1, bj,s+1}. Denote by N bjs = {(j′, s′) : bj′s′ is neighbor of bjs}
and N bjs = |N bjs| which is the number of neighbors of bjs. The CAR type prior
assigns conditional priors on bjs given its neighbors, and under several regu-
larity conditions the conditionals indicate a joint distribution. In particular,
we assume
bjs | b−js ∼ N
b˜+ ∑
j′s′∈N bjs
γb
N bjs
(
bj′s′ − b˜
)
,
σ2b
N bjs
 ,
which induces a joint prior on b of the form
b ∼ N
(
1b˜, σ2b (I − γbWb)−1Nb
)
,
where
(Wb)jsj′s′ =
{
1/N bjs, if (j, s) and (j
′, s′) are neighbors;
0, otherwise,
Nb = diag(1/N bjs), b˜ is a mean parameter for b, σ2b is a variance parameter and
γb is a spatial dependence parameter. Let
(
eb1
)−1
and
(
eb2
)−1
denote the max
131
and min eigenvalues of Wb. To guarantee that I − γbWb is positive definite, γb
is required to belong to (eb2, e
b
1). Furthermore, it is not unreasonable to assume
the spatial correlation is positive, i.e. 0 < γb < e
b
1. We put hyper-priors on b˜,
σ2b and γb,
b˜ ∼ N(0, δ2b ), σ2b ∼ IG(λb1, λb2), γb ∼ Unif(0, eb1).
Similarly, for b0, we assume
b0 ∼ N
(
1b˜0, σ
2
b0
(I − γb0Wb0)−1Nb0
)
; with hyper-priors
b˜0 ∼ N(0, δ2b0), σ2b0 ∼ IG(λb1, λb2), γb0 ∼ Unif(0, eb01 ).
We then consider the parameters in the covariance functions (4.5). We
put inverse Gamma priors on κ20 and κ
2,
κ20 ∼ IG(λκ01 , λκ02 ), κ2 ∼ IG(λκ1 , λκ2).
For simplicity, we fix the length scales hv0, hj0, hs0, hv, hj and hs. For example,
in practice, we set h2v0 = h
2
v = Q to introduce moderate correlation between
the responses of two subjects with similar V ’s; we set hj0 = hj = 5, hs0 =
hs = 5 to introduce strong correlation between the responses of one subject
measured at two different time points. We also fix κ˜20 and κ˜
2 at small values,
e.g. κ˜20 = κ˜
2 = 0.01.
We complete the model with a prior for the lag coefficients. For each
time/pattern, we break Φjs into three parts: Φjs = (φ3js, φ2js, φ1js), φ1js, φ2js
and φ3js correspond to lag-1 response, lag-2 response and higher-order lag
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responses, respectively. We put a CAR type prior on φ1 = {φ1js}, similar to
the priors on bjs,
φ1 ∼ N
(
1φ˜1, σ
2
φ1
(I − γφ1Wφ1)−1Nφ1
)
; with hyper-priors
φ˜1 ∼ N(1, δ2φ1), σ2φ1 ∼ IG(λφ11 , λφ12 ), and γφ1 ∼ Unif(0, eφ11 ).
For φ2js and φ3js we simply put normal priors with more prior mass
around 0 to indicate the prior belief that higher-order lags have less impact
on current response. Specifically,
φ2js ∼ N(0, σ2φ2), σ2φ2 ∼ IG(λφ21 , λφ22 );
φ3js ∼ N(0, σ2φ3I), σ2φ3 ∼ IG(λφ31 , λφ32 ),
with λφ21 > λ
φ2
2 and λ
φ3
1 > λ
φ3
2 .
4.2.2 Model for the Pattern Conditional on Auxiliary Covariates
We model the hazard of dropout at time j with Bayesian additive re-
gression trees (BART) (Chipman et al., 2010),
p(S = j | S ≥ j,v,f) = FN(fj(v)),
where FN denotes the standard normal cdf (probit link), and fj(v) is the sum
of tree models from BART. The BART model captures complex relationships
between auxiliary covariates and dropout including interactions and nonlin-
earities. We use the default priors for fj(·) given in Chipman et al. (2010).
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4.2.3 Model for the Auxiliary Covariates
We use a Bayesian bootstrap (Rubin, 1981) prior for the distribution
for v. Suppose v can only take the N discrete values that we observed, V ∈
{v1, . . . ,vN}. The probability for each is
p(V = vi | η) = ηi, (4.6)
where
∑N
i=1 ηi = 1. We place a Dirichlet distribution prior on η,
(η1, . . . , ηN) ∼ Dir(dη, . . . , dη).
4.3 The Extrapolation distribution
The extrapolation distribution for our setting can be sequentially fac-
torized as
ps(y˜s | y¯s,v,ωE) = ps(ys+1 | y¯s,v,ωE)·
ps(ys+2 | y¯s+1,v,ωE) · · · ps(yJ | y¯J−1,v,ωE). (4.7)
The extrapolation distribution is not identified by the observed data.
To identify the extrapolation distribution, we use identifying restrictions that
express the extrapolation distribution as a function of the observed data dis-
tribution; see Linero and Daniels (2017) for a comprehensive discussion. For
example, missing at random (MAR) (Rubin, 1976) is a joint identifying restric-
tion that completely identifies the extrapolation distribution. It is shown in
Molenberghs et al. (1998) that MAR is equivalent to the available case missing
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value (ACMV) restriction in the pattern mixture model framework. The same
statement is true when conditional on V , in which case MAR is referred to as
auxiliary variable MAR (A-MAR) (Daniels and Hogan, 2008). ACMV sets
pk(yj | y¯j−1,v,ωE) = p≥j(yj | y¯j−1,v,pi),
for k < j and 2 ≤ j < J , where the subscript ≥ j corresponds to conditioning
on S ≥ j.
When the missingness is not at random, a partial identifying restriction
(Linero and Daniels, 2017) is the missing non-future dependence (NFD) as-
sumption (Kenward et al., 2003). NFD states that the probability of dropout
at time j depends only on y¯j+1. Similarly, when conditional on V , auxiliary
variable NFD (A-NFD) sets
p(S = j | y¯J ,v,ω) = p(S = j | y¯j+1,v,ω).
Within the pattern-mixture framework, NFD is equivalent to the non-future
missing value (NFMV) restriction (Kenward et al., 2003). Under A-NFD, we
have
pk(yj | y¯j−1,v,ωE) = p≥j−1(yj | y¯j−1,v,pi), (4.8)
for k < j − 1 and 2 < j ≤ J . NFMV leaves one conditional distribution per
incomplete pattern unidentified: ps(ys+1 | y¯s,v). To identify ps(ys+1 | y¯s,v),
we assume a location shift τs+1 (Daniels and Hogan, 2000),
[
Ys+1 | Y¯s, S = s,V ,ω
] d
=
[
Ys+1 + τs+1 | Y¯s, S ≥ s+ 1,V ,ω
]
, (4.9)
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where
d
= denotes equality in distribution, and τs+1 measures the deviation of
the unidentified distribution ps(ys+1 | y¯s,v) from ACMV. In particular, ACMV
holds when τs+1 = 0; τs+1 is a sensitivity parameter (Daniels and Hogan, 2008).
To help calibrate the magnitude of τs+1, we set[
τs+1 | Y¯s = y¯s,V = v
]
= τ˜ ·∆s+1(y¯s,v), (4.10)
where ∆s+1(y¯s,v) is the standard deviation of ps(ys+1 | y¯s,v) under ACMV,
and τ˜ represents the number of standard deviations that ps(ys+1 | y¯s,v) is
deviated from ACMV. Importantly, note that, based on the calibration, for
a fixed τ˜ we would have a smaller ∆ using auxiliary covariates and thus a
smaller deviation from ACMV, in comparison to unconditional on V .
4.4 Posterior Inference and Computation
4.4.1 Posterior Sampling for Observed Data Model Parameters
We use a Markov chain Monte Carlo (MCMC) algorithm to draw sam-
ples from the posterior w
(l)
O
iid∼ p(wO | {y¯isi , si,vi}Ni=1), l = 1, . . . , L. Note that
we use distinct parameters pi,f ,η for p(y¯s | s,v,pi), p(s | v,f) and p(v | η),
and the parameters are also a priori independent, p(pi,f ,η) = p(pi)p(f)p(η).
Therefore, the posterior distribution of wO can be factored as
p
(
wO | {y¯isi , si,vi}Ni=1
)
= p
(
pi | {y¯isi , si,vi}Ni=1
)
p
(
f | {si,vi}Ni=1
)
p
(
η | {vi}Ni=1
)
,
and posterior simulation can be conducted independently for pi, f and η.
Gibbs transition probabilities are used to update pi (details in Appendix B.1),
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the R package BayesTree (Chipman and McCulloch, 2016) is used to update
f , and η is updated by directly sampling from its posterior η | {vi}Ni=1 ∼
Dir(1 + dη, . . . , 1 + dη).
4.4.2 Computation of Expectation of Functionals of Full-data Re-
sponses
Our interest lies in the expectation of functionals of y, given by
E[t(y)] =
∫
y
t(y)p(y)dy
=
∫
y
t(y)
[∑
s
∫
v
ps(y˜s | y¯s,v)ps(y¯s | v)p(s | v)p(v)dv
]
dy. (4.11)
Once we have obtained posterior samples {w(l)O , l = 1, . . . , L}, the ex-
pression (4.11) can be computed by Monte Carlo integration. Since the desired
functionals are functionals of y, computing (4.11) involves sampling pseudo-
data based on the posterior samples. We note that this is an application of
G-computation (Robins, 1986, Scharfstein et al., 2014, Linero and Daniels,
2015) within the Bayesian paradigm (see Algorithm 1).
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Algorithm 1 G-computation
1: for l in 1, . . . , L do
2: for m in 1, . . . ,M do
3: 1. Draw V ∗ = v∗ ∼ p(v∗ | η(l))
4: 2. Draw S∗ = s∗ ∼ p(s∗ | v∗,f (l))
5: 3. Draw Y¯ ∗s = y¯
∗
s ∼ p(y¯∗s | s∗,v∗,pi(l))
6: 4. Draw Y˜ ∗s = y˜
∗
s ∼ p(y˜∗s | y¯∗s , s∗,v∗,ω(l)E )
7: 5. Set Y ∗(m,l) = (Y¯ ∗s , Y˜
∗
s )
8: end for
9: end for
10: return (1/ML) ·∑m,l t [Y ∗(m,l)]
In detail, for step 1, we draw V ∗ = vi with probability p(V = vi |
η(l)) = η
(l)
i . For step 2, we draw S
∗ by sequentially sampling from R ∼
Bernoulli[p(S∗ = j | S∗ ≥ j,v)]. If R = 1, take S∗ = j; otherwise proceed
with p(S∗ = j+ 1 | S∗ ≥ j+ 1,v), j = 2, . . . , J . For step 3, we first draw y∗1 ∼
N (a0(v
∗, 1, s∗), σ21s∗) and then sequentially draw y
∗
j ∼ N
(
a(v∗, j, s∗) + y¯Tj−1Φjs∗ , σ
2
js∗
)
,
j = 2, . . . , s∗ as in (4.2), where a0(v∗, 1, s∗) and a(v∗, j, s∗) are generated by GP
prediction rule (Rasmussen and Williams, 2006). For step 4, we sequentially
draw y∗j for j = s
∗ + 1, . . . , J as in (4.7) from the unidentified distributions,
now identified using identifying restrictions. When the ACMV restriction is
specified, step 4 involves sampling from a distribution of p≥j(yj | y¯j−1,v),
where
p≥j(yj | y¯j−1,v) =
J∑
k=j
αkj(y¯j−1,v) pk(yj | y¯j−1,v), (4.12)
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and
αkj(y¯j−1,v) = p(S = k | y¯j−1, S ≥ j,v)
=
p(y¯j−1 | S = k,v)p(S = k | S ≥ j,v)∑J
k=j p(y¯j−1 | S = k,v)p(S = k | S ≥ j,v)
.
The distribution in (4.12) is a mixture distribution over patterns. We sam-
ple from (4.12) by first drawing K = k with probability αkj, k = j, . . . , J ,
then drawing a sample from pk(yj | y¯j−1,v). When the NFMV restriction is
specified, step 4 also involves sampling from a distribution p≥j−1(yj | y¯j−1,v),
where
p≥j−1(yj | y¯j−1,v) = αj−1,j−1(y¯j−1,v) pj−1(yj | y¯j−1,v)+
[1− αj−1,j−1(y¯j−1,v)]p≥j(yj | y¯j−1,v).
Sampling from p≥j−1(yj | y¯j−1,v) is done by first sampling Y ∗j ∼ p≥j(yj |
y¯j−1,v) as in (4.12). Then draw R ∼ Bernoulli[αj−1,j−1]. If R = 1, apply the
location shift (4.9), otherwise, retain Y ∗j . See Appendix B.2 for more details
of steps 3 and 4.
4.5 Simulation Studies
We conduct several simulation studies similar to the data example to as-
sess the operating characteristic of our proposed model. We simulate responses
for J = 6 time points and fit our model to estimate the change from baseline
treatment effect, i.e. E[YJ − Y1]. We take κ20 ∼ IG(10, 1) and κ2 ∼ IG(10, 1)
to shrink the nonparametric model towards a simple linear regression model,
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and set the other prior and hyperprior parameters at standard noninformative
choices. See Appendix B.3 for exact values. For comparison, we consider two
alternatives: (1) a parametric model that consists of a linear regression model
for ps(yj | y¯j−1,v), a sequential logit model for p(s | v), and a Bayesian boot-
strap model for p(v), as in Equations (4.15), (4.14) and (4.6), respectively; (2)
a parametric model without V that consists of a linear regression model for
ps(yj | y¯j−1) and a Bayesian bootstrap model for p(s). We use noninformative
priors for the two parametric models. For each simulation scenario below, we
generate 500 datasets with N = 200 subjects per dataset.
4.5.1 Performance Under MAR
We first evaluate the performance of our model under the ACMV re-
striction (MAR). Since this restriction completely identifies the extrapolation
distribution, this simulation study validates the appropriateness of our ob-
served data model specification. We consider the following three simulation
scenarios.
Scenario 1. We test the performance of our approach when the data are gen-
erated from a simple linear pattern-mixture model to assess loss of efficiency
from using an unnecessary complex modeling approach. For each subject, we
first simulate Q = 4 auxiliary covariates from a multivariate normal distribu-
tion
V
iid∼ N(0,Σvv). (4.13)
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We then generate dropout time using a sequential logit model
logitP (S = s | S ≥ s,V ) = ζs + V Tξs. (4.14)
Next, we generate Y¯s from
(
Yj | Y¯j−1, S = s,V
) ∼ N (µjs(Y¯j−1,V ), σ2js) , for j = 1, . . . , s
where µjs(Y¯j−1,V ) =
{
V Tβ0s + bjs if j = 1
V Tβs + bjs + Y¯
T
j−1Φjs if j ≥ 2
(4.15)
Finally, the distribution of Y˜s is specified under the ACMV restriction (for
calculating the simulation truth of the mean estimate).
The parameters in (4.13), (4.14) and (4.15) are chosen by fitting the
model to the test drug arm of the schizophrenia clinical trial (after standard-
izing the responses and the auxiliary covariates with mean 0 and standard
deviation 1). See Appendix B.3 for details.
Scenario 2. We consider a scenario where the covariates and the responses
have more complicated structures in order to test the performance of our model
when linearity does not hold. For simplicity, for each subject, we simulate
Q = 3 auxiliary covariates from V
iid∼ N(0,Σvv). The responses and drop
out times are generated in the same way as in scenario 1, but we include
interactions and nonlinearities by replacing V in Equations (4.14) and (4.15)
with V˜ = (V1, V2, V3, V1 × V2, V1 × V3, V2 × V3, V 21 , V 22 , V 33 ). The regression
coefficients ξs, β0s and βs change accordingly. See Appendix B.3 for further
details.
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Scenario 3. We consider a scenario with a very different structure from our
model formulation. In particular, we consider a lag-1 selection model with a
mixture model for the joint distribution of Y and V . We generate
K ∼ Categorical(pi),
Ω(K) ∼ W−1
(
(ν − J −Q− 1)Ω(K)0 , ν
)
,(
Y
V
)
| K ∼ N [µ(K),Ω(K)] , (4.16)
logitP (S = s | S ≥ s,Y ,V ) = ζs + `sYs + V Tξs,
where W−1 ((ν − dim(Ω0)− 1)Ω0, ν) is an inverse-Wishart distribution with
precision parameter ν and mean Ω0. See Linero and Daniels (2015) for further
details on this type of model. Formulating a joint distribution as in (4.16)
allows us to impose complicated relationships between Y and V (Mu¨ller et al.,
1996). We consider Q = 3 auxiliary covariates and 5 mixture components. We
assume µ(K) and Ω
(K)
0 correspond to a linear model of (Y | V ) and have the
form
µ(K) =
(
µ
(K)
y
0
)
, Ω
(K)
0 =
(
Σ
(K)
yy Σ
(K)
yv
Σ
(K)
vy Σvv
)
.
In particular, we generate µ(K) and Ω
(K)
0 according to Linero and Daniels
(2015) by fitting the mixture model to the active control arm of the schizophre-
nia clinical trial. See Appendix B.3 for further details.
The simulation results are summarized in Table 4.2. For scenario 1,
the true data generating model is the linear regression model with V . The
three models have similar performance in terms of MSE. The 95% credible
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Model Bias CI width CI coverage MSE
Scenario 1
NP -0.010(0.004) 0.294(0.002) 0.910(0.012) 0.008(0.000)
LM -0.005(0.004) 0.379(0.001) 0.969(0.007) 0.008(0.000)
No V 0.004(0.004) 0.385(0.002) 0.969(0.007) 0.008(0.000)
Scenario 2
NP 0.038(0.010) 0.915(0.004) 0.933(0.011) 0.058(0.004)
LM 0.197(0.010) 0.954(0.004) 0.855(0.015) 0.097(0.005)
No V 0.289(0.010) 1.009(0.004) 0.794(0.017) 0.138(0.007)
Scenario 3
NP 0.001(0.007) 0.668(0.002) 0.953(0.009) 0.028(0.002)
LM 0.008(0.007) 0.705(0.002) 0.968(0.008) 0.028(0.002)
No V 0.026(0.007) 0.707(0.002) 0.964(0.008) 0.028(0.002)
Table 4.2: Summary of simulation results under MAR. Values shown are poste-
rior means, with Monte Carlo standard errors in parentheses. NP, LM and No
V represent the proposed nonparametric model, the linear regression model
with auxiliary covariates and the linear regression model without auxiliary
covariates, respectively. Coverage of 95% credible intervals.
interval of the nonparametric model has a frequentist coverage rate less than
95% due to the prior information, i.e., the Gaussian process priors and the
AR/CAR priors, being quite strong and the sample size (N = 200) being
relatively small. Therefore, the Bayesian credible interval is unlikely to have
the expected frequentist coverage. The linear regression model ignoring V
does not perform worse than the one including V . The reason is probably
that the (linear) effects of different V ’s on t(Y ) cancel out in the integration
(4.11). For scenario 2, the true data generating model does not match any of
the three models used for inference. The nonparametric model significantly
outperforms the parametric linear regression models in all aspects. The result
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suggests that when the model is misspecified, the nonparametric model has
much more robust performance. We also note that when Y and S do not have
a linear relationship with V , ignoring V results in more significant bias than
including V (even mistakenly). For scenario 3, the true data generating model
is a mixture of linear regression models but has a different parameterization
with the three models used for inference. The three models again have similar
performance. For a pattern-mixture model, the marginal distribution of the
responses Y is a mixture distribution over patterns, which explains the good
performance of the three models. For all the three scenarios, the nonparametric
model always gives narrower credible intervals and has lower bias, in particular
versus the model without auxiliary covariates.
In summary, the nonparametric approach loses little when the corre-
sponding parametric model holds, and it significantly outperforms the other
approaches when the model used for inference is misspecified. The simulation
results suggest that the nonparametric approach is more favorable compared
with the parametric approaches and accommodates complex mean models.
4.5.2 Performance Under MNAR
To assess the sensitivity of our model to untestable assumptions for
the extrapolation distribution, we fit our model to simulated data under an
NFD restriction (4.8). We consider simulation scenarios 2 and 3 as in Sec-
tion 4.5.1, where the simulation truth is still generated under MAR. We com-
plete our model with a location shift (Equations (4.9) and (4.10)). Recall
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that the sensitivity parameter τ˜ measures the deviation of our model from
MAR, and the simulation truth corresponds to τ˜ = 0. The sensitivity pa-
rameter τ˜ is given four different priors: Unif(−0.75, 0.25), Unif(−0.5, 0.5),
Unif(−0.25, 0.75), Unif(0, 1). All the four priors contain the simulation truth.
Compared to fixing the value of τ˜ , using a uniform prior conveys uncertainty
about the identifying restriction. For example, using a point mass prior τ˜ = 0
implies MAR with no uncertainty, while using a prior such that E[τ˜ ] = 0 and
Var[τ˜ ] > 0 implies MAR with uncertainty.
The simulation results are summarized in Table 4.3. When the sensi-
tivity parameter τ˜ is centered at the correct value 0, the nonparametric model
significantly outperforms the parametric linear regression models under sce-
nario 2 and performs as well as the parametric linear regression models under
scenario 3. Comparing with the simulation results under MAR (Table 4.2), the
use of a uniform prior for τ˜ induces more uncertainty on inference according
to the wider credible intervals. We also note that, when τ˜ is not centered at 0,
the models using V still perform better than the model not using V . This is
due to the calibration of the location shift (Equations (4.9) and (4.10)). For
the same τ˜ we would have a smaller deviation from ACMV using V compared
to not using V . This property makes the missingness “closer” to MAR and
reduces the extent of sensitivity analysis with the inclusion of V .
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Model E(τ˜) Bias CI width CI coverage MSE
Scenario 2
NP -0.25 -0.046(0.010) 0.979(0.004) 0.968(0.008) 0.051(0.003)
0 0.039(0.010) 0.994(0.004) 0.966(0.008) 0.052(0.003)
0.25 0.129(0.010) 1.016(0.004) 0.942(0.010) 0.068(0.004)
0.5 0.224(0.010) 1.036(0.004) 0.874(0.014) 0.103(0.006)
LM -0.25 0.081(0.010) 1.056(0.004) 0.966(0.008) 0.056(0.004)
0 0.189(0.010) 1.075(0.004) 0.923(0.012) 0.086(0.005)
0.25 0.301(0.010) 1.101(0.005) 0.841(0.016) 0.142(0.007)
0.5 0.418(0.010) 1.132(0.005) 0.700(0.020) 0.228(0.009)
No V -0.25 0.155(0.009) 1.135(0.005) 0.961(0.008) 0.069(0.004)
0 0.281(0.009) 1.161(0.005) 0.889(0.014) 0.125(0.006)
0.25 0.411(0.009) 1.191(0.005) 0.771(0.018) 0.216(0.008)
0.5 0.546(0.010) 1.223(0.005) 0.583(0.021) 0.348(0.011)
Scenario 3
NP -0.25 -0.049(0.007) 0.691(0.002) 0.944(0.010) 0.032(0.002)
0 -0.008(0.007) 0.695(0.002) 0.972(0.007) 0.030(0.002)
0.25 0.033(0.008) 0.696(0.002) 0.963(0.008) 0.032(0.002)
0.5 0.076(0.008) 0.703(0.002) 0.929(0.011) 0.037(0.002)
LM -0.25 -0.042(0.007) 0.725(0.002) 0.961(0.008) 0.031(0.002)
0 -0.001(0.007) 0.728(0.002) 0.980(0.006) 0.030(0.002)
0.25 0.042(0.008) 0.734(0.002) 0.972(0.007) 0.032(0.002)
0.5 0.085(0.008) 0.741(0.002) 0.948(0.010) 0.038(0.002)
No V -0.25 -0.047(0.007) 0.751(0.002) 0.972(0.007) 0.031(0.002)
0 0.015(0.007) 0.761(0.002) 0.987(0.005) 0.029(0.002)
0.25 0.079(0.007) 0.768(0.002) 0.966(0.008) 0.036(0.002)
0.5 0.144(0.008) 0.783(0.003) 0.909(0.012) 0.052(0.003)
Table 4.3: Summary of simulation results under MNAR. Values shown are pos-
terior means, with Monte Carlo standard errors in parentheses. NP, LM and
No V represent the proposed nonparametric model, the linear regression model
with auxiliary covariates and the linear regression model without auxiliary co-
variates, respectively. Coverage of 95% credible intervals. The values of E(τ˜),
−0.25, 0, 0.25 and 0.5, correspond to prior specifications Unif(−0.75, 0.25),
Unif(−0.5, 0.5), Unif(−0.25, 0.75) and Unif(0, 1), respectively.
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4.6 Application to the Schizophrenia Clinical Trial
We implement inference under the proposed model for data from the
schizophrenia clinical trial described in Section 4.1.3. Recall the quantity of
interest is the change from baseline treatment effect, rx = E[Yi6−Yi1 | Xi = x],
where x = 1, 2 or 3 correspond to treatments under active control, placebo or
test drug, respectively. We are particularly interested in the treatment effect
improvements over placebo, i.e. r1 − r2 and r3 − r2.
4.6.1 Comparison to Alternatives and Assessment of Model Fit
We first compare the fit among the proposed model and alternatives.
We consider a linear regression model with auxiliary covariates and a linear
regression model without auxiliary covariates, as we have used in the simula-
tion studies. We use the log-pseudo marginal likelihood (LPML) as the model
selection criteria. LPML is defined by
LPML =
1
N
N∑
i=1
log(CPOi).
Here CPOi is the conditional predictive ordinate (Geisser and Eddy, 1979) for
observation i,
CPOi = p
(
Y¯iSi , Si, Vi | {Y¯i′Si′ , Si′ , Vi′}Ni′=1,i′ 6=i
)
.
LPML can be straightforwardly estimated using posterior samples {ω(l)O , l =
1, . . . , L} (Gelfand and Dey, 1994). A model with higher LPML is more favor-
able compared to models with lower LPMLs. We fit the three models to the
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data and calculate the LPML by taking the summation of the LPML under
each treatment arm. The results are summarized in Table 4.4. The proposed
nonparametric model had the largest LPML over the linear regression models
with and without auxiliary covariates. This is not surprising in light of the
earlier simulation results. We also compare inferences on treatment effect im-
provements over placebo under the MAR assumption using the three models.
The results are summarized in Table 4.4.
Model LPML r1 − r3 r2 − r3
NP -31.97 0.90(-5.56, 7.63) -7.09(-15.75, 0.98)
LM -32.61 -1.11(-7.96, 5.73) -6.99(-14.61, 0.54)
No V -32.71 -1.86(-8.53, 4.86) -8.10(-15.44, -0.98)
Table 4.4: Comparison of LPML (the second column) and inference results
under MAR (the third and fourth columns). NP, LM and No V represent the
proposed model, linear regression model with auxiliary covariates and linear
regression model without auxiliary covariates, respectively. For the inference
results under MAR, values shown are posterior means, with 95% credible in-
tervals in parentheses.
Next, we assess the “absolute” goodness of fit of the proposed model.
We estimate the cumulative dropout rates and observed-data means at each
time point and under each treatment using the proposed model. That is,
p(S ≤ j | x) =
∫
p(S ≤ j | v, x)p(v | x)dv, and
E(Yj | S ≥ j, x) =
∫
E(Yj | S ≥ j,v, x)p(v | S ≥ j, x)dv.
We then compare those estimates with results obtained from the empirical
distribution (not using information from auxiliary covariates). The comparison
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is shown in Figure 4.2. Despite some small differences that are due to the use
of information from auxiliary covariates and prior information, there is no
evidence for lack of fit.
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Figure 4.2: Cumulative dropout rates (top) and observed-data means (bottom)
over time obtained from the model versus the ones obtained from the empirical
distribution. The solid red line represents the empirical values, black dots
represent the posterior means, red dashed error bars represent frequentist 95%
confidence intervals, and black solid error bars represent the model’s 95%
credible intervals.
4.6.2 Inference
A large portion of subjects dropout for reasons that suggest the missing
data are MNAR (see Section 4.1.3). To identify the extrapolation distribution,
we make the NFD assumption (4.8). Recall that the NFD assumption leaves
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one conditional distribution per incomplete pattern unidentified: ps(ys+1 |
y¯s,v, x). To better identify ps(ys+1 | y¯s,v, x), rather than simply assuming a
location shift (4.9), we make use of information regarding the type of dropout.
Let Zi = 1 or 0 denote subject i drops out for informative or noninformative
reasons, respectively. We model Z conditional on observed data responses,
pattern, auxiliary covariates and treatment with a logistic regression,
logitP (Z = 1 | Y¯s, S = s,V , X = x) = ζsx + Y¯ Ts `sx + V Tξsx.
An alternative nonparametric choice for modeling P (Z | Y¯S, S,V , X) is BART.
Since the sample size of Z (i.e. number of dropout subjects for each pattern
and each treatment) is small, we find that the simpler logistic regression model
suffices here.
The indicator Z is used to help identify ps(ys+1 | y¯s,v, x). We assume
[
Ys+1 | Y¯s, S = s,V , X,ω
] d
=
P (Z = 1 | Y¯s, S = s,V , X) ·
[
Ys+1 + τs+1 | Y¯s, S ≥ s+ 1,V , X,ω
]
+
P (Z = 0 | Y¯s, S = s,V , X) ·
[
Ys+1 | Y¯s, S ≥ s+ 1,V , X,ω
]
, (4.17)
which is a mixture of an ACMV assumption and a location shift. The idea is
that, if a subject drops out for a reason associated with MAR, we impute the
next missing value under ACMV; otherwise, we impute the next missing value
by applying a location shift. The sensitivity parameter τs+1 is interpretable
to subject-matter experts. Suppose two hypothetical subjects A and B have
the same auxiliary covariates and histories up to time s, and suppose subject
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B drops out for an informative reason at time s while subject A remains on
study. Then, the response of subject B at time (s+1) is stochastically identical
to the response of subject A at time (s + 1) after applying the location shift
τs+1. As the prior for τs+1, we assume τs+1 ≥ 0 as we expect subject B would
have a higher PANSS score at time (s+ 1) than subject A. The magnitude of
τs+1 is calibrated as in Equation (4.10),
[
τs+1 | Y¯s = y¯s,V = v, X = x
]
= τ˜x ·∆s+1,x(y¯s,v). (4.18)
We assume a uniform prior on τ˜x, τ˜x ∼ Unif(0, 1), as it is thought unlikely
that the deviation from ACMV would exceed a standard deviation (Linero
and Daniels, 2015).
Figure 4.3 summarizes change from baseline treatment effect improve-
ments of the test drug and active drug over placebo. We implement inference
under both the MAR and the mixture of MAR/MNAR (Equations (4.17) and
(4.18)) assumptions. For the test drug arm, the treatment effect improvement
r1 − r3 has posterior mean 0.90 and 95% credible interval (−5.56, 7.63) under
MAR, and posterior mean 0.91 and 95% credible interval (−6.47, 8.54) un-
der MNAR. There is no evidence that the test drug has better performance
than placebo. The MNAR assumption has little effect on inference on r1− r3,
since the test and placebo arms have similar informative dropout rates. For
the active drug arm, the treatment effect improvement r2 − r3 has posterior
mean −7.09 and 95% credible interval (−15.75, 0.98) under MAR, and poste-
rior mean −7.61 and 95% credible interval (−16.49, 0.28) under MNAR. There
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Figure 4.3: Change from baseline treatment effect improvements of the test
drug (top) and active drug (bottom) over placebo over time. Smaller values
indicate more improvement compared to placebo. The dividing line within
the boxes represents the posterior mean, the bottom and top of the boxes are
the first and third quartiles, and the ends of the whiskers show the 0.025 and
0.975 quantiles.
appears to be some evidence that the active drug has better treatment effect
than placebo, especially under MNAR. The MNAR assumption makes the dif-
ference between the active and placebo arms more significant, since the active
arm has a smaller informative dropout rate.
152
4.6.3 Sensitivity Analysis
To assess the sensitivity of inferences on treatment effect improvements
(r1−r3 and r2−r3) to the informative priors on the sensitivity parameters (τ˜1,
τ˜2 and τ˜3), we consider a set of point-mass priors for each τ˜x along the [0, 1]
grid. Figure 4.4 summarizes how inferences on r1 − r3 and r2 − r3 change for
different choices of τ˜1, τ˜2 and τ˜3. Considering a significance level of 0.05. The
sensitivity analysis corroborates our conclusion that there is no evidence that
the test drug has better performance than placebo. For all the choices of τ˜1
and τ˜3, the posterior probability of r1 − r3 < 0 does not reach the 0.95 cutoff.
On the other hand, the sensitivity analysis shows that there is some evidence
that the active drug is superior than placebo. For all the combinations of τ˜2
and τ˜3, the posterior probability of r2 − r3 < 0 is greater than 0.84. For most
favorable values of τ˜2 and τ˜3, the posterior probability of r2− r3 < 0 is greater
than 0.95, although it only occurs when τ˜2 is substantially smaller than τ˜3.
In summary, for all the choices of τ˜x, we do not reach substantially different
results, which improves our confidence on the previous conclusions. Finally,
inferences on r1 − r3 and r2 − r3 under the uniform prior τ˜x ∼ Unif(0, 1) are
roughly the same as inferences under the point-mass prior τ˜x = 0.5, which
means using the uniform prior does not induce much more uncertainty in this
scenario.
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Figure 4.4: Contour plots showing inferences on treatment effect improvements
r1−r3 (left) and r2−r3 (right) for different choices of the sensitivity parameters
along the [0, 1] grid. The colors represent posterior means of rx − r3, where
a deeper color indicates more improvement compared to placebo. The black
lines show posterior probabilities of rx − r3 < 0.
4.7 Discussion
In this work, we have developed a nonparametric Bayesian approach
to monotone missing data with non-ignorable missingness in the presence of
auxiliary covariates. Under the extrapolation factorization, we flexibly model
the observed data distribution and specify the extrapolation distribution using
identifying restrictions. We have shown the inclusion of auxiliary covariates in
the model could in general improve the accuracy of inferences and reduce the
extent of sensitivity analysis. We have also shown more accurate inferences
can be obtained by using the proposed nonparametric Bayesian approach com-
pared to using more restrictive parametric approaches.
In the model for the observed responses conditional on past responses,
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pattern and auxiliary covariates, we have assumed the effect of past responses
on current response is linear (Equation (4.3) case j ≥ 2). To make the model
more flexible, we could include past responses in the index set of the stochastic
process a(·), i.e. to model (Yj | Y¯j−1, S,V ,pi) = a(Y¯j−1,V , j, S) + εjs. This
way the model could account for possible nonlinearity and interactions in the
past responses. However, this modeling approach is complicated by the fact
that for different time j, the dimension of past responses Y¯j−1 is different,
so we leave it as an extension of this work. A possible compromise could be
including only lag-1 response in a(·).
The computation complexity of the Gaussian process is cubic in the
number of data points. The problem is manageable in our application since the
schizophrenia clinical trial dataset only contains 204 subjects. When a much
larger number of subjects is considered, several methods have been proposed
to tackle the computational bottleneck of the GP (see Banerjee et al., 2008,
2013, Hensman et al., 2013, Datta et al., 2016). To identify the extrapolation
distribution under NFD, we assume a location shift. Alternatively, we can
consider exponential tilting (Rotnitzky et al., 1998, Birmingham et al., 2003).
A possible extension of our work is to consider continuous time dropout.
The Gaussian process is naturally suitable for the continuous case. Another
extension would be more flexible incorporation of auxiliary covariates beyond
the mean. Another possible future direction is to extend our method to non-
monotone missing data without imposing the partial ignorability assumption.
In the setting of binary outcomes, our method can be extended by using a
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probit link.
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Chapter 5
Future Work
In the preceding chapters, we have developed nonparametric Bayesian
models for biomedical data analysis. In particular, we have presented a novel
feature allocation model for tumor subclone reconstruction using mutation pair
data, a treed feature allocation model for tumor subclone phylogeny recon-
struction using mutation pair data, and a nonparametric Bayesian approach
to monotone missing data with auxiliary covariates in longitudinal studies. We
have shown how inferences under our proposed models compare favorably with
inferences under existing methods, and significantly outperform inferences un-
der existing methods in certain scenarios.
As we have mentioned in the discussion section in each chapter, there
are several directions for future works. For the tumor heterogeneity prob-
lem, the proposed models can be extended for data where a local haplotype
segment consists of more than two SNVs. We can accommodate n-tuples in-
stead of pairs of SNVs by increasing the number of categorical values (Q) that
the entries of Z can take. The current model measures tumor heterogeneity
with single nucleotide variants (SNVs) data in copy number neutral regions.
We have discussed possibilities to incorporate copy number variants (CNVs)
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and have specific research plans to formally incorporate CNVs into the model
and software. Also, structural variants (SVs) such as deletion, duplication,
inversion, translocation and other large genome rearrangement provide more
information for characterizing tumor heterogeneity. Utilizing information from
SVs is another direction of characterizing tumor heterogeneity. The major mo-
tivation of tumor subclone reconstruction is application to precision medicine.
The reconstructed tumor subclones can be used as basis for adaptive Bayesian
clinical trial design. Finally, we plan to develop computation efficient algo-
rithms to handle large numbers (e.g. millions) of SNVs.
For the missing data problem, our model focuses on monotone missing
data with discrete time dropout. A possible extension of this work is to con-
sider continuous time dropout. The Gaussian process is suitable for this case.
Another possible future direction is to extend our method to non-monotone
missing data without imposing the partial ignorability assumption. In the
setting of binary outcomes, our method can be extended by using a probit
link. For large numbers of subjects, existing methods (Banerjee et al., 2008,
2013, Hensman et al., 2013, Datta et al., 2016) that tackle the computational
bottleneck of the Gaussian process can be employed in our application.
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Appendix A
Appendix for Chapter 2
A.1 MCMC Implementation Details
We first introduce θtc as an unscaled abundance level of subclone c
in sample t. Assume θt0 ∼ Gamma(d0, 1) and θtc | C ∼ Gamma(d, 1). Let
wtc = θtc/
∑C
c′=0 θtc′ , then wt ∼ Dirichlet(d0, d, . . . , d). We make inference on
θ instead of w as the value of θ is not restricted in a C-simplex. Similarly, we
introduce ρ∗g as an unscaled version of ρg. We let ρ
∗
g ∼ Gamma(d1, 1) and ρg =
ρ∗g/
∑4
g′=1 ρ
∗
g′ for g = 1, . . . , 4, ρ
∗
g ∼ Gamma(2d1, 1) and ρg = ρ∗g/
∑6
g′=5 ρ
∗
g′ for
g = 5, 6, and ρ∗g ∼ Gamma(2d1, 1) and ρg = ρ∗g/
∑8
g′=7 ρ
∗
g′ for g = 7, 8.
Conditional on C, the posterior distribution for the other parameters
is given by
p(Z,pi,θ,ρ∗ | n, C) ∝
T∏
t=1
K∏
k=1
G∏
g=1
p˜
ntkg
tkg ×
C∏
c=1
Q∏
q=1
pimcqcq ×
C∏
c=1
[
pi1−1c1 (1− pic1)α/C−1 ·
Q∏
q=2
p˜iβ−1cq
]
×
T∏
t=1
[
θd0−1t0 e
−θt0
C∏
c=1
(
θd−1tc e
−θtc)]×
4∏
g=1
(
ρ∗d1−1g e
−ρ∗g) · 8∏
g=5
(
ρ∗2d1−1g e
−ρ∗g) .
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where mcq =
∑K
k=1 I(zkc = z
(q)) counts the number of mutation pairs in
subclone c having genotype z(q).
Updating Z. We update Z by sampling each zkc from:
p(zkc = z
(q) | . . .) ∝
T∏
t=1
G∏
g=1
[
C∑
c′=1,c′ 6=c
wtc′ A(hg, zkc′) + wtcA(hg, z
(q)) + wt0 ρg
]ntkg
· picq
Updating pi. The posterior distribution for pi is
p(pi | . . .) ∝
C∏
c=1
[(
Q∏
q=1
pimcqcq
)
· pi1−1c1 (1− pic1)α/C−1 ·
Q∏
q=2
p˜iβ−1cq
]
=
C∏
c=1
[
pimc1+1−1c1 (1− pic1)K−mc1+α/C−1 ·
Q∏
q=2
p˜imcq+β−1cq
]
.
For each c = 1, . . . , C, we update pic by sampling from
pic1 | . . . ∼ Beta(mc1 + 1, K −mc1 + α/C),
(p˜ic2, . . . , p˜icQ) | . . . ∼ Dirichlet(mc2 + β, . . . ,mcQ + β),
and transforming by (pic2, . . . , picQ) = (1− pic1) · (p˜ic2, . . . , p˜icQ).
Updating θ. We update each θtc sequentially. For c = 1, . . . , C,
p(θtc | . . .) ∝
K∏
k=1
G∏
g=1
[
C∑
c=1
wtcA(hg, zkc) + wt0 ρg
]ntkg
· θd−1tc e−θtc .
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A Metropolis-Hastings transition probability is used to update θtc. At each
iteration, we propose a new θ˜tc (on the log scale) by log(θ˜tc) ∼ N(log θtc, 0.2),
and evaluate the acceptance probability by
pacc(θtc, θ˜tc) = 1 ∧
[(
p(θ˜tc | . . .) p(θtc | θ˜tc)
)/(
p(θtc | . . .) p(θ˜tc | θtc)
)]
.
The term p(θtc | θ˜tc)/p(θ˜tc | θtc) = θ˜tc/θtc takes into account the Jacobian of
the log transformation. For c = 0, the only difference is to substitute d with
d0.
Updating ρ∗. We update each ρ∗g sequentially. For g = 1, . . . , 4,
p(ρ∗g | . . .) ∝
T∏
t=1
K∏
k=1
G∏
g=1
[
C∑
c=1
wtcA(hg, zkc) + wt0 ρg
]ntkg
· ρ∗d1−1g e−ρ
∗
g .
A Metropolis-Hastings transition probability is used to update ρ∗g. At each
iteration, we propose a new ρ˜∗g (on the log scale) by log(ρ˜
∗
g) ∼ N(log ρ∗g, 0.1),
and evaluate the acceptance probability by
pacc(ρ
∗
g, ρ˜
∗
g) = 1 ∧
[(
p(ρ˜∗g | . . .) p(ρ∗g | ρ˜∗g)
)
/
(
p(ρ∗g | . . .) p(ρ˜∗g | ρ∗g)
)]
.
The term p(ρ∗g | ρ˜∗g)/p(ρ˜∗g | ρ∗g) = ρ˜∗g/ρ∗g takes into account the Jacobian of the
log transformation. For g = 4, . . . , 8, the only difference is to substitute d1
with 2d1.
Parallel tempering. Parallel tempering (PT) is a MCMC technique first
proposed by Geyer (1991). A good review can be found in Liu (2008). PT
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is suitable for sampling from a multi-modal state space. It helps the MCMC
chain to move freely among local modes which is desired in our application,
and to create a better mixing Markov chain.
Algorithm 2 Parallel Tempering
1: Draw initial state (x
(0)
1 , . . . ,x
(0)
I ) from appropriate distributions
2: for l in 1, . . . , L do
3: Draw u ∼ Uniform(0, 1)
4: if u ≤ u0 then
5: Conduct the parallel step: update every x
(l)
i to x
(l+1)
i via respective
MCMC scheme
6: else
7: Conduct the swapping step: draw i ∼ Discrete-Uniform(1, . . . , I −
1), propose a swap between x
(l)
i and x
(l)
i+1, accept the swap with probability
min
{
1,
pii(x
(l)
i+1)pii+1(x
(l)
i )
pii(x
(l)
i )pii+1(x
(l)
i+1)
}
8: end if
9: end for
To sample from the target distribution pi(x), we consider a family of
distributions Π = {pii, i = 1, . . . , I}, where pii(x) ∝ pi(x)1/∆i . Without loss
of generality, let ∆I = 1 and piI(x) = pi(x). Denote by Xi the state space of
pii(x). The PT scheme is illustrated in Algorithm 2.
In our application, we find by simulation that PT works well with I =
10 temperatures and {∆1, . . . ,∆10} = {4.5, 3.2, 2.5, 2, 1.7, 1.5, 1.35, 1.2, 1.1, 1}.
We therefore use this parameter setting for all the simulation studies as well
as the lung cancer dataset.
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A.2 Updating C
For updating C, we split the data into a training set n′, and a test set
n′′ with n′tkg = bntkg and n
′′
tkg = (1−b)ntkg. Let pb(x | C) = p(x | n′, C) denote
the posterior of x conditional on C evaluated on the training set only. We use
pb in two occasions. First, we replace the original prior p(x | C) by pb(x | C),
and second, we use pb as a proposal distribution of x˜ as q(x˜ | C˜) = pb(x˜ | C˜).
We show that the use of the training sample posterior as proposal and modified
prior in equation (4) (original manuscript) implies an approximation in the
reported marginal posterior for C, but leaves the conditional posterior for all
other parameters (given C) unchanged.
We evaluate the acceptance probability of C˜ on the test data by
pacc(C,x, C˜, x˜) = 1 ∧ p(n
′′ | x˜, C˜)
p(n′′ | x, C) ·
p(C˜)p(x˜ | n′, C˜)
p(C)p(x | n′, C) ·
q(C | C˜)q(x | C)
q(C˜ | C)q(x˜ | C˜)
= 1 ∧ p(n
′′ | x˜, C˜)
p(n′′ | x, C) ·
p(C˜)
p(C)
.
Under the model pb(·) with the modified prior, the implied conditional poste-
rior on x satisfies
pb(x | C,n) = pb(x | C)p(n
′′ | x, C)∫
pb(x | C)p(n′′ | x, C)dx
=
p(x | C)p(n′ | x, C)p(n′′ | x, C)∫
p(x | C)p(n′ | x, C)p(n′′ | x, C)dx
= p(x | C,n),
which indicates the conditional posterior of x remains entirely unchanged.
The implied marginal posterior on C is pb(C | n′′) ∝ p(C) pb(n′′ | C), with
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the likelihood on the test data evaluated as pb(n
′′ | C) = ∫ p(n′′ | x, C) pb(x |
C)dx. The use of the prior pb(x˜ | C˜) is similar to the construction of the
fractional Bayes factor (FBF) (O’Hagan, 1995). Let u = {pi,w,ρ} denote the
parameters other than Z and let u∗ denote the maximum likelihood estimate
for u. We follow O’Hagan (1995) to show that inference on C is as if we were
making use of only a fraction (1 − b) of the data, with a dimension penalty.
In short,
pb(C | n′′) ∝ p(C)p(n | u∗, C)1−b b pC/2,
approximately, where u∗ is the maximum likelihood estimate of u, and pC is
the number of unconstrained parameters in u. To obtain this approximation,
consider the marginal sampling model under pb(·), after marginalizing with
respect to x:
pb(n
′′ | C) =
∫
p(n′′ | x, C)pb(x | C)dx
=
∫
p(n′′ | x, C) p(n
′ | x, C)p(x | C)∫
p(n′ | x, C)p(x | C)dx dx
=
∫
p(n | x, C)p(x | C)dx∫
p(n′ | x, C)p(x | C)dx .
Here we substituted the training sample posterior as (new) prior pb(x | C).
The integration includes a marginalization with respect to the discrete Z,∫
p(n | x, C)p(x | C)dx =
∫ ∑
Z
p(n | Z,u, C)p(Z | u, C)p(u | C)du
=
∫
p(n | u, C)p(u | C)du,
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For the remaining real valued parameters u we use an appropriate one-to-one
transformation (e.g. logit transformation) u 7→ u˜, such that u˜ is uncon-
strained. To simplify notation we continue to refer to the transformed param-
eter as u only. Next, under the binomial sampling model p(n′ | x, C) ∝ p(n |
x, C)b, leading to
pb(n
′′ | C) =
∫
p(n | u, C)p(u | C)du∫
p(n′ | u, C)p(u | C)du
=
[∏
t,kNtk!/(ntk1! · · ·ntkG!)
]b∏
t,k(bNtk)!/ [(bntk1)! · · · (bntkG)!]︸ ︷︷ ︸
m(n)
·
∫
p(n | u, C)p(u | C)du∫
p(n | u, C)bp(u | C)du︸ ︷︷ ︸
hb(n|C)
,
Let m(n) and hb(n | C) denote the two factors. The first, m(n), is a
constant term. And the second factor, hb(n | C), has exactly the same form
as equation (12) in O’Hagan (1995), who shows
hb(n | C) ≈ p(n | u∗, C)1−bb pC/2
Let N =
∑
t,kNtk. The argument of Gelfand and Dey (1994) (case (e)) sug-
gests that the error in this approximation is of order O(1/N2) (note that
Gelfand and Dey use expansion around the M.A.P. while O’Hagan uses ex-
pansions around the M.L.E.). This establishes the stated approximation of
the posterior pb(C | n′′) ≈ k · p(C)p(n | u∗, C)1−b b pC/2, approximately.
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A.3 Calibration of b
The construction of an informative prior pb(x | C) ≡ p(x | n′, C) based
on a training sample n′ is similar to the use of a training sample in the con-
struction of the fractional Bayes factor (FBF) of O’Hagan (1995). However,
there is an important difference. In the FBF construction the aim is to re-
place a noninformative prior in the evaluation of a Bayes factor. A minimally
informative prior pb with small b suffices. In contrast, here pb(x | C) is (also)
used as proposal distribution in the trans-dimensional MCMC. The aim is
to construct a good proposal that fits the data well and thus leads to good
acceptance probabilities and a well mixing Markov chain. With the highly in-
formative multinomial likelihood we find that we need a large training sample,
that is, large b. In Appendix A.2 we show that the effect of using pb is that
p(C | n) is approximated by
pb(C | n′′) ∝ p(C)p(n | u∗, C)1−bb pC/2,
where u = {pi,w,ρ} are the parameters other than Z, u∗ is the maximum
likelihood estimate of u, and pC is the number of unconstrained parameters in
u. Importantly, however, inference on other parameters, p(x | C,n), remains
entirely unchanged.
We therefore recommend to focus on inference for C when calibrating
b. Carrying out simulation studies with single and multi-sample data, we
find that the simulation truth for C is best recovered with a test sample size
(1− b)∑Tt=1∑Kk=1Ntk ≈ 160/T , where Ntk is the total number of short reads
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Figure A.1: Path plot of Cˆ with different test sample sizes for three simula-
tions. The true number of subclones are 2, 4, and 3 for simulations 1, 2, and
3, respectively.
mapped to mutation pair k in sample t. For example, Figure A.1 plots the
posterior mode of C against test sample sizes for simulated data in three
simulations. For multi-sample data we find (empirically, by simulation) that
the test sample size can be reduced, at a rate linear in T . In summary we
recommend to set b to achieve a test sample size around 160/T . Following
these guidelines, in our implementation in the previous section, we used values
b = 0.992 for simulation 1, b = 0.9998 for simulation 2, and b = 0.999911 for
simulation 3.
A.4 Validation of the MCMC scheme
Validation of the correctness of the sampler. We first use a scheme to
validate the correctness of our MCMC sampler in the style of Geweke (2004).
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The joint density of the parameters and observed data can be written as
p(x,n) = p(x)p(n | x). Let g be any function g : X × N → R satisfying
Var[g(x,n)] < ∞, where X and N represent sample spaces of x and n, re-
spectively. Denote by g¯ = E[g(x,n)], which can be evaluated by independent
Monte Carlo simulation from the joint distribution, or in some cases might be
known exactly as prior mean of functions of parameters only. Alternatively,
the same mean can be estimated by a different Markov chain Monte Carlo
scheme for the joint distribution, constructed by an initial draw x(0) ∼ p(x),
followed by n(l) ∼ p(n | x(l−1)), x(l) ∼ q(x | x(l−1),n(l)), and g(l) = g(n(l),x(l))
, for l = 1, . . . , L. Under certain conditions, {x(l),n(l)} is ergodic with unique
invariant kernel p(x,n). If the simulator is error-free, one should have
(g¯(L) − g¯)/
[
L−1Sˆg(0)
]1/2 d−→ N(0, 1), (A.1)
where Sˆg(0) is consistent spectral density estimate for {g(l), l = 1, . . . , L}. In
our application, we take g(x,n) = wtc and ptkg. We set the number of samples
T = 4, and the number of mutation pairs K = 80. Since our inference on C is
not a standard MCMC, we fix C = 3 here and only consider x = {Z,pi,w,ρ}.
Table A.1 shows the statistic (A.1) for five randomly selected wtc and ptkg. The
recorded z-scores show no evidence for errors in the simulator.
Convergence diagnostic. Next, we present some convergence diagnostics
of our MCMC chain, including trace plots, autocorrelation plots, and test
statistics described in Geweke (1991). Those convergence diagnostics are based
on the posterior distribution of parameters p(x | n) ∝ p(x)p(n | x). Let g
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Test statistic z-score p-value
w12 -0.4736149 0.6357745
w43 -1.441169 0.149537
p1,23,3 0.9413715 0.3465145
p3,60,7 1.388424 0.1650079
p2,13,2 -0.6051894 0.5450532
Table A.1: Geweke’s statistics and the corresponding z-scores and p-values.
be any function g : X → R, and g(l) = g(x(l)) where {x(l), l = 1, . . . , L} are
samples from the posterior. Let
g¯AL = L
−1
A
LA∑
l=1
g(l), g¯BL = L
−1
B
L∑
l=l∗
g(l) (l∗ = L− LB + 1),
and let SˆAg (0) and Sˆ
B
g (0) denote consistent spectral density estimates for
{g(l), l = 1, . . . , LA} and {g(l), l = l∗, . . . , L}, respectively. If the ratios LA/L
and LB/L are fixed, with (LA + LB)/L < 1, then as L→∞,
(g¯AL − g¯BL )/
[
L−1A Sˆ
A
g (0) + L
−1
B Sˆ
B
g (0)
]1/2 d−→ N(0, 1).
In our application, a reasonable choice of g is g(x) = ptkg(Z,w,ρ). We
use simulation 2 as an example, and show some plots and Geweke’s statistics
for some randomly chosen ptkg. Figure A.2(a, c) shows the trace plot for
ptkg, with the red dashed line denoting the true value. The posterior samples
are centered around the true value and symmetrically distributed. Figure
A.2(b, d) shows the autocorrelation plot for ptkg. The autocorrelations between
MCMC draws are small, indicating good mixing of the chain. Table A.2
shows the Geweke’s statistics for five randomly selected ptkg. The p-values for
170
them are all greater than 0.05, representing those statistics pass the Geweke’s
diagnostic, and there is no strong evidence that the chain does not converge.
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(a) Trace plot of p1,5,2
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(b) Autocorrelation plot of p1,5,2
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Figure A.2: Convergence check for Simulation 2.
Test statistic z-score p-value
p1,5,2 0.1748906 0.8611656
p3,68,7 -0.02609703 0.9791799
p4,25,5 0.4454738 0.6559774
p2,96,4 -1.341994 0.179598
p1,66,1 -0.2727737 0.7850272
Table A.2: Convergence check for Simulation 2.
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Appendix B
Appendix for Chapter 4
B.1 MCMC Implementation Details
We introduce some notation as follows. First considering the responses.
Denote by Ns the number of subjects having dropout pattern s, s = 2, . . . , J .
Let yjs denote the subjects’ responses at time j in pattern s, and Y¯js denote
the subjects’ histories through the first j times in pattern s, i.e.
yjs = (y1js, y2js, . . . , yNs,j,s)
T ,
Y¯js = (y1s,y2s, . . . ,yjs) .
Let yvec0 denote the initial responses (with no past) for all subjects, and yvec
denote the subsequent responses (with measured pasts) for all subjects,
yvec0 =
(
yT12,y
T
13, . . . ,y
T
1J
)T
yvec =
(
yT22,y
T
23,y
T
33, . . . ,y
T
2J , . . . ,y
T
JJ
)T
.
We then consider the means and covariate matrices for the responses.
Let ajs denote the vector of random variables (we abuse notation slightly, let
ajs include Y¯j−1,sΦjs when j ≥ 2, to simplify notation),
ajs =
{
(a0(v1s, j, s), . . . , a0(vNs,s, j, s))
T , if j = 1;
(a(v1s, j, s), . . . , a(vNs,s, j, s))
T + Y¯j−1,sΦjs, if j ≥ 2.
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The vector ajs is the mean of yjs. Let a0 and a denote the vector of random
variables,
a0 =
(
aT12,a
T
13, . . . ,a
T
1J
)T
a =
(
aT22,a
T
23,a
T
33, . . . ,a
T
2J , . . . ,a
T
JJ
)T
.
Denote by
Σy0 = diag
(
σ212IN2 , . . . , σ
2
1JINJ
)
,
Σy = diag
(
σ222IN2 , σ
2
23IN3 , σ
2
33IN3 , . . . , σ
2
2JINJ , . . . , σ
2
JJINJ
)
.
Thus, the likelihoods for the initial responses and subsequent responses are
yvec0 | a0,Σy0 ∼ N(a0,Σy0),
yvec | a,Σy ∼ N(a,Σy).
Next, we consider the priors for a0 and a. Denote by
θ0 = (β0, b0),
θ = (β, b,φ1,φ2,φ3).
Let D0 and D denote the exponential distance matrices for a0 and a,
[D0]ijs,i′j′s′ = D0(vis, j, s;vi′s, j
′, s′),
[D]ijs,i′j′s′ = D(vis, j, s;vi′s, j
′, s′).
We have
a0 | θ0, κ20 ∼ N(Xθ0θ0, κ20D0 + κ˜20I),
a | θ, κ2 ∼ N(Xθθ, κ2D + κ˜2I),
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where Xθ0 and Xθ are the design matrices corresponding to Equation (4.4).
Denote by C0 = κ
2
0D0 + κ˜
2
0I and C = κ
2D + κ˜2I. Integrating out a0
and a, the (marginal) likelihoods become
yvec0 | θ0,Σy0 , κ20 ∼ N(Xθ0θ0,Σy0 +C0),
yvec | θ,Σy, κ2 ∼ N(Xθθ,Σy +C).
Update a0 and a. It is not unusual to integrate out a0 and a for posterior
inference on Gaussian process. However, we find that including a0 and a in the
posterior inference would improve the mixing of the Markov chain. Therefore,
we update a0 and a at each iteration.
1. The likelihood and prior for a0 are
yvec0 | a0,Σy0 ∼ N(a0,Σy0),
a0 | θ0, κ20 ∼ N(Xθ0θ0, C0),
which lead to the posterior
a0 | θ0, κ20,Σy0 ,yvec0 ∼ N(a∗0,Σ∗a0), where
Σ∗a0 = [C
−1
0 + Σ
−1
y0
]−1,
a∗0 = Σ
∗
a0
[C−10 Xθ0θ0 + Σ
−1
y0
yvec0].
2. The likelihood and prior for a are
yvec | a,Σy ∼ N(a,Σy),
a | θ, κ2 ∼ N(Xθθ, C),
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which lead to the posterior
a | θ, κ2,Σy,yvec ∼ N(a∗,Σ∗a), where
Σ∗a = [C
−1 + Σ−1y ]
−1,
a∗ = Σ∗a[C
−1Xθθ + Σ−1y yvec].
Update κ20 and κ
2. 1. The likelihood and prior for κ20 are
a0 | θ0, κ20 ∼ N(Xθ0θ0, κ20D0 + κ˜20I),
κ20 ∼ IG(λκ01 , λκ02 ).
The posterior for κ20 is
p(κ20 | θ0,a0) ∝ pN(a0 | Xθ0θ0, κ20D0 + κ˜20I) · pIG(κ20 | λκ01 , λκ02 ),
where pN(x | µ,Σ) represents (multivariate) normal density at x with mean µ
and covariance matrix Σ, and pIG(x | a, b) represents inverse gamma density at
x with shape parameter a and rate parameter b. We use Metropolis-Hastings
step to update κ20.
2. The likelihood and prior for κ2 are
a | θ, κ2 ∼ N(Xθθ, κ2D + κ˜2I),
κ2 ∼ IG(λκ1 , λκ2).
The posterior for κ2 is
p(κ2 | θ,a) ∝ pN(a | Xθθ, κ2D + κ˜2I) · pIG(κ2 | λκ1 , λκ2).
We use Metropolis-Hastings step to update κ2.
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Update Σy0 and Σy. The likelihood and prior for σ
2
js are
yjs | ajs, σ2js ∼ N(ajs, σ2jsI),
σ2js | λσ, gσ ∼ IG(λσ, λσgσ).
The posterior for σ2js is
σ2js | λσ, gσ,ajs,yjs ∼ IG
(
λσ +
Ns
2
, λσgσ +
RSSjs
2
)
,
where RSSjs = ‖yjs − ajs‖22.
There are two hyperparameters related to σ2js: λσ and gσ. Their con-
ditional posteriors are
p(λσ | {σ2js}, gσ) ∝
(gσλσ)
(2+J)(J−1)λσ/2
Γ(λσ)(2+J)(J−1)/2
∏
j,s
(
σ2js
)−(λσ−1) ·
exp
(
−
∑
j,s
gσ
σ2js
λσ
)
exp
(
− 1
λσ − 2
)
,
and
gσ | {σ2js}, λσ ∼ Gamma
(
(2 + J)(J − 1)
2
λσ + 1,
∑
j,s
λσ
σ2js
+ 1
)
.
We use Metropolis-Hastings step to update λσ.
Update θ0 and θ. We integrate out a0 and a to update θ0 and θ. The
likelihoods become
yvec0 | θ0,Σy0 , κ20 ∼ N(Xθ0θ0,Σy0 + C0),
yvec | θ,Σy, κ2 ∼ N(Xθθ,Σy + C).
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1. For θ0, the prior is
θ0 | β˜0, σ2β0 , ρ0, b˜0, σ2b0 , γb0 ∼ N(θ˜0,Σθ0),
where θ˜0 = (Xββ˜0,1b˜0), and
Σθ = diag
(
σ2β0Σβ(ρ0), σ
2
b0
(I − γb0Wb0)−1Nb0
)
.
Thus, the posterior of θ0 is
θ0 | yvec0, . . . ∼ N(θ∗0,Σ∗θ0), where
Σ∗θ0 =
[
Σ−1θ0 +X
T
θ0
(Σy0 + C0)
−1Xθ0
]−1
,
θ∗0 = Σ
∗
θ0
[
Σ−1θ0 θ˜0 +X
T
θ0
(Σy0 + C0)
−1yvec0
]
.
2. For θ, the prior is
θ | β˜, σ2β, ρ, b˜, σ2b , γb, φ˜1, σ2φ1 , γφ1 , σ2φ2 , σ2φ3 ∼ N(θ˜,Σθ),
where θ˜ = (Xββ˜,1b˜,1φ˜1,0,0), and
Σθ = diag
(
σ2βΣβ(ρ), σ
2
b (I − γbWb)−1Nb,
σ2φ1(I − γφ1Wφ1)−1Nφ1 , σ2φ2I, σ2φ3I
)
.
Thus, the posterior of θ is
θ | yvec, . . . ∼ N(θ∗,Σ∗θ), where
Σ∗θ =
[
Σ−1θ +X
T
θ (Σy + C)
−1Xθ
]−1
,
θ∗ = Σ∗θ
[
Σ−1θ θ˜ +X
T
θ (Σy + C)
−1yvec
]
.
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Hyperparameters related to β and β0. There are three hyperparame-
ters related to β: β˜, σ2β and ρ. The conditional posteriors are as follows.
1. Conditional posterior of β˜:
β˜ | β, σ2β, ρ ∼ N(β˜∗,Σ∗β˜), where
Σ∗
β˜
=
[
1
δ2β
I +
1
σ2β
X ′βΣβ(ρ)
−1Xβ
]−1
,
β˜∗ = Σ∗
β˜
[
1
σ2β
X ′βΣβ(ρ)
−1β
]
.
2. Conditional posterior of σ2β:
σ2β | β, β˜, ρ ∼ IG
[
λβ1 +
(J − 1)Q
2
, λβ2 +
1
2
(β −Xββ˜)′Σβ(ρ)−1(β −Xββ˜)
]
.
3. Conditional posterior of ρ:
p(ρ | β, β˜, σ2β)
∝ det[σ−2β Σβ(ρ)−1]1/2 exp
[
− 1
2σ2β
(β −Xββ˜)′Σβ(ρ)−1(β −Xββ˜)
]
∝ (1− ρ2)Q/2 exp
[
− 1
2σ2β
(
ρ2Rβ1 − 2ρRβ2
)]
,
where
Rβ1 =
J−1∑
s=3
‖βs − β˜‖22, Rβ2 =
J∑
s=3
(βs − β˜)′(βs−1 − β˜).
We use the following properties to derive the conditional posterior of ρ. The
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inverse and determinant of Σβ(ρ) are
Σβ(ρ)
−1 =

I −ρI
−ρI (1 + ρ2)I −ρI
−ρI (1 + ρ2)I −ρI
−ρI . . . . . .
. . . (1 + ρ2)I −ρI
−ρI I

,
and det[Σβ(ρ)
−1] = (1−ρ2)Q, respectively. To update β˜ and σ2β, we use regular
Gibbs steps. To update ρ, given {β, β˜, σ2β} we can easily evaluate its posterior
on the [0, 1] grid, and sample from it.
Similarly, there are three hyperparameters related to β0: β˜0, σ
2
β0
and
ρ0. Their conditional posteriors have exactly the same form as those for β˜, σ
2
β
and ρ.
Hyperparameters related to b and b0. There are three hyperparameters
related to b: b˜, σ2b and γb. The conditional posteriors are as follows.
1. Conditional posterior of b˜:
b˜ | b, σ2b , γb ∼ N(b˜∗, δ∗2b˜ ), where
δ∗2
b˜
=
[
1
δ2b
+
1
σ2b
1TN−1b (I − γbWb)1
]−1
,
b˜∗ = δ∗2
b˜
[
1
σ2b
1TN−1b (I − γbWb)b
]
.
2. Conditional posterior of σ2b :
σ2b | b, b˜, γb ∼ IG
[
λb1 +
dim(b)
2
, λb2 +
1
2
(b− 1b˜)′N−1b (I − γbWb)(b− 1b˜)
]
.
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3. Conditional posterior of γb:
p(γb | b, b˜, σ2b ) ∝ det(I − γbWb)1/2·
exp
[
γb · 1
2σ2b
(b− 1b˜)′N−1b Wb(b− 1b˜)
]
.
To update b˜ and σ2b , we use regular Gibbs steps. To update γb, given {b, b˜, σ2b}
we can easily evaluate its posterior on the [0, 1] grid, and sample from it. To
facilitate computation, we can calculate det(I − γbWb)1/2 on the [0, 1] grid,
save the values and use it at each iteration.
Similarly, there are three hyperparameters related to b0: b˜0, σ
2
b0
and
γb0 . Their conditional posteriors have exactly the same form as those for b˜, σ
2
b
and γb.
Hyperparameters related to φ1. There are three hyperparameters re-
lated to φ1: φ˜1, σ
2
φ1
and γφ1 . The conditional posteriors are as follows.
1. Conditional posterior of φ˜1:
φ˜1 | φ1, σ2φ1 , γφ ∼ N(φ˜∗, δ∗2φ˜ ), where
δ∗2
φ˜
=
[
1
δ2φ1
+
1
σ2φ1
1′N−1φ1 (I − γφ1Wφ1)1
]−1
,
φ˜∗ = δ∗2
φ˜
[
1
δ2φ1
· 1 + 1
σ2φ1
1′N−1φ1 (I − γφ1Wφ1)φ1
]
.
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2. Conditional posterior of σ2φ1 :
σ2φ1 | φ1, φ˜1, γφ1 ∼ IG
[
λφ11 +
dim(φ1)
2
,
λφ12 +
1
2
(φ1 − 1φ˜1)′N−1φ1 (I − γφ1Wφ1)(φ1 − 1φ˜1)
]
.
3. Conditional posterior of γφ1 :
p(γφ1 | φ1, φ˜1, σ2φ1) ∝ det(I − γφ1Wφ1)1/2·
exp
[
γφ1 ·
1
2σ2φ1
(φ1 − 1φ˜1)′N−1φ1 Wφ1(φ1 − 1φ˜1)
]
.
Hyperparameters related to φ2 and φ3. There is one hyperparameter
related to φ2: σ
2
φ2
. The conditional posterior is
σ2φ2 | φ2 ∼ IG
[
λφ21 +
1
2
dim(φ2), λ
φ2
2 +
1
2
φT2φ2
]
.
Similarly, there is one hyperparameter related to φ3: σ
2
φ3
. The conditional
posterior is
σ2φ3 | φ3 ∼ IG
[
λφ31 +
1
2
dim(φ3), λ
φ3
2 +
1
2
φT3φ3
]
.
Update intermittent missing responses. The focus of our method is
dealing with monotone missing data. Sometimes there are (typically few)
intermittent missing responses, and we impute it under the partial ignorability
assumption (Harel and Schafer, 2009). Suppose yijs is missing. Its conditional
distribution is
p (yijs | y−ijs,pi) ∝ p (yvec0,yvec | pi) ,
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We use a Metropolis-Hastings step to update yijs. We use a symmetric normal
proposal distribution, yproijs ∼ N
(
ycurijs , 0.5× sd(yvec0,yvec)
)
.
B.2 G-computation Implementation Details
We describe in detail how to draw the pseudo responses using Gaussian
process prediction rule, i.e. steps 3 and 4 in Algorithm 1. We generally use a
superscript ∗ to denote the pseudo subject and response.
Observed response. To draw a vector of pseudo observed responses Y¯ ∗s =
y¯∗s from p(y¯
∗
s | s∗,v∗,pi), we do the following.
1. Draw y∗1 from p(y
∗
1 | s∗,v∗,pi). Consider the joint distribution of a∗1s =
a0(v
∗, 1, s∗) and the training data points yvec0,(
yvec0
a∗1s
)
∼ N
[(
Xθ0θ0
µ∗1s
)
,
(
Σy0 + C0 C1s∗
CT1s∗ C1s∗∗
)]
,
where
µ∗1s = µ0(v
∗, 1, s∗),
C1s∗ = C0(V, jvec0, svec0;v∗, 1, s∗),
C1s∗∗ = C0(v∗, 1, s∗;v∗, 1, s∗),
jvec0 and svec0 are vectors of times and patterns corresponding to responses
yvec0. The predictive distribution for a
∗
1s is thus
a∗1s | yvec0,pi ∼ N
[
µ∗1s + C
T
1s∗(Σy0 + C0)
−1(yvec0 −Xθ0θ0),
C1s∗∗ − CT1s∗(Σy0 + C0)−1C1s∗
]
,
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and we can draw
y∗1 ∼ N(a∗1s, σ21s∗).
2. Draw y∗j from p(y
∗
j | y¯∗j−1, s∗,v∗,pi), (1 < j ≤ s∗). The joint distribution of
a∗js = a(v
∗, j, s∗) + y¯∗Tj−1Φjs∗ and the training data points yvec is(
yvec
a∗js
)
∼ N
[(
Xθθ
µ∗js + y¯
∗T
j−1Φjs∗
)
,
(
Σy + C Cjs∗
CTjs∗ Cjs∗∗
)]
,
where
µ∗js = µ(v
∗, j, s∗),
Cjs∗ = C(V, jvec, svec;v∗, j, s∗),
Cjs∗∗ = C(v∗, j, s∗;v∗, j, s∗),
jvec and svec are vectors of times and patterns corresponding to responses yvec.
The predictive distribution for a∗js is thus
a∗js | y¯∗j−1,yvec,pi ∼ N
[
µ∗js + y¯
∗T
j−1Φjs∗ + C
T
js∗(Σy + C)
−1(yvec −Xθθ),
Cjs∗∗ − CTjs∗(Σy + C)−1Cjs∗
]
,
and we can draw
y∗j ∼ N(a∗js, σ2js∗).
Missing response. To draw a pseudo response Y ∗j = y
∗
j from the extrapo-
lation distribution p(y∗j | y¯∗j−1, s∗,v∗,ω) (j > s∗), do the following.
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(I) Under MAR,
p(y∗j | y¯∗j−1,v∗, S = s∗,ω) = p(y∗j | y¯∗j−1,v∗, S ≥ j,ω)
=
J∑
k=j
αkjp(y
∗
j | y¯∗j−1,v∗, S = k,ω), (B.1)
where
αkj = αkj(y¯
∗
j−1,v
∗) = p(S = k | y¯∗j−1,v∗, S ≥ j)
=
p(y¯∗j−1 | v∗, S = k) p(S = k | v∗, S ≥ j)∑J
k=j p(y¯
∗
j−1 | v∗, S = k) p(S = k | v∗, S ≥ j)
, k = j, . . . , J
The above expression can be calculated by
p(y¯∗j−1 | v∗, S = k) = pk(y∗1 | v∗) ·
j−1∏
l=2
pk(y
∗
l | y¯∗l−1,v∗)
where
pk(y
∗
1 | v∗) = pN
[
y∗1 | µ∗1k + CT1k∗(Σy0 + C0)−1(yvec0 −Xθ0θ0),
C1k∗∗ − CT1k∗(Σy0 + C0)−1C1k∗
]
,
pk(y
∗
l | y¯∗l−1,v∗) = pN
[
y∗l | µ∗lk + y¯∗Tl−1Φlk + CTlk∗(Σy + C)−1·
(yvec −Xθθ), Clk∗∗ − CTlk∗(Σy + C)−1Clk∗
]
,
and
p(S = k | v∗, S ≥ j)
= p(S = k | v∗, S ≥ k) ·
k−1∏
l=j
p(S ≥ l + 1 | v∗, S ≥ l)
= p(S = k | v∗, S ≥ k) ·
k−1∏
l=j
[1− p(S = l | v∗, S ≥ l)] .
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To sample from (B.1), after calculating (αjj, . . . , αJj), we can draw K = k
with probability αkj, and sample Y
∗
j = y
∗
j from pk(y
∗
j | y¯∗j−1,v∗,ω).
(II) Under NFD.
(II-1) For j = s∗ + 1,
[Yj | Y¯j−1, S = j − 1,V ,ω] d=
[
Yj + τj | Y¯j−1, S ≥ j,V ,ω
]
.
We first sample from p≥j(y∗j | y¯∗j−1,v∗,ω). Then, we apply the location
shift (4.9) with
τj(y¯
∗
j−1,v
∗) = τ˜ ·∆j(y¯∗j−1,v∗),
where ∆j(y¯
∗
j−1,v
∗) is chosen to be the standard deviation of pj−1(y∗j | y¯∗j−1,v∗,ω)
under MAR, i.e. p≥j(y∗j | y¯∗j−1,v∗,ω). We have
p≥j(y∗j | y¯∗j−1,v∗,ω) =
J∑
k=j
αkjN(µ˜jk, σ˜
2
jk).
The standard deviation of this normal mixture is given by
∆j(y¯
∗
j−1,v
∗) =
√√√√ J∑
k=j
αkjσ˜2jk +
J∑
k=j
αkjµ˜2jk −
(
J∑
k=j
αkjµ˜jk
)2
.
(II-2) For j > s∗ + 1,
p(y∗j | y¯∗j−1,v∗, S = s∗,ω) = p(y∗j | y¯∗j−1,v∗, S ≥ j − 1,ω)
=
J∑
k=j−1
αk,j−1p(y∗j | y¯∗j−1,v∗, S = k,ω), (B.2)
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where
αk,j−1 = αk,j−1(y¯∗j−1,v
∗) = p(S = k | y¯∗j−1,v∗, S ≥ j − 1)
=
p(y¯∗j−1 | v∗, S = k) p(S = k | v∗, S ≥ j − 1)∑J
k=j−1 p(y¯
∗
j−1 | v∗, S = k) p(S = k | v∗, S ≥ j − 1)
, k = j − 1, . . . , J.
To sample from (B.2), after calculating (αj−1,j−1, . . . , αJ,j−1), we can draw
K = k with probability αk,j−1.
(II-2a) If k = j− 1, draw again K ′ = k′ with probability αk′,j−1/(1−αj−1,j−1)
for k′ = j, . . . , J . Then, sample Y ∗j = y
∗
j from pk′(y
∗
j | y¯∗j−1,v∗,ω), and apply
the location shift (4.9).
(II-2b) If k ∈ {j, . . . , J}, sample Y ∗j = y∗j from pk(y∗j | y¯∗j−1,v∗,ω).
The steps for sampling the pseudo response Y ∗ = y∗ from p(y∗ |
s∗,v∗,ω) are summarized in Algorithm 3, where
µ˜1s = µ
∗
1s + C
T
1s∗(Σy0 + C0)
−1(yvec0 −Xθ0θ0),
σ˜2js = C1s∗∗ − CT1s∗(Σy0 + C0)−1C1s∗ + σ21s∗ ,
and
µ˜js = µ
∗
js + y¯
∗T
j−1Φjs + C
T
js∗(Σy + C)
−1(yvec −Xθθ),
σ˜2js = Cjs∗∗ − CTjs∗(Σy + C)−1Cjs∗ + σ2js∗ ,
for j = 2, . . . , J .
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Algorithm 3 Draw Y ∗ = y∗ from p(y∗ | s∗,v∗,ω)
1: Draw Y ∗1 = y
∗
1 ∼ N(µ˜1s, σ˜21s)
2: for j in 2, . . . , s∗ do
3: Draw Y ∗j = y
∗
j ∼ N(µ˜js, σ˜2js)
4: end for
5: if MAR then
6: for j in s∗ + 1, . . . , J do
7: Calculate αj(y¯
∗
j−1,v
∗) = (αjj, . . . , αJj)
8: Draw K = k ∼ Categorical[(j, . . . , J);αj]
9: Draw y∗j ∼ N(µ˜jk, σ˜2jk)
10: end for
11: else if NFD then
12: Set j = s∗ + 1
13: Calculate αj(y¯
∗
j−1,v
∗) = (αjj, . . . , αJj)
14: Draw K = k ∼ Categorical[(j, . . . , J);αj]
15: Calculate τj(y¯
∗
j−1,v
∗) = τ˜ ·∆j(y¯∗j−1,v∗)
16: Draw y∗j ∼ N(µ˜jk + τj, σ˜2jk)
17: for j in s∗ + 2, . . . , J do
18: Calculate αj−1(y¯∗j−1,v
∗) = (αj−1,j−1, . . . , αJ,j−1)
19: Draw K = k ∼ Categorical[(j − 1, . . . , J);αj−1]
20: if k = j − 1 then
21: Calculate α′j = (αj,j−1, . . . , αJ,j−1)/(1− αj−1,j−1)
22: Draw K ′ = k′ ∼ Categorical[(j, . . . , J);α′j]
23: Calculate τj(y¯
∗
j−1,v
∗) = τ˜ ·∆j(y¯∗j−1,v∗)
24: Draw y∗j ∼ N(µ˜jk′ + τj, σ˜2jk′)
25: else
26: Draw y∗j ∼ N(µ˜jk, σ˜2jk).
27: end if
28: end for
29: end if
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B.3 Simulation Details
Prior and hyperprior parameters. We set the prior and hyperprior pa-
rameters at standard noninformative choices. Table B.1 shows the exact val-
ues.
δ2β0 30 δ
2
b0
30 δ2φ1 30 λ
φ3
1 100
λβ01 1 λ
b0
1 1 λ
φ1
1 1 λ
φ3
2 1
λβ02 1 λ
b0
2 1 λ
φ1
2 1 dη 0.1
δ2β 30 δ
2
b 30 λ
φ2
1 30
λβ1 1 λ
b
1 1 λ
φ2
2 1
λβ2 1 λ
b
2 1
Table B.1: Choices of prior and hyperprior parameters in the observed data
model. These parameters are used for simulations and real data analysis.
Scenario 1. The covariance matrix for generating V is
Σvv =

1.0 0.52 −0.22 0.07
0.52 1.0 −0.23 −0.02
−0.22 −0.23 1.0 0.45
0.07 −0.02 0.45 1.0
 ,
which is the correlation matrix of the subjects’ numerical auxiliary covariates
from the schizophrenia clinical trial dataset.
The parameters for generating S are
ζ = (−4.346,−2.193,−2.606,−2.678)T ,
where ζs corresponds to the (s− 1)-th element (s = 2, . . . , 5), and
ξ =

−1.057 0.328 −0.121 0.273
−0.826 0.128 0.525 −0.781
−0.487 0.479 0.534 −0.480
0.642 0.129 0.448 0.122
 ,
188
where ξs corresponds to the (s−1)-th column (s = 2, . . . , 5). These parameters
come from fitting the sequential logistic regression model to the test drug arm
of the schizophrenia clinical trial dataset and taking posterior mean of each
parameter.
The parameters for generating Y¯S are
{σ2js} =

0.232 0.221
0.365 0.243 0.196
0.403 0.222 0.228 0.941
0.438 0.228 0.225 0.213 0.284
0.335 0.192 0.265 0.140 0.167 0.160
 ,
where σ2js corresponds to the element in the (s− 1)-th row and j-th column;
(b0, b) =

0.069 −0.191
0.507 0.219 0.302
0.393 0.060 −0.022 0.399
0.798 0.048 −0.051 0.051 0.362
0.384 −0.107 −0.250 −0.367 −0.250 −0.321
 ,
where bjs corresponds to the element in the (s− 1)-th row and j-th column;
β0 =

−0.046 0.174 −0.005 0.024 0.230
−0.200 −0.099 −0.124 −0.451 −0.163
−0.315 −0.191 −0.104 0.140 0.032
−0.053 0.065 0.003 −0.044 −0.092
 ,
where β0s corresponds to the (s− 1)-th column;
β =

−0.080 −0.117 −0.118 0.010 0.066
−0.044 −0.113 0.023 −0.035 −0.030
−0.109 −0.020 −0.014 −0.022 0.056
0.170 0.127 0.166 −0.060 0.002
 ,
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where βs corresponds to the (s− 1)-th column;
(φ1) =

1.078
1.088 0.938
0.830 0.893 0.830
0.637 0.877 0.907 1.065
0.881 0.871 0.842 0.929 0.943
 ,
where φ1js corresponds to the element in the (s − 1)-th row and (j − 1)-th
column;
(φ2) =

−0.045
0.040 −0.025
0.021 0.022 0.035
0.089 0.129 0.019 −0.020
 ,
where φ2js corresponds to the element in the (s − 2)-th row and (j − 2)-th
column; and
(φ3) =

0.011
0.037
(
0.074
0.037
)
0.078
( −0.027
−0.086
)  0.0210.010
−0.009

 ,
where φ3js corresponds to the element in the (s − 3)-th row and (j − 3)-th
column. These parameters come from fitting the linear regression model to the
test drug arm of the schizophrenia clinical trial dataset and taking posterior
mean of each parameter.
Scenario 2. We use the same choices of b0, b, φ1, φ2 and φ3 as in Scenario
1. We set
Σvv =
 1.0 0.52 −0.220.52 1.0 −0.23
−0.22 −0.23 1.0
 ,
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i.e. the upper left 3× 3 submatrix of Σvv in Scenario 1. We change {σ2js}, ζ,
ξ, β0 and β to
{σ2js} =

0.155 0.101
0.217 0.133 0.112
0.099 0.082 0.101 0.115
0.141 0.127 0.169 0.132 0.107
0.106 0.119 0.095 0.081 0.266 0.174
 ,
where σ2js corresponds to the element in the (s− 1)-th row and j-th column;
ζ = (−3.0,−2.1,−1.6,−1.3)T ,
where ζs corresponds to the (s− 1)-th element (s = 2, . . . , 5), and
ξ =

−1.057 0.328 −0.121 0.273
−0.826 0.128 0.525 −0.781
−0.487 0.479 0.534 −0.480
−0.528 0.164 −0.061 0.136
−0.413 0.064 0.263 −0.390
−0.244 0.239 0.267 −0.240
0.321 0.064 0.224 0.061
−0.528 0.164 −0.061 0.136
−0.413 0.064 0.263 −0.390

,
where ξs corresponds to the (s− 1)-th column (s = 2, . . . , 5).
β0 =

−0.530 −0.508 −0.561 −0.507 −0.525
−0.366 −0.377 −0.421 −0.417 −0.386
0.351 0.309 0.323 0.318 0.346
0.283 0.291 0.282 0.277 0.275
−0.316 −0.321 −0.319 −0.319 −0.316
0.288 0.285 0.293 0.288 0.289
0.033 0.030 0.033 0.020 0.033
−0.083 −0.087 −0.094 −0.082 −0.092
0.124 0.125 0.115 0.120 0.116

,
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where β0s corresponds to the (s− 1)-th column;
β =

−0.395 −0.387 −0.427 −0.434 −0.443
0.320 0.337 0.339 0.317 0.338
0.331 0.349 0.400 0.385 0.356
0.317 0.315 0.309 0.313 0.310
0.354 0.355 0.342 0.354 0.349
−0.301 −0.299 −0.303 −0.306 −0.306
−0.082 −0.082 −0.073 −0.068 −0.079
−0.077 −0.088 −0.082 −0.085 −0.081
−0.129 −0.126 −0.130 −0.133 −0.128

,
where βs corresponds to the (s− 1)-th column.
Scenario 3. The parameter for generating K is
pi = (0.119, 0.579, 0.001, 0.115, 0.186),
which is taken from Linero and Daniels (2015) by fitting the mixture model
to the active control arm of the schizophrenia clinical trial dataset.
The parameters for the joint distribution of Y and V are specified and
generated as follows. Within mixture component k, the joint distribution of
Y and V is (
Y
V
)
| K = k ∼ N [µ(k),Ω(k)] ,
where
µ(k) =
(
µ
(k)
y
0
)
,
Ω(k) ∼ W−1
(
(ν − J −Q− 1)Ω(k)0 , ν
)
,
Ω
(k)
0 =
(
Σ
(k)
yy Σ
(k)
yv
Σ
(k)
vy Σvv
)
.
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Here µ
(k)
y and Ω
(k)
0 correspond to a linear model of (Y | V ), where
V | K = k ∼ N(0,Σvv),
Y1 | V , K = k ∼ N
(
b
(k)
1 + V
Tβ
(k)
0 , σ
2(k)
1
)
,
Yj | Y¯j−1,V , K = k ∼ N
(
b
(k)
j + V
Tβ(k) + φ
(k)
j Yj−1, σ
2(k)
j
)
, j = 2, . . . , J.
Let b(k) = (b
(k)
1 , . . . , b
(k)
J )
T , B(k) = (β
(k)
0 ,β
(k), . . . ,β(k)), Σ
(k)
0 = diag(σ
2(k)
1 , . . . , σ
2(k)
J ),
Φ(k) =

0 0 0 · · · 0
φ
(k)
2 0 0 · · · 0
0 φ
(k)
3 0 · · · 0
...
. . . . . . . . .
...
0 · · · 0 φ(k)J 0
 ,
and Ψ(k) =
(
I − Φ(k))−1. We have
µ(k)y = Ψ
(k)b(k),
Σ(k)yy = Ψ
(k)B(k)TΣvvB
(k)Ψ(k)T + Ψ(k)Σ
(k)
0 Ψ
(k)T ,
Σ(k)yv = Ψ
(k)B(k)TΣvv.
We use the same Σvv as in Scenario 2. The parameters {µ(k)y } and Σ(k)0
are taken from Linero and Daniels (2015) (after standardization), which are
generated by fitting the model to the active control arm of the schizophrenia
clinical trial dataset. In particular,
{µ(k)y } =

0.715 0.559 −0.649 −0.085 0.677
0.581 0.406 −1.368 −0.207 0.799
0.329 0.175 −1.404 −0.851 0.944
0.319 −0.217 −1.650 −1.181 1.276
0.889 −0.473 −1.765 −1.363 0.483
−0.664 −0.593 −3.195 −1.562 1.081
 ,
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where µ
(k)
y corresponds to the k-th column. Then, we add the effects of aux-
iliary covariates by randomly generating B(k) and Φ(k) (values not shown).
Based on B(k), Φ(k), Σvv and Σ
(k)
0 we calculate Ω
(k)
0 . Finally, we generate
Ω(k) ∼ W−1
(
(ν − J −Q− 1)Ω(k)0 , ν
)
and get
Ω(1) =

0.9 1.3 1.7 1.9 2.3 2.6 −1.0 −0.4 0.4
1.3 2.2 2.9 3.4 4.2 4.9 −1.6 −0.4 0.9
1.7 2.9 4.1 4.8 5.9 7.0 −2.1 −0.4 1.4
1.9 3.4 4.8 5.8 7.1 8.3 −2.4 −0.3 1.7
2.3 4.2 5.9 7.1 8.8 10.4 −3.0 −0.4 2.2
2.6 4.9 7.0 8.3 10.4 12.2 −3.5 −0.4 2.6
−1.0 −1.6 −2.1 −2.4 −3.0 −3.5 1.7 0.5 −0.2
−0.4 −0.4 −0.4 −0.3 −0.4 −0.4 0.5 0.7 −0.1
0.4 0.9 1.4 1.7 2.2 2.6 −0.2 −0.1 1.2

,
Ω(2) =

0.2 0.3 0.3 0.4 0.5 0.6 −0.2 −0.3 0.3
0.3 0.6 0.8 1.0 1.3 1.6 −0.2 −0.3 0.7
0.3 0.8 1.2 1.5 1.9 2.4 −0.3 −0.2 1.0
0.4 1.0 1.5 2.0 2.5 3.1 −0.4 −0.1 1.2
0.5 1.3 1.9 2.5 3.2 4.0 −0.4 −0.2 1.6
0.6 1.6 2.4 3.1 4.0 5.0 −0.4 −0.2 2.1
−0.2 −0.2 −0.3 −0.4 −0.4 −0.4 0.5 0.1 0.1
−0.3 −0.3 −0.2 −0.1 −0.2 −0.2 0.1 0.9 −0.4
0.3 0.7 1.0 1.2 1.6 2.1 0.1 −0.4 1.2

,
Ω(3) =

1.2 1.3 1.3 1.3 1.5 1.6 −0.8 −0.8 0.4
1.3 1.5 1.6 1.7 1.9 2.1 −0.9 −0.7 0.6
1.3 1.6 1.7 1.9 2.2 2.4 −0.9 −0.5 0.7
1.3 1.7 1.9 2.1 2.4 2.7 −0.9 −0.4 0.8
1.5 1.9 2.2 2.4 2.9 3.3 −1.1 −0.4 0.9
1.6 2.1 2.4 2.7 3.3 3.7 −1.2 −0.3 1.1
−0.8 −0.9 −0.9 −0.9 −1.1 −1.2 0.8 0.5 −0.1
−0.8 −0.7 −0.5 −0.4 −0.4 −0.3 0.5 0.9 −0.1
0.4 0.6 0.7 0.8 0.9 1.1 −0.1 −0.1 0.6

,
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Ω(4) =

1.0 1.3 1.5 1.7 2.0 2.2 −0.9 −0.7 0.5
1.3 2.0 2.4 2.7 3.2 3.6 −1.4 −0.7 0.6
1.5 2.4 2.9 3.4 4.0 4.5 −1.7 −0.7 0.8
1.7 2.7 3.4 4.0 4.7 5.4 −2.0 −0.7 0.9
2.0 3.2 4.0 4.7 5.6 6.3 −2.3 −0.7 1.0
2.2 3.6 4.5 5.4 6.3 7.3 −2.6 −0.7 1.2
−0.9 −1.4 −1.7 −2.0 −2.3 −2.6 1.3 0.5 −0.1
−0.7 −0.7 −0.7 −0.7 −0.7 −0.7 0.5 0.9 −0.2
0.5 0.6 0.8 0.9 1.0 1.2 −0.1 −0.2 0.7

,
Ω(5) =

0.8 1.0 1.3 1.5 1.7 2.0 −0.8 −0.4 0.5
1.0 1.7 2.2 2.7 3.2 3.8 −1.4 −0.3 0.7
1.3 2.2 2.9 3.7 4.3 5.1 −1.8 −0.2 1.0
1.5 2.7 3.7 4.8 5.7 6.7 −2.2 −0.1 1.2
1.7 3.2 4.3 5.7 6.8 8.0 −2.6 −0.1 1.4
2.0 3.8 5.1 6.7 8.0 9.5 −3.1 −0.0 1.7
−0.8 −1.4 −1.8 −2.2 −2.6 −3.1 1.4 0.3 −0.3
−0.4 −0.3 −0.2 −0.1 −0.1 −0.0 0.3 0.5 −0.1
0.5 0.7 1.0 1.2 1.4 1.7 −0.3 −0.1 0.7

,
The parameters for generating S are
ζ = (−2.61,−2.75,−2.08,−1.52)T ,
where ζs corresponds to the (s− 1)-th element (s = 2, . . . , 5),
` = (−0.96, 0.66, 0.78, 0.54)T ,
where `s corresponds to the (s− 1)-th element (s = 2, . . . , 5), and
ξ =
 −1.057 0.328 −0.121 0.273−0.826 0.128 0.525 −0.781
−0.487 0.479 0.534 −0.480
 ,
where ξs corresponds to the (s− 1)-th column (s = 2, . . . , 5). The parameters
are chosen to mimic the dropout rate of the real data.
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