Abstract The design and performance analysis of a Sugeno fuzzy logic (SFL) controller for an autonomous power system model is presented in this paper. In gravitational search algorithm (GSA), the searcher agents are collection of masses and their interactions are based on Newtonian laws of gravity and motion. The problem of obtaining the optimal tunable parameters of the studied model is formulated as an optimization problem and the same is solved by a novel opposition based GSA (OGSA). The proposed OGSA of the present work employs opposition-based learning for population initialization and also for generation jumping. In OGSA, opposite numbers are utilized to improve the convergence rate of the basic GSA. GSA and genetic algorithm are taken for the sake of comparison. Time-domain simulation reveals that the developed OGSA-SFL based on-line, off-nominal controller parameters for the studied model give real-time on-line terminal voltage response.
1. Introduction
General description
Regulatory environment has increased its interest for distributed generation (DG) due to the technological innovations and changing economy. DG is used as small-scale electricity generation. Balancing demand and supply is fulfilled by the DG. Thus, various DGs [1] are coming into operation to fulfill the load demand. With the deregulation of power sector, independent power producers (IPPs) are participating in the power market. IPPs are supplying reliable power to the consumers [2] . The need for the DG is heightened to maintain security of supply due to the restructuring of the electric power industry and the increase in electric power demand. In addition, the increased demand of DGs becomes more important because of the shortage of power and increased load demand day-byday. Generally, DG consists of small-scale power generators and is installed close to connected loads. The main advantages with the use of the DG are that consumers can generate electric power independently i.e. with or without grid back-up, the surplus generated power can be sold back to the grid under low load-demand conditions. Thus, continuity and reliability of the power system can be maintained. For example a hybrid fuel cell (FC) -diesel engine generator (DEG) system may fulfill the load demand in remote areas, which are far from the utility grid and DEGs can be used to generate power for the connected loads.
Role of AVR
Ideally, a constant voltage and frequency must be fed to the load at all the times. In practical sense, it means that both voltage and frequency must be kept within close tolerances to the connected load so that the consumers' equipments may operate satisfactorily. So, to maintain the terminal voltage constant, automatic voltage regulator (AVR) is used. Under any load condition, the AVR must track of the generator terminal voltage by adjusting the generator exciter voltage [3] . In the present work, integral controller is utilized in the AVR model to maintain the terminal voltage response profile of the studied power system model. Optimal frequency deviation response has been obtained by employing integral controller in the AGC loop [4] . An integral controller is employed in the AGC loop of the studied model of the present work.
Role of optimization technique
Recently, evolutionary computation techniques such as genetic algorithm (GA) [5] and particle swarm optimization [6, 7] have been applied to obtain the tunable controller parameters of an AVR.
Gravitational search algorithm (GSA) is a heuristic optimization algorithm based on the metaphor of gravitational interaction between masses [8] . GSA is inspired by the Newton theory that postulates every particle in the universe attracts every other particle with a force that is directly proportional to the product of their masses and inversely proportional to the square of the distance between them.
Tizhoosh introduced the concept of opposition-based learning (OBL) in [9] . The main idea behind the OBL is the simultaneous consideration of an estimate and its corresponding opposite estimate (i.e., guess and opposite guess) in order to achieve a better approximation for the current candidate solution. In the recent literature, the concept of opposite number has been utilized to speed up the convergence rate of an optimization algorithm e.g. opposition-based differential evolution (ODE) [10] . In this paper, the concept of OBL has been utilized to accelerate the convergence rate of the GSA. Hence, the proposed approach of the present work has been called as opposition-based GSA (OGSA).
Necessity of fuzzy logic controller
A Sugeno fuzzy logic (SFL) based controller can adjust its parameters on-line according to the environment in which it works and can provide good damping over a wide range of operating conditions. Off-line conditions are sets of nominal system operating conditions which is given in SFL table. On the other hand, in real-time environment these input conditions vary dynamically and become off-nominal. And this necessitates the use of very fast acting SFL to determine the off-nominal controller parameters for off-nominal input operating conditions occurring in real-time.
Objective of the present work
The objectives of this paper may be documented as follows:
(a) To determine the off-line, nominal controller parameters of the studied autonomous power system model by employing the proposed OGSA. GSA and GA are taken for the sake of comparison. (b) To explore the suitability of the SFL-based controller for on-line real-time environment. (c) To critically examine the performance of the studied model for practical implementation under any sort of system disturbances. (d) To present the potential benefit of the proposed OGSA over either GSA or GA, as an optimizing tool.
Organization of the paper
The rest of the paper is organized as follows. In the next section, the proposed autonomous power system model is described. In Section 3, mathematical problem is formulated. A brief description of the GSA is presented in Section 4. A concept of opposition based bearing is given in Section 5. The proposed OGSA is narrated in Section 6. A short review of SFL for on-line tuning of controller parameters is presented in Section 7. The different input parameters for carrying out the optimization work are presented in Section 8. In Section 9, the simulation based observations of the present work are documented. Finally, concluding remarks are presented in Section 10.
Proposed autonomous power system model
A standard power system model of a typical DEG consisting of a speed governor and an AVR with an I-controller [6, 7, 11] is considered in the present work and is presented in Fig. 1 . The upper half blocks of Fig. 1 represent the standard mechanical model of a DEG with a speed governor. Parameters of the speed governor are the droop R and a Figure 1 Block diagram of the studied autonomous power system. tunable integral control gain K ii . The objective of this integral controller is to eliminate the steady-state frequency error of the studied DEG model. The lower half block of Fig. 1 represents the electrical model of a DEG with an AVR. Fig. 2 presents the step response of the incremental change in terminal voltage (DV t ) of the studied power system model without any controller in the forward path. It is observed from this figure that the proposed system is not capable of settling the terminal voltage to the desired value within a specified time. This necessitates the requirement of proper tuning of the controller gains. Table 1 depicts the transfer function and parameter limits of different components of the studied autonomous power system model [7, 12] .
Mathematical problem formulation

Eigenvalue analysis
The tunable parameters (K i and K ii ) of the studied autonomous power systems model are to be so tuned that some degree of relative stability and the damping of electromechanical modes of oscillations are to be obtained [12, 13] . So to satisfy these requirements, eigenvalue analysis based approach is carried out. Based on the eigenvalue analysis, an objective function is formulated in (1).
The weighting factors involved in (1) are chosen to impart more weights to J 1 and J 2 , and thereby, making them mutually competitive with the other two components (such as J 3 and J 4 ) during the process of optimization. The different components of (1) are stated below.
is the real part of the ith eigenvalue. The relative stability is determined by Àr 0 . The value of r 0 is taken as À1.0 for the best relative stability and optimal transient performance. 2 , if (b i , imaginary part of the ith eigenvalue) >0.0, n i is the damping ratio of the ith eigenvalue and n i < n 0 . The minimum damping ratio considered is 0.3 (i.e. n 0 = 0.3). Minimization of this objective function will minimize the maximum overshoot.
High value of b i to the right of the vertical line Àr 0 is to be prevented. Zeroing of J 3 will increase the damping further.
J 4 = an arbitrarily chosen very high fixed value (say, 10 6 ), which will indicate some r i values P0.0. This means unstable oscillation occurs for that particular set of parameters. This set of particular parameters will be rejected during the process of optimization.
It is to be noted here that by optimizing J, closed loop system poles are, consistently, pushed further left of jx axis with simultaneous reduction in imaginary parts also, thus, enhancing the relative stability and increasing the damping ratio above n 0 . Finally, all closed loop system poles should lie within a D-shaped sector [14] in the negative half plane of jx axis for which r i Àr 0 and n i ) n 0 . Selection of such low negative value of r is purposefully chosen. The purpose was to push the closed loop system poles as much left as possible from the jx axis to enhance the stability to a greater extent.
Design of misfitness function
The prime requirements of the minimization of (1) are to obtain higher relative stability and to achieve better damping of the electromechanical modes of oscillations. It ensures to obtain minimal incremental change in terminal voltage response. This may be achieved when minimized overshoot (o sh ), minimized undershoot (u sh ), lesser settling time (t st ) and lesser time derivative of incremental change in terminal voltage d dt ðDV t Þ À Á of the transient response are achieved. So, to assess the performance of the eigenvalue analysis based minimization approach, modal analysis [12, 14] is adopted. Thus, based on the results obtained from the modal analysis, a misfitness function (MF) is designed as in (2) .
In (2); o sh , u sh , t st ,
ðDV t Þ are all referred to the transient response of DV t determined by modal analysis subsequent to a state perturbation of Dd = 5°= 0.0857 rad. Figure 2 Step response of incremental change in terminal voltage. 
Constraints of the problem
The constrained optimization problem for the tuning of the parameters of the proposed power systems model is subjected to the limits of the tunable parameters as given in (3) . Table 1 .
From the above mentioned discussions, it is clear that the optimal values of the tunable parameters of the studied power system model are obtained by minimizing the J value (i.e. eigenvalue analysis approach) with the help of any of the optimizing technique. And, subsequently, by adopting the modal analysis [12, 14] the value of the MF is obtained.
A brief description of GSA
In GSA [8] , agents are considered as objects and their performances are measured by their masses. All these objects attract each other by the gravity force and this force causes a global movement of all the objects toward the objects with heavier masses. Hence, masses cooperate using a direct form of communication through gravitational force. The heavy masses (which correspond to the good solutions) move more slowly than lighter ones. This guarantees the exploitation step of the algorithm.
The algorithm is navigated by properly adjusting the gravitational and the inertial masses. With the elapse of time, it is expected that the lighter masses be attracted by the heaviest mass. This mass will present an optimum solution in the search space. Masses obey the following two laws.
A. Law of gravity: Each particle attracts every other particle and the gravitational force between the two particles is directly proportional to the product of their masses and inversely proportional to the square of the distance (D) between them. In [8] , D has been used instead of D 2 because D offered better results than D 2 in all the experimental cases with benchmark test functions. B. Law of motion: The current velocity of any mass is equal to the sum of the fractions of its previous velocities and the variations in the velocity. Variation in the velocity or acceleration of any mass is equal to the force acted on the system divided by the mass of inertia. Now, let us consider a system with n agents (masses). The position of the ith agent is defined by (4)
where x d i presents the position of the ith agent in the dth dimension. At a specific time t, the force acting on the ith mass from the jth mass is defined as in the following equation where M act j ðtÞ is the active gravitational mass related to the jth agent at time t, M pas i ðtÞ is the passive gravitational mass related to the ith agent at time t, G(t) is gravitational constant at time t, e is a small constant and D ij (t) is the Euclidian distance between the two agents i and j given by (6) .
To give a stochastic characteristic to the algorithm, it is expected that the total force that acts on the ith agent in the dth dimension be a randomly weighted sum of the dth components of the forces exerted from other agents given by (7)
where rand j is a random number in the interval [0, 1]. Hence, by the law of motion, the acceleration of the ith agent at time t in the dth dimension is given by (8)
where M int i ðtÞ is the inertial mass of the ith agent. The position and the velocity of an agent could be calculated by employing (9) and (10), respectively.
In (9), rand i is a uniform random variable in [0, 1] . This random number is utilized to give a randomized characteristic to the search. The gravitational constant (G) is initialized at the beginning and will be reduced with time to control the search accuracy. In other words, G as a function of the initial value (G 0 ) and time (t) is expressed as in (11) .
In (11), G(t 0 ) is the value of the gravitational constant at the first cosmic quantum interval of time, t 0 . In GSA, G(t) is set by using (12)
where G 0 is set to 100, s is set to 20. In (12) , iter and iter max are the current and the total number of iterations (the total age of the system), respectively. Gravitational and inertia masses are simply calculated by the fitness evaluation. A heavier mass means a more efficient agent. This means that the better agents have higher attractions and walk more slowly. Assuming the equality of the gravitational mass and the inertia mass, the values of masses are calculated using the map of fitness. Gravitational and inertial masses are updated by (13)- (15) . 
where fit i (t) represents the fitness value of the ith agent at time t, and worst(t) and best(t) are defined in (16) and (17), respectively, for a minimization problem. In (18), Kbest is the set of the first K agents with the best fitness values and the biggest masses. The steps of the GSA are depicted in Table 2 . The flowchart of the GSA is shown in Fig. 3 .
Opposition-based learning: a concept
Evolutionary optimization methods start with some initial solutions (initial population) and try to improve them toward some optimal solution(s). The process of searching terminates when some predefined criteria are satisfied. In the absence of a priori information about the solution, we, usually, start with random guesses. The computation time, among others, is related to the distance of these initial guesses from the optimal solution. We can improve our chance of starting with a closer (fitter) solution by simultaneously checking the opposite solution [9] . By doing this, the fitter one (guess or opposite guess) can be chosen as an initial solution. In fact, according to the theory of probability, for 50% of the time a guess is further from the solution than its opposite guess. Therefore, starting with the closer of the two guesses (as judged by its fitness) has the potential to accelerate convergence. The same approach can be applied not only to the initial solutions but also continuously to the each solution in the current population.
Definition of opposite number
Let x e [a, b] be a real number. The opposite number is defined by (19).
Similarly, this definition can be extended to higher dimensions also.
Definition of opposite point
Let P = (x 1 , x 2 , . . .x n ) be a point in n-dimensional space, where {x 1 , x 2 , . . ., x n } e R and x i e [a i , b i ]" i e {1, 2, . . ., n}. The opposite point P ¼ x 1 ; x 2 ; . . . ; x n is completely defined by its components as stated in (20).
Now, by employing the opposite point definition, the opposition-based optimization is defined in the following section.
Opposition-based optimization
Let P = (x 1 , x 2 , . . ., x n ) be a point in n-dimensional space (i.e., a candidate solution). Assume f = (AE) is a fitness function which is used to measure the candidate's fitness. According to the definition of the opposite point, P ¼ x 1 ; x 2 ; . . . ; x n is the opposite of P = (x 1 , x 2 , . . ., x n ). Now, if fðPÞ P fðPÞ; then point P can be replaced with P; otherwise, we continue with P. Hence, the point and its opposite point are evaluated simultaneously in order to continue with the fitter one.
Proposed OGSA
Similar to all population based optimization algorithms, two main steps are distinguishable for the GSA, namely, population initialization and producing new generations by adopting the principle of the GSA. In the present work, the strategy of the OBL is incorporated in two steps. The original GSA is chosen as a parent algorithm and opposition-based ideas are embedded in it with an intention to exhibit accelerated convergence profile. Corresponding pseudocode for the proposed OGSA is presented in Table 3 . Table 2 Steps of GSA.
Step 1 Population-based initialization.
Step 2
Fitness evaluation of the agents. Step 3 Update G(t) based on (12), M i (t) based on (15), best(t) based on (16), and worst(t) based on (17) for i = 1, 2, . . . n.
Step 4
Calculation of the total forces in different directions by using (18). Step 5 Calculation of the acceleration by (8) and the velocity by (9). Step 6 Updating the agents' positions by (10). Step 7 Repeat steps 2 to 6 until the stopping criterion is visited. Figure 3 Flowchart of GSA.
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Review of SFL for on-line tuning of controller parameters
The whole process can be categorized into three steps viz. fuzzification, Sugeno fuzzy inference, and Sugeno defuzzification [15] . These are as follows. (Fig. 4(a) ). Similarly, the overlapping fuzzy subsets for input, (Fig. 4(b) ). These are nominal system input operating conditions. SFL base table consists of 24 (=4 · 6) logical system input operating conditions. Each input corresponds to nominal optimal controller gains as output. It is clear that more the number of divisions of subsets for a particular parameter, more will be the accuracy of defuzzified output of the parameter. K g and s g ). Table 3 Steps of the proposed OGSA.
Step 1
Opposition-based population initialization. Generate uniformly distributed initial population P 0 .
Opposite of initial population P 0 ; ½a j ; b j : Range of the jth variable end end Select N p fittest individuals from set of fP 0 ; OP 0 g as initial population P 0 : End of opposition-based population initialization.
Fitness evaluation of the agents.
Step 3
Update GðtÞ based on (12), M i ðtÞ based on (15) , bestðtÞ based on (16), and worst(t) based on (17) for i = 1, 2, ........., n .
Step 4
Calculation of the total forces in different directions by using (18).
Step 5
Calculation of the acceleration by (8) and the velocity by (9).
Step 6
Updating agents' positions by (10).
Step 7
Opposition based generation jumping if ðrandð0; 1Þ < J r Þ // randð0; 1Þ:Uniformly generated random number, J r :Jumping rate for (i ¼ 0; i < N p ; i þ þÞ for (j ¼ 0; j < n; j þ þÞ Step 8
Repeat steps 2 to 7 until the stopping criterion is visited. (a) Eigenvalue-based system performance analysis: Table 4 includes total 24 different sets of input conditions of the investigated power system model. This observed that the value of the J is the least one for the OGSA-based approach, establishing the optimization performance of the OGSA-based approach to be the best one. For the OGSA-based approach, majority of the eigenvalues are within D-shaped sector [14] which yield lesser values of J 1 , J 2 and J 3 . On the other hand, majority of the eigenvalues for GA-based system are outside the D-shaped sector but very close to and right side of (Àr 0 , j0) point. This yields higher values of J 1 , J 2 and J 3 for the GA-based approach. Thus, the value of J is more for GA-based approach. The value of J for GSA based approach is found to be less than that of GA-based one but more than the OGSA-based one. Hence, from the eigenvalue analysis it may be observed that a considerable improvement has occurred in the transient performance for the proposed OGSA-based approach and this technique yields optimal controller gains. ðDV t Þ, etc.) of the incremental changes of terminal voltages of the studied system model for the adopted approaches are also presented in Table 4 . From this table it may be noted that the proposed OGSA-based optimization technique offers lesser value of the MF. Thus, the OGSA-based optimization technique yields optimal transient response. And its optimization performance is found to be better than either GSA-or GAbased approach. line, optimal controller gains and these controller gains also yield the optimal incremental change in terminal voltage response profile (Fig. 6 ). Table 5 illustrates the Sugeno fuzzy based off-nominal, on-line optimal gains, J values and the corresponding modal analysis based transient response profile of the incremental change in terminal voltage (using GA/GSA/OGSA-based optimal gains of Table 4 ) for on-line, off-nominal input sets of parameters. During real-time operation, the values of K g and s g are determined from the system. For these set of K g and s g values, the optimal controller parameters may be computed using the fuzzy rule based table and the Sugeno inference system. Thus, the suitability of the proposed SFL controller during real-time operation of the studied autonomous power system model is demonstrated. Figure 7 Comparative GA-, GSA-, and OGSA-based convergence profiles of J.
(e) Convergence profile: Fig. 7 portrays the comparative convergence profiles of the minimum J values offered by GA-, GSA-and OGSA-based approaches. From this figure it is noted that the proposed OGSA-based metaheuristic offers faster convergence profile and also lesser final value of J as compared to either GA-or GSAbased approach. GA yields suboptimal higher values of J.
Conclusion
In this paper, an investigation is done for the load-tracking performance of an autonomous power system model. The proposed autonomous power system model exhibits an excellent dynamic performance with truly optimized different controller gains. It is also presented that the DEG plays a significant role in maintaining the terminal voltage variations along with the optimized controller gains of the studied power system model. The main tunable parameters of the investigated model are optimized by a novel OGSA. The potential benefits yielded by the proposed algorithm are compared to other state-ofthe-art algorithms surfaced in the recent literature. A timedomain simulation of the studied autonomous model is carried out under different kinds of input perturbations. For on-line, off-nominal system parameters SFL is applied in the present work to get the on-line output terminal voltage response. The work of SFL is to extrapolate intelligently and linearly, the nominal optimal gains in order to determine off-nominal optimal gains. The on-line computational burden of SFL is noticeably low. Consequently, on-line optimized transient response of incremental change in output terminal voltage is obtained.
