The impact of targeted sonde observations on the 1-3 day forecasts for northern Europe is evaluated using the Met Office four-dimensional variational data assimilation scheme and a 24 km gridlength limited-area version of the Unified Model (MetUM). The targeted observations were carried out during February and March 2007 as part of the Greenland Flow Distortion Experiment, using a research aircraft based in Iceland. Sensitive area predictions using either total energy singular vectors or an ensemble transform Kalman filter were used to predict where additional observations should be made to reduce errors in the initial conditions of forecasts for northern Europe. Targeted sonde data was assimilated operationally into the MetUM. Hindcasts show that the impact of the sondes was mixed. Only two out of the five cases showed clear forecast improvement; the maximum forecast improvement seen over the verifying region was approximately 5% of the forecast error 24 hours into the forecast. These two cases are presented in more detail: in the first the improvement propagates into the verification region with a developing polar low; and in the second the improvement is associated with an upper-level trough. The impact of cycling targeted data in the background of the forecast (including the memory of previous targeted observations) is investigated. This is shown to cause a greater forecast impact, but does not necessarily lead to a greater forecast improvement. Finally, the robustness of the results is assessed using a small ensemble of forecasts.
Introduction
The aim of targeted observing is to improve the shortterm forecast for a specified region and time by the assimilation of additional observational data into operational weather forecasts. For a limited-area model, there are three potential sources of forecast error: model deficiencies, errors propagating in from lateral boundary conditions and errors in the initial conditions. The aim of targeted observing is to reduce the initial condition error in a sensitive region, where errors have the potential to grow (or are large at the targeting time) and therefore degrade the forecast downstream of the target region a short time later. Targeted observing should therefore reduce forecast 'busts' which occur as a result of the growth of initial condition error. Field programmes which have trialled targeted observing have taken these observations in oceanic regions, away from the radiosonde network, with the rationale that initial condition errors are most likely to occur in regions where there are fewer observations available to constrain the analysis.
Targeted observations have the potential to be used as part of an adaptive observing system, where additional observations are targeted according to the synoptic situation. This was trialled during 2008 under the Eurorisk-PREVIEW (PREVention, Information and Early Warning) programme (http://www.previewrisk.com). Investigating the benefit of targeted observations is also one of the aims of The Observing System Research and Predictability Experiment (THORPEX), a World Meteorological Organisation programme (http://www.wmo.int/thorpex). This paper aims to contribute to the debate on the effectiveness of targeted observing, by analysing the impact of targeted observations made during the field campaign of the Greenland Flow Distortion experiment (GFDex) in February-March 2007 (Renfrew et al., 2008) .
There have been a number of trials of targeted observations during field campaigns; Langland (2005) provides an overview of these campaigns. These have had mixed success in their attempts to improve forecasts. The Fronts and Atlantic Storm Track Experiment (FASTEX) in 1997 (Bergot, 1999; TARGETED OBSERVATIONS DURING GFDEX 2013 target area (the North Atlantic). An average reduction in the two-day forecast error of 15% was seen during the period of the field campaign . This large forecast improvement seen during FASTEX encouraged further trials of targeted observations, in the North Pacific Experiment (NORPEX) in 1998 (Langland et al., 1999; Liu and Zou, 2001 ) and the Winter Storm Reconnaissance project (WSR) (Szunyogh et al., , 2002 which has run every year since 1999. In both of these field campaigns, a reduction in the twoday forecast error of 10-20% was achieved as a result of assimilating targeted sonde data. These early studies used global forecast models with gridlengths of 100 km and greater -now considered to be relatively coarse resolution (the possible exception to this is the study of Montani et al. (1999) , who used a spectral model at T213 truncation, which is approximately 60 km resolution), and used data assimilation schemes that did not take into account the exact time at which the observations were made (i.e. were not four-dimensional schemes). More recently, the Atlantic THORPEX Regional Campaign (ATReC) showed a mixture of small improvement and degradation due to targeted observing, using four-dimensional schemes to assimilate the targeted data Fourrié et al., 2006) . The reduced impact of the targeted data during ATReC, compared to earlier targeting studies, could be due to improved data assimilation and model formulation, along with an increased number of routine observations, which together have limited the scope for targeting. This does however highlight the need for a study of targeted observations using an up-to-date model of higher resolution than has been used previously for this. This study addresses this issue by using a 24 km resolution regional model to run the hindcast studies.
Field campaign trials of targeted observations are limited by their small number of cases, which make it difficult to draw general conclusions about the success of the targeting and assess whether the results are statistically significant. Buizza et al. (2007) (also Cardinali et al., 2007; Kelly et al., 2007) addressed these issues by running large numbers of hindcast experiments for cases where the extra observations were placed over the Atlantic or Pacific Oceans and were either targeted in singular vector (SV) sensitive regions, or random regions. They found that the impact of targeted observations in SV sensitive regions was larger in winter than summer, and larger for the Pacific than the Atlantic region. The routine observing network in the target region was also found to greatly influence the forecast impact from targeted observations, with an average forecast error reduction of 19.1% if the observations were targeted in data-sparse regions reducing to only 2% if the observing network in the targeting region could not be considered sparse. They also concluded that targeted observations in sensitive regions were more valuable than in random regions. As our study only comprises five targeting cases, general conclusions about the success of targeting cannot be drawn. However it does attempt to quantify the significance of the improvement that is seen in two cases by using ensemble methods. This method may be useful to try and draw useful conclusions about the success or failure of targeted observations from future field campaigns.
Targeting studies to date have largely focussed on the use of dropsonde observations as targeted observations. There are many advantages to using direct measurements of the atmosphere such as from dropsondes as opposed to satellite radiances, although the disadvantage is primarily the expense. Dropsonde data is of higher resolution in the vertical than satellite data and has smaller errors. The current observing network lacks high-resolution profile data in data-sparse regions such as the North Atlantic. Radiosonde stations provide high-resolution profile data but, with the exception of a few ship-released radiosondes, these data are generally only available over populated areas of land. Satellite observations might therefore be considered ideal to fill this gap, however satellites measuring infrared radiation cannot see through cloud. As targeted observations are typically taken in baroclinically active regions, which are often cloudy (McNally, 2002) , the satellites may not be able to sample shallow sensitive regions indicated by SVs to be located within the cloud layer (Lawrence et al., 2009) . Microwave sensors are less sensitive to the presence of cloud, however Dando (2007) found only small forecast improvements by assimilating targeted Advanced TIROS Operational Vertical Sounder (ATOVS) observations. This study therefore uses only in situ dropsonde data as targeted data.
The GFDex was a three-week field campaign which used the Facility for Atmospheric Airborne Measurement (FAAM) BAE 146 aircraft based at Keflavik, Iceland from 19 February to 12 March 2007. The GFDex aimed to study high-wind-speed events such as tip-jets off Cape Farewell and barrier winds along the southeastern coast of Greenland, caused by the interaction of the synopticscale flow with Greenland, as well as the effect this has on downstream predictability. (A complete description of the field campaign and the different observational aims is given in Renfrew et al., 2008 .) The GFDex carried out targeted observing flights in the region around Iceland and southern Greenland using the FAAM aircraft to release dropsondes into sensitive regions. Here we present an analysis of the impact of these targeted observations. The set-up of the targeting experiments and the details of the hindcasts performed to analyse the results are given in sections 2 and 3. An overview of the impact seen in each of the five targeting cases is given in section 4. Two cases where the targeting was successful are analysed in more detail in sections 5 and 6. As sondes were released for several targeting flights over only two and a half weeks, this offers us the chance to study the impact of memory of previous targeted observations on the forecast, examined in section 7. Ensemble methods are used to quantify the significance of the forecast improvement in section 8, followed by discussion and conclusion in section 9.
Set-up of the GFDex targeting experiments
This section describes the set-up of the targeting experiments during GFDex: the sensitive area predictions, the timelines involved in the targeting and finally an overview of the targeting flights made.
Sensitive area predictions
An important part of the observation targeting process is defining the target region, where the additional observations will be made. Sensitive area prediction (SAP) plots are used to determine this. They predict where the forecast for a specified verification region will be most sensitive to errors in the initial conditions for a specific optimisation time, i.e. the time interval between performing the targeting and verifying the forecast (Figure 1 ). Here the word sensitive is used to mean that a large forecast error may result in the verification region at the verification time as a result of an initial error elsewhere in the forecast domain. To identify this sensitive region, two objective methods were used during the GFDex: total energy singular vectors (TESV; Buizza and Montani, 1999) and the ensemble transform Kalman filter (ETKF; Bishop et al., 2001) .
The sensitivity calculations were performed for two fixed verification regions. These were approximately square regions of side 2000 km. One region was positioned over northwest Europe centred over the UK and the other over Scandinavia (Figure 2 ). The verification regions were placed downstream of Greenland, in areas to which flow perturbations from the target region might be expected to move within the specified optimisation times. The regions were similar in size to those used by previous targeting experiments such as FASTEX and ATReC .
The TESV-SAPs were generated by ECMWF, at T42 resolution, using SVs initialised from their deterministic forecast model. Total energy SVs are used to identify the fastest-growing perturbations over the optimisation time that would impact the verification region. The growth of the SVs was measured using a total energy norm. This is an appropriate metric to use for targeting purposes as it provides a good approximation to the analysis-error covariance matrix used by data assimilation schemes (Palmer et al., 1998) . The SAP plots are generated by vertically averaging the ten leading SVs, which is sufficient to gain a good representation of the target region .
The ETKF-SAPs were provided by the Met Office, at a resolution of 2.5
• , using output from the 23-member 15-day global component of the Met Office Global and Regional Ensemble Prediction System (MOGREPS; Bowler et al., 2008) . The ETKF takes the MOGREPS perturbations (ensemble member minus the ensemble mean) and transforms them to obtain an estimate of the analysiserror covariance within the verification region from assimilating routine observations only, or routine observations plus targeted observations. The ETKF assumes a routine observational network of radiosondes and some satellite temperature measurements, and uses a set of nine test soundings to represent targeted observations. The reduction in forecast-error variance resulting from assimilating the test set of targeted observations is calculated for different locations of the test soundings, using total energy as a metric. The SAP plot displays the optimal location for targeting observations in order to get the maximum forecast-error reduction within the verification region. Plots of non-normalised signal variance, roughly equivalent to the reduction in forecast-error variance from assimilating real targeted observations , were also provided by the Met Office during the campaign. This allowed the magnitude of forecast sensitivity to be compared from one day to the next; this information was not provided by the TESV sensitivity calculations. There are differences in the types of region identified by ETKF-and TESV-SAPs. The reader is referred to Majumdar et al. (2002) for a detailed discussion of the reasons for this. SVs identify regions where a small initial error will grow rapidly over the forecast time, thus SVs measure the rate of error growth. By contrast, the ETKF identifies regions that result in a large error at verification time, thus the ETKF identifies both regions where an initial error has grown rapidly to be large at verification time and regions where the initial error was large but did not grow. SVs computed with the total energy norm often identify sensitive regions over data-rich regions, as the position of the routine observing system is not taken into account during their calculation. As the ETKF takes into account the position of the radiosonde network, it tends to identify only regions away from the routine observing network, however it may also identify spurious sensitive regions due to a lack of covariance localisation .
Little overlap between the ETKF-and TESV-SAPs was observed during the campaign. This was also the case during the ATReC campaign, where the ETKF and SV sensitive areas overlapped by more than half in only 46% of cases (Leutbecher et al., 2004) . There was no overlap in the regions of maximum sensitivity for the targeted cases. This meant that flights were tasked using either TESV-or ETKF-SAPs, but not both. It was noted that the TESV sensitive regions tended to be located further north and on the eastern side of low pressure systems, whereas the ETKF-SAPs were located further south and towards the centre of lows. It is beyond the scope of this paper to analyse the reasons for these differences in locations; further analysis would be required to determine whether the differences are systematic and their cause.
Timelines involved in targeted observations
Targeted observations were made over a period of approximately 4 h, centred on 1200 UTC (hereafter referred to as the target time; Figure 1 ). A constraint on operational targeted observing is the need for a time-lag between running the sensitivity calculations and making the targeted observations. This so-called lead time allows the resources to be mobilised and flight plans to be drawn up. During the GFDex, air traffic control restrictions meant that flight plans had to be filed 24 h before take-off. Thus SAPs with a 36 h lead time were used to plan the targeted observation flights. SAPs were also received with lead times of 48 and 60 h, which were used to make preliminary flight plans. SAPs with a 24 h lead time were used as a final check on the location of the sensitive region. It was observed during the campaign that SAPs with a 24 h lead time were consistent with the SAPs with a 36 h lead time. This agrees with the findings of that there is good spatial coherence between SAP plots generated 12 h apart. SAPs were generated for three optimisation times: 24, 36 and 48 h. A range of optimisation times was necessary to allow the signal from the dropsondes to move from the target region into the verification region. This distance varied from case to case, as the target area ranged from the Denmark Strait to the southeast of Iceland. The speed with which the impact from targeted observations propagates downstream was shown in to be 30
• longitude per day, suggesting that downstream development may be important, as the speed is consistent with the group velocity of a dispersive Rossby wave in the atmosphere (Persson, 1999 , and references therein). The SAPs were generated from forecasts run at 0000 UTC and 1200 UTC daily. The SAP plots were available for us to analyse 7-8 h (ECMWF SAPs) and 10-11 h (Met Office SAPs) after this. This means that the total time from forecast initialisation to verifying the forecast containing the targeted observations varied from 48 to 108 h. This tests the limits of the assumptions of linearity made by both ETKF and SV methods, as a growing perturbation is likely to be in a nonlinear regime after 48 h (Gilmour et al., 2001) . However during the field campaign it was observed that there was little variation in the location of the sensitive regions identified by either the ETKF or SV methods as the total time decreased.
Overview of GFDex targeting flights
Targeted observing was carried out on four out of twelve flights during the field campaign; three of these flights were into TESV-predicted sensitive regions and one into an ETKF-predicted sensitive region. Targeting flights were made nearly every time a sensitive region was predicted to be in range of the aircraft. This is a different strategy to that which would be used for operational targeting as, due to the cost of targeting, it could only be justified to reduce the uncertainty in forecasts which indicate the possibility of a high-impact weather event.
After the campaign, a null case was chosen from the other flights. This was a flight into a Greenland lee cyclone, into an area which neither the ETKF-nor TESV-SAPs predicted to be sensitive to initial condition errors. The assimilation of additional data here should not significantly impact the forecast within the verification regions. Details of the flights are given in Table I , and the flight tracks are shown in Figure 2 .
Global Positioning System (GPS) dropsondes (Vaisala RS92) released from the aircraft were used to make the observations. These measure vertical profiles of height, pressure, air temperature, humidity and wind, transmitting the data back to the aircraft. The data were sent onto the global telecommunications system (GTS) via a satellite communications device during the flight. The data were therefore available for meteorological centres to use in the operational 1200 UTC forecasts. Data from all GFDex sondes (targeted and non-targeted) were assimilated into operational forecasts.
Each targeted observing flight during the GFDex released 7-11 targeted sondes (out of 11-18 total sondes per flight; Table I ), covering an area of approximately 1×10 5 km 2 . For the null case, five of the 16 sondes that were launched during the flight are treated as targeted sondes. Note that some flights released additional sondes, some inside and some outside the predicted sensitive regions, for additional observational aims. The treatment of these non-targeted sondes is discussed in section 3.2. The spatial coverage of the target area and number of dropsondes released within it have been shown to affect 2016 E. A. IRVINE ET AL. (Leutbecher et al., 2002) . Buizza and Montani (1999) showed that insufficient sampling of a target area can result in only 65% of the possible theoretical forecast improvement being realised. However, sampling the large area indicated necessary by the modelling studies with one aircraft like the BAE 146 used in the GFDex is logistically impossible. This is due to the limited range of the plane and the need to release all the sondes within a 4.5 h time window so that they do not miss the cut-off time for the operational Met Office global forecast model (1345 UTC for the 1200 UTC forecast).
The spacing of the dropsondes can also be important to the success of the targeting. Numerical modelling studies indicate that the spacing of the dropsondes should be 1-2 times the horizontal correlation lengthscale of the variables, such as wind and temperature, being assimilated (Leutbecher et al., 2002) . As the analysis increments are spread out according to the error correlation specification in the data assimilation system, it is evident that dropsondes placed closer than a correlation length will lead to increments which overlap. The horizontal correlation length-scale for temperature for example varies with height, from around 280 km at the height the dropsondes were released to approximately 200 km near the ground (Ingleby, 2001) . Taking these results into account, and allowing for the range of the plane, the spacing between targeted dropsondes in the GFDex was always greater than 180 km and for most flights was around 220 km.
Design of hindcast studies
This section describes the model used to run the hindcasts, and the different hindcast runs performed with the model.
Description of model
The Met Office Unified Model (MetUM) version 6.1, operational at the time of the field campaign, was used to perform the hindcast studies. The model dynamics are non-hydrostatic. It was run as a limited-area model, over the operational North Atlantic European (NAE) domain, with 24 km grid spacing and 38 vertical levels. The model was run at half the horizontal resolution of the operational NAE forecasts, due to the large computational cost of running the hindcasts. The justification for running a limited-area model, rather than a global model, was that both the target and verification regions were inside the limited-area domain, although near the northern edge, and this was sufficient to study the impact of sonde data on the forecasts for the verification regions. Using a limitedarea model also allowed the hindcasts to be run at higher resolution. Lateral boundary conditions were provided by the operational global control run of MOGREPS. The MetUM uses a four-dimensional variational (4D-Var) data assimilation scheme with a 6 h window for the assimilation of observations (Rawlins et al., 2007) . The hindcast studies used the same assimilation window as the operational NAE forecast cycle, which for the 1200 UTC forecast was 0900 UTC to 1505 UTC, but a 48 km gridlength for the 4D-Var scheme (half the operational resolution).
Before observations are passed to the data assimilation scheme, they are first subject to a quality control process, based on Bayesian methods, to remove 'bad' observations. For dropsonde observations, which are treated like radiosonde observations, this means checking the profile for consistency and performing 'buddy checks' (Ingleby and Lorenc, 1998) . The buddy checks compare the difference between two like observations (e.g. radiosonde-dropsonde), located within 150 km of each other, against the background and determine whether it is the background or the observation that is in error. With the exception of some wind data from one malfunctioning sonde, the GFDex observations were accepted by the quality control system and passed to the data assimilation scheme; only 0.2% of GFDex observations were rejected.
Description of the hindcast runs
To assess the impact of the targeted dropsondes on the forecast, the complete forecast cycle of four forecasts per day was re-run for the period 19 February to 13 March 2007, with different combinations of observations excluded from the forecast. Four separate forecast cycles 
were run: labelled CONTROL, TNOMEM, TMEM and ALL DATA (Table II) . The CONTROL run assimilated only routine observations. Here 'routine observations' is taken to mean the non-adaptive component of the observing network, such as radiosonde, aircraft meteorological data relay (AMDAR), satellite and surface station observations. The CONTROL forecast run therefore produces a set of forecasts which have not been influenced by the additional observations made during the GFDex. Note that during the GFDex there were some additional radiosonde launches from land stations in Greenland and Iceland at 0600 and 1800 UTC and from three ships when they were within a pre-defined area around Iceland and southern Greenland (Renfrew et al., 2008) . These have been classified as routine observations for this study, as the additional land launches were outside the observation window for the data assimilation scheme for the 1200 UTC forecast and the ship releases were not within sensitive areas. Two other runs assimilated targeted observations along with routine observations. The TNOMEM hindcasts took the background from the CONTROL forecast and assimilated targeted observations for the 1200 UTC forecast on that one particular targeting day. This was done separately for each case-study, so that the background for each TNOMEM forecast contains only routine observations. The set-up of the hindcasts means that any differences between the TNOMEM forecast and the CONTROL forecast are due to the targeted observations made that day. In contrast with the TNOMEM run, the TMEM run assimilated targeted observations every time they were available, so that the targeted data was cycled in the forecast. This allows the effect of memory of previous observations in the forecast to be investigated. Therefore any differences between the TMEM and TNOMEM forecasts are due to differences in the background of the two forecasts. As the model was run with a 24 km resolution instead of the 12 km used operationally, a run with the same observations as the operational run was also produced. This included routine observations and all the GFDex sondes, including non-targeted sonde data. This is the ALL DATA run, and was used to produce the analyses needed to verify the forecasts. The difference between the TMEM and ALL DATA runs is that the TMEM run does not include non-targeted sonde data.
The data assimilation was run at the Met Office, using the operational MetUM version 6.1. The forecasts were then run from the output produced by the data assimilation runs on the UK's high-performance computing facility (HPCx), available via the National Centre for Atmospheric Science (NCAS), using the release version of the MetUM version 6.1. Each forecast was run for 63 h, starting at 0900 UTC on the targeting day and outputting data every 6 h.
Impact of the targeted observations
The targeted sonde data are taken in regions where there are few high-density profile measurements to constrain the background field. This may result in larger initialcondition errors in this region, which may then propagate into the verification region. In order to correct these errors, if such errors exist, the sonde data must be different from the background field and its inclusion in the forecast should lead to an adjustment of the background field towards the sonde observations. Figure 3 
The CONTROL model data have been interpolated to the position at which the dropsonde was released, and both model and dropsonde data have been interpolated onto common pressure levels for ease of comparison. Here, hourly model output was used, taking the model output closest to the time of the dropsonde release, so that the background field should be representative of the true atmospheric state at the time the sonde data were collected. It is seen that the difference is larger for the last three cases, and in particular the last case, where the v-wind difference is as high as 15 m s −1 (Figure 3(e) ), and the upper-level temperature difference is as high as 6
• C (not shown). It is likely that a larger difference will have a larger impact on the forecast.
The model adjustment towards the sonde data, shown in Figure 3 (f)-(j), is defined as
Positive values of adjustment mean that the model profile from the forecast containing the targeted observations (TNOMEM) is closer to the sonde observations than the profile from the CONTROL forecast which does 2018 E. A. IRVINE ET AL. 2)); this is positive if the forecast containing the dropsonde information is closer to the dropsonde data than the CONTROL forecast and negative if it is further away. Each cross represents data from one sonde at that pressure level, and the dashed line represents the average value. Note that the altitude of the aircraft varied both within and between flights therefore sondes were released from different altitudes.
not include targeted observations. It implies that the data assimilation scheme has made use of the data to modify the background field, and negative or zero values of adjustment imply that it has not. It is seen that for most cases the adjustment is near zero, although with a slight positive bias, which for the 01 and 03 March cases where the difference is large may indicate that the data assimilation system has been unable to use the information contained in the targeted observations. For the 24 February and 26 February cases, the average difference is below 5 m s −1 and the adjustment is correspondingly small. This suggests that the targeted sondes will have little impact on the forecast in these cases. The 10 March case shows a relatively large difference and large adjustment with an obvious positive bias.
To quantify whether the dropsonde observations had a positive or negative impact on the forecast for the verification regions, the forecasts must be verified against some measure of the true state of the atmosphere at verification time. Model analyses from the ALL DATA forecast run were used as the best estimate of the 'truth'. Following most previous targeting studies, model analyses were used instead of observations due to the poor and irregular spatial coverage of profile observations, such as radiosonde data, available to verify the forecasts. The forecasts for one case were also verified against operational ECMWF analyses, interpolated to the same grid and resolution, as a comparison. It was found that the improvement was similar in magnitude and location to the improvement seen when MetUM analyses were used to verify the forecasts.
The results are presented here in terms of total energy. Total energy was chosen to measure the forecast improvement, because it is used as a metric in calculating the TARGETED OBSERVATIONS DURING GFDEX 2019 TESV-and ETKF-SAPs. The total energy, T E, of the deviation of a forecast from the analysis can be calculated as
where u is the east-west oriented wind component, T is the temperature, and the subscript F-A indicates a forecast minus analysis difference. Here the reference temperature T ref =300 K and c p is the specific heat capacity. The quantity T E F−A was calculated at 850, 500 and 250 hPa levels, and the results summed. These levels were chosen to be consistent with the levels used in calculating the ETKF-SAPs. An impact metric I is then defined, in terms of total energy, such that I > 0 implies that the targeted observations have improved the forecast, but I < 0 implies that they have degraded it:
where C is the CONTROL forecast, A is the verifying analysis (from the ALL DATA hindcast run, section 3.2) and T is the forecast containing targeted observations, which for the results in this section is TNOMEM. Figure 4 shows the impact as a result of assimilating the targeted data, using Eq. (4) averaged over the verification regions. For all cases, and in both verification regions, the average impact of targeted data on the forecasts is small (Figure 4(a) and (c) ), which may be related to deficiencies in the ability of the data assimilation to make use of the targeted data, as previously discussed. There is no improvement to the forecast in the northwest Europe verification region (Figure 4(a) ) at the forecast times that the SAPs indicated sensitivity for (24-48 h) for either the 24 and 26 February or 10 March cases. The 01 March and 03 March cases show some improvement at longer forecast times, but on inspection of the individual forecasts it is not possible to conclusively attribute this to the targeted observations. For the Scandinavian verification region, Figure 4 (c), there is clear improvement (I > 0) in the 01 and 10 March cases at the 24 h forecast time. The forecast improvement for these cases grows from near zero at target time to a peak at around 24 h forecast time after which I decreases, so that the forecast is degraded after approximately 30 h forecast time. Upon inspection of the spatial variation in impact, it is only for these two cases that it is possible to track the impact from the target region to the verification region. The mechanisms for this forecast impact for these cases are examined in detail in sections 5 and 6. Small forecast impact is seen for the other two targeted cases and the null case for this verification region. Recall that, for 24 and 26 February, the difference was smaller than for the other cases, suggesting that there were only very small errors in the initial conditions in the target region (i.e. the forecast background well represented the state of the atmosphere). It is therefore unsurprising that there is only small forecast impact for these cases.
To put into perspective the magnitude of the impact of the targeted observations, the magnitude of the forecast error (defined as Eq. (5)) within the verification regions, which the targeted observations aim to reduce, is examined.
Figure 4(b) and (d) shows that the forecast error increases with time, to 30-40 m 2 s −2 after 24 h optimisation time for the 01 March and 10 March cases, which is an order of magnitude larger than the modulus of the forecast impact (Figure 4(a) and (c) ) at that time. The forecast error is non-zero at target time because the CONTROL forecast is verified against analyses from the ALL DATA run. Therefore there are differences in the number of observations both assimilated and in the background fields. The operational NAE forecasts generally verified well during this time and the forecast error, and therefore the potential to improve the forecast, was small. The maximum reduction in forecast error due to the targeted observations was 5% at 24 h forecast time for the 01 March case, and the forecast degradation reached around 3% in several cases.
Targeting case-study: 01 March 2007
In this section the impact of targeted observations for the 01 March case is examined in greater detail. An overview of the case is given, including the synoptic situation at target time. The initial increments to the background field are then examined from a dynamical perspective, to understand how the targeted observations modified the background field, and how the impact of the targeted observations propagated through the forecast.
Overview
At targeting time on 01 March, the surface pressure chart showed a small Greenland lee cyclone (labelled 'G' on Figure 5(a) ) to the southwest of Iceland, and weak barrier flow through the Denmark Strait. The barrier flow was forecast to strengthen as a low pressure system, southeast of Cape Farewell at this time, moved north towards Iceland and deepened (Petersen et al., 2009 , provide further details). At upper levels there was westerly flow on the south side of a trough positioned over northeast Greenland and extending out into the Greenland Sea (not shown). This, with an associated upper-level potential vorticity (PV) anomaly, was providing upper-level forcing for polar low development (labelled 'P' on Figure 5 (a)) in the Greenland Sea, within the cold-air outbreak that extended as far south as the UK.
The TESV-SAPs indicated the sensitive region for short-range forecasts over northwest Europe and Scandinavia to be west of Iceland, over the Denmark Strait and Irminger Sea (Figure 5(a) ). This corresponds with the location of the weak barrier winds and lee cyclone. By contrast, the ETKF-SAPs showed little forecast sensitivity to additional observations in this area, with signal variances of only 0.2 m 2 s −2 for both verification regions for SAPs with a 24 h lead time. This was below the average seen during the field campaign, and so the ETKF-SAPs were not used for flight planning for this case. The flight released nine dropsondes for targeting, equally spaced along the flight track. Of these nine sondes, one sonde failed completely and therefore data from only eight sondes were transmitted onto the GTS. An additional nine sondes were released during the flight to study the barrier wind and lee cyclogenesis. These additional sonde data were assimilated into the ALL DATA run, along with the targeted sonde data.
Use of targeted sonde data by the assimilation scheme
The 4D-Var assimilation scheme used to assimilate the sonde data seeks to find an increment to the background state that best minimises a cost function over a 6 h period. Increments are then applied to model-gridorientated wind components (u m and v m ), potential temperature, Exner pressure, total water and ozone, at the start of the forecast, 0900 UTC. The analysis increment therefore indicates how much 'new' information was given to the data assimilation scheme by the targeted data. In this context, 'new' information may be information which is not already contained in the background field, or information that is not provided by routine observations used to constrain the background field. The size of the analysis increment is dependent on the magnitude of the difference between the background field and observations.
The difference between the CONTROL and TNOMEM analysis increments (Figure 6) shows the initial impact of the targeted sonde data. The background used in both forecasts is the same, and the only differences are that the TNOMEM forecast has assimilated targeted sonde data in addition to the routine observations assimilated by the CONTROL forecast. Therefore any differences between the analysis increments for these two forecasts identify where the targeted sonde data are being used to constrain the background field. The impact of the targeted data is localised around the region where the sondes were released. There is a cyclonic wind increment in the southern portion of the flight track, in the region of the small lee cyclone. The effect of the targeted observations on the background at this location is to strengthen this lee cyclone. This is consistent with the pressure increment, which is negative over the lee cyclone indicating that the cyclone is too weak in the CONTROL forecast.
The vertical structure of the TNOMEM-CONTROL analysis increments and CONTROL forecast background fields were examined along an east-west section at 68
• N. The background fields (Figures 7(a) There is no strong evidence of upstream vertical tilting in the increments, which would be an indication of a structure conducive to baroclinic growth. The lack of tilt may therefore indicate a barotropic structure, as obtaining a tilted increment would require that the observation minus first-guess field tilt with height. This pattern of increments also reflects the assumed backgrounderror covariance structures used in the data assimilation scheme, which vary little with height.
The impact of targeted sonde data on the forecasts
It was seen in section 4 that the impact of sonde data on the forecast of the vertically summed total energy was small when averaged over the verification region. say that the improvement was due to the influence of the targeted sonde data, it is necessary to track the growing improvement from the target region at target time to the verification region at verification time. Figure 8 shows the TNOMEM forecast impact during the first 36 h of the forecast, calculated using Eq. (4). The forecast impact can be split into two components: a component associated with the lee cyclone which grows in situ, and a second component associated with an upper-level trough and jet streak and which is advected into the verification region with a developing polar low, initially located at 72
• N, 13
• W. Small forecast improvement is seen in the target region at target time (Figure 8(a) ). Thus the targeting has succeeded in reducing the initial condition error in the target region. Most of the initial improvement is in the southern part of the target region and is associated with the lee cyclone. This impact grows after 12 h but does not propagate into either verification region. Instead it improves the forecast of a cyclone which, initially located south of the lee cyclone ( Figure 5(a) ), moves into the lee of Greenland and deepens rapidly. Figure 4(a) showed no impact in the northwest Europe verification region until 36 h into the forecast. It is seen in Figure 8 that no impact moves from the target region into the northwest Europe verification region, which explains the lack of impact initially. There is some impact at 36 h to a baroclinic wave as it moves eastwards to the south of the UK. However this impact does not appear to be linked to the target region, and therefore the impact seen may be due to random noise in the initial field and cannot be attributed to the targeted observations.
At target time there is also small improvement on the eastern coast of Greenland (Figure 8(a) ). This propagates east into the verification region with the developing polar low, with the improvement mostly confined to the warm sector of the polar low (Figure 8(b) ). The improvement is largest 24 h after targeting (Figure 8(c)) , with values greater than 30 m 2 s −2 . The impact then moves out through the northern boundary of the verification region with the decaying polar low by 36 h after targeting (Figure 8(d) ), after which time the forecast is degraded.
The targeted sondes sampled the southern part of the upper-level trough and its associated upper-level PV anomaly, and the impact was advected at upper levels by the PV anomaly, which moved with the polar low into the verification region, and caused some forecast improvement. This can be clearly seen by examining a vertical cross-section along 68
• N through the forecast domain to see how the impact of the targeted data moves from the target region to the verification region. At target time the difference between the TNOMEM and CONTROL forecast is located mainly at lower levels at around 750 hPa on the eastern side of Greenland (Figure 9(a) ). This propagates upwards and to the east so that, after 12 h optimisation time, the maximum difference is located at the dynamical tropopause and associated with the PV anomaly (tropopause fold) that is forcing the development of the polar low (Figure 9(c)) . The difference at this time is also associated with a warm anomaly at the surface, particularly to the north of the system where the tropopause fold is shallower and there is a strong zonal gradient in wind speed from the calmer core of the polar low to the strong low-level northerly jet to its west (not shown). The difference is initially located on the western side of the PV anomaly, and moves around the southern edge of the PV anomaly into the verification region (Figures 9(e) and (f)) as the anomaly moves eastwards. The inclusion of targeted sonde data in the forecast caused the eastern edge of the PV anomaly to be shifted west, by up to 200 km (Figure 9(e) ). This caused the cyclonic circulation associated with the PV anomaly to be shifted to the west, so that when the CONTROL and TARGETED forecasts are differenced, a dipole structure is seen in the v-wind field. This is illustrated schematically in Figure 10 . The mechanism that caused the impact in the Scandinavian verification region is therefore the modification of the position of a PV anomaly associated with an upper-level trough, in a region of baroclinic instability. The interaction of this upper-level trough with an occluded front led to the development of a polar low, and the impact moved east with this system into the verification region.
Targeting case-study: 10 March 2007
A brief analysis of the 10 March case is provided here to contrast with the 01 March case. Forecast improvement of similar magnitude to the 01 March case was seen in the first 30 h in the Scandinavian verification region (Figure 4(c) ), but the mechanism for the impact appears to be different.
Overview
At target time a synoptic-scale cyclone was located southwest of Iceland ( Figure 5(b) ), and was moving rapidly towards Iceland as it developed. During flight planning, it was noted that there was considerable uncertainty in the forecasts from different forecast centres in the location and strength of the cyclone at targeting time. This made planning a flight track difficult and resulted in the aircraft flying directly over the centre of the cyclone rather than to the west of the centre as planned. The cyclone was located on the poleward side of the upper-level jet stream at targeting time, and although the centre of the cyclone was forecast to move over Iceland, the trailing fronts were forecast to move over the UK, through the northwest European verification region. An overview of this case is also given in Renfrew et al. (2008) . The ETKF-SAPs with a 36 h lead time identified the centre of the low pressure system to be most sensitive for the forecasts for Scandinavia and northwest Europe ( Figure 5(b) ), and these were used for flight planning. The TESV-SAPs (not shown) identified both the eastern edge of the low pressure system and a region to the far south, in the mid-Atlantic. The aircraft was not able to sample both sensitive regions; the ETKF-predicted sensitive region was chosen as this was the main sensitive region for both verification regions.
The impact of targeted sonde data on the forecasts
The impact calculated using Eq. (4) for the 10 March case is shown in Figure 11 . The impact to the 1200 UTC analysis is mostly positive (Figure 11 shows the TNOMEM minus CONTROL forecast of v at 500 hPa at 24 h optimisation time, using the same scale as (a) to (e). The PV field at 500 hPa is contoured with a contour interval of 1PVU.
that the cyclone was at this stage moving slowly in a northerly direction). The cyclone stalls over Iceland as it begins to decay, and much of the impact from the targeted sondes remains with the cyclone at the later forecast times (Figure 11(c) and (d) ). After the 12 h forecast, the impact also begins to spread out along the fronts associated with the cyclone (which lie along kinks in the mean sea level pressure fields). The impact is greatest at upper levels (not shown) and appears to propagate downstream along the jet stream in a manner similar to a jet streak. The impact amplifies rapidly in the downstream trough and leaves the domain to the south. This case is discussed in more detail in the following section. 
The effect of cycling observations in the forecast background
The results presented thus far have focussed on the TNOMEM targeted run. This is because it provides a clean comparison with the CONTROL run, as the only differences between the two forecast runs are the addition of targeted data to the TNOMEM forecast for a particular targeting case. This also represents a situation where targeting is done infrequently, i.e. less than once a week. If targeting were done more frequently, for example if a similar area was targeted twice within a week, then perturbations from the previous targeting may still be impacting the forecast. As a 6 h forecast from the 1200 UTC run is used as the background to the 1800 UTC forecast and so on, targeted observations can impact subsequent forecasts through the effect of memory in the forecast system. The impact of assimilating the targeted data in the TMEM forecasts is shown in Figure 12 . (Figures 12(a) , (b) are equivalent to Figures 4(a) , (c), but are for the TMEM forecast instead of the TNOMEM forecast.) By comparison with Figure 4 , it is seen that with memory of previous targeted observations in the forecast, the magnitude of the forecast impact is increased at some forecast times, meaning that the TMEM forecasts are more different from the CONTROL forecast. The exception to this is the 24 February case, the first targeting experiment of the GFDex, where the TMEM and TNOMEM forecasts are, by definition, identical. It can be seen that for the 26 February case, the level of forecast degradation is increased, whereas for the final three cases the level of forecast improvement is increased in the Scandinavian verification region. It is not possible to conclude from this that the direction of the change is due to the memory of targeted observations; it is just as likely that the effect of cycling targeted observations is to introduce random perturbations into the background field, some of which grow. Given that the hindcasts were run using a limitedarea domain, it is perhaps surprising that there is such a large difference between the TNOMEM and TMEM forecast impacts for the 10 March case. As the 10 March case occurs seven days after the previous targeting case, it might be expected that any perturbations introduced into the forecast background from assimilating previous targeted observations might have moved out of the boundary of the limited-area domain, so that the TMEM and TNOMEM forecasts would show similar impact. Figure 13 shows the impact to the TMEM forecast calculated using Eq. (4) in the first 36 h of the forecast for the 10 March case. By comparison with Figure 11 (note the difference in scale for the impact), it is seen that the magnitude of the impact is increased. At initial time, the forecast impact is not confined to the area in which the sondes were released, but are spread along the fronts associated with the cyclone. This additional initial impact is due to differences between the TNOMEM and TMEM background fields (the TNOMEM and CONTROL background fields are the same). This shows that, although the GFDex dropsonde observations had a small impact on the forecast, the perturbations from targeting seem to have persisted in the forecast background for 7 d after targeting.
The inclusion of earlier sonde data in the background of the forecast does not necessarily lead to greater forecast improvement. Rather the trajectories of the CONTROL forecast and targeted forecasts differ more as the optimisation time increases when additional observational data are included in the background of the forecast as well as being assimilated into the forecast. It can be concluded from these results that differences in the background field may sometimes have a greater impact on the forecast than the analysis increment due to the assimilation of sondes. Cardinali et al. (2004) showed that up to 85% of forecast information is provided by the background field rather than observations within the 4D-Var time window. That perturbations still impact forecasts up to a week later is perhaps surprising given that the perturbations are small, localised and are inserted into a limited-area domain. The increased impact of targeted observations seen from the TMEM hindcast runs also has implications for studies of targeted observing. It implies that studies that only investigate the impact of targeted observations by running a 'TMEM' forecast and compare it to a control cycle containing no targeted observations may be overestimating the direct impact of the targeted observations. This is particularly true for field campaigns, where targeting may be done many times over a short time span of a few weeks for example.
Robustness of the forecast improvement
It has been shown in previous sections that some improvement was seen at specific optimisation times as a result of assimilating GFDex sondes into the forecast. In this section the robustness of this improvement is inferred by seeing how sensitive the results are to the background field and analysis increment used to make the forecast.
An ensemble of five targeted forecasts was created (Table III) . In this case the CONTROL forecast is not counted as an ensemble member, as this is what the perturbed forecasts are compared against. Three of the ensemble members are the ALL DATA, TMEM and TNOMEM forecasts (labelled as × in Table III ; recall that the TNOMEM forecast uses the background from the CONTROL forecast), detailed in section 3.2. Two additional ensemble members (labelled as ♦ in Table III) were created by adding the analysis increments from the TMEM and ALL DATA hindcast runs to the CONTROL background. 
The original simulations (section 3.2) are denoted ×. These symbols are used to identify ensemble members in Figure 14 .
Figure 14(a) shows the impact for each ensemble member, calculated using Eq. (4) averaged over the Scandinavian verification region, for the 01 March case. The spread of the plume is small initially, with all members showing the robust improvement in the short-range forecast for Scandinavia that was previously identified in the TNOMEM and TMEM forecasts. The spread of the plume exceedes the absolute value of the mean from 24 h onwards, indicating that any improvement or degradation here is not robust, and due to differences in the background field rather than being caused by the targeted data. For the 10 March case (Figure 14(b) ), not all members show improvement in the forecast between 18 and 24 h after targeting, which implies that the impact seen in Figure 4 (c) is not positive definite.
The aim of the ensembles shown in Figure 14 is to estimate the ratio of signal to noise associated with the value of impact. For the ensembles shown in Figure 14 , the ratio of standard deviation to ensemble mean at 24 h forecast time is 0.3 for the 01 March case and 0.5 for the 10 March case. Although a small ensemble, its normalised spread is similar to the 23-member operational MOGREPS ensemble for these cases, which has a ratio of standard deviation to mean of 0.4 for the 01 March case and 0.6 for the 10 March case. It can be seen from Figure 14 that the average magnitude of impact is small. This is due to the small size of the perturbations associated with the targeted observations, which are roughly one-tenth of the size of those used to construct the MOGREPS ensemble. By design, the amplitude of a MOGREPS initial perturbation (not shown) is comparable to analysis error and its growth comparable to the growth Table III. of the forecast error over the 48 h ETKF window. The forecast error for the GFDex cases (Figures 4(b) and (d)) is also comparable in magnitude to the MOGREPS ensemble perturbations. However since the MOGREPS initial perturbations are created under assumption of linearised dynamics, which is valid at least for a 24 h window (Gilmour et al., 2001) , we know that if the initial perturbations were to be rescaled by a constant factor (say 0.1) and rerun, the spread/mean would be unchanged. Therefore, assuming that the perturbations associated with targeted observations evolve dynamically in a similar manner to perturbations obtained by the MOGREPS ETKF system, the spread of impact for this small ensemble gives a reasonable indication of the uncertainty in the value of impact.
Conclusions
Targeted observations were made during the GFDex, in the region around Iceland and southern Greenland, with the aim of improving the 24-48 h forecast over the UK and Scandinavia. The additional observational data were assimilated operationally into the Met Office forecasts. The impact of these targeted observations has been assessed by running hindcasts using a limited-area model with a 4D-Var data assimilation scheme. There were a total of four targeted observing flights into TESV or ETKF predicted sensitive regions. One additional 'null' flight was also included in this assessment. For two of the targeted cases, 24 and 26 February, the difference between the background and sonde data was small, therefore the dropsonde data gave little new information to the data assimilation system, resulting in little forecast impact. For the 01 and 10 March targeting cases, the targeted dropsonde data gave new information to the forecast system and these data were, in general, used by the assimilation scheme to correct errors in the background field in the vicinity of the sondes. This resulted in a small improvement in the analysis at the target time in the target region. This improvement did not always propagate from the target region into the verification region; some improvement appeared to grow in situ. However, the resulting forecast improvement was small, with a maximum forecast improvement of 5% and degradation of 3%.
The mechanisms for the forecast impact for the 01 and 10 March cases were analysed in more detail. For the 01 March case, the effect of the targeted sondes on the analysis increment was a deepening and spinup of a low-level cyclone. It has been shown that the subsequent modification of the position of a tropopause fold and its associated wind field, which was forcing the development of a polar low, caused an improvement to the forecast over Scandinavia. For the 10 March case the impact was also mostly seen at upper levels, in the downstream development of a trough and cut-off low in the Scandinavian verification region.
The magnitude of the dropsonde signal and the impact on the forecasts was larger when previous targeted observations were included in the background state. It was shown that for one case, 10 March 2007, this caused a larger forecast improvement (for the verification region) than assimilating targeted data for that day alone. It is likely that the impact of cycling observations in the forecast background is to introduce random perturbations to the background field, some of which grow, which may improve or degrade the forecast. The implication of this result for operational targeting is that previous targeting experiments may affect the success of subsequent targeting experiments on following days.
To determine the robustness of our impact studies, a small ensemble of forecasts was created, by varying the background and analysis increment used to run each forecast. Using this method, the improvement to the Scandinavian verification region in the first 24 h of the forecast for the 01 March case was shown to be a robust result. Using the same method, it was shown that the forecast improvement seen for the 10 March case was not robust.
Overall, the impact of targeted observations seen in GFDex is both small and mixed, though generally positive or neutral for forecasts of lengths equivalent to the shortest optimisation time considered for the sensitive area predictions. This is consistent with other recent investigations of targeting over the north Atlantic. Further work is currently being carried out to investigate
