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Abstract
This PhD thesis investigates into the robustness of incomplete block designs in the event 
of observation loss. If observations are lost during the course of an experiment, the design 
properties are changed. In particular, a block design, which is optimal at the start of 
an experiment may result in a disconnected eventual design, in which case the usual null 
hypothesis cannot be tested, since not all elementary treatment contrasts are estimable.
The loss of whole blocks of observations is investigated and improved results on bounded 
conditions for the maximal robustness of designs are derived and demonstrated.
In order to guard against poor eventual designs, a Vulnerability Measure is introduced to 
determine the likelihood of a design becoming disconnected as a result of random observation 
loss. For any general block design, formulae are derived and a computer program is written 
to calculate and output the vulnerability measures. These can be used: as a pilot procedure 
to ensure the proposed design is sufficiently robust; as a method of design selection and 
comparison by ranking the vulnerability measures of a set of competing designs in order to 
identify the least vulnerable design; or as a tool for design construction.
Comparisons are made between the vulnerability and optimality of designs, since high ef­
ficiency, in the sense of near-optimality, does not necessarily imply minimal or even low 
vulnerability to observation loss. Furthermore, the comparison of non-isomorphic Balanced 
Incomplete Block Designs (BIBDs) shows that designs which are equally efficient are not 
necessarily equally vulnerable, providing a new method for distinguishing between non­
isomorphic BIBDs. By observing combinatorial relationships between concurrences and 
block intersections of designs, this vulnerability method is compared with other approaches 
in the literature that consider the effects on the efficiency of BIBDs, by either the loss of two 
complete blocks, or the loss of up to three random observations. The coincidence of these 
different robustness rankings and the relative strengths and weaknesses of the criteria are 
discussed.
Results are applied to special design classes, including complement and repeated BIBDs. 
Specific non-balanced design classes such as Regular Graph Designs and Nearly Balanced 
Designs are also considered.
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Chapter 1
INTRODUCTION
Experimental Design
Many fundamental concepts of Experimental Design were introduced by Sir Ronald Fisher 
and Frank Yates in the early 1930’s. Their work at Rothamsted Agricultural Experiment 
Station concerned designs for agricultural experiments and Fisher’s books “Statistical Meth­
ods for Research Workers” (1925) and “The Design of Experiments” (1935) are regarded 
as classics in the area of Experimental Design. The methods proposed by them have been 
extended to other scientific disciplines, including applications to clinical trials in the pharma­
ceutical industry, biology, medicine and industrial engineering experiments, helping to draw 
conclusions about comparing different treatments. Clinical trials, for example, continue to 
be strictly regulated, leading to an ever increasing demand for statisticians throughout the 
entire drug development process; at the planning stages as well as during the analysis.
Some of the aims of a good experimental design are to improve the accuracy of the results 
and conclusions, to save time and resources and to reduce the sample size required, whilst 
maintaining high power for the tests. In general, it is believed that a good design can 
reduce some of the challenging issues in the consequent analysis. Key issues to consider 
before conducting an experiment include the choice and number of experimental units, the 
factors, the response variable, the model to be used and a proposed analysis for the results. 
Therefore, one particular role of a statistician is to give guidance on the choice of design and 
specific arrangement of the treatments allocated to the available experimental units. This 
problem of design selection forms the major issue investigated in this thesis.
The specific type of designs studied in this work are incomplete block designs, which compare 
a set of treatments in the presence of a blocking factor and are introduced formally in §2 .1 . 
Yates (1933) introduces the ‘method of missing plots’ using imputation to estimate missing
1
plot values for incomplete designs. These designs may be selected according to optimality 
and efficiency properties, or to robustness in the event of observation loss.
Optimality Sz Efficiency
Optimality and efficiency are discussed in more detail in §2 .2 .
The universal optimality properties of Balanced Incomplete Block Designs (BIBDs), pro­
posed by Yates (1936), make such designs appealing when they are available within the 
practical constraints of the experiment, since every pair of treatments occurs together in a 
block equally often and all comparisons between these pairs are made with the same preci­
sion. A BIBD is A-, D- and E-optimal over the set of competing designs, see Kiefer (1958), 
Kshirsagar (1958), Mote (1958) and Roy (1958), and a BIBD is universally optimal, as shown 
by Kiefer (1975). As BIBDs are strongly optimal, they are of particular importance and are 
the focus of work in Ch.5 - Ch.7.
Cheng (1978) concludes that Regular Graph Designs (RGDs) which have BIBDs as a special 
case, for the parameter combinations that allow them, are optimal in their design class. John 
and Mitchell (1977) and Constantine (1981) also investigate the optimality of RGDs and 
BIBDs. For example, Constantine showed that for certain constructions, designs obtained 
by adding to or removing disjoint binary blocks from a BIBD are E-optimal in their class. 
Hence construction of such designs is considered in §8.2.3.
Research in this area also extends to the optimality of more complicated designs with block­
ing. Goos (2002) considers split-plot experiments with an extra blocking factor and Morgan 
and Reck (2007) consider E-Optimality in irregular BIBD settings. Shah and Das (1992) 
demonstrate that it is possible for an E-Optimal design to be non-binary for a given set of 
parameters. This design class is investigated further in §4.2.1, according to new criteria.
Optimality and robustness properties of non-balanced, incomplete block designs have re­
ceived much less attention in the literature. Cheng and Wu (1981) define Nearly Balanced 
Incomplete Block Designs (NBDs), which are developed by Morgan and Srivastav (2000), 
from an optimality perspective only. The vulnerability criteria introduced in Ch.4 are de­
rived for general designs and are used to investigate the vulnerability of non-balanced designs 
in Ch.8 , since often the design parameters do not admit a balanced design.
Observation Loss
Observation loss is a common problem faced by many experimenters. The most extreme 
consequence of observation loss is that the eventual design is disconnected, in which case not
all pairwise treatment differences can be estimated and the usual null hypothesis cannot be 
tested.
The issue of observation loss is considered in §2.3, relating to the connectivity of a design. 
Bose (1947) first introduces the idea of connectivity by defining a pair of treatments to be 
connected if it is possible to pass from the first treatment to the second treatment through 
an alternate chain of blocks and treatments such that every pair within the chain consists 
of an associated block and treatment, with the block containing this particular treatment. 
Eccleston and Hedayat (1974) extend Bose’s idea to define a connected design to be such that 
all treatment pairs are connected, according to Bose’s definition and relate connectedness to 
properties of the information matrix of the design. In §2.3.1 this concept of connectedness 
is implemented in the partition process algorithm, adapted from Godolphin (2004).
Various authors have researched into the robustness properties of designs, considering the 
consequences of various types of observation loss in the general class of incomplete block 
designs. An important contribution is made by Ghosh (1979), who describes a design as 
‘robust against the loss of t observations’ if an eventual design obtained by the loss of any t 
observations from the original design is connected. A corresponding definition is given for a 
design to be maximally robust against the loss of a certain number of blocks.
Many authors have concentrated investigation of consequences of observation loss on BIBDs, 
covering various mechanisms of observation loss, including the loss of one or two observations 
at random, the loss of a set of observations from a single block, the loss of one or more whole 
blocks and the loss of all replicates of a given treatment. For example, Dey (1993) considers 
the robustness of block designs with respect to connectedness, investigating different con­
sequences of losing a set of observations pertaining to the same treatment and of losing all 
observations from a given block.
Ghosh (1982a) considers the robustness of designs against observation loss, with respect 
to the estimability of parameters and shows, for example, that a BIBD with treatment 
replication r is robust against the unavailability of any r  — 1 observations. Results in Ch.4 
demonstrate that these results can be extended through knowledge of the design parameters 
and structure and the improvement upon Ghosh’s bound is proved for certain BIBD classes.
Whittinghill (1989, 1995) compares the properties of designs resulting from the loss of sin­
gle observations from balanced block designs, and by assuming that the eventual design is 
connected, considers the effect of losing two observations at random from a BIBD on Schur- 
convex optimality criteria. Lai et al (2001) calculate the A-efficiency of eventual designs 
formed by the loss of two observations from a BIBD. Prescott and Mansson (2001) inves­
tigate fully the effect of the loss of different configurations of two observations from one 
particular BIBD on properties of the eventual design. The work of Prescott and Mansson is 
developed in §6.2 and the design’s whole BIBD class is fully considered.
Godolphin (2004) explains the importance of checking the likelihood of a design becoming 
disconnected through the loss of one or more observations. Godolphin presents methods for 
identifying sets of treatments that, when lost, yield an eventual disconnected design.
Ghosh (1982a) also proves that a BIBD is robust against the unavailability of any r  — 1
blocks. His work is extended by Baksalary and Tabis (1987) and Sathe and Satam (1992) 
who investigate the maximal robustness of incomplete block designs considering the loss of 
whole blocks. Notz et al (1994) also consider bounds for the maximal number of whole 
blocks and of scattered observations that can be lost without resulting in any inestimable 
treatment contrasts. New, improved conditions for maximal robustness are derived in Ch.3.
Bhaumik and Whittinghill (1991) investigate the optimality of designs after losing complete 
blocks from BIBDs. They show that for universally optimal designs in general, the lost blocks 
would ideally contain disjoint sets of treatments. Conversely, the least optimal eventual 
design is obtained when all removed blocks are identical. They therefore conjecture that 
every pair of blocks should contain as few treatments in common, as possible, and that 
repeated blocks should be avoided. Such recommendations for design strategy are discussed 
in §6.2 and also considered in §7.2 alongside the investigation of Repeated BIBDs.
Lai et al (2001) consider the loss of two blocks from a BIBD. Morgan and Parvu (2008)
compare the performance of eventual designs obtained by the loss of two blocks from non­
isomorphic BIBDs by introducing a criterion, termed Minimum Intersection Aberration 
(MIA). This is discussed in §6.1 and compared to the new vulnerability criteria in §6.3.
Hedayat and John (1974) and Most (1975) investigate the “resistance” of designs after the 
loss of all replicates of a treatment. John (1976) investigates the effect that the loss of 
all replicates of a treatment has by consideration of the efficiency of the residual design and 
Kageyama (1990) considers the consequences of losing all replicates of a subset of treatments 
on variance-balanced designs (VBDs).
Other researchers including Dey (1993), Duan and Kageyama (1996), Duan (1996), Lai, 
Gupta and Bhar (2001), Prescott and Mansson (2002) and Gupta and Srivastava (1992), 
consider the robustness of block designs in terms of the efficiency of the eventual design after 
different scenarios of observation loss, the latter of which investigate resolvable BIBDs.
Robustness with respect to connectedness of eventual designs has been considered for more
complicated design structures, including Godolphin (2 0 0 1 ) who investigates row-column de­
signs. Low, Lewis and Prescott (1999), Godolphin (2004) and Bate, Godolphin and Godol­
phin (2008) consider crossover designs. Similarly, the problem of observation loss is applied 
to Repeated Measurement Designs by Majumdar, Dean and Lewis (2008) and Zhao (2010). 
Ghosh (1982b) gives results on 2^ " factorial designs and Ghosh, Rao and Singhi (1983) look 
at properties of Partially Balanced Incomplete Block Designs (PBIBDs).
Many concepts of this work are analogous to graph theory, since block designs can be repre­
sented as graphs, with the set of vertices corresponding to the treatment set and the edges 
connecting vertices if the treatments occur together in the same block. For example a discon­
nected design can be compared to a disconnected graph. However, a combinatorial centred 
approach is used in this work, rather than a graph theory centred approach. These new 
approaches will aid the future extension and adaptation of results to experimental designs 
with more than one blocking factor, since graph theory cannot be so easily applied to designs 
with more than one blocking factor.
Aims
The main objective in this work is to extend the results of Godolphin (2004) and suggest 
a measure of vulnerability of a planned design to become disconnected through observation 
loss. As with Prescott and Mansson (2001), observation loss is assumed to be at random. 
Using the ideas of Godolphin’s partition process for checking connectivity, it has been possible 
to program a procedure to identify the Rank Reducing Observation Sets (RROSs) of a design 
and output the vulnerability measure, which gives a quick method for comparing possible 
candidate designs.
Developing the work of Ghosh (1982a), general results and formulae have been derived for 
the vulnerability measure of any given block design. Ghosh concentrated only on tmax? the 
maximum number of observations that can be lost for a BIBD to always remain connected. 
Alternative vulnerability measures are introduced in Ch.4.
Extending previous research on comparing the optimality of designs, with respect to the 
efficiency of estimation of treatment effects, the aim is to introduce a new criteria at the 
planning stage, of also comparing the vulnerability of designs. Examples show that the 
optimal design is not always the least vulnerable. Therefore it is suggested that both cri­
teria should be considered when choosing a design for experimentation. This idea develops 
suggestions from Lai et al (2001) who propose a combined approach at the design planning 
stage of checking both the robustness and efficiency of the residual designs. Rather than
considering all possible residual designs, the vulnerability criteria can be compared directly 
from the original design.
In selecting an experimental design, non-isomorphic BIBDs are usually considered as having 
equal merit and few methods are currently available that distinguish between them. One 
exception is the work by Raghavarao et al (1986) who distinguish between such designs 
by considering the variances of estimates of pairwise block effects contrasts. The usual 
assumption of equal merit ignores the fact that in many experimental situations observation 
loss during experimentation is common, so the eventual design does not have the optimal 
properties common to all BIBDs with the same parameters. In particular the property of 
being balanced is destroyed by observation loss. The only method currently available to rank 
a class of non-isomorphic BIBDs that specifically takes the robustness of designs in the event 
of observation loss into consideration is the lA (Intersection Aberration) criterion of Morgan 
and Parvu (2008). In this thesis, vulnerability measures provide a second method for ranking 
BIBDs, since although BIBDs with the same parameters are all universally optimal, their 
consequences of observation loss may vary. The development of the work of Prescott and 
Mansson (2001) in §6.2 also introduces a new method for ranking BIBDs.
Summary
Preliminary material in Ch . 2  introduces the general theory relating to block designs, opti­
mality and disconnectedness in the event of observation loss.
In Ch.3 the loss of whole blocks from general, binary, incomplete block designs is considered 
and new improved conditions for maximal robustness are presented.
The concept of vulnerability is introduced in Ch.4 as a means of guarding against a poor 
eventual design after the loss of random observations during the course of the experiment. 
Formulae for the vulnerability measures of general incomplete block designs are derived, with 
particular reference to a computer program for calculating the vulnerability measures for any 
given design. This program which is described in §4.4.4 and in the Appendix implements 
many of the new results derived in this thesis and is used to obtain the results within many 
of the illustrative examples which follow. Together the theoretical results and the program 
aid in the selection and comparison of least vulnerable designs, as described in Ch . 5  and 
demonstrated specifically for BIBDs in §5.2.2.
In Ch . 6  vulnerability is compared to other robustness criteria for BIBDs. The ranking of a 
class of non-isomorphic BIBDs according to vulnerability is compared to rankings according 
to the efficiency of eventual designs after the loss of two blocks and after the loss of two
or three random observations, developing the work of Morgan & Parvu (2008) in §6.1 and 
extending the ideas of Prescott Sz Mansson (2001) in §6 .2 .
Specific types of BIBDs are investigated in Ch.7. In particular, designs constructed from 
other BIBDs are considered, such as complement BIBDs, with the intention of relating their 
vulnerability properties to those of the BIBD they were generated from. Repeated BIBDs 
with varying support sizes are investigated extending the work of Bhaumik and Whittinghill 
(1991) who consider the existence and construction of BIBDs with different numbers of 
distinct blocks.
In Ch . 8  vulnerability results are extended to non-balanced designs, namely RCDs and NBDs, 
which are known to have good optimality properties when the design parameters to not admit 
a BIBD. Together, examples in Ch.7 and Ch . 8  demonstrate that designs constructed from 
BIBDs with good vulnerabilities also tend to have good vulnerability properties.
Conclusions in §9.1 summarise the advantages of the new robustness criteria.
Chapter 2
PRELIMINARIES
2.1 Block Designs
Randomised Block Designs are commonly used when comparing v  different treatments in the 
presence of a nuisance factor. If the nuisance factor, otherwise known as a blocking factor, 
is known and controllable, it is possible to divide the n  experimental units into b non-empty, 
homogeneous blocks, according to the b levels of the nuisance factor. Any experiment can 
be subject to noise. Some of this variation may be systematic and due to blocking factors 
which could be, for example, the day of the week, the hospital /  centre, the subject or the 
scientist conducting the experiment. The variation of the responses between the blocks can 
be eliminated, by expressing the differences between observations as either differences within 
blocks or differences between blocks.
A block design with v  treatments arranged in b blocks is denoted as a D{v, 6 ), or a D{v, 6 , k) 
if it has common block size k. In a binary block design, each treatment occurs at most 
once in each block. T){v, 6 , k) denotes a class of non-isomorphic D{v, 6 , k)s with the same 
parameters.
Note: In all examples that follow in this thesis, designs will be displayed with columns 
corresponding to blocks. The numerical entries in the columns refer to the treatment labels, 
indicating which treatments are allocated to which blocks. Although there is no significance 
in the ordering of the treatment labels within blocks, entries in columns may be ordered 
systematically, giving insight to the method in which the design structure was obtained, 
for example, by cyclic generation. Observations are numbered column-wise, block by block, 
with the first observation corresponding to the first entry in the first block and the last 
observation corresponding to the last entry in the last block.
In a complete block design, each of the v  treatments occurs once in every block, so that 
k = V.  Otherwise, the design is incomplete. It is incomplete designs that form the focus of 
this work.
The Model Equation
The data from a block design are assumed to fit the additive model yij = p + n -h  (3j 4 - £ij, 
where the scalar p  is the overall mean. The model can be expressed in matrix form in terms 
of Y  or its expectation:
Y  =  X g
_ z  _
or E{Y)  = X g
T
• Y  is the n  X 1 observation vector containing the responses yij, which are assumed to 
be uncorrelated
• ^  is a 6  X 1 vector of blocking effect parameters /3j for j  =  1..., 6 , which are modelled 
as fixed parameters
• r  is a v X 1 vector of treatment eflPect parameters n  for i =
• £ is the 72 X 1 error vector of independent random error terms £{j ~  N{0, a^)
The Design Matrix X  =  [l„|X{,|Xu], is a 72 x (1 +  6 +  f )  matrix, where 1„ is the 72 x 1 unit 
vector, Xfe is the n x h  block component matrix and X ,^ is the n x v  treatment component 
matrix. Each row of the design matrix corresponds to one of the n  observations. Each row of 
X(, contains one element unity and 6  — 1 elements zero, with the element unity corresponding 
to the block containing that particular observation. Similarly, each row of Xy contains one 
element unity and v — I elements zero, with the element unity indicating the treatment 
corresponding to the observation.
r  and X(,XyThe design matrix satisfies the properties: 
where r  is the replication vector containing the replications rj of each of the v  treatments 
and is a diagonal matrix with the leading diagonal containing the treatment replications. 
The replications can be ordered such that rjij >  . . .  >  rjy].
In addition: Xj,l„ =  k and Xj,Xj, =  k*^
where k is the vector containing the sizes kj of each of the 6  blocks and k*^  is a diagonal 
matrix with the leading diagonal containing the block sizes.
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The block sizes can be ordered such that fc[i] >  . . .  >  .
John and Williams (1995) discuss the assumptions of the model. The responses are all 
assumed to have equal variance <7 ,^ so that the variance-covariance matrix of the error vector 
£, is given as V(g) =  cr I^.
Zhao (2010) refers to this setting with fixed block effects and random homeoscedastic errors, 
which are i.i.d. following the Normal distribution, as the Regular Assumption.
The validity of these underlying model assumptions is important for any subsequent analysis 
of the experiment. Changes to this standard additive model such as allowing for responses 
to be correlated, non-normal or non-linear, or treating the block parameters as random 
effects within a mixed model framework, could all be considered as future extensions to this 
research. Some of these topics are proposed within the Further Study in §9 .2 .
The model terms are individually inestimable. Hence elementary contrasts ti — tj are con­
sidered. When analysing the design it is these pairwise treatment differences, which are of 
particular interest.
The Incidence Matrix N  =  X(,Xj, is a f  x 6  matrix, where each entry nij is the sum of the 
cross products of the z-th column of Xy and the j- th  column of Xj,, counting the number of 
times treatment z occurs in block j .  Hence in a binary design, nij =  1 if the z-th treatment 
occurs in the j-th  block and Uij = 0  otherwise.
For a binary design, the Treatment Concurrence Matrix N N ' has leading diagonal equal to 
the replication vector r and off-diagonal elements equal to the concurrences Xjf ,  the number 
of times that treatments j  and f  occur together in a block.
The V  X V  Information Matrix of the design is given as:
'n 0 • • •
C =  I ° I' . . 1 -  N N ' (2.1)
\ °  ° •••
John (1964) gives expressions for the diagonal and off-diagonal elements of C:
(2 .2)
For equi-replicate binary block designs with common block size k, C can be expressed more 
simply than in eq (2 .1 ):
C = /  -  Nk-'N' =  tI - I n N' (2.3)
k
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Hypotheses
The aim is to test the null hypothesis that all treatments have the same effect against the 
alternative hypothesis that there exists a difference between treatments. In order to test 
the null hypothesis, all (J) elementary treatment contrasts Ti — tj must be estimable in the 
design. §2.3.1 shows how the estimability of these contrasts is related to the connectivity 
properties of a design.
2.1.1 Balanced Designs
Balanced Incomplete Block Designs (BIBDs)
Balanced Incomplete Block Designs (BIBDs) are a special class of binary block designs, which 
satisfy three extra conditions:
• Proper: all blocks have common size k
• Equi-Replicate: each treatment occurs in exactly r distinct blocks
• Equi-Concurrent: each pair of treatments occurs together in A distinct blocks 
Hence comparisons between any two treatments can all be made with the same accuracy. 
Example 2.1
This is a BIBD(7,7,3) with v = 7 treatments and 6 = 7  blocks, each of size A: =  3. 
Each treatment has replication r  =  3 and each pair of treatments has concurrence A =  1.
B l  B 2  B3 B4 B5 B 6  B7  
_ -  -  -  -  -  —
2 3 4 5 6  7 1
4 5 6  7 1 2 3
The parameters of a BIBD satisfy the following conditions:
bk
n = bk = vr = >  r  =  — is the common treatment replication
v{k — l)
r{k — 1 ) =  \{v  — 1 ) = >  A =  —----- ^  is the common pairwise treatment concurrence
{ V - 1)
Hence for BIBD(z;, 6 , k)s, eq (2.3) can be simplified to:
C =  ^  since NN' =  (r — A) I +  A J where J - IvXn
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The information matrix for a BIBD therefore has diagonal elements and off-diagonal 
elements using eqs (2 .2 ). Every BIBD(v, 6 , A:) has ra 7%A;(C) =  v  — I. C has one zero 
eigenvalue and v — 1 eigenvalues equal to The eigenvalues of the information matrix are 
applied to optimality criteria in §2 .2 .
Interesting closure properties exist for BIBDs, such that for /c <  -u — 1 , the complement 
design is also a BIBD. The treatments in the blocks of the original BIBD are replaced by 
the remaining treatments that were not in the block, to form a complement BIBD"=(f, 6 , kc = 
v — k) with replication = b — r and concurrence A"" =  A +  6  — 2r. Complement BIBDs are 
investigated in §7.1.
Let BXBV{v^b,k)  denote a class of non-isomorphic BIBD{v,b,k)s.  If A — 1, all D  6  
BXBV{v, b, k) are isomorphic and hence the class has cardinality one, where the term cardi­
nality^ meaning the size of the set, here refers to the number of designs in the class. Therefore 
in §5.2 it is BXBV{v, b, k)s with A > 1 and hence cardinality greater than one that are of 
interest for the comparison of BIBD(u, 6 , k)s within a BXBT>{v, b, k).
Unreduced BIBDs
For any given v  and k with u > fc, a BIBD always exists. By taking all combinations of the 
V treatments. A; at a time, an unreduced BIBD is obtained, which satisfies the following:
, v\ f v 'b =
kl{v — k)\ \ k
(t; — 1 )! f v  — 1
(A: — 1 )!(î; — A:)! \ k  — l 
{v — 2 )\ f v  — 2
{k — 2 )\{v — k)\ \ k  — 2
Unreduced designs tend to have large values of b and r. Any BIBD with A; =  2orA; =  'u — 1 
is an unreduced BIBD. All BIBDs in BXBT>{v,b,2) or in BXBV{v,b,v — 1 ) are isomorphic, 
so these classes only have cardinality one and no comparison of designs within these classes 
is carried out in §5.2.
Augmented BIBDs (ABIBDs)
If exactly one replicate of each of Vt new treatments is added to every block of a BIBD('U, 6 , k),
an Augmented BIBD is produced and shall be denoted as an ABIBD('U +  Vt  ^b,k-\- Vt) with:
rj = r f o r j  =  l , . . . ,u
=  b ÎOÏ V 1  < j  < V i-Vt
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\jj> = A for j , /  e  { 1 , f } J  f  /
=  r ÎOÏ j  e  { v  , f  e  ,
=  b for j , f  e  J  ^  f
The main use of ABIBDs is for testing v  treatments against Vt control treatments. They 
can also be used to construct Variance Balanced Designs (VBDs).
Variance Balanced Designs (VBDs)
In general, a connected block design with v  treatments arranged in b blocks is variance 
balanced if the estimates of all pairwise treatment comparisons can be made with equal 
precision. For such a design, the diagonal elements of C from eq (2 .2 ) are all equal, as are 
the off-diagonal elements. Further, all u — 1 non-zero eigenvalues of the information matrix 
C are equal.
Hence equality amongst the entries of C relates to equality in the precision of the pairwise 
treatment estimates, as demonstrated for balanced designs.
In this work it is assumed that all VBDs are binary. By definition, an equi-replicate, proper 
VBD is a BIBD, but VBDs which are not equi-replicate and non-proper can also exist. 
Such designs are of particular interest in Ch.3 when designs with varying block sizes and 
treatment replications are considered. The VBD(8,28, {2,4}) from Hedayat and Stufken 
(1989), which consists of the ABIBD(8,7,4) augmented from the BIBD(7,7,3), adjoined to 
the BIBD(7,21,2), is an example of an unequi-replicate, non-proper VBD.
Adjoining any two designs BIBD(u,6 , fc) and BlBD'{v,b',k') with the same set of v  treat­
ments, replications r,r'  and concurrences A and A' accordingly, will always produce a VBD. 
If the BIBDs have common block size, such that k = k', then this will produce a BIBD(f, 6 +  
6 ', k) with replication r + r' and concurrence A +  A'. Repeated BIBDs in §7.2 are a special 
case of this. However, if the block sizes differ, this will produce an equi-replicate, non-proper 
VBD(u, b +  b', {k, k'}). Such examples are given by Rao (1958) with a VBD(4,10, {2,3}) 
and by Duan (1996) and Kageyama (1990) with the VBD(7,14, {3,4}).
t-Designs
A t  — k, Xt) design, as considered by Hughes (1965), is an incomplete block design with v  
treatments arranged in b blocks of size k, for which any set of t treatments occurs together 
in Xt blocks.
Therefore a BIBD(u, 6 , k) can also be referred to as a 2 — (u, k, A) design. So it can be said 
that a BIBD is balanced for pairs of treatments and a t-design is balanced up to sets of t
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treatments. In particular, a t-design is also a s-design for all values of s for 0 <  s <  t, where 
the value of can be found in terms of the value Xt and the design parameters:
A t-design with A^  =  1 is called a Steiner System. The BIBD(7,7,3) in Example 2 . 1  is a 
Steiner Triple System, as defined in The Encyclopedia of Design Theory (Cameron) and can 
be denoted as a 2 — (7,3,1) design.
2.1.2 Non-Balanced Designs
For many combinations of v,b,k,  BIBD(u, 6 , /c)s do not exist. In such cases, if the design 
parameters of the experiment are fixed, a non-balanced incomplete block design would be 
necessary for the experiment. Two non-balanced design classes with good properties are 
Regular Graph Designs (RGDs) and Nearly Balanced Designs (NBDs), where designs are 
categorised and constructed to have combinatorial properties as close to BIBDs as possible.
Regular Graph Designs (RGDs)
Regular Graph Designs (RGDs) are incomplete block designs, which are proper and equi- 
replicate, but contain two distinct values for pairwise treatment concurrences, which differ 
by exactly one. In this work, the two concurrences of RGDs shall be denoted as A and A 4-1,
, to be consistent with the notation used for Nearly Balanced Designs towhere A =  
follow.
( u - l )
A RGD with v  treatments arranged in b blocks of size k, with replication r = ^  and 
concurrences Xjj> E {A, A 4 - 1} will be denoted as a RGD(u, 6 , k).
The exact definitions of RGDs vary within the literature. For example, Jacroux (1980) 
considers BIBDs to be a special case of RGDs. PBIBD(2 )s, introduced by Bose & Shimamoto 
(1952) and investigated further by Gheng & Bailey (1991), are Partially Balanced Designs 
with common block size, equal replication and two concurrences. A PBIBD(2) is therefore 
precisely a RGD when the two concurrences can be expressed as A and A 4 -1.
Nearly Balanced Designs (NBDs)
Nearly Balanced Designs (NBDs) are incomplete block designs, which are proper, but have 
unequal replications and unequal concurrences. There are two distinct replication values with 
rj e  { f ,f  4-1}, where r — [^ ] . For three distinct treatments say, \Xjf — Xjf>\ < 1,
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so that the concurrences for each treatment differ by at most one. For fixed u, and when 
A: =  2orA: =  u — 1, NBDs exist for any number of blocks, b.
Example 2.2
In this NBD(5,6,2) Treatments 1, 3, & 5 are replicated twice and Treatments 2 & 4 are repli­
cated three times. The six pairs of treatments occurring together in blocks have concurrence 
Xj f  = 1 and the remaining four pairs of treatments have concurrence Xjjf =  0 , so f  =  2  and 
A =  0 .
E l B 2  B3 B4 B5 B 6
_  _  _  -  -  —
2 3 4 1 5 5
Treatments with lowest replication f  will either have concurrence A or A 4-1 with any other
treatment, where A = r(fc—1 ) . There are two possibilities for the remaining treatments with( u —1)
highest replication r  4-1, producing two types of NBDs.
If there are at least k — 1  treatments that occur together A times with a treatment with 
replication r, any treatment with replication f  4-1, occurs together either A or A4 - 1  times with 
other treatments. So there are only 2  possible concurrences for the design: Xjj> G {A, A 4 - 1}. 
Cheng and Wu (1981) call this a Type 1 NBD. NBD(u,6 ,2)s are always Type 1.
However, if there are less than k — 1  treatments that occur together A times with a treatment 
with replication f, then any treatment with replication 7 4 - 1  can occur together either A, 
A 4 - 1  or A 4 - 2 times with other treatments. So there are now 3 possible concurrence values 
in the whole design: Xjj> G {A, A 4 -1, A 4 - 2}. Cheng and Wu (1981) call this a Type 2 NBD.
2.2 Optimality and Efficiency
Shah and Sinha (1989) consider the optimality of experimental designs. An incomplete block 
design is generally selected by consideration of optimality criteria, often by using a search 
algorithm. It is assumed that the design is connected, as defined formally in §2.3.1. For 
block designs, the optimality criteria measure how accurately treatment comparisons can be 
estimated within blocks in the analysis of the design.
Let pbj {j = 1 , 2 , ...,u — 1 ) be the non-zero eigenvalues of the information matrix C for 
design D. Optimality criteria are functions of the positive eigenvalues of the form 0y(Cf,) =
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Z)J=i fil^j(D)): where /  is some convex function, typically defined so lower values correspond 
to ‘better’ designs. There are three different optimality criteria that are commonly used. 
John and Williams (1982) define their interpretations for block designs. Here, A-, D- and 
E-optimality are defined for the estimation of pairwise treatment differences as:
Within a V{v,b,k),  a design for which $a(Cjd) is minimised is said to be A-Optimal This 
property, associated with the harmonic mean efficiency factor, has the effect of minimising, 
over all designs in the class, the sum of the variances of the elementary treatment contrast 
estimates.
Particular importance is often given to the estimation of the (g) pairwise treatment contrasts. 
The average variance, AV{D),  of the (g) estimates is which is proportional
to $ ^ (0 ^ ).
v - l  ^
$D(Cc) =  n   (2 .6 )
D{v,b,k)s for which ^ ^ (C p ) is minimised are said to be D-Optimal. This property, associ­
ated with the geometric mean efficiency factor, minimises, over all designs in the class, the 
generalised variance of the elementary treatment contrast estimates.
^ e {Cd) = min{/i^} (2.7)j
A design is E-Optimal if within the design class, no design has a larger smallest non-zero 
eigenvalue, i.e. if 0 ^ (0 ^ )  is maximised. This then has the effect of minimising, over all 
designs, the maximum variance of the estimates of an elementary treatment contrast.
Any optimality criterion 0 /  based on the eigenvalues has the same value for all designs in a 
BXBV{v, b, k). For example any BIBD(u, 6, k) has all non-zero eigenvalues equal to so:
$ d (C d) = ( ^ )  , $ « ( % )  =  y  (2.8)
Thus, optimality criteria cannot be used as a method for distinguishing between members 
of a BXBV{v, b, k). The new vulnerability measure introduced in Ch.4, however, provides a 
means for distinguishing between BIBD(u, 6, k)s within a BXBV{v, b, k).
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Kiefer (1975) introduces a sufficient condition for a design to be universally optimal, taking 
into account A-, D-, E- and many other optimality criteria and BIBDs are proven to be 
universally optimal.
Let D e be an eventual design, arising from the loss of a subset of observations from D, and 
denote the information matrix of D e by Provided that %  is connected, the value of 
an optimality criterion, 0, can be calculated for both D  and % .  Interest lies in the ratio of 
the values, termed the ^-efficiency of De relative to D: . Alternative optimality
criteria are available which are functions of the variances of the pairwise treatment contrasts, 
rather than of the eigenvalues and is similarly defined for these. For any optimality 
criterion, Is bounded above by 1. An eventual design corresponding to only a small loss 
of efficiency from the original design has close to 1. The term relative efficiency of De 
and D  refers to the $^-efficiency of De relative to D, namely =  av{dI) ’ ratio of
the average variances.
2.3 Observation Loss
In practice, many experiments involving block designs face the major problem of unplanned 
observation loss during the course of the experiment, either through observations being 
unavailable, or unreliable. Missing observations could comprise the loss of observations at 
random, the loss of a whole block, or the loss of all replicates of a particular treatment.
Unavailability of data can arise through a variety of different causes. Clinical trials suffer 
from patient drop-outs, industrial experiments can be affected by equipment failure, plants 
could die in agricultural trials, or more generally, data can be lost through human error, 
or by being considered as outliers. Low, Lewis and Prescott (1999) state from experience 
that dropout could amount to up to 25% of the initial observations. In addition, it may be 
necessary to terminate the experiment before completion due to unforeseen circumstances. 
Majumdar, Dean and Lewis (2008) also relate an interim analysis from a longitudinal study 
as being analogous to an eventual design with the final set of periods missing.
Design selection criteria are usually based on the implicit assumption that the experiment 
will be completed with reliable observations recorded for each plot. This is often not the 
case in practice, so the eventual design has different properties from the design selected 
originally. For example, any balance in the original design is destroyed. The eventual design 
may be much less efficient than the original design or, in an extreme situation, the eventual 
design may be disconnected, as defined in §2.3.1. Clearly, it is reasonable to expect the
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experimental analyst to guard against the possibility of serious damage to the experiment 
through observation loss. Hence the idea of vulnerability is introduced in Ch.4.
2.3.1 D isconnectedness
The most extreme consequence of the loss of a set of observations is that an eventual design, 
De , may be disconnected. In such situations it is not possible to calculate the ^-efficiency. In 
a disconnected eventual design not all pairwise treatment contrasts are estimable. Therefore 
it is not possible to test the null hypothesis that all v  treatments have the same effect and to 
perform the usual analysis. If an attempt is made to analyse the results from a disconnected 
design, errors can occur in the Analysis of Variance (ANOVA). The initial aims of the 
experiment will have been seriously compromised.
Therefore a disconnected eventual design is generally considered to be a worse outcome than 
a connected eventual design with low ^-efficiency and this belief is assumed throughout this 
work. There may be some rare situations in which this assumption would not be true. For 
example, if not all treatment effects were of equal interest, and observation loss comprised 
the loss of all replicates of a given treatment of lesser importance, then despite being discon­
nected, such an eventual design with high efficiency for the estimation of pairwise treatment 
differences between all remaining treatments of higher importance, could be preferred to a 
connected eventual design with much lower overall efficiency. Similarly, varying such assump­
tions can alter the motivation behind the optimality criteria, too. Such ideas are discussed
for Further Study in §9.2.
However, assuming that observation loss is at random, and that the effects of all treatments 
are of equal interest, it is assumed that a disconnected design is the worst case scenario for 
an eventual design, from here onwards. Indeed, the assumption of data being Missing At 
Random (MAR), using the common terminology for missing data from Little and Rubin 
(1987), is most widely used in the literature. For example, this is also the assumption of 
Herzberg and Andrews (1976), who also, as with this research, assumes that the probability 
of one single observation being missing, is independent of that for any other observation.
Let C be the information matrix of the design. Chakrabarti (1963) proves that:
If rank(C) = v  — l  = >  design is connected 
If rank{Q) < v  — 1 design is disconnected
The nullspace (or kernel) of the information matrix, /C(C), also provides information on the 
connectedness of the design. Let d +  1 =  dim{}C(C)}:
18
If connected d =  0, if disconnected ==> d >  1
A design with d > 1 is defined to be disconnected of degree d.
For a connected design, the nullspace of the information matrix, /C(C), has dimension one and 
a basis is given by the vector Furthermore for the design matrix X, Rank(X) =v-\-h — l.
Since D  is connected, the eigenvalues of Cd are expressed as:
0 =  Mo(D) < /^ l(D) < k'2{D) < - < t^v-l(D) (2.9)
A design is connected if all elementary treatment contrasts are estimable directly within 
blocks, or indirectly via other blocks: i.e. if unbiased estimates can be obtained for all 
pairwise differences n  — Tj {i, j e  {1,..., v} , i ^  j)
In a design which is disconnected of degree d, the v  treatments are divided into d+1 associate 
classes, as defined by Go dolphin (2004). A basis for the nullspace of the information matrix 
contains d+1 vectors. In any nullspace, treatments are in the same associate class if and only 
if the corresponding elements in each vector in the nullspace are common. For a disconnected 
design, some elementary treatment contrasts are not estimable. The elementary treatment 
contrast n  — Tj can only be estimated if Ti and tj are in the same associate class.
Note that all references to connected and disconnected refer specifically to treatment con­
nected and treatment disconnected, respectively. For example, a design with empty blocks 
can still be treatment connected even though the design matrix indicates a rank deficiency.
Due to the estimability restrictions of a disconnected design, it is important that any exper­
iment uses a connected design. So the statistician should check that the design is connected 
before implementation. The partition process of Go dolphin (2004), provides an algorithm to 
determine whether or not an incomplete block design is connected:
1. Block 1: put B1 and the treatments from block 1 into partition set Bi
e.g. Bi = { B l , V l ,  V2, R3}, if block B l  contains the first three treatments VI,  V2, V3.
2. Block 2: if any treatments from block 2 are already contained in set Bi, then put B2  
and remaining treatments from block 2 into Bi',
otherwise put B2  and 2treatments from block 2 into a new partition set Bg
3. Block 3: if any treatments from block 3 occur in exactly one of the current partition 
sets, then put B3  and the remaining treatments from block 3 into this set and any 
other existing partition sets stay the same;
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if there already exist two partition sets Bi  and Bg, and some treatments from block 3 
occur in both sets, then replace Bi  by U Bg, delete the previous set Bg and put B3 
and remaining treatments from block 3 into the merged set Bi;
if no treatments from block 3 are in any of the current partition sets, then put B3 and 
treatments from block 3 into a new partition set and any of the original sets remain 
the same.
Repeat this process for all of the remaining blocks, either merging sets together when treat­
ments are in common or forming new sets if treatments are still all disjoint.
The algorithm stops when either:
• At any stage of the process, Bi contains all v  treatments, denoted as varieties V I , . . .  ,V v  
= >  design is connected.
• All b blocks have been considered in turn and the disjoint partition sets B%, ...,Bd+i 
have been formed ===+ design is disconnected of order d.
Example 2.3
Application of Algorithm to a Disconnected Incomplete Block Design D(7,7,3):
B l B2 B3 B4 B5 B6 B7
1 1 1 2 5 5 5
2 2 3 3 6 6 6
3 4 4 4 7 7 7
After considering all blocks, there still remain two disjoint partition sets, corresponding to 
two associate classes. Therefore not all pairwise treatment comparisons can be estimated.
Bl =  {VI,  V2, V3, V4, B l, B2, B3, B 4} , Bg =  {Vb, VQ, V7, B5, B6, B7}
There are two vectors in the basis of JC(C), therefore the design is disconnected of order 1. 
A basis of /C(C) is:
1 1 1 1 1 1 1 y  and (  1 1  1  1 0  0  0  y
Pairwise treatment differences Ti — Tj can still be estimated within associate classes:
Ti — Tg, Ti — Tg, Ti — 7 4 , Tg — Tg, Tg — 74 , 73 — 7 4 , T^ — Tq , T5 — Tj , Tq — T j
But these elementary treatment contrasts are inestimable:
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Tl — Tg; T i — Te, Ti — Ty, Tg — Tg, Tg — Te, Tg — Ty
Ts — Te, T 3 — Te, T3 — Ty, T4 — T5, T4 — Te, T4 — Ty
The number of partition sets is equivalent to the number of associate classes. The partitions
of a disconnected design reflect the separation of treatments into classes such that no treat­
ment from one class occurs in a block with any treatment from a different class. Hence the 
degree, d, of disconnectivity can be related to the partition sets, similarly to its relation to 
associate classes: d = { no. of partition sets ) — 1.
Complete block designs are always connected, since all treatment comparisons are estimable 
within each block. Therefore it is only necessary to consider the connectivity of incomplete 
block designs. BIBDs are always connected since each pair of treatments occurs in A blocks. 
However, if observations are lost during the course of the experiment, a BIBD can result in a 
disconnected eventual design. This is demonstrated in Example 2.4 with BIBD(7,7,3) from 
Example 2.1.
Assuming the original design D  is connected, a Rank Reducing Observation Set (RROS), 
as defined by Godolphin (2004, 2006), is a set of observations which, when lost, yields an 
eventual disconnected design D e - The rank of the information matrix Cg of the eventual 
design is less than the rank of the information matrix Cp of the original design.
Example 2.4
Recall the BIBD(7,7,3) from Example 2.1. Suppose observations 1, 2, 8 and 10 are lost:
B l B2 B3 B4 B5 B6 B7
* 2 3 * 5 6 7
* 3 * 5 6 7 1
4 5 6 7 1 2 3
This eventual design is disconnected, so {1,2,8,10} is a RROS of size 4. The effect of 
Treatment 4 cannot be compared with the effect of any other treatment. The treatment 
set V  is partitioned into 2 sets {V 4} and {VI ,  V2, V3,Vb, V6, VI},  so it is disconnected of 
degree 1.
There are three different types of RROSs resulting in an eventual disconnected design:
1. Type I: after loss of the random observation set. D e contains at least one replicate of 
each treatment and at least one observation in each block. However, some treatment
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contrasts and some contrasts of block parameters are inestimable. D e is treatment 
disconnected and block disconnected, so this is the worst type since the design has 
been disconnected completely.
2. Type II: all observations from one or more blocks are lost. D e contains at least one 
empty block causing contrasts involving the corresponding block parameters to be 
inestimable. Assuming this RROS is not also classified as Type I or Type III, all 
elementary treatment contrasts can still be estimated from the remaining b —1 blocks. 
Thus Bg is treatment connected and block disconnected.
3. Type III: all replicates of one or more treatments are lost. D e contains less than v  
treatments, meaning that no estimates can be made for pairwise treatment differences 
involving the missing treatments, but assuming this RROS is not also classified as Type 
I, pairwise treatment differences within the remaining treatments are still estimable. 
Thus De is treatment disconnected.
See Ch.l for a list of authors who consider the robustness according to the loss of whole 
blocks or the loss of all replicates of a treatment from a design.
A RROS that reduces the rank of the information matrix by 1, has no proper subset that 
is also a RROS and will be classified as exactly one of the three types given. The loss of 
observations in a RROS that is Type II only does not affect the estimability of treatment 
contrasts and RROSs of Type III only still enable estimation of all contrasts involving re­
maining treatments. RROSs of Type II and III are immediately obvious from knowledge of 
the block sizes and the number of replications of each treatment, respectively.
In Ch.3, the loss of whole blocks is investigated, which corresponds to Type II RROSs. This 
is considered in order to then identify when the loss of such observations also constitutes 
Type I RROSs, resulting in the design being completely disconnected, with respect to the 
estimation of treatment contrasts as well. Prom Ch.4 onwards, RROSs incurred by the loss 
of random observations, which are exclusively Type I, are of particular interest and form 
the focus of this work. This concept is consistent with Whittinghill (1995) who considers 
the loss of scattered observations provided that no observation loss involving whole blocks 
or complete treatments occurs. Hence, for brevity, the term (dis)connected is assumed to 
mean treatment (dis)connected from Ch.4 onwards, unless otherwise specified.
Following Eccleston, J.A. and Hedayat, A. (1974), the loss of observations in a Type I 
RROS partitions the treatment set R of B  into sets Vi, V^-i, with cardinalities i and v  — 
i, respectively, and the set B  of blocks of D  into non-empty partition sets Bi,  Bg with
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cardinalities 6 i and b — bi, respectively. De has treatments from Vi arranged exclusively 
in Bl  and those from V^-i exclusively in Bg. Pairwise treatment comparisons can be made 
within Vi and within but not between the two sets. In other words, the treatments in 
Vi are isolated from those in V \b^. Therefore only Q) +  of the (g) pairwise treatment 
contrasts are estimable. The available data comprise two observation sets which cannot be 
analysed as a single entity, although they can be analysed separately, as discussed by Sear le 
(1971), to gain limited information.
Hence it helps to know the nature of the partition of a disconnected eventual design, in order 
to realise the full extent of the damage to the experiment, caused by the disconnectedness. 
It may be, for example, that the experimenter considers the partitioning of one eventual 
disconnected design to be better or worse than another, depending on the specific config­
uration of the lost observations, or based on some prior knowledge of the most susceptible 
observations to being lost, as discussed in the Further Study in §9.2. However, it is generally 
assumed in this work, that any disconnected design is the worst case scenario for an eventual 
design.
For BIBD(f, 6, k)s, the minimal sizes of RROSs of Types II and HI are equal amongst all 
designs in a BXBV{v, b, k). Each BIBD(u, 6, k) has b Type II RROSs of size k and v  Type HI 
RROSs of size r. However, work in §5.2 shows that the minimal sizes of Type I RROSs can 
differ amongst BIBD(u,6, fc)s. Therefore when comparing the properties of different designs 
in a BXBV{v, b, k), only Type I RROSs need be considered.
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Chapter 3
LOSS OF WHOLE BLOCKS
In this chapter, the loss of whole blocks from binary D{v, b)s is investigated in order to aid 
in both design selection and construction. Designs considered are not necessarily proper or 
equi-replicate; the block sizes and the treatment replication numbers are ordered as follows:
k[i] > k[2 ] >  . . .  >  and r[i] > r[g] >  >  r^ ]^. (3.1)
There are many experimental situations, in which it is likely that whole blocks of observations 
can be lost during the course of the experiment. For example in agricultural experiments, 
where a block represents a plot in a field, if all plants in a particular plot die due to flooding, 
then all observations in that block are lost. Similarly, in a pharmaceutical trial, with a 
block corresponding to all samples on an assay, if any given assay is damaged or exposed 
to inconsistent conditions, then all observations in that block are considered unreliable. 
In general, Ghosh (1982a) explains that loss of budget during the experiment can cause 
substantial observation loss and it will not be known which observations go missing. Several 
authors have considered the unavailability of data in such scenarios.
Ghosh (1982a) proves that a BIBD(u,6, A:) is robust against the loss of r  — 1 whole blocks, 
in the sense that the eventual design remains treatment-connected. Baksalary and Tabis 
(1987) adapt the concept of Ghosh and consider D{v, b)s after the loss of any r[y] — 1 blocks, 
for which the eventual design is denoted as B;. If By is connected for all possible choices of 
r[u] — 1 lost blocks, B  is defined to be maximally robust against the unavailability of data 
and with respect to estimability of treatment contrasts. For preciseness in this work, the 
phrase “unavailability of data” in this definition from literature is adapted to “loss of whole 
blocks”.
The loss of a maximum of r[y] — 1 blocks is considered, since the loss of certain sets of r^ u] 
blocks results in the loss of all replications of a treatment with minimum replication r[yj. Such
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a loss of blocks results in a Type III RROS, as defined in §2.3, whereas setting — 1 as the 
maximum number of lost blocks ensures all elementary treatment contrasts are estimable, 
providing no Type I RROS is incurred. It is required to guard against designs that become 
disconnected after the loss of up to — 1 whole blocks.
Baksalary and Tabis (1987) derive sufficient conditions for the maximal robustness of D(v, b)s. 
Their first condition is dependent only on the block sizes and treatment replications of the 
design, whereas their other conditions require knowledge of design concurrences and provide 
a lower bound in terms of block sizes, treatment replications and concurrences for a design 
to be maximally robust. Sathe and Satam (1992) improve upon this initial bound.
In this thesis, these sufficient conditions for maximal robustness have been improved and 
some new conditions are derived. These conditions provide useful tools to aid in identification 
and construction of maximally robust designs. In §3.1 conditions on block sizes and treatment 
replications are investigated and in §3.2 conditions involving concurrences are explored. 
These new conditions require two preliminary lemmas, which provide general results to 
be used in both §3.1 and §3.2. They give expressions for values Xm and where Xm relates 
to a number of blocks, and ym to a number of treatments, enabling improved conditions for 
maximal robustness to be obtained which take into account information on block sizes and 
treatment replications not explained by Baksalary & Tabis or Sathe & Satam.
Lemma 3.1
Let xq = 1 and for each m =  1 ,2 ,... define:
2/m =  k[b_xm-i+l]
Xm = +  1
Then xq, Xi, arg, . . .  and yi, 7/2 , . . .  are monotonically non-decreasing sequences of integers. 
Furthermore, there exists some value of m, such that Xm+i = Xm or 2/m+i =  2/m, so that the 
sequences terminate at stop values x^ and y ,^ respectively, where 1 <  < r[ij — V[y] + 1  and
k[b] < 2/# <  ^[1].
Proof
In order to show that a:o, Xi, X2 , . . .  ,x^ is a, monotonically non-decreasing sequence, let the 
induction statement be P{m) such that Xm <  Xm+i-
For m =  0 ,a:i -  a:o =  -  U -^yo+i] =  ^ 0 by eq (3.1). Hence xq <  xi,
so P{rn) is true for m = Q.
Suppose P(m ) is true, i.e. Xm < Xmu- Therefore <  r[^-ym+i+i]i which by eq (3.1)
implies th a t ym < 2/m+i-
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Then considering P{m  +  1), it is required to determine that Xm+i < Xm+2 - The difference 
Xm+ 2  -  Xm+ 1  = ~  Ui'-yTr.+i+i]' Suppose instead that -  Xm+i < 0, then by eq
(3.1), V  -  ym+ 2  + 1 > V -  ym+i +  1 = >  2/m+2 < Vm+i, SO that k[b-Xm^ i+l] < k[b-a,^+i]. But 
by eq (3.1), this implies that b -  Xm+i + l > b - X m  + l  = >  Xm+i < x ^ ,  which yields a 
contradiction since >  Xm by P(m). Therefore it must be that Xm+ 2  — Xm+i >  0, i.e. 
that Xm^ -i <  Xm-ir2 - Heuce P(m  +  1 ) is true.
Therefore, by proof by induction, P(m ) is true for all m >  0, so the Xm sequence is mono­
tonically non-decreasing.
The proof follows similarly for the Pm sequence, using the induction statement P(m ) such 
that 2/m ^  2/m+l*
Firstly, for m =  1 , 2/g -  2/1 =  k[b-xi+i] ~  k[b] > 0.
Then if 2/m <  2/m+i by P(m ), k[b-xm-i+i] < [^6-x^+i], which implies that Xm-i < Xm- 
Next for P(m  + 1), considering 2/m+ 2  “ 2/m+i =  [^fe-x^+i+i] -  ^[b-z^+i] and supposing instead 
that 2/m+ 2  -  Vm+i < 0 , it follows that x^+i < Xm, i.e. that , which
implies that 2/m+i < Vm, again yielding a contradiction.
If for some value of m, Xm+i = Xm or 2/m+i =  Vm, then the sequences terminate with stop 
values x^ = x^. and 2/# = ym- Otherwise the stop values are 2/; =  A)[i] and x^ = T[i] — r[„] +  1. 
These follow due to the bounds on 2/m and r^ . For all values of m, 2/m < t;, since 2/m 
corresponds to the number of treatments in a block of a binary block design.
Also, 1 <  r[m] <  b, since treatments can only be replicated at most once in each block. 
Therefore x^ < +  1 <  r[^-v+i] ~  r[v] +  1 =  T[i] -  r[^ ] +  1 . Applying this bound
gives % < =  &,!]. □
If a design is equi-replicate, x^, = I for all m  and 2/m =  [^6], which leads to 2/m =  ^ if 
the design is also proper. So Xm and 2/m only provide further information to improve upon 
the previous conditions in the literature if a design has variable block sizes or treatment 
replications, in which case, and 2/; can differ significantly from 1 and fc[t], respectively, the 
terms used in the expressions by Baksalary & Tabis and Sathe & Satam.
Lemma 3.2 gives lower bounds for the number of blocks and for the number of treatments 
occurring in these blocks for certain subsets of blocks from an eventual design D^.
Lemma 3.2
Let B[j be a non-empty subset of the blocks of such that any treatment occurring in a 
block of B(j has all of its replicates occurring in blocks contained in Bjj. Then:
• the number of blocks in B; is greater than or equal to x^
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• the number of treatments occurring in the blocks of B; is greater than or equal to î/jj 
P roof
The largest block in B; has size greater than or equal to 2/1 =  k[b\. Since this is a block of D 
it contains a treatment replicated at least times in D. Therefore this treatment is
replicated at least Xi = +  f times in B;, hence B(j contains at least Xi blocks.
But this implies that the largest block in B; has size greater than or equal to 2/2 =  [^6-xi+i] 
and this therefore shows that B; contains at least X2 = r\^v-y2 +i] ~  ’"[u] +  1 blocks.
This in turn implies that the largest block in B; actually has size greater than or equal to 
2/3 — k[b-x2 +i]i so that Bj) is now known to contain at least Xs =  r[u_yg+i] — +  1 blocks.
Continuing this argument iteratively shows that there exists a treatment in a block of B; 
with replication greater than or equal to x^, so that B; contains at least x^ blocks and the 
largest block in B; has size greater than or equal to 2/; =  k[b-x^+i], so that B; contains at 
least 2/ti treatments. Hence the result of Lemma 3.2 follows. □
3.1 Conditions using Basic Design Parameters
Theorem 3.3 derived by Baksalary and Tabis (1987) gives a sufficient condition for the max­
imal robustness of a D{v, b) in terms of its block sizes and mininium treatment replication.
T heorem  3.3
For a binary design, D, the condition
is sufficient for D  to be maximally robust against the loss of whole blocks and with respect 
to estimability of treatment contrasts.
Baksalary and Tabis prove Theorem 3.3 using an argument on incidence matrices. It can 
also be justified using the partition process of Godolphin (2004) discussed in §2.3. Suppose 
that B|j is disconnected. It follows from the partition process that the blocks of B; can be 
arranged in two non-empty sets Bi and Bg such that no treatment allocated to blocks in Bi 
occurs in any of the blocks in Bg. Such sets shall be referred to as non-overlapping sets Bi 
and Bg. Let B% contain the largest block of By which has block-size greater than or equal 
to so the blocks in B\  contain at least treatments. The largest block in Bg has 
size greater than or equal to k ^  and hence the result follows.
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Theorem 3.3 makes use of available information on block sizes. However, it does not take 
full account of the treatment replications. The argument is extended using Lemmas 3.1 and
3.2 to yield a new, improved result, as follows in Theorem 3.4.
Theorem 3.4
For a binary design, D, the condition 
k^[v]] "k [^6-xu+l] ^
is sufficient for D  to be maximally robust against the loss of whole blocks and with respect 
to estimability of treatment contrasts.
Proof
Assume that B; is disconnected, then the blocks of B; can be arranged in two non­
overlapping sets Bl  and Bg, with blocks in Bi containing at least treatments. Then 
by Lemma 3.2, the blocks of Bg contain at least treatments, implying that
k[ri^ ]] +  [^b-xD+i] <  t). Hence condition (3.3) ensures B; is connected. □
The following examples demonstrate the improvement of condition (3.3) upon (3.2). 
Example 3.1
A B ( 1 2 , 6 ) has block sizes k[i] = 9, A:[g] =  8 , k[s] = 7, fc[4] =  6 , fc[5j =  5, k[6] = 4 and treatment 
replications =  4 (j =  1 , . . . ,  6 ), =  3 (j =  7 ,8 ,9) and r^] =  2 (j =  10,11,12). Then
k^[v]] +  k[b] = k[2 ] +  k[s] =  12 so condition (3.2) fails. However xi = r[g] — r[ig] +  1  — 2, 
2/2 =  [^5] = b,X 2 = f[8] —T[ig] +  1 =  2, so the stop value of the Xm sequence is T; =  2 by Lemma 
3.1, since Tg = Xi. Hence condition (3.3) is satisfied: +  k[b-x^ +i] = k[2 ] +  ki^ ] =  13 >  r;
and B  is maximally robust.
Example 3.2
A B (6 ,40) consists of: a BIBD(5,10,2), two BIBD(5,10,3)s and a BIBD(5,10,3) for Treat­
ments { y i , . . . ,  y5} with the BIBD(5,10,3) augmented with Treatment {V6 } in each block 
to form an ABIBD(6 , 10,4). The replication numbers are =  22 for 1 <  j  <  5 and
r[6] =  10. Thus +  ^ [6] =  ^[10] +  %o] =  6  so condition (3.2) fails. However yi =  fc[40] hence 
xi = r[6-fc[40]+i] -T [6] +  1 =  r[5] -T[6] +  1 =  13; also Tg =  13, so by Lemma 3.1, T; =  13. Hence 
condition (3.3) is satisfied, i.e. A:[io] +  A:[4 o_i3+i] = 7 > v. So B  is shown to be maximally 
robust although the Baksalary & Tabis condition does not detect this.
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In fact, replacing Tjj by Xm in condition (3.3), for any value of m, provides a sufficient con­
dition for maximal robustness. As m  increases, the condition gets stronger. The Baksalary 
& Tabis condition (3.2) provides the weakest condition with Xq = \, whereas condition (3.3) 
is sharper using T;, the maximum value of Xm-
In Theorem 3.5, the argument from Theorem 3.4 is adapted by interchanging the roles of 
block sizes and treatment replications to give rise to a further new condition, not given by 
Baksalary &; Tabis or Sathe & Satam.
Theorem 3.5
For a binary design, B, the condition
T[i] +  r[y_yj,+i] > 6  +  r[y] — 1 (3.4)
is sufficient for B  to be maximally robust against the loss of whole blocks and with respect 
to estimability of treatment contrasts.
Proof
Assume that B^ is disconnected and, as in Theorem 3.4, let the blocks of B; be arranged in 
two non-overlapping sets Bi and Bg. Suppose the treatment with largest replication number, 
which is at least as large as r[i]—r[u]+l, occurs in a block of B%. Then B% contains at least r[i] — 
r[y] + 1 blocks. By Lemma 3.2, Bg contains at least r [ u _ y „ + i ] b l o c k s .  This gives a con­
tradiction if Bl and Bg necessarily contain more blocks than the total number of blocks in B;,
i.e. (r[i] — r[u] +  l) +  {r[v-y^+i] — V[v] +  l) > b — r[yj +  1 ,
which is condition (3.4). □
Although conditions (3.3) and (3.4) both depend on the same block size and treatment 
replication parameters, they actually perform differently. In particular, condition (3.4) is 
not satisfied for designs in Examples 3.1 and 3.2, unlike condition (3.3). In Example 3.1, 
Tu =  2, so 2/(j =  kib-2 +i] = fc[5] =  5 and hence =  r^ s] =  3. But 4 +  3 <  6  +  2 -  1,
so condition (3.4) fails. Similarly, in Example 3.2, T; =  13, so = k[b-i3 +i] = k[2 8 ] = 3 and 
hence =  r[4] =  22. But 22 + 22 < 40 +  10 — 1, so condition (3.4) fails. However, the
next two examples show that condition (3.4) can succeed where condition (3.3) does not.
Example 3.3
A B (8 , 10) has block sizes k^] = S {j = 1,2,3), fcyj =  4 (4 <  j  <  10) and treatment 
replications r[i] =  9, =  7 (2 <  j  <  4), ryj =  6  (5 < j  <  7) and =  4.
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For this design, 2/1 =  fc[io] =  4, Ti =  r[^-y,+i] -r^^] +1 =  rgg] -^g] +  1 =  3 and 2/2 =  fc[6_xi+i] =  
/C[g] =  4; therefore = 4 so that r[ij +  = 15 and b +  rjy] — 1 =  13; i.e. condition
(3.4) is satisfied in this case and D  is maximally robust. However condition (3.3) fails since 
*'h„i] + 2/« =  4 +  4 < t ;  =  8 .
Example 3.4
Let a D{v, b) consist of b blocks of size ko containing v — 1 treatments with common 
replication Tq together with a control treatment added to each block. If blocks are lost 
from D  the eventual design will be connected, as long as v  treatments occur in it, since 
all remaining blocks contain the control. In particular, the design is maximally robust 
although this property is not established from conditions (3.2) or (3.3) when Ajq < f , since 
Hn^]\ ^  2/co <  V. Condition (3.4) is r[i] +  r[y-ko+i] = b + r o > b - \ - r o - l  = b4- V[y] -  1,
confirming D  is maximally robust.
Similarly to the generalisation of eq (3.3), y  ^ can be replaced by 2/m in eq (3.4), for any value 
of m, to always give a sufficient condition for maximal robustness, which strengthens as m  
increases, so that condition (3.4) is in its strongest form.
Corollary 3.6
If for any binary design, B, r[i] =  6 , this property is sufficient for B  to be maximally robust 
against the loss of whole blocks and with respect to estimability of treatment contrasts.
Proof
Corollary 3.6 arises, since condition (3.4) is satisfied for any design with f[i] =  b:
When T[i] =  b, condition (3.4) reduces to > V[v], which is always true by Lemma
3.1 and by the ordering in eq (3.1) since k[  ^ > 1 . □
By Corollary 3.6, condition (3.4) is satisfied for any augmented design, including ABIBDs 
as defined in §2 .1 .1 .
Condition (3.4) only applies to designs with varying treatment replications. Otherwise the 
condition reduces to r  > 6 , which is not true for equi-replicate, incomplete, binary B(u, b)s.
The following lemma provides some simple results for maximal robustness based on bounds 
for T; and y .^
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Lemma 3.7
Let Xm and 2/m be defined as in Lemma 3.1 with stop values x^ and 2/; respectively.
For a binary design, D, either condition:
(i) Tu > 1 ( 6  — Tgi;] +  l ) , or
(ii) 2/H > iv ,
is sufficient for D  to be maximally robust against the loss of whole blocks and with respect 
to estimability of treatment contrasts.
Proof
By Lemma 3.2, if T; > ^ ( 6  — r[u] +  l) , then each set of blocks B; contains more than 
1(6 — r[y] +  l) blocks. So the contradiction from Theorem 3.5 follows since both Bi and Bg 
would together contain more blocks than the total number of blocks, 6  — r[y] +  1 , in B;. 
Similarly, if 2/(j > \v ,  then each set of blocks B; contains more than \ v  treatments. So 
the contradiction from Theorem 3.4 follows since B\  and Bg would together contain more 
treatments than the total number of treatments, v, in B;.
Therefore either of conditions (i) or (ii) is sufficient to deny the existence of two non­
overlapping sets of blocks of B; proving its connectedness. □
Further investigation of conditions for maximal robustness of B  is therefore only required if 
the stop values T; and are sufficiently small so that both conditions of Lemma 3.7 fail. 
Examples of such designs include those in Examples 3.1, 3.2, 3.3 or 3.4 with fco <  | .  In 
Example 3.1, Tu =  2 < i ( 6 - 2  +  l) =  |  and 2/u =  5 <  f  =  6 . In Example 3.2, T; =  13 < 
I (40 — 10 +  1) =  Y and 2/tt =  3 <  f  =  3. In Example 3.3, Ty =  3 < |(1 0  — 4 +  1) =  |  and 
2/tt == 4 <  I  =  4. In Example 3.4, T; =  1 <  ^ ( 6  -  To +  1) and y  ^= ko<
In what follows in §3.2 it is assumed that conditions (i) and (ii) of Lemma 3.7 do not apply.
3.2 Conditions using Concurrence Properties
Suppose that k is the vector of block sizes and =  diag(k). Let K* denote the smallest 
off-diagonal element of Nk~‘^ N' and let A* be the smallest off-diagonal element of N N ', 
where N is the incidence matrix of B. Two further sufficient conditions for the maximal 
robustness of B  are given by Baksalary and Tabis (1987) in terms of K* and A*.
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T heorem  3.8
For a D{v,b), either condition
I . ,  , u2
"I - '
is sufficient for D  to be maximally robust against the loss of whole blocks and with respect 
to estimability of treatment contrasts.
Similarly to the off-diagonal elements of the information matrix in eq (2.2), the off-diagonal 
elements ku> and A»/ of the matrices and N N ', can be expressed as:
K»' =  and A», =  ^ riijni>j
Baksalary and Tabis use Theorem 3.8 to give an alternative proof to Ghosh (1982a) for the 
robustness of BIBD(u, 6 , k)s, given by the following Corollary.
C orollary  3.9
Every BIBD(u, 6 , k) is maximally robust against the loss of whole blocks with respect to 
estimability of treatment contrasts.
Sathe and Satam (1992) improve upon Theorem 3.8, using the following extra terms:
%  W )
:|;1
p{hi]>P) = — ----^ —  -------  and p) =  % p(fcy |,^ ), (3.6)
where =  min{ ^  ,/?} and ^  denotes the integer part of
T heorem  3.10
Let D{v, b) be a binary block design and let K* and A* be the minimal concurrencies defined 
above. Then either condition
k[b] {v — k[b] ) k[b] {v — k[b] )
is sufficient for D  to be maximally robust against the loss of whole blocks and with respect 
to estimability of treatment contrasts.
These conditions provide lower bounds than those provided in Theorem 3.8. Sathe and 
Satam demonstrate the improvement of their result, with the example of the equi-replicate 
VBDs from Gupta and Jones (1983), since all designs are maximally robust according to
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Theorem 3.10, whereas not all these VBDs satisfy Baksalary and Tabis’ conditions from 
Theorem 3.8. In this section it is shown that the bounds of K* and A* can in fact be further 
reduced, giving rise to new conditions for maximal robustness improving upon Theorem 3.10.
The proof of these new conditions given in Theorem 3.12 requires use of some preliminary 
results from Sathe and Satam (1992) presented in Lemma 3.11.
Lemma 3.11
(3.8)
r-H- 1  n^]-l
(n) ^  v{k\j],va) > ^  p{kj, vq) > {v -  vq) (3.9)
j=\ j - i
So eq (3.9) shows that for a fixed value of uq, p{kj,vo) is an increasing function of kj.
Theorem 3.12
Let D = D{v, b) be a binary block design and let K* and A* be defined as in Theorem 3.10. 
Let To =  1 and for each m =  1 ,2 ,...  define Xm and 7/m &s in Lemma 3.1 and let T; and 
be the respective stop values. Then either condition
„ (..) (3.10)
y i ( v - y , )  2/1 (v -  2/,)
is sufficient for D to be maximally robust against the loss of whole blocks and with respect
to estimability of treatment contrasts, with p ( .,.) and g(.,.) defined by eq (3.6).
Furthermore, the bounds in (i) and (ii) coincide with or are lower than the corresponding 
bounds in Theorem 3.10.
Proof
Assume that B; is disconnected and, therefore, that the blocks of B; are arranged in non­
empty, non-overlapping sets Bi  and Bg. From the proof of Theorem 3.4 it follows that the 
blocks of Bl contain at least treatments and that the blocks of Bg contain at least 
2/u =  k[b-xÿ+i] treatments. Supposing that u; treatments occur in blocks in one set and u — 
treatments occur in blocks in the other, where 0  < Ujj <  | ,  then:
0 < k[b] <y<i < -  (3-11)
It follows from eq (3.8) of Lemma 3.11, for all integers mi, mg satisfying 0 <  mi < mg <  | :
(3 J2)
mg(u — mg) “  mi(7; — mi) ’
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Applying eq (3.12) to the inequalities in eq (3.11) gives:
^  Y :7=Vpihvy«)  ^
-^i) y t (^ ~  yt) hb] (« -  *[i>i)
Since is assumed to be disconnected, it follows from eq (3.9) of Lemma 3.11 that:
(3.13)
(3.14)
u,(u -  w,)
However, u; is unknown so a bound for the right hand side of eq (3.14) is required. The 
upper bound of Sathe and Satam (1992) is the final term on the right side of eq (3.13); but 
the upper bound given by the central term in eq (3.13) will be less than or equal to the Sathe 
and Satam bound. Condition (i) of the Theorem follows.
Similarly for Condition (ii), each of the inequalities in eqs (3.12), (3.13) and (3.14) are 
satisfied, by replacing p[k[j],m) by q[k[j],m), for the appropriate values of m. So the new 
bound for A* given in eq (3.10) of Theorem 3.12 is less than or equal to the Sathe and Satam 
bound for A* and hence condition (ii) follows also. □
If a maximally robust design D  has and such that conditions (i) and (ii) of Lemma 
3.7 do not apply, it is possible that either condition of Theorem 3.12 may be satisfied even 
though both conditions of Theorem 3.10 are not. This is illustrated by the following example.
Example 3.5
A B (12,13) containing a RGD{10,5,6 ) on Treatments 3-12 within Blocks 2-6:
B l B2 B3 B4 B5 B6 B7 B8 B9 :BIO B l l B12 B13
3 3 3 3 4 4 1 1 1 2 2 1 2
4 4 5 6 5 6 2 3 5 4 5 1 1 7
5 5 7 7 6 7 3 7 6 9 6 1 2 8
6 8 8 9 9 8 4 8 7 1 0 8
7 9 1 1 1 0 1 1 1 0 5 9 9 1 1 1 0
8 1 0 1 2 1 1 1 2 1 2 6 1 0 1 1 1 2 1 2
D has T|j = 3 and t/jj =  6 , which can be found from the basic: parameters:
k[i] = . . .  ■= ^[11] =  6 , ^[12] =  A:[13] =  3
T[l] = r[4] =  7, r[5] = . . . =  nio] =  6 , T[ll] =  [^12] = 4
Neither T; or 7/u satisfy Lemma 3.7,, since = 3 < i  (13 --4  + 1 ) = 5 and
Furthermore neither of the conditions (3.3) or (3.4) are satisfied, since k[4 ] +  k[u] =  6  +  6  
12 = V and 7 +  r[j] < 13 +  4 — 1, respectively.
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The upper bound on the right hand side of eq (3.10) (i) is given by {3p(6,3)}/(6 x 6 ) =  
Since k[b] = 3 the corresponding bound on the right hand side of eq (3.7) (i) is {3p(6,3)}/(3x 
9) =  | .  The value for the weighted minimal concurrence K* is so condition (3.10) (i) shows 
D is maximally robust but the Sathe and Satam condition (3.7) (i) does not.
The bound on the right side of eq (3.10) (ii) is given by {3g(6,3)}/36 =  |  and the bound 
on the right side of eq (3.7) (ii) is {3g(6,3)}/27 =  1. Since A* =  1 , B  is maximally robust 
by condition (3.10) but this is not detected by the Sathe-Satam condition (3.7) (ii).
3.2.1 A lternative Conditions w ith  Improved Bounds
This section considers an alternative way of improving the Sathe and Satam conditions for 
maximal robustness given in Theorem 3.10.
There are some designs, B, for which the Xm, Vm sequence as defined in Lemma 3.1 does 
not advance beyond =  k^ ,  when there are at least T; blocks of size k[b]- In which case, it 
may be possible to improve conditions (i) and (ii) in Theorem 3.12, which would otherwise 
coincide with conditions (i) and (ii) in Theorem 3.10. Sathe and Satam (1992) show in their 
Corollary 1  that the inequalities in eq (3.7) can be improved if the maximum concurrence 
A* between any pair of treatments is suitably small:
A* < T[u] — a; +  1, (3.15)
where w is the maximum number of identical blocks of size k[b\. However, eq (3.15) can also 
be strengthened using a similar argument to Lemma 3.2.
Lemma 3.13
Suppose that is a non-empty subset of the blocks of B; such that any treatment occurring 
in a block of B; has all of its replicates occurring in blocks belonging to B;. If the condition
A* < +  r[y-k[b]+2] — f'[v] -  w +  1 (3.16)
is satisfied then the blocks of B; contain at least k[b] +  1 treatments.
Proof
The blocks of B; must contain at least k^  treatments. Suppose that they contain exactly 
k[b] treatments; then B must consist of identical blocks of size k[b], hence no more than uj 
blocks are contained in B.
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Considering any two treatments belonging to the blocks of B;, the total number of blocks in 
D  containing one or both of these treatments is at least equal to — A*.
So the number of blocks in By containing one or both of these treatments cannot be less 
than this quantity by an amount larger than — 1. Therefore a necessary condition for 
the blocks of B; to contain exactly k[b\ treatments is given by
r[v-kib]+i] +  'f'[v-km+2] -  X* -  r[y] +  1 <  a; 
and the lemma uses the contradiction of eq (3.16). □
The sensitivity of condition (3.16) compared to eq (3.15) is measured by the difference
which may be large for some designs compared to the value of the maximum concurrence A*, 
and is strictly positive when there are at most k^  ^— 1 treatments with minimum replication 
T[u]. However it will be small for designs which are ‘almost equi-replicate’.
Theorem 3.14 provides the alternative condition for this section.
Theorem 3.14
Let D = D{v, b) be a binary block design such that eq (3.16) is satisfied and let K* and A* 
be defined as in Theorem 3.10. Then either condition
is sufficient for D  to be maximally robust against the loss of whole blocks with respect to 
estimability of treatment contrasts, with p (.,.) and ç (.,.) defined by eq (3.6).
Proof
The proof of Theorem 3.14 follows from Lemma 3.13 and Theorem 3.10, since if Lemma
3.13 is satisfied, then k[b\ in Theorem 3.10 can be replaced by k[b] +  1. □
Example 3.6 shows that conditions (i) and (ii) of Theorems 3.10, 3.12 and 3.14 are not 
equivalent.
Example 3.6
Consider the B ( 8 , 8 ) from Table 1 of Gupta and Jones (1983), which is an equi-replicate 
VBD with r  =  5 and block sizes kj 6  {2,4}, such that T; =  1 and = k[b\ = 2.
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D is maximally robust since condition (i) of Theorems 3.10, 3.12 and 3.14 are all satisfied. 
Theorems 3.10 and 3.12 are equivalent since =  k[i,] with bounds giving {4p(4,2 )} /  (4 x 2 x 6 ) 
I and Theorem 3.14 has bound {4p(4,3)} /  (4 x 3 x 5) =  so both are surpassed by K* =  
However condition (ii) of Theorems 3.10, 3.12 and 3.14 all fail for this design, since the 
bounds of Theorems 3.10 & 3.12 and Theorem 3.14 are |  and | | ,  respectively, neither of 
which are surpassed by A* =  1 .
Example 3.7 demonstrates a design for which condition (3.16) of Lemma 3.13 is required 
for proof of maximal robustness, since the Sathe and Satam condition (3.15) alone does not 
allow for application of Theorem 3.14.
Example 3.7
A D (10,13) containing 5 blocks of an unreduced BIBD(7,7,6) in Blocks 1-5 and a BIBD(3,3,2) 
on Treatments 8-10 augmented by a RGD(6,6,2) on Treatments 1-6 in Blocks 7-12:
E l B 2 B3 B4 B5 B 6 B7 B 8 B9 BIO B l l B12 B13
1 1 1 1 1 4 1 2 1 4 5 2 7
2 2 2 2 2 5 3 3 4 5 6 6 8
3 3 3 3 4 6 8 8 9 8 8 9 9
4 4 4 5 5 8 9 1 0 1 0 9 1 0 1 0 1 0
5 5 6 6 6 9
6 7 7 7 7 1 0
D  has == 2  and y^ =  4, which can be found from the basic parameters:
k[1] = - .  . = [^6] = k[7] =• . . .  •= k[i3] =  4
[^1] =- .  • .  — =  7, [^6] =-  .  .  . =  rp] =  6 > Hio] =  5
Neither or 3/; satisfy Lemma 3.7, since 2 < | (1 3 - 5 +  1) =  1  and 2/ r
Furthermore, neither of the conditions (3.3) or (3.4) are satisfied since +  k[i2 ] =  6  +  4 =  
V = 10 and 7  +  r^ j] < 13 +  5  — 1 , respectively.
Neither of the Sathe and Satam conditions from Theorem 3.10 are satisfied, the bounds 
of which are equivalent to Theorem 3.12 since = k[b]. The upper bounds on the right 
hand side of eqs (3.7) (i) and (ii) are {4p(6,4)}/(6 x 4 x 6 ) =  ^ and {4ç(6,4)}/24 =  1.5, 
respectively, which are not exceeded by the minimal concurrences k* = \  and A* =  1 . 
Furthermore, condition (3.15) for admitting Sathe and Satam’s Corollary is not satisfied 
since this bound is 5, so is not greater than the maximal concurrence A* =  5 of the design.
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However, the new condition (3.16) is satisfied since A* =  5 is less than the improved bound of 
7. Therefore Theorem 3.14 can be applied. Eq (3.17) (i) is given by {4p(6,5)}/(5x5) =  Y&; 
which is exceeded by == showing that D  is maximally robust but the Sathe-Satam 
conditions do not detect this.
Interestingly, eq (3.17) (ii) is not satisfied since this bound is given by {4ç(6,5)}/25 =  §§, 
which is not exceeded by A* =  1. However, this does not affect the proof for maximal 
robustness, since only satisfying one condition is sufficient for the Theorem.
The design in Example 3.8 was wrongly conjectured to be maximally robust by Sathe and 
Satam (1992).
Exam ple 3.8
Let D (6 , 20) be the RGD R53 with /c =  3, r  =  10 and A G {2, 7} from Clatworthy (1973):
B 1 B 2  B 3 B 4  B 5 B 6 B 7  B 8  B 9 BIO B l l  B 12 B IS  B 14  B 15 B 16  B IT  B 18  B 19 B 20
" 1  Ï Ï Ï 2 2 2 3 3 Ï Î Ï Ï Ï Ï 2 2 2 2 ~
2 2 4 5 3 4 5 4 4 3  3 3 3 3 3 4 4 4 4 4
3 4 6 6 6 5 6 5 6  5 5 5 5 5 5 6 6 6 6 6
None of the conditions of Theorems 3.3 to 3.12 show maximal robustness of D-.
Conditions (3.3) and (3.3) are not valid since +  k[b~x^ +i] = 3  +  3 and v  = 6]
Lemma 3.7 is not valid since = 3 and f  =  3; also < | ( 6  — r  +  1) since x^ = 1 for 
equi-replicate designs;
Condition (3.10) (i) is not valid since ^p{k[j], 2/tl)/{2/tt ~  &%)} =  |  and K* =  | ;
Condition (3.10) (ii) is not valid since  ^9 (%], ^ and A* =  2 .
Furthermore the maximum concurrence is A* =  7 but the bound given by inequality (3.16) 
of Lemma 3.13 has value 5 so Theorem 3.14 cannot apply.
In fact, D is not maximally robust. By inspection, losing the first — 1 = 9 blocks of D, 
as displayed, yields a disconnected eventual design D^.
Conclusion:
In this chapter improved conditions for the maximal robustness of D(v, b)s have been derived, 
since the conditions of Baksalary & Tabis and Sathe & Satam did not always take into 
account the full information known from the basic design parameters.
New conditions in §3.1 are easy to apply since they only require knowledge of the block sizes 
and treatment replications, together with the initial step of evaluating x^ and y .^ Therefore 
conditions (3.3) & (3.4) and conditions (i) & (ii) of Lemma 3.7, which do not appear in the 
literature currently, provide useful and simple preliminary checks for ascertaining maximal
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robustness. If any one of these conditions is satisfied for a given set of block sizes and 
replication numbers, then any design constructed with those parameters will be maximally 
robust, whatever the configuration.
Conditions in §3.2 require the extra knowledge of concurrence properties of the design. It 
is possible that amongst two D{v, b)s with the same block size and treatment replication 
parameters, but with different concurrence distributions, one design may be shown to be 
maximally robust but the other may not. New conditions in Theorem 3.12 and Theorem
3.14 together with condition (3.16) therefore aid in the identification of a maximally robust 
design, for selection for an experiment, where the loss of whole blocks may be likely.
With new computational technology, though, one may argue that, by considering the loss of 
all possible r[„] — 1 blocks in a computer program, it is simple to test whether a design is 
maximally robust. However, these theoretical results are a significant improvement on the 
conditions currently in the literature. Indeed, the new conditions led to the discovery that a 
particular design is not maximally robust, despite it being assumed to be maximally robust 
in the literature. As demonstrated in Example 3.8, this design still did not satisfy any of the 
new conditions. This was not however enough to disprove the design’s robustness, since the 
conditions are only sufficient, not necessary. Nevertheless, the lack of afl^irmative results was 
a motivation to inspect the properties of the design in further detail, which subsequently 
revealed the falsity of the original claim.
Most importantly, these new conditions are also of major benefit to design construction 
from first principles by providing extra guidance on the required features of the design struc­
ture. For example, assuming that the basic design parameters for block sizes and treatment 
replications have already been pre-determined according to the usual constraints on the ex­
periment, then Theorems 3.12 and 3.14 provide lower bounds for the minimal concurrences 
of the design. Therefore a maximal robust design can be constructed by ensuring that such 
concurrences exceed the given bounds, so that all conditions would be satisfied.
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Chapter 4
VULNERABILITY OF DESIGNS
Investigation now moves from the loss of whole blocks to the more common, but harder 
problem where observations are lost at random. In this chapter theoretical results for the 
vulnerability of designs are presented and methods are given for determining the vulnerability 
of any binary, proper D{v,b,k).
A new concept of design vulnerability is introduced in §4.1 and is illustrated by examples in 
§4.2. Notation and theorems in §4.3 are used in §4.4 to derive formulae for the vulnerability 
measure values S{ and Tj, which are applied to a new computer program in §4.4.4 to output 
the vulnerability of block designs. Specific results focusing on equi-replicate designs are given 
in §4.5 and the vulnerability measures of BIBDs are analysed in §4.6 in order to make some 
comparisons to Ghosh’s (1982a) original bounds.
4.1 Vulnerability
Other authors demonstrate the importance of checking the robustness of a proposed design, 
with regards to connectedness. Herzberg and Andrews (1976) refer to the “probability 
of breakdown”, where “breakdown” refers to disconnectedness, recommending, as in this 
research, that this should be considered as well as optimality, at the design selection stage. 
Similarly, Imhof, Song and Wong (2002) and Low, Lewis and Prescott (2008) search for 
designs with a minimal probability of yielding a disconnected design due to dropout within 
a clinical trial setting.
In this work, the vulnerability of a block design is analysed at the design selection stage, in 
order to assess how easily it can become disconnected through observation loss. The theory 
behind Type I RROSs is extended to define a vulnerability measure for a design. This gives
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the minimal number of observations required to be lost from the design in order to result in a 
treatment disconnected eventual design, and the number of possible such sets of observations 
of this minimal size, indicating the likelihood of disconnectedness.
Definition: MRROS(«)
For a connected block design, a Minimum Rank Reducing Observation Set for a given set of 
i treatments Vi is defined by the following two properties:
1 . A RROS of Type I that enables only the estimation of all contrasts between treatment 
effects for treatments in % and estimation of all contrasts between treatment effects 
for treatments in y  \  % in the eventual design.
2 . A RROS with property (1 ) such that no other RROS with this property exists with 
fewer observations, i.e. it is of minimum size.
Therefore the loss of such an MRROS(i) from a design has the effect of reducing the rank of 
C by one. Furthermore, the number of observations in the MRROS(ê) for a given Vi set, is 
the minimum number of observations required to be lost from the design in order to isolate 
the Vi set.
For simplicity, such a RROS is denoted by MRROS(z) for a given Vi set. Without loss of 
generality it is assumed that i <  | .
The MRROS(z) partitions the blocks into sets Bi  and B 2 .
An MRROS((), relating to a set of i treatments Vi, consists of all replicates of treatments 
in V  \  Vi contained in blocks of Bi  in D, together with all replicates of treatments in % 
contained in blocks of B 2 in D. Note that the consequence of losing all observations in the 
MRROS(z) is that in Bi  only treatments from Vi are preserved in the design and that it is 
precisely treatments in Vi that are lost from B 2 .
The RROS in Example 2.4 is Type I since at least one observation remains in each block 
and at least one replicate remains for each treatment. Since there are no Type I RROSs 
containing less than 4 observations, then this is an RROS of minimum size. Finally, the 
MRROS partitions the treatments into sets V\ and Vq, isolating one single treatment, so 
i = l. Hence this can be termed a MRROS(l) of size 4 for treatment set {^4}.
If every pairwise treatment difference is of equal importance, it can be noted that the 
MRROS(z) is least damaging when i is small. For example, the loss of a MRROS(l) has an 
effect which is similar to the loss of all replicates of one treatment, in the sense that ( ^ 2  
paired treatment comparisons can still be made.
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The aim is to search within a design to identify the size and total number of all possible 
MRROS(z)s, for 1 <  z <  | .  Let a* be the number of observations in a MRROS(z) for a 
given Vi. Further, define Si as minv;{si}, the smallest number of observations forming a 
MRROS (i) in the whole design, where the minimisation is taken over all (^) possible sets 
Vi, and define Ti as the number of MRROS(z)s in the design of size Si.
The vulnerability of different designs within a V{v, b, k) to yielding disconnected eventual 
designs can therefore be compared by use of the ordered pairs {Si,Ti). By searching among 
a set of candidate designs, the aim is to identify the best design.
For each design, the vulnerability measures {Si, Ti) are calculated for alH <  |  and tabulated, 
grouping together the (Si,Ti) measures with common values of Si. For example, if Si = Si>, 
then let 7  ^+  7% be the number of MRROS(z)s of this common size. Then all possible Si sizes, 
are listed in ascending order, to identify the value of S^ =  minj{5'i}, which is the overall 
minimum number of observations required to be lost, to yield an eventual design, which 
is treatment disconnected of degree one. Therefore any set of up to 5'* — 1 observations 
inclusively can be lost and the eventual design will be treatment connected, but the loss of 
some sets of 5* observations will result in a disconnected design. Competing designs with 
the same parameters are ranked according to the following process, which begins with the 
consideration of {S^,T^), where T* is the number of Type I RROSs of size 5*.
The ranking process is analogous to a “knockout” game and starts by first comparing any 
designs with a positive value of T* corresponding to the lowest value of &  amongst designs 
in the V{v, b, k) class, giving lowest ranking to designs with the highest T* value. Hence the 
most vulnerable designs with the most number of ways of yielding a disconnected eventual 
design after the loss of the least number of observations, are eliminated at the start.
The remaining designs continue to be compared according to the subsequent values of & , in 
ascending order. In general, by denoting S^i and & 2  to be the values of &  for two designs 
Di  and D 2 , then if 5*i < & 2 , D 2 is ranked highest. If S'*! =  S'*2 , the values of T* for these 
designs are compared and if T*i > T*2 , then D2 is ranked highest. For example, in Table
4.3 that follows in §4.2.1, this situation first occurs when both designs D2 and 7)19 have 13 
sets of size 4, but 7)19 is ranked higher than 7)2, since it does not have any sets of size 5, 
unlike 7)2.
This ranking process is repeated for all remaining, un-ranked designs. The process continues 
until all designs have been ranked according to vulnerability by the number of MRROS(z)s 
of increasing size, so eventually the least vulnerable design is selected.
Within some design classes with a well-balanced structure, following results in §4.6 show that
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Si increases with i. So comparison of vulnerability within the class is done by comparison 
of the {Si,Ti) measures, first for z =  1 and then for i = 2, and so on. If the {Si,Ti) measures 
vary for different designs in the class, the vulnerability measure can be used to identify the 
least vulnerable design, as discussed in further detail for BIBDs in §5.2. It may be that the 
Si values differ, or alternatively Si might be the same for all designs, but Ti might vary.
The least vulnerable design is the one which:
• maximises Si, for the smallest possible value of i for which Si varies amongst the 
designs, so that as many observations as possible need to be removed from the design, 
in order to result in a disconnected eventual design
• amongst the designs with equal S'évalue, minimises Ti, so that the number of ways a 
total of Si observations can be lost and result in a disconnected eventual design is as 
small as possible.
4.2 M otivating Examples
Example 4.1 demonstrates the (S^,T^) vulnerability measure for a design from Ch.3, with 
unequal block sizes and unequal treatment replications.
Example 4.1
Consider the jD(10, 13) from Example 3.7. This design has (5*,T*) =  (7,1) with 1 MR- 
ROS(l) of size =  7. Treatment V7  is the only treatment with minimum replication 
7-j^ j =  5  and occurs in one block of minimum size k^ b] =  4. So by preserving only Treatment 
V7 in Block 13, but removing all its remaining replicates elsewhere in the design. Treatment 
V7 is isolated from all other treatments of the design and the design is disconnected of degree 
1. This is demonstrated below, with * representing the 7 missing observations:
B I B2 B3 B4 B5 B 6 B7 B 8 B9 BIO B l l B12 B13
1 1 1 1 1 4 1 2 1 4 5 2 7
2 2 2 2 2 5 3 3 4 5 6 6 *
3 3 3 3 4 6 8 8 9 8 8 9 *
4 4 4 5 5 8 9 1 0 1 0 9 1 0 1 0 *
5 5 6 6 6 9
6 * * * 1 0
Table 4.1 displays the {Si,Ti) values for all z <  f , which can also be calculated.
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(%,%) (7,1) (11,3) Q.5, 12) (17,48) (18,20)
Table 4.1: A Table to show the (Si,Ti) values for for z =  1 , 2, 3, 4, 5 for the D (10,13).
_________ D(8,6,4)_________
B 1  B 2  B3 B4 B5 B 6
1 1 1 3 5 5 z 1 2  3 4
2  2 2 6  6 6 (5,24) (6 , 6 6 ) (3,2) (2,1)
3 3 4 7 7 7
4 4 5 8 8 8
Table 4.2: A Table to show the D (8 , 6 ,4) and its {Si, Ti) values for for i = \ , 2 , [
Within the rest of this thesis, it is assumed that designs are proper and vulnerability is only 
investigated formally for D{v,b,k)s.  However, Example 4.1 shows that the general concept 
of vulnerability and determining vulnerability measures can be extended to designs with 
unequal block sizes.
Example 4.2 demonstrates how the vulnerability measure can be used as a pilot procedure. 
Exam ple 4.2
An incomplete block design is to be used to compare 8  treatments, each replicated 3 times, 
in 6  blocks of size 4. Due to the nature of the treatments, equipment settings for Treatments 
{VI,  V2, V3, y 4} are similar as are settings for Treatments { y 5, y 6 , y7, y 8 }. To facilitate 
experimentation, it is convenient if these treatment sets are grouped together in as many 
blocks as possible.
Table 4.2 gives a suggested D(8 , 6 ,4) and the {Si, Ti) vulnerability measures for 1 <  z <  4. 
These are calculated using formulae which follow in this chapter: (5'i,Ti) uses eqs (4.36) & 
(4.37), {S2 ,T 2 ) uses eqs (4.36) & (4.18) and {Sz,T{) & {S^,T{) use eqs (4.22) & (4.29).
Si does not increase in numerical order with z, and in fact, S^ = 2 from z =  4. This MR­
ROS (4) of size 2  consists of the replicates of Treatment 5 in Block 3 and of Treatment 3 in 
Block 4. If these observations are lost, only pairwise treatment contrasts with both treat­
ments contained in { y i, y 2 , y 3 ,y 4 }  or both treatments in { y s ,y 6 , y 7 , y 8 } are estimable 
within the eventual design. The existence of a MRROS(4) of size 2, corresponding to about 
8 % of the observations, should indicate the advisability of seeking an alternative design.
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particularly if observation loss is thought to be likely. Thus, the (Si,Ti) measures provide a 
useful pilot procedure, since, with knowledge of the likely proportion of observation loss, the 
measures will alert the practitioner to a possible problem in advance of experimentation.
In §4.2.1 the method of ranking the vulnerability measures is used to compare the vulnera­
bility of competing designs within a particular D(v, b, k) class.
4.2.1 O ptim ality and Vulnerability A m ongst Non-Balanced D (6 ,7 ,3)s
It is of interest to determine whether there is a relationship between vulnerability and opti­
mality. This can be achieved for a given design class by comparison of the optimality criteria 
and vulnerability measures. Unlike for BlBD(v,b,k)s, which are all universally optimal, 
optimality properties vary within a class of general D{v, b, k)s, so for example, the D (6 , 7,3) 
class can be used to compare optimality and vulnerability.
For the parameters v  = 6, b = 7, k = 3, no BIBD exists. Shah and Das (1992) show that 
this class of binary, non-balanced incomplete block designs is not ‘essentially complete’ with 
respect to E-Optimality. The E-Optimality criteria is calculated for a non-binary D(6,7,3) 
and also for 22 non-isomorphic, best-competing, binary D(6,7,3)s. The non-binary D(6,7,3) 
is E-Optimal over all these designs in the D (6 , 7,3) class.
The vulnerability of these designs to becoming disconnected through observation loss is now 
considered, comparing the vulnerability of the E-Optimal design to the vulnerability of the 
22 non-isomorphic binary designs and providing a full ranking of the 23 designs according 
to their vulnerability.
The E-Optimal, non-binary D(6,7,3) design given by Shah and Das is:
B I B2 B3 B4 Bb B6 B7
1 1 1 2 2 3 4
2  3 5 3 6  4 5
4 6  6  5 6  6  6
The design is obtained from the BIBD(7,7,3) by replacing all replicates of Treatment 7 with 
extra replicates of Treatment 6 . Note that Block 5 contains two replicates of Treatment 6 .
The formulae for calculating (Si,Ti) for z <  3 use eq (4.33), which is derived in §4.4. The 
vulnerability measures are outputted from the general MRROS(z) program, which is dis­
cussed in §4.4.4. All formulae, despite being derived for binary D{v,b,k)s, also actually
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apply correctly here to the non-binary D{6,7,3).
Columns 2-4 of Table 4.3 display the (Si,Ti) measures for the 22 binary D (6 , 7 ,3)s, numbered 
1 ,. . .  ,22 and the non-binary, E-Optimal D(6 , 7,3), listed at the bottom as E.
The values of (S'i,Ti) differ, providing an example of a design class for which (5i,T i) is 
not fixed, as a contrast to results which follow in §4.5.1, §8.1 and §8.2 for BlBD{v,b,k)s, 
RGD(n, b, k)s and NBD(r;, 6 , k)s.
The {Si, Ti) values are combined in columns 5 to 8 , identifying the initial value 5'* =  3 over 
the whole class of designs. The two designs with 5* =  3 are most vulnerable, since the loss 
of some sets of three observations from 7)15 and 7)18 can result in a disconnected eventual 
design. The vulnerability ranking process continues by comparing the number of MRROS(z)s 
of size 4 across the design class, and so on. The overall ranking of the designs in order of 
increasing MRROS (z) size is given in column 9. The ranking process terminates with 7)5 
and 7)11 being the least vulnerable, since amongst the designs with fewest MRROS(z)s of 
size 4, they also have the fewest MRROS(z)s of size 5.
Not only is the ELOptimal design not the least vulnerable design, it actually ranks very 
poorly in terms of vulnerability within P ( 6 , 7,3), being ranked 21 out of these 23 designs, 
since after the elimination of 7)15 and 7)18, it has the most MRROS(z)s of size 4. So it 
would not be recommended for experiments with a significant risk of observation loss. Of 
the 22 non-isomorphic, competing, binary 7)(6,7 ,3)s from Shah and Das, only two are more 
vulnerable than the E-Optimal design. The other twenty designs are less vulnerable, having 
fewer RROSs of size 4, so they have a higher chance of remaining connected throughout the 
experiment if observations are lost at random.
In addition to providing the E-optimality results from Shah & Das, the A- and D-optimality 
of these designs have also been calculated. Columns 10 to 15 of Table 4.3 give the A-, D- 
and E-optimality values for these 23 D(6,7,3)s, with a separate ranking for each criteria.
Commenting generally on Table 4.3, the rankings for A- and D-Optimality are very simi­
lar, although the E-Optimal design is ranked slightly higher for A- than for D-Optimality. 
The rankings for A- and D-Optimality are also quite similar to the vulnerability ranking. 
Comparing the rankings for E-Optimality and vulnerability for the 22 binary designs only. 
Design 1 is ranked most differently.
Overall it appears that A- and D-Optimality are better indicators of vulnerability than E- 
Optimality for the 7)(6,7,3) class. Since the non-binary 7)(6,7,3) is only E-Optimal and 
does not have very good properties for A- and D-Optimality, the T>{Q, 7,3) class reinforces
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MRROS sizes Optimality
D i -Z 1 z =  2 i - = 3 3 4 5 6 Rank A Rank D Rank E Rank
1 (4, 1 2 ) (5, 7) (6 , 7) 0 1 2 7 7 19 1.8899 8 6 8 = 8 2.227 4
2 (4, 1 2 ) (4, 1) (5, 2 ) 0 13 2 0 2 0 1.9212 14 71 =15 2 = 6
3 (4 9) (5,9) (5, 3) 0 9 1 2 0 = 6 1.9205 = 1 2 70 = 1 2 2 = 6
4 (4 9) (5,7) (5, 1 ) 0 9 8 0 =3 1.8763 =4 6 6 =4 2 = 6
5 (4 9) (5, 6 ) (6 , 7) 0 9 6 7 = 1 1.8533 = 1 64 = 1 :L233 = 2
6 (4 9) (4, 1) (5, 3) 0 1 0 3 0 = 1 2 1.9071 1 1 69 1 1 2 = 6
7 (4 9) (5,7) (5, 1 ) 0 9 8 0 =3 1 . 8 6 8 8 3 65 3 2.13 5
8 (4 9) (4, 1) (5, 3) 0 1 0 3 0 = 1 2 1.9237 15 70 = 1 2 1 . 8 16
9 (4 9) (5,9) (5, 3) 0 9 1 2 0 = 6 1.9205 = 1 2 70 = 1 2 2 = 6
1 0 (4 9) (5, 7) (5, 1 ) 0 9 8 0 =3 1.8763 =4 6 6 =4 2 = 6
1 1 (4 9) (5,6) (6 , 7) 0 9 6 7 = 1 1.8533 = 1 64 = 1 2^83 = 2
1 2 (4 9) (4, 1) (5, 1 ) 0 1 0 1 0 = 8 1.8763 =4 6 6 =4 2 = 6
13 (4 9) (4, 1) (5, 2 ) 0 1 0 2 0 = 1 0 1.9003 =9 6 8 = 8 1 . 8 8 14
14 (4 9) (4, 1) (4, 1 ) 0 1 1 0 0 =14 1.9599 =17 73 =17 1.64 =19
15 (4 9) (3, 1) (4, 1 ) 1 1 0 0 0 2 2 2.0299 2 2 78 2 1 1.39 2 2
16 (4 9) (4,2) (4, 1 ) 0 1 2 0 0 =16 1.98 2 0 75 =19 1.697 =17
17 (4 9) (4,2) (4, 1 ) 0 1 2 0 0 =16 1.9359 16 71 =15 1.697 =17
18 (4 9) (3, 1) (3, 1 ) 2 9 0 0 23 2.233 23 94 23 1.067 23
19 (4 9) (4,3) (4, 1 ) 0 13 0 0 19 1.9911 2 1 75 =19 1.543 2 1
2 0 (4 9) (4, 1) (5, 1 ) 0 1 0 1 0 = 8 1.8763 =4 6 6 =4 2 = 6
2 1 (4 9) (4, 1) (5, 2 ) 0 1 0 2 0 = 1 0 1.9003 =9 6 8 = 8 1.87 15
2 2 (4 9) (4, 1) (4, 1 ) 0 1 1 0 0 =14 1.9599 =17 73 =17 1.64 =19
E (4, 15) (5,10) (6 , 8 ) 0 15 1 0 8 2 1 1.9643 19 84 2 2 2.33 1
Table 4.3: A Table ranking the vulnerability and optimality of 23 7)(6,7 ,3)s, with designs 
numbered according to Shah & Das (1992). [NB: D-Opt is xlO“ ,^ e.g. 6 8  means 0.0068]
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much discussion in the literature, in that no counter-example has been identified against the 
conjecture for the completeness of the class of binary incomplete block designs for the A- 
and D-Optimality criteria. Comparison of the rankings for î>(6 , 7,3) suggests that A- and 
D-Optimal designs are less vulnerable to becoming disconnected through observation loss.
Furthermore, if the non-binary E-Optimal design were ignored and only these binary D (6 , 7 ,3)s 
were considered, all optimality and vulnerability rankings agree that Designs 5 & 11 are the 
best and Designs 15 & 18 are the worst. Designs 5 & 11 are both actually NBDs and Design 
1 1  is isomorphic to the NBD(6,7,3) with highest A- and D-efficiency listed by Cheng & Wu 
(1981). This suggests benefits of NBD('U, b, k)s, hence they are investigated in §8.2.
A clear conclusion is that the experimental analyst should check both the vulnerability and 
the optimality of designs at the planning stage, since high efficiency, in the sense of near­
optimality, does not necessarily imply minimal or even low vulnerability to observation loss.
Further comparison between optimality and vulnerability is made in §8.1 for RCD(6,9,2)s 
and RCD(9,6,3)s in Examples 8.1 & 8.2 and in §8.2.1 for NBD(6,7,2)s and NBD(9,7,3)s in 
Examples 8.4 & 8.5.
4.3 Notation
Let Vi c V h e  Su given set of i distinct treatments, so that in the design there are (Y) different 
Vi sets which are subsets of size i of the total set, V, of v  treatments. Then Uj C Vi is defined 
as a subset of size j  from the set %, where 1 <  j  <  min {z, k}. Letting z =  min {z, fc}, then 
Uz indicates a subset of % of largest possible size contained in a block of size k.
For a given % and Uj C Vi, define Aj to be the number of blocks containing all j  treatments 
belonging to Uj. So each of the (I) subsets Uj of Vi yields a j-concurrence term \ j .  For a given 
Vi, the \ j  concurrences can be summed to give the total j-concurrence value: Kj =  YlujcVi 
i.e. Aj is the sum of the j-concurrences Aj, from each of the (!) subsets Uj of a given set Vi 
Note that Aj =  A^ .
Considering any Vi set, for a given subset Ui containing a single treatment j ,  Ai =  Vj, the 
replication of treatment j ,  so Ai =  Y^j^y.Vj, the sum of the replications of treatments in 
Vi. Then for a given subset U2 containing two treatments j  and j ' ,  A2 =  \jj>, the treatment 
pair concurrence, counting the number of blocks containing both treatments. Therefore 
A2 =  the sum of the concurrences of the (*) pairs of treatments in %. The
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values of Aj and consequently Aj depend on the subset Uj and its corresponding set Vi.
Let Vi denote a V  set yielding a MRROS(z) of size Si and let |v " i| be the number of such 
Vi sets in a design.
For a given D{v, b, k), let vf denote the number of % sets with A, =  j .  The maximum value 
of Ai for a design is denoted by A- and the number of V  sets with A% =  A* is denoted by
For given set Vi and design D, for 0 <  j  < i  define rij to be the number of blocks containing 
exactly j  elements from Vi. When i < k, special significance is given to rii, the number of 
blocks containing all i treatments in Vi, since then Ui is equivalent to A,, which is termed 
the ^concurrence.
The following theorem provides a method for determining the values of each rij term, de­
pending on the Aj concurrences and recursively on higher terms n j+ i,. . .  ,72^ .
T heorem  4.1
For a given % set,
Uj =  Aj p  and =  A^, 1 <  j  <  z (4.1)
1=1 ^ ^ /
where z =  min(z, k) is the largest possible number of elements from Vi contained in a block. 
P ro o f
In order to obtain the value rij for a given Vi, all of the Aj concurrences are considered.
Blocks containing j  + 1 treatments (for I > 0) from % contribute exactly (-^ t^ ) to Aj. Hence 
the total of the j-concurrences can be expressed as:
/ j  +  r
Eq (4.1) is obtained by subtraction. □
Aj — ^  ^ jUj^i, for j  — 1, ...,z (4.2)
C orollary  4.2
The following three relationships for no ,n i, . . .  ,riz arise from eq (4.2):
Z
 ^ (4.3)
j= 0
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n  I - 1"
i= o
2 ' =  A 2= ^  Ajy iJ'cVi
(4.4)
(4.5)
Cameron and Soicher (2007) define similar variables with different notation, where their term 
“rii” corresponds exactly to the rij values given here and their variable ‘Wj” is equivalent to
the Aj term used in this work.
The combinatorial result in the next lemma is required within Theorem 4.4 which follows.
Lemma 4.3
E ( - i )
(m +l)
1 = 1
j  + m \  f  j  -1-1 
I — m
{ - l y (4.6)
Proof
Expanding the LHS as follows gives: 
LHS -
m = l
- ! ) '«  E M ) " :
J J 
i j  +  0 !
m — 1
_l)M i
I
_l)/+ i ^  [0 — 1], using Appendix Result (2) ^ ( —1 ) ^ =  0 with k = 0
- 1)
- 1 )' R H S
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□As a progression from Theorem 4.1, which expresses rij in terms of Aj and rzj+i,. . .  ,72^  
terms, the following theorem enables each rij term to be expressed entirely in terms of the 
sum of concurrence terms A j,. . . ,  A .^ This method is much faster computationally than the 
recursive process and therefore becomes very useful in yielding formulae for as a sum of 
the rij values, in §4.4.
Theorem 4.4
For 0  <  j  < z, rij can be expressed as a linear combination of Aj, A j+ i,..., A :^
1=0
=  0 < «, <  A  (4.8)
Proof
To prove Theorem 4.4 it is required to show that the coefficient of each Aj+z term in the 
equation for rij can be expressed as (—1)^P|^). This will be proved using induction:
The induction statement P{K) for proving Theorem 4.4 is the following:
J ( z  — w-\-V
P(0) is true for Æ =  0 since eq (4.8) gives 72^  =  A  ^ which agrees with eq (4.1).
In the next step P{K) is assumed true ior K  = k. Therefore due to the recursive nature of
the rij equations, each of 72^ , 72^_i, 72^ -2, •••, can be expressed in the form of eq (4.8) and
each coefficient of A^-w+i in the expression for 72^ -^ , as (—1 )^  for 0  <  7n <  fc.
Then inductively for A" =  +  1, the aim is to show that:
=  E  ( -1 ) ' r ’ ^  (4-9)
i.e. that each coefficient of A;._(A:+i)+z in 72^ _(k+i) can be expressed as (—1 )^  ^z-(k4-i)+z^  _
By applying eq (4.1):
_  . /z  — (fc +  1 ) +  7?2\ . .
n-z-(fc4-i) — A^_(fc+i) — 2_^ ^ 2: — (A: +  1) j'^2:-{k+i)+Tn (4.10)
A given concurrence A2 _(k+i)+z of the 72^ _(fc+i) equation arises from expressions for 72_g_(k+i)+m 
for 1 <  772 < /. The coefficient of each 72^_(k+i)+m term in the 72^ _(&+i) expression is:
'z  — {k 1) + rrV
z - { k  + l) J  ^Ging eq (4.10) (4.11)
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The coefficient of A^_(k+i)+z in a given term is also known since each 72^_(k+i)+m
term is assumed to be true to P{K)  by assuming each of 72z,Mz_i, 72^ -2, ...,72^ _& has the form 
of eq (4.8). Using a dummy variable h, the coefficient can be expressed as (—1)^ Ct^)- Using 
the consistent notation of Aj+i being a concurrence term in rij, then:
Z — {k +  1) +  / =  j  +  /z V h = I — 772
Therefore the coefficient of Az-(k-\-i)+i in a given 72z_(k+i)+m term is:
A  -  +  1) +  '  j  using A =  ( - m  (4.12)
\  2 -  772 J
Combining eqs (4.11) and (4.12) the coefficient of Az_(&+i)+z in the expression for 72^ _(&+i) 
can therefore be expressed as:
^  f  z  — {k + I ) r r i \  .  ^ / z  — (A: +  1 ) +  ^
^ - ( f c + i )  I
=  E  (-1)'-'"+'' ”*) ( / 7 j j )  j  =  z - { k  + l)
=  (—1)^  ^  by eq (4.6) in Lemma 4.3
=  (__!)' (j: -  (& 1) ^ (4.13)
This agrees with the coefficient of A^ _(fc+i)+z in the expression for 72;._(fc+i) from eq (4.9).
Therefore P{K)  is true for A" =  A: +  1. By induction, the coefficient of each Aj+z term in rij
is for all rii, ...,nz-i. This proves eq (4.7) in Theorem 4.4. □
4.4 Formulae for the {Si T^j) Vulnerability Measures
In this Section, formulae are derived for any general D{v, b, k) for the values of Si and Ti in 
the vulnerability measure (Si,Ti), where Si = minv  ^{ g j  is the minimum size of MRROS(z)s 
in the whole design and Ti is the total number of MRROS(z)s of size Si, as defined in §4.1.
In §4.4.4 these formulae are implemented within a computer program and in §4.5 the results 
are simplified for equi-replicate designs.
For the calculation of (Si,Ti), there are three different cases. The first two cases depend on 
the relative sizes of i and k. The third case covers designs with block size 2 or 3.
1 . Case (1 ): z <  |
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2. Case (2): i >  [ |]  +  1, & > 4
3. fc € {2,3}
4.4.1 Case (1): i < |
For a given % set, any blocks containing some or all of the treatments from Vi also contain 
at least as many other treatments from U I n  other words, each block is at most half-full 
of treatments from Vi.
In set theory, a covering is a collection of non-empty subsets of a set, whose union contains 
the actual set and furthermore a minimal covering is a covering, for which the loss of any 
one member of the cover violates the covering condition.
Considering the partition of a valid MRROS(z), the blocks that form P i, in which the 
treatments from % are preserved, comprise a covering of Vi, since together they contain at 
least one replicate of each treatment from Vi. Since only treatments from Vi are preserved 
in P i, then consider in each block of P i, just the subset of experimental units containing 
treatments from Vi. It is these subsets which form the members of the cover.
Secondly, for i < | ,  P i must be a minimal covering of %. Any block in P i contributes 
more observations to the MRROS (z) than that contributed by any block in Pg. Therefore by 
restricting P i such that no proper subset of blocks in P i contains all z treatments, so that 
if any single block is removed from P i, the remaining set of 6 i — 1 blocks do not contain a 
replicate of each of the z treatments in Vi, the number of observations, Si in the MRROS(z) 
is minimised, as required.
If 6 i =  1, P i is a covering of Vi if and only if this one block contains all z treatments, in 
which case the % set must have A* > 1. Conversely if 6 i > 1 , it is a minimal covering if and 
only if P i does not include a block containing all z treatments.
For z =  | ,  the same idea applies, but since the blocks containing all z treatments are exactly 
half-full of treatments from Vi, there is an equal choice of either placing these blocks in P i 
or Pg, as explained in more detail in the derivation of the Ti formula, which follows. This 
means that P i may not strictly be a minimal covering, although this does not affect the 
following derivation of the formula for Si. So even though it may be that 6 i > 1, the theory 
still follows through correctly by treating hi as being equal to 1 , since P i will definitely
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include at least 1 block containing all i treatments from Vi, for ki sets with Ai > 1 .
For such a P i, each block in P i contains at most z — 6 i + 1  elements of Vi, giving a maximum
possible total of (z — 6 i +  l ) 6 i of the Ai =  YljcVi D' replicates of treatments from % in P i. 
Thus each block in P i contributes at least A: — (z — 6 i +  1 ) >  |  +  &i — 1  observations to Si 
since z <  |  and overall the blocks in P i contribute at least kh\ — (z — 6 i +  l ) 6 i to Si. Each 
block in P 2 contains at most z <  |  elements of Vi, which contribute to Si. Overall the blocks 
in P 2 contribute at least O — — ^ 1  +  l)&i to Si.
= >  Si >  khi -  (z -  61 +  1 ) 6 1  +  ^  rj -  (z -  61 +  1 ) 6 1
jCVi
> V  Vj +  kbi — 2(z — 61 +  1 ) 6 1  (4.14)
jC V i
For Vi sets with Ai >  1, Si can be determined directly, since 6 1 =  1 :
Si > V rj -\-k — 2z = +  Si = min < V r j \ + k  — 2z (4.15)
jC V i ^  IjC V i J
However, for Vi sets with Ai =  0, the value of bi is not fixed, so a minimal covering algorithm 
is required, which outputs all sets of &i blocks with min {6 1 }, which contain at least one 
replicate of each treatment from %. For each possible minimal covering P i for every % set,, 
the smallest size of its RROS is calculated using eq (4.16):
J 2 r i  + k b , - 2  E  1^0') n u l  (4.16)
jC V i B ( j ) c B i
where Y^B(j)cBi \^U)V\Vi\ is the number of treatments from Vi contained in each block P (j)  
of P i for 1 < j  <bi, summed over all 61 blocks. The size of MRROS(z)s, Si for each V  set 
is hence the minimum value of all these RROS sizes, found by considering all the results of 
eq (4.16) for each P i. Finally Si = miny. {s;} can be identified for the whole design.
The MRROS(z)s of size Si are obtained by identifying, for each % set, the observations 
corresponding to treatments from F  \  Vi in the 61 blocks of P i and also the observations 
corresponding to the remaining replicates of the treatments from V  in the b — bi blocks of 
P 2 . This is referred to as the MRROSfi) construction algorithm for Case (1).
By P i being a covering of % it ensures that at least one replicate of each Vi treatment 
remains in the eventual design.
If 61 =  1, P 2 is a covering of U \  Vi since for binary designs, if treatments from V \V i are only 
lost from the single block in P i, each treatment from U \  Vi only loses at most one replicate, 
so no treatments have been entirely removed, assuming by convention that each treatment
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has replication Vj >  2. Hence within Case (1 ), all MRROS(z)s for % sets with A* >  1 are 
exclusively Type I and it is guaranteed that none are Type HI, as required by the definition 
of a valid MRROS(z) of interest.
However if > 1 for Vi sets with A, — 0, this cannot be guaranteed for treatments in V \V i .  
Instead, the computer program is able to check that the MRROS(z)s are not Type HI, as 
described in §4.4.4 and in the Appendix.
This check can also be applied to all other cases of the vulnerability measure formulae which 
follow, for all D{v, 6 , k)s, as necessary, to ensure all resulting MRROS(z)s are exclusively 
Type I, as defined. In practice, examples for realistic designs have shown that it is rare for 
the MRROS(z)s of size Si to contain Type III RROSs, although for completeness, this caveat 
is considered within the results which follow in this work. In particular, for certain design 
classes, it can be proved that the formulae and MRROS(z) construction methods ensure all 
are exclusively Type I, always satisfying the MRROS(z) definition in §4.1, so these situations 
are discussed.
The formulae for Ti are derived separately for z <  |  and for z =  | .
The case of z <  |  is considered first. For Vi sets with A* >  1, each possible “preserved” block 
yields exactly one distinct MRROS (z) and hence for a given set % there are Ai different 
MRROS(z)s in total. Therefore the total number of MRROS(z)s of size Si is expressed as:
Ti = Y ^ X i  for A; > 2z (4.17)
Vi
When z =  | ,  for V  sets with Ai > 1, any of the Ai blocks containing all z elements from 
Vi also contain exactly z elements from V  \V i .  Since these blocks are exactly half-full of 
treatments from Vi, then there is an equal choice of either placing such a block in Bi and 
removing treatments from V  \  Vi, or placing it in B 2 and removing treatments from Vi. So 
there could be any number of 1 <  61 <  Ai blocks in P i, each set P i yielding a distinct 
MRROS(z) for the given set Vi.
However, in order to ensure that at least one replicate of each treatment remains in the 
design, it is required that at least one of the Ai blocks “preserves” the treatments from 
So the situation of choosing to remove the treatments from Vi in every one of the Ai blocks
must be avoided. Therefore, for a given set Vi, with Ai >  1, there are a total of 2^ * — 1
different MRROS(z)s. Hence the total number of MRROS(z)s of size Si is expressed as:
Ti =  ^ ( 2 ^ '  -  1) for k = 2i (4.18)
Vi
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Both eqs (4.17) and (4.18) can be adapted for Vi sets with A* =  0, by instead letting A, 
represent the number of possible minimal covering P i sets of blocks, rather than the number 
of single, “preserved” blocks.
i = l
MRROS(l)s always belong to Case (1 ) for all block sizes k. For any Vi set containing a
single treatment, Ai =  rj > 1 and bi = 1 . So by simplifying eq (4.15), MRROS(l)s arise
from ki sets containing a treatment with minimum replication r[yj. Therefore |U i |  is the 
number of least replicated treatments and the formulae for S'i,Ti are:
Si — f'[v] P k — 2 (4.19)
Fork =  2 , T i  =  /C i j  (2’'H -  1), by eq (4.18) (4.20)
F o rfc> 2 , Ti =  by eq (4.17) (4.21)
Since bi = 1 , all MRROS(l)s for any D(v,b,k)  with > 2 are always exclusively Type I, 
so no check for Type III is required for z =  1 in the MRROS(z) computer program.
4.4.2 Case (2): * > [|] +  1
If z > I  more features of the design need to be considered in order to derive the formula for 
Si. In particular, the formulae require knowledge of the rij values for a given Vi set and it 
becomes simpler to derive the formulae systematically by considering each block in turn and 
identifying how many observations need to be removed in order to disconnect the design. 
This then provides a method for counting the number of observations Si in the MRROS (z) 
for a given Vi set and noting whether these observations correspond to treatments from Vi 
or from V  \V i.
In seeking MRROS(z)s for a given set Vi, the following choices must be made in order to 
ensure that a* is minimum, as required by property (2) from the MRROS(z) definition in §4.1. 
Considering the number of blocks rij in the design that contain exactly j  of the treatments 
in Vi, the observations that need to be removed depend on the relative sizes of j  and k:
• If j  < | :  less than half of any block contains treatments from Vi, so remove the j  
observations pertaining to treatments from Vi.
• If j  > | :  more than half of the block contains treatments from V ,  so remove all 
observations pertaining to the treatments in U \ki and retain all replicates of treatments
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from Vi.
• For designs with even block size, k, if j  =  | :  exactly half of the block contains 
treatments from Vi, so there is an equal choice of placing it in Bi or Pg and either 
removing treatments from V  \  Vi or removing the treatments in Vi, respectively.
Therefore, by counting the total number of observations that would be removed from each 
block, the size of MRROS(2)s for a given Vi set can be expressed as a sum of rij terms:
Si — 72i +  2ri2 +  ... +  
where z' =  min {i, k — 1}
'k'
TZrfcl +  ( A: — s
'k '
2 [2 I V I 2 + 1  r ) ^[|]+ i 4* ••• 'V {k — z') riz
5ii +  Si2 where sn = ^  mrim and Si2 =  { k - p )
P=[|]+i
Ur (4.22)
m = l
The coefficients of rij for j  < [ |]  give the number of observations removed, which correspond 
to treatments from Vi. For j  > [ |]  these coefficients give the number of observations 
removed, which correspond to treatments in V  \V i.  For designs with k even, the coefficient 
of rik/ 2  gives the number of observations removed from blocks that are exactly half-full of 
treatments from V,  in which case these observations could correspond either to treatments 
from Vi, or from V  \V i.  This describes the MRROSfi) construction algorithm for Case (2).
The first term of eq (4.22) is Ui since no observations need to be removed from the no blocks, 
which do not contain any treatments from Vi.
Similarly, if all the observations in a block are replicates of treatments from Vi, then no 
observations need to be removed here either, so eq (4.22) ends before the term n^, since the 
coefficient of n% would be zero. The last term involving n^/ corresponds to the blocks which 
contain the maximum possible number of elements from % and from which observations still 
need to removed in order to isolate these i treatments.
For [ | ]  +  1 <  2 <  A: — 1 , z ' =  min {2, A: — 1} =  i, so the last term is Ui since clearly a block 
cannot contain more than i distinct elements from Vi.
For i > k , z '  = min {2, A: — 1 } =  A: — 1, so the last term is since this accounts for blocks 
which require only one observation to be removed.
The values of Uj can be calculated using the computer program described in §4.4.4 and in 
the Appendix. Then Si can be determined using eq (4.22). However, the concurrences of a 
design have a more natural interpretation and are more commonly used in the literature, so
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it is useful to express Si in terms of the concurrence parameters. The theory that follows is 
true for any general design, based on preliminary results from §4.3. For equi-replicate designs 
in §4.5 the term Ai reduces to ir and the si expressions can be simplified. For example, these 
formulae are used in §4.5.1 to display the formulae for Si for BIBDs in their most simplified 
form. By expressing si in terms of the concurrences, it is also easier to identify whether 
the value of g* depends exclusively on the fixed design parameters, as discussed in detail for 
BIBDs in Ch.5.
As eq (4.7) in Theorem 4.4 expresses each rij term as a linear combination of the Aj, A j+i,. . . ,  A^  
concurrences, substituting in the expression for rij from eq (4.7) in into eq (4.22) for si gives 
the formula for si in terms of the Aj terms:
l2J z —m
E E
m = l 1=0
{—l y m f  ^  1 A,M+z +  ~  p) J (4.23)
\  /  r=^]4-i ^0 ' /
The first part, sn of the Si formulae from eq (4.22) includes terms involving A i,..., A  ^and the 
second part, s^2 includes terms only involving A j|j^ j ,..., A;j,. By considering the expansion 
of this Si formula from eq (4.23), the overall coefficient of each j-concurrence term Aj can 
be extracted since terms involving Aj only arise from the expressions for rii, ...rij. Formulae 
for the coefficients of Aj can be formed for each value of j .  These shall be expressed in two 
different cases, first for j  <  [ | ] , then for j  > [ |] :
Coefficients of Aj for j  <  [ |] :
For j  <  [ | ] , the terms involving Aj only occur in from eq (4.22). From Theorem 4.4, eq 
(4.7) for rij contains linear combinations of Aj, A j+i,..., A^  terms and Aj terms only arise from 
ni,ri2 ,...,nj. Using eq (4.7) the coefficient of A(j-i)+i in Mj_, is (-1)^"^ ( j i j  =  (-1)^" {])•
f-1The first half Sn of the summation formula for g* in eq (4.22) is Sn = mrim-
Therefore, taking account of the multiplier, m, the total coefficient of Aj is:
i(-ir' (i) +2(-ir' (^ )+...+j(-iM (j
Hence the coefficient of Aj in Si for 1 < j  <  [f ] can be expressed as:
E M ) ' 4 i ) - h - + x o x
_ 1=0 ;)} (4.24)
=  0, using Appendix Result (2) ^ ( —1)* f  “  0, with k = 1
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Hence all A2 , A r t i  terms cancel out and only Ai remains, since for j  = 1;
1 = 1
Thus each Si formula begins with Ai, but has no terms involving Aj for 2 < j  < [ | ] . 
Coefficients of Aj for j  > [ |]  :
For j  > [ |] ,  terms involving Aj occur in both Sn and Si2 , with the term in Aj as follows, 
applying the LHS of eq (4.24) to eq (4.22), expressing the coefficient of each term separately:
( - I P
This expression shall finally be considered in three different parts: 
1 .
E M )< j = E(-i)' 'î!
1 = 1
(I -  l)!(j -  1)1
[f]
1=1
rfci
1=1
Ü - 1 )!
Using Appendix Result (1):
fe=0
Therefore ^ ( —1)^  ^
Therefore ÿ ^ ( —1)^ /
1=1
=  ( - 1
=  ( - 1  
=  ( - 1  
=  ( - 1
=  ( - 1
m+l n — 1
m
[f]) ui];J
j  — 2 \  . / n n  — 1 
k
n — 1 
k - 1
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2.
=  k
=  k
E M ) ' y - Ë M ) ' ( ^
1=0 z=o
0 -  ^ ( - 1 )
1=0
l
  f[fl‘
, using Appendix Result (2) with A: =  0 
, using Appendix Result (1)
E
'=[1 1 + 1
1=0
= —(0) +  ^ ( —1) /^ M j , using Appendix Result (2) with A: =  1 
z=i ^ /
=  j j )  from part (1 )
So the term involving Aj becomes: 
( —1)^ A
Substituting this expression for Aj back into the formula for Si gives:
Ai
=  A i+  (-1)1 ( - l ) f f l + i | fc
i=[|]+i
=  Ai +  E  (—i)^ (-i) [ï]
H ll+ i
' [ | ] 0
Ai
4+1
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since
n \  n f n —1
k J k \ k  — l
K j  - 1 ) - 2 j
S i  =  Ai +
[i]
K j  -  1) -  2j
A
A, (4.25)
[f] V[f]-i
Then the final bracket in eq (4.25) can be simplified, depending whether k is even or odd: 
• When k is even, k{j — 1) — 2j [ |]  =  —k
Si —Ai +  (-1)2  2 ^  f i  _ (4.26)
When k is odd, k(j  — 1) — 2j [ |] = j  — k
, fc + l z
^ s ,  = Ay + E (--!)' (Ç') Ü - fc) +•
2 . k±i \  2 /j~ 2
This shows clearly that when k is odd and i < k, the last term A& =  0.
(4.27)
This provides the formulae for Si in simplest form and generalised for all values of i.
The MRROS(2) computer program, as described in §4.4.4 and the Appendix, includes a 
section for checking for Type III RROSs, which can be used within Case (2), where necessary, 
to confirm that the MRR0S(2)s of size Si are not Type III, so that the value of Si in the 
vulnerability measure {Si, Ti) correctly refers to the smallest size of MRROS(z)s in the design, 
which are exclusively Type I.
The formulae for Ti differ between odd and even values of k:
When k is odd, there is exactly one unique MRROS(z) for a given set Vi, since no blocks 
are exactly half-full of treatments from Vi. Then by the uniqueness of MRROS(2)s, the 
total number of MRROS(2)s is exactly equal to |U i | ,  the total number of sets Vi yielding 
MRR0S(2)s:
T i (4.28)
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When k is even, it is possible for a block to be exactly half-full of treatments from Vi. When 
j  =  then a block containing exactly j  elements from Vi will also contain exactly j  elements 
from y  \  Vi. So, similarly to the special case of z =  |  for Case (1), these blocks can either 
be placed in Bi or Bg. Letting 7 2 ^ /2  he the number of blocks that contain exactly j  = ^ 
elements from Vi, then observations from each of these blocks can be removed in two different 
ways, either by removing treatments from % or from V \  %, in order to yield a MRROS(«). 
Therefore, for a given set Vi, there are a total of 2"*=/2 different MRROS(z)s. So the total 
number of MRROS(z)s can be expressed as:
Ti = where 72 ^ /2  is specific to a particular Vi set (4.29)
* = [ | ] + i
Vi
A particularly interesting parameter class is when z =  [ |]  +  1, as this is the first value of z 
within Case (2). The formulae for Si from the general eqs (4.26) and (4.27) can be expressed 
entirely in terms of Ai =  Z)jcVi Ai — Ai :
Si = ^ 2  ~  2Ai for even k and Si = Vj — Ai for odd k
jCVi jCVi
V j  -  (2z -  k) Ai Si = nun < rj -  (2z -  fc) Ai >
7CVi ^  licVi JjC ' K jC V
As with Case (2) for general values of z, the MRROS(z) computer program, as described 
in §4.4.4 and the Appendix, can be used here to check that these formulae correspond only 
to Type I MRROS(z)s. This may be necessary for unequi-replicate designs, for example, if 
Si is minimised by a V  set with Ai =  0 and with a much smaller sum its total
replications, compared to other V  sets. In which case the MRROS(z) construction algorithm 
would not necessarily preserve at least one replicate of all treatments from Vi, giving rise 
to a Type III RROS, although this very rarely happens. Only valid MRROS(z)s of Type I 
contribute in the program towards the final {Si, Ti) values.
4.4.3 A; E {2,3}
The formulae for {Si,Ti) in eqs (4.19), (4.20) & (4.21) apply to all block sizes, using the 
approach from Case (1). So for the special cases oi k e  {2,3} it is only required to derive 
formulae for z >  2. These use a similar, but simplified approach from Case (2).
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k = 2
Consider any set Vi with 2  <  z <  | .  A MRROS(z) of size Si is formed by removing one 
element from each of the ni  blocks containing exactly one element from % so from eq (4.22) 
Si =  rzi for any Vi set. By eqs (4.4) & (4.5), rzi +  2ri2 = Ai and U2 = A 2 , so zzi =  A% — 2 A2 
and therefore:
Si =  2  r-j -  2 V  >5 i  =  I ^  r,- -  2 ^  A ,y  I (4.31)
jC V i jJ 'C V i " IjcVi j , f C V i  J
For the Vi sets with Si — min% {sj}, there are Si blocks containing exactly one element from 
Vi. Each MRROS(z) of size Si is formed by removing either element from each of these Si 
blocks. Thus, for any V,  the number of MRROS(z)s of size Si is 2^ % therefore:
7i =  {v)}2'®‘ (4.32)
fc = 3
Let Vi be any set with 2  <  z < | .  To obtain a MRROS(z) of size Si, one observation needs 
to be selected from each of the rzi blocks containing exactly one element from Vi and also 
from each of the zzg blocks containing exactly two elements from %. Hence from eq (4.22) 
Si = m  +  rz2 . Using eqs (4.4) and (4.5), zzi +  2 z%2 +  Srzs =  Ai and U2 +  Szzg =  A2 , so 
rzi +  ZZ2 =  Ai — A2 , therefore:
-  1 2  V  '5'i =  n h n | y ^ r j -  X j À  (4.33)
jC V i j , f C V i  ’ K jC V i 3 ,j 'c V i J
Each Vi set with Si = miny. {s;} yields one unique MRROS(z) of size Si, consisting of one 
observation of a treatment contained in Vi from each of the rzi blocks containing one element 
of Vi and one observation of a treatment contained in U \  Vi from each of the U2 blocks 
containing two elements of Vi. Therefore:
Ti = (v )}  (4.34)
For both k = 2 and k = 3, for non-balanced designs, if some pairs of treatments within Vi 
sets have concurrence Xjy = 0, the MRROS(z) computer program, as described in §4.4.4 and 
the Appendix, can be used to confirm that at least one replicate of each treatment from Vi 
remains in the eventual design, so that Ti does not count any Type III RROSs.
Note that for all designs, for all formulae given for Ti, if f  =  2z, it is required to halve |U i | ,  
since the % sets form complementary pairs corresponding to an equivalent partitioning of
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V. For example, if z; =  6 , then an MRR0S(3) which isolates the V3  set {V1,V 2,V3}  from 
all other treatments is equivalent to the MRR0S(3) which isolates the V3 set {VA, V 6 , V 6 }, 
since both partition the treatment set V  into the two sets {V1 ,V 2 ,V 3}  and {VA,Vb,VÇf).
4.4.4 MRROS(z) Program
The MRROS(z) program for general D(v,b,k)s  implements the formulae that have been 
derived in this chapter and outputs the vulnerability measures (Si,Ti) for z <
For all block sizes, it begins by calculating (S'i,Ti) according to eqs (4.19), (4.20) & (4.21). 
The MRROS(l)s are obtained according to the construction algorithm for Case (1), as 
described in §4.4.1 and the corresponding observation numbers belonging to MRROS(l)s 
are listed.
For k e  {2,3}, for all values of z >  2, the Uj values are calculated for each % set by first 
finding the number of elements in the intersection between each of the b blocks with the Vi 
set, and then by counting the number of blocks with each intersection value j  for 0  < j  < k. 
For each Vi set Si is calculated according to eqs (4.31) & (4.33) and Si = miny. {s^} is 
determined. Then the number, j of Vi sets with Si = Si is counted, in order to calculate 
Ti using eqs (4.32) & (4.34). The MRROS(z)s are obtained according to the descriptions in 
§4.4.3.
For k > A, (Si,Ti) is first calculated for 2 <  z <  |  within Case (1) and then for z >  |  
within Case (2). For each % set the rij values are calculated as before, in order to determine
Xi — Tii.
Within Case (1), the program implements eqs (4.15) and (4.16) to find Si, using the minimal 
covering algorithm from §4.4.1, if required. Knowledge of Si and hence |V i |  are used to 
calculate Ti by eqs (4.17) and (4.18).
Within Case (2), Si = miny. {si} is calculated according to eq (4.22) and hence is 
calculated and used to determine Ti according to eqs (4.28) and (4.29). MRROS(z)s are 
obtained according to the MRROS(z) construction algorithm for Case (2).
In all cases, if f  =  2z, then each MRROS(z) would be counted twice. In order to compen­
sate for this, Ti is halved, so that equivalent partitions only contribute once towards the 
vulnerability measure value.
The output of observations in MRROS(z)s reveals their location in the design, providing 
useful information to the experimenter. Furthermore, every MRROS(z) of size Si, for all 
values of z >  2 , is checked to be a Type I RROS only, in order to satisfy the required properties
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of a valid MRROS(z). Type II RROSs never occur since MRROS(z)s never constitute the 
loss of whole blocks, hence it is only required to carry out a check for Type III RROSs. 
This part of the program checks that at least one replicate of all treatments remains in the 
eventual design, for both treatments from Vi and from V  \V i.  This may simply lead to a 
reduction in the value of Ti, or in rarer situations, it may require an increase in the value of 
Si, if all the original MRROS(z)s of size Si were shown to contain Type III RROSs.
When the final {Si,Ti) measures of the design are given, for all z < f ,  the value of S'* can 
be identified, so that (S*,T*) can be used as the initial measure of consideration within the 
vulnerability ranking process, as described in §4.1, in order to obtain a vulnerability ranking 
for comparison amongst other designs.
More details of the program, including the MatLab code, are given in the Appendix.
4.5 Equi-replicate Designs
Equi-replicate designs are given most focus in the literature. These include standard designs 
such as BIBDs and RGBs. For equi-replicate designs, Ai =  'ï2jcVi O' ~  so formulae from 
§4.4 can be simplified.
Case (1): z <  |
Replacing O t>y ir in eq (4.14) gives:
Si > zr +  kbi — 2 (z — 6 i +  1 ) 0
=  zr +  6i(26i +  / c - 2 z - 2 )  (4.35)
So Si is minimised by minimising bi. Since Bi is non-empty, min { sJ  =  z(r -  2) +  /c is 
obtained when 0  =  1- This implies that MRROS(z)s of size Si arise from V  sets with 
Ai >  1. Vi sets with Ai =  0 imply that 5i > 1 and hence yield larger MRROS(z)s. The 
corresponding MRROS(z) for Vi sets consists of exactly k —i observations from the single 
block comprising J5 i and ir — z replicates of treatments from Vi contained in B 2 .
= >  Si = i{r — 2)-\-k (4.36)
Exam ple 4.3
Consider the BIBD(7,7,3) from Example 2.1. Since k = 3, then z <  |  z =  1 , so for Case 
(1), consider MRROS(l)s. Let Vi = {U5}. Then Ai =  r  =  3. Without loss of generality. 
Block 2 is taken to be the “preserved” block. So in Block 2 the replicate of Treatment
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5 is kept and instead the other two observations are removed. Finally in order to isolate 
Treatment 5 completely, all other replicates of Treatment 5 are removed, which occur in 
Blocks 4 & 5.
The MRROS(l) contains 4 observations: Si = l{ r -2 ) - \ -k  = 3 — 2 +  3 = 4 , from eq (4.36).
Since z <  | ,  any of the (J) sets of z treatments in each block of the design constitutes a 
suitable Vi set. Therefore a Vi set always exists with A%>1 and as an alternative expression 
to eq (4.17), Ti can also be expressed as the following, for z <  | :
=  (4.37)
As all Vi sets have Aj >  1 with bi = 1, all MRROS(z)s within Case (1) for equi-replicate 
designs are guaranteed to be exclusively Type I, so no check for Type III RROSs is required.
For all block sizes, MRROS(l)s belong to Case (1). Recalling the formulae for Ti for Case (1) 
from §4.4, both eqs (4.17) & (4.37) when z < |  and eq (4.18) when z =  |  depend only on the 
^concurrence term Ai, so the formulae for Ti can be simplified with Ai =  r. Furthermore, 
as all Vi sets yield MRROS(l)s of minimum size 6 'i according to eq (4.36), | k i |  =  v, so for 
any equi-replicate design, the values of (S'i,Ti) from eqs (4.19) - (4.21) simplify to:
= r A-k - 2
For k = 2, Ti =  z;(2 " - 1 )
For A: > 3, Ti =  vr = bk
%= [ | ] + 1
Replacing O' t»y zr in eq (4.30) gives:
Si = ir — (2 z — k) A%
This formula can be derived from first principles for equi-replicate designs.
For a given % set when i = [ |] + 1 , blocks that are more than half full of treatments from 
Vi are placed in Bi, blocks that are less than half full of treatments from % in Rg and, for 
even k, blocks that contain |  treatments from % can each be positioned in either Bi or B 2 . 
Considering a block that contains j  treatments from Vi, where 0 <  j  < z, there are rij such 
blocks which each contributes j  to the value Si. Thus, blocks that are at most half full of Vi
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treatments together contribute X)}=i a*. Each of the rii blocks in B\ that contain all
i elements of Vi contribute k — i i o  Si. Using (4.4), this gives in total:
Si = — {2i — k)rii = ir — {2i — k) Xi
3=1
Any RROS constructed for a V  set with Ai >  1 , by partitioning B  in this way always leads 
to a valid MRROS(z). The value of interest is Si = miny. {si}. With only one non-fixed 
term, Xj, the value Si can be minimised directly by maximising A*. Any design has A- >  1 
so Si < i r  — {2i — k}. Hence for a given design Si is attained for the v* sets % with A, =  A* 
and the Si formula simplifies to:
2; == z r - - ( 2 z -&)A;  0L38)
= >  Si = ir — 2A* for even k and Si = ir — A* for odd k (4.39)
Similarly to Case (1 ) for general designs for Vi sets with A* > z, it is also guaranteed here 
for equi-replicate designs, that no MRROS([|] +  l)s are Type HI. Treatments from % are 
preserved in the rii blocks in By So each block in Bi contains all z elements of Vi. Hence 
at least one replicate of each Vi treatment remains in the eventual design. Also treatments 
from y  \  % are only lost from the Ai blocks in J5i. But Ai < r  so since each treatment only 
occurs at most once in any block, no treatment loses all its r replicates. Therefore no check 
for Type HI RROSs is required for equi-replicate designs for z =  [|] +  1.
For BIBD(z;, b, k)s examples of these formulae can be seen in Table 4.4. Considering z >  3 
and A: > 4  so that the Xj concurrence is not a fixed parameter, the first occurrences of these 
formulae are for z =  3 and k 6  {4,5} with S3 = 3r —2Ag for A: =  4 and S3 =  3r — Ag for A; =  5. 
Examples in §5.2.2 have z =  [ |]  +  1 and demonstrate the implementation of a formula for 
Si of this type to find MRROS(z)s for BIBD(z;, b, k)s by direct maximisation of Ai.
4.5.1 Vulnerability M easures of BIBD (u, 6, k)s
BIBD(f, b, k)s are equi-replicate, so all results already given in §4.5 apply. For a BIBD(z;, 6 , k) 
both r  =  Ai and A =  A2 are fixed parameters, since all v  treatments are replicated equally 
often with r = ^  and all possible (g) pairs of treatments occur together in blocks equally 
often, with A =
Therefore for any given set % in the design, Ai =  r  for each of the z distinct subsets Ui 
containing a single treatment. Hence Ai =  ir.
Similarly, for a given set %, each of the (*) distinct subsets U2 containing each pair of 
treatments has A2 =  A so A2 =  (g)A.
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However, for BIBDs in general, Xj is not a fixed parameter for j  > 3. For example, some 
sets of three treatments may occur together more often in blocks than other sets of three 
treatments. Furthermore, within a BIBT>{v,b,k), for given i the distributions of values of 
Xi may differ.
Using eqs (4.3) - (4.5) with =  ir and Ag =  (g)A, each of the v  subsets Vi has (no,ni) =  
(6 —r,r)  and each of the (g) treatment sets Vg has (720,^ 1 , 722) =  (6 —2 r  +A, 2 r  — 2A, A). The 
first value of i for which the values 720, 72%,... , 72  ^ differ is for z =  3, since the values depend 
on 72s =  As, which is not fixed. A given V3 set has:
(720,72%, 722 , 72s) =  (5 — 3r +  3A — As, 3r — 6A +  3As, 3A — 3As, As) (4.40)
Results from §4.4 and §4.5 can be simplified further for BIBD(f, 6, /c)s.
k E {2 ,3}
Since A% and A2 are both fixed quantities, eqs (4.31) & (4.33) simplify with Si expressed 
entirely in terms of the fixed parameters r and A. Thus it follows that each Vi set has 
common value Si and hence:
For k = 2, Si =  ir  -  2 (M  A (4.41)
Fork = 3, Si =  *>■-( 2 ) ' '  (4.42)
Since every possible Vi set yields a MRROS(z) of minimum size Si, the Ti eqs (4.32) and 
(4.34) can be simplified with | y |  =  (^).
Furthermore, it is guaranteed that no MRROS(z)s contain Type HI RROSs, since A 0, 
so at least one replicate of each treatment from % is preserved. In addition, at least one 
replicate of each treatment from V \V i  remains in the eventual design. Any treatment, say 
j ,  from V  \  Vi also occurs in A blocks with another treatment, say f ,  from V  \  Vi, and no 
observations corresponding to treatments from V\Vi  are removed from such blocks. Hence no 
check for Type HI RROSs is required for any value of z for BIBD(f, b, 2)s or BIBD(z;, b, 3)s.
z =  2
Similarly to the simplified results for z =  1  for all equi-replicate designs, the formulae for T2 
for Case (1) for BIBDs with k > 4 ,  from both eqs (4.17) & (4.37) when z < |  and eq (4.18) 
when z =  I  depend only on A2 =  A. Furthermore, all V2 sets yield MRR0S(2)s of minimum 
size S 2 according to eq (4.36), so j  =  (%). Combining these Case (1 ) results with the 
formulae for k E {2,3} using eqs (4.41), (4.42), (4.32) & (4.34), all (R2 )T2 ) formulae for 
BIBD(t;, b, k)s can be simplified:
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For k = 2, Si = 2 r -  2X, Tg =  ( { j  2®=
For k = 3, Si = 2 ) A, T2 =
For & =  4, % =  2r, Ti = M  (2^ -  l)
For k > b , S 2 = 2r +  fc — 4, T2 =  ( A A =
(R3,T3)forfce{4,5}
The (RsjTs) measure for k e  {4,5}, which corresponds to z — [|]  +  1, is used extensively 
in §5.2, because these are the first occurrences of z =  [ |]  +  1. For k 6  {4,5}, expressions 
for S 3  are obtained from eq (4.39). For A: =  4, eq (4.29) yields T3 =  2^“^, which can be
simplified using eq (4.40) since, for any V3 with A3 =  A3 , rz2 =  3(A — A3 ). Eq (4.28) is used 
for A: =  5:
IPor & =  /!, 7k == X (4/43)
IPor & =  5, 7k =  v; (4.44)
It is now possible to present tables containing the formulae for BIBD(z;, b, k)s for Si and Ti, 
for some reasonable values of z and k, namely with 1 <  z <  10 and 2  <  A: <  10, in order to 
see examples of all of the theoretical results and patterns that have been explained. Tables 
4.4, 4.5 and 4.6 display the formulae for Si and Tables 4.7 and 4.8 for Ti.
Within Case (2 ) for A: > 4, i.e. with z > | ,  the formulae for Si involve Xj and Aj terms, 
which are not fixed, since j  > 3. Therefore the formulae in the table actually give the size of 
Si according to each % set and the overall vulnerability measure value Si = miny. { a J  can be 
identified for the whole design using the program described in §4.4.4 and in the Appendix.
The Si formulae for « =  [f ] +  1 have been expressed in the table in terms of A- to show the 
actual vulnerability measure value. Similarly, the 7k formulae for k e  {4,5} are used in the 
table, since these have been derived specifically in this section in eqs (4.43) & (4.44).
4.5.2 t-Designs
Any BIBD is a 2-design, but furthermore any BIBDs which are also t-Designs for t >  2 have 
interesting properties. All (Y) possible Vi sets have A* =  for 1 <  z <  t using eq (2.4).
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A;\z 1 2 3 4 5 6
2 r 2 r -2 A 3r — 6 A 4r -  1 2 A 6r -  2 0 A 6 r  -  30A
3 r + l 2 r - A 3 r -3 A 4r — 6 A 5r — IDA 6 r  — 15A
4 r + 2 2 r 3r -  2A^ 4t* — 2 A3 + 4 A4 5r — 2 A3 +  4 A4 6 r  — 2 A3 +  4 A4
5 r  +  3 2 r  +  l 3r — A3 4r — A3 +  A4 5r — A3 +  A4 6 r  — A3 +  A4
6 r  +  4 2r +  2 3r 4r -  2A; 5r — 2 A4 +  6 A5 6 r  — 2 A4 +  6 A5 — 12Ae
7 r  +  5 2r b 3 3r +  l 4 r - A 2 5t* — A4 +  2 A5 6 r  — A4 +  2 A5 — 2 A0
8 r  +  6 2r +  4 3r +  2 4r 5r --!2AS 6 r  — 2 A5 +  8 Ae
9 r  +  7 2r +  5 3r4-3 4r + 1 5r --;\S 6 r  — As +  3Ae
10 r +  8 2 r  +  6 3r +  4 4r +  2 5r 6 r  — 2 Ag
Table 4.4: A Table showing the formulae for for 1 <  z < 6 for any BIBD(z;, b, k)
k \ i 7 8 9
2 7r -  42A 8r — 56A 9r -  72A
3 7r -  2 1 A 8r--28A 9r--36A
4 7r — 2A3 + 4 A4 8z* — 2A3 + 4A4 9r — 2A3 + 4A4
5 7r — A3 + A4 8r — A3 + A4 9r — A3 + A4
6 7r — 2A4 + 6A5 — 12 As 8t — 2A4 + 6As — 12As 9r — 2 A4 + 6 As — 12As
7 7r — A4 + 2A5 — 2As 8r — A4 + 2 As — 2As 9r — A4 + 2As — 2As
8 7r — 2A5 + 8As — 2OA7 8t — 2As + 8A0 — 2 OA7 + 40Ag 9r — 2As + 8As — 2 OA7 + 40Ag
9 7v — As + 3As — 5A7 8v — As + 3As — 5A7 + 5Ag 9r — As +  3As — 5A7 + 5Ag
10 7r -  2Ae + IOA7 8r — 2As + IOA7 — 30 Ag 9r — 2As + IOA7 — 30Ag + 70Ag
Table 4.5: A Table showing the formulae for for 7 <  z <  9 for any BIBD(z;, 6, k)
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A:\z 10
2 lOr -  90A
3 lOr -  50A
4 lOr -  2A3 +  4A4
5 lOr — A3 +  A4
6 lOr — 2A4 +  6A5 — 12As
7 lOr — A4 +  2A5 — 2Ag
8 lOr — 2A5 +  SAg — 2OA7 +  40 Ag
9 lOr — A5 +  SAg — 5A7 +  5Ag
10 IOt* — 2Ag +  IOA7 — 30Ag +  70Ag — 140Aio
Table 4.6: A Table showing the formulae for Si for z =  10 for any 6, k)
A;\z 1 2 3 4 5 6
2 V (2  ^ -  1) (2 ) 2 *“ ©2^= © 2 ^‘ (D2% (e)2^“
3 vr (D © © © ©
4 vr (2 ) (2 ' - 1 ) E î î 2 - E v ? 2 - E% 2»:
5 vr (2 )^ { v . } m
6 vr (2) A (2 ': -  1) Evi2»= E R 2 " ' E v?2’*=
7 vr © A HI) m { % }
8 vr b Q E v . (2'< -  1) E v ?2 '- E % 2 '^
9 vr © A bit) bit) { v . } { % }
10 vr © A b i t ) b i t ) E y . (2's -  1) E % 2 '"
Table 4.7: A Table showing the formulae for Tj for 1 <  z <  6 for any BIBD(z;, b, k)
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A ;\z 7 8 9 1 0
2 © 2 % © 2 ^ » (10) 2^“
3 © © © (10)
4 E v ç 2 " = E % 2 " : E % 2"3
5 { © } { V s } { % ] { + 0 }
6 E v v 2 " ’ E r 2 ’*= E v S 2"3 E % 2"3
7 { V r } { V s } { % } { + 0 }
8 E v ? 2 " ‘ E h 2'“ E R 2"4 E % 2 " .
9 { v . } { F s } m { + 0 }
1 0 E v ? 2 " = E % 2 - E v ? 2"3 E % 2«3
Table 4.8: A Table showing the formulae for Tj for 7 <  z < 10 for any BIBD(z;, b, k)
50 there is one unique set of values for no, . . . ,  n% for all Vi sets. Therefore all Vi sets yield 
MRROS(z)s of equal size Si for all 1 < z < £. So the value of Si for (-designs continues to 
depend only on fixed design parameters beyond Case (1 ) if ( > | .
Examples of (-designs will be demonstrated in future sections. The BIBD(8,14,4) DA from 
§5.2.2 is a 3-design with A3 =  1 and replicating this produces the BIBD(8,28,4) in Example 
7.4; a 3 -design with A3 =  2 . Both these designs are shown to be least vulnerable according 
to MRROS(z) for %= [§] + 1 , since by all Vi sets having common value Ai, the value of A* is 
minimum over all D e  BIBV{v,b ,k) .  In particular, the BIBD(8,28,4) example shows that 
non-isomorphic (-designs exist, since two 3-designs with different properties are discussed.
4.6 Size Differences for BIBDs Between MRROS(z)s 
and M RROS(z-l)s
Work carried out by calculating Si for a range of BIBD(z;, b, k)s has shown a general trend 
in the sizes of MRROS(z)s for given BIBD(f, 6 , k) parameters, such that the minimal size,
51 of MRROS(z)s for the whole design increases as z increases. Using the formulae for Si 
for BIBD(f, 6 , k)s, it is possible to express the difference in sizes between MRROS(z)s and 
MRROS(z -  l)s.
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If it is possible to determine that Si increases monotonically for values of i within a certain 
range, then the size of Si need only be checked for the lowest value of i within this range, as 
part of the pilot procedure.
Care needs to be taken when the MRROS(z)s and MRROS(z — l)s correspond to different 
cases of the Si formulae. Therefore the size differences are considered separately for i and 
2 — 1 lying within and between the different cases. It is simplest to consider the difference 
Si — Si-i  for the special values of i and k first, namely for k e  {2,3} and z <  | .
k = 2
Si = r from Case (1)
Si = ir — 2 A for 2 <  z <  ^ , from Case (2), which applies for z; >  4
MRR0S(2) - MRROS(l) for Case (1) to Case (2) overlap:
r (v — 3)S 2 — Si =  r  — 2A =  —---------- > 0 since f  >  4
V  — I
• MRROS(z) - MRROS(z -  1) for 3 < z <  f  within Case (2):
S i - S i - t  =  » - - 2A ( * ) “ (* 2 ^
2(z —l ) r  _  r(z; —2z +  l)
V  — 1 V  — I
> 0 since v > 2 i
Therefore Si > Si-i  always for BIBD(u, 6,2)s. 
k = 3
Si =  r  +  1 from Case (1)
Si = ir — ^ ^ A  for 2 <  z <  ^ , with z >  2 from Case (2)
• MRR0S(2) - MRROS(l) for Case (1) to Case (2) overlap:
S i - S i  =  r - A - l  =  r - 1 ----------  (4 .45)f  — i
2r> 1—  1 — — since z; >  4 for z =  2 
r — 3=  —-— > 0 since r > k = 3
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Ideally, it would be preferable to be able to say that S 2 > S\ rather than S 2 > Si, so it 
is required to check r  =  =  3, for which v = A from eq (4.45), giving the BIBD(4,4,3),
which has Si = S 2 = 4.
MRROS(z) - MRROS(z -  1) for z >  3 within Case (2): 
Si — Si-i  = r — X
r —
3 - C 2 '
2 (z — 1) r  _  r ( v  — 2 i + l)
V  — 1 V — I
> 0 since v > 2 i
Therefore Si > Si-i  always for BIBD(z;, 6 , 3)s except for BIBD(4,4,3) when Si = S 2 .
Within Case (1 ) for z <  | :
This can be used for all k > A ,  when there is more than one value of z within Case (1). 
MRROS(z) - MRROS(z -  1 ) for 2 <  z <  |  using Si = i { r - 2 ) - ^ k
Si -  Si-i  =  (r -  2) (z -  z +  1) =  r - 2  > 2 since r > k > A
Therefore Si > Si-i  always for all BIBD(f, 5, fc)s for 2 <  z <  f  within Case (1).
Therefore the three cases given show also that S 2 > Si for all BlBD{v,b,k)s. So, overall, 
it has been proven so far that Si > Si-i  for z E  {1,2}, for k E  {2,3} and for all z <  | ,  
with the slight caveat of the BIBD(4,4,3). This completes the proofs for all the cases for 
which the Si formulae depend only on z and the fixed BIBD parameters r, k, X and the value 
of Si increases monotonically with z within these cases. Thus a pilot procedure starts by 
evaluation of Si.
The next special case of interest is for i =  [f] +1, which is the first occurrence of the formulae 
for which Si depends on the non-fixed parameter A* for z >  3. By considering the difference 
the proof is investigated for the overlap between Cases (1) & (2), specifically 
for k E  {4,5}, as this is the first instance of Si varying within a BXBV{v,b,k),  which is
discussed in §5.2. These results are therefore of particular importance as the comparison of 
S3 values within BIBV{v,  b, 4)s and BIBT>{v, b, 5)s is often the focus of material covered in 
§5.2, §6.3, Ch.T and §8.2.3.
The proof is presented first for BIBD(z;, b, k)s with k = A.
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k =  4
5 2 = 2r from Case (1 )
k
5 3  = 3r — 2X1 from Case (2), with z =  -  +  1
• MRR0S(3) - MRR0S(2) for Case (1 ) to Case (2) overlap:
S 3  — S 2 — r  — 2 A3 ^  T — 2 A since A3 ^  A 
6 r  r ( v  — 7)
V  — 1 V  — 1
> 0 for z; > 7
MRR0S(3)s need to cover z; >  6 , so it is required to check v e  {6 ,7}.
If A3 < A, i.e. if A3 <  A — 1 and the maximum is not attained:
r — 2 A3 ^  V — 2 (A — 1)
_  2  q- — 'p. > 2  +  - — ^ since r  > 0
V  — 1 V  — 1
=  3 ----- -— > 3 — ^ since z; >  6
z; — 1 5
> 0
Therefore S 3  > % for all BIBD(z;,6,4)s with A3 <  A -  1. So it is only required to
check BIBD(z;,6,4)s with v e  {6,7}, which have A3 =  A, for which no designs exist,
since A3 < A using eq (4.40), so S 3  > S 2 .
Hence S 3  > S 2 always for BIBD(z;, &,4)s.
Next the overlap between Cases (1) & (2) will be considered for BIBD(z;, 6 , 5)s. 
k = b
S 2 =  2 r  +  1 from Case (1 )
% =  3r — A3 from Case (2 ), with z ! 1
MRR0S(3) - MRR0S(2) for Case (1) to Case (2) overlap:
S3 — S2 — r — A3 — 1 ^  T — A — 1 since A3 ^  A
=  (4.46)
V  — 1 
4r
> 1—  1 ------ since z; >  6 ==> z; — 1 > 50
T — 5=  ------  > 0 since r > k  = b
5 “
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50 it is required to check when r  =  5, for which v  = k 1 = 6 from eq (4.46), giving 
the unreduced BIBD(6,6,5), which has A =  4 and A^  < 4, so S's — ^ 2  == 5 — Ag — 1 > 0, 
giving S 3  > S 3 .
Hence S3 > S2 always for BIBD(z;,6,5)s.
In fact, a similar argument can be applied more generally to prove the result for all BIBD(f, 6, k)s 
with odd k >5:
Odd for z =  [ |]  +  1:
Si-i  = (i — 1) r Si — ir — X*
MRROS(z) - MRROS(z — 1) for Case (1) to Case (2) overlap:
51 — Si-i =  r — XI — 1 > r  — A — 1 since A* < A
=  (4 .47)
z; — 1
r(k — 1 )> r — 1 -; since z; >  2z =  fc +  1 = >  v — 1 > k
~  k ~
r — k= —-—  > 0 since r > k  
k
So it is required to check when r = k, for which k = v — 1 from eq (4.47), giving the 
unreduced BIBD(z;,z;,z; — 1), which has X = v — 2 and A| < A, so Si > Si-i.
Therefore Rpj+i > S^kj for all BIBD(z;, 6, k)s with odd k.
So it has now been proven that % > % > S i  for all BIBD(z;, b, k)s, in general, since S 3  > S 2  
is either covered within k 6 {2,3}, or Case (1) for >  6, or within the special case of 
i =  [ |]  +  1, for /e E {4,5}, as just demonstrated.
It is harder to prove that Si continues to increase monotonically with z for z > [ |]  +  1 for 
k > 4 ,  since then both the Si and the Si-i  formulae involve the non-fixed parameter A}.
However, since Rpj+i is the value, which is considered in §5.2 for design selection of BIBDs, 
then it is sufficient within this research to confirm that Si < S 2 < . . .  <
Furthermore, any exceptions are extremely rare, since only one example of a BIBD has been 
found, to contradict Si increasing with z, for which the final Si value, S^ < S^^_^y So, with 
a minor caveat, this work generally assumes that Si > Si-i  for all values of z for BIBDs.
The following list presents the BIBD classes for which results in this section have formally 
proven that Si increases monotonically with z, so that designs for which it is known com­
pletely that Si = mini {Si} for all values of z <  f  overall can be identified:
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For BIBD(z;, 6, k)s with k e  {2,3} it is known that Si = mini for all i.
For BIBD(z;, b, k)s with k e  {4,5} it is known that Si < S 2 < S 3 , so for designs with f  <  7 
treatments, it can also be said that Si = mini for alH <  ^.
For BlBD{v,b,k)s with k > 6, Si < . . .  < so Si — mini {Bi} for all i when [ |]  >
[ |] .  Therefore for designs with even k and v = k I treatments, i.e. for unreduced 
BIBD(f,z;, f  — l)s, it can also be said that Si = mini {Bi} for all z < f .
So for all such BIBB{v,b,k)s, Si is the value required to be checked as part of the pilot 
procedure, as discussed in §5.1.
For such designs. Si = r  4 -k  — 2 is the minimum size of any MRROS(z), which implies that 
any set of up to r+ /c—3 observations inclusively can be lost and the BIBD will always remain 
connected. This can be compared to Ghosh’s (1982a) bound for maximal robustness, for 
which a BIBD can lose any r  — 1 observations and the design remains connected. Comparing 
the vulnerability bound with Ghosh’s bound gives:
{r + k — 3) — {r — 1) = k — 2
So for BIBD(z;,6,2)s the bound from this research is exactly equivalent to Ghosh’s bound. 
However, for k > 3 ,  within the design classes given here, the vulnerability formula for Si has 
improved upon Ghosh’s bound, because it is known that a further k — 2 observations can be 
lost from the BIBD and the eventual design will still be connected, provided that no Type 
HI RROS is incurred.
Furthermore Ghosh’s bound corresponds to Type HI RROSs, which will be the same amongst 
non-isomorphic designs within any given class of equi-replicate designs.
4.7 Summary
This concludes Ch.4, which contains the initial theory for calculating the new vulnerability 
criteria. In §4.1 the concept of vulnerability was introduced and the vulnerability measure 
(Si,Ti) was formally defined. Different approaches were considered for ranking the vulnera­
bility of a class of incomplete block designs and examples were demonstrated in §4.2. Using 
notation given in §4.3, formulae for the {Si,Ti) values were then derived for any general 
D{v, b, k) in §4.4 and simplified for equi-replicate designs in §4.5, in particular for the special 
case of BIBD(f, b, k)s in §4.5.1. Implementation of the {Si, Ti) formulae into a computer pro­
gram was discussed in §4.4.4, so that vulnerability measures can be obtained for any given 
D{v, b, k). Work in §4.6 has shown that there is often a trend for BIBD(f, b, k)s, such that
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the value of Si increases as i increases, which allows the vulnerability ranking approaches to 
be simplified.
Throughout this work, the (Si,Ti) vulnerability measures are applied to the vulnerability 
ranking approaches that were introduced in §4.1. These are based on the assumption that 
the least vulnerable design, which is to be identified, is the design with the fewest Type I 
RROSs of the smallest sizes. The vulnerability ranking approaches are discussed in greater 
detail in §5.2, when the vulnerability measures of competing designs are compared, in order 
to rank the vulnerability of all designs within a given class of candidate designs.
In actual fact, the vulnerability measures can be applied to any chosen ranking method. 
For example, if all values of Si for z <  |  were large enough, such that the disconnectedness 
of any design was not of great concern, the experimenter may attach greater importance 
to the different values of Ti, indicating the total number of ways a design could become 
disconnected after the loss of observations at random. In which case, the experimenter may 
believe that the best design for the experiment is the one with fewest RROSs altogether, 
regardless of their sizes. For a class of general designs this may not necessarily be the design 
ranked highest according to the vulnerability ranking process outlined in §4.1, which begins 
by ranking designs according to (5'*,T*), for the size and total number of MRROS(z)s of 
minimum size R* =  min^ {R*}. Nevertheless, any such alternative ranking procedure would 
still require knowledge of each of the {Si,Ti) measures for z <
Hence knowledge of the Si,Ti values, for any general incomplete block design with common 
block size k, is relevant to contexts beyond the methods covered within this research. The 
results within this chapter in general provide a useful contribution and achieve the primary 
aim of calculating the (Si,Ti) vulnerability measures. By taking account of this informa­
tion, an experimenter can then select the best design for the experiment, according to the 
particular objectives, constraints and assumptions of that specific experimental scenario.
In Ch.5 that follows, the vulnerability measure results from Ch.4 are applied to the design 
selection and comparison of BIBDs.
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Chapter 5 
DESIGN SELECTION AND  
COMPARISON OF BIBDS
It has already been noted in Ch.4 that some formulae for Si and Ti depend only on fixed 
parameters of the BIBD(z;, 6, k), whereas others are more complicated, requiring calculation 
of parameters specific to the BIBD(f, b, k) under consideration. It is particularly useful to 
identify {Si, Ti) measures that are fixed for all D E BXBV{v, b, k) and those which can vary 
between different non-isomorphic BlBD{v,b,k)  structures.
For example, if for a given value of i, the formulae for Si and Ti are dependent only on the 
fixed parameters v, k, r and A, then every non-isomorphic design within a given BXBV{v, b, k) 
class will have the same vulnerability measure. A class of designs with such parameters can 
be described as having fixed vulnerability for {Si,Ti).
However, if for other values of i, the {Si,Ti) formulae depend on other values beyond the 
fixed parameters of the BIBD('U,6, A;), then it may be possible to find two non-isomorphic 
BIBD(z;, 6, fc)s, with one being more vulnerable than the other. A class of BlBD{v, b,k)s 
with different vulnerability measures can be described as having varying vulnerability for
The formulae for Si and Ti will be considered, identifying for all possible combinations of 
i and k values whether BIBD(f, b, k)s have fixed vulnerability or varying vulnerability. The 
meanings of fixed and varying will also be clarified in further detail. Depending whether 
the vulnerability measure formulae are fixed or varying, the {Si, Ti) measure lends itself to 
two different approaches in practice: either a pilot procedure, which is discussed in §5.1 or 
a design comparison method to aid in design selection, which is discussed in §5.2.
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5.1 Pilot Procedure
If the vulnerability measure is fixed, (Si,Ti) depends only on the parameters v,b,k,  so that 
non-isomorphic BIBD(z;, b, k)s yield the same vulnerability measure, independent of the spe­
cific structure of each design.
The formula Si = i(r — 2 ) k from eq (4.36) depends only on the fixed parameters r and k, 
so within the whole of Case (1), BIBD(z;,6, A:)s have a fixed value of Si. Similarly, from eq 
(4.17) Ti is fixed for all i < | .  Prom eq (4.18) Ti depends on Ai for z =  | ,  so in these cases 
Ti is only fixed for z G {1,2}, but can vary for z >  3.
In §4.5.1 the Si formulae for k e  {2,3} in eqs (4.41) & (4.42) depend only on the fixed 
parameters, r and A, of the BIBD(z;, 6, A:). Similarly, the formulae for Ti are fixed for k e  
{2,3}, since all possible % sets yield MRROS(z)s with common value Si, so j = (").
Overall, from the formulae obtained in Ch.4, it is established that the (Si,Ti) measures 
depend only on design parameters and z when k E {2,3} and when fc >  4 &; z <  | ,  indicating 
equal vulnerability of designs within a BXBT>{v, b, k) in such cases to result in a disconnected 
eventual design.
If all D E BXBV{v, b, k) are equally vulnerable for MRROS(z)s if {Si,Ti) is fixed, a search 
of candidate designs within the same parameter class would be unnecessary. Instead, the 
simple formulae, which can easily be calculated directly from the design parameters, without 
any requirement of a computer program, yield a pilot procedure.
Prior to experimentation, calculation of relevant (Si,Ti) measures together with an estimate 
of the proportion of observations that may go missing during experimentation, provide the 
experimenter with a pilot procedure to check that the eventual design is likely to yield useful 
results, by ensuring that the value of Si exceeds any reasonable expectation of observation 
loss. If the experimenter is satisfied with the level of vulnerability of the proposed design, 
they can proceed with this design for the experiment. Otherwise, it may be necessary to 
reconsider the design chosen, in order to be able to use a sufficiently robust design.
The pilot procedure was also demonstrated for a non-balanced design in Example 4.2 in §4.2.
5.2 Comparing Candidate Designs
For k > 4  and z > [ |] ,  the {Si, Ti) measure can vary within a BXBV{v, b, k).
There are two senses in which the formulae can vary. Firstly, since some terms in the
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formulae, such as the (-concurrences A», are not equal for all y  sets, then the Sj sizes can 
vary among the y  sets, in which case Si is the minimum of these possible values for Si. Here 
the vulnerability values vary within a design. Often this can lead to the second, stronger sense 
of the meaning of varying, such that two non-isomorphic designs have different vulnerability 
measures. Here the vulnerability varies between designs. This is the situation which is of 
most interest, because the vulnerability depends on the particular design, so the choice of 
design matters.
In §5.1 it was mentioned that for ( =  |  the value of Si is fixed, but Ti can vary amongst 
D  E BXBT>{v, b, k) for ( >  3. This is the first occurrence of Ti varying, for which Ti =  
(2^ — l) using eq (4.18). Since A* is not a fixed parameter for ( >  3, then the num­
ber of sets that occur together A* times, will vary amongst BIBD(z;, b, k)s and the overall 
distribution of the different values of Xi across the y  sets will also vary.
In general, the better design is the one with a more even distribution of the A, values across 
the y  sets. As any two BIBD(f, b, k)s under consideration will have equal values of Si, 
the least vulnerable BIBD(f, b, k) is the one with minimum Ti value. To minimise Ti it is 
required to minimise 2^. The sum of the concurrences Y v i  hxed and equal to 6(^), 
but large values of Xi have a disproportionate effect on Y  so it is better to have fewer y  
sets with large values of A*. Hence by selecting a design in which the spread of the A* values, 
is minimised, Ti can be reduced.
The first instance for {Si, Ti) to vary completely is when i = [f] + 1  for k >  4. The formulae 
for Si depend directly on A* which is not fixed within a BXBV{v, b, k) for >  4 and ( >  3. 
Thus, non-isomorphic BlBD{v,b,k)s can have different {Si,Ti) measures.
Then for A: >  4 and  ^ > [ |] +1, the formulae for Si in eqs (4.26) and (4.27) depend on terms 
involving Aj  where j  >  3. As the concurrences Xj can vary between different y  sets for 
j  > 3, the concurrence sums Aj will also vary between non-isomorphic BIBD(u, b, k)s. This 
will also mean that the value of | y |  will differ between designs, causing the value of Ti to 
vary amongst BIBD(z;, 6, A:)s as well as Rf.
The formulae in eqs (4.26) and (4.27) give the value of Si for each y  set within a given 
BIBD(f, 5, A;). A MatLab program has been written that implements these formulae to 
identify the MRROS(()s and corresponding sizes Si for all y  sets. Then the y  sets with 
minimum Si can be identified in order to output Si =  min^. {s^} for the vulnerability measure. 
Details of this program can be found in §4.4.4 and in the Appendix, within which it is 
explained how values such as Ai, | h i |  and n ^ /2  can be obtained.
For all these parameter classes with varying vulnerability, the formulae depend on features of
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the particular design, so non-isomorphic BIBD(z;, 6, k)s from a BXBV{v, b, k) class can have 
different vulnerability measures. The existence of BlBD(v,b,k)  with varying vulnerability 
formulae demonstrates that designs with identical optimality properties are not necessarily 
equally vulnerable.
Comparison of the {Si, Ti) measures within a BXBV{v, b, k) enables the designs to be ranked 
according to their vulnerability. This ranking can be used at the design selection stage to 
select the least vulnerable design to observation loss from a set of competing designs. For 
general designs, a vulnerability ranking was considered in §4.1, commencing with the as­
sessment of the initial measure (S'*,T*) where S'* =  mini{Si}. However, for BlBD{v,b,k)s, 
the size of Si tends to increase monotonically with i, as demonstrated in §4.6. Therefore, 
amongst a set of competing BIBD(f, b, k)s, the {Si,Ti) vulnerability measure with the small­
est value of i for which {Si,Ti) varies is used for comparison. The least vulnerable design is 
ranked highest, which is achieved by first ranking the designs according to Si, higher rank 
being given to designs with higher Si. Amongst designs with equal Si value, designs with 
lower Ti value are awarded higher ranking.
The use of the {Si, Ti) measure in design comparison provides a new method for distinguishing 
between designs in a BXBV{v,b,k),  extending the work of Raghavaro et al. (1986) and 
Morgan & Par vu (2008).
As well as the program being a useful tool for design selection, the theoretical results can 
also aid in the construction of the least vulnerable design.
Examples of BXBV{v, b, k) classes with varying vulnerability are demonstrated for k e  {4,5} 
in §5.2.2, using the measure (Rs,?^), since these are the first parameter combinations of i 
and k, for which the {Si, Ti) measures are not fixed, but instead can be design dependent. 
It is important again to recall that within all examples given, all D e BXBV{v, b, k) are 
universally optimal, i.e. they are equally efficient, but they have varying vulnerability.
Table 5.1 is helpful in order to visualise for which parameters the formulae for Si and 7- are 
either fixed or varying. The different scenarios of Si, Ti both fixed (*), Si fixed but Ti not 
fixed (t) and neither Si nor 7- fixed ($) are indicated, within the range 1 <  ( <  8, 2 <  /c <  10.
5.2.1 Concurrence and Block Intersections Properties
It is useful to investigate properties specific to individual BlBD{v,b,k)s, which can lead to 
varying vulnerability amongst D e BXBV{v,b,k).  In this section results are given on the 
concurrences and block intersection vectors of BIBD(z;, 6, A:)s, which can provide knowledge
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( \  A; 2 3 4 5 6 7 8 9 10
1 * * * 'f' * * * * *
2 $ t * * * * * *
3 * * t $ t * * * *
4 * * Î 1 t t t * *
5 * * t $ t $ t t t
6 * * t $ t t $ t t
7 * * t $ t t t t t
8 * * t j: 1 t $ t t
Key
Si, Ti both fixed 
Si fixed, Ti varies 
Si, Ti both vary
Table 5.1: A Table showing whether {Si,Ti) is fixed or dependent on the particular 
BIBD(v, b, k), for different combinations of i and k.
on desired properties for less vulnerable designs, aiding in design selection and construction.
In §4.5.1 eq (4.40) gives the values for n o ,.. . ,n s  in terms of A3 , using eq (4.3) - (4.5). 
Therefore the lower bounds of A3 are obtained from 721 ,713 and the upper bounds from 
720, 722. In general, by knowing the admissible rii values, all possible values for Ai can be 
determined. Therefore for ( =  [ |] +  1 where the minimisation of Si depends on the value of 
Ai, information on the bounds of Ai and hence the bounds of Si can be determined directly 
from the BIBD(f, b, k) parameters, without any knowledge of specific design structures for 
designs in a BXBV{v, b, k) class.
Theorem 5.2 establishes lower and upper bounds for A* =  max {Ai} for a given BIBD(f, b, k), 
but first results from Theorem 5.1, which follows, are required within the proof of Theorem 
5.2.
T heorem  5.1
Consider D 6 BXBV{v, b, k).
Further consider a subset of ( >  3 treatments. The smallest number of blocks in D  that 
together contain ro > Ao((—1) replicates of each treatment such that the concurrence between 
each of the treatments in the (*) treatment pairs is Ao is equal to Ao(g) +  (ro — Ao(( — 1)) 2 .
P ro o f
Arrange the replicates of the i treatments so each of the (*) pairs occurs in Aq separate 
blocks. This involves exactly Ao(z — 1) replicates for each treatment. Place each of the 
remaining ro — Ao(( + 1) replicates of each treatment in a block with no other treatment from
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the set. Using this arrangement, the total number of blocks containing the (ro observations 
is Ao(2) +  (ro — Ao(( — 1)) (•
Consider a second arrangement in which a subset of 3 <  j  <  ( of the ( treatments occurs 
together in a block. With regards to the set of ( treatments, the concurrences for this single
block are the same as the concurrences from (^) of the blocks from the first arrangement
that contain pairs from the j  treatments. In the first arrangement, these (^) blocks contain 
an additional j  — 2 replicates of each of the j  treatments compared to the single block in the 
second arrangement. These will need to occur in j { j  — 2) blocks with no other treatment 
from the set of ( treatments in the second arrangement.
Thus ( )^ blocks from Arrangement 1 are replaced by 1 +  j ( j  — 2) blocks in Arrangement 2. 
Since j  > 3, it follows that (j —2)(j — 1) > 0 and hence that 1 + j ( j  —2) > (^). So the second 
arrangement requires more blocks than the first arrangement. Thus in order to minimise the 
number of blocks, each block must contain only 1 or 2 elements from the set of ( treatments 
which is exactly the situation in the first arrangement. Therefore the result follows. □
Theorem 5.2
Let R  be a BlBD{v,b,k).  Upper and lower bounds on the maximal (-concurrence A* are 
given by:
(i) A| <  — where 3 < ( <  A;;
(ii) ( < ^  =+ A- <  ^ where 3 < ( < A;;
(iii) A* >  where 3 <  ( ;< A:.
Proof
(i) Consider a y  set with Ai =  A*. Without loss of generality let the first A- blocks of D  each 
contain all ( treatments from y . These A| blocks together contain (A- of the ir replications of 
the treatments from y  contained in R, and (2) A- of the (*)A pairwise concurrences between 
the treatments in y  contained in R.
The remaining b — X* blocks of R  contain r  -  X* replications of each of the ( treatments in y  
and (2) (A — A*) pairwise concurrences between the ( treatments. Using Theorem 5.1, 6 — A* 
is minimised when these remaining blocks consist of ng =  (g)(A — A*) blocks each containing 
exactly two of the treatments from y  and ni =  ((r — A*) — 2(g) (A — A*) blocks containing
84
exactly one treatment from y  and no other blocks. Therefore, b > i{r—X*) — Q)(A —A*)+A?. 
The result follows on rearrangement of the inequality.
(ii) Suppose a y  set of treatments exists with Xi =  A* such that A* blocks contain all i 
members of y, z(r — A*) — 2(J)(A — A*) blocks each contain exactly one element from y,
(2) (A — A*) blocks each contain exactly two elements from y  and no other blocks contain 
any treatments from y. Consider a treatment from V  \  Vi that occurs in at least one of 
the A* blocks containing all i members of y. The sum of the pairwise concurrences between 
this treatment and the treatments in y  must be exactly (A. If this treatment only occurs in 
the i{r — A*) — (g)(A — A*) +  A* blocks containing treatments from y ,  then the sum of the 
pairwise concurrences between all replicates of this treatment and the treatments of y  must 
be at least ( +  r  — 1. Thus, if (A < ( +  r  — 1 then the treatment must occur in at least one 
block not containing any treatment from y  and so b > i{r — X*) — (g) (A — A*) +  A*. The 
result follows on rearrangement of the inequalities.
(iii) The average value of Xi is Thus, A* > O
Theorem 5.2 part (i) can be clearly seen for i = 3, since this gives Ag < 6  — 3 (r — A), which
is the upper bound for A3 obtained from ng in eq (4.40).
The upper bounds of Ag from Theorem 5.2 are used in Lemma 5.3, where v{ denotes the 
number of y  sets with concurrence Xi = j .
Lemma 5.3
Consider D e BXBV{v,  6 , A;) : A? < j  -  1 = +  =  0 for all I >  j
Proof
Result follows by definition of v{, since if A* <  j  — 1, then A* y  j  for any y  set. □
The following theorem is useful to identify the possible values of A3 for any V3  set, since
§5.2.2 and Ch . 6  focus on MRR0S(3) vulnerability.
Theorem 5.4
For a BIBD(z;, 6 , A:) either condition (i) or (ii) is sufficient for there to be at most three 
consecutive admissible values for A3 for any V3 set in the design:
(i) There exists I such that A3 >  / for all V3 sets and Ag <  / +  2;
(ii) min{5 — 3  (r — A), A} -  max{0, 2 A — r} <  2 .
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Proof
(i) By Lemma 5.3, the condition that Ag < / +  2 implies that v{ — 0 for all j  >  / +  3. 
Combined with the fact that Ag <  I for all V3  sets and hence that v{ =  0 for all j  < I, 
then A3 G {/, / +  1 , / +  2 }, so therefore the set of admissible values for A3 corresponds 
to a set of three consecutive values.
(ii) Expressions for no and ng in eq (4.40) give A3 <  min { 6  — 3 (r — A), A}.
Similarly, expressions for n% and ng in eq (4.40) give Ag > max{0, 2A — r}.
Therefore the admissible values of Ag lie strictly within the range:
max {0, 2 A -  r} < Ag <  min { 6  -  3 (r -  A), A}
Hence a difference of at most 2 between the least upper bound and the greatest lower 
bound for Ag implies Ag E {(,/ +  !, ( +  2 } with I = m ax{0 , 2 A —r}, and the result 
follows.
□
Using Qg to denote the number of pairs of blocks in a D{v, b, k) with exactly g treatments in 
common for 0 < 5 - <  A:, the block intersection vector is defined as q  =  (go,. . . ,  g )^- Bhaumik 
& Whittinghill (1991) use the number of common treatments, g, between pairs of blocks 
to assess the robustness of designs against the loss of whole blocks, which is extended by 
Morgan & Parvu (2008). This measure is also used by Prescott & Mansson (2001), so it is 
important to consider conditions on the block intersection vectors of BIBD(f, b, k)s, since 
the results of these authors are compared to the new vulnerability results in Ch.6 .
Theorem 5.5
For a BIBD(z;,6 , k), the following independent relationships exist between elements of q:
(i)
(h) Yg^o9Qg =  "^ {2)
H  E^oP'% = 2(^)(^)+z;0
Proof
Relationship (i) is trivial by the number of pairs of blocks and (ii) is given by Parvu (2004), 
in an equivalent form according to half the sum of the off-diagonal elements of N 'N .
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To prove (iii), arbitrarily label the blocks from 1 to 6  and define as the number of blocks 
in the design that have 5  ^ elements in common with the j th  block, where takes some 
value between 0 and 6  — 1. Consider the Q) selections of 2 treatments from the k treatments 
in Block 1 . Each treatment pair occurs A — 1 times elsewhere in the design, giving a total of 
(A — 1 ) (2) for the paired concurrences between the k treatments of block 1 in the remaining 
6  — 1 blocks of the design. A block with g treatments in common with block 1 contributes 
( )^ to this total. Thus,
Considering each block in the same way and summing over the 6  blocks,
K A - l ) g
= E
g = 0  5 = 0
Then, using (ii):
E.% -
and using r = ^  and A =  , the result follows. □
Prom Theorem 5.5, within any BIB'D{v^b,k), the g values for the (2) pairs of blocks have 
the same mean and the same variance. The first moment that need not be equal for all 
members of a BlBV{v ,  6 , k) is which is discussed in §6.3.
C orollary  5.6
Consider a BIBD('i;, 6 , /c) where /c > 3, such that = Q  for some integer j ,  with
0 <  j  <  — 3. Then, qj,qj^i,qj+ 2  can be expressed as functions of gj+ 3  and the design
parameters:
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9J = 2  ( 2 )  -  ( 2 )  +  ( 2 )  ( 2 )
Q j+1 = ^ Q j+3  -  j { j  +  ^) fo") +  f o l  (^'^)
P ro o f
Using Theorem 5.5(i), Yfgt^Qg == 0  implies that Çj+i, 9^+2 , Qj+s are the only elements 
of q that can be non-zero. The results follow on application of the three relationships of 
Theorem 5.5 to qj, g^ -+i, Qj+s, as solutions to the set of linear equations. □
For a BIBD(u,6, fc) satisfying the condition of Corollary 5.6, q can be expressed entirely in 
terms of qj+3 . Thus, for a BXBV{v,b^k)  with — (2) foi" all D  G BIBT>(v,b, k), for
a fixed value of j ,  any BIBD(f,6, k)s with equal values of qj+ 3  will have identical q vectors.
For =  4, the only possible values of j  are j  G {0,1} and, for k = b, the values are 
j  G {0,1,2}. For each possible value of j ,  expressions for (§)% are given in eqs (5.4) - 
(5.6) by using eqs (5.1) - (5.3) from Corollary 5.6:
j  = 0 : =  % (^-4)
g - 3
k
=  , 3 + % = , . + ( y - ( ; ) + ( y ( y  (5 .5 )
j  =  2 : ^  ( 3 )^^ ^  % +  4^4 +  lOgs ^  ^ ^ 2 )  "  ( 2 )  ^  ^ ( 2 )  ( 2 )
Together, Theorems 5.2 and 5.7 are useful in identifying i such that j  > i implies that qj 
is necessarily zero for all members of a BXB'Div^b^k). These results aid in identification 
of BXBV(v,  6, k) classes for which a value of j  exists such that — (I) ; so that the
conditions for Corollary 5.6 are satisfied.
T heorem  5.7
For a BIBD('u, b, k), the following results link together conditions for the concurrences and 
block intersection terms:
(2)A? =  1 = >  % =  0
(#) X* < h  X*j < h ÎOI i < j  < k
(m)A? =  l  A; =  l f o r 2 < j< A ;
(iv) A* =  1 Qj = 0 ÎOÏ i < j  < k
P ro o f
(i) Let A* =  1. Suppose > 1 , so that there exists at least one pair of blocks with 
i common treatments. These i common treatments constitute a Vi set which occurs 
together in at least two blocks. So this Vi set has concurrence Ai >  2. Therefore the 
result follows by contradiction, since A* =  1 implies that Ai <  1 for all Vi sets.
However the converse of this result is not true. For example the BIBD(7,14,3) D1 
discussed later in §7.2 has q = (0,84,0,7) so Ç2 =  0, but Ag 1 since A =  2.
(ii) Let A- < h. Clearly this is true if j  = i. So suppose that X j > h  for some i < j  < k. 
Therefore there exists a given Vj set with concurrence Xj > h. Since j  > i, this Vj set 
also contains a given Vi set as a subset, so this set of i treatments would also occur 
together in more than h blocks, with concurrence Ai > h. Therefore the maximum. A- 
of the Ai concurrences over all Vi sets must be greater than h. Hence the result follows 
by contradiction since X* < h.
However the converse of this result is not true. For example, both classes BXBV(S, 14,4) 
and BXBV(9,18,4) given later in §5.2.2 have A4 =  1, but A3 =  2 .
(iii) This result follows directly from part (ii) with h = l.
(iv) Let A* =  1. Then firstly by part (iii), A^  =  1 for z <  j  <  and secondly by applying 
part (i) for all values of j  therefore gives the (=>) result.
Conversely, let qj = 0 for i < j  < k.
Suppose A* >  2, so there exists a given % set with concurrence Ai >  2. Then there is 
a set of i treatments occurring together in at least two blocks. Therefore there exists 
a pair of blocks containing this % set, hence sharing at least i treatments in common.
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If these two blocks do not contain any other treatments in common, i.e. the value of 
their block intersection is exactly z, then this pair of blocks contributes 1 to the value 
Çi, giving Çi > 1 , which is a contradiction since qi = 0.
If instead this Vi set is a subset of a given Vj set for z <  j  <  A:, such that all j  treatments 
are contained in both blocks, then this pair of blocks shares j  common treatments and 
contributes 1 to the value of qj, giving qj > 1 , which is a contradiction since qj = 0  
also for i < j  < k .
Hence a contradiction arises in all possible cases, giving the (4=) result.
□
For a given value of j  > 0, if Theorem 5.2 shows that Aj+ 4  =  1, then it is known by Theorem 
5.7 that Çj+ 4  and all higher q terms are zero. This may provide further knowledge on the 
values of the whole q vector. If fc =  3, then trivially the only terms of q are go,
Then, for k >  4, if it is known from Theorem 5.2 that AJ =  1, this implies by Theorem 5.7 
that g4 and all higher g terms are zero, so that similarly the only non-zero values of q are 
go,. . . ,  gg. Otherwise, combining the results of Theorems 5.2 & 5.7 with Lemma 7.1 that 
follows in §7 .1 , which identifies elements of q with low index that are necessarily zero, then 
it is possible to determine, for some value of j  > 0 , that the only non-zero elements of q are 
9 i , 9 j+ i,9 i+2 , 9 j+3 , hence satisfying Corollary 5.6.
Comparing g, and Ai, the block intersection term qi counts the number of pairs of blocks 
with exactly z common treatments, whereas the concurrences A% can “overlap”. If a Vi set 
has concurrence Ai, since the z treatments occur together in Ai blocks, any subsets of size 
j  from this Vi set constitute Vj sets that are also contained in these Ai blocks, so that the 
concurrence of any such Vj set is Xj >  Ai. However, for the block intersection terms, it is 
only the maximal set of treatments in common to a pair of blocks, which contributes to 
their exact intersection value. So if a pair of blocks has z common treatments, this pair only 
contributes to the value of gi, not also to any other g^  term for g < L
Theorem 5.8
For a given BIBD(f, b,k): qg = 0 ioi i < g < k  = >  gi =  J2vi ( 2O 
Proof
Let g^  =  0  for z < g < k. Then if a % set has concurrence Ai =  h, any pair of these h blocks 
(assuming /z > 2  for pairs) can only contribute to gi, since it is known that no such pair of 
blocks can have a common treatment in addition to the z treatments of Vi. Since this Vi set
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occurs in Xi = h blocks, there are (g) pairs of blocks which contribute to the value Qi and 
hence the result follows. □
A useful consequence of Theorem 5.8 is given in Corollary 5.9:
Corollary 5.9
For a given BIBD(z;, 6 , k): If A* =  2 g* — v*
Proof
This result follows from Theorem 5.8 since (^ *) =  1 for Ai =  2 and 0 otherwise, so gi exactly 
counts vf,  the number of Vi sets with Ai =  2 , which is for A* =  2. □
Note that Theorem 5.8 also gives an alternative proof to Theorem 5.7 (i), since =  0 for 
Ai <  1 , hence gi =  0  if A- =  1 .
Theorem 5.10 gives three independent relationships for the possible values of vj for 
0 < j < A ? .
Theorem 5.10
Let vj be the number of Vi sets with Ai =  j .  For any BIBD(v, 6, k) with k > i ,  the following 
relationships exist between the values f  :
(i) 
(Ü) E i i o > l  =  K-) 
(iii) E & (D W  =  E^=i(0%
Proof
The results arise as a consequence of the basic properties of BIBD(v,6 , k)s. In part (i) due 
to the total number of % sets, in part (ii) by the sum of the total number of Ai concurrences 
and in part (iii) as a generalisation of Theorem 5.8 removing any assumptions on q. Both the 
LHS and RHS provide alternative approaches for counting the total number of concurrences 
spread across % sets, to which the block intersection terms contribute towards. For example, 
the LHS, which is summed over all possible concurrence values 0 <  j  <  A-, counts that for 
each Vi set with z-concurrence Ai =  j ,  occurring together in j  blocks, there are hence ( )^ 
pairs of blocks with these z treatments in common. Alternatively, the RHS shows that for 
each pair of blocks, with g common treatments, for z <  g <  A:, there are (?) different sets
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of i treatments contained within each block, which can be considered as Vi sets, and this is 
then summed over all pairs of blocks for all possible g values. □
Corollary 5.11
Consider a BIBD(f, 6, k) where k > 3  and ^ 3  — (3), for some value I. Then:
k
,(+1
5 = 3
Proof
Using Theorem 5.10(i) with i = 3, the condition =  (3) implies that =  0 for
j  0 {/,/ +  1,/ +  2}. Results follow on application of the three parts of Theorem 5.10, as 
solutions to the set of linear equations. O
For a BXBV{v,b,k)  with all members satisfying E j Ï Ï ^ 3  =  ( 3 ) ,  foi" ^^ed I, the corollary 
gives U3 , and in terms of the design parameters and ( 3 ) ^ 5 ?  which need not 
be equal for all members of a BXBV{v,  6, k). However, designs within a BXBV{v, b, k) with 
equal values for necessarily also have common values of Ug and of Ug'^^ Furthermore, by 
combining the results in eqs (5.4) - (5.6) with those in eqs (5.7) - (5.9), Vg'*'^  can be solely 
expressed in terms of and the BIBD(f, 6, k) parameters. Therefore the bounds of fg"^  ^
can be determined and are established in Theorem 5.12.
Theorem 5.12
For D e BXBV{v, b, k) with k e  {4,5}, for which there exists integer values for both j  and 
I such that ^  (D  S i Ï Ï  ^3 =  (3 ) ,  the range of values of fg+^ for each j  are:
j = 1: c t ')6 ) -  i bQ+ ® - v Q + (:)G) < 4+' < c f )(3) -  '&(:)+4(2) -  3^2)+2(:) g)
j  =  2 :  ( ^ 2 ^ )  ( 3 )  - ^ 6 ( 3 )  + 4 ( 2 )  - 3u ( g )  + 2 ( 2 )  ( 2 )  <  ^ 3 ^ ^  <  C t ^ ) ( s )  " ^ ^ ( 3 )  +  ^ 0 ( 2 )  - 6 u ( Q  + 3 ( 2 )  ( 2 )
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Proof
Substituting for Y^g= 3  (3 ) ^ 5  in eq (5.9) using eqs (5.4) - (5.6), for each value of j ,  yields 
expressions for involving design parameters and Çj+3 . For k e  {4,5}, the possible values 
of j  are j  G {0,1,2}. Terms qj and g^ + 3  both have lower bound 0. The lower bound of qj 
and eq (5 .1 ) provide an upper bound for namely:
<  ( % ^ )  ( 2 )  -  Ü  +  1) «  ( 2 )  +  ( 2 )  ( 2
Substitution of these bounds for g^ +g into the expressions for from eq (5.9) gives upper 
and lower bounds for as stated. □
Use of the bounds for as in the formulae for Tg in eqs (4.43) & (4.44) from §4.5.1 
gives bounds for Tg in the MRR0S(3) vulnerability measure. For classes with a lower bound 
of Dg^  ^ greater than 0, the vulnerability ranking depends wholly on Tg. For classes with 
m in(f3"^ )^ =  0 , it is known that any design attaining this lower bound has maximum value 
of S 3  and is least vulnerable. Therefore the full range of vulnerability is determined directly 
from the design parameters and knowledge of the values of j  and I from the theorems 
provided. It is interesting to note that for each of the BXBV{v,  6 , k) classes illustrated in 
the examples in §5.2.2, lower and upper bounds for given in Theorem 5.12 are attained.
Results from §5.2, especially Corollaries 5.6 & 5.11, play an important role in the theory 
covered in Ch.6 .
5.2.2 Exam ples of Classes of Non-Isom orphic BIBD (u, 6, k)s
Examples are presented for BXBTX[v, 6 , k) classes with k G {4,5} to demonstrate BIBD(z;, b, k)s 
varying in vulnerability according to the (5'g, Tg) measure. These examples are restricted to 
BIBDs with A: <  I  since results for Complement BIBDs with A: > |  are developed in §7.1.
B X B V { 8 , 1 4 , 4 )  :
BXBV{8,14,4) has cardinality four and a complete design set is obtained by combining pairs 
of four base designs. Base designs Da and Db contain treatment labels 1 ,2 , . . . ,  7 and base 
designs Dc and Dd contain treatment labels 1 ,2 ,...  , 8 . Each base design consists of 7 blocks 
of size 4 and all are obtained using cyclic constructions, modulo 7:
Da'. BIBD(7,7,4) with initial block (1,3,4,5).
Db'. BIBD(7,7,4) with initial block (1,2,3,5).
Dc'. ABIBD(8 , 7,4) constructed from BIBD(7,7,3) in Example 2.1 with initial block (1,2,4), 
where each block is supplemented by an augmented 8 th  treatment, giving blocks with k = 4.
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B IBD (8,14,4) (%,%,%, @3 , 9 4 ) n o , . . . , n 3 1)3 “ (%,T3 ) M R R 0S (3) Ranking
D l (3, 12, 72, 4, 0) (0, 9, 3, 2) 4
(1, 6 , 6 , 1) 48 
(2, 3, 9, 0) 4
(17,32) 2 nd
D2 (1 , 18, 6 6 , 6 , 0 ) (0, 9, 3, 2) 6
(1, 6 , 6 , 1) 44 
(2, 3, 9, 0) 6
(17,48) 3rd
D3 (0, 21, 63, 7, 0) (0, 9, 3, 2) 7
(1, 6 , 6 , 1) 42 
(2, 3, 9, 0) 7
(17, 56) 4th
D i (7, 0, 84, 0, 0) (1, 6, 6, 1) 56 (19,3584) 1st
Table 5.2: A Table showing the block intersection q vectors, the number of V3 sets with each 
possible value of A3 = rzg and the {S3 , Tg) measures for each D e  BXBV{ 8 , 14,4). The values 
corresponding to are displayed in bold print.
Dd'. obtained from Dc with treatment labels 1 and 2  interchanged.
Members of BXBV{ 8 , 14,4), denoted by D l,  D2, D3 and DA, consist of base design pairs:
Dl:  Da and Dd, D2: Db and Dd, D 8 : Db and Dc, DA: Da and Dc
Designs D l,  D2, T3 and DA are consistent with the designs of Morgan & Parvu (2008) and 
D3 is the BIBD(8,14,4) given careful consideration in Prescott & Mansson (2001).
Using formulae derived in Ch.4, (5'i,Ti) =  (9, 56) and (%, Tg) =  (14, 196) for all four de­
signs. These measures provide the pilot procedure giving a measure of the vulnerability of 
designs in the class to becoming disconnected through observation loss. In order to distin­
guish between the four BIBD(8,14,4)s and select the least vulnerable D e  BXBV{ 8 ,IA,A), 
the vulnerability measure (6 3 ,Tg) is considered.
Theorem 5.2 gives A4 =  1, which implies that 9 4  =  0 by Theorem 5.7. Hence % =  (D 
and Corollary 5.6 is satisfied with j  =  0, so that go,. . . ,  gg are the only non-zero entries in 
q. Table 5.2 displays the q vectors for all four BIBD(8,14,4)s.
Theorem 5.2 also gives A3 <  2, so Ag G {0,1,2} by Lemma 5.3 and Theorem 5.4. Hence 
—  (3) and Corollary 5.11 is satisfied with I = 0. The number of Vg sets with 
Ag G {0,1,2} can be seen in Table 5.2 displaying the admissible no, .. .rzg values for all Vg 
sets, using eq (4.40).
Finally, using j  =  0 and / = 0 in Theorem 5.12 for the 4 designs in BXBT>{8 , 14,4), it can
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be concluded that 0 < fg <  7 is the full vulnerability range.
BIBD(8,14,4) DA yields f |  =  0 since gg =  0. It has Ag =  1, whereas for the other designs 
Ag =  2. So DA is ranked highest with S3 = 19 using S3 = 8r — 2Ag from eq (4.39). As DA 
has the minimum value of Ag, it maximises S3. Compared to Dl,  D2, D3, an extra two 
observations need to be lost from DA for there to be a possibility that the eventual design is 
disconnected with the treatments being partitioned into Bi, B2 with 3 treatments in one set 
of blocks and 5 in the other. The other three designs all have S3 =  17 and these are ranked 
according to their Tg values, which are minimised according to and hence according to gg, 
so that designs with lower values of gg are less vulnerable. The (%, Tg) measure has enabled 
comparison between designs in BXBD{8,14,4) and identification of the best, with regards 
to vulnerability, design for use in experimentation. The overall MRR0S(3) vulnerability 
ranking is summarised in Table 5.2. It is interesting to note that D3, considered by Prescott 
& Mansson is the most vulnerable design.
Note that Si < S2 < S3, which is true for all examples in this section since < . . .  < 
for k e  {4,5} from §4.6.
B X B V { 9 , 18,4) ;
For all D e BXBV{9,18,4), {Si,Ti) = (10,72) and (5 2^ ,Tg) =  (16,252).
For MRR0S(3) vulnerability, as with BXBV{S,IA,A), j  = 0 since A^  =  1 g4 =  0 by 
Theorems 5.2 and 5.7. Also I = 0 since Ag =  2 by Theorem 5.2. Therefore the full vulner­
ability range is summarised as 0 <  fg < 9 by Theorem 5.12. There are 11 BIBD(9,18,4)s 
from Morgan & Parvu (2008). The q  vectors are displayed in Table 5.3.
BIBD(9,18,4) D l l  is the only design with A^  =  1 and vl = 9 since gg =  0. Therefore D l l  is 
ranked highest with 5g =  22. The overall MRR0S(3) vulnerability ranking for T>(9,18,4) is 
summarised in Table 5.3.
gX gT>(10,15,4) ;
As with BXBV{8,IA,A) and BXBV{9,18,A), j  =  0 and f =  0. Hence by Theorem 5.12, 
vl = 0. Thus, all three BIBD(10,15,4)s have Ag =  1 and are equally vulnerable according to 
(S'g,Tg). All have identical q  vector (0,60,45,0,0), for which the only two non-zero values 
are g% and gg.
In general, if Ag =  1 for all designs in a BXBV{v,b,k),  then and v\ are the only non­
zero terms and these values are fixed by the design parameters. Therefore each design in 
BXBV{v, b, k) will be equally vulnerable with { S 3 ,  Tg) =  (3r -  2 , 6 (3 ) x 2 ^(^'^)) if A; =  4 and 
(%,Tg) =  (3r -  1 ,6 (3)) if A: =  5, using eqs (4.39), (4.43) and (4.44).
Hence a comparison of the vulnerability measures of the set is not required for such BXBV{v, b, k)s.
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B IB D (9,18,4) (5 0 , 9 1 , 9 2 , 9 3 , 7 4 ) n o ,...,« 3 (SijTs) M R R 0 S (3 ) R anking
£)1,D7,D8,£>10 (1, 60, 84, 8, 0) (1, 12, 3, 2) 8
(2, 9, 6, 1) 56 
(3, 6, 9, 0) 20
(20, 64) 7th - 10th
D2, D6 (5, 48, 96, 4, 0) (1, 12, 3, 2) 4
(2, 9, 6, 1) 64 
(3, 6, 9, 0) 16
(20, 32) 2nd - 3rd
D3 (2, 57, 87, 7, 0) (1, 12, 3, 2) 7
(2, 9, 6, 1) 58 
(3, 6, 9, 0) 19
(20, 56) 6th
D4,D5 (3, 54, 90, 6, 0) (1, 12, 3, 2) 6
(2, 9, 6, 1) 60 
(3, 6, 9, 0) 18
(20, 48) 4th - 5th
D9 (0, 63, 81, 9, 0) (1, 12, 3, 2) 9
(2, 9, 6, 1) 54 
(3, 6, 9, 0) 21
(20, 72) 11th
D ll (9, 36, 108, 0, 0) (2, 9, 6, 1) 72
(3, 6, 9, 0) 12
(22, 4608) 1st
Table 5.3: A Table showing the block intersection q vectors, the number of V3  sets with each 
possible value of A3 =  rzg and the {S3 , T3 ) measures for each D e BXBV{9,18,4). The values 
corresponding to vl  are displayed in bold print.
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Chapter 6 
COINCIDENCE OF ROBUSTNESS  
CRITERIA FOR BIBDS
In this chapter the new vulnerability criteria are compared with other design selection meth­
ods, using robustness criteria from literature for other scenarios of observation loss, which 
are based on the optimality of eventual designs.
It has been established in §2.2 that all D e  BXBV{v,  6, k) are optimal for any optimality 
criteria 0  based on the non-zero eigenvalues of their information matrices, for example by 
eq (2.8), since they all have common non-zero eigenvalue Hence, if optimality criteria 
were given primary importance at the design selection stage, all D  G BXBV{v,  6, k) would 
be considered as having equal merit and it would not be possible to distinguish between 
designs. Therefore vulnerability can be considered as a stronger criterion, since in §5.2 it 
was discovered that the vulnerability measures could vary within a given BXBV{v,  6, k).
The optimality properties of eventual designs after observation loss are different to those 
of the originally selected design. So even though BIBD(f, 6, k)s are universally optimal, it 
is also important to consider the effects of observation loss on the final performance of the 
design.
Two approaches have been considered in the literature: the loss of two whole blocks and the 
loss of two or three random observations. In each case, the robustness of the eventual designs 
are considered in terms of their efficiency. The new vulnerability criteria related to connect­
edness from this thesis can be compared to these robustness criteria for BIBD(f, 6, k)s.
Note that in §4.2.1 optimality and vulnerability criteria are considered directly for a set 
of non-balanced incomplete block designs, for which both the optimality and vulnerability 
measures vary within the design class.
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6.1 Loss of Two Blocks
Morgan and Parvu (2008) compare designs within a BXBV{v,b,k)  according to the worst 
case scenario of losing all observations from two whole blocks. The eventual design obtained 
by the loss of two blocks from a design D is denoted by Dg.
Ghosh (1982a) established that %  is connected provided r  >  3. Morgan and Parvu (2008) 
express the non-zero eigenvalues of the information matrix C e corresponding to D e , and 
hence $ y (% ), in terms of the design parameters v,k,X,  and g, the number of treatments 
common to the two blocks. This information is then used to introduce the MIA criterion, 
which distinguishes between D  G BXBV{v,  6, k).
Let Dei and De 2 denote eventual designs each obtained by the loss of two blocks from either 
the same BIBD(u,6, A:) or from different D G BXBT>{v,b,k), with g% and gg corresponding 
to the number of common treatments between the two missing blocks of Dei  and D e 2 
respectively.
For optimality criteria based on the non-zero eigenvalues. Theorem 6.1 given by Bhaumik 
and Whittinghill (1991), enables comparison of D ei and Dgg.
T heorem  6.1
Let eventual designs Dei  and De 2 be such that gi < gg and denote the corresponding 
information matrices by C^i and Cgg. Then, for any optimality criterion based on a 
convex function of the non-zero eigenvalues:
^ /(C e i) ^  "^/(Cgg)
Similarly, Morgan and Parvu (2008) give a result on optimality criteria which are functions 
of the variances of the pairwise treatment contrasts.
T heorem  6.2
Let eventual designs Dei  and De 2 be such that gi < gg. Then, for any optimality criterion 
based on a convex, increasing function of the variances of the pairwise treatment contrasts:
$/i(CEi) < $a(Cgg)
Theorems 6.1 and 6.2 indicate that for both types of optimality criteria Dei  is more efficient 
than De 2 - Thus, for eventual designs arising from the loss of two blocks from any D  G 
BXBV{v, b, k) a ranking of the eventual designs can be obtained according to the number of
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common treatments, g, between the two blocks. Such a ranking is inversely equivalent to a 
ranking of the eventual designs according to the ^-efficiencies. The most efficient eventual 
design arises from losing a pair of disjoint blocks, since for any optimality criteria, 0 , the 0- 
efficiency is higher than that for any eventual design arising from the loss of two blocks with 
g > 0 common treatments. Conversely, losing a pair of identical blocks yields the eventual 
design with lowest 0-efficiency. This agrees with recommendations from other authors, such 
as Bhaumik & Whittinghill (1991) who suggest that designs should be constructed with as 
few identical blocks as possible.
The MIA criterion of Morgan and Parvu (2008) based upon these results identifies designs 
within a BXBV{v,  6, k) which are least likely to suffer the most damage on the loss of any 
two blocks, avoiding the possibility of eventual designs with lowest efficiency. The block 
intersection vector qD=  (Çod? Çi£>j • • • j 9fcn) of & design D  shall be used to consider the 
intersections of all (g) pairs of blocks in a BIBD('U, b, k).
Let D l  and D2 e  BXBV{v, b, k). Then D l  is said to have less Intersection Aberration (IA) 
than D2 if there exists g G {1, - "  , A;}, such that Qgoi < QgD2 &nd qjDi = Qjd2 i for all j  > g. 
A design in BXBT>{v, 6, k) is said to have Minimum Intersection Aberration (MIA) if no 
design in the same class has less I A.
Consider the set of eventual designs arising from the loss of two blocks from a given D  G 
BXBV{v,b,k).  For MIA designs in the BXBV{v,b,k),  the minimum 0-efficiency of any 
optimality criterion is maximised in the set of eventual designs and, conversely, the maximum 
value of any optimality criterion is minimised. Furthermore, in the subset of designs in 
BXBV{v,  6, k) for which this maximum of the minimum 0-efficiency is attained, MIA designs 
have the minimum number of eventual designs with this maximum value. Thus, within a 
BXBV{v,b,k)  an MIA design is most robust against the loss of two blocks causing the 
most serious consequences, where it is assumed that the loss of any two blocks is equally 
likely. Furthermore, a complete ranking of designs in a BXBV{v,b,k)  according to lA can 
be obtained, which is equivalent to a ranking of the designs according to robustness against 
the loss of two blocks leading to lowest efficiency.
So it is required to minimise the number of pairs of blocks intersecting in the maximum 
number of common treatments. The number of identical blocks is minimised first, then 
minimisation continues through the vector q  in decreasing order of g.
MIA designs often have the maximum number of pairs of disjoint blocks. For example, the 
MIA designs within BXBD{7,14,3),BXBT>{8,14,4) and BXBD{9,18,4) have qo = 7,7 and 9, 
respectively. So in all three of these examples go =  |  and the design can exactly be grouped
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into pairs of disjoint blocks. By eq (5.1) Qj = - q j + 3  +  c, for some constant c, so if j  = 0, 
minimising gg in relation to the lA Criterion, increases the number, go, of disjoint pairs of 
blocks.
Comparing designs in a BIBT>{v, b, k) using the MIA criterion has the advantage of requiring 
relatively little calculation. The block intersection vector q  can be easily obtained using the 
square matrix N 'N  of order 6 , which contains all block intersections, where N  is the incidence 
matrix of the design. The MIA criterion is certainly much easier computationally, compared 
to the Minimum Efficiency Aberration Criterion (MEA) of Morgan & Parvu (2008), which 
is the brute-force method for evaluating the 0 -efilciencies of all possible eventual designs. 
Morgan and Parvu demonstrate the MIA criterion by thorough investigation of the four 
members of BXBT>(8,14,4), the four members of BXBD(7,14,3) and the 21 members of 
5XBD(10,18,5).
Exam ple 6.1
5XBD(8,14,4)
The four designs within 5XBX(8,14,4), considered in §5.2.2 and by Morgan and Parvu 
(2008), have the following qd vectors:
901 =  (3,12,72,4,0), 9 0 2  =  (1,18,66,6,0), 9 0 3  =  (0,21,63,7,0), 9 o 4  =  (7,0,84,0,0)
Using the definition of lA, the ranking is according to the gg values, since g4 =  0 for all 
four BIBD(8,14,4)s, with no design having any identical blocks. The designs are ranked 
from most robust to least robust in the order DA, D l ,  D2, D3, with DA being the MIA 
design, since gg is minimum. This is consistent with the ranking obtained by consideration 
of the (5g,Tg) measure in §5.2.2. Thus within BIBT>{8,14,4) the vulnerability of a design 
to incurring a MRR0S(3) corresponds to its robustness with regards to the reduction in 
efficiency from the loss of two blocks.
The lA approach of Morgan and Parvu provides a ranking for any BXBV{v, b, k) with car­
dinality greater than unity and distinguishes between non-isomorphic BlBD{v,b,k)s  with 
differing q vectors. The lA approach differentiates between members of a BXBV{v, b, 3), un­
like the (Si,Ti)  measures which are equal for all designs within a BXBV{v,b,3).  For k > A 
both the vulnerability and lA approaches provide a ranking of designs in a BXBV{v, b, k). It 
is useful to determine BXBV{v, b, k)s with common rankings as displayed by BXBV{8,14,4).
In §6.3 BXBViy,  b, k)s with k e  {A, 5} with coincident rankings are investigated. Morgan 
and Parvu show that the complement of a MIA design in the BXBT>{v, b, k) class is the MIA 
design in the BXBV{v, b , v - k )  class. So it is only required to study designs with A: <  | .
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6.2 Loss of a Small Set of Observations
Prescott and Mansson (2001) consider a single member of BXBV{8,1A,A), namely D3, and 
investigate the consequences of losing up to three observations on the average variance of 
pairwise treatment differences. They verify Whittinghill’s (1995) results for the loss of t =  2 
observations, but demonstrate that for the loss of t =  3 observations Whittinghill’s majoriza- 
tion approach does not yield a complete ordering of the eventual designs.
In this section, the work of Prescott and Mansson is extended in two distinct ways.
First, for t =  2, results on the loss of pairs of observations from all four D e BXBV{8,14,4) 
are tabulated and designs in BXBV{v,b,k)  are ranked according to their respective fre­
quencies of eventual designs with low or high Relative Efficiency (RE). This shows that the 
theory suggested from Prescott and Mansson can be developed to create a new method for 
distinguishing between designs in a BXBV{v, b,k).
This work is continued in §6.3, where for general fc, conditions are given for the RE ranking 
to coincide with the lA ranking described in §6.1 and for k 6 {4,5} conditions are also given 
for these RE rankings to coincide with a ranking according to (5'3,Ts) vulnerability.
Second, Prescott and Mansson’s work is further extended by the consideration of the loss of 
any three observations, with the restriction that the observations come from no more than 
two blocks. For BXBV{8,14,4) a complete ordering of such eventual designs is achieved by 
Whittinghill’s majorization approach and in §6.3 this is confirmed to be consistent with RE 
rankings and coincident with rankings for t =  2, lA and (^'g,?^). Therefore a complete or­
dering can exist beyond the loss of t =  2 observations, in contrast to Prescott and Mansson’s 
conclusions, when the case of t =  3 missing observations was only considered as a whole, for 
observations lost from one, two or three blocks.
Let Dei  and De 2 denote any two designs obtained by the loss of t observations, not com­
prising a RROS, from either the same BlBD{v,b,k)  or from different designs within a 
BXBV{v,b,k).  Comparing the eigenvalues of the information matrices for eventual designs 
to those of D e BXBV{v,b,k),  the observation loss reduces the size of up to t of the non­
zero eigenvalues, so their total sum is reduced by t. Whittinghill (1995) establishes that 
if the eigenvalues of Dei are majorized by the eigenvalues of De 2 , then any Schur-convex 
optimality criterion is lower for Dei- Thus, Dei has higher RE than De 2 -
It is assumed that observation loss occurs at random during the course of the experiment, so 
that any two observations are equally likely to be lost. This is consistent with the assump­
tions made for vulnerability. Comparing the two different approaches, Prescott & Mansson
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investigate the effects on the efficiency of losing t < 3 observations from a BlBD(v,b,k).  
Instead, the new MRROS(z) measure calculates the number of observations. Si, required 
to disconnect a BIBD(z;, b, k) and partition the treatments into two sets, Vi and V^-i- So 
Prescott and Mansson fix the number of missing observations and analyse the bad effects on 
eventual efficiency, whereas the MRROS(z) criteria in this work focuses on the bad effect of 
disconnectedness and calculates the number of required missing observations to result in a 
disconnected eventual design.
For t = 1, the properties of the eventual designs are independent of the original design and 
of the single missing observation, with the eventual design always having smallest non-zero 
eigenvalue, x  ~  reduced from its original value
Therefore t = 2 provides the first case of interest and it is required to consider the effects of 
losing any two observations from a BIBD('U, b, k), as follows in §6.2.1.
6.2.1 Loss OÎ  t  =  2 Observations
The information matrix Cd for the original BIBD('U, 6, k) has eigenvalues ordered as in eq 
(2.9). Adopting notation used by Whittinghill (1995) and Prescott and Mansson (2001), De  
has ^  - 1 -  rc, fi2(DE) =  some 0 < æ < 1. The remaining eigenvalues
are /zo(Dg) =  0 and ^  h i  j  = 3, . . .  ,v  -  1. Suppose Dei and D e 2 are two eventual
designs with x  values such that xi < X2 - Then the eigenvalues of Dei  are majorized by 
the eigenvalues of De 2 since, k'jiDEi) =  Yl)Jp N{Dei) foi" V = 0, l , . . . , f  — 1, V f  2 
and X)J= 2  k^ j{DEi) < Y!jZ l k^ j{DE2 )' Thus Dei has higher RE than Dgg, so Dei  is a better 
eventual design. Hence ordering eventual designs according to their ascending values of x  
provides an exact ordering according to their descending RE. The RE of the eventual design 
is expressed in terms of x as:
Whittinghill (1995) relates the value of x  to five configurations of observation loss, ordered 
according to increasing value of x\
Configuration 1: Loss of two treatments from a single block: rc =  0.
Configuration 2: Loss of different treatments in separate blocks, with neither treatment 
being common to the two blocks: x  =  for 0 < g <  fc — 1.
Configuration 3: Loss of different treatments in separate blocks, with exactly one of the 
treatments being common to the two blocks: x  = for 1 < g < A: — 1.
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Configuration 4: Loss of different treatments in separate blocks, with both treatments being 
common to the two blocks: x  =  for 2 < g <  fc.
Configuration 5: Loss of the same treatment in two blocks: x = for 1 <  g < fc.
Configurations 2 -5  relating to observation loss from two blocks can be summarised concisely 
by means of an ordered pair, (c, C12), where c is the total number of observations removed 
that are for treatments common to both blocks and C12 G {0,1} is the number of treatments 
for which two replicates are removed, i.e. one from each block. For observation loss from 
two blocks, sub-configurations depend on the number of common treatments g between the 
blocks and hence knowledge of the block intersection vector q  is required.
The value of x  corresponding to each configuration is given in terms of g, in Table 6.1, with x  
increasing and RE decreasing from row to row. The configuration frequencies are also given 
in terms of the block intersection values go, 9i, "  ' , 9k, adapting Table (2) of Prescott and 
Mansson (2001). Configurations 2 and 3 involve at most one lost observation for a treatment 
common to both blocks, whereas within configurations 4 and 5 both observations lost are 
common treatments.
The total frequencies can be summed together for configurations 2 - 5 ,  over all g^  terms: 
Configuration 2: +  6 (A — 1) — v  (2A: — 1)
Configuration 3: 2v (A: — 1) — 26 (A — 1) Q
Configuration 4: 6 (A — 1) Q
Configuration 5: v   ^ ^
For each of the five configurations the frequency sums are fixed, so are equal amongst D  G 
BXBV{v,h, k). Therefore the configurations are grouped together in Table 6.1 according to 
their eigenvalue orderings and hence according to their efficiencies. Then the designs can be 
compared according to the lowest and highest values of x  specifically, for particular values 
of g , for which the individual configuration frequencies vary amongst D  G BXBV{v,  6, k)
An eventual design D e arising from configuration 1, or 2 with g =  0, has æ =  0 so is ‘better’ 
than configurations 2 and 3, with 1 < g < k — 1, which have ^  ^ ^  p  These are in
turn better than configuration 4 with < x < \ ,  which is better than configuration 5 
with <  æ < 1, provided that A: > 4.
Since configurations 1, 2 & 3 can always be separated from configurations 4 & 5, the 
cumulative frequency for the overall frequency of configurations 1, 2 & 3 is fixed for all
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Config. ( c ,C i 2 ) X R ange of g Frequency
1 n . a . 0 n . a . K:)
2 ( 0 , 0 ) 0 g = 0 /c^go
2 ( 0 , 0 ) 9k ( k - l ) i < g < k - l — 9 Ÿ  9g
3 ( 1 , 0 ) k —gk ( k - l ) i < g < k - l 2p(A; -  g)gg
4 ( 2 , 0 ) 2k — 5  k ( k - l ) 2 < g  < k ^ (2) T5
5 ( 2 , 1 ) k ‘^ —2 k +gk ( k - l ) i < g < k ^^ ?5
Table 6.1: A Table showing the Frequencies for each Configuration for the loss of t 
observations from any BIBD(z;, b, k).
=  2
D e  BXBV{v, b, k) and equal to: 
'k"
— V
5=0
Similarly since configuration 4 can always be separated from configuration 5, the overall 
cumulative frequency of configurations 1 - 4 is fixed for all D E BXBV{v, b, k) and equal to
(2) — f  (0 . The cumulative frequencies for t =  2 are shown in Table 6.6 for BXBT>{8,14,4).
The frequency of configuration 1 is independent of q, therefore the chance of losing two 
observations from a single block is equal amongst D E BXBT>{v, 6, k) .  So comparison of the 
configuration frequencies only takes configurations 2 - 5  into consideration.
Two new methods of ranking D E BXBTX{v, 6, k) are proposed, according to the configuration 
frequencies, taking into account both the best and worst scenarios.
For the first method, designs are ranked according to frequencies of the best case scenarios 
of yielding eventual designs with small values of x  and high RE. For BXBV{v,  6, k)s within 
which go varies, this is equivalent to ranking by go, the number of pairs of disjoint blocks, 
with larger go values corresponding to a greater probability of spawning the most efficient 
eventual design with a: =  0, arising from configuration 2 with g =  0. If all D E BXBV{v,  6, k) 
have a common value of go, or indeed if go =  0, configuration 2, with g > 0, and configuration 
3 yield eventual designs with the next lowest values of x. From Table 6.1 the frequency of 
an eventual design with x  =  h{k-ï)^  for g G {1,2, . . . ,  /c — 1}, is {k — g) {{k — g)g^ +  2gqk-g}. 
For BXBT>{v, 6, k)s with go equal for all designs, let g* be the smallest value of g for which 
{k -  g)qg +  2gqk-g is not the same for all D. A  design ranking by this varying frequency is
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the same as a ranking by the probability of an eventual design with x < ^frïy- either 
case, a ranking according to the frequency of eventual designs with æ =  0 or with x  = k{k-iÿ 
if qo is the same for all D e  BXBV(v,  6, k), will be termed the best scenario RE ranking.
Conversely, for the second method, designs are ranked according to frequencies of the worst 
case scenarios, arising from configuration 5, for which eventual designs have large values of 
X  and low RE. Let Dl, D2 E BXBV{v,b,k)  such that there exists g e  {!,••• ,fc}, with 
QgDi  <  QgD2 ^ud =  9g 'D2 ,  for all g' > g. Then D l  has lower probability than D2 of 
yielding an eventual design with x  >  &nd is a more robust design. The ranking of
designs corresponding to this approach will be termed the worst scenario RE ranking.
6.2.2 Loss of i =  3 Observations
The loss of t =  3 observations from a single block for a BXBV{v, b, 3) corresponds to the loss 
of a block, constituting a RROS of Type II. Therefore BXBV{v, b, 3)s shall not be considered. 
This is consistent with the approach of Whittinghill (1995) who restricts observation loss 
scenarios to those which neither cause the loss of a whole treatment nor a whole block.
For /c >  4, if 3 observations are lost from a single block, every eventual design D e has eigen­
values with multiplicity z; -  4, and ^  -  1, with multiplicity 3, similarly to configuration 
1 for t =  2. Therefore it is of most interest to consider when observations are lost from more 
than one block.
Consider the loss of three observations from exactly two blocks. This can be described by 
the ordered triple (ci, C2 , C1 2), where Cj is the number of observations common to both blocks 
removed from the block from which j  observations are lost and C12 G {0,1} is the number 
of treatments for which two observations are removed. The eight different configurations 
are given in Table 6.2 together with their corresponding frequencies, which have been newly 
derived for any given BXBV{v, b, k) in general.
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Config. (Ci,C2,Ci2) Range of g Frequency
1 (0,0,0) 0 < g :< A: — 2 2("7) (fc -  5 )
2 (0,1,0) 1 < P <  A ;-l 2g {k — gŸ
3 (0,2,0) 2 < g <  A: — 1 2 ® ( f c - 9 )
4 (1,0,0) 1 ^ g ^ A: — 2 H ' 7 )
5 (1,1,0) 2 < g < k - l 2 5  {k - g ) ( g -  1)
6 (1,2,0) 3 < g < A : 2 ©  { 9  -  2 )
7 (1,1,1) l < g <  A : - l 2 9  (fc -  9 )
8 (1,2,1) 2 <  g <  A: 4 ©
Table 6.2: A Table showing the Frequencies for each Configuration for the loss of t =  3 
observations from any BIBD(u, 6, k).
The total frequencies for each of the eight configurations summed over all qg terms are: 
Configuration 1: — A:^ ) +  (pk — 3A;^  — l ) v  +  (3A: — 1) 6 (A — 1) ^  g^qg
Configuration 2: 2v k{k  — 2 ) — Akh (A — 1) +  2 ^  g^qg
Configuration 3: v  +  (A: +  1) 6 (A — 1) ~  X /
Configuration 4: (A:^  — 3A: + l) u — {2k — 1) 6 (A — 1)
Configuration 5: 2v +  2 (A: +  1) 6 (A — 1) — 2 ^
Configuration 6: —v -  36 (A — 1) +  X ]
Configuration 7: ^ ^ ( 2 )  "  2b {X — 1)
/ k \
Configuration 8 : 26 (A — 1) ( ^ 1
So configurations 7 & 8 with C12 =  1 have fixed sums, which would be equal amongst 
D 6 BXBV{v,b,k),  whereas configurations 1 - 6  with C12 =  0 have sums depending on 
which is not fixed.
Summing together all the total frequencies over all possible g^  terms for each of the eight
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B IB D (8,14,4)
X R E Config. (Ci, C2 , C1 2 ) g Frequency D l D2 D3 D4
0 0.921052631 1 (0 ,0 ,0 ) 0 48go 144 48 0 336
0.1443 0.920810237 1 (0 ,0 ,0 ) 1 18gi +  6 gs 240 360 420 0
3 (0 ,2 ,0 ) 3
0.2041 0.920567428 2 (0 ,1 ,0 ) 2 16ç2 1152 1056 1008 1344
0.25 0.920324238 2 (0 ,1 ,0 ) 1 18gi +  6 gs 240 360 420 0
2 (0 ,1 ,0 ) 3
0.2887 0.920080718 1 (0 ,0 ,0 ) 2 1 2 gg 864 792 756 1008
3 (0 ,2 ,0 ) 2
4 (1 ,0 ,0 ) 2
0.433 0.918860068 4 (1 ,0 ,0 ) 1 6 gi 72 108 126 0
0.4787 0.918369751 5 (1 ,1 ,0 ) 3 1293 48 72 84 0
0.6124 0.916644108 5 (1 ,1 ,0 ) 2 8 9 2 576 528 504 672
0.7217 0.91490524 6 (1 ,2 ,0 ) 3 6 9 3 24 36 42 0
0.75 0.914405986 7 (1 ,1 ,1 ) 1 6 9 1 72 108 126 0
0.8416 0.912649233 7 (1 ,1 ,1 ) 2 8 9 2 576 528 504 672
0 . 8 6 6 0.912144542 8 (1 ,2 ,1 ) 2 492 288 264 252 336
0.9242 0.910877339 8 (1 ,2 ,1 ) 3 1293 48 72 84 0
0.9465 0.910367885 7 (1 ,1 ,1 ) 3 693 24 36 42 0
Table 6.3: A Table showing the Values of x  and Frequencies corresponding to the Configu­
rations for the loss of t =  3 observations from 2 blocks for BXBV{S, 14,4).
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B IB D (8,14,4)
Frequency C um ulative Frequency
X D l D2 D3 D4 D l D2 D3 D4
0 144 48 0 336 144 48 0 336
0.1443 240 360 420 0 384 408 420 336
0.2041 1152 1056 1008 1344 1536 1464 1428 1680
0.25 240 360 420 0 1776 1824 1848 1680
0.2887 864 792 756 1008 2640 2616 2604 2688
0.433 72 108 126 0 2712 2724 2730 2688
0.4787 48 72 84 0 2760 2796 2814 2688
0.6124 576 528 504 672 3336 3324 3318 3360
0.7217 24 36 42 0 3360 3360 3360 3360
0.75 72 108 126 0 3432 3468 3486 3360
0.8416 576 528 504 672 4008 3996 3990 4032
0.866 288 264 252 336 4296 4260 4242 4368
0.9242 48 72 84 0 4344 4332 4326 4368
0.9465 24 36 42 0 4368 4368 4368 4368
Table 6.4: A Table to show the Cumulative Frequencies for the Configurations for the loss 
of t =  3 observations from 2 blocks for BXBV{8,14,4).
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configurations shows that there are a total of 6(g) +  2A; Q) (g) possible ways of losing any 
three observations from one or two blocks.
Example 6.2 demonstrates the RE ranking for the loss of t =  3 observations within the 
BXBV{8,14,4) class.
Exam ple 6.2
The only design example tabulated by Prescott and Mansson was the BIRD(8,14,4) D3. 
In this thesis the loss of three observations from exactly two blocks is demonstrated for 
the whole BXBV{8,14,4) class. The eigenvalues affected by such observation loss can be 
expressed as {5,5 ±  a:} and all four remaining non-zero eigenvalues are unchanged, equal 
to 6. Denoting corresponding eventual designs by Dei,  De 2 , then xi < X2 implies that 
the eigenvalues of Dei  are majorized by the those of De 2 leading to a complete ordering of 
eventual designs, as with t = 2, with Dei  having higher RE than De 2 -
For designs in B JB P (8 ,14,4), Table 6.3 gives the ordering of the configurations alongside 
their RE values. For BXBV{8,14,4) the A-efficiency of any eventual design 0 ^ (0 ^ )  =
2 5 3 —lOa:^  "D T ?  o m r  a T r o n + n a l  r l o o i n - n  IQ O n n a l  f n
375 SO the RE for any eventual design is equal to
Moving down Table 6.3 row by row, there is a similar progression to that observed for t = 2. 
The best scenario arises from configuration 1 with g =  0, which has no common treatments 
removed, and the worst scenario arises from configuration 7 with g =  3, with a common 
treatment removed from both blocks. Configurations 1 to 4 which have, for at least one 
block, no treatments common to both blocks removed, i.e. ci =  0 or Cg =  0, result in 
eventual designs with higher efficiency. Conversely, configurations 7 and 8 which have two 
replicates of a common treatment removed, i.e. Ci2 =  1, lead to eventual designs with lower 
efiiciency.
Since the progression of the scenarios is similar for t =  2 and £ =  3 for BXBT>{8,14,4), it 
suggests that removing identical treatments always leads to lower efficiency, whereas higher 
efiiciency always results from a common treatment remaining in at least one of the 2 blocks. 
This therefore agrees with the original recommendation from Bhaumik & Whittinghill (1991) 
of avoiding blocks, which intersect in a large number of treatments.
As with t = 2, minimising %, which maximises go, minimises the frequency for the worst 
case scenarios and maximises the frequency for the best case scenario. This corresponds to 
minimising the number of pairs of blocks intersecting in the maximum number of common 
treatments and maximising the number of disjoint pairs of blocks in the design, respectively.
Similarly to the fixed cumulative frequencies for £ =  2, configurations 1 - 6  are separated
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from configurations 7 & 8 in Table 6.3 for BXBT>{8,14,4) for t  =  3. This is because con­
figurations 7 & 8 are the only two configurations with fixed total frequencies, so the sum of 
the total frequencies for these two configurations is fixed and equal to 2 v Q  (k — 1). Hence 
the cumulative frequency of all the total frequencies for configurations 1 - 6 is fixed for all 
D e BXBV{v, b, k) and equal to 2 ^ (2) Q) -  2v{l) ( k - 1 ) .  This is shown in Table 6.4, which 
displays the cumulative frequencies.
In conclusion, for BXBV{8,14,4), the design ranking for the loss of three observations from 
up to two blocks is consistent with the ranking for the loss of two observations, according to 
both the best and worst case scenarios, since for both £ =  2 and £ =  3 the extreme best and 
worst scenario RE rankings are in terms of qo and gg, respectively. In fact, the term go only 
ever occurs exclusively in the best scenario, for both £ =  2 and £ =  3.
6.3 Coincidence of Rankings
In this section, the three robustness criteria are compared: vulnerability according to the 
(%, Tg) measure, lA from Morgan and Parvu (2008) for the loss of two blocks and the RE 
ranking developed from Prescott and Mansson (2001) for the loss of £ observations. Condi­
tions are given to show when these criteria produce equivalent rankings of D 6 BXBV{v, b, k).
Coincidence is first considered between the vulnerability and lA rankings, then between the 
lA and RE rankings, and finally coincidence is considered for all three of these robustness 
rankings.
Coincidence of Vulnerability and lA Rankings
First, sufficient conditions are obtained in order for the vulnerability rankings of designs in 
BXBV{v, b, k), for k e  {4,5}, to coincide with the lA ranking of Morgan and Parvu (2008).
Consider a BXBV{v, b, k), where k e  {4,5}. For these block sizes [ |]  +  1 =  3 so, from §5.2, 
(5'g,Tg) is the measure of interest for design comparison, being the first value of i for which 
(Si,Ti) varies. This approach is consistent with the MIA criterion, of only considering the 
minimisation of g^  for the largest value of g such that the values of g^  differ amongst designs.
T heorem  6.3
Together, Conditions I and II are sufficient to ensure that, within the given BXBV{v, b, k), 
rankings for the (%,Tg) measure and Intersection Aberration are identical:
(I) There exists a value of j ,  with 0 <  j  < fc — 3, common to all D  G BXBV{v, b, k), such
1 1 0
that E ' g  qg = (I) for all D  e  B lB V ( v ,  b, k),
(II) There exists a value of I, common to all D  € BJBV{v,b,k) ,  such that =  (3)
for all D e  BXBV{v, h, k).
Proof
Theorems 5.2 and 5.7 from Ch.5 enable identification of some BXBV{v, b, k) classes with k e  
{4,5} satisfying Condition I and indicate the corresponding value of j .  Likewise, Theorems 
5.2 and 5.4 enable identification of some BXBV{v, b, k) classes with k G {4,5} satisfying 
Condition II and indicate the corresponding value of 1.
For a BXBV{v, b, k) satisfying Condition I for a fixed value of j ,  designs with equal values of 
g^ + 3  will have identical q vectors and therefore equal lA ranking. Furthermore, the ranking 
of designs in BXBV{v, b, k) according to increasing lA is exactly the same as the ranking of 
designs according to increasing g^ +g.
By condition I, Corollary 5.6 applies. Thus, (§)% can be expressed entirely in terms
of gj+g and the design parameters as in eqs (5.4) - (5.6) from Ch.5.
By condition II, Corollary 5.11 applies. Substitution for (3)% in eqs (5.7) - (5.9) using 
eqs (5 .4 ) - (5 .6 ) yields expressions for and 1;^ +^  in terms of the design parameters
and gj+g. Thus, designs with equal g^ +g have common values for and v^. From the
expressions for (3)% and Corollary 5.11, ranking designs in BXBV{v,b,k)  according
to increasing g^ +g is equivalent to ranking the designs in order of increasing 
The minimum value of g^ +g corresponds to the minimum value of and designs with 
minimum vÿ'‘^ are equally least vulnerable according to the (5 '3 ,Tg) measure.
If min{ug^^} =  0, any designs in BXBV{v, b, k) with iZg^  ^ =  0 have Ag =  / +  1, if ^3'^  ^ 0,
and Ag =  /, if tZg^  ^ =  0. Within BXBV{v,b,k),  such designs minimize Ag and maximize S 3 - 
The designs have equal Tg since, for A: =  4, Tg is a function of Ug"^ ,^ I +  1 and A, or of Ug, I 
and A if Ug+^  =  0, and, for A: =  5 , Tg is a function of Ug+^  or of if 1^ 3+^  =  0 by eqs (4.43) &
(4.44).
Designs in BXBV{v, b, k) with > 0 have Ag =  / +  2 and common S 3  value given by eq 
(4.39). These designs are ranked for vulnerability according to Tg, given by eqs (4.43) &
(4.44).
Ranking the designs in increasing vulnerability according to {S3 , Tg) is equivalent to a ranking 
in order of increasing and, thus, to a ranking in increasing g^ +g. □
1 1 1
To summarise, both the (5 3 , T3 ) and lA criteria rank the robustness within such BXBV(v,  b, k)s 
in an identical way, namely in order of increasing qj+s-
If it is known from Theorem 6.3 that both the lA and vulnerability rankings coincide, then 
the experimenter can choose which method to use to obtain a robustness ranking for the class 
of competing designs. Since the block intersection vectors are simple to compute, it may be 
that the lA ranking is most efficient to use and hence is the preferred option. However, the
(5 3 , 7 3 ) values and other (5 ^,7 1 ) vulnerability measures for z <  |  are still likely to provide 
useful information on the specific vulnerability properties of the design, if the experiment is 
considered to be at high risk of observation loss.
Examples of Coincidence of (5 3 , T3 ) and lA for BXB'D{v, b, k)
The work of Parvu (2004) is extended, who tabulated both the BXBV{8,14,4) and BXBV{9,18,4) 
classes for the MIA criterion. From §5.2.2 each of BXB'D{8,14,4),BXBT>{9,18,4) and 
BXBV{10,15,4) satisfy Conditions I & II with j  = I = 0. Therefore within each of these 
three BXBV{v,  6 , k) classes, the lA ranking coincides fully with the MRR0S(3) vulnerability 
ranking.
Within these BXBV{v,b,k)  classes, if a design exists with A3 =  1, this is least vulnerable 
since S 3  is maximised and it is also the MIA design since % =  0. Then designs with Ag =  2 
are ranked according to T3 , which depends only on v^. Designs with less lA have lower values 
of Ç3 and hence have lower values of minimising T3 , so they are also less vulnerable.
For the 5%57)(10,15,4) class, all designs have Ag =  1, so they are all equally vulnerable 
with common (5s, T3 ) values. This also implies that all three designs have qs = 0 and hence 
have identical q vectors, so they similarly all have equal lA ranking.
The only design class with v  <  10, r  <  10 and k < ^ for which coincidence is not observed 
is BXBV{10,18,5). For this class min{6 -  3 (r -  A), A} -  max{0, 2 A - r }  =  3, so condition 
(ii) of Theorem 5.4 is not satisfied.
Complement design classes with k > ^ are considered in §7.1 and shown to be able to be 
included within this set of examples demonstrating coincidence.
Coincidence between IA and RE Rankings
Next, the coincidence between the lA and RE rankings is investigated, focusing initially on 
the loss of t =  2  observations.
For any BXBV{v^ 6 , fc), the approach from the worst scenario RE ranking is identical to that
1 1 2
for the lA ranking, so both rankings coincide fully. Both approaches seek to minimise Çg for 
the maximum value of g for which qg differs between designs. In particular, MIA designs 
minimise the frequency of the worst configurations and conversely, designs ranked lowest for 
robustness against the loss of two blocks according to lA are also ranked lowest for robustness 
against the loss of two observations according to RE.
Next, consideration is given to 6 , k)s for which MIA designs also maximise the
probability of the best scenario RE ranking as well as minimising the probability of the 
worst scenario RE ranking.
Any BXBV{v,b,8)  or any BXBV{v;b,k)  in general with k > 4 satisfying Condition I with 
j  =  0 has q =  (%, 9 i, %). From eq (5.1), ordering designs for % decreasing or % increasing
are equivalent. Hence it is trivial that amongst BXBV{v,  6 , 3)s or BXBV{v^ b, k)s with j  = 0, 
the lA ranking coincides with both the best and worst scenario RE rankings. Full coincidence 
between the lA and two RE rankings is therefore achieved for the three BXBV(8,14,4),  
BXBV{9,18,4) and BXBV{10,15,4) classes.
For the non-trivial cases, consider BXBV{v,b,k)s  with k > 4 satisfying Condition I with 
j  > 1 and q  =  (ç j,..., g^+a). Amongst these classes the best scenario with a: =  0 from 
configuration 1 and configuration 2 with g = 0 cannot be achieved since go =  0. Therefore 
the next best scenarios arise from configurations 2 and 3 with 1 < g < k — 1 yielding 
X = and respectively. Since g^+s 7  ^ 0,k  >  j  +  3, so all possible values of
> j  +  3  are considered in order to investigate whether the best scenario arises from either 
configurations 2 , 3  or both and therefore which element of q  requires maximisation.
Using eqs (5.1) - (5.3) it is determined that minimising the probability for the worst scenario 
via qj+ 3  also directly maximises the probability for the best scenario when /c =  j  +  3 or 
k > 2 j  4- 3, for all j ,  and when k = 2j + 3, for j  <  3. Thus, the only exception cases where 
this two-fold advantage is not achieved are when j  +  3 < A: < 2j +  3, and when k = 2j 4- 3, 
for j  > 4.
To have varying q  within a BXBX>(v, b, k) requires k >  y +  3, for g^+s to be non-zero. 
For BXBV(v,b,k)s  with /c > | ,  which are considered fully in §7.1, Theorem 7.3 requires 
j  > max{0,2A: - 1 ?}, for qj to be non-zero. The constraint max{0,2fc - v } < j < k  — 3 
identifies possible values for j ,  in terms of k and f ,  as given in Table 6.5, which then applies 
the exception cases to illustrate the only combinations of k and v,  for which minimising 
the probability for the worst scenario does not also maximise the probability for the best 
scenario. Hence, f  >  10 with fc <  z; — 4 is the only combination for which the best and worst 
scenario rankings do not coincide.
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k 6 7 8 9 1 0
V
1 1 1 2 13 14
4 X 1 0 , 1 0 , 1 0 , 1 0 , 1 0 , 1 0 , 1 0 , 1
5 X X 2 1 , 2 0 ,1 , 2 0 ,1 , 2 0 ,1 , 2 0 , ^ 2 0 ,1 , 2
6 X X X 3 2,3 0,1,2,3 0,1,2,3 0,1,2,3
7 X X X X 4 3,4 2,3,4 1 ,2 J / 1 0,1,2,3,4
8 X X X X X 5 4,5 3,4,5 2,3,4,5
9 X X X X X X 6 5,6 4,5,6
Table 6.5: A Table showing the Possible values of j  for qj , ..., Çj+s ^  Oin terms of k and v 
for any BIBD(r;, 6 , /c). Bold print illustrates exceptions for which minimising the worst RE 
scenario does not maximise the best RE scenario.
Therefore, amongst BXB'Div, b, k)s satisfying Condition I, if r; <  9  or A: <  5  or if r; >  10 with 
A: >  f  — 3, the MIA designs also have the fewest configurations for the worst RE scenario 
and the most configurations for the best RE scenario. Furthermore, the lA ranking coincides 
fully with the rankings for both minimising the probability of yielding an eventual design 
with low RE from the worst scenario and maximising the probability of yielding an eventual 
design with high RE from the best scenario when any two observations are lost.
Coincidence of all Three Robustness Rankings
Finally, consider when the lA and the two RE rankings also coincide with the ranking for 
MRR0S(3) vulnerability for k e  {4,5}. It has already been shown that for BXBV{v,  6 , k)s 
with k e  (4,5} satisfying Conditions I and II, the lA ranking coincides with the MRR0S(3) 
ranking. Since the exception of A: > r ; - 4  for v >  10 from the RE ranking implies A: >  6 , then 
within BXBV{v, 6 , k)s with k e  (4,5} satisfying Conditions I and II, a design minimising 
gj+ 3  will have the four-fold advantages of maximising and minimising the probability of an 
eventual design with largest and smallest possible RE respectively, of being an MIA design 
and of being least vulnerable according to Furthermore, the rankings coincide
exactly for such BXBV{v, b, A:)s; in particular all examples given in §5.2.2 satisfy coincidence 
for the four rankings, covering all BXBT)(v,b,k)s with f  <  10, r  <  8 . Results in §7.1 show 
that any complement BIBDs with A: > |  can also be included amongst this set of design 
classes for which the rankings of the MRR0S(3) vulnerability, IA and RE criteria fully 
coincide.
Therefore this proves that Theorem 6.3 can be extended to the following Corollary:
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X R E Frequency D1 D2 D3 D4 C um . Freq.
0 0.945945946 84 +  16go 132 1 0 0 84 196 132 1 0 0 84 196
1 / 1 2 0.945860709 9gi +  6 9 3 132 198 231 0 264 298 315 196
1 / 6 0.945604808 1292 864 792 756 1008 1128 1090 1071 1204
1/4 0.945177665 6 gi +  93 76 114 133 0 1204 1204 1204 1204
5/12 0.943805393 6 9 3 24 36 42 0 1228 1240 1246 1204
1 / 2 0.942857142 292 144 132 126 168 1372 1372 1372 1372
3/4 0.938936535 1 2 18 2 1 0 1384 1390 1393 1372
5/6 0.937260902 292 144 132 126 168 1528 1522 1519 1540
1 1 / 1 2 0.935394661 3 9 3 1 2 18 2 1 0 1540 1540 1540 1540
Table 6 .6 : A Table showing the Frequencies & Cum. 
BXBV{8,14,4) for the loss of t =  2 observations.
Freqs. of values of x  and REs for
C orollary  6.4
For any BXBV{v,  6, k)s with k e  {4,5}, Conditions I and II from Theorem 6.3 are sufficient 
to ensure that each of the (5s, T3 ) vulnerability, lA and best-case and worst-case scenario 
RE rankings are identical.
Exam ple 6.3
BXBV{8,14,4)
For example, from §5.2.2, BXB'D{8,14,4) satisfies Conditions I and II with y =  0 and / =  0. 
Hence a design ranking by is the same as a ranking by I A, by probabilities of best and 
worst RE scenarios and by (5s, T3 ). For D G BXBV{8,14,4), the REs of eventual designs for 
t =  2 for each value of x  and the respective frequencies are given in Table 6 .6 . The frequencies 
for the best and worst scenarios can be found in the top and bottom rows. D4, the MIA 
design, has the largest number of eventual designs with maximum possible RE, no designs 
yielding minimum possible RE and is the least vulnerable design according to (5 3 , 7 3 )- The 
design considered by Prescott and Mansson, D3, is ranked lowest for all criteria.
From Table 6 . 6  for t =  2, the range in relative efficiency between T =  0 and re == very 
small, showing that there is actually little difference between the efficiency of the best and 
worst eventual designs and that all BIBD(8,14,4)s are fairly robust against the loss of two 
observations. The average RE for each D e BXB'D(v,b, k) can also be considered, by taking 
into account the sum of the REs of all designs weighted by the configuration frequencies, as 
displayed in Table 6.7. Similarly, there is little diflîerence between the average RE of the four
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Design Sum  of R Es A verage R E
D1 1454.434837 0.944438205
D2 1454.434814 0.94443819
D3 1454.434803 0.944438183
D4 1454.434883 0.944438235
Table 6.7: A Table to show Average Relative Efficiencies for D G BXBT>{8,14,4) for the loss 
o î t  = 2 observations.
BIBD(8,14,4)s, with the values differing only in the sixth decimal place, but the rankings do 
coincide.
Table 6 . 6  can also be used as a reference for BXBV{9,18,4) and BXBV{10,15,4), for example, 
since the x  values and corresponding configuration frequencies in the first and third columns 
of the table, respectively, apply to any BXBV{v, 6 , k) satisfying Condition I with j  = 0. 
Similarly to the lA and MRR0S(3) vulnerability rankings, though, no comparison can be 
made within D G BXBV{19,15,4) according to the RE ranking, because all three designs 
have identical q vectors.
Since all of the sums for configurations 1  - 6  of removing t = 3 observations from 2  blocks, 
which are not fixed, contain the sum of the cubic values of the block intersection values, 
it seems interesting to compare this sum for the BXBT>{v,h, k) classes with k G 
{4 , 5 } demonstrating coincidence.
^ ^ ^ 0  (g)% can be expressed in terms of the BIBD(u, 6 , k) design parameters,
since both 9^9g and Eg=o 99g are fixed by Theorem 5.5. Therefore since (?) 9g can 
be expressed in terms of 9 ^ + 3  and design parameters by Corollary 5.6 for any BIBD(u, 5, k) 
satisfying Condition I, as displayed in eqs (5.4) - (5.6), it follows that Yl^=Q9^Qg can also be 
expressed in terms of 9 ^ + 3  and design parameters. Hence for any BXBV{v, b, k) satisfying 
Conditions I & II, a ranking according to min ^Y^l^o9^Qg^ will also coincide with rankings 
according to (5 3 , 7 3 ), lA and both RE scenarios. So despite the mean and variance of the 9  
vectors being fixed, the cubic sum can be used to distinguish between D G BXBV{v, 6 , k). 
In the BXBV{8,14,4) example for t =  3, configuration 6  is the worst non-fixed configuration 
and its frequency is minimised according to 9^%'
To conclude, conditions have been established for coincidence between the lA, RE and
(5 3 , 7 3 ) vulnerability rankings for BXBV{v,b,k)s  with k G {4,5}. Each criteria gives meth­
ods for distinguishing between non-isomorphic, optimal BIBD('u, b, k)s and for selecting the
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overall most robust design for the experiment.
The benefits of each criteria are discussed within the Conclusions in Ch.9, with the strengths 
and weaknesses of the various criteria compared for three different BXBV{v,  6, k) classes in 
Example 9.1.
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Chapter 7 
VULNERABILITY OF DESIGNS  
ARISING FROM BIBDS
7.1 Complement BIBDs
In this section, some new closure properties are given relating the vulnerability of a com­
plement BlBD‘^ {v,b,v -  k), as defined in §2.1.1 to that of the original BIBD(u, 6, A:). The 
design classes BIBT>{v, b, k) and B I B V { v ,  b,v -  k) are complements of each other and for 
the purpose of this work, it is assumed that A: < | ,  so that a BIBD(u, 6 , fc) is referred to 
as the original BIBD and its complement BIBD^(u, b,v -  k) as a complement BIBD with 
k^ " = V — k > ^.
First, Lemma 7.1 identifies elements of q  with low index that are necessarily zero.
Lemma 7.1
Consider D e BIBV{v,  b,k): lî  g < 2k  -  v Qg = 0 
Proof
Suppose that Qg 0, for some g e  {0,1 ,. . . ,  A;}. Then there must exist a pair of blocks 
with exactly g common treatments. The remaining k -  g treatments from the first block 
are distinct from the remaining k — g treatments in the second block and both sets o ik  — g 
treatments are distinct from the g common treatments. This implies that v > g -\-2{k -  g), 
so g > 2 k - V  and the result follows by contradiction. □
Lemma 7.1 only applies to BIBD"=s, since 9  >  0 for q g  terms and hence 2A; - 1 ? >  0 implies
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fc > l .
Knowledge of the block intersection vector q  for a BIBD(z;, 6 , k) enables the q vector to be 
determined for its complement BIBD^(f, b,v — k) by Lemma 7.2 and Theorem 7.3.
Lemma 7.2 is stated by Parvu (2004). This will be presented here along with its proof.
Lemma 7.2
Consider D  G BXBV{v, b, k).
If any two blocks in D  have g common treatments, the corresponding pair of blocks in the 
complement BIBD"=(z;, b^v — k) has v - 2 k g common treatments.
Proof
Consider any two blocks, say B l  and B2, without loss of generality, which share g common 
treatments. Then there are a total oi 2k — g distinct treatments contained in both B l and 
B2. Blocks B V  and 52 "^ together contain all treatments, which were neither in B l  nor in
B2, giving a total of u — {2k — g) treatments shared in common between B V  and B2  ^and
the result follows. ^
Theorem 7.3
Consider D G BXBV{v, b, k).
If D  has block intersection vector q^, then its complement BIBD" (^z;, 6, u -  k) has block 
intersection vector q^  =  (Ou-2k, Td)*
Proof
The vector q^ =  (go, 9 i , . .. ,9k) contains k+l  elements and the vector q^ == (gg, 9Î, • • •, 9i-k) 
contains v — k + l  elements.
Prom Lemma 7.2, Qg = gg_2&+g. In particular, the first element, go of q^, will correspond to 
the element g^_g  ^ in q^ and the last element, g^  of q^ will correspond to the last element, 
g^_  ^ in q^, where k"" = v -  k. By Lemma 7.1 g^  =  0 in the vector q^ for 0  <  g <  f  -  2k. 
Therefore the first v — 2k elements of q^ are zero and the result follows. □
Parvu (2004) uses the result of Lemma 7.2 to explain that if a BIBD(f, 6, k) is a MIA design 
in the BXBV{v, 6, k) class, its complement BIBD^(u, b , v - k )  will also be a MIA design in 
the BXBV {v ,  b,v — k) class. This can be further understood from Theorem 7.3, which is 
given here. Due to the closure of their lA criterion by complementation, Parvu (2004) and
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Morgan and Parvu (2008) only consider lA rankings for BXBV{v, b, k)s with <  | .
Similarly, with regards to vulnerability, closure can be proven for Condition I from Ch.6, 
which provides direct knowledge about the vulnerability ranking of the design class.
Theorem 7.4
Consider D  G BXBV{v, b, k).
If D  satisfies Condition I from Ch.6, such that =  (g) for some integer value j ,  its
complement BIBD‘'(u, b,v — k) also satisfies Condition I, with j"" = j  + v  — 2k.
Proof
By Theorem 7.3, has the same number of consecutive non-zero terms as q^. Therefore 
if there are at most four, consecutive non-zero terms in q^,, such that = (D
some integer value j ,  then the same will be true for q^. Hence Condition I is satisfied and 
= j  + v  — 2k, by Lemma 7.2. O
Results are now obtained relating to the concurrences. In Theorem 7.5 relationships are 
obtained between the rij value for a V{ set in a BIBD, the n^ _^ - value for the complementary 
Vv-i set and the value for the Vi set in the complementary design B I B D ^ .  Corollary 7.6 
establishes equality of for a BIBD(u, b, k) and A*!^ for the complementary BIBD^(u, b , v -  
k).
Theorem 7.5
Let D  G BXBV{v, b, k). Consider a % set within D with rij = a. Then:
(i) The set K -z of the v — i treatments contained in U \  has rik-j = a;
(ii) For the complementary design, D^,  the set Vi has rii-j = a.
Proof
(i) A block of D  contains exactly j  elements from Vi if and only if it also contains exactly 
k -  j  elements from PL-%- The number of blocks containing j  elements of % is equal to a. 
Thus, this complementary treatment set, K -i, has rik-j = a.
(ii) A block of D  contains exactly j  elements from % if and only if the corresponding block 
in contains exactly i — j  elements from Vi. The number of blocks containing j  elements 
of Vi is equal to a. Thus, for the given Vi, the number of blocks containing i - j  elements of 
Vi in is also equal to a, so has = a. □
1 2 0
Therefore, by Theorem 7.5(h), the number of Vi sets with rij — a in a BIBD(u, b, k) is equal 
to the number of Vi sets with =  u in the BIBD^('U, b,v — k).
Corollary 7.6
Let D e  6 , k) with — a. Then e  B X BV {v ,  b,v — k) has A^ L^  —
Proof
By application of Theorem 7.5(i) with i = j  = k and then application of Theorem 7.5(ii), 
it follows that any Vk set with Afc =  a in D corresponds to the complementary set Vv-k with 
A%_% =  a in D^. Thus the value of A% in D  is equal to the value of A^l^ □
Theorem 7.5 and its Corollary prove closure for Condition II from Ch.6 , which together with 
Condition I, provides direct knowledge about the coincidence of the vulnerability ranking of 
a design class with other robustness criteria rankings.
Theorem 7.7
Consider D E BXBV{v, b,k).
If D satisfies Condition II from Ch.6 , such that =  (?) for some integer value I, its
complement BIBD'=(f, b,v — k) also satisfies Condition II, with =  6  — 3  (r — A) — (/ +  2).
Proof
Suppose a BIBD(t?, b, k) satisfies Condition II from Ch.6 , such that ^  =  (?), then the 
BIBD has at most three consecutive admissible 3 -concurrence values with A3 G {/, / +  1 , / +  2}. 
By Theorem 7.5(ii) with i = j ,  then if a BIBD(z;,6 , k) has a V3 set with M3 =  I, the U3 set 
has Mg =  / in the BIBD^('U, b,v — k). By eq (4.40), mq =  6  — 3 (r — A) — A3 , so substituting in 
=  6 -  r  and A": =  A +  6 -  2r gives Mg =  6 -  3 (r -  A) -  Ag for BIBD^(u, b , v - k ) .  Setting 
Mg =  I implies that Ag =  6  — 3 (i—  A) — Therefore:
A3 G {/, / + 1, / + 2} (7't)
Ag G {6 — 3 (r — A) — / — 2, 6 — 3 (r — A) — / — 1, b — 3 {r — X) —1}
Hence there are also three consecutive admissible values for Ag and Condition II is satisfied
with B = b — 3{r — X) — {I + 2). O
Furthermore, by eq (7.1), it is known over all G B X B V { v ,b ,v  — k) that Xl  ^ = b — 
3 (r -  A) — min {A3 }, since I = min {A3 }. So since all the possible values of Ag for BIBD'^ 
can be determined from knowledge of the possible values of A3 from the original BIBD, the
1 2 1
bounds for for the BIBD''  can also be obtained and applied to the formulae for S 3 .
Consider a BIBD(u, b, k) satisfying Conditions I & II with integer values j  and I. Then the 
BIBD"=(f, b,v — k) satisfies Conditions I & II with j"  and I" as given in Theorems 7.4 &
7.7. The value of can be obtained from Theorem 5.12 in terms of and hence the 
values of T3 can be calculated to determine the overall vulnerability measure (5 3 , 7 3 ) for the 
BIBD"{v,b,v — k), which will be the first MRROS(z) measure of interest for designs with 
k G {4,5}.
Any fixed (5*, 7}) vulnerability measure can be easily determined for BlB'D"{v,b,v — k)s, 
simply by replacing the values of r,k,X  with r" = b — r, k" = v  — k, X" = X + 2b — r, 
respectively. Since a BIBD*^  is also a BIBD, then 5 | > 5 | > 5f still holds from §4.6. 
Furthermore, using results such as A^  >  A, r" > r, k" > k and 6 — 2r > 0, it can be shown 
that 5? > 5i for z <  3, which is interesting, in order to determine that for the complement 
design, with larger number of experimental units, more observations would be required to 
be lost before there is a chance of the eventual design being disconnected.
The closure properties for Conditions I & II between BIBDs and BIBD^s are especially 
important in the light of results from Ch.6, because it is therefore known that the MIA 
and R.E. rankings will also coincide with the (5 3 ,T3 ) rankings for BIBD^('U, 6, z; — k)s with 
k G {4,5} just as they do for BlBB{v,b,k)s.  This therefore means that BXBV{9,18,5) can 
be included within the BXBV{v, b, k) example classes, as demonstrated in Example 7.1:
Exam ple 7.1
BXBV(9,18,5) =  BXBV%9,18,4)
From §5.2.2 BXBV{9,IS,4)  has 1 <  Ag <  2, i.e. A3 G {0,1,2}. Therefore by Theorem
7.7, 7)(9,18,5) has Ag G {1,2,3} and XI" = 3 satisfying Condition II with I" =  1. So for 
BXBV{9,18,4), 5s =  3r -  2Ag G {18,20} and for BXBV{9,18,5), 5g = 3 b - 3 r -  Ag"" =  27.
From §5.2.2 BXBV{9,18,4) satisfies Condition I with j  = 0, so by Theorem 7.4, BXBV{9,18,5) 
has j" = 1. Therefore by eq (5.9):
1 2 2
v t“ =
- b ( ^  ^ ) +  9 s +  4 ^ 4  since Ç4 =  0  = >  gg =  0
3 /  \  3
f  V  — k''
— 6  1 +  g2 +  4gs using Theorem 7.3
since Q2 =  —3ga +  (5.3)
=  12 +  gs (7.2)
From §5.2.2 B IB V {9 ,18,4) has 0  <  vg <  9, so by eq (7.2) B I B V {9 ,18,5) has 1 2  <  < 2 1 ,
which will be attained since the bounds of fg are attained for BXBV{9,18,4).
Therefore the range in vulnerability of the BIBD(9,18,5)s has been determined directly from 
knowing the range in vulnerability of the BIBD(9,18,4)s. Furthermore the complement of 
the least vulnerable BIBD(9,18,4) is also the least vulnerable BIBD(9,18,5).
This leads to our final result in Theorem 7.8 on the relationship between the least vulnerable 
designs in a BXBV{v, b, k) class and its complement BXBV"{v, b, k) class.
Theorem 7.8
Consider a BXBV{v,b,k)  class with k e  {4,5} satisfying Conditions I & II. Let D* be the 
design D e BXBV{v,  6 , k) with the least vulnerable (5g, T3 ) measure. Then D*" will be least 
vulnerable in its BXBV"{v,b,v -  k) class according to {Ss^Ts).
Proof
By eqs (5.4) - (5.6) & (5.9) can be expressed in terms of constant parameters and 
gyc+3 . Then by Theorem 7.3 can be expressed in terms of constant parameters and 
gj+3 , as demonstrated in Example 7.1. Least vulnerable BIBD(m, 6 , fc)s have minimum gj+3 . 
Similarly, least vulnerable BIBD'=('u,6 ,M -  k)s with minimum will have minimum gj+3 . 
The BIBD(u, b, k) with minimum g^ + 3  corresponds to the BIBD^(m, b,v — k) with minimum 
gjc+ 3  and both designs will therefore be least vulnerable in their respective classes. □
Results from this chapter can also be used to consider the BXBT>{7,14,4) class.
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E x am p le  7.2
BXBViJ, 14,4) =  B X B V \ 7 , 14,3)
Even though BXBT>{7,14,3) was not considered in §5.2.2 or Ch . 6  since A; =  3, it would satisfy 
Conditions I & II with j  = 0 and I =  0, respectively, so its complement class BXBV{7,14,4) 
can be added to the example classes. Morgan & Parvu rank the four BIBD(7,14,3)s according 
to gg. Therefore the four BIBD(7,14,4)s can be ranked according to g4 by Theorem 7.3 and 
the least vulnerable and MIA BIBD(7,14,4) with min {^g} and min{g4 } is therefore the 
complement of the MIA BIBD(7,14,3) with min {gs}-
7.2 Repeated BIBDs
In this section the construction of large experimental designs is considered by replicating 
small BIBDs. For example a BIBD(f, 26, k) can be constructed by adding a second replicate 
to a “building block” BIBD(m, 6 , A:). These designs will be referred to as repeated BIBDs 
and denoted as BIBD^(m,26, A:)s. Techniques are demonstrated for constructing the least 
vulnerable repeated BIBD^(z;, 26,/c)s based on the knowledge of the MRROS(z)s of the 
“building block” BIBD(t>, 6 , k).
Investigating the vulnerability of repeated BIBDs demonstrates another scenario, in which 
designs of equal efficiency are not necessarily equally vulnerable. The aim is to investigate 
how the vulnerability varies between BIBD^(m, 26, k)s. Examples also consider the vulnera­
bility measures of the complements of repeated BIBDs, developing the work from §7.1.
In general, there are three choices for the second replicate of BIBD^(m, 26, k)s. The exper­
imenter could either use an exact copy of the original BIBD('U, 6 , A:), an isomorphic copy 
obtained by applying permutations to the treatments, or a non-isomorphic version of the 
building block BIBD(m, 6 , k), if such a design exists. These alternative strategies give rise to 
a class of non-isomorphic BIBD^(m, 26, A:)s, denoted as BXBD^{v,2b,k)s.
Several authors have considered the replication of BIBDs. Foody and Hedayat (1977), Khos- 
rovshahi and Mahmoodian (1988), Ghosh and Shrivastava (2001) and Mandai et al (2008) 
all consider the support of the design, 6 *, the number of distinct blocks.
If BIBD^(f,26, k) consists of 2 exact replicates, b*^ = 6 , assuming that the original BIBD is 
simple, with no repeated blocks, or 6 *^ =  6 *, if the original BIBD already contained repeated 
blocks and only had 6 * distinct blocks initially.
Otherwise if the second replicate is not an exact copy of the first replicate, 6 *^ increases as
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the second replicate is varied. If the block intersection vector, of the BIBD^(m, 26, k) has 
qR = 0, = 26.
It is generally assumed within this Section, that the original BIBD is simple, so that it has 
b* = b and hence the issue of repeated blocks and support size of the design first becomes 
relevant for repeated BIBD^s.
The replication and concurrence parameters of BIBD^(m, 26, k)s, and can be expressed 
in terms of the building block BIBD(m, 6, k) parameters r  and A. For example, = 2r and 
A^ =  2A.
If the vulnerability measure value Si is fixed for all D  6 BTBT>{v,b,k), in the sense of 
depending only on r,k,X,  then similarly 5 f  is also fixed for all D e BXBV^{v,2b,k),  de­
pending only on r^ , k, X^, regardless of the construction strategy for the second replicate. 
Within Case (1) for i < | ,  the BIBD^(m,26,k) satisfies S ^  ^  i { 2 r - 2 ) + k  = Si + ir, since 
Si — i{r  — 2) + k for the building block BIBD(m, 6, fc) by eq (4.36). For k G {2,3} the 
BIBD^(m, 26, k) satisfies 5 f  =  2Si, where Si = zV -2(g)  A and Si = i r -  (g)A for the building 
block BIBD(m, 6, k) for z > 2 for A; =  2 and k = 3, respectively, from eqs (4.41) & (4.42).
Design classes with k = 3 often appear in the literature. Whereas, non-empty BXBV{v,  6,2)s 
all have cardinality one, BXBV{v,  6,3)s typically have cardinality greater than one. For 
example, BXBV{J,U,3),  BXBV{7,21,3), BXBV{7,28,3) and BXBV{7,33,3) have cardi­
nalities 4, 10, 35 and 109 respectively and designs differ in the number of repeated blocks. 
Raghavarao et al (1986) considers BXBV{7,21,3), Ghosh and Shrivastava investigate BIBD(7,28,3)s 
and Mandai et al construct BIBD(7,35,3)s. In all three cases, the designs range from hav­
ing 6* =  7 distinct blocks, with the designs consisting of exact copies of the building block 
BIBD(7,7,3), to having all 6* =  6 blocks distinct.
The focus here is on the four non-isomorphic BIBD(7,14,3)s. D1 contains two exact copies of 
the building block BIBD(7,7,3) from Example 2.1, whereas D2, D3 & D4 arise by permuting 
treatments in the second replication of the BIBD(7,7,3):
• Dl: BIBD(7,7,3) | BIBD(7,7,3)
• D2: BIBD(7,7,3) | BIBD(7,7,3) with V6 w  V7
• D3: BIBD(7,7,3) | BIBD(7,7,3) with F3 w  V4  and V6  ^  V7
• D4: BIBD(7,7,3) | BIBD(7,7,3) with V I  > V2, V3 V4  and V6 V7
Foody and Hedayat give an example of a BIBD(7,14,3), which is isomorphic to this D2.
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Since A: =  3 all four designs are equally vulnerable for all values of i. So with regards 
to the vulnerability of designs becoming disconnected due to observation loss during the 
course of the experiment, if observations are likely to be lost at random, it would not matter 
which design is used. For convenience, therefore, D l  can be used, with two exact copies of 
BIBD(7,7,3) and the vulnerability of the design is not compromised.
This is particularly interesting in the light of research by Bhaumik and Whittinghill (1991), 
who actually suggest from an optimality perspective that BIBDs with identical blocks should 
be avoided when there is the possibility of observation loss. However, from the perspective of 
vulnerabilities via the {Si, Ti) measures, or indeed by consideration of Type II and Type HI 
RROSs, no such advantage is gained for BXBV{v, b, 3)s. Foody and Hedayat (1977) discuss 
some experimental situations in which deliberate use of designs with identical blocks gives 
practical advantages. For example, there may be reasons due to the cost or experimental 
equipment as to why certain combinations of sets of treatments are harder to run in the 
same block. It is then often easier to avoid them by using BIBDs with repeated blocks. In 
such cases D l  would indeed be preferred. Sampling designs for finite population sampling 
are also given as an application of BIBDs with repeated blocks.
Next, it is especially interesting to consider scenarios for which the vulnerability measure 
(5 f  ,71^) varies. The first such instance occurs when z =  [§] +1, with 5 f  depending on A|^.
In the special case of the BIBD^(m, 26, k) being two exact replicates of a BIBD(f, 6, k), if the 
building block BIBD(z;, 6, k) has Xi e  {1,1 + 1,1 + 2}, satisfying Condition II from Ch.6, the 
BIBD^(M, 26, k) will have Af G {2/, 2 (/ +  1), 2 (/ +  2)} and if =  /z for the BIBD(m, 6, k), 
then =  h for the BIBD^(z;, 26, k).
For repeated designs with treatments permuted in the second replicate, Vi sets with A, =  1+2, 
for example, from the building block BIBD(u, 6, k) in the first replicate, could instead have 
Xi E {1,1 + 1} in the second replicate, and similarly for Xi E {1,1 + 1}, so that over the entire 
BIBD^(m, 26, k), the set of possible concurrence values is Af G {21,21 + 1,21 + 2,21 + 3,21 + 4} 
and A-^ <  2A*. Furthermore, as more treatment permutations are applied, so that the dis­
tribution of the Ai values across the V  sets between the first and second replicates is most 
different, then fewer V  sets with Xi = I + 2 in the first replicate will also have Ai =  f +  2 
in the second replicate, so that there are fewer % sets with Af =  2 (/ +  2) in the whole 
BIBD^(m, 26, k) and hence its value of is reduced.
For i =  [ |]  +  1, 5 f  =  2zr -  2A|^ and 5 f  =  2zr -  A*  ^ for even and odd k, respectively, since 
Si =  zr — 2A- and Si = ir — X* from eq (4.39) for the building block BIBD(m, 6, k). This leads 
to 5 f  > 2Si for all k, using X*^ < 2A-. In particular, the least vulnerable BIBD^(m, 26, k) in
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B IB D (7,14,4) A3 values ^3 ^ 3 (% ,% b* Vulnerability Ranking
Dl {0 , 2 } 2 28 (20, 1792) 7 4th
D2 {0 , 1 , 2 } 2 24 (20, 1536) 1 1 3rd
D3 {0 , 1 , 2 } 2 2 2 (20, 1408) 13 2 nd
D4 {1 , 2 } 2 2 1 (20, 1344) 14 1 st
Table 7.1: A Table to show that T3 decreases as b* increases within T>{7,14,4).
a class of competing designs will be the one with min for which max { 5 f } is attained.
As an example, the complements DU - D4^ of the four BIBD(7,14,3) designs are consid­
ered, to investigate four non-isomorphic BIBD^(7,14,4)s. Prom Example 7.2 in §7.1 it 
is known that the MRR0S(3) vulnerabilities vary amongst the four BIBD(7,14,4)s. All 
BIBD^(7,14,4)s have (5i,T i) =  (10,56), (5 2 ,Ts) =  (16,315) and S 3  = 20, but the values of 
T3 differ and are listed in Table 7.1. Confirming results given for Case (1), 5 f  = S i + i r  for 
i e  {1,2}, since 5i =  6  and 5g =  8 for the building block BIBD(7,7,4). Then for 2 =  [§] +1, 
=  2 S3  since BIBD(7,7,4) has S 3  =  10.
BIBD(7,14,4) D l consists of 2 exact copies of the BIBD(7,7,4). As the number of permuted 
treatments in the second replication increases, the support size 6 *^ increases, whilst the 
number of pairs of identical blocks decreases, since b*^ = b^ — q^. From Ch . 6  and §7.1, it 
is known that the BIBD(7,14,4) D4 with no identical blocks is MIA and least vulnerable. 
So the best design in this example is consistent with the recommendation from Bhaumik & 
Whittinghill (1991) of avoiding identical blocks when constructing designs.
This comparison of BXBV[7,14,3) and BXBT>(7,14,4) shows that the consequences of re­
peated BIBDs depend on the block size k. For k = 3, all D E BXBV^iv ,  26, k) are equally 
vulnerable, but for A; > 4, the vulnerability can vary amongst D E BXBV^{v,2b, k).
When non-isomorphic designs exist in the building block BXBV{v, b,k) class, the three 
different strategies for obtaining the second replicate in BXBV^{v,  26, k)s can be applied 
to each different D G BXBV{v,b,k).  This leads to interesting vulnerability results for i = 
[ |]  +1. Suppose, for example, that two designs D l, D2 G BXBV{v,  6 , k) exist, both satisfying 
Condition II, such that D l has Xi E {1,1 + 1} and D2 has A* G {/, / +  1 , / +  2}. Then D l 
is least vulnerable in the BXBV{v, 6 , k) class since A- is minimised. Any BIBD^(m, 26, k)s 
obtained from the first two strategies, using either an exact or isomorphic copy for the 
second replicate with D l and D2 as the building block BIBD(z;, 6 , k)s, respectively, will have 
Af G {2Z,21 + 1,21 + 2} and {2/,21 + 1,21 + 2 ,21 + 3,21 + 4}, respectively. Furthermore, any
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26, k) obtained from the third strategy, adjoining D l and D2 in the two replicates 
will have Af € {2 /, 2  ^+  1 , 2 Z +  2 , 2 / +  3}. Therefore the least vulnerable design amongst 
the entire BXBV^{v,  26, k) class is one obtained from the least vulnerable building block 
BIBD(m, 6 , k), namely D l, since it has A*  ^=  2^  +  2, which is the minimum possible value of 
A*  ^ overall and 5 f  is hence maximised.
To illustrate all these ideas. Example 7.3 provides an example for when Si is fixed, but Ti 
varies and Example 7.4 for when both Si and Ti vary.
Example 7.3
BIBD(9,24,6)s:
For A; =  6, z =  3 lies within Case (1), so S 3 is fixed and 5s =  3r = 48. From Table 8  of Morgan 
&: Parvu (2008) there are 36 D  G B%BD(9,24,3), so there are also 36 D  G B%5D(9,24,6),
its complement class. By Theorem 7.3 =  0  for 0  <  g <  2 , so BXBV{9,24,6) satisfies
Condition I with j  =  3. By eq (4.40), A3 >  4 and by parts (i) and (iii) of Theorem 5.2 A3 =  6  
for all D G BXBV{9,24,6), hence A3 G {4,5,6}, satisfying Condition II with I = 4.
The formula for T3 is not fixed, since i = From eq (4.18), T3 =  Y vs  Using
j  =  3 and / =  4, T3 can be expressed in terms of gg. By Corollary 5.6 Y ^ = 3  =  1140 +  ge,
therefore =  ge, =  24 -  2gg and =  60 +  gg by Corollary 5.11. Hence T3 =  16gg +  4524 
and is minimised by minimising gg, the number of identical block pairs, which increases 6*.
Design construction begins by obtaining D l^ , which consists of two exact copies of BIBD(9,12,6);
BIBD(9,12,6):
B l  B2 B3 B4 B5 B 6  B7 B 8  B9 BIO B l l  B12
1 1 1 1 1 1 1 1 2 2 2 3
2 2 2 2 2 3 3 4 3  3 4 4
3 3 3 5 4 4 5 6 4  5 5 5
4 4 8 7 5 5 6 7 6  6 7 6
5 7 6 6 6 7 8 8 8  7  8  7
8 6 9 8 9 9 9 9 9  9  9  8
BIBD(9,12,6) has A3 G {2,3}, so D l^  has Af G {4,6}. By permuting treatments in the 
second replication, design D2^ can be constructed, for which some V3 sets with A3 =  3 
in the first replicate instead have A3 =  2 in the second replicate, and vice versa, so that 
Af G {4,5,6} and the values of and v l  are smaller for D2^ than D l^ , since D2^ has 
a positive value of uf. The least vulnerable form of D2^ is obtained with Ug =  0, so that
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A3 Value (2 ^ 3  _  1 ) No. of V3 sets Totals
D l ^ 4 15 1 2 180
5 31 0 0
6 6 3 72 4 5 3 6
Totals - 109 8 4 T 3  =  4 7 1 6
D 2 ^ 4 15 0 0
5 31 24 744
6 63 60 3 7 8 0
Totals - 109 8 4 Tg =  4 5 2 4
Table 7.2: A Table to Calculate Tg for BIBD(9,24,6) D l ^  and D2R
no V3 sets with A3 =  2 in the first replicate also have A3 =  2 in the second replicate and 
hence uf attains its minimum possible value and T3 is minimised. Such a design, D2^  can 
be constructed as:
D2^: BIBD(9,12,6) | BIBD(9,12,6):
1 2 3 4 5 6 7 8 9  \
^ 2 1 4 3 6 5 9 8 7  J 
i.e. in the 2 nd replicate, the following treatment permutations have been made:
yi4-^V2, y 3 < 4 y 4 ,  V 5<4y6 ,  y 7 e > y 9
So D l^  is the worst design according to both MRR0S(3) vulnerability and the lA ranking, 
whereas D2^  is one of the 13 MIA designs and also least vulnerable according to 
D2^  has Mg =  0 and it also has qq = 0, so it has no identical blocks and — b^ = 24. This 
example also therefore reinforces the concept of Bhaumik & Whittinghill (1991), since the 
design with no identical blocks results is least vulnerable. All the information for calculating 
T3 is summarised in Table 7.2 for both D l^  and D2^.
Example 7.4
BIBD(8,28,4)s:
According to Table 8  of Morgan & Parvu (2008) there are 2310 D  G BXBT>{8,28,4). For ex­
ample, BIBD(8,28,4)s can be constructed as BIBD^(m, 26, k)s with the second replicates ob­
tained from the three different strategies, using the four non-isomorphic BIBD(8,14,4)s as the 
building block BIBD(m, 6 , k). From §5.2.2 it is known that A3 E {0,1,2} for BXBV{8,14,4), 
so any BIBD^(8,28,4)s will either have possible values of Af G {0,2,4} or {0,1,2,3,4},
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corresponding to the first strategy, or the second and third strategies, respectively.
The least vulnerable BIBD^(8,28,4) is obtained from the least vulnerable BIBD(8,14,4) D4, 
which is a 3 -design with As =  1. So, for example, D4^  consisting of 2  exact copies of D4 
will be a 3-design with Af =  2 and has Ag  ^=  2 , which is the minimum possible value of Ag  ^
over all D G 5%5D^(8,28,4).
Conversely, the most vulnerable BIBD^(8,28,4) consists of 2 exact copies of the most vul­
nerable BIBD(8,14,4) D3, which has the most V3 sets with Ag =  2 within the BXBV{8,14,4) 
class, namely with m| =  7. So D3^  has 7 V3  sets with Ag =  4. Therefore as a com­
parison, D3^  has MRR0S(3) vulnerability measure (5s, Tg) =  (34,448), whereas D4^ has 
(5s, Tg) =  (38,229376) by eqs (4.39) & (4.43). So D4^ is least vulnerable since the MR- 
R0S(3)s are largest and compared to D3^, four more observations need to be lost during 
the course of the experiment, before an eventual design could be disconnected. Hence 
is preferred.
Both these designs consist of two exact copies of BIBD(8,14,4)s. Therefore both designs 
have = 14, so in contrast to Bhaumik & Whittinghill’s preference towards designs with 
maximum 6 *, D 3 ^  and D4^ demonstrate an example of designs with equal support size 
varying significantly in their vulnerability. Therefore neither optimality nor support size can 
be used to distinguish between these designs, but the new vulnerability measure can be used 
to select the most robust design, with respect to connectedness.
Since D4^ has 0, it is not, however, the MIA design in the BXBV{8,28,4) class. 
Although, since D4^  can be resolved into two copies of the MIA BIBD(8,14,4) D4, then if 
two different isomorphic copies of the MIA BIBD(8,14,4) D4 are used as the two replications 
instead, such that no block belonging to the first copy also occurs in the second copy, this 
alternative BIBD^(8,28,4), denoted as D4^', will still be equally vulnerable to D4^, but it 
has the additional advantage of being the MIA BIBD(8,28,4) since 5 4  =  0 and there are 
no identical blocks. So overall, taking into account both the efficiency and vulnerability 
properties of the design, D4^' would be the recommended design to select.
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Chapter 8 
VULNERABILITY OF 
NGN-BALANCED DESIGNS
The aim of this chapter is to derive formulae for Si and 7- for non-balanced designs by 
simplifying the general results for the vulnerability measures from §4.4. Then the work in 
this thesis, which builds upon Ghosh’s (1982a) results, is extended to designs beyond BIBDs, 
which is of particular interest, since less is known from literature about the properties of 
non-balanced design classes.
The results which follow show which features of the design structure affect vulnerability and 
hence aid in the construction of least vulnerable non-balanced designs.
8.1 Vulnerability of RGDs
Regular Graph Designs (RGDs) are equi-replicate like BIBDs, but contain two concurrence 
values for pairs of treatments, which differ by at most one. 
i.e. Xjf  G {a, A T l} , where A =   ^ .
Since the loss of balance of RGDs, compared to BIBDs, only involves concurrences, the only 
extra parameters required for the vulnerability measure formulae are and the
number of pairs of treatments with concurrence A and A +  1 respectively. Application of 
results from Cheng & Wu (1981) gives:
Both Mpj and '^(x+i) fixed values, depending entirely upon m, 6, k.
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Case (1 ): z <  |
Since RGDs are equi-replicate binary designs, Si is fixed for all RGD(m, 6 , fc)s within Case
(1) according to eq (4.36). Therefore all Vi sets yield MRROS(z)s of size 5%. Hence for z <  |  
Ti can be expressed as 6 (^), by eq (4.37), implying that Ti is fixed for all z < | .
When z =  | ,  Ti is fixed for i <2. T\ is given in eq (4.18) and for z — 2:
T2 =  ^  (2 ^ i' -  1 ) for A; =  4
-  E
2^ +
3vr -^ fv
A -  ( 2 )  (8-1)2 \2 ,
However 7} varies when z =  |  for z > 3, since by eq (4.18), 7Î depends on Ai, which is not 
fixed for z > 3, the same as with BIBD(m, 6 , A;)s.
In results that follow for RGDs and also for NBDs in §8.2, the following expression for 
Y j j ' c V i  ill eq (8 .2 ) is required.
Let Vi contain 7  and 7 ' pairs with Xjf = A and A +  1 respectively, where 7  +  7 ' =  (g):
X )  =  7Â +  7 ' (Â +  1 ) =  ^ 2 )  (^ +  1 ) -  T (8-2)
A; =  2  for z >  2:
By eq (8.2), the term Yj,fc.Vi in the formulae for Si can be simplified:
Si = zr — 2 max < X  i by eq (4.31) (8.3)
[ j , j ' C V i  J
=  ir — 2 (A +  1 ) +  2 nun {7 } using eq (8.2) (8.4)
where 7 , for 0 < 7  <  , is the number of pairs of treatments in % with Xjf = A
hence min {7 } is the minimum value of 7  over all Vi setsVi
i.e. the minimum number of pairs with Xjf = A belonging to all possible % sets 
so Si is attained for Vi sets containing fewest pairs with least concurrence 
7 ; =  { 1 4 } 2^ ' by eq (4.32) (8.5)
where |V i |  is the number of Vi sets with min {7 }
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For i = 2, there is only one concurrence term in Y j f e V 2 so the Vg sets are those with 
max {A;;/} =  A +  1 and the formulae for 5g and T2 simplify to:
S 2 = 2 r  — 2 (A +  1 ) = 2r  — 2X — 2 , using eq (8.3) (8 .6 )
T2  =  =  ( 6 - 1 ( 2 ) )  (8 -:^ )
Therefore the values of (5 2 , 7 2 ) are fixed for all RGDs in a 'JZGV{v,b,2). But the values 
of (Si,Ti) can vary for designs within a 7lQ'D{v,b,2) for z >  3, as demonstrated in the 
following example, which compares the results for two non-isomorphic RGD(6,9,2)s, which 
have different 5g values.
Example 8.1
Two non-isomorphic RGD(6,9,2)s are considered, with r  = 3 and X j f  G {0,1}. These are 
obtained by choosing two different sets of 9 blocks from the Unreduced BIBD(6,15,2), where 
Unreduced BIBDs are defined in §2.1.1:
D l
B l B2 B3 B4 B5 B 6 B7 B 8 B9
1 1 1 2 2 3 3 4 5
2 4 5 3 4 5 6 6 6
D2
B l B2 B3 B4 B5 B 6 B7 B 8 B9
1 1 1 2 2 3 3 4 4
2 3 4 5 6 5 6 5 6
The (5i, 7i) and (52,7^) vulnerability measures are the same for all RGD(6,9,2)s and are 
found using eqs (4.36) & (4.18) and (8 .6 ) & (8.7).
For z =  3, Table 8.1 shows the spread of the values of 7  for the V3 sets. For D l, miuv/g { 7 }  =  0,
i.e. there exist some V3 sets for which none of the 3 treatment pairs have Xj f  = A, rather 
each of the three pairs of treatments in V3 has maximum concurrence, whereas for D2, 
min^g { 7 }  =  1. For example, it can be seen from Table 8.1 that D l has 2 V3 sets for which 
all its pairs of treatments have concurrence A +1, whereas any V3  set in D 2  either has 1 pair 
of treatments with Xjf = A and the other 2  pairs of treatments with Xjf  =  A +  1 , or in the 
case of 2 V3 sets, all 7  =  3 pairs of treatments have minimum concurrence.
So D 2  has a larger value of S3  according to eq (8.4), so it is less vulnerable of the two designs, 
specifically for i = 3, the first value of z, for which the MRROS(z) vulnerability varies. The 
corresponding values of 7g are found by eq (8.5).
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7 0 1 2 3
D l V3 sets 2 1 1 7 0
D2 0 18 0 2
Table 8.1: A Table to show the number of Vg sets with each 7  value for two RGD( 6 , 9,2)s, 
i.e. for each V3 set, the number of pairs of treatments with concurrence Xjf = X.
MRROS(z) Sizes
RGD % , T i ) ( ^ 2,T 2) 3 4 5 (5* ,T*)
D l (3, 21) (4, 144) (3, 8 ) 29 144 0 (3, 29)
D2 (3, 21) (4, 144) (5, 288) 2 1 144 288 (3 , 2 1 )
Table 8.2: A Table to show the vulnerability rankings for two RGD{ 6 , 9 ,2)s, with bold 
entries indicating the better design for that measure.
Table 8.2 displays the {Si, Ti) measures for z <  3 and then tabulates the number of MRROS(z)s 
of each size Si to identify (5*,T*) and subsequently provide an overall vulnerability rank­
ing using the approach from §4.1. The (5*,TL) ranking is required to compare these two 
RGD(6,9,2)s, since unlike BIBDs, Si does not always increase monotonically with z, as 
demonstrated by Dl.  Overall, D2 is the less vulnerable design, since it has fewer MRROS(z)s 
of the minimum size 5* =  3.
Table 8.3 also displays the A-, D- and E-optimality measures for these two RGD(6,9,2)s. 
D2 has better results, since it has lower values for A- & D-optimality and a larger value 
for E-optimality. Therefore D2 is better than D l  with regards to both vulnerability and 
optimality.
RGD A-Opt D-Opt E-Opt
Dl 3.1333 0.0711 1
D 2 3 0.0658 1.5
Table 8.3: A Table to show the A-, D- & E-optimality for two RGD{Q,9,2)s, with bold 
entries indicating the better design for that criterion.
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fc =  3 for z >  2:
51 = ir — max < X  ^ j f  \ Gq (4.33)
[j,j'CVi J
~  ~  ( 2 )  T 1 ) +  imn {7 } using eq (8.2) (8.8)
Ti = {%} by eq (4.34) (8.9)
where j v  j is the number of Vi sets with min {7 }
Similarly to k = 2, the formulae for S 2 and Tg can be simplified:
5 2 = 2r — (a +  1 ) = 2r — X — 1 (8.10)
T2 =  = w - a Q ^  (8.11)
Therefore the values of (5 2 , 7 2 ) are fixed for all RGDs in a 'JZGD(v,b,3). But the values 
of {Si,Ti) can vary for designs within a 7iQV{v,b,3) for z >  3, as demonstrated in the 
following example, which compares the results for two non-isomorphic RGD(9,6,3)s, which 
have common 5g value, but different values of Tg.
Example 8.2
Two non-isomorphic RGD(9,6,3)s are considered, with r = 2 and Xjj> G {0,1}:
D l  
B l  B2 B3 B4 B5 B6
1 1 2 3 4 6
2 5 3 5 7 7
4 6  8  9 8  9
D2
B l  B2 B3 B4 B5 B 6
~ ï  i 2  3  4  5 "
2 5 3 6  8  7
4 6  7 9 9 8
The (5i,T i) and (5 2 , 7 2 ) vulnerability measures are the same for all RGD(9,6,3)s and are 
found using eqs (4.36) & (4.18) and (8.10) & (8.11).
For i = 3, Table 8.4 shows the spread of the values of 7  for the Vg sets. All possible values 
of 7  G {0,1,2,3} are attained for each design, so both designs have m in ^ g  {7 } =  0, i.e. each
135
7 0 1 2 3
Dl Vg sets 8 30 42 4
D2 6 36 36 6
Table 8.4: A Table to show the number of V3  sets with each 7  value for two RGD{9, 6 , 3)s, 
i.e. for each V3 set, the number of pairs of treatments with concurrence Xjf = X.
RGD { S u n ) {S2 , n ) ( S z ,n ) ( S u n )
MRR0 S(2) Sizes 
3 4 (& ,T ,)
D l (3, 18) (3, 18) (3, 8 ) (3, 6 ) 50 0 (3, 50)
D2 (3. 18) (3, 18) (3, 6 ) (4, 45) 42 45 (3, 42)
Table 8.5: A Table to show the vulnerability rankings for two RGD{9,6,3)s, with bold 
entries indicating the better design for that measure.
design contains V3 sets for which none of the three pairs of treatments belonging to V3 have 
concurrence A but instead they all have concurrence A +  1. Therefore the two designs have 
common value 8 3  = 3  according to eq (8 .8 ). However D l  has 8  V3 sets with 7  =  0, whereas 
D2 only has 6  V3 sets with 7  =  0, so D2 has a lower value of Tg according to eq (8.9), so it 
is less vulnerable of the two designs, specifically for 2 =  3, the first value of 2 , for which the 
MRROS(z) vulnerability varies.
Eqs (8 .8 ) & (8.9) are also used to output the (5 4 , 7 4 ) values via the MRROS(z) computer 
program. Table 8.5 displays the (5%, 7^) measures for 2 <  4 and then tabulates the number 
of MRROS(z)s of each size 5< to identify (5*,7L). Overall, D2 is the less vulnerable design, 
since it has fewer MRR0 S(2)s of the minimum size 5* =  3.
Table 8 . 6  also displays the A-, D- and E-optimality measures for these two RGD(9,6,3)s. 
D2 has better results, since it has lower values for A- & D-optimality and a larger value 
for E-optimality. Therefore D2 is better than D l  with regards to both vulnerability and 
optimality.
(Si,Ti) values for 2 G {1,2} are fixed for all RGDs within a 7lGV(v,b,k).  As RGDs are 
equi-replicate, (5 i,7 i) is fixed by Case (1) as discussed in §4.5. (5 2 , 7 ^) is fixed either by eqs 
(8 .6 ) & (8.7) and eqs (8.10) & (8.11) for k G {2,3} or by Case (1) for A: > 4. Similarly, the 
Case (1 ) results show that non-isomorphic designs within 1ZGD{v, 6 , k) classes have common 
MRR0 S(2) vulnerability measures for all 2 < | .
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RGB A-Opt B-Opt E-Opt
D1 6 . 2 0.0675 Ot6i667
D2 6 0.0625 1
Table 8 .6 : A Table to show the A-, D- & E-optimality for two RGD{9,Q,3)s, with bold 
entries indicating the better design for that criterion.
Otherwise {Si^Ti) can vary amongst 'R,QV{v,b,2)s and 'JZQT>{v,b,3)s for z >  3, or amongst 
any 7lG'D{v, b, k) with fc >  4 for z >  |  within Case (2). For RGD(z;, b, k)s with k > 4 the 
Case (2 ) formulae from §4.4 apply for z > | .
As RGD{v,b,k)s are equi-replicate, it is known from §4.5 that no Type III RROS checks 
are required for MRROS(z)s within Case (1), or for z =  [ |]  +  1. For KGD{v,b,k)s with 
k e {2,3}, it is also guaranteed that all MRR0S(2)s are exclusively Type I. Hence it is 
known that no MRROS(z)s for z 6  {1,2} contain Type III RROSs. However, for z >  3 for 
RGD(u, b, k)s with k e  {2,3}, and for z > |  for RG D(f, b, k)s with fc >  4 in general for Case
(2), the check for Type HI RROSs may be required from the MRROS(z) computer program.
It is interesting to note that the vulnerability of designs within 6,2)s and BXBV{v, b, 3)s
is fixed for all z <  | ,  but the vulnerability of designs within 'JZQV{v, 6,2)s and IZOViv, 6,3)s 
can vary for z >  3. This demonstrates the effect of the loss of balance on the vulnerability 
consequences of designs.
Thus, the first instance for which (Si, Ti) varies for both BXBV(v,  b, k)s and TZGX>('i^ , b, k)s 
is for /c >  4 and i =  [ |]  + 1 , and in particular for z =  3 with k e  {4,5}. From §4.5 eq (4.38) 
gives Si = ir — (2z — k)X* for i = [f ] +  1 for both BXBV(v,  b, k)s and 'R,QV(v, b, k)s since 
both design classes are equi-replicate. In Example 8.3 some RGDs are constructed from a 
class of BIBD(u, b, k)s and the vulnerability rankings of the two different design classes are 
compared, to show that knowledge of the vulnerability rankings of the BXBV(v, b, k) class 
can assist in the construction of the least vulnerable RGB.
Example 8.3
Three RGD(8,12,4)s
RGD(8,12,4)s can be constructed from particular BIBD(8,14,4)s by losing a pair of disjoint 
blocks, so that exactly one replication is lost from all v  treatments. BIBD(8,14,4)s have 
r  =  7, A =  3, so RGD(8,12,4)s have r  =  6 , A =  2, A +  1 =  3.
By considering the q  vectors for BXBT>(S, 14,4), given in §5.2.2, three RGD(8,12,4)s can be
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constructed from BIBD(8,14,4) D l  since qo — 3, one from D2 since qo — I and seven from 
D4 since qo = 7, but D3 cannot be used, since it does not contain any disjoint blocks.
Each block belonging to a qo pair has block intersection vector qB = (1,0,12,0,0), so shares 
exactly two common treatments with each of the remaining 12 blocks. This can also be 
determined from =  12. Therefore the q  vectors for the RGD(8,12,4)s can be obtained 
from those for the BIBD(8,14,4)s, since there is one fewer pair of qo blocks and 24 fewer pairs 
of Ç2 blocks:
B I B D l : q = { 3 , 12,72,4,0) 
B 7 B D 2 :q  =  (1,18,66,6,0) 
B 7 B D 4 :q  =  (7,0,84,0,0)
RGDl
RGD2
RGD4
q =  (2,12,48,4,0) 
q =  (0,18,42,6,0) 
q =  (6,0,60,0,0)
All three non-isomorphic RGD(8,12,4)s are optimal according to A-, D- and E-Optimality 
criteria.
They are also equally vulnerable for z <  2, with (6 'i,Ti) =  (8,48) and (^'2 , Tg) =  (12,148), 
using eqs (4.36), (4.37) and (8.1).
For z =  3, % =  3r — 2Ag from eq (4.39) and T3 =  2 ""^ from eq (4.29). Using eq (4.5)
ri2 +  3 rz3 =  X)j,j'cV3 =  3 (A +  l) -  7 , from eq (8 .2 ), where 7  is the number of pairs of 
treatments in V3 with concurrence A. All the V3 sets yielding MRR0S(3)s of size S 3  in these 
RGD(8,12,4)s contain one pair with concurrence A and two pairs with concurrence A +  1, so 
7 = 1 . Hence the V3 sets have U2 = 3(3 — A 3 ) — 7  =  8  — 3A3 =  2 since A3 =  2.
The % sets from the BIBD(8,14,4)s were obtained by the set of 3 common treatments 
between a pair of % blocks, since = %. The V3 sets yielding MRR0S(3)s of size S 3  
in each RGD(8,12,4) are exactly the same V 3  sets to those from the BIBD(8,14,4) they 
are constructed from, because all pairs of % blocks from the BIBD(8,14,4) remain in the 
RGD(8,12,4). Therefore RGD(8,12,4) D l and D2 both still have A3 =  2, with f 3 =  4 and 6 , 
respectively. Similarly RGD4  still has all 6 (g) V3 sets with A3 =  1, although 6 (3) =  48 due 
to the loss of blocks.
Hence among the RGD(8,12,4)s, D4 is the least vulnerable with (6 *3 , T3 ) =  (16,1536), then 
D l  with (%, 7s) =  (14,16) and finally D2 with (6 *3 ,T3 ) =  (14,24). So the ranking of these 
three RGD(8,12,4)s completely coincides with the ranking of BIBD(8,14,4) D1,D2  and D4 
and the least vulnerable RGD(8,12,4) is constructed from the least vulnerable BIBD(8,14,4).
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8.2 Vulnerability of NBDs
Nearly Balanced Designs (NBDs) are neither equi-replicate, nor do they have a common con­
currence value. Prom §2.1.2, these designs have the parameters v, b, k, { r ,r  +  1} , {A, A +  l}.
The vulnerability of NBDs shall be considered separately for Type 1 and Type 2 NBDs in 
§8.2.1 and §8.2.2 respectively.
8.2.1 Vulnerability of Type 1 N B D s
For Type 1 NBD(z;, 6, fc)s;
• treatment j  has replication Vj e  { f ,r  +  1}, where f  = [^]
• treatments j  and f  have concurrence Xjj> E {A, A +  l} , where A = %k-i)U — 1
Let be the number of lesser replicated treatments with replication r, where V(7 ) =  
V — (bk — vf).  Then there are v  — V(j) higher replicated treatments with replication f  +  1.
When pairs of treatments are considered, two treatments isolated by the loss of an MRR0S(2) 
could be either two lesser replicated treatments (LL), one lesser and one higher replicated 
treatment (LH), or two higher replicated treatments (HH). For multiple pairs of treatments, 
there can be different combinations of these LL, LH and HH pairs. It is then useful to know
the concurrence corresponding to the pair, so, for example LL  (Â) denotes the number of
pairs of lesser replicated treatments with concurrence A and similarly for all other LL, LH 
and HH combinations with concurrences A^ y 6 {A, A +  l} .
The Design Structure Table displays all of the basic information for a given NBD:
LL LH HH Totals
X LL(X) LH(\ ) HH(X) «(I)
Â +  1 LL(X + 1) LH(X + 1) ^ ( A + l )
Totals (7) V(_r){v -  V( f ) ) 0
The six entries give the number of pairs of treatments according to their different replication 
and concurrence pairings. The column totals give the total number of LL, LH and HH treat­
ment pairs in the design accordingly. The row totals and give the total number
of treatment pairs in the design with concurrence A and A +  1 respectively. Application of 
Cheng and Wu’s (1981) results gives:
"(Â) =  ( ^ + 1 ) ( 2 )  - and u/T -V 2- A
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The following two independent relations give expressions for the total sum of replications of 
lesser and higher replicated treatments, respectively:
Â{2LL(Â) +  Li3'(Â)} +  ( Â + l) { 2 L L (Â + l)  +  L H '(Â + l)}  =  (k -  l ) v ( r f  (8.12)
\ { 2 H H ( X )  + LH(X)}  + ( X - h l ) { 2 H H ( X  + l ) - j - L H( X - \ - l ) }  = (k -  l ) {v  -  V(r)){r + I)
(8.13)
This Design Structure Table only has one degree of freedom, in the sense, that fixing any 
one entry in the table uniquely determines all the other entries. For example, every term in 
the table can be expressed in terms of LL(X +  1):
LL(X)
HH ( X - \ - l )
HH(X)  
LH(X)  
LH( X + l)
^ 2 j  ~  T  1) by LL column total 
LL(X  +  1) -  6 ^ ^  +  (u -  U(r)) (r + 1 )  (A; -  1)
-â[("7p))-(Y
by (eq (8.12) - eq (8.13)) and LL, HH column totals 
1 _  H H ( x  +  1) by HH column total
which can be found in terms of LL{X +  1) by using eq (8.15)
-  LL{\) -  HH{J)
which can be found in terms of LL(X  +  1) by using eqs (8.14), (8.16) 
(v — U(r)) — LH{X)  by LH column total 
which can be found in terms of LL(X  +  1) by using eq (8.17)
(8.14)
(8.15)
(8.16) 
(8.17)
As a NBD(u, 6 , k) has two concurrences, both and ^(x+i) non-zero. If the sum of 
the LL or HH column is zero, then there is only one lesser or higher replicated treatment. In 
this situation all the terms in the design structure table will be completely fixed, depending 
only on v, 6 , k.
The expressions in terms of LL{X +1) for all the terms in the design structure table provide 
bounds for the possible values of LL{X +  1). The expressions for LL{X),LH{X +  1) and 
HH(X) give upper bounds for LL{X +  1) and the expressions for LH{X) and HH{X +  1) 
along with LL{X +  1) > 0 give lower bounds for LL{X +  1). Combining the least upper 
bound with the greatest lower bound gives the whole possible range for LL(A +  1), although 
the actual attainable range may only be a subset of these values if these theoretical bounds
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cannot be realised. Example 8.4 demonstrates a scenario in which the range of L L { \  +  1) is 
exact, whereas the bounds for LL{X +  1) are not attainable in Example 8.5.
If the least upper bound is zero, then LL{X +  1) =  0 for all NBDs in the class, so there 
are no degrees of freedom in the design structure table and results to follow show that the 
vulnerability measures {Si,Ti) will be fixed for i <  2. For MRR0S(2) vulnerability to vary 
within a design class in general, it will be shown that at least two distinct values of LL(A +  1) 
are required for designs in the class.
To be consistent with §4.4, formulae for Si are derived separately for the different cases, first 
for Case (1 ) with z <  f , then k E {2,3} and finally z =  [|] + 1 . The general formulae for
Case (2 ) from §4.4.2 apply for A: >  4 and z > | .
In §8.1 for RGDs, which have unequal concurrences, eq (8.2) expresses, in terms of 7 , the
number of pairs of treatments belonging to Vi with lesser concurrence A.
Similarly, in eq (8.18), which follows, the number of treatments from V  with lesser replication 
f  is expressed in terms of a. This will be useful for unequally-replicated designs, such as 
NBDs.
Let Vi contain a  lesser and a' higher replicated treatments, where a R a' — i, then:
Tj = a f  4 - a' ( f  +1)  =  z (r +  1 ) — a  (8.18)
jcvï
Case (1): z <  |
Extending the ideas from §4.4.1, the following proof shows whether MRROS(z)s of size Si 
only ever arise from Vi sets with Xi > 1, or whether in NBD(z;, 6 , k)s it is also possible for Vi 
sets to have Ai =  0 :
Si > +  6 1 ( 2 6 1  — 2  +  A: — 2z) using eq (4.14), similarly to eq (4.35)
jcVi
= z(r +  l ) - a  +  6 i(2 6 i-2  +  A:-2z), using eq (8.18)
where a  ( 0  <  a; < z) is the number of lesser replicated treatments in %
> z(f — 1 ) — Of +  A; since 61 >  1
as the set of blocks Bi  in which treatments from V  are preserved, is non-empty
> z(f — 2 ) +  A: since a < i
So Si will be z (r — 2 ) +  A: if û; =  z and 61 =  1, i.e. for a Vi set containing all z lesser replicated 
treatments with Aj > 1. However, for NBDs, a design may not include a block containing at
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least i lesser replicated treatments. So it is required to consider the two scenarios separately, 
either according to a  or 6 1 .
The overall value of Si is found by the following minimisation formula:
/Si =  z (r +  1) +  min {6i(26i — 2 +  A: — 2z) — a} (8.19)
Fixing 61 =  1, consider a Vi set with Ai >  1, containing a  lesser replicated treatments:
S'i = i ( f  — 1) + k — a*, where a* = max {a}, from eq (8.19) with 61 =  1 
Assuming 0 < a  < z, so the overall best scenario is not guaranteed, the bounds of S'i are: 
z (r -  2) +  A: +  1 < 5 ; <  z (r -  1) +  A:
By instead fixing a; =  z, suppose there is a Vi set containing all z lesser replicated treatments, 
but with Ai =  0 , so that bi > 1 :
s'i =  zr +  miny. {6i(26i — 2 +  /c — 2z)}, from eq (8.19) with a  =  z 
Assuming 2  <  61 <  z since Ai =  0, the bounds of S'- are: 
z ( f - 4 )  +  2(A; +  2) < z ( f +  /J -2 )
Comparing max {S[} with min {6 'i'} by considering the difference:
min 1 — max |5 '-1  =  z(r — 4) +  2{k +  2) — z(f — 1) — A:
> 4 — z since k > 2i
> 0 i f z < 3
So for z <  3, MRROS(z)s of size Si always arise from % sets with Ai > T, in particular, Vi 
sets with Ai > 1 , containing the maximum number, a*, of lesser replicated treatments.
==> Si = i (r — 1) k — a* (8.20)
As with equi-replicate designs, any set of z treatments in a block constitutes a Vi set with 
Ai > 1. So it is required to find such blocks containing as many lesser replicated treatments 
as possible. Furthermore, if all Vi sets have Ai >  1 and if V(y) > z, then all % sets containing 
z lesser replicated treatments yield MRROS(z)s of size Si. In which case, Si = i { f  — 2) + k.
However, for z > 4, it is possible for Vi sets with Ai =  0 to yield MRROS(z)s of size Si. 
The MRROS(z) program implements the formula from eq (8.19) to find Si and hence jVi j ,  
allowing for % sets to have Ai =  0 , as with general, non-balanced designs.
MRROS(l)s
5'i and Ti are found from eqs (4.19), (4.20) & (4.21) with r[u] =  r and V\ = V(r). Hence i = 1 
is a special case for NBD(u, 6 , A:)s, since both the formulae for 6 'i and Ti are always fixed,
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depending only on k. Therefore within &J\fBT>{v, b, k) class, the {Si,Ti) vulnerability
measure values will always be the same.
So when selecting designs, begin by considering MRR0S(2) Vulnerability for design com­
parison.
MRR0S(2)s
Prom eq (8.20), S 2 = 2 {f — 1 ) k — a* and there are four different possibilities for the type 
of V2 sets yielding this value of S 2 , depending on the parameters of the NBD(v, 6, k), in order 
to ensure that A2 > 1. These lead to different values of
# If A > 1, all V2 sets have A2 >  1, so % depends on the value of U(f):
-  So if V(r) > 2 , a  = 2 , S 2 = 2 r + k — 4 and j  =  LL{\)  +  LL { \  +  1)
— Or if U(r) =  1, û; =  1, ^ 2  — 2f +  A: — 3 and j v 2 j  =  LH{X) +  LH{X +  1)
• But if A =  0, then only V2 sets with A2 =  A +  1 =  1 yield MRR0S(2)s of size S 2 , so S 2
depends on the number of pairs of lesser replicated treatments with concurrence A + 1:
-  So if LL(X +  1) 7  ^ 0, a  =  2, S2 =  2r +  fc -  4 and {C2 } =  L L (I +  1)
— Or if LL{X + 1) =  0, a  =  l ,S '2 =  2f+fc —3 and =  LH{X + 1) =  (fc — 1) rt/p)
The general Case (1) formulae for T2 from (4.17) & (4.18) are used with A2 =  Xjf.
These T2 formulae are combined with the four scenarios for V2 from the derivations of S 2 ’.
==^ For k = 4 : T2 = ^2^ — 1  ^LL  (Â) + — 1  ^LL  (A T l) if A > 1 and V(y^  >  2
T2 =  ( 2 ^ -  1 ) LH (X) + ( 2 ( ^ + 0  - l f i H ( X  + l) if I  >  1 and «p) =  1 
F o rfc > 5 ;T 2  =  ALL (Â) +  (Â + l) LL (Â +  l) if Â > 1 and V(y) >  2 
T2 =  ÂLLT (Â) +  (Â + l)  LiL (Â +  1) i f A >  1 andt;(r) =  1 
I f I  =  0;T2 =  L L (I+ 1 )  ifLL(A +  l) 7  ^0, for all fc >  4 
T2 = {k — 1) fV(r) if LL(X +  1) =  0, for all A: > 4
Since S 2 depends only on basic design parameters, r and k, S 2 is always fixed within 
MBV{v,  6, k)s. All values of V2 can be expressed solely in terms of LL(X +  1) using eqs 
(8.14) - (8.17).
If LL(X +  1) =  0, including if = 1, then since there are no degrees of freedom remaining 
in the design structure table, T2 is also fixed within XfBV{v,  6, k)s.
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Otherwise, T2 varies amongst NBD(z;, 6, k)s in a 6, k) class if designs have differing
values of LL{X  + 1). In which case T2 is minimised by minimising LL{X  +  1), so the least 
vulnerable design has fewest pairs of lesser replicated treatments with highest concurrence.
i > 3
For z >  3 the formula for S 3  is obtained from eq (8.20) if z =  3 and from eq (8.19) otherwise. 
The formulae for Ti are obtained from eqs (4.17) and (4.18).
So Ti is in terms of the z-concurrence Xi, the number of blocks containing all z treatments 
from Vi. For NBD(u, 6,/c)s Ai =  Vj e  { r , f + l }  and A2 =  Xj f  E {A, A +  l} , whereas Xj 
for j  >  3 will vary according to the % set. Therefore for i > 2>, Ti cannot be expressed 
exclusively in terms of the NBD(u, b, k) parameters, so cannot be simplified any further, 
since there are no known expressions for Xi for z >  3. Both Si and Ti can vary within a 
H BV[v ,  b, k) for z >  3 since two non-isomorphic NBD(v, b, k)s could have different values of 
a  and 6% in the Vi sets minimising Si and a different distribution of the Ai values across Vi 
sets.
So for Case (1) overall, within a JVBT){v,b,k), (Si,Ti)  is always fixed, S 2 is always fixed, 
with T2 fixed if all designs have the same value of I/L(A + 1), and T2 varying otherwise. Then 
(Si,Ti) can vary within a MBV{v, b, k) for z >  3.
So, unlike RGD(z;, 6, A:)s, the fixed and varying vulnerability cases of NBD{v,b,k)s  within 
Case (1) do not exactly mirror those of BIBD(z;, b, k)s. Instead, there are more combinations 
of z and k within Case (1), for which the vulnerability varies within J\fBT>{v, b, k) classes.
Next, formulae for Si and Ti are derived for the special cases of A: E  {2,3}, for z >  2. 
k =  2
For i =  2, S2 =  rii =  Vj +  ry — 2Ajy using eqs (4.4) & (4.5) and (4.31)
= >  S 2 = min {v j  + Vf — 2Xjj>}V2
The size, 5*2, of the MRR0S(2) depends on whether the pair of treatments being isolated 
are an LL, LH or HH pair and whether their concurrence Xjf  is equal to A or A +  1. The 
value of 52 can be calculated for each possible scenario and S2 is minimised in the following 
order, as shown from the design structure table, with (1) indicating the smallest value of S2 , 
and so on:
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Ajy LL LH HH
Â 2 T - 2 X 2r -  2Â +  1 2 t  —  2A T 2
(=3) (4) (5)
Â + 1 2 F - 2 Â - 2 2 F - 2 A - 1 2F -2A
(1) (2) (=3)
Since '^(x+i) 7  ^ 0 by definition of NBDs, there are only three possible scenarios with the
following values for %, and corresponding T2 values using eq (4.32):
1. S2 = 2 r - 2 X - 2  =^T2 = LL(XR1)  x2^^
2. S 2 — 2v — 2A — 1 % 2 — LH(X +  1) x 2*^ ,^ if LL{X T 1) — 0
3. S2 = 2 r - 2 X  [LL(X) +  HH{X +  1)] x 2 ^^  _  [(^m) +  b -  Â(^)] x 2^7
if LL(A +  1) =  LD(A +  1) =  0
For z > 2 in general. Si and Ti are found from eqs (4.31) & (4.32).
Eq (8.18) can be combined with eq (8.2) to simplify the formulae for Si from eq (4.31):
Si = nun \ i{r + 1) — a — 2 (a +  1 ) — 7
=  z(r* +  1) -  2  Q j  (A +  1 ) +inin { 2 7  -  a}
So within a N B V {v ,  6 , 2 ), (5'i,Ti) is always fixed and S 2 is fixed by the design parameters, 
according to the value of LL(A +  1). If LL(A+1) 0, the minimum value of S 2 occurs and T2
can vary between non-isomorphic NBD(u, 6 , 2 )s with different LL(A +  1) values. Otherwise if 
LL(A+1 ) =  0, or is the same value for all designs, all other terms in the design structure table 
are fixed and consequently T2 is also fixed. But, in general, (5 i,T j can vary for z > 3 within 
J\fBV{v, 6 , 2 )s, since designs can have different values for min { 2 7  — a}. So the cases for when 
(Si,Ti) are either fixed or varying for NBD(z;,6 ,2)s are similar to those for RGD(z;, 6 , 2)s, 
except for the possihility of T2 varying for NBD(u, 6 , 2 )s if the values of LL(A-(-l) vary in the 
AfBV{v,b,2)  class. The following example demonstrates this and uses the (6 2^ , 7 2 ) measure 
to select the least vulnerable design amongst a class of four non-isomorphic NBD(6,7,2)s.
Exam ple 8.4
4 non-isomorphic NBD(6,7,2)s
Using eqs (8.14) - (8.17) to obtain the lower and upper bounds gives 1 <  LL{X +  1) <  2 for 
all NBD(6,7,2)s. Cheng & Wu (1981) present 4 non-isomorphic NBD(6,7,2)s. D l, D2 and 
D4 have LL{X +  1) =  2 and D3 has LL(X +  1) =  1, so both bounds are attained.
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Design minyg { 2 7  — a} {a;,?}
D l 0 6 {2 , 1 }
D2 - 1 2 {3,1} or {1,0}
D3 0 8 {2 , 1 }
D4 - 2 2 {2 , 0 }
Table 8.7: A table to calculate (%, 7s) for 4 non-isomorphic NBD(6,7,2)s
Design (Si.Ti) (%, T2 ) (%, Ts) S  = 1 6 ' =  2 6^  =  3 5' =  4 Ranking
Dl (4,60) (2 , 8 ) = 2 nd (3,24) = 1 st 0 8 24 60 2 nd
D2 (4,60) (2 . 8 ) = 2 nd (2,4) =  3rd 0 1 2 0 60 3rd
D3 (4,60) (2,4) =  1 st (3,32) =  2 nd 0 4 32 60 1 st
D4 (4,60) (2 , 8 ) = 2 nd (1 . 2 ) =  4th 2 8 0 60 4th
Table 8 .8 : A table to show the vulnerability measures and overall rankings of 4 non- 
isomorphic NBD(6,7,2)s
All 4 designs have (6'i,7i) =  (4,60) and all designs have 5^2 =  2 (f  — Â) = 2 , since all have 
LL(X +  1 ) > 0. However T2 varies between D1,D2,D4  and D3 since jv2 j =  LL(X +  1). 
D3 is the least vulnerable NBD(6 ,7,2) since it only has 1 pair of lesser replicated treatments 
with concurrence A +  1 =  1, compared to Dl, D2, D4, which have 2 such pairs.
All designs have different (%, 7g) values, which can be calculated using information from 
Table 8.7. All {Si,Ti) values are given in the first half of Table 8 .8 .
If the decision for design selection is based on MRR0S(2) vulnerability, the first value of 
i for which MRROS(z)s differ, D3 would be selected as the least vulnerable design, but 
D1,D2,D4  are all given equal merit. Then, if MRR0S(3) vulnerability is compared next.
Design A-Opt D-Opt E-Opt
Dl 4.73 = 2 nd 0.35 =  2nd 0.5 =  2nd
D2 4.88 =  3rd 0.381 =  3rd 0.5 =  2nd
D3 4.5 =  1 st 0.33 =  1 st 0.634 =  1st
D4 7 == 4th 0.5926 =  4th 0.2192 =  4th
Table 8.9: A table to show the optimality rankings of Cheng & Wu’s 4 non-isomorphic 
NBD(6,7,2)s
146
all four NBD(6,7,2)s can be distinguished.
Similarly to Example 8.1 for the RGD(6,9,2)s, an interesting observation from this compari­
son of NBD(6,7,2)s is that, unlike the trend amongst BIBD('U, 6, k)s, the size of MRROS(z)s 
does not increase monotonically with the value of i. Taking D4, for example, Si = 4 > S 2 = 
2 > S 3  = I. It is also very alarming that S^ = I, since there are two single observations, 
which when lost, will disconnect the design and partition the treatments into two sets of 
three.
The second half of Table 8.8 combines all information from the vulnerability measures, 
displaying the number of MRROS(z)s for all values of Si, in increasing size order, producing 
an overall ranking, as explained in §4.1, with less vulnerable designs having fewer MRROS(z)s 
of small sizes.
As the Si sizes do not increase monotonically with i, it is important here to calculate {Si, Ti) 
for all z <  f , so that (S'*,T*) can be identified and subsequently the full vulnerability 
ranking process can be carried out for the design class. This complete ranking results with 
D3 being the overall least vulnerable design, which agrees with the (52, T2 ) ranking and 
hence is consistent with our usual strategy of making the design selection decision according 
to vulnerability based on the first value of z for which the (Si,Ti) values differ.
Table 8.9 displays the optimality values of the designs. Cheng & Wu concluded that D3 
is the optimal design according to A — and D —efficiencies, for which the rankings coincide 
exactly with the overall vulnerability ranking. We have also considered the E-optimality 
criteria and it is interesting that this ranking coincides with the (52,?2) ranking.
Overall, D3 would be the recommended design to use for an experiment, taking into account 
its performance under both the optimality and vulnerability criteria.
k  =  3
For z =  2, S2 =  rzi +  rz2 =  rj +  ry — Xjf  from eqs (4.4) & (4.5), using eq (4.33).
S 2 = min {Tj +  ry -  A^ -y }V2
Similarly to k = 2, the size S2 can be calculated for each possible scenario of V2 pairings and 
5 2  is minimised in the following order, as shown from the design structure table:
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^ 3 3 ' LL LH HH
X 2 f - A 2f -  Â +  1 2 f - A  +  2
(=2) (=3) (4)
Â + 1 2f -  A -  1 2 r - A 2 f - A  +  l
(1) (=2) (=3)
Since '^(x+i) 7^  0, only the first three scenarios occur, with the following values for S 2 '.
1. S 2 — 2 r  — A — 1 T2 — L L { \  T 1 )
2. S2 =  2t - X  =^T2 = Li7(Â+l)  + LL(Â), ifLL(Â+l) = 0
3. ^ 2  =  2f — A +  1 = >  T2 =  Z/i7(A) +  i7i7(A +  1 ), 
if LL(X +  1 ) =  LL(X) = LH(X +  1 ) -  0
For both the 2 nd and 3rd scenarios, T2 = | ^ 2 |  is fixed, since LL(A +  1) =  0 and there are no 
degrees of freedom remaining in the design structure table. Furthermore since neither LH{X) 
or HH{X +  1) can be zero if it is already known that LL{X +  1) =  LL{X) = LH(X  +  1 ) =  0, 
the 3rd scenario only ever occurs with both L H  (A) and H H  (A +  l) pairs present in the V2 
set. Hence for any NBD(u,6 , 3) of Type 1, a V2 set never consists exclusively of HH pairs.
For z >  2 in general, S{ and Ti are found from eqs (4.33) & (4.34).
Then similarly to fc =  2, Si can be expressed in terms of a  and 7 :
=  z (r +  1) -  (A +  1 ) +  min { 7  -  a}
Overall, then, within AfBT>{v,b,3)s, similarly to fc =  2, (5i,T i) is always fixed, S 2 is always 
fixed and T2 is fixed if LL{X +  1 ) =  0 or if all designs have common LL{X +  1), and varying 
otherwise and (Si,Ti), in general, for z > 3, can vary within MBV{v,  6,3)s. As with fc =  2, 
the cases for when (5%, Ti) are either fixed or varying for NBD(u, 6 , 3)s are similar to those 
for RGD(z;,6 ,3)s, except for the possibility of T2 varying for NBD(u, 6 , 3)s if the values of 
LL(A +  1) vary in the AfBV{v,  6 ,3) class. The following example demonstrates this for two 
non-isomorphic NBD(9,7,3)s.
Exam ple 8.5
2 non-isomorphic NBD(9,7,3)s
Using eqs (8.14) - (8.17) to obtain the lower and upper bounds gives 3 <  LL(X +  1) < 6 
for all NBD(9,7,3)s, however it is not possible to construct designs with LL{X T 1) E {3,4}, 
only the values LL{X +  1) E  {5,6} are attainable. D l  and D2 are constructed as follows:
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Design min^g { 7  -  a} {%} {a, 7 } min^4 { 7  -  a} {0 ,^7 }
D l -2 1 1 {3,1} or {2,0} -2 5 {3,1} or {2,0}
D2 -3 1 {3,0} -2 3 {4,2}
Table 8.10: A table to calculate (5 3 , 7 3 ) and (5 4 , 7 4 ) for 2 non-isomorphic NBD(9,7,3)s
Design {SuTi) (% ,T 2 ) (Ss.Ts) (%,74) 5  =  3 5  =  4 Rank A-Opt D-Opt E-Opt
D l (3,12) (3, 5) (4, 11) (4,5) 17 16 1 st 5.2381 0.0191 0.8465
D2 (3,12) (3,6) (3,1) (4, 3) 19 3 2nd 5.196 0.0188 1
Table 8.11: A table to show (5%,7 )^ measures, overall vulnerability ranking and optimality 
of 2 non-isomorphic NBD(9,7,3)s. Bold entries indicate the better design for that criterion.
D l  
B I B2 B3 B4 B5 B6 B7
1 1 
2 6 
7 9
3
4 
7
D2
9 8
5 5
6  7 
9
Ajy LL LH HH Totals
A =  0 1 0 4 1 15
Â + 1  =  1 5 14 2 2 1
Totals 15 18 3 36
B I B2 B3 B4 B5 B6 B7
1 1
2 4
3 7
4 5 6
8  7 7
9 9 8
LL LH HH Totals
A =  0 9 6 0 15
A +  1 =  1 6 1 2 3 2 1
Totals 15 18 3 36
Both designs have (5i,T i) =  (3,12) and 5g =  2 (f  — A) = 3 , since both have L L { \  + 1) > 0. 
However T2 varies between D l  and D2 since | ^ 2 |  =  L L { \  + 1). D l  is the less vulnerable 
of the two designs since it has 1 fewer pair of lesser replicated treatments with concurrence 
A +  1 =  1. Both designs also vary for (5 3 , 7 s) and (5 4 , 7A), which can be calculated using 
information in Table 8.10. All (5^,7^) values are given in Table 8.11.
This again confirms that 5% > 5i_i is not always true for NBD('U, 6 , fc)s, since for example 
S 2 = 5 i for hoth designs, demonstrating the importance of checking the vulnerability mea­
sures of non-balanced designs fully as the effects of observation loss are less predictable than 
for BIBD(u, 6 , fc)s.
D l  is less vulnerable according to (5 2 , 7 ^) and (5s, T3 ), whereas D2 is less vulnerable for
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(5 4 , 7 4 ). By considering the overall vulnerability ranking, beginning with comparison of 
(5*,T*), D l  is less vulnerable, since it has fewer MRROS(z)s of size 5* =  3. Once again the
overall less vulnerable design was correctly identified according to (52, T2 ), the first (5i,Tj)
value for which the designs differ. In contrast to Example 8.4 though, the less vulnerable 
design is not the optimal design.
This shows in general that both optimality and vulnerability criteria should be taken into 
account for NBD(u, 6, fc)s at the design selection stage, since the rankings do not always 
coincide.
i  =  [ k / 2 ]  T  1
Finally, it is interesting to consider i =  [ |]  +1 for Type 1 NBD(f, 6, fc)s, since these formulae 
for (Si,Ti) will be required in §8.2.3. Using eq (4.30):
Si = z (f +  1) — max {a +  (2z — k) A.}
For even fc, 5* =  z (r +  1) — max {a +  2A^ }
For odd fc, 5* =  z ( f  + 1) — max {a +  Aj}
In particular, the focus will be on z =  3 for fc E {4,5}, for which S 3  and T3 are:
For k = 4, S 3  = 3 ( f  +  1) — max {a +  2A 3 }  (8.21)
For fc =  5, 5 3  =  3 (f +  1) — max {a  + A3 } (8 .2 2 )
For fc =  4, T3 =  where rz2 =  3 (A +  1 — A3) — 7  (8.23)
%
For k = 5, T3  = {Cs} (8.24)
where jhg j  are the number of V3 sets with max {a +  {2i — k) A;}.
For i = [f] +1, the vulnerability measure (5i, Ti) can vary within a N B V {v ,  6 , fc). Examples 
of this will be demonstrated in §8.2.3, when NBDs are constructed from BIBDs and their 
vulnerability properties are compared.
MRROS(l)s, as with all D(u, 6 , fc)s, are guaranteed to be exclusively Type I RROSs for 
NBD(u, 6 , fc)s of both Types 1 & 2. For all other values of z, the Type III RROS check can 
be used in the MRROS(z) program to ensure that the final (5^,7^) vulnerability measure
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for NBD(z;, b, k)s correctly corresponds to valid MRROS(z)s according to their definition in 
§4.1.
8.2.2 Vulnerability of Type 2 N B D s
For a Type 2 NBD, fc >  3 and there are less than fc — 1 treatments occurring together A +  1 
times with a lesser replicated treatment, and Xjf  E {A, A +  1, A +  2}, such that:
• For a lesser replicated treatment j  with Vj =  r: Xjf  E  {A, A +  l}
• For a higher replicated treatment j  with Tj = r -\-l: Xjf  E  {A +  1, A +  2}
The two relations for the sums of lesser /  higher replicated treatments are extended as:
2
X ^[(Â +  Z){2LL(X +  /) +  LH(Â +  /)}] =  ( f c - l ) u p ) f
z=o
2
Y l [ ( ^  + l ) { ‘^ HH{X + l) +  L H ( \  + l)}] =  ( fc - l ) ( t ; - j ; (r ) ) (F + l)
The Design Structure Table is adapted for Type 2 NBDs:
LL LH HH Totals
X
Â + 1
A -j- 2
LL(X) 
LL{X + 1) 
0
LH(X) 
LH(X + l) 
LH(X + 2)
0
f f f f (X  + 1) 
Hff(X + 2)
t'(Â+i)
Totals ( T ) V(f)(v -  V(f)) G)
There is still only one degree of freedom and each term can be expressed in terms of LL(A+1). 
MRROS(l)s
The formulae for (5i,T i) are the same as for Type 1, since they are independent of X j f .  
MRR0S(2)s
For fc =  3, MRR0S(2)s fall into Case (2). As with Type 1, 5g =  m in{rj + r y  — X j f } ,  but 
all the possibilities for the formula now have to allow for the extra concurrence A +  2 and 
the new minimisation order is shown using the design structure table:
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Xjf LL LH HH
X 2 f - X 2f -  Â +  1 n/a
(=2) (=3) n/a
Â + 1 2r — A — 2 2 r - A 2f -  A +  1
(-1 ) (=2) (=3)
A T 2 n/a 2r — A — 1 2 r - A
n/a (-1 ) (=2)
Since 0, only the 1st or 2nd scenarios occur, with the following values for 5g:
1. S 2 — 2t — A — 2 =y- T2 ’ LL  (A -H l) T L H  (A T 2)
2. S 2 — 2r — A T2 =  LL  (A) T LH  (A +  l) +  (A +  2),
i f LL ( Â+ l )  =  LD(Â +  2) =  0
For fc >  4 within Case (1), the S 2 formulae are the same as for Type 1 since S 2 is independent 
of Xjf,  but the formulae for T2 change to include the extra concurrence A+2 if LL(A+1) =  0:
If A >  1 
T2  
T2
and LL{X +  1) =  0 :
=  -  1 )  LH  (I) +  ( 2 G+O -  1 )  L H  ( I  +  1) +  ( 2 ^+^) - l ^ L H ( X  + 2) for k
= ÂL//(Â) + ( Â + l ) L f f ( Â + l )  +  (Â +  2 ) L f f ( I  +  2) fo r f c > 5
If A =  0 and LL{X +  1) =  0 :
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72
LH{X +  1) +  3Li7(A +  2) for fc =  4 
Li7(A +  1) +  2LH(X +  2) for fc >  5
For all fc, similarly to Type 1 NBDs, T2 is fixed within a U BV{v ,  6, fc) if LL[X +  1) =  0 or 
if all designs have the same LL{X +  1) value, but otherwise varies and the least vulnerable 
design with the minimum value of T2 has fewest LL{X +  1) pairs.
z > 3
As with Type 1, for z >  3 within Case (1), T{ depends on the non-fixed parameter A*.
When fc =  3 for z >  3 in general, Si and Ti are found from eqs (4.33) & (4.34).
Then S jcv ; the same as for Type 1, but extending for Type 2, let Vi contain 7 , 7 '  and 
7" pairs with Xjf  =  A, A +  1 and A +  2 respectively, where 7  +  7 '  +  7" =  (g):
iJ’cVi
7A + 7'(A +  1 ) + 7 " ( A  +  2) =  I * )  (A +  2 ) - 2 7 - 7 '
Si = i{r + l) M (A +  2 ) +  min { 2 7  +  7 '  -  a}
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k =  2 k =  3 (T ype 1) k =  3 (Type 2) k > 4
LL 1 1, 2 1 1
LH 2 2 1 2
H H 3 AO 2 AO
LL, LH AO 2 1 AO
LL, H H 3 NO 2 AO
LH, H H AO 3 2 AO
All AO AO 2 AO
Table 8.12: A Table to show the possible V2 combinations for MRR0S(2)s for NBD(z;, b, k)s
The {Si,Ti) formulae for ail other vulnerability cases from §4.4 apply and can be adapted 
from general designs for NBD(t), 6, fc)s.
Summary of Type 1 and 2 NBDs
Table 8.12 shows, for different block sizes k and for both Types 1 & 2, which V2 set combi­
nations are possible and which combinations give the smaller MRR0S(2)s, according to the 
minimisation orders, with ranking 1 giving minimum S 2 .
In general, it has been shown that (5i,T i) is always fixed, S 2 is also always fixed, but T2 
is only fixed if LL{X +  1) is fixed. Otherwise T2 can vary within a b, k) and is
minimised by minimising LL(A +1),  so the least vulnerable design has fewest pairs of lesser 
replicated treatments with highest concurrence. This aids in constructing least vulnerable 
NBD(f, 6, fc)s, by ensuring that LL{X +1) is always given its minimum possible value. Then 
{Si,Ti) can always vary for z >  3 within q.MBV{v,  6, fc), since the distribution of values such 
as a ,  7  and Ai can vary amongst designs.
8.2.3 Constructing Least Vulnerable N B D s from B IB D s
NBDs can be constructed from BIBDs by the addition of or the removal of a block. The 
vulnerability properties of NBDs constructed in this way can be compared to those of the 
original BIBDs. Constantine (1981) concluded that any BIBD extended by a certain number 
of disjoint binary blocks and any BIBD with a certain number of disjoint blocks removed, will 
be E-optimal among all designs in their class. By already knowing that NBD{v,  6+1, fc)s and 
NBD{v,b  — l, fc)s constructed from BIBD(u, 6, fc)s are optimal, it is interesting to investigate 
whether the least vulnerable BIBD is more likely to yield the least vulnerable NBD.
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Block Size Size S 2 Total No. of Sets T2
k = 2 
fc =  3 (z; > 4) 
fc =  4 (z; > 5) 
fc > 5 (z; > fc +  1)
2v — 2A 
2 r - A
2r
2r +  fc — 4
[(2) -  2{v -  2)]
(2  ^ - 1 )
Table 8.13: A Table to show the (52, T2 ) values for NBD(t;, 6 — 1, k)s 
Adding 1 Block to a BIBD: BIBD(u, 6, k) NBD('U, 6 +  1, fc)
An experiment may have sufficient resources for 6 +  1 blocks, so one block can be added to a 
BIBD('u, 6, fc), in order to increase the replication and statistical information. By adding one 
binary block of size fc to a BIBD(u, 6, fc), a set of fc distinct treatments of the design are given 
one more replication and the design becomes a Type 1 NBD(v, 6 +  1, fc) with V(f) =  v — k 
and f  corresponding to r from the original BIBD(v, 6, fc).
Within the new block of fc higher replicated treatments there are (g) extra concurrences 
between pairs of higher replicated treatments. Therefore HH pairs have concurrence Xjj> =  
(A +  1), whereas LL pairs and LH pairs have concurrence Xjf  = A, where A corresponds to 
A from the original BIBD. So the Design Structure Table becomes:
Aj;/ LL LH HH Totals
Â
Â + 1
(*’-'=) k{v - k )  0
0 0 Q
G) -  (a) 
(:)
Totals ( + )  k { v - k )  Q) (2 )
Since LL{X +  1) =  0, (5*, Ti) is fixed for z < 2 for all values of fc.
Table 8.13 shows that the sizes S 2 of the MRR0S(2)s are the same as for the original 
BIBD(f, 6, fc). But adding the extra block has reduced the total number, T2 , of MRR0S(2)s.
Removing One Block from a BIBD: BIBD(u, 6, fc) = +  NBD(u, 6 — 1, fc)
There may be insufficient resources for a full BIBD(f, 6, fc), so that actually only 6 — 1 blocks 
are feasible. By removing one block from a BIBD(z;, 6, fc), a set of fc distinct treatments 
loses one replication and the design becomes a Type 1 NBD(z;, 6 — 1, fc) with V(f) = fc and 
r  corresponding to r  — 1 from the original BIBD(f, 6, fc). Within the fc lesser replicated 
treatments (g) concurrences are lost between their pairs. So LL pairs have concurrence 
A;;/ =  A, whereas LH pairs and LH pairs have concurrence Xjf  = (A+1), where A corresponds 
to A — 1 from the original BIBD(z;, 6, fc). So the Design Structure Table becomes:
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Block Size Size S 2 T otal No. of Sets T2
k = 2 2 r - 2 X - I 2(v — 2)2(^'"^^'"^)
fc =  3 2r -  A -  1 3(t, -  2)
fc =  4 2 r - 2 6 (2^-1 -  1)
fc> 5 2r +  fc — 6 (A- 1 ) 0
Table 8.14: A Table to show the (52, T2 ) values for NBD(z;, 6 +  1, k)s
A;;/ LL LH HH Totals
Â
Â + 1
(2) 0  0
0  k{v -  k)
(:)
(2 ) -  (2)
Totals G) K v - k )  ( V ) (2)
Table 8.14 shows that for k e  {2,3}, the size S 2 of MRR0S(2)s is 1 less than for the original 
BIBD(f, 6, fc), and for fc >  4, 52 is 2 less than for the original BIBD(f, 6, fc). So these designs 
are more vulnerable than the original BIBD(u, 6, fc).
Losing one block surprisingly affects the vulnerability much more than adding one block, 
according to comparison of 5g values. This suggests that, as 6 increases, the improvement in 
vulnerability of designs by adding blocks to NBDs to form BIBDs is much more significant 
than the more gradual improvement in vulnerability as blocks are added to BIBDs, giving 
the impression that the point at which balance is attained is significant to the vulnerability.
Comparison of NBD(f, 6 +  1, fc)s and NBD(f, 6 — 1, fc)s to BIBD(z;, 6, fc)s)
From Ch.4 and Ch.5 it is known that all D  6 BIBV{v ,  6,3) are equally vulnerable. Equiv­
alently, all NBD(z;, 6 — 1,3)s and NBD(z;, 6 +  1,3)s constructed from BIBD(f, 6,3)s are also 
equally vulnerable according to {Si,Ti) for all values of z, with values of 5, and |V i |  given 
in Table 8.15.
Instead, i = [ |]  +  1 is the first instance of (5*, 7}) varying amongst designs within a 
BXBV{y,b,k)  and in particular for z =  3 with fc 6 {4,5}. Therefore in order to com­
pare the vulnerability within either MBV{v,b  +  1, fc) or AfBT>{v,b — 1, fc) classes to the 
vulnerability of the original BXBV{v,  6, fc) class, MRR0S(3) vulnerability is considered.
In this section the vulnerability of NBD(z;,6 — 1, fc)s and NBD(v, 6 +  1, fc)s constructed 
from the four BXBV{v,  6, fc) class examples demonstrated in §5.2.2 is investigated, accord­
ing to (5 3 , 7 3 ), using eqs (8.21) - (8.24) in §8.2.1. NBD(z;,6 — 1, fc)s are constructed from 
BIBD(8,14,4)s, BIBD(9,18,4)s, BIBD(9,18,5)s and BIBD(7,14,4)s respectively, by removing
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{SuTi)
NBD(u, 6 — l,3)s 
NBD(v,6+l ,3)s
i (f +  1 ) -  (’) (A + 1 ) — 1
i ( r  +  l ) - ( ’) ( I + l )  +  2 ^
3+1) 
G1)+ +:)
Table 8.15: A table to show the values of Si and for NBD(z;, 6  — 1,3)s and NBD(u, 6  +  
l,3)s constructed from BIBD(z;,6 ,3)s.
NBD(u,6- l , fc)  / Least Vulnerable BIBD S3 or T3 Any other BIBDs?
NBD(z;,6 +  l,fc) = >  Least Vulnerable NBD? differing Least Vulnerable NBD?
NBD(8,13,4) Yes 5 3 No
NBD(9,17,4) Yes 5 3 No
NBD(8,15,4) Yes T3 No
NBD(9,19,4) Yes T3 No
NBD(9,17,5) Yes T3 1 block from BIBD6
NBD(7,13,4) No T3 2 blocks from BIBD3
NBD(9,19,5) Yes T3 8 blocks from BIBD2 
1 block from BIBD4 
5 blocks from BIBD6
NBD(7,15,4) Yes T3 8 blocks from BIBD2 
12 blocks from BIBD3
Table 8.16: A table to show the vulnerability comparison results of NBD(f , 6  — l,fc)s and 
NBD(z;, 6  +  1, k)s to their original BIBD(z;, 6 , fc)s.
any one block from the original BIBD(z;, 6, k). Similarly, NBD(z;, 6 +  1, k)s are constructed 
from these BlBV{v ,  6, k) classes by repeating any one block of the original BIBD(z;, 6, k).
Table 8.16 gives the comparison results for each MBV{v ,h ,k)  class, stating whether the 
least vulnerable NBD corresponds to the least vulnerable BIBD it was constructed from, 
whether any other BIBDs in the class can also produce least vulnerable NBDs, and whether 
the MRR0S(3) vulnerability of the MBV{v,h ,k)  classes varied according to S 3 , or just to 
T3 . Pull details on the comparison method, calculation of % ,  T3 ) and vulnerability rankings 
for each of these NBD classes can be found in the Appendix.
It can be seen from Table 8.16 that the MB'D{1,13,4) class is the only NBD class from the 
examples, for which the least vulnerable NBD is not obtained from the least vulnerable BIBD.
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For all other classes, there is closure for vulnerability between BIBD(z;, 6, k)s and NBD(z;, b— 
l,fc)s or NBD(z;, 6 +  1, fc)s, which suggests that identification of the least vulnerable BIBD 
can also aid in construction of NBDs with good vulnerability properties. Furthermore, 
for the majority of examples, for which the least vulnerable NBD is constructed from the 
least vulnerable BIBD, any of the b blocks of the least vulnerable BIBD(f, 6, k) can either 
be removed to form the least vulnerable NBD(z;, 6 — 1, fc), or repeated to form the least 
vulnerable NBD(z;,6+ 1, fc). Thus, even if the least vulnerable BIBD is not the only BIBD 
in its class to produce least vulnerable NBDs, it is still the best BIBD to use, since it has 
the additional advantage that construction is independent of the choice of block.
So, overall, this chapter has shown that when non-balanced designs, such as RGDs and 
NBDs are constructed from BIBDs by the addition or removal of blocks, the least vulnerable 
BIBD is most likely to yield the least vulnerable ROD or NBD, providing greater insight into 
quicker methods for constructing non-balanced designs with good robustness properties.
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Chapter 9
CONCLUSIONS
This thesis has contributed to research on the robustness of incomplete block designs in 
the event of observation loss, by deriving and examining criteria for assessing and selecting 
designs in situations where there is a high risk of missing observations during the course of 
the experiment.
In §9.1 the main achievements of this work will be discussed, along with some closing remarks 
and a concluding example, and in §9.2 ideas for Further Study will be suggested.
9.1 Discussion
In Ch.3 improved conditions for the maximal robustness of binary incomplete block designs 
have been derived by taking full account of the treatment replications and block sizes. There 
has been a tendency in the literature to focus research on equi-replicate block designs, so it 
has heen useful to develop results, which can be applied to designs for which this assumption 
is not necessary. In experiments in which there is a risk of whole blocks of observations 
becoming unavailable during the course of the experiment, these new results are useful in 
initial design construction and in design selection to ascertain that the design is sufficiently 
robust. These new conditions improve upon all results currently in the literature and in 
particular have been used to demonstrate that a design conjectured to be maximally robust 
does not actually have this property.
The remainder of the thesis focuses on vulnerability. A new robustness criteria measures 
the likelihood of a block design resulting in a disconnected eventual design due to the loss 
of random observations during the course of the experiment. New theorems and results 
have been presented in Ch.4 relating to vulnerability and formulae have been derived for
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calculating the vulnerability measures of any binary incomplete block design with common 
block size, which can be implemented in a computer program when the formulae do not 
depend exclusively on the basic design parameters.
It has been shown in Ch.5 that this new vulnerability measure aids in the design selection and 
comparison of BIBDs, either by means of a pilot procedure or a ranking method. Firstly, 
the pilot procedure verifies that the proposed design is not too vulnerable to becoming 
disconnected, i.e. that far more observations would need to be missing for the eventual design 
to be disconnected than would reasonably be expected to be lost. Secondly, by producing 
a full ranking of the vulnerability of a set of competing designs, the least vulnerable design 
can be identified.
An immediate conclusion from research into the vulnerability of BIBDs is that despite all 
designs in a BIBD class having identical optimality properties, their vulnerabilities can vary. 
Therefore the vulnerability measure provides a new method for distinguishing between such 
BIBDs, which would otherwise be considered to be of equal merit.
It has been shown in Ch.6 that the ranking of a class of non-isomorphic BIBDs according 
to vulnerability often coincides with other robustness rankings. The work of Prescott and 
Mansson (2001) has been extended in order to obtain a new ranking, based on the reduction 
in efficiency after the loss of any two or three observations. The approach had already 
been applied to one specific BIBD, although there had previously been no application of 
the approach to yield a ranking of members of a BIBD class. This Relative Efficiency (RE) 
ranking often coincides with the vulnerability ranking and the Intersection Aberration (lA) 
of Morgan and Parvu (2008), suggesting that least vulnerable designs are very good designs 
overall, for guarding against poor eventual designs due to various different mechanisms of 
observation loss.
In order to complete a full vulnerability ranking of a BIBD class and to reach some of the 
conclusions regarding the coincidence of the vulnerability, lA and RE rankings, some theory 
has been developed in Ch.5 relating design concurrences to block intersection counts. These 
combinatorial results have provided further insight into the properties and characteristics of 
designs and have hence enabled deeper scrutiny of non-isomorphic BIBDs.
Interesting results in Ch.7 and Ch.8 relating to closure properties for vulnerability amongst 
BIBDs and their complements, or BIBDs and their corresponding RGD and NBD con­
structions suggest that the identification of the least vulnerable BIBD is also useful for 
subsequently constructing other designs with good vulnerability properties. It has been 
demonstrated that the results for vulnerability of an original BIBD can aid in simpler calcu­
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lation of the vulnerability measures of corresponding designs constructed from them. This is 
particularly useful when constructing larger experimental designs by repeating BIBDs as the 
building-block of a design. Furthermore, closure results for BIBDs and their complements 
have been shown to identify additional BIBD classes for which the vulnerability, lA and RE 
rankings coincide.
The work in Ch.8 makes a significant contribution to the field, since the construction, opti­
mality and robustness of non-balanced designs occur much less frequently in the literature. 
In this chapter the concept of vulnerability has been extended to non-balanced designs. Ex­
amples which calculated the vulnerability measures of non-balanced designs have shown that 
such designs can result in a disconnected eventual design by the loss of a rather small set of 
observations.
Non-balanced designs with the same parameters can vary in both their optimality and vul­
nerability. The NBD(9,7,3)s in Example 8.5 and the example in §4.2.1 have demonstrated 
that the optimal design is not necessarily the least vulnerable design. This suggests that 
both vulnerability and optimality should be measured at the design selection stage. At the 
planning stages, we would propose a two-stage method. First an algorithm can be used to 
search among a set of competing designs to identify a short-list of designs with good opti­
mality properties. Then amongst these designs, vulnerability measures can be compared to 
obtain a full vulnerability ranking to distinguish between each candidate design, so that the 
least vulnerable of these designs can he selected.
Despite one of the applications of these results being to search for the most robust design 
within a whole class of potential designs, not many of the methods suffer from being com­
putationally intensive. In contrast, some robustness approaches from the literature that 
attempt to compare the efiiciency and robustness for all possible resulting designs account­
ing for all possible scenarios of observation loss, could be considered impractical due to the 
large set of eventual designs. For example. Low, Lewis and Prescott (2003) required the 
implementation of Polya theory in order to achieve the necessary computational savings, 
and reduce the number of designs required to make comparisons between. Therefore the 
computational simplicity of many of these results are of clear practical benefit. In Ch.5 for 
example, theorems for determining the range of vulnerability for a design class can avoid 
the need of knowing the combinatorial design structure of every design within the class of 
competing designs, or even the number of non-isomorphic designs in the class, in order to 
verify that a proposed design will be sufficiently robust.
Example 9.1 serves as a clear conclusion to summarise the comparative strengths and weak-
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nesses of the three different robustness criteria that have been investigated: the new vulner­
ability criterion, the new RE criterion developed from Prescott and Mansson (2001) and the 
lA criterion from Morgan and Parvu (2008).
Due to the conditions under which these different rankings are able to distinguish between 
non-isomorphic BIBD(z;, 6, fc)s for particular design classes, not all types of ranking criteria 
are useful. Example 9.1 uses three BIBD(u, 6, fc) classes to illustrate scenarios when the 
MRROS(z) vulnerability measure cannot be used but the q  vectors can differentiate between 
members of the class, when all rankings can be obtained, and most importantly, when 
vulnerability is the only criteria able to detect characteristic differences between designs.
Exam ple 9.1
Robustness Criteria Comparisons for BIBD(7,14,3)s, BIBD(9,18,4)s & BIBD(10,15,4)s:
BIBD(7,14,3)s
The 4 BIBD(7,14,3)s are equally-vulnerable since fc =  3. However, each design has a differ­
ent q  vector, so the lA ranking was obtained for this class by Morgan and Parvu (2008). 
Similarly, since the block intersection vectors differ, the new RE ranking can also be applied. 
Therefore this design class is an example for which the lA and RE rankings “outperform” 
our vulnerability measure.
BIBD(9,18,4)s
Since fc =  4 the MRR0S(3) vulnerability measures vary, as shown in Ch.5. The designs can 
also be compared according to the q vectors and it has been shown in Ch.6 that all three 
robustness rankings coincide. Furthermore it has been shown in §7.1 that the rankings of 
the BIBD(9,18,4) and its complement BIBD(9,18,5) class coincide, i.e. the complement of 
the best BIBD(9,18,4) according to all criteria is also the best BIBD(9,18,5).
BIBD(10,15,4)s
It has been shown in Ch.5 that the 3 non-isomorphic BIBD(10,15,4)s have identical q vectors, 
so they all have equal ranking for lA and RE criteria. In Ch.5 it has been shown that the 3 
BIBD(10,15,4)s are also equally vulnerable according to (5 3 , 7 3 ) since A3 =  1 for all designs.
In the majority of this thesis examples focused on the comparison of (5j,Ti) vulnerability 
measures for i = [ |]  +   ^ since this is the first possible value of i for which MRROS(z) 
vulnerability varies. However, for this design class, z =  4 is the first value of z for which 
(Si,Ti) varies amongst designs. Using the complete formulae which have been derived and 
tabulated in Ch.4, it is possible to calculate ( 5 4 ,  T 4 ) for the 3 BIBD(10,15,4)s. All designs
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have different values of (6 '4 , T4 ) corresponding to (18, 64), (18, 96) and (20, 12480) for 
D l, D2, D3, respectively. So D3 is least vulnerable with maximum value of S'4. Hence even 
though their (Si,Ti) measures did not differ for i = [f ] +  1 =  3, there does exist a higher 
value of i for which the {Si, Ti) measures can distinguish between the designs.
So for the BIBD(10,15,4) class, our new criteria for vulnerability “outperforms” all other 
robustness criteria and is the only currently available method for distinguishing between 
designs in the class. Similarly, this would be true for any BXBV{v, b, k) class with k > 4 
and f  >  2  ([^] +  l) having identical q vectors for the block intersection counts.
Due to Example 9.1, I believe that the introduction of the vulnerability measure has been 
a success, because, as demonstrated by the BIBD(10,15,4) class, it may sometimes be the 
only robustness criteria, which is able to rank a class of non-isomorphic BIBD('u, b, k)s.
If, however, other rankings such as lA and RE can be applied to compare a set of competing 
BIBD(v, 6 , fc)s, it is indeed encouraging that the rankings often coincide, so that the least 
vulnerable design is also likely to have other advantageous properties. It has been shown 
that such overall best designs are likely to contain blocks, which are as disjoint as possible, 
providing extra justification for recommended constructions, supporting conjectures from 
current research in the field.
Even though vulnerability measures cannot be used to rank a BTBT>{v, 6 ,3) class, it is an 
important conclusion to discover that the design structure of BIBDs with block size 3 does 
not influence the vulnerability. As all non-isomorphic BIBD(f, b, 3)s are equally vulnerable, 
repeated blocks, which may be of practical benefit during experimentation, could be used 
without affecting the likelihood of the design becoming disconnected due to observation loss 
during the course of the experiment. This discovery would be welcomed by experimenters.
Overall, the vulnerability measure has helped to solve the problem of uncertainty towards the 
robustness of a design to yielding a disconnected eventual design as a result of observation 
loss and it has provided a useful tool for design selection and comparison, producing a 
combination of both new recommendations, improvements and counter-examples, as well as 
supporting justification and coinciding results.
9.2 Further Study
In Ch.3 maximal robustness has been considered for any D{v,b), to allow for block de­
signs with unequal treatment replications and differing block sizes, whereas in Ch.4 onwards
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vulnerability results are focused on general D{v, b, k)s with common block size. Therefore 
results for vulnerability measures could be adapted for block designs with varying block 
sizes, following on from the approach demonstrated in Example 4.1. In this Example, Si for 
i >  3 was found by considering Si separately for the two parts of the design: for B1 — BQ 
with k = 6 and also for B7 — B13 with k = 4. For % >  3, Case (1) cannot be considered for 
the whole design, since the concept of Case (1) does not apply to blocks of size 4. However, 
for each Vi set, Si can be calculated separately for the two parts of the design, using the 
different formulae according to the different block sizes. Then by considering the sum of the 
two Si values for each Vi set, the overall value of Si for the whole design can be obtained by 
obtaining the minimum value of the overall sum.
Similarly the majority of the work in this thesis, with the exception of the E-Optimal design 
investigated in §4.2.1, has concentrated on binary block designs, so theory could also be 
developed for non-binary block designs.
The model assumptions for the block designs considered were discussed in §2.1. Often 
however the practical nature of the experiment does not satisfy the Regular Assumption, 
so instead Zhao (2010) extends results on optimality and robustness to other models: (i) 
allowing for random subject effects, so that the block effects are no longer assumed to be 
fixed; (ii) allowing for within subject correlation of repeated measurements, so that the error 
terms have a correlated structure. Imhof, Song and Wong (2002) also allow their methods 
to be adapted to non-linear models, in addition to the standard linear models. It would be 
a significant extension to this research to also consider the effect of relaxing the usual model 
assumptions for block designs. In particular, by instead allowing for random block effects, 
the recovery of inter-block information could be considered and applied to the concepts of 
disconnectedness.
One natural extension to work in Ch.6 could be to continue theory for the RE rankings for 
the loss of 3 observations from more than two blocks. It would be useful to derive general 
expressions for the eigenvalues of the information matrix of block designs for the loss of any t 
observations in order to yield general formulae for the average relative efficiencies and hence 
obtain RE rankings for any BIBD(f, b, k) after the loss of any small set of observations.
Further knowledge of the eigenvalues of the information matrix after the loss of observations 
could also be useful to investigate fully the effect on the optimality and efficiencies of block 
designs as observations are lost during the course of the experiment. It could be interesting 
to observe the effect on optimality as designs “tend towards disconnectedness”. For example, 
assuming that designs are sufficiently robust so that they remain connected after the loss
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of a fixed number of observations, would the least vulnerable design have better optimality 
properties than the other designs?
Furthermore, for designs where 5'* is large, consider a design with one MRROS(i) of a given 
size Si. Supposing that a fixed number of observations, fewer than & , are lost from the 
design, two different scenarios could be compared: first in which none of the observations 
from the MRROS(z) are lost, and second in which the set of missing observations is a subset of 
the observations from the MRROS(z). Then, by knowing the location of RROSs in a design, 
the reduction in eventual efficiency could be compared for the two different scenarios. Does 
the eventual design corresponding to the second scenario have lower efficiency?
In general, the whole concept of vulnerability could be extended beyond designs with one 
blocking factor and one treatment factor, to more general types of experimental designs that 
have appeared in the literature. Among these different designs, row-column designs, split- 
plot designs and factorial designs could be investigated, and in particular both full factorial 
designs and fractional factorial designs. Factorial designs are often used in the pharmaceu­
tical industry as mixture designs for applications such as tablet formulation. Observation 
loss can be a major problem during some of these experiments, so it would be beneficial to 
investigate the different ways in which factorial designs can become disconnected and how 
different designs can be classified as being more or less vulnerable than others.
It has been noted within the literature review, that robustness has often been considered in 
the field of crossover designs. Imhof, Song and Wong (2002) define a response probability 
function, which can be applied to the Information Matrix. Hence the optimality criteria 
are adapted, so that the efficiency can be calculated for eventual designs corresponding to 
varying probabilities of individual observations from the original design being present in the 
final design. The majority of work in this thesis has assumed that all observations are equally 
likely to be lost. However, there may be experimental situations for which this is not the 
case. Therefore, it would be interesting to adapt the approaches used within other work, of 
incorporating prior knowledge into the robustness measurements. For example, observations 
in the Design Matrix could be weighted depending on their probability of being lost, and 
the robustness criteria applied accordingly.
Similarly the work in Ch.3 assumed that all blocks are equally likely to be lost. If the 
concept of vulnerability were, for example, translated into a repeated measurements design 
framework, though, with one blocking factor being the periods of the crossover design, then 
this assumption rarely holds. Low, Lewis and Prescott (1999) explain that the probability of 
dropout is largest in the final period of the design and hence assume that the probability of 
missing data in earlier periods is significantly lower. In other experiments in general, there
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may be various reasons for why some blocks are more likely to be lost than others. For 
example, it may be known in agricultural trials, that some field plots are more susceptible 
to flooding than others. Therefore the theory within Ch.3 could be developed to allow for 
non-random loss of blocks. One possible approach could be to identify the block, which from 
prior knowledge of past experiments, is most likely to be lost, and then consider the maximal 
robustness of the remaining design, conditional on all observations within that specific block 
aheady being missing.
The concept of prior knowledge leads naturally to the consideration of Bayesian optimality 
criteria, which Imhof, Song and Wong (2002) also declared as an avenue for further research. 
Throughout this PhD research, it has been assumed that all treatments are of equal interest. 
However, Ortega-Azurduy, Tan and Berger (2008) discuss the use of optimality criteria 
for experiments when only a specific subset of treatment parameters is of key importance. 
Likewise, a future extension of the vulnerability criteria could be to adapt the vulnerability 
measure formulae to a context within which elementary treatment contrasts need to be 
estimated with maximum possible precision for a particular subset of treatments of principal 
interest. It may therefore mean that the specific partitioning structure of a disconnected 
design needs to be taken into account, as some partitions could be considered more severe 
than others, if they prevent the estimation of pairwise treatment differences for pairs of the 
most important treatments.
Also within the field of crossover design models, similarly to constructions of Repeated 
BIBDs in §7.2, crossover designs can be constructed from replications of Latin Squares. 
Both Herzberg and Andrews (1976) and Majumdar, Dean and Lewis (2008) came to similar 
conclusions as for Repeated BIBDs, that larger amounts of design replication tend to lead 
to increased chances of a disconnected eventual design. Majumdar, Dean and Lewis (2008) 
do however claim that there are often practical advantages to using crossover designs with 
a replicated structure. This echoes arguments from Foody and Hedayat (1977), in favour 
of Repeated BIBDs. There therefore seems to be similarities between block designs and 
crossover designs with regards to the combinatorial properties of replication and it would be 
interesting to develop the theory further, in order to generalise these comparisons, and the 
effect that replication has on robustness, from both connectivity and optimality perspectives.
Some of the results in Ch.3 have already been extended and published in a joint paper 
with my supervisor: Godolphin and Warren (2011). In particular, the concept of maximal 
robustness is developed, so that rather than only being interested in the number of lost 
blocks being the term b* is introduced into many of the theorems, in order to identify 
the maximum number of whole blocks that can be lost and be guaranteed that the eventual
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design remains connected.
Finally, it could be useful to incorporate some of this new knowledge on disconnectedness of 
designs in statistical software. Different statistical packages respond differently to the task 
of analysing a disconnected design. Often the program proceeds with the analysis, despite 
the design being disconnected and the null hypothesis test being invalid. In some situations, 
software outputs a warning message, although the problem is not recognised as being due 
to a disconnected design. It could be interesting to investigate the programs underlying 
various statistical software packages in order to provide a more meaningful interpretation if 
the analysis of a disconnected design is attempted.
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A PPEN D IX
Referenced Results
1. Combinatorial Identity (1.5) on page 3 of Tomescu and Melter (1985):
k = 0  ^  ^  /
2. Combinatorial Identity (1.37) on page 9 of Tomescu and Melter (1985):
(—1)" =  0 for 0 <  < n
MRROS(z) Program
A program has been written in MatLab which implements the formulae that have been 
derived, providing efficient calculation of the values of Si and Ti in order to output the 
MRR0S(2) Vulnerability Measures for z <  |  for any D{v,b,k). This program is introduced 
in §4.4.4.
The program is of particular importance when the vulnerability is not fixed since the value 
of Si depends on non-fixed parameters, such as the Uj and Xj terms and the overall value of 
Si needs to be minimised over all possible (Y) % sets in the design, which becomes a larger 
search as the values of v  and i increase.
The program also outputs detailed information on the nature of the MRROS(z)s. For exam­
ple, a list of all the V sets yielding MRROS(i)s of size Si is provided, giving the treatment 
numbers of the elements within each of these Vi sets. In addition, the observation numbers 
belonging to these MRR0S(2)s are listed so the sets can be located in the design.
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All of the commands of the program are given below, separated into different sections to 
allow a running commentary to explain each stage of the process, relating the algorithms 
back to the theory. The commands presented refer to the program for general designs in 
order to provide the most detail. However, knowledge from §4.5 and Ch.8, for example, can 
easily help to simplify the method for BIBD(f , 6, A:)s and other common design types.
Prelim inaries
The D('u, 6, k) is inputted as a fc x 6 matrix, D, with the n  array entries numbered 1, ...,v  
denoting the v  treatments of the design.
k=length(D (: , ! ) ) ;  
b = le n g th (D ( l , : ) ) ;  
v=max(max(D)); 
n=k*b;
The block sizes and treatment replications are found from the block and treatment compo­
nents of the Design Matrix X as follows and denoted as vectors K  and R  in the commands, 
corresponding to k and r  in the text, respectively. In the program rmin corresponds to r[yj:
XB=[]; 
for  j= l:b
XB=[XB; z e r o s ( k , j - l )  o n e s (k , l )  z e r o s ( k ,b - j ) ] ;
end
XV=[]; 
for  j= l:n ;
XV=[XV; z e r o s ( l ,D ( j ) - l )  1 z e r o s ( l ,v + l  -  D ( j ) ) ] ;
end
X = [o n e s (n ,D ,  XB, XV];
K = [sum(XB( :, 1 :b))] ;
R =  [siim(XV( :, 1 :v ) ) l  ; 
rmin = min(R);
The Incidence Matrix N is found as follows:
A=[] ;
for j = 1 :b
a = [ z e r o s ( l , v ) l ; 
for  1 = 1 :k
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z = [ z e r o s ( l ,D ( k * ( j - l ) + l ) - l )  1 z e r o s ( l , v - D ( k * ( j - l ) + l ) ) ] ; 
y = [z + a] ; 
a = y;
end
A=[A;a] ;
end 
N = A'
The treatments with minimum treatment replication r[uj are stored in the vector Lrep and 
the total number, is counted as Lrepno:
Lrep = [];  
for j = 1 : V
i f  sum (N (j,:))  == rmin 
Lrep = [Lrep j ] ;
end
end
Lrepno = length(L rep);
(5i,Ti) for all D{v ,b ,k ) s
The values of Si and Ti can be calculated for all designs using eqs (4.19), (4.20) & (4.21):
SI = rmin + k -  2; 
i f  R == 2
TI = Lrepno * (STrmin -  1); 
e l s e  TI = Lrepno * rmin; 
end
Once the {Si, Ti) measure has been obtained, the observation numbers for all the MRROS(l)s 
can be displayed, but a fuller example of this part of the program is demonstrated in the 
following section for designs with k G {2,3}.
(Si,Ti) for D{ v , b , k ) s  w ith  k G {2,3} for all z > 2 
Construction of NIMAT matrix
A matrix NIMAT is constructed, which stores all the information for determining {Si,Ti). 
The values z and z' (denoted in the commands as zz) from Ch.4 are defined, so that:
• z is the largest possible number of elements from a treatment subset Vi that can be 
contained in a block of size k
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• zz is the maximum number of elements from a treatment subset V to be contained in 
a block, which requires observations to be removed when obtaining a MRROS(z) for 
Case (2).
z = m in ( i ,k ) ; 
zz = m i n ( i , k - l ) ;
niMAT is a (^) X [z +  6 +  z -h 1 +  1] matrix. Each row corresponds to one of the (?) possible 
Vi subsets, which will be listed, in sequential order of combinations. The columns are grouped 
together as follows:
• The first i columns give the elements of Vi
• The next b columns correspond to each of the blocks 1,2,..., b of the design. The entry 
calculates the number of treatments of the given Vi that occur in each block.
• The next z+1 columns use these previous b columns to calculate the vector (tzq, n i , ..., n^).
• The final column gives the size, Si, of the MRROS(z) for the given Vi set. Using the 
values of the Uj terms from the previous z +  1 columns, this implements the formula 
using eq (4.22).
niM AT(:,l:i) = combnk([1 : v ] , i ) ; 
for  1 = 1 : nchoosek(v,i)  
for  B = 1 : b
niMAT(I,i+B) = niMAT(I,i+B) + le n g th ( in te r s e c t (D (: ,B),niMAT(1,1 :i ) ) ) ;  
end
for  J = 1 : z+1
niMAT(I,i+b+J) = niMAT(I,i+b+J) + length(find(niMAT(I, i+ 1 :i+b) == J -1 ) ) ;  
end
kmid = f lo o r ( k /2 );  
s h a l f l  = 0 ; 
sh a lf2 = 0 ; 
for  j = 1 : kmid
s h a l f l  = s h a l f l  + j*niMAT(I,i+b+j+l); 
end
for j = kmid + 1 : zz
sha lf2  = sh a lf2  + (k -  j)*niM AT(I,i+b+j+l); 
end
s i  = s h a l f l  + s h a l f2 ; 
niMAT(I,end) = s i ;  
end
NIMAT = [niMAT( : , 1 :i),n iM A T(:,i+b+l:end)];
A-4
Finally NIMAT is constructed by removing the middle rows, storing only the Vi set, its 
vector (no,ni, and its Si value.
Si and Vi values
The overall Si value for the design is found by Si = miny. Si and the total number of Vi sets 
yielding MRROS(z)s of size Si, which is denoted in the program as Vihat, is found
by counting all of the Vi sets with Si = Si. The matrix niXYMAT lists all the Vi sets by 
removing all rows from NIMAT, corresponding to Vi sets with Si>  Sf.
Si = min(niMAT(: ,e n d ) ) ;
Vihat = length(find(niMAT(: ,end) == S i ) ) ;
niXYMAT = removerows(niMAT, find(niMAT(: ,en d )~ = S i) ) ;
If 2 =  the value of Ti needs to be halved. The matrix niXYMAT is adjusted accordingly, 
so that two equivalent Vi sets relating to the same partitioning are not counted twice:
for  j = 1 : Vihat 
for  1 = j+1 : Vihat
i f  length(intersect(niXYMAT(j , 1 :i ) , niXYMAT(1,1  : i ) ))  == 0
niXYMAT( 1 , : )  = z e r o s ( 1 , length(niXYMAT( 1 , : ) ) ) ;
end
end
end
niXYMAT = removerows(niXYMAT, find(niXYMAT(: ,1 )= = 0 ));
Vihat = length(niXYMAT(: , ! ) ) ;
NIXYMAT = niXYM AT(:,[l:i,i+b+l:end])
Ti values
The values of Ti are calculated using eqs (4.32) & (4.34): 
i f  k == 2
Ti = Vihat * 2TSi; 
e l s e  Ti = Vihat; 
end
Identification of Observations in MRROS(z)s
For each of the Vi sets, the program outputs the observation numbers for each of the 
MRROS(z)s of size Si it yields. The final output MRROSiSETS is a matrix with Ti rows and
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Si columns displaying all of these MRROS(z)s. There are two different algorithms, firstly for 
k = 2 and secondly for k = 3, due to the different corresponding Ti formulae. The algorithm 
for fc =  2 uses binary operations, to account for the 2^  ^ term in Ti. The program imitates 
the MRROS(z) construction methods described in Ch.4.
MRROSiSETS = [];  
i f  k == 2 
for  1 = 1 :  Vihat 
MRRGSiSet = [] ;
MRRGSiSET = [];  
for  j = 1 : n
i f  len g th (in tersec t(D (j) ,n iX Y M A T (I,l: i)))  > 0 
MRRGSiSet = [ j ] ; 
i f  rem (j,2 ) == 0
J = j  -  1;
e l s e  J = j + 1; 
end
MRRGSiSet = s o r t ( [MRRGSiSet J ] );  
end
MRRGSiSET = [MRRGSiSET;MRRGSiSet]; 
end
MRRGSiSET = unique(MRRGSiSET,'rows’) ;
lambdablocks = [] ;
for  B = 1 : b
i f  niXYMAT(I,i+B) == 2
lambdablocks = [lambdablocks;B ];
end
end
SETblock = [];
for  B = 1 : length(lambdablocks)
Setblock = [ ( (lambdablocks(B) -  1) * k) + [ l : k ] ] ;
SETblock = [SETblock;Setblock]; 
end
MRRGSiSET = setdiff(MRRGSiSET, SETblock, ’rows');
MRRGSiGBS2 = [];  
for  j = 0 : k"(Si) -  1 
MRRGSiobs = [] ;
MRRGSiGBS = [] ;
rowindex = [1 : S i ; z e r o s ( l , S i ) ] ; 
colindex = d e c 2 b in ( j ,S i ) ; 
for  J = 1 : Si
rowindex( 2 , J) = b in2dec(co lindex(J )); 
end
for  J = 1 : Si
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i f  rowindex(2 , J) == 0 
rowindex(2 , J) = 2 ; 
end 
end
for J = 1 : Si
MRROSiobs = [MRROSiSET(rowindex( 1 ,J ) ,r o w in d e x (2 ,J ) ) ] ;
MRROSiOBS = [MRROSiOBS;MRROSiobs]; 
end
MRROSiOBS2 = [MRROSiOBS2;niXYMAT(I,l:i),MRROSiOBS]; 
end
MRROSiSETS = [MRROSiSETS;MRRGSiOBS2]; 
end
e lse
for  1 = 1 :  Vihat
lambdablocks = [];
for  B = 1 : b
i f  niXYMAT(I,i+B) > 1
lambdablocks = [lambdablocks;B ];
end
end
MRRGSiSETXB = [] ;
for  j = 1 : length(lambdablocks)
MRRGSiSetX2 = N (1:v ,lam bdablocks(j));
MRRGSiSetXS = d ia g ( [ l : v ] )  * MRRGSiSetX2;
MRRGSiSetX4 = MRRGSiSetXS(find(MRRGSiSetXS));  
for  1 = 1 : length(MRRGSiSetX4) 
i f  ismember(MRRGSiSetX4(l),niXYMAT(I,l:i))
MRRGSiSetX4(l) = 0;
end
end
MRRGSiSetXS = ( (lambdablocks(j) -  1) * k) + find(MRRGSiSetX4);
MRRGSiSETXB = [MRRGSiSETXB;MRRGSiSetXS];
end
MRRGSiSetY = [];  
for j = 1 : n
i f  ismember(D(j),niXYMAT(I,l:i))
MRRGSiSetY = [MRRGSiSetY;j];
end
end
MRRGSiSETYblock = [];
for j = 1 : length(lambdablocks)
MRRGSiSetYblock = [ ( (lambdablocks(j) -  1) * k) + [ l : k ] ] ’ ; 
MRRGSiSETYblock = [MRRGSiSETYblock;MRRGSiSetYblock]; 
end
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MRR0SiSetY2 = setdiff(MRRGSiSetY,MRROSiSETYblock);
MRRGSiSet = s o r t ( [MRRGSiSETXB’ MRRGSiSetY2’] );
MRRGSiSETS = [MRRGSiSETS;niXYMAT(I,l:i), MRRGSiSet];
end
end
end
MRRGSiSETS = sortrows(MRRGSiSETS)
{Si, Ti) for D{v,  b, k)s  w ith  k >  A for 2 <  z < |
A matrix niXYMat is constructed here, which has z +  6 +  4 columns for each of the Vi sets:
• the first z columns list the z treatments in the Vi set
• the next b columns give the number of treatments from Vi occurring in each block
• the 1st end column entry (rsum) is the sum of the treatment replications of Vf. YljcVi
• the 2nd end column entry is a, the number of lesser replicated treatments in Vi
• the 3rd end column entry is the number of blocks containing all treatments from %
• the 4th end column entry is Si, which is calculated separately for Vi sets with Ai =  0 and 
Vi sets with Ai > 1. If Ai >  1, Si is calculated directly using eq (4.15). But if Ai =  0, 
a minimal covering algorithm is applied, as described in §4.4.1, so that once the value 
of bi is known, (which is denoted as ‘blcount’), Si can be calculated by minimising the 
results from eq (4.16) for all possible minimal coverings Bi, which are stored in the 
matrix BIBLOCKSMAT.
For BIBDs, RGDs and for NBDs if z <  3, the minimal covering algorithm is bypassed in the 
program, as it is known here that within Case (1), for z < | ,  all Vi sets have A^ >  1.
niXYmat = zer o s(n ch o o sek (v ,i ) , i+ b + 4 ); 
niXYmat( : ,1  :i )  = my_combnk([1 : v ] , i ) ;
BIBLGCKSMAT = [];
for  j = 1 : nchoosek(v,i)
niXYmat(j,end-2) = len g th ( intersect(Lrep,niXYm at(j, 1 : i ) ) ) ; 
rsum = 0 ; 
for 1 = 1 : i
rsum = rsum + R(niXYmat(j, 1 ) ) ; 
end
niXYmat(j,end-3) = rsum; 
for  B = 1 : b
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niXYmat(j ,i+ B ) = niXYmat(j,i+B) + le n g th ( in te r s e c t (D (: ,B),niXYmat(j,1 :i ) ) ) ; 
end
niXYmat(j,end-l) = niXYmat(j, end-1) + length(find(niX Ym at(j, i+ 1 :i+b) == i ) ) ;
i f  niXYmat(j, end-1) > 0
s i  = niXYmat(j, end-3) + k -  2*i;
e l s e
Bcover = [] ;
for  B = 1 : b
i f  niXYmat(j,i+B) > 0
Bcover = [Bcover;B];
end
end
blcount = 0 ;
for  b l = 2 : length(Bcover) 
i f  blcount == 0
blblocksmat = zeros(n ch oosek (len gth (B cover) ,b l) ,b + 2+ i);
blblocksmat( : , l : i )  = repmat(niXYmat(j,1 : i ) ,n ch o o se k ( len g th (B c o v er ) ,b l) ,1 );
blblocksmat( : , i+ 1 :i+ b l)  = my_combnk(Bcover,bl);
for  1 = 1 :  nchoosekdength(Bcover) ,b l)
blblocksobs = unique(D(: , [blblocksmat( 1 , i+ 1 :i+ b l ) ] ) ) ;
blblocksmat( 1 , end-1) = le n g th ( in te r se c t (b lb lo c k so b s ,n iX Y m a t( j , l : i ) ) ) ;
end
i f  max(blblocksmat( : ,e n d - l ) )  == i  
blcount = blcount + 1 ;
blblocksMAT = removerows(blblocksmat,find(blblocksmat( : ,end-l)~=  i ) ) ;  
for  1 = 1 :  length(blblocksM AT(:,l))
blblocksMAT(l,end) = blblocksmat( 1 , end) + bl*k + niXYmat(j,end-3)
-  2+sum(niXYmat(j ,i+ [b lb lo ck sM A T (l ,i+ l: i+ b l) ]  ) ) ;  
end
s i  = min(blblocksMAT(: ,e n d ) ) ;
BlblocksMAT = removerows(blblocksMAT,find(blblocksMAT(: ,e n d )~ = s i ) ) ;
BIBLOCKSMAT = [BIBLOCKSMAT;BlblocksMAT];
e l s e  s i  = NaN;
end
end
end
end
niXYmat(j, end) = s i ;  
end
Then, similarly to the program for designs with k E {2,3}, the values of Si and |V i |  can 
be found and the value of Ti is calculated using eqs (4.17) & (4.18).
Finally, the MRROS(z)s of size Si are identified using a similar approach to that for design 
with k e  {2,3}, but rather than the two different parts being for fc =  2 and k = 3, they
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are for k = 2i and k > 2i, where the first part is of a binary nature. Furthermore, each of 
these parts has different MRROS(z) construction algorithms depending whether the Vi set 
has Aj =  0 or Ai >  1.
{Si, Ti) for D{v,  b, k)s w ith  A; > 4 for [|] + 1  < z < f
For Case (2), the NIMAT matrix is constructed, as in the program for designs with k e  {2,3}, 
so that Si can be calculated for each Vi set using eq (4.22). Then the value of Si can be 
obtained for the whole design by minimisation and hence the value of |V i |  can be counted 
and Ti can be calculated from eqs (4.28) & (4.29).
The MRROS(z)s of size Si are identified using a similar approach to that for designs with 
k e  {2,3}, but rather than the two different parts being for fc =  2 and k = 3, they are 
adapted for even k and odd k, more generally.
Type III RROS Check
For all parts of the program, once the MRROS(z)s of size Si have all been listed, the program 
runs a test to check that none of these MRROS(z)s contain a Type III RROS, i.e. all these 
MRROS(z)s are exclusively Type I, as intended.
For each of the MRROS(z)s, the vector tmtobs2 converts each observation number into its 
corresponding treatment number, so that tmtobstotal counts how many replicates of each 
treatment are contained in the MRROS(z). The vector T3check subtracts these numbers from 
the number of replicates of each treatment in the whole design. If any of these differences 
are zero, then all replicates of a treatment have been lost, so this MRROS(z) constitutes a 
Type III RROS. T3total counts the number of Type III MRROS(z)s, which are listed in the 
matrix T3SETS.
T3C0UNT = [] ;
T3SETS = [] ; 
for  1 = 1  : Ti 
tmtobs = [] ; 
for  j = i+1 : Si
tmtobs = [tmtobs;D(MRROSiSETS(I,j))] ; 
end
tmtobs2 = so r t( tm to b s); 
tmtobs3 = unique(sort(tm tobs));
Robs = R(tmtobs3);
tmtobsTOTAL = [] ;
for  j = 1 : length(tmtobs3)
tm tobstotal = tmtobs2(find(tmtobs2 == tm tob s3(j)) ) ;
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tmtobslength = le n g th (tm to b sto ta l) ; 
i f  length(tm tobstota l)  == Robs(j)
T3SETS = [T3SETS;MRR0SiSETS(I,: ) ] ;  
end
tmtobsTOTAL = [tmtobsTOTAL tm tobslength]; 
end
T3check = Robs -  tmtobsTOTAL;
T3count = length(find(T3check == 0) ) ;
T3C0UNT = [T3C0UNT,T3count];
End
T3total = length(find(T3C0UNT)); 
i f  T3total > 0
T3SETS = unique(T3SETS, ’rows’) 
end
If all of the MRROS(z)s of size Si contain Type III RROSs, a loop is inserted into the program, 
so that the value of Si can be re-calculated and increased, so that Si correctly measures the 
minimum size of Type I MRROS(z)s. The previous Vi sets which were all found to contain 
Type III RROSs are removed from the matrix niMAT. Many of the program commands are 
repeated to re-calculate |V i |  and Ti, until finally there are some MRROS(z)s which do not 
all fail the Type III RROS test.
whilecount = 0 ;
while T3total == Ti
whilecount = whilecount + 1 ;
i f  whilecount > 1
niMAT = NImatT3;
end
NImatT3 = removerows(niMAT, f  ind(niMAT( : , end)==Si));
SiT3 = min(NImatT3(: ,e n d ) ) ;
VihatT3 = length(find(NImatT3(: ,end) == SiT3));  
niXYMATT3 = removerows(NImatT3, f  ind(NImatT3( : , end)~=SiT3));
i f  T3total > 0
T3SETS = unique(T3SETS,’rows’ ) 
end
Vihat = VihatT3;
Si = SiT3;
Ti = TiT3; 
end
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O utputting Vulnerability M easure
In each part of the program, after successfully ascertaining that the MRROS(z)s are exclu­
sively Type I, the final vulnerability measure {Si,Ti) is outputted:
i f  TStotal > 0
fp r in tfC ’The MRR0S(7,g) v u ln e r a b il i ty  measure i s  (%g, %g) \ n ’ , i ,  S i ,  Ti -  TStotal)
Other Program  Features
There are other program features which have been coded in MatLab and can be implemented
in addition to the main MRROS(z) program already presented. For example:
• A* Values: Using a similar approach to the middle z +  1 columns of the niMAT matrix 
constructed in the program for designs with k e  {2,3}, the vectors (no,. . . , n j  can be 
obtained for all possible Vi sets. From these vectors, Xi = rii, so the value of A* can be 
found by maximisation.
• V* Values: Similarly, the (no,. . . ,  n^) vectors can be listed and the numbers of V sets 
in the niMAT matrix with each different (no,. . .  , n j  vector are counted to obtain the 
values and hence the value of v* can be found. Once the V sets have been identified, 
it can show which (no,. . . ,  n.) vectors correspond to the V sets yielding MRROS(z)s.
• Aj Values: For BIBD(n, 6 , k)s, the values of Aj can also be obtained from the (no,. . . ,  n j  
vectors stored in the niMAT matrix by using eq (4.2).
• q Vectors: The block intersections vector q  can be computed from the b x  b matrix 
N 'N , which displays all pairwise block intersections. A vector of length A +  1 can be 
constructed which counts, for all possible block intersection values g, how many pairs 
of blocks intersect in g common treatments, counting each pair of blocks only once.
• Initial Connectivity Test: A program has been written which implements the partition 
process from §2 .3 .1 , so that an initial connectivity test can be performed on a given 
block design, to check if it is originally connected. If the design is disconnected, the 
corresponding partitions of the blocks and treatments are displayed.
• Missing Observations: Adjustments can be made to the preliminary set-up of the
program in order to deal with ‘NaN’s in the inputted design array. Therefore designs 
with missing observations can be analysed. Similarly, designs with different block sizes 
can be analysed, by setting all empty observations in smaller blocks to be ‘NaN’s.
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• Maximal Robustness: Building on theory from Ch.3, programs have been written,
which apply the conditions for maximal robustness.
• Optimality Criteria: Using the treatment replication and block size vectors, together 
with the incidence matrix N, the information matrix of the design can be constructed 
by eq (2.1). Therefore the eigenvalues of the information matrix can be obtained and 
hence the optimality of designs can be calculated using criteria from eqs (2.5) - (2.7).
• Prescott fc Mansson work: By setting appropriate observations to be missing, using 
‘NaN’ entries, designs after the loss of two or three random observations can be inves­
tigated, as in §6.2. The optimality criteria of the eventual designs can be programmed 
and hence the relative efficiencies can be calculated.
• Concurrence Matrix: The concurrence matrix can be computed as NN' and this can 
be printed, in order to display the different concurrence values, which are of use 
for non-balanced designs, as in Ch . 8  and can help to categorise the design as either 
being a BIBD, RCD, NBD of Type I or II, etc, according to the number of distinct 
Xjjf values on the leading diagonal of the concurrence matrix.
• Interactive design input: Rather than inputting the block design as a matrix array 
with the columns corresponding to the blocks, an interactive beginning to the program 
has been written, which asks for the number of blocks, number of treatments, the sizes 
of each block and then for each block in turn, the treatments assigned to them.
• Ordering: For convenience, extra code has been written for the preliminary part of 
the program, which, if required, would sort the treatments into ascending order in 
each block, and then sort the blocks into ascending numerical order. The MRROS(z) 
program is then adjusted, so that all observation numbers listed at the end in the 
MRROS(z)s are converted back to correspond to the observation numbers from the 
design array originally inputted.
• Treatment labeling: Similarly, for convenience, if a design array is inputted with
treatment labels 0 , . . . ,  z; — 1 , these are converted to so that the program still
recognises a total of v  treatments.
A-13
B IB V {v,b , k) go block non- 9 0  block
BXBV{8,14,4) 
SXBr>(9,18,4)
(1, 0, 12, 0, 0) 
(1, 4, 12, 0, 0)
(0, 3, 9, 1, 0) 
(0, 7, 9,1, 0)
Table 9.1: A table to show the vectors for blocks in BIBT>{3,14,4) & BXBT>{9,18,4)
Detailed Examples
N B V ( v ,  6 — 1, k)s  and M B V { v ,  6 +  1, k)s from §8.2.3
Exam ple 9.2
NBD(8,13,4)s and NBD(9,17,4)s
Result: The least vulnerable NBD is constructed from the least vulnerable BIBD
Amongst both BXBV{S, 14,4) and BXBV(9,18,4), the least vulnerable BIBD has A3 =  1 and 
all other designs have A 3 =  2. All V3 sets with A 3  =  2 correspond to 3 common treatments 
between % pairs of blocks, since = %.
All k treatments from the lost block are lesser replicated in the NBDs. So the number, a, 
of lesser replicated treatments in any given V3 set of the NBD is equal to the number of 
common treatments between the V3 set and the lost block of the BIBD.
In both BXBV{v, b, k)s, there are two different block intersection vectors for the number of 
common treatments between one given block and each of the remaining b — 1  blocks: one 
common vector for all % blocks belonging to a pair of disjoint blocks and another vector 
for all non-ço blocks. These vectors are denoted as q^ =  (%,Q ï , . . . ,%) to distinguish them 
from the overall block intersection vectors, q  for the whole design, and are given in Table 9.1. 
This table shows that all blocks share at least 1 common treatment with all non-ço blocks 
and hence with all blocks belonging to % pairs of blocks. Therefore all lost blocks share at 
least 1 common treatment with at least one V3  set.
Using eq (8 .2 1 ), 5's =  3  (f  +  1 ) -  max {a  +  2As} for the NBDs, so max {a  +  2As} is our term 
of interest. Therefore since there is always at least one V3  set of the NBD with a  >  1 lesser 
replicated treatments, it is only necessary to consider V3 sets with 1 <  a  <  3 , as for any 
given value of A 3 , a V3 set with larger a  value will always yield max { a  +  2 A3 }. Table 9.2 
displays the values of a  and A3 for V3  sets in the NBD, considering NBDs constructed from 
both BIBDs with A3 =  2 and A3 =  1, separately, and also differentiating as to whether or 
not this V3 set yielded MRR0S(3)s in the original BIBD.
A-14
BIBD with A3 =  2 BIBD with =  1
V3 sets Other V3 sets V3 sets Other V3 sets
(a, A3) (3,1) (a, 2) (3, 0) {a, 0 ) («> 1) (3, 0) (a, 1) (a, 0 )
d  + 2A3 5 {6,6} 3 {1,2} {3,4} 3 {3,4} {1,2}
max{û; +  2A3} {5,6} {3,4}
Table 9.2: A table to show the (a, A3) values for V3  sets in NBD(8,13,4)s & NBD(9,17,4)s
BIBD with Ag=2 BIBD wit liA5 =  l
V3 sets Other ks sets V3 sets Other V3 sets
(“ .As) 
a  +  2A3
(a, 2) (0,3) 
{5,6,7} 6
(a ,0) (« ,!) (0, 1) (0, 2) 
{1,2,3} {3,4,5} 2 4
(a ,l)  (0,2) 
{3,4,5} 4
(a ,0) (0, 1) 
{1,2,3} 2
max 
{ a  +  2A3}
{5,6,7} {3,4,5}
Table 9.3: A table to show the ( a ,  A 3 ) values for V3 sets in NBD(8,15,4)s & NBD(9,19,4)s
Table 9.2 shows that NBDs constructed from BIBDs with A3 == 1 always have a lower value 
of max {a +  2 A3 }, hence they maximise S3. Therefore a NBD constructed by removing any 
one block from the least vulnerable BIBD is least vulnerable in its NBD class.
Exam ple 9.3
NBD(8,15,4)s and NBD(9,19,4)s
Result: The least vulnerable NBD is constructed from the least vulnerable BIBD
The concept is similar to the example for NBD(8,13,4)s and NBD(9,17,4)s, but instead the 
NBDs are obtained by repeating a block of the original BIBD. All k treatments from the 
duplicated block are higher replicated in the NBDs. So the number, a, of lesser replicated 
treatments in any given V3 set of the NBD is equal to 3 minus the number of common 
treatments between the V3 set and the added block of the BIBD.
Expressions are also required for Mg for the V3 sets in the NBDs. Prom eq (4.5), U2 = 
(2) (Â +  1 — A3) —7 . In NBD(f,6 +  l, k)s, only HH pairs have concurrence A + 1, so counting 
all remaining pairs, 7  =  Q) ~  C^ °^ )* Therefore ri2 = 3(3 —A3) + ^  sets in
NBD(8,15,4)s and NBD(9,19,4)s.
Table 9.3 displays the values of (a, A 3 ) for V3 sets in the NBDs from BIBDs with A3 =  2 
and A3 =  1, respectively. If the V3 set has a  =  0, then it is contained within a repeated 
block so its value of A3 increases by 1 , otherwise for 1 <  a  <  3, the value of A3 for the
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corresponding V3 sets in the NBD and BIBD are the same. Comparing the vulnerability of 
the NBDs obtained from BIBDs with A3 =  2 to the NBD from the BIBD with A3 =  1, Table 
9.3 shows it is possible for both to have max {a +  2A3 } =  5 and therefore have the same 
value for S 3 , so the vulnerability is ranked only according to T3 . This only occurs if all V3 
sets from BIBDs with A3 =  2 share 2 common treatments with the added block, so that the 
corresponding V3 sets in the NBD all have a  =  1. Otherwise max {a +  2 A3 } >  6  for NBDs 
from BIBDs with A3 =  2, so these would always be more vulnerable than NBDs from BIBDs 
with A3 =  1, with a lower value of S 3 .
The NBD(8,15,4)s are considered first. The least vulnerable BIBD(8,14,4) D 4 with A3 =  1 
is a 3 -design, so all V 3  sets have A3 =  1. All blocks are q o  blocks, belonging to disjoint pairs, 
so the duplication of any block produces equally vulnerable NBD(8,15,4), which have 4 LLL 
V3 sets with a  =  3, a; +  2 A3 =  5 and 722 =  6 . Hence {S3 ,T 3 ) = (19,256) for the NBD(8,15,4) 
constructed from the BIBD(8,14,4) with A3 =  1.
Only NBD(8,15,4) constructed from BIBD(8,14,4)s with A3 =  2 with all V3 sets from BIBDs 
with A3 =  2  sharing 2  common treatments with the added block will also have S 3  = 19. 
Prom Table 9.1 it is known that each non-% block shares 3 common treatments with at least 
one V 3  set, so it is only required to check the duplication of q o  blocks. There are only three 
such designs, constructed from BIBDl and BIBD2 and both designs have T3 > 256. Hence 
the least vulnerable NBD(8,15,4) is only obtainable from the least vulnerable BIBD(8,14,4).
Secondly NBD(9,19,4)s are considered. The least vulnerable BIBD(9,18,4) D l l  with A3 =  1 
has 8  of its 10 LLL V3 sets with A3 =  1. As with BXBV{8,14,4), all blocks are % blocks, so 
so the duplication of any block produces equally vulnerable NBD(8,15,4), which have 8  LLL 
V3 sets with CK =  3 and a  +  2 A3 =  5, giving { S 3 ,  T 3 )  = (22,512).
Again, checking only the BIBD(9,18,4)s with A3 =  2 with qo blocks, there is only 1 possible 
block, which when added to 1  design, namely D 6 ,  also has S 3  = 2 2 , but T3 =  576 > 512, so 
the least vulnerable NBD(9,19,4) is only obtainable from the least vulnerable BIBD(9,18,4).
Exam ple 9.4
NBD(9,17,5)s
Result: Removing any block from the least vulnerable BIBD produces least vulnerable NBDs
All BIBD(9,18,5)s have Ag==3 and A3 #  0. The vectors are given in Table 9.4 according 
to qi and non-gi blocks, since qo =  0. Table 9.5 gives the (a, A3 ) values of V3 sets for the 
NBDs. Since k  = b ,  the value of interest in the S 3  formula from eq (8 .2 2 ) is max {a +  A3 }.
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B IB V (v ,b ,k ) çi block non-çi block
SX eO (9,18,5) 
B IB V {7 ,14,4)
(0, 1, 4, 12, 0, 0) 
(0, 1, 9, 3, 1)
(0, 0, 7, 9, 1, 0) 
(0 , 0 , 1 2 , 0 , 2 )
Table 9.4: A table to show the vectors for blocks in 18,5) & BXBV{7,14,4)
V3 sets Other V3 sets
(o i^As)
0 ; +  A3
(3,2) (a,3)
5 {3,4,5}
(3,0) (3,1) ( a , l )  (a, 2)
3 4 {1,2,3} {2,3,4}
max {a +  A 3 } 5
Table 9.5: A table to show the (a, A3 ) values for V3 sets in NBD(9,17,5)s
From Table 9.4 ail blocks belong to a % pair of blocks, so will always share 3 common 
treatments with at least one V3 set from the BIBD, resulting in a  =  3 for the V3 set of the 
NBD. Hence all NBD(9,17,5)s have max {a +  A3 } =  5 and S 3  = 25, so the ranking depends 
only on T3 .
By applying the MRROS(z) program to all possible NBD(9,17,5)s, there are two BIBD(9,18,5)s 
which yield least vulnerable NBD(9,17,5)s: one block lost from D 6  and all blocks lost from 
the least vulnerable BIBD(9,18,5) D l l .  Even though the least vulnerable BIBD is not the 
only BIBD yielding the least vulnerable NBD, it is still the best BIBD to use for NBD 
construction, since any of its 18 blocks can be removed.
Exam ple 9.5
NBD(7,13,4)s
Result: The least vulnerable BIBD does not yield the least vulnerable NBD
All BIBD(7,14,4)s have A3 =  2. Using similar reasoning as with NBD(8,13,4)s and NBD(9,17,4)s, 
5 <  max {a +  2A3} < 6  from V3  sets and CK +  2 A3 < 4  from non-V^ sets, so all V3  sets yielding 
MRR0S(3)s in the NBD come from V3  sets from the BIBD. In fact, by applying the program, 
it shows that, for all designs there always exist some V3  sets sharing 2 common treatments 
with any possible lost block, so all NBDs have max {a +  2A3 } =  6  and hence S 3  — 18, so 
they are ranked according to T 3, which depends on the number of LLH sets with a = 2 
and a  +  2 A3 =  6 .
For all BIBD(7,14,4)s, the number of LHH V3  sets is -  12 or — 16 for qi or non-gi 
blocks, respectively. BIBD4 has min {^3 } and is least vulnerable amongst BXBV{7,14,4).
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However, since for a fixed value of from a BIBD, removing a non-gi block produces a 
less vulnerable NBD with fewer LLH V3 sets, NBDs constructed from BIBD2 and BIBDS by 
removing a non-gi block are less vulnerable, whereas BIBD4 only has qi blocks.
Exam ple 9.6
NBD(7,15,4)s
Result: The least vulnerable NBD(7,15,4) is constructed from the least vulnerable BIBD(7,14,4)
The calculations for max {a +  2Ag} follow similarly to NBD(8,15,4)s and NBD(9,19,4)s, how­
ever due to the vectors for 14,4) displayed in Table 9.4, max {a  +  2A3} =  6  from
V3 sets takes precedence over max {a +  2A3} =  5 from non-Vs sets. Hence all NBD(7,15,4)s 
have 6 3 := 21 and are ranked according to T3 , which depends on the number of LLH and 
HHH V3  sets.
For BXBT>{7,14,4) each qi block has 3 HHH and 9 LLH V3  sets, whereas each non-gi block 
has 4 HHH and 12 LLH % sets. Hence =  12 and 16 giving (Ss.Ts) =  (21,768) or 
(21,1024), respectively. Therefore, regardless of the original BIBD(7,14,4), the MRR0S(3) 
vulnerability of NBD(7,15,4)s only depends on whether the added block is a qi block, or 
not. The least vulnerable NBDs are constructed from BIBD(7,14,4)s by adding a qi block. 
Since the least vulnerable BIBD(7,14,4) D4 has all 14 blocks belonging to qi pairs, all NBDs 
constructed from this least vulnerable BIBD are amongst the least vulnerable NBD(7,15,4)s. 
Equivalently, the worst BIBD(7,14,4) D l always yields the most vulnerable NBDs, since all 
its blocks are non-çi blocks.
Exam ple 9.7
NBD(9,19,5)s
Result: The least vulnerable NBD(9,19,5) is constructed from the least vulnerable BIBD(9,18,5)
Table 9 . 6  displays the possible (a , A3) values, although applying the MRROS(z) program to 
all resultant NBD(9,19,5)s shows that all designs have max { a  +  A 3} =  5. There are four 
BIBD(9,18,5)s which yield least vulnerable NBD(9,19,5)s: 8  qi blocks added to D2, 1 q\ 
block added to DA, 5 qi blocks added to D 6  and all blocks added to the least vulnerable 
BIBD(9,18,5) D ll .  Therefore, similarly to the NBD(9,17,5)s, the least vulnerable BIBD is 
still the best BIBD to use for NBD construction, since any of its 18 blocks can be duplicated.
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Vs sets Other Vs sets
(“ ) As) (a, 3) (0,4) (0 , 1 ) (a, 2 ) (0 , 1 ) (0 , 2 )
et +  As {4,5,6} 4 {2,3,4} {3,4,5} 1 2
max {a  +  As} {4,5,6}
Table 9.6: A table to show the (a, A 3 )  values for V3 sets in NBD(9,19,5)s
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