Abstract: Problem statement: Kernel discriminative common vector (KDCV) was one of the most effective non-linear techniques for feature extraction from high dimensional data including images and text data. Approach: This study presented a new algorithm called Boosting Kernel Discriminative Common Vector (BKDCV) to further improve the overall performance of KDCV by integrating the boosting and KDCV techniques. Results: In BKDCV, the feature selection and the classifier training were conducted by KDCV and AdaBoost.M2 respectively. To reduce the dependency between classifier outputs and to speed up the learning, each classifier was trained in the different feature space which was obtained by applying KDCV to a small set of hard-to-classify training samples. The proposed method BKDCV possessed several appealing properties. First, like all Kernel methods, it handled non-linearity in a disciplined manner. Second by introducing pair-wise class discriminant information into discriminant criterion, it further increased the classification accuracy. Third, by calculating significant discriminant information, within class scatter space, it also effectively contracted with the small sample size problem. Fourth, it constituted a strong ensemble based KDCV framework by taking advantage of boosting and KDCV techniques. Conclusion: This new method was applied on extended yale B face database and achieves better classification accuracy. Experimental results demonstrated the promising performance of the proposed method as compared to the other methods.
INTRODUCTION
Face recognition techniques can be used in a wide range of applications such as identity authentication, access control, military, commercial and surveillance. For these applications, the data are the captured images from a wide variety of sources i.e., sources generating relatively controlled format images and other sources of video images which require additional constraints in terms of speed and processing requirements [1] . The face recognition process includes different stages including localization of faces, feature extraction from the face image, recognition and verification [2] . Research on Human face recognition is going on for a few decades and a number of contributions have already been made [1, 3, 17] . Among these methods, appearance based approach is one of the most successful and well studied approach for face recognition process [18, 28] . This approach operates directly on images or appearance of face objects and processes the images as two dimensional holistic patterns. In these approaches, a two dimensional image of size p by q pixels is represented by a vector in a pqdimensional space. This space is also called as sample space since face images or samples are represented in this space. Therefore each facial image corresponds to a point in this space and its dimension is very high [4] . This vector point describes the features of a face image. When the number of face images is large, the processing of these images in pq dimensional space is complex and it is very difficult to find the appropriate hyper plane for classification. Thus the dimensionality reduction procedure is required to overcome the problems in high dimensional space. However, since face images have similar structure, the image vectors are correlated and any image in the sample space can be represented in a lower dimensional subspace without losing a significant amount of information.
The eigen face method has been proposed for finding such a lower dimensional subspace [18] . This method uses Principal Component Analysis (PCA), is to find the best set of projection directions in the sample space that will maximize the total scatter across all images. The projection directions are also called the eigenfaces. Any face image in the sample space can be approximated by a linear combination of the significant eigen faces. The sum of the eigen values that correspond to the eigen faces are not used in reconstruction gives the mean square error of reconstruction. This method is an unsupervised technique since it does not consider the classes within the training set data. This approach tends to model unwanted within class variations such as those resulting from the differences in lighting, facial expressions and other factors [5, 20] . The criterion used in this method does not attempt to minimize the within class variations, the resulting class tend to have more overlap than other approaches.
The Linear Discriminant Analysis (LDA) also known as Fisher's Linear Discriminant Analysis (FLDA) is proposed in [20] . This method overcomes the limitations of the eigenface method by applying Fisher's linear discriminant criterion [19] . This criterion is used for finding the best set of projection directions in the sample space that will maximize the ratio:
Where: W = The matrix whose columns are the projection vectors used for feature extraction S W = The within class scatter matrix S B = The between-class scatter matrix The above criterion is maximized when the eigen vectors of S W −1 S B are employed as column vectors in matrix W. Since S W −1 S B is non symmetric, its eigen decomposition may be unstable. Therefore the major drawback is that it cannot be applied directly since the dimension of the sample space is typically larger than the number of samples in the training set. As a consequence S W is singular in this case. This problem is known as the "Small Sample Size" (SSS) problem [7] . Various methods have been proposed to solve the SSS problem. Tian et al. [29] proposed pseudo inverse method by replacing S W by its pseudo inverse. In [3, 21] the perturbation method is used where a small perturbation matrix is added to S W in order to make it non singular. However the above methods are computationally expensive since the scatter matrices are very large. Swets and weng [5] proposed a two stage PCA + LDA methods also known as fisher face method, in which PCA is first used for dimension reduction so as to make S W non singular before the application of LDA. However in order to make S W nonsingular, some directions corresponding to the small eigen values of S T are thrown away in the PCA step. Thus there are chances for removing the dimensions that contain discriminative information [6, 8, 9, 30] . A new LDA method was proposed by Chen et al. [23] also called null space method which is based on modified fisher's linear discriminant criterion:
In this method, all image samples are first projected onto the null space of S W , resulting in a new within-class scatter matrix that is a zero matrix. Then PCA is applied to the projected samples to obtain optimal projection vectors. The drawback in this method is they have applied this algorithm only in new reduced space not in the original sample space. But this method performance depends on the null space of S W in turn which depends on the larger sample space. Thus any kind of preprocessing that reduces the original sample space should be avoided. Another novel method is PCA + Null space method was proposed by Hung et al. [8] for dealing with the Small Sample Size (SSS) problem. In this method, at first, PCA is applied to remove the null space of S T and then the optimal projection vectors are found in the remaining lower dimensional space by using the null space method. Although this method use the original sample space, applying PCA and using all eigen vectors corresponding to the non zero eigen values make these methods impractical for face recognition applications when the training set size is large. This is due to the fact that the computational expense of training becomes very large.
Another method, the Direct-LDA method is proposed in [6] . This method uses the simultaneous diagnolization method [7] . First the null space of S B is removed and then the projection vectors that minimize the within-class scatter in the transformed space are selected from the range space of S B . However removing the null space of S B will also remove part of the null space of S W . This may result in the loss of important discriminative information [8, 9, 22] . Another novel method is Discriminative Common Vector (DCV) method is proposed in [10] which addresses the limitations of above methods for solving SSS problem and also for finding optimal orthonormal projection vectors in the optimal discriminant subspace.
Two efficient algorithms were given to compute the optimal projection vectors. One algorithm uses range space of S W , while the other uses subspace methods and the Gram-Schmidt orthogonalization procedure. However this method can be applied only in the small sample size case and the dimensionality of the null space of the within-class scatter matrix must be large in comparison with the training set size for good recognition rates. Another limitation is that this method extracts only linear features of the samples from the original sample space and it is failed to extract nonlinear features which describe the complexity of face image due to illumination, facial expressions and pose variations [15, 17] . The kernel Discriminative Common Vector (KDCV) method is proposed in [24] . This method overcomes the limitations of the DCV method by nonlinearly map the original sample space to an implicit higher dimensional feature space. Then the optimal projection vectors are computed in this transformed space. The kernel trick [11] used in this method is an efficient way of nonlinear mapping. Thus the nonlinear features due to illumination, facial expressions and pose variations can be extracted. This method yields an optimal solution for maximizing a modified fisher's linear discriminant criterion. However the performance of KDCV method degrades due to the following non balanced problems. The first problem is, in KDCV method the optimal criterion is based on the conventional between-class scatter matrix which is not directly related to classification accuracy. In particular, the followed dimensionality reduction procedure tends to overemphasize the between class scatter S B of well separated outlier classes in the sample space at the expense of classes that are close to each other, leading to significant overlap between them. The second problem is the expression of the average within-class scatter has an assumption that all classes have same weight for the covariance. In fact if the class with dominant covariance is an outlier class in the sample space, the within-class scatter S W will fail to estimate the correct value for improved classification due to this assumption.
In this study we propose a novel KDCV algorithm called Boosting Kernel Discriminative Common Vector algorithm (BKDCV) to overcome the limitations of KDCV. The proposed approach effectively integrates the boosting techniques with the KDCV algorithm based on the pair wise class discriminant information. This BKDCV approach employs the boosting technique to robustly adjust the information and calculate the pair wise class discriminant information that is integrated into the scatter matrices of KDCV in order to solve the non balanced problems in KDCV.
MATERIALS AND METHODS

A review of kernel discriminative common vector method:
Assuming that in a set In kernel method [12, 13, 24] the training samples in X are transformed into an implicit higher dimensional feature space F through a non linear mapping function Φ. This mapping function map two vectors that are linearly dependent in the original sample space onto two vectors that are linearly independent in high dimensional feature space F [31] . The feature vector in F is to be computed by computing the inner product of two vectors in F with a kernel function k(x, y) = Φ(x) T Φ(y).
Let the sample matrix set
after samples are mapped into feature space F through a non-linear mapping function. In [15] researchers proved that the relation between the sample matrix X φ and the orthonormal basis of the range space of X φ in feature space F is based on the fact that the QR decomposition can be derived from the Gram-Schmidt orthogonalization procedure. Then performing the Gram-Schmidt orthogonalization in feature space is equivalent to performing a Cholesky decomposition of the kernel matrix K is also proved in [15] . By using the above concepts in [15] the transformed sample matrix X φ can be expressed as:
Where: Q = Contains all the basis vectors in feature space F R = an upper triangular matrix of Q Formula (1) is the QR decomposition of X φ in feature space. Because the columns of matrix Q are orthonormal, the kernel matrix:
where, K is an n × n kernel matrix which can be computed using kernel function as
and K is a symmetric positive semi definite matrix. From (2) the matrix R can be obtained by performing Cholesky decomposition of K. Therefore in (1), the relation between the vectors φ(x 1 )…(x M ) and the orthonormal basis vectors q 1 ,q 2 ,…,q M is built and it can be written as:
The above step shows that performing the GramSchmidt orthogonalization in feature space is actually equivalent to performing a Cholesky decomposition of the kernel matrix K [15] . The within class scatter matrix w S φ , the between class scatter matrix b S φ and the total scatter matrix t S φ are defined as: The algorithm for KDCV based on subspace methods and cholesky decomposition of kernel matrix K is summarized as follows.
• In transformed feature space F, construct a complete difference subspace is the range space of matrix Bφ
Where:
Suppose that all orthonormal basis vectors of the sub space of B φ form a matrix Q B and R B is an upper triangular matrix of Q B .
From (1) we have: 
• The common vectors of each class in feature space F are obtained by projecting any sample from each class onto orthogonal complement of range space of B φ as follows:
The 
The upper triangular matrix R com can be obtained by performing the Cholesky decomposition of k com and k com = R com T R com • According to (3) the optimal projection matrix: 
Boosting technique: Boosting is a general machine learning meta-algorithm for improving the accuracy of any given learning algorithm. One of the most effective boosting algorithms, referred to as AdaBoost, can be used in conjunction with many learning algorithms to improve their performance [14, 16] . The AdaBoost algorithm is based on the sample distribution, which measure the hardness of classification of samples. Moreover AdaBoost.M2 algorithm is more suitable for classification of samples in multiclass environment than AdaBoost.M1 [16, 27] . In this study we prefer using AdaBoost.M2 algorithm in order to effectively overcome the non-balanced problems of KDCV and form a strong connection between KDCV and AdaBoost.M2. The reason for the strong connection is the KDCV method achieves better results on face recognition tasks by means of extracting the non linear features of samples as described in section 2. On the other hand KDCV method suffers from the non balanced problems described in section 1. In our approach we combine the strength of the AdaBoost.M2 algorithm and KDCV method to solve the non balanced problems of KDCV and pair wise class discriminant distribution is introduced on the basis of mislabels distribution from AdaBoost.M2 [25] and also it is used to compute the weighted scatter matrices of b S φ and w S φ which will overcome the problems of KDCV.
The parameters, the pair-wise class discriminant distribution d i,j , the relevance based weight for class i, r i , the hardness of separating a sample of class from other classes are used to modify the between class scatter matrix b The problems of KDCV can be addressed by using Eq. 17 and 18. The first problem is addressed based on the pair wise class discriminant distribution and the classes that are not well separated in F is heavily weighted in F. The second problem can be addressed by the parameters relevance based weight In BKDCV algorithm, the KDCV technique with weighted scatter matrices is used to extract discriminative common vector of a class in feature space F. In addition, discriminative common vector method is a strong feature extraction technique for classification [10] . As a result, the boosting process cannot go forward due to the very small pseudo loss ε. In general, some sampling procedures are employed to artificially weaken the discriminant technique and in BKDCV, we choose some examples in each class based on m t ii q to focus hardest examples in each class. For the features extraction, a simple nearest neighbor classification is generally employed for classification. In this study, we have applied KDCV technique for feature extraction and it generates discriminative common vector of each class in all the iterations. In order to be consistent with the Adaboost Algorithm in our method, the hypothesis h t (*, •) between sample and class can be built easily based on KDCV method of classification. The hypothesis constructed h t is for different hardest sample set in the training set. Thus the discriminative common vector of each class can be generated in a refined manner in its iterations.
To recognize a given test image in BKDCV, the hypothesis h t built for all the classes in iterations t = 1 to T max . The T max represents the maximum number of hardest samples in X. In this study we have considered the worst case of T max . Then the given test image is recognized by:
where, h f (x) is the final hypothesis for a given test image. Equation 19 shows the method of assigning a test image to a class which scored maximum response in all the iterations.
Algorithm:
Input:- ( 
For a given sample x i.e. test sample, t r Y R ∈ in all the iterations is the corresponding non linear feature vector extracted by kernel Discriminative common vector method and the maximum response of class is the class label for a given test sample x.
RESULTS
The Yale B face databases [32] were used to test our proposed method In this, portion of the Yale B face database were retrieved for our testing. Figure 1 shows the three sample sets of Yale B database. The retrieved Yale B face database consists of images from C = 100 different people, using 10 images from each person, for a total of 1000 images. The image contains variations with the following facial expression as center-light, leftlight, normal, right-light, happy, sad, sleepy and surprised. First these images were converted to grayscale images. Second we preprocessed these images by aligning and scaling them so that the distance between the eyes was the same for all images and also ensuring that the eyes occurred in the same coordinates of the image. The resulting images were then cropped. The final size of the images was 92×112. The training set consisted of seven images that were randomly selected from each subject and the rest of the images were used for constructing test set. Thus a training set of 700 images and a test set of 300 images were created. This process was repeated 5 times and 5 different training and test sets were created. These five training set and testing set were created by randomly selecting samples from classes at each trial. These sets are used by all the three methods for training and for testing. On each trial DCV, KDCV and our proposed method BKDCV is applied and found its recognition rate. The final recognition rate of each method is the average recognition rate of 5 trials in each method. As a result the observed recognition rate of each method on different number of samples in a class is shown in Table 1 and also it shows our proposed method response is better than the other two methods. We observed that in the case of overlapping state the performance of DCV, KDCV method is poor as compared to other methods since the assumption in DCV, KDCV is all classes having the same covariance structure. The Table 1 shows that as the number of samples in the training set increases, the recognition rate also increases. The reason for the improvement in classification accuracy is, the hypothesis constructed on each iteration is considered in the final hypothesis of classification of test image. Another reason is the features which are not considered in iteration are considered in further iterations. Thus the constructed discriminative common vector of a class includes all the features of samples which increase the accuracy. Another experiment on comparative of the classification accuracy of BKDCV under different T max values on training data sets for varying number of samples in a class is shown in Fig. 2 . The experimental results in Fig. 2 shows that the increases in number of samples in the training set increase the classification accuracy. Another observation is that the increasing number of iterations also increases the classification accuracy. At certain state increasing the number of iterations does not react on the classification accuracy due to the method of formation of subset T s in training time. Because of the classification procedure and the selection of hardest samples for training based on mislabel distribution makes our proposed method works well as compared to other face recognition methods in terms of accuracy.
DISCUSSION
Accuracy, execution speed are some of factors that may be used for validating the face recognition method. Experimental results show that the proposed method yielded the highest performance in terms of accuracy. Since our method training is based on the hardest samples in the training set, the execution speed of our method is very high as compared to DCV and KDCV methods. The hypothesis constructed h t is for different hardest sample set in the training set. Thus the discriminative common vector of each class can be generated in a refined manner in its iterations. This work can be extended for face images varying in aging and pose.
CONCLUSION
In this study, a novel KDCV algorithm has been presented by incorporating the boosting technique into KDCV and called as Boosting Kernel Discriminative Algorithm. The Adaboost.M2 algorithm is used as boosting technique. On each iteration, this algorithm updates the mislabel distribution parameter t Γ based on the previous boosting results. This increases the classification accuracy. This new algorithm BKDCV effectively integrates the strengths of the boosting and KDCV techniques to give an ensemble based KDCV framework with strong nonlinear feature extraction capability and overcomes the problems in KDCV method. The experimental results on Yale B face data base show that the proposed BKDCV method enhances the performance of KDCV method of face recognition process.
