In this paper, we derive scaling relations between photometric observable quantities and disk galaxy rotation velocity V rot , or Tully-Fisher relations (TFRs). Our methodology is dictated by our purpose of obtaining purely photometric, minimal-scatter estimators of V rot applicable to large galaxy samples from imaging surveys. To achieve this goal, we have constructed a sample of 189 disk galaxies at redshifts z < 0.1 with long-slit Hα spectroscopy from Pizagno et al. (2007) and new observations. By construction, this sample is a fair subsample of a large, well-defined parent disk sample of ∼ 170 000 galaxies selected from the Sloan Digital Sky Survey Data Release 7 (SDSS DR7). The optimal photometric estimator of V rot we find is stellar mass M * from Bell et al. (2003), based on the linear combination of a luminosity and a colour. Assuming a Kroupa IMF, we find:
INTRODUCTION
In the standard cold dark matter (CDM) based model for disk galaxy formation, gas cools out of a hot gaseous halo, maintaining its specific angular momentum, and forms a disk at the center of the potential well of a dark matter (DM) halo (Fall & Efstathiou 1980) . Although the basic picture has long been in place, a variety of physical processes underlying galaxy formation (such as star formation, feedback, angular momentum transfer, and mergers) is still poorly understood.
It is thought that scaling relations between halo properties (e.g., halo mass and circular velocity) translate into scaling relations between observed galaxy properties (e.g., stellar mass and disk rotation velocity). In detail, however, what one expects for the final relations (including the slope, zero-point, and scatter) depends on still-uncertain aspects of galaxy formation.
Therefore, observed scaling relations for disk galaxies are expected to provide strong constraints on galaxy formation scenarios. In particular, the well-established relation between disk rotation velocity and galaxy luminosity (Tully & Fisher 1977 ) is arguably surprisingly tight, and hence, deserves special attention. In this work, we refer to scaling relations between disk rotation velocity and various galaxy properties (such as luminosity and stellar mass) generally as Tully-Fisher relations (TFRs). The purpose of studying these scaling relations has changed over the years, and the philosophy of sample selection and calibration has varied accordingly.
Originally, TFRs were used to determine galaxy distances and measure deviations from the cosmic flow (e.g., Tully & Fisher 1977; Strauss & Willick 1995; Giovanelli et al. 1997; Courteau et al. 2000; Springob et al. 2009 ). Accordingly, galaxy samples were pruned on the basis of morphological type to minimize the scatter in the relation, and ensure the smallest possible error in magnitude and distance.
More recently, TFRs have been derived from galaxy samples including a broad range of morphological types (e.g., Courteau et al. 2007; Pizagno et al. 2007, hereafter, P07) , for the purpose of testing galaxy formation and evolution models (e.g., Dalcanton et al. 1997; Mo et al. 1998; Dutton et al. 2007; Gnedin et al. 2007 ). These TFR studies attempt to constrain the theoretical models, e.g., by quantifying, rather than minimizing, the scatter in the TFR.
A third application of TFRs is connecting disk galaxies with their dark matter haloes through dynamics (e.g., Dutton et al. 2010; Trujillo-Gomez et al. 2010) . Because long-slit spectroscopy is more expensive than imaging, one can exploit existing large imaging datasets by using TFRs to provide photometric estimates of disk rotation velocities Vrot. Unlike previous TFR studies, we tailor our sample selection and calibration explicitly for this purpose. We consider several different photometric quantities O-including absolute magnitudes, synthetic magnitudes, stellar mass estimates, and baryonic mass estimates-to determine the one that yields the tightest relation with Vrot, and hence, is the optimal estimator of Vrot.
In a future paper, we will combine results from this optimal TFR with weak lensing measurements to constrain the ratio of rotation velocities at the optical and virial radii, Vrot/Vvir. To avoid sample selection issues, we want to use the same sample, or-in practice-similarly-defined samples, for the two analyses. The ratio Vrot/Vvir provides a direct measurement of the slope of the total (dark + baryonic) mass profile within the virial radius. Measurement of Vrot/Vvir can thus constrain halo structure and indicate whether baryons have significantly modified the halo potential well (Seljak 2002; Dutton et al. 2007 ).
Seljak (2002) combined early TFR and weak lensing measurements and inferred Vrot/Vvir = 1.8 with a 2σ lower limit of 1.4, for L * late-type galaxies. They found this result to be consistent with the prediction of a model with adiabatic contraction of the dark matter halo due to baryonic infall as described in Blumenthal et al. (1986) . More recently, Dutton et al. (2010) combined the TFR from P07 with halo mass measurements from different techniques (including weak lensing and satellite kinematics) and found Vrot/Vvir 1, for disk galaxies with stellar masses 10 9.4 -10 11.5 h −2 M .We aim to improve upon these measurements by carefully combining results from our TFR sample with weak lensing measurements on a similarly-selected lens galaxy sample, leading to a result that is not as severely affected by systematic effects due to differences in sample selection, among others.
We take advantage of the large, homogeneous dataset from the Sloan Digital Sky Survey (SDSS; York et al. 2000) with well-defined photometry and available fibre spectroscopy. For the stacked weak lensing analysis, we will use a lens sample of ∼ 10 5 disk galaxies at redshifts z < 0.1; this is large enough to obtain decent S/N measurements. For the TFR analysis, we use a fair subsample of the lens sample, spanning the region in the parameter space of luminosity, galaxy colour, and size that the lens sample occupies. Our TFR sample consists of a set of galaxies with existing rotation curve measurements from P07, augmented by a comparable number of galaxies for which we have obtained new rotation curve measurements. By construction, our TFR sample matches the stellar mass function of the parent disk sample, and extends out to the same maximum redshift of 0.1 (unlike that used in P07).
In addition to determining the slope, zero-point, and scatter in the TFR, we also study the residuals from the TFR, and their correlation with other galaxy properties, such as disk size. Courteau & Rix (1999) argued that the lack of correlation between TFR residuals and disk size indicates that stars do not dominate the potential well in the optical regions of disk galaxies (but also see Dutton et al. 2007 ). Both Courteau et al. (2007) and P07 confirmed the lack of residual correlations in their galaxy samples. In this work, we go one step further and investigate residual correlations within different bins in stellar mass.
We also constrain the ratio of dynamical to stellar masses within the optical radius of disk galaxies, (M dyn /M * )(Ropt). We measure M dyn (Ropt) directly from the rotation velocity measurements, and infer M * from photometric estimates based on galaxy luminosity and colour (Bell et al. 2003) .
This paper is organized as follows: in §2, we describe previously existing data used in this work from SDSS ( §2.1) and from P07 measurements ( §2.2). In §3, we describe our sample selection. In the next three sections, we describe our derivation of the photometric and kinematic quantities used in the TFRs. In §4, we describe the bulge-disk decomposition fits from which we obtain disk parameters, such as disk size and axis ratio. In §5, we define the photometric quantities O that we consider as estimators of disk rotation velocity. In §6, we describe the steps in the derivation of the kinematic quantities Vrot from the long-slit spectroscopy observations. In §6.5, we check for various systematic effects that may be affecting these measurements.
In the next three sections, we analyse trends in these data. In §7, we describe the modelling, fitting, and interpreting the TFRs. In §8, we present calibrated TFRs for the different photometric quantities considered. In §9, we present alternative fits to the TFRs. In §10, we study correlations between residuals from the TFR and galaxy properties, such as disk axis ratio, galaxy colour, and disk size. In §11, we calculate the dynamical-to-stellar mass ratios within the optical radius of the galaxies, and study its correlations with stellar mass, disk size, and stellar surface density. Finally, we summarize and discuss our main results in §12.
Throughout, we adopt a cosmology with Ωm = 0.3, ΩΛ = 0.7, and h ≡ H/(100 km s −1 Mpc −1 ) = 0.7, and express all lengths in physical (not comoving) coordinates.
PREVIOUSLY-EXISTING DATA
We use publicly-available data from the SDSS, and augment long-slit spectroscopy data obtained by P07 with a set of new observations (described in §6.1). In §2.1, we describe SDSS imaging and spectroscopy, and define the SDSS photometric quantities used throughout this work. Then, in §2.2, we describe the sample and long-slit spectroscopy data of P07.
SDSS data
The seventh SDSS data release (DR7; Abazajian 2009) marks the completion of the SDSS-II phase of the survey and includes 11,663 deg 2 of imaging data, and over 9380 deg 2 of spectroscopy. The imaging was carried out by drift-scanning the sky in photometric conditions (Hogg et al. 2001; Ivezić et al. 2004) , in five bands (ugriz) (Fukugita et al. 1996; Smith et al. 2002) using a specially-designed wide-field camera (Gunn et al. 1998 ). All of these data were processed by automated pipelines that detect and measure photometric properties of sources, and astrometrically calibrate the data (Lupton et al. 2001; Pier et al. 2003; Tucker et al. 2006) .
Objects are targeted for spectroscopy using the imaging data (Blanton et al. 2003) . Main galaxy sample targets are selected as described by Strauss et al. (2002) . The Main galaxy sample target selection includes a Petrosian (1976) apparent magnitude cut of rP = 17.77 mag, with slight variation in this cut across the survey area. Targets are observed with a 640-fibre spectrograph on the same telescope (Gunn et al. 2006) . These spectra are obtained through 3 -diameter fibres. In this work, SDSS fibre spectra are used only for sample selection ( §3.1); the extraction of kinematic information from these spectra will be explored in future work.
In this work, we selected galaxy samples from the SDSS DR7 NYU-Value Added Galaxy Catalog (NYU-VAGC; Blanton et al. 2005) . The selection criteria for inclusion in the VAGC is very similar to that for the Main galaxy sample. The imaging reductions used is a recent version, v5 4 (described in Abazajian 2004) . The photometric calibration used is "uber-calibration", which utilizes overlaps of SDSS runs to obtain a more consistent large-scale photometric calibration of the survey (Padmanabhan et al. 2008) .
We derive photometric quantities based on measurements from the SDSS imaging pipeline. These measurements include Petrosian and model apparent magnitudes, Petrosian half-light radii R50, and isophotal axis ratios qiso. We note that both R50 and qiso are not corrected for seeing. qiso ≡ b25/a25 or ISO_B/ISO_A are measured at an isophote of 25 mag arcsec −2 . They provide a measure of the galaxy shape in its outer regions 1 and therefore a good initial estimate of disk axis ratios. 2 We will only use isophotal axis ratios for sample selection (c.f. §3.2) and use seeing-corrected estimates of disk axis ratios and sizes from two-dimensional bulgedisk decompositions (described in §4) for the TFR analysis, in particular, for deriving inclination corrections to the rotation velocities.
Absolute magnitudes are based on Petrosian apparent magnitudes, defined in Strauss et al. (2002) , following the original proposal by Petrosian (1976) . The essential feature of Petrosian magnitudes is that in the absence of seeing, they measure a constant fraction of a galaxy's light regardless of distance (or size).
Galaxy colours are based on model apparent magnitudes, described in Stoughton et al. (2002) and Abazajian (2004) . These magnitudes are based on fitting the two-dimensional PSF-convolved galaxy image with either a pure deVaucouleurs or a pure exponential profile, depending on which model has a higher likelihood based on the r-band galaxy image. The fits to the other bands use the same model parameters-size, axis ratio, and position angle-as in the r-band galaxy image, to get stable colours.
We correct both absolute magnitudes and colours for Galactic extinction using the dust maps of Schlegel et al. (1998) , internal extinction (as described in §5.1), and k-corrections to z = 0 using the kcorrect product version v4_1_4 of Blanton & Roweis (2007) . 3 We denote absolute magnitudes and colours that have not been corrected for internal extinction with the superscript "NC", e.g., M NC r , M NC i , (g − r)
NC . We reserve symbols without superscripts for quantities that have been corrected for internal extinction.
In addition to these photometric quantities from the SDSS photometric pipeline, we also use Sérsic (1968) indices ns provided with the NYU-VAGC, determined from radial profile fits performed by Blanton et al. (2005) .
P07 data
P07 selected 234 target galaxies from the SDSS DR2 Main galaxy sample with redshifts z < 0.05, absolute magnitudes −22 < M NC r < −18.5, and r-band isophotal axis ratios smaller than 0.6. In addition, they imposed an absolute magnitude-dependent upper limit on redshift, so that the galaxies in their sample have apparent half-light radii larger than 2 . In this work, we use a different set of selection criteria to define a disk galaxy sample (see §3.1).
P07 observations were carried out at the Calar Alto Observatory using the TWIN spectrograph mounted on the 3.5 m telescope with 1200 lines mm −1 grating, 6200-7300Å spectral coverage, and 1.5 slit width, and at the MDM Observatory using the CCDS spectrograph mounted on the 2.4 m Hiltner telescope with 600 lines mm −1 grating, 6500-6994Å spectral coverage, and 2 slit width. Integration times per galaxy vary from 1200 s for bright galaxies to three exposures of 1200 s for faint galaxies. We refer the reader to the original paper for further details about the long-slit spectroscopy observations and data reduction.
P07 obtained usable Hα rotation curves for 162 out of their 234 target galaxies (69 per cent); the other 72 targets had insufficient Hα line emission for obtaining rotation curves. Out of these 162 galaxies, we found that four were flagged for redshift measurement warnings, and one is not included in the NYU-VAGC. Out of the remaining 157 galaxies (hereafter referred to as the "P07 galaxy sample"), 99 pass our sample selection criteria (described in §3.1) and are included in our analysis. For these galaxies, we re-processed the longslit spectroscopy data obtained by P07 with the same pipeline used for data from our new observations.
SAMPLE SELECTION
As motivated in §1, we define two disk galaxy samples-(i) a parent disk sample of 169 563 galaxies, large enough to allow stacked weak lensing analysis, as well as detailed statistical analysis of galaxy properties, and (ii) a child disk sample of 189 galaxies, a subsample of the parent disk sample with measured rotation curves for kinematic analysis.
Insofar as this child disk sample is a fair subsample of the parent disk sample, results derived from it can be applied to the larger sample. Thus, we have made an effort to construct a child disk sample that spans the parameter space of galaxy properties-colour, physical size, and galaxy type-covered by the parent disk sample. Our child disk sample is composed of 99 galaxies from the P07 galaxy sample (see §2.2) and 90 galaxies for which we acquired new long-slit spectra, totalling 189 galaxies with Hα rotation curves.
We describe the selection criteria used to define the parent disk sample in §3.1. We describe the construction of the child disk sample in §3.2. Finally, we show that the distributions of galaxy properties are the same for the two samples in §3.3.
Parent disk sample
We define the parent disk sample to be a large sample of nearby, star-forming, disk galaxies from the SDSS, appropriate for weak lensing and detailed statistical analysis. Galaxy colour and Sérsic index are often used in the literature to select disk galaxies, but applying such cuts needlessly excludes a significant population of disk galaxies (Maller et al. 2009 ). Thus, we do not apply any cuts on galaxy colour, and apply only a conservative cut on Sérsic index.
To select star-forming galaxies, we primarily rely on the Hα emission-line strength observed through the SDSS fibre as a marker of star formation.
4 Thus, we explicitly select galaxies that are likely to have sufficient Hα emission for obtaining rotation curves. As a consequence, gas-poor S0s will be excluded automatically. This selection enabled us to efficiently use our observing time and obtain usable rotation curves for all of our targets (compared to only 69 per cent of targets for P07).
We select the parent disk sample from the SDSS DR7 NYU-VAGC described in §2.1. To clean the sample, we exclude candidate objects that have spectroscopic redshift measurement warnings (0.8 per cent) and those that are not spectroscopically confirmed as having class "GALAXY" (2.5 per cent). This selection yields a total of 686 656 galaxies.
We then apply the following selection criteria:
(i) 0.02 < z < 0.10
(iv) 0.5 < ns < 5.9 AND ns < 1.7 − (Mr + 18.0) is the r-band absolute magnitude corrected for Galactic extinction and k-corrected to z = 0 (but not corrected for internal extinction), f obs (Hα) is the observed Hα emission-line flux through the SDSS spectroscopic fibre, and ns is the iband Sérsic index determined by Blanton et al. (2005) . The final cut removes galaxies with active nuclei (AGN) and is based on the ratio of high-to low-ionization emission-line fluxes, as measured through the SDSS fibre. We describe each of these cuts in detail below.
(i) Redshift cut. We apply a lower limit on redshift that ensures that the uncertainty in the absolute magnitude due to peculiar velocities (≈ 300 km s −1 ) is no larger than 5 log(1 + 300/6000) = 0.11 mag. We also note that galaxies with z < 0.02 are not very useful for weak lensing because they would have negligible tangential shear compared to lens galaxies at higher redshifts.
The maximum redshift of 0.1 is a practical choice given the angular resolution required to obtain resolved rotation curves, as well as the need to obtain longslit spectroscopic observations for the child disk sample within a reasonable time. After applying this cut, a total of 327 027 candidates remain.
(ii) Absolute magnitude cut. Following P07, the bright-end cut at M NC r = −22.5 mag excludes many non-starforming (i.e., elliptical) galaxies that may contaminate the sample. This cut removes 10 852 candidates or 3.3 per cent of those from (i).
(iii) Hα flux cut. We apply a lower limit on the Hα emission-line flux observed through the SDSS spectroscopic fibre. We measure the Hα flux, f obs (Hα), by simultaneously fitting a set of three Gaussians plus a linear continuum to the Hα and [NII]6548,6583 lines (with the ratio of [NII] 6548 to [NII] 6583 flux fixed to 1:3 and all line widths required to be equal).
We choose the lower limit to be the value that roughly divides the bimodal distribution in Hα flux formed by the non-starforming and star-forming galaxy populations. This cut removes 37 per cent of candidates from (ii), leaving a total of 198 769 galaxies.
We note that this cut introduces some redshift dependence. Since for nearby galaxies, the SDSS fibre is only sensitive to the central regions, some star-forming galaxies with extended Hα emission but suppressed central Hα emission would be rejected.
(iv) Sérsic index cut. We apply a conservative upper limit on the i-band Sérsic index that depends on absolute magnitude. This cut closely approximates the 90th percentile ns values at each M NC r (increasing linearly from 2.2 at −18.5 mag to 5.7 at −22.0 mag). We also restrict to galaxies with 0.5 < ns < 5.9 to ensure that the fits are not at the limits of the the allowed parameter space, ns ∈ [0.5, 6.0]. This cut removes 10 019 candidates or 5 per cent of those from (iii).
(v) AGN removal cut. It is important to exclude active galaxies (AGN) from our sample to ensure that most or all of the observed Hα emission comes from the disk, rather than the central engine, and can thus reliably trace the rotation of the disk. We use a standard diagnostic emission-line ratio diagram (Baldwin et al. 1981) and apply the theoretical emission-line ratio cut of Kewley et al. (2001) to classify AGN. This cut is more conservative (removes fewer galaxies) than the empirical cut of Kauffmann et al. (2003) . In line with being conservative, we only exclude galaxies that have S/N > 1 on all six emission lines. This final cut removes 10 per cent of candidates from (iv), 5 and yields our parent disk sample with 169 563 galaxies.
To measure the emission-line fluxes, we first subtract a best-fit stellar continuum from the SDSS spectrum, following the procedure of Hao et al. (2005) . We then perform a Gaussian fit to the continuumsubtracted spectrum similar to the procedure described above to measure the Hα flux. We repeat the process to measure the Hβ and [OIII]4959,5007 lines (with the ratio of [OIII] 4959 to [OIII]5007 flux fixed to 1:3).
We have not applied an axis ratio cut to the parent disk sample, but we require r-band isophotal axis ratios qiso < 0.6 on the child disk sample, following P07, to allow accurate inclination corrections to the galaxy rotation velocities. This cut is satisfied by 45 per cent of the parent disk sample, or 75 668 galaxies. Figure 1 shows the distributions of galaxy properties for the parent disk sample galaxies (all galaxies and those with qiso < 0.6 are shown in thick and thin black histograms, respectively). Also shown are the distributions for galaxies that satisfy the redshift cut (i) but were excluded by the rest of the selection criteria (red histograms). Panels show the following galaxy properties: absolute magnitude Mr, stellar mass M * , Petrosian apparent magnitude rP, redshift z, g −r colour, physical i-band Petrosian half-light radius R 50,phys , i-band Sérsic index ns, and r-band isophotal axis ratio qiso. Stellar masses M * correspond to the Kroupa (2002) IMF and were determined from i-band absolute magnitudes and g − r colours, using stellar mass-to-light ratio estimates from Bell et al. (2003) , as described in §5.4.1. The other photometric quantities were defined in §2.1.
The distributions in g − r and ns indicate that our selection criteria have successfully excluded the population of non-starforming (elliptical) galaxies, which constitute the red peak in g − r colour at ∼ 0.75 mag and . Distribution of basic properties of galaxies in the parent disk sample (thick black histograms; 169 563 galaxies), those in the parent disk sample with isophotal axis ratios q iso < 0.6 (thin black histograms; 75 668 galaxies), and those galaxies that satisfy the redshift cut (i) but were excluded from the parent disk sample by the rest of the selection criteria (red histograms; 157 464 galaxies). Upper panels show absolute magnitudes Mr, stellar masses M * , Petrosian apparent magnitudes r P , and redshifts z. Lower panels show g − r colours, physical Petrosian half-light radii R 50,phys , Sérsic indices ns, and isophotal axis ratios q iso .
the broad bump of high Sérsic indices around ns ∼ 3.5 (see red histograms in Fig. 1 for the excluded galaxies). Recall that our selection relies primarily on the presence of the Hα line emission and does not impose any strict cuts in either colour or Sérsic index.
Child disk sample
We aim to construct a child disk sample that is a fair subsample of the parent disk sample for use in our kinematic analysis. By combining existing data from P07 with newly-acquired observations, we have constructed a child disk sample of 189 disk galaxies with usable Hα rotation curves. Of the 157 galaxies in the P07 galaxy sample, 99 pass our selection criteria (in §3.1) and are included in the child disk sample. Of the 58 rejected galaxies, 3 failed due to the absolute magnitude cut, 17 due to the Hα flux cut, 11 due to the Sérsic index cut, and 27 due to the AGN cut. The AGN fraction of 17 per cent is larger than the overall fraction of 10 per cent (c.f. criterion (v) in §3.1). This may be attributed to the tendency for galaxies in the P07 sample to be of earlier type, and therefore more likely to host AGN (Bundy et al. 2008 , but also see Xue et al. 2010 ).
The other 90 galaxies in the child disk sample have been selected from the parent disk sample to fill in regions of the parameter space in luminosity, colour, and size that were not well covered by the existing dataset (see Fig. 2 ). We require these galaxies to have r-band isophotal axis ratios qiso < 0.6, following P07, to avoid large inclination corrections to the rotation velocities. We have targeted and acquired long-slit observations of these galaxies, as described in §6.1. Table 1 lists the 189 galaxies in the child disk sample, together with their basic properties and the instrument used in their observation. For the five galaxies with repeat observations, instruments from both observations are listed. Figure 2 shows the distribution of child disk sample galaxies in the parameter space of absolute magnitude Mr, g − r colour, and physical half-light radius R 50,phys Figure 2 . Distribution in the parameter space of absolute magnitude Mr, g − r colour (left panel) and physical half-light radius R 50,phys (right panel) of 189 galaxies in the child disk sample. Newly-observed galaxies are shown as open circles (90 galaxies), and previously-observed galaxies from P07 are shown as filled circles (99 galaxies). Galaxies in the parent disk sample (169 563 galaxies) are shown as yellow dots, and their median relations and 1-and 2-σ percentile bounds are shown in solid, dashed, and dotted lines, respectively. For comparison, galaxies from the P07 galaxy sample that failed our selection criteria (58 galaxies) are shown as red stars.
(open and filled circles), compared with that of parent disk sample galaxies (yellow dots). Also shown are the median relations (solid lines) and the 1-and 2-σ percentile limits (dashed and dotted lines, respectively) for the parent disk sample. As desired, the child disk sample spans the parameter space covered by the parent disk sample fairly well over most of the luminosity range covered. Moreover, 68 and 93 per cent of galaxies in the child disk sample lie within the 1-and 2-σ percentile bounds of the parent disk sample, close to the expected values of 68 and 95 per cent, respectively. In Fig. 2 , previously-observed and newly-observed galaxies are shown as filled and open circles, respectively. The former cover the bright and faint ends, while the latter fill in the region of intermediate absolute magnitudes −21 Mr −19.5 mag, by construction. Galaxies from the P07 galaxy sample that failed our selection criteria are shown as red stars. These excluded galaxies tend to be more luminous and redder than the mean population (i.e., earlier-type disks). . Distribution of basic properties for galaxies in the child disk sample (thick black histograms; 189 galaxies), P07 galaxy sample (thin black histograms; 157 galaxies), and parent disk sample (red histograms; 169 563 galaxies). As in Fig. 1 , upper panels show absolute magnitudes Mr, stellar masses M * , Petrosian apparent magnitudes r P , and redshifts z. Lower panels show g − r colours, physical Petrosian half-light radii R 50,phys , Sérsic indices ns, and isophotal axis ratios q iso . tively). Table 2 compares mean values of some basic galaxy properties for the three samples. Figures 2 and 3 show that the P07 galaxy sample is skewed toward brighter luminosities, higher stellar masses, redder g − r colours, and higher Sérsic indices, compared to the parent and child disk samples. By construction, the child disk sample follows the distribution of the parent disk sample more closely. However, because the child disk sample includes many galaxies from the P07 galaxy sample, it retains a slight bias towards brighter luminosities, higher stellar masses, and higher Sérsic indices (but not redder colours).
Child vs. parent disk sample
We check that the child disk sample is a fair subsample of the parent disk sample once the small difference in their luminosity distributions are taken into account. To do this, we construct ten random subsamples of the parent disk sample with the same number of galaxies and the same Mr distribution (in 0.3 mag wide bins) as the child disk sample. We find that the distributions in g − r colour, Sérsic index ns, and physical half light radius R 50,phys for the child disk sample are consistent with the mean distributions for the ten random subsamples of the parent disk sample within the sampling variance (as can be gleaned from Fig. 3) .
We also perform a Kolmogorov-Smirnov (KS) test to check whether each pair of distributions is consistent with being drawn from the same underlying population. We find mean D-statistic values equal to 0.12, 0.11, and 0.14 for the distributions in g − r, ns, and R 50,phys , respectively (D = 0 if the two distributions are identical). The large values of the corresponding probabilities P (D > observed)-15, 26, and 9 per cent, respectively-indicate that we cannot reject the null hypothesis that the two distributions were drawn from the same population.
In contrast, the P07 galaxy sample is highly inconsistent with being drawn from the same distribution as the parent disk sample. Performing the same matching in absolute magnitude distributions and KolmogorovSmirnov tests, we find D-statistic values equal to 0.20, 0.27, and 0.24, all with probabilities P (D > observed) much less than 1 per cent-7 × 10 −3 , 9 × 10 −5 , and 8 × 10 −4 .
BULGE-DISK DECOMPOSITIONS
First, we describe our motivation for performing bulgedisk decomposition (B+D) fits and how these results are used in this work ( §4.1). Then, we describe the B+D fitting procedure ( §4.2). Finally, we show example fits and discuss some results ( §4.3).
Motivation and use
We perform two-dimensional B+D fits of galaxies in the child disk galaxy sample to determine their disk sizes and axis ratios, and enable accurate rotation velocity estimates. The fits also provide disk-to-total light ratios, D/T , and surface brightness profiles, which we will present and analyze in future work.
In this work, we use only three basic parameters from the B+D fits:
• q d : disk axis ratio • R d : disk scale length • R80: radius containing 80 per cent of the total galaxy light We fit to the SDSS i-band galaxy images because this band is less affected by dust than the g and r bands (while the z band has noisier photometry).
Disk axis ratios q d from the B+D fits are more accurate than the isophotal axis ratios qiso from the SDSS photometric pipeline (used in our sample selection), because the latter is affected by the presence of a bulge and variations in seeing conditions. We therefore use q d to determine internal extinction corrections to absolute magnitudes and colours (as described in §5.1). More importantly, we use q d to determine inclination corrections to the observed rotation velocities (c.f. Eq. 22).
Fitting procedure
Numerous studies have performed two-dimensional bulge-disk decomposition of galaxy light profiles, in order to quantify their morphological properties (Gadotti 2009; Benson et al. 2007; Allen et al. 2006; Peng et al. 2002) . However, a bulge-disk decomposition into an exponential disk plus a Sérsic bulge requires a fit with a large number (12) of free parameters, many of which are degenerate, in particular, the bulge Sérsic index, the bulge effective radius, and the bulge central surface brightness.
Fortunately, the surface density profiles of nearby disk galaxies are adequately described, on average, by a double-exponential profile (MacArthur et al. 2003; Graham & Worley 2008; McDonald et al. 2011) .
6 Since we are not interested in the detailed morphology of galaxy bulges in this work, we have chosen to fix the bulge Sérsic index to 1, yielding more robust fits to the bulge and disk.
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We fit the i-band galaxy images with a doubleexponential distribution:
where R d is the disk scale length, R eff is the effective radius of the bulge (equal to 1.68 times its scale length), and I d , I b are the central surface brightness of the disk and bulge components, respectively. The radial coordinate R, is given by an ellipse centered at (x0, y0)
where q (b,d) denotes the axis ratios of the bulge and disk, respectively. As with the SDSS exponential models, the surface brightness of each component is truncated at 4 times the effective radius, with a smooth fall-off to zero between 3 and 4 effective radii. We use the SDSS DR7 i-band atlas images from the most recent reductions (v5_6) (Aihara et al. 2011 ). These are sky-subtracted images 8 of typically less than 200 × 200 pixels. The fits are done by minimizing the weighted difference between the image and the model convolved with the PSF at the galaxy position. The minimizer used is the Levenberg-Marquardt minimizer mpfit2dfun in IDL (Markwardt 2009 ). Each pixel is weighted by its inverse variance, which is computed using the locally measured sky background counts from SDSS for each galaxy.
The initial conditions for the fit are taken from the SDSS measurements of R_EXP, the exponential scale length, and AB_EXP, the exponential fit axis ratio, and the total flux of the atlas image. The initial axis ratio and position angle of the bulge are chosen to be the same as those of the disk. The initial scale length of the bulge is set to 40% of the disk, and the initial D/T is set to 0.6. The fits are robust against changes in the initial conditions, specifically changes in the initial bulge size and D/T .
In order to compare the model to the atlas image during fitting, the model is convolved with the locally measured point-spread-function from the SDSS pipeline. For each galaxy, the fitter returns the bestfit parameters, the covariance matrix of these parameters, and the reduced χ 2 value for the fit. Since each fit consists of two exponential profiles, we chose the exponential with the smaller scale length to be the bulge.
Our model consists of two axisymmetric exponential profiles, so we are unable to fit any nonaxisymmetric features such as spiral arms, bars, and dust lanes. For galaxies in which these features are very prominent, the model is inadequate. Additionally, our model is inadequate for highly-inclined disks, where the semi-minor axis of the galaxy image (R d × q d ) is comparable to the disk scale height. At inclinations of ∼ 70
• , the errors in the surface brightness are between 5% and 10%, for reasonable disk scale heights. If the bulge of such a disk galaxy is disk-like (i.e., a pseudo-bulge) but is not highly inclined, it is still possible to fit it accurately. Figure 4 shows the observed, model, and residual images (from left to right) from B+D fits of four galaxies (from top to bottom), chosen for illustration: SDSSJ013017+14 and SDSSJ153433+41 are diskdominated galaxies, with D/T = 0.99 and 1.00, respectively; SDSSJ234107−01 has a more substantial bulge, with D/T =0.81; SDSSJ204913+00 is an extreme caseit has an edge-on disk and a substantial bulge; the disk light is obscured by dust, resulting in an extremely low reported D/T of 0.54.
Results

Panels in
We use both 2.2R d and R80 to set the radius at which to define the disk rotation velocity amplitude (see §6.4). We note that R80 is less sensitive to any degeneracies in the B+D fit. The ratio R80/(2.2R d ) clearly depends on the relative size of the bulge and disk. Its value is 1.4 for a pure exponential disk (D/T = 1), and decreases smoothly down to 1.2, 1.1, and 1.0 for D/T = 0.8, 0.7, and 0.6, respectively. Table 3 lists the best-fit parameters from the i-band B+D fits of galaxies in the child disk sample, together with their reduced χ 2 values. Figure 5 shows distributions of 2.2R d , R80, q d , and D/T . The 5th, 50th (median) and 95th percentile values for 2.2R d are 3.4, 7.4, and 12.2 kpc, respectively; for R80, they are 4.3, 9.8, and 16.5 kpc, respectively.
We find that disk axis ratios q d from the B+D fits correlate well with the isophotal axis ratios qiso from SDSS, and are lower by 8 per cent on average. As noted earlier, the isophotal axis ratios are affected by seeing and bulge light, and both effects tend to increase the inferred axis ratios. In §5.1, we describe corrections to qiso to estimate disk axis ratios for the parent disk sample (to be used for internal extinction corrections).
Out of the 189 galaxies in the child disk sample, 86 (46%), 135 (71%), and 165 (87%) have D/T greater than 0.95, 0.9, and 0.8, respectively. We find that the majority of galaxies with D/T greater than 0.95 have ns < 2.3, but there is a large scatter in ns for any given D/T . Two galaxies-SDSSJ124545+52 and SDSSJ204913+00 (shown in bottom panels of mation of the disk light (due to large amounts of dust extinction), and a large overestimation of R80. For both galaxies, we do not use the overestimated values for R80. Instead, we assign R80 = 2.3R d , based on the relation between these two disk sizes for B+D model galaxies with D/T ≈ 0.5.
DERIVATION OF PHOTOMETRIC QUANTITIES
Our aim is to construct photometric estimators of disk rotation velocities by calibrating their respective TFRs. We begin by describing how we apply internal extinction corrections to galaxy absolute magnitudes and colours ( §5.1). We do not apply any internal extinction corrections to the disk scale lengths, but note that their effect on the rotation velocity amplitudes used in the TFRs is small (see §6.4 for details). Next, we define the different photometric quantities, namely: absolute magnitudes, synthetic magnitudes, stellar masses, and baryonic masses ( §5.2- §5.5). We also define and characterize the associated observational errors, which are important for estimating the intrinsic scatter in the TFRs. In light of future applications, we have focused on estimators that are readily available for the full parent disk sample (i.e., do not require B+D fits).
Internal extinction corrections
Disk galaxies are affected by dust obscuration; an inclined disk galaxy appears redder and fainter than if it were face-on (e.g., Burstein et al. 1991) . Therefore, we apply internal extinction corrections to the absolute magnitudes and colours of galaxies in both the child and parent disk samples. If these corrections are not applied, extinction effects can induce a spurious correlation between disk inclination and residuals from the TFR. We demonstrate that our corrections effectively remove this correlation in §10.1.
Traditionally, internal extinction corrections are applied relative to the face-on orientation, but any inclination (or, equivalently, axis ratio) can be used as a reference point. In fact, correcting to a reference inclination that is typical of the galaxy sample has the advantage of minimizing the amount of the correction, as well as the corresponding uncertainty. For this reason, we use extinction corrections to a reference inclination θ * (corresponding to an axis ratio q * ), which are related to face-on corrections by
Here, the superscript 'θ − θ * ' denotes corrections to a reference inclination θ * , and 'θ − 0' denotes corrections to face-on orientation. Note that both corrections are relative, and do not account for extinction in a face-on system. We choose q * = q d = 0.40, the mean disk axis ratio of the child disk sample.
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Following the empirical prescription of Tully et al. (1998) , which is based on a study of 87 spiral galaxies in the Ursa Major and Pisces clusters with photometry in the Johnson B, Cousins RI, and an infrared K band, we calculate the extinction A λ , in the passband λ, to be
where q d is the disk axis ratio, and M NC λ is the Petrosian absolute magnitude without internal extinction correction.
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The γ λ in Eq. 4 are linear functions of M λ , given in Eqs. (3)- (5) of Tully et al. (1998) for the BRI bands (at effective wavelengths 4448, 6581, and 8059Å, respectively). To determine γ λ for the SDSS bands ugriz, we first use conversion formulae from Table 7 of Smith et al. (2002) to estimate BRI absolute magnitudes from the SDSS g-band absolute magnitudes, g − r and r − i colours. Then, we fit a quadratic function to γB, γR, and γI as a function of λ and interpolate (or extrapolate) γ λ for the SDSS ugriz bands, with effective wavelengths 3557, 4825, 6261, 7672, and 9097Å, respectively (close to the BRI passbands).
For the child disk sample, disk axis ratios q d were derived from B+D fits ( §4). For the parent disk sample, for which we have not performed B+D fits, we approximate the disk axis ratios by applying corrections Cq to the SDSS isophotal axis ratios qiso 9 For comparison, the mean axis ratio of a sample of randomly-oriented disks with an intrinsic axis ratio (ratio of the vertical and radial scale lengths) of 0.19 is 0.67. Recall that the child disk sample is restricted to low-axis ratio galaxies, with q iso < 0.6. 10 A more recent work, Maller et al. (2009) explored the dependence of γ λ on both M K and ns. For ns = 1.0, their values of γ λ are comparable with those of Tully et al. 1998 , although the inferred dependence on M K differs (c.f. their Fig. 10 ). We have not adopted their corrections because they require infrared data. Table 3 . Best-fit parameters from i-band B+D fits for 189 galaxies in the child disk sample. Notes. -Col. (1) (7): Reduced χ 2 of the B+D fit (ν is the number of degrees of freedom).
where fPSF = θPSF/R50, the ratio of the seeing PSF FWHM to the galaxy's Petrosian half-light radius. Motivated by available data from the child disk sample, we adopt the fitting formula
for galaxies with qiso 0.6. From a least-squares fit to the child disk sample dataset, we find m1 = 0.22 and m2 = −0.32. For galaxies with qiso > 0.6, we set Cq = 1. The mean value of Cq for the parent disk sample is 1.07.
By construction, the mean internal extinction corrections A θ−θ * λ are small for the child disk sample: 0.03 mag for the u, g, and r bands and 0.02 mag for the i and z bands. For the i-band, the 5th, 50th, and 95th percentile values are −0.22, 0.01, and 0.28 mag, respectively. The mean internal extinction corrections to faceon orientation A θ−0 λ are larger: 0.67, 0.60, 0.51, 0.41, and 0.31 mag for the ugriz bands, respectively. If we were to correct to face-on orientation instead, the main effect would be a shift in the derived zero-points of the M λ TFRs by an amount given by the relative internal extinction corrections (as we show explicitly in §9.2).
Absolute magnitudes
Internal extinction-corrected absolute magnitudes M λ , as described in §2.1, are calculated as
Here, m P,λ is the apparent SDSS Petrosian magnitude in the band λ, DL is the luminosity distance calculated from the SDSS redshift (with cosmology Ωm = 0.3, ΩΛ = 0.7, and h = 0.7), K λ is the k-correction to z = 0 calculated using the kcorrect product version v4_1_4 of Blanton & Roweis (2007) , A MW λ is the correction for Galactic extinction based on dust maps of Schlegel et al. (1998) , and A θ−θ * λ is the internal-extinction correction to the mean inclination of the child disk sample (Eqs. 3 & 4) . M NC λ is defined similarly, but without the internal extinction correction term.
We estimate the uncertainty in M λ to be
with terms representing the uncertainty in m P,λ , DL, and A θ−θ * λ , respectively. We neglect the smaller uncertainties from the redshift, k-correction, and Galactic extinction correction measurements. We use uncertainties δm P,λ derived from the kcorrect routines, which have imposed a minimum uncertainty of [0.05, 0.02, 0.02, 0.02, 0 .03] mag in the ugriz bands (to account for uncertainties in the absolute calibration for each galaxy). For the distance uncertainty, we adopt δVpec = 300 km s −1 , the typical amplitude of small-scale peculiar velocities (Strauss & Willick 1995) . The second term has 5th, 50th, and 95th percentile values of 0.03, 0.07, and 0.12, respectively. For the internal extinction correction uncertainty, we follow other authors (e.g., P07) and arbitrarily adopt δA
However, since we correct to the mean inclination (instead of face-on orientation), our extinction corrections, as well as the associated uncertainties, are much smaller. The median value of δA θ−θ * λ is less than 0.01 mag in all bands. For the i band, the 5th and 95th percentile values are −0.07 and 0.09 mag, respectively.
The uncertainty in the absolute magnitude is dominated by the uncertainty due to peculiar velocities. The median uncertainty in M λ is 0.09 mag for the g, r, and i bands, and 0.14 mag for the z band. For the i-band, the 5th and 95th percentile values are 0.04 and 0.15 mag, respectively.
Synthetic magnitudes
We define a synthetic magnitude to be a linear combination of the absolute magnitude in some band λ and a chosen colour,
where α is some coefficient that we are free to choose. Using this quantity generalizes the method of applying colour-based M * /L corrections to luminosities to estimate stellar masses (Bell et al. 2003; see §5.4.1) In this work, we aim to define optimal photometric estimators of rotation velocity. Therefore, we choose the coefficient α to be the value that minimizes the scatter in the inverse TFR, in which Msyn is the independent variable, and rotation velocity is the dependent variable (c.f. Eq. 26 in §7.1).
Internal extinction-corrected galaxy colours, as described in §2.1, are calculated as
where m model,λ are apparent SDSS model magnitudes, NC is defined similarly, but without the internal extinction correction terms.
We estimate observational errors in the g − r colour to be
Other colours are defined similarly. The median uncertainty in colours that do not involve the u band range from 0.03 to 0.05 mag. Colours involving the u band have slightly higher median uncertainties, ranging from 0.06 to 0.08 mag.
Stellar masses
We consider two kinds of stellar mass estimates: Bell et al. (2003) and MPA/JHU stellar masses, defined in §5.4.1 and §5.4.2, respectively. We convert both estimates to correspond to the same IMF normalization. We adopt the Kroupa (2002) IMF, which adequately represents direct observational estimates of the IMF for late-type galaxies. (The normalization of this IMF is 0.3 dex lower than that for a Salpeter IMF with a lower mass cut-off of 0.1 M .) We compare the two different stellar mass estimates in §5.4.3.
Bell et al. (2003) stellar masses
Our primary stellar mass estimate, denoted by M * or M * ,Bell , are calculated following the prescription of Bell et al. (2003) . First, we calculate i-band luminosities
where M ,i = 4.56 mag, and 1.1z is the mean evolution correction (in their stellar population models). Then, we calculate g − r colour-based stellar mass-to-light ratios
with a
Bell i = −0.22 and b
Bell i = 0.86. The final term, −0.15, converts the normalization from the "diet Salpeter" IMF adopted by Bell et al. (2003) to a Kroupa IMF.
11 Finally, we calculate stellar masses
We have used absolute magnitudes and colours uncorrected for internal extinction because Bell et al. (2003) did not apply any such corrections. Moreover, as noted in Bell & de Jong (2001) , dust affects the stellar mass estimates in two different ways that cancel out to first order: dimming of the galaxy light leads to a lower luminosity and therefore a lower stellar mass estimate, but dust reddening leads to a higher stellar mass-tolight ratio, and consequently, a higher stellar mass estimate. Because of this partial cancellation, corrections for the fact that galaxies in the child disk sample have smaller axis ratios compared to the full galaxy population (used by Bell et al. 2003) , and therefore larger internal extinctions, on average, are tiny, and are not applied for simplicity.
To estimate the statistical uncertainty in M * , we propagate errors from Mi and g − r, as given by Eqs. 8 and 10, with the internal extinction correction terms excluded. For the child disk sample, the mean statistical uncertainty in M * ,Bell (at fixed Kroupa IMF) is 0.041 dex.
MPA/JHU stellar masses
The second set of photometric stellar mass estimates, denoted by M * ,MPA, are based on fits to the ugriz spectral energy distribution (SED) from the MPA/JHU group.
12 We define M * ,MPA to be the reported median of the probability distribution function (PDF), with 0.05 dex subtracted, to convert the normalization from their adopted Chabrier IMF to a Kroupa IMF. We define the uncertainty in M * ,MPA to be half of the difference between the 84th and 16th percentiles of the PDF. For the child disk sample, the mean statistical uncertainty in M * ,MPA (at fixed Kroupa IMF) is 0.089 dex. 
Comparison of M * ,Bell and M * ,MPA
Both the Bell et al. (2003) and MPA/JHU stellar masses are based on SED fits to SDSS photometry, but they employ different methods, including different sets of model spectra (the latter allows for a wider possible range in parameters), different stellar population synthesis codes (Bruzual & Charlot 2003 vs. Fioc & Rocca-Volmerange 1997 , and different treatments for extinction (the former does not apply internal extinction corrections, while the latter does). Figure 6 compares the two kinds of stellar mass estimates for the parent and child disk samples (yellow dots and red circles, respectively). There is a clear systematic difference between the two, which increases toward lower stellar masses. It is understandable why the lowest masses are the most problematic; low-mass galaxies have more dust and complicated star formation histories. It is somewhat reassuring that the two estimates approach agreement at the high mass end, but it is unclear which is more correct for lower masses.
Given these uncertainties in our current knowledge, we will present our main results using both kinds of stellar masses. This will give the reader a sense of the range of allowed scenarios (at fixed IMF), and explicitly show which of our conclusions are robust to systematics associated with the stellar mass estimates.
Baryonic masses
We calculate baryonic mass estimates as a sum of stellar and gas masses: M bar = M * ,Bell + Mgas, with M * ,Bell given by Eq. 13. We adopt u − r colour-based gas-tostellar mass ratio estimates from Kannappan (2004) log(Mgas/M * ,Bell ) = 1.46 − 1.06(u − r) NC + 0.15, (14) which was derived from 346 galaxies in SDSS DR2 (Abazajian 2004 ) with infrared data from 2MASS (Jarrett et al. 2000) and HI data from HyperLeda (Paturel et al. 2003) . We have used colours uncorrected for internal extinction because Kannappan (2004) did not apply any such corrections. The addition of 0.15 dex converts the normalization of M * ,Bell from their adopted "diet Salpeter" IMF to a Kroupa IMF.
To calculate statistical uncertainties in M bar , we propagate errors from M * and (u − r) NC . For the child disk sample, the mean statistical uncertainty in M bar (at fixed Kroupa IMF) is 0.043 dex.
The above relation, Eq. 14, has a large scatter, 0.42 dex, which seems to be mostly physical. 13 We note that there are substantial systematic uncertainties in this relation as well. However, since we are primarily interested in using M bar as a photometric estimator of disk rotation velocity, its precision as an estimate of the true baryonic mass of a galaxy is of secondary importance. Regardless, it will be useful to know whether M bar yields a tighter ITFR than say, M * or Msyn. Figure 7 shows gas-to-stellar mass ratios for the parent and child disk samples (yellow dots and red circles, respectively). This ratio varies from ∼ 30 per cent at the highest stellar masses, to a factor of ∼ 3 at the lowest masses. For the child disk sample, the 5th, median, and 95th-percentile values are 0.13, 0.60, and 2.29, respectively.
DERIVATION OF KINEMATIC QUANTITIES
We begin this section by describing our long-slit spectroscopy observations and reductions of the raw data ( §6.1). Then, we describe the steps in our rotation curve analysis pipeline. First, we extract rotation curves from the two-dimensional long-slit spectra ( §6.2). Then, we perform fits to these rotation curves ( §6.3). Finally, we define the disk rotation velocities that are used in the TFRs ( §6.4).
In the final subsection, we investigate the effect of systematics on the determination of these rotation velocities. First, we investigate the effect of slit misalignments ( §6.5.1). Next, we compare the rotation curves extracted from multiple observations of the same galaxy, for the five galaxies observed by both us and P07 ( §6.5.2). Finally, we compare the rotation velocities derived from our analysis pipeline with those reported by P07 ( §6.5.3). Kroupa IMF Figure 7 . Stellar-to-gas mass ratios derived from u − r colours from Kannappan (2004) (Eq. 14) vs. stellar masses M * ,Bell for the parent and child disk samples (yellow dots and red circles, respectively). Error bars show 1-σ uncertainties. Solid, dashed and dotted curves show the median relation and 1-and 2-σ limits for the parent disk sample.
Long-slit spectroscopy observations and data reduction
We carried out long-slit spectroscopy observations with the 3.5 m telescope at Apache Point Observatory (APO) using the Dual Imaging Spectrograph (DIS) with a 1200 lines mm −1 grating and 1.5 slit. The spectral range covered is 6433-7615Å (centered at 7024Å). The linear dispersion is 0.58Å pixel −1 , and the instrumental resolution is approximately 2 pixels or 50 km s −1 (at the typical observed wavelength of the Hα line).
We observed a total of 95 galaxies over 25 halfnights between March 2009 and June 2010. In most cases, we took three 1200 s exposures, except for a few bright, nearby galaxies for which we took two 1200 s exposures. All targets were observed with the slit position angle (PA) set on the major axis of the galaxy, determined from SDSS PHOTO exponential fits to the r-band images in most cases (see §6.5.1 for details). Table 4 lists the galaxy names, redshifts, slit PA's, exposure times, and observation dates.
To test systematics, we observed two galaxies with the slit PA set on the minor axis, and another two galaxies with the slit PA set at ±10 degrees off the major axis (see §6.5.1). In addition, five galaxies from the P07 sample were re-observed with DIS (see §6.5.2); for these galaxies, we use the DIS observations in the final analysis.
Flat-fielding, bias-subtraction, wavelength calibration, linearization, and flux calibration were performed using standard IRAF 14 routines. Wavelength calibration and linearization used HeNeAr arc frames. For flux calibration, Feige 34, Feige 56, BD26+2606, and HD 192281 were used as standard stars (selected to match the airmass and time of observation). The use of multiple exposures for each observation allows cosmic ray removal. We combine frames using the IRAF routine imcombine with option reject=crreject. For sky subtraction, we took the average sky spectrum over 21 pixels (12Å) on either side of the galaxy's Hα emission. Then, from each area of the CCD on either side of the galaxy's continuum center, we subtracted the average sky spectrum measured from that side.
Rotation curve extraction
We begin by defining the radial bins for the extracted rotation curve. First, we choose the central row to be at the peak of the galaxy continuum flux (defined to be the total flux over rest wavelengths 6590-6630Å). Then, we bin together rows on either side of the central row with increasing bin sizes of 1, 1, 2, 2, 4, 6, 8, 12, 20, 32, 56, 80 , and 100 pixels, for a total of 27 radial bins (1 pixel = 0.577Å). We take the mean over the rows in each bin to get binned spectra. With this choice of binning, the S/N of the binned spectra remains roughly constant with radius (since the bins cover increasingly larger areas as the galaxy flux falls off with radius).
For each of the binned spectra, we fit a set of three Gaussians plus a linear continuum to the Hα+[NII]6548,6583 emission lines, over the wavelength range 6520-6610Å. We fix the ratio of [NII] 6548 to [NII]6583 flux to the theoretical value 1:3 and require all line widths to be equal. We find the best-fit Hα line center λHα, line width σHα, Hα line flux, and [NII]6548 line flux using a Levenberg-Marquardt least-squares minimization routine in IDL called MPFIT. 15 We perform a set of 500 Monte-Carlo realizations (varying the flux at each wavelength according to the error in that flux measurement) to estimate errors in the fit parameters.
For each bin, we also get a flux-weighted average spatial position R , using as weights the total flux over the wavelength range λHα ± 3σHα for each row of that bin. Finally, we convert the rest-frame Hα line centers and errors into circular velocities to obtain the observed rotation curve V obs (R i ), with uncertainties σV,i.
As desired, σV,i is roughly constant with radius. The 5th, 50th, and 95th percentile values for σV,i (averaged over all radii) are 0.86, 2.43, and 9.60 km s −1 , respectively. Splitting each rotation curve at its turnover radius RTO (defined in Eq. 15 below), the σV,i , averaged over the inner and outer regions, have median values of 2.96 and 2.10 km s −1 , respectively (the 5th and 95th percentile values are similar to the full radial average as well). 
Rotation curve fitting
Studies have shown that most observed disk galaxy rotation curves can be modeled by an arctangent model (Courteau 1997) :
This model has four free parameters: the systemic velocity V0, the asymptotic circular velocity V c,obs , the spatial center R0, and the turn-over radius RTO, at which the rotation curve starts to flatten out. We denote the radius defined from the centre of the rotation curve as R = R − R0. Note that all the velocities above are not corrected for inclination. 21 Using the LevenbergMarquardt routine MPFIT in IDL, we find the best-fit parameters by minimizing χ 2 , defined as
where the sum is over radial bins with sufficiently good S/N spectra (S/N > 5 in the Hα line), and the effective uncertainty in V obs (R i ) is defined to be
Here, σV,i is the formal uncertainty from the Gaussian line fits (described in §6.2), and σ V,add is an additional model uncertainty that accounts for non-circular motions in the galaxy. We set σ V,add = 10 km s −1 , following P07, but note that the fits are not very sensitive to this choice. Averaging over all radii, σ eff,i has 5th, 50th, and 95th percentile values of 10.05, 10.37, and 14.89 km s −1 , respectively. We define the total uncertainty in a fit parameter P (e.g., V c,obs , RTO, etc.) as
where the fit uncertainty σ fit is the formal error from the χ 2 minimization fit and the systematic uncertainty σsys is given by
where P (r) is the result of repeating the fit with a radiusweighted scheme that gives greater weight to points at larger radii, i.e., replacing the denominator in Eq. 16
By adopting this definition of total uncertainties, to be used in our fits to the TFRs, we automatically downweight the contribution of those galaxies for which the flat part of the rotation curve is not well-constrained (e.g., irregulars, galaxies in mergers, and other peculiar cases). A large fit uncertainty indicates that V c,obs is not well-constrained because the S/N is low, or because the observed rotation curve does not show a turnover (i.e., it is still rising at the outermost point). On the other hand, a large systematic uncertainty indicates that V c,obs is not well-defined because the arctangent model is not a good model for the observed rotation curve.
For illustration, Figure 8 shows the unweighted and radius-weighted fits (red solid and blue dashed curves, respectively) for two galaxies. The top panel shows the observed rotation curve of SDSSJ124259+42, a case wherein the two fits coincide, resulting in a small systematic uncertainty in V c,obs . The bottom panel shows the peculiar rotation curve of SDSSJ170952+35, one of the few cases wherein the two fits disagree considerably, resulting in a large systematic uncertainty. In this extreme case, |σsys(V c,obs )/V c,obs | = |(−157 km s −1 )/(135 km s −1 )| = 1.16. By comparison, the 5th, 50th, and 95th percentile values of |σsys(V c,obs )/V c,obs | for the child disk sample are 0.0035, 0.033, and 0.14, respectively. Table 5 lists parameters from the arctangent model fits for the 189 galaxies in the child disk sample. We list the turn-over radii RTO and inclination-corrected asymptotic circular velocities Vc and rotation velocity amplitudes V2.2 and V80 (defined in §6.4). RTO is listed with total 1-σ uncertainties, while all rotation velocities are listed with both the total and formal fit 1-σ uncertainties (the latter are inside parentheses). The table ) SDSSJ170952+35 Figure 8 . Observed rotation curves for SDSSJ124259+42 and SDSSJ170952+35 (top and bottom panels, respectively), shown with the best-fit arctangent models from both unweighted and radius-weighted schemes (solid red and blue dashed curves, respectively). Vertical lines mark characteristic radii, R = 0, 2.2R d , and R 80 (dotted, dot-dashed, and dashed lines, respectively).
also lists inclination corrections sin θ and reduced χ 2 values of the fits. The differences between the fit χ 2 values are not being driven by statistical (photon) noise, so their actual values do not carry the expected meaning. Instead, they are driven by systematic deviations from the arctangent model, due to asymmetry or "hooks" in the observed rotation curve. So although the typical value of χ 2 /ν is 0.25, a value larger than unity does not imply that the observed rotation curve is not globally well-described by the arctangent model. Figures 9-11 show folded, normalized, and scaled rotation curves and best-fit arctangent models for the 189 galaxies in the child disk sample. The rotation curves have been folded at the best-fit spatial centre R0, normalized by the asymptotic circular velocity Vc, and scaled by the disk scale length R d . Panels are labelled with a shortened galaxy name and RTO/R d . In all but two cases (1 per cent of the sample), the observed rotation curve can be adequately modeled on average by the arctangent model, albeit many galaxies show hooks. The only two exceptions are SDSSJ170952+35 (also shown in Fig. 8 ) and SDSSJ141026-00, for which the observed rotation curve turns over toward lower velocities instead of flattening out (see Fig. 10 ). The fits to these two galaxies have extremely poor χ 2 /ν values of 2.5 and 21.6, respectively.
For the child disk sample, the median value of the total 1-σ uncertainty in log Vc is 0.030 dex. As expected, this uncertainty decreases toward higher stellar masses (i.e., higher S/N data). The median values are 0.045, 0.029, and 0.020 dex for the bottom, intermediate, and top 1/3 bins in M * , respectively. If the systematic uncertainty is not included, the median value decreases to 0.024 dex for the full sample, and to 0.037, 0.024, and 0.015 dex, for the three M * bins, respectively. Figure 12 shows the relation between stellar mass M * and the ratio of turn-over radius to disk scale length, RTO/R d . We confirm that the most luminous galaxies tend to have very steeply-rising rotation curves (e.g., Persic et al. 1996; Catinella et al. 2006) . At the other extreme, we find two outliers with RTO/R d > 5 (SDSSJ080046+35 and SDSSJ120626+24). The rotation curves of both galaxies are observed out to their R80, but are still rising at the outermost point.
16 Consequently, the asymptotic circular velocity is not wellconstrained, resulting in extremely large values of σ(Vc) Figure 9 . Normalized, folded, and scaled rotation curves for 63 (out of the 189) galaxies in the child disk sample, sorted by galaxy name. Velocities are scaled by the best-fit asymptotic circular velocity Vc; radii are scaled by the disk scale length Fig. 9 . Normalized, folded, and scaled rotation curves for 63 galaxies in the child disk sample (3 of 3).
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Rotation velocity amplitudes
We now define inclination-corrected rotation velocity amplitudes that we will use in the TFRs. In addition to the asymptotic circular velocity Vc, we define rotation velocities evaluated at some suitably chosen optical radius Ropt. A common choice for Ropt is 2.2 times the disk scale length 2.2R d (Courteau & Rix 1999) , chosen because this is the radius at which the rotation curve of a pure self-gravitating exponential disk would peak (Freeman 1970) . We also adopt R80, following P07, the radius containing 80% of the i-band flux. As noted in §4.3, R80/R d = 3.03 for a pure exponential disk, but is smaller for galaxies with significant bulges. Both R d and R80 have been corrected for the effect of seeing, but compared to R d , R80 has the advantage of being less sensitive to the degeneracies of the B+D fits. Moreover, R80 is closer to the peak of the total (disk+DM halo) rotation curve, which is located at ∼3R d for typical haloes of disk galaxies (Mo et al. 1998 ).
We follow convention and correct the disk rotation velocities to the edge-on orientation (assuming circular symmetry)
Here, the inclination corrections are given by
where qz is the intrinsic axis ratio, or the ratio of the vertical and radial scale lengths of the disk. Following P07, we adopt a single value for qz = 0.19 (Haynes & Giovanelli 1984) , although it is known to vary slightly from disk to disk.
18 Figure 13 shows cumulative histograms in the ratios Ropt/R last and Vrot/V last , where R last is the radius of the outermost point in the observed rotation curve, and V last is the circular velocity at that radius based on the best-fit arctangent model. We find that most of the observed rotation curves extend close to or beyond R80, so a substantial extrapolation of the rotation curve is rarely required. Moreover, R80 is far enough out to be close to Vc in most cases. This is also evident in the panels of Figs. 9-11, where R80 is marked by solid vertical bars. These results support the empirical logic of adopting the rotation velocity amplitude V80 (as in P07).
Moreover, V80 is relatively insensitive to changes in the value of R80 because it samples the flat portion of the rotation curve in most cases. For example, even though R80 varies from 1.2-1.4 ×(2.2R d ), V80 is within 10% of V2.2 for most galaxies, and is only 5% larger on average. Therefore, the uncertainty in R80 or R d , including, e.g., the effect of internal extinction, 19 has a 17 Without assuming circular symmetry, the rotation velocity amplitudes would depend not only on inclination, but also on the orientation of the galaxy with respect to the line of sight. When we look down the long axis of gas orbits, the observed velocities are larger than when we look down the short axis. Deviations from circular symmetry and the variation in viewing angles contribute to the observed scatter in the TFRs (see §7.3 for further discussion).
18 From analyses of the distribution of axis ratios of SDSS galaxies, Ryden (2004) found qz = 0.22 ± 0.06 and Padilla & Strauss (2008) found qz = 0.21 ± 0.02. 19 Some authors have corrected the observed disk scale lengths for internal extinction. We do not apply such corrections because the magnitude and even the sign of the correction, which depends on the spatial distribution of dust in the disk, is a priori unclear. Maller et al. (2009) found that more highly-inclined late-type galaxies have larger half-light radii than face-on ones, indicating that attenuation of dust is stronger in the center of galaxies. Courteau et al. (2007) applied a correction factor of (1 + 0.4 log(a/b)) −1 , following Giovanelli et al. (1997) . This correction is at most 29 per cent, comparable to the difference between R 80 and 2. relatively small effect on the rotation velocity amplitudes.
To calculate the total error in V80, we propagate the formal errors in the best-fit model parameters using the full covariance matrix, then include a systematic uncertainty similar to that defined for the fit parameters (Eq. 18), as well as a contribution from the uncertainty in the inclination correction
Here, V (R) is the arctangent model function defined in Eq. 15, and ai = {V0, Vc, R0, RTO} are the fit parameters with formal fit covariance matrix Cij, V
80 is the velocity amplitude at R80 for the best-fit model derived from a fit using the radius-weighted scheme (c.f. Eq. 18), and δ(sin θ) is based on the formal fit error in q d . δV2.2 is defined similarly.
The error in V80 is largely dominated by the formal fit error; the contribution from the formal inclination correction uncertainty is negligible. The systematic uncertainty in V80 is smaller than that in Vc, by approximately half. For the child disk sample, the 5th, 50th, and 95th percentile values of log V80 are 0.012, 0.027, and 0.10 dex, respectively. The errors in log V2.2 are similar.
Tests of systematics
We now investigate potential systematic effects on the measured rotation curves. In §6.5.1, we look at the effect of slit misalignments by comparing observations at different slit PAs (along the minor axis and ±10
• off the major axis). In §6.5.2, we look for any systematic differences between observations performed by P07 with CCDS/TWIN and those performed with DIS. In §6.5.3, we compare the best-fit parameters from our rotation curve fits with those from P07.
Off-axis PA observations
We do not have a direct measurement of the kinematic major axis PA, and rely on photometry to determine the major axis PA. The SDSS photometric pipeline provides three different measurements of the photometric major axis PA: (i) from the exponential and deVaucoleurs model fits, (ii) from ellipticity measurements at the 25 mag arcsec −2 isophote, and (iii) from fluxweighted adaptive second moments. The B+D fits performed in §4 provide another measurement of the disk major axis PA. The model and B+D fits account for the effect of the seeing, but the other two measurements do not.
If the velocity field is noncircular, the photometric major axis may be offset from the kinematic major axis. For a potential with an ellipticity of 0.1, the mean PA difference is 5
• (averaged over all viewing angles), roughly in agreement with observed values (Franx & de Zeeuw 1992) . In addition, there is some uncertainty in the determination of the photometric major axis PA itself. Comparing the different photometric major axis PA estimates, we find that except for one outlier-SDSSJ093724+48-all galaxies in the child disk sample have an isophotal PA within ±11
• , and a B+D fit PA within ±6
• , of its exponential fit PA. Taking into account both effects, the typical level of PA offsets is expected to be 10
• . As the default configuration, we observed galaxies at the photometric major axis PA determined from the r-band exponential model fit performed by the SDSS photometric pipeline. This was done for 86 out of the 95 targets, including SDSSJ093724+48. Seven galaxies 20 were observed at the r-band isophotal PA, and two galaxies 21 were observed at a PA determined by eye, which turn out to be within 3
• of the exponential fit PA (and within 1
• of the isophotal PA). All observed slit PAs are listed in Table 4 .
For the outlier SDSSJ093724+48, a two-armed spiral, the ideal slit orientation is unclear (see left panel of Fig. 14) . We first observed at the exponential fit PA 20 These galaxies are: SDSSJ110148+44, SDSSJ124021+48, SDSSJ131159+43, SDSSJ132907+41, SDSSJ133151+55, SDSSJ143117+47, and SDSSJ171157+58. • is also shown for reference (thick red line). In this image, North is up and East is toward the left; the horizontal line on the lower-right corner is 5 long; the green box is 1.5 by 40 (the actual slit covers 1.5 by 2 , so its length spans the whole extent of the galaxy). Right panel: Rotation curves observed at the two slit PAs shown in the left panel. The observation at PA = 60.9 • yields a best-fit asymptotic circular velocity 3.6 times larger than that for the observation at PA = 15.88 • ((red circles and solid curve vs. blue stars and dashed curve), a strong indication that this PA is closer to the true major axis of the galaxy; therefore, we adopt it in our final analysis. Figure 15 . SDSS images of four galaxies with off-axis slit PA observations. Here, green rectangular boxes indicate the major axis PAs, and blue boxes indicate the off-axis slit PAs. As in Fig. 14 , North is up and East is toward the left; the horizontal line on the lower-right corner is 5 long; green rectangles are 1.5 by 40 . Upper panels: SDSSJ144658+12 and SDSSJ154014+50 were observed along the minor axis PA (blue rectangular boxes). Lower panels: SDSSJ020526+13 and SDSSJ130140+08 were observed at ±10 • off the major axis PA (blue rectangular boxes). of 15.88
• (blue rectangular box in Fig. 14) , and then at an eye estimate for the galaxy major axis PA of 60.9
• (green rectangular box). The SDSS isophotal PA is 70.9
• (thick red line), 10 deg off the observed PA. The right panel of Fig. 14 shows the rotation curves and best-fit arctangent models for the two observations, obtained using procedures described in §6.2 and §6.3. The slit orientation with PA= 60.9
• clearly yielded a larger rotation velocity amplitude, with a best-fit asymptotic circular velocity (before inclination correction) of V c,obs = 148±16 km s −1 , compared to 41±7 km s −1 for the other slit orientation. This orientation is therefore closer to the true major axis of the galaxy, and we adopt this observation in our final analysis.
To check for a velocity gradient along the minor axis, a clear signature of noncircular motions, we observed two of our targets-SDSSJ144658+12 and SDSSJ154014+50-along the minor axis, i.e., perpendicular to the observed major axis PA (blue and green rectangular boxes in the upper panels of Fig. 15 show the minor and major axis PAs, respectively). Figure 16 compares the minor and major axis rotation curves and best-fit arctangent models (red circles/solid curves and blue stars/dashed curves, respectively).
For SDSSJ144658+12, the best-fit parameters are V c,obs = 181 ± 17 km s −1 and RTO = 3.8 ± 0.6 , with a reduced χ 2 of 1.1. Fitting the minor axis rotation curve with RTO fixed at this value, we find V c,obs = 18 ± 29 km s −1 , consistent with zero (with a reduced χ 2 of 0.25). Performing a similar procedure for SDSSJ154014+50, we find V c,obs = 151 ± 6 and 19 ± 6 km s −1 , with reduced χ 2 values of 0.57 and 0.32, for the major and minor axis observations, respectively. In this case, there is some evidence for rotation in the minor axis rotation curve, but only at 1/8 of the value of that for the major axis rotation curve.
To test the effect of slit misalignments on the inferred velocity amplitudes, we observed two of our targets-SDSSJ020526+13 and SDSSJ130140+08-at ±10
• offsets from the observed major axis PAs (blue rectangular boxes in the lower panels of Fig. 15 show the offset slit PAs and green boxes show the major axis PA). Figure 17 compares the observed rotation curves for the different slit orientations and the best-fit arctangent models. For both galaxies, one of the off-axis rotation curves has a slightly lower velocity amplitude compared to the other two (as expected if the major axis PA is well determined). Table 6 lists the best-fit arctangent parameters for these observations, together with their formal 1-σ fit uncertainties. The rotation velocity amplitudes V 80,obs (col. 6) for the different observations are consistent to within 1σ, indicating that this quantity is robust to slit PA offsets of order 10
• (the expected level of slit misalignments, as noted earlier).
We conclude that slit misalignments are not expected to introduce a significant systematic bias in the TFR toward lower rotation velocity amplitudes. We note, though, that they are expected to contribute to the observed scatter in the relation (as discussed in §7.3). minor axis major axis Figure 16 . Major and minor axis rotation curves for SDSSJ144658+12 and SDSSJ154014+50 observed along the minor axis, i.e. at 90 • off the major axis (blue stars and dashed curves), compared to those observed along the major axis (red circles and solid curves).
Comparison with P07 observations
Since the child disk sample combines long-slit spectroscopy observations taken using different instruments, it is important to check that this difference does not introduce any systematic bias in the derived kinematic quantities. For this purpose, we have randomly selected five out of the 99 galaxies from the P07 sample that satisfy our selection criteria, and re-observed them with DIS. Figure 18 compares the rotation curves and bestfit arctangent models for these galaxies. There is a good match between the different observations (blue stars and dashed curve for TWIN or CCDS, and red circles and solid curve for DIS). For each galaxy, the best-fit rotation curve from the DIS observation is consistent, to within a few σ, with the observed rotation velocities from the TWIN or CCDS observation, and vice versa. Table 7 lists the best-fit arctangent model parameters, together with their 1-σ formal fit uncertainties, for the different observations. The rotation velocity amplitudes V 80,obs (col. 6) for the different observations are consistent to within 1σ for four out of the five galaxies. The exception is SDSSJ020540-00, for which the arctangent fits are affected by hooks in the rotation curve (evident around 5 ). Focusing on the outer arms, it is . Rotation curves for SDSSJ020526+13 and SDSSJ130140+08 observed at ±10 • off the major axis (green triangles and dot-dashed curves, and blue stars and dashed curves, respectively), compared to those observed along the major axis (red circles and solid curves).
clear that the rotation curve data themselves are consistent with one other.
In detail, the shapes of the rotation curves differ from one another, as reflected in the differences in the best-fit RTO. This is especially apparent for SDSSJ024459+01 and SDSSJ152137+00, in which the differences in RTO are 50 and 40 per cent, respectively. This difference can be attributed to differences in seeing conditions. We conclude that there is no evidence for any systematic bias between the long-slit spectroscopy observations performed by us and P07.
Comparison with P07 rotation curve fits
In this section, we compare our best-fit arctangent model parameters-V c,obs and RTO-with those published in P07, for 157 galaxies in the P07 sample (99 of which are in our child disk sample). We use the long-slit spectroscopy observations of P07, but perform our own analysis of the data to extract and fit rotation curves. Comparison of our results with theirs provide an estimate of the level of systematic differences that can arise from different analysis methods. Figure 19 shows the differences between P07 measurements and ours, ∆(log X) = (log X) (P07) − log X, where X = {RTO, V c,obs , V80, sin θ} (top to bottom panels). Nineteen out of the 157 galaxies have |∆V c,obs | > 2σ(V c,obs ) (marked by red circles, in all panels), and for almost all of them, ∆V c,obs < 0. We surmise that the reason for this is that our extracted rotation curves tend to extend out farther than those of P07, which led to lower (i.e., less overestimated) V c,obs . As expected, we find that the differences in V80 are smaller than those in V c,obs , explicitly illustrating the relative robustness (and therefore, advantage) of this choice of velocity amplitude. Finally, we note that differences in the estimated disk axis ratios led to differences in V80 as large as ∼0.05 dex (see bottom panel). Both we and P07 used two-dimensional bulge-disk decompositions to determine disk axis ratios, but our fits were performed on images from a more recent SDSS reduction. We use our own fitting routine (described in §4), while P07 used the publicly-available code GALFIT (Peng et al. 2002) .
Later in §9.5, we compare the TFRs derived from our and P07's measurements. We find that the Mi-V80 relations are consistent within the reported 1-σ uncertainties, indicating that our results are robust to systematic differences between the analysis pipelines. Best-fit arctangent models are shown in red solid and blue dashed curves, respectively. Dot-dashed vertical lines mark R 80 , the radius enclosing 80 per cent of the i-band light, at which the rotation velocity amplitude V 80 is defined.
DERIVATION OF TFRS
In this section, we describe our derivation of the scaling relation between the disk rotation velocity Vrot and some photometric quantity O. The different photometric quantities we consider-absolute magnitudes M λ , synthetic magnitudes Msyn, stellar masses M * ,Bell and M * ,MPA, and baryonic masses M bar -were defined in §5.
We aim to identify the "optimal" photometric estimator of disk rotation velocity, calibrate it, and characterize its scatter, using the child disk sample (189 galaxies). The photometric estimates can then be applied to the full (spectroscopic) parent disk sample (∼ 170 000 galaxies), and potentially, to an even larger photometric galaxy sample.
We describe the modeling and fitting of the TFRs in §7.1 and §7.2, respectively. In §7.3, we describe how the fits should be interpreted. Results of the fits will be presented in the next two sections, §8 and §9.
Modelling the TFRs
Since we are mainly interested in calibrating photometric estimators of disk rotation velocities, we will focus on fits to the so-called inverse TFRs (IT- Table 6 , except for Col. (2); here, we list the instrument used for the observation.
FRs), in which the rotation velocity is the dependent variable (y ≡ log Vrot) and the photometric quantity is the independent variable (x ≡ O = {M λ , Msyn, log M * ,Bell , log M * ,MPA, log M bar }). Fits to the different ITFRs will be presented in §8.
For each photometric quantity O, we model the ITFR as a linear relation with an intrinsic Gaussian scatter of widthσ in log Vrot:
log Vrot = a + (−2.5b) × (log M * − log M * ,p),
Here, a is the zero-point, b is the slope, and Op is the pivot value of the ITFR. Both a andσ have units of log(km s −1 ) and b has units of log(km s −1 ) mag −1 . We will refer to the slope of the ITFR as steeper (shallower) if b is more (less) negative. In most cases, we set the pivot value Op to be the weighted mean of the fit sample. Doing so makes the covariance between the error in a and the error in b negligible (in other words, changing the value of b by its 1-σ uncertainty does not change the best-fit value of a).
For completeness, we also consider forward TFRs, in which the independent variable y ≡ O and the dependent variable x ≡ log Vrot. Fits to the forward TFRs will be presented in §9.3.
For each photometric quantity, we model the forward TFR as a linear relation with an intrinsic Gaussian scatter of widthσ fwd in O:
log M * = a fwd + (−0.4b fwd ) × log(Vrot/Vrot,p),
Here, both the zero-point a fwd andσ fwd have units of mag, and the slope b fwd has units of mag (log(km s −1 )) −1 . To directly compare the results of the forward and inverse fits, we convert the forward fit parameters to the equivalent inverse fit parameters: aconv = log Vrot,p +(Op −a fwd )/b fwd , bconv = 1/b fwd , and σconv =σ fwd /b fwd . These converted parameters have the same units as a, b, andσ, as defined in Eqs. 25-27.
Note that even in the ideal case in which there is zero uncertainty in the data, fits to the forward and inverse TFRs will not necessarily yield the same relation. Moreover, fits to the forward TFRs are subject to Malmquist bias due to our sample selection cuts on absolute magnitude (in contrast, fits to the ITFRs are not affected by this bias). The inverse and forward fit directions assume different underlying models and must be interpreted accordingly. In most classical TFR studies, forward fits were used to obtain distance measurements, based on the luminosities derived from the disk rotation velocities. In this work, we use fits to the ITFRs to obtain photometric estimators of disk rotation velocities.
Fitting the TFRs
We perform weighted maximum likelihood fits to the inverse and forward TFRs, defined by Eqs. 25-27 and 28-30, respectively. First, we describe how we assign weights to each galaxy. Then, we define the likelihood function used to determine the fit parameters and the bootstrap resampling method used to estimate their uncertainties. Finally, we describe the two-step method for fitting the TFRs for synthetic magnitudes Msyn.
We assign to each galaxy a weight according to its stellar mass, so that the effective stellar mass function (SMF) of the fit sample matches that of the parent disk sample. Weights are given by the nearest integer to 100× wsamp(M * ,Bell ), where
Here, Nparent = 169 563 galaxies, Nsamp is the total number of galaxies in the fit sample, and Nparent(M * ) and Nsamp(M * ) are the number of galaxies in the stellar mass bin containing M * , for the parent disk sample and the fit sample, respectively. We use logarithmic stellar mass bins of width ≈ 0.21 dex. We find that the child disk sample SMF deviates from the parent disk sample SMF only at the lowest and highest stellar mass bins, with wsamp ≈ 2 for galaxies with stellar masses below 10 sin θ Figure 19 . Comparison between our measurements and those from P07 for 157 galaxies in the P07 sample (filled circles). Panels show ∆(log X), where X is as labelled, from top to bottom: rotation curve fit parameters R TO , V c,obs , inclination corrected rotation velocity V 80 , and inclination corrections sin θ. The error bars shown are our derived 1-σ measurement uncertainties. Galaxies for which |∆V c,obs | is greater than 2σ(V c,obs ) are marked by red circles in all panels (19 galaxies, or 12 per cent of the sample). Horizontal red solid lines mark mean values, ∆(log X) ; black dashed lines mark the zero axis.
for stellar masses above 10 10.9 M . In contrast, the P07 disk sample SMF is significantly different from that of the parent disk sample, especially for the highest stellar mass bins where wsamp ≈ 0.1.
The full dataset, with repeats, consists of a total of N =
Nsamp j=1
round(100wj) pairs of measurements,xi andŷi, with measurement errors σx,i and σy,i. Assuming that these errors are uncorrelated, and that the measurements are normally distributed around their true values, x and y, with Gaussian widths given by their respective measurement errors, then the log-likelihood function is given by
where K is a constant. We determine the three best-fit parameters, a, b, andσ, by maximizing Eq. 32 using the LevenbergMarquardt routine mpfit2dfun in IDL (Markwardt 2009 ). Then, we calculate the 1-σ uncertainty in each parameter using bootstrap resampling. We generate 500 sample realizations by randomly drawing N galaxies with replacement. We perform fits to each realization, and check that the distributions in the bootstrap parameters are approximately Gaussian.
To fit for the TFRs for synthetic magnitudes Msyn, we first have to fix the coefficient α in its definition (c.f. Eq. 8). To do this, we adopt a four-parameter model
with a Gaussian intrinsic scatter of widthσ2 in log Vrot.
The likelihood function for this model is defined analogously to Eq. 32. Minimizing the likelihood function yields the best-fit coefficient α, and bootstrap resampling yields its 1-σ uncertainty. Finally, the fits to the inverse and forward Msyn TFRs are determined from Eqs. 26 and 29, respectively, in a similar manner as for M λ , as described above.
We present results of weighted TFR fits in §8 and §9. In practice, though, we find that unweighted fits yield almost identical results. This is not surprising because, as noted above, the SMFs of the child and parent disk samples are not significantly different. Therefore, for simplicity, we have not used weights in fits for the coefficient α in Msyn, nor in the calculations performed in subsequent sections §10 and §11.
Interpreting the TFR scatter
Our TFR models include a Gaussian intrinsic scatter of widthσ. In addition, we define the measured scatter, σmeas, to be the RMS (root-mean-square) of the TFR residuals (∆y)i =ŷi − [a + b × (xi − xp)]. In the simplest case, in which the measurement errors σx,i and σy,i are equal for all galaxies, and in which our assumptions regarding the Gaussian distributions forxi andŷi hold, σ 2 meas =σ 2 + σ 2 y,i + (bσx,i) 2 . In other words, the measured scatter can be attributed partly to the measurement uncertainties for individual galaxies, and partly to the intrinsic scatter in the ITFR itself. Note, though, that what we have defined to be the "intrinsic scatter" in the TFR,σ, actually includes contributions from other sources of observational scatter that we have not formally accounted for in the measurement uncertainties, including errors in inclinations, slit PA misalignments, and intrinsic disk ellipticities.
As noted in §6.5.1, ellipticities in the potential in the plane of the disk Φ lead to noncircular motions and differences between the kinematic and photometric major axis PAs. They also lead to a dependence of the inclination correction on the viewing angle.
22 Observations indicate that Φ ≈ 0.1 (Ryden 2006; Padilla & Strauss 2008 , and references therein), which in turn translate into an expected scatter in the (forward) TFR of 0.46 mag, even if kinematic major axis PAs were used (Franx & de Zeeuw 1992) . The expected scatter will be larger if photometric major axis PAs were used, as is the case in most TFR studies, including ours. In §12.2, we compare the observed scatter in the TFR with the expected contributions from these systematic effects.
CALIBRATED ITFRS
In this section, we present weighted fits to the ITFRs for the 189 galaxies in the child disk sample using different photometric quantities O = {M λ , Msyn, log M * ,Bell , log M * ,MPA, and log M bar } (all defined in §5) and rotation velocity amplitudes V80 (defined in §6.4). These calibrated ITFRs provide photometric estimators of disk rotation velocities applicable to the parent disk sample. The procedure for obtaining these fits were described in the previous section, §7. Alternative fits will be presented in the next section, §9. Table 8 lists the best-fit parameters a, b, andσ for the calibrated M λ ITFR, for five SDSS bands, from weighted fits to the child disk sample (189 galaxies). Also listed are the pivot value x0 = M λ,p , which has been set equal to the weighted mean of M λ , and the measured scatter σmeas (defined in §7.3).
M λ ITFRs
We confirm previous studies and find that the amount of scatter in the ITFR (both intrinsic and measured) systematically decreases toward redder bands. Among the SDSS bands, we choose the i band to be the optimal one, as it yields a tighter ITFR relation than the bluer bands (in addition to being less affected by dust extinction). The scatter in the z band ITFR is similar, but this band has noisier photometry. Table 9 lists the best-fit parameters for the calibrated Msyn ITFRs. We find that regardless of the choice of absolute magnitude band, the amount of intrinsic and measured scatter for the Msyn ITFRs is the same (0.035 and 0.056 dex in log V80, respectively). The zero-points and slopes are consistent with one another as well. We find that the Msyn ITFRs have smaller intrinsic scatter than the M λ ITFRS, by at least 2σ; their measured scatter are also smaller. We conclude that synthetic magnitudes are better photometric estimators of disk rotation velocities than single-band optical absolute magnitudes.
Msyn ITFRs
22 If Φ 1, the true inclination correction is sin θ(1 − Φ cos 2φ) instead of sin θ, for a viewing angle (θ, φ) (Franx & de Zeeuw 1992) . Table 9 also shows the best-fit coefficients α (col. 4) in the definition of synthetic magnitudes Msyn = M λ + α × (g − r). These are to be compared with the coefficients based on the colour-based estimates of M * /L λ from Bell et al. (2003) , α Bell (col. 3). For each band λ, we find that the best-fit α is within 1σ of α
Bell . These colour corrections extrapolate toward a redder band, so that the synthetic magnitudes approximate stellar masses. We find similar results when using colours other than g − r. These results suggest that stellar mass is indeed a more fundamental parameter than luminosity in the TFR. Moreover, they provide independent support for the reliability of these colour-based stellar mass-to-light ratios (Kannappan et al. 2002 came to similar conclusions regarding the earlier Bell & de Jong 2001 stellar mass-to-light ratios).
8.3 M * ,Bell , M * ,MPA, and M bar ITFRs Table 10 lists the best-fit parameters for calibrated ITFRs for stellar mass estimates, M * ,Bell and M * ,MPA, and for baryonic mass estimates, M bar . As expected from the systematic difference between M * ,Bell and M * ,MPA (see Fig. 6 in  §5.4.3) , the former has a pivot value higher by 0.15 dex, corresponding to a lower normalization in log Vrot, of 0.04 dex (at fixed M * ). The M * ,Bell ITFR is steeper than the M * ,MPA ITFR at > 4σ level. Their intrinsic and measured scatter are similar to each other and to the Msyn ITFR. These results confirm our earlier conclusion (in §8.2) that colour-based stellar mass estimates are a good tracer of disk rotation velocity.
Compared to the M * ,Bell and M * ,MPA ITFRs, the M bar ITFR has larger intrinsic and measured scatter. True baryonic mass is expected to trace the disk rotation velocity more faithfully than stellar mass alone, since the both stellar and gas mass contributes to the total disk potential. However, we do not find this to be the case for these baryonic mass estimates. Moreover, based on the increasing trend in gas mass fraction as stellar mass decreases, one would expect the baryonic ITFR to have a shallower slope than the stellar mass ITFR; contrary to this expectation, we find a best-fit slope that is steeper by ∼3σ. We conclude that M bar is not an optimal photometric estimator for disk rotation velocities. In other words, the relation between u − r colour and gas-to-stellar mass ratios (Eq. 14), on which our baryonic mass estimates are based, is not tight enough for our purposes (unlike the colour-M * /L relations on which our stellar mass estimates are based).
Comparison of Mi, Msyn, and M * ,Bell ITFRs
In this subsection, we compare three good photometric estimators of disk rotation velocity, choosing one of each type we consider, namely: Mi, Msyn(i, g − r), and M * ,Bell . Table 11 puts together the fit results from Tables 8-10, for easier comparisons. Figure 20 shows the observed relations (filled circles with 1-σ error bars), the (3): xp is the pivot value for x, equal to the weighted mean of the fit sample. Cols. (4-6): Best-fit ITFR parameters and their 1-σ uncertainties, as defined in Eqs. 25-26: a is the zero-point, in units of log(km s −1 ), b is the slope in units of log(km s −1 ) mag −1 , andσ is the intrinsic Gaussian scatter in units of log(km s −1 ). Col. (7): σmeas is the measured scatter in the ITFR, defined to be the RMS of the ITFR residuals (∆y) i = y i − [a + b × (x − xp)]. Table 9 . Calibrated Msyn ITFRs for the child disk sample (189 galaxies) with Vrot = V 80 , where (9): σmeas is the measured scatter in the ITFR, defined to be the RMS of the ITFR residuals (∆y
best-fit ITFRs (thick solid lines), and the amounts of intrinsic scatter in the relations (upper and lower dashed lines are displaced by ±1σ from the mean relation). Note that Msyn(i, g − r) = Mi − 2.42(g − r) (c.f. Table 9 ).
We find that adding colour information to luminosity, in Msyn and M * ,Bell , reduces the amount of scatter in the ITFR. In Figure 21 , we directly compare the Mi and Msyn ITFRs (black inverted triangles and lines vs. red upright triangles and lines, respectively), with each pair of data points connected galaxy-by-galaxy. The flattening of the slope from one relation to the other is expected from the color-luminosity relation: brighter galaxies are redder and therefore have larger color corrections than fainter galaxies. The reduction in the scatter can also be explained similarly: outliers that lie well above the Mi ITFR relation (in particular, those with log V80 2.3) tend to be redder and have larger color corrections, putting them closer to the mean Msyn ITFR.
Among these photometric quantities, we choose M * ,Bell to be the optimal photometric estimator of disk rotation velocity. It yields the one of the tightest relations among those we have considered. It has a natural physical interpretation, as an estimate of stellar mass. Finally, it is straightforward to determine from photometry (as a simple linear combination of absolute magnitude and color).
Before we end this section, we study the distribution of residuals from these ITFRs. Visual inspection of Fig. 20 indicates that the amount of scatter in the ITFRs varies over the full range in O. In particular, the relation seems to be tightest for intermediate values of O. To investigate further, we study the normalized residuals ∆(log Vrot)i/σT,i, where the numerator is the offset of a galaxy's measured rotation velocity from the best-fit ITFR, and the denominator is the "total scatter" associated with that galaxy, defined as a combination of its measurement errors and the intrinsic scatter for the full ensemble,
We find that the contribution from the uncertainty in the rotation velocity is the dominant term: for the child disk sample, σ 2 y 1/2 = 0.063 and σ 2 T 1/2 = 0.081, 0.073, and 0.073, for the Mi, Msyn(i, g − r), and M * ,Bell ITFRs, respectively. The contribution from σx,i is always negligible because it is heavily downweighted by the coefficient b 2 ≈ 0.01. Figure 22 shows distributions of the normalized residuals from the Mi, Msyn(i, g −r), and M * ,Bell ITFRs (histograms in the top, middle, and bottom panels, respectively). For comparison, Gaussian distributions of unit width and of width equal to the standard deviation (s.d.) of the distribution are also shown (dashed and solid curves, respectively). The leftmost panels show distributions for the full child disk sample and the other Notes. -Columns are the same as in Table 8 .
panels show distributions for the faint (low-M * ), intermediate, and bright (high-M * ) bins (from left to right). We expect that the distributions for the full sample would be Gaussians of unit width. We find that the distribution widths are indeed close to unity, although the distributions are more centrally-peaked than a Gaussian (leftmost panels in Fig. 22 ). We find that the distribution widths vary with stellar mass and luminosity. The intermediate bins have the narrowest distributions, with s.d. values less than unity. On the other hand, the bright/high-M * bins have the widest distributions, with s.d. ≈ 1.3. These galaxies have better S/N measurements, and therefore tend to have smaller measurement errors on average (with σ 2 T 1/2 = 0.05, compared to the sample mean of 0.08). The faint/low-M * bins have the largest absolute residuals, but those galaxies also have the largest measurement errors.
It is interesting to compare the distributions for the Mi ITFR on the one hand, and the M * and Msyn ITFRs on the other. We find that the reduction in scatter when going from Mi to M * (or Msyn) can be mostly attributed to galaxies in the middle bin, with the s.d. of the distribution in normalized residuals dropping from 0.8 for Mi to 0.7 for Msyn (or M * ,Bell ).
ALTERNATIVE TFR FITS
Alternative Vrot amplitudes
In §8, we have presented ITFR fits with Vrot = V80, our default rotation velocity amplitude definition. Now, we present ITFR fits with alternative rotation velocities V2.2 (the rotation velocity evaluated at a radius 2.2R d ) and Vc (the asymptotic rotation velocity of the best-fit arctangent model). Table 12 shows the best-fit parameters for the Mi, M * ,Bell , and Msyn(i, g − r) ITFRs for Vrot = V2.2 and Vc. We find that α is robust to the choice Table 11 . Calibrated M i , Msyn(i, g − r), and M * ,Bell ITFRs for the child disk sample (189 galaxies) with Vrot = V 80 (compiled  from Tables 8-10) . The panels of Figure 23 compare the M * ,Bell ITFR with Vrot = V80 (red solid and dashed lines, on both left and right panels), with the observed ITFRs with Vrot = V2.2 and Vc (black solid and dashed lines in the left and right panels, respectively). As expected from the systematic difference between the V2.2 and V80, the zeropoint of the V2.2 ITFR is 0.02 dex (5 per cent) lower than that of the V80 ITFR. The slope of the ITFR is slightly steeper for the former, but only by ∼ 1σ. The amounts of intrinsic and measured scatter are similar for the two relations. These results confirm our earlier assertion (in §6.4) that the ITFR fits are relatively insensitive to the choice of rotation velocity amplitude definition, for reasonable choices for the optical (i.e., evaluation) radius.
In contrast to V80 and V2.2, using Vc as the rotation velocity involves extrapolation well beyond the observed rotation curve. This can lead to systematic overestimation of the disk rotation velocity, especially in galaxies with large turn-over radii (i.e., slowly-rising rotation curves). We find that the best-fit Vc ITFR has a significantly higher zero-point, shallower slope, and larger intrinsic scatter than the V80 ITFR. The right panel of Fig. 23 shows that the two relations coincide at the high-mass end. This is consistent with our observation that the highest M * galaxies have small turn-over radii (i.e., steeply-rising rotation curves), and consequently Vc/V80 ratios close to unity (see Fig. 12 ).
Alternative internal extinction corrections
We also present fits to the M λ ITFRs for alternative internal extinction corrections. Our default internal extinction corrections are applied to the mean orientation of the child disk sample, and chosen so as to minimize the size, and therefore uncertainty, of the corrections (see §5.1). Table 13 lists ITFR fit parameters for M i−0 λ , with extinction corrections applied to face-on orientation (usually adopted in the literature, in particular by P07), as well as M NC λ , with no extinction corrections at all.
For easy comparisons, we have chosen the pivot values M λ,p to be that used for the default fit. As expected from the differences in the amount of extinction corrections, the normalization of the ITFR is lower by ∼0.04 dex for M i−0 λ , and higher by ∼ 0.003 for M NC λ . The amount of measured scatter is similar in all three cases; the amount of intrinsic scatter is slightly smaller for the extinction-corrected magnitudes than for the uncorrected ones (because of the additional uncertainty from the extinction corrections).
As a test of our internal extinction corrections, we will show in §10.1 that the velocity residuals in the M NC i ITFR are correlated with disk axis ratios, while those for the Mi ITFR are not.
Alternative fit directions
We present calibrated forward fits to the Mi, Msyn(i, g− r), and M * ,Bell TFRs in Table 14 . In these fits, the photometric quantity O serves as the dependent variable, and Vrot = V80 serves as the independent variable (see . We list the best-fit forward TFR parameters a fwd , b fwd , andσ fwd , as well as the converted fit , and M * ,Bell ITFRs (top, middle, and bottom panels, respectively). For each galaxy, σ T,i = (σ 2 + σ 2 y,i + b 2 σ 2 x,i ) 1/2 is the total scatter, defined to be the rootsquare-sum of the intrinsic scatter in the ITFR and the galaxy's measurement error. We show distributions for the full child disk sample (left-most panels), as well as for the sample split into three bins in M i , Msyn, and M * ,Bell (rest of the panels; from left to right). Each panel is labeled by the standard deviation of the distribution (s.d.) and the RMS value of σ T . A Gaussian of width equal to the measured s.d. is shown by a solid curve, and one with unit width is shown by a dashed curve, for comparison. Table 12 . Calibrated M i , Msyn(i, g − r), and M * ,Bell ITFR fits for the child disk sample (189 galaxies) with Vrot = V 80 , V 2.2 , and Vc. Notes. -Columns are the same as in Table 8 . Results for the y = log V 80 are the same as in Table 11 .
parameters aconv, bconv andσconv (defined after Eq. 30 in §7.1).
Compared with the inverse fits (shown in the lower half of Table 14 , for easy comparisons), the forward fits have slightly larger intrinsic scatter (by ∼1σ), and significantly steeper slopes (bconv < b). Figure 24 shows the inverse and forward fits to the M * ,Bell TFR (black solid and dotted lines, respectively).
The steeper slopes from the forward fits can be (at least, partly) attributed to a Malmquist-type bias due to our applied absolute magnitude cuts. Based on a MonteCarlo experiment performed by P07 (see their Appendix Figure 23 . Calibrated M * ,Bell ITFRs with rotation velocities V 2.2 and Vc (left and right panels, respectively) for the child disk sample (filled circles with 1-σ error bars). In each panels, the best-fit ITFR is shown by the black solid line and the amount of intrinsic scatter is shown by the dashed lines (displaced by ±σ from the mean relation). For comparison, the M * ,Bell ITFR with Vrot = V 80 is shown by red solid and dashed lines. Table 13 . Calibrated M λ ITFR fits for alternative internal extinction corrections for the child disk sample (189 galaxies). Notes. -Columns are the same as in Table 8 .
B), the effect of the cuts is to steepen the slope and reduce the intrinsic scatter. We do not attempt to correct for this bias and present the forward fit results at face value. Throughout the rest of the paper, we focus on inverse fits, which are not affected by this bias.
We have also performed orthogonal fits to the TFRs, in which offsets are measured in the direction orthogonal to the best-fit relation itself (rather than in the horizontal or vertical directions). We find that the best-fit parameters from the orthogonal fits are almost identical to those for the inverse fits. This is not surprising because the total measurement uncertainty is dominated by the rotation velocity uncertainty, i.e., σi(log Vrot) is much larger than b × σi(O) (c.f. Eq. 34 and discussion afterwards). Notes. -Col. (1): O is the photometric quantity-the dependent (independent) variable in the forward (inverse) fits. Col. (2): xp is the pivot value for the independent variable-(log V 80 )p for the forward fits and Op for the inverse fits. Cols. (3), (5), and (7): Best-fit forward TFR parameters-a fwd , b fwd , andσ fwd -and their 1-σ uncertainties, as defined in Eqs. 28-30. Cols. (4), (6), and (8) For various reasons, disk-dominated galaxies are expected to form a tighter TFR than the general population. The lack of a significant bulge component makes the measurement of various photometric quantities cleaner (i.e., less noisy). In addition, late-type spirals have been found to have smaller intrinsic disk ellipticities than earlier types (Ryden 2006) , leading to a smaller contribution to the scatter due to random viewing angles. Disk-dominated galaxies tend to be kinematically homogeneous systems as well. Figure 24 shows that galaxies in the child disk sample with D/T > 0.9 (135 galaxies; yellow circles) indeed form a tighter TFR than the full sample.
We have performed weighted ITFR fits to the diskdominated subsample of galaxies with D/T > 0.9. The red dashed lines in Fig. 24 mark ±1σ from the best-fit relation. We findσ = 0.027 ± 0.009 and σmeas = 0.049, compared toσ = 0.036 ± 0.005 and σmeas = 0.056 for the full child disk sample (Table 11) . We conclude that inclusion of only the disk-dominated galaxies yield a tighter ITFR, at the ∼1σ level.
Comparison with P07 fits
To make a fair comparison with the results presented in P07, we have performed ITFR fits to the P07 galaxy sample using the same photometric quantity and rotation velocity amplitude definition used by P07. The photometric quantity used is absolute magnitude corrected for internal extinction to face-on orientation, M i−0 i , and the rotation velocity amplitude definition used is V80.
First, we perform unweighted fits to P07 measurements (both for the x and y variables in the ITFR) and reproduce the results published in Table 4 of P07. Then, we perform weighted fits to our own measurements. Table 15 lists the three different sets of bestfit ITFR parameters. The relations derived using P07 measurements and ours are consistent with one another within their reported intrinsic scatter, but the two deviate slightly at the bright end (our measurements yield a best-fit ITFR with a shallower slope and lower normalization). The slight differences can be traced to differences in the determination of V80 (c.f. §6.5.3) and internal extinction corrections to Mi in the two methods. Notes. -Columns are the same as in Table 8 .
TFR RESIDUAL CORRELATIONS
In this section, we study correlations between velocity residuals from the calibrated ITFRs (derived in §8 and summarized in Table 11 ) and various galaxy properties, namely: disk axis ratios in §10.1, galaxy colours in §10.2, and disk sizes in §10.3. We calculate two kinds of correlation coefficients: the Pearson linear correlation coefficient r and the Spearman rank correlation coefficient ρ. The former assesses how well the relationship between two variables can be described as linear (r = ±1 means there is a perfect positive/negative linear correlation), while the latter assesses how well the relationship can be described as monotonic, regardless of the form of the relationship. We also quote the two-tailed significance of the deviation of ρ from zero, Sig(ρ). A small value (i.e., smaller than 0.01) indicates a significant correlation. We also perform unweighted linear fits using a similar procedure as for the TFR fits (described in §7.2) and quote best-fit slopes b.
Correlations with disk axis ratio
To test our internal extinction corrections (defined in §5.1), we study the correlation between disk axis ratios q d and velocity residuals from the M NC i and Mi ITFRs, i.e., before and after internal extinction corrections (c.f. Table 13 ). We expect to see a positive correlation for the M NC i ITFR residuals, because more highly-inclined galaxies tend to be more heavily affected by dust and artificially displaced from the TFR toward fainter luminosities. Hence, they tend to have larger (i.e., more positive) velocity residuals. If our internal extinction corrections are valid on average, we expect the correlation to decrease or disappear altogether in the Mi ITFR residuals. , the best-fit slope is non-zero and positive, b = 0.11 ± 0.06, while for Mi, the best-fit slope is consistent with zero, b = 0.02 ± 0.06. The correlation coefficients indicate a weak positive correlation in the former case, and a weak negative correlation in the latter, albeit neither correlation is very significant. We conclude that the applied internal extinction corrections are adequate on average.
Correlations with galaxy colour
The observed colours of a galaxy encapsulate properties of its stellar population, in particular, its average stellar mass-to-light ratio M * /L. In §8, we showed that by adding color information to the luminosity (i.e., using M * or Msyn, instead of Mi), we can reduce the intrinsic scatter in the ITFR by ∼ 30 per cent (or 2σ). Now, we explicitly show that in doing so, we have successfully extracted most of the available information from galaxy colour to yield the tightest possible TFR. In other words, most of the correlation between galaxy colours and velocity residuals from the Mi ITFR is removed when Msyn is used instead. Figure 26 shows the correlation between g−r colour and ∆(log V80) for 189 galaxies in the child disk sample. Left and right panels show residuals from the best-fit Mi and Msyn ITFRs, respectively. Best-fit linear relations are shown as solid lines in both panels. Labels show the best-fit slope b and its 1-σ uncertainty, the Pearson linear correlation coefficient r, the Spearman rank correlation ρ and the two-tailed significance of its deviation from zero.
Clearly, we find a significant positive correlation between galaxy colours and Mi ITFR residuals. The bestfit slope is 0.23 ± 0.04, and the Spearman rank correlation coefficient ρ = 0.39, with very high significance. On the other hand, we find no significant correlation for the Msyn ITFR residuals. The best-fit slope 0.04 ± 0.03 is consistent with zero, and ρ = 0.01. Indeed, the addition of colour information in Msyn removes essentially all of the residual correlation.
Notably, the reddest galaxy in the sample SDSSJ203523−06 is an extreme outlier from the Mi TFR (with g − r = 1.31 ± 0.42 and ∆[log V80 ( sample) and M * /Li = 9.7 (largest in the sample; for comparison, the second largest value is 3.66, and the mean is 1.86), so it is gratifying to find that the color corrections seem to have worked in this case. Now, we show that the observed correlation between g − r colours and Mi ITFR velocity residuals can be attributed to the variation in M * /L with colour. Redder galaxies have larger M * /L, so they tend to be fainter than average for a given rotation velocity. Assuming the Bell et. al. (2003) 
0.86 , we can predict the slope of the residual correlation to be
where we have used the best-fit slope of the M * ITFR from Table 10 . This predicted slope is very close to the best-fit value (dotted vs. solid lines in the left panel of Fig. 26 ).
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Putting these results together, we form a fully consistent picture. The addition of colour information to Mi via M * and Msyn corrects for the variation in M * /Li with colour. Doing so successfully removes most of the residual correlation with galaxy colour, and yields to significantly tighter ITFRs.
23 If one instead assumes a pure gravitational disk model, in which V 2 rot ∝ M * at fixed scale length (as was done in P07), one would predict a different slope, equal to 0.86/2 = 0.43, which is inconsistent with the observations.
Correlations with disk size
Recent observational studies of the TFR have consistently found a lack of correlation between TFR residuals and disk galaxy scale lengths (P07; Courteau et al. 2007 ). Courteau & Rix (1999) noted that this lack of correlation argues that the disk mass does not contribute most of the disk rotation velocity at the optical radius. However, Dutton et al. (2007) noted that there can be other interpretations as well. Meanwhile, Gnedin et al. (2007) emphasized that the observed lack of residual correlations plays a key role in their conclusions about the baryon fractions of disk galaxies. For a pure self-gravitating disk model, V 2 rot ∝ R −1 d at fixed M * , so a strong negative correlation is expected with ∂ log Vrot/∂ log R d = −0.5. On the other hand, a strong positive correlation is expected for a pure NFW dark matter halo model, with an expected slope of +0.5 in the inner regions.
We study correlations between velocity residuals from the M * ITFR and disk size offsets from the mean size-mass relation, ∆(log
. Figure 27 shows the log M * -log R d relation for 189 galaxies in the child disk sample (filled circles), and the best-fit mean relationR d (M * ) (solid line). Using a procedure similar to that used to fit the TFRs (c.f. §7.2), we find with a best-fit Gaussian intrinsic scatter in log R d of σ = 0.14 ± 0.01 dex. Figure 28 shows the correlation between velocity residuals ∆[log V80(M * )] and disk size offsets ∆(log R d ) for the 189 galaxies in the child disk sample. Confirming the results of prior studies, we find no evidence for a correlation: r = 0.05 and ρ = 0.04. The best-fit linear relation has a slope consistent with zero, b = 0.012 ± 0.034 (solid line). Now, we go one step further and repeat the analysis for three bins in stellar mass (with 64, 64, and 61 galaxies in the low, intermediate, and high stellar mass bins, respectively). Figure 29 shows the results for each stellar mass bin (as labeled; the legend here is similar to that in Fig. 28 ). Although the best-fit slopes are not close to either of the predictions from the pure disk and pure DM models (−0.5 and +0.5, respectively; dot-dashed lines), we find a decreasing trend in the best-fit slope (changing sign from slightly positive to slightly negative) with increasing stellar mass: b = 0.087 ± 0.055, 0.00 ± 0.03, −0.04 ± 0.08, for the low, intermediate, and high stellar mass bins, respectively. The correlations are weak, but reflect the same trend with increasing stellar mass: ρ = 0.25, −0.08, and −0.15, with corresponding Sig(ρ) = 0.05, 0.5, and 0.2, for the three bins, respectively.
The observed trend indicates that the stellar mass (or baryon) fraction within the optical region of disk galaxies increases systematically with stellar mass, over the range of stellar masses we consider. In §11, we explicitly calculate stellar mass fractions and confirm the trend with stellar mass suggested by these residual correlations. In §12.4, we discuss the interpretation of these results.
DYNAMICAL-TO-STELLAR MASS RATIOS
We calculate dynamical-to-stellar mass ratios within the optical radius R80 for the 189 galaxies in the child disk sample, denoted by (
We adopt an empirical definition that depends straightforwardly on directly-observed quantities
where G = 4.3012 × 10 −6 kpc(km s −1 ) 2 M −1 is the gravitational constant, K = 1.34 is a geometrical factor that corrects for the flattened potential of the disk (assuming an exponential disk+NFW DM halo model; see Appendix for the derivation), and (D/T )80 is the disk-tototal mass ratio within R80,
For simplicity, we have assumed that the average stellar mass-to-light ratio within R80 is equal to its global value, so that M * ,opt/M * ≈ 0.8 by definition of R80 (actually, the value of M * /L varies with radius, as indicated by color gradients along the disk). Note that V 2 80 R80/G is the dynamical mass within R80 for a spherical mass distribution with a circular velocity equal to V80, and that we have assumed a fixed Kroupa IMF in the definition of M * ,Bell .
We also calculate dynamical-to-baryonic mass ratios within R80
where M bar are baryonic mass estimates based on u − r color-based gas-to-stellar mass ratios from Kannappan (2004) (c.f. §5.5). For simplicity, we have assumed that the average gas-to-stellar mass ratio within R80 is equal to its global value. Actually, the radial extent of HI is usually larger than the optical radius (Broeils & Rhee 1997) . Figure 30 shows the relation between M * ,opt and M dyn,opt for the 189 galaxies in the child disk sample, using stellar mass estimates M * ,Bell and M * ,MPA (top and bottom panels, respectively). The scatter in this relation is clearly being driven by disk size (red triangles, yellow circles, blue inverted triangles show the upper, middle, and lower bins in disk size offset ∆R d , respectively). Best-fit linear relations for each disk size bin are shown by colored dashed lines and best-fit parameters are listed in Table 16 . The slopes of the relations are less than unity for both stellar mass estimates: (M dyn /M * )opt decreases with stellar mass. In subsequent figures, we will show only results for M * ,Bell . Figure 31 shows the relation between (M dyn /M * )opt (top panel) and (M dyn /M bar )opt (bottom panel) and stellar masses M * ,opt. Here, different symbols show bins in disk size offsets ∆R d . Figure 32 shows the corresponding relations with R80. Here, different symbols show bins in stellar mass M * ,Bell . In both figures, red triangles, yellow circles, blue inverted triangles show the upper, middle, and lower bins, respectively. Best-fit relations are shown by dashed lines of corresponding colors in Fig. 31 and the best-fit parameters are listed in Table 16 .
We begin by discussing the trends in (M dyn /M * )opt (top panels of Figs. 31 and 32) . Then, we discuss the trends in (M dyn /M bar )opt (bottom panels of the same Figures). Our interpretation of these trends will be discussed in §12.4.
We confirm that at a fixed stellar mass, larger (smaller) disks tend to have higher (lower) (M dyn /M * )opt (Zavala et al. 2003; Pizagno et al. 2005 ). In addition, we find that while most disks show a clear trend in (M dyn /M * )opt with stellar mass, the smallest disks fall off that main relation and tend to have low (M dyn /M * )opt regardless of their stellar mass (blue inverted triangles and dotted line in the top panel of Fig. 31 and leftmost points in top panel of Fig. 32 ). have (M dyn /M * )opt ≈ 2.7, regardless of stellar mass.
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At the high M * end, the ratios converge to the same low value, regardless of disk size. In other words, if we ignore the contribution of the gas mass, maximal disks Figure 31 . Relation between stellar masses within R 80 , M * ,opt, and dynamical-to-stellar and dynamical-to-baryonic mass ratios within R 80 (top and bottom panels, respectively). Different symbols correspond to bins in disk size offset ∆R d (red triangles, yellow circles, blue inverted triangles, for the upper, middle, and lower bins, respectively).
(i.e., with M dyn,opt = M * ,opt) require a non-uniform increase in the IMF normalization varying from ∼ 0.4 dex (for the highest M * and lowest R d galaxies) to ∼ 1 dex (for the lowest M * galaxies with intermediate-to-high R d ). Now, looking at (M dyn /M bar )opt, we find the same dependence on disk size, at a fixed M * ,opt, seen in the corresponding relation for (M dyn /M * )opt (bottom and top panels of Figure 32 . Relation between R 80 and dynamical-to-stellar and dynamical-to-baryonic mass ratios within R 80 (top and bottom panels, respectively). Different symbols correspond to bins in stellar mass M * ,Bell (red triangles, yellow circles, blue inverted triangles, for the upper, middle, and lower bins, respectively).
top panel of Fig. 32 ), because the trend with stellar mass (at fixed R80) seen in the latter is not found in the former. We find that (M dyn /M bar )opt is roughly constant with stellar mass, at a fixed ∆R d , unlike (M dyn /M * )opt. This is a direct consequence of the sign and size of the trend of increasing gas mass fraction as stellar mass decreases (see Fig. 7 ). For the full child disk sample, the mean value of (M dyn /M bar )opt ≈ 2.6, which corresponds to a 44 per cent baryon contribution to the mass inside R80. Taking these baryonic masses at face value (i.e., assuming that the gas and stars have the same spatial extent), maximal disks (i.e., with M dyn,opt = M bar,opt ) require a non-uniform increase in the IMF normalization varying from ∼ 0.4 dex (for the highest M * galaxies) to ∼ 0.9 dex (for the lowest M * galaxies); the amounts are larger for the low-mass galaxies because they have higher gas mass fractions and the photometrically-derived gas masses are unaffected by changes in the IMF.
The scatter in (M dyn /M bar )opt at fixed M * ,opt is smallest at the highest M * end, as is the case for (M dyn /M * )opt. The measured scatter in (M dyn /M bar )opt is 0.23 dex for the full sample, and 0.22, 0.15, and 0.21 dex for the bottom, middle, and top bins in disk size offsets, respectively (Table 16 ).
The correlation of both (M dyn /M * )opt and (M dyn /M bar )opt with disk size at fixed stellar mass suggests that a combination of these two properties can lead to a tighter relation with M dyn /M * . We confirm that the stellar surface density within Ropt, Σ * ,opt = M * ,opt/(2πR 2 opt ) forms a tighter relation with M dyn /M * than either M * or Ropt alone (Zavala et al. 2003; Pizagno et al. 2005 ).
The top panel of Figure 33 shows the relation between Σ * ,opt and (M dyn /M * )opt for the child disk sample. The best-fit relation is shown by the dashed line and best-fit parameters are listed in Table 16 . The bottom panel of Figure 33 shows the relation between the baryonic surface density within R80, Σ bar,opt = Σ * ,opt × (M bar /M * ) and (M dyn /M bar )opt. As in Fig. 31 , different symbols correspond to bins in disk size offsets ∆R d (red triangles, yellow circles, blue inverted triangles show upper, middle, and lower bins, respectively).
Comparing the upper panels of Figs. 31 and 33, we find that the smallest disks, which fall below the relation involving M * move to the right (toward higher Σ * ,opt) by an amount that places it roughly on the Σ * ,opt-(M dyn /M * )opt relation defined by the larger disks.
The scatter in the Σ bar,opt -(M dyn /M bar )opt is comparable to the scatter in the Σ * ,opt-(M dyn /M * )opt relation-equal to 0.18 and 0.15 dex, respectively. The trends in (M dyn /M bar )opt with M * ,opt and R80 (lower panels of Figs. 31 and 32) indicate that the tightness of its relation with Σ bar,opt is almost entirely driven by its dependence on disk size, rather than stellar mass. This observation has important consequences for our interpretation of these trends in §12.4.
Finally, to look for the tightest possible relation for (M dyn /M * )opt, we explore other combinations of the form M * ,opt/R κ opt , with the exponent κ treated as an additional free parameter. Maximum likelihood fits yield κ = 1.7 ± 0.3, consistent with the definition of the stellar surface density (with κ = 2). Therefore, we conclude that the stellar surface density is, indeed, a near-optimal photometric tracer of (M dyn /M * )opt. 
SUMMARY AND DISCUSSION
Methodology
Our sample selection and methodology are dictated by our primary goal of obtaining photometric estimates of disk rotation velocity for a large sample of galaxies with imaging data. To achieve this goal, we construct a TFR sample of 189 galaxies that is a fair subsample of a welldefined parent disk sample of ∼170 000 galaxies from the SDSS ( §3).
To derive robust TFRs, we use rotation velocity amplitudes V80 defined at R80, the radius containing 80 per cent of the i-band galaxy light and approximately at the peak of the total (disk+DM halo) rotation curve for typical disk galaxies and their haloes (c.f. §6.5.3 and §9.1). We calculate and account for systematic errors in V80, in addition to statistical errors, to downweight the contribution of those few galaxies with peculiar rotation curves to the TFR fits. We also perform weighted fits to the TFR to account for the small difference between the stellar mass functions of the TFR and parent disk samples; however, in practice, the two are similar enough that the weights do not significantly affect the fits.
Tests of systematics
We find that the TFR is robust to many systematic effects, including slit misalignments ( §6.5.1), differences in observing instruments and conditions ( §6.5.2), differences in analysis pipelines (i.e., the rotation curve extraction and fitting methods, and bulge-disk decomposition fits, which differ between this work and P07) ( §6.5.3 and §9.5), and differences in sample selection (i.e., between this work and P07) ( §9.2 and §9.5). We also verify that our internal extinction corrections successfully remove the weak correlation between disk axis ratios q d and velocity residuals from the (uncorrected) M NC i ITFR ( §10.1). This indicates that even if they are uncertain on a galaxy-per-galaxy basis, they are adequate for the TFR sample on average.
While there are many other potential sources of systematics that we have not explicitly tested for, we note that the observed small scatter in the TFR-0.056 dex of total scatter in log V80, corresponding to 0.20 dex in log M * ,Bell or 0.5 mag in Mi-itself serves as an upper bound for their contribution. We find that the expected additional sources of scatter (e.g., intrinsic disk ellipticities) can explain essentially all of the observed scatter in the TFR, regardless of whether our measurement errors were overestimated ( §7.3). The disk-dominated sample yields an even smaller total TFR scatter of 0.05 dex in log V80, corresponding to 0.18 dex in log M * ,Bell (or 0.44 in magnitude "units"). For comparison, previous TFR studies based on pruned samples of spirals (for distance indicator work) found a range of observed total scatter ∼ 0.3-0.4 mag (Strauss & Willick 1995 , and references therein).
Optimal estimator of disk rotation velocity
One of the primary aims of this work is to identify and calibrate an optimal estimator of disk rotation velocity, i.e., one with minimal scatter in its ITFR. We confirm that the use of redder bands (Strauss & Willick 1995) , or the addition of colour information (Kannappan et al. 2002) , yield tighter ITFRs. It is interesting to note that Msyn(λ, g − r) for different bands yielded not only ITFRs with identical scatter, but almost identical slopes and zero-points as well. We note that Msyn can be interpreted as an extrapolation to some redder (i.e., infrared) band, which traces stellar mass better than any single optical band. We also find that the best-fit coefficients α for the colour terms in Msyn(λ, g − r) are consistent with the corresponding coefficients α Bell from the M * /L fitting formulae of Bell et al. (2003) (see Table 9 ). Then, in §10.2, we explicitly show that almost all of the correlation between g − r colour and velocity residuals from the Mi ITFR can be attributed to, and hence removed by, the colour dependence of the stellar mass-to-light ratio, M * /Li ∝ (g − r)
0.86 (also from Bell et al. 2003 ). Ultimately, we choose M * ,Bell to be our optimal estimator since it has a natural physical interpretation (unlike Msyn) and is straightforward to calculate (unlike M * ,MPA). We find (c.f. Table 10 
with an intrinsic Gaussian scatterσ = 0.036 ± 0.005 in log V80 (using a Kroupa IMF to define M * ,Bell ). The associated uncertainty in this estimate is given by the measured scatter in the ITFR, σmeas = 0.056 dex. Pruning the galaxy sample to include only diskdominated galaxies is another way to obtain a tighter ITFR. We show in §9.4 that removing galaxies with D/T 0.9 yields a tighter M * ,Bell ITFR. We note that pruning a large imaging dataset with many fainter and smaller galaxies than those in our sample is nontrivial, but worth investigating.
Relative contributions of stars and DM
The question of the relative contribution of stars and DM in the optical regions of disk galaxies remains unresolved. Observed rotation curves only weakly constrain the relative contributions of the different components: stellar and gas disks, bulge, and DM halo. To disentangle these components, we assume a fixed stellar IMF, then infer stellar and gas masses based on the galaxy luminosities and colours. We use our observations to confirm several known trends and point out interesting new ones that will help constrain the possible scenarios. In future work, we will aim to construct disk galaxy models that reproduce these observations. In §10.3, we study correlations between velocity residuals from the M * ITFR and disk size offsets ∆R d for the child disk sample divided into three bins in M * (Figure 29) . We find that the lowest stellar mass galaxies show a positive correlation between TFR residuals and disk size offsets, suggesting that they have a dominant NFW DM halo. Moreover, the sign of the correlation changes from positive to negative toward increasing stellar mass, suggesting a progression toward an increasing contribution of the stellar disk. (Recall that a pure NFW DM halo yields a slope of +0.5, while a pure exponential disk yields a slope of −0.5.)
In §11, we use stellar mass estimates M * ,Bell and baryonic mass estimates M bar (defined in §5.4 and §5.5, respectively) with a fixed Kroupa IMF, to calculate dynamical-to-stellar and dynamical-to-baryonic mass ratios within R80, (M dyn /M * )opt and (M dyn /M bar )opt, respectively. We find that (M dyn /M * )opt decreases from ≈ 10 to 3 as M * ,Bell increases from 10 9 to 10 11 M (top panel of Fig. 31 ). This trend of an increasing (decreasing) contribution of stars (DM) to the potential on optical scales as stellar mass increases is consistent with that indicated by the size residual correlations.
On the other hand, because low M * galaxies have higher gas mass fractions than high M * galaxies, (M dyn /M bar )opt is roughly constant with stellar mass, with a mean of 2.6 and standard deviation of 0.23 dex (bottom panel of Fig. 31) . Blanton et al. (2008) found a similar result from a sample of isolated dwarf galaxies with luminosities Mr − 5 log h = −14 to −21.5 mag. At face value, it seems that this finding is inconsistent with the observed dependence of the sign of the size residual correlations on stellar mass ( §10.3). However, recall that we have not taken into account the difference in the spatial distributions of the gas and the stars. In fact, (M dyn /M bar )opt and (M dyn /M * )opt bracket the more realistic scenario, in which only some fraction of the gas mass is within the optical radius. We defer detailed analysis and discussion to a future modelling paper.
Panels of Figure 31 clearly show that the scatter in both (M dyn /M * )opt and (M dyn /M bar )opt at fixed stellar mass is driven by differences in disk sizes: larger disks tend to have higher values in both ratios. As a consequence, both ratios form tighter relations with stellar (or baryonic) surface density than with stellar mass or disk size alone (Zavala et al. 2003; Pizagno et al. 2005) . In the disk galaxy models of Firmani & Avila-Reese (2000) , the observed tight trend of (M dyn /M * )opt with Σ * ,opt arises from a correlation of star formation efficiency with surface density.
26 Here, we propose an alternative explanation: the observed variation in (M dyn /M * )opt with disk size is actually tracing the slope of the (average) total mass profile of disk galaxies at these radii. In our own disk galaxy models, we will show that the observed trends are reproduced even if the disk mass fraction is independent of disk size or stellar surface density (R. Reyes, in prep.).
The reason this happens, qualitatively, is that if we assume a fixed DM halo for a given disk (ignoring realistic variation due to, e.g., scatter in halo concentration at fixed mass), then the larger disks will necessarily have more DM within R80. This assumption is not necessarily true-it is possible, for example, that a disk that is larger or smaller than the typical size for its stellar mass would have a different effect on the DM halo density profile. Our results suggest that such a correlation between DM halo profile modifications and disk size at fixed M * are not of the right sign, or sufficient magnitude, to cause a deviation from our naive expectation that the disk size simply modulates how much of the dark matter the gas in the disk "sees."
Applications to future work
The calibrated TFRs presented here can be used for a variety of purposes: for estimating disk rotation velocities for large photometric samples, connecting galaxies with their DM haloes, and studying models of galaxy formation and evolution. As mentioned above, we will use these observations to construct and constrain models of disk galaxy formation. In another paper, we will constrain Vrot/Vvir as a function of stellar mass, using our calibrated ITFR to determine Vrot, and weak lensing measurements to determine Vvir. As discussed in §1, this measurement constrains the shape of the total mass profile, and can potentially indicate whether baryons have modified the gravitational potential well, in which sense, and by how much.
