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Explaining observations in terms of causes and effects is central to all of empirical science. Correla-
tions between entangled quantum particles, however, seem to defy such an explanation. To recover
a causal picture in this case, some of the fundamental assumptions of causal explanations have to
give way. Here we consider a broad class of models where one of these assumptions, Bell’s local
causality, is relaxed by allowing a direct influence from one measurement outcome to the other. We
use interventional and observational data from a photonic experiment to bound the strength of this
causal influence in a two-party Bell scenario and test a novel Bell-type inequality for the considered
models. Our results demonstrate the incompatibility of quantum mechanics with an important class
of nonlocal causal models, which includes Bell’s original model as a special case. Recovering a classi-
cal causal picture of quantum correlations thus requires an even more counter-intuitive modification
of our classical notion of cause and effect.
Four decades after Freedman and Clauser [1] performed
the first Bell-inequality test [2], a series of loophole-free
experiments [3–5] have now conclusively shown that the
predictions of quantum mechanics are at odds with the
world view of local realism. Scientific realism posits
that physical systems have real, objective properties—
independent of whether we observe them or not—that
determine the outcomes of measurements performed on
the system. The idea of locality, or more precisely lo-
cal causality is that causal influences cannot propagate
faster than the speed of light. Based on local causality,
and the assumption that measurement settings can be
chosen freely, Bell derived an inequality that must be re-
spected by any set of correlations that can be explained
in terms of, possibly hidden, common causes, cf. Fig. 1a,
but is violated by observed quantum correlations. Con-
sequently, a new area of research has emerged, exploring
to what extent the various underlying assumptions have
to be relaxed in order to recover a causal explanation of
quantum correlations [6–14].
An excellent platform for this research program, and
a natural framework for Bell’s theorem, is the theory
of causal modelling [11, 12], which aims to explain cor-
relations in terms of cause-and-effect relations between
events [15, 16]. Discovering these relations from empir-
ical data is difficult in general [17–20], however, within
classical physics such an explanation should always exist,
since the properties of a classical system, even if not mea-
sured, can always be assumed to have well-defined values.
Such causal reasoning is at the heart of empirical science
and builds upon the most fundamental understanding of
causality, that if a variable acts as the cause for another
one, actively intervening on the first should cause changes
in the second. More recently, causal modelling has at-
tracted considerable interest in foundational physics, in
particular for the study of stronger-than-classical corre-
lations [12, 21–27], dynamical causal order [28], and in-
definite causal structures [28, 29] and their role as com-
putational resource [30–33].
Phrasing Bell’s theorem in the language of causal mod-
els provides a clear picture of the underlying assump-
tions and allows for a unified and quantitative approach
to relaxations of these assumptions [11, 12]. For exam-
ple, causal models can in principle reproduce quantum
correlations when relaxing Bell’s local causality assump-
tion, which is commonly referred to as quantum nonlo-
cality. Here we test models which allow for a causal in-
fluence from one measurement outcome to the other, cf.
Fig. 1b. First we consider the simplest and most well-
studied example of such correlations, the Clauser-Horne-
Shimony-Holt (CHSH) scenario [34], where two parties,
Alice and Bob, can each measure one of two dichotomic
observables. Using controlled interventions we find the
potential causal influence insufficiently strong to explain
the observed CHSH violation. In the second experiment
we go beyond the simple CHSH scenario and violate a
novel Bell-type inequality which involves three measure-
ment settings for each party and is satisfied even for ar-
bitrarily strong causal influences from one outcome to
the other [11]. In contrast to the interventional method,
which requires detailed knowledge of the physical sys-
tem under consideration, the latter method is device-
independent. Our results highlight the incompatibility
of quantum correlations, not just with Bell’s local causal
model, but even with nonlocal causal models where one
measurement outcome may have a direct causal influence
on the other.
Causal modeling — A causal structure under-
lying n jointly distributed discrete random variables
(X1, . . . , Xn) is represented by a directed acyclic graph
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FIG. 1. Causal structures for a Bell scenario. (a) Bell’s
original local hidden variable model, where X (Y ) is Alice’s
(Bob’s) measurement setting and A (B) is the corresponding
measurement outcome. Λ denotes the local hidden variable.
(b) A relaxation of local causality, where A may have direct
causal influence on B. Bell’s model in (a) is the limiting
case where the green arrow from A to B vanishes. (c) An
intervention (I) on A forces the variable to take a specific
value and breaks all incoming arrows.
(DAG), with the nodes (circles in Fig. 1) representing
variables and the directed edges (arrows in Fig. 1) repre-
senting causal relations [15]. Bell’s theorem, where two
observers, Alice and Bob, perform local measurements on
one half of a shared quantum state, can be conveniently
formulated in this language. Figure 1a shows the cor-
responding causal graph, based on Bell’s assumptions of
measurement independence and local causality. Measure-
ment independence states that the measurement choices
of Alice and Bob, X and Y respectively, are independent
of how the system has been prepared, i.e. there is no
causal link from the hidden variable Λ toX or Y and thus
p(x, y, λ) = p(x, y)p(λ) 1. Local causality implies that
the probability of Alice’s (Bob’s) outcome A (B) is fully
specified by Λ and by the measurement choice X (Y ),
i.e. p(a|x, y, b, λ) = p(a|x, λ) (p(b|x, y, a, λ) = p(b|y, λ)).
The latter assumption is reflected in the causal graph,
Fig. 1a, by what we call causal parameter independence—
there is no direct causal influence from the measurement
setting Y (X) to the other party’s outcome A (B)—and
causal outcome independence, stating that there is no di-
rect causal influence from one outcome to the other 2.
The causal models compatible with these assumptions
are of the form of Bell’s well-known local hidden vari-
able model: p(a, b|x, y) = ∑λ p(a|x, λ)p(b|y, λ)p(λ) .The
constraints on the observable probabilities p(a, b|x, y) dic-
tated by such a causal model are known as Bell inequali-
ties. In the simplest possible Bell scenario, where each of
the parties measure one of two observables (x, y = 0, 1)
obtaining one of two possible outcomes (a, b = 0, 1), any
correlations compatible with Bell’s causal model must re-
spect the CHSH-inequality [34]
S2 = 〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉 ≤ 2, (1)
1 We adopt the usual convention that uppercase letters label ran-
dom variables while their values are denoted in lower case.
2 Note that these definitions differ slightly from their statistical
variants, see Supplementary Information for details, see Sec. SI.
where 〈AxBy〉 =
∑
a,b=0,1(−1)a+bp(a, b|x, y) is the joint
expectation value of Ax and By. The first loophole-free
Bell experiments [3–5] now conclusively show that quan-
tum mechanics allows for correlations that violate this
inequality, therefore witnessing its incompatibility with
causal models satisfying local causality and measurement
independence.
In order to retain a classical causal explanation of the
Bell scenario, some of these causal assumptions have to
be relaxed [7–14, 35]. We focus on the class of models
which do not assume causal outcome independence, such
that Alice’s measurement outcomes may have a direct
causal influence on Bob’s outcomes (or vice-versa), while
satisfying causal parameter independence, see Fig. 1b.
Since the causal model is formulated without any ref-
erence to a space-time structure, this influence may be
sub- or superluminal, instantaneous, or even to the past,
as long as it does not create any causal loop. In partic-
ular, it is consistent with a recent no-go theorem stating
that quantum correlations cannot be explained by any
finite-speed influence [36]. The probability distributions
compatible with this causal structure can be decomposed
as
p(a, b|x, y) =
∑
λ
p(a|x, λ)p(b|y, a, λ)p(λ). (2)
The first experimental method we use to test this
model relies on interventions, a core tool in causal dis-
covery allowing for the identification and quantification
of causal influences [11, 15, 37, 38]. Formally, an interven-
tion is the act of locally forcing a variable Xi to take on
some value x′i, denoted do(x′i). This removes all incom-
ing arrows on Xi, while keeping the causal dependencies
between all other variables unperturbed, see A in Fig. 1c.
In the CHSH-scenario, passive observations alone are
not enough to determine whether correlations between A
and B are due to direct causation or a common cause
Λ. An intervention on variable A, however, would break
the link between A and the (hypothetical) variable Λ.
All remaining correlations between A and B must thus
stem from direct causation. Indeed, the maximal shift
in the probability distribution of B upon intervention
on A even allows quantifying the strength of this causal
link [11]. To achieve this we use the so-called average
causal effect [15, 37],
ACEA→B = sup
b,y,a,a′
|p(b|do(a, y)− p(b|do(a′), y)|, (3)
which is a variant of the measure CA→B used in Ref. [11].
In contrast to this measure, however, ACEA→B does not
require knowledge of the hidden variable and is thus ex-
perimentally accessible. As we prove in detail in Sec. SI,
the average causal effect satisfies the same relation as
CA→B in Ref. [11], namely,
min ACEA→B = max [0, (S2 − 2)/2] , (4)
where the maximum is taken over all eight symmetries of
the CHSH quantity under relabelling of inputs, outputs,
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FIG. 2. (a) The experimental setup. Pairs of photons
are generated via spontaneous parametric downconversion in
a periodically poled KTP (ppKTP) crystal, using the Sagnac
design of Ref. [40]. The degree of polarization entanglement
between the two photons can be continuously varied by chang-
ing the polarization-angle γ of the pump laser. Alice and Bob
perform measurements in the equatorial plane of the Bloch
sphere using a half-wave plate (HWP) and a polarizing beam
splitter (PBS). Additional quarter-wave plates (QWP) can be
used for quantum state tomography of the initial entangled
state. In the interventionist experiment an additional combi-
nation of QWP and polarizer (POL) are used between Alice’s
basis choice and her measurement. Causal variables are in-
dicated using the notation of Fig. 1a. (b) Alice’s (red) and
Bob’s (blue) measurement bases and the intervention direc-
tion (cyan) on the Bloch-sphere.
and parties [34]. In other words the minimal average
causal effect required for a causal explanation of a set
of quantum correlations is directly proportional to the
CHSH violation achieved by the correlations in question.
Interventional method — We experimentally im-
plemented an intervention on a CHSH-Bell test using
pairs of polarization-entangled photons, generated in the
state cos γ|HV 〉+ sin γ|V H〉, see Fig. 2a. Here H and V
correspond to horizontal and vertical polarizations, re-
spectively and γ is the polarization angle of the pump
beam, which continuously controls the degree of entangle-
ment, as measured by the concurrence C = | sin 2γ| [39].
Alice and Bob perform a standard CHSH-inequality
test with two settings and two outcomes each. The
measurements are chosen in the equatorial (linear-
polarization) plane of the Bloch sphere, see Fig. 2b. In
order to test the (directional) link A→ B, Bob has been
located in the causal future of Alice using a 2 m fibre de-
lay before Bob’s measurement device. An intervention on
Alice’s outcome A can be implemented using a quarter-
wave plate and a polarizer before her measurement PBS.
Alice’s photons are randomly projected onto circular po-
larization states |R/L〉= 1√
2
(|H〉±i|V 〉)—which are or-
thogonal to all measurements in the performed CHSH
test—and re-prepared in eigenstates of the PBS to force
one of the two outcomes A = ±1. This approach breaks
all relevant incoming causal arrows and allows determin-
istically setting the variable A, thus satisfying the con-
ditions for an intervention. The measurement bases for
Alice and Bob, as well as the setting of the intervention
POL and QWP were chosen randomly using quantum
random numbers from the Australian National Univer-
FIG. 3. Observed average causal effect ACE versus
measured CHSH-value. Any value below the dashed red
line, given by Eq. (4), is not sufficient to explain the observed
CHSH-violation. Note, that the quantity ACE is bounded
from below by 0, as indicated by the hatched area, resulting in
asymmetric error distributions. The blue shaded area repre-
sent the 3σ region of Poissonian noise. All errors represent 3σ
statistical confidence intervals obtained from a Monte-Carlo
simulation of the Poissonian counting statistics.
sity’s online quantum random number generator based
on Ref. [41].
Single-photon clicks in the APDs for each outcome are
registered with an AIT-TTM8000 time-tagging module
with a temporal resolution of 82 ps. Outcome probabili-
ties, used to estimate ACE, were computed from a total
of 48,000 coincidence counts and no more than one event
was registered for each set of random choices for X,Y ,
as well as the two elements of I.
Figure 3 shows the observed average causal effect as
a function of the CHSH values measured for a range
of entangled states. All measured values are below
ACEA→B = 0.02+0.02−0.02 and largely independent of the
observed CHSH violation. Note that the quantity is
bounded from below, which results in non-Gaussian
statistics and makes the value 0 unachievable in the pres-
ence of experimental imperfections and finite counting
statistics. When taking this in to account, all data lie
within the 3σ noise due to Poissonian counting statis-
tics, see Sec SIV. All quoted uncertainties were ob-
tained from Monte Carlo simulations of the Poissonian
counting statistics and correspond to the 0.13th and
99.87th percentile, respectively (in the case of normal
distributed variables this would correspond to 3σ con-
fidence regions). Within current experimental capabil-
ities we find that CHSH violations above a value of
S2 = 2.05 ± 0.02 cannot be fully explained by means of
a direct causal influence from one outcome to the other.
That is, the potential causal influence between Alice’s
and Bob’s measurement—the green arrow in Fig. 1b—is
not sufficiently strong.
Observational method — As we have demon-
strated, interventions are a powerful tool for quantifying
the strength of causal influences, as measured by the av-
4erage causal effect. Any experimental implementation of
an intervention, however, relies on the quantum descrip-
tion of the degree of freedom responsible for the outcome
A (in the case above, the polarization), and is thus nec-
essarily device dependent. We now show how moving
beyond the CHSH scenario allows for a device indepen-
dent test of any model with an arbitrarily strong causal
influence from one outcome to the other.
Consider the situation where each of the two parties
can choose to measure one of three different dichotomic
observables. As shown in Ref. [11], any correlations com-
patible with the model in Fig. 1b must now satisfy
S3 = 〈E00〉 − 〈E02〉 − 〈E11〉+ 〈E12〉 − 〈E20〉+ 〈E21〉 ≤ 4.
(5)
This inequality is symmetric and, as we show in Sec. SI,
satisfied by any model that contains one-way communi-
cation of outcomes from either party to the other. Cru-
cially, this allows us to test the models in Fig. 1b in a
device-independent fashion and without committing to
any particular temporal ordering of A and B.
To test inequality (5) Alice and Bob each perform mea-
surements on their quantum system along one of three
directions in the equatorial plane of the Bloch-sphere.
These measurements are implemented using the setup in
Fig. 2 with the intervention elements I removed. The
specific measurement settings are given in Sec. SIII. Fig-
ure 4 shows the observed violation of inequality (5) as a
function of the parameter γ of the used quantum state.
The theoretical maximal violation of the inequality is
achieved using a maximally entangled state, correspond-
ing to γ = 45◦.
FIG. 4. Observed values S3 for a variety of quantum
states of the form cos(γ)|HV 〉 + sin(γ)|V H〉. The orange
data points are observed using a fixed measurement scheme
(optimal for the maximally entangled state, γ = 45◦), with
the dotted, orange line representing the corresponding the-
ory prediction. The blue data and blue dashed theory line
corresponds to the case where measurement settings were op-
timized for the prepared states, see Sec. SIII. The black line
represents the bound of inequality (5); any point above this
line cannot be explained causally by a model of the form in
Fig. 1b. Error-bars correspond to 3σ statistical confidence
intervals.
We observe a value of up to S3 = 5.16+0.02−0.02, corre-
sponding to a violation of Eq. (5) by more than 170
standard deviations. Complementary to the interven-
tional experiment—which bounds the strength of a pos-
sible causal influence from one outcome to the other the
CHSH scenario—this result rules out any causal model
with an arbitrarily strong direct causal influence from one
outcome to the other. This demonstrates that the con-
clusions of the interventional experiment hold even in a
fully device-independent scenario and thus that a direct
causal influence from one outcome to the other cannot
explain quantum correlations.
Discussion — Previous work on causal explanations
beyond local hidden variable models focused on testing
Leggett’s crypto nonlocality [7, 42, 43], a notion which
concerns models with a very specific choice of hidden vari-
able and that is in fact unrelated to Bell’s local causal-
ity [44]. In contrast, we make no assumptions on the
form of the hidden variable and test all models compati-
ble with the causal structure in Fig. 1b, which is a natural
generalization of Bell’s model and contains it as a special
case. Practically, our experiment relies on a fair sampling
assumption, see Sec. SII.
Our results demonstrate that causal modeling and in-
terventions are powerful tools for studying causal expla-
nations of quantum correlations beyond Bell’s local hid-
den variable model. It would now be of considerable in-
terest to further develop and extend these tools to test
other classes of causal models, e.g. allowing for retro-
causal influences or relaxations of measurement indepen-
dence [8–14, 45]. Alternatively one could completely
abandon the classical notion of causality and pursue a
novel framework of quantum causality [21–27]. An im-
portant question for these approaches, however, is how
to treat interventions and to what extent causal discov-
ery remains possible [46]. For example, interpretations of
quantum mechanics that feature objective collapse of the
wave-function would not permit interventions in the way
they are used within the causal modelling framework [47].
Recent experiments put strong constraints on real-
ist interpretations of quantum mechanics, ruling out
maximally-epistemic [48] and local-causal [3–5] models.
Our results exclude an important class of nonlocal causal
models, thus contributing to a clearer picture of the sta-
tus of reality and causality in quantum mechanics.
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6Supplementary Information
Experimental Test of Nonlocal Causality
Here we discuss in detail the relation of the average
causal effect to the CHSH violation. We also present the
derivation of our novel 3-setting inequality and discuss
data and error analysis.
SI. RELAXATION OF LOCAL CAUSALITY
Here we will discuss in detail Bell’s assumption of local
causality and how it relates to assumptions on the un-
derlying causal structure.
Local causality captures the idea that there should
be no causal influence from one side of the experiment
to the spacelike separated other side. Formally, this is
a constraint on the conditional probability distribution:
p(a|b, x, y, λ) = p(a|x, λ). Here and in the following we
will not explicitly state the equivalent constraint for Bob.
We would like to stress that local causality is not equiv-
alent to signal locality, which follows from special rela-
tivity and imposes constraints on the observable prob-
abilities only: p(a|x, y) = p(a|x). The natural general-
ization of signal locality to include the hidden variable
is typically referred to as parameter independence or lo-
cality : p(a|x, y, λ) = p(a|x, λ) [35]. Parameter indepen-
dence together with what is often referred to outcome
independence: p(a|b, x, y, λ) = p(a|x, y, λ) then implies
local causality.
Interpreted in the causal modelling framework local
causality implies that there is no causal link from Bob’s
measurement setting Y or outcome B to Alice’s mea-
surement outcome A, cf. Fig. S1. In the spirit of causal
modelling we would like to obtain the causal structure
of Bell’s theorem directly from investigating these causal
independencies. Specifically we denote by causal parame-
ter independence the absence of a causal link from Alice’s
measurement setting X to Bob’s measurement outcome
B, and by causal outcome independence the absence of a
causal link from Alice’s measurement outcome A to Bob’s
measurement outcome B. As shown in Fig. S1, causal
outcome independence is indeed very similar to outcome
independence. In contrast to the statistical variant of
parameter independence, however, causal parameter in-
dependence indeed captures the idea that there should be
no direct causal influence from the measurement setting
on one side to the measurement outcome on the other
side. In the following we will consider in detail the causal
models that satisfy causal parameter independence, but
may violate causal outcome independence. The corre-
sponding probability distribution can be decomposed as,
p(a, b|x, y) =
∑
λ
p(a|x, λ)p(b|a, y, λ)p(λ). (S1)
To understand how such a model allows for the gener-
ation of nonlocal correlations, consider the two following
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FIG. S1. Comparision of various constraints on the
causal structure of Bell’s theorem. The causal links
forbidden by the respective assumption are shown in dashed
green. Note that the statistical constraints implied by causal
outcome independence and causal parameter independence
are asymmetric in a and b, and swapping them would re-
sult in a causal structure where the arrow between A and B
is reversed. Our experimental test applies to both of these
structures and any convex combination of them.
deterministic strategies:
strategy 1 → a = x, b = a(y ⊕ 1) (S2)
strategy 2 → a = x⊕ 1, b = y(a⊕ 1)⊕ a
Mixing the two strategies with equal probabilities gen-
erates the so-called Popescu-Rohrlich [49] distribution,
p(a, b|x, y) = (1/2)δa⊕b,xy, which achieves maximal alge-
braic violation of the CHSH inequality, S2 = 4. Cru-
cially, however, despite the direct causal link from A to
B, the above example does not permit to send signals
7between Alice and Bob at the level of empirical obser-
vations, satisfying p(b|x, y) = p(b|x′, y). In this case,
however, signal locality does not follow from the causal
structure in Fig. 1b), but rather from the precise choice
of mixing probabilities in the above strategy. This kind
of fine-tuning of model parameters in order to ensure no-
signalling has been found to be a common feature of all
causal explanations of Bell correlations [12].
The concept of fine-tuning plays an important role in
causal discovery, which traditionally excludes fine-tuned
models as unfaithful representations. The main justifi-
cation for this step stems from the fact that assuming a
uniform prior over the space of probabilistic parameters,
the volume of it reproducing conditional independence
relations not implied by the causal structure itself has
measure zero [15, 50]. In practice, however, estimation
error issues due to data of finite sample size can result
in the volume of unfaithful parameters being consider-
ably large [50]. From a purely causal inference perspec-
tive, this practical aspect—together with the fact that
no faithful causal model can reproduce nonlocal correla-
tions [12]—indicates that in order to conclusively elimi-
nate fine-tuned models as a possible causal explanation
to nonlocality, new methods are required.
As in the usual Bell scenario shown in Fig. 1a), each of
the probabilities appearing in Eq. (S1) can be identified
with a deterministic function. To see that, consider the
general case where Alice has mx inputs and oa outputs,
that is, x = 0, . . . ,mx−1 and a = 0, . . . , oa−1 (and anal-
ogously for Bob). The causal structure in Fig. 1b) assures
that a = fA(x, λ) which resembles the usual LHV model
and therefore implies omxa different deterministic func-
tions fA. For b, however, we have that b = fB(a, y, λ) re-
quiring ooamyb different deterministic functions fB . That
is, in order to fully describe the causal structure we need
an underlying hidden variable with n = omxa o
oamy
b possi-
ble values. In terms of these deterministic functions, the
decomposition in (S1) can be rewritten as
p(a, b|x, y) =
∑
λ
δa,fA(x,λ)δb,fB(a,y,λ)p(λ). (S3)
It is useful to represent p(a, b|x, y) as a vector p with
components pj labeled by the multi-index j = (a, b, x, y).
Similarly, the distribution of Λ can be represented by
a vector with components qλ = p(Λ = λ). It follows
then that p = Tq where T is a matrix with elements
Tj,λ = δa,fA(x,λ)δb,fB(a,y,λ).
A. Analytical derivation of the average causal
effect min ACEA→B in the CHSH scenario
We now show analytically that the experimentally acces-
sible average causal effect is a suitable measure of causal
influence in the CHSH scenario.
In general the direct causal effect
CA→B = sup
b,y,a,a′
∑
λ
p(λ)|p(b|do(a), y, λ)−p(b|do(a′), y, λ)|,
(S4)
which quantifies the maximal shift (averaged over the un-
observable variable Λ) in the probability of B caused by
interventions in A, can be used to quantify the strength
of the causal link from A to B. Indeed, it was shown in
Ref. [11] that CA→B directly quantifies the degree of vi-
olation of causal outcome independence required for a
causal explanation of the observed CHSH-violation as
min CA→B = max [0, (S2 − 2)/2], where the maximum is
taken over all eight symmetries of the CHSH quantity un-
der relabelling of inputs, outputs, and parties [34]. The
quantity CA→B , however, is not directly experimentally
accessible, therefore precluding its use in an experimental
test of the such a causal link.
Here we use an experimentally accessible variant of
CA→B , which does not require knowledge of the hidden
variable, the average causal effect.
ACEA→B= sup
b,y,a,a′
|p(b|do(a), y)− p(b|do(a′), y)| (S5)
= sup
b,y,a,a′
± (p(b|do(a), y)− p(b|do(a′), y))
This expression quantifies the average causal effect from
variable A into variable B. That is, the minimum shift in
the probability distribution of B that we should observe
by interventions on the variable A, if indeed the under-
lying causal structure is that shown in Fig. 1b. We are
therefore interested in the following optimization prob-
lem
minimize
q∈Rn
ACEA→B (S6)
subject to Tq = p
〈1n,q〉 = 1
q ≥ 0n.
The two last constraints following from the fact that the
hidden variable Λ should be described by a well defined
probability distribution (positive and normalized).
To write the optimization problem Eq.(S6) as a stan-
dard linear program, notice that
(p(b|do(a), y)− p(b|do(a′), y)) (S7)
=
∑
λ
p(λ)
(
δb,fB(a,y,λ) − δb,fB(a′,y,λ)
)
(S8)
=
∑
i
qivi = 〈v,q〉, (S9)
where the vector v = v(a, a′, y, b) fully characterizes the
action of the Kronecker-symbols in eq. (S8). The ACE
measure (S5) can then be recast as
ACEA→B = max
i=1,...,2L
〈q,vi〉 = Cq. (S10)
Here, the index i parametrizes the 2L possible instances
of (a, a′, y, b) with x 6= x′ (the factor 2 coming from
8the ± signs in Eq. (S5)) and vi = v(a, a′, y, b) de-
notes the vector corresponding to that instance. The
matrix C subsumes all these different instances, that is,
C :=
∑L
i=1 |ei〉〈vi| where ei stands for an orthonormal
basis.
The optimization problem in Eq.(S6) is then equivalent
to a standard linear program
minimize
v,q
v (S11)
subject to Tq = p
〈1n,q〉 = 1
q ≥ 0n
Cq ≤ v.
As proved in Ref. [11], to obtain the solution of this
problem for any vector p encoding the full probability
distribution p(a, b|x, y), we have to consider the dual op-
timization problem. In practice, that means that solving
Eq. (S11) is equivalent to evaluating
max
1≤i≤K
〈di,p〉,
where {di}Ki=1 denotes the vertices of the dual feasible
region (see Ref. [11] for further details).
We have performed such an analysis for the particular
case of the CHSH scenario (mx = my = oa = ob = 2) us-
ing PORTA [51], a standard software for the evaluation
of extremal points of a polyhedron. Similarly to what
happens to the measure CA→B (see Suplemental mate-
rial of Ref. [11]), the extremal points of the dual region
correspond to non-signalling constraints and all the sym-
metries of the CHSH inequality (up to a constant factor),
implying that
min ACEA→B = max [0, (S − 2)/2] . (S12)
B. Proving the new inequality
As shown above, a relaxation of causal outcome indepen-
dence, while maintaining causal parameter independence,
allows for the classical explanation of any nonlocal cor-
relations in the CHSH scenario, where the two parties
perform two possible dichotomic measurements. How-
ever, if the parties perform three or more measurements
each, this does not hold anymore.
The decomposition (S3) defines a polytope of corre-
lations that are compatible with the causal model in
Fig. 1b. This polytope is characterized by n = omxa o
oamy
b
extremal points. Therefore, for a fixed number of mea-
surements and outcomes, one can resort to usual convex
optimization software in order to find its description in
terms of finitely many Bell inequalities. As shown in
Ref. [11], one of the Bell inequalities characterizing the
polytope in the case oa = ob = 2 and mx = my = 3
is given by inequality (5). An easy way of proving that
this inequality in fact holds, is to verify that for each of
the n = 2326 extremal points defining the polytope this
inequality is satisfied.
A similar argument can be used to prove that this in-
equality is also valid if we reverse the roles of Alice and
Bob. That is, in this case we allow the outcomes of Alice
to depend on the outcomes of Bob:
p(a, b|x, y) =
∑
λ
p(a|x, b, λ)p(b|y, λ)p(λ). (S13)
Since both the models Eq. (S1) and Eq. (S13) respect
inequality (5), so does a convex combination of both of
them. In other words, any model of the form
p(a, b|x, y) =
∑
λ
p(a|x, λ)p(b|y, a, λ)p(λ) + (S14)∑
µ
p(a|x, b, µ)p(b|y, µ)p(µ),
with
∑
µ,λ p(µ) + p(λ) = 1, respects inequality (5). Any
pure two-qubit entangled state, however, can generate
correlations violating this inequality [11]. This allows us
to show unambiguously and based on observational data
only, that a direct causal influence from one outcome to
the other cannot explain quantum correlations.
SII. THEORETICAL ANALYSIS OF
EXPERIMENTAL IMPERFECTIONS
Any experiment suffers from imperfections in the form
of detector inefficiencies, noise and other possible forms
of loss. Practically our experiment thus relies on a fair-
sampling assumption. Here we provide a short analy-
sis of the requirements for testing inequality (5) without
this assumption. Our analysis is similar to what is usu-
ally done for Bell inequalities, for example, the CHSH
inequality [52, 53]
To describe the inefficiency of the photon detectors,
we model the projective measurements being performed
in the experiment via the following POVM with ele-
ments [54]
M↑ = η↑| ↑〉s〈↑ |+ (1− η↓)| ↓〉s〈↓ |,
M↓ = η↓| ↓〉s〈↓ |+ (1− η↑)| ↑〉s〈↑ |. (S15)
For perfect efficiencies η↓,↑ = 1 this POVM implements
a projective measurement along the direction defined by
s, that is, | ↑〉s, | ↓〉s are the eigenstates of the observable
| ↑〉s〈↑ | − | ↓〉s〈↓ |. Following the usual treatment of
detection inefficiencies [52–54], given a non-click event of
the detectors happening with probability η (assumed to
be the same for both detectors), we bin it together with
the ↓-outcome. That is, our faulty measurements are
described by Eq. (S15) with η↓ = 1 and η↑ = η.
We also consider errors in the preparation of the states.
To that aim we consider the initial two-qubit state to be
9affected by white noise (parameterized by the visibility
v):
ργ(v) = v|Ψγ〉〈Ψγ |+ (1− v)I/4 (S16)
where Ψγ = cos γ|HV 〉 + sin γ|V H〉 represents the pure
two-qubit entangled state that we would ideally prepare.
For different values of γ we have performed a numer-
ical optimization over all possible POVMs Eq. (S15) in
order to find the minimum values of v and η leading to
the violation of inequality (5) without requiring the fair-
sampling assumption. The results are shown in Fig. S2.
As can be seen, the smaller is the initial entanglement
(parameterized by the angle θ) the less robust is the vi-
olation of the inequality as function of the visibility and
detector inefficiency. For a maximally entangled state
the minimum required visibility and efficiency are, re-
spectively, vcrit ∼ 0.77 and ηcrit ∼ 0.88 For comparison,
we also compute the requirements for the usual CHSH
inequality [52, 53]. Not surprisingly, since our inequal-
ity excludes a larger class of causal models, it has more
stringent experimental requirements.
FIG. S2. Efficiency η and visibility v requirements for
a violation of inequality (5) without fair-sampling as-
sumption. For a maximally entangled state (γ = pi/4) in-
equality (5) is violated above the green, dashed line, while the
CHSH inequality is violated above the blue, solid line. For a
non-maximally entangled state (γ = pi/8) the corresponding
lines are red dot-dashed for inequality (5) and orange, dashed
for CHSH.
SIII. TESTING THE NEW INEQUALITY
Similarly to the standard CHSH inequality, our 3-setting
inequality (5) can be tested using only measurements in
the equatorial plane of the form O = cos(θ)Zˆ + sin(θ)Xˆ.
Numerical results suggest that this is indeed optimal and
the maximal violation of the inequality is achieved for
θ
(A)
0 = −pi/6, θ(A)1 = 7pi/6, θ(A)2 = pi/2, θ(B)0 = −pi/3,
θ
(B)
1 = pi/3 and θ
(B)
2 = pi, where the superscript denotes
the party and the subscript denotes the number of the
measurement. Using these measurement settings we ob-
tain
S3 =
3
2
√
3(1 + sin(2γ)).
Note that since C = | sin 2γ| this corresponds to a linear
relationship between S3 and the concurrence of the used
state.
As pointed out earlier, inequality (5) can indeed be vi-
olated by every entangled quantum state. This is clearly
demonstrated by θ(A)0 = −α, θ(A)1 = α + pi, θ(A)2 = pi2 ,
θ
(B)
0 = −β, θ(B)1 = β and θ(B)2 = pi, where the optimal
angles α, β can be found analytically as a function of the
state parameter γ. In this case we obtain:
S3 =
(√
cos(4γ) + 7−√2(cos(2γ)− 3)
2 cos2(γ)
)
×
(√
cos(2γ) +
√
2
√
cos(4γ) + 7− 3
)
The corresponding angles α and β are shown in Fig. S3.
FIG. S3. Measurement angles for inequality (5) Alice’s
measurement angle α shown in solid, blue, and Bob’s mea-
surement angle β in dashed, orange.
SIV. ERROR ANALYSIS
Here we discuss the details of the error analysis for both
experiments above.
Any photonic experiment suffers from statistical noise
due to the Poissonian nature of the single-photon source
and detection. Additionally it is a common feature for ex-
periments measuring bounded quantities (such as ACE)
that observed distributions feature significant asymme-
try close to the boundaries, making the observation of
extreme values very unlikely. To illustrate this effect,
Fig. S4 shows simulated statistics for ACE assuming per-
fect measurement and only Poissonian noise at a total
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number of 48000 single-photon events. For our choice of
quantum states, the distribution of single-photon clicks
is such, that higher entangled states are more susceptible
to this form of noise. As a consequence, the median of
the distribution increases with entanglement from 0.0048
to 0.0068, with 3σ confidence intervals of [0.0002, 0.0155]
and [0.0003, 0.0219], respectively. Note that all 3σ-
intervals quoted in this manuscript correspond to the in-
tervals that contain ∼ 99.73% of the data (in analogy
with the 3σ-region for a normal distribution) and are
thus asymmetric around the median of the distribution,
see Fig. .S4.
FIG. S4. Distribution of statistical noise due to Pois-
sonian counting statistics. The dark, purple shaded area
corresponds to the 68.27% (1σ) confidence interval, while the
light, green area is the 99.73% (3σ) interval. These have been
chosen for comparability with normal distributed data. Data
was obtained from 100,000 runs of a Monte-Carlo simulation
of the Poissonian counting statistics for perfect measurements.
Besides the statistical errors there are various sources
of systematic errors, which explain the consistent offset
of the measured ACE from 0. For the interventionist ex-
periment it is crucial that all CHSH measurements are
performed in the equatorial plane, while the intervention
acts on the poles of the Bloch sphere. The relevant wave-
plates are one HWP each to set Alice’ and Bob’s mea-
surement basis, and one QWP for the intervention. The
relative phase-shifts imparted by these waveplates and
their accuracy are listed in Tab. I. These errors result
in a tilt of the intervention from the orthogonal orienta-
tion of 0.0109+0.0122−0.0009 and Alice’s and Bob’s measurement
planes are tilted by 0.1403+0.0004−0.0005 and 0.050
+0.013
−0.010, respec-
tively.
The accuracy of the intervention polarizer is ∆φ =
0.14◦, with a contrast better than 7000:1. Alice’s and
Bob’s measurement PBS have a contrast of greater than
500 : 1 and 8000 : 1, respectively and are aligned to each
other to a contrast of 1000 : 1. All of these systematic
and statistical errors were taken into account in a Monte
Carlo simulation. We observe only a slight increase in the
median values and variance of the expected uncertainty
distributions, and the systematic imperfections result in
an additional offset from 0. This suggests that the offset
Element ∆φ(◦) r
HWP (X) 0.04 0.955
HWP (Y) 0.04 0.978
QWP (I) 0.13 0.503
TABLE I. Shown are the standard deviations ∆φ in the angles
of the optical axes as determined from fits to the measured
coincidence counts, as well as the retardance r (in measures
of λ/2) obtained from the visibility of the fringes observed in
the same data, for the relevant waveplates.
in the data of Fig. 3 could be explained by systematic
imperfections.
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