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We study the effect of a possible helicity component of a primordial magnetic field on the tensor
part of the cosmic microwave background temperature anisotropies and polarization. We give an-
alytical approximations for the tensor contributions induced by helicity, discussing their amplitude
and spectral index in dependence of the power spectrum of the primordial magnetic field. We find
that an helical magnetic field creates a parity odd component of gravity waves inducing parity odd
polarization signals. However, only if the magnetic field is close to scale invariant and if its heli-
cal part is close to maximal, the effect is sufficiently large to be observable. We also discuss the
implications of causality on the magnetic field spectrum.
PACS numbers: 98.70.Vc, 98.62.En, 98.80.Cq
I. INTRODUCTION
The observed Universe is permeated with large scale coherent magnetic fields. It is still under debate whether these
magnetic fields have been created by charge separation processes in the late Universe, or whether primordial seed
fields are needed. Recently, it has been proposed [1] that also ‘helical’ magnetic fields, i.e. fields with a non-vanishing
component in the direction of the current, B · (∇×B) 6= 0, could be produced e.g. during the electroweak phase
transition (see also [2]).
Extended studies have already investigated effects of stochastic magnetic fields with vanishing helicity on the cosmic
microwave background (CMB) (see [3, 4, 5, 6] and others). In a seminal paper [7], Pogosian and collaborators have
investigated the possibility that a helical magnetic field can induce correlations between the temperature anisotropy
and the B mode CMB polarization.
In this paper we want to go beyond that work. We determine all the effects on the CMB induced by a helical
magnetic field. We shall actually show that, contrary to the statement in Ref. [7], a helical component also introduces
pure CMB anisotropies and polarization. But of course its most remarkable effect is the above mentioned correlation
of temperature anisotropy and B polarization. We shall show that also a correlation between E and B polarization
is induced.
In this paper we discuss only the tensor mode, gravitational waves, since the calculations for this case are simplest.
Even if the resulting observational effects are small and may not be detectable, we find it interesting since it is
completely new and contains several surprising elements. Furthermore, a fluid vorticity field or non parity invariant
initial spectrum of gravitational waves produced during inflation could induce very similar effects; in that sense our
results are more generic than their derivation.
In the next section, we discuss the magnetic field spectrum and define its symmetric and helical contributions.
Then we compute the tensor component of the magnetic field energy momentum tensor which acts as a source for
gravity waves. In Section IV we determine the induced gravity wave spectrum which also has a symmetric and a
helical contribution. In Section V we compute the induced CMB temperature anisotropy and polarization spectra as
well as the above mentioned correlations. Finally, we discuss our results and draw some conclusions. The paper is
complemented by an appendix where details of calculations and tests of some approximations can be found.
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2II. THE MAGNETIC FIELD SPECTRUM
We consider a primordial stochastic magnetic field created before equality, during the radiation-dominated epoch (or
earlier). During this period of the evolution of the Universe, the conductivity of the primordial plasma on scales larger
than the Silk scale λ > λS is very high, effectively infinite [8]. Hence, the ‘frozen-in’ condition holds, E = −v × B,
where v is the plasma flux velocity, E is the electric field induced by plasma motions and B is the magnetic field.
Moreover, large scale magnetic fields always induce anisotropic stresses, so that their energy density B2/8π must
be a small perturbation, in order not to break the isotropy of the Friedmann Robertson Walker background. This
allows us to apply linear perturbation theory. Both, the magnetic field energy and the plasma peculiar velocity are
treated as first order perturbations; consequently, the energy density of the induced electric field will be 3rd order in
perturbations theory, and can be neglected. Also terms EiBj are of second order and therefore neglected.
At sufficiently large scales, it is possible to neglect the effects of back reaction of the fluid on the evolution of the
magnetic field: the time dependence decouples from the spatial structure, and, due to flux conservation, the magnetic
field evolves like B(η,x) = B(η0,x)/a(η)
2, where we use the normalization a(η0) = 1 and a subscript 0 denotes today.
At smaller scales however, the interaction between the fluid and the magnetic field becomes important, leading mainly
to two effects: on intermediated scale, the plasma undergoes Alfve´n oscillations, and B2(k)→ B2(k) cos2(vAkη) (where
v2A = B
2/(4π(ρ + p)) is the Alfve´n velocity, here B is the field averaged over a scale of order vAη); on very small
scales, the field is exponentially damped due to shear viscosity [3, 4, 9, 10]. As in Ref. [4], we will account for this
damping by introducing an ultraviolet cutoff at wavenumber kD(η) in the spectrum of B (see also [6]).
Following Refs. [1, 7], we introduce an helicity component A(k) in the magnetic field two point correlation function:
〈Bj(k)B∗l (k′)〉 =
(2π)3
2
δ(k − k′)[PjlS(k) + iǫjlmkˆmA(k)] , (1)
where S(k) and A(k) are respectively the symmetric and helical part of the magnetic field power spectrum. Pij ≡
δij − kˆikˆj is the usual transverse plane projector satisfying the conditions PijPjk = Pik, Pij kˆj = 0, ǫijl is the totally
antisymmetric tensor, and kˆi = ki/k. We use the Fourier transformation convention
Bj(k) =
∫
d3x exp(ik · x)Bj(x), Bj(x) = 1
(2π)3
∫
d3k exp(−ik · x)Bj(k) . (2)
For simplicity, as in Refs. [4, 6] and others, we shall assume that the magnetic field is a Gaussian random field.
Then all the statistical information is contained in the two-point correlation function and the higher moments can be
obtained via Wick’s theorem.
As explained in Ref. [7], the magnetic field helicity is determined by 〈B·(∇×B)〉. For a better physical understanding
of the effects which this new helicity term has on CMB anisotropies, it is useful to introduce the orthonormal ‘helicity
basis’ (e+, e−, e3 = kˆ) (see also [7, 11]), where
e±(k) = − i√
2
(e1 ± ie2) , (3)
and (e1, e2, e3 = kˆ) form a right-handed orthonormal basis with e2 = kˆ × e1. Under the transformation k → −k
we choose e2 to change sign while e1 remains invariant. The basis (e
+, e−, kˆ) has the following properties: e± · e∓ =
−1, e± · e± = 0, and e±(k) = e∓(−k), as well as ikˆ × e± = ±e±. The components of a vector with respect to
this basis will be indicated by a superscript ±. For a fixed (k-independent) basis we will instead use the usual Latin
letters as indices. An arbitrary transverse vector v can be decomposed as v = v+e+ + v−e−. Here v+ is the positive
helicity component and v− is the negative helicity component.
With the definition (1), and the reality condition (B±(k))∗ = −B±(−k), we obtain the connection between the
power spectra S(k), A(k) and the magnetic field components in the new basis:
− 〈B+(k)B+(−k′) +B−(k)B−(−k′)〉 = (2π)3S(k)δ(k− k′) , (4)
〈B+(k)B+(−k′)−B−(k)B−(−k′)〉 = (2π)3A(k)δ(k− k′) . (5)
In other words, A(k) represents the difference of the expectation values of the positive and negative helicity field
components. If A does not vanish, the left handed and right handed magnetic fields have different strength.
We assume that both the symmetric and helical terms of the magnetic field power spectrum (1) can be approximated
by a simple power law [7]:
S(k) =
{
S0 k
nS , for k < kD
0 otherwise
(6)
3and
A(k) =
{
A0 k
nA , for k < kD
0 otherwise
(7)
where S0, A0 are the normalization constants, and nS , nA the spectral indices of the symmetric and helical parts
respectively.
With (6, 7), we can express the normalization constants S0 and A0 in terms of the averaged magnetic field energy
density Bλ
2 ≡ 〈B(x) · B(x)〉|λ, and the absolute value of the averaged helicity Bλ2 ≡ λ|〈B(x) · (∇ × B(x))〉||λ
respectively, both smoothed over a sphere of comoving radius λ. Bλ measures the amplitude of helicity on the given
comoving scale λ.
In order to calculate these quantities, we convolve the magnetic field and its helicity with a 3D-Gaussian filter
function, so that Bi → Bi ∗ fλ, where fˆλ(k) = exp(−λ2k2/2). The mean-square values B2λ and B2λ are then given
by the Fourier transform of the products of the corresponding spectra S(k) and kA(k) with the square of the filter
function fˆλ:
B2λ =
1
(2π)3
∫
d3k S(k)fˆλ(k)
2 =
S0
(2π)2
1
λnS+3
Γ
(
nS + 3
2
)
, (8)
B2λ =
λ
(2π)3
∫
d3k k|A(k)|fˆλ(k)2 = |A0|
(2π)2
1
λnA+3
Γ
(
nA + 4
2
)
. (9)
In order not to over-produce long range magnetic fields or helicity as k → 0, we require for the spectral indices
nS > −3 and nA > −4 (for nA ≤ −3 and nA ≤ −4 the integrals (8) and (9) diverge at small k).
Using (8), (9) and the definition of the magnetic field spectrum (1), we can rewrite expressions (4) and (5) in the
form (see also [7])
− 〈B+(k)B+(−k′) +B−(k)B−(−k′)〉 = (2π)5 λ
3B2λ
Γ
(
nS+3
2
) (λk)nS δ(k− k′) , (10)
〈B+(k)B+(−k′)−B−(k)B−(−k′)〉 = (2π)5 λ
3B2λ
Γ
(
nA+4
2
) (λk)nAδ(k− k′) , (11)
for k < kD and 0 for k > kD.
Using that
lim
k′→k
|〈(kˆ ×B(k)) ·B(−k′)〉| ≤ lim
k′→k
〈B(k) ·B(−k′)〉
we can conclude that
S(k) ≥ |A(k)| . (12)
Since S(k) ∝ 〈|B|2〉, it is clear that S(k) ≥ 0. The reality condition requires A0 to be real, but it can be either
positive or negative. For Eq. (12) to be valid on very small values of k requires
nA ≥ nS . (13)
Applying Eq. (12) also close to the upper cutoff kD, we have in addition
|A0| ≤ S0knS−nAD . (14)
In terms of the magnetic fields on scale λ this gives roughly
B2λ < B2λ(kDλ)nS−nA . (15)
Usually the damping scale is much smaller than the physical scale of interest, λ so that λkD ≫ 1. Therefore, if
nS − nA 6= 0, the helical contribution is significantly suppressed on all scales λ > λD = 1/kD. As we now show, this
is always the case if the magnetic field is causally produced.
Most mechanisms to produce magnetic fields with a helical component are causal. By this we mean that all
correlations above a certain scale, usually some fraction of the Hubble scale at formation, have to vanish. If this
is the case, causality implies an additional interesting constraint, which we now derive. For this we assume that
the correlation functions 〈Bi(x)Bj(y)〉 and 〈Bi(x)(∇ × B(y))j〉 have to vanish for |x − y| > R for some scale R.
4Hence they are functions with compact support, which implies that their Fourier transforms, PijS(k) and ǫijlkˆlA(k)
are analytic functions. Therefore, for sufficiently small values of k they can be approximated by power laws as in
Eqs. (6,7). Since kˆj is not analytic but kkˆj is, this implies
nS ≥ 2 and nA ≥ 1 , (16)
where nS has to be an even integer while nA has to be an odd integer. But since we need nA ≥ nS , this leaves us
with
nS ≥ 2 , an even integer and (17)
nA ≥ 3 , an odd integer. (18)
Causality together with the condition (12) leads to an additional suppression of helical fields on large scales. Also
ordinary causal magnetic fields cannot be white noise but are severely suppressed on large scale due to the non-analytic
pre-factor Pij in the power spectrum which is a simple consequence of the fact that magnetic fields are divergence free
∇ · B = 0. This has already been discussed in Refs. [4, 12]. The causality constraint need not to be satisfied if the
magnetic fields are generated before or during a period of inflation where the causal horizon diverges. For a detailed
discussion of causality see [13].
III. MAGNETIC SOURCE TERM FOR TENSOR METRIC PERTURBATIONS
The anisotropic stresses which act as source for metric perturbations are given by the magnetic field stress tensor
[14]
τij(k) =
1
(2π)3
1
4π
∫
d3p [Bi(p)B
∗
j (p− k)−
1
2
Bl(p)B
∗
l (p− k)δij ] . (19)
Here we are interested in the generation of gravitational waves, and consequently we need to extract the transverse
and traceless part of τij . The form of a general projection to extract any mode (scalar, vector or tensor) from a
generic tensorial perturbation can be found in [15]. We make use of the tensor projector Tijlm = PilPjm − 12PijPlm
(see also [4]). The tensor contribution to τlm is given by
Πij = (PilPjm − 1
2
PijPlm)τlm . (20)
Moreover, since the magnetic field is a stochastic variable, we need to calculate the two point correlation tensor of
τij(k), which takes the form
〈τij(k)τ∗lm(k′)〉 =
1
(4π)2
1
(2π)6
∫
d3p
∫
d3q 〈Bi(p)Bj(k− p)Bl(−q)Bm(q− k′)〉+ · · · δij + · · · δlm , (21)
and we are not interested in terms proportional to δij and δlm , which after being projected out will not contribute to
the final result for the tensor perturbation 〈ΠijΠlm〉 (see appendix A. in [6]). Before applying the tensor projection,
we can simplify the right hand side of (21) using Wick’s theorem, expressing the four point correlators in terms of the
two point ones,
〈Bi(ki)Bj(kj)Bl(kl)Bm(km)〉 = 〈Bi(ki)Bj(kj)〉〈Bl(kl)Bm(km)〉
+ 〈Bi(ki)Bl(kl)〉〈Bj(kj)Bm(km)〉
+ 〈Bi(ki)Bm(km)〉〈Bj(kj)Bl(kl)〉 . (22)
Since the two point correlation function given in Eq. (1) is not symmetric, we are not allowed to change the order
of indices i, j, l,m inside an expectation value. With Eq. (1) we can then compute the correlation function (21)
which consists of a purely symmetric part proportional to
∫
d3pS(p)S(|k− p|) , a purely helical part proportional to∫
d3pA(p)A(|k− p|) , and mixed term, i ∫ d3pS(p)A(|k− p|) (the full expressions are given in Appendix A, Eq. (A1)).
The first two terms contribute to the symmetric part of the two point correlation function of the tensor source, while
the two latter terms give rise to a helical contribution. To express them we now introduce the two point correlation
function for the tensor source, which can be parameterized as
〈Πij(k)Π∗lm(k′)〉 ≡
(2π)3
4
[Mijlmf(k) + iAijlmg(k)] δ(k− k′) , (23)
5where the tensors Mijlm and Aijlm are given by
Mijlm ≡ PilPjm + PimPjl − PijPlm , (24)
Aijlm ≡ kˆq
2
(Pjmǫilq + Pilǫjmq + Pimǫjlq + Pjlǫimq) . (25)
Clearly, both Mijlm and Aijlm are symmetric in the first and second pair of indices. Mijlm is also symmetric under
the exchange of ij with lm while Aijlm is anti-symmetric under this permutation. We shall often use simple properties
like
Mijij = 4 , Miilm =Mijll = 0 (26)
PqiMijlm = Mqjlm , PqiAijlm = Aqjlm (27)
MijlmMijlm = AijlmAijlm = 8 (28)
AijlmMijlm = 0 , Aijij = Aiijl = Aijll = 0 . (29)
According to Eq. (20), we have now to act on 〈τab(k)τ∗cd(k′)〉 with the tensor projector
Pabcdijlm(kˆ, kˆ′) = (PiaPjb −
1
2
PijPab)(kˆ)(PlcPmd − 1
2
PlmPcd)(kˆ
′) . (30)
In these calculations we don’t need to care about the position (up or down) of Latin indices as they are always
contracted by a Kronecker δ. The symmetric and antisymmetric parts of Eq. (23) are invariant under the application
of the projector (30), so that it is easy to separate the symmetric and helical parts of the source spectrum, f(k) and
g(k):
(2π)3δ(k− k′)f(k) = 1
2
Mabcd〈τab(k)τ∗cd(k′)〉 (31)
(2π)3δ(k− k′)g(k) = −i
2
Aabcd〈τab(k)τ∗cd(k′)〉 . (32)
Moreover, by applying the tensor Mijlm to Eq. (A1) of Appendix A, we obtain (the first term of this has already
been computed in Refs. [4, 6, 12])
f(k) =
2
(4π)5
∫
d3p [ S(p)S(|k− p|)(1 + γ2)(1 + β2) + 4A(p)A(|k − p|)(γβ) ] , (33)
where γ = kˆ · pˆ and β = kˆ · (k̂− p). Note that the square of the helical part of the magnetic field spectrum (1)
contributes to the symmetric part of the source spectrum. This is not surprising, since the product of two quantities
with odd parity has even parity. The antisymmetric part of the source spectrum is obtained by acting with Aijlm on
Eq. (A1) of Appendix A. It is given by the mixed terms,
g(k) =
8
(4π)5
∫
d3p S(p)A(|k − p|)(1 + γ2)β . (34)
We can also express the correlator (23) in terms of the basis e±ij introduced in [11],
e±ij = −
√
3
8
(e1 ± ie2)i × (e1 ± ie2)j . (35)
These form a basis of tensor perturbations, satisfying the transverse-traceless condition δije
±
ij = 0, kˆie
±
ij = 0 and
e±ije
∓
ij = 3/2. Positive circularly polarized gravity waves are proportional to e
+
ij , while negative circularly polarized
gravity waves are given by the coefficient of e−ij . In this basis Πij is expressed as
Πij(k) ≡ e+ijΠ+(k) + e−ijΠ−(k) . (36)
We can rewrite f(k) and g(k) in terms of the components Π± as
(2π)3δ(k− k′) f(k) ≡ (2π)3δ(k− k′) |Π(k)|2 = 3
2
〈Π+(k)Π+∗(k′) + Π−(k)Π−∗(k′)〉 , (37)
(2π)3δ(k− k′) g(k) = −3
2
〈Π+(k)Π+∗(k′)−Π−(k)Π−∗(k′)〉 . (38)
6Here we have used the form ofM and A in this basis,
Mijlm = 4
3
[
e+ij ⊗ e−lm + e−ij ⊗ e+lm
]
Aijlm = 4i
3
[
e+ij ⊗ e−lm − e−ij ⊗ e+lm
]
,
and the simple properties ofMijlm and Aijlm mentioned above. One also has
〈Π+(k)Π−(k′)〉 = (2π)
3
3
δ(k− k′) (f(k) + g(k)) . (39)
Similarly, defining the usual linear polarization basis
eTij = (e1 × e1 − e2 × e2)ij
e×ij = (e1 × e2 + e2 × e1)ij , (40)
and the components of Π with respect to this basis,
Πij = Π
T eTij +Π
×e×ij , (41)
we obtain also
〈ΠT (k)ΠT∗(k′) + Π×(k)Π×∗(k′)〉 = (2π)3δ(k− k′) f(k) (42)
〈Π×(k)ΠT∗(k′)−ΠT (k)Π×∗(k′)〉 = i(2π)3δ(k− k′) g(k) . (43)
With Eqs. (33, 34), we find
(2π)3[f(k) + g(k)] =
2
(4π)3
∫
d3p [S(p)(1 + γ2) + 2A(p)γ] · [S(|k− p|)(1 + β2) + 2A(|k− p|)β] . (44)
Let us introduce the tensor
Qij(k) ≡ 1
(4π)
[Pij(kˆ)S(k) + iǫijq kˆqA(k)] (45)
so that
2
(2π)3
1
4π
〈Bi(k)B∗j (k′)〉 = δ(k− k′)Qij(k) ; (46)
with Qij(−k) = Q∗ij(k) one then finds
f(k) + g(k) =
[
Pij(kˆ)− iǫijq kˆq
] [
Plm(kˆ) + iǫlmq′ kˆq′
] ∫
d3p Qij(p)Q
∗
lm(k− p) . (47)
Using Eqs. (6-9), (33) and (34), it is possible to calculate f(k) and g(k). The details of the calculations are given
in the Appendix A. The integrals cannot be computed analytically, but a good approximation gives, for k < kD (see
also [4, 6]):
f(k) ≃ AS
(
(λkD)
2nS+3 +
nS
nS + 3
(λk)2nS+3
)
−AA
(
(λkD)
2nA+3 +
nA − 1
nA + 4
(λk)2nA+3
)
(48)
g(k) ≃ C (λkD)nS+nA+2 (λk)
[
1 +
nA − 1
nS + 3
(
k
kD
)nS+nA+2]
, (49)
where AS , AA and C are positive constants given in Eqs. (A13) to (A15) of Appendix A. They depend on the
spectral indices nS and nA of the magnetic field and on its amplitudes, which are given in terms of B
2
λ, B2λ, and λ.
Note that the contribution of magnetic field helicity to the symmetric part of the source, f(k), is negative. But
it is easy to check that Eq. (12) insures that it never dominates, hence f ≥ 0. For nS , nA > −3/2, the two terms
proportional to the upper cutoff k
2nS,A+3
D dominate in f(k), which consequently depends only on the cutoff frequency
and behaves like a white noise source [4]. For nS < −3/2 or also nA < −3/2, the dominating terms go like k2nS+3
7and k2nA+3 respectively. On the contrary, the antisymmetric source g(k) never shows a white noise behavior. For
nS + nA > −2 the dominant term is proportional to k knS+nA+2D . For nS + nA < −2, g(k) does not depend on the
upper cutoff, but is proportional to knS+nA+3. The singularities in the pre-factors AS , AA and C which appear at
nS = −3 and nA = −4 are the usual logarithmic singularities of scale invariant spectra. But as mentioned in Section II
the helical contribution must obey nA ≥ nS > −3. The apparent singularities in the pre-factors at nS,A = −3/2 and
at nS +nA = −2 are removable when multiplied with the k-dependent parts as in Eqs. (48) and (49). In the integrals
over k which we shall perform to calculate the Cℓ’s we only take into account the dominant terms.
If the magnetic field is causal, we expect nS = 2 and nA = 3, so that
f(k) ≃ AS(kDλ)7 −AA(kDλ)9 (50)
g(k) ≃ Ckλ(kDλ)7 . (51)
Comparing the limit given in Eq. (14) with the expressions for AS and AA derived in the Appendix A, it is easy to
see that f always remains positive.
The analysis of the evolution of a non-helical magnetic field interacting with the primordial plasma, and the
derivation of the appropriate damping scale kD, has been discussed in Refs. [3] and [10], where the authors considered
a magnetic field with a tangled component superimposed on a homogeneous field. We assume that the latter can be
obtained by smoothing our stochastic field on a scale which is larger than the damping scale (for details, see [4, 12]).
The damping scale for the tensor mode is obtained taking into account that the source of gravitational radiation
after equality becomes sub-dominant so that the relevant tensor damping scale is the Alfve´n wave damping scale from
the time of the creation of the magnetic field up to equality [12]. Since we are interested here in the imprint of the
magnetic field on the CMB, we need not to care about the time evolution of the damping scale, the relevant scales for
the CMB tensor anisotropies being those which are greater or equal to the horizon at equality. Therefore, the relevant
cutoff scale is given by the Alfve´n wave damping scale at equality k−1D ≃ vAlγ(Teq), where lγ(Teq) ≈ 0.35Mpc is the
comoving diffusion length of photons at equality (here we have used that lphysγ (T ) ≃ 1022cm(T/Tdec)−3, from [10], as
well as zeq ≃ 3454 and zdec = 1088 from the WMAP results [16]). The Alfve´n speed is at most of order 10−3, so that
the damping scale is on the order of kpc or smaller.
Even if considering an helical component in the magnetic field, we set all the power to zero on scales smaller than
k−1D . This is not really correct since simulations show [17] that the spectrum simply decays like a power law with
index of the order of −4 on small scales, k > kD. However, as we shall see, for nS,A < −3/2 the induced Cℓ’s are
dominated by the contribution at the largest scales, k−1D , for the kinks, nS,A ∼ −4 part of the spectrum. Therefore,
we do not loose much by neglecting the contribution from the scales smaller than k−1D .
IV. MAGNETIC FIELD INDUCED TENSOR METRIC PERTURBATIONS
A stochastic magnetic field can act as a source for Einstein’s equations and hence generate gravitational waves, see
for example [4, 6, 12]. The tensor modes are the simplest case of metric perturbations, and in the transverse and
traceless gauge they are fully described by the tensor hij(x, η), satisfying
hij = hji, hii = 0, hij kˆ
j = 0 . (52)
The linear evolution equation for gravitational waves is
h¨ij(k, η) + 2
a˙
a
h˙ij(k, η) + k
2hij(k, η) =
8πG
a2(η)
Πij(k), (53)
where Πij(k) is the source tensor given in (20), and we have multiplied in the time dependence a
−2(η), which comes
from the fact that the magnetic field is frozen in the plasma. Therefore, Πij(k, η) is a coherent source, in the sense
that each mode undergoes the same time evolution [12]. We neglect other possible anisotropic stresses of the plasma
(collisionless hot dark matter particles or massless neutrinos have anisotropic stresses which do source gravitational
waves, but this effect is very small [18]).
We want to compute the induced CMB anisotropies and polarization (see Section V), which can be expressed in
terms of the two-point correlation spectrum 〈h˙ij(k)h˙lm(k′)〉, taking the form [4, 12]:
〈h˙ij(k, η)h˙∗lm(k′, η)〉 =
(2π)3
4
[MijlmH(k, η) + iAijlmH(k, η)] δ(k − k′) . (54)
Here (2π)3H(k, η)δ(k− k′) = 〈h˙ij(k)h˙∗ij(k′)〉 is the usual isotropic part of the gravitational wave spectrum which is
sourced by f(k), and H(k, η) describes the helical part, sourced by g(k).
8The perturbation tensor hij can also be expressed in terms of the basis e
±
ij defined in Eq. (35):
hij(k, η) = h
+(k, η)e+ij + h
−(k, η)e−ij . (55)
Just like for the anisotropic stress power spectra, we now find that
(2π)3δ(k− k′) H(k, η) ≡ 3
2
〈h˙+(k, η)h˙+∗(k′, η) + h˙−(k, η)h˙−∗(k′, η)〉 , (56)
(2π)3δ(k − k′) H(k, η) ≡ −3
2
〈h˙+(k, η)h˙+∗(k′, η)− h˙−(k, η)h˙−∗(k′, η)〉 . (57)
In terms of hT and h×, defined like in Eq. (40), H parameterizes the correlation between hT and h×,
〈h˙×(k)h˙T∗(k′)− h˙T (k)h˙×∗(k′)〉 = i(2π)3δ(k− k′) H(k) . (58)
The evolution equation for the components h±(k, η) is simply
h¨±(k, η) + 2
a˙
a
h˙±(k, η) + k2h±(k, η) =
8πG
a2(η)
Π±(k) . (59)
We need to determine the functions h˙±(k, η) (see Eq. (66) below). An approximate solution to the above differential
equation can be found in [4] or [12]. The important point is that because of the rapid falloff of the magnetic field
source in the matter dominated era, perturbations created after equality (ηeq) are sub-dominant, so that one obtains,
for the dominant contribution at η > ηeq:
h˙±(k, η) ≃ 16πG
H20Ωr
ln
(
zin
zeq
)
Π±(k)
j2(kη)
η
, (60)
where Ωr is the radiation density parameter today and zin,eq correspond to the redshifts at the moment of creation of
the magnetic field and at matter radiation equality respectively. The function j2 is the spherical Bessel function [19].
The term ln(zin/zeq) accounts for the logarithmic build up of gravity waves from zin to zeq. For the spectra (56) and
(57) we then obtain
H(k, η) ≃
[
16πG
H20Ωr
ln
(
zin
zeq
)
j2(kη)
η
]2
f(k) , (61)
H(k, η) ≃
[
16πG
H20Ωr
ln
(
zin
zeq
)
j2(kη)
η
]2
g(k) . (62)
The gravity wave power spectra H/ρr and H/ρr are constant on large scales, kη ≪ 1 and decay and oscillate inside
the horizon.
Our first result is that a helical magnetic field induced a parity odd gravity wave component. From Eq. (59) it is
clear, that such a component is introduced whenever there are parity odd anisotropic stresses. It could in principle also
be detected directly, via gravity wave background detections experiments. We do not discuss this very hypothetical
idea any further, but calculate the effect of such a component on CMB anisotropies and polarization.
V. CMB FLUCTUATIONS
Magnetic fields in the universe lead to all types of metric perturbations (scalar, vector and tensor, for more details
see [5]). In [6] it is shown that vector and tensor perturbations from magnetic fields induce CMB anisotropies of
the same order of magnitude. In this paper we estimate CMB fluctuations due to gravitational waves induced by a
stochastic magnetic field, the spectrum of which contains an helicity component, A(k) 6= 0. Since the CMB signature
of chaotic magnetic fields with only an isotropic spectrum is given in detail in Refs. [4, 6], here we concentrate on the
effects from the helical part of the magnetic field spectrum, and we will discuss the corrections which it induces to
the previous results.
To compute the CMB fluctuation power spectra we use the total angular momentum method introduced by Hu
and White [11]. By combining intrinsic angular structure with the spatial dependence of plane-waves, Hu and White
9obtained integral solutions for all kind of perturbations. The angular power spectrum of CMB fluctuations can then
be expressed as [11]
CX ,X
′
ℓ =
2
π
∫
dk k2
+2∑
m=−2
X(m)ℓ(k, η0)
2ℓ+ 1
X ′∗(m)ℓ(k, η0)
2ℓ+ 1
, (63)
where X takes the values of Θ, temperature fluctuation, E, polarization with positive parity, and B, polarization with
negative parity, for each perturbation mode. The index m indicates the spin, and for tensor modes m = ±2. Since
we only consider tensor modes in this paper, we suppress the index 2 and just denote the two states by + and − in
what follows. The description given in Ref. [6] applies the total angular momentum method to parity even magnetic
field spectra: in this case, according to parity conservation the sum over ± can be replaced by a factor 2. In our case
instead, we always need to sum over both states.
From the form of f(k), the parity even CMB fluctuation correlators can be expressed as:
CX ,X
′
ℓ = C
X ,X ′
(S)ℓ − CX ,X
′
(A)ℓ , (64)
where CX ,X
′
(A)ℓ is the power spectrum induced by the purely helical part of the source term, proportional to
A(p)A(|k − p|). The contribution of this helical part to the parity even CMB power spectra is always negative,
but, as we shall see, the condition (12) insures that CX ,X(A)ℓ < C
X ,X
(S)ℓ so that the power spectra do not become negative.
The new effect is that the helical part of the magnetic field now also induces parity odd CMB correlators, CΘBℓ
and CEBℓ (see also [7]). These are expressed in terms of the helical magnetic source g(k) which is proportional to the
convolution of A(k) with S(k) (see Eq. (34)).
We now derive the CMB fluctuations Θ±ℓ (η0, k), E
±
ℓ (η0, k), B
±
ℓ (η0, k) and then perform the integral (63). Rather
than a numerical study, we present analytical approximations for our results. These are not very accurate, but allow
a discussion of the dependence of the correlators on nS and nA. We will also be able to determine the spectral index
of the CMB correlators (dependence on ℓ) as a function of nS and nA. At the present stage, we think this scaling
information is more interesting than accurate numerical results. These can than follow for specific, interesting values
of the spectral indices in future work. For a magnetic field with no helical component, this program has been carried
out in Ref. [6], and we shall just refer to their results but not re-derive them here.
Below, we shall always work in the approximation of ‘instant recombination’. Moreover, in our approximations
we didn’t take into account the decay of gravity waves for modes which entered the horizon before decoupling. Our
results therefore will be reasonable approximations (within a factor of two or so) only for ℓ . 60, where the tensor
CMB signal is largest. Even though, this may seem poor accuracy, here we only want to obtain estimates of the
correct order of magnitude of this anyway small effect. This will enable use to judge for which cases a more involved
numerical study is justified.
A. CMB temperature anisotropies
Within the instant recombination approximation, gravitational waves simply cause CMB photons to propagate
along perturbed geodesics from the last scattering surface to us. The induced CMB temperature anisotropies are
given by [20]
Θ(η0,k, nˆ) ≃
∫ η0
ηdec
dη exp(−i(η0 − η)k · n)h˙ij(k, η)nˆinˆj . (65)
In the total angular momentum formalism this becomes
Θ±ℓ (k, η0)
2ℓ+ 1
= −4
3
∫ η0
ηdec
dη h˙±(k, η)j±ℓ [k(η0 − η)] , (66)
where j±ℓ are the tensor temperature radial functions of the two different parities, both given by [11]
j±ℓ (x) =
√
3
8
(ℓ + 2)!
(ℓ − 2)!
jℓ(x)
x2
. (67)
The somewhat unusual factor 4/3 comes from the fact that this formula takes into account polarization, while Eq. (65)
does not. A detailed derivation can be found in Ref. [11].
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Using the solution (60) for h˙±(k, η), we obtain
Θ±ℓ (k, η0)
2ℓ+ 1
≃ −
√
3
8
(ℓ+ 2)!
(ℓ− 2)!
[
8
ρcΩr
ln
(
zin
zeq
)]
Π±(k)
∫ x0
xdec
dx
j2(x)
x
jℓ(x0 − x)
(x0 − x)2
≃ −2
ρcΩr
ln
(
zin
zeq
)
Π±(k)
Jℓ+3(x0)
x30
ℓ5/2 (68)
where we have set x ≡ kη and x0 ≡ kη0. For the second ≃ sign we have used the approximation (B5) given in
Appendix B for the integral over x. This approximation is valid only for xdec = kηdec . 1.
The general expression (63) for the temperature anisotropy power spectrum now gives
CΘΘℓ ≃
16
3π
[
1
ρcΩr
ln
(
zin
zeq
)]2
ℓ5
η30
∫ kDη0
0
dx0
J2ℓ+3(x0)
x40
f
(
x0
η0
)
. (69)
A good approximation for the function f(k) is given in Appendix A, Eq. (A9). The first term of (A9) comes entirely
from the non-helical component Bλ, and has already been determined in Refs. ([4, 6]); the second term comes instead
from the helical component, and its influence on the Cℓ is new. We denote it by C
ΘΘ
(A)ℓ. Then, splitting the induced
temperature anisotropy power spectrum as
CΘΘℓ = C
ΘΘ
(S)ℓ − CΘΘ(A)ℓ , (70)
we obtain (now x0 is renamed x)
CΘΘ(A)ℓ ≃
29π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
)ℓ5( 1
η0kD
)3 ∫ xD
0
dx
J2ℓ+3(x)
x4
[
1 +
nA − 1
nA + 4
(
x
xD
)2nA+3]
, (71)
where we have set xD = kDη0. We have introduced the ‘helicity density parameter’ ΩA defined by
ΩA ≡ B
2
λ
8πρc
(kDλ)
nA+3 ≃ 1
ρc
∫ kD
0
dk
k
dρB(k)
d log k
≃ B
2
kD
8πρc
, (72)
and analogously we will use
ΩS ≡ B
2
λ
8πρc
(kDλ)
nS+3 ≃ 1
ρc
∫ kD
0
dk
k
dρB(k)
d log k
≃ B
2
kD
8πρc
, (73)
where we have introduced B2kD = B2λ(kDλ)nA+3, the field strength at the cutoff scale 1/kD, and correspondingly for
BkD . With these definitions the results will be expressed entirely in terms of physical quantities and the reference
scale λ does no longer enter.
Remember also that (2π)4(B2λλnA+3)2/Γ2
(
nA+4
2
)
= |A0|2, where |A0| is the normalization of the helical component
of the magnetic power spectrum (7). The integral (69) is dominated at x0 ≃ ℓ. With x0/xdec = η0/ηdec ≃ 60, this
means that our approximation is valid for ℓ . 60.
If nA > −3/2, the first term in the square bracket in Eq. (71) dominates. Since the integral converges and is
maximal around k ≃ ℓ/η0 ≪ kD, we can replace it by the integral to infinity and use Eq. (B7) of Appendix B. This
gives
ℓ2CΘΘ(A)ℓ ≃
210
27
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) ( ℓ
kDη0
)3
(74)
for nA > −3/2 .
The temperature power spectrum has the well known behavior of Cℓ’s induced by white noise gravity waves, Cℓ ∝ ℓ.
If nA < −3/2, the second term in the square bracket of Eq. (71) dominates, and we find
ℓ2CΘΘ(A)ℓ ≃
28
√
π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) Γ (12 − nA)
Γ(1− nA)
nA − 1
nA + 4
(
ℓ
kDη0
)2nA+6
(75)
for − 3 < nA < −3/2 .
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Like for the symmetric contribution given in Refs. [4, 6], we get a scale-invariant spectrum for nA = −3. The
expressions for ℓ2CΘΘ(S)ℓ are obtained from those given above upon replacing ΩA by ΩS , nA by nS and Γ
2
(
nA+4
2
)
by
Γ2
(
nS+3
2
)
. For −3 < nS < −3/2, one also has to replace the factor (nA − 1)/(nA + 4) by nS/(nS + 3). We do not
repeat these formulas here since they can be found in Ref. [6] (up to some factors of order unity which are of no
relevance for this discussion).
This is in principle the final result for temperature anisotropies. Let us check that CΘΘ(A)ℓ is indeed never larger than
CΘΘ(S)ℓ so that
CΘΘℓ = C
ΘΘ
(S)ℓ − CΘΘ(A)ℓ ≥ 0 .
We first consider nA ≥ nS > −3/2. Then
CΘΘ(A)ℓ
CΘΘ(S)ℓ
=
B4λ Γ2(nS+32 ) (2nS + 3) (kDλ)2(nA−nS)
B4λ Γ
2(nA+42 ) (2nA + 3)
=
|A0|2
S20 k
2(nS−nA)
D
2nS + 3
2nA + 3
≤ 1 . (76)
In the first equality we have inserted the definitions of ΩA and ΩS and the last inequality comes from Eqs. (14)
and (13). If instead nS ≤ nA < −3/2, we find
CΘΘ(A)ℓ
CΘΘ(S)ℓ
= N(nA, nS)
|A0|2
S20 k
2(nS−nA)
D
(
ℓ
kDη0
)2(nA−nS)
, (77)
where N(nA, nS) is a function of the spectral indices nS and nA. It is of order unity in the allowed range, −3 < nA ≤
nS < −3/2. Now kDη0 ≫ ℓ for all values of ℓ for which our result applies. Hence again
CΘΘ(A)ℓ
CΘΘ(S)ℓ
≤ 1 . (78)
Finally, we consider the case −3 < nS < −3/2 < nA, so that we have to apply the result (74) for CΘΘ(A)ℓ and (75)
with the mentioned modifications for CΘΘ(S)ℓ. A short calculation gives
CΘΘ(A)ℓ
CΘΘ(S)ℓ
≃ |A0|
2
S20 k
2(nS−nA)
D
(
kDη0
ℓ
)2nS+3
≤ 1 , (79)
since the first factor is less than one due to Eq. (14) and kD ≫ ℓ/η0 with nS < −3/2.
Clearly, the helical component is maximal for nA ≃ nS , where we may have |A0| ≃ S0.
B. The induced CMB polarization
Tensor perturbations induce both E polarization with positive parity, and B polarization with negative parity.
CMB polarization induced by gravity waves has been studied for example in Refs. [11, 21, 22], while the contribution
from a magnetic field has been discussed in [6, 23]. Our aim is to estimate the effect on the polarization signal from
the helical component of the magnetic field. Like for the temperature anisotropies, we use the angular momentum
method developed in Ref. [11].
1. E type polarization
The integral solution for E type polarization from gravity waves is given in [11]. Again, we will work in the ‘instant
recombination’ approximation. The order of magnitude of our result is still reasonable for ℓ . 60, since in this case
also we restrict ourselves to the evaluation of the super-horizon scales spectrum. In our approximation we have
E±ℓ (k, η0)
2ℓ+ 1
=
√
2
3
∫ η0
ηdec
dη h˙±(k, η)ǫ±ℓ [k(η0 − η)] , (80)
12
here
ǫ±ℓ (x) =
1
4
[
−jℓ(x) + j′′ℓ (x) + 2
jℓ(x)
x2
+ 4
j′ℓ(x)
x
]
≃ 1
4
[
ℓ2
x2
jℓ − 2jℓ(x)
]
for ℓ≫ 1 (81)
is the E-type polarization radial function for the tensor mode [11], and for the last equality we have used the recurrence
relations for spherical Bessel functions (B14, B15).
We now use our solution (60) to express h˙±(k, η) in terms of Π±(k). With this, Eq. (80) becomes
E±ℓ (k, η0)
2ℓ+ 1
≃
√
3
2
[
1
ρcΩr
ln
(
zin
zeq
)]
Π±(k)
∫ x0
xdec
dx
j2(x)
x
[
−2 + ℓ
2
(x0 − x)2
]
jℓ(x0 − x)
≃ −1
2
[
1
ρcΩr
ln
(
zin
zeq
)]
Jℓ+3(x0)√
x0
Π±(k) (82)
where again x ≡ kη and x0 ≡ kη0, and we have evaluated the time integral using approximation (B9). Here we have
also neglected a term of the order of (ℓ2/x20)Jℓ+3(x0), which in principle is of the same order in the above expression,
but is always subdominant once we perform the integral over k. Since the power spectra for the E polarization are
parity even, only the parity even part of the Π± auto-correlator (Eq. (37)) contributes to the expression for CEEℓ
derivable from Eq. (63). Again we present here only the effect coming from the helical part of the magnetic field,
using Eq. (A9) we find (x0 is renamed x)
CEE(A)ℓ ≃
32π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) (kDη0)−3
∫ xD
0
dxxJ2ℓ+3(x)
[
1 +
nA − 1
nA + 4
(
x
xD
)2nA+3]
. (83)
The corresponding equation for CEE(S)ℓ can be found in Ref. [6]. There, a somewhat different approximation than ours
has been used for the time integral.
For nA ≥ −2, the integral over x is dominated by the upper cutoff, xD = kDη0. Using the approximation (B10),
we obtain
ℓ2CEE(A)ℓ ≃
32
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) ( ℓ
kDη0
)2
×


1 for nA > −3/2
nA−1
(nA+4)(2nA+4)
for −2 < nA < −3/2
− 32 ln
(
kDη0
ℓ2
)
for nA = −2
(84)
The result for CEE(S)ℓ is obtained upon replacing nA by nS and ΩA by ΩS (more precisely the factor Γ
2(nA+42 ) has to
be replaced by Γ2(nS+32 ) and the factor (nA−1)/(nA+4) by nS/(nS+3)). For −3 < nA < −2, using (B7), we obtain
ℓ2CEE(A)ℓ ≃
16
√
π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) Γ(−nA − 2)
Γ(−nA − 32 )
nA − 1
nA + 4
(
ℓ
kDη0
)2nA+6
for −3 < nA < −2 . (85)
Again the E polarization power spectrum from the symmetric part of the magnetic field spectrum is obtained upon
replacement of nA by nS and ΩA by ΩS . Similar evaluations like the ones presented in the previous paragraph show
that
CEEℓ = C
EE
(S)ℓ − CEE(A)ℓ ≥ 0 . (86)
2. B type polarization
Like for E polarization, the integral solutions for B polarization in the case of tensor perturbations are given in
[11]. In the approximation of instant recombination we have
B±ℓ (k, η0)
2ℓ+ 1
=
√
2
3
∫ η0
ηdec
dη h˙±(k, η)β±ℓ [k(η0 − η)] , (87)
where
β±ℓ (x) = ±
1
2
[
j′ℓ(x) + 2
jℓ(x)
x
]
≃ ±1
2
[
ℓ
x
jℓ(x)− jℓ+1(x)
]
for ℓ≫ 1 . (88)
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With Eq. (60) we can write the above integral in terms of the tensor sources Π±(k):
B±ℓ (k, η0)
2ℓ+ 1
≃ ±
√
6
ρcΩr
ln
(
zin
zeq
)
Π±(k)
∫ x0
xdec
dx
j2(x)
x
[
ℓ
x0 − xjℓ(x0 − x)− jℓ+1(x0 − x)
]
≃ ∓1
2ρcΩr
ln
(
zin
zeq
)
Jℓ+4(x0)√
x0
Π±(k) , (89)
where we have again used approximation (B9). Like for the E polarization, in this case also it is the parity even part
of the magnetic source, f(k), which contributes to the Cℓ. Eq. (63) takes the form
CBB(A)ℓ ≃
32π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) (kDη0)−3
∫ xD
0
dxxJ2ℓ+4(x)
[
1 +
nA − 1
nA + 4
(
x
xD
)2nA+3]
. (90)
Note that within our approximation, for ℓ ≫ 1, CBB(A)ℓ ≃ CEE(A)ℓ . This is also the case for CBB(S)ℓ and CEE(S)ℓ , see [6].
Evaluating the integral using expressions (B10) and (B7), for the different ranges of the spectral index nA, we obtain
ℓ2CBB(A)ℓ ≃
32
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) ( ℓ
kDη0
)2
×


1 for nA > −3/2
nA−1
(nA+4)(2nA+4)
for −2 < nA < −3/2
− 32 ln
(
kDη0
ℓ2
)
for nA = −2
ℓ2CBB(A)ℓ ≃
16
√
π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) Γ(−nA − 2)
Γ(−nA − 3/2)
(
ℓ
kDη0
)2nA+6
for nA < −2 . (91)
Again, the contributions from the symmetric part are obtained by replacing ΩA by ΩS and nA by nS , up to factors
of order unity and we find
CBBℓ = C
BB
(S)ℓ − CBB(A)ℓ ≥ 0 . (92)
Within our approximation, which is better than a factor of 2, we have CBBℓ ≃ CEEℓ . From ordinary inflationary
perturbations one expects CBBℓ ≃ 813CEEℓ for gravity waves, which is comparable to our findings.
3. Temperature and E polarization cross correlation
The symmetric part of the source term, f(k), can only induce parity even CMB correlators. Besides the power
spectra for temperature anisotropies and E and B type polarizations analyzed in the previous subsections, it can also
source the cross-correlation between temperature anisotropy and E polarization. In order to evaluate this contribution,
we have to substitute into Eq. (63) the integral solutions for the tensor mode Eqs. (68) and (82), to obtain:
CΘE(A)ℓ ≃
32π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) (kDη0)−3 ℓ5/2
∫ xD
0
dx
J2ℓ+3(x)
x3/2
[
1 +
nA − 1
nA + 4
(
x
xD
)2nA+3]
. (93)
We can evaluate this integral using (B7), and we find,
ℓ2CΘE(A)ℓ ≃
16
√
π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) Γ(34 )
Γ(54 )
(
ℓ
kDη0
)3
, for nA > −3/2 (94)
and
ℓ2CΘE(A)ℓ ≃
16
√
π
9
[
ΩA
Ωr
ln
(
zin
zeq
)]2
(2nA + 3)Γ2
(
nA+4
2
) Γ(− 34 − nA)
Γ(− 14 − nA)
nA − 1
nA + 4
(
ℓ
kDη0
)2nA+6
, for −3 < nA < −3/2. (95)
In this case also, the contribution from the symmetric part of the magnetic field spectrum to the Θ-E correlator is
always larger than this helical part.
14
VI. CMB CORRELATORS CAUSED BY MAGNETIC FIELD HELICITY
If the source (or the initial conditions) have no helical component, 〈Π+(k)Π+(k′)〉 = 〈Π−(k)Π−(k′)〉, the above
correlators are the only non-vanishing ones. However, as soon as the tensor magnetic source spectrum has a helical
contribution (see Eq. (38))
(2π)3g(k) ≡ −3
2
〈Π+(k)Π+∗(k)−Π−(k)Π−∗(k)〉 6= 0 ,
the parity odd CMB power spectra are non zero. This has been observed first in [7], where the vector contributions
have been calculated. Here we compute the gravity wave contributions. We need again to evaluate Eq. (63). Taking
into account that the gravity waves components h˙±(k) are directly proportional to the source components (Eq. (60)),
and considering the parity of the radial functions (Eqs. (67, 81, 88))
j+ℓ (x) = j
−
ℓ (x), ǫ
+
ℓ (x) = ǫ
−
ℓ (x), β
+
ℓ (x) = −β−ℓ (x), (96)
it is clear that cross correlations between temperature and B polarization CΘBℓ , and between E and B polarization
CEBℓ , cannot vanish, since they are given by momentum integrals of g(k). Using the expression of the tensor integral
solutions Θ±ℓ (68), E
±
ℓ (82) and B
±
ℓ (89), we can calculate the power spectra C
ΘB
ℓ and C
EB
ℓ .
A. Temperature and B polarization cross correlation
For temperature and B polarization cross correlation we obtain after integrating over time
CΘBℓ ≃
2
π
[
1
(ρcΩr)2
ln2
(
zin
zeq
)]
ℓ5/2
∫ kD
0
dk k2
Jℓ+3(x)Jℓ+4(x)
x
7
2
〈Π+(k)Π+∗(k)−Π−(k)Π−∗(k)〉 . (97)
The antisymmetric source function g(k) is given in Eq. (49), and the integral over k can be calculated using (B7).
Note that g(k) depends on both the spectral indices nA and nS , and we will have to evaluate the integral dividing
the two cases nA + nS ≶ −2. We finally arrive at
CΘBℓ ≃ −
28π
9
ΩSΩA ln
2
(
zin
zeq
)
Ω2r(nA + nS + 2)Γ(
nA+4
2 )Γ(
nS+3
2 )
(kDη0)
−4 ℓ5/2 ×
×
∫ xD
0
dx
Jℓ+3(x)Jℓ+4(x)√
x
[
1 +
nA − 1
nS + 3
(
x
xD
)nA+nS+2]
ℓ2CΘBℓ ≃


− 8π
√
π/2ΩSΩA ln
2
(
zin
zeq
)
Ω2r(nA+nS+2)Γ(
nA+4
2
)Γ(
nS+3
2
)
(
ℓ
kDη0
)4
for nS + nA > −2
− 2
7√πΩSΩA ln2
(
zin
zeq
)
9Ω2r(nA+nS+2)Γ(
nA+4
2
)Γ(
nS+3
2
)
Γ
(
−nA
2
−nS
2
− 1
4
)
Γ
(
−nA
2
−nS
2
+ 1
4
) nA−1
nS+3
(
ℓ
kDη0
)nA+nS+6
for −6 < nS + nA < −2
(98)
Independently on the spectral indices, ℓ2CΘBℓ is always negative for positive A0.
In this case of temperature and B polarization cross correlation, we have computed the spectrum (98) also numeri-
cally, in order to test the reliability of our analytical estimation. The amplitude of the numerical result is bigger than
the analytic one by a factor of two or less, so within the error we estimated for our approximations (see Appendix B).
We expect this to be one of the worst approximations due to the relatively slow convergence of
∫
dxJℓ+3(x)Jℓ+4(x)/
√
x.
B. E and B polarization cross correlation
Following the same procedure as in the previous paragraph, we can evaluate the E and B polarization cross
correlation created by the helical part of the magnetic field. Using the formula (63), we get:
CEBℓ ≃ −
26π
9
ΩSΩA ln
2
(
zin
zeq
)
Ω2r(nA + nS + 2)Γ(
nA+4
2 )Γ(
nS+3
2 )
(kDη0)
−4 ×
15
×
∫ xD
0
dxx2Jℓ+3(x)Jℓ+4(x)
[
1 +
nA − 1
nS + 3
(
x
xD
)nA+nS+2]
. (99)
In the case nA+nS > −2, the integral in x = kη0 is divergent, and we need to evaluate it using approximation (B12),
which gives:
ℓ2CEBℓ ≃
25
9
ΩSΩA ln
2
(
zin
zeq
)
Ω2r(nA + nS + 2)Γ(
nA+4
2 )Γ(
nS+3
2 )
(−1)ℓ
kDη0
sin(2xD)
(
ℓ
kDη0
)2
, (100)
for nS + nA > −2.
It is not possible to assign a precise value to the variable xD = η0kD, because of the unavoidable incertitude in the
estimation of the magnetic field damping scale, which depends on the amplitude of the magnetic field and is therefore
smeared out over a certain range of scales. Therefore, we expect that the presence of the term sin(2xD) most probably
leads to a considerable suppression in the amplitude of the E — B cross correlation term.
For nA + nS < −2, the momentum integral in Eq. (99) is dominated by the second term in the square brackets,
and in order to perform the integration, we need to distinguish two different cases: For −4 ≤ nA + nS < −2, the
exponent of x is still positive, so that we have to use the approximation given in Eq. (B12). A further distinction is
therefore necessary, since the dominant term in approximation (B12) depends on whether the exponent is above or
below 1 as discussed in the Appendix.
ℓ2CEBℓ ≃
25
9
ΩSΩA ln
2
(
zin
zeq
)
Ω2r(nA + nS + 2)Γ(
nA+4
2 )Γ(
nS+3
2 )
nA − 1
nS + 3
(−1)ℓ
kDη0
sin(2xD)
(
ℓ
kDη0
)2
, (101)
for −3 < nA + nS < −2;
ℓ2CEBℓ ≃
25
9
ΩSΩA ln
2
(
zin
zeq
)
Ω2r(nA + nS + 2)Γ(
nA+4
2 )Γ(
nS+3
2 )
nA − 1
nS + 3
(−1)ℓ+1
(kDη0)2
sin(2ℓ2)
(
ℓ2
kDη0
)nA+nS+4
, (102)
for −4 < nA + nS < −3.
Both contributions are suppressed by the presence of the two terms sin(2ℓ2) and sin(2xD) since, usually one averages
over band powers in ℓ (for the second case) and also xD is not a very sharp cutoff but has a certain width, as mentioned
above (for the first case).
If −6 < nA + nS < −4, the second term in the integrand of Eq. (99) still dominates, but since the exponent of x is
now negative, the integral converges and we can make use of approximation (B7).
ℓ2CEBℓ ≃ −
25
√
π
9
ΩSΩA ln
2
(
zin
zeq
)
Ω2r(nA + nS + 2)Γ(
nA+4
2 )Γ(
nS+3
2 )
Γ
(− nA2 − nS2 − 32)
Γ
(− nA2 − nS2 − 1)
nA − 1
nS + 3
(
ℓ
kDη0
)nA+nS+6
, (103)
for −6 < nA + nS < −4. (104)
This result is not suppressed by oscillations.
VII. DISCUSSION AND CONCLUSIONS
In this paper we have computed CMB anisotropies due to gravity waves induced by a primordial magnetic field.
We have mainly concentrated on the effects of a possible helical component of the field. Magnetic fields induce scalar,
vector and tensor perturbations which are typically of the same order. In this sense the tensor contribution can be
regarded as an order of magnitude estimate for the full contribution.
As it has already been found in Refs. [4, 6], the Cℓ’s are proportional to
ℓ2Cℓ ∝
(
ΩB
Ωr
)2
ln2
(
zin
zeq
)
. (105)
The first term is
(
ΩB
Ωr
)2 ≃ 10−10 (B/10−8Gauss)4, hence for a primordial magnetic field of the order of B ≃ 10−9 to
10−8 Gauss we would expect to detect its effects in the CMB anisotropy and polarization spectrum. Here B = BkD =
Bλ(λkD)
n+3 is the maximum value of the B-field which is always the field at the upper cutoff scale 1/kD which we
also denote by BkD .
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In Eq. (105) ΩB stands for ΩS or ΩA and in the above expression for BkD , n stands for nA or nS depending
on which contribution we are considering. The second term represents the logarithmic build up of gravity waves,
ln2 (zin/zeq) ≃ 660 to 3100. Here the first value corresponds to magnetic field generation at the electroweak phase
transition, Tin = 200 GeV and the second value represents a possible inflationary generation at Tin ≃ 1015 GeV. For
scale invariant spectra, nA = nS ≃ −3, the right hand side of Eq. (105) gives roughly the amplitude of the induced
CMB perturbations.
Taking into account the pre-factor 28
√
π/9, scale invariant magnetic fields produced at some GUT scale, T ≃ 1015
GeV have to be of the order of B ≃ B ≃ 10−10 Gauss to contribute a signal on the level of about 1% to the CMB
temperature anisotropies and polarization.
If the initial magnetic field is not scale invariant, the scales kD and η0 suppress the results by factors of 1/(kDη0)
and ℓ/(kDη0) which are much smaller than unity. Note that the reference scale λ introduced in Eqs. (8, 9), does not
enter in the final results at all, since it is of course arbitrary.
As already discussed, the damping scale kD is given by k
−1
D ≃ vAlγ(Teq) ≃ vA × 0.35 Mpc, and vA is the Alfve´n
velocity, v2A = 〈B〉2/(4π(ρ + p)) for the magnetic field averaged over a scale larger than the damping scale. Clearly,
vA . 10
−3 so that B does not induce density perturbations larger than 10−5. Therefore, the damping scale is
of the order of 1 kpc or less. The latter value is reached for maximal magnetic fields which are of the order of
〈B〉 ∼ 10−9Gauss. On the other hand a0(η0−ηdec) ≃ η0 is simply the angular diameter distance to the last scattering
surface, which has been very accurately measured with the WMAP satellite [16], η0 = dA = 13.7± 0.5 Gpc. So that
kDη0 ∼ 107 or even larger, depending on the magnetic field amplitude.
Our results differ somewhat, but not in a very significant way from the results obtained in Ref. [6]. Since our
magnetic field spectra are either scale invariant or blue, the induced spectra ℓ2Cℓ are also either scale-invariant or
blue. They grow towards large ℓ. It is therefore an advantage to choose ℓ as large as possible. However, in our
calculations we have not taken into account the decay of gravity waves which enter the horizon before decoupling.
Our results are therfore correct only for ℓ < η0/ηdec ∼ 60. To be on the safe side, we choose ℓ = 50 in our graphics.
In Fig. 1, we show ℓ2C
(XY )
(A)ℓ at ℓ = 50 for the different quantities (temperature anisotropy, E and B polarization
and correlators) as a function of nA with nS fixed to 2 and −2.99. We show the absolute value of the correlator in
units of (
ΩA
Ωr
)2
ln2
(
zin
zeq
)
≃ 10−10
( BkD
10−9Gauss
)4
,
and
ΩAΩS
Ω2r
ln2
(
zin
zeq
)
≃ 10−10
( BkD
10−9Gauss
)2(
BkD
10−9Gauss
)2
.
Note that the correlators C
(XX)
A and C
(θE)
A are always negative and have to be subtracted from C
(XY )
(S) which is of the
same order of magnitude or larger since ΩS ≥ ΩA and nS ≤ nA. For the limiting case, ΩS ≃ ΩA and nS ≃ nA, the
presence of an helical component in the magnetic field spectrum can in principle cancel the effect of the symmetric
part on the CMB. In that very particular case, the signature of the presence of a magnetic field will appear only
through the parity odd correlators.
From Fig. 1 it is clear that only for nA,S . −2 and ΩA ≃ ΩS ∼ 10−5, the effect on the CMB will be of the
order of a percent or more. In Ref. [12] it has been shown that for nS > −2, magnetic fields with Bλ & 10−10Gauss
over-produce gravity waves on small scales which is incompatible with the nucleosynthesis bound, for λ ∼ 1 Mpc.
Here we require BkD . 10
−8 Gauss so that ΩB remains a small fraction of the radiation density throughout. Then
Bλ = BkD (λkD)
−(n+3) ≪ BkD for n > −2. Therefore, by keeping BkD sufficiently small, we automatically satisfy the
bound derived in Ref. [12]. The result is most interesting for the window of −3 < nS . nA . −2 and ΩA ≃ ΩS ∼ 10−5,
which requires BkD ≃ BkD ∼ 10−10Gauss. Especially, if magnetic field helicity is causally produced which implies
nS = 2 and nA = 3, this effect cannot be observed in the CMB since the parity violating terms are suppressed by
about 15 orders of magnitude (see lines in the lower right corner of the bottom panel of Fig. 1).
In Fig. 2 we show the ratio CθB(A)ℓ/C
θE
(A)ℓ for nS = −3 as function of nA. Again, we are mainly interested in the
part of the graph with −3 < nA < −2, where this ratio raises from the order unity to about 105. Hence if a close to
maximal helical magnetic field, with a spectrum not too far from scale invariant, −3 < nS < nA < −2 is produced in
the early universe, it is more promising to search for its parity violating terms than for the parity even contributions.
We can conclude that helical magnetic fields with a spectrum close to the scale invariant value, −3 < nS ≃ nA . −2
and close to maximal amplitudes on small scales, BkD & 10
−10 Gauss can lead to observable parity violating terms
CθB and CEB in the CMB. Such magnetic fields might in principle be produced during some inflationary epoch where
the photon is not minimally coupled or via its coupling to the dilaton (see [24, 25] for various proposal of magnetic
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FIG. 1: On the top panel we show the amplitudes of the parity even correlators, ℓ2C
(θθ)
(A)ℓ (solid, black),
ℓ2C
(EE)
(A)ℓ (dotted, red) and ℓ
2C
(θE)
(A)ℓ (dashed, blue) as a function of the spectral index nA for ℓ = 50.
The logarithm of the absolute value of ℓ2C
(XY )
(A)ℓ
is shown in units of (ΩA/Ωr)
2 ln2(zin/zeq). We do not
plot ℓ2C
(BB)
(A)ℓ which equals ℓ
2C
(EE)
(A)ℓ within our approximation. The spikes at nA = −2 for ℓ
2C
(EE)
ℓ
and at nA = −3/2 are not real. They are artefacts due to the break-down of our approximations at
these values.
On the bottom panel we show the corresponding parity odd correlators, ℓ2C
(θB)
(A)ℓ (solid, black), ℓ
2C
(EB)
(A)ℓ
(dashed, red) in units of (ΩAΩS/Ω
2
r) ln
2(zin/zeq) for nS = −2.99 and nS = 2. In this last case, only
the allowed range nA ≥ nS = 2 is plotted. Again the spike at nA = 1 for nS = −2.99 and the
precipitous drop at nA = −1 in ℓ
2C
(EB)
(A)ℓ , are due to the limitation of our approximation close to the
transition indices.
field production during an inflationary phase). However, so far no concrete proposal has led to nS,A ≃ −3, nor to the
creation of a helical term. As we have shown, the effect is largely suppressed and clearly unobservable for causally
produced magnetic fields, e.g. , during the electroweak phase transition or even later.
Nevertheless, our calculation also demonstrates the effect of parity violating processes during inflation which may
lead to a non-vanishing helical component of gravity waves, H 6= 0, see Eq. (57). In this case the above calculation
can be trivially repeated and will result in non-vanishing parity violating CMB correlators, CθB 6= 0 and CEB 6= 0.
We think that already this remark, together with our knowledge that at least at low energies, nature does violate
parity, should be sufficient motivation to derive experimental limits on these correlators.
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FIG. 2: We show the ratio of the correlators, C
(θB)
ℓ
/C
(θE)
ℓ
(solid, black), and C
(EB)
ℓ
/C
(EE)
ℓ
for
nS = −3 as functions of the spectral index nA for ℓ = 50. The logarithm of the absolute value is
shown in units of ΩA/ΩS ≤ 1. The spikes visible at certain values of the spectral index nA are mainly
due to our relatively crude approximations.
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APPENDIX A: THE SOURCE FOR GRAVITY WAVES
In this appendix we present some details on how to compute the gravity waves source functions f(k) and g(k). The
first step is to evaluate the two point correlator of the magnetic field stress-energy tensor (21): using Wick’s theorem
(22) and definition (1), after a longish but simple calculation we obtain
〈τij(k)τ∗lm(k′)〉 =
1
4
1
(4π)2
δ(k− k′)
∫
d3p ( S(p)S(|k− p|)[(δil − pˆipˆl)(δjm − (k̂− p)j(k̂− p)m)
+(δim − pˆipˆm)(δjl − (k̂− p)j(k̂− p)l)]
−A(p)A(|k − p|)[ǫiltǫjmrpˆt(k̂− p)r + ǫimf ǫjlg pˆf(k̂ − p)g]
+iS(p)A(|k− p|)[ǫjmr(δil − pˆipˆl)(k̂− p)r + ǫjlg(δim − pˆipˆm)(k̂− p)g]
+iA(p)S(|k− p|)[ǫilt(δjm − ̂(k− p)j ̂(k− p)m)pˆt + ǫimf (δjl − ̂(k− p)j ̂(k− p)l)pˆf ] }
+ · · · δij + · · · δlm . (A1)
The isotropic tensor spectrum in the case of a magnetic field spectrum without helicity term is derived in [4]. Here
we concentrate on the source terms which contain the helical part of the magnetic field spectrum.
By acting with tensor projector on (A1), we find expressions (33) and (34) for the symmetric and helical parts of
the source spectrum. Taking into account that the angle β = kˆ · (k̂− p) = k−pγ√
k2−2kpγ+p2
, we can rewrite the two
expressions which contain A(k) in the form
fA(k) =
8
(4π)5
∫
d3pA(p)A(|k − p|) γ · (k − pγ)√
k2 − 2kpγ + p2 (A2)
g(k) =
4
(4π)5
∫
d3p
[
S(p)A(|k− p|) (k − pγ)(1 + γ
2)√
k2 − 2kpγ + p2 +A(p)S(|k− p|)
(
2γ − γp
2(1 − γ2)
k2 − 2kpγ + p2
)]
. (A3)
The contribution to f(k) from S alone is computed in Ref. [4]. There one finds
fS(k) =
2
(4π)5
∫
d3pS(p)S(|k− p|)(1 + γ2)
(
1 +
(k − pγ)2
k2 − 2kpγ + p2
)
. (A4)
We can now substitute the power law Ansatz (6,7) for S and A in these expressions and try to calculate the integrals.
The integration over γ = kˆ · pˆ is elementary, using∫
dγ (k2 + p2 − 2kpγ)α2 = − 1
kp(α+ 2)
(k2 + p2 − 2kpγ)α+22∫
dγ γm (k2 + p2 − 2kpγ)α2 = − γ
m
kp(α+ 2)
(k2 + p2 − 2kpγ)α+22 + m
kp(α+ 2)
∫
dγ γm−1 (k2 + p2 − 2kpγ)α+22 .(A5)
This last integration by parts has to be performed in the worst cases three times, reducing the power m of γ from 3
down to 0.
Since we are integrating γ over the interval [−1, 1], we get a series of m+ 1 terms of the form
(k + p)α+2n ± |k − p|α+2n
(k p)n
, (A6)
with n = 1, 2, ...(m+1). To evaluate the integral over p, we can expand those terms using the binomial decomposition
(1 + x)α = 1 + αx + α(α − 1)x2 + · · ·. Since, in general, the value of the exponent α is not an integer, we need
to truncate the series somewhere, which is well justified only if x ≪ 1. To achieve this, we split the integral into
two contributions,
∫ kD
0
=
∫ k
0
+
∫ kD
k
. In the first term p/k < 1, while in the second k/p < 1, which allows us to
approximate Eq. (A6) truncating the binomial series at the second term,
(k + p)α − |k − p|α ≃
{
2αkα−1p+ 13α(α − 1)(α− 2)kα−3p3 p < k
2αpα−1k + 13α(α − 1)(α− 2)pα−3k3 p > k
(A7)
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and
(k + p)α + |k − p|α ≃
{
2kα + α(α − 1)kα−2p2 p < k
2pα + α(α − 1)pα−2k2 p > k . (A8)
We then perform the integration over p. For each contribution we keep only the terms which, depending on the value
of the spectral index, may dominate the result. So, we finally obtain, for k < kD
f(k) ≃ λ
3
2(2nS + 3)
[
B2λ
2Γ
(
nS+3
2
)
]2(
(λk)2nS+3D +
nS
nS + 3
(λk)2nS+3
)
−
− 2λ
3
3(2nA + 3)
[
B2λ
2Γ
(
nA+4
2
)
]2(
(λk)2nA+3D +
nA − 1
nA + 4
(λk)2nA+3
)
(A9)
≃ ASλ2nS+3
(
k2nS+3D +
nS
nS + 3
k2nS+3
)
−AAλ2nA+3
(
k2nA+3D +
nA − 1
nA + 4
k2nA+3
)
(A10)
g(k) ≃ 4
3
λ4k
(nS + nA + 2)
[
B2λ
2Γ
(
nS+3
2
)
][
B2λ
2Γ
(
nA+4
2
)
](
(λkD)
nS+nA+2 +
nA − 1
nS + 3
(λk)nS+nA+2
)
(A11)
≃ Ckλ (λkD)nS+nA+2
[
1 +
nA − 1
nS + 3
(
k
kD
)nS+nA+2]
, (A12)
where the coefficients are given by the magnetic field amplitudes at scale λ:
AS ≃ λ
3
2(2nS + 3)
[
B2λ
2Γ
(
nS+3
2
)
]2
(A13)
AA ≃ 2λ
3
3(2nA + 3)
[
B2λ
2Γ
(
nA+4
2
)
]2
(A14)
C ≃ 4
3
λ3
(nS + nA + 2)
[
B2λ
2Γ
(
nS+3
2
)
][
B2λ
2Γ
(
nA+4
2
)
]
. (A15)
The first part of f(k), which is the contribution from the symmetric part of the magnetic field power spectrum, has
been taken from [4, 6]. The singularities at nS , nA = −3/2 respectively and at nS + nA = −2 are removable.
APPENDIX B: USEFUL MATHEMATICAL RELATIONS
1. Integrals of Bessel functions
In Section V, we use approximate solutions for the three integrals∫ x0
xdec
dx
j2(x)
x
jℓ(x0 − x)
(x0 − x)2 ,
∫ x0
xdec
dx
j2(x)
x
jℓ(x0 − x)
(x0 − x) ,
∫ x0
xdec
dx
j2(x)
x
jℓ(x0 − x) . (B1)
These integrals are solvable only by numerical method. However, the aim of this paper is to give an approximate
analytic result. In this appendix we therefore derive and test analytic approximations to the above integrals. To
achieve this, we first modify them slightly, in order to make them solvable analytically. Then, we adjust the result
obtained in this way by comparing it with the exact numerical integration.
Let us concentrate, as an example, on the first integral. We first perform a variable transform to y = x0 − x. The
integration boundaries then become 0 and x0 − xdec. Below, we derive an approximation for∫ x0
0
j2(x0 − y)
x0 − y
jℓ(y)
yn
dy
Since Bessel functions change on a scale ∆y ∼ 1, this approximation is good for the integrals in Eq. (B1) if xdec < 1.
After the integration over x in Eq.(B1) we have to perform an integration over k. For ℓ fixed, this integral is either
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dominated by the contribution art kη0 = x0 = ℓ or at the upper cutoff, kD. For the integrals which are dominated
at x0 = kη0 ∼ ℓ, the inequality xdec < 1 is equivalent to ℓ ≃ x0 ≃ 60xdec . 60. In some cases, however, our integral
over k is dominated at the upper cutoff kD with ηdeckD ≫ 60 and of course also η0kD ≫ 60. Since for ℓ ≃ 60, the
dominant contribution to the integral comes from y . 60, our inaccuracy of the boundary will not invalidate the
approximation also for this case.
The approximation in the upper boundary of the integral, x0 − xdec ≃ x0 makes us miss the characteristic decay of
fluctuations on angular scales corresponding to ℓ & 60.
To make the first integral in Eq. (B1) solvable analytically, we now modify the powers of y and x0− y. Taking into
account that the spherical Bessel Function jν(x) has its maximum value at x ≃ ν, we make the attempt:∫ x0
0
dx
j2(x)
x
jℓ(x0 − x)
(x0 − x)2 =
π
2
∫ x0
0
dx
J5/2(x)
x3/2
Jℓ+ 1
2
(x0 − x)
(x0 − x)5/2
≃ π
2
√
2
5 ℓ
∫ x0
0
dx
J5/2(x0 − y)
x0 − y
Jℓ+ 1
2
(y)
y2
. (B2)
≃ π
5
√
2
5 ℓ
Jℓ+3(x0)
x20
. (B3)
For the last equality, we have used 6.581.2 of [26] ,
∫ a
0
dxxb−1(a− x)−1Jp(x)Jq(a− x) = 2
b
aq
∞∑
m=0
(−1)m Γ(b+ p+m) Γ(b+m)
m! Γ(b) Γ(p+m+ 1)
(b+ p+ q + 2m)Jb+p+q+2m(a) ,
(Re (b+ p) > 0, Re q > 0) (B4)
and the recurrence relation Jν−1(x) + Jν+1(x) = 2νx Jν (9.1.27 of [19]), keeping only the highest order terms in ℓ. We
can now compare this approximated analytic result with an exact numerical integration. Since the analytic result is
again a Bessel function divided by a power law, it has a maximum at x0 ≃ ℓ, and its envelope has a power law decay
for x0 > ℓ. This two characteristics are very well reproduced by the numerical result, which however decays somewhat
faster; it turns out that a better approximation is
∫ x0
0
dx
j2(x)
x
jℓ(x0 − x)
(x0 − x)2 ≃
1
3
√
3 ℓ
2
Jℓ+3(x0)
x30
. (B5)
To estimate the goodness of our approximation, let us now take into account the integration over k, as in Eq. (63).
What we are finally interested in is (Eq. (71))
∫ xD
0
dx0 x
2
0
J2ℓ+3(x0)
x60
[
1 +
nA − 1
nA + 4
(
x0
xD
)2nA+3]
. (B6)
As already discussed in the main text, this integral is always convergent and dominated by the contribution around
x0 ≃ ℓ : we should therefore make sure that our approximation is good around that value. We have that for ℓ = 30,
our approximation underestimates the numerical result by about factor of two; for ℓ = 40, the error reduces to 15%,
and is always smaller for larger values of ℓ.
Fig. 3 shows the numerical result for the integral in (B5) (green, dotted line), together with its analytical approxi-
mation (the right hand side of Eq. (B5), blue and long dashed) and a numerical evaluation of the same integral when
xdec is not set to zero (red, solid). For small values of ℓ (in the left hand panel of Fig. 3, ℓ = 50), Eq. (B5) is a good
approximation in the region x0 ≃ ℓ. However, if ℓ > 60 setting xdec → 0 causes a large overestimation of the result.
In the right hand panel of Fig. 3 it is shown that, for ℓ = 100, the difference between the integral with lower bound
0 and the one with lower bound xdec is of more than a factor of ten. Consequently, as already stated before, we can
rely on all our approximations only for ℓ . 60.
We proceed now to evaluate integral (B6). Since xD = kDη0 & 10
6, for ℓ . 60, integral (B6) can be calculated in
the limit xD →∞, using formula 6.574.2 of [26]:
∫ ∞
0
dxJp(x)Jq(x)x
−b =
Γ(b)Γ
(
p+q−b+1
2
)
2bΓ
(
−p+q+b+1
2
)
Γ
(
p+q+b+1
2
)
Γ
(
p−q+b+1
2
) (B7)
(Re (p+ q + 1) > Re b > 0) .
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FIG. 3: In both panels, as a function of x0: the green dotted line shows the numerical value of the integral
in (B5), the blue, long dashed line shows the analytic approximation (right hand side of Eq. (B5)), and
the red, solid line shows the numerical value of integral (B5) if xdec is not put to zero. All these functions
are squared, and multiplied by x30: this gives us an indication of the result, after the integration over x0, as
stated in Eq. (B6). In the left panel ℓ = 50, in the right panel ℓ = 200. First of all, we note that it appears
clearly that the value of the integrals is dominated at x0 ≃ ℓ, and that the function goes to zero quicker
than x−30 , which justifies our approximation xD → ∞ and the use of formula B7. Secondly, we note that
for ℓ = 50 and x0 ∼ ℓ, our approximation (blue, long-dashed) is good for both the integrals. However, if
ℓ = 200, the approximation overestimate the correct numerical result by about a factor of ten.
This approximation is used for example in Eqs. (74, 75).
With the same procedure we can approximate the second integral of Eq. (B1), for which we find (ℓ . 60)
∫ x0
xdec
dx
j2(x)
x
jℓ(x0 − x)
(x0 − x) ≃
1
3
√
3 ℓ
2
Jℓ+3(x0)
x20
. (B8)
This approximation underestimates the numerical result with an error of about 40% for ℓ = 30, which reduces to 20%
at ℓ = 60. In this case also, the integral over x0 is convergent, and we can proceed as before.
The situation is different for the third integral of Eq. (B1). In this case, the numerical result is approximated by
the following function (ℓ . 60):
∫ x0
xdec
dx
j2(x)
x
jℓ(x0 − x) ≃ 1
3
√
2
5
Jℓ+3(x0)√
x0
. (B9)
It is clear that if we insert this function in an integral like (B6) we cannot perform the limit xD → ∞ since this
integral is dominated at the upper cutoff. Consequently, we need a good approximation for the behavior of the
integral for large values of x0 → xD. In this case, we no longer require our approximation to be accurate at x0 ≃ ℓ,
but we concentrate on its behavior for high values of x0, which will dominate in the integral over x0. Fig. 4 shows
the approximation for ℓ = 30, which overestimate the numerical result by an error within 1%.
We also have to evaluate the integral over x20 dx0 of the square of (B9), which we encounter in two different cases.
The first (see Section VB) is of the kind
∫ xD
0
dxxpJ2ℓ (x). For p < 0 this integral converges and we may evaluate it in
the limit xD → ∞, in which it is of the form (B4). For p > 0 and xD ≫ ℓ2, the integral can be approximated using
the asymptotic expansion of Jℓ(x) for large arguments [19], Jℓ(x) ∼
√
2/(πx) cos[x − (2ℓ + 1)π/4]. Approximating
the oscillations by a factor of 1/2, we obtain
∫ xD
0
dxxpJ2ℓ (x) ≃
∫ xD
ℓ2
dxxpJ2ℓ (x) ≃
{
xp
D
pπ , p > 0
1
π ln
(
xD
ℓ2
)
, p = 0 .
(B10)
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FIG. 4: We plot the value of integral (B9) squared and multiplied by x30 as function of x0, for ℓ = 30. The
green, dotted line represents again the numerical result (xdec → 0), and the blue, long dashed line is the
analytic approximation. In this case the slope is positive, and hence the integral dx0/x0 of this function is
dominated by the upper cutoff.
For the second case,
∫ xD
0
dxxpJℓ(x)Jℓ+1(x), which we encounter in Section VI, we use again the large argument
approximation for the Bessel functions, for x≫ ℓ2,
Jℓ(x)Jℓ+1(x) ≃ 2
πx
cos
(
x− (2ℓ+ 1)π
4
)
cos
(
x− (2ℓ+ 3)π
4
)
=
2
πx
cos
(
x− (2ℓ+ 1)π
4
)
sin
(
x− (2ℓ+ 1)π
4
)
=
1
πx
sin
(
2x−
(
ℓ+
1
2
)
π
)
=
(−1)ℓ+1
πx
cos(2x) , (B11)
so that for p > 0∫ xD
0
dxxpJℓ(x)Jℓ+1(x) ≃ (−1)
ℓ+1
π
∫ xD
ℓ2
dxxp−1 cos (2x) ≃ (−1)
ℓ+1
2π
(
xp−1D sin(2xD)− ℓ2p−2 sin(2ℓ2)
)
. (B12)
In the limits to which we have restricted ourselves, we always have xD ≫ ℓ2. Consequently, the dominant contribution
in the last expression can be given either by the first term in the bracket, if p > 1, or by the second term, if p < 1.
Numerical checks show that the approximation is good for p > 1, but it is rather poor in the second case, p < 1. Since
we shall not be very much interested in this case, we do not go any further in this work.
When evaluating expression (B7), we often also use
Γ(2x) =
22x−1√
π
Γ(x)Γ
(
x+
1
2
)
Γ(x+ a)
Γ(x+ b)
∼ xa−b +O(xa−b−1) for x≫ 1 (B13)
(see Eqs. (6.1.18) and (6.1.47) of [19]).
2. Recurrent Relations for spherical Bessel Functions
We use several recurrence relations for spherical Bessel functions in our derivations, most notably
ℓ + 1
x
jℓ(x) + j
′
ℓ(x) = jℓ−1(x) (B14)
24
and
ℓ
x
jℓ(x) − j′ℓ(x) = jℓ+1(x) . (B15)
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