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Abstract—First-order optimization algorithms, often preferred
for large problems, require the gradient of the differentiable
terms in the objective function. These gradients often involve
linear operators and their adjoints, which must be applied
rapidly. We consider two example problems and derive methods
for quickly evaluating the required adjoint operator. The first
example is an image deblurring problem, where we must compute
efficiently the adjoint of multi-stage wavelet reconstruction. Our
formulation of the adjoint works for a variety of boundary
conditions, which allows the formulation to generalize to a
larger class of problems. The second example is a blind channel
estimation problem taken from the optimization literature where
we must compute the adjoint of the convolution of two signals. In
each example, we show how the adjoint operator can be applied
efficiently while leveraging existing software.
Prerequisites
The reader should be familiar with linear algebra, wavelets,
and basic Fourier analysis. Knowledge of first-order iterative
optimization algorithms is beneficial for motivating the need
for a fast adjoint computation, but should not be necessary to
understand the adjoint computation itself.
Motivation
Many estimation problems are modeled using the composition
of a differentiable loss ` with an affine map x 7→ Ax+ b, the
simplest such examples being generalized linear models such
as least-square data fitting. The gradient of ` ◦ A is given by
the chain rule as A∗∇`(Ax+ b). For small problems, A may
be explicitly represented as a matrix and A∗ calculated as the
conjugate transpose of the matrix.
In contrast, larger problems are often carefully formulated to
involve only linear operators A which have a fast transform
(e.g., FFT, wavelet transform, convolution) and are therefore
never explicitly stored as matrices. While many software
packages provide fast routines to compute A−1 or the pseu-
doinverse A†, few packages include routines for A∗.
The purpose of this note is to describe a few cases where
one can compute the action of A∗ with the same complexity
as applying A. Boundary conditions play a confounding role
in the calculation, and we present a simple framework to
correctly take them into account.
J. Folberth and S. Becker are with the Department of Applied Mathematics,
University of Colorado at Boulder, Boulder, CO, 80309, USA.
I. EXAMPLE 1: AN IMAGE DEBLURRING PROBLEM
Digital images can be blurred through a variety of means.
For example, the optical system can be out of focus and/or
atmospheric turbulence can cause blurring of astronomical
images. The goal of image deblurring is to recover the original,
sharp image. One class of techniques poses the deblurring
problem as an optimization problem, where the optimization
variables are the wavelet coefficients of the recovered image.
We assume that the blurring operatorR is known. For instance,
R could represent a Gaussian point spread function (PSF)
under symmetric (reflexive) boundary conditions. The blurring
operator is usually singular or ill-conditioned [1].
Let W represent a multi-level wavelet reconstruction operator
with suitable boundary conditions, b be the observed, blurry
image, and A = RW be the linear operator that synthesizes
an image from wavelet coefficients x and then blurs the
synthesized image under the blurring operator R. In order
to both regularize the problem and to take into account that
many real-world images have a sparse wavelet representation,
we solve the following standard model which seeks to recover
sparse wavelet coefficients that accurately reconstruct the
blurred image:
min
x
1
2
‖RWx− b‖22 + λ‖x‖1, λ > 0. (1)
This commonly used formulation [2] is sometimes called the
synthesis formulation, since we reconstruct an imageWx from
the wavelet coefficients in the optimization variable x. We seek
to find an x that accurately reconstructs the blurred image b
while simultaneously having only a few nonzero entires.
To clarify our notation, suppose we have an image b. In terms
of the wavelet reconstruction operator W , we compute the
wavelet coefficients of b with x =W†b, which corresponds to
wavelet analysis. In each case, W and W† implicitly impose
and handle the boundary conditions we impose on b (e.g., zero,
periodic, symmetric).
The gradient of the differentiable term f(x) = 12‖RWx− b‖22
is
∇f(x) =W∗R∗(RWx− b).
In the case of a blurring PSF, we can apply R and R∗ in
O(N logN) time in the Fourier domain via the FFT [2], [1].
Wavelet software packages (e.g., MATLAB Wavelet Toolbox
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[3]) implement discrete wavelet analysis and reconstruction
in O(N) time; these operations correspond to W† and W .
However, the adjoint of wavelet reconstruction, W∗, is not
implemented in software packages and is not expressly men-
tioned in the literature [4], [5]. A “trick” commonly used in
practice is the “pseudoinverse approximation” W† ≈ W∗, but
we would like to find a way of computing the true adjoint of
wavelet reconstruction (and analysis) in the same O(N) time.
To derive the true adjoint, we first separate W into signal
extension and wavelet transform. We recall a few common
signal extensions, consider the case of orthogonal wavelets,
and then use a property of frames to construct the adjoint
for biorthogonal wavelets. It transpires that we only need to
implement the adjoint of the signal extensions and may use
existing software for the wavelet transforms.
A. A few signal extensions
To implement a wavelet transform with boundary conditions,
a popular method is to extend the given signal to satisfy the
desired boundary conditions and then transform the extended
signal; this is the approach used in MATLAB’s Wavelet Toolbox
[3]. If we let E be the desired extension operator and W†zpd be
the wavelet analysis operator for extended signals under zero
boundary conditions, we can write wavelet analysis as
W† =W†zpdE .
Consider a 1-dimensional signal y[n], n = 0, ..., N − 1. 1 Let
L be the maximum length of the wavelet analysis filters. The
double sided zero-padded extension of y[n] puts L′ := L− 1
zeros on each end of the signal:
0, ..., 0︸ ︷︷ ︸
L′
, y[0], ..., y[N − 1], 0, ..., 0︸ ︷︷ ︸
L′
.
We can write down the linear operator Ezpd as a matrix that
performs this operation on y[n].
Ezpd =
0L′×NIN×N
0L′×N
 .
We see that Ezpd has orthonormal columns, so that
E†zpdEzpd = E∗zpdEzpd = I .
Note that Wzpd implemented in existing software may also
implicitly contain a zero-padded extension. When we apply
wavelet analysis, W†zpd, we implicitly apply E†zpd. However,
since zero-padding is orthonormal, E†zpd = E∗zpd, and so we
can, for a general wavelet transform, write the adjoint as
W∗ =W∗zpd
(E†)∗ . (2)
1We consider only 1d signals here for brevity. The results can be extended
to 2d quite naturally.
The splitting in equation (2) allows us to correctly handle the
adjoint extension ourselves. It remains to implement
(E†)∗
and determine how to apply W∗zpd with existing software.
The zero-padded extension is not often used by itself since
it can introduce boundary artifacts. A better extension mode
is the half-point symmetric extension, which is the default
extension mode in MATLAB’s Wavelet Toolbox [5], [3]. The
double sided half-point symmetric extension reflects the signal
about its boundaries in the following manner:
y[L− 1], ..., y[0]︸ ︷︷ ︸
Left extension
, y[0], ..., y[N−1], y[N − 1], ..., y[N + L− 2]︸ ︷︷ ︸
Right extension
.
As in the zero-padded case, we can readily form a matrix that
performs this operation on y[n]. Let P be the appropriately
sized permutation matrix that reverses the ordering of columns.
Then we have
Esym =

. .
.
1
1
1
1
. . .
1
1
1
1
. .
.

=

IL′×L′P 0 0
IL′×L′ 0 0
0 IN−2L′×N−2L′ 0
0 0 IL′×L′
0 0 IL′×L′P
 .
The adjoint of the pseudoinverse can be computed in closed
form and essentially amounts to rescaling the nonzero entries
of Esym. Assuming N > 2L′, which usually occurs in practice,
the adjoint of the pseudoinverse of Esym is
(E†sym)∗ =

1
2IL′×L′P 0 0
1
2IL′×L′ 0 0
0 IN−2L′×N−2L′ 0
0 0 12IL′×L′
0 0 12IL′×L′P
 .
If N ≤ 2L′, the form of the pseudoinverse is slightly different,
with some of the 1/2 terms becoming 1/3.
Another standard extension is the periodic extension. Similar
to the half-point symmetric extension, the periodic extension
operator is
Eper =
 0 0 IL′×L′IN×N
IL′×L′ 0 0

and the adjoint of its pseudoinverse is
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Fig. 1. The left half of the original, unblurred image and the left half of
the blurred image. To create the blurred image b, the blurring operator R is
applied to the original image and small amount of Gaussian noise is added.
(E†per)∗ =

0 0 12IL′×L′
1
2IL′×L′ 0 0
0 IN−2L′×N−2L′ 0
0 0 12IL′×L′
1
2IL′×L′ 0 0
 .
Again, in the unusual case that N ≤ 2L′, the form of
the pseudoinverse changes slightly. By viewing other signal
extension operators as matrices acting on signal vectors, one
can readily find the appropriate (E†)∗.
B. The adjoint for orthogonal wavelets
For orthogonal wavelets (e.g., Haar and more generally
Daubechies wavelets), the adjoint W∗zpd is exactly the analysis
operatorW†zpd. For orthogonal wavelets with general boundary
conditions, we can use the splitting (2) and implement
(E†)∗.
For an example image, consider a standard resolution test chart
[6], shown in Figure 1. We prescribe symmetric boundary
conditions on the image, which will affect both W , R, and
their adjoints. Symmetric boundary conditions (compared to
periodic or zero-padded boundary conditions) produce signif-
icantly fewer edge effects, and so are a natural choice.
Fortuitously, for orthogonal wavelets, the adjoint of W with
symmetric boundary conditions is “very close to” the analysis
operator W†. This fact is often used (e.g., [2]), and as we
can see from the splitting (2), the error is introduced through
E ≈ (E†)∗. Again, by merely implementing (E†)∗, we can
use the true adjoint W∗.
Figure 2 shows the deblurred image after 2500 iterations of
FISTA, a fast proximal gradient method, developed by Beck
and Teboulle [2]. The wavelet reconstruction operator W is
taken to be a three-stage Haar discrete wavelet transform with
Fig. 2. Deblurred image after 2500 iterations of FISTA with W a three-
stage Haar transform with symmetric boundary conditions. The left half of
the figure shows the deblurred image using the true adjoint W∗. The top-
right shows a zoomed-in view using W∗; the bottom-right shows the same
zoomed-in view using W† and 2500 iterations of FISTA.
symmetric boundary conditions. We set λ = 2×10−5. We use
both the true adjoint W∗ and the approximation W†. Using
the true adjoint, the image reconstruction relative error (vs. the
unblurred image) is 8.91×10−4 and 31.8% of the coefficients
are nonzero. Using the pseudoinverse approximation, the rel-
ative error is 8.91 × 10−4 and 32.1% of the coefficients are
nonzero. In this case the pseudoinverse approximation works
extremely well.
C. The adjoint for biorthogonal wavelets
For biorthogonal wavelets, we no longer have W∗zpd = W†zpd.
Since we have relaxed ourselves to biorthogonal wavelets
(which are nice for symmetric boundary conditions [7]), it is
perhaps too much to ask that the adjoint of the primal wavelet
reconstruction operator involves only the primal wavelets. Let
us recall briefly the pertinent aspects of frames of Rd. These
facts are described in more detail and generality in [4].
Let y ∈ RN be an arbitrary signal vector and {φi}pi=1, p ≥ N ,
be a set of vectors in RN . Define the analysis operator Φ as
the p×N matrix
Φ =
φ
T
1
...
φTp
 .
If Φ has full rank, we say that {φi} is a frame and we call Φ
the frame analysis operator. Henceforth we assume {φi} is a
frame.
The product Φu computes the expansion coefficients of the
signal u ∈ RN in the frame {φi}. The frame synthesis op-
erator Φ∗ constructs a vector in RN given some expansion
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coefficients. Since {φi} is assumed to be a frame, Φ∗Φ is
invertible and we may define the Moore-Penrose pseudoin-
verse Φ†, which implements reconstruction in the frame as
Φ† = (Φ∗Φ)−1 Φ.
A dual frame can be associated with a (primal) frame by defin-
ing the dual frame vectors φ˜i = (Φ∗Φ)
−1
φi for i = 1, ..., p.
We may define analogously the dual frame analysis operator
Φ˜ and dual frame synthesis operator Φ˜∗.
A fundamental relationship between primal and dual frame
operators is Φ˜∗ = Φ† (see [4], Theorem 5.5). We can directly
relate the frame operators and the wavelet operators under
zero-padded boundary conditions. We can write zero-padded
wavelet reconstruction as frame reconstruction: Wzpd = Φ†.
Then using the above frame relations, we have
W∗zpd =
(
Φ†
)∗
= (Φ∗)† = Φ˜. (3)
TABLE I
A FEW PRIMAL AND DUAL FRAME RELATIONSHIPS.
Primal frame Dual frame
Analysis Φ = W†zpd Φ˜ =
(
Φ†
)∗
Synthesis Φ∗ =
(
W†zpd
)∗
Φ˜∗ = Φ†
Reconstruction Φ† = Wzpd Φ˜† = Φ∗
We present other relationships between the primal and dual
frames in Tabel I. Note that Φ†Φ = I but ΦΦ† 6= I in general.
In (3) we have W∗zpd in terms of dual frame analysis. For
biorthogonal wavelets, dual frame analysis corresponds to
wavelet analysis with the dual wavelets, which has a fast trans-
form and is typically implemented together with the primal
wavelets [3]. For biorthogonal (and orthogonal) wavelets, this
statesW∗zpd = W˜†zpd, the latter of which is a standard operation
and has a fast implementation. Combining this with the signal
extension operator, we finally find
W∗ =W∗zpd
(E†)∗ = W˜†zpd (E†)∗ . (4)
From this we see that with a complete wavelet software library,
one only needs to implement (E†)∗ to use the true adjoint
instead of the approximation W∗ ≈ W†.
Consider deblurring the resolution chart from Figure 1 with
2500 iterations of FISTA using a three-stage CDF 9/7 discrete
wavelet transform with symmetric boundary conditions. The
results of deblurring are visually very similar to Figure 2.
Using the true adjoint, the image reconstruction relative error
(vs. the unblurred image) is 9.45×10−4 and 29.23% of the co-
efficients are nonzero. Using the pseudoinverse approximation,
the relative error is 9.67×10−4 and 29.74% of the coefficients
are nonzero. Here the pseudoinverse approximation works, but
not quite as well as the true adjoint.
Figure 3 shows the structural similarity index [8] for the CDF
9/7 experiment using both the pseudoinverse approximation
0 500 1000 1500 2000 2500
Iteration
0.6
0.65
0.7
0.75
0.8
0.85
SS
IM
true adjoint
pinv approx
Fig. 3. Structural similarity (SSIM) index over 2500 iterations of FISTA
with W a three-stage CDF 9/7 transform and using the true adjoint and
the pseudoinverse approximation. SSIM compares the deblurred image to the
original, unblurred image.
and true adjoint. For the first few hundred iterations of FISTA,
the pseudoinverse approximation works well, but using the
true adjoint appears to recover an image more similar to the
original, unblurred image.
II. EXAMPLE 2: BLIND CHANNEL ESTIMATION
Another application that depends on a fast adjoint in the
gradient computation is in some formulations of blind channel
estimation. In blind channel estimation, a single source sends
an unknown signal over multiple channels with unknown
responses. Observers collect the output of each channel and
collectively attempt to determine the source signal and the
channel impulse response from each channel. Let s be the
unknown source signal of length N and hi the channel impulse
response of the ith channel, each of length K. Then the output
of the ith channel is
xi = hi ∗ s,
where ∗ denotes a linear convolution. Here we prescribe zero-
padded boundary conditions, and take xi to be the “full”
convolution of length K + N − 1. We hope to recover the
source s and channel responses hi from the output signals
xi. However, note that there is both a magnitude and phase
ambiguity in hi and s, since we can multiply hi by α 6= 0
and divide s by α, leaving xi unchanged.
For simplicity, assume we have a single channel h with
observed output x; we will extend the problem to more
channels in an example to follow. We can pose the blind
deconvolution problem for a single channel as
min
h,s
1
2
‖h ∗ s− x‖22 + λh‖h‖1 + λs‖s‖1, (5)
where we include the terms λh‖h‖1 and λs‖s‖1 to promote
sparsity in the recovered signals. To promote other structure in
the recovered signals (assuming it is present in the unknown
true signals), we can include other terms, such as ‖h‖TV, the
1d total-variation (TV) seminorm.
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Since (5) involves h ∗ s, it involves products of the problem
variables and so it is a non-convex problem. However, note
that the outer product matrix hsT contains all of the terms
used in the computation of the convolution h ∗ s. Indeed, we
may define a linear operator on A(hsT ) that computes the
convolution: A(hsT ) = h ∗ s [9]. Of course this is still a
nonlinear operation, but the nonlinear operation is confined to
the outer product hsT . In the following gradient computations,
we will implicitly be computing the adjoint A∗.
Let f(h, s) = 12‖h ∗ s − x‖22 be the differentiable part of the
objective. First order methods require ∇hf and ∇sf . Note
that when computing ∇hf , we hold s fixed, and in doing so
we may view the convolution h ∗ s as a linear operation on h.
Similarly, when computing ∇sf , we hold h fixed. Using the
results of [10], we may determine a fast method for evaluating
these gradients. To illustrate the derivation, consider the case
K = 3 and N = 5. Set xest = h ∗ s. We can write the
convolution as a matrix-vector product in a couple different
ways. The first,
xest =

h[0]
h[1] h[0]
h[2] h[1] h[0]
h[2] h[1] h[0]
h[2] h[1] h[0]
h[2] h[1]
h[2]


s[0]
s[1]
s[2]
s[3]
s[4]
 ,
forms the matrix with entries from h, and the second,
xest =

s[0]
s[1] s[0]
s[2] s[1] s[0]
s[3] s[2] s[1]
s[4] s[3] s[2]
s[4] s[3]
s[4]

h[0]h[1]
h[2]
 = S h,
uses the entries of s in the matrix S. Note that here h ∗ s
computes the “full” convolution, which includes using the
zero-padded boundaries. In MATLAB we can compute the
convolution with the conv function:
x_est = conv(h, s, ’full’)
For the gradient ∇hf , we treat s as a constant, and so it is
natural to use the second matrix-vector product where we use
the entries of s to form the linear operator. We have
∇hf = ∇h 1
2
‖Sh− x‖2 = S∗(Sh− x) = S∗r,
where we define the residual r = Sh− x = xest − x. Written
out, this gradient is
∇hf =
s¯[0] s¯[1] s¯[2] s¯[3] s¯[4]s¯[0] s¯[1] s¯[2] s¯[3] s¯[4]
s¯[0] s¯[1] s¯[2] s¯[3] s¯[4]


r[0]
r[1]
r[2]
r[3]
r[4]
r[5]
r[6]

.
We recognize this as the cross-correlation between s and r:
∇hf [n] =
4∑
k=0
s¯[k]r[k + n] =
(
s¯[− ·] ∗ r[ · ])[n],
where s¯[− ·] is the matched filter of s[ · ]. Note that the
convolution here does not include the entries that use the
zero-padded boundaries. In MATLAB, we can compute this
convolution with
Dfh = conv(r, conj(s(end:-1:1)), ’valid’)
The derivation and computations for ∇sf are very similar.
Now that we can efficiently compute the required gradients,
we can use existing first-order methods. As an example, we
consider a simulated underwater acoustic channel. A single
unknown real source signal is broadcast over two noisy
acoustic channels with unknown real impulse responses. We
extend the blind channel estimation problem to two channels
quite naturally:
min
hi,s
2∑
i=1
(
‖hi ∗ s− xi‖22 + λh‖hi‖1
)
+ λs‖s‖1
Further, we may add a differentiable 1d total-variation-like
term in order to promote sharp transitions and stretches of
nearly constant signal values (e.g., where the channel impulse
response is constant for brief periods). The true total-variation
seminorm of h may be computed as ‖Dh‖1, where D is the
operator that subtracts consecutive pairs of elements of h:
{Dh}j = hj+1 − hj . We can in fact form D as a sparse
matrix and compute D∗ easily. To “soften” the TV norm to a
differentiable term, we may use the Huber function, defined
as
Lδ(z) =
{
1
2z
2 |z| ≤ δ
δ
(|z| − 12δ) |z| > δ.
The Huber function is commonly used in regression with
outliers, as it is linear for |z| > δ, and so it is less
sensitive to outliers. Unlike ‖ · ‖1, the Huber function is
differentiable for all z. We can approximate the TV norm with
‖h‖TV := ‖Dh‖1 ≈ Lδ(Dh)/δ. The augmented problem, with
the differentiable total-variation-like term is
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fδ(hi, s) = ‖hi ∗ s− xi‖22 + λh,TVLδ(Dhi)/δ,
min
hi,s
2∑
i=1
(fδ(hi, s) + λh‖hi‖1) + λs‖s‖1. (6)
It is straightforward to include the “soft” TV term in the
gradients, and we can use standard first-order algorithms to
solve the augmented problem. Simulated data containing an
impulsive source, two underwater acoustic channel impulse
responses, and the two outputs of the underwater channels
were provided by [11]. The simulation also added zero mean
Gaussian noise with standard deviation 0.005. We used the two
channel outputs to attempt to recover the impulsive source and
channel impulse responses.
We take λh = 0.1, λs = 0.01, λh,TV = 0.01, and δ = 0.1 for
the Huber functions Lδ(·). We initialized hi and s with zero
mean Gaussian random numbers with unit standard deviation.
In practice, we may not know the true lengths of hi and s, K
and N , respectively. We do know the length of the observed
signals, which is K +N − 1. In this example, K = 894 and
N = 1717, and we guess Kest = 844 and Nest = 1767. We
used L1General [12] to find a local solution of the augmented
problem (6). The initial guesses for hi and s were drawn from
the standard normal distribution.
The results of the recovery are shown in Figure 4. We show
the output and channel impulse response for only the first
channel; the second channel is similar. Researchers studying
the acoustic channel are mainly interested in the time delays
between peaks and relative phase shifts [11]. Besides the
overall magnitude ambiguity and time shift, it appears we can
accurately estimate the time delays and phase shifts between
the peaks of the channel response.
III. DISCUSSION
We have demonstrated a framework for computing the adjoint
of discrete wavelet transforms, which arise in gradient com-
putations in optimization problems. The framework separates
the action of the wavelet transform and the signal extension
operator. The half-point symmetric extension is a common
choice and we have provided its transpose, but other extension
operators can readily be cast into the framework. For many
practical purposes, it appears that the adjoint operator is
remarkably close to the pseudoinverse transform, however,
implementing the true adjoint is just a simple matter of
handling the signal extension operation.
Another interesting adjoint appears in a blind channel estima-
tion optimization problem. The convolution of two variables,
which is a nonlinear operation, can be written as a matrix-
vector product in two ways. With this viewpoint, deriving
the gradient becomes simple and a fast implementation is
immediate. For an impulsive source sent through a simulated
underwater acoustic channel, the blind channel estimation
problem is able to accurately recover important details of the
acoustic channel response.
0 500 1000 1500 2000 2500 3000
-1
0
1
x_true
0 500 1000 1500 2000 2500 3000
Time index
-1
0
1
x_est = conv(h_est, s_est)
0 100 200 300 400 500 600 700 800
-2
0
2
h_true
0 100 200 300 400 500 600 700 800
index
-0.2
0
0.2
h_est
Δt = 0.057s
Δt = 0.0575s
0 200 400 600 800 1000 1200 1400 1600
-0.5
0
0.5
s_true
0 200 400 600 800 1000 1200 1400 1600
index
-5
0
5
s_est
Fig. 4. Blind channel estimation via problem (6) for a simulated underwater
acoustic impulsive source. Shown are the true and estimated first channel
output, first channel impulse response, and source. There are obvious magni-
tude and time shift differences, but the estimated channel output and channel
impulse response are remarkably similar in structure and potentially useful
for studying the underwater channel.
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