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Résumé
On a montré en [26] comment normaliser les opérateurs d’entrelacement standard de façon à assurer
l’holomorphie dans le domaine positif. L’objet de ce travail est de décrire l’image de ces opérateurs et on
montre que cette image est soit nulle soit irréductible. Dans les cas ayant des applications globales on décrit
l’image en termes de paramètres dans les paquets d’Arthur. On termine l’article en donnant explicitement
les résidus de séries d’Eisenstein dans le cas d’un parabolique maximal et d’une induite de représentation
automorphes de carré intégrable modulo le centre. Ce travail admet les résultats annoncés par Arthur sur
la classification en paquet des représentations automorphes de carré intégrable, mais pas les formules de
multiplicités fines. Avec ceci on démontre pratiquement les conjectures de [24] caractérisant les formes
automorphes de carré intégrable cuspidales ayant de la cohomologie à l’infini ; il ne manque qu’un résultat
sur les multiplicités fines tout à fait accessible.
© 2011 Elsevier Inc. Tous droits réservés.
Abstract
This paper is about the pole of some Eisenstein series for classical groups over a number field. In a previ-
ous paper, we have shown how to normalize intertwining operators in such a way that they are holomorphic
for positive parameters. Here we show that the image of such operators is (in the interesting cases) either 0
or an irreducible representation. This enables us to compute explicitly the residue of the Eisenstein series
obtained from square integrable cohomological representations. At the end of the paper we give necessary
and sufficient conditions in terms of Arthur’s data in order that a square integrable cohomological represen-
tation is cuspidal; the conditions are not totally satisfactory and we explain what we expect when Arthur’s
results will be fully available.
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1. Introduction
Ici G est un groupe classique, disons Sp(2n) ou SO(2n + 1) et nos méthodes s’appliquent
aussi à O(2n) (mais il faut faire quelques vérifications liées à la non connexité) et aux groupes
unitaires avec des changements de notations pour se mettre dans le cadre de [23]. On note G∗
le groupe classique algébrique dual de G ; G∗ est vu comme un sous-groupe complexe d’un
certain GL(m∗G,C) (ce qui définit m∗G) via sa représentation naturelle. On fixe aussi F un corps
p-adique et k un corps de nombres. Dans la partie locale, on suppose que G est défini sur F et
on confondra G et G(F).
On fixe ψ une représentation unitaire irréductible de WF ×SL(2,C)×SL(2,C) et on suppose
que ψ est de dimension m∗G et se factorise par G∗. Grâce à la correspondance de Langlands
locale pour les groupes GL, on sait associer à ψ une représentation unitaire de GL(m∗G,F ),
notée πGL(ψ).
On fixe aussi une représentation ρ cuspidale unitaire irréductible d’un groupe linéaire
GL(dρ,F ) (cela définit dρ ) et un entier a0 ; cela permet de former la représentation de Stein-
berg St(ρ, a0) du groupe GL(dρa0,F ). Au groupe classique G et à tout entier d , on associe une
représentation rG,d (en général on enlève le d) de GL(d,C) qui est Sym2Cd si G est un groupe
de type SO(2n+ 1) et ∧2 Cd si G est de type Sp(2n) ou O(2n).
On définit la fonction méromorphe :
r(s, ρ, a0,ψ):= L(St(ρ, a0)× π
GL(ψ), s)
L(St(ρ, a0)× πGL(ψ), s + 1) ×
L(St(ρ, a0), rG,a0dρ ,2s)
L(St(ρ, a0), rG,a0dρ ,2s + 1)
.
Cette fonction se calcule très facilement ; on écrit πGL(ψ) sous-forme d’induite :
πGL(ψ) = ×
(ρ′,a′,b′)∈Jord(ψ)
Speh
(
St
(
ρ′, a′
)
, b′
)
,
où ρ′ est une représentation cuspidale unitaire d’un groupe GL et a′, b′ sont des entiers (ce qui
définit aussi Jord(ψ)). Alors (cf. [24, 2.1.1])
r(s, ρ, a0,ψ)
:=
∏
(ρ′,a′,b′)∈Jord(ψ)
L(St(ρ, a0)× St(ρ′, a′), s − (b′ − 1)/2)
L(St(ρ, a0)× St(ρ′, a′), s + (b′ + 1)/2) ×
L(St(ρ, a0), rG,a0dρ ,2s)
L(St(ρ, a0), rG,a0dρ ,2s + 1)
.
Il est clair que les dénominateurs de la fonction r(s, ρ, a0,ψ) n’ont ni zéro ni pôle pour s ∈
R>−1/2. Les numérateurs ont éventuellement des pôles que l’on rappellera ultérieurement.
On fixe π dans le paquet d’Arthur associé à ψ ; on rappelle dans le texte ce que cela veut
dire (cf. 2.2 et 5.1) et ceci suppose donc que l’on connaisse la classification des représentations
cuspidales dans les termes de [22] ; on a montré en [23] les hypothèses minimales qu’il fallait
mais évidemment la classification de Langlands des séries discrètes annoncées par Arthur est
plus que suffisante comme montré en [27]. On admet ces hypothèses ; pour être claire :
C. Mœglin / Advances in Mathematics 228 (2011) 1068–1134 1071Hypothèse générale. On admet dans tout ce texte que la classification de Langlands des séries
discrètes des groupes classiques p-adiques est connue.
Et on considère l’opérateur d’entrelacement standard, bien défini après un choix d’élément du
groupe de Weyl, différents choix étant reliés par la multiplication par une fonction holomorphe
inversible :
M(s,ρ, a0,π) : St(ρ, a0)| |s × π → St
(
ρ∗, a0
)∣∣ ∣∣−s × π.
On pose Nψ(s,ρ, a0,π):=r(s, ρ, a0,ψ)−1M(s,ρ, a0,π). Le résultat principal de [26], dans
le cas où ρ  ρ∗ (hypothèse levée ici en 5.2) est de montrer que Nψ(s,ρ, a0,π) est holomorphe
pour tout s ∈ R0 et le premier but de cet article est de décrire l’image de cet opérateur. On
montre alors en 5.3.1 :
Proposition. Cet opérateur, Nψ(s,ρ, a0,π), calculé en un point s =: s0 ∈ R>0 soit est identi-
quement 0 soit a pour image une représentation irréductible.
De plus on décrit alors cette image dans les cas où il y a des applications globales, c’est à
dire le cas où s0 est un demi-entier donc de la forme (b0 − 1)/2 avec b0  2 et (ρ, a0, b0 − 2) ∈
Jord(ψ) (si b0 = 2, il n’y a pas de condition). Dans ce cas, l’image de Nψ(s0, ρ, a0,π) est elle-
même dans un paquet d’Arthur associé à un morphisme ψ+ qu’il est facile de décrire (avec
la notation b0 que l’on vient d’introduire) : ψ+ est le morphisme analogue à ψ mais tel que
Jord(ψ+) se déduit de Jord(ψ) en remplaçant (ρ, a0, b0 − 2) par (ρ, a0, b0) (si b0 = 2 on ajoute
(ρ, a0, b0)). La question est alors de donner les paramètres de la représentation image ; la réponse
est, comme on peut s’en douter technique :
à l’aide des paramètres de π comme représentation dans le paquet associé à ψ , on définit des
paramètres pour le paquet associé à ψ+ et on note π+ la représentation du paquet associé à ψ+ ;
elle peut être nulle. Et on montre en 5.3.2 :
Théorème A. Sous l’hypothèse faite sur s0, ImNψ(s0, ρ, a0,π) = π+, ce qui veut dire que
l’image de l’opérateur est identiquement 0 exactement quand π+ est nulle et sinon cette image
est la représentation irréductible π+.
Evidemment le théorème est plus précis que la proposition mais plus technique. La cons-
truction des représentations à partir des paramètres est compliquée et le résultat n’est donc pas
simple mais si on trouve ultérieurement une meilleure paramétrisation on pourra facilement re-
traduire ce résultat ; c’est donc à mon avis le meilleur possible. Quand les articles d’Arthur seront
complètement disponibles, on pourra calculer explicitement le caractère associé à cette représen-
tation et intervenant dans les formules de multiplicité.
Dans le texte et en particulier en 5.3.2, on couvre un cas plus général en remplaçant St(ρ, a0)
par une composante en la place p-adique fixée d’une représentation cuspidale autoduale d’un
groupe GL ; et on considère aussi la généralisation des paquets d’Arthur de façon à couvrir le
cas où la seule hypothèse sur π est d’être une composante locale d’une forme automorphe de
carré intégrable ; le point ici est d’éviter l’utilisation de la conjecture de Ramanujan et donc de
considérer certaines représentations non unitaires de WF × SL(2,C)× SL(2,C).
Pour avoir des applications globales, on traite aussi le cas des places archimédiennes dans
des cas très particuliers : on se limite à F = R et surtout on met l’hypothèse forte que π a de
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ρ| |s0 ×π est entier régulier, c’est surtout régulier qui compte. On démontre alors le même résultat
que ci-dessus, à savoir que l’opérateur normalisé est holomorphe en s = s0 et que son image
est une représentation irréductible explicite, en termes de paramètre de Langlands. Ce sont les
hypothèses qui simplifient le résultat ou encore on ne peut pas à mon avis espérer un résultat plus
simple dans le cas archimédien que dans le cas non archimédien.
On termine l’article en décrivant les points de non holomorphie des séries d’Eisenstein. Notre
but est de démontrer les conjectures de [24] caractérisant les formes automorphes de carré
intégrables qui sont cuspidales. C’est essentiellement ce que l’on démontre sous l’hypothèse
supplémentaire que les composantes à l’infini ont de la cohomologie toutefois il reste un pro-
blème (un peu mineur) de calcul de multiplicité. Plus précisément le corps de base est un corps
de nombres k (totalement réel) et on suppose que G est défini sur k. On considère H un groupe
de même type que G défini sur k. On fixe P un sous-groupe parabolique maximal de H , défini
sur k, et on suppose que les sous-groupes de Levi de P sont isomorphes à GL(d)×G (éventuel-
lement, ici, G peut être le groupe trivial). On fixe π0 une représentation automorphe irréductible
de carré intégrable de G et τ une représentation cuspidale irréductible et unitaire de GL(d). Et
on considère les séries d’Eisenstein de la forme EHP (τ | |s ×π0, f ) où s ∈ C. On sait qu’une telle
série d’Eisenstein est holomorphe pour Re s = 0 et on s’intéresse au cas où Re s > 0 ; quitte à
tordre τ par un caractère unitaire, on suppose en fait que s ∈ R. On suppose que les résultats
d’Arthur annoncés dans [2] sont disponibles pour π0 ; ainsi à π0 est associé un ensemble fini de
couples (ρ, b) où ρ est une représentation cuspidale d’un groupe de type GL et b est un entier ;
on note Jord(π0) cet ensemble. La propriété qui détermine uniquement cet ensemble est qu’en
notant Speh(ρ, b) la représentation du GL convenable dans l’espace des résidus :
Speh(ρ, b)
=
(( ∏
i∈[1,b[
(si − si+1)
)
E
(
ρ| |(b−1)/2+s1 × · · · × ρ| |−(b−1)/2+sb , s1, . . . , sb
))
s1=0,...,sb=0
la représentation πGL0 :=×(ρ,b)∈Jord(π0) Speh(ρ, b) et la représentation π ont leurs composantes
locales non ramifiées qui se correspondent presque partout via la correspondance non ramifiée
de Langlands. On définit l’analogue global de r(s, ρ, a0,ψ) en posant
r
(
s, τ,πGL0
):= L(τ × πGL0 , s)
L(τ × πGL0 , s + 1)
L(τ, rG,d ,2s)
L(τ, rG,d ,2s + 1) ;
ici tous les facteurs comptent. On fixe un réel positif s0 et on suppose que le caractère infinitési-
mal de τ | |s0 ×π0 est entier et régulier et que π0 a de la cohomologie à l’infini. Grâce à [24, 1.2.2
et 4.4.4(i)] (avec le résultat d’holomorphie de [26] complété ici), on sait que les séries d’Eisen-
stein EHP (τ | |s × π) sont holomorphes en s = s0 ∈ R>0 sauf éventuellement si r(s, τ,πGL0 ) a un
pôle nécessairement d’ordre 1 en s = s0 ; ceci s’explicite en :
soit s0 = 1/2 et L(τ, rG,d ,2s) a un pôle en s = 1/2, soit s0 est un demi-entier supérieur ou
égal à 1 avec (τ,2s0 − 2) ∈ Jord(π0) et, dans les 2 cas, pour tout (ρ, b) ∈ Jord(π0) avec
b = 2s0 − 1, L(τ × ρ,1/2) = 0.
On donne dans cet article des conditions nécessaires et suffisantes pour que s0 soit un pôle. On
exprime ces conditions ainsi : on a globalement la représentation d’un groupe linéaire convenable
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en une paramétrisation d’Arthur, on a un morphisme ψ0,v qui correspond à la composante locale
en la place v de la représentation πGL0 . On considère la composante locale en toute place v de
π0, cela joue le rôle de la représentation π dans ce qui précède ; l’analogue de St(ρ, a0) est (avec
la généralisation déjà annoncée) la composante locale de τ0 ; comme expliqué ci-dessus, pour
s0 vérifiant les conditions nécessaires pour avoir non holomorphie des séries d’Eisenstein, on a
défini en toute place v une représentation π+0,v qui éventuellement peut être nulle (sauf aux places
archimédiennes où la non nullité est assurée avec l’hypothèse mise). On pose formellement π+0 =⊗
v π
+
0,v . On suppose aussi que l’on sait a priori que la représentation π
+
0 si elle est non nulle
intervient avec multiplicité au plus 1 dans le spectre discret. On montre alors, en 7.2, le théorème
suivant :
Théorème B. Les séries d’Eisenstein E(τ | |s × π0, f ) ont un pôle en s0 si et seulement si les
conditions nécessaires ci-dessus sont satisfaites et π+0 est non nulle. Quand ces conditions sont
satisfaites :
(
(s − s0)E
(
τ | |s × π0, f
))
s=s0 = π
+
0 .
Ceci revient à dire que l’existence d’un pôle est équivalent à ce que l’opérateur d’entrelace-
ment global :
τ | |s × π0 → τ ∗| |−s × π0
ait un pôle. Cela ne veut pas dire que les autres opérateurs d’entrelacement n’ont pas de pôle
mais cela dit que s’ils ont des pôles celui écrit en a aussi.
Evidemment ce sont les hypothèses de régularité du caractère infinitésimal prises qui assurent
qu’un terme constant de la série d’Eisenstein a un pôle si et seulement si l’un des opérateurs
d’entrelacement standard le constituant a un pôle.
Pour avoir vraiment la preuve des conjectures de [24], il faut montrer un peu plus comme
on l’explique ci-dessous. L’hypothèse de multiplicité un est une hypothèse raisonable car elle
résulte de la formule de multiplicité globale d’Arthur et des formules de multiplicité un locale ;
celles-ci sont démontrées aux places p-adiques [27] dès qu’on les a pour les paquets de séries
discrètes (résultat annoncé par Arthur) et aux places archimédiennes elles résultent de [1] si on
sait que π+0 a de la cohomologie pour un bon système de coefficients et si on sait que les paquets
d’Adams–Johnson de [1] sont bien ceux d’Arthur.
On montre aussi que si π ′ est une représentation automorphe irréductible de carré intégrable
qui n’est pas cuspidale, et si τ est une représentation cuspidal unitaire, s0 ∈ 1/2N sont tel que
les termes constants de π ′ pour un parabolique maximal de la forme GL(dτ )×G′ (G′ un groupe
de même type que G convenable) ont une projection non nulle sur l’espace de τ | |−s0 vu comme
représentation automorphe cuspidale du facteur GL(dτ ), alors π ′  π+0 pour un bon choix de π0.
On discute en 7.4 pourquoi on s’est approché sans l’atteindre de l’objectif de [24], à savoir donner
des conditions nécessaires et suffisantes pour décrire les représentations automorphes de carré
intégrable non cuspidales ; en fait on écrit en 7.4 de telles conditions nécessaires et suffisantes
mais l’une de ces conditions me semble redondante et devrait disparaître quand on aura explicité
les formules de multiplicité d’Arthur.
Les applications que l’on peut espérer de ces résultats concernent la cohomologie des repré-
sentations automorphes ; pour cela, il faut utiliser la description faite par Franke en [6] des formes
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et essayer de généraliser la première partie de [7]. Sans travail supplémentaire, on ne peut espérer
de description explicite comme ce qui a été fait dans certaines situations en particulier récemment
en [8,11,9,10].
Historiquement le problème du calcul des pôles des séries d’Eisenstein est très lié au calcul
de ce que l’on appelle le spectre résiduel, c’est-à-dire la partie non cuspidale des formes auto-
morphes de carré intégrable. Ce point de vue est issu du livre de base de Langlands (cf. [21]).
Hormis pour GL(n), il est rapidement devenu inextricable de mener à bien un programme expli-
cite à la Langlands. Une des difficultés est précisément la description de l’image des opérateurs
d’entrelacement (cf. par exemple la complexité de [16]) ; les seuls conjectures/résultats complets
pour la description des images d’opérateurs d’entrelacement sont ceux d’Arthur (cf. [3, 4.1]),
mais ils ne concernent que l’image des opérateurs sur l’axe unitaire, généralisant la théorie du
R-groupe d’Harish Chandra, ce qui n’aide pas pour le calcul des points de non holomorphie des
séries d’Eisenstein. Hors de l’axe unitaire, on dispose de la théorie du quotient de Langlands
qui montre que certains opérateurs d’entrelacement standard sont holomorphes et d’image ir-
réductible facile à décrire en terme de paramétre de Langlands (cf. [5]) ; ceci peut être utilisé
relativement facilement si on suppose que dans la situation de départ, on a des modèles de
Whittaker. Cela a permis à Shahidi, Kim et leurs collaborateurs d’obtenir des résultats profonds
(cf. [33,36,19]) ; ce commentaire est sans doute cryptique pour un non spécialiste mais c’est
exactement ce que nous faisons aussi en 3.2. On réussit, dans ce travail, à aller un peu plus loin
car on prend comme point de vue de décrire les images des opérateurs d’entrelacement et les
pôles des séries d’Eisenstein hors de l’axe unitaire, en admettant que l’image des opérateurs est
formée de composantes locales de représentations automorphes de carré intégrable et que les
résidus des séries d’Eisenstein considérée sont des formes automorphes de carré intégrable. Ceci
permet un retournement de la situation et l’utilisation des résultats profonds d’Arthur. Evidem-
ment des cas particuliers de pôles de séries d’Eisenstein interviennent pour d’autres raisons que
le calcul des formes automorphes de carré intégrable et ont donc été étudiés en tant que tels ; en
particulier la formule de Siegel–Weil nécessite une description de certains pôles de séries d’Ei-
senstein, problème résolu par Rallis et Kudla–Rallis (cf. par exemple [20, Theorem 1.1]) avec
des généralisations entre autre dues à Ichino [14].
Ce travail a été exposé lors de la période spéciale se déroulant à l’Institut Erwin Schrödinger
de Vienne début 2009 et je remercie l’ESI pour son hospitalité, les organisateurs de cette période,
G. Henniart, G. Muic et J. Schwermer ainsi que les auditeurs et en particulier H. Grobner pour
ses remarques sur le cas archimédien.
2. Notations et description des représentations π+, cas local p-adique
2.1. Notations générales
On se place sur un corps p-adique, F . On paramétrise les représentations irréductibles de
WF × SL(2,C)× SL(2,C) par un triplet (ρ, a, b) formé d’une représentation irréductible de WF
et de 2 entiers qui paramétrisent chacun une représentation irréductible de SL(2,C). On note m∗G
la dimension de la représentation naturelle du L-groupe de G ; cette notation servira peu.
2.1.1. Bonne parité
On fixe G un groupe classique défini sur F ; ici on se limite aux groupes orthgonaux ou
symplectique. On dit qu’une représentation irréductible de WF × SL(2,C) × SL(2,C) est de
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impair et orthogonale sinon. Soit ψ une représentation semi-simple de WF ×SL(2,C)×SL(2,C)
de dimension finie dont toutes les sous-représentations irréductibles sont de bonne parité, on dit
alors que ψ est de bonne parité.
2.1.2. Paramètres géométriques des paquets d’Arthur et Jord(ψ)
Les paramètres géométriques des paquets d’Arthur sont des représentations irréductibles de
WF × SL(2,C)× SL(2,C) que l’on suppose semi-simple, se factorisant par le groupe dual de G.
On suppose que ces représentations sont continues quand on les restreint à WF et algébriques sur
les 2 copies de SL(2,C). En général, c’est le cas le plus difficile, on suppose ces représentations
unitaires quand on les restreint à WF ; on dit simplement unitaire. On fera les généralisations
nécessaires pour éviter la conjecture de Ramanujan en 5.1. En 2.2 on expliquera comment on
associe à un tel morphisme un ensemble fini de représentations lisses irréductibles de G. On note
Jord(ψ) l’ensemble des sous-représentations irréductibles incluses dans ψ en tenant compte des
multiplicités. Avec les notations déjà introduites, on a donc :
∑
(ρ,a,b)∈Jord(ψ)
ab(dimρ)= m∗G.
2.1.3. Correspondance de Langlands pour les groupes GL
On utilisera librement la correspondance de Langlands pour GL démontrée par Harris–Taylor
en [12] et par Henniart en [13]. Cela permet d’identifier toute représentation continue irréductible
de dimension finie d de WF , notée ρ, à une représentation cuspidale irréductible de GL(d,F ),
notée encore ρ. Soit ψ comme ci-dessus, on note πGL(ψ) la représentation induite
πGL(ψ) = ×
(ρ,a,b)∈Jord(ψ)
Speh
(
St(ρ, a), b
)
,
où St(ρ, a) est la représentation de Steinberg, unique sous-représentation irréductible de l’in-
duite ρ| |(a−1)/2 × · · · × ρ| |−(a−1)/2 et où Speh(St(ρ, a), b) est l’unique quotient irréductible de
l’induite St(ρ, a)| |(b−1)/2 × · · · × St(ρ, a)| |−(b−1)/2. Si ψ se factorise par le groupe dual de G,
cette représentation πGL(ψ) est, à fortiori, autoduale.
Soit ρ une représentation cuspidale d’un groupe GL(d,F ) (ce qui définit d) et soit [x, y]
un segment, c’est-à-dire x, y ∈ R avec x − y ∈ Z. Dans le texte x, y seront toujours des demi-
entiers mais cela ne sert pas ici. On note 〈x, . . . , y〉ρ l’unique sous-représentation irréductible de
GL(d|x − y| + 1,F ) incluse dans l’induite ρ| |x × · · · × ρ| |y . Cette représentation est une série
discrète tordue si x − y  0 et est une représentation de Speh si x − y  0. On généralise parfois
cette notation dans la situation suivante : soit une matrice dont les lignes et les colonnes sont
des segments mais de croissance opposée ; en d’autres termes soit x, y, z tel que [x, y] soit un
segment et [x, z] soit aussi un segment mais avec (x − y)(x − z) 0 et on considère la matrice
A:=
x · · · y
...
...
...
z · · · z+ y − x
et la représentation 〈A〉ρ est alors l’unique sous-représentation irréductible incluse dans l’induite
〈x, . . . , y〉ρ × · · · × 〈z, . . . , z + y − x〉ρ . La possibilité de définir ainsi une unique représenta-
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2.1.4. Opérateurs d’entrelacement
Soit τ une représentation, en général irréductible mais ce n’est pas indispensable pour cette
définition, d’un groupe GL(dτ ) et soit π une représentation irréductible de G. Pour s ∈ C, on
considère la représentation induite τ | |s × π et l’opérateur d’entrelacement standard :
M(s, τ,π) : τ | |s × π → τ ∗| |−s × π.
Supposons que π est dans un paquet d’Arthur associé à une représentation ψ de WF ×SL(2,C)×
SL(2,C) (cf. 2.2 et 5.1) et on reprend la notation r(s, τ,ψ) de l’introduction :
r(s, τ,ψ) = L(τ × π
GL(ψ), s)
L(τ × πGL(ψ), s + 1)
L(τ, rG,dτ ,2s)
L(τ, rG,dτ ,2s + 1)
,
rG,dτ a été défini dans l’introduction et ne compte pas quand on est dans le cas local, le facteur
correspondant n’a ni zéro ni pôle si l’on suppose que τ tempérée et Re s > 0. Dans tous les cas,
on pose :
Nψ(s, τ,π):=r(s, τ,π)−1M(s, τ,π).
Quand τ est une représentation de Steinberg, c’est-à-dire de la forme St(ρ, a), on pose
Nψ
(
s,St(ρ, a),π
)=: Nψ(s,ρ, a,π).
2.1.5. Notations pour les modules de Jacquet
Soit ρ une représentation cuspidale irréductible d’un groupe GL(dρ,F ) (ce qui définit dρ )
et soit π une représentation irréductible ou plus généralement de longueur finie de G le
groupe classique défini sur F fixé. On utilise la notation bien commode Jacρ| |x π où x est un
nombre réel (en général un demi-entier), ρ est comme ci-dessus et Jacρ| |x π est l’élément du
groupe de Grothendieck du groupe G′ de même type que G mais de rang dρ plus petit tel
que le module de Jacquet de π pour le parabolique de Levi GL(dρ,F ) × G′ soit de la forme
(ρ| |x ⊗ Jacρ| |x π) ⊕ (⊕σ ′,σ ′′ σ ′ ⊗ σ ′′), où σ ′, σ ′′ décrive un ensemble de représentations irré-
ductibles de GL(dρ,F ) et G′ respectivement telles que σ ′ ne soit pas isomorphe à ρ| |x . On peut
composer ces applications Jacρ| |x en faisant attention à la notation
Jacρ| |y ◦ Jacρ| |x π =: Jacρ| |x ,ρ| |y π.
Quand il n’y a pas de confusion, on peut écrire Jacx(π) au lieu de Jacρ| |x (π).
2.2. Rappel sur les paquets d’Arthur
On fixe une représentation unitaire, notée ψ , de WF × SL(2,C) × SL(2,C) à valeurs dans
GL(m∗G,C) comme dans 2.1.2, d’où aussi πGL(ψ) comme dans 2.1.3.
Supposons momentanément que G est quasidéployé. Arthur a annoncé dans le dernier cha-
pitre de [2] qu’il existe un ensemble fini de représentations irréductibles de G, noté Π(ψ)
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nul aπ tel que la distribution
∑
π∈Π(ψ) aπ trπ se transfère, via l’endoscopie en la θ -trace de
πGL(ψ). Ne supposons plus G quasidéployé, on a alors une définition de Π(ψ) en utilisant le
transfert à la forme quasidéployée du groupe.
En admettant ce résultat d’Arthur pour les morphismes ψ triviaux sur la 2e copie de SL(2,C)
et tel que Jord(ψ) soit sans multiplicité, ce sont ceux qui paramétrisent les paquets de séries
discrètes, on a retrouvé le résultat général d’Arthur en [25] ; ce qui nous importe est que dans ces
références, on a donné une construction combinatoire des éléments de Π(ψ) à partir des séries
discrètes. C’est cette description que l’on va rappeler.
Cette description est simple dans le cas où la restriction de ψ à WF fois la diagonale de
SL(2,C) × SL(2,C) est sans multiplicité. Dans ce cas, on a montré en [25] que Π(ψ) est en
bijection avec les couples de fonctions (t, η) de Jord(ψ) à valeurs dans N × {±1} satisfaisant à
∀(ρ, a, b) ∈ Jord(ψ), t(ρ, a, b) ∈ [0, [inf (a, b)/2]]
si t(ρ, a, b)= inf (a, b)/2, alors η(ρ, a, b)= +; (1)
×
(ρ,a,b)∈Jord(ψ)
η(ρ, a, b)inf (a,b)(−1)[inf (a,b)/2]+t(ρ,a,b) = 
G, (2)
où 
G vaut + quand G est quasidéployé. En général, il vaut mieux définir 
G comme valant
l’invariant de Hasse de la forme bilinéaire servant à définir G ; comme le même groupe peut
correspondre à 2 formes bilinéaires avec des invariants de Hasse différents, dans ces cas, la
paramétrisation dépend de la forme bilinéaire et non du groupe et la notation est incorrecte.
Dans le cas particulier, où en plus des hypothèses déjà faites, pour tout (ρ, a, b) ∈ Jord(ψ),
on a a  b, la paramétrisation que nous avons décrite est particulièrement agréable car elle donne
directement les paramètres de Langlands des représentations cherchées. Si à l’inverse pour tout
(ρ, a, b) ∈ Jord(ψ), on a b a, la paramétrisation donnée est une généralisation de la paramétri-
sation de Zelevinsky. En général, notre paramétrisation est une interpolation des paramétrisations
de Langlands et de Zelevinsky adaptée à ψ et il n’y a pas de formule simple pour retrouver la
paramétrisation de Langlands. On n’aura pas besoin du détail précis de la construction ici, ils
sont résumés en [26, 2.2].
Dans cet article, on a besoin d’utiliser précisément le passage du cas général à ce cas parti-
culier. On note ψbp la somme des sous-représentations irréductibles de ψ ayant bonne parité
(cf. 2.1.1) et ψmp la somme des autres. Comme ψ se factorise par le groupe dual de G,
on peut découper (de façon non unique) ψmp en la somme directe de 2 sous-représentations
ψ1/2,mp ⊕ ψ−1/2,mp où ψ−1/2,mp  ψ∗1/2,mp . A ψ1/2,mp on associe comme précédemment une
représentation de GL(d1/2,mp,F ) (où d1/2,mp est la dimension de la représentation ψ1/2,mp) ; on
note πGL(ψ1/2,mp) cette représentation. On va construire ci-dessous Π(ψbp) l’ensemble des re-
présentations associées au morphisme ψbp et on a montré en [27, 3.2] que pour tout π ′ ∈ Π(ψbp)
la représentation induite πGL(ψ1/2,mp) × π ′ de G est irréductible et que Π(ψ) est précisément
l’ensemble de toutes ces représentations, l’induction définit donc une bijection de Π(ψbp) sur
Π(ψ). Il reste à rappeler la description de Π(ψbp). Pour cela on suit [26, 2.8].
Pour simplifier les notations on suppose que ψ = ψbp . La paramétrisation de Π(ψ) se fait
ici encore à l’aide des couples t, η vérifiant les mêmes hypothèses que ci-dessus mais définis sur
l’ensemble Jord(ψ) vu comme ensemble avec répétition (correspondant à la multiplicité) mais il
faut en plus un ordre total sur Jord(ψ). Evidemment Π(ψ) comme ensemble ne dépend pas du
choix de l’ordre mais la paramétrisation que nous donnons en dépend en général.
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(ρ, a, b) ∈ Jord(ψ) tel que a = b ; pour avoir des notations plus simples on inclut ce choix
de signe dans les notations en remplaçant les triplets (ρ, a, b) ∈ Jord(ψ) par des quadruplets
(ρ,A,B, ζ ) où ρ est comme ci-dessus, A,B sont des demi-entiers et ζ est un signe et où le
passage se fait par les égalités :
A = (a + b)/2 − 1; B = ∣∣(a − b)∣∣/2; ζ(a − b) 0.
L’ordre total sur Jord(ψ) doit vérifier la propriété suivante :
P : ∀(ρ,A,B, ζ ), (ρ′,A′,B ′, ζ ′) ∈ Jord(ψ), les propriétés ρ  ρ′, ζ = ζ ′, A > A′ et B > B ′
entraînent (ρ,A,B, ζ ) > (ρ′,A′,B ′, ζ ′).
En particulier l’ordre sépare les éléments de Jord(ψ) qui sont égaux. Une fois l’ordre
fixé, pour G′ un groupe de même type que G mais de rang plus grand et pour ψ ′ un mor-
phisme analogue à ψ mais relativement à G′, on dit que ψ ′ domine ψ s’il existe une fonction
T : Jord(ψ)→ Z0 respectant l’ordre sur Jord(ψ) et tel que
Jord
(
ψ ′
)= {(ρ,A+ T (ρ,A,B, ζ ),B + T (ρ,A,B, ζ ), ζ ); (ρ,A,B, ζ ) ∈ Jord(ψ)}. (3)
Evidemment quand ψ ′ est connu on trouve la fonction T , en posant T (ρ,A,B, ζ ) = A′ −A pour
A′ l’élémént du quadruplet (ρ′,A′,B ′, ζ ′) situé dans Jord(ψ ′) à la même place que (ρ,A,B, ζ )
dans Jord(ψ) et nécessairement pour ce quadruplet ρ′ = ρ, ζ ′ = ζ et B ′ = B +A′ −A.
Pour avoir une notation plus expressive, on note plutôt ψ> un morphisme dominant ψ . Pour
construire Π(ψ), on fixe ψ un morphisme, de bonne parité, dominant ψ et tel que la restriction
de ψ à WF fois la diagonale de SL(2,C)×SL(2,C) soit sans multiplicité. Ceci est possible car
on a supposé ψ de bonne parité. On sait donc construire Π(ψ). On rappelle une notation bien
commode ; on fixe ρ une représentation cuspidale autoduale d’un GL(d) et τ une représentation
d’un groupe classique, H , ainsi que x un demi-entier (on n’utilisera que ce cas). Si l’indice de
Witt de la forme définissant H est inférieur à d strictement on pose Jacρ| |x τ = 0 et sinon, on
fixe un sous-groupe parabolique maximal de H ayant ses sous-groupes de Levi isomorphe à
GL(d)×H ′ pour H ′ un groupe classique de même type que H et on note Jacρ| |x τ l’élément du
groupe de Grothendieck des représentations lisses irréductibles de H ′ tel que dans le groupe de
Grothendieck des représentations lisses irréductibles de GL(d)×H ′, le module de Jacquet de τ
le long du radical unipotent du parabolique fixé soit de la forme ρ| |x ⊗Jacρ| |x τ plus des éléments
de la forme ρ′ ⊗σ ′ avec ρ′  ρ| |x . Quand ρ est fixé, on peut l’oublier de la notation. Fixons t, η
vérifiant (1) et (2) ci-dessus ; on les transporte en des fonctions sur Jord(ψ) via l’isomorphisme
ordonné de Jord(ψ) sur Jord(ψ). On a donc défini la représentation irréductible π(ψ, t, η).
On a démontré en [26, 2.8] que la représentation
◦
(ρ,A,B,ζ )∈Jord(ψ) ◦∈[T (ρ,A,B,ζ ),1] Jacζ(A+) ◦ · · · ◦ Jacζ(B+)π(ψ, t, η) =: π(ψ, t, η)
où les (ρ,A,B, ζ ) sont pris dans l’ordre décroissant est un élément du groupe de Grothen-
dieck de G qui est soit 0 soit une représentation irréductible. De plus pour (t ′, η′) = (t, η) soit
π(ψ, t, η) = 0 ou π(ψ, t ′, η′) = 0 soit les deux représentations sont inéquivalentes. Et on a mon-
tré en [26, 2.8] que Π(ψ) est exactement l’ensemble des représentations π(ψ, t, η) obtenues
ainsi.
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la nullité ou la non nullité de π(ψ, t, η). Mais par contre on contrôle totalement les coefficients
nécessaires (des signes) pour que la combinaison linéaire avec coefficients de ces représenta-
tions soit stable et se transfère en la θ -trace de πGL(ψ) pour une action totalement explicite de
l’automorphisme θ .
Dans le texte on aura besoin de propriétés supplémentaires que l’on rappelera avec une ré-
férence quand nécessaire et les 2 plus importantes seront redémontrées dans la généralité qu’il
nous faut en Appendice A.
2.3. Notations pour les modules de Jacquet et propriété
Dans le paragraphe précédent, on a introduit la notation Jacρ| |x abrégée parfois en Jacx . On
la généralise ainsi : pour ρ fixé et x1, . . . , xv un ensemble ordonné de nombres réels, on pose
Jacx1,...,xv = ◦
i∈[v,1]
Jacxi .
On remarque que pour une représentation irréductible π , le fait que Jacx1,...,xvπ = 0 est équi-
valent à ce qu’il existe une représentation σ d’un groupe de même type que G mais de rang plus
petit avec une inclusion :
π ↪→ ρ| |x1 × · · · × ρ| |xv × σ, (∗)
et on peut évidemment supposer σ irréductible. On le démontre à partir du cas v = 1 par ré-
ciprocité de Frobenius. On vérifie aussi que si x, y sont tels que |x − y| = 1, on a l’égalité
Jacx,yπ = Jacy,xπ : pour cela on calcule le module de Jacquet pour un parabolique de Levi
GL(2dρ) × G′ où G′ est un groupe de même type que G et on décompose le résultat dans le
groupe de Grothendieck en une somme avec coefficients de représentations σ ⊗ τ . Ainsi Jacx,y
est la somme avec les bons coefficients de τ qui interviennent avec σ qui ont dans leur module
de Jacquet le terme ρ| |x ⊗ρ| |y . Il n’y a qu’un seul σ possible avec cette propriété et son module
de Jacquet cuspidal est exactement la somme de ce terme avec le terme ρ| |y ⊗ ρ| |x . D’où le
résultat.
2.4. Le facteur de normalisation et ses pôles
On fixe ψ comme ci-dessus, ρ une représentation cuspidale unitaire autoduale d’un GL et a0
un entier strictement positif et on a posé :
r(s, ρ, a0,ψ)
:= ×
(ρ,a,b)∈Jord(ψ)
L(St(ρ, a0)× St(ρ, a), s − (b − 1)/2)
L(St(ρ, a0)× St(ρ, a), s + (b + 1)/2) ×
L(St(ρ, a0), rG,a0dρ ,2s)
L(St(ρ, a0), rG,a0dρ ,2s + 1)
.
Les facteurs L locaux qui interviennent ci-dessus sont bien connus ; par exemple, on sait de-
puis [15, page 445], (6) que pour σ , τ des représentations de carré intégrable d’un GL, le facteur
L(σ × τ, s) n’a pas de pôle pour s ∈ R>0. On en déduit, a fortiori, que les dénominateurs ci-
dessus n’ont pas de pôles pour s = s0 > 0 et qu’il en est de même de L(St(ρ, a0), rG,a0dρ ,2s).
Ainsi l’ordre en s = s0 de la fonction méromorphe r(s, ρ, a0,ψ) est la somme des ordres en
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Pour déterminer ces ordres, on utilise le calcul explicite de ces facteurs donné en [15, th. 8.2] :
L(St(ρ, a0)× St(ρ, a), s′) =×∈[(a−1)/2,−(a−1)/2] L(ρ ×ρ, (a0 − 1)/2+ + s′) si a  a0 et une
formule symétrique dans le cas inverse. Cela se récrit
L
(
St(ρ, a0)× St(ρ, a), s − (b − 1)/2
)= ×
∈[|(a−a0)/2|,(a+a0)/2−1]
L
(
ρ × ρ, + s − (b − 1)/2).
Une telle fonction a donc au plus un pôle simple et elle en a un exactement quand (b−1)/2−s0 ∈
[|(a−a0)/2|, (a+a0)/2−1]. On pose b0:=2s0 +1 et on suppose comme précédemment que b0
est un entier supérieur ou égal à 2 et on reprend les notations : A = (a+b)/2−1, B = |(a−b)|/2,
ζ est un signe tel que ζ(a − b) 0 et de même A0 = (a0 + b0)/2 − 1,B0 = |(a0 − b0)|/2 et un
signe tel que ζ0(a0 −b0) 0 avec ζ0 = + si a0 = b0. On a donc un pôle si les inégalités suivantes
sont satisfaites :
(b − b0)/2 (a − a0)/2; (b − b0)/2 (a0 − a)/2; (b − b0)/2 (a + a0)/2 − 1.
Ou encore avec les notations introduites :
ζ0B0 − ζB  0; AA0; ζB +A0  0.
On a alors le tableau suivant qui dit quand (ρ, a, b) participe aux pôles de la fonction
r(s, ρ, a0,ψ) en s = s0 (on rappelle que l’on a supposé que ζ0 = + si B0 = 0) :
ζ\ζ0 + −
+ B  B0 A0 A pas de pôle
− B A0 A B0  B A0 A
2.5. Paramètres de l’image des opérateurs d’entrelacement dans le cas de bonne parité
On fixe ρ, a0, b0 un triplet qui paramétrise donc une représentation irréductible de WF ×
SL(2,C)× SL(2,C) ; on suppose que cette représentation est autoduale à valeurs dans un groupe
de même type (orthogonal ou symplectique) que le type du groupe dual de G ; c’est-à-dire qu’elle
est de bonne parité. On pose A0 = (a0 + b0)/2 − 1 et B0 = |a0 − b0|/2 ; on note ζ0 le signe de
a0 − b0 sauf si ce nombre est 0 où ζ0 vaut alors + par définition. On considère aussi le triplet
(ρ, a0, b0 − 2) qui n’est défini que si b0 > 2 et on lui associe aussi A′0:=(a0 + b0 − 2)/2 − 1 =
A0 − 1, B ′0 = |(a0 − b0 + 2)/2| qui vaut B0 + ζ0 sauf si a0 = b0 − 1 où l’on a B0 = B ′0 = 1/2.
On note ζ ′0 le signe de a0 −b0 +2 et si a0 = b0 −2, on pose ζ ′0 = − ; on a donc ζ ′0 = ζ0 sauf dans
le cas particulier où B0 = B ′0 = 1/2 avec ζ0 = − où ζ ′0 = +. Si b0 = 2, on dit que (ρ,A′0,B ′0, ζ ′0)
n’existe pas.
On fixe un morphisme ψ comme dans les paragraphes précédents. On suppose que ψ est de
bonne parité. On suppose de plus que si b0 > 2 alors ψ contient la sous-représentation irréduc-
tible associée au triplet (ρ, a0, b0 −2). Dans tous les cas, on note ψ+ le morphisme qui se déduit
de ψ en remplaçant une copie de (ρ, a0, b0 − 2) (si il y en a une) par une copie de (ρ, a0, b0) ou
en ajoutant simplement (ρ, a0,2) si b0 = 2.
En termes de quadruplet, l’hypothèse sur ψ est que Jord(ψ) contient (ρ,A′0,B ′0, ζ ′0) si ce
quadruplet est défini.
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de Nψ(s,ρ, a0)s=s0 est exactement π+ c’est à dire est nulle si π+ est nulle et est réduite à π+
sinon. Le guide pour faire cela est que l’on veut une inclusion
π+ ↪→ St(ρ, a0)| |−s0 × π. (1)
Dans certains cas, cela détermine uniquement les paramètres de π+. C’est ce qui se produit dans
le cas où la restriction de ψ+ et la restriction de ψ à WF fois la diagonale de SL(2,C)×SL(2,C)
sont sans multiplicité. On retrouvera cela dans la preuve de 3.2.2. Un cas est complètement
évident et on va donc le donner dès maintenant ; il s’agit du cas où ζ0 = + (c’est-à-dire a0  b0)
et où la restriction de ψ+ à WF fois la diagonale de SL(2,C) × SL(2,C) est sans multiplicité.
On vérifie alors que (ρ,A′0,B ′0; ζ ′0) = (ρ,A0 − 1,B0 + 1, ζ0) et la restriction de ψ à WF fois
la diagonale de SL(2,C)× SL(2,C) est aussi sans multiplicité. Notons t, η les paramètres de π
dans son paquet Π(ψ) et t+, η+ ceux de π+ dans Π(ψ+). D’après (1) et [25, 4.2], t, η et t+, η+
coïncident sur Jord(ψ)∩ Jord(ψ+) et l’on a
t+(ρ,A0,B0, ζ0) = t
(
ρ,A′0,B ′0, ζ ′0
)+ 1 (resp. = 1);
η+(ρ,A0,B0, ζ0)= η
(
ρ,A′0,B ′0, ζ ′0
)
(resp. = +)
si (ρ,A′0,B ′0, ζ ′0) existe (resp. n’existe pas).
Le cas où ζ0 = − même avec l’hypothèse que la restriction de ψ+ à WF fois la diagonale
de SL(2,C) × SL(2,C) est sans multiplicité est un peu plus compliqué ; en effet, l’hypothèse
n’entraîne pas que la restriction de ψ à WF fois la diagonale de SL(2,C) × SL(2,C) soit aussi
sans multiplicité. Mais si on ajoute aussi cette hypothèse, l’inclusion (1) et [25, 4.4] forcent les
formules
t+(ρ,A0,B0, ζ0) = t
(
ρ,A′0,B ′0, ζ ′0
)
(resp. = 0);
η+(ρ,A0,B0, ζ0)= η
(
ρ,A′0,B ′0, ζ ′0
)
(resp. = +)
si (ρ,A′0,B ′0, ζ ′0) existe (resp. n’existe pas).
On va maintenant donner a priori la formule pour les paramètres de π+ en généralisant les
cas ci-dessus. Auparavant il faut régler le problème du choix d’un ordre sur Jord(ψ+) qui n’ap-
paraissait pas ci-dessus à cause des hypothèses simplificatrices. Comme on veut des formules
analogues à celles données ci-dessus, l’idée la plus simple, qui est celle que nous prendrons, est
de mettre sur Jord(ψ+) l’ordre tel que (ρ,A0,B0, ζ0) prenne la place de (ρ,A′0,B ′0, ζ ′0) dans
l’ordre sur Jord(ψ). Mais on doit garder la propriété donnée en 2.2 ce qui nécessite d’imposer
à l’ordre sur Jord(ψ) certaines propriétés ; si (ρ,A′0,B ′0, ζ ′0) n’existe pas, on peut faire le choix
que l’on veut à condition de respecter cette propriété. On a aussi besoin de mettre des condi-
tions sur les ordres pour pouvoir faire les démonstrations et je ne sais pas si ces conditions sont
nécessaires, en tout cas, elles compliquent la situation.
A la fin du paragraphe suivant on donne une famille d’ordre qui vérifie toutes les condi-
tions voulues mais auparavant on met les conditions minimales pour savoir décrire l’image de
Nψ(s,ρ, a0,π) en s = (b0 − 1)/2 en termes de paramètres. Cela est technique mais laisse plus
de flexibilité que de n’accepter que les ordres ayant les propriétés de la fin du paragraphe.
2.5.1. Propriétés de l’ordre sur Jord(ψ) et sur Jord(ψ+)
On garde les notations précédentes. On considère des ordres sur Jord(ψ) et Jord(ψ+) vérifiant
P de 2.2 et on demande en plus les conditions ci-dessous :
1082 C. Mœglin / Advances in Mathematics 228 (2011) 1068–1134l’ordre sur Jord(ψ) et celui sur Jord(ψ+) sont tels que les quadruplets de Jord(ψ) donnant des
pôles à la fonction r(s, ρ, a0,ψ) en s = (b0 − 1)/2 (cf. 2.4), sont plus grands que (ρ,A′0,B ′0, ζ ′0)
(si cet élément existe) dans Jord(ψ) et que (ρ,A0,B0, ζ0) dans Jord(ψ+) et plus grands que les
quadruplets (ρ,A′,B ′, ζ ′) avec A′  A′0 dans Jord(ψ) et dans Jord(ψ+). Avec des symboles
cela se traduit par :
(P)p : pour tout (ρ,A,B, ζ ) contribuant aux pôles de r(s, ρ, a0,ψ) en s = (b0 − 1)/2, on a
dans Jord(ψ) (resp. Jord(ψ+)), (ρ,A,B, ζ ) > (ρ,A′0,B ′0, ζ ′0) (resp. (ρ,A0,B0, ζ0)).
Pour tout (ρ,A,B, ζ ), (ρ,A′,B ′, ζ ′) dans Jord(ψ) \ {(ρ,A′0,B ′0, ζ ′0)}, tels que A< A0
et (ρ,A′,B ′, ζ ′) contribue aux pôles de r(s, ρ, a0,ψ) en s = (b0 − 1)/2 (en particulier
A′ A0), on a (ρ,A,B, ζ ) < (ρ,A′,B ′, ζ ′).
La deuxième partie de Pp a la conséquence suivante : notons (ρ,A1,B1, ζ1) le plus petit
élément de l’ensemble des quadruplets fournissant des pôles à r(s, ρ, a0,ψ) en s = (b0 − 1)/2
(quand cet ensemble est non vide), alors tout (ρ,A,B, ζ ) (ρ,A1,B1, ζ1) vérifie AA0.
On impose aussi la condition suivante dans le cas exceptionnel :
supposons que (ρ, a0, b0) est tel que b0 = a0 + 1, c’est-à-dire B0 = 1/2 et ζ ′0 = + = −ζ0 ;
ici on impose aux ordres d’être tels que (ρ,A′0,B ′0, ζ ′0) et (ρ,A0,B0, ζ0) sont les éléments mini-
maux. Si b0 = 2 et a0 = 1, on impose que (ρ,A0,B0, ζ0) soit le plus petit élément de Jord(ψ+).
On a une condition propre au cas ζ0 = + qui est un peu plus difficile que le cas ζ0 = − :
(0) supposons que ζ0 = + ; soit (ρ,A,B, ζ ) ∈ Jord(ψ) différent de (ρ,A′0,B ′0, ζ ′0) si cet élé-
ment existe. On suppose que A<A0 et ζ = ζ0, alors si (ρ,A,B, ζ ) > (ρ,A0,B0, ζ0) dans
Jord(ψ+) ou à (ρ,A′0,B ′0, ζ ′0) dans Jord(ψ), on a B >B0 +1 (cette propriété ne servira que
dans 3.2.2).
Comme on veut que (ρ,A,B, ζ ) > (ρ,A0,B0, ζ0) dans Jord(ψ+) si et seulement si on a
l’inégalité (ρ,A,B, ζ ) > (ρ,A′0,B ′0, ζ ′0) dans Jord(ψ), il faut avoir des conditions telles que
P soit respecté. Ceci impose des conditions aux limites ; on suppose que l’on est pas dans le
cas exceptionnel déjà réglé par la condition forte ci-dessus et on explique ce que l’on entend par
conditions aux limites : soit (ρ,A,B, ζ ) tel que ζ = ζ0 = ζ ′0. Par exemple si A = A0, (ρ,A,B, ζ )
peut être plus petit ou plus grand que (ρ,A0,B0, ζ0) et le signe de B −B0 n’intervient pas alors
que l’on a A > A0 − 1 = A′0 et si B > B0 + ζ0 = B ′0 il faut nécessairement (ρ,A,B, ζ ) >
(ρ,A′0,B ′0, ζ0) dans Jord(ψ) donc on veut aussi l’inégalité (ρ,A,B, ζ ) > (ρ,A0,B0, ζ0) dans
Jord(ψ+). Il y a d’autres conditions du même ordre, on les écrit toutes ci-dessous, où on a fixé
(ρ,A,B, ζ ) avec ζ = ζ0 = ζ ′0 :
(1) si A = A0 = A′0 − 1 et B > B ′0 = B0 + ζ0 alors (ρ,A,B, ζ ) > (ρ,A0,B0, ζ0) dans
Jord(ψ+);
(2) si A = A′0 = A0 − 1 et si B <B0 alors (ρ,A,B, ζ ) < (ρ,A′0,B ′0, ζ0) dans Jord(ψ);
(3) si B = B0 = B ′0 − ζ0 : si ζ0 = + et si A<A′0 = A0 − 1, alors (ρ,A,B, ζ ) < (ρ,A0,B0, ζ0)
dans Jord(ψ+) ; si ζ0 = − et si A A0 = A′0 + 1 alors (ρ,A,B, ζ ) > (ρ,A0,B0, ζ0) dans
Jord(ψ+);
(4) si B = B ′0 = B0 + ζ0 : si ζ0 = + et si A > A0 alors (ρ,A,B, ζ ) > (ρ,A′0,B ′0, ζ0) dans
Jord(ψ) ; si ζ0 = − et si A<A0 alors (ρ,A,B, ζ ) < (ρ,A′ ,B ′ , ζ0) dans Jord(ψ).0 0
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en demandant simplement que (ρ,A0,B0, ζ0) prenne la place de (ρ,A′0,B ′0, ζ ′0), c’est-à-dire
pour tout (ρ,A,B, ζ ) ∈ Jord(ψ+) \ {(ρ,A0,B0, ζ0)} on a (ρ,A,B, ζ ) > (ρ,A0,B0, ζ0) dans
Jord(ψ+) si et seulement si (ρ,A,B, ζ ) > (ρ,A′0,B ′0, ζ ′0) dans Jord(ψ).
Réciproquement, sans hypothèse sur b0, ayant un ordre sur Jord(ψ+) on en déduit un ordre
sur Jord(ψ) en demandant que (ρ,A′0,B ′0, ζ ′0) prenne la place de (ρ,A0,B0, ζ0).
Montrons que les opérations que l’on a définies entre les ordres sur Jord(ψ) et Jord(ψ+)
conservent à la fois P , Pp et les propriétés ci-dessus. Pour Pp c’est évident ainsi que pour (0)
car elles sont symétriques en Jord(ψ) et Jord(ψ+). Les autres conditions sont exactement faites
pour que la propriété P soit respectée dans les cas limites.
Remarquons qu’il existe des ordres vérifiant les conditions ci-dessus : on prend un ordre sur
Jord(ψ+) \ {(ρ,A0,B0, ζ0)} tel que (ρ,A,B, ζ ) > (ρ,A′,B ′, ζ ′) dès que A>A′. On complète
cet ordre en un ordre sur Jord(ψ) en demandant que (ρ,A,B, ζ ) > (ρ,A′0,B ′0, ζ ′0) si et seule-
ment si A > A′0 = A0 − 1. On le complète aussi en un ordre sur Jord(ψ+) en demandant que
(ρ,A,B, ζ ) > (ρ,A0,B0, ζ0) si et seulement si A  A0. Alors ces ordres se déduisent l’un de
l’autre par la procédure expliquée : (ρ,A0,B0, ζ0) prend la place de (ρ,A′0,B ′0, ζ ′0) ou lui cède
sa place. Et P , Pp , (1) à (4) sont vérifiées. En imposant les conditions minimales, on a voulu
garder un maximum de flexibilité.
2.5.2. Description des paramètres
On fixe un ordre sur Jord(ψ) satisfaisant toutes les propriétés de 2.5.1 et on en déduit un ordre
sur Jord(ψ+) comme expliqué en 2.5.1 ; si b0 = 2, l’ordre sur Jord(ψ+) n’est pas uniquement
déterminé par celui sur Jord(ψ).
On a des paramètres t, η pour définir π . On définit t+, η+ pour définir un élément (éventuel-
lement 0) de Π(ψ+) : sur tout (ρ,A,B, ζ ) ∈ Jord(ψ) − {(ρ,A′0,B ′0, ζ ′0)}, t, η coïncide avec
t+, η+ et il faut donc définir ces applications sur (ρ,A0,B0, ζ0). On pose t0:=t(ρ,A′0,B ′0, ζ ′0)
et des notations analogues pour t+0 , η0 et η
+
0 . On donne d’abord les définitions dans le cas où
b0 > 2 et ζ0 = ζ ′0 ainsi que dans le cas où b0 = 2, où on pose t0 = 0 et η0 = + (ces nombres ne
sont pas définis car (ρ,A′0,B ′0, ζ ′0) n’existe pas). Dans tous les cas, on a
η0 = η+0
ζ0 + −
t+0 t0 + 1 t0
Il reste le cas exceptionnel ζ0 = −, ζ ′0 = +, B ′0 = B0 = 1/2 qui est désagréable dans notre para-
métrisation. On a
η+0 = −η0
et la valeur de t+0 dépend des valeurs de η0 et t0 par la formule :
η0 + −
t+0 t0 + 1 t0
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vérifier que t+0  [inf (a0, b0)/2] et que
η
inf (a0,b0−2)
0 (−1)[inf (a0,b0−2)/2]+t0 =
(
η+0
)inf (a0,b0)(−1)[inf (a0,b0)/2]+t+0 .
On sait que t0  [inf (a0, b0 − 2)/2] et on a t0 = t+0 chaque fois que a0 < b0 et l’on a donc
l’inégalité cherché sur t+0 . Montrons l’égalité des signes, en notant 
0 le membre de gauche et

+0 celui de droite. On commence par le cas où soit b0 = 2 soit ζ0 = ζ ′0 et on a
ζ0 + −

0 η
b0−2
0 (−1)[b0/2]−1+t0 η
a0
0 (−1)[a0/2]+t0

+0 η
b0
0 (−1)[b0/2]+t0+1 η
a0
0 (−1)[a0/2]+t0
et l’égalité cherchée. On fait maintenant le calcul quand ζ0 = + et ζ ′0 = −, c’est-à-dire a0 =
b0 − 1 :
η0 + −

0 (−1)[b0/2]−1+t0 (−1)b0−2(−1)[b0/2]−1+t0

+0 (−1)b0−1(−1)[(b0−1)/2]+t0+1 (−1)[(b0−1)/2]+t0
Or on a l’égalité pour tout nombre entier b′
(−1)[b′/2] = (−1)b′−1(−1)[(b′−1)/2].
En reportant dans le tableau, avec b′ = b0 pour la 2e colonne et b′ = b0 + 1 pour la 3e colonne,
on trouve l’égalité cherchée de 
0 et 
+0 .
Avec ces paramètres, on définit une représentation π+ dans Π(ψ+) et il n’est évidem-
ment pas clair que la représentation π+ (et sa nullité éventuelle) ne dépende pas du choix de
l’ordre mis sur Jord(ψ) mais ce sera une conséquence de son identification avec l’image de
Nψ(s,ρ, a0,π)s=(b0−1)/2.
3. Description de π+ comme sous-module irréductible dans le cas holomorphe
Le cas où ordres=s0r(s, ρ, a0,ψ) = 0 est dit le cas holomorphe ; on a décrit les pôles et donc
leur absence dans 2.4. Cela se traduit par :
si ζ0 = +, pour tout (ρ,A,B, ζ ) soit A>A0 soit ζ = + et B >B0 soit ζ = − et B >A0 ;
si ζ0 = −, pour tout (ρ,A,B, ζ ) soit ζ = + soit ζ = − et soit B >A0 soit A<A0.
3.1. Etude de l’induite St(ρ, a0)| |−s0 × π dans le cas holomorphe
Supposons que le facteur de normalisation de 2.4 n’a pas de pôle en s = s0 = (b0 − 1)/2.
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sous-module irréductible. Ce sous-module irréductible est l’unique sous-quotient, π0 de l’induite
vérifiant Jac(a0−b0)/2,...,−(a0+b0)/2+1π0 = 0. Et il intervient avec multiplicité 1 en tant que sous-
quotient irréductible de cette induite.
Pour démontrer la remarque, il suffit de prouver l’égalité (dans le groupe de Grothendieck
convenable)
Jac(a0−b0)/2,...,−(a0+b0)/2+1
(
St(ρ, a0)| |−(b0−1)/2 × π
)= π. (1)
Car l’exactitude du foncteur de Jacquet assure alors qu’un unique sous-quotient irréductible, σ de
l’induite vérifie Jac(a0−b0)/2,...,−(a0+b0)/2+1σ = 0 et la réciprocité de Frobenius assure que tout
sous-module irréductible de l’induite à cette propriété.
Montrons (1). On reprend les notations commodes, (a0 − b0)/2 = ζ0B0 et A0 = (a0 +
b0)/2 − 1. Le terme de gauche se calcule avec les formules de Bernstein–Zelevinsky : il a une
filtration dont les quotients sont indexés par les décompositions de l’intervalle [ζ0B0,−A0] en 3
sous-ensembles, Ei pour i = 1,2,3, totalement ordonnés par l’ordre induit tels que
Jacx∈E1〈ζ0B0, . . . ,−A0〉ρ = 0; ◦
x∈E2
Jacx〈A0, . . . ,−ζ0B0〉ρ = 0; Jacx∈E3π = 0.
Ainsi Ei pour i = 1,2 est un intervalle éventuellement vide ; si E1 est non vide c’est nécessaire-
ment un intervalle commençant par ζ0B0 et si E2 est non vide c’est nécessairement un intervalle
commençant par A0 ; comme A0 >B0 n’est pas dans l’intervalle [ζ0B0,−A0], on sait que E2 est
vide. Ainsi E3 est soit vide soit est un sous-intervalle de la forme [x,−A0] de [ζ0B0,−A0]. Ainsi
en appliquant A.1, on voit que si E3 n’est pas vide, l’une des conditions du tableau ci-dessous est
satisfaite :
ζ ′\ζ0 + −
+ B ′  B0 <A0 A′ Impossible
− B ′ A0 A′ B0  B ′ A0 A′
Ce tableau est exactement le même que celui de 2.4 et aucune de ces conditions ne peut donc
être satisfaite. On obtient donc toute la remarque.
3.2. Identification de π+ dans le cas holomorphe
On continue avec les hypothèses de 3.1, c’est-à-dire que r(s, ρ, a0,ψ) n’a pas de pôle en
s = s0 = (b0 − 1)/2.
3.2.1. Le cas très dominant
On suppose ici en plus que pour tout (ρ,A′,B ′, ζ ′) ∈ Jord(ψ) \ (ρ,A′0,B ′0, ζ ′0) supérieur à
(ρ,A0,B0, ζ0) dans Jord(ψ+) on a B ′  A0 et si (ρ,A′′,B ′′, ζ ′′) vérifie les mêmes propriétés,
on a soit B ′′  A′ soit B ′  A′′.
Lemme. Avec les hypothèses précédentes, la représentation π0 de 3.1 est isomorphe à π+.
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s’obtient à partir de ψ+ en ne changeant que (ρ,A0,B0, ζ0) en (ρ,A0 + T ,B0 + T , ζ0) pour
T suffisamment grand mais pas trop pour que pour tout (ρ,A′,B ′, ζ ′) < (ρ,A0,B0, ζ0) on ait
B0 + T > A′ et pour tout (ρ,A′,B ′, ζ ′) > (ρ,A0,B0, ζ0) on ait encore B ′ > A0 + T . Avec les
paramètres de π+, on construit π+> et par définition, on a :
π+ = ◦
∈[1,T ]
Jacζ0(B0+),...,ζ0(A0+)π+> .
On règle le cas où ζ0 = − ; comme par hypothèse B0 = 1/2, on n’est pas dans le cas b0 = 2 car
il faut alors a0 = 1 par ζ0 = − ce qui contredit B0 = 1/2. On a donc aussi ψ> qui s’obtient en
remplaçant (ρ,A′0,B ′0, ζ ′0) par (ρ,A′0 + T + 1,B ′0 + T + 1, ζ ′0), ce qui n’est autre que ψ+> . Par
construction π+> a les paramètres de π , d’où aussi :
π = ◦
∈[1,T+1]
Jacζ0(B ′0+),...,ζ0(A′0+)π
+
> .
Mais ici B ′0 = B0 − 1 et A′0 = A0 − 1 d’où π = Jacζ0B0,...,ζ0A0π+. Cela donne la non nullité de
π+ et une inclusion
π+ ↪→ ρ| |ζ0B0 × · · · × ρ| |ζ0A0 × π.
Comme Jacx,...,ζ0(A0)π+ = 0 pour tout x ∈ ]ζ0B0, ζ0A0] (cf A.1), cette inclusion se factorise
par l’unique sous-module irréductible de l’induite ρ| |ζ0B0 × · · · × ρ| |ζ0A0 qui n’est autre que
St(ρ, a0)| |−(b0−1)/2. Et on obtient l’identification de π+ avec π0 l’unique sous-module irréduc-
tible de cette induite.
On règle maintenant le cas où ζ0 = + ;
ici le paramètre t+ définissant π+ vérifie t+(ρ,A0,B0, ζ0) = t(ρ,A′0,B ′0, ζ0) + 1 et vaut 1
si b0 = 2. On définit encore ψ> sans changer ψ si b0 = 2 et en remplaçant (ρ,A′0,B ′0, ζ ′0) par
(ρ,A′0 + T ,B ′0 + T , ζ ′0) qui vaut exactement (ρ,A0 + T − 1,B0 + T + 1, ζ0). Et on définit ψ+>
en remplaçant (ρ,A0,B0, ζ0) par (ρ,A0 +T ,B0 +T , ζ0). On définit alors π> (resp. π+> ) dans le
paquet associé à ψ> (resp. ψ+> ) en utilisant les paramètres de π (resp. π+). Ainsi si la restriction
de ψ+> à WF fois la diagonale de SL(2,C)× SL(2,C) est sans multiplicité et on a par définition
une inclusion
π+> ↪→ 〈B0 + T , . . . ,−A0 − T 〉ρ × π>. (1)
Si ψ+> n’est pas de restriction discrète à la diagonale, on vérifie, après avoir fait « redescendre »
les quadruplets stritement plus petits que (ρ,A0,B0, ζ0) que l’on garde la même inclusion. Par
définition :
π+:= ◦
∈[1,T ]
Jac(B0+),...,A0+π+> ;
π := ◦
∈[1,T ]
Jac(B0+1+),...,A0−1+π>.
On sait donc que l’on a une inclusion
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〈B0 + T + 1 · · · A0 + T − 1
...
...
...
B0 + 2 · · · A0
〉
ρ
× π.
On utilise l’inclusion suivante dans un GL convenable :
〈B0 + T , . . . ,−A0 − T 〉ρ ↪→ 〈B0 + T , . . . ,B0 + 1〉ρ × 〈B0, . . . ,−A0〉ρ
× 〈−(A0 + 1), . . . ,−(A0 + T )〉ρ
et en composant avec (1) et l’inclusion ci-dessus, on obtient :
π+ ↪→ 〈B0 + T , . . . ,B0 + 1〉ρ × 〈B0, . . . ,−A0〉ρ ×
〈−(A0 + 1), . . . ,−(A0 + T )〉ρ
×
〈B0 + T + 1 · · · A0 + T − 1
...
...
...
B0 + 2 · · · A0
〉
ρ
× π
 〈B0 + T , . . . ,B0 + 1〉ρ ×
〈B0 + T + 1 · · · A0 + T − 1
...
...
...
B0 + 2 · · · A0
〉
ρ
× 〈B0, . . . ,−A0〉ρ
× 〈−(A0 + 1), . . . ,−(A0 + T )〉ρ × π.
On sait aussi que ρ| |x ×π est irréductible si x ∈ [A0 +1,A0 +T ] grâce à A.2 dont les hypothèses
sont satisfaites : puisque ζ0 = +, on a supposé (cf. 2.5.1) que tout (ρ,A,B, ζ ) ∈ Jord(ψ) véri-
fiant AA0 est plus grand que (ρ,A0,B0, ζ0) dans Jord(ψ+). Il vérifie donc aussi B  A0 +T .
D’où
〈−(A0 + 1), . . . ,−(A0 + T )〉ρ × π  〈(A0 + T ), . . . , (A0 + 1)〉ρ × π.
En remontant ci-dessus, on obtient une inclusion de
π+> ↪→ 〈B0 + T , . . . ,B0 + 1〉ρ ×
〈B0 + T + 1 · · · A0 + T − 1
...
...
...
B0 + 2 · · · A0
〉
ρ
× 〈B0, . . . ,−A0〉ρ
× 〈(A0 + T ), . . . ,A0 + 1〉ρ × π
 〈B0 + T , . . . ,B0 + 1〉ρ ×
〈B0 + T + 1 · · · A0 + T − 1
...
...
...
B0 + 2 · · · A0
〉
ρ
× 〈(A0 + T ), . . . , (A0 + 1)〉ρ × 〈B0, . . . ,−A0〉ρ × π.
Par réciprocité de Frobenius π+ =◦∈[1,T ] JacB0+,...,A0+π+> est non nul et a un morphisme non
nul dans l’induite 〈B0, . . . ,−A0〉ρ × π ; comme π+ est irréductible, il est donc un sous-module
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aussi l’assertion dans ce cas.
On considère maintenant le cas où ζ0 = − et B0 = 1/2. Par hypothèse (ρ,A0,B0, ζ0) est
le plus petit élément de Jord(ψ+) et quand b0 = 2, (ρ,A′0,B ′0, ζ ′0) est le plus petit élément
de Jord(ψ). Ainsi on sait que les restrictions de ψ+ et de ψ à WF fois la diagonale de
SL(2,C) × SL(2,C) sont sans multiplicité. On connaît donc π+ et π comme certains sous-
modules irréductibles. On reprend ces constructions.
On règle d’abord le cas où b0 = 2 et a0 = 1 ; comme η+(ρ,1/2,1/2,−) = +, par définition
π+ est l’unique sous-module irréductible de l’induite ρ| |−1/2×π et c’est bien la même définition
que π0. D’où le résultat trivialement dans ce cas.
On suppose donc maintenant que b0 > 2 avec toujours a0 = b0 − 1. D’où ζ ′0 = +, ζ0 = −,
B0 = B ′0 = 1/2.
On pose t :=t(ρ,A′0,B ′0, ζ ′0). On fait une récurrence sur t . Pour initialiser la récurrence, sup-
posons que t = 0. Dans ce cas, on sait d’après [25, 4.2] (notre t était ) que π est dans le paquet
associé au morphisme ψ ′ tel que Jord(ψ ′) se déduit de Jord(ψ) en remplaçant (ρ,A′0,B ′0,+)
par l’ensemble des éléments (ρ,C,C,+) pour C ∈ [A′0,B ′0] avec comme paramètre t ′, η′ qui se
déduit de t, η, en posant simplement t ′(ρ,C,C,+) = 0 (on n’a pas le choix) et η′(ρ,C,C,+) =
η(ρ,A′0,B ′0, ζ ′0)(−1)C−B
′
0
. On distingue suivant les valeurs de η(ρ,A′0,B ′0, ζ ′0).
On suppose d’abord que η(ρ,A′0,B ′0, ζ ′0) = +. On note ψ ′′ le morphisme qui se déduit
de ψ ′ en remplaçant chaque (ρ,C,C,+) comme ci-dessus par (ρ,C − 1,C − 1,+) sauf
(ρ,1/2,1/2,+) qui disparaît. Et on note π ′ la représentation dans le paquet associé à ψ ′′
ayant les paramètres de π , après la translation par −1, c’est-à-dire que l’on a un signe sur les
(ρ,C−1,C−1,+) pour C ∈ ]1/2,A′0] qui alterne en valant maintenant − sur (ρ,1/2,1/2,+).
Alors, d’après les définitions ([22, 2.3 1] pour le calcul de Jac1/2π et [25, 4.4] pour le calcul
Jac3/2,...,A′0 Jac1/2π = π ′), π est l’unique sous-module irréductible de l’induite
〈
1/2, . . . ,A′0
〉
ρ
× π ′. (1)
On note ψ ′′′ le morphisme qui se déduit de ψ ′ en remplaçant chaque (ρ,C,C,+) pour C ∈
[1/2,A′0 − 1] en (ρ,C,C,−). Et π ′ est aussi dans le paquet associé à ψ ′′′ avec les mêmes
paramètres que que pour ψ ′′ : une référence pour cela est que l’on peut se ramener au cas élé-
mentaire (pour tout (ρ′,A′,B ′, ζ ′) ∈ Jord(ψ ′′),A′ = B ′) et appliquer le théorème 5 de [22] avec
a = 2A′0 − 1 ; l’involution qui y est définie est l’identité sur π ′ car tous les modules de Jacquet
sont nuls à cause de l’alternance des signes en commençant par − (première propriété de [22,
2.2], puiqu’ici d’après ce que l’on vient de rappeler le bρ,ψ,
 de [22] vaut 2A′0 − 1) . On reprend
la définition de π0 comme unique sous-module irréductible d’une induite (cf. 3.1) et on écrit la
suite d’inclusion, en se rappelant que A′0 = A0 − 1
π0 ↪→ 〈−1/2, . . . ,−A0〉ρ × 〈1/2, . . . ,A0 − 1〉ρ × π ′
↪→ ρ| |−1/2 × 〈−3/2, . . . ,−A0〉ρ × 〈1/2, . . . ,A0 − 1〉ρ × π ′
 ρ| |−1/2 × 〈1/2, . . . ,A0 − 1〉ρ × 〈−3/2, . . . ,−A0〉ρ × π ′
↪→ ρ| |−1/2 × 〈1/2, . . . ,A0 − 1〉ρ × 〈−3/2, . . . ,−A0 + 1〉ρ × ρ| |−A0 × π ′.
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encore
π0 ↪→ ρ| |−1/2 × 〈1/2, . . . ,A0 − 1〉ρ × 〈−3/2, . . . ,−A0 + 1〉ρ × ρ| |A0 × π ′
 ρ| |−1/2 × 〈1/2, . . . ,A0 − 1〉ρ × ρ| |A0 × 〈−3/2, . . . ,−A0 + 1〉ρ × π ′.
On veut vérifier que cette inclusion se factorise par l’unique sous-module irréductible inclus dans
l’induite formée par les 3 premiers facteurs. Pour cela il suffit de montrer que Jacρ| |x π0 = 0 pour
x = 1/2,A0. On revient à (1) qui donne
π0 ↪→ 〈−1/2, . . . ,−A0〉 × 〈1/2, . . . ,A0 − 1〉ρ × π ′
↪→ ρ| |−1/2 × ρ| |1/2 × 〈−3/2, . . . ,−A0〉ρ ×
〈
3/2,A′0
〉
ρ
× π ′. (2)
L’inclusion se factorise soit par 〈−1/2,1/2〉ρ × · · · soit par 〈1/2,−1/2〉ρ × · · · . Dans le premier
cas où a sûrement Jac1/2π0 = 0 car Jac1/2π ′ = 0 et dans le second on a Jac−1/2π0 = 0 car
Jac−1/2π ′ = 0. Donc la 2e possibilité est absurde et c’est la première qui est vérifiée ; d’où
π0 ↪→ 〈−1/2,1/2〉ρ × 〈−3/2, . . . ,−A0〉ρ ×
〈
3/2,A′0
〉
ρ
× π ′
et Jac1/2 de l’induite de droite vaut 0 ; d’où a fortiori Jac1/2π0 = 0. Montrons maintenant que
JacA0π0 = 0 ; ici on se rappelle que A′0 = A0 − 1. On vérifie que l’induite ρ| |A0 × π est réduc-
tible, elle a un unique sous-module irréductible, πs , et un unique quotient irréductible πq : en
effet avec (1)
ρ| |A0 × π ↪→ ρ| |A0 × 〈1/2, . . . ,A0 − 1〉ρ × π ′.
L’inclusion se factorise soit par l’unique sous-module irréductible inclus dans ρ| |A0 ×〈1/2, . . . ,
A0 − 1〉ρ , noté τ soit par 〈1/2, . . . ,A0〉ρ × π ′. On a
JacA0〈1/2, . . . ,A0〉ρ × π ′ = 0
car JacA0π ′ = 0 donc un sous-module irréductible de ρ| |A0 ×π n’est sûrement pas dans l’induite〈1/2, . . . ,A0〉ρ × π ′. A l’inverse Jac−A0τ × π ′ = 0 et tout quotient irréductible de ρ| |A0 × π
a la propriété opposée. D’où la réductibilité de ρ| |A0 × π ; l’unicité de πs et πq utilise alors
simplement le fait que Jac±A0π = 0. De plus πq est le seul sous-quotient irréductible de l’induite
vérifiant Jac−A0 = 0. D’où
π0 ↪→ 〈−1/2, . . . ,−A0 + 1〉ρ × ρ| |−A0 × π
se factorise par 〈−1/2, . . . ,−A0 + 1〉ρ × πq et en particulier JacA0π0 = 0. On revient à l’inclu-
sion (2) et on obtient
π0 ↪→ 〈−1/2,1/2, . . . ,A0 − 1,A0〉ρ × 〈−3/2, . . . ,−A0 + 1〉ρ × π ′. (3)
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précisément la représentation du paquet associé au morphisme ψ˜ qui s’obtient en remplaçant
(ρ,C,C,−) ∈ Jord(ψ ′′) pour tout C ∈ [1/2,A′0 − 2] par (ρ,C + 1,C + 1,−) et en gardant les
mêmes signes. On note π˜ cette représentation et c’est la seule sous représentation irréductible de
l’induite qui vérifie Jac−3/2,...,−A0+1 = 0. Donc nécessairement (3) se factorise par
π0 ↪→ 〈−1/2,1/2, . . . ,A0 − 1,A0〉ρ × π˜ .
Mais π+ vérifie la même inclusion et l’induite de droite a un unique sous-module irréductible
d’où l’isomorphisme π0  π+.
Le cas où η(ρ,A′0,B ′0, ζ ′0)= − avec toujours t(ρ,A′0,B ′0, ζ ′0) = 0 est plus simple : π est dans
le paquet obtenu en remplaçant (ρ,A′0,B ′0,+) par
⋃
C∈[1/2,A′0](ρ,C,C,+) avec un signe qui
alterne en commençant par − ; on peut donc encore remplacer les (ρ,C,C,+) par (ρ,C,C,−)
(même argument que ci-dessus pour passer de ψ ′′ à ψ ′′′). Par sa définition, π+ est dans le paquet
où on remplace dans Jord(ψ+) le quadruplet (ρ,A0,B0,−) par⋃C∈[1/2,A0](ρ,C,C,−) et avec
comme paramètre un signe qui alterne sur ces éléments en commençant par +. D’où directement
une inclusion (cf. ci-dessus) :
π+ ↪→ 〈−1/2, . . . ,−A0〉ρ × π.
Et l’assertion résulte de l’unicité du sous-module irréductible.
On suppose maintenant que t > 0 et on admet le résultat pour le morphisme ψ ′ qui s’obtient
en remplaçant (ρ,A′0,B ′0,+) par (ρ,A′0 − 2,B ′0,+) pour les paramètres t ′ valant t − 1 sur cet
élément. On vérifie d’abord qu’il existe π ′ dans le paquet associé à ce morphisme avec les mêmes
paramètres que π sauf t remplacé par t − 1. On vérifie que l’on a une inclusion
π ↪→ 〈1/2, . . . ,−A′0〉ρ × 〈3/2, . . . ,A′0 − 1〉ρ × π ′;
l’apparition de 〈1/2, . . . ,−A′0〉ρ vient du fait que t  1 et la description rappelée dans l’intro-
duction de [25] et celle de 〈3/2, . . . ,A′0 − 1〉ρ est encore l’application de [25, 4.4].
On sait aussi avec A.2 que ρ| |A′0 × π ′ est irréductible. D’où encore les inclusions
π ↪→ 〈1/2, . . . ,−A′0 + 1〉ρ × ρ| |−A′0 × 〈3/2, . . . ,A′0 − 1〉ρ × π ′
 π ↪→ 〈1/2, . . . ,−A′0 + 1〉ρ × 〈3/2, . . . ,A′0 − 1〉ρ × ρ| |−A′0 × π ′
 〈1/2, . . . ,−A′0 + 1〉ρ × 〈3/2, . . . ,A′0 − 1〉ρ × ρ| |A′0 × π ′
↪→ ρ| |1/2 × 〈−1/2, . . . ,−A′0 + 1〉ρ × 〈3/2, . . . ,A′0 − 1〉ρ × ρ| |A′0 × π ′
 ρ| |1/2 × 〈3/2, . . . ,A′0 − 1〉ρ × ρ| |A′0 × 〈−1/2, . . . ,−A′0 + 1〉ρ × π ′.
On sait que Jacxπ = 0 pour x = 3/2 et x = A′0 car π est dans le paquet associé à ψ et que
Jord(ψ) ne contient pas d’élément de la forme (ρ,A′,B ′, ζ ′) avec ζ ′B ′ = 3/2 ou ζ ′B = A′0 (et
on applique A.1 avec x = y) d’où encore
π ↪→ 〈1/2, . . . ,A′ 〉 × 〈−1/2, . . . ,−A′ + 1〉 × π ′. (4)0 ρ 0 ρ
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par l’hypothèse de récurrence que c’est la représentation associée au morphisme qui se déduit
de ψ ′ en remplaçant (ρ,A′0 − 2,1/2,+) par (ρ,A′0 − 1,1/2,−) et avec les paramètres qui sont
ceux de π+ sauf le t+ qui est t+ − 1.
Comme Jac1/2,−1/2,...,−A′0+1π = 0, l’inclusion (4) se factorise nécessairement par
π ↪→ 〈1/2, . . . ,A′0〉ρ × π ′+.
D’où, en se rappelant que A0 = A′0 + 1 :
π0 ↪→ 〈−1/2, . . . ,−A0〉ρ × 〈1/2, . . . ,A0 − 1〉ρ × π ′+
↪→ ρ| |−1/2 × 〈−3/2, . . . ,−A0 + 1〉ρ × ρ| |−A0 × 〈1/2, . . . ,A0 − 1〉ρ × π ′+.
L’induite ρ| |A0 ×π ′+ est irréductible (cf. A.2) car Jord(ψ ′+) contient (ρ,A′0 − 1,1/2,−) avec
A′0 = A0 − 1 et d’autres termes qui n’ont rien à voir avec A0 ; d’où :
π0 ↪→ ρ| |1/2 × 〈−1/2, . . . ,−A0 + 1〉ρ × ρ| |−A0 × 〈−3/2, . . . ,−A0 + 1〉ρ × π ′+.
Comme dans la preuve où t = 0, on vérifie que cette inclusion se factorise par
π0 ↪→ 〈1/2,−1/2, . . . ,−A0 + 1,−A0〉ρ × 〈−3/2, . . . ,−A0 + 1〉ρ × π ′+.
La représentation π+ a la même propriété et l’induite de droite a un unique sous-module irré-
ductible. D’où π+  π0 comme annoncé.
3.2.2. Descente dans le cas holomorphe
Ici on suppose simplement que r(s, ρ, a0,ψ) n’a pas de pôle.
Lemme. La représentation π+ est non nulle et est l’unique sous-module irréductible de l’induite
St(ρ, a0)| |−(b0−1)/2 × π .
On fixe (ρ,A,B, ζ ) ∈ Jord(ψ) strictement supérieur à (ρ,A′0,B ′0, ζ0) et on suppose que pour
tout (ρ,A′,B ′, ζ ′) ∈ Jord(ψ) strictement supérieur à (ρ,A,B, ζ ) on a B ′  A. On note ψ ′
le morphisme qui se déduit de ψ en remplaçant (ρ,A,B, ζ ) par (ρ,A + 1,B + 1, ζ ) et π ′
la représentation dans le paquet associé à ψ ′ ayant les mêmes paramètres que π . C’est-à-dire
π = Jacζ(B+1),...,ζ(A+1)π ′ ou encore
π ′ ↪→ 〈ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× π.
On admet le lemme pour ψ ′,π ′ et on le démontre pour ψ,π . Il est clair que cela permet de
redescendre du cas déjà démontré en 3.2.1 au cas cherché. On note π ′+ l’analogue de π+ et on
sait que π ′+ est l’unique sous-module irréductible de l’induite
π ′+ ↪→ 〈ζ0(B0, . . . ,−A0)〉ρ × π ′.
En composant avec l’inclusion reliant π ′ et π , on obtient
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〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× π.
On va vérifier que l’induite 〈ζ0B0, . . . ,−A0〉ρ × 〈ζ(B + 1), . . . , ζ(A + 1)〉ρ dans le GL conve-
nable est irréductible. C’est évident si ζ0 = − et ζ = + car avec ζ0 = − on a supposé que B0 > 0.
On considère donc les autres cas et d’abord celui où A < A0 ; si ζ0 = − on a aussi ζ = −
et par la propriété P de l’ordre sur Jord(ψ+), B  B0 puisque (ρ,A,B, ζ ) > (ρ,A0,B0, ζ ).
Ainsi le segment [−B,−A] est inclus dans [ζ0B0,−A0]. Si ζ0 = + et ζ = − on a encore
l’inclusion du segment [−B,−A] dans le segment [ζ0B0,−A0]. D’où l’irréductibilité dans ces
cas. Si ζ = ζ0 = +, comme (ρ,A,B, ζ ) > (ρ,A′0,B ′0, ζ0), la condition (0) de 2.5.1 assure que
B >B0 + 1 ; d’où B + 1 −B0  2 ce qui assure encore l’irréductibilité.
Supposons que A  A0. Par hypothèse la fonction r(s, ρ, a0,ψ) n’a pas de pôle en s =
(b0 − 1)/2.
Si ζ0 = +, on a donc, d’après 2.4, B > B0 si ζ = + et B > A0 si ζ = − ; d’où si ζ = +,
(B + 1)−B0  2 et si ζ = −, −A0 + (B + 1) 2 et encore l’irréductibilité.
Si ζ0 = ζ = −, l’hypothèse d’holomorphie entraîne que soit B0 > B soit B > A0 ; dans le
premier cas, le segment [−B0,−A0] est inclus dans le segment [−B,−A] et dans le 2e cas, les
segments ne sont pas liés. On a donc encore l’irréductibilité de l’induite écrite précédemment.
D’où, par échange des facteurs :
π ′+ ↪→ 〈ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× 〈ζ0(B0, . . . ,−A0)〉ρ × π.
Or π+ = Jacζ(B+1),...,ζ(A+1)π ′+ (car par définition des paramètres, π+ se déduit de π ′+ de la
même façon que π se déduit de π ′). Par réciprocité de Frobenius appliqué à l’induite ci-dessus,
π+ s’envoie de façon non nulle dans l’induite 〈ζ0(B0, . . . ,−A0)〉ρ ×π . Ceci est bien l’assertion
cherchée et cela termine la preuve.
4. Image des opérateurs d’entrelacement dans le cas de bonne parité
4.1. Le cas holomorphe
Lemme. On suppose que r(s, ρ, a0,ψ) n’a pas de pôle en s = (b0−1)/2. L’image de l’opérateur
Nψ(s,ρ, a0,π) en s = (b0−1)/2 est irréductible et non nulle ; c’est la représentation π+ décrite
en 2.5.2.
L’hypothèse assure que l’opérateur d’entrelacement standard M(s,ρ, a0,π) est comme
Nψ(s,ρ, a0,π) holomorphe en s = s0 et qu’en ce point les 2 opérateurs coïncident à un sca-
laire non nul près. Or un opérateur d’entrelacement standard, en un point où il est holomorphe y
est certainement non nul. D’où la non nullité annoncée dans l’énoncé et l’image contient certai-
nement π+ comme sous-module irréductible. Il faut donc démontrer l’irréductibilité de l’image.
Avec [28, II.1], on sait qu’il existe un automorphisme explicite (venant du groupe des simi-
litudes) tel que toute représentation irréductible du groupe considéré est isomorphe à sa repré-
sentation duale transformée par cet automorphisme. Ainsi en dualisant et en appliquant cet auto-
morphisme, on voit que π+ est aussi un quotient irréductible de l’induite 〈A0, . . . ,−ζ0B0〉ρ ×π .
Par multiplicité 1 de π+ comme sous-quotient irréductible de l’induite écrite (cf. 3.1 et 3.2.2),
Nψ(s0,π,ρ, a0) n’annule pas ce quotient et l’envoie dans l’unique sous-module irréductible de
l’induite 〈ζ0B0, . . . ,−A0〉ρ ×π . Ainsi π+ est facteur direct de l’image mais par unicité du sous-
module irréductible, sous nos hypothèses, l’image est réduite à π+. Cela termine la preuve.
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On a fixé ψ, (ρ, a0, b0) et on fixe aussi un morphisme ψ et π dans le paquet de représentations
associé à ψ ; on suppose que ψ est de bonne parité (cf. 2.2 pour cette définition).
Proposition.
(i) On suppose que (ρ, a0, b0) est de bonne parité et que soit b0 = 2, soit (ρ, a0, b0 − 2) ∈
Jord(ψ) et ψ+ ainsi que π+ sont définis. Alors l’image de l’opérateur d’entrelacement
Nψ(s,ρ, a0,π) en s = (b0 − 1)/2 est exactement π+ c’est-à-dire vaut 0 si π+ = 0 et est
irréductible isomorphe à π+ sinon.
(ii) Sans hypothèse sur (ρ, a0, b0), l’image de Nψ(s,ρ, a0,π) en s = (b0 − 1)/2 est soit nulle
soit irréductible.
(i) Ici ψ+ est défini, on pose encore s0 = (b0 −1)/2. On reprend les notations (ρ,A0,B0, ζ0),
où ζ0 est le signe de (a0 − b0), + si ce nombre est 0 et où A0 = (a0 + b0)/2 − 1, B0 = |(a0 −
b0)|/2. On fixe (ρ,A,B, ζ ) ∈ Jord(ψ) et on suppose que (ρ,A,B, ζ ) > (ρ,A0,B0, ζ0) dans
Jord(ψ+).
On suppose aussi que pour tout (ρ,A′,B ′, ζ ′) strictement supérieur à (ρ,A,B, ζ ) dans
Jord(ψ), on a B ′  A. On définit ψ> comme le morphisme qui s’obtient à partir de ψ en
changeant (ρ,A,B, ζ ) en (ρ,A + 1,B + 1, ζ ). Les hypothèses assurent que ψ> domine ψ et
en reprenant la construction des éléments de ψ on peut partir d’un morphisme qui domine à la
fois ψ> et ψ et avant de construire les représentations associées à ψ on construit celles associées
à ψ> et on obtient celles qui sont associées à ψ en prenant Jacζ(B+1),...,ζ(A+1) de celles asso-
ciées à ψ>. Ainsi il existe une unique représentation π> dans le paquet associé à ψ> telle que
π = Jacζ(B+1),...,ζ(A+1)π , ou encore, π> est l’unique sous-module irréductible de l’induite
π> ↪→
〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× π. (1)
Admettons le résultat pour ψ>, (ρ, a0, b0) et π> et montrons le pour π . Avant de faire cela
remarquons que de cette façon on démontrera effectivement le théorème sans les hypothèses
« très supérieur » car pour arriver à π , on part du cas holomorphe déjà traité et on redescend par
des étapes comme celles décrites ci-dessus. De plus, comme le cas holomorphe est déjà connu,
on peut supposer qu’il existe (ρ,A′,B ′, ζ ′) (ρ,A,B, ζ ) (il peut y avoir égalité) qui participe
aux pôles de r(s, ρ, a0,ψ) en s = (b0 − 1)/2. Avec la 2e condition de Pp dans 2.5.1 cela permet
de supposer que AA0, hypothèse que nous faisons dans tout ce qui suit.
La preuve de (ii) est partiellement commune avec celle de (i) ; pour pouvoir traiter les 2 en
même temps, il suffit de remarquer que si la fonction r(s, ρ, a0,ψ) est holomorphe en s = s0,
l’opérateur Nψ(ρ,a0,π, s) coïncide en s = s0 à un scalaire près avec l’opérateur d’entrelacement
standard ; ainsi l’opérateur d’entrelacement standard est holomorphe et donc nécessairement
non nul ; avec l’argument de 3.2.2 son image est l’unique sous-module irréductible (cf. 3.1)
de St(ρ, a0)| |−(b0−1)/2 × π et en particulier est irréductible. Donc (ii) est aussi démontré dans
le cas holomorphe et même si (ρ, a0, b0 − 2) /∈ Jord(ψ), on continue la preuve en supposant
simplement que AA0 ; π> est bien défini comme ci-dessus.
On va étudier le diagramme ci-dessous, dont les flèches, qui ne sont pas les inclusions se
déduisant de (1), sont des opérateurs d’entrelacement normalisés uniquement déterminés à une
fonction holomorphe inversible près par le choix d’un élément du groupe de Weyl qui autorise
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St(ρ, a0)| |s × π> St(ρ, a0)| |s × 〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × π
〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × St(ρ, a0)| |s × π
〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × St(ρ, a0)| |−s × π
St(ρ, a0)| |−s × π> St(ρ, a0)| |−s × 〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × π.
Ce diagramme commute à une fonction méromorphe près : en effet il faut comparer le composé
d’applications suivantes :
St(ρ, a0)| |s × 〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × π
〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × St(ρ, a0)| |s × π
〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × St(ρ, a0)| |−s × π
au composé des applications
St(ρ, a0)| |s × 〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × π
St(ρ, a0)| |−s × 〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × π
〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × St(ρ, a0)| |−s × π.
Or ces composés correspondent à 2 décompositions d’un élément du groupe de Weyl en produit
d’autres éléments mais la première décomposition se fait avec ajout des longueurs ce qui n’est
pas le cas de la deuxième. Ces 2 composés sont donc égaux (à une fonction holomorphe inver-
sible près) à condition de multiplier le premier composé par la fonction méromorphe produit des
opérateurs d’entrelacement (dans un groupe GL convenable) :
〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× St(ρ, a0)| |−s → St(ρ, a0)| |−s ×
〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
→ 〈ζ(B + 1), . . . , ζ(A+ 1)〉 × St(ρ, a0)| |−s .ρ
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Langlands–Shahidi de [31] ; grâce à [15, Theorem 8.2], on sait la calculer. Elle vaut, à une fonc-
tion holomorphe inversible près
si ζ = +,
L(St(ρ, a0)× ρ,B + 1 + s)
L(St(ρ, a0)× ρ,A+ 2 + s)
L(St(ρ, a0)× ρ,−s − (A+ 1))
L(St(ρ, a0)× ρ,−s −B) ,
ou encore, en posant s = (b0 − 1)/2 + s′
L(ρ × ρ, (a0 − 1)+ (b0 − 1)/2 +B + 1 + s′)
L(ρ × ρ, (a0 − 1)/2 + (b0 − 1)/2 +A+ 2 + s′)
× L(ρ × ρ, (a0 − 1)/2 − (b0 − 1)/2 − (A+ 1)− s
′)
L(ρ × ρ, (a0 − 1)/2 − (b0 − 1)/2 −B − s′)
= L(ρ × ρ,A0 +B + 1 + s
′)
L(ρ × ρ,A0 +A+ 2 + s′)
L(ρ × ρ, ζ0B0 − (A+ 1)− s′)
L(ρ × ρ, ζ0B0 −B − s′) .
Quelle que soit la valeur de ζ0, on a sûrement ζ0B0 − A − 1 < 0 car A  A0  B0 et
l’ordre de la fonction (s) en s′ = 0 est 1 si ζ0B0 = B et 0 sinon. La fonction est donc
holomorphe inversible en s′ = 0 sauf exactement si ζ0 = + et B0 = B où elle a un zéro
simple. On remarque pour la suite que l’ordre de (s) en s = s0 est exactement l’ordre de
la fonction r(s, ρ, a0,ψ)/r(s, ρ, a0,ψ>) : en effet ces deux fonctions ont même ordre sauf si
(ρ,A + 1,B + 1, ζ ) participe aux pôles du dénominateur sans que (ρ,A,B, ζ ) participe aux
pôles du numérateur ou vice versa. Si ζ0 = −, comme ζ = + aucun des deux ne participe aux
pôles et on a le résultat. Si ζ0 = + on a par hypothèse A  A0 donc le seul cas où la fonction
quotient n’est pas d’ordre 0 est celui où B0  B sans avoir B0  B + 1 où elle a un zéro simple.
Et c’est bien le cas B0 = B .
Si ζ = −, par un calcul analogue, on trouve que (s) à une fonction holomorphe inversible
près vaut :
L(ρ × ρ,A0 − (A+ 1)+ s′)
L(ρ × ρ,A0 −B + s′)
L(ρ × ρ, ζ0B0 +B + 1 − s′)
L(ρ × ρ, ζ0B0 +A+ 2 − s′) .
En s′ = 0, cette fonction est holomorphe inversible sauf exactement si :
ζ0 = + et A0 = B où elle a un zéro d’ordre 1 ;
ζ0 = − et B0 = B + 1 où elle a un pôle d’ordre 1, ou A0 = B où elle a un 0 d’ordre 1.
On vérifie ici aussi que r(s, ρ, a0,ψ)/r(s, ρ, a0,ψ>) a exactement le même ordre que (s)
en s′ = s − (b0 − 1)/2 = 0 : en effet si ζ0 = + et ζ = −, on a sûrement A A0 et (ρ,A,B, ζ )
contribue aux pôles de r(s, ρ, a0,ψ) en s = s0 si et seulement si B  A0. Et on a un résultat
analogue pour (ρ,A + 1,B + 1, ζ ) et r(s, ρ, a0,ψ>) donc la seul différence d’ordre se produit
quand B = A0 et on a un zéro simple. Supposons que ζ0 = − ; comme ζ = −, on a sûrement
aussi A A0 et (ρ,A,B, ζ ) contribue aux pôles de r(s, ρ, a0,ψ) en s = s0, exactement quand
B ∈ [B0,A0]. Et (ρ,A+1,B+1, ζ ) contribue aux pôles de r(s, ρ, a0,ψ>), en s = s0, si B+1 ∈
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quotient à un zéro simple. D’où le résultat annoncé.
On obtient donc un diagramme commutatif, à une fonction holomorphe inversible près en
s = s0 :
St(ρ, a0)| |s × π>
Nψ>(s,ρ,a0,π>)
〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × St(ρ, a0)| |s × π
Nψ(s,ρ,a0,π)
St(ρ, a0)| |−s × π> 〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × St(ρ, a0)| |−s × π.
On note H1(s) et H2 les morphismes horizontaux. Ils sont le composé de l’inclusion (1) de π>
dans 〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ × π suivi pour H1(s) de l’opérateur d’entrelacement standard :
M1(s) := St(ρ, a0)| |s ×
〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× π
→ 〈ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× St(ρ, a0)| |s ×
〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× π
et pour H2(s) de l’opérateur d’entrelacement standard
M2(s) := St(ρ, a0)| |−s ×
〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× π
→ 〈ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× St(ρ, a0)| |−s ×
〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× π.
En fait M2(s) = M1(−s) mais il vaut mieux garder des notations différentes. Admettons que
M1(s) et M2(s) sont holomorphes en s = s0, ce que l’on démontrera à la fin de la preuve. On
vérifie l’égalité suivante :
Jacζ(B+1),...,ζ(A+1) ImNψ(s0, ρ, a0,π) ◦H1(s0) = Nψ(s0, ρ, a0,π)
(
St(ρ, a0)| |s0 × π
)
. (2)
En effet, on montre d’abord que pour tout x ∈ [ζ(B + 1), ζ(A+ 1)], on a
Jacx,...,ζ(A+1)St(ρ, a0)| |s0 × π = 0. (2′)
En effet, supposons qu’il n’en soit pas ainsi pour un x bien choisi. On rappelle que St(ρ, a0)| |s0 =
〈A0, . . . ,−ζ0B0〉ρ . On a A0 < A + 1, par hypothèse et il existe donc nécessairement y ∈
[ζ(B + 1), ζ(A + 1)] avec Jacy,...,ζ(A+1)π = 0. Mais ceci est impossible avec A.1 puisque
Jord(ψ) ne contient pas d’élément (ρ,A′,B ′, ζ ′) avec ζ ′ = ζ et B ′  B + 1 > B et A′ 
A + 1 > A car un tel élément est sûrement strictement supérieur à (ρ,A,B, ζ ) et vérifie donc,
d’après nos hypothèses générales, B ′  A.
On a donc montré que
Jacζ(B+1),...,ζ(A+1)Nψ(s, ρ, a0,π)
(〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× St(ρ, a0)| |s0 × π
)
= Nψ(s,ρ, a0,π)
(
St(ρ, a0)| |s0 × π
)
. (3)
On vérifie aussi que
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en effet dans l’opérateur d’entrelacement, il n’y a que le groupe GL portant la représentations
induite St(ρ, a0)| |s0 ×〈ζ(B+1), . . . , ζ(A+1)〉ρ qui intervient et M1(s0) échange les 2 facteurs.
Donc en tenant compte de (2)′ l’égalité résulte du calcul des modules de Jacquet des induites.
D’où, par exactitude du foncteur de Jacquet, Jacζ(B+1),...,ζ(A+1) ImNψ(s,ρ, a0,π) ◦ M1(s0)
vaut (2).
On vérifie par les formules calculant le module de Jacquet des induites que
Jacζ(B+1),...,ζ(A+1)St(ρ, a0)| |s × π>
contient certainement l’induite St(ρ, a0)| |s0 × Jacζ(B+1),...,ζ(A+1)π> vu comme élément du bon
groupe de Grothendieck, c’est-à-dire l’induite St(ρ, a0)| |s0 ×π . Donc par exactitude du foncteur
de Jacquet :
Jacζ(B+1),...,ζ(A+1)
(
St(ρ, a0)| |s0 ×
〈
ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× π/St(ρ, a0)| |s0 × π>
)= 0.
Et cela prouve (2), encore par exactitude du foncteur de Jacquet.
La conclusion est que, sous l’hypothèse que M1(s0) et M2(s0) sont holomorphes, on a montré,
par la commutativité du diagramme :
Nψ(s0, ρ, a0,π)
(
St(ρ, a0)| |s0 × π
)
= Jacζ(B+1),...,ζ(A+1)M2(s0)Nψ>(s0, ρ, a0,π>)
(
St(ρ, a0)| |s0 × π>
)
.
On montre comme ci-dessus que l’on peut enlever M2(s0) dans la formule précédente et finale-
ment
Nψ(s0, ρ, a0,π)
(
St(ρ, a0)| |s0 × π
)
= Jacζ(B+1),...,ζ(A+1)Nψ>(s0, ρ, a0,π>)
(
St(ρ, a0)| |s0 × π>
)
. (4)
Concluons pour obtenir (i) et (ii) sous les hypothèses d’holomorphie faites pour Mi(s)
pour i = 1,2 : si ψ+ est défini comme dans (i), alors ψ+> est aussi défini. On a donc dé-
fini π+ et π+> . Par définition π+ = Jacζ(B+1),...,ζ(A+1)π+> . Donc si le théorème est vrai pour
Nψ>(s0, ρ, a0,π>), le membre de droite de (4) est exactement π+ et (i) est donc vrai pour
Nψ(s0, ρ, a0,π) et cela permet de terminer la récurrence de (i).
Supposons maintenant que (ρ, a0, b0 − 2) /∈ Jord(ψ) ; on veut, dans ce cas, simplement mon-
trer que le membre de gauche de (4) est nul ou est une représentation irréductible, en admettant
le même résultat pour
τ :=Nψ>(s0, ρ, a0,π>)
(
St(ρ, a0)| |s0 × π>
)
.
Si τ = 0, il n’y a évidemment pas de difficulté. Supposons qu’il n’en soit pas ainsi et il faut
montrer que Jacζ(B+1),...,ζ(A+1)τ est soit nul soit est une représentation irréductible. On suppose
que le module de Jacquet est non nul et par réciprocité de Frobenius on sait qu’il existe une
représentation irréductible convenable σ et une inclusion
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c∈[ζ(B+1),ζ(A+1)]
ρ| |c × σ. (5)
On sait aussi que τ est un sous-module de St(ρ, a0)| |s0 × π>. Donc en particulier pour tout
y ∈ ]ζ(B + 1), ζ(A + 1)] la non nullité de Jacy,...,ζ(A+1)τ entraîne la non nullité, pour un bon
choix de y′ ∈ [y, ζ(A+1)] de Jacy′,...,ζ(A+1)π> (par le fait que AA0). Ceci est impossible car
ζy′ >B + 1 (cf. A.1). Cela montre que (5) se factorise nécessairement via un sous-module
τ ↪→ 〈ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× σ. (6)
On calcule Jacζ(B+1),...,ζ(A+1)τ en utilisant cette inclusion. Le résultat est réduit à σ si pour tout
x ∈ [ζ(B + 1), ζ(A+ 1)] on a Jacx,...,ζ(A+1)σ = 0. Mais s’il n’en est pas ainsi, par réciprocité de
Frobenius pour un bon choix de représentation irréductible σ ′, on a encore une inclusion
τ ↪→ 〈ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
×
c′∈[x,ζ(A+1)]
ρ| |c′ × σ ′
 ×
c′∈[x,ζ(A+1)]
ρ| |c′ × 〈ζ(B + 1), . . . , ζ(A+ 1)〉
ρ
× σ ′.
Et on aurait encore Jacx,...,ζ(A+1)τ = 0 ce qui a été exclu. D’où l’irréductibilité cherchée qui
conclut la récurrrence pour (ii).
Il reste donc à montrer les propriétés d’holomorphie pour Mi(s) en s = s0 pour i = 1,2.
On commence par le cas où ζ = − ; dans ce cas 〈−(B + 1), . . . ,−(A + 1)〉ρ est une série
discrète tordue par le caractère | |−(B+A)/2−1. En particulier M1(s) est holomorphe en s = s0 par
positivité : (b0 − 1)/2 > −(B +A)/2 − 1. Le même argument vaut pour M2(s) : en effet
−(b0 − 1)/2−(a0 − 1)/2 − (b0 − 1)/2 = −A0 −A−(A+B)/2 > −(A+B)/2 − 1.
On considère maintenant les cas où ζ = + ; ici 〈ζ(B + 1), . . . , ζ(A+ 1)〉ρ est une représenta-
tion de Speh. Donc l’induite
St(ρ, a0)| |±s0 ×
〈
(B + 1), . . . , (A+ 1)〉
ρ
est l’induite d’une série discrète tordue avec une représentation de Speh ; cela n’entre pas di-
rectement dans le cadre étudié par Zelevinsky mais on a étudié cette situation dans [29, I]. Si
A0 < B + 1, M1(s) est holomorphe en s = s0 pour i = 1,2 simplement parce que les opé-
rateurs d’entrelacement standard ρ| |x × ρ| |y → ρ| |y × ρ| |x (avec x, y au voisinage de R)
n’ont de pôles que sur la droite x − y = 0. On suppose donc que A0  (B + 1). On consi-
dère l’opérateur normalisé à la Langlands–Shahidi comme en [29] (on calculera le facteur de
normalisation ci-dessous) associé à l’entrelacement M1(s) ; on le note N1(s). D’après [29, I.8],
cet opérateur est holomorphe car A0  B + 1 par hypothèse. Le facteur de normalisation est
L(St(ρ, a0) × ρ, s − (A + 1))/L(St(ρ, a0) × ρ, s − B). En posant encore s = (b0 − 1)/2 + s′
cela devient L(ρ × ρ,A0 − (A+ 1)+ s′)/L(ρ × ρ,A0 −B). Avec nos hypothèses ce facteur de
normalisation n’a ni pôle ni zéro en s = s0.
Considérons maintenant le cas de M2(s) ; ici on a directement l’holomorphie si ζ0 = −
puisque St(ρ, a0)| |−s0 est alors la représentation 〈−B0, . . . ,−A0〉ρ . Supposons que ζ0 = +, ici
St(ρ, a0)| |−s0 = 〈B0, . . . ,−A0〉ρ . On a donc directement l’holomorphie cherchée si B0 <B+1.
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rence. Le facteur de normalisation est ici
L(St(ρ, a0)× ρ,−s − (A+ 1))
L(St(ρ, a0)× ρ,−s −B) =
L(ρ × ρ,B0 − (A+ 1)− s′)
L(ρ × ρ,B0 −B − s′) .
Or on a supposé que l’on est dans le cas où B < B0 et A0  A ; de plus comme ζ0 = +, on a
aussi a0  b0  2 d’où aussi B0 <A0, d’où B < B0 <A0  A. Le facteur de normalisation est
donc encore holomorphe inversible en s′ = 0. Cela termine la preuve.
5. Généralisation
Il y a plusieurs généralisations à faire ; enlever l’hypothèse de bonne parité pour ψ , prendre
aussi en compte le fait que la conjecture de Ramanujan n’est pas connue et remplacer la série
discrète St(ρ, a0) considérée jusqu’à présent par une composante en la place p-adique fixée
d’une représentation cuspidale unitaire quelconque.
D’abord on considère un morphisme ψ général, c’est-à-dire contenant des sous-représenta-
tions irréductibles de WF × SL(2,C) × SL(2,C) qui soit ne sont pas autoduales soit ne se
factorisent pas par un groupe de même type que le groupe dual de G et on va aussi ajouter
des représentations non unitaires qui se doivent d’intervenir si la conjecture de Ramanujan n’est
pas vérifiée. On note ψbp la somme des sous-représentations de ψ qui sont autoduales et se fac-
torisent par un sous-groupe de même type que le dual de G, ψmp la somme des représentations
irréductibles unitaires qui ne se factorisent pas par un groupe de même type que G et ψnu la
somme des représentations non unitaires. On peut préciser un peu ψnu. Pour tout x ∈ R, on note
ψx la somme des sous-représentations irréductibles incluses dans ψ sur lesquelles WF agit par
une représentation de déterminant | |x . Pour les paquets d’Arthur, on peut (et on le fait) se limi-
ter aux ψnu tels que ψx = 0 sauf éventuellement pour |x| ∈ ]0,1/2[. De plus ψ étant autodual,
on a nécessairement ψx  (ψ−x)∗. On note ψnu,>0:=∑x∈]0,1/2[ ψx . On découpe aussi ψmp en
une somme de sous-représentations ψ1/2,mp ⊕ ψ−1/2,mp avec ψ1/2,mp  ψ∗−1/2,mp (cf. 2.2). On
a déjà expliqué comment les travaux de Bernstein–Zelevinsky et la preuve de la conjecture de
Langlands permettent d’associer une représentation irréductible d’un groupe GL convenable à
toute représentation irréductible de WF × SL(2,C)× SL(2,C) en 2.2. En induisant pour passer
au cas des représentations semi-simples, on associe une représentation d’un GL convenable à
ψ1/2,mp et ψnu,>0 que l’on note πGL(ψ1/2,mp) et πGL(ψnu,>0).
Le paquet de représentations associé à ψ est alors exactement l’ensemble des sous-quotients
irréductibles inclus dans les induites πGL(ψnu,>0)× πGL(ψ1/2,mp)× πbp où πbp parcourt l’en-
semble des représentations dans le paquet associé à ψbp . On a montré en [27, 3.2] que les induites
πGL(ψ1/2,mp) × πbp sont irréductibles pour les groupes que l’on considère. Et on a représenté
cette induite comme sous-module de Langlands convenable. On généralisera ces résultats à l’in-
duction par πGL(ψnu,>0).
On définit encore Jord(ψ) en utilisant une décomposition de ψ en sous-représentations ir-
réductibles ; pour ne pas modifier les notations déjà utilisées, on écrit Jord(ψ) sous forme de
triplets (ρ′, a′, b′)x où x ∈ R et où ρ′ est une représentation unitaire de WF et a′, b′ sont des
entiers représentant la dimension des représentations irréductibles spa′ , spb′ de SL(2,C). La re-
présentation correspondante est ρ′| |x ⊗ spa′ ⊗ spb′ . Et on peut oublier x si x = 0.
Il faut aussi généraliser St(ρ, a0) en une représentation irréductible τ qui est unitaire, a un mo-
dèle de Whittaker et s’écrit donc comme induite× ′ ′ ′ St(ρ′, a′)| |x′ où J est un ensemble(ρ ,a ,x )∈J
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d’un entier a′ et d’un nombre réel x′ avec x′ ∈ ]−1/2,1/2[. Ce sont des propriétés qu’ont toutes
les composantes locales des représentations cuspidales des groupes GL.
5.1. Description des représentations dans les paquets d’Arthur généraux
Soit ψ un morphisme de WF × SL(2,C)× SL(2,C) dans le groupe dual de G ; on le suppose
semi-simple mais on ne le suppose plus tout à fait unitaire, on fait l’hypothèse de l’introduction
de cette section. On reprend les notations ψnu,>0,ψnu,<0,ψmp,ψ±1/2,mp,ψbp que l’on a déjà
introduites.
En utilisant la correspondance de Langlands, on sait définir les représentations πGL(ψ),
πGL(ψnu,>0), . . . et l’on a
πGL(ψ) πGL(ψnu,> 0)× πGL(ψnu,< 0)× πGL(ψ1/2,mp)
× πGL(ψ−1/2,mp)× πGL(ψbp), (1)
cette induite étant irréductible.
Pour (ρ, a, b) un triplet définissant une représentation irréductible de WF × SL(2,C) ×
SL(2,C), on introduit encore une notation, pour tout y tel que y + (b − 1)/2 ∈ N, J (St(ρ, a),
−(b − 1)/2, y) est l’unique sous-module irréductible de l’induite, pour le GL convenable :
St(ρ, a)| |−(b−1)/2 × · · · × St(ρ, a)| |y;
c’est le sous-module de Langlands de l’induite ci-dessus. Pour b un entier, on pose δb = 0 si b est
impair et 1/2 si b est pair et δ′b = 1 si b est impair et 1/2 si b est pair. Dans tous les cas, on a[−(b − 1)/2, (b − 1)/2] = [−(b − 1)/2,−δb] ∪ [δ′b, (b− 1)/2] et c’est pour avoir ce découpage
que l’on a introduit ces notations compliquées.
On rappelle que l’on a montré en [27, 3.2] que l’induite πGL(ψ1/2,mp)bp est irréductible pour
toute représentation irréductible πbp dans le paquet de représentations associé à ψbp .
Proposition. Avec les notations ci-dessus, pour tout πbp dans le paquet de représentations as-
sociées à ψbp l’induite πGL(ψnu,>0) × πGL(ψ1/2,mp) × πbp est irréductible et c’est l’unique
sous-module irréductible de l’induite :
×
(ρ,a,b)x∈Jord(ψnu,<0),b>1
J
(
St(ρ, a),−(b − 1)/2,−δ′b
)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δb)∣∣ ∣∣−x,
×
(ρ,a,b)x∈Jord(ψnu,<0);b≡1[2]
St(ρ, a)| |x × πGL(ψ1/2,mp)× πbp.
On commence par expliquer pourquoi on n’a pas mis d’ordre dans les inductions ci-dessus :
l’induite
×
(ρ,a,b)x∈Jord(ψnu,<0),b>1
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x × J (St(ρ, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x
pour le GL convenable est irréductible : en [29, I.9] on a démontré que l’induite
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(
St(ρ, a),−(b − 1)/2, y)∣∣ ∣∣z × J (St(ρ′, a′),−(b′ − 1)/2,−y′)∣∣ ∣∣z′
est irréductible si l’une des 3 conditions suivantes est réalisée : ρ  ρ′, (a + b)/2 + x − (a′ +
b′)/2 − x′ /∈ Z ou |y + z− y′ − z′| < 1. Or on a, avec les notations introduites −δb + x ∈ ]−1,0[
car x ∈ ]−1/2,0[ et −δb vaut 0 ou −1 et −δ′b − x ∈ ]−1,0[ car −x ∈ ]0,1/2[ et −δ′b = −1
ou −1/2. Donc l’équivalent de y + z − y′ − z′ est de la forme t − t ′ avec t, t ′ ∈ ]−1,0[, d’où
|t − t ′| ∈ [0,1[ et la troisième condition est toujours vérifiée.
On note π :=πGL(ψ1/2,mp) × πbp , on sait que c’est une représentation irréductible comme
on vient de le rappeler. On montre d’abord que πGL(ψnu,>0) × π est irréductible. On montre
qu’une telle représentation a un unique sous-module irréductible, que l’on note σ et que σ inter-
vient avec multiplicité 1 comme sous-quotient de l’induite : en effet, on note d la dimension de
la représentation ψnu,>0 et on calcule le module de Jacquet de l’induite πGL(ψnu,>0)×π le long
du radical unipotent d’un parabolique standard de Levi GL(d)×G′ où G′ est un groupe classique
de même type que G. Dans ce module de Jacquet, on ne conserve que les sous-représentations
irréductibles dont le support cuspidal pour l’action de GL(d) est le même que celui de la repré-
sentation πGL(ψnu,>0). Il ne reste plus que la représentation irréductible πGL(ψnu,>0)⊗π . Soit
σ une sous-représentation irréductible de l’induite. Par réciprocité de Frobenius le module de
Jacquet de σ doit contenir cette représentation irréductible et comme cette représentation n’in-
tervient qu’avec multiplicité 1 dans le module de Jacquet de toute l’induite, σ est unique et a
multiplicité 1 comme sous-quotient irréductible. On démontre de la même façon que l’induite a
un unique quotient irréductible et qu’un tel quotient intervient avec multiplicité 1 comme sous-
quotient irréductible de l’induite : ici il suffit de dualiser pour se ramener à une assertion où
quotient est remplacé par sous-module. En dualisant on change ψnu,>0 en ψnu,<0 et on change
éventuellement π mais par un automorphisme que l’on contrôle (cf. [28, II.1]) et la méthode est
la même. On note τ ce quotient irréductible. On remarque pour la suite que le module de Jacquet
de τ contient nécessairement πGL(ψnu,<0)⊗ π .
On montre que l’induite πGL(ψnu,>0) × π est isomorphe à l’induite πGL(ψnu,<0) × π en
construisant l’isomorphisme avec des opérateurs d’entrelacement : en écrivant πGL(ψnu,>0)
sous la forme π1 × π, chaque πi étant une représentation de la forme Speh(St(ρ′, a′), b′)| |x′
et πGL(ψnu,<0) est écrit π∗ × · · · × π∗1 et l’opérateur d’entrelacement est celui qui correspond à
l’élément du groupe de Weyl de longueur minimal qui conjugue les représentations de la façon
suggérée par les notations. On va vérifier que pour tout i ∈ [1, ] les opérateurs d’entrelacement
standard πi × π → π∗i × π sont holomorphes bijectifs. Avec les références déjà données, on
sait que pour i, j ∈ [1, ] les induites πj × π∗i sont irréductibles et on aura ainsi l’isomorphisme
cherché. Pour vérifier l’affirmation précédente, on écrit πi à l’aide des segments de Zelevinsky :
πi =
〈 (a′ − b′)/2 + x′ · · · (a′ + b′)/2 − 1 + x′
...
...
...
−(a′ + b′)/2 + 1 + x′ · · · −(a′ − b′)/2 + x′
〉
ρ′
où les lignes sont des segments croissants et les colonnes des segments décroissants (cf. 2.1.3).
On note E l’ensemble des coefficients de la matrice écrite, ensemble que l’on ordonne en lisant
d’abord de gauche à droite puis de haut en bas. Soit z ∈ E ; on note E<z les éléments de E à la
gauche de z (pour l’ordre) et E>z ceux à la droite de z ; aucun de ces ensembles ne contient z.
Dans la notation ci-dessous opp veut dire que l’on inverse l’ordre et l’on regarde l’opérateur
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z′∈E<z
ρ′| |z′ × ρ′| |z ×
z′′∈Eopp>z
ρ∗′ | |−z′′ × π → ×
z′∈E<z
ρ′ ×
z′′∈Eopp>z
ρ∗′ | |−z′′ × ρ′| |z × π;
il est holomorphe et inversible ; c’est quasi automatique si ρ  ρ∗ mais l’argument général,
qui vaut dans tous les cas, est que pour tout z′′ ∈ E>z z + z′′ /∈ 1/2Z. Ensuite on vérifie que
l’opérateur ρ′| |z × π → ρ∗′ | |−z × π est holomorphe inversible et ici c’est le fait que z n’est pas
un demi-entier qui sert (cf. la remarque ci-dessous). Finalement on montre que l’opérateur
×
z′∈E<z
ρ′| |z′ × ρ′| |z ×
z′′∈Eopp>z
ρ∗′ | |−z′′ × π → ×
z′∈E<z
ρ′| |z′ ×
z′′∈Eopp>z
ρ∗′ | |−z′′ × ρ′ ∗| |−z × π
est holomorphe inversible. Ainsi en restreignant cet opérateur à πi ×π on obtient l’assertion cher-
chée. Ensuite on conclut facilement à l’isomorphisme cherché. Ainsi σ est aussi un sous-module
irréductible de πGL(ψν,<0)× π et son module de Jacquet contient donc aussi πGL(ψν,<0)⊗ π .
Comme ce module de Jacquet était nécessairement dans celui de τ et comme il n’intervient
qu’avec multiplicité 1 dans le module de Jacquet de toute l’induite, nécessairement τ  σ . D’où
l’irréductibilité cherchée.
Montrons maintenant la 2e partie de la proposition. Soit (ρ, a, b)x ∈ Jord(ψnu,<0). On sait
par définition, avec les notations introduites avant l’énoncé, que
Speh
(
St(ρ, a), b
)∣∣ ∣∣x ↪→ J (St(ρ, a),−(b − 1)/2 − δb)× J (St(ρ, a), δ′b, (b − 1)/2).
Comme ci-dessus, on vérifie que
J
(
St(ρ, a), δ′b, (b − 1)/2
)∣∣ ∣∣x × π  J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × π.
Soit (ρ′, a′, b′)x′ ∈ Jord(ψnu,<0), par définition Speh(St(ρ′, a′), b′)| |x′ = J (St(ρ′, a′),−(b′ −
1)/2, (b′ − 1)/2)| |x′ . On a introduit une condition de segments liés de [29, 1.7] qui généralise
celle de Zelevinsky pour ce genre de représentation et qui assure l’irréductibilité de l’induite
Speh(St(ρ′, a′), b′)| |x′ ×J (St(ρ, a),−(b−1)/2, y)| |x˜ . Supposons que b′  b, on a alors −(b′ −
1)/2−(b − 1) et y  (b′ − 1)/2 et encore y + x˜ < (b′ − 1)/2 + x′ + |(a − a′)/2| + 1 tandis
que −(b′ − 1)/2 + x′ < −(b− 1)/2 + x˜ + |(a − a′)/2| + 1 et les segments ne sont donc pas liés.
Donc ainsi
Speh
(
St
(
ρ,a′
)
, b′
)∣∣ ∣∣x′ × Speh(St(ρ, a), b)∣∣ ∣∣x × π
↪→ Speh(St(ρ,a′), b′)∣∣ ∣∣x′ × J (St(ρ, a),−(b − 1)/2,−δb)∣∣ ∣∣x
× J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × π
 J (St(ρ, a),−(b − 1)/2,−δb)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x
× Speh(St(ρ,a′), b′)∣∣ ∣∣x′ × π
↪→ J (St(ρ, a),−(b − 1)/2,−δb)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x
× J (St(ρ′, a′),−(b′ − 1)/2,−δ′ ′)∣∣ ∣∣x′ × J (St(ρ′ ∗, a′),−(b′ − 1)/2,−δ′ ′)∣∣ ∣∣−x′ × π.b b
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l’induite de droite a un unique sous-module irréductible vient du fait que l’on peut remplacer
l’induite des représentations J (· · ·) par une induite de représentation de Steinberg tordu, les
exposants étant dans la chambre de Weyl fermée négative ; c’est l’argument de [24, 3.6], lemme 1
qui repose encore une fois sur [29, I.9]. Cela termine la preuve.
Remarque 1. Avec les notations précédentes, pour ρ′ une représentation cuspidale unitaire d’un
groupe GL et pour x ∈ R − 1/2Z, l’opérateur d’entrelacement standard
M(ρ,x) : ρ′| |x × πGL(ψ1/2,mp)× πbp → ρ′ ∗| |−x × πGL(ψ1/2,mp)× πbp
est holomorphe et le composé M(ρ′,−x) ◦ M(ρ,x) est un scalaire non nul. En particulier ces
induites sont irréductibles.
Le support cuspidal de×πGL(ψ1/2,mp)×πbp est de la forme une collection de représentations
cuspidales de GL, de la forme ρ| |c avec ρ une représentation cuspidale unitaire d’un GL et c un
élément de 1/2Z et d’une représentation cuspidale πcusp d’un groupe classique de même type
que G. On peut écrire
πGL(ψ1/2,mp)× πbp ↪→ ×
(ρ,c)∈E
ρ| |c × π0, (1)
où E est un ensemble totalement ordonné convenable. On sait que pour tout (ρ, c) ∈ E l’opérateur
d’entrelacement standard qui échange les 2 facteurs de l’induite ρ′| |x ×ρ| |c est holomorphe pour
x − c = 0 ainsi que l’opérateur d’entrelacement standard
ρ′| |x × π0 → ρ′ ∗| |−x × π0
en x = 0 et l’opérateur qui échange les 2 copies de ρ| |c × ρ′ ∗| |−x en x + c = 0 par les résultats
généraux d’Harish-Chandra. D’où de façon évidente l’holomorphie de l’opérateur d’entrelace-
ment standard décrit dans l’énoncé. On sait aussi que M(ρ′ ∗,−x) ◦M(ρ,x) est un scalaire.
Pour le calculer on peut encore utiliser l’inclusion (1) et décomposer en opérateur élémen-
taire ; on vérifie que chaque induite ρ′| |x × ρ| |c , ρ′| |x × π0, ρ| |c × ρ′ ∗| |−x est irréductible car
x /∈ 1/2Z. Le composé des opérateurs d’entrelacement décrit est donc une bijection et le scalaire
ne peut être 0. Cela entraîne que l’opérateur M(ρ′, x) est bijectif, d’inverse M(ρ′ ∗,−x). Par un
calcul de module de Jacquet, on vérifie que l’induite ρ′| |x × πGL(ψ1/2,mp) × πpb a un unique
sous-module irréductible : le terme ρ′| |x ⊗ (πGL(ψ1/2,mp)×πpb) arrive avec multiplicité 1 dans
le module de Jacquet de l’induite et que ce sous-module irréductible a multiplicité 1 comme sous-
quotient irréductible. En dualisant, on vérifie que ce sous-module irréductible est aussi l’unique
quotient irréductible de l’induite ρ′ ∗| |−x × πGL(ψ1/2,mp)× πpb. Par la bijectivité de M(ρ′, x),
cela entraîne l’irréductibilité cherchée et la remarque.
Remarque 2. Avec les notations précédentes, l’induite
×
(ρ,a,b)∈Jord(ψ1/2,mp)
J
(
St(ρ, a),−(b − 1)/2,−δb
)× J (St(ρ, a),−(b − 1)/2,−δ′b)× πbp
a un unique sous-module irréductible et ce sous-module est l’induite πGL(ψ1/2,mp)× πbp .
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de cette induite contient le terme
(
×
(ρ,a,b)∈Jord(ψ1/2,mp)
J
(
St(ρ, a),−(b − 1)/2,−δb
)× J (St(ρ, a),−(b − 1)/2,−δ′b)
)
⊗ πbp
la représentation πGL(ψ1/2,mp) × πbp est un sous-module irréductible de l’induite écrite. Mon-
trons que cette induite a un unique sous-module irréductible ; avec [29, I.8], on peut échanger les
facteurs comme on veut et on écrit cette induite sous la forme
×
(ρ,a,b)∈Jord(ψ1/2,mp);b≡0[2]
J
(
St(ρ, a),−(b − 1)/2,−1/2)× J (St(ρ, a),−(b − 1)/2,−1/2)
×
(ρ,a,b)∈Jord(ψ1/2,mp),b≡1[2]
J
(
St(ρ, a),−(b − 1)/2,−1)
×
(ρ,a,b)∈Jord(ψ1/2,mp);b≡0[2]
J
(
St(ρ, a),−(b − 1)/2,0)× πbp.
Or J (St(ρ, a),−(b− 1)/2,0) ↪→ J (St(ρ, a),−(b− 1)/2,−1)× St(ρ, a) ; en le faisant progres-
sivement, on peut encore remplacer la ligne ci-dessus par une inclusion dans l’induite
×
(ρ,a,b)∈Jord(ψ1/2,mp),b≡1[2]
J
(
St(ρ, a),−(b − 1)/2,−1) ×
(ρ,a,b)∈Jord(ψ1/2,mp);b≡1[2]
St(ρ, a)× πbp.
Cela inclut l’induite de l’énoncé dans l’induite
×
(ρ,a,b)∈Jord(ψ1/2,mp)
J
(
St(ρ, a),−(b − 1)/2,−δ′b
) ×
(ρ,a,b)∈Jord(ψ1/2,mp),b≡1[2]
St(ρ, a)× πbp.
L’induite×(ρ,a,b)∈Jord(ψ1/2,mp),b≡1[2] St(ρ, a)×πbp est irréductible par [27, 3.2] et toute l’induite
écrite ci-dessus contient dans son module de Jacquet le terme
(
×
(ρ,a,b)∈Jord(ψ1/2,mp)
J
(
St(ρ, a),−(b − 1)/2,−δ′b
))
⊗
(
×
(ρ,a,b)∈Jord(ψ1/2,mp),b≡1[2]
St(ρ, a)× πbp
)
avec multiplicité 1. Cela prouve l’unicité du sous-module irréductible cherché ; ce sous-module
irréductible est le sous-quotient de Langlands (bien défini, quand on remplace πbp par l’induite
avec les paramètres de Langlands de πbp).
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On fixe ψ un morphisme de WF × SL(2,C) × SL(2,C) comme dans 5.1, c’est-à-dire que
ψ = ψnu ⊕ ψmp ⊕ ψbp . On fixe aussi une représentation τ qui joue le rôle de la composante
locale d’une forme automorphe cuspidale, autoduale d’un groupe GL. On suppose donc que τ
est unitaire et a un modèle de Whittaker avec la propriété de l’introduction de cette section.
Pour s ∈ C, on a défini la fonction méromorphe, qui utilise des facteurs L pour des groupes
linéaires
r(s, τ,ψ):= L(τ × π
GL(ψ), s)
L(τ × πGL(ψ), s + 1)
L(τ, rG,2s)
L(τ, rG,2s + 1) .
Soit π dans le paquet de représentations associé à ψ . On considère l’opérateur d’entrelace-
ment standard, pour tout s ∈ C :
M(s, τ,π) : τ | |s × π → τ ∗| |−s × π;
il est associé à l’élément du groupe de Weyl de G, de longueur minimale dans sa double classe
modulo le groupe de Weyl du parabolique maximal. Et on pose Nψ(s, τ,π):=r(s, τ,ψ)−1 ×
M(s, τ,π).
Proposition. L’opérateur Nψ(s, τ,π) est holomorphe en tout s ∈ R>0.
On fixe πbp dans le paquet associé à ψbp avec les notations de 5.1 de telle sorte que π 
πGL(ψnu,>0) × πGL(ψ1/2,mp) × πbp . On décompose l’opérateur d’entrelacement en le produit
des opérateurs d’entrelacement suivants :
τ | |s × πGL(ψnu,>0)× πGL(ψ1/2,mp)→ πGL(ψnu,>0)× πGL(ψ1/2,mp)× τ | |s; (1)
τ | |s × πbp → τ ∗| |−s × πbp; (2)
πGL(ψnu,>0)× πGL(ψ1/2,mp)× τ ∗| |−s → τ ∗| |−s × πGL(ψnu,>0)× πGL(ψ1/2,mp); (3)
où le 1e et le 3e opérateur sont situés dans des groupes GL convenables. On pose σ :=
πGL(ψnu,>0) × πGL(ψ1/2,mp) et on sait que σ ∗  πGL(ψnu,<0) × πGL(ψ−1/2,mp) puisque ψ
est à valeurs dans le groupe dual de G.
On utilise la décomposition de 5.1(1) pour décomposer
L
(
τ × πGL(ψ), s)/L(τ × πGL(ψ), s + 1)
en le produit des 3 facteurs ci-dessous. Pour simplifier l’écriture on pose
σ :=πGL(ψnu,>0)× πGL(ψ1/2,mp)
et on utilise le fait que σ ∗  πGL(ψnu,<0)× πGL(ψ−1/2,mp). On a donc :
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(
τ × πGL(ψ), s)/L(τ × πGL(ψ), s + 1)
= L(τ × σ ∗, s)/L(τ × σ ∗, s + 1) (4)
×L(τ × πGL(ψbp), s)/L(τ × πGL(ψbp), s + 1) (5)
×L(τ × σ, s)/L(τ × σ, s + 1). (6)
L’opérateur d’entrelacement (1) normalisé par la fonction (4), est exactement l’opérateur d’en-
trelacement étudié dans [29, I.2] et il en est de même de (3) normalisé par (6). On vérifie que
l’hypothèse de [29, I.8] est satisfaite de façon à tirer de cette référence l’holomorphie : on se
place en s ∈ R>0 et l’hypothèse en question est que les modules de Speh qui définissent la re-
présentation τ | |s (resp. σ ) dominent ceux qui définissent la représentation σ (resp. τ ∗| |−s ) pour
l’opérateur (1) (resp. (3)) ou ne sont pas liés. Faisons le pour l’opérateur (1) : la représentation τ
est une induite de St(ρ′′, c)| |x+s avec x ∈ ]−1/2,1/2[ donc de la forme Speh(St(ρ′′, c),1)| |x+s .
Ceux qui définissent σ sont de la forme Speh(St(ρ′′′, a), b)| |z avec z ∈ ]−1/2,1/2[ ; donc on a
x + s − z > −1 et si les segments sont liés, ce nombre est  0 ainsi le premier domine le second
(cf. [29]). Pour l’opérateur (3), on a z + s − x qui a la même propriété. D’où l’holomorphie des
opérateurs (1) et (3) normalisés.
Il reste l’opérateur (2) normalisé par la fonction que l’on est en droit d’écrire r(s, τ,ψbp).
Ici on écrit τ ×(ρ′,a′,x′)∈J St(ρ′, a′)| |x′ où J est un ensemble, totalement ordonné, de triplets
formés d’une représentation cuspidale unitaire, d’un entier et d’un nombre réel. La fonction
r(s, τ,ψbp) se décompose de façon analogue en produit. L’opérateur d’entrelacement s’écrit
ainsi, après avoir fixé l’isomorphisme de τ avec l’induite écrite :
×
(ρ′,a′,x′)∈J
St
(
ρ′, a′
)∣∣ ∣∣x′+s × πbp → ×
(ρ′,a′,x′)∈J opp
St
(
ρ′ ∗, a
)∣∣ ∣∣−x′−s × πbp,
où l’exposant opp signifie que l’ordre sur J a été inversé. Donc il faut donc démontrer l’assertion
quand J est réduit à un élément c’est-à-dire quand τ  St(ρ′, a′)| |x′ avec x′ ∈ ]−1/2,1/2[. On
a démontré l’assertion d’holomorphie en [26] dans le cas où s + x′  0 et ρ′ est autodual. Si
s + x′ /∈ 1/2Z, on a prouvé l’holomorphie dans la remarque de 5.1 ; la preuve donnée en [26]
s’applique aussi au cas où ρ′ n’est pas autoduale puisqu’ici la représentation du groupe classique
est πbp , associé à des triplets de bonne parité donc avec une représentation cuspidale qui, elle, est
autoduale. On couvre ainsi tous les cas puisque pour s  0, s + x′ > −1/2 par hypothèse sur x′.
Cela termine la preuve de l’holomorphie.
5.3. Image des opérateurs d’entrelacement normalisés
On reprend les notations τ,ψ,π de 5.2. On a défini en 5.2 l’opérateur d’entrelacement
Nψ(s, τ,π) et montré son holomorphie pour tout s ∈ R>0.
On va décrire l’image ; dans le cas général le résultat est purement qualitatif, on veut montrer
que l’image est nulle ou irréductible ; on le fera sous l’hypothèse que s  1/2, vues nos hypo-
thèses cette condition est nécessaire pour être sûr d’avoir l’irréductibilité : en effet, fixons ρ tel
que l’induite ρ × π est réductible (il y a de nombreux exemples) et posons τ = ρ| |−x × ρ| |x
avec x ∈ ]0,1/2[. Alors en s = x l’opérateur d’entrelacement n’a aucun raison d’avoir une image
irréductible.
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Proposition. L’image de Nψ(s, τ,π) en s = s0 ∈ R1/2 est soit identiquement 0, soit est une
représentation irréductible.
On écrit τ | |s0 comme induite irréductible et pour fixer les notations les plus simples possibles,
on écrit :
τ | |s0  ×
(ρ′,a′,s′)∈J
St
(
ρ′, a′
)∣∣ ∣∣s′ ;
ici on sait que s′ > 0. On ordonne J de telle sorte que les premiers facteurs sont ceux
pour lesquels s′ /∈ 1/2Z et les derniers ont la propriété opposée. D’où en regroupant ces 2
types de facteurs, τ | |s0  τne × τe, ne pour non demi-entier et e pour demi-entier. On écrit
π = πGL(ψnu,>0)×πGL(ψ1/2,mp)×πbp avec les notations de 5.1. On note π0 l’image de l’opé-
rateur d’entrelacement normalisé :
τe × πGL(ψ1/2,mp)× πbp → τ ∗e × πGL(ψ1/2,mp)× πbp.
Comme le support cuspidal de πGL(ψnu,<0) et celui de τe n’ont pas les mêmes propriétés d’in-
tégralité les opérateurs d’entrelacement qui échange ces facteurs sont des isomorphismes qu’on
les normalise ou pas. Cela entraîne que l’image cherchée n’est autre que l’image de l’opérateur
d’entrelacement normalisé par r(s, τne,ψ) de l’opérateur d’entrelacement :
τne × πGL(ψnu,>0)× π0 → τ ∗ne × πGL(ψnu,>0)× π0.
En particulier si π0 = 0 l’image cherchée est nulle ; supposons donc que π0 = 0 ; on admet
pour le moment que π0 est soit nul soit irréductible. On conclut avec l’hypothèse que π0 est
irréductible.
L’argument, dont on donne les détails ci-dessous, est que le terme de gauche a un unique
quotient irréductible et que celui de droite a un unique sous-module irréductible que ces 2 repré-
sentations sont isomorphes et interviennent avec multiplicité 1 comme sous-quotient irréductible
des induites écrites. Cela force le fait que tout morphisme non nul entre les 2 induites est d’image
irréductible. Et prouve l’assertion. La démonstration sera réutilisée en 5.3.2 car elle donne une
bonne description de l’image une fois la représentation π0 connue.
En généralisant 5.1, on montre que πGL(ψnu,>0) × π0 est l’unique sous-module irréductible
de l’induite (avec les notations de 5.1)
×
(ρ,a,b)x∈Jord(ψnu,<0)
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × π0.
On vérifie que τ ∗ne×(ρ,a,b)x∈Jord(ψnu,<0) J (St(ρ, a),−(b − 1)/2,−δb)| |x × J (St(ρ, a),−(b −
1)/2,−δ′b)| |−x est le sous-module de Langlands de l’induite (cf. [24, 3.6, lemme 1], où l’argu-
ment a été détaillé). Avec cela il est simple de montrer l’unicité du sous-module irréductible de
l’induite comme annoncé, ainsi que sa multiplicité 1 comme sous-quotient irréductible ; d’après
cette description, on a les paramètres de Langlands de ce sous-module en fonction de ceux de π0.
Avec les mêmes arguments, ou plus simplement en dualisant on montre que τne × π est
l’unique quotient irréductible de l’induite
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(ρ,a,b)x∈Jord(ψnu,>0)
J
(
St(ρ, a), δb, (b − 1)/2
)∣∣ ∣∣x × J (St(ρ∗, a), δ′b, (b − 1)/2)∣∣ ∣∣−x × π0.
Et que τne × π est le quotient de Langlands de l’induite τne× l’induite que l’on vient d’écrire.
D’où l’unicité du quotient irréductible, c’est le quotient de Langlands et il a les mêmes para-
mètres de Langlands que le sous-module décrit précédemment. Cela suffit pour la proposition.
Pour la suite, on veut vérifier que l’opérateur est non nul si π0 = 0 : il suffit de montrer que
l’opérateur d’entrelacement (les (ρ, a, b)x parcourent Jord(ψnu,<0) ce que l’on n’a pas la place
d’écrire ci-dessous)
τne| |s′ ×
(ρ,a,b)x
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × π0
→ τ ∗ne| |−s
′ ×
(ρ,a,b)x
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x
× J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × π0
normalisé par la fonction r(ψ, τne, s′) est non nul en s′ = 0 (on a déjà pris en compte s0 pour
définir τne). On peut encore remplacer r(s′, τne,ψ) par r(s′, τne,ψnu) car ces fonctions ont le
même ordre en s′ = 0. On décompose cet opérateur en le produit de l’opérateur d’entrelacement
standard (qui est holomorphe par positivité)
τne| |s′ ×
(ρ,a,b)x
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × π0
→ ×
(ρ,a,b)x
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x
× J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × τ ∗ne| |−s′ × π0
avec l’opérateur d’entrelacement
×
(ρ,a,b)x
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × τ ∗ne| |−s′ × π0
→ τ ∗ne| |−s
′ ×
(ρ,a,b)x
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x
× J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × π0.
Le premier est non nul car c’est un opérateur d’entrelacement standard holomorphe et son image
n’annule pas le sous-quotient de Langlands. Donc il suffit de montrer que le 2e opérateur d’en-
trelacement n’annule pas non plus le sous-quotient de Langlands et à ce point, il suffit de montrer
qu’il est non nul puisque le sous-quotient de Langlands est l’unique sous-module irréductible de
l’induite d’arrivée. Or cet opérateur est purement un opérateur dans un GL, c’est l’opérateur
×
(ρ,a,b)x
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × τ ∗ne| |−s′
→ τ ∗ne| |−s
′ × × J (St(ρ, a),−(b − 1)/2,−δb)∣∣ ∣∣x × J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x
(ρ,a,b)x
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sont ceux de la fonction
×
(ρ,a,b)x∈Jord(ψ)nu,<0
(
L
(
τne × St(ρ, a), s′ − (b − 1)/2 − x
)
×L(τne × St(ρ∗, a), s′ − (b − 1)/2 + x));
ce sont aussi les pôles de la fonction de la normalisation utilisée en [29, I.8] pour cet opérateur
et on y a démontré la non nullité. D’où l’assertion cherchée.
On a donc montré que l’image de Nψ(s0, τ,π) est l’unique sous-module irréductible de l’in-
duite :
τ ∗ne ×
(ρ,a,b)x∈Jord(ψnu,<0)
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x
× J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x × π0. (1)
Il faut maintenant montrer l’irréductibilité de π0. Décrivons d’abord τe : on note s+0 et s
−
0 les
demi-entiers consécutifs tels s0 ∈ [s−0 , s+0 ] bien définis si s0 n’est pas un demi-entier et on pose
s±0 = s0 si s0 est un demi-entier. Par hypothèse, s0  1/2 et donc s±0  1/2. Quand on écrit τe
sous forme d’induite de représentations de Steinberg tordues par un caractère non unitaire, et ce
caractère non unitaire est soit | |s+0 soit | |s−0 . Ou encore, pour fixer les notations :
τe  ×
(ρ′,a′,ζ ′)∈J ′
St
(
ρ′, a′
)∣∣ ∣∣sζ ′0 .
Si s0 ∈ 1/2N, dans tout ce qui suit s−0 n’intervient pas. En général on pose pour ζ = ±,
J ′,ζ :={(ρ′, a′, ζ ′) ∈ J ′; ζ ′ = ζ } et on décompose J ′,ζ en J ′,ζbp ∪ J ′,ζmp où l’indice bp indique
regroupe les triplets (ρ′, a′, ζ ) tels que la représentation de WF × SL(2,C)× SL(2,C) associée
au triplet (ρ′, a′,2sζ0 + 1) est de bonne parité . D’où une décomposition en induites :
τ | |s0  τ+bp| |s
+
0 × τ−bp| |s
−
0 × τ+mp| |s
+
0 × τ−mp| |s
−
0 .
Pour ζ = ± et ζ ′ = ±, les exposants intervenant dans le support cuspidal de τ ζbp| |±s
ζ
0 et de
τ
ζ ′
mp| |±s
ζ ′
0 n’ont pas les mêmes propriétés d’intégralité : avec l’indice bp le support cuspidal est
de la forme ρ′| |x avec ρ′ necessairement autodual et x est soit demi-entier non entier, soit entier,
cela dépend de ρ′ et avec l’indice mp une de ces conditions est nécessairement opposée. Cela
donne toutes les irréductibilités possibles entre induites
τ
ζ
bp| |±s
ζ
0 × τmp| |s
ζ ′
0 , τ
ζ
bp| |±s
ζ
0 × τ ∗mp| |−s
ζ ′
0 .
Au passage, on remarque que τ ζbp est nécessairement autoduale. On considère l’opérateur d’en-
trelacement
τ+ | |s+ × τ− | |s− × πbp → τ− | |−s− × τ+ | |−s+ × πbp,bp bp bp bp
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(cf. 5.2). On note π0,bp son image en sζ = sζ0 et on admet momentanément que cette image
est nulle ou irréductible et on conclut la preuve de la proposition. On vérifie que π0 est l’image
de l’opérateur d’entrelacement standard
τ+mp| |s
+ × τ−mp| |s
− × πGL(ψ1/2,mp)× π0,bp → τ ∗−mp | |−s
− × τ ∗+mp | |−s
+ × πGL(ψ1/2,mp)× π0,bp,
normalisé par le produit des fonctions r(sζ , τ ζmp,ψ), pour ζ = ± et calculé en sζ = sζ0 . Le cas
de mauvaise parité est analogue au cas non entier (on utilise la remarque 2 de 5.1 pour avoir
cette similitude) : l’induite de gauche a un unique quotient irréductible qui est aussi l’unique
sous-module irréductible de l’induite de droite et cette représentation irréductible intervient
avec multiplicité exactement 1 dans les induites écrites. L’opérateur d’entrelacement a donc
son image nulle ou coïncidant avec cette sous-représentation. On caractérise encore cette sous-
représentation irréductible comme le sous-module de Langlands de l’induite
τ ∗mp| |−s0 ×
(ρ,a,b)∈Jord(ψ1/2,mp)
J
(
St(ρ, a),−(b − 1)/2,−δb
)
× J (St(ρ, a),−(b − 1)/2,−δ′b)× π0,bp. (2)
Il faut donc démontrer que l’opérateur d’entrelacement est d’image non nulle. On remarque que
les fonctions r(sζ , τ ζmp,ψbp) n’ont ni zéro ni pôles. Comme ψmp = ψ+1/2,mp ⊕ψ1/2,mp , le facteur
de normalisation est encore le produit de facteurs de normalisation à la Langlands Shahidi pour
les opérateurs d’entrelacement, dans les GL convenables :
τ ζmp| |s
ζ × πGL(ψ1/2,mp) → πGL(ψ1/2,mp)× τ ζmp| |s
ζ ; (3)
πGL(ψ1/2,mp)× τ ∗ζmp| |−s
ζ → τ ∗ζmp| |−s
ζ × πGL(ψ1/2,mp). (4)
L’opérateur d’entrelacement cherché est donc le produit de (3), avec l’entrelacement
τ ζmp| |s
ζ × π0,bp → τ ∗ζmp| |−s
ζ × π0,bp
qui est l’opérateur d’entrelacement standard et l’opérateur d’entrelacement (4). Tous ces opéra-
teurs d’entrelacement n’annulent pas le sous-quotient de Langlands. On a donc montré que π0
est le sous-module de Langlands de (2).
La nullité ou l’irréductibilité de π0,bp est une généralisation de 4.2(ii) mais il faut reprendre
la démonstration ; remarquons que dans les cas qui nous intéressent vraiment s′0 est un demi-
entier et s+0 = s−0 avec les notations ci-dessus. Pour simplifier on suppose donc que s′0 est un
demi-entier que l’on note s0 pour être compatible aux notations déjà utilisées.
La démonstration de 4.2 est basée sur des diagrammes commutatifs, où on peut tranquillement
remplacer St(ρ, a0)| |s0 par τbp| |s0 , et des propriétés d’holomorphie et de module de Jacquet où
on ne peut pas remplacer St(ρ, a0)| |s0 car on a l’hypothèse A  A0 (avec les notations de 4.2)
alors qu’ici A0 n’est pas uniquement défini. On fait une récurrence sur le nombre de représen-
tations distinctes intervenant dans Jbp ; on initialise, trivialement, la récurrence avec le cas où
Jbp est vide. On fixe ρ,a0 tel que τbp  St(ρ, a0) × · · · × St(ρ, a0) × τ ′, où les · · · cachent
des copies de St(ρ, a0) et où τ ′ est une induite de représentations de Steinberg de la forme
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(a′′ − 1)/2 + s0 < (a0 − 1)/2 + s0. On montre que l’on peut reprendre la démonstration de 4.2.
On montre d’abord que l’induite
St(ρ, a0)| |−s0 × · · · × St(ρ, a0)| |−s0 ×Nψ
(
s0, τ
′,πbp
)(
τ ′| |s0 × πbp
)
a un unique sous-module irréductible à condition que pour tout (ρ, a, b) ∈ Jord(ψbp) l’inégalité
(a + b)/2 − 1 (a0 − 1)/2 + s0 force |a − b|/2  0 et ce sous-module irréductible intervient,
alors, avec multiplicité 1 comme sous-quotient irréductible. C’est un calcul de module de Jac-
quet : d’abord on a la propriété de nullité suivante :
pour tout x ∈ [(a0 −1)/2−s0,−(a0 −1)/2−s0], Jacx,...,−(a0−1)/2−s0Nψ(s0, τ ′,πbp)(τ ′| |s0 ×
πbp)= 0. La représentation ρ| |±(a0−1)/2+s0 n’est pas dans le support cuspidal de τ ′| |s0 par l’hy-
pothèse faite ci-dessus a′′ < a0. Ainsi la non nullité de ce module de Jacquet force l’existence de
x′ ∈ [x,−(a0 − 1)/2 − s0] tel que Jacx′,...,−(a0−1)/2−s0πbp = 0 ; mais cela est exclu par l’hypo-
thèse faite sur Jord(ψbp) et A.1.
Ainsi la représentation
(
St(ρ, a0)| |−s0 × · · · × St(ρ, a0)| |−s0
)⊗ (Nψ(s0, τ ′,πbp)(τ ′| |s0 × πbp))
intervient avec multiplicité 1 dans le module de Jacquet de l’induite considéré. Or cette repré-
sentation est irréductible par l’hypothèse de récurrence d’où notre assertion par réciprocité de
Frobenius et exactitude du foncteur de Jacquet. On conclut à l’irréductibilité de l’image de tout
morphisme non nul de
St(ρ, a0)| |s0 × · · · × St(ρ, a0)| |s0 ×Nψ
(
s0, τ
′,πbp
)(
τ ′| |s0 × πbp
)
dans l’induite écrite. On a donc le résultat dans ce cas. Il faut maintenant enlever l’hypothèse
faite.
On peut donc reprendre la méthode de descente de 4.2 qui fait passer, avec les notations de 4.2
de π> à π ; ici on fait πbp,> à πbp en fixant (ρ,A,B, ζ ) ∈ Jord(ψbp) mais on peut maintenant
supposer que A (a0 − 1)/2 + s0. Donc on a aussi A (a′ − 1)/2 + s0 pour tout (ρ, a′) ∈ Jbp .
La preuve de 4.2 s’étend alors pour donner l’assertion.
5.3.2. Description précise de l’image dans certains cas
On garde les notations précédentes, ψ , τ et π dans le paquet associé à ψ . On note ψτ la
représentation de WF × SL(2,C) qui correspond à τ par la paramétrisation de Langlands ; c’est
une représentation à valeurs dans un groupe GL(dτ ,C) pour dτ convenable. On fixe encore un
réel, s0, qui ici est un demi-entier donc de la forme (b0 − 1)/2 avec b0  2.
On suppose que ψτ tensorisé par la représentation de dimension b0 de SL(2,C), ce qui donne
donc une représentation de WF × SL(2,C)× SL(2,C), est autoduale et à valeurs dans un groupe
de même type que le groupe dual de G (c’est-à-dire est de bonne parité) et on suppose aussi que
b0 = 2 ou b0 > 2 et ψ contient la sous-représentation ψτ ⊗ spb0−2 de WF × SL(2,C) × C
où spb −2 est la représentation de SL(2,C) de dimension b0 − 2.0
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qui s’obtient en ajoutant à ψ la représentation ψτ ⊗ sp2 si b0 = 2 et si b0 > 2, en remplaçant
ψτ ⊗ spb0−2 par ψτ ⊗ spb0 . Le morphisme ψ+ est de même nature que le morphisme ψ .
On note encore ψbp la somme des sous-représentations irréductibles de ψ ayant bonne parité
et ψ+bp est défini de façon analogue. Le passage de ψbp à ψ
+
bp se décrit ainsi : on note ψτ,bp la
somme des sous-représentations irréductible de ψτ telles que tensorisées avec la représentation
de dimension b0 de SL(2,C) elles sont de bonne parité en tant que représentation de WF ×
SL(2,C)× SL(2,C). On passe de ψbp à ψ+bp en enlevant à ψbp la représentation ψτ,bp ⊗ spb0−2(quand b0 > 2) et en lui ajoutant ψτ,bp ⊗ spb0 . Si ψτ,bp est irréductible c’est le processus étudié
en 4.2 ; dans ce cas pour toute représentation πbp dans le paquet associé à ψbp , on a défini une
représentation π+bp . Dans le cas général, on a une succession de situations élémentaires étudiées
en 4.2 ; on définit successivement le passage de πbp à π+bp ; a priori cela dépend du choix de
l’ordre dans lequel on fait ces passages mais comme on va caractériser π+bp intrinsèquement, cela
prouvera l’indépendance des choix. On pourrait donner les paramètres t+, η+ comme on l’a fait
en 4.2 mais il y a une difficulté dans le cas où ψτ,bp a de la multiplicité et on ne le fait pas ici.
On a donc défini le passage πbp → π+bp du paquet de représentations associé à ψbp dans le
paquet de représentations associé à π+bp . Cela définit une application π ∈ Π(ψ) → π+ ∈ Π(ψ+)
avec les notations de 5.1 :
π  πGL(ψnu,<0)× πGL(ψ1/2,mp)× πbp → πGL
(
ψ+nu,<0
)× πGL(ψ+1/2,mp)× π+bp.
Dans les notations ci-dessus, il n’est pas nécessaire que ψ+1/2,mp soit lié à ψ1/2,mp puisque les
induites ne dépendent pas du découpage de ψ+mp et de ψmp .
Théorème. Pour toute représentation (non nulle) π dans le paquet associé à ψ , l’image de
l’opérateur d’entrelacement normalisé Nψ(s, τ,π) en s = (b0 − 1)/2 est exactement π+ ; c’est-
à-dire est nul si π+ = 0 et est irréductible isomorphe à π+ sinon.
La démonstration de 5.3.1 et en particulier (1) et (2) de cette référence, va permettre de rame-
ner le théorème au cas où ψ = ψbp . Montrons déjà cela. On admet ici que le π0,bp de cette preuve
est π+bp et on montre le théorème. Puisqu’ici on suppose dès le départ que l’on calcule l’image
en un point demi-entier, il est plus simple de décrire τne de 5.3.1. On note τnu les représentations
de Steinberg tordue par un caractère de la forme | |x avec x ∈ ]−1/2,1/2[, x = 0 tel que τ soit
l’induite de τnu avec une induite de représentations de Steinberg. On décompose encore cette
induite avec des notations que l’on espère claires :
τ  τnu × τmp × τbp.
On rappelle pour éviter les confusions que la définition de bonne parité tient compte de b0 (de
sa parité) et ne dépend pas uniquement de τ . Le τne de 5.3.1 est ici τnu| |(b0−1)/2 et τmp est le
même.
Avec les références que l’on vient de donner, on a montré que l’image cherchée est l’unique
sous-module irréductible de l’induite (les notations sont celles de 5.3.1)
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× ×
(ρ,a,b)x∈Jord(ψnu,<0)
(
J
(
St(ρ, a),−(b − 1)/2,−δb
)∣∣ ∣∣x
× J (St(ρ∗, a),−(b − 1)/2,−δ′b)∣∣ ∣∣−x)
× τmp| |−(b0−1)/2 (2)
× ×
(ρ,a,b)∈Jord(ψ1/2,mp)
(
J
(
St(ρ, a),−(b − 1)/2,−δb
)
× J (St(ρ∗, a),−(b − 1)/2,−δ′b))
× π+bp.
On récrit τnu comme induite de représentation de Steinberg tordu par des caractères non unitaires
en utilisant l’autodualité sous la forme
τnu  ×
(ρ′,a′)z′ ∈Jord(ψτ,nu,<0)
(
St
(
ρ′, a′
)∣∣ ∣∣z′ × St(ρ′ ∗, a′)∣∣ ∣∣−z′).
Si b0 = 2, on a donc δb0 = δ′b0 = 1/2 et avec des notations un peu compliquées (mais générales)
τnu| |−(b0−1)/2
 ×
(ρ′,a′)z′ ∈Jord(ψτ,nu,<0)
J
(
St
(
ρ′, a′
)
,−(b0 − 1)/2,−δb0
)
× J (St(ρ′, a′),−(b0 − 1)/2,−δ′b0). (3)
Si b0 > 2 par hypothèse pour tout (ρ′, a′)z′ ∈ Jord(ψτ,nu,<0) il existe (ρ′, a′, b0 − 2)z′ ∈
Jord(ψnu,<0) (avec la même multiplicité). On peut donc remplacer la ligne (1) ci-dessus in-
duite avec la ligne suivante par le sous-module irréductible où on remplace, pour chaque
(ρ′, a′)z′ ∈ Jord(ψτ,nu,<0)
St
(
ρ′, a′
)∣∣ ∣∣−(b0−1)/2+z′ × St(ρ′ ∗, a′)∣∣ ∣∣−(b0−1)/2−z′
× J (St(ρ′, a′),−(b0 − 3)/2,−δb0)∣∣ ∣∣z′ × J (St(ρ′ ∗, a′),−(b0 − 3)/2,−δ′b0)∣∣ ∣∣−z′
par son sous-module irréductible (c’est le sous-module de Langlands de la situation)
J
(
St
(
ρ′, a′
)
,−(b0 − 1)/2,−δb0
)∣∣ ∣∣z′ × J (St(ρ′ ∗, a′),−(b0 − 1)/2,−δ′b0)∣∣ ∣∣−z′ . (4)
On fait la même opération avec τmp mais on commence par faire un choix de décomposition
τmp  τ1/2,mp × τ ∗1/2,mp . Pour simplifier la démonstration, on fait ce choix de telle sorte que,
si b0 > 2, pour tout (ρ′, a′) ∈ Jord(ψτ,1/2,mp) (avec des notations évidentes), (ρ′, a′, b0 − 2) ∈
Jord(ψ1/2,mp) avec une multiplicité supérieure ou égale à celle de (ρ′, a′) ∈ Jord(ψτ,1/2,mp).
Ensuite on conclut comme ci-dessus que soit b0 = 2 et que l’on écrit τmp| |−(b0−1)/2 de façon
analogue à (3) sans les torsions non unitaires soit b0 > 2 et on peut remplacer l’induite de la
ligne (2) ci-dessus avec la ligne qui la suit par l’analogue de (4) sans les torsions non unitaires.
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donc à traiter le cas où ψ = ψbp qui va être une conséquence simple de 4.2 et des vertus des
normalisations. Ici écrivons τbp×j∈[1,v] St(ρj , aj ). On considère l’opérateur d’entrelacement
×
j∈[1,v]
St(ρj , aj )| |s0 × πbp → ×
j∈[v,1]
St(ρj , aj )| |−s0 × πbp.
On fait dépendre cet opérateur de nombres complexes s′j pour j ∈ [1, v] voisins de 0 et que l’on
évaluera en 0 :
×
j∈[1,v]
St(ρj , aj )| |s
′
j+(b0−1)/2 × πbp → ×
j∈[v,1]
St(ρj , aj )| |−s
′
j−(b0−1)/2 × πbp. (1)
En 4.2, on a étudié successivement les opérateurs (la différence entre (1) et (2) et le changement
de [v,1] en [1, v] dans le membre de droite) :
×
j∈[1,v]
St(ρj , aj )| |s
′
j+(b0−1)/2 × πbp → ×
j∈[1,v]
St(ρj , aj )| |−s
′
j−(b0−1)/2 × πbp (2)
avec une normalisation différente : en effet à chaque étape ψbp est modifié on remplace pro-
gressivement (ρj , aj , b0 − 2) par (ρj , aj , b0) ; pour tout  ∈ [1, v], on note ψ+bp le morphisme
où on a effectué ce changement pour tout j ∈ ], v], donc ψ+vbp :=ψbp . On a donc norma-
lisé par ×∈[1,v] r(ψ+bp ,St(ρ, a), s′ + (b0 − 1)/2). Ainsi la contribution de (ρ, aj , b0 − 2) à
r(ψbp,St(ρ, a), s′ + (b0 − 1)/2) qui était
L(St(ρ, a)× St(ρ, aj ), s′ + (b0 − 1)/2 − (b0 − 3)/2)
L(St(ρ, a)× St(ρ, aj ), s′ + (b0 − 1)/2 + (b0 − 1)/2)
= L(St(ρ, a)× St(ρ, aj ), s
′
 + 1)
L(St(ρ, a)× St(ρ, aj ), s′ + b0 − 1)
devient L(St(ρ, a) × St(ρ, aj ), s′)/L(St(ρ, a) × St(ρ, aj ), s′ + b0 − 1). Aux dénominateurs
près qui n’introduisent ni zéro ni pôle on passe donc de r(ψbp,St(ρ, a), s′j + (b0 − 1)/2) à
r(ψ
+
bp ,St(ρ, a), s
′
 + (b0 − 1)/2) en multipliant par
×
j∈],v]
L
(
St(ρ, a)× St(ρj , aj ), s′
)
/L
(
St(ρ, a)× St(ρj , aj ), s′ + 1
)
.
Ceci est exactement la normalisation de Langlands Shahidi qui permet de passer du deuxième
membre de (1) à celui de (2) par des opérateurs d’entrelacement holomorphes bijectifs [29, I.9].
Ainsi l’image de l’opérateur (1) et exactement l’image de l’opérateur (2). En particulier, elle est
nulle ou irréductible et se calcule par les formules explicites de 4.2.
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Dans ce paragraphe on suppose que le corps de base est archimédien et on va même se limiter
au cas où F , le corps de base est réel. Et on ne considère que des représentations ayant de la
cohomologie et qui sont composantes locales de formes automorphes de carré intégrable donc
le π de tout ce travail est cohomologique, pour un bon système de coefficients et est unitaire.
Quand on considérera des induites, on se place en des points où le caractère infinitésimal est en-
tier régulier ; c’est surtout régulier qui nous importe. Ces restrictions sont évidemment gênantes ;
elles sont dues au fait que l’on ne connaît pas les paquets d’Arthur en général dans le cas archi-
médien et aussi au fait que les opérateurs d’entrelacement sont plus difficiles à étudier aux places
archimédiennes car il y a plus de réductibilité qu’aux places p-adiques.
6.1. Les opérateurs d’entrelacement standards
Précisément, on fixe une représentation irréductible unitaire π ayant de la cohomologie pour
un bon système de coefficients et une induite de séries discrètes, τ , de GL(n,F ) ; c’est-à-dire
que τ est une représentation tempérée. On considère l’opérateur d’entrelacement standard
M(s, τ,π) : τ | |s × π → τ ∗| |−s × π.
Proposition. On fixe s0 un réel strictement positif tel que le caractère infinitésimal de l’induite
δ| |s0 ×π soit régulier (cela force des conditions sur les caractères infinitésimaux de δ et π ). Alors
M(s, τ,π) est holomorphe en s = s0. La représentation induite τ | |s0 × π a un unique quotient
irréductible et l’image de M(s0, τ,π) est irréductible isomorphe à ce quotient irréductible.
C’est évidemment l’hypothèse de régularité du caractère infinitésimal couplé au fait que grâce
à [35] on connaît les paramètres de Langlands de π qui rend tout très simple. Cette proposition
est démontrée à l’issue des sous-sections suivantes.
6.1.1. Caractère infinitésimal
On écrit d’abord le caractère infinitésimal d’une représentation ayant de la cohomologie ; cela
est fait pour les groupes unitaires et des groupes orthogonaux en [4]. On reprend à peu près le
même point de vue. Ici on voit vraiment les représentations dans des paquets, ceux d’Adams–
Johnson, dont il n’est pas prouvé que ce sont les paquets d’Arthur, sauf dans le cas des groupes
unitaires ([1] et [17]) ; ces paquets sont paramétrés par des morphismes ψ de WF × SL(2,C)
dans le L-groupe de G ; ici on considère bien tout le L-groupe et pas seulement sa composante
algébrique. On peut encore décomposer ces morphismes en morphismes élémentaires, un mor-
phisme élémentaire paramétrant un couple formé d’une série discrète, δ, d’un groupe GL(m,R)
et une représentation irréductible de dimension finie de SL(2,C) paramétrée par sa dimension b ;
ici nécessairement m = 1 ou 2. De plus, on sait que δ∗  δ et il y a une condition de parité sur b
qui dépend de δ. Si m = 1 δ est l’un des deux caractères quadratiques de R ; le caractère infinité-
simal du caratère de GL(b,R) induit par δ est évidemment déterminé par la collection d’entiers :
((b − 1)/2, . . . ,−(b − 1)/2) ; c’est-à-dire le segment [(b − 1)/2,−(b − 1)/2]. Si m = 2, δ est
une série discrète unitaire de GL(2,C) et on note aδ l’entier tel que le caractère infinitésimal
de δ soit (aδ − 1)/2,−(aδ − 1)/2. Le caractère infinitésimal de la représentation Speh(δ, b) de
GL(2b,R) est alors la collection de demi-entiers, formée de l’union de 2 segments, le segment
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c’est-à-dire :
{
(aδ − 1)/2 +
[
(b − 1)/2,−(b − 1)/2]}∪ {−(aδ − 1)/2 + [(b − 1)/2,−(b − 1)/2]}.
On revient à ψ qui est la somme de ces morphismes élémentaires et la représentation de πGL(ψ)
du GL convenable associée à ψ est l’induite des représentations Speh(δ, b) comme précédem-
ment ; son caractère infinitésimal est l’union des segments que l’on vient de décrire. On transfère
de façon complètement évidente ce caractère du centre de l’algèbre enveloppante du GL en un
caractère du centre de l’algèbre enveloppante de G et toute représentation dans le paquet associé
par [1] à ψ a ce caractère infinitésimal. La régularité du caractère infinitésimal assure que ces
segments ne se coupent pas. De plus le caractère infinitésimal est entier, c’est le caractère d’une
représentation irréductible de dimension finie et donc pour au plus un couple intervenant dans
ψ , δ est un caractère.
6.1.2. Présentation du quotient de Langlands
On exploite la régularité du caractère infinitésimal sous la forme du lemme suivant : pour tout
(δ, b) intervenant dans ψ , on suppose donné δ,b ∈ [0, b] un entier de même parité que b. On
note ici, pour d1  d2, Speh(δ, d1, d2) le quotient de Langlands de l’induite δ| |d1 , . . . , δ| |d2 pour
le GL convenable. On suppose aussi que π0 est une série discrète d’un groupe de même type que
G de rang plus petit et que l’induite :
π ′:= ×
(δ,b)
Speh
(
δ, (b − 1)/2, (δ,b + 1)/2
)× π0
a le caractère infinitésimal associé à ψ tel que décrit précédemment et que le caractère infinitési-
mal de l’induite τ | |s0 × π ′ est régulier.
Lemme. La représentation π ′ et l’induite τ | |s0 ×π ′ ont toutes deux un unique quotient irréduc-
tible et c’est le sous-quotient de Langlands de ces représentations.
Pour préciser, la notion de sous-quotient de Langlands, disons qu’en remplaçant les représen-
tations irréductibles Speh(δ, (b − 1)/2, (b + 1)/2) par une induite de série discrète tordu et en
réordonnant pour être dans la chambre de Weyl positive, on obtient une représentation telle que
τ | |s0 × π ′ en soit un quotient.
Soient (δ, b), (δ′, b′) intervenant dans ψ et soit d < b (resp. d ′ < b′) un entier de même parité
que b (resp. b′) ; dans ce qui suit, on suppose que aδ +b a même parité que aδ′ +b′, le cas général
s’en déduisant facilement. Supposons d’abord que δ′ soit un caractère. Alors δ n’en est pas un et
on a sûrement
(aδ − 1)/2 − (b − 1)/2 >
(
b′ − 1)/2; −(b′ − 1)/2 > −(aδ − 1)/2 + (b − 1)/2.
Pour tout d1  d2 ∈ [0, b] et d ′1 < d ′2 ∈ [0, b′], on a l’irréductibilité de
τ˜ :=Speh(δ, (d1 − 1)/2, (d ′ − 1)/2)× Speh(δ′, (d ′ − 1)/2, (d ′ − 1)/2)1 1 2
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suppose que (aδ − 1)/2 + (b − 1)/2 > (aδ′ − 1)/2 + (b′ − 1)/2, d’où aussi −(aδ − 1)/2 − (b −
1)/2 < −(aδ′ − 1)/2 − (b′ − 1)/2. On a alors par régularité :
(aδ − 1)/2 − (b − 1)/2 > (aδ′ − 1)/2 +
(
b′ − 1)/2;
−(aδ′ − 1)/2 −
(
b′ − 1)/2 > −(aδ − 1)/2 + (b′ − 1)/2.
Et on peut encore appliquer [29, I.9] pour avoir l’irréductibilité de l’analogue de τ˜ .
On considère τ et s0 comme dans l’énoncé mais on suppose que τ est une série discrète ou
un caractère quadratique et on note aτ le paramètre de τ . Supposons que τ soit une série discrète
et non un caractère ; on reprend les notations δ, b, d1, d2 déjà introduites et on suppose aussi que
δ est une série discrète. Ici, on a soit l’irréductibilité de τ | |s0 × Speh(δ, (d1 − 1)/2, (d2 − 1)/2)
parce que soit aτ + b+ 2s0 + 1 n’est pas un entier ou parce qu’il n’a pas la bonne parité et sinon
on regarde la place des éléments du couple
(aτ − 1)/2 + s0, −(aτ − 1)/2 + s0 (1)
par rapport au deux segments :
(aδ − 1)/2 +
[
(b − 1)/2,−(b − 1)/2]; −(aδ − 1)/2 + [(b − 1)/2,−(b − 1)/2]. (2)
Une position n’est pas possible : (aτ −1)/2+ s0 < (aδ −1)/2− (b−1)/2 et −(aτ −1)/2+ s0 <
−(aδ − 1)/2 − (b − 1)/2 car en ajoutant les 2 inégalités, on aurait 2s0 < 1 − b et 2s0  0,
car s0 est maintenant un demi-entier, ce qui est contradictoire avec l’hypothèse s0 > 0. Il reste
2 possibilités : soit les 2 segments de (2) sont à l’intérieur du segment [(aτ − 1)/2 + s0,
−(aτ − 1)/2 + s0] ou à l’inverse le segment [(aτ − 1)/2 + s0,−(aτ − 1)/2 + s0] est à l’intérieur
du segment [(aδ − 1)/2 − (b − 1)/2,−(aδ − 1)/2 + (b − 1)/2] soit
(aτ − 1)/2 + s0 > (aδ − 1)/2 + (b − 1)/2; −(aτ − 1)/2 + s0 > −(aδ − 1)/2 + (b − 1)/2.
Dans cette dernière éventualité, en ajoutant les inégalités, on trouve 2s0 > (b−1) ou encore s0 >
(b− 1)/2. Dans le premier cas les induites τ | |s0 × Speh(δ, d1, d2) sont irréductibles d’après [29,
I.9] et dans le 2e cas ces induites sont avec des exposants dans la chambre de Weyl strictement
positive. On peut donc mettre τ | |s0 a la bonne place, ce qui veut dire : que τ | |s0 × π ′ est un
quotient de l’induite
×
(δ,b);(δ,b+1)/2>s0
Speh
(
δ, (b − 1)/2, (δ,b + 1)/2
)
×
(δ,b);(δ+1)/2s0
Speh
(
δ, (b − 1)/2, s˜0
)× τ | |s0 ×
(δ,b);(δ+1)/2s0
Speh(δ, s˜0 − 1, δ,b)
× ×
(δ,b);(b−1)/2s0
Speh
(
σ, (b − 1)/2, (δ,b + 1)/2
)× π0,
où s˜0 dépend de (δ, b) et est le plus petit demi-entier supérieur strictement à s0 et tel que 2s˜0 ≡
b[2].
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de la même façon pour déplacer les constituants de τ écrite comme induite. Cela permet de
conclure puisque l’on s’est essentiellement mis dans la fermeture de chambre de Weil positive
et la méthode décrite permet de se mettre exactement dans la fermeture de la chambre de Weyl
positive. Par régularité du caractère infinitésimal, on a l’unicité du quotient de Langlands dans
cette situation. Cela termine la preuve du lemme.
6.1.3. Représentations cohomologiques d’après [35]
On reprend toutes les notations et les hypothèses de 6.1.2. En particulier la représentation τ
est une induite de série discrète avec un caractère infinitésimal entier régulier.
Lemme 1. Les représentations ayant de la cohomologie dans le paquet associé à ψ sont toutes
des quotients de Langlands des représentations π ′ décrites en 6.1.2 quand la famille des δ,b et
π0 varient.
L’énoncé ne dit pas que tous les choix sont possibles car il me semble qu’il y a un rapport
entre π0 et les (δ, b, δ,b) plus fort que celui mis sur le caractère infinitésimal.
C’est une conséquence de [35, 6.16] avec comme difficulté que cette référence ne s’applique
qu’aux groupes connexes ; dans le cas des groupes orthogonaux, il faut utiliser la description en
termes d’induites cohomologies de [1, 2.2] et le calcul des paramètres de Langlands de telles
induites donné en [34, 6.6.15].
Lemme 2. On suppose qu’il existe une représentation tempérée τ d’un GL convenable et un
demi-entier s′ et une représentation irréductible π− d’un groupe de même type que G tel que π
soit un quotient de τ | |s′ × π−. Alors π− a de la cohomologie.
On compare la paramétrisation de Langlands de π− avec celle de π et cela montre que
nécessairement, il existe un sous-ensemble E de Jord(ψ) tel que pour tout (δ, b) ∈ E on ait
(b − 1)/2 = s′, τ (δ,b)∈E δ et avec nos notations δ,b < b. Cela donne aussi que π− est le quo-
tient de Langlands de l’analogue de π ′ en remplaçant (δ, b) par (δ, b − 2) dans Jord(ψ) sans
changer δ,b . En utilisant [1, paragraphe 3], on voit que π− est dans un des paquets d’Adams–
Johnson et a donc de la cohomologie.
Remarque 3. On pourrait très certainement aussi décrire les couples τ, s0 tel que le quotient
de Langlands de 6.1.2 ait de la cohomologie et la réponse est sans doute que l’analogue de ψ+
existe.
Pour pouvoir utiliser une telle remarque, il faudrait supposer que les paquets d’Adams–
Johnson sont ceux d’Arthur donc mieux vaut mettre directement l’hypothèse d’existence de
cohomologie les rares fois où cela est nécessaire.
6.1.4. Holomorphie des opérateurs d’entrelacement standard
On considère ici l’opérateur d’entrelacement standard déjà introduit M(s, τ,π) en s = s0 > 0.
Avec 6.1.3 on fixe π ′ tel que π soit le quotient de Langlands de π ′ et on considère l’opérateur
d’entrelacement standard M(s, τ,π ′). Il suffit de démontrer que M(s, τ,π ′) est holomorphe en
s = s0 pour avoir le même résultat pour M(s, τ,π). On démontre donc que M(s, τ,π ′) est ho-
lomorphe en s = s0 avec les hypothèses de régularité faites sur le caractère infinitésimal de
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dard, le premier et le dernier étant dans des groupes de type GL et celui du milieu dans un groupe
de même type que G :
τ | |s ×
(δ,b)
Speh
(
δ, (b − 1)/2, (δ,b + 1)/2
)
→ ×
(δ,b)
Speh
(
δ, (b − 1)/2, (δ,b + 1)/2
)× τ | |s; (1)
τ | |s × τ ′ → τ ∗| |−s × τ ′; (2)
×
(δ,b)
Speh
(
δ, (b − 1)/2, (δ,b + 1)/2
)× τ ∗| |−s
→ τ ∗| |−s ×
(δ,b)
Speh
(
δ, (b − 1)/2, (δ,b + 1)/2
)
. (3)
L’opérateur d’entrelacement (2) est holomorphe en s = s0 grâce aux travaux d’Harish-Chandra
car on suppose s0 > 0 ; on rappelle que τ ′ est une série discrète et que τ est tempérée.
On a démontré l’holomorphie des opérateurs (1) et (3) en [29, I.8] mais à condition de les
normaliser à la Langlands–Shahidi. Il suffit donc de montrer que les facteurs de normalisations
n’ont ni zéro ni pôle. Les facteurs de normalisation sont les mêmes pour (1) et (3) (peut-être aux
facteurs 
 près que l’on ne considère par ici) et ont même comportement que
∏
(δ,b)
L(τ × δ, s − (b − 1)/2)
L(τ × δ, s + (δ,b + 1)/2 + 1) .
Ce qui compte est donc le numérateur ; on écrit explicitement L(τ ×δ, s− (b−1)/2) grâce à [32,
1.4] repris en [18, 1.5]. Avec la formule de produit, on traite le cas où τ est une série discrète
ou un caractère unitaire et on va même supposer que τ et δ sont des séries discrètes (le cas des
caractères s’obtient en faisant aτ = 1 ou aδ = 1 ci-dessous et en ne gardant qu’un seul des 2
facteurs qui deviennent égaux)
L
(
τ × δ, s − (b − 1)/2)
= Γ (s − (b − 1)/2 + |aτ − aδ|/2)Γ (s − (b − 1)/2 + (aτ + aδ)/2 − 1).
On ne peut pas avoir s0 + (aτ − 1)/2  (b − 1)/2 − (aδ − 1)/2 car par régularité, on aurait
aussi s0 + (aτ − 1)/2 < −(b − 1)/2 − (aδ − 1)/2 ce qui contredit la positivité de s0. Ainsi le
2e facteur n’a pas de pôle. Etudions le 1e facteur en supposant d’abord que aτ  aδ ; dans ce
cas, si s0 + (aτ − 1)/2  (b − 1)/2 + (aδ − 1)/2 par régularité on a aussi s0 + (aτ − 1)/2 
−(b − 1)/2 + (aδ − 1)/2 et
(aτ − 1)/2 < s0 + (aτ − 1)/2−(b − 1)/2 + (aδ − 1)/2 (aδ − 1)/2
d’où aτ < aδ ce qui est contradictoire. D’où encore l’absence de pôle si aτ  aδ . Dans le cas
opposé, l’inégalité s0 − (aτ − 1)/2−(aδ − 1)/2 + (b − 1)/2, force, par régularité, l’inégalité
s0 − (aτ − 1)/2  −(aδ − 1)/2 − (b − 1)/2 et on trouve encore aτ > aδ ce qui est contradic-
toire. On a donc démontré l’absence de pôle dans tous les cas. Cela montre l’holomorphie de
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preuve.
6.1.5. Conclusion de la preuve
On démontre maintenant la proposition : on a démontré l’unicité du quotient irréductible et
son identification au quotient de Langlands en 6.1.2 ; on a démontré l’holomorphie de l’opérateur
d’entrelacement standard en 6.1.4. On sait maintenant que l’image de l’opérateur d’entrelace-
ment en s = s0, étant non nulle a pour quotient irréductible le quotient de Langlans. Par la même
méthode que celle donnant l’identification du quotient irréductible de τ | |s0 × π avec le quo-
tient de Langlands, on montre que l’induite τ ∗| |−s0 × π admet cette représentation irréductible
comme unique sous-module irréductible. La multiplicité 1 force alors l’image de l’opérateur
d’entrelacement à être réduit à cette représentation. Cela termine la preuve de la proposition.
6.2. Opérateurs d’entrelacement normalisés
Fixons ψ paramétrant un paquet de représentations unitaires ayant de la cohomologie de
G(R). On se doute que le paquet de représentations associé par Arthur à ψ est le même que celui
de [1], mais ceci n’est pas écrit et on n’en a pas besoin, comme me l’a fait remarquer H. Grobner,
la seule chose qui compte pour nous est que le caractère infinitésimal des représentations dans le
paquet d’Arthur est le caractère infinitésimal décrit en 6.1.1. Ceci est connu. On fixe π dans le
paquet d’Arthur associé à ψ .
Soit τ une représentation tempérée ; on définit r(s, τ,ψ) comme dans le cas p-adique. Cela
permet de poser : Nψ(s, τ,π) = r(s, τ,ψ)−1M(τ,π, s).
Proposition. Soit s0 ∈ R>0 ; on suppose que l’induite τ | |s0 × π a un caractère infinitésimal ré-
gulier. Alors Nψ(s, τ,π) est holomorphe en s = s0 et son image est la représentation irréductible
isomorphe à l’unique (cf. 6.1) quotient irréductible de l’induite de τ | |s0 × π .
En tenant compte de 6.1, il suffit de (il faut d’ailleurs aussi) montrer que
ordres=s0r(s,ψ, τ) = 0.
Par la formule de produit, on se ramène au cas où τ est une série discrète et on décompose ψ
comme en 6.1.1. Comme dans le cas p-adique le facteur faisant intervenir rG ne donne ni zéro
ni pôle car il ne dépend que de τ et est calculé en s0 > 0. Les autres termes sont : (les notations
sont celles de 6.1.1)
×
(ρ,b)
L
(
τ × δ, s − (b − 1)/2)/L(τ × δ, s + (b + 1)/2).
Il faut donc vérifier que ordres=s0L(τ × δ, s − (b − 1)/2) = 0 ; mais cette démonstration a été
faite en 6.1.4. Cela termine la preuve.
7. Applications aux séries d’Eisenstein
Ici on fixe un corps de nombres, k. On note encore rG la représentation
∧2 (resp. Sym2)
de tout groupe linéaire si G est un groupe symplectique ou orthogonal pair (resp. un groupe
C. Mœglin / Advances in Mathematics 228 (2011) 1068–1134 1121orthogonal impair). On fixe aussi une représentation automorphe de carré intégrable π de G.
On note πGL la représentation du groupe linéaire convenable associé par Arthur à π ; on écrit
πGL ×(ρ′,b′)∈Jord(πGL) Speh(ρ′, b′) ; ceci définit Jord(πGL). Une des propriété clé de cette re-
présentation est d’être θ -discrète, c’est-à-dire que l’ensemble Jord(πGL) est sans multiplicité et
pour chaque couple (ρ′, b′), ρ′ est autocontragrédiente et la parité de b′ est déterminé par le
« type » de ρ′, c’est-à-dire que b′ est pair si L(ρ′, rG, s) a un pôle en s = 1 et impair sinon.
Soit ρ une représentation cuspidale unitaire d’un groupe GL. On a l’analogue global de
r(s, τ,ψ), noté r(s, ρ,πGL) avec :
r
(
s, ρ,πGL
):= L(ρ × πGL, s)
L(ρ × πGL, s + 1)
L(ρ, rG,2s)
L(ρ, rG,2s + 1) .
Comme toutes les fonctions L intervenant sont des fonctions pour des groupes GL, on connaît
assez leurs pôles en tout point s = s0 ∈ R1/2. En un tel point :
ordres=s0r
(
s, ρ,πGL
)
−1.
Et cet ordre vaut −1 exactement quand s0 est un demi-entier et les 2 conditions ci-dessous sont
satisfaites :
(1) soit s0 = 1/2 et L(ρ, rG, s) a un pôle en s = 1 soit s0  1 et πGL écrit sous-forme d’induite
de représentations de Speh a dans cet induction le facteur Speh(ρ,2s0 − 1) ;
(2) pour tout ρ′, b′ tel que πGL écrit sous-forme d’induite de représentations de Speh a dans cet
induction le facteur Speh(ρ, b′), avec b′ = 2s0, L(ρ × ρ′,1/2) = 0.
Pour s ∈ R, on considère les séries d’Eisenstein E(ρ × π, s). On fixe aussi s0 ∈ R>0
et on suppose que le caractère infinitésimal de l’induite ρ| |s0 × π est entier régulier et
que π a de la cohomologie à l’infini. On a le théorème suivant (essentiellement démontré
en [24]) :
Théorème. En s = s0, les séries d’Eisenstein E(ρ ×π, s) ne sont pas holomorphes seulement si
ordres=s0r(s, ρ,πGL) = −1. De plus le pôle en s = s0 est d’ordre au plus 1.
En effet en [24, 3.6], on a montré que l’holomorphie des opérateurs d’entrelacement locaux,
en les places p-adiques, normalisés, notés Nψ(s, . . .) en s = s0 entraîne l’holomorphie de tous
les opérateurs d’entrelacement normalisés qui calculent les termes constants des séries d’Eisen-
stein considérées. Grâce à 5.2, on a donc cette propriété d’holomorphie pour tous les opérateurs
d’entrelacement à considérer. Pour les places archimédiennes, l’holomorphie est facile car on a
montré comment remplacer la représentation ρv × πv par une induite dans la chambre de Weyl
positive (6.1.2) ; a priori on n’est que dans la fermeture de la chambre de Weyl positive, et il faut
donc normaliser les opérateurs d’entrelacement pour avoir l’holomorphie ; mais la régularité du
caractère infinitésimal permet de montrer comme en 6.2 que ces facteurs de normalisation n’ont
ni zéro ni pôle.
Les pôles des séries d’Eisenstein ne viennent donc que des facteurs de normalisation de [24,
2.3]. On a calculé ces facteurs de normalisation en [24], ce qui est très facile, et avec l’hy-
pothèse de régularité sur le caractère infinitésimal, le pôle est au plus d’ordre 1. De plus si
un tel facteur de normalisation a un pôle alors il en est de même de la fonction r(s, ρ,π)
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rème.
Dans tout ce qui suit, on suppose que les hypothèses du théorème sont satisfaites : π a de
la cohomologie à l’infini et l’induite ρ| |s0 × π a un caractère infinitésimal entier régulier et
on suppose que ordres=s0r(s, ρ,πGL) = −1. On décrit d’abord a priori la représentation qui va
déterminer l’existence d’un résidu non nul ; pour le faire on n’a besoin que de la condition (1)
ci-dessus, pas la condition (2).
Par définition, la représentation π+ est l’image de l’opérateur d’entrelacement normalisé par
la fonction r(s, ρ, τ ) :
ρ| |s × π → ρ| |−s × π
calculé en s = s0. Plus précisément :
soit v une place finie, on a défini π+v en partant de πv en 5.3.2 ; soit v une place archimédienne,
on note π+v l’unique quotient irréductible de l’induite ρv| |s0 ×πv . Et on pose π+:=
⊗
v πv ; dans
certains cas, π+ = 0 et si cette représentation n’est pas nulle on ne sait pas que cette représen-
tation est automorphe de carré intégrale ; on montre ici qu’elle est de carré intégrable quand les
conditions (1) et (2) du théorème précédent sont satisfaites car se réalisant dans les résidus. La
réciproque est certainement aussi vraie mais on renvoie à 7.4 pour expliquer ce qui manque pour
la montrer.
Le but de cette section est de montrer que s0 vérifiant les conditions nécessaires du théorème
est un pôle si et seulement si π+ est non nul ; dans le cas où π est cuspidal c’est exactement cela
que l’on démontre et dans le cas général, pour le faire, on ajoute l’hypothèse que, π+v a de la
cohomologie si v est une place archimédienne et que les représentations automorphes irréduc-
tibles ayant de la cohomologie interviennent avec multiplicité au plus 1 dans le spectre discret
des groupes classiques de même type que G. On démontre alors aussi que l’espace des résidus
est irréductible quand il n’est pas nul.
7.1. Le cas de rang 1
On suppose ici que π est une représentation cuspidale ayant de la cohomologie à l’infini et
on suppose encore que le caractère infinitésimal de l’induite ρ| |s0 × π est entier et régulier. Et
ce cas est alors très simple.
Théorème. L’espace des résidus ((s − s0)E(ρ×π, s))s=s0 est non nul exactement quand π+ est
non nul et alors la représentation ainsi définie est irréductible isomorphe à π+.
On sait que l’espace des résidus ((s − s0)E(ρ ×π, s))s=s0 a une projection nulle sur l’espace
des formes automorphes cuspidales ([30, 1.3.4] pour la définition de cette projection). Et toute
fonction non nulle dans cet espace de résidus a exactement un terme constant cuspidal non nul,
c’est celui qui est relatif au parabolique maximal de Levi, GL(dρ) × G. Et ce terme constant
appartient à l’image de l’opérateur d’entrelacement
⊗′
v Nψ(ρ ×π, s0) (c’est un calcul facile fait
en [30, II.1.7]). On a vu que l’image de cet opérateur est exactement π+, c’est-à-dire est nul
exactement si π+ est nul et est isomorphe à cette représentation sinon. D’où le théorème.
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On veut le même résultat que dans le cas de rang 1 mais j’ai besoin d’une hypothèse de
multiplicité 1. La formule de multiplicité annoncée par Arthur, donne la multiplicité de π+ en
fonction de multiplicités locales ; on sait que ces multiplicités locales sont au plus 1 aux places
p-adiques [25,27] et si l’on admet que π+∞ a de la cohomologie et que les paquets d’Arthur
sont aussi ceux d’Adams–Johnson dans ce cas, il résulte aussi de [1] que la multiplicité locale
aux places archimédiennes est au plus 1. Ainsi la formule de multiplicité d’Arthur donne au
plus 1. On prend donc ici l’hypothèse raisonable que l’on sait a priori que les représentations
automorphes de carré intégrable ayant de la cohomologie à l’infini interviennent avec multiplicité
1 dans le spectre discret.
On introduit les notations suivantes : soit π ′ une représentation automorphe de carré inté-
grable d’un groupe classique explicitement réalisée. Soit ρ′ une représentation cuspidale unitaire
d’un GL(d ′) (cela définit d ′) et soit s′ ∈ R. On suppose que le groupe classique portant π ′ admet
un sous-groupe parabolique standard maximal dont le Levi est isomorphe à GL(d ′)× un groupe
classique, sinon la notation est vide. On note π ′[ρ′, s′], la projection de l’espace des termes
constants de π ′ le long du radical unipotent du parabolique standard sur la représentation cuspi-
dale ρ′| |−s′ de GL(d ′) (cf. [30, 1.3.4]). La non nullité de π ′[ρ′, s′] impose des conditions fortes
à ρ′, s′ en particulier s′ est nécessairement strictement positif et est un demi-entier (ici aussi on
utilise les résultats annoncés d’Arthur).
Dans le théorème ci-dessous, s0 vérifie les conditions nécessaires de 7 et si π+ est non nulle,
on suppose que π+ a de la cohomologie.
Théorème.
(i) L’espace des résidus ((s − s0)E(ρ × π, s))s=s0 est non nul exactement quand π+ est non
nulle et la représentation ainsi définie est alors irréductible isomorphe à π+.
(ii) Soit ρ′, s′ un couple formé d’une représentation cuspidale unitaire d’un GL(dρ′) et d’un
demi-entier strictement positif ; on suppose que π+[ρ′, s′] = 0. Alors, il existe une re-
présentation de carré intégrable π ′ d’un groupe classique de même type que G tel que
π+ = ((s′ − s′0)E(ρ′ ×π ′, s′))s′=s′0 . C’est une égalité dans l’espace des formes automorphes
du groupe convenable.
On montre (i) et (ii) simultanément par récurrence sur le nombre S(π˜) défini pour toute re-
présentation de carré intégrable, π˜ d’un groupe classique de même type que G par la formule :
S(π˜):=∑(ρ′,b′)∈Jord(π˜)(b′ − 1).
Initions la récurrence : on suppose que S(π) = 0. On sait alors que π est cuspidale (cf. par
exemple les conditions nécessaires [24, 1.3]). Alors (i) est démontré même dans sa version plus
forte en 7.1 et le (ii) est clair car la non nullité entraîne que ρ′  ρ et s′ = s0.
On fixe un entier N > 0 et on suppose que (i) et (ii) sont démontrées pour toutes les repré-
sentations π˜ ayant de la cohomologie et telles que S(π˜) < N . On suppose que S(π) = N et on
démontre (i) et (ii).
On suppose d’abord que π+ = 0 ; on calcule les termes constants
(
(s − s0)E(ρ × π, s)
) [ρ, s0]s=s0
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de l’opérateur d’entrelacement standard (s − s0)M(ρ| |s × π) évalué en s = s0 appliqué à l’in-
duite ρ| |s0 × π . Cet opérateur n’est autre que l’opérateur d’entrelacement normalisé et l’image
est donc π+. Ainsi l’espace des résidus est certainement non nul.
On suppose maintenant que l’espace des résidus est non nul et on montre que π+ = 0 et
l’identification de π+ avec l’espace des résidus. On sait que l’espace des résidus est formé de
formes automorphes de carré intégrable : en effet la régularité du caractère infinitésimal de l’in-
duite ρ| |s0 ×π assure que (ρ,2s0 +1) /∈ Jord(πGL), les hypothèses de [24, 1.2.2] sont satisfaites
et cette référence donne le résultat.
On fixe une sous-représentation irréductible, disons π ′′ (la notation va disparaître rapidement),
de cet espace et on va montrer qu’elle est isomorphe à π+, avec la multiplicité 1, cela suffira.
Pour montrer cela, on va montrer que pour tout ρ′, s′0 tel que π ′′[ρ′, s′0] = 0, l’ensemble de ces
termes constants vus comme sous-module de l’induite global de ρ′| |−s′0 × A(G(k)\G(A)) est
une sous-représentation isomorphe à π+.
D’après ce que l’on a vu ci-dessus, si (ρ′, s′0) = (ρ0, s0), le résultat est clair. On suppose
donc qu’il n’en est pas ainsi. On sait alors, par le calcul facile des termes constants des séries
d’Eisenstein (cf. [30, II.1.7]) que la projection des termes constants de π , π[ρ′, s′0], est non nulle ;
ainsi π n’est pas cuspidal et on lui applique (ii) : π = ((s′ − s′0)E(ρ′ × π ′, s′))s′=s′0 pour un bon
choix de représentation de carré intégrable π ′. On change un peu les notations pour qu’elles
soient plus explicites en remplaçant ρ par ρ| |s et ρ′ par ρ′| |s′ . D’où :
(
(s − s0)E
(
ρ| |s × π, s))
s=s0 =
(
(s − s0)
((
s′ − s′0
)
E
(
ρ| |s × ρ′| |s′ × π ′, s, s′))
s′=s′0
)
s=s0 . (1)
On ne peut pas enlever les parenthèses dans le terme de droite et on doit distinguer suivant le
signe de s0 − s′0.
On suppose d’abord que s0  s′0. Sous cette hypothèse, la fonction méromorphe de s, s′ valant
(s − s0)(s′ − s′0)E(ρ| |s × ρ′| |s
′ × π ′, f ) où f est une fonction dans la bonne induite globale,
est holomorphe au voisinage de s = s0, s′ = s′0. Pour calculer le terme de droite ci-dessus, on
peut évaluer dans l’ordre que l’on veut. On note σ1,2 l’élément du groupe de Weyl de GL(d +d ′)
qui échange les facteurs GL(d)× GL(d ′) et de longueur minimale dans sa double classe. Pour f
comme ci-dessus M(σ1,2, s − s′)f est bien défini ([29, 1.10] dit que les pôles de M(σ1,2, s − s′)
sont ceux de L(ρ × ρ′ ∗, s − s′)/L(ρ × ρ′ ∗, s − s′ + 1) qui n’en a pas) et on a l’équation fonc-
tionnelle, qui est une égalité de fonctions méromorphes :
(s − s0)
(
s′ − s′0
)
E
(
ρ| |s × ρ′| |s′ × π ′, f )
= (s − s0)
(
s′ − s′0
)
E
(
ρ′| |s′ × ρ| |s × π ′,M(σ1,2, s − s′)f ). (2)
Le terme de gauche est une bonne fonction holomorphe au voisinage de s = s0, s′ = s′0 alors que
pour le terme de droite, il faut prendre plus de précaution. En effet soit f ′ une fonction dans
l’induite ρ| |s′0 × ρ| |s0 × π ′ ; on construit la fonction méromorphe (s − s0)(s′ − s′0)E(ρ′| |s
′ ×
ρ| |s × π ′, f ′). Cette fonction n’a aucune raison d’être holomorphe en s = s0, s′ = s′0 par contre
elle l’est si on la calcule d’abord sur l’hyperplan s = s0 puis en s′ = s′0. En faisant cela on garde
l’égalité de (2). Avec cette égalité, on calcule les termes constants relativement à ρ′, s′0 pour la
série d’Eisenstein associée à f grâce à l’analogue pour la série d’Eisenstein associée à la fonction
f ′:=M(σ1,2, s0 − s′ )f . Ainsi les termes constants0
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(s − s0)E
(
ρ| |s × ρ′| |s′ × π ′, s, s′))
(s=s0)
[
ρ′, s′0
]
↪→ ((s′ − s′0)((s − s0)E(ρ′| |s′ × ρ| |s × π ′, s′, s))s=s0)s′=s′0[ρ′, s′0].
On sait calculer le terme de droite c’est l’image par l’opérateur d’entrelacement convenable
ρ′| |s′0 × ((s − s0)E(ρ| |s × π ′, s))s=s0 → ρ′| |−s′0 × ((s − s0)E(ρ| |s × π ′, s))s=s0 .
Il faut identifier cette représentation. On considère le diagramme où les opérateurs d’entrelace-
ment sont les opérateurs d’entrelacement standard :
ρ| |s × ρ′| |s′ × π ′
M(σ1,2,s−s′)
M(w,s,s′)
ρ′| |s′ × ρ| |s × π ′
M(w′,s′,s)
ρ| |−s × ρ′| |−s′ × π ′ ρ′| |−s′ × ρ| |−s × π ′.
M(σ2,1,s−s′)
On pose :
N
(
w, s, s′
):=(s − s0)(s′ − s′0)M(w, s, s′) et N(w′, s′, s):=(s − s0)(s′ − s′0)M(w′, s, s′).
On a alors encore un diagramme commutatif
ρ| |s × ρ′| |s′ × π ′
M(σ1,2,s−s′)
N(w,s,s′)
ρ′| |s′ × ρ| |s × π ′
N ′(w′,s′,s)
ρ| |−s × ρ′| |−s′ × π ′ ρ′| |−s′ × ρ| |−s × π ′.
M(σ2,1,s−s′)
Tous les opérateurs considérés sont holomorphes en s = s0, s′ = s′0 sauf précisément N(w′, s′, s) ;
cet opérateur doit être calculé d’abord sur l’hyperplan s = s0 puis en s′ = s′0. On note
N ′(w, s′0, s0) le résultat de ce calcul. Pour les opérateurs M(σ1,2, s − s′) et M(σ2,1, s − s′),
on utilise [29, I.10], comme ci-dessus. Le diagramme est commutatif.
Par hypothèse, on sait que N ′(w, s′0, s0) ◦M(σ1,2, s0 − s′0) est non identiquement 0 ; cet opé-
rateur a alors pour image la représentation irréductible image de N ′(w, s′0, s0) ; on note π ′+ cette
représentation.
Les deux représentations sur une même colonne du diagramme sont en dualité naturelle ; et
dans ces dualités M(σ2,1, s− s′) est l’application duale de M(σ1,2, s− s′). C’est-à-dire, que pour
x dans l’induite en haut à gauche et y∗ dans l’induite en bas à droite, on a :
〈
M
(
σ1,2, s0 − s′0
)
x, y∗
〉= 〈x,M(σ2,1, s0 − s′0)y∗〉.
Soit y, y′ dans l’induite en haut à droite (au point s = s0, s′ = s′0) ;〈
N ′
(
w′, s′ , s0
)
y, y′
〉= 0 ⇐ si y ou y′ ∈ KerN ′(w′, s′ , s0).0 0
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la représentation irréductible, π ′+  (ρ′| |s′0 × ρ| |s0 × π ′)/KerN ′(w′, s′0, s0). Soit x ∈ ρ| |s0 ×
ρ′| |s′0 × π ′ tel que N ′(w, s′0, s0) ◦M(σ1,2, s0 − s′0)(x) = 0. Comme l’image de M(σ1,2, s0 − s′0)
n’est pas incluse dans le noyau de N ′(w′, s′0, s0), avec les propriétés que l’on vient de voir, il
existe x′ ∈ ρ| |s0 × ρ′| |s′0 × π ′ tel que :
〈
M
(
σ1,2, s0 − s′0
)
x′,N ′
(
w, s′0, s0
) ◦M(σ1,2, s0 − s′0)(x)〉 = 0.
Cela vaut aussi
〈
x,M
(
σ2,1, s0 − s′0
)
N ′
(
w, s′0, s0
) ◦M(σ1,2, s0 − s′0)(x)〉= 〈x,N(w, s0, s′0)x〉 = 0.
Ainsi l’opérateur N(w, s0, s′0) est non nul et son image π+ est aussi non nulle. Au passage,
on a montré que N ′(w′, s′0, s0) calculé comme expliqué est non nul et son image qui est une
représentation irréductible est isomorphe à π+ par la commutativité du diagramme. On a la suite
d’application
(
(s − s0)E(ρ × π, s)
)
s=s0
[
ρ′, s′0
]
= ((s − s0)(s′ − s′0)E(ρ × ρ′ × π ′, s, s′))s′=s′0,s=s0[ρ′, s′0]
↪→ ρ′| |−s′0 × ((s − s0)E(ρ × π ′, s)s=s0)→ ρ′| |−s′0 × ((s − s0)E(ρ × π ′, s)s=s0)[ρ, s0].
La dernière flèche est non nulle et elle est alors nécessairement injective car par l’hypothèse de
récurrence ×((s − s0)E(ρ × π ′, s))s=s0 est irréductible. Le composé de ces applications repré-
sente la projection des termes constant de ((s − s0)E(ρ × π, s))s=s0 sur ρ′| |−s
′
0 ⊗ ρ| |−s0 ; cet
espace n’est autre que l’image de
ImN
(
w′, s′0, s0
) ◦M(σ1,2, s0 − s′0)ρ| |s0 × ρ′| |s′0 × π ′.
On vient de voir que cette image est isomorphe à π+ d’où l’isomorphisme cherché pour terminer
la preuve de (i) dans le cas où s0  s′0. On prouve aussi (ii) dans ce cas : l’égalité (2) (qui est une
équation fonctionnelle) donne
(
(s − s0)
(
s′ − s′0
)
E
(
ρ × ρ′ × π ′, s, s′, f ))
s=s0,s′=s′0
= ((s − s0)((s′ − s′0)E(ρ′ × ρ × π ′, s, s′,M(σ1,2, s0 − s′0)f ))s′=s′0)s=s0 .
Ceci inverse ρ et ρ′ et prouve (ii) dans ce cas.
Il faut maintenant considérer le cas où s0  s′0 ; le cas s0 = s′0 a déjà été traité mais on le
retrouve aussi ici. On considère le composé des entrelacements :
N
(
w, s, s′
) : ρ| |s × ρ′| |s′ × π ′ → ρ| |−s × ρ′| |−s′ × π ′
(c’est la même notation que ci dessus) avec M ′(σ1,2, s′ − s) qui correspond à l’échange de
ρ| |−s × ρ′| |−s′ × π ′ → ρ′| |−s′ × ρ| |−s × π ′. Ici M ′(σ1,2, s′ − s) est holomorphe au voisinage
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sur s = s0 pour avoir l’holomorphie en (s, s′) = (s0, s′0). On revient à (1) ci-dessus ; on calcule
les termes constants du membre de gauche relativement à ρ′, s′0 et on trouve un sous-module de
l’induite ρ′| |−s′0 × ((s − s0)E(ρ × π ′, s))s=s0 . Cet espace est donc non nul, a fortiori. On ap-
plique (i) par récurrence à π ′ qui donne l’irréductibilité de l’espace ((s − s0)E(ρ × π ′, s))s=s0 .
Cette irréductibilité assure que l’application qui a un résidu associe son terme constant relatif à
ρ| |−s0 est injective et que l’espace ainsi engendré est l’image de l’opérateur d’entrelacement
normalisé évident. On calcule alors les termes constants du 2e membre de (1) relativement
à ρ′| |−s′0 ⊗ ρ| |−s0 et on obtient un espace non nul. Ces termes constants sont l’image de
M ′(σ1,2, s′0 − s0) ◦ N(w, s0, s′0). Donc en particulier N(w, s0, s′0) est non nul ; son image est
π+ ce qui donne la non nullité cherchée de π+. De plus les termes constants cherchés, sont
l’image de M ′(σ1,2, s′0 − s0) ◦N(w, s0, s′0) et forment une représentation isomorphe à π+. Cela
termine la preuve de (i). Montrons encore (ii) dans ce cas.
On a ici le diagramme commutatif
ρ| |s × ρ′| |s′ × π ′
N(w,s,s′)
ρ′| |s′ × ρ| |s × π ′
M ′(σ1,2,s′−s)
N(w′,s′,s)
ρ| |−s × ρ′| |−s′ × π ′
M ′(σ2,1,s′−s)
ρ′| |−s′ × ρ| |−s × π ′.
Toutes les flèches sont holomorphes en s = s0, s′ = s′0 sauf N(w, s, s′) qu’il faut calculer d’abord
sur s′ = s′0 puis sur s = s0. Le diagramme est toujours commutatif après cette évaluation. On sait
que M ′(σ2,1, s′0 −s0)◦N(w, s0, s′0) ≡ 0. Ceci est encore équivalent à ce que π+ ne soit pas inclus
dans le noyau de M ′(σ2,1, s′0 − s0). Par dualité comme on l’a vu précédemment, ceci montre que
l’image de M ′(σ1,2, s′0 − s0) n’est pas incluse dans le noyau de N(w, s′0, s′0). D’où aussi
N
(
w′, s′0, s0
)= M ′(σ2,1, s′0 − s0) ◦N(w, s0, s′0) ◦M ′(σ1,2, s′0 − s0) ≡ 0.
Comme l’image de N(w′, s′0, s0) est irréductible quand elle n’est pas nulle, cette image est né-
céssairement isomorphe à π+. Ainsi π+ se réalise dans les résidus :
((
s′ − s′0
)
(s − s0)E
(
ρ′ × ρ × π ′, s′, s)
s=s0,s′=s′0
)
.
Le terme entre parenthèse peut se calculer d’abord sur s = s0 puis sur s′ = s′0 par holomorphie.
On utilise ici encore le fait que π+ est égal à l’espace des résidus ((s − s0)E(ρ × π, s)s=s0) par
l’irréductibilité de (i) que l’on vient de prouver. On obtient donc (ii). Cela termine la preuve.
7.3. Remarque sur les pôles des séries d’Eisenstein
Dans cet remarque on donne un exemple d’une série d’Eisenstein formée avec un parabolique
maximal et une représentation non de carré intégrable du Levi de ce parabolique ayant un pôle
d’ordre 1 et dont l’espace des résidus est de carré intégrable.
Soit M un sous-groupe de Levi de G de la forme GL(d) × GL(d ′) × G′ pour G′ un sous-
groupe de G de même type que G ; on fixe ρ,ρ′ des représentations cuspidales irréductibles et
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ductible de G′ ; on définit donc, en suivant Arthur, la représentation π ′GL, θ -discrète du groupe
linéaire qui paramétrise le paquet de représentations de carré intégrable contenant π ′.
Soit s0, s′0 des demi-entiers positifs strictement et on suppose que s0 = s′0 + 1/2. On suppose
que les quotients de Langlands des représentations ρv| |s0 × ρ′v| |s
′
0 × π ′v aux places archimé-
diennes v ont de la cohomologie pour un bon système de coefficients.
On suppose aussi que ordres=s0r(s, ρ,π ′GL)= −1. On note t :=ordres=1/2L(ρ × ρ′, s) et on
suppose que ordres′=s′0r(s, ρ
′,π ′GL) = t−1 ; cela veut dire que Jord(π ′GL) contient (ρ′,2s′0 −1)
et (ρ,2s0 − 1)= (ρ,2s′0) et que pour tout autre élément de la forme (ρ′′, b′′), si b′′ = 2s′0, L(ρ ×
ρ′′,1/2) = 0 et si b′′ = 2s0, L(ρ × ρ′′,1/2) = 0.
En termes plus explicites, écrivons π ′GL = ×(ρ′′,b′′)∈Jord(π ′GL) Speh(ρ′′, b′′) ; le fait que
ordres=s0r(s, ρ,π ′GL) = −1 assure que Jord(π ′GL) contient (ρ,2s0 − 1). On rappelle que par
hypothèse 2s0 − 1 = 2s′0. Ainsi, la fonction r(s′, ρ′,π ′GL) contient le facteur
L(ρ × ρ′, s′ − s0 + 1)
L(ρ × ρ′, s′ + s0) =
L(ρ × ρ′, s′ − s′0 + 1/2)
L(ρ × ρ′, s′ + s′0 + 1/2)
et les autres termes de cette fonction ne fournissent aucun zéro mais fournissent un pôle.
Remarque 1. On suppose que π ′ est cuspidale et que L(ρ×ρ′,1/2)= 0, c’est-à-dire que t  1.
Alors les séries d’Eisenstein E(ρ′ ×π ′, s′) sont holomorphes en s′ = s′0 et on note π˜ ′ la représen-
tation automorphe qu’elles engendrent. Les séries d’Eisenstein E(ρ × π˜ ′, s) sont holomorphes
en s = s0 si t > 1 et si t = 1 elles peuvent avoir un pôle en ce point. Dans ce cas l’espace des
résidus ((s − s0)E(ρ × π˜ ′, s)s=s0) est inclus dans l’ensemble des formes automorphes de carré
intégrable.
La première assertion concernant l’holomorphie des séries d’Eisenstein est un cas particulier
du théorème 7 puisque r(s′, ρ′,π ′GL) n’a pas de pôle en s′ = s′0. On étudie les séries d’Eisenstein
dépendant des variables s, s′ au voisinage de s0, s′0 : E(ρ × ρ′ × π ′, s, s′).
On calcule tous les termes constants ; ceux-ci sont donnés par des opérateurs d’entrelacement
partant de l’induite ρ| |s × ρ′| |s′ × π ′. Il y en a 8 :
l’identité qui est clairement holomorphe ;
ρ| |s × ρ′| |s′ × π ′ → ρ′| |s′ × ρ| |s × π ′ holomorphe car s > s′ dans le voisinage considéré
et nécessairement ρ  ρ′ par l’assertion d’existence de cohomologie ; on remarque pour la suite
que le facteur global fait apparaître L(ρ × ρ′, s − s′) qui a un zéro en s − s′ = 1/2 ;
ρ| |s ×ρ′| |s′ ×π → ρ| |s ×ρ′| |−s′ ×π qui est holomorphe en s = s0 et s′ = s′0 car la fonction
r(s′, ρ′,π ′GL) n’a pas de pôle en s′ = s′0 ;
en composant avec un opérateur n’ayant clairement pas de pôles on a aussi l’holomorphie en
s = s0, s′ = s′0 de l’opérateur d’entrelacement ρ| |s × ρ′| |s
′ × π → ρ′| |−s′ × ρ| |s × π ;
ρ| |s × ρ′| |s′ × π → ρ′| |s′ × ρ| |−s × π , a un pôle sur (s − s0) (en général) d’ordre un qui
vient de la fonction r(s, ρ,π ′GL) en s = s0 mais on a aussi un facteur L(ρ × ρ′, s − s′) qui vient
de l’échange des deux premiers facteurs ; on a donc holomorphie sur l’hyperplan s′ = s′0 ;
en composant avec un opérateur n’ayant clairement pas de pôles on a aussi l’holomorphie sur
l’hyperplan s′ = s′ de l’opérateur ρ| |s × ρ′| |s′ × π → ρ| |−s × ρ′| |s′ × π ;0
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parce qu’il s’obtient en combinant le précédent avec l’opérateur ρ′| |s′ × π ′ → ρ′| |−s′ × π ′ que
l’on a déjà étudié (c’est le 3e ci-dessus) ;
par contre l’opérateur ρ| |s ×ρ′| |s′ ×π → ρ′| |−s′ ×ρ| |−s ×π est identiquement 0 sur s′ = s′0
si t > 1 à cause de l’ordre de la fonction r(s′, ρ′,π ′GL) sur cet hyperplan. Par contre si t = 1
cette fonction globale est inversible et la fonction r(s, ρ,π ′,GL) fournit alors un pôle d’ordre 1
en s = s0. Pour être sûr qu’il y ait bien un pôle, il faut que les opérateurs d’entrelacement locaux
n’aient pas de zéro après normalisation par le produit des fonctions r(s′, ρ′,π ′GL)r(s, ρ,π ′GL).
Mais rien ne force ces opérateurs à avoir un zéro : un cas où on n’a sûrement pas de zéro est le
cas où les fonctions locales normalisant les opérateurs d’entrelacement sont holomorphes et pour
cela il suffit que pour tout (ρ′′, b′′) ∈ Jord(π ′GL) on ait s′0 > (b′′ − 1)/2 et ceci est possible car
les seuls (ρ′′, b′′) imposés sont (ρ,2s0 − 1)= (ρ,2s′0) et (ρ′,2s′0 − 1).
Ainsi si on calcule les fonctions (s − s0)E(ρ| |s × ρ′| |s′ × π ′, f ) (pour f une section de
l’induite) sur l’hyperplan s′ = s′0 puis en s = s0, le résultat est une forme automorphe dont le
seul terme constant non nul est dans l’induite ρ′| |−s′0 × ρ| |−s0 × π ′ ; elle est donc de carré
intégrable et nécessairement irréductible.
La preuve de la remarque est terminée. On va encore montrer comment l’espace des résidus,
quand il est de carré intégrable s’obtient autrement et de façon conforme à nos résultats. Ici pour
pourvoir utiliser 7.2, on suppose que l’on sait a priori que les représentations de carré intégrable
irréductible ayant de la cohomologie interviennent avec multiplicité 1 dans le spectre discret.
Remarque 2. On garde les hypothèses et notations précédentes et on note σ la représentation de
carré intégrable définie par les résidus de la remarque 1 ; on suppose que σ est non nulle. Alors
la représentation π ′+:=((s − s0)E(ρ| |s × π ′, s))s=s0 est de carré intégrable et
σ = ((s′ − s′0)E(ρ′| |s′ × π ′+, s′))s′=s′0 .
Le fait que π ′+ est de carré intégrable est évident (cf. 7.1). On a le diagramme commutatif
d’opérateur d’entrelacement globaux :
ρ| |s × ρ′| |s′ × π ′ ρ′| |s′ × ρ| |s × π ′
ρ′| |−s′ × ρ| |−s × π ′  ρ′| |−s′ × ρ| |−s × π ′.
On regarde en toute place pour garder la commutativité, on ajoute les normalisations : pour la
ligne du haut c’est la normalisation de Langlands–Shahidi et pour les colonnes ce sont celles que
l’on a utilisées ici. On sait que la flèche de droite a une image nulle ou irréductible et on identifie
alors le produit tensoriel en toute place de ces images à
((
s′ − s′0
)(
(s − s0)E
(
ρ′ × ρ × π ′, s′, s)
s=s0
)
s′=s′0
);
pour cela on utilise d’abord 7.1 puis 7.2(i). Avec la commutativité du diagramme ci-dessus,
l’espace des résidus de la remarque est inclus dans celui que l’on vient d’écrire ; cela est conforme
à 7.2(ii) et donne la remarque
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Notre but, expliqué en [24], est d’obtenir des conditions nécessaires et suffisantes sur les para-
mètres d’Arthur pour savoir quand une représentation automorphe irréductible de carré intégrable
n’est pas cuspidale. Le travail fait ici, dans le cas des représentations automorphes ayant de la
cohomologie, clôt presque la question et on va expliquer ce qui manque pour conclure. On admet
ici que toute représentation automorphe ayant de la cohomologie intervient avec multiplicité au
plus 1 dans le spectre discret des groupes de même type que G.
Soit σ une forme automorphe de carré intégrable ayant de la cohomologie. On a montré
en [24] que si σ n’est pas cuspidale, il existe une représentation de carré intégrable π d’un groupe
de même type que G, une représentation cuspidale autoduale ρ d’un groupe GL convenable et
un demi-entier s0 tel que
σ ↪→ ((s − s0)E(ρ × π, s)s=s0). (1)
On a en plus précisé comment s’obtient πGL le paramètre du paquet de π à partir de σGL le
paramètre du paquet de σ .
Avec les notations introduites dans cet article et en particulier en 7.2 on sait que (1) est équi-
valent à ce que σ = π+ ; on a sûrement la non nullité. Cela veut dire qu’en toute place v,
σv = π+v . En 5.3.2 on a construit π+v en fonction de πv , ici on fait l’inverse, en ayant σv on
construit des paramètres pour une représentation dans le paquet associé à πGL. Il y a une condi-
tion pour que ce soit possible : aux places archimédiennes, il faut que σv soit un quotient de
Langlands convenable et aux places p-adiques il faut que les paramètres de σv soient dans
l’image de 5.3.2 et la non surjectivité est celle de 2.5.2 : cette référence s’applique par étage
comme expliqué en 5.3.2 et c’est dans les cas où il faut t+0 = t0 + 1 qu’il y a un défaut de surjec-
tivité (c’est le même type de condition que dans le cas archimédien mais dans le cas archimédien
les hypothèses sont tellement simplificatrices que l’on ne voit pas la difficulté). Même sans avoir
tout rendu totalement explicite, on voit comment le fait que σv doit être de la forme π+v donne
des conditions nécessaires et quand ces conditions sont remplies on a des paramètres pour un
unique élément du paquet associé à πGL. On note cet élément σ−v , ici elle peut être 0 puisqu’elle
n’est connue que par ses paramètres. Et on doit nécessairement avoir :
π 
⊗
v
σ−v . (2)
Théorème. Pour que σ soit non cuspidal (on note Jord(σGL) les couples (ρ′, b′) tel que σGL 
Speh(ρ′, b′)), il faut et il suffit qu’il existe ρ une représentation cuspidale unitaire d’un certain
GL et s0 un demi-entier tels que
(3) soit s0 = 1/2 avec L(ρ, rG, s) a un pôle en s = 1, soit Jord(σGL) contient (ρ,2s0 − 1) ;
(4) pour tout (ρ′, b′) ∈ Jord(σGL) tel que b′ = 2s0, L(ρ × ρ′,1/2) = 0 ;
(5) pour toute place v, σ−v est défini et est non nulle ;
(6) la représentation σ−:=⊗v σ−v est une représentation automorphe de carré intégrable.
C’est un corollaire de 7.2 mais ce n’est pas satisfaisant car je pense que la condition (6) est
inutile et plus exactement qu’elle est conséquence de la construction de σ− à partir de σ ; si
on a en tête la formule de multiplicité annoncée par Arthur, la condition de signe qui doit être
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des paramètres, car le signe doit pouvoir se calculer en fonction des paramètres. C’est ce qui
reste à faire.
Appendice A
A.1. Propriétés des modules de Jacquet des représentations dans un paquet d’Arthur
Soit ψ un paramètre pour un paquet d’Arthur et soit π dans le paquet associé. On reprend les
notations (ρ′,A′,B ′, ζ ′) pour décrire Jord(ψ). Soit [x, y] un segment et on fixe ρ. On suppose
que ψ a bonne parité (pour simplifier)
Lemme. On suppose que Jacx,...,yπ = 0, alors il existe un ensemble fini [1, v] et pour tout i ∈
[1, v], (ρ,Ai,Bi, ζi) ∈ Jord(ψ) tel que ζ1B1 = x, Av  |y| et pour tout i ∈ [1, v[, Bi+1 Ai +1.
On a montré ce lemme en [26, 2.7] sous l’hypothèse supplémentaire |y|  |x| et x = 0.
C’est en fait le cas le plus difficile et on va montrer les cas restants. Les cas restants sont
les cas où 0 ∈ [x, y] : en effet si x = 0, le cas non traité est celui où |y| < |x|. Sup-
posons qu’il en soit ainsi ; le simple fait que Jacxπ = 0 nécessite qu’il existe (ρ,A,B, ζ )
avec ζB = x. Et clairement v = 1 et (ρ,A1,B1, ζ1) = (ρ,A,B, ζ ) convient. On suppose
donc dans ce qui suit que 0 ∈ [x, y] et que |y| > |x|. Remarquons qu’il suffit de mon-
trer l’assertion suivante : il existe (ρ,A,B, ζ ) tel que ζB ∈ [x, y] et A  |y| : en effet on
sait déjà qu’il existe (ρ,A1,B1, ζ1) avec ζ1B1 = x et on fixe A1 maximum avec cette pro-
priété. Si A1  |y|, l’assertion du lemme est prouvée ; sinon on note ζ le signe de y et on
remarque que Jacx,...,ζ(A1+1)π = 0. On applique l’assertion momentanément admise qui as-
sure l’existe de (ρ,A2,B2, ζ2) ∈ Jord(ψ) avec ζ2B2 ∈ [x, ζ(A1 + 1)] et A2  (A1 + 1) ; on
fixe un tel choix avec A2 maximal. On remarque que B2  sup(|x|,A1 + 1) = A1 + 1. Si
A2  |y|, le lemme est démontré et sinon on continue : supposons que l’on ait construit une
suite d’éléments de Jord(ψ) indexée par [1, v] vérifiant toutes les propriétés du lemme sauf
Av  |y|. On a donc certainement encore Jacx,...,ζ(Av+1)π = 0 ; l’assertion admise donne l’exis-
tence de (ρ,Av+1,Bv+1, ζv+1) avec ζv+1Bv+1 ∈ [x, ζ(Av + 1)] et Av+1  Av + 1 ; d’où en-
core Bv+1  Av + 1 et on la suite d’éléments indexée par [1, v + 1] vérifie encore toutes
les conditions du lemme sauf éventuellement Av+1  |y|. En un nombre fini d’étapes, on
obtient aussi cette dernière condition. Il reste à montrer l’assertion admise. On la montre
d’abord pour les morphismes ψ ayant la propriété suivante : soit (ρ′,A′,B ′, ζ ′) ∈ Jord(ψ) ;
si ρ′  ρ, soit ζ ′B ′ ∈ [x, y] soit |y|  B ′. Sous ces hypothèses, on reprend les définitions
pour construire π à partir d’un paquet de représentations associé à des morphismes de res-
triction discrètes à la diagonale de SL(2,C) × SL(2,C) ; on doit faire « descendre » pour ar-
river aux éléments de Jord(ψ) de la forme (ρ,A′,B ′, ζ ′) avec ζ ′B ′ ∈ [x, y] car on peut
s’arranger pour que ces éléments soient plus petits (dans l’ordre fixé) que ceux ne véri-
fiant pas cette propriété (prendre par exemple l’ordre sur les «B ») ; on vérifie alors qu’il
existe
(1) un ensemble totalement ordonné de demi-entiers relatifs, E , tel que pour c ∈ E il existe
(ρ,A′,B ′, ζ ′) ∈ Jord(ψ) avec ζ ′B ′ ∈ [x, y] et |c|A′;
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seulement s’il existe (ρ,A′,B ′, ζ ′) ∈ Jord(ψ) avec ζ ′B ′ /∈ [x, y] et z = ζ ′B ′ et en particulier
z  |y| ;
(3) et une inclusion π ↪→×c∈E ρ| |c × σ .
La non nullité de Jacx,...,yπ entraîne la non nullité du même module de Jacquet pour l’induite
que l’on vient d’écrire en (3). Ainsi, avec (2), il existe c ∈ E avec |c| = |y|. En appliquant (1), on
obtient l’assertion cherchée.
On enlève maintenant l’hypothèse sur ψ ; en d’autres termes il faut considérer la situa-
tion suivante ; soit (ρ,A′,B ′, ζ ′) ∈ Jord(ψ) et supposons qu’il existe ψ ′ dominant ψ tel que
Jord(ψ ′) diffère de Jord(ψ) simplement en remplaçant (ρ,A′,B ′, ζ ′) ∈ Jord(ψ) par (ρ,A′ + 1,
B ′ + 1, ζ ′) ∈ Jord(ψ ′) et soit π ′ dans le paquet associé à ψ ′ tel que
π ′ ↪→ ρ′| |ζ ′(B ′+1) × · · · × ρ′| |ζ ′(A′+1) × π.
Dans cette situation, on suppose que le lemme est connu pour π ′ et que ζ ′B ′ /∈ [x, y] (en
particulier B ′ = 0) et il faut démontrer le lemme pour π . Par hypothèse Jacx,...,yπ = 0. Véri-
fions que [ζ ′B ′, ζ ′A′] ∩ [x, y] = ∅ : en effet si cette intersection est non vide, il y a a priori
deux possibilités, l’un des segments est inclus dans l’autre ou l’intersection est un segment
qui contient une des extrémités de [ζ ′B ′, ζ ′A′] et une extrémité de [x, y]. Le segment [x, y]
contient 0 et ne peut donc être inclus dans [ζ ′B ′, ζ ′A′], le segment [ζ ′B ′, ζ ′A′] n’est pas in-
clus dans [x, y] car ζ ′B ′ n’y est pas. Donc il reste la possibilité où soit ζ ′B ′ soit ζ ′A′ est
dans [x, y] ; on sait que ζ ′B ′ /∈ [x, y] par hypothèse ; on a donc soit B ′  |y| et a fortiori
ζ ′A′ /∈ [x, y] soit ζ ′B ′ est de signe opposé à y avec B ′ > |x|. Dans ce dernier cas ζ ′A′ est
aussi de signe opposé à y et a le signe de x en vérifiant aussi A′ > |x|. On sait alors que
pour tout z ∈ [x, y] et pour tout C ∈ [ζ ′(B ′ + 1), ζ ′(A′ + 1)] l’induite ρ| |z × ρ| |C pour le
GL convenable est irréductible. D’où aussi (avec (*) appliqué à π et à π ′) Jacx,...,yπ ′ = 0.
Le résultat connu pour π ′ montre l’existe de (ρ,A′′,B ′′, ζ ′′) ∈ Jord(ψ ′) avec ζ ′′B ′′ ∈ [x, y]
et A′′  |y| ; nécessairement (ρ,A′′,B ′′, ζ ′′) ∈ Jord(ψ) et on a le résultat pour π . Cela termine
la preuve.
A.2. Propriété d’irréductibilité
Soit ψ comme précédemment et soit π dans le paquet associé à ψ et soit aussi ρ une re-
présentation cuspidale unitaire d’un groupe GL et x ∈ R. Un problème important est de savoir
quand l’induite ρ| |x × π est réductible. Je n’ai pas la réponse en général ; on a besoin ici du cas
suivant :
Lemme. On suppose que ρ est autoduale que ψ est de bonne parité et que x = 0 vérifie : pour
tout (ρ,A,B, ζ ) ∈ Jord(ψ) soit A < |x| − 1 soit B > |x|. Alors pour tout π dans le paquet
associé à ψ , l’induite ρ| |x × π est irréductible.
On fixe ψ> un morphisme dominant ψ et tel que Jord(ψ>) contient tous les éléments
(ρ,A,B, ζ ) de Jord(ψ) tel que A < |x| − 1 et par contre pour tout (ρ,A,B, ζ ) ∈ Jord(ψ) tel
que B > |x| l’image correspondant dans Jord(ψ>), écrite (ρ,A + Tρ,A,B,ζ ,B + Tρ,A,B,ζ , ζ )
(cf. 2.2) vérifie Tρ,A,B,ζ  0. On fixe π dans le paquet associé à ψ et on note π> la re-
présentation dans le paquet associé à ψ> qui correspond à π . On remarque que ρ| |x × π et
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Jacxπ = Jacxπ> = 0 ; cette dernière assertion résulte de A.1 appliqué à y = x et du fait que pour
tout (ρ,A′,B ′, ζ ′) ∈ Jord(ψ), ζ ′B ′ = x par hypothèse. Il en est de même des induites ρ| |−x ×π
et ρ| |−x × π>. Pour démontrer l’irréductibilité, il suffit donc de montrer que Jac−xσ = 0 et
Jac−xσ> = 0 : en effet σ et σ> sont isomorphes à des quotients de ρ| |−x × π et ρ| |−x × π>
et par un simple calcul de module de Jacquet n’intervienent dans ces induites comme sous-
quotient qu’avec multiplicité 1. Admettons momentanément que Jac−xσ> = 0 et montrons que
Jacxσ = 0 : en effet on passe de π> à π en prenant des Jacζ ′C,...,ζ ′D pour des demi-entiers C D
qui vérifie tous qu’il existe (ρ,A′,B ′, ζ ′) ∈ Jord(ψ) avec B ′ > |x| et C  B ′ + 1. Donc en par-
ticulier pour tout C′ ∈ [C,D] l’induite ρ| |±x × ρ| |C′ est irréductible dans le GL convenable.
Ceci montre que σ s’obtient à partir de σ> en prenant les mêmes modules de Jacquet ; de plus
s’il existe σ ′> avec une inclusion σ> ↪→ ρ| |−x × σ ′> on a alors aussi par exactitude des modules
de Jacquet l’existence d’une représentation σ ′, tel que σ ↪→ ρ| |−x × σ . Ainsi l’irréductibilité de
ρ| |−x × π résulte de l’irréductibilité de ρ| |x × π>.
Montrons l’irréductibilité de ρ| |x × π> ; on peut évidemment supposer que x > 0. On sait
alors que l’opérateur d’entrelacement normalisé ρ| |x ×π → ρ| |−x ×π est holomorphe [26]. Le
facteur de normalisation n’a pas de pôle : avec les notations de 2.4, a0 = 1, b0 = 2x + 1 d’où
A0 = x = B0 et ζ0 = −. Ainsi l’opérateur d’entrelacement normalisé coïncide à un scalaire non
nul près à l’opérateur d’entrelacement standard qui est donc lui aussi holomorphe. Il suffit donc
de démontrer que cet opérateur d’entrelacement standard est injectif. Pour avoir ce résultat, on
montre qu’il existe :
un morphisme ψ ′ tel que la restriction de ψ ′ à WF fois la diagonale de SL(2,C) × SL(2,C)
est sans multiplicité Jord(ψ ′) contient tous les éléments (ρ, A˜, B˜, ζ ) avec B˜ > |x| de Jord(ψ>)
et d’autres éléments (ρ,C′,C′′, ζ ′′′) vérifiant C′ < |x| − 1;
une représentation π ′ dans le paquet associé à ψ ′ et un ensemble E comme dans la preuve
de A.1 avec pour tout z ∈ E , |z| < x − 1;
et une inclusion π> ↪→×z∈E ρ| |z × π ′.
La représentation ρ| |x × π ′ est irréductible parce que les hypothèses de [25, 6.4] sont satis-
faites ; les induites ρ| |z × ρ| |±x sont irréductibles pour tout z ∈ E dans le GL convenable car
|x − z| > 1. Donc l’entrelacement décrit appliqué au membre de droite de l’inclusion ci-dessus
est un isomorphisme et sa restriction à ρ| |x × π est injective. Ainsi σ> est un sous-module de
ρ| |−x × π> et c’est ce que l’on cherchait.
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