In this paper, we propose an integrated policy learning framework that fuses iterative learning control (ILC) and reinforcement learning. Integration is accomplished at the exploration level of the reinforcement learning algorithm. The proposed algorithm combines fast convergence properties of iterative learning control and robustness of reinforcement learning. This way, the advantages of both approaches are retained while overcoming their respective limitations. The proposed approach was verified in simulation and in real robot experiments on three challenging motion optimization problems.
Introduction
Autonomous acquisition and refinement of skills is one of the major challenges of contemporary humanoid robotics. An often used paradigm to initiate knowledge transfer from humans to humanoid robots is programming by demonstration 1, 2, 3 , where the demonstrated actions are used to seed the learning process. The initially obtained knowledge should then be adjusted and refined to account for different kinematic and dynamic capabilities of a human demonstrator and a target humanoid robot 4 . Adaptation process, where the robot modifies the available movements by exploring its action space in the neighborhood of previously acquired movements, is usually based on reinforcement learning (RL) techniques 5, 6, 7, 8 . A major problem here is the huge search space that needs to be explored, which is affected not only by the high number of degrees of freedom of a humanoid robot, but also by the underlying policy representation and the robot's environment. Recently proposed probabilistic RL algorithms like PI 2 proposed by Theodorou et al. 9 and PoWER 10 can scale to significantly more complex problems and reduce the number of tuning parameters. However, due to the high dimensionality of the parameter space, the adaptation speed of these algorithms is still low compared to humans, who are able to quickly adapt to new situations by exploiting previous experience and by generalizing from previously solved similar situations. Therefore, the issues of how to speed up the adaptation process and how to include knowledge from previous, similar situations are among the biggest challenges that need to be overcome to develop truly autonomous humanoid robots.
In this paper we focus on how to improve the adaptation speed by combining the ideas of Iterative Learning Control (ILC) 11 and reinforcement learning. In contrast to the standard approach, where Gaussian noise is used for parameter exploration, we propose to use ILC for the initial parameter exploration. The approach can be related to the covariance matrix adaptation methods, which follow a similar idea, i. e. to apply guided search in the parameter space in order to increase the adaptation speed. The adaptation based on ILC is much faster than what can be achieved by RL updates based on random exploration and results in skill knowledge that is much better adapted to the capabilities of the robot than knowledge originating in user demonstrations. Random exploration, however, is still needed to achieve the final fine tuning of the task. The proposed approach was evaluated in three robotics scenarios. The first is adaptation of a multi-DOF trajectory passing through a specified via-point. In the second scenarios, a robot holds a pendulum, which needs to follow a prescribed trajectory. In the third scenario we focus on adaptation of trajectory speed profile. The robot's task is to carry a cup of liquid along a specified path as fast as possible without spilling.
The paper is organized as follows. In Section 2 we outline the dynamic movement primitives framework along with the extension for speed profile adaptation. Next, in Section 3 we present the main contribution of this paper, the integrated application of ILC and reinforcement learning to accelerate policy iteration. Section 4 presents simulation and experimental evaluation of the proposed approach. Discussion and further steps are outlined in Section 5.
DMPs and speed profile
We start with initial user demonstration acquired either in joint or Cartesian space
where y(k) ∈ R D are the corresponding coordinates and T is the number of samples on the demonstrated trajectory. In the following we use notation y(k),ẏ(k),ÿ(k), x(k) to denote the measurements on the trajectory and y(x),ẏ(x),ÿ(x), x to denote values obtained through integration of (2) - (11) .
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(DMP) 12 . In the original formulation, the speed profile is embedded into the representation with the DMP parameters, which are normally obtained with regression. For discrete movements the dynamic system is specified with the following set of differential equations:
Here, y is the variable describing a one-dimensional trajectory, z is an auxiliary variable, and x is the phase variable. This way, y is defined as a response of a second order system, the dynamics of which are governed by constants α z and β z . In case of α = 4β, the response of the system is critically damped, such that y converges from its starting value towards g, which defines the goal. The term f (x) is used to define the more complex path we usually want y to take. It is defined as a weighted combination of non-linear Gaussian kernel functions and is superimposed onto the original second order response. The values of weights w i thus define the shape of the trajectory y will take while converging towards the goal g.
To encode a multi-dimensional (either Cartesian or joint space) trajectory, each degree of freedom has to be represented with a separate dynamical system. The phase of the movement is common to all degrees of freedom; only one canonical system is thus needed. Consequently, every DOF has their own shape parameters w d i and goal g d , but the duration τ is common for all.
Given a (possibly multi-dimensional) trajectory (1), it is necessary to calculate a set of parameters that encode it with the desired precision. By rewriting (2) -(3) as a second order differential equation
we obtain one linear equation in {w i } for each data point k in the sequence (1), i. e.
where x(t k ) are obtained by integrating (6) , which results in x(t k ) = exp(−α x t k /τ ). Weights w i are thus estimated by solving overdetermined equation system (8) for all k = 1, . . . , T . Finally, we set τ = t T and g d = y d (T ). Repeating the process for every degree of freedom d, we obtain the parameters of the DMP corresponding to the training trajectory (1).
In the above formulation the speed profile of the motion is encoded along with the shape of the path by the free parameters w. The speed of the trajectory can only be adapted uniformly, by choosing the desired duration τ . Here, we present a modified formulation which allows for non-uniform changes to the encoded speed profile 13 . This way, we can modulate the speed of the motion without affecting its shape. To achieve this, we include an additional, phase-dependent temporal scaling factor into the DMP equations. The original DMP equations for discrete movements are extended with the additional temporal scaling factor ν as follows:
Note that we still keep the constant temporal scaling factor τ to preserve the ease of uniform time scaling. Smaller ν results in a slower motion while larger ν increases the speed of motion. The phase-dependent factor ν is parameterized as a weighted combination of M radial basis functions
Just like τ , the scaling factor ν should be the same for all of the robot's degrees of freedom in order to keep them synchronized. The modulation of kernel weights v j allows for a nonuniform modulation of the speed profile in the same way as the modulation of weights w i in (5) allows for modulation of the shape of the desired trajectory. Initially, the weights v j are set to zero, so that ν(x) = 1, ∀x. This corresponds to the movement at the original speed. Thus no re-training of the initial DMP (2) - (6) is needed. In the above formulation factor ν(x) directly affects the speed of the movement. Lower values of ν(x) correspond to slower movements and higher values to faster movements, respectively. Note the differences between the proposed approach and our previous work 13 . With the new definition (12), the speed of the demonstrated motion is preserved by setting all weights v j to 0. We also inverted relationship between ν(x) and τ . Nemec et al. 13 achieved slowing down by increasing the value of ν, which caused near singularity behavior at parts of the phase corresponding to low speed.
Reinforcement learning with directed exploration
Policy search algorithms, the type of reinforcement learning most commonly used in robotics, follow the general recipe:
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(1) Perform exploratory trials with the current policy, (2) Analyze the collected rewards, (3) Improve policy and repeat at step 1.
In essence, different algorithms vary in how steps 2 and 3 are implemented. Drawing from the normal distribution with mean at the current policy parameters is typically used to generate random exploration. A class of policy gradient algorithms exploits the obtained knowledge to estimate the gradient of the reward function with respect to the policy parameters. They have strict convergence properties, but in general suffer from low adaptation speed 5 . Recently, a novel class of methods gained popularity, which return directly the update as a weighted combination of exploration policies 10, 9, 14 . These algorithms employ some notion of "eliteness" of exploratory trials, from which the update is computed, while the "non-elite" trials are rejected 15 . Note that in gradient based methods, performing random exploration makes sense, as sampling of the local vicinity of the policy is needed to obtain a good gradient estimate. In the case of ranking samples by eliteness, however, every step made in the wrong direction is rejected by the algorithm. Obviously, the mapping between policy and reward is unknown in general and random exploration is a safe way to achieve the optimal desired policy. However, in many cases, some estimate of this mapping can be obtained, either from prior knowledge, user input, reward function design, etc. Therefore, we propose to exploit this knowledge as much as possible by way of using policies inferred from exploration trials in the earlier stages of learning. Random exploration can still be used in combination to preserve the generality of the RL method.
We propose to use Iterative Learning Control (ILC) 16, 11 to provide directed exploration strategy in the first stages of learning. In every iteration, the obtained exploration trajectory is executed and its cost collected. Only this strategy ceases to yield reduction of the cost, the policy is further improved with random exploration.
The basic idea of iterative learning control is that information about the tracking error can be used to improve performance in the next repetition of the same trajectory. The general form of ILC is to update the control signal as follows
where u is the control signal, k denotes the k-th time sample, j denotes iteration, and κ and η are the learning parameters. ILC is distinguished from simple feedback control by the prediction of the error e(k + 1, j), which serves to anticipate the error caused by the action taken at the k-th time step. ILC modifies the control input in the next iteration based on the control input and error in the previous iteration. In the context of policy learning, the error is associated with the policy cost and u is parameterized. In our case, the policy is encoded by DMP parameters defining the shape profile w or speed profile v, which is mapped to the control signal u = [u(1), . . . , u(N )] (see also Section 3.2). In order to keep consistent notation for both shape profile parameters w and speed profile parameters v, we denote them with θ. θ thus denotes shape profile parameters in tasks subjected to the trajectory adaptation or speed profile parameters in tasks subjected to the speed adaptation, respectively. Mapping from DMP parameters θ to the control signal u is accomplished with DMP integration (9), (10), (11) . Similarly, mapping from time or phase dependant signal u to θ is accomplished by solving (8) in least-square sense 17, 12 . The main requirement for the application of ILC is to carefully design the error signal e in (15) and to tune the learning parameters κ and η. Note that ILC works in a controller-like fashion: at every iteration it makes a step in the direction given by the sign of the obtained error. This is hard to achieve for problems where a balance needs to be found between opposing criteria. Another example are systems with large and unknown time-delays. In such cases, reinforcement learning with random exploration can find a better solution. Therefore, once we observe that ILC does not improve the cost anymore, a switch to step 3 is made.
Algorithm 1 summarizes the proposed approach, where we applied reinforcement learning algorithm PI 29 for parameter update. This way, a significant increase in the speed of convergence can be achieved without sacrificing convergence properties.
The PI 2 implementation in Algorithm 1 contains two subtle adjustments of the original implementation as proposed by Theodorou et al. 9 . First, we omitted the quadratic control cost term from calculation of S, as it is not significant in our case. Penalizing high values of policy parameters may slow the trajectory down, which is the opposite of what we want to achieve. Furthermore, in the original formulation the update rule was defined as ∆θ n =
where is current exploration of the policy parameters, i.e. = θ − θ i . Instead, we replaced with the exploration of the current parameters with respect to the k-th best known policy from the whole history of trials. This is needed in order to perform the update using data gathered during past trials: P 
Trajectory adaptation using ILC
Trajectory adaptation using ILC is rather straightforward. Error function e(k, j) used to calculated the next control input u(k, j + 1) (15) 
) find θ which parameterizes u i with Ψ else use random exploration policy: draw θ from N (θ i , Σ) use random = true perform exploration experiment using θ and collect costs r(n), n = 1, . . . , N + 1 calculate total cost C = N +1 n=1 r(n) sort all past trials by C, so that θ b k is k-th best policy and r b k its return, i.e. C if i < N b θ i+1 = θ 1 else update policy using algorithm PI 2 : 
Speed profile adaptation using ILC
The goal of modifying the speed profile is to accelerate the task execution without degrading the overall performance of the task. A similar idea was exploited by Abu-Dakka et al. 19 in order to gradually increase the speed of an assembly task until contact forces remained within the prescribed tolerances. The idea is simple: increase the speed of task execution until some essential task constrains are violated. These task constrains together with policy execution time determine the error function e(x), used for parameter update with ILC, as well as the cost function used for RL. However, it is important to note that the two criteria are not the same. RL algorithms require unsigned value to determine the cost of an experiment, while ILC operates with signed error function.
A suitable error function for ILC to adapt the speed of motion is given by
where ν is the previously defined temporal scaling function, b is a scalar function quantifying deviations from the pre-specified task constraints, ν max > 0 is the upper bound for the temporal scaling factor, x n is the phase along the trajectory at step n, x n = x(t n ) is the phase, and ξ ν , ξ d are the corresponding weighting factors. Function b describing deviations from task constraints might be anything from a norm of excessive forces and torques 19 to a signal indicating the spilling of liquid as in this paper.
As noted by Nemec et al. 13 , standard ILC approach cannot be applied to the trajectory speed learning in time domain, since one of the assumptions of ILC is that each trial has the same number of samples 11 . Therefore, Nemec et al.
13
implemented ILC in phase domain, where the phase signal was anticipated for a fixed phase offset. Since mapping from the phase to the displacement is not linear, this choice is not optimal. Instead, we propose the following ILC-type algorithm to realize the learning of the temporal scaling function
where x n denotes the phase, k is the sampling index, j is the learning iteration index, and κ and η are the manually selected ILC gains. The error signal e(x n + δ xn , j) is used to anticipate the deviation from the desired behavior, with δ xn denoting the magnitude of the step in the phase domain from which the prediction is calculated, and can be calculated from (11) as follows
where δ t is the user chosen parameter which corresponds to the constant prediction step in the time domain.
Experimental evaluation

Multi-DOF via-point problem
The first evaluation considers optimal performance of a via-point task. This experiment is identical to the experiment described by Theodorou et al. 9 , where a Enhanced policy adaptation through directed exploration 9 multi-DOF planar robot is tasked with moving from a fully extended pose to a bent configuration resembling a semi circle. The robot should move from the starting to the final pose in such a way that the cost function
is minimized. Here, every sample of the trajectory is penalized based on the squared acceleration of the trajectory as well as the magnitude of the policy parameters.
The weighing term d + 1 − i penalizes DOFs proximal to the robot base more than those distal to the base. Additionally, the sample at t = 300 ms is penalized based on the euclidean distance between the robot end effector and the desired via-point located at x vp = 0.5, y vp = 0.5. The constants K a = 0.1, K u = 0.5 and K vp = 1 × 10 8 regulate the relative importance of each criterion. We used the same values as reported by Theodorou et al. 9 . This way, the task of the robot is to move from the starting to the final position in such a way, that the tip of the robot passes through the via-point (0.5, 0.5), while keeping the control parameters low in value.
The robot consists of 10 segments, each of which is 0.1 m long. The motion is controlled in the joint space and encoded with Dynamic Movement Primitives (Section 2). The number of Gaussian kernel functions used to represent the shape of the trajectory was 5 for each of the degrees of freedom. Since the robot has 10 joints, the total number of policy parameters needed to be learned is 50.
The error function for the ILC directed exploration was defined in the Cartesian space as
where x = (x, y) represents Cartesian position of the tip of the robot and x vp = (x vp , y vp ) is the position of the via-point. Simply, this type of error function 'pulls' the end-effector trajectory towards the via-point located at (0.5, 0.5). However, since we only wish for the robot to pass close to the via-point at the specified time, the error is weighted with a Gaussian function which peaks at t = 300 ms. The width of the weighing function is defined by σ = 0.05. Parameters of the ILC update (15) were set to κ = 1, η = 0.4. With the above choice the exploration trajectory was obtained in the Cartesian space. The corresponding joint space trajectory was calculated using Jacobian pseudo-inverse based inverse kinematics. The obtained joint space trajectory was then encoded with DMPs and used in the policy update process, as detailed by Algorithm 1. Figure 1 shows the results of the learning. The left graph shows the initial robot trajectory. The robot moves from the fully extended to the semi-circular configuration, with the end-effector tracing an arc. The middle graph shows the situation after the learning process converged. Note that the tip of the robot passes through the desired via-point. The plots were obtained using Planar Manipulation Toolbox 25 . Learning convergence is detailed in the right graph. As you can see, the ILC-directed exploration dramatically reduced the costs in the first 6 iterations. After these initial steps, ILC was not able to further improve the policy since it could not account for additional joint related constraints imposed by (19) . Therefore, as the sum of the trajectory cost stopped decreasing, the learning switched to random exploration, which further improved the solution, albeit at a much slower rate.
Trajectory adaptation
The next example demonstrates the performance of the proposed learning scheme in a challenging trajectory adaptation scenario. A robot holds a pendulum which hangs from its wrist. The pendulum has to follow a prescribed trajectory reference; the robot thus needs to find a solution which accounts for its own dynamics as well as for the dynamics of the pendulum. We performed this experiment in simulated environment, where the Kuka LWR robot dynamics and pendulum dynamics were calculated at 1Khz sampling rate using Matlab/Simulink/Simechanics programming environment. The pendulum mass and length were 0.2 Kg and 0.4 m, respectively. The pendulum had to follow a square shaped reference trajectory with side length of 0.3 m in XY plane with constant speed of 0.6 m/s and to stop at the final position. The duration of the reference trajectory was 2 seconds. After that, the pendulum had to remain still for another second. Thus, the required accelerations were infinite in all four corners of the reference square, which made this task very challenging. We simulated a compliant robot with Cartesian stiffness of 500 N/m in X and Y direction. Such a robot is not able to follow sharp edges, which makes the task even harder. The robot had to learn a trajectory which resulted in minimal error between the position of the pendulum and the square shaped reference trajectory. Figure 2 Enhanced policy adaptation through directed exploration 11
shows an instance of the simulated scene. The ILC based exploration was obtained in the form
where p r ∈ R 2 and p p ∈ R 2 are the commanded robot position and measured pendulum position in X and Y plane, respectively. e is the tracking error, and p d denotes the desired pendulum position. Gains κ and ν were set to 1 and 0.5, respectively. Initially, the desired robot position was set to the desired pendulum position, p d (k, 1) = p r (k), ∀k. Cost function was defined as C = T k=1 e(k) , where T denotes the duration of the experiment in discrete time samples. The trajectory was updated at the rate of 0.01 sec. The robot reference was parameterized with the Gaussian kernel functions using (4) and fed as exploration to the PI 2 policy update as shown in Algorithm 1. After approx 25 ILC iterations the cost C was not decreasing any more, therefore the algorithm continued with random exploration, θ = N (θ i , 0.003). Overall, 300 learning iterations were performed. Figure 3 shows convergence of the cost. We can notice very fast initial convergence using ILC based exploration. After switching to the random exploration, PI 2 algorithm further improved the policy. However, the cost drop was much slower, which clearly shows the benefit of the ILC based exploration. Figure 4 shows the initial trajectory, the trajectory learned with ILC based exploration, and the final trajectory obtained after random exploration was used. Dotted, dashed and solid lines denote the learned robot reference trajectory p r , robot tool center point trajectory, and pendulum trajectory p p , respectively. Note that in this experiment the learning algorithm had to account for both pendulum and the robot dynamics while learning the required robot reference.
Speed profile adaptation
In the third experiment, the proposed methodology was used for speeding up the task of delivering a glass full of liquid from a tray onto a table. The goal of adaptation was to speed up the execution time as much as possible, without spilling the liquid. This is an example of a process, for which it would be very difficult to find a modelbased solution. Our experimental setup consisted of the Kuka LWR arm with FRI interface and a three finger Barret hand, shown in Fig. 6 . The desired path of the robot was demonstrated using kinesthetic guiding. The cup was equipped with a resistance sensor to detect spilling (see Figure 5 ). Whenever the level of the liquid reached the conductive ring at the edge of the cup, an increase in voltage was detected. The intermediate cost function was defined as
where r(n) denotes an intermediate cost at sample n, U (n) the current voltage, U 0 the threshold voltage, which signifies spilling, and γ is a positive constant. In our experiment we used γ = 10, U 0 = 5V . The terminal cost was defined as duration of the trajectory in seconds multiplied by scaling factor 50. At the beginning of learining, exploration policies were calculated and executed using ILC. Error function (16) was finalized by monitoring the spilling sensor voltage
where U (n) denotes the sensor's output voltage and U 0 denotes the threshold voltage. For U (n) smaller than U 0 , signifying no spilling, b will be negative and will cause the trajectory at the corresponding phase to speed up. Conversely, U (n) higher than U 0 slows down the motion. The speed profile for the next iteration ν j+1 was obtained by (17) , with constants chosen as κ = 1 and η = 0.01. The policy update ∆θ j+1 was then obtained by parameterizing ν j+1 as per (12) and calculating the difference to the current policy provided by reinforcement learning as explained in Section 3. As shown in Fig. 7 , the policy improves quickly. However, the main drawback of ILC is that it cannot efficiently find a balance between opposing effects. Imagine that during an episode, no liquid spilling is detected. Therefore, for the next learning iteration, ILC will generate a faster trajectory. As a result, some liquid will spill and in the next iteration, the movement will be slower again, catching the learning process in an oscillatory cycle. This is due to the controller-like nature of ILC -it tries to reduce the error signal to zero, which is sometimes not possible to achieve. The trials after this mark were performed using random exploration.
Thus, after the 6th iteration, the cost has been observed to stop converging. Random exploration is then used to perform fine tuning of the policy. 9 . Robot moves the cup from the tray onto the table. The path was obtained using kinesthetic guiding and the speed profile (shown in Fig. 8 ) learned using our novel approach.
Conclusions
In this paper we presented a novel method for autonomous learning of control policies. Reinforcement learning methods typically use random exploration to obtain information about reward fluctuation in the local vicinity of the policy. We proposed to supplement random exploration by using iterative learning control (ILC), which exploits a reference signal to achieve faster convergence. Since ILC's convergence properties are not as strong as those of RL, the algorithm stops converging at some point, and the exploration switches to the standard random exploration. This way we retain the best of both worlds, the initial fast convergence of ILC and fine tuning achievable by RL. The drawback of the proposed approach is that the ILC based exploration steps introduces a few additional open parameters, which require tuning for optimal performance. Note also that our algforithm is not applicable to every problem that reinforcement learning can solve; unlike RL, ILC requires a reference signal. In our future work we will therefore exploit self tuning of ILC parameters, which might contribute to the improved robustness and convergence of the ILC directed exploration.
The proposed approach was verified in simulation and in real robot experiment. We showed that it can be successfully applied to the trajectory adaptation tasks, which comprise simultaneous path and velocity adaptation and to tasks where only velocity adaptation is required.
