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Abstract
Let G be a p-group of maximal class. Since the pioneer work of Blackburn in 1958 (cf.
[N. Blackburn, Acta Math. 100 (1958) 45–92]), several authors have obtained information about
the degree of commutativity c of G, in order to precise which the defining relations of G are (cf.
[N. Blackburn, Acta Math. 100 (1958) 45–92; R. Shepherd, PhD Thesis, University of Chicago,
1970; C.R. Leedham-Green, S. McKay, Quart. J. Math. Oxford Ser. (2) 27 (1976) 297–311, Quart. J.
Math. Oxford Ser. (2) 29 (1978) 175–186, 281–299; G.A. Fernández-Alcober, J. Algebra 174 (1995)
523–530; A. Vera-López, J.M. Arregi, F.J. Vera-López, Comm. Algebra 23 (1995) 2765–2795, Math.
Proc. Cambridge Philos. Soc. 122 (1997) 251–260]). In [A. Vera-López, J.M. Arregi, M.A. García-
Sánchez, F.J. Vera-López, R. Esteban-Romero, An algorithm for the computation of bounds for the
degree of commutativity of a p-group of maximal class, submitted for publication], computational
calculations for G, when p  43 have made evident that the commutator structure of G can be
obtained much better, if we consider two invariants; c0 ∈ {0,1, . . . , p − 2}, the residual class of c
module p−1, and l ∈ {1,2, . . . , (p− 3)/2}, defined by l = (1/2)min{k ∈ [2,m− c−2] | [Y1, Yk] =
Y1+k+c}. Besides, in [A. Vera-López, J.M. Arregi, M.A. García-Sánchez, F.J. Vera-López, R. Es-
teban-Romero, An algorithm for the computation of bounds for the degree of commutativity of a
p-group of maximal class, submitted for publication] six functions, which covers almost all possible
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López, R. Esteban-Romero, J. Algebra 256 (2002) 375–401], it is proved the validity of two of them.
In this paper, we prove that the rest of conjectured holds.
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1. Introduction
A group G of order pm is said to be a p-group of maximal class if Ym−1 = 1, where
Y0 =G, Yi = [
i︷ ︸︸ ︷
G, . . . ,G]
for every i  2 and Y1 such that Y1/Y4 = CG/Y4(Y2/Y4).
If G is a p-group of maximal class, then Yi = 1 for i  m and |Yi : Yi+1| = p for
i ∈ [0, . . . ,m− 1].
The most important invariant of a p-group of maximal class G is its degree of
commutativity, which is a measure of the commutativity among the members of the lower
central series of G. It was introduced by Blackburn (cf. [1]) and it is defined by
c= c(G)= max{k m− 2 | [Yi, Yj ] Yi+j+k, ∀i, j  1}.
We denote by c0 the residue class of c modulo p − 1 and c1 is defined by c =
c1(p− 1)+ c0.
Another important invariant associated to a p-group of maximal class is defined by
v = v(G)= min{k ∈ [2,m− c− 2] | [Y1, Yk] = Y1+k+c}.
In [5], it is proved that v = v(G) is an even number 2l satisfying v = 2l  p − 1 and if
v+2 = 2l+2m−c−1, then 2l  p−3. So, in the following we suppose l  (p− 3)/2.
Following N. Blackburn’s ideas, we take a couple of elements s ∈G \ (Y1 ∪CG(Ym−2))
and s1 ∈ Y1 \Y2, and define recursively si = [si−1, s] ∈ Yi \Yi+1, for i = 2, . . . ,m− 1. For
i + j m− c− 1, let αi,j ∈ Fp be determined by the congruence
[si , sj ] ≡ sαi,ji+j+c (modYi+j+c+1).
In [8], we stated several properties of αi,j and the main notation we will use in this
paper is the one in [8]. Moreover, we denote
wi = (1−)l−1+iαi+l−1,i+l , zi = αi,p−c0 , vi = α1+i,2l+c0+1.
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of a triangle, once known the values in one of its three sides. In particular, if we have the
triangle






















(i + j)− (u+ s)
)
αu,s,
∀j  s, i  r, i + j  r + s + t . (1)
We extend the definition of the alphas to non-positive subindices as follows: for any
integers i ′, j ′ we choose i, j ∈ [1,p−1] such that i ≡ i ′ (modp− 1), j ≡ j ′ (modp− 1),
and we define αi′,j ′ = αi,j .
It is known that we need the best information about the degree of commutativity
in order to obtain the defining relations of a p-group of maximal class, because an
improvement of only one unit in the bound allows us to eliminate a lot of unknowns in
the commutator structure of the defining relations. Because of this, the researchers have
focused in obtaining the best lower bound for the degree of commutativity. In fact, until
now the main goal was to get an expression of type 2c  m − g(p), where g(p) was a
function of p. However, this is not a good method. As it is shown in [7], in order to classify
the p-groups of maximal class of order pm, with given p and m, it is necessary to fix a
priori the invariants l ∈ {1, . . . , (p − 3)/2} and c0 ∈ {0, . . . , p − 2}. If we do it, we can
obtain sharper inequalities than the best one known until now (cf. [3]). Indeed, if Up is the
matrix of order (p − 1)× (p − 3)/2 such that in the entry (i, j) appears the lowest value
ai,j such that 2cm−ai,j , then in [7] we have given an algorithm that gives the value ai,j
fixed an arbitrary prime p and the invariants l and c0. After analyzing the obtained values
for different primes p, we have divided Up in different regions according to the obtained
functions g(p, l, c0) such that 2c m− g(p, l, c0). The main property of these functions
is that they are much more precise than the best known lower bound 2p − 5. Besides,
they cover almost all Up , but some particular values of c0, when l  3. On other hand,
the different regions obtained admit different treatment and the techniques used in order to
show the bounds are very distinct, even if we l and c0 that are very near. For instance, if
l = 2 and c0 = p − 4, p − 3, the obtained bounds are 2c m− 9 and 2c  m− p − 1,
respectively, and their proofs are quite different, as we shall show below. In conclusion, if
we give only one function in terms of the order of G to express a lower bound of the degree
of commutativity of a p-group of maximal class, we miss a lot of information on it.
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solutions of the nilpotent Lie algebra of maximal class such that the bound is attained.
In that sense, the obtained bounds are exact. Besides, by using Theorem 4.5 of [9],
we can construct examples of p-groups of maximal class with Y1 of class 2 such that
2c=m− p− 2l + c0 and c0 ∈ {p− 4l + 3λ+ 1,p− 4l + 3λ+ 3,p− 4l + 3λ+ 5} with
λ 1. Besides, in the other cases, although we cannot construct examples of p-groups of
maximal class which attain the bounds, we have examples of p-groups of maximal class
such that its m differs in only one unit.
Bearing in mind the above, the main goal of this paper is to show the following
inequalities:
Theorem 1.1. Suppose that l + c0 = p− 1 and l < p/3. Then, 2cm− p− 1.
Theorem 1.2. If l = l(G) = 1, c0 < c, and c0  (4p − 5)/5, then 2c  m − (p + 1) +
























3(p− c0)− 5 − k
p− c0 − k
))
x,
for −(p − c0) + 4  i, j  c0 + 2 and x = −xp−c0 . This expression defines, via the
periodicity modulo p−1, a unique Lie algebra satisfying Jacobi conditions for i+ j+k 
2c0 − p+ 6.
Theorem 1.3. Suppose that l  3, l + c0  (p − 3)/2, and c0  2l − 1. Then 2c 
m− (2l + c0 + 2) holds.
Theorem 1.4. Suppose that c0 ∈ {p− 4l+ 3λ+ 1,p− 4l+ 3λ+ 3,p− 4l+ 3λ+ 5} with
λ 1. Then, 2cm− p− 2l + c0 − 1.
In Section 3, we shall prove Theorem 1.1. In addition, by using only techniques
of Lie algebras, we show that the equality 2c = m − p − 1 holds if and only if for
l + c0 = p − 1, xl+1 = · · · = x(p−3)/2 = 0, being 2  l  p/3 or x2 = · · · = x(p−3)/2 = 0
and x1 + x2 = x3 = · · · = x(p−3)/2 = 0, if l = 1.
In Section 4, we shall show Theorem 1.2.
810 A. Vera-López et al. / Journal of Algebra 273 (2004) 806–853In [6], for c0  l − 2 and l + c0  (p− 3)/2, it is proved that 2cm− (2l + c0 + 2).
In Section 5, by introducing a new invariant q , we prove that this bound also holds for
l−1 c0  2l−1. We analyze separately the cases q < c0 and q = c0. The last three cases
are disposed of with the help of some determinants whose terms are binomial coefficients.
In Section 6 we shall prove Theorem 1.4. By using only techniques of Lie algebras,
we show that this bound cannot be improved, because for p = 11,13,17, we find the Lie
algebras associated to such a group satisfying 2c=m− p− 2l + c0 − 1. The solutions of
these Lie algebras appear in Section 7.
Finally, in Section 2, we shall show some general lemmas, which shall use in subsequent
sections.
2. Previous lemmas
In order to prove some of theorems stated in Section 1, it is necessary to compute
determinants of matrices of binomial coefficients and study its factorizations.










, where A= (aij ), aij =
(
x − i
t − 2i + j
)
.
The determinant of the matrices of the first form factors totally in linear polynomials under
certain conditions that relate the size r of the identity matrix with the total size of the
matrix and the parameter t . These links are not restrictive, because precisely they hold in
our analysis of the region corresponding to the bound 2cm− p− 2l+ c0 − 1.
The factorization of the determinant of the matrices of the second form is needed for the
analysis of the region corresponding to the bound 2cm− 2l − c0 − 2. The determinant
of these matrices factors with no restriction on the size r ′ of the identity matrix.
Although their proof is quite difficult, it is possible to check the validity of the given
formula with any program of symbolic calculus, like MAPLE [2] and so on.
On the other hand, if i+ j +p− c0 −1m−2c−1, the following factorization holds
f (i, j,p− c0 − 1)= αi,j (αi+j+c0,p−c0−1 − αi,p−c0−1 − αj,p−c0−1)= 0. (2)
Moreover, by using the corresponding factorizations (2) for
f (i, j,p− c0 − 1), f (i + 1, j,p− c0 − 1), f (i, j + 1,p− c0 − 1),
we directly get the following lemma:
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(1) αi+1,j = 0 = αi,j+1 implies zi = zj .
(2) αi,j = 0 = αi+1,j implies zi = zi+j+c0 .
(3) αi,j = 0 = αi,j+1 implies zj = zi+j+c0 .
(4) If j  2, 0 /∈ {αi,j , αi,j+1, αi+1,j−1, αi+2,j−1} and αi+1,j = 0, then zj = zi+j+c0 =
zi+1.
Lemma 2.2. Suppose that p + 2l − c0 + 1  m − 2c − 1. Then αj,p−c0+1 = 0 for
1 j  l − 2, l + 1 j  2l − 1, and αl−1,p−c0+1 + αl,p−c0+1 = 0.
Proof. From Lemma 2.1, we have that zj = z1 for all j ∈ [1,2l]−{l}, where zj = αj,p−c0 .
By considering the (p− c0 + 1)th diagonal, we deduce that
αj,p−c0+1 = αj,p−c0 − αj+1,p−c0 = 0 for j ∈ [1, l− 2] ∪ [l + 1,2l − 1], and
αl−1,p−c0+1 = αl−1,p−c0 − αl,p−c0 = z1 − zl,
αl,p−c0+1 = αl,p−c0 − αl+1,p−c0 = zl − z1,
whence, by adding, we deduce that αl−1,p−c0+1 + αl,p−c0+1 = 0. ✷
The following lemma is very useful to verify that an assignment of the xi is a solution
of S(t).
Lemma 2.3. The following assertions hold:
(1) f (i + 1, j, k)+ f (i, j + 1, k)+ f (i, j, k+ 1)= f (i, j, k).
(2) The system S(t) is equivalent to
S ′(t)= {f (i, j, j + 1)= 0 | i < j, i + 2j + 1 t}.
Proof. (1) is an easy consequence of Bernoulli’s equality. Let us see (2). It is obvious that
any solution of S(t) is a solution of S ′(t). We claim that the f (i, j, k), with 1 i < j < k,
are Z-linear combinations of elements of S ′(i + j + k), whence it will follow directly that
every solution of S ′(i + j + k) will be a solution of S(i + j + k). We argue by induction
on k. For k = 3 we have only the triple (i, j, k)= (1,2,3) and there is nothing to prove.
Suppose that k > 3 and that the claim is valid for the triples (i ′, j ′, k′) with k′ < k. If
k = j + 1 the property holds. In other case, if k  j + 2, we apply the formula
f (i, j, k)= f (i, j, k− 1)− f (i + 1, j, k− 1)− f (i, j + 1, k − 1). (3)
We have i < j < k−1, i+1 j < k−1 and i < j +1 k−1. Moreover, if (i ′, j ′, k′)
is one of the triples that appear on the right of (3) we have either (i ′ = j ′ or j ′ = k′), and
in this case f (i ′, j ′, k′) = 0, or i ′ < j ′ < k′ = k − 1 < k and according to the induction
hypothesis f (i ′, j ′, k′) is a Z-linear combination of elements of S ′(i + j + k). ✷
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As we have said, in this section we prove the bound 2cm−p−1, when l+c0 = p−1
and l < p/3. We study separately the cases l = 1 and 2 l < p/3.
We need the following lemma
Lemma 3.1. Suppose that l + c0 = p − 1, 2  l < p/3 and p  m − 2c − 1. Then
xl+1 = · · · = x(p−3)/2 = 0. Moreover, the assignment xl+1 = · · · = x(p−3)/2 = 0 satisfies
S(p).
Proof. For 1 k  (l − 1)/2, and l  3, f (l − 2k, l + k, l + k + 1)= 0 yields
α2l+2k+1+c0,l−2kαl+k,l+k+1 = 0,
because αl−2k,l+k = αl+k+1,l−2k = 0. Moreover
α2l+2k+1+c0,l−2k = αl+2k+1+p−1,l−2k = αl+2k+1,l−2k = 0,
so xl+k = αl+k,l+k+1 = 0. Therefore, we have
xl+1 = xl+2 = · · · = xl+[(l−1)/2] = 0.
For [(l − 1)/2] r  (p− 3)/2− l we claim that
xl+1 = xl+2 = · · · = xl+r = 0. (4)
For r = [(l − 1)/2] it is true. Suppose that r  [(l + 1)/2] and that (4) holds for r − 1.
We have
f (1, l + r, l + r + 1)= α1,l+rαr+1,l+r+1 + αl+r,l+r+1αl+2r+1,1
+ αl+r+1,1αr+2,l+r = 0. (5)







l + r + 1 − λ− 1
λ− r − 1
)
xλ = 0,






l + r − λ− 1
λ− r − 2
)
xλ = 0,λ=r+2















so xl+r = 0. Therefore, we have that xi = 0 for l + 1 i  (p− 3)/2, being l  3.
On the other hand, for l = 2, we argue in the same manner, to conclude that xl+r = 0
for 1 r  (p− 3)/2− l. Notice that
f (1,3,4)= α1,3α2,4 + α3,4α5,1 + α4,1α3,3 = 0,
and so, x3 = α3,4 = 0, because α1,3 = α3,3 = 0 and α5,1 = 0.
Let us prove now that the assignment xl+1 = · · · = x(p−3)/2 = 0 satisfies S(p). First of
all, recall that it is enough to study the triples (i, j, j + 1) with i < j and i + 2j + 1 p.
If j + 1 l, then αi,j = αj,j+1 = αj+1,i = 0, so f (i, j, j + 1)= 0.
If j = l, we have f (i, l, l + 1)= 0, because αi,l = 0, α2l+1+c0,i = αl+1,i = 0 by using
periodicity modulo l + c0 = p− 1 and αl+1,i = 0.
If j > l, we can express j = l + k with k  1. We have
αi,l+kαi+l+k+c0,l+k+1 = 0, (6)
because αi,l+k = 0 if i+ l+ k  2l and αi+l+k+c0,l+k+1 = αi+k,l+k+1 = 0, if i+ k  l+ 1
by using (4). Moreover,
αl+k,l+k+1α2l+2k+1+c0,i = 0, (7)
because xl+k = 0 for k = 1, . . . , (p− 3)/2− l. Finally,
αl+k+1,iαl+k+1+i+c0,l+k = 0, (8)
because αl+k+1,i = 0 if l + k + 1 + i  2l and αl+k+1+i+c0,l+k = αk+1+i,l+k = 0 if
l+k+1+ i  2l+1. From (6), (7), (8) it follows that f (i, l+k, l+k+1)= 0. Therefore,
f (i, j, j + 1)= 0, for all j such that i < j and i + 2j + 1 p. ✷
Theorem 3.2. Suppose that l + c0 = p− 1, 2 l < p/3. Then 2cm−p− 1 holds.
Proof. By contradiction, we suppose that p + 1  m − 2c − 1, l  2. By Lemma 3.1,
we know that xl+1 = · · · = x(p−3)/2 = 0. On the other hand, from 0 = f (1, (p − 1)/2,
(p− 1)/2+ 1), we get that x(p−1)/2 = 0. Indeed,
α1,(p−1)/2α1+(p−1)/2+c0,(p−1)/2+1 = 0,
because α1,(p−1)/2 = 0 if 1+ (p− 1)/2 2l and
α1+(p−1)/2+c0,(p−1)/2+1 = α1+(p−1)/2−l,(p−1)/2+1 = 0
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therefore, x(p−1)/2 = 0.
From x1 = x2 = · · · = xl−1 = xl+1 = · · · = x(p−3)/2 = x(p−1)/2 = 0, we have














a contradiction, because xl = 0. Therefore, 2c  m − p − 1, if l + c0 = p − 1 and
2 l < p/3. ✷
It only remains the case l = 1.
Lemma 3.3. Suppose l = 1, c0 = p−2 and p m−2c−1. Then x2 = · · · = x(p−3)/2 = 0
or x1 + x2 = x3 = · · · = x(p−3)/2 = 0. Moreover, the assignments x2 = · · · = x(p−3)/2 = 0
and x1 + x2 = x3 = · · · = x(p−3)/2 = 0 both satisfy S(p).
Proof. Since c0 + 1 = p − 1, and xj = αj,j+1 = αj,j+2 we have f (2, j, j + 1) =
xj (−α2,2j+α2,j+1) for j = 3, . . . , (p−3)/2. In particular, if j = 3, the above relationship
yields
0 = x3(α2,4 − α2,6)= x3
(
x2 − (x2 − 2x3)
)= 2x23,
so x3 = 0. Now, from x3 = 0 and the relationship for j = 4, we get
0 = x4(α2,5 − α2,8)= x4
(
x2 − (x2 + 3x4)
)=−3x24 ,
whence x4 = 0 and, in general, applying x3 = · · · = xk−1 = 0 and the relationship for
j = k, being k  (p− 3)/2, we obtain




x2 + (−1)k(k − 1)xk
))= (−1)k−1(k − 1)x2k ,
which implies xk = 0.
On the other hand, f (1,2,3)= x2(x1 + x2)= 0. Consequently, x2 = 0 or x1 + x2 = 0.
Let us prove now that the assignments satisfy S(p). It is enough to prove f (i, j,
j + 1)= 0 with i < j and i + 2j + 1 p.
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i = 2, we have
f (2, j, j + 1)= α2,j αj+1,j+1 + αj,j+1α2j,2 + αj+1,2αj+2,j = 0,
because xj = 0 for every j > 2. Finally, for i = 1, we have
f (1, j, j + 1)= α1,j αj,j+1 + αj,j+1α2j,1 + αj+1,1αj+1,j = 0,
because for j  3 we have that xj = 0 and for j = 2 and x1 + x2 = 0 it holds that
f (1,2,3)= x1(−x1)+ (−x1)(−2x1)+ (−x1)x1 = 0. This concludes the proof. ✷
Theorem 3.4. Suppose l = 1, c0 = p− 2, then 2cm− p− 1.
Proof. By contradiction, we suppose that p + 1m− 2c− 1. By Lemma 3.3, we know
that
x2 = · · · = x(p−3)/2 = 0 or x1 + x2 = · · · = x(p−3)/2 = 0. (9)
Therefore,
α2,p−2 = x2 + (−1)(p−1)/2x(p−1)/2 (10)
and
0 = α1,p = x1 − (p− 3)x2 + (−1)(p−3)/2(p− 1)/2x(p−1)/2 (11)
In addition
f (1,2,p− 2)= α2,p−2(x1 − α1,p−1 + α1,p−2)= α2,p−2(x1 + α2,p−2)= 0
therefore
0 = α2,p−2 or 0 = x1 + α2,p−2. (12)
Bearing in mind (9)–(12) we conclude that x1 = 0 in any of the four cases that arise from
considering the possibilities (x2 = 0 or x1 + x2 = 0) and (α2,p−2 = 0 or α2,p−2 = −x1).
This contradiction proves the bound. ✷
4. Region with bound 2cm− (p+ 1)+ 2(p− 3− c0)
In this section, if the opposite is not said, x means −xp−c0 ,
Lemma 4.1. If 3(p− c0)+ 1m− 2c− 1, then z1 = · · · = zp−c0−1.
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If p− c0 = 3 and 10m− 2c− 1, from f (1,2,3)= 0 we obtain
(x1 − x2)x1 = 0,
whence x2 = x1, that is, z1 = z2. Suppose that p − c0  4. We argue by induction on
p− c0 =w. By working with a maximal subgroup of maximal class H , since p− c0(H)=
p− c0 − 1 =w− 1 <w and 3(p− c0 − 1)+ 1m− 1 − 2(c+ 1)− 1, by applying the
induction to H the following equality holds,
α1,p−c0(H)(H)= α2,p−c0(H)(H)= · · · = αp−c0(H)−1,p−c0(H)(H),
that is,
α2,p−(c0+1)+1(G)= α3,p−(c0+1)+1(G)= · · · = αp−(c0+1)−1+1,p−(c0+1)+1(G),
whence
z2 = · · · = zp−c0−1.
Let x = αp−c0−1,p−c0 = zp−c0−1. Suppose that z1 − x = 0. From (2), we get
f (1, t,p− c0 − 1)= α1,t (α1,p−c0−1 + αt,p−c0−1 − αt+1+c0,p−c0−1)= 0, (13)
for t  2(p− c0)+ 1.
For t = p− c0, we have
z1(α1,p−c0−1 − α2,p−c0−1 + αp−c0,p−c0−1)= 0,
that is, z1(z1 − x)= 0, whence z1 = 0. In particular,
α1,t ′ = −x = 0 for t ′ ∈
[
p− c0 + 1,2(p− c0)− 2
]
.
Now we use (13) to conclude
α1,p−c0−1 − αt ′+1+c0,p−c0−1 = αp−c0−1,t ′ .
Let y = α1,p−c0−1. Bearing in mind the periodicity modulo p − 1, we have for
t ′ = p− c0 + 2
α1,p−c0−1 − α4,p−c0−1 = αp−c0−1,p−c0+2,







j − (p− c0) )
x
i i + j − 2(p− c0)
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2 + 2(p− c0)+ (p− c0 − 1)m− 2c− 1.
We can apply then Lemma 2.1 up to the level 2(p − c0) + 2. We have α2,2(p−c0) =
0 = α3,2(p−c0)−1, so z2 = z2(p−c0)−1, and also α1,2(p−c0) = 0 = α2,2(p−c0)−1, implies
z1 = z2(p−c0)−1, therefore z1 = z2 = x , impossible. ✷
Lemma 4.2. Suppose that l = l(G)= 1 (that is, x1 = 0) and 3(p− c0)+ k′ m− 2c− 1,
with k′  1, then zj = x for every j ∈ [1,2(p− c0)+ k′ − 1] \ {p− c0}, and zp−c0 = 0.
Proof. Since 3(p − c0)+ 1 m− 2c− 1, we have that zj = x for 1  j  p − c0 − 1.
We also have that 2+ 2(p− c0)+ (p− c0 − 1)= 3(p− c0)m− 2c− 1 and
αi,2(p−c0)−i = (−1)p−c0+1−ix = 0




x, if j ∈ [1,2(p− c0)− 2] \ {p− c0},
0, if j = p− c0.
In particular, x = zp−c0−2 = zp−c0+1 =−xp−c0, therefore
αi,j = (−1)p−c0−1−i
(
j − (p− c0)
i + j − 2(p− c0)
)
x = 0
for 1 i  p− c0 − 1, 2(p− c0) i + j  2(p− c0)+ 2.
Again, by applying Lemma 2.1, we have z1 = z2(p−c0), and z1 = z2(p−c0)−1, so
zj =
{
x, if j ∈ [1,2(p− c0)] \ {p− c0},
0, if j = p− c0.
and the formula is valid for k′ = 1. Suppose that this formula is valid for k′ − 1, and let us
prove it for k′, that is, suppose
zj =
{
x, if j ∈ [1,2(p− c0)+ k′ − 2] \ {p− c0},




j − (p− c0)
i + j − 2(p− c0)
)
x = 0
for 1 i  p− c0 − 1, 2(p− c0) i + j  3(p− c0)+ k′ − 2.
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one row the zero triangle, in particular, z2(p−c0)+k′−1 = x . If 3(p − c0)+ k′ − 2 = 2λ is
even, since 2λ + 1 = 3(p − c0) + k′ − 1, we can consider Jacobi identity for the triple
(1, λ,λ+ 1). We obtain
α1,λαλ+1+c0,λ+1 + xλα2λ+1+c0,1 + αλ+1,1αλ+2+c0,λ = 0,
and bearing in mind the periodicity modulo p− 1,
α1,λαλ−(p−c0)+2,λ+1 + xλα2(p−c0)+k′,1 + αλ+1,1αλ−(p−c0)+3,λ = 0.
Now, α1,λαλ−(p−c0)+2,λ+1 = 0, because α1,λ = 0, if p − c0 + 1  λ  2(p − c0)− 2,
while if λ 2(p−c0)−1, and for λ−(p−c0)+2 p−c0+1 we have λ+1 p−c0+1,
so αλ−(p−c0)+2,λ+1 = 0. In the same way, αλ+1,1αλ−(p−c0)+3,λ = 0, because α1,λ+1 = 0, if
p− c0 + 1 λ+ 1 2(p− c0)− 2, while if λ 2(p− c0)− 2, then λ− (p− c0)+ 3








we conclude that xλ = 0. Consequently, we can extend one more row the zero triangle and
obtain z2(p−c0)+k′−1 = x . ✷
Lemma 4.3. Suppose that l = l(G)= 1 (that is, x1 = 0) and 3(p− c0)+ k′ m− 2c− 1,
with k′  1, then
αi,j = (−1)p−c0−i−1
(
j − (p− c0)
i + j − 2(p− c0)
)
x
in the triangle i  1, j  p− c0 + 1, i + j  3(p− c0)+ k′ − 1.
Proof. Suppose that 3(p− c0)+ k′ m− 2c− 1. From Lemma 4.2, we have
zi = x, ∀i ∈
[
1,2(p− c0)+ k′ − 1
]− {p− c0}, zp−c0 = 0,
whence the values of the diagonal j = p− c0 + 1 are




0, for i + 1 p− c0 − 1,
x, for i = p− c0 − 1,
−x, for i = p− c0,
0, for i ∈ [p− c0 + 1,2(p− c0)+ k′ − 2].
The triangle lying on the diagonal with vertices (1,p − c0 + 1), (2(p − c0)+ k′ − 2,
p− c0 + 1), (1,3(p− c0)+ k′ − 2) has its values determined by this diagonal, namely,





j − (p− c0 + 1)





j − (p− c0 + 1)





j − (p− c0 + 1)





j − (p− c0)
i + j − (p− c0 + p− c0)
)
x. ✷
Lemma 4.4. Suppose that l = l(G)= 1, that is, x1 = 0, and 3(p− c0)+ 1m− 2c− 1.
Then
αj,c0+3 = 0 for every j ∈
[
p− c0 + 1,2(p− c0)− 3
]
.
Proof. We have that zj = x for every j ∈ [1,2(p − c0)] \ {p − c0} and zp−c0 = 0.
Consequently
αi,p−c0+1 = αj,p−c0+1 = 0 for i, j  p− c0 − 2. (14)
We claim that
αc0+k,p−c0+1 = 0 for 3 k  p− c0 − 1.
Indeed, 0 = f (i, j,p− c0 + 1), with i, j  p− c0 − 2, yields
αi,j αi+j+c0,p−c0+1 + αj,p−c0+1αj+p+1,i + αp−c0+1,iαp+1+i,j = 0,
and from (14),
αi,j αi+j+c0,p−c0+1 = 0. (15)
Consider the level k for k ∈ [3,p − c0 − 1]. If αi,k−i = 0 for every i , then x1 = 0,
impossible. Therefore, there exist i < j such that i + j = k and αi,j = 0, so from (15) we
conclude that
αc0+k,p−c0+1 = 0. ✷
Lemma 4.5. Suppose that l = l(G)= 1, that is, x1 = 0, and 3(p− c0)+ k′ m− 2c− 1
with k′  1. Then the values of the segment of the (p− c0+1)th column between the points
(p− c0 + 1, c0 + 3) and (p− c0 + 1,2(p− c0)+ k′ − 2+p− 1) are all null, except two,
namely, αp−c0+1,p−c0−1+p−1 =−x and αp−c0+1,p−c0+p−1 = x . Consequently, the values
of the triangle i  p− c0 + 1, j  c0 + 3, i+ j  3(p− c0)+p− 1+ k′ − 1 are given by
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(
i − (p− c0)
p− c0 + p− 1 − j
)
x. (16)
Proof. From Lemma 4.4, it follows αp−c0+1,j = 0 for j ∈ [c0 + 3,p − 1]. For j =
p − 1 + e ∈ [p,p − c0 − 2 + p − 1] ∪ [p− c0 + 1 + p− 1,2(p− c0)+ k′ − 2 + p − 1]
bearing in mind Lemma 4.2 and periodicity modulo p− 1, it follows that
αp−c0+1,p−1+e =−αe,p−c0+1 = ze+1 − ze = 0.
In addition,
αp−c0+1,p−c0−1+p−1 = αp−c0+1,p−c0−1 =−xp−c0−1 =−x and
αp−c0+1,p−c0+p−1 = αp−c0+1,p−c0 = x.
So, the first claim is proved.
By making i = p− c0 + 1 in the right-hand side of (16) we have that
(−1)p−c0−j
(
p− c0 + 1− (p− c0)





p− c0 +p− 1 − j
)
x.
We see that this number is always zero except in the cases j = p − c0 + p − 1 and
j = p− c0+p−2 where it takes the values x and −x , respectively. Therefore the formula
(16) holds for the named segment of the column i = p − c0 + 1 and, consequently, also
for the triangle spanned by this segment, because its right-hand side satisfies Bernoulli’s
property. ✷
Corollary 4.6. Suppose that l = l(G)= 1, that is, x1 = 0, and 3(p− c0)+ k′ = 2(c0 + 2)
− (p− 2)m− 2c− 1 with k′  1.
Then the values αi,j in the triangle
i −(p− c0)+ 4, j  (c0 + 3), i + j  2(c0 + 2) (17)
are given by the formula:
αi,j =
((
2(p− c0)− 1− i − j + (p− 1)




2(p− c0)− 1− i − j + (p− 1)
p− c0 − i
))
x. (18)
Proof. According to Lemma 4.5 and the condition 3(p− c0)+ k′ = 2(c0 +2)− (p−2)
m− 2c− 1, it follows that the values of the alphas in the segment of the (p − c0 + 1)th
column between the points (p− c0 + 1, c0 + 3) and (p− c0 + 1,2(c0 + 2)− (p− c0 + 1))
are all zero, except for αp−c0+1,p−c0−1+p−1 =−x and αp−c0+1,p−c0+p−1 = x .
From this we deduce that the values of the segment of the j = (2p − c0)th diagonal
between the points (−(p − c0) + 4,2p − c0) and (3c0 − 2p + 2,2p − c0) are all zero,
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the properties of antisymmetry and periodicity, we have
αi,2p−c0 = αi,p−c0+1 =−αp−c0+1,i =−αp−c0+1,i+(p−1).
Moreover, if −(p− c0)+ 4 i  3c0 − 2p+ 4, then
c0 + 3 i + p− 1 3c0 + 3 − p = 2(p− c0)+ k′ − 2 + p− 1.
Therefore the previous values are null, with the exceptions of
αp−c0−1,2p−c0 =−αp−c0+1,p−c0−1+(p−1) =−(−x)= x,
and
αp−c0,2p−c0 =−αp−c0+1,p−c0+(p−1) =−x.
We observe that the set of values of the alphas in these two segments determines, from
Bernoulli’s property, the values in all the triangle of lemma. The right-hand side of (18)
satisfies Bernoulli’s property and, moreover, these values coincide with the values of the
alphas in both named segments. Indeed, for i = p− c0 +1, the second binomial coefficient
is zero, because its lower index is −1. Therefore(
2(p− c0)− 1 − i − j + (p− 1)




2(p− c0)− 1 − i − j + (p− 1)




2p− c0 − 3 − j
2p− c0 − 1 − j
)
.
This expression is only nonzero for the cases
(−1
1
)=−1 and (−20 )= 1. From here, it follows
the equality on the named segment for i = p− c0 + 1. For the case j = 2p− c0, the same
kind of argument is valid, by changing the rôles of both binomial coefficients. ✷
Corollary 4.7. Suppose that l = l(G)= 1, that is, x1 = 0, and 3(p−c0)+k′ m−2c−1,
with k′  1. Then we have the following values in the (c0 + 3)th diagonal of TG:
αi,c0+3 =
(




for p− c0 + 1 i  4(p− c0)+ k′ − 5.
Proof. It follows directly from 4.5. ✷
Next we will prove that the bound 2cm− (p + 1)+ 2(p − c0 − 3) is the better one
when c0 < c. In order to do this, we must find a Lie algebra satisfying the Jacobi conditions
for the levels lesser than p− 2(p− c0 − 3)= 2c0 − p+ 6.
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3(p− c0)+ 1 p− 2(p− c0 − 3). Let p− 2(p− c0 − 3)= 3(p− c0)+ k′, k′  1. Then
we have that 4(p − c0) + k′ − 5 = c0 + 1. Therefore, according to previous corollary,
the (c0 + 3)-diagonal reaches the step number αc0+1,c0+3 = xc0+1. The j = (c0 + 3)-
diagonal and the zero αc0+2,c0+2 = 0 determine the values of the diagonal j = c0 + 2
from i = p− c0 + 1 to i = c0 + 2. The j = (c0 + 2)-diagonal and the zero αc0+1,c0+1 = 0
determine the values of the diagonal j = c0 + 1 from i = p − c0 + 1 to i = c0 + 1. By
making use of the zeroes αi,i = 0 for i = c0, . . . , p − c0 + 1 we determine the values of
the triangle of vertices (p − c0 + 1,p − c0 + 1), (p − c0 + 1,2c0 + 4 − (p − c0 + 1)),
(2c0 + 4 − (p− c0 + 1),p− c0 + 1).
Since this extended triangle has in its cathetus (column i = p− c0 +1) 2c0 +4−2(p−
c0 + 1)+ 1 = 4c0 + 3 − 2p  4(4p − 5)/5 + 3 − 2p  p + 1 values and p consecutive
values in a column of TG determine all the matrix TG, it follows that the values of the
matrix TG are univocally determined and there exists a unique solution. Let us see which





where β(k,u, v) and γk are defined in the statement of Theorem 1.2. The function ρ
satisfies the following properties:
(1) ρ(u,u)= 0 for every integer u.
(2) ρ(u, v)= ρ(u+ 1, v)+ ρ(u, v + 1) for any integers u, v.
(3)
ρ(u, c0 + 3)=
((





3(p− c0)− 5− u
p− c0 − u
))
x
= γu, for − (p− c0)+ 4 u c0 + 1.
In particular, we have





x for p− c0 + 1 u c0 + 1.
Indeed, (1) is immediate. (2) follows from the equality
β(k,u, v)= β(k,u+ 1, v)+ β(k,u, v+ 1),











ρ(u, c0 + 3)=
c0+1∑
β(k,u, c0 + 3)γk =
















For u p− c0 + 1, we have
ρ(u, c0 + 3)=
(





3(p− c0)− 5 − u
p− c0 − u
)
= 0 for u p− c0 + 1.


















Since the function αi,j is a Bernoulli’s function, it coincides with ρ(i, j) on the part of
diagonal (i, c0 +3), i = p− c0 +1, . . . , c0 +1 and αii = 0, for i = p− c0 +1, . . . , c0 +2,
it follows from the uniqueness that αi,j = ρ(i, j) in the triangle i, j  p − c0 + 1,
i + j  2(c0 + 2). In particular, αi,j = ρ(i, j) in the equilateral triangle T of side p − 1
satisfying i, j  p− c0 + 1, i + j  2(p− c0)+ p.
But we need a romboid of size (p− 1)× (p− 1) in order to have defined all the matrix
TG. Bearing in mind Corollary 4.6, we have:
αu,c0+3 = γu = ρ(u, c0 + 3), for −(p− c0)+ 4 u c0 + 1.
Therefore
αc0+3,v =−γv = ρ(c0 + 3, v), for −(p− c0)+ 4 v  c0 + 1.
Moreover αc0+2,c0+2 = 0 = ρ(c0 + 2, c0 + 2). Consequently, we have
(4) αi,j = ρ(i, j) in the romboid R of size (p − 1)× (p − 1) given by −(p − c0)+ 4
i, j  c0 + 2.
By using the periodicity modulo p − 1, we have determined explicitly all the values
of the table TG, namely, given any i, j  1, if u,v are the unique natural numbers such
that i ≡ u (modp− 1), j ≡ v (modp− 1), and u,v ∈ [−(p − c0) + 4, c0 + 2], then
αi,j = ρ(u, v).
Evidently x = 0, because from the definition of the degree of commutativity it follows
TG = (0).
Let us observe that the function ρ = ρ(u, v) admits easy expressions in determinate
regions of the table TG, namely, we have:
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C1 =
{





(i, j) | i  p− c0 + 1, j  p− c0 + 1, i + j  2c0 + 5 − p
}
.
Lemma 4.8. Suppose l = l(G)= 1, 5c0  4p − 5 and p − 2(p − c0 − 3)m− 2c− 1.
Then we have
αi,j = ρ(i, j)
for (i, j) ∈ R = [−(p− c0)+4, c0+2]× [−(p− c0)+4, c0+2]. These (p−1)× (p−1)
values define, via the periodicity modulo p − 1, a unique Lie algebra satisfying Jacobi
conditions for i + j + k  2c0 + 6− p.
Proof. Only we have to show Jacobi conditions. It is enough to prove them for the triples
of the form (i, j, k) with i + 2j + 1  2c0 − p + 6, k = j + 1 and i < j . We distinguish
the following cases.
(1) If j  p − c0 + 1, then, for the term αi,j αi+j+c0,k , we observe that if i + j 
2(p − c0) − 1, αi,j = 0, and if i + j  2(p − c0), then i + j + c0  2(p − c0) + c0 =
(p − 1)+ (p − c0 + 1), so αi+j+c0,j+1 = αi+j+c0−(p−1),j+1 = 0, because (i + j + c0 −
(p − 1), j + 1) ∈ C2. Consequently, αi,j αi+j+c0,j+1 = 0. The same argument can be
applied to αj+1,iαj+1+i+c0,j , and αj,j+1 = 0, consequently Jacobi equality holds.
(2) For the triple (p− c0 − 1,p− c0,p− c0 + 1), we have that
xp−c0−1xp−c0 + xp−c0αp−c0+2,p−c0−1 + (−xp−c0−1)(−xp−c0)= 0,
because xp−c0 =−xp−c0−1 =−x and αp−c0+2,p−c0−1 =−2xp−c0−1 =−2x .
(3) For the triple (p− c0 − 2,p− c0,p− c0 + 1), we observe that
xp−c0−2xp−c0−1 + xp−c0αp−c0+2,p−c0−2 + αp−c0+1,p−c0−2αp−c0,p−c0 = 0,
because αp−c0−2,p−c0+2 =−x = xp−c0 and xp−c0−2 = xp−c0−1 = x .
(4) For the triples (i,p − c0,p − c0 + 1) with i  p − c0 − 3, we bear in mind that
αi+1,p−c0+1 = 0, αp−c0+2,i = 0 and αp−c0+1,i = 0, so Jacobi’s equality holds.
(5) Suppose now that j  p− c0 − 1 and i < j . Set a = p− c0. Then,
αi,j =
((









= (2a − 1 − i − j)!(j − i)
(a − i)!(a − j)! x. (20)
Indeed αi,j = αi,j+p−1 with j + p − 1  c0 + 3 and i + j + p − 1  p − c0 − 2 +
p − c0 − 1 + p − 1 3(p − c0)+ k′ + (p − 2)= 2(c0 + 2), in such a way, according to
Corollary 4.6, we have
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2a − 1 − i − (j + p− 1)+p− 1






















3a − 2 − i − j − k








=− (3a− 2 − i − j − k)!(i + j + 1 − k − a)
(2a − i − j − 1)!(a − k)! x. (21)
Indeed, αi+j+c0,k = −αi′,j ′ , with i ′ = k  p − c0, j ′ = i + j + c0  c0 + 3 and




2a− 1 − i ′ − j ′ + (p− 1)




2a − 1− i ′ − j ′ + (p− 1)
a − i ′
))
x,
whence it follows the formula. Therefore, from (20) and (21)
αi,j αi+j+c0,k =
(3a − 2− i − j − k)!
(a − i)!(a − j)!(a − k)! · (i + j + 1 − k − a)(j − i)x
2.
Similar formulae are valid for the terms
αj,j+1α2j+1+c0,i , αj+1,iαj+i+1+c0,j ,
whence we obtain
f (i, j, k)
x2
=− (3a − 2 − i − j − k)!
(a − i)!(a − j)!(a − k)! ·B,
where
B = (i + j + 1 − k − a)(j − i)+ (j + k + 1− i − a)(k− j)
+ (k + i + 1 − j − a)(i − k)= 0. ✷
Now, we can prove Theorem 1.2:
Proof. Suppose that p + 1 − 2(p − 3 − c0) = 2c0 + 6 − (p − 1)  m − 2c − 1. The
condition 5c0  4p − 5 is equivalent to 3(p − c0) + 1  p − 2(p − c0 − 3). Set
p−2(p−3−c0)= 3(p−c0)+k′. Then we have p+1−2(p−c0−3)= 3(p−c0)+k′+1,








and for i + j  2c0 + 5, i  p− c0 + 1, j  c0 + 3, we have
αi,j = (−1)p−c0−j
(
i − (p− c0)
p− c0 + p− 1 − j
)
x. (22)
In the level 2c0 + 6 we have the zero
αc0+3−(p−1)/2,c0+3+(p−1)/2 = αc0+3−(p−1)/2,c0+3+(p−1)/2−(p−1)= 0.
Moreover, this zero satisfies also the formula (22), because the corresponding binomial
coefficient is zero by its denominator p− c0 +p− 1− (c0 + 3+ (p− 1)/2) < 0, because
c0  (4p − 5)/5 > (3p − 9)/4. Since the functions appearing in (22) are Bernoulli’s
functions, (22) is true in the extended triangle i+ j  2c0 + 6, i  p− c0 + 1, j  c0 + 3.
In particular,
0 = αc0+3,c0+3 = (−1)p−c0−(c0+3)
(
c0 + 3− (p− c0)








a contradiction. So, the considered bound holds. Finally, the existence of the unique Lie
algebra satisfying the equality of the bound has been shown in Lemma 4.8. ✷
5. Region with bound 2cm− 2l − c0 − 2
In this section, we study the cases in which c0  2l − 1 and l + c0  (p − 3)/2. We
consider vi = α1+i,2l+c0+1, and q the minimum value such that vq = 0. If 2l + c0 + 2 
m− 2c− 1, we must not bear in mind the periodicity modulo p− 1.
The case c0  l − 2 has been considered already in [6]. So we can pay attention to the
case l − 1  c0  2l − 1. It is enough to arrive to a contradiction for all the values of q
such that 0 q  c0.
Then, the equalities α1+i,2l+c0+1 = 0 for 0  i  c0 yield to the contradiction xl = 0.
It is easy to see this contradiction for 0  q  l − 2. We distinguish between q < c0
and q = c0, because in the first case it is easier to get the contradiction. When l  q
and q < c0, we must consider only two levels of the Jacobi’s identities to arrive to a
contradiction (this is the reason we must include the hypothesis q < c0). Then we study
the case l = q − 1, where an inductive argument can be easily used in order to get the
contradiction. If q ∈ {2l− 3,2l− 2}, another inductive argument gives the contradiction.
Then we study the case c0 = q . This is considered in a different way, because we can
consider just the Jacobi’s identities for the level 2l + c0 + 2. It is enough to develop the
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coefficient matrix of the system formed by the equations αi,2l+c0+1 with 1  i  c0 − 1
and xl+[c0/2] = 0, obtained from the triple (c0−2[c0/2]+1, l+[c0/2], l+[c0/2]+1). The
cases 2l−3 c0 = q  2l−1 are similarly analyzed by considering a sum of determinants
of the type given in Lemma 5.4.
5.1. The case q < c0
Proposition 5.1. If l  4 + δ, δ  0, l + c0  (p − 3)/2 and q = l + δ < c0, then
2cm− (3l + δ+ 3).
Proof. We suppose that the opposite holds, that is, 2c < m − (3l + δ + 3). Then,
3l + δ+ 3m− 2c− 1. So, we have
f (l − δ− 1, l + δ+ 1, l + δ+ 2)




αi,3l+δ+c0+2 = (−1)l+δ+1−ivq = 0, for i  1+ l + δ.
If we consider now Jacobi for the triple (l − δ, l + δ+ 1, l + δ+ 2), it follows that
αl−δ,l+δ+1α2l+1+c0,l+δ+2 + xl+δ+1α2l+2δ+3+c0,l−δ + αl+δ+2,l−δα2l+2+c0,l+δ+1 = 0,
so
(−1)δxl(−vq+1)+ (−1)δ+1xl
(−vq+1 + (2δ+ 2)vq)+ (−1)δ(δ+ 1)xl(vq − vq+1),
so, (
(2δ+ 2)− (δ+ 1))vq + (δ+ 1)vq+1 = 0,
that is, (δ+ 1)(vq + vq+1)= 0, whence
vq+1 =−vq,
because δ+ 1 < l < p. In addition, we have
f (l − δ− 3, l + δ+ 2, l + δ+ 3)= xl+δ+2α2l+2δ+5+c0,l−δ−3 = 0,
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xl+δ+2 = 0.
Finally, we have
f (l − δ− 2, l + δ+ 2, l + δ+ 3)
= xl+δ+2α2l+2δ+5+c0,l−δ−2 + αl+δ+3,l−δ−2α2l+1+c0,l+δ+2 = 0.
Consequently, since xl+δ+2 = 0, it follows that
(−1)δxl(−vq+1)= (−1)δxlvq = 0,
in contradiction with the definitions of xl and vq . ✷
Proposition 5.2. Suppose that l  3, l + c0  (p − 3)/2, q = l − 1  c0. Then, 2c 
m− (2l + c0 + 2).
Proof. We suppose the opposite, that is, 2l+ c0 + 2m− 2c− 1. We express l = 2t − e,
where e ∈ {0,1}. Since 3l + 1  m − 2c − 1, we can consider Jacobi for the triples
(l−2r, l+ r, l+ r+1), where 1 r  t −1. It follows that xl+rα2l+2r+c0+1,l−2r = 0, and
since α2l+2r+1,l−2r = 0, because q = l − 1, we conclude that xl+r = 0 for 1 r  t − 1.
We claim that if 3l + 1  N  2l + c0 + 2  m − 2c − 1, then αr,2l+c0+1 = 0 for
r ∈ [1,N − 2l− 1] \ {l}, and xs = 0 for s ∈ [1, [N/2] − 1] \ {l}.
The result is valid for N = 3l+ 1. Suppose that αr,2l+c0+1 = 0 for r ∈ [1,N − 2l− 2] \{l} and xs = 0 for s ∈ [1, [(N − 1)/2] − 1] \ {l}. We express N − 3l = 2k + f , with
f ∈ {0,1}. We have
f (l − 1 + f, l + k, l + k + 1)= αl−1+f,l+kα2l−1+k+f+c0,l+k+1
+ xl+kα2l+2k+1+c0,l−1+f
+ αl+k+1,l−1+f α2l+k+c0+f,l+k = 0.










xl , xl+k = 0 because
l + k  [(N − 1)/2] − 1 and
α2l−1+k+f+c0,l+k+1 + α2l+k+c0+f,l+k = α2l−1+k+f+c0,l+k = 0,
because α2l−1+k+f+c0,l+k is an element of the triangle of zeroes with side




k − 1)+( k ))xlα2l+k+f+c0,l+k = 0,1 − f 1− f
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αN−2l−1,2l+c0+1 = 0.
Let us show that x[N/2]−1 = 0. We can suppose that N is even (otherwise, [(N−1)/2] =
[N/2]). We get
f (1,N/2 − 1,N/2)= α1,N/2−1αN/2+c0,N/2 + xN/2−1αN+c0−1,1
+ αN/2,1αN/2+1+c0,N/2−1 = 0.
From the inductive hypothesis and αN−2l−1,2l+c0+1 = 0, and bearing in mind that
N/2 − 1 > l, we obtain that αN/2+c0,N/2 = αN/2+1+c0,N/2−1 = 0. On the other hand,
α1,N+c0−1 = (−1)l−1
(




because 0 <N − 2l − 2 c0 <p, so we get xN/2−1 = 0 and the inductive step is proved.
For N = 2l+ c0 + 2, we have that αr,2l+c0+1 = 0 for r ∈ [1, c0 + 1] \ {l} and xs = 0 for
s ∈ [1, l + [c0/2]] \ {l}. If c0 is even, we have






so we get the contradiction xl = 0 because 0 < l + c0 < p. If c0 is odd, we consider the
zeroes































(c0 + 2l)(c0 + 1),
not divisible by p, so xl = 0, impossible. ✷
Proposition 5.3. Suppose that 2l+ c0 +2m−2c−1, q = 2l−3+ e, e ∈ {0,1}, c0  q ,
and l + c0  (p− 3)/2. Then, c0 = q .
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We have
α1,2l+c0+1 = · · · = αq,2l+c0+1 = 0, αq+1,2l+c0+1 = vq = 0 (23)
where vq is in the level 2l + q + c0 + 2. The values of the diagonal (23) with the notation
αq+2,2l+c0+1 = vq+1 allow us to express the alphas in the levels 2l + q + c0 + 2 and
2l + q + c0 + 3 according to (1):
αi,2l+q+c0+2−i = (−1)q+1−ivq, if i  q + 1,
αi,2l+q+c0+3−i = (−1)q+1−i (q + 2 − i)vq + (−1)q−ivq+1, if i  q + 2. (24)
In the same way, the values in the diagonal j = l + 1:
α1,l+1 = · · · = αl−1,l+1 = 0, αl,l+1 = xl = 0, αl+1,l+1 = 0
determine the values of the corresponding triangle and, in particular,{
αi,2l+1−i = (−1)l−ixl, if i  l,
αi,2l+2−i = (−1)l−i(l − i + 1)xl, if i  l + 1.
From c0  q + 1, it follows that q + 2l + 3  2l + c0 + 2  m − 2c − 1, whence it
is possible to consider Jacobi’s relations for the triples (u, v,w) such that u + v + w 
q + 2l + 3, as the ones we will use. For the triple (2l− 1 − q, q + 1, q + 2) we have:
−α2l−1−q,q+1α2l−1−q,q+1 − xq+1α2l−1−q,2q+c0+3 + α2l−1−q,q+2αq+1,2l+c0+1 = 0.
From here, bearing in mind that α2l−1−q,q+1 = 0, vq = 0 and the previous relations, it
results
xq+1 = (−1)q+1−lxl . (25)
In these conditions, 0 = f (2l − q, q + 1, q + 2) yields (−1)q+1(q + 1 − l)(vq + vq+1)xl
= 0, whence
vq+1 =−vq . (26)
This precision of the value of vq+1 allows us to give the general expression of the alphas
in the following triangle:
αi,j = (−1)q+1−i
(
j − 2l − c0
q + 2− i
)
vq,
i  1, j  2l + c0 + 1, i + j  2l + q + 3 + c0. (27)
In particular, in the level 2l + c0 + q + 3 we have:
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For 1 i  2l − 2, we have
f (i,2l − 1 − i, q + 3)=−α2l−1−i,q+3αi,2l+c0+q+2−i + αi,q+3α2l−1−i,q+c0+3−i = 0,
whence
αi,q+3 =−α2l−1−i,q+3, 1 i  2l − 2. (29)
Now, by using (28) and (27), we get
f (i + 1,2l− 1 − i, q + 3)=−α2l−1−i,q+3αi+1,2l+c0+q+2−i
+ αi+1,q+3α2l−1−i,q+c0+4+i = 0,
whence
(q + 2− i)α2l−1−i,q+3 = (q + 4− 2l + i)αi+1,q+3, 1 i  2l − 2. (30)
From (28) and (29), we have
αi+1,q+3 =− q + 2 − i
q + 4 − 2l + i αi,q+3, (31)
whence
αi,q+3 = (−1)i−1 \q + 1, i − 1\\q + 3 − 2l + i, i − 1\α1,q+3, 1 i  2l − 1.








From the two previous formulae we have:
αi,q+3 = (−1)l−i \q + 1, i − 1\\q + 3− 2l + i, i − 1\
(
q + 2− l
l − 1
)
xl, 1 i  2l − 1.
Since q = 2l − 3 + e, e ∈ {0,1}, for e ∈ {0,1} we have
αi,2l+e = (−1)
l−i
2(l + e)− 1
(
2(l + e)− 1
2l + e− 1 − i
)
xl, 1 i  2l − e, (32)
because for e= 0 and i = 2l the identity 0 = 0 holds.





j + e− 1
2l + e− 1− i
)
xl, i  1, j  2l + e, i + j  4l, (33)
because (33) satisfies Bernoulli’s property and coincides with (32) for the diagonal j =
2l + e.




2(l + e)− 1
(
j + e− 1
2l + e− 1 − i
)




j − 2l − c0
2l − 1+ e− i
)
vq, i  1, j  2l + c0 + 1, i + j N + c0. (35)
Indeed, for N = 4l the formula (34) follows from (33) and (35) from (27).
Suppose 4l + 1  N  2l + c0 + 2 m− 2c− 1 and that the formulae (34) and (35)
hold for values smaller than N . We will show the formula (35).
From the induction hypothesis, in the triangle i  1, j  2l+ c0 + 1, i+ j  (N − 1)+
c0, the values of the alphas are given by the formula (35), therefore in order to determine
the formula in the triangle i  1, j  2l+ c0 + 1, i+ j N + c0, it will be enough to sum
the influence of αN−2l−1,2l+c0+1 = vq ′ . In this way, in the level N + c0, we have:
αi,N+c0−i = (−1)e−i
(
j − 2l − c0
2l − 1 + e− i
)
vq + (−1)q ′+1−ivq ′ , 1 i N + c0. (36)
From α2,3 = 0, it follows that
f (2,3,N − 5)= α3,N−5α2,N+c0−2 − α2,N−5α3,N+c0−3 = 0. (37)






N − 6 + e
2l − 4 + e
)
xl, α2,N−5 = (−1)
l−2
2(l + e)− 1
(
N − 6+ e





N − 2l − 2
2l − 3 + e
)
vq + (−1)q ′−1vq ′ ,
α3,N+c0−3 = (−1)e−3
(
N − 2l − 3)
vq + (−1)q ′−2vq ′ .2l − 4 + e
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N − 6 + e
2l − 4 + e
)(
N − 2l − 2




N − 6 + e
2l− 3 + e
)(
N − 2l − 3
2l− 4 + e
)
.
In the other hand, the coefficient of vq ′ is
1
2(l + e)− 1
((
N − 6 + e




N − 6 + e
2l − 3 + e
))
xl = 0.
Consequently, vq ′ = 0 and (35) is valid for N .
Let us prove the formula (34) for N . If N is odd, then 2[N/2] = 2[(N − 1)/2] and it
is proved. Suppose that N is even, N = 2u 4l+ 2, u 2l+ 1. The inductive hypothesis
means that the expression (34) holds for i+j  2[(N−1)/2] =N−2. For this expression
to be satisfied for i + j  2[N/2] = N , it will be enough that there exist two pairs
(i,N − 1 − i), 1  i  N − 1 − 2l, (i ′,N − i ′), 1  i ′  N − 2l, for which αi,j is
expressed by the right-hand side of (34). For i = j = u the equality (34) holds trivially
in the form 0 = 0, because, the index of the corresponding binomial coefficient is negative:
2l + e− 1 − u 2l + e− 1 − 2l − 1 = e− 2 < 0.
Let us show that xu−1 = αu−1,u (which is found in the level N − 1) can be expressed
according to (34). We have
f (1, u− 1, u)=−α1,u−1αu,u+c0 − αu−1,uα1,2u+c0−1 + α1,uαu−1,u+c0+1 = 0. (38)















u+ 1 − 2l
2l − 1 + e− u+ 1
)
vq. (39)
The lower index in the binomial coefficient of αu,u+c0 is always negative: 2l − 1 + e−
u 2l − 1+ e− 2l − 1 = e− 2 < 0. This annihilates the first term of (38).
We shall distinguish the cases
(i) either u > 2l + 1 or u= 2l + 1 and e= 0,
(ii) u= 2l + 1 and e= 1.
In the case (i), the lower index in the binomial coefficient of αu−1,u+c0+1 is negative,
therefore the relation (38) is reduced to
αu−1,u(−1)e−1
(
2u− 2l − 1 )
vq = 0.2l − 1 + e− 1
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Therefore
αu−1,u = 0.
But for i = u− 1, j = u the lower index 2l + e − 1 − u+ 1 in the binomial coefficient
of the expression (34) is negative and, consequently, αu−1,u can be expressed according to
(34) in the form 0 = 0.
Suppose, then, the case (ii) u = 2l + 1, e = 1. Since (34) holds for i + j  N − 2 =









By bringing the expressions (39) and (40) to the relation (38) and after simplifying the
nonzero factors, it results:
α2l,2l+1 = (−1)
l−2
2l + 1 xl,
which is the expression of (34) for i = 2l, j = 2l + 1, e = 1. So, we have shown that in
both cases (i) and (ii) xu−1 = αu−1,u can be expressed according to (34). This completes
the argument for the equality (34).
Set N = 2l+ c0 +2. The formulae (23) and (34) allow to compare different expressions
of one αi,j .
If c0 is even, then, by (34),
α1,2l+c0+1 =
(−1)l−1
2(l + e)− 1
(
2l + c0 + e
2l + e− 2
)
xl,
because 2l+ c0+2 =N = 2[N/2]. But, according to (23), α1,2l+c0+1 = 0, whence xl = 0,
impossible.
If c0 is odd, then so is N , in such a way (34) only can be assured up to i + j N − 1.
Let us take t such that N = 2t + 1. According to (23) we have
0 = α1,2l+c0+1 =
(−1)l−1
2(l + e)− 1
(
2l + c0 + e
2l + e− 2
)
xl + (−1)t−1αt,t+1,
0 = α1,2l+c0+2 =
(−1)l−1
2(l + e)− 1
(
2l + c0 + e+ 1
2l + e− 2
)
xl + (−1)t−1tαt,t+1.
The determinant ∆ of these two equations in xl and αt,t+1 is null, because xl = 0. So,
we have
∆= (−1)
l+t (2l + c0 + e) (c0 + 1)(2l+ c0 + 1)/2 − e = 0,2(l + e)− 1 2l + e− 2 c0 + 3
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f = (c0 + 1) · (2l + c0 + 1)− 2 = 0. (41)
Since l  3 we can consider the system




2l + c0 + 2
2l − 1
)
xl + (−1)t−1txt ,

























xt + (−1)t (t − 1)xt+1.
Since t = (2l+ c0 + 1)/2, the determinant ∆1 of the previous system is
(−1)l
2l + 1
(2l+ c0 + 1 + e)!
(c0 + 5)!(2l+ e− 2)! · g,
with
g = 2c20l2 + 2c30l + 11c20l + (1/2)c40 + 4c30 + (5/2)c20 + 6c0l2
+ 13c0l − 52c0 + 4l2 + 4l− 123.
The polynomial resulting from f and g when we eliminate l is
−4(c0 + 1)
(
5(c0 + 1)3 + 73(c0 + 1)+ 44(c0 + 1)2 − 2
)= 0.
In the case l = 3, we have
(c0 + 1) · (6c0 + 1)− 2 = 0, 5(c0 + 1)3 + 73(c0 + 1)+ 44(c0 + 1)2 − 2 = 0,
By eliminating c0, the resultant is 3238 = 2 · 1619, therefore p = 1619. In this case,
the roots of the polynomial (c0 + 1) · (6.c0 + 1)− 2 = 0, modulo p are c0 = 1558, and
c0 = 53, but c0 is lesser than p so necessarily c0 = 53, which, substituted in the polynomial
5(c0 + 1)3 + 73(c0 + 1)+ 44(c0 + 1)2 − 2, gives us
919478= 2.7.65677= 0,
impossible. (That means that the common root is the other one: c0 = 1558.)
Suppose that l  4. In this case we can consider the zeroes
α1,2l+c0+i = 0, i = 3,4,5,6,
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(−1)l−1
2l + 1
(2l + c0 + 3)!




3! · h= 0,
where
h= (c0 + 2)(c0 + 1)(2l+ c0 + 5)(2l + c0 + 4)(2l + c0 + 2)
(




2c0l + 6l + 6c0 + c20 − 3 = 0,
and from (41), we get 2(l + c0)− 1 = 0, impossible because l + c0  (p− 3)/2. ✷
5.2. The case q = c0  2l − 2
We will use the fundamental variables wk instead of the xi :
wk = (−1)l−1+kxl−1+k.







j − k − l
i + j − 2l + 1− 2k
)
wk.
Let µ,k1, d be positive integers such that
1 k1  k1 + d − 1 µ. (42)
We define I = [1,µ] − [k1, k1 + d − 1] and the polynomial
f (x, t,µ, k1, d)=
∏
i∈I
\x − i, t + 1− 2i\









(j − 1)! ·
d∏
i=1
\ − i, t − d\(i − 1)!
(t − i)! . (43)








, if 1 i  µ, 1 j  µ− d ,
aij = δj−i,µ−d+1−k1 , if 1 i  µ, µ− d + 1 j  µ,
with t ∈ Z. Then, detA= (−1)(k1+1)d+[µ/2]+[d/2]+[(µ−d)/2]f (x, t,µ, k1, d).
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for j = 1, . . . , s: we substitute the j th column by the one resulting of summing twice the
(j + 1)th column, and next we extract the common factor arising in the new j th column,
that is, we make
Aj →Aj + 2Aj+1, Aj → 1
2x +µ− d − t − s − j A
j ,
j = 1, . . . , s; s = µ− d − 1, . . . ,1.
Next, for every index i , we multiply the ith row by (µ−d+ t−2i)!/\x− i, t+1−2i\.
For j = µ− d + 1, . . . ,µ we multiply the j th column by \x − ij , t + 1 − 2ij\/(µ− d +
t−2ij )!, with ij = j −µ+d−1+k1 (what is achieved with this is to conserve an identity
block in the columns µ− d + 1, . . . ,µ).
So, we obtain the matrix
C = (cij ),
{
cij = \x − (t + 1 − i), j − 1\, if 1 i µ, 1 j  µ− d ,
ci,j = δj−i,µ−d+1−k1 , if 1 i µ, µ− d + 1 j  µ.
Now we operate again on the columns to lower triangle the first block of columns of the
matrix, by starting with the last row:
Cj →Cj − (x − (t + 1 −µ)− j + 2)Cj−1,
j = µ− d, µ− d − 1, . . . , s; s = 2, . . . , µ− d,
and we divide each column j = 1, . . . ,µ− d by (−1)j−1(j − 1)!. We have the new matrix







, if 1 i  µ, 1 j  µ− d ,
di,j = δj−i,µ−d+1−k1 , if 1 i  µ, µ− d + 1 j  µ.
Finally, we consider the unitriangular matrix





, i, j = 1, . . . ,µ.
It is immediate that the product M = FD can be expressed in blocks of d + (µ− d) rows








 1. . .
1





, u, v = 1, . . . , d.µ+ 1 − k1 − v
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|M| = ±|R| = ±
d∏
i=1
\x − i, t − d\ (i − 1)!
(t − i)! .
As a consequence of these row and column operations, it results: |A| = ±f (x, t,µ, k1, d)
and the sign can be deduced bearing in mind the signs of the intermediate steps. ✷
Theorem 5.5. Let µ,k1, d be positive integers numbers satisfy (42) and suppose that the
following conditions
(1) f (l +µ+ d − 1,µ+ d,µ, k1, d) ≡ 0 (modp),
(2) αi,2l+µ+d−1 = 0, i = 1, . . . ,µ− d ,
hold. Then one of the d values xl−1+k1, . . . , xl−1+k1+d−1 is different of zero modulo p.
Proof. Suppose the opposite, that is, xl−1+k1 = · · · = xl−1+k1+d−1 = 0. We have the
following system of µ equations in the µ unknowns w1, . . . ,wµ:{
0 = (−1)iαi,2l+µ+d−1 =∑µk=1 (l+µ+d−1−kµ+d−2k+i )wk, i = 1, . . . ,µ− d,
0 =wi+k1−µ+d−1 =
∑µ
k=1 δi−k,µ−d+1−k1wk, i = µ− d + 1, . . . ,µ
}
(44)
where wk = (−1)l−1+kxl−1+k.
The determinant of the system of µ equations with µ unknowns (44) does not vanish,
because the transposed matrix of the system matrix is the one given in the previous lemma
for x = l +µ+ d − 1, t = µ+ d . Therefore, w1 = (−1)lxl = 0, a contradiction. ✷
Corollary 5.6. Suppose that c0  2l − 4, c0 + l  (p − 3)/2 and q = c0. Then 2c 
m− (2l + c0 + 2).
Proof. We have c0 equations
αi,2l+c0+1 = 0, i = 1, . . . , c0, (45)
in the µ= c0 + 1 unknowns xl, . . . , xl+c0 . Suppose that 2l + c0 + 2m− 2c− 1. Then,
0 = f (c0 − 2[c0/2] + 1, l + [c0/2], l + [c0/2] + 1) yields xl+[c0/2] = 0, because q = c0
and l + c0 − [c0/2] + 2 2l. By applying the previous lemma for µ= c0 + 1, t = c0 + 2,
k1 = [c0/2] + 1, and d = 1, it follows the contradiction xl+[c0/2] = 0. ✷
Corollary 5.7. Suppose c0 = q with 2l − 3  q  2l − 1, c0 + l  (p − 3)/2. Then
2cm− (2l + c0 + 2).
Proof. We denote δ = q − (2l− 3). We have the c0 Eqs. (45) in the µ= c0 + 1 unknowns
xl, . . . , xl+c0 . From (45), it follows that
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Suppose, by contradiction, that 2l+ c0 +2m−2c−1. Then, 0 = f (i, j, j +1), with
i + 2j + 1 = 2l + c0 + 2 = 4l − 1+ δ and i < j  c0, yields
(αi,j + αi,j+1)+ xj (−1)i−1+j = 0. (47)
By applying formula (47) to the pairs of the form (i, j)= (2s − δ,2l − s − 1 + δ), for
j  c0 (that is s  2) and s  [δ/2] + 1, (47) can be rewritten as follows


















l′ − s − k
s + 1− 2k
)
, l′ = l + δ. (48)
For s = 1, δ = 0,1, we have (i, j)= (2,2l− 2), or (1,2l− 1) and (47) also is true because









































w3 −wl′−5 = 0.
Fixed u ∈ [1, (l+ δ)/2], we observe that the equations Eu, . . . ,E2u involve the wk , 1
k  u. By this, between the u+1 equationsEu, . . . ,E2u can be eliminated the u unknowns








wl′−k = 0. (49)
Let Su be the system formed by the c0 Eqs. (45) and the equation Lu = 0. Moreover, let
Au be the transposed matrix of the matrix of the system Lu and ∆u its determinant. From
the previous relations we deduce that ∆u = 0. Since the function determinant is linear on
the last column, according to Lemma 5.4 we have:
∆u =
2u∑
du,k(l + δ)detA(x, t,µ, l + δ− k,1)= 0 (50)
k=u
840 A. Vera-López et al. / Journal of Algebra 273 (2004) 806–853with x = 3l− 2+ δ = l +µ+ d − 1, t = 2l− 1+ δ = c0 + 2, µ= 2l− 2+ δ, and d = 1.
By eliminating all the nonzero common factors, we have
2u∑
k=u




(−1)kdu,k(l + δ) (2l − 4 + 2k)!\2l − 2 + k,2k− δ\ = 0
and, after multiplying by \2l+u−2,2u−δ\




(−1)kdu,k(l + δ)\2l − 4 + 2k,2(k− u)\\2l + u− 2,2u− δ\\2l + k − 2,2k− δ\ = 0.
The linear factors in l that appear in these expressions are all nonzero modulo p. We
take the three first possible expressions Ru: R[δ/2]+1, R[δ/2]+2, R[δ/2]+3. Let P1,P2,P3
be, respectively, the products of nonlinear factors of R[δ/2]+1,R[δ/2]+2,R[δ/2]+3. For
0 δ  2 we check that P1,P2 (respectively P1,P3) are polynomials without polynomial
common factors and there exist integer polynomials s1, s2 (respectively t1, t3) such that
s1P1 + s2P2 = n12 (respectively t1P1 + t3P3 = n13) is an integer number (respectively
t1P1 + t3P3 = n13) (see Table 1). If the prime numbers p dividing n12 satisfy l + c0 >
(p − 3)/2, it is proved. In other case, we consider the greatest common divisor d =
(n12, n13) and it results involving small prime numbers. From here it follows the
contradiction for p different of the primes involved in that greatest common divisor.
Therefore
s1P1 + s2P2 = 27.33.250850588627.7043≡ 0 (modp), p ∈ {250850588627,7043}.







(p, l) ∈ {(250850588627,117404951377), (7043,2796)},
anyway we have l + c0  (p− 3)/2, a contradiction. ✷
We can already prove Theorem 1.3.
Proof. In [6], for c0  l−2 and l+ c0  (p−3)/2, it is proved that 2cm−2l− c0 −2.
Therefore we can suppose that c0 + l  (p − 3)/2 and l − 1  c0  2l − 1. Suppose
2l + c0 + 2  m − 2c − 1. We shall prove that αj,2l+c0+1 = 0 for 1  j  c0 + 1 and
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c0 = 2l − 3
P1 =−2l2 + 5l − 5,
P2 = 4l4 − 40l3 + 173l2 − 365l + 516,
P3 =−16l8 + 432l7 − 5160l6 + 35208l5 − 151785l4 + 417591l3 − 675719l2 + 183969l + 2063880,
s1 =−140l3 + 808l2 − 1265l − 2874, s2 =−70l − 121,
n12 =−48066,
t1 = 34888l7 − 751756l6 + 6503770l5 − 25414729l4 + 24519445l3 + 191394197l2 − 797649903l
+ 1476186408,
t3 =−4361l − 12875,
n13 =−33953387040,
g.c.d.(48066,33953387040) = 6
c0 = 2l − 2
P1 =−2l2 + 2l − 1,
P2 = 4l4 − 28l3 + 91l2 − 138l + 240,
P3 =−8l8 + 172l7 − 1658l6 + 9181l5 − 33269l4 + 80290l3 − 130227l2 + 49365l + 475200,
s1 =−488l3 + 1756l2 − 898l − 11603, s2 =−244l − 586, n12 =−129037,
t1 = 5455264l7 − 52225840l6 − 205902056l5 + 5913179188l4 − 39704038536l3 + 150472438346l2
− 339104185630l + 522303477445,
t3 =−1363816l − 14901768,
n13 =−7603623631045,
g.c.d.(129037,7603623631045) = 1
c0 = 2l − 1
P1 = 4l4 − 16l3 + 35l2 − 20l + 111,
P2 = 16l8 − 256l7 + 1880l6 − 7912l5 + 23837l4 − 50686l3 + 99763l2 − 58110l − 429300,
s1 = 14851921626771156 − 5018622109445210l + 2476456727368569l2 − 420481585447284l3
+ 38279424505587l4 + 5706199784082l5 − 2029142491356l6 + 252012357752l7 ,
s2 =−10382698681033 − 584129667666l − 248751450417l2 − 63003089438l3
the result follows arguing as in [6, Lemma 2]. Suppose the opposite, that is, that there
exists a j such that αj,2l+c0+1 = 0, so q  c0. We have 3l m− 2c− 1. Therefore, from
0 = f (l− k, l+1, l) for k = 1,2, . . . , l−1, and bearing in mind that αl−k,l+1 = αl,l−k = 0
and αl,l+1 = 0, it follows that αl−k,2l+c0+1 = 0 for every k  l−1. Consequently q  l−1
and we have l− 1 q  c0. We distinguish two cases, q < c0 and q = c0. In the first case,
we have q  2l − 2 and:
(i) If q = l − 1, from Proposition 5.2 it follows the contradiction.
(ii) If l  q  2l − 4, from Proposition 5.1 it follows the contradiction.
(iii) If q = 2l− 3,2l − 2, from Proposition 5.3 it follows the contradiction.
Therefore, c0 = q and the result follows directly from Corollaries 5.6 and 5.7. ✷
6. Region with bound 2cm− p− 2l + c0 − 1
In the proof of conjecture C that was stated in [7], we shall use the relations given in
Lemma 2.2 in the particular cases of p− c0 ∈ {4l − 4,4l− 6,4l− 8}.
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w1,w2, . . . , with wi = (−1)l−1+ixi+l−1 and prove that the obtained matrix is invertible
modulo p. This implies that all wi , and in particular w1 = (−1)lxl , must be zero,
contradicting the definition of l.
Suppose that p+ 2l − c0 + 1m− 2c− 1. From Lemma 2.2, we get
αj,p−c0+1 = 0, for j ∈ [1, l − 2] ∪ [l + 1,2l− 1], (51)
and
αl−1,p−c0+1 + αl,p−c0+1 = 0. (52)
In case p − c0 = 4l − 4, we consider the 2l − 3 relations (51) involving the unknowns
wi, i = 1, . . . ,2l − 2. However, in order to unify the expressions of the coefficients,
we change the relation (52) by two relations that imply a new unknown, (−1)lw:
αl−1,p−c0+1 − (−1)lw = 0, αl,p−c0+1 + (−1)lw = 0. So, we have the following linear












wi +w = 0, j = l − 1, l.


In case of p− c0 = 4l−6, we consider the 2l−3 relations (51) involving the variables wi ,
i = 1, . . . ,2l− 3. In addition, in order to unify the writing of the coefficients, we introduce
two new equations and unknowns:
αl−1,p−c0+1 − (−1)lw′1 = 0, αl,p−c0+1 + (−1)lw′2 = 0. (53)


















wi +w′2 = 0, j = l.


In the case p − c0 = 4l − 8 we consider the 2l − 5 relations (51) for j ∈ [1, l − 2] ∪
[l+ 1,2l− 3] involving the variables wi , i = 1, . . . ,2l− 5, jointly with (53) having 2l− 3












wi +w′1 = 0, j = l − 1,∑2l−5 ( 3l−7−i )
wi +w′ = 0, j = l.

i=1 2l−6−2i+j 2
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matrix, we have a uniformity in blocks. Because of it, we study a general type of matrices,
that allows us to calculate the determinant of these three particular cases and to prove that
it factors as a product of linear factors.
Let b1, b2, b3, b4 be four positive integers such that b3 = b1 + b4 or b3 = b1 +
b4 − 1, b1  b2, 1  b4  2. Consider the polynomial matrix A = A[x, b1, b2, b3, b4] =






if i = 1, . . . , b1 + b2 + b3,
δi−j,b1+b3 if i = b1 + b2 + b3 + 1, . . . , e,
where t = b1 + b2 + b3 − b4 + 1.
Besides, A has the following block structure of (b1 + b2 + b3)+ b4 rows and b2 + b4 +







The determinants of the coefficient matrices of the linear systems corresponding to





3l − 3, [ l+12 ], l − 2, [ l2 ],1]+ detA[3l − 3, [ l2 ], l − 1, [ l−12 ],1],
detA[3l− 5, [l/2] − 1, l− 2, [(l + 1)/2],2],




We need to compute the determinant of A. For it, we shall use the very known result
from linear algebra.
Lemma 6.1. Let us suppose that α is a root of the determinant of a matrix M(x) of size
w×w whose entries are polynomials in x . Then:
(1) If rankM(α) = w − m, then α is a root of detM(x) of multiplicity greater than or
equal to m.
(2) If M(α) has a rectangular block of zeroes of a rows and b columns, then α is a root of
detM(x) of multiplicity greater than or equal to a + b−w.
Lemma 6.2. Let b1, b2, b3, b4 be four positive integers such that b1  b2, 1  b4  2,
b3 = b1 + b4 or b3 = b1 + b4 − 1, and A=A[x, b1, b2, b3, b4]. Set e= b1 + b2 + b3 + b4
and t = b1 + b2 + b3 − b4 + 1. Then
detA= (−1)b3b4
b2−1∏ s∏
(2x − j − s − b1 − b3 + b4 − 1)
s=1 j=1









\x − i, t + 1− 2i\














(k − 1)! ·
b1+b2∏
i=b1+1
\2b1 + 2b2 + 2b3 + 1− 2i, b1 + b3 + b4\ · F(x)





(x − λ)mλ ·
α2∏
α=α1
(x − α)m′α ,
being
λ1 = 3/2, λ2 = b1 + b2 − 1/2, mλ = min{λ− λ1 + 1, b1, λ2 − λ+ 1},
α1 = b2 + b3 − b4 + 2, α2 = b1 + b2 + b3,
m′α = min{α− α1 + 1, b4, α2 − α + 1}.
Proof. The transformations we are going to make will affect only the first b1 + b2 + b3
rows and we are only interested in the alterations produced in the blocks A11 and A13,
because the values of A12 do not appear in the computation of the determinant.
Let us consider the column indices p, q , with 1 p < q  t +1, and the corresponding
submatrix Ap,...,q1,...,b1+b2+b3 . We apply to A the following column transformations:
Aj →Aj + 2Aj+1, Aj → 1
2x − t − j + q − s A
j
for j = p, . . . , s, s = q − 1, q − 2, . . . , p. The elements of the resulting matrix B have in
its first b1 + b2 + b3 rows the same components as A but
bij = 1
(
x + q − j − i)
,\x − i + q − j, q − j\ t + q − 2i
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the blocks formed by the columns 1, . . . , b2 and b2 + b4 + 1, . . . , e, we obtain the matrix

















, if i = 1, . . . , b1 + b2 + b3, j = b2 + b4 + 1, . . . , e.












(2x − j − s + 2b4 − 1) · detB.
If we multiply now the rows i = 1, . . . , b1 + b2 + b3 by
(2b1 + 2b2 + 2b3 + 1 − 2i)!
\x − i, t + 1 − 2i\ ,




\2b1 + 2b2 + 2b3 + 1 − 2i, e− b2\ for i = 1, . . . , b1 + b2 + b3,
· \x − (t + 1 − i), j − 1\ j = 1, . . . , b2,
\x − (t + 1 − i), j − 1\ for i = 1, . . . , b1 + b2 + b3,
j = b2 + b4 + 1, . . . , e.




\x − i, t + 1− 2i\
(2b1 + 2b2 + 2b3 + 1− 2i)! detC.
We observe that \2b1 + 2b2 + 2b3 + 1 − 2i, b1 + b3 + b4\ = 0 unless 2b1 + 2b2 +
2b3 + 1− 2i  b1 + b3 + b4, that is, i  [(b1 + 2b2 + b3 − b4 + 1)/2] = b1 + b2, because
b3 − b4 ∈ {b1, b1 − 1}. Now we make some transformations that triangulate each of both
blocks:
Cj →Cj − (x − j + b4 − b3)Cj−1, j = b2, b2 − 1, . . . , s; s = 2, . . . , b2,
Cj →Cj − (x − j + b4)Cj−1, j = e, e− 1, . . . , s; s = b2 + b4 + 2, . . . , e,
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\b1 + b2 − i, j − 1\ for i = 1, . . . , b1 + b2 + b3,
· \2b1 + 2b2 + 2b3 + 1− 2i, b1 + b3 + b4\ j = 1, . . . , b2,
\b1 + b2 + b3 − i, j − b2 − b4 − 1\ for i = 1, . . . , b1 + b2 + b3,
· \x − (t + 1 − i), b2 + b4\ j = b2 + b4 + 1, . . . , e.




D11 D12 D13 D14
0 D22 D23 0
0 I 0 0
)
,
where D23 is a square block such that dij = 0 if i + j > b1 + 2b2 + b3 + b4 + 1.
Consequently






(b1 + b2 + b3 − i)! ·
∖
x − (t + 1 − i), b2 + b4
∖
.
Set T = [D11,D14] and F(x) = detT . We observe that the entries of the columns of
D11 are constant, and the ones of the b1 columns of D14 are polynomials of the form
[x − (t + 1 − i), b2 + b4] with degree b2 + b4. Therefore, the degree of the polynomial
F(x) is at most b1(b2 + b4).
Let us see that F(x) has a factor of degree b1(b2+b4), which is a product of two factors
F1(x) and F2(x), of degrees b1b4 and b1b2, respectively, such that F1(x) has integer roots
and F2(x) has roots of the form (2k + 1)/2, with k integer. From here we will conclude
that F(x) is a product of a constant by that product. We will determine then the constant.
In order to calculate F1(x) and F2(x), we will use Lemma 6.1.
Let us calculate the integer roots that annihilate all the polynomials entries of a suitable
subblock of D14.
An integer α is a root of \x − (t + 1 − i), b2 + b4\ if, and only if, t + 1 − i  α 
t + b2 + b4 − i = b1 + 2b2 + b3 − i + 1, that is, if, and only if, in our case,
i ∈ [t − α + 1, t − α + b2 + b4] ∩ [1, b1 + b2].
We distinguish the cases b4  b1 and b1 < b4. If b4  b1, that is, b2 + b4  b1 + b2,
for α2 = b1 + b2 + b3 the intersection of the previous intervals is the interval [1, b2 + 1],
therefore x = α2 annihilates the first b2 + 1 rows of the block T14 and, from Lemma 6.1,
is a root of detT of multiplicity greater than or equal to 1. In the same manner, for
α1 = b2 +b3−b4+2, the intersection of the previous intervals is the interval [b1, b1+b2],
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multiplicity greater than or equal to 1. The intermediate values of α give multiplicities
greater than or equal to
m′α = min{α − α1 + 1, b4, α2 − α + 1}.
If b1 < b4, since b4  2 necessarily we have b1 = 1, b4 = 2. In this case, the interval
[1, b1 + b2] = [1, b2 + 1] only can be contained in the interval [t − α + 1, t − α + b2 + 2]
for the values α2 = t + 1 and α1 = t .
From all this, we can conclude that the polynomial F1(x)=∏α2α=α1(x−α)m′α is a factor
of detT . Its degree is b4(b4 − 1)+ b4(α2 − α1 + 1− 2(b4 − 1))= b1b4.
In order to compute F2(x), first of all we observe that, from b3 = b1 + b4 or b3 =
b1 + b4 − 1 it follows that
\2b1 + 2b2 + 2b3 − 2i + 1, b1 + b3 + b4\
= 2(e−u)\b1 + b2 + b3 − i + 1/2, b1 + b4\ · \b1 + b2 + b3 − i, b3\,
on the other hand, we have
\b1 + b2 + b3 − i, j − b2 − b4 − 1\
= \b1 + b2 + b3 − i, b3\ · \b1 + b2 − i, j − b2 − b3 − b4 − 1\.
So, we divide the rows i = 1, . . . , b1 + b2 by \b1 + b2 + b3 − i, b3\ and the b2 columns
of D11 by 2b1+b3+b4 . We obtain in this way a matrix G= (gij ) whose components in the




\b1 + b2 − i, j − 1\ for i = 1, . . . , b1 + b2,
· \b1 + b2 + b3 − i + 1/2, b1 + b4\ j = 1, . . . , b2,
\b1 + b2 − i, j − b2 − b3 − b4 − 1\ for i = 1, . . . , b1 + b2,
· \x − (t + 1 − i), b2 + b4\ j = b2 + b3 + b4 + 1, . . . , e.
Set λ ∈ Z/2 \ Z. We observe that the components of each column of the matrix G of
indices j = 1, . . . , b2 and j = b2 + b3 + b4 + 1, . . . , e are polynomials in the row index
whose degree is not less than b1 + b2 + b4 − 1. Let us define the intervals
X = [b2 + b3 − b4 + 1, b1 + b2 + b3],
and
Yλ = [b1 + b2 + b3 − b4 + 3/2− λ,b1 + 2b2 + b3 + 1/2− λ].
Let their intersection be
X ∩ Yλ = {sλ,1, . . . , sλ,qλ}.
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are common factors to the ith row, because they appear in the remaining products
\b1 +b2+b3− i+1/2, b1+b4\ and \λ− (t+1− i), b2+b4\. In this way, after dropping
out these factors, the columns of indices j = 1, . . . , b2, j = b2 + b3 + b4 + 1, . . . , e in the
resulting matrix are polynomials in the row index whose degree is greater than or equal to
b1 + b2 + b4 − 1− qλ. But the set of columns with this property configures a vector space
of dimension b1 + b2 + b4 − qλ, and therefore λ, according to the Lemma 6.1 is a root of
the determinant of T of multiplicity greater than or equal to
mλ = (b1 + b2)− (b1 + b2 + b4 − qλ)= qλ − b4.
For λ1 = 3/2, we have that X∩Y3/2 = [t−1, t−1+b4] and q3/2 = b4 +1, so λ1 = 3/2 is
a root of multiplicity greater than or equal to 1 of detT . For λ2 = b1 + b2 − 1/2, we have
that X ∩ Yb1+b2−1/2 = [t − b1, t − b1 + b4] and qb1+b2−1/2 = b4 + 1, therefore λ= 3/2 is
a root of multiplicity greater than or equal to 1 of detT . The intermediate values of λ give
multiplicities greater than or equal to
mλ = min{λ− λ1 + 1, b1, λ2 − λ+ 1}.
Since b1  b2 we have
mλ =
{
λ− λ1 + 1, if λ1  λ b1 + 1/2,
b1, if b1 + 1/2 λ b2 + 1/2,






is a factor of F(x). The degree of F2(x) is
b1(b1 − 1)+ b1
(
λ2 − λ1 + 1 − 2(b1 − 1)
)= b1b2.
Consequently, the degree of F1(x)F2(x) is b1(b2 +b4). But the degree of F(x) is less than
or equal to b1(b2 + b4). Therefore, F(x)= k · F1(x) · F2(x).
In order to obtain the value of the constant k, we calculate the value of the determinant
in the point α1 − 1 = t − b1 = b2 + b3 − b4 + 1, so
detT = detT (α1 − 1)
F1(α1 − 1)F2(α1 − 1) · F1(x) · F2(x).
The value α1 − 1 annihilates the last b2 rows of the block D14, because
[t − α1 + 2, t − α1 + 1+ b2 + b4] ∩ [1, b1 + b2] = [b1 + 1, b1 + b2 + b4] ∩ [1, b1 + b2]
= [b1 + 1, b1 + b2].
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(k − 1)! ·
b1+b2∏
i=b1+1
\2b1 + 2b2 + 2b3 + 1 − 2i, b1 + b3 + b4\.
In U12 we extract from every row the factor \b1 + b2 + b3 − i, b3\ · \α1 − 1− (t + 1− i),




\b1 + b2 + b3 − i, b3\ ·
b1∏
i=1
\b1 + b2 + b4 − i, b2 + b4\ · detS14,
where
S14 = (sij )i=1,...b1;j=b2+b3+b4+1,...,e, sij =
∖
b1 + b2 − i, j − (b2 + b3 + b4 + 1)
∖
.





By joining all the factors, it follows the formula of the determinant given in the statement
of lemma. ✷
Remark 6.3. We can see that the sign of the previous determinant is exactly
(−1)[b2/2]+[(b1+b3)/2]+b1(b2+b3+b4)+[b3/2]+(b2+b4)b1+[b1/2]+[b2/2]+b3b4 = (−1)b3b4 .





























































































































































Proposition 6.5. Suppose that p − c0 = 4l − 4 − 2ω, ω = 0, 1, 2 and l  3. Then,
2cm− p− 2l + c0 − 1.
Proof. If c0  2l− 1, then, from [4], we know that 2cm−p− 2l+ c0 − 1. So, we take
c0  2l. Let us suppose that p+ 2l − c0 + 1m− 2c− 1 holds.
According to the beginning of section, we obtain an homogeneous linear system whose
coefficient matrix has one of the determinants listed in (54). Since w1 = (−1)lxl = 0, these
determinants vanish and p divides one of their factors.
Now, since c0  2l, we have p = c0 + 4l − 4 − 2ω  6l − 4 − 2ω. Therefore, if we
analyze the factors of corresponding determinant, we obtain:
• In the case p − c0 = 4l − 4, according to Corollary 6.4, every factor belongs to the
interval (0,6l − 9) and p is greater than 6l − 4.
• In the case p − c0 = 4l − 6, according to Lemma 6.2, every factor belongs to the
interval (0,2(3l− 5)− 3)= (0,6l − 13) and p is greater than 6l − 6.
• In the case p − c0 = 4l − 8, according to Lemma 6.2, every factor belongs to the
interval (0,2(3l− 7)− 3)= (0,6l − 17) and p is greater than 6l − 8.
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We can already prove Theorem 1.4.
Proof. By induction on λ+ |G|. For λ= 1 we have
c0 ∈ {p− 4l + 4,p− 4l + 6,p− 4l + 8}
and the result has been proved. Let us suppose that λ 2 and the relation
c0 ∈ {p− 4l + 3λ+ 1,p− 4l + 3λ+ 3,p− 4l + 3λ+ 5}.
By working with the p-group of maximal class H we have that c0(H)= c0 + 1, l(H)=
l − 1 and




p− 4(l − 1)+ 3(λ− 1)+ 1,p− 4(l − 1)+ 3λ+ 3,
p− 4(l − 1)+ 3(λ− 1)+ 5}
so by induction hypothesis applied to H we have 2(c+1)= 2c(H)m−1−p−2(l−1)
+ (c0 + 1)− 1, whence the desired inequality. ✷
Appendix A
As we have said, an algorithm that generated tables for every prefixed number p was
given in [7]. In those tables, for each c0 = i , l = j , the entry (i + 1, j) corresponded to
the smallest possible value g(c0, l,p) found by our algorithm for the group G satisfying
2cm−g(c0, l,p). The algorithm gave also the solution in the xλ = αλ,λ+1 in the most of
cases, satisfying the system S(g(c0, l,p)− 1). For instance, if we consider the regions in
which the bound is 2cm−p−2l+ c0 −1 for p = 11,13,17, the solutions appear in the
following tables. These solutions of xλ generate the corresponding nilpotent Lie algebra of
maximal class such that 2c=m− p− 2l + c0 − 1.
p = 11, l = 2 x3/x2 x4/x2
c0 = 7 10 *
p = 11, l = 3 x4/x3
c0 = 5 9
c0 = 6 10
852 A. Vera-López et al. / Journal of Algebra 273 (2004) 806–853p = 13, l = 2 x3/x2 x4/x2 x5/x2
c0 = 9 12 * *
p = 13, l = 3 x4/x3 x5/x3
c0 = 5 8 7
c0 = 6 * 3
c0 = 7 11 1
c0 = 8 12 *
p = 13, l = 4 x5/x4
c0 = 4 8
c0 = 5 1
c0 = 7 12
p= 17, l = 2 x3/x2 x4/x2 x5/x2 x6/x2 x7/x2
c0 = 13 16 ∗ ∗ ∗ ∗
p = 17, l = 3 x4/x3 x5/x3 x6/x3 x7/x3
c0 = 7 2 15 4 7
c0 = 8 10 14 5 5
c0 = 9 ∗ 2x3 + 16x4 13 12x3 + 9x4
c0 = 11 15 1 ∗ ∗
c0 = 12 16 ∗ ∗ ∗
p = 17, l = 4 x5/x4 x6/x4 x7/x4
c0 = 6 2 15 4
c0 = 7 10 14 5
c0 = 8 * 2x4 + 16x5 13
c0 = 9 * 3 16
c0 = 10 15 1 *
c0 = 11 16 0 *
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c0 = 5 2 15
c0 = 6 10 14
c0 = 7 12 7
c0 = 8 13 3
c0 = 9 15 1
c0 = 10 16 0
p = 17, l = 6 x7/x6
c0 = 4 2
c0 = 5 10
c0 = 7 13
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