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The combinatorial approach to materials research is based on the synthesis of
hundreds or thousands of related materials in a single experiment. The popularity
of this approach has created a demand for new tools to rapidly characterize these
materials libraries and new techniques to analyze the resulting data. The research
presented here is intended to make a contribution towards meeting this demand, and
thereby advance the pace of materials research.
The first part of the dissertation discusses the development of a materials charac-
terization tool called a near field microwave microscope (NFMM). We focus on one
particular NFMM topology, the open ended coaxial resonator. The traditional ap-
plication of this NFMM topology is the characterization of the dielectric properties
of materials at GHz frequencies. With the goal of expanding the capabilities of the
NFMM beyond this role, we explore two non-traditional modes of operation. The
first mode is scanning ferromagnetic resonance spectroscopy. Using this technique,
we map the magnetostatic spin wave modes of a single crystal gallium doped yt-
trium iron garnet disk. The second mode of operation entails combining near field
microscopy with scanning tunneling microscopy (STM). Operating in this mode, we
show that the NFMM is capable of obtaining atomic resolution images by coupling
microwaves through an atomic scale tunnel junction.
The second part of the dissertation discusses the analysis of X-Ray Diffraction
(XRD) data from combinatorial libraries. We focus on two techniques that are de-
signed to simultaneously analyze all of the XRD spectra from a given experiment, pro-
viding a faster method than the traditional one-at-a-time approach. First, we discuss
agglomerative hierarchical cluster analysis, which is used to identify regions of com-
position space that have similar crystal structures. Second, we discuss non-negative
matrix factorization (NMF). NFM is used to decompose many experimental diffrac-
tion patterns into a smaller number of constituent patterns; ideally, these constituent
patterns represent the unique crystal structures present in the samples. Compared
to hierarchical clustering, NMF has the advantage of identifying multi-phase regions
within the composition space. These techniques are also applicable to other types of
spectral data, such as FTIR, Raman spectroscopy, XPS, and mass spectrometry.
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1.1 Motivation & Combinatorial Science
In this dissertation, we discuss two main topics. The first part of the disserta-
tion focuses on a materials characterization technique called Near Field Microwave
Microscopy (NFMM). The second part focuses on new techniques for analyzing X-
Ray Diffraction (XRD) data. Both parts of this dissertation are motivated by the
increasing popularity of the combinatorial approach to investigating new materials.
The combinatorial approach has created a demand for the development of new tools
to characterize the physical properties of materials, as well created demand for new
techniques to rapidly analyze the data produced by these investigations. The research
presented in this dissertation is intended to make a contribution to meet these de-
mands, and thereby advance the pace of materials research. Before exploring NFMM
and the analysis of XRD data in more detail, we would like to provide a brief intro-
duction to combinatorial materials investigation.
The ultimate goal of materials science is to map out the relationship between the
composition, structure, and physical properties of materials. Once these relationships
are mapped out, the underlying physics that dictates these relationships can be ex-
plored. The composition-structure-property relationships can also be applied directly
to engineering problems like the design of sensors or integrated circuits.
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The traditional approach to mapping composition-structure-property relation-
ships is to fabricate one material, measure its composition, measure its structure,
measure its physical properties, and then move on to the next material of interest.
After a large database of materials has been built up in this way, the data are com-
pared in order to identify optimal materials, plan new experiments, and formulate
physical theories about the composition-structure-property relationships. This pro-
cess is not ideal for two main reasons. First, a large amount of time is required to
fabricate and characterize a single material, making this a slow process. Second, the
fabrication and characterization conditions are likely to be slightly different for each
material fabricated, adding uncertainty to the resulting data.
Beginning around 1995, a new approach to materials exploration was developed in
which many different (but closely related) materials are fabricated and characterized
in a single run[1]. This method is called the “combinatorial approach” or simply
“combi”. This method allows for much more rapid exploration of materials systems
than the traditional one-at-a-time approach. Frequently, the combinatorial approach
also results in higher quality data because the processing conditions for all of the
materials in a given experiment are identical.
Figure 1.1 illustrates an experiment that shows the hallmarks of the combinato-
rial approach: parallel sample fabrication followed by rapid characterization. The
details of the complete experiment can be found in reference [9]. In this example, the
sample was a composition gradient including all compositions from pure CoFe2O3 to
2
Figure 1.1: A schematic of the combinatorial approach to materials investigation.
Characterization techniques such as scanning XRD and NFMM play a key role in
rapid exploration of novel materials. In this example, a multiferroic nanocomposite
displaying ferroelectricity and ferromagnetism was discovered in the CoFe2O3-PbTiO4
binary system. For further details of this experiment see reference [9].
3
pure PbTiO4
1. Once the sample was fabricated, the relevent physical properties were
mapped using high-throughput scanning probe techniques. The main motivation of
this study was to identify candidate magnetoelectric materials, therefore the physical
properties of interest were the magnetic and electrical ordering. The remnant magne-
tization was mapped using a room temperature scanning superconducting quantum
interference device (SQUID) microscope, and the linear and non-linear dielectric con-
stant were mapped using NFMM. Once these physical properties were measured,
the crystal structure along the composition gradient was mapped out using scan-
ning XRD. In the analysis of the resulting data, a material was found—specifically
(CoFe2O3)15(PbTiO4)85—that displayed a peak in the linear dielectric constant and
a large dielectric tunability, while still showing robust magnetization. This made it a
candidate material for further investigations of the magnetoelectric coefficient, which
were later performed using NFMM[15]. The study also identified the physical mech-
anism corresponding to the enhanced dielectric properties, which was a structural
transition from tetragonal to cubic symmetry.
There have been significant advances in the area of rapid characterization and
screening techniques; there are now a variety of physical properties that can be
mapped for combinatorial libraries and composition spreads with relatively quick
turnaround[49, 50, 51, 61]. The combinatorial approach to materials research has
proven to be effective in uncovering new materials phases with enhanced physical
properties as well as rapidly mapping composition-structure-property relationships
1The composition gradient was created by depositing alternating wedges of CoFe2O3 and PbTiO4
onto an MGO substrate; the deposition of wedge shaped layers was achieved using laser ablation in
combination with a movable shutter system.
4
in complex materials systems [49, 50, 51]. In particular, composition spread experi-
ments are instrumental in mapping compositional phase diagrams of multicomponent
systems [52, 53, 54, 55]. Mapping phase diagrams is central in obtaining compre-
hensive pictures of materials systems, and mapping active physical properties such
as magnetism and ferroelectricity as a function of composition is an integral part of
understanding the underlying physical mechanism of the properties [55, 56, 57].
The diffusion-multiple approach—which entails annealing a conglomerate of three
or more bulk metal pieces in order to form alloys of graded compositions—has been
developed to map bulk phase diagrams[58, 59]. In thin film composition spreads, large
fractions of compositional phase diagrams can be mapped out with a high density
of data points on an individual wafer. The large number of data points can truly
bring out the strength of the combinatorial technique because systematic mapping
can reveal subtle composition dependence effects that are otherwise very difficult
to discern from individual sample experiments with sparse sampling in composition
space [55]. Thin film materials can often display properties with deviation from
bulk samples, but it has been shown in many systems that one can indeed obtain
compositional trends that closely resemble or mirror those of bulk counterparts [55,
60]. There are also instances where the target application of a specific materials
system is a thin film device. In such cases, using thin film spread samples for mapping
composition dependence is well justified [54].
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1.2 Outline of this Dissertation
In Chapter 2 we provide an introduction to NFMM in general. We then introduce
the coaxial resonator geometry of the NFMM, which is used throughout the first part
of this dissertation. After introducing the resonator geometry we discuss a lumped-
element circuit model of the resonator. The last section of this chapter discusses the
microwave circuitry involved in the NFMM measurements.
In Chapter 3 we present an exploration of the possibility of using the open ended
coaxial resonator NFMM topology to perform scanning ferromagnetic resonance spec-
troscopy. This chapter begins with an introduction to ferromagnetic resonance spec-
troscopy. We next present the details of the instrument used in this experiment, which
is a hybrid between a shear mode atomic force microscope (AFM) and a NFMM. We
then present the details of the experimental design and the data obtained. After an
exposition of the experimental data, we describe the details and results of numerical
micromagnetic simulations that were performed using the RKMAG software.
In Chapter 4 we present an experiment in which we demonstrate that the spatial
resolution of the coaxial resonator NFMM can be pushed to the atomic limit by
bringing the probe tip close enough to a conducting sample to form a tunnel junction.
We begin with a description of the instrument, which is a custom built hybrid between
an STM and a NFMM. Next we present images of the surface of Au(111) terraces
and atomically resolved images of HOPG and a Au(111) surface.
In Chapter 5 we present a brief introduction and motivation to the problem of
analyzing XRD data. We also present the experimental details of the fabrication
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and characterization of the Fe-Ga-Pd combinatorial library that will be analyzed in
Chapters 6 and 7.
In Chapter 6 we present a technique called agglomerative hierarchical cluster
analysis and its application to the analysis of XRD data. We find that using cluster
analysis we can select the optimal subset of the experimental diffraction patterns
that are needed to identify all of the crystal structures present in a data set. The
identified crystal structures can then be mapped onto the composition diagram using
the grouping of samples obtained via cluster analysis, resulting in the creation of a
structural phase diagram.
In Chapter 7 we present a technique called Non-negative Matrix Factorization
(NMF) and apply it to the Fe-Ga-Pd XRD data. We find that NMF can be used to
decompose the experimentally observed diffraction patterns into a much smaller num-
ber of basis patterns. The crystal structures corresponding to these basis patterns
are then identified and the distribution of structures is plotted on the composition
diagram. The advantages of using NMF compared to cluster analysis are that the ba-
sis patterns produced can have a significantly lower noise level than the experimental
patterns, and the technique naturally allows for the identification of samples that are
composed of a mixture of different crystal structures.
In Chapter 8 we provide a summary of the work presented in this dissertation and






Introduction to Near-Field Microwave Microscopy
Near Field Microwave Microscopy (NFMM) is a technique in which an antenna
generating a microwave frequency electromagnetic field is used to probe the electrical
or magnetic properties of a material nearby the antenna. The antenna is generally
much smaller than the free space wavelength at the test frequency (in this case 12
cm at 2.5 GHz), and the material under test is generally close enough to the antenna
that it is well within the near-field regime of the electromagnetic field created by
the antenna1. Operating in the near-field regime provides two advantages. First, it
allows for spatial resolutions that break the diffraction limit. This is critically impor-
tant because the samples to be tested and features of interest are frequently much
smaller than the wavelength of the probing radiation. Second, it greatly simplifies
modeling the interaction between the antenna and the material under test. This
simplification is possible because one can calculate the electric and magnetic fields
using the electrostatic and/or magnetostatic approximations. These approximations
reduce the difficulty of modeling the tip-sample interaction by removing the need to
consider propagating, time dependent electromagnetic waves.
NFMM is most commonly used for mapping the high frequency dielectric prop-
erties of materials.[19, 20, 2, 3, 4] In our own research group, NFMM has been
1The near field region is usually defined as the region that is less than 2D2/λ away from the
antenna, where D is the size of the radiating feature of the antenna and λ is the free space wavelength
at the antenna’s operating frequency.
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used extensively to map the dielectric properties of thin films from combinatorial
material libraries.[5, 6, 7, 8, 9, 10] Among the other applications of NFMM are
dopant profiling,[22] surface conductivity measurement,[11] high speed scanning probe
imaging,[23] magnetic permeability measurement,[12, 13, 14] investigation of tunnel
junction nonlinearity,[21] and potentially single-spin sensitive experiments[24, 25].
There are many different antenna designs used to perform NFMM, each specialized
to a specific type of measurement. When choosing a near field antenna design, one
faces three main design choices. The first choice is whether to select a probe designed
for electrical or magnetic measurements. Probes designed for electrical measurements
generally have an electric field anti-node and a magnetic field node in the region of
probe-sample coupling. In the case of an electric field probe, the coupling between
the probe and the sample is accomplished by bringing the sample under test into the
region containing the electric fringe field between two electrodes. Probes designed
for magnetic measurements generally have an electric field node and a magnetic field
anti-node in the region of probe-sample coupling. The simplest example of such a
probe consists of a wire loop through which a microwave current is driven. The second
design choice is whether to choose a resonant or non-resonant design. In the resonant
design, one gains additional sensitivity to materials properties at a specific frequency,
whereas in the non-resonant design one can probe a wide range of frequencies. The
final tradeoff is in the size of the antenna; larger antennas generally provide a higher
signal-to-noise ratio because of a larger area of contact with the sample, while smaller
antennas provide higher spatial resolution at the cost of a lower signal-to-noise ratio.
In this work, we focus on expanding the capabilities of one particular NFMM
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probe, the open ended coaxial resonator. The coaxial resonator has a sharp tip that
extends from the end of a coaxial cavity and couples to the sample under test. This
type of design is optimized for electric field sensitive measurements (e.g. permittivity),
as there is an electric field anti-node and a magnetic field node at the probe tip.
It is also optimized for high sensitivity, narrow band measurements, as it is based
on resonant detection. Lastly, when used for dielectric imaging, it is optimized for
high spatial resolution, as the electric field from the sharp tip interacts with only a
small area of a sample. When operating in the dielectric imaging mode, the spatial
resolution of this probe geometry is on the order of the radius of curvature of the end of
the probe tip[2]. The highest reported spatial resolution for a NFMM in the literature
is ∼2.5 nm. This high spatial resolution was achieved using a hybrid NFMM-STM
built at the University of Maryland by Atif Imtiaz under the direction of Professor
Steven Anlage[17]. In their work, an open ended half wave coaxial resonator was
used to perform NFMM while an integrated STM was used to maintain a constant
tip-sample distance of ∼1 nm.
2.1 The Coaxial Resonator
In this work we focus on a microwave microscope topology that uses an open
ended coaxial resonant cavity with a pointed tip used to interact with the sample
surface. Figure 2.1 shows a schematic of the resonator.
The resonator is usually operated in its fundamental mode, which is the λ/4 quasi
Transverse Electro-Magnetic (TEM) mode. Figure 2.2 shows the electric and mag-
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Figure 2.1: A general schematic of the microwave resonator that is used in our NFMM.
The body of the resonator is essentially a short piece of coaxial waveguide (∼1 cm
long) that is shorted out at one end (the upper end in the figure) and almost closed
at the other end. This geometry produces an electric field anti-node at the open end
of the cavity, making this a good probe of the electrical properties of a sample. At
the open end of the resonator, a sharp tip is connected to the center conductor and
protrudes out of the resonator. To measure the permittivity of the sample, the change
in the resonant frequency and quality factor of the resonator are observed as the tip
is brought into contact with the sample.
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netic field distributions inside the resonator for the fundamental mode. The electric
field is strongest at the open end of the resonator, while the magnetic field is strongest
near the closed end of the resonator. The strong electric field and sharp probe tip
make this resonator very good for performing high sensitivity, high resolution imaging
of the dielectric properties of a material[10]. The high sensitivity is obtained because
a relatively large fraction of the electric field energy stored in the resonator is in
the space around the probe tip. This means that if a sample with a large dielectric
constant is brought into the region of the tip, the capacitance between the tip and
the resonator body will be markedly increased. However, if a sample has a dielectric
large loss tangent, then a large amount of the energy stored in the resonator will be
dissipated.
In Figure 2.1 we see that microwave transmission lines are coupled to the resonator
at the closed end using a single-turn wire loop. The strong azimuthal magnetic field
at the base of the resonator is the reason that we use magnetic dipole antennas (wire
loops) to couple the microwave transmission lines into the resonator. The use of
inductive coupling between the resonator body and the microwave transmission lines
also allows for low frequency electrical isolation between the resonator body and the
microwave lines. This allows us to make a separate direct connection to the resonator
body. This directly connected lead can then be used to add a low frequency bias
voltage between the resonator and a sample, or to measure the low frequency current
that flows between the tip and the sample.
In general, there are two pieces of information that can be obtained from the
microwave resonator: the resonant frequency, fr, and the quality factor, Q. In order
13
Figure 2.2: Cross sections of the resonator showing schematics of the microwave
fields for the fundamental excitation mode. The electric field has a node at the
closed end of the resonator and an anti-node at the open end, while the magnetic
field has an anti-node at the closed end and a node at the open end. There is a
sinusoidal time dependence to both fields (the resonant frequency is ∼2.5 GHz), and
the magnetic field is 90 degrees out of phase with the electric field. The magnetic
fields are perpendicular to the symmetry axis of the resonator and the electric fields
are nearly so, making this a quasi-TEM mode.
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to obtain these values we employ quadrature homodyne detection, which is discussed
in greater detail in section 2.3. When the tip is brought into contact with a sample,
the fr and Q generally decrease due to the loading of the resonator by the sample
under test. In order to understand this behavior and to convert these shifts into
information about the physical properties of the sample, one needs a model of the
resonator and the interactions between the resonator and the sample. The equivalent
circuit model for the unloaded resonator is discussed in more detail in section 2.2.
The fr and Q are very sensitive to the tip-sample distance. In order to maintain
a constant tip-sample distance while scanning, NFMM is frequently combined with
other scanning probe techniques such as atomic force microscopy (AFM) or scan-
ning tunneling microscopy (STM). For the coaxial resonator geometry, the possible
mechanisms of coupling to the sample surface are illustrated in Figure 2.3. For non-
conducting samples, AFM is the usual choice for tip-sample distance control. For
conducting samples, it is possible to use AFM or STM.
2.2 Circuit Model for the Unloaded Microwave Resonator
Experimentally, the information we obtain from probing a sample with the res-
onator is a shift in the fr and Q of the resonator. In order to convert these shifts into
information about the sample it is helpful to introduce a model of the resonator as
well as a model of the tip-sample interaction. We model the unloaded (no tip sample
interaction) resonator as a simple series circuit comprised of an inductance (LR), a
capacitance (CR), and a resistance (RR). The tip sample interaction is then modeled
15
Figure 2.3: Schematic of the tip-sample coupling mechanisms for the four different
imaging modes possible using a coaxial resonator.
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Figure 2.4: A lumped element model of the microwave resonator without any tip-
sample interaction. Two coaxial cables are inductively coupled to the resonator; one
cable is used to excite the resonator and the other is used to measure the excitation.
by adding additional circuit components to this basic LCR circuit. The values of these
circuit elements are then calculated using the experimentally obtained shifts in the fr
and Q of the resonator, and the physical parameters of interest are calculated from
the values of these circuit parameters using a model of the tip-sample interaction.
The circuit model of the resonator without any tip-sample interaction is pictured
in Figure 2.4. The values of the circuit parameters LR, CR, and RR are calculated by
approximating the resonator as a short length of coaxial cable. Using this approxima-
tion, we can easily calculate the capacitance per unit length or inductance per unit
length of a short length of coaxial cable using Gauss’ law or Ampere’s law respec-
tively. By multiplying this distributed capacitance and inductance by the length of
the resonator, we could then come up with an order of magnitude approximation of
the capacitance and inductance of the resonator[2]. However, these values would not
be quite correct because the electric and magnetic fields inside the resonator are not
uniform along its length. In particular, the electric field has a node at the closed end
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of the resonator where the inner and outer conductors are connected and an anti-node
at the open end of the resonator. In the fundamental mode, which is our usual mode
of operation, there are no other nodes along the length of the resonator. Thus, to
calculate the effective capacitance and inductance of the resonator we integrate along
the length of the resonator while accounting for this field distribution. The integrand
is then the distributed capacitance or inductance multiplied by the waveform of the
field inside the resonator, in this case a quarter of a sine wave. The result of this
integral is that there is an extra factor of one half in the values of the inductance and














Where ε0 is the free space permittivity, εr is the relative permittivity of the di-
electric filling of the resonator, a is the diameter of the inner conductor, b is the
diameter of the outer conductor, l is the length of the resonator, µ0 is the free space
permittivity, and µr is the relative permeability of the resonator filling. Figure 2.5
shows a schematic of the resonator geometry parameters (a, b, and l). The value
of the capacitance calculated in this way may also be a bit low because it does not
include the effects of the fringing electric field at the open end of the resonator. In
order to obtain more precise values for the lumped element circuit parameters, one
could use a numerical technique such as finite element analysis to simulate the field
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Figure 2.5: A schematic of resonator geometry parameters.
distribution inside the resonator. However, by leaving the length of the resonator as
a free parameter, we can easily tune LR and CR to match the resonant frequency of
our resonator.
The lumped element resistance of the resonator is slightly more complicated. In
order to calculate the lumped element resistance, we must consider the distribution of
current along the length of the resonator as well as the skin depth of the currents in
the surface of the resonator body. Again, this gives the resistance one would expect
based on current flowing in a coaxial cable, with the additional factor of 1/2 to account
for the fact that there is a node in the current at the open end of the resonator. For
the lumped element resistance, we must also account for energy losses caused by
currents in the “cap” at the closed end of the resonator. The outer and inner walls


















Where σ is the conductivity of copper, and δ is the skin depth at the resonant
frequency. In practice, the actual lumped element resistance is a bit higher due to
oxidation and roughness of the copper surface. Resistive dissipation is the main
energy loss mechanism in the resonator, however there are also losses associated with
energy radiated into the far field as well as losses associated with energy transmitted
into the coupling ports. These additional losses of energy act to increase the effective
resistance of the resonator. Thus, Equation 2.3 represents a lower bound on the
lumped element resistance.
Using these lumped element circuit values, the unloaded resonance frequency, f0,














These equations are useful for designing a resonator with a specific resonant fre-
quency. However, once the resonator has been fabricated, the f0 and Q0 are unlikely
to exactly match these values. In order to calculate the lumped element capacitance
and inductance for an actual resonator we leave the length, l as a free parameter and
fit the experimentally observed f0. In order to match the experimentally observed



















(Used in Ch. 3)
0.55 5.00 12.9 2.41 440 2.84 1.52 0.098
NFMM-STM
(Used in Ch. 4)
0.95 3.00 12.4 2.51 580 1.43 2.82 0.039
Table 2.1: Lumped element circuit parameters for the unloaded equivalent circuit
model. The geometry factors, a, b, and l describe the coaxial resonator and are the
inner conductor radius, outer conductor radius, and effective length, respectively. The
parameters a, b, f0, and Q0 are measured; l and RR are fitting parameters; and LR
and CR are calculated using Equations 2.1 and 2.2, respectively.
resonators used in Chapters 3 and 4, the experimentally observed f0 and Q0, as well
as the calculated lumped element circuit values are displayed in Table 2.1.
Using the equivalent circuit model, the resonator can be treated as a damped,
driven harmonic oscillator. The governing equation is the equation of motion for the
current in a driven LCR circuit.
A0 cos(ωt) = Ï +
ωr
Q
İ + ω2rI (2.6)









, ω is the driving frequency, and t is time. The general solution to this
equation is a phase shifted simple harmonic motion.
I(ω, t) = Ii sin(ωt) + Iqcos(ωt) = |I| sin(ωt− φ) (2.7)
Where Ii is the in-phase component of the current and Iq is the quadrature component
of the current. Note that the term “in-phase” refers to the fact that at resonance
this term generates a microwave signal at the output port of the resonator that is in
phase with the driving signal at the input port. For Q  1, we can approximate Ii,
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(ω − ωr) (2.11)
2.3 Microwave Circuitry
In order to measure the fr and Q of the resonator, we use quadrature homodyne
detection. The microwave components used in this detection scheme are shown in
Figure 2.6, while the full microwave circuit is shown in Figure 2.7. The idea behind
quadrature homodyne detection is to compare the microwave signal that has traversed
a path including the resonator to a microwave signal that has traversed a path that
is identical to the resonator path, but without the resonator. The difference in the
amplitude and phase of these two signals is then used to obtain information about
the state of the resonator. The beauty of this technique is that since the branch of
the circuit containing the resonator is identical to the branch of the circuit without
the resonator (the reference path), we do not need to work too hard to correct for the
phase shift of the microwave signal that accrues as the signal propagates through the
cables connecting the various components. Once we know the initial fr and Q of the
resonator, we will see that we can also use this technique to track shifts in fr and Q
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in real time.
The critical element of the homodyne detection circuit is the microwave mixer.
A microwave mixer is a non-linear element that multiplies two microwave signals
together in real time. In an ideal mixer, the mixer output is composed of signals at
the sum and difference frequencies of the two input signals.
A0 sin(ω0t+ φ0) ∗ A1 sin(ω1t+ φ1) =
A0A1
2
[cos((ω0 − ω1)t+ (φ0 − φ1))− cos((ω0 + ω1)t+ (φ0 + φ1))] (2.12)
When both of the inputs to the microwave mixer are at the same frequency (as
is the case in homodyne detection), the mixer output has a DC component and a
component at twice the input frequency. We are interested in using the microwave
mixers in order to convert the information carried by the microwave signals down
to a DC signal, so that we can easily measure it using an analog to digital (A/D)
converter. The output of the microwave mixer is therefore sent through a low pass
filter in order to remove the high frequency component. The output of the filter
is then 1/2A0A1 cos(φ0 − φ1). If the amplitude and phase of one of the signals are
known, then the mixer output provides information about the amplitude and phase
of the second signal. However, the output of a single mixer does not contain all of the
information about the second signal. For example, if the two input signals are out of
phase by 90 degrees, then the mixer output is always zero. We could then deduce the
relative phase of the two signals is 90 degrees, but we could say nothing about their
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Figure 2.6: Part (a) shows a schematic of the microwave components used to perform
quadrature homodyne detection. Part (b) shows the microwave mixer alone. A mi-
crowave signal is split between two paths, one path passes through the resonator and
the other is used as a reference signal. Two microwave mixers are used in quadrature
in order to capture both the in-phase and 90 degree phase shifted components of the
signal coming from the resonator.
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amplitudes.
In order to obtain all of the information about the second signal, we need a second
mixer. One of the inputs to the second mixer is phase shifted by 90 degrees. The
output of the second mixer is then 1/2A0A1 sin(φ0 − φ1), providing complementary
information to the first mixer. The outputs of these two mixers are called the in
phase (Imix) and quadrature (Qmix) signals.
Imix ∝ A1 cos(φ) (2.13)
Qmix ∝ A1 sin(φ) (2.14)
Where φ is defined as φ0 −φ1. The amplitude and phase of the second signal (in this







tanφ = Qmix/Imix (2.16)
In practice the microwave circuit contains a few extra components. The full
microwave circuit is shown in Figure 2.7. The signal from the RF source is split
into two branches using a directional coupler, with the majority of the power directed
towards the resonator. Following the branch containing the resonator, we have only
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an amplifier, the microwave resonator, and some coaxial cables. The power of the
microwave signal at the output of the amplifier is 8.6 dBm. The resonator is only
weakly coupled to the transmission lines (this weak coupling maximizes the Q of the
resonator), so the power output from the resonator is ∼25 dB less than the power at
the resonator input.
Following the other branch from the directional coupler, we encounter a delay line
and a phase shifter. The delay line is a length of cable chosen to match the total
length of cable in the branch containing the resonator. The function of this delay
line is to make the electrical length (the number of wavelengths in a cable) of the two
branches the same. If the two branches have different lengths, then the number of
wavelengths that fit into each path will be dependent on the driving frequency. As the
driving frequency is varied, this would lead to a phase shift between the signals at the
end of the two paths. Ideally, we would like relative phase at the end of the two paths
to tell us exclusively about the phase of the excitation of the resonator. However if
the electrical lengths of the two branches are not the same, then the relative phase
also contains information about the difference in cable lengths. Of course, in practice
it is difficult to match the path lengths exactly. The small path length difference
results in a small phase shift between the signal from the resonator branch and the
signal from the reference branch. In order to compensate for this phase shift, we add
a variable phase shifter into the circuit.
According to the equivalent circuit model described in Section 2.2, we can under-
stand the resonator by treating it as an LCR circuit. Therefore, below its resonance
frequency the inductor acts as a short and the resonator primarily acts as a capaci-
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Figure 2.7: A schematic of the microwave components of the microscope. The outputs
of the microwave mixer are fed to an analog to digital converter built into the micro-
scope controller, which uses this information to track the fr and Q of the resonator.
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tor. In this case, the signal coming out of the resonator should lead the signal going
into the resonator and we should see a phase shift -90 degrees. When driving the
resonator significantly above the resonant frequency, the resonator acts primarily like
an inductor and we see a phase shift of +90 degrees. At resonance, the resonator acts
as a real impedance, producing no phase shift. The width of the transition is given
by the bandwidth of the resonator, which is simply ∆f = fr/Q.
Figure 2.8 (a) shows the signals from the IQ mixer as the microwave driving fre-
quency is swept through the resonant frequency of the microwave resonator. Figure
2.8 (b) shows the amplitude and phase of the signal coming from the resonator calcu-
lated using Equations 2.15 and 2.16. The initial fr and Q can be found using any of
these curves. The fr is the frequency corresponding to the maximum of the in-phase
mixer signal, the maximum of the amplitude, and the zero crossings of the quadrature
mixer signal and the phase. The bandwidth of the resonance can also be calculated
based on any of these curves. For our case, we calculate the bandwidth by finding the
frequency range between the maximum and the minimum of the mixer quadrature
signal. The Q of the resonator is then simply the resonant frequency divided by the
bandwidth. For the resonator shown in Figure 2.8, the fr of the resonator is 2.506
GHz and the Q is 440.
It is possible to calculate the fr and Q as a function of the tip-sample interaction
by sweeping the driving frequency and measuring these resonance curves for each
tip position and for each sample, however when scanning the surface of a sample in
real time, this process would be very slow. In order to measure fr and Q in real
time, we use a two step approach. The first step is to use a feedback loop to keep
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Figure 2.8: Microwave frequency sweeps for the unloaded (no sample near the tip)
resonator. Part (a) shows the in-phase (I) and quadrature (Q) signals from the IQ
mixer as the driving frequency is swept. Part (b) shows the corresponding amplitude
and phase of the signal coming from the resonator calculated using Equations 2.15
and 2.16. Bases on these curves, the fr of the resonator is 2.506 GHz and the Q is
440.
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the microwave driving frequency near the resonance frequency. This feedback loop
uses the quadrature mixer output as an input to a PID controller. The output of
the PID controller is then used to control the driving frequency. This keeps the
driving frequency close to the resonant frequency. Unfortunately, the microwave
frequency source does not have infinite frequency resolution (it is an integer-N PLL
with a channel spacing of ∼1kHz), so there is always a small deviation of the driving
frequency from the resonant frequency. Fortunately, we can calculate the fr and Q
based on the microwave mixer signals for small deviations of the driving frequency























Where Vi is the in-phase microwave mixer signal, Vq is quadrature microwave
mixer signal, Q0 is the unloaded quality factor of the resonator, f0 is the unloaded
resonant frequency, f is the driving frequency, and V0 is the amplitude of the in-phase





In this chapter we explore the possibility of using the open ended coaxial resonator
geometry to perform Ferromagnetic Resonance (FMR) spectroscopy. The coaxial
resonator geometry is excellent for high spatial resolution characterization of the
dielectric properties of materials.[2, 3, 5, 10] If it is also possible to use this geometry
to characterize the magnetic properties of materials, then the utility of the coaxial
resonator geometry would be considerably expanded. Since NFMM is a microwave
technique, we choose to characterize the magnetic properties of our sample using
FMR spectroscopy.
As an example system, we explore a single crystal Gallium doped Yttrium Iron
Garnet (GaxY3Fe5−xO12, or Ga:YIG) disk. YIG is a ferrimagnetic insulator that
is very popular in microwave devices due to is relatively low spin damping. This
low spin damping allows for narrow FMR resonance linewidths, which in turn allow
the fabrication of narrow bandwidth tunable microwave generators, bandpass and
bandstop filters, as well as phase shifters.
FMR absorption spectra are obtained by positioning the probe tip of the mi-
crowave resonator over the Ga:YIG disk, sweeping a DC magnetic field oriented nor-
mal to the disk plane, and recording the absorption of microwave energy by the
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sample. Measurement of the FMR absorption spectrum is then repeated with the tip
positioned over many different parts of the sample.
In order to identify the features of the absorption spectra, we build a model
the RF magnetic field produced by the probe tip and perform simulations of the
micromagnetic dynamics using the RKMAG software.
It is found that the absorption lines of the FMR spectra correspond to the exci-
tation of magnetostatic spin wave modes. The resonance field and intensity of the
microwave absorption for any given spin wave mode depend on the tip position, pro-
viding information about the magnetic properties of the sample.
3.2 Introduction to FMR
FMR spectroscopy is a fundamental tool in the investigation of magnetic materials,
providing information about the crystalline anisotropy, shape anisotropy, magnetic
homogeneity, and dampling of spin precession inside a ferromagnetic sample[38, 39].
FMR spectroscopy is based on the resonant absorption of microwaves by spins in a
ferromagnetic sample[40]. The resonance condition is met when the microwave photon
energy matches the electron energy level splitting caused by the effective magnetic
field inside the sample.
Before considering the case of a spin in a ferromagnetic sample, it is instructive to
consider the resonance of a single free spin. For an electron spin in a uniform applied
magnetic field, there is a splitting between the energy levels of the up and down state.
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This energy gap is called the Zeeman energy, EZ .
EZ = geµBH (3.1)
Where ge is the electron g-factor (ge ≈ 2), µB is the Bohr magneton, and H is the
applied magnetic field. If the energy of an incident photon matches the level splitting,
there can be resonant absorption of the photon by the spin.
~ω = geµBH (3.2)
Where ω is the angular frequency of the photon and ~ is the Plank constant. The
resonance frequency for non-interacting spins is therefore a simple linear function of
the applied field.
ω = γH (3.3)
Where γ is the gyromagnetic ratio (γ ≈ 2.8 MHz/Oe). When considering a ferro-
magnetic sample, the field that a spin inside the sample sees is significantly more
complicated.
Heff = H0 +Hexch +Hd +Ha (3.4)
Where Heff is the effective magnetic field, H0 is the external applied field, Hexch
is the effective field due to the exchange interaction between adjacent spins, Hd is
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the field due to the long range dipolar interaction between spins within the sam-
ple, and Ha is the anisotropy field due to coupling between a spin and the crystal
lattice in which it is embedded (spin-orbit coupling). The equation of motion for




= −γM×Heff − β
γ
M
M× (M×Heff ) (3.5)
Where M is the magnetic moment of a spin, Heff is the effective magnetic field, and
β is a dimensionless parameter that describes the damping of spin precession. If a
spin is not aligned with a static magnetic field, the first term on the right hand side of
this equation describes the precession of the spin around the static field. The second
term describes the tendency of this precession to decay such that the spin eventually
aligns with the static field.
Calculation of the magnetic resonance frequencies for an arbitrarily shaped sample
is in general non-trivial. However for some high-symmetry geometries the resonance
condition for the uniform precession mode (all spins precessing with the same phase)
are well known[40]. The resonance equations for these cases are presented in Figure
3.1.
There are two ways of performing FMR spectroscopy. First, one may fix an ap-
plied DC magnetic field and sweep the microwave frequency. Second, one may fix
the microwave frequency and sweep an applied magnetic field. The latter approach
is usually preferred due to the higher sensitivity obtainable using resonant microwave
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Figure 3.1: On the left, the resonant frequency of non-interacting spins is presented.
Resonant absorption of photons can occur when the spacing between electron energy
levels matches the photon energy. In a magnetic material, the resonance condition is
modified due to the demagnetizing field created by the sample magnetization. On the
right, the resonant frequency of the uniform precession mode is presented for some
high-symmetry cases. These equations assume that the crystalline anisotropy is zero
and that the sample magnetization is aligned with the applied DC magnetic field, H0.
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Figure 3.2: Schematic of a traditional FMR spectroscopy measurement. The sample
is loaded into a resonant microwave cavity, the magnetic field is swept, and the
absorption of microwaves by the sample is measured using a diode detector.
cavities and the relative simplicity of sweeping DC magnetic fields compared to sweep-
ing the microwave frequency.
Traditional FMR measurements are performed by placing a sample into a waveg-
uide or resonant microwave cavity, sweeping an applied magnetic field, and measuring
the absorption of microwaves by the sample. A schematic of this configuration is pre-
sented in Figure 3.2. The results of these traditional FMR measurements give an
average of the properties of the entire sample. In order to improve the spatial resolu-
tion of this technique, we place the sample outside of a resonant cavity and then use
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near field microwave microscopy to couple the resonator to the sample.
Several different research groups have explored the possibility of performing scan-
ning FMR spectroscopy using a NFMM. The first such experiment used an aperture
in the wall of a resonant cavity in order to couple microwaves into a colossal mag-
netoresistive thin film placed outside of a resonant microwave cavity[43]. This was
followed quite closely by the development of a loop-type probe at the end of a coax-
ial resonator[44, 26]. The spatial resolution and sensitivity of the aperture approach
has since been refined by using a small slit aperture[47]. The loop type probe has
also been used more recently in a non-resonant geometry, allowing for broadband
microwave characterization[45, 46].
The experimental work most similar to the FMR spectroscopy presented in this
dissertation was done by Toshu An et al. [48]. In An’s work, FMR absorption spectra
were obtained at various points over a ferrimagnetic disk using an open ended coaxial
probe operating at 10 GHz. The main experimental difference between An’s work and
the work presented here is in the direction of the applied magnetic field; in An’s work
the magnetic field is applied in the in-plane direction of the sample, while in our work
the magnetic field is applied out-of-plane. This results in a different set of spin wave
modes becoming excited in the sample, leading to different patterns of RF energy
absorption across the sample. An’s work also used an open-ended transmission line,
while our experiment used a coaxial resonator. The use of resonant detection allowed
us to probe a smaller sample and achieve higher sensitivity. We have also performed
extensive modeling of the RF magnetic field around the probe tip and the interaction
of this field with the sample, as discussed in section 3.6.
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3.3 NFMM-AFM System
Figure 3.4 shows a picture of the microscope used to perform scanning FMR. The
system is designed as a hybrid between a NFMM and a shear mode AFM. The most
interesting data is generally obtained in the microwave data channels, which contain
the fr and Q of the microwave resonator.
The fr and Q of the microwave resonator are very sensitive to the tip-sample
distance. To avoid any kind of convolution between the topography of the sample
surface and the microwave channels, shear mode AFM is used to maintain a constant
soft contact between the tip and the sample surface. The shear mode AFM is imple-
mented by gluing the tip to one tine of a quartz tuning fork, which can be seen in
Figure 3.3. The tuning fork oscillation is in the plane of the sample.
Figure 3.3 shows an image of the end of the microwave resonator. The probe tip
extends from a small hole in the end of the resonator. A quartz tuning fork is glued
to the end of the tip in order to form a shear force atomic force microscope (AFM).
A Hall probe is mounted near the tip in order to measure the out-of-plane magnetic
field near the tip.
The full NFMM-AFM microscope can be seen in Figure 3.4. The resonator is
mounted on fixture that has an integrated motorized micrometer and a piezoelectric
positioner. These are used for sample approach and topography feedback, respec-
tively. The sample under test is mounted on a Delrin disk (not shown), which rests
on top of the AC magnetic field coil support. A permanent magnet is mounted below
the sample in order to apply DC magnetic field that is near the resonance field for
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Figure 3.3: The probe end of the microwave resonator. A Hall probe mounted near
the tip allows measurement of the magnetic field along Z direction (out of the sample
plane). The probe tip is 2 mm long and made of tungsten. A small ball is formed at
the end of the tip by electrical arcing before it is mounted in the resonator. The tip
is glued to one tine of a quartz tuning fork in order to form a shear mode AFM.
the sample under test. A large electromagnet surrounding the permanent magnet is
used to sweep the DC magnetic field. The electromagnet produces a magnetic field
of 40 Gauss per Ampere of current. This coil is not water cooled, so heating is an
issue if large currents are applied. The practical current limit is ±5 Amps, allowing
the DC field to be swept by 400 Gauss. A smaller wire coil inside of the main coil
is used to modulate the DC field in order to perform lock-in measurements. The
sample is scanned along with the electromagnets using a scanning stage actuated by
motorized positioners. The travel range of the XY stage is 1/2 inch in either direction,
with a positioning accuracy of one micron. An optical microscope is used to view the
position of the tip over the sample.
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Figure 3.4: The NFMM-AFM used to perform scanning FMR spectroscopy. The
coarse positioners in the X, Y, and Z directions each have a travel range of 1/2 inch.
The fine Z positioner (12 µm travel) is used to maintain soft contact between the
tip and the sample surface once the surface has been approached using the coarse Z
positioner.
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3.4 Scanning FMR Experiment Details
As the DC magnetic field is swept through a field at which FMR occurs, the
spins in the sample undergo resonant absorption of microwaves. This absorption of
microwave power by the sample decreases the Q of the resonator. At resonance,
the in-phase microwave mixer output is proportional to the Q of the resonator. We
can therefore calculate the power dissipated by the sample based on the in-phase
microwave mixer output. In practice, we measure the derivative of the in-phase mixer
signal with respect to the applied field using a lock-in amplifier (model SR830), and






Where Pabs is the power absorbed by the sample, dImix/dH is the output of the
lock-in measuring the in-phase mixer signal, and H is the applied magnetic field.
For a derivation, see A.1. The information about the sample is carried by the field
at which resonance occurs and the shape of the absorption peak, therefore it is not
critically important to calibrate the constant of proportionality. Instead, the power
absorbed by the sample is displayed in arbitrary units.
Figure 3.5 shows a schematic of the probe tip, sample, and magnetic field configu-
ration for this experiment. A permanent magnet mounted below the sample provides
a DC magnetic field of ∼1000 Oe oriented out of the sample plane. An electromagnet
is then used to sweep the magnetic field from 1,000 to 1,150 Oe. This field range cap-
tures all of the FMR absorption lines that are above the noise floor of our system. A
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Figure 3.5: Schematic of magnetic field, sample, and probe tip configuration for
scanning near-field FMR spectroscopy.
second coil is used to add a small (1 Oe) modulation to the out-of-plane DC magnetic
field at 21 kHz. This modulation allows us to perform lock-in measurements on the
microwave mixer outputs.
At each location where an FMR spectrum is to be recorded, the sample is laterally
positioned beneath the probe tip and the tip is brought into contact with the sample
surface using motorized actuators. When the tip reaches the sample surface, the
oscillation of the tuning fork is damped due to the mechanical interaction between
the vibrating tip and the sample surface. A constant contact force between the tip
and the sample is maintained by using the amplitude of the tuning fork oscillation
as a feedback signal for PID controller. The PID controller outputs a signal to a
piezoelectric actuator that moves the tip up or down in order to maintain a constant
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tuning fork oscillation amplitude. The piezoelectric actuator has a travel range of
12 µm in the Z direction, which is sufficient to compensate for any drift that might
occur during a field sweep.
Once the tip is in contact with the sample, the DC magnetic field is swept by
driving a current through the larger electromagnet pictured in Figure 3.4. As the
magnetic field is swept, several channels of data are recorded. Among these channels
are the environment temperature, the Hall probe output voltage (which is propor-
tional to the out of plane DC magnetic field), the microwave in-phase and quadrature
mixer signals, and lock-in measurements on the microwave in-phase and quadrature
mixer signals.
Lock-in amplification is used in order to increase the signal to noise level of the
measurements of the mixer in-phase and quadrature signals. The reference signal for
the lock-in measurements is the voltage across the small modulation coil, which is a
sinusoidal signal at 21 kHz.
3.5 Scanning FMR Data
Figure 3.6 shows two absorption spectra obtained using the method described in
section 3.4. The spectra taken over different parts of the sample look quite different.
Figure 3.7 shows the absorption of microwave power as the tip is scanned over the
disk from bottom to top. The field at which any given absorption peak occurs shifts
as the tip is scanned over the sample. The intensity of absorption also changes.
Figure 3.8 shows the intensity of microwave absorption as a function of tip position
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Figure 3.6: On the left are FMR absorption spectra measured with the tip positioned
in two different locations over the sample. On the right, the location of the tip over
the sample is marked for each spectrum. The tip position is indicated in red, the
disk location is indicated in blue, and the grid of all points where FMR spectra were
collected is marked in black.
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Figure 3.7: FMR absorption spectra as a function of tip position. At the top left, a
schematic of the scan path of the tip across the disk is presented. At the top right,
the corresponding FMR spectra are displayed. Both the resonant field of any given
peak and the intensity of absorption change as the tip is scanned over the disk. On
the bottom left, the resonant field for the absorption peak occurring at the highest
applied magnetic field is shown. At the bottom right, a field offset has been added to
each of the spectra in order to align the peaks and make the variation in the intensity
of absorption as a function of tip position more clear.
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Figure 3.8: The intensity of each FMR absorption peak as a function of tip location.
The black circle in each numbered plot indicates the perimeter of the Ga:YIG disk.
for all of the points scanned. For each peak, the local maximum of the specified
absorption line is plotted.
3.6 Modeling and Simulation
In order to identify the meaning of the RF energy absorption lines, we performed
simulations of the experiment using the RKMAG software[36]. This software breaks
the Ga:YIG disk down into many small cells1. Each cell is assigned a single magnetic
moment that represents the magnetization within the volume of the cell. As long as
1We used a cell size of 50 x 50 µm in the XY plane and 125 µm in the Z direction. The total
number of cells in the disk is ∼3,000.
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the motion of all of the spins within a cell are very similar, this is a reasonable ap-
proximation. The Landau-Lifshitz-Gilbert equation (Equation 3.5) is then linearized
using perturbation theory under the assumption that the sample magnetization only
undergoes small deviations from its equilibrium configuration. Using the linearized
Landau-Lifshitz-Gilbert equation, RKMAG then solves for the eigenmodes of the
coupled cells. This procedure is explained in detail in references and [36, 37].
This technique is highly advantageous for the case of a scanning FMR experiment
because one must only solve for the eigenmodes once, then one can calculate the ab-
sorption of microwave energy as a function of microwave frequency for any microwave
field configuration (meaning any tip geometry or position). The disadvantage of this
method is that it cannot be used for high-power microwave excitations where the spin
dynamics are non-linear.
One alternative to this eigenvalue approach is to simulate the spin dynamics by
numerical integration of the Landau-Lifshitz-Gilbert equation. This alternative is
very computationally expensive because one must run the simulation for enough time
for a steady state to be established. One must then re-run the entire simulation
for each tip position over the sample and each applied DC field. The advantage of
numerical integration is that it can be used for arbitrarily large microwave powers
and for an arbitrary initial configuration of the spins within the sample. One could
also simulate more complicated spin dynamics, such as those resulting from a pulsed
DC or microwave field.
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3.6.1 Model of the RF Magnetic Field
Once the eigenmodes of the disk have been calculated using RKMAG, it is nec-
essary to specify the microwave field intensity and direction at each cell within the
disk in order to calculate to absorption of microwave energy. In order to do this, we
built an analytic approximation of the RF magnetic field generated by the tip. The
general procedure in this approximation is as follows. First, we approximate that the
charge along the length of the tip is uniform. Since the length of the tip is much
less than the free space wavelength, the uniform charge distribution is a reasonable
approximation2. The charge per unit length on tip is approximated by calculating
the charge on the center conductor of a coaxial capacitor of the same dimensions as
the resonator, containing the same amount of energy as the driven resonator. The
uniform charge distributed along the length of the tip induces an image charge in
the shielding structure at the end of the resonator. This shielding structure is ap-
proximately a plane, and can therefore be removed from the problem by replacing
it with the image charge of the tip, creating a short dipole antenna. This scheme is
illustrated in Figure 3.9. The time varying charge distribution on the tip creates a
current along the length of the tip. Once this current has been calculated, we make
the magnetostatic approximation (again, a reasonable approximation because of the
small tip size compared to the free space wavelength) and integrate the Biot-Savart
law to obtain the magnetic field in the region below and around the tip.
In cylindrical coordinates (r, θ, z) with the effective antenna in Figure 3.9(b)
2The length of the tip is ∼2 mm, while the free space wavelength at 2.4 GHz is 12.5 cm, which
means the tip is 1/63 of the free space wavelength.
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Figure 3.9: Part (a) shows a schematic of the end of the microwave resonator along
with the charge distribution and associated electric field lines. The resonator body is
treated as a grounded plane, allowing use of the image charge technique to simplify
the charge distribution. Part (b) shows the simplified charge distribution created by
treating the end of the resonator body as a ground plane and replacing it with an
image charge of the probe tip.
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oriented along the z axis and centered at the origin, the charge distribution can be
written as:
λ(r, θ, z, t) = λ0S(z)δ(r)H(L− |z|)sin(ωt) (3.7)
Where λ0 is the charge per unit length on the tip, S(x) =

−1 x ≥ 0
+1 x < 0
, δ(x) is the
Dirac delta function, H(x) =

1 x ≥ 0
0 x < 0
, ω is the angular frequency, L is the length
of the tip, and t is time. This charge distribution oscillates at the resonant frequency,
inducing a current on the tip. The ends of the effective antenna are current nodes,
and the current is a maximum in the middle of the effective antenna. Since the charge
is assumed to be linearly distributed, the magnitude of the current linearly increases
from the ends of the effective antenna, reaching a maximum in the middle.
I(r, θ, z, t) = (L− |z|)λ0δ(r)H(L− |z|)ωcos(ωt) (3.8)
This is precisely an electrically short (i.e. small compared to the wavelength) electric
dipole antenna. Making the magnetostatic approximation, we calculate the magnetic























In order to estimate the magnitude of the magnetic field, we now need the charge
per unit length along the tip, λ0. To find this value, we calculate the charge per
unit length on a coaxial capacitor that contains the same amount of energy as the





Where q is the charge stored in the capacitor and CR is the effective capacitance of
the lumped element resonator in given in 2.2. The energy stored in the resonator is
simply the quality factor times the energy dissipated per cycle.
Estored = QElost (3.11)
At equilibrium, the power input to the resonator is the same as the power leaving the
resonator, so we can calculate the energy lost per cycle.
Elost = Pin/fr (3.12)
Where fr is the resonant frequency. The power input to the resonator can be calcu-
lated using the power of the microwave source and the transmission coefficient of one
port of the resonator.


















440 2.42 8.6 .1 2 ∼1.6 ∼70 ∼15
Table 3.1: The charge density on the tip, λ0, electrical potential, Vtip, and maximum
magnetic field near the probe tip, Bmax, are calculated using equations 3.15, 3.16,
and 3.9 respectively. The parameters are the resonator quality factor, Q, the res-
onator resonant frequency, fr, the power of the microwave source, Psource, the power
transmission coefficient, T , and the tip length, L.
Where Psource is the microwave source power and T is a transmission coefficient,
describing the fraction of power from the source that is not reflected back to the
source (the resonator is only weakly coupled to the RF source). Putting all of this




For a coaxial capacitor, the charge per unit length is simply the total charge divided






Having obtained the charge per unit length on the tip, we can also estimate the
electrical potential of the tip relative the the outer body of the resonator using the
value of our resonator capacitance.
Vtip = q/CR (3.16)
Figure 3.10 shows the calculated magnetic field just beneath the end of the tip for
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Figure 3.10: The RF magnetic field just under the tip calculated for several different
tip lengths using Equation 3.9. The field has a component only in the azimuthal
direction. The actual tip length for this experiment is 2 mm, plotted in green. The
magnetic field confinement would be better for shorter tips, but at the cost of de-
creased field intensity.
several different tip lengths.
Figure 3.11 shows the RF magnetic field around the probe tip for a 2 mm long
tip, as used to obtain FMR spectra in this experiment.
3.6.2 Magnetostatic Spin Wave Modes
The calculated magnetostatic spin wave modes, calculated microwave absorption
as a function of tip position, and experimentally observed microwave absorption for
the two strongest RF energy absorption lines are presented in Figures 3.12 and 3.13.
In Figure 3.12 (a), we see the uniform precession spin wave mode. The amplitude
of precession of the spins inside the disk is indicated by the size of the small circles
within the disk, while the relative phase between spins is indicated by the direction
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Figure 3.11: The magnetic field under the probe tip calculated using Equation 3.9.
The magnetic field is zero directly under the tip, increases radially to a maximum
value approximately 0.5 mm from the tip, then decays.
of the line inside each small circle. In this case all of the spins precess in phase,
and we call this the uniform precession mode. The amplitude of spin precession is a
maximum at the center of the disk and zero at the edges. We find that when the tip is
positioned over the center of the disk, there is only minimal absorption of microwave
energy. This is because when the tip is positioned in the middle of the sample, the
microwave magnetic field reverses direction as one moves across the diameter of the
disk, while the phase of the spin precession for this mode does not. The result is
that there is no net excitation of the spins in the sample. In contrast, when the tip
is near the edge of the disk, the direction of the RF magnetic field is fairly uniform
across the region of the sample where the spin precession amplitude is largest. In this
configuration, the spins in the sample are excited by the RF magnetic field and there
is a corresponding increase in the absorption of microwave energy.
The observed RF absorption in Figure 3.12 (d) does not quite match the absorp-
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tion profile calculated using RKMAG (displayed in part (c) of the same figure). One
likely explanation for this is that the presence of the tuning fork glued to the probe
tip distorts the RF magnetic field such that it does not quite match the field produced
by the model presented in section 3.6.1. This would break the symmetry of the RF
field around the probe tip, which we would expect to also break the symmetry of the
absorbed microwave energy profile.
In Figure 3.13 (a) we see the spin wave mode profile for the absorption line labeled
peak 2 in Figure 3.8. This mode has a node in the amplitude of spin precession at
the center of the disk as well as at the edge of the disk. The phase of the spin
precession winds through one complete cycle as one moves around the disk in the
azimuthal direction. In this case, we find that the maximum absorption of microwave
energy occurs when the tip is positioned in the center of the disk and decreases
monotonically as one moves away from the center of the disk. In Figure 3.13 (b)
we see the configuration of the RF magnetic field when the tip is positioned at the
center of the disk overlaid on top of the spin wave mode profile. When the tip is
positioned at the center of the disk, the direction of the microwave magnetic field
matches the phase of the spin wave throughout the disk. This configuration leads
to optimal excitation of this spin wave mode, and thereby maximal absorption of
microwave energy.
Figure 3.14 shows a comparison of the simulated FMR absorption spectra and
the measured absorption spectra. The absorption of microwave energy as the tip is
scanned across the sample displays good qualitative agreement, verifying that the ob-
served peaks in the FMR spectra correspond to magnetostatic spin wave modes. The
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Figure 3.12: Part (a) shows the excitation of spins for the lowest energy spin wave
mode in the Ga:YIG disk. The amplitude of precession of the spins inside the disk
is indicated by the size of the small circles within the disk, while the relative phase
between spins is indicated by the direction of the line inside each small circle. In
this case all of the spins precess in phase, and we call this the uniform precession
mode. Part (b) shows a schematic of the RF magnetic field near the tip, with the tip
positioned near the edge of the sample. Part (c) shows the calculated absorption of
microwave energy as a function of tip position when the resonance condition for this
mode is met. Part (d) shows the experimentally observed absorption of microwave
energy for this mode. The white circle in parts (c) and (d) indicates the perimeter of
the Ga:YIG disk.
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Figure 3.13: Part (a) shows the excitation of spins for the second lowest energy spin
wave mode in the Ga:YIG disk. The amplitude of precession of the spins inside the
disk is indicated by the size of the small circles within the disk, while the relative phase
between spins is indicated by the direction of the line inside each small circle. Part
(b) shows a schematic of the RF magnetic field near the tip with the tip positioned
in the center of the sample. Part (c) shows the calculated absorption of microwave
energy as a function of tip position when the resonance condition for this mode is
met. Part (d) shows the experimentally observed absorption of microwave energy
for this mode. The white circle in parts (c) and (d) indicates the perimeter of the
Ga:YIG disk.
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main discrepancies between the simulated and experimental data are that simulated
data does not show any shift in the resonance field as the tip is scanned across the
sample, and that the field at which resonance occurs are not the same. We attribute
this shift in the resonance field in the experimental data to a gradient in the magne-
tization of the measured sample. The difference in the resonance field we attribute to
a mismatch between the average magnetization of the sample and the magnetization
that is used in the simulation.
3.7 Conclusion
The nominal spatial resolution for performing FMR spectroscopy using the coaxial
resonator NFMM geometry is on the order of the length of the tip (∼2 mm in this
case), which sets the length scale for the spatial confinement of the RF magnetic field.
This spatial resolution is much lower than the spatial resolution for dielectric imaging
for the same tip geometry (which is on the order of the radius of curvature of the tip
end, typically ∼1 µm), however it is sufficient for screening wafer scale combinatorial
libraries, where the sample size is typically a few mm.
The amount of microwave energy absorbed by the sample for a particular FMR
resonance line depends on the tip position over the sample; however it does not
correspond to the excitation of spins directly beneath the tip. Indeed, the maximum
absorption of microwave energy occurs when the tip is positioned above a spin wave
node, in which case the spins directly below the tip are at rest. This behavior arises
from the highly non-uniform RF magnetic field produced by the tip, which consists
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Figure 3.14: A comparison between the energy absorption spectra calculated using
RKMAG and the experimentally observed absorption spectra. To make the spatial
dependence of the absorption intensity more visible, the experimentally observed
spectra have been shifted in order to align the field at which the uniform mode peak
occurs. In the un-shifted data, the uniform mode peak occurs at the fields displayed
at the bottom left. The black circle indicates the location of the Ga:YIG disk.
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of field lines that circle the tip and are oriented in the plane of the sample.
One of the interesting features of the scanning FMR spectroscopy data obtained
in this experiment is that the resonance field shifts as the tip is scanned over the
sample. We attribute this shift to a gradient in the sample magnetization. This
gradient changes the effective magnetic field within the sample, resulting in a shift in
the resonant field. This leaves open the possibility of backing out the magnetization





In this chapter, we show that the spatial resolution of NFMM can reach atomic
resolution when the tip-sample distance is small enough to allow tunneling between
the tip and the sample. Atomic resolution imaging is demonstrated using a hybrid
instrument that is capable of performing as both a scanning tunneling microscope
(STM) and near-field microwave microscope (NFMM) simultaneously. The microwave
channels of the microscope correspond to the resonant frequency and quality factor
of a coaxial microwave resonator that is built in to the scan head. The microscope
is capable of simultaneously recording the low frequency tunnel current 0–10 kHz
and the information from the microwave channels. When the tip-sample distance is
within the tunneling regime, we obtain atomic resolution images using the microwave
channels. We attribute this atomic contrast to GHz frequency current through the
tunnel junction. Images of highly oriented pyrolytic graphite (HOPG) and Au(111)
are presented.
4.2 The NFMM-STM System
Combining NFMM with STM provides two advantages. First, the combination of
NFMM and STM can potentially enhance the spatial resolution of NFMM. NFMM
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achieves subwavelength spatial resolution by bringing the microwave field source to a
distance that is much less than the wavelength from the sample under study, overcom-
ing the diffraction-limited spatial resolution barrier.[26] STM can be used to control-
lably bring the probe tip to within a nanometer of a conducting surface, maximizing
the spatial resolution of NFMM. Second, STM can be used to measure electrical
properties at subangstrom length scales.[27] This enables simultaneous measurement
of the microwave near-field interactions and the low frequency electrical properties of
the sample.
Figure 4.1 shows a schematic of the main components in our NFMM-STM system.
The microwave driving frequency is maintained at the resonant frequency of the
microwave cavity using phase sensitive detection, as discussed in Section 2.3. Fine
approach of the tip to the sample, XY scanning, and closed loop topography feedback
are accomplished by means of a piezoelectric tube. The piezo tube provides ∼1x1
µm2 scanning range in the XY plane and a 0.8 µm travel range in the Z direction.
Typically, the driving voltage for the scanner is in the range of ±150 Volts. The
electrodes on the piezo tube are patterned into four quadrants around the outer
circumference and one single electrode on the inner surface. The Z position of the
tip is controlled by the voltage applied to the center electrode, and the XY scanning
is controlled by applying voltages to the outer electrodes. For STM operation, the
sample is biased and the tunnel current is measured using a lead directly connected to
the microwave resonator. The tunnel current is measured using a model 1211 current
preamplifier by DL instruments.
Figure 4.2 shows a schematic of the resonator inside of the NFMM-STM system.
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Figure 4.1: Schematic of hybrid NFMM-STM
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The center conductor of the resonator has a well full of indium solder, into which a
copper tube has been placed. The inner diameter of the copper tube nearly matches
the diameter of the STM tip that is mounted inside of it. The STM tip[31] is held in
place by a making a slight bend in the tip wire before it is placed into the copper tube.
On the closed end of the resonator, there is a directly connected lead for measuring
tunnel current as well as input/output ports for microwave signals. Each microwave
port consists of a coaxial cable that is inductively coupled to the resonator. The
inductive coupling is achieved by forming a single turn loop from the center conductor
to the outer conductor of the coaxial lead and placing the loop into the resonator.
During a scan, a DC bias voltage is applied to the sample. This experimental set-up
allows us to measure the low frequency tunnel current between the tip and sample
while simultaneously monitoring the fr and Q of the resonator. The resonator is filled
with a sapphire crystal1 in order to reduce the resonant frequency from ∼9 GHz down
to ∼2.5 GHz, matching the capabilities of our microwave source.
Figure 4.3 shows a schematic of the scan head for the hybrid NFMM-STM system.
Coarse approach is accomplished by means of a slip-stick inertial stepper motor (At-
tocube Model ANPz100/LT/HV), which provides 6 mm of travel in the Z direction.
This motor has a stage (where the resonator is mounted) that is held into a base
using straight shaft gripped by static friction. In order to step the stage towards the
sample, a piezoelectric element slowly extends the stage towards the sample, and then
rapidly contracts. Since the mass of the stage is much larger than the mass of the
mounting shaft, the result of the rapid piezo contraction is that the position of the
1The permittivity of sapphire is 9.4.
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Figure 4.2: A cross section schematic of the microwave resonator in the NFMM-STM
system. The measured resonant frequency is ∼2.5 GHz. The unloaded (i.e. without
tip sample interaction) quality factor is ∼600. There is a small variation in these
parameters depending on the tip that is used.
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Figure 4.3: A cross section schematic of the scan head for the NFMM-STM system.
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Figure 4.4: A photograph of the scan head of the NFMM-STM mounted inside an
electromagnet.
stage remains roughly constant while the shaft breaks the hold of static friction and
slips up towards the sample stage. In order to step the motor away from the sample,
the piezo is driven to expand very rapidly, and then contract slowly.
The scan head is mounted onto a gold plated copper frame that is designed to be
mounted into a cryostat. Outside of the cryostat, the scan head is mounted inside
of an electromagnet, which can be used to apply magnetic fields in the range of
±1200 Gauss. This configuration was originally intended to be used to detect spin
resonance in single molecules deposited onto a conducting sample surface. However
we found that there are several magnetic components inside the scan head (which was
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manufactured originally by Intematix Corporation). The presence of these magnetic
components causes the tip to move relative to the sample when a magnetic field is
applied, making it very difficult to observe the behavior of an adsorbed molecule
as a function of applied magnetic field. Particularly troublesome is the steel center
conductor of the microwave cables, which are nearly impossible to replace due to the
extensive use of epoxy in the construction of the scanner. A completely new scan
head that contains no magnetic components is currently being fabricated. This new
scanner should be suitable for magnetic field sweeps in the near future.
In the tunneling regime, the separation between the tip and the sample is on the
order of one nanometer and the tunnel current changes dramatically if the tip-sample
distance is changed even by the diameter of a single atom. If ones goal is atomically
resolved images, then lateral vibrations of the tip in the in-plane direction of the
sample must be reduced to below the diameter of an atom. The elimination of
mechanical and electromagnetic noise is therefore critical to obtaining high-resolution
images.
Three big noise sources in the NFMM-STM system are the mechanical vibration
of the floor, acoustic noise in the air, and pickup of electromagnetic noise. High
frequency electromagnetic shielding is particularly important because the microwave
resonator operates in the unregulated industrial, scientific, and medical radio band
(2.4-2.5 GHz), which among other things is used for Wi-Fi networks and microwave
ovens.
In order to minimize the effects of the floor vibration, the scan head and the
electromagnet are mounted in an air table. Each leg of the air table is resting on an
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Figure 4.5: The experimental setup for the NFMM-STM system. The scan head
is mounted on top of an air table, which is in turn mounted on top of sand boxes.
Electromagnetic and acoustic isolation are achieved by a shield room that is closed
during normal operation. The shield room consists of plywood coated with copper
foil (.0014 inch thick) on the outside and sound absorbing foam panels on the inside.
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aluminum cylinder filled with sand, and these aluminum cylinders are in turn resting
on half inch thick rubber tiles. An active vibration isolation platform (Halcyonics
Micro 60) is also present; however, we generally leave it turned off because it generates
electromagnetic interference.
Acoustic and high frequency electromagnetic noise are shielded out using an iso-
lation booth built around the air table. The booth is constructed primarily out of
plywood. The interior surface is lined with sound insulating foam panels, while the
exterior of the booth is covered in copper foil that is .0014 inch thick. Any gaps in
the copper foil are filled using conducting copper tape. This isolation booth was a
key factor in pushing the noise floor low enough to be able to resolve single atoms
using the NFMM-STM.
4.3 NFMM-STM Experiment
The unloaded resonator has a nominal fr of 2.5 GHz and a nominal Q of 600, with
some small variation depending on the STM tip that used. As the tip is approached
to the sample surface, the microwave near-field interaction between the tip and the
sample results in changes in fr and Q. Figure 4.6 shows the behavior of fr, Q, and
the tunnel current, It, as the tip is approached to the sample surface. There are
two distinct regimes, one corresponding to the nontunneling regime (black) and one
corresponding to the tunneling regime (red). In the nontunneling regime, Q is almost
unaffected by the tip-sample distance; in the tunneling regime, Q drops suddenly as It
increases. The decrease in Q is attributed to dissipation of microwave energy through
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Figure 4.6: Approach curves of (a) the microwave channels, fr and Q and (b) STM
channel, It as a function of tip height, Z. Plots are in red when tunneling occurs. All
plots are simultaneously acquired on a single tip-sample approach.
the tunnel junction. On the other hand, we do not see a slope discontinuity for fr at
the onset of tunneling. This is because fr depends mostly on the reactive component
of the tip-sample junction, which is not affected by the onset of tunneling.
In order to track the fr andQ of the resonator during a scan, we employ quadrature
homodyne detection.[32] Using this detection scheme allows us to rapidly compute
the fr and Q during a scan without sweeping the microwave driving frequency at each
image pixel. The resonator responds to changes in the tip-sample impedance on a time
scale given by the decay time of transients in the resonator, τdecay = Q/fr. For our
system, the upper limit on the bandwidth of the microwave channels is 1/τdecay ≈ 4
MHz, which is far above the bandwidth of our STM (0-10 kHz). Thus, the limiting
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factor in the scan speed is the bandwidth of the STM current amplifier.
In Figure 4.7, we simultaneously collect STM topography and microwave signals
while scanning a 300 x 300 nm2 area of Au(111). Figures 4.7(a) and 4.7(b) show
STM images of tip height, Z and It. Figures 4.7(c) and 4.7(d) show the microwave
signal images of fr and Q, respectively. These images were obtained in the STM
constant current mode, which regulates the tip-sample distance such that a set point
of 1 nA (with Vbias = 100 mV) is maintained. Since the tunnel junction resistance is
constant in constant current mode, we observe negligible contrast in the Q channel.
On the other hand, the fr image clearly shows the same surface steps as the STM
tip height image. The fr of the cavity is proportional to 1/LeffCeff , where Leff and
Ceff are the effective inductance and capacitance of the resonator. Qualitatively, as
the tip moves away from the sample, the effective tip-sample capacitance decreases,
increasing the fr of the cavity. Thus, under constant current STM operation, the
fr channel is a convolution of the topography information obtained by STM and
the microwave interactions with the sample.[33] For highly conducting samples, it is
possible to take advantage of this fact to perform tip-sample distance feedback using
the fr of a NFMM.[34] However, if one wishes to see variations in materials properties
without convolving the sample topography, then it is necessary to scan an atomically
flat sample without changing the tip-sample distance.
In order to avoid convolution of the NFMM channels with topographic features,
we next focused on an atomic scale area (∼1 x 1 nm2) of HOPG. Scanning a small area
allows us to utilize constant height (open loop) mode without damaging the probe tip,
while the atomically flat surface of HOPG provides a topography free surface. In order
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Figure 4.7: Large-scale images of Au(111) taken in STM constant current operation.
(a) Tip height, Z, (b) tunnel current, It, (c) resonance frequency, fr, and (d) quality
factor, Q images. All images are acquired simultaneously. The images have been
pre-processed by matching the median height between scan lines.
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Figure 4.8: Atomic resolution images of HOPG taken in STM constant height opera-
tion. (a) Tunnel current, It, (b) resonance frequency shift, fr, and (c) quality factor,
Q images. All images were acquired simultaneously at a scan speed of 20 line/s with
a bias voltage of 100 mV. The mean resonance frequency is fr =2.501486 GHz.
to image HOPG, we first used constant current (closed loop) operation to optimize
the bias voltage, tunnel current, and scan speed such that good signal-to-noise was
achieved in the STM topography, fr, and Q channels. Once the scan parameters
were optimized, we opened the tip-height feedback loop and recorded scan images in
constant height mode.
In Figure 4.8, one can see individual graphite atoms in It, fr, and Q, respec-
tively. The average tunnel current is 6.2 nA with a mean atomic corrugation (peak to
trough) of 1.1 nA. The average fr is 2.501486 GHz with a mean atomic corrugation
of 4 kHz. The average Q is 502 with a mean atomic corrugation of 5.5. Using the
atomic corrugation of fr, we find the corresponding effective capacitance change in
the resonator, δCeff = 2Ceff × δfr/fr = 9× 10−18 F, where δfr/fr = 1.6× 10−6 and
Ceff = 2.8 × 10−12 F. Slight lattice distortion is due to relaxation of the piezo tube
scanner during scanning.
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In order to verify that we are truly imaging the surface of the HOPG using the
microwave impedance between the tip and sample, it is very important to rule out any
kind of cross-talk between the STM and microwave channels. In general, there are two
possible ways that “artificial” atomic contrast could occur in the microwave channels.
The first possible source of cross-talk is through the topography feedback loop, as
discussed in regard to Figure 4.7. If the tip-sample distance is controlled by the STM
tunnel current, and the tunnel current changes as the tip is scanned over some atomic
corrugation, then the height of the tip above the sample will also change. As this
tip-sample distance varies, the microwave near-field interaction between the tip and
sample will also change, resulting in atomic contrast in the microwave channels. This
cross-talk mechanism is a particular problem for microwave microscopy because the
microwave channels are very sensitive to the tip-sample distance. In order to avoid
this scenario, we operated the STM in open-loop mode so that the height of the tip
does not depend on the tunnel current.
The second possible source of cross-talk would be some kind of direct coupling
between the tunnel current signal and the microwave channels (e.g., capacitive cou-
pling between signal lines). In order to rule out this possibility, we disconnected the
DC bias voltage from the sample and disconnected the STM tunnel-current amplifier
from the resonator. In this configuration, we approach the tip to the sample using
the resonator Q as a feedback signal, stopping the tip-sample approach when the Q
is decreased by about 10%. Figure 4.9 shows atomic resolution images obtained on
Au(111) using this method. We found that we were able to obtain atomic resolution
images in the microwave channels even without the STM circuitry connected to the
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Figure 4.9: Atomic resolution images of Au(111) taken in only microwave microscopy
mode. The STM bias voltage line and the current preamplifier are completely dis-
connected from the scan head, eliminating the possibility of crosstalk between these
imaging modes.
system. As a result, the atomic resolution signal observed in the microwave channels
can not be caused by cross-talk between the low frequency STM tunnel current and
the microwave channels.
By ruling out artifacts caused by STM feedback or signal cross-talk, we conclude
that the images of fr and Q carry information about the impedance of the tunnel
junction at 2.5 GHz. Furthermore, since the atomic contrast occurs only when the
tip is within tunneling distance of the sample, we conclude that the atomic contrast
in the microwave channels is due to gigahertz frequency current through the tunnel
junction.
4.4 Conclusion & Future Work
STM is a fundamental tool for the investigation of conducting surfaces at sub-
nanometer length scales. Unfortunately, the tunnel current sampling bandwidth of
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traditional STM is limited to 10 kHz, due to the bandwidth of the tunnel current
amplifier. Our NFMM has a theoretical bandwidth limit of 4 MHz and operates at
2.5 GHz. These two properties allow for collection of more information than tra-
ditional STM alone. For example, the large bandwidth of the NFMM allows it to
sample the tunnel junction impedance much more quickly than traditional STM. This
increased bandwidth can be used to perform rapid imaging, displacement detection
up to megahertz frequencies, and shot noise thermometry.[23] Furthermore, phenom-
ena that induce modulations in the tunnel current near the operational frequency
of 2.5 GHz may be detected through resonant amplification in the microwave cav-
ity. Such phenomena include single electron spin resonance[24, 25] and spin-transfer
torque oscillations[35]. The work presented here represents a step toward bringing
the spatial resolution of these microwave measurements to the atomic scale.
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Part II
Multivariate Analysis of Combinatorial XRD Data
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Chapter 5
Introduction to Multivariate Analysis of XRD Data
5.1 Motivation
In the mapping of composition-structure-property relationships, one piece of in-
formation of paramount importance is the phase and crystal structure distribution.
There are scanning XRD techniques that can be employed to obtain a large number
of diffractograms from combinatorial samples [53, 62, 63, 64, 65, 66]. Synchrotron
XRD is a natural technique for this task because the high intensity X-ray beam
available can be used to quickly step through a large number of positions on a com-
binatorial library with minimal time to obtain a diffraction spectrum at each point
[62, 63, 64, 65]. In-house XRD units require a much longer time to take data per point,
but their advantage is that one can perform the experiments locally [53, 55, 66].
Obtaining and analyzing XRD spectra for phase and structure determination is
a central part of any materials research exercise, and it should play a significant role
in combinatorial materials research as well. Ideally, one would measure and study
X-ray spectra of all the materials in a given experiment in order to obtain complete
mapping of phase and structural information across the sampled composition space.
The traditional approach to analyzing a diffraction spectrum is to perform a Rietveld
refinement in order to identify the crystal structure of a sample. The Rietveld refine-
ment process consists of fitting the peaks of an experimental diffraction spectrum with
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a theoretical diffraction pattern from a candidate crystal structure. The parameters
of the candidate crystal structure are then varied in order to optimize the fit. With
suitable experimental data, this process can be used to determine the crystal struc-
ture and lattice parameters of a material. A second approach is to fit the peaks of an
experimental diffraction pattern with reflections of known compounds measured on
the same diffractometer. This is typically done using software such as Jade by Mate-
rials Data, Inc. or Topaz by Bruker. Although some software can be automated to fit
a large number of X-ray spectra serially, it is a cumbersome process and fitting does
not necessarily produce the “correct answers”. The very premise of the combinatorial
experimentation is that there are potentially new phases with previously unknown
crystal structures in the library, therefore any simple fitting procedure using reflec-
tions from known phases is not sufficient. The situation is further complicated by the
fact that in any compositional phase diagram, there can be multi-phase regions.
Despite such difficulties, XRD analysis remains a most fundamental method in
materials science, and one must find a way to effectively incorporate it into the over-
all combinatorial strategy. To this end, we discuss our methodology and procedures
for multivariate analysis of XRD spectra from combinatorial libraries. The ultimate
goal of this exercise is to obtain a comprehensive and accurate mapping of phase
and structure distribution across composition spreads of rich and complex materials
systems containing previously unknown materials phases. In particular, we will dis-
cuss two techniques: agglomerative hierarchical clustering analysis and non-negative
matrix factorization.
The motivation for using agglomerative hierarchical clustering analysis is to map
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out regions of composition space where the crystal structure is similar. This is done by
grouping together materials based on the similarity of their experimental diffraction
spectra, and then plotting those groups in composition space. Frequently, the edges of
these groups in composition space correspond to structural transitions. The grouping
together of similar diffraction patterns also allows one to select a single representa-
tive member from the group, thereby greatly reducing the time needed to perform
structural analysis on all of the experimental diffraction patterns. This technique is
discussed in detail in Chapter 6.
The second multivariate technique discussed is called non-negative matrix factor-
ization (NMF). The idea behind NMF is to back out two pieces of information from
the experimental data. First, we are interested in the diffraction patterns of the pure
phases (i.e. the individual crystal structures) that are present in all of the experimen-
tal diffraction patterns. Second, we are interested in the quantifying the contribution
of those patterns to each of the experimental patterns. In general, this technique
has the advantage of allowing mixtures of different crystal structures within a given
experimental diffraction pattern. The disadvantages are that it is more computation-
ally expensive and the solutions found are not guaranteed to be the best possible
solutions. This technique is discussed in detail in Chapter 7.
It is worth noting that we have chosen to study XRD data because of a partic-
ular need within our group. However the techniques discussed here are also directly
applicable to other types of data from combinatorial libraries. For example, clus-
ter analysis and NMF could easily be applied to spectral data from FTIR, Raman
spectroscopy, XPS, and mass spectrometry.
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As an example system, we look at a region of the Fe–Ga–Pd ternary system.
5.2 Fe-Ga-Pd Experimental Details
The experimental data we use as an example system in the next two chapters
comes from the Fe-Ga-Pd ternary metallic alloy system. Our interest in the Fe-Ga-Pd
system stems from the fact that the Fe-Ga and Fe-Pd binary phase diagrams contain
compositions with unusual magnetic actuator properties. Fe-Ga is a well known
material system exhibiting large magnetostriction for Ga content between 20 and 30
atomic percent. The origin of this property is attributed to the complexity of the
Fe-Ga binary phase diagram in this region[73]. Fe70Pd30 is a ferromagnetic shape
memory alloy (FSMA)[74] whose martensitic transition is associated with a magnetic
field induced strain of about 10,000 ppm[75]. Fortunately, Ga and Pd both form
disordered crystals when they are substituted into the Fe lattice. This means that
they can possibly be substituted into the Fe lattice without disturbing the original
crystal structure.
Natural thin film composition spreads of Fe-Ga-Pd are deposited at room tem-
perature using an ultra high-vacuum three gun magnetron co-sputtering system with
a base pressure of 10−9 Torr (10−7 Pa) on 3-inch (76.2 mm) diameter (100) oriented
Si wafers. The details of the synthesis procedure can be found in references [55] and
[71]. The samples are then post annealed at 650◦C for two hours in our sputtering
chamber. The base pressure during annealing is 10−8 Torr. The total processing time
(i.e. deposition and heat treatment) of a composition spread library is roughly 3 hours
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Figure 5.1: Schematic of a thin film composition library made using a 3-gun co-
sputtering system. The three targets used in the deposition are Fe, Pd, and Fe2Ga3.
On the left, a schematic of the deposition profile is displayed; On the right, the region
of the phase diagram for which XRD information is obtained from the composition
spread library is displayed.
before it is ready for rapid characterization. After the deposition, the composition of
the wafer spread is immediately determined via wavelength dispersive spectroscopy
(WDS) in atomic percent. This measurement can determine the percent fraction of
each atom contained at each point on the wafer to within one percent. Figure 5.1
shows the schematic procedure for the synthesis of a ternary composition spread that
covers the relevant part of the phase diagram.
XRD of the fabricated films is performed using the ω-scan mode of a D8 DIS-
COVER for combinatorial screening (Bruker-AXS). It is equipped with a GADDS
two-dimensional detector, which simultaneously captures data for a fixed range of
2θ and ω. The composition spread wafer contains 535 individual 1.75 mm x 1.75
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mm squares with continuously changing composition. However, XRD is performed
on only 273 of the 535 squares due to time constraints. In order to scan the 2θ range
of interest (20 to 90 degrees), microdiffraction is performed in three frames for each
square. We use an X-ray beam spot size of 1 mm in diameter. We scan the entire
library for one frame before moving to the next frame, so the entire spread library
must be scanned three times to cover the entire 2θ range. Once this is accomplished,
the microdiffraction data are in the form of 2-D detector images. The raw detector
images are then compiled and integrated to obtain the 2θ angles and peak intensities
using the D8 GADDS program and a script to automate the process. Figure 5.2
shows the diffractometer used to obtain the diffraction data as well as a sample of
the XRD data for the Fe-Ga-Pd ternary system.
Since there is some extraneous information in the XRD spectra (e.g. substrate
peaks and background signal) some pre-processing is done on the data before it is
analyzed. In particular, background subtraction, cropping, and normalization are
performed. Background subtraction is performed by fitting and subtracting a piece-
wise polynomial from the data on a spectrum by spectrum basis (i.e. the background
determination of one spectrum is not affected by that of any other). After background
subtraction, the full measured 2θ range is cropped down to the minimum range such
that all of the detected XRD peaks from all the samples (but not from the substrate)
are contained in the spectra. For this Fe-Ga-Pd sample, we find that this range is
from 37 to 50 degrees.
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Figure 5.2: An image of the X-ray microdiffractometer used to obtain XRD data for
the Fe-Ga-Pd composition spread library. Also shown is a representative subset of
the XRD data used to perform cluster analysis and non-negative matrix factorization.
The XRD data has been pre-processed to remove the background.
85
Chapter 6
Agglomerative Hierarchical Cluster Analysis
6.1 Abstract
In this chapter, we discuss a procedure for rapid identification of structural phases
in thin film composition spread experiments. As an example system, we focus on a
region of the Fe-Ga-Pd ternary metallic alloy system. An in-house scanning X-ray
microdiffractometer is used to obtain X-ray spectra from 273 different compositions
on a single composition spread library. Agglomerative hierarchical cluster analysis is
then used to sort the spectra into groups in order to rapidly discover the distribution
of phases on the ternary diagram. The most representative pattern of each group is
then compared to a database of known structures to identify known phases. Using
this method, the arduous analysis and classification of hundreds of spectra is reduced
to a much shorter analysis of only a few spectra.
6.2 Cluster Analysis
Cluster analysis is a technique used to sort objects into groups. Generally, these
groups are based on the similarity between the objects that are being sorted, and the
number of groups corresponds to the number of classes of objects that are present
in the dataset. In our case, our dataset is comprised of materials taken from the
Fe-Ga-Pd ternary materials system and we would like to sort these materials according
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to their crystal structure.
The process of sorting the spectra into discrete groups consists of deciding on a
similarity metric, calculating the similarity between all pairs of spectra, visualizing the
similarity matrix, performing cluster analysis to assign the spectra to some number
of distinct groups, and then evaluating (and possibly adjusting) the clusters. Once
the cluster analysis has been performed, we use the composition information obtained
via WDS to draw a ternary diagram. Looking at the distribution of groups on the
ternary diagram is akin to looking at a phase diagram, since the groups are based
entirely on structure information.
There are many choices one must make along the way to creating this phase
diagram. First, one must choose the metric by which the similarity between two
spectra is determined. For our case, we chose to use the Pearson correlation coefficient.
















Where Cxy is the Pearson correlation coefficient, xi and yi are the diffraction
intensities at a given diffraction angle, and n is the number of angles at which the
diffraction intensity is measured. We compare all pairs of spectra using this metric
and arrange this information into a matrix of correlation coefficients, C, the elements
of which are Cxy. The values of Cxy can range from -1 to 1, with a value of 1 indicating
an identical pair of spectra, a value of 0 indicating spectra that have no correlation,
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and a value of -1 implying that the spectra are anti-correlated. Anti-correlation means
that where one spectrum has large values, the other has small values.
In the context of comparing spectra produced by XRD, a correlation coefficient
of one means that the peaks in both spectra match up to each other perfectly. If
all of the peaks in a pair of XRD spectra match, it is very likely that they have the
same crystal structure. A correlation coefficient of zero implies that the peaks in the
spectra match up to each other as often as they do not. Such a pair of spectra may
have some similarity in their crystal structure. For example they may have the same
structure but different crystallinity, or they may correspond to mixtures of the same
phases with different volume fractions. In the context of XRD data, a pair of spectra
with a correlation coefficient of negative one are very unlikely to share the same
crystal structure. This interpretation motivates the definition of a distance matrix,
D = (1−C)/2. This matrix contains values ranging from zero to one and represents
the dissimilarity among the spectra. A distance of zero between two spectra implies
that they are identical, while a distance of one implies that the spectra are unlikely
to correspond to the same crystal structure. As long as our choice of similarity metric
is a good one, the distance matrix should contain all of the information needed to
group the spectra.
The difficulty now lies in trying to understand the relationships among all of the
spectra, embodied by the distance matrix, D. To visualize D, each matrix element is
interpreted as the distance between two spectra in some Euclidian space. The problem
is that this space may have dimensionality as large as n-1, where n is the number of
spectra. To see this, first take two points, Si and Sj, each representing a spectrum.
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Place them into a Euclidian space such that they are the distance Dij apart. This is
a one dimensional space. Now take a third spectrum, and place it however far it is
from the first two (Dki and Dkj respectively). The three points form a triangle in two
dimensional space. Repeating this process again with another spectrum produces a
triangular pyramid in three space. At this point, we can’t necessarily fit another point
into this space and satisfy the demands that it be the appropriate distance from each
other point and that we only use three dimensions. However, we could try to put it
in the best possible location such that its distance from each of the other points is
the best possible approximation to the actual distances listed in the matrix D. This
discards some of the similarity information. However, it gives us a way to visualize the
correlation matrix in ordinary three dimensional space. The question now is: how,
using three dimensions, can one come up with the best possible approximation of the
distribution of these points? This is a classic problem in reducing the dimensionality
of a data set. To reduce the dimensionality of a distribution of points in a high
dimensional space, we can use principal component analysis (PCA) or we can use
metric multi-dimensional data scaling (MMDS). The mechanics of how to perform
these techniques are well documented[76, 77] and we will not discuss them here. In
this work, we use MMDS to find the best possible (three dimensional) approximation
to the (n-1 dimensional) distribution of points embodied by the distance matrix. For
the Fe-Ga-Pd system, the three dimensional representation of the distance matrix as
approximated using MMDS appears in Figure 6.1. A 3D animation of the plot is also
available at www.combi.umd.edu.
Looking at the distribution of points in the MMDS plot, one could start to visually
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Figure 6.1: A two dimensional representation of the 272 dimensional distribution
of points corresponding to the distance matrix. Each point represents a diffraction
spectrum. The distance between a pair of points corresponds to the dissimilarity
between the corresponding pair of diffraction spectra. This means that spectra that
are similar are separated by small distances. Tight groupings of points, such as the
those visible in the lower left corner, have similar diffraction spectra and are therefore
likely to have the same crystal structure. More elongated distributions, such as the
arch of points in the top half of the figure, indicate that there is at least one systematic
change occurring in the diffraction spectra as one moves across the arch. For example,
such an arch could be caused by a shift in one diffraction peak (a changing lattice
constant caused by chemical substitution in the lattice). In the case of a peak shift,
adjacent points in the arch correspond to spectra where the peaks are nearly aligned
(highly similar spectra), while the points on opposite ends of the arch correspond to
spectra that are maximally shifted (and are therefore highly dissimilar spectra).
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divide the spectra into discrete groups. However, this process would be somewhat
subjective. A more rigorous mathematical method for deciding which spectra to group
together is to use a agglomerative hierarchical cluster analysis[78]. Agglomerative
hierarchical cluster analysis begins with each object is in its own group. One then
proceeds by finding the two groups that have the smallest distance between them and
lumping those two groups together to form a new group. This process is repeated
until all objects are members of a single group.
This grouping information in agglomerative hierarchical cluster analysis is gen-
erally represented using a dendrogram. A dendrogram for the Fe-Ga-Pd system is
shown in Figure 6.2. Along the x-axis, each spectrum is represented by a vertical
line. At some height, these lines all connect. The height at which they connect is
determined by the distance between the spectra, with larger heights corresponding to
larger distances. If some spectra are already connected, then the height represents the
distance between groups of spectra. To get an intuitive idea of how this dendrogram
is made, first take the two most similar spectra and put them in a group together.
This is done by connecting them on the dendrogram with a horizontal line at a height
corresponding to the distance between them, as described in the distance matrix.
In order to proceed further, we next determine the distance between this group of
spectra and all of the other spectra. The way that this group-to-group distance is
defined is called the linkage method. One of the ways to define the distance between
one group of spectra and another is to compute the average of the distances from all
of the members of the first group to all of the members of the second group. This is
called the group average linkage method, and it is the method used to produce the
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Figure 6.2: A dendrogram representing possible groupings of XRD spectra. Each
XRD spectrum is a represented by a vertical line at the base of the dendrogram.
The grouping of spectra into larger and larger groups is represented by joining these
vertical lines together using horizontal tie lines. The height at which two vertical
lines are joined represents the distance between the groups of spectra to be joined,
with larger heights corresponding to larger distances. In this figure, the distance
between any two groups of spectra is calculated using the average distance from all
the members of the first group to all the members of the second group.
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dendrograms in Figures 6.2 and 6.3. The process of agglomerating groups is then
repeated, each time merging groups of spectra that are more and more dissimilar.
Eventually, at the top of the dendrogram, there is only one group.
If one were to stop making groups at some threshold group-to-group distance, then
one would be left with a number of groups. This threshold group-to-group distance is
called the cut level. By adjusting the cut level, one can adjust the number of groups.
If each of these groups is assigned a color, then it is possible to look again at the
MMDS plot, with the points colored as they fall into the different groups. Figure 6.3
shows several dendrograms at different cut levels along with the associated groupings
of samples in the MMDS plot and on the ternary composition diagram.
If the data fall into well separated clusters in the MMDS plot, then there should
be some level in the dendrogram where there is a big step in the linkage height. That
is, at some point, there will be a link whose height is clearly larger than all of the links
below it. This is where we place our cut level. We can verify that the clusters are
reasonable by looking at the clusters in the MMDS plot. If points that qualitatively
look like they should form a cluster have indeed been grouped together, then we can
have a good degree of confidence in our result. In our case, we choose a cut level
of .55. This cut level is shown in the third row of plots in Figure 6.3. For this cut
level, the MMDS plot shows three more or less spherical clusters (green, purple, and
yellow) and two “boomerang” shaped clusters (red and blue).
Let us first discuss the spherical clusters. Since points that are close together on
the MMDS plot correspond to similar spectra, a spherical group should correspond to
a single crystal structure. Indeed, our expectation of spherical clusters was the reason
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Figure 6.3: Choosing different dendrogram cut levels partitions the samples into
different groups. On the left, dendrograms are displayed with cut levels at a group-
to-group distance of .87, .83, and .55. The corresponding groups formed at these cut
levels are displayed on MMDS plots as well as on the composition diagram.
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that we chose the group average linkage method, which tends to create spherical
clusters. The reason that all of the points in a spherical group do not collapse to a
single point is that there is noise in the spectra, causing some small distance between
spectra, even if they correspond to exactly the same crystal structure.
The MMDS plot also contains some arc-like distributions of points. An arc of
points represents spectra that are all related to each other, but which are undergoing
some systematic change as a function of position along the arc. For example, this
may correspond to a set of samples across which a diffraction peak slowly shifts (i.e.
a change in a lattice parameter), or it may correspond to a set of samples with a
slowly varying mixture of phases.
The group average linkage method is perhaps not an ideal linkage method because
it tends to break up the non-spherical clusters. There is a linkage method that is less
sensitive to the shape of the group, called the single link method. In this linkage
method the distance between two groups of objects is defined to be the distance be-
tween the two objects (one from each group) with the minimum distance between
them. Applying this method to our data preserves the arc as a single group. Unfor-
tunately, this linkage method is also very sensitive to variations in the signal to noise
level among the spectra, as well as the uniformity of sampling in composition space.
These sensitivities result in the formation of many small groups, which doesn’t fit with
our goal of sorting the spectra by crystal structure. We have also tried several other
linkage methods, namely the weighted group average method (a.k.a. weighted pair-
group method with averaging, or WPGMA), the centroid method (a.k.a. unweighted
pair-group method using centroids, or UPGMC), the median method (a.k.a. weighted
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pair-group method using centroids, or WPGMC), the complete link method (farthest
neighbor), and the ward method (minimum total pair-wise squared distance), all of
which gave similar results to the group average linkage method. A new linkage method
that is a combination of the group average and single link methods would be ideal,
but is left as future work.
Now that we have divided the samples into groups by adjusting the cut level,
we would like to confirm that the groups are reasonable by comparing the groupings
to the XRD data. We can do this by looking at the XRD spectra as a function of
composition as we move across the boundary from one group to another. Figure 6.4
shows two representative examples of such an analysis. In part (a), we see that as
we move from the red group to the green group, there is a clear transition in the
diffraction spectrum. The peaks present in the red group vanish, and a different set
of peaks corresponding to the green group appear. This boundary corresponds to a
structural phase transition. In contrast, when we cross the boundary from the red
to the blue group, there is no such transition. Instead, we see that there is in fact a
single peak that is changing position. Looking back at the bottom of Figure 6.3, we
see that the red and blue groups are created by breaking the arc of points visible in
the MMDS plot, while the red and green groups are more well separated. Again, we
have encountered an error caused by the inadequacy of our linkage method.
As an alternative to developing a new linkage method, we have modified our den-
drogram by hand to create three arc-like groups out of the two boomerang-like groups
in Figure 6.1. In order to modify the dendrogram in this way, we used PolySNAP,
which is software designed for analysis of powder diffraction data. The new dendro-
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Figure 6.4: Part (a) shows an example of a crystal structural transition across the
boundary between the red and green groups. The left plot of part (a) shows a compo-
sition diagram with an arrow marking a set of samples. The right of part (a) shows the
XRD spectra of all of the compositions under the arrow on the composition diagram,
arranged in order along the arrow. Part (b) shows a pair of similarly constructed
plots, except this time the transition from the red to blue group does not correspond
to a structural transition, but is in fact caused by a change in lattice parameter.
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Figure 6.5: A modified dendrogram where the ‘arms’ of the arc are separated into
separate groups. (b) Two views of a 3D MMDS plots showing the distribution of the
groups created using the modified dendrogram. (c) The XRD data as a function of
position along the blue line.
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gram and the resulting distribution of groups in the MMDS plot are shown in Figure
6.5(a) and 6.5(b) respectively. In order to verify that this clustering is reasonable,
we follow a path along the distribution (see the blue line in Figure 6.5(b)) and plot
the XRD data as a function of position along this line (Figure 6.5(c)). This allows
us to see the relationship between the groups that we have created and the actual
XRD data. It is clear when looking at the XRD data that the yellow, red, cyan,
and magenta groups correspond to unique patterns, while the green and blue groups
correspond to transitions from one pattern to another. Furthermore, the cyan group
in Figure 6.5 corresponds to spectra that are all of the same phase, but with a peak
that is continuously shifting.
From this analysis, we can conclude that using the Pearson correlation coefficient
as our similarity metric to create a distance matrix, and visualizing that matrix using
MMDS, we can identify clusters of spectra that correspond to unique patterns. In
particular, spherical clusters in the MMDS plot correspond to a single pattern, while
an arc in the MMDS plot may correspond to a to a transition between two patterns, or
to a single pattern where one of the peaks is continuously shifting. Once the clustering
analysis is completed, we can move on to identification of the actual crystallographic
phases represented by the clusters.
6.3 Results for the Fe-Ga-Pd Ternary System
Identification of known phases was done by comparing the XRD spectrum of the
most representative member (i.e. the member with the smallest average distance
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Figure 6.6: The most representative patterns in the yellow, red, cyan, and magenta
groups from Figure 6.5. The clustering approach reduces the problem of going through
hundreds of spectra and identifying every peak in every pattern to just deciphering
the meaning of these few patterns. The peaks are labeled if a possible match to known
samples from the NIST crystallographic database was found.
to all other members) of a group of spectra to a set of reference spectra from the
crystallographic databases available at NIST. In particular, we used the Inorganic
Crystal Structure Database (ICSD), which contains more than 90,000 entries; and
the NIST structural database, which contains more than 60,000 entries[79]. The
matching conditions we used were as follows: if the composition of the reference
pattern was within (or very near) the composition space spanned by a group of XRD
spectra, and the peaks were separated by less than 0.4◦, then we considered this to
be a match.
Figure 6.6 shows a plot of the most representative members of the yellow, red,
cyan, and magenta groups. The identified structures denote the basic crystal struc-
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Figure 6.7: The structural phase diagram for the sampled portion of the Fe-Ga-Pd
ternary composition space. The compositions are grouped according the the similarity
of their diffraction patterns using cluster analysis. The crystal structures are identified
by comparing the most representative patterns from each group with a database of
reference patterns.
tures of each region. The green and blue groups are not displayed since they represent
mixtures of the phases present in the other groups. We would like to note that in
some cases, there was no match identified from the database.
Putting the clustering, phase identification, and composition information together
yields a map of the distribution of phases for the explored region of the phase diagram
(Figure 6.7). We also note that the blue and green groups, which we interpreted as
transitions from one phase to another based on the plots in Figure 6.7, do indeed fall
along the borders of the other phases. Although the full ternary phase diagram of this
system is not available for comparison, the projection of the identified distributions
to the two binary (Fe-Ga and Fe-Pd) systems matches the known phase diagrams
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reasonably well. According to the published equilibrium phase diagrams, in the Fe-Ga
system[80], starting from the pure Fe end, the α-Fe phase persists up to about 80% Fe,
beyond which various mixture regions containing the Fe-Ga L12 phase stretches up to
about 50% Fe. The L12 phase has an FCC structure, which in our study was correctly
identified as being isostructural to FCC Fe. In the Fe-Pd system[81], a mixture of
α-Fe and Fe0.5Pd0.5 (FCT) is known to extend from 100% Fe to about 50% Fe. It
is expected that this region would predominantly “appear” as mainly α-Fe. In our
study, we find that at approximately Fe0.65Pd0.35, the dominant phase switches from
α-Fe to FCC Fe0.65Pd0.35, which stretches beyond 50% Fe. Our analysis has identified
this region (starting at the correct composition) as the FCC Fe0.65Pd0.35, which we
believe is a quenched phase.
6.4 Conclusion
Combinatorial analysis frequently deals with large datasets that contain a signifi-
cant amount of degenerate information. This is certainly the case for XRD data from
combinatorial data sets, where the crystal structure of many samples is nearly iden-
tical. In this chapter we have shown that the application of dimensionality reduction
and visualization techniques such as MMDS can help to identify which samples are
similar, and thereby speed up the process of mapping out structural phase diagrams.
Using agglomerative hierarchical clustering, the process of sorting XRD spectra into
groups that correspond to individual crystal structures can be greatly accelerated.
By selecting the most representative member of each group of spectra, the arduous
102
analysis and classification of hundreds of spectra is reduced to a much shorter analysis





In this chapter we apply a technique called Non-negative Matrix Factorization
(NMF) to the problem of analyzing hundreds of X-ray microdiffraction (XRD) pat-
terns from a combinatorial materials library. An in-house scanning X-ray microd-
iffractometer is used to obtain XRD patterns from 273 different compositions on a
single composition spread library. NMF is then used to identify the unique XRD
patterns present in the system and quantify the contribution of each of these basis
patterns to each experimental diffraction pattern. As a baseline, the results of NMF
are compared to the results obtained using Principle Component Analysis (PCA).
The crystal structures of the basis patterns found using NMF are then identified us-
ing comparison to reference patterns from a database of known structural patterns.
As an example system, we explore a region of the Fe–Ga–Pd ternary system. The use
of NMF in this case reduces the arduous task of analyzing hundreds of XRD patterns
to the much smaller task of identifying only nine XRD patterns.
7.2 Introduction to NMF
NMF is a relatively new technique that has been applied to problems in several
fields. NMF has been used to perform image segmentation,[87] document clustering,[88]
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and spectral un-mixing of satellite reflectance data,[89] among other applications. To
the best of the authors’ knowledge, this is the first time that it has been applied
to XRD data. The basic idea of NMF is to deconvolve a large number of non-
negative spectral patterns into a smaller number of non-negative basis patterns. The
experimental patterns can then be described as a weighted superposition of the de-
convolved basis patterns. We have two main reasons why we have chosen to use NMF
over other multivariate techniques. First, since NMF describes experimental spectra
as a superposition of basis patterns, it can easily handle diffraction patterns that
result from mixtures of different crystal structures. This makes NMF a good choice
when compared to techniques that sort patterns into discreet groups. NMF there-
fore represents a significant improvement over our previous work using agglomerative
hierarchical cluster analysis.[84] Second, NMF produces basis patterns that can be
directly interpreted as diffraction patterns. This makes NMF a more suitable tech-
nique when dealing with XRD data in comparison to principal component analysis
(PCA) since PCA produces basis patterns that contain negative values.
7.3 NMF of XRD Data
In order to perform the factorization, the XRD data were arranged into an m-by-n
matrix, Y , where m is the number of compositions for which XRD patterns were
measured (m=273 in this case) and n is the number of angles at which the diffraction
intensity was recorded. In this case, the diffraction intensity was measured every
0.02◦ over the 2θ range from 37◦ to 50◦, so n=651. NMF was then used to find an
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Figure 7.1: The basic idea of NMF is to deconvolve the experimental spectra into a
smaller number of basis spectra. The experimental spectra can then be written as a
superposition of these basis spectra.
approximate factorization of Y into the product of two smaller matrices, A and X.
The matrices A and X are constrained such that they may only contain non-negative
values. Any noise in the experimental data or errors in the factorization get accounted
for by an error matrix, E, which may contain negative values.
Y = AX + E, Where Aij ≥ 0, andXij ≥ 0 (7.1)
Figure 7.1 shows a schematic of this equation. The size of matrix A is m-by-r, the
size of matrix X is r-by-n, and the size of matrix E is m-by-n, where r is the rank of
the factorization. The rank of the factorization corresponds to the number of basis
patterns that are to be extracted from the experimental data, and is chosen by the user
of the algorithm. Choosing the correct value for r requires some consideration and is
discussed below in the comparison of NMF to PCA. For the XRD data set presented
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Figure 7.2: The nine basis patterns found using NMF. The patterns are color coded
by structural phase. Peaks identified as possible matches to reference patterns are
labeled. The spectra are offset vertically for visibility.
here, we found that a rank nine factorization produced a good deconvolution of the
experimental diffraction patterns.
Each row of the matrix X contains a basis pattern. Each basis pattern contains
a set of peaks that tend to appear together in the experimental data. After the
factorization is completed, the basis patterns are normalized such that the largest
value in each spectrum is unity. The content of the matrix X is presented in Figure
7.2.
Each row of the matrix A contains the weights, or linear mixing coefficients, of
the basis patterns for a particular experimental pattern. Since the basis patterns are
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normalized to unit intensity, each matrix element in A corresponds to the intensity of
a given basis pattern for a particular experimental pattern. In Figs. 7.3 and 7.6, the
relative weights of the basis patterns for a given composition are represented using
pie charts. The size of each piece of a pie chart corresponds to the amount of each
basis pattern present in a given sample.
Each row of the matrix AX contains a deflated version of an experimental spec-
trum. The spectra are said to be deflated because there is typically a much smaller
number of degrees of freedom in the matrix AX than there is in the matrix Y . The
number of degrees of freedom in the matrix AX is the number of matrix elements in
A plus the number of matrix elements in X. In contrast, the number of degrees of
freedom in Y is the number of matrix elements in Y . For example, in the data set
explored here, there are 177,723 matrix elements in Y , but only 8,316 matrix elements
for a rank nine factorization AX. Thus, the dimensionality of the parameter space
for the deflated matrix AX is less than 5% of that for the experimental data. Ideally,
the only difference between the experimental spectra and the deflated spectra should
be that the deflated spectra contain much less noise.
Each row of the matrix E contains a residual spectrum, which is the difference
between an experimental pattern and the corresponding deflated pattern. Ideally,
after the factorization, the residual spectra should only contain noise.
Finding the best solution for A and X is equivalent to minimizing the norm of the
error matrix. The problem to be solved by the NMF algorithm can thus be stated
as: find A and X such that ‖ E ‖=‖ Y − AX ‖ is a minimum. There are several
possible ways of calculating the norm of E and also several possible NMF algorithms
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Figure 7.3: Part (a) shows the weights of the basis patterns that are present the
sample with nominal composition of Fe46Pd26Ga28. Part (b) shows the experimental
XRD pattern for this sample. Part (c) shows the weighted basis patterns, which
provide a deconvolution of the experimental pattern.
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for finding A and X such that E is minimized. In this work, we calculated the norm
of E using the squared Frobenius norm, which is simply the sum of the squared
matrix elements. An exhaustive discussion of NMF algorithms is beyond the scope
of this work and can be found elsewhere.[90] For our work, we used the regularized
alternating least-squares algorithm[91] to calculate A and X. The software used
to perform the factorization was NMFLAB,[92] which is a third party toolbox for
MATLAB.
7.4 Comparison of NMF to PCA
In order to validate the results of the NMF, we must be assured that the NMF
algorithm has converged to a global minimum of ‖E‖, and not merely a local minimum
or stationary point. Unfortunately, one of the current limitations of NMF is that
convergence to a global minimum is not guaranteed. In order to show that the
factorization has converged to very near the global minimum, and in order to choose
the correct rank of the factorization, we compare the results of NMF to those of PCA.
The relevant feature of PCA for this work is that for a given rank, PCA finds a
matrix factorization that produces the global minimum of the squared Frobenius norm
of the error matrix. That is to say, when representing experimental spectra as a linear
superposition of basis patterns, PCA produces the best possible approximation to the
data using a given number of basis patterns. Since PCA produces a factorization with
the minimum possible amount of error, we can assess the quality of the factorization
produced using NMF by comparing the amount of information captured by NMF to
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the amount of information captured using PCA.
It is worth noting that even though PCA produces a matrix factorization that
minimizes the Frobenius norm of the error matrix, it does not produce basis patterns
that are physically realizable diffraction patterns. Specifically, the basis patterns
produced using PCA contain negative values and are all orthogonal to each other.
This is not consistent with the solution we are looking for since the diffraction patterns
of a set of crystal structures will only contain positive values and are very unlikely
to be orthogonal. For this reason, the basis patterns produced by PCA do not form
a useful deconvolution for our work. In contrast, the basis patterns produced using
NMF contain only non-negative values and are not constrained to be orthogonal.
Thus, they are ideally suited for the task of deconvolving diffraction patterns. Figure
7.4 presents a direct comparison of the basis patterns produced using NMF and PCA.
A comparison of the amount of experimental data accounted for as a function of
the number of basis patterns using both PCA and NMF is presented in Fig. 7.5. The
amount of error in the factorization is found by calculating the ratio of the absolute
area of all of the residual spectra to the area of all of the experimental spectra.















The first point to observe in Fig. 7.5 is that below about 20 basis patterns, the
percent of data explained using NMF is very close to the amount of data explained
using PCA. Thus, in this low-rank region we can be satisfied that the employed NMF
algorithm has converged to a point that is very near the global minimum of the
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Figure 7.4: A comparison of the basis patterns produced for a rank 9 factorization
of the experimental spectra using NMF and PCA. The basis spectra produced using
NMF are directly interpretable as XRD spectra, whereas those produced using PCA
contain negative values, making their interpretation unclear.
norm of the error matrix. Above 20 basis patterns, the amount of data explained by
NMF begins to diverge from the amount explained by PCA, and can even decrease
compared to lower rank factorizations. We believe that this decrease is due to the
NMF algorithm falling into a local minimum of the norm of the error matrix instead
of converging to the global minimum.
There are techniques available that can reduce the tendency to fall into local
minima, although none guarantees that the minima are avoided altogether. The
most common approach is to choose many different random initializations for A and
X, run NMF using each one, and then keep the best result.[90] Another possibility is
to pass the results of one NMF algorithm to another algorithm in the hope that they
do not both get stuck in the same minimum.[93] Yet a third approach is to choose the
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Figure 7.5: The graph above shows the percent of experimental data that can be rep-
resented using a given number of basis patterns. The fraction of the data accounted
for using NMF is very near that accounted for using PCA, implying that the factor-
ization produced by NMF is valid. The reason why 100% of the data is not accounted
for by the factorizations is that there is noise in the experimental data. In this case,
noise accounts for about 20% of the experimental data.
initialization of A and X such that they are already near the global minimum.[94, 95]
For our case, we are most interested in the low rank factorizations where the local
minima did not pose a problem. As a result, we have not focused here on trying to
avoid these local minima.
In order to produce an accurate factorization of the experimental data, the correct
rank of the factorization must be determined. Determining the correct rank of the
factorization corresponds to determining the number of unique patterns that exist
in the data. Choosing a rank that is too small will result in basis patterns that
are composed of mixtures of pure phase patterns. Choosing a rank that is too large
may result in the pattern from a single structural phase being broken up into several
basis patterns, each of which contains a subset of the reflections from that structure.
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Ideally, by choosing the rank of the factorization to match the number of structures,
each basis pattern should represent the diffraction pattern of a single crystal structure.
We note that there are some cases where each basis pattern will not represent the
diffraction pattern of a single crystal structure. These cases are discussed in Section
7.6.
Using Figure 7.5 we can estimate how many patterns are needed to describe the
data. We do this by determining the point where increasing the number of basis
patterns does not increase the amount of data explained by very much. In the case
of the Fe–Ga–Pd data set, this occurs at about nine basis patterns for both PCA and
NMF.
7.5 Discussion & Results for the Fe-Ga-Pd Composition Spread
In Figure 7.2, one can see the nine basis patterns found using NMF for this system.
There are several features of these patterns that are worth discussing. The first is that
there are several patterns that are only present as mixtures in the experimental data,
but show up as separate patterns in the extracted basis patterns. This shows that
NMF can identify the correct basis patterns even when there are no end-members
present in the data set.
The second feature to note is that in the case of BCC Fe, the NMF algorithm
extracts several different patterns that correspond to the same structure but where
the position of the peak has shifted. This is one limitation of the NMF algorithm.
Since the algorithm has no way of accounting for peak shifts, it identifies each shifted
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pattern as a new pattern. In this case, it is up to the materials scientist to identify
that the shifted patterns do not correspond to several different structures, but in fact
correspond to a single structure that exhibits a change in lattice parameters as a
function of chemical composition.
The noise level of the basis patterns is also significantly lower than that present
in the experimental patterns. The noise level in any given basis pattern depends on
two things. First, it depends on the noise level of the experimental patterns on which
it is based. Second, it depends on the number of experimental patterns on which it is
based. In general, if a given basis patterns is based on n experimental patterns, then it
should have a noise level that is 1/
√
n compared to the noise level of the experimental
patterns. In this particular data set, there is considerable variation in the noise level
in the experimental data and considerable variation in the number of experimental
patterns represented by each basis patterns. As a result of this variation, not all of
the basis patterns have better statistics than all of the experimental spectra. For
example, the fourth basis pattern from the top in Figure 7.2 has worse statistics than
the experimental pattern in Figure 7.3(b) because the basis pattern in Figure 7.2 is
based on a smaller number of experimental patterns and those patterns also have a
relatively low signal to noise level for the data set.
In order to identify the structural phases corresponding to the basis patterns found
using NMF, the basis patterns were compared to a set of reference spectra calculated
from the crystallographic databases available at NIST. In particular, we used the In-
organic Crystal Structure Database ICSD[79] and the NIST Structural Database.[96]
If the composition of the reference pattern was within or very near the composition
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space where a given basis pattern was prevalent, and the peaks were separated by
less than 0.4◦, then we considered this to be a match. We note that several of the
peaks present in the basis patterns produced by NMF contain unidentified peaks. The
main reason that not all of the diffraction peaks were identified using this method is
that there are a limited number of reference patterns available for comparison in the
crystallographic databases. The number of available reference patterns is especially
sparse as one moves away from the binary edges of the ternary diagram.
Figure 7.6 presents a ternary diagram in which the weights of the NMF basis
patterns for each composition have been represented as pie charts. Since the basis
patterns found using NMF correspond to structural phases, this diagram gives us a
quantitative distribution of structural phases as a function of composition, including
the existence of multiphase regions.
Although the full ternary phase diagram of this system is not available for com-
parison, the projection of the identified distributions to the two binary Fe–Ga and
Fe–Pd systems matches the known phase diagrams reasonably well. According to
the published equilibrium phase diagrams, in the Fe–Ga system,[80] starting from
the pure Fe end, the α-Fe phase persists up to about 80% Fe, beyond which various
mixture regions containing the Fe–Ga L12 phase stretches up to about 50% Fe. The
L12 phase has an FCC structure, which in our study was correctly identified as being
isostructural to FCC Fe. In the Fe–Pd system,[81] a mixture of α-Fe and Fe50Pd50 is
known to extend from 100% Fe to about 50% Fe. It is expected that this region would
“appear” as mainly α-Fe. In our study, we find that at approximately Fe65Pd35, the
dominant phase switches from α-Fe to FCC Fe65Pd35, which stretches beyond 50%
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Figure 7.6: The structural phase diagram produced using the weights of the basis
diffraction patterns found using NMF. Each pie chart corresponds to a composition
for which XRD was measured; each piece of the pie chart corresponds to the weight
of one of the basis patterns found using NMF. The phase diagram produced in this
manner contains a quantitative representation of the phases present throughout the
part of the ternary system that we have explored. Possible matches to a database of
known patterns are presented at the top left.
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Fe. Our analysis has identified this region starting at the correct composition as the
FCC Fe65Pd35, which we believe is a quenched phase.
7.6 Problems in Multivariate Analysis of Combinatorial XRD Data
The ultimate goal of our efforts is to reach a point where the analysis of hundreds
of spectra automatically identifies all of the pure phases present in a system and
quantifies the percent of each phase present in each sample. The work presented
here represents a step towards this goal, but there are still several problems left to
overcome. Some of these problems are inherent in the use of thin films, while others
are a result of the analysis techniques.
One of the problems one faces when attempting to do structure identification of
thin films is that it may simply not be possible to precisely identify all the lattice
parameters, and thus, the exact structure of the material. In principle, in order to
completely determine the lattice parameters, one must measure the intensity of all
X-ray reflections, as in powder diffraction. The films under study here are often
at least textured, if not sometimes even epitaxially grown, reducing the number of
reflections to only the ones from the preferred orientations. It is also possible that the
film may exhibit different preferred orientations at different sites, resulting in different
sets of reflections for the same structure. As a partial solution to the problem of
textured films, it is sometimes possible to obtain some additional information about
textured samples by tilting the wafer. Other problems include formation of “spurious”
phases such as silicides, as observed here. There could also be formation of meta-stable
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phases that are unique to the film structures and not present in bulk form.
In addition to the problems associated with the use of thin films, there are also
problems that are particular to the analysis of XRD data using NMF. One of the
difficulties of quantifying the amount of each phase present in a sample is that the
structure factor can be different for each pattern. This results in a difference in the
brightness of different patterns. Thus the relative intensities of the patterns present
in a sample provided by the NMF weights matrix and presented in Figure 7.6 cannot
be directly compared to the volume fraction of the structures present in a sample.
It is possible to get around this problem by re-normalizing the weights of each basis
pattern by the intensity of each pure phase. However this is only possible if for each
pure phase there is at least one sample that is not a mixture. A second difficulty
that is not addressed by NMF is peak shifting due to changing lattice constants. If
there are a number of diffraction patterns across which there is a large shift in the
position of a peak, then it will be more profitable for the algorithm to “spend” its basis
patterns describing this peak shift, instead of identifying other structural phases. The
best that can be achieved in the case of peak shifts using NMF is the identification of
several patterns, each corresponding to a different shift. Yet a third weakness is that
diffraction patterns that correspond to different preferred orientations of the same
structure might be identified as different structures. Often, these problems can be
partially solved by manually scrutinizing the basis patterns produced by NMF and/or
by applying prior knowledge about the materials.
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7.7 Conclusion
In this chapter we applied NMF to the problem of de-convolving the diffraction
spectra from the Fe-Ga-Pd XRD data set into a much smaller set of basis patterns.
We found that the application of NMF is well suited to the analysis of samples that
contain multiple crystallographic phases, producing a structural phase diagram that
contains a quantitative description of mixed phase regions. The resulting basis pat-
terns also have a lower signal to noise ratio than the experimental patterns, potentially
aiding in the identification of crystal structures. This technique shows great promise




In this dissertation, we have discussed two main topics. Part I focused on expand-
ing the capabilities of the open ended coaxial resonator NFMM, while Part II focused
on the rapid analysis of XRD data from combinatorial libraries. Both parts of this
dissertation are motivated by the demands of combinatorial materials exploration.
In Chapter 3 we explored the possibility of performing scanning FMR spectroscopy
using an open ended coaxial resonator NFMM. By mapping the absorption of mi-
crowave energy by a normally magnetized Ga:YIG disk we found that the coaxial
microwave probe images the nodes of magnetostatic spin wave modes. We developed
a model of the RF magnetic field around the probe tip and found that the nominal
spatial resolution of scanning FMR is given by the spatial confinement of the RF
magnetic field, which is on the order of the length of the tip (∼2 mm in this case).
This spatial resolution is much more coarse than the spatial resolution for the map-
ping of dielectric properties using the same NFMM geometry, which is on the order
of the radius of curvature of the probe tip. However, the sample size in wafer-scale
thin film combinatorial libraries is typically a few mm. In this case, we expect that
the ability to perform both dielectric and magnetic characterization using the same
probe will be quite valuable.
In Chapter 4 we showed that the spatial resolution of the NFMM can be pushed
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to the atomic scale by bringing the tip close enough to a conducting sample to form
a tunnel junction. The open ended coaxial NFMM is particularly well suited to this
type of measurement because it is possible to obtain atomic resolution on conducting
samples without making any type of connection (microwave or DC) to the sample.
In principle, the large bandwidth (4 MHz in our case) of the NFMM allows it to
sample the tunnel junction impedance much more quickly than traditional STM[23].
This increased bandwidth can be used to perform rapid imaging, high frequency dis-
placement detection (up to megahertz frequencies), and shot noise thermometry.[23]
In future research we also plan to explore phenomena that induce modulations in the
tunnel current near the operational frequency of 2.5 GHz. Such a modulation should
be detectable through resonant amplification in the microwave cavity. Possible exper-
iments include single electron spin resonance[24, 25] and investigation of spin-transfer
torque oscillations[35].
In Chapter 6 we applied dimensionality reduction, visualization, and agglomera-
tive hierarchical clustering techniques to the problem of analyzing XRD data from
an Fe-Ga-Pd ternary combinatorial library. We found that the application of these
techniques can greatly speed up the process of mapping out structural phase diagrams
by identifying groups of compositions that correspond to the same crystal structure.
By selecting the most representative member of each group of spectra, the arduous
analysis and classification of hundreds of spectra is reduced to a much shorter analysis
of only a few spectra.
In Chapter 7 we applied NMF to the problem of de-convolving the diffraction
spectra from the Fe-Ga-Pd XRD data set into much smaller set of basis patterns.
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We found that the application of NMF is well suited to the analysis of samples that
contain multiple crystallographic phases, producing a structural phase diagram that
contains a quantitative description of mixed phase regions. The resulting basis patters
also have a lower signal to noise ratio than the experimental patterns, potentially
aiding in the identification of crystal structures.
The ultimate goal of our efforts is to reach a point where the analysis of hun-
dreds of new materials can be performed rapidly and the underlying composition-
structure-property relationships can be understood physically. The work presented
here represents a step towards this goal, but there is still much research to be done.
In the field of NFMM, we are currently working on integrating a quartz tuning
fork AFM into the NFMM-STM system so that we can perform AFM, STM, and
NFMM on the same region of a sample. The motivation of this investigation is to
improve the ability to characterize devices (which frequently have both conducting
and non-conducting components) and to explore samples which exhibit nano-scale
variation in the surface conductivity and permittivity.
Our work on multivariate analysis of XRD is being focused on integrating knowl-
edge of crystallography directly into the structural identification algorithms and ap-




A.1 Power Absorbed by a Sample for Scanning FMR
The quality factor of the resonator is the energy stored in the resonator divided
by the energy lost per cycle. The energy lost per cycle is the average power dissipated





Where Q is the resonator quality factor, ER is the energy stored in the resonator, τ
is the period of an oscillation, and P is the average power dissipated in the resonator-
sample system. The power dissipated in the system can be divided into power dissi-













The power dissipated in the sample depends on the applied magnetic field, as does
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The lock-in amplifier (Vlock) output is proportional to
dImix
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A.2 M-H Loops for the Ga:YIG Disk
Figure A.1: M-H loops measured using vibrating sample magnetometry for the
Ga:YIG disk studied in Chapter 3. The saturation magnetization (4πMs) is 450
Gauss.
A.3 Equivalent Circuit Model for NFMM-STM
Several candidate equivalent circuit models were considered to serve as models
for the hybrid NFMM-STM. In order to illustrate the modeling process, the simplest
candidate model and the associated analysis are briefly discussed here.
Figure A.2 shows the schematic of an equivalent circuit model that includes a
capacitive tip-sample interaction as well as an atomic scale tunnel junction between
the tip and sample. Note that in this case the sample is assumed to be a perfect
conductor; if one wished to include a sample resistance, one could add a resistor in
126
Figure A.2: A simple equivalent circuit model for NFMM-STM. LR, RR, and CR
are the unloaded resonator circuit parameters. The classical capacitive interaction
between the tip and sample is represented by a capacitance (CTS) in parallel with the
unloaded resonator capacitance. Tunneling between the tip and sample is modeled
by adding a resistance (RJ) in parallel with the unloaded resonator capacitance.
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series with the tip-sample capacitance.
This circuit is analyzed by transforming it into a simple series LCR circuit with
modified circuit parameters. Figure A.3 illustrates this process. The first step is to
lump together CR, CTS, and RJ into the form of a real impedance in series with an
effective capacitance, as shown in Figure A.3 part (b). These can then be lumped
into effective LCR circuit parameters, as shown in Figure A.3 parts (c) and (d). The
resulting resonant frequency and quality factor are shown in Figure A.3 part (e). It
should be noted that this circuit model is quite simple; more complicated circuits
may not have analytical solutions, but should be amenable to SPICE simulations.
Once we have analytic expressions for the resonant frequency and quality factor,
as shown in Figure A.3 part (e), we can sweep the circuit model parameters and look
at their effect on the resonance. Figure A.4 parts (a) and (b) show the behavior
of the resonant frequency and quality factor of the circuit as the tunnel junction
resistance is varied while the tip sample capacitance is held fixed. These plots are
relevant when scanning the tip over atomic scale features in constant height mode. In
constant height mode the topography feedback is turned off, leaving the tip-sample
capacitance fixed while the resistance of the tunnel junction may still vary between
on-atom and off-atom sites. Figure A.4 parts (c) and (d) show the behavior of the
resonant frequency and quality factor as the tip-sample capacitance is varied while
the tunnel resistance is assumed to be infinite. This corresponds to approaching the
tip to the surface of a perfect conductor before the onset of tunneling.
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Figure A.3: Part (a) a shows the equivalent circuit model for the NFMM-STM. In
order to simplify the calculation of the resonant frequency and quality factor, the
circuit is represented as a series circuit as shown in part (b). The series circuit
parameters are then lumped together to form effective LCR circuit parameters, as
shown in parts (c) and (d). Finally, the resonant frequency and quality factor are
calculated using the effective LCR circuit parameters, with the result shown in part
(e).
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Figure A.4: Theoretical curves for the resonant frequency and quality factor of the
resonator as the circuit parameters are varied. Parts (a) and (b) show the behavior
of the resonant frequency and quality factor of the circuit as the tunnel junction
resistance is varied while CTS is held fixed (in fact we set it to zero here because it
is small compared to the resonator capacitance). The resonant frequency decreases
as the tunnel junction resistance is decreased. In parts (c) and (d) the tip-sample
capacitance, CTS, is varied while the tunnel junction resistance is held fixed at 10
15
Ω. The values of the unloaded resonator circuit parameters used here correspond to
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