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Tntr'oduction. I n  recent  years an i n t e r e s t  i n  v a r i a t i o n a l  problems 
or  optimal con t ro l  problems involving delayed systems has a r i sen .  
I n  pa r t i cu la r ,  a number of papers have been wr i t t en  on problems 
involving systems with a time lag i n  the  s t a t e  var iab le .  More gen- 
eral  cases where t h e  system has some type of func t iona l  dependency 
have also been invest igated.  Existence of optimal so lu t ions  f o r  
such problems has been discussed i n  severa l  works (21, (61, [ 131. 
The purpose of t h i s  paper i s  t o  obtain necessary conditions ( i n  
t h e  form of an in tegra ted  maximum pr inc ip le )  f o r  problems with 
q u i t e  general  nonlinear funct ional  d i f f e r e n t i a l  systems. These 
Jt 
systems w i l l  include as spec ia l  cases many in t eg ro -d i f f e ren t i a l  sys- 
tems and time l a g  (va r i ab le  or constant)  systems. 
I n  t h i s  paper i n t eg ra l s  w i l l  be understood t o  be Lebesgue 
or Lebesgue-Stielt jes in tegra ls .  Similarly,  when speaking of a 
measurable function, we s h a l l  mean a Lebesgue measurable function 
unless  it i s  s p e c i f i c a l l y  s t a t e d  otherwise. 
( func t iona l )  d i f f e r e n t i a l  equation w i l l  be meant an absolutely con- 
t inuous (A. C.) function which s a t i s f i e s  t h e  equation almost every- 
where with respect  t o  Lebesgue measure. 
be employed throughout and we s h a l l  not d i s t inguish  between a vec- 
t o r  and i t s  transpose when it i s  c l e a r  what i s  meant. 
IA! w i l l  denote t h e  Euclidean norm of A i n  whatever space A l i e s .  
By a so lu t ion  of a 
Vector matrix notat ion w i l l  
The notat ion 
4 
2 
I n  $1, we s h a l l  formulate a general  extrema1 problem fo r  
funct ional  d i f f e r e n t i a l  systems, 
conditions f o r  extremals w i l l  be given. The proofs involve a gen- 
e r a l i z a t i o n  of  t h e  idea of  quasiconvex fami l ies  due t o  Gamkrelidze 
[7]. 
problems, obtaining necessary conditions i n  terms of va r i a t ions  
about t h e  optimal solut ion.  
con t ro l  problem w i l l  be discussed i n  $3. Final ly ,  i n  $4, it w i l l  
be shown t h a t  t h e  necessary conditions i n  terms of  va r i a t ions  can 
be used t o  der ive a general  maximum pr inc ip le  involving mul t ip l i e r s  
or ad j o i n t  var iables .  
A theorem concerning necessary 
I n  $2 we s h a l l  apply t h i s  theorem f o r  extremals t o  con t ro l  
An example of a spec i f i c  func t iona l  
01. Extrema1 Theory. Let to and a: 
-00 <ao < to. Let I = [a: ,a) be a bounded i n t e r v a l  containing 
be fixed i n  R1 with 
0 
0 
[ao,t,] 
convex region i n  Rn (possibly a l l  of  Rn) . Denote by = C( I, 9) 
t h e  space of bounded continuous n-vector funct ions on I i n t o  9 
and put I' = I fl { t :  t > t o ) .  Let 9 be a fixed open 
with uniform topology. 
space of C ( I , R n ) .  For any s e t  X contained i n  9, def ine  AC(1 ,X)  
t o  be t h e  subset of %? consis t ing of a l l  bounded absolutely con- ' 
T h a t  is, kg w i l l  be considered a s  a sub- 
t inuous .  n-vector funct ions on I i n t o  X. For any non-negative 
L1(I) function K ( t ) ,  we then def ine 
A C ( I , X ) K  = ( x  E AC(1,X) : I?(t)I 5 K ( t )  8.e. on I ) .  
If k i s  any pos i t ive  integer ,  we def ine 
3 
. Denote by 9 a family of n-vector funct ionals  F( x( 0 )  ,t) where 
F(x( *),t), we s h a l l  mean t h a t  F : 
for each fixed t i n  If ,  
X I* + R". By t h e  notat ion 
so t h a t  
a. 5 T 6 t. 
dF with respect  t o  x, then dF[x( -),t; * ]  i s  a bounded l i n e a r  map 
from C([a0,t], Rn) 
t o  mean ldF[x(*),t;$]\ 5 m(t) l lJ l l l t  f o r  each JI E C([Qo,tl ,Rn) 
t c I*, w5ere 
F( x( 0 )  ,t) may depend on any or  a l l  of t h e  values x( T), 
has a Frgchet d i f f e r e n t i a l  If, f o r  each t E It, F 
i n t o  Rn. We s h a l l  then wr i t e  IldF[x( *),t; *] \ I  5 m ( t )  
and 
Note: 
between g= C( 1,q) and C( [cxo,t],y). For example, ins tead  of 
saying t h a t  f o r  each t, F ( x ( * ) , t )  i s  C1 w . r . t .  x i n  C([ao,t],p), 
I n  t h e  discussions below, we s h a l l  not always d i s t ingu i sh  
we s h a l l  say simply t h a t  F i s  C1 i n  x on y. It w i l l  be 
clear what i s  meant. I n  fact, given any continuous x defined on 
[a ,T] (contained i n  I) i n t o  9, then x may be considered as 
an element of by t h e  convention x ( t )  X ( T )  for t 2 T. Con- 
versely,  any x i n  i s  a l so  i n  C([ao,t],g) for each t € I*. 
We then make t h e  following def in i t ion :  
0 
4 
Defini t ion:  A family F i s  absolutely quasiconvex (A.Q.) i f :  
1. Each F(x( =),t) i n  i s  C1 i n  x f o r  fixed t E I' 
and measurable on 1' f o r  fixed x c g. 
2. Given any F E 9 and any compact convex X contained i n  
9, t he re  e x i s t s  an m E L1(It)  ( m  depending on X,F) such t h a t  
/ for a l l  t c 1' and x E A C ( I , X ) ,  where dF i s  t h e  Frechet d i f -  
f e r e n t i a l o f  F w . r . t .  x. 
3.  For every compact convex X contained i n  9, non-nega- 
t i v e  K i n  L (I), f i n i t e  co l lec t ion  F1, ...,Fk i n  p, and & > 0, 
t h e r e  e x i s t s  f o r  each a c P" an 
t h e  Fi, and &) s a t i s f y i n g  
1 
k 
i n '  9 (depending on X,K, Fa. 
k for each a E P , t E 11, and x c A C ( I , X ) ,  (where t h e  m a re  t h e  i 
L1(I') functions described i n  2. above depending on X and Fi), 
so  t h a t  
sati s f i  e s: 
5 
k for a l l  x E A C ( I , X ) ,  a E P , and t E Ito 
‘c 
3( ii) 1: G(x( 1 , t , a ) d t l  < e 
1 
k for a l l  a E P , [T1,T2] C If, and x E AC( I , X ) K o  
03 k 3 W i )  If (aili=l i s  a sequence i n  Pk such t h a t  ai + E  6 P , 
then  
for  each 
(G(x( 0 )  ,t,ai)]y converges i n  measure on If t o  G(x( -),t,E) 
x E AC( I , X ) K .  
Next l e t  0 be t h e  c l a s s  of A. C. n-vector funct ions on 
[a t ] i n t o  9. That is, 0 = {cp : cp A C ( [ a o , t O ] , y ) ] .  For 
F E 9 and cp E 0, we s h a l l  consider solut ions t o  
0’ 0 
If z ( t ) ,  a. 5 t 5 T i s  a solut ion t o  (1.1) f o r  (F,q) E 9 X 0, I’ 
we def ine t h e  2n+ l  vector  q, = (,(to),,( Tl),~l), Let Q be t h e  
s e t  of a l l  such q, fo r  solut ions t o  (1.1) f o r  (F,q) E 9 X 0. 
Let /y be a given C1 manifold i n  R 2n+1 with boundary 
J% = a/y. For q E A?, l e t  J%’ ( q )  be t h e  tangent half-plane t o  T 
/iv at  q and l e t  (9) be t h e  tangent plane t o  A a t  q. T 
Definit ion: 
t o  (F,cp) E 9 x 0 i s  ca l led  an y,M,0 extrema1 i f  
A solut ion z ( t ) ,  a. 6 t 5 T, t o  (1.1) corresponding 
6 
(i) 9, Jf 
(ii) the re  i s  a neighborhood V of q, such t h a t  V fl Q ll /j. CA?. 
L e t  M be an a r i b t r a r y  but  f ixed pos i t ive  function i n  
Ll(ao,to). Define W(M) t o  be t h e  s e t  of A.C. n-vector funct ions 
bp on [ao,to] i n t o  Rn s a t i s fy ing  I@(t)l S M ( t )  a.e. on 
[ao,toI 
Given an ~,M,CI extremal ^.(t), a 5 t 6 tl, correspond- 
0 
i n g  t o  ($',G) i n  X 0, we s h a l l  denote by 6F t h e  elements i n  
[m-; where [H i s  t h e  closed convex h u l l  of  7. That is, 
6F = qaiFi-F, where a E P , k a rb i t r a ry .  For 6F i n  ['I-? 
and Erp E &4(M),  l e t  6x denote t h e  so lu t ion  t o  
k h 
6x(t)  = a$[?( =),t ;6x] + 6F(B( =),t) on [to,tl] 
(1.2) 
6x(t)  = W ( t )  on ra0,to1= 
The existence of a so lu t ion  of (1.2) i s  guaranteed by previous re -  
s u l t s  of t h e  author ( see  Theorems 1 and 2 i n  [ 11). 
With t h e  above de f in i t i ons  i n  mind, we then def ine  t h e  
contained i n  R 2n+1 by 
h 
s e t  = { ( @ ( t o ) ,  6x(tl) + 6t^F(g( e) , t l ) ,6t)  t 
&p E N(M), 6 t  E R 1 , 6x i s  the so lu t ion  t o  (1.2) for 6F i n  [F]-$ 
Pnd @ E &(M)). 
Theorem '1: Suppose 9 i s  absolutely quasiconvex. Let ^.(t), 
6 t 5 t be an 9,4@ extremal corresponding t o  ($,@) E aO 1' 
9 x a. Suppose i s  a regular point for  ?(?( 0 )  ,t) . Then the re  
ex i s t s  a non-zero 2 n t l  dimensional vector i such t h a t  
7 
(i) < i s  orthogonal t o  AT(%) 
(ii) few 2 0 f o r  a l l  2n+l  vec tors  w such t h a t  w+% E 
NT( q 
(iii) < * p  5 o f o r  a l l  p E 9. 
'Proof: Let M and M(M) be a s  defined previously. Let ^.(t), -
5 t 5 t be t h e  p,/v,@ extrema1 corresponding t o  (?,G) E aO 1' 
X @. That is, 
B ( t )  = $(2( *.),t) [tO,tll 
2 ( t )  = G ( t )  [a& 
( 1.3) 
Let X be a fixed compact convex subset of 9 chosen so t h a t  each 
2(t) ,  a() 5 t 5 tl, i s  an i n t e r i o r  point of X. Let 6~ = qai~i-F 
represent  an a r b i t r a r y  element of [m-f. Let 2, m. 1' i = 1 ,..., k, 
be t h e  L1(It) funct ions i n  2. of t h e  d e f i n i t i o n  of absolute  quasi-  
convexity corresponding t o  
Define an L1(I) function K by 
!?, Fi, i = 1,. < .,k, respec t ive ly  and X. 
+ ? m i i t ) )  t e I* 
K ( t )  = i I .  
Since 9 i s  A.Q., one can use t h e  de f in i t i on  t o  show t h a t  
given any 
f ined  on x 1' i n t o  Rn such that2 
&, 0 5 & 5 1, the re  e x i s t s  a function G&(x(.) , t)  de- 
8 
for a l l  x E AC(1,X) and t E I' 
i n  1' and x E AC(I,X)K.  Tlj *2 for  every 
If z ( t )  i s  any solut ion t o  
where 
so t h a t  t h e  inequal i ty  i n  (1.6) holds f o r  such solut ions 
i n t e r v a l s  on which they ex i s t .  Note t h a t  i f  6F i s  not f ixed, but 
i s  allowed t o  range over [6F1, ..., 6F 1, then K can be chosen in -  
dependently of t h e  pa r t i cu la r  6F i n  t h i s  s e t .  For then the re  e x i s t s  
6rp E &@(M), then from the d e f i n i t i o n  of K we get I i(t)l 5 K ( t )  
z over 
V 
F1, . . . ,Fk such t h a t  6F = $ajiF.-F, A j = 1 ,..., vy  so t h a t  K w i l l  
depend on F1,F2,. .,Fk,F h but  not a pa r t i cu la r  6F E [ 6F1,. . ., 6Fv]. 
a r b i t r a r y  6 t  E R 1 , Q E N(M), 6F E [ y ] - F ,  A and 0 5 €! 5 1, we 
j 1 
We next consider "perturbations" of t h e  system (1.3). For 
consider t h e  system 
9 
Lemmas similar t o  Lemmas 4.2 and 4.3 i n  [l] can be proved f o r  t h i s  
system ( t h e  proofs of Lemas 4.2 and 4.3 a r e  changed only s l i g h t l y ) .  
One then has  t h a t  f o r  >; o s u f f i c i e n t l y  small t h e  so lu t ion  z( tJ&) 
t o  (1.7) e x i s t s  on [to,tl + &I Stl 3 where it has t h e  form 
I 1.8) z ( t J & )  = a( t )  + &6x( t )  + c (&)  
with 6x sa t i s fy ing  t h e  l i n e a r  v a r i a t i o n a l  system 
h h h 
Let MT = lT( q?) 9 AT = AT( q?) and J T - ~  = 
2n+1 o w = fl- where + E MT]. Then proceeding (w E R 
exac t ly  as i n  t h e  proof of  Theorem 5 i n  [l] ( t h e  proofs of 
h 
%J 
3 
next 
Lemmas 
4.4 and 4.5 i n  [l] a r e  car r ied  out with only s l i g h t  modifications) 
one ge t s  t h a t  t h e  convex s e t s  and -qA can be separated 
by  a hyperplane through the  o r ig in  i n  R2n+1* Choosing t o  
be  a non-zero normal t o  &? such t h a t  
h 
T x  
( 1. lo) p p  5 0 5 p w  
A 
for a l l  p E $' and w E / y T - q g ,  we have t h a t  (ii) and (iii) of 
Theorem 1 hold. 
2 T - q g  i s  a plane through t h e  o r ig in  which i s  contained i n  /y 
It i s  easy t o  show t h a t  (i) a l so  holds s ince 
A 
r-9;;. 
10 
52e. Applications t o  Control Problems. Let us denote t h e  closure 
of A C ( I , X ) K  i n  t h e  uniform topology by c l  AC(I ,X)K.  We then can 
prove t h e  following l ema .  
'Leiniria'2':l: Let X be any compact convex subset of 9' where 
9 C Rn. Let K be a non-negative L1(I) function, where I i s  
a f i n i t e  in te rva l .  Then Y E cl A C ( I , X ) K  i s  compact convex and 
P c  AC( I,x). 
Proof: Let z E Then there  i s  a sequence (yk) i n  A C ( I , X ) K  -
such t h a t  
i n  I we 
,lJ T2 yk converges t o  z uniformly on I. For any 
have 
which shows t h a t  any z i n  y i s  A.C. Furthermore, s ince X 
i s  compact, any such z i s  a mapping on I i n t o  X. Thus, 
9 C AC(1,X) .  From (2.1) we also can conclude t h a t  t he re  i s  some 
constant B such t h a t  IIzll 5 B f o r  a l l  z i n  9. That is ,  Y 
i s  a bounded subset of C ( I , R n ) *  
Given any & > 0, l e t  E1,.oOJEN be a p a r t i t i o n  of I 
with meas(Ei) < 6, where 6 i s  t h a t  corresponding t o  & fo r  t h e  
. 
11 
be points  chosen so t h a t  s E. Eio i A.C. of J K ( t ) d t .  Let 
Again ilsing (2.1) we have that  z E 9 implies 
I z( s)-z(  si)] 5' I K ( t ) d t l  < e 
i 
for each s E Eio Thus w e  ge t  
It then follows t h a t  9 i s  a conditionally compact subset of 
C(I,Rn). 
compact. The convexity of 9 i s  e a s i l y  seen since 9 i s  t h e  clo- 
(See Theorem 1~~6.5 i n [?I . )  But 9 i s  closed, hence 
sure  of  t h e  convex s e t  AC(I ,X)K.  
We next s t a t e  a lemma t h a t  w i l l  be needed t o  apply t h e  
previous theory t o  cont ro l  problems. The proof of t h i s  lemma w i l l  
n o t  be given here since it i s  e s s e n t i a l l y  the  same a s  t h e  proof 
due t o  Gamkrelidze of Lemma 4.1 i n  [TI0 
Lemina'2.2: Let X oe a compact convex subset of 9, K a non- 
negative L (I) function, and & > 0. Let F , ( x (  o ) , t ) ,  j = 
l,oo.,k, be mappings from AC(1,X) X If i n t o  Rn t h a t  a r e  measur- 
a b l e  i n  t f o r  fixed x and C1 i n  x f o r  fixed t. Assume 
t h e r e  e x i s t s  an m ( t )  i n  L1(Ir) such t h a t  l F . ( x ( o ) , t ) l  S m ( t ) ,  
IIdF.[x(O),t; *]\I 5 m ( t )  f o r  a l l  x E AC(1 ,X)  and t E If, j = 
l,ooo,ko Let 9, a subset of A C ( I , X ) ,  be t h e  compact convex 
set  defined by 9 = cl AC(I ,X)K.  Let p . ( t ) ,  j = l,.oo,k, be 
1 J 
J 
J 
J 
given non-negative real-valued measurable functions on 1' satis- 
k fying c p . ( t )  = 1 a o e o  on 1'. Then it i s  possible  t o  subdivide 
I' 
1 5  
i n t o  s u f f i c i e n t l y  small subintervals  Ei, i = fl, f2,,.., and 
t o  assign t o  each Ei one o f t h e  functions F1,OOO,Fk, which we 
s h a l l  denote by FE , so t h a t  t he  funct ion F ( x ( = ) , t )  defined by 
i 
s a t i s f i e s  
i n  1' and x E Po Y 2  f o r  every 
We a r e  now ready t o  consider t h e  following optimal con- 
t r o l  problem: 
Minimize JIF,u,x,tl] = fo(z( * ) , u ( t ) , t ) d t  over 
- n- 1 i3 x R x R x 1' subJect t o  
. .  
The following assumptions and de f in i t i ons  a r e  made: 
p l  - 9 is a fixed open convex region i n  , x i s  an 
i s  an n-vecter function n-1 vector,  f = ( f  0 -  , f )  = (~ PO , fl 
13 
defined on C ( I , g )  X 9 X I', where 9 C Rr. Each fi  i s  as- 
sumed C i n  x and Borelmeasurable i n  u , t .  CP and R a r e  de- - 1 - 
fined by % = AC( [cxOyto], 3 } and R = (u : u i s  measurable on 
I' and u ( t )  E U ( t )  fo r  t E It), where U i s  a given mapping 
of  I' i n t o  subsets  of % .  7 i s  a given C1 manifold i n  R 2n- 1 
of dimension l e s s  than 2n-1 sa t i s fy ing  7 C 9 x 9 x 1'. 
- 
We also assume t h a t  given X compact, Tic @ , and u E R, 
t h e r e  e x i s t s  an m i n  L1(I') such t h a t  
I f ( W , u ( t j , t ) l  5 m ( t >  
IIdf[-;;( * ) ,u( t ) , t ;  =I11 5 m ( t )  
f o r  each t E I' and ;; E AC(I,?), where d f  i s  t h e  Fre/chet d i f -  
f e r e n t i a l  of f w . r . t .  x. 
- 
Suppose t h a t  (@*,u*yF*lt;) i s  a so lu t ion  t o  t h e  above 
problem. Put 
, s t s t *  
0 1' 
(;.( Lo*(t? t)  x*(t)  E 
where 
xO*(t) 0 t E boyto3. 
1 with 9 R x 9 . (That is ,  he rea f t e r  we sha l l  wr i te  f a s  
a function of x even though it does not r e a l l y  depend on x .) 0 
14 
Put y= ( F ( x ( = ) , t )  : F(x( *),t) = f ( x ( = ) , u ( t ) , t )  f o r  u E n) and 
CP = (cp = (cp  0 ,6) : 6 E 5 and cp 0 E AC([ao,tO],R1)). 
0 0  Let y ,E ,T represent s ca l a r s  and y-,E represent  n-1 
2n+ 1 
vectors .  Then def ine C R t o  be a l l  ( r0,r,E0,E;,7) with 
( r, E;, 7) near (Z*( to) ,X*( tr), tl) s a t i s f y i n g  
g 0 5 xO*( t i )  . 
Define A? t o  be t h e  above s e t  with the  l a s t  i nequa l i ty  replaced by 
equal i ty .  Then M i s  a C manifold w i t h  boundary A. 1 
With t h e  above de f in i t i ons  i n  mind one can prove ( t h e  
proof i s  exac t ly  t h e  same as  the proof of Lemma 5 .  i i n  [ 11) t h a t  
x* i s  an y , M , @  extremal. Furthermore, t h e  c l a s s  9 defined 
above i s  absolu te ly  quasiconvex. The proof t h a t  9 i s  A.Q. uses 
Lemma 2.2 and t h e  arguments a r e  s imi la r  t o  those fo r  t h e  proof of 
a s imi la r  r e s u l t  i n  [ 2 ] .  
Thus, we can apply Theorem 1 t o  t h e  con t ro l  problem i n  
&l = W(M) = { E r p  E AC([po, tO],Rn):  t h e  above formulation. 
I@(t)l 5 M ( t )  a .  e. on [ao,t,3) be as defined i n  $1. For 
(F*,u*,;* t*) optimal, and 
denote by 6x t h e  solut ion t o  
L e t  
E €@, cr: i n  pk, {uill  k i n  R, we ' 1  
(2.2) 
0 where x* = (x *,y*).  Define 6% t o  be t h e  s e t  of a l l  such solu- 
t i o n s  f o r  
a E P , k 
EEP 
a r b i t r a r y  pos i t i ve  integer .  
i n  m, (u )k any f i n i t e  co l l ec t ion  i n  Q, and i l  
k Then we have: 
Theorem 2: Let (q*,u*,F*,ti) be  optimal. Suppose t: i s  a 
regular point  for  
2 n + l  vector  ( = (bO,bl,al) = (bo,bo, 0 1  ..., bo n-1 , 1, bl ,..., bl n- 1 ,a1) = 
( bE,Eo,b;,El, al) such t h a t  
f(E*( * )  ,u*( t) ,t) . Then the re  e x i s t s  a non-zero 
(1) The 211-1 vector (Fo,Fl,al) i s  orthogonal t o  7 a t  
(E*( to) ,E*( ti) , t y )  
(2)  b: 5 0 
(3) 
(4) bo.Q(tO) + bl*6x(t;) 5 0 f o r  a r b i t r a r y  Erp i n  W, 6x 
bl-f(E*( - ) ,u*(ty) , tP)  + a1 = 0 
i n  6% (6x corresponding t o  Erp). 
h o o f :  Theorem 2 follows almost immediately from Theorem 1. Sta te -  
ments (3) and (4)  a r e  a d i r e c t  consequence of (iii) i n  Theorem 1. 
Statement (2)  follows from (ii) of Theorem 1 since the  2n+ l  vec- 
-
t o r  w = ( o ~ , - ~ , o ~ - ~ , o )  i s  such t h a t  qA + w E N ( q A )  f o r  t h e  
above defined J’. Finally,  i f  ( yT, sT,TT> i s  any tangent vector  
t o  a t  (-* t ),z*(t*) t*) then t h e  vector  (O,rT,O,gT,TT)  i s  
X T x  
x ( o  1 ’ 1 ’  
tangent  t o  (as defined above) a t  qx* = (O,;*( to) ,x 0 *( tl) ,;*( t y ) ,  ti) . ‘ 
Hence condition (1) of Theorem 2 follows from (i) of Theorem 1. 
Remarks: 
t h a t  bl f 0. 
F i r s t  l e t  us note tha t  t h e  r e s u l t s  of Theorem 2 imply 
For i f  bl were zero, using ( 3 )  and (4) would give 
a = O  
tion! 
1 
of A.C. 
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nd bo = 0 nd hence [ = ( b  b a ) = 0, a contradic- 0’ 1’ 1 
We a l s o  point  out t h a t  i f  T were some given convex c l a s s  
i n i t i a l  functions f o r  t h e  con t ro l  problem, one could 
s t i l l  prove a r e s u l t  s imi la r  t o  Theorem 2. I n  t h e  statement and 
proof of Theorem 1 then, 0 
The s e t  W(M) would be replaced by [0]-cp and f o r  €fp i n  
[: Q1,. .., QQ], K( t) would be chosen so t h a t  
qIQi(t)l, where &j = zI=,.”’(PiG, j = 1 ,..., 1. I n  $2, 0 would 
be defined a s  before i n  terms o f  t h e  given c l a s s  
would be some specif ied convex class. 
A 
h 
K( t) B I cp( t) I + 
.. 
- 
0 f o r  t h e  con- 
t r o l  problem. Then we would have & = [0]-cp*, where cp* = (O,F*), 
i n  t h e  statement of Theorem 2. It should be noted however t h a t  t h e  
r e s u l t  about bl # 0 mentioned above does not hold f o r  t h i s  problem. 
$3. The Control Problem for  a Spec i f ic  Functional System. Let 
I,It,z,%@ ,y, and be a s  defined previously.  In  t h i s  sect ion 
we s h a l l  consider a con t ro l  problem where has t h e  fcrm 0 -  f = (f ,f) 
where a i s  a s c a l a r  function. Using t h e  usua l  arguments em- 
ployed i n  measure theory and analysis,  one can prove t h e  following 
lemma without d i f f i c u l t y .  
0.- Leinma 3.1: Let a E L1(I). Let g = ( g  ,g) be defined on 
H. T. Banks 
Tntroduct ion. '  In  recent  years  an i n t e r e s t  i n  v a r i a t i o n a l  r ,r . : ;  
o r  optimal' con t ro l  problems involving delayed systems has z r ~ : .  :.. 
I n  p a r t i c u l a r ,  a number of papers have been wr i t t en  on pro'olcr-.; 
- 
involving systems with a time l a g  i n  the  s t a t e  var iab le .  More E...:.- 
e r a 1  cases  where t h e  system h a s  some type of func t iona l  depen2cx; 
have a lso been inves t iga ted .  Existence of optimal so lu t ions  for  
such problems has been discussed i n  seve ra l  works [ 2 ] ,  [6], [13]. 
The purpose of t h i s  paper i s  t o  obtain necessary conditions ( i n  
t h e  form o f  an in tegra ted  maximum pr inc ip l e )  f o r  problems with 
q u i t e  general  nonlinear functrional differentLa.1 systems. These 
systems w i l l  include as speczal  cases many in t eg ro -d i f f e ren t i a l  sys- 
tems and t ime l a g  (va r i ab le  or  constant)  systems. 
I n  t h i s  paper i n t e g r a l s  w i l l  be understood t o  be Lebestwn 
or Lebesgue-St ie l t jes  i n t e g r a l s .  
measurable funct ion,  we s h a l l  mean a Lebesgue measurable f u n c t i m  
Similar ly ,  when speaking of a 
unless it i s  s p e c i f i c a l l y  s t a t ed  otherwise. By a so lu t ion  o f  a 
( func t iona l )  d i f f e r e n t i a l  equation w i l l  be  meant an absolutely c w -  
t inuous  ( A .  C. )  funct ion which s a t i s f i e s  t h e  equation almost ev'?ry- 
where with respec t  t o  Lebe:gue measure. 
be employed throughout and we s h a l l  not d i s t i ngu i sh  between a vcc- 
Vector 1natri.x notat ion 7.~!ill 
z 
t o r  and i t s  transposo'when it i s  c l e a r  what is meant. 
IAI w i l l  denote t h e  Euclidean norm of A i n  whatever space A lit-;. 
The not::tiLl:; 
. 
17 
- 
X % X  It, C1 i n  x ' for fixed (u , t )  i n  9 X I' and Bore1 
- 
measurable i n  (u , t )  f o r  fixed x i n  9 . Given any compact 
X contained i n  and u E R, assume t h e r e  e x i s t s  a f i n i t e  
in tegrable  function m on 1' such t h a t  I g(y,u( t),t)i < m( t), 
lg-$?,u(t),t)l < m ( t )  f o r  each E y and t E 1'. Define f by 
- 
for  E C ( 1 ,  3 ), u E R, and t E 1'. Then we have: 
(i) f i s  measurable i n  t on 1' f o r  fixed E C(1, 3) 
and u E 52 
1 - 
(ii) For fixed t E 1' and u E R, f i s  C i n  x on 
C(1 ,  9 ) .  That is, f o r  fixed t and u, t h e  Frechet d i f f e r e n t i a l  # 
- 
of f w . r . t .  x e x i s t s  and i s  continuous i n  ?. The d i f f e r e n t i a l  
i s  given by 
- 
(iii) Given u E il and a compact X contained i n  9 , t h e r e  
such t h a t  cy t i s  an m i n  L1( 1') (namely, ;( t) = m( t)! I a( s ) l  ds )  
,O 
- 
f o r  a l l  t E 1' and x E AC(1,y) .  
A s  i n  t h e  previous section, by x we s h a l l  mean t h e  n- 
0 -  0 vector  funct ion x = ( x  ,x) where x E C( I,€?), E C( I, y )  (or 
x E C( I,y) 1 with 9 E R X 9 ) . Then (3.1) may be wr i t ten  
18 
where 
and 9 E C ( I , R n ) .  
t h e  next lemmas. 
With t h i s  notation adopted, we s t a t e  and prove 
0 Lemma 3'.2: Let a and g = ( g  ,a be as described i n  Lemma 3.1. 
Let x E C ( I , y )  and u measurable on I' i n t o  9 be given. 
F ix  t i n  1'. Then t h e  n X n matrix system 
i!(t,t) = E 
( 3  4 
% u , t )  + I:n(s,t)a(u)gx(x(o),u(s),s)ds = 0 t 0 5 u 5 t 
has a unique so lu t ion  on [ t ,t] . 0 
Proof: For fixed t,x, and u, t h e  above system can be replaced by 
t h e  equivalent system 
-
d 
da - -. The function h(a , s )  i s  continuous i n  6 f o r  where * 
each s, measurable i n  s f o r  each 6, and s a t i s f i e s  I h(o,s)l  5 
m ( s )  f o r  each 6, where m i s  some f ini te-valued L (I?) func- 
t i on .  
1 
Consider next t h e  system 
d .v 
dT 
where - - and a( 7) = a ( t - T ) ,  ;( T,v) = h( t -T , t -T) .  Using 
t h e  hypotheses on a and h, it i s  not d i f f i c u l t  t o  show t h a t  sys- 
t e m  (3.4) s a t i s f i e s  t h e  hypotheses of Theorems 1 and 2 i n  [l]. 
follows t h a t  system (3.4) h a s  a unique so lu t ion  
Then def ine  
It 
z on [ O , t - t O ] .  
y(E) = z(t-E) to 5 5 5 t. ( 3  -5 )  
The funct ion y i s  A.C. on [to,t] and s a t i s f i e s  
Making t h e  change of var iab les  
one obta ins  
s = t - 7  i n  t h e  above in t eg ra l ,  
a- z y ( t - 7 )  + I t - T y ( s ) g ( T ) C ( T y t - s ) d s  = 0 0 5 T S t-t 
0 
y ( t )  = E. 
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Lett ing u = t - 7  i n  t h i s  system gives 
U -y’(a) + t y ( s )z ( t - a )z ( t -u , t - s )ds  = 0 to 5 u 5 t 
which i s  equivalent t o  ( 3 . 3 ) .  
Thus t h e  function y defined by (3.5) i s  a so lu t ion  t o  
( 3 . 3 ) .  
t i o n  of (3.3) w i l l  transform in to  a so lu t ion  of (3.4). 
has a unique solut ion,  we have t h a t  
By revers ing  t h e  above procedures, one sees  t h a t  any solu- 
Since (3.4) 
y defined i n  (3.5) i s  t h e  
unique so lu t ion  of ( 3 . 3 ) .  
0 -  Lemma 3‘.3: Let a and g = ( g  yg)  be as described i n  Lemma 3.1. 
Let tl i n  I’ be f ixed.  Assume t h a t  x i n  C([aoytl],y) and 
u measurable on I’ i n t o  ’% a r e  given. For each t, t < t 5 t 
l e t  n(cr,t) be t h e  matrix solut ion t o  
1’ 0 
A ( t , t )  = E 
Let C ( t )  be  an n-vector function i n  L ( t  t ) and cp E 
AC([aortO]yRn). 
1 0’ 1 
Then t h e  n-vector so lu t ion  z t o  
e x i s t s  on [ t  t ] and f o r  t > to i s  given by 
0’ 1 
21 I 
Roof :  Existence follows from Theorems1 and 2 i n  [l] and t h e  as- -
sumptions on a and g. I f  n(a,t) i s  t h e  so lu t ion  t o  (3 .6 ) ,  
we mult iply t h e  f irst  equation in  (3.7) by A and i n t e g r a t e  over 
a from t t o  t and obta in  0 
In t eg ra t ion  by p a r t s  (n(a,t)  i s  A.C. i n  a) gives 
4. 
z( t) = n( to, t ) c p (  to) + a, t) z( a)da 
+ Jt A(a,t)C(a)da 
Considering the  l a s t  of these  in t eg ra l s  ( f o r  t fixed) we have 
= Jt (Ji h( a, s)ds)da 
t o  0 
22 
0 for  s > a  . h(a’s) E 1 
It i s  not hard t o  see t h a t  h i s  absolu te ly  in tegrable  on [ t  t] X 
[tO,t]. 
of i n t eg ra t ion  i n  t h e  above in tegra l .  This  gives 
0’ 
Hence, by Fubini’s theorem, we may interchange t h e  order 
We thus  obtain 
But t h e  last term vanishes since A s a t i s f i e s  (3.6). 
With these  preliminary lemmas i n  mind, we now consider 
0 -  
t h e  con t ro l  problem with f = ( f  , f )  as defined by (3.1) where 
a and g s a t i s f y  t h e  conditions i n  Lemma 3.1. The r e s u l t s  of 
sec t ion  2 ( i n  par t icu lar ,  Theorem 2) a r e  va l id  f o r  t h i s  problem. 
We s h a l l  show t h a t  these  give a maximum pr inc ip l e  i n  i n t e g r a l  
form f o r  t h e  con t ro l  problem under consideration. 
23 
Using Lemma 3.3 with C ( t )  = ga i f (x* (  -),ui( t),t) - 
f (x*(*) ,u*( t ) , t ) ,  Q E Pk, ui E R, one f inds  t h a t  t h e  elements of 
8% have t h e  form f o r  t > t 
0 
where Erp E W and A s a t i s f i e s  (3.6) with x = x* and u = u*. 
Define t h e  n-vector function +(a) = (*'(cr),T(a)) by 
(3.10) 
where bl is as i n  Theorem 2. Then J, s a t i s f i e s  
gx  has zeros i n  i t s  f irst  column. 
-0 Note t h a t  $ (a )  = 0 since 
0 Hence J,' = b 0 by condition (2)  of  Theorem 2. Furthermore, 1 -  
no t  only i s  J,(t;) = bl non-zero, but t h e  cont inui ty  of  J, i m -  
p l i e s  *(t) i s  non-zero on some i n t e r v a l  ( a  t*]. 
'1 
Using (3.9) and (3.10), statement (4)  of Theorem 2 may 
be wr i t t en  
24 - 
1 k 
f o r  a l l  6rp E &4, a = ( a  , . . . ya  ) and (ui): i n  Pk and R, k 
a r b i t r a r y .  Since &p and t h e  ui's a r e  independent of  each other ,  
t h i s  gives 
f o r  a l l  u E R and 
f o r  a r b i t r a r y  6rp i n  €3. 
Condition (3.12) i s  a maximum pr inc ip l e  i n  i n t e g r a l  form. 
Condition (3.13) g-ives 
f o r  a r b i t r a r y  SCp i n  & with  &p(to) = 0. Since t h e  integrand 
i n  (3.14) i s  absolutely integrable,  we can interchange t h e  order  
of in t eg ra t ion  and obtain 
for a r b i t r a r y  6rp i n  E4 w i t h  @( to )  = 0. 
+(s)gx(x*(u),u*(S),S)dS i s  i n  L1(cxo,tO), 
we  may apply Lemma 2 of [ 11 t o  (3 .13) .  This gives 
for  almost every u i n  [a:  t 1 Because of t h e  form of g t h i s  
may be wr i t ten  
0' 0-' X' 
(3.16) 
for almost every u i n  [a0,.to]. Combining (3.16) and (3.13) one 
g e t s  
for a r b i t r a r y  &.p i n  &. T h i s  gives 
From ( 3 )  of Theorem 2 we have 
I f  we combine ( 3 . l O ) ,  (3.17), (3.18) and (1) of Theorem 2, we get  
t h a t  t h e  2n-1 vector  
i s  orthogonal t o  3- a t  (y*( to) ,>( tf) ,tf) . 
. .  
We have thus proved the following theorem. 
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Theorem 3: Let (F*,u*,F*,t;) be optimal fo r  t h e  con t ro l  problem 
with system equations given by (3.1). Assume t h a t  t* i s  a regu- 
lar  point  of 
A. C. n-vector function $ ( t )  = (qo(t) ,T(t))  defined on [t,,t;] 
sa t i s fy ing:  
1 
f(x+( *),u*( t),t). Then the re  e x i s t s  a non- t r iv i a l  
(i) Jp = constant I 0, q(t;) f o 
. 
JI(s)a(t)g--(y*(t),u*(s),s)ds = 0 to 5 t 5 t;. 
for a l l  u E 0. 
tT 
(iii) Jt q( s )a (  a) g-$y*( a)  ,u*( s), s ) d s  = 0 f o r  almost every a 
0 
i n  [olo,to3= 
( iv) The 2n-1 vector  
i s  orthogonal t o  a t  (:*(to) ,y*( tf) ,tr) 
94. Necessary Conditions f o r  General Functional Systems. We now 
consider t he  cont ro l  problem with system equations involving a 
genera l  func t iona l  f = ( f  ,f) = f (Z(  * ) ,u , t ) .  We ssslme t h a t  f 0 -  
27 
has t h e  general  p roper t ies  assumed i n  sec t ion  2. Let 
and u E R be fixed. Since f o r  each t c It d f [ y ( - ) , u ( t ) , t ;  - 1  
i s  a bounded l inea r  operator on C([a0,t],Rn-') i n t o  Rn, we 
have by t h e  Riesz theorem t h a t  t h e r e  e x i s t s  an 
funct ion fi(t,s) such t h a t  
E C ( 1 , F )  
n X (n-1) matrix 
d f [ y ( * ) , ~ ( t ) , t ; T l  = Jt dsy(t,s)V( S) 
aO 
f o r  all E C( [ c ~ ~ , t ] , R " - ~ )  and t E I' . 
Defining NBV[a ,t] as a l l  g sa t i s fy ing  (i) g i s  of 
0 
bounded va r i a t ion  on [ao,t] (ii) g ( t )  = 0 (iii) g i s  continu- 
ous f r o m t h e  r igh t ,  we may then a s s e r t  t h e  exis tence of  a unique 
T ( t , * )  i n  NBV[a ,t] such tha t  t h e  above equation holds. - 
0 
Let V t  F(t,s) denote t h e  va r i a t ion  of T ( t , = )  on 
Then a fu r the r  consequence of t h e  Riesz theorem i s  t h a t  
S a o  
[ao,t]. 
t h e r e  e x i s t s  a constant D > 0 such t h a t  
Thus we have 
where m E L1( It ) . 
I n  t h i s  sect ion we s h a l l  adopt t h e  notat ion previously used 
i n  wr i t i ng  
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f (x ( - ) , u , t )  = f(Z( ' ) , U , t )  
0 -  where x = ( x  ,x) w i t h  xo € C(I,R1) 
1 
x E C ( I , y )  with 9 E R x . Then w e  may write 
and c C ( I , g ) ,  or 
f o r  $ E C ( I , R n ) ,  where v( t ,s)  i s  t h e  n x n matrix function 
The i n t e g r a l  i n  (4.1) i s  the  Lebesgue-Stielt jes i n t eg ra l .  
I n  t h e  following discussions we s h a l l  assume t h a t  q ( t , s )  has  
been extended as follows: 
This  may be done without changing (4.1) .  
follows we s h a l l  be considering df[x( =) ,u(  t),t; 0 1  f o r  x and u 
fixed unless otherwise indicated.  Hence we s h a l l  wr i te  d f [ t ;  = I  
for df[x( - ) , u ( t ) , t ;  -1  
s ide r ing  d f  f o r  some fixed x and u. 
Furthermore, i n  what 
with t h e  understanding t h a t  we a re  con- 
Using (4.1) and t h e  f ac t  t h a t  df[ t ;q]  i s  measurable i n  
t on I' for  each JI c C ( I , R n ) ,  it i s  not hard t o  prove t h a t  
q ( t , s )  i s  measurable i n  t f o r  each fixed s. Furthermore, f o r  
v, t v(t,s) 5 qt ) .  
0 
That is, one can prove t h e  following l e m a .  
Lemma 4.1: For each fixed s i n  I, t h e  funct ion v(  *,s) i s  
measurable on I' . Furthermore, I v (  t , u ) l  5 ;( t) uniformly i n  u 
on (ao , t ]  (and hence on I), where m i s  t h e  L1(I') function 
cy 
We next prove a theorem concerning t h e  exis tence of solu- 
t i o n s  t o  an i n t e g r a l  equation. The mul t ip l i e r  ( o r  ad jo in t )  equa- 
t i o n  for our con t ro l  problem will be a spec ia l  case of t h i s  equa- 
t i on .  
Theorem '4: Let t h e  n x n matrix N ( u , t )  be measurable i n  u 
on y1  sa t i s fy ing  I N ( u , t ) \  5 r i a )  f o r  every t i n  [O,T], 
where [O,T] CY' and r E L 1 ( y ' ) .  Let N ( u , t )  be BV[O,T] 
as a function of t, sa t i s fy ing  VT N ( u , t )  5 .(a) f o r  each u 
i n  y1 . Let F( z , t )  be defined on Rn X (O,T] i n t o  R , con- 
t inuous  i n  z for  each t, of bounded va r i a t ion  i n  t w i t h  
VT F( z , t )  5 h( z ) ,  where h i s  a bounded measurable funct ion on 
Rn. Furthermore, suppose there  e x i s t s  a bounded measurable y ( t )  
on (O,T] such t h a t  I F ( z , t ) /  L zI fit). Let 5 be a constant 
t=O 
n 
t =o 
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n-vector. Then t h e  system 
z(0) = 5 
(4.2) 
z ( t )  + .fkN(o,t)F(z(U),t)dU = 5 t (O,T] 
has a so lu t ion  t h a t  i s  i n  BV[O,T]. 
'Proof: For k = 1,2, ..., we define t h e  sequence of funct ions -
5 t E [o, T/kl 
zk(t) = .I.-:.:.,;I~lzk(U),t)du t E (T/k,Ti. 
Then using t h e  hypotheses on F and N, it i s  not d i f f i c u l t  t o  
show t h a t  [zk) i s  uniformly bounded on [G,T] ar,d, in f a c t ,  
vT z (t) i s  uniformly bounded. It follows from a well-known t -0  k 
theorem of Helly t h a t  {zk] 
again c a l l  {z,), such t h a t  z k ( t )  + z ( t )  f o r  every t i n  [O,T] 
and t h e  l i m i t  function z i s  i n  BV[O,T] . 
has a convergent subsequence, which we 
We show t h a t  z i s  a so lu t ion  t o  (4.2).  Clear ly  
z(0) = 5 .  Hence f i x  t i n  (O,T]. Then f o r  k s u f f i c i e n t l y  
large,  we have t i n  (T/k,T] and thus 
(4.3) zk(t) = t-T/% ( u, t ) F( Zk( u ) , t ) du . 
The i n t e g r a l  may be wr i t t en  
t-T/%(o,t)F( zk(a) , t )da  
$0 
The second of these  i n t e g r a l s  approaches zero as k + w  since 
where Q i s  a bound f o r  (zk). Fromthe  cont inui ty  of F i n  z 
and t h e  fact t h a t  IN(a,t)F(zk(a), t) l  5 r(a)QY(t), w e  have 
as k -+ I), by dominated convergence. Thus, l e t t i n g  k 4 w i n  
(4.3) gives 
z ( t )  = E-.f&(o,t)F(z(o),t)do. 
Corol lary 4.1: I n  addi t ion  t o  t h e  assumptions i n  Theorem 4, as- 
sume the re  e x i s t s  a bounded measurable function p ( t )  on [O,T] 
such t h a t  1F(zl,t)-F(z2,t)l 5 I z z I p ( t )  f o r  a l l  z z i n  1- 2 1’ 2 
Rn. Then (4.2) has a unique solut ion on [O,T]. 
This coro l la ry  follows from Theorem 4 and t h e  use of 
standard arguments from t h e  theory of ordinary d i f f e r e n t i a l  equa- 
t i o n s .  
Corollary k.2: Let q( t ,s)  be t h e  n X n matrix ( see  (4.1))  
corresponding t o  df  as discussed e a r l i e r ,  so t h a t  q has t h e  
proper t ies  given i n  Lemma 4.1. Tnen (for  t E 1’ ) t h e  system 
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Y ( t , t )  = E 
(4.4) 
Y(u , t )  + I:Y(@,t)T(B,a)dP = E to 5 CT < t 
has a unique so lu t ion  Y(u , t )  on [tO,t'] which i s  of bounded 
v a r i a t i o n  i n  6. Furthermore, Y(u, t )  i s  continuous i n  u a t  
u = t. 
?ro'oft It i s  s u f f i c i e n t  t o  consider a vector  system on a f ixed -
i n t e r v a l  [to, tl], say 
or, i n  terms of column vectors,  
T 
Define N(a,t)  = 9 ( t l -u  t t) and F(z , t )  = Z.  By a simple 
transformation we sha l l  see tha t  system (4.5) i s  equivalent t o  
' 1- 
(4.2) w i t h  N and F as defined above and 5 = el. 
Let z be t h e  solut ion of (4.2) on [O,tl- tO] f o r  t h i s  
N,F, and 5=el. Define y(s)  = z( t l - s )  for  s i n  [tO,tl]. Then 
y(t,) = z(0) = 5 = el. Also, f o r  t i n  (O, t l - t o ]  we have 
Z ( t )  + I&a , t ) z (o )do  = el. 
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Let s = t t i n  t h i s  equation. Then 1- 
tl- s 
z(tl-s) + I, N ( u  ’ t 1- s )z (a )da  = el. 
Make t h e  subs t i t u t ion  B = t u i n  t h e  i n t e g r a l  above. We ob- 
t a i n  
1- 
z( tl-s) .- J: N( tl-B,tl-s) z( t,-B)dB = el, 
1 
or, s ince  y( s) = z( tl-s) and N(tl-B,tl-s) = 7 T (B,s), 
fo r  s i n  ( t  t ). 0’ 1 
Since t h e  above transformations a r e  revers ib le ,  we have 
t h a t  y(u)  = z(t,-u) i s  the  unique so lu t ion  t o  (4.5). 
To show t h a t  Y ( u , t )  i s  continuous a t  u = t, we note  
t h a t  Y(u , t )  i s  bounded i n  u on [tO,t], say lY(a,t)l 5 M. 
Then 
It follows t h a t  I Y( t , t ) - Y (  u , t ) l  --j 0 as u -+ t-. 
Note t h a t  i n  addi t ion t o  cont inui ty  a t  u = t, one a l so  
has  t h a t  Y ( u , t )  i s  continuous from t he  r i g h t  i n  u on [t,,t] 
since ~ ( 8 , ' )  i s  r i g h t  continuous f o r  each f3. 
We a r e  now able  t o  prove a theorem concerning t h e  repre- 
sen ta t ion  of solut ions i n  terms of ad jo in t  or mul t ip l i e r  var iab les .  
That  i s ,  we s h a l l  give a type o f  va r i a t ion  of constants  formula 
fo r  func t iona l  d i f f e r e n t i a l  equations. 
Theorem 5: Let q be as given i n  (4.1) (x and u f ixed) .  Let 
t h e  n-vector functions cp and C be given with cp 
and C E Ll(tO,tl). For each t i n  (tO,tl], l e t  r ( u , t )  be t h e  
matr ix  so lu t ion  t o  
AC(( %,tO],Rn) 
Then t h e  n-vector solut ion z t o  
( 4.7) 
i ( a )  = 1' dsV(U,s)z(s) + C(a) to 5 u = < % 
R o o f :  
t i o n  t o  (4.7) i s  guaranteed by Theorems 1 and 2 i n  [ 11. 
A s  has already been pointed out, t h e  exis tence of a solu- -
For 
35 
t > to we have 
t Consider I r(l3,t)dB.f’ d q(B,s)z( s).  Since q(B,s) = 0 fo r  s B B, 
t h i s  i n t e g r a l  may be wr i t t en  I l?( p,t)dBIt dsq( B, s ) z (  s) . Under 
t h e  conditions which r,q,z sa t i s fy ,  it i s  possible  t o  use a 
t t 
0 
s l i g h t  modification of an unsymmetric Fubini type theorem of Cameron 
and Martin [ 3 ]  t o  interchange the  order of i n t eg ra t ion  i n  t h i s  
i n t eg ra l .  We obtain 
s ince  q(@,s) = 0 for  f3 5 s. We then have 
But t h e  last i n t e g r a l  vanishes s ince  I' s a t i s f i e s  (4.6). Th i s  
gives  t h e  desired representat ion.  
Let us  r e tu rn  now t o  the  general  con t ro l  problem formu- 
l a t ed  i n  $2. For (;p',u*,z*,tl) optimal, we s h a l l  apply the  re-  
s u l t s  of t h e  present sect ion ( w i t h  x and u f ixed,  x = x* = 
(xo*,F*) and u = u*) t o  obtain necessary conditions from Theorem 
2. 
I n  (4.1), l e t  q = q* correspond t o  x*,u*. That is ,  
where 
Using t h e  nota t ion  of $2 and Theorem 5 ,  we get t h a t  t h e  elements 
of  E& have the  form for t > to 
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k where Erp E 6Q, a! e P , ui e R, and I' s a t i s f i e s  (4.6) w i t h  7 = 7*. 
A s  i n  $3,  we def ine  i x l t i p l i e r s  X by 
L(u)  = blI'(o t*) to 5 U 5 t* '1 1 (4.10) 
where bl # 0 i s  as described i n  Theorem 2. Then, s ince r s a t i s -  
f i e s  (4.6) with 7 = 7*, we have t h a t  X s a t i s f i e s  
Furthermore, X i s  continuous a t  t; by Corol lary 4.2. Hence, 
t h e r e  i s  an i n t e r v a l  ( B , t l ]  on which X does not vanish. We 
also have t h a t  
L'(u) = Ao(t;) = bl 0 5 0 
s ince  the  f i rs t  column i n  v* i s  zero. 
Using (4.9), (4.10), and (4) of Theorem 2 gives 
k 
for a r b i t r a r y  6rp E 80, a E P , ( u i ] t  i n  R, k a rb i t r a ry .  Since 
&p and a, (ui) a r e  independent, t h i s  may be wr i t t en  
(4.11) A( B) { f( x*( * , d B )  ,PI -f( x*( 1, E*: B) ,B) 1 aB 5 9 
for a r b i t r a r y  u E 0, and 
for a r b i t r a r y  Erp c 60. 
Since -3 i s  i n  6ip whenever Erp is, (4.12) may be 
wr i t t en  
for a r b i t r a r y  &p E 60. 
Interchanging t h e  order of in t eg ra t ion  (which again i s  
poss ib le  by an unsymmetric Fubini theorem ), we can wr i te  (4.13) 
as 
for  a r b i t r a r y  Erp 6 60. 
Defining t h e  n-vector funct ion H by 
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tT (4.15) H ( s )  = X ( B ) V * ( B , ~ ) ~ B  a. 5 s 5 to 
and taking 6rp with j component equal 1, a l l  other cmponents 
zero i n  (4.14) yields  
t h  
bd + X j ( t , )  + $(to) - H j ( a o )  = 0. 
Hence 
(4.16) bo + h ( t O )  + H ( t O )  - H(a0) = 0 
Combining the  r e s u l t s  of t h e  above discussions w i t h  Theorem 
2 gives: 
Theorem 6: Let (F*,u*,?* ’ 1  t*) be optimal f o r  t h e  cont ro l  problem 
w i t h  t h e  general  funct ional  sys t em equations. 
i s  a regular point of 
t r i v i a l  n-vector function 
Suppose t h a t  
f (z*(*) ,u*( t ) , t ) .  Then there  e x i s t s  a non- 
X( t) = ( Xo( t) ,x( t))  of bounded var ia t ion  
on ( t  t*] continuous a t  t* 1’ sat isfying:  0’ 1 ’ 
tT 
(ii) I, X(t)f(x*( * ) ,u* ( t ) , t )d t  2 .f X ( t ) f ( x * ( = ) , u ( t ) , t ) d t  
”0 
f o r  a l l  u E R. 
(iii) The 2n-1 vector  
i s  orthogonal t o  
Let us make a few observations about t h i s  theorem. Re- 
tu rn  now t o  equations (4.13) and (4.14). We consider two cases: 
Case 1: Suppose t h e  matrix function v*(t,s) i s  such t h a t  
dsv*(t,s) = v*( t , s )ds  on [ao,to]. That is, v*(t,s) i s  A.C. 
i n  S. 
arguments similar t o  those i n  [l]) 
Then one can use (4.13) t o  show (us ing  Lemma 2 of [ 13 and 
bo + X(tO) = 0 
and 
X((B)+(P,s)df3 = 0 8.e. s i n  [ao,to]. 
Then (iii) of Theorem 6 would give 
orthogonal t o  7. 
( -X( to) ,x( tf), -X( t?) of*( t;)) 
Case 1 w a s  exact ly  the s i t u a t i o n  we had i n  $3 of t h i s  paper. 
There we had 
or 
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Ca’se 2 s  Suppose t h e  funct ion H defined by (4.15) i s  such t h a t  
dH(s) = h ( s ) d s  on [ a  t 1. T h a t  is, H i s  A.C. Then (4.14) may 
be wr i t t en  
0’ 0 
for a r b i t r a r y  Stp E 80. One can then show t h a t  t h i s  implies 
h(s)  = 0 a.e. on [ a  t 1 and, hence 0’ 0 ’ 
Again (iii) of Theorem 6 would take the  form s ta ted  i n  Case 1 above. 
Case 2 includes t h e  case when t h e  func t iona l  i s  a func- 
t i o n a l  involving only lags  ( see  the  discussion below). 
Let us  point  out t h a t  it i s  not d i f f i c u l t  t o  show Case 1 
implies  Case 2. However, t he  converse i s  not t r u e  a s  w i l l  be seen 
i n  t h e  case of l a g  problems. 
We mention b r i e f l y  a few s p e c i a l  types of func t iona ls  f 
t h a t  a r e  included i n  the  above formulation. 
t h e  case where t h e  func t iona l  dependence i s  i n  terms of lags.  
This  type of system has been considered i n  d e t a i l  i n  [l]. 
remark here t h a t  t h e  r e s u l t s  of Theorem 6 agree w i t h  those pre- 
vious r e s u l t s .  For s impl ic i ty  l e t  f depend on a s ing le  constant 
lag. That is ,  take  f = ? ( x ( t ) , x ( t - e ) , u ( t ) , t )  where f = 
‘hr n 
f (x ,y ,u , t )  
F i r s t ,  l e t  us consider 
We j u s t  
.y 
i s  a mapping of R~ x R~ x 9 x I’ i n t o  R . Then 
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v*(t,s) has t h e  form 
0 s 2 t .  
t - e 6  s < t  
s < t-e, -f$ t)-?;( t) 
where 
v*(t,s) i s  not A.C. i n  s. However (see 4.15) 
?*( t) = ?( x*( t) ,x*( t -9 )  ,u*( t) ,t) . Note t h a t  i n  t h i s  case 
so t h a t  Case 2 above holds while Case 1 does not. 
For t h i s  type of problem, t h e  mul t ip l i e r s  a r e  usua l ly  
.' given as A . C .  funct ions sa t i s fy ing  a s e t  of advanced d i f f e r e n t i a l -  
d i f fe rence  equations. These advanced equations a r e  j u s t  t h e  d i f -  
f e r en t i a t ed  form of t h e  equations f o r  h given i n  (i) of  Theorem 
6. I n  the  case of lags,  one can show t h a t  t h e  mul t ip l i e r s  h of 
Theorerr 6 a r e  a c t a a l l y  A.C. 
d i f f e r e n t i a t e d  form. 
and s a t i s f y  t h e  equations i n  (i) i n  
Thus t h e  r e s u l t s  of Theorem 6 agree with t h e  c P 
known r e s u l t s  whenever we d e a l  with a system with lags.  
8l 
Remarks s imi la r  t o  those above hold for t h e  spec ia l  sys- i 
t e m  discussed i n  $3 of t h i s  paper, so t h a t  Theorem 3 i s  j u s t  a very 
s p e c i a l  case of Theorem 6. 
. 
Final ly ,  f o r  systems -given by 
. 
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where x denotes t h e  values x(t+a),  -T 5 d 5 0, we have t h a t  t 
v*( t, s) s a t i s f i e s  
T*(t,s) = q * ( t , t - T )  f o r  s S t-7. 
Then (4.1) becomes 
df[x&u*(t),t;JII = It-.ps9*(t,s)If(  s) 
These systems a r e  included i n  the  general  case above and hence 
Theorem 6 holds, where T* has the  add i t iona l  property noted above. 
A f i n a l  observation concerning a pointwise maximum pr inc i -  
p l e  f o r  t he  general  case should be made. I n  the  case t h a t  
i s  continuous i n  a l l  arguments and the  mapping U ( t )  
U ( t )  t U f o r  t E 1 9 ,  where u i s  a fixed subset of R , then one 
can show t h a t  (ii) of Theorem 6 implies a Pontryagin type maxi- 
mum pr inc ip le .  T h a t  is, 
f ( x (  * ) , u , t )  
i s  such t h a t  
r 
X(t) . f (x*(*) ,u*( t ) , t )  = SUP{X(t).f(X*('),U,t) t u E u 1 
holds almost everywhere on [ t  t*]. 0' 1 
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