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近年の科学技術の発展と共に，人間には作業の困難な
遠隔地において，環境調査等の活動を半自律で行う知能
型遠隔移動ロボットが大きな成果を上げている．これら
のような遠隔移動ロボットは，環境調査や試料採取等の
高度なミッションを安定して遂行することが求められる
[1]．そのためにロボットシステムは多くの機能で構成さ
れ，システムは大規模複雑化する傾向にある．従って，全
体を統括する遠隔移動ロボットのシステムには効率性及
び拡張性が強く求められている．
本研究では，機器の故障やアルゴリズムの不適合など
の異常事態へ遠隔地から柔軟に対応することを目的とす
る．そのために，異常事態に柔軟に対応するためのアー
キテクチャの検討と，アーキテクチャの持つ機能を十分
に発揮した実装を行うための設計提案を行う．また，実
装実験によりその有効性を評価する．
2 3層構造型アーキテクチャ
一般的に，遠隔ロボットは人間が容易に活動できない
極限環境下で運用される．これらは基本的に未知環境で
ある為，必ずしもパラメータやアルゴリズムが想定内と
なるとは限らない．また，極限環境である為に高確率で
ハードウェアのトラブルが生じる恐れがある．これらの
理由により，遠隔ロボットのシステムは物理的制限なし
でソフトウェアによる変更が可能であることが求められ
る．また通信回線やリソースが限られているため，最低
限の通信でのシステム変更や，既存の機能を再利用でき
ることが望ましい．さらに，安全な運用の為にはその状
態を常に把握できることが重要となる．
本研究室において，これまでにこれらの要件を満たす
アーキテクチャが提案されてきた．提案アーキテクチャは
RT-Middleware[2]により実装されており，各ソフトウェア
機能がモジュール化されネットワークを介して接続され
る．さらに，ユーザによる直感的なタスクフローの生成
Fig 1: Proposed Architecture
とシステムによる効率的なモジュールの管理を両立する
為，ソフトウェア層が二層に分かれている（Fig.1）．
2.1 論理層
論理層は，遠隔操作システムのコンセプト（柔軟性・可
変性・再利用性）を実現する層である．ユーザは，意図す
るタスクフローに応じて必要なモジュールを収集し，そ
れらを接続する．また様々な可能性を考慮し，あらかじめ
タスク（動作ロジック）をいくつか登録しておくことで，
状況の変化や障害発生時に柔軟で迅速なタスクの切り替
えが可能となる．さらに，各タスクを構成するモジュー
ル群は自由に追加・削除・入れ替え・切り替えができ，こ
れによりソフトウェアの再利用性を高め，想定外の状況
にも柔軟に対応する．
2.2 接続層
接続層は，論理層で定義されたフローを実接続を変更
することなく実現する層である．モジュール間接続の切り
替えを頻繁に行う事は，現実的に考えると非効率である．
そのため，論理層での接続を仮想的なものとし，実際に
は各機能モジュールはDatabase Node Module(以下 DNM)
に接続される．このDNMがデータのフロー制御を行う事
により，柔軟なタスクの変更を実現する．また，モジュー
ル間データ通信は DNMによって提供される共有メモリ
により高速に行われる．さらに，DNMにアクセスするこ
とで内部データの全てを得ることができ，システムの透
過性が確保されている．
しかし，システムが大規模になりモジュール数が増加
すると，DNMへの負荷や通信トラフィックの増加により
オーバヘッドが増大してしまう．そのため，この接続層
では DNMを階層配置することでこの問題の解決を図っ
ている．
2.3 物理層
遠隔操縦ロボットには，システムを動かすための CPU
はもちろんのこと，モータなどのハードウェアを動かす
ために複数の CPUが使用される．このようなシステムに
おいてはその接続方法が上層の仕様に大きな影響を与え
るため，この議論が非常に重要になる．また，遠隔地で
活動するシステムを運用するためには，常にシステムの
状況を把握する必要がある．特に，変更を要する不具合
が発生した場合，その原因特定や危険回避及び機能変更
のため，ハードウェア，ソフトウェアを問わず，全てのシ
ステムの状況の把握とアクセスが欠かせない．このため，
ハードウェア的な透過性の確保も重要な課題となる．
以上より，この層においては各ハードウェア接続をス
ター型ネットワークとして，物理的拘束を受けずにソフ
トウェア的な接続変更を容易にし，加えてシステムの透
過性を確保している．
2.4 提案アーキテクチャの課題
以上のような問題を解決するために，高度な可変構造
性を持つ遠隔移動ロボットに適したシステムアーキテク
チャが求められており，3層構造型アーキテクチャが有効
であると考えられる．しかし，現状のアーキテクチャに
おいては，異常事態が発生した際のシステム停止や復帰
などの対処プロセス，それらを行うためのシステムの設
計論が確立されていない．一般的なモジュール型システ
ムに比べ運用中の異常事態対処及び構成変更を行う必要
がある点から，これらを考慮した遠隔システムの構築及
び実装を行いアーキテクチャの実現可能性を評価するこ
とが求められている．
3 システム設計及び構築
極限環境下で運用される遠隔ロボットにおいては，異
常事態が発生した場合通信回線越しにでのシステム変更
が求められる．3層構造型アーキテクチャを用いることで
柔軟な異常事態対応が期待されるが，アーキテクチャの
持つ機能を十分に発揮した実装を行うための設計提案を
行う．
Fig 2: Module State Chart
Fig 3: Virtual Connection
3.1 凝集度と結合度を考慮したモジュール開発
凝集度とは，モジュール内の機能の関連性の度合いを
示すものであり，凝集度が高いほど関連性の高い機能が
モジュールに集約されていることを示す．モジュール型の
システム開発においては，その対象や用途により，どの
レベルまで凝集度を高めるかを検討する必要がある．凝
集度の高いモジュールには慎重な開発が求められるため，
開発コストが高くなる傾向にあるためである．遠隔ロボッ
トシステムにおいては，一番高いレベルである機能的凝
集 (ルーチンが単一の固有の機能を実行するモジュール)
を目指すべきであると考える．一つのモジュールが単一
の機能をもつ設計とすることにより，ある機能の変更を
行う際に一つのモジュールのみを扱えばよく，変更範囲
の限定が可能となるためである．これにより，機能変更
における通信コストの削減につながる．
次に，結合度とは，モジュール間の関連の強さを表す指
標であり，結合度が低い程モジュールの独立性が高まる．
高凝集化に加え，モジュール同士の結合度を下げモジュー
ルの独立性を高めることも必要となる．一つのモジュール
に含まれる機能が少なくても，モジュール同士が相互に
依存関係を持つような設計になっていると，機能変更の
際に他のモジュールの修正が必要となることが考えられ
るためである．ロボットシステムはセンサ情報を扱うた
めモジュールによってはハイブリッド結合 (データが状況
に応じて複数の意味を持つ結合)の状態になることは考え
られるが，それ以外の場合は最も結合度の低いデータ結
Fig 4: Shared Memory System
(a)Before Data Split
(b)After Data Split
Fig 5: Data Split
合 (モジュール間のやり取りが，すべて単純なデータだけ
で行われる結合)を目指すべきである．一般的なモジュー
ル型ロボットシステムにおいては，モジュール間で直接
データを伝搬していくためスタンプ結合 (モジュール間の
やり取りで受け渡しているデータの中に，関数内で使用
されていないものが含まれている結合)の状態になり易い
傾向にあると考えられる．しかし，我々の提案するアー
キテクチャにおいては，モジュール同士は共有メモリを
用いた仮想接続により結合されるため，モジュールは下
位モジュールに送信するデータを任意に選択することが
できる構造となっている．これにより，開発者が結合度
を意識して開発を行えば，容易にデータ結合の状態でシ
ステムを構築することが可能であると考えられる．
3.2 モジュールの状態遷移
モジュールのフレームワークとして，モジュールに状
態を定義し機能提供を行う．異常状態対応のためには，モ
ジュールに自己判断機能を持たせる必要があると考える．
まず，自モジュールが動作可能な状態かどうかを判断す
る．例えば，ハードウェアを司るモジュールであった場合，
そのハードウェアと正常に通信が可能か，正常なデータ
を受け取ることができるかを判断する．次に，自モジュー
ルの動作に必要なデータが揃った状態かどうかを判断す
る．自モジュールが正常な状態でも，他モジュールに異常
が発生していた場合には動作に影響が出る可能性がある．
しかし，他モジュールを直接参照するのでは依存関係が
発生しモジュールの独立性が担保できなくなるため，自
モジュールの動作に必要なデータの種類やタイムスタン
プ等を参照し判断する必要がある．モジュールの状態遷
移図を Fig.2に示す．これらの状態遷移を用いることで，
モジュールの自己判断により異常事態対応をより柔軟に
行うことが可能となる．
3.3 DNMによるタスク制御
論理層にて構築されたロジックを実行する上で，DNM
が構築された仮想接続情報を読み取り，各機能モジュー
ルへのデータの受け渡しや，その振る舞いの制御を行う
(Fig.3)．論理層では，より柔軟なロジックを構築するた
めポートの概念を導入している．よって，この仮想的な
ポート接続を実現させるため，DNM は各モジュールの
ポート数に対応した共有メモリ空間を生成しデータ通信
を行う (Fig.4)．また，タスクを構成するモジュールが複
数のデータベース間にまたがっていた場合，そのモジュー
ル間でデータ通信を行うためにはデータベース間のメモ
リ空間を同期する必要が生じる．この際に，データベー
ス間の同期をするためユーザが接続層まで意識して開発
を行うことは設計理念上好ましくない．したがってデー
タベースは，仮想接続情報を読み取り，さらに実接続情
報に基づき DNM間のデータ転送経路を自動的に構築す
る．この仮想接続の仕組みを用いることにより，異常事
態対応においてシステム構成の変更が必要となった際に
もモジュールの実際の接続を変更することなく，軽量な
通信のみを用いて行うことが可能となる．
3.4 データ送信優先度および大容量データ分割
様々な機能で構成される遠隔ロボットは，その操作のた
めに通信されるデータも多様なものとなる．そこで，それ
らの用途に応じ最適な通信が行えるよう各データに優先
度のパラメータを付加し送受信データの管理を行う．ま
た，画像等の大容量データを送受信する際に，そのデー
タが回線を専有してしまうことで他のデータのやり取り
ができなくなると言った問題が生じる．このような状態
では，仮に緊急停止等のコマンドを送信要求しても即座
に受理されず，ロボットに致命的な損害を引き起こす原
因となりうる．従って，これを解決するため一定の閾値を
超える大容量データを細分化し，そのブロック単位での
データ送信を行う (Fig.5)．これにより優先度の高いデー
タを即座に通信回線に乗せることが可能になる．
4 実装実験及び評価
実機による評価のため，実験機である Beetle-One及び
Micro6 Roverに本システムを実装した．
4.1 Beetle-Oneを用いた構成変更試験
機器の故障を想定し,仮想接続の書き換えによるシステ
ムの構成変更を用いて異常事態対応を行う試験を行った.
障害物を回避しながら走行を行うというミッションを設定
し,運用中に車輪のエンコーダが故障したというトラブルを
想定する.．走行ロジックであるNavigation Systemタスク
内において,運用途中にエンコーダを司るWheel Odometry
モジュールを故意に停止させることで,このシナリオを実
現する. このトラブルを構成変更により解決するために,
エンコーダからのWheel Odometryを用いてパスを追従す
るよう設計されていたタスクを,ランドマーク追従のため
に利用されていたステレオカメラからの Visual Odometry
を用いてパスの追従も行うことができるよう Navigation
Systemタスクの仮想接続の変更を行った (Fig.6)．タスク
は正常に動作し,再び障害物を回避しながら走行を継続す
ることに成功した. 以上の試験より,実装システムにおい
てシステムの停止と復帰,仮想接続情報を用いたシステム
構成の変更を行うことができ,提案アーキテクチャが実現
可能であることを示すことができたといえる.
4.2 Micro6を用いたテレオペレーション試験
伊豆大島の火山地帯にて,携帯電話の 3G回線を用いて大
学からのテレオペレーション試験を行った. テレオペレー
ションに関する機能であるゲートウェイを用いたデータ
配送システム,データの送信優先度設定,大容量データ分
割による高優先度データの即時配送の安定動作を確認し,
長時間かつ長距離の走行を目的とする.
まず,データ分割及び優先度に関する通信テストを行っ
た.データ分割を行わなかったときの通信データのグラフ
とデータ分割を行った時の通信データのグラフを Fig.7に
示す.データ分割を行わなかった場合,大容量データの送
信により他のデータの送信が阻害されていることが分か
る.緊急コマンド等の優先度の高いデータの送信が阻害さ
れると,ミッションの安全な遂行や異常事態対応に重大な
影響を及ぼす可能性がある.一方,データ分割を行った場
合,大容量データの送信途中に優先度の高いデータの送信
が行われていることが分かる.これにより,前述の課題を
解決できているといえる. 総通信時間は 66.5[min]であり,
一時間を超える安定的な運用に成功した.
5 まとめ
本研究では遠隔操縦ロボットにおける開発・運用の効
率化を目的とし，ハードウェア，ソフトウェアの両方から
柔軟なシステム変更を可能にするアーキテクチャの検討
と設計論の提案を行い，それを実装した．最後に，異常
事態対応を考慮した運用やテレオペレーションによる運
Fig 6: Change Virtual Connection
(a)Before Data Split
(b)After Data Split
Fig 7: Experiment of Data Split
用などを含めた実験を行い，提案したものが有効である
ことを示した．本論文で議論した設計法を用いることで，
システムの開発や修正，拡張を効率的に行うことができ，
また，システムに高度な可変構造性を持たせることがで
きる．従って，本研究は今後更に需要が高まる遠隔ロボッ
トの運用に関し，大きく貢献することが期待できる．
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