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We study equilibrium and nonequilibrium properties of the single-impurity Anderson model with
a power-law pseudogap in the density of states. In equilibrium, the model is known to display
a quantum phase transition from a generalized Kondo to a local moment phase. In the present
work, we focus on the extension of these phases beyond equilibrium, i.e. under the influence of
a bias voltage. Within the auxiliary master equation approach combined with a scheme based on
matrix product states (MPS) we are able to directly address the current-carrying steady state.
Starting with the equilibrium situation, we first corroborate our results by comparing with a direct
numerical evaluation of ground state spectral properties of the system by MPS. Here, a scheme to
locate the phase boundary by extrapolating the power-law exponent of the self energy produces a
very good agreement with previous results obtained by the numerical renormalization group. Our
nonequilibrium study as a function of the applied bias voltage is then carried out for two points on
either side of the phase boundary. In the Kondo regime the resonance in the spectral function is
splitted as a function of the increasing bias voltage. The local moment regime, instead, displays a
dip in the spectrum near the position of the chemical potentials. Similar features are observed in
the corresponding self energies. The Kondo split peaks approximately obey a power-law behavior
as a function of frequency, whose exponents depend only slightly on voltage. Finally, the differential
conductance in the Kondo regime shows a peculiar maximum at finite voltages, whose height,
however, is below the accuracy level.
PACS numbers: 71.10.-w,71.27+a,73.23.-b,73.63.Kv
I. INTRODUCTION
The single-impurity Anderson model (SIAM) was orig-
inally introduced to address the properties of metals with
dilute magnetic impurities, which displayed an unusual
resistance minimum upon decreasing the temperature.1,2
This effect was termed Kondo effect and it was traced
down to the formation of a highly entangled ground state
of the model, namely, a singlet state between the local-
ized impurity electron and the conduction electrons of the
host metal screening the impurity spin. This has impor-
tant consequences, such as the existence of a regime, in
which physical quantities obey a set of universal scaling
laws, which are independent of the microscopic details of
the actual physical system. In the Kondo regime, i.e. well
below the so-called Kondo temperature TK , the SIAM
also behaves as a Fermi liquid. Above this energy scale,
the impurity spin is no longer screened and the model
displays a crossover from the Kondo to a local moment
(LM) regime. In the impurity spectrum, this crossover is
signaled by a strong suppression and broadening of the
Kondo resonance, which, however, never completely van-
ishes. It is important to mention that there is no true
quantum phase transition (QPT) in this model.3,4
In the last decades, the SIAM has drawn renewed in-
terest, due to its application in dynamical mean-field the-
ory (DMFT), which has paved the way to understand the
properties of a variety of correlated materials.5,6 It has
further drawn attention, due to its capability to capture
the physics of quantum dots, which can now be faith-
fully fabricated in the laboratory.7,8 These applications
have in common that they usually deal with a structured
density of states (DOS) of the host material, instead of
a flat one, as in the original model. In contrast to met-
als, materials with a band gap cannot (fully) display the
Kondo effect, since a finite DOS in a small region around
the Fermi energy is crucial for its occurrence. However,
there are also materials, such as peculiar semiconduc-
tors and superconductors,9,10 that display a pseudogap
(PSG), i.e. a DOS vanishing exactly at the Fermi energy
with a certain power-law ∝ |ω|r, but remaining finite,
elsewhere. For this type of materials, the interaction of
band fermions with a magnetic impurity produces more
intriguing effects.11 The corresponding PSG SIAM dis-
plays a rich zero-temperature phase diagram. In partic-
ular, for 0 < r < 12 it features a second-order QPT
12
from a Kondo screened phase to a LM phase depend-
ing on the interplay between the power-law exponent
r, the interaction and hybridization strengths. In this
model, the depletion of host states at the Fermi energy
prevents the impurity spin from being entirely screened
by the conduction electrons. As a consequence, the PSG
SIAM does not behave as an ordinary Fermi liquid in the
Kondo phase. Its behavior is captured by a natural, but
non-trivial generalization of Fermi liquid theory, and the
phase is referred to as a generalized Kondo (GK) phase.
Also in this case, a Kondo scale and a set of universal
laws for the physical observables in terms of this scale is
found, which is distinct from the ordinary SIAM.11,13–35
In this paper, we are interested in understanding the
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2properties of the PSG SIAM, when a bias voltage φ is
applied to drive the system out of equilibrium.36–43 This
model has been studied in previous works as well with
different degrees of approximation and addressing dif-
ferent physical questions. In Ref. 44, the PSG SIAM
was studied after a local quench within a time-dependent
Gutzwiller variational scheme. The author found that
the system thermalizes within the GK phase, but when
quenching across the phase boundary, thermalization
does not occur, and a highly nontrivial dynamical be-
havior is observed. Refs. 45,46 both deal with universal
scaling in the nonequilibrium steady state of the PSG
Kondo model, employing variants of the renormalization
group and large-N techniques, respectively. In the LM
phase, close to the phase boundary, Ref. 45 reports uni-
versal scaling of the differential conductance, spin suscep-
tibility and conduction electron T matrix as a function
of φ/TK . In Ref. 46, on the other hand, it was discov-
ered that the differential conductance, spin susceptibility
and Kondo-singlet strength, reproduce their equilibrium
behavior in the scaling regimes of the fixed points of the
model, when expressed in terms of a fixed-point specific
effective temperature Teff . Ref. 47, in contrast, focuses on
the steady state impurity spectrum and differential con-
ductance, the main quantities that also we are interested
in within this work. Employing second-order perturba-
tion theory, the authors find a cusp or dip structure in
the impurity spectrum in the GK and LM phase, respec-
tively, when a finite bias voltage is applied. However, in
Ref. 47, when increasing the bias voltage, these struc-
tures remain located at zero frequency and no splitting
occurs. According to the authors, this is, because the sys-
tem is not in the limit of large interaction strength. The
results of our present work, while confirming the pres-
ence of these features, present a different scenario: the
structures do split as a function of voltage. One should
point out that, while our calculations are carried out for
values of the parameters very close to the ones used in
Ref. 47, there is a difference in the way the DOS pseu-
dogap evolves as a function of voltage. More specifically,
in Ref. 47 the pseudogap is fixed at zero frequency also
at finite bias voltages and only the chemical potentials
are shifted by ±φ/2. In our work, on the other hand,
we pin the pseudogap of each lead to the position of the
respective chemical potential.
We study the PSG SIAM out of equilibrium by an ap-
proach which is non-perturbative, neither in the interac-
tion nor in the hybridization. Specifically, we employ the
auxiliary master equation approach (AMEA),8,48–50 in
which the nonequilibrium bath is accurately represented
by an open quantum system, whose many-body dynamics
is controlled by a Lindblad equation. The latter is solved
by an efficient matrix product states (MPS) formulation.
We start by a benchmark of the approach in equilibrium.
Here, in particular, we exploit the power-law exponent
of the self energy to find the boundary between the GK
and the LM phase. We then carry on with a qualita-
tive analysis of the structure of the spectral function and
the self energy out of equilibrium in both the GK and
LM regimes. Besides these qualitative aspects, we try to
fit a power-law behavior to these quantities in a region
around the chemical potentials and investigate, how the
corresponding power-law exponents evolve upon increas-
ing the bias voltage. Finally, we address the behavior
of the differential conductance in dependence of the bias
voltage. Our method is numerically exact, the main limi-
tation being the fact that the pseudogap exponent in the
bath DOS can be reproduced only with a limited resolu-
tion. Therefore, we are also limited in the maximum bias
voltage, in which our power-law analysis makes sense.
This work is organized as follows: In Sec. II the model
and the solution method are described, starting with the
model in Sec. II A, followed by a small overview about
nonequilibrium Green’s functions in Sec. II B and a de-
scription of the auxiliary master equation approach in
Sec. II C. Specifically, we present the Lindblad equation
in Sec. II C 1, discuss the mapping to the auxiliary sys-
tem in Sec. II C 2 and introduce the novel MPS scheme
in Sec. II C 3. Sec. II C 4 presents remarks about physical
and auxiliary quantities. Sec. III contains the results of
this work, in particular, the results of the fit, Sec. III A,
and the ones of the many-body solution in equilibrium,
Sec. III B 1, as well as out of equilibrium, Sec. III B 2. A
discussion of the results obtained is found in Sec. IV.
II. MODEL AND METHOD
A. Model
We study the single-impurity Anderson model (SIAM)
in as well as out of equilibrium with electronic leads dis-
playing a power-law pseudogap (PSG) in the density of
states (DOS). Throughout this paper we use units of
~ = e = kB = 1. The model is described by the fol-
lowing Hamiltonian,
H = Himp +Hleads +Hcoup . (1)
Himp is the Hamiltonian of the impurity. It is a single-
site Hubbard Hamiltonian with on-site interaction U , ac-
counting for the Coulomb repulsion between electrons,
and on-site energy εf = −U2 , producing particle-hole
(PH) symmetry,
Himp =
∑
σ
εff
†
σfσ + Unf↑nf↓ . (2)
f†σ/fσ creates/annihilates an impurity electron with spin
σ ∈ {↑, ↓} and nfσ = f†σfσ is the corresponding particle-
number operator. Hleads is the Hamiltonian of the left
and right lead, λ ∈ {L,R},
Hleads =
∑
λkσ
ελkd
†
λkσdλkσ . (3)
It describes a continuum (N →∞) of noninteracting en-
ergy levels ελk = εk+ ε˜λ rigidly shifted symmetrically by
3half the bias voltage φ, so that ε˜λ = ±φ2 . d†λkσ/dλkσ are
the corresponding creation/annihilation operators. Fi-
nally,
Hcoup =
t′√
N
∑
λkσ
(
d†λkσfσ + f
†
σdλkσ
)
(4)
is the Hamiltonian that describes the coupling of the im-
purity to the leads via hoppings t′.
We assume that the leads are initially decoupled (t′ =
0) and in equilibrium at the same temperature T and
chemical potentials µλ with an occupation given by the
Fermi function,
fλ(ε, T ) =
1
1 + exp
(
ε−µλ
T
) . (5)
Requiring the (asymptotical) particle density of each lead
to be independent of φ amounts to setting µλ = ε˜λ.
The leads have a power-law PSG DOS at µλ, which we
describe with the retarded hybridization functions,
=∆Rλ (ω) = −pi
t′2
N
∑
k
δ(ω − λk)
= −Γ
2
e−γ(ω−ε˜λ)
2 |ω − ε˜λ|r , (6)
whose symmetric forms produce a PH symmetric oc-
cupation of the leads. Here, Γ is the hybridization
strength and γ > 0 is used to fix the bandwidth.73
The Keldysh hybridization functions are fixed by the
fluctuation-dissipation theorem,
∆Kλ (ω) = 2i (1− 2fλ(ω, T ))=∆Rλ (ω) , (7)
and the total hybridization function at the impurity, ac-
counting for both the left and the right lead, ∆β(ω) with
β ∈ {R,K}, is given by
∆β(ω) =
∑
λ
∆βλ(ω) . (8)
Notice that ∆β(ω) encodes the combined effect of Hleads
and Hcoup on the impurity. Thus, the properties of the
impurity are controlled by ∆β(ω) and by Himp, alone.
B. Nonequilibrium Green’s function
Out of equilibrium, there are two independent single-
particle Green’s functions. We are especially interested in
the steady state Green’s functions at the impurity. The
lesser and the greater one are defined as,
G<σ (t) = i
〈
f†σ(t)fσ
〉
∞ ,
G>σ (t) = −i
〈
fσ(t)f
†
σ
〉
∞ .
(9)
Note that they have only one time argument, since in
steady state (indicated by the subscript ∞), the system
is time-translation invariant. After a Fourier transform
to frequency space,
Gασ(ω) =
∫
Gασ(t) exp(iωt) dt , (10)
with α ∈ {<,>}, these Green’s functions may be com-
bined to obtain the spectral function or local impurity
DOS and the Keldysh Green’s function, which we are
typically interested in,
Aσ(ω) =
i
2pi
[
G>σ (ω)−G<σ (ω)
]
, (11)
GKσ (ω) = G
>
σ (ω) +G
<
σ (ω) . (12)
From the spectral function the retarded and the advanced
Green’s function are obtained via the Kramer’s Kronig
relations.
In the nonequilibrium Green’s function formalism
GRσ (ω), G
A
σ (ω) and G
K
σ (ω) are typically arranged in a
2 × 2 matrix (Keldysh space), which we indicate by an
underline,
Gσ(ω) ≡
(
GRσ (ω) G
K
σ (ω)
0 GAσ (ω)
)
.
This has the advantage that Dyson’s equation is valid in
the same form as in equilibrium,
G−1σ (ω) = G
−1
0σ (ω)− Σ(ω) ,
G−10σ (ω) = g
−1
0σ
(ω)−∆(ω) . (13)
Here, g
0σ
is the Green’s function of the decoupled and
noninteracting impurity, the self energy Σ(ω) accounts
for the interaction, and the hybridization function ∆(ω)
for the coupling to the noninteracting leads.
From the Green’s functions defined above, the current
across the impurity can be obtained as
jλ =
1
2pi
∑
σ
∫
< (GRσ∆Kλ +GKσ ∆Rλ ) dω . (14)
In steady state, the left and right-moving current must
be identical, |jL| = |jR|, so we can also compute j =
1
2 (jR − jL). The differential conductance follows from
the current via
G =
dj
dφ
. (15)
C. Auxiliary master equation approach
The auxiliary master equation approach (AMEA) is
based upon a mapping of the model introduced in Sec.
II A – which we call physical system in the following –
consisting of an impurity and an infinite bath, to a finite
auxiliary open quantum system. The latter consists of
the impurity coupled to a small number of NB = N − 1
4auxiliary bath sites that are furthermore attached to
Markovian environments. The dynamics of the auxil-
iary system is governed by a Lindblad master equation,49
whose parameters are chosen such that its hybridization
function ∆aux approximates the one of the physical sys-
tem ∆phys (Eq. (8)) as accurately as possible. Upon solv-
ing the corresponding many-body Lindblad equation, an
approximation for the behavior of the interacting impu-
rity in the physical system is found. We stress that this
mapping becomes exponentially exact, upon increasing
the number of bath sites NB →∞ in the sense that the
Lindblad bath provides an exponentially accurate repre-
sentation of the original Hamiltonian problem.50,51
1. Lindblad equation
As outlined in Refs. 49,52, the Lindblad equation for
a fermionic lattice model can be expressed in terms of
an ordinary Schro¨dinger equation in an augmented state
space of twice as many sites 2N ,
d
dt
|ρ(t)〉 = L |ρ(t)〉 . (16)
In this augmented space, the density operator is repre-
sented by a quantum state |ρ(t)〉 and the Lindbladian iL
plays the role of a non-Hermitian Hamiltonian. For our
case,74 it reads
iL =
∑
σ
c†σ
(
E + iΩ 2Γ(2)
−2Γ(1) E − iΩ
)
cσ − 2 Tr (E + iΛ)
+ U
(
nf↑nf↓ − n˜f↑n˜f↓ +
∑
σ
n˜fσ − 1
)
.
(17)
Here, E, Γ(1) and Γ(2) areN×N matrices holding the pa-
rameters of the Lindblad equation yet to be determined
by a fit of ∆aux to ∆phys and
Ω = Γ(2) − Γ(1) ,
Λ = Γ(2) + Γ(1) .
(18)
The vector
c†σ =
(
c†1σ, . . . , c
†
Nσ, c˜
†
1σ, . . . , c˜
†
Nσ
)
(19)
contains the creation operators c†iσ and c˜
†
iσ in the aux-
iliary system, which is composed of original75 “non-
tilde” and additional “tilde” sites. They obey the usual
fermionic anticommutation rules. f is the position of
the impurity site, which is typically in the center, f =
(N + 1)/2, nfσ ≡ c†fσcfσ and n˜fσ analogously.
In this framework, steady state expectation values as
well as Green’s functions are obtained as76
〈A(t)B〉 = 〈I|AeLtB|ρ∞〉 , (20)
for local impurity operators A,B and times t ≥ 0. Here,
|ρ∞〉 = limt→∞ |ρ(t)〉 defines the steady state and |I〉 is
the so-called left vacuum,77
|I〉 =
∑
{n}
|n, n˜〉 , (21)
|n, n˜〉 ≡ (−i)
∑
iσ niσ (c†1σ c˜1σ)
n1σ
. . . (c†Nσ c˜Nσ)
nNσ |0〉|F˜ 〉 .
niσ and |0〉 are the occupation numbers and the vacuum
in the nontilde system and |F˜ 〉 is the completely filled
Fock state in the tilde system. Eqs. (16)-(21) describe
the so-called super-fermion (SF) representation.
2. Mapping procedure
The mapping to the auxiliary system is outlined in
Refs. 50,53 and we sketch it only briefly, here. Starting
from proper initial values, the parameters Eij ,Γ
(1)
ij ,Γ
(2)
ij
are adjusted by minimizing a suitable49,50 cost function.
This cost function punishes deviations between the aux-
iliary and the physical hybridization function and, in
general, both the retarded and Keldysh component con-
tribute. Its evaluation involves only the solution of a non-
interacting problem, which is computationally cheap. In
this paper, the optimizaton of the Lindblad parameters is
carried out with the ADAM54 algorithm as implemented
in the python library tensorflow.55
In principle, the best fit is obtained by allowing the
Lindblad parameters to connect all pairs of lattice sites.50
However, employing matrix product states (MPS) as
solver for the many-body problem, as described in Sec.
II C 3, it is convenient to adopt a one-dimensional geome-
try, which minimizes the entanglement. Specifically, here
we adopt a chain geometry with the impurity in the cen-
ter. In this case, the optimal solution numerically turns
out to be such that all sites to the left (right) of the impu-
rity have Γ(2) = 0 (Γ(1) = 0) and, therefore, are almost
completely empty (full).56 This situation is particularly
convenient for the MPS many-body solution, since it pre-
vents the propagation of entanglement, as discussed in
Ref. 56. In addition, knowing this fact, it is then suffi-
cient to fit the retarded component of the hybridization
function, only, as explained in App. A 1.
We start from the zero-bias, φ = 0, i.e. equilibrium
situation and perform the fit as discussed above. The
important physics obviously occurs in the region around
ω = 0 and is controlled by the power-law exponent r.
Thus, it is particularly important to have an accurate fit
there. In order to achieve this, we introduce a weight
in the cost function, which is twice as large on |ω| ≤ 1
than on |ω| > 1. For nonzero φ, we can construct the
nonequilibrium fit from the equilibrium one, as outlined
in App. A 2. This has the advantage that the accuracy
of the fit to reproduce the power-law is independent of
the bias voltage, which is crucial, in order to faithfully
investigate the crossover to finite voltage.
53. Matrix product states implementation
We solve the many-body Lindblad equation employing
matrix product states (MPS) in combination with the
time-dependent density matrix renormalization group
(tDMRG) algorithm.57,58 MPS are especially suited for
one-dimensional problems, where they can provide an
efficient representation with a small bond dimension.
In particular, ground states of one-dimensional gapped
closed systems are conveniently expressed as MPS.59 On
the other hand, also steady states and Green’s functions
of open quantum systems in a chain geometry are repro-
duced accurately using MPS and the entanglement re-
mains limited.56 We decided to employ tDMRG for the
time evolution here, since it is conveniently implemented
with the C++ tensor network library iTensor.60
Within AMEA, a chain geometry naturally results
from combining a nontilde and a tilde site associated with
an index i, according to Eq. (19), to a single effective site
with a local Hilbert space dimension of d = 16,56 see
Fig. 1. Since the SIAM couples opposite spins only at
the impurity, it is convenient to separate spin-up and
spin-down degrees of freedom,61 which reduces the local
Hilbert space dimension back to d = 4. Fig. 1 shows
the effective sites we use in this work (lower panel) and
sketches the steps to obtain them. Note that in this ar-
rangement, the Hubbard interaction is on the bond be-
tween the spin-down and spin-up impurity site. Further-
more, it is necessary to introduce two long-range terms
between the empty bath sites and the impurity, violating
the linear geometry.
We encode the left vacuum |I〉 as well as a proper ini-
tial state |ρ(t = 0)〉 as MPS on these effective sites. We
choose |ρ(0)〉 ∝ |I〉, since this has proved convenient in
our previous work.8,56 Taking
|n1↓n˜1↓ . . . nf−1↓n˜f−1↓nN↓n˜N↓ . . . nf↓n˜f↓〉
⊗ |nf↑n˜f↑ . . . nN↑n˜N↑nf−1↑n˜f−1↑ . . . n1↑n˜1↑〉 (22)
as basis states, we can express the corresponding expan-
sion coefficients ψ({niσ, n˜iσ}) of any required state as
products of local matrices,
ψ({niσ, n˜iσ}) =An1↓n˜1↓ . . .Anf−1↓n˜f−1↓
×AnN↓n˜N↓ . . .Anf↓n˜f↓
×Anf↑n˜f↑ . . .AnN↑n˜N↑
×Anf−1↑n˜f−1↑ . . .An1↑n˜1↑ .
(23)
In case of |I〉, only matrices with niσ = 1 − n˜iσ are
nonzero. Specifically, comparing with Eq. (21), the cor-
responding expansion coefficients read
ψ({niσ, n˜iσ}) =
∏
iσ
δniσ,1−n˜iσ (−i)niσ , (24)
resulting in the 1 × 1, i.e. scalar matrices A01 = 1 and
A10 = −i. Having expressed the relevant states as MPS,
we can proceed with the time evolution of the auxiliary
system.
↓↑ ↓↑ ↓↑ ↓↑ ↓↑
↓˜↑˜ ↓˜↑˜ ↓˜↑˜ ↓˜↑˜ ↓˜↑˜
1 2 3 4 5
↓˜↓↑˜↑ ↓˜↓↑˜↑ ↓˜↓↑˜↑ ↓˜↓↑˜↑ ↓˜↓↑˜↑
1 2 3 4 5
↓˜↓ ↓˜↓ ↓˜↓ ↓˜↓ ↓˜↓ ↑˜↑ ↑˜↑ ↑˜↑ ↑˜↑ ↑˜↑
1 2 5 4 3 3 4 5 2 1
nontilde
tilde
combined
spin separated
d = 4
d = 16
d = 4
FIG. 1: Construction of effective sites for the MPS time
evolution. The impurity sites are displayed as red circles,
the full and empty bath sites as blue and white ones. As
discussed in the text, by “full” and “empty” we mean sites for
which Γ(1) = 0 or Γ(2) = 0, respectively, for details, see App.
A 1. Each site is labelled with an index and its spin and tilde
degrees of freedom. The upper panel of this figure shows the
sites and their couplings occurring in the Lindblad equation
in the augmented state space. Here, the upper (lower) part of
this ladder structure is formed by nontilde (tilde) sites. Lines
connecting these two sets of sites represent Γ terms, while lines
within the same set are hoppings. The central panel shows
the effective sites used in Ref. 56 that result from combining
nontilde and tilde sites with the same index. Finally, the
lower panel shows the effective sites used in this work that
result from the combined sites by separating the spin degrees
of freedom. The advantage of this representation is that the
local Hilbert space has a dimension of 4, instead of 16 as
in our previous work. On the other hand, it introduces two
long-range hopping terms.
In tDMRG the time evolution of the system, |ρ(t)〉 =
exp (Lt) |ρ(0)〉, is decomposed into a Trotter sequence of
small time evolutions on bonds induced by gates. Af-
ter the application of a gate, the original structure of
the MPS, Eq. (23), is restored with a singular value de-
composition. As usual at this step, the smallest singular
values are neglected defining a truncated weight, which
is the sum of all discarded squared singular vales. Then
the next gate may be applied in the same way.59
Fig. 2 shows the sequence of gates we use in this work to
evolve one time step ∆t. There are five layers, labelled
“odd”, “even” and “swap”, and the gates within them
are displayed as boxes. In order to understand them,
we identify the following terms as building blocks of the
Lindbladian, Eq. (17),
6iLiσjσ = (E + iΩ)ij c
†
iσcjσ − 2Γ(1)ij c˜†iσcjσ
+ 2Γ
(2)
ij c
†
iσ c˜jσ + (E − iΩ)ij c˜†iσ c˜jσ ,
iLf↑f↓ = U
(
nf↑nf↓ − n˜f↑n˜f↓ + n˜f↑ + n˜f↓
)
.
(25)
Within the odd layers, all on-site terms in Eq. (25) as
well as the two-site terms on every second bond, accord-
ing to Fig. 2, including the impurity bond, are grouped,
exponentiated and applied as gates, see Eq. (26). In the
even layers, the two-site gates on the remaining bonds
are applied, excluding the long-range bonds between the
impurity and the empty baths, which are taken care of
in the swap layer.59,62 In the swap layer, the innermost
sites of the empty baths are swapped with their near-
est neighbors, i.e. they change positions, until they are
next to the impurity sites. Then the time evolution gates
are applied, before they are swapped back to their origi-
nal positions. Swap gates are displayed as crossing time
lines. Summarizing:
odd :

exp
[
(Liσjσ + Ljσiσ + Liσiσ + Ljσjσ)
∆t
2
]
,
(i, j) = {(1, 2), (4, 5), · · · }
exp
[
(Lf↑f↓ + Lf↑f↑ + Lf↓f↓)∆t2
]
even : exp
[
(Liσjσ + Ljσiσ)
∆t
2
]
,
(i, j) = {(3, 4), · · · }
swap : exp [(Lf−1σfσ + Lfσf−1σ) ∆t ]
(26)
To complete the time step, also the constant in Eq. (17)
has to be taken into account, so we multiply the MPS
with exp {i∆t [2Tr (E + iΛ) + U ]}.
Notice that the described sequence of gates may be em-
ployed, provided that NB is even, as reasonable at PH
symmetry, otherwise the sequence needs to be adjusted
accordingly. Since this sequence is derived from a second-
order Suzuki-Trotter decomposition, an error O(∆t3) is
acquired in the time evolution, which is further propor-
tional to the commutators of the Lindbladians, Eq. (26),
in different layers. Additionally, there is an error from the
truncation of the singular values after the application of
each gate.
In this work, we employ the tDMRG scheme as follows:
We first determine the steady state |ρ∞〉 ∝ exp(Lt∗) |I〉78
via time evolution of the initial state with tDMRG up to
a time t∗, for which expectation values of static observ-
ables, such as single and double occupancies, are con-
verged. Afterwards, we compute, e.g., the lesser impu-
rity Green’s function, G<σ (t) = i 〈I|c†fσ exp(Lt)cfσ|ρ∞〉,
by applying cfσ to the steady state, employing tDMRG
again, applying cfσ to |I〉 and calculating the overlap.
G<σ (ω) is obtained in the frequency domain via Fourier
transformation of G<σ (t) after linear prediction.
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FIG. 2: Single step in the MPS time evolution of the (PSG)
SIAM with separated spin degrees of freedom. The impurity
sites are represented as red circles, the full and empty bath
sites as blue and white ones. The same colouring also classifies
the time evolution gates that are represented as boxes. A
time evolution step ∆t consists of five layers, labelled “odd”,
“even” and “swap”. In each layer, a site iσ, with index i and
spin σ, is touched only by one gate. In the swap layer, swap
gates displayed as crossing time lines are employed to cope
with the long-range couplings between the empty bath sites
and the impurity sites.
4. Physical versus auxiliary quantities
The observables obtained directly by the MPS treat-
ment of the auxiliary system are called “auxiliary” quan-
tities in the following. The auxiliary Green’s functions
are used as an approximation for the Green’s functions
of the physical model. As discussed, this approximation
becomes exponentially exact upon increasing the num-
ber of bath sites. We can get an even better approxima-
tion by extracting the self energy from Dyson’s equation
for the auxiliary system, assuming Σphys(ω) ≈ Σaux(ω)
and reentering Dyson’s equation with the (approximated)
physical self energy and the (exact) physical hybridiza-
tion function. The Green’s functions extracted in this
way are refereed to as “physical” in the following.
III. RESULTS
Here, we present results obtained with AMEA for the
parameters r = 0.25, U = 6, T = 0.05 and Γ = 1 in
the generalized Kondo (GK) phase and Γ = 0.25 in the
local moment (LM) phase. In equilibrium, we compare
the results with the ones obtained with a direct MPS
time evolution of the Hamiltonian, Eq. (1), at T = 0.61
For clarity, we refer to this procedure as “Hamiltonian
MPS” (HMPS), in order to distinguish it from AMEA,
which is also treated via MPS. Of course, HMPS cannot
be used to achieve the steady state, since the system is
finite. Since HMPS is faster, we also provide equilibrium
results for different values of r and U obtained with that
approach.
7A. Fit
We start by fitting the equilibrium hybridization func-
tion with the auxiliary Lindblad system, as described in
Sec. II C 2. As discussed above, we use a weight function,
such that the hybridization function is reproduced better
at low frequencies. We also concentrate on reproducing
the power-law as accurately as possible, while putting
less emphasis on the multiplicative factors as well as on
the large-ω behavior. The results of the fit are displayed
in Fig. 3.
From Fig. 3(a) we can see that the auxiliary (AMEA)
retarded hybridization function accurately matches the
physical one for |ω| & 0.2, which, on the other hand,
behaves approximately as
=∆R(ω) ∝ |ω|r (27)
for |ω| . 1.2. It follows that =∆Raux(ω) displays a power-
law on the interval Ω ≡ (0.2 < |ω| < 1.2), but the
exponent is slightly underestimated. In fact, a fit by
Eq. 27 on the interval Ω yields r′ = 0.23, whereas its
value should be equal to r = 0.25. Note that the be-
havior of −=∆Raux(ω) is qualitatively acceptable79 even
down to |ω| ≈ 0.02, which is one order of magnitude
smaller than the lower edge of the power-law interval
Ω. Below this value, though, it bends towards a con-
stant, −=∆Raux(ω = 0) ≈ 0.39Γ, instead of going to
zero. Fig. 3(a) also shows the hybridization function used
in HMPS, for comparison. Here, it is plotted using a
Lorentzian broadening of η = 0.1.80 It features a good
representation of the power-law, roughly on the same in-
terval Ω as AMEA, but −=∆RHMPS(0) is larger for this
value of η. Note that for HMPS many more bath sites are
necessary to get such a high resolution. Specifically, on
|ω| < 10 we use NB = 1301 for HMPS in comparison to
NB = 10 or 20 for AMEA
81 to achieve roughly the same
accuracy. In Fig. 3(b) the auxiliary distribution function
faux, obtained from ∆
R
aux(ω) and ∆
K
aux(ω) via Eq. (7), is
plotted. It compares well to the Fermi function, i.e. the
distribution function in the physical system.
Since Ω identifies the interval, where we can faithfully
represent the power-law in AMEA and in HMPS with an
exponent r′ ≈ r, it is also the interval, where we should
study other quantities, such as the spectral function A(ω)
or the self energy ΣR(ω). With a bias voltage applied,
the interval Ω shrinks to
Ω(φ) =
(
0.2 +
φ
2
< |ω| < 1.2− φ
2
)
, for φ ≥ 0 , (28)
since the hybridization functions ∆RL and ∆
R
R are shifted
by φ with respect to each other. This also limits the
values of the bias voltage, in which we can reasonably
estimate a power-law behavior to φ . 0.6. This estimate
is obtained by assuming that we need a frequency interval
of width  = 0.4, in which to fit power-law exponents.
(a)
(b)
FIG. 3: Equilibrium (φ = 0) fit results. (a) Retarded hy-
bridization function −=∆R(ω) in units of the hybridization
strength Γ and (b) distribution function f determined from
=∆R and =∆K via Eq. (7). The power-law exponent r′ is
obtained by fitting the AMEA hybridization function with
Eq. (27) on the interval Ω. The same procedure applied to
the HMPS result yields quite the same exponent (up to a de-
viation of ≈ 0.01). |ω|r is plotted for comparison, see Eq. (27).
These curves are hardly distinguishable (black vs. red dots).
B. Many-body solution
After carrying out the fit, we solve the resulting Lind-
blad equation (or Schro¨dinger equation in case of HMPS)
and determine the steady state (or just equilibrium for
HMPS) Green’s functions, as described in Sec. II C 3 (or
Ref. 61). We are especially interested in the spectral
function as well as the self energy, as there are predic-
tions about their behavior in equilibrium,23 and in the
differential conductance. Unless stated otherwise, our
plots display the physical spectral functions and not the
auxiliary ones, acoording to the definition in Sec. II C 4.
Due to the Trotter and truncation errors, the MPS re-
sults break PH symmetry. Therefore, the curves we show
are PH symmetrized and the shadings indicate an esti-
mate of these errors obtained from the deviations from
8PH symmetry, see App. B for a more detailed discussion.
1. Equilibrium case
The equilibrium case has been extensively studied in
the literature.11,17–35 It is well established that in a cer-
tain range of r, U and Γ the system displays a Kondo-like
behavior, the so-called generalized Kondo effect. In the
GK phase, the spectral function and the retarded self en-
ergy are supposed to show a power-law behavior at small
frequencies |ω|,23
A(ω) ∝ |ω|−s, s = r , (29)
=ΣR(ω) ∝ |ω|κ, κ > r . (30)
First, we would like to address the question, how these
properties are affected by the fact that AMEA cannot
reproduce the pseudogap exactly down to asymptoti-
cally low energies. Therefore, we study one set of pa-
rameters in the GK phase, according to the phase dia-
gram in Fig. 5, Ref. 24, which is reproduced in Fig. 6 of
the present paper. Specifically, we solve the many-body
problem for r = 0.25, U = 6 and Γ = 1 (and a small
temperature T = 0.05) and compute the spectral func-
tion and retarded self energy. Then we fit Eqs. (29) and
(30) to these quantities on the interval Ω and extract the
corresponding power-law exponents. In the following, we
denote their numerical values as s′ and κ′, respectively.
The results are plotted in Fig. 4 together with the ones
obtained by an HMPS treatment of the model for T = 0
and η = 0.1.
From the results plotted in Fig. 4 we conclude that ex-
ponents extracted from the two methods, AMEA and
HMPS, agree quite well. We can also see that κ′ > r is
fulfilled, but s′ is significantly larger than the predicted
value r. This is, because the interval Ω used to determine
the exponent lies at too large frequencies |ω|.82 On the
other hand, it is not reasonable to go to smaller |ω| val-
ues, since the power-law is not well represented there in
the hybridization function, see Fig. 3(a). Possibly, a more
appropriate way to proceed here would be to use a loga-
rithmic energy discretization as in NRG. However, with-
out the possibility to integrate out high-energy degrees
of freedom, this is no use here, and indeed the AMEA fit
becomes quite unstable.
It is also well established in the literature that upon
increasing U , the system undergoes a QPT from the GK
to an LM phase, where the Kondo-like behavior is absent.
Our next goal is to reproduce the phase boundary from
Fig. 5 in Ref. 24, i.e. to numerically calculate the criti-
cal value Uc, which depends on r and Γ, see Fig. 6. We
would like to exploit Eqs. (29) and (30) for that purpose.
Since we find that it is difficult to extract the correct ex-
ponent s′ from the impurity spectral function, we choose
to use the one of the self energy κ′, instead. In Ref. 23
it is shown that, in the GK phase, this exponent must
be larger than r. In the equilibrium case, it is conve-
nient to use the HMPS solver rather than AMEA for
(a)
(b)
FIG. 4: Equilibrium (φ = 0) (a) spectral function A(ω)
and (b) retarded self energy −=ΣR(ω) in the GK phase. The
power-law exponents s′ and κ′ are obtained by fitting the
AMEA results with Eqs. (29) and (30) on the interval Ω. The
same procedure applied to the HMPS results yields quite the
same exponents (up to a deviation of ≈ 0.01). A power-law
∝ |ω|−s is plotted for comparison, see Eq. (29). The error
shadings, hardly to be seen in this figure, are estimates of the
PH symmetry errors, see App. B.
the numerical calculations. In Figs. 3 and 4 we have al-
ready checked that both methods provide essentially the
same values for the exponents up to a small deviation
(≈ 0.01). The HMPS solver is suitable for the equilib-
rium case, and, since it is based on a Hamiltonian time
evolution, it is easier to employ and a bit faster, even for
this large number of 1301 bath sites.
Specifically, we compute the Green’s functions for dif-
ferent values of the interaction strength U and extract the
corresponding self energy from Dyson’s equation (13) for
various Lorentzian broadenings η. Then we fit =ΣR(ω)
on Ω and determine κ′ as a function of η. The results
of this procedure are illustrated for r = 0.25 in Fig. 5(a).
We can see that κ′ displays a significant dependence on η
(in contrast to r′ and s′)83 and that it is almost a linear
function of η for all considered values of U . In order to
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FIG. 5: Determination of the phase boundary by linear ex-
trapolation of the power-law exponent κ′ of the HMPS self
energy in the GK phase. First, (a) κ′ is extrapolated to van-
ishing values of the broadening η to extract κ′0 = κ
′(η → 0)
for various values of the interaction strength U . Second, (b)
the critical interaction strength is determined from a second
extrapolation, Uc = U(κ
′
0 → r).
extract the result without artificial broadening, we per-
form a linear extrapolation, κ′0 = κ
′(η → 0). In Fig. 5(b)
the obtained values for κ′0 are plotted and we find again
an almost linear dependence on the interaction strength.
According to the condition in Eq. (30), the system should
leave the GK phase at the value of U for which κ′0 = r.
Thus, we perform a second linear extrapolation to extract
the critical interaction strength as Uc = U(κ
′
0 → r).
The phase boundary estimated in this way agrees well
with the ones obtained by the numerical renormalization
group, see Fig. 6. In particular, the deviations within the
results obtained from different NRG calculations are of
the same size as the deviation of the HMPS results from
the NRG results for the considered values of r.84 It is
notable, though, that the HMPS scheme tends to overes-
timate the critical interaction strength, yielding slightly
smaller values Ur−1c in Fig. 6. This could be improved
by taking into account that κ′(η) is not strictly a lin-
ear function. By accounting for its curvature, one ob-
tains slightly larger values κ′0 (see Fig. 5(a)). This, in
turn, results in smaller critical interaction strengths (see
Fig. 5(b)) and thus in larger values of Ur−1c , closer to
the corresponding NRG results. From the literature it is
known that the GK phase can occur only for 0 < r < 0.5,
see e.g. Ref. 28. Close to the phase boundary at r → 0.5,
the HMPS calculations are more involved, the quantities
κ′(η) and U(κ′0) are much more difficult to obtain and
the extrapolation scheme described above breaks down.
Therefore, in Fig. 6 the HMPS results are plotted only
up to r = 0.45.
FIG. 6: Phase diagram adapted from Ref. 24 (with kind
permission) displaying different NRG results.a On top of this
we present our HMPS results for the phase boundary obtained
via the extrapolation scheme discussed in the text. We also
indicate the two points we consider in AMEA, i.e. r = 0.25,
U = 6 and Γ = 0.25 and Γ = 1. If U is much smaller than
the bandwidth, the phase boundary for a given r is expected
to depend on ΓUr−1 only.24
aResults obtained by the local moment approach were removed
here, since they are not relevant to the present discussion.
It is remarkable that our results reproduce the NRG
phase boundary to this level of accuracy, even though
the low energy part of the bath hybridization function
used in our calculation is not reproduced perfectly and
the Kondo effect is of course especially dependent on
the hybridization function at ω ≈ 0. The encouraging
performance of the HMPS scheme and the good agree-
ment between the results obtained from HMPS and from
AMEA prompts us to use AMEA to study the system in
its nonequilibrium steady state, for which HMPS cannot
be used.
2. Nonequilibrium steady state
We now present nonequilibrium steady state results ob-
tained by applying a finite bias voltage. Since the calcu-
lations are more demanding than the conventional HMPS
ones, we focus on two points in the (equilibrium) phase
diagram Fig. 6, one in the GK and another in the LM
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FIG. 7: Nonequilibrium (φ > 0) quantities in the Kondo regime, (a) spectral function, (b) retarded self energy, (c) differential
conductance. The solid lines are the physical quantities and the dotted lines the auxiliary ones, see Sec. II C 4. Notice that the
two curves are often indistinguishable. The error shadings and error bars are estimates based on symmetry considerations, see
App. B.
phase, instead of doing a complete sweep of parameters.
Specifically, we take r = 0.25, T = 0.05, U = 6, and
Γ = 0.25 and 1, respectively.
We start by studying the behavior of the Kondo peak
as a function of voltage. Therefore, we plot in Fig. 7(a)
and (b) the spectral function and the imaginary part of
the self energy. In the Kondo regime, we observe that
upon increasing the bias voltage from φ = 0 the equilib-
rium Kondo peak is suppressed and broadened and, at
some value of the voltage, it splits in two peaks. The
split peaks then move apart together with the chemical
potentials and they are further suppressed and broad-
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FIG. 8: Nonequilibrium (φ > 0) quantities in the LM regime. Conventions are as in Fig. 7.
ened. Qualitatively, this is very similar to the situa-
tion observed for the nonequilibrium SIAM without a
pseudogap.49,56,64–72 In our data, the splitting becomes
visible for φ ≥ 0.8 in the spectral function and, even
before, for φ ≥ 0.6 in the self energy.
A measure for the accuracy of the mapping between
Eq. (1) and the auxiliary open system, which is at the
basis of the AMEA approach, can be read off from the
deviations between the physical and the auxiliary spec-
tral functions, defined in Sec. II C 4. In the limit in which
the mapping to the auxiliary system becomes exact, i.e.
for large NB , these quantities become identical. Our data
show that Aaux and Aphys differ only slightly for φ ≥ 0.3.
Decreasing the voltage below φ = 0.3 increases this de-
viation, especially for ω between the chemical potentials,
and it is largest at φ = 0, where the exact physical spec-
tral function is expected to diverge at ω = 0. Here we
expect the accuracy of the AMEA mapping to be less
12
reliable.
It is notable that as soon as the Kondo split peaks ap-
pear, they are very broad and poorly defined, even more
in Aphys, but also in Aaux. They are first located at |ω|
values slightly below |µλ| = φ/2, which they reach mono-
tonically upon increasing the bias voltage. The physi-
cal spectral function displays additional features, namely
two cusps at ±φ/2, not to be confused with the Kondo
split peaks. We believe these to be artefacts originating
from the difference between the auxiliary and the physical
system and we expect them to disappear upon improving
the accuracy.
Figs. 8(a) and (b) are obtained for the same param-
eters as Figs. 7(a) and (b), but a reduced hybridization
strength of Γ = 0.25, instead of Γ = 1. According to the
phase diagram in Fig. 6, the equilibrium system is in the
LM phase, here. This is confirmed by our results which,
indeed, do not show signatures of the Kondo effect any-
more, neither in equilibrium nor at finite bias voltage.85
Specifically, at nonzero φ, we observe dips in the spec-
tral function located almost exactly at the values of the
chemical potentials that appear to emerge as images of
the dips in the leads’ density of states. Also in this case,
the physical and auxiliary spectral functions agree very
well with each other, thus making us confident about the
accuracy of our results. Artificial cusps at |µλ| are also
present in Aphys, but they are much smaller than the
cusps in the Kondo regime.86 These essentially lie within
the error shadings of Aaux and are notable only upon
zooming in.
Figs. 7(c) and 8(c) display the differential conductance
G, obtained from Eqs. (14) and (15) as a function of the
bias voltage at parameters corresponding to the Kondo
and the LM regime. A notable difference with respect
to the conventional SIAM is that in the Kondo regime,
the maximum of G(φ) appears to be shifted to a finite
voltage of φ ≈ 0.2. On the other hand, for φ & 0.2, G(φ)
decreases logarithmically, as usual. The unusual struc-
ture of the differential conductance in the Kondo regime
is probably, due to the fact that the position of the pseu-
dogap is shifted along with the bias voltage. On the other
hand, one should be aware of the fact that, due to the
relatively large error bars,87 it is not clear, whether the
maximum at finite voltage is a genuine feature: strictly
speaking, also a maximum at φ = 0 would be consistent
with the error bars. Furthermore, we already noticed in
Fig. 7(a) that the deviations between Aphys and Aaux are
large at φ ≤ 0.2 compared to the other bias voltages and
this is exactly, where the peculiar behavior of G(φ) sets
in. In contrast to the Kondo regime, Fig. 8(c) shows that
in the LM regime the differential conductance increases
with the bias voltage, as expected.
We now attempt at extracting “effective” power-law
exponents in the Kondo regime, as we do in equilibrium,
by carrying out a fit of the nonequilibrium curves. More
specifically, in analogy to Eqs. (27), (29) and (30), we fit
the behavior
=∆R(ω) ∝ |ω − µL|r + |ω − µR|r , (31)
A(ω) ∝ |ω − µL|−s + |ω − µR|−s , (32)
=ΣR(ω) ∝ |ω − µL|κ + |ω − µR|κ . (33)
The finite voltage and the imperfect pseudogap set a low-
frequency cutoff to this behavior, which we expect not to
hold down to zero frequency. The exponents, r′(φ), s′(φ)
and κ′(φ), obtained by a fit on the interval Ω(φ), defined
in Eq. (28), are presented in Fig. 9. Since this interval
shrinks upon increasing the bias voltage, we can faithfully
perform the fit only for voltages φ . 0.6, as discussed
below Eq. (28). Thus, we can just catch the beginning
of the interesting voltage region, where the Kondo split
peaks start developing at φ ≈ 0.6, according to Fig. 7(a).
Moreover, due to the lower cutoff in energy, the extracted
exponents can only provide a rough semi-quantitative es-
timate. In the range φ . 0.6 the exponents depend only
slightly on the bias voltage. Nevertheless, it is notable
that r′(φ) and s′(φ) are almost parallel. This may indi-
cate that deviations in =∆R(ω) (such as between =∆Raux
and =∆Rphys) mainly translate into deviations in the spec-
tral function, affecting =ΣR(ω) in a minor way.88 Indeed,
if the self energy is more stable against numerical inaccu-
racies than the spectral function, one could try to exploit
this to study the phase transition or crossover also out of
equilibrium, with a scheme similar to the one presented
in Sec. III B 1. However, in order to do this, it would be
necessary to resolve a larger fraction of the interesting
voltage region, φ & 0.6, which, on the other hand, would
require a larger Ω interval, where the power-law in the
auxiliary hybridization function is accurately resolved.
FIG. 9: Nonequilibrium (φ > 0) effective power-law expo-
nents as a function of the bias voltage φ. The three pairs of
exponents are extracted from a fit of the auxiliary retarded
hybridization function (r′, r′′), the spectral function (s′, s′′)
and the retarded self energy (κ′, κ′′) with Eq. (31)-(33). The
single and double primes correspond to different fitting inter-
vals Ω(φ) and Ω1(φ), see text.
Fig. 9 also displays the power-law exponents r′′(φ),
s′′(φ) and κ′′(φ) fitted on a larger interval Ω1(φ) =
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0.2 + φ2 < |ω| < 1.2 + φ2 , which is obtained by a rigid
shift of the equilibrium interval Ω by φ2 . In the region
φ . 0.6, where both kinds of exponents (′ and ′′) are
defined, their values lie very close to each other. This
confirms that the influence of the exponential factor in
the hybridization function is negligible on these frequency
and voltage intervals.
IV. SUMMARY AND CONCLUSIONS
In this work we addressed the single-impurity Ander-
son model with leads displaying a power-law pseudogap
in the density of states (PSG SIAM) by means of a
nonperturbative approach to deal with nonequilibrium
steady states, the auxiliary master equation approach
(AMEA). We studied the generalized Kondo (GK) and
the local moment (LM) phase of this model in equilib-
rium as well as their extension out of equilibrium.
In order to assess the validity of our approach, we first
compared the results with the ones obtained with a di-
rect MPS time evolution of the Hamiltonian (HMPS).61
HMPS is faster than AMEA and it can treat a larger
number of bath sites in equilibrium, but, on the other
hand, it cannot deal with a nonequilibrium steady state,
due to the lack of a dissipation mechanism. We found
that the spectral function, the self energy and the power-
law exponents of these quantities agree very well between
AMEA and HMPS, see Fig. 4. Furthermore, we imple-
mented a scheme to find the phase boundary upon linear
extrapolation of the power-law exponent of the self en-
ergy in the GK phase. The phase boundary obtained in
this way agrees quite well with previous NRG results, see
Fig. 6.
Out of equilibrium, we observe a splitting of the Kondo
peak in the spectral function and in the self energy as a
function of the bias voltage, see Figs. 7(a) and (b), as in
the case of the conventional Kondo effect. On the other
hand, the differential conductance appears to display a
peculiar maximum at finite bias voltage, Fig. 7(c), which
could be caused by the shift of the hybridization func-
tions at finite bias voltages. Due to the error bars, it
is not clear, whether this maximum can be considered a
genuine feature of the model. We are not aware of any
other work on this model displaying this feature. For ex-
ample, in Ref. 47, the conductance maximum occurs at
zero bias. However, this work also does not show a split-
ting of the Kondo resonance at finite bias voltages. The
authors attributed this to the fact that the system is not
in the limit of large interactions. A comparison with our
results is difficult, since the position of the pseudogap as
a function of voltage is considered differently in our pa-
per. More specifically, while in Ref. 47 the pseudogap is
fixed at ω = 0, in our case it moves with the chemical
potentials of the two leads, consistent with a rigid shift
of the two leads.
Strictly speaking, what we observe in the Kondo
regime, is the result of a superposition of the (pseudogap)
GK effect with a small contribution from the ordinary
one. This is, due to the fact that the imperfect mapping
produces a nonzero residual Γresid = −=∆Raux(0) ≈ 0.39,
even at zero bias voltage. However, the contribution from
this residual DOS is negligible, since the resulting Kondo
temperature TK,resid ≈ 0.0025 is much smaller than the
temperature of our data T ≈ 20TK,resid.89 Therefore, the
Kondo resonances shown in Fig. 7(a) and (b) are clearly
dominated by the pseudogap GK effect.
It would be clearly desirable to be able to extend an
accurate mapping of the hybridization function down to
smaller |ω| values. This would further reduce the contri-
bution of the ordinary Kondo effect and it would allow for
a more accurate analysis of the low-frequency behavior.
In previous works, Refs. 50,56, we demonstrated that the
accuracy of the mapping increases exponentially upon in-
creasing the number of bath sites. However, this is only
true, if we find good enough minima of the cost func-
tion measuring the difference between ∆aux and ∆phys.
This has, so far, turned out to be difficult for the PSG
model studied here. In order to resolve the power-law
with the cusp, bath sites on all energy scales would be
required, as used in NRG. To make progress in this di-
rection, we tried to fit the hybridization function on a
logarithmic frequency grid and/or include its power-law
exponent explicitly into the cost function, but without
success so far. The fit seems to be quite unstable in all
of these cases.
On the technical side, this work presents a development
of the AMEA Lindblad many-body impurity problem
within a matrix product states algorithm. Due to the re-
duced local Hilbert space obtained by separating the de-
grees of freedom, the present implementation is faster and
more stable than the one of our previous work, Ref. 56.
On the other hand, the disadvantage of the structure used
here is that additional long-range couplings between the
impurity and the baths are introduced, as illustrated in
Fig. 2, and the entanglement must be carried across the
sites in between, which causes the bond dimension to in-
crease. An obvious way to avoid this is a “fork” structure,
in particular, a “double fork”, which has three bonds at
the impurity, instead of two. This structure naturally
takes into account the spin separation as well as the sep-
aration between full and empty baths and, at the same
time, only has nearest neighbor couplings. The disad-
vantage of this scheme is that it cannot be represented
by MPS, because of the third bond, and it thus requires
the implementation of a new tensor network, similar to
the one described in Ref. 61. Work along these lines is in
progress.
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Appendix A: Construction of a nonequilibrium
system from equilibrium bath parameters
Here, we show two results concerning the representa-
tion of a noninteracting fermionic bath in terms of Lind-
blad open systems, focussing on a geometry that is suit-
able for a treatment with MPS. As discussed in our previ-
ous work,56 for the sake of an MPS treatment, it is conve-
nient to connect the impurity to a bath which is full and
one which is empty. Each of the two baths should have a
one-dimensional chain geometry and couple on each side
of the impurity. This geometry guarantees a slower prop-
agation of entanglement. For this reason, in App. A 1 we
show, how to represent an arbitrary hybridization func-
tion as originating from a full and an empty bath. This
is valid both for a nonequilibrium as well as for an equi-
librium φ = 0 hybridization function. In our paper, it
is convenient to start with such a representation for the
fit of an equilibrium bath and then use this solution to
produce a full-empty representation for a finite voltage
φ 6= 0. How this is done, is shown in App. A 2.
1. Splitting into a full and empty bath
The effects of an arbitrary noninteracting fermionic
bath on a single-site impurity are completely described by
its hybridization function ∆(ω) in Keldysh space. Here,
we show that any (equilibrium or nonequilibrium) ∆ can
always be split as ∆ = ∆F + ∆E , where ∆F describes
a full (F) and ∆E an empty (E) (equilibrium) bath. As
discussed above, these two baths are represented by a
Lindblad equation, where Γ(1) = 0 or Γ(2) = 0, respec-
tively.
For better readability, we omit the frequency argument
ω and introduce the two components of the hybridization
function
∆Ri ≡ =∆R , ∆Ki ≡ ∆
K
2i
. (A1)
In equilibrium, these two components are linked via the
fluctuation-dissipation theorem,
∆Ki = ∆Ri(1− 2f(ω − µ)) , (A2)
where f is the Fermi function and µ the chemical poten-
tial. For a full/empty equilibrium bath the relation
∆KiF/E = ∓∆RiF/E (A3)
follows from Eq. (A2) for f ≡ 1 (F) or 0 (E), respectively.
We can, therefore, decompose
∆Ki = ∆KiF + ∆
Ki
E = −∆RiF + ∆RiE ,
∆Ri = ∆RiF + ∆
Ri
E ,
which gives
∆RiF/E =
∆Ri ∓∆Ki
2
. (A4)
Note that Eqs. (A2) and (A3) are equilibrium properties.
Therefore, these are valid for any component of each one
of the two (uncoupled) baths, E and F , and in particular
for the Green’s function matrix. Moreover, a matrix in-
version preserves these relations. However, for a matrix
Aβ , β ∈ {R,K}, such as the Green’s function or self en-
ergy matrix, one has to replace the imaginary part (A1)
with the anti-Hermitian part, i.e.:
ARi =
1
2i
(AR −AR†)
AKi =
1
4i
(AK −AK†)
(A5)
Notice that the Keldysh component AK is anti-
Hermitian anyway. In this case (A3) becomes
AKiF/E = ∓ARiF/E , (A6)
Applying Eq. (A5) to the Green’s function matrix of
one of the two uncoupled baths (cf. Eqs. (40) and (41) in
Ref. 49),
(
G−1
)R
= ωI −E + i
(
Γ(1) + Γ(2)
)
,(
G−1
)K
= −2i
(
Γ(2) − Γ(1)
)
,
results in (
G−1
)Ri
= Γ(1) + Γ(2) ,(
G−1
)Ki
= Γ(1) − Γ(2) .
(A7)
Inserting this result further into Eq. (A6) yields that a
full bath has Γ(1) = 0 and an empty one Γ(2) = 0, as
expected, (
G−1
)Ri
F
= Γ(2) ,
(
G−1
)Ri
E
= Γ(1) . (A8)
Notice that this splitting procedure does not change
the properties of the impurity. Furthermore, it can be
carried out also for an equilibrium bath or for a situation
in which the leads are partially full or partially empty. A
crucial point is that in MPS, it is always convenient to
split the baths in this way, because the entanglement is
less severe, see Ref. 56.
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2. From equilibrium to nonequilibrium
As discussed, we start by fitting a bath in equilibrium
and then we split it into a full and an empty one, see
Fig. 10. In fact, it turns out that such a geometry natu-
rally comes out for a chain geometry fit.
For the situation depicted in Fig. 10(b) the fit produces
the following Lindblad matrices, assuming PH symmetry,
E =

E˜
τ 0
t
0
0 t εf t 0
0
t
0
E˜
 (A9)
and
Γ(1) =
 Γ˜
τ
0 0
0 0 0
0 0 0
 , Γ(2) =
 0 0 00 0 0
0 0 Γ˜
 .
Here, E˜ and Γ˜ are NB/2 × NB/2 block matrices and
each matrix Aτ is A with the order of indices inverted
and different signs, see Eq. (27) in Ref. 50, for the ex-
act relations. For MPS, E˜ and Γ˜ should be tridiagonal,
which corresponds to having nearest-neighbor hoppings
and Γ terms only. The retarded hybridization function
of, for instance, the full bath is then given by
∆RF (ω) = t
2γ¯R(ω) (A10)
with the boundary Greens function
γ¯R(ω) =
[(
ωI − E˜ + iΓ˜
)−1]
11
(A11)
and the Keldysh hybridization function ∆KF (ω) is fixed
by Eq. (A3). The result for the empty bath follows from
PH symmetry.
µ
(a)
(b)
FIG. 10: (a) Impurity (red sphere) coupled to a partially filled
bath (semicircle) at chemical potential µ. (b) The same hy-
bridization function can be obtained by coupling the impurity
to a full and empty bath with appropriate DOS.
∆ε
(a)
∆ε
(b)
FIG. 11: (a) Impurity (red sphere) coupled to a partially filled
left bath and a partially filled right bath (semicircles), whose
chemical potentials differ by 2∆ε. (b) The same situation
with two full (blue) and two empty (white) baths.
Instead of the equilibrium situation in Fig. 10(a), we
would now like to represent a nonequilibrium one, as de-
picted in Fig. 11(a). If the total DOS is fixed, this is ob-
tained by reducing the hoppings to the impurity by 1/
√
2
and by doubling the number of bath sites and shifting
their on-site energies by ±∆ε. Then Fig. 10(b) schemat-
ically becomes Fig. 11(b), which can no longer be repre-
sented in a chain geometry (with tridiagonal matrices).
The matrix in Eq. (A9) becomes
E′ =

E˜
τ
+ ∆εI 0
0
t′
0 0
0 E˜
τ −∆εI 0
t′
0 0
0 t′ 0 t′ εf t′ 0 t′ 0
0 0
t′
0
E˜ −∆εI 0
0 0
t′
0
0 E˜ + ∆εI

(A12)
with t′ = t/
√
2 and, correspondingly, Γ(1) and Γ(2).
In this situation, Eq. (A10) still holds, but instead of
Eq. (A11), we have
∆RF (ω) =
t2
2
(
γ¯R(ω + ∆ε) + γ¯R(ω −∆ε)) .
However, the matrix (A12) is not suitable for MPS, as
it is not tridiagonal. To make progress, we observe that
∆RF (ω) can be obtained by considering the following ma-
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trix in block form
h′ =

0 t′ 0 t′ 0
t′
0
E˜ − iΓ˜−∆εI 0
t′
0
0 E˜ − iΓ˜ + ∆εI

and employing Dyson’s equation,
∆RF (ω) = ω −
1
[(ωI − h′)−1]11
. (A13)
For MPS we need a tridiagonal form, as discussed above.
This can be achieved with a Bi-Lanczos transformation.
All we need is that [(ωI−h′)−1]11 remains invariant. The
transformation is produced by a matrix (here the upper
block is 1× 1 and the lower is NB ×NB)
U =
(
1 0
0 U˜
)
, (A14)
where U is, in general, non-unitary, yielding
h′′ = U−1h′U
=
 0 t′′ 0t′′
0
H ′′
 .
Here, the non-Hermitian tridiagonal matrixH ′′ identifies
the new parameters of the full (F) bath,
E˜
′′ ≡ H
′′† +H ′′
2
,
Γ˜
′′ ≡ H
′′† −H ′′
2i
,
(A15)
while the ones of the empty (E) bath are obtained by PH
symmetry, see Eq. (27) in Ref. 50.
Note that, since U˜ is not unitary, E˜
′′
and Γ˜
′′
are not
simply obtained by transforming E˜ and Γ˜, separately.
This can, and in our case does, produce Γ˜
′′
that are not
semi-positive definite, as should be required for the Lind-
blad equation. Still, the steady state we obtain is stable
and the spectral functions turn out to be causal. The
reason is that the new parameters originate from semi-
positive definite matrices.
Appendix B: Symmetry considerations and error
estimation
In principle, we can calculate four Green’s functions
individually, Gασ with σ ∈ {↑, ↓} and α ∈ {<,>}. The
system, though, is PH symmetric, which relates the lesser
and the greater Green’s function to each other, and it is
spin symmetric. Therefore, the following relations must
be fulfilled,
G<σ (x) = −G>σ (−x) , (B1)
Gα↑ (x) = G
α
↓ (x) , (B2)
for x being either t or ω. This reduces the number of
actually independent Greens functions to only one. Thus,
in order to obtain the spectral function, for example, it
is in principle sufficient to calculate only one Gασ , then
construct Gα¯σ with α¯ 6= α from Eq. (B1) and evaluate
Eq. (11). We refer to this as protocol 1.
However, if we calculate Gασ with AMEA employing
MPS, the symmetry relations, Eqs. (B1)-(B2), are not ex-
actly fulfilled. This is, due to the approximations within
the MPS calculation, more specifically, due to the trunca-
tion and Suzuki-Trotter errors. Fig. 12 shows the conse-
quences of these violations at the example of the spectral
function.
FIG. 12: Auxiliary spectral functions A(ω) obtained from
different raw data for symmetry considerations and error es-
timation, see text.
We can see that the spectral functions determined from
only one Gασ , according to protocol 1, are symmetric by
construction, Aασ(ω) = A
α
σ(−ω), but they differ from each
other, Aασ(ω) 6= Aα¯σ¯(ω) for α 6= α¯ and σ 6= σ¯. The area
enclosed by the four different solutions is color-shaded
and the solid curve in the center is the average of these
solutions, which we call symmetrized spectral function in
this paper. The deviations of the borders of the shaded
area from the symmetrized spectral function can be used
as a measure for the symmetry errors throughout the
MPS calculation.
In this figure, we can also see the spectral functions
naively determined from two Green’s functions, G<σ and
G>σ , by evaluating Eq. (11) directly, without enforcing
PH symmetry. We refer to this as protocol 2. These
spectral functions are not exactly symmetric, Aσ(ω) 6=
Aσ(−ω), as discussed above, but they are close to the
symmetrized spectral function and they lie almost en-
tirely within the shaded area for almost all bias voltages
(except φ = 0.8 and φ = 1).
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Throughout this paper, we display also other, in prin-
ciple symmetric, quantities as symmetrized curves with
errors in the form of color-shaded areas, obtained by pro-
tocol 1. Specifically, the self energy and the differential
conductance are represented in this way, see Figs. 4, 7 and
8. For the differential conductance, we also consider de-
viations arising by protocol 2 and plot the corresponding
errors separately, as bars, in addition to the shaded area,
see Figs. 7(c) and 8(c). For the other quantities these er-
rors lie almost entirely within the shaded area, anyway,
and their inclusion does not make any difference. The
differential conductance, though, being obtained as a nu-
merical derivative of these quantities by Eqs. (14) and
(15), is more sensitive to deviations.
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