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ABSTRACT 
We consider the bordered matrix 
with the rank additivity condition and 
which is a g-inverse of M. We give the necessary and sufficient conditions for C, to 
be a g-inverse, outer inverse, reflexive g-inverse, and Moore-Penrose inverse of A. 
As a special case, we give necessary and sufficient conditions for M to be nonsingular 
and explicit expressions of Ci in M-l. Moreover, we give a method for computing 
any outer inverse of a matrix. 
1. INTRODUCTION 
This paper deals with a bordered matrix of the type 
(1.1) 
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which satisfies the rank additivity condition 
rankM=rank(t)+rank(t) 
= rank(A,B)+rank(C,O), (1.2a) 
where A E CmXn, B E CmXp, C E Cqxn. The bordered matrix shown in (1.1) 
arises often in various fields of applied mathematics, for example, quadratic 
programming with equality constraints, some kinds of two-dimensional inter- 
polation, linear statistical inference, etc. 
Let 
(1.3j 
where the partition of G is conformable with that of M. Let G be a 
g-inverse of M. In Section 2 we will give necessary and sufficient conditions 
for C, to be a g-inverse, outer inverse, reflexive g-inverse, and Moore- 
Penrose (MP) inverse of A, respectively. In Section 3 we will give necessary 
and sufficient conditions for M to be nonsingular and give explicit expres- 
sions of Ci in M-l. Moreover, we will give a method for computing any 
outer inverse of a matrix A. 
We adopt the following notation and definition. 
c:,IXn = the set of m x 72 complex matrices of rank r, 
R(A) = the range of a matrix A, 
N(A) = the null space of a matrix A, 
A- =a g-inverse of A, i.e., AA-A = A, 
A- =a reflexive g-inverse of A, i.e., AATA = A, A;AA, = A,, 
A =an outer inverse of A i.e A AA = A,, 
A’ = the Moore-Penrose inverse oi A, r 
{A-} = the set of all g-inverses of A, 
{A;} = the set of all reflexive g-inverses of A, 
(A,.} = the set of all outer inverses of A, 
P L,M = the projector on L along M, where L@ M = C", 
PL = the orthogonal projector on L. 
DEFINITION. Let 
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For fixed i, j (i, j = 1,2), a matrix Xij is called a Gij-matrix if there is some 
matrix G E (M-} (see below) such that Xii = Gij. 
Denote the sets of all Gij-matrices by {Gij), i,j = 1,2. 
Let G be as in (1.3). Then G E (M-) iff the following four equations 
hold: 
AC,A + BC,A + AC& - BC,,C = A, (1.4a) 
AC,B + B&B = B, (1.4b) 
CC,A + CC& = C, (1.4c) 
CC,B = 0. (l/Id) 
We now restate some results of Mitra [l] in the following Lemmas 1, 2, 
and 3. 
LEMMA 1. Let M satisfy the conditions (1.2a). Then 
(1) B&B = B, CC& = C; 
(2) CC,B = 0, CC,A = 0, AC,B = 0; 
(3) BC,A = AC& = BC,C. 
LEMMA 2. lf M satisfies the condition (1.2a>, the matrices AC,A, BC,A, 
AC,C, and BC,C are unique with respect to the choice of a g-inverse G of M. 
We denote the common unique matrix BC,A = AC,C = BC,C by S. 
Clearly 
R(S) c R(A) n R(B), R(S*) c R(A*)n R(C*). (1.5) 
It has been shown in [3] that the inclusions here can be replaced by equality, 
I.e., 
R(S) = R(A)n R(B), R(S*) = R(A*)n R(C*) (1.6) 
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LEMMA 3. 
(1) For any choice of g-inverses of B, C, and E,AF,, 
0 
B- -SAC-)+( _;-A)Q(L-AC-) 
is a g-inverse of M, where E, = I- BB-, Fc = I - C-C, and Q = 
F,(E,AF,)- E,. 
(2) (Block independence in g-inverse) The equations (1.4a)-(1.4d) can be 
replaced by the following four: 
AC,A = A -S, AC,B = 0, CC,A = 0, CC,B = 0, (1.7a) 
BC,B = B, B&A = S, (1.7b) 
cc,c = c, AC& = S, (1.7c) 
BC,C = S. (1.7d) 
The equations (1.7a)-(1.7d) imply that the blocks of a g-inverse of M are 
independent of each other if the condition (1.2a) holds, i.e., even though Ci 
(i = 1,2,3,4) come from different g-inverses of M, the new composite matrix 
G shown in (1.3) is still a g-inverse of M. The block independence property 
was first noted by Hall [2] under the condition that the matrix A is n.n.d. and 
B* = C, in which case the condition (1.2a) is satisfied by Lemma 2 in [l]. 
LEMMA 4 [S, Theorems 5, 191 
rank = rank XF, + rank Z, (1.8a) 
rank(X,Y) =rankE,X+rankY, (1.8b) 
=rankY+rankZ+rankE,XFx, (1.8~) 
whereE,=l-YY- andF,=l-Z-Z 
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By Lemma 4, we easily obtain the following Lemmas 5 and 6: 
LEMMA 5. The rank additivity condition (1.2a) is equivalent to each of 
the following 
R(“c)nR(;)={O}, R(;;)“R(y)={O): (1.2b) 
R(AF,)n R(R) = (0), R(A*Fa,)n R(C*) = (0); 
rank( AFc , B) = rank AF, + rank B, 
(1.2c) 
(l.zd) 
rank = rank E,A + rankc; 
rank E,A = rank E,AFc = rank AFc. (1.2e) 
LEMMA 6. 
(1) One has 
rank E,A = rank A (1.9a) 
iff 
R(A)n R(R) = {O}. (1.9b) 
(2) One has 
rank AFc = rank A (1.9c) 
i! 
R(A*)n R(C*) = (0). (1.9d) 
(3) Zf the condition (1.2a) holds, then (1.9a, b,c,d) are equivalent to each 
other. 
2. MAIN RESULTS 
Let the matrix M as in (1.1) satisfy (1.2a>, and the matrix G as in (1.3) be 
a g-inverse of M. In this section we will give necessary and sufficient 
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conditions for the matrix C, to be generalized inverses, of different types, of 
the matrix A. We will also give necessary and sufficient conditions for 
{G,,}=(O) and {I%-}= 
I(;(: ?I+ 1). 
THEOREM 1. {G,,) CIA-) @one of the following hokk: 
(1) R(A) fl R(B) = {O) [Equation (1.9b)l, 
(2) R(A*)n R(C*) = IO) [Equation (1.9dI1, 
(3) rank(A, B) = rank A + rank B, 
(4) rank 
A 
( 1 c 
= rank A + rank C, 
(5) rank E,AF, = rank A, 
(6) rank E,A = rank A, 
(7) rank AF, = rank A, in which case C, E {G,,} ifl C, can be expressed 
as 
C, = F,(AF,)-A(E,A)- E, + Z, (2.1) 
where Z is an arbitrary solution of the equation 
(2.2) 
Proof. The first “iff’ follows from (1.7a), (1.61, Lemma 5 and Lemma 6, 
and the condition (1.2a). 
Note that if (6) and (7) hold, we have 
A( E,A) - E,A = 
Put 6, = F,(AF,)-A(E,A)- E,. 
(AF,)_A(E,A)_ E KE,AF,)_1. 
Lemma 3. Using c’,, (2.1) can be 
A, AF,(AF,)-A = A. (2.3) 
It is easy to check that c’, E {A-) and 
Hence 6, = F,(E,AF,)-E, E {G,,} by 
rewritten as 
r “‘1 = c’, + z. (2.1’) 
We now proceed to the proof of the second “iff.” 
If: Let C, be as in (2.1’) with the condition (2.2). Then we can verify 
that C, E {G,,) by (2.3) and the properties of 6,. 
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Only if: Let C, E (G,,). Since c’, is a g-inverse of A, C, = Ci + Z for 
some Z satisfying AZA = 0. Furthermore, since C, E IG,,), Z must satisfy 
(2.2) by (I.7a). 
This completes the proof. m 
THEOREM 2. C, is an outer inverse of A iff C, can be expressed as 
C, = Fc( E,AF,); E,. (2.4) 
Proof. It is evident that C, defined by (2.4) is an outer inverse of A and 
is a G,,-matrix by Lemma 3. Thus we need only to prove the necessity. 
Let C, E (G,,} and C, be an outer inverse of A. From (1.7a), we obtain 
C,B = 0, cc, = 0, (2.5) 
and 
C, = C, E, = F,C, = F,C,E,. (2.6) 
Since E,S = 0, we have E,A = E,AC,A = E,AC,E,A by (2.6). Hence 
C, = (E,A)-. Moreover, we have 
rank C, = rank C,A = rank C, E,A 
= rank (,?,A) - E,A = rank E,A 
Thus 
(2.7) 
c, = ( E,A); . 
Further we have 
E,AF&,E,AF, = E,AC,E,AF, = E,AF, 
by (2.6) and (2.81, and 
(2.8) 
rank C, = rank E,A = rank E,AF,_- 
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by (2.7) and (1.2e). Hence C, = (E,AF,)J. Then we obtain 
C, = FCC, E, = %@,AFc), E, by (2.6), 
which is of the form (2.4). This completes the proof. n 
TIIEOREM 3. C, E {AT} iff any one of (1.9a, b,c,d) holds und C, can be 
expressed as 
C, = F,( E,AF,.); E,. 
Proof. Follows from Theorems 1,2 and Lemma 6. n 
THEOREM 4. 
(1) 0 E (G,,} if (1.9b) or (1.9d) holds. 
(2) {G,,} = (O} i# (1.9b) or (1.9d) h o Id s and the matrix B as well as C* is 
of full column rank. 
Proof. (1): (1.9b) or (I.9d) implies that 
C, = F,(AF,)-A(E,A)- E, 
is a G,,-matrix and a g-inverse of A in Theorem 1. Now let 
C,= [I- F,(AF<;)-A]C-, C,= B-[I-A(E,A)-E,], 
C, = B- (A - AC,A)C- = 0; 
then direct verification shows 
G= E {iv-}. 
Conversely, 0 E (G,,} im pl ies S = 0, and then (1.9b), (I.9d) hold. 
(2): If (1.9b) or (1.9d) holds, then BC,C = S = 0. Thus we obtain C, = 0, 
since B and C* both are of full column rank. This proves the sufficiency. 
Conversely, C, = 0 implies that (1.9b) or (1.9d) holds. If N(B) # {0), we can 
build a nonnull matrix ra* which is a G,,-matrix, where x E N(B). This 
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results in contradiction, Therefore B and similarly C* must be of full column 
rank. This proves the necessity and completes the proof. n 
THEOREM 5. 
&i= ($ co+). 
Then G E (M-1 iff 
(2) One has 
A*B = 0, CA* = 0. (2.9) 
C, E C{1,4}, C, E B{1,3), BC,C = 0 
I 
(2.10) 
R(B) = N(A*), R(C*) = N(A). (2.11) 
(3) One has 
i# (2.11) holds and 
BE CFxp, c E c;-. (2.12) 
Proof. (1) If: (2.9) pl Im ies that A+B=O, CA+=O, B+A=O, AC+=O. 
Thus a direct verification shows fi E (M-1. 
Only if: d E{M-} . pl im ies A+ E{G,,}. Thus from (1.7a) we obtain 
A+ B = 0 and CA+ = 0, which is equivalent to (2.9). 
(2) If: (2.11) pl im ies that (2.9) holds; thus i6i E (M-1 by the conclusion 
in (1). Hence we have 
{M-}={Q+(Z-$M)K+L(I-Ma)iK,Larbitrary}. (2.13) 
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Since AA+ + BB+ = 1 and AfA + C+C = Z by (2.11), we have 
Substituting these into (2.13), we obtain 
{M-}= 
A+ c++L&-cc+) 
B++(Z-B+B)& (I-B+B)K,+L,(I-CC+) ii ' (2.14) 
where L,, L,, K,, K, are arbitrary. We note 
(C’+ L,(I - CC+)JL2 arbitrary} = C(1,4}, 
{B++(Z- B+B)K,IK, arbitrary)= B(1,3), 
and - C, = (I - B+ B)K, + L&I - CC+) satisfies BC,C = 0. Hence (2.14) 
implies (2.10). 
Only if: Let (2.10) hold. Then {G,,) = {A+). Now A+ E (G,,} implies that 
(2.9) holds from the conclusion in (1). We furthermore conclude that 
WA) n N(C) = IO), N(A*)n N(B*)= {O). (2.15) 
Otherwise, for example, if N(A*) n N( B*) # (0}, then we can pick a vector 
0 # y E N(A*)n N(B*) to build a matrix A+ + xy * which is also a G,,-matrix 
for any x # 0. This results in a contradiction to the fact that (G,,) is a 
singleton {A+}. It is easy to show that the combination of (2.9) and (2.15) is 
equivalent to (2.11). 
(3): We can see from (2.14), {M-) is a singleton 
iff (2.11) holds and I- B+ B = 0, I- CC+ = 0, which is equivalent to (2.12). 
This completes the proof. n 
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3. THE CONDITIONS OF THE NONSINGULARITY OF M = ; 
( 1 
; 
AND A METHOD FOR COMPUTING AN OUTER INVERSE OF 
THE MATRIX A 
In this section we shall first discuss necessary and sufficient conditions 
for the nonsingularity of the bordered matrix 
where A E C’nxn, B E CtnXp, C E Cqxn, and 
n+p=m+q. (3.1) 
If M is nonsingular, we let 
(3.2) 
We shall give explicit expressions for Ci, i = 1,2,3,4 and discuss cases which 
are similar to Theorems l-6 of the previous section. 
Finally we shall consider an inverse problem: Let X be a given outer 
inverse of a matrix A. Are there matrices B and C which make the matrix M 
be nonsingular and its inverse be 
( 1 x *2 * *’ 
We shall answer this question a&natively and give a method of construct- 
ing the matrices B and C. Moreover, we shall give methods for computing 
some important generalized inverses such as A+, A&, ACd’ A# and A:;:). 
Throughout this section we let E, = I - BBf = Py,,; and F, = l- 
c+ c = PhyC). 
THEOREM 6. Let B and C* both be of full column rank. Then the 
following statements are equivalent to each other: 
(1) M is nonsingular, 
(2) R(AFc)n R(B)=(O}, rank AFc +rankB = m, 
(3) R(A*Fa.)n R(C*) = {O}, rank E,A +rank C = n, 
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(4) (AF,, B) is offull row rank, 
(5) ( E,AC ) is of fd column rank, 
(6) AN(C)@R(B) = C”, 
(7) A*N( B*) @ R(C*) = C”. 
Proof. We need only to prove that (1) (2) (4) and (6) are equivalent to 
each other; the proof of the equivalence between cl), (3), (5), and (7) is 
similar. 
(1) 3 (2): If M is nonsingular, then the condition (1.2a) holds. Hence 
R(AF,) n R(B) = (0) by Lemma 5. Moreover, we have 
rank AF, + rank B = rank A 
( 1 C 
- rank C + rank B 
=n-q+p=m. 
(2) j (1): Since R(AF,) n R(B) = IO} is equivalent to (1.2a), we have 
rank M = rank + rank B 
= rank AF, + rank C + rank B by Lemma 4 
=m+q, 
which shows that M is nonsingular. 
(2)=(4): (2) pl im ies that R(AF,, B) = R(AF,)@ R(B) = C”‘. Hence the 
matrix (AF,, B) is of full row rank. 
(4) * (2): (4) implies that rank(AF& B) = m. Hence we have rank AF, 2 
m-rankB=m-p=n-q=n-rankC=rankFc and then rankAFc= 
rank F,. Thus rank AF, + rank B = rank F, + rank B = n - q + p = m. On the 
other hand, since R(AF,) + R(B) = R(AF,, B) = C”‘, we must have R(AF,) 
I-I R(B) = (0). 
The equivalence between (2) and (6) is evident. 
This completes the proof of the theorem. 
COROLLARY 1. Let M be nonsingular and M- ’ be as in (3.2). Then: 
(1) One has 
C, = F,( E,AFc)+ E, = (E,AF,)+ 
= pN(c),[**N(B*)]~ A-P Ah’(C), R(B)’ 
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where A- is any g-inverse of A. Moreover, C, is an outer inverse of A and 
NC,) = N(C), NC,) = R(B). 
(2) One has 
Moreover, C, is a right inverse of C, i.e., CC, = 1. 
(3) One has 
Moreover, C, is left inverse of B, i.e., C,B = 1. 
(4) One has 
C?=B+[A-A(EgAFc)+A]C+ 
and 
NC,) = B+ [R(A) n B(B)] > (3.3a) 
(3.3b) 
Proof. When M is nonsingular, the condition (1.2a) is automatically 
satisfied. The matrix displayed in Lemma 3 is unique, irrespective of the 
choice of g-inverses of B, C, and E,AF,. Thus we can take the MP inverse 
in each case. Therefore we obtain 
C, = Fc( E,AFc) + E,. 
Since 
R(&AFc)+) = R(F,A*E,)cR(F,), 
we have 
F,( E,AF,) + = (E,AF,) +. 
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Similarly 
(b&)+% = bW%)+. 
c, = ( E,AF,)+. 
Moreover. 
rank C, = rank E,AFc = rank E,A by Lemma 5 
=n-rankC-rankF, by Theorem 6. 
Hence we have R(C,) = N(C). Similarly N(Crl= B(B). 
C, is an outer inverse of A by Theorem 2. Hence we obtain R(ACrl= 
AN(C), N(AC,) = N(C,) = R(B), R(C,A) = R(C,) = N(C), and NC,A) = 
N(E,A) = R(A*E;) L = [A*N(B*)] I. By using projectors, we have 
Then 
AC1 = PAN(C),R(B)~ ClA = phyc).~**iv(B*)]~ 
The proof the rest of the corollary is easy and is omitted. This completes 
the proof. n 
NOTE 1. In general the outer inverse A(“) r s of A with prescribed range 
T and null space S (see’[5, p. 611) has the explicit expression 
A’;js = P, (A*S~)~A- PAT s ’ 
where A- is an arbitrary g-inverse of A. 
NOTE 2. If the conditions (I.2a), (I.Sb), and (1.9d) hold, we can obtain 
R(A) = AN(C), R(A*) = A*N(B*). 
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COROLLARY 2. I?_& A E Crxn, and M be a matrix with n -t p = m + 4 as 
in (1.1). Then M is nonsingular, and its inverse is of the form 
qy B E cy;“‘-“, c E qyxn, and one of the following conditiorx holds: 
(1) K4)n R(B) = (01, II( fl(c*) c- (01; 
(2) R(A)@R(B) = C”‘, N(A)@N(C) = C”; 
(3) AA* + BB* and A*A + C*C both are p.d.; 
(4) (A, B) is of full row rank and is of full column rank, in which 
case C, E{A~I with NC,)= N(C) a 
Moreover, we have 
‘1 = PN(C),A’(A)A- PR( ),A(B) = (A+A + C+ C)-‘A+ (AA+ + BB+)-‘, 
(3.4a) 
CL? = PN(A),N(C) C+=(A+A+C+C)-‘c+, (3.4b) 
c, = B+$I(~),~(/,)= B+(AA++ BB+)-‘. (3.4c) 
Proof. We need only to prove (3.4a, b, c); the rest follows from Theo- 
rems 3,4,6, Corollary 1, and Note 2. By the easily proved formula 
where T and S are subspaces of C” such that T @S = C”, we have P 
= AA+uA+m+ I-‘, PNvJ,N(A~ = PR*(A*~,A(C*~ = 
(A+A + c+c>“-‘QT~~ 
Hence we can obtain (3.4a, b, c). This completes the proof. m 
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From Theorem 5 and 6, we can state a further result. 
COROLLARY 3. Let M be a square matrix as in (1.1). Then M is nonsingu- 
lar and its inverse is 
M-I=(;: “;) 
iflA E C:,lXn, B E C,‘f~~“‘-“, C E C!,‘f_~r)x” and A*B = 0, AC* = 0. 
We now turn to developing a practical method for computing any given 
outer inverse inverse of A. 
TIKOREM 7. Let A E C”‘x”, and let ,X E C”x”’ he an outer inverse of A. 
Then we can find matrices B and C such that the square matrix 
is nonsingular and its inverse is 
M-l= 
X (I-xA)c+ 
B+(Z-AX) B+(AXA-A)C+ 
(1.1) 
(3.5) 
Proof. Let B and C* both be of full column rank and satisfy the 
condition 
R(B) = N(X), R(C”) = N(X*). (3.6) 
Then AN(C) = AR(X) = R(AX), R(B) = N(X) = N(AX). Hence we obtain 
AN(C)@R(B) = R(AX)@N(AX) = C”‘. (3.7) 
Thus, by Theorem 6, M is nonsingular. Let M-’ be as in (3.2). Then, by 
Corollary 1, 
c, = F,( E,AF,) + E, = ( E,AF,)+ (3.8) 
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is an inverse of A with range and null space 
R(C,) = N(C) = R(X), N(C,) = R(B) = N(X). (3.9) 
By (3.91, we obtain 
Cl = C,(AX) = (C,A)X = X. 
This shows the following fact: Two outer inverses of A with same range and 
null space must be equal. 
By Corollary 1 again, we can obtain (3.5). This completes the proof. 
For the bordered matrix which was considered by Hearon [6], 
(3.10) 
where A E CFx”, K E CT;““, we have the following conclusion. 
COROLLARY 4. Let A E Cmxn, K E Cpnxp. Then ti is nonsingular iff 
AN( K*) @R(K) = C”, (3.11) 
in which case the inverse of iG is 
a-1 = 
A(&) (I - A:,;‘A)K+* 
K+(I-AA\L~)) K+(AA\i;)A_A)K+* 
where L = N( K *) and A\L{) is the Bott-Du.n inverse of A with respect to the 
subspace L(see [5, pp. 86-901). 
In particular, if K E Czc!n-r), then ti is nonsingular i,ff 
R(A)n R(K) = {0} and R(A*) n R(K) = (O}, (3.13) 
in which case the block in the lower right corner of 8-l is a null matrix. 
Moreover, if A is an EP matrix and K E C,“?!“-“, then [6] 
fi isnonsingular iff R(A)nR(K)={O} or N(A)nN(K*)=(O}. 
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COROLLARY 5. 
(1) [71 Let A E Crx", und let H and K be p.d. matrices of order m and n 
respectively. Let U E C,z?>“‘-‘), V E C,‘,‘x!“-‘) be such that 
A*U=O, AV=O. (3.14) 
Then the matrix 
(3.15) 
is nonsingular, and its inverse is 
M-‘= 
A+ 
(U*H-I;)-IU” 
V(V*KV)-’ 
i 
0 ’ 
(3.16) 
(2) Let A E Cnx” 
satisfy the condition 
be of index k, and let U, V be of full column rank and 
Then 
R(U) = N(A*k), R(V) = N(Ak). (3.17) 
is nonsingular, and its inverse is 
A@’ v(u*v)-’ 
(u*v)-‘u* -(U*V)-‘U*AU*+ 
A@’ v(u*v)-’ 
(u*v)-‘u* i -V+AV(U*V)-' ' 
(3.18) 
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In particular, when index A = 1, then 
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where Acd',A# are the Drazin inverse and group inverse of A. 
(;* g-l= [(u*;;_lu* “y-l), (3.19) 
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