Abstract. In this paper, we study the single-vortex solutions of a two-dimensional high-κ high-field Ginzburg-Landau model of superconductivity with a constant applied current. Under a nondegeneracy condition and for appropriate ranges of the applied magnetic field and applied current, we construct some special solutions which, up to a constant shift of phase in time, are the stationary solutions of the model equation. Our result provides partial justification to the existence of a critical applied current which is the one important step towards a rigorous mathematical characterization of the interactions between the quantized vortices and applied electric current.
1. Introduction. Quantized vortices have a long history that begins with the studies of superconductors. It is well known that Type II superconductors are characterized by the existence of the vortex state, which consists of many normal filaments embedded in a superconductor material. Each filament carries with it a quantized amount of magnetic flux with circulating supercurrent, which is thus named a vortex.
It is important to understand the features of the vortex state, since it is in this state that most superconductors are utilized in applications [26] . The motion of vortices is of particular interest, since this motion dissipates energy and results in an effective resistivity. More specifically, in the vortex state, an applied current generally exerts a Lorentz force on each vortex. The motion of vortices due to the Lorentz force induces an electric field, and thus produces electrical resistance. In practice, many important properties of the superconducting state can be preserved when the Lorentz force can be effectively balanced by vortex pinning forces. The latter can take on various forms, such as those from doping or spatial inhomogeneities.
Quantized vortex phenomena in superconductors have been extensively studied theoretically and computationally within the phenomenological Ginzburg-Landau (GL) model [13, 26] . In particular, the time dependent Ginzburg-Landau (TDGL) model may be used as a prototype model for the study of vortex-current interactions. In recent years, much progress have been made on the mathematical studies of the vortex state in the Ginzburg-Landau models, see for example, [1, 4, 5, 8, 15, 16, 20, 21, 24] . We refer to additional references given in the recent lecture notes [11] and the monograph [20] . The computational studies given in [12] strongly suggest that it is equally enlightening to study an even simpler system: the so-called high-κ high-field (HKHF) model [10, 12] given by Here, A 0 is a time-independent magnetic potential which, for a given applied magnetic field, can be solved from the Maxwell equation. The scalar electric potential Φ a , or the Cooper pairs. Moreover, in the dimensionless form considered here, the material is in the superconducting phase where the magnitude is close to one, and it is in the normal phase where |u| ≃ 0. The locations of quantized vortices are defined by posititions where the order parameter vanishes. For small enough J, solutions of the HKHF system (1.1-1.3) with a single stationary vortex have been shown to exist numerically, see Fig. 1 .1 for two contour plots of the magnitude of numerical solutions computed on the unit square domain for magnetic field near the lower critical value [11] . A constant current is applied along the vertical axis direction which results in the horizontal stationary shift of the vortex center under the influence of the Lorentz force in the direction perpendicular to the applied current, away from the center of the domain. Further numerical experiments in [12] suggest that for large enough J, there are solutions to (1.1-1.3) representing periodic motion of vortices and the subsequent collapse to the normal state for even greater applied current.
Our goal here is to rigorously construct the computationally observed stationary single-vortex solutions for suitable ranges of the applied current and applied field. We begin with an investigation of time-periodic solutions of the form ψ 0 (x, t) = e −idεt u(x) of the HKHF equation, where d ε is an unknown constant depending only on ε. Thus, u = u(x) satisfies [11] .
The linear in time but constant in space shift of the phase (−d ǫ t) of the solution ψ 0 is connected to the freedom in specifying the scalar potential Φ a up to a scalar constant. The latter is a consequence of the gauge invariance of the original TDGL model [9, 12] which, in turn, implies that the time-dependent solution of the HKHF model is allowed to vary up to a global-in-space and linear-in-time shift of its phase. Thus, the solution u of (1.4) can be effectively viewed as a stationary solution of the time-dependent HKHF model in the sense of gauge equivalence. We illustrate later that for some special geometric domain Ω (such as disks and rectangles) and special functions Φ a , it is possible to specify the exact value of the d ε to be 1 |Ω| Φ a due to symmetry properties. In general, we have
In earlier works on the mathematical analysis of the vortex state within the GL framework, such as the pioneering works on the study of vortex solutions given in [4] and [5] and direct construction of multiple vortex solutions in [18] , the appearance of vortices is assured due to the boundary condition imposed artificially. Later, the rigorous connection of the vortex nucleation due to an applied magnetic field was made in studies like [3, 16, 21] . The approach we take in this study differs from the above, mainly due to the fact that the equation (1.4) is not variational. Instead, we follow the technique introduced in a recent work [19] to provide the constuction of single-vortex solutions to the equation (1.4) with a non-zero applied current. The construction of vortex solutions given in [19] was made for the problem
with Neumann or Dirichlet boundary conditions, using a reduction under the assumption that Ω has a non-trivial topology. By assuming some appropriate nondegenerate conditions, we provide, in this work, a more general construction of vortex solutions via a non-variational reduction for problems like (1.4). To put our work in a broader context, we note that given the technological interests of studying vortex interactions with the applied current, there has been numerous calls for in-depth mathematical analysis of the various issues related to the time-dependent G-L models [10, 11] . Indeed, there is now growing attention on the subject, see, for instance, the recent studies on the effect of applied current or voltage using a one-dimensional TDGL models [2, 22, 23] and the study of finite time vortex motion using the two dimensional TDGL with an approximate boundary current condition [25] . In this work, we take a different angle and construct a single-vortex solution by following the approach in [19] . We thus see that, if the applied current is sufficiently weak, the geometric pinning force can counter the Lorentz force generated by the applied current and prevents the vortex from moving across the sample. As a consequence of such force balance, the stationary location of the vortex also varies with the applied current. While there could be an appreciable stationary shift in the vortex position for relatively large values of the applied current, the shift reduces to zero in the limit that the applied current diminishes to zero together with the vortex core size. It can be further illustrated that the shift happens naturally along the direction of the Lorentz force which is perpendicular to the applied current. Putting together, we see that the results of this paper provide a partial justification to the existence of a critical applied current for generating vortex motion. Moreover, the results offer new insight into the rich vortex dynamics of the HKHF model, which in turn shed light on the current driven dynamics of the full TDGL model.
To make the presentation of the key findings in more clear manner, the main results are summarized in Section 2. The rest of the papers is organized as follows. In Section 3, we introduce the approximate solution. In Section 4, an error estimate is given. In Section 5 and Section 6, we study the linear problem and the nonlinear problem respectively. In Section 7, we prove the theorem 2.2 while in Section 8, we sketch the proofs of Theorems 2.3 and 2.4. Finally, connections of the results presented here to other studies are discussed in Section 9.
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Main results.
We now present the main results of the paper in this section. First, we need to introduce some definitions and assumptions. We remark that a nondegenerate zero of Ψ is a stable zero. Here a zero ξ 0 of Ψ is called nondegenerate if Ψ(ξ 0 ) = 0, det(∇Ψ(ξ 0 )) = 0. If Ψ(x) = ∇ψ(x) for some scalar function ψ, then any local minimum or local maximum points of ψ are stable zeroes of Ψ.
Throughout the paper, the functions A 0 and Φ a are assumed to be smooth over Ω. We postpone the definition of Ψ(ξ) to Section 3. Now we state our main results on the existence of single-vortex solutions to (1.4) in general domains.
Theorem 2.1. Assume that A 0 and Φ a are independent of ε. If ξ 0 ∈ Ω is a stable zero point of Ψ defined in (3.6) , then for small ε, there exist a constant d ε and a single-vortex solution u ε satisfying (1.4) . Moreover, the vortex is degree +1 (or −1) and centered at ξ ε such that ξ ε → ξ 0 , and the constant d ε → In the above, both A 0 and Φ a are independend on ε so that we may see the effect of nonvanishing applied magnetic field and applied current when the vortex core size diminishes. In fact, we can also deal with the case that A 0 and Φ a do depend on ε. In this case, Ψ depends upon ε too, which is thus denoted as Ψ ε (the specific form is to be given later in the discussion). To give a proper definition of the degree, we need a stronger non-degeneracy condition as follows. 
where 0 < β < 1 is an arbitrary constant and · C 1,β is the usual Hölder norm. We then have the following theorem. Theorem 2.2. Assume that A 0 and Φ a satisfy
Then for small ε, if ξ ε 0 is a uniformly non-degenerate inner zero point of Ψ ε (ξ) defined in (3.6) below, there exists a constant d ε and a single-vortex solution u ε satisfying (1.4) . Moreover, the vortex is degree +1 (or −1) and centered at ξ ε such that |ξ ε −ξ
Remark 2.1. In the above two theorems, if Ω Φ a = 0, then the constant d ε = 0. In general even if Ω Φ a = 0, the constant d ε may be nonzero. This is strikingly different from the results in [19] .
Next, we consider several specific cases with Ω Φ a = 0 and d ε = 0. More precisely, assume that Ω is the unit disk D in R 2 and Φ a = Jx 2 for some small constant applied current J = 0, then we may consider the steady state solution u = u(x) of (1. Finally, we consider two examples with A 0 given respectively by Our main idea of proving Theorem 2.1 is the finite-dimensional Liapunov-Schmidt reduction method. In [19] , del Pino, Kowalczyk and Musso performed a similar reduction method for the variational problem (1.5). Our analysis here utilizes the
iψ similar to that given in [19] and we adopt a degree-theoretic approach to provide a global construction of the solution. We note that Pacard and Riviere [18] has also developed a reduction theory for Ginzburg-Landau equation which also works for non-variational problems. Their approach takes a different ansatz with vortices glued together and is based on an implicit function theorem. Our results here illustrate that the approach developed in [19] for variational problems can be extended to non-variational problems as well.
Since d ǫ can be replaced byd ǫ + ( Ω Φ a )/|Ω| with a change of notation, we may assume that, with no loss of generality,
in the rest of the paper.
In what follows we just deal with the case that A 0 and Φ a are dependent on ε. As for the independent case, we put α = 0 directly.
The rest of the paper is organized as follows: The ansatz and preliminary estimates are given in Section 3 and Section 4 respectively. In Section 5, we develop the necessary projected linear theory and the nonlinear projected problem is solved in Section 6. Section 7 contains the proofs of Theorem 2.1 and Theorem 2.2. Finally we give a sketch proof of Theorem 2.3 and Theorem 2.4 in Section 8.
For convenience of notation, we denote x ⊥ = (−x 2 , x 1 ) for any vector x, andw the conjugate of the complex-valued w. Moreover, we let C denote a generic constant independent of ε which can take various values.
3. Ansatz. We first introduce the standard single-vortex solutions w ± (z) of respective degrees +1 and −1 in the plane, of the equation
which has the form
with (r 0 , θ 0 ) being the usual polar coordinates and S(r 0 ) the unique solution to
It is well known, (see e.g. [7] ), that S ′ (0) > 0 and
In general, w ± (z) does not satisfy the boundary condition that (i∇ + A 0 )u · ν = 0 on ∂D. To this end, we need to add a phase function ϕ(x) so that both the equation and the boundary conditions are simultaneously satisfied. In this sense, our choice of ansatz provides a global construction. Our first approximation to a solution of (1.4) can thus be written as
where θ(x) = θ 0 (x − ξ) and, by (2.6), the phase function ϕ(x) is the unique real solution of We assume that ξ stays in the following configuration set
Then since
in addition to the condition (2.1), it is easy to see from (3.4), by standard Schauder estimates, that
Here α and β are defined in (2.1).
Throughout the paper, we define
and
Remark 3.2. If A 0 and Φ a are independent of ε, so is Ψ ε obviously. Thus we use Ψ to replace Ψ ε for the sake of convenience.
Remark 3.3. In the end, the vortex point
ξ ǫ 0 satisfies Ψ ǫ (ξ ǫ 0 ) ∼ 0. The fact that Ψ ǫ governs
the location of the vortex comes from mathematical estimations carried out later. Physically this means that the combination of the domain Green's function, representing the geometric pinning force and barrier provided by the magnetic field, and the electric current, representing the effect of Lorentz force, determines the vortex location.
Finally in this section, we introduce the set-up of our problem and an overall strategy of solving the problem.
Denote v(y) = u(εy). Obviously u satisfies (1.4) if and only if v is a solution to
where A 0 (y) = A 0 (εy), Φ a (y) = Φ a (εy) and Ω ε = Ω/ε. We shall set in what follows
where ξ ′ = ξ/ε,θ(y) = θ(εy) andφ(y) = ϕ(εy). Letη: R → R be a smooth cut-off function such thatη(s) = 1 for s ≤ 1 andη(s) = 0 for s ≥ 2. Define
Following the ideas in [19] , we shall look for the solutions of (3.7) with the form
where ψ is small away from the vortex and possibly unbounded nearby, whereas iV 0 ψ is always bounded. 9) we require that φ is bounded (and smooth) near the vortex. Direct computation shows that ψ should satisfy
where
In the above computations, we have already used the equation (3.4) . In the rest of the paper, we proceed to solve (3.10). This will be done in two steps:
Step 1: First, we fix the vortex position ξ and the scalar constant d and solve a projected nonlinear problem for ψ
Here c 0 , c ℓ are coefficients (Larange multipliers) which depend on ξ and d continuously.
Step 2: Then we use a degree argument to solve the reduced finite-dimensional problem c 0 = c ℓ = 0, ℓ = 1, 2 for ξ. [19] is variational (can be used for variational problems), while the approach in [18] is more analytical (can be used for variational and non-variational problems as well).
Preliminary Estimates.
In this section we estimate the error term E(y) defined at (3.15) and boundary term F (y) defined at (3.14).
Lemma 1.
There exists a constant C, depending on δ such that for small ε and all points ξ ∈ Λ, we have
Proof. Straightforward computation gives
and ∆V 0 (y) = iV 0 (∆θ + ∆φ) + 2
Thus, sinceθ is harmonic, we have
Using (3.4) and the fact that ∇S(|y − ξ ′ |)∇θ = 0, we easily get
Observe that |∇θ| = 1 |y−ξ ′ | and
The above estimates allow us to conclude that
From (4.5), the desired estimate (4.2) follows. Recalling that S(r) ∼ Cr as r → 0, (4.1) also holds. On ∂Ω ε , by (3.4) and (4.4), we have
Since now |y − ξ ′ | > δ ε , it is easy to see that
Direct calculation also shows that
The proof is concluded. Using the form of the ansatz in the region |y − ξ ′ | > 2, we see that (3.10) takes the simple form
In terms of the real part and the imaginary part, (4.6) becomes
and ∆ψ 2 + 2 ∇S(|y − ξ ′ |)
where R 1 (y), R 2 (y) are defined in Lemma 1 and, as defined below (3.7),
To study the ansatz near the point ξ ′ , it is more convenient to do this in the translated variable z = y − ξ ′ . We define the functionφ(z) such that
which implies, from (3.9) and (4.8),
We shall write Problem (3.10) in terms of the functionφ. Let us consider the operator L ε defined by
Thusφ should satisfy
Here explicitly, designating that
where L 0 is the linear operator defined by
and E 1 is given by
The term R is 11) while the nonlinear term N (φ) is given by
Observe that, in terms of w, E 1 takes the form
Projected linear theory.
To solve the problem (3.10), we need first to analyze the possibility to invert the operator L ε . It is not expected that this operator to be in general invertible. Indeed, its version L ε in theφ -variable is a small perturbation of the operator L 0 defined in the above section. When regarded in entire R 2 this operator does have a kernel: functions w z ℓ (the derivative with respect to z ℓ such that z = z 1 + iz 2 ) and iw annihilate it. In suitable spaces, these functions are known to span the entire kernel, see [17, 18] . In a suitable "orthogonal" to this kernel, the bilinear form associated to this operator turns out to be uniformly positive definite and hence invertible. As in [19] , we consider the following linear problem, for fixed small δ > 0,
where h(y) = h 1 (y) + ih 2 (y), g(y) = g 1 (y) + ig 2 (y) are two complex-valued functions, w z ℓ is the derivative of w with respect to z ℓ ,w z ℓ is the conjugate of w z ℓ and c 0 is a real constant. We shall establish a priori estimates for this problem. To this aim we shall conveniently introduce adapted norms. In our proof, in order to get the best upper bound 1/6 for α, we let
and σ 1 be any number such that 0 < σ 1 < σ 2 − α.
We set 0 < β < 1. Denote r = |y − ξ ′ | and define
whereĥ(z) = iw(z)h(z + ξ ′ ). In addition, we define
Lemma 2. Assume that ξ ∈ Λ. There exists a constant C > 0, dependent on δ but independent of c 0 , such that for ε sufficient small, any solution of (5.1) satisfies ψ * ≤ C | log ε| h * * + g * * * .
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Proof. The proof is similar to that of Lemma 4.1 of [19] . The minor difference is the effect of A 0 . For the sake of completeness, we include the proof here.
We argue by contradiction. Let us assume the existence of sequence ε n → 0, and the function ψ n , h n and g n which satisfy
with
We observe from (3.11) that the real part of the equation is such that
and hence, integrating on Ω εn \ B(ξ ′ , δ/ε n ), we get the estimate
It follows that c n is bounded. We then assume that c n → c * . Next we will find that actually c * = 0 and that ψ n approaches 0. Let us set ψ n (x) = ψ n (x/ε n ). It can be directly checked, from the bounds assumed, that given a small number δ ′ > 0 we have
Moreover,
Passing to a subsequence, we then get thatψ in Ω \ B(ξ, δ ′ ),
14 This clearly implies c * = 0 and henceψ * 1 is a constant. But by passing the third equality in (5.5) to the limit we see thatψ * 1 = 0. It follows thatψ n 1 → 0 uniformly and in C 1 sense away from the points ξ. This implies in particular that
Let us now consider the imaginary part of the equation. From (3.11) we then argue that
. A suitable use of barriers yields then that
Consider now a smooth cut-off functionη withη(s) = 1 if s < 
Let us compute the equation satisfied byψ n . By (5.6) and (5.7), we observe that, for real and imaginary parts,
.
Thus we get
Before we proceed with the rest of the proof of Lemma 2, we need to establish the following intermediate result which provides an outer estimate. For notational simplicity we shall omit the subscript n in the quantities involved. Lemma 3. There exists positive numbers R 0 , C such that for all large n
Proof. From (4.7) it can be directly checked that the following relations hold for r > 2,
Let us call p 1 , p 2 the respective right hand sides of (5.10) and (5.11). Then we see, provided that σ
The use of a barrier and elliptic estimates then yield
We now use the above to estimate p 1 . Since σ 1 < σ 2 − α, we get
hence by (5.12)
It is easy to see that a supersolution for (5.10) is given by
and hence
Next we estimate ∇ψ 1 . Let us defineψ 1 (z) =ψ 1 (ξ ′ + R(e + z)) where |e| = 1 and R < δ ε . Then for |z| ≤ 1 2 we have
Since we also have |ψ 1 | ≤ CB ′ in this region, it follows from elliptic estimates that |∇ψ 1 (0)| ≤ CB ′ . Since R and e are arbitrary, what we have established is
thus fixing R 0 sufficiently large, we obtain
and also
The lemma is proven.
Proof.
[Continuation of the proof of Lemma 2] Let us go back to the contradiction argument. Since ψ * = 1, and the corresponding portion of this norm of ψ goes to zero on the region r > δ ′ ε for any given δ ′ > 0, we conclude from the previous lemma that necessarily, for some C > 0, . By the orthogonality condition
z ℓ = 0, we then conclude that α 0 = α 1 = α 2 = 0 and hence φ 0 ≡ 0, which is a contradiction to (5). The proof is completed. We next come to the following linear problem
There exists a constant C > 0, dependent on δ but independent of c 0 , such that for all small ε the following holds: if | log ε| h * * + g * * * < ∞, then there exists a unique solution ψ = T ε (h, g) to Problem (5.13) . In addition, T ε (h, g) * ≤ C | log ε| h * * + g * * * .
(5.14)
Proof. Near the point ξ ′ , we recall the definition (4.9) ofφ and the deduction below it. Equation (5.13) is then equivalent to 
Integrating by parts, we write
Since |∇w| = O(ε), |∇ 2 w| = O(ε 2 ) and |φ| ≤ C|ψ|, |∇φ| ≤ C(ε|ψ| + |∇ψ|) on ∂B(0, δ ε ), the boundary integrals can be estimated as
Thus we obtain
Then it holds that by (5.17), (5.18) and (5.19)
On the other hand, it can be easily checked that
Therefore we conclude that, combining (5.16), (5.20) and the estimate above,
Finally, applying Lemma 2 one gets ψ * ≤ C | log ε| h * * + | log ε| ℓ |c ℓ | + g * * * , which implies (5.14).
Next we prove the existence. Consider the relations that ̺ = iV 0 ς and̺(z) = iw(z)ς(z + ξ ′ ). Let us define the space
z ℓ = 0 for all ℓ endowed with the usual inner product (̺, ϑ) = Ωε ∇̺∇ϑ. Problem (5.13) can be written via Riesz's representation theorem in the form φ + K(φ) = P , where K is a linear, compact operator in H, P is determined by h and g. Fredholm alternative then yields the existence and uniqueness assertion. 6. The projected nonlinear problem. This section is devoted to solving Problem (3.10) for a suitable small ψ. Rather than solving this directly, we consider the following intermediate case:
There is a constant C > 0 depending only on δ such that for all points ξ ∈ Λ and ε small, Problem (6.1)- (6. 3) possesses a unique solution ψ with
Proof. Using Proposition 5.1, Problem (6.1)-(6.3) is equivalent to the fixed point problem
Regarding the error R = −ε 2 d ε + R 1 + iR 2 , Lemma 1 yields, for r > 1,
Recalling R the error inφ − coordinates (see (4.11)) we also find
and thus we conclude
Next we make the following claim:
In fact, if r > 2, N (ψ) reduces to (see (4.6) )
The definitions of the * − norm easily yields that in this region
On the other hand, if r < 3, recall N (φ) the operator in theφ − variable, as defined in (4.12). Direct computations obviously show that, from (3.12),
Thus we have
from where the claim (6.5) follows. Finally, it is obviously from Lemma 1 that
Combining (6.4), (6.5) and the estimate above, since
we know A ε : S −→ S. On the other hand, if ψ 1 , ψ 2 ∈ S and r > 2, it is easy to prove
While if r < 3 , it is also true that
Then we conclude that
which tell us A ε is a contraction mapping on S. Hence the existence of a unique solution in S is proven.
Remark 6.1. By the implicit function theorem we can show that
using Lemma 2, we get the estimate (6.6). 
we will show that there exists a d ε such that the right hand side is 0. Recall that
Direct computation shows that, on account of
Note that ∇S(|y − ξ ′ |)∇θ = 0, ∆θ = 0 and on the boundary ∂ ν (θ +φ) = ε A 0 · ν. We know that
We also easily get
Combining (6.8) and (6.9), we know that
We directly have, using Lemma 1,
It is easy to check that
such that the right hand side of (6.7) is 0, which then gives c 0 = 0. (6.7) and the estimates that follow we obtain
Using (6.6) we deduce
The proof is complete.
7. Proof of Theorem 2.1 and 2.2. By Proposition 6.1, there exists a unique
has a unique solution ψ with ψ * ≤ Cǫ 1−σ2−2α | log ǫ|. In this section we will choose a suitable ξ ε to make c ℓ = 0 in (7.1)-(7.2), which completes the proofs of Theorems 2.1-2.2.
In the following, we calculate the expansions of c ℓ . Testing (6.1) against iw ∂w ∂y ℓ (y − ξ ′ ) and integrating over Ω ε , we have
It is direct to check that, since L 0 (
Thus,
It is easy to check that, since
We can also easily get that
Combining (7.4), (7.5) and (7.6), we get that
Direct computation shows that
Proof. [Proof of Theorem 2.1] Now A 0 and Φ a are independent of ε, so we can make α = 0 in all the previous estimates and Ψ ε is replaced by Ψ. Since ξ 0 ∈ Ω is a stable zero point of Ψ and Ωε Observe that (2.2) is invariant under the transformation
Thus we may consider ξ in the set
The first approximate solution for degree +1 is same as before
where ϕ satisfies (3.4). The degree −1 case is also given as stated in Remark 3.1. It is easy to see that, for ξ ∈ Λ D ,
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So we have
Note that u(x) is a solution of (2.2) if and only if v(y) = u(εy) satisfies
We will look for a solution v with the form
where V 0 , η are defined as before. For the symmetry (8.1), we impose now that ψ(y) is such that
where L ε (ψ), R, N (ψ) and F are defined as in Section 3. Just note that now
There is only a slight change in the following proof. First consider
Of course, we should assume h(y 1 , −y 2 ) = −h(y 1 , y 2 ), g(y 1 , −y 2 ) = −g(y 1 , y 2 ). By (8.2), we have ψ 1 (y 1 , 0) = 0 so that the constant c 0 in (5.1) is not needed. By the same reduction process, the same result as Lemma 2 also holds for any solution of (8.3). Second, it is then easy to know that Proposition 5.1 holds for the problem
The process for the corresponding nonlinear problem discussed in later sections is similar and even simpler due to the disappearance of d ε . We only remark here that we have c 2 = 0 automatically in Section 7 because of the symmetry. Note that where (r 0 (x), θ 0 (x)) is the usual polar coordinates centered at 0. As for (8.5), note that there exists a harmonic conjugate of ϕ 2 , namely a harmonic function ϕ existence of the critical current in the context of the HKHF model. While we used a more general technique for non-variational problems, the present theory only verified the existence of the vortex solutions but makes no implication on their stability. We note in particular the freedom in choosing the signs for the vortex in the constructed solutions and it is obviously those having signs opposite to the applied magnetic field that would be energetically less favorable. Such stability analysis require a closer examination of the zeros of the functions Ψ(ξ) and Ψ ε (ξ) which we leave for future studies. Moreover, our results are still limited to very small currents, in comparison with the applied magnetic field so that the shift of vortex positions remains a small perturbation. It remains to investigate the situation of a larger shift when the current increases, and to show that for large enough applied current, periodic in time solutions with vortices moving across the spatial domain can exist.
Concerning the existence of the critical current as characterized above, such a theory provides only a partial picture for the solution of the HKHF or the original Ginzburg-Landau model. In the existing literature, there have been lots of studies of simpler diagrams, such as those for time-independent Ginzburg-Landau models in the absence of the applied current (see for example [1] ), and the more recent study of a one-dimensional time-dependent model with an applied voltage but in the absence of the applied magnetic field [22] . Yet, in [11] , it has been suggested a much richer bifurcation diagram can be studied with both the applied magnetic field and the applied electric current as parameters. In this sense, much more analytical works are needed. Furthermore, we have not introduced the variety of pinning mechanisms discussed in the literature into our discussion. The result of the existence of the stationary vortex solution in our setting, despite the effect of the applied current, is due to the geometric construction and the barrier imposed by the applied magnetic field. Similar studies can be made in the future to consider the effect of various pinning mechanisms and the balance of pinning forces and the Lorentz force generated by the applied current. We stress again that such studies can still be carried out using the variants of the HKHF model such as the following equation a(x) ∂ψ 0 ∂t + iΦ a ψ 0 + (i∇ + A 0 ) T a(x)M (x)(i∇ + A 0 )ψ 0 + a(x) ǫ 2 (|ψ 0 | 2 − f (x))ψ 0 = 0 , with the scalar functions a = a(x), f = f (x) and tensor functions M = M (x). This is a generalization of (1.1) for which we have a = f ≡ 1, and M = I, but it can also model various aspects of the pinning effect. For example, with a ≡ 1 and M = I, we can use a variable function f to model the normal inclusions. Alternatively, we can use f ≡ 1, M = I and a non-uniform a = a(x) to model inhomogeneities in film thickness. These generalizations certainly open up more questions to be rigorously
