The acoustic approximation, even for anisotropic media, is widely used in current industry imaging and inversion algorithms mainly because P-waves constitute most of the energy recorded in seismic exploration. The resulting acoustic formulas tend to be simpler, resulting in more efficient implementations, and they depend on fewer medium parameters. However, conventional solutions of the acoustic-wave equation with higher-order derivatives suffer from S-wave artifacts. Thus, we separate the quasi-P-wave propagation in anisotropic media into the elliptic anisotropic operator (free of the artifacts) and the nonelliptic anisotropic components, which form a pseudodifferential operator. We then develop a separable approximation of the dispersion relation of nonelliptic-anisotropic components, specifically for transversely isotropic media. Finally, we iteratively solve the simpler lower-order elliptical wave equation for a modified source function that includes the nonelliptical terms represented in the Fourier domain. A frequency-domain Helmholtz formulation of the approach renders the iterative implementation efficient because the cost is dominated by the lowerupper decomposition of the impedance matrix for the simpler elliptical anisotropic model. In addition, the resulting wavefield is free of S-wave artifacts and has a balanced amplitude. Numerical examples indicate that the method is reasonably accurate and efficient.
INTRODUCTION
The acoustic approximation is widely used in current industry imaging and inversion algorithms (Gholami et al., 2013; Alkhalifah and Plessix, 2014; Cheng et al., 2014a Cheng et al., , 2014b Operto et al., 2015; da Silva et al., 2016) . This approximation is introduced by Alkhalifah (2000) for the purpose of resolving quasi-P-wave propagation in transversely isotropic (TI) media. In his approach, the S-wave velocity along the symmetry axis is set to zero, resulting in a scalar fourth-order differential equation. Zhou et al. (2006) decompose the fourth-order differential equation into a coupled system of secondorder differential equations and propose a computationally efficient scheme. After that, several variations (Bakker and Duveneck, 2011; Zhang et al., 2011; Bube et al., 2012) were proposed. However, most of them are based on modeling in the time domain. We can also use Fourier transformation to obtain the related equations in the frequency domain from the time domain; however, the resulting algorithm usually contains S-wave artifacts. Another family of high-resolution algorithms for solving the anisotropic acoustic-wave equation without S-wave artifacts falls under the so-called spectral approach (Etgen and Brandsberg-Dahl, 2009; Du et al., 2010; Fomel et al., 2013; Song and Alkhalifah, 2013; Alkhalifah, 2014; Wu and Alkhalifah, 2014; Sun et al., 2016) . However, they are relatively expensive and difficult to extend to the frequency domain.
There has been much less work done on forward modeling in the frequency domain in anisotropic media, compared with the time domain. Operto et al. (2009) recast the wave equation as a system of two second-order wave equations for the pressure wavefield and an auxiliary wavefield accounting for anellipticity. Chu and Stoffa (2012) propose new compact finite-difference operators for pseudoacoustic and pure acoustic-wave equations for vertical transversely isotropic (VTI) media in the frequency domain. Wang et al. (2012a Wang et al. ( , 2012b propose a massively parallel structured direct solver to improve the efficiency of lower-upper (LU) decomposition. Operto et al. (2014) present a 3D viscoacoustic finite-difference frequency-domain method performing seismic modeling in VTI media. However, most existing methods in the frequency domain suffer from S-wave artifacts. These artifacts are reduced when the source is located in the isotropic region (Alkhalifah, 2000) , but they become unacceptable when the source is located in the anisotropic region or we have strong scattering acting as secondary sources.
Another group of efficient algorithms for computing pure quasi-P-waves is called the effective isotropic model approximations Ibanez-Jacome et al., 2014; Waheed and Alkhalifah, 2015) . These approaches perform the quasi-P-wave calculation in two steps: first by solving the eikonal equation from an anisotropic quasi-P-wave velocity model, thereby obtaining the propagation direction at each spatial point; this allows the determination of the phase velocity and the formation of an effective model for quasi-P-wave propagation. Then, the isotropic wave equation is solved using finite differences with the effective model. The computational cost of the effective isotropic model approach is close to that of solving an isotropic acoustic-wave equation.
Recently, Xu and Zhou (2014) propose a new acoustic-like equation that decomposes the original pseudodifferential operator into two numerically solvable operators: a Laplacian operator and a scalar operator. The combination of these two operators yields an accurate phase for quasi-P-wave propagation. This solution is S-wave free and numerically stable even for complicated anisotropic models. Because only one equation is required to obtain a numerical solution, the new proposed scheme is more efficient than conventional schemes that solve a system of second-order differential equations. To compensate for amplitude errors, Xu et al. (2015) propose decomposing the original operator into elliptic anisotropic and anelliptic anisotropic components. Zhang and Alkhalifah (2016) propose a method to compensate for the amplitude based on an isotropic background. To reduce the cost, they suggest doing so in the time domain. Le et al. (2015) apply their method to full-waveform inversion.
In this paper, we aim to derive an efficient implementation of wave propagation in VTI media in the frequency domain without an S-wave artifact. We first propose a general framework to derive an anisotropic formulation of the wave equation, which allows us to iteratively solve it using simplified anisotropic or isotropic linear wave equations based on the fixed-point method or any other advanced iterative method (Saad, 2003) . After that, we separate the dispersion relation for acoustic media into elliptic anisotropic components and nonelliptic anisotropic components. Then, we obtain a separable approximation for the nonelliptic anisotropic components. Finally, we apply the above-mentioned iterative framework to the approximated dispersion and obtain an efficient method for solving the Helmholtz equation in acoustic VTI media.
PSEUDODIFFERENTIAL EQUATION AND ITS SOLUTION
Acoustic-wave propagation in general anisotropic media can be described as a pseudodifferential equation (Alkhalifah, 2000) . Let us formulate the dispersion relation for general anisotropic media as Lðk; p; ωÞ ¼ 0;
where k ¼ fk x ; k y ; k z g is the wavenumber, p represents the material parameters (at this stage stationary with space), and ω is the angular frequency. Different operators L will describe different anisotropic assumptions of the earth. Because operator L is not always a polynomial function, the corresponding partial-differential equation (PDE) might be nonlinear. In most situations, the operator L can be divided into two parts:
where we assume that L 1 is a reasonably good approximation of L, that the inversion of L 1 can be easily obtained, and that p − p 0 is relatively small. In our case, we assume that L 1 is a polynomial, which means that L 1 is a linear PDE. We transform the above dispersion relation into a PDE (using the inverse Fourier transform from wavenumbers to space coordinates):
where f is a given source function. This provides us with an easy way for solving the above nonlinear equation using the fixed-point iterative method. Provided u i , the solution of the iteration i þ 1 can be calculated by solving the following equation:
Solving the equation above is usually much simpler and cheaper than solving the original anisotropic equation. Because the cost of LU decomposition to obtain L −1 1 is much higher than applying the matrix-vector multiplication L −1 1 f, the resulting algorithm has almost the same cost as the LU decomposition to obtain L −1 1 , even though we need to complete several iterations to obtain the solution. Of course, other methods other than a fixed-point scheme for solving the nonlinear equation can be used to speed up the convergence. The initial guess u 0 can be easily obtained by setting L 2 ¼ 0 and solving the following equation:
We summarize the above method for solving the general acoustic anisotropic wave equation in Algorithm 1.
More generally, we can consider the above-mentioned method as a preconditioned system under a general iterative framework:
For most of the implementation of the existing iterative method, we only need a matrix-free implementation of the operator (Saad, 2003) . Instead of using L 1 ðu; p 0 ; ωÞ þ L 2 ðu; p; p 0 ; ωÞ, which will take a lot of iteration, we suggest inserting the preconditioned system L −1 1 ðu; p 0 ; ωÞðL 1 ðu; p 0 ; ωÞ þ L 2 ðu; p; p 0 ; ωÞÞ into the general iterative method. One advantage of the above-mentioned method is that the discretization scheme of L 1 and L 2 can be totally different. For L 1 , we can approximate it by the finite-difference method. Require: The source f, and material parameters p Ensure: Inverted wavefield u n .
Do LU decomposition to obtain
L −1 1 ; Obtain the initial solution u 0 ¼ L −1 1 f; i ¼ 0; while Doesn't satisfy the exit condition do Obtain the updated solution: u iþ1 ¼ L −1 1 ðf − L 2 u i Þ; i ¼ i þ 1;
end while
For L 2 , we can use any discretization scheme, such as high-order finite-difference method or even spectral method, because we do not need to know the inverse operator of L 2 in the above-mentioned algorithm. In this case, we can combine two different discrete schemes in one algorithm to solve the continuous equation. This is synonymous with spectral methods in the time domain mentioned above.
A SEPARABLE APPROXIMATION TO VTI MEDIA
In the previous section, we proposed a new framework for solving a general anisotropic wave equation. Under this framework, we can easily combine different discretization methods for different components of the equation. However, to implement the above-mentioned method, we need an efficient implementation of L 2 ðu; p; p 0 ; ωÞ. To do that, we demonstrate how to obtain a separable approximation of the original dispersion relation for acoustic VTI media in this section. After this separable approximation, we can use spectral methods for the discretization of the nonellipticanisotropic components.
The dispersion relation for acoustic VTI media in the frequency-wavenumber domain (Alkhalifah, 2000) can be represented as follows:
where ω is the angular frequency, ϵ and δ are the familiar Thomsen's parameters, and v is the velocity along symmetry axis. The spatial wavenumber vector k is, as usual, defined as k ¼ fk x ; k z g in 2D media. We can reformulate the dispersion relation as
with F given by Fðk; pÞ ¼ 1 2
Let us denote
The key problem in the above formulation is that F is a function of space and wavenumber. In this case, we cannot use the fast Fourier transform for operator F. Thus, we need to approximate F with some kind of separable form. To do that, we seek the following approximation of F: 
In the above formulation, b 1 , b 2 , b 3 , b 4 , and b 5 are the coefficients to be decided. Actually, we can choose
which reduces to a Taylor series expansion of F over the two variables m and n. It is a good approximation of F when m and n are relatively small. To make the approximation more accurate for a larger range of m and n, we need to search for the best fb i g 5 i¼1 . Considering there is some constraint ðm; nÞ ∈ Ω, the coefficients can be decided through solving the following optimization problem:
Here, we assume that b 2 > 0 and b 4 > 0. Then, F a ¼ 0 when m ¼ 0. In this special case, the original dispersion relation represents the elliptic anisotropic wave equation and our approximation dispersion relation is the same as the original dispersion FðF a ¼ FÞ. This indicates that there is no approximation in the case of an elliptic anisotropic wave equation. The accuracy of the approximation is demonstrated in Table 1 for different ranges of m and n. Compared with the standard Taylor series expansion, the optimal coefficients will be much more accurate for the same range of m and n, especially for relatively large m and n. Comparing the dispersion error of the optimal finite-difference method (Jo et al., 1996) even for an isotropic wave equation, which is approximately 0.005, our maximum dispersion error is negligible for even m ≤ 0.5 and n ≤ 0.5. To compare more, we show the exact F for different m and n in Figure 1a . The error of the Taylor-based (proposed) approximation is shown in Figure 1b and 1c. We can see from Figure 1b and 1c that the proposed approximation is much more accurate than the Taylor series expansion-based approximation. Figure 1a -1c shows plotted using the same scale. To show the error distribution, we multiply the error distribution of the proposed method by 10 and show it in Figure 1d . Finally, the choice of Ω can be decided by the range of ϵ and δ. If 
THE NUMERICAL ALGORITHM FOR SOLVING THE ACOUSTIC-WAVE EQUATION IN VTI MEDIA
Because we have obtained a separable approximation, we will format the approximate dispersion relation into a framework that allows us to obtain a numerical algorithm for solving the wave equation in acoustic VTI media. According to the above derivation, we can set 
The component L 1 can be easily approximated using finite-difference approximation. However, the components F a cannot be approximated with high accuracy using finite differences. Because it is a separable approximation of F, it can be easily implemented using instead fast Fourier transforms. Let us first assume that mðx; kÞ ¼ m x ðxÞm k ðkÞ; nðx; kÞ ¼ n x ðxÞn k ðkÞ:
According to the definition in equation 12,
Thus, to implement L 2 ðk; p; ωÞu for a given discrete wavefield u, we first obtain the approximation function f h ≈ ðv 2 ð∂ 2 u∕∂z 2 Þ þ v 2 ð1 þ 2ϵÞð∂ 2 u∕∂x 2 ÞÞ. The approximation function f h can be easily obtained using the finite-difference method. Let F be the discrete Fourier transform operator and F −1 be the inverse Fourier transform. Then, L 2 ðk; p; ωÞu can be represented as
In this case, we need one forward and two inverse Fourier transforms for calculating L 2 ðk; p; ωÞu. Pay attention to that the cost of a fast Fourier transform is OðN logðNÞÞ, which is far less than the cost to obtain L −1 1 , which is OðN 2 Þ for the sparse matrix obtained by the finite-difference method.
NUMERICAL EXAMPLES
In this section, for a possible application in inversion, we consider the parameter p ¼ fv h ¼ vð1 þ 2ϵÞ; η ¼ ðϵ − δÞ∕ð1 þ 2δÞ; ϵg to reduce the crosstalk between the different parameters, according to the radiation pattern analysis (Alkhalifah and Plessix, 2014 ). The first example shows the accuracy of the proposed method when solving the nonlinear PDE. Figure 2a and 2b shows the real and imaginary parts of the wavefield, respectively, with frequency f ¼ 10 Hz, v h ¼ 1.8 km∕s, ϵ ¼ 0.2, and η ¼ 0, which corresponds to an elliptic anisotropic medium. Figure 2c and 2d shows the real and imaginary parts of the wavefield with v h ¼ 1.8 km∕s, ϵ ¼ 0.2, and η ¼ 0.2 after 20 iterations. To demonstrate the accuracy of the wavefield, we compute the wavefield for each frequency and obtain the corresponding time-domain wavefield. The snapshot at 1.6 s using the proposed method is shown in Figure 3a for η ¼ 0 and Figure 3b for η ¼ 0.2. To compare, we display the snapshot at 1.6 s using the low-rank spectral (Fomel et al., 2013) approach, shown in Figure 3c for η ¼ 0 and Figure 3d for η ¼ 0.2. Meanwhile, the snapshots at 1.6 s using the standard finite-difference implementation of the acoustic equation (Bakker and Duveneck, 2011) are shown in Figure 3e for η ¼ 0 and Figure 3f for η ¼ 0.2. As we can see, the proposed method produces a reasonably accurate solution. In addition, there are no S-wave artifacts for the low-rank method and the proposed method, whereas the standard finite-difference implementation suffers from S-wave artifacts. To make the comparison clearer, we show the wavefield profile at x ¼ 2 km in Figure 4 . This indicates that the proposed method is reasonably accurate.
Before investigating more complicated models, we apply the proposed method to a model with an interface. The velocity of the upper layer is 1.5 km∕s, and the velocity of the lower layer is 1.8 km∕s. The η in the upper layer is 0.25, and the η in the lower layer is 0.2. Figure 5a and 5b shows the real and imaginary components of the wavefield with η ¼ 0. Figure 5c and 5d shows the real and imaginary components of the wavefield with the actual η. According to these figures, our approach managed to perturb the wavefield. To evaluate the accuracy of the method, we sum the wavefields for all the frequencies and obtain a snapshot of the wavefield in time. Figure 6a shows the modeled wavefield with η ¼ 0 using the new method. Figure 6b shows the modeled wavefield with η ¼ 0 using the low-rank time-domain approach. Figure 6c shows the modeled wavefield with the actual η using the new method. Figure 6d shows the modeled wavefield with the actual η using the low-rank time-domain approach. Our method produced results that are similar to those of the time-domain low-rank method and are free of S-wave artifacts.
Next, we compare the accuracy for more complicated models. We specifically use part of the BP2007 anisotropic model. The horizontal velocity v x , anisotropic parameters η and ϵ are shown in Figure 7a-7c , respectively. We place a source at ðx s ;z s Þ¼ð4.5km;8kmÞ and use a space sampling of 0.0125 km. We sum the wavefield of all the frequencies and obtain the wavefield in the time-space domain. A snapshot of the wavefield of the proposed method and low-rank method are shown in Figure 8a accuracy, we overlay the first-arrival traveltime solution. We can see that the proposed method can also deal with a complicated model. To show that the method can be easily extended to three dimensions, we consider a simple constant-parameters model (v h ¼ 1.8 km∕s, η ¼ 0.2, and ϵ ¼ 0.2). The source is located in the middle of the model. We sum all the wavefield of all the frequencies used and obtain the wavefield in the time-space domain. The snapshot at t ¼ 0.5 s is shown in Figure 9 .
Finally, we apply reverse time migration (RTM) on a portion of the HESS VTI model. The material parameters (v x , η, ϵ) are shown in Figure 10a -10c, respectively. Using the low-rank method, we generate 93 shot gathers with a shot sampling of 0.1 km located on the surface. The maximum offset for each shot is 3.75 km. Using the data generated with the low-rank modeling approach, we use the proposed method as the engine of RTM. The resulting RTM image is shown in Figure 10d . The accuracy of the proposed method is reflected in the clean RTM image. Figure 11a shows the data modeled using the low-rank method for the central shot. For comparison, we plot the data modeled using the proposed method for the same shot in Figure 11b . The resulting shot gathers are similar. To demonstrate the accuracy, we overlay the traces at the offset of 1.0 km obtained by the low-rank method and the proposed method in Figure 12 . It shows that the proposed method is reasonably accurate.
CONCLUSION
We have proposed an efficient solution for the acoustic Helmholtz wave equation in VTI media. We first separate the pseudodifferential operator for acoustic VTI media into the ellipticanisotropic component and the nonelliptic-anisotropic component. After that, we derived a reasonably accurate separable approximation of the nonelliptic-anisotropic component, which makes it possible to implement it using fast Fourier transform methods. Finally, we combine the finite-difference approximation of the elliptic anisotropic component and spectral approximation of the nonelliptic-anisotropic component in an iterative framework. The solution of the resulting Helmholtz formulation is free of S-wave artifacts and has well-balanced amplitude. The resulting algorithm has almost identical cost to that of solving the Helmholtz equation in elliptic-anisotropic media. 
