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Abstract
We study the topological and ergodic structure of a class of convex and monotone skew-
product semiﬂows. We assume the existence of two strongly ordered minimal subsets K1; K2
and we obtain an ergodic representation of their upper Lyapunov exponents. In the case of
null upper Lyapunov exponents, we obtain a lamination into minimal subsets of an
intermediate region where the restriction of the semiﬂow is afﬁne. In the hyperbolic case, we
deduce the long-time behaviour of every trajectory ordered with K2: Some examples of skew-
product semiﬂows generated by non-autonomous differential equations and satisfying the
assumptions of monotonicity and convexity are also presented.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The application of monotone methods to the study of differential equations was
initiated by Mu¨ller [25] and Kamke [19]. The theory developed by Krasnoselskii
[20,21] in the 1960s was a signiﬁcant contribution which maintains its inﬂuence at the
present time. The monotone dynamical systems theory has its origin in a series of
remarkable papers written by Hirsch in the 1980s (see for instance [13,14]). The
development and applicability of this theory have been heavily inﬂuenced by the
work of Matano [24] and Smith (see [37,38] and the references therein) among many
other authors.
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This paper is a contribution to the growth of the differentiable, topological and
ergodic theory of convex and monotone skew-product semiﬂows. We assume the
existence of two strongly ordered minimal subsets and give a complete description of
the long-time behaviour of the trajectories, which provides a global picture of the
dynamics. In particular, we analyse the presence of almost periodic and almost
automorphic dynamics on each minimal subset.
Let ðO; s;RÞ be a continuous ﬂow deﬁned on a compact metric space O:
Throughout this paper we will always assume that ðO; s;RÞ is minimal and represent
o  t ¼ sðt;oÞ for each tAR and oAO: X will denote a strongly ordered Banach
space with normal and minihedral positive cone Xþ: We will consider an eventually
strongly monotone skew-product semiﬂow ðO X ; t; RþÞ;
t :Rþ  O X-O X ;
ðt;o; xÞ/ ðo  t; uðt;o; xÞÞ;
where u satisﬁes properties of differentiability and convexity in the x component. We
assume the existence of two strongly ordered minimal subsets of O X admitting a
ﬂow extension, i.e. K15K2; under some hypothesis of compactness for the linearized
skew-product semiﬂow, which are satisﬁed in some examples of considerable
interest.
We distinguish two cases in our study depending on the upper Lyapunov
exponents of K1 and K2: The dynamics exhibits a ﬁbre-distallity behaviour when they
vanish, whereas it is completely determined by the hyperbolicity of K1 if they are
different from zero.
The presence of a continuous separation on any compact set, which was proved
under the hypotheses of the paper by Pola´cˇik and Teresˇcˇak [30], is essential in the
formulation and proofs of the main results. We also apply the topological
description of the linearly stable minimal subsets, obtained by Shen and Yi [35],
where the proximal relation is an equivalence relation. Some of the ideas and
methods used along the paper are close to those of Johnson et al. [17,18] and Alonso
and Obaya [1]. The papers by Arnold and Chueshov [3,4] and the book by Chueshov
[7] discuss the dynamical structure of a strongly sublinear semiﬂow in terms of its
equilibria.
Along this paper, only the recurrence of the trajectories of ðO; s;RÞ is required. It
is obvious that additional properties for the ﬂow in the base, like almost periodicity
or almost automorphy, can be directly translated to the minimal subsets of
ðO;X ; t;RþÞ: The papers by Johnson [16] and Shen and Yi [34] illustrate the
relevance of the almost automorphic dynamics in the study of almost periodic
differential equations. Its inﬂuence in the case of monotone structures is also
remarkable, as shown by Johnson et al. [18], Shen and Yi [35] and the references
therein.
However, almost automorphic extensions do not appear in the dynamical
structure discussed in the present paper. In fact, we show that under almost
periodicity of the base O; every minimal subset M5K2 is a copy of the base O; hence
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necessarily almost periodic, and every trajectory starting below K2 is asymptotically
almost periodic. This assertion is also valid for K2 when its upper Lyapunov
exponent vanishes.
This paper is arranged as follows. Section 2 reviews some basic notions and well-
known results in ergodic theory and topological dynamics, as well as some facts
concerning the basic theory of monotone dynamical systems. Some examples of
skew-product semiﬂows generated by non-autonomous differential equations and
satisfying the assumptions of monotonicity and convexity are presented in Section 3.
Section 4 provides an ergodic representation of the upper Lyapunov exponent in
terms of the continuous separation.
In Section 5 we obtain some general properties which are a consequence of the
monotonicity and convexity conditions satisﬁed by the skew-product semiﬂow and
the minimal sets K1 and K2: In particular, we show that K1 is a linearly stable set
which is a copy of the base O; and every trajectory starting below K1 remains
bounded.
Sections 6 and 7 are devoted to the study of the case of null Lyapunov exponent.
We prove that the upper Lyapunov exponent of K1 vanishes if and only if the one of
K2 does. In this case, every convex combination of K1 and K2 deﬁnes a minimal set
which a copy of the base O: Besides, the restriction of the semiﬂow to this
intermediate region is afﬁne. We characterize the ergodic and topological structure
of the invariant subset deﬁned by the bounded trajectories.
The last section of the paper analyses the behaviour of the trajectories in the
hyperbolic case, i.e. when the upper Lyapunov exponent of K1 is strictly negative.
We deduce that K1 is an attractor and every trajectory starting below K2 tends
asymptotically to K1:
2. Preliminaries
In order to make the paper reasonably self-contained we recall some deﬁnitions
and results more or less standard in ergodic theory and topological dynamics.
Let O be a compact metric space. A real continuous flow ðO; s;RÞ is deﬁned by a
continuous mapping s :R O-O; ðt;oÞ/sðt;oÞ satisfying
(i) s0 ¼ Id:
(ii) stþs ¼ st3ss for each s; tAR;
where stðoÞ ¼ sðt;oÞ for all oAO and tAR: The set fstðoÞ j tARg is called the orbit
or the trajectory of the point o: If ðY ;C;RÞ is another continuous ﬂow, a flow
homomorphism from ðO; s;RÞ to ðY ;C;RÞ is a continuous mapping f :O-Y such
that f ðstðoÞÞ ¼ Ctð f ðoÞÞ for all oAO and tAR:
We say that a subset O1CO is s-invariant if stðO1Þ ¼ O1 for every tAR: A
mapping f :O-R is s-invariant if it is constant along the trajectories, i.e., f ðstðoÞÞ ¼
f ðoÞ for all oAO and tAR: A subset O1CO is called minimal if it is compact,
s-invariant and the only non-empty compact s-invariant subset of it is itself. Every
compact and s-invariant set contains a minimal subset; in particular it is easy to
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prove that a compact s-invariant subset is minimal if and only if every trajectory is
dense. We say that the continuous ﬂow ðO; s;RÞ is recurrent or minimal if O is
minimal.
Let d be a metric on O: We say that the ﬂow ðO; s;RÞ is distal when, for each pair
o1; o2 of different elements of O; there is a d40 such that dðstðo1Þ; stðo2ÞÞ4d for
every tAR; i.e. inffdðstðo1Þ; stðo2ÞÞ j tARg ¼ 0 if and only if o1 ¼ o2:
We say that the ﬂow ðO; s;RÞ is almost periodic when for every e40 there is a d40
such that, if o1; o2AO with dðo1;o2Þod then dðstðo1Þ; stðo2ÞÞoe for every tAR: If
ðO; s;RÞ is almost periodic, it is distal. The converse is not true; even if ðO; s;RÞ is
minimal and distal, it does not need to be almost periodic.
We say that o1; o2 form a proximal pair if inffdðstðo1Þ; stðo2ÞÞ j tARg ¼ 0;
otherwise the pair is said to be distal. The pair is called positive (resp. negative)
proximal if inffdðstðo1Þ; stðo2ÞÞ j tX0g ¼ 0 (resp. inffdðstðo1Þ; stðo2ÞÞ j tp0g ¼ 0).
For the basic properties on almost periodic and distal ﬂows we refer the reader to
Ellis [9] and Sacker and Sell [31].
Let p : ðO; s;RÞ-ðY ;C;RÞ be a surjective ﬂow homomorphism and suppose
ðO; s;RÞ is minimal. We say that ðO; s;RÞ is an almost automorphic extension (a.a.
extension) of ðY ;C;RÞ if there is yAY such that cardðp1ðyÞÞ ¼ 1: We say that
ðO; s;RÞ is a proximal extension of ðY ;C;RÞ if any o1;o2AO with pðo1Þ ¼ pðo2Þ
form a proximal pair. An a.a. extension is a proximal extension (see [39]).
A Borel measure on O will be a ﬁnite regular measure deﬁned on the Borel sets.
Let m be a normalized Borel measure on O; m is s-invariant (or invariant under s) if
mðstðO1ÞÞ ¼ mðO1Þ for every Borel subset O1CO and every tAR: It is s-ergodic (or
ergodic under s) if, in addition, mðO1Þ ¼ 0 or mðO1Þ ¼ 1 for every s-invariant subset
O1CO:
We denote byMinvðO; sÞ the set of positive and normalized s-invariant measures
on O: The Krylov–Bogoliubov theorem (see [26]) asserts that MinvðO; sÞ is non-
empty when O is a compact metric space. The extremal points of the convex and
weakly compact setMinvðO; sÞ are the s-ergodic measures, from which it is deduced
that also the set of s-ergodic measures is non-empty. The decomposition of the ﬂow
ðO; s;RÞ into ergodic components and the construction and representation theorems
of s-invariant measures from s-ergodic measures are well known (see [28] and [23]).
We say that ðO; s;RÞ is uniquely ergodic (u.e.) if it has a unique normalized
invariant measure which is then necessarily ergodic. If ðO;s;RÞ is u.e. it is not
necessarily minimal; however, if ðO; s;RÞ is u.e. and mðUÞ40 for every non-empty
open set U ; then ðO;s;RÞ is minimal. An almost periodic and minimal ﬂow ðO; s;RÞ
is always u.e.
Let X be a complete metric space. Denote Rþ ¼ ftAR j tX0g: A semiflow
ðX ;F;RþÞ is a continuous mapping F :Rþ  X-X ; ðt; xÞ/Fðt; xÞ satisfying
(i) F0 ¼ Id;
(ii) Ftþs ¼ Ft3Fs; for each s; tARþ;
where FtðxÞ ¼ Fðt; xÞ for all xAX and tARþ: We refer to fFtðxÞ j tX0g as the forward
orbit of the point x: A subset A of X is positively invariant if FtðAÞCA for all tX0:
ARTICLE IN PRESS
S. Novo, R. Obaya / J. Differential Equations 196 (2004) 249–288252
A flow extension of a semiﬂow ðX ;F;RþÞ is a continuous ﬂow ðX ; *F;RÞ such that
*Fðt; xÞ ¼ Fðt; xÞ for each xAX and tARþ: A compact positively invariant subset is
said to admit a flow extension if the semiﬂow restricted to it does.
Denote R ¼ ftAR j tp0g: A backward orbit (resp. entire orbit) of a point xAX of
a semiﬂow ðX ;F;RþÞ is a continuous function c :R-X (resp. c :R-X ) such that
cð0Þ ¼ x and, for any sp0 (resp. sAR), Fðt;cðsÞÞ ¼ cðs þ tÞ holds for 0ptp s
(resp. 0pt).
A compact, positively invariant subset K of a semiﬂow ðX ;F;RþÞ is minimal if it
contains no non-empty, closed, proper positively invariant subset. If X itself is
minimal, then ðX ;F;RþÞ is called a minimal semiflow.
Next, we introduce the basic deﬁnitions and preliminary results of the theory of
monotone dynamical systems, that is dynamical systems on an ordered metric space X
which have the property that ordered initial states lead to ordered subsequent states.
We refer the reader to Smith [37], Amann [2] and Krasnoselskii et al. [22] for more
details.
We say that X is a strongly ordered Banach space if there is a closed convex cone,
that is a non-empty closed subset XþCX satisfying
(i) Xþ þ XþCXþ;
(ii) RþXþCXþ;
(iii) Xþ-ðXþÞ ¼ f0g
with non-empty interior Int Xþa|: The strong ordering on X is deﬁned as follows:
x2px1 3 x1  x2AXþ;
x2ox1 3 x1  x2AXþ and x1ax2;
x25x1 3 x1  x2AInt Xþ:
The positive cone Xþ is said to be normal if the norm of the Banach space X is
semimonotone, i.e. there is a positive constant k40 such that 0pxpy implies
jjxjjpkjjyjj: A norm of X is called monotone if 0pxpy implies jjxjjpjjyjj: The
positive cone Xþ is called minihedral if every ﬁnite set which is bounded with respect
to the ordering induced by Xþ has a supremum.
A semiﬂow ðX ;F;RþÞ is said to be monotone if FtðxÞpFtðyÞ whenever xpy
and tX0:
Next we consider a skew-product semiflow ðO X ; t; RþÞ;
t :Rþ  O X-O X ;
ðt;o; xÞ/ ðo  t; uðt;o; xÞÞ; ð2:1Þ
where X is a strongly ordered Banach space with normal and minihedral positive
cone Xþ and ðO; s;RÞ is a minimal ﬂow deﬁned by s :R O-O; ðt;oÞ/o  t: We
assume that there is aAð0; 1 such that u is locally C1þa in xAX ; that is, u is C1 in x;
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and ux is continuous in oAO; t40 and is Ca in x in a neighbourhood of each
compact subset of O X : Moreover, for any vAX ; limt-0þ uxðt;o; xÞv ¼ v:
Regularity properties in the Ho¨lder norm can be found in [8].
Since the cone is normal, there always exists a monotone norm which is equivalent to
the usual norm in the Banach space X : Thus, throughout the paper we will consider the
Banach space X with a monotone norm jj  jj: We will also suppose that the map
X  X-X ; ðx; yÞ/infðx; yÞ ð2:2Þ
is continuous. Notice that the inﬁmum of two vectors exists because of the normal
and minihedral character of the cone Xþ:
If KCO X is a compact positively invariant set which admits a ﬂow extension,
we can deﬁne a linear skew-product semiﬂow called the linearized skew-product
semiflow of (2.1)
L :Rþ  K  X-K  X ;
ðt; ðo; xÞ; vÞ/ ðtðt;o; xÞ; uxðt;o; xÞvÞ: ð2:3Þ
We note that ux satisﬁes the following semi-cocycle property:
uxðt þ s;o; xÞ ¼ uxðt; tðs;o; xÞÞuxðs;o; xÞ; s; tARþ; ðo; xÞAK : ð2:4Þ
We refer the reader to Chicone and Latushkin [6] for a systematic treatment of recent
results in the area of linear differential equations on Banach spaces and inﬁnite
dimensional dynamical systems, in terms of spectral properties of the associated
evolution semigroup.
The strong ordering on X induces a strong ordering on O X as follows:
ðo; x2Þpðo; x1Þ 3 x1  x2AXþ;
ðo; x2Þoðo; x1Þ 3 x1  x2AXþ and x1ax2;
ðo; x2Þ5ðo; x1Þ 3 x1  x2AInt Xþ:
The skew-product semiﬂow (2.1) is strongly monotone if it is monotone and
uxðt;o; xÞvb0 whenever v40; ðo; xÞAO X and t40:
The skew-product semiﬂow (2.1) is said to be eventually strongly monotone if there is
a t040 such that
uxðt;o; xÞvb0 whenever v40 and tXt0; ð2:5Þ
for each ðo; xÞAO X and it preserves the ordering, i.e. if we denote by 4r any of
the relations 4; X or b then
uxðt;o; xÞv4r0 whenever v4r0 and t40;
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for each ðo; xÞAO X : This means that uxðt;o; xÞ is a strictly (resp. strongly)
positive linear operator for each t40 (resp. tXt0) and ðo; xÞAO X : It can be shown
that if the semiﬂow is eventually strongly monotone there is a t040 such that
whenever ðo; x2Þ4ðo; x1Þ then tðt;o; x2Þbtðt;o; x1Þ for every tXt0; that is
uðt;o; x2Þbuðt;o; x1Þ whenever x24x1 and tXt0; ð2:6Þ
i.e. it satisﬁes the strongly order preserving property as called by some authors. We
will also assume that u is an order convex map in x; i.e. whenever x1px2 then
uðt;o; sx2 þ ð1 sÞx1Þpsuðt;o; x2Þ þ ð1 sÞuðt;o; x1Þ ð2:7Þ
for each tX0; sA½0; 1 and oAO: Since we are assuming that u is C1; this is
equivalent (see [2]) to the following property: for each tX0; oAO and x2Xx1
uxðt;o; x2Þðx2  x1ÞXuxðt;o; x1Þðx2  x1Þ: ð2:8Þ
This property induces an important inequality which will be used through the paper.
Let x1px2 be two ordered elements of X : We have
uðt;o; x2Þ  uðt;o; x1Þ ¼
Z 1
0
uxðt;o; sx2 þ ð1 sÞx1Þðx2  x1Þ ds:
Therefore, from the above convexity property (2.8) applied to x1psx2 þ ð1 sÞx1
and sx2 þ ð1 sÞx1px2 we obtain
uxðt;o; x1Þðx2  x1Þpuðt;o; x2Þ  uðt;o; x1Þpuxðt;o; x2Þðx2  x1Þ ð2:9Þ
for each tX0 and oAO:
We ﬁnish this section recalling some deﬁnitions concerning the stability of the
trajectories of the semiﬂow. A forward orbit ftðt;o0; x0Þ j tX0g of the skew-product
semiﬂow (2.1) is said to be uniformly stable if for every e40 there is a d ¼ dðeÞ40;
called the modulus of uniform stability, such that if sX0 and jjuðs;o0; x0Þ 
uðs;o0; xÞjjpdðeÞ then
jjuðt þ s;o0; x0Þ  uðt þ s;o0; xÞjjpe for each tX0:
A forward orbit ftðt;o0; x0Þ j tX0g of the skew-product semiﬂow (2.1) is said to be
uniformly asymptotically stable if it is uniformly stable and there is a d040 with the
following property: for each e40 there is a t0ðeÞ40 such that if sX0 and
jjuðs;o0; x0Þ  uðs;o0; xÞjjpd0 then
jjuðt þ s;o0; x0Þ  uðt þ s;o0; xÞjjpe for each tXt0ðeÞ:
We refer the reader to Shen and Yi [35] for the implications of the uniform stability
on ﬂow extensions.
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3. Convex and monotone skew-product semiﬂows generated by differential equations
Throughout the paper we will consider a skew-product semiﬂow (2.1) satisfying
the eventually strong monotonicity condition (2.5) and the convexity property (2.7).
In this section we present a large class of ordinary and functional differential
equations inducing a semiﬂow of this type and consequently, to which the theory
developed in this paper can be applied. However, we do not intend to consider the
more general models concerning this situation. There are other interesting examples
of partial differential equations and functional differential equations which will be
developed in forthcoming publications.
3.1. Irreducible cooperative and competitive systems
This subsection focuses on ordinary differential equations in Rn: A natural partial
ordering on Rn is generated by the cone of vectors with non-negative components.
An ordinary differential equation can be solved both forward and backward in time.
Roughly speaking, we will say that a system of ordinary differential equations is
cooperative (resp. competitive) if it generates a monotone semiﬂow in the forward
(resp. backward) time direction. There are also quadratic cones which have been very
useful in the study of competitive systems (see [27,33]) and a class of hamiltonian
systems (see [15]).
We will change our notation slightly to conform to more traditional notation for
ordinary differential equations.
Deﬁnition 3.1. A function fACðR Rm;RnÞ is said to be admissible if for any
compact set KCRm; f is bounded and uniformly continuous on R K : f is Cr
(rX1) admissible if f is Cr in xARm; and f as well as its partial derivatives up to order
r are admissible.
We consider the system of ordinary differential equations
x0 ¼ f ðt; xÞ; xARn; ð3:1Þ
where f is a C2 admissible function. Let O be the hull of f ; namely, the closure of the
set of mappings f ft j tARg with ftðs; xÞ ¼ f ðt þ s; xÞ; in the topology of uniform
convergence on compact sets. The translation R O-O; ðt;oÞ/o  t; with o 
tðs; xÞ ¼ oðt þ s;xÞ deﬁnes a continuous ﬂow s on O: We want ðO; s;RÞ to be a
minimal ﬂow and for that it is enough to assume that f is a uniformly almost
periodic or a uniformly almost automorphic function. Each oAO is also a C2
admissible function and f has a unique extension to a continuous function F :O
Rn-Rn; ðo; xÞ/oð0; xÞ: Thus, we can consider the family of systems
x0 ¼ Fðo  t; xÞ; oAO; xARn; ð3:2Þo
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which in particular, when o ¼ f coincides with system (3.1). They induce a local
skew-product semiﬂow
t :Rþ  O Rn-O Rn;
ðt;o; x0Þ/ ðo  t; xðt;o; x0ÞÞ; ð3:3Þ
where xðt;o; x0Þ is the solution of ð3:2Þo with initial value x0:
If we consider xðt;o; x0Þ a bounded solution of ð3:2Þo for t in its interval of
existence, then, by standard theory of ODEs (see [10]), xðt;o; x0Þ exists for all tX0
and its forward orbit fxðt;o; x0Þ j tX0gCRn is relatively compact.
The normal and minihedral positive cone in Rn; denoted by Rnþ; is the set
of all n-tuples with nonnegative coordinates. It gives rise to a partial order on
Rn in the following way (xi (resp. yi) denote the ith component of
x (resp. y))
xpy 3 xipyi for i ¼ 1;y; n;
xoy 3 xp y and xioyi for some iAf1;y; ng;
x5y 3 xioyi for i ¼ 1;y; n: ð3:4Þ
Thus, Rn is a strongly ordered Banach space and (3.3) a skew-product semiﬂow
satisfying the conditions stated for (2.1). Now we provide sufﬁcient conditions for t
to be strongly monotone.
Deﬁnition 3.2. We say that (3.1) is a cooperative system (resp. a competitive system) if
for any iaj
@fi
@xj
ðt; xÞX0 ðresp: p0Þ for each xARn; tAR:
System (3.1) is called strongly irreducible if there is a d040 such that if two non-
empty subsets I ; J form a partition of N ¼ f1; 2;y; ng; then for any xARn; tAR;
there is an iAI and jAJ ¼ N  I with
@fi
@xj
ðt; xÞ

Xd0:
It is easy to see that if (3.1) is a cooperative system or a strongly irreducible system
then so are ð3:2Þo with the same constant d040:
The following result is stated and proved in [35] (see also [37] for a similar result
for the autonomous case and a single cooperative and irreducible system).
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Proposition 3.3. Let (3.1) be a cooperative and strongly irreducible system, then (3.3) is
a strongly monotone skew-product semiflow, that is, it is monotone and
@x
@x0
ðt;o; x0Þvb0 for each v40; t40 and ðo; x0ÞAO Rn:
Finally, we provide a condition which guarantees the convexity property (2.8) for
the skew-product semiﬂow (3.3).
Proposition 3.4. If (3.1) is a cooperative and strongly irreducible system and
@2fi
@xj @xk
ðt; xÞX0 for each i; j; kAf1; 2;y; ng; ð3:5Þ
then the strongly monotone skew-product semiflow (3.3) satisfies that for each tX0;
vARn with vX0 and oAO
@x
@x0
ðt;o; x0ÞvX @x
@x0
ðt;o; y0Þv whenever x0Xy0;
which implies the convexity property (2.8).
Proof. We will show the result for o ¼ f ; the proof is completely similar for the rest
of the elements of the hull O: We denote
AðtÞ ¼ ½aijðtÞ ¼ @f
@x
ðt;xðt;o; x0ÞÞ; BðtÞ ¼ ½bijðtÞ ¼ @f
@x
ðt; xðt;o; y0ÞÞ:
It is easy to check that X ðtÞ ¼ @x=@x0ðt;o; x0Þ and YðtÞ ¼ @x=@x0ðt;o; y0Þ; matrices
with positive entries, satisfy
X 0 ¼ AðtÞX ;
Xð0Þ ¼ In;

Y 0 ¼ BðtÞY ;
Yð0Þ ¼ In;

ð3:6Þ
respectively. The monotonicity of the skew-product semiﬂow (3.3) implies that
xðt;o; x0ÞXxðt;o; y0Þ: Thus, from condition (3.5) it can be shown that aijðtÞXbijðtÞ
for each tX0 and i; jAf1; 2;y; ng and the rest of the proof is an easy consequence
of (3.6). &
3.2. Irreducible cooperative systems of delay differential equations
This subsection deals with differential equations containing delayed arguments.
Since delay differential equations contain ordinary differential equations as a special
case (when all the delays are zero), the treatment here follows that of the previous
subsection. The main difference is that a delay differential equation generally cannot
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be solved backward in time and therefore there is not a well-developed theory of
competitive systems with delays.
We consider the system of delay ordinary differential equations
x0ðtÞ ¼ f ðt; xðtÞ; xðt  1ÞÞ; ð3:7Þ
where f :R Rn  Rn-Rn is a C2 admissible and uniformly almost periodic or
uniformly almost automorphic function. Let O be the hull of f and s the continuous
minimal ﬂow R O-O; ðt;oÞ/o  t; with o  tðs; x; yÞ ¼ oðt þ s; x; yÞ: Each oAO
is also a C2 admissible function and f has a unique extension to a continuous
function F :O Rn  Rn-Rn; ðo; x; yÞ/oð0; x; yÞ: Thus, we can consider the
family of delay systems
x0ðtÞ ¼ Fðo  t; xðtÞ; xðt  1ÞÞ; oAO; ð3:8Þo
which in particular, when o ¼ f coincides with system (3.7).
We consider the Banach space X ¼ Cð½1; 0;RnÞ with normal and minihedral
positive cone Xþ ¼ fgAX j gðsÞX0 for each sA½1; 0g where the partial ordering in
Rn is deﬁned in (3.4). Since Int Xþ ¼ fgAX j gðsÞb0 for each sA½1; 0g is non-
empty we obtain a strong ordering on X deﬁned by
gph 3 gðsÞphðsÞ for each sA½1; 0;
goh 3 gph and gah;
g5h 3 gðsÞ5hðsÞ for each sA½1; 0:
By the standard theory of delay differential equations (see [11,12]) for each gAX and
each oAO system ð3:8Þo locally admits a unique solution xðt;o; gÞ with initial value
g; i.e. xðt;o; gÞ ¼ gðtÞ for each tA½1; 0: Therefore, family ð3:8Þo induces a local
skew-product semiﬂow
t :Rþ  O X-O X ;
ðt;o; gÞ/ ðo  t;xtðo; gÞÞ; ð3:9Þ
where xtðo; gÞðsÞ ¼ xðt þ s;o; gÞ for sA½1; 0:
It is easy to show that if xðt;o; gÞ is a bounded solution of ð3:8Þo for t in its
interval of existence, then xtðo; gÞ exists for all t40 and the forward orbit
fxtðo; gÞ j tX1þ dg is relatively compact in X for any d40:
Now we provide sufﬁcient conditions for t to be eventually strongly monotone.
Deﬁnition 3.5. We say that (3.7) is a cooperative system with respect to xðtÞ if
@fi
@xj
ðt; x; yÞX0 for each x; yARn; tAR and iaj:
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We say that system (3.7) is strongly irreducible with respect to xðtÞ if there is a d040
such that if two non-empty subsets I ; J form a partition of N ¼ f1; 2;y; ng; then
for any x; yARn; tAR; there is an iAI and jAJ ¼ N  I with
@fi
@xj
ðt; x; yÞ

Xd0:
The delay system (3.7) is called strongly monotone with respect to xðt  1Þ if there is a
d40 such that
@fi
@yj
ðt; x; yÞXd for each x; yARn; tAR and i; j ¼ 1; 2;y; n:
It is easy to see that if (3.7) is a cooperative system, a strongly irreducible system or
a strongly monotone system then so are ð3:8Þo with the same constants d040 and
d40: We denote by ð@xt=@gÞðo; gÞ :X-X the linear differential operator with
respect to the second variable. Similar arguments to the ones in the previous section
provide the following result.
Proposition 3.6. Let (3.7) be a cooperative and strongly irreducible system with respect
to xðtÞ and strongly monotone with respect to xðt  1Þ; then (3.9) is an eventually
strongly monotone skew-product semiflow, i.e. for each ðo; gÞAO X
@xt
@g
ðo; gÞvb0 whenever v40 and tX2;
and if we denote by 4r any of the relations 4; X or b then
@xt
@g
ðo; gÞv4r0 whenever v4r0 and t40:
Finally, we provide a condition which guarantees the convexity property (2.8) for
the skew-product semiﬂow (3.9).
Proposition 3.7. Let (3.7) be a cooperative and strongly irreducible system with respect
to xðtÞ and strongly monotone with respect to xðt  1Þ such that
@2fi
@xj @xk
ðt; x; yÞX0; @
2fi
@yj @yk
ðt; x; yÞX0; and @
2fi
@xj@yk
ðt; x; yÞX0 ð3:10Þ
for each i; j; kAf1; 2;y; ng: Then the eventually strongly monotone skew-product
semiflow (3.3) satisfies that for each tX0; vAX with vX0 and oAO
@xt
@g
ðo; gÞvX@xt
@g
ðo; hÞv whenever gXh;
which implies the convexity property (2.8).
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Proof. We will show the result for o ¼ f ; the proof is completely similar for the rest
of the elements of the hull O: We denote
AðtÞ ¼ @f
@x
ðt; xðt;o; gÞ; xðt  1;o; gÞÞ; BðtÞ ¼ @f
@y
ðt; xðt;o; gÞ; xðt  1;o; gÞÞ;
CðtÞ ¼ @f
@x
ðt; xðt;o; hÞ; xðt  1;o; hÞÞ; DðtÞ ¼ @f
@y
ðt; xðt;o; hÞ; xðt  1;o; hÞÞ:
Let yðt; v; gÞ; zðt; v; hÞ be the solutions of
y0ðtÞ ¼ AðtÞyðtÞ þ BðtÞyðt  1Þ; z0ðtÞ ¼ CðtÞzðtÞ þ DðtÞzðt  1Þ ð3:11Þ
with yðs; v; gÞ ¼ zðs; v; hÞ ¼ vðsÞ for sA½1; 0: It is easy to check that
@xt
@g
ðo; gÞv ¼ ytðv; gÞ;
@xt
@g
ðo; hÞv ¼ ztðv; hÞ:
The monotonicity of the skew-product semiﬂow (3.9) provides xðt;o; gÞXxðt;o; hÞ
for each tX0: Thus, from condition (3.10) it can be shown that if we denote by
aijðtÞ; bijðtÞ; cijðtÞ; dijðtÞ the positive entries of the matrices AðtÞ; BðtÞ; CðtÞ and
DðtÞ; then aijðtÞXcijðtÞ and bijðtÞXdijðtÞ for each tX0 and i; jAf1; 2;y; ng: Let
Uðt; sÞ; Vðt; sÞ be the evolutional operators generated by
z0 ¼ AðtÞz; v0 ¼ CðtÞv;
respectively. As in Proposition 3.4 it can be shown that Uðt; sÞz0XVðt; sÞv0 for each
z0; v0ARn with z0Xv040 and tXs: Therefore, the following variation of constants
formulas
yðt; v; gÞ ¼Uðt; 0Þyð0; v; gÞ þ
Z t
0
Uðt; sÞBðsÞyðs  1; v; gÞ ds; t40;
zðt; v; hÞ ¼Vðt; 0Þzð0; v; hÞ þ
Z t
0
Vðt; sÞDðsÞzðs  1; v; hÞ ds; t40
provide yðt; v; gÞXzðt; v; hÞ for each tA½0; 1: Analogous formulas for each interval
½n; n þ 1 show recursively that yðt; v; gÞXzðt; v; hÞ for each tX0; which completes the
proof. &
4. Ergodic representation of the Lyapunov exponent
We consider the skew-product semiﬂow (2.1) satisfying the eventually strong
monotonicity condition (2.5). The aim of this section is to provide ergodic
representation formulas for the Lyapunov exponent of a minimal subset in terms
of the continuous separation.
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Deﬁnition 4.1. Let KCO X be a compact, positively invariant set of the
skew product semiﬂow (2.1). For ðo; xÞAK ; we deﬁne the Lyapunov exponent
lðo; xÞ as
lðo; xÞ ¼ lim sup
t-N
ln jjuxðt;o; xÞjj
t
: ð4:1Þ
The number lK ¼ supðo;xÞAK lðo; xÞ is called the upper Lyapunov exponent on K : If
lKp0; then K is said to be linearly stable.
Deﬁnition 4.2. Let KCO X be a compact, positively invariant set of the eventually
strongly monotone skew-product semiﬂow (2.1). K is said to admit a continuous
separation if there are subspaces fX1ðo; xÞgðo;xÞAK and fX2ðo; xÞgðo;xÞAKCX
satisfying the following properties:
(1) X ¼ X1ðo; xÞ"X2ðo; xÞ and X1ðo; xÞ; X2ðo; xÞ vary continuously in K ;
(2) X1ðo; xÞ ¼ /vðo; xÞS; where vðo; xÞb0 and jjvðo; xÞjj ¼ 1 for ðo; xÞAK ;
(3) X2ðo; xÞ-Xþ ¼ f0g for ðo; xÞAK ;
(4) for any t40; ðo; xÞAK
uxðt;o; xÞX1ðo; xÞ ¼ X1ðtðt;o; xÞÞ; ð4:2Þ
uxðt;o; xÞX2ðo; xÞCX2ðtðt;o; xÞÞ; ð4:3Þ
(5) there are c40; d40 such that for any ðo; xÞAK ; zAX2ðo; xÞ with jjzjj ¼ 1
and t40
jjuxðt;o; xÞzjjpcedtjjuxðt;o; xÞvðo; xÞjj:
Pola´cˇik and Teresˇcˇak proved in [30] a discrete separation theorem from which
the following continuous separation result follows. The proof of [35] for a
strongly monotone semiﬂow applies also to the eventually strongly monotone
semiﬂow (2.1). This theorem will be essential in the characterization of the Lyapunov
exponent.
Theorem 4.3. Let KCO X be a compact, positively invariant set of the eventually
strongly monotone skew-product semiflow (2.1) which admits a flow extension. Assume
that there is a t140 such that for any ðo; xÞAK ; uxðt1;o; xÞ is a compact operator.
Then K admits a continuous separation.
For the rest of the section we will assume MCO X to be a minimal subset of the
skew-product semiﬂow (2.1) satisfying the assumptions of Theorem 4.3 and then,
admitting a continuous separation. We consider the continuous map, obtained
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evaluating the skew-product semiﬂow at t ¼ 1;
T : M-M;
ðo; xÞ/ tð1;o; xÞ; ð4:4Þ
and the continuous real map, deﬁned in terms of the continuous separation,
h : M-R;
ðo; xÞ/ ln jjuxð1;o; xÞvðo; xÞjj: ð4:5Þ
We will also consider the discrete skew-product ﬂow induced by T on M which will
be denoted by ðM; TÞ: The next result shows that the Lyapunov exponent of a point
of M can be obtained at discrete times.
Lemma 4.4. For ðo; xÞAM
lðo; xÞ ¼ lim sup
n-N
ln jjuxðn;o; xÞjj
n
:
Proof. It is easy to check that there is a constant d40 such that jjuxðt;o; xÞjjpd for
each tA½0; 1 and ðo; xÞAM: From Deﬁnition (4.1) we obtain a sequence ðtkÞkAN with
lðo; xÞ ¼ lim
k-N
ln jjuxðtk;o; xÞjj
tk
: ð4:6Þ
Let ½tk denote the integer part of tk: It is obvious that
lim sup
k-N
ln jjuxð½tk;o; xÞjj
½tk plðo; xÞ: ð4:7Þ
Besides, from (2.4)
uxðtk;o; xÞ ¼ uxðtk  ½tk; tð½tk;o; xÞÞuxð½tk;o; xÞ;
and consequently, jjuxðtk;o; xÞjjpdjjuxð½tk;o; xÞjj because tk  ½tkA½0; 1: Thus,
this inequality, (4.6) and ½tkptk provide
lðo; xÞp lim inf
k-N
ln jjuxð½tk;o; xÞjj
tk
p lim inf
k-N
ln jjuxð½tk;o; xÞjj
½tk
which together with (4.7) yields
lðo; xÞ ¼ lim
k-N
ln jjuxð½tk;o; xÞjj
½tk ;
and shows the result. &
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From this lemma and the continuous separation we obtain the following ergodic
representation of the Lyapunov exponent in M:
Theorem 4.5. Let MCO X be a minimal subset admitting a continuous separation,
and T ; h the maps defined in terms of it, by expressions (4.4) and (4.5) respectively.
Then for each ðo; xÞAM
lðo; xÞ ¼ lim sup
n-N
1
n
Xn1
j¼0
hðT jðo; xÞÞ; ð4:8Þ
and there is a T-ergodic measure m; (i.e. ergodic for the discrete flow ðM; TÞ), with
lM ¼
Z
M
h dm: ð4:9Þ
Proof. From property (5) of Deﬁnition 4.2 and Lemma 4.4, we show that
lðo; xÞ ¼ lim sup
n-N
ln jjuxðn;o; xÞvðo; xÞjj
n
:
We next claim that
ln jjuxðn;o; xÞvðo; xÞjj ¼
Xn1
j¼0
hðT jðo; xÞÞ; ð4:10Þ
from which (4.8) is immediately deduced. The proof is by induction on n: The case
n ¼ 1 follows from the deﬁnition of h: Assume the formula holds for n  1; we will
prove it for n: Therefore
Xn1
j¼0
hðT jðo; xÞÞ ¼ ln jjuxðn  1;o; xÞvðo; xÞjj þ hðTn1ðo; xÞÞ;
and hðTn1ðo; xÞÞ ¼ hðtðn  1;o; xÞÞ ¼ ln jjuxð1; tðn  1;o; xÞÞvðtðn  1;o; xÞÞjj:
However, from (4.2) uxðn  1;o; xÞvðo; xÞAX1ðtðn  1;o; xÞÞ; which implies
vðtðn  1;o; xÞÞ ¼ uxðn  1;o; xÞvðo; xÞjjuxðn  1;o; xÞvðo; xÞjj:
This and (2.4) show that
hðTn1ðo; xÞÞ ¼ ln jjuxð1; tðn  1;o; xÞÞuxðn  1;o; xÞvðo; xÞjj
 ln jjuxðn  1;o; xÞvðo; xÞjj
¼ ln jjuxðn;o; xÞvðo; xÞjj  ln jjuxðn  1;o; xÞvðo; xÞjj;
and (4.10) is proved for n:
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We now consider lM ; the upper Lyapunov exponent of M: From Deﬁnition 4.1,
lM ¼ limn-N lðon; xnÞ; where ðon; xnÞAM for each nAN; and lðon; xnÞ is
an increasing sequence. We ﬁx nAN and from (4.8) there is a sequence fnkgkAN
with
lðon; xnÞ ¼ lim
k-N
1
nk
Xnk1
j¼0
hðT jðon; xnÞÞ:
From this expression we construct a T-invariant measure in a standard way. We
consider the linear functional lnk :CðM;RÞ-R deﬁned for each gACðM;RÞ by
lnkðgÞ ¼
1
nk
Xnk1
j¼0
gðT jðon; xnÞÞ:
By Riesz’s representation theorem, there is a Borel measure mnk such that
lnkðgÞ ¼
Z
M
g dmnk for each gACðM;RÞ:
By construction, the measures mnk are normalized for each kAN; and consequently
there is a weakly convergent subsequence (let us assume the whole sequence). This
means that there is a Borel measure mn with
lim
k-N
Z
M
g dmnk ¼
Z
M
g dmn for each gACðM;RÞ:
In particular, hACðM;R) and we get lðon; xnÞ ¼
R
M
h dmn: Besides, from the
deﬁnition of mn and the continuity of T we have
R
M
g dmn ¼
R
M
g3T dmn for each
gACðM;RÞ; which implies that mn is a T-invariant measure.
Next, we consider the sequence of normalized T-invariant measures fmngnAN: As
before, we assume that there is a T-invariant measure m on M such that mn-m in the
weak topology (the result is true for a subsequence). Again, hACðM;R) and we
conclude that
lM ¼ sup
ðo;xÞAM
lðo; xÞ ¼ lim
n-N
lðon; xnÞ ¼ lim
n-N
Z
M
h dmn ¼
Z
M
h dm: ð4:11Þ
Moreover, given a T-invariant measure n; Birkhoff’s ergodic theorem asserts that for
almost every ðo; xÞAM with respect to n there exists the limit
lim
n-N
1
n
Xn1
j¼0
hðT jðo; xÞÞ ¼ lðo; xÞ and
Z
M
h dn ¼
Z
M
lðo; xÞ dn:
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Thus, for each T-invariant measure,
R
M
h dnplM and (4.11) provide
lM ¼ sup
Z
M
h dn j n is T-invariant
 
:
Finally, the superior is taken in a T-ergodic measure (see [23]) and the proof is
complete. &
5. Strictly ordered minimal sets
As stated in Section 2, we will consider the skew-product semiﬂow (2.1) satisfying
the eventually strong monotonicity condition (2.5) and the convexity property (2.7).
From now on, we will also consider two minimal subsets K1 and K2 admitting a ﬂow
extension and strictly ordered in the following sense.
Deﬁnition 5.1. We say that two minimal subsets K1 and K2 are strictly ordered
K15K2 if there are points ðo0; x1ÞAK1 and ðo0; x2ÞAK2 such that x1ox2:
The minimal character of the subsets and the eventually strong monotonicity (2.5)
of the semiﬂow provide the following characterization for each point of K1 which
explains the notation of the deﬁnition. Remember that t040 is the positive time of
condition (2.5).
Proposition 5.2. If K15K2; then for each ðo; y1ÞAK1 there exists ðo; y2ÞAK2 with
y15y2:
Proof. Since K1 is minimal, there is a sequence ftngnAN going to N such that
ðo; y1Þ ¼ limn-N tðtn;o0; x1Þ ¼ limn-Nðo0  tn; uðtn;o0; x1ÞÞ: In addition, there is n0
such that tn4t0 for each n4n0: Let sn ¼ tn  t0 for n4n0: We can ﬁnd an adequate
subsequence (assume the whole sequence) for which the following limits
lim
n-N
ðo0  sn; uðsn;o0; x1ÞÞ ¼ ð *o; y˜1ÞAK1;
lim
n-N
ðo0  sn; uðsn;o0; x2ÞÞ ¼ ð *o; y˜2ÞAK2
exist. Since x1ox2 we obtain y˜1oy˜2 and then the strongly order preserving property
(2.6) of the semiﬂow provides uðt0; *o; y˜1Þ5uðt0; *o; y˜2Þ: Finally, considering the point
ðo; y2Þ ¼ tðt0; *o; y˜2Þ of K2; it is immediate to check that y15y2: &
We can even choose the element of K2 in the following way.
Lemma 5.3. Let K15K2 and fix eb0: Then, there is a positive constant a40 such that
for each ðo; x1ÞAK1 there exists ðo; x2ÞAK2 with x2  x1Xae:
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Proof. By Proposition 5.2, given ðo; y1ÞAK1 there is ðo; y2ÞAK2 with y15y2: We
denote
aðtÞ ¼ supfaAR j uðt;o; y2Þ  uðt;o; y1ÞXaeg:
Let us assume that limn-N aðtnÞ ¼ 0 for a sequence ftngnAN going toN: Then, for
an adequate subsequence
lim
n-N
ðo  tn; uðtn;o; y1ÞÞ ¼ ð *o; y˜1ÞAK1;
lim
n-N
ðo  tn; uðtn;o; y2ÞÞ ¼ ð *o; y˜2ÞAK2;
with y˜15y˜2; and we can ﬁnd b40 such that y˜2  y˜1bbe: The above limits also imply
that there is an n0 such that for each nXn0
uðtn;o; y2Þ  uðtn;o; y1ÞXb
2
e
which contradicts that aðtnÞ-0 as n-N: Thus, there is a40 such that uðt;o; y2Þ 
uðt;o; y1ÞXae for each tX0:
Finally, given ðo; x1ÞAK1; from the minimal character of K1 and compactness of
K2; we ﬁnd a sequence fsngnAN going toN and a point ðo; x2ÞAK2 with limn-Nðo 
sn; uðsn;o; y1ÞÞ ¼ ðo; x1Þ and limn-Nðo  sn; uðsn;o; y2ÞÞ ¼ ðo; x2Þ: Obviously,
x2  x1Xae and the result is proved. &
Analogously, it can be shown that, under the same conditions, for each point
ðo; x2ÞAK2 there exists ðo; x1ÞAK1 satisfying x2  x1Xae:
We denote p :O X/O as the natural projection. The next property, showed by
Shen and Yi in [35] for a residual subset, holds in our case for each oAO:
Proposition 5.4. For each oAO; no two elements of K2-p1ðoÞ are ordered.
Proof. From two strictly ordered elements of K2-p1ðo  ðt0ÞÞ we can obtain a
strongly ordered pair of K2-p1ðoÞ; so let us assume that there are
ðo; x2Þ; ðo; y2ÞAK2 with x25y2: Besides, since K1 and K2 are strictly ordered, there
is ðo; x1ÞAK1 with x15x2: Since Xþ is a normal cone, each eb0 deﬁnes a norm in X
jjxjje ¼ inffr40 j  repxpreg ð5:1Þ
which is equivalent to the usual norm in the Banach space X : Therefore, if we
consider e ¼ y2  x1b0 and a ¼ jjx2  x1jje; it is easy to check that aAð0; 1Þ and
x2pð1 aÞx1 þ ay2: From the monotonicity and convexity properties of the ﬂow
we deduce that, uðt;o; x2Þpð1 aÞuðt;o; x1Þ þ auðt;o; y2Þ for each tX0 and
consequently,
uðt;o; y2Þ  uðt;o; x2ÞXð1 aÞ uðt;o; y2Þ  uðt;o; x1Þð Þ: ð5:2Þ
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Shen and Yi prove in [35] (Theorem 3.2 of Part II) that there exists a residual set O0
such that, for any oAO0; no two elements on K2-p1ðoÞ are ordered. We ﬁx
o0AO0: Since O is minimal and K2 compact and positively invariant, there is a
sequence ftngnAN going toN such that the following limits exist and
lim
n-N
ðo  tn; uðtn;o; x2ÞÞ ¼ ðo0; x20ÞAK2;
lim
n-N
ðo  tn; uðtn;o; y2ÞÞ ¼ ðo0; y20ÞAK2;
lim
n-N
ðo  tn; uðtn;o; x1ÞÞ ¼ ðo0; x10ÞAK1:
Finally, from relation (5.1) we conclude that y2
0  x20Xð1 aÞðy02  x01Þb0 and we
have found two ordered elements in K2-p1ðo0Þ which is impossible. &
The next result shows that all the forward orbits starting below K1 are
bounded.
Proposition 5.5. Let ðo; yÞAO X be such that there is ðo; x1ÞAK1 with yox1: Then
ftðt;o; yÞ j tX0g is bounded.
Proof. Let ðo; x2ÞAK2 be such that yox15x2: Then 0ox1  y5x2  y and there is
0oao1 with x1  ypaðx2  yÞ; i.e. x1pð1 aÞy þ ax2: Thus, from the convexity
and monotonicity properties of the ﬂow it follows that uðt;o; x1Þpð1
aÞuðt;o; yÞ þ auðt;o; x2Þ for each tX0: Then, for each tX0
uðt;o; x1ÞXuðt;o; yÞXð1 aÞuðt;o; yÞXuðt;o; x1Þ  auðt;o; x2Þ;
and, because of the normal character of the cone and the minimality of K1 and K2;
the forward orbit is bounded, as claimed. &
Lemma 5.6. If K15K2 there is a positive constant c140 such that
jjuxðt;o; x1Þjjpc1
for each ðo; x1ÞAK1 and tX0:
Proof. Let eb0: We claim that there is a constant c40 (depending on e) such that
for each ðo; xÞAO X and tX0
jjuxðt;o; xÞjjpcjjuxðt;o; xÞejj: ð5:3Þ
We have jjuxðt;o; xÞjje ¼ supjjyjje¼1jjuxðt;o; xÞyjje: From jjyjje ¼ 1 we deduce that
epype; i.e. 0py þ ep2e; and the positiveness of the linear operator uxðt;o; xÞ
gives
0puxðt;o; xÞðy þ eÞp2uxðt;o; xÞe:
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Moreover, the e-norm is monotone, so
jjuxðt;o; xÞðy þ eÞjjep2jjuxðt;o; xÞejje;
i.e. jjuxðt;o; xÞyjjep3jjuxðt;o; xÞejje; for each yAX with jjyjje ¼ 1: Thus,
jjuxðt;o; xÞjjep3jjuxðt;o; xÞejje and the equivalence of the norms yields (5.3).
Finally, by Lemma 5.3, given ðo; x1ÞAK1 there is ðo; x2ÞAK2 such that aepx2 
x1: From this inequality, expression (5.3) with ðo; x1Þ; relation (2.9), monotonicity
of the norm and positiveness of the linear operator uxðt;o; x1Þ we deduce that for
each tX0
jjuxðt;o; x1Þjjpca jjuðt;o; x2Þ  uðt;o; x1Þjj;
and the result follows by compactness and positive invariance of K1 and K2: &
Proposition 5.7. If K15K2; then K1 is a linearly stable set, i.e. lK1p0:
Proof. It is immediate from Deﬁnition 4.1 and Lemma 5.6. &
We omit the proof of the next result which is completely analogous to the one
given in Lemma 5.6.
Lemma 5.8. If K15K2 there is a positive constant d240 such that
jjuxðt;o; x2ÞjjXd240
for each ðo; x2ÞAK2 and tX0:
Proposition 5.9. If K15K2 then lK2X0:
Proof. It is an easy consequence of Deﬁnition 4.1 and Lemma 5.8. &
The following lemma, proved in [35] and included here for completeness, provides
a useful property for pairs which are not ordered. In particular, it will be helpful to
show that K1 is a 1-covering of the base, also under some compactness assumptions
for the linear operator ux:
Lemma 5.10. Let K be a minimal subset of O X which admits a flow extension and is
linearly stable. Assume also that there is t140 such that uxðt1;o; xÞ is a compact
operator for each ðo; xÞAK : Then there are e0; c0 and d040 such that if
ðo; x1Þ; ðo; x2ÞAK with jjx2  x1jjoe0; and uðt;o; x1Þ; uðt;o; x2Þ are not ordered
for t in an interval ½0; s0; then for each 0ptps0
jjuðt;o; x1Þ  uðt;o; x2Þjjpc0ed0tjjx2  x1jj:
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Theorem 5.11. Let us assume that K15K2 and there is t140 such that uxðt1;o; xÞ is a
compact operator for each ðo; xÞAK1: Then, the minimal subset K1 is a copy of the
base O; i.e. cardðK1-p1ðoÞÞ ¼ 1 for each oAO:
Proof. First we will prove that for each oAO; no two elements of K1-p1ðoÞ are
ordered. Since K1 is linearly stable and admits a ﬂow extension, Lemmas 4.7 and 4.8
of part II of [35] assert that the proximal relation PðK1Þ on K1 is an equivalence
relation and coincides with the order relation
PðK1Þ ¼ OðK1Þ ¼ fððo; x1Þ; ðo; x2ÞÞ j ðo; x1Þ; ðo; x2ÞAK1; x2  x1A7Xþg;
i.e. the ordered pairs of K1 are the proximal pairs. Moreover, by Corollary 2.8 of
Part I of [35], PðK1Þ ¼ PþðK1Þ ¼ PðK1Þ; i.e. the positive proximal pairs are also
negative proximal pairs.
Let us assume, on the contrary, that there is an ordered pair ðo; x1Þ; ðo; y1Þ in
K1-p1ðoÞ and set d ¼ jjx1  y1jj: Let c1 be the positive constant of Lemma 5.6, and
e40 such that c1eod=2: The proximal character of the pair in N implies the
existence of t040 such that jjuðt0;o; y1Þ  uðt0;o; x1Þjjoe: Notice that the points
uðt0;o; y1Þ and uðt0;o; x1Þ are also ordered. Thus, from inequality (2.9) applied
at these points and t0; and Lemma 5.6 we obtain
0od ¼ jjx1  y1jj ¼ jjuðt0; tðt0;o; y1ÞÞ  uðt0; tðt0;o; x1ÞÞjjpc1eod
2
which is impossible and thus, each pair of K1-p1ðoÞ is distal.
Next, we will show that K1 is an n1-covering of the base O: Let us assume that
cardðK1-p1ðoÞÞ ¼N: Therefore, there exists a convergent sequence
fðo; xnÞgnANCK1 with limn-Nðo; xnÞ ¼ ðo; xÞAK1: Finally, when jjx  xn0 jj is
sufﬁciently small, Lemma 5.10 provides
jjuðt;o; xÞ  uðt;o; xn0Þjj-0
as t-N; which contradicts the non-existence of proximal pairs in K1-p1ðoÞ:
Consequently, cardðK1-p1ðoÞÞoN and it remains to prove that it is constant in
O: Let nðoÞ ¼ cardðK1-p1ðoÞÞ and
K1-p1ðoÞ ¼ fðo; x1ðoÞÞ;y; ðo; xnðoÞðoÞÞg:
Since O is minimal, given o;o0AO there exists a sequence ftngnAN going toN such
that o0 ¼ limn-N o  tn: Thus, for an adequate subsequence the limits
lim
n-N
ðo  tn; uðtn;o; xjðoÞÞÞ ¼ ðo0; yjðo0ÞÞAK1; j ¼ 1;y; nðoÞ
exist and provide, by distallity, nðoÞ different points in K1-p1ðo0Þ; i.e.
nðo0ÞXnðoÞ: Interchanging o and o0 we have checked that nðoÞ is constant in O
and K1 is an n1-covering of O; as asserted.
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Since Vþ is a normal cone and Int Xþa|; it is easy to check that, for each oAO
the ﬁnite set fx1ðoÞ;y; xn1ðoÞg is bounded with respect to the ordering induced
by Xþ: Thus, from the minihedral character of the cone there exists the inﬁmum
bðoÞ ¼ inffx1ðoÞ;y; xn1ðoÞg; ð5:4Þ
which is a continuous map on O by assumption (2.2). From the invariance of K1 and
the monotonicity of the ﬂow, it is also immediate to check that
bðo  tÞXuðt;o; bðoÞÞ ð5:5Þ
for each oAO; and tX0: We claim that b is invariant under the ﬂow s; that is,
bðo  tÞ ¼ uðt;o; bðoÞÞ for each oAO; and tX0: Let us assume on the contrary that
there is oAO and s1X0 such that
bðo  s1Þ4uðs1;o; bðoÞÞ: ð5:6Þ
We ﬁx this oAO and ðo; zÞAK2: We know that there is iAf1; 2;y; n1g such that
xiðoÞ5z from which we deduce that bðoÞ5z: Let e ¼ z  bðwÞb0 and
a ¼ inffjjxiðoÞ  bðoÞjje j i ¼ 1; 2;y; n1g ð5:7Þ
where the norm jj  jje is deﬁned by (5.1). It is easy to check that ao1 and there exists
jAf1; 2;y; n1g such that jjxjðoÞ  bðoÞjje ¼ a: Therefore, xjðoÞ  bðoÞpaðz 
bðoÞÞ; that is
xjðoÞpð1 aÞbðoÞ þ az;
and the convex and monotone character of the ﬂow and relation (5.6) provide
uðs1;o; xjðoÞÞp ð1 aÞuðs1;o; bðoÞÞ þ auðs1;o; zÞ
o ð1 aÞbðo  s1Þ þ auðs1;o; zÞ:
Notice that a should be strictly positive. Otherwise, from the above relation and the
deﬁnition of b we would obtain bðo  s1Þpxjðo  s1Þ ¼ uðs1;o; xjðoÞÞpuðs1;o; bðoÞÞ
which contradicts (5.6). Moreover, the strongly order preserving property (2.6) and
the convexity property (2.7) show that
uðs1 þ t0;o; xjðoÞÞ5ð1 aÞuðt0;o  s1; bðo  s1ÞÞ þ auðs1 þ t0;o; zÞ
and we can ﬁnd 0oa0oa such that
uðs1 þ t0;o; xjðoÞÞ5ð1 a0Þuðt0;o  s1; bðo  s1ÞÞ þ a0uðs1 þ t0;o; zÞ:
Again the monotonicity and convexity properties of the ﬂow and relation (5.5) give
uðt;o; xjðoÞÞ5ð1 a0Þbðo  tÞ þ a0uðt;o; zÞ ð5:8Þ
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for each tXs1 þ t0: Finally, from the minimal character of K1; K2; we can ﬁnd a
sequence tn going to inﬁnity such that
lim
n-N
ðo  tn; uðtn;o; xjðoÞÞ ¼ ðo; xkðoÞÞ;
lim
n-N
ðo  tn; uðtn;o; zÞÞ ¼ ðo; zÞ
for some kAf1; 2;y; n1g: Thus, relation (5.8) and the continuity of b provide
xkðoÞpð1 a0ÞbðoÞ þ a0z;
i.e. xkðoÞ  bðoÞpa0 ðz  bðoÞÞ ¼ a0e which contradicts (5.7) because 0oa0oa:
Therefore, b is invariant and
M ¼ fðo; bðoÞÞ joAOg
is a minimal set. Finally, we claim that M ¼ K1: Let us assume on the contrary that
there is oAO and jAf1; 2;y; n1g such that bðoÞoxjðoÞ: From Deﬁnition 5.1 we
deduce that M5K1; i.e. bðoÞ5xjðoÞ for each oAO and jAf1; 2;y; n1g which
contradicts that b is the inﬁmum, and proves that K1 is a copy of the base O; as
asserted. &
6. Null Lyapunov exponent
We consider the skew-product semiﬂow (2.1) satisfying the eventually strong
monotonicity condition (2.5) and the convexity property (2.7). Let K15K2 be two
strictly ordered minimal subsets admitting a ﬂow extension. In this section, we will
prove that the upper Lyapunov exponent of K1 vanishes if and only if the one of K2
does.
Throughout this section we will make the following assumptions which are in
particular satisﬁed by the examples presented in Section 3.
Assumption 6.1. (1) Each bounded forward trajectory ftðt;o; xÞ j tX0g is relatively
compact.
(2) There is a t040 such that uxðt;o; xÞ is a compact linear operator for each tXt0
and ðo; xÞ in any compact subset KCO X :
The positive time t040 will also denote the one of condition (2.5).
Proposition 6.2. If lK1 ¼ 0 there are positive constants c1; c240 such that
0oc2pjjuxðt;o; x1Þjjpc1
for each ðo; x1ÞAK1 and tX0:
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Proof. The upper bound is obtained in Lemma 5.6. This implies that there is g40
such that
Xn1
j¼0
hðT jðo; x1ÞÞ ¼ ln jjuxðn;o; x1Þvðo; x1Þjjpg ð6:1Þ
for each nAN and ðo; x1ÞAK1: Moreover, from Theorem 4.5 there is a T-ergodic
measure m on K1 such that
R
K1
h dm ¼ lK1 ¼ 0: Thus, from a result on recurrence of
co-cycles given by Atkinson [5] (see also Theorem 2 of Shneiberg [36] and Johnson
[16] for a topological version), for almost every ðo; xÞAK1 with respect to m there
exists a sequence jk-N such that
0p
Xjk1
i¼0
hðTiðo; xÞÞ-0 as k-N:
Let ðo0; x0ÞAK1 be one of these points. We claim that there is a real constant g0 such
that for each nAN
g0p
Xn1
j¼0
hðT jðo0; x0ÞÞ ¼ ln jjuxðn;o0; x0Þvðo0; x0Þjj:
On the contrary, again the above recurrence result implies that there are sequences
fmkgkAN and fnkgkAN with mkonkomkþ1 such that
0p
Xmk1
j¼0
hðT jðo0; x0ÞÞo1=2 and
Xnk1
j¼0
hðT jðo0; x0ÞÞo k
for each k: From this, it is easily seen that
kp
Xmkþ11
j¼nk
hðT jðo0; x0ÞÞ ¼
Xmkþ1nk1
j¼0
hðT jðtðnk;o0; x0ÞÞÞ
which contradicts (6.1). Thus, g0pln jjuxðn;o0; x0Þvðo0; x0Þjjpg; and since
jjvðo0; x0Þjj ¼ 1; also g0pln jjuxðn;o0; x0Þjj for each nAN: Therefore, we conclude
that there is d40 such that 0odpjjjuxðn;o0; x0Þjj for each nAN: Similar arguments
to the ones given in Lemma 4.4 provide now a positive constant c040 such that
0oc0pjjuxðt;o0; x0Þjj for each tX0: ð6:2Þ
Finally, let ðo; x1ÞAK1: Since K1 is minimal, there is a sequence tn-N such that
ðo; x1Þ ¼ limn-N tðtn;o0; x0Þ: Consequently, the upper bound, inequality (6.2) and
relation (2.4) yield
0oc0pjjuxðt þ tn;o0; x0Þjjp jjuxðt; tðtn;o0; x0ÞÞjj jjuxðtn;o0; x0Þjj
p c1jjuxðt; tðtn;o0; x0ÞÞjj
for each tX0; which as n-N ﬁnishes the proof with c2 ¼ c0=c1: &
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As in Section 5, we denote p :O X/O as the natural projection. For the next
result we do not need the assumption of being lK1 ¼ 0: However, we include the
statement and proof here because, as we will prove later, there is no minimal subset
between K1 and K2 if lK1o0: It provides us with a characterization of the minimal
subsets lying between K1 and K2:
Proposition 6.3. Let M be a minimal subset of O X satisfying K15M5K2: Then
(i) the upper Lyapunov exponent vanishes, that is, lM ¼ 0;
(ii) there is aAð0; 1Þ such that M ¼ ð1 aÞK1 þ aK2 and consequently, M admits a
flow extension;
(iii) for each bA½0; 1; ð1 bÞK1 þ bK2 is a minimal set which is a copy of the base O:
In particular, M and K2 are copies of the base O; i.e. for each
oAO; cardðM-p1ðoÞÞ ¼ 1 and cardðK2-p1ðoÞÞ ¼ 1:
Proof. (i) From M5K2 (resp. K15M), Lemma 5.7 (resp. Lemma 5.9) implies that
lMp0 (resp. lMX0). Thus, we conclude that lM ¼ 0:
(ii) We ﬁx oAO and ðo; xÞAM: From Theorem 5.11 we know that K1 is a copy of
the base, i.e. K1 ¼ fðo; x1ðoÞÞ joAOg: Then, for each ðo; zÞAK2 we have x1ðoÞ5z;
i.e. ez ¼ z  x1ðoÞb0; and we consider
a ¼ inffjjx  x1ðoÞjjez j ðo; zÞAK2g: ð6:3Þ
It is easy to check that 0oao1 and this minimum is obtained. Thus, there is
ðo; zÞAK2 such that a ¼ jjx  x1ðoÞjjez : This means that 05x  x1ðoÞpaðz 
x1ðoÞÞ; that is,
xpð1 aÞx1ðoÞ þ az:
Next we claim that x ¼ ð1 aÞx1ðoÞ þ az: Let us assume on the contrary that
xoð1 aÞx1ðoÞ þ az: As in Theorem 5.11, from the strongly order preserving
property (2.6) and the convex character of the ﬂow we deduce that
uðt0;o; xÞ5ð1 aÞuðt0;o; x1ðoÞÞ þ auðt0;o; zÞ;
and we can ﬁnd 0oa0oa such that uðt0;o; xÞ5ð1 a0Þuðt0;o; x1ðoÞÞ þ
a0uðt0;o; zÞ: Again the monotonicity and convexity properties of the ﬂow give
uðt;o; xÞ5ð1 a0Þx1ðo  tÞ þ a0uðt;o; zÞ ð6:4Þ
for each tXt0: Finally, from the minimal character of K2 and M we can ﬁnd a
sequence tn going to inﬁnity such that
lim
n-N
ðo  tn; uðtn;o; xÞÞ ¼ ðo; xÞ;
lim
n-N
ðo  tn; uðtn;o; zÞÞ ¼ ðo; yÞ
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for some ðo; yÞAK2: Thus, relation (6.4) provides
xpð1 a0Þx1ðoÞ þ a0 y;
i.e. x  x1ðoÞpa0 ðy  x1ðoÞÞ ¼ a0ey which contradicts (6.3) because 0oa0oa; and
proves that x ¼ ð1 aÞx1ðoÞ þ az; as claimed.
Moreover, it is easy to check that a is constant along the trajectory and for each
tX0 we have uðt;o; xÞ ¼ ð1 aÞx1ðo  tÞ þ auðt;o; zÞ: From this we deduce that a is
independent of o and M ¼ ð1 aÞK1 þ aK2; as stated. Notice that this implies that
cardðM-p1ðoÞÞ ¼ cardðK2-p1ðoÞÞ and M admits a ﬂow extension.
(iii) From M5K2; Theorem 5.11 asserts that M is a copy of the base O; and the
same result is true for K2 because of (ii). Therefore, K2 ¼ fðo; x2ðoÞÞ joAOg and
M ¼ fðo; yaðoÞÞ joAOg with yaðoÞ ¼ ð1 aÞx1ðoÞ þ ax2ðoÞ:
Let 0obo1 and consider, for each oAO
ybðoÞ ¼ ð1 bÞx1ðwÞ þ bx2ðoÞ: ð6:5Þ
If boa we have x1ðoÞ5ybðoÞ5yaðoÞ5x2ðoÞ and it is easy to check that
yaðoÞ ¼ ð1 a0ÞybðwÞ þ a0x2ðoÞ ð6:6Þ
for some a0Að0; 1Þ and each oAO: From relation (6.5), the monotonicity and
convexity properties of the ﬂow we deduce that uðt;o; ybðoÞÞpybðo  tÞ: Analo-
gously, from (6.6) we deduce that ybðo  tÞpuðt;o; ybðoÞÞ and consequently ybðo 
tÞ ¼ uðt;o; ybðoÞÞ for each tX0 and oAO which implies that the set ð1 bÞK1 þ bK2
is minimal.
We omit the proof of the case aob which is completely analogous with
x1ðoÞ5yaðoÞ5ybðoÞ5x2ðoÞ; and we conclude that ð1 bÞK1 þ bK2 is a minimal
set, as claimed. &
The existence of a minimal subset lying between K1 and K2 is a consequence of
being null the upper Lyapunov exponent lK1 :
Lemma 6.4. We assume that lK1 ¼ 0: Then there exists M a minimal subset of O X
satisfying K15M5K2:
Proof. As above, from Theorem 5.11 we know that K1 is a copy of the base, that is,
K1 ¼ fðo; x1ðoÞÞ joAOg: Let ðo; yÞAO X be such that x1ðoÞ5y5x2 for some
ðo; x2ÞAK2: Since the forward trajectory ftðt;o; yÞ j tX0g is bounded there is a
minimal set M contained in its closure, i.e. MCclsfðo  t; uðt;o; yÞÞ j tX0g:
We claim that MaK1 which provides K15M: Let us assume, on the contrary,
that ðo; x1ðoÞÞAK1-M: Thus, there exists a sequence tn-N such that ðo; x1ðoÞÞ ¼
limn-N tðtn;o; yÞ: From Proposition 6.2 there is a positive constant c2 such that
jjuxðt;o; x1ðoÞÞjjXc240 for each tX0: Besides, from x1ðoÞ5y inequality (2.9) yields
uðtn;o; yÞ  uðtn;o; x1ðoÞÞXuxðtn;o; x1ðoÞÞðy  x1ðoÞÞ; nAN:
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Consequently, from expression (5.3) for e ¼ y  x1ðoÞ and the monotonicity of the
norm we can ﬁnd a positive constant r40 (depending on x1ðoÞ; y but not on n)
such that for each nAN
jjuðtn;o; yÞ  x1ðo  tnÞjjXr40; ð6:7Þ
which contradicts that ðo; x1ðoÞÞ ¼ limn-Nðo  tn; uðtn;o; yÞÞ:
Finally, we check that MaK2: From the inequality x1ðoÞ5y5x2; it is easy to
check that there exists aAð0; 1Þ such that ypax1ðoÞ þ ð1 aÞx2: Then, the
monotone character of the ﬂow and the convexity property (2.7) provide
uðt;o; yÞpauðt;o; x1ðoÞÞ þ ð1 aÞuðt;o; x2Þ; that is
uðt;o; x2Þ  uðt;o; yÞXa ½uðt;o; x2Þ  uðt;o; x1ðoÞÞ:
Besides, from Proposition 5.4, for each oAO no two elements of K2-p1ðoÞ are
ordered. Thus, the above relation together with the minimal character of K1 and K2
show that MaK2; and the lemma is proved. &
Theorem 6.5. If K15K2; lK1 ¼ 0 implies that lK2 ¼ 0:
Proof. From Lemma 6.4 there is a minimal subset K15M5K2: Therefore,
Proposition 6.3 says that K2 is a copy of the base and Mb ¼ ð1 bÞK1 þ bK2 are
minimal subsets for each bAð0; 1Þ: Thus, we consider the increasing sequence of
minimal subsets fMbngnAN with bn ¼ 1 1=n; i.e.
Mbn ¼ fðo; ybnðoÞÞ joAOg ¼ fðo; ð1=nÞx1ðoÞ þ ð1 1=nÞx2ðoÞÞ joAOg
and limn-N ybnðoÞ ¼ x2ðoÞ uniformly on O:
Next, we consider the compact positively invariant set K˜2 ¼
SN
n¼1 Mbn,K2: We
claim that K˜2 admits a ﬂow extension. Since K˜2 is a compact set, from Theorem 2.3
of [35] (Part II) it is enough to prove that each point of K˜2 admits a unique backward
orbit. However, each point ðo; xÞ of K˜2 belongs to a minimal subset which
from Proposition 6.3 admits a ﬂow extension. This implies, see Proposition 2.2
of [35] (Part II), that ðo; xÞ has a unique backward orbit in the minimal subset and
then in K˜2:
From Theorem 4.3, K˜2 admits a continuous separation, and it is easy to check that
its restriction to each Mbn is a continuous separation on Mbn : In addition, by
Proposition 6.3, lMbn ¼ 0; and from Theorem 4.5 there is a T-ergodic measure nn
concentrated on Mbn such that
R
h dnn ¼ 0 (the function h is deﬁned by (4.5) in terms
of the continuous separation).
In fact, from Proposition 6.2 applied to Mbn ; it is easy to check that each
T-ergodic measure nn concentrated on Mbn satisﬁes
R
h dnn ¼ 0: Therefore, we ﬁx an
ergodic measure m0 on the base O and we consider mn and m the T-ergodic measures
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deﬁned, respectively, by
Z
K˜2
f dmn ¼
Z
O
f ðo; ybnðoÞÞ dm0;
Z
K˜2
f dm ¼
Z
O
f ðo; x2ðoÞÞ dm0
for each fACðK˜2Þ: Then, mn is concentrated on Mbn and
R
h dmn ¼ 0: Moreover, m is
concentrated on K2; and the uniform convergence of ybnðoÞ to x2ðoÞ providesZ
K2
h dm ¼ lim
n-N
Z
K˜2
h dmn ¼ 0:
Therefore, Lemma 5.8 and an application of the result on recurrence of co-cycles
similar to the one given in Proposition 6.2, show that there are positive constants d1
and d2 such that
0od2pjjuxðt;o; x2ðoÞÞjjpd1 for each tX0 and oAO:
Finally, this inequality and Deﬁnition 4.1 yield to lK2 ¼ 0 as stated. &
Proposition 6.6. If K15K2 and the upper Lyapunov exponent of K2 vanishes, i.e.
lK2 ¼ 0; there are positive constants d1; d240 such that
0od2pjjuxðt;o; x2Þjjpd1
for each ðo; x2ÞAK2 and tX0:
Proof. The lower bound was obtained in Lemma 5.8. From Theorem 4.5 and
lK2 ¼ 0; there is a T-ergodic measure m such that
R
K2
h dm ¼ 0 and thus, the upper
bound follows from the result on recurrence of co-cycles, as in Proposition 6.2. &
We ﬁnish this section with the proof of the reciprocal result of Theorem 6.5.
Theorem 6.7. If K15K2; lK2 ¼ 0 implies that lK1 ¼ 0:
Proof. First we claim that there is a minimal subset M satisfying K15M5K2: From
Theorem 5.11, K1 is a copy of the base, i.e. K1 ¼ fðo; x1ðoÞÞ joAOg: We ﬁx oAO
and ðo; x2ÞAK2: Therefore x1ðoÞ5x2 and, for each aAð0; 1Þ; we take yaðoÞ ¼
ð1 aÞx1ðoÞ þ ax2: Thus x1ðoÞ5yaðoÞ5x2; and the forward trajectory
ftðt;o; yaðoÞÞ j tX0g is bounded. Consequently, there is a minimal set Ma contained
in its closure, i.e.
MaCclsfðo  t; uðt;o; yaðoÞÞÞ j tX0g:
Moreover, from the monotonicity and convexity properties of the ﬂow we deduce
that uðt;o; yaðoÞÞpð1 aÞuðt;o; x1ðoÞÞ þ auðt;o; x2Þ for each tX0; i.e.
uðt;o; x2Þ  uðt;o; yaðoÞÞXð1 aÞ uðt;o; x2Þ  uðt;o; x1ðoÞÞð Þ:
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Besides, from Proposition 5.4, for each oAO no two elements of K2-p1ðoÞ are
ordered. Thus, the above relation together with the minimal character of K1 and K2
show that MaaK2; i.e. Ma5K2 for each aAð0; 1Þ:
From inequality (2.9) we deduce that for each tX0
uðt;o; x2Þ  uðt;o; yaðoÞÞpuxðt;o; x2Þðx2  yaðoÞÞ:
Therefore, Proposition 6.6 and the monotone character of the norm provide
jjuðt;o; x2Þ  uðt;o; yaðoÞÞjjpc2jjx2  yaðoÞjj;
for each tX0: Consequently, denoting by d a metric in O X ; if we choose a0Að0; 1Þ
with c2jjx2  ya0ðoÞjjodðK1; K2Þ; it is clear that Ma0aK1; that is K15Ma0 :
Finally, from Proposition 6.3 we conclude that K2 is a copy of the base, i.e.
K2 ¼ fðo; x2ðoÞÞ joAOg and, for each aAð0; 1Þ we have K15Ma5K2:
Moreover, each Ma is a copy of the base and Ma ¼ fðo; yaðoÞÞ joAOg with yaðoÞ ¼
ð1 aÞx1ðoÞ þ ax2ðoÞ: Taking an ¼ 1=n; we consider the decreasing sequence of
minimal subsets fMangnAN; that is
Man ¼ fðo; yanðoÞÞ joAOg ¼ fðo; ð1 1=nÞx1ðoÞ þ ð1=nÞx2ðoÞÞ joAOg
with limn-N yanðoÞ ¼ x1ðoÞ uniformly on O: Thus, the same proof of Theorem 6.5
applies now to K1 to show that there is a T-ergodic measure m concentrated into K1
such that
R
K1
h dm ¼ 0: Moreover, since K1 is linearly stable (see Proposition 4.1), i.e.
lK1p0; we deduce that
R
K1
h dnp0 for each T-invariant measure n in K1: Thus, from
lK1 ¼ supf
R
K1
h dn ¼ 0 j n is T-invariantg; we obtain lK1 ¼ 0; as we claimed. &
7. Dynamics in the case of null Lyapunov exponent
We are considering two strictly ordered minimal subsets, K15K2 which admit a
ﬂow extension. The skew product semiﬂow (2.1) is eventually strongly monotone,
satisﬁes the convexity property (2.7) and Assumption 6.1. We have shown in the
previous section that lK1 and lK2 vanish or not simultaneously. This section is
devoted to the study of the ergodic and topological structure of the skew-product
semiﬂow (2.1) when both upper Lyapunov exponents vanish.
Under this condition, we have already proved that K1 and K2 are copies of the
base, i.e. K1 ¼ fðo; x1ðoÞÞ joAOg and K2 ¼ fðo; x2ðoÞÞ joAOg: Let K be the
positively invariant subset deﬁned by
K ¼ fðo; xÞAO X j x1ðoÞpxpx2ðoÞg: ð7:1Þ
The next result provides a characterization of the ergodic and topological structure
of the skew-product semiﬂow (2.1) on this region K :
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Theorem 7.1. Let us assume that lK1 ¼ 0 and consider the following subset of K :
K˜ ¼
[
aA½0;1
Ma;
where Ma ¼ ð1 aÞK1 þ aK2 ¼ fðo; yaðoÞÞ joAOg: Then
(i) for each ðo; xÞAK there exists aA½0; 1 such that
lim
t-N
jjuðt;o; xÞ  yaðo  tÞjj ¼ 0; ð7:2Þ
(ii) K˜ is the maximal compact subset of K admitting a flow extension;
(iii) every Borel normalized t-invariant measure m on K is concentrated on K˜; i.e.
mðK˜Þ ¼ 1: In particular, each Borel t-ergodic measure on K is concentrated into
one of the minimal subsets Ma:
Proof. (i) Since the forward trajectory ftðt;o; xÞ j tX0g is bounded there is a
minimal set M contained in its closure, i.e. MCclsfðo  t; uðt;o; xÞÞ j tX0g; and from
Proposition 6.3 there is aA½0; 1 such that M ¼ Ma:
For each ðo; yaðoÞÞAMa; there exists a sequence ftngnAN tending toN with
ðo; yaðoÞÞ ¼ lim
n-N
tðtn;o; xÞ ¼ lim
n-N
ðo  tn; uðtn;o; xÞÞ: ð7:3Þ
First we assume that aAð0; 1Þ: Given e40 we can ﬁnd 0paeoaoaep1 such that
jjyaeðoÞ  yaeðoÞjjoe for each oAO; and we consider the open subset
Ue ¼ fðo; zÞAK j yaeðoÞ{z{yaeðoÞg*Ma: ð7:4Þ
From (7.3) we deduce that there is n0 such that ðo  tn0 ; uðtn0 ;o; xÞÞAUe; that is,
yaeðo  tn0Þ{uðtn0 ;o; xÞ{yaeðo  tn0Þ: Therefore the monotone character of the
semiﬂow provides yaeðo  tÞ{uðt;o; xÞ{yaeðo  tÞ for each tXtn0 ; and (7.2) is
satisﬁed. The cases a ¼ 0 and a ¼ 1 are completely similar.
In particular, when the base ðO; s;RÞ is almost periodic, this means that all the
trajectories in K are asymptotically almost periodic.
(ii) It is clear that K˜ is a compact set. As in Theorem 6.5 for K˜2; in order to show
that K˜ admits a ﬂow extension it is enough to prove that each point of K˜ admits a
unique backward orbit. However, each point ðo; xÞ of K˜ belongs to a minimal subset
Ma; thus the point ðo; xÞ has a unique backward orbit in Ma; and then in K˜:
Finally, let Kˆ be another compact set of K admitting a ﬂow extension and
ðo; xÞAKˆ : It is easy to check that clsftðt;o; xÞ j tp0g contains a positively invariant
closed subset of Kˆ and, consequently contains a minimal subset. Then, from
Proposition 6.3 there is aA½0; 1 such that MaCclsftðo; xÞ j tp0g:
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For each ðo; yaðoÞÞAMa; there exists a sequence ftngnAN tending toN with
ðo; yaðoÞÞ ¼ lim
n-N
tðtn;o; xÞ ¼ lim
n-N
ðo  ðtnÞ; uðtn;o; xÞÞ: ð7:5Þ
We claim that ðo; xÞAMa; i.e. x ¼ yaðoÞ: First we assume that aAð0; 1Þ: As in (i),
given e40 we can ﬁnd 0paeoaoaep1 such that jjyaeðoÞ  yaeðoÞjjoe for each
oAO; and we consider the open subset Ue deﬁned by (7.4).
From (7.5) we deduce that there is n0 such that ðo  ðtn0Þ; uðtn0 ;o; xÞÞAUe:
Therefore, yaeðo  ðtn0ÞÞouðtn0 ;o; xÞoyaeðo  ðtn0ÞÞ and the monotone character
of the semiﬂow provides yaeðoÞoxoyaeðoÞ: That is, ðo; xÞAUe; and as e goes to 0 we
deduce that ðo; xÞAMa; as claimed. The cases a ¼ 0 and a ¼ 1 are completely
similar. Consequently, KˆCK˜ and K˜ is the maximal compact subset of K which
admits a ﬂow extension.
(iii) Let m be a Borel normalized t-invariant measure on K : We consider a real
continuous function gðtÞ such that 0pgp1; gðtÞ ¼ 1 for each tA½1=2; 1=2 and
gðtÞ ¼ 0 for each tX1 and tp 1: For each ðo; xÞAK and nAN we deﬁne hnðo; xÞ ¼
gðn dððo; xÞ; K˜ÞÞ where d denotes a metric on O X :
Therefore, hnAL1ðK ; mÞ and Birkhoff’s ergodic theorem assures the existence of a
t-invariant subset ACK with mðAÞ ¼ 1; and a t-invariant function %hnAL1ðK ; mÞ such
that for each ðo; xÞAA and each nAN the following limit exists
lim
T-N
1
T
Z T
0
hnðtsðo; xÞÞ ds ¼ %hnðo; xÞ;
and
R
K
hn dm ¼
R
K
%hn dm: Moreover, from (7.2) we deduce that %hnðo; xÞ ¼ 1 for
almost every ðo; xÞ with respect to m and then R
K
hn dm ¼ 1 for each nAN:
Finally, we consider An ¼ fðo; xÞAK j dððo; xÞ; K˜Þp1=ng: Therefore, from 1 ¼R
K
hn dmpmðAnÞ and K˜ ¼
T
nAN An we conclude that mðK˜Þ ¼ 1; as stated. If m is
ergodic and mðK˜Þ=1, it is immediate to check that there is a minimal subset Ma such
that mðMaÞ ¼ 1: &
The next result provides a description of the minimal subsets and the behaviour of
the trajectories of the skew-product semiﬂow (2.1) in the case of null Lyapunov
exponent.
Theorem 7.2. Let us assume that lK1 ¼ 0: We define
J ¼ faAR j Ma ¼ ð1 aÞK1 þ aK2 is a minimal subsetg;
and we take a ¼ supfa j aAJg; a ¼ inffa j aAJg: Then
(i) if Noa and we consider the minimal subset of O X
Ma ¼ ð1 aÞK1 þ aK2 ¼ fðo; ya ðoÞÞ joAOg;
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then for each ðo; xÞAO X with xpya ðoÞ
lim
t-N
jjuðt;o; xÞ  ya ðo  tÞjj ¼ 0; ð7:6Þ
(ii) if aoN and we consider the minimal subset of O X
Ma ¼ ð1 aÞK1 þ aK2 ¼ fðo; ya ðoÞÞ joAOg;
then for each ðo; xÞAO X such that x4ya ðoÞ the forward orbit
ftðt;o; xÞ j tX0g is not bounded. Besides, for each ðo; xÞAO X with
xoya ðoÞ; there is an aAJ such that aoa and
lim
t-N
jjuðt;o; xÞ  yaðo  tÞjj ¼ 0; ð7:7Þ
(iii) for each minimal subset MCO X there exists a real number aAR such that
M ¼ ð1 aÞK1 þ aK2:
Proof. (i) Let ðo; xÞAO X be such that xpya ðoÞ: From Proposition 5.5 the
forward trajectory ftðt;o; xÞ j tX0g is bounded and then there is a minimal set M
contained in its closure, i.e. MCclsfðo  t; uðt;o; xÞÞ j tX0g: Moreover, from
xpya ðoÞ we obtain MpMa : We claim that M ¼ Ma :
Let us assume that M5Ma : Then, M5Ma5K2 and similar arguments to the
ones given in Proposition 6.3 provide Ma ¼ ð1 bÞM þ bK2 for some bAð0; 1Þ:
Consequently,
ð1 aÞK1 þ aK2 ¼ ð1 bÞM þ bK2
and we obtain M ¼ ð1 gÞK1 þ gK2 for g ¼ ða  bÞ=ð1 bÞ: Moreover goa
because ap0: This implies that gAJ and contradicts the deﬁnition of a: Thus,
M ¼ Ma and given e40 there is t140 such that
jjya ðo  t1Þ  uðt1;o; xÞjjoe: ð7:8Þ
Moreover, from inequality (2.9) we deduce that for each t ¼ s þ t1Xt1
ya ðo  tÞ  uðt;o; xÞpuxðs;o; ya ðo  t1ÞÞðya ðo  t1Þ  uðt1;o; xÞÞ:
Therefore, Proposition 5.6 for Ma ; the monotone character of the norm and
inequality (7.8) provide jjya ðo  tÞ  uðt;o; xÞjjpc1e for each tXt1; and (7.6) is
proved.
(ii) Let ðo; xÞAO X be such that x4ya ðoÞ: To obtain a contradiction, suppose
that the forward orbit ftðt;o; xÞ j tX0g is bounded, and denote by M the minimal
subset contained in its closure. From the eventually strong monotonicity condition
(2.6), we have uðt0;o; xÞbuðt0;o; ya ðoÞÞ: Thus, we will assume, for simplicity of
notation, that xbya ðoÞ: Consequently, as in Lemma 6.4 we deduce that MaMa
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because we can ﬁnd a positive constant r40 (depending on ya ðoÞ; x but not on t)
such that for each tX0
jjuðt;o; xÞ  ya ðo  tÞÞjjXr40:
Therefore, K15Ma5M; and as in part (i) we obtain g4a satisfying M ¼
ð1 gÞK1 þ gK2; that is, gAJ which contradicts that a ¼ supfa j aAJg and shows
that ftðt;o; xÞ j tX0g is not bounded, as stated.
Finally, let ðo; xÞAO X be such that xoya ðoÞ: Again, the strongly order
preserving property (2.6) shows that uðt0;o; xÞ5ya ðo  t0Þ: Therefore, we can ﬁnd
boa with bAJ such that
uðt0;o; xÞ5ybðo  t0Þ5ya ðo  t0Þ;
and as in Proposition 5.5 we prove that the forward orbit ftðt;o; xÞ j tXt0g is
bounded. Consequently, denoting by M the minimal subset contained in its closure,
we deduce that MpMb5Ma and, as in part (i) there exists an aAJ satisfying aoa
and M ¼ Ma: Moreover, if aoaoa a similar proof to the one given in part (i) of
Theorem 7.1 applies now to show (7.7).
Let a ¼ a4N: The ﬁnite set fx; ya ðoÞg is bounded with respect to the
ordering induced by Xþ and then, from the minihedral character of the cone there
exists the inﬁmum y ¼ inffx; ya ðoÞg; i.e. ypya ðoÞ and ypx: In addition, given
e40 there are ae4a and t140 such that jjyaeðoÞ  ya ðoÞjjoe for each
oAO; jjya ðo  t1Þ  uðt1;o; xÞjjoe and uðt1;o; xÞoyaeðo  t1Þ: Thus,
uðt;o; yÞpuðt;o; xÞoyaeðo  tÞ
for each t4t1: Therefore, the limit (7.7) is an easy consequence of the above
inequality and limt-Njjuðt;o; yÞ  ya ðo  tÞjj ¼ 0:
(iii) We consider ðo; xÞAM and assume a4N: As above, there exists y ¼
inffx; ya ðoÞg; i.e. ypya ðoÞ and ypx: Thus, uðt;o; yÞpya ðo  tÞ and
uðt;o; yÞpuðt;o; xÞ for each tX0: Moreover, since M is minimal, there exists a
sequence ftngnAN with
lim
n-N
ðo  tn; uðtn;o; xÞÞ ¼ ðo; xÞ;
and from (i) we deduce that limn-N uðtn;o; yÞ ¼ ya ðoÞ: Besides, for each nAN we
have uðtn;o; yÞpuðtn;o; xÞ: Thus, we conclude that ya ðoÞpx and consequently
MapM: If Ma ¼ M we have ﬁnished.
Otherwise, Ma5M: Moreover, since Ma5K2; it is clear that for some a0 close
enough to a; we can obtain both Ma5Ma05M and Ma5Ma05K2: Consequently,
similar arguments to the ones given in Proposition 6.3 prove that there exists
a1Að0; 1Þ such that
Ma0 ¼ ð1 a1ÞMa þ a1 M:
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This relation together with the expressions of Ma and Ma0 in terms of K1 and K2
provide a constant aAR such that M ¼ ð1 aÞK1 þ aK2; as stated.
Next we assume that a ¼ N: Let e ¼ x2ðoÞ  x1ðoÞb0 and jjx  x2ðoÞjje ¼ g
where the norm jj  jje is deﬁned by (5.1). This means that
gðx2ðoÞ  x1ðoÞÞpx  x2ðoÞpgðx2ðoÞ  x1ðoÞÞ;
i.e. ð1 gÞx1ðoÞ þ gx2ðoÞpx and let bAJ be such that bog: Therefore, beoge
which implies ð1 bÞx1ðoÞ þ bx2ðoÞoð1 gÞx1ðoÞ þ gx2ðoÞpx: Consequently,
Mb5M and the proof is ﬁnished as above. &
8. Hyperbolic case: kK1o0
As shown in the previous sections, given two strictly ordered minimal subsets
K15K2 which admit a ﬂow extension, the upper Lyapunov exponent lK1 ¼ 0 if and
only if lK2 ¼ 0: This section is devoted to the study of the behaviour of the
trajectories when lK1o0:
In this case, the linearized skew product semiﬂow (2.3) admits an exponential
dichotomy over K1 (see [32,29]). Assumption 6.1 as well as the convexity property
(2.7) and the eventually strong monotonicity condition (2.5) for the skew-product
semiﬂow (2.1) also hold in this section. From Theorem 5.11, K1 is a copy of the base,
that is K1 ¼ fðo; x1ðoÞÞ joAOg:
Theorem 8.1. Let lK1o0: Then,
(i) the minimal subset K1 is uniformly asymptotically stable, that is, for each oAO the
forward orbit ftðt;o; x1ðoÞÞ j tX0g is uniformly asymptotically stable;
(ii) for each ðo; xÞAO X such that xox2 for some ðo; x2ÞAK2
lim
t-N
jjuðt;o; xÞ  x1ðo  tÞjj ¼ 0;
(iii) for each ðo; x2ÞAK2 the Lyapunov exponent lðo; x2Þ40: Moreover, if
ðo; xÞAO X and ðo; x2ÞAK2 with x4x2 then
lim
t-N
jjuðt;o; xÞjj ¼N:
Proof. First of all, we check that lK240 and the only minimal subsets lying between
K1 and K2 are themselves. By Proposition 5.9, lK2X0 and we have proved in
Theorem 6.7 that lK2 ¼ 0 would imply lK1 ¼ 0 which is impossible. Thus lK240:
Let us assume the existence of a minimal subset M satisfying K15M5K2: From
K15M we deduce that lMX0: From M5K2 we know that lMp0: Consequently,
lM ¼ 0 and the same proof of Theorem 6.7 applied to M instead of K2 would prove
that lK1 ¼ 0 which is impossible.
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We consider the map g : K1  X-X deﬁned by
gðo; x1ðoÞ; zÞ ¼ uð1;o; x1ðoÞ þ zÞ  uð1;o; x1ðoÞÞ  uxð1;o; x1ðoÞÞz:
Since u is locally C1þa in x for 0oap1; we deduce that there are positive constants
c141 and r040 such that
jjgðo; x1ðoÞ; zÞjjp
Z 1
0
jjuxð1;o; x1ðoÞ þ szÞz  uxð1;o; x1ðoÞÞzjj dspc1jjzjj1þa;
for each zAX with jjzjjpr0 and oAO:
For each ðo; xÞAO X and ðo; x1ðoÞÞAK1 we deﬁne
zn ¼ uðn;o; xÞ  uðn;o; x1ðoÞÞ:
It is easy to check that
znþ1 ¼ uxð1; tðn;o; x1ðoÞÞÞzn þ gðtðn;o; x1ðoÞÞ; znÞ;
from which we can also deduce the following formula
znþ1 ¼ uxðn þ 1;o; x1ðoÞÞz0
þ
Xn
k¼0
uxðn  k; tðk þ 1;o; x1ðoÞÞÞgðtðk;o; x1ðoÞÞ; zkÞ; ð8:1Þ
for nAN: In addition, from lK1o0 there are c241 and l40 satisfying
jjuxðn;o; x1ðoÞÞjjpc2 eln for nAN and oAO: Let 0oror0 be such that
max c2e
l þ c1c2
1 el

 
ra;
2c1c2e
l=2
1 el=2 r
a
 
o1: ð8:2Þ
Denote
e ¼ min r
c2el þ c1; r
1þa; 1
 
: ð8:3Þ
We ﬁrst claim that if jjz0jjpe then jjznjjpr for each nX1: We prove it by induction.
By relations (8.1) and (8.3)
jjz1jjpc2el eþ c1 e1þap½c2el þ c1 epr;
ARTICLE IN PRESS
S. Novo, R. Obaya / J. Differential Equations 196 (2004) 249–288284
and the result is true for n ¼ 1: Now, assume jjzkjjpr for 1pkpn  1: By relations
(8.1)–(8.3)
jjznþ1jjp c2elðnþ1Þjjz0jj þ
Xn
k¼0
c2e
lðnkÞc1jjzkjjaþ1
p c2elðnþ1Þeþ
Xn
k¼0
c1c2e
lðnkÞr1þap c2el þ c1c2
1 el
h i
rarpr;
and the result is true for each nAN: Consequently, we have obtained uniform
stability at discrete times. Next, denote
sn ¼ sup
0pjpn
e jl=2jjzjjj for each nAN:
Again, from relations (8.1)–(8.3), if jX1
e jl=2jjzjjjp c2ej l=2jjz0jj þ e j l=2
Xj1
k¼0
c2 e
ð j1kÞlc1jjzkjj1þa
p c2 þ c1c2e
l=2
1 el=2 r
a snpc2 þ sn
2
;
for j ¼ 0 it is also true because eo1 and c241: Then snp2c2 which means
jjznjjp2c2enl=2: Therefore, limn-Njjznjj ¼ 0 and we have uniform asymptotic
stability at discrete times.
In order to show the result for the continuous case, given t40 there are nAN and
dA½0; 1 such that t ¼ n þ d: Thus,
jjuðt;o; xÞ  uðt;o; x1ðoÞÞjj ¼ jjuðn; tðd;o; xÞÞ  uðn; tðd;o; x1ðoÞÞÞjj:
Moreover, given e40 there is e0 such that if dððo; xÞ; ðo; x1ðoÞÞÞpe0 then
dðtðd;o; xÞ; tðd;o; x1ðoÞÞÞpe; for each dA½0; 1:
Consequently, given r40 with ror0 satisfying relation (8.2), there is e040 such
that if dððo; xÞ; ðo; x1ðoÞÞÞpe0 then jjuðt;o; xÞ  uðt;o; x1ðoÞÞjjpr for each t40
and limt-Njjuðt;o; xÞ  uðt;o; x1ðoÞÞjj ¼ 0 uniformly. Thus, (i) is proved.
(ii) Let ðo; xÞAO X and ðo; x2ÞAK2 be such that xox2: From the eventually
strong monotonicity condition (2.6), we deduce that uðt0;o; xÞ5uðt0;o; x2Þ: Thus,
we will suppose, for simplicity of notation, that x5x2:
First we will assume that x1ðoÞ5x5x2: This implies that the forward orbit
ftðt;o; xÞ j tXt0g is bounded and let M be a minimal subset contained in its closure,
i.e. MCclsfðo  t; uðt;o; xÞÞ j tX0g: As in Lemma 6.4 it can be shown that MaK2;
and consequently M ¼ K1: The rest of the statement follows from the asymptotical
stability proved in part (i).
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Next we suppose that x5x1ðoÞ: From Proposition 5.5 the forward orbit
ftðt;o; yÞ j tXt0g is bounded and hence its closure contains a minimal subset
MpK1 which is necessarily K1: Therefore, again from part (i) we deduce that
limt-Njjuðt;o; xÞ  x1ðo  tÞjj ¼ 0:
In the general case x5x2; we can ﬁnd ðo; y1Þ and ðo; y2ÞAO X such that
y15x5y25x2 and y15x1ðoÞ5y25x2: Then
lim
t-N
jjuðt;o; yiÞ  x1ðo  tÞjj ¼ 0; for i ¼ 1; 2;
which implies that limt-Njjuðt;o; xÞ  x1ðo  tÞjj ¼ 0 as stated.
In particular, when the base ðO; s;RÞ is almost periodic this result implies that all
the trajectories below K are asymptotically almost periodic.
(iii) On the contrary, let us assume that there is a point ðo; x2ÞAK2 such that
lðo; x2Þ ¼ 0: From Theorem 4.5, there is a T-invariant measure m such thatR
K2
h dm ¼ lðo; x2Þ ¼ 0 where T ; h are the maps deﬁned by (4.4) and (4.5) for K2:
Moreover, the inferior of fR
K2
h dn j n is T-invariantg is taken in a T-ergodic
measure (see [23]). However, in this case, we also know that
R
K2
h dnX0 for every T-
invariant measure. Thus, we deduce that there is a T-ergodic measure n withR
K2
h dn ¼ 0: From this, as in Theorem 6.5, we would conclude that lK2 ¼ 0 which is
impossible.
In fact, similar arguments also provide that for each ðo; x2ÞAK2
lim inf
t-N
ln jjuxðt;o; x2Þjj
t
40: ð8:4Þ
Let ðo; xÞAO X and ðo; x2ÞAK2 be such that x4x2: From the eventually strong
monotonicity condition (2.6), we have uðt0;o; xÞbuðt0;o; x2Þ: Thus, we will assume,
for simplicity of notation, that xbx2: From the corresponding inequality (2.9),
monotonicity of the norm, and relation (5.3) for ðo; x2ÞAK2 and e ¼ x  x2b0;
there exists a positive constant c040 (depending on x; x2 but not on t) such that for
each tX0
jjuxðt;o; x2Þjjpc0jjuðt;o; xÞ  uðt;o; x2Þjj:
Therefore, the last assertion of the theorem is an easy consequence of this inequality
and expression (8.4). &
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