In this work we define and analyze the bilinear models which replace the conventional linear operation used in many building blocks of machine learning (ML). The main idea is to devise the ML algorithms which are adapted to the objects they treat. In the case of monochromatic images, we show that the bilinear operation exploits better the structure of the image than the conventional linear operation which ignores the spatial relationship between the pixels. This translates into significantly smaller number of parameters required to yield the same performance. We show numerical examples of classification in the MNIST data set.
Introduction
The purpose of this work is to define and analyze the bilinear model for the use in ML, as well as, to propose the suitable learning algorithms. We focus on the simplest ML model defined through logistic regression (LR) composed of linear processing followed by a nonlinear activation function. Since the latter is a building block of many more advanced ML models such as neural networks, the first step is to understand the properties and learning algorithms in case of bilinear processing which replaces the linear one.
Our work is motivated by the fact that the typical ML tasks such as classification often use data which, when originally acquired, has strong structural dependence between its elements. In particular, monochromatic images acquisition yields the structures which are naturally represented as matrices and there is often similarity/relationship between the pixels which are close to each others.
A common approach to deal with any data in ML is vectorization which lists data elements in a predefined order (e.g. row by row). The obvious advantage is that the resulting vectors can be treated by generic ML algorithms such as those described in [3] .
On the other hand, the loss of structure is intuitively counterproductive and here we want to explore the possibility of using operations which are defined taking the data structure into account, e.g. the relationship between neighbour pixels. To this end, we propose to replace the linear operation, which weights and sums all the pixels in the image, with a sum of bilinear operators.
The advantage of such bilinear logistic regression (BLR) is that, by exploiting the input data in its original structure, we may directly access the useful information and thus define the model using less parameters. More specifically, for an input image represented as a matrix X ∈ R M×N , the conventional linear operation first creates the vector x ∈ R MN which requires M N parameters of linear combiner, while a bilinear form requires M + N parameters; the difference which becomes important for large M and N . When using the sum of L bilinear forms, the number of coefficients grows linearly with L. We show that exploiting the spatial structure of the image reduces significantly the number of coefficients required by the classifier, which also points to the overparametrization problem inherent in ML which is blind to the image structure.
Contribution and related work
The idea of bilinear structures to replace the generic linear vector-based processing is not entirely new. For example, it was already adopted in the context of acoustic signal processing to identify the response of the accoustic channel [2, 4] .
In the context of ML, the bilinear forms were also used to replace the linear processing in support vector machines (SVM) [9] , and to make classification based on LR for multi-channel medical data [6] . Similarly [8] proposed a multilinear operation to deal with the multidimensional data represented by a tensor.
The main difference with the previous work is that, [6] limited the considerations to rank-1 BLR and and [8] use rank-1 multilinear form; here, we propose high-rank BLR; this is possible thanks to the algorithms we devise that rely on the alternate optimization. This stands in contrast to the approach adopted by [6] which defined the global optimization problem, which does not guarantee the convergence.
Our work is closest in the spirit to [2, 4] which were mainly concerned with tracking of time-varying models, while we deal with static data for classification which allows us to devise new efficient alternate optimization algorithms for high-rank BLR.
Structure
This paper is organized as follows: Section 2 introduces the concept of bilinear model applied to logistic regression along with its interpretation, while the learning algorithm is shown in Sec. 3, where the regularization is also discussed. Section 4 generalizes softmax regression using bilinear forms to treat multiclass classification problems. The experimental results are presented as examples to illustrate the behaviour of the proposed models. We conclude the work in Sec. 5.
Bilinear logistic regression
Before talking about bilinear logistic regression (BLR), which is the focus of our work, it is convenient to rediscuss the conventional, linear logistic regression (LLR).
Conventional logistic regression
The problem is defined as follows: from the observed features gathered in the vectors x t , indexed by t, we want to obtain the estimate of the posterior probability of the classes C t ∈ {0, 1} to which x t belongs; that is, we want to find y t = Pr{C t = 1|x t }. 1 LLR refers to a model which approximates y t using a non-linear function applied to a linear transformation of x t [3] :
where w contains the weights and f (·) is the logistic function defined as
Then, given the training data
1} is the class of the vector x t and T is the number of training examples, we want to find the most appropriate weights w. This learning is done via optimization:
where
1 In this binary classification case, we have Pr{Ct = 0|xt} = 1 − yt.
is the cross-entropy (or, the negated likelihood of the classes) which ensures adequacy of the model fit to the data, α is the regularization parameter, and R(w) is the regularization function, often the squared norm of w, i.e.,
Since J(w) is convex, the solution of (4) is unique and can be sought using the gradient which is calculated as
In this most common approach to the LR, the features are represented as a vector x t to simplify the calculations as shown above; any explicit relationship between the elements of x t is deliberately ignored. In particular, and this is the focus of this work, if the features x t are originally represented by a matrix X t ∈ R M×N , which occurs naturally when X t is a monochromatic image, the spatial information between the pixels in X t is lost after vectorization of
The vectorization not only removes the structure but makes the interpretation of the results less natural. In fact, it is much more convenient to represent the relationship (2) using a matrix notation
where ·, · is the inner product of its arguments; W is a matricized version of w in (2) and may be seen as the spatial filter applied to the image represented by X t .
Bilinear logistic regression
While the matrix-based calculation of z t in (9) provides the interpretation of the weights W in the domain of images, it is done merely by reorganization of the elements.
On the other hand, the relationship between the pixels is not accounted for. To address this issue we propose the bilinear processing defined as follows:
where the left-and right-hand side elements of the bilinear transformation, a l and b l , are gathered in matrices
Indeed, we can now interpret the vectors a l and b l as filters acting, respectively, on the columns and rows of the image X.
Two observations are in order regarding the proposed BLR:
• For L = min{M, N }, BLR defined in (10) is equivalent to the linear logistic regression (1) • For L < min{M, N }, BLR introduces correlation between the pixels in the same columns and the same rows; this is shown in Sec. 2.4.
Equivalence between LLR and BLR
To demonstrate the equivalence between (10) and (9), we rewrite the latter as
where Tr(·) denotes the trace of a matrix, and temporarily we removed the subindexing with t.
The matrix W may be decomposed using singular value decomposition (SVD) as follows:
Thus, we get
By setting a l = √ s l u l and b l = √ s l v l , we obtain (10); we can also rewrite (14) as
Induced conditional dependence
The useful insight into the bilinear model we propose may be obtained looking at the implicit generative model underlying the classification principle of the linear logistic regression.
Namely, if we assume that the distribution of the features x conditioned on the class C is given by
where g(x) is an arbitrary function independent of the class c, (1) follows, similarly as in [3, Ch. 4.2.1]. This relationship also means that, conditioned on the class C, we know the weight w i and thus the features x i are independent. This is equivalent to assuming that (1) implements a naive Bayes rule [5, Ch. 6.6.3]. This can be seen in the graphical representation of the probabilistic dependencies shown in Fig. 1 , where we use the formalism of representing the dependence in Bayesian network via arrows connecting the parent (arrow's tail) and the child (arrow's head) [1, Ch. 3.3] . This also corresponds to the conditional probability.
Then, knowing C, "blocks" any path connecting the weights w i,j which are thus (conditionally) independent.
On the other hand, in the case of the BLR with L = 1 we can rewrite (17) as W = ab T , i.e. each term of the matrix W can be written as w i,j = a i b j , where a i and b j are elements of the vectors a and b. This relationships is shown in Fig. 1b and we see that knowing C does not block the paths between the weights w i,j and they remain connected through the elements of a i and b j . For example, there exist a path connecting w 1,1 and w 1,N (via variable a 1 ) and which does not include C. We hasten to say that this merely says that the elements w i,j are not structurally independent, their independence can still be obtained with the appropriate choice of the values in the vectors a and b.
We emphasize also that we do not need the generative models (18) to perform the classification. We rather use it in Fig. 1 to clarify the difference between the conventional LLR and the BLR. The most important conclusions is that while, the dependencies between the features (here, the pixels) are often imposed by a non-linear transformation of x (such as, e.g. squaring, see [5, Ch. 4.1] ), here they are imposed by the hierarchical structure of the bilinear operation.
Model training
Our objective is to learn the weights vectors a l and b l gathered in matrices A and B directly from the training set {(X t , c t )} T t=1 . As in the conventional LLR, it will done by optimization
where V (A, B) is the bilinear version of the cross-entropy defined in (6) and the regularization term R(A, B) plays the same role as R(w) in (5) . While it is not immediately obvious how to choose this function, for the purpose of the discussion about training we assume it takes form similar to (7) , namely
We note that i) the function (5), J(w), was convex in w due to the linear relationship between z and w see (2) , and (a)
. . .
(b)
x 1,1 ii) z in (10) is not linear in a l and b l . Thus, the convexity of J(A, B) with respect to a 1 , . . . , a L , b 1 , . . . , b L is not guaranteed so the direct use of the gradient methods should be discouraged.
On the other hand, we note that fixing all, but one, terms in A and B, the optimization problems is transformed into the one we already dealt with in the case of LLR in Sec. 2.1.
This can be easily seen taking the gradient of the cost function with respect to a l and b l :
which yields the equations similar to the one we show in (8) . Thus, the function J (A, B) is convex with respect to a l or b l if all other vectors are fixed. This suggests the use of alternate optimization procedure, where we optimize with respect to the vectors a l or b l one at the time, as described in Algorithm 1. Since each of the problems we solve is convex we can use the gradient-based methods as we did before; that is, we optimize with respect to a l (lines 11-16 in Algorithm 1) then with respect to b l (lines 17-22 in Algorithm 1).
The optimization is done in multiple steps denoted by i = 1, . . . , i max . The initialization of the weights (for i = 1) is important to speed-up the convergence.
First of all, for a given l, we want to learn the weights a l and b l knowing a k , b k , k < l but assuming the null contribution from the weights a k , b k , k > l. In other words we treat each rank l as providing additional approximation level. This explains why a l is initialized to zero. It is of course possible to initialize randomly all weights a k and b k but this slows down the convergence because training of a l and b l we are affected by the random values attributed to a k , b k , k > l.
Second, for a given rank l, since the vectors a l and b l affect z t through multiplication, we cannot set them both to zero, as this would produce zero gradient, see (22) and (23); this explains the random initialization of b l (line 3 of Algorithm 1). We also noted that the initial orthogonalization of the vectors b l , l = 1, . . . , L (lines 4-7 of Algorithm 1) improves the convergence rate. This approach is inspired by the SVD decomposition (14). We note however, that this is not a formal constraint on the solution. In fact, imposing such a constraint slightly deteriorates the performance.
The last comment to be made concerns the nonuniqueness of the solution which is due to the very structure (17), from which it is clear that any solution in the form (βa l , 1 β b l ) yields exactly the same results, because the product in (17) cancels out any β = 0.
Regularization strategies
The choice of the regularization function is often dictated by the simplicity of the resulting optimization procedure thus, the choice of (21) is justified by the simplicity of gradient calculation.
Taking into account the fact that the bilinear filtering approach is equivalent to the linear counterpart, see Sec. 2.3, Algorithm 1: Training of BLR 1 Initialization: 2 a l = 0, l = 1, . . . , L 3 b l = drawn from a uniform distribution over [-1,1] 4 for l = 2, · · · , L do
Optimization: 9 for i = 1, · · · , i max do 10 for l = 1, · · · , L do 11 while a l not converged do it might be interesting to use the regularization function R (A, B) which is equivalent to the original LR problem (7) ; that is, using (17) we would define
via Frobenius norm. However, such a definition would lead to a burden in the calculation of the gradient ∇ a l R(A, B) and ∇ b l R (A, B) , we thus opt for (21) or for
which is actually equivalent to (24) for L = 1. Also, for L = 1, the sum-regularization (21) will yield the same solution as product-regularization (25).
This can be seen easily noting that, without any loss of generality, the solutions based on (25) may be forced to satisfy a 1 2 = b 1 2 (as said before Sec. 3.1, the product of terms is what matters, and it may be kept constant while normalizing). The same can be said about the sum-regularization (21) On the other hand, increasing the rank L such equivalence cannot be guaranteed. We used the training set with different number of elements T ∈ {32, 128, 512, 1024, 4096, 8192}. The final classification accuracy was obtained from the testing set with size T test = 2000. The product-regularization (25) was applied and the regularization parameter α was chosen using cross-validation on the validation set composed of T val = 2000 elements.
The results of pairwise comparison of digits 8 vs. 9 are shown in Fig. (2) and the comparison 5 vs. 8 is shown in Fig. (3) .
We can observe that i) for L = 1, the BLR is consistently outperformed by the LLR; this is due to the equivalence of the regularization functions for L = 1 and smaller number of parameters in BLR, and ii) the gap in recognition accuracy is practically filled using L = 2; thus, with 112 coefficients required to represent A and B we obtain essentially the same performance as the conventional, LLR which requires approximately seven times more coefficients; this indicates that ignoring the structure of the image leads to the overparametrization of the solution. 
Generalisation to multiclass problem
The generalization of linear logistic regression that can perform multiclass classification is obtained via soft-max regression (SR): given K classes, we have to calculate the posterior probability for each class C t ∈ {1, 2, . . . , K}, i.e. y t,k = Pr{C t = k|X t }, k = 1, . . . , K. This is done using the following model:
and each W k , k = 1, . . . , K represents the weights corresponding to the class k. For K = 2, the indexing of the outputs with k may be avoided as we did when discussing binary classification with LLR. Using the same arguments as before, we will replace the inner product (27) with its bilinear counterpart:
which yields bilinear soft-max regression (BSR). where c t ∈ R K is the class-encoding vector such that c t,k = 1 if C t = k, we want to learn the weights A l = [a l,1 , · · · , a l,K ] ∈ R M×K and B l = [b l,1 , · · · , b l,K ] ∈ R N ×K for l = 1, · · · , L. classes. The validation set and the testing set contain 10000 images.
Model training
The classification accuracy is shown in Fig. 4 and the conclusions are in line with those we drew in Experiment 1. The main difference is that the rank of the bilinear representation must be increased up to L = 4 to obtain the results comparable with those yield by the linear soft-max regression (LSR). Thus, instead of 784K weights required in SR, BSR needs 224K weights.
Conclusions
In this work we introduced and anaylzed the bilinear model to replace the linear operation used conventionally in the logistic regression. We also proposed a suitable optimization algorithm which exploits the convexity of the solution space; this allows us to obtain unique solution using gradient-based methods.
The solution was tested using MNIST data set of monocromatic images. We have shown that BLR can provide the same-and in some cases, better-performance as the conventional LLR which ignores the structure of the image. The results obtained using BLR require much less parameters which indicates that the overparametrization in the LLR is due to ignoring the correlation between the neighbourhood pixels.
