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1. INTRODUCTION AND PREL IMINARIES  
Maximum principles for boundary value problems of ordinary differential equations without im- 
pulsive effects have been extensively studied in the literature. It is well known that maximum 
principles play an important role in the theory of differential equations. They often are employed 
to study some qualitative aspects of differential equations. They are also essential for developing 
the monotone iterative method, a powerful theoretical method [1], which permits us to construct 
a sequence of approximate solutions converging to a solution of certain differential equations 
problems. 
On the other hand, "impulsive effects" should be and have been incorporated into realistic 
models in many applications. Indeed, differential equations with impulses are a basic tool for 
studying evolution processes that are subject to abrupt changes in their states (we refer to [2]). 
Therefore, it is of the utmost importance to develop a general theory for differential equations 
with impulses including some basic aspects of this theory (cf., [2]). 
In the present paper, we consider the following first-order impulsive boundary value problem: 
x ' ( t )+)~x(t )=q(t ) ,  t#ta ,  t c J=[0 ,T ] ,  k - -1 , . . . ,m,  
z(0) = x(T) + ~, 
x (t +) = nk (X(tk)), k = 1 , . . . ,m,  
(1) 
(2) 
(3) 
where 0 = to < tl <: .. .  ( tm ( tm+l ---- T, A,# E R, Lk E C(R,R) ,  k = 1,2 , . . . ,m,  are some 
nonlinear functions, and q : J --* R is such that ql(tk.t~+l) is continuous, there exist the limits 
q(tk ) = limh-~0+ q(tk -- h), q(t +) = limh-.0+ q(tk + h), and q(tk ) = q(tk) for each k = 1, . . .  ,m. 
We will refer to problems (1)-(3) as an IBVP and present new maximum principles which 
generalize/improve previous known results. We first introduce the following spaces of functions 
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so that we can define more precisely the concept of solutions for an IBVP. Set PC( J )  = {x : 
J -~ R; x[(t~,~+l) • C(tk,tk+l), k = 0,1 . . . .  ,m, 3x(0+), x(T - ) ,  x(t+),x(tk) ,  x(t-~) = x(tk), 
k -- 1 ,2 , . . . ,  m}, and pCI ( j )  = {x • PC( J ) ;  Xt(tk,tk+l) • cl(tk, tk+l), k = 0, 1 , . . . ,  m, 3 x'(0+), 
x ' (T - ) ,  x'(t+~kJ, x'(t-~), k = 1,2, .. .  ,m}. 
It is clear that PC( J )  and PCI ( J )  are Banach spaces with the norms 
[[X[[pc(g) = sup{Ix(t)[; t • J} and [[X][pc~(j) = [Ix[IRe(J) + [[x'[[pc(g ) . 
By a solution of an IBVP, we mean a function x • PC I ( J )  which satisfies equation (1) for 
every t E J - {t l , . . .  ,tin} and the boundary condition (2), and at every tk, k = 1, . . .  ,m, the 
function x satisfies (3). 
Recall that in the nonimpulsive case, that is, if Lk(X) = x, k = 1, . . .  ,m, then x(t +) = x(tk) 
and x • C[0, T] (we say BVP). It is well known that a BVP, in this case, has a unique solution 
for any q • C(J)  and # • R if and only if A ¢ 0. While in the case A = 0, the problem is solvable 
if and only if f [  q(t) dt = O. In such a case, there exists an infinite number of solutions. In other 
words, the only eigenvalue of x' with periodic conditions is A -- 0 (the eigenvalues are constants). 
For the nonimpulsive case, the following maximum principle which depends on the sign of A ~ 0 
is well known. 
THEOREM A. Assume in the BVP that q E C(J) .  Then we have the following. 
(a) I f  q(t) >_ 0 in J and # >_ O, then 
A>0~x>0,  
A<0~x_<0.  
(b) I f  q(t) <_ 0 in J and # <_ O, then 
A>0~x_<0,  
A<0~x>0.  
In the impulsive case, it is to be pointed out that an IBVP is not always solvable (even if A ~ 0, 
and Lk are linear functions). See the examples in [3]. 
However, we can give sufficient and necessary conditions for an IBVP to have a unique solution. 
As a simple decript, we consider an IBVP with m = 1 and establish the following proposition. 
PROPOSITION 1. Consider an IBVP  with m = 1, then it has a unique solution for any q E PC( J )  
if and only if the root of the algebraic equation 
is real and unique, where 
z = e-) 'TLI(z + a) + (4) 
~0 tl a = e -~(tl-s)q(s) ds, 
~ = e -'~tl e-'~(T-8)q(s) ds + # . 
I 
PROOF. Let x(O) = xo be given. With this initial condition and equations (1) and (3), one has 
a Cauchy problem that is solvable and it has a unique solution x for each x0. For 0 < t < tl, we 
have 
// x(t) = e-'~tx(O) + e-Mt-S)q(s) ds, 
x ( t+)=L l  (e-At lx(O)-t-~otle- '~(t l -s)q(s)ds).  
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For tl < t < T, we have 
z( t )  --- + es 
=e-;~(t-tl)Ll(e-~tlx(O)+fot'e-;~(t'-S)q(s)ds)+~t[e-A(t-S)q(s)ds. 
Now, a solution x of the Cauchy problem will be a solution of an IBVP if and only if it satisfies 
the boundary condition x(0) = x(T) + #. Then, from the last equality, we have 
x(O) - # = e-A(T-tDL1 e-At~x(O) + e-~(t~-S)q(s) ds + e-A(T-S)q(s) ds. 
Thus, the condition that (4) has a unique real root implies the unique existence of an initial 
value x(0) satisfying the boundary condition for any q E PC(J). The proof is complete. 
Note that an IBVP is not really a linear problem, since the impulse functions Lk are not 
necessarily linear. However, if Lk (k = 1, . . . ,  m) are linear, then an IBVP is a linear impulse 
problem. In particular, in the case when Lk(x) = ekx, the next result gives an explicit formula 
for the unique solution of an IBVP. 
PROPOSITION 2. Consider an IBVP with Lk(x) = ckx, k = 1,... ,m. Then an IBVP admits a 
unique solution for all q E PC(J) if and only if ~kml Ck ~ e AT. Moreover, the unique solutio~ is 
given by 
X(t)=e-~t(O<H<tck) [#+~oTC<tl]<TCk) e-A(T-s)q(s)ds] (l--e-~T~= Ck) -1 
PROOf. Let x(0) = :co be given. Then with this initial condition and equations (1) and (3), 
we have a Cauchy problem which is solvable and it has a unique solution x for each xo. By 
Theorem 1.5.1 in [2], we have, for 0 < t < T, 
x(t) = xo ck e -At + ck e-X(t-S)q(s)ds. (6) 
0 t s t 
In particular, for t = T, we have 
x(T) = xo e-;~T H ek + Ck e-A(T-s)q(s) ds. (7) 
k=l s T 
Now, a solution of the Cauchy problem will be a solution of an IBVP if and only if it satisfies 
.the boundary.condition x(O) = x(T) + tz. Thus, by (7), we have 
( ) /;( ) 1 - e -AT t i ck  x(O) =,+ H Ck e-A(T-~)q(s)ds. (8) 
k=l  s<tk<T 
Thus, for every qe PC(J), there xists an initial condition x(0) satisfying the boundary condition 
if and only if l-Lcm=l ca ~ e AT. Moreover, inthis case, from (6) and (8), we have that, for 0 < t < T, 
(5) holds. The proof is complete. 
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In [2], the following maximum principle for an IBVP with Lk (x) = ekX was established which 
part ial ly generalizes Theorem A to the responding impulsive problem. 
THEOREM B. Consider the problem of an IBVP  with Lk(x  ) = CkX. Assume that ;~ > O, # > O, 
m eAT. q(t) > 0 in J, Ck > O, k = 1 , . . . ,  m, and Hk=l Ck < Then x(t) > 0 for t E J. 
It should be noted that,  in Theorem B, there is no information about the sign of x(t) when 
rn eA T either A < 0 or l-]k=1 ck > . 
We now define the operator F : D(F) --* PC( J )  by 
r ( z ) ( t )=x ' ( t ) ,  t#tk ,  r(z)(tk)=x'(t;), k=l , . . . ,m,  
where 
D(F) = {z z pc l ( j ) :  z(t +) = ckx(tk), k = 1,... ,m, x(O) = x(T) + ,} .  
We observe that the problem IBVP with Lk(x )  -~ CkX, ~ = O, and A = 0 is equivalent o the 
abstract equation 
Fx = q, x E D(F).  
Theorem B can be seen as a sufficient condition to assure that the operator (F + h i )  is inverse 
positive, that  is, (F + )~I)(x) > 0 on J implies that x _> 0 on J. 
2.  MAIN  RESULTS 
In this section, we will first present a new maximum principle for an IBVP under the following 
assumptions: 
Lk(x) >_ O, for x >_ O, Lk(x)<_ CkX, for x< 0, (9) 
Lk(x )X  <_ O, for x <_ O, Lk(x)>_ ckx, for x> 0, (10) 
where k = 1, 2 , . . . ,  m. We note that this result does not need the sign of 1-Ikm__l ck -- e AT • 
THEOREM 2.1. Consider the problem IBVP. Let x(t) be a solution. Then we have the following. 
(a) I f  (9) is satisfied, A > O, # > O, q(t) >_ O, t E J, and ck > 1, k = 1 , . . . ,m,  then x(t) > 0 
in J .  
(b) / / (10)  is satisfied, )~ > O, # < O, q(t) <_ O, t E J, and ck > 1, k = 1 . . . .  , m, then x(t) <_ 0 
in J .  
PROOF OF THEOREM 2.1(a). Let s E J such that 
Suppose x(s) < O. 
i E {1, . . .  m}, then 
x(s)  = ~2z( , ) .  
We first claim that s # tk, k = 1 , . . . ,m.  Otherwise, if s = ti for some 
x (t +) = Li (x (ti)) <_ cix (ti) < x (ti). 
This implies that  there exists s' E [0, T] such that x(s') < x(t,), a contradiction. Next, we 
assume s -- T. In such a case, if x(tm) >_ 0, then x(t +) = Lm(x(tm)) >_ O. Thus, there exists 
sl E [tin, T) such that x(s +) = O, x(t) < O, t E (sl, T]. The mean value theorem implies that 
there exists s2 E (s l ,T )  such that x'(s2) < 0 and x(s2) < 0. But in this situation, we are led to 
the contradiction 
o < q(s2) = x'(s2) + ~x(s2)  < o. 
If x(tm) < 0, then x(t +) < crux(tin) < 0. Thus, there exists so E (tin,T) such that x'(so) < O, 
x(so) < 0. But in this situation, we again obtain the contradiction 
0 < q(so) = x'(so) + ;~x(so) < O. 
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Now, if s = 0, then s = T, since # > 0. Finally, if s E f(J), and s # tk, k = 1 , . . . ,m,  then 
x'(s) = 0 and so 
0 < q(s) = x'(s) + Ax(s) < 0. 
This is impossible. Thus, x(t) >_ 0 in J .  
PROOF OF THEOREM 2.1(b). Let s E J such that 
• (s )  = m 
Suppose x(s) > 0. We first claim that  s # tk, k = 1 , . . . ,m.  Otherwise, if s = ti for some 
i E {1 . . . .  ,m}, then 
x (t +) = L~ (x (ti)) >_ cix (ti) > x (ti). 
Thus, there exists s' E [0, T] such that x(s') > x(ti), a contradiction. Next, we assume s = T. If 
Z(tm) < O, then x(t +) = Lm(x(tm)) < O. Thus, there exists sl E [tin, T) such that  x(s +) = O, 
x(t) > O, t E (sl, T). The mean value theorem implies that there exists s2 E (Sl, T) such that 
x'(s2) > 0 and x(s2) > 0. But in this situation, we obtain the contradiction 
0 > q(s2) = x'(s2) + XX(S2) > 0. 
If x(tm) > 0, then x(t +) >_ crux(tin) > 0. Thus, there exists sa.E (tin, T) such that x'(so) >_ O, 
x(so) > 0. But in this situation, we again obtain the contradiction 
0 > q(so) = x'(so) + ,~x(so) > O. 
Now, if s = 0, then s = T since # _< 0. Finally, if s E f ( J )  and s # tk, k = 1 , . . . ,m,  then 
x'(s) = 0, and so 
0 > q(s) = x'(s) + Ax(s) > O. 
This is impossible. Therefore, x(t) < 0 in J .  The proof is complete. 
In the following, we explain how to use impulsive differential inequalities to obtain a maximum 
principle for an IBVP which only depends on the sign of 1-Ik~__l ck -- e AT. Note that,  in this 
case, the sign of A is not important. We need the following lemma which is a part icular case of 
Corol lary 1.4.1 in [2]. 
LEMMA 2.1. Let s ~ [0, T), ck > O, ak, k = 1 . . . . .  m be constants and let p,q E PC( J ) ,  
x E PC I ( J ) .  
(a) It 
• '(t) <_ + q(t), 
x(t ) <_ ck (tk) + 
te [s ,T ) ,  t#tk ,  
tk E [s,T), 
then, for t ~ [s, T), 
x(t) < x (s +) Ck exp p(u) du 
s t 
( / : )  + E ci exp p(r)  dr  ~k. 
s<tk<t  tk <t  
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then for t E [s, T), 
J . SHEN 
x'(t) >_ p(t)x(t) + q(t), 
(t 2) >_ ekx (tk) + ~,  
te [s ,T ) ,  t¢ tk ,  
tk E [S, T), 
) /: x(t) >_ x (s +) ck exp p(u) du 
s t 
/:( )(L ) + u<tl~<tCk exp p(r) dr q(u) du 
( ) ( / : )  + E H c, exp .k. 
s<tk<t  tk< ~<t 
THEOREM 2.2. Consider the problem IBVP. Assume that there exist constants ck > 0 and ak 
such that 
Lk(x) > Oa(x > 0), 
I /p  > 0 and, for 0 < s' < t < T, 
then 
Lk(x )>ckx+~k,  (xER) ,  k=l , . . . ,m.  (11) 
s '<t&<t  k< i<  
m 
H ck < e ~: ~ z(t) >_ o, 
k=l  
m 
H ck > e ar  ~ z(t) _< 0. 
k=l  
PROOF. From Lemma 2.1 and (12), if x c PCI( J)  is a solution of an IBVP, then for t E J, 
x satisfies 
x(t) > x(O) Ck e -at + ck e-X(t-S)q(s)ds 
0 t s t 
-t- E ( rit c0e-a ( t ' - t ' )~kt  t (13) 
O<tk<t  \ k ' (  i <- 
I f  l-Ik~__l ck < e AT, by (13), it is sufficient o prove that x(0) _> 0. Suppose x(0) < 0, then by (13), 
we have 
z(o) = x(T) + .  > x(T) >_ ~(0) ck e -a t  > ~(0), 
a contradiction. Thus, x(t) > 0 on J. 
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If rlkm__l ck > e AT, we first claim that x(0) < 0. Suppose x(0) > 0, then by (13), we have 
x(O) = x(T) + # >-x(T) >- x(O) ( f i  ck) e-AT > 
a contradiction, and so x(0) <_ 0. To prove that x(t) < 0 on J, assume that there exists s E J such 
that  x(s) > 0. Then s < T. If s = ti for some i E {1 . . . .  , m}, then x(s +) = L~(x(s)) > 0. Thus, 
in both the cases s = ti for some i E {1 , . . . ,m} and s ¢ tk, k = 1 , . . . ,m,  we have x(s +) > O. 
Now, by Lemma 2.1 and (12), it follows that 
In particular, for t = T, we have 
x(T)>_x(s+) ( H ck) e-A(T-s)>O. 
s<tk<T 
Thus, x(0) = x(T) + # >_ x(T) > 0. This is a contradiction and so x(t) < O. The proof is 
complete. 
THEOREM 2.3. Consider the problem IBVP. Assume that there exist constants ck > 0 and (~k 
such that 
Lk(X) <O(x<O), Lk(x)<_CkX+ak(xER), k=l,.. . ,m. 
If# < 0 and, for 0 < s' < t < T, 
\S<tk<t  / 8~<tk<t k< i< 
then 
m 
ek < e ~ ==~ ~(t )  < o, 
k=l  
H ck > e Ar =.  z(t) >_ o. 
k=l 
PROOF. From Lemma 2.1 and (14), if x E PCI(J) is a solution of an IBVP, then for t E J ,  
x satisfies 
x(t) <_ x(O) ck e-At + H ck e-A(t-S)q(s)ds 
\0< k<t  \ s<tk<t  
0<tk<t tk <t 
If l-Ik~__l ek < e At, by (15), it is sufficient o prove that x(O) _< 0. Suppose x(O) > O, then by (15), 
we have 
x(O) = x(T) + Iz <- x(T) ~ x(O) ( f i  ek) e-AT < 
a contradiction. Thus, x(t) <_ 0 on J .  
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If 1-Lm__l ck > e AT, we first claim that x(0) >_ 0. Suppose x(0) < 0, then by (15), we have 
x(O) : x(T) + # <- x(T) <- x(O) ( f i  ck) e-AT < 
a contradiction and so x(0) > 0. To prove that x(t) > 0 on J ,  assume that there exists s E J such 
that x(s) < 0. Then s < T. I f s  = ti for some i E {1, . . .  ,m}, then x(s +) = Li(x(s)) < 0. Thus, 
in both the cases s = t~ for some i c {1 , . . . ,m} and s # tk, k = 1 , . . . ,m,  we have x(s +) < O. 
Now, by Lemma 2.1 and (14), it follows that 
s<t<T.  
In particular, for t -- T, we have 
<t~<T 
Thus, x(O) = x(T) + # <_ x(T) < 0. This is a contradiction and so x(t) >_ O. The proof is 
complete. 
REFERENCES 
1. G.S. Ladde, V. Lakshmikantham and A.S. Vatsala, Monotone Iterative Techniques for Nonlinear Differential 
Equa$ions, Pitmam, Boston, MA. 
2. V. Lakshmikantham, D.D. Bainov and P.S. Simeonov, Theory of Impulsive Differential Equations, World 
Scientific, Singapore, (1989). 
3. J.J. Nieto, Basic theory for nonresonance impulsive p~riodic problems of first order, J. Math. Anal. Appl. 
205, 423-433 (1997). 
4. E. Liz and J.J. Nieto, Positive solutions of linear impulsive differential equations, Communications i  Applied 
Analysis 2, 565-572 (1998). 
5. A.M. Samoilenko and N.A. Perestyuk, Impulsive Differential Equations, World Scientific, Singapore, (1995). 
