Abstract. The algebra of linear partial difference operators is investigated, and an elimination procedure demonstrated. Applications to combinatorics are given. In particular, a new proof and a q-analogue of MacMahon's Master Theorem are given.
constant coefficients. This algorithm is then applied to give a new proof of MacMahon's [7] Master Theorem. Good's proof of Dyson' s conjecture is quoted in subsection 3.4, and 3 ends with the consideration of other possible generalizations to Dyson's [8] conjecture B.
Section 4 gives a generalization of MacMahon's Master Theorem which answers, in particular, a question posed by Andrews [1,p. 213 ].
Andrews' [1] conjecture about the q-generalization of Dyson's conjecture is considered in 5. Although we failed to prove it, we describe how, in principle, for a given n, the algorithm is capable of settling it. Section 6 presents the algorithm of elimination in the most general setting, in the algebra of linear partial difference operators with variable coefficients.
We are very grateful to George Gasper, whose valuable criticism and comments transformed a disastrous first draft into a hopefully reasonable final version.
1. The algebra of ordinary difference operators. Let Z be the set of integers. We The set of all such operators will be denoted by 1. Note that the operator X has a particularly simple "Leibnitz rule", (1.3) x (fg) (xf)(xg), which proves that 1 is an algebra: (1.4) (Y cX)(Y axO)=E E c(X"o)x +. The domain of an operator in +/-1 is -, the space of functions of finite (=compact) support: {f:Z C; f-0 except at a finite number of points}.
An element of +/-1 has an inverse in +/-1 (assume Co 0) iff co(m) 0 for all m then
Each term on the right-hand side is evaluated according to (1.4) , and since the lowest order term in ( (co,/co)X') k is k we see that the sum in (1.5) is well defined, since the coefficients of any X are finite sums. This is a generalization of taking the reciprocal in the algebra of formal power series, the latter corresponding to the case where the c's are all constants.
The above formalism can be applied to solve a general linear difference equation We would like to get an operator involving X only, so we write
and we get that
Similarly, it also satisfies (3.2b)
In general, given n partial difference operators with constant coefficients, on Z", we can use the elimination procedure to obtain n ordinary difference operators where P(X) det (-ai + 6i.X). Since P(X) is independent of x 1," , x,, and is a linear operator, we also have
We now claim that
This follows from the fact that both sides are solutions of (3. This was proved by Gunson [5] , Wilson [9] , and Good [4] . ' Good's proof is the proof that got us started in this business. Because of its importance, and also because of its elegance, we shall repeat it, in our notation. Set (1-(xi/xl) ),'", (1--(Xi/Xn)), (i= 1, "'', n) were grouped together, but we can take any n subsets of the n(n 1) factors (1 -(xg/xi))(i j, 1 <= i, <-_ n) and group them together, forming a function of a 1, ', an, x , , xn. Then we can use elimination to find a partial difference equation independent of x l, "', satisfied by that function, and therefore also satisfied by the constant term (or any other coefficient, for that matter). Let us illustrate it by the following. THEOREM. Let (fii(mi)), 0 <= i, ] <-_ n, be a matrix of discrete functions (where the ith row has functions depending only on mi), and for a discrete function G, let G (m)= G(0)G (1) G(m 1). (4.4) det (3ijX fii(m))G =-O. Fo G on the boundary of ZT-, that is on U in= {mi 0}, by the inductive hypothesis, and thus the theorem follows" F0---G throughout Z_. 4 .2 A q-analogue of MacMahon's Master Theorem. The above theorem answers, in particular, a question raised by Andrews [1, p. 213] about a q-analogue to MacMahon's Master Theorem. The q-analogue of (a+b) is (a +b)(a+qb)(a + qZb) (a + q"-b); and naturally the q-analogue of (a + b + c) would be (a + b + c)(a + qb + qZc)(a + qZb + q4c) (a + q"-b + qZ'-Zc), and in general, a q-analogue of (al +" + an)" would be (al +'" + an)(al +qa2 +" +qn-a)
x (a +q2a2+. +q2n-lan) (al +q'-a2+" "+q"-("-tan). By finding the expressions for X X for high enough , , n, it is possible in principle (for a fixed n), to eliminate x, , x from these equations, and get a linear partial difference operator P(a, , a X, , X such that PF O. Then it would be possible to check that P(q,+...+/(q... q))=0, and equate boundary values.
Details will appear elsewhere.
However, this process is very complicated to do by hand (a symbolic computer will help here), and we were unable to find such an equation even for n 3. We first form (6.2a) b' O bO (m )X +. ., (6.2b) a'O-aO= -(m) +.... Now we apply X to (6.2b) In general, suppose that we know how to do Gaussian elimination for partial difference operators of dimension K-1; let us describe how to perform Gaussian elimination for partial difference operators of dimension K. Consider the two operators (6.5a) A PI(X,"', Xr)h + P2(X1,''', XK)A2 +''" q-Pn(X,'", (6.5b) B P (X1, , Xr)A1 + P (X1, , Xr)h 2 +"" + P'n (XI, , Xr In general, if we have N + 1 operators Pl(Xl, , XN)," ", Pv+l(Xl, ", XN), where the dependence on x1,'", XN is polynomial, it is possible to get an operator which belongs to the ideal {P1, , PN/a}, and which is independent of xl, , XN. The present algorithm is a generalization to the ring of linear partial difference operators, of the process described in subsection 3.2 for the ring of partial difference operators with constant coefficients.
6.40verdetermined systems of linear partial difference operators. In subsection 3.1 we saw that two linear partial difference operators with constant coefficients usually give rise to an operator of lower dimension. The same is true for general linear partial difference operators. Let P, Q be two such operators on Zn, and write them as follows, P=Zp (x , O E Oi (X2," ", Xn)Xl.
By considering P, X1P, , X[P, Q, X1Q," , XIQ for sufficiently large L, M we get linear dependence on the powers of X1 and using the process of Gaussian elimination described in subsections 6.1, 6.2, we obtain an operator involving only X2,''', X,, which is in the ideal {P, Q}. In general if we have n operators PI(X1,'",Xn),'",P,,(X1,'",Xn) we should get n "ordinary" operators QI(X1),'", Q,,(Xn). If this is the case, the ideal {P1,""" ,P,} is called "complete intersection". If this is not the case, then the algorithm will tell us so by breaking down. 
