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We present a convolutional neural network to classify distinct cosmological scenarios based on
the statistically similar weak-lensing maps they generate. Modified gravity (MG) models that in-
clude massive neutrinos can mimic the standard concordance model (ΛCDM) in terms of Gaussian
weak-lensing observables. An inability to distinguish viable models that are based on different
physics potentially limits a deeper understanding of the fundamental nature of cosmic acceleration.
For a fixed redshift of sources, we demonstrate that a machine learning network trained on simu-
lated convergence maps can discriminate between such models better than conventional higher-order
statistics. Results improve further when multiple source redshifts are combined. To accelerate train-
ing, we implement a novel data compression strategy that incorporates our prior knowledge of the
morphology of typical convergence map features. Our method fully distinguishes ΛCDM from its
most similar MG model on noise-free data, and it correctly identifies among the MG models with at
least 80% accuracy when using the full redshift information. Adding noise lowers the correct classi-
fication rate of all models, but the neural network still significantly outperforms the peak statistics
used in a previous analysis.
I. INTRODUCTION
The quest to uncover the physical origin of cosmic ac-
celeration remains one of the biggest challenges in mod-
ern cosmology. Whether the source is a cosmological con-
stant, a dynamical fluid, or a modification of gravity is
not yet known. Although cosmic microwave background
analyses are compatible with a Lambda cold dark matter
(ΛCDM) model [1, 2], degeneracies exist between stan-
dard parameters and modified gravity models in terms
of second-order statistics, particularly in the presence of
massive neutrinos [e.g. 3–6]. The theoretical challenge is
then coupled to a data analysis challenge: determining
whether more advanced statistics or still new methods
can help break such degeneracies.
Weak gravitational lensing (WL) is now firmly estab-
lished as a robust observational probe for cosmological
inference. Galaxy shear measurements have been used
to test various cosmological models in both general rel-
ativistic (i.e. ΛCDM) and nonstandard (e.g. modified
gravity, MG) frameworks [e.g. 7–16]. Despite the suc-
cesses of weak lensing, the question remains open of how
to best extract and leverage the information contained in
galaxy surveys that provide these data.
In previous work [17, hereafter P18], we proposed
higher-order statistics in the weak-lensing signal as a new
set of observables capable of breaking degeneracies be-
tween massive neutrinos and MG parameters. In par-
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ticular, we showed that peak count statistics outperform
higher-order moments like skewness and kurtosis in dis-
tinguishing between ΛCDM and f(R) models when the
latter contain massive neutrinos. We found that the
discrimination efficiency depends, however, on redshift
and the observed angular scale. Furthermore, includ-
ing galaxy shape noise degrades the discrimination power
across all aperture scales, source redshifts, and statistics,
including peak counts. While a de-noising procedure may
help, we present here a new method that provides signif-
icantly better results on both clean and noisy maps.
Recent advances in the field of machine learning (ML)
have led to new analysis tools for cosmology. Such tools
can be used to break the well-known degeneracy be-
tween the standard model parameters σ8 and Ωm that
arises in weak lensing. For example, a Convolutional
Neural Network (CNN) trained on (noisy) convergence
maps was shown to discriminate models along this de-
generacy better than skewness and kurtosis [18]. CNNs
have also obtained tighter constraints on the σ8–Ωm con-
fidence contour than traditional Gaussian (e.g. power
spectrum) and non-Gaussian (e.g. peak statistics) ob-
servables [19, 20]. An interpretation of the filters learned
by such networks points to the steepness (as opposed to
just the amplitude) of local peaks as carrying the most
salient cosmological information [21]. Beyond the weak-
lensing domain, ML algorithms have also been applied
to investigate large-scale structure formation [22, 23] and
the connection between baryonic and dark matter distri-
butions [24–26].
In light of results from P18, we aim here to deter-
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2mine whether a ML neural network can discriminate bet-
ter than peak counts between ΛCDM and MG models
with massive neutrinos. We study the same weak-lensing
maps as in P18, which are derived from a subset of the
DUSTGRAIN-pathfinder simulations [27]. These cosmo-
logical models represent viable locations in the fR0–Mν
parameter space that are intentionally difficult to distin-
guish from ΛCDM via only second-order statistics. The
simulations have been used separately to forecast cosmo-
logical constraints from measurements of the halo mass
function of dark matter [28].
We consider one ΛCDM model without neutrinos and
three f(R) modified gravity models with different neu-
trino mass sums Mν :=
∑
mν ∈ {0, 0.1, 0.15} eV, where
we fix the parameters n = 1 and fR0 = −10−5 in the
Hu-Sawicki formulation [29]. As was shown in P18, the
ΛCDM model is most degenerate with the f(R) model
with Mν = 0.15 eV when relying only on second-order
statistics. By degenerate, we mean that their noise-free
(average) convergence power spectra agree at better than
10% over the full range of angular scales and source red-
shifts considered. In practice, these two models, as well
as other neighboring pairs of f(R) models, agree at better
than 5% for all but a small range of ` modes. Account-
ing for galaxy shape noise, as we explore in this work,
further increases the similarity of predicted second-order
observables. Improving the discrimination efficiency be-
tween pairs of such similar models is the main goal of our
proposed methodology.
The remainder of the paper is organized as follows. In
Sec. II we introduce our ML methodology, including an
approach to accelerate training by reducing the dimen-
sionality of the problem. In Sec. III we describe measures
of monitoring the progress of training and our strategy
to evaluate the network’s performance on test data. We
present our results in Sec. IV on the correct classification
rate of clean and noisy convergence maps, and we discuss
our conclusions in Sec. V.
II. METHODOLOGY
Given the parameters of the DUSTGRAIN-pathfinder
simulations, we obtained 256 pseudo-independent conver-
gence maps for each model using the MapSim pipeline
[30]. Because the past light cones were produced by ran-
domly reorienting the same particle field in a given sim-
ulation run, different lines of sight are not strictly inde-
pendent if their light cones intersect somewhere. A large
box size, however, means that the probability of such
intersections is small, and we thus do not expect this
approximation to affect our analysis.
Each derived convergence map covers a 25 deg2 square
area of sky sampled at a resolution of 2048 × 2048
pixels. Six maps were computed for each line of
sight assuming source galaxy redshift planes at zs ∈
{0.5, 1.0, 1.5, 2.0, 3.0, 4.0}. In this work we consider only
the four redshifts up to zs = 2.0 in order to compare
with previous results [P18] and because this is roughly
the range accessible to current and planned weak-lensing
surveys.
Using such large maps as direct inputs to a CNN can
represent a training challenge given limited computing
resources. We propose to alleviate this issue by reducing
the dimensionality of our data before training, that is, by
condensing each map’s information content. To do this
effectively, we incorporate our prior expectation of the
morphology of typical features present in weak-lensing
maps in order to change their representation without los-
ing information relevant to the problem. Our approach
uses the probability distribution function (PDF) of map
coefficients at each scale of a multi-scale wavelet trans-
form. The specific choice of wavelet function is a good
match to the local peak structures in weak-lensing maps.
A. Wavelet PDF representation
Wavelet transforms have found numerous applications
in astronomical image processing. In particular, the star-
let (isotropic undecimated wavelet) transform provides
a useful representation space for weak-lensing conver-
gence maps [31–38]. This transform naturally facilitates
a multi-scale analysis: an initial N × N map is decom-
posed into jmax wavelet coefficient maps labeled as wj ,
where j ∈ {1, ..., jmax}, plus a final coarse-scale map. The
coarse-scale map is a low-pass filtered version of the orig-
inal image. Each wj (also N × N), on the other hand,
represents a band-pass filtering and is equivalent to an
aperture mass map filtered at a scale of 2j pixels [33].
Recent results [21] also motivate the use of wavelets
in machine learning applications to weak-lensing analy-
sis. In this work, the authors found that the first hidden
layer of their CNN, trained on convergence maps, learned
filters extracting information about the gradients around
peaks. The compensated shape of our wavelet functions
extracts precisely this type of information as well and
at multiple scales simultaneously. We therefore consider
our pre-processing with wavelets as a time-saving step
that avoids the network having to learn this first layer,
thereby reducing the number of trainable parameters as
well as the amount of training data necessary.
Given an initial convergence map, we derive its con-
densed wavelet PDF representation as follows: (1) com-
pute the starlet transform with jmax = 5, corresponding
to a minimum (maximum) aperture smoothing of 0.293
(4.69) arcmin; (2) divide each wj map by the standard
deviation of all 1024 maps (256 per model) at the same
redshift and scale; (3) bin the resulting pixel values into
arrays with 100 steps between −5.0 and 5.0 per scale
and normalize by the integral over the range to obtain
the PDF; (4) stack the PDF arrays from each scale to
produce a 5 × 100 matrix; (5) stack the matrices from
each redshift to produce a 4 × 5 × 100 datacube. The
normalization in step (2) serves to standardize the data
so that values across different redshifts can be meaning-
3FIG. 1. Reduced representation of a ΛCDM convergence map
based on the PDF of wavelet coefficients at different scales
and redshifts. The four matrices stack along the redshift axis
to produce 4× 5× 100 datacubes, condensed from 4× 20482
pixels, which serve as inputs to the CNN.
fully compared by the network. Although the natural
domain for each PDF is scale-dependent, we have chosen
a binning range wide enough that the full information at
each scale is included.
The resulting PDF representation of an example
ΛCDM map is shown in Fig. 1, separated along the red-
shift axis. The matrices amount to the combined PDFs
across all wavelet scales of interest and reduce the input
data dimensionality by a factor of about 8400. Further-
more, they are concatenated in a way that should allow
the CNN to learn patterns reflecting the variation across
scales as well as the evolution with redshift. We recall
that wavelet filtering is not the same as Gaussian smooth-
ing, which is a form of low-pass filtering. As our wavelet
functions act as band-pass filters, they isolate features in
the original map only near the scale of interest. More-
over, the wavelet transform possesses an exact inverse,
meaning that information is not lost in the change of
basis.
We have also explored an alternative data representa-
tion based on wavelet peak counts. Since it gives similar
final results in both the clean and noisy cases, we only
present the PDF representation here. Futher details are
presented in Appendix A.
B. CNN architecture
We build a CNN to perform cosmological model clas-
sification based on the 4× 5× 100 inputs computed from
each convergence map. The architecture is detailed in
Table I. All activation functions are taken to be rectified
linear units [i.e. ReLU, 39]. The first two convolution
layers allow the network to extract features related to
local variations in the datacube. Each convolution layer
has eight output filters to store the different properties
TABLE I. Achitecture of our CNN.
Layer type Output shape # params
Input layer 1× 4× 5× 100 0
Conv 3D [2× 3× 10] 8× 4× 5× 100 448
Conv 3D [2× 3× 10] 8× 4× 5× 100 3848
Max pooling [1× 1× 5] 8× 4× 5× 20 0
Conv 3D [2× 3× 10] 8× 4× 5× 20 3848
Max pooling [1× 1× 2] 8× 4× 5× 10 0
Dropout [0.3] 8× 4× 5× 10 0
Flatten 1600 0
Fully connected 32 51232
Fully connected 16 528
Fully connected 4 68
found, and the 2 × 3 × 10 size is to explore correlations
in the PDFs both within a scale as well as across neigh-
boring scales and redshifts.
A max-pooling operation follows the convolutions and
reduces the number of parameters with a mask of size
1 × 1 × 5. This condenses local features into their most
relevant pixels while preserving the spatial structure of
the data. Another pair of convolution and max-pooling
layers constitute the fourth and fifth layers. The same
kernel as above is used for the convolution, but the max-
pooling layer uses a smaller mask (1 × 1 × 2) to reduce
the information now by a factor of two.
Before flattening the result into a one-dimensional ar-
ray of size 1600, we perform a 30% dropout, which helps
prevent over-fitting of the training data. The last three
layers are fully connected and end with a softmax func-
tion for the actual classification. The final output layer
has four nodes corresponding to the four cosmological
models that label our data.
C. Generating noisy data
Convergence maps derived from real data (i.e. galaxy
shape catalogs) are subject to many sources of noise, such
as intrinsic galaxy shapes, masking and border effects
during shear inversion, instrumental noise, and shape
measurement errors. To assess the robustness of our net-
work to noise, we generate noisy versions of each conver-
gence map. Following P18 (cf. the Appendix), we add a
random Gaussian noise component with standard devia-
tion σ = 0.7 and zero mean—a conservative (pessimistic)
scenario. For comparison, we also explore a more opti-
mistic scenario with σ = 0.35, which could arise, for ex-
ample, from a deeper galaxy survey with a larger number
density of objects.
Noise is applied directly to the convergence maps be-
fore performing the wavelet transform in the dimention-
ality reduction scheme. In the noisy analysis, the PDF
representations are computed the same way as before,
meaning we do not include any additional de-noising step.
The result for each map is a datacube of the same dimen-
sion as depicted in Fig. 1 but now blurred.
4FIG. 2. Evolution of the loss function with training epoch.
Solid lines represent the mean over 100 full training iterations
with standard errors (one sigma) shown as shaded bands.
Three different noise levels are indicated by color. The value
of the loss function is linked to the quality of the data: noisier
convergence maps correspond to a larger asymptotic value of
the loss function.
D. Training strategy
Our cosmological model discrimination problem in the
neural network framework becomes a probabilistic clas-
sification problem; we thus use the categorical cross-
entropy as the CNN’s loss function to minimize. To
train the network, we use the Adam [40] optimizer with
β1 = 0.9, β2 = 0.999 (default Keras
1 parameters),
and an initial learning rate of η0 = 0.001. We add
a decay parameter γ = 0.001 to mildly decrease the
value of the learning rate throughout epochs according to
η(t) = η0(1 + γ t)
−1, where t identifies the update step.
One step corresponds to one update through a batch of
chosen size, which we take to be 200.
We train the CNN on correctly labeled input data for
1000 epochs using 75% of each model’s full dataset, ran-
domly selected. The remaining 25% is reserved for test-
ing the network. Consequently, it takes four update steps
to complete one epoch and 4000 steps to finish training.
The learning rate is five times smaller at the end of train-
ing than at the beginning, which allows for smoother con-
vergence towards the end. We record the loss function
and validation accuracy after each epoch (see Sec. III),
computed on the training and test data, respectively, to
monitor the training progress.
1 https://keras.io
FIG. 3. Evolution of the validation accuracy with training
epoch. As in Fig. 2, solid lines represent the mean over 100
iterations, and the shaded areas are the standard errors. Ac-
curacy approaches a constant for each of the three noise cases,
and as expected, the network provides more accurate predic-
tions as the noise level decreases.
III. NETWORK PERFORMANCE MEASURES
A. Loss function and validation accuracy
Training can be monitored by the computation of sev-
eral metrics. One is the loss (or cost) function, which
measures the discrepancy between the targeted output
and the prediction of the network. As mentioned in
Sec. II D, the standard loss function for classification
problems is based on the categorical cross-entropy. Given
two discrete probability distributions p and q over the
same set of events Ω, cross-entropy l is computed as
l(p, q) = −
∑
ω∈Ω
p(ω) log q(ω), (1)
where q denotes the predicted probability and p the de-
sired output. For our purposes, the set of events corre-
sponds to the four model labels. After each epoch, the
loss function is the sum of the cross-entropies over the
training data:
L =
n∑
i=1
l(p(i), q(i)), (2)
where n = 768 is the number of training datacubes.
The network’s learning procedure consists in changing
its parameter values (i.e. weights) via stochastic gradient
descent and back-propagation in order to make predic-
tions that progressively better match the desired output
(i.e. that minimize the loss function). The smaller the
loss function, the better the network has learned the rela-
tionship between the training data and their correspond-
ing labels. By tracking the decrease in the loss function
over epochs, one can determine whether the network has
trained sufficiently.
5In Fig. 2 we show the loss function evolution for the
three noise levels using the full three-dimensional dat-
acubes (i.e. all redshifts) as described in Sec. II B. As
expected, the higher the noise level, the larger are the
final value and its variance after 1000 epochs. We have
studied training as well on only a single source redshift
(see Sec. IV), but we do not repeat the figure, since the
result is very similar.
Another measure of a network’s performance is its val-
idation accuracy, or the ratio of correct predictions to the
total number of test observations. Validation accuracy is
an indicator of the predictive power of the network and
measures its ability to generalize to new data. Plotted
in Fig. 3 is the evolution of the validation accuracy com-
puted on the test data over 1000 epochs. Its behavior
is consistent with the loss function in that the final ac-
curacy is lower and exhibits higher variance as the noise
level increases. The ratio of correct predictions at the
end of training decreases from 92% to 48% as the noise
standard deviation increases from 0 to 0.7.
B. Evaluation strategy
The final assessment of the CNN is obtained with
a confusion matrix, computed on the test data, which
characterizes the ability of the network to classify each
cosmological model. A confusion matrix is a square ar-
ray whose rows correspond to the true model labels and
whose columns represent the predictions. The values in
a given row add up to unity and indicate the probability
of the network to classify a map from the input model
across each of the available output labels. The closer
a confusion matrix is to the identity, the better is the
classification power of our network.
Our final reported numbers represent the average con-
fusion matrix calculated over the matrices obtained from
100 iterations of the complete training process, where
each iteration used a different random selection of train-
ing and test maps. We ran our code using a NVIDIA Tesla
K20c GPU with 5 GB memory along with an Intel Xeon
Processor E5-2620 CPU with six cores at 2.00 GHz. An
iteration of 1000 epochs required about 13 minutes, so
the entire training process took approximately 20 hours.
In P18, the ability of different non-Gaussian statis-
tics to distinguish between cosmological models was mea-
sured by the discrimination efficiency E . Reported as a
percentage, with 0% being indistinguishable and 100%
being fully distinguishable, the discrimination efficiency
was calculated via the False Discovery Rate (FDR) tech-
nique of Benjamini and Hochberg [41]. In this scheme,
given a statistic, wavelet scale, and source redshift, one
computes E for one model (prediction) taking another
model as reference (truth). The result is a measure of
the overlap between the two distributions of the given
statistic and depends sensitively on their relative shapes
and positions. We compare our CNN to the discrimina-
tion efficiency found for peaks in the following section.
IV. RESULTS
As a first test of our CNN, we trained the network us-
ing only maps from the zs = 2.0 source redshift plane (cf.
the bottom row in Fig. 1). This represents a restricted
case of the full network architecture in which the convo-
lution layers are now of dimension 1 × 3 × 10, and the
number of trainable parameters is reduced by a factor of
∼3.4. We do this in order to be able to compare results
directly to those of [P18], since the analysis there did
not accommodate multiple simultaneous redshifts. Con-
fusion matrices are shown in Fig. 4 for the three noise
cases studied.
As mentioned in Sec. I, the Mν = 0.15 eV case of
f5(R) produces observations most resembling the stan-
dard model in terms of both Gaussian and non-Gaussian
statistics. For example, its convergence power spec-
trum deviates less than 5% from ΛCDM over the range
103 < ` < 104 (cf. Fig. 4 of P18). An f5(R) cosmol-
ogy with Mν = 0 eV, on the other hand, would dif-
fer from ΛCDM at > 10% for all ` values within the
same range on the basis of only Gaussian statistics. It
is therefore important to check whether our neural net-
work efficiently disentangles, in particular, the MG model
(Mν = 0.15 eV) most degenerate with ΛCDM. This is in-
deed the case, as we illustrate below.
In the noise-free case (upper plot), the CNN is able
to discriminate between (i.e., correctly classify) all four
models with at least 72% accuracy, notably reaching 98%
for ΛCDM and 90% for f5(R) with Mν = 0.15 eV. The
highest confusion rates occur among the three f5(R)
models, where the closer the Mν value is between two
models, the more likely they are to be mistaken for each
other. Across all four models, the Mν = 0 eV and 0.1 eV
f5(R) cases are the least distinguished with a confusion
rate of 17–19%.
With noise added (middle and lower plots), confusion
increases between many pairs of models, as indicated
by the larger off-diagonal values. When σnoise = 0.35,
ΛCDM is more likely to be confused with f5(R) with
Mν = 0.15 eV than before, although confusion with the
other f5(R) models remains low. The confusion between
the 0 eV and 0.1 eV f5(R) cases increases as well, and
these trends are further amplified at the highest noise
level of σnoise = 0.7.
We compare the CNN results of this work with peak
counts from P18 by translating the latter’s discrimination
efficiency E values (see Sec. III B) into confusion values
as follows. Given a true reference model, we compute E
for peak counts at zs = 2.0 across the same five wavelet
scales used by the CNN for each test model. We have
fixed zs = 2.0, because higher source redshifts tended
to yield better results, as the convergence maps incor-
porate more cosmic structure information that is useful
in identifying them. We record in the confusion matrix
the highest value attained at any wavelet scale and then
normalize each row to sum to one. The values therefore
constitute the best case achievable by peak count statis-
6FIG. 4. Confusion matrices from the trained CNN on test
data using the single redshift zs = 2.0. Without noise, the
CNN is able to discriminate all four models from each other
with at least 72% accuracy, including among the three f(R)
models with different neutrino masses. The rate of successful
predictions decreases with increasing noise, but even for the
pessimistic case (σnoise = 0.7) the CNN retains non-negligible
discrimination power. It is important to note that for an
optimistic noise level, ΛCDM can still be distinguished with
79% accuracy, and confusion increases over the noise-free case
primarily between neighboring pairs of models.
tics using the previous technique.
The analogous plots to Fig. 4 using peak counts are
shown in Fig. 5. The CNN outperforms peak counts at
each noise level in the sense that its confusion matrices
are always closer to the identity. Without noise, both the
CNN and peaks are able to fully distinguish ΛCDM from
the three MG models. Indeed, this result for peaks was
one of the main conclusions of P18. However, among
the three f5(R) models, the CNN is more sensitive to
the value of Mν , as the correct model is identified with
peaks only 44%–66% of the time. Furthermore, whereas
the CNN retains non-negligible predictive power with ris-
ing noise, the prediction rate of peaks diminishes to the
point of consistency with random guessing (i.e. 25%).
Our analysis reveals that there are additional distinctive
characteristics present in the convergence maps that our
network architecture can exploit but that is not captured
by our previous approach with peaks.
FIG. 5. Confusion matrices representing the best case from
thresholded peak count statistics of P18 for zs = 2.0. The
CNN performs significantly better in every case, i.e. it is
closer to the identity matrix. Unlike the CNN, the predictive
power of peaks approaches zero with increasing noise.
We now present confusion matrices for the CNN
trained using the full redshift information in Fig. 6. As
one would expect, the inclusion of the lower redshift data
improves results over the single high-redshift case. The
CNN can now learn the evolution of the wavelet PDFs
with time, which evidently also constitutes useful charac-
teristic information of the models. In the noiseless case,
ΛCDM and f5(R) with Mν = 0.15 eV are now essen-
tially completely distinguishable, both from each other
and from the other f5(R) models. Confusion overall is
still highest between the other two f5(R) models at a rate
of 14–15%.
The fact that the confusion matrix does not achieve a
perfect identity even with noise-free data could indicate
that our choice of network architecture is suboptimal for
this problem. Results might also be improved by train-
ing for more epochs, although this is not likely to offer
substantial gains given that the slope of the loss func-
tion is already nearly zero after 1000 epochs (see Fig. 2).
Modifications to the data reduction scheme are possible
as well. For example, the distribution of peaks detected
as a function of wavelet scale and signal-to-noise could
be used instead of the full distribution of wavelet coeffi-
cients. Alternatively, a different range of wavelet scales
7FIG. 6. Confusion matrices from the trained CNN on test
data using all four redshifts up to zs = 2.0. Plots are analo-
gous to those in Fig. 4. The correct classification rate of the
network is improved at each noise level over the correspond-
ing single high-redshift case. Without noise, the network cor-
rectly identifies the model at least 80% of the time.
that include lower angular frequencies might provide dif-
ferent results. We investigate these latter two possibili-
ties as appendices.
V. CONCLUSIONS
Weak-lensing convergence maps carry significant in-
formation that, if properly extracted and leveraged, can
identify their underlying cosmology. To this end, we de-
signed a CNN to distinguish among a set of degener-
ate cosmological scenarios using the similar convergence
maps they produce. We tested our method on four simu-
lated models occupying positions in the joint parameter
space of f(R) models and massive neutrinos. The simu-
lations have been designed to be difficult to discriminate
from one another based on their two-point and higher-
order statistics. Breaking such degeneracies in observ-
ables with ΛCDM represents an important step toward
better understanding the fundamental nature of gravity
and of cosmic acceleration.
To alleviate the computational cost of training on
many large maps, we reduced the dimensionality of the
problem using a novel data representation based on
multi-scale wavelet PDF coefficients. Compared to peak
count statistics, which have been shown to outperform
other higher-order statistics [P18], our CNN performed
significantly better in terms of the confusion matrix be-
tween models for three different noise levels. While
peak counts could efficiently discriminate ΛCDM from
the f5(R) models, they could not reliably separate f5(R)
models containing different neutrino masses. Further-
more, peak statistics rapidly lost all discrimination power
when noise was added to the maps. We have demon-
strated that our CNN ameliorates both of these prob-
lems; it not only correctly classifies all four models in the
noiseless case with better than 80% accuracy (using the
full redshift information), but it retains non-negligible
discrimination power even in the presence of noise.
Our results suggest further opportunities to study cos-
mology with machine learning and weak lensing. The
network architecture we have built is a classification
scheme to test four models in which certain pairs are
particularly degenerate when looking at only Gaussian
information [P18]. The CNN is indeed able to discrim-
inate such degenerate cases, and this motivates further
investigation into whether such a methodology may be
extended. For example, one could in principle run simula-
tions at many points in a densely sampled space of degen-
erate parameters and then train a classifier, as we have
done, on their lensing maps. Assuming successful train-
ing, this could facilitate distinguishing many more classes
of physically interesting degenerate cosmologies. The
high computational cost of N -body simulations, however,
makes this prospect currently difficult.
In addition to classifying among a set of simulated sce-
narios, in practical applications one may also want to
solve a different, complimentary problem: inferring cos-
mological parameters from real survey data given a single
model. In this case, the architecture would be modified
to solve a regression instead of a classification problem,
where the output of the network would be the (contin-
uous) probability of the cosmological parameters them-
selves. In its current form, our CNN is not suitable for
this type of analysis, as it really answers a different ques-
tion. It provides rather a first proof of concept that this
methodology may be used to discriminate cosmologies
which are otherwise degenerate, and it further demon-
strates the importance of being able to extract non-
Gaussian information from data. In any case, many more
simulations at other points of parameter space would still
be necessary to train a regression network.
We have shown in this work that a neural network can
indeed learn the necessary relationships between weak-
lensing data and the distinct physical models that pro-
duce them. Moreover, incorporating prior domain knowl-
edge into the choice of data representation can acceler-
ate the training process while still achieving good re-
sults. We have demonstrated this using a simple solu-
tion based only on the PDF of wavelet coefficients and
without the need, for example, to define what a peak
8is. Other dimensionality-reduction techniques may also
be explored to further optimize the data compression or
limit losses in local spatial correlations that could be use-
ful for a network to discriminate models.
The Python code with instructions for reproducing our
results will be available at http://www.cosmostat.org/
software/mgcnn.
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Appendix A: Peak counts PDF representation
The wavelet PDF representation scheme presented in
Sec. II captures both Gaussian and non-Gaussian fea-
tures of convergence maps as a function of scale. Counts
of peaks, or local maxima, are more restrictively a non-
Gaussian statistic used to similarly characterize an im-
age. It has been shown (e.g. see [38, 42–53]) that such
peaks counted in weak-lensing maps as a function of
signal-to-noise can be used to constrain cosmological pa-
rameters. Given the results in Sec. IV using the full PDF
of wavelet coefficients, one may wonder how much of the
classification power is coming from just the peaks con-
tained in the representation.
We explore in this appendix an alternative
dimensionality-reducing representation of conver-
gence maps based on peak counts alone. Peaks are
counted as a function of wavelet scale in a similar
process to that described for the PDFs in Sec. II A: (1)
compute the starlet transform with jmax = 5; (2) divide
each resulting wavelet map wj by the standard deviation
of all 1024 maps (256 per model) at the same redshift
FIG. 7. Condensed representation of a ΛCDM convergence
map based on its multi-scale peak count distributions. As
in Fig. 1, the four matrices stack along the redshift axis to
produce 4 × 5 × 100 datacubes, reduced from the original
4× 20482 pixels.
FIG. 8. Confusion matrices using the peak count PDF repre-
sentation to be compared with Fig. 6. The network trained on
peaks alone (i.e., the non-Gaussian part of the signal) achieves
comparable classification power to the full wavelet PDFs.
9and scale; (3) identify peaks as pixels whose amplitudes
are larger than their eight nearest neighbors; (4) bin the
peak amplitudes between -1.0 and 9.0 per scale with a
step size of 0.1 and normalize by the integral over the
range; (5) stack the peak count distributions from each
scale to produce a 5× 100 matrix (6) stack the matrices
from each redshift to produce a 4× 5× 100 datacube.
An example datacube analogous to Fig. 1 is shown in
Fig. 7 for a ΛCDM map. As for the full PDF repre-
sentations, the signal-to-noise range is chosen to be wide
enough to contain the full distributions regardless of red-
shift, scale, and model. Peak counts in the lower bins
are larger than for the higher bins as expected, and the
evolution across scales with redshift can be seen as well.
We note that peak signal-to-noise can be negative by our
definition, because peak amplitudes themselves can be
negative. Such peaks reside in underdense regions of sky
but are not the same as troughs, as they are still points
of higher amplitude relative to their surroundings.
Results are shown in Fig. 8 using all four available red-
shifts and so should be compared to Fig. 6. We use the
same network architecture and training scheme as for the
full wavelet PDFs described in Sec. II. Based on their con-
fusion matrices, we see that classification power using the
two different representation schemes is nearly identical.
The rate of correct classification for each model (given by
the diagonal elements) differs on average by only 1.3%,
2.0%, and 2.5% for σnoise = 0, 0.35, and 0.7, respectively,
between the two methods. Nor do the differences appear
systematically in favor one method over the other.
At least two interpretations of these results are possi-
ble. On one hand, the network could be indicating that
peak counts indeed constitute the most efficient statis-
tical lever for distinguishing between the models. Since
the full wavelet PDFs necessarily contain the peak in-
formation (as well as the Gaussian), the network might
simply be learning to exploit the peaks alone in both
cases, thereby giving comparable results. Alternatively,
the network might be learning entirely different filters
depending on the input data, meaning that it still incor-
porates the Gaussian part of the signal in the wavelet
PDFs approach. In either case, the two results point to
a robustness of our architecture to the specific choice of
data representation.
Appendix B: Small vs. large scales
Throughout our main analysis, we have used five
wavelet scales corresponding to aperture mass filter sizes
of up to ϑ = 4.69 arcmin. The two smallest scales
(0.293 and 0.586 arcmin) are below the resolution ex-
pected even for next-generation space-based surveys like
Euclid, which is aiming for weak-lensing map pixels of
∼ 1 arcmin. To test our network in the context of more
realistic angular filtering scales, we extend the wavelet
range to jmax = 7 and exclude the two smallest scales,
j = 1, 2. The new range corresponds to filter apertures
FIG. 9. Results analogous to Fig. 6 using the five largest
wavelet scales up to jmax = 7 while excluding the two small-
est. Overall classification power is again comparable to the
original data representation, which uses instead the smallest
five scales.
of 1.17, 2.34, 4.69, 9.38, and 18.8 arcmin.
Shown in Fig. 9 is the classification accuracy of our
network trained on clean and noisy data and using the
shifted range of scales. Similar to the peak count PDF
representation, the confusion matrices are not signifi-
cantly different from those in Fig. 6 when using the small-
est scales. Average differences in the correct classification
rates are now 2.8%, 1.3%, and 4.8% for the three (increas-
ing) noise cases.
Notably, the larger scales perform better than the
smaller scales when the data contain the highest noise.
ΛCDM and its closest f5(R) model (Mν = 0.15 eV) at
second order (cf. Fig. 4 of P18), are now better distin-
guished in both cases by 7% than with the smaller scales.
As in Appendix A, the similarity of these results to those
of the other data representations reveals a general ca-
pacity of our network to learn the relationship between
weak-lensing information and the underlying model.
Appendix C: Training on the power spectrum
To further test our data compression approach with
wavelets, we perform a final experiment in which we train
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our CNN on the concatenated power spectrum measured
across the four source redshifts. We measure the angu-
lar power spectrum Pκ(`) on each map in 100 log-spaced
bins over the angular multipole range 500 ≤ ` ≤ 50000.
We choose these values to cover approximately the same
angular scales as a wavelet transform with jmax = 7
(i.e., seven scales between ` ≈ 600 and 37000). The in-
formation probed by the power spectrum therefore has
higher resolution in angular space than the correspond-
ing wavelets, but the resulting summary arrays are only
two-dimensional: 4× 100 instead of 4× 5× 100.
Using the same architecture (Table I) and training
scheme (Sec. II D), we derive the confusion matrices
shown in Fig. 10 for the Pκ-based representation. This
figure should be compared to Fig. 6, since maps from all
four source redshifts on the line of sight are used in each
case.
Without noise, we find that the power spectrum repre-
sentation results in an overall lower discrimination power
among the models compared to the wavelet PDFs. It
does discriminate ΛCDM from each of the three MG
models (at 99%), but the discrimination among the dif-
ferent MG models is comparatively somewhat degraded.
With shape noise added, the advantage of wavelets is
clearly seen over the power spectrum via the middle
and lower matrices. The chance of correctly identify-
ing ΛCDM, for example, among the four models drops
when using the power spectrum by 32% and 17% for the
lower and higher noise levels, respectively. This points
again to the wavelet transform providing a more useful
representation space for the data, since it compresses sig-
nificant signal into relatively fewer coefficients compared
to in direct space.
We note that due to the power spectrum spanning
many orders of magnitude, training the network on Pκ(`)
directly was not possible with the same architecture as
used previously. The CNN could not learn to distinguish
the models at all in this case; it persistently classified
all maps from the training set as coming from a single
(arbitrary) model, regardless of the number of epochs.
To solve this, we instead trained on the logarithm of
`(`+ 1)Pκ(`)/(2pi), which is both a standard way of rep-
resenting the power spectrum and also served to reduce
the dynamic range of the values. Training proceeded
smoothly after making this change.
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