A sharp-interface model describing static equilibrium configurations of shape memory alloys by means of interfacial polyconvex energy density introduced by Šilhavý and extended to a quasistatic situation by Knüpfer and Kružík is computationally tested. Elastic properties of variants of martensite and the austenite are described by polyconvex energy density functions. Volume fractions of particular variants are modeled by a map of bounded variation. In addition, energy stored in martensite-martensite and austenite-martensite interfaces is measured by an interface-polyconvex function. It is assumed that transformations between material variants are accompanied by energy dissipation, which, in our case, is positively one-homogeneous giving rise to a rate-independent model. Various two-dimensional computational examples are presented and the computer code used is made available for download.
Introduction
Reversible solid-to-solid phase transformations in shape memory alloys (SMAs) give rise to well-known shape memory effects, which have various technological applications [1] . Such materials have a hightemperature phase called austenite and a low-temperature phase called martensite. The austenitic phase has only one variant, but the martensitic phase exists in many symmetry related variants and can form a microstructure by mixing those variants (possibly also with austenite) on a fine scale [2] . The most common examples of SMAs include Ni-Ti, Cu-Al-Ni, and In-Th.
In the last three decades, many models of SMAs varying in modeling approach, scale, and purpose have appeared in the literature; see [3] for a recent review. Single-crystal models often attempt a plausible description of formation and/or evolution of fine microstructures of various types [4] [5] [6] [7] .
Variational models for SMA microstructures assume that the formed structure has some optimality property. The reason for the formation of microstructures is that no exact optimum can be achieved and optimizing sequences have to develop finer and finer oscillations. The goal is to model the presence of different phases, which leads to the so-called multi-well structure of material stored energy density. If the temperature q is below the transformation temperature q t , then the stored energy density is minimized on wells SO(3)U i , i = 1, . . . , M, defined by M positive-definite and symmetric matrices U 1 , . . . , U M . Above the transformation temperature, the global minimizer of the energy density is just the special orthogonal group SO(3), describing the stress-free strain of austenite. Naturally, at the transformation temperature, all martensitic variants as well as the austenite must be considered and the stored energy density is minimized on M + 1 wells where the well of the austenite is just SO. This behavior generically causes nonexistence of minimizers even in elastostatic problems. A solution is relaxation in the calculus of variations searching for the so-called quasiconvex envelope of the specific stored energy [8, 9] or using Young measures [10] [11] [12] . The downside of these techniques is that we do not have a closed formula of the envelope at our disposal and that physically justified conditions on deformations as orientationpreservation and injectivity are not included in these models.
On the other hand, recently a few new results appeared and we cite [13] for a survey. We also refer to [14] for a weak* lower semicontinuity results for sequences of bi-Lipschitz orientation-preserving maps in the plane and to [15] for an analogous result along sequences of quasiconformal maps. Then [16] found relaxation including orientation-preservation for 1\p\n, where n is a dimension of the problem and p is the power with which the deformation gradient is integrable. Finally, in [17] a relaxation result was derived for orientation-preserving deformations with an extra assumption on the resulting functional. Let us point out that the right Cauchy-Green strain tensor F T F maps SO(3)F as well as (O(3)nSO(3))F to the same point. Here O(3) are orthogonal matrices with determinant 61. Thus, for example, F7 !jF T F À Ij, where I is the identity matrix, is minimized on two energy wells, i.e., on SO(3) and also on O(3)nSO(3). However, the latter set is not acceptable in elasticity. In addition, note that, for example, considering arbitrary Q 2 O(3)nSO(3) and an arbitrary R 2 SO(3) such that Q and R are rotations around the same axis of the Cartesian system, then rank(Q À R) = 1. Consequently, the corresponding effective macroscopic energy density (relaxation or quasiconvexification) resulting from the original multiwell energy density can be smaller than a physically relevant energy density.
A well-justified model of materials in nonlinear elasticity that allows for orientation-preservation and injectivity is based on polyconvexity due to Ball [18, 19] . It is also relatively easy to construct polyconvex energy density. On the other hand, multi-well stored energy densities generically used to model SMAs are not polyconvex and accompanied by the nonexistence of minimizers of the total energy in Sobolev spaces. Recently a new static model of such materials appeared in [20, 21] , which combine polyconvex energy densities of austenite and martensitic variants with a newly defined polyconvexity of interfacial energy between variants of martensite and austenite. Volume fractions of martensitic variants and of austenite play a role of additional design variables. Let us note here that it is well agreed that the energy (alternatively called interfacial, surface, interaction, etc.) stemming from the presence of interfaces in the material is crucial for determining the proper size scale in the microstructures [22] [23] [24] [25] [26] . However, as demonstrated by Seiner et al. [6] , the real micromorphology does not necessarily correspond to the minimum of the mere sum of the elastic (bulk) and interface (surface) energies obtained in static models.
In this work, we consider the model from [27] , which extended the static model of Sˇilhavy´to a rateindependent evolutionary model and proved existence of an energetic solution. The obtained timedependent deformations are orientation-preserving and injective and no additional regularization of variables is needed if passing from a static to an evolutionary model. Moreover, each martensitic variant and the austenite are assumed to be polyconvex and obey realistic properties, see (7)- (10) below. The main aim of this work is to provide computational examples with the rate-independent model. Moreover, a Matlab code used for calculating our examples is freely provided at https:// www.mathworks.com/matlabcentral/fileexchange/68547.
The plan of the paper is as follows. After introducing the notation, we first describe our model, the stored energies, dissipation, and loading. Then we recall the existence of an energetic solution proved in [27] . As it is nowadays a standard procedure (cf., e.g., [28] [29] [30] ), we only sketch the main steps. Finally, we demonstrate the viability of the complete modeling concept with numerical simulations.
Notation and preliminaries
where F ij are entries of F. We refer, for example, to [31] for a definition of the surface gradients r S . If n 2 R d is an outer unit normal to the surface S, then
where I denotes the unit matrix in R d × d . We denote by W 1, p a standard Sobolev space of maps that are, together with their distributional derivatives, integrable with the pth power, cf., e.g., [32] . Further, BV denotes the space of integrable maps with bounded variation. We refer, e.g., to [33] for a detailed exposition on this subject. The space of vector-valued Radon measures on O with values in R N will be denoted 
whenever this limit exists. We call it the density ofÕ at x. We call fx 2 O; u(Õ, x) = 1g the set of points of density ofÕ. If u(Õ, x) = 0 for some x 2 O we call x the point of rarefaction ofÕ. The measuretheoretic boundary ofÕ denoted by ∂ ÃÕ is the set of all points x 2 O such that u(Õ, x) 6 ¼ 0, nor 1, or u(Õ, x) does not exist. We callÕ a set of finite perimeter if
ÃÕ . More details can be found in [32, 34] .
Model description
3.1. Elastic energy 3.1.1. Geometry and total energy. We assume that the specimen in its reference configuration is represented by a bounded Lipschitz domain O & R d . We consider a SMA which allows for M different variants of martensite. We assume that the region occupied by the ith variant of martensite is given by can be then identified with a mapping z :
We will call z the partition map corresponding to fO i g M i = 0 . We hence consider z 2 Z, where
In order to describe the state of the elastic material completely, we also need to introduce the deforma- 
where we will always use the assumption p . d. The integral inequality together with the orientationpreservation is the so-called Ciarlet-Necˇas condition, which ensures invertibility of v almost everywhere in O (see [35, 36] ). In the following, we assign to each state of the material (v, z) 2 V × Z an energy E(v, z). In our model, the energy consists both of a bulk part, penalizing deformation within the single phases, and an interfacial energy, penalizing deformation of the interfaces between the phases.
Bulk energy.
The total bulk energy of the specimen has the form
We assume that the specific energy W of the specimen can be written as
whereŴ i , 0 ł i ł M, is the specific energy related to the ith phase of the material and
We work in the framework of hyperelasticity, where the first Piola-Kirchoff stress tensors of austenite and martensite have polyconvex potentials denoted byŴ 0 (austenite) andŴ i , i = 1, . . . , M, for each variant of martensite. For 0 ł i ł M, we therefore assumê
for convex functions h i :
then it follows from (1) that cof F is redundant in the definition of polyconvexity, but we keep it there for simplicity. We use the following additional standard assumptions on the specific bulk energiesŴ i . For 0 ł i ł M and F 2 R d × d , we assume that for some C . 0 and p . d
3.1.3. Interfacial energy. We consider the interfacial energy as that introduced by Sˇilhavy´in [20, 21] . We therefore assume that the specific interfacial energy between the two different phases i, j 2 f0, . . . , Mg can be written in the form
where F 2 R d × d and n 2 R d is a unit vector such that Fn = 0. We assume
where the functions C i : R 15 ! R if d = 3 and C i : R 4 ! R are nonnegative convex and positively onehomogeneous for i = 1, . . . , M. As in [20] , we assume for
We introduce a subspace Q & V × Z of functions with ''finite interfacial energy,'' using a slightly modified version of [20, Definition 3.1] . It is given as follows.
Definition 3.1 (States with finite interfacial energy).
Remark 3.2. The measures H i and c i can also be expressed for smooth y as
, and c i :
Indeed, in components and using Einstein's summing convention, we have
where we used the identity r × ry = 0. With the notation (cof ry) ij = b ij , we also have
where we used the Piola identity r Á (cof ry) = 0.
With the notation of Definition 3.1, we define the interfacial energy as
' otherwise:
Here jJ i j denotes the total variation of the measure J i . We assume that for all 0 ł i ł M there is some c . 0 that for all A
Remark 3.3. Note that in view of (15) Examples of surface energy densities include for example [21] g i (F, n) = ajFj = ajF × nj for a . 0 or g i (F, n) = ajcof Fnj.
3.1.4. Body and surface loads. We assume that the body is exposed to possible body and surface loads, and that it is elastically supported on a part G 0 of its boundary. The part of the energy related to this loading is given by a functional
where b(t, Á ) : O ! R d represents volume density of body forces and s(t, Á ) :
A term of this type already appeared in [37] and its static version also in [12] . Namely, prescribing a boundary condition from W 1À1=p, p (∂O; R d ) (see [38] ), it is generally not known whether it can be extended to the whole O in such a way that the extension lives in V. It is, to the best of the authors' knowledge, an unsolved problem in three dimensions and therefore it is generically assumed in nonlinear elasticity that such an extension exists (cf. [35] , for instance). The last term in (18) overcomes this drawback. Namely, if y D cannot be extended from the boundary as an orientation-preserving map the term in question can never be zero.
Dissipation
Since the evolution in SMAs is typically connected with energy dissipation, we need to define a suitable dissipation function. Experimental evidence shows that considering a rate-independent dissipation mechanism is a reasonable approximation in a wide range of rates of external loads; hence, this dissipation is to be positively one-homogeneous. We simply associate the dissipation to the magnitude of the time derivative of z, i.e., to j_ zj M + 1 , where j Á j M + 1 is a norm on the R M + 1 space. 1 Therefore, the specific dissipated energy associated with a change of the variant distribution from z 1 to z 2 is postulated as
Then the total dissipation reads
The D-dissipation of a curve z(t) is defined as
We denote for (t, y, z) 2 ½0, T × V × Z the total energy
Energetic solution
Suppose that we look for the time evolution of t7 !y(t) 2 V and t7 !z(t) 2 Z during a process time interval ½0, T where T . 0 is the time horizon. We use the following notion of solution from [28] , see also [41, 42] : For every admissible configuration, we ask for the following conditions to be satisfied for all t 2 ½0, T . T ) ) and if for all t 2 ½0, T , the stability condition (S) and the condition (E) of energy balance are satisfied, where E(t, y(t), z(t)) ł E(t,ỹ,z) + D(z(t),z) 8(ỹ,z) 2 Q ðSÞ and
Definition 3.4 (Energetic solution). We say that
are satisfied. An important role is played by the so-called stable states defined for each t 2 ½0; T . We set
Existence of the energetic solution
A standard way to prove the existence of an energetic solution is to construct time-discrete minimization problems and then to pass to the limit. Before we give the existence proof, we need some auxiliary results. If N 2 N, define time increments t k :¼ kT =N for 0 ł k ł N . Further, we abbreviate q :¼ (y, z) 2 Q. Assume that at t = 0 there is given an initial distribution of phases z 0 2 Z and y
. . , N , we define a sequence of minimization problems
Denoting by B(½0, T ; V) the set of bounded maps t7 !y(t) 2 V for all t 2 ½0, T , we have the following result showing the existence of an energetic solution proved in [27] .
, and use (7)- (10), (12), and (14)- (17) . Let (y(0), z(0)) 2 S(0) and let there be (y, z) 2 Q such that E(0, y, z)\ + '. Then there is an energetic solution
Computational illustrations
In the following two-dimensional (d = 2) illustrative examples, we deal with SMAs subjected to loading at temperature q\q t , i.e., martensite is the stable phase. We consider two martensitic variants, hence z can be condensed to a simple scalar variable. Moreover, we assume that K = + ' in (18), i.e., Dirichlet boundary conditions, and we also assume that the specimen occupies a rectangular domain
A regular triangulation T of O (an example is given in Figure 1 ) is considered with E denoting the set of all edges in T and E I its subset of internal edges. Given an edge E 2 E I , we can assign two triangles T + 2 T and T À 2 T such that E ∂T + \ ∂T À (e.g., the edge E is shared by the triangles T + and T À ). A vector n 2 R 2 such that jnj = 1 denotes a normal vector orthogonal to E, see Figure 3 . The symbol N denotes the set of all nodes.
We consider the interfacial energy E int in the form
where z + and z À denote restrictions of z to triangles T + and T À and a i ø 0 is a parameter, and
is based on the cofactor of the surface deformation gradient F given by (2) . A parameter a s ø 0 is given. The bulk energy E b is considered in the form (5) with the specific energy
Here,Ŵ 1 ,Ŵ 2 are densities in the form
where F 1 , F 2 are given stretching matrices
defined by a parameter e . 0. The form of W is given by the compressible two-dimensional MooneyRivlin material model
and it holds that W (F) ! ' for det F ! 0 + . Since I = argmin F W (F), and it holds that
Therefore, the minimizer of the bulk energy E b aligns the deformation F with one of the stretching matrices: Figure 2 .
Remark 5.1. It is convenient to reformulate (26) in terms of Green's deformation tensor C = F T F as 
and exploit relationsŴ
For anisotropic energy densities, we should replace
where
where b ø 0 is a given parameter. The finite element method (FEM) is applied for the discretization of all functionals above. We choose the lowest possible order finite element functions: the vector deformation y is discretized by P 1 (T ), continuous and piecewise linear triangular elements; the scalar variable z is discretized by P Then the time sequence of incremental minimizations (21) can be rewritten as
All terms in (31) are either constant on each triangle T 2 T or constant on each edge E 2 E I . Recall the deformation and surface deformation gradients F and F are the functions of the searched deformation y and O & R 2 . The dimension of the minimization problem (31) is equal to
where jN F j and jT j denotes the number of free nodes (nodes that are not Dirichlet boundary nodes) and the number of triangles of the triangulation, respectively.
Remark 5.2 (Simplifications).
The dissipation related term simplifies as
where s : f0, 1g ! fÀ1, 1g such that s(0) :¼ 1 and s(1) :¼ À1. This replaces the nondifferentiable term by the linear term with the coefficient s(z kÀ1 ) depending on the previous value z kÀ1 . In order to simplify the notation, we introduce abbreviations:Ŵ
Let us study in detail the minimization of (31) over z for given y. If interfacial energy is completely neglected, a i = a s = 0, then (31) is reduced to (z-independent terms are omitted):
This problem decouples to separate triangles T 2 T and has a minimizer z min = 0 on triangles whereŴ 1, 2 (F) + bs(z kÀ1 ) . 0, 1 on triangles whereŴ 1, 2 (F) + bs(z kÀ1 )\0:
Note that if the conditionŴ 1, 2 (F) + bs(z kÀ1 ) = 0 is satisfied, there is not a unique minimizer and both z min = 0 and z min = 1 are minimizers of (35) . If the interfacial energy is taken into account, we obtain
We introduce a new variable (Lagrange multiplier)
satisfying additional constraints:
Then the problem
f0, 1g (E I ) and subject to the to constraints (38) ð39Þ has the minimizer partz min 2 P 0 f0, 1g (T ) equal to the minimizer of (37) and the other part s min 2 P Remark 5.3. Let us consider (37) over a larger convexified set P 0 ½0, 1 (E I ). The detailed analysis shows that the minimizer must satisfy z min 2 P 0 f0, 1g (E I ) (none of its vector entries lies between 0 and 1). Namely, (37) can be written as a piecewise linear function on ½0, 1 jT j . Subsets of ½0, 1 jT j on which the function is linear are polygons whose extreme points coincide with extreme points of ½0, 1 jT j . Therefore, it is possible to replace admissible sets
by convexified sets
in practical computations. Then, the resulting linear programming problem is computationally easier to solve than the integer linear programming problem (39) .
After plugging in the implicit relations (39) or (36) of z min on C (or equivalently on F), it is possible to formally understand and minimize the functional of (31) over y 2 P 1 (T ) only. The functional in (31) is convex in C but is known to be nonconvex in F and, thus, nonconvex in y. Therefore, we obtain only a particular local minima y (and the corresponding pair (y, z)) in our numerical computations.
For FEM computations, we consider a uniform triangular mesh T with 128 rectangles grouped into 8 horizontal layers and consisting of an underlying triangular mesh with 256 triangles. Deformed elements are visualized on the underlying rectangular mesh, where diagonal edges are dropped out for better readability, see Figure 1 (28) were chosen as a = 1, d 1 = 1 (it implies d 2 = 4), the structural parameter e = 0:3, and the dissipation coefficient b = 0:1. For simplicity, we put a s = 0. In both examples, we construct the initial fields u(0, x), z(0, x) at t = 0 by solving the problem (31) without the dissipation (the term bjz À z kÀ1 j is omitted) and starting the minimization from the zero displacement field u(0, x); the field z(0, x) is prescribed as specified below. In this way, we obtain what can be called the initial relaxed microstructure.
Example 1
In the first (and a bit artificial) example, we study the influence of the interfacial energy term on the general response. A displacement boundary condition is prescribed on the full domain boundary, G D = ∂O, as
(Limit positions of the domain boundary correspond to those in Figure 2 .) We study two modeling cases with interface energy parameters: Figure 4) ; a i = 0:003 (see Figure 5 ).
At t = 0, a (pseudo-)random distribution of variants is generated (the same for both cases), so that fraction of variants is approximately the same (less than 5% difference), see Figure 4 at t = 0. Note that thanks to the interfacial energy contribution, the initial relaxed microstructure differs in Figure 5 : more compact clusters of variants nucleate. With progressive stretching of the domain, the fraction of currently more-favorable variant always increases as expected. However, the process occurs in a generally haphazard manner when interfacial term is not considered, whereas the less-favorable variant disappears predominantly by shrinking of the corresponding variant region in the other case, so that the interfacial energy contribution monotonically decreases. In both cases, hysteretic behavior is manifested, i.e., the fraction of variants is always ''delayed'' with respect to the equilibrium situation with no dissipation term. This can be best observed when the domain takes the rectangular shape (t = 8, 16): the more favorable variant for preceding loading phase dominates the sample (approximately 3 : 1 ratio for no Figure 3 . An internal edge E 2 E I shared by two elements T + , T À 2 T and its normal vector n. The surface and interfacial energies are evaluated on E, whereas the bulk energy and the dissipation ar evaluated on T + and T À .
interfacial energy and more than 90% in the other case) with a pronounced effect of interfacial term penalizing fragmentation.
Example 2
The second example deals with a transition from a generic laminated structure (e.g., a martensitic laminate obtained by cooling from austenite) to a structure that is more favorable to the applied loading. We study one modeling case only with the interface energy parameter: a i = 0:001 (see Figure 6 ).
The initial configuration consists of alternating horizontal strips of single variants, see Figure 6 at time t = 0. The vertical movement of the right edge is prescribed, the left edge is fixed and a periodic boundary condition is applied on the top and bottom edges, so that a simple shear of an (vertically) infinite 2D SMA ribbon is mimicked. In particular, 
