Some results on the asymptotic behaviour of
1. Introduction. Let X 1 , . . . , X n be n iid real random variables and X (1) ≤ . . . ≤ X (n) be their order statistics. Moreover, let X (1) , . . . , X (n) be n independent random variables where X (k) is distributed as X (k) . If ψ is a bounded Borelian function and μ = E[ψ(X 1 )] is the parameter to estimate, the ranked sample mean
is an unbiased estimator of μ and its use produces large efficiency gains in comparison with the basic Monte Carlo estimator
For a historical review and recent applications, see [1] , [2] , [11] , [12] . In the common use, the size n is small and r independent copies of X (1) , . . . , X (n) are considered in order to achieve, for r → ∞, large-sample results by means of straightforward techniques (see [6] ). However, when an auxiliary variable induces the ranking on the target variable, a large n may be chosen and may be set r = 1. As an example, this framework is considered for the estimation of a population mean μ in the design-based approach (see [3] ) where the asymptotic results on μ n have to be developed for n → ∞. Since, the variance of μ n turns out to be n −2 σ 2 n , with σ
in this paper we focus on the asymptotic behaviour of σ 2 n for large n. More precisely, in Section 2 some preliminary lemmas are introduced. In Section 3, the asymptotic behaviour of σ 2 n is obtained for a class of functions ψ and, consequently, a central limit theorem and consistency results for estimators of σ 2 n are given. In particular, the asymptotic behaviour of the relative precision
is exactly determined when ψ is a piecewise constant function or X 1 has finite support. In these cases, there is a quite surprising result which guarantees that RP n has the same behaviour as c √ n, where c is a suitable positive number, or equivalently,
Finally, in section 4, an application to designs with an auxiliary variable is given.
Preliminaries.
In the following lemma, a first partial result on the asymptotic behaviour of σ 2 n is given. Lemma 1. Let x be a real number. Then
Proof. Obviously the relation holds when p = 0, 1. Thus, having fixed a real number x, let us suppose p ∈]0, 1[ and consider
Now, given a real number M ≥ 1, for any n > 2M 2 max(1/p, 1/q), let i n = 1 + nq − M √ npq and j n = nq + M √ npq . It is not difficult to note that
As a matter of fact, since E[Z n ] = 0 and Var[Z n ] = 1, owing to Tchebychev's inequality, the following relation holds
For any integer k ∈]i n , j n ], on the basis of Berry-Esseen inequality (e.g. [4] ) it follows that
where Φ = 1 − S is the cumulative distribution function of N (0, 1) and c = 1/ (pq) 3 . In a similar way, for any k ∈]i n , j n ], it turns out that
Then, since SΦ is an even and continuous function, from bounds (4) and (5) the following relations immediately hold lim inf
In order to complete the proof, it suffices to note that 2
where
. Lemma 1 is then proven.
Lemma 2. Let x, y be two real numbers, with x < y. Suppose that
Proof.
In order to prove (7), it is not restrictive to suppose 0 <p < p < 1. By using the same notations of the proof of Lemma 1, having fixed a real number M ≥ 1,
. . , n}. By using the inequality |zw| ≤ (tz 2 + w 2 /t)/2, where t > 0 and z, w are two real numbers, it follows that 
For the arbitrariness of M, the proof is therefore complete.
Main result.
Let D = {u 0 , . . . , u l } be a finite set, with u 0 < . . . < u l , and ψ be a real function. From now on, we assume
for any j = 0, . . . , l − 1 and we consider the condition
for any k = 1, . . . , n, where u l+1 = 1 + u l . The relation (8) holds if X 1 is a real random variable and ψ is of the type
Moreover, (8) holds when the distribution of X 1 has support D whatever is a real function ψ. With the same notations from the previous section, we have the following result.
Theorem 1. Suppose that condition (8) holds. Then
In particular, if ψ is not a constant function,
Owing to Lemma 1 the theorem is proven.
Remark 1.
For any function ψ such that (8) holds, owing to relation (10), definitively on n it follows that 
converges in law to N (0, 1) and
, where
Proof. Since
Owing to Theorem 3.1 and the Lindeberg theorem (e.g see [7] , p.58), for any > 0, it suffices to prove that
Since ψ is a bounded function, in order to obtain (12), for any > 0, it suffices to show that
On the basis of Tchebychev's inequality and from (10) it follows that
The proof is therefore complete.
Finally, a result on the consistency of a large class of estimators of σ 2 n is given. 
Corollary 2. Under the same hypothesis of Theorem 1, let
R n = 1 σ 2 n n k=1 Y n,k converges in L 2 to 1. In particular, if (Z n,k ) 1≤k≤n
is a family of positive random variables, with |Z
, where A n and B n,k are positive random variables such that A n converges in probability to 0 and
for a suitable functionψ which satisfies (9) , the ratio
converges in probability to 1.
Proof. Since Y n,k is unbiased, from the relation
n the convergence of R n in L 2 follows. As to the convergence of R n it suffices to prove that R n − R n converges in probability to 0. Concerning this, it should be noticed that
Moreover, A n converges in probability to 0 and
where σ 2 is defined by (11) andσ 2 has the same expression as σ 2 withψ in the place of ψ. The corollary is thus proven.
Remark 2. Condition (10) definitively implies that
where v is the variation of ψ. So, when l increases, the right side of (13) becomes extremely small if ψ is a uniform continuous function (or, if ψ has negligible jumps). This leads to believe that σ 2 n = o( √ n) when X 1 is distributed onto an interval and ψ is a continuous funtion, with finite variation. Actually, if X 1 has uniform distribution and ψ is the mapping x → x + ∧ 1, for any integer n ≥ 1 and for any k = 1, . . . , n, we have ψ(X (k) )(P ) = B(k, n − k + 1) and, consequently,
Therefore σ 2 n / √ n = 0 and lim n RP n / √ n = ∞. These results are surprising with respect to the previous discrete results and may be generalized. (Further results on RP n are in [14] ) More precisely,
Proof. By using the order statistics with respect to ψ(X 1 ), . . . , ψ(X n ), it is not restrictive to consider ψ equal to the identity function. For any n, we have
is the order statistics of n uniform random variables on [0, 1] and
It is evident that d i,n (x) ≥ Lx. Thus, from Dvoretsky-Kiefer-Wolfowitz inequality, as given in [8] and [10] , it follows that
which achieves the proof.
Remark 3.
Finally, if X 1 has no countable support, it is worth observing that F (s) ).
Applications to designs with auxiliary variable.
In the designbased approach, if the auxiliary and target variables respectively take the values x 1 , . . . , x N and y 1 , . . . , y N on the N population units, the parameter to be estimated is often of the form φ(μ 1 , . . . , μ l ) , where φ is a continuously differentiable function,
and the h i s are measurable functions (see e.g [13] , p.172). In this setting, the estimator for φ(μ 1 , . . . , μ l ) is usually of type φ(μ 1 , . . . ,μ l ), whereμ i is a suitable estimator of μ i (it is worth noting that the πps estimator, the ratio estimator, the regression estimator and the difference estimator belong to this family). Owing to the differentiability of φ, in order to study the properties of the previous estimators, it suffices to analize the behaviour of (μ i − μ i ) since
Under some assumptions (see [9] ), which holds for most of the designs commonly adopted in practice, theμ i s are unbiased and have a O(n −1 ) variance rate (see e.g. [15] , p.62). Moreover, this pattern is likely to occur even in more general settings (see the discussion given in [5] , p.148). On the basis of a suitable use of the results given in the previous sections, we may introduce estimatorsμ i which are unbiased with O(n −3/2 ) variance rate. As a matter of fact, if the values of the auxiliary variable are distinct, it is convenient to carry out a ranked set sampling protocol by means of ranking with respect to the auxiliary variable. More precisely, if p j denotes the drawing probability of the j-th unit, let (X, Y ) be the random vector which takes values ( x 1 , y 1 ) , . . . , (x N , y N ) with probability p 1 , . . . , p N . Actually, the random variable Y is a function of X, say g(X), where g is defined on D = {x 1 , . . . , x N } and maps x j in y j .In this framework, n 2 units are independently drawn with replacement. In the first set of n units, the realization of Y is quantified solely on the unit corresponding to the smallest realization of X. Accordingly, a realization of the variable Z [1] = (X (1:n) , Y [1:n] ) with Y [1:n] = g(X (1:n) ) is obtained on the first selected unit. Note that the brackets are used in the subscript to emphasize that ordering may be not perfect, but rather induced by the random variable X. In the second set of n units, the realization of Y is quantified solely on the unit corresponding to the second smallest realization of X. Accordingly, a realization of the variable Z [2] = (X (2:n) , Y [2:n] ), with Y [2:n] = g(X (2:n) ), is obtained on the second selected unit. The procedure is carried out until the realization of Y is quantified on the unit corresponding to the largest realization of X in the last set of n units. Thus, a realization of the variable Z [n] = (X (n:n) , Y [n:n] ), with Y [n:n] = g(X (n:n) ), is obtained on the last selected unit and Z [1] , . . . , Z [n] represents the sample obtained under the suggested ranked set sampling protocol. It is worth nothing that this procedure involves neither field work nor extra sampling effort or costs. Hence, the unbiased estimator of μ i is given bỹ
h i (X (j:n) , g(X (j:n) )).
From section 3 it follows that n 3/4 (μ i − μ i ) converges in distribution to a centered Gaussian random variable and Var[μ i ] = O(n −3/2 ). Therefore, φ(μ 1 , ...,μ l ) displays a surprising O(n −3/2 ) variance rate. Finally, the simulation carried out in [3] shows that suggested ranked estimators outperform their usual counterparts even in a small-sample setting.
