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ABSTRACT 
A new criterion for the nonsingularity of an n x n complex matrix is presented. 
Based on the criterion, new regions of localization of the eigenvalues of an arbitrary 
square matrix A, as well as new sufficient conditions for a square matrix to have all its 
eigenvahres with positive real parts, are obtained. In consequence, an inequality which 
is satisfied by each eigenvalue of A and a new criterion for a real square matrix to be an 
M-matrix are also derived. 
1. PRELIMINARIES 
For a positive integer n, let V,(C) be the space of column n-vectors over 
the complex field, and let q be an arbitrary integer not exceeding n. Follow- 
ing [Zl], by a partition H of V,(C) we mean a collection of pairwise disjoint 
nonempty linear subspaces Wj, 1 ,< j < q, of V,(C) whose direct sum is 
VJC) = w, + w, + **- +wq. 
For nonnegative integers r0 = 0 < rl < . ** < rq = n, we assume without 
essential loss of generality that the subspaces Wj of V,(C) are in fact explicitly 
given by 
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where ek is the kth unit vector in V,(C), and we denote the partition * by 
?r : ( rj‘j)yco. 
For a fixed partition ?r of V,,(C), let 4j be a vector norm [9] on Wj for each 
1 < j ,< q, and let 4, (4,A, respectively) be the collection of all q-tuples 
(b = (41% . . -,dQ) (+* = (4;‘>. f., 4*)> respectively) of norms (absolute norms 
[l], respectively). We denote by 4’ the q-tuple (@, . . . , 4:) in which each 
4:, 1 < i < q, is the Euclidean vector norm. Notice that each 4 E #J,, viewed 
as a mapping 
V”(C) 3x - 
where Pj denotes the projection operator from V,(C) onto Wj, is a regular 
vectorial norm of order q on V,(C) [15-161. 
Let A be an arbitrary n x n complex matrix representing a linear transfor- 
mation from V,,(C) into itself. Then, for a fixed partition K : { rj}jro of V,(C), 
denotes the block partitioning of A with respect to ?F, i.e., Aij = PiAPj is a 
linear transformation from Wj into Wi, 1 < i, j < q. 
The norm ]] Aij]] 9 of Ajj is defined as usual by 
II Aij II ’ = SUP 
’ X,fwJ 
Xj#E3 
where 4 E 4, and xj = Pjx (in this paper 0 denotes the null vector or matrix 
with dimensions following from the context). 
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For the partitioned n x n matrix A of (1) and for any 4 E +,, we define 
the q x q real matrix M+(A) = (m$( Aij)), 1 < i, j < 9, by 
if i #j, 
and we denote the sum of all off-diagonal elements of the ith row [column, 
respectively] of M@‘(A) by &“(A) [Q”(A), respectively]. One can show [lo] 
that 
0 if Aii is singular, 
m$( Aii) = 1 
II A, ‘II ’ 
otherwise. 
Finally, if i EJ, where J = { 1, . . . , 9}, and if b is a real number, then J(i) 
and b, denote the set J \ {i} and max(0, b), respectively. 
DEFINITION 1 [ZO]. A real n x n matrix C = (cij) with cii < 0 for i # j is 
an M-matrix if C is nonsingular, and if the elements of C-l are nonnegative. 
DEFINITION 2. The n x n partitioned matrix A of (1) is called block 
reducible if the index set / = (1, . . . , 9) can be split into two complementary 
sets (without common indices) i,, i,, . . . , i,; k,, k,, . . . , k, (s + t = 9) such 
that 
Ai k =Q OS (a=1 )..., s, P=l ,...I t). 
Otherwise the matrix is called block irreducible. 
REMARK 1. The above definition is adopted from a definition in [6] 
concerning unpartitioned matrices, and it is more convenient for our purposes 
than that proposed in [4]. 
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REMARK 2. Block irreducibility of A is a somewhat weaker property than 
ordinary irreducibility. Indeed, the partitioned matrix 
though evidently reducible, is block irreducible. 
DEFINITION 3 [16]. The n x n partitioned matrix A of (1) is called a 
block H-matrix with respect to a 9-tuple 4 ~4, if the real 9 x 9 matrix 
iV”( A) = (n$( Aij)), 1 ,< i, j < 9. defined by 
is an M-matrix. 
DEFINITION 4 [21]. For any partition ?r of V,(C) and any n X n complex 
matrix A = ( Aij), 1 < i, j < 9, Q,(A) is the set of all n X n matrices B = ( Bij) 
for which 
Bii = Aij for all 1 < i Q 9, 
and such that for each integer pair (k, Z), 1 < k, 1 < 9. there exists a real 
number $k,l such that 
f&z = exP( itik. I) A,, forall l<k,1<9. 
LEMMA. Let the partitioned matrix A of (1) be singular, and let II = xl + 
x2 + * * * + xy. xi E W,, be a nontriuial solution of the equation 
Ax = 0. (6) 
Then, for any g-tuple 9 = (4q, . . . , 4,) E (6,, 
i’$ [m$( Aii) - Q?( A)] di( Xi) G 0. 
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Moreover, if A is block irreducible, then 
i$ [ m$( Aii) - Qf’( A)] 4i( xi) < 0 
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(8) 
whenever 
1s &$i(xi) =p<9. 
i=l 
(9) 
Proof. The first part of the assertion, in the case when $I = (6”, has been 
proved in [18]. In order to show (7) for arbitrary 4 E 4,, one can apply an 
argument similar to that used in the proof of (8)-(g) below. 
Let f$ = (r$,, . . . ,4,) be any q-tuple from 4,. By the assumptions, (6) can 
be rewritten as a system of the form 
5 Aijrj = 0, i= l,...,q. 
j=l 
Define the set 9 = {s EJ: +,( XJ = 0}, and observe that, by (9) 9 is a 
nonempty proper subset of J. Then, by the properties of vectors norms [9] and 
by (3), we get from (10) 
and 
O G jEsil 4( Aij)4j( ‘j)
for i EJ \ 9 and i E 9, respectively. 
Suppose that for every i E 9 
This, combined with (3j, implies that 
(12) 
Aij = 8 for all jEJ 1 9, 
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which contradicts the block irreducibility of A. Therefore 
O G jEsi,m$( Aij)4j( ‘j)T iE9, (13) 
with inequality for at least one index i. Summing (11) and (13) over i EJ \ 9 
and i E 9, respectively, we get 
and the assertion follows by changing the order of summation in the right-hand 
sum. n 
REMARK 3. (7) and (S)-(9) are the block generalizations of a result of 
Pupkov [14] and the lemma from [I7], respectively. 
2. THE MAIN RESULT 
THEOREM 1. Let the partitioned matrix A of (1) be such that, for a q-tuple 
4E4,> at least one of the following two conditions is satisfied: 
(i) mt(Aii) > min( Z’,“(A),@(A) + j~r(@‘(A) -m$(Ajj))+), i= 
1 
’ ’ iii; ‘A is bbck irreducible, and both 
i= l,...,q, (14) 
and 
(15) 
hold. 
Then A is nonsingular. 
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Proof. The sufficiency of condition (i), in the case when it is satisfied for 
C#J = 4E, has been proved in [18]. Below we shall show the sufficiency of 
condition (ii) only. For condition (i) the proof is similar and therefore is 
omitted. 
Let A be such that condition (ii) is satisfied, and suppose that A is 
singular. Then there exists a nontrivial solution x = x1 + x2 + *. - +x,, xi E 
Wi, of the equation (6). Let t be one of the indices such that 
and take into account the tth relation of (14). 
Assume that 
m’n{Pt@(‘)>Qf(A) + j$l(Q_f'(') -_MAjj))+) =Pt(A), (16) 
and define the set 9 = {s EJ : 4,(x,) = c#I,( xt)]. Then our lemma, combined 
with the obvious equality X7=‘=, Pi’(A) = EYE r 0°C A) and (15) implies that 9? 
is a nonempty proper subset of /. Applying reasoning similar to that used in 
the proof of the lemma, we obtain from the system (10) that either its tth 
equation is in contradiction with (14) or A is block reducible, which proves 
the assertion provided (16) holds. 
Assume that 
min[Pt@‘(A).Qf’(A) +_,f$(Qf(A) -m;(Ajj))+] 
= Q?(A) + j$l(Qf(‘) -m$(Ajj))+, (17) 
and consider the following two cases. 
Case 1: x satisfies (9). Define the set J;(A) = {s E J: m’fS( A,,) < 
Q$( A)}, and observe that 
c [Q;(A) -m$(Ajj)] =jcl(Qf(A) -m:(Ajj))+. 
jcJ.i ( 4 
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Then, combining the lemma with the tth relation of (14), we obtain the 
contradiction 
0 > &i$[m:(4i) - Qf’(A)]+i(xi) 
Case 2: x satisfies 
(18) 
The reasoning applied above yields the following contradiction: 
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since either I;( A) U {t] = J and 
mt( Att) - Qf( A) + jE,snj [ m$( Ajj) - Qf’( A)] > 0, 
by (15), or J;(A)U {t} +J and 
by (18). This contradiction proves the assertion provided (17) holds, and the 
proof is completed. n 
REMARK 4. Part (i) of Theorem 1 is a block generalization of a result of 
Pupkov [14], whereas part (ii) is a block generalization of the theorem from 
[17]. Moreover, Theorem 1 guarantees the nonsingularity of a matrix under 
weaker assumptions than those of Theorem 1 of [4]. 
EXAMPLE 1. Let 
A= 
0 19 2 6 1 7 
19 0 6 2 7 1 
10 2 17 0 2 6 
2 10 0 17 6 2 
8 1 1 6 17 0 
-1 8 6 1 0 17 
It can be easily verified that for this matrix none of the conditions from the 
criteria of Hadamard [13], of Taussky [19], or of Gudkov [8] is satisfied. 
However, if A is partitioned as 
A= 
then for 9 = (4~:~ &. 4~:) E 4,: {rj};=o, where each &, 1 ,< i < 3, is the l,-norm 
[4], it satisfies condition (ii) from Theorem 1, and therefore A is nonsingular. 
Observe that the proposed partitioning of A and the q-tuple # do not suffice 
for A to be nonsingular by Theorem 1 of [4]. 
(zy - v)&y(zy - v)&}w < (ZY -%& 
(.~xauoa aq2 
UroJ3 %~MoIlOJ suo!suaur!p ~J!M X!J)WJ &uap! aqa sa)ouap I xadedsy? UI) 
‘(V);H u ’ (do 
SNOILV3ITddV ‘E 
3mzs zswo~ 
@F 
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EXAMPLE 2. Let 
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-2 3 0 
4 s_;. 
0 
0 l-2 4 I 
By the usual Gerschgorin circle theorem [7j it follows that 
a(A)cG=(z~C:14-zl <5), 
where ( c 1 stands for the modulus of a complex number c. The region G can 
be improved by applying the block Gerschgorin result [4]. Then, partitioning 
A as 
A=[+--p] (19) 
and using Q = 4E, we obtain 
a( A)cG$; = {zEC: (6 - zj <3} U {EC: 16 - zj Q 1) 
U{zEc: (2 - 21 Q 3) 
U{ZEC: (2 - ZI < 1) = {zEC: 16 - ZI Q 3) 
U{z&: 12 - z( < 3). 
It can be easily verified that 
9” G,, c G. 
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Finally, applying our Theorem 2 to the matrix (19), we get 
a(A) = n H$( A) C Hf( A) 
Q-k ~~,~:-u 
= (zEC:min{ 16 - ~1, (2 - .zI) 
< min(3,l + (1 - min{l6-~l,l2-~l})+ 
+(3 - min(l6 - aI, 12 - zl}),} 
U(zEC:min(l6 - zJ, 12 - .zI} 
< min(l,3 + (1 - min{ (6 - z(, (2 - al)), 
= {zEC: 16 - zI < min(3,l +f(z)}} 
U(ZEC: 16 - zl < l} 
U(zEC: 12 --zI <min(3,1 +g(z)>} 
U{zrzC: 12 - ZI < l} 
= {zEC: 16 - ZI < min{3,1 +f(Z)}} 
U{zEC: (2 -21 <min{3,1 +g(Z)}}, 
where f(z) = (1 - 16 - 21)++(3 - 16 - zI)+ and (g(z) = (1 - 12 - zl)+ 
+(3 - 12 - zl)+. 0 ne can verify that the point z = 9 belongs to the set G$‘G 
and does not belong to the set Hz’(A), which implies 
Hf( A) c G$; c G. 
Based on Theorem 2, we get the following corollary. 
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COROLLARY 1. Each eigenoalue X of an arbitrary n x n complex matrix 
A = (aij), 1 < i, j < n, satisfies the inequality 
1 XI < min(h( A, I Al), h( AT, I Xl)}, (20) 
where h(A, ( Xl) = max l<i<,{minIRi(A), si(A) + xy=,tsj(A) - I Xl)+})> 
Ri( A) = CT= 1 1 aij 1) Si( A) = Cj”= 1 1 Uji I > and AT denotes the transpose of A. 
In particular, 
P(A) < min{h( A, P(A)), h( AT7 p(A))}, 
where p(A) denotes the spectral radius of A. 
Proof. Observe that the matrix A = (aij), 1 < i, j Q n, can be viewed as 
one partitioned with respect to the partition ?r : { i},yEO of V,(C). Hence, for 
this partition *, by Theorem 2, 
where 
Pi(A) =$I aijI and Oi( A) = ,gl I aji I . 
j#i j#i 
From (21) it follows that if X is an eigenvalue of A, then for at least one index 
k, 1 < k < n, it satisfies the inequality 
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The last inequality, after slight manipulation, becomes 
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= h( A> I XI), 
and the assertion follows by applying the above reasoning to the transpose 
of A. n 
REMARK 6. The above corollary can give a significant improvement over a 
result of Brauer [Z] in providing an upper bound for the spectral radius of A. 
EXAMPLE 3. Let 
Then, in virtue of the abovementioned result of Brauer, we get 
P(A) GQ. 
However, it can be easily verified that none of the numbers X with modulus 
from the interval (8, Q] satisfies the inequality (20), and therefore 
P(A) < 8. 
Examining the set I%$‘( A), we see that 
H$( A) = H$( B) for all BE~,( A). 
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Coupling this observation with the inclusion u( I?) c nded, Hz(B), we deduce 
the following sharpened form of Theorem 2. 
THEOREM 3. For any partition ?r of V,(C) and any n x n complex 
matrix A, 
THEOREM 4. Let the partitioned matrix A of (1) be such that each of its 
diagonal blocks Ajj, 1 < j < q, is an M-matrix and for some $J E 4,” at least one 
of conditions (i) and (ii) from Theorem 1 is satisfied. Then all the eigenvalues of 
A have positive real parts. 
Proof. We shall consider only the case when A satisfies (ii) from Theo- 
rem 1. The same argument, adopted from the reasoning used in the proof of 
Theorem 9 of [4], can be applied in the omitted case. 
Let z be any complex number with Re z < 0. Consider the matrix A - zI 
(observe that it is block irreducible, by the block irreducibility of A). If 
Ajj = (a$$) and Ajj - ZZ = (a$$( z)), rj_1 + 1 < k, 1 < rj, 1 < j < q, then it 
can be easily verified that 
and 
Hence, by a result of Ostrowski [12], it follows that every element of Ajj’ is at 
least equal to the modulus of the corresponding element of (AU - zZ)- ‘. So, 
by the properties of absolute norms [l], we get 
4~((Ajj-zz)-1rj) _ ~j((A j-ZI)-‘rj) < 4j(AilI r,l) 
+A ‘j) 4j( I xjl) ’ +j(l"jl) ’ 
where 1 xj I denotes the vector the components of which are the mod& of the 
components of xje Wj (we recall that Ajj is viewed as a linear mapping from 
Wj into itself). In virtue of (2) and (4) the above inequality becomes 
m$( Ajj - zI) > m$( Ajj), 
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which in turn implies that, for any z with Re z < 0, the matrix A - ~1 
continues to be nonsingular, by Theorem 1. Thus, if X is an eigenvalue of A, 
then Re X > 0, which completes the proof. n 
REMARK 7. Theorem 4 guarantees that a matrix will have all its eigenval- 
ues with positive real parts, under weaker assumptions than those of Theorem 
9 of [4]. 
EXAMPLE 4. Let 
A= [+-+=I. 
It can be easily verified that the block partitioning of A proposed above and 
4 = 4E guarantee that A will have all its eigenvalues with positive real parts 
by Theorem 4, and that these conditions do not guarantee this property of A 
by Theorem 9 of [4]. 
Denote by ,PP(n) the class of all real n x n matrices with positive diagonal 
elements and nonpositive off-diagonal ones. 
COROLLARY 2. L.et the n x n matrix A E d (n), partitioned as in (1) be 
such that its diagonal blocks are M-matrices and for some 4 E 4,” at least one of 
conditions (i) and (ii) f ram Theorem 1 is satisfied. Then A is an M-matrix. 
Proof. The assertion follows by Theorem 4 and by Theorem 3.10 of [20]. 
n 
REMARK 8. If the partition of V,,(C) is such that all the blocks Aij of 
A = ( Aij) are 1 x 1 matrices, then Corollary 2 guarantees that A E d(n) will 
be an M-matrix under weaker assumptions than those of Theorem 2.4.14 of 
[ll] (see also in [3]). 
EXAMPLE 5. Let 
A= 
4 -2 -1 -2 
-2 4 0 -1 
-1 -1 4 -2 
0 -1 -2 4 
1 
1’ 
NONSINGULARITY CRITERION 55 
It can be easily verified that A, partitioned by the partition ?F : { i}fso of V,(C), 
is an M-matrix, by Corollary 2. It can be also verified that this property of A 
does not follow from Theorem 2.4.14 of [ll]. 
We shall close this paper with the following corollary. 
COROLLARY 3. Let the partitioned matrix A of (1) be such that, for a 
d, E $J,, at least one of conditions (i) and (ii) from Theorem 1 is satisfied. Then A 
is a bfock H-matrix with respect to c$. 
Proof. Consider the real 9 x 9 matrix E@‘(A) = (G$( Aij)), 1 < i, j < 9, 
defined by 
(22) 
and observe that, because of the assumptions, both i?(A) and N”(A) belong 
to the class d(9) [we recall that N&(A) is defined by (5)J. So, viewing t?(A) 
as the matrix partitioned by the partition ?r : { i}?z’=o of V,(C), we have that 
@(A) is an M-matrix, by Corollary 2. On the other hand, for the off-diagonal 
elements of N”(A), by (3), (4), (22), and the properties of vector norms [9], we 
get 
n$( Aij) = -mt( Aii)m$( A,‘Aij) = -m$( Aii) 
2 -mt( Aii) 11 A, ’ (( %rt$( Aij) = ;i$( Aij), 
which implies 
N+(A) > G4( A) 
(observe that, by their definitions, n$( Aii) = E$( Aii)). Therefore, recalling 
that N”( A) E d (9), N+( A) is an M-matrix, by Theorem (2,5) of [5]. So the 
proof is completed. n 
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