








Generative Adversarial Networks 
















第 1 章 序論 ...................................................................................................................... 1 
1.1 研究の背景 ............................................................................................................... 1 
1.2 本研究の目的............................................................................................................ 1 
1.3 本論文の構成............................................................................................................ 1 
第 2 章 Autoencoder ......................................................................................................... 3 
2.1 まえがき ................................................................................................................... 3 
2.2 Autoencoder ............................................................................................................ 3 
2.3 Deforming Autoencoders ........................................................................................ 3 
2.4 むすび ...................................................................................................................... 4 
第 3 章 Generative Adversarial Networks ..................................................................... 5 
3.1 まえがき ................................................................................................................... 5 
3.2 Generative Adversarial Networks ......................................................................... 5 
3.3 Discovery GAN ....................................................................................................... 5 
3.4 むすび ...................................................................................................................... 6 
第 4 章 評価指標 ............................................................................................................... 7 
4.1 まえがき ................................................................................................................... 7 
4.1 和菓子画像判別 CNN .............................................................................................. 7 
4.2 Multi-scale Structural Similarity .......................................................................... 7 
4.3 Fréchet Inception Distance .................................................................................... 7 
4.1 むすび ...................................................................................................................... 7 
第 5 章 予備実験 ............................................................................................................... 8 
5.1 まえがき ................................................................................................................... 8 
5.2 使用するデータセット ............................................................................................. 8 
5.3 DiscoGAN の実行 ................................................................................................... 11 
5.4 評価 ........................................................................................................................ 12 
5.5 考察 ........................................................................................................................ 12 
5.6 むすび .................................................................................................................... 12 
第 6 章 提案手法 ............................................................................................................. 13 
6.1 まえがき ................................................................................................................. 13 
6.2 提案手法 1 .............................................................................................................. 13 
6.3 提案手法 2 .............................................................................................................. 14 
6.4 提案手法 3 .............................................................................................................. 15 
6.5 提案手法 4 .............................................................................................................. 16 
ii 
 
6.6 むすび .................................................................................................................... 17 
第 7 章 実験結果 ............................................................................................................. 18 
7.1 まえがき ................................................................................................................. 18 
7.2 提案手法 1 の実行 .................................................................................................. 18 
7.3 提案手法 2 の実行 .................................................................................................. 19 
7.4 提案手法 3 の実行 .................................................................................................. 20 
7.5 提案手法 4 の実行 .................................................................................................. 22 
7.6 評価 ........................................................................................................................ 23 
7.7 考察 ........................................................................................................................ 23 
7.8 むすび .................................................................................................................... 24 
第 8 章 結論と今後の課題 ............................................................................................... 25 
8.1 結論 ........................................................................................................................ 25 
8.2 今後の課題 ............................................................................................................. 25 
謝辞 ............................................................................................................................... 26 
参考文献 ........................................................................................................................ 27 
図一覧 ............................................................................................................................ 28 
表一覧 ............................................................................................................................ 29 












Generative Adversarial Networks (GAN)は 2014 年に Ian J. Goodfellow によって考案





の発展形である Deforming Autoencoders (DAE)を組み合わせた和菓子画像を生成する














第 1 章は本章であり，本研究の背景，目的について述べる． 
第 2 章では Autoencoder の概要や仕組みについて述べる．また関連研究である Deforming 
Autoencoders (DAE)の概要，仕組みについて述べる． 
第 3 章では Generative Adversarial Networks (GAN)の概要や仕組みについて述べる．ま
た関連研究である Discovery GAN (DiscoGAN)の概要，仕組みについて述べる． 
第 4 章では本研究に用いた評価指標について述べる． 
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第 5 章では DiscoGAN を用いて和菓子画像を生成する予備実験について述べる． 
第 6 章では和菓子画像を生成する GAN を提案する． 
第 7 章では提案手法を用いた和菓子画像の生成結果，その評価について述べる．また実験
結果について考察を述べる． 











 Autoencoder は 2006 年に Hinton らが発表した，ニューラルネットワークを用いてベク
トルの次元を削減する手法である [2]．Autoencoder の構造を図 2.1 に示す．Autoencoder






図 2.1 Autoencoder の構造 
 
 
2.3 Deforming Autoencoders 
 Deforming Autoencoders (DAE)は，2018 年に Shu らが発表した，Autoencoder を基本
とした画像生成技術である [3]．DAE の構造を図 2.2 に示す．DAE は一つの Encoder と


















第3章 Generative Adversarial Networks 
3.1 まえがき 
 本章では，Generative Adversarial Networks (GAN)の概要や仕組みについて述べる．ま
た関連研究である Discovery GAN (DiscoGAN)の概要，仕組みについて述べる． 
 
 
3.2 Generative Adversarial Networks 
 Generative Adversarial Networks (GAN)は 2014年にGoodfellowによって考案された，
深層学習を用いて生成モデルを訓練させるためのモデリング手法である [1]．GAN の構造








図 3.1 GAN の構造 
 
 
3.3 Discovery GAN 
 Discovery GAN (DiscoGAN)は 2017 年に Kim らが発表した，GAN を基本とした画像ス




ペアリングされていない画像を使用する．二つの Generator と二つの Discriminator から














 本章では Generative Adversarial Networks (GAN)の概要や仕組みについて，また関連









4.1 和菓子画像判別 CNN 
 和菓子画像判別 CNN は 2019 年に提案した，和菓子画像を学習した CNN を用いて生成
画像を評価する手法である [5]．和菓子画像 11000 枚と負例画像 11000 枚で CNN を学習
し、この CNN に GAN で生成した和菓子画像を入力することで和菓子画像であるかどうか
を判別する．学習後の評価用画像による正解率は 98.91[%]であった． 




4.2 Multi-scale Structural Similarity 
 Multi-scale Structural Similarity (MS-SSIM)は，2 画像間の類似性を測定する画像評価




4.3 Fréchet Inception Distance 
 Fréchet Inception Distance (FID)は，2 画像群間の距離を測定する画像評価指標である 


















画像 11051 枚である．素材画像データセットは 27 種類の素材画像 11073 枚である．和菓
子画像データセットの素材ごとの画像枚数を表 5.1 に示す．素材画像データセットの素材










































































5.3 DiscoGAN の実行 
 和菓子画像データセットと素材画像データセットを用いて DiscoGAN を実行した．ドメ
イン A を和菓子画像，ドメイン B を素材画像とする．学習時の画像サイズは 64[pixel]，ミ
ニバッチサイズは 16，エポック数は 600 であった．DiscoGAN の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐵𝐴が生成した
和菓子画像𝑥𝐵𝐴の例を図 5.1 に示す．DiscoGAN の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐴𝐵が生成した素材画像𝑥𝐴𝐵の例
を図 5.2 に示す． 
 
 
図 5.1 DiscoGAN による生成和菓子画像𝒙𝑩𝑨の例 
 
 




 和菓子判別 CNN，MS-SSIM，FID を用いて，DiscoGAN が生成した和菓子画像を評価
した．評価結果を表 5.3 に示す． 
 
表 5.3 DiscoGAN の評価結果 
和菓子判別 CNN[%] MS-SSIM FID 





















 本章では，和菓子画像を生成する GAN を提案する． 
 
 
6.2 提案手法 1 
 本研究では，DiscoGAN を用いた和菓子画像の生成において形状の多様性が乏しいとい
う問題点を解決する手法として，DAE と DiscoGAN を組み合わせた形状情報を用いる画像
スタイル変換手法を四つ提案する． 
提案手法 1 の Generator の構造を図 6.1 に示す．二つの Generator は，それぞれ一つの




換されるように学習する．𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐵𝐴の Encoder はドメイン B の画像𝑥𝐵を低次元ベクト
ルに変換する．変換されたベクトルをテクスチャと形状に分解し，Decoder はそれぞれを高
次元ベクトルに変換する．二つの高次元ベクトルに空間変形を行い，再構成されたベクト












6.3 提案手法 2 
 提案手法 2 の Generator の構造を図 6.2 に示す．二つの Generator はそれぞれ一つの
Encoder と二つの Decoder，一つの DiscoGAN の Generator から構成される．𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐴𝐵




の Generator に入力し，ドメイン B のテクスチャベクトルに変換する．これをドメイン B




ベクトルを DiscoGAN の Generator に入力し，ドメイン A のテクスチャベクトルに変換す













6.4 提案手法 3 
 提案手法 3 の Generator の構造を図 6.3 に示す．Generator，Discriminator ともに提案
手法 2 と同様の構造であるが，Encoder と Decoder を事前学習し，学習済みモデルを用い




学習する．また，テクスチャの高次元ベクトルを DiscoGAN の Generatorに入力し，ドメ
インBのテクスチャベクトルに変換する．これをドメインBの形状ベクトルと空間変形し，


















6.5 提案手法 4 
 提案手法 2 の Generator の構造を図 6.4 に示す．二つの Generator はそれぞれ一つの
Encoder と二つの Decoder，一つの DiscoGAN の Generator から構成される．Encoder と
Decoder を事前学習し，学習済みモデルを用いてテクスチャベクトルと形状ベクトルを生成




の Generator に入力し，ドメイン B の画像𝑥𝐴𝐵′に変換する．これをドメイン B の形状ベク



























7.2 提案手法 1 の実行 
 5.2 に示した和菓子画像データセットと素材画像データセットを用いて，提案手法 1 を実
行した．ドメイン A を和菓子画像，ドメイン B を素材画像とする．学習時の画像サイズは
64[pixel]，ミニバッチサイズは 16，エポック数は 600 であった．提案手法 1 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐵𝐴
が生成した和菓子画像𝑥𝐵𝐴の例を図 7.1 に示す．提案手法 1 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐴𝐵が生成した素材
画像𝑥𝐴𝐵の例を図 7.2 に示す． 
 
 




図 7.2 提案手法 1 による生成素材画像𝒙𝑨𝑩の例 
 
 
7.3 提案手法 2 の実行 
 5.2 に示した和菓子画像データセットと素材画像データセットを用いて，提案手法 2 を実
行した．ドメイン A を和菓子画像，ドメイン B を素材画像とする．学習時の画像サイズは
64[pixel]，ミニバッチサイズは 16，エポック数は 600 であった．提案手法 2 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐵𝐴
が生成した和菓子画像𝑥𝐵𝐴の例を図 7.3 に示す．提案手法 2 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐴𝐵が生成した素材





図 7.3 提案手法 2 による生成和菓子画像𝒙𝑩𝑨の例 
 
図 7.4 提案手法 2 による生成素材画像𝒙𝑨𝑩の例 
 
 
7.4 提案手法 3 の実行 
 5.2 に示した和菓子画像データセットと素材画像データセットを用いて，提案手法 3 を実
行する．ドメイン A を和菓子画像，ドメイン B を素材画像とする．学習時の画像サイズは
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64[pixel]，ミニバッチサイズは 16，エポック数は 600 であった．提案手法 3 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐵𝐴
が生成した和菓子画像𝑥𝐵𝐴の例を図 7.5 に示す．提案手法 3 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐴𝐵が生成した素材
画像𝑥𝐴𝐵の例を図 7.6 に示す． 
 
 
図 7.5 提案手法 3 による生成和菓子画像𝒙𝑩𝑨の例 
 




7.5 提案手法 4 の実行 
 5.2 に示した和菓子画像データセットと素材画像データセットを用いて，提案手法 4 を実
行する．ドメイン A を和菓子画像，ドメイン B を素材画像とする．学習時の画像サイズは
64[pixel]，ミニバッチサイズは 16，エポック数は 600 であった．提案手法 4 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐵𝐴
が生成した和菓子画像𝑥𝐵𝐴の例を図 7.7 に示す．提案手法 4 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐴𝐵が生成した素材
画像𝑥𝐴𝐵の例を図 7.8 に示す． 
 
 





図 7.8 提案手法 4 による生成素材画像𝒙𝑨𝑩の例 
 
7.6 評価 
 和菓子判別 CNN，MS-SSIM，FID を用いて，提案した Generator が生成した和菓子画
像を評価した．評価結果を表 7.1 に示す． 
 
表 7.1 生成画像の評価結果 
 和菓子判別 CNN[%] MS-SSIM FID 
DiscoGAN 50.4 0.517 261.55 
提案手法 1 0.00 1.000 421.94 
提案手法 2 1.80 0.904 354.27 
提案手法 3 79.2 0.501 191.29 




 表 7.1 から各手法の和菓子判別 CNN の正解率を比較すると，93.7[%]の提案手法 4 が
DiscoGAN 及び提案手法の中で最も和菓子らしい画像を生成できたといえる．また
MS-SSIM の値を比較すると，0.222 の提案手法 4 が最も多様性のある画像を生成できたと
いえる．FID の値を比較すると，168.82 の提案手法 4 が最も高品質な画像を生成できたと
いえる．したがって提案手法 4 が最も和菓子画像の生成に適していることが分かった． 
 図 7.1，表 7.1 から提案手法 1 は学習が失敗したといえる．提案手法 1 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐵𝐴は
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ドメイン B のテクスチャとドメイン B の形状で画像𝑥𝐵を再構成することと，ドメイン B の
テクスチャとドメイン A の形状で画像𝑥𝐵𝐴に変換することを同時に学習している．しかし両
方をみたすことは不可能であるため失敗したと考えられる． 
 図 7.3，表 7.1 から提案手法 2 は学習が失敗したといえる．提案手法 2 の𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐵𝐴は
テクスチャと形状を分解する DAE の Encoder と Decoder の学習と，分解したドメイン B
のテクスチャをドメインAのテクスチャに変換するDiscoGANのGeneratorの学習を同時
に行っている．しかしこの手法では，学習開始時は DAE がテクスチャと形状を分解するこ
とができない．したがって学習するにつれて DiscoGAN の Generator への入力が変化し，
変換の内容も変化するため失敗したと考えられる． 
 図 5.1，図 7.5，表 7.1 から提案手法 3 は DiscoGAN と比較して精度の高い和菓子画像
を生成できたが，提案手法 4 と比較すると精度が低い．これは素材画像を用いた DAE の
Encoder と Decoder の学習が十分でなく，ドメイン B のテクスチャが上手く学習できなか
ったからであると考えられる． 
 図 5.1，表 7.1 から提案手法 4 は DiscoGAN と比較して精度の高い和菓子画像を生成で
きた．これは和菓子画像の形状情報を用いることでより多様な画像を生成できるからであ
る． 



























すると考えられる．また学習に使用したデータセットの和菓子画像は 1 枚当たり 1 被写体
であるが，素材画像には景色全体の画像や複数被写体の集合画像が含まれる．したがって
素材画像は和菓子画像と比較してテクスチャや形状に多様性がある．データクレンジング


















[1]  I. J. Goodfellow, J. P. Abadie, M. Mirza, B. Xu, D. W. Farley, S. Ozair, A. Courville 
and Y. Bengio, "Generative Adversarial Nets," NIPS, pp.1-9, 2014. 
[2]  G. E. Hinton , R. R. Salakhutdinov, “Reducing the Dimensionality of Data with 
Neural Networks,” Science, 313, 504–507, 2006. 
[3]  Z. Shu, M. Sahasrabudhe, A. Guler, D. Samaras, N. Paragios , I. Kokkinos, 
“Deforming Autoencoders: Unsupervised Disentangling of Shape and Appearance,” 
arXiv preprint arXiv:1806.06503v1, 2018. 
[4]  T. Kim, M. Cha, H. Kim, J. K. Lee and J. Kim, "Learning to Discover Cross-Domain 
Relations with Generative Adversarial Networks," arXiv preprint 
arXiv:1703.05192v2, 2017. 
[5]  大山優香 , 渡辺裕, “GAN による和菓子画像の生成と評価,” 電子情報通信学会総合
大会, D-12-40, 2019. 
[6]  Z. Wang, E. P. Simoncelli and A. C. Bovik, "Multi-scale structural similarity for 
image quality assessment," Proc. IEEE Asilomar Conf. on Signals, Systems, and 
Computers, pp. 1398–1402, 2003. 
[7]  M. Heusel, H. Ramsauer, T. Unterthiner, B. Nessler and S. Hochreiter, "GANs 








図 2.1 Autoencoder の構造.......................................................................................... 3 
図 2.2 DAE の構造 ....................................................................................................... 4 
図 3.1 GAN の構造 ...................................................................................................... 5 
図 3.2 DiscoGAN の構造 ............................................................................................. 6 
図 5.1 DiscoGAN による生成和菓子画像𝒙𝑩𝑨の例 .................................................... 11 
図 5.2 DiscoGAN による生成素材画像𝒙𝑨𝑩の例 ........................................................ 11 
図 6.1 提案手法 1 の Generator の構造 .................................................................... 13 
図 6.2 提案手法 2 の Generator の構造 .................................................................... 14 
図 6.3 提案手法 3 の Generator の構造 .................................................................... 15 
図 6.4 提案手法 4 の Generator の構造 .................................................................... 16 
図 7.1 提案手法 1 による生成和菓子画像𝒙𝑩𝑨の例 ................................................... 18 
図 7.2 提案手法 1 による生成素材画像𝒙𝑨𝑩の例 ....................................................... 19 
図 7.3 提案手法 2 による生成和菓子画像𝒙𝑩𝑨の例 ................................................... 20 
図 7.4 提案手法 2 による生成素材画像𝒙𝑨𝑩の例 ....................................................... 20 
図 7.5 提案手法 3 による生成和菓子画像𝒙𝑩𝑨の例 ................................................... 21 
図 7.6 提案手法 3 による生成素材画像𝒙𝑨𝑩の例 ....................................................... 21 
図 7.7 提案手法 4 による生成和菓子画像𝒙𝑩𝑨の例 ................................................... 22 






表 5.1 和菓子画像データセット .................................................................................. 9 
表 5.2 素材画像データセット .................................................................................... 10 
表 5.3 DiscoGAN の評価結果 .................................................................................... 12 






1. 大山, 渡辺, “ GAN による和菓子画像の生成と評価”, 電子情報通信学会総合大会, 
D-12-40, Mar. 2019. 
2. 大山, 渡辺, “敵対的生成ネットワークを用いた和菓子画像生成の検討”, 2019 年画像符号
化シンポジウム・2019 年映像メディア処理シンポジウム(PCSJ/IMPS2019), P-2-03, Nov. 
2019. 
