Discovering statistical structure from links is a fundamental problem in the analysis of social networks. Choosing a misspecified model, or equivalently, an incorrect inference algorithm will result in an invalid analysis or even falsely uncover patterns that are in fact artifacts of the model. This work focuses on unifying two of the most widely used link-formation models: the stochastic blockmodel (SBM) and the small world (or latent space) model (SWM). Integrating techniques from kernel learning, spectral graph theory, and nonlinear dimensionality reduction, we develop the first statistically sound polynomialtime algorithm to discover latent patterns in sparse graphs for both models. When the network comes from an SBM, the algorithm outputs a block structure. When it is from an SWM, the algorithm outputs estimates of each node's latent position.
Introduction
Discovering statistical structures from links is a fundamental problem in the analysis of social networks. Connections between entities are typically formed based on underlying featurebased similarities; however these features themselves are partially or entirely hidden. A question of great interest is to what extent can these latent features be inferred from the observable links in the network. This work focuses on the so-called assortative setting, the principle that similar individuals are more likely to interact with each other. Most stochastic models of social networks rely on this assumption, including the two most famous ones -the stochastic blockmodel [HLL83] and the small-world model [WS98, Kle00], described below. Stochastic Blockmodel (SBM). In a stochastic blockmodel [YP16, MNS15, AS15b, AS15a, Mas14, MNS13, BC09, LLDM08, NG04, NWS02], nodes are grouped into disjoint "communities" and links are added randomly between nodes, with a higher probability if nodes are in the same community. In its simplest incarnation, an edge is added between nodes within the same community with probability p, and between nodes in different communities with probability q, for p > q. Despite arguably naïve modelling choices, such as the independence of edges, algorithms designed with SBM work well in practice [McS01, LLM10] . Small-World Model (SWM). In a small-world model, each node is associated with a latent variable x i , e.g., the geographic location of an individual. The probability that there is a link between two nodes is proportional to an inverse polynomial of some notion of distance, dist(x i , x j ), between them. The presence of a small number of "long-range" connections is essential to some of the most intriguing properties of these networks, such as small diameter and fast decentralized routing algorithms [Kle00] . In general, the latent position may reflect geographic location as well as more abstract concepts, e.g., position on a political ideology spectrum.
The Inference Problem. Without observing the latent positions, or knowing which model generates the underlying graph, the adjacency matrix of a social graph typically looks like the one shown in Fig Existing algorithms typically depend on knowing the "true" model and are tailored to graphs generated according to one of these models, e.g., [McS01, ACKS13, Bar12, BJN + 15]. Our Contributions. We consider a latent space model that is general enough to include both these models as special cases. In our model, an edge is added between two nodes with a probability that is a decreasing function of the distance between their latent positions. This model is a fairly natural one, and it is quite likely that a variant has already been studied; however, to the best of our knowledge there is no known statistically sound and computationally efficient algorithm for latent-position inference on a model as general as the one we consider. 1. A unified model. We propose a model that is a natural generalization of both the stochastic blockmodel and the small-world model that captures some of the key properties of real-world social networks, such as small out-degrees for ordinary users and large in-degrees for celebrities. We focus on a simplified model where we have a modest degree graph only on "celebrities"; the supplementary material contains an analysis of the more realistic model using somewhat technical machinery. 2. A provable algorithm. We present statistically sound and polynomial-time algorithms for inferring latent positions in our model(s). Our algorithm approximately infers the latent positions of almost all "celebrities" (1 − o(1)-fraction), and approximately infers a constant fraction of the latent positions of ordinary users. We show that it is statistically impossible to err on at most o(1) fraction of ordinary users by using standard lower bound arguments. 3. Proof-of-concept experiments. We report several experiments on synthetic and real-world data collected on Twitter from Oct 1 and Nov 30, 2016. Our experiments demonstrate that our model and inference algorithms perform well on real-world data and reveal interesting structures in networks. Additional Related Work. We briefly review the relevant published literature. 1. Graphonbased techniques. Studies using graphons to model networks have focused on the statistical properties of the estimators [HRH01, ABFX08, RCY11, ACC13, PJW13, TSP13, WC14, KMS16, RQY16], with limited attention paid to computational efficiency. The "USVT" technique developed recently [Cha15] estimates the kernel well when the graph is dense. Xu et al. [XML14] consider a polynomial time algorithm for a sparse model similar to ours, but focus on edge classification rather than latent position estimation. 2. Correspondence analysis in political science. Estimating the ideology scores of politicians is an important research topic in political science [PR85,  Organization. Section 2 describes background, our model and results. Section 3 describes our algorithm and an gives an overview of its analysis. Section 4 contains the experiments. same label with probability p and between the nodes with different labels with probability q, with p > q (assortative case). In this work, we focus on the k = 2 case, where p, q = Ω ((log n) c /n) and the community sizes are exactly the same. (Many studies of the regimes where recovery is possible have been published [Abb16, MNS13, MNS15, Mas14] .)
Let A be the adjacency matrix of the realized graph and let M = E[A] =
, where ∆ > 1 is a hyper-parameter.
The inference algorithm for small-world models uses different ideas. Each edge in the graph is considered as either "short-range" or "long-range." Short-range edges are those between nodes that are nearby in latent space, while long-range edges have end-points that are far away in latent space. After removing the long-range edges, the shortest path distance between two nodes scales proportionally to the corresponding latent space distance (see Fig. 6 in App. A.2). After obtaining estimates for pairwise distances, standard buidling blocks are used to find the latent positions x i [IM04a] . The key observation used to remove the long-range edges is: an edge {v i , v j } is a short-range edge if and only if v i and v j will share many neighbors. A Unified Model. Both SBM and SWM are special cases of our unified latent space model. We begin by describing the full-fledged bipartite (heterogeneous) model that is a better approximation of real-world networks, but requires sophisticated algorithmic techniques (see Appendix C for a detailed analysis). Next, we present a simplified (homogeneous) model to explain the key ideas. Bipartite Model. We use graphon model to characterize the stochastic interactions between users. Each individual is associated with a latent variable in [0, 1] . The bipartite graph model consists of two types of users: the left side of the graph Y = {y 1 , . . . , y m } are the followers (ordinary users) and the right side X = {x 1 , . . . , x n } are the influencers (celebrities). Both y i and x i are i.i.d. random variables from a distribution D. This assumption follows the convention of existing heterogeneous models [ZLZ12, QR13a] . The probability that two individuals y i and x j interact is κ(y i , x j )/n, where κ : [0, 1]×[0, 1] → (0, 1] is a kernel function (these are sometimes referred to as graphon-based models [Lov12, PJW13, ACC13] ). Throughout this paper we assume that κ is a small-world kernel, i.e., κ(x, y) = c 0 /( x − y ∆ + c 1 ) for some ∆ > 1 and suitable constants c 0 , c 1 , and that m = Θ(n · polylog(n)). Let B ∈ R m×n be a binary matrix that B i,j = 1 if and only if there is an edge between y i and x j . Our goal is to estimate {x i } i∈ [n] based on B for suitably large n. Simplified Model. The graph only has the node set is X = {x 1 , ..., x n } of celebrity users. Each x i is again an i.i.d. random variable from D. The probability that two users v i and v j interact is κ(x i , x j )/C(n). The denominator is a normalization term that controls the edge density of the graph. We assume C(n) = n/polylog(n), i.e., the average degree is polylog(n). Unlike the SWM where the x i are drawn uniformly from [0, 1] , in the unified model D can be flexible.
When D is the uniform distribution, the model is the standard SWM. When D has discrete support (e.g., x i = 0 with prob. 1/2 and x i = 1 otherwise), then the unified model reduces to the SBM. Our distribution-agnostic algorithm can automatically select the most suitable model from SBM and SWM, and infer the latent positions of (almost) all the nodes. Bipartite vs. Simplified Model. The simplified model suffers from the following problem: If the average degree is O(1), then we err on estimating every individual's latent position with a constant probability (e.g., whp the graph is disconnected), but in practice we usually want a high prediction accuracy on the subset of nodes corresponding to high-profile users. Assuming that the average degree is ω(1) mismatches empirical social network data. Therefore, we use a bipartite model that introduces heterogeneity among nodes: By splitting the nodes into two classes, we achieve high estimation accuracy on the influencers and the degree distribution more closely matches real-world data. For example, in most online social networks, nodes have O(1) average degree, and a small fraction of users (influencers) account for the production of almost all "trendy" content while most users (followers) simply consume the content. Additional Remarks on the Bipartite Model. 1. Algorithmic contribution. Our algorithm computes B T B and then regularizes the product by shrinking the diagonal entries before carrying out spectral analysis. Previous studies of the bipartite graph in similar settings [Dhi01, ZRMZ07, WTSC16] attempt to construct a regularized product using different heuristics. Our work presents the first theoretically sound regularization technique for spectral algorithms. In addition, some studies have suggested running SVD on B directly (e.g., [RQY16] ). We show that the (right) singular vectors of B do not converge to the eigenvectors of K (the matrix with entries κ(x i , x j )). Thus, it is necessary to take the product and use regularization. 2. Comparison to degree-corrected models (DCM). In DCM, each node v i is associated with a degree parameter D(v i ). Then we have Pr
The DCM model implies the subgraph induced by the highest degree nodes is dense, which is inconsistent with real-world networks. There is a need for better tools to analyze the asymptotic behavior of such models and we leave this for future work (see, e.g., [ZLZ12, QR13a]). Theoretical Results. Let F be the cdf of D. We say F and κ are well-conditioned if:
(1) F has finitely many points of discontinuity, i.e., the closure of the support of F can be expressed as the union of non-overlapping closed intervals I 1 , I 2 , ..., I k for a finite number k.
(2) F is near-uniform, i.e., for any interval I that has non-empty overlap with F 's support, I dF (x) ≥ c 0 |I|, for some constant c 0 . (3) Decay Condition: The eigenvalues of the integral operator based on κ and F decay sufficiently fast. We define the Kf (x) = κ(x, x )f (x )dF (x ) and let (λ i ) i≥1 denote the eigenvalues of K. Then, it holds that λ i = O(i −2.5 ).
If we use the small-word kernel κ(x, y) = c 0 /(|x − y| ∆ + c 1 ) and choose F that give rise to SBM or SWM, in each case the pair F and κ are well-conditioned, as described below. As the decay condition is slightly more invoved, we comment upon it. The condition is a mild one. When F is uniformly distributed on [0, 1], it is equivalent to requiring K to be twice differentiable, which is true for the small world kernel (Theorem F.2). When F has a finite discrete support, there are only finitely many non-zero eigenvalues, i.e., this condition also holds. The decay condition holds in more general settings, e.g., when F is piecewise linear [Kön86] (see App. F). Without the decay condition, we would require much stronger assumptions: Either the graph is very dense or ∆ 2. Neither of these assumptions is realistic, so effectively our algorithm fails to work. In practice, whether the decay condition is satisfied can be checked by making a log-log plot and it has been observed for several real-world networks, the eigenvalues follow a power-law distribution [MP02] .
Next, we define the notion of latent position recovery for our algorithms.
Definition 2.1 ((α, β, γ)-Aproximation Algorithm). Let I i , F , and K be defined as above, and let R i = {x j : x j ∈ I i }. An algorithm is called an (α, β, γ)-approximation algorithm if 1. It outputs a collection of disjoint points C 1 , C 2 , ..., C k such that C i ⊆ R i , which correspond to subsets of reconstructed latent variables. 2. For each C i , it produces a distance matrix
In bipartite graphs, Eq.(1) is required for only influencers.
We do not attempt to optimize constants in this paper. We set α = o(1), β a small constant, and γ = o(1). Definition 2.1 allows two types of errors: C i s are not required to form a partition i.e., some nodes can be left out, and a small fraction of estimation errors is allowed in C i , e.g., if x j = 0.9 but x j = 0.2, then the j-th "row" in D (i) is incorrect. To interpret the definition, consider the blockmodel with 2 communities. Condition 1 means that our algorithm will output two disjoint groups of points. Each group corresponds to one block. Condition 2 means that there are pairwise distance estimates within each group. Since the true distances for nodes within the same block are zero, our estimates must also be zero to satisfy Eq.1. Condition 3 says that the portion of misclassified nodes is α = o(1). We can also interpret the definition when we consider a small-world graph, in which case k = 1. The algorithm outputs pairwise distances for a subset C 1 . We know that there is a sufficiently large G 1 ⊆ C 1 such that the pairwise distances are all correct in C 1 .
Our algorithm does not attempt to estimate the distance between C i and C j for i = j. When the support contains multiple disjoint intervals, e.g., in the SBM case, it first pulls apart the nodes in different communities. Estimating the distance between intervals, given the output of our algorithm is straightforward. Our main result is the following.
Theorem 2.2. Using the notation above, assume F and κ are well-conditioned, and C(n) and m/n are Ω(log c n) for some suitably large c. The algorithm for the simplified model shown in Figure 1 and that for the bipartite model shown in Figure 8 give us an (1/ log 2 n, , O(1/ log n))-approximation algorithm w.h.p. for any constant . Furthermore, the distance estimates D (i) for each C i are constructed using the shortest path distance of an unweighted graph.
We focus only on the simplified model and the analysis for the bipartite graph algorithm is in Appendix C. Pairwise Estimation to Line-embedding and High-dimensional Generalization. Our algorithm builds estimates on pairwise latent distance and uses well-studied metric-embedding methods [BCIS05, BG05] as blackboxes to infer latent positions. Our inference algorithm can be generalized to d-dimensional space with d being a constant. But the metric-embedding on d p becomes increasingly difficult, e.g., when d = 2, the approximation ratio for embedding a graph is Ω( √ n) [IM04b].
Our algorithms
As previous noted, SBM and SWM are special cases of our unified model and both require different algorithmic techniques. Given that it is not surprising that our algorithm blends ingredients from both sets of techniques. Before proceeding, we review basics of kernel learning. Notations. Let A be the adjacency matrix of the observed graph (simplified model) and let ρ(n) n/C(n). Let K be the matrix with entries κ( 
be the low-rank approximation of K (A). Note that when a matrix is positive definite and symmetric SVD coincides with eigen-decomposition; as a consequence
. . be the eigenfunctions of K and λ 1 , λ 2 , . . . be the corresponding eigenvalues such that λ 1 ≥ λ 2 ≥ · · · and λ i ≥ 0 for each i. Also let N H be the number of eigenfunctions/eigenvalues of K, which is either finite or countably infinite. We recall some important properties of K [SS01, TSP13] . For x ∈ [0, 1], define the feature map Φ(x) = ( λ j ψ j (x) : j = 1, 2, ...), so that Φ(x), Φ(x ) = κ(x, x ). We also consider a truncated feature Φ d (x) = ( λ j ψ j (x) : j = 1, 2, ..., d). Intuitively, if λ j is too small for sufficiently large j, then the first d coordinates (i.e., Φ d ) already approximate the feature map well. Finally, let Φ d (X) ∈ R n×d such that its (i, j)-th entry is λ j ψ j (x i ). Let's further write (Φ d There are two main steps in our algorithm which we explain in the following two subsections.
Estimation of Φ through K and A
The mapping Φ : [0, 1] → R N H is bijective so a (reasonably) accurate estimate of Φ(x i ) can be used to recover x i . Our main result is the design of a data-driven procedure to choose a suitable number of eigenvectors and eigenvalues of A to approximate Φ (see SM-Est(A) in Fig. 1 ).
Proposition 3.1. Let t be a tunable parameter such that t = o(ρ(n)) and t 2 /ρ(n) = ω(log n). Let d be chosen by DecideThreshold(·). Let Φ ∈ R N H be such that its first d-coordinates are equal to C(n)U A S 1/2 A , and its remaining entries are 0. If ρ(n) = ω(log n) and K (F and κ) is well-conditioned, then with high probability:
Specifically, by letting t = ρ 2/3 (n), we have
Remark on the Eigengap. In our analysis, there are three groups of eigenvalues: the eigenvalues of K, those of K, and those of A. They are in different scales: λ i (K) ≤ 1 (resulting from the fact that κ(x, y) ≤ 1 for all x and y), and
are sufficiently large. Thus, λ d (K) are independent of n for a fixed d and should be treated as
Since the procedure of choosing d depends on C(n) (and thus also on n), δ d depends on n and can be bounded by a function in n. This is the reason why Proposition 3.1 does not explicitly depend on the eigengap. We also note that we cannot directly find δ d based on the input matrix A. But standard interlacing results can give
Intuition of the algorithm. Using Mercer's theorem, we have Φ(
K are approximately the same, up to a unitary transformation. We need to identify sources of errors to understand the approximation quality. Error source 1 Finite samples to learn the kernel. We want to infer about "continuous objects" κ and D (specifically the eigenfunctions of K) but K gives only the kernel values of a finite set of pairs.From standard results in Kernel PCA [RBV10, TSP13] , we have with probability ≥ 1 − ,
Error source 2. Only observe A. We observe only the realized graph A and not K, though it holds that EA = K/C(n). Thus, we can only use singular vectors of C(n)A to approximatẽ
. When A is dense (i.e., C(n) = O(1)), the problem is analyzed in [TSP13] . We generalize the results in [TSP13] for the sparse graph case. See Appendix B for a complete analysis. Error source 3. Truncation error. When i is large, the noise in λ i (A)(Ũ A ) :,i "outweighs" the signal. Thus, we need to decide a d such that only the first d eigenvectors/eigenvalues of A are used to approximate Φ d . Here, we need to address the truncation error : the tail { √ λ i ψ i (x j )} i>d is thrown away.
Next we analyze the magitude of the tail. We abuse notation so that Φ d (x) refers to both a d-dimensional vector and a N H -dimensional vector in which all the entries after d-th one are 0. We have
Using the decay condition, we show that a d can be identified so that the tail can be bounded by a polynomial in δ d . The details are technical and are provided in the supplementary material (cf. Proof of Prop. 3.1 in Appendix B).
Estimating Pairwise Distances from Φ(x i ) through Isomap
See Isomap-Algo(·) in Fig. 1 for the pseudocode. After we construct our estimate Φ d , we estimate K by letting
Thus, when K i,j is small, a small estimation error here will result in an amplified estimation error in |x i − x j | (see also Fig. 7 in App. A.3). But when |x i − x j | is small, K i,j is reliable (see the "reliable" region in Fig. 7) .
Thus, our algorithm only uses large values of K i,j to construct estimates. The isomap technique introduced in topological learning [TdSL00, ST03] is designed to handle this setting. Specifically, the set C = {Φ(x)} x∈[0,1] forms a curve in R N H (Fig. 2(a) ). Our estimate { Φ(x i )} i∈ [n] will be a noisy approximation of the curve (Fig. 2(b) ). Thus, we build up a graph on {Φ(x i )} i≤n so that x i and x j are connected if and only if Φ(x i ) and Φ(x j ) are close ( Fig. 2(c) and/or (d)). Then the shortest path distance on G approximates the geodesic distance on C. By using the fact that κ is a radial basis kernel, the geodesic distance will also be proportional to the latent distance.
Corrupted nodes. Excessively corrupted nodes may help build up "undesirable bridges" and interfere with the shortest-path based estimation (cf. Fig. 2(c) ). Here, the shortest path between two green nodes "jumps through" the excessively corrupted nodes (labeled in red) so the shortest path distance is very different from the geodesic distance. Below, we describe a procedure to remove excessively corrupted nodes and then explain how to analyze the isomap technique's performance after their removal. Note that d in this section mostly refers to the shortest path distance (rather than the number of eigenvectors we keep as used in the previous section).
Step 1. Eliminate corrupted nodes. Recall that x 1 , x 2 , ..., x n are the latent variables. Let z i = Φ(x i ) and z i = Φ(x i ). For any z ∈ R N H and r > 0, we let Ball(z, r) = {z : z − z ≤ r}. Define projection Proj(z) = arg min z ∈C z − z , where C is the curve formed by {φ(x)} x∈[0,1] . Finally, for any point z ∈ C, define Φ −1 (z) such that Φ(Φ −1 (z)) = z (i.e., z's original latent position). For the points that fall outside of C, define Φ −1 (z) = Φ −1 (Proj(z)).
Let us re-parametrize the error term in Propostion 3.
, i becomes a candidate that can serve to build up undesirable shortcuts. Thus, we want to eliminate these nodes.
Looking at a ball of radius O(1/ f (n)) centered at a point z i , consider two cases. Case 1. If z i is close to Proj( z i ), i.e., corresponding to the blue nodes in Figure 2 (c). For exposition purpose, let us assume z i = z i . Now for any point z j , if
The total number of such nodes will be in the order of Θ(n/f 1/∆ (n)), by using the near-uniform density assumption. Case 2. If z i is far away from any point in C, i.e., corresponding to the red ball in Figure 2 (c), any points in Ball( z i , O(1/ f (n))) will also be far from C. Then the total number of such nodes will be O(n/f (n)).
As n/f 1/∆ (n) = ω(n/f (n)) for ∆ > 1, there is a phase-transition phenomenon: When z i is far from C, then a neighborhood of z i contains O(n/f (n)) nodes. When z i is close to C, then a neighborhood of z i contains ω(n/f (n)) nodes.
We can leverage this intuition to design a counting-based algorithm to eliminate nodes that are far from C:
Theoretical result. We classify a point i into three groups: 1. Good:
We further partition the set of good points into two parts. Good-I are points such that z i − z i ≤ 1/ f (n), while Good-II are points that are good but not in Good-I. 2. Bad:
We prove the following result (see Appendix E for a proof).
Lemma 3.2. After running Denoise that uses the counting-based decision rule, all good points are kept, all bad points are eliminated, and all unclear points have no performance guarantee. The total number of eliminated nodes is ≤ n/f (n).
Step 2. An isomap-based algorithm. Wlog assume there is only one closed interval for support (F ) . We build a graph G on [n] so that two nodes z i and z j are connected if and only
where is a sufficiently large constant (say 10). Consider the shortest path distance between arbitrary pairs of nodes i and j (that are not eliminated.) Because the corrupted nodes are removed, the whole path is around C. Also, by the uniform density assumption, walking on the shortest path in G is equivalent to walking on C with "uniform speed", i.e., each edge on the path will map to an approximately fixed distance on C. Thus, the shortest path distance scales with the latent distance, i.e.,
, which implies Theorem 2.2. See Appendix E.3 for a detailed analysis. Bipartite Model. Although we have focused our discussion on the simplified model, we make a few remarks about inference in the more realistic bipartite model. A more detailed discussion and the inference algorithm is available at the beginning of Appendix C and full details follow in that appendix. In the bipartite case, we no longer have access to the kernel matrix K for pairs of celebrity nodes; however, any non-diagonal entry of B T B, say the ij th one, can be written as k Z ik Z jk where Z ik and Z jk are independent Bernoulli random variables with parameters κ(x i , y k ) and κ(x j , y k ). This gives rise to a square kernel (of κ) which can be used to identify the eigenvalues and eigenvectors of the kernel operator K used in the analysis of the simplified model. The diagonal entries have to be regularized as there is no independence in the corresponding terms. Discussion: "Gluing together" two algorithms? The unified model is much more flexible than SBM and SWM. We were intrigued that the generalized algorithm needs only to "glue together" important techniques used in both models:
Step 1 uses the spectral technique inspired by SBM inference methods, while
Step 2 resembles techniques used in SWM: the isomap G only connects between two nodes that are close, which is the same as throwing away the long-range edges.
Experiments
We apply our algorithm to a social interaction graph from Twitter to construct users' ideology scores. We assembled a dataset by tracking keywords related to the 2016 US presidential election for 10 million users. First, we note that as of 2016 the Twitter interaction graph behaves "in between" the small-world and stochastic blockmodels (see Figure 4) , i.e., the latent distributions are bimodal but not as extreme as the SBM. Algo. Ground-truth data. Ideology scores of the US Congress (estimated by third parties [Tau12] ) are usually considered as a "ground-truth" (see, e.g., [BJN + 15]) dataset. We apply our algorithm and other baselines on Twitter data to estimate the ideology score of politicians (members of the 114th Congress), and observe that our algorithm has the highest correlation with ground-truth. See Fig. 3 . Beyond correlation, we also need to estimate the statistical significance of our estimates. We set up a linear model y ∼ β 1 x + β 0 , in which x's are our estimates and y's are ground-truth. We then use bootstrapping to compute the standard error of our estimator, and then use the standard error to estimate the p-value of our estimator. The details of this experiment and additional empirical evaluation are available in Appendix G. 
A Additional Illustrations
This section provides additional illustrations related to our work.
A.1 Model Selection Probem (presented in Section 1)
Without observing the latent positions or knowing which model generated the underlying graph, the adjacency matrix of a social graph typically looks like the one shown in Fig. 5(a) . However, if the model generating the graph is known, it is then possible to run a suitable "clustering algorithm" [McS01, ACKS13] that reveals the hidden structure. When the vertices are ordered suitably, the SBM's adjacency matrix looks like the one shown in Fig 
A.2 Algorithm for the Small-world Model (presented in Section 2)
The inference algorithm for small-world networks uses different ideas. Each edge in the graph can be thought of as a "short-range" or "long-range" one. Short-range edges are those between nodes that are nearby in latent space, while long-range ones have end-points that are far away in latent space. After the removal of all the long-range edges, the shortest path distance between two nodes scales proportionally to the corresponding latent space distance (see Fig. 6 ). Once estimates for pairwise distances are obtained, standard buidling blocks may be used to find the latent positions xi [IM04a] . After we construct our estimate Φ d , we may estimate K by letting
, one plausible approach would be estimating |xi − xj| = (c0/ Ki,j − c1) 1/∆ . A main issue with this approach is that κ(xi, xj) is a convex function in |xi − xj|. Thus, when Ki,j is small, a small estimation error here will result in an amplified estimation error in |xi − xj| (cf. Fig. 7 ). But when |xi − xj| is small, Ki,j is reliable (see the "reliable" region in Fig. 7 ).
B Simplified model case: Using A to approximate Φ(X)
This section proves the following proposition.
Proposition B.1 (Repeat of Proposition 3.1). Let t be a tunable parameter such that t = o(ρ(n)) and t 2 /ρ(n) = ω(log n). Let d be chosen by DecideThreshold(·). Let Φ ∈ R N H be such that its first d-coordinates are equal 
A . If ρ(n) = ω(log n) and K is well-conditioned, then with high probability:
We will break down our analysis into three components, each of which corresponds to an approximation error source presented in Section 3.1. Some statements that appeared earlier are repeated in this section to make it self-contained.
Before proceeding, we need more notation.
Additional Notation. Let H denote the reproducing kernel Hilbert space of κ, so that each element η ∈ H can be uniquely expressed as η = j aj λjψj. The inner product of elements in H is given by j aj λjψj, j bj λjψj
B.1 Error Source 1: Finite Samples to Learn the Kernel
Recall that we want to infer about "continous objects" κ and D (more specifically eigenfunctions of the integral operator K derived using κ and F ) but K gives only the kernel values for a finite set of pairs, so estimates constructed from K are only approximations. Here, we need only an existing result from Kernel PCA [RBV10, TSP13] .
Lemma B.2. Using the notations above, we have
We remark on the (implicit) dependence on the sample size in (5). Here, the right-hand side is the total error on all the samples, which is independent of n, and hence the average square error shrinks as O(1/n).
B.2 Error Source 2: Only Observe A
We observe only the realized graph A rather than the gram matrix K, such that EA = K/C(n). Thus, we can use only singular vectors of C(n)A to approximateŨKS 1/2 K . Our main goal is to prove the following lemma.
Lemma B.3. Using the notation above, we have
The outline of the proof is as follows.
Step 1. Show that A − K/C(n) is small. This can be done by observing that Ai,j are independent for different pairs of i < j and applying a tail inequality on independent matrix sum.
Step 2. Apply a Davis-Kahan theorem to show that PA and PK are close.. Let PA = UAU T A and PK = UK U T K be the projection operators onto the linear subspaces spanned by the eigenvectors corresponding to the d largest eigenvalues of A and K respectively. Davis-Kahan theorem gives a sufficient condition that UA and UK are close (upto a unitary operation), i.e., A − K/C(n) needs to be small (from step 1) and
needs to be large (from d is a suitable constant). Thus UA and UK are close up to a unitary operation, which implies PA and PK are close. We will specifically show that PA − PK HS is small.
· HS refers to the Hilbert-Schmidt norm.
Definition B.4. The Hilbert-Schmidt norm of a bounded operator A on a Hilbert space H is
where {ei : i ∈ I} is an orthonormal basis of H.
Step 3. Show that C(n)UAS 1/2 A and UK S 1/2 K are close (up to a unitary operation). We first argue that PAC(n)A − PK K) is small. Then by observing that C(n)UAS 1/2 A and UK S 1/2 K are "square root" of PA(C(n)A) and PK K, we can show C(n)UAS 1/2 A and UK S 1/2 K are close. We now follow the workflow to prove the proposition.
B.2.1 Step 1. A − K is small
We use the following concentration bound for matrix [Tro12] .
Theorem B.5. Consider a finite sequence {X k } of independent random, self-adjoint matrices with dimension d. Assume that each random matrix satisfies
Then for all t ≥ 0,
where
We apply the above theorem to bound A − K/(C(n)) . Let pi,j = Ki,j/C(n) represent the probability that there is a link between vi and vj. Let random matrix Ei,j ∈ R n×n be that the (i, j)-th entry and (j, i)-th entry are 1 with probability pi,j, and 0 otherwise. The remaining entries in Ei,j are all 0. Let Fi,j = Ei,j − E[Ei,j]. Note that A = i≤j Ei,j and {Ei,j} i≤j are all independent. We also have A − K/C(n) = i≤j Fi,j . Note that:
2 is a matrix such that only (i, i)-th and (j, j)-th entries can non-zero. Furthermore,
with probability 1 − pi,j (1 − pi,j) 2 with probability pi,j
We then have
We shall also see that ρ(n) = ω(t) is needed. Thus,
B.2.2
Step 2. Show that P A − P K HS is small
Because the projection is scale-invariant, we work on the matrices C(n)A/n = A/ρ(n) and K/n instead of A and K. By standard results from kernel PCA [RBV10] , we have with probability ≥ 1 − ,
Comparing δ with t/ρ(n). We next relate δ d with t/ρ(n). Recall that t = o(ρ(n)) our algorithm DecideThreshold(t, ρ(n)) in Fig. 1 ). We claim that δ d = ω(t/ρ(n)).
Lemma B.6. Using the notations above. Suppose we use DecideThreshold(t, ρ(n)) in Fig. 1 to decide the number of eigenvectors/eigenvalues to keep, we have
Proof. Note that
From [RBV10] , we have
Then from Step 1 and [Kat87], we have
Thus, we have
Similarly, we can show that
Finally, note that
Thus,
We have dist(S1, S2)
One can also see that the first d eigenvalues of K/n and C(n)A/n are in S1, and the rest are in S2. Then by a Davis-Kahan theorem [DK70] , we have whp
Step 3. Show that C(n)UAS 1/2 A and UK S 1/2 K are close (up to a unitary operation). We first argue that PA(C(n)A) − PK K is small. Before proceeding, let us re-scale the matrices so that their eigenvalues are in the same magnitude of those of K. We have PA(C(n)A) − PK (K) = n (PA(A/ρ(n)) − PP (K/n)) .
Note that K/n = O(1) and A/ρ(n) = O(1) whp when ρ = ω(log n). We have
Observing that PAA/ρ(n) = UASAU 
By treating A/ρ(n) and K/n as A and B in the Lemma, we have
In other words,
This completes our proof of Lemma B.1.
monotonically decreases whenever the number of non-zero eigenvalues is infinite. Removing this assumption requires arduous analysis with limited insights. Section D presents an analysis without the assumption.
We have
Then we may apply a standard Chernoff bound to obtain
). In general small δ d does not imply small tail e.g., when λi = Θ(1/(i log 2 i)). Thus, we need to rely on the decay assumption in Theorem 2.2. i.e., λi(K) = O(i −2.5 ). One can see that when this condition is given, i>d λi can by bounded by δ
12/29 , we have
This completes the proof of Proposition 3.1.
C Estimation of Φ(X) in the bipartite graph model
This section explains how we can use B to estimate Φ(X). See Bipartite-Est(B) in Fig. 8 for the pseudocode. A major difficulties in our analysis is that we cannot decouple the error into different approximation error sources like we did for the undirected graph case, i.e., the approximation error sources interference with each other. So more involved analysis is needed.
Below is our main proposition.
Proposition C.1. Consider the algorithm Bipartite-Est(·). Let Φ ∈ R N H be that its first d-coordinates coincide with Φ d returned by Bipartite-Est and the rest coordinates are 0. If the eigenvalues of K satisfies the decay condition, we have whp
log n .
In other words, when m = npoly log c n for a suitably large c, then
Intuition of the algorithm. Recall that K ∈ R n×n such that Ki,j = κ(xi, xj), K is the Gram matrix of the kernel κ(·, ·) obtained using the latent positions of the influencers, x1, . . . , xn. Standard Kernel PCA results suggest that as long as n is sufficiently large, we may use K to estimate the eigenfunctions of K. But we do not directly observe the matrix K. Instead, we observe B such that E[Bj,i] = κ(yj, xi). In other words, our "raw observations" are about the relationship between followers {yj} m j=1 and influencers {xi} n i=1 , but our principal goal is to understand the relationships within {xi} Finally, let M ∈ R n×n such that Mi,j = µ(xi, xj). For i = j, one can see that B T B and M are related as follows:
Regularization of the diagonals.
, we need to shrink the diagonals of B T B to construct A. Proposition C.1 works for all θ < 0.75 but for exposition purpose, we focus on only the case θ = −∞, i.e., setting the whole diagonal to be 0. One can use simple triangle inequalities on top of our techniques to analyze the general θ case.
The kernel µ. µ is a Mercer kernel as the Gram matrix for any {xi} n i=1 is positive definite; however, µ is not a radial-basis kernel. This can seen from the fact that µ depends on the measure F . The quality of the isomap-based algorithm presented in the next section crucially depends on the kernel being a radial basis kernel (RBK).
1 Thus, we need to find a way to reconstruct κ from µ, and reconstruct µ from M . Note that µ is a "square" of κ. Proof. Let ψ be an eigenfunction of K with eigenvalue λ. We can see that
We can also verify that any function that is orthogonal to K will also be orthogonal to M, showing that the dimension of K and M are the same.
We break down the analysis into smaller steps:
• Step 0 (known results): Given K, we can approximate Φ.
1 The isomap-based algorithm will still work but the approximation guarantee will be worse.
• Step 1. If we have access to EA ≈ M , then we can approximate K 2 , i.e., M ∝ K 2 (A ∝ B refer to that a suitable scalar s exists such that sA − B = o(1)).
• Step 2. Show that A ∝ M using Chernoff type inequalities for matrices (together with step 1, we have A ∝ K 2 ).
• Step 3. Show that if A ∝ K 2 , then A 1/2 ∝ K (note that we need to be able to properly define taking the square root of A as e.g., A could have negative eigenvalues). Thus, we can construct Φ d from A.
• Step 4. Finally, argue that Φ d approximates Φ well, i.e., it is fine to truncate all the tail eigenvalues and eigenfunctions. Thus, we can construct Φ ∈ R N H by appending a suitable number of 0's after the d-th coordinate so that Φ approximates Φ well.
We now walk through each step. In the proofs, constants c0, c1, etc. are used as "intermediate variables." Constants that appear in different proof should not be treated as the same unless stated explicitly.
C.1 Notations and
Step 0.
Recall that we letŨKSKṼ We have with probability ≥ 1 − ,
where W is an orthogonal matrix. Similar results also hold for M (see e.g., [TSP13] ). Furthermore, SK (and SM ) are approximations of the eigenvalues of K (and M), i.e., (SK )i,i/n → λi(K) ((SM )i,i/n → λi(M)). The specific convergence rate is stated in Theorem F.1.
C.2
Step 1. From M to M and K.
Using the above facts, we know that (these are hand-waving arguments to deliver intuitions; formal treatment will be presented below) (1) UK and UM "approximate" the eigenfunctions of K and M respectively; but eigenfunctions of K and M are the same so UK and UM are close. (2) λi(K)/n ≈ λi(K), λi(M )/n ≈ λi(M), and λi(M) = λ 2 i (K). Thus, we roughly have λi(M )/n = λi(K)/n. These two observations imply we may have SK /n ≈ SM /n and thus,
We now formalize the intuition. Our main goal is to prove the following proposition. Then with probability at least 1 − 4 ,
Our analysis consists of two parts: (1) Show that
are "close" , where WK and WM are orthogonal matrices, and (2) Show that if two matrices X and Y are close, then XX T and Y Y T are also close .
Part 1 of proof of Proposition C.3. We shall show the following lemma.
Lemma C.4. Using the notation defined above, we have with probability at least 1 − 4 ,
Proof of Lemma C.4. Let H be the Hilbert space corresponding to the kernel κ(·, ·). Then, we define the following two positive symmetric linear operators that act on H.
We note that the operators KH and Kn are closely related to K and K respectively, however while KH and Kn both act on H, K acts on L 2 (X , F ) and K acts on R n . The eigenvalues of KH and K are the same, and the eigenvalues of Kn and K/n are the same. Furthermore, if ψ is an eigenfunction of K with eigenvalue λ, then √ λψ is an eigenfunction of KH with eigenvalue λ; the √ λ factor is required to ensure that the norm in H of the eigenfunction is 1. Similarly if u ∈ R n is an eigenvector of K/n with eigenvalue λ, then v(
ui is an eigenfunction of Kn with eigenvalue λ. See also [RBV10] .
For some r ≤ d, let λr and λr be the r th largest eigenvalues of KH and Kn, respectively. Denote by Pr and Pr the projection operators on to the corresponding eigenfunctions. We will use the following Theorem, which generalizes Davis-Kahan sin theorem to linear operators. . Thus, for any x ∈ X , we have
Recall that PK K = UK SK U T K and let (UK ):,r the r th column of UK be the eigenvector of K corresponding to the r th largest eigenvalue. Note that the corresponding eigenvalue (SK )rr = n λr (the factor n appears because λr is the eigenvalue of K/n). Then K (r) := (UK ):,r(UK ) T :,r K = n λr(UK ):,r(UK ) T :,r denotes the projection of K on to the space corresponding to the r th eigenvector. We have:
The proof can be found in, e.g., Lemma 3.4 in [TSP13] . For completeness, we repeat the arguments here.
Proof of Lemma C.6. Let Ψr,n ∈ R n be the vector whose entries are √ λrψr(xi) for i ∈ [n]. We have K = r≥1 Ψr,nΨ T r,n . Recall that u (1) , ..., u (d) are eigenvectors associated with the d largest eigenvalues of K/n, we have
Recall that
We have for any s ∈ [d]:
This implies u
Next, let
We then use the reproducing kernel property of κ(., x):
Finally, we have
It then follows that, there exists a wr ∈ {−1, 1}, such that λrn(UK ):,rwr corresponds to an isometric isomorphism from the one dimensional subspace of the Hilbert space H under Pr to R, for the datapoints x1, . . . , xn. 2 log(1/ ) Applying the above to all r ≤ d and writing succinctly, we get:
Above WK is a diagonal orthogonal matrix, i.e., every diagonal element is ±1.
Using the fact that S 1/2 K , S 1/2 and WK are all diagonal and hence commute and that AB F ≤ min{ A F B , A B F }, we get
Next, we note that
WK is an orthogonal matrix. Also, ≤ max i≤d λi ≤ 1. Putting everything together and simplifying, we get that for some constant C,
We can prove the statement regarding M , by obtaining the equivalent of (30) for M . This completes the proof of the lemma.
Part 2 of Proposition C.3. For part 2, we need the following lemma.
Lemma C.7. Let X, Y ∈ R m×d , X and Y are bounded by c1, and X − Y F ≤ , we have
Proof. We have
Finally, using Lemmas C.4 and C.7 together finishes the proof of Prop. C.3.
C.3 Step 2. A ∝ M .
We next show that the spectral norm of the difference between n m A and 1 n M is small by making use of suitable matrix tail inequalities.
Before we proceed, we comment on the reason we decided to bound the difference between A and M , instead of the difference between B and K. One commonly used approach to analyze directed graphs (i.e., the B matrix) is to use standard Chernoff-type inequalities for matrices to bound B − EB via the "symmetrization" trick, i.e., by considering the symmetric matrix 0 ] . One drawback of this trick is that it requires both the (average) in-and out-degree to be in the order of Ω(log n). This requirement is not satisfied in our model, because the average out-degree of followers is a constant. In fact, this is not the problem of the quality of Chernoff bound. Instead, B − EB could be large when B is tall and thin. Example. B − EB can be large. Let us consider a simplified example where B ∈ R m×1 and entries are independent r.v. from {−1, 1}. Each value appears with 0.5 probability. Note that EB = 0. Thus, B − EB 2 = B F = √ n (which is considered to be large). Our product trick can address the issue directly: if we take the product of B, we notice that M , which is used to approximate Φ d (X).
Our goal is to prove the following lemma.
Lemma C.8. Using the notation defined above, if m = Ω(n log c n) for a suitably large constant c, we have with high probability
Proof. We let Zj = √ nBj (viewed as a column vector in R n ), where Bj refers to the j th row of B (i.e., this vector encodes the connectivity of yj). Note that Zj are i.i.d. conditioned on knowing the latent variables (xi)
There are two sources of randomness for each Zj: (1) Random selection of latent position of yj drawn according to F , and (2) Random realizations of edges given xi and yj.
As the Zj are identically distributed, we can calculate the expected behavior of Z1Z T 1 . We have already seen that for i = j, E[(Z1Z
We first a use triangle inequality to "decouple" diagonal entries from the off-diagonal entries. LetM := M − diag(M ) be the matrix with M with diagonal entries set to 0. We have,
The second term is straightforward to bound as . Thus, we have
In order to bound the first term of (34), note that
We use a matrix inequality for sum of low rank matrices to bound the first term and a standard Chernoff bound for the second term. First, let us bound the (easier) second term (n/m)diag(
Thus each entry on the diag(B T B) is a sum of i.i.d. Bernoulli random variables. We note that E[Bj,i] = Θ(1/n). We may thus apply a Chernoff bound on each element of the diagonal and a union bound over all n diagonal elements to get that there exists a constant c2, such that:
We use the following matrix inequality in Lemma C. 
We will apply the above lemma to obtain the required result. Observe that Zi 2 = n n j=1 Bi,j, where Bj,i are i.i.d. Bernoulli random variables and E[Bj,i] = Θ(1/n). One can see that |Zi| ≤ log 2 n √ n a.s. But as n → ∞ both n and m grow simultaneous so a more careful analysis is needed.
Here, we do not directly work with Zi. Instead, we couple Zi with another group of bounded random variables so that we may use the matrix trail inequality directly. Specifically, we define the coupled process as follows.
1. Sample Ci from the distribution that's identical to n j=1 Bi,j. Then letCi = min{Ci, ζ(n)} and Hi = I(Ci ≥ ζ(n)).
2. SampleBi from the distribution Bi|(|Bi|1 =Ci) (interpreted as "sample Bi conditioned on knowing |Bi|1"). and sample Bi from the distribution Bi||Bi|1 = Ci.
3. SetZi = √ nBi and Zi = √ nBi.
Let us also set Ri = Zi −Zi and S = E[Z1Z
One can see that {Zi} i≤n are independent and the statistical difference betweenZi and Zi is O(ζ(n)) because Pr[ n j=1 Bi,j > ζ(n)] = O(ζ(n)). This also implies S = n −ω(1) .
Let t be a parameter to be decided later. We have
Using the fact that S = n −ω(1) , it is simple to bound the second term:
We next use Lemma C.9 to bound the first term. We have |Zi| ≤ nζ(n). Next, we observe that since for i = j, (EZ1Z
. Assuming m/n = ω(log c n) and for c and c1 chosen suitably, Lemma C.9 gives us,
Together with (36), this completes the proof of the lemma, we complete the proof of Lemma C.8.
Remark. Eigengaps for different operators.
From A ∝ M and how we decide d in our algorithm, we can bound the eigengaps between different matrices/operators by using Theorem F.1 and Theorem C.5:
The argument here is similar to the one presented in Lemma B.6. for all j < d, where δj(·) is the eigengap between j-th and j + 1-th eigenvalue of the matrix of interest. Furthermore, all the above gaps are Ω(δ d (K)) and A is positive definite. We can also show thatĀ ∝M . Specifically, let PA = UAU T A and PM = UM U T M be the corresponding projection operators. Note thatĀ = PAA andM = PM M . We have Lemma C.10. Let PA and PM be defined above. Then PAA is positive definite. Furthermore, with high probability (over the randomness in matrix A),
Proof. First, we will show that PAA is positive definite. Lemma C.8 gives a bound on 
The algorithm chooses d so that λ d − λ d+1 = Ω A are all positive and hence PAA is positive definite. Next, we show that PA − PM can be suitably bounded by using the Davis-Kahan sin Θ theorem [DK70] . In particular, let η =
We know that 0 < dist(S1, S2) ≤ δ d − 2η. Let PA(S1) and PM (S1) be the projection operations defined using eigenvectors with eigenvalues in S1 of the matrices n m A and 1 n M , respectively. By our choice of parameters, we see that PA(S1) = PA and PM (S1) = PM . Thus, by using the Davis-Kahan sin Θ theorem, we get
Finally, we observe that,
Above, we used the fact that PA ≤ 1 and that
Step 3:Ā 1/2 ∝K. Let η = (n/m)A − M/n . From (38), (39), and Proposition C.3, we can get (n/m)Ā − K 2 /n 2 = O(η/δ d (M)). Next, we need to show that the square root ofĀ and those ofK 2 will be close, i.e.,
LetĀ 1/2 andK be defined as above. We have
Here,Ā 1/2 = UAS
1/2
A U T A . Our techniques for proving the above lemma are similar to those used in Step 1. Specifically, we show that the pairwise eigenvectors ofĀ and that ofK are close. Thus, after linearly scaling these two set of vectors by using (approximation of) S −1/4 will result in two set of vectors that are still close.
Proof. We need to argue that each eigenvector ofĀ is close to that of K 2 (up to a sign difference). But this time we need to handle matrices, rather than linear operators, so we can use the original Davis-Kahan theorem.
We shall also set that η > 10δ 2 d (η grows with m and it is in polylogn scale; 10 is an arbitrarily large constant). Let (UA):,i and (UK ):,i be the i-th column of UA and UK , respectively. By the Davis-Kahan theorem [DK70] and (38), we have
Thus, there exists an w ∈ {±1} such that
Therefore,
where W is a diagonal matrix so that each diagonal entry is in {±1}, and recall that η is an upper bound of (n/m)A − (1/n)M . Now we can move to bound n mĀ
Note first for the j-th eigenvalue of (n/m)A, namely λj and the j-th eigenvalue of 1 n 2 K, namely λj, we have maxj |λj − λj| ≤ n mĀ − 1 n 2K . See Theorem F.1. Using a similar trick developed in Step 1 in Section C, we can bound maxj |λ
Finally, putting together Lemma C.11 and UK S 1/2
A . Then there exists some orthogonal matrixW such that whp
Proof. We prove the proposition via using a triangle inequality through K, i.e., we need to show that UAS
As discussed before, the latter part is a known result in kernel PCA [TSP13] , i.e., there exists a rotation matrix so that with probability ≥ 1 − 2 :
Thus, we need only understand the relationship between UAS 1/4 and UK S 1/2 K . Recall from Lemma C.11 that
Next, we need to show that the "square root" ofĀ is close to the "square root" ofK. We leverage Lemma B.7 appeared before (Lemma A.1 from [TSP13] ). Matrices n/mĀ 1/2 andK/n are the matrices A and B for Lemma B.7. Note that both of our matrices have constant operator norm so there exists a rotational matrix such that n m
By properly scaling up the above inequality (multiplying both sides by a factor of √ n) and using (47), we know that
is the dominating term, and this completes the proof of the proposition.
Step 4. Truncation error Φ d − Φ F . We shall use the same argument presented in Section B to bound
d . Thus, we may set
2/43 log n), which completes our proof for Proposition C.1. Here we also make an additional assumption that the eigengaps δ d = λ d (K) − λ d+1 monotonically decreases whenever the number of non-zero eigenvalues is infinite. Recall that Section D presents an analysis without the assumption.
D More Refined Truncation Error Analysis
Let λ1, ..., λN H be the eigenvalues of K. This section analyzes the truncation error without the assumption the gap δ d = λ d (K)−λ d+1 (K) is monotonically decreasing. Specifically, the following proposition suffices to prove Theorem 2.2 (the constants in the theorem will become worse).
Proposition D.1. Let K be a linear operator such that λi(K) = O(1/i c ) for some constant c > 2.5. Let δ = λ d − λ d+1 be given. Then we can express i≥d+1 λi and d in terms of δ. Specifically,
We need the following lemma.
Lemma D.2. Let d be a sufficiently large number. There exists an i * such that:
Here, c1 and c2 are constants that are independent of d.
The constants 0.1 and 2.1 are chosen arbitrarily. We do not attempt to optimize them.
We let tail( ) i≥ c0/i c = c1/ c−1 for some constant c1. Next, we define i1 and i2:
We know that i2 ≤ i1 ≤ d. Furthermore,
By using an averaging argument, there exists an i3 ∈ [i2 + 1, i1] such that λi 3 ≥ c1/(2d 1.1 ). On the other hand,
This completes the proof.
Proof of Proposition D.1. Letd be that δ = c2/(d) 2.1 , i.e.,d = (c2/δ) 1/2.1 . Using Lemma D.2, we can find an i * such that
Thus, d ≤ δ −20/21 = poly(1/δ).
E Analysis for the isomap-based algorithm
This section analyzes the isomap-based algorithm.
Recall of the notations. x1, x2, ..., xn are the latent variables. Also, zi = Φ(xi) and zi = Φ(xi). For any z ∈ R N H and r > 0, we let Ball(z, r) = {z : z − z ≤ r}. Define projection Proj(z) = arg min z ∈C z − z . Finally, for any point z ∈ C, define Φ −1 (z) be that Φ(Φ −1 (z)) = z (i.e., z's original latent position). For points that are outside C, define Φ −1 (z) = Φ −1 (Proj(z)).
Outline. We first describe the fundamental building block for our analysis. Then we analyze the performance of the denoising procedure 3. Finally, we give an analysis for the full isomap algorithm.
E.1 Fundamental building blocks
Lemma E.1. Let x, x ∈ [0, 1]. Let also g(n) and h(n) be two diminishing functions ( i.e., g(n), h(n) = o(1)).
Proof of Lemma E.1. For part (1), we have
We may then use part 1 to prove part 2 in a straightforward manner.
. Then using a triangle inequality, we have Proj
Then by Lemma E.1, we may also prove the second part of the lemma.
E.2 Analysis of the denoising procedure
Also, recall that we classify a point i into three groups: 1. Good: when zi − Proj( zi) ≤ 1/ f (n). We may further partition the set of good points into two parts. Good-I: those points so that zi − zi ≤ 1/ f (n). Good-II: those points that are good but not in Good-I. 2. Bad: when zi −Proj(zi) > 4/ f (n). 3. Unclear: otherwise. We have (see Appendix E for a proof)
We use the following decision rule to
We want to prove the following lemma.
Lemma E.3. [Repeat of Lemma 3.2] After running Denoise, Using the counting-based decision rule, all the good points are kept, all the bad points are eliminated, and the unclear points have no performance guarantee. The total number of eliminated nodes is ≤ n/f (n).
Proof of Lemma 3.2. We have the follow three facts.
Fact E.1. Let zi be a good point. For any good point j such that
This can be shown via a simple triangle inequality:
Fact E.2. Let zi be a good point and consider Ball( zi, 3/ f (n)). The total number of points that are within the ball is at least n(c0/3f (n)) 1/∆ for some constant c0.
Proof. We need to show that (1) there are a sufficient number of Good-I nodes that are near Proj( zi), and (2) these points are in Ball( zi, 3/ f (n)). Note that when we have a Good-I zj such that zj −Proj( zi) ≤ 1/ f (n),
. By the near-uniform density assumption,
we have the total number of nodes xj that within the distance of (c/(2f (n))) 1/∆ is at least n(c0/(2f (n))) 1/∆ for some constant c0. Note that the number of non-Good-I nodes is at most n/f (n). Thus, the total number of Good-I nodes here is n c0 2f (n)
Therefore, all these nodes are in Ball( zi, 3/ f (n)).
Fact E.3. For all the bad points zi, the ball Ball( zi, 3/ f (n)) does not cover more than n/f (n) nodes.
Proof. For any node zj in Ball( zi, 3/ f (n)), we have zj − Proj( zj) > 1/ f (n). Otherwise,
This contradicts to that zi is bad. But zj − Proj( zj) > 1/ f (n) implies zj − zj > 1/ f (n) so the number of such j is upper bounded by n/f (n).
E.3 The performance of isomap algorithm
This section proves the following proposition .
Proposition E.4. The length of the path connecting between i and j has the following bounds:
Before proceeding, we remark that our final distance estimate should Proof. The analysis consists of two parts. First we give a lower bound on d, i.e., d is not too small. Then we give an upper bound.
1. d is not too small. We want to bound the latent distance. For an arbitrary consecutive pair of nodes ij and ij+1, they are not bad nodes so we have
Then by Lemma E.2, we have
Thus, we have
Lemma E.5. Let d be the shortest path distance between i and j on the graph built form isomap. The latent distance between xi and xj is at most d
2. d is not too large. We next give a constructive proof for an upper bound of d.
Lemma E.6. Using the notations above, we can find a path i, i1, ..., i d−1 , j such that:
1. All these nodes are Good-I nodes.
2. The corresponding latent variables are monotonically increasing or decreasing, and the distance (in feature space) between two consecutive nodes is at least (
3. The distance between zi j and zi j+1 (for any j) is within / f (n).
If all the above claims were true, then we know that the path "makes good progress" in every step, i.e., when we move from ij to ij−1, in the latent space, we are (
closer to the destination j. This implies:
Corollary E.7. The length of the path connecting between i and j has the following upper bound:
Corollary E.7 and Lemma E.5 implies Proposition E.4.
We now proceed to prove Lemma E.5.
Proof of Lemma E.5. Let us start with considering an arbitrary interval I ∈ [0, 1] in the latent space of size
The expected number of nodes in this interval is (c0/2) 1/∆ n/f 1/∆ (n) for some constant c0, and we have a concentration bound, i.e., with exponentially small probability that the number of nodes is ≥
On the other hand, out of these nodes only n/f (n) are not Good-I nodes, so there are Θ((n/2) 1/∆ n/f 1/∆ (n)) Good-I nodes in I.
Then we may construct the sequence i1, ..., i d−1 using this property. Wlog, let xi < xj. We let
Let i1 be an arbitrary Good-I node in I1. We can also recursively define
Then we can find a Good-I ij in Ij. By construction, property 1 and 2 hold. Now we need only verify property (3). Since all the nodes are
. Using Lemma E.1, we also know that
By using a triangle inequality, zi j − zi j+1 ≤ / f (n).
F Spectral properties of linear operators and graphs
This section presents prior spectral results on linear operators or graphs that are used in our analysis.
Theorem F.1 (Simplified from [Kat87])
. Let A and B be self-adjoint operators in H such that B = A + C, where C is a compact self-adjoint operator. Let {γ k } be an enumeration of the non-zero eigenvalues of C. Then there exist extended enumerations {αj}, {βj} of discrete eigenvalues for A, B, respectively, such that the following inequality holds:
F.1 Distribution of the eigenvalues is a scatter plot between estimated and true distance. An algorithm that exactly recovers latent variables will output two dots, each of which corresponds to a community; a low quality algorithm will output two intervals that significantly overlap with each other. The blue curve corresponds to our algorithm. The red curve corresponds to a simplified small-world algorithm from [ACKS13] . (c) and (d) recover the latent structure of a small-world graph. (c) is the heat map of the observed data. (d) is also a scatter plot between estimated and true distances. High quality algorithms output straight lines. Our algorithm corresponds to the blue curve while Newman's spectral algorithm corresponds to the red curve [New06] .
One can see that if A and B are, for example, (4, 2)-summing, then (A + B) is also (4, 2)-summing. Together with the fact that when D is uniform, K is (4, 2)-summing, we see that when D is a mixture of uniform distribution (i.e., D is piecewise constant), our decay assumption holds.
G Experiments
In this setion, we describe the experiments used to validate the necessity of using specral and isomap techniques, and the efficacy of the new regularization technique on the product B T B. We compare our algorithms against baselines while noting that a comprehensive evaluation is beyond the scope of this paper.
G.1 Synthetic data
We use synthetic data to carry out a "sanity check", i.e., an SBM inference algorithm does not perform well in a SWM graph and vice versa.
We evaluate our algorithm against two algorithms optimized for SBM and SWM, respectively: (simplified) Abraham et al.'s algorithm [ACKS13] for small-world and Newman's spectral-based modularity algorithm [New06] . Abraham et al.'s algorithm is the only known algorithm with provable guarantee for SWM. Modularity algorithm is a most widely used community detection algorithm. Both baselines perform well when the input comes from the right model. Here we present the result when the model is mis-specified. See Figure 9 . In Figure 9b and 9d, we plot the scatter plot between the true pairwise distances and estimated distances by our algorithm and a baseline. For the block model, note that the true distances can be only either 0 or 1 (after proper rescaling). We observe that our algorithm can automatically detect SBM and SWM; meanwhile, baselines have reduced performance on models for which they are not optimized.
G.2 Real data
This section evaluates our algorithm on a Twitter dataset related to the US presidential election in 2016. We evaluate the algorithm (1) against binary classification problems for a fair comparison against prior related algorithm (Section G.2.2), (2) against ground-truth of Senate and House members' political leanings (Section G.2.3), and (3) against state level political leanings (Section G.2.4).
Data collection. From October 1 to November 30, 2016, we used the Twitter streaming API to track tweets that contain the keywords "trump," ''clinton," "kaine," "pence," and "election2016" as text, hashtags (#trump) or mentions (trump). Keyword matching is case-insensitive, and #election2016 is Twitter's recommended hashtag for the US elections of 2016. We collected a total of 176 million tweets posted by 12 million distinct users.
We build a directed graph of the users so that node u connects to node v (the edge (u, v) exists) if and only if u retweets/replies to v. Our graph is unweighted because we observe insignificant performance differences between weighted and unweighted graphs. Then we choose 3000 nodes with the largest in-degrees as our influencers and construct B. the mean out-degree of the followers is 4.6. The influencers also appear at the left-hand side of B because they can also follow other influencers.
Sparsity of the data. Our dataset is very sparse. For example, only 11 out of the 447 legislators with groundtruth scores are in the influencer set (a considerable portion of the influencers are often not highly visible in Regularization and choice of θ. In our algorithm (Bipartite-Est(B) in Fig. 8 ), a regularization parameter θ needs to be decided. While our result suggests that any θ < 0.75 works (Proposition C.1), the degrees in the real-world graph are more skewed than the graphs specified by our model so θ impacts the performance of our algorithm. θ is chosen by using a small portion of classification data as in-sample, i.e., find θ so that the classification error is minimized for the in-sample data. The skewed degrees also require us to use the standard regularization techniques (introduced and studied by [RCY11, QR13b] ) to push the singular values to be better positioned at the cost of reducing the gaps between two consecutive singular values. i.e., let D be a diagonal matrix such that Di,i is the row sum of A, and compute
Estimation of followers. When influencers' latent variables xi's are known/estimated, one may run a simple grid-search to find the maximum-likelihood estimator (MLE) for each follower, i.e., examine {0, , 2 , ..., 1} and find the value that maximizes the likelihood:
. The exponent ∆ in κ(·, ·) can also be estimated from the data. The (approximate) MLE possesses the following property: 1. Constant additive error: for any constants δ and , there exists a constant C so that if a follower's expected degree is larger than C, then with probability ≥ 1 − δ, the additive error is . 2. Optimality: standard lower bound arguments using statistical diference 2 gives us that with at least constant probability the estimation error is Ω( ) so the (approximate) MLE is asymptotically optimal.
Speeding up the estimation for the followers. The grid-search above finds approximate MLE in polynomial time but in practice they are too slow so we use a simpler heuristics to estimate xi's: we take the mean of xi's neighbors as the estimate of xi. Our heuristics preserves the following property: if xi < xj, then with probability 1 − δ, xi < xj so long as the expected degrees of xi and xj are larger than a suitable constants.
As most of our experiments assess the quality of order statistics of the users, such heuristics has adequate performance.
Baseline algorithms. Our focus is graph-based algorithms. Algorithms that use the content of tweets to forecast users' political leanings are beyond the scope of this project.
Newman's spectral algorithm for modularity. A spectral-based algorithm that maximizes modularity [New06] of the interaction graph. In this algorithm, PCA is applied to the properly normalized interaction graph. We use the first singular vector to decide the membership.
Correspondence analysis. Another spectral algorithm that was frequently used by political scientists, see e.g., [BJN + 15] and discussions therein. The algorithm first normalized the graph with its column and row sums. Then it uses the first left singular vector, which is the result of SVD, to estimate the influencers' latent positions. Standard Kernel PCA techniques are then used to "generalize" the model and predict the followers.
Label propagation: Label propagation (LP) algorithms are local algorithms so that each user updates his/her latent variable based on estimates of his/her neighbors' latent variables. We consider two versions of LP, namely majority [RAK07] and random walks [ST03] . For the majority algorithm, we use output of modularity algorithm as the initial weights. For the random walks one, we set two presidential candidates to be 0 and 1, respectively.
Multidimensional scaling. We use a standard MDS algorithm [BG05] on the raw social network and low-dimension approximation of the social network.
G.2.1 Qualitative summaries
We first present several key qualitative findings, which serve as a sanity check to ensure that the outcomes of our model are consistent with common sense.
Distribution of the users. Figure 10 shows the latent variables for different groups of users. The output is standardized (so that the standard deviation is 1). 1% of the outliers are removed in the visualization. We consider the following groups: (a) influencers, (b) all users with at least 30 out-going edges, (c) users with only one edge, (d -f) users that referred to Trump, Clinton, and Sanders, respectively, and (h & g) users that referred to CNN Politics and Fox News, respectively.
We observe a bimodal distribution in both groups and more left-leaning populations. Most of the latent estimates in group (c) are negative (liberal). This suggests that the first account a Twitter user refers to usually is a left-leaning media. Many left-leaning users refer to Trump (mainly to bash him), which is consistent with his media coverage. Users referring to Sanders skew to the left. CNN Politics attracts more left-followers while Fox News attracts more right-followers.
Distribution of the edges:
We can also use heatmap to visualize the interactions between users. Figure 4 compares the inferred kernel against SWM and SBM. Specifically, Figure 4b represents a small-world interaction and Figure 4c represents the stochastic block model. Figure 4a is a visualization of our model. We construct the image as follows. We first sort the influencers according to their latent scores and partition them into 30 groups of equal size. Each group corresponds to one row in the image (e.g., first row is the leftmost group). For each group, we compute the "average" histogram of users that refers to a member in the group. Here, we use 20-bins. Finally, we color code the histogram, e.g., a white pixel corresponds to a large bin.
Thus, Figure 4a approximates the inferred kernel function for the influencers. We observe that the diagonals are brighter (resembling small world) but at the same time there is some "blurred" block structure. This observation confirms that the real dataset "sits" between the small-world and block models, and highlights the need to design a unified algorithm that disentangles these two models.
Distribution of the presidential candidates. As mentioned, we perform a sanity check on our estimates of all candidates' latent scores. These (unnormalized) scores are: Sanders (-0.272) < Clinton (-0.014) < Kasich (0.01) < Cruz (0.013) < Trump(0.037).
G.2.2 Classification result
We sample a subset of users and label them as conservative or liberal according to four categories. Category 1. Top 2000, i.e., one of the 2000 users with the largest in-degree. Category 2. Top 2000 to 3000. i.e., one of the 1000 users with an in-degree rank between 2000 and 3000. Category 3: 30+. i.e., users with at least 30 out-going edges. Category 4. Everyone, i.e., all users.
Labeling. For each selected user, we ask two human judges, who are either the authors of this paper or workers from Amazon Mechanical Turk, to label the user as likely to vote Clinton or Trump in the final election. If it is not clear, e.g., the user criticizes both candidates, the judges can label the user "unclear." The information we provide to the judge includes user's self-reported name, screen name, Twitter-verified account status (usually indicates a celebrity), self-description, URL, and a random sample of at most 20 tweets. When the labeling is complete, we discard all users except for those unanimously labeled as likely to vote for one of the candidates, for a total of 45% of the original data.
We need to decide a threshold to turn the output of our algorithms (and some of the baseline algorithms) into binary forecasts. We use a subset of classification tasks as in-sample data. We note that the threshold is robust for both in-sample and out-of-sample data (the performance difference is inconsequential).
Results. See Table 1 . The classes are balanced. We report classification accuracy on (1) all 752 labeled users, (2) 270 influencers in the top 3000 list, (3) 571 large-degree users with 30 or more edges (but not influencers), and (4) the rest users. Our algorithm has the best overall performance and is the best or near-best for each subgroup. Only the performance of the modularity algorithm, which is optimized for classification applications is close to ours. But as we shall see in Section G.2.3 and G.2.4, the algorithm performs poorly for tasks that requires understanding users' latent structure in finer granularity. For the predictions of average users (the last column), the accuracies of most baselines are below 80%, which is consistent with prior experiments [CR13] .
G.2.3 Correlation with ground-truth
We compare the latent estimates of politicians (members of the 114th Congress) and the ground-truth. The ground-truth of these politicians is estimated by various third parties using data sources such as voting record and co-sponsorship [Tau12] .
Standard error Beyond correlation, we also need to estimate the statistical significance of our estimates. We use bootstrapping to compute the standard error of our estimator, and then use the standard error to estimate the p-value of our estimator. Specifically, our goal is to understand the explanatory power of our latent estimates x l (B) (how we write it to highlight the statistics we compute depends on the bipartite graph B) to response yi representing the ground-truth of the politicians. Thus, we set up a linear regression: y ∼ β1 x + β0 In the bootstrapping procedure, we repeat the following process for k times: Sample 80% of the edges from B and compute the latent estimates as well as β1 (by running an OLS linear regression). We mark the estimate at the i-th repetition β1,i. The standard error of β1 is the empirical standard deviation of β1,i. The t-statistics can also be estimated as ( √ k β1)/s.e( β1), which can be used to construct p-value. Here we set k to be 50. We also do not standardize the estimates for all the estimation algorithms. The decision of whether to standardize latent estimates is inconsequential as the ratio between the slope and standard deviation is more important. Table 2 shows the result. Except for MDS 5, all the models' forecast power is statistically significant. Our algorithms are again the best here, and are significantly better than the rest algorithms.
G.2.4 By State analyses
Next, we aggregate users' latent variables by inferring their locations (see below) and grouping users by state. We sort the states by the mean of the latent scores of users in that state. If we assume that voters in Figure 11 . We construct the graph using two datasets: data prior to November 8, 2016, and all data until November 30. Since there is little difference, we decide to use the full dataset, i.e., all experiments use the same data.
Samples from the population. We observe that the correlation between the number of users in a state and the population in the state is 0.968, which is very high. Figure 11 shows the corresponding scatter plot. This serves as a sanity check of our location extraction algorithm. We also observe that while Twitter users are biased samples of voters, no particular state is over-or under-represented.
Result Our goal is not to predict the election outcome since we know that Twitter users are biased samples of the voter population. On the other hand, we observe that the order statistics of the states' latent variables have the strongest or near-strongest explanatory power against the metrics below. See Figure 3 .
Binary outcome of 2016 US presidential election. Similar to Section G.2.2, we find an optimal threshold that turns the ranking into a binary forecast and maximize the forecasting accuracy for both our algorithm and other baselines.
Order statistics vs. winning margins. We can also turn the election results into scalars. For each state, we compute the ratio between the number of votes for Trump and the number of votes for Clinton and order the states according to the ratio. A state with a small ratio corresponds to a left-leaning state. Our goal is to understand the correlation between the order from our estimation and the order by the margin of winning in the election.
Long-term ideology. We also compare our order statistics against the estimated liberal ideology in [LP12], which is based on the survey and sociodemographic data. This dataset can be considered as a long-term ideology score while the election result is a short-term one. Table 3 shows the result. The following states are mis-classified in our algorithm: NV, NH, NJ, UT, and WI. Except for NJ, all other states are swing states. NJ has a Republican governor (Christie) who ran in the 2016 presidential campaign before dropping out. Except for the Kendall correlation for the election data, our algorithm continues to have the best performance. The winner (label propagation/majority) here also suffers from poor performance on other metrics. 
