In this contribution tracking control designs using output feedback are presented for a two-phase Stefan problem arising in the modeling of the Vertical Gradient Freeze process. The two-phase Stefan problem, consisting of two coupled free boundary problems, is a vital part of many crystal growth processes due to the temporally varying extent of the solid and liquid domains during growth. After discussing the special needs of the process, collocated as well as flatness-based state feedback designs are carried out. To render the setup complete, an observer design is performed, using a flatness-based approximation of the original distributed parameter system (DPS). The quality of the provided approximations as well as the performance of the open and closed loop control setups is analysed in several simulations.
Introduction
The Vertical Gradient Freeze (VGF) process is the most important technology for the production of bulk compound semiconductor crystals like Gallium-Arsenide (GaAs) or Indium-Phosphide (InP) [1] which are especially used for manufacturing high-power and high-frequency electronics as well as infrared light-emitting and laser diodes. For these purposes the crystals have to meet high requirements with respect to their purity and structural perfection.
The basic VGF setup is shown in Figure 1 : A crucible, usually made of boron nitride and holding the material which is to be molten and then solidified, is surrounded by several heaters. The whole setup is enclosed by a thick insulation. At the bottom of the crucible a seed crystal is placed which defines the orientation of the crystal to be grown. After melting up the material in the crucible (without destroying the seed crystal) the temperature field has to be adjusted and tracked by means of the heat input of the heaters in such a way that the melt solidifies from the bottom to the top in a desired manner. This means that a) the solid-liquid-interface (phase boundary) maintains a plain shape and b) the growth rate (i.e., the velocity of the solid-liquid-interface) and the temperature gradient at the phase boundary are kept on a certain level throughout the whole process as they have been identified as crucial factors regarding the quality of the grown crystal (see eg. [2] for an analysis regarding the related Czochralski process). This solidification by using a travelling vertical temperature gradient is where the name of the process originates from. To affect the process, a top and a bottom heater in form of plane disks, as well as three jacket heaters in form of coils are mounted in the plant.
Due to its importance the improvement of this process is in focus of the scientific community, resulting e.g. in the application of external travelling magnetic fields (TMFs) [3, 4, 5, 6] . However, a topic that has not received much attention is the process control of this growth technique. This lack of coverage has two main reasons: Firstly, in-situ measurements from the growing crystal (e.g. the shape and position of the phase boundary or the growth rate) as a prerequisite for feedback control are not available or not applicable in an industrial environment [7] . Secondly, the coupled free boundary problems for crystal and melt form a so called two-phase Stefan problem (SP) [8] which is of nonlinear nature.
As is well known, the first issue can be tackled by an appropriate observer design which has already been presented in [9] for the one-phase SP. However, regarding the implementation a simulation model is needed for the observer. Since the simulation of solidification processes and therefore of free boundary problems (FBPs) has been under investigation over the last decades, there are a lot of different numerical schemes like the Enthalpy [10] , LevelSet [11] or Moving-Grid [12] method available, to name just a few. However, being numerical schemes, identifying their variables with a state-space representation for subsequent observer design is not straight forward.
The second issue is broadly discussed in the framework of DPSs. Making the assumption, that the temperature distribution in one phase is constant (which is often justified due to its dominant spatial extent) yields the so called one-phase SP. Regarding this special case, results are lately available for the feedforward design [13] using flatness-, as well as for feedback designs using enthalpy- [14, 15] , geometrically- [16] or backstepping- [17] based approaches. Regarding the full problem, [18] extends the flatness-based motion planning to the two-phase SP, while [19] addresses the problem from the side of optimal control. Concerning feedback, a direct extension of the approaches for the one-phase case is not feasible since for the twophase case, the coupling between the two FBPs has to be taken into account. In this context it is noteworthy that [20] already states a Lyapunov-based control law for the two-phase SP with actuation at one boundary. However, according to our current knowledge there are no results available for the tracking control of the two-phase SP via output feedback concerning multiple inputs.
Objective and structure of the paper
The main goal of this contribution is to introduce methods for tracking control of a one dimensional, two-phase SP via output feedback (resp. observer based state feedback) as a starting point for an improvement of process control in the VGF growth process.
To reach this goal, the paper is structured as follows: In Section 2 the distributed parameter model of the pro- cess is introduced. Section 3 outlines a feedforward control design which is based on the flat parametrisation of the solution by means of power series. This feedforward subsequently serves as the source of a reference temperature profile. Based on this, Section 4 introduces a collocated controller that tracks this reference by utilizing state feedback. Looking at the problem from another point of view and further exploiting the flatness property, Section 5 presents a flatness based state feedback control. This approach relies on a finite dimensional approximation of the system dynamics which is obtained from the parametrisation in Section 3. To comply with the specific demands of the process, different variants of both control concepts are introduced. Since all designs depend on state measurements to some extend, in Section 6 a lumped observer for the flat system approximation is shown. Section 7 presents simulation results for the different control setups using state and output feedback. Finally, a summary and an outlook to further work is given.
Modelling of the VGF process
In this section a one dimensional distributed parameter model of the VGF process plant is derived. For this purpose, the following simplifications are made: The crucible geometry is approximated by a cylinder. Thus, the distribution of the system temperature T in the crucible depends on the time t and the cylindrical coordinates, given by radius r, angle ϕ and height z, as depicted in Figure 2 . Furthermore, any convective effects in the melt are neglected. This is reasonable due to the dominating heat transport by diffusion. Beyond, making use of the fact that the plant itself is rotationally symmetric to the longitudinal axis, the model can be reduced to a meridional plane of the crucible by taking the average over the angular coordinate ϕ. In addition, the lateral heaters are assumed to be used as active isolation, avoiding any heat loss in radial direction and therefore rendering the phase boundary a horizontal line. Hence, averaging over the radius r allows further reduction of the domain to a line whose boundaries represent the bottom and top of the crucible at z = Γ s and z = Γ l , respectively. Summarising, the system temperature is given by T (z, t) for Γ s ≤ z ≤ Γ l and t > 0 while the phase boundary is given by γ (t) ∈ (Γ s , Γ l ).
This leads to the one dimensional nonlinear heat equation [21] 
with the density ρ, the specific heat capacity c p and k the thermal conductivity being temperature-dependent. Assuming piecewise constant parameters for the solid and the liquid phase it is possible to decompose the nonlinear system (1) into two FBPs for the temperatures T s (z, t) and T l (z, t):
Herein, the index "s" denotes the solid and the index "l" the liquid phase. The heat flows u s (t) and u l (t) at the bottom and the top boundary are considered as system inputs with the orientation factors δ s = −1 and δ l = 1. The partial derivative of the quantity T (z, t) with respect to z or t is denoted by ∂ z T (z, t) or ∂ t T (z, t). Finally, α s = ks ρscp,s and α l = k l ρ l c p,l denote the thermal diffusivities. Due to the moving phase boundary latent heat is released by the solidification process. This effect can be modelled by the Stefan condition [22] 
with the density of the melt at melting temperature ρ m and the specific latent heat L. Together, the equations (2) and (3) form the two-phase SP whose state is given by
with Ω = [Γ s , Γ l ]. Note that the PDE-ODE system defined by (2) and (3) is inherently nonlinear since the domains of (2b) and (2e) depend on the state variable γ (t). Furthermore, with the system boundaries admitting access for measurements, the system output is given by
Exploiting the identical structure of the diffusion equations, the following sections will -where applicable -resort to discuss merely one generic temperature distribution T • (z, t) for z ∈ Ω • with • to be replaced by the indices s or l depending on the considered domain.
Feedforward control
This section gives a short recap of a feedforward control design which was presented in [13] for the one-phase and in [23] for the two-phase case to which the reader is kindly directed for further details.
To eliminate the temporal dependency in the boundary conditions of (2), the coordinate transform
is introduced. As a consequence the phase boundary is shifted into the origin of a new, moving reference frame as it can be seen on the right-hand side of Figure 2 . The resulting 1 system is given by
By expressing the solutionT • (z, t) of (7) in terms of a power series inz:T
plugging it into (7a) and comparing the coefficients of like powers ofz the recursion formula
is obtained. A closer examination of (8) shows that the following holds for the initial coefficients :
By utilizing the Stefan condition (7d) solved for the gradient at the liquid side
it follows that the solution for both phases can be expressed by the gradient in the solid ∂zT s (0, t) and the growth rateγ (t). Thus, the system (2) is differentially flat with a flat output
Assuming convergence and truncating the series (8) at an order N , the mapping
1 For details see Appendix A.1.
where α 1 = N/2 − 1 and α 2 = N/2 can be formulated. Finally, choosing the trajectories for the components of y(t) as
where
is of Gevrey-order α G = 1 + 1 σ [24] convergence of the scheme can be shown for α G ≤ 2 [18] .
Hence, by utilizing the boundary condition (7b) the inputs u s (t) and u l (t) are obtained by evaluating the temperature profile which is given the mapping (13). This yields the input map
(t)) (16) given in terms of the flat output. Summarising, by prescribing reference trajectories y r (t) for the flat output y(t), a reference temperature distribution T r (z, t) and input u r (t) can be computed. These results will serve as the basis for the control design in the next section.
Collocated feedback
This section will present an approach for the collocated tracking control of the two-phase SP. To do this, different control errors are compared concerning their suitability concerning the VGF process and the stability of the closed loop is investigated. In detail, the profile T r (z, t), introduced in the previous section, will be utilised as control reference while the input trajectories u r (t) are not needed. Note that all considerations in this section are conducted in the original spatially fixed coordinates.
Error definitions
Choosing the distributed temperature error
as deviation of the system temperature T (z, t) from the reference profile T r (z, t) over the complete spatial domain as in [20] seems natural at a first glance. However, this is not useful in order to meat the technological requirements: Due to the biphasic character of the system, convergence of e(z, t) into the origin implies convergence of the phase boundary position error
However, the quality of the crystal does not depend on the position of the phase boundary but rather on its velocity. Moreover, it seems more natural to compare the temperature of like phases only. As a consequence the error is defined on the basis of a shifted reference trajectorỹ
in combination with (18) . To do so, however, the planning for the reference profile T r (z, t) has to be carried out on an extended spatial domain. More precisely, for any admissible ∆γ (t), the profile T r (z − ∆γ (t), t) must not be evaluated outside of its domain. Considering the plant properties, it follows that ∆γ (t) ∈ (Γ s − Γ l , Γ l − Γ s ). Therefore, a feasible domain for T r (z, t) would be (z, t) ∈ Ω r × R + , with
Herein, the second term in the rigth-hand side of (20b) can be understood as a feedforward part. However, it does not coincide with the reference input u r (t) due to the spatial shift. Finally, the error state is given by
Control law
A very intuitive way to manipulate the system is to convert (20b) into
This leads to the feedback law
Albeit reasonable in its composition, the control law only honours the boundary error at z = Γ • . Hence, further analysis is required to ensure convergence of ∆γ (t).
Stability analysis
Although the framework which will be applied here was already laid out in [25] for finite dimensional systems, the nomenclature, used in the following is borrowed from [26] due to its application for the infinite dimensional case. Keeping in mind that the tracking of the growth velocitẏ γ (t) is more important than the exact adjustment of the boundary position γ (t), it is apparent that to obtain the desired results, ξ(z, t) may not necessarily converge into the origin but rather into a compact subset of the state space, given by
2 Details in Appendix A.2.
with X from (4). Assuming that ξ(z, t) ∈ A for some t, (20d) yields that ∆γ (t) = 0. Using this information, (20a) gives ∂ tẽ (z, t) = 0. Thus ξ(z, 0) ∈ A =⇒ ξ(z, t) ∈ A ∀t ≥ 0, rendering A an invariant set of the system (20) . Furthermore let the distance of an element x ∈ X to A be given by |x| A := min { x − y X | y ∈ A} and consider the function classes:
and strictly increasing}
As stated in [26] , if there exists a Lyapunov function V (ξ) 3 , so that
with a 1 , a 2 ∈ K ∞ and b ∈ K hold, the system (20) is uniformly globally asymptotically stable with respect to A. For this purpose, the Lyapunov function candidate
is used, which fulfils condition (25a). Furthermore, in the first part of Appendix B it is shown that for a simplified reference profile T r (z, t), the candidate (26) satisfies (25b). Thus, rendering it a Lyapunov function for (20) with respect to A. Softening those demands on T r (z, t) is possible but leads to stricter requirements for the phase boundary error ∆γ (t), which are again hard to show for the general case. The detailed steps are given in in the second part of Appendix B. However, simulation results show that the system state ξ converges to A for non-trivial reference profiles, too.
Distributed Feedback
Exploiting the fact that parametrisation of the system (2)-(3) which is introduced in Section 3 is differentially flat [13, 18] with the flat output (12), this property can be used to design a feedback in a straight-forward fashion without the explicit computation of a reference temperature profile.
System State
In [27, Ch. 5] a state space representation for a diffusion equation is given by means of the series coefficients of a power approximation. Therein, the components of a new state ζ 
. , c •,N (t))
T belong to an approximation of an order N . Instead of extending this approach by combining the coefficients of the solid and liquid approximations into an extended state vectorζ
T one may directly use the appropriate derivatives of the flat output. Hence, the state components χ N n (t), 1 ≤ n ≤ M with M = (α 1 + α 2 + 2) in flat coordinates constitute the state vector χ N (t) ∈ R M which reads:
Herein, the required derivatives can be obtained from the iterated recursion formulas for both phases, cf. (9), for clarity condensed in the map
Thus, examining the components of the derivativeχ N (t) two integrator chains become apparent:
Herein, the yet unknown derivatives y can be obtained from an extended version of (28) by using the extended coefficient stateζ N +1 (t):
However this mapping requires the coefficients c s,N +1 (t) and c l,N +1 (t). Fortunately, these can be acquired from the respective boundary conditions of both phases, cf. (7b), after inserting the series expansion
wherein the coefficients c •,1 (t) to c •,N (t) can readily be computed from χ N (t). According to (5), the outputs of each phase are given by
Hence, by usingψ N (·), the inverse of the map (28), the output can be written as
Feedback Design
Regarding y 1 (t) and y 2 (t) as the outputs of the system, the tracking errors
are defined. Hence, the decoupled linear error dynamics
are prescribed by choosing appropriate coefficients κ 1 and κ 2 . Defining the new inputs v 1 (t) := y (α1+1) 1 (t) and v 2 (t) := y (α2+1) 2 (t), by using the inverse of (30) 
the extended series coefficient set can be computed. Lastly, evaluation of (16) yields the control input u(t). However, this design inherits the problem that an already grown crystal will be remelted if the measured interface position is ahead of the reference. Therefore, in view of the shifted error system (19) , the pair (y 1 (t),ẏ 2 (t)) may be regarded as the output of a modified system, yielding ε 2 (t) =ẏ 2 (t) −ẏ 2,r (t) as well as the dynamics
instead of (35b). Thus, a modified virtual input can be stated asṽ 2 (t) :=ε
(t) which, by using (36) and (16) withṽ 2 (t) instead ofṽ 2 (t), yields the modified control inputũ(t).
Observer Design
This section performs an observer design as shown in [28] , however in this case based on the flat system state (27) . The estimated system with the statex(t) is given by the copyẋ
with L(t) to be chosen later on andη(t) =η(t) − η(t). The plant model (38) is extended in the following way:
Herein, µ(t) and ν(t) represent disturbances acting on the system input and output, respectively. Furthermore, denotingx(t) =x(t) − x(t), the observer error dynamicṡ
is obtained. In the following, the computation of L(t) will be performed on a linearisation of (40) along the reference trajectory y r (t), given by:
By defining the cost functional (42) where S ∈ R M ×M and R, Q ∈ R 2×2 denote penalties concerning the initial error as well as the disturbances on input and output, respectively. As [29, Th. 40, p .378] states, using the solution Π(t) ∈ R M ×M of the Filtering Riccati Differential Equation (FDRE)
with the initial condition
the choice
yields the optimal estimation for (41) regarding (42). Note that the solution of (43) can be done in advance.
Results
The theoretical results of the previous sections will now be evaluated by simulations. A finite element method (FEM) approximation using the boundary-immobilisation method will serve as a simulation model to compare the different feedback designs on a process oriented benchmark from the VGF process. The corresponding parameters are given in Table 1 .
Setup and feedforward
For the trajectory planning, the following initial situation is assumed: The phase boundary is resting (γ(0) = 0 m s −1 ) at γ(0) = 0.2 m. Furthermore, as a result of a previous step (as shown in [18] ) a gradient of ∂ t T s (γ(0), 0) = 17 K cm −1 has been established at the solid side of the phase boundary. Now, the growth process is performed by prescribing γ r (t). Figure 3 shows the generated trajectories for ∂ t T s,r (γ r (t), t) and γ r (t) as well as the calculated system inputs u s (t) and u l (t).
Feedback
To emulate a real growth process, an initial error of γ e (0) = 100 mm andγ e (0) = −3 mm h −1 is introduced to the test-setup. To gain an extensive overview, two versions of the collocated controller from Section 4 are evaluated, one using the fixed error definition from (17) and one using the shifted error from (19) . Furthermore, two variants Out. Weight Mat.
Output dist.
Sim. Disc. Nodes N fem 41 of the distributed controller from Section 5 are analysed, using the standard (34) and modified tracking error (37).
As Figure 5a shows, the "fixed" collocated feedback (orange, solid) successfully corrects the initial error in the phase boundary position and tracks the reference. To do this however, a part of the already grown crystal has to be remolten which is to be avoided. In contrast, the collocated feedback with the shifted error system (orange, dashed) ignores the error in γ (t) and makes no attempts on remelting the crystal. Furthermore, in Figure 5b it can be seen that this variant corrects the growth rate error faster than its fixed counterpart. However, a drawback that remains for this controller is that due to the simple reference shifting, a larger crystal is obtained at the end of the process if no further logic is superimposed. Now to the standard variant of the distributed feedback (green, solid). As it can be seen in Figure 5a , the error in γ (t) is successfully corrected and the growth target is reached. Nevertheless, Figure 5b shows a severe spike in the growth rate, originating from the swift correction of γ (t), thus remelting the crystal. Opposed to this, the version with the modified tracking error (green, dashed) tolerates the initial deviation in γ (t) and continues tracking the trajectory ofγ (t). However, as for the shifted variant of the collocated feedback, the deviation in γ (t) still appears at the end. The control parameters for these simulations can be found in Appendix D.
Observer
To analyse the observer performance a system under pure feedforward control is considered. For this case, the initial state estimateχ N (0) of the observer is specified using the reference trajectory y r (0). To examine the robustness against disturbances, the real system starts with the initial errors γ e (0) = 100 mm andγ e (0) = −3 mm h −1 for both, the crystallisation interface and the growth rate, respectively. Furthermore, the process disturbances µ(t) and ν(t) are realised by zero-mean normal distributed noise, distorting the input and output measurements as illustrated in Figure 6 . As Figure 7b displays, the state estimate quickly converges against the real one and the system state is properly tracked afterwards. Due to the different scales of the components in χ N (t), internally a scaled versionχ N (t) = T N χ N (t) has been used, with T N given in Appendix D.
Complete control system
To examine the performance of the feedback controller when supplied with the state estimates from the observer instead of the real system state, a similar setup is used. Particularly, the estimate is generated by an observer of type (39) which is using the model introduced in Subsection 5.1. By way of example, the distributed feedback controller with modified tracking error is used to close the control loop. As the bottom plot in Figure 8 shows, the closed loop performs as expected. Figure 6 : Inputs (top) and outputs (bottom) of the original system (dark) and their disturbed counterparts (light), used by the observer.
Conclusion and outlook
In this contribution, reference tracking control strategies for the VGF process, modelled as a two-phase SP have been presented. Based on the process demands not to remelt the already solidified domain, two different control approaches have been developed. The performance of components of the control system has been proven by a simulation study.
A drawback of the proposed solutions is the convergence of the utilised series for smaller transition times. While this is not a problem for the growth of GaAs, it may cause complications for the production of other materials. A direct alternative would be to use so called (N, ξ)-approximate k-sums as introduced in [30] . However, another promising approach is the control via a time-variant backstepping transformation c.f [31] which is currently under investigation and will be covered in a forthcoming publication. 
Making use of definition (19) , one arrives at ∂ tẽ (z, t) = α • ∂ 2 zẽ (z, t) + ∆γ (t)∂ z T r (z − ∆γ (t), t) , while the related boundary conditions are given by
e(γ (t), t) = T (γ (t), t) − T r (γ (t) − ∆γ (t), t)
Hence, the resulting error system is governed by
zẽ (z, t) + ∆γ (t)∂ z T r (z − ∆γ (t), t)
e(γ (t), t) = 0 .
Appendix B. Stability analysis
Firstly, V (ξ) is decomposed into
with V s (ξ) = For the sake of brevity, the next steps will focus on the generic function V • (ξ) since they are similar for V s (ξ) and V l (ξ). Differentiation of
• (z, t) dz (B.2) leads tȯ
• (z, t)∂ tẽ• (z, t) dz .
Using (20c) and substituting the system dynamics (20a) one obtainṡ
+ ∆γ (t)∂ z T •,r (z − ∆γ (t), t) dz .
Integration by parts of the first summand yieldṡ To reassembleV • (ξ) in the expression, the first term has to be rearranged. Therefore, a slightly modified version of the Poincaré inequality (CSI) is introduced, based on the one given in [32] . 
