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Abstract 
Let A be a nonnegative integral n-square matrix with row sums ~1, ,r,,. It is known that 
per,4 <II:=, r,!i’r’ if A is a (0, I)-matrix (Mint, 1963; Brigman, 1973) and also that per..4 d 1 
+ n:=, (G - I) if A is fully indecomposable (Donald et al., 1984). These two bounds are, 
in general, uncomparable, cvcn in the cast that A is a fully indccomposablc (0, 1 )-matrix. 
In this paper we obtain some comparison test for these bounds with the aid of a function 
involving the gamma function. 0 1998 Elsevier Science B.V. All rights reserved. 
1. Introduction 
is 
The permunent of an n-square matrix A = (aij) with entries from a commutative ring 
defined by 
per A = C al,(~) . . . h+), 
aa-,, 
where S, denotes the symmetric group of order n. If A happens to be a (O,l)-matrix, 
per A counts the number of all permutations CT E S, such that al,(l) . . ana(,,) = 1. For 
this reason, the permanent has applications in many enumeration problems (cf. [9, 
Section 8.21). For instance, if A denotes the adjacency matrix of a bipartite graph with 
n = 2m vertices corresponding to the rows and colums of A, then the number of perfect 
matchings in the graph is given by (perA)‘j2. 
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An n-square (O,l)-matrix A is called partly decomposable if there are n-square per- 
mutation matrices P and Q such that 
where B and C denote square blocks. A is called fully indecomposable if A is not partly 
decomposable. For an arbitrary (0,l )-matrix A the matrices P and Q can be chosen such 
that A is transformed into a block triangular matrix with fully indecomposable diagonal 
blocks Ai, i=l,..., t, nl + ... + n, = n for a suitable t. If perA # 0, it follows that 
perA = ni=, perAi, i.e. it suffices to deal with fully indecomposable matrices when 
studying the permanent of (O,l)-matrices [2, p. 2281. 
Since, in terms of complexity theory, the evaluation of the permanent of a square 
(O,l)-matrix is a #P-complete problem [12, p. 1941, one often has to be satisfied with 
(lower and upper) bounds for permanents (cf. [9]). In this paper we will consider the 
following two (best possible) upper bounds for the permanent of (O,l)-matrices resp. 
fully indecomposable nonnegative integral matrices. 
(a) Let A denote an n-square (0, 1)-matrix with row sums ~1,. ,r,. Then 
(1) 
i=l 
with equality if and only if A is permutation equivalent to a direct sum of all-one- 
matrices (conjectured by Mint [8, p. 7911, and proved by Bregman ([l, p. 301; see 
also [9, pp. 107-1081). 
(b) Let A denote a fully indecomposable n-square matrix with nonnegative integral 
entries and row sums rl, . . . , I-,. Then 
perAd +fi(r, - 1) 
i=l 
(2) 
([4, p. 1931; the case of equality is characterized in [5]). 
Even if we restrict ourselves to fully indecomposable (0,l )-matrices, then (1) and 
(2) are, in general, not comparable. However, it is noted in [4, p. 1951 (cf. also 
[lo, p. 1281) that (1) is sharper than (2) if many row sums are greater than 2, and 
that (2) is sharper than (1) if many row sums equal 2 and the other row sums are not 
excessively large. This indicates to us that the number of rows containing exactly two 
ones plays a key role in comparing these two bounds. Introducing this number as an 
additional parameter, we are able to predict, to some extent, which of the bounds (1) or 
(2) is the better one for a given fully indecomposable (0,l )-matrix. This substantially 
extends the example and the remarks given in [4], resp. [lo]. 
2. Properties of a function involving 
Let Q(x) be a function defined by 
@p(x) := T(x + l)“I, X > 0, 
the gamma function 
(3) 
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where f(x) denotes the gamma function. Note that @(n) = n!‘in for all positive inte- 
gers n. We wish to establish a couple of properties of the function Q(x) as well of 
a class of functions related to Q(x). These properties not only turn out to be useful 
for the wanted comparison between different upper bounds for the permanent of fully 
indecomposable (0,l )-matrices but deserve interest in themselves, too. 
Observe that 
ean+b 
k=O 
(4) 
We are interested in the behavior of the nth root of the (n+ I)th term on the right-hand 
side of (4), (an + b)/(n!““), in connection with some exponential Cmction depending 
on n. We consider a function h(n) that satisfies 
eMn) an + b - 
n!l!n . 
Generalizing the function h(n) into a function with continuous variable we define 
another function 
g&(X) := In *, 
b 
G(x) 
x>-->l, 
a 
where a and b are real constants. This function g&x) has the following important 
properties. 
Theorem 1. g&X) is a strictly increasing and concave function of x. Moreover, we 
have 
lim g&x) = 1 + In a. (7) X-DC: 
Proof. In order to prove the monotonicity property of g, it suffices to show that, for 
fixed a and b, gL,b(x) >0 whenever x> -b/u. Recall Stirling’s formula for the gamma 
function, 
f(x) = &x~-w) e-“+P’(X), x, 0, (8) 
where p(x) is a strictly decreasing function with 
x > 0, 
and 
#LL”(X)>O, x>o 
(cf. [3, p. 283, formula (279.1)], resp. [3, p. 279, pussim]). Because of 
(9) 
(10) 
ln@(x)=~lnT(x+ l)=-Jlnxr(x), (11) 
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we obtain from (8) that 
gn,b(x) = ln(0.x + b) - ln Q(x) 
In 2xx cc(x) =ln(ax+b)-lnx+l-2x---. (12) 
X 
Hence, we have 
1 
&Ax) = 5 - - - 
2-2ln27tx 
x 4x2 
(13) 
Since both p(x) and l/x are strictly decreasing, their product has the same property 
and, therefore, 
Moreover, since x > 1, we have 
- 2-2ln2nx, _ 2-2ln2rr:,O 
4x* 4x* 
(15) 
and 
a 1 -___= 
ax + b 
-bla ,O 
x x(x+b/a) ’ 
(16) 
Combining (13)-(16) we get gA,b(x)>O. 
In order to prove the concavity of g, it suffices to show that, for fixed a and b, 
&(x) ~0 whenever x > - b/a. From (13) we obtain 
g&(x) = 
2(b/a)x + (b/a)* + 3 - 2 In 27cx 
x2(x + b/a)* 2x3 
Because of (9) and (lo), and the fact that p(x) is strictly decreasing, we get 
Moreover, since x > - b/a > 1, 
and 
3 - 2ln2xx 1 
2x3 
<-g<o. 
Combining (17)-(20) we get g&(x)<O. 
(17) 
(18) 
(19) 
(20) 
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Finally, we show (7). By (9), p(x) is bounded from the above by & for x > 1. 
Hence, (12) gives 
lim ga.h(x) = 1 + lim 
ax + b In 27c.x 
In ~ - - P(X) = 1 + lna. fl 
X’CC x-03 X 2x X 
We would like to mention that the method of proving Theorem 1 has been suggested 
by the recent investigation [7]. 
Let us define the function 
J.(x) := 91,-l(X), x> 1. (21) 
Corollary 1. (a) 3,(x) is strictly increasing and concave. Moreover, we have 
lim A(x)= 1. 
X-X 
(b) The following inequalities hold: 
@(x)>x - 1 ifo<x<x(), 
@(x)<x - 1 ifx()<x<cO, 
(22) 
where x0 = 2.695 142.. . is the unique zero of the function A(x) on the interval x > 1. 
(c) The function (x - l)/@(x) is strictly increasing for x> 1. 
Next, we present lower and upper bounds for Q(n) which will be needed in Section 3. 
Theorem 2. Let n 2 1 be an integer. Then 
(23) 
where the inequality on the right-hand side of (23) is strict whenever n 22. 
Proof. The left-hand side of (23) is contained implicitly in the proof of Theorem 1 
in [Ill. So, we are left to show the right-hand side of (23). Let s be an integer such 
that Obs<n. Then 
(n + I)“= 2 ’ ns-‘< ks’n”-‘< Fsrns-r=ns 
0 
’ 
nS+l 
= __ 
r 1 - (s/n) 
(24) 
r=O r=O r=O 
n -s 
since s/n < 1, so that 
(25) 
This inequality is strict whenever s 3 1 since (F) < s’ if O<r- 1 <s. By virtue of (25) 
n-1 
?I!= I-I (n-s) G(l +(1;;)‘“-*)n,2 = [(n$]n’2- 
s=o 
(26) 
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Therefore, for each positive integer n, we have 
This inequality is strict whenever n 22. 0 
Corollary 2. Let n 22 be an integer. Then we have 
@(n - l)@(n + l)<@(n)2. 
(27) 
(28) 
Proof. We observe that 
@(42 n12in 
@(n - l)@(n + 1) = (n - l)!tl(+l)(n + l)!l/@+l) 
=n!n 
2-A-h nl/(n-l) 
(n + l)l/(n+l) 
l&z-l) 
= 1 1 
#+l 
~. 
@(n)2 (n + 1)*-l 1 >l 
by virtue of Theorem 2. CI 
Remark 1. Corollary 2 is a slight improvement of a previous result [6, p. 30, Lemma 21 
in as much as it shows that the inequality (28) is always strict for n>2. 
3. Comparison of bounds for permanents 
In view of Corollary 1, (b), the bound given in (1) is better (resp. worse) than the 
bound given in (2) if Yi 23 for all i (resp. Yi = 2 for all i). However, for a given fully 
indecomposable (0,l )-matrix, e. g., 
110000 
111000 
001101 
A= 
010110’ 
000110 
001001 
it is not straightforward to tell which of the bounds in (1) and (2) provides the better 
estimation. (By the way, in this particular case, the bound in (2) is better.) 
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We are going to introduce a couple of notational conventions now. Let rl, . , r, 
denote the row sums of a fully indecomposable n-square (O,l)-matrix (this implies 
2<ri<n for all i= l,..., n), and let r=(q ,..., rn). We define 
p(v) := fi @(rj) 
r=l 
and 
b(r):= 1 + fi(ri - 1). 
i=l 
For integers n and k with 0 <k <n let 
Y’(n, k) := {r = (q, . . . , r,) E Z”: k of the ri’s are 2,3 <r, <n otherwise}. (29) 
In this paper we determine the sets 
K,:={k~z: O<kdn, p(r)<d(r) for all rEY(n,k)} (30) 
and 
L,:={kcZ: Obkbn, p(r)>d(r) for all rEP’(n,k)}. (31) 
ItisverymuchlikelythatifkEK,, k>l (resp.kEL,, Ken-l),then{l,2,...,k}C 
K, (resp. {k,k+ 1,. .., n - l} CL,,). However, at the moment, it is not obvious whether 
k E K, and k 2 1 (resp. k EL, and k d n - 1) would imply that k - 1 E & (rev. 
k+ 1 E L, ). We prove that K, = { 0, 1,2, . . , kl(n)} and L, = {kz(n),kz(n)+l,. . ., n-l,n} 
for some integers k,(n) and kz(n) depending on n, along with precise expressions for 
k,(n) and kz(n) in terms of n. 
Lemma 1. Let~k=(2 ,..., 2,3 ,..., 3)andyk=(2 ,..., 2,n ,..., n)bevectorsin,Y(n,k). 
Then, for all r E Y(n, k), we have 
6(xk ) - P(xk) d a(r) - p(r) d &_vk) - ptik 1. (32) 
Proof. Let r = (t-1,. , r,) E Y(n, k). Without loss of generality we may assume that 
r=(2 ,..., 2,rkft ,..., rfl) where 3<ri<n for all i=k+ l,..., n. Now, 
6(r) - I*(r) = 1 + fi (rI - 1) - 2k12 fi @(rj) 
i=k+ 1 I=k+l 
= 1 + fi qri) fi !I._! _ 2’+ 
i=k+l izk+, @jcri) 1 
(33) 
Since Q(n) is strictly increasing (cf. [ll, p. 41, Corollary 11) and since (n - l)/@(n) 
is strictly increasing by Corollary l(c), we have 
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and 
2 Yi - 1 n-1 - - 
G(3) ’ @(Yi) ‘m 
for all i = k + 1,. . . , n. Then (32) follows from (33). 0 
First we determine the set K,. In the following, for integers n and k with 0 G k Gn, 
let 
and let 
ln(2&/ti) 
’ ‘= ln(2/fi) 
=4.614131.... 
(34) 
(35) 
Notice that .c(n, k) >O, and c(n, k) + 0 as (n-k) -00, and that a(n,k)<l if kbn- 1. 
The following inequality, which may or may not hold for a given n, plays a key 
role in determining k,(n): 
[n/c] + 1 - 5 <E(lt, [n/c] + I), (36) 
where 1x1 denotes the greatest integer less than or equal to x. 
Theorem 3. Let n>3 be an integer and let K,, be the set dejined in (30). Then 
K,={0,1,2 ,..., kl(n)} where 
[ZJ + 1 if(36) holds, 
kl (n) = (37) 
1:1 otherwise. 
Proof. We show that K, = {k E 2: 0 <k < [n/c] + a,} where 
1 
1 if (36) holds, 
a, = (38) 
0 otherwise. 
Let xk = (2,. . . , 2,3,. . . ,3) E Y(n, k). Then, in view of Lemma 1, we see that K, con- 
sists of all integers k, O<kdn, such that P(Q) <S(XI,). Since 
p(xk) = 2k’2@(3)n-k (39) 
and 
6(xk) = 2”-k (1+$ 
we see that p(xk)<@Xk) holds if and only if 
(40) 
(41) 
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or, equivalently, 
k  < n WV*> 
ln(2JZlS) + ln(2JZ/G) 
l ln(l+&). (42) 
Thus, we see that k E K,, if and only if 
k<; +&(n,k). (43) 
If k d Ln/cj, then k satisfies (43). Therefore, we see that (0, 1,2,. . . , \n/c] } C K,. The 
inequality (43) holds for k = [n/c] + 1 if and only if (36) holds. Thus La/c] + 1 E K, 
if and only if (36) holds. 
Finally we show that K, does not contain any of the integers k with Ln/cj +2 d k d n. 
Certainly, n $ K,. Let k be such that ln/cJ + 2 d k < n - 1. Then, since a(n, k ) < 1 in 
this case, we have 
k>(ln/c] + l)+ l>;+s(n,k), (44) 
which tells us that k $! K,,, and the proof is complete. q 
Next, we determine the set L,. For this purpose, let & = A(n), where n(n) is the 
function defined in (21). Furthermore, let 
pn:=l + kp 
n 
and let 
{(n,k):= ’ 
In Jz + I, 
(45) 
Notice that /$\(l +lnfi) since 1,/l, and that [(n,k)-fO as n+oc and k<n. 
Notice also that [(n, k) < 1 if k <n - 1. In determining k*(n), we make use of the 
inequality (which again may or may not hold for a given n) 
lnlM + l - ; >i(n, ln/j3J + 1). (47) 
Theorem 4. Let n 23 be an integer and let L, be the set defined in (31). Then 
L, = {kz(n),kz(n) + 1,. .,n - l,n} where 
[f-J + 1 if(47) holds, 
kz(n) = (48 1 
liJ+2 otherwise. 
Proof. We show that L, = {k E Z: [n/j?,,] + b, <k <n} where 
1 if (47) holds, 
6, = 
2 otherwise. 
(49) 
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Let ok = (2,. . . , 2,n,. . ,n) E Y(n,k). Then, as in the proof of Theorem 3, we see that 
L, consists of all integers k, OGkdn, such that &JJ~)>S(JQ). Since 
&Q) = 2QD(n)“-k (50) 
and 
btik)=fn - l)n-k 
1 
1 + cn _ ly_k 2 
) 
we see that &)k) >sbk) if and only if 
(51) 
(52) 
which is equivalent to 
k>; + i(n,k). 
n 
(53) 
Clearly, n E L,. If k is an integer such that Ln/,!In] + 2 <k <n - 1, then, since [(n, k) < 1, 
we see that k satisfies (53). Therefore, L, contains all integers k with Ln/PnJ +2 <k 6 12. 
The inequality (53) holds for k = [n/fin] + 1 if and only if (47) holds. Thus [n//&l 
+ 1 E L, if and only if (47) holds. It is clear that if k < [r~//?~], then k does not satisfy 
(53), and the proof is complete. q 
Remark 2. Since a(n, [n/c] + 1) + 0 and [(n, In//$ J + 1) --) 0 as n --f co, it is very 
much unlikely that (36) holds and it is very much likely that (53) holds. Therefore, 
for most of n’s, it is very much likely that kl(n) = ln/cJ and kz(n) = Ln/& + 1. 
For the determination of the number kl(n) the constant c is used as a scaling divisor. 
For the case of kz(n), however, the scaling divisor &, used in Theorem 4 depends on n. 
One may expect a constant replacing /In. The number /3 = 1 + In v?! might be a suitable 
candidate for this replacement. Nevertheless, the difference between fin and p is quite 
too large to justify such a replacement unless n is sufhciently large, as we can observe 
from Table 1. 
The constant /?, however, meets this need at least to some extent as we see in the 
following. 
Theorem 5. Let n >4 and let k <n be an integer. Zf k > n/( 1 + In a), then k E L,. 
Proof. Let p := 1 + In & = 1.346573.. . Suppose that k >n//?. Then k 2 Ln//3] + 1. 
If k = n, then we are done. Suppose now that k <n - 1. In the proof of Theorem 4 we 
observed that if 1 E L, and 1 d n - 1, then I+ 1 EL,. Hence, it suffices to show that 
[n//&J + 1 EL,, or that 
in/Pi + 1> $ + Rn, in/Pi + 1 h (54) 
n 
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Table 1 
n Bn Pn -P 
3 4.6141 3.2675 
4 2.1396 __. 0.7931 
5 1.8082 ___ 0.4616 
6 1.6757 1.. 0.3291 
7 1.6039 0.2573 
8 1.5586 _. 0.2121 
9 1.5274 0.1809 
10 1.5046 0.1580 
20 1.4187 .__ 0.0721 
30 1.3944 0.0478 
40 1.3827 0.0361 
50 1.3757 . 0.0292 _.r 
60 1.3711 0.0245 
70 1.3678 0.0212 
80 1.3653 0.0187 
90 1.3634 ._. 0.0168 
100 1.3618 0.0152 _.. 
which is implied by 
(55) can be rewritten as 
( 1 An 1 1 n l+ln~-2.,+lnJZ > A, + h-l Jz In x 
where 
1 
x= l + cn _ I)“-LnIBJ-1’ 
and (56) is equivalent to 
i2(i-A,)> (l+&)lno. 
Since ~24, we have that [n//lJ + 1 dn - 1 and hence that adfd(fi 
1 + (l/ In &) < 4, it follows that 
4ln&-> (l+&)lna. 
Therefore, to prove (58) it suffices to show the validity of 
n(1 -A,)>41nL 
E-1 
or 
n 
n>n&+4ln---. 
n-l 
(55) 
(56) 
(57) 
(58) 
1). Since 
(59) 
(60) 
(61) 
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Since @(n)>P+‘/(n f 1)” by Theorem 2, we see that 
n& +41n 5=ln[(Z)“($J] 
<In [($-J)‘; (?)‘“I. (62) 
Since 
en> (Z+>“; 3 (?)“; (+>“-‘, 
(61) follows from (62) completing the proof. Cl 
Remark 3. The advantage of Theorem 5 in testing whether k EL, is not only that the 
number p is independent of n but also that the i-term is not needed any more. 
Remark 4. According to the size of the scaling divisors c and B,, resp. /J there appears 
some gap between the sets K,, and L, for which no prediction can be made. Roughly 
speaking, p(r) <6(u) (resp. ~(Y)>c~(Y)) if at most 22% (resp. at least 74O/o) of all row 
sums equal 2. 
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