Abstract-Average-case algorithm analysis is usually viewed as a tough subject by students in the first courses in computer science. Traditionally, these topics are fully developed in advanced courses with a clear mathematical orientation. The work presented here is not an alternative to this, rather, it presents the analysis of algorithms (and average-case in particular) adapted to the mathematical background of students in an elementary course on Algorithms or Programming by using two selected case-studies.
I. INTRODUCTION
T HIS paper complements the contents of a significant part of an elementary course on Algorithm Analysis. A course like this is being taught at the Universitat de València under the framework of the recently updated curricula in Computer Science in Spain ("Ingeniería a Informàtica"). According to the current schedule of these studies, some of the compulsory subjects on Algorithm Analysis have to be included in the first years of study with hardly any previous experience with Advanced Programming and, with only limited knowledge about Algebra, Calculus and Discrete Mathematics.
In this context, the paper proposes the use of some selected case-studies to practice average-case analysis. Depending on students' background, the material presented in this paper could be covered using mixed classroom-lab sessions from about four to eight hours. Other similar algorithms could have also been considered either as an alternative or to look further into this topic. The only requirement of the approach presented here is that the student is supposed to know basic programming techniques and, at least, one high-level programming language (Pascal, for example).
Simple iterative algorithms have been selected in order to easily obtain accurate expressions about their performance. Nevertheless, these selected algorithms present interesting cases from the point of view of obtaining their worst and average performance. The implementation of the algorithms using a high-level programming language and the empirical measures on them help the student understand the relevance of analyzing the algorithms and the differences among efficient and nonefficient algorithms.
While the material presented throughout this paper can not actually be considered new, some hopefully original contributions are: 1) the selection of the algorithms to be studied, so that accurate analysis can be done at an elementary level and 2) the presentation of the theoretical analysis which is based on elementary mathematical concepts and tools, so that the same remarks as in 1) hold. Another contribution of this paper is the derivation of the variances of the two algorithms using the same mathematical tools. This paper is organized as follows. In the next section, the main motivations and objectives of this work are explained. Section III briefly outlines the contents of the theoretical sessions that should precede the practical ones presented. The contents of the two case-studies considered are exhaustively described in Section IV. The paper ends with Section V, where the main conclusions and possibilities for further extensions are described.
II. MOTIVATION AND OBJECTIVES
The study of algorithms is one of the bases of modern Programming and is widely understood as a common prerequisite to many other topics in Computer Science Studies [2] . The analysis of the behavior of the algorithms in terms of time complexity is a well-established field both in teaching and research environments. The particular case of average-case algorithm analysis is usually seen as an advanced subtopic because only few algorithms can be fully analyzed in this way and, moreover, it usually requires a considerable mathematical background [5] , [4] .
As a consequence, average-case analysis is usually relegated to more advanced courses, while in elementary courses, only the introduction of the concepts and some trivial examples are given. It is not uncommon that after several courses, almost the only nontrivial result which is fully developed is the (well-known) average performance of the Quicksort algorithm. It is rather difficult to find books which include techniques and examples for average-case analysis. This is quite understandable because these techniques are different for different algorithms and require a lot of mathematical requirements in most of the cases.
Our main interest in presenting this work is to include some of the main aspects of average-case analysis in an elementary course. We propose introducing the basic ideas about algorithm analysis through two case-studies in which the students need to investigate the inside of the algorithms, to obtain accurate expressions for their performance and, 0018-9359/99$10.00 © 1999 IEEE finally, to experimentally check the correctness of the previous analysis using their own programs.
To present such case-studies to students, we basically need two things. First, to find good nontrivial examples which are representative enough of a convenient range of situations. And second, to present an exhaustive (but easily understandable) analysis requiring only a limited mathematical background. As a result, the students fully understand the relevance of algorithm analysis instead of having the impression of a very boring discipline in programming with no practical use.
To contribute to this practically oriented viewpoint this material should be complemented by introducing the subject of algorithm analysis through a visual and intuitive approach making use of the capabilities of current systems and platforms [3] , [1] . This should also be compatible with a more advanced (maybe optional) course on Algorithms where these topics would be presented much more formally.
III. THEORETICAL REQUIREMENTS
The course in which this work can be used is assumed to include topics some of which are compulsory and some which may be optional.
The compulsory ones should include basics on algorithms, complexity measures, and definition of worst case and averagecase time complexity. Also, an introduction to asymptotic notation and to the induction principle and their application in programming should precede these sessions.
Something which would be highly recommended, but not compulsory would be an overview of summation techniques [4] (to complement a previous course on calculus) and also an introduction to recursive algorithm analysis or, at least, an overview of techniques for solving recurrences [6] . Some of these requirements could be included in the same course or they could be offered in a previous or parallel course on discrete mathematics.
IV. PRACTICAL SESSIONS
In this section, two simple algorithms are presented, analyzed, implemented and empirically tested. With each algorithm, a possible statement is given summarizing the different items which are to be developed both in the classroom and in the laboratory sessions. Depending on the type of course, the background of the students and, of course, the preferences of the teacher, they can be used in several different ways. The statements should be modified according to the parts introduced in the classroom and the parts to be obtained and developed by the students.
The implementation of the algorithms, empirical complexity measures on them, and graphical representation of the results are to be obtained by the students either in practical laboratory exercises and/or as homework. Depending on the programming skills of the students, they should be provided with significant parts of the programs to be developed. For example, routines for permutation and combination generation should be made available or explicitly introduced apart from the material presented here. Some tools for data processing and graphical representation should also be made available for the students in order to obtain and appropriately represent the empirical results.
Some advanced and/or optional exercises are shown here as home exercises. Some of them (as measuring the time in seconds) should be considered as almost compulsory while others (as calculating variances) may be too complicated in some cases and should be optional.
In the following, we fully develop the first theoretical part of each algorithm and also give some of the graphical results of the practical exercises for illustration purposes. In developing the first part, a few assumptions have to be made in order to make the analysis feasible. These assumptions should be explicitly mentioned in the statements, if the corresponding parts are left as exercises.
Even though we do not draw any conclusions about each algorithm here, this should be the main outcome of these case-studies. The students should be capable of answering questions about the behavior of the algorithms and how the implementation details and deviation from the ideal conditions may affect their performance. This could be used for student evaluation purposes along with programming style and pure theoretical exercises.
A. Binary Search
Searching a given element into an ordered sequence of data constitutes a common problem which arises in many applications in computing. This can be done easily and efficiently by using binary search. Different versions of this algorithm exist and they can be found in any book about algorithms or about programming in general. It can also be easily shown that this algorithm works in time lg in the worst case. Our main interest in this exercise is to study the running time of a particular version of the algorithm in every possible case in order to obtain its average-case cost. As the student is supposed to be familiar with the algorithm itself, we give the corresponding pseudo-code directly followed by the analysis of the algorithm. In this algorithm, it is assumed that is any data type that can be ordered and its main outcome, is the position in the array of the searched element, or zero in the case that is not present.
A statement for the work to be carried out around this algorithm could be as follows:
Analyze the Binary Search algorithm and answer the following questions. Assume that the element is always present in the array with equal probability on any position. Let be the average number of iterations of the main loop in the algorithm and worst the number of iterations in the worst case.
Calculate Obtain an expression for when the searched element may not be present in the array with probability Result: lg lg Empirically study the case in which repeated elements are allowed so that the equal probability assumption does not hold. Obtain an expression for the variance of when Empirically measure the variance of for all and present graphically these results (the standard deviations).
Result: Var lg
Theoretical Exercises: 1) As the effective size of the vector is divided by two at each iteration, the repeat loop will be entered lg or lg times in the worst case. Conversely, in the best case, the loop would only be entered once. (The searched element would be placed in the position.) 2) Between the best and worst case there will be exactly different instances depending on the position of the element that is being searched for. In the case in which the size of the vector, is related to a power of 2, i.e., for a given it is possible to say that in the first iteration the central position (stored in ) is exactly , and the effective vector to search for (in the next iteration) is thus reduced to or depending on the result of the condition inside the loop. In both cases, the resulting size is and the central position in the next iteration will again be exactly. This situation is illustrated in the Fig. 1 . With all these considerations, the loop is entered once, only in the case that the searched element, is in the position Correspondingly, there are two cases in which the loop is entered twice which occurs when is located at the relative position (absolute positions and ). The loop would be iterated three times when the was at the four different positions corresponding to a relative position. As a consequence of this, we can say that, in general, there are different cases in which the loop is iterated times. As the searched element is in one of the possible positions, it turns out that there are a total of different worst cases in which the loop is iterated times. We can sum the cost of all different cases by grouping them according to the number of iterations. This gives the following sum:
The value of can be easily obtained by stating that where in the last sum an index change, , has been applied. The second sum can be split into two different sums. All the terms of the form will be canceled except the first one, , and the remaining will be a geometric sum which gives as a result. As a consequence, we have Since all possible locations have equal probability, the average number of times the loop is entered as a function of , is obtained by dividing the previous summation by the total number of cases Given that lg , the cost as a function of will be equal to lg and then lg and, of course, if 3) To prove that lg we need to obtain two logarithmic functions that constitute upper and lower bounds of for all As constitutes a valid upper bound, we already have lg For any value of , there exists an integer , for which (2) Since it is reasonable to assume that the average number of iterations is a monotone nondecreasing function, 1 it can be bounded by (3) Taking into account that, from (2) lg and that the expression previously obtained for is true for any , we can obtain a lower bound for the average cost lg And then, since both and are in lg we conclude that lg 4) To calculate the average number of iterations for any size , the key difference is that the number of worst cases is not necessarily a power of two. The number of worst cases will be equal to the difference between and the closest power of two before Let us now define lg from (2) . Then the number of worst cases will be From this, the summation in (1) is modified as follows:
The average cost, with explicit dependencies on and , will be and substituting the value of lg lg (4) if we take into account that Tworst(n + 1) Tworst(n) T (n) we obtain that T (n + 1) T (n): 
Practical Exercises:
To check the empirical value of and how this relates to , and , a program is implemented to search every possible element in an ordered array of different sizes with no repeated elements. The average number of times the main loop of the algorithm is repeated for different sizes is obtained by using a counter. This value is exactly the same obtained for in (4) . The results along with the other analytical expressions obtained are shown in Fig. 2 . When the average time spent by the algorithm is measured in seconds, the resulting plot is very similar to
In particular, using a Pentium II at 300 MHz under Linux, the following (least squares) fitted expression has been obtained: lg s
Note that the expression lg is a close approximation to
B. Palindrome
There is a simple algorithm to check whether a given string is palindrome or not. The algorithm compares both the first and last character of the string and keeps comparing the next (and previous) until some of them differ. This algorithm can be written either in iterative or recursive form. The iterative version of this algorithm particularized for the case in which the alphabet consists of only two different symbols is as 
Theoretical Exercises:
1) The loop in the algorithm is entered times at most (when is palindrome) and is not entered at all, if the first and last character differ. This results in a best-case running time in and a worst-case running time 2) To calculate the average number of times the loop is iterated we have to consider all possible input strings of size Since two different characters only (with equal probability) are considered, there are different strings of size all with the same probability of occurrence.
Let us first consider the case in which is an even number. From the total number of different strings of size , exactly strings differ in the first and last character and produce no iterations of the loop. strings differ in the second and the th character and the loop iterates once. Following this, strings differ in the two central characters and give rise to iterations. Moreover, strings are palindrome and produce iterations. Therefore, the average number of iterations for even will be And then (5) The following summation:
can be solved exactly in the same way as in (1) . In fact, multiplying this sum by and then applying one ends up with the sum in (1) and a geometric sum.
Applying this result we obtain When is odd, we only have to take into account that there are twice palindrome strings with different characters in the central position and also, that the previous summation has terms. The corresponding expression for the average number of iterations is now Proceeding exactly as in the previous case we obtain Consequently, we can write the average cost of the algorithm for any value of as Practical Exercises: In order to check these results, a program can be written to apply this algorithm to all possible bit strings of a given size. Fig. 3 shows the empirically obtained average cost along with the expressions obtained for odd and even, respectively.
V. CONCLUDING REMARKS
Two case studies on average-case algorithm analysis have been presented. The main interest of this work lies in the way the examples are presented. The algorithms are analyzed in depth while keeping the mathematical requirements to a minimum.
It is rather difficult to find nice examples fulfilling the necessary requirements to be used under the framework considered. The algorithms presented, have been selected to be easy enough to be fully understood in an elementary course. But, at the same time, they are interesting in terms of their behavior. The first one is logarithmic in average and worst cases, while the second one is linear in the worst case but constant on average.
To make possible a deep understanding of the material presented it would be convenient to use graphics and algorithm animation techniques to illustrate both the (simple) behavior of the algorithms and also the derivation of the main formulas (sums) which are needed to obtain the average performance.
Calculating the corresponding variances (at least empirically) could illustrate further the behavior of the algorithms although their interpretation is not straightforward.
The practical work in the laboratory is emphasized in this work and the students should be asked to interpret the empirical results taking into account the theoretical evidence.
APPENDIX CALCULATING VARIANCES
Obtaining variances of the cost functions of the algorithms considered constitute a straightforward extension of the analysis presented in this paper. If all instances are of equal probability, the variance is given by where is the average-case cost, is the cost of each of all instances. Once the average-case cost is obtained, the variance only requires a slight modification of the same summation. Obviously, the quadratic term makes it more difficult but basically the same methods apply.
In particular, for the first algorithm (binary search) in the case we have Consequently, the corresponding summation and its solution are From this result it is possible to obtain lg (6) In the case of the second algorithm, the corresponding expression (when is even) is
The corresponding summation in this case is Therefore, manipulating the previous expression for the variance we obtain Var (7) Fig. 4 shows how accurate the expressions in (6) and (7) are. Both empirically measured and theoretically calculated standard deviations are plotted along with the same costs shown in previous figures. Dr. Vidal is a member of the Spanish Association for Artificial Intelligence (AEPIA) and serves as a member of the governing board of the AERFAI, the Spanish chapter of IAPR.
