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We show that spin-spin correlations in a non-Abelian Kitaev spin liquid are associated with a
characteristic inhomogeneous charge density distribution in the vicinity of Z2 vortices. This density
profile and the corresponding local electric fields are observable, e.g., by means of surface probe
techniques. Conversely, by applying bias voltages to several probe tips, one can stabilize Ising
anyons (Z2 vortices harboring a Majorana zero mode) at designated positions, where we predict a
clear Majorana signature in energy absorption spectroscopy.
Introduction.—Quantum spin liquids (QSLs) are fas-
cinating topologically ordered phases of quantum spins
on lattices with frustrated interactions [1–5]. Kitaev’s
celebrated two-dimensional (2D) honeycomb model in a
magnetic field [6] provides an exactly solvable example
for a non-Abelian chiral spin liquid, featuring emergent
gapped neutral fermions as well as Ising anyons — Ma-
jorana zero modes (MZMs) bound to Z2 vortices — as
elementary bulk excitations. In addition, a gapless chiral
Majorana fermion mode at the boundary is responsible
for a quantized thermal Hall effect. The Kitaev model
can be approximately realized in different material plat-
forms [7–11], e.g., in α-RuCl3 [12–14] where small inter-
layer couplings indicate that 2D models are appropri-
ate [15, 16]. Recent experiments suggest a Kitaev spin
liquid phase in α-RuCl3 at intermediate magnetic field
strength between a magnetically ordered low-field state
and a polarized high-field phase [17–24]. In particular,
the thermal Hall signature of the chiral Majorana edge
mode has been reported [25–27], see also Refs. [28, 29].
Nonetheless, the question of whether a QSL phase has
really been observed in α-RuCl3 remains controversial,
see, e.g., Refs. [30, 31].
It stands to reason that alternative experimental tech-
niques can help to unambiguously identify QSL physics in
Kitaev materials. Very recent theoretical works [32, 33]
have suggested electrical detection methods — even
though QSLs are realized in charge insulating magnetic
materials. Aasen et al. [32] (see also Ref. [34]) argue that
Ising anyons and/or the chiral Majorana mode can be
detected by measuring the electrical conductance in cir-
cuits where quantum Hall edge states as well as conven-
tional superconductors are strongly coupled to the QSL.
We here describe a different but also purely electrical ap-
proach for detecting and manipulating Ising anyons in
Kitaev spin liquids. Noting that vacancies or magnetic
impurities allow to trap Z2 vortices in QSLs [35–37], our
ideas may guide experimental efforts towards establish-
ing Kitaev materials as useful platforms for topological
quantum information processing [6, 32, 38].
Our work is motivated by the fact that Mott insula-
tors can harbor quantum states with nontrivial electric
polarization profile [39–42]. Similarly, spin excitations in
QSLs are known to contribute to the optical conductiv-
ity inside the Mott gap [43–46]. For instance, consider a
half-filled Hubbard model on an arbitrary 2D lattice in
the strong coupling limit, |tjk|  U , with on-site inter-
action U and (real) tunnel couplings tjk between sites j
and k. Writing the electron density operator at site j as
nˆj = 1 + δnˆj , one finds that δnˆj =
∑
k,l δnˆj,(kl) can be
expressed in terms of the low-energy spin-1/2 operators
Sj = (S
x
j , S
y
j , S
z
j ) [41, 42],
δnˆj,(kl) =
8tjktkltlj
U3
(Sj · Sk + Sj · Sl − 2Sk · Sl) . (1)
The ground state (g.s.) charge imbalance at site j thus
follows by summing the spin-spin correlations over all tri-
angular site configurations (jkl). While Eq. (1) implies
overall charge neutrality,
∑
j δnˆj = 0, inhomogeneous
charge densities emerge for spin correlations with non-
trivial spatial structure. The physical intuition is that
electronic charge can be locally attracted to (or repelled
by) a strong exchange bond, depending on the signs of
spin correlations and tunnel couplings [41, 42].
Previous works have examined such phenomena in the
context of noncollinear magnetism [39–42]. We here
study the local charge imbalance in a Kitaev QSL har-
boring Ising anyons, where the spin-SU(2) symmetric re-
sult (1) does not apply. Starting from a multi-orbital
Hubbard-Kanamori model [7], the polarization profile
again follows by summing certain spin correlations over
triangular site configurations, see Eq. (5) below. Exploit-
ing that spin correlations can be calculated in an ex-
act manner for arbitrary eigenstates of the Kitaev model
[47, 48], we demonstrate that a Z2 vortex will induce a
radially symmetric and oscillatory charge density pro-
file. Using surface probe techniques like atomic force
microscopy (AFM) or scanning tunneling microscopy
(STM) for exfoliated/cleaved α-RuCl3 samples [49–52],
this profile and the associated electric fields could be
detected experimentally. Similarly, by applying a suf-
ficiently large voltage to a probe tip, Z2 vortices can be
stabilized below the tip. Upon slowly moving the tip in
the lateral direction, the vortex may then be transported
to a designated position. Finally, in a setup with four
ar
X
iv
:2
00
8.
05
33
4v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
2 A
ug
 20
20
2(a)
Figure 1. (a) Two-vortex state in the Kitaev model, where
filled hexagons represent Z2 vortices with Wp = −1. Com-
pared to the uniform g.s. with all Wp = +1, the gauge
fields u〈jk〉α are reversed for bonds crossed by a string (solid
black line) connecting both vortices. Different bond types,
α = (x, y, z), are depicted in red, green and blue, respectively.
Spin-spin correlations, see Eq. (4), near a vortex become spa-
tially isotropic in the thermodynamic limit and with all other
vortices far away, i.e., C′1 = C1. (b) A local charge imbalance,
ρj , arises from virtual orbital-dependent hopping around tri-
angles with one bond of each type α, with amplitude t for
nearest-neighbor bonds (solid lines) and t′ for next-nearest-
neighbor bonds (dashed lines). For the site with index j, the
yellow triangle gives a contribution ρj ∝ 2C1.
tips, the existence of MZMs may be verified by energy
absorption spectroscopy techniques [53, 54].
Kitaev honeycomb model.—Consider the exactly solv-
able Kitaev honeycomb model with symmetric exchange
couplings in a weak magnetic field h [6],
H = −K
∑
〈jl〉α
Sαj S
α
l − κ
∑
〈jk〉α,〈kl〉β
Sαj S
γ
kS
β
l , (2)
where 〈jl〉α denotes a nearest-neighbor bond of type
α = x, y, z, see Fig. 1. The term ∝ κ encodes the mag-
netic field, where (αβγ) is a cyclic permutation of (xyz)
and the sum extends over triangles (jkl) with two adja-
cent nearest-neighbor bonds. While a perturbative calcu-
lation yields κ ∝ hxhyhz/K2 [6], in more general models
beyond Eq. (2), κ is already generated at first order in |h|
[55]. Throughout we assume κ 6= 0 and measure lengths
in lattice spacing (a0) units, where a0 = 3.44 Å for α-
RuCl3 [16].
The model (2) is diagonalized by using a Majorana
representation of the spin-1/2 operators, Sαj =
i
2cjc
α
j ,
where the anticommuting Majorana operators
(
cj , c
α
j
)
square to unity [6]. One first defines Z2 gauge fields,
u〈jl〉α = ic
α
j c
α
l = −u〈lj〉α , which are conserved bond op-
erators with eigenvalue ±1. For a given gauge field con-
figuration denoted by |G〉, Eq. (2) equivalently describes
noninteracting Majorana fermions {cj},
H =
iK
4
∑
〈jl〉α
u〈jl〉αcjcl −
iκ
8
∑
〈jk〉α,〈kl〉β
u〈jk〉αu〈kl〉βcjcl,
(3)
with eigenstates |M(G)〉. Clearly, spin operators are
invariant under Z2 gauge transformations,
(
cj , c
α
j
) 7→
(−cj ,−cαj ). Since the gauge structure artificially en-
larges the Hilbert space, the local constraint Dj ≡
cjc
x
j c
y
j c
z
j = 1 is imposed by the projector P =
∏
j
1+Dj
2 .
The exact eigenstates of the Kitaev model are thus given
by |Ψ〉 = P|M(G)〉 ⊗ |G〉. The gauge invariant Z2 flux
through the pth hexagon is encoded by the plaquette op-
erator Wp =
∏
〈jl〉α∈9p u〈jl〉α = ±1 (with bonds oriented
from j in sublattice A to l ∈ B), where Wp = −1 defines
a Z2 vortex, see Fig. 1(a). The g.s. sector has no vortices
and is solved by Fourier transformation of Eq. (3) with
all u〈jl〉α → +1 [6].
For arbitrary eigenstates |Ψ〉, spin correlations can be
computed in an exact manner. They vanish except for
nearest-neighbor bonds 〈jl〉α, where one finds [47, 48]
〈Ψ|Sαj Sβl |Ψ〉 =
1
4
C〈jl〉αδ
αβ , (4)
C〈jl〉α = −u〈jl〉α〈M(G)|icjcl|M(G)〉.
This ultralocal behavior is due to the static nature of
the gauge field — vortices created by Sβl must be annihi-
lated by Sαj again. Details on the numerical calculation
of C〈jl〉α in a finite Kitaev lattice with Z2 vortices are
provided in the Supplementary Material (SM) [56].
Charge density in Kitaev materials.—Kitaev materials
correspond to multi-orbital Mott insulators with strong
spin-orbit coupling [7]. We now generalize Eq. (1) in or-
der to relate the local density operator, nˆj = 1 + δnˆj ,
to spin-spin correlations in Kitaev materials. To that
end, we start from the Hubbard-Kanamori model for
d5 electrons in an edge-sharing octahedral environment
[7, 57–59], with on-site Coulomb energy U , Hund cou-
pling JH = ηU (with 0 < η < 1/3), and the real-
valued positive hopping amplitudes t and t′ shown in
Fig. 1(b). We consider only the dominant hopping path
which couples, e.g., xz and yz orbitals on z bonds [7]. In
the strong-coupling regime, t, t′  U , a canonical trans-
formation [60–62] projects this model to the low-energy
sector, where the single hole at each site is in a state
with effective total angular momentum jeff = 1/2. With
Sj now referring to hole spin-1/2 operators, one arrives
at the Kitaev model [7] with K = 8ηt
2
3(1−η)(1−3η)U > 0,
plus next-nearest neighbor Kitaev couplings ∝ (t′)2/U .
Performing the canonical transformation at next order
in (t, t′)/U [56], the local charge operator follows as
δnˆj =
∑
k,l δnˆj,(kl), summed over all triangular config-
urations with bond type (α, β, γ) of pair (jk, jl, kl), re-
spectively,
δnˆj,(kl) = A1S
α
k S
α
j +A2S
β
kS
β
j +A3S
γ
kS
γ
j
+ A1S
β
l S
β
j +A2S
α
l S
α
j +A3S
γ
l S
γ
j (5)
− 2A1SγkSγl − (A2 +A3)
(
Sαk S
α
l + S
β
kS
β
l
)
,
3with (η = JH/U) A1A2
A3
 = 4ηt2t′
9(1− η)3(1− 3η)3U3
 3− 10η + 11η25− 20η + 21η2
−5 + 18η − 17η2
 .
(6)
Employing ab initio parameters for α-RuCl3 [8, 59],
t = 160 meV, t′ = 60 meV, JH = 0.4 eV, U = 2.4 eV,
(7)
we obtain, e.g., A1 ' 1.86 × 10−4. We note that δnˆj ∝
JH , see Eq. (6), suggests that the interference mechanism
described in Ref. [7] also determines the local electric
polarization. To leading order in t′/U , the local charge
imbalance, ρj ≡ e〈Ψ|δnˆj |Ψ〉, is obtained from Eqs. (5)
and (6) by using the eigenstates |Ψ〉 of the pure (t′ = 0)
Kitaev model. Employing the spin correlations in Eq. (4)
and summing over all triangles (jkl),
ρj =
eA1
4
∑
kl
(〈
Sαk S
α
j
〉
+
〈
Sβl S
β
j
〉− 2〈SγkSγl 〉) . (8)
For the uniform g.s. without vortices, one readily shows
ρj = 0.
Charge density near a vortex.—Let us now consider
a gauge state |G〉 with two vortices at distance d, see
Fig. 1(a). We numerically diagonalize the Hamiltonian
(3) for system size L × L with periodic boundary con-
ditions, where spin correlations follow from Eq. (4) [56].
The MZM operators γ1,2 for both vortices allow for two
parity states, |nf = 0, 1〉 with iγ1γ2 = (−1)nf . However,
the total number of fermions is subject to a parity con-
straint [63, 64] which fixes nf , and hence more than two
vortices are needed for implementing nontrivial MZM op-
erations in a Kitaev QSL. Next we note that the string
in Fig. 1 is gauge dependent and thus unphysical [1, 3].
With other vortices far away, spin correlations near a Z2
vortex must therefore become isotropic, e.g., C ′1 = C1 in
Fig. 1(a). From Eq. (8), the local charge imbalance then
depends on at most three non-equivalent spin correla-
tors C1,2,3, see Fig. 1(a) for sites surrounding a vortex.
Summing over all triangles, we find ρj = eA1(C1 − C3)
at those sites, where C2 cancels out identically. We have
numerically computed C1−C3 for the largest inter-vortex
distance d = b(L − 1)/2c [56]. For κ = 0.2K, the ther-
modynamic limit is reached for L & 20. We then find
C1 − C3 ' −0.0315, resulting in ρj ' −5.86× 10−6e.
The full charge density profile around a single vortex
(with all other vortices far away) is shown in Fig. 2(a)
for κ = 0.2K. The profile is radially isotropic and ex-
hibits Friedel-like oscillations with the distance r from
the vortex center, where the largest charge imbalance,
ρmax ≡ max|ρj | ' 8.09 × 10−6e, occurs at the second
‘ring’. Moreover, Fig. 2(b) indicates exponentially small
charge imbalances for large r.
Vortex detection.—A Z2 vortex can be detected
through the associated charge density profile in STM
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-1.0-0.8
-0.6-0.4
-0.20.0
(a)
Figure 2. Charge density profile, ρj , near a vortex
(shaded hexagon) and the corresponding electrostatic poten-
tial, Vvort(z), for κ = 0.2K and parameters (7). (a) Color-
scale plot of ρj/ρmax, see Eq. (8). (b) |ρj |/ρmax vs in-plane
distance r from the vortex center on a semi-logarithmic scale.
(c) Vvort(z) vs perpendicular distance z, with Vvort(z = 0) '
−0.118 meV at the vortex center.
measurements [49], or by mapping out the resulting lo-
cal electric fields, e.g., using well-established AFM tech-
niques [65–67]. The electrostatic potential at position
r follows from Eq. (8) by summing over all honeycomb
lattice sites Rj , Vvort(r) =
∑
j ρj/|r−Rj |, see Fig. 2(c).
This polarization profile generates a quadrupole potential
which is most pronounced along the perpendicular direc-
tion. Putting r = zeˆz, the numerical results in Fig. 2(c)
are consistent with Vvort(z) ∝ −1/z3 for |z| → ∞. Since
available AFM techniques can resolve voltage differences
far below 0.1 mV [65–67], experimental tests of the po-
tential Vvort(r) are within reach.
Vortex manipulation.—We next turn to the influence
of local external electric fields. For definiteness, we con-
sider a voltage-biased (AFM or STM) probe tip posi-
tioned above a hexagon center. We approximate the
tip potential by a constant, V0, for all six sites around
the hexagon, and zero otherwise. Including the electro-
static coupling in the atomic on-site term of the Hubbard-
Kanamori model, we again project to the low-energy sec-
tor with a single jeff = 1/2 hole per site [56]. Using
ξ0 ≡ eV0/[(1− 3η)U ], this projection applies for |ξ0| < 1.
We arrive at the Kitaev model (2) where the exchange
couplings for the C2-bonds in Fig. 1(a) are instead of K
given by
K(V0) =
(1 + ν0ξ
2
0)K
(1− ξ20)(1− ν20ξ20)
≥ K, ν0 = 1− 3η
1− η . (9)
With increasing tip potential |V0|, the exchange coupling
also increases. (For simplicity, we assume κ(V0) = κ.)
We then consider a setup with four tips at the same
voltage V0, see Fig. 3(a) for Vac = 0. The resulting Ki-
taev model remains exactly solvable since only the C2-
bonds around each of the four hexagons are modified.
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Figure 3. (a) Setup with four probe tips held at the same
voltage V0. By applying a weak a.c. voltage Vac(t) to one tip,
the energy absorption probability (11) can be measured. This
quantity provides information about the low-energy QSL ex-
citation spectrum. (b) Energy gap of the lowest four-vortex
state, ∆E4v (red), and two-fermion state, ∆E2f (blue), vs
tip voltage parameter ξ0 = eV0/[(1 − 3η)U ]. We use the pa-
rameters in Eq. (7), κ = 0.1K, Vac = 0, L = 30, with all
tips far away from each other. The shaded region shows the
two-fermion continuum without vortices.
Figure 3(b) shows the energy gap ∆E4v from the uniform
g.s. without vortices to the g.s. with four vortices at the
contacted hexagons, as well as the gap to the first excited
state without vortices, ∆E2f , where two bulk fermions
are created. With increasing V0, we observe that ∆E4v
decreases and eventually falls below ∆E2f . A vortex lo-
cated near one of the probe tips will thus be attracted to-
wards the position right below the tip. For this voltage-
controlled trapping mechanism, using K ≈ 5 meV [8],
ξ = 0.5, and the parameters in Fig. 3(b), the stabiliza-
tion energy is ∆E4v(0) − ∆E4v(V0) ≈ 0.5 meV. Once a
vortex has been trapped, by slowly dragging the probe
tip along the lateral direction, one could transport the
vortex to a desired position.
Since V0 6= 0 breaks the symmetry between sites on a
bond, a local charge imbalance is now already possible
for t′ = 0. Writing δnˆj =
∑
l δnˆ
(2)
j,l , where one sums over
the bonds 〈jl〉α, we find
δnˆ
(2)
j,l = −
4t2eV0
U3
[
f0 (ξ0, η) + fs (ξ0, η)S
α
j S
α
l
]
, (10)
where the functions f0,s (ξ0, η) approach f0 ' 2/3 and
fs ' 4η in the limit ξ0  1 and η  1 [56].
Energy absorption spectroscopy.—Finally, we outline a
spectroscopic technique for detecting the MZMs bound
by Z2 vortices. We consider a four-tip setup with nearest-
neighbor tip distance d and all tips at the same voltage
V0, see Fig. 3(a). Accounting for the total fermion par-
ity constraint [63, 64], MZMs cause a two-fold g.s. de-
generacy for NV = 4 vortices and d → ∞. At fi-
nite d, an exponentially small energy splitting, εM (d), is
present [6]. On the first tip, we add a weak a.c. voltage,
Vac(t) = V1 cos(ωt) with V1  V0. The energy absorption
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Figure 4. Line shapeA(ω) of the absorption spectrum (11) for
the setup in Fig. 3(a). We use the parameters (7), ξ0 = 0.2,
κ = 0.2K, L = 48, d = 2 (see inset), and different numbers
NV of vortices below the tips: NV = 0 (green), NV = 2 (blue,
including a vortex at the first tip), and NV = 4 (red curve).
The green arrow indicates the NV = 0 two-fermion continuum
threshold ω = ∆E2f . The red arrow marks the MZM peak
at ω = εM (d), possible only for NV = 4. For the continuum
part, δ-functions are broadened by the maximal level spacing,
(δω)NV =0 ≈ 8.7×10−3K and (δω)NV =2,4 ≈ 5.5×10−3K. For
the MZM peak, δω = 5× 10−4K.
probability follows from Fermi’s golden rule,
P (ω) =
(
2Ke2V0V1w (ξ0, η)
(1− 3η)2U2
)2
A(ω), (11)
A(ω) = 2pi
∑
n
|〈Ψn|Qˆ1|Ψ0〉|2δ(ω − En + E0),
with unperturbed (V1 = 0) eigenstates |Ψn〉 for energy
En, where the g.s. corresponds to n = 0. The function
w(ξ0, η) [56] approaches w ' 3 for ξ0  1 and η  1.
Noting that Vac(t) couples to the charge accumulated be-
low the first tip, Qˆ1 corresponds to the two-spin operator
Qˆ1 =
∑
〈jl〉α
Sαj S
α
l = −
i
4
∑
〈jl〉α
u〈jl〉αcjcl, (12)
where one sums over C2-bonds at the first hexagon. Ma-
trix elements of Qˆ1 can couple the g.s. to excited states
without changing NV , in contrast to single-spin opera-
tors [48]. Importantly, P (ω) can be measured by spec-
troscopic techniques as introduced in Refs. [53, 54].
Our results for the absorption spectrum (11) are shown
in Fig. 4. For NV = 4, a sharp MZM peak at ω = εM (d)
emerges well below the continuum part, where the NV =
2, 4 continuum threshold involves one bulk fermion and
a zero mode, i.e., ω ≈ ∆Ef . Since ∆Ef < ∆E2f , see
Fig. 4, the NV -dependence of the continuum threshold
is caused by MZMs. For d → ∞, the MZM peak weight
vanishes because the local operator Qˆ1 cannot distinguish
5degenerate topological ground states. By probing the d-
dependence of this peak, however, a clear MZM signature
should be observable.
Conclusions.—The inhomogeneous charge density
near vortices in QSLs allows to detect and manipulate
Ising anyons via local electric fields, where surface probe
techniques provide powerful experimental tools. Such
methods could enable MZM fusion and braiding [6, 38]
experiments in Kitaev spin liquids.
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Supplementary Material to “Electrical Access to Ising Anyons in Kitaev Spin Liquids”
1. Spin correlations in the Kitaev model
We begin by describing the calculation of spin-spin correlations using the Majorana representation of the Kitaev
model with κ 6= 0, see Eqs. (3) and (4) of the main text and Refs. [6, 47]. We consider spin-1/2 operators on a
2D honeycomb lattice with L × L unit cells. The 2N = 2L2 Majorana operators cj introduced in the main text
are written as cj = cλ(m,n), with sublattice index λ ∈ {A,B} and integers m,n = 1, . . . , L labeling the unit cells,
R(m,n) = meˆ1 + neˆ2. The primitive lattice vectors are eˆ1 = 12 xˆ +
√
3
2 yˆ and eˆ2 = − 12 xˆ +
√
3
2 yˆ, and we use periodic
boundary conditions, cλ(m+ L, n) = cλ(m,n) and cλ(m,n+ L) = cλ(m,n). The Hamiltonian then reads
H = i
K
4
∑
m,n
cA(m,n)
[
uz(m,n)cB(m,n) + ux(m,n)cB(m+ 1, n) + uy(m,n)cB(m,n+ 1)
]
+i
κ
8
∑
m,n
{
cA(m,n)
[
ux(m,n)uy(m+ 1, n− 1)cA(m+ 1, n− 1) + uz(m,n)ux(m− 1, n)cA(m− 1, n)
+uy(m,n)uz(m,n+ 1)cA(m,n+ 1)
]
+ cB(m,n)
[
ux(m− 1, n)uy(m− 1, n)cB(m− 1, n+ 1)
+uz(m,n)ux(m,n)cB(m+ 1, n) + uy(m,n− 1)uz(m,n− 1)cB(m,n− 1)
]}
, (13)
where uα(m,n) ≡ u〈jl〉α for a nearest-neighbor bond of
type α = x, y, z pointing from site j ∈ A to site l ∈ B. We
next define the 2N -dimensional Majorana vector, V =
7(cA, cB)
T , with
cλ = (cλ(1, 1), . . . cλ(L, 1), cλ(1, 2), . . . , cλ(L,L))
T
,
(14)
as well as a complex fermion for each unit cell, f(m,n) =
1
2 [cA(m,n) − icB(m,n)]. With a vector f formed as in
Eq. (14), the transformation between both representa-
tions is given by
V =
(
cA
cB
)
= T
(
f
f†
)
, T =
(
1N 1N
i1N −i1N
)
, (15)
with the N × N identity 1N . The projection P de-
fined in the main text here implies a parity constraint
[63, 64] for the total number Nf of f fermions and the
total number Nχ of bond fermions, (−1)Nf+Nχ = 1.
Here, bond fermion operators are defined as χ〈jl〉α =
1
2
(
cαj − icαl
)
[47], such that the spin operator Sαj =
i
2cj
(
χ〈jl〉α + χ
†
〈jl〉α
)
changes the occupation number of
the bond fermion. In terms of gauge invariant objects,
Sαj flips the two plaquette operators Wp adjacent to this
bond. Using the f fermions, H assumes a Bogoliubov-
de-Gennes (BdG) form,
H = (f† f) T †
( HAA HAB
HBA HBB
)
T
(
f
f†
)
, (16)
where the N × N matrices Hλλ′ follow from Eq. (13).
We next apply a unitary transformation,
(
f
f†
)
=
U
(
a
a†
)
, in order to diagonalize Eq. (16) for a given
gauge configuration |G〉 in terms of new a fermions, H =∑N
ν=1 εν
(
2a†νaν − 1
)
, where εν are the non-negative
eigenenergies ordered as ε1 < ε2 < · · · < εN . Taking the
g.s., |M0(G)〉 with aν |M0(G)〉 = 0 for all ν, the g.s. en-
ergy is E0 = −
∑N
ν=1 εν . However, one may have to add
a fermion to the ε1 level to fulfill the above parity con-
straint, resulting in the g.s. energy E˜0 = E0 + 2ε1. For
the two-vortex case, there are two MZMs at zero energy
when the vortices are far away, resulting in ε1 = 0 and
E˜0 = E0. For the uniform zero-vortex state, the g.s. en-
ergy follows by Fourier transformation. In the thermody-
namic limit, one finds E0N = −
√
3
4pi2
´
1
2BZ
d2k ε(k), where
1
2BZ denotes half the Brillouin zone and the dispersion
is given by
ε(k) =
1
4
√√√√∣∣∣∣∣K
3∑
i=1
eik·ai
∣∣∣∣∣
2
+
(
κ
3∑
i=1
sin(k · bi)
)2
(17)
with a1 =
(
0, 1√
3
)
, a2 =
(
− 12 ,− 12√3
)
, a3 =
(
1
2 ,− 12√3
)
,
and b1 = a2 − a3, b2 = a3 − a1, b3 = a1 − a2 [6]. The
threshold energy for two-fermion excitations in the zero-
vortex sector is given by ∆E2f = 2∆Ef = 2ε(k0) ∝ |κ|,
where k0 = (2pi/3, 2pi/
√
3) is the momentum at the K
point of the Brillouin zone.
We now turn to the spin correlations. Consider first
the correlation for α = z within a unit cell (choos-
ing j ∈ A), where Eq. (4) in the main text gives
C〈jl〉z = −iuz(m,n)〈cA(m,n)cB(m,n)〉. Labeling the
components of the vector (14) by the index r = r(m,n) =
m + (n − 1)L, we obtain C〈jl〉z = −iuz(m,n)〈V †W zr V 〉
with the matrix W zr =
(
0 ZABr
0 0
)
. Similarly, we define
matrices Wα=x,yr by replacing the diagonal N ×N diag-
onal matrix ZABr , with only one nonzero matrix element
(ZABr )r1r2 = δr1rδr2r, by
(XABr )r1r2 = δm1mδn1nδm2,m+1δn2n,
(Y ABr )r1r2 = δm1mδn1nδm2mδn2,n+1. (18)
Using V † = A†U†T † with A† ≡ (a†, a), we obtain
C〈jl〉α = −iuα(m,n)
2N∑
ν,ν′=1
(U†T †Wαr TU)νν′〈A†νAν′〉.
(19)
For the g.s. at given |G〉, we thus arrive at
C〈jl〉α = −iuα(m,n)
2N∑
ν=N+1
(U†T †Wαr(m,n)TU)νν . (20)
If the g.s. has an occupied ε1 level because of the parity
constraint, we instead find
C˜〈jl〉α = −iuα(m,n)
[
(U†T †Wαr(m,n)TU)NN
+
2N∑
ν=N+2
(U†T †Wαr(m,n)TU)νν
]
. (21)
In any case, the calculation of spin correlations has been
reduced to determining the unitary U diagonalizing the
BdG Hamiltonian.
Figure 5 shows the differences between spin correla-
tions C ′1 and C1,2,3 near a vortex as defined in Fig. 1(a)
of the main text. We study the g.s. of a system of
size L × L with two vortices kept at maximal distance
d = b(L− 1)/2c. For the parameters in Fig. 5, the ther-
modynamic limit (with well separated vortices) is reached
for L & 20. The spin correlations C ′1 and C1 then be-
come identical, and the charge density profile is isotropic
around the vortex center. The difference C1 − C3 deter-
mines the charge imbalance on sites surrounding a vortex,
where C1 − C3 ' −0.0315 in the thermodynamic limit.
Finally, the calculation of the dynamic response func-
tion quoted in Eq. (11) of the main text involves matrix
elements between the ground state and excited states.
The corresponding spectral function has the form
A(ω) = 2pi
∑
1≤ν<ν′≤N
|Λνν′ |2 δ(ω − εν − εν′), (22)
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Figure 5. Ground state spin correlations C′1 and C1,2,3 [see
Eq. (4) and Fig. 1(a) in the main text] vs L (in units of the
lattice spacing) for the g.s. with two vortices kept at maximal
distance in a system of size L × L. The parameters are as
in Fig. 2(b) of the main text. Filled symbols and dashed
lines represent the result for the g.s., |M0(G)〉, which obeys
aν |M0(G)〉 = 0 for all ν. Empty symbols and dashed lines
represent the result for the state in which the single-particle
level with energy ε1 is occupied. Note that for both states,
spin-spin correlations converge to the same values in the large-
L limit.
where the matrix element is given by
Λνν′ = − i
4
6∑
`=1
uα`(m`, n`)
{[
U†T †Wα`r(m`,n`)TU
]
ν,N+ν′
−
[
U†T †Wα`r(m`,n`)TU
]
ν′,N+ν
}
. (23)
Here (m`, n`, α`) with ` = 1, . . . , 6 label the unit cells and
bond types for the six nearest-neighbor bonds with one
site in the hexagon containing the vortex and the other
site outside the hexagon. If the bond marked by C2 in
Fig. 1(a) of the main text corresponds to (m0, n0, x), the
other five bonds in clockwise order are (m0, n0 − 1, y),
(m0−1, n0, z), (m0−2, n0 +1, x), (m0−1, n0 +1, y), and
(m0, n0 + 1, z). The MZM peak for NV = 4 in Fig. 4 of
the main text occurs at the energy εM = ε1 + ε2 and its
weight is proportional to |Λ12|2. In the four-vortex sector,
both eigenenergies ε1 and ε2 decrease exponentially with
the inter-vortex distance.
2. On the Hubbard-Kanamori model
We consider the Hubbard-Kanamori model for d5 elec-
trons in an edge-sharing octahedral environment [7], see
also Refs. [57–59]. The five d-electrons of the Ru3+
ions in a cubic crystal field occupy three t2g orbitals
(xy, yz, zx), denoted below by the complementary in-
dex α = (z, x, y), respectively. With the electron cre-
ation operator d†iασ at site i for spin σ, and using
d†iα = (d
†
iα↑, d
†
iα↓), we define the electron number op-
erator at this site, Ni =
∑
α d
†
iαdiα, the spin operator,
Si =
1
2
∑
α d
†
iασdiα, and the orbital angular momentum
operator, Li =
∑
αβ d
†
iα(l)αβdiβ . Here l = (l
x, ly, lz) rep-
resents the leff = 1 orbital angular momentum of the t2g
states. In the orbital basis {|x〉, |y〉, |z〉},
lx =
 0 0 00 0 −i
0 i 0
 , ly =
 0 0 i0 0 0
−i 0 0
 , lz =
 0 −i 0i 0 0
0 0 0

(24)
The Hubbard-Kanamori Hamiltonian [58, 59], H = H0 +
Hat+Hso, includes the orbital- and bond-dependent hop-
ping term
H0 = t
∑
〈ij〉γ
d†iαdjβ + t
′ ∑
〈〈ij〉〉γ
d†iαdjβ + (α↔ β), (25)
where t (t′) are the dominant (next-)nearest-neighbor
hopping amplitudes, see Fig. 1(b) in the main text. These
real-valued positive amplitudes refer to transitions be-
tween t2g orbitals after integrating out the p-orbitals at
the ligand (Cl) sites. Allowing for a potential shift V0 in-
duced by a probe tip voltage, the atomic on-site Hamil-
tonian, Hat =
∑
iH
(i)
at , and the local spin-orbit term,
Hso =
∑
iH
(i)
so , are given by
H
(i)
at =
U − 3JH
2
(Ni − 5)2 − 2JHS2i −
JH
2
L2i − eV0Ni,
H(i)so = −λsoSi · Li, (26)
where U is the on-site Coulomb repulsion, 0 < JH < U/3
denotes the Hund coupling, and λso > 0 is the spin-orbit
coupling.
We consider the strong coupling regime t, t′  U, JH .
For λso = 0, the g.s. of H
(i)
at is six-fold degenerate and
has quantum numbers Ni = 5, Si = 1/2, and Li = 1. To
simplify calculations, we perform a particle-hole trans-
formation,
diα =
(
diα↑
diα↓
)
=
(
h†iα↓
−h†iα↑
)
= iσy
(
h†iα
)T
. (27)
In terms of the hole operators hiα, we then have the
on-site operators N¯i ≡ 6 − Ni =
∑
α h
†
iαhiα, Si =
1
2
∑
α h
†
iασhiα, and Li = −
∑
αβ h
†
iα(l)αβhiβ . At low en-
ergies, the atomic part Hat implies that we have N¯i = 1
hole per site. Note that H0 effectively changes sign af-
ter the particle-hole transformation. It is convenient to
use the index s = (α, σ) = 1, . . . , 6, encoding both or-
bital and spin degrees of freedom, and to employ the
six-component spinor
h†i = (h
†
ix↑, h
†
iy↑, h
†
iz↑, h
†
ix↓, h
†
iy↓, h
†
iz↓). (28)
The hopping amplitudes in H0 can expressed in terms of
6× 6 hopping matrices, Tij , with the matrix elements
(Tij)ss′ =
(
12 ⊗T(o)ij
)
ss′
, (29)
9where 12 is the identity in spin space and the matrix
T
(o)
ij in orbital space depends on the bond type of the
link between i and j. Specifically, for nearest-neighbor
bonds,
T
(o)
〈ij〉x = t
 0 0 00 0 1
0 1 0
 , T(o)〈ij〉y = t
 0 0 10 0 0
1 0 0
 ,
T
(o)
〈ij〉z = t
 0 1 01 0 0
0 0 0
 . (30)
Likewise, for next-nearest neighbors, the corresponding
T
(o)
ij matrices follow from Eq. (30) by replacing t → t′.
Moreover, we find
N¯i = h
†
ihi , Si =
1
2
h†i (σ⊗13)hi , Li = −h†i (12⊗ l)hi ,
(31)
with l in Eq. (24).
The inclusion of Hso now partially lifts the degeneracy
of the atomic Hamiltonian by splitting the t2g states into
two multiplets of total angular momentum jeff = 1/2 and
jeff = 3/2, respectively. Since the particle-hole transfor-
mation effectively reverses the sign of the spin-orbit term
in Eq. (26), the g.s. corresponds to a hole in the jeff = 1/2
doublet. In the following, we follow Refs. [7, 57] and im-
plement the projection onto the low-energy subspace in
two steps. First, we derive the effective operators in the
strong coupling regime considering the subspace with one
hole in a t2g orbital, neglecting the spin-orbit coupling in
this first step. Second, we include the spin-orbit coupling
by taking the matrix elements of the effective operators
between states in the jeff = 1/2 subspace, spanned by
|+〉 = 1√
3
(−|z, ↑〉 − i|y, ↓〉 − |x, ↓〉) ,
|−〉 = 1√
3
(|z, ↓〉+ i|y, ↑〉 − |x, ↑〉) . (32)
This approach is valid for t, t′  λso  U, JH [57].
With the projection operator P(n)i onto the subspace
with n holes at site i, the low-energy projection is im-
plemented by
∏
i P(1)i . Since we consider processes up
to third order in (t, t′)/U below, the g.s. never couples to
states with more than two holes per site. We can thus ap-
proximate the identity at site i by 1i ' P(0)i +P(1)i +P(2)i ,
and write H0 = T0 + T1 + T−1 with
T0 = −
∑
ij
[
P(1)i h†iTijhjP(1)j + P(2)i h†iTijhjP(2)j
]
,
T1 = −
∑
ij
P(2)i h†iTijhjP(1)j , T−1 = T †1 , (33)
where we used the relations hiP(0)i = P(0)i h†i = 0. Fol-
lowing Refs. [60–62], we then want to identify a canonical
transformation,
H˜ = eSHe−S = H + [S,H] +
1
2
[S, [S,H]] + · · · , (34)
such that terms leaving the low-energy space with one
hole per site are eliminated up to the desired order in
perturbation theory. This procedure is equivalent to per-
forming a Schrieffer-Wolff transformation. Once the gen-
erator S has been determined, an arbitrary local operator
Oi commuting with N¯i is represented by the transformed
operator
O˜i = eSOie−S = Oi + [S,Oi] + 1
2!
[S, [S,Oi]] +
+
1
3!
[S, [S, [S,Oi]]] + · · · . (35)
By setting Oi = h†ihi − 1, we can thereby obtain the
low-energy form of the charge imbalance operator from
Eq. (35).
To proceed, we split the projection operators into chan-
nels with different orbital angular momentum, P(n)i =∑2
L=0 P(n)i,L . Writing Hat = Vρ + Vσ + V` in Eq. (26),
with operator contributions due to density (ρ), spin (σ),
and orbital angular momentum (`) terms, we compute
the eigenvalue changes, ∆V = ∆Vρ + ∆Vσ + ∆V`, from
the basic commutator relation (n, n′ = 0, 1, 2)∑
ij
[
Hat,P(n)i,L h†iTijhjP(n
′)
j,L′
]
=
∑
ij
∆V (n,L;n′, L′)P(n)i,L h†iTijhjP(n
′)
j,L′ , (36)
where the orbital quantum numbers L,L′ have to be com-
patible with n, n′. The result for Vρ is independent of L
and L′, whereas the result for Vσ depends only on the
parity of L and L′ since the two holes form a singlet
(triplet) for even (odd) L. For n = 1, only L = 1 is al-
lowed and we can then omit the index L. In particular,
we find∑
ij
[
Hat,P(2)i,Lh†iTijhjP(1)j
]
= ∆EL
∑
ij
P(2)i,Lh†iTijhjP(1)j ,
(37)
where ∆E0 = U + 2JH , ∆E1 = U − 3JH , and ∆E2 =
U−JH for V0 = 0. For vanishing Hund coupling, JH = 0,
one finds ∆EL=0,1,2 = U and ∆V (n,L′;n,L′′) = 0. In
the presence of a potential difference V0 between sites i
and j, one has to replace ∆EL → ∆EL ± V0 for the (ij)
and (ji) terms in Eq. (37), respectively.
The generator of the canonical transformation to first
order in (t, t′)/U is then given by
S1 =
∑
ij
2∑
L=0
−P(2)i,Lh†iTijhjP(1)j
∆EL
− h.c., (38)
where one readily finds [Hat, S1] = T1 + T−1, as required
for canceling out all first-order terms in the transformed
Hamiltonian (34). Using Eq. (38), we have verified that
the effective spin Hamiltonian at second order in (t, t′)/U
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is given by the Kitaev model, see Ref. [7], with ferromag-
netic exchange coupling K ∝ JH . Explicitly, for V0 = 0,
we reproduce Eq. (4) of Ref. [57] upon setting t2 = t and
t1 = t3 = 0 in their equations. It is straightforward to
include t1 and t3 in the Tij matrices (29). However, such
terms break the integrability of the Kitaev model.
For V0 6= 0, one similarly finds that the exchange cou-
pling K is replaced by K(V0) in Eq. (9) of the main
text. Moreover, inserting S1 in Eq. (38) into Eq. (35),
the low-energy form of the local charge imbalance opera-
tor follows. We arrive at Eq. (10) in the main text, with
the dimensionless functions
f0(ξ0, η) =
6 + 71η4 − 149η3 + 111η2 − 39η + (3η − 1)3(13η − 6)ξ40 − 2(1− 3η)2
(
11η2 − 17η + 6) ξ20
9(1− 3η)3(1− ξ20)2[(1− η)2 − (1− 3η)2ξ20 ]2
,
fs(ξ0, η) =
4η
[
3− 13η3 + 25η2 − 15η + (3η − 1)3ξ40 + 2(η − 1)(1− 3η)2ξ20
]
3(1− 3η)3(1− ξ20)2[(1− η)2 − (3η − 1)2ξ20 ]2
, (39)
where ξ0 = eV0/[(1−3η)U ] is the dimensionless voltage parameter and the dimensionless Hund coupling is η = JH/U
with 0 < η < 1/3. Similarly, the function w(ξ0, η) appearing in Eq. (11) of the main text is given by
w(ξ0, η) =
(1− η)2(3− 12η + 13η2)− 2 (1− 4η + 3η2)2 ξ20 − (1− η)(1− 3η)3ξ40
(1− ξ20)2 [(1− η)2 − (1− 6η + 9η2)ξ20 ]2
, (40)
For V0 = 0, we observe that no δnˆj contributions are generated up to second order in (t, t′)/U . However, at the next
order, we do encounter such intrinsic charge imbalance contributions. In particular, the second-order term S2 in the
generator of the canonical transformation in Eq. (34) is determined by the condition [S1, T0] + [S2, Hat] = 0, which
can be satisfied by choosing
S2 =
∑
ijkl
∑
n=1,2
∑
L,L′,L′′
P(2)i,Lh†iTijhjP(1)j P(n)k,L′h†kTklhlP(n)l,L′′ + P(1)i h†iTijhjP(2)j,LP(n)k,L′′h†kTklhlP(n)l,L′
∆EL[∆EL + ∆V (n,L′;n,L′′)]
− h.c. (41)
Inserting this generator into Eq. (35), after lengthy but straightforward algebra, we arrive at Eqs. (5) and (6) in
the main text.
